I. INTRODUCTION
Spectrophotometry is a widely used measurement technique in many fields of natural and life science.
1-3 Usually, it is believed to be a very accurate and reliable measurement technique. Thus, most published uncertainty considerations focus on the impact of sample-related contributions to the uncertainty budget, whereas the impact of the instrumentation is believed to be of minor significance and is therefore not considered. 4, 5 However, in order to obtain accurate and reliable data, a comprehensive analysis not only of the sample under test but also of the spectrophotometer itself as well as the measurement procedure is required. The ASTM standard "Estimating Uncertainty of Test Results Derived from Spectrophotometry," 6 subdivided into instrument, operator, and uniformity uncertainty contributions, can be regarded as a guideline for such an analysis. Some of the mentioned contributions are discussed in Ref. 7. This paper focuses on the experimental determination of the uncertainty contributions caused by the instrumentation. We consider a widely used commercially available spectrophotometer, the Agilent Cary 5000 UV-VIS-NIR. This device is used world wide for research and development, for quality assurance as well as for calibration measurements. We present methods for the quantitative estimation of the instrument-related uncertainty contributions, taking into account that such a commercially available system provides only limited access to the parameters required for a comprehensive uncertainty analysis. In accordance with the Guide to the expression of uncertainty in measurement (GUM), 8 the different contributions are combined into an uncertainty a) Now with Sterrenkundig Observatorium, Universiteit Gent, Krijgslaan 281 S9, 9000 Gent, Belgium; Electronic mail: christian.peest@ugent.be budget. For specific applications, sample and measurement procedure related contributions have to be added to this budget. However, the number of applications is numerous and can thus not be treated in a general way. As an example, we show an uncertainty analysis for reflectance and transmission measurements on planar silicon wafers in Section V, which also takes sample-related contributions to the uncertainty budget into account.
II. METHODOLOGY
The analysis presented in this work is based on an extensive characterization of an Agilent Cary 5000 spectrophotometer. We apply the methodology specified in the GUM, 8 which is an internationally accepted standard procedure for the determination of the uncertainty of an output quantity or measurand y which is not measured directly but calculated from other quantities (input quantities). 8 The GUM presumes that all known and relevant effects leading to systematic deviations of the measurement result (often called error or systematic error) are avoided or corrected. Unknown errors, which arise from incomplete knowledge about the measurement object and the measurement procedure and obviously cannot be corrected, are included into the uncertainty budget which is then evaluated using the GUM procedure. Figure 1 sketches the difference of systematic deviations, which lead to a different expectation value for the measurement result, and uncertainties, which lead to a distribution of the measurement result. The GUM distinguishes between two ways of determining uncertainty contributions (A and B). Type A denotes contributions which are determined from repeated observations of a quantity. Type B denotes all other contributions, which are not determined from repeated measurements but follow, e.g., from a physical model, a calibration certificate or scientific experience. The nomenclature does not refer to the treatment of the uncertainty contributions, which is equal for both types. Note that type A and B must not be confused with the familiar terms systematic error and random error, which describe the nature of the error. Each determination type (A or B) can in principle be used to determine the uncertainty due to errors of both types. The core part of an uncertainty analysis in accordance with the GUM is the process equation f , which defines the functional relationship between the measurand y and input quantities x 1 , x 2 , . . . , x N ,
The combined standard uncertainty u 2 c ( y) of the measurand y is then given by
If the x i are uncorrelated, which means that the values of the x i are not affected by the values of the other x j i , this simplifies to
with the sensitivity coefficients c i = ∂ f /∂x i and the uncertainty of the input quantities u(x i ) ≡ u i . The case of uncorrelated input quantities is assumed throughout this paper due to the physical origin of the uncertainty contributions or the quantification method (see comments in Section IV). The formulation of the complete process equation is a critical part of the evaluation of measurement uncertainty, as it must include all relevant effects that could lead to systematic deviations of the measurement result, as mentioned above. Alternatively, corrections can directly be applied to the input quantities, and a simpler process equation (without correction terms) can be used. It is obvious that both approaches are equivalent. Furthermore, the uncertainty distributions of the input quantities need to be determined. Recurrent distributions are the normal and the rectangular distribution (see Fig. 1 ). The first describes values randomly scattered around the mean value, whereas the latter is used when the exact distribution is unknown but the upper and lower boundaries are known, in between which the true value lies.
For all mentioned distributions, the best estimate of the true value is the arithmetic mean of a number N of repeated measurements. For the normal distribution (ND), the uncertainty of the estimated value is given by
with the variance σ 2 of the arithmetic mean. Note that in principle, a limited number of measurements is described by the Student's t-distribution rather than the normal distribution. For a large number of measurements, however, the tdistribution approaches the normal distribution. (see Sec. IV A and GUM Annex C). The rectangular distribution represents a uniform probability density (UD) of width 2a. The associated uncertainty is
The true value lies within the interval ±u c around the measured value with a probability of approximately 68%. The expanded uncertainty U for the coverage factor k is defined as
In this paper, all given expanded uncertainties refer to a coverage factor of k = 2, i.e., they encompass the true value with a probability of about 95%.
III. MEASUREMENT SETUP
The spectrophotometer under test is an Agilent Cary 5000 two-channel-spectrophotometer equipped with the Diffuse Reflectance Accessory. A sketch of this instrument is shown in Figure 2 . Monochromatic light is generated using either a deuterium arc or a tungsten halogen light source in combination with a grating double monochromator. By a rotating mirror, the light is guided into different directions in a repeating sequence of three steps with a frequency of 33 Hz. During the first step, the light is directed through the monitor channel into the integrating sphere, whereas during the second step, it is focused on the sample. During the third step, the light is blocked.
The light level in the integrating sphere is measured with either a lead sulfide detector (PbS) or a photomultiplier (PM). During the first step, the monitor signal S Mon is measured in order to correct for variations of the source brightness over time. Moreover, this measurement is used to adjust the amplification FIG . 2. Schematic setup of the Agilent Cary 5000 UV-VIS-NIR. Mirrors are labeled M1 to M5, gratings are labeled G1 and G2.
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Rev. Sci. Instrum. 88, 015105 (2017) factor g amp of the measurement amplifier. During the second step, the sample signal S Sam is measured. In the third step, the baseline signal S Bas is measured, which contains detector and electronic offsets and stray light. In order to determine the reflectance of a sample, three measurements are combined: One measurement with a calibrated standard on the reflection port (R N ), one with the sample in the same position (R S ), and a baseline measurement with the reflection port open to a darkened room (R B ). R B determines the amount of light that is reflected back into the integrating sphere at the edge of the reflectance port, and R N is used to normalize the measurement of the sample, so that the reflectivity of the sample can be calculated with the tabulated reflectivity R Std of the standard,
For transmittance measurements, this procedure is simplified. The baseline measurement, a measurement with a beam trap, is omitted. This is possible due to an internal baseline correction (see Eq. (9)). For the measurements considered in this paper (wavelength range 250 nm-1450 nm), the absorption of light in air is negligible; therefore an empty transmission port replaces the measurement of a calibrated standard. Hence, only two measurements are required: one measurement with the sample in the transmission port of the integrating sphere (T S ) and one with an empty transmission port (T N ). The transmittance of the sample is then given by
Each of the input quantities S ∈ {T N ,T S , R B , R N , R S } is given by
where S Mon , S Sam , and S Bas denote the detector signal during the mentioned three steps (illumination of monitor channel, illumination of sample channel, baseline measurement), respectively. These quantities are not accessible to the operator and the calculation of S is carried out internally by the instrument.
A. Settings for data acquisition
According to the manufacturer default settings of the Agilent Cary 5000, the PM detector is used for wavelengths below 800 nm and the PbS detector for wavelengths above 800 nm. Moreover, a grating change occurs at 800 nm. For measurements with the PM detector, the spectral bandwidth ∆λ of the monochromator is set to a constant value and the amplification factor of the measurement preamplifier is varied in order to obtain an optimal modulation of the analog-to-digital converter (ADC). For the PbS detector, optimal modulation of the ADC is achieved by keeping the amplification factor constant and varying the spectral bandwidth between 1 nm and 20 nm during the scan. Figure 3 exemplary shows the result of a reflectance measurement of a silicon solar cell using the manufacturer default settings (red curve). The top graph shows the standard deviation σ 25 of 25 repeated measurements. Obviously, the setting for the grating change wavelength leads to increased random noise at wavelengths above 800 nm. Moreover, in the view of data correction and uncertainty analysis, a variable spectral bandwidth is difficult to handle since ∆λ is not recorded as a function of wavelength by the operation software. On the other hand, variations of noise related to a varying amplification factor are easily quantified by repeated measurements. In order to circumvent the mentioned problems and to achieve a decreased random noise above 800 nm, we separate the grating change from the detector change, change the grating already at 700 nm, and extend the usage of the PM detector to 960 nm. Furthermore, we set a constant spectral bandwidth of 8 nm for the PbS detector. The resulting data using these settings are visualized by the dashed blue curves in Fig. 3 . With these settings, we do not observe increased noise above 800 nm. The top graph shows that for the chosen sample, the noise of the PbS detector decreases from 800 nm to 1000 nm (red curve), whereas the noise of the PM detector is significantly lower at 800 nm but increases towards longer wavelengths. Both noise levels are approximately equal at 960 nm. Hence, this wavelength is a reasonable choice for the detector change. The slightly increased noise above 1000 nm when using our settings is a consequence of the fixed spectral bandwidth of 8 nm. When applying the manufacturer default settings, a larger spectral bandwidth is used in this wavelength range and leads to a larger detector signal (which means less noise). Note that the optimum wavelength for the detector change depends on the measurement signal and thus on the sample. It can easily be determined by recording the standard deviation of repeated measurements as a function of the wavelength with both detectors. Also note that the choice of ∆λ = 8 nm is a trade-off between increased measurement noise and an increasing uncertainty contribution related to the spectral bandwidth and results from our uncertainty analysis. Details are given in Section IV.
B. Systematic deviation caused by the PbS detector
The calculation of the measurand (R or T) using Eqs. (7)- (9) requires the correct determination of the baseline signal S Bas . Since the light level on the detector varies over time with a frequency of 33 Hz due to the rotating mirror (see Section III), it is necessary that S Bas is time-independent. This condition is tested by setting up the instrument for transmittance measurements and placing a beam trap at the sample port. According to Eq. (9), the resulting signal S 0 ,
should then be zero due to S Sam = S Bas . Operating the instrument in reverse mode, i.e., toggling sample and monitor channel, and placing the beam trap at the monitor port, should yield the same result. For the PM, we find S 0 = 0 in both normal and reverse modes. For the PbS detector, however, we find a systematic deviation from the expectation value of zero, which is mostly independent of the wavelength. The data are visualized in Fig. 4 . Operating the instrument in the reverse mode leads to a comparable deviation of opposite sign. This points towards a time dependence of the baseline signal S Bas as the source of the deviation rather than stray light, which would be expected to result in a positive deviation in both cases. Moreover, the absolute value of the deviation is found to depend on the amplification factor g amp of the measurement amplifier (see Fig. 6 ), which shows that the amplifier is likely the source of the deviation. 9). This conclusion is also correct if we assume another decay function, e.g., a linear decay of the signal, and/or an integration of the signal over time instead of sampling the signal at distinct times.
One option to prevent the systematic deviation of S would be a reduction of the mirror frequency (i.e., an enlargement of the time interval τ) in order to allow the signal to reach its saturation value before sampling. However, this is technically not possible due to a limited access to the device parameters in the operation software. Therefore, we apply a mathematical data correction based on a physical model of the measurement process. The model leads to the correction formula
for the measured and corrected signals S ′ ∈ {R ′ ,T ′ } and S ∈ {R,T }, respectively, using the baseline signal S 0 resulting from the beam trap measurement. Details on the model and the derivation are given in the Appendix. The value S 0 can be determined in two ways. One is to measure it separately for each transmission measurement, similar to the baseline R B in measurements of reflectance. The other is based on the observed relationship between S 0 and g amp which is shown in Figure 6 . This curve is acquired by averaging the measured value S 0 over many measurements. For our instrument, the relation is
The advantage of using this relation is the reduction of measurement noise, as during the sample analysis the signal is usually not averaged over as many repetitions, for practical reasons. Note that the operation software of the Cary is not capable of logging g amp (denoted as Energy Level in the software). We therefore use an additional, self-made software tool for this task in parallel to the operation software. The violet data points in Figure 4 show the result of the correction for the beam trap measurement in the normal mode (red circles). The corrected values are found to scatter around their expectation value of zero. Potential residual uncertainties of this correction are covered by the baseline and nonlinearity uncertainty described in Section IV.
IV. UNCERTAINTY ANALYSIS
This section describes the uncertainty contributions by the instrument which we find to be relevant. We outline our procedures for the quantification of these contributions and combine them into a total uncertainty budget for the device. Note that we do not take sample related uncertainty contributions into account because these contributions depend on the specific measurement task and their determination is beyond the scope of this paper. Section V presents an example evaluation of reflectance and transmittance measurements on a silicon wafer, which also includes sample-specific uncertainty contributions. Also note that some of the uncertainty contributions listed in this section cannot be determined rigorously since the device provides only limited access to the detectors and the control parameters for the measurement. Nevertheless, we show how reasonable estimates for these uncertainty contributions can be determined.
A. Repeatability (u rpt )
The repeatability describes the statistical variations when a measurement is repeated several times. This uncertainty contribution arises, for instance, from thermal noise of the detector and is not corrected by the monitor measurement. We determine this uncertainty contribution by repeating each measurement 25 times using the cycle-function of the operating software. The arithmetic mean of the results x i is used as the mean input quantity x i . Assuming a normal distribution of the x i , the uncertainty u(x i ) = u rpt is given by
according to Eq. (4). In the latter equation, σ 2 denotes the variance and N the number of repetitions. The number of 25 repetitions is a trade-off between the measurement time and a sufficiently close approximation of the normal distribution, which is necessary to use the above formula. In principle, a limited number of repeated measurements are described by the Student's t-distribution rather than the normal distribution. 9 However, the t-distribution approaches the normal distribution for a large number of repetitions. For 25 repetitions, the deviation is already of the order of 5% rel.
B. Baseline offset (u bl )
Measurements of transmittance use the simplified process Equation (8) without the determination of the 0% baseline. This is possible since the dark signal of the detectors is internally determined and corrected (see Eq. (9)). However, the application of Eq. (8) requires that there is no offset in the 0% baseline signal, as is the case, e.g., for reflectance measurements, where light is scattered at the exit port of the integrating sphere. Such an offset is not taken into account by the internal dark signal correction. In order to verify that there is no offset in the 0% baseline signal, i.e., S 0 = 0, the instrument is set up for transmittance measurements and a beam trap is placed at the sample port. Figure 7 shows data resulting from measurements with this configuration.
The top graph contains data curves recorded with the PM detector between 800 nm and 1000 nm; the bottom graph contains data recorded with the PbS detector between 950 nm and 1400 nm. For the latter, the signal correction described in Section III B is applied. The right hand sides show histograms of the data. The PM data show deviations from zero, which do not seem to be caused by noise. However, the deviations are small: 95% of the data points are located in the interval ±2 × 10 −5 . Moreover, no trend pointing towards a systematic deviation is visible. Hence, we assume the baseline offset to be zero and take the deviations into account by a rectangularly distributed uncertainty component u bl of width 2 × 10 −5 . For the PbS detector, the situation is different. The measurement   FIG. 7 . Measurements of the 0% baseline for transmittance measurements. Each color represents one measurement. Top graph: PM detector; bottom graph: PbS detector; right hand side: Histograms of data.
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Rev. Sci. Instrum. 88, 015105 (2017) data exhibit a standard deviation which is up to 50 times higher than their mean. With respect to this scattering, no significant deviation of the mean value from zero is visible. The uncertainty of a PbS measurement result due to random noise will therefore be significantly higher than due to a possible baseline offset. As the random noise is already taken into account in u rpt , we do not have to consider it again here. Hence, the resulting baseline uncertainty is
PbS detector.
Note that a potential residual uncertainty of the signal correction outlined in Section III B is covered by u 2 bl when determined experimentally in this way.
C. Nonlinearity of the detectors (u nl )
The analysis using the process Equations (7) and (8) assumes a linear relation between the detector signal and the light level in the integrating sphere. Real detector response curves may deviate from the ideal linear relation. 10 This means light with half the intensity of the reference can result in a detector signal higher or lower than 50% of the reference signal. A very sensitive method for determining the nonlinearity of a detector is the superposition method, 10 e.g., using two stable light sources. However, this method cannot be applied for the Cary, as the instrument is not prepared for such measurements and the detectors cannot be illuminated externally. Alternatively, nonlinearities could be determined by transmittance measurements on calibrated filters with known attenuation. However, such measurements may be subject to internal reflections in the filters, which may lead to systematic deviations of unknown extent that would be interpreted as nonlinearities. Therefore, our approach is to use apertures with a large number of small pinholes fabricated from 50 µm thick aluminum foils. These apertures serve as neutral density filters, which do not have the problem of possible internal reflections. The calibration of such apertures with respect to transmittance is challenging, since the measured transmittance may depend on the angle of acceptance of the detection system and may therefore be different for different systems. Using absolute values of the transmittance for the determination of nonlinearities may thus be problematic. However, in Ref. 11, it is shown that different nonlinearity characteristics are expected even for different photodetectors of the same type. In order to examine the nonlinearity of the detectors, we thus measure the aperture transmittance with both the PM and the PbS detector at 850 nm and 1100 nm, respectively, and assume that deviations between the results of the two measurements are due to detector nonlinearities. Before, it was experimentally verified that the apparent transmittance is independent of the wavelength. In doing so, we obtain an estimation for the upper limit of possible detector nonlinearities. In order to optimize the precision of this procedure, each measurement is averaged over 30 s in order to reduce the measurement noise. Figure 8 shows the results of our analysis. The data points represent the ratio of the PbS and PM data; the error bars represent the uncertainty of the ratio due to the measurement noise. For small signals, i.e., low transmittance of the aperture, the uncertainty of the ratio due to the measurement noise is large and the large nonlinearities found here are questionable. We therefore assume that a possible nonlinearity should vary smoothly with the light level and fit the data with a second order polynomial, taking the uncertainty of the data into account as fit weights. The resulting fit curve is represented by the solid line in Fig. 8 . Our procedure does not indicate which of the two detectors behaves nonlinear, and the results do not show a clear trend towards over-or underestimation of the signal. From the fit curve, we thus obtain a rectangularly distributed uncertainty component u nl with a width of 0.25% of the measured signal S,
D. Spectral bandwidth of the monochromator (u sbw )
For the evaluation of spectrophotometric measurements, illumination with monochromatic light is assumed. In reality, however, the monochromator provides light with a finite bandwidth ∆λ. At a nominal wavelength λ 0 , this leads to additional signal contributions by radiation incident at neighboring wavelengths. In principle, these additional signal contributions are taken into account by the calibration of the instrument (baseline measurements) because they occur during both the baseline and the sample measurements. However, deviations may occur in regions where the shapes of the baseline and measurement curves are different. In order to correctly resolve narrow features of a spectrum, it may thus be required to use a high spectral resolution (i.e., a small spectral bandwidth) and to apply a spectral deconvolution correction. 12, 13 However, if the spectra under investigation do not contain narrow features such as peaks, as is typically the case for our measurements, the spectral bandwidth causes only a small signal contribution compared to the overall uncertainty of the measurement. In this case, a correction can be neglected, and spectral bandwidth effects can be included in the uncertainty budget. 8 Generally, the detector signal S at the nominal wavelength λ 0 is given by the integral of the product of the spectral irradiance I(λ), the bandpass function B(λ), and the spectral sensitivity η(λ) of the monochromator/detector system, multiplied with a scaling factor C which depends on the detector and the read-out electronics, 
In order to estimate the impact of the finite spectral bandwidth on measurements, a rectangular bandpass function of the monochromator
0 elsewhere (17) is considered, and a constant spectral sensitivity η of the detector within this wavelength range is assumed. Note that the bandpass function of real monochromators is rather triangular or Gaussian, so that the following considerations may be regarded as a worst case estimation. With these assumptions,
follows. In the latter equation,
, a second order Taylor approximation for I and the approximation of the second derivative for discrete values leads to the expression
with S − = S(λ 0 − ∆λ/2) and S + = S(λ 0 + ∆λ/2). The exemplary uncertainty budget given in Section V shows that u sbw is small compared to the overall uncertainty and thereby verifies our treatment of spectral bandwidth effects. Note that in general, a smaller spectral bandwidth leads to a smaller uncertainty contribution u sbw but also decreases the signal-to-noise ratio, which in turn increases the uncertainty contribution u rpt . For our measurements, a good trade-off is found to be ∆λ = 8 nm.
E. Wavelength calibration of the instrument (u wc )
Wavelength deviations lead to a wrong assignment of measurand (R or T) and wavelength and can thus be interpreted as artificial signal contributions with a positive or negative sign, depending on the shape of the spectrum and the direction of the deviation. In order to prevent such deviations, the monochromator is automatically calibrated with respect to the wavelength using a Hg source when the device is started. The accuracy and precision of the grating monochromator are tested and recorded during the yearly maintenance. For our device, the accuracy is found to be ±0.05 nm at maximum for all wavelengths without systematic deviations. Moreover, the repeatability of the wavelength adjustment is found to be ≤0.003 nm. The latter value characterizes the maximum deviation between the baseline and sample measurements, from which R or T are calculated. Since it is more than one order of magnitude below the uncertainty of the absolute wavelength adjustment, the uncertainty contribution due to the wavelength adjustment is estimated for the final data (R or T) only, and the single baseline and sample measurements are assumed to be free of wavelength deviations. We estimate an upper limit of the uncertainty of R or T at the nominal wavelength λ 0 by interpolating the data between λ 0 ± δλ and using the maximum difference to the data at λ 0 . This deviation is taken into account as a rectangularly distributed uncertainty contribution
with M ∈ {R,T }. Note that we do not observe a systematic wavelength deviation after the calibration of the instrument and thus do not need to apply a correction. Additionally note that estimating this uncertainty component for the resulting reflectance or transmittance curve rather than for the single baseline and sample measurements would not be possible if the reproducibility was of the same order of magnitude as the wavelength accuracy. In this case, the wavelength uncertainty must be considered for each measurement, and a different sensitivity coefficient has to be used in Eqs. (24) and (31).
F. Uncertainty caused by the reflectance standard (u std )
For reflectance measurements, a primary calibrated standard is used. Its uncertainty u std is taken from the calibration certificate and interpolated linearly for the specific wavelength. Note that calibration certificates usually contain the uncertainty for a coverage factor k = 2, from which the standard uncertainty required for the uncertainty budget is obtained by dividing by 2.
G. Reproducibility (u rpd )
Fluctuations and drifts of the detector signal may occur on timescales of days or months. This may be due to slowly changing parameters like humidity or ambient temperature, which might affect the adjustment of the optical components of the instrument. Moreover, the positioning of the sample and other operator-related parameters may affect the reproducibility of spectrophotometric measurements as well. This uncertainty contribution is experimentally determined by repeating a reflectance measurement of a polished silicon wafer in the wavelength range from 250 nm to 2000 nm over the course of several months. The maximum deviation of the results is found to be 0.25% rel. for all wavelengths and a systematic wavelength dependence is not observed. Thus, we take the reproducibility into account by a rectangularly distributed uncertainty component
where S is the measurand (R or T). Note that we do not consider this contribution for the single baseline and sample measurements.
H. Calculation of the uncertainty budget
The uncertainty budget is calculated according to Eqs. (3), (7), and (8), respectively.
(1) Transmittance measurements:
First, the uncertainties of T N and T S need to be calculated, which are With this and Eq. (8), the uncertainty of T follows as
bl , (24) with the sensitivity coefficients
(2) Reflectance measurements:
The uncertainties of the input quantities are
With Eq. (7), the uncertainty of R is then
with the sensitivity coefficients
Table I summarizes the uncertainty contributions as determined in this work. Uncertainties related to the specific properties of the sample add to the total uncertainty and need to be considered as well for a complete analysis of a specific measurement. Figure 9 shows measurements of the reflectance and transmittance of a planar cz-silicon wafer with polished surfaces, which were carried out for the determination of the absorption coefficient of crystalline silicon. 15, 16 For these measurements, an additional uncertainty contribution for the sample's geometry is taken into account. This contribution takes internal reflections of light in the sample and the partial polarization of the incident light into account. It is estimated using the literature data of the index of refraction, 17 the angle of incidence of the light beam, as well as the experimentally determined degree of polarization. Snell's law is then used to calculate the maximum deviation, which is taken into account as a rectangularly distributed uncertainty component u sg and added to u T and u R .
V. EXAMPLE UNCERTAINTY ANALYSIS
The determined uncertainty (k = 2) is around 1% relative for reflectance measurements. For measurements of transmittance, the uncertainty is 0.4% relative in the wavelength range where T > 0.25. Figure 10 visualizes the uncertainty budget at 970 nm and 1135 nm. The bars represent the summands of Eqs. (24) and (31). The accuracy of the reflectance measurement is limited by the uncertainty u std of the reflectance standard for all wavelengths. Hence, the instrument does not add significant uncertainty to the measurement data, and its accuracy is obviously sufficient for this purpose. The uncertainty of the transmittance measurement is dominated by the reproducibility (u rpd ) and nonlinearity (u nl ) if T > 0.15. For 0.15 > T > 0.0002, the noise of the sample measurement (u rpt,S ) dominates the overall uncertainty. For smaller transmission, FIG. 9 . Exemplary measurement of a polished silicon wafer. The detectors are changed at 985 nm. For the wavelengths λ 1/2 , the corresponding uncertainty budget is given in Fig. 10 . the sample geometry (u sg ) and baseline uncertainty (u bl ) contributions become dominant.
VI. CONCLUSIONS
We conduct an analysis of the instrument-related uncertainty of measurements of reflectance and transmittance with the commercially available Agilent Cary 5000 spectrophotometer. The analysis is based on an extensive characterization of the instrument and the specifications of the Guide to the expression of uncertainty in measurements (GUM). We present methods for the experimental determination of the uncertainty contributions and combine them into an uncertainty budget. Our analysis takes uncertainties due to repeatability, reproducibility, baseline offsets, detector nonlinearity, spectral bandwidth, wavelength calibration of the instrument, and uncertainty of the reflectance standard into account. The methods and procedures outlined in this paper are applicable to any spectrophotometer. Moreover, we optimize the measurement procedure and the device settings in order to improve the signal-to-noise ratio of the data, which reduces the overall uncertainty. Systematic measurement deviations are identified and corrected. We thereby increase the usable dynamic range of our instrument by one order of magnitude.
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APPENDIX: DERIVATION OF THE SIGNAL CORRECTION FOR THE PBS DETECTOR
In order to obtain a correction that determines the corrected signal S from the signal levels S 
instead of S (see Eq. (9)), a model of the detector signal as a function of time is required. Depending on the physical origin of the inertia effect, different functions can be assumed. It should be noted that the exact procedure for the determination of the detector signal is unknown. However, as shown below, the different corrections obtained by assuming different functions lead to the same results within ±0.01% absolute.
Case 1: Exponential decay
A decay of the charge carrier concentration within the detector is one possible reason for the occurrence of the inertia effect. In this case, the signal would be expected to decay exponentially. The time-dependent detector output signal S ′ (t) is then given by
and
In these equations, β is the (unknown) time constant of the signal decay and τ the duration of the illumination of each channel. S Mon , S Sam , and S Bas denote the saturation levels of the signal as defined in Fig. 5 . The general solution to Eqs. (A2) and (A3) is 
c Bas = S Mon − S Bas + (S Sam − S Bas )e −βτ
1 + e −βτ + e −2βτ .
A reasonable assumption would be that the detector signal is integrated over a period of time in order to reduce the measurement noise. In general, the signal is integrated from t 1 to t 2 , where n τ ≤ t 1 ≤ t 2 ≤ (n + 1) τ , n = 0, 1, 2 .
This leads to 
The case of signal sampling at distinct times t Mon , t Sam , and t Bas , which is considered in Fig. 5 for the purpose of simplicity, is contained in these equations as the special case t 2 → t 1 . Note that for an instant change of the signal level, i.e., β → ∞, the second terms on the right hand sides disappear and the terms (t 2 − t 1 )τ cancel out when inserting the results into Eq. (A2) or (9) , respectively, which is the correct result for this case, where a correction is not required. Inserting Eqs. (A12)-(A14) into Eq. (A1) leads to
with K = e −βt 1 τ − e −βt 2 τ β(t 2 − t 1 )τ .
The equation can further be simplified by recognizing that the constant signal offset described by the baseline signal S Bas is also contained in S Mon and S Sam . As Eq. (A15) only contains signal differences, any constant offset cancels out and S Bas = 0 can be assumed without loss of generality. Moreover, the two-channel measurement technique only considers the ratio of S Sam to S Mon but not the absolute values of these quantities. Therefore, we can scale both S Sam and S Mon with a scaling factor such that S Mon = 1 without changing the result of Eq. (A15). Hence, the equation can be simplified further by setting S Mon = 1. With these simplifications, Eq. (A15) contains two unknowns, namely, S Sam , which is to be determined, and the factor K which accounts for the integration limits and the time constant β. The quantity S ′ is known from the measurement. In order to obtain S Sam , a measurement of the 0% baseline S 0 using a beam trap is required. For this situation, S Sam = S Bas = 0 holds and Eq. (A15) becomes S ′ = S 0 = (e −βτ − 1)(e −βt 1 τ − e −βt 2 τ )
(1 + e −βτ + e −2βτ βτ)(t 2 − t 1 ) − (e −βτ + 2)(e −βt 1 τ − e −βt 2 τ ) .
Combining Eqs. (A15) and (A17) yields
Since we assumed S Bas = 0 and S Mon = 1,
holds according to Eq. (9), which finally leads to
which is the correction formula Eq. (11).
Case 2: Linear decay
Inertia of the measurement amplifier is another possible reason for the occurrence of the inertia effect. In this case, a linear signal decay with constant slope would be expected. The dependence of the measured 0% baseline signal on the amplification factor points towards the measurement amplifier as the origin of the effect. Assuming that the detector signal is given by the integral over the period τ, the signal levels S 
Since the signal decay is linear with constant slope a,
holds where ∆ y denotes the amplitude of the signal change.
Combining the latter equations yields
