Let (Ω, K Ω ) be a convex domain in C d with the Kobayashi metric K Ω . In this paper we prove that m-convexity is a necessary condition for (Ω, K Ω ) to be CAT(0) if d = 2. Moreover, when Ω ⊂ C d , d ≥ 3, we obtain a similar result with the further smoothness assumption on its boundary.
Introduction
A CAT(0) space is a geodesic metric space whose geodesic triangles are slimmer than the corresponding flat triangles in the Euclidean plane R 2 . CAT(0) spaces are natural generalizations of complete simply connected manifolds with nonpositive sectional curvature. Refer to [3] for more details.
Our main result is the following. Theorem 1.1. (1) If Ω ⊂ C 2 is a C-proper convex domain and (Ω, K Ω ) is CAT(0), then Ω is locally m-convex for some m ∈ N.
(2) Suppose that Ω ⊂ C d (d ≥ 2) is a bounded convex domain with smooth boundary. If (Ω, K Ω ) is CAT(0), then ∂Ω has finite line type. Z M. Balogh and M. Bonk [1] firstly proved those strongly pseudoconvex domains equipped with the Kobayashi metric are Gromov hyperbolic. Later A M. Zimmer [8] proved that smooth convex domains with the Kobayashi metrics are Gromov hyperbolic if and only if they are of finite type.
Recently Zimmer proved that locally m-convexity is a necessary condition for those convex domains to be Gromov hyperbolicity.
This paper is motivated by the above Zimmer's work, and Theorem 1.1 can be seen as an analogue of the above Theorem 1.5.
Preliminaries

Notations.
(1) For z ∈ C d , let |z| be the standard Euclidean norm and let d euc (z 1 , z 2 ) = |z 1 − z 2 | be the standard Euclidean distance.
(2) Given an open set Ω ⊂ C n , p ∈ Ω and v ∈ C n \{0}, let
as before, and let
(3) For any curve σ, we denote by L(σ) the length of σ.
(4) For any z 0 ∈ C n and δ > 0, let Define the length of any curve σ to be
Then we can define the Kobayashi pseudo-distance to be
→ Ω is any absolutely continuous curve with σ(a) = x and σ(b) = y}.
The following is a well known property on the Kobayashi metric.
For any product domain, the Kobayashi metric has the following product property (cf. [6] , p.107),
which makes a product domain behave like a positively curved space.
And (X, d) is called a geodesic metric space if any two points in X are joined by a geodesic segment.
Remark 2.3. Note that the paths which are commonly called 'geodesics' in differential geometry need not be geodesics in the above sense. In general they will only be local geodesics.
Let (X, d) be a geodesic metric space. For any three points a, b, c ∈ X, suppose that 
Typical examples are trees and complete simply connected manifolds with nonpositive sectional curvature. Note that there is an equivalent definition about CAT (0) spaces.
if and only if for any three points x, y, z ∈ X,
where m is the midpoint of the geodesic segment from x to y.
Finite type.
For any function f : C → R with f (0) = 0, we will denote by ν(f ) the order of vanishing of f at 0.
2.5. Local Hausdorff topology. Given a set A ⊂ C d , let N ǫ denote the ǫneighborhood of A with respect to the Euclidean distance. The Hausdorff distance between any two compact sets A,B is given by
The Hausdorff distance is a complete metric on the space of compact sets in C d . The space of all closed convex sets in C d can be given a topology from the local Hausdorff semi-norms.
For
. Then we can define the local Hausdorff semi-norms by
Since an open convex set is completely determined by its closure, we say 
Proof of Theorem 1.1
Our proof is based on the following simple observation.
Proof. Take x = y ∈ Ω 1 and let m be the midpoint of the geodesic segment from x to y in (Ω 1 , K Ω1 ). Then, we can choose z, w ∈ Ω 2 such that w) , (y, w)) = 0. Since K Ω ((m, w), (m, z)) > 0, it follows from Theorem 2.5 that (Ω, K Ω ) is not CAT (0). It completes the proof.
To prove Theorem 1.1, we shall need a recent result due to A M. Zimmer. Then Ω is locally m-convex for some m ≥ 1.
The above theorem shows that: if Ω is not m-convex, then by scaling we can find an affine disk in the boundary. By using the above theorem, the next Lemma is obvious.
Proof. In view of Theorem 3.2, we may assume that {0} × ∆ × { 0} ⊂ ∂Ω, and
and P (Ω) = U , then the map F : U → Ω given by F (z) = (z, 0) induces an isometric embeddding (U, K U ) → (Ω, K Ω ).
Proof. Since both F and P are holomorphic maps, from the distance decreasing property of the Kobayashi metrics, it follows that
Noting that P • F = id, we thus have
). Now we are ready to prove Theorem 1.1
Proof. Part (1). We shall first prove the theorem when Ω ⊂ C 2 is a C-proper convex domain.
Assume, by contradiction, that Ω is not locally m-convex. From Lemma 3.3, it follows that there exists A n ∈ Af f (C d ) such that Ω n := A n Ω → Ω and Ω ⊇ C(α, β) × ∆ and Ω ∩ C = C(α, β).
We claim that P ( Ω) = C(α, β), where P (z 1 , z 2 ) = z 1 is the projection map. Suppose that it is not the case. Take p = (z, ω) ∈ Ω, where z is not contained in C(α, β) and ω = |ω| e iθ . And take q = (ξ, −e iθ ) where Im ξ = Imz and ξ lies in the boundary of C(α, β) such that Reξ · Rez > 0. Since Ω is also convex, it implies that {tp + (1 − t)q : t ∈ (0, 1)} ⊂ Ω.
By taking t = 1 |ω|+1 , we obtain that tz + (1 − t)ξ ∈ Ω, which contradicts with the fact that Ω ∩ C = C(α, β).
Then, by using Lemma 3.4, it follows that the map f : C(α, β) → Ω given by f (z) = (z, 0) induces an isometric embeddding (C(α, β), K C(α,β) ) → ( Ω, K Ω ). Now we choose x, y ∈ C(α, β) and let m be the midpoint of the geodesic segment from x to y in the metric space (C(α, β), K C(α,β) ). Since f is isometric, m is also the midpoint of the geodesic segment from x to y in metric space ( Ω, K Ω ). Therefore, we can take z ∈ ∆ such that
Denote C = C(α, β) × ∆,x = (x, 0),ŷ = (y, 0),m = (m, 0) andẑ = (0, z).
Since Ω ⊇ C, it follows that
Choose x n , y n , z n ∈ Ω such that A n x n →x, A n y n →ŷ and A n z n →ẑ. Now Theorem 2.6 gives K Ω (x,ŷ) = lim n→∞ K Ωn (A n x n , A n y n ), and K Ω (x,ẑ) = lim n→∞ K Ωn (A n x n , A n z n ), and K Ω (ŷ,ẑ) = lim n→∞ K Ωn (A n y n , A n z n ).
Let m n be the midpoint of the geodesic segment from A n x n to A n y n in (Ω n , K Ωn ). Then, by choosing a subsequence (still denoted by m n ), we may suppose that m n →m ∈ Ω ∪ {∞}. Then eitherm =ẑ orm =ž, wherež = (m, iz).
Since K ∆ (0, z) = K ∆ (0, iz), the equalities K C (x,ẑ) = K(x,ž) and K C (ŷ,ẑ) = K C (ŷ,ž) follow. We have thus proved that
Therefore, we deduce that: ∀ǫ > 0, there exists N ∈ N such that ∀n > N 1 2 (K 2 Ωn (x,ẑ) + K 2 Ωn (ŷ,ẑ)) − Combining with the fact thatm =ẑ orm =ž, we have thus proved that there exists δ > 0 such that one of K Ωn (m n ,ẑ) and K Ωn (m n ,ž) is strictly bigger than δ. Therefore, in terms of the definition of CAT (0) spaces, by choosing ǫ small enough, we complete the proof.
Part (2) . Next we prove the result for the general case that Ω ⊂ C d , d ≥ 3, is a bounded convex domain with smooth boundary. The difference is that when d ≥ 3, the claim P ( Ω) = C(α, β) may be not correct without the further smoothness assumption on the boundary.
We will use the proof of Proposition 6.1 in [8] . For the sake of completeness, we present its proof here.
Suppose 0 ∈ ∂Ω and
where O is a neighborhood of the origin and f : R × C d−1 → R is a smooth convex non-negative function. Assuming that 0 has infinite line type, by changing the coordinates if necessary, we have lim z→0 f (0, z, 0, . . . , 0) |z| n = 0.
Then there are two cases (a) (b): (a). If ∂Ω contains an affine disk at 0, without losing of generality we assume that 0 × ∆ × { 0} ⊂ ∂Ω. By taking
we deduce that A n (Ω) → Ω, and
where H is the upper half plane.
Since Ω ⊂ {z ∈ C d : Imz 1 > 0}, by considering the projection P : C d → C 1 , P (z 1 , ..., z d ) = z 1 , we obtain
Therefore, the map f : H → Ω given by f (z) = (z, 0) induces an isometric embeddding (H, K H ) → ( Ω, K Ω ).
Then by repeated use of the proof of Part (1), we deduce that Ω is not CAT(0). (b). Assume that ∂Ω does not contain any affine disks at { 0}. Similarly we only need to check that H × ∆ × { 0} ⊂ Ω.
The proof of the theorem could be simplified if we use the following lemma. Since each Ω j has smooth boundary, we see that (ǫ, ǫ) ∈ Ω for ǫ > 0 sufficiently small. So Ω is non-empty. Furthermore, since each Ω j is strongly convex, it follows that with a constant C > 0 δ Ωj (z; v) ≤ Cδ Ωj (z) 1/2 for all 1 ≤ j ≤ 2, z ∈ Ω j , and non-zero v ∈ C 2 . Then, for z ∈ Ω and non-zero v ∈ C 2 , we have
Cδ Ωj (z) 1/2 = Cδ Ω (z) 1/2 , from which we deduce that Ω is 2-convex. However the set of domains {n · Ω} converges in the local Hausdorff topology to the domain D = (z 1 , z 2 ) ∈ C 2 : Re (z 1 ) > 0, Re (z 2 ) > 0 .
Thus ∂D contains an affine disk.
Then, by repeated use of the proof of Theorem 1.1, we obtain that (Ω, K Ω ) is not CAT(0).
