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Amplification of quantum states is inevitably accompanied with the introduction of noise at the
output. For protocols that are probabilistic with heralded success, noiseless linear amplification in
theory may still possible. When the protocol is successful, it can lead to an output that is a noise-
lessly amplified copy of the input. When the protocol is unsuccessful, the output state is degraded
and is usually discarded. Probabilistic protocols may improve the performance of some quantum
information protocols, but not for metrology if the whole statistics is taken into consideration. We
calculate the precision limits on estimating the phase of coherent states using a noiseless linear
amplifier by computing its quantum Fisher information and we show that on average, the noiseless
linear amplifier does not improve the phase estimate. We also discuss the case where abstention
from measurement can reduce the cost for estimation.
I. INTRODUCTION
Quantum metrology is concerned with the measuring
of a weak signal with the best achievable precision by us-
ing a quantum probe. One important example is in the
detection of gravitational waves by measuring the phase
difference of light. It would be beneficial if we could
somehow amplify the signal prior to measurement. If the
signal is encoded as the amplitude α of a coherent state
|α〉, a noiseless linear amplifier (NLA) can do just that.
An NLA with an amplification gain g > 1 transforms the
coherent state |α〉 to |gα〉 [1], thereby amplifying the sig-
nal but not the noise. If this transformation can be per-
formed deterministically, we would obtain a more precise
estimate of the signal. Unfortunately, it is not possible to
noiselessly amplify a quantum state [2]. But an approx-
imate version of the NLA which works probabilistically
is possible and has been realised by several experimental
groups [3–7].
We investigate the precision of phase estimation of
coherent states using a probabilistic NLA as shown
schematically in Fig. 1. When the NLA successfully
amplifies a coherent state, we are able to estimate the
phase more precisely. However, when the amplification
fails, we obtain a worse estimate of the phase than if we
had not used the NLA. We show that on average, post-
selecting the successfully amplified events or using both
successful and unsuccessful events of the NLA does not
improve the precision of phase estimation. This is con-
sistent with known results that by post-selecting based
on the measurement outcomes, probabilistic metrology
can result in improved quantum state estimation of the
post-selected sub-ensemble [8–10], but on average post-
selection cannot increase information [11–14]. However
with a different figure of merit, post-selection can help.
This is the case for state discrimination when a cost is as-
signed to wrong guesses and for abstaining [15]. For our
case, by assigning a cost to rejecting a state and a cost
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FIG. 1. Schematic of parameter estimation with an
NLA. Identical probes in some initial state ρ0 undergoes an
interaction U(θ). The probes are then individually amplified
in an NLA with gain g, and maximum photon number n0.
The NLA outputs a projected quantum state (solid arrow)
and a classical variable (dashed arrow) indicating successful
or failed amplification. Based on the classical variable, an
optimal POVM is chosen to measure the quantum state. The
output of these measurements are used to obtain an estimate
for θ.
for performing an estimator measurement, then by post-
selecting the successful outcome of the NLA and only
performing the estimator measurement on these, we can
achieve a desired precision at a lower cost.
II. PHASE ESTIMATION
To quantify the precision of an estimate, we shall use
the quantum Fisher information [16–19]. Given a sample
of m identical and independent states ρθ that depend on
some unknown parameter θ that we wish to estimate,
the quantum Crame´r Rao (QCR) bound states that the
variance of an unbiased estimator θˆ is bounded by
Var
(
θˆ
)
≥ 1
mJ (ρθ)
, (1)
where J (ρθ) is the quantum Fisher information
J (ρθ) = Tr
[
ρθL2
]
. (2)
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2The symmetric logarithmic derivative L is some Hermi-
tian operator defined implicitly through
ρ˙θ =
1
2
(ρθL+ Lρθ) , (3)
where an overdot is used to indicate a derivative with re-
spect to θ. The QCR bound is asymptotically attainable
when m 1 [20]. A large Fisher information allows for a
more precise estimate of the parameter θ. Equivalently, a
larger Fisher information allows a parameter θ to be esti-
mated to the same precision from a smaller sample. For
a pure state, ρθ = |ψθ〉〈ψθ|, we have ρ˙θ = ρθρ˙θ + ρ˙θρθ
which indicates that we can take L = 2ρ˙θ. This gives
J (ρθ) = 4Tr
[
ρθρ˙
2
θ
]
= 4
(
〈ψ˙θ|ψ˙θ〉+ 〈ψθ|ψ˙θ〉2
)
[21].
We apply the above formalism to an NLA. The NLA we
consider is implemented through a two outcome measure-
ment device characterised by a gain g > 1 and maximum
amplified photon n0 ∈ Z+ [22, 23]. n0 determines how
closely the successfully amplified output from this device
resembles the output from ideal NLA. A larger n0 gives
a more faithful approximation at the expense of a lower
probability of success. The first measurement outcome
corresponds to the operator
Es =
n0∑
n=0
gn−n0 |n〉〈n|+
∞∑
n=n0+1
|n〉〈n| (4)
which heralds a successful amplification event and
projects the input state ρθ to the state ρs,θ =
EsρθEs/Tr
[
ρθE
2
s
]
. The successful amplification event
occurs with probability ps = Tr
[
ρθE
2
s
]
. The second
measurement outcome Ef =
√
1− E2s corresponds to a
failed amplification event which projects the input state
to ρf,θ = EfρθEf/Tr
[
ρθE
2
f
]
and occurs with probabil-
ity pf = Tr
[
ρθE
2
f
]
. We assume that ps and pf do not
depend on θ which is true for the state that we shall con-
sider later. From the states ρs,θ we can construct θˆs, an
estimator of θ, while from the states ρf,θ, we construct
a second estimator θˆf. Combining these two indepen-
dent estimators, we arrive at a third estimator given by
θˆNLA = βθˆs + (1− β)θˆf. The weight
β =
Vf
Vs + Vf
, (5)
where Vs and Vf denote the variances of θˆs and θˆf, is cho-
sen to minimise the variance of θˆNLA. The variances Vs
and Vf depend on the number of successful and failed
amplification events denoted by ns and nf respectively.
Hence the weight β is also a function of number success-
fully amplified event ns. The variance of the estimator
θˆNLA given ns is
Var
(
θˆNLA|ns
)
=
1
1
Vs
+ 1Vf
≥ 1
(nsJs + nfJf)
, (6)
using the notation Js = J (ρs,θ) and Jf = J (ρf,θ). We
define JNLA = (nsJs + nfJf) /m, where m = ns + nf is
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FIG. 2. Probability of successful (blue, decreasing)
and failed (red, increasing) NLA amplification versus
NLA gain. The blue and red lines add up to 1. Input state
has amplitude r = 0.25.
the sample size. For a fixed m, ns follows a binomial dis-
tribution with Pr (ns) =
(
m
ns
)
pnss p
nf
f . The unconditional
variance of θˆNLA is then
Var
(
θˆNLA
)
= Ens
[
Var
(
θˆNLA|ns
)]
+ Var
(
E
[
θˆNLA|ns
])
= Ens
[
Var
(
θˆNLA|ns
)]
,
(7)
since ns does not depend on θ. For large m, ns/m → ps
and nf/m→ pf so that JNLA → psJs + pfJf [14].
We consider a coherent input state ρα = |α〉〈α| with
α = reiθ, where the amplitude r is known and whose
phase θ we wish to estimate. The quantum Fisher infor-
mation for ρα is Jα = 4r
2 [24–26]. Applying the NLA on
the state |α〉, we get one of the two outputs
|ψs〉 = Es|α〉
=
exp
(
−r2
2
)
√
ps(r)
(
n0∑
n=0
|n〉 (gα)
n
√
n!gn0
+
∞∑
n=n0+1
|n〉 α
n
√
n!
)
(8)
or
|ψf〉 = Ef|α〉
=
exp
(
−r2
2
)
√
pf(r)
n0∑
n=0
|n〉
√
1− g
2n
g2n0
αn√
n!
(9)
with probabilities
ps = exp
(−r2)( n0∑
n=0
gnr2n
n!gn0
+
∞∑
n=n0+1
r2n
n!
)
(10)
pf = exp
(−r2) n0∑
n=0
(
1− g
2n
g2n0
)
r2n
n!
(11)
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FIG. 3. Fisher information of successful and failed am-
plification events versus NLA gain. Js (blue lines) is the
Fisher information when the NLA successfully amplify the
state. In these case, the Fisher information is higher than
the Fisher information without the NLA, Jα (green line). Jf
(red lines) is the Fisher information when the NLA failed to
amplify the state. For these case, Jf is lesser than Jα. Jideal
(thick blue line) is the Fisher information of the state |gα〉
that one will obtain from a successful NLA with a large n0.
Input state has amplitude r = 0.25 and the Fisher informa-
tion are normalised such that Jα = 1.
that do not depend on θ. The probability of success and
failure are plotted in Fig. 2 for r = 0.25. As n0 increases,
we get a better approximation to the ideal NLA trans-
formation but at the expense of a lower probability of
success. Differentiating the outputs, we get the unnor-
malised states
|ψ˙s〉 =
exp
(
−r2
2
)
√
ps(r)
(
n0∑
n=0
|n〉 i (gα)
nn√
n!gn0
+
∞∑
n=n0+1
|n〉 i α
nn√
n!
)
(12)
|ψ˙f〉 =
exp
(
−r2
2
)
√
pf(r)
n0∑
n=0
|n〉
√
1− g
2n
g2n0
i αnn√
n!
(13)
with which we can compute Js and Jf.
We plot the Fisher information Jα, Js and Jf as a func-
tion of NLA gain in Fig. 3. The successfully amplified
states |ψs〉 have higher Fisher information compared to
the input coherent states, while the failure states |ψf〉
have a lower Fisher information. Hence, we can prob-
abilistically get a higher information when the amplifi-
cation succeed. For n0 = 1, the states |ψf〉 carries no
information about the phase θ. In Fig. 4, we plot the
Fisher information scaled by their respective probabili-
ties. We see that psJs and pfJf are both lower than Jα.
Their sum JNLA, is also always lower than the Fisher
information without using an NLA. This demonstrates
the fact that doing a post-selection cannot increase in-
formation [11, 13, 14]. From Fig. 2, we see that when g
increases, there is a much higher probability for the am-
plification to fail. For n0 > 1, this results in more net
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FIG. 4. Breakdown of the Fisher informations of the
NLA when ps = ns/m versus NLA gain. The scaled in-
formation from the successful NLA events psJs (blue lines)
decreases as the NLA gains increases due to the low probabil-
ity of success, while scaled information from the failed NLA
events pfJf (red lines) increases with higher gain. Their sum
gives the net information JNLA (black lines) which is always
lower than the Fisher information one gets without the NLA
Jα (green line). Input state has amplitude r = 0.25 and the
Fisher information are normalised such that Jα = 1.
information gained from the failed amplification events
than the successfully amplified events at high g.
In Fig. 5, we fix the NLA gain g = 2, and plot the
Fisher information JNLA as a function of the fraction of
successfully amplified states ns/m. We see that as ns
increases, JNLA increases and eventually becomes larger
than Jα. However, the probability to get a large enough
ns is small when the sample size m is large. For example,
for m = 1000, we need ns > 89 before JNLA > Jα. The
probability for this is only 4.68%. The vertical line indi-
cates the mean value of ns/m = ps. At this value, JNLA
is less than Jα.
III. SIMULATIONS WITH FINITE SAMPLE
For small θ and pure state ρθ, the QCR bound can
be attained by measuring the observable C = λ2L where
L = 2
(
|ψ0〉〈ψ˙0|+ |ψ˙0〉〈ψ0|
)
has rank at most two and
λ2 = 1/
(
4Tr
[
ρ0ρ˙
2
0
])
. The estimator obtained through C
has moments
Tr [ρθC] = θ +O(θ2) (14)
Tr
[
ρθC2
]
= λ2 +O(θ2) (15)
which verify that C is an unbiased estimator of θ achiev-
ing the QCR bound. The observable C has zero trace
and spectral decomposition |c+〉λ〈c+| − |c−〉λ〈c−| where
|c+〉 and |c−〉 are orthonormal vectors. Given m tri-
als, the probability of obtaining n+ positive outcomes
and n− negative outcomes follows a multinomial distri-
bution Pr (n+, n−) = mn+!n−!n0!p
n+
+ p
n−
− p
n0
0 where n0 =
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FIG. 5. Breakdown of the Fisher informations of the
NLA versus fraction of successfully amplified states
ns/m. Fisher information from the successfully amplified
states (blue line) increases when the fraction of successful
NLA events increases while the Fisher information from the
unsuccessfully amplified states (red line) decreases. The net
Fisher information (black line) can be higher than the Fisher
information one gets without using the NLA Jα (green line)
when ns is large enough. The probability of this happening is
small when the sample size m is large. The vertical line de-
notes the most likely ns = mps. On this line, JNLA is less than
Jα. Input state has amplitude r = 0.25. The NLA has a gain
g = 2 and n0 = 2. The Fisher information are normalised
such that Jα = 1.
m− n− − n+ and the event probabilities
p± = 〈c±|ρθ|c±〉
=
1
2
(
1± θ
λ
)
+O
(
θ2
) (16)
and p0 = 1− p− − p+.
For coherent states without the NLA, λα = 1/(2r) and
Cα = Lα/(4r2) with
Tr [Cαρα] = θ +O(θ2) (17)
Tr
[C2αρα] = 14r2 +O(θ2) (18)
is an optimal unbiased estimator of θ. For m mea-
surements, the counts nα+ and nα− follows a multino-
mial distribution with m trials and event probabilities
pα± = 〈cα±|ρθ|cα±〉. Cα is the maximum likelihood esti-
mator giving an estimate [27]
θˆα =
nα+ − nα−
nα+ + nα−
λα . (19)
The estimate obtained from the NLA can be viewed
as an estimate obtained from a five outcome POVM{
E2s±, E
2
f±, E
2
0
}
, where E2s± = Es|cs±〉〈cs±|Es, E2f± =
Ef|cf±〉〈cf±|Ef and E20 = 1−E2s+−E2s−−E2f+−E2f−. The
vectors |cs±〉 and |cf±〉 are the eigenvectors of the observ-
able Cs and Cf with corresponding eigenvalues λs and λf
for optimal estimation with the input states |ψs〉 and |ψf〉.
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FIG. 6. Simulation of estimator precision for NLA ver-
sus NLA gain. The measurement precision using the NLA
(black lines) is always worse than without using the NLA
(green line). Increasing the NLA gain does not make it bet-
ter. Estimates were obtained from a sample size of m = 1000
input states with r = 0.25 and θtrue = 0.01. The datapoints
were obtained by measuring the precision from 106 estimation
runs. The lines are the asymptotic theoretical precisions con-
ditioned on the most likely values of ns and nf . The precision
is scaled such that Precision(θˆα) = 1.
Given m measurements, the count rates ns± and nf± fol-
lows a multinomial distribution with m trials and event
probabilities ps± = Tr
[
ραE
2
s±
]
and pf± = Tr
[
ραE
2
f±
]
.
Given these counts, the maximum likelihood estimate for
θ is constructed by [27]
θˆNLA =
nsλ
2
f
nsλ2f + nfλ
2
s
θˆs +
nfλ
2
s
nsλ2f + nfλ
2
s
θˆf , (20)
which is consistent with Eq. (5) and where ns = ns++ns−
and nf = nf+ + nf−. The intermediate estimators are
θˆs = (ns+ − ns−)λs/ns and θˆf = (nf+ − nf−)λf/nf. We
plot the precision of the estimators θˆα and θˆNLA defined
by
Precision
(
θˆ
)
=
1
mMSE
(
θˆ
) (21)
in Fig. 6, where the mean square error (MSE) of an esti-
mator θˆ is
MSE
(
θˆ
)
= Eθˆ
[
(θˆ − θtrue)2
]
≥ Var
(
θˆ
)
. (22)
Here θtrue is the true value of the parameter θ. From
Fig. 6, we see that on average, the NLA does not increase
the precision for phase estimation.
IV. DISCUSSION
The NLA is well suited for some tasks where all that
matters are the successfully amplified states and when
5the probability of success does not matter, such as in
probabilistic entanglement distillation and quantum key
distribution [7]. In a phase estimation problem, if the
figure of merit is the precision from a given number of
sample, then as to be expected, using the NLA does not
offer any advantage for phase estimation when compared
to the optimal phase estimation scheme.
However with different figure of merits, using an NLA
and post-selecting only successfully amplified events can
help in metrology. Suppose we associate a cost x for
acquiring a sample, y for direct measurement of an esti-
mator observable from each sample and z for applying a
noiseless linear amplification on a sample, and our objec-
tive is to minimize the cost for obtaining an estimate for θ
to a specified precision . In order to achieve the specified
precision without using the NLA, we would need to per-
form an estimate on mα = /Jα samples. The total cost
is then (x + y)/Jα. With the NLA, and performing an
estimate only when the NLA heralds a successful amplifi-
cation event, we now need to perform an estimate on only
ms = /Js samples. Since Js > Jα, each measurement
gives more information and so we need less estimator
measurements compared to estimating without the NLA.
However the total number of samples we need to acquire
increases because some samples were discarded when the
NLA did not herald a successful amplification. We now
need on average a total of ms/ps samples and the total
cost of the estimate would be  (x+ z + psy) / (psJs). In
conventional metrology, the cost y assigned to measuring
an estimator observable is zero, and since psJs < Jα, the
cost from the post-selection strategy will always be higher
than without using the NLA. In this case, post-selection
does not help. However if y is non-zero, then the total
cost of using the NLA and performing post-selection can
be lesser than a direct measurement on all samples. This
is true when
y >
(Jα − psJs)x+ Jαz
ps (Js − Jα) . (23)
In this case, the better strategy would be to abstain from
measuring the sample whenever the NLA fails to amplify.
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