Summary. The limit distributions of the charged-polymer Hamiltonian of Kantor and Kardar [Bernoulli case] and Derrida, Griffiths and Higgs [Gaussian case] are considered. Two sources of randomness enter in the definition: a random field q = (q i ) i≥1 of i.i.d. random variables, which is called the random charges, and a random walk S = (S n ) n∈N evolving in Z d , independent of the charges. The energy or Hamiltonian K = (K n ) n≥2 is then defined as
Introduction
Let d ≥ 1 and q = (q i ) i≥1 be a collection of i.i.d. real random variables, hereafter referred to as charges, and S = (S n ) n≥0 be a random walk in Z d starting at 0, i.e., S 0 = 0 and (S n − S n−1 ) n≥1 is a sequence of i.i.d. Z d -valued random variables, independent of q. We are interested in the limit distributions of the sequence K := (K n ) n≥1 defined by setting K 1 := 0 and, for n ≥ 2,
In the physics literature this sum is known as the Hamiltonian of the so-called charged polymer model ; see Kantor and Kardar [21] in the case of Bernoulli random charges and Derrida, Griffiths and Higgs [11] in the Gaussian case. This model has been largely studied by physicists since it is believed that a protein molecule looks like a random walk with random charges attached at the vertices of the walk; these charges are interacting through local interactions mimicking chemical reactions [24] .
Results were first established under the annealed measure, that is when one averages at the same time over the charges and the random walk. Chen [7] , Chen and Khoshnevisan [8] proved that the one-dimensional limiting distributions are closely related to the model of Random walk in random scenery. Hu and Khoshnevisan [19] then established that in dimension one the limit process of the (correctly renormalized) Hamiltonian K n is strongly approximated by a Brownian motion, time-changed by the self-intersection local time process of an independent Brownian motion. Especially, it differs from the so-called Kesten and Spitzer's process [22] obtained as the continuous limit process of the one-dimensional random walk in random scenery.
To our knowledge, distributional limit theorems for quenched charges (that is, conditionally given the charges) are not known. Let us note that in the physicists' usual setting the charges are usually quenched: a typical realization of the charges is fixed, and the average is over the walk. In the case of dimension one, we determine the quenched weak limits of K n by applying Strassen's [28] functional law of the iterated logarithm. As a consequence, conditionally on the random charges, the Hamiltonian K n does not converge in law. In contrast with the onedimensional setting, we show that the quenched central limit theorem holds for random walks in dimensions d ≥ 2 with finite non-singular covariance matrix and centered, reduced charges. In d ≥ 3 we obtain convergence to Brownian motion under the standard scaling √ n, while in d = 2
we are only able to show convergence of the finite-dimensional distributions under the unusual √ n log n-scaling and an additional condition on the charges, namely a moment of order strictly larger than 2. We also provide in the appendix a proof of a functional central limit theorem under the conditional law given the random walk. In particular, our results imply annealed functional central limit theorems under weaker assumptions on the charges than the ones in [8, 19] .
Case of dimension one
2.1. Results. In this section we study the case of the dimension one, S = (S k , k ≥ 0) is the simple one-dimensional random walk. Moreover we assume that E(q 1 ) = 0, E(q 2 1 ) = 1 and E(|q 1 | 6 ) < ∞.
We prove that under these assumptions, there is no quenched distributional limit theorem for K. 
Theorem 2.1. For P-a.e. q, under the quenched probability P (. | q), the process
does not converge in law. More precisely, for P-a.e. q, under the quenched probability P (. | q), the limit points of the law ofK n , as n → ∞, under the topology of weak convergence of measures, are equal to the set of the laws of random variables in Θ B , with
where V 1 denotes the self-intersection local time at time 1 of a one-dimensional Brownian motion B starting from 0.
The set Θ B is closed for the topology of weak convergence of measures, and is a compact subset of
Instead of Theorem 2.1, we shall prove that there is no quenched limit theorem for the continuous analogue of K introduced by Hu and Khoshnevisan [19] and deduce Theorem 2.1 by using a strong approximation. Let us define this continuous analogue: Assume that B := (B(t)) t≥0 , W := (W (t)) t≥0 are two real Brownian motions starting from 0, defined on the same probability space and independent of each other. We denote by P B , P W the law of these processes. We will also denote by (L t (x)) t≥0,x∈R a continuous version with compact support of the local time of the process B, and (V t ) t≥0 its self-intersection local time up to time t, that is
We define the continuous version of the sequence K n as
In dimension one, under the annealed measure, Hu and Khoshnevisan [19] proved that the process (n −3/4 K([nt])) t≥0 weakly converges in the space of continuous functions to the continuous process Z = (2 −1/2 Z t ) t≥0 . They gave a stronger version of this result, more precisely, they proved that there is a coupling of q, S, B and W such that (q, W ) is independent of (S, B) and for any ε ∈ (0, 1/24), almost surely,
Theorem 2.1 will follow from this strong approximation and the following result.
Theorem 2.2. P W -almost surely, under the quenched probability P(·|W ), the limit points of the law ofZ
under the topology of weak convergence of measures, are equal to the set of the laws of random variables in Θ B defined in Theorem 2.1. Consequently, under P(·|W ), as t → ∞,Z t does not converge in law.
To prove Theorem 2.2, we shall apply Strassen [28] 's functional law of the iterated logarithm applied to the Brownian motion W .
2.2.
Proofs. For a one-dimensional Brownian motion (W (t), t ≥ 0) starting from 0, let us define for any λ > e e , W λ (t) := W (λt) (2λ log log λ) 1/2 , t ≥ 0. Lemma 1. (i) Almost surely, for any r > 0 rational numbers, (W λ (t), 0 ≤ t ≤ r) is relatively compact in the uniform topology and the set of its limit points is K 0,r , with
(ii) There exists some finite random variable A W only depending on (W (x), x ≥ 0) such that for all λ ≥ e 36 , The proof of this lemma can be found in [17] .
Let us define for all λ > e e and n ≥ 1,
There exist some positive constants c 1 , c 2 such that for any λ > e 36 and n ≥ 1, we have
for any function f ∈ K * .
Proof:
has finite moments of any order. Then by Cauchy-Schwarz' inequality, we have that
by the fact that: P B V 1 > x ≤ c 1 e −c 2 x 2 for any x > 0 (see Corollary 5.6 in [23] ). Then we get (5) .
For the other part of the lemma, let f ∈ K * , observe that |f (x)| ≤ x x 0 (ḟ (y)) 2 dy ≤ |x| for all x ∈ R + . Then by Cauchy-Schwarz' inequality, we have that
Then (6) follows.
Proof: Let ε > 0. Choose a large n = n(ε) such that c 1 e −c 2 n 2 ≤ ε, where c 1 , c 2 are the constants defined in Lemma 2. By Lemma 1 (i), for all large λ ≥ λ 0 (W, ε, n), there exists some function
We extend g to R + by letting g(x) = g(n) if x ≥ n, then g ∈ K * . By the triangular inequality, (5) and (6),
showing the first part in the lemma.
For the other part of the Lemma, let h ∈ K * such that ζ = h(V 1 ). For any ε > 0, we may use (6) and choose an integer n = n(ε) such that c 1 e −c 2 n 2 ≤ ε and
where ζ n := h(V 1 )1 {V 1 ≤n} . Applying Lemma 1 (i) to the restriction of h on [0, n], we may find a sequence
We now are ready to give the proof of Theorems 2.2 and 2.1.
Proof of Theorem 2.2. Remark that P W -a.s.,
from the scaling property of the self-intersection local time of the Brownian motion B. The first part of Theorem 2.2 directly follows from Lemma 3.
Proof of Theorem 2.1. We use the strong approximation of [19] : there exists on a suitably enlarged probability space, a coupling of q, S, B and W such that (q, W ) is independent of (S, B) and for any ε ∈ (0, 1/24), almost surely,
From the independence of (q, W ) and (S, B), we deduce that for P-a.e. (q, W ), under the quenched probability P(.|q, W ), the limit points of the laws ofK n andZ n are the same ones. Now, by adapting the proof of Theorem 2.2, we have that for P-a.e. (q, W ), under the quenched probability P(.|q, W ), the limit points of the laws ofZ n , as n → ∞, under the topology of weak convergence of measures, are equal to the set of the laws of random variables in Θ B . It gives that for P-a.e. (q, W ), under the quenched probability P(.|q, W ), the limit points of the laws of K n , as n → ∞, under the topology of weak convergence of measures, are equal to the set of the laws of random variables in Θ B and Theorem 2.1 follows.
Let (ζ n ) n be a sequence of random variables in Θ B , each ζ n being associated to a function f n ∈ K * . The sequence of the (almost everywhere) derivatives of f n is then a bounded sequence in the Hilbert space L 2 (R + ), so we can extract a subsequence which weakly converges to a limit whose integral is in K * . Using the definition of the weak convergence and the fact that
, and compactness follows.
Case of dimension two
3.1. Assumptions and results. We will make the following two assumptions on the random walk and on the random scenery:
(A1). The random walk increment S 1 takes its values in Z d and has a centered law with a finite and non-singular covariance matrix Σ. We further suppose that the random walk is aperiodic in the sense of Spitzer [27] , which amounts to requiring that ϕ(u) = 1 if and only if u ∈ 2πZ d , where ϕ is the characteristic function of S 1 .
Our aim is to prove the following quenched central limit theorem.
Theorem 3.1. Assume (A1), (A2) and d = 2. Then, for any 0 < t 1 < . . . < t N < ∞,
where "⇒" denotes convergence in distribution as n → ∞, and B is a Brownian motion with variance σ 2 = (2π
Remark: The conclusion of this theorem still holds if, alternatively, the assumptions (A1) and d = 2 are replaced by the following:
(A1'). The sequence S = (S n ) n≥0 is an aperiodic random walk in Z starting from 0 such that the sequence Sn n n converges in distribution to a random variable with characteristic function given by t → exp(−a|t|) with a > 0, in that case σ 2 is given by (2πa) −1 .
Indeed, the proof of Theorem 3.1 depends on S through properties of the self-intersection local time and of the intersection local time of the random walk S which are known to be the same under assumptions (A1) in d = 2 or (A1') in d = 1.
Remark: Theorem 3.1 implies convergence of finite-dimensional distributions of K ⌊nt⌋ / √ n log n under the quenched law in any countable set of times t. If additionally tightness in Skorohod space can be established, this will imply functional convergence to Brownian motion.
An ingredient in the proof of Theorem 3.1 is the following functional central limit theorem under P(·|S), which is of independent interest. Indeed, it implies the same result under the annealed law, improving the previously known assumptions for such a theorem to hold (see [19] 
and
(10)
converges weakly under P(·|S) in the Skorohod topology as n → ∞ to a Brownian motion with variance σ 2 .
The proof of Theorem 3.2 is an application of the martingale CLT, and is given in Appendix A.
The proof of Theorem 3.1 will be given in two steps as follows. Define the subsequence
Then the following two propositions directly imply Theorem 3.1. Both assume d = 2 and (A1)-(A2).
converges in probability to 0 as n → ∞ under P(·|q) for P-a.e. q.
Propositions 4 and 5 are proved in Sections 3.3 and 3.4, respectively. First, we recall in Section 3.2 some results about two-dimensional random walks.
3.2. Two-dimensional random walks. We gather here some useful facts concerning the local times of two-dimensional random walks. In the following we always assume (A1) and d = 2. Analogous results hold under the alternative assumption (A1').
3.2.1. Maximum local times. Let N n (x) := n i=1 1 {S i =x} be the local times of the random walk S up to time n and N * n := sup
be the maximum among them.
(ii) There exists a K > 0 such that
Proof. The two statements follow from Lemma 18(b) in [14] .
3.2.2. Self-intersection local times. For p ∈ N, the p-fold self-intersection local time I
[p]
n of S up to time n is defined by
When p = 2 we will omit the superscript and write I n .
Lemma 7. When d = 2, for all p ≥ 2 and k ∈ N there exists a K > 0 such that
Proof. The statement can be found in [15] (Proposition 2.3).
We will also need the following lemma about the self-intersection local times of higherdimensional random walks.
Lemma 8. Let S be a random walk with a finite, non-singular covariance matrix in dimension d ≥ 3, and let I n denote its p-fold self-intersection local time up to time n. Then, for all p ≥ 2 and k ∈ N, there exists a K > 0 such that
Proof. We can follow the proof of item (i) of Proposition 2.3 in [15] , using the fact that, for all
The following proposition shows that, in order to prove Proposition 4 for K n , it is enough to prove the same statement for K
Proof. Let
and note that, since q 1 is centered,
Write
where
are defined analogously from the corresponding terms in (25) . Let us focus for the moment on E (n,1) k . Note that it is a martingale under P. Therefore, by Doob's maximal inequality,
Since E |q
by (27)- (29) and Lemma 7(i) we get
which is summable along τ n since γ > 2. Analogously, we can show a similar inequality for E (n,2) and E (n,3) with the bound Cn −β(γ−2) instead, which is also summable along τ n . The proof is concluded by applying the Borel-Cantelli lemma.
Decomposition of quenched moments.
From now on, we will work with the truncated and recentered version K (n) of the energy. In fact, for convenience we will work with
where [t] := {1, . . . , ⌊t⌋}.
Fix p = (p 1 , . . . , p N ) ∈ (N * ) N , and put p :
are bounded, the quenched moments
are all well defined and satisfy
We aim to prove that the m
n when properly normalized converge a.s. along τ n to the corresponding moments of a Gaussian process. In order to do that, we will first show how they can be decomposed into sums of terms that are easier to control.
In the following we will use the notationĩ
, ∼ ∈ {·, ··}, and we will write i =ï
and, for a collection Q of subsets of I p , let
For a given pair i =ï, we define a graph structure on I p as follows. We say that (k 1 , ℓ 1 , ∼) = (k 2 , ℓ 2 , −) ∈ I p are adjacent if and only ifĩ
Let P be the resulting partition of I p into connected components according to the graph structure given above. Then P belongs to
Define a = (a P ) P ∈P ∈ D P n by setting
Using t 1 < · · · < t N , it is straightforward to verify that the map (i,ï) → (P, a) is a bijection.
Thus we obtain the decomposition
where in the above i,ï are seen as functions of P and a.
Next we define another graph structure, this time on P, as follows. We say that
Let S denote the partition of P into connected components according to the graph structure above. We call S the superpartition of i,ï. Note that |S| ≥ 2 for all S ∈ S.
We will now show that a consequence of the previous definitions is that
To see this, first note that
Thus (42) will follow once we show that, for all S ∈ S,
Indeed, for P, Q ∈ S, there exist Q 0 , . . . , Q J ∈ S such that Q 0 = P , Q J = Q and Q m is adjacent to Q m−1 for all m ∈ [J]. We will prove that E S ⊂ {S a P = S a Qm } for all m ∈ [J] by induction on m. Since E S ⊂ {S a Qm = S a Q m−1 } by definition, the case m = 1 is covered and, supposing that
proving the induction step. Hence (44) is verified, and (42) follows.
Thus we see that we may decompose m
n in the following manner: m
Next, using the identity
we see that we may further decompose m
where m
Let N := {P ∈ P : |P | > 1}.
Since m
Moreover, when A c = ∅ we may write
3.3.3. Analysis of the terms. We begin with the terms in which A c = ∅, i.e., the ones corre-
Proof. Integrating (46) we get
We may suppose that |P | ≥ 2 for all P ∈ P since otherwise E m
we see that the absolute value of the first term with the product in (55) is at most Cb 2(p−|P|) n . On the other hand, the second term is smaller than
where we used Hölder's inequality and Lemma 7(i).
Combining (55)-(57) we obtain
We now split into different cases. Note that |S| ≤ |P|/2 ≤ p/2. If |P| = p and |S| = p/2, then (54) holds by (58). If |P| = p and |S| < p/2, then (58) divided by (n log n) p 2 goes to zero as n → ∞. Lastly, if |P| < p, then (n log n)
which goes to zero as n → ∞ since β < 1/4.
The rest of the analysis consists in showing that all other terms with A c = ∅ converge to zero a.s. along τ n when normalized.
Proposition 11. For any fixed choice of p and P, if
Before we proceed to the proof, we need to introduce a decoupling inequality, due to de la Peña and Montgomery-Smith, that will be important for us.
For fixed A = P, let (q (n,P ) ) P / ∈A be |A c | independent copies of q (n) and put
i.e., analogously to (52) but with independent copies of q for different P . Then the main theorem in [26] implies that there exists a constant C > 0 depending on |A c | only such that
for all u > 0. In particular, we can bound the probability in the l.h.s. of (62) using Markov's inequality and the fact that
Proof of Proposition 11. We may suppose that A ⊂ N . Bounding the indicator function in (53) by 1 {a∈[nt N ] P } , we may estimate using (63)
We proceed to bound B n (P, A). Denoting by N n (x) the local times of an independent copy S of S, and by N n (x, y) the local times of the 4-dimensional random walk S n = (S n , S n ), we can rewrite (65) as
where I
[k]
n , I
n are the analogues of I
n for the corresponding random walks, and N * n = sup x N n (x). Using Hölder's inequality, Lemmas 6(i), 7(i) and 8, and the fact that S is a partition, we see that (66) is at most
Now we note that |S| ≤ ⌊|P|/2⌋, |{S : S ⊂ A}| ≤ ⌊|A|/2⌋ and 2|A| + |A c | ≤ 2p. Therefore,
and there is equality if and only if
(1) |A| and |A c | are even; (2) |P | = 2 ∀ P ∈ A and |P | = 1 ∀ P ∈ A c ; (3) |S| = 2 ∀ S ∈ S; (4) for any S ∈ S, either S ⊂ A or S ⊂ A c .
Thus by (65)-(67)
We will consider three cases separately:
Case 1: t ≥ 1; Case 2: t = 0 and |A c | ≥ 4; Case 3: t = 0 and |A c | = 2.
For each of these cases we will show that, for every ǫ > 0,
and the result will follow by (62). To prove (70), we will use Markov's inequality together with (64) and (69). In the third case, the variance estimate (64) is not good enough, but we will get a better bound estimating a higher moment.
Case 1: (t ≥ 1) For P ∈ A, we have
as in (56) and, for P / ∈ A, we can estimate in a similar fashion
Using (64), (69) and |S| + |{S : S ⊂ A}| ≤ |A| + |A c |/2, we get
which is summable along τ n since β < 1/4.
Case 2: (t = 0, |A c | ≥ 4) As mentioned above, in this case |P | = 2 for P ∈ A and |P | = 1 for P / ∈ A. Using E[|q (64) and (69) that
which is summable along τ n since α > 1/2.
Case 3: (t = 0, |A c | = 2) In this case, (64) is not enough to prove (70). However, since |A c | = 2 and t = 0, by (52) and the discussion after (68) these terms are of the form
where P 1 , P 2 ∈ P are such that {P 1 , P 2 } ∈ S and
Rewrite m
where q is an independent copy of q. Since W n (i, j) is symmetric and
is a centered martingale, by Burkholder's and Minkowski's inequalities we have
where we used (65) and (69). Combining (79)-(80) we get
which is summable along τ n since α > 2/γ.
Conclusion.
From the results of Section 3.3.3 we obtain the following two propositions. Together with Proposition 9, they will allow us to finish the proof of Proposition 4.
Proposition 12. (Convergence of annealed moments)
For every p ∈ (N * ) N ,
where B is a Brownian motion with variance σ 2 .
Proof. First we note that, because of the annealed functional CLT for K (see Appendix A) and Proposition 9, K (n) satisfies a functional CLT with variance σ 2 under P. Integrating (45) and applying Proposition 10, we see that, for all p ∈ (N * ) N ,
and hence
Proposition 13. (Convergence of quenched moments)
Proof. Combining (45) and (51), we see that
is a sum of terms m ( p) n (P, A) with A ⊂ N , A c = ∅, so the result follows from Proposition 11.
Proof of Proposition 4. The conclusion is now straightforward: Propositions 12-13 give us (13) with K (n) in place of K by the Cramér-Wold device and the method of moments, and this is passed to K by Proposition 9.
Proof of Proposition 5.
Before we start, we note some properties of the subsequence τ n that will be used in the sequel: there exist positive constants
Once we show that
Proposition 5 will follow by noting that
Then, by (87) and since lim n→∞ n −1 τ i(n) = 1, the first term in the r.h.s. of (88) converges a.s. to 0. Moreover, the second term converges for P-a.e. q in P(·|q)-probability to 0 since, by Proposition 4, K ⌊τnt⌋ / √ τ n log τ n is a.s. tight under P(·|q). Therefore, we only need to show (87).
By Proposition 9, it is enough to prove (87) for the sequence q
To this end, we will make use of a maximal inequality for demimartingales due to Newman and Wright [25] , as well as Bernstein's inequality.
The sequence (K (n) a,k ) k≥a is a zero-mean martingale under both P and P(·|S) with respect to the filtration σ((q i ) i≤k , S). Indeed,
and the r.v.'s q (n) i , i ≥ 1 are independent and centered. Therefore,
and for the last step we used the Cauchy-Schwarz inequality. Integrating (90) and using Hölder's inequality we get
where for the third inequality we used Lemma 7(i) and that I a,b has the same law as I b−a .
Since K (n) a,k is in particular a demimartingale under P, by Corollary 6 in [25] we get
by (91) and the properties of τ n .
Now note that K (n)
a,b can be rewritten as
Given the random walk S, the random variables Λ b (x) − Λ a (x), x ∈ Z 2 are independent, centered and uniformly bounded by (b n N * b ) 2 . Furthermore, by (90),
Thus we may use Bernstein's inequality under P(·|S) to estimate the probability in the right hand side of (92), obtaining that, for all u > 0,
Integrating with respect to the random walk, we get, for every ε > 0,
Recall that, by Lemma 6(ii), there exists C > 0 such that
Now fix 0 < δ < 1 2 (α −1 − 1) and an integer θ > 2/(αδ). By Markov's inequality and Lemma 7(i), we have
By (94)- (96), the subadditivity of √ · and the fact that e −2x/(y+z) ≤ e −x/y + e −x/z for any x, y, z > 0, we see that (92) is at most
where C 1 -C 4 are positive constants and
Using the properties of τ n , we see that the first term of (97) is summable; by our choice of θ, so are the second and the third. Furthermore,
and so the fourth term is summable by our choice of δ. As for the last term, note that
so the fifth term is summable since β < 1/4. Thus, by the Borel-Cantelli lemma, (87) holds.
4.
Case of dimensions three and higher 4.1. Assumptions and results. In d ≥ 3 we can relax the condition γ > 2 used in Section 3.
Here we will only assume (A1) and
However, we will need to recenter K n , since its quenched expectation is not subdiffusive as can be checked with a simple computation.
Theorem 4.1. In d ≥ 3, under assumptions (A1) and (101), for P-a.e. q, the process
converges under P(·|q) in the Skorohod topology to a Brownian motion with variance
Remark: The result above remains true for any transient random walk on Z d , d ≥ 1, as long as
Proof. The idea is to approximate K n − E[K n |q] by an additive functional of a Markov chain and then apply known results in this setting. Let
be an i.i.d. sequence with each term distributed as (S 1 , q 1 ), and denote its law by P. For a time l ∈ N, define the sequences X l and q l by
and put
Then ξ l is a Markov chain on the state space R Z × (R d ) Z − . Moreover, the process ξ l is stationary and ergodic under P.
Then, writing
we see that
Since d ≥ 3,
P(S i = 0) < ∞ and we may define
Proof. To start, note that
is a martingale under P. By Doob's maximal inequality,
The last step follows from the bound P(S n = 0) ≤ Cn −d/2 (see e.g. [20] , Lemma 1). Therefore, by the Borel-Cantelli lemma, (112) holds with the sequence 2 n in place of nT . The result is passed to the original sequence by considering, for each n, k n such that 2 kn−1 ≤ nT < 2 kn .
Because of Lemma 14, the theorem will follow once we show the same statement for the additive functional
(115)
Proof. We have
Since
where S (j) , j = 1, 2, 3 are independent copies of S with joint law P ⊗3 . This last line is equal to 
According to [13] , the proof will be finished once we show that, for all ǫ > 0, lim n→∞ n k=2 E ∆ 2 n,k 1 {|∆ n,k |>ǫ} S = 0 P-a.s.
and that, for all t ≥ 0, lim n→∞ Q n,⌊nt⌋ = σ 2 t in probability under P(·|S) for P-a.e. S.
In fact, the theorem in [13] concludes convergence for t ∈ [0, 1], but it this then easy to extend the result to t ∈ [0, T ] with T ∈ N and thus to t ∈ [0, ∞).
We proceed to verify (122)- (123), starting with the first. Write 
where for the third step we used the Marcienkiewicz-Zygmund and Minkowski inequalities. Since I 
Since (I ⌊nt⌋ − ⌊nt⌋)/2s 2 n → σ 2 t a.s., we only need to show that the remaining terms in (125) converge to 0. Note that in dimension d ≥ 3, σ 2 can be written as
where χ := P (S n = 0 ∀ n ≥ 1).
Let us first deal with R
m . Note that, under P(·|S), the summands in the r.h.s. of (127) are independent and centered for different x to write E (R 
and conclude that R
⌊nt⌋ /s 2 n goes to 0 in probability under P(·|S). To control R
m , we split into two cases. If γ ≥ 4, then reasoning as before we get
and we conclude as for R
m . If γ < 4, we use Theorem 1(c) in [18] . Note that
and also P |q 2 − 1| ≥ u ≤ Cu −γ/2 ∀ u > 0. 
we obtain from the aforementioned theorem that, for some constant C > 0,
which goes to 0 as n → ∞.
