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Abstract
We study bounded and unbounded representations of the ∗-algebra Qn,λ(∗) gener-
ated by n idempotents whose sum equals λe (λ ∈ C, e is the identity).
1 Introduction
Let H be a complex (finite or infinite dimensional) separable Hilbert space and B(H) the
algebra of bounded operators on H . An operator Q ∈ B(H) is said to be idempotent
if Q2 = Q. A selfadjoint idempotent P is called orthoprojection. The problem to study
families of idempotent is not just an interesting algebraic problem but it also arises in
numerous applications to analysis (see, for example, [BGKKRSS] and references therein),
theory of operators (see [Wu1] and references therein), mathematical physics (see [Ba, EK]
and references therein) etc.
The structure of pairs of idempotents on finite-dimensional space or, equivalently, finite-
dimensional representations of the algebra Q2 = C〈q1, q2, e | q2k = qk, k = 1, 2〉 with the
unit e, is non-trivial but well understood (see [Na, GP]). The structure of three and more
idempotents or, equivalently, representations of the algebras Qn = C〈q1, . . . , qn, e | q2k =
qk, k = 1, . . . , n〉 for n ≥ 3 is extremely difficult (the corresponding algebra is wild (see
[DF])). Families of idempotents with additional condition that their sum is a multiple of
the identity operator or, equivalently, representations of the algebrasQn,λ = C〈q1, . . . , qn, e |∑n
k=1 qk = λe, q
2
k = qk, k = 1, . . . , n〉, λ ∈ C, are studied less (for some results about finite-
dimensional representations and representations by bounded operators on Hilbert space of
Qn,λ see the first subsection at each section).
In this paper we consider the problem of describing up to unitary equivalence families
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of idempotents or, which is equivalent, ∗-representations of ∗-algebras generated by idem-
potents.
Natural ∗-analogues of the algebras Qn and Qn,λ, n ∈ N, λ ∈ C, are:
(a) the ∗-algebras Qn(∗) = C〈q1, . . . , qn, q∗1 , . . . , q∗n, e | q2k = qk, k = 1, . . . , n〉 gener-
ated by n free idempotents and their adjoints. Denoting Q∗n the algebra (not a ∗-algebra)
C〈q∗1 , . . . , q∗n | (q∗k)2 = q∗k, k = 1, . . . , n〉, we have Qn(∗) = Qn ⋆ Q∗n, where ⋆ is the sign of
free product of algebras;
(b) the ∗-algebras Qn,λ(∗) = C〈q1, . . . , qn, q∗1 , . . . , q∗n, e |
∑n
k=1 qk = λe, q
2
k = qk, k =
1, . . . , n〉, λ ∈ C, which are generated by n idempotents whose sum is a multiple of the
unit, and elements which are adjoint to them. Setting Q∗n,λ = C〈q∗1 , . . . , q∗n, e |
∑n
k=1 q
∗
k =
λe, (q∗k)
2 = q∗k, k = 1, . . . , n〉, we have Qn,λ(∗) = Qn,λ ⋆Q∗n,λ;
and their factor-∗-algebras, such as
(c) the ∗-algebras Pn = C〈p1, . . . , pn, e | p2k = pk = p∗k, k = 1, . . . , n〉 generated by n
orthoprojections;
(d) the ∗-algebras Pn,α = C〈p1, . . . , pn, e |
∑n
k=1 pk = αe, p
2
k = pk = p
∗
k, k = 1, . . . , n〉,
α ∈ R, generated by n orthoprojections whose sum is a multiple of the unit.
The structure of pairs of orthogonal projections P1, P2, or representations of ∗-algebra
P2 is well known (see, for example,[RaS]): irreducible representations of P2 are one or
two-dimensional and any representation is a direct sum (or direct integral) of irreducible
ones.
The structure of three and more orthoprojections or representations of the ∗-algebras
Pn, n ≥ 3, is very difficult (the ∗-algebras are ∗-wild). For the definition of ∗-wild algebras
we refer the reader to [KS2, OS2].
A number of articles (see [RS, KRS]) are devoted to the structure of families of orthogonal
projections whose sum is a multiple of the identity or, equivalently, representations of the
∗-algebras Pn,α, α ∈ R. In particular, there were described the sets of α ∈ R such that
there exist orthogonal projections P1, . . . Pn on a Hilbert space H so that
∑n
k=1 Pk = αI, I
is the identity operator. Note that orthoprojections are necessarily bounded operators and
∗-algebras Pn and Pn,α do not have representations by unbounded operators.
Families of idempotents Q1, . . . , Qn, Q
∗
1, . . . , Q
∗
n or, equivalently, representations of ∗-
algebra Qn(∗) have a simple structure in the case n = 1. The situation is similar to the
situation for pairs of orthoprojections (see section 2.2). If n ≥ 2 the problem of unitary
classification of all families of idempotents becomes difficult (the ∗-algebra Qn(∗) is ∗-wild)
([KS2, OS2]).
In the present paper we study, up to unitary equivalence, the structure of idempo-
tents whose sum is a multiple of identity, or, equivalently, representations of the ∗-algebras
Qn,λ(∗), λ ∈ C. In contrast to orthogonal projections there exist unbounded operators
Q satisfying Q2 = Q (unbounded idempotents) (see [P]). We study representations of
Qn,λ(∗) by bounded operators (i.e., ∗-homomorphisms of Qn,λ(∗) to B(H)) and the sets
Λn,bd = {λ ∈ C | ∃Q1, . . . , Qn ∈ B(H),
∑n
k=1Qk = λI,Q
2
k = Qk, k = 1, . . . , n} together
with representations by unbounded operators and the corresponding sets Λn,unbd (for exact
definitions see subsection 3 at each section).
For n = 3 (sect. 3.2) representations of Qn,λ(∗) by bounded operators exist only for
λ ∈ {0, 1, 3/2, 2, 3}, the ∗-algebras Q3,0(∗) ≃ Q3,3(∗) are one-dimensional, the ∗-algebras
Q3,1(∗) ≃ Q3,2(∗) ≃ C3 ⋆C3 and Q3,3/2(∗) ≃M2(C)⋆M2(C) are ∗-wild. For ∗-wild algebras
we also study additional conditions under which the problem of unitary classification of
their representations become transparent. Properties of the representations of Qn,λ(∗) by
unbounded operators are essentially the same as representations by bounded operators in
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the case n = 3 (sect. 3.3). In particular, Λ3,bd = Λ3,unbd.
For n = 4 the situation becomes different. For example, the sum of four bounded idem-
potents equals zero only if the idempotents are zero operators, which is not the case for un-
bounded ones (see [BES]). If the sum of bounded idempotents is equal to 1 then the idempo-
tents are mutually orthogonal, but there exist unbounded non-orthogonal idempotents with
the sum equal to 1 (see [ERSS]). Moreover, Λ4,bd = {0, 1, 1 + kk+2 (k ∈ N), 2, 3− kk+2 , 3, 4},
while Λ4,unbd = C (Proposition 7). In Section 4 we study the problem of describing of repre-
sentations of Q4,λ(∗) by bounded and unbounded operators and representations of Q4,λ(∗)
under some additional restrictions. The case Q4,0(∗) is treated in details.
In Section 5, following [RS], we show that Λ5,bd = C and that the problem of unitary
classification of already bounded representations of the ∗-algebra Qn,λ(∗) for n ≥ 5 is
difficult: the ∗-algebra is not of type I for any λ ∈ C and it is ∗-wild for some λ ∈ R.
We would like to emphasise one more time that speaking about representation of al-
gebras we mean homomorphisms into algebras of linear operators on a vector space and
∗-homomorphisms into a ∗-algebra of linear bounded or unbounded operators defined on a
Hilbert space if we speak about representations or ∗-representations of ∗-algebras. We will
also restrict ourself to indecomposable finite-dimensional representations up to similarity
when talk about description of representations of algebras. Description of ∗-representations
is reducing to the description of irreducible (=indecomposable) representations up to unitary
equivalence.
2 Representations of algebras Q2,λ and ∗-algebras Q2,λ(∗)
2.1 Algebras Q2,λ and their representations
Algebra Q2,λ is non-zero only for λ ∈ Λ2 = {0, 1, 2}. We have Q2,0 = Q2,2 = Ce. The
algebra Q2,1 is easily seen to be equal to Q1 = C〈q, e|q2 = q〉, its finite-dimensional inde-
composable representations are one-dimensional: π(q) = 0 or π(q) = 1.
2.2 ∗-Algebras Q2,λ(∗) and their representations by bounded oper-
ators
∗-Representations of Q2,0(∗) = Q2,2(∗) = Ce are trivial. The problem of unitary classifi-
cation of Q2,1(∗) = Q1(∗) reduces to the problem of describing a single idempotent up to
unitary equivalence. Any irreducible representation of Q1(∗) is one- or two-dimensional and
given by
(a) π(q1) = 1, or π(q1) = 0; (1)
(b) π(q1) =
(
1 y
0 0
)
, y ∈ (0,∞). (2)
(see, for example [D, OS2]). The structure of arbitrary representation of Q1(∗) by bounded
operators is given by the following statement (see [KS2]): for any representation π on
a Hilbert space H there exist a unique decomposition H = H0 ⊕ H1 ⊕ C2 ⊗ H2 and a
projection-valued measure dE(·) on H2 whose support is a bounded subset of (0,∞) and
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such that
π(q1) = 0 · IH0 ⊕ IH1 ⊕
∫ ∞
0
(
1 y
0 0
)
⊗ dE(y). (3)
2.3 Representations of Q2,λ(∗) by unbounded operators
Here we describe ∗-representations of ∗-algebra Q2,1(∗) = Q1(∗) by unbounded operator
recalling necessary definitions of the concepts involved.
Let Φ be a dense linear subset of a Hilbert space, H . Let L+(Φ) = {X ∈ L(Φ) | Φ ⊂
D(X∗), X∗Φ ⊂ Φ}, here D(X) is the domain of the operator X . Then L+(Φ) is an algebra
with involution X+ = X∗|Φ. By ∗-representation of a ∗-algebra A by unbounded operators
we call a unital ∗-homomorphism π : A→ L+(Φ) (see, for example, [In, S]). We write also
D(π) for the domain Φ and call it the domain of the representation π.
Define Λn,unbd to be the set of all λ ∈ C such that there exists a ∗-representation of
Qn,λ(∗) by unbounded operators. Since ∗-algebras Q2,λ(∗) are non-zero only for λ ∈ Λ2, we
have Λ2,bd = Λ2,unbd = Λ2.
The class of representations defined above is very large and practically indescribable
(see [ST, S, T]). So if one wishes to get structure theorems giving a description of ∗-
representations up to unitary equivalence then one should impose some additional conditions
on the domain Φ. For example, one can require that Φ consists of bounded (entire, analytical
vectors) for some operators of the representation. Recall that a vector f ∈ ∩k∈ND(Xk) ⊂ H
is called bounded (entire, analytical) vector for operatorX on H if there is a constant cf such
that ||Xnf || ≤ cnf ||f || for any n ∈ N (the function
∑∞
k=0(||Xkf ||/k!)zk is entire or analytical
at 0). The set of bounded (entire, analytical) vectors for operator X will be denoted by
Hb(X) (Hc(X) and Ha(X) respectively). Imposing this type of conditions we will call
these representations integrable or well-behaved or good following the terminology in the
theory of representations of Lie algebras ([N, S]). Definitions of equivalent representations,
irreducible representations which are necessary for formulating structure theorems, will be
given for every particular class of representation considered in the paper.
Let π be a representation of Q1(∗) defined on a domain D(π) of a Hilbert space H(π).
We say that π is a well-behaved representation if ∆ = π(qq∗ + qq∗ − (q + q∗)) (the closure
of the operator π(qq∗ + qq∗ − (q + q∗))) is selfadjoint and D(π) = Hb(∆). Note that
qq∗ + qq∗ − (q + q∗) is a central element of Q1(∗). Setting a = q + q∗ − e and b = i(q∗ − q),
which are clearly selfadjoint, we obtain qq∗ + qq∗ − (q + q∗) = a2 + b2 − e.
Let Hm(π) denote the set of all vectors f ∈ Hb(∆) such that ||∆nf || ≤ mn||f ||. Since
qq∗+qq∗−(q+q∗) is central and ∆ is selfadjoint, one can show that the subspaces Hm(π) is
reducing π, i.e., π = π1⊕π2 and Hm(π) = D(π1). Moreover, each subrepresentation π|Hm(pi)
is bounded. In order to see this, it is enough to show that π(a) and π(b) are bounded
on Hm(π). Given f ∈ Hm(π), we have ||π(a2 + b2)f || ≤ (m + 1)||f || and ||π(a)f ||2 =
(π(a)2f, f) ≤ (π(a2+b2)f, f) ≤ ||π(a2+b2)f || · ||f || ≤ (m+1)||f ||2, the same holds for π(b).
A representation π is called irreducible if the only linear subspace reducing π are {0}
and D(π). Since for a well-behaved representation π at least one of Hm(π) is non-zero we
obtain that any well-behaved irreducible representation is bounded.
We say that two well-behaved representations π1 and π2 are unitarily equivalent if there
exist a unitary operator U : H(π1)→ H(π2) such that UHm(π1) = Hm(π2) and Uπ1(a)f =
π2(a)Uf for any f ∈ Hm(π1) and each m ∈ N.
Now we state a structure theorem. Its proof essentially follows the proof of an analogous
statement for bounded representations of Q1(∗).
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Proposition 1. Any irreducible well-behaved representation of Q1(∗) is bounded and, up
to unitary equivalence, is given by (1)− (2). Any representation π of Q1(∗) is a direct sum
(direct integral) of irreducible ones and given by (3), where the equality holds on vectors
f ∈ D(π).
Remark 1. If a ∗-algebra is defined in terms of generators and commutation relations (the
algebraic equalities imposed on the generators), instead of ∗-representations of the ∗-algebra
one speaks often about representations of this set of relations, i.e. families of operators
satisfying the relations on some invariant dense domain.
Let Q, Q∗ be closed operators such that that there exists a dense domain Φ satisfying
the following conditions: (1) Φ is invariant with respect to Q, Q∗; (2) Φ is a core for Q, Q∗
(i.e. the closure of operators Q|Φ and Q∗|Φ are Q and Q∗ respectively); (3) Φ ⊂ Ha(QQ∗+
Q∗Q−(Q+Q∗)); (4) Q2f = Qf for any f ∈ Φ. Then Q, Q∗ generate a ∗-representation π of
Q1(∗) with the domain Φ by setting π(q)f = Qf , π(q∗)f = Q∗f , f ∈ Φ and then extending
it to the whole algebra. One can show that the representation π∗ (π∗(a) = π(a∗)∗|D(pi∗),
and D(π∗) = ∩a∈Q2,1(∗)D(π(a)∗)) is a unique selfadjoint ∗-representation ρ of Q1(∗) such
that ρ(q) = Q, ρ(q∗) = Q∗. Recall that ρ is selfadjoint if ρ = ρ∗. Note that the domain
Φ satisfying (1) − (4) is not uniquely defined. But for every choice of Φ we have the
same selfadjoint representation. In particular, the domain Φ can be chosen to be equal
Hb(QQ
∗+Q∗Q− (Q+Q∗)) which implies that the unique selfadjoint representation ρ is π∗,
where π is a well-behaved representation. In this case the representation π∗ is irreducible iff
π is irreducible, two well-behaved representations π1 and π2 are unitarily equivalent iff π
∗
1
and π∗2 are unitarily equivalent in the sense that there exist a unitary operator U of H(π
∗
1)
onto H(π∗2) such that UD(π
∗
1) = D(π
∗
2) and U
−1π∗2(a)Uf = π
∗
1(a)f , f ∈ D(π∗1). So the
problem to classify all well-behaved representation is equivalent to the problem to classify
all selfadjoint representations defined above or all pairs of operators (Q,Q∗). For concepts
of the theory of representations by unbounded operators we refer the reader to [S].
Remark 2. There is also a correspondence between well-behaved representations and repre-
sentations arising from representations of some C∗-algebra. LetA = {f ∈ C([0,∞),M2(C)) |
f(0) is diagonal, limt→∞ f(t) = 0}. A is a C∗-algebra. Let q∗(t) =
(
1 0
t 0
)
. One can
show that q∗ ∈ C([0,∞),M2(C)) is affiliated with A. Moreover, A is generated by q∗ and
there exists a dense domain D of A (for example, D = {f ∈ A | supp f is compact})
which is invariant with respect to q = (q∗)∗, q∗, D is a core for q and q∗ and such that
q2a = qa, (q∗)2a = q∗a for any a ∈ D. For the notion of affiliated elements and C∗-
algebras generated by unbounded elements we refer the reader to [W1, W2] (see also section
4.3). Let R denote the set of pairs (Q,Q∗) satisfying the conditions given in Remark 1.
Then R = {(π(q), π(q∗)) | π is a non-degenerate representation of A} (recall that π is non-
degenerate if π(A)H = H). Here π(q), π(q∗) is the unique extension of the representation
π to affiliated elements. This was essentially proved in [P]. It means that any well-behaved
representation arises from a representation of a C∗-algebra and any representation of A
gives rise to a well-behaved representation of Q1(∗).
3 Representations of algebras Q3,λ and ∗-algebras Q3,λ(∗)
5
3.1 Algebras Q3,λ and their representations
All algebras Q3,λ are finite-dimensional. They are non-zero only if λ ∈ Λ3 = {0, 1, 3/2, 2, 3}.
We have Q3,0 = Q3,3 = Ce with trivial representations. The idempotents qi, i = 1, 2, 3, of
Q3,1 = Q3,2 are orthogonal, i.e. qiqj = 0 (i 6= j). In fact, since (e − q3)2 = e − q3, we have
{q1, q2} = q1q2+q2q1 = 0. But the idempotents anti-commute iff q1q2 = q2q1 = 0. Therefore
Q3,1 = Q3,2 = Cq1 ⊕ Cq2 ⊕ Cq3 = C3 = Q2,⊥ (= C〈q1, q2, e | q2i = qi, q1q2 = q2q1 = 0〉).
The algebra Q3,3/2 is isomorphic to M2(C). Finite-dimensional representations of C3 and
M2(C) are easy to describe.
3.2 ∗-Algebras Q3,λ(∗) and their representations by bounded oper-
ators
As in the algebraic situation we have Λ3,bd = {0, 1, 3/2, 2, 3}. In contrast to Q3,0(∗) =
Q3,3(∗) = Ce whose representations are trivial, the structure of representations of Q3,1(∗) =
Q3,2(∗) and Q3,3/2(∗) is very complicated (the ∗-algebras are ∗-wild). Before proving this we
recall some results and constructions concerning wild ∗-algebras. For the general definition
and results we refer the reader to [KS2, OS2].
Let S2 denote the unital ∗-algebra generated by free selfadjoint elements, a, b, and let
C∗(F2) be the group C∗-algebra of the free group F2 with two generators. For a unital
∗-algebra A we denote by Rep A the category of ∗-representations of A whose objects are
unital ∗-representations of A considered up to unitary equivalence and its morphisms are
intertwining operators. If A, B are ∗-algebras, A⊗ B denote the ∗-algebra that consists of
all finite sums of the form a⊗ b, a ∈ A, b ∈ B.
Assume that for a unital ∗-algebra, A, there exists a unital ∗-homomorphism ψ : A →
Mn(C) ⊗ S2 (or to Mn(C) ⊗ C∗(F2)) for some n ∈ N. Then ψ generates a functor Fψ :
Rep S2 → Rep A (or Fψ : Rep C∗(F2)→ Rep A) defined as follows:
• Fψ(π) = id ⊗ π for any π ∈ Rep S2 (or π ∈ Rep C∗(F2)), where id is the identity
representation of Mn(C);
• Fψ(C) = In ⊗ C if C intertwines representations π1, π2 ∈ Rep S2 (or π1, π2 ∈
Rep C∗(F2)), here In is the identity operator on Cn.
If the functor Fψ is full then the ∗-algebra A is ∗-wild. To see that Fψ is full one has to check
that any operator intertwining two representations Fψ(π1), Fψ(π2) with π1, π2 ∈ Rep S2 (or
π1, π2 ∈ Rep C∗(F2)) is equal to Fψ(C), where C is an operator which intertwines π1 and
π2. In particular, we have that Fψ(π), is irreducible iff π is irreducible, two representations
Fψ(π1), Fψ(π2) are unitarily equivalent iff π1 and π2 are unitarily equivalent. In this case
we say that the problem of unitary classification of all representations of A contains as a
subproblem the problem of unitary classification of representations of S2 (or C
∗(F2)).
Proposition 2. (a) The ∗-algebra Q3,1(∗) = Q3,2(∗) = Q2,⊥(∗) is ∗-wild.
(b) The ∗-algebra Q3,3/2(∗) is ∗-wild.
Proof. (a) Following [KS2, Theorem 6] or [OS2, Theorem 59], define a ∗-homomorphism
ψ : Q2,⊥(∗)→M3(C)⊗S2 by
ψ(q1) =

 e e a+ ib0 0 0
0 0 0

 , ψ(q2) =

 0 −e −e0 e e
0 0 0

 .
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One can easily check that the generated functor Fψ is full, i.e., the ∗-algebra Q2,⊥(∗) =
Q3,1(∗) is ∗-wild.
(b) To see that Q3,3/2(∗) ≃ M2(C) ⋆ M2(C)∗ is ∗-wild we define a ∗-homomorphism
ψ :M2(C) ⋆ M2(C)
∗ →M2(C)⊗S2 by
ψ(e11) =
(
e −a− ib)
0 0
)
, ψ(e12) =
(
0 e
0 0
)
, ψ(e21) =
(
a+ ib −(a+ ib)2
e −a− ib)
)
,
where eij are the matrix units in M2(C). We leave it to the reader to check that the functor
Fψ is full, i.e., the ∗-algebra Q3,3/2(∗) ≃M2(C) ⋆ M2(C)∗ is ∗-wild.
Note that by Proposition 2 the ∗-algebras Q2,⊥(∗) and Q3,3/2(∗) have infinite-dimensional
irreducible representations.
Imposing additional conditions on representations, the problem of describing them up to
unitary equivalence might become easier. For example, representations of P3,1 = P3,2 and
P3,3/2 or, equivalently, representations of Q3,1(∗) = Q3,2(∗) = Q2,⊥(∗) and Q3,3/2(∗) with
the condition that the images of qi, i = 1, 2, 3 are selfadjoint are very simple. There exist
three non-unitarily equivalent irreducible representations of P3,1: πi(pi) = 1, πi(pj) = 0,
i 6= j, i = 1, 2, 3, on H = C1. There exists a unique irreducible representation of P3,3/2 on
H = C2:
π(p1) =
(
1 0
0 0
)
, π(p2) =
(
1/4
√
3/4√
3/4 3/4
)
, π(p3) =
(
1/4 −√3/4
−√3/4 3/4
)
.
Requiring that images of q1, q2 ∈ Q2,⊥(∗) satisfy the conditions π(q1)π(q∗2 ) = 0 and
π(q∗2)π(q1) = 0 we obtain that irreducible representations are one- or two-dimensional and,
up to unitary equivalence, given by
(a) π(q1) = ε1, π(q2) = ε2, εi ∈ {0, 1}, ε1ε2 = 0;
(b) π(q1) =
(
1 α
0 0
)
, π(q2) = 0 and π(q1) = 0, π(q2) =
(
1 α
0 0
)
, where α > 0.
(4)
3.3 Representations of Q3,λ(∗) by unbounded operators
Since the ∗-algebra Q3,λ(∗) is non-zero only for λ ∈ Λ3 = Λ3,bd, we have Λ3,unbd = Λ3 =
{0, 1, 3/2, 2, 3}.
Consider unbounded representations of a factor-∗-algebra of Q3,1(∗) = Q2,⊥(∗), namely,
Q2,⊥(∗)/J , where J is the tw-sided ∗-ideal generated by q1q∗2 and q∗2q1. Let π be a repre-
sentation of Q2,⊥(∗)/J on a domain D(π) ⊂ H(π) and let
∆1 = π(q1q∗1 + q
∗
1q1 − (q1 + q∗1)), ∆2 = π(q2q∗2 + q∗2q2 − (q2 + q∗2)).
We say that π is well-behaved if ∆1 and ∆2 are selfadjoint, ∆1, ∆2 strongly commute
(i.e., spectral projections of ∆1, ∆2 mutually commute) and D(π) = Hb(∆1,∆2), the
set of bounded vectors for both ∆1 and ∆2. For each m ∈ N denote by Hm(π) the set
E∆1((−m,m))E∆2((−m,m))H(π), where E∆i(·) is a resolution of the identity for the self-
adjoint operator ∆i. We have D(π) = ∪m∈NHm(π). It is easy to see that Hm(π) is reducing
π and the subrepresentation π|Hm(pi) is bounded. With the same definition of irreducibility
and unitary equivalence as in section 2.3 we have
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Proposition 3. Any irreducible well-behaved representation π of Q2,⊥(∗)/J is bounded and
given by (4).
For any well-behaved representation π on a Hilbert space H(π) there exist a unique
decomposition H(π) = H00⊕H01⊕H10⊕C2⊗H1⊕C2⊗H2 and projection-valued measures
dE1(·), dE2(·) on H1 and H2 respectively such that
π(q1) = 0 · IH00 ⊕ 0 · IH01 ⊕ IH10 ⊕
∫ ∞
0
(
1 y
0 0
)
⊗ dE1(y)⊕ 0 · IH2 ,
π(q2) = 0 · IH00 ⊕ IH01 ⊕ 0 · IH10 ⊕ 0 · IH1 ⊕
∫ ∞
0
(
1 y
0 0
)
⊗ dE2(y),
where the equalities hold on D(π).
Proof. The first statement follows from the fact that any irreducible representation is
bounded. The second one follows from Proposition 1. In fact, since
∆2π(qi)f = π(qi)∆2f, ∆2π(q
∗
i )f = π(q
∗
i )∆2f
for any f ∈ D(π) = Hb(∆1,∆2), i = 1, 2, it follows that
E∆2(δ)π(qi)f = π(qi)E∆2(δ)f, E∆2(δ)π(q
∗
i )f = π(q
∗
i )E∆2(δ)f, i = 1, 2,
for any Borel δ and any f ∈ D(π) (see [OS1][Theorem 1]). This implies that E∆2({0})H(π)
is reducing π: H(π) = H1 ⊕H2, where H1 = E∆2({0})H(π), H2 = H⊥1 , and π = π1 ⊕ π2,
where πi = π|D(pi)∩Hi , i = 1, 2.
Since ∆2|H1 = 0, we get that π1(q2), π1(q∗2) are bounded. Therefore, restricting π1 to the
∗-subalgebra C〈q2, q∗2 , e | q22 = q2〉 = Q1(∗), we obtain a bounded representation of Q1(∗)
such that the image of q2q
∗
2 + q
∗
2q2 − (q2 + q∗2) is zero. It follows from structure theorem
for bounded representations of Q1(∗) (section 2.2) that π1(q2) is an orthoprojection. Using
the same arguments as before and the fact that π(q1)π(q2) = π(q2)π(q1) = π(q
∗
1)π(q2) =
π(q2)π(q
∗
1) = 0, one obtains that H
1
1 = kerπ(q2) is reducing π1, π
1
1 = π1|H1
1
restricted to
the ∗-subalgebra C〈q1, q∗1 , e | q21 = q1〉 = Q1(∗) is a well-behaved representation of Q1(∗) in
the sense given in section 2.3, π1(q1)|(H1
1
)⊥ = 0, π1(q2)|(H1
1
)⊥ = I.
Since the kernel of ∆2|H2 is {0} and π(qi)π(qj) = π(qi)π(q∗j ) = π(q∗j )π(q∗i ) = 0, i 6= j, we
obtain π2(q1) = π2(q
∗
1) = 0 and π2 restricted to ∗-subalgebra C〈q2, q∗2 , e | q22 = q2〉 = Q1(∗)
is a well-behaved representations of Q1(∗). This completes the proof.
Clearly, if the support of the measures dE1(·) and dE2(·) are unbounded, the representation
π from the proposition is unbounded. Any well-behaved representation of Q2,⊥(∗)/J is a
representation of Q2,⊥(∗).
Remark 3. As for Q1(∗) there exists a correspondence between well-behaved representa-
tions of Q2,⊥(∗)/J and representations of some C∗-algebra, namely the C∗-algebra A⊕A,
where A = {f ∈ C([0,∞),M2(C)) | f(0) is diagonal , limt→∞ f(t) = 0}. Setting q1(t) =
q(t) ⊕ 0, q2(t) = 0 ⊕ q(t), where q η A is the element which was defined in Remark 2,
we obtain that q1, q2 generate A ⊕ A as affiliated elements, there exists a dense domain
D′ ⊂ A ⊕ A (for example, D′ = D ⊕ D, where D = {f ∈ A | supp f is compcat}) such
that D′ is invariant with respect to qi, q
∗
i , i = 1, 2, D is a core for qi, q
∗
i and the rela-
tions q2i = qi, q1q2 = q2q1 = q
∗
1q2 = q2q
∗
1 = 0 hold on D
′. Moreover, if we let R denote
the set of pairs (π(q1), π(q2)), where π is a well-behaved representation of Q2,⊥(∗)/J then
R = {ρ(q1), ρ(q2) | ρ is a non-degenerate representation of A⊕A}. Here ρ(qi) is the unique
extension of the representation ρ to affiliated elements.
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Another example of unbounded representations of Q2,⊥(∗) can be derived from Propo-
sition 2. Namely, let αn ∈ R be unbounded sequence of numbers and let
Q1 = ⊕∞n=1

 1 1 αn0 0 0
0 0 0

 , Q2 = ⊕∞n=1

 0 −1 −10 1 1
0 0 0


be operators on the Hilbert space H = ⊕∞n=1Hn, Hn = C3. Q1, Q2 determine a ∗-
representation of Q2,⊥(∗) defined on the set of, for example, finite vectors, i.e., vectors
which are finite linear combinations of vectors from Hn.
The similar example of representation can be constructed for the algebra Q3,3/2(∗).
We are not going to describe unbounded representations of Q2,⊥(∗), Q3,3/2(∗), because
already the problem of describing all their bounded ∗-representations is very complicated.
4 Representations of algebras Q4,λ and ∗-algebras Q4,λ(∗)
4.1 Algebras Q4,λ and their representations
For each λ ∈ C the algebra Q4,λ is non-zero. To see this we give a concrete example of
idempotents q1, q2, q3, q4 as operators defined on a linear space X . The construction is a
generalization of an example given in [BES].
LetX be a linear space of complex-valued functions defined on C. Consider the operators
q1, q2, q3, q4 ∈ L(X) defined by
(q1f)(z) = z(f(z) + f(1− z)),
(q2f)(z) = z(f(z)− f(1− z)),
(q3f)(z) = (λ/2− z)f(z) + (1 − λ/2 + z)f(λ− 1− z),
(q4f)(z) = (λ/2− z)f(z)− (1 − λ/2 + z)f(λ− 1− z).
Simple computation shows that q1 + q2 + q3 + q4 = λI and q
2
i = qi, i = 1, 2, 3, 4. This
representations is infinite dimensional.
Each algebra Q4,λ is infinite dimensional. A linear basis for Q4,λ is constructed in [RSS].
It was also proved that for λ 6= 2 the algebras are not algebras with the standard polynomial
identities (PI-algebras), but for any x1, . . . , x4 ∈ Q4,2 the following equality holds∑
σ∈S4
(−1)p(σ)xσ(1)xσ(2)xσ(3)xσ(4) = 0
where p(σ) is the parity of permutation σ ∈ S4.
Let Λn,fd be the set of all λ ∈ C for which there exists a finite-dimensional representation
of Qn,λ. The set Λ4,fd does not cover the whole complex plane, because TrQ ∈ N for any
idempotent Q in finite-dimensional space and therefore Λn,fd ⊂ Q for any n ∈ N. We have
the following
Proposition 4. Λ4,fd = Λ4,bd = {2± 2k , 2 | k ∈ N}.
Proof. Direct computation shows that
Q4,λ = C〈r1, r2, r3, r4, e | r2k = e;
∑4
k=1 rk = (2− λ)e〉 =
= C〈x1, x2, x3 | {x1, x2} = x3, {x1, x3} = x2, {x2, x3} = x1,
(λ − 2)2(x21 + x22 + x23 + 1/4e) = 1〉,
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where
r1 = 2q1 − e = (2− λ)(−x1 + x2 + x3 + 1/2e),
r2 = 2q2 − e = (2− λ)(x1 − x2 + x3 + 1/2e),
r3 = 2q3 − e = (2− λ)(x1 + x2 − x3 + 1/2e),
r4 = 2q4 − e = (2− λ)(−x1 − x2 − x3 + 1/2e).
(5)
If there exists a representation, π, of C〈x1, x2, x3, e | {x1, x2} = x3, {x1, x3} = x2, {x2, x3} =
x1, (λ − 2)2(x21 + x22 + x23 + 1/4e) = 1〉 by bounded operators in a Hilbert space H , then
the operators π(xi) ⊗ σi, i = 1, 2, 3, with σ1 =
(
0 i
i 0
)
, σ2 =
(
0 1
−1 0
)
and σ3 =( −i 0
0 i
)
define a representation of the universal enveloping algebra U(sl(2,C)) of the
Lie algebra sl(2,C) with an extra condition on the Casimir operator. Namely if we take a
basis X1, X2, X3 in sl(2,C) with the Lie bracket defined as
[X1, X2] = X3, [X2, X3] = X1, [X3, X1] = X2. (6)
and denote by ∆ the Casimir operator X21 +X
2
2 +X
2
3 in U(sl(2,C)) then ρ(Xi) = π(xi)⊗σi
is a representation of U(sl(2,C)) so that (λ − 2)2ρ(∆) = (λ − 2)2/4 − I. In the Hilbert
space H ⊗ C2 one can choose an equivalent scalar product so that the operators ρ(Xi)
are skew-selfadjoint and ρ is a ∗-representation of the corresponding ∗-algebra defined by
the condition X∗i = −Xi, i = 1, 2, 3 (a ∗-representation of the Lie algebra su(2)) It is
known that ∗-representations of the ∗-algebra such that the image of the Casimir operator
equals (1/4 − 1/(λ − 2)2) exist if and only if λ ∈ {2 ± 2k , 2 | k ∈ N}. This implies that
Λn,fd ⊂ Λn,bd ⊂ {2± 2k , 2 | k ∈ N}.
To see the other inclusion, note that for any λ ∈ {2± 2k , 2 | k ∈ N} there exists a finite-
dimensional representation, π, of U(sl(2,C)). Then ρ(xi) = π(Xi)⊗ σi, i = 1, 2, 3, define a
finite-dimensional representation of C〈x1, x2, x3, e | {x1, x2} = x3, {x1, x3} = x2, {x2, x3} =
x1, (λ− 2)2(x21 + x22 + x23 + 1/4e) = 1〉 and therefore Q4,λ. The proof is complete.
Proposition 5. Any finite-dimensional representation of Q4,λ, λ ∈ Λ4,bd \{2} is equivalent
to a ∗-representation of P4,λ.
Proof. Let π be a finite-dimensional representation of Q4,λ, λ ∈ Λ4,bd \ {2}, on a vector
space Vpi . The procedure is to find a scalar product, (·, ·)pi (a non-degenerate positive-
definite hermitian form) such that
(π(qi)ϕ, ψ)pi = (ϕ, π(qi)ψ)pi , ∀ ϕ, ψ ∈ Vpi, i = 1, 2, 3, 4,
or, equivalently,
(π(xi)ϕ, ψ)pi = (ϕ, π(xi)ψ)pi , ∀ ϕ, ψ ∈ Vpi, i = 1, 2, 3,
for the generators xi defined by (5).
Having the representation π we can define a representation ρ of U(sl(2,C) on H(ρ) =
Vpi⊗C2 by setting ρ(Xi) = π(xi)⊗σi, i = 1, 2, 3 for the generatorsXi of U(sl(2,C) satisfying
relations (6). It is known that ρ is unitarizable, i.e., there exists a scalar product (·, ·)ρ on
H(ρ) such that (ρ(Xi)ϕ, ψ)ρ = −(ϕ, ρ(Xi)ψ)ρ.
Define a new representation π˜ of Q4,λ on the Hilbert space H(ρ) ⊗ C2 by π˜(xi) =
ρ(Xi) ⊗ σi, i = 1, 2, 3. The scalar product, (·, ·)p˜i on H(ρ) ⊗ C2 is defined on elementary
10
tensors as (ϕ1 ⊗ ψ1, ϕ2 ⊗ ψ2)p˜i = (ϕ1, ϕ2)ρ(ψ1, ψ2)C2 , for any ϕi ∈ H(ρ), ψi ∈ C2, where
(·, ·)C2 is the standard scalar product on C2. Let e1, e2 be the standard basis vectors (1, 0)
and (0, 1) respectively in C2. For ϕ, ψ ∈ Vpi define
(ϕ, ψ)pi = ((ϕ⊗ e1)⊗ e2 + (ϕ⊗ e2)⊗ e1, (ψ ⊗ e1)⊗ e2 + (ψ ⊗ e2)⊗ e1)p˜i .
It is easy to see that (·, ·)pi is a scalar product on Vpi. Moreover, (π(xi)ϕ, ψ) = (ϕ, π(xi)ψ)
for any ϕ, ψ ∈ Vpi , i = 1, 2, 3. We restrict ourselves by showing the last formula for the
generator x1.
(π(x1)ϕ, ψ)pi =
= ((π(x1)ϕ⊗ e1)⊗ e2 + (π(x1)ϕ⊗ e2)⊗ e1, (ψ ⊗ e1)⊗ e2 + (ψ ⊗ e2)⊗ e1)p˜i =
= −((π(x1)⊗ σ1)(ϕ ⊗ e2)⊗ σ1e1 + (π(x1)⊗ σ1)(ϕ⊗ e1)⊗ σ1e2,
(ψ ⊗ e1)⊗ e2 + (ψ ⊗ e2)⊗ e1)p˜i =
= −((ρ(X1)⊗ σ1)((ϕ⊗ e1)⊗ e2 + (ϕ⊗ e2)⊗ e1), (ψ ⊗ e1)⊗ e2 + (ψ ⊗ e2)⊗ e1)p˜i =
= −((ϕ⊗ e1)⊗ e2 + (ϕ⊗ e2)⊗ e1, (ρ(X1)⊗ σ1)((ψ ⊗ e1)⊗ e2 + (ψ ⊗ e2)⊗ e1))p˜i =
= −((ϕ⊗ e1)⊗ e2 + (ϕ⊗ e2)⊗ e1,
(π(x1)⊗ σ1)(ψ ⊗ e2)⊗ σ1e1 + (π(x1)⊗ σ1)(ψ ⊗ e1)⊗ σ1e2)p˜i =
= ((ϕ⊗ e1)⊗ e2 + (ϕ⊗ e2)⊗ e1, (π(x1)ψ ⊗ e1)⊗ e2 + (π(x1)ψ ⊗ e2)⊗ e1)p˜i =
= (ϕ, π(x1)ψ)pi .
The proof is complete.
As it follows from the previous proposition finite-dimensional indecomposable representa-
tions of Q4,λ coincide with irreducible ∗-representations of the ∗-algebra P4,λ, λ 6= 2. For
λ = 1+ 2/(2k+1) indecomposable representation of Q4,λ is unique, up to equivalence, and
acts in a (2k+1)-dimensional vector space. If λ = 1+2/(2k+2), there are four non-equivalent
representations of Q4,λ acting on (k + 1)-dimensional space (see [OS2][Section 2.2.1]). The
algebra Q4,2 is wild and the problem of describing of its indecomposable representations is
very complicated, [Bo].
4.2 ∗-Algebras Q4,λ(∗) and their representations by bounded oper-
ators
Proposition 6. For λ ∈ Λ4,bd the ∗-algebra Q4,λ(∗) is ∗-wild.
Proof. That Q4,λ(∗) is ∗-wild for λ = 1, 2 follows from Proposition 2. Assume now that
λ ∈ Λ4,bd \ {1, 2}. Define p = (q1 + q2)/2, q = (q3 + q4)/2, r = (q1 − q2)/2, s = (q3 − q4)/2.
Direct computation shows that Q4,λ(∗) is generated by p, q, r, s and their adjoint and the
relations
pr = r(1 − p), ps = s(1− q),
r2 = p(1− p), s2 = q(1− q), (7)
p+ q = λ/2e
From the relation it follows that ps = s(−1 + λ − p) and s2 = (λ/2 − p)(1 − λ/2 + p). To
prove the statement we will construct a ∗-homomorphism ψ : Q4,λ(∗) → Mn(C) ⊗ C∗(F2)
(≃Mn(C∗(F2)) for some n ∈ N depending on λ.
11
1. Let λ = 2 + 1/(2l), l > 0. Let En =

 e 0. . .
0 e


︸ ︷︷ ︸
n times
, where e is the identity in
C∗(F2).
Let J3 =

 A1A2
A3

, A1 = 1N


e 0 0 0 0
0 e 0 0 0
0 0 2e 0 0
0 0 0 3e 0

, A2 = 1N

 e 0 e e e0 2e e u1 0
0 0 e 0 u2

,
A3 =
√
E5 −A∗1A1 −A∗2A2, where u1, u2 are the free unitary generators of C∗(F2), N is
chosen so that ||A∗1A1+A∗2A2||M5(C∗(F2)) < 1 (||·||M5(C∗(F2)) is the C∗-norm onM5(C∗(F2)).
Define a ∗-homomorphism ψ : Q4,λ(∗)→M12·2l(C∗(F2)) as follows:
ψ(p) = diag(λ0E12, λ1E12, . . . , λ2l−1E12),
ψ(r) = diag(0 ·E12, R1, R2, . . . , Rl−1, J3J∗3 − 1/2),
ψ(s) = diag(S0, S1, . . . , Sl−1),
where λ2k = 1− k
2l
, λ2k−1 =
k
2l
, Rk =
(
0 λ2k−1λ2kE12
E12 0
)
,
Sk =
(
0 (
λ
2
− λ2k)(1− λ
2
+ λ2k)E12
E12 0
)
(k 6= l − 1), Sl−1 =
(
0 sl−1
sl−1 0
)
,
sl−1 = diag(x1E4, x2E3, x3E5), s
l−1 = diag(y1E4, y2E3, y3E5),
xi, yi are real numbers such that xi 6= xj , yi 6= yj for i 6= j and xiyi = (4l2 − 1)/16l2.
It is a routine to check the functor Fψ is full and we leave it to the reader. The
construction is similar for λ = 2 − 1/2l, l ∈ N: there exists a ∗-homomorphism ψ :
Q4,λ(∗)→M12·2l(C∗(F2)) with ψ(p) = diag(λ0E12, λ1E12, . . . , λ2l−1E12), where λ2k = k
2l
,
λ2k−1 = 1− k
2l
.
2. Let λ = 2 + 2/(2l+ 1), l > 0. Define ψ : Q4,λ(∗)→M12(2l+1)(C∗(F2)) as follows:
ψ(p) = diag(λ1E12, λ2E12, . . . , λ2l+1E12),
ψ(r) = diag(0 · E12, R1, R2, . . . , Rl−1, Rl),
ψ(s) = diag(S1, S2, . . . , Sl, 0 · E12),
where λ2k =
2k
2l+ 1
, λ2k+1 = 1− 2k
2l+ 1
, Rk =
(
0 λ2kλ2k+1E12
E12 0
)
, (k 6= 1),
R1 =
(
0 (2J3J
∗
3 − 1)
√
λ2λ3
(2J3J
∗
3 − 1)
√
λ2λ3 0
)
,
Sk =
(
0 (
λ
2
− λ2k−1)(1− λ
2
+ λ2k−1)E12
E12 0
)
, (k 6= 1, 2), Sk =
(
0 sk
sk 0
)
, (k = 1, 2),
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with
sk = diag(x
k
1E4, x
k
2E3, x
k
3E5), s
k = diag(yk1E4, y
k
2E3, y
k
3E5)
xki , y
k
i are real numbers such that x
k
i 6= xkj , yki 6= ykj for i 6= j and xki yki = (λ2 − λ2k−1)(1 −
λ
2 + λ2k−1).
One can check that the functor Fψ is full. The construction is similar for λ = 2−2/(2l+1),
l ∈ N. In this case there exists a ∗-homomorphism ψ : Q4,λ → M12(2l+1)(C∗(F2)) with
ψ(p) = diag(λ1E12, λ2E12, . . . , λ2l+1E12), where λ2k = 1− 2k
2l + 1
, λ2k+1 =
2k
2l+ 1
.
3. Let λ = 2 + 1/(2l+ 1), l > 0. Define ψ : Q4,λ(∗)→M12(2l+1)(C∗(F2)) as follows:
ψ(p) = diag(λ1E12, λ2E12, . . . , λ2l+1E12),
ψ(r) = diag(0 · E12, R1, R2, . . . , Rl−1, Rl),
ψ(s) = diag(S1, S2, . . . , Sl, J3J
∗
3 − 1/2),
where λ2k =
k
2l+ 1
, λ2k+1 = 1 − k
2l+ 1
, Rk =
(
0 λ2kλ2k+1E12
E12 0
)
, (k 6= l), Rl =(
0 rl
rl 0
)
with rl = diag(x1E4, x2E3, x3E5), r
l = diag(y1E4, y2E3, y3E5), where xi, yi
are real numbers such that xi 6= xj , yi 6= yj for i 6= j and xiyi = l2l+1 (1− l2l+1 ).
Sk =
(
0 (
λ
2
− λ2k−1)(1− λ
2
+ λ2k−1)E12
E12 0
)
The functor Fψ is full. The construction is similar for λ = 2 − 2/(2l + 1), l ∈ N.
In this case there exists a ∗-homomorphism ψ : Q4,λ → M12(2l+1)(C∗(F2)) with ψ(p) =
diag(λ1E12, λ2E12, . . . , λ2l+1E12), where λ2k = 1− k
2l + 1
, λ2k+1 =
k
2l+ 1
.
The problem of classification of all representations ofQ4,λ(∗), λ ∈ Λ4,bd is very difficult as
it follows from Proposition 6. However, if we restrict ourself to representations such that the
images of the generators qi, i = 1, 2, 3, 4 are selfadjoint, this problem reduces to the problem
of describing representations of the ∗-algebra C〈x1, x2, x3, e | {x1, x2} = x3, {x1, x3} =
x2, {x2, x3} = x1, (λ−2)2(x21+x22+x23+1/4e) = 1, x∗i = xi〉, λ 6= 2, a factor ∗-algebra of the
graded analogue of the Lie algebra so(3) (see section 4.1). Representations of the graded
so(3) are classified in [GoP], see also [OS2]. According to this result there exists a unique,
up to unitary equivalence, irreducible representation of P4,λ for λ = 1 + 2/(2k + 1), acting
in a (2k + 1)-dimensional vector space and there are four non-equivalent representations of
P4,λ acting on (k+1)-dimensional space if λ = 1+2/(2k+2). If λ = 2, P4,2 has uncountable
set of irreducible unitarily non-equivalent representations which are one or two-dimensional
(see [OS2][Section 2.2.1]).
4.3 Representations of Q4,λ(∗) by unbounded operators
As we already know, for each λ ∈ C the algebra Q4,λ and therefore Q4,λ(∗) is non-zero.
Representations of Q4,λ or Q4,λ(∗) by bounded operators on a Hilbert space exist, however,
not for all λ ∈ C (see Proposition 4).
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Proposition 7. Λ4,unbd = C
Proof. In order to prove the statement it is enough for each λ ∈ C to give a concrete
construction of unbounded representation of Q4,λ(∗). We follow [RSS].
Let ϕ(·), ψ(·) be the following idempotent matrix-functions from C to M2(C):
ϕ(t) =
(
t t− t2
1 1− t
)
, ψ(t) =
(
t −(t− t2)
−1 1− t
)
.
Consider a sequence of complex numbers xj = j(λ/2 − 1), j ∈ N. Let H = l2 and fix an
orthonormal basis, {ei, i ∈ N} in H . Define operators Qi, Q+i on the set, Φ, of finite vectors,
i.e. finite linear combinations of ei, so that their matrix representations with respect to this
fixed basis are given by
Q1 = diag{ϕ(x1), ϕ(x3), ϕ(x5), . . . },
Q2 = diag{ψ(x1), ψ(x3), ψ(x5), . . . },
Q3 = diag{1, ϕ(x2), ϕ(x4), ϕ(x6), . . . },
Q4 = diag{1, ψ(x2), ψ(x4), ψ(x6), . . . },
Q+1 = diag{ϕ(x1)∗, ϕ(x3)∗, ϕ(x5)∗, . . . },
Q+2 = diag{ψ(x1)∗, ψ(x3)∗, ψ(x5)∗, . . . },
Q+3 = diag{1, ϕ(x2)∗, ϕ(x4)∗, ϕ(x6)∗, . . . },
Q+4 = diag{1, ψ(x2)∗, ψ(x4)∗, ψ(x6)∗, . . . },
where A∗ is the adjoint matrix to the matrix A. Clearly, Φ is invariant with respect to
Qi, Q
+
i , i = 1, 2, 3, 4. Moreover, direct calculation shows that Q
2
i = Qi, (Q
+
i )
2 = Q+i ,∑4
i=1Qi = λI,
∑4
i=1Q
+
i = λI. Setting π(qi) = Qi, π(q
∗
i ) = Q
+
i , D(π) = Φ, and then
extending π to the whole algebra Q4,λ(∗) we obtain a ∗-representation of Q4,λ(∗).
We remark that the construction given in the proof can be derived from one given in
section 4.1.
In the same way as we obtained, in sections 4.1, 4.2, some bounded representations
of Q4,λ and Q4,λ(∗) from representations and, respectively, unitary representations of the
compact group SU(2) (or representations of the corresponding Lie algebra), unbounded
representations of Q4,λ and Q4,λ(∗) can be obtained from representations and, respectively,
unitary representations of the Lie group SL(2,R).
Let λ 6= 2 and let U(sl(2,C)) be the universal enveloping algebra of sl(2,C) with the
basis X1, X2, X3 and the relations
[X1, X2] = X3, [X2, X3] = X1, [X3, X1] = X2. (8)
Denote by ∆ the Casimir operator X21 + X
2
2 + X
2
3 . In the algebra U(sl(2,C)) ⊗ M2(C)
consider the elements x1 = X1⊗
(
0 i
i 0
)
, x2 = X2⊗
(
0 1
−1 0
)
, x3 = X3⊗
( −i 0
0 i
)
.
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It is easy to check that they satisfy the relations {x1, x2} = x3, {x2, x3} = x1, {x3, x1} = x2.
We set
Q1 =
λ− 2
2
(−x1 + x2 + x3) + λ
4
,
Q2 =
λ− 2
2
(x1 − x2 + x3) + λ
4
,
Q3 =
λ− 2
2
(x1 + x2 − x3) + λ
4
,
Q4 =
λ− 2
2
(−x1 − x2 − x3) + λ
4
.
(9)
Then, Q1 +Q2 +Q3 +Q4 = λI. Moreover, Qi, i = 1, 2, 3, 4, are idempotents iff
∆ˆ = x21 + x
2
2 + x
2
3 =
1
(λ− 2)2 −
1
4
.
It follows from the representation theory for sl(2,C) that for any λ ∈ C there exists a
representation of U(sl(2,C)) such that the range of the Casimir operator is (14 − 1(λ−2)2 )I
(see [V]). Namely, let χ = (l, ε), where l is a complex number and ε ∈ {0, 1/2}. With each
such pair χ we associate a space
Dχ = {f ∈ C∞(R) | fˆ(x) = |x|2l(sgnx)2εf( 1
x
) ∈ C∞(R)}.
Consider now representations Tχ of SL(2,R) on Dχ given by
Tχ(g)f(x) = |βx+ δ|2lsgn2ε(βx+ δ)f(λx + γ
βx + δ
),
where g =
(
λ β
γ δ
)
∈ SL(2,R) (see [GGV, V]). The infinitesimal operators of these
representations are
A1 = 2lx+ (1− x2) ddx ,
A2 = −2lx+ (1 + x2) ddx ,
A3 = 2l − 2x ddx .
They satisfy the relationsA1A2−A2A1 = −2A3, A2A3−A3A2 = −2A1, A3A1−A1A2 = 2A2.
Let X1 = iA1/2, X2 = A2/2, X3 = −iA3/2. Then X1, X2, X3 satisfy (8) on Dχ with
∆ = X21 +X
2
2 +X
2
3 = −l(l+ 1). Obviously, a solution l ∈ C of 1/(λ− 2)2 − 1/4 = l(l + 1)
exists for any λ ∈ C. Therefore there exist linear operators Q1, Q2, Q3, Q4 on Dχ such
that Q1 + Q2 + Q3 + Q4 = λI and Q
2
i = Qi. We have the following expressions for Qi,
i = 1, 2, 3, 4:
Q1 =
λ− 2
4
( −A3 A1 +A2
A1 −A2 A3
)
+
λ
4
, Q2 =
λ− 2
4
( −A3 −A1 −A2
A2 −A1 A3
)
+
λ
4
,
Q3 =
λ− 2
4
(
A3 A2 −A1
−A1 −A2 −A3
)
+
λ
4
, Q4 =
λ− 2
4
(
A3 A1 −A2
A1 +A2 −A3
)
+
λ
4
.
The operators Qi, i = 1, 2, 3, 4 define a representation of Q4,λ on Dχ ⊗ C2.
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It is known that for some values of χ one can introduce a scalar product (·, ·) in Dχ
which is invariant with respect to the representation Tχ, i.e., (ϕ, ψ) = (Tχ(g)ϕ, Tχ(g)ψ),
ϕ, ψ ∈ Dχ. The completion of Dχ with respect to the norm ||ϕ||2 = (ϕ, ϕ) gives us a
Hilbert space Hχ and the continuous extension of Tχ to Hχ gives a unitary representation
of SL(2,R). In this case the infinitesimal operators Aχ of Tχ will be skew-selfadjoint, i.e.
(Aχ)∗ = −Aχ.
Recall that Dχ possesses an invariant scalar product in the following cases:
a) l = −1/2 + iρ, ρ ∈ R, ε ∈ {0, 1/2} and λ = 2 + is, s ∈ R, s 6= 0, the corresponding
representation Tχ is called a representation of the principal series;
b) −1 < l < 0, l 6= −1/2, ε = 0 and λ ∈ (−∞, 0) ∪ (4,+∞), the corresponding
representation Tχ is called a representation of a supplementary series.
For l ∈ 12Z, l ≤ −1 and ε satisfying the condition l + ε ∈ Z the corresponding space Dχ
has two subspaces F+l , F
−
l which are invariant with respect to the operators Tχ(g). It is not
possible to introduce an invariant scalar product on Dχ, but it is possible to do it on each
of these subspaces. The corresponding subrepresentations of Tχ are called representations
of the discrete series. In this case λ takes values 2± 2k , k ∈ N.
Taking the infinitesimal representation of a unitary representation of SL(2,R) in a
Hilbert space H we define the (unbounded) operators Qi, i = 1, 2, 3, 4 on H ⊕H as above.
These operators are densely defined and clearly, there exist a dense invariant domain D
such that the the equalities (Q1 +Q2 +Q3 +Q4)ϕ = λϕ, Q
2
iϕ = Qiϕ hold for any ϕ ∈ D.
Moreover, if λ is real then Q∗1 ⊇ Q3, Q∗2 ⊇ Q4.
4.3.1 Unbounded idempotents the sum of which is zero
The rest of the section is devoted to a detailed discussion of unbounded representations of
Q4,0(∗). Note that idempotents whose sum is zero were studied in [BES] in connection with
their investigation of the concept of logarithmic residues in Banach algebras. We will study
representations of Q4,0(∗) under some additional conditions which will allow us to classify
them up to unitary equivalence.
Having these unbounded representations we construct a C∗-algebra A and unbounded
elements q1,q2, q3, q4 which are affiliated with A such that any non-degenerate representation
of A extended to its affiliated elements gives us an integrable representation of Q4,0(∗)
defined below. Moreover, any integrable representation with some extra condition can be
obtained this way.
1. Hilbert space level.
Consider new generators in Q4,0(∗) given by p = (q1 + q2)/2, q = (q3 + q4)/2, r =
(q1 − q2)/2, s = (q3 − q4)/2 and their adjoint. Direct computation shows that relations
q1 + q2 + q3 + q4 = 0, q
2
i = qi, i = 1, . . . , 4, are equivalent to the following ones:
pr = r(1 − p), ps = s(−1− p),
r2 = p(1− p), s2 = −p(p+ 1). (10)
Let A4,0 be the quotient of Q4,0(∗) by the two-sided ∗-ideal generated by the elements
pr∗ − rp, ps∗ − sp and p− p∗. So we have additional relations in A4,0, namely,
pr∗ = rp, ps∗ = sp, p = p∗. (11)
In what follows we will study representations of A4,0. Obviously, any ∗-representation of
A4,0 is a representation of Q4,0(∗).
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Henceforth, Ha(A1, . . . , An) will denote the set of joint analytic vectors for selfadjoint
operators A1, . . . , An (see [S]). Also, a linear set Φ will be called a core for a closed operator
A if Φ ⊆ D(A) and the closure of the operator A restricted to the domain Φ is equal A.
Definition 1. We say that closed operators (p = p∗, q = q∗, r, s, r∗, s∗) is a representation
of commutation relations (10)−(11) on a Hilbert space H if there exists a linear dense subset
Φ ⊂ H such that
1. Φ ⊆ Ha(p, q, r∗r, s∗s);
2. Φ is a core for the operators r, r∗, s and s∗;
3. relations (10)− (11) hold on Φ.
A family {Aj | j ∈ J} of closed unbounded operators on a Hilbert space H is called
irreducible if decomposition Aj = Bj ⊕Cj for all j ∈ J with respect to an orthogonal direct
sum H = H1 ⊕H2 is only possible when either H1 = {0} or H2 = {0}, or equivalently if
{C ∈ B(H) | CAj ⊆ AjC and C∗Aj ⊆ AjC∗, j ∈ J} = CI.
These and other definitions and facts from the general theory of unbounded representations
of algebras and relations can be found, for example, in [S].
Remark 4. The operators p = p∗, q = q∗, r, s, r∗, s∗ satisfying the conditions of Def-
inition 1 define a representation, π, of A4,0 and Q4,0(∗) on the domain Φ in the sense
of definition given section 2.3. This domain is not unique and therefore there are many
∗-representations of A4,0 corresponding to the closed operators p = p∗, q = q∗, r, s, r∗,
s∗. Among them there is a unique selfadjoint representation π∗. This representation is
irreducible iff the family of the closed operators is irreducible, two such representations are
unitarily equivalent iff the corresponding families of closed operators are unitarily equivalent
(see Remark 1).
In what follows we mean these selfadjoint representations when we talk about integrable
representation of the ∗-algebra A4,0.
Let Ox be the trajectory of the point x with respect to the mappings F1(x) = 1 − x,
F2(x) = −1−x, i.e., Ox = {Fi1 . . . Fin(x) | ik ∈ {1, 2}, n ∈ N} = {(−1)n(x−n), (−1)n(−x−
n) | n ∈ N ∪ {0}}.
Let O+0 = {Fi1 . . . F1(0) | ik ∈ {1, 2}, n ∈ N} = {(−1)k+1k | k ∈ N} and O−0 =
{Fi1 . . . F2(0) | ik ∈ {1, 2}, n ∈ N} = {(−1)kk | k ∈ N}.
Denote by l2(K) the separable Hilbert space with the orthonormal basis {eµ}µ∈K
Theorem 1. Any irreducible integrable representation π of the ∗-algebra A4,0 in a Hilbert
space H such that ker p 6= {0} is unitarily equivalent to one of the following:
I. H = l2(Oλ)
peµ = µeµ
qeµ = −µeµ
reµ = (1− µ)e1−µ
seµ = −(1 + µ)e−1−µ
(12)
where λ ∈ (−1/2, 1/2) \ {0}.
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II. H = l2(O1/2)
peµ = µeµ
qeµ = −µeµ
reµ =
{
ae1/2 µ = 1/2
(1 − µ)e1−µ µ 6= 1/2
seµ = −(1 + µ)e−1−µ
(13)
where a = ±1/2, s = ±1.
III. H = l2(O−1/2)
peµ = µeµ
qeµ = −µeµ
reµ = (1− µ)e1−µ
seµ =
{
ae−1/2 µ = −1/2
−(1 + µ)e−1−µ µ 6= −1/2
(14)
where a = ±1/2, s = ±1.
IV. H = l2(O
−
0 )
peµ = µeµ
qeµ = −µeµ
reµ = (1− µ)e1−µ
seµ =
{
0 µ = −1
−(1 + µ)e−1−µ µ 6= −1
(15)
V. H = l2(O
+
0 )
peµ = µeµ
qeµ = −µeµ
reµ =
{
0 µ = 1
(1− µ)e1−µ µ 6= 1
seµ = −(1 + µ)e−1−µ
(16)
Proof. Let p, q, r, s be closed operators satisfying the conditions (1)− (3) of Definition 1,
Ep(·) the resolution of the identity for the selfadjoint operator p and r = ur|r|, s = us|s|
the polar decompositions of the closed operators r, s. Here |r| = (r∗r)1/2, |s| = (s∗s)1/2,
kerur = ker r = ker |r| and kerus = ker s = ker |s|. By [OS2], we conclude that
p, |r| and p, |s| commute strongly,
(i.e. in the sense of resolutions of the identities)
Ep(∆)ur = urEp(1−∆), Ep(∆)us = usEp(−1−∆), ∀∆ ∈ B(R). (17)
Here B(R) is the Borel σ-algebra on R. Assume first that ker p(1 − p)(1 + p) = {0}.
Since r2ϕ = p(1 − p)ϕ and s2ϕ = −p(1 + p)ϕ, ϕ ∈ Φ we have that ker r ⊂ ker r2 = {0},
ker s ⊂ ker s2 = {0} and ur, us are unitary operators. The equality pr∗ϕ = rpϕ gives
pr∗rϕ = r2(1 − p)ϕ which implies |r| = |1 − p|. From (17) one can easily derive that
urD(|1 − p|) ∈ D(|p|) and
|p|urψ = ur|1− p|ψ, ψ ∈ D(|1 − p|) = D(p).
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From r2ϕ = p(1 − p)ϕ we have ur|r|rϕ = p(1 − p)ϕ for any ϕ ∈ Φ and, since rϕ ∈ D(p),
|p|u2r|1−p|ϕ = p(1−p)ϕ and u2r = sgn(p(1−p)). Setting u1 = sgn(p)ur, we get r = u1(1−p).
Similarly, |s| = |1 + p|, u2s = sgn(−p(1 + p)) and s = −u2(1 + p), where u2 = sgn(p)us.
It follows from (17) that if ∆ ∈ B(R) is invariant with respect to the mappings F1(λ) =
1 − λ, F2(λ) = −1 − λ then Ep(∆) commutes with p, r, s, r∗, s∗ in the sense Ep(∆)T ⊆
TEp(∆) for T = p, q, r, s, r
∗, s∗. Therefore, if (p, q, r, s, r∗, s∗) is irreducible then
Ep(∆) = cI, where c = 0, 1. One can easily check that the set τ = [−1/2, 1/2] intersects
every trajectory Oλ exactly in one points which implies that the spectral measure Ep(·) is
concentrated on an orbit Oλ for some λ ∈ [−1/2, 1/2] if the representation is irreducible.
Searching irreducible representation we can assume now that the representation space H is
a direct sum ⊕µ∈OλHµ, where Hµ is an eigenspace of p corresponding to the eigenvalue µ.
If λ 6= 0,±1/2 one can easily check that the linear span of the vectors {ui1 . . . uike | il ∈
{r, s}, k ∈ N∪{0}}, where e ∈ Hλ, is invariant with respect to the operators p, q, r, s, r∗, s∗
and moreover the operators restricted to the closure of this subspace define an irreducible
representation which is given by formulae (12).
If λ = 1/2 then urH1/2 ⊂ H1/2. It is not difficult to see that, given an irreducible
representation, the operator ur has an eigenvector e ∈ H1/2 and the vectors {ui1 . . . uiluse |
ik ∈ r, s, k ∈ N∪{0}} build a basis of the representation space The corresponding irreducible
representation is given by (13).
Representations related to the orbit O−1/2 can be obtained in a similar way. Note that
there is no representation related with the trajectory O0 such that ker p(1−p)(1+p) = {0}.
If ker(1− p)(1 + p) 6= {0} and ker p = {0} then using the same arguments one can show
that r∗r = |1−p| s∗s = |1+p|, u2r = sgn(p(1−p)), u2s = sgn(−p(1+p)) and u∗r |ker(1−p) = 0,
u∗s|ker(1+p) = 0. Moreover W1 = ⊕k∈Nus(urus)k ker(1 − p) ⊕ ⊕k∈N(urus)k ker(1 − p) and
W2 = ⊕k∈Nur(usur)k ker(1 + p)⊕⊕k∈N(usur)k ker(1 + p) are invariant with respect to the
operators p, q, r, s, r∗, s∗ and the corresponding irreducible representation are given by
(16) and (15) respectively.
Clearly, W1 ⊥W2 and any representation space H can be decomposed into a direct sum
of invariant with respect to the representation subspaces, namely, H = W1 ⊕ W2 ⊕W3,
where W3 = (W1 ⊕W2)⊥. Moreover, if ker p = {0}, we obtain ker p(1− p)(1 + p)|W3 = {0}.
Setting u1 = sgn(p)ur on (ker(1−p))⊥, u2 = sgn(p)us on (ker(1+p))⊥ and extending them
to ker(1− p) and ker(1+ p) in a way that u1, u2 are unitary and satisfying (17) we get that
the operators p˜ = pp1, q˜ = qp1, r˜ = u1(1−p)p1, s˜ = −u2(1+p)p1, where p1 is the projection
onto W1, define a representation of A4,0 on W1, and pˆ = pp2, qˆ = qp2 rˆ = u1(1 − p)p2,
sˆ = −u2(1 + p)p2, where p2 is the projection onto W2, define a representation of A4,0 on
W2. Moreover, any representation on W1 and W2 can be obtained this way. The proof is
finished.
2. C∗-algebra level
In the sequel, we use the following notation. The set of multiplier of a C∗-algebra A
is denoted by M(A). The notation TηA means T is affiliated with the algebra A and zT
denotes its z-transform. We write Mor(A,B) for the set of morphisms from A to another
C∗-algebra B. For the definition and facts related to these notions we refer the reader to
[W1].
It follows from the proof of Theorem 1 that any representation (p, q, r, s) in a Hilbert
space H provided ker p = {0} is of the form: a = a1 ⊕ a2 ⊕ a3, where a ∈ {p, q, r, s, r∗, s∗},
ai are operators on Wi , i = 1, 2, 3 described in the proof. Moreover, p
i = (pi)∗, qi = −pi,
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ker(1− p3)p3(1 + p3) = {0}, Sp(p1) ⊂ O+0 , Sp(p2) ⊂ O−0 , ri = ui1(1− pi), si = −ui2(1 + pi),
where ui1, u
i
2 are unitary operators such that
(ui1)
2 = 1, (ui2)
2 = 1, (ui1)
∗piui1 = 1− pi, (ui2)∗pui2 = −1− pi, i = 1, 2, 3. (18)
Our aim now is to define a C∗-algebra A generated by selfadjoint element p = p∗ and unitary
elements u1, u2 satisfying (18) and affiliated with A. Namely, we look for C
∗-algebra with
the following universal property: for any C∗-algebra A′ and any U1, U2, P η A
′ such that
U1, U2 are unitary, P is selfadjoint and U
∗
1PU1 = 1−P , U∗2PU2 = −1−P , U21 = 1, U22 = 1,
there exists unique Φ ∈Mor(A,A′) such that Φ(u1) = U1, Φ(u2) = U2, Φ(p) = P .
Let A = C∞(R) ⋉α (Z2 × Z2), where C∞(R) is the algebra of all continuous, vanishing
at infinity functions on R. The action α of Z2 × Z2 on C∞(R) is defined by
(gf)(ξ) = f(gξ),
where the action on the real line R is given by
g1ξ = 1− ξ, g2ξ = −1− ξ
for the generators g1 ∈ Z2, g2 ∈ Z2.
Then there exist unitary operators u1, u2 ∈M(A) such that
u∗1fu1 = g1f, u
∗
2fu2 = g2f, u
2
1 = 1, u
2
2 = 1.
Let now p be the function defined by p(ξ) = ξ for all ξ ∈ R. Clearly, p η C∞(R), (1 −
p) η C∞(R), (−1− p) η C∞(R) and since the embedding C∞(R) →֒ C∞(R)⋉α (Z2 ×Z2) is
in Mor(C∞(R),A) we have p, (1− p), (−1− p) η A and u∗1pu1 = g1p, u∗2pu2 = g2p.
Clearly, A possesses the universality property defined above.
Proposition 8. The elements r = u1(1−p), s = −u2(1+p) are affiliated with A. Moreover,
there is a dense domain, D, of A such that relations (10) hold on D.
Proof. The first statement follows from [W1, Example 2] and the fact that u1, u2 ∈ M(A)
are invertible and (1 − p), (1 + p) η A. In this case D(r) = D(s) = D(p). One can easily
check also that the relations hold on D(p2) which is dense in A.
By [W2][Theorem 3.3], the affiliated elements p, q, r, s generate the C∗-algebra A: for
any Hilbert spaceH , any C∗-subalgebra, B, of B(H) and any non-degenerate representation
π of A on H we have π(Xi) η B for Xi = p, q, r, s implies π ∈Mor(A, B).
We see also that any representation of A generates a representation of A4,0 satisfying
the conditions of Definition 1. Moreover, any such irreducible representation is unitarily
equivalent either to one from Theorem 1 or to one-dimensional zero representation π(x) = 0,
x = p, q, r, s. Conversely, for any representation P , Q, R, S, R∗, S∗ of A4,0 defined in
Definition 1 and such that kerP = {0} there exists a representation π of A having the
property X = π(x), (X, x) = (P, p), (Q, q), (R, r), (S, s)(R∗, r∗), (S∗, s∗), where π(x) is the
unique extension of π to the affiliated elements.
One can also define idempotents q1, q2, q3, q4 with the zero sum in a way that all of
them are affiliated with A. Further we will use the following statement from [W1]:
Let A be a C∗-algebra; a, b, c, d ∈ M(A) and Q =
(
d, −c∗
b a∗
)
. Assume that (1)
ab = cd, (2) a∗A is dense in A, (3) dA is dense in A, (4) Q(A⊕A) is dense in A⊕A. Then
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there exists T η A such that 1. dA is a core for T and Tdx = bx for any x ∈ A. 2. For any
x, y ∈ A (
x ∈ D(T ) and
y = Tx
)
⇔ (ay = cx)
If Q is invertible then D(T ) = dA.
Using this statement we prove the following
Proposition 9. There exists elements q1, q2, q3, q4 η A and a dense domain D such that D
is invariant with respect to qi, q
∗
i , D is a core for any qi and q
∗
i and the relations
∑4
i=1 qi = 0,∑4
i=1 q
∗
i = 0 and q
2
i = qi, (q
∗
i )
2 = q∗i hold on D. Moreover, q1x = px+ rx, q2x = px − rx,
q3x = −px+ sx, q4x = −px− sx for any x ∈ D.
Proof. First we will prove the existence of q1. Let
a = d = (1− z2p)1/2(1− z21−p)1/2, b = c = zp(1 − z21−p)1/2 + u1z1−p(1 − z2p)1/2
Then, clearly, ab = cd and a∗A = dA is dense in A. We have also
Q∗Q =
(
d∗d+ b∗b, 0
0, cc∗ + aa∗
)
.
We state that Q∗Q(A ⊕ A) is dense in A ⊕ A. It is enough to see that (d∗d + b∗b)A and
(cc∗+ aa∗)A are dense in A. Assume that (d∗d+ b∗b)A 6= A. Then there exists a pure state
w on A such that w((d∗d + b∗b)x) = 0 for any x ∈ A. Let π be the GNS representation of
A acting on a Hilbert space Hpi and Ω ∈ Hpi be the corresponding cyclic vector such that
w(x) = (Ω, π(x)Ω)
for any x ∈ A. This gives that the range R(π(d)∗π(d) + π(b)π(b)∗) belongs to the set
{ϕ ∈ Hpi | (Ω, ϕ) = 0}. Since the operators π(d)∗π(d) and π(b)π(b)∗ are positive and
commute with each other, we have that Ω ∈ kerπ(b)π(b)∗ ∩ kerπ(d)∗π(d). This contra-
dicts the statement that dA is dense in A. Using the same arguments one can show that
(cc∗ + aa∗)A = A. The statement about density of Q(A⊕A) can be easily derived from the
density of Q∗Q(A⊕A).
Let q1 η A be the operator from the previous statement. Then dA is a core for q1 and
q1x = px + rx for any x ∈ dA. Similarly, we can construct qi η A, i = 2, 3, 4 such that dA
is a core for q2, q2x = px − rx for any x ∈ dA and d′A := (1 − z2p)1/2(1 − z21+p)1/2A is a
core for q3 and q4, q3x = −px+ sx, q4x = −px− sx for any x ∈ d′A. Set D = D(p2). Then
D = dA = d′A and D is a core for all idempotents q1, q2, q3, q4. Moreover, the relations
q1 + q2 + q3 + q4 = 0, q
2
i = qi hold on D.
Remark 5. It was proved in [BES] that Q4,0 and therefore Q4,0(∗) is not trivially B-
representable, i.e., there exists no non-trivial isomorphism of Q4,0 into a subalgebra of a
Banach algebra and respectively ∗-isomorphism of Q4,0(∗) into a ∗-subalgebra of an invo-
lutive Banach algebra . We have shown that there exist a C∗-algebra A and unbounded
elements q1, q2, q3, q4 which are affiliated with A and such that q1+q2+q3+q4 = 0, q
2
i = qi,
q∗1 + q
∗
2 + q
∗
3 + q
∗
4 = 0 and (q
∗
i )
2 = q∗i on a dense invariant domain of A.
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3. Again representations
Next result shows that the class of unbounded representations of A4,0 satisfying the
conditions of Definition 1 is ∗-wild (see [T] for the definition of ∗-wild unbounded represen-
tations).
Proposition 10. The class of integrable representations of A4,0 is ∗-wild.
Proof. Let α, β > 0 and let S2 be the ∗-algebra generated by selfadjoint elements a and b.
Consider the set R of all representations π of S2 such that ||π(a)|| ≤ α, ||π(b)|| ≤ β. Denote
by Aα,β the completion of S2/{z : |||z||| = 0} under |||z||| = sup{||ρ(z)||; ρ ∈ R}.
Let H be a separable infinite dimensional Hilbert space with an orthonormal basis
{ek}k∈Z, let Pk be the orthoprojection onto C〈ek〉, k ∈ Z. We consider operators v, w
defined by vek = ek+1, vek+1 = ek if k is even and wek = ek+1, wek+1 = ek if k is odd.
Clearly, (P2k + P2k+1)H (respectively (P2k+1 + P2k+2)H) is invariant with respect to v
(respectively w).
Let now
p˜ =
∑
k 6=0(−1)k+1kPk ⊗
(
e 0
0 e
)
, q˜ =
∑
k 6=0(−1)kkPk ⊗
(
e 0
0 e
)
,
r˜ = (
∑
k 6=0(2k + 1)vP2k − 2kvP2k+1)⊗
(
e 0
0 e
)
+ vP0 ⊗
(
e 0 0
0 2e 0
)
,
s˜ = (
∑
k 6=0(2k + 1)wP2k+2 − (2k + 2)P2k+1)⊗
(
e 0
0 e
)
+ wP0 ⊗
(
e e a+ ib
0 e e
)
.
Here e is the identity element in Aα,β . We write H for the Hilbert space P0H ⊕ P0H ⊕
P0H ⊕ ((I −P0)H ⊕ (I −P0)H) Let CB(H) be the C∗-algebra of compact operators on H.
Direct verification shows that p˜, q˜, r˜, s˜ are affiliated with the C∗-algebra CB(H)⊗Aα,β (the
completion of the algebraic tensor product of CB(H) and Aα,β with respect to a C∗-norm,
it does not depend which one). Moreover, since any representation of CB(H) ⊗Aα,β is of
the form V −1(id ⊗ π)V , where V is a unitary operator, id is the identical representation
of CB(H) and π is a representation of Aα,β , one can show that p˜, q˜, r˜, s˜, r˜∗, s˜∗ separate
representations of CB(H)⊗Aα,β , i.e., if π1, π2 are different non-degenerate representations
of CB(H) ⊗ Aα,β then π1(x) 6= π2(x), where x is one of p, q, r, s. In fact, if V −11 (id ⊗
π1)(x)V1 = V
−1
2 (id ⊗ π2)(x)V2, x = p, q, r, s, r∗, s∗, direct verification shows that V2V −11 =
I ⊗ V , where V π1 = π2V and therefore V −11 (id ⊗ π1)V1 = V −12 (id ⊗ π2)V2. Besides, since
(I + p˜2)−1 =
∑
k 6=0(1 + k
2)−1Pk ⊗
(
e 0
0 e
)
, (I + p˜2)−1 ∈ CB(H) ⊗ Aα,β . Therefore, by
[W2, Theorem 3.3], p˜, q˜, r˜, s˜ generate the C∗-algebra CB(H)⊗Aα,β .
Let D = l.s. {a ⊗ b | a ∈ CB(H), a ∈ F , b ∈ Aα,β}, where F is the space of finite-
dimensional operators in H. Then D is dense in CB(H)⊗Aα,β and invariant with respect
to p˜, q˜, r˜, s˜, D is a core for the elements p˜, q˜, r˜, s˜ and p˜, q˜, r˜, s˜ satisfy relations (10)–
(11) on D. Moreover, with ψ(p) = p˜, ψ(q) = q˜, ψ(r) = r˜, ψ(s) = s˜ the representation
(π(ψ)(p)), π(ψ(q)), π(ψ(r), π(ψ(s))) of A4,0 satisfies the condition of Definition 1 for any
representation π of CB(H) ⊗Aα,β . From this it follows that the class R is ∗-wild.
The mapping ψ defines a functor Fψ from the category Rep(Aα,β) of non-degenerated
representations of Aα,β to the category Rep(A4,0) as follows:
• Fψ(π)(x) = (id⊗ π)(ψ(x)) for any π ∈ Rep(Aα,β), x = p, q, r, s,
• Fψ(A) = E ⊗A for any operator A intertwining π1 and π2 ∈ Rep(Aα,β).
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Since id⊗ π is a representation of CB(H) ⊗Aα,β it can be uniquely extended to affiliated
elements ψ(p), ψ(q), ψ(r), ψ(s). It follows from [T] that the functor Fψ is full.
5 Representations of algebras Qn,λ and ∗-algebras Qn,λ(∗),
n ≥ 5
5.1 Algebras Qn,λ, n ≥ 5, and their representations
For each n ≥ 5 and λ ∈ C the algebra Qn,λ is non-zero and contains as a subalgebra the
free algebra with two generators, [RSS].
In this paper we do not give the description of the whole set Λn,fd for n ≥ 5 but some
facts concerning this set. For other results see, for example, [Wu2, Wa].
As it was noticed before, Λn,fd ⊂ Q. On the other hand, Λn,fd contains the set Σn,fd =
{α ∈ R | ∃H, dimH < ∞, orthoprojections P1, . . . , Pn such that
∑
Pk = αI}, the last
being studied in [KRS]. By [KRS], the following statement holds.
Proposition 11.
Q ⊃ Λn,fd ⊃ Λ1n ∪ Λ2n
where
Λ1n = {0, 1 +
1
(n− 1) , 1 +
1
(n− 2)− 1
(n− 1)
, . . . , 1 +
1
(n− 2)− 1
(n− 2)− 1
...−
1
(n− 1)
, . . . },
Λ2n = {1, 1 +
1
(n− 2) , 1 +
1
(n− 2)− 1
(n− 2)
, . . . , 1 +
1
(n− 2)− 1
(n− 2)− 1
...−
1
(n− 2)
, . . . , }
As to the description of finite-dimensional representations of Qn,Λ, λ ∈ Λn,fd, up to
similarity, this is an open question now.
Concerning the set Λn,bd, n ≥ 5, we have the following
Proposition 12.
Λn,bd = C, (n ≤ 5).
Proof. For each λ ∈ C, we give, following [RS], a concrete construction of five idempotents
Qi ∈ B(H), whose sum is equal to λI. Let H = l2 ⊕ l2 ⊕ l2 and let I denote the identity
operator on l2. Define Qi, i = 1, . . . , 5, in the following way:
Q1 =

 aI 3aI bIaI 3aI bI
aI 3aI bI

 , Q2 =

 aI −3aI bI−aI 3aI −bI
aI −3aI bI


Q3 =

 4aI 0 −2bI0 0 0
−2aI 0 bI

 , Q4 =

 2cI 0 2dcS∗10 2cI 2dcS∗2
S1 S2I dI


Q5 =

 2cI 0 −2dcS∗10 2cI −2dcS∗2
−S1 −S2I dI


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where a = (5 − 2λ)/6, b = (4λ − 7)/3, c = (3λ − 5)/4, d = (7 − 3λ)/2, and S1, S2 are
operators of a representation of the Cuntz algebra O2 ([Cu]). Recall that O2 is a unital
∗-algebra generated by s1, s2, s∗1, s∗2 and relations s∗1s2 = 0, s∗1s1 = e = s∗2s2 = s1s∗1 + s2s∗2.
Direct verification shows that Qi = Q
2
i , i = 1, . . . , 5, and Q1+Q2+Q3+Q4+Q5 = λI.
Note that the construction which is given in the proposition is a generalization of an example
in [BES] of five idempotents with zero sum.
5.2 ∗-Algebras Qn,λ(∗), n ≥ 5 and their ∗-representations by bound-
ed operators
As we already know, Λn,bd = C if n ≥ 5. As to representation of Qn,λ(∗) we have the
following
Proposition 13. ∗-Algebra Qn,λ(∗) is not of type I for each λ ∈ C and n ≥ 5, i.e. for each
λ ∈ C it has a factor-representation which is not of type I.
Proof. It is enough to show that the ∗-algebras Q5,λ(∗) is not of type I for each λ ∈ C.
Assume first that λ 6= 2. It is known that the Cuntz algebra O2 is of not type I. So,
there exists a factor-representation, ρ, of O2 such that the double commutant ρ(O2)′′ is
not of type I. Consider now a representation, π, of Q5,λ(∗) given in Proposition 12 with
Si = ρ(si), i = 1, . . . , 5. Direct calculations show that the commutant π(Q5,λ(∗))′ coincides
with {diag(C,C,C) | C ∈ ρ(O2)′} and π(Q5,λ(∗))′′ =M3(N ), where N = ρ(O2)′′. Since N
is not of type I, M3(N ) is not of type I, completing the proof.
If λ = 2, then Q5,λ(∗) is ∗-wild by Proposition 2 and therefore is not of type I.
For many α ∈ R we can say even more: there exist α ∈ R such that Qn,λ(∗) and even Pn,α
is ∗-wild.
Proposition 14. The ∗-algebras Qn,α(∗) (n ≥ 5) are ∗-wild for α from the following sets:
(a) Λ4,bd = {2± 2/k(k ∈ N), 2},
(b) Λn,orb(2) = {α0 = 2, αk = (n− 1)− 1/(αk−1 − 1), k ∈ Z},
(c) Λn,orb(n/2) = {α0 = n/2, αk = (n− 1)− 1/(αk−1 − 1), k ∈ Z}.
Proof. (a) Qn,α(∗) (n ≥ 5) is ∗-wild for α ∈ Λ4,bd because Q4,α(∗) is ∗-wild for every
α ∈ Λ4,bd by Proposition 6.
(b) By [OS2][Theorem 57], [KS2][Theorem 4] the unital ∗-algebra P3,⊥2 = C〈r, r1, r2 |
r = r∗, r2 = r, r∗i = ri, r
2
i = ri, r1r2 = 0〉 is ∗-wild. Setting ψ(p1) = r, ψ(p2) = e − r,
ψ(p3) = r1, ψ(p4) = r2, ψ(p5) = e − r1 − r2 for the generators pi, i = 1, . . . , 5, of P5,2,
we obtain a ∗-epimorphism from P5,2 to P3,⊥2 so that P3,⊥2 is a factor ∗-algebra of P5,2.
This shows that P5,2 and therefore Pn,2, n ≥ 5, is ∗-wild. Then the Coxter functors
F : Pn,α → Pn,1+1/(n−α−1) and R : Pn,α → Pn,n−1−1/(α−1), constructed in [KRS], spread
out the ∗-wildness to all points
α ∈ Λn,orb(2) = {. . . , α−1 = 1+ 1
n− 3 , α0 = 2, α1 = n−2, . . . , αk = (n−1)−
1
αk−1 − 1 , . . . }.
The set Λn,orb(2) is the two-sided orbit of the point {2} with respect to the dynamical system
α→ f(α) = (n− 1)− 1/(α− 1).
(c) By [OS2][Theorem 55], the unital ∗-algebra P3,2anti = C〈wi, i = 1, 2, 3 | w∗i =
wi, w
2
i = e, w1w2 = w2w1 = 0〉 is ∗-wild. The ∗-algebra P5,5/2 is itsfactor ∗-algebra with
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corresponding ∗-epimorphism ψ given by ψ(p1) = (w1 +
√
3w2 + 2e)/4, ψ(p2) = (w1 −√
3w2+2e)/4, ψ(p3) = (−w1+ e)/2, ψ(p4) = (w3+ e)/2, ψ(p5) = (−w3+ e)/2. Since P5,5/2
is a factor-∗-algebra of P2n+1,(2n+1)/2 for each n ≥ 5, we obtain that P2n+1,(2n+1)/2 is ∗-wild
for any n ≥ 2. Since the ∗-algebra P5,2 is ∗-wild, by the same arguments, we obtain that
P6,3 and P2n,n, n ≥ 3 are ∗-wild. Then, using the Coxter functors F and R we get that the
∗-algebras Pn,α are ∗-wild for any
α ∈ Λn,orb(n/2) = {. . . , α−1 = 1 + 2
n− 2 , α0 =
n
2
, . . . , αk = (n− 1)− 1
αk−1 − 1 , . . . }.
The set Λn,orb(n/2) is the two-sided orbit of the point {n/2} with respect to the dynamical
system α→ f(α) = (n− 1)− 1/(α− 1).
Restricting ourselves to ∗-representations of Pn,α, or, equivalently, ∗-representations
of Qn,α(∗) with the condition that the images of qi are selfadjoint, we can give the full
classification of such ∗-representations for α ∈ Λ1n ∪ Λ2n. If α ∈ Λ1n there exists a unique,
up to unitary equivalence, irreducible representation of Pn,α, but if α ∈ Λ2n there are n
unitarily non-equivalent irreducible representations of Pn,α (see [KRS]).
5.3 Representations of Qn,λ, n ≥ 5, by unbounded operators
We do not study here unbounded representations of Qn,λ, n ≥ 5 as the structure of bounded
representations of Qn,λ (n ≥ 5) is already very complicated.
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