The regression approach for analysing genotype-environmental interaction is extended to include the grouping of genotypes. An unweighted pair-group cluster analysis was applied to a special dissimilarity index, derived from the test statistic for differences among regressions. The resulting groups reflect the general pattern of response to the various environments. The data of Yates and Cochran (1938) were used to illustrate the clustering process.
INTRODUCTION
SINCE Tukey (1949) developed a method of using a single degree of freedom to test for the presence of non-additivity in two-way classification data, a number of models have been proposed for interpreting the internal structure of any interaction (see Freeman, 1973 , for a literature review). Among these models, two seem to have particular importance for agronomists, breeders and geneticists: the linear model (Mandel, 1961 ) using a regression approach, and the multiplicative model (Gollob, 1968; Mandel, 1971) , using a principal component approach. Application of the principal component approach in the study of genotype-environmental (GE) interactions, which is relatively new, is a powerful tool for analysing interaction especially in situations where models are not easily defined. However, one disadvantage of this approach is that the components are mathematical artifacts without any obvious direct relationship to environmental conditions. Unless these artifacts can be replaced by highly correlated environmental factors, the method is useful only for identifying genotypes with similar interactions but cannot provide information about the relationships of genotypes to environments. Thus, when genotypes suitable for certain specific conditions are sought and when the linear model holds, the regression approach should prove advantageous. The regression approach, originally described by Yates and Cochran (1938) , was practically unused until Finlay and Wilkinson (1963) applied it in the study of barley adaptation, but has since emerged as one of the most important tools for handling GE interactions. However, this approach has also frequently been subject to controversy because the marginal means of the environments are used as independent variables in the regression analysis. Freeman and Perkins (1971) have criticised the use of these non-independent environmental measures, claiming that their use violates the fundamental statistical assumptions of regression analysis. Although Freeman (1973) has since withdrawn this criticism, his earlier arguments are frequently used to condemn the approach. Since the purpose of this paper is to propose an extension of the regression approach in order 25
to enable the scientist to examine the structure of the interaction more readily, a brief examination of the historical and statistical background will be presented. When Yates and Cochran (1938) the five varieties they studied into two groups and calculating the regression for the pooled data, most of the interaction sum of squares could be attributed to the differences between the two regression slopes. This practical result suggests an extension of Mandel's scheme to provide a means of examining the response pattern. When the number of genotypes is small, as in the problem of Yates and Cochran, a satisfactory solution might be attainable by inspecting the individual regression lines. However, in general, a numerical procedure is more desirable.
In this paper, we propose such a procedure which combines the concept of testing for a common regression and the technique of cluster analysis. The data from the paper of Yates and Cochran are used as an example. It may be noted that if the variance of is assumed homogeneous, the variance of the will also be homogeneous within genotypes but will be heterogeneous among genotypes unless the flare equal. Note also that when the yield of each genotype is regressed on the value of X5 defined above, the intercept of the resulting equation is the mean yield of the genotype and that
Because of the second relationship, the grouping of genotypes must be regarded as conditional on the choice of test genotypes. The object is to group the genotypes with similar intercepts and regression coefficients. To do so a clustering method will be used. The following dissimilarity index is proposed. Let SS (V1 V2. . .) represent the sums of squares of deviation from the common regression line for genotypes F'1, V2. . .. Then, for example, SS (V1) simply represents the sum of squares of deviations from the regression line for genotype V1. The dissimilarity index for a subset of r genotypes V1, V2. . ., F',. will be defined by
The statistic d( ) is simply the variance ratio for testing the hypothesis of a common regression line against the alternative hypothesis ofrindependent regression lines. Note that the degrees of freedom used in determining s2
are (m -1) (n -2) instead of m (n -2) owing to the use of the environmental means as independent variables (see Mandel, 1961 d(VJ/), r(r-1) >i that is, the dissimilarity index for r genotypes is equal to the mean of the indices for all () possible pairs of genotypes. Thus this index conforms to the conditions set by Sokal and Michener (1958) in describing the unweighted pair-group cluster method, and hence their algorithm can be applied. It should be noted that the dissimilarity index is not a distance measure since the triangular inequality does not hold in general. However, the sequence of the smallest dissimilarity indices chosen in the m -1 cycles of the clustering process is monotonically non-decreasing (see Appendix 2), i.e.
where d( ) represents the smallest index in the ith clustering cycle.
A difficulty of this and other clustering processes is to define a suitable stopping criterion. The authors have found it useful to take as an empirical criterion the F test for a common regression line, stopping the process when 34/2-H the smallest dissimilarity index exceeds the F value for r and (m -1) (n -2) degrees of freedom at a predetermined probability level.
NUMERICAL EXAMPLE
This example is taken from the paper of Yates and Cochran (1938) . The two-way table of total yields for five barley varieties at six locations is given in table 1. The objective of the regression approach in the study of GE interaction is to separate systematic interaction from random variation. If the response of each genotype across environments can be approximated by a straight line, the non-parallelism of response will be indicated by the difference among slopes. The present grouping procedure is an attempt to extend the regression approach by systematically grouping genotypes into homogeneous subsets within which all genotypes share a common regression (i.e. no interaction and no difference between means).
An empirical solution is sought using a cluster analysis in which the test statistics for differences among regression lines is used as a measure of dissimilarity among regression lines. If the dissimilarity index of two genotypes is defined by equation (1) for all pairs of combinations, and if Sokal and Michener's (1958) unweighted pair-group method is applied to this m x m matrix, then the new indices constructed in each clustering cycle will be the test statistics for differences among regression lines for the corresponding genotypes. Thus, the grouping based on the critical F-value as a stopping criterion should avoid heterogeneity of regression lines within groups and, therefore in the resulting ANOVA the mean squares for withingroup sources of variation should be approximately homogeneous.
The grouping method simplifies the interpretation of the data by achieving the following:
(i) The number of regression lines for genotypes is reduced to the number of groups. This makes it easier for scientists to identify the general response pattern.
(ii) The genotypes in the same group have approximately the same response to environments. If there is a well-established genotype in a group, the other genotypes included in the group should be suitable for the same environments where the established genotype is grown.
(iii) The grouping leads to subdivision of the sum of squares in Mandel's analysis of variance to more useful components. The variation attributable to group characteristics can be isolated both for the difference among genotype means and from the difference among slopes.
The grouping need not be based jointly on the slopes and intercept of linear regression. For example, it is possible to group only on the basis of slope and it is also possible to group if the model is a non-linear polynomial. In such cases, the formula for the dissimilarity index given in (1) can be replaced by the appropriate test statistics. Although the proposed grouping method was developed as a numerical solution for identifying systematic response pattern among GE interactions, this method can be applied to a general situation in which the objective is to subdivide a set of regression equations (all equation having the same set of independent variables) into homogeneous subsets.
The example included in this paper has been chosen for its simplicity and for its familiarity in the present context. However, the authors have applied the method to larger data sets involving as many as 25 varieties. In every case, the procedure lead to relatively few groups and, as in the results of table 3, the slope x group interaction accounted for almost all of the GE interaction. Proof. To show the above relationship, we shall consider two cases: (1) a single genotype is to be added to the group; (ii) more than one genotype is to be added. The proofs of these two cases will be given for specific examples. However, the technique used to prove these two cases can be extended to the proof of the more general case.
Case 1 
