Non-invasive brain stimulation to target specific network activity patterns, e.g. transcranial alternating current stimulation (tACS), has become an essential tool to understand the causal role of neuronal oscillations in cognition and behavior. However, conventional sinusoidal tACS limits the ability to record neuronal activity during stimulation and lacks spatial focality. One particularly promising new tACS stimulation paradigm uses amplitudemodulated (AM) high-frequency waveforms (AM-tACS) with a slow signal envelope that may overcome the limitations. Moreover. AM-tACS using high-frequency carrier signals is more tolerable than conventional tACS, e.g. in terms of skin irritation and occurrence of phosphenes, when applied at the same current intensities (e.g. 1-2 mA). Yet, the fundamental mechanism of neuronal target-engagement by AM-tACS waveforms has remained unknown. We used a computational model of cortex to investigate how AM-tACS modulates endogenous oscillations and compared the target engagement mechanism to the case of conventional (unmodulated) lowfrequency tACS. Analysis of stimulation amplitude and frequency indicated that cortical oscillations were phase-locked to the envelope of the AM stimulation signal, which thus exhibits the same target engagement mechanism as conventional (unmodulated) low frequency tACS. However, in the computational model substantially higher current intensities were needed for AM-tACS than for low-frequency (unmodulated) tACS waveforms to achieve pronounced phase synchronization. Our analysis of the carrier frequency suggests that there might be a trade-off between the use of high-frequency carriers and the stimulation amplitude required for successful entrainment. Together, our computational simulations support the use of slow-envelope high frequency carrier AM waveforms as a tool for noninvasive modulation of brain oscillations. More empirical data will be needed to identify the optimal stimulation parameters and to evaluate tolerability and safety of both, AM-and conventional tACS.
Introduction
Transcranial alternating current stimulation (tACS) is a noninvasive brain stimulation method in which a weak sinusoidal current is applied through scalp electrodes. Today's mechanistic understanding of tACS is based on computational modeling and animal studies that suggest tACS modulates brain function by entraining the endogenous network oscillations (Deans et al., 2007; Radman et al., 2007; Fr€ ohlich and McCormick, 2010; Ozen et al., 2010; Reato et al., 2010; Ali et al., 2013; Herrmann et al., 2013; Reato et al., 2013; Schmidt et al., 2014; Jackson et al., 2016) . Human studies using electroencephalography (EEG) have confirmed the modulation of cortical oscillation by tACS (Zaehle et al., Abbreviations: tACS, transcranial alternating current stimulation; AM, amplitude modulation; AM-tACS, amplitude modulated transcranial alternating current stimulation; EEG, electroencephalography; PY, pyramidal cells; FS, fast spiking cells; AMPA, α-amino-3hydroxy-5-isoxazolepropionic acid; GABA A , γ-aminobutyric acid type A; LFP, local field potential; PLV, phase locking value; HT, Hilbert transform.2010; Boyle and Frohlich, 2013; Herrmann et al., 2013; Marshall and Binder, 2013; Neuling et al., 2013; Helfrich et al., 2014; Vossen et al., 2015; Herrmann et al., 2016b; Kasten et al., 2016; Kasten and Herrmann, 2017) . In addition, there is a growing literature on using tACS to understand the role of brain oscillations in behavior, cognition, and memory Santarnecchi et al., 2013; Fr€ ohlich, 2014; Lustenberger et al., 2015; Chander et al., 2016; Fr€ ohlich et al., 2016) .
Novel transcranial electric stimulation paradigms, where a highfrequency waveform is amplitude modulated by a slow waveform, are emerging with the purpose of improving conventional tACS Grossman et al., 2017) . While the modulating frequencies are within the EEG frequency range in these novel methods, the high-frequency carrier signals have frequencies higher than the ones of the classical EEG frequency bands. Amplitude modulation (AM) stimulation was originally inspired by the envelope decoding properties of neurons in auditory, visual, and mechanosensory systems (Lundstrom and Fairhall, 2006; Middleton et al., 2006; Longtin et al., 2008; Mazzoni et al., 2008; Doelling et al., 2014; Clarke et al., 2015) due to nonlinear properties of the cell membrane (Goldman, 1943) . Several advantages of AM waveforms in comparison to conventional (unmodulated) low-frequency tACS have recently been proposed. AM-tACS was successfully utilized to separate the stimulation artifact and MEG signals that would enable the design of feedback stimulation systems. Building on earlier work on interferential stimulation (Goats, 1990; Fuentes et al., 2016) , AM signals produced by temporal interference of two high-frequency waveforms with slightly different frequencies have been proposed as a noninvasive deep brain stimulation method that does not affect the overlaying regions (Grossman et al., 2017) . Also, high-frequency transcranial waveforms might result in less skin sensation and phosphene perception in transcranial stimulation protocols (Turi et al., 2013; Chaieb et al., 2014) . Motivated by these potentially fundamental advantages of AM-tACS waveforms, we used a computational model to elucidate the possible mechanisms underlying modulation of cortical oscillations by AM-tACS waveforms.
We evaluated the stimulus parameter landscape of AM-tACS and found that this stimulation interacted with neural population dynamics via entrainment, similar to the underlying mechanisms of unmodulated low-frequency tACS. We further identified that subthreshold intensities of AM-tACS were sufficient to cause moderate entrainment of cortical oscillations. However, substantially higher stimulation intensities were required compared to conventional (unmodulated) tACS to reach the same level of phase synchrony between the stimulation signal and ongoing oscillations.
Methods

Cortical model
The cortical model was composed of excitatory regular spiking pyramidal cells (PY) and fast spiking inhibitory interneurons (FS). We used the Izhikevich formalism for point neurons, which is an abstraction of the Hodgkin-Huxley model and a generalization of the quadratic integrateand-fire neuron (Izhikevich, 2007) . The governing equations were
where v was the membrane potential, u was the recovery variable, C was the membrane capacitance, v r was the resting membrane potential, and v t was the instantaneous threshold potential. The recovery rate constant was a. The spike cutoff value was v peak , and the voltage reset value was c.
Here the term I represented all currents entering the neuron including a direct current (dc) offset (I dc ), a noise term (I noise ), synaptic currents (I syn ), and a term that modelled the effect of stimulation on the membrane voltage (I stim ):
The Izhikevich model is capable of reproducing the spiking dynamics of most types of mammalian neurons (Izhikevich, 2003) , and was previously used in the context of transcranial brain stimulation (Reato et al., 2010; Ali et al., 2013) . We modelled the PY as
The FS were modelled as characterizing non-pyramidal basket or chandelier inhibitory cells providing intra-laminar inhibition to PY (Izhikevich, 2007) . The PY fired tonic spikes with adapting frequency in response to injected dc pulses. The FS did not exhibit such spike frequency adaptation. The model of the PY was type I with a continuous current-frequency relationship. In contrast, the model of the FS was type II with discontinuous current-frequency relationship.
Model of stimulation
We used point neurons and modelled the effect of stimulation as a small current (I stim ) injected into PY (Fr€ ohlich and McCormick, 2010; Ali et al., 2013) . This approach captures the induced membrane polarization at the level of the soma due to external electric field application (Deans et al., 2007; Lafon et al., 2016) . PY were selected as the target of stimulation since their morphology makes them particularly responsive to applied electric fields (Lopez et al., 1991; Radman et al., 2009 ). The amount of membrane polarization due to injected current is shown in Fig. 1 A, indicating a~6 mV depolarization prior to spike generation due to I inj ¼ 34 pA. We studied the effect of applying a wide range of stimulation amplitudes in this paper, including but not limited to the subthreshold values that are used in transcranial electric stimulation protocols.
AM waveform
The waveform of AM-tACS was constructed by multiplying two sinusoidal waveforms according to AM stim ðtÞ ¼ a stim ðcosð2πf m tÞ þ 1Þsinð2πf c tÞ
where a stim was the stimulation intensity, f m was the modulating frequency and f c was the carrier frequency. Expanding the equation 
Synaptic connections
We used a computationally efficient, biophysical synaptic model. The synaptic current I syn was
where gðtÞ was the receptor conductance, V m was the postsynaptic membrane potential, and E rev was the receptor-dependent reversal potential. Upon arrival of presynaptic action potential (AP) at the synaptic terminal, the conductance value was increased by g max , then the conductance decayed exponentially as gðtÞ ¼ g tspike expðÀt=τÞ with τ as the corresponding time constant and g tspike as the synaptic conductance at the arrival time of presynaptic spike with g max added. We assumed that the different synaptic currents entering a particular neuron sum linearly (Traub et al., 2005) . We considered only α-amino-3-hydroxy-5-isoxazolepropionic acid (AMPA) and γ-aminobutyric acid type A (GABA A ) mediated synaptic current. The synaptic currents entering PY and FS were implemented as:
where E AMPA ¼ 0 mV and E GABAA ¼ À70 mV were the reversal potentials. Maximum conductances were g max; EE ¼ 0:3 nS, g max; EI ¼ 0:4 nS g max; IE ¼ 0:3 nS, and g max; II ¼ 0:03 nS with corresponding time constants of τ EE ¼ τ EI ¼ 2 ms and τ II ¼ τ IE ¼ 10 ms.
Connectivity
The network was composed of 80 PY and 20 FS and both populations were spatially arranged on a line. The network had a connectivity pattern (Fig. 1 B) inspired by the structure of neocortical neural circuits in Layer 5 (Markram et al., 2004; Harris and Shepherd, 2015; Naka and Adesnik, 2016) . The coupling of PY exhibited an all-to-all structure with a connection probability of 50%. Each FS locally connected to 10 adjacent FS with a connection probability of 80%. Each FS was connected to 32 adjacent PY with a connection probability of 80%. We used a completely reciprocal local connection scheme for the PY-to-FS and FS-to PY connections (Yoshimura and Callaway, 2005) .
Local field potential model
We modelled the local field potential (LFP) signal by averaging the sum of the absolute values of AMPA and GABA A currents entering PY neurons
assuming that AMPA and GABA A currents both contribute in LFP signal with same sign (Mazzoni et al., 2015) . Based on the dendritic morphology, only the synaptic currents entering the excitatory neurons were considered to contribute to the generation of the LFP (Nunez and Srinivasan, 2006; Mazzoni et al., 2008) .
Modeling of cortical oscillations
To generate an endogenous, rhythmic activity pattern in the network, we adjusted the input currents to both the PY and FS. Specifically, we aimed to generate a cortical oscillation in the alpha frequency band (8-12 Hz) since these oscillations play a fundamental role in cognition (Klimesch, 1999; Klimesch et al., 2007) , and have been successfully targeted in a variety of tACS experiments in the past (Zaehle et al., 2010; Neuling et al., 2013; Vossen et al., 2015; Fr€ ohlich, 2016; Kasten et al., 2016; Kasten and Herrmann, 2017) . We note that our model simulates endogenous alpha-band activity in a local cortical circuit. The model does not capture the circuit dynamics and structural and functional connectivity of the thalamo-cortical system that generates alpha rhythms (Da Silva, Van Lierop et al., 1973 , Hughes and Crunelli, 2005 , Saalmann et al., 2012 , Hawkins, 2016 . Rather, we aimed to only match the frequency of the model to alpha-band oscillations and focus on the mechanism of interaction between an endogenous neural rhythm and an external stimulation. Our results need to be tested in a comprehensive model of thalamo-cortical alpha oscillations and experimental setups. To generate the endogenous oscillations, we first determined the depolarizing current needed to cause 10 Hz firing in an isolated PY (I dc; PY ¼ 79 pA). Then, we adjusted the current injected into FS to a value that brought isolated FS close to the threshold for action potential generation (I dc; FS ¼ 60 pA). Once connected to form a network, spontaneous oscillatory activity emerged with frequency of 10 Hz in the simulated LFP.
Gaussian noise with zero mean and standard deviation of σ ¼ 0:1 pA (I noise ) was added to the dc input of all neurons to model the subthreshold afferent inputs. Heterogeneity was added to individual neurons by adding a 1% jitter drawn from a normal distribution to the model parameter values. The network was implemented using the Brian package in Python (Goodman and Brette, 2009 ), using the fixed-step Euler method with a time step of dt ¼ 0:5 ms. . The PY had a global connectivity with connection probability of 50% (blue dots). The FS were randomly connected to 80% of 10 adjacent FS (red dots). The PY-FS followed a reciprocal local connection (green dots) where every FS was randomly connected to 80% of 32 surrounding PY neurons.
Data analysis
We used the Chronux toolbox (Mitra and Bokil, 2008) to analyze the LFP signal in the frequency domain using the multi-taper method (Percival and Walden, 1993) . For the multi-taper analysis, the time-bandwidth product and the number of tapers were selected as 3 and 5 respectively (findings were robust to changes in these parameters). We used the phase-locking value (PLV) to quantize the entrainment of the LFP and individual neurons by the stimulation signal (Lachaux et al., 1999) . PLV analysis does not rely on stationarity of signals and PLV provides a more accurate estimation of synchrony when compared with spectral coherence (Lowet et al., 2016) . To compute PLV, we extracted the instantaneous phases of LFP and stimulation signals using the Hilbert-Transform (HT) which converts a real-valued signal to a complex signal from which the phase can be computed (Gabor, 1946) . We noticed that the simulated LFP was lacking the characteristic 1/f structure and always had a narrow-band structure centered on the endogenous frequency (Fig. 2E) or two narrow bands on the endogenous and the stimulation frequencies when the network was stimulated (Fig. 3A , B, C, spectrograms). Given the limitations of reliable band-pass filtering of low frequency signals, we used empirical mode decomposition (EMD) instead of Fourier-based band-pass filtering (Huang, 2014) . Using an iterative method, the EMD decomposes a signal to its intrinsic mode functions. Each intrinsic mode is shown to be a mono-frequency signal (Huang et al., 1998) for which the Hilbert transform can be applied to extract the corresponding instantaneous phase and frequency (Boashash, 1992) . We first applied the HT to each intrinsic mode, and extracted the corresponding instantaneous phases. The instantaneous frequency of each mode then computed as the scaled (divided by the sampling frequency) derivative of instantaneous phase. We finally assigned a mean frequency for each intrinsic mode using the mean value of corresponding instantaneous frequencies. The intrinsic mode with closest frequency to stimulation frequency was selected for PLV analysis. Next step was to extract the phase of stimulation waveform. For conventional tACS, the HT was applied directly to the sinusoidal signal, and for AM-tACS the HT was applied to the envelope of the stimulation signal for phase extraction. The PLV value was calculated as
where φ A ðnÞ À φ B ðnÞ is the instantaneous phase difference between the LFP and stimulation signals at instance n, and N represents the total number of samples. Due to band-limited nature of simulated LFP signal, the resulting PLVs are much closer to 1 (indicative of complete phase locking) when compared to PLV of their realistic counterparts in EEG or LFP studies.
Results
Endogenous network activity and phase locking to conventional tACS
We first examined the network activity in the absence of any external stimulation. The sustained rhythmic activity in both individual neurons and at the population level resulted in an LFP signal with a dominant spectral peak at f end ¼ 10 Hz (Fig. 2) .
We next simulated the network for 40 s while applying conventional tACS with three different frequencies (less than, equal and more than the endogenous frequency; 10 Hz AE 3.5 Hz) for 20 s (starting at t ¼ 10 s). The tACS amplitude was set to a subthreshold value (25 pA) that depolarizes individual neurons without driving action potentials (Fig. 3 left column) . The LFP spectrogram showed ongoing oscillations at 10 Hz before and after the application of stimulation (Fig. 3, right column, arrows) . Individual neurons aligned their spiking activity in response to stimulation (blue dots in Fig. 3, raster plots) . The modulation of ongoing activity was evident upon application of conventional tACS. The 6.5 Hz and 13.5 Hz stimuli shifted the frequency of the ongoing oscillations (Fig. 3A, C) . The 10 Hz stimulation amplified the ongoing oscillations without a frequency shift (Fig. 3B) . Of note, the spectral power during stimulation was the highest for the 10 Hz stimulation that matched the endogenous frequency of the network.
Given that the response magnitude depended on the stimulation frequency, we performed further comprehensive analysis by stimulating the cortical model with a full set of not only stimulation frequencies and but also intensities. We inspected the resulting interactions that revealed the phase locking of cortical oscillations to conventional tACS. For each trial, we simulated the network for 8 s, extracted the LFP signal, computed the PLV between stimulation and LFP and demonstrated the color-coded PLV value on the frequency-intensity plot (Fig. 4 A, B) . Triangular high-PLV zones emerged indicative of the synchronization regions known as Arnold tongues for a system of a coupled oscillator and an external force (Jensen et al., 1983; Pikovsky et al., 2003) . The existence of triangular synchronization regions has been previously shown for an external stimulation and a network of model neurons (Reato et al., 2010; Ali et al., 2013; Herrmann et al., 2016a) . The high-PLV regions were aligned to 10 Hz (endogenous frequency) and its harmonics. The dashed line at I ¼ 34 pA divides the map to subthreshold and superthreshold regions. This line represents the threshold value for the constant current stimulation intensity to elicit action potentials in synaptically-isolated PYs. While we explored both regimes, subthreshold stimulation models the weak input provided by conventional tACS. The triangular region at the first harmonic had a breakage around 20 Hz characterized by lower PLV than the neighboring regions (Fig. 4 A) . We performed further analysis of the network dynamics within and just outside of this breakage zone by looking at the spiking activity of individual neurons and their phase locking to stimulation. At the breakage the stimulation at [21 Hz, 44.1 pA] induced synchronous 10 Hz firing across individual PY and FS and the resultant LFP (Fig. 4 A, open white (Fig. 4 A, open white circle (D), and Fig. 4 D) . While the individual neurons were still firing around 10 Hz, the population activity and the resulting LFP was at~23 Hz, the frequency of stimulation. The peak-frequency heat map of the LFP signal also confirmed the 10-Hz LFP oscillations for tACS frequencies close to 21 Hz (Fig. 4 E, white arrow) . Together, these results show a dissociation of network and single-cell oscillation frequency for stimulation that is not exactly tuned to the harmonic of the endogenous frequency. Next, we analyzed the synchronization in single-neuron level by computing the phase locking between individual neurons and conventional tACS. The analysis revealed the existence of triangular regions in the stimulation parameter space. These entrainment maps are shown for two randomly selected pyramidal neurons in Fig. 4 F, G . In addition to triangular high-PLV regions around the endogenous frequency of individual neurons (~10 Hz), clear sub-harmonics and higher harmonics of the main Arnold tongue were also evident. Taken all together these results are indicative of ongoing interaction between cortical dynamics and unmodulated low-frequency tACS via phase locking mechanism at both the individual and the population level.
Entrainment of ongoing activity by the envelope of high frequency stimulation
We tested if comparable phase locking between the stimulation and network dynamics was achievable for conventional tACS and AM-tACS. In a series of three experiments, we simulated the network without stimulation, with conventional tACS and with AM-tACS. The network showed ongoing alpha band oscillations in the absence of stimulation (Fig. 5 A) . The application of unmodulated low-frequency tACS (10 Hz, 1.25 pA) amplified the power of endogenous oscillations and resulted in PLV ¼ 0.81 (Fig. 5 B) . We next applied AM-tACS with modulating and carrier frequencies of ðf m ; f c Þ ¼ ð10; 70Þ Hz respectively and adjusted the stimulation intensity to reach comparable entrainment as obtained via conventional tACS (Fig. 5 C) . We computed the phase locking of network oscillations relative to the phase of the modulating frequency and found that the stimulation intensity of a stim ¼ 118:5 pA was required to achieve PLV ¼ 0.81. These results indicated that like conventional tACS, AM-tACS was also capable of entraining the network but a much larger super-threshold stimulation amplitude was required to induce the same level of entrainment. We further compared 10 Hz unmodulated tACS and 10 Hz AM-tACS (f c ¼ 70 Hz), and extracted the PLV versus stimulation intensity traces for these two stimulation types (Fig. 5D) . Unlike the conventional tACS, the entrainment by AM-tACS was limited to phase locking values of PLV<0.2 in the subthreshold stimulation intensities as indicated by dashed line at I stim ¼ 34 pA.
To identify a complete entrainment map, we stimulated the model with AM-tACS (covering a wide range of modulating frequencies and stimulation intensities) and measured resultant PLV between the modulating frequency of stimulation and the LFP signal. The maps were extracted for carrier frequencies of f c ¼ 70 Hz and f c ¼ 200 Hz (Fig. 6 A,  B respectively) . For f c ¼ 70 Hz, high-PLV regions emerged and centered at f end ¼ 10 Hz, in the proximity of the subharmonic (~2.5 Hz and 5 Hz), and the harmonics (20 Hz and 30 Hz) indicating the existence of synchronization between AM-tACS and neural population. The circular histogram of phase differences between stimulation and LFP was also plotted at selected, qualitatively different points of the parameter space.
While the high-PLV region appeared as a triangular shape around the endogenous frequency, the shape was relatively irregular around subharmonic and harmonics. Comparing with the corresponding entrainment map for conventional tACS (Fig. 4) , the regions with high PLV were shifted upward and required stimulation amplitudes above spiking threshold (Fig. 6A, dashed line) and covered smaller areas on the map.
The second entrainment map was extracted for a higher carrier frequency at f c ¼ 200 Hz (Fig. 6B) to study the effect of the carrier frequency. We did not find triangular shaped high PLV regions even for stimulation intensities beyond the spiking threshold of individual neurons. Rather, the triangular high-synchrony areas were replaced with narrow bands centered along f end ¼ 10 Hz and its harmonics with low phase locking values (PLV < 0:45).
Effect of high frequency carrier wave
We further stimulated the cortical model with fixed modulating frequency at f m ¼ 10 Hz but different stimulation amplitudes and carrier frequencies to clarify the effect of the carrier frequency. Higher carrier frequencies required higher intensities to entrain the network with high phase locking values (shades of orange and red, Fig. 7) .
To further evaluate the effect of carrier frequency, we extracted the spectral energy of the LFP signal under AM-tACS. The modulating frequency was again set to f m ¼ 10 Hz and different carrier frequencies and intensities were applied. The spectral energy around endogenous alphaband oscillations was calculated as the area under the LFP spectrum within a 10 AE 2 Hz frequency band. We found that the higher carrier frequencies resulted in less spectral energies of LFP signal around the stimulation frequency (Fig. 7 B) . 
Discussion
The underlying mechanisms by which AM-tACS modulates ongoing brain oscillations are widely unknown. Using a cortical model, here we demonstrate for the first time how the amplitude, and the modulation and carrier frequencies of an AM waveform influence its interaction with simulated ongoing cortical oscillations. This novel waveform has recently been proposed to address basic limitations of today's transcranial electrical stimulation methods such as the elimination of the stimulation artifact and the localized targeting of deep brain regions Grossman et al., 2017) . Using a computational model of cortical network, we explored the parameter space of AM-tACS and compared the subsequent synchronization map with those of conventional tACS. We found that like conventional (unmodulated) low-frequency tACS, AM-tACS interacted with ongoing cortical oscillations via phase-locking mechanisms, demonstrated by high-synchrony regions in the stimulation parameter space. Our modeling study also revealed some limitations of AM-tACS, when compared to unmodulated low-frequency tACS. The former required higher stimulation intensities to reach PLVs comparable to the ones of conventional tACS. In addition to the modulating frequency and the intensity of the stimulation, we also found that the carrier frequency of AM-tACS played a major role in shaping the resultant phase-locking: increasing f c demanded larger stimulation amplitudes to reach strong synchrony between stimulation and cortical oscillations. Our spectral analysis of the simulated cortical signal revealed attenuated transferred energy around envelope frequency for higher carrier frequencies. Taken together, although higher f c values are preferred to maximize the spectral separation between stimulation and EEG for artifact removal and less peripheral sensations, our modeling results predict practical limitations of using higher frequencies and empirical data are required to test these predictions in real-world considerations. We did not repeat the simulations for different endogenous frequencies. Assuming the identical underlying mechanism for generation of local cortical circuit's endogenous rhythms (simulated by the Izhikevich formalism in our model), the reported findings should exhibit the same qualitative validity for different endogenous frequencies.
Our modeling results are in agreement with previous slice electrophysiology work that showed a reduced response to sine wave electric fields with higher frequencies caused by low-pass filtering by the cell membrane capacitance (Deans et al., 2007) . A recent in vivo study has reported the successful entrainment of ongoing oscillations using a small intensity interferential stimulation (Grossman et al., 2017) . Direct translation of our results to those of Grossman et al. is not trivial. Part of their findings showing inefficacy of a single 2 kHz stimulation source in entraining brain oscillations is in agreement with our predictions. However, our results do not explain how an AM-tACS waveform produced by the interference of two weak high-frequency waves can entrain neural oscillations. The lack of proposed AM-encoding circuitry of sensory cortex in our theoretical model may describe the discrepancy in our theoretical predictions and the entrainment reported in (Grossman et al., 2017) . A recent study shows that a weak conventional tACS (0.05 mA) can result in comparable effects as standard intensities of conventional tACS (Ruhnau et al., 2016) . This further indicates that there are other unknown factors that are not included in our model and are responsive to high-frequency weak transcranial stimulation. In humans, application of unmodulated tACS with frequencies higher than the EEG frequency range increased the motor cortex excitability (Chaieb et al., 2011) while being safe to apply albeit at low amplitudes (Chaieb et al., 2014) . The peripheral sensations were also reduced with increased stimulation frequency (Turi et al., 2013) . Indeed, none of these human studies has reported entrainment of ongoing brain oscillations using those high-frequency sinusoidal stimuli. Our entrainment map for conventional tACS predicts that while high-frequency unmodulated tACS centered at higher order harmonics of ongoing brain oscillations might entrain it, again significantly higher intensities are required for comparable PLVs with unmodulated tACS within EEG frequency range. This requirement also proposes practical limitation for using high-frequency unmodulated tACS to efficiently entrain endogenous brain oscillations.
Our theoretical predictions should be tested and validated by empirical data before being translated to real-world considerations.
As any scientific study, our work has several limitations. First we acknowledge that our model does not include a thalamo-cortical loop that is proposed to be the basis for alpha activity (Da Silva, Van Lierop et al., 1973 , Hughes and Crunelli, 2005 , Saalmann et al., 2012 . The results we presented are based on the simulated endogenous alpha-band activity of a local cortical area, and translation of the results to alpha oscillations remains to be examined in comprehensive thalamocortical models and future in vivo or human studies. Second, we note that our frequency map had slightly different properties from that of a simple periodically-forced oscillator. A forced oscillator is known to oscillate at the stimulation frequency within a triangular region of the stimulation parameter space centered on the endogenous frequency. At the harmonics of the endogenous frequency, such an oscillator entrains to frequencies centered on the endogenous frequency, a phenomenon referred to as 1:2 entrainment for the first harmonic. In other words, if the oscillator has an endogenous frequency of 10 Hz, stimulation at 20 Hz and frequencies around it entrains the oscillator at frequencies around 10 Hz (Pikovsky et al., 2003) . Our results were in agreement with these theoretical predictions as displayed in f peak map of LFP signal for the narrowband breakage at the harmonic of endogenous frequency (Fig. 4 E,  white arrow) . However, the broader triangular region centered on the first harmonic of the endogenous frequency correspond to entrainment at the stimulation frequency and thus twice the frequency of what the model of the forced oscillation would predict. Interestingly, however, individual neurons are more closely in agreement with the behavior of forced oscillators (Fig. 4 C, D, F, and G) . This suggests that the network interactions cause emergent synchronization at fast frequencies that allows the network to follow fast input in the form of stimulation or other afferent drive. Third, we did not study the possibility of stimulation-related aftereffects that might be explained by stimulation-induced modulation in neural plasticity mechanisms (Tergau and Paulus, 2008; Zaehle et al., 2010; Reato et al., 2015; Vossen et al., 2015) .
Conclusions
In summary, we demonstrated how stimulation parameters of AMtACS affects entrainment of alpha-band oscillations in a computational model of cortex. Despite the overall similarity of the target engagement mechanisms by unmodulated low-frequency tACS and AM-tACS, we found differences in their entrainment efficiency. While moderate intensities of conventional tACS resulted in strong phase-locking, similar intensities of AM-tACS only resulted in weak entrainment. For both types of paradigms, we showed how higher frequencies demanded higher intensities to result in strong phase synchronization. We also found that altering the endogenous network frequency using AM-tACS was limited to a narrower frequency band centered on the endogenous frequency when compared to conventional tACS. In conclusion, our simulation suggests that AM-tACS is effective to target cortical oscillations in the human brain, but may require higher stimulation intensities for achieving the same level of phase synchrony between the stimulation signal and ongoing oscillations as compared to conventional unmodulated tACS. Further empirical data is required to test and validate our findings.
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