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 Abstract  
Enormous demands for online degrees in higher education have increased the pressure on 
universities to launch web courses and degrees quickly and, at times, without properly attending 
to the quality of these ventures. There is scarce research that defines which quality indicators are 
used to assess cyberlearning environments, how different stakeholders view the relative 
importance of these quality indicators in online graduate degree programs from fields like 
science and engineering that have a historical preference for formal program accreditation, and 
what practices are used in evaluating completely online graduate degree programs in higher 
education. This mixed methods study examined current practices in three established online 
degree programs in agriculture and engineering at the University of Illinois, identifying quality 
indicators and evaluation practices used with cyberlearning environments in these fields and 
comparing myriad stakeholder views regarding the value of these practices. 
Data collection in this study used a mixed-methods approach, including a combination of 
surveys (n = 107) and interviews (n = 27) with program administrators, faculty, and students, as 
well as a document review from the different programs. While most of the evaluation occurring 
in the programs is informal, analysis of the surveys, interviews, and documents collected from 
the programs revealed four key themes related to current evaluation practice including the use of: 
(a) informal feedback from the students and faculty, (b) student satisfaction surveys (i.e., ICES 
student feedback and department-specific and created satisfaction surveys), (c) student grades 
and performance information, and (d) the Committee on Extended Education and External 
Degrees (CEEED) process.  There were a several challenges reported in using these strategies to 
evaluate quality, including lacking structured collection and reporting mechanisms, differing 
implementation levels in traditional and online courses, varying availability of data and student 
quality, lacking fidelity of information delivery and access, and changing survey forms. Also 
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evident from study was that the implementation of these evaluation practices is occurring at 
varying levels which were categorized on a four-stage continuum of evaluation. The programs in 
this study are at or beginning to move out of the first evaluation stage of preservation, meaning 
that the administrators have an evaluation system that is focused on efficiency and on collecting 
student satisfaction ratings.  In this evaluation stage, small improvements are made periodically 
in hopes of getting more efficiency out of the current system, but little is done to explore quality 
beyond student satisfaction.  Thus, the evaluation is incomplete as it overlooks important issues 
like student learning outcomes, the teaching and learning process, faculty support, course 
structure, and others.  
A factor analysis was done to explore the dimensionality of the 72 items related to quality 
evaluation and science, technology, engineering, and mathematics (STEM) program 
accreditation, from the 2009 National Research Council Study on the Quality of Traditional 
Programs, Institute for Higher Education Policy (IHEP) Online Benchmark Study, and ABET 
Criterion Three Items for STEM programs, which resulted in 12 common quality indicators to 
determine program quality of STEM online programs. These 12 quality indicators included  
(a) diversity of students and faculty, (b) professional and scholarly productivity of faculty,  
(c) presence, accessibility, and articulation of evaluation activities, learning outcomes, and 
support information, (d) student knowledge of current practice, ethics, impact, and professional 
conduct in STEM, (e) student production of STEM capstone research projects, (f) customer 
service provided by the program, (g) student training in conducting scholarly research and access 
to university resources, (h) interaction between students with each other and the faculty,  
(i) comparable achievement profiles between entering online and traditional students, (j) faculty 
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preparation to transition from traditional to online environments, (k) student persistence to 
degree completion, and (l) student success beyond graduation. 
Differences between stakeholders revealed that online students placed a statistically 
significant higher emphasis than faculty on the presence, accessibility, and articulation of 
evaluation activities, learning outcomes, and support information. Interviews revealed that the 
online students considered themselves to be “consumers” of the degree program, thereby 
increasing the need for identification of clearly defined “outcomes” or “competencies” that 
online students should be able to produce or demonstrate as a result of participation in the 
courses and degree program overall.  
The study concludes with implications on how online programs and evaluators can use 
the quality indicators to identify the strengths and weaknesses of the current evaluation system 
and to define and develop their own evaluation procedures for richer understanding within and 
between institutions and departments. 
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CHAPTER 1 
INVESTIGATING EVALUATION AND QUALITY INDICATORS IN  
ONLINE GRADUATE DEGREES 
 
Introduction 
Online learning practices have become ubiquitous in higher education, with 89 percent of 
public institutions using networked computing and communication technologies to serve the 
estimated 3 million U.S. higher education students who have taken at least one online course 
since 2007 (Allen & Seaman, 2008; Borgman et al., 2008; Parsad & Lewis, 2008; Sprague, 
Maddux, Ferdig, & Albion, 2007; U.S. Department of Education, Office of Innovation and 
Improvement, 2008). Demands to provide online learning have been further augmented by 
economic factors, such as the increase in gas prices and layoffs and the increased interest, 
promotion, and delivery of education on a global scale (Allen & Seaman, 2008; Altbach, 2004; 
Dillon, 2008; Miller, 2002; Sprague et al., 2007; Taylor, 2001). While online education has been 
present in nearly all public universities since 2000, the way to rigorously evaluate the question 
of, “How can a teaching/learning process that deviates so markedly from what has been practiced 
for hundreds of years embody quality education?” (Phipps & Merisotis, 2000, p.7) still remains 
unanswered, particularly for graduate degree programs offered entirely online.  
Additionally, a greater emphasis in online learning has emerged specifically in the areas 
of science, technology, engineering, and mathematics (STEM). The National Science Foundation 
(NSF) released a report in August 2008 that stressed the urgent importance of offering and 
researching cyberlearning, specifically in the STEM fields. This NSF report stated: 
The shortage of trained scientists and engineers is a small indicator of a much larger 
problem: insufficient knowledge and understanding about science and technology across 
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our population. Advances in technology are poised to meet these educational demands. 
Cyberlearning offers new learning and educational approaches and the possibility of 
redistributing learning experiences over time and space, beyond the classroom and 
throughout a lifetime. We also believe that this moment could be fleeting because, 
without deliberate efforts to coordinate cyberlearning approaches, we will miss the 
opportunity to provide effective support for the convergence of learning and technology. 
(Borgman et al., 2008, p. 5) 
While students and funding agencies like NSF are pressuring higher education for 
immediate implementation and adoption of online learning, researchers like Hosie and Schibeci 
who investigate online learning quality contend, “Despite the large investment in information 
and communications technology, there is still scant evidence to support the proposition that the 
new technologies have led to significant learning gains for students. This lack of impact may be 
the result of many factors, including a lack of funding to support such research and a reticence of 
technology ‘evangelists’ to subject their work to rigorous evaluation” (2005, p. 541). 
Statement of the Problem  
Due to the demands and widespread growth of the implementation of online degree 
programs, particularly in STEM, it is vital to investigate how online programs are evaluating 
their programs and what quality indicators are being used. Currently, there is limited literature 
that defines what practices are used in evaluating online learning graduate degree programs in 
higher education, which quality indicators are used to assess quality in cyberlearning 
environments for different programs, and how different stakeholder audiences view the relative 
importance of these quality indicators in online graduate degree programs from different fields 
(Chapman, 2006; Hosie & Schibeci, 2005; Law, Hawkes, & Murphy, 2002; Merisotis, 2001; 
Tallent-Runnels et al., 2006). This gap between the demands for cyberlearning and impact 
research with rigorous evaluation has presented a challenge for evaluators, faculty, 
administrators, departments, and universities as they define quality indicators and identify best 
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practices in evaluation of cyberlearning environments, particularly for programs in the STEM 
fields that have shown a historical preference for formal program accreditation.  
This study is in accord with others that have emphasized the need for more systematic 
evaluation and identification of quality indicators that are and could be used in these widespread 
online degree programs in higher education, particularly in STEM fields. To meet that end, the 
study adapted and used Creswell’s mixed methods, sequential exploratory design (Creswell, 
2009). There were five stages in this mixed methods study.  First, the study investigated the 
evaluation practices and quality indicators currently used by three University of Illinois at 
Urbana-Champaign (Illinois) STEM departments in their online Master’s programs in Natural 
Resources and Environmental Sciences, Crop Sciences, and Mechanical Engineering. First, data 
were collected via a review of documents from the programs and interviews with program 
administrators. This helped determine what current evaluation practices, purposes, and 
instrumentation and common indicators of quality are used within and across these top-ten, U.S- 
News-&-World-Report-ranked and visible departments at a large, land-grant institution like the 
University of Illinois at Urbana-Champaign.  
Next, the study probed how the stakeholder groups of faculty and students ranked the 
relative importance of these quality indicators in online graduate degree programs from these 
three STEM departments. Data for this portion of the study were collected from surveys and 
interviews. As a result, the study identified the commonalities and differences in stakeholders’ 
perceptions of the use and the importance of evaluation practices and quality indicators 
associated with the online Master’s degree programs in STEM at Illinois. The third phase of the 
study included an administrator survey to probe current practices and to gauge administrators’ 
feedback on the use, presence, and importance of the quality indicators as well. 
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After identifying these shared practices and quality indicators, this information was 
organized to develop a list of quality indicators from the graduate online STEM programs in this 
study. This work organized the quality indicators revealed by the factor analysis under the 
\purposes of evaluation.  The quality indicators can be used in to inform evaluation practices of 
these online Master’s degree programs in STEM at Illinois and other online programs as well.  
Research Questions 
 In order to study the evaluation processes probing the quality of the online graduate 
degree programs at the University of Illinois, the following research questions were proposed:  
1. What are the evaluation practices and quality indicators being used within and across 
online graduate programs from the various STEM fields?  
2. How do these evaluation practices and quality indicators compare with those 
recommended and used by professional organizations and on-campus traditional STEM 
graduate programs?  
3. How do varying stakeholder groups rank the relative importance of these evaluation 
practices and quality indicators?  
4. How would a comprehensive set of quality indicators be framed to effectively structure 
future evaluation in online STEM graduate programs?  
Significance 
According to the most recent NSF statistics on graduate studies in STEM, enrollment for 
2006 graduate degree programs declined in agricultural sciences, one of the nine major STEM 
fields (National Science Foundation, Division of Science Resources Statistics, 2006). 
Conversely, in the same report, Mechanical Engineering enrollment in graduate degree programs 
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increased by 3.1% (National Science Foundation, Division of Science Resources Statistics, 
2006). Because of the availability of these Master’s programs offered entirely online at Illinois, 
these were chosen as the focus of the study. This study investigated the evaluation practices and 
quality indicators used by the three programs at Illinois, including the Department of Natural 
Resources and Environmental Sciences (NRES), Crop Sciences (CRSC), and Mechanical 
Science and Engineering (MechSE).  
The significance of the study was in identifying current practices in evaluation and 
determining the quality indicators used in STEM cyberlearning graduate programs. Moreover, 
the study used data from different sources to probe the extent to which varying stakeholder 
groups involved in the program used and ranked the importance of quality indicators drawn from 
those used by traditional on-campus, online, and STEM accreditation programs.  A factor 
analysis revealed common \quality indicators employed by these STEM Master’s degree 
programs at Illinois. Thus, the study developed quality indicators that can be used with similar 
online STEM programs at large research institutions like Illinois. Moreover, because the quality 
indicators came from traditional, online, and STEM settings, use of the quality indicators can 
also extend to other programs from any of these settings.  
The remainder of this dissertation first includes a review of literature that was used to 
organize the current study, including definitions of key concepts and reviews of empirical 
literature about the roots of program accreditation in STEM programs, quality frameworks for 
online and traditional program quality monitoring, and about program evaluation. This literature 
review is followed by a description of the methods, an overview of the data analysis, and a 
discussion of the findings and implications resulting from this study. 
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CHAPTER 2 
REVIEW OF THE LITERATURE 
Online Learning, Evaluation, and Quality  
Indicators in STEM Graduate Programs 
 
This chapter defines the central concepts and explores the theoretical basis for this study. 
It begins by defining online learning and quality as they are understood in this paper and 
discusses the debate of quality differences between traditional and online program quality 
monitoring. Next, the literature was reviewed to look at the roots of program accreditation in 
STEM programs, followed by a discussion of program quality monitoring of graduate programs. 
The next section of this chapter outlines the common categories that are used to discern program 
quality in STEM, traditional, and online programs.  The chapter then discusses and defines 
program evaluation and specifically program evaluation’s main pillars of merit, worth, and 
value.  The chapter concludes with a discussion about the need for this study for the evaluation 
of online graduate degree programs in STEM.  
Defining Online Learning and Quality 
Online learning. Online learning is defined as classes with at least 80% of the content 
delivery done online (Allen & Seaman, 2008). Ideally, these online courses are characterized by 
distributed control, with the instructor sharing control with the students (i.e., the students may 
review the lectures and content in the order they choose and/or the content is adapted depending 
on the student understanding displayed on transmission approach assessments) utilizing web-
based, multiple media (i.e., wikis, Moodles, Fliker, multiuser domains [MUDs], multiuser 
domain-object oriented [MOOs], streaming audio and video [i.e., podcasts], tutorial simulations, 
adaptive media [i.e., simulations, virtual environments, educational games]) to facilitate 
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knowledge building and interaction via synchronous (i.e., simultaneous conversations such as 
electronic chats via computer-mediated conferencing, audio-/video-conferencing, and Instant 
Messaging) and asynchronous (i.e., delayed-transmission like email, electronic bulletin boards, 
and digital document discussion environments) communication tools (Collison, Tinker, Elbaum, 
& Haavind, 2000; Dabbagh & Bannan-Ritland, 2005; Laurillard, 2002; Turkle, 1994). There are 
typically no face-to-face meetings during a course fully utilizing the online learning environment 
(Allen & Seaman, 2008; Hosie & Schibeci, 2005). Synonyms for the term “online learning 
environments” include: asynchronous learning networks, computer-based training, 
cyberlearning, web distance education, e-learning, telelearning, web-based learning, or virtual 
learning environments (Borgman et al., 2008; Dabbagh & Bannan-Ritland, 2005; Larreamendy-
Joerns & Leinhardt, 2006; Mason & Rennie, 2006). Online instruction and cyberlearning used in 
this study refer to any formal instruction that occurs in an electronic environment, mediated or 
facilitated via the use of single or multiple technologies and course management systems. Thus, 
this view is similar to that of Hiltz and Turoff, who assert that, “Online learning is a new process 
that is beginning to act as a complete substitute for both distance learning and the traditional 
face-to-face class” (Hiltz & Turoff, 2005, p.60).  
Quality. “Quality” is a conflict-ridden term because of its amorphous nature. Robert M. 
Pirsig in his book Zen and the Art of Motorcycle Maintenance: An Inquiry into Values describes 
this struggle: “I think that there is such a thing as Quality, but that as soon as you try to define it, 
something goes haywire…But even though Quality cannot be defined, you know what Quality 
is” (Pirsig, 2005, p. 207-208). Nevertheless, definitions have been attributed to “quality,” and 
this becomes especially important in evaluation. Scholars on evaluation theory, Robert Stake and 
Thomas Schwandt, assert that “Quality is a broad term that encompasses notions of merit, worth, 
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and significance” (Stake & Schwandt, 2006, p.404). Moreover, a commonly accepted definition 
of evaluation, discussed in greater detail later in this paper, is the investigation of an object in 
order to judge the merit (i.e., a program’s intrinsic quality) and worth (i.e., a program’s extrinsic 
quality) in order to assist in decision making (Fitzpatrick et al., 2004; Mertens, 1998; Patton, 
1997; Scriven, 1991).  
In addition to merit and worth, Michael Scriven emphasizes the external judgment of 
“consumers” on quality by stressing the need for evaluation focus on the impact of the evaluand 
from the viewpoint of the primary recipients of the program (Scriven, 1991). Scriven, who is 
credited with contributing greatly to the professionalization of the evaluation field and who is a 
proponent of the consumer-oriented approach, also adds a third area of value in his definition of 
evaluation and likens evaluation reports of quality to Consumer Reports in that evaluators must 
draw evaluative conclusions about the value for the consumers (Fitzpatrick et al., 2004; Mark et 
al., 2000; Mertens, 1998). Within this notion of consumer reports, Scriven emphasizes the 
external judgment of evaluation clients or recipients on quality by stressing the need to assure 
that “the product, when it reaches the consumer, will be highly satisfactory from the consumer’s 
point of view” (Scriven, 1991, p. 295). Scriven’s view is similar to quality management literature 
from engineering and business, which emphasizes product testing, quality and process control, 
quality assurance, and total quality management (Bennett, 1996; Dale, 2003). Thus, this study 
views evaluation as involving the three pillars of merit, worth, and value, as a vehicle used by 
programs and various stakeholders (including “consumers”) to discern quality of that particular 
program. 
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Quality Differences Between Traditional and Online Degree Programs:  
Considering the “No Significant Difference” Debate 
 
While these definitions regarding quality commonly include an emphasis on evaluating a 
product or outcome, scholars also warn that assigning indicators of quality based on stakeholder 
performance outcomes in education (i.e., achievement test scores) can lead to arbitrary 
generalizations that can be detrimental to education and social inquiry (Greene, 1999; Linn, 
2000; Ryan, 2002; Schwandt, 1996). Stake cautions, “I consider categorizing primarily a 
quantitative task and often a task leading to stereotyping” (Stake, 2007). Linda Darling-
Hammond adds that standards coupled with “accountability” systems have “often had 
unintended consequences that undermine access to education for low-achieving students rather 
than enhancing it” (Darling-Hammond, 2004, p. 1047). These consequences can be either 
negative or positive (Messick, 1989a, 1989b).  
However, within education, establishing common indicators of quality is a necessity 
because “historically, quality holds the key to academic acceptance” (Larreamendy-Joerns & 
Leinhardt, 2006, p. 579). This acceptance is especially important to online learning environments 
because of the trepidation among some in higher education that online education is jeopardizing 
the quality of higher education (Burbules & Callister, 2000; Larreamendy-Joerns & Leinhardt, 
2006; Rovai, 2003). This uneasiness about inferior quality has been further perpetuated by the 
research that has pitted “traditional” (i.e., on-campus, face-to-face) against “online” (i.e., web-
based) learning environments and thus resulted in a stalemate dubbed the “no significant 
difference” debate (Bernard et al., 2004; Caywood & Duckett, 2003; Christopher, Thomas, & 
Tallent-Runnels, 2004; Johnson & Aragon, 2003; Merisotis, 2001; Peterson & Bond, 2004; 
Swan, 2003). According to Larreamendy-Joerns and Leinhardt, the lack of significant results 
between online and traditional learning environments can be interpreted in three ways: “First, as 
 10 
evidence that online and in-classroom instruction are of equivalent quality, or that at least no 
harm is done in using online instruction; second, as evidence of the lack of innovation and 
pedagogical edge of online initiatives, and finally, as evidence of comparable mediocrity” 
(Larreamendy-Joerns & Leinhardt, 2006, p. 594).  
While higher education has been embroiled in this debate, negative consequences have 
ensued, including expanding diploma mills and gaps between faculty use and student 
expectations. One consequence has been the rapid expansion of diploma mills (Council for 
Higher Education Accreditation, 2006). These diploma mills, which promise secondary 
education degrees in as few as five days for inordinate fees, threaten to “undermine the value of 
learning and the educational standards by treating degrees as commodities, harming both 
academia and the public” (Ruhe & Zumbo, 2008, p. 5). Nancy Parker, who penned a chapter on 
quality control issues in The Theory and Practice of Online Learning Settings, cautions, “The 
appetite for allowing the marketplace to determine the outcomes in a wide-open, for-profit model 
is not large. Simply stated, it does not seem either ethical or efficient to leave students to bear the 
full risks for the product testing of online education ventures” (Parker, 2007, p. 393).  
Another consequence of the “no significant difference” debate is the potential gap 
between faculty use and student expectations. Faculty, like Michael Rappa, professor from North 
Carolina State University, have warned, “We have to expect that, with each academic year, 
students will come to us with the mindsets that have been increasingly shaped by the 
Internet…more will wonder why faculty aren’t taking advantage of the technology as much as 
they could” (Bisoux, 2007, p.25). Thus, once technologies are present, consequences for 
education will ensue regardless of the attitude toward and the use of technology by the 
instructors (Bruce, 1997; Burbules & Callister, 2000). In other words, as Nicholas Burbules and 
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Thomas Callister (2002) state, educational instructors and institutions “can no longer choose 
whether these technologies are educationally relevant or not. If they neglect them, that too 
becomes a decision with consequences” (p. 2).  
In addition, attending to issues of educational quality is especially appealing and 
important to STEM programs, as they have a lengthy history with and desire for monitoring 
program quality and formal program accreditation.  
History of Program Quality Monitoring in 
STEM Undergraduate Degree Programs 
 
While higher education quality assurance has received increased scrutiny under the 
shadow of reports from the U.S. Department of Education on academia, including 1) A Test of 
Leadership: Charting the Future of U.S. Higher Education from the Commission on the Future 
of Higher Education (U.S. Department of Education, 2006b); 2) the Action Plan for Improvement 
from the former U.S. Secretary of Education, Margaret Spellings (U.S. Department of Education, 
2006a); and 3) the most recent additions to the Higher Education Opportunity Act (U.S. 
Department of Education, 2008), program accreditation in traditional STEM programs is 
commonplace and is widely discussed in the literature. Quality monitoring within the STEM 
fields extends from the “quality management” traditions, which originated in manufacturing 
because of the desire and need to monitor product quality resulting from production increase and 
worker decrease during World War II (Bennett, 1996; Merna, 2008). As a result, this “quality 
management” emphasis in industry extended into engineering education. As Prados and his 
associates explain, engineering education in the United States developed from “the formal 
mathematical-scientific, school-based system developed in France and the apprenticeship system 
prevalent in England” (Prados, Peterson, & Lattuca, 2005, p. 166). Consequently, conflicts 
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emerged as institutions in higher education tried to balance quality monitoring from these 
competing views of formal schooling and practical experience. 
As a result, several engineering organizations, along with the Council of State Boards of 
Engineering Examiners, joined together to form an accreditation body known as the Engineers 
Council for Professional Development (ABET, 2009b; Prados, Peterson, & Lattuca, 2005). In 
1980, the Engineers Council for Professional Development became the Accreditation Board for 
Engineering and Technology (ABET) that is now known simply by the acronym (ABET, 2009b). 
The ABET sought to revamp the accreditation criteria to emphasize criteria for learning 
outcomes, objectives, and continuous program improvement. To meet that end, ABET adopted 
the Engineering Criteria 2000. Engineering programs must demonstrate proficiency for ABET 
accreditation in nine areas related to students, program educational objectives, program 
outcomes and assessment, professional component, curriculum, faculty, facilities, support, and 
other program criteria (ABET, 2009a).  
Through the ABET accreditation process, educational institutions and programs 
voluntarily undergo a review every six years to determine if these nine criteria are attained by the 
program (ABET, 2009b; Prados et al., 2005). Most postsecondary undergraduate programs, 
including the programs at Illinois in agriculture and engineering, comply with the ABET 
requirements. While these nine criteria are equally important to the overall process, criterion 
three (program outcomes and assessment) is often cited as the most challenging and important in 
program quality monitoring and subsequent accreditation (Dick & Deborah, 2003; Estes & 
Ressler, 2007; Felder, 2003; Kwok-Bun, 2007).  
While most undergraduate programs, including the STEM programs like engineering and 
agriculture at Illinois, desire to secure accreditation by ABET, the same formal accreditation 
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process has not transferred to graduate programs. Moreover, some in higher education have 
highlighted ABET’s criterion three as important to carryover to graduate programs and online 
programs (Bourne, Harris, & Mayadas, 2005; Rugarcia, Felder, Woods, & Stice, 2000). While 
there have been recommendations to carry this particular criterion forward into graduate 
programs, it has not happened at this time. Consequently, monitoring the quality and establishing 
quality indicators for STEM graduate programs falls squarely on the institutions and often the 
administrators of the traditional and online graduate programs. 
Program Quality Monitoring From Traditional  
and Online Graduate Degree Programs 
 
In general, the assessment of undergraduate and graduate courses has consisted of results 
drawn from surveys of student satisfaction and a self-assessment of learning via post-
participation surveys administered immediately following course participation or upon degree 
completion (Bath, Smith, Stein, & Swann, 2004; Hansen & Jackson, 1996; Johnson, Aragon, 
Shaik, & Palma-Rivas, 2000; Richardson & Swan, 2003). The process of program quality 
monitoring at any institution of higher education is complicated, but some literature does exist 
about commonly used frameworks and quality indicators for quality monitoring for institutions’ 
traditional and online learning graduate programs.  
Quality indicators for traditional learning graduate programs. As previously stated, 
the reauthorization of the Higher Education Opportunity Act (U.S. Department of Education, 
2008) pushed the interest in quality and development of formal accountability standards in 
higher education back into the spotlight (Lederman, 2008). In light of this desire for 
accountability standards for program quality monitoring coupled with the quest for moving past 
the “no significant difference” debate, it is particularly important for online programs to consider 
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what universities use to assess themselves traditionally beyond reputational rankings used by 
popular media like the U.S. News & World Report. In an attempt to move away from the 
problems of the “soft” criterion from measures like these of scholarly quality, the National 
Research Council (NRC) completed their 2009 survey on assessing research-doctorate programs 
(Ostriker, Kuh, & Voytuk, 2003).  
In 2009, the National Research Council (NRC) administered an assessment of doctoral 
programs, which replicated and expanded the 1995 study from the NRC. The 2009 study 
gathered data about institutional characteristics, program characteristics, program faculty 
characteristics, and student education and outcomes (Ostriker et al., 2003). The study included an 
all-faculty survey from which a random sample was drawn and rated to represent data from their 
particular fields. The University of Illinois at Urbana-Champaign participated in the 1995 and the 
2009 NRC studies (Ostriker et al., 2003; University of Illinois at Urbana-Champaign, 2009). 
While the NRC study was aimed at doctorate programs, the measures and quality indicators used 
to generate data on reputation, faculty research, and student experiences are often used in studies 
of quality in graduate education regardless of the level of degree (Brooks, 2005; Perry, 1994). In 
fact, some literature from agriculture and engineering suggests that reputational and quality 
rankings are more dependent on the highest degree offered by the institution (that being the 
Ph.D. at Illinois) rather than rankings of undergraduate or Master’s degree programs (Mark, 
Lusk, & Daniel, 2004; Perry, 1994; Zhang, 2005).  
The 2009 study collected data about the most important program quality indicators from 
a list of 21 quality indicators. These quality indicators were drawn from previous research and 
the previous NRC study and are the most commonly cited in the literature for all graduate 
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education (Ostriker et al., 2003). In particular, the quality indicators included topics separated 
into three categories, including faculty, student, and program characteristics.  
Faculty quality indicator questions were related to issues of the number of publication 
and citations, amount of extramural research grants, experience with interdisciplinary work, 
percentages of diversity in terms of racial/ethnic and gender groups, and the number and types 
honors and awards awarded by peers. Student quality indicator questions were related to issues 
of the median Graduate Record Examination (GRE) scores; percentages of students having 
financial support and fellowships; numbers of publications and presentations; and percentages of 
diversity in terms of racial/ethnic, gender, and international groups. Finally, overall program 
quality indicator questions were related to the number of degrees granted, percentages of 
students completing a degree, time to degree, logistics of student job placement after graduation, 
percentages of students with work space, health insurance, and the number of student support 
and activities provided by the institution or program (Ostriker et al., 2003).  
To study the presence of these 21 quality indicators, the NRC asked associated program 
faculty and students to rank the three most important quality indicators and then narrow their 
lists to the top two categories (Ostriker et al., 2003). Thus, these NRC studies have been cited as 
having one of the most rigorous designs and complete listings of the quality  indicators as they 
relate to graduate degree programs situated in the traditional learning setting (Brooks, 2005; 
Ostricker et al., 2003).  
Quality indicators from online learning graduate programs. As discussed previously 
in this paper, the establishment of quality indicators for online programs is especially important 
for legitimacy and moving past the “no significance difference” debate (Phipps & Merisotis, 
2000; Ruhe & Zumbo, 2008; Seok, 2007). Prior literature suggests that norms for online 
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programs must be created before outcomes can be asserted, and this is commonly done by using 
quality indicators or benchmarks from an institution’s traditional learning programs or using 
established quality frameworks for online learning environments (Larreamendy-Joerns & 
Leinhardt, 2006; Rovai, 2003). Currently, there are no formal standards or quality indicators in 
the field of traditional or online learning in graduate studies, but a number of quality frameworks 
commonly referenced in the literature have been used to monitor quality of online learning 
(Phipps & Merisotis, 2000; Ruhe & Zumbo, 2008; Seok, 2007). The most commonly referenced 
frameworks in the literature include: (a) Quality on the Line from Institute for Higher Education 
Policy (Phipps & Merisotis, 2000), (b) Quality Matters from the University of Maryland 
(MarylandOnline, 2008; Sener & Shattuck, 2006), and (c) The Elements of Quality Online 
Education and the Five Pillars from the Sloan-Consortium (Bourne & Moore, 2003, 2004; 
Moore, 2005). These online frameworks are briefly described in the narrative below.  
First, the Quality on the Line document was one of the first documents of its kind that 
delineated common quality indicators specifically for online education (Phipps & Merisotis, 
2000). To establish these quality indicators, the Institute for Higher Education Policy (IHEP) 
conducted a case study in three phases. Phase one included a literature review to compile the 45 
quality indicators. These quality indicators were then dispersed into several categories dealing 
with institutional support, course development, student and faculty support, and evaluation and 
assessment (Phipps & Merisotis, 2000). The study then identified six institutions with 
“substantial experience in distance education,” and conducted institutional site visits and survey 
administration for the final two stages of the case study. The University of Illinois at Urbana-
Champaign was one of the six institutions selected and used in this case study (Phipps & 
Merisotis, 2000).  
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The next framework widely discussed in the literature is the Quality Matters (QM) 
project from the University of Maryland. This framework outlined by the QM project plays more 
of a “self-evaluation” role than the other two frameworks in this section (MarylandOnline, 2008; 
Sener & Shattuck, 2006). The QM project, sponsored by a consortium of community colleges 
and institutes known as MarylandOnline, seeks to help programs measure course quality. The 
program touts a “faculty-centered, peer review process that is designed to certify the quality of 
online and blended courses” (MarylandOnline, 2008). To evaluate the quality of online 
programs, the QM project sets forth eight parts in their evaluation rubric for individual 
instructors and programs to rate their degree of efficiency and quality. These eight parts include 
items related to the quality of the course materials, learning objectives, assessment, resources and 
materials, interaction, technology, support, and accessibility.  
Finally, the Sloan Consortium (Sloan-C) framework has been used in exploring the 
potential of online education and has been used in the STEM fields like engineering (Bourne, 
Harris, & Mayadas, 2005). Within the Sloan-C framework, there are five overarching categories 
that are used to look at quality in online learning. Referenced as the Five Pillars, these included 
(a) faculty satisfaction, (b) student satisfaction, (c) cost effectiveness, (d) access, and (e) student 
learning effectiveness (Bourne et al., 2005; Sloan Consortium, 1997). Similar to the two 
previously discussed frameworks from IHEP and the QM program, the Five Pillars can be used 
to explore programs at the macro level of the overall program or at the micro level of individual 
courses. This makes it particularly appealing for programs like those from the STEM fields that 
have a traditional preference for accreditation. In fact, Bourne and his colleagues from the Sloan 
Consortium recently highlighted how criterion three in the ABET competencies can be satisfied 
by online educational offerings and organized by the Five Pillars (Bourne et al., 2005). 
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Obviously, this is of particular interest to graduate programs because of the reported movement 
of using criterion three with graduate degree programs, and the problems programs reported 
regarding covering this particular criterion (Dick & Deborah, 2003; Estes & Ressler, 2007; 
Felder, 2003; Kwok-Bun, 2007). Therefore, using online learning to fulfill the requirements of 
criterion three, particularly as programs look to expand the criterion from undergraduate to 
graduate programs, seems forthcoming.  
While some studies and recent dissertations have summarized either one or all of these 
aforementioned frameworks from different learning environments, there are no set standards or 
quality indicators in use or evaluation of these processes particularly in online degree graduate 
programs (Law et al., 2002; Rovai, 2003; Tallent-Runnels et al., 2006). Therefore, to emphasize 
the distinctiveness and complexity of the context of the study, it was important to understand the 
organization that houses the programs. For this purpose, program quality monitoring processes of 
graduate degree programs at the University of Illinois were explored. 
Program Quality Monitoring of Graduate Degree 
Programs at the University of Illinois 
 
The University of Illinois graduate degree programs in engineering and agriculture are 
highly ranked, with the graduate engineering programs at Illinois ranked in the top six nationally 
in the U.S. News & World Report in 2009 and individual program rankings of six in mechanical 
engineering and three in agriculture (U.S. News & World Report, 2009). As previously 
mentioned, no formal information or quality indicators are available about how online programs 
in engineering and agriculture at the University of Illinois are monitored. However, according to 
the administrators of online programs associated with these engineering and agriculture 
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programs, undergraduate and graduate quality monitoring methods for the STEM programs at 
Illinois are similar to the methods discussed above.  
First, the undergraduate STEM programs at Illinois, including agriculture and Mechanical 
Engineering, currently participate in and are accredited by the ABET program. Moreover, at the 
graduate level, the University of Illinois participated in the aforementioned NRC surveys in 1995 
and 2009 (Ostriker et al., 2003; University of Illinois at Urbana-Champaign, 2009). Further, as 
previously mentioned, Illinois was one of six institutions selected for the IHEP benchmark study 
(Phipps & Merisotis, 2000). In addition, for both traditional and online “off-campus degree 
programs” (defined as programs with more than one half of the graduate units being 
administered off-site), there is a five-year review process which the Graduate College Committee 
on Extended Education and External Degrees (CEEED) oversees (University of Illinois at 
Urbana-Champaign, 2002a, 2002b).  
While the CEEED review at Illinois call for programs to identify their program 
evaluation, no formal guidance is provided on what constitutes program evaluation and/or what 
quality indicators or measures are used to assess these programs. Moreover, the online programs 
involved in this current study provided data drawn from the CEEED review over the last three 
years. The surveys were inconsistent, thereby requiring this research to develop common quality 
indicators from the literature and from the commonly used resources associated with program 
monitoring in STEM degrees in online and traditional learning settings.  
Considerations for Developing Common Quality Indicators 
While some studies and recent dissertations have summarized either one or all of these 
aforementioned frameworks and investigated them with student satisfaction rates (Clawson, 
2007; Martinez, Shijuan, Watson, & Bichelmeyer, 2006) and needs assessments for students and 
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universities (Flowers, 2000), none have referenced them in conjunction with quality indicators 
used in traditional learning environments or with STEM programs. This section of the literature 
review will discuss the process commonly used in developing indicators of quality, the 
limitations of using the previously discussed traditional and online program quality indicators in 
isolation, and the justification for using and combining the quality indicators from the ABET, 
NRC, and the online frameworks to guide this particular study. 
First, it is important to explore the process commonly used in developing quality 
indicators in order to develop a richer understanding of the factors which can contribute to, or 
thwart, the development of programs (Scrivens & Iasiello, 2008). The Organisation for 
Economic Co-Operation and Development (OECD) defines an indicator as a “quantitative or 
qualitative factor or variable that provides a simple and reliable means to measure achievement, 
to reflect the changes connected to an intervention, or to help assess the performance of a 
development actor” (OECD, 2002, p. 25). One of the most commonly used processes to identify 
indicators of quality is benchmarking, which is a process of defining best practices in an industry 
to assist in performance (Francis & Holloway, 2007; Voss et al., 1997).While benchmarking is 
commonly used in engineering and business as an optimization tool for management, more 
educational researchers and institutions have used it as well, specifically for quality control 
issues (Phelps, 2001; Resnick et al., 1995). For instance, Richard Phelps used benchmarking to 
discuss quality control in curricular processes with Third International Mathematics and Science 
Study (TIMSS) and to underscore his conclusion that “quality control must be more difficult in 
the absence of common standards” (Phelps, 2001, p. 426). Before developing these categories for 
common quality indicators, it was important to consider the limitations and benefits of using the 
frameworks and quality indicators previously discussed in the literature.  
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There were some limitations for using the quality indicators in isolation from the ABET, 
NRC, and the online frameworks. The ABET and NRC programs are aimed at probing the 
perceived program quality of undergraduate and doctorate programs of traditional learning 
programs, which obviously does not directly align with evaluating online Master’s degree 
programs proposed in this study. The IHEP, Quality Matters, and Sloan-C frameworks did focus 
on online practices, but these were not focused specifically in the STEM fields and failed to 
probe some specific questions related to quality indicators used in traditional learning 
environments. Therefore, it became apparent that using and combining these quality indicators 
from traditional and online sources would be better than isolating the frameworks.  
There were three advantages to using and combining some of the quality indicators from 
the ABET, NRC, and the online frameworks in order develop the quality indicators for this 
study. First, while the ABET criteria were established for the undergraduate programs, some 
researchers have suggested that there is significant value in extending these ABET criteria into 
graduate programs and specifically for those online (Bourne et al., 2005). For instance, Bourne 
and associates point to the competency quality indicators outlined in Criterion Three, “Student 
writing abilities should be enhanced [through online], since writing is a critical element in 
communicating online; further, lifelong learning abilities should be enhanced since online 
education should be available throughout graduates’ lifetimes” (Bourne et al., 2005, p. 24).  
Secondly, while it is true that the NRC study was targeting doctorate programs, the 
measures and quality indicators used to generate data on reputation, faculty research, and student 
experiences are often used in studies of quality in graduate education regardless of the level 
(Brooks, 2005; Perry, 1994). Moreover, some literature particularly from STEM fields like 
agriculture and engineering suggest that reputational and quality rankings are dependent on the 
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highest degree offered by the institution (that obviously being the Ph.D. at Illinois) rather than 
the curricular program (Mark et al., 2004; Perry, 1994; Zhang, 2005). In addition, because of the 
importance of online programs establishing quality indicators similar to their traditional 
counterparts, the strength of the NRC study was that it offered a credible source for higher 
education quality indicators that was “widely accepted, quoted, and utilized as an authoritative 
source of information on the quality of [graduate] programs” (Ostriker et al., 2003, p. 1). 
Finally, the online frameworks (including the IHEP, Quality Matters, and Sloan-C) are 
widely used in the field to explore the quality indicators. These frameworks were developed by 
groups commissioned by such organizations as the National Education Association; Blackboard, 
Inc.; and Sloan Consortium; they were charged with investigating the quality indicators in online 
learning. However, as previously mentioned, it is insufficient to solely concentrate on quality 
indicators from the online or traditional learning environments. Further, there is great trepidation 
in the field that online education is compromising the quality of higher education. Therefore, it is 
important to collect data about quality indicators from both environments to establish common 
indicators of quality in order to truly extend beyond the no significant difference debate.  
Specifically, the quality indicators from the IHEP study were deemed appropriate because they 
concentrated on quality indicators in online learning of an overall program. Consequently, it was 
important to explore quality indicators from all three of the areas of STEM, traditional, and 
online learning programs. 
 23 
Seven Common Quality Indicator Categories to Determine Program Quality  
Empirical research suggests that there are seven common quality indicator categories that 
are used to discern program quality in STEM, traditional, and online programs (depicted in 
Figure 1 below): (a) institutional support and structure, (b) course development and structure, (c) 
teaching/ learning process, (d) student support and characteristics, (e) faculty support and 
characteristics, (f) evaluation and assessment, and (g) student learning outcomes in STEM. These 
categories frame this study to provide a more comprehensive understanding of the intersection of 
the different quality indicators that organize an online program (Bourne et al., 2005; Dick & 
Deborah, 2003; Phipps & Merisotis, 2000; Martinez et al, 2006; Ruhe & Zumbo, 2008; Seok, 
2007; Sloan Consortium, 1997; Sener & Shattuck, 2006; Sherry, 2003).  
 
Figure 1. Common quality indicator categories to determine program quality.  
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For institutional support and structure, this quality indicator category references 
activities done to facilitate the online experience, including the online technological 
infrastructure, security, and support in the use of these activities referenced in the IHEP (Phipps 
& Merisotis, 2000) and Sloan 5-Pillars documents (Sloan Consortium, 1997). In addition, from 
the NRC studies, degree programs situated in the traditional learning setting are needed to cover 
more policy-oriented concerns, and these should be included within this category. Other NRC 
items also related to time to degree, numbers of online degrees, and student completion rates are 
also included in this quality indicator category (Ostriker, Kuh, & Voytuk, 2003).  
For course development and structure quality indicator category, courseware mechanisms 
and material produced by faculty, field experts, or commercial entities to facilitate online 
learning are included in the IHEP and Quality Matters documents. Also included are items 
regarding periodic course review to ensure people meet the instructional strategies recommended 
by the Quality Matters document. Course information regarding the expectations between the 
program, faculty, and students are also covered under this quality indicator category, as this was 
included in the NRC study. In addition, course structure includes items related to the policies and 
procedures that are in place to support online students (i.e., course objectives, library and online 
support resources, and response time). Finally, items are added that were encompassed within all 
of the online frameworks. These items explore reactions to access to supplemental course 
information, library resources, and pre-participation counseling.  
The teaching and learning process quality indicator category references the pedagogical 
activities done to promote teaching and learning (i.e., interactivity, collaboration, and structure of 
learning opportunities). Prior literature suggests that students’ learning in the online setting is 
particularly influenced by the quality of instruction and by the interaction facilitated by the 
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course (Aragon, 2003; Rovai, 2002b; Rovai & Downey, 2009; Tallent-Runnels et al., 2006). This 
interaction should encompass both teacher-to-student and peer-to-peer connectedness and 
collaboration (Tallent-Runnels et al., 2006). This feeling of connectedness is said to have 
significant impact in causing programs to have higher student retention rates, which is credited 
as a critical piece of the success of an online learning program (Aragon, 2003; Rovai, 2002b; 
Rovai & Downey, 2009). In addition to the interaction piece, IHEP included quality indicator 
items related to the facilitation and availability of technology to provide the means for direct 
feedback from the instructors regarding student questions and assignments.  
For student support and characteristics, student support refers to quality indicators about 
university resources and expectations which are equally accessible and understood by students 
(i.e., admissions and financial and technical assistance), as referenced in the IHEP. However, 
pre-admission personal student achievement, student financial support, and demographic 
information are left out of this quality indicator category in the online frameworks. Student 
support issues from the NRC study regarding degree completion and student placement include 
items related to the number of degrees granted over the last three years, the percentage of 
completion, time to degree, student placement post-graduation, and the number of student 
support activities at either the institution or program level (Ostriker et al., 2003). Additionally, 
quality indicators related to students from the NRC study were also added and included the 
median of GRE scores, percentage of students receiving full financial support, percentage of 
students with portable fellowships, number of student publications and presentations, 
racial/ethnic diversity of the student population, gender diversity of the student population, and 
the percentage of international students (Ostriker et al., 2003). 
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The quality indicator category associated with program faculty support and 
characteristics includes two parts. For faculty support, included from IHEP are items associated 
with program support activities offered for faculty development (i.e., available support and 
training for faculty transitioning to online environments). In addition, faculty characteristics 
include the volume of scholarly work (i.e., number of publications, funded grants) and the 
demographic personal quality indicator categories probed by the NRC studies. The seven quality 
characteristics in the NRC study related to faculty characteristics include questions about the 
importance of the number of publications, number of citations, receipt of extramural research 
grants, interdisciplinary work, racial/ethnic diversity, gender diversity, and reception by peers of 
a faculty member’s work as measured by honors and awards (Ostriker et al., 2003; University of 
Illinois at Urbana-Champaign, 2009). 
The quality indicator category of evaluation and assessment includes characteristics 
related to policies and procedures addressing how evaluation and assessment is conducted at the 
institutional and program level (i.e., outcomes assessment and data collection). From the IHEP 
study, this quality indicator category includes items related to an explicit evaluation plan on the 
teaching and learning process, and student learning outcomes are outlined and shared with 
multiple audiences at periodically. Finally, information on data collection and communication of 
data regarding enrollment, costs, student achievement, and faculty sharing of 
successful/innovative uses of technology are included within this quality indicator category.  
Finally, the quality characteristics associated with the student learning outcomes in STEM 
quality indicator category specifically deal with Criterion 3 from ABET from the STEM fields. 
Criterion three (related to program outcomes and assessment) is often cited as the most 
challenging and important in program quality monitoring and subsequent accreditation by 
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undergraduate programs and has been widely discussed as being moved to the graduate programs 
(Dick & Deborah, 2003; Estes & Ressler, 2007; Felder, 2003; Kwok-Bun, 2007). Items related to 
this quality indicator category are about students’ learning outcomes attained that are related 
specifically to the STEM fields resulting from program participation. Hence, the quality indicator 
category specifically reviews students’ ability to apply knowledge, design and conduct 
experiments, interpret data, and understand professional and ethical responsibility in STEM.  
While all or some of these quality indicator categories are commonly understood and 
explored in the literature, the way to evaluate the attainment of these quality indicator categories 
has not been fully developed. Therefore, there is a critical need for this type of information (Law 
et al., 2002; Rovai, 2003; Tallent-Runnels et al., 2006). 
 
The Call for Improved Program Quality Indicator  
Development and Evaluation 
Most scholars report a dire need for improved evaluation and assessment, particularly in 
online learning, because few higher education institutions have written guidelines or policies on 
online learning (Law et al., 2002; Rovai, 2003; Tallent-Runnels et al., 2006). Law and associates 
contend, “While many researchers describe similar outcomes for on-line classes and, by 
extension, entire on-line degree programs, their analyses often call for further investigation and 
development of a clearly articulated set of criteria for consistent evaluation across programs” 
(Law et al., 2002, p. 83). Further, this lack of attention to program evaluation and quality 
indicator development within higher education is one of the key factors which contributes to the 
failure of some online programs nationally and globally (Rovai & Downey, 2009).  
In a meta-analysis of the research on online learning and teaching, Tallent-Runnels and 
her colleagues concluded, “Clearly, more well-designed research is needed on online 
courses…many of the studies that we reviewed did not follow rigorous designs” (Tallent-
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Runnels et al., 2006, p. 117–118). They also noted that most of the studies in their review were 
focused on student and faculty preferences and self-reports. This widespread lack of information 
on evaluation is further supported by Jamie P. Merisotis (2001), one of the co-authors of the 
widely used Quality on the Line document from the Institute on Higher Education Policy. He 
concluded that most of the literature on online distance education had four primary weaknesses:  
First, much of the research does not control for extraneous variables and therefore cannot 
show cause and effect. Second, most of the studies do not use randomly selected subjects. 
Many of the published studies reviewed used intact groups (such as an entire class of 
students) for purposes of comparison. Third, the validity and reliability of the instruments 
used to measure student outcomes and attitudes, such as questionnaires and surveys, are 
questionable. And fourth, many studies do not adequately control for the feelings and 
attitudes of the students and faculty—what educational research refers to as ‘reactive 
effects’—which can sometimes skew the findings by providing short-term or temporary 
benefits that are not sustained over the span of the educational programme. (Merisotis, 
2001, p. 591)  
This lack of quality evaluation and reporting is where the field of program evaluation 
becomes important, because as Bob Stake asserts, “The basic content question for all program 
evaluation, explicit or tacit, is: What is the quality of this program?” (Stake, 1997, p. 56). 
However, there is very limited information about what practices are being employed or which 
quality indicators are being used in program evaluation of online learning degree programs. 
Therefore, it is important to define program evaluation in order to probe the study questions 
posed for this study and create quality indicators for the evaluation.  
Defining Program Evaluation 
Most experts cite the increase in attention to modern program evaluation as resulting in 
response to the expansion of applied social science research during World War II (Fitzpatrick, 
Sanders, & Worthen, 2004; Lagemann, 2002). It is important to define program evaluation and 
explore the three purposes in evaluation, including merit, worth, and value.  
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A commonly accepted definition of evaluation is the investigation of an object in order to 
judge the merit and worth in order to assist in decision making (Fitzpatrick et al., 2004; Mertens, 
1998; Patton, 1997; Scriven, 1991). Patton distinguishes these terms as: 
Merit refers to the intrinsic value of a program, for example, how effective it is in 
meeting the needs of those it is intended to help. Worth refers to the extrinsic value to 
those outside the program, for example, to the larger community or society. (Patton, 
1997, p. 65)  
In addition to investigating the merit and worth of a program, Michael Scriven adds a 
third area of value in his definition of evaluation, which refers to the cost of a program (Scriven, 
1993). Obviously, these three pillars are related, but there are differences that distinguish them as 
well, including overarching questions posed, process, and factors.  
Merit. First, in exploring the merit or intrinsic quality indicators, it is important to collect 
data for an evaluation in order to address how well a program is meeting the needs of the 
intended recipients. In the online context, data would be collected to probe the rudimentary 
question of, “How well does the online program serve the needs of the students who are the 
primary recipients of the program?” While collecting data to document merit is indeed important, 
standards for comparison are particularly important for assessing this pillar for a program 
(Weiss, 1998). Weiss states, “Once having collected evidence on process and outcomes, the 
evaluation assesses the merit of the program by comparing the evidence to some set of 
expectations” (Weiss, 1998, p. 5). For instance, if student achievement data collected regarding 
an online program indicate that the students are knowledgeable about and can produce projects 
with the engineering content covered by the online degree program, we could assume that the 
program according to these quality indicators indeed has merit. Therefore, factors possibly 
associated with the term of merit could include the quality indicators related to student learning 
outcomes, student support and characteristics, and the teaching and learning process. 
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Worth. Secondly, in exploring the worth or external quality indicators, it is vital to look 
at the contribution of the program to a wider audience beyond the immediate users (i.e., the 
students). Donna Mertens offers that a program or evaluator wanting to probe the issue of worth 
might ask “Is what your program does important?” (Mertens, 1998, p. 220). For example, if the 
institution which houses the online program has an overall mission to produce students who are 
competent in the learning objectives, then this would signify that the program also has worth to 
the institution. However, if the faculty, STEM community, or society in general view that the 
learning objectives are inadequate or obsolete or that their growth as instructors as undervalued, 
the worth of the program would be lacking to this audience or stakeholder group. Therefore, 
questions related to gauging the worth in the online context would include, “What does the 
online program accomplish for the wider institution beyond the students? What is this 
importance or worth, and to whom?” While these more extrinsic value factors would be clearly 
related to the intrinsic quality indicators, they are nevertheless distinct. In this online context, 
quality indicators could include institutional support and structure, course development and 
structure, and faculty support and characteristics.  
Value. Finally, in exploring the value or cost indicators of program quality, it is helpful 
to first look at what is meant by the term “value.” Scriven, who believes that evaluators must 
draw evaluative conclusions about the value for the consumers, focuses on the assessment of 
value as cost. This is evident from his statement about a proposed evaluation of the Radnor 
Middle School Humanities Curriculum:  
It’s not enough that they have some value; the key question is whether they have enough 
value to compete with a direct approach…do it directly or competently or let them read 
about it and save yourself $100000 a year (Scriven, 1981, p. 36–37, emphasis in 
original). 
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Thus, the overarching question that needs to be addressed by this category is “Do the 
online degree programs have enough value to compete with a traditional degree program?” 
Value can be broken into two categories for analysis in evaluation, including cost-benefit and 
cost-utility (Levin, 1988). Henry Levin distinguishes these as, “Cost-benefit assesses outcomes 
in terms of their monetary value, and cost-utility evaluates outcomes in terms of their subjective 
value to the decisionmaker” (Levin, 1988). 
According to Levin and McEwan, the benefit of including value from the cost-benefit in 
evaluation is that it allows for quick program comparison from different fields outside of 
education (Levin & McEwan, 2003). In addition to monetary considerations in cost benefit in 
value, cost-utility gauges the personal value that individuals in the evaluation assign to their 
preferences on a given subject (Levin 1998; Levin & McEwan, 2003). Under this, Scriven’s 
additional considerations of costs outside of monetary capital, including psychological, space, 
and opportunity costs of a program, should be considered in evaluating value as well (Scriven, 
1993). Thus, by using cost-benefit and cost-utility to gauge value, some concerns of ambiguity in 
simply using financial capital to gauge value can be assuaged, and it can promote the 
participation of stakeholders like decision- and policy-makers (Levin & McEwan, 2003). 
Therefore, quality indicators that encompass value in online learning could include items related 
to cost-effectiveness, equal access to resources, and other budgetary considerations that were in 
the institutional support and structure and evaluation and assessment categories.  
The Need for Identifying the Quality Indicators for Evaluation 
There is no organization or formal evaluation procedures or quality indicators available 
publicly at this time at the University of Illinois or in higher education in general regarding 
online learning degree programs (Law et al., 2002; Merisotis, 2001; Rovai, 2003; Tallent-
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Runnels et al., 2006). While there are some evaluations on individual online graduate classes 
(e.g., Blumberg et al., 2009; Rovai, 2002b) or on single delivery mechanisms like weblabs or 
virtual labs (e.g., Bhargava et al., 2006; Selmer, Kraft, Moros, & Colton, 2007), but searching for 
evaluations of completely online STEM graduate programs, specifically in the areas of 
engineering and computer sciences, yielded very few results. Also lacking are quality indicators 
used to make evaluative judgments, specifically in online learning for graduate programs. 
Michael Patton stresses, “Judging quality requires criteria. Credibility flows from those 
judgments. Quality and credibility are connected in that judgments of quality constitute the 
foundation for perceptions of credibility” (Patton, 1997, p. 542). While quality indicators are 
outlined for the undergraduate accreditation in STEM through ABET, for the traditional 
doctorate programs in the NRC surveys in 1995 and 2009, and for online programs through 
frameworks like IHEP’s Quality on the Line document, it is unclear what practices are actually 
used in evaluating traditional or online learning graduate degree programs in higher education, 
which quality indicators are used to assess quality in cyberlearning environments for different 
STEM programs, and how different stakeholder audiences view the relative importance of these 
quality indicators in online graduate degree programs from different STEM fields.  
Therefore, at the conclusion of this study it was important to organize the common 
quality indicators discussed in empirical research that are used to discern quality in STEM, 
traditional, and online programs. This work was important and useful in three key ways. First, 
the conceptual argument for developing quality indicators is for better articulation and 
understanding of what is comprised in quality programs in order for evaluation and improvement 
to occur (Bourne et al., 2005; Dick & Deborah, 2003; Phipps & Merisotis, 2000; Martinez et al., 
2006; Ruhe & Zumbo, 2008; Seok, 2007; Sloan Consortium, 1997; Sener & Shattuck, 2006; 
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Sherry 2003). While the literature suggests that these quality indicators are related to quality 
programs, there is no guidance on what constitutes high quality evaluation within these contexts 
or what quality indicators should be used to guide this evaluation.  
Second, identifying these quality indicators will help the researcher and the field to move 
toward a richer understanding of what is currently happening and revered in the complex process 
of evaluating online learning programs in STEM. While I believe that the quality frameworks 
have a purpose and are useful for organization in some ways, the blurring of what is evaluated 
dilutes the process and is detrimental to the programs as well as the field of evaluation. By 
combining the quality indicators from online, traditional, and STEM fields, it should be 
understood that this process and study should ultimately represent the ways in which evaluation 
practices quality indicators are and could be implemented in order to accomplish the goals of the 
programs and institution.  
Finally, developing these quality indicators will serve to structure the study and process 
in a transparent and relevant way (Henry, 2001; Patton, 1997). Research on metaevaluation, the 
process the Joint Committee on Standards for Evaluation states is “the evaluation of evaluation,” 
suggests that in order to systematically review the quality of the evaluation, criteria of quality or 
quality indicators should to be established (Cooksy & Caracelli, 2009; Joint Committee on 
Standards for Educational Evaluation, 1994). The development of this these common quality 
indicators will assist with this study and in future research in not only online learning but also in 
traditional and hybrid courses as well. 
Therefore, this study had a fourfold purpose. This study documented what practices were 
used in evaluating online learning graduate degree programs in STEM at the University of 
Illinois, which quality indicators were used to assess quality in cyberlearning environments for 
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different STEM programs, how different stakeholders used and viewed the importance of these 
quality indicators in their online degree programs, and in what ways these quality indicators can 
be used to develop a way to conduct evaluation at the University of Illinois. The methods used in 
collecting this information are explained in the next chapter.  
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CHAPTER 3 
METHODOLOGY 
Investigating the quality of a program’s evaluation in terms of current processes and 
standards of practice requires a thorough review and familiarity with the context, system, and 
members that operate within this structure. To meet that end, this study used several strategies to 
identify the (a) evaluation practices used in evaluating online learning graduate degree programs 
in higher education, (b) quality indicators used to assess cyberlearning environments for different 
STEM programs, and (c) rankings by different stakeholder audiences of the relative importance 
of these quality indicators in online graduate degree programs from different STEM fields. This 
study used a mixed-methods approach, because it was amenable to the overarching goals of this 
research, allowing the researcher to emphasize the distinctiveness and complexity of the 
programs and processes while seeking to capture the different types of evaluation activities 
conducted and quality indicators used and valued by myriad stakeholders associated with the 
programs. By using an adaptation of Creswell’s sequential design, the data sources in the phases 
were able to be administered and analyzed before going onto the next phase (Creswell, 2009) 
which added to the researcher’s understanding of the programs and the viewpoints of the 
different stakeholders.  
This chapter offers an overview of the research design, including the justifications for 
conducting a mixed-methods study; a synopsis of the instrumentation, sampling, and analysis 
used to collect and analyze data; and a summary of the characteristics of the sampled programs 
in this study. 
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Research Design 
This research effort was conducted by using a mixed-methods approach to explore the 
evaluation practices of three University of Illinois online Master’s degree programs in the STEM 
fields of agriculture and mechanical engineering. This study consisted of five sequential phases, 
adapted from Creswell’s sequential exploratory design and depicted in Figure 2 below (2009). 
Data were collected and analyzed in sequence during the late fall of 2009 and the spring, 
summer, and fall semesters of 2010. First, a comprehensive document review was conducted, 
and the data were analyzed. In conjunction with this document review, interviews with the 
program administrators were conducted and analyzed to investigate current evaluation practices 
and quality indicators used and to check the applicability of the quality indicators and items 
established for the surveys. The second phase included administering a survey with parallel 
forms to both online students and faculty to gather information about the presence and 
importance of these practices and quality indicators and then analyzing these data. While the 
surveys were primarily quantitative in nature, some qualitative data were also collected. Faculty 
and student interviews were conducted after survey administration in phase two. The third phase 
included an administrator survey in order to probe current practices and to gauge administrators’ 
feedback on the quality indicators. Finally, the quality indicators were developed and organized. 
 
Figure 2. Depiction of the five-phased, sequential data collection strategy adapted from 
Creswell’s mixed-methods designs (Creswell, 2009, p. 209). The separate arrow boxes indicate 
that the activities were conducted and analyzed sequentially. In this adaptation, qualitative and 
quantitative data are given equal status, noted by the capital letters.  
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The mixed-methods approach was used because it was amenable to the overarching goals 
of this research, allowing me to emphasize the distinctiveness and complexity of the programs 
and processes while seeking to capture the different types of evaluation activities conducted and 
quality indicators used and valued by myriad stakeholders associated with the programs. This 
approach and the programs were purposively selected to allow me to more thoroughly 
investigate the research questions for this study:  
1.  What are the evaluation practices and quality indicators being used within and across 
online graduate programs from the various STEM fields? 
2.  How do these evaluation practices and quality indicators compare with those 
recommended and used by professional organizations and on-campus traditional STEM 
graduate programs? 
3.  How do varying stakeholder groups rate the relative importance of these evaluation 
practices and quality indicators? and  
4.  How would a comprehensive set of quality indicators be framed to effectively structure 
future evaluation in online STEM graduate programs?  
The four research questions and research methods were organized within the different 
stages of the study from late fall of 2009 through the fall semester of 2010 (see Table 1 below). 
The overall study utilized a multiple-methods approach, meaning that multiple measures and 
data sources were collected, analyzed individually, and compared as a means of gleaning trends 
shared among the phases of the study (Greene & Caraceli, 1997; Tashakkori & Teddlie, 2003). 
The type of design employed in this study reflects what Croswell (2009) describes as “sequential 
design,” with each phase being administered and analyzed before going to the next phase. This 
was done for the purpose of what Caracelli and Greene (1997) refer to as “complementarity,” 
where results from the different phases are collected to provide detail to “illustrate” findings 
generated from the different phases of the study. 
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Table 1 
Research Questions and Methods 
 Research questions 
Methods Q1: Current practice
Q2: Comparison of practice 
and recommendations Q3: Ratings 
Q4: Quality 
Indicator 
Development
     
Phase I (Fall 2009) 
 
Document review & administrator 
interviews 
X X   
 
Phase II (Spring – Summer 2010) 
 
Faculty and student surveys and 
interviews 
X X X  
 
Phase III (Fall 2010) 
 
Administrator survey X X X  
 
Phase IV (Late Fall 2010) 
 
Quality Indicator Development    X 
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The methods were implemented sequentially, beginning with the document review and 
administrator interviews and culminating in the quality indicator development. While some 
paradigmatic purists suggest that using mixed methods in a single study renders the study flawed 
because of the incompatibility of quantitative and qualitative methods (Teddlie & Tashakkori, 
2003), I believe that both types of methods were useful in terms of the lens that each offered in 
this study (Greene & Caracelli, 2003).  For the quality indicator development and final analysis, 
a form of “parallel mixed analysis” was used, meaning that quantitative and qualitative data were 
performed separately and prioritized equally during the analysis of each data source and then 
integrated where appropriate to answer the questions (Onwuegbuzie & Teddlie, 2003, p. 365). 
First, I analyzed existing program materials that document evaluation practice and use in 
the latter part of the fall 2009 and beginning of the spring 2010 semesters. These documents 
included syllabi, student grades, institutional information (i.e., from the Committee on Extended 
Education and External Degrees [CEEED] review), student data, and student surveys created and 
used by the program. In addition, conducting administrator interviews was necessary in this 
phase to further develop an understanding of what was happening in terms of evaluation 
practices. Each administrator interview lasted two to three hours and was conducted separately 
during the spring 2010 semester (January 17, 2010 and February 15, 2010). Administrators were 
also asked to review quality indicators to gauge their applicability and appropriateness before 
survey administration. The combination of these two activities in the first phase helped to 
explore what the current evaluation practices entail and if the proposed quality indicators were 
appropriate and being collected. 
Next, in order to garner a better understanding of the evaluation practices, use, and 
quality indicators used and valued, survey data were collected from students and faculty 
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associated with the programs. The surveys were organized by the seven categories developed by 
the researcher which included the quality indicators drawn from sources for quality indicators in 
traditional and online learning, including the 2009 National Research Council Study (for quality 
indicators associated with traditional learning settings), IHEP quality indicators (for quality 
indicators associated with online learning settings), and the ABET Criterion 3 (for quality 
indicators associated with STEM). These surveys were developed after the data collection from 
the first stage in the spring semester of 2010 (from March to April 2010) and these were 
administered at the end of the spring semester through the first two weeks of the summer 
semester 2010. These surveys were administered in order to draw responses from a large pool of 
the programs’ stakeholders, including both the faculty and students. A survey was administered 
to faculty in order to probe what evaluation practices and quality indicators this stakeholder 
group is currently using in the programs and the value and applicability of this information. 
Another survey was administered simultaneously to program students in order to examine their 
experiences with evaluation and assessment and the quality indicators that they use and value. 
Survey findings were aggregated across all programs in order to uncover commonalities in 
evaluation practices and quality indicators being employed, and then disaggregated to explore 
differences between and among the programs. The response rates on these surveys were 46.77% 
for faculty and 40.64% for students, which is discussed in further detail later in this chapter. 
Additionally, semi-structured interviews were performed to explore the variation between 
programs from different disciplines in the online learning environment. Further, these interviews 
were conducted in order to clarify and improve the researcher’s understanding of the survey 
findings, which is touted as a benefit of using multiple methods (Greene & Caracelli, 1997). The 
interviews consisted of a random sample from a purposively drawn collection of students and 
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faculty who had agreed to be interviewed and whose names were then given to the researcher by 
the program administrators. Faculty and student interviews were done during the summer session 
2010, after the survey was administered and closed.  
Next, a survey was administered to program administrators in order to probe what 
evaluation practices and quality indicators were currently being used in the programs and the 
value and applicability of this information in the fall 2010 semester. Survey findings were 
aggregated across all programs in order to uncover commonalities in evaluation practices and 
quality indicators being employed, and then disaggregated to explore differences between and 
among the programs. 
Finally, the information was organized by the quality indicator factors revealed by the 
factor analysis of the quality indicators. Thus, it was another hope of the researcher that this 
study would serve as a model for similar online STEM programs at large, research institutions 
like those at the University of Illinois. Data were collected through document review and 
administrator interviews conducted starting in the fall 2009, online surveys collected in spring 
2010, interviews performed in the summer of 2010, and through the administrator online surveys 
in fall 2010.  A list of quality indicators were then developed and organized from this data 
followed by an overall interpretation of the entire study was then done to produce this paper.  
Targeted Online STEM Graduate Degree Programs for the Current Study  
In order to be a part of this study, programs needed to meet six criteria (outlined in Table 
2 below), including being (a) an online degree program affiliated with the University of Illinois 
in the fall of 2009; (b) a complete Master’s Degree Program; (c) an established program housed 
in a department for at least five years at the University of Illinois at Urbana-Champaign, meaning 
the program had been through the CEEED review process at least once; (d) one of the nine 
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STEM departments identified by the NSF; (e) an online program where all of the content is 
delivered online, exceeding the requirement as defined by the Sloan Consortium, which was that 
at least 80% of the content be delivered online, and (f) a program agreeing to participate in the 
study with the support of the department head. As a result of these criteria, three STEM online 
Master’s degrees were included in the study: the Master of Science in Natural Resources and 
Environmental Sciences in Department of Natural Resources and Environmental Sciences 
(NRES), the Master of Crop Sciences in the Department of Crop Sciences (CRSC), and the 
Master of Mechanical Engineering in the Department of Mechanical Science and Engineering 
(MechSE).  
Table 2 
Inclusion Criteria for This Study 
Inclusion criteria 
Number of online programs 
that met this criteria 
Online degree program affiliated with Illinois in the fall of 2009 104 
Complete Master’s degree program  34 
Established online program at Illinois  18 
STEM department identified by the NSF 6 
Content delivery is completely online 4 
Participation agreement for the programs in this study 3 
 
Evident from Table 2 above, the researcher started the study by exploring characteristics 
of the 104 online degree programs in the University of Illinois System. Of those degree 
programs, 34 were Master’s degree programs, and 18 were housed on the campus at Urbana-
Champaign. Six met the criteria established by the National Science Foundation for “STEM 
fields,” and four of those were identified as fields for “professional practitioners of science” 
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(National Science Foundation, Division of Science Resources Statistics, 2006). All of the content 
delivery needed to be done online, exceeding the criteria established by the Sloan Report for 
“online programs,” with at least 80% of the content delivery being done online (Allen & 
Seaman, 2008). These four programs included two from the College of Agricultural, Consumer, 
and Environmental Sciences (ACES) and two from the College of Engineering. Three of the 
online programs participated in this study: NRES and CRSC, both housed in ACES, and 
MechSE, housed in Engineering. The second program from Engineering, Computer Science, was 
invited to participate in this study; administrators submitted CEEED information for the 
document review, but declined to participate in the student and faculty surveys or interviews.  
All three of the programs require zero on-campus visits before or during the coursework 
to complete the degree. However, the degrees through ACES, including the Master of Science in 
Natural Resources and Environmental Sciences and the Master of Crop Sciences, require a one-
day onsite visit for a final oral exam at the completion of the program. The fall and spring course 
terms last 15 weeks, which is the same time duration as the traditional courses delivered at the 
Urbana-Champaign campus. Also, these courses occur simultaneously with the on-campus 
programs (beginning in late August for the fall semester and in January for the spring semester). 
The programs require 32 credit hours for completion of the Master’s degree. Admission 
prerequisites include an earned bachelor’s degree from an accredited institution, as well. The 
Engineering and ACES online departments present information in different ways to varying 
numbers of students each semester. In engineering, lectures are streamed online via a dedicated 
engineering and computer science online portal. In the previously taped video, the professor is at 
the front of the room at a podium lecturing to a live class. The information, curriculum pacing, 
and presentation are touted as being “identical” to what an on-campus student is receiving. In the 
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online setting, the lecture screen with the lecturer is in the right- or left-hand margin, while the 
lecture slides can be viewed individually or all at once. An example of the screen is displayed in 
Figure 3 below. Each engineering class serves from two to sixteen online students during the fall, 
spring, and summer sessions. According to the program administrator, there were 74 to 75 
students enrolled in the program. When asked about graduates, the program coordinator said they 
did not have this exact information available, but approximately eight had graduated from the 
program since 2007. 
 
Figure 3. An example of an online lecture in engineering at 
http://online.engineering.illinois.edu/webcourses/tam524/videos/Lecture1/lobby0.htm  
In ACES, the lectures are streamed live online, meaning the lecture material is produced 
one time per week each semester by the instructor of the course. This process is facilitated by a 
“unified learning and conferencing software” through a commercial company called Elluminate 
Live, which is a part of Blackboard, Incorporated. Lectures are synchronous, meaning that the 
instructor delivers a live lecture, and then students are allowed to pose questions via personal 
microphones and chat tools (depicted in the training slide in Figure 4 below). Moreover, a 
synchronous section is available for posting questions as well. These sessions are all archived 
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and able to be retrieved within the Elluminate system as well. Lecture notes and other course 
information are then posted and accessible to students via the University of Illinois course 
management system known as Illinois Compass (see Figure 5 below). The courses in ACES 
serve 5 to 15 students at one time. According to the program administrator, Crop Sciences 
currently has 48 admitted students and NRES has 86 students. Over the last five years, 26 
students have graduated from Crop Sciences and approximately 15 have graduated from NRES.  
 
Figure 4. An example of an ACES online communication mechanism provided by the 
Elluminate program (from the ACES Elluminate and Compass Orientation Slides).  
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Figure 5. An example of an ACES course management system provided by the Illinois Compass 
program (from the ACES Elluminate and Compass Orientation Slides).  
Instrumentation  
Information regarding the data collection activities, including narratives about instrument 
development, administration, organization, analysis, and participant characteristics are provided 
in the following sections. These data collection activities included document review, 
administrator interviews, faculty and student online surveys, and quality indicator development.  
Document review. Analyses of previously collected data will assist in determining trends 
related to evaluation strategies and quality indicators used. Documents used included program 
websites, class websites and portals, survey data from the CEEED process, survey examples 
from end-of-course reviews, marketing and recruitment pieces, strategic planning information, 
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course offerings, participant applications, and program and campus reports. Throughout the 
duration of the study, other documents like program presentations to faculty were collected as 
well. While some of these data were quantitative in nature (i.e., descriptive statistics reports 
produced by the Graduate College from the CEEED survey data), a majority of the data were 
qualitative in nature, so narrative descriptions were produced.  
To produce these narratives summaries, documents were catalogued in Microsoft Excel. 
Each document entry in the database included a listing of the program that provided or produced 
the document, description of the type of document, date received, date reviewed, significance of 
the document, and a summary of the contents, which was adapted from the “Document Summary 
Form” from Miles and Huberman (Miles & Huberman, 1994, p. 55). These were analyzed to find 
similarities and differences using a grounded theory approach (Strauss & Corbin, 1994). 
Administrator interviews. Another part of the phase one data collection included 
interviews with program administrators. Data were collected from the administrators of the three 
Illinois STEM departments in regards to their evaluation practices and the quality indicators they 
use to gauge quality in their natural resources and environment sciences, crop sciences, and 
mechanical engineering online Master’s programs. These two administrators were selected 
because they are in charge of directing the programs and of monitoring the day-to-day operations 
and evaluation of the online programs. These semi-structured interviews (see the administrator 
interview protocols included in Appendix A) were conducted in order to explore administrators’ 
experiences, reactions to, and opinions regarding the evaluation practices and quality indicators 
used to evaluate the quality of their programs. Each formal interview lasted two to three hours. 
Moreover, throughout the duration of the study, informal interviews were conducted to garner a 
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better understanding of the program characteristics and evaluation techniques and to confirm 
assumptions and the appropriateness of the proposed quality indicators.  
Protocols developed for the interviews were used to prompt interviewees and to ensure 
that the study questions were covered. Interviews involved reactions of the administrators toward 
evaluation of their program, their perceptions of what evaluation practices and quality indicators 
they use to gauge quality of their programs, and their assessments of evaluation quality and how 
this has changed or perhaps will change. Interviews were transcribed, and these were examined 
multiple times and coded as free nodes in NVIVO 8. Additionally, digital recordings were 
housed in NVIVO 8 as well, so these could be reviewed to verify what had been said during the 
interviews. Grounded theory was also used for the analysis of administrator interviews to 
develop the themes in the free nodes. These were analyzed to find similarities and differences to 
the original seven quality categories developed by the literature review and then thematic coding 
for additional consistencies and inconsistencies in practice using a grounded-theory approach 
(Strauss & Corbin, 1994). Analysis of the transcripts also included a cross-event analysis of the 
individual summaries to (a) identify commonalities across timeframes and programs and to (b) 
identify those instances in which differences existed (Miles & Huberman, 1994). 
Characteristics of the administrators. While three departments were involved in the 
study, two administrators were in charge of the online programs in this study. These 
administrators were in charge of the overall implementation, evaluation, and modification of the 
online programs in the study, and were intimately involved with the programs on a day-to-day 
basis. When asked who was in charge of evaluating the programs, these two administrators were 
the two individuals assigned with this task. When the researcher questioned who else would 
know about activities done to evaluate the programs, no other names were provided.  
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One administrator, who was from ACES, oversaw the two online programs from the 
Department of Natural Resources and Environmental Sciences (NRES) and the Department of 
Crop Sciences (CRSC). The second administrator, from Engineering, oversaw the online 
program from the Department of Mechanical Science and Engineering (MechSE). The 
administrators were both female with ties to the University prior to taking their current program 
administration positions with their respective Illinois online programs. 
The first program administrator from ACES was housed in the office of academic 
outreach at Illinois. While ACES has two programs in this study, the College also has an 
Agricultural Education Master’s degree program that she oversees. Additionally, her office took 
over coordinating the online programs that were orphaned after the decision to restructure the 
defunct Global Campus initiative at Illinois. An alumna of the online program, she took on the 
responsibilities as the program coordinator in the fall of 2004. This administration office 
functioned in three main ways: as a direct liaison between the program and the students, as a 
support system for instructors of the online programs in terms of their presentation, and as an 
overall connector to the departmental administration and the program.  
The administrator in Engineering had assumed the duties of running the online program 
in 2002 after completing her bachelor’s in engineering from Illinois and transferring from a lab 
that worked with the online program. She was the second program administrator since the online 
program’s inception in 1998. Her office was overseeing all of the online programs in the College 
of Engineering, which included the program in this study and the Computer Science program. 
Similar to the office of the other administrator, the engineering office functioned in two main 
ways: as a point of initial contact between the students and as a support system to instructors of 
the online programs in terms of their presentation and exam administration.  
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Faculty and student online surveys and interviews. Phase two included two different 
parts: online surveys and interviews collected from the faculty and the students.  
Online surveys. In order to better understand the perspectives of those directly involved 
with the online learning programs, Engineering and ACES faculty and students in the online 
degree programs were asked to complete an online survey at their convenience at the end of the 
spring semester. The faculty survey contained 131 items; the graduate student survey contained 
127 items. The purpose, design, validity, reliability, and administration are discussed below.  
The purpose of the faculty survey (see Appendix B) was to assist in determining what 
evaluation practices and quality indicators were in use by the programs, the degree of importance 
of each quality indicator, and the perceived uses of this information. The survey also probed how 
faculty assessed and determined the quality of their online program, and to gather their 
perceptions of quality indicators they consider to be important. Moreover, faculty were asked to 
select the quality indicators that existed in their programs, the three most important of those 
(emulating the NRC study), and the extent to which they agree that they are important (emulating 
the IHEP study). Finally, faculty were asked to select the most important student outcomes (from 
ABET Criterion Three) and to rate the extent to which they agreed that these outcomes were 
important at the graduate level for an online graduate student in engineering and agriculture.  
A second survey was administered to program students (see Appendix C), and data were 
used to examine their experiences with evaluation and assessment. Like the faculty survey, the 
student survey asked students to select the quality indicators that are present in their programs, 
the three most important (emulating the NRC study), and the extent to which they agreed that 
they are important (emulating the IHEP study). Additionally, students were asked to select the 
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most important quality indicators and to rate the extent to which they agreed that these indicators 
were important at the graduate level for an online student in engineering and agriculture.  
Specific items were developed after a review of previously developed surveys relevant to 
probing program quality with quality indicators in STEM, traditional, and online programs. 
Where possible, survey items were adapted from previously validated surveys. Approximately 
70% (or 92 items on each faculty and student survey) of the survey items were drawn from pre-
validated surveys and adapted for use in this study. While a large number of potential surveys 
and items were reviewed for this study, ultimately the items originated from the most widely 
recognized and comparable surveys, including those prepared by the National Research Council 
(NRC; Ostriker, Kuh, & Voytuk, 2003), the Institute for Higher Education Policy (Phipps & 
Merisotis, 2000), and the ABET Criteria (ABET, 2009a). Seventy-two of these items included 
quality indicator statements related to the seven common categories used to determine program 
quality in traditional, online, and STEM programs developed from the extensive literature review 
done for this study (discussed in Chapter 2). These literature-based, common quality indicators 
were used to organize the survey and this study and include: (a) institutional support and 
structure, (b) course development and structure, (c) teaching/learning process, (d) student support 
and characteristics, (e) faculty support and characteristics, (f) evaluation and assessment, and (g) 
student learning outcomes in STEM.  
In addition to the items related to those common quality indicators listed above and 
considering the literature, there is an increased need to account specifically for students’ 
connectedness to community (i.e., to faculty and other peers). This factor of connectedness to 
community has been cited as offsetting the problem of higher student attrition rates, which is 
credited as a critical piece of the success of an online learning program (Aragon, 2003; Rovai, 
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2002b; Rovai & Downey, 2009). Therefore, questions related to connectedness represented 
approximately 8% of the items in order to draw responses from faculty and students rating their 
connectedness with other faculty in the online program and department; directors and other 
administrators, both connected and unconnected with the online programs; and other students.  
Further, approximately 7% of the survey items were designed to collect faculty or student 
demographic information. Demographic data collected included faculty information on gender, 
ethnicity, academic rank, tenure status, years of teaching experience (total and in the online 
learning setting), and student information on gender, ethnicity, highest level of education, and 
previous experience with online courses prior to admission into the degree program. Finally, 
approximately 13% of survey items addressed issues related to general satisfaction as a student 
and faculty and recruitment and retention questions.  
To establish validity, three strategies were used to ensure that each survey measured what 
it was intended to measure. First, the quality indicators categories were established by an 
extensive literature review. Second, most survey items were adapted from previously validated 
and widely known surveys probing quality of STEM, traditional, and online programs (Bickman 
& Rog, 1998). Finally, prior to the administration of the surveys to students and faculty, both 
program administrators were invited to review the items. Both administrators reviewed the 
surveys and offered feedback because of the unavailability of a comparable group of online 
faculty and students from the STEM fields for a pilot administration. One administrator offered 
general feedback on the survey, and the other agreed to do a cognitive lab with the researcher 
(Fink, 2006). During the lab, the administrator reviewed each item with the researcher and 
offered extensive feedback on each to inform the question language and applicability. As a result 
of this feedback from the cognitive lab, several items were modified to increase the validity.  
 53 
To establish reliability, Cronbach’s alpha coefficient tests were calculated using the 
original seven subscales of the common categories. This measure (alpha) is based on the 
assumption that survey items clustered under the same category will be acceptably correlated. 
The number of items and the internal consistency of each category are reported in Table 3 below, 
which shows that the reliability coefficients ranged from .70 to .87. All of these coefficients met 
or exceeded the “acceptable” level of 0.7 or “good” level of .08 discussed in the literature 
(George & Mallery, 2003).  
Table 3 
Coefficients of Internal Consistency for the Seven Common Quality Indicators 
Common quality indicators Number of items Alpha 
Institutional support and structure 13 0.73 
Course development and structure 9 0.82 
Teaching/learning process 8 0.70 
Student support and characteristics 14 0.83 
Faculty support and characteristics 12 0.86 
Evaluation and assessment 5 0.87 
Student learning outcomes 11 0.86 
 
Additionally, attending to the reliability on the survey also helped improve the study and, 
specifically, the interview protocols. In other words, the analysis of the survey in the cognitive 
lab and of the survey data allowed the researcher to revise interview questions in order to 
improve the questions. One instance of a modification was after having a discussion in the 
cognitive lab about the meaning of “equal access.” Interview participants were asked to first 
provide their definition of the term and then to explain how this was addressed in their program. 
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This was extremely enlightening to the researcher, as it became apparent that faculty and 
students had different definitions of this (which is discussed in the next chapter). 
Surveys contained both multiple choice and open-ended items to explore participant 
perceptions of and reactions to the evaluation of the quality of their particular online program. 
The online surveys were given via the web using the University of Illinois Webtools Toolbox, a 
free and secure suite of online tools available to Illinois faculty, staff, and students for producing 
electronic calendars, forms, and surveys. Each of the three programs had a dedicated web survey 
with a separate web address for the faculty and the students, meaning there were a total of six 
surveys that were produced. Data from each of the surveys were downloaded from the Webtools 
suite, transferred into Excel for organization, and then opened in SPSS for analysis.  
After the surveys were developed, it was also important to address issues related to 
response rates. Researchers who study response rates in web surveys report variability in the 
literature, with response rates for online survey participation ranging from approximately 17% to 
31% (Cook, Heath, & Thompson, 2000; Sax, Gilmartin, & Bryant, 2003; Sheehan, 2001). 
Therefore, it was especially important to address factors that influence response rates in online 
survey administration, including pre-notification, follow-up contacts, and incentives. Thus, the 
administrators sent individualized recruitment emails (i.e., with the participant’s specific 
program and/or name specified in the letter) to invite and encourage participation at the end of 
the spring 2010 semester. All students and faculty who had been or who were currently in the 
program were invited to participate in the survey. The administrator also sent two follow-up 
emails, which included updates of survey completion numbers for all three programs. Finally, 
because of the large number of items on the survey, the researcher provided respondents with the 
opportunity to register for four different gift card drawings (one worth $100 for those who 
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completed the survey within the first week of administration and the other three worth $50 for 
those who completed the survey by the close of the survey). After students and faculty completed 
and submitted the survey specifically designed for their particular program, they were given a 
link to a completely separate online form on the Illinois Webtools site where they could enter 
their email address. All surveys were completely anonymous; no individualized, identifiable 
information (such as names or University Network IDs) were collected. 
Response rate. Response rates for this survey were variable by respondent groups of 
faculty and students and program. Evident from Table 4 below, the total response rate for faculty 
was 46.77%, with 29 of 62 faculty responding to the survey. The response rate percentage for 
students was lower at 40.64%, with 76 of 187 students responding to the survey. Also evident 
from Table 4, Mechanical Engineering had about a 44% response rate for faculty and a 40% 
response rate for students, while Crop Sciences and NRES had about 54% and 50% response 
rates, respectively, for faculty and about 49% and 35% response rates, respectively, for students. 
Table 4 
Response Rates for Faculty and Student Surveys 
 Faculty  Students 
 
Program Frequency Number Percent  Frequency Number Percent 
Mechanical Engineering 17 39 43.59  33 82 40.24 
Crop Sciences 7 13 53.85  19 37 48.65 
Natural Resources and 
Environmental Sciences 
(NRES) 5 10 50.00  24 68 35.29 
Totals 29 62 46.77  76 187 40.64 
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Characteristics of survey respondents. Demographic information was collected from the 
survey respondents. Evident from Table 5 below, a majority of the faculty among the three 
programs were Caucasian (n = 24) and/or males (n = 22). Academic ranks for faculty were also 
fairly consistent, with the most faculty reportedly being professors (n = 17) with tenure (n = 13). 
Engineering reported having three lecturers, and Crop Sciences had four associate professors. 
Eight instructors did not have tenure or were not on the tenure track, with two academic 
professionals and two visiting professors being from engineering and four visiting professors 
from the Crop Sciences and NRES programs. According to the program administrators, these 
respondents were very comparable to the make-up of the entire sample. However, neither 
administrator provided the researcher with the overall list of those respondents so exact 
percentages could be determined.  
Table 5 
Demographic Information of Faculty Survey Respondents 
 
Mechanical 
Engineering  Crop Sciences  
Natural Resources and 
Environmental Sciences 
Demographic information Frequency %  Frequency %  Frequency % 
Gender 
Male 13 76.5  6 85.7  3 60.0 
Female 3 17.6     2 40.0 
Missing 1 5.9  1 14.3    
Race/ethnicity 
Caucasian 14 82.4  5 71.4  5 100.0 
Asian-American 1 5.9       
Missing    2 28.6    
     (continued) 
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(Table 5 continued) 
Academic rank 
Lecturer 3 17.6     1 20.0 
Assistant Professor 1 5.9  1 14.3  1 20.0 
Associate Professor 1 5.9  4 57.1    
Professor 12 70.6  2 28.6  3 60.0 
Tenure track 
Nontenure/Academic 
professional 
2 11.8  
     
Visiting or adjunct 2 11.8  2 28.6  2 40.0 
Tenure track 1 5.9     3 60.0 
Tenured 9 52.9  4 57.1    
Emeritus 3 17.6  1 14.3    
 
In addition to these demographic data, surveys also asked faculty to report their total 
years of teaching experience, both in total and at the university level in online and traditional 
settings, and to report their total years of teaching experience, both in total and at the university 
level in just the online setting. Evident from Table 6 below, faculty that participated in this 
survey had many years of teaching experience at the university level with online and traditional 
learning settings. Faculty with Mechanical Engineering had an average of 22.41 years of 
experience at the university level ranging from a low of four years to a high of 35 years. These 
same faculty reported an average of 7.76 years with the Mechanical Engineering online degree 
program. Faculty in ACES were also experienced in the university setting, with Crop Sciences 
professors reporting an average of 20.57 years of experience, ranging from 12 to 33 years. They 
reported working an average of 1.86 years in the online degree program with Crop Sciences. 
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Finally, the NRES professors reported having an average of 15.60 years university teaching 
experience, ranging from six to 28 years. They reported an average of 3.60 years with the NRES 
online degree program.  
Table 6 
Years of Teaching Experience Reported by Faculty 
 
Mechanical 
Engineering  Crop Sciences  
Natural Resources & 
Environmental 
Sciences 
Question Mean SD  Mean SD  Mean SD 
Total teaching experience  22.76 12.36  23.14 8.84  15.60 8.79 
University teaching experience 22.41 12.51  20.57 8.04  15.60 8.79 
Online teaching experience  8.29 5.89  1.86 1.07  3.60 2.70 
University online teaching 
experience with the current program 7.76 5.62  1.86 1.07  3.60 2.70 
 
Student demographic data were also collected. Similar to faculty reporting and evident 
from Table 7 below, a majority of the students responding to this survey in all three of the 
programs were Caucasian (n = 70) and/or males (n = 58). This sample was also representative of 
the overall program according to the administrators. However, some diversity did exist as six 
students identified themselves as either Asian-American, Latino/Latina, international, or multi-
racial. A majority of the respondents reported that they were currently students in the program, 
and they had attained at least a bachelor’s degree at the time they took this survey. Additionally, 
five respondents from the programs reported that they were planning to quit their online degree 
program at the time of the survey. Similar to the faculty sample, the program administrators 
reported these respondents were “very comparable” to the make-up of the entire sample. 
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However, neither administrator provided the researcher with the overall list of those respondents 
so that exact percentages of the entire sample could be determined. 
Table 7 
Demographic Information of Student Survey Respondents as of Spring 2010 
 Mechanical Engineering Crop Sciences  NRES
Demographic information Frequency % Frequency %  Frequency %
Gender
Male 29 87.9 16 84.2  13 54.2
Female 4 12.1 3 15.8  11 45.8
Ethnicity
Caucasian 28 84.8 19 100.0  23 95.8
Asian-American 1 3.0    1 4.2
Latino/Latina 2 6.1      
International 1 3.0      
Multiple categories 1 3.0      
Status in the program
Current student 19 57.6 14 73.7  23 95.8
Graduate from the program 10 30.3 2 10.5    
Quitting the program 2 6.1 2 10.5  1 4.2
Missing information 2 6.1 1 5.3    
Highest degree attained
Bachelor's degree 17 51.5 11 57.9  20 83.3
Master's degree 12 36.4 8 42.1  3 12.5
Master's degree, plus 4 12.1    1 4.2
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The student starting dates and anticipated or actual degree completion years were 
calculated as well. Evident from Table 8 below, current students on average anticipated that their 
online Master’s degree completion would take an average of 2.31 years in Crop Sciences, 3.16 
years in Mechanical Engineering, and 3.26 years in NRES. However, graduates reported that it 
took them longer than these anticipated averages. In the engineering program, students who were 
graduates reported being in the program an average of 3.40 years, ranging from two to six years 
to fulfill their requirements for their degree. In Crop Sciences, students who were graduates 
reported being in the program an average of 4.50 years, ranging from four to five years.  
Table 8 
Time to Completion Reports on Surveys From Current Students and Graduates as of Spring 2010 
 Mechanical Engineering  Crop Sciences  NRES 
Status Mean SD Min Max  Mean SD Min Max  Mean SD Min Max
Current students 3.16 0.90 1 4  2.31 0.79 1 4  3.26 1.79 1 8 
Graduates 3.40 1.51 2 6  4.50 0.71 4 5      
 
Interviews. To finish the second phase of data collection, semi-structured interviews were 
conducted with 11 faculty and 14 students from the online degree programs (see Table 9 below). 
The interviews consisted of a random sample from a purposively drawn collection of students 
and faculty whose names were given to the researcher by the program administrators and who 
then agreed to be interviewed. Data were collected from the three Illinois STEM departments in 
regards to their experiences in their online Master’s programs of Natural Resources and 
Environment Sciences, Crop Sciences, and Mechanical Engineering. At least five faculty and 
students associated with the online programs were interviewed from the Colleges of Engineering 
and ACES. A total of 15 individuals were interviewed from Mechanical Engineering. Because 
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the structure, organization, and administration in the Crop Sciences and NRES programs are 
identical, ten individuals (5 students and 5 faculty) were interviewed from both programs.  
Table 9 
Number of Faculty and Student Interview Participants 
Program Number of faculty  Number of students 
Mechanical Engineering 6  9 
Crop Sciences 4  3 
Natural Resources and Environmental Sciences (NRES) 1  2 
Totals 11  14 
 
Protocols (included in Appendix D for faculty and Appendix E for students) developed 
for the interviews were used to prompt interviewees and to ensure that the study questions were 
covered (Patton, 2002). Interviews involved the reactions from faculty and students toward 
evaluation of their program, their perceptions of what evaluation practices and quality indicators 
they use to gauge quality of their programs, and their assessments of evaluation quality and how 
this has changed over the duration of their experience in the program. The administrators of the 
programs also reviewed the protocols to inform the language and applicability of the questions.  
While attending to issues of validity and reliability are important in quantitative survey 
data, it is equally important to recognize that these issues, what Lincoln and Guba refer to as data 
“trustworthiness,” are equally important with qualitative research, such as interviews (Lincoln 
and Guba, 1986, p. 290). Stake warns that a researcher needs to ensure that the attention to this 
“[goes] beyond simple repetition of data gathering to deliberative effort to find validity of data 
observed” (Stake, 1995, p. 109). To attempt to establish this, the researcher sought to use data 
triangulation or the convergence of data, which leads researchers to draw “supportable” 
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conclusions from the data (Denzin, 1989; Mathison, 1988). Finally, when triangulation produces 
inconsistent or contradictory findings, or the analyses reveals a “divergence” of data, this was 
also equally important to explore (Mathison, 1988).While this does not contribute directly to the 
“trustworthiness,” and it troubles the notion of the sole importance of convergence of the data, it 
is touted as an important benefit of mixed methods (Mathison, 1988).  
Like the administrator interviews, faculty and student interviews were transcribed and 
examined multiple times and coded as free nodes in NVIVO 8. Additionally, digital recordings 
were housed in NVIVO 8 as well so these could be reviewed to verify what had been said during 
the interviews. Grounded theory was also used to analyze these interviews to develop the themes 
in the free nodes. These were also analyzed to find similarities and differences using a grounded-
theory approach in the two-tiered process using the categories first and then thematic coding 
after this (Strauss & Corbin, 1994). Analysis of transcripts also included cross-event analysis of 
the individual summaries to (a) identify commonalities across timeframes and programs and (b) 
to identify instances in which differences existed (Miles & Huberman, 1994). 
Characteristics of the interviewed faculty and students. As previously mentioned, 25 
faculty and students were interviewed for this study. A total of 11 faculty were interviewed in the 
2010 summer semester after the spring administration of the surveys. The gender distribution of 
these interviewed faculty included two females and nine males (see Table 10 below). All 
interviewees reported that they had taught at least two semesters, and 10 had tenure at the time of 
the interview. One female was a non-tenure-track lecturer.  
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Table 10 
Gender of the Faculty and Student Interview Participants  
 Faculty  Students 
Online program Females Males  Females Males 
Mechanical Engineering 1 5  1 8 
Crop Sciences 1 3   3 
Natural Resources and Environmental Sciences (NRES)  1  1 1 
Totals 2 9  2 12 
 
Overall, 14 students were interviewed, two females and 12 males (displayed in Table 10). 
Most of the students interviewed reported that they were still students in the program (n = 11) at 
the time of the interview, while four reported they had graduated within the last two years. All of 
the interviewed students reported that they had been employed full time in private industry while 
they were students in the online program. Two students reported that they had major managerial 
roles in their companies.  
Administrator survey. The third phase of data collection included the survey with 
program administrators. Data were collected from the administrators of the different Illinois 
STEM departments in regards to their evaluation practices and the quality indicators they use to 
gauge quality in their Natural Resources and Environment Sciences, Crop Sciences, and 
Mechanical Engineering online Master’s programs. To better understand the perspectives of 
these administrators who are charged with directing and monitoring quality of the online learning 
programs, the two administrators in the online degree programs were asked to complete an 
online survey at their convenience. The administrator survey contained 131 items. The purpose, 
design, administration procedures, and administrator characteristics are discussed below.  
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The purpose of the administrator survey (see Appendix F) was to assist in determining 
what evaluation practices and quality indicators were in use by the programs, what quality 
indicators they valued as important, and the perceived uses of this information. The survey also 
probed how programs assessed and determined the quality of their online program and gathered 
their perceptions of quality indicators they consider to be important. Moreover, administrators 
were asked to evaluate the extent to which the quality indicators were present in their programs 
(emulating the NRC and IHEP studies) and to rate the degree to which these quality indicators 
are important (emulating the IHEP study). Finally, administrators were asked to select the most 
important student outcomes and to rate the extent to which they agreed that these outcomes were 
important at the graduate level for an online graduate student in engineering and agriculture.  
Specific items were developed after a review of previously developed surveys relevant to 
probing program quality in STEM, traditional, and online programs. Where possible, the same 
survey items were adapted from previously validated surveys that were used to produce the 
faculty and student surveys. As before, approximately 70% (or 92 items on the survey) of the 
survey items were drawn from pre-validated surveys and adapted for use in this study. While a 
large number of potential surveys and items were reviewed for this study, ultimately the items 
originated from the most widely recognized and comparable surveys, including those prepared 
by the National Research Council (NRC; Ostriker, Kuh, & Voytuk, 2003), the Institute for 
Higher Education Policy (Phipps & Merisotis, 2000), and the ABET Criteria (ABET, 2009a). 
These items included those specifically related to the seven common categories used to 
determine program quality in traditional, online, and STEM programs developed from the 
extensive literature review done for this study (discussed in Chapter 2).  
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In addition, administrators were asked to identify evaluation activities and sources used 
by the programs and the number of times these sources were used for evaluation in a typical year 
or semester. This again emulated the IHEP survey, where all participants were asked to rate the 
degree of presence of these activities in a given program. Due to the recommendation of the 
administrators in the survey development and, specifically from the cognitive lab, only the 
administrators were asked to provide a number estimation rating the presence of these in the 
programs.  
Surveys contained both multiple choice and open-ended items to explore participant 
perceptions of and reactions to the evaluation of the quality of their particular online program. 
The online surveys were given via the web using the University of Illinois Webtools Toolbox. 
One survey with a secure web address was given to both administrators (n = 2). Data from the 
survey were downloaded from the Webtools suite, transferred into Excel for organization, and 
opened in SPSS for analysis.  
Characteristics of the administrators. As previously discussed in the administrator 
interview section, there were two administrators who were in charge of the online programs in 
this study. One administrator, who was from ACES, oversaw the two online programs from the 
Department of Natural Resources and Environmental Sciences (NRES) and the Department of 
Crop Sciences (CRSC). The second administrator, from Engineering, oversaw the online 
program from the Department of Mechanical Science and Engineering (MechSE). Both 
administrators were females, and both had ties to the University of Illinois prior to taking over 
their respective Illinois online programs. Both administrators participated in the online survey 
and answered all of the questions.  
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Quality Indicator Development. The final part of this study included the organization of 
the quality indicators. All of the previous phases and data collected informed this part of the 
study. Ultimately, the framework was developed for the purpose of addressing the fourth 
question in this research study, which was, “How would a comprehensive set of quality 
indicators be framed to effectively structure future evaluation in online STEM graduate 
programs?” After reviewing the empirical literature on the frameworks and quality indicators, it 
was important to consider the following steps in organizing the quality indicators: developing the 
categories, narrowing and ranking the variables to those most important, and then using these 
results to frame indicators for future evaluation.  
First, it was important to develop the full listing of quality indicator possibilities. This 
was done with the literature review, document review from the programs, and administrator 
interviews. This helped to create the survey and interview protocols to help generate information 
for the other phases of the study.  
A second source of information utilized for this work was the survey administration for 
the purpose of narrowing and ranking the variables to those most important. Items related to all 
seven categories were posed on the survey. The dimensionality of the quality indicator items was 
explored by conducting a factor analysis in order to confirm and reorganize the categories 
developed by the literature review.   
Finally, results from the study were used to frame the indicators under the three main 
pillars or purposes of program evaluation (the merit, worth, and value) for future evaluation. In 
looking at the merit, worth, and value of a program, it was important to determine those quality 
indicators that are the most important in order to look at future evaluation and program 
 67 
improvement. Information necessary for the quality indicator development and organization was 
collected from all of the aforementioned sources.  
Data Analysis 
The online program was the primary unit of analysis for all research questions. All data 
were analyzed in the aggregate across the programs and disaggregated by role in the program 
(i.e., administrator, faculty, and student) depending on the question. The methods were 
implemented and analyzed sequentially, beginning with the document review and administrator 
interviews and culminating in the framework development. The overall study utilized a mixed 
methods approach, meaning that multiple measures and data sources were collected, analyzed 
individually, and compared as a means of gleaning trends shared among the phases of the study 
(Greene & Caraceli, 1997; Tashakkori & Teddlie, 2003). As previously explained, a modified 
version of Creswell’s “sequential design” was used, with each phase being administered and 
analyzed before going to the next phase.  For the quality indicator development and final 
analysis, it was important to switch to a form of “parallel mixed analysis”, meaning that 
quantitative and qualitative data were performed separately and prioritized equally during the 
analysis of each data source and then integrated where appropriate to answer the questions 
(Onwuegbuzie & Teddlie, 2003, p. 365). Similarities and differences between stakeholders and 
programs were considered throughout the study.  An overview of the data sources and analyses 
conducted in this study are outlined in Table 11 below and then explained by the narrative that 
follows, which outlines the analysis used to answer each research question.
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Table 11 
Analysis by Related Data Source, Research Questions, and Phase 
Data source 
Research 
questions Phase Overview of the analysis 
Document 
Review 
1 and 2 One Documents were cataloged in Excel by the list of the program, description of the document, date 
received, date reviewed, significance of the document, and summary of the contents (adapted 
from Miles & Huberman, 1994, p. 55) 
Administrator 
Interviews 
1 and 2 One Interviews were transcribed, and these were examined multiple times and coded as free nodes in 
NVIVO 8 using grounded-theory approach (Strauss & Corbin, 1994). Analysis of the transcripts 
also included a cross-event analysis of the individual summaries (Miles & Huberman, 1994) 
Faculty and 
Student 
Surveys 
1, 2, and 3 Two For the multiple choice items, descriptive statistics including mean, standard deviation, 
percentiles, and range were computed by program and then disaggregated by respondent type 
and program. Frequencies for these items were tabulated. Analysis of the open-ended items used 
a grounded-theory approach to generate frequencies of common themes. A factor analysis was 
done to explore the dimensionality of the 72 items related to the seven common categories to 
determine program quality 
Faculty and 
Student 
Interviews 
1, 2, and 3 Two Interviews were transcribed, and these were examined multiple times and coded as free nodes in 
NVIVO 8 using grounded-theory approach (Strauss & Corbin, 1994). Analysis of the transcripts 
also included a cross-event analysis of summaries (Miles & Huberman, 1994). 
Administrator 
Survey 
1, 2, and 3 Three For the multiple choice items, descriptive statistics including mean, standard deviation, 
percentiles, and range were computed by program and then disaggregated by respondent type 
and program. Frequencies for these items were tabulated. Analysis of the open-ended items used 
a grounded-theory approach to generate frequencies of common themes. A factor analysis was 
done to explore the dimensionality of the 72 items related to the seven common categories. 
Quality 
Indicator 
Development 
4 Four The results from data sources above were used to frame quality indicators for future evaluation 
of online programs. 
 69 
Question 1: Current Practice. The first research question on evaluation practices and 
quality indicators currently being used was addressed using data from the document review, 
faculty and administrator surveys, and faculty and administrator interviews. First, from the 
document review, narrative summaries were produced from the documents collected. To produce 
these, each document entry in the Microsoft Excel database included a listing of the program that 
provided or produced the document, description of the type of document, date received, date 
reviewed, significance of the document, and a summary of the contents, which was adapted from 
the “Document Summary Form” from Miles and Huberman (1994, p. 55). These were analyzed 
to find similarities and differences using a grounded theory approach (Strauss & Corbin, 1994). 
Next, from both faculty and administrator surveys, descriptive statistics and frequencies 
were generated for the multiple choice and open-ended items related to current practice. This 
involved analyzing administrator items B4 and E1 and faculty questions B10 and E1for this 
question (see Appendices B and F for the faculty and administrator survey instruments, 
respectively).  
Finally, from the interviews, summary transcripts were produced following each 
interview. Related interview prompts from the researcher’s protocol related to current practice 
from the faculty interview included Question 3 and from the administrator interview included 
Questions 1, 2 and 3 (see Appendices A and D for administrator and faculty interview protocols, 
respectively). After the interviews were transcribed, these were examined multiple times and 
coded as free nodes in NVIVO 8 using grounded-theory approach (Strauss & Corbin, 1994). 
Analysis of the transcripts also included a cross-event analysis of the individual summaries to (a) 
identify commonalities across timeframes and programs and to (b) identify those instances in 
which differences existed (Miles & Huberman, 1994). 
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Administrators and faculty were the primary groups that were asked to note the 
evaluation activities currently in use and the successes and challenges faced in collecting this 
type of information. This research question is discussed in the first section of Chapter 4. 
Question 2: Comparison of practice and recommendations. The second research 
question on how these evaluation practices and quality indicators are currently being used and 
were aligned with recommendations from professional organizations and on-campus traditional 
STEM graduate programs was addressed with the data collected from the administrators, faculty, 
and students. While data used for this question came from document review, interviews and 
surveys, particular emphasis was given to the survey data to attend to this question.  
First, the document review narrative summaries, based on “Document Summary Form” 
from Miles and Huberman and previously described, were analyzed in order to investigate 
current practice. Notes for current practice and specifically indirect and direct references to 
practices commonly used with traditional programs (i.e., the NRC and CEEED review process), 
online programs (i.e., IHEP, Sloan-C, and Quality Matters), and with STEM programs (i.e., 
ABET Criteria) were documented in the narrative summaries.  
Second, from the summary transcripts of the interviews previously described above, the 
same coding practice of references to practices used and how these practices were aligned with 
traditional, online, and STEM programs for the document review was noted in the interviews as 
well. Additionally, themes were developed in regard to the current practices and “what 
evaluation looks like” in this context and “what good evaluation ideally would look like” 
according to the different stakeholders. Related interview prompts from the researcher’s protocol 
related to current practice included Questions 3, 4, and 5 from the faculty interviews, Questions 1 
and 4 from the student interviews, and Questions 2, 3, 4, and 6 from the administrator interviews. 
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These transcripts were examined multiple times and coded as free nodes in NVIVO 8 using 
grounded-theory approach (Strauss & Corbin, 1994). In addition, this researcher paid particular 
attention to coding these summaries based on the seven common categories established in the 
literature review from the indicators used in traditional programs from the National Research 
Council (NRC; Ostriker, Kuh, & Voytuk, 2003), in online programs from the Institute for Higher 
Education Policy (Phipps & Merisotis, 2000), and used in STEM programs from the ABET 
Criteria (ABET, 2009a).  
Finally, for the surveys for administrators, faculty, and students that were the primary 
source used for answering this question, the analysis consisted of two steps for the second 
research question, including: generating descriptive statistics for each of the multiple-choice item 
related to the seven quality indicator categories to determine program quality, establishing 
themes and frequencies for related open items, and conducting analysis of variance (ANOVA) to 
determine whether there were statistically significant differences between the variables.  
To start in analyzing the surveys, general descriptive statistics were generated for the 
multiple choice survey items that probed stakeholders’ perceptions of the importance of the 
quality indicators. On these items, the respondents were asked to mark on a five-level interval 
scale the importance that they attach to different variables. The five-point Likert-type scale levels 
were 1 meaning “very little importance,” 2 meaning “below average importance,” 3 meaning 
“average importance,” 4 meaning “above average importance,” and 5 meaning “very high 
importance.” These items were primarily drawn from other surveys that probed quality in 
traditional learning (from the National Research Council study), online (from the IHEP), and 
STEM (the ABET Criterion 3) and were placed under the seven commonly used categories for 
program quality and quality indicators in traditional, online, and STEM programs.  
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Next, one-way analysis of variance (ANOVA) were conducted in order to assess whether 
stakeholder means on each item from the seven categories were significantly different. For items 
that were significantly different, Dunnett’s C post hoc analysis was used to determine pairwise 
differences because it does not assume equal variances and controls for Type I error across 
pairwise comparisons. This was done to compare the results with the respondent stakeholder 
group (i.e., student, faculty, administrator), department, and college (i.e., Engineering and 
ACES), which were used as the independent variables. The dependent variables were the survey 
items. The same 72 quality indicators were posed to the faculty, students, and administrators in 
part C. Findings for this second research question are discussed in the second part of Chapter 4.  
Question 3: Ratings. The third research question on stakeholder ratings was probed by 
collecting data from administrators, faculty, and students. The interview transcripts were 
reviewed in the same analysis strategy as described before for the previous question; the surveys 
were the primary source used for this question because a factor analysis was done.  
To probe the variables for the importance of the original seven quality indicator 
categories to evaluate quality, a factor analysis was conducted on the same 72 quality indicator 
survey items used for the previous question to describe the variability among the observed 
variables in terms of factors. In other words, a factor analysis was used to structure the set of 72 
quality indicators within the categories in order to determine which items were correlated with 
one another. The respondents were asked to mark on a five-level interval scale the importance 
that they attach to different variables. The five-point Likert-type scale levels were 1 meaning 
“very little importance,” 2 meaning “below average importance,” 3 meaning “average 
importance,” 4 meaning “above average importance,” and 5 meaning “very high importance.” In 
order to examine the underlying structure of the factors and define a workable set of quality 
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indicators, a factor analysis was conducted. Two criteria were used to determine the number of 
factors to rotate: the scree test and the interpretability of the factor solution. The latent root 
criterion was used, and a scree plot was generated, with the assumption that the eigenvalues were 
higher than one (Hair, Black, Babin, Anderson, & Tatham, 1998). Principal components analysis 
revealed the presence of several eigenvalues exceeding one (Hair et al., 1998). An inspection of 
the scree plot showed a clear break after the twelfth component, so 12 components were retained 
for further investigation. To aid in the interpretation of these components, an orthogonal 
Verimax rotation was used. Therefore, a rotated solution yielded 12 interpretable factors for the 
72 quality indicator items. Findings for this third research question are discussed in the third and 
final part of Chapter 4. 
Question 4: Quality Indicator Development. Finally, after identifying these shared 
quality indicators used and recommended by the online STEM graduate programs, professional 
organizations, and on-campus traditional STEM graduate programs, an attempt was made to 
organize this information from the graduate online STEM programs in this study. The results 
were organized by the dimensions revealed in the factor analysis and organized under the three 
pillars of evaluation, including merit, worth, and value. This was attempted to allow the 
researcher to understand the practices and principles employed by the online STEM programs at 
Illinois and to be a possible tool for better understanding of evaluation practices and design 
principles used for developing an online program or if the quality indicators themselves would be 
more valuable to this process. This analysis is presented and discussed in Chapter 5.  
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CHAPTER 4 
FINDINGS  
In this chapter, the evaluation practices and quality indicators currently in use in these 
particular programs are described and compared across the programs, including an explanation 
of how different stakeholder groups rated them. To understand the quality indicators currently in 
place, literature-based aspects of quality indicators in traditional, online, and STEM learning 
environments were used. This chapter is organized by the first three research questions for the 
purposes of: exploring current evaluation practices and quality indicators being used within and 
across online graduate programs from the various STEM fields; describing how these evaluation 
practices and quality indicators compare with those recommended and used by professional 
organizations and on-campus traditional STEM graduate programs; and exploring how varying 
stakeholder groups rate the relative importance of these evaluation practices and quality 
indicators. These data were then used to frame a set of quality indicators to structure and inform 
future evaluation and practice in online STEM graduate programs discussed in the next chapter.  
Current Practice 
This section discusses the findings for the first research question: “What are the 
evaluation practices and quality indicators being used within and across online graduate 
programs from the various STEM fields?” To answer the first research question, data were 
drawn primarily from the document review and administrator and faculty surveys and interviews 
to probe information about current practice. According to the administrators and faculty of the 
program, limited evaluation is occurring in the different programs. In fact, when the researcher 
requested any evaluation documents and information collected by the programs, one 
administrator emailed the following response, “We don't do any [formal] evaluation at this time 
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of our online programs that you are looking at. The departments probably need to do one.” 
However, four key themes related to current evaluation practice emerged as a result of analysis 
of the survey data (specifically administrator items B4 and E1 and faculty questions B10 and 
E1), interviews, and documents given by the programs for the document review process. These 
included the use of: (a) informal feedback from the students and faculty, (b) student satisfaction 
surveys (i.e., ICES student feedback and department-specific and created satisfaction surveys), 
(c) student grades and performance information, and (d) the Committee on Extended Education 
and External Degrees (CEEED) process. These findings are summarized in Table 12 below and 
followed by narrative fully discussing the examples related to this practice and the issues with 
using this practice to evaluate quality.  
Table 12 
Summary of Current Evaluation Practice Findings 
Current practice category Defined examples Reported issues 
Informal Feedback Includes questions, praise, 
and/or suggestions by non-
formal measures like 
email, blogs, or in-class 
feedback 
Lacks structured collection and 
reporting mechanisms and it is used 
more so with on-campus students than 
the online students in some cases. 
Student Satisfaction 
Surveys 
Instructor and Course 
Evaluation System (ICES) 
surveys and program-
produced surveys 
Reported variable use because faculty 
control over ICES and administration 
control of program-produced survey 
results. 
Student Grades and Course 
Assessments 
End of the semester 
student grades and major 
course assessments (i.e., 
finals, midterms, projects) 
administration and grades 
Perceived lower student quality of 
those online and on-campus students 
have access to all information could 
“hurt the curve” (i.e., fidelity of course 
information delivery). 
Committee on Extended 
Education and External 
Degrees (CEEED) process 
The Graduate College at 
Illinois has distance 
education faculty/students 
complete surveys to 
monitor program quality 
Inconsistent surveys and limited use by 
the administrators. The results are kept 
at the administration level and not 
communicated with the faculty.  
 76 
Informal student and faculty feedback. As a result of the surveys and document 
analysis, the majority of evaluation occurring in both programs was identified as “informal 
feedback” (i.e., questions, praise, and/or suggestions by non-formal measures like email or in-
class feedback) given by the students to the faculty and administrators and by the faculty to the 
administrators of the program. The two administrators were asked to rate the number of times 
they used certain information to evaluate their programs (depicted in Figure 6). Each bar 
represents the responses from each administrator (i.e., when the bar has two colors, the 
administrators indicated different levels of use of the particular evaluation source). The twofold 
purpose of this question (see Figure 6 below) is the fact that different program administrators 
reported some similar practices, but the practices were being implemented at varying levels. The 
most-often-cited categories were the informal feedback from instructors and students (both with 
means of 4.00 and SD of 1.41), with one administrator indicating that she used each of these 
“sometimes” (meaning three to five times per year, represented by the green bar half on the 
chart) and the other indicating that she used this “almost always” (meaning six or more times per 
semester, represented by the light blue).  
Analysis of the open-ended survey item which asked administrators to identify the three 
most worthwhile evaluation activities they do to evaluate their programs revealed this same trend 
(see E1 in Appendix F). The first two responses from both administrators included this notion of 
informal feedback from students and faculty. One administrator reported that two of the 
important evaluation activities were “speaking with students directly and speaking with faculty 
directly.” The other reported that she “listen[s] to current students when they give unsolicited 
input,” and that she “listen[s] to current faculty members when they provide input.” 
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Figure 6. Administrator (n = 2) responses to item B4 regarding the frequency that they use the 
listed data sources to evaluate their online program’s quality, sorted by averages. Each bar 
represents two responses. 
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In addition to survey data, interview data from both administrators also supported this 
assertion about “informal feedback” being a primary source for evaluating the quality of the 
courses, instructors, and overall program. One reported, “We look at [the program], but very, 
very informally. It’s all very informal. At the end of the year, [the assistant director] and I will 
look at and talk about: ‘Is this faculty member happy? Does he need anything? Is he wanting to 
teach for us again? If not, should we talk to him about why not?’ It’s more of a time issue; we 
kind of deal with the issues that we see and hear about, but that’s all.” 
Issues with informal feedback. While both programs and administrators acknowledged 
the heavy use of informal feedback for evaluating the quality of their online programs, there 
were obviously issues with using this as well. Issues revealed from the data analysis showed that 
using informal student and faculty feedback: lacks structured collection and reporting 
mechanisms and it benefits the on-campus students more so than the online students in some 
cases.  
Lacks structured collection and reporting mechanisms. While both administrators 
acknowledged that informal feedback is currently used as the primary source to evaluate the 
quality of the program, no structured mechanisms are in place to track the collection or 
resolutions involving “informal feedback” administrators get from either faculty or students. One 
administrator said they have a blog for questions, but this is primarily for overarching, general 
questions on topics like graduation and registration procedures and not as much for feedback on 
courses. Related to this topic she said:  
We have a blog set up, for example, where students can blog and ask questions so that 
everybody can see the answer so…I don’t have to repeat them 50 thousand times. We 
don’t want the quality of service to diminish, so we are trying to figure out some ways [to 
document this]; that’s why the blog has been instituted—[to] reach more people with the 
same answer, maybe help head off three or four or five phone calls we normally would 
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have gotten. Like we are coming up on graduation, for example, and instead of making 
10 phone calls, I solved it with one blog.” 
 
This similar trend of self-reported use of “informal feedback” for evaluation was found 
from the faculty of the program as well. Ten of the 11 faculty interviewed reported that they 
specifically use “informal student feedback” in order to inform their instruction and to monitor 
student understanding. After one interview, one faculty member shared an example of an email 
as a sample of this informal feedback. The instructor’s email said, “Your study came to mind as I 
responded to the [online] student in the email exchange below—I thought you might find this 
interesting from an instructor. While all of the details may not be apparent from the exchange, 
it’s the kind of minor ‘success story’ that I look for as [informal student] feedback when I teach 
(online or on campus).”  
Benefits the on-campus students more so than the online students. While faculty reported 
that they used the informal feedback from the students to influence their presentations and as 
their “gauge” for student understanding, further probing of this topic by the researcher during 
interviews revealed that this was primarily true for their on-campus traditional classes, but not 
necessarily so for their online courses. This seemed especially true for those six faculty in the 
program where taped lectures were streamed online; this reported informal feedback came more 
directly from students in the on-campus program rather than the online program. Those 
instructors who had their lectures taped, sometimes three to five years prior to the streaming of 
this in class, reported that they used the informal feedback to change the lectures, but when 
further probing was done, it turned out that these changes were made for students in the face-to-
face environment and were not reflected in the lectures for the online students. Upon this 
admission, one faculty member stated, “I always said that I’m doing it, but it is evident for me 
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[in] talking with you that I’m just doing this for the on-campus students. This is an ‘ah-ha!’ 
moment for me.” Another faculty member also stated:  
I am not doing this nearly enough. I’m not retrospective about my lecture about what 
needs to be improved. I know my face-to-face time with my [on-campus] students is 
different because my office door is opened, and they’re free to come in. On a phone, it’s 
not quite the same. I ask about the ‘muddiest’ point and collect cards on this, but this 
does not work well with online courses. I do quizzes in Illinois Compass, so I guess I 
could do this in this way as well.  
 
While weekly student question sessions were held for both online programs, and the 
instructors reported that they would clarify any issues raised or questions posed by the online 
students during that time, changes made in the traditional class session were not made in online 
classes unless online students raised the same questions that the traditional class had in the face-
to-face sessions. In other words, content changed or further explained in the face-to-face, 
traditional class setting might be different than the information shared with online students, and 
vice versa. This admission seemed to bother a few of the interviewed faculty as they came to the 
realization that they were not evaluating their on-campus programs in the same way. One said, “I 
have never thought about [these] changes in this way. I say it’s the same, but I guess there are 
differences in the changes that happen. The on-campus students have full access to everything 
that I do with the online students to make sure that they are getting the same support from the 
lectures, but I don’t know that I’ve done enough to make sure that the online students get the 
changes [made in the lectures].”  
Student satisfaction surveys. As a result of the analyses of data collected, surveys, and 
interviews, it was also found that the program coordinators and faculty are looking at more 
formal evaluation data from student satisfaction surveys in order to discern quality of their online 
programs. The student satisfaction surveys referenced were divided into two primary categories: 
(a) surveys from the Instructor and Course Evaluation System (ICES) used by all courses (both 
 81 
traditional and online) at Illinois and (b) program-produced surveys that are reportedly more 
applicable to the particular program where the online degree is housed.  
The ICES process is facilitated through the Center for Teaching Excellence (CTE) at the 
University of Illinois. The most widely used Course Evaluation Questionnaire consists of 21 
general concept questions rated on a five-point scale (from “strongly agree” to “strongly 
disagree”) and four open-ended questions. Among the 21 multiple choice items, students are 
asked to rate: the instructor’s overall teaching effectiveness and their level of interest, 
engagement, presentation style, and material knowledge; the course’s overall quality, including 
the course content, degree of difficulty, and structure; and the student’s self motivation and 
preferences on teaching method. The four open-ended items include questions asking the 
students to comment on the major strengths and weaknesses of the instructor, the course aspects 
that were the most beneficial, improvement suggestions, and the grading procedures and exams. 
Findings regarding student satisfaction surveys and, specifically, use of the ICES for evaluative 
purposes were reported by the administrators and faculty via their surveys and interviews, but it 
varied by program. First, for administrators, ICES use was variable across programs, 
departments, and schools primarily because ICES ratings are only available to program 
administrators if they are shared by the faculty. One administrator summarized this use by 
saying, “ICES has always been in existence; we have always used ICES when we can.”  
In addition to the administrators, the faculty cited ICES surveys as a frequently-used tool 
that they used to generate evaluation information about the quality of the program. All 
interviewed faculty reported that survey data collected at the end of the semester was a 
mechanism that they use to evaluate their courses. A majority (n = 7) of the faculty reported in 
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the interviews that the only survey their students completed for the online program was the ICES 
and they had no knowledge or recollection of the programs generating any “student surveys.”  
Of the 16 faculty who submitted answers on the open-ended survey question regarding 
the three most worthwhile activities that they as faculty members do to evaluate the quality of 
their course/and program, six mentioned ICES and/or student surveys. One reported that he looks 
at “feedback from students on ICES,” while another said, “use of a special course evaluation 
survey” was a worthwhile activity. The administrators from one program tried to share the 
program-generated survey findings with faculty, but this had been unsuccessful, and they had 
since just generated this information for internal use. She said, “One time we shared one of those 
course evaluations, and he tore it into pieces, and we never gave it to them again.” Additionally, 
two faculty members recorded that they generate their own customized surveys to gather student 
feedback. One said, “The online surveys I create and distribute (via Google apps).” Therefore, it 
appears that although faculty and administrators are reporting use of this information for 
evaluative purposes, the data suggest that there is not a uniform approach, form, or reporting of 
this information within or between the departments.  
Issues with using student satisfaction surveys. Although ICES forms are administered 
each semester for almost all of the courses (including both traditional and online courses) in the 
University of Illinois system, administrators reported that ICES scores were used sporadically in 
the online programs in order to evaluate quality. Due to the fact that the ICES ratings are only 
available to college and program administrators if the faculty member chooses to have these 
released before or after student ICES ratings are calculated, the amount of use reported by the 
program administrator was variable. Evident from Figure 6 above, one administrator indicated 
that she used ICES scores “very few times” (meaning one to two times per year, is represented 
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by the red half of the bar on the chart), and the other indicated she used this source “almost 
always” (meaning six or more times per semester, represented by the light blue half of the bar). 
One administrator reported that she directly tells faculty to share these with her every semester, 
while the other said that she was cautioned against doing this by the department head.  
Neither of the administrators reported using ICES in the opened-ended survey items; 
however, both interview transcripts had instances of this being noted. One administrator 
acknowledged using the ICES when it’s available, but reported that differences in their program 
had required them to create their own survey for one of their programs. This had caused some 
tension in the program, because not all of the online programs in the college or instructors 
wanted to do this different form. She said, “I only get [the ICES] scores if they give them to me. 
So we have those [program-produced] evaluation forms, and [another online program] has them 
do the ICES because they have that system set up in place. I think at some point, the whole 
university is going to have to do ICES, but online courses right now are all different.” She also 
reported that their office had produced overviews of the student satisfaction data from the 
program-produced evaluation forms, and faculty were very apprehensive about the validity of the 
findings. Additionally, the program coordinator had full access to these findings, thereby taking 
the faculty choice for disclosing the information out of their hands.  
Student grades and course assessments. The third category of current evaluation 
practice for discerning program quality reported by both program administrators and faculty was 
related to the monitoring of student grades and course assessments. While both stakeholder 
groups acknowledged using this information, interviewees revealed that online students’ 
achievement scores during the program on both the course assessments and grades appeared to 
be a source of tension between the program and different stakeholders.  
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 For administrators, contradictory reports were sometimes given about use of these data 
from the interviews and surveys. First, evident from Figure 6 above, one administrator reported 
using each source—student grades and student performance on course assessments—“very few 
times” (meaning one to two times per year, represented by the red half of the bar on the chart), 
and the other administrator reported using this source “almost always” (meaning six or more 
times per semester, represented by the light blue half of the bar). According to interview data, 
contradictory statements were made regarding these data and the use of these data. For instance, 
one administrator reported, “Grades is another way [we evaluate quality]; we do look at the 
average GPA of our students when they graduate.” The other administrator stated:  
So we don’t really look at grades. Our goal is not to transform education, which is a great 
goal, but it’s not our goal. Our goal is to make sure that online students get the exact 
same course they would get if they were here on campus. That’s really what we are doing 
[to discern quality], and that’s really what our students expect. Our courses are really, 
really hard, and they are also theoretical, and a lot of the working professionals want 
practical courses. Well, we are a research university; our courses are going to be 
theoretical. [The professors] evaluate their students’ exams; that’s their realm that we 
don’t get into. So ours is on the students’ satisfaction.  
However, later in the interview, the administrator contradicted herself and said that the 
program references grades more so for a check on a newer professor rather than the student. She 
said, “If we know there have been grading or communication issues, we emphasize those things 
again [with the new professors]—the things we would like for them to know about. In one case, 
we have had to go to the department and ask that this person not teach anymore for our program, 
and they honored that. And that has only happened once.”  
Related to course assessments, one program administrator talked about the thorough 
process they use to keep the integrity of the examination documents and process by ensuring that 
each student has a proctor. The consistency of this process was credited as an indicator of the 
quality of their program. She reported: 
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A lot of our operation here centers around exam administration. Because they are 
[department] courses, we ask the instructor to bring a copy of the exam over a week in 
advance of the date [on] which it is supposed to be given on campus. That almost never 
happens; that’s what we shoot for, but we understand if that can’t happen. So they are 
paper and pencil exams, and they are typically timed, usually closed book, closed notes. 
You can only have a calculator; you can’t really have your cell phone, and you can’t have 
this other stuff. Because of that, that necessitates proctors. At the beginning of every 
semester, every student is required to submit that name of someone whom they are 
proposing as their proctor, and there is a list of criteria. They can’t be a peer; they can’t 
be someone related to them; it has to be a manager or somebody in the HR training 
department, those kinds of things. If there is more than one student with a company, they 
have to take the exam at the same time. The integrity of the exam is important to the 
program, of the utmost importance, to keep that integrity intact, so that’s why we go to 
these lengths. There are some classes that do project grading, so they don’t need proctors. 
Some do quizzes on Compass, and that’s sufficient for that class. And that’s sufficient for 
on campus, but that’s not generally the case for us. I’m thinking at least 80% are 
proctored exams, so it’s a pain in the neck to get a proctor for every single student. So we 
take the exams, scan them, and put them up on a secure server. And we send the proctor 
the password to get to that secure server. They download it, and let us know when they 
have printed it. They lock it up until the exam time; they give it to the student to take the 
exam; they pick it up, and the student is not to have any more contact…with that exam. 
We usually ask if they will incur the expense of sending it back and, if not, we send them 
UPS envelopes to send them back and charge us with it, because we have had exams lost. 
The proctor is also required to make a copy of the exam in case it gets lost. I think it’s 
definitely class to class. I’m thinking, two midterm exams and a final exam are probably 
common. The process is important to the course. 
In addition to the administrators, faculty cited student performance on the course 
assessments and, as a whole, as a tool that they frequently used to generate evaluation 
information about the quality of the program. Ten of the eleven faculty interviewed reported 
using student performance as a mechanism to determine the quality of their courses. One said, “I 
use my teaching experience, since it takes experience to judge how successful [the course] is. I 
mainly look at the performance of the students as [to] whether they are successful. Generally, 
some have been successful, and others haven’t, and it’s about their performance.” Another said, 
“If most of my students put in the time and do well, then it is fine.” However, when the 
interviewer asked what happens if the students, and particularly online students, do not perform 
well, the professors generally encouraged students to “review the material.” One reported, “The 
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goal is to make this course as good as you can in the best possible way in teaching online. All the 
students get access to the material, and I send uniform emails to the students. So the students are 
not at a disadvantage. Everyone has access to the web pages. The online course and on-campus 
lecture is exactly the same material. I tell them to check the material.”  
Of the 16 faculty who submitted answers on the open-ended survey question regarding 
the three most worthwhile activities they as faculty members do to evaluate the quality of their 
course/and program, six mentioned course performance. According to these responses, three 
referenced a specific time or assessment, while the other three were more comprehensive for the 
course as a whole. For instance, one reported, “I study the students’ performance on the final 
exam and how well they are keeping up with the online assessments as [the course] is 
progressing.” Another faculty member reported he does a “periodic review of the student 
learning outcomes and grades,” while another said he looks at “the quality of the term papers and 
the assessments through the same on-campus offerings of the same material.”  
Issues with using student grades and course performance. While the administrators and 
some faculty reportedly considered the sources of student grades and assessment performance to 
be an indicator of quality, some professors in the program stressed that the quality of the students 
at times rendered these marks useless for assigning program quality. Three faculty recorded 
survey responses related to the quality of the students, and therefore these students’ grades, as a 
major stumbling block to the quality of the program. One wrote, “It’s unclear what admission 
standards online students have met and where they are in a given program. Some struggle.” 
Another faculty member wrote, “Online program/courses need to be marketed better to attract 
higher quality applicants. Many online students have been away from school for many years, and 
it is a shock when they see math and physics and fail.” “If the student quality is low, then their 
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performance and reaction to the course cannot be used to evaluate it,” said the other. 
Administrators also acknowledged this tension, but primarily deflected this as a problem that had 
been rectified by recruiting efforts. One reported:  
The qualifications of our students—the level and the quality of the students—is 
increasing every year. As I mentioned to you, we are getting more and more students in 
[the online] programs. [Department name] probably had a little lower of a benchmark for 
some of the students coming in in previous years, and that has been a complaint of the 
department faculty members. But the faculty members that have complained about that 
don’t work in the department, and so they don’t know the quality of the students, and the 
faculty members that do work in the program say, “Hands down, I would put those 
students against my on-campus students, and they would perform as good or better any 
day of the week,” and that’s what they’ll tell me.  
 
The other administrator also acknowledged this problem. She said:  
We had a relationship with [Company Name], and what we did was kind of a marketing 
thing with them which if they sent in [a] certain number of students, then we would 
rebate them a certain percentage of tuition. That went horribly wrong. It did sound good, 
but it turns out that because their students knew we had this agreement with them, they 
thought they could do whatever they want, get whatever grades, and we still owed them a 
degree. I wasn’t involved in the negotiations, but that had nothing to do with the 
negotiation agreements. So that was really tough, but that one is gone now, thankfully.”  
 
Further, using grades as an evaluation is problematic from the students’ standpoint as 
well. For instance, three faculty members said that a strength of the online program is that it 
offers additional curricular support for the on-campus students, who have full access to the 
online lectures and material. One faculty member said, “I have had [on-campus students] watch 
the online lecture if I had to travel out of town for a conference, so my schedule is not 
interrupted.” Thus, in some cases, the addition of an online component enabled traditional 
students to not only have access to the traditional classroom information, but also to online 
support as well. These extend beyond the hybrid classes or blended-learning environments, 
where roughly 30% to 79% of the course is delivered online (Allen & Seaman, 2008). This 
allows on-campus students to have the “benefits” of both the traditional and online setting at the 
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same time, if the students choose to participate. This is especially problematic in courses where 
grades are assigned on a curve for the on-campus and online students. In the interviews, three 
students cited this as a problem they had with the program. One student reported, “You get an 
exam back, and you get an 86, and this may be a low A or B, but because the lectures are taped, 
we don’t know where we are. You don’t get a fair estimate of where you stand. The grades in 
these classes are more based on how well the class did. [The on-campus students] get our 
information and the on-campus information, and they can have a better idea about what their 
grade really is because they can talk to people in the class.” 
The Committee on Extended Education and External Degrees process. Finally, 
evidence from the document review and administrator survey and interview data revealed that 
the graduate college monitoring by the overall university was also reported as an evaluation 
activity done to monitor the quality of the program. Both administrators referenced the 
Committee on Extended Education and External Degrees (CEEED) process on their surveys and 
during the interviews. One faculty member also referenced that he/she had participated in the 
CEEED process, but was unable to recall any of the results or the purpose. Although both 
administrators acknowledged the CEEED process as an evaluative activity in which their 
programs participate, the actual use of these data was variable between the programs and was 
primarily used during the timeframe that the program was participating in the process.  
For both traditional and online “off-campus degree programs,” which are defined as 
programs with more than one-half of their graduate units administered off-site, the Graduate 
College Committee on Extended Education and External Degrees (CEEED; University of Illinois 
at Urbana-Champaign, 2002a, 2002b) performs a five-year review process. The administrators 
and the graduate college at Illinois commonly refer to these as “CEEED reviews” or the 
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“CEEED process.” During CEEED reviews, the Graduate College has faculty and students in the 
programs complete an online survey. Hard copies of online surveys last administered by CEEED 
during the 2009 academic year were provided by the Graduate College, and completed CEEED 
reports were provided by both program administrators. There were roughly six to seven 
categories covered in the surveys, although these categories were not identified consistently, and 
the items were also different depending on the administration date. Generally speaking, the six 
student categories included quality of instructional components, quality of the program’s student 
support services, instructional delivery, personal student characteristics, anticipated completion, 
and general overall program quality. The faculty survey had seven categories, including 
instructor information, academic unit’s perception of the program, support available to the 
participants, benefits, expectations, comparison, and general overall program quality. 
Evident from the Figure 6 above, one administrator reported using the CEEED review 
“very few times” (meaning one to two times per year, represented by the red half of the bar on 
the chart), and the other administrator indicated she used this source “almost always” (meaning 
six or more times per semester, represented by the light blue half of the bar) during the year of 
the actual review participation. Also in Figure 6 above, one administrator indicated a drop in the 
frequency of referencing CEEED results on a year when the online program was not involved in 
the review, with a response of “sometimes” (meaning three to five times per year, indicated by 
the light green half of the bar). Therefore, CEEED results were used primarily on the year the 
department was actually participating in the process and not on the four years between the 
repetitions of this process.  
Issues with using the CEEED process. There were also issues reported in using the 
CEEED process to evaluate the quality of the online programs. Document review revealed that 
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the programs all had different CEEED questions; therefore, looking at this information across 
time periods and departments was difficult. One administrator admitted, “It’s the departments’ 
responsibility to do anything with [the CEEED information], and they don’t really have anything 
to do with it. I was actually at one review, but it was just odd. I think that’s also a bit of a time 
issue. . . .If [the graduate college] starts to use it with everyone and…they are supposed to, then 
we might use it more.” In addition, both administrators noted that this process should be done for 
the traditional, on-campus programs as well as the online programs if the programs are truly 
going to be touted as being comparable in terms of quality. In reflecting on this issue, regarding a 
similar process being done with both on-campus and online programs, the other administrator 
reported: 
We also use the CEEED because it is mandatory, so it’s not something that we could 
skip…obviously. I think it’s imperative that departments get a reality check once in a 
while. It’s too bad that they don’t have to go through this with their on-campus programs, 
to be quite honest. Because we wouldn’t have to do these reviews so often and make 
these radical adjustments [to the online programs] and all of these things if there [were] 
probably more oversight of all of the programs. This is a faculty-driven campus, 
however, so that will never occur. But I think because of the CEEED reviews, it makes 
administrators realize and come to the realization that there are some deficiencies, and it 
gives them some things to talk about with their faculty on sort of an even playing field, 
saying, “Here we are getting feedback from our clientele, because on this campus, we’re 
research driven; teaching is second.” Well, when money talks, all of a sudden the clients 
become important. And I’m hoping that because of the changes they make in the online 
programs [with monitoring in CEEED], that they make some adjustments in their on-
campus programs as well to benefit the on-campus students, who are getting sort of 
forgotten in my opinion. I mean, the departments that work with us and have online 
programs, they are instituting some of the same technologies in their on-campus courses; 
the feedback they’re getting is phenomenal; the students are signing up in droves for 
these blended courses. So the CEEED review, I think, has really helped some of these 
advisory groups to implement some of these changes if they are willing to take action. 
Some departments are so resistant. They just want the online staff to make changes, or 
it’s a slow change, slower than I’d like. 
As previously stated, no faculty mentioned the CEEED process in the surveys, and one 
faculty member did so in the interviews, reporting that, “I did a survey for the graduate college a 
few years ago, but I don’t really remember what it was about or if we got any feedback on the 
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process.” This was lack of involvement in the CEEED process from the faculty was also evident 
from the low CEEED response rates, which was an issue reported by the administrators of the 
program as well as the Graduate College, that reported that typically, faculty and student 
response rates from the online programs are low, at approximately 15% to 40% for each group in 
2009 (Graduate College, personal communication, May 22, 2009). Additionally, when faculty 
were asked what activities the program did to evaluate quality, most stated (n = 8) that they did 
not know of any activities. One summarized this sentiment by saying, “I am embarrassed to say, 
I don’t really know what they’re doing to look at the quality.” When asked for improvement 
suggestions, he said, “They should tell us what they’re doing to look at quality so [faculty] can 
help them.” The lack of communication of these CEEED findings with the faculty is a problem.  
Levels of Implementation of Current Practice 
Even though most of the evaluation occurring in the programs is informal, analysis of the 
surveys, interviews, and documents collected from the programs revealed four key themes 
related to current evaluation practice included the use of: (a) informal feedback from the students 
and faculty, (b) student satisfaction surveys (i.e., ICES student feedback and department-specific 
and created satisfaction surveys), (c) student grades and performance information, and (d) the 
Committee on Extended Education and External Degrees (CEEED) process.  There were several 
issues reported in using these strategies to evaluate quality. Also evident from the study was that 
the implementation of these practices is occurring at varying levels.  There seems to be a four-
stage continuum of evaluation that these particular programs and others like them might be using 
(see Table 13 below).  Therefore, the researcher identified these stages as preservation, 
investigation, conversion, and expansion.  
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Table 13 
Stages of Evaluation  
Stage of Evaluation Description 
Preservation of a current system 
(Stage 1) 
Evaluation system is focused on efficiency and student satisfaction ratings. Small improvements are made 
periodically to what is already being done in hopes of getting more efficiency out of the existing system. 
 
Investigation of new approaches 
(Stage 2) 
Administrators and faculty realize that the existing system and incremental improvements will not improve 
the program or students’ learning, and they begin to explore evaluation. Investigation of new approaches 
and deepening understanding of what it will take to evaluate and implement evaluation findings for 
improvement could be a characteristic of this stage.  
 
Conversion of evaluation practice 
and use (Stage 3) 
There is widespread agreement with involved stakeholders and administration to move to a more complete 
evaluation system looking at the merit, worth, and value of the online program. Existing programs and 
practices are evaluated in terms of their support for complete evaluation, and new practices are put into 
place. The evaluation system begins to be realigned to support the achievement of explicit standards of 
quality by all online programs. 
 
Expansion of the infrastructure to 
support complete evaluation of 
merit worth, and value of online, 
hybrid, and traditional degree 
programs (Stage 4) 
The focus is on creating ongoing support mechanisms for a standardized evaluation system for all programs 
regardless if they are online, hybrid, or traditional learning environments. Activities related to this can 
include aligning all policy and practice; using accountability data for continuous improvement and resource 
allocation; aligning faculty and student objectives to support the achievement specific training standards in 
general and in STEM, and aligning the work of all programs within and outside the university. 
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For preservation of the current system, the evaluation system is focused on the efficiency 
and on collecting student satisfaction ratings. Small improvements are made periodically to what 
is already being done in hopes of getting more efficiency out of the existing system.  Evident 
from the data collected for this question, the programs seem to be at or beginning to move out of 
this stage.  Evident from this discussion, the evaluation in these programs could be interpreted as 
incomplete as it overlooks important issues like student learning outcomes, the teaching and 
learning process, faculty support, course structure, and others identified in the literature. 
For investigation of new approaches, administrators and/or the faculty realize that the 
existing system and the incremental improvements will not really improve the program or 
students’ learning, and they begin to explore deeper evaluation with one or more of the tenants of 
merit, worth, and value. Investigation of new approaches and deepening understanding of what it 
will take to implement standards would be characteristic of this stage.   
For conversion of evaluation practice and use, there is widespread agreement with 
involved stakeholders and administration to move to a more complete evaluation system looking 
at the merit, worth, and value of the online program. Existing programs and practices are 
evaluated in terms of their support for complete evaluation, and modified and new practices are 
put into place and revisited regularly. The evaluation system begins to be realigned to support the 
achievement of explicit standards of quality by all online programs in the department. 
 For expansion, the evaluation focus is on creating ongoing support mechanisms for a 
standardized evaluation system for all programs regardless if they are online, hybrid, or 
traditional learning environments. Activities related to this can include aligning all policy and 
practice; using accountability data for continuous improvement and resource allocation; aligning 
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faculty and student objectives to support the achievement specific training standards in general 
and in STEM, and aligning the work of all programs within and outside the university. 
 
Category and Rating Comparisons 
This section discusses the findings for the second and third research questions: “How do 
these evaluation practices and quality indicators compare with those recommended and used by 
professional organizations and on-campus traditional STEM graduate programs?” and “How do 
varying stakeholder groups rate the relative importance of these evaluation practices and quality 
indicators?” Evident from these reported current practices described above, the activities 
currently being done are not fully compliant with the common quality indicators that are used to 
discern program quality in STEM, traditional, and online programs. Data for the second and third 
questions were drawn from the document review, interviews, and surveys. Particular emphasis 
was given to the survey data to probe information about quality indicators  andrating 
comparisons of the quality indicators to answer these research questions. The analysis consisted 
of three steps, including descriptive statistics for each of the items related to the seven categories 
to determine program quality, analysis of variance (ANOVA) to determine whether there were 
statistically significant differences between the variables, and then a factor analysis to explore 
the dimensionality of the 72 quality indicators associated with quality in the survey. 
First, general descriptive statistics were generated for the survey items (Appendix G 
contains a report containing a table for each of these 72 quality indicator items disaggregated by 
stakeholder group, department, and college). This was done to explore how the individual items 
performed which is recommended created surveys. This section describes the results of the 
descriptive statistics on the survey items that probed stakeholders’ perceptions of the importance 
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of these common quality indicators. The survey and quality indicators were literature-based, 
emphasizing important aspects of the seven common quality indicators used to discern program 
quality in online, traditional, and STEM academic programs from data collected from 107 total 
participants, including administrators (n = 2), faculty (n = 29), and students (n = 76). The five-
point Likert-type scale levels for these items were 1 meaning “very little importance,” 2 meaning 
“below average importance,” 3 meaning “average importance,” 4 meaning “above average 
importance,” and 5 meaning “very high importance.” Most of the items were drawn from other 
surveys that probed quality in traditional learning (from the National Research Council study), 
online (from the IHEP), and STEM (the ABET Criterion 3) and were placed under the seven 
commonly used quality indicators that determine program quality in traditional, online, and 
STEM programs established at the beginning of the study, including (a) institutional support and 
structure, (b) course development and structure, (c) teaching/learning process, (d) student support 
and characteristics, (e) faculty support and characteristics, (f) evaluation and assessment, and (g) 
student learning outcomes in STEM. In addition, where appropriate and applicable, qualitative 
data were included to corroborate the findings of the surveys in the discussion below.  
Institutional support and structure. The first commonly used quality indicators to 
determine program quality included in this study was regarding institutional support and 
structure. First, descriptive statistics were generated for the items related to this category (see 
Appendix G for the tables and discussion of the descriptive analysis results). Items for this 
section of the survey were drawn from both IHEP and NRC questions. Additionally, five survey 
items were added based on the interviews with program administrators. For instance, analysis of 
the interviews revealed that the programs stressed the importance of there being no distinction 
between the on-campus and the online degree awarded by the university (i.e., on transcripts, 
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diplomas, etc.). Therefore, this quality indicator item was added to probe this in the surveys. The 
means on the items in this category ranged from a high of 4.45 on the added item of no 
distinction between the on-campus and online degrees awarded by the university, to a low of 
2.94 on the item related to the number of graduates who stopped and reentered the program.  
After exploring the descriptive statistics for this category, a one-way analysis of variance 
(ANOVA) was also conducted in order to assess the significance of the variables determined by 
the survey items for the category of institutional support and structure. This was done to compare 
the results with the respondent stakeholder group (i.e., student, faculty, administrator), 
department, and college (i.e., Engineering and ACES), which were used as the independent 
variables. The dependent variables were the survey items. The items that displayed significant 
differences between the independent variables are presented in Table 14 and the narrative below.  
Based on this analysis, one item had a statistically significant difference between the 
stakeholder respondent groups. The significant differences are only noted between the students 
and faculty if the post hoc analysis confirmed the statistical significance of these differences. The 
item stated that there was, “No distinction between the on-campus and online degree awarded by 
the university,” F(2, 103) = 13.29, p < .01. Follow-up tests were conducted to evaluate the 
significant pairwise differences among the means between the faculty and the students.  
Confirmed by the post hoc analysis, students noted statistically higher importance of this non-
distinction between on-campus and online (4.68) than the faculty (3.82). 
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Table 14 
Analysis of Variance Results for the Institutional Support and Structure Survey Items 
Quality Indicator Items 
Grouping 
variable Category N Mean SD p 
Q35 c. The reliability of the 
technology delivery system is as 
failsafe as possible. 
Department ENG 49 4.20 .763 0.01 
CRPS 26 4.73 .533 
NRES 29 4.48 .509 
College ENG 50 4.22 .764 0.01 
ACES 56 4.59 .532 
Q37 e. No distinction between 
the on-campus and online degrees 
awarded by the university (i.e., 
on transcripts, diplomas, etc.) 
Stakeholder* Student 76 4.68 .594 0.01 
Faculty 28 3.82 1.090 
Admin 2 4.50 .707 
Q42 j. Percentage of students 
who receive employment 
promotions after graduation from 
this online degree program. 
College ENG 50 3.50 .953 0.05 
ACES 55 3.87 1.001 
Q43 k. High reputational 
rankings (i.e., U.S. News and 
World Report rankings). 
Department ENG 48 4.35 .812 0.03 
CRPS 25 3.88 .927 
NRES 29 3.83 1.136 
College ENG 49 4.37 .809 0.01 
ACES 55 3.87 1.037 
*Significant differences between stakeholder means were only noted if the post hoc analysis 
confirmed this difference between the students and faculty.  
 
Also evident from the analysis and Table 14, significant differences were also found 
between the three departments (Mechanical Engineering, Crop Sciences, and NRES) and 
between the two colleges that housed the programs (Engineering and ACES). For departmental 
differences, two items were significantly different: the reliability of the technology delivery 
system, F(2, 101) = 5.85, p < .01, and high reputational rankings (i.e., as reported in the U.S. 
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News and World Report), F(2, 99) = 3.64, p = .03. Means for the item related to the technology 
delivery system were over 4.00, but post hoc analysis revealed that Mechanical Engineering 
participants had significantly lower means on this item than Crop Sciences. Conversely, 
reputational rankings were highly valued in the online Mechanical Engineering program, with a 
mean of 4.35 versus means of 3.88 and 3.83 for Crop Sciences and NRES, respectively.  
Finally, for college differences, the three items with significant differences (see Table 14) 
were related to the reliability of the technology delivery system, F(1, 104) = 8.49, p < .01; the 
percentage of students who receive employment promotions after graduation, F(1, 103) = 3.80,  
p = .05; and high reputational rankings, F(1, 102) = 7.23, p = .01. Similar to the departmental 
means, the technology delivery system ratings were both over 4.00, with Engineering 
participants having significantly lower means than those from ACES. Also similar to the 
differences between the departmental means, reputational rankings were highly valued by 
stakeholders from Engineering versus ACES, with means of 4.37 and 3.87, respectively. 
Conversely, ACES participants valued the percentage of students who received employment 
promotions after graduation from the online degree program more than Engineering, with a mean 
ratings of 3.87 versus a mean of 3.50. 
Course development and structure. The second commonly used quality indicator 
category included in this study was related to course development and structure. Questions from 
the IHEP study were primarily used in this quality indicator category and means on the items 
ranged from a high of 4.55 (on a 5-point scale, with 1 meaning “very little importance” and 5 
meaning “very high importance”) on the added item related to the availability of archived 
lectures to a low of 3.63 on the item related to the pre-participation advisement of students to 
determin if they had the self-motivation and commitment to learn online.  
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A one-way analysis of variance (ANOVA) was also conducted in order to assess the 
significance of the variables determined by the survey items for the quality indicator category of 
course development and structure. This was done to compare the results with the respondent 
stakeholder group, department, and college, which were used as the independent variables. The 
dependent variables were the survey items. The items that displayed significant differences 
between the independent variables are presented in the narrative and Table 15 below.  
Evident from this analysis and displayed in Table 15, seven of the items related to course 
structure showed significant differences between the stakeholder respondent groups. The 
significant differences are only noted if the post hoc analysis confirmed the statistical 
significance of the mean differences between the students and faculty. Post hoc analysis 
confirmed that students’ means were significantly higher than those of faculty on all seven of 
these items. Items with significant differences between stakeholder groups were: technology 
being used to deliver course content is based on learning outcomes, F(2, 100) = 4.80, p = .01; 
instructional materials being reviewed to meet standards, F(2, 101) = 6.71, p < .01; faculty and 
students agreeing upon timing expectations about student assignments and faculty response 
completion, F(2, 100) = 4.05, p = .02; students being provided with supplemental course 
information that outlines course objectives, concepts, and ideas, F(2, 101) = 5.96, p < 0.01; 
sufficient library resources being made available F(2, 101) = 4.72, p = .01; students being 
instructed in proper methods of effective research, including assessment of resource validly F(2, 
100) = 4.56, p = .01; and learning outcomes for each course being available and clearly written, 
F(2, 101) = 8.72, p < .01. Although the administrators only had two people, so these differences 
were not noted on the table, follow-up tests showed that faculty means for three items related to 
the explicit statement of learning outcomes and standards were lower than those of both the other 
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two groups. These differences included means from items related to instructional materials being 
reviewed to meet standards (with a faculty mean of 3.74 compared to those of students and 
administrators at 4.31 and 4.50, respectively); students being provided with supplemental course 
information that outlines course objectives, concepts, and ideas (with a faculty mean of 3.93 
compared to those of students and administrators at 4.45 and 4.00, respectively); and learning 
outcomes for each course being available and clearly written (with a faculty mean of 3.37 
compared to those of students and administrators at 4.13 and 4.00, respectively).  
Table 15 
Analysis of Variance Results for the Course Development and Structure Survey Items 
Quality Indicator Items 
Grouping 
variable Category N Mean SD p 
Q49 b. The technology being 
used to deliver course content is 
based on learning outcomes. 
Stakeholder* Student 74 4.07 .746 .010 
Faculty 27 3.56 .801  
Admin 2 3.50 .707  
Department ENG 47 3.66 .760 .004 
CRPS 26 4.23 .815  
NRES 28 4.11 .685  
College ENG 48 3.65 .758 .001 
ACES 55 4.16 .739  
Q50 c. Instructional materials 
are reviewed periodically to 
ensure they meet program 
standards. 
Stakeholder* Student 75 4.31 .657 .002 
Faculty 27 3.74 .813  
Admin 2 4.50 .707  
Q51 d. Faculty and students 
agree upon expectations 
regarding times for student 
assignment completion and 
faculty response. 
Stakeholder* Student 75 4.16 .736 .020 
Faculty 26 3.65 1.018  
Admin 2 4.50 .707  
    
(continued)
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(Table 15 continued)       
Quality Indicator Items 
Grouping 
variable Category N Mean SD p 
Q52 e. Students are provided 
with supplemental course 
information that outlines course 
objectives, concepts, and ideas. 
Stakeholder* Student 75 4.45 .664 .004 
Faculty 27 3.93 .781  
Admin 2 4.00 .000  
Department ENG 48 4.15 .714 .048 
CRPS 26 4.58 .703  
NRES 28 4.36 .731  
College ENG 49 4.14 .707 .028 
ACES 55 4.45 .715  
Q53 f. Sufficient library 
resources are made available to 
the students. 
Stakeholder* Student 75 4.25 .856 .011 
Faculty 27 3.67 1.000  
Admin 2 3.50 .707  
Department ENG 48 3.83 .907 .017 
CRPS 26 4.23 .908  
NRES 28 4.43 .879  
College ENG 49 3.82 .905 .004 
ACES 55 4.33 .883  
Q54 g. Students are instructed 
in the proper methods of 
effective research, including 
assessment of resource validity. 
Stakeholder* Student 74 4.22 .815 .013 
Faculty 27 3.63 1.115  
Admin 2 3.50 .707  
Department ENG 47 3.60 .901 .000 
CRPS 26 4.42 .809  
NRES 28 4.50 .745  
College ENG 48 3.58 .895 .000 
ACES 55 4.45 .765  
    (continued)
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 (Table 15 continued)       
Quality Indicator Items 
Grouping 
variable Category N Mean SD p 
Q56 i. Learning outcomes for each 
course are summarized in a clearly 
written, straightforward statement. 
Stakeholder* Student 75 4.13 .777 .000 
Faculty 27 3.37 .926  
Admin 2 4.00 .000  
*Significant differences between stakeholder means were only noted if the post hoc analysis 
confirmed this difference between the students and faculty. 
 
Significant differences were also found between the three departments (Mechanical 
Engineering, Crop Sciences, and NRES) and between the two colleges that housed the programs 
on these items (see Table 15). For departmental differences, four items were significantly 
different, including the items related to: the technology used to deliver content being based on 
learning outcomes, F(2, 98) = 5.85, p < .01; students being provided with supplemental course 
information that outlines course objectives, concepts, and ideas, F(2, 99) = 3.13, p = .05; 
sufficient library resources being made available F(2, 99) = 4.25, p = .02; and the item related to 
students being instructed in proper methods of effective research, F(2, 98) = 13.54, p < .01. On 
all four of these questions, Mechanical Engineering participants had significantly lower means 
than participants from Crop Sciences and NRES. When comparing college-level means, these 
same items revealed differences at the college level, with the College of Engineering having the 
lower means for all four of these items.  
Teaching and learning process. The third commonly used quality indicators that was 
included in this study was related to the teaching and learning process. Means on the items 
ranged from a high of 4.42 on the item related to feedback to students to a low of 3.01 on the 
item related to opportunities for students to work collaboratively on class assignments. In 
addition to the descriptive statistics, a one-way analysis of variance (ANOVA) was also 
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conducted to assess the significance of the variables determined by survey items for this category 
to compare the results with the respondent stakeholder group, department, and college, which 
were used as the independent variables. Survey items were the dependent variables. Items that 
displayed significant differences between the independent variables are presented in the narrative 
and Table 16 below.  
Evident from this analysis and displayed in Table 16, there were several mean differences 
with significance between stakeholder groups, programs, and departments. For example, 
students’ mean ratings of importance (3.52 mean) were statistically higher than those of faculty 
(2.96 mean) on the item related to synchronous office hours being provided by the program, F(2, 
101) = 3.33, p = .04. Significant differences were also found between the three departments 
(Mechanical Engineering, Crop Sciences, and NRES) and between the two colleges that housed 
the programs on items related to the teaching and learning process (see Table 16). For 
departmental differences, two items were significantly different, including student interaction 
being facilitated through a variety of ways, F(2, 98) = 4.24, p = .02, where participants from 
engineering reported a higher mean of 3.88 versus a mean of 3.24 for Crop Sciences (which was 
a significant difference) and a mean of 3.79 for NRES, and the item regarding synchronous 
lectures being provided, F(2, 97) = 3.57, p = .03, where students in the engineering program 
were significantly lower, with a mean of 3.25, than Crop Sciences and NRES students, with 
means of 3.88 and 3.79, respectively. In other words, where synchronous lectures were provided, 
a greater emphasis was put on this being an important part of the quality of the program, but still 
only garnering slightly higher than an average amount of importance on the 5-point Likert scale. 
College differences were also found on the latter item related to synchronous lectures, F(1, 100) 
= 8.77, p < .01.  
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Table 16 
Analysis of Variance Results for the Teaching and Learning Process Items 
Quality Indicator Items Grouping 
variable 
Category N Mean SD p 
Q60 b. Student interaction 
with other students is 
facilitated through a variety of 
ways. 
Department ENG 48 3.88 .761 .017 
CRPS 25 3.24 1.165  
NRES 28 3.79 .876  
Q65 g. Synchronous office 
hours are provided. 
Stakeholders* Student 75 3.52 1.018 .040 
Faculty 27 2.96 1.160  
Admin 2 2.50 2.121  
Q66 h. Synchronous lectures 
are provided. 
Department ENG 48 3.25 1.212 .032 
CRPS 24 3.88 1.035  
NRES 28 3.79 .876  
College ENG 49 3.20 1.241 .004 
ACES 53 3.85 .949  
*Significant differences between stakeholder means were only noted if the post hoc analysis 
confirmed this difference between the students and faculty.  
 
Student support and characteristics. The fourth commonly used quality indicator 
category to determine program quality that was included in this study was related to student 
support and characteristics. A one-way analysis of variance (ANOVA) was also performed in 
order to assess the significance of the variables determined by the survey items for this category 
to compare the results with the respondent stakeholder group, department, and college, which 
were used as the independent variables. The items that displayed significant differences between 
the independent variables are presented in the narrative and Table 17 below.  
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Evident from this analysis and displayed in Table 17, there were several mean differences 
with significance between the colleges that housed the programs. On four items, significant 
differences were found between the two colleges (i.e., Engineering and ACES) that housed the 
programs. Stakeholders associated with Engineering had significantly lower means on three of 
the items, including importance ratings on items regarding the availability of student assistance 
for electronically accessed data, where participants from engineering reported a mean of 3.98 
versus ACES with a mean of 4.29, F(1, 99) = 4.61, p = .03; the availability of hands-on training 
to aid them in securing material through electronic databases, interlibrary loans, government 
archives, news services, etc, where participants from engineering reported a mean of 3.53 versus 
ACES, which had a mean of 4.00, F(1, 98) = 6.73, p = .01; and the item where participants rated 
the importance of written information being supplied to the students about the programs, where 
the mean for engineering participants was lower at 3.57 versus ACES participants, with a mean 
of 3.94, F(1, 100) = 4.06, p = .05. There was one difference where engineering importance 
ratings were significantly higher on the item that probed the importance related to the median 
GRE scores of entering students being comparable in online and traditional programs, where 
engineering had higher means of 3.29 versus 2.83 for ACES, F(1, 100) = 4.50, p = .04.  
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Table 17 
Analysis of Variance Results for the Student Support and Characteristics 
Quality Indicator Items 
Grouping 
variable Category N Mean SD p 
Q69 a. Students can obtain 
assistance to help them use 
electronically accessed data 
successfully. 
College ENG 49 3.98 .692 .034 
ACES 52 4.29 .750  
Q70 b. Students are provided 
with hands-on training and 
information to aid them in 
securing material through 
electronic databases, interlibrary 
loans, government archives, 
news services, etc. 
College ENG 49 3.53 .892 .011 
ACES 51 4.00 .917  
Q71 c. Written information is 
supplied to the student about the 
program. 
College ENG 49 3.57 .979 .047 
ACES 53 3.94 .886  
Q74 f. Median GRE scores of 
entering students are 
comparable in online and 
traditional programs. 
College ENG 49 3.29 1.021 .036 
ACES 53 2.83 1.139  
 
 Faculty support and characteristics. The fifth commonly used quality indicator 
category to determine program quality that was included in this study was related to faculty 
support and characteristics. In addition to the descriptive analysis (see Appendix G), a one-way 
analysis of variance (ANOVA) was also conducted in order to assess the significance of the 
variables determined by the survey items for this category to compare the results with the 
respondent stakeholder group, department, and college, which were used as the independent 
variables; the dependent variables were the survey items. The items that displayed significant 
differences between the independent variables are presented in the narrative and Table 18 below.  
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Evident from this analysis and displayed in Table 18, there were several mean differences 
with significance between stakeholder groups and departments but not between the colleges. For 
the one stakeholder mean difference, students’ mean ratings of importance (3.19 mean) were 
statistically higher on the item related to faculty working in interdisciplinary work in the last five 
years than the means of the other stakeholder groups of faculty (2.67 mean), F(2, 96) = 3.00,  
p = .05. Significant differences were also found between the three departments (Mechanical 
Engineering, Crop Sciences, and NRES) on five items (see Table 18). Items with significant 
difference between departments included the number of publications (books, articles, etc.) per 
faculty member in the last five years, F(2, 94) = 3.78, p = .03, where participants from NRES 
reported higher means of 3.11 versus a 2.42 mean in Crop Sciences and 2.51 in engineering; the 
number of scholarly citations per faculty member in the last five years, F(2, 94) = 5.28, p = .01, 
where participants from NRES reported higher means of 3.11 versus a 2.29 mean in Crop 
Sciences and 2.51 in engineering; the number of extramural grants for research earned by the 
faculty in the last five years, F(2, 94) = 5.98, p < .01, where participants from NRES reported 
higher means of 3.07 versus a 2.13 mean in Crop Sciences and 2.60 in engineering; and the 
importance of faculty diversity in regards to the two issues of race/ethnicity, F(2, 94) = 3.11,  
p = .05, and of gender, .F(2, 93) = 3.07, p = .05, where means were the same by department for 
both of these items, with participants in NRES reporting higher means of 2.71 versus means of 
2.00 in Crop Sciences and 2.36 in engineering.  
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Table 18 
Analysis of Variance Results for the Faculty Support and Characteristics Items 
Quality Indicator Items 
Grouping 
variable Category N Mean SD p 
Q88 d. Number of 
publications (books, 
articles, etc.) per faculty 
member in the last five 
years. 
Department ENG 45 2.51 1.058 .026 
CRPS 24 2.42 1.316  
NRES 28 3.11 .629  
Q89 e. Number of 
scholarly citations per 
faculty member in the 
last five years. 
Department ENG 45 2.51 1.036 .007 
CRPS 24 2.29 1.083 
NRES 28 3.11 .685  
Q90 f. Number of 
extramural grants for 
research earned by the 
faculty in the last five 
years. 
Department ENG 45 2.60 1.074 .004 
CRPS 24 2.13 1.076  
NRES 28 3.07 .716  
Q91 g. Faculty have 
been involved in 
interdisciplinary work 
in the last five years. 
Stakeholder* Student 70 3.19 1.011 .054 
Faculty 27 2.67 .920  
Admin 2 2.50 .707  
Q92 h. The faculty is 
diverse in regards to 
race/ethnicity. 
Department ENG 45 2.36 1.004 .049 
CRPS 24 2.00 1.142  
NRES 28 2.71 .976  
Q93 i. The faculty is 
diverse in regards to 
gender. 
Department ENG 44 2.36 1.014 .051 
CRPS 24 2.00 1.142  
NRES 28 2.71 .976  
*Significant differences between stakeholder means were only noted if the post hoc analysis 
confirmed this difference between the students and faculty. 
 
Evaluation and assessment. The sixth commonly used category to determine program 
quality that was included in this study was related to evaluation and assessment. All of the items 
were from the IHEP study and the aggregated means were all above 3.64, ranging from a high 
mean of 4.06 on the item related to an evaluation process being used to improve the teaching and 
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learning process, to a low of 3.64 on the item related to the data on enrollment, costs, and 
successful/innovative uses of technology are used to evaluate program effectiveness.  
A one-way analysis of variance (ANOVA) was also conducted in order to assess the 
significance of the variables determined by the survey items for this category to compare survey 
mean results with the respondent stakeholder group, department, and college. Evident from this 
analysis and displayed in Table 19, two items had significant mean differences between 
stakeholder groups. Faculty members’ mean ratings of importance were significantly lower on 
both of the items related to the evaluation and assessment category. Faculty means on the item 
related to specific standards being in place to compare and improve learning outcomes were 
significantly lower, with a mean of 3.32, than students’ mean (4.09), F(2, 94) = 9.08 , p <.01. 
Additionally, on the item related to indented learning outcomes being regularly reviewed to 
ensure clarity, utility, and appropriateness, the faculty mean was also significantly lower (3.40) 
than the students’ mean rating of importance (4.03), F(2, 94) = 4.39, p = .02.  
Table 19 
Analysis of Variance Results for the Evaluation and Assessment Items 
Quality Indicator Items 
Grouping 
variable Category N Mean SD p 
Q101 c. Specific standards 
are in place to compare and 
improve learning outcomes. 
Stakeholder* Student 70 4.09 .737 .000 
Faculty 25 3.32 .900  
Admin 2 3.50 .707  
Q103 e. Intended learning 
outcomes are regularly 
reviewed to ensure clarity, 
utility, and appropriateness. 
Stakeholder* Student 70 4.03 .851 .015 
Faculty 25 3.40 1.225  
Admin 2 4.50 .707  
*Significant differences between stakeholder means were only noted if the post hoc analysis 
confirmed this difference between the students and faculty. 
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Student learning outcomes in STEM. The final commonly used quality indicator 
category included in this study was related to student learning outcomes in the STEM fields. All  
of these items were related to ABET criterion three, and aggregate means were all above 3.57, 
ranging from a high of 4.20 on the item that had respondents rate the importance level of 
students being able to “show they can apply knowledge of mathematics, science, and 
engineering,” to a low of 3.57 on the item that said students should “show their knowledge of 
contemporary issues.” 
After the descriptive analysis was done, a one-way analysis of variance (ANOVA) was 
also conducted in order to assess the significance of the variables determined by the survey items 
for this category to compare the results with the respondent stakeholder group, department, and 
college, which were used as the independent variables. Survey items that displayed significant 
differences between the independent variables are presented in the narrative and Table 20 below.  
Evident from this analysis and displayed in Table 20, three items had means with 
significant differences between departments and colleges but not between the stakeholder 
groups. Significant differences were found between the three departments that housed the 
programs on three items: students show they can apply data to identify, formulate, and solve 
engineering problems, F(2, 91) = 19.18, p < .01, where participants from engineering reported a 
higher mean of 4.47 versus means of 3.20 for NRES and 3.58 for Crop Sciences; students show 
their recognition of the need for, and an ability to engage in, life-long learning, F(2, 93) = 3.71,  
p = .03, where participants from Crop Sciences reported a higher mean of 4.33 versus means of 
3.70 for NRES and 3.71 for engineering; and students show their ability to use the techniques, 
skills, and modern engineering tools necessary for engineering practice, F(2, 87) = 7.61, p < .01, 
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where participants from engineering reported a higher mean of 4.31 versus means of 3.38 for 
NRES and 3.46 for Crop Sciences.  
Table 20 
Analysis of Variance Results for the Student Learning Outcomes in STEM Items 
Items 
Grouping 
variable Category N Mean SD p 
Q110 e. Students show 
they can identify, 
formulate, and solve 
engineering problems 
Department ENG 45 4.47 .694 .000 
CRPS 24 3.58 1.018  
NRES 25 3.20 1.000  
College ENG 46 4.48 .691 .000 
ACES 50 3.34 1.062  
Q114 i. Students show 
their recognition of the 
need for, and an ability to 
engage in, life-long 
learning 
Department ENG 45 3.71 .843 .028 
CRPS 24 4.33 .917  
NRES 27 3.70 1.203  
Q116 k. Students show 
their ability to use the 
techniques, skills, and 
modern engineering tools 
necessary for engineering 
practice. 
Department ENG 42 4.31 .715 .001 
CRPS 24 3.46 1.382  
NRES 24 3.38 1.279  
College ENG 43 4.28 .734 .000 
ACES 49 3.37 1.349  
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On two of the items that previously showed significant mean differences between the 
departments, significant differences were also found between means of the two colleges (i.e., 
Engineering and ACES) that housed the programs. Stakeholders associated with engineering had 
significantly higher means on both of the items, including the items regarding students showing 
that they can apply data to identify, formulate, and solve engineering problems, F(1, 94) = 38.04, 
p < .01, where participants from engineering reported a higher mean of 4.48 versus a mean of 
3.34 for ACES, and the item regarding the students showing their ability to use the techniques, 
skills, and modern engineering tools necessary for engineering practice, F(1, 90) = 15.57,  
p < .01, where participants from engineering reported a higher mean of 4.28 versus a mean of 
3.37 for ACES. 
Factor Analysis 
Finally the dimensionality of the 72 quality indicator items was explored. As previously 
stated in the methods section, the internal reliability of the seven subscales revealed that the 
Cronbach’s alphas for the subscales were acceptable to good, with the reliability coefficients 
ranging from .70 to .87. Additionally, intercorrelations were done to probe the relationship 
between the quality indicators. Key findings from the correlation analysis (see correlations 
matrix in Appendix H) suggest that there is a moderate relationship between the student support 
and characteristics and faculty support and characteristics quality indicators (r = .64, p <.01), 
between the curriculum and course development and structure and the evaluation and assessment 
categories (r = .60, p <.01), and between the curriculum and course development and structure 
category and the institutional support and structure (r = .51, p <.01) and teaching and learning 
process quality indicators (r = .51, p <.01). The overall descriptive statistics for these quality 
indicator categories generated from the associated quality indicator items are below in Table 21.  
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Table 21 
Descriptive Statistics of the Seven Original Quality Indicators 
 
Quality Indicator Categories N M SD Min Max α 
Institutional support and 
structure 
106 3.80 0.44 2.54 4.85 0.74 
Curriculum and course 
development and structure 
104 4.07 0.53 2.89 5.00 0.82 
Teaching/learning process 104 3.79 0.55 2.38 4.88 0.70 
Student support and 
characteristics 
102 3.21 0.58 2.07 5.00 0.83 
Faculty support and 
characteristics 
99 3.02 0.62 1.50 4.33 0.86 
Evaluation and assessment 97 3.86 0.67 1.80 5.00 0.87 
Student learning outcomes 
(STEM) 
98 3.93 0.63 2.00 5.00 0.86 
 
The dimensionality of the quality indicator items was also explored using a maximum 
likelihood factor analysis. While the sample size is small for a factor analysis, Stevens suggests 
that conducting a factor analysis, even without a large sample size, is valuable in exploring 
dimensionality, especially when there are several high-loading marker variables (Stevens, 2002). 
Therefore, a factor analysis across the original quality indicators categories was done to examine 
the underlying structure of the factors to define a workable set of clusters.  
Principal components analysis revealed the presence of several eigenvalues exceeding 
one (Hair et al., 1998). An inspection of the scree plot showed a clear break after the twelfth 
component, so 12 components were retained for further investigation. To aid in the interpretation 
of these factors, an orthogonal Verimax rotation was used. The rotation converged in 18 
iterations, yielding 12 factors with loadings greater than or equal to 0.375 (shown in Table 22).  
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Table 22 
Rotated Factor Matrix for the Analysis for Items Across the Quality Indicators 
 
Original 
category 1 2 3 4 5 6 7 8 9 10 11 12 
Factor 1 – Diversity of students and faculty 
(Eigenvalue = 12.246; 18.278% of variance) 
Q76 h. The student 
population is diverse in 
regards to race/ethnicity. 
4 Student .932                       
Q78 j. International 
students are represented 
in the program. 
4 Student .921                       
Q77 i. The student 
population is diverse in 
regards to gender. 
4 Student .913                       
Q92 h. The faculty is 
diverse in regards to 
race/ethnicity. 
5 Faculty .723                      
Q93 i. The faculty is 
diverse in regards to 
gender. 
5 Faculty .718                      
Q82 n. Accessibility of 
program to students with 
disabilities. 
4 Student .662                       
           
(continued)
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(Table 22 continued)              
 Original 
category 1 2 3 4 5 6 7 8 9 10 11 12 
Q80 l. Career status of the 
students (beginning, mid-
career, senior, retiree, etc.) 
4 Student .629                      
Q81 m. Location of the 
students (local, global, 
etc.). 
4 Student .603                      
Factor 2 – Professional and scholarly productivity of faculty 
(Eigenvalue = 6.915; 10.321% of variance) 
Q89 e. Number of 
scholarly citations per 
faculty member in the last 
five years. 
5 Faculty  .816                     
Q88 d. Number of 
publications (books, 
articles, etc.) per faculty 
member in the last five 
years. 
5 Faculty   .814                     
Q90 f. Number of 
extramural grants for 
research earned by the 
faculty in the last five 
years. 
5 Faculty   .807                     
           
(continued) 
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(Table 22 continued)              
 
Original 
category 1 2 3 4 5 6 7 8 9 10 11 12 
Q91 g. Faculty have been 
involved in inter-
disciplinary work in the 
last five years. 
5 Faculty   .591                    
Q94 j. Reception by peers 
of faculty members' work 
as measured by honors and 
awards 
5 Faculty  .528                     
Q96 l. Academic rank of 
the faculty (i.e., professor, 
associate professor, 
assistant professor, 
lecturer) 
5 Faculty   .490             
Q95 k. Tenure status of the 
faculty (emeritus, tenured, 
tenure-track, 
visiting/adjunct, etc.) 
5 Faculty  .396                     
Factor 3 – Presence, accessibility, and articulation of evaluation activities, learning outcomes, and support information 
(Eigenvalue = 4.146; 6.188% of variance) 
Q51 d. Faculty and 
students agree upon 
expectations regarding 
times for student 
assignment completion 
and faculty response. 
2 Course     .701              
           
(continued)
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(Table 22 continued)              
 
Original 
category 1 2 3 4 5 6 7 8 9 10 11 12 
Q48 a. Archived lectures 
are available throughout 
the semester. 
2 Course     .639              
Q101 c. Specific 
standards are in place to 
compare and improve 
learning outcomes. 
6 Eval   .637              
Q50 c. Instructional 
materials are reviewed 
periodically to ensure they 
meet program standards. 
2 Course     .573              
Q103 e. Intended learning 
outcomes are regularly 
reviewed to ensure clarity, 
utility, and 
appropriateness. 
6 Eval    .562                   
Q102 d. Data on 
enrollment, costs, and 
successful/innovative uses 
of technology are used to 
evaluate program 
effectiveness. 
6 Eval    .518                   
           
(continued)
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 (Table 22 continued)              
 
Original 
category 1 2 3 4 5 6 7 8 9 10 11 12 
Q49 b. The technology 
being used to deliver 
course content is based on 
learning outcomes. 
2 Course     .507                 
Q100 b. An evaluation 
process is used to improve 
the teaching/ learning 
process. 
6 Eval     .483           
Q40 h. The average time 
to degree completion is 
five years or less. 
1 Institute     .454           
Q52 e. Students are 
provided with 
supplemental course 
information that outlines 
course objectives, 
concepts, and ideas. 
2 Course     .436              
Q71 c. Written 
information is supplied to 
the student about the 
program. 
4 Student     .395              
Q99 a. The programs 
educational effectiveness 
is measured using several 
methods. 
6 Eval     .387                   
           
(continued)
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(Table 22 continued)              
 
Original 
category 1 2 3 4 5 6 7 8 9 10 11 12 
Q99 a. The programs 
educational effectiveness 
is measured using 
several methods. 
6 Eval     .387                   
Factor 4 – Student knowledge of current practice, ethics, impact, and professional conduct in STEM 
(Eigenvalues = 3.653; 5.452% of variance) 
Q115 j. Students show 
their knowledge of 
contemporary issues 
7 LrnOut       .779                 
Q114 i. Students show 
their recognition of the 
need for, and an ability 
to engage in life-long 
learning 
7 LrnOut       .747                 
Q111 f. Students show 
they understand 
professional and ethical 
responsibility 
7 LrnOut       .597         
Q112 g. Students show 
they can communicate 
effectively 
7 LrnOut     .554         
           
(continued)
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(Table 22 continued)              
 
Original 
category 1 2 3 4 5 6 7 8 9 10 11 12 
Q113 h. Students show 
their grasp of the broad 
education necessary to 
understand the impact of 
engineering solutions in 
a global, economic, 
environmental, and 
societal context 
7 LrnOut       .551                 
Q109 d. Students show 
they can apply to 
function on 
multidisciplinary teams 
7 LrnOut      .527                
Factor 5 – Student production of STEM capstone research projects 
(Eigenvalue = 3.134; 4.678% of variance) 
Q108 c. Students show 
they can apply to design a 
system, component, or 
process to meet desired 
needs within realistic 
constraints such as 
economic, environmental, 
social, political, ethical, 
health and safety, 
manufacturability, and 
sustainability 
7 LrnOut         .813               
           
(continued)
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(Table 22 continued)              
 
Original 
category 1 2 3 4 5 6 7 8 9 10 11 12 
Q107 b. Students show 
they can apply and 
conduct experiments, as 
well as to analyze and 
interpret data 
7 LrnOut         .776               
Q106 a. Students show 
they can apply 
knowledge of 
mathematics, science, 
and engineering 
7 LrnOut         .700               
Q110 e. Students show 
they can identify, 
formulate, and solve 
engineering problems 
7 LrnOut         .527               
Q116 k. Students show 
their ability to use the 
techniques, skills, and 
modern engineering 
tools necessary for 
engineering practice. 
7 LrnOut         .428            
           
(continued)
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(Table 22 continued)              
 
Original 
category 1 2 3 4 5 6 7 8 9 10 11 12 
Factor 6 – Customer service provided by the program 
(Eigenvalue = 2.752; 4.108% of variance) 
Q36 d. Questions directed to 
student service personnel 
are answered accurately and 
quickly. 
1 Institute           .730             
Q61 c. Feedback to student 
assignments and questions is 
provided in a timely 
manner. 
3 Teach           .680             
Q62 d. Feedback to students 
is provided in a manner that 
is constructive and non-
threatening. 
3 Teach           .599             
Q72 d. Easily accessible 
technical assistance is 
available to all students 
throughout the duration of 
the course/program. 
4 Student           .560          
Q73 e. A structured system 
is in place to address student 
complaints. 
4 Student          .526          
Q35 c. The reliability of the 
technology delivery system 
is as failsafe as possible. 
1 Institute           .452          
           
(continued)
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(Table 22 continued)              
 
Original 
category 1 2 3 4 5 6 7 8 9 10 11 12 
Factor 7 – Training in conducting scholarly research  
(Eigenvalue = 2.540; 3.791% of variance) 
Q54 g. Students are 
instructed in the proper 
methods of effective 
research, including 
assessment of resource 
validity. 
2 Course             .798           
Q70 b. Students are 
provided with hands-on 
training and information 
to aid them in securing 
material through 
electronic databases, 
interlibrary loans, 
government archives, 
news services, etc. 
4 Student            .611       
Q53 f. Sufficient library 
resources are made 
available to the students. 
2 Course             .588       
          
(continued)
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(Table 22 continued)              
 
Original 
category 1 2 3 4 5 6 7 8 9 10 11 12 
Q69 a. Students can 
obtain assistance to help 
them use electronically 
accessed data 
successfully. 
4 Student            .530       
Q75 g. Support is 
provided for scholarly 
student publication and 
presentations. 
4 Student           .504           
Q55 h. Before starting the 
program, students are 
advised about the 
program to determine if 
they have the self-
motivation/commitment 
to learn at a distance. 
2 Course          .435           
Q33 a. Electronic security 
measures are in place to 
ensure the integrity and 
validity of information. 
1 Institute             .375          
           
(continued)
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(Table 22 continued)              
 
Original 
category 1 2 3 4 5 6 7 8 9 10 11 12 
Factor 8 –Interaction between students and each other and the faculty 
(Eigenvalue = 2.354; 3.514% of variance explained) 
Q60 b. Student 
interaction with other 
students is facilitated 
through a variety of ways. 
3 Teach               .766         
Q64 f. Students are given 
opportunities to work 
together on class projects. 
3 Teach               .735         
Q65 g. Synchronous 
office hours are provided. 
3 Teach          .572         
Q59 a. Student interaction 
with faculty is facilitated 
through a variety of ways. 
3 Teach          .571         
Q63 e. Each 
module/segment requires 
students to engage 
themselves in analysis, 
synthesis, and evaluation 
as part of their course 
assignments. 
3 Teach            .437        
           
(continued) 
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(Table 22 continued)              
 
Original 
category 1 2 3 4 5 6 7 8 9 10 11 12 
Factor 9 – Comparable achievement profiles between entering online and traditional students  
(Eigenvalue = 2.202; 3.286% of variance explained) 
Q74 f. Median GRE 
scores of entering 
students are comparable 
in online and traditional 
programs. 
4 Student                 .771       
Q79 k. Median Grade 
Point Average (GPA) of 
entering students are 
comparable in online and 
traditional programs. 
4 Student               .606       
Factor 10 – Preparing faculty to transition from traditional to online environments 
(Eigenvalue = 2.164; 3.230% of variance) 
Q85 a. Technical 
assistance in course 
development is available 
to faculty and they are 
encouraged to use it. 
5 Faculty               .774     
Q86 b. Faculty members 
are assisted in the 
transition from classroom 
teaching to distance 
instruction and are 
assessed in the process. 
5 Faculty               .706     
           
(continued)
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(Table 22 continued)              
 
Original 
category 1 2 3 4 5 6 7 8 9 10 11 12 
Q87 c. There are peer 
mentoring resources 
available to faculty 
members teaching 
distance courses. 
5 Faculty               .564     
Factor 11 –Students’ persistence to degree completion (Eigenvalue = 1.996; 2.979% of variance) 
Q38 f. Number of online 
degrees granted by the 
program over last 5 yrs. 
1 Institute                     .842   
Q39 g. Percentage of 
entering students who 
complete an online degree 
in this department. 
1 Institute                     .820   
Q45 m. Number of 
graduates who stopped & 
reentered the program. 
1 Institute                    .613   
Factor 12 – Students’ success beyond graduation (Eigenvalue = 1.842; 2.750% of variance) 
Q41 i. Job placement of 
students after graduation. 
1 Institute                       .756 
Q42 j. Percentage of 
students who receive 
employment promotions 
after graduation from this 
online degree program. 
1 Institute                       .658 
*Questions 34, 37, 43, 44, and 67 were removed because they did not load at or above 0.375 on any of the factors. 
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Also evident from Table 22, the twelve-component solution explained a total of 68.574% 
of the variance, with the twelve factors each contributing the following: 18.278%, 10.321%, 
6.188%, 5.452%, 4.678%, 4.108%, 3.791%, 3.514%, 3.286%, 3.230%, 2.979%, and 2.750%, 
respectively. Based on this analysis, it was determined that a number of the original quality 
indicator categories could be reworked to form twelve different categories of quality indicators. 
Moreover, five items did not load at the minimum of 0.375 on any of the clusters. The narrative 
about each of these clusters is below. 
For the first factor of quality indicators, eight items clustered into this factor, with five 
questions coming from the NRC study and three added. These included six items from the 
student characteristics category and two from the faculty characteristics category. Reading the 
items, all were related to the profile or demographic composition of the students and the faculty. 
Therefore, it is proposed that the first quality indicator be called the diversity of faculty and 
students. This area, which is sometimes referred to as campus climate in campus strategic plans, 
involves categories such as diversity index, percentages of underrepresented populations based 
on gender and ethnicity, and percentage of international students. Additionally, accessibility of 
the program to students with disabilities fell into this factor. 
For the second factor of quality indicators, seven items clustered together. Almost all of 
these items were from the NRC study and were related to faculty success as measured by 
professional success and accomplishments. Therefore, this quality indicator was labeled as the 
professional and scholarly productivity of faculty in terms of scholarly citations, publications, 
extramural grants, interdisciplinary work, honors, academic rank, and tenure status.  
The factor analysis also revealed that 13 items clustered into the third quality indicator. 
While almost all of the items were from the IHEP study in this quality indicator, they were from 
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different quality indicator categories from the literature review and this study’s survey, including 
items from the original categories of course development and structure, student support and 
characteristics, and evaluation and assessment. However, upon closer inspection of the items, 
the third factor or quality indicator seems most related to the presence, accessibility, and 
articulation of evaluation activities, learning outcomes, and support information that are 
provided by the program. Items were related to the articulation, alignment, and review of 
learning outcomes and technology; delineation of expectations for work completion and 
timelines; availability of archived lectures and program material; and the evaluation in terms of 
educational effectiveness. This was not a separate quality indicator before, but the findings in 
this study suggest that it might be a salient addition to the list for future studies.  
For the fourth factor of quality indicators, six items grouped into this factor. All of the 
items were from the ABET’s Criterion Three. Therefore, this quality indicator corresponds the 
most closely with student learning outcomes in STEM. While it is related to the previous quality 
indicator stated above, this factor is different in that it is directly related to those issues related to 
STEM and particularly with student understanding of the contemporary issues; professional and 
ethical responsibility; communication and group work on multidisciplinary teams; and global, 
economic, environmental, and societal impact of engineering. Therefore, this quality indicator 
was summarized as student knowledge of current practice, ethics, impact, and professional 
conduct in STEM.  
For the fifth quality indicator, five items clustered into this factor, and they were also all 
from ABET Criterion Three. These items were also related to learning outcomes of STEM 
majors. However, while the previous quality indicator related to student knowledge of the current 
practice and ethics in engineering, this cluster requested that the student more actively show their 
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ability to design projects; conduct experiments and data analysis; apply knowledge in math, 
science, and engineering; and identify, formulate, and solve engineering problems. This quality 
indicator was labeled as the student production of STEM capstone research projects. 
For the sixth quality indicator, six items grouped into this factor. They were from the 
three original quality indicator categories of institutional support and structure, teaching and 
learning process, and student support and characteristics. The items dealt with the accessibility, 
accuracy, constructiveness, and timeliness of student questions being answered, assignments 
being graded, and technology issues being solved. In other words, this quality indicator closely 
mirrored information collected in customer feedback mechanisms used in measuring 
performance in public and nonprofit business settings, including advisory groups, complaint 
systems, customer surveys, and response cards (Poister, 2003). This quality indicator was labeled 
as the customer service provided by the program.  
For the seventh quality indicator, seven items clustered into this factor. They were from 
the three original quality indicator categories of institutional support and structure, course 
development and structure, and student support and characteristics. The items dealt with the 
support from the program and the university in terms of providing students with training on 
conducting research and scholarly production and on accessing material through sources like the 
library, electronic databases, interlibrary loans, government archives, and news services. This 
quality indicator was labeled as the graduate student training in conducting scholarly 
research and access to university resources. 
For the eighth quality indicator, five items grouped into this factor. All of the items in this 
quality indicator were from the IHEP study from the original teaching and learning process 
category. The items that loaded on this quality indicator is closely related to the topic of 
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interaction between students and each other and the faculty. Of particular concentration in 
this quality indicator is the facilitation of student interaction with other students and the faculty 
members in the courses.  
For the ninth quality indicator, two items loaded onto this factor, both from the original 
quality indicator category of student support and characteristics. The items were related to 
student achievement in terms of GRE scores and grade point averages. Therefore, this quality 
indicator was identified as comparable achievement profiles between entering online and 
traditional students.  
For the tenth quality indicator, three items clustered into this factor, and all were from the 
original quality indicator category of faculty support and characteristics. The items on the 
survey related to this quality indicator dealt with technical assistance and training for faculty as 
they transition from instruction in a STEM traditional learning program to an online learning 
program. Consequently, this quality indicator was labeled as the faculty preparation to 
transition from traditional to online environments.  
For the eleventh quality indicator, three items clustered into this factor, all from the 
original quality indicator category of institutional support and structure. The items were related 
to student achievement in terms of GRE scores and grade point averages. This quality indicator 
was labeled as student persistence to degree completion as defined by the number of online 
degrees granted, percentage of entering students who complete a degree, and the number of 
graduates who stopped and reentered the program.  
Finally for the twelfth quality indicator, two items clustered into the final factor from the 
original category of institutional support and structure. These items were related to job 
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placements and employment promotions of graduates. Thus, this quality indicator was then 
labeled as student success beyond graduation.  
The dimensionality of the 67 quality indicator items that loaded on the new set of 12 
quality indicator was also revisited. As previously stated in the methods section, the internal 
reliability of the original seven subscales revealed that the Cronbach’s alphas for the subscales 
were acceptable to good, with the reliability coefficients ranging from .70 to .87. Thus, 
Cronbach’s alpha coefficient tests were recalculated using the new 12 subscales of the quality 
indicator. The number of items and the internal consistency of each category are reported in 
Table 23 below, which shows that the reliability coefficients ranged from .71 to .92. All of these 
coefficients met or exceeded the “acceptable” level of 0.7 or “good” level of .08 discussed in the 
literature (George & Mallery, 2003). Additionally, intercorrelations were performed to probe the 
relationship between the 12 new quality indicators. Key findings from the correlation analysis 
from the 12 quality indicators (see the correlations matrix of the 12 categories in Appendix H) 
suggest that there is a moderate relationship between Factor 3 – Presence, Accessibility, and 
Articulation of Evaluation Activities, Learning Outcomes, and Support Information and Factor 7 
– Graduate Student Training in Conducting Scholarly Research and Access to University 
Resources by the Program (r = .50, p <.01) and Factor 10 – Faculty Preparation to Transition 
From Traditional to Online Environments (r = .50, p <.01), and between Factor 4 – Student 
Knowledge of Current Practice, Ethics, Impact, and Professional Conduct in STEM and Factor 5 
– Student Production of STEM Capstone Research Projects (r = .52, p <.01). The overall 
descriptive statistics for these quality indicators generated from the associated items are below in 
Table 23.  
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Table 23 
Descriptive Statistics of the Twelve Quality Indicators from the Factor Analysis 
New Quality Indicators  Items N M SD Min Max α 
Factor 1 – Diversity of Students and 
Faculty 
8 102 2.54 0.90 1.00 4.75 0.92 
Factor 2 – Professional and Scholarly 
Productivity of Faculty 
7 99 2.78 0.81 1.00 4.57 0.88 
Factor 3 – Presence, accessibility, and 
articulation of evaluation activities, 
learning outcomes, and support 
information 
13 106 4.00 0.53 1.00 5.00 0.89 
Factor 4 – Student Knowledge of 
Current Practice, Ethics, Impact, and 
Professional Conduct in STEM 
6 98 3.85 0.73 2.00 5.00 0.86 
Factor 5 – Student Production of 
STEM Capstone Research Projects 
5 98 4.02 0.71 2.00 5.00 0.79 
Factor 6 – Customer Service Provided 
by the Program 
6 106 4.25 0.50 3.17 5.00 0.78 
Factor 7 – Student Training in 
Conducting Scholarly Research and 
Access to University Resources 
7 107 3.86 0.64 2.00 5.00 0.77 
      (continued)
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(Table 23 continued) 
       
New Quality Indicators Items N M SD Min Max Α 
Factor 8 – Interaction Between 
Students and Each Other and the 
Faculty 
5 104 3.67 0.66 1.60 5.00 0.71 
Factor 9 – Comparable Achievement 
Profiles between Entering Online and 
Traditional Students  
2 102 3.26 1.00 1.00 5.00 0.73 
Factor 10 – Preparation of Faculty to 
Transition from Traditional to Online 
Environments 
3 98 4.05 0.71 2.67 5.00 0.80 
Factor 11 – Student Persistence to 
Degree Completion  
3 106 3.23 0.66 1.00 5.00 0.73 
Factor 12 – Student Success Beyond 
Graduation 
2 106 3.67 0.87 1.00 5.00 0.72 
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Combining Findings for Quality Indicators and Rating Comparisons 
Evident from the data about the first research question about current practices, the four 
key themes related to current evaluation practice included the use of: (a) informal feedback from 
the students and faculty, (b) student satisfaction surveys (i.e., ICES student feedback and 
department-specific and created satisfaction surveys), (c) student grades and performance 
information, and (d) the Committee on Extended Education and External Degrees (CEEED) 
process.  From the data, there were a number of issues that were reported in using these 
strategies to evaluate quality, including lacking structured collection and reporting mechanisms, 
differing implementation levels in traditional and online courses, varying availability of data to 
multiple audiences, perceived lower student quality, lacking fidelity of course information 
delivery and access, and changing survey forms.  Implementation of these evaluation practices is 
occurring at varying levels which were categorized on a four-stage continuum of evaluation. The 
programs in this study are at or beginning to move out of the first evaluation stage of 
preservation, meaning that the administrators have an evaluation system that is focused on the 
efficiency and on collecting student satisfaction ratings.  Thus, the evaluation is incomplete as it 
overlooks important issues like student learning outcomes, the teaching and learning process, 
faculty support, course structure, and others. 
The second set of results explored the second and third research questions regarding the 
differences between the programs and the quality indicators revealed by the factor analysis.  
Stakeholder group differences – Students as Customers. Differences between the 
stakeholder groups were investigated. Evident from Table 24 below, there were 11 items with 
significant differences where the students had higher means than the faculty and 10 of these 
loaded sufficiently on the new clusters. The ten items separated into four quality indicators.  
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Table 24 
Summary of Significant Differences between the Stakeholder Groups and the Related Quality Indicators from the Factor Analysis 
  Quality Indicators  
Items with significant differences between 
stakeholders 
Factor 2 – Scholarly 
Productivity of 
Faculty 
Factor 3 – Presence, 
Accessibility, and 
Articulation of 
Evaluation Activities, 
Learning Outcomes, 
and Support Info 
Factor 7 – Student 
Training in 
Conducting Scholarly 
Research and Access 
to University 
Resources 
Factor 8 – Interaction 
Between Students and 
Each Other and the 
Faculty 
Q49 b. The technology being used to deliver 
course content is based on learning outcomes. 
 X   
Q50 c. Instructional materials are reviewed 
periodically to ensure they meet program 
standards. 
 X   
Q51 d. Faculty and students agree upon 
expectations regarding times for student 
assignment completion and faculty response. 
 X   
Q52 e. Students are provided with supplemental 
course information that outlines course 
objectives, concepts, and ideas. 
 X   
Q53 f. Sufficient library resources are made 
available to the students. 
  X  
Q56 i. Learning outcomes for each course are 
summarized in a clearly written statements. 
 X   
    
(continued)
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(Table 24 continued)     
  Quality Indicators  
Items with significant differences between 
stakeholders 
Factor 2 – Scholarly 
Productivity of 
Faculty 
Factor 3 – Presence, 
Accessibility, and 
Articulation of 
Evaluation Activities, 
Learning Outcomes, 
and Support Info 
Factor 7 – Student 
Training in 
Conducting Scholarly 
Research and Access 
to University 
Resources 
Factor 8 –Interaction 
Between Students and 
Each Other and the 
Faculty 
Q65 g. Synchronous office hours are provided.    X 
Q91 g. Faculty have been involved in 
interdisciplinary work in the last five years. 
X    
Q101 c. Specific standards are in place to 
compare and improve learning outcomes. 
 X   
Q103 e. Intended learning outcomes are regularly 
reviewed to ensure clarity, utility, and 
appropriateness. 
 X   
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Students Self-Perceptions as Customers. Evident from Table 24, seven items associated 
with the quality indicator of Factor 3 – Presence, Accessibility, and Articulation of Evaluation 
Activities, Learning Outcomes, and Support Information had significant mean differences where 
the student stakeholder survey respondents rated the item of higher importance than the faculty. 
This quality indicator revealed on the factor analysis converged with the findings from the 
qualitative analysis from the surveys and interviews. Listed in Table 24, these items included:  
 Technology being used to deliver course content is based on learning outcomes; 
 Instructional materials are reviewed to ensure they meet program standards; 
 Faculty and students agree upon expectations regarding assignment completion 
and faculty response; 
 Students are provided with supplemental course information that outlines course 
objectives, concepts, and ideas; 
 Learning outcomes for each course are summarized in a clearly written, 
straightforward statement; 
 Specific standards are in place to compare and improve learning outcomes; and  
 Intended learning outcomes are regularly reviewed to ensure clarity, utility, and 
appropriateness. 
This quality indicator was confirmed by the qualitative analysis done in the interviews. 
First, it is important to note that there is evidence in this study that the online students in these 
programs are considered “consumers, customers, or clients” by the administrators and by some 
of the students themselves. This moniker was not used to describe the students by any of faculty 
in talking about the online students during the interviews or on the surveys. One administrator 
stated: 
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We [online programs] are geographically isolated, which is true, especially for the 
working people who can’t leave their families, jobs; we want to give them access to this 
education. And to that end, that’s why we capture the lectures as they are presented in 
class and stream them over the internet. That has always been a touchy issue because, 
generally, that is not considered online education, but that has worked for us, for our 
faculty who don’t have the time to transform their courses, and for our clients who really 
don’t want a different course; so it’s worked for us. 
 
The other administrator said, “We can work based upon demand, request, not that we can do that 
all the time, but we try to keep up to date with the needs of these students because that’s what we 
are here for, is to serve the students who are going to go out there and work in these positions, 
and if we can’t do that, we aren’t doing our job. They’re our customers.” Additionally, some of 
the students (n = 6 interviewed) also referenced themselves in these terms. One student said, 
“The program must maintain [a] Top-10 rank; Top-5 is preferred because my employer won’t 
respect it otherwise. I’m paying for this now, so they need to deliver.” Another said, “I have to 
have a ‘B’ to get reimbursed by my company; if the class is terrible, then I lose time and money, 
so they need to be high quality. Some professors have, and some haven’t.”  
Due to this customer mentality, there is an increasing demand for accountability from the 
students themselves on the courses, thereby increasing the need for identification of clearly 
defined “outcomes” that should be produced as a result of participation in the courses and degree 
program overall, particularly in terms of the “value” for the money. On the surveys, mean 
student ratings on items on a five-point scale indicated they were more than moderately satisfied 
with the teaching by the faculty (4.30 Mean, .90 SD) and the overall quality of the program (4.14 
Mean, 1.06 SD). However, the students’ rating on the program’s curriculum was rated lower than 
moderately satisfied with a mean of 3.80 (1.02 SD), whereas the faculty mean on this item was a 
4.00 mean (.96 SD). Moreover, most of the students indicated on the survey they were paying for 
their schooling with employers’ reimbursement or assistance (n = 44), personal savings (n = 22), 
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loans (n = 15), or personal earnings (n = 14). One interviewee said, “My employer wants to 
really see what we’re doing in this course, since they’re paying for it. It would help if we had this 
outlined for us somewhere.” One survey respondent said, “I have enjoyed taking online courses 
in [program name], but am concerned about finding a job once I complete the program, because 
they don’t know the skills that were supposed to be learned. I am not currently working in my 
new chosen field and have not been able to 'get my foot in the door' with this degree.” Another 
more disgruntled student reported: 
Frankly, if the quality control issue surrounding cheating on exams and student outcomes 
via the online format cannot be addressed, I don't think online education deserves to be 
regarded any higher than [correspondence] school. I say this despite the fact that I have 
nearly completed this program and will be repaying the associated student loans for a 
long, long time. It's simply my honest, brutally realistic, disappointed evaluation of my 
experience. I have great regret over my choice in education and desperately wish I had 
found a way to attend grad school on campus. But I got in too deep and couldn't see any 
other way out. I hope things turn out better for other students who pay for this.  
 
 Therefore, evident from the data analysis, the quality indicator with Factor 3 – Presence, 
Accessibility, and Articulation of Evaluation Activities, Learning Outcomes, and Support 
Information emerged as a topic that is highly valued by the students in this study and needs to be 
considered in the future and in evaluation of quality.  
Department and college differences – Defining Equal Access. Next, mean differences 
between the departments (i.e., Engineering, Crop Sciences, and NRES) and colleges (i.e., 
Engineering and ACES) were investigated. For mean differences between departments, 15 items 
had significant differences between departments, and 13 of these loaded sufficiently on the new 
clusters. Evident from Table 25 below, 13 items separated into eight major quality indicators 
revealed by the factor analysis.  
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Table 25 
Summary of Significant Differences Between the Departments and the Related Quality Indicators from the Factor Analysis  
 Quality Indicators 
Item with significant differences between departments 1 2 3 4 5 6 7 8 
Q35 c. The reliability of the technology delivery system is as failsafe as possible.      X   
Q49 b. The technology being used to deliver course content is based on learning outcomes.   X      
Q52 e. Students are provided with supplemental course information that outlines course objectives, concepts, and 
ideas. 
  X      
Q53 f. Sufficient library resources are made available to the students.       X  
Q60 b. Student interaction with other students is facilitated through a variety of ways.        X
Q88 d. Number of publications (books, articles, etc.) per faculty member in the last five years.  X       
Q89 e. Number of scholarly citations per faculty member in the last five years.  X       
Q90 f. Number of extramural grants for research earned by the faculty in the last five years.  X       
Q92 h. The faculty is diverse in regards to race/ethnicity. X        
Q93 i. The faculty is diverse in regards to gender. X        
Q110 e. Students show they can identify, formulate, and solve engineering problems     X    
Q114 i. Students show their recognition of the need for, and an ability to engage in, life-long learning    X     
Q116 k. Students show their ability to use the techniques, skills, and modern engineering tools necessary for 
engineering practice. 
    X    
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Differences in Defining Equal Access. Additionally, evident from Table 26 below, mean 
differences between colleges were also explored. There were 13 items with significant 
differences between colleges, and 11 of these loaded sufficiently on the six quality indicators 
revealed by the factor analysis. Two quality indicators, Factor Three on the presence, 
accessibility, and articulation of evaluation activities, learning outcomes, and support 
information and Factor Seven on the graduate student training in conducting scholarly research 
and access to university resources by the program, each had three items with significant 
differences between the colleges of Engineering and ACES. The second quality indicator also 
converged with the findings from the qualitative analysis from surveys and interviews.  
For the quality indicator with Factor 7 – Student Training in Conducting Scholarly 
Research and Access to University Resources, the items were closely related to the topic of 
“equal access” in online learning uncovered in the analysis of the qualitative data. These related 
survey items included: 
 Sufficient library resources are made available to the students. 
 Students can obtain assistance to help them use electronically accessed data 
successfully. 
 Students are provided with hands-on training and information to aid them in 
securing material through electronic databases, interlibrary loans, government 
archives, news services, etc. 
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Table 26 
Summary of Significant Differences between the Colleges and the Related Quality Indicators from the Factor Analysis 
 Quality Indicators 
Item with significant differences between colleges 3 5 6 7 9 12
Q35 c. The reliability of the technology delivery system is as failsafe as possible.   X    
Q42 j. Percentage of students who receive employment promotions after graduation from this online degree program.      X 
Q49 b. The technology being used to deliver course content is based on learning outcomes. X      
Q52 e. Students are provided with supplemental course information that outlines course objectives, concepts, and ideas. X      
Q53 f. Sufficient library resources are made available to the students.    X   
Q69 a. Students can obtain assistance to help them use electronically accessed data successfully.    X   
Q70 b. Students are provided with hands-on training and information to aid them in securing material through electronic 
databases, interlibrary loans, government archives, news services, etc. 
   X   
Q71 c. Written information is supplied to the student about the program. X      
Q74 f. Median GRE scores of entering students are comparable in online and traditional programs.     X  
Q110 e. Students show they can identify, formulate, and solve engineering problems  X     
Q116 k. Students show their ability to use the techniques, skills, and modern engineering tools necessary for engineering 
practice. 
 X     
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During interviews, all students and faculty were asked to provide their definition of 
“equal access” and to discuss if this had been of importance to them and to explain why this had 
or had not been the case. The difference between the stakeholder groups was more clearly 
pronounced in the analysis of the qualitative data rather than by college, but the discussion is 
related to the items in the quality indicator related to factor seven.  
All fourteen of the interviewed students defined equal access in terms of their personal 
experience in the online program. However, nine of the faculty defined “equal access” in more 
traditional terms of diversity associated in higher education (i.e., considering diversity in terms 
of gender and ethnicity). Moreover, two of the faculty interviewees mentioned working with 
students with learning differences and basically said they did not do anything to accommodate 
these students because of the nature of the course (i.e., the recorded lectures). One student said, 
“I define ‘equal access’ as drawing no distinction between the on-campus and online students. 
Professors and administrative staff need to serve the online students with the same level of 
attention as the on-campus student. The means of delivery differ, due to the distance-learning 
challenges, but the perceived value/respect of the students should be equal. If this is not the case, 
the level of education being received is not equal.” Another student said, “This is a very 
interesting question, and one I have not thought about before. Equal access suggests that people 
can more directly access what is being put forward despite restrictions such as distance and job-
related barriers.” Another said, “It’s about the online student versus non-online student. The 
biggest problem you run into with online is [not having the same access]; in all honesty, the 
subject matter is the same; the book is the same; the lectures are the same—it's just a recording 
of the lecture if you were in class.” Yet another student said, “It is the ability for both groups to 
receive the same level of support. It is important to me, because I want to get as close to the on-
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campus experience as possible to maximize how much I learn.” Therefore, evident from the data 
analysis, Factor 7 – Student Training in Conducting Scholarly Research and Access to University 
Resources emerged as a topic that is highly valued by students, especially in terms of their access 
to the same training as a scholar to their on-campus counterparts and should be considered in the 
future and in evaluation of quality.
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CHAPTER 5 
QUALITY INDICATORS FOR EVALUATION  
OF ONLINE PROGRAMS 
 
Quality indicator development was an important product from this work, as indicated by 
the fourth research question.  Using the 12 quality indicators from the factor analysis, the new 
categories were organized under the three key evaluation purposes (see Figure 7 below).  
 
Quality Indicators with the Evaluation Purposes 
Merit (Related to how well a program is meeting the needs of the students) 
1. Diversity of Students and Faculty (Factor 1) 
2. Student Production of STEM Capstone Research Projects (Factor 5) 
3. Student Training in Conducting Scholarly Research and Access to University 
Resources (Factor 7) 
4. Interaction Between Students and Each Other and the Faculty (Factor 8) 
5. Students’ Persistence to Degree Completion (Factor 11) 
Worth (Related to how well a program is meeting the needs of the faculty and community) 
1. Professional and Scholarly Productivity of Faculty (Factor 2) 
2. Student Knowledge of Current Practice, Ethics, Impact, and Professional Conduct in 
STEM (Factor 4) 
3. Preparation of Faculty to Transition from Traditional to Online Environments (Factor 
10) 
Value (Related to the monetary and subjective impact of the program) 
1. Presence, accessibility, and articulation of evaluation activities, learning outcomes, 
and support information (Factor 3) 
2. Customer Service Provided by the Program (Factor 6) 
3. Comparable Achievement Profiles between Entering Online and Traditional Students 
(Factor 9) 
4. Students’ Success Beyond Graduation (Factor 12) 
Figure 7. Framing the quality indicators by the evaluation purposes. 
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Analysis of Quality Indicators by the Evaluation Purposes 
This work was meant to serve as an initial attempt to group these quality indicators by the 
evaluation purposes.  The quality indicators were developed from the literature about the quality 
indicator categories used for investigating program quality in traditional, online, and STEM 
settings.  Seventy-two items related to the quality indicators were drawn from the most widely 
recognized and comparable surveys, including those prepared by the National Research Council 
(NRC; Ostriker, Kuh, & Voytuk, 2003), the Institute for Higher Education Policy (Phipps & 
Merisotis, 2000), and the ABET Criteria (ABET, 2009a). After a factor analysis, 12 quality 
indicators were developed.  The quality indicators were then arranged under the three purposes 
of evaluation.  
Merit. First, in exploring the merit or intrinsic indicators of program quality, it is 
important for programs to collect data to address how well a program is meeting the needs of the 
intended, primary recipients. The primary recipients of these online programs are the students 
themselves. Evident from Figure 7 above, there were five quality indicators that were identified 
as being closely related to this evaluation purpose of merit, including the (a) diversity of students 
and faculty; (b) student production of science, technology, engineering, and mathematics 
capstone research projects; (c) student training in conducting scholarly research and access to 
university resources; (d) student peer-to-peer and faculty interaction; and (e) students’ 
persistence to degree completion.   
Worth. Secondly, in exploring the worth or external indicators of program quality, it is 
important for programs to evaluate the contribution of the program to a wider audience beyond 
the immediate users. Therefore, questions related to gauging the worth in the online context 
would be geared toward the wider community, including the faculty, STEM field, and society as 
a whole were encompassed in the quality indicators revealed from the factor analysis.  While 
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these more extrinsic value factors are clearly related to the intrinsic quality factors in merit and to 
the monetary quality factors in value, they are nevertheless distinct. There were three quality 
indicators that were identified as being closely related to exploring extrinsic quality of the 
program (see Figure 7 above), including the (a) professional and scholarly productivity of the 
faculty; (b) student knowledge of current practice, ethics, impact, and professional conduct in 
STEM; and (c) preparation of faculty to transition from traditional to online environments. 
Value. Finally, in exploring the value or cost indicators of program quality, it is 
important that programs consider the monetary and subjective value or benefit to the online 
students and wider community. Value was defined in terms of including cost-benefit and cost-
utility.  There were four quality indicators that were related to this (see Figure 7 above), 
including the (a) presence, accessibility, and articulation of evaluation activities, learning 
outcomes, and support information; (b) customer service provided by the program; (c) 
comparable achievement profiles between entering online and traditional students; and (d) 
students’ success beyond graduation.  
 
Conclusion  
This work was intended to provoke discussion about how to enhance and improve the 
evaluation of online degree programs in STEM.  It was structured as a classification of the 
evaluation purposes and the clusters of the items related to stakeholders’ perceptions of the 
importance of these quality indicators used in online, traditional, and STEM academic programs.  
However, it was discovered in the process of organizing the quality indicators by the evaluation 
pillars was flawed.   
The major problem with identifying each quality indicator with only one evaluation 
purpose of merit, worth, and value was that each quality indicator encompasses parts of all three 
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of these evaluation purposes.  For instance, for the quality indicator related to the presence, 
accessibility, and articulation of evaluation activities, learning outcomes, and support 
information was categorized in the evaluation purpose of “value” (see Figure 7 above) because 
several of the individual survey items associated with this quality indicator referenced 
enrollment, instructional materials, costs, time to degree, and the technology monitoring.  
Moreover, the ANOVA results revealed the most differences between the stakeholder groups 
suggested that this was a valuable quality indicator that was underdeveloped by the programs in 
this study, suggesting that this was an area which students greatly valued as self described 
“customers” of the online program.  However, upon closer inspection of the quality indicator of 
presence, accessibility, and articulation of evaluation activities, learning outcomes, and 
support information and the individual items that comprise it, this quality indicator could be 
assigned in the evaluation purpose of “merit” because it primarily dealt with the learning 
outcomes of the students or in the evaluation purpose of “worth” because the outcomes could 
benefit the larger STEM community or society as a whole.   
Even quality indicators that seemed to clearly fit in one evaluation purpose could have 
elements of other evaluation purposes.  For instance, the quality indicator of professional and 
scholarly productivity of faculty was categorized in the evaluation purpose of “worth” because 
each item dealt directly with the productivity in terms of teaching, publishing, and grant-
supported work from the faculty.  However, this quality indicator could be placed under the 
evaluation purpose of “value” if having productive faculty would be viewed as contributing to 
the monetary value of the program or under the evaluation purpose of “merit” if having 
productive faculty would be viewed as vital to the learning of the students.   
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Therefore, it was determined that while this activity was intended to provoke discussion 
about how to organize the evaluation purposes of the quality indicators of the different programs, 
the 12 quality indicators themselves might be easier to comprehend and use by multiple 
audiences if they are adopted by higher education or area specific organizations like ABET.  
Additionally, the 12 quality indicators are drawn from the literature from traditional, online, and 
STEM programs so these might be applicable in looking not only online programs but also 
traditional and hybrid programs as well.   
. 
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CHAPTER 6 
DISCUSSION 
The growth of online degrees offered in higher education point to the need for a new 
model for evaluating program quality and common quality indicators, especially from fields like 
science and engineering that have a historical preference for program accreditation.  Most 
scholars say that there is a dire need for improved evaluation and quality indicator development, 
particularly in online learning, because few higher education institutions have written guidelines 
or policies on online learning (Law et al., 2002; Rovai, 2003; Tallent-Runnels et al., 2006). 
Furthermore, this lack of attention to program quality evaluation within higher education 
institutions is one of the key factors which contributes to the eventual failure of some online 
programs nationally and globally (Rovai & Downey, 2009). There is scarce research that defines 
which quality indicators are used to assess cyberlearning environments, how different 
stakeholders view the relative importance of these quality indicators in online STEM graduate 
degree programs, and what practices are used in evaluating completely online graduate degree 
programs in higher education. This mixed-methods study examined current practices in three 
established online degree programs in agriculture and engineering at the University of Illinois, 
identified quality indicators and evaluation practices used with online programs in these fields 
and compared stakeholder views regarding the value of these practices.  It concluded by offering 
a list of quality indicators that can serve as a guide for evaluation.  This chapter has a summary 
and the implications of the main findings, study limitations, and directions for future research.   
Summary and Implications of the Main Findings 
Current evaluation practice. Even though most of the evaluation occurring in the 
programs is informal, analysis of the surveys, interviews, and documents collected from the 
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programs revealed four key themes related to current evaluation practice including the use of:  
(a) informal feedback from the students and faculty, (b) student satisfaction surveys (i.e., ICES 
student feedback and department-specific and created satisfaction surveys), (c) student grades 
and performance information, and (d) the Committee on Extended Education and External 
Degrees (CEEED) process.  There were a several issues reported in using these strategies to 
evaluate quality, including a lack of structured collection and reporting mechanisms, differing 
implementation levels in traditional and online courses, varying availability of data and student 
quality, a lack of fidelity of information delivery and access, and changing survey forms.  
Implications of current evaluation practice findings. The findings for current 
evaluation practice signal a clear need for more program support for evaluation from the higher 
education institutions that provide these online degrees.  The online degree programs themselves 
acknowledged that evaluation was an area of weakness that needed to be addressed but this was 
not done due to the lack of time, personnel with evaluation expertise, and demand from the 
university.  For instance, program implementation of the scarce evaluation data collected at the 
time of this study was occurring at varying levels. On the four-stage continuum of evaluation 
identified for this study, the programs were at or beginning to move out of the first evaluation 
stage of preservation, meaning that they have an evaluation system that is focused on the 
efficiency of the current practices and on the collection of student satisfaction ratings where 
small improvements will be made periodically in hopes of getting more efficiency out of the 
current system.  However, little is done to explore quality beyond student satisfaction.  Thus, the 
evaluation is incomplete as it overlooks important issues like student learning outcomes, the 
teaching and learning process, faculty support, course structure, and others.  Universities must 
offer additional program support in terms of funding and personnel for the programs to 
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adequately evaluate their online ventures.  Additionally, requiring all programs, regardless if the 
delivery is face-to-face or online, to do evaluation is also critical.  Having an accreditation body 
like from the discipline like ABET or a higher education association like the Association of 
Public Land-Grant Institutions (APLU) encourage evaluation and provide common quality 
indicators like those developed in this study might be helpful in prompting the universities to 
take a closer look at evaluating their programs.  
Combining findings for category and rating comparisons: 12 quality indicators. The 
literature review for this study uncovered 72 items related to quality indicators drawn from the 
2009 National Research Council Study on the Quality of Traditional Programs, Institute for 
Higher Education Policy (IHEP) Online Benchmark Study, and ABET Criterion Three Items 
related to program accreditation in the science, technology, engineering, and mathematics 
(STEM) programs.  A factor analysis was done to explore the dimensionality of the 72 items, 
which resulted in 12 quality indicators important in determining program quality of STEM 
online program. The quality indicators included (a) diversity of faculty and students; (b) 
professional and scholarly productivity of faculty; (c) presence, accessibility, and articulation of 
evaluation activities, learning outcomes, and support information; (d) student knowledge of 
current practice, ethics, impact, and professional conduct in STEM; (e) student production of 
STEM capstone research projects; (f) customer service provided by the program; (g) graduate 
student training in conducting scholarly research and access to university resources by the 
program; (h) facilitated interaction between students and each other and the faculty; (i) 
comparable achievement profiles between entering online and traditional students; (j) faculty 
preparation to transition from traditional to online environments; (k) student persistence to 
degree completion; and (l) student success beyond graduation.  
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Implications of the findings with the 12 quality indicators. Evident from this study 
and the literature, there is a need for the development of quality indicators for evaluation, which 
is supported by the literature (Bourne et al., 2005; Dick & Deborah, 2003; Phipps & Merisotis, 
2000; Martinez et al., 2006; Ruhe & Zumbo, 2008; Seok, 2007; Sloan Consortium, 1997). These 
quality indicators would help programs identify strengths and weaknesses and further the field of 
evaluation as a whole.  First, analysis of data collected from individual programs with these 
quality indicators may help in identifying strengths and weaknesses. For instance, with the 
programs in this study, student satisfaction data had been collected in their evaluation activities 
like informal feedback and ICES scores, but very little had been done to probe other areas with 
other quality indicators.  For example, differences between stakeholders revealed that online 
students placed a statistically significant higher emphasis on the quality indicator of presence, 
accessibility, and articulation of evaluation activities, learning outcomes, and support 
information, but very little had been done to evaluate this particular quality indicator.   
Further, evaluation scholars must keep engaged in the discussion of evaluation and 
common quality indicators in online programs from different disciplines, because as Patton 
contends the field of evaluation must combat the notion that anyone with an advanced degree is 
qualified to do evaluation.  These programs are at a critical juncture in which evaluators must 
engage in discussion about evaluation of online learning with the STEM fields because this 
opportunity is “fleeting” (Borgman et al., 2008, p. 5) because of the rapid expansion and demand 
of online and hybrid learning and increased accountability because of  “consumer” demands for 
quality evaluation. Professional organizations in evaluation, like the American Evaluation 
Association and the American Educational Research Association, need to start the conversation 
at conferences and in journals about policies and practices before the opportunity is missed.  
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Conclusion 
This study makes several important contributions to research of evaluation in and of 
online degree programs in STEM.  First, this work responds to the call for more studies to 
investigate evaluation and develop a quality indicators for better articulation and understanding 
of what is comprised in quality programs in order for evaluation and improvement to occur 
(Bourne et al., 2005; Dick & Deborah, 2003; Phipps & Merisotis, 2000; Martinez et al., 2006; 
Ruhe & Zumbo, 2008; Seok, 2007; Sloan Consortium, 1997; Sener & Shattuck, 2006).  
Therefore, the results of the study, and specifically the 12 quality indicators, can serve as a 
foundation for further investigation for more complete evaluation of quality in online learning.  
Furthermore, because these quality indicators came from sources in traditional, online, and 
STEM literature, these categories are just as applicable to traditional and hybrid programs as 
well as online.  These quality indicators are not meant to exasperate the “no significant 
difference” debate, but they are meant to provide an additional way to evaluate the individual 
programs in a common way. Further investigation of evaluation practices and of the use of 
quality indicators by the universities with reputable online programs like Illinois, accreditation 
bodies  like ABET, higher education associations like the Association of Public Land-Grant 
Institutions (APLU), or professional evaluation associations like the American Evaluation 
Association and the American Educational Research Association, will be helpful in prompting 
the universities to take a closer look at evaluating their online and traditional degree programs. 
 
Limitations 
This study’s findings need to be interpreted with certain limitations.  First, the survey was 
administered to 107 individuals (including two administrators, 29 faculty, and 76 students) 
associated with the three programs, and these response rates were low, although the percentages 
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were within the typical levels reported in online learning.  Thus, because of the low participant 
numbers, power was low so the quantitative findings may make generalization speculative.   
Second, the survey was quite lengthy, but this was done because it was the first iteration 
of this survey and needed to include the items from the three areas of online, traditional, and 
STEM based questions.  The test-retest reliability of the survey will also need to be evaluated.  
Despite these concerns the findings in this study provide a sound basis for further exploration.   
 
Future Research 
 This study achieved progress toward developing quality indicators for investigating 
evaluation in online learning of STEM degree programs, and it raised areas for future research.   
 While this study investigated the complexity of evaluation occurring (or not occurring) at 
the agricultural and engineering programs at one university, little attention was paid to the 
leadership at the university level.  While higher level administrators (i.e., department heads) gave 
their permission for the programs and departments to participate in this study, and they were 
invited to participate in the interviews, the program administrators reported that the higher-level 
administrators were not involved with any evaluation of the program quality.  Moreover, 
differences within and between institutions, colleges or schools, and departments could also be 
an area for future research.  Finally, the issues related to evaluation use, implications of this use, 
and equal access are all areas that will be of interest for future research. 
Future research efforts will also include the refinement, validation, and wider distribution 
of the survey developed for this study.  The survey might be a useful tool for other programs as 
an additional resource for evaluating the quality of the program and establishing the priorities of 
different audiences involved in the online degree program.   
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APPENDIX A 
 ADMINISTRATOR INTERVIEW PROTOCOL  
Our goal for this interview is threefold: a) to gather information about current evaluation 
practices of this particular online program, b) to gauge perceptions of what evaluation practices 
and success metrics are used to gauge quality of their programs, and c) to ascertain how 
assessment of evaluation quality has changed or perhaps will change. To meet these goals, we 
will conduct interviews. The questions below can be used for all interviews.  
0.  Briefly describe your program and your role in administering the program. 
1. (Research Question 1 and 3) What evaluation data sources do you use to guide your 
decisions for summative (i.e., judgment) and formative (i.e., improvement) purposes?  Has this 
changed at all over time?  Who or what prompted these changes?  
2. (RQ 1, 2, 3) What criteria of success do you as the administrator use to judge the program?  
How do you use this information?   
3.  (RQ 1, 2) How, if at all, do you evaluate the following:  
a. Access 
b. Cost Effectiveness 
c. Faculty Satisfaction and Characteristics 
d. Student Satisfaction and Characteristics 
e. Learning Effectiveness 
4. (RQ 1, 2) Has your program used or participated in the following:  
a. NRC study?   
b. ABET criterion in your evaluation activities?  
c. CEEED evaluation? 
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If so, when?  How, if at all, did you use the information gathered from these activities?  Was this 
a worthwhile undertaking for your program?  Why or why not? 
5.  (RQ 1, 3)What evaluation information do you share with the following audiences?  How 
often do you share this information and for what purpose (i.e., direct requests, recruiting, etc.)?  
a. University Administration 
b. Colleges 
c. Departments 
d. Faculty 
e. Students 
f. Other Universities 
g. Other 
6.  (RQ 2) What data sources do your faculty use most to guide their instructional decision 
making? What do you consider three critical factors that faculty use for their instructional 
decision making? 
7.  (RQ 3)What changes or improvements have you made to your program?  Who or what 
prompted this change? 
8.   (RQ 3) What are the three most worthwhile activities that you do to evaluate the quality of 
your program?   
9.   (RQ 3) What are the three challenges that your program has faced in evaluating the quality of 
your program? 
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APPENDIX D 
FACULTY INTERVIEW PROTOCOL 
Our goal for this interview is threefold: a) to gather information about current evaluation practices of this 
particular online program, b) to gauge perceptions of what evaluation practices and success metrics are 
used to gauge quality of their programs, and c) to ascertain how assessment of evaluation quality has 
changed or perhaps will change. To meet these goals, we will conduct interviews with different 
audiences, including administration, faculty, and students.  
1.  Briefly describe your background, the online program you work with, and your role as a member 
of the faculty working with the program. 
2. (Research Question 1 and 3) With respect to the online course(s) that you teach, what evaluation 
data sources do you use to guide your decisions for summative (i.e., judgment) and formative 
(i.e., improvement) purposes?  Has this changed at all over time?  Who or what prompted these 
changes?  
3.  (RQ 1, 2) Are you aware of any evaluation activities that the Online Degree Program at UIUC 
(i.e., CEEED review, end of semester course evaluations, etc.)? How have you been involved in 
any of these activities?  If at all, how did you use the information from these evaluation activities?  
Why or why not? 
4. (RQ 1, 2, 3) What criteria of success do you use to judge an online program’s overall quality?  
How do you use this information?  What sources do you use for this information?  What sources 
do you trust for this information (i.e., company recommendations, word of mouth, US News, 
colleagues, etc.)?  Why? 
5.  (RQ 2) In terms of assessment, what data sources do you use most to guide your instructional 
decision making? What do you consider three critical factors that faculty use for their 
instructional decision making? 
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6.  (RQ 3) What changes or improvements have you made to your courses?  Who or what prompted 
these changes? 
7. (RQ 3) How do you define “equal access?”  Has this been or is this important to you?  If so, why? 
8.   (RQ 3) What are the three most worthwhile activities that you do to evaluate the quality of your 
courses? 
9.   (RQ 3) What are the three challenges that you have faced in evaluating quality in the online 
context? 
10. What have been the benefits to you (i.e., personally and professionally) in working with the 
Online Degree Program at UIUC?  
11. What have been the challenges to you (i.e., personally and professionally) in working with the 
Online Degree Program at UIUC? 
For internal program purposes (not in study reporting).  
12. What are three greatest strengths of the Online Degree Program at UIUC?  
13. What are the three recommendations that you feel could improve the Online Degree Program at 
UIUC?   
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APPENDIX E 
STUDENT INTERVIEW PROTOCOL  
Our goal for this interview is threefold: a) to gather information about current evaluation practices of this 
particular online program, b) to gauge perceptions of what evaluation practices and success metrics are 
used to gauge quality of their programs, and c) to ascertain how assessment of evaluation quality has 
changed or perhaps will change. To meet these goals, we will conduct interviews with different 
audiences, including administration, faculty, and students.  
0. Please introduce yourself – tell me about your current status in the online degree program at 
UIUC. How and why did you get involved with the Online Degree Program at UIUC?  
1. (RQ 1, 2, 3) What criteria of success do you use to judge an online program’s overall quality?  
How do you use this information?  What sources do you use for this information?  What sources 
do you trust for this information (i.e., company recommendations, word of mouth, US News, 
colleagues, etc.)?  Why? 
2. How do you define “equal access?”  Has this been or is this important to you?  If so, why? 
3. What criteria do you use to judge an online courses’ quality?  How do you use this information?  
4.  (RQ 2) Are you aware of any evaluation activities that the Online Degree Program at UIUC? 
How have you been involved in any of these activities?  How can they be improved? 
5. What influence did or will the degree have on your post degree participation employment or 
studies?   
6. What have been the benefits to you (i.e., personally and professionally) in working with the 
Online Degree Program at UIUC?  
7. What have been the challenges to you (i.e., personally and professionally) in working with the 
Online Degree Program at UIUC? 
For internal program purposes (not in study reporting).  
8. What are three greatest strengths of the Online Degree Program at UIUC?  
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9. What are the three recommendations that you feel could improve the Online Degree Program at 
UIUC?   
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APPENDIX G 
 
DESCRIPTIVE STATISTICS FOR THE QUALITY ITEMS BY STAKEHOLDER GROUP, DEPARTMENT, AND COLLEGE 
 
Table G.1 
 
Descriptive Statistics by Stakeholder Group 
 
  
N Mean Std. Deviation Minimum Maximum 
Q33 a. Electronic security 
measures are in place to 
ensure the integrity and 
validity of information. 
Student 76 4.14 .844 1 5 
Faculty 28 4.29 .976 2 5 
Admin 2 3.50 .707 3 4 
Total 106 4.17 .878 1 5 
Q34 b. Support for building 
and maintaining the distance 
education infrastructure is 
addressed by a centralized 
system. 
Student 76 3.91 .851 2 5 
Faculty 28 3.57 1.230 1 5 
Admin 2 5.00 .000 5 5 
Total 106 3.84 .977 1 5 
Q35 c. The reliability of the 
technology delivery system is 
as failsafe as possible. 
Student 76 4.34 .703 3 5 
Faculty 28 4.61 .567 3 5 
Admin 2 4.50 .707 4 5 
Total 106 4.42 .674 3 5 
       
(continued)
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(Table G.1 continued) 
 
      
  
N Mean Std. Deviation Minimum Maximum 
Q36 d. Questions directed to 
student service personnel are 
answered accurately and 
quickly. 
Student 76 4.38 .653 3 5 
Faculty 28 4.36 .678 3 5 
Admin 2 4.50 .707 4 5 
Total 106 4.38 .654 3 5 
Q37 e. No distinction 
between the on-campus 
online degree awarded by the 
university (i.e., on transcripts, 
diplomas, etc.) 
Student 76 4.68* .594 3 5 
Faculty 28 3.82 1.090 1 5 
Admin 2 4.50 .707 4 5 
Total 106 4.45 .841 1 5 
Q38 f. Number of online 
degrees granted by the 
program over the last five 
years. 
Student 76 3.22 .888 1 5 
Faculty 28 3.43 .836 1 5 
Admin 2 3.00 .000 3 3 
Total 106 3.27 .868 1 5 
      
(continued)
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(Table G.1 continued) 
 
      
  
N Mean Std. Deviation Minimum Maximum 
Q39 g. Percentage of 
entering students who 
complete an online degree 
in this department. 
Student 76 3.32 .852 1 5 
Faculty 28 3.54 .793 2 5 
Admin 2 4.00 .000 4 4 
Total 106 3.39 .835 1 5 
Q40 h. The average time to 
degree completion is five 
years or less. 
Student 76 3.54 .944 1 5 
Faculty 28 3.32 .983 1 5 
Admin 2 4.00 .000 4 4 
Total 106 3.49 .949 1 5 
Q41 i. Job placement of 
students after graduation. 
Student 76 3.57 1.037 1 5 
Faculty 28 3.54 1.105 1 5 
Admin 2 4.50 .707 4 5 
Total 106 3.58 1.051 1 5 
      
(continued)
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(Table G.1 continued) 
 
      
  
N Mean Std. Deviation Minimum Maximum 
Q42 j. Percentage of students 
who receive employment 
promotions after graduation 
from this online degree 
program. 
Student 75 3.67 1.044 1 5 
Faculty 28 3.71 .854 1 5 
Admin 2 4.50 .707 4 5 
Total 105 3.70 .992 1 5 
Q43 k. High reputational 
rankings (i.e., US News and 
World Report Rankings). 
Student 75 4.11 .938 2 5 
Faculty 27 4.04 1.055 1 5 
Admin 2 5.00 .000 5 5 
Total 104 4.11 .965 1 5 
Q44 l. A policy is in place to 
allow students to stop and 
reenter the program. 
Student 76 3.70 .880 2 5 
Faculty 27 3.63 .884 2 5 
Admin 2 4.50 .707 4 5 
Total 105 3.70 .878 2 5 
      
(continued)
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(Table G.1 continued) 
 
      
  
N Mean Std. Deviation Minimum Maximum 
Q45 m. Number of graduates 
who stopped and reentered 
the program. 
Student 76 2.96 .774 1 5 
Faculty 27 2.89 .801 1 4 
Admin 2 3.00 .000 3 3 
Total 105 2.94 .770 1 5 
Q48 a. Archived lectures are 
available throughout the 
semester. 
Student 75 4.60 .615 3 5 
Faculty 27 4.37 .742 3 5 
Admin 2 5.00 .000 5 5 
Total 104 4.55 .652 3 5 
Q49 b. The technology being 
used to deliver course content 
is based on learning 
outcomes. 
Student 74 4.07 .746 2 5 
Faculty 27 3.56 .801 2 5 
Admin 2 3.50 .707 3 4 
Total 103 3.92 .788 2 5 
      
(continued)
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(Table G.1 continued) 
 
      
  
N Mean Std. Deviation Minimum Maximum 
Q50 c. Instructional materials 
are reviewed periodically to 
ensure they meet program 
standards. 
Student 75 4.31 .657 3 5 
Faculty 27 3.74 .813 2 5 
Admin 2 4.50 .707 4 5 
Total 104 4.16 .739 2 5 
Q51 d. Faculty and students 
agree upon expectations 
regarding times for student 
assignment completion and 
faculty response. 
Student 75 4.16 .736 2 5 
Faculty 26 3.65 1.018 1 5 
Admin 2 4.50 .707 4 5 
Total 103 4.04 .839 1 5 
Q52 e. Students are provided 
with supplemental course 
information that outlines 
course objectives, concepts, 
and ideas. 
Student 75 4.45 .664 3 5 
Faculty 27 3.93 .781 3 5 
Admin 2 4.00 .000 4 4 
Total 104 4.31 .725 3 5 
      
(continued)
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(Table G.1 continued) 
 
      
  
N Mean Std. Deviation Minimum Maximum 
Q53 f. Sufficient library 
resources are made 
available to the students. 
Student 75 4.25 .856 2 5 
Faculty 27 3.67 1.000 2 5 
Admin 2 3.50 .707 3 4 
Total 104 4.09 .925 2 5 
Q54 g. Students are 
instructed in the proper 
methods of effective 
research, including 
assessment of resource 
validity. 
Student 74 4.22 .815 3 5 
Faculty 27 3.63 1.115 2 5 
Admin 2 3.50 .707 3 4 
Total 103 4.05 .933 2 5 
Q55 h. Before starting the 
program, students are advised 
about the program to 
determine if they have the 
self-motivation and 
commitment to learn at a 
distance. 
Student 75 3.64 .954 2 5 
Faculty 27 3.59 .931 2 5 
Admin 2 3.50 .707 3 4 
Total 104 3.63 .937 2 5 
      
(continued)
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(Table G.1 continued) 
 
      
  
N Mean Std. Deviation Minimum Maximum 
Q56 i. Learning outcomes 
for each course are 
summarized in a clearly 
written, straightforward 
statement. 
Student 75 4.13 .777 2 5 
Faculty 27 3.37 .926 1 5 
Admin 2 4.00 .000 4 4 
Total 104 3.93 .873 1 5 
Q59 a. Student interaction 
with faculty is facilitated 
through a variety of ways. 
Student 75 4.39 .613 3 5 
Faculty 27 4.07 1.035 1 5 
Admin 2 4.50 .707 4 5 
Total 104 4.31 .751 1 5 
Q60 b. Student interaction 
with other students is 
facilitated through a variety 
of ways. 
Student 74 3.59 .950 1 5 
Faculty 27 3.96 .854 3 5 
Admin 2 4.50 .707 4 5 
Total 103 3.71 .935 1 5 
      
(continued)
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(Table G.1 continued) 
 
      
  
N Mean Std. Deviation Minimum Maximum 
Q61 c. Feedback to student 
assignments and questions is 
provided in a timely manner. 
Student 75 4.45 .643 3 5 
Faculty 27 4.30 .775 3 5 
Admin 2 5.00 .000 5 5 
Total 104 4.42 .678 3 5 
Q62 d. Feedback to students 
is provided in a manner that 
is constructive and non-
threatening. 
Student 75 4.07 .890 2 5 
Faculty 26 4.19 .849 3 5 
Admin 2 5.00 .000 5 5 
Total 103 4.12 .878 2 5 
Q63 e. Each module/segment 
requires students to engage 
themselves in analysis, 
synthesis, and evaluation as 
part of their course 
assignments. 
Student 74 3.91 .797 2 5 
Faculty 27 3.89 1.013 1 5 
Admin 2 3.50 .707 3 4 
Total 103 3.89 .851 1 5 
      
(continued)
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(Table G.1 continued) 
 
      
  
N Mean Std. Deviation Minimum Maximum 
Q64 f. Students are given 
opportunities to work 
together on class projects. 
Student 75 2.99 1.097 1 5 
Faculty 27 3.04 1.091 1 5 
Admin 2 3.50 .707 3 4 
Total 104 3.01 1.084 1 5 
Q65 g. Synchronous office 
hours are provided. 
Student 75 3.52 1.018 1 5 
Faculty 27 2.96 1.160 1 5 
Admin 2 2.50 2.121 1 4 
Total 104 3.36 1.096 1 5 
Q66 h. Synchronous lectures 
are provided. 
Student 74 3.69 1.046 1 5 
Faculty 26 3.15 1.223 1 5 
Admin 2 3.00 2.828 1 5 
Total 102 3.54 1.140 1 5 
      
(continued)
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(Table G.1 continued) 
 
      
  
N Mean Std. Deviation Minimum Maximum 
Q69 a. Students can obtain 
assistance to help them use 
electronically accessed data 
successfully. 
Student 72 4.18 .718 3 5 
Faculty 27 4.00 .784 3 5 
Admin 2 4.50 .707 4 5 
Total 101 4.14 .735 3 5 
Q70 b. Students are provided 
with hands-on training and 
information to aid them in 
securing material through 
electronic databases, 
interlibrary loans, 
government archives, news 
services, etc. 
Student 72 3.86 .893 2 5 
Faculty 26 3.54 .948 2 5 
Admin 2 3.50 2.121 2 5 
Total 100 3.77 .930 2 5 
Q71 c. Written information is 
supplied to the student about 
the program. 
Student 73 3.85 .908 2 5 
Faculty 27 3.56 .974 2 5 
Admin 2 3.50 2.121 2 5 
Total 102 3.76 .946 2 5 
      
(continued)
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(Table G.1 continued) 
 
      
  
N Mean Std. Deviation Minimum Maximum 
Q72 d. Easily accessible 
technical assistance is 
available to all students 
throughout the duration of 
the course/program. 
Student 72 4.31 .705 3 5 
Faculty 25 4.04 .978 2 5 
Admin 2 4.50 .707 4 5 
Total 99 4.24 .784 2 5 
Q73 e. A structured system 
is in place to address 
student complaints. 
Student 73 3.74 .866 2 5 
Faculty 27 3.59 .931 1 5 
Admin 2 3.50 .707 3 4 
Total 102 3.70 .876 1 5 
Q74 f. Median GRE scores of 
entering students are 
comparable in online and 
traditional programs. 
Student 73 3.00 1.167 1 5 
Faculty 27 3.26 .859 1 5 
Admin 2 2.00 1.414 1 3 
Total 102 3.05 1.102 1 5 
      
(continued)
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(Table G.1 continued) 
 
      
  
N Mean Std. Deviation Minimum Maximum 
Q75 g. Support is provided 
for scholarly student 
publication and 
presentations. 
Student 73 3.52 1.029 1 5 
Faculty 27 3.37 1.149 1 5 
Admin 2 1.50 .707 1 2 
Total 102 3.44 1.086 1 5 
Q76 h. The student 
population is diverse in 
regards to race/ethnicity. 
Student 73 2.40 1.164 1 5 
Faculty 26 2.73 1.041 1 5 
Admin 2 3.00 2.828 1 5 
Total 101 2.50 1.163 1 5 
Q77 i. The student population 
is diverse in regards to 
gender. 
 
Student 73 2.37 1.149 1 5 
Faculty 27 2.78 1.086 1 5 
Admin 2 3.00 2.828 1 5 
Total 102 2.49 1.167 1 5 
      
(continued)
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(Table G.1 continued) 
 
      
  
N Mean Std. Deviation Minimum Maximum 
Q78 j. International 
students are represented in 
the program. 
Student 73 2.29 1.020 1 5 
Faculty 27 2.63 1.006 1 5 
Admin 2 2.50 2.121 1 4 
Total 102 2.38 1.034 1 5 
Q79 k. Median Grade 
Point Average (GPA) of 
entering students are 
comparable in online and 
traditional programs. 
Student 72 3.43 1.197 1 5 
Faculty 27 3.33 .832 2 5 
Admin 2 4.00 1.414 3 5 
Total 101 3.42 1.107 1 5 
Q80 l. Career status of the 
students (beginning, mid-
career, senior, retiree, etc.) 
 
Student 73 2.48 1.094 1 5 
Faculty 27 3.07 .997 1 5 
Admin 2 2.50 2.121 1 4 
Total 102 2.64 1.106 1 5 
      
(continued)
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(Table G.1 continued) 
 
      
  
N Mean Std. Deviation Minimum Maximum 
Q81 m. Location of the 
students (local, global, 
etc.). 
Student 73 2.29 1.047 1 5 
Faculty 27 2.37 .967 1 5 
Admin 2 2.50 2.121 1 4 
Total 102 2.31 1.034 1 5 
Q82 n. Accessibility of 
program to students with 
disabilities. 
Student 73 3.04 1.230 1 5 
Faculty 27 3.56 .801 2 5 
Admin 2 4.00 1.414 3 5 
Total 102 3.20 1.152 1 5 
Q85 a. Technical 
assistance in course 
development is available to 
faculty and they are 
encouraged to use it. 
Student 69 4.12 .850 2 5 
Faculty 27 3.96 .898 3 5 
Admin 2 5.00 .000 5 5 
Total 98 4.09 .863 2 5 
      
(continued)
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(Table G.1 continued) 
 
      
  
N Mean Std. Deviation Minimum Maximum 
Q86 b. Faculty members 
are assisted in the 
transition from classroom 
teaching to distance 
instruction and are 
assessed in the process. 
Student 68 4.24 .715 3 5 
Faculty 27 4.00 .832 3 5 
Admin 2 5.00 .000 5 5 
Total 97 4.19 .755 3 5 
Q87 c. There are peer 
mentoring resources 
available to faculty 
members teaching distance 
courses. 
Student 69 3.90 .972 1 5 
Faculty 27 3.56 .751 2 5 
Admin 2 3.50 .707 3 4 
Total 98 3.80 .919 1 5 
Q88 d. Number of 
publications (books, 
articles, etc.) per faculty 
member in the last five 
years. 
Student 70 2.73 1.089 1 5 
Faculty 27 2.48 .975 1 5 
Admin 2 2.50 .707 2 3 
Total 99 2.66 1.051 1 5 
      
(continued)
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(Table G.1 continued) 
 
      
  
N Mean Std. Deviation Minimum Maximum 
Q89 e. Number of 
scholarly citations per 
faculty member in the last 
five years. 
Student 70 2.66 1.006 1 5 
Faculty 27 2.56 1.013 1 5 
Admin 2 2.50 .707 2 3 
Total 99 2.63 .996 1 5 
Q90 f. Number of 
extramural grants for 
research earned by the 
faculty in the last five 
years. 
Student 70 2.69 .986 1 5 
Faculty 27 2.44 1.155 1 5 
Admin 2 1.50 .707 1 2 
Total 99 2.60 1.039 1 5 
Q91 g. Faculty have been 
involved in 
interdisciplinary work in 
the last five years. 
Student 70 3.19 1.011 1 5 
Faculty 27 2.67 .920 1 4 
Admin 2 2.50 .707 2 3 
Total 99 3.03 1.005 1 5 
      
(continued)
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(Table G.1 continued) 
 
      
  
N Mean Std. Deviation Minimum Maximum 
Q92 h. The faculty is 
diverse in regards to 
race/ethnicity. 
Student 70 2.26 1.059 1 5 
Faculty 27 2.67 1.000 1 4 
Admin 2 3.00 1.414 2 4 
Total 99 2.38 1.057 1 5 
Q93 i. The faculty is 
diverse in regards to 
gender. 
Student 70 2.26 1.059 1 5 
Faculty 26 2.69 1.011 1 4 
Admin 2 3.50 .707 3 4 
Total 98 2.40 1.062 1 5 
Q94 j. Reception by peers 
of faculty members' work 
as measured by honors and 
awards 
Student 70 2.81 1.107 1 5 
Faculty 26 2.81 .895 1 4 
Admin 2 2.50 .707 2 3 
Total 98 2.81 1.042 1 5 
      
(continued)
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(Table G.1 continued) 
 
      
  
N Mean Std. Deviation Minimum Maximum 
Q95 k. Tenure status of the 
faculty (emeritus, tenured, 
tenure-track, 
visiting/adjunct, etc.) 
Student 70 2.73 1.034 1 5 
Faculty 26 2.58 1.065 1 5 
Admin 2 2.50 .707 2 3 
Total 98 2.68 1.031 1 5 
Q96 l. Academic rank of 
the faculty (i.e., professor, 
associate professor, 
assistant professor, 
lecturer) 
Student 70 3.19 1.231 1 5 
Faculty 24 2.58 1.018 1 4 
Admin 2 2.50 .707 2 3 
Total 96 3.02 1.196 1 5 
Q99 a.  The programs 
educational effectiveness is 
measured using several 
methods. 
Student 70 3.91 .654 3 5 
Faculty 25 3.72 .737 3 5 
Admin 2 4.50 .707 4 5 
Total 97 3.88 .681 3 5 
      
(continued)
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(Table G.1 continued) 
 
      
  
N Mean Std. Deviation Minimum Maximum 
Q100 b. An evaluation 
process is used to improve 
the teaching/learning 
process. 
Student 69 4.13 .684 2 5 
Faculty 25 3.88 .781 3 5 
Admin 2 4.00 .000 4 4 
Total 96 4.06 .708 2 5 
Q101 c. Specific standards 
are in place to compare and 
improve learning 
outcomes. 
Student 70 4.09 .737 3 5 
Faculty 25 3.32 .900 1 5 
Admin 2 3.50 .707 3 4 
Total 97 3.88 .845 1 5 
Q102 d. Data on 
enrollment, costs, and 
successful/innovative uses 
of technology are used to 
evaluate program 
effectiveness. 
Student 69 3.68 .813 2 5 
Faculty 25 3.48 1.122 1 5 
Admin 2 4.00 .000 4 4 
Total 96 3.64 .896 1 5 
      
(continued)
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(Table G.1 continued) 
 
      
  
N Mean Std. Deviation Minimum Maximum 
Q103 e. Intended learning 
outcomes are regularly 
reviewed to ensure clarity, 
utility, and 
appropriateness. 
Student 70 4.03 .851 1 5 
Faculty 25 3.40 1.225 1 5 
Admin 2 4.50 .707 4 5 
Total 97 3.88 .992 1 5 
Q106 a. Students show 
they can apply knowledge 
of mathematics, science, 
and engineering 
Student 71 4.20 .839 1 5 
Faculty 24 4.13 .850 3 5 
Admin 2 5.00 .000 5 5 
Total 97 4.20 .837 1 5 
Q107 b. Students show 
they can apply and conduct 
experiments, as well as to 
analyze and interpret data 
Student 72 4.19 .744 3 5 
Faculty 24 3.83 1.007 2 5 
Admin 2 4.00 .000 4 4 
Total 98 4.10 .818 2 5 
      
(continued)
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(Table G.1 continued) 
 
      
  
N Mean Std. Deviation Minimum Maximum 
Q107 b. Students show 
they can apply and conduct 
experiments, as well as to 
analyze and interpret data 
Student 72 4.19 .744 3 5 
Faculty 24 3.83 1.007 2 5 
Admin 2 4.00 .000 4 4 
Total 98 4.10 .818 2 5 
Q108 c. Students show 
they can apply to design a 
system, component, or 
process to meet desired 
needs within realistic 
constraints such as 
economic, environmental, 
social, political, ethical, 
health and safety, 
manufacturability, and 
sustainability 
Student 70 4.26 .755 3 5 
Faculty 23 3.91 .848 3 5 
Admin 2 3.50 .707 3 4 
Total 95 4.16 .790 3 5 
Q110 e. Students show 
they can apply to identify, 
formulate, and solve 
engineering problems 
Student 72 3.85 1.070 1 5 
Faculty 22 4.09 .868 3 5 
Admin 2 3.00 2.828 1 5 
Total 96 3.89 1.065 1 5 
      
(continued)
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(Table G.1 continued) 
 
      
  
N Mean Std. Deviation Minimum Maximum 
Q111 f. Students show 
they understand 
professional and ethical 
responsibility 
Student 72 4.04 .926 1 5 
Faculty 23 3.87 .968 2 5 
Admin 2 4.50 .707 4 5 
Total 97 4.01 .930 1 5 
Q112 g. Students show 
they can communicate 
effectively 
Student 72 4.19 .816 1 5 
Faculty 23 3.91 .848 3 5 
Admin 2 4.50 .707 4 5 
Total 97 4.13 .824 1 5 
Q113 h. Students show 
their grasp of the broad 
education necessary to 
understand the impact of 
engineering solutions in a 
global, economic, 
environmental, and societal 
context 
Student 71 3.77 1.031 1 5 
Faculty 24 3.88 .900 2 5 
Admin 2 4.00 1.414 3 5 
Total 97 3.80 .996 1 5 
      
(continued)
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(Table G.1 continued) 
 
      
  
N Mean Std. Deviation Minimum Maximum 
Q114 i. Students show 
their recognition of the 
need for, and an ability to 
engage in life-long learning 
Student 72 3.82 1.012 1 5 
Faculty 24 4.00 .978 2 5 
Admin 2 3.50 2.121 2 5 
Total 98 3.86 1.015 1 5 
Q115 j. Students show 
their knowledge of 
contemporary issues 
Student 71 3.61 1.075 1 5 
Faculty 24 3.46 1.062 1 5 
Admin 2 3.50 2.121 2 5 
Total 97 3.57 1.079 1 5 
Q116 k. Students show 
their ability to use the 
techniques, skills, and 
modern engineering tools 
necessary for engineering 
practice. 
Student 67 3.88 1.148 1 5 
Faculty 23 3.70 1.222 1 5 
Admin 2 2.00 1.414 1 3 
Total 92 3.79 1.191 1 5 
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Table G.2 
Descriptive Statistics by Department 
  N Mean Std. Deviation Minimum Maximum 
Q33 a. Electronic security measures 
are in place to ensure the integrity 
and validity of information. 
ENG 49 4.02 .878 2 5 
CRPS 26 4.38 1.061 1 5 
NRES 29 4.28 .649 3 5 
Total 104 4.18 .879 1 5 
Q34 b. Support for building and 
maintaining the distance education 
infrastructure is addressed by a 
centralized system. 
ENG 49 3.71 .842 2 5 
CRPS 26 4.08 1.055 1 5 
NRES 29 3.76 1.091 1 5 
Total 104 3.82 .973 1 5 
Q35 c. The reliability of the 
technology delivery system is as 
failsafe as possible. 
ENG 49 4.20 .763 3 5 
CRPS 26 4.73 .533 3 5 
NRES 29 4.48 .509 4 5 
Total 104 4.41 .677 3 5 
(continued) 
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(Table G.2 continued)       
  N Mean Std. Deviation Minimum Maximum 
Q36 d. Questions directed to student 
service personnel are answered 
accurately and quickly. 
ENG 49 4.37 .727 3 5 
CRPS 26 4.35 .562 3 5 
NRES 29 4.41 .628 3 5 
Total 104 4.38 .656 3 5 
Q37 e. No distinction between the on-
campus online degree awarded by the 
university (i.e., on transcripts, 
diplomas, etc.) 
ENG 49 4.51 .820 1 5 
CRPS 26 4.27 .962 1 5 
NRES 29 4.52 .785 3 5 
Total 104 4.45 .846 1 5 
Q38 f. Number of online degrees 
granted by the program over the last 
five years. 
ENG 49 3.33 .801 1 5 
CRPS 26 3.35 .936 1 5 
NRES 29 3.14 .953 1 5 
Total 104 3.28 .875 1 5 
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(Table G.2 continued)       
  N Mean Std. Deviation Minimum Maximum 
Q39 g. Percentage of entering students 
who complete an online degree in this 
department. 
ENG 49 3.39 .812 2 5 
CRPS 26 3.35 .892 1 5 
NRES 29 3.38 .862 1 5 
Total 104 3.38 .838 1 5 
Q40 h. The average time to degree 
completion is five years or less. 
ENG 49 3.43 .890 1 5 
CRPS 26 3.50 .949 1 5 
NRES 29 3.55 1.088 1 5 
Total 104 3.48 .955 1 5 
Q41 i. Job placement of students after 
graduation. 
ENG 49 3.43 .979 1 5 
CRPS 26 3.73 1.151 1 5 
NRES 29 3.62 1.083 1 5 
Total 104 3.56 1.050 1 5 
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(Table G.2 continued)       
  N Mean Std. Deviation Minimum Maximum 
Q42 j. Percentage of students who 
receive employment promotions after 
graduation from this online degree 
program. 
ENG 49 3.49 .960 1 5 
CRPS 26 4.04 .824 2 5 
NRES 28 3.68 1.124 1 5 
Total 103 3.68 .992 1 5 
Q43 k. High reputational rankings (i.e., 
US News and World Report Rankings).
ENG 48 4.35 .812 2 5 
CRPS 25 3.88 .927 2 5 
NRES 29 3.83 1.136 1 5 
Total 102 4.09 .966 1 5 
Q44 l. A policy is in place to allow 
students to stop and reenter the 
program. 
ENG 49 3.63 .883 2 5 
CRPS 26 3.69 .884 2 5 
NRES 28 3.75 .887 2 5 
Total 103 3.68 .877 2 5 
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(Table G.2 continued)       
  N Mean Std. Deviation Minimum Maximum 
Q45 m. Number of graduates who 
stopped and reentered the program. 
ENG 48 2.81 .762 1 4 
CRPS 26 3.19 .749 2 5 
NRES 29 2.93 .799 1 4 
Total 103 2.94 .777 1 5 
Q48 a. Archived lectures are available 
throughout the semester. 
ENG 48 4.54 .683 3 5 
CRPS 26 4.58 .643 3 5 
NRES 28 4.50 .638 3 5 
Total 102 4.54 .655 3 5 
Q49 b. The technology being used to 
deliver course content is based on 
learning outcomes. 
ENG 47 3.66 .760 2 5 
CRPS 26 4.23 .815 3 5 
NRES 28 4.11 .685 3 5 
Total 101 3.93 .791 2 5 
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(Table G.2 continued)       
  N Mean Std. Deviation Minimum Maximum 
Q50 c. Instructional materials are 
reviewed periodically to ensure they 
meet program standards. 
ENG 48 4.06 .633 3 5 
CRPS 26 4.31 .788 3 5 
NRES 28 4.18 .863 2 5 
Total 102 4.16 .741 2 5 
Q51 d. Faculty and students agree upon 
expectations regarding times for 
student assignment completion and 
faculty response. 
ENG 47 4.06 .763 2 5 
CRPS 26 4.04 1.038 1 5 
NRES 28 3.96 .793 2 5 
Total 101 4.03 .842 1 5 
Q52 e. Students are provided with 
supplemental course information that 
outlines course objectives, concepts, 
and ideas. 
ENG 48 4.15 .714 3 5 
CRPS 26 4.58 .703 3 5 
NRES 28 4.36 .731 3 5 
Total 102 4.31 .731 3 5 
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(Table G.2 continued)       
  N Mean Std. Deviation Minimum Maximum 
Q53 f. Sufficient library resources are 
made available to the students. 
ENG 48 3.83 .907 2 5 
CRPS 26 4.23 .908 2 5 
NRES 28 4.43 .879 2 5 
Total 102 4.10 .928 2 5 
Q54 g. Students are instructed in the 
proper methods of effective research, 
including assessment of resource 
validity. 
ENG 47 3.60 .901 2 5 
CRPS 26 4.42 .809 3 5 
NRES 28 4.50 .745 3 5 
Total 101 4.06 .936 2 5 
Q55 h. Before starting the program, 
students are advised about the program 
to determine if they have the self-
motivation and commitment to learn at 
a distance. 
ENG 48 3.46 .922 2 5 
CRPS 26 3.77 .951 2 5 
NRES 28 3.79 .957 2 5 
Total 102 3.63 .943 2 5 
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  259
(Table G.2 continued)       
  N Mean Std. Deviation Minimum Maximum 
Q56 i. Learning outcomes for each 
course are summarized in a clearly 
written, straightforward statement. 
ENG 48 3.85 .825 2 5 
CRPS 26 3.92 1.093 1 5 
NRES 28 4.07 .766 3 5 
Total 102 3.93 .882 1 5 
Q59 a. Student interaction with faculty 
is facilitated through a variety of ways. 
ENG 49 4.33 .689 3 5 
CRPS 25 4.24 1.012 1 5 
NRES 28 4.32 .612 3 5 
Total 102 4.30 .755 1 5 
Q60 b. Student interaction with other 
students is facilitated through a variety 
of ways. 
ENG 48 3.88 .761 3 5 
CRPS 25 3.24 1.165 1 5 
NRES 28 3.79 .876 2 5 
Total 101 3.69 .935 1 5 
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(Table G.2 continued)       
  N Mean Std. Deviation Minimum Maximum 
Q61 c. Feedback to student 
assignments and questions is provided 
in a timely manner. 
ENG 49 4.53 .649 3 5 
CRPS 25 4.40 .707 3 5 
NRES 28 4.21 .686 3 5 
Total 102 4.41 .680 3 5 
Q62 d. Feedback to students is 
provided in a manner that is 
constructive and non-threatening. 
ENG 48 4.17 .808 2 5 
CRPS 25 4.08 .997 2 5 
NRES 28 4.00 .903 2 5 
Total 101 4.10 .878 2 5 
Q63 e. Each module/segment requires 
students to engage themselves in 
analysis, synthesis, and evaluation as 
part of their course assignments. 
ENG 48 3.90 .928 1 5 
CRPS 25 3.88 .881 2 5 
NRES 28 3.93 .716 3 5 
Total 101 3.90 .854 1 5 
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(Table G.2 continued)       
  N Mean Std. Deviation Minimum Maximum 
Q64 f. Students are given opportunities 
to work together on class projects. 
ENG 49 3.18 .993 1 5 
CRPS 25 2.56 1.158 1 5 
NRES 28 3.07 1.120 1 5 
Total 102 3.00 1.090 1 5 
Q65 g. Synchronous office hours are 
provided. 
ENG 49 3.57 1.021 1 5 
CRPS 25 3.16 1.214 1 5 
NRES 28 3.21 1.031 1 5 
Total 102 3.37 1.080 1 5 
Q66 h. Synchronous lectures are 
provided. 
ENG 48 3.25 1.212 1 5 
CRPS 24 3.88 1.035 2 5 
NRES 28 3.79 .876 2 5 
Total 100 3.55 1.114 1 5 
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(Table G.2 continued)       
  N Mean Std. Deviation Minimum Maximum 
Q69 a. Students can obtain assistance 
to help them use electronically 
accessed data successfully. 
ENG 48 3.98 .699 3 5 
CRPS 24 4.21 .833 3 5 
NRES 27 4.33 .679 3 5 
Total 99 4.13 .737 3 5 
Q70 b. Students are provided with 
hands-on training and information to 
aid them in securing material through 
electronic databases, interlibrary loans, 
government archives, news services, 
etc. 
ENG 48 3.56 .873 2 5 
CRPS 23 3.91 1.083 2 5 
NRES 27 4.04 .759 3 5 
Total 98 3.78 .914 2 5 
Q71 c. Written information is supplied 
to the student about the program. 
ENG 48 3.60 .962 2 5 
CRPS 24 4.08 .929 2 5 
NRES 28 3.79 .833 3 5 
Total 100 3.77 .930 2 5 
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(Table G.2 continued)       
  N Mean Std. Deviation Minimum Maximum 
Q72 d. Easily accessible technical 
assistance is available to all students 
throughout the duration of the 
course/program. 
ENG 46 4.13 .885 2 5 
CRPS 24 4.42 .654 3 5 
NRES 27 4.26 .712 3 5 
Total 97 4.24 .788 2 5 
Q73 e. A structured system is in place 
to address student complaints. 
ENG 48 3.65 .956 1 5 
CRPS 24 3.88 .797 3 5 
NRES 28 3.64 .826 2 5 
Total 100 3.70 .882 1 5 
Q74 f. Median GRE scores of entering 
students are comparable in online and 
traditional programs. 
ENG 48 3.29 1.031 1 5 
CRPS 24 3.00 1.180 1 5 
NRES 28 2.75 1.076 1 5 
Total 100 3.07 1.094 1 5 
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(Table G.2 continued)       
  N Mean Std. Deviation Minimum Maximum 
Q75 g. Support is provided for 
scholarly student publication and 
presentations. 
ENG 48 3.38 .914 1 5 
CRPS 24 3.46 1.215 1 5 
NRES 28 3.68 1.156 1 5 
Total 100 3.48 1.059 1 5 
Q76 h. The student population is 
diverse in regards to race/ethnicity. 
ENG 48 2.40 1.086 1 5 
CRPS 23 2.39 1.340 1 5 
NRES 28 2.71 1.049 1 5 
Total 99 2.48 1.137 1 5 
Q77 i. The student population is 
diverse in regards to gender. 
ENG 48 2.40 1.086 1 5 
CRPS 24 2.29 1.233 1 5 
NRES 28 2.79 1.134 1 5 
Total 100 2.48 1.141 1 5 
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(Table G.2 continued)       
  N Mean Std. Deviation Minimum Maximum 
Q78 j. International students are 
represented in the program. 
ENG 48 2.35 1.041 1 5 
CRPS 24 2.17 .963 1 4 
NRES 28 2.61 1.031 1 5 
Total 100 2.38 1.023 1 5 
Q79 k. Median Grade Point Average 
(GPA) of entering students are 
comparable in online and traditional 
programs. 
ENG 47 3.47 1.080 1 5 
CRPS 24 3.29 1.083 1 5 
NRES 28 3.39 1.197 1 5 
Total 99 3.40 1.106 1 5 
Q80 l. Career status of the students 
(beginning, mid-career, senior, retiree, 
etc.) 
ENG 48 2.58 .964 1 5 
CRPS 24 2.46 1.382 1 5 
NRES 28 2.89 1.031 1 5 
Total 100 2.64 1.097 1 5 
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(Table G.2 continued)       
  N Mean Std. Deviation Minimum Maximum 
Q81 m. Location of the students (local, 
global, etc.). 
ENG 48 2.27 .917 1 5 
CRPS 24 2.17 1.274 1 5 
NRES 28 2.50 .962 1 5 
Total 100 2.31 1.022 1 5 
Q82 n. Accessibility of program to 
students with disabilities. 
ENG 48 3.33 .975 1 5 
CRPS 24 3.13 1.541 1 5 
NRES 28 2.96 1.036 1 5 
Total 100 3.18 1.149 1 5 
Q85 a. Technical assistance in course 
development is available to faculty and 
they are encouraged to use it. 
ENG 44 4.05 .914 2 5 
CRPS 24 4.04 .859 3 5 
NRES 28 4.14 .803 3 5 
Total 96 4.07 .861 2 5 
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(Table G.2 continued)       
  N Mean Std. Deviation Minimum Maximum 
Q86 b. Faculty members are assisted in 
the transition from classroom teaching 
to distance instruction and are assessed 
in the process. 
ENG 43 4.07 .737 3 5 
CRPS 24 4.21 .779 3 5 
NRES 28 4.29 .763 3 5 
Total 95 4.17 .753 3 5 
Q87 c. There are peer mentoring 
resources available to faculty members 
teaching distance courses. 
ENG 44 3.73 .872 1 5 
CRPS 24 3.96 1.042 1 5 
NRES 28 3.79 .917 2 5 
Total 96 3.80 .925 1 5 
Q88 d. Number of publications (books, 
articles, etc.) per faculty member in the 
last five years. 
ENG 45 2.51 1.058 1 5 
CRPS 24 2.42 1.316 1 5 
NRES 28 3.11 .629 2 5 
Total 97 2.66 1.060 1 5 
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(Table G.2 continued)       
  N Mean Std. Deviation Minimum Maximum 
Q89 e. Number of scholarly citations 
per faculty member in the last five 
years. 
ENG 45 2.51 1.036 1 5 
CRPS 24 2.29 1.083 1 4 
NRES 28 3.11 .685 2 5 
Total 97 2.63 1.003 1 5 
Q90 f. Number of extramural grants for 
research earned by the faculty in the 
last five years. 
ENG 45 2.60 1.074 1 5 
CRPS 24 2.13 1.076 1 4 
NRES 28 3.07 .716 1 4 
Total 97 2.62 1.035 1 5 
Q91 g. Faculty have been involved in 
interdisciplinary work in the last five 
years. 
ENG 45 3.00 1.000 1 5 
CRPS 24 2.88 1.076 1 5 
NRES 28 3.25 .967 1 5 
Total 97 3.04 1.010 1 5 
     
(continued)
  269
(Table G.2 continued)       
  N Mean Std. Deviation Minimum Maximum 
Q92 h. The faculty is diverse in regards 
to race/ethnicity. 
ENG 45 2.36 1.004 1 4 
CRPS 24 2.00 1.142 1 5 
NRES 28 2.71 .976 1 5 
Total 97 2.37 1.054 1 5 
Q93 i. The faculty is diverse in regards 
to gender. 
ENG 44 2.36 1.014 1 4 
CRPS 24 2.00 1.142 1 5 
NRES 28 2.71 .976 1 5 
Total 96 2.38 1.059 1 5 
Q94 j. Reception by peers of faculty 
members' work as measured by honors 
and awards 
ENG 45 3.00 .953 1 5 
CRPS 24 2.46 1.250 1 4 
NRES 27 2.81 .962 1 4 
Total 96 2.81 1.049 1 5 
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(Table G.2 continued)       
  N Mean Std. Deviation Minimum Maximum 
Q95 k. Tenure status of the faculty 
(emeritus, tenured, tenure-track, 
visiting/adjunct, etc.) 
ENG 45 2.73 1.074 1 5 
CRPS 24 2.42 1.018 1 4 
NRES 27 2.85 .989 1 5 
Total 96 2.69 1.039 1 5 
Q96 l. Academic rank of the faculty 
(i.e., professor, associate professor, 
assistant professor, lecturer) 
ENG 43 3.02 1.225 1 5 
CRPS 24 2.79 1.250 1 5 
NRES 27 3.26 1.130 1 5 
Total 94 3.03 1.204 1 5 
Q99 a.  The programs educational 
effectiveness is measured using several 
methods. 
ENG 45 3.78 .670 3 5 
CRPS 22 4.00 .690 3 5 
NRES 28 3.89 .685 3 5 
Total 95 3.86 .678 3 5 
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(Table G.2 continued)       
  N Mean Std. Deviation Minimum Maximum 
Q100 b. An evaluation process is used 
to improve the teaching/learning 
process. 
ENG 44 4.05 .680 3 5 
CRPS 22 4.09 .684 3 5 
NRES 28 4.07 .813 2 5 
Total 94 4.06 .716 2 5 
Q101 c. Specific standards are in place 
to compare and improve learning 
outcomes. 
ENG 45 3.73 .809 1 5 
CRPS 22 3.95 .999 1 5 
NRES 28 4.07 .766 3 5 
Total 95 3.88 .849 1 5 
Q102 d. Data on enrollment, costs, and 
successful/innovative uses of 
technology are used to evaluate 
program effectiveness. 
ENG 44 3.64 .892 1 5 
CRPS 22 3.41 1.054 1 5 
NRES 28 3.79 .787 2 5 
Total 94 3.63 .904 1 5 
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(Table G.2 continued)       
  N Mean Std. Deviation Minimum Maximum 
Q103 e. Intended learning outcomes are 
regularly reviewed to ensure clarity, 
utility, and appropriateness. 
ENG 45 3.78 .997 1 5 
CRPS 22 3.73 1.241 1 5 
NRES 28 4.11 .737 3 5 
Total 95 3.86 .996 1 5 
Q106 a. Students show they can apply 
knowledge of mathematics, science, 
and engineering 
ENG 45 4.33 .739 3 5 
CRPS 24 4.00 1.063 1 5 
NRES 26 4.08 .744 3 5 
Total 95 4.18 .838 1 5 
Q107 b. Students show they can apply 
and conduct experiments, as well as to 
analyze and interpret data 
ENG 45 4.00 .853 2 5 
CRPS 24 4.21 .884 3 5 
NRES 27 4.19 .736 3 5 
Total 96 4.10 .827 2 5 
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(Table G.2 continued)       
  N Mean Std. Deviation Minimum Maximum 
Q108 c. Students show they can apply 
to design a system, component, or 
process to meet desired needs within 
realistic constraints such as economic, 
environmental, social, political, ethical, 
health and safety, manufacturability, 
and sustainability 
ENG 45 4.24 .802 3 5 
CRPS 24 4.13 .850 3 5 
NRES 24 4.08 .717 3 5 
Total 93 4.17 .789 3 5 
Q109 d. Students show they can apply 
to function on multidisciplinary teams 
ENG 45 3.76 .933 2 5 
CRPS 24 3.71 .999 1 5 
NRES 26 3.69 .736 2 5 
Total 95 3.73 .893 1 5 
Q110 e. Students show they can apply 
to identify, formulate, and solve 
engineering problems 
ENG 45 4.47 .694 3 5 
CRPS 24 3.58 1.018 1 5 
NRES 25 3.20 1.000 1 5 
Total 94 3.90 1.027 1 5 
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(Table G.2 continued)       
  N Mean Std. Deviation Minimum Maximum 
Q111 f. Students show they understand 
professional and ethical responsibility 
ENG 45 3.93 .837 2 5 
CRPS 24 4.08 1.139 1 5 
NRES 26 4.04 .916 2 5 
Total 95 4.00 .934 1 5 
Q112 g. Students show they can 
communicate effectively 
ENG 45 4.04 .767 3 5 
CRPS 24 4.08 1.060 1 5 
NRES 26 4.31 .679 3 5 
Total 95 4.13 .828 1 5 
Q113 h. Students show their grasp of 
the broad education necessary to 
understand the impact of engineering 
solutions in a global, economic, 
environmental, and societal context 
ENG 45 3.73 .809 2 5 
CRPS 24 4.00 1.103 1 5 
NRES 26 3.73 1.185 1 5 
Total 95 3.80 .996 1 5 
     
(continued)
  275
(Table G.2 continued)       
  N Mean Std. Deviation Minimum Maximum 
Q114 i. Students show their recognition 
of the need for, and an ability to engage 
in life-long learning 
ENG 45 3.71 .843 2 5 
CRPS 24 4.33 .917 3 5 
NRES 27 3.70 1.203 1 5 
Total 96 3.86 1.001 1 5 
Q115 j. Students show their knowledge 
of contemporary issues 
ENG 45 3.38 1.072 1 5 
CRPS 24 3.88 1.035 2 5 
NRES 26 3.62 1.061 1 5 
Total 95 3.57 1.068 1 5 
Q116 k. Students show their ability to 
use the techniques, skills, and modern 
engineering tools necessary for 
engineering practice. 
ENG 42 4.31 .715 3 5 
CRPS 24 3.46 1.382 1 5 
NRES 24 3.38 1.279 1 5 
Total 90 3.83 1.164 1 5 
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Table G.3 
Descriptive Statistics by College 
  N Mean Std. Deviation Minimum Maximum 
Q33 a. Electronic security measures are 
in place to ensure the integrity and 
validity of information. 
ENG 50 4.00 .881 2 5 
ACES 56 4.32 .855 1 5 
Total 106 4.17 .878 1 5 
Q34 b. Support for building and 
maintaining the distance education 
infrastructure is addressed by a 
centralized system. 
ENG 50 3.74 .853 2 5 
ACES 56 3.93 1.076 1 5 
Total 106 3.84 .977 1 5 
Q35 c. The reliability of the technology 
delivery system is as failsafe as 
possible. 
ENG 50 4.22 .764 3 5 
ACES 56 4.59 .532 3 5 
Total 106 4.42 .674 3 5 
Q36 d. Questions directed to student 
service personnel are answered 
accurately and quickly. 
ENG 50 4.38 .725 3 5 
ACES 56 4.38 .590 3 5 
Total 106 4.38 .654 3 5 
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(Table G.3 continued)       
  N Mean Std. Deviation Minimum Maximum 
Q37 e. No distinction between the on-
campus online degree awarded by the 
university (i.e., on transcripts, 
diplomas, etc.) 
ENG 50 4.52 .814 1 5 
ACES 56 4.39 .867 1 5 
Total 106 4.45 .841 1 5 
Q38 f. Number of online degrees 
granted by the program over the last 
five years. 
ENG 50 3.32 .794 1 5 
ACES 56 3.23 .934 1 5 
Total 106 3.27 .868 1 5 
Q39 g. Percentage of entering students 
who complete an online degree in this 
department. 
ENG 50 3.40 .808 2 5 
ACES 56 3.38 .865 1 5 
Total 106 3.39 .835 1 5 
Q40 h. The average time to degree 
completion is five years or less. 
ENG 50 3.44 .884 1 5 
ACES 56 3.54 1.008 1 5 
Total 106 3.49 .949 1 5 
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(Table G.3 continued)       
  N Mean Std. Deviation Minimum Maximum 
Q41 i. Job placement of students after 
graduation. 
ENG 50 3.44 .972 1 5 
ACES 56 3.70 1.111 1 5 
Total 106 3.58 1.051 1 5 
Q42 j. Percentage of students who 
receive employment promotions after 
graduation from this online degree 
program. 
ENG 50 3.50 .953 1 5 
ACES 55 3.87 1.001 1 5 
Total 105 3.70 .992 1 5 
Q43 k. High reputational rankings (i.e., 
US News and World Report Rankings).
ENG 49 4.37 .809 2 5 
ACES 55 3.87 1.037 1 5 
Total 104 4.11 .965 1 5 
Q44 l. A policy is in place to allow 
students to stop and reenter the 
program. 
ENG 50 3.66 .895 2 5 
ACES 55 3.73 .870 2 5 
Total 105 3.70 .878 2 5 
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(Table G.3 continued)       
  N Mean Std. Deviation Minimum Maximum 
Q45 m. Number of graduates who 
stopped and reentered the program. 
ENG 49 2.82 .755 1 4 
ACES 56 3.05 .773 1 5 
Total 105 2.94 .770 1 5 
Q48 a. Archived lectures are available 
throughout the semester. 
ENG 49 4.55 .679 3 5 
ACES 55 4.55 .633 3 5 
Total 104 4.55 .652 3 5 
Q49 b. The technology being used to 
deliver course content is based on 
learning outcomes. 
ENG 48 3.65 .758 2 5 
ACES 55 4.16 .739 3 5 
Total 103 3.92 .788 2 5 
Q50 c. Instructional materials are 
reviewed periodically to ensure they 
meet program standards. 
ENG 49 4.06 .626 3 5 
ACES 55 4.25 .821 2 5 
Total 104 4.16 .739 2 5 
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(Table G.3 continued)       
  N Mean Std. Deviation Minimum Maximum 
Q51 d. Faculty and students agree upon 
expectations regarding times for 
student assignment completion and 
faculty response. 
ENG 48 4.08 .767 2 5 
ACES 55 4.00 .903 1 5 
Total 103 4.04 .839 1 5 
Q52 e. Students are provided with 
supplemental course information that 
outlines course objectives, concepts, 
and ideas. 
ENG 49 4.14 .707 3 5 
ACES 55 4.45 .715 3 5 
Total 104 4.31 .725 3 5 
Q53 f. Sufficient library resources are 
made available to the students. 
ENG 49 3.82 .905 2 5 
ACES 55 4.33 .883 2 5 
Total 104 4.09 .925 2 5 
Q54 g. Students are instructed in the 
proper methods of effective research, 
including assessment of resource 
validity. 
ENG 48 3.58 .895 2 5 
ACES 55 4.45 .765 3 5 
Total 103 4.05 .933 2 5 
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(Table G.3 continued)       
  N Mean Std. Deviation Minimum Maximum 
Q55 h. Before starting the program, 
students are advised about the program 
to determine if they have the self-
motivation and commitment to learn at 
a distance. 
ENG 49 3.45 .914 2 5 
ACES 55 3.78 .937 2 5 
Total 104 3.63 .937 2 5 
Q56 i. Learning outcomes for each 
course are summarized in a clearly 
written, straightforward statement. 
ENG 49 3.86 .816 2 5 
ACES 55 4.00 .923 1 5 
Total 104 3.93 .873 1 5 
Q59 a. Student interaction with faculty 
is facilitated through a variety of ways. 
ENG 50 4.32 .683 3 5 
ACES 54 4.30 .816 1 5 
Total 104 4.31 .751 1 5 
Q60 b. Student interaction with other 
students is facilitated through a variety 
of ways. 
ENG 49 3.88 .754 3 5 
ACES 54 3.56 1.058 1 5 
Total 103 3.71 .935 1 5 
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Q61 c. Feedback to student 
assignments and questions is provided 
in a timely manner. 
ENG 50 4.54 .646 3 5 
ACES 54 4.31 .696 3 5 
Total 104 4.42 .678 3 5 
Q62 d. Feedback to students is 
provided in a manner that is 
constructive and non-threatening. 
ENG 49 4.18 .808 2 5 
ACES 54 4.06 .940 2 5 
Total 103 4.12 .878 2 5 
Q63 e. Each module/segment requires 
students to engage themselves in 
analysis, synthesis, and evaluation as 
part of their course assignments. 
ENG 49 3.88 .927 1 5 
ACES 54 3.91 .784 2 5 
Total 103 3.89 .851 1 5 
Q64 f. Students are given opportunities 
to work together on class projects. 
ENG 50 3.18 .983 1 5 
ACES 54 2.85 1.156 1 5 
Total 104 3.01 1.084 1 5 
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Q65 g. Synchronous office hours are 
provided. 
ENG 50 3.52 1.074 1 5 
ACES 54 3.20 1.105 1 5 
Total 104 3.36 1.096 1 5 
Q66 h. Synchronous lectures are 
provided. 
ENG 49 3.20 1.241 1 5 
ACES 53 3.85 .949 2 5 
Total 102 3.54 1.140 1 5 
Q69 a. Students can obtain assistance to 
help them use electronically accessed 
data successfully. 
ENG 49 3.98 .692 3 5 
ACES 52 4.29 .750 3 5 
Total 101 4.14 .735 3 5 
Q70 b. Students are provided with 
hands-on training and information to 
aid them in securing material through 
electronic databases, interlibrary loans, 
government archives, news services, 
etc. 
ENG 49 3.53 .892 2 5 
ACES 51 4.00 .917 2 5 
Total 100 3.77 .930 2 5 
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Q71 c. Written information is supplied 
to the student about the program. 
ENG 49 3.57 .979 2 5 
ACES 53 3.94 .886 2 5 
Total 102 3.76 .946 2 5 
Q72 d. Easily accessible technical 
assistance is available to all students 
throughout the duration of the 
course/program. 
ENG 47 4.15 .884 2 5 
ACES 52 4.33 .678 3 5 
Total 99 4.24 .784 2 5 
Q73 e. A structured system is in place 
to address student complaints. 
ENG 49 3.63 .951 1 5 
ACES 53 3.75 .806 2 5 
Total 102 3.70 .876 1 5 
Q74 f. Median GRE scores of entering 
students are comparable in online and 
traditional programs. 
ENG 49 3.29 1.021 1 5 
ACES 53 2.83 1.139 1 5 
Total 102 3.05 1.102 1 5 
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Q75 g. Support is provided for 
scholarly student publication and 
presentations. 
ENG 49 3.35 .925 1 5 
ACES 53 3.53 1.219 1 5 
Total 102 3.44 1.086 1 5 
Q76 h. The student population is 
diverse in regards to race/ethnicity. 
ENG 49 2.37 1.093 1 5 
ACES 52 2.62 1.223 1 5 
Total 101 2.50 1.163 1 5 
Q77 i. The student population is diverse 
in regards to gender. 
ENG 49 2.37 1.093 1 5 
ACES 53 2.60 1.230 1 5 
Total 102 2.49 1.167 1 5 
Q78 j. International students are 
represented in the program. 
ENG 49 2.33 1.049 1 5 
ACES 53 2.43 1.029 1 5 
Total 102 2.38 1.034 1 5 
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Q79 k. Median Grade Point Average 
(GPA) of entering students are 
comparable in online and traditional 
programs. 
ENG 48 3.46 1.071 1 5 
ACES 53 3.38 1.147 1 5 
Total 101 3.42 1.107 1 5 
Q80 l. Career status of the students 
(beginning, mid-career, senior, retiree, 
etc.) 
ENG 49 2.55 .980 1 5 
ACES 53 2.72 1.215 1 5 
Total 102 2.64 1.106 1 5 
Q81 m. Location of the students (local, 
global, etc.). 
ENG 49 2.24 .925 1 5 
ACES 53 2.38 1.130 1 5 
Total 102 2.31 1.034 1 5 
Q82 n. Accessibility of program to 
students with disabilities. 
ENG 49 3.33 .966 1 5 
ACES 53 3.08 1.299 1 5 
Total 102 3.20 1.152 1 5 
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Q85 a. Technical assistance in course 
development is available to faculty and 
they are encouraged to use it. 
ENG 45 4.07 .915 2 5 
ACES 53 4.11 .824 3 5 
Total 98 4.09 .863 2 5 
Q86 b. Faculty members are assisted in 
the transition from classroom teaching 
to distance instruction and are assessed 
in the process. 
ENG 44 4.09 .741 3 5 
ACES 53 4.26 .763 3 5 
Total 97 4.19 .755 3 5 
Q87 c. There are peer mentoring 
resources available to faculty members 
teaching distance courses. 
ENG 45 3.73 .863 1 5 
ACES 53 3.85 .969 1 5 
Total 98 3.80 .919 1 5 
Q88 d. Number of publications (books, 
articles, etc.) per faculty member in the 
last five years. 
ENG 46 2.50 1.049 1 5 
ACES 53 2.79 1.044 1 5 
Total 99 2.66 1.051 1 5 
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Q89 e. Number of scholarly citations 
per faculty member in the last five 
years. 
ENG 46 2.50 1.027 1 5 
ACES 53 2.74 .964 1 5 
Total 99 2.63 .996 1 5 
Q90 f. Number of extramural grants for 
research earned by the faculty in the 
last five years. 
ENG 46 2.59 1.066 1 5 
ACES 53 2.60 1.025 1 4 
Total 99 2.60 1.039 1 5 
Q91 g. Faculty have been involved in 
interdisciplinary work in the last five 
years. 
ENG 46 2.98 1.000 1 5 
ACES 53 3.08 1.016 1 5 
Total 99 3.03 1.005 1 5 
Q92 h. The faculty is diverse in regards 
to race/ethnicity. 
ENG 46 2.35 .994 1 4 
ACES 53 2.42 1.117 1 5 
Total 99 2.38 1.057 1 5 
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Q93 i. The faculty is diverse in regards 
to gender. 
ENG 45 2.38 1.007 1 4 
ACES 53 2.42 1.117 1 5 
Total 98 2.40 1.062 1 5 
Q94 j. Reception by peers of faculty 
members' work as measured by honors 
and awards 
ENG 46 2.98 .954 1 5 
ACES 52 2.65 1.101 1 4 
Total 98 2.81 1.042 1 5 
Q95 k. Tenure status of the faculty 
(emeritus, tenured, tenure-track, 
visiting/adjunct, etc.) 
ENG 46 2.72 1.068 1 5 
ACES 52 2.65 1.008 1 5 
Total 98 2.68 1.031 1 5 
Q96 l. Academic rank of the faculty 
(i.e., professor, associate professor, 
assistant professor, lecturer) 
ENG 44 3.00 1.220 1 5 
ACES 52 3.04 1.188 1 5 
Total 96 3.02 1.196 1 5 
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Q99 a.  The programs educational 
effectiveness is measured using several 
methods. 
ENG 46 3.78 .664 3 5 
ACES 51 3.96 .692 3 5 
Total 97 3.88 .681 3 5 
Q100 b. An evaluation process is used 
to improve the teaching/learning 
process. 
ENG 45 4.04 .673 3 5 
ACES 51 4.08 .744 2 5 
Total 96 4.06 .708 2 5 
Q101 c. Specific standards are in place 
to compare and improve learning 
outcomes. 
ENG 46 3.72 .807 1 5 
ACES 51 4.02 .860 1 5 
Total 97 3.88 .845 1 5 
Q102 d. Data on enrollment, costs, and 
successful/innovative uses of 
technology are used to evaluate 
program effectiveness. 
ENG 45 3.64 .883 1 5 
ACES 51 3.63 .916 1 5 
Total 96 3.64 .896 1 5 
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Q103 e. Intended learning outcomes are 
regularly reviewed to ensure clarity, 
utility, and appropriateness. 
ENG 46 3.78 .987 1 5 
ACES 51 3.96 .999 1 5 
Total 97 3.88 .992 1 5 
Q106 a. Students show they can apply 
knowledge of mathematics, science, 
and engineering 
ENG 46 4.35 .737 3 5 
ACES 51 4.06 .904 1 5 
Total 97 4.20 .837 1 5 
Q107 b. Students show they can apply 
and conduct experiments, as well as to 
analyze and interpret data 
ENG 46 4.00 .843 2 5 
ACES 52 4.19 .793 3 5 
Total 98 4.10 .818 2 5 
Q108 c. Students show they can apply 
to design a system, component, or 
process to meet desired needs within 
realistic constraints such as economic, 
environmental, social, political, ethical, 
health and safety, manufacturability, 
and sustainability 
ENG 46 4.24 .794 3 5 
ACES 49 4.08 .786 3 5 
Total 95 4.16 .790 3 5 
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Q109 d. Students show they can apply 
to function on multidisciplinary teams 
ENG 46 3.74 .929 2 5 
ACES 51 3.71 .855 1 5 
Total 97 3.72 .887 1 5 
Q110 e. Students show they can apply 
to identify, formulate, and solve 
engineering problems 
ENG 46 4.48 .691 3 5 
ACES 50 3.34 1.062 1 5 
Total 96 3.89 1.065 1 5 
Q111 f. Students show they understand 
professional and ethical responsibility 
ENG 46 3.93 .827 2 5 
ACES 51 4.08 1.017 1 5 
Total 97 4.01 .930 1 5 
Q112 g. Students show they can 
communicate effectively 
ENG 46 4.04 .759 3 5 
ACES 51 4.22 .879 1 5 
Total 97 4.13 .824 1 5 
     
(continued)
  293
(Table G.3 continued)       
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Q113 h. Students show their grasp of 
the broad education necessary to 
understand the impact of engineering 
solutions in a global, economic, 
environmental, and societal context 
ENG 46 3.72 .807 2 5 
ACES 51 3.88 1.143 1 5 
Total 97 3.80 .996 1 5 
Q114 i. Students show their recognition 
of the need for, and an ability to engage 
in life-long learning 
ENG 46 3.67 .871 2 5 
ACES 52 4.02 1.111 1 5 
Total 98 3.86 1.015 1 5 
Q115 j. Students show their knowledge 
of contemporary issues 
ENG 46 3.35 1.079 1 5 
ACES 51 3.76 1.050 1 5 
Total 97 3.57 1.079 1 5 
Q116 k. Students show their ability to 
use the techniques, skills, and modern 
engineering tools necessary for 
engineering practice. 
ENG 43 4.28 .734 3 5 
ACES 49 3.37 1.349 1 5 
Total 92 3.79 1.191 1 5 
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APPENDIX H 
CORRELATION MATRIX 
Table H.1 
Correlations Matrix of the Original Seven Categories 
Common categories of quality 
Institutional 
support and 
structure 
Course 
development 
and structure
Teaching/
learning 
process 
Student 
support and 
characteristics
Faculty 
support and 
characteristics
Evaluation 
and 
assessment
Student learning 
outcomes 
Institutional support and structure 1 .513** .302** .309** .089 .356** .224* 
Course development and structure .513** 1 .514** .386** .221* .598** .302** 
Teaching/learning process .302** .514** 1 .403** .320** .303** .378** 
Student support and characteristics .309** .386** .403** 1 .636** .354** .263** 
Faculty support and characteristics .089 .221* .320** .636** 1 .451** .271** 
Evaluation and assessment .356** .598** .303** .354** .451** 1 .300** 
Student learning outcomes .224* .302** .378** .263** .271** .300** 1 
**. Correlation is significant at the 0.01 level (2-tailed). 
*. Correlation is significant at the 0.05 level (2-tailed). 
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Table H.2 
Correlations Matrix of the New Categories from the Factor Analysis 
 
 
Factor 
 1 
 
Factor 
 2 
 
Factor 
 3 
 
Factor 
 4 
 
Factor 
 5 
 
Factor 
 6 
 
Factor 
 7 
 
Factor 
 8 
 
Factor 
 9 
 
Factor 
 10 
 
Factor 
 11 
 
Factor 
 12 
Factor 1 – Diversity of 
Students and Faculty 
1 .467** .068 .249* -.034 .130 .231* .265** .392** .055 .008 .208* 
Factor 2 – 
Professional and 
Scholarly Productivity 
of Faculty 
.467** 1 .184 .242* .101 .002 .368** .285** .389** .025 -.117 .042 
Factor 3 – Presence, 
accessibility, and 
articulation of 
evaluation activities, 
learning outcomes, 
and support 
information 
.068 .184 1 .314** .203* .463** .500** .293** .112 .500** .300** .356** 
Factor 4 – Student 
Knowledge of Current 
Practice, Ethics, 
Impact, and 
Professional Conduct 
in STEM 
.249* .242* .314** 1 .516** .276** .349** .338** .118 .337** -.026 .157 
Factor 5 – Student 
Production of STEM 
Capstone Research 
Projects 
-.034 .101 .203* .516** 1 .217* .149 .250* .132 .269** -.083 -.063 
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(Table H.2 continued)            
 
Factor  
1 
Factor 
2 
Factor 
3 
Factor 
4 
Factor 
5 
Factor 
6 
Factor  
7 
Factor 
8 
Factor 
9 
Factor 
10 
Factor 
11 
Factor 
12 
Factor 6 – Customer 
Service Provided by 
the Program 
.130 .002 .463** .276** .217* 1 .419** .317** .057 .478** .212* .107 
Factor 7 – Student 
Training in 
Conducting Scholarly 
Research and Access 
to University 
Resources 
.231* .368** .500** .349** .149 .419** 1 .429** .250* .413** .165 .285** 
Factor 8 – Interaction 
Between Students and 
Each Other and the 
Faculty 
.265** .285** .293** .338** .250* .317** .429** 1 .081 .303** .111 .043 
Factor 9 – 
Comparable 
Achievement Profiles 
between Entering 
Online and Traditional 
Students 
.392** .389** .112 .118 .132 .057 .250* .081 1 .150 -.135 .235* 
Factor 10 – 
Preparation of Faculty 
to Transition from 
Traditional to Online 
Environments 
.055 .025 .500** .337** .269** .478** .413** .303** .150 1 .141 .168 
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Factor  
1 
Factor 
2 
Factor 
3 
Factor 
4 
Factor 
5 
Factor 
6 
Factor  
7 
Factor 
8 
Factor 
9 
Factor 
10 
Factor 
11 
Factor 
12 
Factor 11 – Students’ 
Persistence to Degree 
Completion 
.008 -.117 .300** -.026 -.083 .212* .165 .111 -.135 .141 1 .175 
Factor 12 – Students’ 
Success Beyond 
Graduation 
.208* .042 .356** .157 -.063 .107 .285** .043 .235* .168 .175 1 
**. Correlation is significant at the 0.01 level (2-tailed). *. Correlation is significant at the 0.05 level (2-tailed). 
 
