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Efficient and Stable Algorithms to Extend Greville’s
Method to Partitioned Matrices Based on Inverse
Cholesky Factorization
Hufei Zhu
Abstract—Greville’s method has been utilized in (Broad Learn-
ing System) BLS to propose an effective and efficient incremental
learning system without retraining the whole network from the
beginning. For a column-partitioned matrix where the second
part consists of p columns, Greville’s method requires p iterations
to compute the pseudoinverse of the whole matrix from the
pseudoinverse of the first part. The incremental algorithms in
BLS extend Greville’s method to compute the pseudoinverse of
the whole matrix from the pseudoinverse of the first part by just
1 iteration, which have neglected some possible cases, and need
further improvements in efficiency and numerical stability. In this
paper, we propose an efficient and numerical stable algorithm
from Greville’s method, to compute the pseudoinverse of the
whole matrix from the pseudoinverse of the first part by just 1
iteration, where all possible cases are considered, and the recently
proposed inverse Cholesky factorization can be applied to further
reduce the computational complexity. Finally, we give the whole
algorithm for column-partitioned matrices in BLS. On the other
hand, we also give the proposed algorithm for row-partitioned
matrices in BLS.
Index Terms—Big data, broad learning system (BLS), incre-
mental learning, efficient algorithms, partitioned matrix, inverse
Cholesky factorization, generalized inverse, Greville’s method.
I. INTRODUCTION
In [1], the pseudoinverse of a partitioned matrix, i.e., Gre-
ville’s method [2], has been utilized to propose Broad Learning
System (BLS), an effective and efficient incremental learning
system without retraining the whole network from the begin-
ning. For a column-partitioned matrix Am+1 =
[
Am|Hm+1
]
where Hm+1 has p columns, Greville’s method [2] needs p
iterations to compute
(
Am+1
)+
from (Am)+, where A+
denotes the pseudoinverse of the matrix A. However, the
incremental algorithms in [1] apply Greville’s method to
compute
(
Am+1
)+
from (Am)+ by just 1 iteration, which
have neglected some possible cases, and need further im-
provements in efficiency and numerical stability. Based on
Greville’s method, we propose an efficient and numerical
stable algorithm to compute
(
Am+1
)+
from (Am)+ by just
1 iteration, where all possible cases are considered, and the
efficient inverse Cholesky factorization in [3] can be applied
to further reduce the computational complexity. Moreover, the
proposed algorithm is also applied to row-partitioned matrices
in BLS.
H. Zhu is with College of Computer Science and Software, Shenzhen
University, Shenzhen 518060, China (e-mail: zhuhufei@aliyun.com).
II. THE PROPOSED IMPROVEMENTS FOR GREVILLE’S
METHOD UTILIZED IN BLS
In subsection A, we introduce Greville’s method [2] and its
application to column-partitioned matrices in BLS. In subsec-
tion B, we deduce three theorems that will be utilized. Then
in subsection C, we propose the modified Greville’s method
for BLS, which considers all possible cases, and is improved
in efficiency and numerical stability. Finally in subsection D,
we apply the efficient inverse Cholesky factorization in [3] to
further reduce the computational complexity.
A. Greville’s method and its application to column-partitioned
matrices in BLS
As in [1], write the m× (n+ p) column-partitioned matrix
as
Am+1 =
[
Am|Hm+1
]
, (1)
where Am is m× n and Hm+1 is m× p. Let
Am+1k =
[
Am|H:,1:km+1
]
, (2)
where H
:,1:k
m+1 denotes the first k columns of Hm+1. Then
Am+1k =
[
Am+1k−1 |h
m+1
:k
]
, (3)
where hm+1
:k denotes the k-th column of Hm+1. Notice that
when k = 0, H:,1:km+1 becomes empty and then (2) becomes
Am+10 = A
m. (4)
Greville’s method [2] computes
(
Am+1p
)+
=
(
Am+1
)+
from
(
Am+1
0
)+
= (Am)+ by p iterations. In the k-th iteration
(k = 1, 2, · · · , p),
(
Am+1k
)+
is [2, Theorem 5.7]
[
Am+1k−1 h
m+1
:k
]+
=
[
(Am+1k−1 )
+
− d˜:kb˜
T
:k
b˜T
:k
]
, (5)
where
d˜:k = (A
m+1
k−1 )
+
hm+1
:k , (6)
and b˜T
:k is computed from
c˜:k = h
m+1
:k −A
m+1
k−1 d˜:k (7)
by
b˜T:k =
{
c˜+
:k if c˜:k 6= 0 (8a)
(1 + d˜T:kd˜:k)
−1
d˜T:k(A
m+1
k−1 )
+
if c˜:k = 0. (8b)
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Here A+ is the unique Moore-Penrose generalized inverse
(i.e., the pseudoinverse) that satisfies [2]


AA+A = A (9a)
A+AA+ = A+ (9b)
(AA+)
T
= AA+ (9c)
(A+A)
T
= A+A. (9d)
In [1], the column vector hm+1
:k in (5) is extended to the
matrix Hm+1 with p columns, and correspondingly (5), (6),
(7) and (8) become
(Am+1)
+
= [Am|Hm+1]
+
=
[
(Am)
+
−DBT
BT
]
, (10)
D = (Am)
+
Hm+1 , (11)
C = Hm+1 −A
mD, (12)
and
BT =
{
C+ if C 6= 0 (13a)
(I+DTD)
−1
DT (Am)
+
if C = 0, (13b)
respectively.
C 6= 0 is required in (13a), while c˜
:k 6= 0 is required in
(8a). Denote the k-th column ofC as c
:k. In the next paragraph
we will show that usually c
:k is different from c˜:k. Then it
can be easily seen that (8a) cannot be extended to (13a), since
c
:k 6= 0 for each k (1 ≤ k ≤ p) in (13) can not ensure c˜:k 6= 0
in (8a), and actually C 6= 0 only means at least one c
:k 6= 0.
To show that usually c
:k is different from c˜:k, substitute (6)
into (7) to obtain
c˜:k = h
m+1
:k −A
m+1
k−1 (A
m+1
k−1 )
+
hm+1
:k , (14)
and substitute (11) into (12) to obtain
C = Hm+1 −A
m(Am)+Hm+1 , (15)
from which we can deduce
c:k = h
m+1
:k −A
m(Am)+hm+1
:k . (16)
From (16) and (14), it can be seen that only
c˜:1=c:1, (17)
and for k = 2, 3, · · · , p, usually
c˜:k 6= c:k (18)
since usually
Am(Am)
+
6= Am+1k−1 (A
m+1
k−1 )
+
. (19)
B. Three Theorems about c˜:k
In this subsection, we deduce three theorems relevant to c˜:k.
Firstly about (19), we have
Theorem 1. If c˜
:k = 0, then
Am+1k (A
m+1
k )
+
= Am+1k−1 (A
m+1
k−1 )
+
. (20)
Proof. Applying (5) to obtain Am+1k (A
m+1
k )
+
=[
Am+1k−1 h
m+1
:k
] [(Am+1k−1 )+ − d˜:kb˜T:k
b˜T
:k
]
, i.e.,
Am+1k (A
m+1
k )
+
= Am+1k−1 (A
m+1
k−1 )
+
−Am+1k−1 d˜:kb˜
T
:k + h
m+1
:k b˜
T
:k. (21)
Now we only need to verify that the last two entries in the
right side of (21) satisfy
−Am+1k−1 d˜:kb˜
T
:k + h
m+1
:k b˜
T
:k = 0. (22)
Since c˜
:k = 0, from (14) we can deduce
Am+1k−1 (A
m+1
k−1 )
+
hm+1
:k = h
m+1
:k , (23)
into which we substitute (6) to obtain
Am+1k−1 d˜:k = h
m+1
:k . (24)
Then we can substitute (24) into (22) to verify (22).
On the other hand, notice that c˜:k = 0 is equivalent [2, the
last 3rd and 4th rows in page 166] to
ℜ(Am+1k ) = ℜ(A
m+1
k−1 ), (25)
where
ℜ(A)=
{
y ∈ RN : y = Ax for some x ∈ Rk
}
(26)
is the range [2] of any A ∈ RN×k.
From Theorem 1, we derive
Theorem 2. If
c˜:k = c˜:k−1 = · · · = c˜:1 = 0, (27)
then
c˜:k+1 = c:k+1. (28)
Proof. Apply (20) iteratively to obtain Am+1k (A
m+1
k )
+
=
Am+1k−1 (A
m+1
k−1 )
+
= Am+1k−2 (A
m+1
k−2 )
+
= · · · =
Am+1
0
(Am+1
0
)
+
, which can be substituted into (14) to
deduce
c˜:k+1 = h
m+1
:k+1 −A
m+1
0 (A
m+1
0 )
+
hm+1
:k+1 . (29)
Finally we can substitute (29) into (16) to deduce (28).
Since the condition C = 0 in (13b) is equivalent to
c:1 = c:2 = · · · = c:p = 0, (30)
we can deduce c˜:1 = c:1 = 0 from (17), and then we can
apply Theorem 2 and (30) iteratively to deduce c˜:2 = c:2 = 0,
c˜:3 = c:3 = 0, · · · , and c˜:p = c:p = 0. Correspondingly we
have
Theorem 3. If C = 0, i.e., (30) satisfies, then
c˜:1 = c˜:2 = · · · = c˜:p = 0. (31)
Since c˜:k = 0 is equivalent to (25), Theorem 3 is also
equivalent to: if C = 0, then
ℜ(Am+1p ) = ℜ(A
m+1
p−1 ) = · · · = ℜ(A
m+1
0 ). (32)
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C. Modified Greville’s method for BLS Considering All Possi-
ble Cases and Improved in Efficiency and Numerical Stability
From Theorem 3, it can be seen that when the condition
in (13b) satisfies, the condition in (8b) also satisfies for k =
1, 2, · · · , p. Then (8b) can be applied to compute b˜T:1, b˜
T
:2, · · · ,
and b˜T:p. Correspondingly (8b) can be extended to (13b).
To improve the numerical stability and reduce the compu-
tational complexity, substitute (11) into (13b) to obtain
BT = (I+DT (Am)
+
Hm+1)
−1
DT (Am)
+
, (33)
which can be written as
BT = (I+ D˜Hm+1)
−1
D˜ (34)
where
D˜ = DT (Am)+. (35)
Then we can utilize equation (20) in [4], i.e.,
(I+PQ)−1P = P(I+QP)−1, (36)
to deduce
BT = D˜(I+Hm+1D˜)
−1
(37)
from (34).
Hm+1 and D˜ are m×p and p×m, respectively. Then it can
be seen that when m < p, (37) with an m×m matrix inverse
is more stable and efficient than (34) or (13b) with a p × p
matrix inverse. On the other hand, when m > p, (34) or (13b)
with a p × p matrix inverse is more stable and efficient than
(37) with an m×m matrix inverse. Moreover, when m > n,
the computational complexity of DTD in (13b) is lower than
that of D˜Hm+1 in (34).
On the other hand, let us consider the condition in (13a),
i.e., C 6= 0. Firstly, let us give
The Inverse Negative Proposition of Theorem 3. If (31) is
not satisfied, i.e., there is at least one c˜
:k 6= 0 (1 ≤ k ≤ p),
then C 6= 0.
To compute BT by (13a), obviously the condition in (8a)
(i.e., c˜
:k 6= 0) should be satisfied for all k = 1, 2, · · · , p. This
condition is much stronger than the above-described condition
of at least one c˜
:k 6= 0. Thus in (13a), “if C 6= 0” should
be modified into “if each c˜
:k 6= 0 (1 ≤ k ≤ p)”, and it is
required to consider the condition of only i (1 ≤ i ≤ p − 1)
c˜:ks satisfying c˜:k = 0, i.e., C 6= 0 but several c˜:k = 0.
Now we can modify (13) into
BT =


(I+DTD)−1D˜ if C = 0,m ≥ max(n, p) (38a)
(I+ D˜Hm+1)
−1
D˜ if C = 0, n ≥ m ≥ p (38b)
D˜(I+Hm+1D˜)
−1
if C = 0,m ≤ p (38c)
C+ if each c˜:k 6= 0(1 ≤ k ≤ p) (38d)
· · · if C 6= 0 but several c˜:k = 0, (38e)
where the original Greville’s method [2] can be utilized to
compute
(
Am+1p
)+
=
(
Am+1
)+
from
(
Am+10
)+
= (Am)
+
by p iterations, if the condition for (38e) is satisfied.
D. To Apply the Recently Proposed Inverse Cholesky Factor-
ization to Compute All c˜:ks Efficiently
In (38d) and (38e), all p c˜:ks (k = 1, 2, · · · , p) are required.
If they are computed by (14) in p iterations, p− 1 (Am+1k−1 )
+
s
(k = 2, 3, · · · , p) also need to be computed by (5) in p − 1
iterations, and then actually it is no longer required to apply
(10), (11), (12) and (13) once to compute (Am+1p )
+
from
(Am+10 )
+
directly. Thus in what follows, we will propose
an efficient algorithm to compute all p c˜:ks efficiently, which
is based on the recently proposed efficient inverse Cholesky
factorization [3], and does not require the above-mentioned
p− 1 (Am+1k−1 )
+
s (k = 2, 3, · · · , p).
To apply the efficient inverse Cholesky factorization [3],
firstly let us derive
Theorem 4. If each c˜
:k 6= 0 (1 ≤ k ≤ p), then C
TC is
positive definite.
Proof. If each c˜
:k 6= 0(1 ≤ k ≤ p), the condition in (38d)
is satisfied, and then we can utilize the computation in (38d),
which can be written as [1]
BT = C+ = (CTC)
−1
CT . (39)
Since (CTC)
−1
exists, C must be full column rank, and then
CTC must be positive definite [5].
From Theorem 4, it can be seen that if each c˜
:k 6= 0(1 ≤
k ≤ p), there exists [5] the Cholesky factor of the positive
definite CTC, i.e., the lower-triangular Ω that satisfies
ΩΩT = CTC, (40)
from which we can deduce
Ω−TΩ−1 = (CTC)
−1
. (41)
From (41) it can be seen that the inverse Cholesky factor [3]
of CTC is the upper-triangular Ω−T , which can be denoted
as
G = Ω−T . (42)
To obtainG, we can utilize the efficient Cholesky factorization
proposed in [3] to compute Gk from Gk−1 iteratively for
k = 2, 3, · · · , p, by equation (11) in [3], i.e.,
Gk =
[
Gk−1 uk−1
0Tk−1 ηk
]
, (43)
where
ηk = 1/
√
cT
:kc:k − c
T
:kCk−1Gk−1G
T
k−1C
T
k−1c:k (44)
and
uk−1 = −ηkGk−1G
T
k−1C
T
k−1c:k. (45)
Notice that equations (44) and (45) can be derived from
equations (3) and (17) in [3].
The upper-triangular Gk in (43) satisfies [3]
GkG
T
k = (C
T
kCk)
−1
, (46)
where Ck denote the first k columns of C. Correspondingly
from (46) we can deduce that the initial
G1 = 1/
√
cT:1c:1. (47)
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To compute c˜:k efficiently, in Appendix A we will prove
Theorem 5. When c˜:i 6= 0 for all 1 ≤ i ≤ k − 1, c˜:k
(k = 2, 3, · · · , p) defined by (14) is equal to
c˜:k = c:k −Ck−1Gk−1G
T
k−1C
T
k−1c:k. (48)
Obviously (48) is much more efficient than (14), since
(Am+1k−1 )
+
is no longer required in (48). Moreover, in Ap-
pendix B we will verify that ηk defined by (44) can also be
computed from c˜:k satisfying (48) by
ηk = 1/
√
c˜T
:kc˜:k. (49)
Let us substitute (46) into (39) to obtain
BT = C+ =GkG
T
kC
T . (50)
Now we can compute BT by (50), where Gk is computed by
(49), (45), (43). Then it can be seen that c˜:k is a necessary
intermediate variable to compute BT by (50) when the condi-
tion in (38d) is satisfied. Thus actually it does not cause any
additional computational load to compute c˜:k by (48).
We can prove the Inverse Proposition of Theorem 4, i.e.,
Theorem 6. If CTC is positive definite, then each c˜:k (1 ≤
k ≤ p) defined by (14) satisfies c˜
:k 6= 0.
Proof. If CTC is positive definite, there exists [5] the
Cholesky factor of CTC, i.e., Ω satisfying (40), and then
there also exists the inverse Cholesky factor of CTC, i.e., G
satisfying (42). Accordingly we can compute G1 by (47), and
compute Gk (k = 2, 3, · · · , p) by (49), (45) and (43). From
(47) we obtain c:1 6= 0, from which and (17) we deduce
c˜:1 6= 0. Moreover, from (49) we deduce c˜:k 6= 0 (2 ≤ k ≤ p)
for c˜:k computed by (48). Since c˜:1 6= 0, from Theorem 5 we
can deduce that c˜:2 defined by (14) is equal to c˜:2 computed
by (48), and then is not zero. Similarly, we can apply Theorem
5 iteratively to deduce that c˜:k defined by (14) is equal to c˜:k
computed by (48), and then is not zero, for k = 3, 4, · · · , p.
Now from Theorem 4 and Theorem 6, it can be seen that
the condition of CTC being positive definite is equivalent to
the condition of each c˜
:k 6= 0 (1 ≤ k ≤ p), where c˜:k is
defined by (14). Then we can write (38) as
BT =


(I+DTD)−1D˜ if C = 0,m ≥ max(n, p) (51a)
(I+ D˜Hm+1)
−1
D˜ if C = 0, n ≥ m ≥ p (51b)
D˜(I+Hm+1D˜)
−1
if C = 0,m ≤ p (51c)
C+ if CTC is positive definite (51d)
· · · if CTC is not positive definite. (51e)
On the other hand, the condition of C being full column
rank is equivalent to the condition of CTC being positive
definite [5], and then is also equivalent to the condition of
each c˜
:k 6= 0(1 ≤ k ≤ p). Then we can also write (38) as
BT =


(I+DTD)−1D˜ if C = 0,m ≥ max(n, p) (52a)
(I+ D˜Hm+1)
−1
D˜ if C = 0, n ≥ m ≥ p (52b)
D˜(I+Hm+1D˜)
−1
if C = 0,m ≤ p (52c)
C+ if C is full column rank (52d)
· · · if C 6= 0 is not full column rank. (52e)
III. THE PROPOSED ALGORITHM FOR
COLUMN-PARTITIONED MATRICES IN BLS
The algorithm for the pseudoinverse of a column-partitioned
matrix is shown in Algorithm 1. In Algorithm 1, there is a
while loop that includes all 39 rows except row 1. Thus in
what follows, we will introduce the first iteration of this while
loop.
Firstly in row 3, D and C are computed by (11) and (12),
respectively. In rows 5 − 16, there is a for loop, where k =
1, 2, · · · , till c˜:k = 0 (i.e., |c˜:k|
2
< ε where the positive number
ε → 0, e.g., ε = 10−10) or k > p. In row 6, c˜:k is computed
by (48). If c˜:k = 0, Flag ck 0 is set to true (i.e., 1) and k
is decreased by 1 in row 8, and then the execution of the for
loop is terminated in row 9; or if c˜:k 6= 0, Gk is computed in
rows 11−13 and then the execution of the for loop continues.
After the above-described for loop in rows 5−16, obviously
c˜:1 6= 0, c˜:2 6= 0, · · · , and c˜:k 6= 0. Correspondingly if
k ≥ 1, BTk and (A
m+1
i )
+
can be computed by (38d) (i.e.,
(66)) and (69), respectively, in rows 18 and 19 where Ck
and Dk denote the first k columns of C and D, respectively.
Finally, if Flag ck 0 = 1, i.e., c˜:k+1 = 0, rows 22 − 37
are executed to obtain BTδ and (A
m+1
i )
+
in rows 35 and
36, by (38a)/(38b)/(38c) and (69), respectively. If k = 0,
i.e., c˜
:k+1 = c˜:1 = 0, δ is decided in rows 24 − 30, which
means that the first δ columns of C are zeros. Accordingly
Dδ = D
:,1:δ is the first δ columns of D if k = 0, or Dδ = D1
is computed by (11) if k 6= 0, as shown in row 33. When
δ = 1, it can be seen that actually rows 33−36 are equivalent
to (6), (8b) and (5) (with k replaced by i), respectively.
In fact, (38d) is implemented in row 18 if k = p, (38a),
(38b) and (38c) are implemented in row 35 if δ = p, and (38e)
is corresponding to all other cases. Moreover, if i < p after
the above-described first iteration of the while loop, the next
iteration of the while loop will start with H
:,i+1:p
m+1 (including
only p− i columns), Am+1i and (A
m+1
i )
+
.
Actually, the proposed Algorithm 1 includes the compu-
tation of the inverse Cholesky factor of CTC. If the Matlab
built-in function “chol” is preferred, we can also write (51) as
BT =


(I+DTD)−1D˜ if C = 0,m ≥ max(n, p) (53a)
(I+ D˜Hm+1)
−1
D˜ if C = 0, n ≥ m ≥ p (53b)
D˜(I+Hm+1D˜)
−1
if C = 0,m ≤ p (53c)
Ω−TΩ−1CT if cholesky(CTC) exists (53d)
· · · if cholesky(CTC) does not exists, (53e)
where the proposed Algorithm 1 can be utilized (to compute(
Am+1
)+
) instead of the original Greville’s method [2] in
(53e), and Ω in (53d) is the Cholesky factor of CTC, as
shown in (40).
IV. THE PROPOSED ALGORITHM FOR ROW-PARTITIONED
MATRICES IN BLS
The incremental learning for the increment of input data in
[1] utilizes the pseudoinverse of the row-partitioned matrix
xAmn =
[
Amn
Ax
]
, (54)
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Algorithm 1: Pseudoinverse of Col.-Partitioned Matrix
Input: Hm+1 with p columns, A
m+1
0
= Am, (Am+1
0
)
+
Output: (Am+1p )
+
= (Am+1)
+
= [Am|Hm+1]
+
1 i = 0;
2 while i < p do
3 D = (Am+1i )
+
H
:,i+1:p
m+1 , C = H
:,i+1:p
m+1 −A
m+1
i D;
4 Flag ck 0 = 0;
5 for k = 1 : p− i do
6 c˜:k = c:k −Ck−1Gk−1G
T
k−1C
T
k−1c:k (c˜:1 = c:1);
7 if |c˜:k|
2
< 10−10 then
8 Flag ck 0 = 1, k = k − 1;
9 break; //Terminate the for loop
10 else
11 fkk = 1/
√
c˜T
:kc˜:k;
12 f˜k−1 = −fkkGk−1G
T
k−1C
T
k−1c:k;
13 Gk =
[
Gk−1 f˜k−1
0Tk−1 fkk
]
(G1 = [f11]);
14 i = i+ 1;
15 end
16 end
17 if k ≥ 1 then
18 BTk = GkG
T
kC
T
k ;
19 (Am+1i )
+
=
[
(Am+1i−k )
+
−DkB
T
k
BTk
]
;
20 end
21 if Flag ck 0 = 1 then
22 Flag ck 0 = 0, δ = 1;
23 if k = 0 then
24 for j = 2 : p− i do
25 if |c:j|
2 < 10−10 then
26 δ = δ + 1;
27 else
28 break; //Terminate the for loop
29 end
30 end
31 end
32 H˜δ = H
:,i+1:i+δ
m+1 ;
33 Dδ =
{
D:,1:δ if k = 0
(Am+1i−δ )
+
H˜δ if k 6= 0
34 D˜δ = D
T
δ (A
m+1
i−δ )
+
;
35 BTδ =

(I+DTδ Dδ)
−1D˜δ if m ≥ max(n+ i, δ)
(I+ D˜δH˜δ)
−1
D˜δ if n+ i ≥ m ≥ δ
D˜δ(I+ H˜δD˜δ)
−1
if m ≤ δ
where H˜δ is m× δ;
36 (Am+1i )
+
=
[
(Am+1i−δ )
+
−DδB
T
δ
BTδ
]
;
37 i = i+ δ;
38 end
39 end
where Amn is m × n, and Ax can be assumed to be q × n.
Equation (c) in [2, Ex. 1.16] can be written as
(A+)
T
= (AT )
+
, (55)
into which we can substitute (54) to obtain(
(xAmn )
+
)T
=
[
(Amn )
T
|ATx
]+
. (56)
Then substitute (56) into (10) to obtain
(
(xAmn )
+
)T
=
[(
(Amn )
T
)+
−DBT
BT
]
, (57)
i.e.,
(xAmn )
+
=
[
(Amn )
+
−BDT |B
]
. (58)
Obviously [Am|Hm+1] in (10) is replaced with[
(Amn )
T
|ATx
]
in (56). Accordingly in (11), (12), (35)
and (38), Am and Hm+1 should be replaced by (A
m
n )
T
and
ATx , respectively, to obtain D =
(
(Amn )
T
)+
ATx that can be
written as
DT = Ax(A
m
n )
+
, (59)
C = ATx − (A
m
n )
T
D, (60)
D˜ = DT ((Amn )
+
)
T
that can be written as
D˜T = (Amn )
+
D, (61)
and
BT =


(I+DTD)−1D˜ if C = 0, n ≥ max(m, q)
(I+ D˜ATx )
−1
D˜ if C = 0,m ≥ n ≥ q
D˜(I+ATx D˜)
−1
if C = 0, n ≤ q
C+ if each c˜
:k 6= 0(1 ≤ k ≤ q)
· · · if C 6= 0 but several c˜
:k = 0
that can be written as
B =


D˜T (I+DTD)−1 if C = 0, n ≥ max(m, q) (62a)
D˜T (I+AxD˜
T )
−1
if C = 0,m ≥ n ≥ q (62b)
(I+ D˜TAx)
−1
D˜T if C = 0, n ≤ q (62c)
(C+)T if each c˜:k 6= 0(1 ≤ k ≤ q) (62d)
· · · if C 6= 0 but several c˜:k = 0, (62e)
where Ax is q × n. In (62), c˜:1 can be obtained by (17), and
according to Theorem 5, when c˜:i 6= 0 for all 1 ≤ i ≤ k − 1,
c˜:k (k = 2, 3, · · · , p) can be computed by (48), where Gk−1
is the inverse Cholesky factor of CTk−1Ck−1. Gk−1 can be
computed by (44), (45) and (43) when k ≥ 3, or by (47)
when k = 2.
Moreover, since (38) can be written as (51), (62) can be
written as
B =


D˜T (I+DTD)−1 if C = 0, n ≥ max(m, q) (63a)
D˜T (I+AxD˜
T )
−1
if C = 0,m ≥ n ≥ q (63b)
(I+ D˜TAx)
−1
D˜T if C = 0, n ≤ q (63c)
(C+)T if CTC is positive definite (63d)
· · · if CTC is not positive definite. (63e)
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Obviously, (62) can also be written as the form that is
similar to (52), which is omitted for simplicity.
Let
x
kA
m
n =
[
Amn
A1:k,:x
]
, (64)
where A1:k:x denotes the first k rows of Ax. When k = 0,
A1:k:x becomes empty and then (64) becomes
x
0A
m
n = A
m
n . (65)
Then algorithm for the pseudoinverse of a row-partitioned
matrix is shown in Algorithm 2, where Ck and Dk denote
the first k columns of C and D, respectively.
Moreover, if the Matlab built-in function “chol” is preferred,
we can also write (63) as the form that is similar to (53), which
is omitted for simplicity.
V. CONCLUSIONS
In BLS, Greville’s method [2] has been utilized to pro-
pose an effective and efficient incremental learning system
without retraining the whole network from the beginning.
For a column-partitioned matrix Am+1 =
[
Am|Hm+1
]
where Hm+1 includes p columns, Greville’s method spends
p iterations to compute
(
Am+1
)+
from (Am)
+
, where A+
denotes the pseudoinverse of the matrix A. However, the
incremental algorithms in [1] extend Greville’s method to
compute
(
Am+1
)+
from (Am)+ by just 1 iteration, which
have neglected some possible cases, and need further im-
provements in efficiency and numerical stability. In this paper,
we propose an efficient and numerical stable algorithm from
Greville’s method, to compute
(
Am+1
)+
from (Am)
+
by just
1 iteration, where all possible cases are considered, and the
efficient inverse Cholesky factorization in [3] can be applied
to further reduce the computational complexity. Finally, we
give the whole algorithm for column-partitioned matrices in
BLS. On the other hand, we also give the proposed algorithm
for row-partitioned matrices in BLS.
APPENDIX A
PROOF OF THEOREM 5
If c˜:i 6= 0 for i = 1, 2, · · · , k − 1, then for Ck−1, the
condition in (38d) is satisfied. Accordingly Ck−1 can be
computed by (38d), i.e., (39), into which substitute (46) to
obtain
BTk−1 = C
+
k−1 =Gk−1G
T
k−1C
T
k−1. (66)
The corresponding (12), (11) and (10) can be written as
Ck−1 = H
:,1:k−1
m+1 −A
mDk−1, (67)
Dk−1 = (A
m)
+
H
:,1:k−1
m+1 (68)
and
(Am+1k−1 )
+
=
[
Am|H:,1:k−1m+1
]+
=
[
(Am)
+
−Dk−1B
T
k−1
BTk−1
]
, (69)
respectively.
Algorithm 2: Pseudoinverse of Row-Partitioned Matrix
Input: Ax with q rows,
x
0A
m
n = A
m
n , (
x
0A
m
n )
+
Output: (xqA
m
n )
+
= (xAmn )
+
=
[
Amn
Ax
]+
1 i = 0;
2 while i < q do
3 DT = Ai+1:q,:x (
x
iA
m
n )
+
,
C = (Ai+1:q,:x )
T − (xiA
m
n )
T
D;
4 Flag ck 0 = 0;
5 for k = 1 : q − i do
6 c˜:k = c:k −Ck−1Gk−1G
T
k−1C
T
k−1c:k (c˜:1 = c:1);
7 if |c˜:k|
2
< 10−10 then
8 Flag ck 0 = 1, k = k − 1;
9 break; //Terminate the for loop
10 else
11 fkk = 1/
√
c˜T
:kc˜:k;
12 f˜k−1 = −fkkGk−1G
T
k−1C
T
k−1c:k;
13 Gk =
[
Gk−1 f˜k−1
0Tk−1 fkk
]
(G1 = [f11]);
14 i = i+ 1;
15 end
16 end
17 if k ≥ 1 then
18 Bk = CkGkG
T
k ;
19
(
(xiA
m
n )
+
)
=
[
( xi−kA
m
n )
+ −BkD
T
k |Bk
]
;
20 end
21 if Flag ck 0 = 1 then
22 Flag ck 0 = 0, δ = 1;
23 if k = 0 then
24 for j = 2 : q − i do
25 if |c:j|
2
< 10−10 then
26 δ = δ + 1;
27 else
28 break; //Terminate the for loop
29 end
30 end
31 end
32 Aδx = A
i+1:i+δ,:
x ;
33 DTδ =
{
(D:,1:δ)T if k = 0
Aδx(
x
i−δA
m
n )
+
if k 6= 0
;
34 BTδ =

D˜T (I+DTD)−1 if C = 0, n ≥ max(m+ i, δ)
DTδ (I+A
δ
xD
T
δ )
−1
if m+ i ≥ n ≥ δ
(I+DTδ A
δ
x)
−1
DTδ if n ≤ δ
where Aδx is δ × n;
35 ( xi+δA
m
n )
+ =
[
(xiA
m
n )
+ −BδD
T
δ |Bδ
]
;
36 i = i+ δ;
37 end
38 end
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Now let us consider (48). From (15) we deduce that the
k-th column of C is c:k = h:k − A
m(Am)
+
h:k, which is
substituted into (48) to obtain c˜:k = h:k −A
m(Am)
+
h:k −
Ck−1Gk−1G
T
k−1C
T
k−1(h:k −A
m(Am)
+
h:k) , i.e.,
c˜:k = (I −A
m(Am)
+
−Ck−1Gk−1G
T
k−1C
T
k−1
+Ck−1Gk−1G
T
k−1C
T
k−1A
m(Am)+)h:k. (70)
Equation (70) can be written as
c˜:k =(
I −Am(Am)
+
−Ck−1Gk−1G
T
k−1C
T
k−1
)
h:k, (71)
since CTk−1A
m(Am)
+
in the 2nd row of (70) always satisfies
CTk−1A
m(Am)+ = 0, (72)
which will be verified in the next paragraph.
To verify (72), write (15) as
Ck−1 = H
1:k−1
m+1 −A
m(Am)+H1:k−1m+1 ,
which is substituted into (72) to obtain
(H1:k−1m+1 )
T
Am(Am)+−
(H1:k−1m+1 )
T
(
Am(Am)
+
)T
Am(Am)
+
= 0. (73)
Substitute (9c) into (73) to obtain
(H:,i+1:pm+1 )
T
Am(Am)
+
−
(H:,i+1:pm+1 )
T
Am(Am)
+
Am(Am)
+
= 0, (74)
into which substitute (9a) to obtain
(H:,i+1:pm+1 )
T
Am(Am)
+
− (H:,i+1:pm+1 )
T
Am(Am)
+
= 0. (75)
Obviously (75) always holds, and then (72) has been verified.
After verifying (72), let us go back to (71) that has been
deduced from (48). We focus on the entry
I −Am(Am)
+
−Ck−1Gk−1G
T
k−1C
T
k−1 (76)
in (71). Substitute (66) into (76) to obtain
I −Am(Am)+ −Ck−1B
T
k−1, (77)
into which substitute (67) to obtain
I −Am(Am)
+
−
(
H
:,1:k-1
m+1 −A
mDk-1
)
BTk−1,
i.e.,
IN −
[
Am H
:,1:k−1
m+1
] [ (Am)+ −Dk−1BTk−1
BTk−1
]
. (78)
Then substitute (69) and (2) into (78) to obtain I −
Am+1k−1 (A
m+1
k−1 )
+
, which is substituted into (71) to obtain
c˜:k =
(
I −Am+1k−1 (A
m+1
k−1 )
+
)
h:k, i.e., (14). Thus we have
verified Theorem 5.
APPENDIX B
TO VERIFY (49)
Firstly let us consider c˜T
:kc˜:k in (49),
into which we substitute (48) to obtain
c˜T
:kc˜:k = (c:k −Ck−1Gk−1G
T
k−1C
T
k−1c:k)
T
(c:k −
Ck−1Gk−1G
T
k−1C
T
k−1c:k), i.e.,
c˜T:kc˜:k = c
T
:kc:k − 2c
T
:kCk−1Gk−1G
T
k−1C
T
k−1c:k+
cT:kCk−1Gk−1G
T
k−1C
T
k−1Ck−1Gk−1G
T
k−1C
T
k−1c:k. (79)
Substitute (66) into the last entry in (79) to write it as
cT:kCk−1C
+
k−1Ck−1Gk−1G
T
k−1C
T
k−1c:k. (80)
C+k−1 must satisfy (9a), which can be substituted into (80) to
write it as
cT:kCk−1Gk−1G
T
k−1C
T
k−1c:k. (81)
Finally we can replace the last entry in (79) by (81), to write
(79) as c˜T
:kc˜:k = c
T
:kc:k − 2c
T
:kCk−1Gk−1G
T
k−1C
T
k−1c:k +
cT
:kCk−1Gk−1G
T
k−1C
T
k−1c:k, i.e.,
c˜T:kc˜:k = c
T
:kc:k − c
T
:kCk−1Gk−1G
T
k−1C
T
k−1c:k, (82)
which can be substituted into (44) to obtain (49).
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