Although Rumsfeld was not discussing science, his circumlocutional comments nonetheless may well be apt in science (Shermer 2005) . In conservation biology, the unknowns, whether known or unknown, usually ex ceed the known knowns and we often have to make educated guesses in, for example, trying to determine where there might be additional suitable habitats for a threatened or endangered species.
To manage and conserve any species, it is crucial to understand its habitat requirements. The fitness of any species should be greatest in a habitat for which it is best suited and that it presumably prefers (Garshelis 2000) . Determining critical habitats is an important component of the background knowledge that allows researchers and managers to develop strategies to either recover or maintain an endangered or threatened species and to choose areas in which to explore such strategies.
The Sharp-tailed Snake (Contia tenius) is a small secretive snake, from 20 to 45 cm in total length when adult (Leonard and Ovaska 1998) , that ranges from southern California to southern British Columbia (Cook 1960) . Although the southern part of its range, to northern Oregon, is more-or-less continuous, the distribution of this species is highly fragmented in Washington and British Columbia (Leonard and Ovaska 1998) . In British Columbia, Sharp-tailed Snakes are known only from a small number of scattered locations on southern Vancouver Island and some of the adjacent Gulf Islands. A previous report from Chase in the interior of British Columbia is of doubtful origin (Matsuda et al. 2006) . Because of the low numbers of snakes found in Canada and few known sites, the snake was considered an endangered species by COSEWIC in 1999 (COSEWIC 2002 . Although formal study of Sharptailed Snakes has been limited, recent studies done in British Columbia and adjacent Washington cover aspects of their ecology such as defensive behaviour Leonard and Stebbins 1999) , aggregative behaviour (Leonard et al. 1996) , movements , habitat , and cover use (Engelstoft and Ovaska 2000) .
Most of the areas where the Sharp-tailed Snake is found in British Columbia have fairly dense human populations and highly disturbed habitat. Consequently, many of the sites at which snakes are found are on private land. Although the Sharp-tailed Snake seems somewhat tolerant of anthropogenic habitat disturbance, habitat loss is still considered the primary threat to its persistence in Canada. Therefore, management and stewardship by landowners are important factors in conservation programs for this species.
The aim of this study was to determine the key characteristics that define habitats used by the Sharp-tailed Snake, in order to guide future habitat management. We did this by comparing sites known to be used by Sharp-tailed Snakes with sites that were subjectively similar but not known to be used (potential sites), and with locations chosen at random with respect to both known and potential site types. The first comparison objectively tested whether potential sites actually are similar to those sites known to be used by these snakes and the second tested whether Sharp-tailed Snakes use a subset of those habitats that are available. Initial observations suggested that south-facing rocky slopes and forest clearings appeared to provide the most suitable habitat for this species (see also , but no quantitative assessment of habitat characteristics has previously been done. Thus, we measured a wide range of possibly influential habitat variables at each sample location and compared them statistically among locations.
Although our comparisons among sites and locations were objective, selection of potential sites obviously was biased by our general knowledge of snake ecology and our previous experience with Sharp-tailed Snakes. This mainly reflected an aim of the recovery program for this species to find as many occupied sites as possible.
Study Area
In the past few years, federal lands in the Capital Regional District (including Gulf Islands National Park, Department of National Defence lands, and Coast Guard properties) have been assessed and rated for suitability as habitat for the Sharp-tailed Snake (Engelstoft and Ovaska 1998*). These sites are in various locations on North and South Pender Islands, Saltspring Island and southern Vancouver Island. In addition, artificial cover objects (ACOs) have been installed at all sites at which Sharp-tailed Snakes are known to occur, including private lands, and at sites rated as having high potential as habitat for these snakes. ACOs provide easily sampled, attractive cover and, combined with naturally occurring cover objects, are an effective means of determining presence of snakes (Engelstoft and Ovaska 2000) . Sharp-tailed Snakes are secretive and rarely seen in the open, and ACOs provide the main means by which they are discovered in the field. Potential sites in this study were identified by CE based on his extensive field experience with Sharp-tailed Snakes.
The sites where ACOs have been placed can be classified into two general types. Unrestricted sites are those with relatively large extents of contiguous habitat under the same ownership surrounding the location of the ACO. These areas typically have experienced relatively little disturbance in the last century (e.g., Department of National Defence lands or Canada Parks lands). Restricted sites are those on relatively small, privately owned properties surrounded by private lands in relatively developed areas. These locations have generally experienced a greater degree of habitat modification (buildings, roads, gardens, etc.) .
Methods
Fieldwork for this study was undertaken in summer and autumn of 2004. Our general sampling scheme was straightforward. The 31 sites were divided into two site types, those known to harbour Sharp-tailed Snakes (known knowns) and those that appeared to have the potential to harbour them (known unknowns). Hereafter, we call these known and potential sites, respectively (Figure 1 ). At each of these sites, in addition to the known or potential assigned location, we also chose a corresponding random location (unknown unknowns) for sampling. Random locations were 50 m from an assigned location, but in a randomly chosen direction. Because 50 m was well within the known movement capabilities of Contia ), yet far enough away for the environment to vary significantly, this distance provided a test of non-random use of the local habitat. However, because most known sites are restricted, we were able to obtain a random location for only seven of the 16 known sites (compared to 14/15 for potential sites). Our sampling protocol was thus dictated to a large degree by access to private property, and by the amount of contiguous habitat under the same ownership surrounding the site. The total number of assigned and random locations at all sites combined was 52. At each of these locations, we took samples along three randomly chosen 10-mlong transects.
The first transect at each assigned location was placed in a random direction from a randomly chosen ACO, so that the 0-m mark was at the centre of the ACO. The other two transects were placed at two different randomly chosen locations (and in random directions) within a 25-m radius of the initial ACO. We measured canopy cover, aspect, and slope of location at the 0-m mark of the first transect; that is, these variables were measured once per location. All other variables were measured along each of the three transects (i.e., three replicates for each location). This same protocol was repeated for random locations, with a point on the ground standing in for an ACO. We ensured that transects around an assigned location and its associated random location did not overlap or abut each other.
We measured the following variables at each of the 52 locations:
1. Percentage canopy cover -Canopy cover was measured once for each location at the starting point of the first transect, directly overhead, and then at a 45º angle in each of the cardinal directions (south, north, east and westsurrounding canopy cover). The tree species making up the canopy cover also were recorded. 2. Aspect -The aspect of each location was measured in degrees using a compass at the starting point of the first transect. A measurement of 180º indicates a southerly aspect. 3. Slope -The general slope of the location was recorded in degrees as well as the slope for each separate transect. Both were measured using a compass equipped with a clinometer. 4. Substrate -At the 1-m mark along each transect, we determined the depth of both soil and litter layer by measuring the distance a thick wire penetrated into the ground. The composition of the litter (needles, leaves, etc.) also was recorded. 5. Rock coverage -Rock coverage was determined at each transect by measuring the total distance intercepted by rocks along the length of the transect. The rocks were rated by size as follows: loose gravel (pebbles <7.5 cm), cobbles (7.5-19.9 cm), rocks (20-50 cm), boulders (>50 cm), and bedrock. 6. Coarse woody debris -This was determined by measuring the total distance intercepted by coarse woody debris along the transect. Each piece of coarse woody debris was identified to species (if possible), and assigned a decay class (1-5) as per Table 5 .13 in Meidinger (1998*). 7. Vegetation -Shrub cover and ground cover were determined by measuring the total distance intercepted by vegetation along the transect. For logistical reasons, coverage by each of lichens, bryophytes, grass and forbs was ex pressed as the total distance intercepted by these plants between the 2-m and 4-m marks of each transect.
Statistical Analyses
We used SAS 8.0 to analyze the data, except for aspect, which we also analyzed using ORIANA software. We compared locations and site types using both univariate and multivariate statistics. Although one level of the factor "location" was a randomly selected partner to a known or potential assigned location for Sharp-tailed Snakes, all factors (site, site type, location) were treated as fixed factors because all sites initially were chosen deliberately as particular site types and locations. In cases of non-orthogonal data, we used Type III sums of squares for F-tests. As this was essentially an exploratory study, we used a liberal criterion for tests of significance, highlighting all results for which P < 0.10.
Most variables showed no clear pattern of heterogeneity among categories of sites, so we combined them in various ways, which also reduced the number of variables to manageable levels, as follows: total shrub coverage (all shrubs -e.g., broom, Oregon grape, salal); tall, non-shrub coverage (ferns and asters); thick ground cover (e.g., ivy, periwinkle, trailing blackberry); light ground cover (lichens, bryophytes, grasses, forbs); rock cover (sum of all rock-size classes); coarse woody debris (sum of all CWD decay classes); and surrounding canopy cover (average of directional values around sample location). All other variables (e.g. overhead canopy cover, soil depth, slope) were left unaltered.
Because assigned and random locations were paired at unrestricted sites, we compared them via a 2-way factorial analysis of variance (ANOVA), with the three transects treated as replicates within each combination of site and location. We did this analysis separately for known and potential site types, as they were in different places. In each case, we had to drop restricted sites from the analysis because they lacked a random location. In all cases in which the interaction between factors was non-significant, we dropped it from the analysis to test main factors only. In cases in which the interaction was significant, compromising interpretation of main effects, we then did a comparison of locations for each site separately.
To compare known and potential site types, we used a nested ANOVA (sites nested within site type), analyzing assigned and random locations separately, with transects serving as replicates within locations. F-tests were adjusted to those appropriate for nested ANOVA (Sokal and Rohlf 1981) .
Because aspect is an angular variable, with the lowest possible value (0º) identical to the highest possible (360º), we treated it differently from the other variables. We categorized aspect at each location as one of four quadrants representing the four cardinal directions and then compared frequency of directions among site type/location categories (known/assigned, known/random, potential/assigned, potential/random) by contingency-table analysis. We also used circular (angular) statistics, as described by Zar (1984) , to compare mean aspect between pairs of site type/location categories.
In addition to aspect, a few other variables (e.g. canopy cover) were recorded only once for each location, rather than separately for each transect. We therefore reduced the data set to average values for each location and then analyzed those new variables using twoway ANOVA (site × type × location, sites serving as replicates within each combination of factor levels). Again, we dropped the interaction term when it was non-significant, but did a separate comparison of locations at each site type when the interaction was significant. We also tested for correlations among these variables across all sites/locations.
Studies of habitat relationships are necessarily multivariate (Reinert 1993) and typically involve methods such as Principal Components Analysis (PCA) and Discriminant Function Analysis (DFA). In comparing categories of habitats, such as we have in this study, two approaches are possible (Quinn and Keough 2002) . One is the multivariate analysis of variance (MANO-VA) approach embodied by Discriminant Function Analysis (DFA). A second is to do a Principal Components Analysis (PCA) of all groups combined and then compare the derived components among groups using univariate ANOVA. Although the two approaches do not produce identical results, they generally result in broadly similar patterns of group differences (Quinn and Keough 2002) . Advantages of the PCA approach include ease of analysis of multiple derived components and straightforward post hoc comparisons of particular groups (Quinn and Keough 2002), so we used it here.
To avoid pseudo-replication, especially for variables for which only one measurement was made per location (see above), we used the reduced data set (i.e., means of the three transects treated as data) for multivariate analysis. Using the same variables as in the ANOVAs above, we subjected the data to PCA, examined each of the first three principal components for influence of the original variables, and then treated each of the principal components as variables in separate two-way ANOVAs (as above). We also used the first principal component (PC 1) as the independent variable in a logistic regression comparing sites/ loca tions known to be used by Contia vs. all other sites.
Results
Two-way ANOVAs using individual transect data as values yielded few differences attributable to location, although sites differed significantly for several variables. In comparisons of assigned vs. random locations for known site types, we found an effect only of rock cover, which was higher at assigned than at random locations (F 1,34 = 3.42, P = 0.07). In cases of variables for which there was a significant interaction between site and location (extent of litter, slope of transect, coarse woody debris), differences between locations were significant at some sites, but not in any consistent direction.
For potential site types, assigned and random locations differed only in thick ground cover (F 1,69 = 38.8, P = 0.053), which was higher in assigned locations. Sites again differed significantly for several variables and the interaction between site and location was significant for four variables (extent of litter, rock cover, light ground cover, shrub cover). Patterns from interactions again generally were indistinct, but for the three sites that differed significantly in rock cover, the value was higher at assigned than random locations; for three sites differing significantly in shrub cover, the value was lower at assigned locations.
Nested ANOVAs comparing assigned locations between known and potential site types showed only that known site types had lower soil depth (F 1,29 = 3.20, P = 0.08) and less coarse woody debris (F 1,29 = 7.45, P = 0.01) than potential site types. Again, there were significant differences among sites for some variables. Similar comparison of random locations between known and potential site types revealed only that rock cover was higher at known site types (F 1,19 = 3.15, P = 0.09), with sites again varying significantly for some variables.
Two-way ANOVAs, using mean values (per 3 transects) as data (and all site type × location combinations, n = 52), revealed more differences (Table 1) . Overall (i.e., assigned and random locations considered together), known site types had shallower soil (F 1,49 = 2.92, P = 0.09), shallower litter (F 1,49 = 2.95, P = 0.09), and higher rock cover (F 1,49 = 4.67, P = 0.04) than potential site types, on average. Assigned locations had more thick ground cover (F 1,49 = 4.15, P = 0.047), less shrub cover (F 1,49 = 3.59, P = 0.06), less overhead canopy cover (potential site types only, F 1,27 = 9.55, P = 0.005) , less surrounding canopy cover (potential site types only, F 1,27 = 6.62, P = 0.02), and steeper transect slopes (potential site types only, F 1,27 = 5.90, P = 0.02) than random locations, on average.
As expected, many of the variables above were significantly correlated over all site types/locations (n = 52 in all cases). These included mean soil depth vs. mean litter depth (r = 0.40, P = 0.004), mean rock cover vs. mean litter depth (r = -0.29, P = 0.04), mean soil depth vs. mean rock cover (r = -0.38, P = 0.005) and overhead canopy cover vs. surrounding canopy cover (r = 0.58, P < 0.0001).
Direction (aspect) differed significantly among site type/location categories (Fisher's exact test, P = 0.004). Thirteen known/assigned locations (81%) faced south and the rest (3) all faced west, whereas only six (40%) of potential/assigned locations faced south and another six faced east. Potential/random locations were particularly deviant from known/assigned, with eight (57%) facing either north or east. These results were consistent with those from analysis via circular statistics (mean vectors: known assigned -203.99 o ; known random -215.15 o ; potential assigned -155.73 o ; potential random -125.86 o ). Significant differences between site type/location categories were as follows: known assigned vs. potential assigned -F 1,29 = 4.27, P = 0.05; known assigned vs. potential random -F 1,28 = 7.21, P = 0.01; known random vs. potential assigned -F 1,20 = 3.02, P = 0.1; known random vs. potential random -F 1,19 = 3.55, P = 0.07, although this last result may not be reliable because of a uniform distribution of points.
We ran PCA using various combinations of variables, dropping those that had low weights on PC 1. Results were broadly similar in all cases, but they were most clearly defined when we used mean rock cover, mean soil depth, mean surrounding canopy cover, and mean shrub cover as variables in the analysis. In that case, PC 1 accounted for 44% of the total variance and PC 2 and PC 3 23% and 20%, respectively. This high cumulative percentage variance for the first three principal components suggests that they summarized the data efficiently (McGarigal et al. 2000) . PC 1 was positively weighted by soil depth, surrounding canopy cover, and shrub cover, but negatively weighted by rock cover (Table 2) . Two-way ANOVAs on the PCs showed that PC 1 differed overall between both site types (F 1,49 = 4.19, P = 0.046) and locations (F 1,49 = 4.84, P = 0.03). Known site types had lower average values of PC 1 than potential site types and assigned locations had lower values than random, consistent with the two-way ANOVAs performed above on the individual variables and with the signs of coefficients in PC 1. Random locations had higher values of PC 2 than assigned locations, but only for potential site types (F 1,27 = 3.86, P = 0.06). Neither site types nor locations differed with respect to PC 3.
Despite statistically interesting differences in PC 1 between site types and locations, differences overall 146 THE CANADIAN FIELD-NATURALIST Vol. 121 among the four site type/location combinations were not large (Figure 2 ). In fact, differences among these categories were graded rather than discrete. We therefore divided site type/location combinations into two categories, those known to be occupied by Sharp-tailed Snakes and those not. The resulting binomial variable was then regressed (logistic regression) against PC 1. The logistic model was a satisfactory fit to the data (Homer and Lemeshow test, χ 2 8 = 4.46, P = 0.81) and the relationship was significantly negative (Wald's χ 2 1 = 4.25, P = 0.04; Figure 3) . We also compared PC 1 of known/assigned locations successively, via logistic regression, to known/random, potential/ assigned and potential/random locations. The trend also was negative in each case, but significant (and strongly so) only in the last one. Thus, sites known to be occupied by Sharp-tailed Snakes differed from those not known to be occupied.
Discussion
The study of how and why animals occur in particular habitats has a long history in ecology and has been the subject of numerous reviews and syntheses (e.g. Morse 1980; Gray and Craig 1991; Reinert 1993; Garshelis 2000) . Habitat use by a species is a function not only of habitat selection based on resource requirements and physical factors such as temperature, but of other factors such as population density and the presence of competitors and predators (Huston 2002; Morris 2003) . Thus, the habitats used by animals may not be those that are optimal for them in terms of fitness. In fact, it is even possible that some occupied habitats have negative implications for fitness (Van Horne 1983) , for example if those habitats are sinks in a source-sink system (Pulliam 1988) . Conversely, optimal habitats that could be used might not be occupied simply because the species' ability to disperse there is limited (Huston 2002) . In short, the analysis and interpretation of habitat-use studies is fraught with difficulties (Garshelis 2000) . In that light, this study is but a small first step towards understanding the habitat relationships of the Sharp-tailed Snake. It is further limited by its reliance on presence/absence (really presence/not recorded) data rather than data on abundance, or better, demographic performance (Pulliam 1988; Garshelis 2000) . In terms of Garshelis' (2000) classification of methods, our approach is a variant of the site-attribute design, but with the added inclusion of predetermined potential sites for the species' occurrence. Animals typically do not use their environments at random, but non-randomly, selecting some sites over others because of particular habitat and micro-habitat features. Thus, the mere demonstration that places used by a particular species are different from those not used is unremarkable by itself. For the conservationist or manager, however, determining which habitat characteristics are important is fundamental to preservation, restoration, or even creation of habitats.
What are the key features that describe suitable habitats for the Sharp-tailed Snake? The data collected in this study were highly variable and can only hint at differences between site types and locations that appear to be important. More detailed, longer-term work with larger samples would allow us to reach stronger conclusions, but this study was limited by the small number of sites at which the Sharp-tailed Snake is known to occur in southwestern British Columbia. It also was limited by the subjectivity with which potential sites were identified. For example, south-facing slopes are often favoured by snakes and this is reflected in the distribution of known and potential sites in this study. However, a Sharp-tailed Snake recently was found on a north-facing slope on Pender Island (D. Spalding, personal communication), suggesting that the species may occur in a wider range of conditions than previously thought. Currently, a more randomized approach to sampling sites for Sharp-tailed Snakes is under way to reduce this kind of bias, but we still have some way to go before we can convincingly move known and unknown unknowns to the fully known side of the ledger.
Aside from the necessary constraints of small numbers of known sites for Sharp-tailed Snakes, this study also might have been limited by failure to measure key environmental variables. For example, as is the case for other ectotherms, the ecology of Sharp-tailed Snakes is no doubt strongly influenced by temperature, which will affect the kinds of habitats and microhabitats they use at different times (Huey 1991; Reinert 1993; Blouin-Demers and Weatherhead 2001) . Similarly, given the potential for desiccation in this small species, as well as a requirement for incubation sites for eggs, moisture also is likely to be an important physical factor. Therefore, cracks and openings for underground access and suitable sites for egg-laying or hibernation are potentially critical habitat features for these snakes. However, measuring subterranean access would be very difficult and we know nothing about the kinds of sites favoured by Sharp-tailed Snakes for egg deposition or for spending the winter. To deal adequately with temperature and moisture, we would need to measure them across all seasons and in multiple microhabitats per location simultaneously.
Despite these deficiencies, we found fairly clear indications that sites used by Sharp-tailed Snakes tend to be south-facing and to have relatively shallow soil and litter, relatively high rock cover, and relatively low shrub cover. Differences from randomly chosen sites emphasize this species' non-random use of habitats, but differences between locations actually used by snakes and those deemed to be potential habitat underline the subjectivity of visual habitat assessment. That said, this subjective approach based on field experience has proven effective. Although none of the potential sites used in this study have since yielded evidence of Sharp-tailed Snakes, two of the known sites were initially identified by CE as potential sites and another site designated as potential by CE after this study was completed has since turned out to be occupied by Sharp-tailed Snakes. Even so, quantitative measures for objective assessment of potential sites also would be valuable. Future work could focus on variables found to be important in this study and on others that we were unable to measure, such as those mentioned above as well as shrub height, tree density, soil composition, drainage, and type of bedrock.
Given the rarity of the Sharp-tailed Snake in British Columbia and the obvious difficulties in studying rare species in general, perhaps an alternative (or supplementary) approach would be to undertake comparative studies of this species in more southerly parts of its range where it is more widespread and more abundant. Extrapolating from a species' ecology in one part of its range to another distant one requires caution as there may be significant adaptive differences in different areas. For example, Sharp-tailed Snakes in California occupy a wide diversity of habitats (D. Wake, personal communication), most of which do not occur in British Columbia. Nonetheless, this approach might reveal fundamental species' characteristics that can be used to delineate more clearly the critical habitats required for conservation of the Sharp-tailed Snake in British Columbia. (marked * in text) 
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