Abstract: Supplier evaluation and selection, an important element in supplier-based manufacturing and supply chain management has been gaining attention in both academic literature and industrial practice. In this paper, we presented a modified data envelopment analysis (DEA) method for supplier selection which can operate under conditions of imprecise information. A brief description of the importance of supplier evaluation and selection is given, followed by an overview of DEA, along with several extensions of DEA applied specifically to supplier evaluation and selection. Contributions of our proposed approach include the elimination of the poor discriminatory power and inability of traditional DEA to rank the efficient suppliers. In addition, our method can be used in situations with imprecise data.
Introduction
In today's highly competitive, complex and dynamic manufacturing environments, individual organisations often do not have all the necessary skills and competencies to meet market needs in a global environment. Organisations are, therefore, focusing on core competencies and encouraging the outsourcing of non-core activities through strategic suppliers and partnerships. Choy and Lee (2003) state that in the past decade the role of a manufacturer has evolved from the producer of goods to one that coordinates or manages the supply chain entities. This competency based strategy involves replacing 'non-core' processes with a relationship with a supplier who has the required expertise (Eilles et al., 2003) .
This view of supplier-based manufacturing is corroborated by Buhman (2003) who states that "companies are migrating away from the traditional manufacturing environment to one in which they act as designers and system integrators with the actual manufacturing being done by smaller companies". This shift creates a group of globally dispersed entities working together in a virtual enterprise to bring together their area of particular expertise and the complementary expertise of other partner companies, to achieve a particular mission efficiently and cost effectively, which no single enterprise or individual would be able to do. The strategy of creating an effective virtual enterprise has led to a supplier-based manufacturing environment. This greatly increases a firm's dependence on suppliers which, in turn, increases the need for effective supplier or partner evaluation and selection. Supplier evaluation and selection in such environments can be a complex process and has the potential to have a significant impact on supply chain performance. Narasimhan et al. (2001) state "supplier evaluation is an area receiving attention in the literature. Effective evaluation of suppliers is a complex process that involves the consideration of numerous factors". Recent research has called for methods for effective supplier evaluation and selection. Braglia and Petroni (2000) state that supplier selection may be the single most important phase in the purchasing process and purchasing managers need periodically to evaluate supplier performance in order to determine and retain top performers. Talluri and Narasimhan (2004) emphasise that managing the supply base by identifying, selecting and managing suppliers for strategic, long term partnerships is a "key ingredient to the success of a supply chain". In addition, evaluation of supplier performance aids the supplier improvement and development process (Narasimhan et al., 2001) .
One purchasing strategy many organisations attempt to adopt is to apply an effective supplier selection system to reduce their supplier base and manage relationships effectively with their suppliers (Tully, 1995) . In a recent interview with General Motors World Wide Purchasing Chemical Group the purchasing director emphasised that there is a need to cultivate the best suppliers and stated "for us to survive, we have to perform, and for us to perform, suppliers need to perform at the same level" (Miel, 2004) . Similarly, Sherefkin (2004) reports that US based Delphi plans to cuts its supply base by 75% from 4000 to 1000, with 100 being classified as a strategic supplier, meaning companies that supply Delphi with critical parts. In a 1999 survey of purchasing professionals, 80% of respondents indicated that they are taking steps to reduce their supplier base (Fitzgerald, 1999) . Chapman et al. (1998) note that companies that have reduced the number of their suppliers by 40 to 50% have simultaneously achieved the greatest performance improvements and cost reductions. A Supplier Selection and Management Report survey noted that, for the sixth consecutive year, reducing the supply base topped the list of practices that was said to have been most effective in controlling costs (Mazel, 1998) .
Various supplier selection models and techniques have been developed supporting supplier selection decisions such as Analytic Hierarchy Process (Barbarosoglu and Yazgac, 1997; Nydick and Hill, 1992) , Expert Systems (Vokurka et al., 1996) , Multi-Objective Programming (Weber and Ellram, 1993) , Interpretative Structural Modeling (Mandal and Deshmukh, 1994) , and Case-Based Reasoning (Choy and Lee, 2002) just to name a few.
While each existing method makes a unique contribution to supplier evaluation, the methodologies currently used in supplier selection processes have been reported to include too much emphasis on subjective assessments, perform evaluation based solely on performance outcomes, and fail to integrate supplier capabilities. Narasimhan et al. (2001) state that supplier evaluation techniques are often based on a subjective weighted scoring model. While these methods allow for experience and contextual knowledge, they can also result in the inability to assign weights objectively, leading to incorrect evaluation. The authors state that a more desirable approach will integrate managerial judgements with objective methods for improved consistency. Data Envelope Analysis (DEA) has been proven an effective method. The DEA approach measures the relative performance of suppliers where the presence of multiple inputs and outputs makes comparison difficult. DEA is particularly suitable for analysing the efficiency of units with both qualitative and quantitative criteria and it has the ability to identify role models for under-performing units. An additional advantage of DEA models is the ability to evaluate the productivity of units' given inputs (such as resources), and outputs (such as the product) and determine how well the unit generates the output based on the input. As Narsimhan et al. (2001) discuss, a supplier achieving high levels of performance by utilising enormous amount of resources is inefficient. A better purchasing strategy for a company would be to select suppliers with both good performance and high efficiency, rather than suppliers with only good performance.
While DEA is a promising model for supplier evaluation, basic DEA models do not allow for discriminating or ranking of efficient suppliers. Also, it is possible that inefficient suppliers over-perform efficient suppliers due to the unrestricted weight flexibility problem in DEA. To overcome these drawbacks, Appalla (2003) proposes an augmented DEA, which enhances the capability of discriminating efficient suppliers further by introducing a 'virtual best' supplier, thereby changing the efficient frontier. While promising, more work needs to be done such as extending the application of augmented DEA to evaluate suppliers with interval data -that is, imprecise data given over a range rather than a specific number. To further compound the complexity of supplier evaluation and selection, there can be situations where some of the input and output data are only known to lie within bounded intervals (interval numbers) while other data are known only up to an order. The term 'imprecise data' reflects this situation. Thus, there is a need to extend the application of augmented DEA to handle imprecise data. The central research issue addressed in this paper is: How to effectively rank supplier in the presence of imprecise data?
This paper aims to address the central research issue, by presenting a new approach, termed Augmented Imprecise DEA (AIDEA). AIDEA introduces a supplier evaluation and selection process built upon previous research in the area of DEA supplier selection methods with two significant contributions: Firstly, by introducing a 'virtual best' supplier, augmented DEA enhances the capability of DEA to discriminate efficient suppliers from poor performing suppliers. Secondly, the capability of discriminating the suppliers with imprecise data is enhanced and allows the application of the model using imprecise data. This paper is structured as follows: Basic DEA and some DEA extensions are briefly overviewed in Section 2. Specific models using imprecise data are discussed in Section 3. Augmented Imprecise DEA is presented and the results comparing our approach with other models are presented for a small set of data in Section 4. Finally, the limitations of the proposed approach and the future research issues are discussed in Section 5.
Data envelopment analysis (DEA) and its extensions
DEA, occasionally called frontier analysis, was first put introduced by Charnes et al. (1978) . It is a performance measurement technique that is used for evaluating the relative efficiency of decision-making units (DMU's) in organisations. Examples of such units to which DEA has been applied include banks, police stations, hospitals, tax offices, prisons, military defence bases, schools and university departments. Recently, applying DEA to supplier evaluation for effective supply chain management has drawn attention. In the supply chain context, a supplier is equivalent to a DMU.
Basic DEA
DEA is a linear programming based technique for measuring the relative performance of DMUs where the presence of multiple inputs and outputs makes comparisons difficult. DEA provides a means of calculating apparent efficiency levels within a group of DMUs. The efficiency of a DMU is calculated relative to the group's observed best practice.
Efficiency
Output Input = .
Efficiency Weighted Sum of Outputs Weighted Sum of i puts
When there are multiple inputs and multiple outputs, a common measure for relative efficiency is, Each DMU picks weights such that it maximises its own efficiency, subject to constraints that ensure:
• no unit can have an efficiency score greater than 1 • every weight must be strictly >0.
Let us assume there are n DMUs, each DMU has t outputs and m inputs. Let us take DMU 1 as the example, the output orientated DEA model is: 
Subject to:
Thus, the output orientated basic DEA method shown above finds the most favourable set of weights, i.e. the set of weights that maximise the DMU's efficiency rating under the constraint that the efficiencies of all DMUs are less than or equal to 1 for each DMU. DEA can readily incorporate multiple inputs and outputs, to calculate overall efficiency and it is particularly suitable for analysing the efficiency of DMUs, especially those that have qualitative factors where it is difficult to assign weights to some of the outputs and inputs. By identifying the 'peers' for inefficient DMUs, it provides a set of potential role models that an organisation can look to, for ways of improving its operations. This makes DEA a potentially useful tool for benchmarking and change management implementation programmes. Along with the advantages, DEA has several disadvantages. Firstly, basic DEA model shows very poor discriminatory power (Braglia and Petroni, 2000) . Secondly, the basic DEA model makes complete weight flexibility possible and thus may result in identifying a DMU with an unrealistic weighting scheme as being efficient. These DMUs are 'false positive' candidates, which achieve a relative efficiency score of 1 by weighing heavily on a few favourable inputs and outputs and completely ignoring the others. This type of DMU performs well with respect to a few input/output measures, but is not a good overall performer. Therefore, a simple efficiency measure alone is not sufficient for the analysis. There has been research to extend DEA to address the issues discussed above. For example, the cross-efficiency model developed by Sexton et al. (1986) introduced the subject of ranking in DEA. Andersen and Petersen (1993) developed a super-efficiency method, which ranks through the exclusion of the unit being scored. Appalla (2003) proposed an augmented DEA model which increases the discriminatory power by introducing 'virtual best' DMU which overcomes the disadvantages of the basic DEA model. Each of these models is reviewed in the following sections.
Extended DEA models

Cross-efficiency model
The cross-efficiency model was first developed by Sexton et al. (1986) , inaugurating the subject of ranking in DEA with increased discriminatory power. Given n DMUs, the cross efficiency method simply calculates the efficiency score of each DMU n times, using the optimal weights evaluated by the n separate DEA models built for each of the n DMUs. Interested readers can refer to Sexton et al. (1986) for a detailed explanation.
In the cross-efficiency model, the evaluation loses its connection to the multiplier weights as the weights are used equally on all the units. Additionally, if the optimal weights are not unique, goal-programming has to be applied to choose from optimal solutions, such as aggressive or benevolent secondary goals (Sexton et al., 1986) . Moreover, if the number of DMUs being evaluated increases, the calculation burden of cross-efficiency model becomes extremely heavy.
Super efficiency ranking technique
Andersen and Petersen (1993) developed a super efficiency ranking technique for ranking efficient units. The basic idea is to compare the unit under evaluation with a linear combination of all other units in the sample, i.e. the DMU under evaluation itself is excluded. The methodology enables an efficient DMU k to achieve an efficiency score greater than one by removing the constraint which relates to DMU k in the formulation. The score reflects the radial distance from the DMU under evaluation to the efficient frontier estimated without that DMU in the sample. The approach provides an efficiency rating of efficient units similar to the ratings of inefficient units. By doing so, Andersen and Petersen (1993) state that the discriminatory power of DEA is increased. In a super efficiency ranking model, it can give 'specialised' DMUs an excessively high ranking. Specific bounds on weights are to be determined to avoid this extreme point effect, which induces subjectivity in the process. Moreover it deviates from the DEA's standard of efficiency score that is between 0 and 1. Interested readers can refer to Andersen and Petersen (1993) for details. Appalla (2003) proposed augmented DEA to improve the performance of DEA model, based on the introduction of a new virtual DMU called the 'virtual best' DMU, which is created by selecting the best values of each criterion from the existing DMU base. Intuitively speaking, the higher the value the better for outputs and the lesser the value the better for inputs. Therefore, for each output criterion, the maximum value or rating is selected and considered the output value/rating of the 'virtual best' DMU for that particular criterion. Similarly, for each input criterion, the minimum value or rating is selected and considered the input value/rating of that criterion for the 'virtual best' DMU. Thus the 'virtual best' DMU has the best performance overall with high outputs from least inputs and is derived from an existing DMU base. Note that this combination of inputs and outputs may not actually be possible in the real world for any DMU. This method changes the efficient frontier of the model and thus increases the discriminatory power of the basic DEA model. The efficiency of each DMU is obtained with respect to the efficient frontier of the 'virtual best' DMU, which can then be used to rank the DMUs. where y * r is the maximum rating of output criteria u r in the DMU base (r=1, 2, . . ., t) and x * i is the minimum rating of input criteria ν i in the DMU base (i=1,2, . . . m), which form the output factors and input factors for the 'virtual best' DMU. The efficiencies of all the DMUs is calculated using the above mathematical model and are ranked accordingly. Appalla (2003) further collected industry data and experimented on three models discussed above. The results indicate that the augmented DEA model will have a similar outcome without the disadvantages of the other extensions. While promising, more work needs to be done to explore the applicability of augmented DEA to imprecise data, as it prevails in many real world cases. Some initial DEA research related to imprecise data is reviewed in the following section.
Augmented DEA
Approaches for handling imprecision in DEA
In the 1990s, Cook et al. (1993 Cook et al. ( , 1996 first addressed imprecise data handling in a DEA model. The Cook et al. model is confined only to mixtures of exact and ordinal data. The model is developed to deal with ordinal input (Cook et al., 1993) and then extended to handle multiple cardinal and ordinal criteria (Cook et al., 1996) . Cooper et al. (1999) directly addressed the presence of imprecise data, which include bounds and/or rankings imposed directly on input/output data. Later, Despotis and Smirlis (2002) concentrate on interval data and propose an effective DEA model to deal with interval data.
Imprecise DEA (IDEA)
Imprecise DEA (IDEA), proposed by Cooper et al. (1999) , is the first approach for dealing directly with imprecise data in DEA (bounds and/or rankings imposed directly on input/output data). In the same work, IDEA was extended to AR-IDEA to include the assurance region approach (fixed or ratio bounds and/or ordinal relations imposed on the weights). Assume that there are n DMUs, each with t outputs and m inputs. The outputs and inputs are presented by imprecise data. Let us take DMU 1 as an example to examine the IDEA model shown as follows: A linear programming equivalent is now developed for the above problem in a two-stage process of scale transformations and variable alterations. One of the limitations of the IDEA model is that at least one DMU should have the exact data for a criterion that is the interval for all other DMUs. Therefore, Cooper et al. (2001) extended the transformation developed in Cooper et al. (1999) to a more general situation of imprecise data by introducing dummy variables, which removed the limitation. More recently, Zhu (2003) developed a simplified approach to reduce the computational burden if one uses scale transformations and variable alternations to convert the non-linear IDEA model into a linear programme.
The Despotis and Smirlis (2002) model
Concentrating on interval data, Despotis and Smirlis (2002) transformed the basic DEA model which becomes a non-linear model due to the presence of interval data, into the linear equivalent by applying the following transformations to the variables x ij and y rj : respectively. But the model still remains non-linear due to the products of variables u r t rj for outputs and ν i * s ij for inputs. These products are then replaced with new variables p rj =u r t rj and q ij =ν i * s ij . According to these transformations, the weighted sum of inputs (composite input) for DMU j takes the form
where the new variables q ij meet the conditions 0ǉq ij ǉν i , as it is s ij =q ij /ν i with ν i ǈ ε and 0ǉ s ij ǉ1for every i and j. Similarly, the weighted sum of outputs (composite output) for DMU j takes the form where J stands for the index set {1,2, . . . n} of the units. The set E ++ consists of the units that are efficient in any case (any combination of input/output levels). The set E + consists of units that are efficient in a maximal sense, but there are input/output adjustments under which they cannot maintain their efficiency. The set E ǁ consists of the definitely inefficient units. Despotis and Smirlis (2002) further defined a second stage benevolent formulation to calculate the measure of endurance indices to discriminate units in the E + category. In the same work, Despotis and Smirlis generalised the model to handle imprecise data, including both interval and ordinal data. Take DMU j as example, the generalised Despotis and Smirlis model is shown as following:
[Generalised Despotis and Smirlis (2002) For example an ordinal output y r and two units, say k and l, with consecutive ranks according to y r . If unit k possesses a higher rank than unit l, then the constraint that preserves this ordinal relation takes the form p rk ǁp rl ǈ δ, where δ is a small positive number. In the case of ties (i.e. units k and l possess the same rank), the constraint is written as p rk ǁp rl =0.
Compared to IDEA, the Despotis and Smirlis (2002) model is relatively straightforward to apply, as only variable transformation is needed but it has insufficient discriminatory power.
Augmented imprecise DEA (AIDEA)
In this section, we present our proposed methodology: AIDEA which has the ability to handle imprecise data and allows for increased discriminatory power. AIDEA, therefore, extends DEA beyond any existing models along these parameters for supplier evaluation and selection.
AIDEA model
In AIDEA, a 'virtual best' DMU is introduced into the constraint set that changes the efficient frontier of the model, very similar to the way we introduce a 'virtual best' DMU into basic DEA model as shown in Section 2. The 'virtual best' DMU is created by selecting the best values of each criterion from the DMU base as following:
• For outputs, the higher the value the better. Therefore, for each output criterion:
-if the output criterion is exact value: the maximum value or rating is selected -if the output criterion is interval data: then maximum value of the upper limits of the DMU is taken as the exact output data for the 'virtual best' DMU -if the output criterion is ordinal, then we would introduce a constraint that gives the virtual best DMU the highest rank order.
• For the inputs, the lesser the better. Therefore, for each input criterion:
-the minimum value or rating is selected if the input criterion is exact value -if the input criterion is interval, then the minimum value of the lower limits of the criterion is selected as the exact input for the 'virtual best' DMU -input criterion if the input data is ordinal then a constraint is introduced such that the virtual best has the least rank order.
Thus the 'virtual best' DMU has the best performance overall with highest outputs from least inputs and is derived from existing DMU base. Note this combination of the inputs and outputs may not be actually possible in real world for any DMU, however, the addition of this 'virtual best' DMU changes the efficient frontier of the model and thus increases the discriminatory power of the Despotis and Smirlis (2002) model. An Augmented Imprecise DEA model is then developed as above for each DMU that has this 'virtual best' DMU added to the LP model. The efficiency of each DMU is obtained with respect to the efficient frontier of the 'virtual best' DMU, which can then be used to rank the DMUs.
The complete model of the AIDEA for DMU j is as shown below:
[AIDEA model]: 
Numerical example
In this section, we test AIDEA with the data taken from the IDEA paper (Cooper et al., 1999) . The units are evaluated using augmented imprecise DEA model with ε=10 -10 and δ=10 -6 . The results obtained are compared with that of the IDEA and Despotis and Smirlis Models. The data are shown in Table 1 and the results are shown in Table 2 . 
Implementation
An internet-based system is implemented for supplier evaluation and selection (shown in Figure 1 ). The application is designed to be a web application developed using .NET technologies to make it easy for supply chain managers to be able to access the application even remotely. The application was implemented in a .NET programming environment using C# language and Visual Basic 6.0. An SQL Server 2000 was used as back end database. The front end is completely made up of web forms. The user interacts with the other components of the application through these web forms. User friendly tools and output pages are available to the user and the data are processed in the background without any user intervention. This layer is connected to the database through a middle tier. The middle tier has all the logic that is needed to save, delete and update the data that is required by the user for analysis. It is developed in C# language with ASP .NET classes. This layer is also responsible for communicating with the database whenever required. The relational database used for the application is SQL Server 2000. The compatibility of middle tier ASP.NET classes and SQL Server 2000 is very appropriate for this application's optimum performance. The programming logic that is required to process the data to send it to LINDO (optimisation software) in a pre-defined format is coded in COM object and is developed using Visual Basic 6.0. Firstly, the user is directed to his/her profile page (shown in Figure 2 ) upon log in. The user has the options of changing or setting the criteria for analysis. The user can then view, update, delete and even add a new supplier to the database (shown in Figure 3) . Next, the user is then able to evaluate all of the suppliers (Figure 4) . This online prototype implementation system shows promise for research applications in the form of in depth case studies in further research efforts in developing effective supplier evaluation tools. Based on the supplier data collected from a global company providing aviation electronics for the world's aircraft manufacturers, the evaluation criteria used in the system include Quality, Delivery Performance, Price, Geographical Location, Number of Employees at a location, Capacity Utilisation and Supplier Variety. Note the evaluation criteria can easily be added and removed. The implementation system has potential long term industry applications allowing a supply base manager to efficiently evaluate suppliers for selection as well as a tool for evaluating a supplier on a continual basis. The ability to use imprecise data in AIDEA is of particular benefit in industry applications where data may be incomplete or in the format of intervals. AIDEA, therefore, has the potential to be successfully applied to a real world environment where challenges, such as imprecise data, exist. Supplier selection and supply base management are important topics in managing effective supply chains and managing supply base risk exposure (Narasimhan et al., 2001; Talluri and Narasimhan, 2004) . Indeed, as Braglia and Petroni (2000) discuss supplier selection may be the single most important phase in the purchasing process. It should be noted that AIDEA can be used not only in initial supplier selection but in ongoing supply base management activities designed to retain the highest supplier performers. This, in turn, can have a significant impact on quality, cost, lead-times and continuous improvement efforts.
Conclusions and future research
There has recently been a movement towards supplier-based manufacturing systems where increasing amounts of non-core manufacturing activities are outsourced to suppliers. While this strategy has seen benefits such as decreasing cycle times and increasing productivity and flexibility, it does require an increase in dependence on suppliers which, in turn, increases the need for effective supplier or partner evaluation and selection. Supplier evaluation and selection in such environments can be a complex process and has the potential to have a significant impact on supply chain performance.
In this paper we have developed an approach for the evaluation of suppliers named Augmented Interval DEA (AIDEA). By introducing a 'virtual best' DMU, AIDEA enhances the capability of discriminating efficient suppliers. AIDEA eliminates the computational burden that increases with the number of suppliers involved in Cross Efficiency technique. Additionally, AIDEA can handle imprecise data such as interval data and ordinal data and demonstrated the greater discriminatory power of the new model compared to Imprecise DEA (Cooper et al., 1999) and Despotis and Smirlis Model (Despotis and Smirlis, 2002) . However, the AIDEA model still makes weight flexibility possible, thus allowing unrealistic units to become 'false' positive candidates. Future research is needed to eliminate this problem from the model without introducing subjectivity in the process and more testing experiments are needed to validate the AIDEA model. Additionally, in depth case study applications are needed to test the model and validate the application of the prototype implementation system.
