Abstract Training image-based approaches for stochastic simulations have recently gained attention in surface and subsurface hydrology. This family of methods allows the creation of multiple realizations of a study domain, with a spatial continuity based on a training image (TI) that contains the variability, connectivity, and structural properties deemed realistic. A major drawback of these methods is their computational and/or memory cost, making certain applications challenging. It was found that similar methods, also based on training images or exemplars, have been proposed in computer graphics. One such method, image quilting (IQ), is introduced in this paper and adapted for hydrogeological applications. The main difficulty is that Image Quilting was originally not designed to produce conditional simulations and was restricted to 2-D images. In this paper, the original method developed in computer graphics has been modified to accommodate conditioning data and 3-D problems. This new conditional image quilting method (CIQ) is patch based, does not require constructing a pattern databases, and can be used with both categorical and continuous training images. The main concept is to optimally cut the patches such that they overlap with minimum discontinuity. The optimal cut is determined using a dynamic programming algorithm. Conditioning is accomplished by prior selection of patches that are compatible with the conditioning data. The performance of CIQ is tested for a variety of hydrogeological test cases. The results, when compared with previous multiplepoint statistics (MPS) methods, indicate an improvement in CPU time by a factor of at least 50.
Introduction
Modeling subsurface heterogeneity is important for predicting the behavior of hydrogeological systems. For more than 50 years, it has been extensively used for the management and the estimation of uncertain water resources [de Marsily et al., 2005] . A broad variety of methods have been developed in geostatistics, aimed at characterizing the spatial structure, or texture, of the variables considered (e.g., hydraulic conductivity or porosity in hydrogeology).
In most cases, spatial covariance or variogram analysis is used to quantify spatial geological continuity. Variograms define correlations between any two points in space. The main critique toward these traditional geostatistical approaches is related to an inability to represent realistically complex and connected geological structures [G omez-Hern andez and Wen, 1998; Journel and Zhang, 2006; S anchez-Vila et al., 1996; Schl€ uter and Vogel, 2011; Western et al., 2001] . Object-based approaches are also commonly used in challenging geological environments [Michael et al., 2010; Ronayne et al., 2010] , although they often lack flexibility in particular with regards to conditioning data.
An alternative was suggested by Guardiano and Srivastava [1993] , with the multiple-point geostatistics (MPS) approach based on the assessment of the conditional probability distribution for a simulated value based on a training image (TI). MPS allows the production of images similar to those found with objectbased models, with the benefit of ease in conditioning to field data, therefore overcoming some of the major difficulties of object-based models [Renard et al., 2006] . The TI provides a conceptual but explicit representation from which high-order statistics [Mustapha and Dimitrakopoulos, 2010] can be extracted. TIs may originate from real data representative of the geology under consideration, or a large unconditional realization of another stochastic simulation technique. Strebelle [2002] recommends using TIs developed from expert information, outcrops, or even a geologist's sketching. Therefore, it is not necessary for a TI to be locally constrained to any data or to have similar dimensions as the area under consideration [Caers and Zhang, 2004] .
The concept of simulating models using multiple-point statistics from a TI seems easy, straightforward, and smart for geologists [Hu and Chugunova, 2008] . From its original applications in reservoir modeling [e.g., Caers et al., 2003; Falivene et al., 2006; Ronayne et al., 2008] , MPS algorithms have been used for a broad spectrum of fields relevant to hydrogeological applications [Comunian et al., 2011; dell'Arciprete et al., 2012; He et al., 2013; Huysmans and Dassargues, 2009; Jha et al., 2013b; Le Coz et al., 2011] and water resources modeling, such as remote sensing [Boucher et al., 2008; Mariethoz et al., 2012] , climate modeling [Jha et al., 2013a] , physics of fluids in porous media [Okabe and Blunt, 2007; Tahmasebi and Sahimi, 2013] , even medical imaging [Pham, 2012] . In many applications, however, computation time is a major obstruction for MPS to become more routine. In hydrogeology, large-scale 3-D models can contain millions of nodes, and the simulation of a single realization with a continuous variable can take as much time as computing a steadystate transport simulation in this realization. This can adversely affect the performance of any inverse modeling scheme [Alcolea and Renard, 2010; Hansen et al., 2012; Khodabakhshi and Jafarpour, 2013; Park et al., 2013; Zhou et al., 2012] . In climate and remote sensing applications, there is usually no flow problem, therefore the CPU effort associated to these application is entirely controlled by the stochastic simulation. Being 2-D-temporal, these problems can potentially involve even larger grids than subsurface applications, for example, when downscaling climate models for a 100-year period, at 3-hourly time steps. Therefore, although current methods are flexible and produce satisfying results, there is a need to radically accelerate them. We believe the solution does not reside in faster computers, but rather in improved algorithms, as emphasized by a citation of a Report to the US President and Congress [PCAST, 2010] : ''While improvements in hardware accounted for an approximate 1000 fold increase in calculation speed over a 15-year timespan, improvements in algorithms accounted for an over 43,000 fold increase. '' We believe that such algorithmic developments have already taken place in computer graphics, where there is a need to rapidly generate large amounts of realistic textures for applications such as animation movies or computer games. Texture synthesis is the process of algorithmically constructing a large digital image from a small digital sample image by taking advantage of its structural content. In this field, methods have been developed producing texture which, when viewed by a human eye, appear nonrepetitive and generated by the same underlying process as the original sample image. A recent review [Mariethoz and Lefebvre, 2014] shows that the field of computer graphics, and in particular texture synthesis methods, pursue goals similar to MPS: to generate images with patterns similar to the training image (or exemplar), yet show stochasticity (i.e., not just produce a repetitive tiling of the same patterns).
In the field of texture synthesis, an early method was proposed by Efros and Leung [1999] , using a nonparametric sampling to ''grow'' texture by enforcing statistics locally, pixel by pixel. All the neighbors are synthesized by computing the conditional distribution to all neighboring pixels, and this is done by searching the training image and searching all likely neighborhoods. The algorithm, essentially similar to the one of Guardiano and Srivastava [1993] , yields decent outputs for an extensive variety of textures, but is computationally demanding because every pixel has to be synthesized through an exhaustive search of the input image. Instead of using the pixel as the unit of synthesis, Efros and Freeman [2001] proposed a 2-D method named image quilting (IQ) that considers 2-D blocks or patches. This is similar as patch-based geostatistical methods [Arpat and Caers, 2007; El Ouassini et al., 2008; Faucher et al., 2012; Tahmasebi et al., 2012a; Zhang et al., 2006] , where texture synthesis can be compared to a jigsaw puzzle. However, major differences exist between patch-based MPS methods and image quilting. Whereas existing geostatistics patch-based methods proceed by searching for patches that fit together with minimal error, IQ modifies the shape of the patches such that the overlap error is further reduced. This is a notable difference, and we believe that using this idea for geostatistical applications bears the potential for increased pattern continuity: it effectively removes the vertical and horizontal artifacts often present with patch-based methods. However, the IQ method does not allow for conditioning. Moreover, IQ is currently only applicable to 2-D cases. Our aim in this paper is to: (1) develop a conditional version of the algorithm, named conditional image quilting (CIQ), (2) to extend it to 3-D, and (3) to test its applicability to traditional geostatistical modeling problems.
We first present an outline of the IQ method in its original implementation and outline the changes to make it amenable for subsurface modeling. In particular, we provide a stochastic selection of candidate patches, define a new way of carving the patches in 3-D, and then test the sensitivity of the parameters for the reproduction of structures observed in natural geological systems. We then propose an adaptation of the method to accommodate conditioning data, including the possibility to consider data with Efros and Freeman [2001] originally presented a 2-D unconditional IQ algorithm to synthesize a texture by using a given example. The key idea is to generate similar texture in 2-D by considering small pieces of existing textures and then sewing these pieces together in a coherent manner. Similar to existing patchbased algorithms, IQ works by assembling patches, one by one, according to a unilateral path. However, patches are not only selected with the minimum overlap error, they are also cut such that the overlap error is minimized. In 2-D, the cutting is accomplished using Dijkstra's algorithm [Dijkstra, 1959] , while a specific cut function is developed for 3-D cases. As a result, an unconditional IQ simulation consists of the following steps (here ''patch'' and ''area'' correspond to 2-D simulations while ''block'' and ''volume'' are their 3-D analogs):
Unconditional IQ: Inputs: training image TI, patch size or tile size p, overlap size o, number of replicates e, and simulation grid SG.
1. Start the simulation at the top left corner of the SG by placing a square patch of size p taken from a random location in the TI. b. Perform a convolution of the TI and each overlap area. This results in the sum of square differences (denoted E t ) for each location in the TI.
c. Randomly draw a location in the TI among the e locations with the smallest error E t , and paste the corresponding area of the TI in the SG.
d. Define the optimal cut of the patch using Dijkstra's algorithm in 2-D or our modified version in 3-D (described below). Retain the old values on the left (top) side of the cut, and paste the new ones on the right (bottom) side of the cut (Figure 1 ).
In step 2c, the original image quilting algorithm by Efros and Freeman [2001] uses the single best matching patch in the TI. In our approach, we rank the candidates and then randomly take one patch among the best e positions. This approach enhances the stochasticity of the realizations by avoiding the case where, in a given situation, the same best identical patch is used, leading to exact copying of the training image (we discuss this problem, which we name verbatim copy, in the following sections). If the patch chosen is suboptimal with regard to the overlap regions, some incompatibilities may occur. In that case, the boundary cut procedure removes such inconsistencies by setting the boundary at a location that minimizes the overlap errors. Note that until step 2d, IQ shares similarities with previous patch-based methods [El Ouassini et al., 2008; Parra and Ortiz, 2011; Tahmasebi et al., 2012a] , notably the use of an overlap region. However, optimally cutting the patches produces significantly improved pattern continuity, as shown in Figure 1 . Without considering a minimum error boundary cut, vertical and horizontal artifacts can appear, which can result in discontinuities in the structures, and may affect flow and transport properties of the generated medium. In addition, the fact that the patches are cut and assembled in a coherent manner results in new patterns being created. With most other MPS algorithms, one is limited to only using the patterns present in the TI. This causes problems such as loss of coherence when no matching pattern is found in the TI.
Finding the Minimum Error Cut in 2-D
The optimal cut is computed by the following pseudocode [Dijkstra, 1959] . The procedure for a vertical cut is described. Its adaptation for a horizontal cut is evident. 
Compute the cumulative minimum error along the cutting direction:
for each row i in e (with i52. . .p), do for each column j in e, with j51.
Calculate the cumulative minimum error E using the 3 closest pixels on the previous row (or 2 closest pixels if on an edge): E i;j 5e i;j 1minðE i21;j21 ; E i21;j ; E i21;j11 Þ; if j52 . . . ðo21Þ E i;j 5e i;j 1minðE i21;j ; E i21;j11 Þ; if j51 E i;j 5e i;j 1minðE i21;j21 ; E i21;j Þ; if j5o end end 3. Identify the coordinate k corresponding to the entry with smallest value on the last row of E. This location corresponds to the arrival point of a path of minimum cost through the error surface.
4. Trace back the minimum values for each row i, going backward (with i 5 p-1. . .1) and each time identify the cutting path as minðE i;k21 ; E i;k ; E i;k11 Þ.
Finding the Minimum Error Cut in 3-D
Dynamic programming aims at finding a shortest 1-D path. A 1-D path is sufficient to cut in two parts a 2-D image, however in 3-D a cut surface is necessary. Applying the same algorithm for a 3-D block would result in a 1-D minimum cost path: a hairline running through the block, which would be of no help for cutting the block. We, therefore, modified the dynamic programming algorithm described in section 2.2 to obtain a continuous 2-D surface that cuts the overlapping volume in two sections. This 2-D cut needs to correspond to a minimum error surface: that is, the cut surface must encompass as many 1-D minimum cost hairlines as possible. Such a cut is obtained by the procedure described below: for each voxel [i,j] in layer k, do
Calculate the cumulative minimum error E using the 9 closest voxels on the previous layer k21: E i;j;k 5e i;j;k 1minðE i21;j21;k21 ; E i21;j;k21 ; E i21;j11;k21 ; E i;j21;k21 ; E i;j;k21 ; E i;j11;k21 ; E i11;j21;k21 ; E i11;j;k21 ; E i11;j11;k21 Þ If e i,j is located on an edge, correspondingly less than 9 neighbors are available on the previous layer.
end end 3. Consider only the last layer of E. Each E value on this last layer represents the cost of the shortest 1-D path throughout the block. We isolate this last layer and perform a 2-D cut (section 2.2) to find the minimum error cut in E i,j,p . This 2-D cut encompasses the maximum number of arrival points of 1-D shortest paths throughout the block.
4. Propagate this 2-D cut throughout the block by going backward (with k 5 p-1. . .1), each time identifying the cutting path as minðE i21;j21;k21 ; E i21;j;k21 ; E i21;j11;k21 ; E i;j21;k21 ; E i;j;k21 ; E i;j11;k21 ; E i11;j21;k21 ; E i11;j;k21 ; E i11;j11;k21 Þ Note that only the 9 closest voxels of the previous layer (k-1) are considered for calculating the minimum error cut, while the neighboring voxels of layer k are not considered. This could potentially lead to discontinuities in the cut surface, resulting in artifacts. We address this issue by forcing a continuous cut surface. This is accomplished by not allowing the cut of a layer to be more than one voxel away from the cut of the previous layer.
In both 2-D and 3-D cases, the most important parameters are patch size p, the overlap size o and the number e of replicates considered. The minimum boundary cut occurs in the overlap regions, and therefore if those are larger (larger o value), there is greater latitude for cutting the patches and creating new patterns, different from the ones present in the TI. In MPS, the pattern reproduction in the realization is dependent on the parameterization of the simulation algorithm. Similar analyses to identify the optimal parameters of training image-based stochastic methods have been carried for other algorithms [Liu, 2006; Meerschman et al., 2013] . Similarly, in section 4 of this paper, we present a detailed sensitivity analysis of the parameters of our approach.
Influence of Minimum Error Boundary Cut
Optimally cutting the patches produce significantly improved pattern continuity, as shown in real 2-D and 3-D examples (Figure 2) . The 2-D TI shown in Figure 2 represents a binary image of a reservoir consisting of long connected sinuous channels. This model has been used extensively in the past to test algorithms such as SNESIM [Strebelle, 2002] , FILTERSIM , DISPAT [Honarkhah and Caers, 2010] , CCSIM [Tahmasebi et al., 2012a] , DS [Mariethoz et al., 2010] , as well as for validating extensions of the MPS approach such as imposing connectivity constraints or modeling specific edge properties [Huysmans and Dassargues, 2011] . For the 3-D case, we have used a TI generated with the FFT-MA (fast fourier transform-moving average) method [Goovaerts, 1997; Le Ravalec-Dupin et al., 2000 ] using a Gaussian variogram model. Using such variogram creates smoothly varying and therefore challenging test training images. The parameters used for these tests are mentioned in Figure 2 . If a vertical boundary cut, numerous artifacts will appear in the realizations (Figure 2b ). This can result in discontinuity of the structures, and may not represent the actual pattern of the TIs. By performing the minimum error boundary cut, the discontinuities no longer occur in the generated realizations (Figure 2c ). Note that in the case of discrete variables (such as in the upper example of Figure 2 ), there may be several paths presenting exactly the same cost. In order to randomly choose one of these paths of equal cost, we add a uniform random noise of a very small magnitude to the error surface e. This results in minute variations in cost of paths that would otherwise be equivalent, and then the resulting minimum cost path is chosen. simulation methods [Honarkhah, 2011] . If many realizations are generated with identical patch size, the overlap areas between patches will be at the same location for all realizations. New patterns are generated in these overlap areas, either because there is an overlap error (such as with FILTERSIM or SIMPAT) or in our case, because of the cut procedure. Hence, the overlap regions may typically display patterns different from the rest of the realizations. The result is a possible local bias in the ensemble average at these locations. To deal with this issue, Honarkhah [2011] proposes to randomly shift by some small amount the grid origin for each realization. Here we achieve a similar result by randomizing the patch size for each realization in a small interval within a range of 610% of the user-defined value. This causes the overlap areas to be at a different position for each realization. Figure 3c shows the effect of this patch size randomization on the ensemble average; a comparison is made between the ensemble average with and without patch size randomization. The training image (Figure 3a ) is further used and described in section 5.3. The parameters used for this analysis are listed in the figure.
Patch Size Randomization

Conditional Image Quilting (CIQ)
The method originally proposed by Efros and Freeman [2001] is a 2-D unconditional texture synthesis method. We described above how it can be extended to 3-D, now we address the challenge to adapt it for accommodating conditioning hard data. Constraining models to data is not straightforward and several methods, such as Boolean simulation, present difficulties in this regard [Garcıa-Morales, 2003 ]. Here we only consider the integration of hard data (i.e., no soft constraints), and present two ways of accomplishing this conditioning: the first one, by patch selection, is straightforward but only achieves approximate conditioning. We argue that it can be used when the data do not have to be matched precisely, for example, in the presence of uncertain measurements. It is, however, not applicable in the canonical case where the data have to be matched exactly. For this case, we implemented a dynamic template splitting approach that achieves exact conditioning by reducing the patch size. Both approaches are presented below.
Conditioning by Patch Selection Method
We propose to condition by modifying the convolution step used to select candidate patches from the TI (step 2b of the IQ algorithm). Instead of selecting candidate patches solely based on their overlap with previously simulated areas, we also consider compatibility with conditioning data. With this selection method, the TI is searched for blocks that agree both with their neighbors along the section of overlaps and at the same time all hard data available within the block. The error E t relative to a block thus becomes
The total error E t is calculated by considering both the overlap error E q and the conditioning error E c . The importance of each term is determined by the weighting parameter w, which lies in the interval [0 1]. For both terms to be comparable, each has to be normalized by the number of pixels considered. Hence, O size is the number of pixels or voxels in each overlapping region and d is the number of data points in the patch.
From equation (1), it is clear that w determines the trade-off made between accuracy of conditioning and consideration of the overlapping areas. Hence, accurate conditioning comes at the price of possible artifacts between patches. In the case of a continuous variable with real values, it is not possible to condition exactly due to the finite size of the TI (and hence limited pattern set). In that case we condition approximately with an error tolerance. The approach we propose in the context of patch selection conditioning is to adjust w by trial-and-error, although this could also be accomplished by a 1-D optimization. w is calibrated to a given error variance, as will be demonstrated in the example section.
Conditioning by Template Splitting
In order for conditioning to be exact, we introduce an extension of the adaptive iterative template splitting approach [Tahmasebi et al., 2012a] . The main idea is that it is easier to honor the hard data with a smaller template size. This is particularly the case when several conditioning data points fall in a single template, and when the pattern formed by these data has no equivalent in the TI. In cases where there is no suitable block that exactly matches the data, the template is split in four (or in eight in a 3-D case). The resulting smaller templates will each contain less data, and therefore will be easier to condition. The operation is carried out recursively, until eventually the templates are so small that they can only contain a single datum. Figure 4 shows the steps of the template splitting procedure. The simulation proceeds as in the unconditional case until we get a problematic data configuration with more than one conditioning point. In this example, the first patch has six data points. If we perform image quilting as before, it will be difficult, or even impossible, to exactly honor all data points. To obtain exact conditioning, we split the patch in four equal subtemplates with overlapping areas shown in the Figure 4b . This corresponds to a nested version of image quilting, except that now we have to consider both the overlap with the previously simulated patches and the overlap within the different subtemplates. The splitting results in less conditioning points falling in each subtemplate. If this reduction is not sufficient to obtain exact conditioning, further splitting is carried out (Figure 4d ) until all points within the different subtemplates are exactly conditioned.
Parameterization and Computational Performance
In this section, we apply our method on the TI shown in Figure 5a , consisting of gray scale values of a satellite image of the Lena Delta in (Russia). The size of the TI is 362 3 362 pixels. Using this application example, we perform a sensitivity analysis of IQ parameters and compare our approach with the established direct sampling method [Mariethoz et al., 2010] .
Parameters Sensitivity Analysis
The parameters of the IQ are p (patch size), o (overlap size), and e (number of replicates). We study the effect and the sensitivity of these parameters on unconditional realizations, considering CPU cost and quality of the realizations obtained. Sensitivity analysis is carried out by studying deviations from the following set of standard parameters: p 5 50 pixels, o 5 15 pixels, e 5 10. One can also find other sets of standard parameters. The size of the output realizations is 362 3 362 pixels.
Sensitivity to Patch Size
The patch size is the main parameter controlling both the speed of IQ and the quality of the results. Figure  5 shows different realizations obtained by varying the patch size with constant o 5 15 pixels and e 5 10.
A large patch allows reproducing the large-scale features and leads to faster simulation times. The use of a large patch results in literal copying of TI regions in the simulated model (termed verbatim copy, see Figure  5h ), therefore causing low variability between the generated realizations. Additionally, the usage of an overly large patch size will result in more difficult conditioning on denser datasets (as discussed in section 5.3). On the other hand, using very small patches may lead to the loss of large-scale structures, including connected features creating main flow paths in flow and transport problems (Figure 5b ). In the case of Figure 5 , artifacts in the connected structures are present with patch sizes under 40 pixels. Conversely, very large patches necessarily result in the occurrence of verbatim copy ( Figure 5h) . As a consequence, we recommend using the largest patch size not incurring verbatim copy, corresponding to 50 pixels in our test case. A rigorous way of determining the optimal patch size in different cases could be to use the entropy plots method proposed by Honarkhah and Caers [2010] . Figure 6 shows different realizations obtained by varying the amount of overlap between patches with constant p 5 50 pixels and e 5 10. Using very large overlap regions leads to a verbatim copy of the training image because the constraints on the overlap region become so strong that all candidate patterns come from the same area of the TI (Figure 6h) . Furthermore, the choice of smaller o regions may result in models that do not represent the continuity of the TI. Based on these results and the CPU times, we found that the optimal overlap size is between 1/3 and 1/4 of the patch size. Figure 7 shows different realizations obtained by varying the number of replicates e. Other parameters are fixed to p 5 50 pixels and o 5 15 pixels. We find that the ''verbatim copy'' of the training image occurs when the number of replicates is too low (typically 1), as shown in Figure 7b . In that case, the simulation algorithm duplicates the TI patch by patch, each time following the best candidate in the TI. As the number of replicates increases, the variability between realizations and TI reflects the space of possible patch arrangements and verbatim copy no longer occurs. In general, the occurrence of verbatim copy is avoided by using large e (larger than 5), and avoiding very small o or very large p. Using a large number of replicates is suboptimal as the structures appear globally less continuous due to the acceptance of patches with a relatively high mismatch (Figures 7g and 7h ).
Sensitivity to Overlap Size
Sensitivity to Number of Replicates
Comparison with Direct Sampling
We compare IQ with Direct Sampling (DS) for a realistic case, and show that IQ produces at least a similar degree of patterns reproduction, but at a fraction of the computational cost. The DS is a pixel-based MPS algorithm that we use for comparison with IQ because it can also be used with both continuous and categorical variables [Mariethoz et al., 2010] . The method is based on a sampling technique introduced by [Shannon, 1948] , which consists in scanning the training image for a given conditioning data event. At the first occurrence of the data event searched for, the scan is interrupted and the corresponding data event is accepted. Such an interrupted scan is statistically equivalent to scanning the entire TI.
The Lena training image (in gray scale levels) was used to compare IQ and DS. The comparison is based on histograms and variograms of the generated realizations. The parameters used for both cases are listed in Figure 6 . Different realizations due to the variation in overlapping amount to allow between patches. the figure. Figure 8a shows the TI for gray scale values. The histograms and variograms for the TI and the generated 50 realizations are shown in Figures 8d and 8e , indicating that both IQ and DS are equally able to reproduce the basic statistics of the TI. These results confirm that in terms of spatial statistics both methods produce similar results. In the next section, we will show that IQ provides such results with significantly reduced computational effort compared to DS.
Algorithm Performance
Algorithm performance is assessed using the same TI shown in Figure 8a . The average time per realization for different p, shown in Figure 9a , decreases rapidly with increasing patch size. The average time per realization for various o sizes rises exponentially with increasing overlapping region, as shown in Figure 9b , because the convolutions involve larger regions and also because the minimum error cut is calculated on a larger area (although this factor is not critical because Dynamic Programming scales linearly in term of computing time). The number of replicates does not affect CPU time since errors are precalculated for all possible patches during the convolution step.
A comparison between both unconditional and conditional IQ with DS is presented in Figure 10 . Figures  10a and 10b show the CPU time corresponding to the simulation grid for 2-D and 3-D cases, respectively, expressed size as total number of pixels (all calculations are carried out on a notebook computer with a 2.20 GHz processor). Note that a different time axis is used for each simulation method and the same DS parameters are used provided in Figure 8 . With both IQ and DS the relationship scales almost linearly, however the slope is very small for IQ. The computational performance of conditional IQ for 2-D cases is also presented in Figure 10c . Here the simulation time of DS is not affected by adding conditional data, but the horizontal line representing DS is higher than the curve for IQ. IQ/CIQ is preferable for cases with large training images or simulations grids and the difference is especially marked for continuous variables. This comparison shows a better performance of IQ over DS, for similar patterns reproduction. Moreover, our implementation of DS is parallel and uses four processors, whereas the IQ implementation is not parallel. A parallel implementation of IQ (typically parallelizing the convolution step) would yield even better performance than shown in Figure 10 .
The Occurrence of Verbatim Copy
When using training images as a basis for stochastic simulation, it is not possible to retain all spatial properties of the training image because the training image is limited in size and often contains nonrepetitive events. Strictly honoring the statistics of the training image would entail that all its properties, at all scales, need to be reproduced in the realizations. This would leave one possible outcome: the simulation has to be identical as the training image, which is evidently not desirable. When such exaggerated importance is given to the information coming from the training image, verbatim occurs. This mostly occurs with unconditional simulations, because the conditioning data generally cannot be reproduced by using an exact copy of the TI. We note here that verbatim copy is not specific to IQ: it has been observed with other patchbased simulation methods such as FILTERSIM, SIMPAT, Direct Sampling, or CCSIM. For example, comparing Figure 8b and Figure 8c shows that it occurs equally with IQ and DS. Although it is a sign of faithful pattern reproduction, verbatim copy is not desired because it produces an artificially reduced variability between the realizations, which is not compatible with the goal of geostatistics, namely uncertainty modeling.
The only way to completely avoid verbatim copy is to use a sufficiently large and repetitive TI, which may not be possible in all practical applications. For example, the TI of Figure 5a , relatively small, with continuous variable and long connected channels, is the typical case for verbatim copy to occur. Since large TIs are not always available, avoiding verbatim copy in patch-based methods is done by parameterizing the simulation algorithms to create new patterns. The patch-based nature of the method implies that entire blocks are pasted from the TI. Although smaller patches do reduce verbatim copy, it is almost impossible to avoid this to some extent with larger patches (see Figures 5e, 6e, and 7d, which we judged optimal but still present identical portions of the TI). To avoid verbatim copy in IQ, we provide the following recommendations:
1. Retain a high number of replicates (>5) ensuring a nonunique patch selection.
2. Define a large overlap area, resulting in significantly altered patterns along the minimum error boundary (creation of new patterns).
Application Examples
To demonstrate the extent of applicability of IQ algorithm, we present in this section examples using both categorical and continuous training images in conditional and unconditional settings. These examples are presented and discussed in the following sections.
Unconditional Binary 2-D Case
We have used the same 2-D binary TI from Figure 2 with optimum parameters of patch size 30 3 30 pixels, an overlap region of 8 pixels and e 5 10 replicates to find out the best possible candidates. These parameters give the best balance of CPU speed and realistic simulation with regard to the sensitivity analysis carried out in section 4.1. Simulations obtained with IQ are shown in Figure 11 , with an average simulation time of 2.91 s based on 100 realizations. In the TI, the proportion of sand channels is 0.28. We retained a similar proportion such as 0.278, 0.284, and 0.282 for the first, second, and third realization, respectively (shown in Figure 11 ). We have also computed the indicator variograms of the TI and compared them with those of the generated realizations ( Figure 12 ). In addition, connectivity functions [Pardo-Ig uzquiza and Dowd, 2003; Renard and Allard, 2013] were computed, consisting of the probability of two locations to belong to the same connected component as a function of the distance along both X and Y directions. The results, displayed in Figure 12 , show that the IQ algorithm is able to reproduce fairly well both the variograms and connectivity of the TI.
Conditional Binary 2-D Example with Patch Selection
We have used the same problem setting as the binary example of Figure 11 , with 50 conditioning data points consisting of values taken from an unconditional realization. Figure 13 presents two realizations that honor conditioning points (red circles) as well as the ensemble average based on 100 conditional simulations. We have used the same parameters as in the unconditional IQ example and a weighting factor w 5 0.9, which resulted in exact conditioning (hard data conditioning in geostatistical jargon). Continuity of the TI structures is well reproduced. Locally, near conditioning data, spatial uncertainty is reduced as shown by the ensemble average of the 100 binary realizations. The uncertainty at the data locations is exactly zero, showing that accurate conditioning is possible by using a sufficiently high w value. The average simulation time, based on 100 realizations is 5.84 s, almost double compared to the unconditional case, indicating that conditioning does incur significant overhead and the effect was illustrated in section 4.3. Also, the indicator variograms and the connectivity functions were computed along both X and Y directions similar to the unconditional case. The results presented in Figure 14 show that incorporating conditioning data does not come at the expense of patterns reproduction, and that the conditioning is accurate.
Conditional Continuous 2-D Example with Patch Selection
The next test uses a TI extracted from a flume experiment [Paola et al., 2009] . These are laboratory scale experiments simulating sediment deposition in a realistic physical setting. After the experiment is completed, the resulting volume of sediments is cut into consecutive sections of which photographs are taken. One such photograph is shown in Figure 15a . This TI is used with the 50 conditioning data shown in Figure  15b taken from an unconditional realization. Since the variable is continuous, the goal is that the realizations exhibit a user specified standard deviation at the measurement locations, reflective of the measurement error. This is accomplished by adjusting w by trial-and-error. Note that it would be possible to condition exactly by using template splitting. Figure 15 presents the results obtained by adjusting w in two cases assuming an average measurement error of 0 and an error standard deviation of 3.0 in the first case (left column) and 0.5 in the second case (right column). After adjustment by trial-and-error, the w values obtained are w 5 0.1 to obtain an error standard deviation of 2.9854 (case 1) and w 5 0.9 to obtain an error standard deviation of 0.49529 (case 2), which corresponds reasonably well to the target measurement error. In both cases, the mean error to the conditioning data is very small (20.032093 for case 1 and 20.01908 for case 2), indicating no systematic bias in conditioning. The cross-plots (Figure 15f ) further illustrate that our method allows considering a tolerance to the conditioning data, which has so far not been considered in the context of MPS methods.
The adjustment is based on the conditioning error considered over an ensemble of 100 realizations. This adjustment by trial-and-error is done in a matter of minutes because the image quilting method is computationally efficient, as shown in section 4.3. The average simulation time based on 100 realizations is 15 s, close to the unconditional case, and comparable to the binary case. This is an important fact because it has been observed with other approaches that continuous simulation can be very computationally inefficient compared to the categorical case [Meerschman et al., 2013] . The ensemble averages and the standard deviation maps (Figures 15d and 15e ), based on 100 realizations, show a slight variance reduction in the vicinity of the data.
Conditional Continuous 2-D Example with Template Splitting
The template splitting scheme has been tested with the same TI of Figure 15a . For the analysis, 100 realizations were generated using the same parameters and conditioning data as in section 5.3. For calculating the error terms, E c 5 0 for all patches that match the data, and E c 5 infinity (or a very high value) for all patches that do not match. From the plot of simulated data against conditioning data (Figure 16c ), it is evident that all the points are conditioned exactly. A realization in Figure 16a shows that conditioning using the template splitting technique does not produce artifacts in the neighborhood of the conditioning data. The average simulation time per realization (based on 100 realizations) is 40 s, far less than the CIQ case with smaller patch size. The ensemble average and the standard deviation map (Figures 16d and 16e) , based on 100 realizations, show a variance reduction in the vicinity of few challenging data points. 
3-D Test Cases
Conclusion
Recently, multiple-point geostatistics has gained a lot of attention in the fields of hydrogeology, remote sensing, mining, and petroleum engineering. However, in some of these applications, their computational cost presents a limiting factor limiting their application. Despite this, using training images is an alternative way of conveying complex spatial continuity that is difficult to formulate mathematically. For example, one of the prime validation criteria used to assess geostatistical simulations is still visual examination, because perception by the human eye is an excellent proxy for spatial statistical analysis.
Following this logic, we explored texture generation methods developed in computer graphics, where the human eye is the sole validation criterion. In this paper, we present image quilting, a highly efficient method inspired from computer graphics algorithms. We adapted the method for conditional simulation (conditional image quilting, CIQ), and introduced a conditional strategy that includes, for the first time, the possibility to condition to data in the framework of MPS.
We found that CIQ is as good as state-of-the art multiple-point algorithms, offering similar capabilities in terms of statistics reproduction and dealing with different types of variables (categorical/continuous). A major advantage is the improved computational performance of IQ compared to established methods, with a reduction in computational cost of a factor at least 50 for large 3-D cases.
At the same time, an important feature of CIQ is that it is amenable to parallel processing [Bergen and Adelson, 1988; Peredo and Ortiz, 2011; Tahmasebi et al., 2012b] , especially for the convolution step that can be carried on cluster computers of GPUs. Finally, the efficiency could be further improved by applying other acceleration strategies used in computer graphics, such as a multiscale search, or using the graph cuts approach [Kwatra et al., 2003] , offering increased flexibility to integrate conditioning data. These issues will be the topic of future research. 
