Abstract. We propose a new discretization method for the Stokes equations. The method is an improved version of the method recently presented in [C. Lehrenfeld, J. Schöberl, Comp. Meth. Appl. Mech. Eng., 361 (2016)] which is based on an H(div)-conforming finite element space and a Hybrid Discontinuous Galerkin (HDG) formulation of the viscous forces. H(div)-conformity results in favourable properties such as pointwise divergence free solutions and pressure-robustness. However, for the approximation of the velocity with a polynomial degree k it requires unknowns of degree k on every facet of the mesh. In view of the superconvergence property of other HDG methods, where only unknowns of polynomial degree k −1 on the facets are required to obtain an accurate polynomial approximation of order k (possibly after a local post-processing) this is sub-optimal. The key idea in this paper is to slightly relax the H(div)-conformity so that only unknowns of polynomial degree k − 1 are involved for normal-continuity. This allows for optimality of the method also in the sense of superconvergent HDG methods. In order not to loose the benefits of H(div)-conformity we introduce a cheap reconstruction operator which restores pressure-robustness and pointwise divergence free solutions and suits well to the finite element space with relaxed H(div)-conformity. We present this new method, carry out a thorough h-version error analysis and demonstrate the performance of the method on numerical examples.
1. Introduction and structure of the paper. In the recent paper [24] a new finite element discretization method for the incompressible Navier-Stokes equations has been presented. It is based on an efficient time integration scheme which allows to split the Navier-Stokes problem into two simpler subproblems, a Stokes-type problem and a hyperbolic transport problem. For both subproblems specifically taylored methods have been applied. In this work we turn our attention to the numerical treatment of the Stokes problem in a velocity-pressure formulation:
−ν∆u +∇p = f in Ω, div(u) = 0 in Ω, (1.1) with boundary conditions u = 0 on Γ D ⊂ ∂Ω. Here, ν = const is the kinematic viscosity, u the velocity, p the pressure, and f is an external body force. At the heart of the present contribution lies the modification of the previously considered H(div)-conforming hybrid discontinuous Galerkin finite element method resulting in a reduction of the gloablly coupled unknowns occuring in the linear systems. Beside other purposes, the aim of abandoning H 1 -conformity and consider an H(div)-conforming discontinuous Galerkin (DG) method instead is to find a suitable approximation of the incompressibility constraint. This leads to a discontinuity only for the tangential part of the velocity and was introduced in [10, 11] and for the Brinkman Problem in [19] . Nevertheless DG methods are considered to be much more expensive compared to a continuos Galerkin (CG) method when it comes to solving linear systems. This is mainly due to the dramatically increased numbers of globally coupling degrees of freedom. An approach to overcome this drawback is the concept of hybridization. In a hybrid or hybridized methods, discretizations are separated into two parts: local problems (with only local approximation spaces) and transmission conditions that are formulated in terms of facet unknowns on the skeleton of the mesh. Hence, even more unknowns are introduced on the skeleton but nevertheless this leads to two major benefits. First, the coupling between elements is reduced and secondly, the structure of the coupling allows for static condensation of the element unknowns, see [8, 24, 23] . Hybrid discontinuous Galerkin (HDG) methods are also of interest due to their capability of providing a superconvergent post processing. This step allows to reconstruct interior element unknowns resulting in an accuracy of order k + 1 in the volume when we use polynomials of order k on the skeleton. In [24] a similar result was achieved by the usage of projected jumps. The idea is to use only polynomials of order k − 1 on the skeleton and introduce a projection on the occurring jump terms. This reduction of the polynomial order has no impact on the accuracy of the method, thus can be seen as an approach to obtain superconvergence. Still, this technique only results in a reduced coupling of the tangential part. This work considers an approach how to reduce also the coupling with respect to the normal component. Where an H(div)-conforming method demands normal continuity of the velocity, i.e. [u T ·n] F = 0, we only impose a relaxed continuity Π k−1 F [u T ·n] F = 0. This allows facet jumps of the normal components in the highest order modes resulting in discrete divergence free approximations with optimal order of convergence. A weak treatment of the incompressibility constraint using mixed finite element methods results in velocity error estimates which dependent on the pressure, i.e. they are not pressure robust, [16] . This may result in a bad velocity approximation when the irrotational part of the right hand side is dominant. Under this perspective one also speaks of poor mass conservation, since large velocity errors are accompanied by large divergence errors. In [26] the problem is analyzed and a reconstruction is presented to retrieve pressure robustness. This reconstruction maps discrete divergence free testfunctions onto exactly divergence free test functions and is applied only on the right hand side. This approach was performed for several elements using discontinuous pressures [26, 7, 25, 16, 27] and recently continuous pressure elements [21, 20] . For H(div)-conforming finite element methods discrete incompressibility implies pointwise incompressibility and render the methods automatically pressure robust. These methods have been investigated for incompressible flow problems in a.o. [11, 18, 17, 24, 13, 33] . A relaxed H(div)-conformity results in only discretely divergence free approximations and thus leads to a lack of pressure robustness. For this we present a simple reconstruction and provide numerical examples revealing the benefits of the modified Stokes discretization. We note that we only treat an h-version error analysis here. The hp-version error analysis of the method will be treated in a forthcoming paper. Furthermore we want to refer to section 1.2 in [24] for a more detailed summery of works considering a discontinuous Galerkin approach.
Main contributions and structure of the paper. In section 2 we introduce new finite element methods. We start with a basic method using an HDG formulation with relaxed H(div)-conformity. Further, we introduce a reconstruction operator to restore solenoidal velocity fields. Based on this operator we then define a modified pressure robust discretization. The relaxed H(div)-conforming finite element space and the use of the reconstruction operator represent the first main contribution of this manuscript. Together, both allow to improve the computational efficiency of the underlying method while recovering the desirable properties of corresponding H(div)-conforming formulations. To the best of our knowledge, the method is the first HDG method for the Stokes equations that provides solenoidal solutions, pressure robustness and superconvergence properties simultaneously.
The second main contribution of this paper is the presentation and characterization of a basis for the (relaxed) H(div)-conforming finite element space. We devote section 3 solely to aspects of these spaces, their bases and a reconstruction operator to map relaxed H(div)-conforming functions to H(div)-conforming functions. The construction of the basis is non-standard and the efficient realization of the reconstruction operator heavily relies on the choice of basis functions. This section is the most technical part of the paper. We note however that the remaing part of the work can be understood without it. A thorough a priori error analysis of the proposed methods, which represents the third main contribution of this paper, is carried out in section 4. We conclude our work with numerical examples in section 5 which confirm the theoretical findings.
2. Relaxed H(div)-conforming HDG methods for the Stokes problem.
Preliminaries and Notation.
We begin by introducing some preliminary notation and assumptions. Let T h be a shape-regular triangulation of an open bounded domain Ω in R d with a Lipschitz boundary Γ. By h we denote a characteristic mesh size. We note that h can be understood as a local quantity, i.e. it can be different in different parts of the mesh due to a change in the local mesh size. The local character of h will, however, not be reflected in the notation. The element interfaces and element boundaries coinciding with the domain boundary are denoted as facets. The set of those facets F is denoted by F h and there holds T ∈T h ∂T = F ∈F h F . We separate facets at the domain boundary, exterior facets and interior facets by the sets F We restrict to the case where the mesh consists of straight simplicial elements T . Further, in the analysis we consider only the case of homogeneous Dirichlet boundary conditions to simplify the presentation. By P m (F ) and P m (T ) we denote the space of polynomials up to degree m on a facet F ∈ F h and an element T ∈ T h , respectively. By H m (Ω) we denote the usual Sobolev space on Ω, whereas H m (T h ) denotes its broken version on the mesh,
At various parts we use the notation (·, ·) ω as the L 2 product on a given domain ω. In the discretization we introduce element unknowns which are supported on elements (in the volume) and different unknowns which are supported only on the skeleton of facets. We indicate this relation with a subscript F for unknowns supported on the skeleton of facets and a subscript T for unknowns that are also supported on volume elements. For the discretization of the velocity we use both type of functions and denote the compositions of volume and facet functions by u h = (u T , u F ). For restrictions of a function u T (u F ) to individual elements T ∈ T h (facets F ∈ F h ) we use the subscripts T (F ),
At several occasions we further distinguish tangential and normal directions of vector-valued functions. We therefore introduce the notation with a superscript t to denote the tangential projection on a facet,
where n is the normal vector to a facet. The index k which describes the polynomial degree of the finite element approximation at many places through out the paper is an arbitrary but fixed positive integer number. For the analysis we use the symbol ∂ x for the partial derivative with respect to x and in a similar manner we use the sub indices (u) 1 as symbol for the first component of a vectorial function u. At several occasions we use the notation a b for a, b ∈ R to express a ≤ c b for a constant c that is independent of h.
In this section we consider a new Hybrid DG discretization of the Stokes problem in velocity-pressure formulation. The well-posed weak formulation of the problem is:
Here, we have
: Ω q dx = 0}. In the discretization we take special care about the treatment of the incompressibility condition which is closely related to the choice of finite element spaces, which will be introduced in the next subsection.
Finite element spaces.
In this subsection we introduce the finite element spaces that we require for our discretization. This involves several steps. First, we introduce finite element spaces for the velocity and the pressure as they have been used in DG discretizations for Stokes and Navier-Stokes problems in (among others) [11, 14] . In a second step, we introduce facet unknowns for the velocity that facilitate a more efficient treatment of arising linear systems in the spirit of Hybrid DG methods, cf. [23, 9, 12, 24] . We then introduce a modified velocity space which represents the essential novelty of our discretization. Compared to the previously introduced space this modified velocity space is more involved. Details on the construction and realization of this space are separately treated in the subsequent subsection 3. We also discuss an alternative approach which allows to circumvent the construction of this space in Section A.1 of the appendix.
2.2.1. H(div, Ω)-conforming finite elements: the BDM k space. Although the velocity solution of the Stokes problem will typically be at least H 1 (Ω)-regular, we do not consider H 1 (Ω)-conforming finite elements. Instead, we base our discretization on (only) H(div, Ω)-conforming, i.e. normal-continuous, finite elements. These are very well-suited for a stable discretization of the incompressibility constraint [23, 11, 24] . Note that the non-conformity with respect to H 1 will be dealt with using Discontinuous Galerkin formulations in the discretization. We recall the definition of H(div, Ω):
We use piecewise (vector-valued) polynomials for the approximation of the velocity, so that on each element the functions are automatically in H(div, T ), T ∈ T h . For global conformity, continuity of the normal component is necessary. We consider the well-known BDM k space:
2.2.2. Tangential facet unknowns. The space W h is not H 1 -conforming so that tangential continuity has to be imposed weakly through a DG formulation for the viscosity terms, for instance as in [11] . However, the incorporation of tangential continuity in usual DG schemes leads to a huge amount of couplings between neighboring elements which increases the costs for solving the linear systems. To approach this problem, we decouple element unknowns by introducing additional unknowns on the facets through which tangential continuity is implemented weakly. We note that such a mechanism is not necessary for the normal direction as normal-continuity is implemented (strongly) in the space W h . We introduce the space for the facet unknowns 
This velocity-pressure pair W h /Q h fulfills div(W h ) = Q h and we hence have that if a velocity u T ∈ W h is weakly incompressible, it is also strongly incompressible:
Hence, this choice of the velocity-pressure pair easily results in a pointwise divergence free solution. This property is crucial to obtain energy-stable schemes for NavierStokes discretizations, cf. [10] . We further note, that this finite element pair further has the remarkable property of providing an LBB-constant that is robust in the mesh size h and the polynomial degree k, cf. Lemma 4.4 and [21].
2.2.4.
A modified BDM k space. With the velocity unknowns in W h and F h we have polynomials up to degree k associated to the normal direction of a facet, but only polynomials up to degree k − 1 for the tangential direction of a facet. As these unknowns are the globally coupled unknowns, they essentially decide on the computational costs associated with solving linear systems. The question arises if we can reduce the polynomial degree for the normal direction also to degree k − 1. We can achieve this only by relaxing the normal continuity of W h . To this end, we introduce a modified Finite Element space with "relaxed H(div)-conformity",
where
Details on the constructions of the finite element space W − h are given below, in section 3. Functions in W − h are only "almost normal-continuous", but can be normaldiscontinuous in the highest orders. The relaxation reduces the number of unknowns that are shared by neighboring elements which improves the sparsity pattern of the linear systems. However, this modification comes at a price. We obviously have
h is weakly incompressible (in the sense of the left hand side of (2.5)), we only have
In order to obtain mass conservative velocity fields we are missing normal continuity in the higher order moments, (id
For the discretization of the velocity field we use the composite space
and define the tangential jump operator [[u we have
A suitable discrete norm on U h which mimics the H 1 (Ω) norm and a suitable norm for the velocity pressure space U h × Q h are
(2.10)
The basis of our Hybrid DG formulation is the formulation in [24] which is based on the spaces W h , Q h and F h . In contrast to that formulation, we now replace W h with W − h . This will lead to an order-optimal basic method with a reduced number of globally coupled unknowns. Due to the relaxation of the normal-continuity velocity solutions will (in contrast to the discretization in [24] with W h ) be neither exactly solenoidal nor pressure robust, i.e. the error in the velocity solution will depend on the approximation of the pressure. However, both drawbacks can be dealt with using a simple and computationally cheap reconstruction operator. In section 2.4, we address the issue of restoring normal-continuity strongly (after the solution of linear systems) by a reconstruction operator. In section 2.5, we discuss how to also restore pressure robustness.
The basic discretization is as follows:
with the bilinear forms corresponding to viscosity (A h ), pressure and incompressibility (B h ) defined in the following. For the viscosity we introduce the bilinear form
where λ is chosen, such that the bilinearform is coercive w.r.t. with id in (2.11) we obtain the usual hybridized interior penalty formulation of the viscosity as used in [23, 29] . In the literature of DG methods many alternatives to the interior penalty method are known. For many of these alternatives there is a corresponding HDG version which is also applicable, we however restrict to the interior penalty method for ease of presentation. Implementational aspects of the projection operator Π
The bilinear form for the pressure part and the incompressibility constraint is
We denote the discretization in (B) as our basic discretization. Note that despite the naming, the method is hybrid only with respect to the tangential velocity trace. In Section A.1 of the appendix we discuss an equivalent hybridized formulation based on scalar finite element spaces. In the next subsections we introduce modifications related to the relaxed H(div)-conformity.
A reconstruction operator for strong H(div)-conformity. Velocity solutions to (B) are in general not solenoidal as (id
In Navier-Stokes or other coupled problems where the velocity solution serves as an advective velocity it is benefitial to have an exact solenoidal field. Similarly to the approach in [10] we propose to use a reconstruction operator for the velocity solution which restores H(div)-conformity. We denote such a reconstruction operator as
We make the following assumptions on this reconstuction operator: Assumption 1. We assume that the reconstruction operators R W and R U , respectively, fulfill the following conditions:
Here, (2.14a) ensures H(div)-conformity, (2.14b) ensures that the modes up to order k − 1 of the normal component are not changed by the operator R W , (2.14c) describes a constistency property in L 2 (Ω) and (2.14d) ensures stability in the discrete energy norm. A reconstruction operator with these properties maps weakly divergence free velocities (in the sense of (B)) onto pointwise divergence free velocities, cf. Lemma 4.8 below.
One possible choice is a (Discontinuous Galerkin) generalization of the classical
It has also been used in [14] . The interpolation is defined element-by-element for
We note that the definition of the DGversion BDM interpolation is slightly different from the one used in [10] . We note that this reconstruction operator satisfies all the previously mentioned assumptions. The assumptions (2.14a), (2.14b) and (2.14c) are satisfied by construction and stability -in the sense of (2.14d) -has also been shown already in [10] . The reconstruction operator in [10] is designed for a fully discontinuous velocity space.
Based on the finite element basis that we discuss in section 3 we propose a simple and efficient realization of a similar, but different, interpolation operator (see section 3.4) which also fulfills assumption 1.
Pressure robust relaxed H(div)-conforming HDG formulation.
It is well known that irrotational parts (in the sense of a continuous Helmholtz decomposition) of an exterior force f are L 2 -orthogonal on exactly divergence free velocities
d . Nevertheless this orthogonality may not hold true in the discrete case leading to a velocity error estimate which depends on the pressure approximation [26] . Recent works [7, 22, 25, 27] considering different velocity and pressure spaces have shown that a modification of the right hand side allows to obtain pressure-robust, thus pressure independent, error estimates. This is achieved by mapping weakly divergence free test functions to exactly divergence free functions resulting in a restored L 2 orthogonality with respect to the irrotational parts of f . Note that H(div)-conforming methods as for example [24, 11] provide exactly divergence free velocities and thus do not suffer from the described problems. Due to the modification (2.6) functions u h ∈ U h are only weakly divergence free, see equation (2.8). The reconstruction operator introduced in the Section 2.4 allows to obtain a pressure robust discretization also for our new method. The discretization then takes the form: Find u h ∈ U h and p h ∈ Q h , s.t.
Solutions u h ∈ U h to (PR) are not exactly divergence free but provide a pressure independent velocity error estimate. This involves a Strang type consistency estimate and is proven in section 4.3. Furthermore, solutions to (PR) can be post-processed with a subsequent application of R U to obtain an exactly divergence free solution.
3. On the construction of the finite element spaces. In this section we address the construction of the finite element spaces W − h , F h , an efficient reconstruction operator R W and the realization of the projected jumps operator Π k−1 F . In the subsections 3.1 and 3.2 we introduce the finite element basis functions on a reference element and explain how these are composed to a global finite element space W − h in subsection 3.3. Based on these preparations we can introduce an efficient reconstruction operator R W which meets the requirements of Assumption 1 in subsection 3.4.
3.1. Construction of a local H(div)-conforming FE Space. In this section we define shape functions to construct a basis of a local space W h on the reference triangle T given as the convex hull of the vertices V = {V i } [3] where the basic concepts presented in [35] are combined with some adaptations leading to a sparsity optimized high order basis. The novel choice of the element basis functions is such that their normal component form a hierarchical L 2 orthogonal basis on faces, see Lemma 3.1. The idea in [35] is to construct conforming finite element spaces for H 1 , H(div), H(curl) and L 2 which fit in the setting of the exact de Rham Complex. This construction allows to split the space W h ⊂ H(div) into divergence free basis functions given by the curl of basis functions in S h ⊂ H(curl) and functions with a non zero divergence. On the reference triangle this leads to the following decomposition
with the lowest order Raviart-Thomas subspace RT 0 , see [28] , the subspace of higher order divergence free facet functions W 
In our case we use β = 0 so we skip to the simpler notation p
Note that there holds the following orthogonality property.
Furthermore we define λ i ∈ P 1 ( T ) as the barycentric coordinates uniquely determined by λ i (V j ) = δ ij .
3.1.1. Basis for two dimensions. For a fixed order k we use the same construction of the basis as presented in chapter 3 in [3] . Let [f 1 , f 2 ] be the edge running from vertex V f1 and V f2 and define u i :=p
. Then we have:
• The lowest order Raviart Thomas basis functions φ
• High order edge based basis functions defined by φ
• Divergence free cell based basis functions φ
• Cell based basis functions with a non zero divergence φ
1l := 2φ
3.1.2. Basis for three dimensions. Let k be a fixed order. For our local basis we nearly use the same construction as presented in chapter 4 in [3] . Let F = [f 1 , f 2 , f 3 ] be the face defined as the convex hull of V f1 , V f2 and V f3 and define
where N ,3,4] ).
• divergence free cell based basis functions φ
v 2j w 2jl ) and
• Cell based basis functions with a non zero divergence φ 1jl } for j, l ≥ 1, j + l ≤ k, and Φ (f ) := {φ
Remark 1. Due to the decomposition (3.1) we can conclude that for an arbitrary function v h in W h with div(v h ) = 0 the coefficients corresponding to the basis functions of the subspace W div,T h , which have a non zero divergence, are equal to zero. We can use this for the approximation of the saddle point problem (B) keeping in mind the pressure variable can be interpreted as a Lagrangian multiplier to fulfill the incompressibility constraint div(u h ) = 0. Where the lowest order piece wise constant pressure basis functions compensate the divergence of the Raviart Thomas basis functions of the velocity, the high order part of the pressure space is needed to handle the divergence of velocity basis functions in W
Note that this has no influence in the (optimal) error estimation of the velocity and furthermore one can use a simple element-wise post processing to obtain a high order approximation of the pressure.
Remark 2. The differences of the presented basis compared to the one given in [3] 
Properties of the local basis.
Beside the sparsity properties of the stiffness and mass matrix (see [3] ) for the basis introduced in section 3.1.1 and 3.1.2 in this section, we proof properties that are important for proving Assumption 1 for the reconstruction operator that we present below, in section 3.4.
Lemma 3.1 (L 2 -normal orthogonality). The basis presented in section 3.1 has a L 2 -orthogonal normal trace. In two dimensions there holds (c = c(i, j) > 0)
In three dimensions there holds (c = c(i, j, l, m) > 0)
Proof. We start with the two dimensional case and the lower edge F = [1, 2] . For i, j ≥ 1 the basis functions are given by φ
In two dimensions the curl times the normal vector equals the tangential derivative, thus for F the partial derivation with respect to x (φ 
The other two edges follow analogue. For the proof in three dimensions let F = [1, 2, 3] and start with i ≥ 1. The normal vector on F is given by n = (0, 0, −1), so we have
Using a Duffy transformation from
Using a transformation D 2 : (−1, 1) → (0, 1) for the second integral and (3.2) we see that the first integral vanishes for i = l and the second integral for i = l, and so
Using the Duffy transformation D 1 and D 2 we have as before
The integral of the last term is equal to δ jm due to property (3.2). For the first of the mixed terms we get with integration by parts andp
Putting all terms together we have
The orthogonality between functions with with i = 0 and i ≥ 1 follows similar by using the Duffy transformation and (3.2). The orthogonality with respect to the lowest order Raviart Thomas functions φ F 00 follows with the same arguments as in the two dimensional case. The other faces follow analogously.
Lemma 3.2. The highest order facet basis functions from section 3.1 are L 2 (T )-orthogonal on polynomials up to degree k − 2. There holds
for φ F * = φ F k (in two dimensions) and φ * ∈ {φ k ij } i+j=k (in three dimensions). Proof. We start with the two dimensional case and the lower edge F = [1, 2] . The highest order edge basis functions is given by φ
Using a monomial basis for P k−2 ( T ), so x m y n with m + n ≤ k − 2, we get for the first component
With the Duffy transformation D 1 as in the proof of Lemma 3.1 we get
due to m ≤ k −2 and equations (3.2) and (3.3). For the second component we proceed similar. For the proof in the three dimensional case let F = [1, 2, 3] and start with i ≥ 1 such that i + j = k. The first component of −φ
Using a Duffy transformation D 3 : (−1, 1) × (0, 1) × (0, 1) → T , with D 3 (x,ŷ,ẑ) = (x(1 −ŷ)(1 −ẑ),ŷ(1 −ẑ),ẑ) we get for the integral of ac multiplied with a monome
For m ≤ i − 2 the integral with respect tox vanishes, so it remains the case m > i − 2 ⇔ i ≤ m + 1. For the integral with respect toŷ we get using integration by parts
Now as 2i + 1 ≤ i + m + 2 and (i + m + 2) − (2i + 1) + n ≤ j − 1 we can writê
where w is polynomial of order less or equal j −1. By this the integrals of the Jacobian polynomials vanish due to (3.2), and with a similar argument also the integral of the integrated Jacobian polynomial vanish due to (3.3).
Using the same techniques one shows that also the integral T bc x m y n z r d(x, y, z) vanishes what leads to the orthogonality of the first component (φ F ij ) 1 . In a similar way one proves the orthogonality also for the other two components. It remains the proof for the face based basis functions with i = 0, thus φ
). We start with the second component
Again using the Duffy transformation D 3 and the monome x m y n z r with m + n + r ≤ k − 2 we get
For m = 1 the integral with respect tox vanishes, and for m > 1 all integrals with respect toŷ vanish due to (3.2) and (3.3). For m = 0 we proceed similar as for the proof of the first type of face based basis functions. First apply integration by parts for the second integral with respect toŷ
Adding up all integrals then gives
The first two integrals can be summed up leading to a coefficient (1 −ŷ) 3 , thus vanish due to (3.2). For the other two terms one uses integration by parts once again and uses (3.3) to finally conclude the orthogonality of the second component. For the other two components (φ 
This follows due to the hierarchical structure of integrated Jacobi polynomials and Lemma 3.1 on the reference element. By applying the Piola transformation this property carries over to the physical elements in the mesh. Remark 3. The normal trace of the Piola mapped basis functions are biorthogonal to trivially mapped basis functions, also on curved elements. To obtain the different spaces W h and W − h we use the same local basis functions but put them together differently to define the global functions. For the construction of W h we associate all the degrees of freedom to facet basis functions φ 
Note that Lemma 3.2 implies that
3.4. A simple and fast realization of the BDM interpolation. Due to the different association of the degrees of freedom of facet based basis functions (see section 3.3) a discontinuity of the normal component of a function u T ∈ W − h only appears in the highest order components. The idea of the reconstruction operator R W is to exploit the origin of this discontinuity in the basis functions. It simply reverts the break-up of one basis function into two by applying an average on each facet of the corresponding coefficients. Let F ∈ F h be an arbitrary facet with T, T ∈ T h such that F = T ∩ T . In three dimensions we have the local representation (in two dimensions we again remove the index j) of the normal components 
In the reconstruction we thus only apply this averaging which only affects the highest order facet degrees of freedom. Hence, the reconstruction can also be characterized as a perturbation in the space W * h . In Figure 3 .4 we see a sketch of the averaging on one facet of two neighboring elements. Proof. (2.14a) follows by construction, (2.14b) follows directly from Lemma 3.1 and (2.14c) from Lemma 3.2. It remains to show (2.14d). Let F h (T ) denote the set of facets surrounding T ∈ T h and ||| · ||| T be the element-local version of ||| · ||| 1 with |||v h ||| 
∂T are equivalent on W * T × {0} with constants independent of h. Hence,
Due to the averaging in (3.7) we have
With a simple Bramble-Hilbert argument we obtain
T from which we conclude (2.14d).
A priori error analysis.
In this section we consider the a priori analysis of the discretizations (B), (PR), both with and without a subsequent application of the reconstruction operator R U that fulfills Assumption 1.
Preliminaries. In order to compare discrete velocity functions
we identify (with abuse of notation) u with the tuple (u, u| F ) where u| F is to be understood in the usual trace sense (which is unique due to the H 1 (Ω) regularity). For the purpose of the analysis it is convenient to introduce the big bilinearform for the saddle point problem in (B) for
On top of the discrete norms for u h ∈ U h and p h ∈ Q h , cf. (2.10), we introduce the following stronger norms for u ∈ U h + U reg and p ∈ L 2 (Ω):
These stronger norms ||| · ||| 1, * allow to control the normal derivatives also for the exact solution.
Analysis of the basic method (B)
. In this subsection we take a closer look at the analysis of the basic discretization method (B), cf. section 2.3. The analysis follows standard Strang-type arguments based on consistency, continuity, inf-sup stability (induced by coervitiy of A h (·, ·) and LBB-stability of B h (·, ·)).
(Ω) be the solution to the Stokes equation (2.1). There holds for
Proof. As div(u) = 0 and [[u t ]] F = 0 we get by an element wise partial integration
On interior facets we have [ν ∂u ∂n ] F = 0 and on boundary facets we have v t F = 0 so that
Further we have, with
In the last step we used that on the interior facets we have Π
h and on the boundary facets we have Π k−1 F v T · n = 0. For the proof of (4.4) we start with the estimate of the velocity part. Using the Cauchy Schwarz inequality and properties of the L 2 projection on one element T ∈ T h we get for m = min(k, l−1)
Summing over all elements concludes the proof. The pressure estimate follows with similar techniques.
Lemma 4.2 (Continuity). There holds
Proof. Using the Cauchy Schwarz inequality on each triangle we get
All terms except the third term on the right hand side can naturally be bounded by the element contributions of the norms |||u||| 1, * and |||v h ||| 1 . With an inverse inequality for polynomials and Young's inequality we also get a suitable bound for the third term:
Finally, with the Cauchy Schwarz inequality in R |T h | (4.7a) is proven. Property (4.7b) also follows by simply using the Cauchy Schwarz inequality.
Lemma 4.3 (Coercivity). There exists a positive number c λ ∈ R such that for the stabilization parameter λ > c λ there holds
Proof. Using the Cauchy Schwarz inequality we first get
For the second term we first use an inverse trace inequality (with constant c T , [34] ) for polynomials and Young's inequality, thus
This leads to
A h (u h , u h ) ≥ νc λ |||u h ||| 2 1 with c λ = 2c 2 T .
Lemma 4.4 (LBB). There holds
Proof. We refer to [23, Proposition 2.3.5] where the DG analysis of [15] is applied to the H(div)-conforming Hybrid DG method. A polynomial robust LBB estimate for the two dimensional DG case can be found in [21] .
(Ω) be the exact solution of (2.1) and (u h , p h ) ∈ U h × Q h be the solution of (B). Then there holds
Proof. We use a standard Strang-type approach for the proof. We first apply a simple triangle inequality for
With Lemmas 4.2, 4.3, 4.4 we can apply Brezzi's theorem to obtain inf-sup stability (with a constant independent of h and ν) for the bilinearform K h on the discrete space U h × Q h , so that
Dividing by |||(w h , r h )||| 1, * , the claim then follows as (v h , q h ) was arbitrary.
Proof. The proof is build around usual Bramble-Hilbert type arguments, cf. [23, Proposition 2.3.10].
Proposition 4.7.
(Ω) for l ≥ 2 be the exact solution of (2.1) and (u h , p h ) ∈ U h × Q h be the solution of (B). Then for m = min{l − 1, k} there holds
Proof. Combine Lemma 4.1, Lemma 4.5 and Lemma 4.6.
Analysis of the reconstruction operator.
With the solution of the basic discretization (B) we obtain only weakly divergence free solutions, but can apply the reconstruction operator R U in a subsequent step. In the following we show that we thereby obtain solenoidal solutions while preserving optimal order convergence.
Lemma 4.8. Let u T ∈ W − h with div(u T ) = 0 for all T ∈ T h and Assumption 1 be true for R W . Then there holds
Proof. From (2.14a) we have that R W u T ∈ W h . To show that R W u T is globally divergence free it only remains to show div((R W u T )| T ) = 0 for any element T ∈ T h . From partial integration and (2.14a), (2.14b) and (2.14c) we have for
From div(u T ) = 0, T ∈ T h we can conclude that the first term vanishes. Choosing q = div(R W u T ) concludes the proof. Lemma 4.9. If R U fulfills Assumption 1, there holds for u ∈ U reg :
Proof. We have that |||R U v h ||| 1 |||v h ||| 1 for every v h ∈ U h . Hence, there holds
(Ω) for l ≥ 2 be the solution of (2.1), (u h , p h ) ∈ U h × Q h be the solution of (B) and R U fulfill Assumption 1. Then there holds R W u T ∈ H(div, Ω), div(R W u T ) = 0 and for m = min{l − 1, k}
Proof. With Lemma 4.6 and Proposition 4.7 this follows from Lemma 4.9.
Analysis of the pressure robust method (PR).
In this section we analyze the pressure robust method given by equation (PR). The approach is based on another Strang-type argument, similar to the pressure robust error analysis in [26, 22] . Like in section 4.2, we also address the analysis of the the subsequent solution of (PR) given by an application of the reconstruction R U .
Lemma 4.11 (Velocity consistency). Let u ∈ U reg be the velocity solution to (2.1). For v h ∈ U h there holds
Proof. This follows similar lines as the proof of Lemma 4.1. Theorem 4.12.
be the velocity solution of (2.1) and u h ∈ U h be the velocity solution of (PR) where R U fulfills Assumption 1. Then there holds R W u T ∈ H(div, Ω), div(R W u T ) = 0 and for m = min{l − 1, k} we have
Proof. We start with (4.17a). For an arbitrary 
and further w T is element-wise divergence free so B h (w h , p h ) = 0. Using Lemma 4.11 for the last term and property (2.14c) we have for all
Next note that the operator (id −R W ) is orthogonal on constants so by using the Bramble-Hilbert Lemma, choosing δ h = Π k−2 (∆u) and a scaling argument it follows
Dividing by |||w h ||| 1 finally leads to
The first term is then estimated by the infimum over the set of exact divergence free, thus normal continuous functions {v h ∈ W h × F h : B h (v h , q h ) = 0 ∀q h ∈ Q h }, and by using remark 4.10 from [6] and the Bramble-Hilbert Lemma we conclude the proof of (4.17a). Finally, (4.17b) follows from ||| · ||| 1 ≤ ||| · ||| 1, * , Lemma 4.9 and (4.17a). 
Timings.
We discuss the computational benefits of the method on an example. To this end we compare three methods: First, the H(div)-conforming HDG method introduced in [23] with unknowns of order k involved in the normal-continuity and the (weak) tangential continuity through facet unknowns (method [n |t ]). Secondly, the H(div)-conforming HDG method with reduced stabilization (projected jump) where (only) the tangential facet unknowns are reduced to order k − 1, as presented in [24] (method [n |t * ]). Thirdly, the method that we introduced in this contribution with a relaxed H(div)-conformity so that the only globally coupled velocity unknowns are facet unknowns of order k − 1 (method [n * |t * ]). Note that the costs for the reconstruction steps for solenoidal solutions and pressure robustness are negligible and are not discussed here. For a comparison between the computational effort of an H(div)-conforming DG and a corresponding HDG method we refer to [24] .
The following measures have been taken to compare the methods' computational effort. We consider the number of (velocity and pressure) unknowns that appear in the three methods (dofs). Note that, in order to simplify the presentation, we do not make use of a possible a priori reduction of the velocity and pressure spaces, cf. Remark 1. Prior to solving the linear systems we apply static condensation, i.e. we eliminate all unknowns that have only element-local couplings. The remaing unknowns are denoted as the globally coupled degrees of freedom (gdofs) which already give a better indication of the computational effort as these are the only ones for which a large linear system has to be solved. We note that all pressure unknowns except for one constant per element can be eliminated, i.e. the pressure unknowns in the condensated system are independent of k. Not only the number of (globally coupled) unknowns is important for the computational effort in linear solvers, but also the sparsity pattern and the number of non-zero entries in the matrix (nze). Finally, we use a direct factorization method to prepare the solution of linear systems and measure the computation time on a shared-memory machine with 24 cores for the three methods (f.time). We note that the factorization time is much larger than forward and backward substitution which we neglect in the timings. As examples we take the finest meshes from the 2D and 3D Stokes problems from the previous section. The results are shown in Table 5 .1.
First, we observe that the number of unknowns for the methods with relaxed (weak) continuity are larger due to break up of a globally coupled basis functions into two only locally coupled unknowns. Accordingly the globally coupled unknowns are much less for these methods which also decreases the number of non-zero entries in the Schur complement and thus the computing time for the factorization.
The computational effort spend in the linear systems for [n |t ] for some order k is as muss as [n * |t * ] with k + 1, i.e. we obtain an increase in accuracy (cf. previous section) with the cost of a method of order k only. The benefit is especially strong for low orders k. Let us mention that the time to form the Schur complement and later to reconstruct the interior unknowns is negligible compared to the costs of solving the Schur complement. Further, both operations are element-local and can easily be done in parallel.
There is no consistent DG discretization with k = 0. However, after static condensation, for [n * |t * ] and k = 1, only unknowns of degree 0 remain for the velocity, i.e. one degree of freedom per facet and dimension.
Appendix A.
A.1. An equivalent formulation to (B) based on scalar FE spaces. We present a different discrete formulation which results in the same discrete solution but uses the much simpler finite element spaces for velocity and pressure:
We note that the velocity spaces are product spaces of scalar-valued finite element spaces for element and facet unknowns without any continuity between elements. The facet space Λ h is responsible for two tasks: The tangential components of the function in Λ h take the role of the facet variables in F h in (B). The normal component is a Lagrangian multiplier introduced to enforce the weak H(div)-conformity of solutions. We define the bilinear forms 
Then the alternative discretization takes the form: Find u h ∈ V h × Λ h , p h ∈ Q h , s.t. for all v h ∈ V h × Λ h , q h ∈ Q h there holds
The conditions B h (u h , (0, q h )) = 0, ∀ q h ∈ Q h and B h (u h , ((0, v n F ), 0)) = 0, ∀ v F ∈ Λ h enforce divergence free solutions within every element T , div(u T ) = 0 and a relaxed normal continuity, Π k−1 F [u · n] F = 0, respectively. This implies that velocity solutions to (B) will be in W − h . We note that on the subspace of functions in W − h ⊂ V h we have that A h (·, ·) = A h (·, ·) and B h (·, ·) = B h (·, ·) so that we obtain the same functions u T , u t F and p h as solutions to (B) and (B). The additional unknown u n F is an approximation to the normal stress p−νn T ·∇u·n as u n F is the Lagrangian multiplier for the (weak) normal continuity.
We note that although the solution to the equivalent formulations (B) and (B) are the same, the sparsity pattern is different, cf. [24, Remark 7] . Also, we note that while the implementation of the finite element spaces is easier in (B), the implementation of the projection Π k−1 F is still required, cf. the discussion in the previous subsection. Furthermore, the usual basis for the simpler space V h does not provide the simple and fast realization of the reconstruction operator that we discussed in section 3.4 so that the reconstruction and the pressure robust variant (PR) will be more involved and computationally more expensive.
In [29] a discretization similar to (B) is considered for a Navier-Stokes problem, with the important difference that instead of one facet space Λ h , two separate facet spaces Λ we obtain yet another formulation with divergence free solutions that has recently been proposed in [30] .
