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Preface
Graphs are often used as a model for networks, for example transport networks,
telecommunication systems, a network of servers and so on. Typically, the networks
and thus the representing graphs are connected; that means, that there exists a path
between all pairs of two vertices in the graph. But sometimes an element of the net-
work fails, for the graphs that means the removal of a vertex or an edge. Clearly, it is
desirable that a network stays connected as long as possible in case faults should arise.
The graph theoretical parameter edge-connectivity λ(G) equals the minimum number
of edges, whose removal disconnects the graph. Analogougsly, the vertex-connectivity
κ(G) equals the minimum number of vertices, whose removal disconnects the graph.
By removing all vertices or edges adjacent to a vertex of minimum degree δ(G) the
resulting graph is always disconnected and hence λ(G) ≤ δ(G) and κ(G) ≤ δ(G). Thus,
in order to construct reliable and fault-tolerant networks one is interested in finding
sufficient conditions for graphs to satisfy λ(G) = δ(G) and κ(G) = δ(G). For the case
that graphs are maximally edge(vertex)-connected, further connectivity parameters are
needed in order to investigate the fault-tolerance. Such parameters are for example:
A graph is called super-edge-connected, if every minimum edge-cut consists of
edges incident to a vertex of minimum degree.
The restricted edge-connectivity λ′(G) equals the minimum cardinality over all
edge-cuts S in a graph G such that there are no isolated vertices in G− S.
The p-q-restricted edge(vertex)-connectivity λp,q(G) (κp,q) is the minimum cardi-
nality of an edge(vertex)-cut S such that one component of G − S contains at
least p vertices and another component of G− S contains at least q vertices.
The local-edge-connectivity λ(u, v) of two vertices u and v equals the maximum
number of edge-disjoint u-v paths.
In this thesis, we mainly study sufficient conditions for these connectivity parameters
to be maximal.
ii
After a short introduction to the used notations, we give in Chapter 2, 3, 4, 6
several sufficient conditions for graphs to be maximally edge-connected, super-edge-
connected, maximally restricted-edge-connected and maximally local-edge-connected,
respectively. Hereby we generalize some known results by Goldsmith and Entringer and
by Dankelmann and Volkmann. Furthermore we give analogue results to Xu’s theorem
for bipartite graphs. In Chapter 5 we characterize the graphs, where the parameter
λp,q exists.
The Chapters 7 and 8 deal with vertex-connectivity parameters. In Chapter 7, we
will see that a result by Topp and Volkmann for p-partite graphs is also valid for graphs
having clique number p, hence a generalization. Furthermore, we obtain some sufficient
conditions for diamond-free and C4-free graphs to be maximally vertex-connected. In
Chapter 8 we first characterize the graphs, where the parameter κp,q exists. Then we
describe the graphs, whose parameter κ1,2 is maximal.
In Chapter 9 we study the relations between edge- and vertex-connectivity param-
eters. For arbitrary graphs G, we prove the inequality κ1,p(G) ≤ λp,p(G). An example,
which shows that this inequality is the best possible, gives a negative answer to a
question raised by Harary. In 1983 he asked, if κ(G,P ) ≤ λ(G,P ), where λ(G,P )
(κ(G,P )) equals the minimum cardinality of an edge(vertex)-cut S such that every
component of G − S satisfies a given property P. For line graphs we prove the in-
equality κp−1,q−1(L(G)) ≤ λp,q(G) ≤ κ(p2),(q2)(L(G)). With the help of this result we
obtain the equality κ(L(G)) = λ2,2(G), which improves the results κ(L(G)) ≥ λ(G)
and κ(L(L(G))) ≥ 2κ(G)− 2 shown by Chartrand and Stewart in 1969.
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Chapter 1
Introduction
In this chapter we present the basic notation and terminology of graph theory which
will be used throughout this thesis. Special notations and definitions will be presented
where needed. Hereby we mainly follow the notations given in the books of L. Volkmann
[53] and G. Chartrand and L. Lesniak [9]. For graph theory terminology not given here
we direct the reader to these books.
1.1 General concepts
1.1.1 (Undirected) graphs
We consider finite graphs without loops and multiple edges. For any graph G the
vertex set is denoted by V (G) and the edge set by E(G). We define the order of G
by n(G) = |V (G)| and the size by m(G) = |E(G)|. The vertex degree d(v) of a vertex
v ∈ V (G) of a graph G equals the number of vertices adjacent to v. Let δ(G) denote
the minimum vertex degree and ∆(G) the maximum vertex degree in G. The degree
sequence of a graph G is defined as the non-increasing sequence of the degrees of the
vertices of G. For a vertex v ∈ V (G), the open neighborhood N(v) of v is the set
of all vertices adjacent to v and the closed neighborhood of v is N [v] = N(v) ∪ {v}.
Furthermore, N(A) =
⋃
a∈AN(a) \ A and N [A] = N(A) ∪ A for a subset A of V (G).
For a graph G, let ξe(G) = d(x) + d(y)− 2 be the edge degree of the edge e = xy and
ξ(G) denotes the minimum edge degree and Ξ(G) the maximum edge degree in G. If
X ⊆ V (G), then let G[X] be the subgraph induced by X. For any graph H a graph
G is H-free if G does not contain the graph H as an induced subgraph. A vertex set
A ⊆ V (G) is called independent, if E(G[A]) = ∅. For two disjoint vertex sets X, Y
of a graph let (X, Y ) be the set of edges from X to Y . The distance d(u, v) from
u ∈ V (G) to v ∈ V (G), u 6= v is the length of a shortest path from u to v in G. The
complementary graph G¯ of G has the vertex set V (G) and two vertices in G¯ are adjacent
whenever they are not incident in G. Thus n(G) = n(G¯), m(G) + m(G¯) = m(Kn(G))
and δ(G) + ∆(G¯) = n(G)− 1.
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A cycle of length p is denoted by Cp. For the notations of some further special
graphs see the figure below.
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Figure 1.
A graph is said to be p-partite, if there exist disjoint vertex sets V1, V2, ..., Vp such
that V (G) = V1 ∪ V2 ∪ ... ∪ Vp and E(G[Vi]) = ∅ for all i = 1, 2, ..., p. We write Kn
for the complete graph of order n and Kn1,n2,...,np for the complete p-partite graph with
partite sets of cardinality n1, n2, . . . , np such that n1 + n2 + . . . + np = n. A 2-partite
graph is called bipartite. A star is a complete bipartite graph K1,n−1. We denote by
Kp ⊕Kp any graph obtained by joining two copies of the Kp, p ≥ 1 with p additional
edges such that d(x) = p for all vertices x ∈ V (Kp ⊕Kp).
The clique number ω(G) of a graph G is the maximum cardinality of a complete
subgraph of G. Hence, if a graph is p-partite, then ω(G) ≤ p. In 1941, Tura´n gave the
following upper bound for the number of edges in a graph G with ω(G) ≤ p.
Theorem 1.1 (Tura´n [49] 1941) Let G be a connected graph. If ω(G) ≤ p, then
m(G) ≤ p− 1
2p
n(G)2.
The line graph L(G) of G has the edge set E(G) as vertex set and two vertices in
V (L(G)) are adjacent whenever they are incident as edges in G. It is easy to see that
|V (L(G))| = |E(G)|, δ(L(G)) = ξ(G), and ∆(L(G)) = Ξ(G). Further properties of line
graphs can be found in the survey article of Prisner [45].
A graph G is called connected if there exists a path between every two vertices of G.
1.1.2 Digraphs
We consider finite digraphs without loops and multiple edges. For any digraph D the
vertex set is denoted by V (D) and the arc set by E(D). We define the order of D by
n(D) = |V (D)| and the size by m(D) = |E(D)|. For a vertex v ∈ V (D) of a digraph
D, we denote the sets of out-neighbors and in-neighbors of v by N+(v) and N−(v),
respectively. Furthermore, the degree d(v) of a vertex v in a digraph D is defined as
the minimum value of its out-degree d+(v) = |N+(v)| and its in-degree d−(v) = |N−(v)|.
The degree sequence of a digraph D is defined as the non-increasing sequence of the
degrees of the vertices of D.
If D is a digraph and X ⊆ V (D), then let N+(X) = ⋃x∈X N+(x) and N−(X) =⋃
x∈X N−(x). If D is a digraph and X ⊆ V (D), then let D[X] be the subdigraph of D
induced by X. For two disjoint vertex sets X, Y of a digraph let (X, Y ) be the set of
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arcs from X to Y . Let u and v be two vertices of a digraph D. The distance d(u, v)
from u to v is the length of a shortest directed path from u to v in D. A pair of vertex
sets X and Y of D with distance dD(X, Y ) = k, k ∈ N, is called k-distance maximal,
if there exist no vertex sets X1 ⊇ X and Y1 ⊇ Y with X1 6= X or Y1 6= Y such that
dD(X1, Y1) = k. For a non-complete digraph D let
NC2(D) = min{|N+(x) ∪N+(y)|, |N−(x) ∪N−(y)| : x, y ∈ V (D), d(x, y) = 2}.
A complete bipartite digraph is a bipartite digraph with bipartition A,B which has
both arcs uv and vu for every two vertices u ∈ A and v ∈ B; if |A| = p and |B| = q,
such a digraph is denoted by K∗p,q.
A digraph D is called strongly connected if there exists a directed path between
every two vertices of D.
1.2 Edge-connectivity concepts
1.2.1 Edge-connectivity
An edge(arc)-cut of a (strongly) connected (di)graph D is a set of edges (arcs) whose
removal disconnects D. The edge(arc)-connectivity λ(D) is defined as the minimum
cardinality over all edge(arc)-cuts of D. A λ-cut is an edge(arc)-cut of cardinality λ. By
removing all edges (arcs) adjacent to or from a vertex of minimum degree, we always
obtain a disconnected graph. Hence λ(D) ≤ δ(D) for all (di)graphs and thus we call a
(di)graph D maximally edge(arc)-connected, if λ(D) = δ(D).
Sufficient conditions for (di)graphs to be maximally edge(arc)-connected were given
by several authors, as for example, Balbuena and Carmona [1], Bolloba´s [4], Chartrand
[7], Dankelmann and Volkmann [11], [12], Fa`brega and Fiol [18], Goldsmith and En-
tringer [24], Goldsmith and White [25], Lesniak [39], Plesn´ık [43], Plesn´ık and Zna´m
[44], Volkmann [52], [54], and Xu [60]. In the following we list a few of them.
Arbitrary graphs
Theorem 1.2 (Chartrand [7] 1966) Let G be a connected graph. If
n(G) ≤ 2δ(G) + 1,
then λ(G) = δ(G).
Theorem 1.3 (Lesniak [39] 1974) Let G be a connected graph. If d(u) + d(v) ≥
n(G)− 1 for all pairs u, v of nonadjacent vertices, then λ(G) = δ(G).
Theorem 1.4 (Plesn´ık [43] 1975) If G is a connected graph of dm(G) ≤ 2, then
λ(G) = δ(G).
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In 1979, Goldsmith and Entringer [24] showed that, if for each vertex u of minimum
degree, the vertices in the neighborhood of u have sufficiently large degree sum, then
the graph is maximally edge-connected.
Theorem 1.5 (Goldsmith, Entringer [24] 1979) Let G be a connected graph of
order n(G) ≥ 2. If
∑
x∈N(u)
d(x) ≥

⌊
n(G)
2
⌋2 − ⌊n(G)
2
⌋
for all even n(G)
and for odd n(G) ≤ 15,⌊
n(G)
2
⌋2 − 7 for odd n(G) ≥ 15
for each vertex u of minimum degree, then λ(G) = δ(G).
Theorem 1.6 (Plesn´ık, Zna´m [44] 1989) Let G be a connected graph. If there are
no four vertices u1, u2, v1, v2 with d(u1, u2), d(u1, v2), d(v1, u2), d(v1, v2) ≥ 3, then
λ(G) = δ(G).
As a generalization of a result by Goldsmith and White [25], Xu [60] has given in
1994 the following sufficient condition for equality of edge-connectivity and minimum
degree of a digraph.
Theorem 1.7 (Xu [60] 1994)) Let D be a digraph. If there are bn(D)/2c disjoint
pairs of vertices (vi, wi) with d(vi) + d(wi) ≥ n(D) for i = 1, 2, . . . , bn(D)/2c, then
λ(D) = δ(D).
In [12], Dankelmann and Volkmann gave a short proof of Xu’s theorem. In Theorem
2.12 and 2.11 we present analogue results for bipartite digraphs.
Theorem 1.8 (Dankelmann, Volkmann [11] 1995) Let G be a connected graph.
If for all 3-distance maximal pairs of vertex sets X, Y ⊂ V (G) there exists an isolated
vertex in G[X ∪ Y ], then λ(G) = δ(G).
Theorem 1.9 (Dankelmann, Volkmann [12] 1997) Let D be a digraph degree se-
quence d1 ≥ d2 ≥ ... ≥ dn(D) = δ(D). If δ ≥ bn/2c or δ ≤ bn/2c − 1 and
2k∑
i=1
dn(D)+1−i ≥ kn(D)− 3,
for some k with 2 ≤ k ≤ δ(D), then λ(D) = δ(D).
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Bipartite graphs
Theorem 1.10 (Volkmann [51] 1988) Let G be a connected bipartite graph. If
n(G) ≤ 4δ(G)− 1,
then λ(G) = δ(G).
Theorem 1.11 (Plesn´ık, Zna´m [44] 1989) Let G be a connected bipartite graph
with diameter dm(G). If dm(G) = 3, then λ(G) = δ(G).
Theorem 1.12 (Dankelmann, Volkmann [11] 1995) Let G be a connected bipar-
tite graph of order n(G) ≥ 3. If NC2(G) ≥ (n(G) + 1)/4, then λ(G) = δ(G), where
NC2(G) = min{|N(x) ∪N(y)| : x, y ∈ V (G), d(x, y) = 2}.
In Theorem 2.13 we give an extension of this result for bipartite digraphs.
In Chapter 3 we will show that bipartite digraphs D of minimum degree δ(D) ≥ 3
and of order n(D) with n(D) ≡ 0 (mod 4) or n(D) ≡ 1 (mod 4), which fulfill the
condition of Theorem 1.12, are even super-λ. This is a generalization of Theorem 1.20
by Fiol [21] (see below).
Theorem 1.13 (Dankelmann, Volkmann [12] 1997) Let D be a bipartite digraph
with degree sequence d1 ≥ d2 ≥ . . . ≥ dn(D) = δ(D). If δ(D) ≥ d(n(D) + 1)/4e or if
δ(D) ≤ bn(D)/4c and
k∑
i=1
(di + dn(D)+1−2δ(D)+k−i) ≥ k(n(D)− 2δ(D)) + 2δ(D)− 1
for some k with 1 ≤ k ≤ 2δ(D), then λ(D) = δ(D).
Graphs with given clique number
Theorem 1.14 (Dankelmann, Volkmann [11] 1995) Let G be a connected graph
with clique number ω(G) ≤ p. If
n(G) ≤ 2bpδ(G)/(p− 1)c − 1,
then λ(G) = δ(G).
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1.2.2 Super-edge-connectivity
A graph or digraph D is called super-edge-connected or super-λ if every minimum edge-
cut is trivial, that is, if every minimum edge-cut consists of edges incident to or from
a vertex of minimum degree. Clearly, if D is super-λ, then λ(D) = δ(D).
Arbitrary graphs
Theorem 1.15 (Kelmans [36] 1972) Let G be a connected graph. If
δ(G) ≥ (n(G) + 1)/2,
then G is super-λ.
Theorem 1.16 (Lesniak [39] 1974) Let G be a connected graph. If d(u) + d(v) ≥
n(G) + 1 for all pairs u, v of nonadjacent vertices, then G is super-λ.
Theorem 1.17 (Lesniak [39] 1974) Let G be a connected graph. If d(u) + d(v) ≥
n(G) for all pairs u, v of nonadjacent vertices and G is different from Kn(G)/2 × K2,
then G is super-λ.
In 1992, Fiol [21] showed, that the condition in the following characterization is
sufficient for graphs of diameter 2 to be super-λ.
Theorem 1.18 (Wang, Li [57] 1999 ) A connected graph G with dm(G) = 2 is
super-λ, if and only if G contains no complete graph Kδ(G) with all its vertices of
degree δ(G).
Bipartite graphs
Theorem 1.19 (Fiol [21] 1992) Let D be a bipartite digraph. If d(u) + d(v) ≥
bn(G)/2c+ 2 for all pairs u, v of vertices such that d(u, v) ≥ 3, then D is super-λ.
Theorem 1.20 (Fiol [21] 1992) Let D be a bipartite digraph with minimum degree
δ(D) ≥ 3. If δ(D) ≥ d(n(D) + 3)/4e, then D is super-λ.
Lemma 1.1 (Volkmann [55] 2003) Let D be a bipartite digraph with bipartition
sets V ′, V ′′ and minimum degree δ(D) ≥ 2. If D is not super-λ, then there exist
two disjoint sets S, T ⊂ V (D) with S ∪ T = V (D) and |(S, T )| = λ(D) such that
|S ∩ V ′|, |S ∩ V ′′|, |T ∩ V ′|, |T ∩ V ′′| ≥ δ(D) − 1. Furthermore, if δ(D) ≥ 3, then
|S|, |T | ≥ 2δ(D)− 1.
Theorem 1.21 (Volkmann [55] 2003) Let D be a bipartite (di)-graph with degree
sequence d1 ≥ d2 ≥ . . . ≥ dn(D) = δ(D) ≥ 3. If δ(D) ≥ d(n(D) + 3)/4e or if
δ(D) ≤ d(n(D) + 3)/4e − 1 and
k∑
i=1
(di + dn(D)+i−2δ(D)+1) ≥ (k + 1)(n(D)− 2δ(D)) + 2δ(D) + 1
for some k with 1 ≤ k ≤ 2δ(D)− 1, then D is super-λ.
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1.2.3 Restricted-edge-connectivity
The restricted edge-connectivity λ′(G), introduced by Esfahanian and Hakimi [17], is
the minimum cardinality over all edge-cuts S in a graph G such that there are no
isolated vertices in G − S. A restricted edge-cut S is called a λ′-cut, if |S| = λ′(G).
Obviously, for any λ′-cut S, the graph G − S consists of exactly two components. A
connected graph G is called λ′-connected, if λ′(G) exists. In 1988, Esfahanian and
Hakimi [17] have shown that each connected graph G of order n(G) ≥ 4, except a star,
is λ′-connected and satisfies λ′(G) ≤ ξ(G). A λ′-connected graph G is called λ′-optimal,
if λ′(G) = ξ(G).
Besides the classical edge-connectivity λ(G), the parameter λ′(G) recently received
much attention (cf. e.g. [16, 17, 38, 40, 59, 60]) as a measure of fault-tolerance of
networks.
We remark that G is super-λ, if λ′(G) > λ(G).
Furthermore, there exist the following connections between λ′-optimality, super-edge-
connectivity and maximally edge-connectivity.
Observation 1.1 (Hellwig, Volkmann [33] 2002) If G is a λ′-optimal graph with
δ(G) ≥ 3, then G is super-λ.
Observation 1.2 (Hellwig, Volkmann [33] 2002) If G is a λ′-optimal graph, then
λ(G) = δ(G).
Theorem 1.22 (Wang, Li [57] 1999) Let G be a λ′-connected graph. If
d(u) + d(v) ≥ n(G) + 1
for all pairs u, v of nonadjacent vertices, then G is λ′-optimal.
Further sufficient conditions for graphs to be λ′-optimal were given for example by
Latifi, Hedge and Naraghi-Pour [38] for hypercubes, Li and Li [40] for circulant graphs,
Wu and Guo [59], Ueffing and Volkmann [50] for the cartesian product of graphs, Xu
and Xu [61] for edge-transitive and vertex-transitive graphs, and Hellwig and Volkmann
[33] for arbitrary, bipartite and triangle-free graphs.
In this thesis, we present some sufficient conditions for graphs of diameter 2 to be
λ’-optimal. In Section 4.2 we show that a graph is λ′-optimal, if all pairs of nonadjacent
vertices have at least three common neighbors. In particular, this is a generalization of
Theorem 1.22 by Wang and Li [57]. Then, we obtain some conditions for λ′-optimality
in graphs, in which all pairs of nonadjacent vertices have at least two common neigh-
bors, respectively at least one common neighbor. Examples show that the new results
are independent of each other and of Theorem 1.22.
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1.2.4 p-q-restricted edge-connectivity
In 1983, Harary [26] proposed the concept of conditional edge connectivity and anal-
ogously the conditional vertex connectivity. The P -edge connectivity λ(G,P ) of a
connected graph G equals the minimum cardinality of a set S of edges such that G−S
is disconnected and every component of G− S has a given property P.
For p ∈ N = {1, 2, ...} and a connected graph G Bonsma, Ueffing and Volkmann [5]
and Meng and Ji [42] defined the restricted edge-connectivity λp(G) as the minimum
cardinality of an edge-cut over all edge-cuts S of G such that each component of G−S
contains at least p vertices.
Hereby is to remark, that G − S has exactly two components for each minimum re-
stricted edge-cut, and thus the parameter λp(G) can also be defined as the minimum
cardinality of an edge-cut over all edge-cuts S of G such that G − S contains two
components with at least p vertices.
We are going to generalize the above-mentioned conditional connectivity as follows.
Definition 1.1 Let P1, P2 be graphical properties. The parameter λ(G,P1, P2) of a
connected graph G equals the minimum cardinality of a set S of edges such that one
component of G− S has property P1 and another one has property P2.
Here we will consider the special case that one component should contain at least
p vertices and another one at least q vertices.
Definition 1.2 (Hellwig, Rautenbach, Volkmann [28]) Let p, q, r ∈ N and let G
be a connected graph. Furthermore, Pr denotes the property that a graph contains at
least r vertices. An edge-cut S of G is a p-q-edge-cut, if one component of G− S has
property Pp and another component of G−S has property Pq. G is called λp,q-connected,
if a p-q-edge-cut exists.
The p-q-restricted edge-connectivity λp,q(G) of a λp,q-connected graph G is the min-
imum cardinality of a p-q-edge-cut of G. (Hence, it yields λp,q(G) = λ(G,Pp, Pq).)
A p-q-edge-cut S of G is called a minimum p-q-edge-cut or a λp,q-cut, if |S| =
λp,q(G).
We collect some simple observations.
Observation 1.3 (Hellwig, Rautenbach, Volkmann [28]) Let G be a connected
graph and p, q, r, s ∈ N with r ≤ p and s ≤ q.
a) If |V (G)| ≥ 2, then λ1,1(G) = λ(G).
b) If S is a λp,q-cut of G, then G− S has exactly two components.
c) G is not super-λ if and only if λ(G) = λ1,2(G) = λ2,2(G).
d) If G is λp,q-connected, then G is λr,s-connected and λr,s(G) ≤ λp,q(G).
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e) Let Pp be the property that a graph contains at least p vertices. Then λp(G) =
λp,p(G) = λ(G,Pp).
Proof. The statements a)-d) follow easily from the definitions.
e) By Observation 1.3 b), the parameters λp(G), λp,p(G) and λ(G,Pp) are equal. 2
1.2.5 Local-edge-connectivity
The local-edge-connectivity λ(u, v) of two vertices u and v in a digraph or graph D
is the maximum number of edge-disjoint u-v paths in D, and the edge-connectivity
of D, denoted by λ(D), is defined as λ(D) = min{λ(u, v)| u, v ∈ V (D)}. Clearly,
λ(u, v) ≤ min{d+(u), d−(v)} for all pairs u and v of vertices in D. We call a graph or
digraph D maximally local-edge-connected when
λ(u, v) = min{d+(u), d−(v)}
for all pairs u and v of vertices in D.
In 2000 Fricke, Oellerman, and Swart [22] have shown that some known sufficient
conditions that guarantee λ(G) = δ(G) for a graph G also guarantee that G is max-
imally local-edge-connected. The next observation shows that the results of Fricke,
Oellermann, and Swart [22] generalize the corresponding known one.
Observation 1.4 (Hellwig, Volkmann [30] 2004) If a digraph or graph D is max-
imally local-edge-connected, then λ(D) = δ(D).
Proof. Since D is maximally local-edge-connected, we have λ(u, v) = min{d+(u), d−(v)}
for all pairs u and v of vertices in D. Thus,
λ(D) = min
u,v∈V (D)
{λ(u, v)} = min
u,v∈V (D)
{min{d+(u), d−(v)}} = δ(D).
2
Theorem 1.23 (Fricke, Oellermann, Swart [22] 2000) If G is a graph with dm(G) ≤
2, then λ(u, v) = min{d(u), d(v)} for all pairs u and v of vertices in G.
Theorem 1.24 (Fricke, Oellermann, Swart [22] 2000) Let p be an integer with
p ≥ 2 and let G be a p-partite graph. If
n(G) ≤ 2
⌊
pδ(G)
p− 1
⌋
− 1,
then λ(u, v) = min{d(u), d(v)} for all pairs u and v of vertices in G.
In this thesis we extend Theorem 1.23 of Fricke, Oellermann, and Swart [22] to digraphs
and Theorem 1.24 to digraphs and graphs having clique number p.
Furthermore we present some sufficient conditions for bipartite graphs and digraphs
to be maximally local-edge-connected.
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1.3 Vertex-connectivity concepts
1.3.1 Vertex-connectivity
A vertex-cut of a connected graph G is a set of vertices whose removal disconnects G. If
G is non-complete, then the vertex-connectivity κ(G) of G is the minimum cardinality of
a vertex-cut of G. If G is a complete graph of order n(G), then κ(G) = n(G)−1 = δ(G).
Since the removal of all vertices adjacent to a vertex of minimum degree leads to a
disconnected graph, it is κ(G) ≤ δ(G). Hence there exists a special interest in extremal
graphs satisfying κ(G) = δ(G), which are called maximally vertex-connected. Different
authors presented sufficient conditions for graphs to be maximally vertex-connected,
for example: Brouwer and Mesner [6], Esfahanian [15], Fa`brega and Fiol [18] and So-
neoka, Nakada, Imase and Peyrat [47].
A graph G is called super-vertex-connected or super-κ if every minimum vertex-cut
is trivial, that is, if every minimum vertex-cut consists of vertices adjacent to a vertex
of minimum degree. Clearly, if G is super-κ, then κ(G) = δ(G).
Arbitrary graphs
In 1968, Chartrand and Harary showed the following lower bound for κ(G), where
G is an arbitrary connected graph.
Theorem 1.25 (Chartrand, Harary [8] 1968) Let G be a connected graph. If G
is not a complete graph, then
κ(G) ≥ 2δ(G)− n(G) + 2.
p-partite graphs
In 1993, Topp and Volkmann [48] gave an analog bound to Theorem 1.25 for p-
partite graphs.
Theorem 1.26 (Topp, Volkmann [48] 1993) Let p ≥ 2 be an integer, and let G
be a p-partite graph. If κ(G) < δ(G), then
κ(G) ≥ 2pδ(G)− n(G)(2p− 3).
As a direct consequence of Theorem 1.26 Topp and Volkmann gave the following
condition for p-partite graphs to be maximally connected.
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Theorem 1.27 (Topp, Volkmann [48] 1993) Let p ≥ 2 be an integer, and let G
be a p-partite graph. If
δ(G) ≥ 2p− 3
2p− 1n(G),
then κ(G) = δ(G).
For a proof of Theorem 1.27 see Volkmann [53].
In Chapter 7, we will see, that the results of Topp and Volkmann are also valid for
graphs with ω(G) ≤ p.
Bipartite graphs
The following theorem is a direct consequence of Theorem 1.26 for bipartite graphs.
Theorem 1.28 (Topp, Volkmann [48] 1993) Let G be a connected, bipartite graph.
If κ(G) < δ(G), then
κ(G) ≥ 4δ(G)− n(G).
In Chapter 7, we will show that the result of Topp and Volkmann for bipartite
graphs is also valid for diamond-free graphs G if δ(G) ≥ 3.
Furthermore, we will show for C4-free graphs G that κ(G) ≥ 2δ(G)2 +2−2δ(G)−n(G)
if κ(G) < δ(G).
1.3.2 p-q-restricted vertex-connectivity
In order to find a suitable definition for the restricted vertex-connectivity, we have to
notice that G− S can consist of more than two components for a minimum vertex-cut
S. Since components (except two components) which do not satisfy a given property
can be removed by adding them to the vertex-cut, it makes sense to give properties
only for two components.
Definition 1.3 Let P1, P2 be graphical properties. The parameter κ(G,P1, P2) of a
connected graph G equals the minimum cardinality of a set S of vertices such that one
component of G− S has property P1 and another one has property P2.
Analog to Definition 1.2 we consider the special case that one component should
contain at least p vertices and another one at least q vertices.
Definition 1.4 (Hellwig, Rautenbach, Volkmann [28]) Let p, q, r ∈ N and let G
be a connected graph. Furthermore, Pr denotes the property that a graph contains at
least r vertices. A vertex-cut S of G is a p-q-vertex-cut, if one component of G−S has
property Pp and another component of G−S has property Pq. G is called κp,q-connected,
if a p-q-vertex-cut exists.
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The p-q-restricted vertex-connectivity κp,q(G) of a κp,q-connected graph G is the
minimum cardinality of a p-q-vertex-cut of G. (Hence, it yields κp,q(G) = κ(G,Pp, Pq).)
A p-q-vertex-cut S of G is called a minimum p-q-vertex-cut or a κp,q-cut, if |S| =
κp,q(G).
We collect some simple observations.
Observation 1.5 (Hellwig, Rautenbach, Volkmann [28]) Let G be a connected
graph and p, q, r, s ∈ N with r ≤ p and s ≤ q.
a) If G is non-complete, then κ1,1(G) = κ(G).
b) G is not super-κ if and only if κ(G) = κ1,2(G) = κ2,2(G).
c) If G is κp,q-connected, then G is κr,s-connected and κr,s(G) ≤ κp,q(G) ≤ |V (G)|−
(p+ q).
d) If S is a κp, q-cut of G, then G− S can contain more than two components.
e) Let Pp be the property that a graph contains at least p vertices. Then κp,p(G) ≤
κ(G,Pp).
Proof. The statements a)-d) follow easily from the definitions.
e) Each vertex-cut S with the property that each component of G−S contains at least
p vertices is a p-p-vertex-cut and thus κp,p(G) ≤ κ(G,Pp). 2
1.4 Relations between edge- and vertex-connectivity
concepts
1.4.1 Arbitrary graphs
Of course, in this paragraph we first have to name the wellknown result from 1932 of
Whitney.
Theorem 1.29 (Whitney [58] 1932) Let G be a connected graph of order n(G) ≥ 2.
Then
κ(G) ≤ λ(G) ≤ δ(G).
Inspired by Whitney’s inequality, Harary asked in [26] if for any graphical property
P and any graph G the inequality
κ(G,P ) ≤ λ(G,P )
is true. Example 9.2 in Chapter 9.1 shows that this inequality is not valid for every
property P.
In the same chapter, we will show that there exists another relation between edge-
and vertex-connectivity parameters of a connected graph G, namely
κ1,p(G) ≤ λp,p(G).
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1.4.2 Line graphs
In 1969, Chartrand and Stewart [10] showed the following bounds on the connectivity
of line graphs.
Theorem 1.30 (Chartrand, Stewart [10] 1969) If G is a connected graph,
then
i) κ(L(G)) ≥ λ(G), if λ(G) ≥ 2,
ii) λ(L(G)) ≥ 2λ(G)− 2,
iii) κ(L(L(G))) ≥ 2κ(G)− 2.
In Section 9.2 we show that κp−1,q−1(L(G)) ≤ λp,q(G) ≤ κ(p2),(q2)(L(G)). With the
help of this result we can improve the inequalities in Theorem 1.30 i) and iii).
Remark 1.1 If it is obvious to which graph G the notation refers, then we will some-
times use the shorter notation N(x), d(x), δ, λ... instead of N(x,G), d(x,G), δ(G), λ(G)...
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Chapter 2
Edge-connectivity
2.1 Generalizations of a result by Goldsmith and
Entringer
In the sequel we will use the following notation:
For each v ∈ V (D) and A ⊆ V (D), let N+A (v) = N+(v) ∩ A and N−A (v) = N−(v) ∩ A.
Theorem 2.1 (Hellwig, Volkmann [34]) Let D be a strongly connected digraph of
order n, arc-connectivity λ and minimum degree δ ≤ bn/2c − 1.
a) If∑
x∈N+(u)
d(x) ≥ max{δ(δ + 1), d+(u)(n− δ − 3) + δ, d+(u)(n− δ − 3)− n+ 4δ + 2}
and∑
x∈N−(u)
d(x) ≥ max{δ(δ + 1), d−(u)(n− δ − 3) + δ, d−(u)(n− δ − 3)− n+ 4δ + 2}
for each vertex u of minimum degree, then λ = δ.
b) If δ = d+(u) = d−(u),
∑
x∈N+(u)
d(x) ≥

⌊
n
2
⌋2 − ⌊n
2
⌋
for all even n
and for odd n ≤ 15,⌊
n
2
⌋2 − 7 for odd n ≥ 15
and
∑
x∈N−(u)
d(x) ≥

⌊
n
2
⌋2 − ⌊n
2
⌋
for all even n
and for odd n ≤ 15,⌊
n
2
⌋2 − 7 for odd n ≥ 15
for each vertex u of minimum degree, then λ = δ.
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c) Furthermore, if δ = bn/2c − 1,∑
x∈N+(u)
d(x) ≥ δ(δ + 1) = bn/2c2 − bn/2c
and ∑
x∈N−(u)
d(x) ≥ δ(δ + 1) = bn/2c2 − bn/2c
for each vertex u of minimum degree, then λ = δ.
Proof. Let S be an arbitrary λ-cut and let X and Y denote the vertex sets of the
two components of D − S, such that |(X, Y )| = λ. We assume to the contrary, that
λ ≤ δ−1. If |X| ≤ δ or |Y | ≤ δ, then λ ≥ δ, which implies λ = δ, a contradiction. Now
let |X|, |Y | ≥ δ + 1 and let u be an arbitrary vertex of minimum degree, without loss
of generality u ∈ X. If u ∈ Y, then we work through the following proof by using the
second parts of the conditions of the theorem. We define X0 ⊂ X as the set of vertices,
which do not have an out-neighbor in Y. In an analog manner we define Y0 ⊂ Y as
the set of vertices without an in-neighbor in X. Clearly (or see Case 1 of the proof of
Theorem 2.3), if X0 = ∅, then λ = δ. Thus, in the following let X0 6= ∅. If we assume
that |X| = δ + 1, then each vertex v ∈ X0 satisfies d+(v) = δ, which implies that∑
x∈N+(v)
d(x) ≤ ∑
x∈N+(v)
d+(x)
≤ δ(|X| − 1) + |S|
≤ δ2 + δ − 1 ≤ δ(δ + 1)− 1
≤ bn/2c2 − bn/2c − 1,
a contradiction to a), b) and c). Analogously, |Y | = δ + 1 contradicts a), b) and c).
Now we assume |X|, |Y | ≥ δ+2, which implies |X|, |Y | ≤ n−δ−2 and δ ≤ bn/2c−2.
If N+Y (u) = ∅, then ∑
x∈N+(u)
d(x) ≤ ∑
x∈N+X(u)
d+(x)
≤ |N+X(u)|(|X| − 1) + |S|
≤ d+(u)(n− δ − 3) + δ − 1,
a contradiction to a). Furthermore, if in addition d+(u) = δ, then
d+(u)(n− δ − 3) + δ − 1 = δ(n− δ − 2)− 1 ≤ (bn/2c − 2)(n− bn/2c)− 1,
since the function f(δ) = δ(n − δ − 2) − 1 increases for δ ≤ bn/2c − 2. Hence a
contradiction to b).
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If N+Y (u) 6= ∅, then |N+Y (u)| ≤ |N+X(u)|, because otherwise there exists an edge-cut
with |S| − |N+Y (u)|+ |N+X(u)| < |S| arcs, which is impossible. Furthermore, we observe∑
x∈N+(u)
d(x) =
∑
x∈N+X(u)
d(x) +
∑
x∈N+Y (u)
d(x)
≤ ∑
x∈N+X(u)
d+(x) +
∑
x∈N+Y (u)
d−(x)
≤ |N+X(u)|(|X| − 1) + |S| − |N+Y (u)|+ |N+Y (u)|(|Y | − 1) + |S|
= |N+X(u)||X|+ |N+Y (u)||Y |+ 2|S| − d+(u)− |N+Y (u)|
≤ |N+X(u)||X|+ |N+Y (u)||Y |+ 2(δ − 1)− 2d+(u) + |N+X(u)|
= |N+X(u)||X|+ |N+Y (u)|(n− |X|)− 2 + 2δ − 2d+(u) + |N+X (u)|
= |X|(|N+X(u)| − |N+Y (u)|) + n|N+Y (u)| − 2 + 2δ − 2d+(u) + |N+X (u)|
≤ (n− δ − 2)(2|N+X(u)| − d+(u)) + n(d+(u)− |N+X(u)|)
−2 + 2δ − 2d+(u) + |N+X(u)|
≤ |N+X(u)|(n− 2δ − 3) + δd+(u)− 2 + 2δ
≤ (d+(u)− 1)(n− 2δ − 3) + δd+(u)− 2 + 2δ
= d+(u)(n− δ − 3)− n + 4δ + 1,
a contradiction to a) and b), since
d+(u)(n− δ − 3)− n + 4δ + 1 = δ(n− δ + 1)− n + 1
≤ (bn/2c − 2)(n− bn/2c + 3)− n + 1
for δ ≤ bn/2c − 2 and d+(u) = δ.
Since we have discussed all possible cases, the proof is complete. 2
It is easy to see that Theorem 2.1 b) implies the result by Goldsmith and Entringer
for graphs in Theorem 1.5.
Furthermore, the next theorem is a direct consequence of part a) and c) of Theorem
2.1.
Theorem 2.2 (Hellwig, Volkmann [34]) Let G be a connected graph of order n,
edge-connectivity λ and minimum degree δ ≤ bn/2c − 1.
If δ ≤ bn/2c − 2 and∑
x∈N(u)
d(x) ≥ max{δ(δ + 1), δ(n− δ − 2), δ(n− δ + 1)− n + 2}
= δ(n− δ − 2) + max{0, 3δ − n+ 2}
for each vertex u of minimum degree, then λ = δ.
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If δ = bn/2c − 1 and∑
x∈N(u)
d(x) ≥ δ(δ + 1) = bn/2c2 − bn/2c
for each vertex u of minimum degree, then λ = δ.
Theorem 2.2 is a generalization of Theorem 1.5. In order to see that Theorem 2.2
is an improvement, if n is even and δ ≤ bn/2c − 2 or n is odd and δ ≤ bn/2c − 3, we
write it in another way.
Let δ = bn/2c − k, where k ∈ N, and let ν = 1, if n is odd, and ν = 0, if n is even.
Then
δ(n− δ − 2) =
(⌊
n
2
⌋
− k
)(
n−
⌊
n
2
⌋
+ k − 2
)
=
(⌊
n
2
⌋
− k
)(⌊
n
2
⌋
+ k + ν
)
− 2
(⌊
n
2
⌋
− k
)
=
⌊
n
2
⌋2
− k2 + ν
(⌊
n
2
⌋
− k
)
− 2
⌊
n
2
⌋
+ 2k
=
⌊
n
2
⌋2
−
⌊
n
2
⌋
+ 2k − k2 −
⌊
n
2
⌋
+ ν
(⌊
n
2
⌋
− k
)
and thus
δ(n− δ − 2) <
⌊
n
2
⌋2
−
⌊
n
2
⌋
for all k ≥ 2. If n is odd with n ≥ 15, then
δ(n− δ − 2) <
⌊
n
2
⌋2
− 7
for all k ≥ 2.
Furthermore
δ(n− δ − 2)− n+ 3δ + 2 =
⌊
n
2
⌋2
−
⌊
n
2
⌋
+ 2k − k2 −
⌊
n
2
⌋
+ν
(⌊
n
2
⌋
− k
)
− n+ 3
(⌊
n
2
⌋
− k
)
+ 2
=
⌊
n
2
⌋2
−
⌊
n
2
⌋
− k − k2 + 2 + ν
(⌊
n
2
⌋
− k − 1
)
,
which implies
δ(n− δ − 2)− n+ 3δ + 2 <
⌊
n
2
⌋2
−
⌊
n
2
⌋
for all k ≥ 2 and even n. If n is odd, n ≤ 15 and δ ≤ bn/2c − 2, then also
δ(n− δ − 2)− n+ 3δ + 2 <
⌊
n
2
⌋2
−
⌊
n
2
⌋
,
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if k ≥ 3.
If n is odd and n ≥ 15, then δ(n− δ − 2)− n+ 3δ + 2 <
⌊
n
2
⌋2 − 7 for all k ≥ 3.
The following remark is summing up the observations above.
Remark 2.1 (Hellwig, Volkmann [34] ) Let G be a graph of order n and minimum
degree δ. It is
δ(n− δ − 2) + max{0, 3δ − n + 2} <

⌊
n
2
⌋2 − ⌊n
2
⌋
for all even n,
and δ ≤ bn/2c − 2.⌊
n
2
⌋2 − ⌊n
2
⌋
for all odd n ≤ 15
and δ ≤ bn/2c − 3.⌊
n
2
⌋2 − 7 for odd n ≥ 15
and δ ≤ bn/2c − 3.
The following example shows that Theorem 2.2 is an improvement of Theorem 1.5,
if n ≥ 15 and δ ≤ bn/2c − 2, respectively δ ≤ bn/2c − 3, if n is odd. Furthermore, it
shows that Corollary 2.6 is independent of Theorem 1.5.
Example 2.1 (Hellwig, Volkmann [34]) Let H be the complete graph Kn−p−1 with
vertex set V (H) = {x1, x2, . . . , xn−p−1}. If n is even, then n ≥ 2p + 4, n ≥ 15, p ≥ 2
and if n is odd, then n ≥ 2p + 7, n ≥ 15, p ≥ 2. Let V (H) together with the additional
vertices y, y1, y2, ..., yp be the vertex set of the graph G. Apart from the edges in H, there
exist the edges yyi and yixj for all i = 1, 2, ..., p, j = 1, 2, ..., n− p− 2. Then n(G) = n
and δ(G) = p. The vertex y is the only vertex in V (G) of minimum degree, and the
only vertex with degree less or equal bn(G)/2c − 1. We observe that∑
x∈N(y)
d(x) = δ(G)(n− δ(G)− 1)
= δ(G)(n− δ(G)− 2) + δ(G)
≥ δ(G)(n(G)− δ(G)− 2) + max{0, 3δ(G)− n(G) + 2}
and ∑
x∈N(y)
d(x) = δ(G)(n(G)− δ(G)− 1)
≥ δ(G)(bn(G)/2c)
= d(y) (bn(G)/2c − 1) + δ(G).
Thus Theorem 2.2 and Corollary 2.6 imply that λ(G) = δ(G). But, since∑
x∈N(y)
d(x) = δ(G)(n(G)− δ(G)− 1)
≤ (bn(G)/2c − 2)(bn(G)/2c+ 1)
< bn(G)/2c2 − bn(G)/2c,
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if n is even, Theorem 1.5 does not show that λ(G) = δ(G) in this case.
Furthermore, it is ∑
x∈N(y)
d(x) = δ(G)(n(G)− δ(G)− 1)
≤ (bn(G)/2c − 3)(bn(G)/2c+ 3)
< bn(G)/2c2 − 7,
if n is odd with δ(G) = p ≤ bn/2c − 3, and thus Theorem 1.5 does not show that
λ(G) = δ(G) in this case.
2.2 Neighborhood of an edge
Definition 2.1 (Hellwig, Volkmann [34]) a) Let D be a digraph and let e = uv be
an arbitrary arc in D.
We define
N+(e) = (N+(u) ∪N+(v)) \ {u, v} and N−(e) = (N−(u) ∪N−(v)) \ {u, v}.
Furthermore we define ξ+N = ξ
+
N(D) = min{|N+(e)| : e is an arc in D},
ξ−N = ξ
−
N(D) = min{|N−(e)| : e is an arc in D} and
ξN = ξN(D) = min{ξ+N , ξ−N}.
We call ξN the minimum restricted arc-degree of D.
b) Let G be a graph and let e = uv be an arbitrary edge in G.
We define
N(e) = (N(u) ∪N(v)) \ {u, v} and ξN = ξN(G) = min{|N(e)| : e is an edge in G}.
We call ξN the minimum restricted edge-degree of G.
Theorem 2.3 (Hellwig, Volkmann [34]) Let D be a strongly connected digraph of
order n, arc-connectivity λ and minimum degree δ. If
∑
x∈N+(e)
d+(x) ≥ |N+(e)|
(⌊
n
2
⌋
− 1
)
+ δ,
for each arc e = uv with d+(u), d+(v) ≤ bn/2c − 1, and if
∑
x∈N−(e)
d−(x) ≥ |N−(e)|
(⌊
n
2
⌋
− 1
)
+ δ,
for each arc e = uv with d−(u), d−(v) ≤ bn/2c − 1, then λ = δ.
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Proof. Let S be an arbitrary λ-cut and let X and Y denote the vertex sets of the
two components from G − S such that |(X, Y )| = λ. In the following we assume that
|X| ≤ bn/2c, because if |X| ≥ bn/2c + 1, then |Y | ≤ bn/2c and we can work through
the following proof with Y instead of X and by using the second part of the condition
of the theorem. If |X| ≤ 1, then we are done. Now let |X| ≥ 2 and let X1 ⊆ X be the
set of vertices incident with at least one arc of (X, Y ) and X0 = X \X1.
Case 1. Let X0 = ∅.
Thus, each vertex in X is incident to at least one arc in (X, Y ). Let x be an arbitrary
vertex in X, then we obtain
δ ≤ d+(x) = |N+(x)| = |N+(x) ∩X|+ |N+(x) ∩ Y |
≤ ∑
v∈(N+(x)∩X)
|N+(v) ∩ Y |+ |N+(x) ∩ Y | ≤ |(X, Y )|,
and thus λ = δ.
Case 2. Let X0 6= ∅.
Subcase 2.1. There exists no arc in X0.
If v is an arbitrary vertex in X0, then each out-neighbor neighbor of v lies in X1. Hence
we deduce that
λ = |(X, Y )| ≥ |X1| ≥ |N+(v)| ≥ δ,
and thus λ = δ.
Subcase 2.2. There exists at least one arc in X0.
Let e = uv be an arbitrary arc in X0. By the definition of the sets X and X0, we have
d+(u), d+(v) ≤ |X| − 1 ≤ bn/2c − 1. Using |N+(x) ∩ X| ≤ bn/2c − 1 for each vertex
x ∈ X and the hypothesis for N+(e), we conclude that
λ = |(X, Y )| ≥ ∑
x∈N+(e)
d+(x)− ∑
x∈N+(e)
|N+(x) ∩X|
≥ |N+(e)|
(⌊
n
2
⌋
− 1
)
+ δ − |N+(e)|
(⌊
n
2
⌋
− 1
)
≥ δ,
and thus λ = δ.
Since we have discussed all possible cases, the proof is complete. 2
Corollary 2.1 (Hellwig, Volkmann [34]) Let G be a connected graph of order n,
edge-connectivity λ, and minimum degree δ. If
∑
x∈N(e)
d(x) ≥ |N(e)|
(⌊
n
2
⌋
− 1
)
+ δ,
for each edge e = uv with d(u), d(v) ≤ bn/2c − 1, then λ = δ.
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Corollary 2.2 (Hellwig, Volkmann [34]) Let D be a strongly connected digraph of
order n, arc-connectivity λ and minimum degree δ. If
max{d+(u), d+(v)} ≥
⌊
n
2
⌋
and max{d−(u), d−(v)} ≥
⌊
n
2
⌋
for each arc uv, then λ = δ.
As a direct consequence, we obtain the following theorem presents, which generalizes
the wellknown result of Chartrand (Theorem 1.2).
Theorem 2.4 (Hellwig, Volkmann [33]) Let G be a connected graph of order n,
edge-connectivity λ and minimum degree δ. If for each edge e there exists at least one
vertex v incident with e such that
d(v) ≥
⌊
n
2
⌋
,
then λ = δ.
The following example shows that the condition in Theorem 2.4 is best possible
and independent of all conditions in Theorems 1.2,1.4, 1.3, 1.6, 1.7 4.1, 4.2 and 4.3.
Example 2.2 (Hellwig, Volkmann [33]) Let Hi, i = 1, 2 be a copy of the Kp, p ≥ 2
with V (H1) = {x1, x2, . . . , xp} and V (H2) = {y1, y2, . . . , yp}. The vertex set of the graph
G is defined as the disjoint union of H1 and H2 and four additional vertices x, x
′, y, y′.
Furthermore, there are the edges xx1, xx2, . . . , xxp, x
′x1, x′x2, . . . , x′xp, yy1, yy2, . . . , yyp,
y′y1, y′y2, . . . , y′yp in E(G), and we join H1 and H2 by the p edges x1y1, x2y2, . . . , xpyp.
Then, n(G) = 2p+ 4, δ(G) = p and the degree of one endpoint of any edge is p + 2 =
bn(G)/2c. Hence, Theorem 2.4 shows λ(G) = δ(G).
In addition, we observe that n(G) > 2δ(G) + 1, d(x′) + d(y′) = n(G) − 4, where
x′ and y′ are nonadjacent and dm(G) = d(x′, y′) = d(x′, y) = d(x, y′) = d(x, y) = 3.
Furthermore, there do not exist bn(G)/2c pairs ui, vi of vertices such that d(ui)+d(vi) ≥
n(G) for i = 1, 2, . . . , bn(G)/2c. Hence, Theorems 1.2, 1.3, 1.4, 1.6, 1.7 4.1, 4.2 and
4.3 do not show that G is maximally edge-connected.
Finally, let G′ be the graph obtained from G by removal of the edge x1y1. Then the
degree of one endpoint of each edge is at least bn(G)/2c− 1, however, λ(G′) = p− 1 <
p = δ(G′).
The last example shows that the condition in Theorem 2.4 does not imply super-
edge-connectivity. But Theorem 3.1 in Chapter 3 presents a related condition for
super-edge-connectivity, which generalizes the result of Kelmans in Theorem 1.15.
Theorem 2.3 implies the following corollary.
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Corollary 2.3 (Hellwig, Volkmann [34]) Let D be a (strongly) connected (di)graph
of order n, edge(arc)-connectivity λ, restricted minimum edge(arc)-degree ξN , and de-
gree sequence d1 ≥ d2 ≥ ... ≥ dn = δ. If
ξN∑
i=1
dn+1−i ≥ ξN
(⌊
n
2
⌋
− 1
)
+ δ,
then λ = δ.
Inspired by this corollary we present an extension of Theorem 1.9. In order to prove
this extension we use the following lemma.
Lemma 2.1 (Hellwig, Volkmann [34]) Let D be a strongly connected digraph with
minimum degree δ, arc-connectivity λ, and minimum restricted arc-degree ξN . If λ < δ,
then there exist two disjoint vertex sets X and Y with X ∪ Y = V (D), |(X, Y )| = λ
and |X|, |Y | ≥ ξN + 2.
Proof. Let X and Y be two disjoint vertex sets with X ∪Y = V (D) and |(X, Y )| = λ.
We define X0 ⊂ X as the set of vertices, which do not have an out-neighbor in Y. If
there does not exist an arc with both endpoints in X0, then λ = δ, a contradiction
(cf. the proof of Theorem 2.3). Hence let e = uv be an arbitrary arc in X0. Since
N+(e) ⊆ X, u, v /∈ N+(e) and |N+(e)| ≥ ξN , we obtain the desired result that
|X| ≥ ξN + 2.
Similarly one can show that |Y | ≥ ξN + 2. 2
As a direct consequence of Lemma 2.1 we obtain the following generalization of
Chartrand’s [7] classical result that λ = δ when δ ≥ bn/2c.
Corollary 2.4 (Hellwig, Volkmann [34]) Let D be a (strongly) connected (di)graph
of order n, minimum restricted edge(arc)-degree ξN , and edge(arc)-connectivity λ. If
ξN ≥ bn/2c − 1, then λ = δ.
It is easy to see that the following theorem generalizes Theorem 1.9, since ξN+2 > δ.
Theorem 2.5 (Hellwig, Volkmann [34]) Let D be a digraph of order n, degree se-
quence d1 ≥ d2 ≥ ... ≥ dn = δ, and arc-connectivity λ. If
2k∑
i=1
dn+1−i ≥ kn− 3
for some k with 2 ≤ k ≤ ξN + 2, then λ = δ.
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Proof. Suppose to the contrary that λ < δ. Then there exist by Lemma 2.1 disjoint
vertex sets X and Y with X ∪Y = V (D), |(X, Y )| = λ and |X|, |Y | ≥ ξN + 2. Now let
S ⊆ X, T ⊆ Y be two vertex sets of cardinality k with 2 ≤ k ≤ ξN + 2. Furthermore,
choose S and T such that the number of arcs of (X, Y ) incident with the vertices in S
and T is minimum.
If ξN + 2− (δ − 1) + 1 ≤ k ≤ ξN + 2, then we conclude that∑
x∈S
d(x) ≤ ∑
x∈S
d+(x) ≤ k(|X| − 1) + δ − 1− (ξN + 2− k)
≤ k(|X| − 1) + δ − 1− (δ + 1− k)
= k|X| − 2.
Similarly, we have ∑
x∈T
d(x) ≤ k|Y | − 2.
If 2 ≤ k ≤ ξN + 2− (δ − 1), then we conclude that∑
x∈S
d(x) ≤∑
x∈S
d+(x) ≤ k(|X| − 1) = k|X| − k ≤ k|X| − 2
and analogously ∑
x∈T
d(x) ≤ k|Y | − 2.
Thus we obtain in both cases that
2k∑
i=1
dn+1−i ≤
∑
x∈S∪T
d(x) ≤ k(|X|+ |Y |)− 4 = kn− 4,
which yields a contradiction to the hypothesis. 2
Corollary 2.5 (Hellwig, Volkmann [34]) Let G be a graph of order n, degree se-
quence d1 ≥ d2 ≥ ... ≥ dn = δ and edge-connectivity λ. If
2k∑
i=1
dn+1−i ≥ kn− 3
for some k with 2 ≤ k ≤ ξN + 2, then λ = δ.
The following example shows that Corollary 2.5 is best possible in the sense that∑2k
i=1 dn+1−i ≥ kn− 4 for some 2 ≤ k ≤ ξN + 2 does not guarantee λ = δ.
Example 2.3 (Hellwig, Volkmann [34]) Let H1 and H2 be two disjoint copies of
the complete graph Kp with p ≥ 3. We define G as the disjoint union of H1 and H2.
Furthermore there exist p−2 vertex disjoint edges with one endpoint in V (H1) and one
in V (H2). Then n(G) = 2p, δ(G) = p− 1, λ(G) ≤ p− 2 < δ(G), ξN(G) = p− 2 and
2k∑
i=1
dn+1−i =
2(ξN (G)+2)∑
i=1
dn+1−i = (2p)p− 4 = kn− 4
for k = ξN(G) + 2.
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The following theorem can be proved in a manner analog to the proof of Theorem
2.3.
Theorem 2.6 (Hellwig, Volkmann [34]) Let D be a strongly connected digraph of
order n, arc-connectivity λ and minimum degree δ. If∑
x∈N+(v)
d+(x) ≥ d+(v)
(⌊
n
2
⌋
− 1
)
+ δ,
for each vertex v with d+(v) ≤ bn/2c − 1, and if∑
x∈N−(v)
d−(x) ≥ d−(v)
(⌊
n
2
⌋
− 1
)
+ δ,
for each vertex v with d−(v) ≤ bn/2c − 1, then λ = δ.
Corollary 2.6 (Hellwig, Volkmann [34]) Let G be a connected graph of order n,
edge-connectivity λ and minimum degree δ. If∑
x∈N(v)
d(x) ≥ d(v)
(⌊
n
2
⌋
− 1
)
+ δ,
for each vertex v with d(v) ≤ bn/2c − 1, then λ = δ.
Example 2.1 shows that Corollary 2.6 is independent of Theorem 1.5.
Corollary 2.7 (Hellwig, Volkmann [34]) Let G be a connected graph of order n,
edge-connectivity λ and minimum degree δ. If∑
x∈N(v)
d(x) ≥
⌊
n
2
⌋2
− 2
⌊
n
2
⌋
+ 1 + δ,
for each vertex v, then λ = δ.
2.3 Degree sequence conditions
We start with a simple and wellknown, but useful lemma.
Lemma 2.2 Let D be a digraph of edge-connectivity λ and minimum degree δ. If
λ < δ, then there exist two disjoint sets X, Y ⊂ V (D) with X ∪ Y = V (D) and
|(X, Y )| = λ such that |X|, |Y | ≥ δ + 1.
Proof. Suppose, without loss of generality, that |X| ≤ δ. Then we obtain the contra-
diction
|X|δ ≤ ∑
x∈X
d+(x) ≤ |X|(|X| − 1) + λ ≤ δ(|X| − 1) + δ − 1.
2
Next we will improve the degree sequence condition in Theorem 1.9 by Dankelmann
and Volkmann [12].
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Theorem 2.7 (Hellwig, Volkmann [29] 2003) Let D be a digraph of order n, edge-
connectivity λ, and degree sequence d1 ≥ d2 ≥ . . . ≥ dn = δ. If δ ≥ bn/2c or if
δ ≤ bn/2c − 1 and
2k∑
i=1
dn+1−i ≥ max{k(n− 1)− 1, (k − 1)n+ 2δ − 1}
for some k with 2 ≤ k ≤ δ, then λ = δ.
Proof. Suppose to the contrary that λ < δ. Then, according to Lemma 2.2, there
exist two disjoint sets X, Y ⊂ V (D) with X ∪ Y = V (D) and |(X, Y )| = λ such that
|X|, |Y | ≥ δ + 1. This leads to δ ≤ bn/2c − 1.
Now let S ⊆ X and T ⊆ Y be two k-sets with 2 ≤ k ≤ δ. If we choose S such that
the number of arcs of (X, Y ) incident with S is minimal, then we conclude∑
v∈S
d+(v) ≤ k(|X| − 1) + δ − 1−min{δ − 1, |X| − k}. (2.1)
If we choose T such that the number of arcs of (X, Y ) incident with T is minimal, then
we conclude ∑
v∈T
d−(v) ≤ k(|Y | − 1) + δ − 1−min{δ − 1, |Y | − k}. (2.2)
Case 1. Let δ − 1 ≤ |X| − k and δ − 1 ≤ |Y | − k. The inequalities (2.1) and (2.2)
imply the following contradiction to the hypothesis:
2k∑
i=1
dn+1−i ≤
∑
v∈S∪T
d(v) ≤ k(|X| − 1) + k(|Y | − 1)
= k(n− 2) < k(n− 1)− 1
Case 2. Let δ − 1 ≤ |X| − k and δ − 1 ≥ |Y | − k. In view of Lemma 2.1, we
have −|Y | ≤ −δ − 1. Hence (2.1) and (2.2) lead to the following contradiction to the
hypothesis:
2k∑
i=1
dn+1−i ≤
∑
v∈S∪T
d(v) ≤ k(|X| − 1) + k(|Y | − 1) + δ − 1− |Y |+ k
≤ kn− k + δ − 1− δ − 1 = k(n− 1)− 2 < k(n− 1)− 1
Case 3. The case δ − 1 ≥ |X| − k and δ − 1 ≤ |Y | − k can be proved analogously to
Case 2.
Case 4. Let δ − 1 ≥ |X| − k and δ − 1 ≥ |Y | − k. Then (2.1) and (2.2) yield to the
following contradiction to the hypothesis:
2k∑
i=1
dn+1−i ≤
∑
v∈S∪T
d(v)
≤ k(|X| − 1) + δ − 1− |X|+ k + k(|Y | − 1) + δ − 1− |Y |+ k
≤ kn+ 2δ − n− 2 = (k − 1)n+ 2δ − 2
< (k − 1)n+ 2δ − 1 2
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Corollary 2.8 (Hellwig, Volkmann [29] 2003) Let G be a graph of order n, edge-
connectivity λ, and degree sequence d1 ≥ d2 ≥ . . . ≥ dn = δ. If δ ≥ bn/2c or if
δ ≤ bn/2c − 1 and
2k∑
i=1
dn+1−i ≥ max{k(n− 1)− 1, (k − 1)n+ 2δ − 1}
for some k with 2 ≤ k ≤ δ, then λ = δ.
Proof. Define the digraph D on the vertex set V (G) by replacing each edge of G by
two arcs in opposite directions and apply Theorem 2.7. 2
2.4 Distance maximal sets in arbitrary graphs
A pair of vertex sets X and Y of D with distance dD(X, Y ) = k, k ∈ N, is called
k-distance maximal, if there exist no vertex sets X1 ⊇ X and Y1 ⊇ Y with X1 6= X or
Y1 6= Y such that dD(X1, Y1) = k.
The following theorem generalizes Theorem 1.8 for digraphs.
Theorem 2.8 (Hellwig, Volkmann [29] 2003) Let D be a strongly connected di-
graph with edge-connectivity λ, and minimum degree δ. If for all 3-distance maximal
pairs of vertex sets X and Y there exists an isolated vertex u in D[X ∪Y ], then λ = δ.
Proof. Suppose to the contrary that λ < δ. Then, there exist two disjoint sets
S, T ⊂ V (D) with S ∪ T = V (D) and |(S, T )| = λ. Now let A ⊆ S and B ⊆ T be the
sets of vertices incident with an arc of (S, T ). Furthermore, we define A0 = S −A and
B0 = T − B. In view of our assumption, we see that |A|, |B| ≤ λ < δ. Now we shall
investigate two cases.
Case 1. Let A0, B0 6= ∅. Then, clearly, the distance from A0 to B0 in D is finite and
at least 3. Choose a 3-distance maximal pair X and Y with A0 ⊆ X and B0 ⊆ Y .
According to our assumption, there is an isolated vertex in D[X ∪ Y ]. If u ∈ A0, then
we obtain the contradiction δ ≤ |N+(u)| ≤ |A| < δ. If u ∈ B0, then we obtain the
contradiction δ ≤ |N−(u)| ≤ |B| < δ. If u ∈ A, then the definition of A and the fact
that u has positive neighbors only in A ∪ B leads to the contradiction
δ ≤ d+(u) = |N+(u) ∩ B|+ |N+(u) ∩ A|
≤ |N+(u) ∩ B|+ ∑
x∈N+(u)∩A
|N+(x) ∩ B|
≤ ∑
x∈A
|N+(x) ∩ B| = λ < δ.
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Analogously, u ∈ B leads to the contradiction
δ ≤ d−(u) = |N−(u) ∩ A|+ |N−(u) ∩ B|
≤ |N−(u) ∩ A|+ ∑
x∈N−(u)∩B
|N−(x) ∩ A|
≤ ∑
x∈B
|N−(x) ∩ A| = λ < δ.
Case 2. Let A0 = ∅ or B0 = ∅. If A0 = ∅, then we obtain the same contradiction for
an arbitrary vertex w ∈ A = S instead of u ∈ A. Finally, if B0 = ∅, then we obtain
the same contradiction for an arbitrary vertex w ∈ B = T instead of u ∈ B.
Since we have discussed all possible cases, the proof is complete. 2
Easy to see, that the following four corollaries of Theorem 2.8 generalize Theorem
1.6, 1.4, 1.3 and 1.2.
Corollary 2.9 (Hellwig, Volkmann [29] 2003) If in a strong connected digraph D
there exist no four vertices u1, v1, u2, v2 with
d(u1, u2), d(u1, v2), d(v1, u2), d(v1, v2) ≥ 3,
then λ = δ.
Proof. If X, Y ⊆ V (D) is a pair of 3-distance maximal sets, then the hypothesis yields
min{|X|, |Y |} ≤ 1, and the desired result is immediate by Theorem 3.1. 2
Corollary 2.10 (Hellwig, Volkmann [29] 2003) If D is a digraph with dm(D) ≤
2, then λ = δ.
Corollary 2.11 (Hellwig, Volkmann [29] 2003) Let D be a digraph of order n. If
d+(x) + d−(y) ≥ n− 1 for all pairs of nonadjacent vertices x and y, then λ = δ.
Corollary 2.12 (Hellwig, Volkmann [29] 2003) Let D be a digraph of order n. If
n ≤ 2δ + 1, then λ = δ.
2.5 Distance maximal sets in bipartite graphs
In the sequel let D be a bipartite graph or a digraph with bipartition V (D) = V ′∪V ′′.
We adopt the convention that for every subset X of V (D), we denote the set X ∩ V ′
by X ′ and X ∩ V ′′ by X ′′.
A pair of vertex sets X and Y of a bipartite graph or digraph D with dD(X
′, Y ′) = k,
and dD(X
′′, Y ′′) = k, k ∈ N, is called (k, k)-distance maximal, if there exist no vertex
sets X1 ⊇ X and Y1 ⊇ Y with X1 6= X or Y1 6= Y such that dD(X ′1, Y ′1) = dD(X ′′1 , Y ′′1 ) =
k.
Analogously to Theorem 2.8, one can prove the following Theorems 2.9 and 2.10,
which generalizes the corresponding results in [12] and Theorem 1.11.
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Theorem 2.9 (Hellwig, Volkmann [29] 2003) Let D be a strong connected bipar-
tite digraph with edge-connectivity λ and minimum degree δ. If for all (4,4)-distance
maximal pairs of vertex sets X and Y there exists an isolated vertex in D[X ∪Y ], then
λ = δ.
Corollary 2.13 (Hellwig, Volkmann [29] 2003) Let D be a bipartite digraph with
bipartition V (D) = V ′ ∪ V ′′. If d(x, y) = 2 for all different x, y ∈ V ′, then λ = δ.
Corollary 2.14 (Hellwig, Volkmann [29] 2003) If D is a bipartite digraph of di-
ameter at most three, then λ = δ.
Theorem 2.10 (Hellwig, Volkmann [29] 2003) Let D be a bipartite digraph with
edge-connectivity λ, minimum degree δ and diameter at most 4. If for all (4,4)-distance
maximal pairs of vertex sets X and Y with |X ′|, |Y ′|, |X ′′|, |Y ′′| ≥ 2, there exists a vertex
u ∈ X ∪ Y such that d+(u,D[X ∪ Y ]), d−(u,D[X ∪ Y ]) ≤ 1, then λ = δ.
2.6 Analog results to Xu’s theorem for bipartite
graphs
The next lemma, an analogue to Lemma 2.2 for bipartite digraphs, is wellknown and
useful.
Lemma 2.3 Let D be a bipartite digraph with edge-connectivity λ and minimum degree
δ. If λ < δ, then there exist two disjoint sets X, Y ⊂ V (D) with X ∪ Y = V (D) and
|(X, Y )| = λ such that |X ′|, |X ′′|, |Y ′|, |Y ′′| ≥ δ.
Proof. In view of Lemma 2.2, |X| ≥ δ + 1. Hence, there exists a vertex u ∈ X such
that N+(u) ⊆ X. If, without loss of generality, u ∈ X ′′, then it follows |X ′| ≥ δ. Now
there exists a vertex v ∈ X ′ such that N+(v) ⊆ X, and hence |X ′′| ≥ δ. Similarly one
can show that |Y ′|, |Y ′′| ≥ δ. 2
Applying Theorem 1.13, we present two analog results to Theorem 1.7 for bipartite
digraphs.
Theorem 2.11 (Hellwig, Volkmann [29] 2003) Let D be a bipartite (di)-graph of
order n ≥ 2, minimum degree δ, and (arc-)edge-connectivity λ. If there are bn/2c
disjoint pairs of vertices (vi, wi) with d(vi) + d(wi) ≥ n− 2δ+ 1 for i = 1, 2, . . . , bn/2c,
then λ = δ.
Proof. If δ ≥ d(n+ 1)/4e, then λ = δ by Lemma 2.3 or Theorem 1.13.
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If δ ≤ bn/4c, then from the bn/2c disjoint pairs of vertices choose 2δ − 1 pairs
(v′1, w
′
1), (v
′
2, w
′
2), . . . , (v
′
2δ−1, w
′
2δ−1) containing the 2δ− 1 vertices of lowest degree of vi
and wi. Then we deduce for k = 2δ − 1 that
k∑
i=1
(di + dn+1−2δ+k−i) =
2δ−1∑
i=1
(di + dn+1−2δ+2δ−1−i)
=
2δ−1∑
i=1
(di + dn−i)
≥
2δ−1∑
i=1
(d(v′i) + d(w
′
i))
≥ (2δ − 1)(n− 2δ + 1)
= (2δ − 1)(n− 2δ) + 2δ − 1
= k(n− 2δ) + 2δ − 1.
Now Theorem 1.13 with k = 2δ − 1 leads to λ = δ. 2
For even n we can prove a slightly better result.
Theorem 2.12 (Hellwig, Volkmann [29] 2003) Let D be a bipartite (di)-graph of
even order n ≥ 2, minimum degree δ and (arc-)edge-connectivity λ. If there are n/2−1
disjoint pairs of vertices (vi, wi) with d(vi)+d(wi) ≥ n−2δ+1 for i = 1, 2, . . . , n/2−1
and one further pair (vj, wj) with d(vj) + d(wj) ≥ n− 2δ, then λ = δ.
Proof. If δ ≥ d(n + 1)/4e, then λ = δ by Lemma 2.3 or Theorem 1.13. If δ ≤ bn/4c,
then from the n/2 disjoint pairs of vertices choose 2δ pairs (v ′1, w
′
1), (v
′
2, w
′
2), . . . , (v
′
2δ, w
′
2δ)
containing the 2δ vertices of lowest degree of vi and wi and therefore containing the 2δ
vertices of lowest degree in D. Then we deduce for k = 2δ that
k∑
i=1
(di + dn+1−2δ+k−i) =
2δ∑
i=1
(di + dn+1−2δ+2δ−i)
=
2δ∑
i=1
(di + dn+1−i)
≥
2δ∑
i=1
(d(v′i) + d(w
′
i))
≥ (2δ − 1)(n− 2δ + 1) + n− 2δ
= 2δ(n− 2δ) + 2δ − 1
= k(n− 2δ) + 2δ − 1.
Now Theorem 1.13 with k = 2δ leads to λ = δ. 2
Example 2.4 (Hellwig, Volkmann [29] 2003) Let H1 and H2 be two copies of the
complete bipartite graph Kp,p with V (H1) = {x1, x2, . . . , xp} ∪ {x′1, x′2, . . . , x′p} and
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V (H2) = {y1, y2, . . . , yp}∪{y′1, y′2, . . . , y′p}. We define the bipartite graph G as the union
of H1 and H1 together with the new edges x1y1, x2y2, . . . , xp−1yp−1. Then n(G) = n =
4p, δ(G) = δ = p, and λ(G) = λ = p − 1 = δ − 1. Furthermore, d(xp) + d(x′p) =
d(yp) + d(y
′
p) = 2p = n− 2δ and d(xi) + d(x′i) = d(yi) + d(y′i) = 2p+ 1 = n− 2δ+ 1 for
i = 1, 2, . . . , p− 1.
This example shows that Theorem 2.12 is best possible in the sense that the condi-
tion that there are n/2−2 disjoint pairs of vertices (vi, wi) with d(vi)+d(wi) ≥ n−2δ+1
for i = 1, 2, . . . , n/2− 2 and two further pairs with degree sum exactly n− 2δ does not
guarantee λ = δ.
2.7 A generalization of a result by Dankelmann and
Volkmann
In this section, we generalize Theorem 1.12 for digraphs. For a non-complete digraph
D let
NC2(D) = min{|N+(x) ∪N+(y)|, |N−(x) ∪N−(y)| : x, y ∈ V (D), d(x, y) = 2}.
Theorem 2.13 (Hellwig, Volkmann [29] 2003) Let D be a strongly connected bi-
partite digraph of order n ≥ 3, edge-connectivity λ and minimum degree δ. If NC2(D) ≥
d(n + 1)/4e, then λ = δ.
Proof. Suppose to the contrary that λ < δ and thus δ ≥ 2. Then, by Lemma 2.3,
there exist two disjoint sets S, T ⊂ V (D) with S ∪ T = V (D), |(S, T )| = λ and
|S ′|, |S ′′|, |T ′|, |T ′′| ≥ δ. Now let A ⊆ S and B ⊆ T be the set of vertices incident with
an arc of (S, T ). Furthermore, we define A0 = S − A and B0 = T − B. If V ′ ∪ V ′′ is
the bipartition of D, then let A′0 = A0 ∩ V ′, A′ = A∩ V ′, A′′0 = A0 ∩ V ′′, A′′ = A∩ V ′′,
B′0 = B0∩V ′, B′ = B∩V ′, B′′0 = B0∩V ′′ and B′′ = B∩V ′′. In view of our assumption,
we see that |A|, |B| ≤ λ < δ.
First, we show that A′0, A
′′
0, B
′
0, B
′′
0 6= ∅. Suppose that A′0 = ∅. If there is a vertex
v ∈ A′′0, then δ ≤ |N+(v)| = |N+(v) ∩ A′| ≤ λ < δ, a contradiction. Consequently,
A′′0 = ∅. If there is a vertex v ∈ A′, then
δ ≤ |N+(v)| = |N+(v) ∩ A′′|+ |N+(v) ∩ B′′|
≤ |N+(v) ∩B′′|+ ∑
x∈N+(v)∩A′′
|N+(x) ∩B′|
≤ ∑
x∈A
|N+(x) ∩B| = λ < δ,
a contradiction and hence A′ = ∅. Analogously, one can show that A′′ = ∅. This leads
to the contradiction S = ∅ and so A′0 6= ∅. Similar to this proof A′′0, B′0 and B′′0 are
nonempty.
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Second, we show that |A′0|, |A′′0|, |B′0|, |B′′0 | ≥ 2. Without loss of generality, suppose
that A′0 consists of a single vertex u. Then it follows for each x ∈ A′′0
δ ≤ |N+(x)| = |N+(x) ∩ A′0|+ |N+(x) ∩ A′| ≤ 1 + λ ≤ δ
and thus |A′| = δ − 1 and |A′′| = 0. Therefore, |A′′0| ≥ 2 and N+(x) = A′ ∪ {u} for
each vertex x ∈ A′′0. Since A′′ = ∅ and δ ≥ 2, the vertex u has at least two positive
neighbors y, z in A′′0. Consequently, d(y, z) = 2 and hence the hypothesis implies
n + 1
4
≤ NC2(D) ≤ |N+(y) ∪N+(z)| = |A′|+ 1 = δ.
This yields n ≤ 4δ − 1, a contradiction to Lemma 2.3 or Theorem 1.13. Finally, we
distinguish two cases.
Case 1. Assume that the four sets A′0, A
′′
0, B
′
0, B
′′
0 contain vertices of distance 2. If
x, y ∈ A′0 with d(x, y) = 2, then it follows from N+(x) ∪ N+(y) ⊆ A′′0 ∪ A′′ and
NC2(D) ≥ (n + 1)/4 that |A′′0 ∪ A′′| ≥ (n+ 1)/4. Analogously, we obtain
|A′0 ∪ A′|, |B′0 ∪ B′|, |B′′0 ∪B′′| ≥
n + 1
4
.
These inequalities lead to the contradiction
n = |A′0 ∪ A′|+ |A′′0 ∪ A′′|+ |B′0 ∪B′|+ |B′′0 ∪B′′| ≥ 4
n+ 1
4
= n + 1.
Case 2. Assume that at least one of the sets A′0, A
′′
0, B
′
0, B
′′
0 , say A
′
0, does not contain
two vertices of distance 2. Because of |A′′|, |A′| < δ, each vertex u ∈ A′0 has at least
one positive neighbor u′ in A′′0, and u
′ has at least one positive neighbor v in A′0. Since
A′0 does not contain two vertices of distance 2, it follows u = v and hence |A′| = δ − 1
and |A′′| = 0.
Since no two vertices of A′0 have distance 2, we deduce (N
+(u)∩A′′0)∩(N+(v)∩A′′0) =
∅ for all u, v ∈ A′0 with u 6= v. Because of |A′0| ≥ 2 and |A′′| = 0, we therefore obtain
|A′′0| ≥ 2δ and so |S| ≥ 3δ + 1. Hence, the bound |T | ≥ 2δ implies n ≥ 5δ + 1.
In addition, let x, y ∈ N+(u) with x 6= y for an u ∈ A′0. Then, we have seen above
that N+(x) = N+(y) = A′ ∪ {u}. Hence, d(x, y) = 2 and we finally arrive at the
contradiction
5δ + 2
4
≤ n + 1
4
≤ NC2(D) ≤ |N+(x) ∪N+(y)| = δ.
2
Chapter 3
Super-edge-connectivity
3.1 Arbitrary graphs
Inspired by Theorem 2.4, we next present a related condition for super-edge-connectivity,
which generalizes the result of Kelmans in Theorem 1.15.
Theorem 3.1 (Hellwig, Volkmann [33]) Let G be a connected graph of order n. If
for each edge e there exists at least one vertex v incident with e such that
d(v) ≥
⌊
n
2
⌋
+ 1,
then G is super-λ.
Proof. If G is a star or n ≤ 3, then it is easy to see that G is super-λ. Otherwise, let G
be a λ′-connected graph. Now let S be an arbitrary λ′-cut, and let X be the vertex set
of a component of G− S with minimum cardinality. Then, 2 ≤ |X| ≤ bn/2c. Choose
an edge uv in E(G[X]) such that
ξG(uv) = min{ξG(e) : e ∈ E(G[X])}
and assume, without loss of generality, that d(u) ≤ d(v). If δ(G) ≥ bn/2c+1, then each
x ∈ N(u) ∩X has at least two neighbors in X¯. Now, we assume that δ(G) ≤ bn/2c. If
d(u) ≤ bn/2c, then d(x) ≥ bn/2c+ 1 for each x ∈ N(u)∩X. If d(u) ≥ bn/2c+ 1, then,
by the choice of the edge uv, we also have d(x) ≥ bn/2c+ 1 for each x ∈ N(u) ∩X.
Hence, in both cases, each x ∈ N(u) ∩ X has at least two neighbors in X¯. Since
v ∈ N(u) ∩X, we obtain
λ′(G) ≥ 2|N(u) ∩X|+ |N(u) ∩ X¯|
= |N(u)|+ |N(u) ∩X|
≥ d(u) + 1 > δ(G) ≥ λ(G),
and this implies the super-edge-connectivity of G. 2
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The following example shows that Theorem 3.1 is best possible and independent of
Theorem 1.15, 1.16, 1.17, 1.18 and 4.2 and 4.3.
Example 3.1 (Hellwig, Volkmann [33]) Each edge of the graph G in Example 2.2
contains an endpoint of degree bn(G)/2c, but G is not super-λ.
Now let G′ be the graph obtained by the graph G in Example 2.2 and the additional
edges x1y2, x2y3, . . . , xp−1yp, xpy1. Then, n(G′) = 2p + 4, δ(G′) = p and the degree of
one endpoint of any edge is p+3 = bn(G′)/2c+1. Consequently, by Theorem 3.1, G is
super-λ. Because of δ(G′) < (n(G) + 2)/2, d(x) +d(x′) = 2p < n(G′), and dm(G′) = 3,
Theorem 1.15, 1.16, 1.17 and 1.18 do not show that G′ is super-λ. In addition, Theorem
4.1, 4.2 and 4.3 do not show that G is super-λ.
3.2 Bipartite graphs
Theorem 4.10 and Observation 1.1 lead immediately to the following generalization of
Theorem 1.20 by Fiol [21].
Corollary 3.1 (Hellwig, Volkmann [33]) Let G be a λ′-connected bipartite graph
of order n ≥ 10, and minimum degree δ ≥ 3. If
d(x) + d(y) ≥ 2
⌊
n+ 2
4
⌋
+ 2,
for each pair x, y ∈ V (G) such that d(x, y) = 2, then G is super-λ.
The next example shows that Corollary 3.1 is independent of Theorem 1.19, 1.20
and Theorem 4.10 is independent of Theorem 4.9.
Example 3.2 (Hellwig, Volkmann [33]) Let Hi, i = 1, 2 be a copy of the Kp−1,p+1, p ≥
4, with
V (H1) = {x1, x2, . . . , xp−1} ∪ {y1, y2, . . . , yp+1}
and
V (H2) = {u1, u2, . . . , up−1} ∪ {v1, v2, . . . , vp+1}.
The graph G is defined as the disjoint union of H1 and H2. Furthermore, we join H1
and H2 by 4p new edges such that |N(yi) ∩ V (H2)| = |N(vi) ∩ V (H1)| = 4 for all
i ∈ {2, 3, . . . , p+ 1}. Then, n(G) = 4p,
d(x1) = d(x2) = . . . = d(xp−1) = d(u1) = d(u2) = . . . = d(up−1) = p+ 1,
d(y1) = d(v1) = p− 1, and
d(y2) = d(y3) = . . . = d(yp+1) = d(v2) = d(v3) = . . . = d(vp+1) = p+ 3
and thus, G is super-λ by Corollary 3.1 and λ′-optimal by Theorem 4.10.
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Now, δ(G) = p − 1 and d(y1) + d(v1) = 2(p − 1) < 2p + 2 = bn(G)/2c + 2, and
hence G does not satisfy the condition of Theorem 1.19 and 1.20. In addition,
δ−1∑
i=1
dn−i = p− 1 + (p− 3)(p+ 1) < (p− 2)1
2
(
2p+ 2− 4
4p− 3
)
and thus, G does not satisfy the condition of Theorem 4.9.
3.2.1 Neighborhood conditions for bipartite graphs
The following theorem is a generalization of Theorem 1.20 by Fiol [21].
Theorem 3.2 (Hellwig, Volkmann [32] 2004) Let D be a strongly connected bi-
partite digraph of order n, edge-connectivity λ and minimum degree δ ≥ 3. If
NC2(D) ≥
⌈
n+ 3
4
⌉
,
then D is super-λ.
Proof. Suppose to the contrary that D is not super-λ. Then, by Lemma 1.1, there
exist two disjoint sets S, T ⊂ V (D) with S ∪ T = V (D), |(S, T )| = λ ≤ δ such that
|S ′|, |S ′′|, |T ′|, |T ′′| ≥ δ − 1. Now let A ⊆ S and B ⊆ T be the set of vertices incident
with an arc of (S, T ). Furthermore, we define A0 = S−A and B0 = T −B. If V ′ ∪V ′′
is the bipartition of D, then let A′0 = A0∩V ′, A′ = A∩V ′, A′′0 = A0∩V ′′, A′′ = A∩V ′′,
B′0 = B0 ∩ V ′, B′ = B ∩ V ′, B′′0 = B0 ∩ V ′′ and B′′ = B ∩ V ′′ (see the figure below).
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First, we show that A′0, A
′′
0, B
′
0, B
′′
0 6= ∅. Suppose, without loss of generality, that
A′0 = ∅.
If A′′0 = ∅, then Lemma 2.1 yields 2δ − 1 ≤ |S| ≤ λ ≤ δ, a contradiction to δ ≥ 3.
If A′′0 6= ∅, then let v ∈ A′′0. It follows that N+(v) ⊆ A′ and thus δ ≤ d+(v) ≤ |A′| ≤
λ ≤ δ. This yields |A′| = δ and A′′ = ∅. According to Lemma 1.1, we have
2δ − 1 ≤ |S| = |A′′0|+ |A′| = |A′′0|+ δ,
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and hence |A′′0| ≥ δ − 1 ≥ 2. Since every vertex of A′ has exactly one out-neighbor in
T , the condition δ ≥ 3 implies that every vertex of A′ has at least two out-neighbors
in A′′0. Let x ∈ A′ and y1, y2 ∈ N+(x) ∩ A′′0. Because of N+(y1) = A′, we observe that
d(y1, y2) = 2. Thus the hypothesis leads to
n + 3
4
≤ NC2(D) ≤ |N+(y1) ∪N+(y2)| = |A′| = δ,
a contradiction to Theorem 1.20.
Second, we show that |A′0|, |A′′0|, |B′0|, |B′′0 | ≥ 2. Suppose, without loss of generality,
that A′0 consists of a single vertex v. For each y ∈ A′′0 it follows that
δ ≤ |N+(y)| = |N+(y) ∩ A′0|+ |N+(y) ∩ A′| ≤ 1 + |A′| ≤ 1 + δ
and thus |A′| = δ − 1 or |A′| = δ.
If |A′| = δ − 1, then |A′′| ≤ 1. Because of δ ≥ 3 and |A′′| ≤ 1, the vertex v
has at least two out-neighbors y1 and y2 in A
′′
0. Since |A′0 ∪ A′| = δ, it follows that
N+(y1) = A
′
0 ∪ A′. This implies d(y1, y2) = 2 and therefore, the hypothesis leads to
n+ 3
4
≤ NC2(D) ≤ |N+(y1) ∪N+(y2)| = |A′0 ∪ A′| = δ,
a contradiction to Theorem 1.20.
If |A′| = δ, then A′′ = ∅ and |A′′0| ≥ δ.
Claim. There exist two vertices of distance 2 in A′′0.
Proof of the claim. Let N+(v) = {y1, y2, . . . , yk}. We observe that N+(v) ⊆ A′′0 and
k ≥ 3. If there is an arc yiv, then d(yi, yj) = 2 for j 6= i. If not, then N+(yi) = A′ for
all 1 ≤ i ≤ k. Let A′ = {x1, x2, . . . , xδ}. If there is an arc xiyj, then d(yp, yj) = 2 for
p 6= j. In the remaining case, all vertices of A′ have at least δ− 1 ≥ 2 out-neighbors in
A′′0−{y1, y2, . . . , yk}. Let u1 and u2 be such out-neighbors of x1. If there is the arc u1v,
then d(u1, y1) = 2. If not, then there exists the arc u1x1 and we arrive at d(u1, u2) = 2.
Hence, the claim is proved.
Now let y1, y2 ∈ A′′0 such that d(y1, y2) = 2. The hypothesis leads to
n + 3
4
≤ NC2(D) ≤ |N+(y1) ∪N+(y2)| ≤ |A′0 ∪ A′| = 1 + δ.
and this implies n ≤ 4δ + 1. Therefore, we deduce from
|S| ≥ |A′0|+ |A′|+ |A′′0| ≥ 2δ + 1
that |T | ≤ 2δ. In addition, A′′ = ∅ implies B′ = ∅. Because of B ′0, B′′0 6= ∅, it follows
that |B′0| ≥ δ and |B′′ ∪ B′′0 | ≥ δ. Thus, the bound |T | ≤ 2δ yields |B ′0| = δ and
|B′′ ∪ B′′0 | = δ. For u ∈ B′0, we obtain N−(u) = B′′ ∪ B′′0 , and for v ∈ B′′0 , we obtain
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N−(v) = B′0. This shows that d(u1, u2) = 2 for u1, u2 ∈ B′0. Now the hypothesis leads
to
n+ 3
4
≤ NC2(D) ≤ |N−(u1) ∪N−(u2)| = |B′′0 ∪B′′| = δ,
a contradiction to Corollary 1.20. Hence |A′0|, |A′′0|, |B′0|, |B′′0 | ≥ 2. Next we distinguish
two cases.
Case 1. Assume that the four sets A′0, A
′′
0, B
′
0, B
′′
0 contain vertices of distance 2.
If x, y ∈ A′0 with d(x, y) = 2, then it follows from N+(x) ∪ N+(y) ⊆ A′′0 ∪ A′′ and
NC2(D) ≥ (n+ 3)/4 that |A′′0 ∪ A′′| ≥ (n+ 3)/4. Analogously, we obtain
|A′0 ∪ A′|, |B′0 ∪ B′|, |B′′0 ∪B′′| ≥
n + 3
4
.
These inequalities lead to the contradiction
n = |A′0 ∪ A′|+ |A′′0 ∪ A′′|+ |B′0 ∪ B′|+ |B′′0 ∪ B′′| ≥ 4
n + 3
4
= n + 3.
Case 2. Assume that at least one of the sets A′0, A
′′
0, B
′
0, B
′′
0 , say A
′
0, does not contain
two vertices of distance 2.
Subcase 2.1. Assume that A′ = ∅.
Let A′0 = {x1, x2, . . . , xk} with k ≥ δ. Assume that there exists a vertex y ∈ N+(x1) ∩
A′′0. Since A
′ = ∅, there is a vertex xi ∈ N+(y) ∩ A′0 with xi 6= x1. This implies
d(x1, xi) = 2, a contradiction to our assumption. It remains the case that N
+(xi) ⊆ A′′
and thus N+(xi) = A
′′ for each 1 ≤ i ≤ k and |A′′| = δ. We conclude that every vertex
u ∈ A′′ has at least δ− 1 out-neighbors in A′0. If x2 is an out-neighbor of u ∈ A′′, then
we arrive at the contradiction d(x1, x2) = 2.
Subcase 2.2. Assume that A′, A′′ 6= ∅.
This yields |A′|, |A′′| ≤ δ − 1. It follows that each vertex u ∈ A′0 has at least one
out-neighbor u′ in A′′0, and u
′ has at least one out-neighbor v in A′0. Since A
′
0 does
not contain two vertices of distance 2, we conclude that u = v and thus |A′| = δ − 1
and |A′′| = 1. Let u ∈ A′0. Since |A′′| = 1 and δ ≥ 3, there exist at least two vertices
y1, y2 ∈ N+(u) ∩ A′′0. As we have seen above, this implies
N+(y1) = N
+(y2) = A
′ ∪ {u}.
Furthermore, d(y1, y2) = 2, and hence
n+ 3
4
≤ NC2(D) ≤ |N+(y1) ∪N+(y2)| = |A′ ∪ {u}| = δ,
a contradiction to Theorem 1.20.
Subcase 2.3. Let A′′ = ∅ and |A′| ≤ δ − 1.
Let u ∈ A′0 and N+(u) = {y1, y2, . . . , yk}. The condition A′′ = ∅ implies N+(u) ⊆ A′′0.
Because of |A′| ≤ δ−1, each vertex yi has at least one out-neighbor in A′0 for 1 ≤ i ≤ k.
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Since A′0 does not contain two vertices of distance 2, we conclude thatN
+(yi)∩A′0 = {u}
for 1 ≤ i ≤ k. Hence, d(y1, y2) = 2 and
n + 3
4
≤ NC2(D) ≤ |N+(y1) ∪N+(y2)| = |A′ ∪ {u}| = δ,
a contradiction to Theorem 1.20.
Subcase 2.4. Let A′′ = ∅ and |A′| = δ.
Let A′ = {u1, u2, . . . , uδ} and A′0 = {x1, x2, . . . , xk} with k ≥ 2. Since A′′ = ∅, we have
N+(A′0) = Q = {y1, y2, . . . , ys} ⊆ A′′0 with s ≥ δ.
Subcase 2.4.1. Assume that there is an arc from Q to A′0, say y1x1.
Since y1 has a in-neighbor in A
′
0 and A
′
0 does not contain two vertices of distance 2,
the only in-neighbor of y1 in A
′
0 is the vertex x1. If y2 is a further out-neighbor of x1,
then d(y1, y2) = 2 and since A
′
0 does not contain vertices of distance 2, we note that
N+(y2) ∩ A′0 ⊆ {x1} and N+(y1) ∩ A′0 ⊆ {x1}. This leads to
n+ 3
4
≤ NC2(D) ≤ |N+(y1) ∪N+(y2)| ≤ |A′ ∪ {x1}| = δ + 1,
and thus n ≤ 4δ+1. Since |A′′0| ≥ δ and |A′0| ≥ 2, we obtain |S| ≥ 2δ+2 and so Lemma
2.1 implies |T | = 2δ − 1. However, since B ′0, B′′0 6= ∅, we arrive at the contradiction
|T | ≥ 2δ.
Subcase 2.4.2. Assume that there is no arc from Q to A′0.
This yields N+(y) = A′ for each y ∈ Q. If there is an arc from A′ to Q, say u1y1, then
d(y2, y1) = 2 and
n + 3
4
≤ NC2(D) ≤ |N+(y1) ∪N+(y2)| = |A′| = δ,
a contradiction to Corollary 2.2. Consequently, there is no arc from A′ to Q. Let
R = N+(A′) ∩ A′′0 = {v1, v2, . . . , vt}. Since |A′| = δ, we deduce that t ≥ δ − 1 and
Q ∩ R = ∅. Since d(x1, u1) = 2 and d(y1, v1) = 2, we note that
n+ 3
4
≤ NC2(D) ≤ |N+(x1) ∪N+(u1)| ≤ |A′′0|+ 1, (3.1)
n+ 3
4
≤ NC2(D) ≤ |N+(y1) ∪N+(v1)| ≤ |A′0|+ |A′|. (3.2)
The condition A′′ = ∅ implies B′ = ∅. We finally distinguish three cases.
Subcase 2.4.2.1. Assume that the sets B ′0 and B
′′
0 contain vertices of distance 2.
Using (1) and (2), we obtain as in Case 1, the contradiction
n + 1 = |A′0 ∪ A′|+ |A′′0|+ 1 + |B′0|+ |B′′0 ∪ B′′| ≥ 4
n+ 3
4
= n + 3.
Subcase 2.4.2.2. Assume that B ′0 does not contain two vertices of distance 2.
Since B′ = ∅, every vertex a ∈ B ′′0 has at least δ in-neighbors in B ′0. Let F = N−(B′′0 ) ⊆
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B′0. If there exists an arc from B
′′
0 to F , then there are two vertices of distance 2 in F ,
a contradiction to our assumption. Otherwise, we deduce that N−(b) = B′′ for each
b ∈ F and |B′′| = δ. If there is an arc from F to B ′′, then there are two vertices of
distance 2 in F , a contradiction. If not, then let H = N−(B′′) ∩ B′0. We note that
H ∩ F = ∅. If b ∈ F and w ∈ H, then we arrive at the contradiction d(w, b) = 2.
Subcase 2.4.2.3. Assume that B ′0 contains two vertices of distance 2 and that B
′′
0
does not contain two vertices of distance 2.
As we have seen in Case 1, the first assumption yields
n + 3
4
≤ |B′′0 |+ |B′′|. (3.3)
Let again F = N−(B′′0 ). If there is no arc from B
′′
0 to F , then we obtain N
−(b) = B′′
for each b ∈ F and |B′′| = δ. If a ∈ B′′0 and c ∈ B′′, then d(c, a) = 2, and it follows
that
n + 3
4
≤ NC2(D) ≤ |N−(c) ∪N−(a)| ≤ |B′0|+ 1.
Combining this inequality with (3.2), (3.2) and (3.3), we arrive at the contradiction
n+ 2 = |A′0 ∪ A′|+ |A′′0|+ 1 + |B′0|+ 1 + |B′′0 ∪B′′| ≥ 4
n+ 3
4
= n+ 3. (3.4)
Finally, assume that there is an arc ab from B ′′0 to F . Since b ∈ F , there exists an
arc from b to B′′0 . Since B
′′
0 does not contain two vertices of distance 2, there is only
the arc ba from b to B ′′0 and thus b has only one in-neighbor, namely the vertex a, in
B′′0 . Consequently, b has at least δ − 1 ≥ 2 further in-neighbors in B ′′. Because of
|B′′| ≥ δ − 1 ≥ 2, there exists at least one vertex, say c ∈ B ′′, such that c has exactly
one in-neighbor in A′. Since d(c, a) = 2, this leads to
n + 3
4
≤ NC2(D) ≤ |N−(c) ∪N−(a)| ≤ |B′0|+ 1.
Combining this inequality with (3.1), (3.2) and (3.3), we arrive at a contradiction as
in (3.4), and the proof of the theorem is complete. 2
Corollary 3.2 (Hellwig, Volkmann [32] 2004) Let G be a connected bipartite graph
of order n, edge-connectivity λ and minimum degree δ ≥ 3. If NC2(G) ≥ d(n+ 3)/4e,
then G is super-λ, where NC2(G) = min{|N(x) ∪N(y)| : x, y ∈ V (G), d(x, y) = 2}.
Proof. Define the digraph D on the vertex set V (G) by replacing each edge of G by
two arcs in opposite direction and apply Theorem 3.2. 2
The following example will demonstrate that Corollary 3.2 as well as Theorem 3.2
is best possible.
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Example 3.3 (Hellwig, Volkmann [32] 2004) Let G be a bipartite graph with the
vertex sets A′′0, A
′ = {x1, x2, . . . , xδ}, B′′ = {y1, y2, . . . , yδ}, and B′0 such that |A′′0| =
|B′0| = δ − 1. In addition, let G[A′′0 ∪ A′] and G[B′′ ∪B′0] be complete bipartite graphs.
If we add the edge xiyi for i = 1, 2, . . . , δ, then we observe that G is δ-regular of order
n(G) = 4δ− 2 such that NC2(G) = δ = (n+ 2)/4. However, G is of edge-connectivity
λ = δ but not super-λ.
Remark 3.1 (Hellwig, Volkmann [32] 2004) The cycle C4 of length 4 shows that
neither Corollary 3.2 nor Theorem 3.2 is valid for δ = 2.
3.2.2 Degree sequence and degree conditions for bipartite graphs
The next result is an improvement of Theorem 1.21.
Theorem 3.3 (Hellwig, Volkmann [32] 2004) Let D be a bipartite (di)-graph of
order n, edge-connectivity λ and with degree sequence d1 ≥ d2 ≥ . . . ≥ dn = δ ≥ 3.
a) If δ ≤ d(n+ 3)/4e − 1, n > 4δ − 2, and
k∑
i=1
(di + dn+i−2δ+1) ≥ k(n− 2δ) + δ + 1 + max{δ, k}
for some k with 1 ≤ k ≤ 2δ − 1, then D is super-λ.
b) If δ ≤ d(n+ 3)/4e − 1, n = 4δ − 2, and
k∑
i=1
(di + dn+i−2δ+1) ≥ k(n− 2δ) + 2k + 1
for some k with 1 ≤ k ≤ 2δ − 1, then D is super-λ.
Proof. Suppose to the contrary that D is not super-λ. Then, according to Lemma 1.1,
there exist two disjoint sets X, Y ⊂ V (D) with X ∪ Y = V (D) and |(X, Y )| = λ such
that |X|, |Y | ≥ 2δ−1 and |X ′|, |X ′′|, |Y ′|, |Y ′′| ≥ δ−1. This leads to δ ≤ b(n+2)/4c =
d(n+ 3)/4e − 1.
Now let S ⊆ X and T ⊆ Y be two k-sets with 1 ≤ k ≤ 2δ − 1. By Lemma 2.1, we
can assume, without loss of generality, that |X ′|, |Y ′| ≥ δ. We deduce that∑
v∈S
d+(v) =
∑
v∈S′
d+(v) +
∑
v∈S′′
d+(v) ≤ |S ′||X ′′|+ |S ′′||X ′|+ λ. (3.5)
If |X ′|, |X ′′| ≥ δ, then (3.5) leads to∑
v∈S
d+(v) ≤ |S ′|(|X| − δ) + |S ′′|(|X| − δ) + δ = k(|X| − δ) + δ. (3.6)
If |X ′′| = δ − 1 and |X ′| ≥ δ + 1, then it follows that every vertex of X ′ has at least
one out-neighbor in Y , a contradiction to |(X, Y )| = λ ≤ δ.
3.2. Bipartite graphs 43
In the remaining case that |X ′′| = δ−1 and |X ′| = δ, it is a simple matter to verify
that d+(v) = δ for every vertex v ∈ X. This yields∑
v∈S
d+(v) = kδ. (3.7)
Similarly, we obtain ∑
v∈T
d−(v) ≤ k(|Y | − δ) + δ (3.8)
for |Y ′|, |Y ′′| ≥ δ, and in the remaining case that |Y ′′| = δ − 1 and |Y ′| = δ, we arrive
at the equality ∑
v∈T
d−(v) = kδ. (3.9)
In the case that n > 4δ − 2 we will now show that∑
v∈S∪T
d(v) ≤ k(n− 2δ) + δ + max{δ, k}. (3.10)
If |X ′|, |X ′′| ≥ δ and |Y ′|, |Y ′′| ≥ δ, then it follows from (3.6) and (3.8) that∑
v∈S∪T
d(v) ≤ k(n− 2δ) + 2δ
≤ k(n− 2δ) + δ + max{δ, k}.
If |X ′|, |X ′′| ≥ δ, |Y ′| = δ and |Y ′′| = δ − 1, then |X| = n− 2δ + 1 and (3.6) and (3.9)
lead to ∑
v∈S∪T
d(v) ≤ k(|X| − δ) + δ + kδ
= k(n− 2δ) + δ + k
≤ k(n− 2δ) + δ + max{δ, k}.
Analogously, we obtain (3.10), if |Y ′|, |Y ′′| ≥ δ, |X ′| = δ and |X ′′| = δ − 1.
Now we choose S and T to contain the k vertices in X and Y of highest degree,
respectively. Then S∪T contains the k vertices of highest degree but not the 2δ−1−k
vertices of lowest degree in D. This implies
∑
v∈S∪T
d(v) ≥
k∑
i=1
(di + dn+i−2δ+1),
which yields together with (3.10) a contradiction to the hypothesis in a).
If n = 4δ − 2, then it follows from (3.7) and (3.9) that∑
v∈S∪T
d(v) = 2kδ = k(n− 2δ) + 2k.
As above, this equality yields a contradiction to the hypothesis in b), and the proof of
theorem is complete. 2
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Example 3.4 (Hellwig, Volkmann [32] 2004) Let H1 and H2 be two copies of the
complete bipartite graph Kp−1,p with V (H1) = {x1, x2, . . . , xp−1} ∪ {y1, y2, . . . , yp},
V (H2) = {u1, u2, . . . , up−1} ∪ {v1, v2, . . . , vp} and p ≥ 3.
The bipartite graph H is defined as the disjoint union of H1 and H2 together with
the new edges y1v1, y2v2, . . . , ypvp.
Let D1 and D2 be two copies of the complete bipartite digraph K
∗
p−1,p with V (D1) =
{x1, x2, . . . , xp−1} ∪ {y1, y2, . . . , yp}, V (D2) = {u1, u2, . . . , up−1} ∪ {v1, v2, . . . , vp} and
p ≥ 3. The bipartite digraph D is defined as the disjoint union of D1 and D2 together
with the new arcs y1v1, y2v2, . . . , ypvp.
A bipartite digraph F belongs to the family F , if F consists of D and arbitrary but
at least p arcs from D2 to D1.
The proof of Theorem 3.3 (in particular, (3.7) and (3.9)) shows a more precise result
than Theorem 3.3 b), which we will formulate in the next remark. This remark can
also be seen as a supplement to Theorem 1.20.
Remark 3.2 (Hellwig, Volkmann [32] 2004) Let D be a bipartite (di)-graph of
minimum degree δ, order n = 4δ − 2 and edge-connectivity λ.
The graph D is super-λ or D is isomorphic to the graph H defined in Example 4.3.
The digraph D is super-λ or D belongs to the family F defined in Example 3.4.
Our next example will demonstrate that Theorem 3.3 a) is best possible for n =
4δ − 1 and k = 2δ − 1.
Example 3.5 (Hellwig, Volkmann [32] 2004) Let H1 be the complete bipartite graph
Kp−1,p with vertex set V (H1) = {x1, x2, . . . , xp−1} ∪ {y1, y2, . . . , yp}, and let H2 be the
complete bipartite graph Kp,p with V (H2) = {u1, u2, . . . , up}∪{v1, v2, . . . , vp} and p ≥ 3.
The bipartite graph G is defined as the disjoint union of H1 and H2 together with the new
edges y1v1, y2v2, . . . , ypvp. Then, n(G) = 4p−1, δ(G) = p = dn(G)+34 e−1, λ(G) = δ(G),
and
2δ−1∑
i=1
(di + dn+i−2δ+1) = (2δ(G)− 1)(n(G)− 2δ(G)) + 3δ(G)− 1.
However, it is easy to see that G is not super-λ.
The following theorem presents an analogue result to Theorem 1.7 for bipartite
digraphs to be super-λ.
Theorem 3.4 (Hellwig, Volkmann [32] 2004) Let D be a bipartite (di)-graph of
order n, minimum degree δ ≥ 3, and edge-connectivity λ. Assume that there are bn/2c
disjoint pairs of vertices (vi, wi) in D such that
d(vi) + d(wi) ≥ n− 2δ + 2
for i = 1, 2, . . . , bn/2c.
If n > 4δ − 2, then D is super-λ.
If n = 4δ − 2 and there is at least one pair of vertices (vt, wt) with d(vt) + d(wt) ≥
n− 2δ + 3, then D is super-λ.
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Proof. If δ ≥ d(n+ 3)/4e, then D is super-λ by Theorem 1.20.
If δ ≤ d(n + 3)/4e − 1, then from the bn/2c disjoint pairs of vertices choose 2δ − 2
pairs (v′1, w
′
1), (v
′
2, w
′
2), . . . , (v
′
2δ−2, w
′
2δ−2) containing the 2δ− 2 vertices of lowest degree
of vi and wi. Then we deduce for k = 2δ − 2 that
k∑
i=1
(di + dn+i−2δ+1) =
2δ−2∑
i=1
(di + dn+i−2δ+1)
=
2δ−2∑
i=1
(di + dn−i)
≥
2δ−2∑
i=1
(d(v′i) + d(w
′
i))
≥ (2δ − 2)(n− 2δ + 2)
≥ (2δ − 2)(n− 2δ) + 4δ − 4
≥ (2δ − 2)(n− 2δ) + 3δ − 1.
In the case that n > 4δ− 2, Theorem 4.2 a) with k = 2δ− 2 implies that D is super-λ.
Let now n = 4δ − 2. Since 2δ − 1 = n/2, the hypothesis yields analogously for
k = 2δ − 1
k∑
i=1
(di + dn+i−2δ+1) =
2δ−1∑
i=1
(di + dn+i−2δ+1)
=
2δ−1∑
i=1
(di + dn+1−i)
≥
2δ−1∑
i=1
(d(v′i) + d(w
′
i))
≥ (2δ − 1)(n− 2δ + 2) + 1
≥ (2δ − 1)(n− 2δ) + 4δ − 1.
Now Theorem 4.2 b) with k = 2δ − 1 leads to the desired result, and this completes
the proof. 2
The family F in Example 3.4 shows that the condition d(vt) + d(wt) ≥ n− 2δ + 3
for at least one pair of vertices is necessary in Theorem 3.4 for the case that n = 4δ−2.
Inspired by Theorem 1.5 of Goldsmith and Entringer [24], we now present a degree
condition for equality of edge-connectivity and minimum degree of a graph.
Theorem 3.5 (Hellwig, Volkmann [32] 2004) Let D be a bipartite digraph of or-
der n, edge-connectivity λ, and minimum degree δ ≥ 2. If∑
v∈N+(u)
d+(v) ≥ d+(u)(bn/2c − d+(u) + 1) + 1
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for each vertex u with d+(u) ≤ bn/2c − δ + 1, and if
∑
v∈N−(u)
d−(v) ≥ d−(u)(bn/2c − d−(u) + 1) + 1
for each vertex u with d−(u) ≤ bn/2c − δ + 1, then D is super-λ.
Proof. Suppose to the contrary thatD is not super-λ. Let S, T, A′0, A
′′
0, A
′, A′′, B′0, B
′′
0 , B
′,
B′′ be defined as in the proof of Theorem 3.2. In the following we assume that
|S| ≤ bn/2c, because if |S| ≥ bn/2c + 1, then |T | ≤ bn/2c and we can work through
the following proof with T instead of S using the second part of the condition of the
theorem.
If A′0, A
′′
0 = ∅, then, according to Lemma 2.1, we observe that |A′ ∪ A′′| = |S| ≥
2δ − 1, and thus λ = |(S, T )| ≥ |A′ ∪ A′′| ≥ 2δ − 1 > δ, a contradiction. Hence let,
without loss of generality, A′0 6= ∅, and let u be an arbitrary vertex in A′0. Lemma 2.1
implies |S ′| ≥ δ−1, and so we deduce that d+(u) ≤ |S ′′| ≤ bn/2c−|S ′| ≤ bn/2c−δ+1.
Hence, our hypotheses yield
∑
v∈N+(u) d+(v) ≥ d+(u)(bn/2c−d+(u) + 1) + 1. Using the
fact that |S ′′| ≥ d+(u) and thus |S ′| ≤ bn/2c − |S ′′| ≤ bn/2c − d+(u), we arrive at the
contradiction
λ = |(S, T )| ≥ |(N+(u), T )|
≥ d+(u)(bn/2c − d+(u) + 1) + 1− d+(u)(bn/2c − d+(u))
≥ d+(u) + 1 ≥ δ + 1. 2
Corollary 3.3 (Hellwig, Volkmann [32] 2004) Let G be a bipartite graph of order
n, edge-connectivity λ, and minimum degree δ ≥ 2. If
∑
v∈N(u)
d(v) ≥ d(u)(bn/2c − d(u) + 1) + 1
for each vertex u with d(u) ≤ bn/2c − δ + 1, then G is super-λ.
The following example shows that Corollary 3.3 as well as Theorem 3.5 is best
possible.
Example 3.6 (Hellwig, Volkmann [32] 2004) Let H be the graph defined in Ex-
ample 4.3. Since d(x) = p for all x ∈ V (H), we obtain
∑
v∈N(u)
d(v) = d(u)p = d(u)(bn/2c − d(u) + 1)
for each u ∈ V (H), but H is not super-λ.
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Corollary 3.4 (Hellwig, Volkmann [32] 2004) Let D be a bipartite digraph of or-
der n, edge-connectivity λ, and minimum degree δ ≥ 2. If for each vertex u and each
vertex v ∈ N+(u) ∪N−(u),
d+(v) + d+(u) ≥
⌊
n
2
⌋
+ 1 and d−(v) + d−(u) ≥
⌊
n
2
⌋
+ 1,
and there exist vertices v+ ∈ N+(u), v− ∈ N−(u) such that
d+(v+) + d
+(u) ≥
⌊
n
2
⌋
+ 2 and d−(v−) + d−(u) ≥
⌊
n
2
⌋
+ 2,
then D is super-λ.
Proof. If d(u) ≥ bn/2c − δ + 2 for each vertex u in D, then we are done by Theorem
4.8. Now we assume that there exists at least one vertex in D with degree less or
equal bn/2c − δ + 1. Let u be an arbitrary vertex with d(u) ≤ bn/2c − δ + 1, say
d+(u) ≤ bn/2c − δ + 1.
The hypotheses imply that each out-neighbor of u has at least bn/2c − d+(u) + 1
out-neighbors and at least one has bn/2c − d+(u) + 2 out-neighbors, which leads to∑
v∈N+(u)
d+(v) ≥ d+(u)(bn/2c − d+(u) + 1) + 1.
Analogously, we obtain∑
v∈N−(u)
d−(v) ≥ d−(u)(bn/2c − d−(u) + 1) + 1
for each vertex u with d−(u) ≤ bn/2c− δ+ 1. Hence, we can apply Theorem 4.8, which
implies the super-edge-connectivity of D. 2
Corollary 3.5 (Hellwig, Volkmann [32] 2004) Let G be a bipartite graph of order
n, edge-connectivity λ, and minimum degree δ ≥ 2. If for each vertex u and for each
vertex v ∈ N(u),
d(v) + d(u) ≥
⌊
n
2
⌋
+ 1,
and if there exists a vertex w ∈ N(u) such that
d(w) + d(u) ≥
⌊
n
2
⌋
+ 2,
then G is super-λ.
Corollary 3.6 (Hellwig, Volkmann [32] 2004) Let G be a bipartite graph of order
n, edge-connectivity λ, and minimum degree δ ≥ 2. If
d(v) + d(u) ≥
⌊
n
2
⌋
+ 2,
for each edge e = uv, then G is super-λ.
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Chapter 4
Restricted edge-connectivity
We start this section with a simple, but very useful lemma.
Lemma 4.1 (Hellwig, Volkmann [31] 2004) Let G be a λ′-connected graph. If
there is a λ′-cut S with the vertex sets X and X¯ of the two components of G − S
such that there exists an edge uv in G[X] with the property that
|[X \ {u, v}, X¯]| ≥ |(N(v) \N [u]) ∩X|+ |(N(u) \N [v]) ∩X|+ 2|N(v) ∩N(u) ∩X|,
then G is λ′-optimal.
Proof. The hypotheses of the lemma imply
ξ(G) ≤ d(u) + d(v)− 2
= |N(u)|+ |N(v)| − 2
= |N(u) \ {v}|+ |N(v) \ {u}|
= |(N(u) ∩X) \ {v}|+ |N(u) ∩ X¯|+ |(N(v) ∩X) \ {u}|+ |N(v) ∩ X¯|
= |[{u, v}, X¯]|+ 2|N(u) ∩N(v) ∩X|
+|(N(v) \N [u]) ∩X|+ |(N(u) \N [v]) ∩X)|
≤ |[{u, v}, X¯]|+ |[X \ {u, v}, X¯]|
= |[X, X¯]| = λ′(G),
Since λ′(G) ≤ ξ(G), we deduce that λ′(G) = ξ(G), and thus G is λ′-optimal. 2
Corollary 4.1 (Hellwig, Volkmann [31] 2004) Let G be a λ′-connected graph. If
there is a λ′-cut S with the vertex sets X and X¯ of the two components of G− S such
that each vertex in X has at least two neighbors in X¯, then G is λ′-optimal.
Lemma 4.2 (Hellwig, Volkmann [33]) Let G be a λ′-connected graph. If there is a
λ′-cut S with the vertex sets X and X¯ of the two components of G− S such that there
exists an edge uv in G[X] with the property that each x ∈ (N(v) \N [u]) ∩X and each
y ∈ (N(u) \N [v]) ∩X has at least one neighbor in X¯ and each z ∈ N(v) ∩N(u) ∩X
has at least two neighbors in X¯, then G is λ′-optimal.
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Proof. The hypotheses of the lemma imply
ξ(G) ≤ d(u) + d(v)− 2
= |N(u)|+ |N(v)| − 2
= |N(u) \ {v}|+ |N(v) \ {u}|
= |(N(u) ∩X) \ {v}|+ |N(u) ∩ X¯|+ |(N(v) ∩X) \ {u}|+ |N(v) ∩ X¯|
= |(N(u) ∩ X¯)|+ |N(v) ∩ X¯|+ 2|N(u) ∩N(v) ∩X|
+|(N(v) \N [u]) ∩X|+ |(N(u) \N [v]) ∩X)|
≤ |[X, X¯]| = λ′(G),
Since λ′(G) ≤ ξ(G), we deduce that λ′(G) = ξ(G) and thus, G is λ′-optimal. 2
4.1 Arbitrary graphs
Theorem 4.1 (Hellwig, Volkmann [33]) Let G be a λ′-connected graph of order n
and minimum degree δ, where
δ ≥
⌊
n
2
⌋
− 1.
If for each triangle T there exists at least one vertex w ∈ V (T ) such that
d(w) ≥
⌊
n
2
⌋
+ 1,
then G is λ′-optimal.
Proof. Let S be an arbitrary λ′-cut and let X be the vertex set of a component from
G − S with minimum cardinality. This implies |X| ≤ bn/2c. If |X| = 2, then we are
done. Now let |X| ≥ 3, and let uv be an edge in E(G[X]) such that
ξG(uv) = min{ξG(e) : e ∈ E(G[X])}.
Because of |X| ≤ bn/2c and δ ≥ bn/2c − 1, each x ∈ (N(v) \ N [u]) ∩ X and each
y ∈ (N(u) \N [v]) ∩X has at least one neighbor in X¯.
If d(x) ≥ bn/2c+1 for each vertex x ∈ N(u)∩N(v)∩X, then each x ∈ N(u)∩N(v)∩
X has at least two neighbors in X¯. Hence, according to Lemma 4.2, G is λ′-optimal in
this case.
It remains the case that there exists a vertex x ∈ N(u)∩N(v)∩X with d(x) ≤ bn/2c.
Since uvxu is a triangle, our hypothesis yields d(v) ≥ bn/2c + 1 or d(u) ≥ bn/2c + 1,
say d(v) ≥ bn/2c + 1. This leads to ξG(ux) < ξG(uv), a contradiction to our choice of
the edge uv. 2
The following example shows that the lower bound for the minimum degree in
Theorem 4.1 is best possible and necessary.
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Example 4.1 (Hellwig, Volkmann [33]) Let Hi, i = 1, 2 be a copy of the Kp, p ≥ 5
with V (H1) = {x1, x2, . . . , xp} and V (H2) = {y1, y2, . . . , yp}. The graph G is defined as
the disjoint union of H1 without the edge x1x2 and H2 without the edge y1y2. Further-
more, we join H1 and H2 by the 2p-6 edges x4y4, x5y5, . . . , xpyp, x4y5, x5y6, . . . , xp−1yp,
and xpy4. See the figure below. Then, n(G) = 2p, d(x1) = d(y1) = d(x2) = d(y2) = p−2,
d(x3) = d(y3) = p− 1, and d(x) = p+ 1 for all other vertices x ∈ V (G). Each triangle
contains a vertex of degree at least bn(G)/2c + 1 and δ(G) = p − 2 = bn(G)/2c − 2.
However, ξ(G) = 2p− 5 and λ′(G) ≤ 2p− 6 and thus, G is not λ′-optimal.
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The next example shows that the lower bound for the triangles in Theorem 4.1 is
best possible and necessary.
Example 4.2 (Hellwig, Volkmann [33]) Let Hi, i = 1, 2 be a copy of the Kp for
p ≥ 5 with V (H1) = {x1, x2, . . . , xp} and V (H2) = {y1, y2, . . . , yp}. The graph G is
defined as the disjoint union of H1 and H2. Furthermore, we join H1 and H2 by the
2p-3 new edges
x1y1, x2y2, . . . , xpyp, x4y5, x5y6, . . . , xp−1yp, and xpy4.
Then, n(G) = 2p, d(x1) = d(x2) = d(x3) = d(y1) = d(y2) = d(y3) = p, and d(x) = p+1
for all other vertices. The two triangles x1x2x3x1 and y1y2y3y1 contain no vertex of
degree bn(G)/2c + 1 and δ(G) = p > bn(G)/2c − 1. However, ξ(G) = 2p − 2 and
λ′(G) ≤ 2p− 3 and thus, G is not λ′-optimal.
Now we present an example, which shows that Theorem 4.1 is independent of
Theorem 1.22.
Example 4.3 (Hellwig, Volkmann [33]) Let Hi, i = 1, 2 be a copy of the Kp, p ≥ 2
with V (H1) = {x1, x2, . . . , xp} and V (H2) = {y1, y2, . . . , yp}. The graph G is defined
52 4. Restricted edge-connectivity
as the disjoint union of H1 and H2. Furthermore, we join H1 and H2 by the 2p-1 new
edges x1y2, x2y1, x2y2, x3y3, . . . , xpyp, x3y4, x4y5, . . . , xp−1yp and xpy3. Then, n(G) = 2p,
d(x1) = d(y1) = p and d(x) = p + 1 for all other vertices and thus, δ(G) ≥ bn(G)/2c
and each triangle contains a vertex of degree at least bn(G)/2c + 1, and hence G is
λ′-optimal by Theorem 4.1. But Theorem 1.22 does not show that G is λ′-optimal,
because x1 and y1 are nonadjacent with d(x1) + d(y1) < n(G) + 1.
Theorem 4.2 (Hellwig, Volkmann [33]) If G is a λ′-connected graph of order n
satisfying the following three conditions, then G is λ′-optimal.
a) for each edge e there exists at least one vertex v incident with e such that d(v) ≥
bn/2c − 1,
b) for each triangle T there exists at least one vertex v ∈ V (T ) such that d(v) ≥
bn/2c+ 1,
c) if a and b are two vertices with d(a) ≤ bn/2c − 2 and d(b) ≥ bn/2c − 1, then
ab ∈ E(G).
Proof. Let G be a graph satisfying a), b) and c), let S be an arbitrary λ′-cut, and
let X be the vertex set of a component from G − S with minimum cardinality. This
implies |X| ≤ bn/2c and, with respect to a), there exists at least one vertex x¯ ∈ X¯
with d(x¯) ≥ bn/2c − 1. If |X| = 2, then we are done. Now let |X| ≥ 3, and let uv be
an edge in E(G[X]) such that
ξG(uv) = min{ξG(e) : e ∈ E(G[X])}.
We assume, without loss of generality, that d(v) ≥ bn/2c − 1. By the choice of the
edge uv, each x ∈ (N(u) \N [v])∩X satisfies d(x) ≥ bn/2c− 1. Since |X| ≤ bn/2c and
xv /∈ E(G) for each x ∈ (N(u) \ N [v]) ∩ X, it follows that each such vertex x has at
least one neighbor in X¯.
Condition b) and the choice of the edge uv show that d(x) ≥ bn/2c + 1 for each
x ∈ N(v) ∩N(u) ∩X and thus, each x ∈ N(v) ∩N(u) ∩X has at least two neighbors
in X¯.
Now we consider the vertices x ∈ (N(v)\N [u])∩X. Let A = {x ∈ (N(v)\N [u])∩X :
d(x) ≤ bn(G)/2c − 2}. According to c), each vertex in A has at least the neighbor
x¯ ∈ X¯. Furthermore, each vertex x ∈ (N(v) \N [u])∩X with d(x) ≥ bn/2c − 1 has, as
above, also at least one neighbor in X¯ and thus, Lemma 4.2 yields the desired result. 2
Example 4.2 shows that the bound for the triangles in Theorem 4.2 is best possible.
Next we present an example that shows that Theorem 4.2 is independent of Theorems
1.22 and 4.1.
Example 4.4 (Hellwig, Volkmann [33]) Let H1 be a copy of the Kp−2, p ≥ 4 with
V (H1) = {x1, x2, . . . , xp−2}. The graph G is defined as the disjoint union of H1 and
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p + 2 additional vertices {y1, y2, . . . , yp+2} such that xi is adjacent to yj for each i =
1, 2, . . . , p − 2 and j = 1, 2, . . . , p + 2. Then, n(G) = 2p and d(xi) = 2p − 1 for
i = 1, 2, . . . , p−2, d(yj) = p−2 for j = 1, 2, . . . , p+2 and so, δ(G) = bn(G)/2c−2 and
d(yk)+d(yl) = 2p−4 < n(G) for k, l = 1, 2 . . . , p+2 with k 6= l. Hence, Theorems 1.22
and 4.1 do not show that G is λ′-optimal. But G satisfies the conditions in Theorem
4.2 and thus, G is λ′-optimal.
Theorem 4.3 (Hellwig, Volkmann [33]) Let G be a λ′-connected graph of order n
and minimum degree δ. If there exists an independent vertex set I such that d(v) = δ
and uv ∈ E(G) for all v ∈ I and u ∈ I¯ , then G is λ′-optimal.
Proof. In the case that δ ≥ bn/2c + 1, Theorem 2.1 yields the desired result. If
bn/2c − 1 ≤ δ ≤ bn/2c, then |I¯| ≤ bn/2c and |I| ≥ bn/2c and thus, d(v) ≥ bn/2c + 1
for at least one vertex v on any triangle. Consequently, Theorem 4.1 leads to the desired
result. Finally, let δ ≤ bn/2c−2. This implies |I¯| ≤ bn/2c−2 and thus, |I| ≥ bn/2c+2.
Obviously, each edge has at least one endpoint in I¯ and thus, G satisfies condition a)
in Theorem 4.2. Condition b) is also fulfilled, since each triangle contains at least two
vertices in I¯. Our hypothesis shows that condition c) in Theorem 4.2 is also valid and
therefore, G is λ′-optimal. 2
Example 4.4 shows that Theorem 4.3 is independent of Theorem 1.22. The class
of graphs satisfying the condition in Theorem 4.3 includes the complete multipartite
graphs.
4.2 Graphs having diameter 2
The following convention will be used.
Let G be a λ′-connected graph and let S be an arbitrary λ′-cut. We denote the vertex
sets of the two components of G−S by X and X¯. Furthermore, we define X2 ⊆ X and
X¯2 ⊆ X¯ as the sets of vertices incident with at least two edges of [X, X¯]. The vertex
sets X1 ⊆ X and X¯1 ⊆ X¯ are defined as the sets of vertices incident with exactly one
edge of [X, X¯]. In addition, let X0 = X \ (X2 ∪X1) and X¯0 = X¯ \ (X¯2 ∪ X¯1).
Observation 4.1 (Hellwig, Volkmann [31] 2004) Let G be an arbitrary connected
graph, which is different from the complete graph. Each pair u, v of nonadjacent vertices
satisfies |N(u) ∩N(v)| ≥ 1, if and only if dm(G) = 2.
Now we prove the following generalization of Theorem 1.22 of Wang and Li [57].
Theorem 4.4 (Hellwig, Volkmann [31] 2004) Let G be a λ′-connected graph. If
|N(u) ∩N(v)| ≥ 2
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for all pairs u, v of nonadjacent vertices such that neither u nor v does not lie on a
triangle, and
|N(u) ∩N(v)| ≥ 3
for all pairs u, v of nonadjacent vertices with the property that u or v are on a triangle,
then G is λ′-optimal.
Proof. Let S be an arbitrary λ′-cut. We shall use the notations defined at the begin-
ning of this subsection. If |X| = 2 or |X¯| = 2 then we are done. Now let |X|, |X¯| ≥ 3.
By Observation 4.1, our hypothesis implies dm(G) ≤ 2 and thus X0 = ∅ or X¯0 = ∅,
say X¯0 = ∅.
Case 1. Let X0 6= ∅.
Let u be an arbitrary vertex in X0. Hence d(u, v) = 2 for all v ∈ X¯ and thus the
hypothesis implies |N(v) ∩X| ≥ 2 for all v ∈ X¯. By using Corollary 4.1 we obtain the
desired result.
Case 2. Let X0 = ∅.
Subcase 2.1. There exists a vertex u ∈ V (G), which does not lie on a triangle.
Without loss of generality, let u ∈ X. Then each edge uv, v ∈ X − u, satisfies the
condition of Lemma 4.1 and thus G is λ′-optimal.
Subcase 2.2. Each vertex in G lies on a triangle.
If X1 = ∅ or X¯1 = ∅, then we are done by Corollary 4.1. Now we assume X1, X¯1 6= ∅.
Let u be an arbitrary vertex in X1 and thus d(u, v) = 1 for exactly one vertex v ∈ X¯
and d(u, w) = 2 for each vertex w ∈ X¯ − v. The hypothesis for this case implies
|N(w) ∩X| ≥ 2 for each vertex w ∈ X¯ − v. Hence, each edge vz, z ∈ X¯ − v, satisfies
the condition of Lemma 4.1 and thus G is λ′-optimal. 2
The graphs Kp⊕Kp, p ≥ 3 show that Theorem 4.4 is best possible, in the sense that
|N(u)∩N(v)| ≥ 2 for all pairs u, v of nonadjacent vertices does not imply λ′-optimality.
Corollary 4.2 (Hellwig, Volkmann [31] 2004) Let G be a λ′-connected triangle-
free graph. If
|N(u) ∩N(v)| ≥ 2
for all pairs u, v of nonadjacent vertices, then G is λ′-optimal.
Corollary 4.3 (Hellwig, Volkmann [31] 2004) Let G be a λ′-connected graph. If
|N(u) ∩N(v)| ≥ 3
for all pairs u, v of nonadjacent vertices, then G is λ′-optimal.
We remark that the condition in the following theorem is equivalent to the condition
that each pair of nonadjacent vertices lies on a diamond.
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Theorem 4.5 (Hellwig, Volkmann [31] 2004) Let G be a λ′-connected graph. If
|N(u) ∩N(v)| ≥ 2
and G[N(u)∩N(v)] contains at least one edge for all pairs of nonadjacent vertices u, v,
then G is λ′-optimal.
Proof. Let S be an arbitrary λ′-cut. We define X, X¯,X0, X1, X2, X¯0, X¯1 and X¯2 as
defined before. If |X| = 2 or |X¯| = 2 then we are done. Now let |X|, |X¯| ≥ 3. By
Observation 4.1, our hypothesis implies dm(G) ≤ 2 and thus X0 = ∅ or X¯0 = ∅, say
X0 = ∅.
Case 1. Let X¯0 6= ∅.
Let u be an arbitrary vertex in X¯0. Hence d(u, v) = 2 for all v ∈ X and thus the
hypothesis implies |N(v) ∩ X¯| ≥ 2 for each v ∈ X. Hence, according to Corollary 4.1,
G is λ′-optimal.
Case 2. Let X¯0 = ∅.
Subcase 2.1. Let |X1| ≤ 1 or |X¯1| ≤ 1.
If |X1| = ∅ or |X¯1| = ∅, then we are done by Corollary 4.1.
It remains the case that |X1| = 1 and |X¯1| = 1. If we denote the vertex in X1 by u,
then there exists at least one vertex v ∈ X with uv ∈ E(G) because G[X] is connected.
The edge uv satisfies the condition of Lemma 4.1 and thus we are done.
Subcase 2.2. Let |X1|, |X¯1| ≥ 2.
If there exists no edge with both endpoints in X1, then each vertex v ∈ N(u)∩X, where
u ∈ X1, has at least two neighbors in X¯. Hence, each edge uv ∈ E(G[X]) satisfies the
condition of Lemma 4.1, and thus G is λ′-optimal.
Analogously, we can treat the case, that there exists no edge with both endpoints in
X¯1.
It remains the case that E(G[X1]) 6= ∅ and E(G[X¯1]) 6= ∅.
We define NX1 = N(X1)∩X¯ and NX¯1 = N(X¯1)∩X. Suppose that there exists a vertex
u ∈ NX1 ∩ X¯1, then all pairs of vertices v, w, where v ∈ X1 ∩N(u) and w ∈ X¯1, w 6= u,
are nonadjacent and do not lie on a diamond, a contradiction.
Consequently NX1 ∩ X¯1 = ∅ and thus each vertex in NX1 has at least two neighbors in
X. Analogously, we obtain NX¯1 ∩X1 = ∅.
If there exist two vertices u ∈ NX¯1 and v ∈ NX1 , such that uv /∈ E(G), then the vertices
u′, v′, where v′ ∈ X1, v′v ∈ E(G) and u′ ∈ X¯1, u′u ∈ E(G), are nonadjacent and do not
lie on a diamond, which is a contradiction.
Consequently, there exists each edge uv, where u ∈ NX¯1 , v ∈ NX1 , and thus
|[NX¯1 , X¯]| ≥ |X¯1|+ |NX¯1||NX1 |, (4.1)
since NX¯1 ∩X1 = ∅. If
|X1| − 2 ≤ |X¯1|+ |NX¯1 ||NX1| − 2|NX¯1 |, (4.2)
then we consider an arbitrary edge uv ∈ E(G[X1]).
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By using (4.1) and (4.2) we obtain
|[X \ {u, v}, X¯]| = |[X, X¯]| − |[{u, v}, X¯]| = |[X, X¯]| − 2
≥ 2|X \ (X1 ∪NX¯1)|+ |X1|+ |[NX¯1, X¯]| − 2
≥ 2|X \ (X1 ∪NX¯1)|+ |X1|+ |X¯1|+ |NX¯1||NX1| − 2
≥ 2|X \ (X1 ∪NX¯1)|+ |X1|+ |X1| − 2 + 2|NX¯1| − 2
= 2|X \ (X1 ∪NX¯1)|+ 2|X1| − 4 + 2|NX¯1|
= 2|X \ (X1 ∪NX¯1)|+ 2|X1 \ {u, v}|+ 2|{u, v}| − 4 + 2|NX¯1|
= 2|X \ (X1 ∪NX¯1)|+ 2|X1 \ {u, v}|+ 2|NX¯1|
≥ 2|(N(v) \N [u]) ∩X|+ 2|(N(u) \N [v]) ∩X|+ 2|N(v) ∩N(u) ∩X|
≥ |(N(v) \N [u]) ∩X|+ |(N(u) \N [v]) ∩X|+ 2|N(v) ∩N(u) ∩X|,
and thus Lemma 4.1 yields that G is λ′-optimal.
Analogously, we conclude, that G is λ′-optimal, if
|X¯1| − 2 ≤ |X1|+ |NX¯1||NX1 | − 2|NX1|.
It remains the case that
|X1| − 2 ≥ |X¯1|+ |NX¯1||NX1 | − 2|NX¯1|+ 1 (4.3)
and
|X¯1| − 2 ≥ |X1|+ |NX¯1 ||NX1| − 2|NX1|+ 1. (4.4)
The inequalities (4.3) and (4.4) imply
|X¯1|+ |NX¯1 ||NX1| − 2|NX¯1 |+ 3 ≤ |X1| ≤ |X¯1| − 3− |NX¯1||NX1 |+ 2|NX1 |,
and thus
|X¯1|+ |NX¯1 ||NX1| − 2|NX¯1|+ 3 ≤ |X¯1| − 3− |NX¯1 ||NX1|+ 2|NX1|
⇔ 2|NX¯1||NX1| − 2|NX¯1| − 2|NX1 |+ 6 ≤ 0
⇔ |NX¯1||NX1| − |NX¯1| − |NX1|+ 3 ≤ 0
⇔ (|NX¯1| − 1)(|NX1| − 1) + 2 ≤ 0,
a contradiction to |NX1|, |NX¯1| ≥ 1.
Since we have discussed all possible cases the proof is complete. 2
Theorem 4.6 (Hellwig, Volkmann [31] 2004) Let G be a λ′-connected graph of
order n ≥ 10, minimum edge degree ξ and restricted edge-connectivity λ′. If |N(u) ∩
N(v)| ≥ 2 for all pairs u, v of nonadjacent vertices and
ξ ≤
⌊
n
2
⌋
+ 2,
then G is λ′-optimal.
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Proof. We follow the proof of Theorem 4.5 up to Case 2.
Case 2. Let X¯0 = ∅.
If |X| ≥ ξ or |X¯| ≥ ξ, then λ′ ≥ ξ and thus G is λ′-optimal. Now we assume
|X|, |X¯| ≤ ξ − 1.
Subcase 2.1. Let n be odd.
Assume that |X| ≥ |X¯|. This leads to |X| ≥ bn/2c + 1. If |X| ≥ bn/2c + 2, then we
obtain λ′ ≥ |X| ≥ bn/2c + 2 ≥ ξ and thus G is λ′-optimal.
It remains the case that |X| = bn/2c + 1, which implies |X¯| = bn/2c. If X2 6= ∅, then
λ′ ≥ |X|+ 1 ≥ bn/2c + 2 ≥ ξ and thus G is λ′-optimal. Now we assume that X2 = ∅.
Because of X = X1, |X| = λ′ = [X, X¯] = |X¯|+ 1 and X¯0 = ∅, it follows that |X¯2| = 1.
Next we shall prove that G[X¯] = Kbn/2c. Therefore we assume on the contrary that
there exists u, v ∈ X¯ such that uv /∈ E(G[X¯]). If u, v ∈ X¯1, then there exists a vertex
v′ with v′ ∈ N(v) ∩ X, uv′ /∈ E(G) and u, v′ do not have two common neighbors,
a contradiction. Analogously, if u ∈ X¯2 and v ∈ X¯1, then there exists a vertex u′
with u′ ∈ N(u) ∩ X, vu′ /∈ E(G) and v, u′ do not have two common neighbors, a
contradiction.
In a similar way, we deduce that uv ∈ E(G[X]) for all u, v ∈ N(X¯1) ∩ X and xy ∈
E(G[X]) for all x ∈ N(X¯1)∩X, y ∈ X. Therefore, G is isomorphic to one of the graphs
G′ or G′′, where the graph G′ is obtained by the disjoint union of the graphs H1 =
Kbn/2c+1 and H2 = Kbn/2c and bn/2c+1 additional edges such that |N(u)∩V (H2)| = 1
for all u ∈ V (H1) and 1 ≤ |N(v) ∩ V (H1)| ≤ 2 for all v ∈ V (H2). The graph
G′′ is the graph obtained from G′ by the removal of the edge uv ∈ E(H1), where
N(u) ∩ V (H2) = N(v) ∩ V (H2). Then, by using n(G′) ≥ 11, it follows that ξ(G′) ≥
2δ(G′)− 2 ≥ 2bn(G′)/2c − 2 = bn(G′)/2c+ 3 + bn(G′)/2c − 5 ≥ bn(G′)/2c+ 3, which
contradicts the hypothesis. Analogously, if n(G′′) ≥ 11, then ξ(G′′) ≥ bn(G′′)/2c + 3,
and again we have a contradiction.
Subcase 2.2. Let n be even.
In this case the hypothesis ξ ≤ bn/2c + 2 and |X|, |X¯| ≤ ξ − 1 imply |X|, |X¯| =
bn/2c = n/2. If |X2| ≥ 2 or |X¯2| ≥ 2, say |X2| ≥ 2, then λ′ ≥ n/2 + 2 ≥ ξ and thus
G is λ′-optimal. Now we assume |X2|, |X¯2| ≤ 1. Since X0, X¯0 = ∅, we conclude that
|X2| = |X¯2|. If |X2| = |X¯2| = 0, then we can show in a way analogous to the proof of
Case 2.1 that G = Kn/2 ⊕ Kn/2, which contradicts the hypothesis ξ ≤ bn/2c + 2, by
using n ≥ 10.
It remains the case that |X2| = |X¯2| = 1. Then, the graph G is isomorphic to the
graph, which is obtained from the Kn/2 ⊕ Kn/2 by adding an additional edge, which
contradicts the hypothesis ξ ≤ bn/2c+ 2, by using n ≥ 10.
Since we have discussed all possible cases, the proof is complete. 2
The following example shows that the condition for the order in Theorem 4.6 is
necessary.
Example 4.5 (Hellwig, Volkmann [31] 2004) We consider the graph G′ in the
proof of Theorem 4.6 with n(G′) = 9. The graph G′ fulfills the conditions of Theo-
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rem 4.6 with the exception of n(G′) ≥ 10. However, λ′(G′) ≤ 5 < 6 = 2 · 4 − 2 =
2δ(G′)− 2 = bn/2c + 2 = ξ(G′) and thus, G′ is not λ′-optimal.
Analogously, the graph G′′ in the proof of Theorem 4.6 with n(G′′) = 9 fulfills the
conditions of Theorem 4.6, with the exception of n(G′′) ≥ 10, but λ′(G′′) ≤ 5 < 6 =
2 · 4− 2 = 2δ(G′)− 2 = bn/2c+ 2 = ξ(G′′) and thus, G′′ is not λ′-optimal.
In order to show, that the condition for even n(G) is also necessary, we consider the
graph G = Kp⊕Kp, p ∈ {3, 4}. Then n(G) = 2p ≤ 8, ξ(G) = 2bn(G)/2c−2 ≤ bn/2c+2
and the graph G fulfills the conditions of Theorem 4.6 with the exception of n(G) ≥ 10.
However, λ′(G) ≤ bn(G)/2c < 2bn(G)/2c − 2 = ξ(G) and thus, G is not λ′-optimal.
The following example shows that the condition for ξ in Theorem 4.6 is best possible,
in the sense that ξ ≤ bn/2c+ 3 in Theorem 4.6 does not imply λ′-optimality.
Example 4.6 (Hellwig, Volkmann [31] 2004) Let H1 be a copy of the K2p−2, p ≥
2 with V (H1) = {x1, x2, . . . , x2p−2} and let H2 be a copy of the K2p with V (H2) =
{y1, y2, . . . , y2p}. The graph G is defined as the disjoint union of H1 and H2 and the
additional vertices u and v. Furthermore, we join H1 and H2 by the 2p− 2 new edges
xiyi, i = 1, 2, ..., 2p−2. Additionally, let uv, uy2p−1, uy2p, vy2p−1, vy2p, ux1, ux2, ..., uxp−1,
uxp, vxp, vxp+1, ..., vx2p−2 ∈ E(G). Then, n(G) = 4p, ξ(G) = ξ(uv) = d(u) +d(v)−2 =
p+3+p+2−2 = 2p+3 = bn(G)/2c+3 and each pair u, v of nonadjacent vertices satisfies
|N(u)∩N(v)| ≥ 2. However, it is easy to see that λ′(G) ≤ 2p+ 2 < 2p+ 3 = ξ(G) and
thus G is not λ′-optimal.
Theorem 4.7 (Hellwig, Volkmann [31] 2004) Let G be a λ′-connected graph of
order n satisfying |N(u) ∩ N(v)| ≥ 2 for all pairs u, v of nonadjacent vertices. If for
each triangle T there exists at least one vertex v ∈ V (T ) such that
d(v) ≥
⌊
n
2
⌋
+ 1,
then G is λ′-optimal.
Proof. We follow the proof of Theorem 4.4 up to Case 2.
Case 2. Let X¯0 = ∅.
We assume, without loss of generality, that |X| ≤ bn/2c.
Subcase 2.1. Let X1 = ∅.
In this case each vertex in X has at least two neighbors in X¯ and thus, according to
Corollary 4.1, G is λ′-optimal.
Subcase 2.2. Let |X1| ≥ 1 and let u be an arbitrary vertex in X1.
If there exists no edge with both endpoints in X1, then each vertex in N(u) ∩ X has
at least two neighbors in X¯. Hence, by applying Lemma 4.1 for an arbitrary edge
uv ∈ E(G[X]), we obtain the desired result.
Now we assume, that there exists an edge with both endpoints in X1, say e = uv.
Then d(u), d(v) ≤ bn/2c and thus the hypothesis implies d(y) ≥ bn/2c + 1 for all
y ∈ N(u) ∩N(v) ∩X, and thus each y ∈ N(u) ∩N(v) ∩X has at least two neighbors
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in X¯. Because of X0 = ∅ it follows that each z ∈ (N(u) \ N [v]) ∩ X and each w ∈
(N(v) \ N [u]) ∩ X has at least one neighbor in X¯. Hence, the edge uv satisfies the
condition of Lemma 4.1 and therefore, G is λ′-optimal. 2
Theorem 4.8 (Hellwig, Volkmann [31] 2004) Let G be a λ′-connected graph of
order n, minimum edge degree ξ and restricted edge-connectivity λ′. Furthermore G
satisfies |N(u) ∩N(v)| ≥ 1 for all pairs u, v of nonadjacent vertices. If
ξ ≤
⌊
n
2
⌋
and for each triangle T there exists at least one vertex v ∈ V (T ) such that
d(v) ≥
⌊
n
2
⌋
,
then G is λ′-optimal.
Proof. Let S be an arbitrary λ′-cut in G. Again, we will use the notations defined
before. By Observation 4.1, it follows dm(G) ≤ 2, which implies X0 = ∅ or X¯0 = ∅,
say X0 = ∅.
Case 1. Let |X| ≥ bn/2c.
Because of X0 = ∅, each xz ∈ X has at least one neighbor in X¯ and hence
λ′ = |[X, X¯]| ≥ |X| ≥ bn/2c ≥ ξ,
and thus λ′ = ξ.
Case 2. Let |X| ≤ bn/2c − 1.
If |X| = 2, then we are done. Now let |X| ≥ 3, and let uv be an edge in E(G[X]) such
that
ξG(uv) = min{ξG(e) : e ∈ E(G[X])}.
If d(x) ≥ bn/2c for each vertex x ∈ N(u)∩N(v)∩X, then each x ∈ N(u)∩N(v)∩X
has at least two neighbors in X¯. Hence, according to Lemma 4.1, G is λ′-optimal in
this case.
It remains the case that there exists a vertex x ∈ N(u) ∩ N(v) ∩ X with d(x) ≤
bn/2c−1. Since uvxu is a triangle, our hypothesis yields d(v) ≥ bn/2c or d(u) ≥ bn/2c,
say d(v) ≥ bn/2c. This leads to ξG(ux) < ξG(uv), a contradiction to our choice of the
edge uv. 2
The following example shows that the condition for ξ in Theorem 4.8 is best possible,
in the sense that ξ ≤ bn/2c+1 does not imply λ′-optimality, if G fulfills |N(u)∩N(v)| ≥
1 for all pairs u, v of nonadjacent vertices and for each triangle T there exists at least
one vertex v ∈ V (T ) such that d(v) ≥ bn/2c.
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Example 4.7 (Hellwig, Volkmann [31] 2004) Let H1 be a copy of the Kp, p ≥
3 with V (H1) = {x1, x2, . . . , xp} and let H2 be a copy of the K2p with V (H2) =
{y1, y2, . . . , y2p}. The vertex set of the graph G is defined as the disjoint union of
V (H1), V (H2) and p additional vertices z1, z2, ..., zp. Apart from E(H1) and E(H2),
the edge set of G contains all edges zixj, i = 1, 2, ..., p, j = 1, 2, ..., p and the edges z1z2,
z2z3. Furthermore, there exist the 2p edges xiyi, xiyp+i, i = 1, 2, ..., p in E(G). Then
n(G) = 4p, ξ(G) = ξ(z1z2) = d(z1)+d(z2)−2 = p+1+p+2−2 = 2p+1 = bn(G)/2c+1
and on each triangle lies a vertex with degree at least bn(G)/2c = 2p. However,
λ′(G) ≤ 2p < 2p+ 1 = ξ(G), and thus G is not λ′-optimal.
The following example shows that the condition for the triangles in Theorem 4.8 is
best possible, in the sense that the condition, that for each triangle T there exists at
least one vertex v ∈ V (T ) such that d(v) ≥ bn(G)/2c−1, does not imply λ′-optimality,
if G fulfills ξ(G) ≤ bn(G)/2c and |N(u) ∩ N(v)| ≥ 1 for all pairs u, v of nonadjacent
vertices.
Example 4.8 (Hellwig, Volkmann [31] 2004) Let H1, H2 be copies of the K2p−1, p ≥
2 with V (H1) = {x1, x2, . . . , x2p−1} and V (H2) = {y1, y2, . . . , y2p−1}. The vertex set of
the graph G is defined as the disjoint union of V (H1), V (H2) and the additional two
vertices u and v. The edge set of G is defined as the union of E(H1), E(H2) and
the additional edges uxi, i = 1, 2, ..., p, vxi, i = p, p + 1, ..., 2p − 1 and the edge uv.
Furthermore, there exist the 2p − 1 edges xpyi, i = 1, 2, ..., 2p − 1 in E(G). Then,
n(G) = 4p, ξ(G) = ξ(uv) = d(u) + d(v) − 2 = p + 1 + p + 1 − 2 = 2p = bn(G)/2c
and on each triangle lies a vertex with degree at least bn(G)/2c− 1 = 2p− 1. However,
λ′(G) ≤ 2p− 1 < 2p = ξ(G), and thus G is not λ′-optimal.
In the following, we will give examples, which show that the results in this subsec-
tion are independent of each other and of Theorem 1.22.
The following example shows that Theorem 4.4 is independent of Theorems 1.22,
4.5, 4.6, 4.7 and 4.8.
Example 4.9 (Hellwig, Volkmann [31] 2004) Let H1 be a copy of the K4p−7, p ≥
5 with V (H1) = {x1, x2, . . . , x4p−7} and let H2 be a copy of K3 with V (H2) = {y1, y2, y3}.
We define the vertex set of the graph G as the disjoint union of V (H1), V (H2) and four
additional vertices z1, z2, z3 and w. Apart from the edges in H1 and H2 there exist the
edges zix, i = 1, 2, 3, for all x ∈ (V (G) \ {z1, z2, z3}) and wxi, i = p− 1, p, ..., 4p− 7 in
E(G). Furthermore, we join the vertices yi, i = 1, 2, 3 with all vertices xi, i = 1, 2, ..., p−
2 by a new edge. Then n(G) = 4p, ξ(G) = d(y1) + d(y2) − 2 = p + 3 + p + 3 − 2 =
2p+4 > bn(G)/2c+2. For each vertex yi, i = 1, 2, 3 on the triangle y1y2y3y1 we observe
d(yi) = p+ 3 < bn(G)/2c.
Furthermore, there exist the nonadjacent vertices w, y1, which do not lie on a diamond
and which fulfill d(w) + d(y1) < n(G) + 1 .
Hence, Theorems 1.22, 4.5, 4.6, 4.7 and 4.8 do not show that G is λ′-optimal. But G
fulfills the conditions of Theorem 4.4 and thus, G is λ′-optimal.
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The next example shows that Theorem 4.5 is independent of Theorems 1.22, 4.4,
4.6, 4.7 and 4.8.
Example 4.10 (Hellwig, Volkmann [31] 2004) Let H1 be a copy of the K4p−6, p ≥
4 with V (H1) = {x1, x2, . . . , x4p−6} and let H2 be a copy of K3 with V (H2) = {y1, y2, y3}.
We define the vertex set of the graph G as the disjoint union of V (H1), V (H2) and
three additional vertices z1, z2 and w. Apart from E(H1) and E(H2), the edge set
of G contains the edges z1z2, zix, i = 1, 2 for all x ∈ V (G) \ {z1, z2} and wxi, i =
2p− 2, 2p− 1, ..., 4p− 6. Furthermore we join the vertices yi, i = 1, 2, 3 with all vertices
xj, j = 1, 2, ..., 2p − 4 by a new edge. Then n(G) = 4p, ξ(G) = d(y1) + d(y2) − 2 =
2(2p)−2 = 4p−2 > bn(G)/2c+2. In the triangle y1y2y3y1 a vertex with degree at least
bn(G)/2c + 1 does not exist and the nonadjacent vertices wy1 only have two common
neighbors, namely z1, z2, and thus d(w) +d(y1) < n(G) + 1. Therefore, Theorems 1.22,
4.4, 4.6, 4.7 and 4.8 do not show that G is λ′-optimal. But G fulfills the conditions of
Theorem 4.5 and thus G is λ′-optimal.
Now we present an example, which shows that Theorem 4.6 is independent of
Theorems 1.22, 4.4, 4.5, 4.7 and 4.8.
Example 4.11 (Hellwig, Volkmann [31] 2004) Let G′ be the graph obtained from
the graph G in Example 4.9 by removal of the edges between the vertices yi, i = 1, 2, 3
and the vertex xp−2 and the edge wz3.
Then n(G′) = 4p, ξ(G′) = d(y1)+d(y2)−2 = p+2+p+2−2 = 2p+2 = bn(G′)/2c+2. For
each vertex yi, i = 1, 2, 3 on the triangle y1y2y3y1, we observe d(yi) = p+2 < bn(G′)/2c.
Furthermore, there exist the nonadjacent vertices w, y1, which do not lie on a diamond
and have only two common neighbors, namely z1, z2, and thus d(w)+d(y1) < n(G
′)+1.
Hence, Theorems 1.22, 4.4, 4.5, 4.7 and 4.8 do not show that G′ is λ′-optimal. But G′
fulfills the conditions in Theorem 4.6 and thus, G′ is λ′-optimal.
The following example shows that Theorem 4.7 is independent of Theorems 1.22,
4.4, 4.5, 4.6 and 4.8.
Example 4.12 (Hellwig, Volkmann [31] 2004) Let G′ be the graph obtained by
adding the edges yix2p−3, i = 1, 2, 3 and by removal of the edge z1z2 in the graph G
in Example 4.10. Then n(G′) = 4p, and ξ(G′) = d(y1) + d(y2)− 2 = 2(2p + 1)− 2 =
4p > bn(G′)/2c + 2. Since d(x) ≥ bn(G′)/2c + 1 for all x 6= w, x ∈ V (G′), we ob-
serve that G′ fulfills the conditions of Theorem 4.7. Therefore, by Theorem 4.7 G′ is
λ′-optimal. But, the vertices w and y3 have only two common neighbors and they do
not lie on a diamond.
Hence, Theorem 1.22, 4.4, 4.5, 4.6 and Theorem 4.8 do not show that G′ is λ′-optimal.
The next example shows that Theorem 4.8 is independent of Theorems 1.22, 4.4,
4.5, 4.6 and 4.7.
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Example 4.13 (Hellwig, Volkmann [31] 2004) Let H1 be a copy of the K4p−3, p ≥
2 with V (H1) = {x1, x2, . . . , x4p−3} and let H2 be a copy of the K2 with V (H2) =
{y1, y2}. We define the vertex set of the graph G as the disjoint union of V (H1), V (H2)
and one additional vertex z. Apart from E(H1) and E(H2) the edge set of G contains
the edges yixj, i = 1, 2, j = 1, 2, ..., p and zxi, i = p, p + 1, ..., 4p− 3. Then n(G) = 4p,
ξ(G) = d(y1) + d(y2) = p + 1 + p + 1 − 2 = 2p = bn(G)/2c and the nonadjacent
vertices yi, i = 1, 2 and z have only one common neighbor, namely xp. Therefore, G
does not fulfill the conditions of Theorems 1.22, 4.4, 4.5, 4.6 and 4.7. But, since
d(x) ≥ bn(G)/2c for all x ∈ V (G), x 6= y1, y2, the graph G satisfies the conditions of
Theorem 4.8 and thus G is λ′-optimal.
4.3 Triangle-free graphs
Using Tura´n’s [49] bound 2m(G) ≤ n(G)2
2
for triangle-free graphs G, we obtain results,
which generalize the result of Fiol in Theorem 1.20.
Theorem 4.9 (Hellwig, Volkmann [33]) Let G be a λ′-connected triangle-free graph
of order n ≥ 4, minimum edge degree ξ, restricted edge-connectivity λ′ and degree se-
quence d1 ≥ d2 ≥ . . . ≥ dn = δ. If
max{1,δ−1}∑
i=1
dn−i ≥ max{1, δ − 1}1
2
(⌊
n
2
⌋
+ 2− 4
n− 3
)
,
then G is λ′-optimal.
Proof. Let S be an arbitrary λ′-cut. If X is the vertex set of a component from G−S
with minimum cardinality, then |X| ≤ bn/2c. If |X| = 2, then we are done. Now let
|X| ≥ 3. If δ ≥ |X|, then every vertex x ∈ X has at least one neighbor in X¯. Since G
is triangle-free, Lemma 2.1 leads to the desired result in this case. If δ ≤ |X| − 1, then
let u ∈ X such that d(u) = min{d(x) : x ∈ X}, and let v ∈ X be adjacent to u. Using
Tura´n’s bound and the inequality max{1, δ − 1} ≤ |X| − 2, the hypothesis yields
|[X, X¯]| ≥ ∑
x∈X
d(x)− |X|
2
2
≥ d(u) + d(v)− 2 + 2 + ∑
x∈X\{u,v}
d(x)− (|X|+ 2)(|X| − 2) + 4
2
≥ ξ(G) + 2 +
max{1,δ−1}∑
i=1
dn−i +
|X|−2∑
i=max{2,δ}
dn−i − (|X|+ 2)(|X| − 2) + 4
2
≥ ξ(G) + 2 + (|X| − 2)1
2
(⌊
n
2
⌋
+ 2− 4
n− 3 − |X| − 2
)
− 2
≥ ξ(G)− 2(|X| − 2)
n− 3 .
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Since λ′ = |[X, X¯]| and ξ are integers and 2(|X|− 2)/(n− 3) < 1, it follows that λ′ ≥ ξ
and thus, G is λ′-optimal. 2
Corollary 4.4 (Hellwig, Volkmann [33]) Let G be a λ′-connected triangle-free graph
of order n. If
d(x) ≥
⌈
1
2
⌊
n
2
⌋
+ 1
⌉
=
⌊
n+ 2
4
⌋
+ 1
for all vertices x in G with at most one exception, then G is λ′-optimal.
The following example shows that δ ≥ b(n+2)/4c does not guarantee λ′-optimality.
Example 4.14 (Hellwig, Volkmann [33]) Let Hi, i = 1, 2 be a copy of the complete
bipartite graph Kp,p+1, p ≥ 2 with
V (H1) = {x1, x2, . . . , xp} ∪ {y1, y2, . . . , yp+1}
and
V (H2) = {u1, u2, . . . , up} ∪ {v1, v2, . . . , vp+1}.
The graph G is defined as the disjoint union of H1 and H2 together with the p+1 edges
y1v1, y2v2, . . . , yp+1vp+1. See the figure below. Then, n(G) = 4p + 2, δ(G) = p + 1 =
b(n(G) + 2)/4c, and ξ(G) = 2p. However, it is easy to see that G is not λ′-optimal.
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Theorem 4.10 (Hellwig, Volkmann [33]) Let G be a λ′-connected bipartite graph
of order n ≥ 10, and minimum degree δ ≥ 3. If
d(x) + d(y) ≥ 2
⌊
n + 2
4
⌋
+ 2, (4.5)
for each pair x, y ∈ V (G) such that d(x, y) = 2, then G is λ′-optimal.
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Proof. Let S be an arbitrary λ′-cut, and let X be the vertex set of a component from
G−S with minimum cardinality. This implies |X| ≤ bn/2c. Let V ′ and V ′′ be the two
partition sets of G. We denote the set X ∩ V ′ by X ′ and X ∩ V ′′ by X ′′. We assume,
without loss of generality, that |X ′| ≤ |X ′′|. This leads to |X ′| ≤ bn/4c.
Case 1. Let |X ′| = bn/4c. Because of |X| ≤ bn/2c, it follows that bn/4c ≤ |X ′′| ≤
bn/4c+ 1.
Subcase 1.1. Let |X ′′| = bn/4c.
Subcase 1.1.1. There exists an edge e = x′x′′, x′ ∈ X ′, x′′ ∈ X ′′ such that |N(x′) ∩
X ′′| ≥ 3 and |N(x′′) ∩X ′| ≥ 3.
Let (N(x′′) ∩X ′) \ {x′} = {a1, a2, . . . , ak}.
If k = 2p is even, then, because of (4.5) and |X ′′| = bn/4c, there exist the p pairs
(a1, a2p), (a2, a2p−1), . . . , (ap, ap+1) such that
|N(ai) ∩ X¯|+ |N(a2p+1−i) ∩ X¯| ≥ 2
for i = 1, 2, . . . , p.
If k = 2p + 1 is odd, then, because of (1) and |X ′′| = bn/4c, there exists at least
one ai, say a2p+1, such that |N(a2p+1) ∩ X¯| ≥ 1, and, as above, we have
|N(ai) ∩ X¯|+ |N(a2p+1−i) ∩ X¯| ≥ 2
for i = 1, 2, . . . , p.
Hence, in both cases, we deduce that
|[(N(x′′) ∩X ′) \ {x′}, X¯]| ≥ |(N(x′′) ∩X ′) \ {x′}|. (4.6)
Analogously, we obtain
|[(N(x′) ∩X ′′) \ {x′′}, X¯]| ≥ |(N(x′) ∩X ′′) \ {x′′}|. (4.7)
The inequalities (4.6) and (4.7) imply for e = x′x′′ ∈ E(G[X])
|[X \ {x′, x′′}, X¯]| ≥ |N(x′) ∩ (X ′′ \ {x′′})|+ |N(x′′) ∩ (X ′ \ {x′})| (4.8)
and thus,
λ′(G) ≥ |N(x′) ∩ (X ′′ \ {x′′})|+ |N(x′′) ∩ (X ′ \ {x′})|
+ |N(x′) ∩ X¯|+ |N(x′′) ∩ X¯| = ξG(e) ≥ ξ(G),
and hence, G is λ′-optimal.
Subcase 1.1.2. The condition of Subcase 1.1.1 is not satisfied, but there exists an
edge e = x′x′′, x′ ∈ X ′, x′′ ∈ X ′′ such that, without loss of generality, |N(x′) ∩X ′′| ≥ 3
and |N(x′′) ∩X ′| ≤ 2.
If |(N(x′′) ∩X ′) \ {x′}| = 0 or |(N(x′′) ∩X ′) \ {x′}| = 1 with v′ ∈ (N(x′′) ∩X ′) \ {x′}
and |N(v′)∩ X¯| ≥ 1, then we also arrive at the inequalities (4.6) and (4.7), and we are
done.
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Now we consider the case |(N(x′′) ∩X ′) \ {x′}| = 1 with v′ ∈ (N(x′′) ∩X ′) \ {x′}
and |N(v′) ∩ X¯| = 0. The condition of this case leads to |N(v′′) ∩ X ′| ≤ 2 for each
v′′ ∈ (N(x′) ∩ X ′′) \ {x′′}. Therefore, according to (14.5) and n(G) ≥ 10, there exists
a pair of vertices u′′, w′′ ∈ (N(x′) ∩X ′′) \ {x′′} such that
|N(u′′) ∩ X¯|+ |N(w′′) ∩ X¯| ≥ 2
⌊
n+ 2
4
⌋
+ 2− 4 ≥ 4.
Similarly to Subcase 1.1.1, we obtain instead of (4.7) the stronger estimate
|[(N(x′) ∩X ′′) \ {x′′}, X¯]| ≥ |(N(x′) ∩X ′′) \ {x′′}|+ 1,
which leads to (4.8), and so to the desired result.
Subcase 1.1.3. Let |N(x′)∩X ′′| ≤ 2 and |N(x′′)∩X ′| ≤ 2 for each edge e = x′x′′, x′ ∈
X ′, x′′ ∈ X ′′.
Because of δ(G) ≥ 3, we conclude that |N(v′) ∩ X¯| ≥ 1 for v′ ∈ (N(x′′) ∩ X ′) \ {x′}
and |N(v′′) ∩ X¯| ≥ 1 for v′′ ∈ (N(x′) ∩ X ′′) \ {x′′}. Hence, the inequalities (4.6) and
(4.7) are valid, and we are done.
Subcase 1.2. Let |X ′′| = bn/4c + 1.
Because of bn/4c+ bn/4c+ 1 = |X ′|+ |X ′′| = |X| ≤ bn/2c, we observe that n = 4p+ 2
or n = 4p + 3 for an integer p. This implies 2b(n + 2)/4c + 2 = 2bn/4c + 4 and thus,
condition (4.5) is equivalent to
d(x) + d(y) ≥ 2
⌊
n
4
⌋
+ 4.
This inequality leads analogously to Subcase 1.1 to the desired result.
Case 2. Let |X ′| ≤ bn/4c − 1.
Subcase 2.1. There exists an edge e = x′x′′, x′ ∈ X ′, x′′ ∈ X ′′ such that |N(x′)∩X ′′| ≥
|N(x′′) ∩X ′| and |N(x′) ∩X ′′| ≥ 3.
Let (N(x′) ∩X ′′) \ {x′′} = {a1, a2, ..., ak}.
If k = 2p is even, then, because of (4.5) and |X ′| ≤ bn/4c − 1, there exist the p
pairs (a1, a2p), (a2, a2p−1), . . . , (ap, ap+1) such that
|N(ai) ∩ X¯|+ |N(a2p+1−i) ∩ X¯| ≥ 4
for i = 1, 2, . . . , p.
If k = 2p + 1 is odd, then, because of (4.5) and |X ′| = bn/4c − 1, there exist at
least one ai, say a2p+1 such that |N(a2p+1) ∩ X¯| ≥ 2, and, as above, we have
|N(ai) ∩ X¯|+ |N(a2p+1−i) ∩ X¯| ≥ 4
for i = 1, 2, . . . , p.
Hence, in both cases, we deduce that
|[(N(x′) ∩X ′′) \ {x′′}, X¯]| ≥ 2|(N(x′) ∩X ′′) \ {x′′}|.
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Because of |N(x′) ∩ X ′′| ≥ |N(x′′) ∩ X ′|, this leads again to (4.8), and hence G is
λ′-optimal.
Subcase 2.2. The condition of Subcase 2.1 is not satisfied, but there exists an edge
e = x′x′′, x′ ∈ X ′, x′′ ∈ X ′′ such that 2 ≥ |N(x′) ∩X ′′| ≥ |N(x′′) ∩X ′|.
If |N(x′) ∩X ′′| = 1, then (4) is trivial, and we are done.
Let now {v′′} = (N(x′) ∩ X ′′) \ {x′′}. Since the condition of Subcase 2.1 is not
satisfied, the hypothesis δ ≥ 3 implies |N(v′) ∩ X¯| ≥ 1 for v′ ∈ (N(x′′) ∩ X ′) \ {x′}.
Therefore, inequality (4.8) is fulfilled when |N(v′′) ∩ X¯| ≥ 1. It remains the case
that |N(v′′) ∩ X¯| = 0. Since δ ≥ 3 and |N(x′′) ∩ X ′| ≤ 2, there exists a vertex
u′ ∈ (N(v′′) ∩X ′) \N(x′′).
If |N(u′) ∩ X¯| ≥ 1, then we obtain
|[X \ {x′, x′′}, X¯]| ≥ 1 + µ = |N(x′) ∩ (X ′′ \ {x′′})|+ |N(x′′) ∩ (X ′ \ {x′})|,
with µ = 0 when |N(x′′) ∩X ′| = 1 and µ = 1 when |N(x′′) ∩X ′| = 2. Hence, we have
again inequality (4.8), and we are done.
If |N(u′) ∩ X¯| = 0, then there exists a pair of vertices u′′, w′′ ∈ N(u′) ∩ X ′,
u′′, w′′ 6= x′′, such that |N(u′′)∩X¯ |+ |N(w′′)∩X¯ | ≥ 2b(n+2)/4c+2−2(bn/4c−1) ≥ 4.
This yields immediately (4.8), and so the desired result.
Subcase 2.3. It is |N(x′′)∩X ′| > |N(x′)∩X ′′| for each edge e = x′x′′, x′ ∈ X ′, x′′ ∈ X ′′.
Subcase 2.3.1. Let |N(x′′) ∩X ′| ≥ 3.
This implies |N(v′) ∩X ′′| ≤ bn/4c − 1 for each v′ ∈ (N(x′′) ∩X ′) \ {x′} and thus, this
case can be proved analogously to Subcase 2.1.
Subcase 2.3.2. Let |N(x′′) ∩X ′| ≤ 2.
This case can be proved analogously to Subcase 2.2. 2
4.5 Graphs with given clique number
Using Tura´n’s [49] bound 2m(G) ≤ p−1
p
n(G)2 for graphs G satisfying ω(G) ≤ p, we
will prove an anlog to Theorem 1.14 for ω(G) ≥ 3.
Theorem 4.11 (Hellwig, Volkmann [33]) Let p ≥ 3 be an integer, and let G be
a λ′-connected graph of order n with clique number ω(G) ≤ p and degree sequence
d1 ≥ d2 ≥ . . . ≥ dn = δ. If
max{1,δ−2}∑
i=1
dn−i ≥ max{1, δ − 2}p− 1
p
(⌊
n
2
⌋
+ 2 +
p− 3
(p− 1) max{1, δ − 2}
)
,
then G is λ′-optimal.
Proof. Let S be an arbitrary λ′-cut. If X is the vertex set of a component from G−S
with minimum cardinality, then |X| ≤ bn/2c. If |X| = 2, then we are done. Now let
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|X| ≥ 3. If δ ≥ |X| + 1, then every vertex x ∈ X has at least two neighbors in X¯,
and Lemma 4.2 leads to the desired result. If δ ≤ |X|, then let u ∈ X such that
d(u) = min{d(x) : x ∈ X}, and let v ∈ X be adjacent to u. Using Tura´n’s bound and
the inequality 1 ≤ max{1, δ − 2} ≤ |X| − 2, the hypothesis yields
|[X, X¯]| ≥ ∑
x∈X
d(x)− p− 1
p
|X|2
≥ ∑
x∈X
d(x)− p− 1
p
[(|X| − 2)(|X|+ 2) + 4]
≥ d(u) + d(v) + 2− 2 + ∑
x∈X\{u,v}
d(x)− p− 1
p
[(|X| − 2)(|X|+ 2) + 4)]
≥ ξ(G) + 2 +
max{1,δ−2}∑
i=1
dn−i +
|X|−2∑
i=max{2,δ−1}
dn−i − p− 1
p
[(|X| − 2)(|X|+ 2) + 4]
≥ ξ(G) + 2 + (|X| − 2)p− 1
p
(⌊
n
2
⌋
+ 2 +
p− 3
(p− 1) max{1, δ − 2}
)
− p− 1
p
[(|X| − 2)(|X|+ 2) + 4]
≥ ξ(G) + 2 + (|X| − 2)p− 1
p
(⌊
n
2
⌋
+ 2 +
p− 3
(p− 1) max{1, δ − 2} − (|X|+ 2)
)
− 4p− 1
p
≥ ξ(G) + 2 + (|X| − 2) p− 3
pmax{1, δ − 2} − 4
p− 1
p
≥ ξ(G) + 2 + p− 3
p
− 4p− 1
p
≥ ξ(G)− 1 + 1
p
.
Since λ′(G) = |[X, X¯]| and ξ(G) are integers and 1/p > 0, it follows that λ′(G) ≥ ξ(G)
and thus G is λ′-optimal. 2
Corollary 4.5 (Hellwig, Volkmann [33]) Let p ≥ 3 be an integer, and let G be a
λ′-connected graph of order n with clique number ω(G) ≤ p and minimum deree δ. If
d(x) ≥ p− 1
p
(⌊
n
2
⌋
+ 2 +
p− 3
(p− 1) max{1, δ − 2}
)
for all vertices x in G with at most one exception, then G is λ′-optimal.
The next corollary is a slightly weaker version of Corollary 4.5.
68 4. Restricted edge-connectivity
Corollary 4.6 (Hellwig, Volkmann [33]) Let p ≥ 3 be an integer, and let G be a
λ′-connected graph of order n with clique number ω(G) ≤ p and minimum degree δ. If
⌊
n
2
⌋
≤
⌊
pδ
p− 1 −
p− 3
(p− 1) max{1, δ − 2}
⌋
− 2,
then G is λ′-optimal.
The following example shows that Corollary 4.6 is best possible, in the sense that
dn/2e ≤ d(pδ)/(p−1)− (p−3)/(p−1) max{1, δ−2}e−2 does not imply λ′-optimality.
Example 4.15 (Hellwig, Volkmann [33]) Let p ≥ 3 and k ≥ 2 be integers, and let
G be the graph obtained from two disjoint copies H1 and H2 of the complete p-partite
Kk,k,...,k by adding pk edges between H1 and H2 such that d(x) = (p− 1)k + 1 for each
x ∈ V (G). Then, n(G) = 2pk, δ(G) = (p− 1)k + 1 ≥ 3 and ω(G) ≤ p. Furthermore,⌈
n(G)
2
⌉
=
⌈
pδ(G)
p− 1 −
p− 3
(p− 1)(δ(G)− 2)
⌉
− 2,
because of⌈
pδ(G)
p− 1 −
p− 3
(p− 1)(δ(G)− 2)
⌉
− 2 =
⌈
p((p− 1)k + 1)
p− 1 −
p− 3
(p− 1)(k(p− 1)− 1)
⌉
− 2
= pk +
⌈
p
p− 1 −
p− 3
(p− 1)(k(p− 1)− 1)
⌉
− 2
= pk +
⌈
1 +
1
p− 1 −
p− 3
(p− 1)(k(p− 1)− 1)
⌉
− 2
= pk + 2− 2 = pk.
But it is obvious that λ′(G) ≤ pk < 2((p− 1)k + 1)− 2 = ξ(G) and consequently, G is
not λ′-optimal.
Chapter 5
p-q-restricted-edge-connectivity
5.1 Characterization of λp,q-connected graphs
Theorem 5.1 (Hellwig, Rautenbach, Volkmann [28]) Let p, q be integers, and
let G be a connected graph. The graph G is λp,q-connected if and only if there ex-
ist two disjoint vertex sets X, Y ⊆ V (G) such that G[X] and G[Y ] are connected,
|X| ≥ p and |Y | ≥ q.
Proof. Let G be a λp,q-connected graph and let S be a λp,q-cut of G. The graph G−S
consists of two components such that one component contains at least p vertices and
the other component contains at least q vertices. Hence for the vertex sets X and Y of
the two components of G− S the graphs G[X] and G[Y ] are connected, |X| ≥ p and
|Y | ≥ q.
Now if X, Y ⊆ V (G) are as in the statement of the theorem, then E(G)\(E(G[X])∪
E(G[Y ])) is a p-q-edge-cut and the proof is complete. 2
The special case p = q of Theorem 5.1 was proved by Bonsma, Ueffing and Volkmann
in [5]. We present two related results.
Proposition 5.1 (Hellwig, Rautenbach, Volkmann [28]) A connected graph G of
order n ≥ 5 is not λ2,3-connected if and only if G is a star.
Proof. Obviously, the star is not λ2,3-connected.
Now, if G with n ≥ 5 is not a star, then there are two disjoint edges uv, u′v′ ∈ E(G),
i.e. {u, v}∩{u′, v′} = ∅. Since G is connected and n ≥ 5, we can assume without loss of
generality that vw ∈ E(G) for some w ∈ V (G) \ {u, v, u′, v′} and E(G) \ {uv, u′v′, vw}
is a 2-3-edge-cut. 2
The λ2,2-connected and λ3,3-connected graphs were characterized in [17] and [5], re-
spectively.
70 5. p-q-restricted-edge-connectivity
Proposition 5.2 (Hellwig, Rautenbach, Volkmann [28]) A connected graph G of
order n and maximum degree δ is λ1,p-connected for all p ∈ N with p ≤ n − 1 and
λ1,p(G) ≤ ∆.
Proof. If u is a vertex of degree 1 in a spanning tree of G, then G[{u}] and G[V (G) \
{u}] are connected. Furthermore, the set of at most ∆ edges incident with u is a
1-p-edge-cut. 2
Chapter 6
Local-edge-connectivity
Most of the proofs in this Chapter are based on the following simple and well-known
lemma.
Lemma 6.1 Let u and v be a pair of vertices in the digraph or graph D. Then λ(u, v) ≥
q if and only if |(S, S¯)| ≥ q for all subsets S ⊂ V (D) such that u ∈ S and v ∈ S¯.
6.1 Digraphs having diameter 2
Theorem 6.1 (Hellwig, Volkmann [30] 2004) If D is a digraph with diameter at
most two, then
λ(u, v) = min{d+(u), d−(v)}
for all pairs u and v of vertices in D.
Proof. Let u and v be any two vertices ofD. As noted above, λ(u, v) ≤ min{d+(u), d−(v)}.
Next we will show that |(S, S¯)| ≥ min{d+(u), d−(v)} for all S ⊂ V (D) such that u ∈ S
and v ∈ S¯. Let S be such a set.
Case 1. |N+(x) ∩ S¯| ≥ 1 for all x ∈ S.
This implies
min{d+(u), d−(v)} ≤ |N+(u)| = |N+(u) ∩ S¯|+ |N+(u) ∩ S|
≤ |N+(u) ∩ S¯|+ ∑
x∈N+(u)∩S
|N+(x) ∩ S¯|
≤ ∑
x∈S
|N+(x) ∩ S¯| = |(S, S¯)|.
Case 2. There exists a vertex x ∈ S with |N+(x) ∩ S¯| = 0.
Since the diameter of D is at most two, it follows that |N−(y) ∩ S| ≥ 1 for all y ∈ S¯.
This leads to
min{d+(u), d−(v)} ≤ |N−(v)| = |N−(v) ∩ S|+ |N−(v) ∩ S¯|
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≤ |N−(v) ∩ S|+ ∑
y∈N−(v)∩S¯
|N−(y) ∩ S|
≤ ∑
y∈S¯
|N−(y) ∩ S| = |(S, S¯)|.
Now it follows from Lemma 6.1 that λ(u, v) ≥ min{d+(u), d−(v)}, and the proof of
Theorem 6.1 is complete. 2
Obviously Theorem 6.1 generalizes Theorem 1.23.
According to Observation 1.4, Theorem 6.1 also leads immediately to the following
sufficient condition for equality of edge-connectivity and minimum degree.
Corollary 6.1 (Hellwig, Volkmann [30] 2004) Let D be a digraph with arc-connectivity
λ and minimum degree δ. If dm(G) ≤ 2, then λ(D) = δ(D).
Corollary 6.2 (Hellwig, Volkmann [30] 2004) Let D be a digraph of order n, arc-
connectivity λ and minimum degree δ. If d+(x) + d−(y) ≥ n− 1 for all pairs of nonad-
jacent vertices x and y, then λ = δ.
Corollary 6.3 Let D be a digraph of order n, arc-connectivity λ and minimum degree
δ. If n ≤ 2δ + 1, then λ = δ.
From these three corollaries, it is easy to see, that Theorem 6.1 implies Theorem 1.4,
1.3 and 1.2.
6.2 p-partite digraphs
The next two theorems are improvements of Theorem 1.24, and their proofs are a little
bit shorter than that of Fricke, Oellermann and Swart in [22].
Theorem 6.2 (Hellwig, Volkmann [30] 2004) Let p be an integer with p ≥ 2 and
let D be a p-partite digraph of order n and minimum degree δ. If
n ≤ 2
⌊
pδ
p− 1
⌋
− 1,
then λ(u, v) = min{d+(u), d−(v)} for all pairs u and v of vertices in D.
Proof. Let u and v be any two vertices of D. As observed earlier, λ(u, v) ≤
min{d+(u), d−(v)}. In view of Lemma 6.1, it is enough to show that |(S, S¯)| ≥
min{d+(u), d−(v)} for all S ⊂ V (D) such that u ∈ S and v ∈ S¯.
Case 1. Let |S| ≤ n/2.
Then, the hypothesis implies
1 ≤ |S| ≤
⌊
pδ
p− 1
⌋
− 1 ≤ pδ
p− 1 − 1. (6.1)
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Since D is p-partite, the well known Theorem of Tura´n [49] (see also [53], p. 212) yields
|E(D[S])| ≤ |S|2(p− 1)/p, and hence we have
|(S, S¯)| ≥∑
y∈S
d+(y)− p− 1
p
|S|2 = ∑
y∈S
(d+(y)− δ) + |S|δ − p− 1
p
|S|2. (6.2)
If we define g(x) = −x2(p − 1)/p + δx, then, because of (3.1), we have to determine
the minimum of g in the interval I : 1 ≤ x ≤ pδ/(p− 1)− 1. It is easy to see that
min
x∈I
{g(x)} = g(1) = g
(
p
p− 1δ − 1
)
= δ − p− 1
p
.
This leads together with (3.2) to
|(S, S¯)| ≥∑
y∈S
(d+(y)− δ) + δ − p− 1
p
≥ d+(u)− δ + δ − p− 1
p
= d+(u)− p− 1
p
,
which yields the desired inequality |(S, S¯)| ≥ d+(u) ≥ min{d+(u), d−(v)}.
Case 2. Let |S¯| ≤ n/2.
Analogously to Case 1, we then obtain |(S, S¯)| ≥ d−(v) ≥ min{d+(u), d−(v)}, and the
proof is complete. 2
Corollary 6.4 (Volkmann [52] 1989) Let p ≥ 2 be an integer and let D be a p-
partite digraph of order n, minimum degree δ and arc-connectivity λ. If n ≤ 2bpδ/(p−
1)c − 1, then λ = δ.
Analogously to Theorem 6.2, one can prove the following common generalization of
a result by Dankelmann and Volkmann [11] and Theorem 1.24.
Theorem 6.3 (Hellwig, Volkmann [30] 2004) Let G be a graph of order n, mini-
mum degree δ without a complete subgraph of order p + 1, where p is an integer with
p ≥ 2. If
n ≤ 2
⌊
pδ
p− 1
⌋
− 1,
then λ(u, v) = min{d(u), d(v)} for all pairs u and v of vertices in G.
6.3 Bipartite digraphs
Theorem 6.4 (Hellwig, Volkmann [30] 2004) Let D be a bipartite digraph of or-
der n and minimum degree δ ≥ 2 with the bipartition V ′∪V ′′. If d(x)+d(y) ≥ (n+1)/2
for each pair of vertices x, y ∈ V ′ and each pair of vertices x, y ∈ V ′′, then λ(u, v) =
min{d+(u), d−(v)} for all pairs u and v of vertices in D.
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Proof. If u and v are two vertices of D, then λ(u, v) ≤ min{d+(u), d−(v)}. Next we
will show that |(S, S¯)| ≥ min{d+(u), d−(v)} for all S ⊂ V (D) such that u ∈ S and
v ∈ S¯. Let S be such a set.
Now let S1 ⊆ S and S¯1 ⊆ S¯ be the set of vertices incident with an arc of (S, S¯)
and define S0 = S − S1 and S¯0 = S¯ − S¯1. In addition, let S ′0 = S0 ∩ V ′, S ′1 = S1 ∩ V ′,
S ′′0 = S0∩V ′′, S ′′1 = S1∩V ′′, S¯ ′0 = S¯0∩V ′, S¯ ′1 = S¯1∩V ′, S¯ ′′0 = S¯0∩V ′′ and S¯ ′′1 = S¯1∩V ′′
(see the figure below).
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Clearly, |S1|, |S¯1| ≤ |(S, S¯)|. We assume, without loss of generality, that |V ′| ≤ |V ′′|
and so |V ′| ≤ n/2.
It seems likely that there is a symmetry between S and S¯; indeed, this is easily
observed later. Consequently we may proceed under the assumption that |S| ≤ n/2.
First, we show that min{|S ′0|, |S ′′0 |} ≤ 1 and min{|S ′′0 |, |S¯ ′′0 |} ≤ 1.
Suppose that |S ′0|, |S ′′0 | ≥ 2. Then it follows from the hypothesis that
|S ′′0 |+ |S ′′1 | ≥ |N+(S ′0)| ≥
n + 1
4
and |S ′0|+ |S ′1| ≥ |N+(S ′′0 )| ≥
n+ 1
4
.
This leads to the contradiction n/2 ≥ |S| = |S ′0|+ |S ′1|+ |S ′′0 |+ |S ′′1 | ≥ (n+ 1)/2.
Next suppose that |S ′′0 |, |S¯ ′′0 | ≥ 2. Then it follows from the hypothesis that
|S ′0|+ |S ′1| ≥ |N+(S ′′0 )| ≥
n+ 1
4
and |S¯ ′0|+ |S¯ ′1| ≥ |N+(S¯ ′′0 )| ≥
n + 1
4
.
This leads to the contradiction n/2 ≥ |V ′| = |S ′0|+ |S ′1|+ |S¯ ′0|+ |S¯ ′1| ≥ (n+ 1)/2.
Thus, it remains to investigate the three cases |S ′′0 | = 0, |S ′′0 | = 1, and |S ′′0 | ≥ 2 but
|S ′0| ≤ 1 and |S¯ ′′0 | ≤ 1.
Case 1. Let |S ′′0 | = 0.
Subcase 1.1. Let u ∈ S ′0.
Then N+(u) ⊆ S ′′1 , and so |(S, S¯)| ≥ d+(u) ≥ min{d+(u), d−(v)}.
Subcase 1.2. Let u ∈ S ′1.
Then N+(u) ⊆ S ′′1 ∪ S¯ ′′1 , and so |(S, S¯)| ≥ d+(u) ≥ min{d+(u), d−(v)}.
Subcase 1.3. Let u ∈ S ′′1 .
If |N+(u)∩ S ′0| = 0, or |N+(u)∩ S ′0| = 1 and |S ′′1 | ≥ 2, or 2 ≤ |N+(u)∩ S ′0| ≤ |S ′′1 | − 1,
then it is a simple matter to verify that |(S, S¯)| ≥ d+(u) ≥ min{d+(u), d−(v)}.
If |N+(u) ∩ S ′0| = 1 and |S ′′1 | ≤ 1, we contradict δ ≥ 2.
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In the remaining case, |N+(u) ∩ S ′0| ≥ 2 and |N+(u) ∩ S ′0| ≥ |S ′′1 |, it follows from the
hypothesis that |S ′′1 | ≥ (n + 1)/4 and therefore |S ′0| ≥ (n + 1)/4, a contradiction to
|S| ≤ n/2.
Case 2. Let |S ′′0 | = 1.
Subcase 2.1. Let u ∈ S ′0.
If |N+(u)∩S ′′0 | = 0, or |N+(u)∩S ′′0 | = 1 and |S ′1| ≥ 1, or |N+(u)∩S ′′0 | = 1, |S ′1| = 0, and
there exists a vertex w ∈ S ′′1 such that |N+(w)∩ S¯ ′1| ≥ 2, or |N+(u)∩S ′′0 | = 1, |S ′1| = 0,
|N+(x)∩ S¯ ′1| = 1 for all x ∈ S ′′1 , and there exists a vertex y ∈ S ′′1 such that y 6∈ N+(u),
then it is a simple matter to verify that |(S, S¯)| ≥ d+(u) ≥ min{d+(u), d−(v)}.
There remains the case that |N+(u)∩S ′′0 | = 1, |S ′1| = 0, |N+(x)∩ S¯ ′1| = 1 for all x ∈ S ′′1 ,
and S ′′1 −N+(u) = ∅.
Because of δ ≥ 2, we deduce that |S ′0| ≥ 2, and hence the hypothesis implies |S ′′1 | ≥
(n+1)/4−1. The same argument for a ∈ S ′′0 and b ∈ S ′′1 together with |N+(b)∩ S¯ ′1| = 1
leads to |S ′0| ≥ (n + 1)/4− 1/2. The assumption |S| ≤ n/2 yields
|S ′′1 | =
n+ 1
4
− 1 and |S ′0| =
n+ 1
4
− 1
2
,
however, since |S ′′1 | and |S ′0| are integers, this is impossible.
Subcase 2.2. Let u ∈ S ′′0 .
If |N+(u) ∩ S ′0| ≤ |S ′′1 |, then |(S, S¯)| ≥ d+(u) ≥ min{d+(u), d−(v)}. In the remaining
case, |N+(u)∩S ′0| ≥ |S ′′1 |+1 ≥ 2, it follows from the hypothesis that |S ′′1 | ≥ (n+1)/4−1
and so |S ′0| ≥ |N+(u) ∩ S ′0| ≥ (n + 1)/4. This contradicts the assumption |S| ≤ n/2.
Subcase 2.3. Let u ∈ S ′1.
If |N+(u) ∩ S ′′0 | = 0, or |N+(u) ∩ S ′′0 | = 1 and |S ′1| ≥ 2, or |N+(u) ∩ S ′′0 | = 1, |S ′1| = 1,
and there exists a vertex w ∈ S ′′1 such that |N+(w) ∩ S¯ ′1| ≥ 2, or |N+(u) ∩ S ′′0 | = 1,
|S ′1| = 1, |N+(x) ∩ S¯ ′1| = 1 for all x ∈ S ′′1 , and there exists a vertex y ∈ S ′′1 such that
y 6∈ N+(u), then |(S, S¯)| ≥ d+(u) ≥ min{d+(u), d−(v)}.
There remains the case that |N+(u)∩S ′′0 | = 1, |S ′1| = 1, |N+(x)∩ S¯ ′1| = 1 for all x ∈ S ′′1 ,
and S ′′1 −N+(u) = ∅.
Because of δ ≥ 2 and |S ′1| = 1, we observe that S ′′1 6= ∅. For a ∈ S ′′0 and b ∈ S ′′1 the
hypothesis and |N+(b) ∩ S¯ ′1| = 1 lead to |S ′0| ≥ (n+ 1)/4− 3/2.
If |S ′0| ≥ 2, then the hypothesis yields |S ′′1 | ≥ (n+ 1)/4− 1. Combining this with
the assumption |S| ≤ n/2, we obtain the contradiction
|S ′′1 | =
n+ 1
4
− 1 and |S ′0| =
n+ 1
4
− 3
2
.
In the remaining case, |S ′0| = 1, the inequality 1 = |S ′0| ≥ (n + 1)/4− 3/2 yields
n ≤ 9. In addition, it follows from |S| ≤ n/2 and |S| ≥ 4 that |S| = 4 and n = 8 or
n = 9, and thus |S ′′1 | = 1. Consequently, the vertices in S ′0 and S ′′0 are of degree two.
Since by the hypothesis there are no further vertices of degree two, we conclude that
d+(u) ≥ 3, and so |S¯ ′′1 | ≥ 1. From |S ′′1 | = 1 and |N+(x) ∩ S¯ ′1| = 1 for all x ∈ S ′′1 , we
deduce that |S¯ ′1| = 1. Since there are no further vertices of degree two, we see that S¯ ′0 6=
∅ and hence |S¯ ′′1 ∪ S¯ ′′0 | ≥ 3. This is a contradiction when n = 8. In the case n = 9, we
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obtain |S¯ ′0| = 1, S¯ ′′0 = ∅, |S¯ ′′1 | = 3, and thus |(S, S¯)| = 4 ≥ d−(v) ≥ min{d+(u), d−(v)}.
Subcase 2.4. Let u ∈ S ′′1 .
If |N+(u)∩S ′0| ≤ |S ′′1 |−1, then |(S, S¯)| ≥ d+(u) ≥ min{d+(u), d−(v)}. In the remaining
case, |N+(u) ∩ S ′0| ≥ |S ′′1 |, we discuss the two cases |S ′0| = 1 and |S ′0| ≥ 2.
If |S ′0| = 1, then the assumption |S ′′0 | = 1, leads to |S ′1| ≥ 1 and thus |S| ≥ 4 and
n ≥ 8. Furthermore, 1 = |S ′0| ≥ |N+(u) ∩ S ′0| ≥ |S ′′1 |, shows that |S ′′1 | = 1. If there is
a vertex x ∈ S ′1 such that x 6∈ N+(u) or |N+(x) ∩ S¯ ′′1 | ≥ 2, then |(S, S¯)| ≥ d+(u) ≥
min{d+(u), d−(v)}.
In the remaining case, the hypothesis yields for x ∈ S ′1 and y ∈ S ′0 the inequality
5 ≥ d(x)+d(y) ≥ (n+1)/2, and so n ≤ 9. As above, we obtain the desired result. If
|S ′0| ≥ 2, then |S ′′1 | ≥ (n+ 1)/4− 1, and so |S ′0| ≥ |N+(u)∩ S ′0| ≥ |S ′′1 | ≥ (n+ 1)/4− 1.
The assumption |S| ≤ n/2 implies S ′1 = ∅. Furthermore, |S ′′1 | ≥ 2, because otherwise
the vertices of S ′0 are of degree at most two, a contradiction to the hypothesis and
n ≥ 8. Consequently, |S| ≥ 5 and n ≥ 10.
If there exists a vertex x ∈ S ′′1 − {u} with only one positive neighbor in S¯ ′1, then
for a ∈ S ′′0 , it follows from the hypothesis that 2|S ′0|+ 1 ≥ d(x) +d(a) ≥ (n+ 1)/2, and
so |S ′0| ≥ (n+ 1)/4− 1/2. As |S| ≤ n/2, we obtain the contradiction
|S ′′1 | =
n+ 1
4
− 1 and |S ′0| =
n + 1
4
− 1
2
.
There remains the case that each vertex x ∈ S ′′1 − {u} has at least two positive
neighbors in S¯ ′1. If 2|S ′′1 | − 2 ≥ |S ′0|, then
|(S, S¯)| ≥ |N+(u) ∩ S¯ ′1|+ 2(|S ′′1 | − 1)
≥ |N+(u) ∩ S¯ ′1|+ |S ′0|
≥ d+(u) ≥ min{d+(u), d−(v)}.
If 2|S ′′1 | − 2 ≤ |S ′0| − 1, then |S ′0| ≥ 2|S ′′1 | − 1 ≥ (n + 1)/2− 3, and hence
n
2
≥ |S| = |S ′0|+ |S ′′1 |+ 1 ≥
n + 1
2
− 3 + n+ 1
4
.
However, this leads to the contradiction n ≤ 9.
Case 3. Let |S ′′0 | ≥ 2, |S ′0| ≤ 1, and |S¯ ′′0 | ≤ 1.
Because of |S ′0| ≤ 1, this case is analogous to the Cases 1. and 2.
The assumption |S| > n/2 leads to |S¯| ≤ n/2. If we consider d−(v) instead of d+(u),
then the case |S| > n/2 can be proved in a similar manner as the case |S| ≤ n/2. 2
Corollary 6.5 (Hellwig, Volkmann [30] 2004) Let G be a bipartite graph with the
bipartition V ′ ∪ V ′′ of order n and minimum degree δ ≥ 2. If d(x) + d(y) ≥ (n+ 1)/2
for each pair of vertices x, y ∈ V ′ and each pair of vertices x, y ∈ V ′′, then λ(u, v) =
min{d(u), d(v)} for all pairs u and v of vertices in G.
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Corollary 6.6 (Dankelmann, Volkmann [11] 1995) Let G be a bipartite graph of
order n, edge-connectivity λ, and minimum degree δ. If d(x) + d(y) ≥ (n+ 1)/2 for all
nonadjacent vertices x and y in G, then λ = δ.
Corollary 6.7 (Volkmann [51] 1988) Let G be a bipartite graph of order n, edge-
connectivity λ, and minimum degree δ. If n ≤ 4δ − 1, then λ = δ.
Example 6.1 (Hellwig, Volkmann [30] 2004) Let p ≥ 2 be an integer and let H1
and H2 be two copies of the complete bipartite graph Kp,p with the bipartitions
V (H1) = {x1, x2, . . . , xp} ∪ {x′1, x′2, . . . , x′p}
and
V (H2) = {y1, y2, . . . , yp} ∪ {y′1, y′2, . . . , y′p}.
We define the bipartite graph G as the union of H1 and H2 together with the new edges
x1y1, x2y2, . . . , xpyp. Then, G is of order n = 4p, δ(G) = p, and
d(x) + d(y) ≥ 2p = d(4p + 1)/2e − 1 = d(n+ 1)/2e − 1
for all pairs x and y of vertices in G. However,
λ(xi, yi) = p < min{d(xi), d(yi)} = p+ 1
for i = 1, 2, . . . , p. Consequently, G is not maximally local-edge-connected.
This example shows that the condition d(x) + d(y) ≥ (n+ 1)/2 in Corollary 6.5 as
well as in Theorem 6.4 is best possible.
The family of graphs in the next example will demonstrate that the condition δ ≥ 2
in Theorem 6.4 and Corollary 6.5 are necessary.
Example 6.2 (Hellwig, Volkmann [30] 2004) Let p ≥ 2 be an integer and let H
be the complete bipartite graph Kp,p−1 with the bipartition V (H) = {x1, x2, . . . , xp} ∪
{y1, y2, . . . , yp−1} and let w be a further vertex. We define the bipartite graph G as
the union of H and w together with the new edge wx1. Then, G is of order n = 2p,
δ(G) = 1, and
d(x) + d(y) ≥ p+ 1 ≥ (n+ 1)/2
for all pairs x and y of vertices which are contained in the same partite set of G.
However,
λ(x1, yi) = p− 1 < min{d(x1), d(yi)} = p
for i = 1, 2, . . . , p− 1. Consequently, G is not maximally local-edge-connected.
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Chapter 7
Vertex-connectivity
7.1 Graphs with given clique number - A general-
ization of a result by Topp and Volkmann
We start with a lower bound for κ(G), depending on the number of vertices, the
minimum degree and the clique number of the graph G.
Theorem 7.1 (Hellwig, Volkmann [35]) Let p ≥ 2 be an integer, and let G be a
connected, non-complete graph of order n, minimum degree δ, clique number ω and
vertex-connectivity κ. If ω ≤ p, then
κ ≥ 2p
p+ 1
δ − p− 1
p+ 1
n.
Proof. Let S be a minimum vertex-cut. We assume to the contrary that
κ = |S| < 2p
p+ 1
δ − p− 1
p+ 1
n.
We denote by X the vertex set of a component of G − S of smallest cardinality and
X¯ = V (G) \ (X ∪ S). Since G is not a complete graph, we have 1 ≤ |X| ≤ |X¯|. The
vertices in X have neighbors only in X and S, and thus δ(G[X]) ≥ δ − |S|, which
implies
2m(G[X]) ≥ |X|δ(G[X]) ≥ |X|(δ − |S|). (2.1)
Since ω ≤ p implies ω(G[X]) ≤ p, we can apply Tura´n’s Theorem, and thus
2m(G[X]) ≤ p− 1
p
|X|2.
Together with (2.1), we obtain
δ − |S| ≤ p− 1
p
|X| ⇔ |X| ≥ p
p− 1(δ − |S|).
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By using |X| ≤ |X¯|, we observe that
n = |X|+ |X¯|+ |S|
≥ 2|X|+ |S| ≥ 2 p
p− 1(δ − |S|) + |S|
=
2p
p− 1δ −
(
2p
p− 1 − 1
)
|S|
=
2p
p− 1δ −
p+ 1
p− 1 |S|
>
2p
p− 1δ −
p+ 1
p− 1
(
2p
p+ 1
δ − p− 1
p+ 1
n
)
= n,
which is a contradiction and the proof is complete. 2
Now, we will compare the result in Theorem 7.1 with the one in Theorem 1.26.
Observation 7.1 (Hellwig, Volkmann [35]) Let G be a connected, non-complete
graph of order n, clique number ω ≤ p, minimum degree δ, vertex-connectivity κ and
κ < δ. If δ <
(
1− p+1
p2
)
n, then
2pδ − n(2p− 3) < 2p
p+ 1
δ − p− 1
p+ 1
n,
and thus the bound in Theorem 7.1 is better than the one in Theorem 1.26.
Proof. We observe that
2pδ − 2pn+ 3n < 2p
p+ 1
δ − p− 1
p+ 1
n
⇔ (p+ 1)(2pδ − 2pn+ 3n) < 2pδ − (p− 1)n
⇔ (2p2 + 2p)δ − (2p2 − p− 3)n < 2pδ − (p− 1)n
⇔ 2p2δ < (2p2 − 2p− 2)n
⇔ δ <
(
1− p+ 1
p2
)
n.
2
In order to prove Theorem 1.26 for graphs with ω(G) ≤ p, we need the following
definition and lemma.
Definition 7.1 (Hellwig, Volkmann [35]) Let c ≥ 1 be an integer, and let H be an
induced complete subgraph of order c in an arbitrary graph G. By Nc(H), we denote the
set of vertices in V (G)\V (H), which are adjacent to all vertices in V (H). Furthermore,
if uv ∈ E(H), then we write Huv = H.
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Lemma 7.1 (Hellwig, Volkmann [35]) Let G be an arbitrary graph of order n and
minimum degree δ. Let v ∈ V (G).
a) Let c ≥ 1 be an integer. If there exists an induced complete subgraph H of order
c, then
|Nc(H)| ≥ δ − (c− 1)(n− δ).
b) Let c ≥ 2 be an integer. If δ − (c− 2)(n− δ) > 0, then for each edge uv ∈ E(G),
there exists an induced complete subgraph H of order c such that uv ∈ E(H).
Proof. a) We proceed by induction on c. First, we assume that c = 1. Let H be an
induced complete subgraph of order 1, say {a} = V (H). Clearly, |N1(H)| = |N(a)| ≥
δ = δ − (1− 1)(n− δ), our desired result for c = 1.
Now, let c ≥ 2 and let H be an induced complete subgraph of order c, and let v
be an arbitrary vertex in V (H). Then v has at least δ neighbors, from which c− 1 are
in V (H). The subgraph H ′ = H − v is an induced complete subgraph of order c − 1,
and thus by our induction hypothesis |Nc−1(H ′)| ≥ δ − (c − 2)(n − δ). Furthermore,
we observe that v ∈ Nc−1(H ′) and |N(v) \ V (H ′)| ≥ δ − c + 1. Altogether, we have
n− c ≥ δ − c+ 1 + |Nc−1(H ′)| − 1− |Nc(H)|, and thus by the induction hypothesis
|Nc(H)| ≥ δ + |Nc−1(H ′)| − n
≥ δ + δ − (c− 2)(n− δ)− n
= δ − (c− 1)(n− δ),
our desired result.
b) Let uv be an arbitrary edge in E(G). We proceed by induction on c. First,
let c = 2. Then G[{u, v}] is an induced complete subgraph of order 2 such that uv ∈
E(G[{u, v}]), our desired result for c = 2. Second, let c ≥ 3. By the induction hypothesis
there exists an induced complete subgraph H ′ of order c − 1 such that uv ∈ E(H ′).
According to a) and our hypothesis, we deduce that
|Nc−1(H ′)| ≥ δ − (c− 2)(n− δ) > 0.
Hence, there exists an induced complete subgraph H of order c with uv ∈ E(H). 2
With the help of Theorem 7.1, Observation 7.1 and Lemma 7.1 we can prove The-
orem 1.26 for graphs G with ω(G) ≤ p.
Theorem 7.2 (Hellwig, Volkmann [35]) Let p ≥ 2 be an integer, and let G be a
connected graph of order n, clique number ω, vertex-connectivity κ and minimum degree
δ. If ω ≤ p, and κ < δ, then
κ ≥ 2pδ − n(2p− 3).
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Proof. Let G be a connected graph with κ < δ.
Case 1. Let δ <
(
1− p+1
p2
)
n.
Since κ < δ, the graph G is not a complete graph, and thus we can apply Theorem 7.1.
According to Theorem 7.1 and Observation 7.1, we have
κ ≥ 2p
p+ 1
δ − p− 1
p+ 1
n > 2pδ − (2p− 3)n,
and thus the desired result.
Case 2. Let δ ≥
(
1− p+1
p2
)
n = p
2−p−1
p2
n.
Let S be a minimum vertex-cut. We denote by X the vertex set of a component of
G − S of smallest cardinality and X¯ = V (G) \ (X ∪ S). Since G is not a complete
graph, it is 1 ≤ |X| ≤ |X¯|.
Subcase 2.1. Let E(G[X]) = ∅.
For each vertex x ∈ X, we obtain N(x) ⊆ S, and thus κ = |S| ≥ δ, a contradiction.
Subcase 2.2. Let E(G[X]) 6= ∅, say ab ∈ E(G[X]).
First, let p ≥ 3. Since
δ − (p− 3)(n− δ)
= δ(p− 2)− (p− 3)n
≥ (p
2 − p− 1)(p− 2)
p2
n− (p− 3)n
=
p3 − 3p2 + p + 2
p2
n− p
3 − 3p2
p2
n
> 0,
there exists, by Lemma 7.1 b), an induced Kp−1, say H ′, such that ab ∈ E(H ′).
Furthermore, by Lemma 7.1 a), we observe that
|Np−1(H ′ab)| ≥ δ − (p− 2)(n− δ)
≥
(
p3 − 2p2 + 1
p2
− p
3 − 2p2
p2
)
n
=
n
p2
> 0.
It is easy to see that Np−1(H ′ab) ⊆ S ∪ X. If Np−1(H ′ab) ∩ X = ∅, then we define
H = H ′ − a + v, where v is an arbitrary vertex in Np−1(H ′ab). If Np−1(H ′ab) ∩X 6= ∅,
then define H = H ′.
Second, let p = 2. Then H = G[{a}] is an induced complete subgraph of order 1 such
that V (H) ⊆ S ∪X,Np−1(H) = N(a) ⊆ S ∪X,Np−1(H)∩X 6= ∅, since b ∈ N(a)∩X.
Thus, in each case, H is an induced complete subgraph with p − 1 vertices such that
V (H) ⊆ S ∪X,Np−1(H) ⊆ S ∪X,Np−1(H) ∩X 6= ∅ and by Lemma 7.1 a) we have
|Np−1(H)| ≥ δ − (p− 2)(n− δ).
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If there exists an edge in Np−1(H), then there exists an induced Kp+1 in G, a contradic-
tion to ω ≤ p. Thus E(G[Np−1(H)]) = ∅. Since Np−1(H)∩X 6= ∅ and Np−1(H) ⊆ S∪X,
we obtain
|S|+ |X| ≥ δ + |Np−1(H)|,
and thus |X| ≥ δ + |Np−1(H)| − |S|. Altogether, we have
n = |X|+ |X¯|+ κ
≥ 2|X|+ κ
≥ 2(δ + |Np−1(H)| − |S|) + |S|
= 2δ + 2|Np−1(H)| − |S|
≥ 2δ + 2(δ − (p− 2)(n− δ))− |S|
= 2pδ − (2p− 4)n− |S|.
This implies the desired result κ = |S| ≥ 2pδ − (2p− 3)n. 2
As a simple consequence of Theorem 7.2, we obtain the following result, which
generalizes Theorem 1.27.
Corollary 7.1 (Hellwig, Volkmann [35]) Let p ≥ 2 be an integer, and let G be
a connected graph of order n, minimum degree δ, clique number ω ≤ p and vertex-
connectivity κ. If
δ ≥ 2p− 3
2p− 1n,
then κ = δ.
Examples in [48] show that Corollary 7.1 is best possible for p-partite graphs and
thus also for graphs G with ω(G) ≤ p.
7.2 Diamond-free graphs
Theorem 7.3 (Dankelmann, Hellwig, Volkmann [14]) Let G be a connected
diamond-free graph of order n, minimum degree δ ≥ 3 and vertex-connectivity κ. If
κ < δ, then
κ ≥ 4δ − n.
Proof. Let S be a minimum vertex-cut of G. We denote the vertex set of a component
of G− S of smallest cardinality by W and we let W¯ = V (G)− (W ∪ S). Since κ < δ,
it follows that 1 ≤ |W | ≤ |W¯ |.
We now show that |S|+ |W | ≥ 2δ.
Case 1. There exists a vertex w ∈ W such that N(w) ⊆ W .
First, let |E(G[N(w)])| ≥ 1, say, u, v ∈ N(w) with uv ∈ E(G). Since G is diamond-
free, we observe that N(v) ∩ N [w] = {u, w} and N(u) ∩ N [w] = {v, w}, and thus
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|N(v) \N [w]|, |N(u) \N [w]| ≥ δ− 2 with (N(u)∩N(v)) \N [w] = ∅. Hence, we obtain
the inequality
|S|+ |W | ≥ |N [w] ∪ (N(v) \N [w]) ∪ (N(u) \N [w])|
≥ 1 + δ + 2(δ − 2)
≥ 2δ,
since δ ≥ 3.
Second, let E(G[N(w)]) = ∅ and let u be an arbitrary vertex in N(w). Since
E(G[N(w)]) = ∅, it follows that |N(u) \N [w]| ≥ δ− 1 with N(u) \N [w] ⊆ S ∪W , and
thus again |S|+ |W | ≥ 1 + δ + δ − 1 = 2δ.
Case 2. Each vertex in W has a neighbor in S.
Let w be an arbitrary vertex in W such that |N(w) ∩ S| is minimum. We define
N1 = N(w)∩ S, N2 = {u ∈ N(w) ∩W |N(u) ∩N1 6= ∅}, N3 = {u ∈ N(w) ∩W |N(u) ∩
N1 = ∅ and N(u)∩N(w) 6= ∅} and N4 = {u ∈ N(w)∩W |N(u)∩N(w) = ∅}. Clearly,
N(w) =
⋃4
i=1 Ni, Ni ∩Nj = ∅ for all i, j ∈ {1, 2, 3, 4}, i 6= j and
∑4
i=1 |Ni| = d(w) ≥ δ.
Since G is diamond-free, we observe:
i) |N1| ≥ |N2|
ii) N2, N4 are independent sets
iii) There exists no edge with one endpoint in N2 and one in N3 ∪N4.
iv) There exists no edge with one endpoint in N3 and one in N4.
v) Each vertex in N(w) has at most one neighbor in N(w).
First, we assume that N3 6= ∅, and thus |N3| ≥ 2, say, u, v ∈ N3 with uv ∈ E(G).
Then (N(u) \ N [w]) ∩ (N(v) \ N [w]) = ∅, |N(u) \ N [w]|, |N(v) \ N [w]| ≥ δ − 2 and
N(u), N(v) ∈ S ∪W , and thus |S|+ |W | ≥ 1 + δ + 2(δ − 2) ≥ 2δ.
Second, we assume that N4 6= ∅, say u ∈ N4. Since, by the definition of N4, vertex
u has no neighbors in N(w), we obtain |N(u) \N [w]| ≥ δ − 1, where N(u) ⊆ S ∪W .
Again we obtain |S|+ |W | ≥ 1 + δ + δ − 1 = 2δ.
Now we consider the remaining case that N3 = ∅ and N4 = ∅. Clearly, if N2 = ∅,
then |S| ≥ d(w) ≥ δ, a contradiction. Now let N2 6= ∅, say u ∈ N2. By the choice of
the vertex w and by v), we know that |Nu,S| ≥ |N1|− 1, where Nu,S = N(u)∩ (S \N1),
and thus |S| ≥ 2|N1| − 1. If |N1| > |N2|, then Nu,S ∩ N1 = ∅ and i) imply the
contradiction |S| ≥ 2|N1| − 1 ≥ |N1|+ |N2| = d(w) ≥ δ. Furthermore, if |Nu,S| ≥ |N1|,
S \ (N1 ∪ Nu,S) 6= ∅ or |N1| > δ/2 then |S| ≥ δ, a contradiction. It remains the case
that |N1| = |N2| = δ/2, |S| = δ − 1, and thus d(w) = δ and |Nu,S| = δ/2 − 1. If
|W | ≥ δ + 1, then we obtain the desired result |S|+ |W | ≥ 2δ, and we are done. Now
let |W | ≤ δ, and thus |W \ N [w]| ≤ δ/2 − 1. Let a be an arbitrary vertex in N2.
Since |N(a) ∩ N1| = 1, |N(a) ∩ (S \ N1)| ≤ |S \ N1| = δ/2 − 1, |N(a) ∩ N2| = 0 and
|N(a)| ≥ δ, we obtain |W \ N [w]| ≥ δ/2 − 1. Hence, |W \ N [w]| = δ/2 − 1 and each
7.2. Diamond-free graphs 85
vertex in N2 is adjacent to each vertex in W \ N [w]. Now we consider an arbitrary
vertex y in W \N [w]. By the choice of the vertex w, we know that |N(y)∩ S| ≥ |N1|,
and thus the vertex y has at least one neighbor in N1, say, y1. Since |N1| = |N2| and
by the definition of N2, the vertex y1 has a neighbor in N2, say, y2. By the above
observation, y2 is adjacent to y and thus G[{w, y, y1, y2}] is isomorphic to the diamond,
a contradiction.
Consequently, |S|+ |W | ≥ 2δ in each case and hence |W | ≤ |W¯ | ≤ n−2δ. It follows
that κ = |S| = |S|+ |W | − |W | ≥ 2δ − (n− 2δ) = 4δ − n, as desired. 2
Corollary 7.2 (Dankelmann, Hellwig, Volkmann [14]) Let G be a connected bi-
partite or C3-free graph of order n, minimum degree δ ≥ 3 and vertex-connectivity κ.
If κ < δ, then
κ ≥ 4δ − n.
Proof. Each bipartite graph and each C3-free graph is diamond-free, since it does not
contain C3’s as subgraphs, and thus Theorem 7.3 yields the desired result. 2
As a simple consequence of Theorem 7.3 and Corollary 7.2 we obtain the following
corollary.
Corollary 7.3 (Dankelmann, Hellwig, Volkmann [14]) Let G be a connected
diamond-free, bipartite or C3-free graph of order n, minimum degree δ ≥ 3 and vertex-
connectivity κ. If
n ≤ 3δ,
then κ = δ.
The following example shows that Corollary 7.3 is best possible in the sense that,
for bipartite (and thus C3- and diamond-free) graphs G, n(G) ≤ 3δ(G) + 1 does not
necessarily imply κ(G) = δ(G).
Example 7.1 (Dankelmann, Hellwig, Volkmann [14]) Let q be an integer and
let G be the graph with 6q + 1 vertices in which the vertex set is partitioned into sets
V1 and V2, where |V1| = 3q + 1 and |V2| = 3q. In addition, the set Vi is partitioned
into three sets Si, Vi,1 and Vi,2 (i = 1, 2), where |S1| = q − 1, S2 = q, |V1,j| = q + 1 and
|V2,j| = q for j = 1, 2. The edge set of G is
E(G) = {v1v2 | v1 ∈ V1 and v2 ∈ V2}
\
(
{v1v2 | v1 ∈ V1,1 and v2 ∈ V2,2} ∪ {v1v2 | v1 ∈ V1,2 and v2 ∈ V2,1}
)
.
Hence, it follows that δ(G) = 2q. Furthermore, the graph G is bipartite, which implies
that G is C3-free, and thus diamond-free.
The graph G satisfies n(G) = 3δ(G) + 1, but since S1 ∪ S2 is a vertex-cut, we have
κ(G) ≤ |S1 ∪ S2| = 2q − 1 = δ(G)− 1 < δ(G).
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7.3 C4-free graphs
The following proposition is well known and can be found, for example, in [41].
Proposition 7.1 Let G be a C4-free graph of order n and minimum degree δ. Then
n ≥ δ2 − δ + 1.
Proposition 7.2 (Dankelmann, Hellwig, Volkmann [14]) Let G be a C4-free
graph of order n and minimum degree δ. If for each vertex v of G there exist at
least b vertices that have no neighbor in common with v, then
n ≥ δ2 − δ + 1 + b.
Proof. Denote the number of subgraphs K1,2 of G by k. Since G is C4-free, any two
subgraphs K1,2 have different sets of end vertices. At least
bn
2
(unordered) sets are not
the set of end vertices of a K1,2. Hence
k ≤
(
n
2
)
− bn
2
.
Let d1, d2, . . . , dn be the degree sequence of G, where d1 ≥ d2 ≥ . . . ≥ dn. Then
k =
n∑
i=1
(
di
2
)
≥ n
(
δ
2
)
.
The last two inequalities imply the desired result.
Proposition 7.1 follows by setting b = 0. 2
Theorem 7.4 (Dankelmann, Hellwig, Volkmann [14]) Let G be a connected C4-
free graph of order n, minimum degree δ ≥ 2 and vertex-connectivity κ. If κ < δ,
then
κ ≥
{
2δ2 − 2δ + 2− n if δ is even,
2δ2 − 2δ + 4− n if δ is odd.
Proof. We define the vertex sets S,W and W¯ as in the proof of Theorem 7.3. Since
κ < δ, it follows that 1 ≤ |W | ≤ |W¯ |.
Case 1. N(w) ∩ S 6= ∅ for all w ∈ W .
Choose a vertex v ∈ W for which |N(v) ∩ S| =: x is minimum. Then v has at least
δ − x neighbors in W and each such neighbor has at least x neighbors in S. Since G
is C4-free, no two neighbors of v have a common neighbor in S, hence
x(δ − x) ≤ |S| ≤ δ − 1. (7.1)
Since 1 ≤ x ≤ δ− 1, inequality 7.1 implies that either x = 1 or x = δ− 1. If x = δ− 1,
then |S| = δ − 1 and each vertex in W is adjacent to each vertex in S, implying that
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G contains a C4 or that W has only one vertex, a contradiction. Thus x = 1 and
|S| = δ − 1.
Suppose now that there exists a vertex w ∈ W with |N(w) ∩ S| ≥ 2. Let v ′ ∈ W be a
neighbor of w. As above, with now v′ playing the role of v, we obtain x(δ − x) + 1 ≤
|S| ≤ δ − 1, a contradiction. We conclude that each vertex in W has exactly one
neighbor in S.
Let S = {v1, v2, . . . , vδ−1} and, for i = 1, 2, . . . , δ−1 let Wi be the set of neighbors of vi
in W . By the above, the Wi form a partition of W . Since G is C4-free, each w ∈ W has
at most one neighbor in Wi for i = 1, 2, . . . , δ−1. Since w has degree at least δ, it follows
that each vertex w ∈ W has exactly one neighbor in S and in each of W1,W2, . . . ,Wδ−1.
Hence G[W ] is (δ − 1)-regular, the induced graph G[Wi] has a perfect matching, and
there is a perfect matching between Wi and Wj for i, j ∈ {1, 2, . . . , δ − 1}. Therefore,
|Wi| is even and |Wi| = |Wj| for i, j ∈ {1, 2, . . . , δ − 1}. Thus
|W | is a multiple of 2(δ − 1). (7.2)
We show the following lower bound on |W |.
|W | ≥
{
(δ − 1)δ if δ is even,
(δ − 1)(δ + 1) if δ is odd.
Since G[W ] is (δ−1)-regular and C4-free, Proposition 7.1 yields |W | ≥ (δ−1)(δ−2)+1.
This bound, in conjunction with (7.2), implies the statement for the case that δ is even.
Now assume that δ is odd. By Proposition 7.1 and (7.2), we have |W | ≥ (δ − 1)2. In
view of (7.2), it suffices to show that the inequality is strict. Suppose to the contrary
that |W | = (δ − 1)2. Consider a vertex w ∈ Wi. By the above, w has exactly
one neighbor in wj ∈ Wj for j = 1, 2, . . . , δ − 1. Let Hw be the graph induced by
{w1, w2, . . . , wδ−1}. Vertex wi is isolated in Hw since otherwise some vertex in G[W ]
would have two neighbors in Wi. Now Hw has maximum degree 1, otherwise G is C4-
free, and an even number of vertices. Therefore, the number of isolates of Hw is even
and Hw contains an isolate wk 6= wi. There are at least δ− 1 vertices, namely those in
(Wi ∪ {wk})−{w}, which have no common neighbor with w in G[W ]. Proposition 7.2
applied to G[W ], with b = δ − 1, now yields
(δ − 1)2 = |W | ≥ (δ − 1)2 − (δ − 1) + 1 + (δ − 1),
a contradiction. Hence our assumption |W | = (δ− 1)2 is false and |W | ≥ (δ− 1)(δ+ 1)
follows.
With |S| = κ = δ − 1, |W | ≤ W¯ | and the above bound on |W |, we obtain
n+ κ− 2(δ − 1) = |W |+ |W¯ | ≥
{
2δ2 − 2δ if δ is even,
2δ2 − 2 if δ is odd,
which implies the Theorem.
Case 2. There exists a vertex w ∈ W such that N(w) ⊆ W .
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Then
⋃
u∈N(w) N(u) ⊆ W ∪S. Since G is C4-free, the sets N(u)−{w} are disjoint. We
deduce that
|W |+ |S| ≥ | ⋃
u∈N(w)
N(u)| = 1 + | ⋃
u∈N(w)
(N(u)− {w})| ≥ 1 + δ(δ − 1).
If δ is odd, then the above inequality is strict, since otherwise each neighbor of w is
adjacent to some other neighbor of w and the handshake lemma yields the existence
of a neighbor of w adjacent to two other neighbors of w, and G contains C4. Hence, if
δ is odd,
|W |+ |S| ≥ δ2 − δ + 2.
Analogously, we arrive at
|W¯ |+ |S| ≥ δ2 − δ + 1
and
|W¯ |+ |S| ≥ δ2 − δ + 2.
if δ is odd. It follows that, for even δ,
n ≥ |W |+ |W¯ |+ |S| = |W |+ |W¯ |+ 2κ− κ ≥ 2δ2 − 2δ + 2− κ,
and thus the inequality
κ ≥ 2δ2 + 2− 2δ − n.
Analogously, we obtain the desired inequality if δ is odd. 2
Corollary 7.4 (Dankelmann, Hellwig, Volkmann [14]) Let G be a connected C4-
free graph of order n, minimum degree δ ≥ 2 and vertex-connectivity κ. If
n ≤
{
2δ2 − 3δ + 2 if δ is even,
2δ2 − 3δ + 4 if δ is odd,
then κ = δ.
It is easy to see that the bound in Corollary 7.4 is sharp for δ = 2. The following
example will show that Corollary 7.4 and Theorem 7.4 is best possible also for δ = 3.
Example 7.2 (Dankelmann, Hellwig, Volkmann [14]) Let G be the C4-free graph
shown in the figure below. Then n(G) = 14, δ(G) = 3 and κ(G) = 2. Thus Theorem
7.4 and Corollary 7.4 are best possible for δ = 3.
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In the case that δ ≥ 4, the bound in Corollary 7.4 is not sharp. For example,
if δ = 4, then a tedious case analysis shows that κ = δ = 4 for n ≤ 28. But this
improvement of Corollary 7.4 may not be worth the additional effort. However, the
4-regular, C4-free graph G in the figure below shows that this bound is sharp, because
n(G) = 29 and κ(G) = 3.
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It seems to be very difficult to find the correct bounds in Corollary 7.4 for δ ≥ 5.
However, the next example will show that Corollary 7.4 is asymptotically best possible.
The following graph G is based on a well known construction (see for example [23])
of a C4-free graph H of order q
2 + q + 1, where q is a prime power. For completeness,
we give the construction of the graph H. Let Fq be the finite field of order q and let
F 3q be the vector space, over Fq, of triples of elements of Fq. Let H be the graph whose
vertices are the one-dimensional subspaces of F 3q . Now F
3
q contains exactly q
3− 1 non-
zero vectors, each one-dimensional subspace contains exactly q − 1 non-zero vectors,
and any two distinct one-dimensional subspaces have only the zero-vector in common.
Hence F 3q has (q
3 − 1)/(q − 1) = q2 + q + 1 one-dimensional subspaces and so H has
order q2 + q + 1. Two vertices u and v of H are defined to be adjacent if they are, as
subspaces, orthogonal. Let u be a vertex of H. Since the orthogonal complement of
the subspace u, denote it by u, is a subspace of dimension 2, it has q2 − 1 non-zero
elements. Since each one-dimensional subspace has q − 1 non-zero elements, u has
(q2−1)/(q−1) = q+1 subspaces of dimension 1, and so u has degree q+1. Therefore,
H is (q+1)-regular. Moreover, any two distinct vertices u and v of H have exactly one
common neighbor. To see this, observe that a common neighbor of u and v is orthogo-
nal to both, u and v, and is thus in the orthogonal complement of the two-dimensional
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subspace generated by the union of u and v. Now the orthogonal complement of a
subspace of dimension 2 has dimension 1 and hence contains exactly one subspace of
dimension 1, the unique common neighbor of u and v. Therefore, any two vertices have
a unique common neighbor, which implies that H is C4-free.
Now consider the graph G obtained from two disjoint copies of H by choosing two
vertices, one from each copy, and identifying them to a new vertex v. Clearly, G is a
C4-free graph order n = 2q
2 + 2q + 1 and minimum degree δ = q + 1 and connectivity
κ(G) = 1 = 2δ2 + 2− 2δ − n.
Chapter 8
p-q-restricted-vertex-connectivity
8.1 Characterization of κqp-connected graphs
Theorem 8.1 (Hellwig, Rautenbach, Volkmann [28]) Let G be a connected graph
and p, q ∈ N. The graph G is κp,q-connected if and only if there exist two disjoint vertex
sets X, Y ⊆ V (G) such that
a) [X, Y ] = ∅,
b) |X| ≥ p and |Y | ≥ q and
c) G[X] and G[Y ] are connected.
Proof. If G is κp,q-connected, then there exists a κp,q-cut S such that one component
C1 of G− S contains at least p vertices and another component C2 of G− S contains
at least q vertices. If X = V (C1) and Y = V (C2), then the conditions a), b) and c)
obviously hold.
Conversely, if X and Y are as in the statement of the theorem, then N(X) is a
p-q-vertex-cut and hence G is κp,q-connected. 2
We will now give characterizations of the κ1,2-connected and κ1,3-connected graphs.
Proposition 8.1 (Hellwig, Rautenbach, Volkmann [28]) Let G be a connected
graph with |V (G)| ≥ 4. The graph G is not κ1,2-connected if and only if G is a complete
multipartite graph.
Proof. We consider the following equivalences.
G is not κ1,2(G)-connected
⇔ {u, v} ∩N(w) 6= ∅ for each edge e = uv ∈ E(G) and each vertex w ∈ V (G)
⇔ G¯ contains no induced K1,2
⇔ all components of G¯ are complete
⇔ G is a complete multipartite graph 2
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Proposition 8.2 (Hellwig, Rautenbach, Volkmann [28]) Let G be a connected
graph with |V (G)| ≥ 5. The graph G is not κ1,3-connected if and only if the complement
G¯ of G is claw-free and paw-free (cf. Figure 1) if and only if each component H of the
complement G¯ satisfies
a) |V (H)| ≤ 3 or
b) H is a path or
c) H is a cycle or
d) H is a complete multipartite graph where each partite set contains at most two
vertices.
Proof. We consider the following equivalences.
G is not κ1,3(G)-connected
⇔ each vertex v ∈ V (G) is adjacent to at least one vertex of every connected subgraph
induced by three vertices a, b, c 6= v
⇔ G¯ is claw-free and paw-free
The rest of the statement follows from an explicit characterization of claw- and
paw-free graphs given by Faudree, Flandrin and Ryja´cˇek in [20]. 2
8.2 Properties of κ1,2
Let G be a κ1,2-connected graph. It follows from Proposition 5.1 and 8.1 that G is also
λ2,2-connected.
Observation 1.5 and Theorem 9.1 imply κ(G) ≤ κ1,2(G) ≤ |V (G)|−3 and κ1,2(G) ≤
λ2,2(G). In this section we will characterize the extremal graphs for these three inequal-
ities.
By Observation 1.5, if κ(G) < δ(G), then G is not super-κ and thus κ1,2(G) = κ(G).
Furthermore, if κ(G) = δ(G) and there is a vertex u ∈ V (G) with d(u) = δ(G) such
that V (G) \ N [u] is not an independent set, then N(u) is a 1-2-vertex-cut of G and
thus κ1,2(G) = κ(G).
These observations motivate the following decomposition of the graph.
Definition 8.1 (Hellwig, Rautenbach, Volkmann [28]) Let G be a κ1,2-connected
graph. Let δ0 = 0 and let
δ(G) = δ1 ≤ δ2 ≤ ... ≤ δl = ∆(G)
be such that
{δ1, δ2, ..., δl} = {d(u) : u ∈ V (G)}.
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Let 0 ≤ i ≤ l − 1 be maximum such that for every vertex u ∈ V (G) with d(u) ≤ δi the
set V (G) \N [u] is an independent set of vertices. Note that i is well-defined, since G
is κ1,2-connected. Let
V≤ = {u ∈ V (G) : d(u) ≤ δi} and V> = V (G) \ V≤.
Note that the partition V (G) = V≤ ∪ V> can easily be found in polynomial time for a
given κ1,2-connected graph G.
Theorem 8.2 (Hellwig, Rautenbach, Volkmann [28]) Let G be a κ1,2-connected
graph.
a) G[V≤] is a complete multipartite graph and uv ∈ E(G) for every u ∈ V≤ and
every v ∈ V> (cf. Figure 2).
b) Every 1-2-vertex-cut contains V≤.
c) κ1,2(G) = |V≤|+ κ1,2(G[V>]) and κ1,2(G[V>]) = κ(G[V>]).
Proof. a) If u and v are two non-adjacent vertices in V≤, then v ∈ V (G) \ N [u],
u ∈ V (G) \ N [v] and the sets V (G) \ N [u] and V (G) \ N [v] are independent. Hence
N(u) ⊆ N(v) and N(v) ⊆ N(u) which implies N(u) = N(v). This easily implies that
G[V≤] is a complete multipartite graph.
If uv 6∈ E(G) for some u ∈ V≤ and some v ∈ V>, then d(u) < d(v) implies that
N(v) \N(u) 6= ∅. This implies the contradiction that V (G) \N [u] is not independent.
b) Let S be a 1-2-vertex-cut. We assume V≤ 6⊆ S. If V> ⊆ S, then G − S is either
a connected multipartite graph or all components of G − S are isolated vertices. If
V> 6⊆ S, then G− S is connected. This contradicts the choice of S and proves b).
c) Let S be a 1-2-vertex-cut. By b), S> = S \ V≤ is a 1-2-vertex-cut of G[V>].
Conversely, if S> is a 1-2-vertex-cut of G[V>], then S = S> ∪ V≤ is a 1-2-vertex-cut
of G. This implies κ1,2(G) = |V≤|+κ1,2(G[V>]). Now the remarks just before Definition
8.1 imply κ1,2(G[V>]) = κ(G[V>]) and the proof is complete. 2
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Corollary 8.1 (Hellwig, Rautenbach, Volkmann [28]) If G is a κ1,2-connected
graph, then κ1,2(G) = κ(G) if and only if κ(G) = |V≤|+ κ(G[V>]).
We now turn our attention to the inequality κ1,2(G) ≤ |V (G)| − 3.
Theorem 8.3 (Hellwig, Rautenbach, Volkmann [28]) Let G be a κ1,2-connected
graph. The graph G satisfies κ1,2(G) = |V (G)| − 3 if and only if each component of
the complement G¯ of G is either a complete graph or a path or a cycle with at least 5
vertices.
Proof. First, we assume that κ1,2(G) = |V (G)| − 3. By Theorem 8.2, we have
κ(G[V>]) = |V>| − 3. By Whitney’s inequality, this implies δ(G[V>]) ≥ |V>| − 3 and
hence ∆(G¯[V>]) ≤ 2. Therefore, all components of G¯[V>] are either paths or cycles. If
G¯[V>] has a component H which is a cycle with four vertices, then V (G) \ V (H) is a
1-2-vertex-cut of cardinality |V (G)|− 4 which is a contradiction. By Theorem 8.2, this
easily implies the first half of the theorem. Now, let each component of G¯ be either a
complete graph or a path or a cycle with at least 5 vertices. Let S be a κ1,2-cut of G.
Let uv be an edge in a component of G−S and let w be a vertex in another component
of G − S. If |S| ≤ |V (G)| − 4, then there is a vertex x ∈ V (G) \ ({u, v, w} ∪ S). It
follows easily from the structure of G¯ that w ∈ N(x) and N(x)∩ {u, v} 6= ∅ which is a
contradiction. Hence |S| = κ1,2(G) = |V (G)| − 3 and the proof is complete. 2
Corollary 8.2 (Hellwig, Rautenbach, Volkmann [28]) Let G be a κ1,2-connected
graph. The graph G satisfies κ1,2(G) = |V (G)| − 3 if and only if the complement G¯ of
G is claw-, paw-, diamond- and C4-free (cf. Figure 1).
Proof. Using Theorem 8.3 this follows easily from the explicit characterization of
claw- and paw-free graphs given by Faudree, Flandrin and Ryja´cˇek in [20]. 2
The following theorem will allow us to characterize the κ1,2-connected graphs G
with κ1,2(G) = λ2,2(G).
Theorem 8.4 (Hellwig, Rautenbach, Volkmann [28]) Let G be a κ1,2-connected
graph such that V≤ 6= ∅. Then either λ2,2(G) ≥ |V (G)| − 2 or λ2,2(G)−κ1,2(G) ≥ |V≤|.
In both cases, κ1,2(G) < λ2,2(G).
Proof. Let S be a κ1,2-cut of G and let
θ = min {|N({a, b}) ∩ V>| : ab ∈ E(G[V>])} .
If ab ∈ E(G[V>]) is an edge in a component of G−S, then N({a, b}) is a 1-2-vertex-cut
of G and thus |V (G)| − |N({a, b})| = |V>| − |N({a, b}) ∩ V>| ≥ 2 + 1 = 3. Hence θ ≤
|N({a, b})∩ V>| ≤ |V>| − 3. Now let ab ∈ E(G[V>]) be such that θ = |N({a, b})∩ V>|.
Since |V> \N({a, b})| ≥ |{a, b}|+ 1 = 3, the set N({a, b}) is a 1-2-vertex-cut and thus
κ1,2(G) ≤ |N({a, b})| = |V≤|+ |N({a, b}) ∩ V>| = |V≤|+ θ.
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We will now prove that for every pair of edges ea = a1a2 and eb = b1b2 of G with
{a1, a2} ∩ {b1, b2} = ∅ there are at least
min{|V (G)| − 2, θ + 2|V≤|}
edge-disjoint paths between {a1, a2} and {b1, b2}. This implies λ2,2(G) ≥ min{|V (G)|−
2, θ+2|V≤|} and we obtain the conclusion that either λ2,2(G) ≥ |V (G)|−2 or λ2,2(G)−
κ1,2(G) ≥ |V≤|.
We differentiate six cases according to the relative position of the two edges.
Case 1. a1, a2, b1, b2 ∈ V>.
By the definition of θ, there are sets
Na,b ⊆ V> ∩N({a1, a2}) ∩N({b1, b2}),
Na ⊆ V> ∩ (N({a1, a2}) \N({b1, b2}))
and
Nb ⊆ V> ∩ (N({b1, b2}) \N({a1, a2}))
such that |Na|+ |Na,b| = |Nb|+ |Na,b| = θ.
We will enumerate θ+ 2|V≤| paths between {a1, a2} and {b1, b2}. It is easy to check
that all enumerated paths can be chosen to be edge-disjoint.
There are |Na,b| paths of the form axb for a ∈ {a1, a2}, x ∈ Na,b and b ∈ {b1, b2}.
There are max{|N(a)∩{b1, b2}|, |N(b)∩{a1, a2}|} paths of the form ab for a ∈ {a1, a2}
and b ∈ {b1, b2}. There are |N(a)| −max{|N(a) ∩ {b1, b2}|, |N(b) ∩ {a1, a2}|} paths of
the form axyzb for a ∈ {a1, a2}, x ∈ Na, y ∈ V≤, z ∈ Nb and b ∈ {b1, b2}. There are
|V≤| paths of the form a1xb1 for x ∈ V≤. Finally, there are |V≤| paths of the form a2xb2
for x ∈ V≤.
Case 2. a1 ∈ V≤ and a2, b1, b2 ∈ V>.
Let Nb ⊆ N({b1, b2}) ∩ V> be such that |Nb| = θ. We will enumerate min{|V (G)| −
2, θ + 2|V≤|} edge-disjoint paths between {a1, a2} and {b1, b2} as in Case 1.
There are θ paths of the form a1xb for x ∈ Nb and b ∈ {b1, b2}. There are two paths
a1b1 and a1b2. There are |V≤| − 1 paths of the form a2xb1 for x ∈ V≤ \ {a1}. There are
min{|V≤| − 1, |V>| − (θ + 3)} paths of the form a1xyb2 for x ∈ V> \ ({a2, b1, b2} ∪ Nb)
and y ∈ V≤ \ {a1}.
Case 3. a1, a2 ∈ V≤ and b1, b2 ∈ V>.
Let Nb ⊆ N({b1, b2})∩V> with |Nb| = θ. We will enumerate min{|V (G)|+θ, θ+2|V≤|}
edge-disjoint paths between {a1, a2} and {b1, b2} as in Case 1.
There are four paths a1b1, a1b2, a2b1 and a2b2. There are θ paths of the form a1xb
for x ∈ Nb and b ∈ {b1, b2}. There are |V≤| − 2 paths of the form axb1 for a ∈ {a1, a2}
and x ∈ V≤ \{a1, a2}. There are min{|V≤|−2, |V>|−2} paths of the form a2xyb2 where
x ∈ V> \ {b1, b2} and y ∈ V≤ \ {a1, a2}.
Case 4. a1, b1 ∈ V≤ and a2, b2 ∈ V>.
We will enumerate |V (G)| − 2 edge-disjoint paths between {a1, a2} and {b1, b2} as in
Case 1.
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There are two paths a1b2 and b1a2. There are |V≤| − 2 paths of the form a2xb2 for
x ∈ V≤ \ {a1, b1}. There are |V>| − 2 paths of the form a1xb1 for x ∈ V> \ {a2, b2}.
Case 5. a1, a2, b1 ∈ V≤ and b2 ∈ V>.
We will enumerate |V (G)| − 2 edge-disjoint paths between {a1, a2} and {b1, b2} as in
Case 1.
There are two paths a1b2 and a2b2. There are |V>| − 1 paths of the form a1xb1
for x ∈ V> \ {b2}. There are |V≤| − 3 paths of the form axb2 for a ∈ {a1, a2} and
x ∈ V≤ \ {a1, a2, b1}.
Case 6. a1, a2, b1, b2 ∈ V≤.
We will enumerate |V (G)|+ |V>| − 2 edge-disjoint paths between {a1, a2} and {b1, b2}
as in Case 1.
There are two paths of the form ab for a ∈ {a1, a2} and b ∈ {b1, b2}. There are |V>|
paths of the form a1xb1 for x ∈ V>. There are |V>| paths of the form a2xb2 for x ∈ V>.
There are |V≤| − 4 paths of the form axb for a ∈ {a1, a2}, x ∈ V≤ \ {a1, a2, b1, b2} and
b ∈ {b1, b2}. This last case completes the proof. 2
Corollary 8.3 Let G be a κ1,2-connected graph. The graph G satisfies κ1,2(G) =
λ2,2(G) if and only if κ(G) = λ(G), V≤ = ∅ and G is not super-λ.
Proof. First, we assume that κ1,2(G) = λ2,2(G). Theorem 8.3 implies V≤ = ∅ and
hence, by Theorem 8.2, κ1,2(G) = κ(G) = λ2,2(G). This implies κ(G) = λ(G) =
λ2,2(G). By Observation 1.3, G is not super-λ.
Conversely, if κ(G) = λ(G), V≤ = ∅ and G is not super-λ, then the above results
imply
κ1,2(G) = κ1,2(G[V>]) = κ(G[V>]) = κ(G) = λ(G) = λ2,2(G).
2
Chapter 9
Relations between edge- and
vertex-connectivity
9.1 The inequality κ1,p ≤ λp,p and an answer to a
question of Harary
Theorem 9.1 (Hellwig, Rautenbach, Volkmann [28]) If G is a κ1,p-connected and
λp,p-connected graph, then
κ1,p(G) ≤ λp,p(G).
Proof. Since G is λp,p-connected, there is a set X ⊆ V (G) such that for X¯ = V (G)\X
we have that |X|, |X¯| ≥ p, G[X] and G[X¯] are connected and λp,p(G) = |[X, X¯]|. Let
X0 = X \N(X¯) and X¯0 = X¯ \N(X).
Case 1. X0 6= ∅ or X¯0 6= ∅.
Without loss of generality we assume X0 6= ∅. The set X \X0 is a 1-p-vertex-cut and
thus κ1,p(G) ≤ |X \X0| ≤ λp,p(G), since each vertex in X \X0 is incident with at least
one edge of [X, X¯].
Case 2. X0, X¯0 = ∅.
Since G is κ1,p-connected, there is a vertex set U ⊆ V (G) and a vertex v ∈ V (G) \ U
such that [{v}, U ] = ∅, |U | ≥ p and G[U ] is connected. Without loss of general-
ity we assume v ∈ X. The set N(v) of neighbors of v is a 1-p-vertex-cut and thus
κp1(G) ≤ |N(v)| = |N(v) ∩ X| + |N(v) ∩ X¯| ≤ |X| − 1 + |N(v) ∩ X¯|. For λp,p(G) we
obtain λp,p(G) ≥ |X| − 1 + |N(v)∩ X¯|, since each vertex in X \ {v} is incident with at
least one edge of [X, X¯]. Hence κ1,p(G) ≤ λp,p(G). 2
By Observation 1.5, the special case p = 1 of Theorem 9.1 implies Whitney’s in-
equality κ(G) ≤ λ(G) [58] for every connected non-complete graph G with |V (G)| ≥ 2.
In this sense Theorem 9.1 is a generalization of this inequality.
The following example shows that the inequality κ1,p(G) ≤ λp,p(G) is best possible
in the sense that κ1,p(G) ≤ λp−1,p(G) is not always true.
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Example 9.1 (Hellwig, Rautenbach, Volkmann [28]) Let Hi be a copy of the
complete graph Kp−1 for i = 1, 2, ..., m where m > p + 1 and let H be a copy of
the complete graph Kp. We define the vertex set of the graph G as the disjoint union
of the vertex sets of H1, H2, ..., Hm and H together with one additional vertex v. Apart
from the edges in the Hi’s and H, we join all vertices of Hi for i = 1, 2, ..., m with all
vertices of H and with the vertex v by a new edge.
It is easy to see that
⋃m
i=1 V (Hi) is the unique 1-p-vertex-cut of G. Furthermore,
[V (H1), V (H) ∪ {v}] is a (p − 1)-p-edge-cut. Hence λp−1,p(G) ≤ (p − 1)(p + 1) <
(p− 1)m = κ1,p(G).
The following example shows that κ2,p(G) ≤ λr,s(G) with 2 ≤ p ≤ r, s and r + s ≤
|V (G)| is not always true.
Example 9.2 (Hellwig, Rautenbach, Volkmann [28]) Let r, s ∈ N with r > 8
and s ≥ 2. Let X be a complete bipartite graph K3,r−5 with partite sets {xi : i =
2, 3, ..., r − 4} and {a, b, c} and let Y be a complete bipartite graph K2,s−2 with partite
sets {yi : i = 1, 2, ..., s− 2} and {u, v}.
We define the vertex set of the graph G as the disjoint union of the vertex sets
of X and Y together with two additional vertices x1 and xr−3. The edge set of G
contains the edge sets of X and Y and the edges x1a, x1b, xr−3b, xr−3c, ba, bc and uv.
Furthermore we join the vertices a, b and c with u and v by a new edge. It is easy to see
that λr,s(G) ≤ |[{a, b, c}, {u, v}]| = 6. The unique possibility for a 2-2-vertex-cut is to
disconnect the edges x1a and xr−3c. This requires the removal of the vertices u, v, b and
xi for i = 2, ..., r − 4, which implies κ2,2(G) = r − 2 > 6, and hence κ2,2(G) > λr,s(G).
If P2 denotes the property that a graph contains at least two vertices, then we
know by Observation 1.3 and 1.5 that κ2,2(G) ≤ κ(G,P2) and λ2,2(G) = λ(G,P2).
Thus κ(G,P ) ≤ λ(G,P ) is not true for any property P , since the graph G in Example
9.2 satisfies
κ(G,P2) ≥ κ2,2(G) > λr,s(G) ≥ λ2,2(G) = λ(G,P2).
9.2 Connectivity in line graphs
Theorem 9.2 (Hellwig, Rautenbach, Volkmann [27] 2004) Let q, p be integers
satisfying q ≥ p ≥ 2, and let G be a λp,q-connected graph. Then L(G) is κp−1,q−1-
connected with
κp−1,q−1(L(G)) ≤ λp,q(G).
If L(G) is κ(p2),(
q
2)
-connected, then
λp,q(G) ≤ κ(p2),(q2)(L(G)).
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Proof. First, we will show the inequality κp−1,q−1(L(G)) ≤ λp,q(G).
Therefore, let G be a λp,q-connected graph and let S be an arbitrary λp,q-cut of G. We
denote by C1 and C2 the vertex sets of the two components of G − S with at least p
and q vertices, respectively. We define S ′ = {uv ∈ V (L(G))|uv ∈ S} and C ′i = {uv ∈
V (L(G))|uv ∈ E(G[Ci])} for i = 1, 2. By the definition of S ′, C ′1 and C ′2, there exists
no edge in L(G) with one endpoint in C ′1 and the other one in C
′
2 and thus S
′ is a
vertex-cut of L(G). The connectivity of the components G[Ci], i = 1, 2 of G−S implies
the connectivity of the components L(G)[C ′i] of L(G)− S ′. By using m(T ) ≥ n(T )− 1
for each connected graph T, the vertex-cut S ′ is a (p− 1)-(q − 1)-restricted vertex-cut
of L(G) and thus L(G) is κp−1,q−1-connected. Since λp,q(G) = |S| = |S ′|, it follows the
desired inequality.
Second, we will show the inequality λp,q(G) ≤ κ(p2),(q2)(L(G)).
Therefore, let G be a λp,q-connected graph, such that the line graph L(G) is κ(p2),(
q
2)
-
connected. We assume to the contrary that
λp,q(G) > κ(p2),(
q
2)
(L(G)).
Let S be an arbitrary κ(p2),(
q
2)
-cut of L(G). We denote the two components of L(G)−S
with at least
(
p
2
)
and
(
q
2
)
vertices by C1 and C2. If we define S
′ = {uv ∈ E(G)|uv ∈ S}
and C ′i := {v ∈ V (G)| there exists at least one edge uv ∈ Ci} for i = 1, 2. Note that
C ′1 ∩C ′2 = ∅. In G− S ′ exists no edge with one endpoint in C ′1 and one endpoint in C ′2
and thus S ′ is an edge-cut of G. By using m(T ) ≤
(
n(T )
2
)
for each connected graph T,
we have |C ′1| ≥ p, |C ′2| ≥ q, and thus the set S ′ is a p-q-restricted edge-cut of G. Since
|S ′| = |S| = κ(p2),(q2)(L(G)), we get a contradiction to our assumption. 2
A connected graph G of order n(G) ≥ 3 is called a star, if there exists exactly one
vertex x ∈ V (G) with d(x) = n(G) − 1 and d(y) = 1 for all other vertices y ∈ V (G)
with y 6= x.
In 1988, Esfahanian and Hakimi [17] have shown that each connected graph G of
order n(G) ≥ 4, except a star, is λ2,2-connected and satisfies λ2,2(G) ≤ ξ(G).
The special case p, q = 2 of Theorem 9.2 implies the following result.
Theorem 9.3 (Hellwig, Rautenbach, Volkmann [27] 2004) Let G be an
arbitrary λ2,2-connected graph. Then
κ1,1(L(G)) = κ(L(G)) = λ2,2(G).
The next corollary can be proved also by using Theorem 1.30.i) and ii).
Corollary 9.1 (Hellwig, Rautenbach, Volkmann [27] 2004) Let G be an arbi-
trary λ2,2-connected graph. Then
κ(L(L(G))) ≥ 2λ(G)− 2.
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Proof. In view of Theorem 9.3 and Theorem 1.30.ii), we observe that
κ(L(L(G))) = λ2,2(L(G)) ≥ λ(L(G)) ≥ 2λ(G)− 2,
our desired result. 2
As a direct consequence of Theorem 9.3, we obtain the result of Esfahanian and
Hakimi [17] that λ2,2(G) ≤ ξ(G).
Corollary 9.2 (Esfahanian, Hakimi [17] 1988) If G is an arbitrary λ2,2-connected
graph, then
λ2,2(G) ≤ ξ(G).
Proof. The inequality κ(G) ≤ δ(G), δ(L(G)) = ξ(G) and Theorem 9.3 lead to the
desired result
λ2,2(G) = κ(L(G)) ≤ δ(L(G)) = ξ(G).
2
The identity ξ(G) = δ(L(G)) leads to the following corollary.
Corollary 9.3 (Hellwig, Rautenbach, Volkmann [27] 2004) Let G be a λ2,2-con-
nected graph. Then the following two conditions are equivalent.
i) κ(L(G)) = δ(L(G))
ii) λ2,2(G) = ξ(G)
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