ABSTRACT Facing high-speed targets, the traditional radar target detection framework may suffer from performance degradation due to the signal-to-noise ratio loss caused by Doppler mismatches, especially for phase coded waveforms. In this paper, an end-to-end sliding residual network detector (SRND), which is derived from the likelihood ratio test, is proposed to detect high-speed targets in additive white Gaussian noise environments with a single radar echo pulse. The SRND uses a residual network with an efficient depth to increasingly capture the representations of target echoes, and we partially show this process through visualization. The SRND is robust to target velocities because the employed residual network utilizes layers of convolutional filters to match with target echoes of both low-speed and high-speed targets. Besides, with a waveform adapter, the SRND is compatible with different waveforms, that is to say, the SRND needs to be trained only once and then can cope with different phase modulations of waveforms. More importantly, the SRND, which is trained with computer-generated data only, can deal with not only simulated data but also measured data. Numerical experiments are given to demonstrate the superior detection performance of the SRND over the traditional detector. High-speed target detection, end-to-end, residual network, visualization. 
I. INTRODUCTION
High-speed targets are becoming more and more threatening nowadays, and there is a growing need for detecting them. Nevertheless, the traditional radar target detection framework cannot deal with high-speed targets well. The traditional radar target detection framework includes two steps: coherent integration and detection. In the first step of coherent integration, the energy of target echoes is accumulated, and hence the signal-to-noise ratio (SNR) of the received signals increases, from which the detection performance benefits a lot in the following step of detection. More precisely, for narrow-band radars, detection performance is positively correlated with SNR, so coherent integration is the core part of the radar target detection problem. The maximum SNR can be obtained only when the deterministic mathematical form of target echoes is known. In practice, the traditional radar
The associate editor coordinating the review of this article and approving it for publication was Long Wang. target detection framework usually uses a matched filter to accomplish the coherent integration in fast time, which is appropriate for low-speed targets because the corresponding target echoes can be approximately considered as the delayed version of the transmitted waveform. However, the mathematical model of radar echoes of high-speed targets is highly stochastic due to the huge uncertainty of target velocities. Consequently, there is inevitably a serious mismatch between the matched filter and target echoes, i.e., the Doppler mismatch, which heavily hinders the coherent integration in fast time and hence severely deteriorates the detection performance. Besides, the radar systems that transmit phase code waveforms especially suffer from the detection performance degradation brought by Doppler mismatches. This is because phase coded waveforms are usually Doppler-sensitive, which means that their ambiguity functions are thumbtack-like, i.e., the corresponding matched filter accumulates the energy of radar echoes of low-speed targets effectively but of highspeed targets poorly.
There are two common methods to tackle Doppler mismatches. The first method is to choose Doppler tolerant phase codes, such as the P4 code [1] . The P4 code has a knife-edge ambiguity function, that is to say, the corresponding matched filter is able to produce a peak even when facing a high-speed target, but the peak may locate at a wrong position due to the range-Doppler coupling phenomenon. Nevertheless, the SNR loss brought by Doppler mismatches is still non-negligible. Nowadays, Doppler tolerance is still an important consideration in waveform design [2] , [3] . The second method is to use a group of matched filters with their center frequencies uniformly shifted in the possible Doppler frequency interval, and then to perform detection on every matched filter response [4] . However, the fusion of these detection results may increase the probability of false alarm. To guarantee the specified false alarm rate, one should raise the detection threshold for every matched filter response, which must lead to a reduction in detection performance.
High-speed target detection problem can be regarded as a binary classification. Just like classifiers, a detector assigns radar echoes to the corresponding labels, i.e., the desired detection results, via a non-linear mapping. Nevertheless, as we will illustrate, the analytical representation of this non-linear mapping is difficult to obtain in high-speed target detection.
Deep neural networks (DNNs) are a kind of function approximators, i.e., DNNs are able to capture the arbitrary non-linear mapping between inputs and their desired outputs automatically with a large training set. With this powerful representation ability, DNNs have made significant advances in the field of object detection [5] , [6] , image denoising [7] , [8] , speech recognition [9] , and natural language translation [10] , [11] in recent years. Recognizing the potential benefits of applying DNNs to signal processing problems, many researchers have tried to introduce DNNs to block-sparsity recovery [12] , numerical optimization [13] , multiple-input multiple-output detection [14] , and radar highresolution range profile recognition [15] , [16] . More importantly, the powerful representation ability of DNNs makes end-to-end systems feasible. End-to-end systems are especially appropriate for signal processing problems that do not have accurate models, such as stock market's price movement prediction [17] and real-time data sequence detection in molecular communication systems [18] , and the problems that lack analytical solutions, such as weak nuclear quadrupole resonance signal detection [19] and nonlinear target tracking [20] . Since the analytical solution is hard to derive in the problem of high-speed target detection, it is natural to apply the end-to-end approach that can exploit the powerful representation ability of DNNs to it.
The representation ability of DNNs and the difficulty of training them should be under consideration simultaneously. The bigger the DNNs are, the stronger the representation ability they have. However, it is difficult to train a very big DNN. Fortunately, there exist some kinds of DNNs that are relatively easy to train and have a strong representation ability, such as convolutional neural networks (CNNs) [21] , [22] . Motivated by sparse interactions and parameter sharing, CNNs are able to approximate complex functions with relatively few parameters [23] . CNNs utilize convolutional layers to increasingly extract features, i.e., the higher layers represent complicated features by using the simple outputs of the lower layers. In most cases, the CNN with a greater depth has a stronger representation ability. Therefore, many efforts have been made to train deeper CNNs [24] , [25] . Nevertheless, with the network depth increasing, CNNs are more difficult to train because of the vanishing or exploding gradients and the blocked information flow. To address the problem of vanishing or exploding gradients, the batch normalization technique is proposed [26] . For the problem of blocked information flow, residual networks, which are a special kind of CNNs, utilize short paths from lower layers to higher layers to guarantee the better information flow [27] . These short paths are termed as skip connections, which enable the training of deeper residual networks that can promise a stronger representation ability with the increased network depth.
Although with many great advances, the black box nature of DNNs limits their practical applications. Most studies that use DNNs to tackle signal processing problems do not give any explanation of the behaviors of DNNs [18] - [20] . In [17] , although a sensitivity analysis of the DNN-based predictor for price movements is given through the Local Interpretable Model-agnostic Explanations method [28] , it does not give an intuitive understanding of why the predictions are produced. Recently, many studies have focused on visualizing DNNs to intuitively explain how they work. The deconvolution method proposed in [29] shows the learned concepts of every layer of DNNs in the form of reconstructed inputs, and provides an intuitive understanding of how CNNs classify images for the first time. However, the deconvolution method adapts for classical CNNs only. Then, the guided back propagation (GBP) technique follows suit [30] . The GBP technique exhibits what DNNs learn through reconstructing the most discriminative part of the given input. More importantly, the GBP technique can be used to visualize a broader range of DNNs, including residual networks.
In this paper, we propose an end-to-end sliding residual network detector (SRND) to accomplish high-speed target detection with a single radar echo pulse in the additive white Gaussian noise (AWGN) environment. The main contributions of this paper contain: 1) According to the likelihood ratio test, we propose an end-to-end detector called the SRND, which can exploit the powerful representation ability of residual networks to deal with high-speed target detection. 2) We use an 8-layer residual network, where the receptive field of the top convolutional layer can just cover the entire input, as well as a waveform adapter and a fine-tuned detection threshold to construct the SRND. Numerical experiments based on simulated data and measured data are given to demonstrate the superior detection performance of the SRND. 3) Using the GBP technique, we intuitively demonstrate that it is the target echo component in the received signal that encourages the SRND to determine the presence of a target, which reveals the rationale for the detection results of the SRND. To the best of our knowledge, it is the first time to provide an intuitive interpretation of DNN-based detection in the field of signal processing. Besides, we also partially visualize how the employed residual network increasingly captures the representations of target echoes. The rest of this paper is organized as follows. In Section II, the detection problem formulation is given. Then, we propose the SRND and provide details about it in Section III. Numerical simulations based on simulated data and measured data are given in Section IV. Finally, Section V concludes this paper.
Notations: We use lower-case and upper-case boldface characters to respectively represent vectors and matrices. a l stands for the lth element of the vector a. The superscripts (·) T and (·) * denote the transpose and complex conjugation, respectively. I and 0 respectively denote the identity matrix and zero vector with appropriate dimensions. represent the Hadmard product. (·) represents a diagonal matrix with the corresponding elements on its diagonal. The notation E[·] denotes the statistical expectation. The notation · represents the function that rounds an element to the nearest integer greater than or equal to that element. The notation N (µ, ) denote the Gaussian distribution with mean µ and covariance . The LeakyReLU function is defined as ρ (x) = max (0, x) + 0.01 × min (0, x).
II. PROBLEM FORMULATION
Suppose that a pulsed radar transmits a phase coded waveform of pulse width T p . The sampling frequency is f s and T s = 1/f s is the sampling period. The corresponding range cell spacing is R s = cT s /2, where c is the light speed. Let s ∈ C L×1 represent the samples of the transmitted waveform, where L = T p /T s .
After the radar transmits a pulse, the received signal reflected from a constant velocity target in the AWGN environment after down conversion is modeled as [4] 
where β is the backscattering coefficient, j = √ −1 is the imaginary unit, R 0 is the initial range from the target to the radar, λ is the wavelength, s(t) is the baseband transmitted waveform, f d = 2v/λ is the Doppler frequency determined by the target velocity v, and n(t) is the additive white Gaussian noise.
The received data x, which consists of R + L − 1 samples to cover the range interval of interest, is obtained by sampling x(t). The target locates at the Pth range cell, where P = R 0 / R s . As the transmitted waveform is a pulse signal, the existence of the target influences the samples x P , x P+1 , . . . , x P+L−1 only, which can be stated as
wherẽ
β is a scale factor, ω ∈ C L×1 is the temporal steering vector representing the Doppler modulation, and n ∈ C L×1 is a white Gaussian noise vector with the unknown power of σ 2 .
The other samples contain noise only. Definē
wherex r ∈ C L×1 contains all the samples influenced by the presence or absence of a target at the rth range cell. Therefore, we can decide whether there is a target at the rth range cell based onx r only, which is the test data in this detection problem. Let H 0 and H 1 denote the target-absence and the target-presence hypotheses, respectively. The test datā x r consist ofx r = n under H 0 andx r =βs ω + n under H 1 . Obviously, this detection problem is irrelevant to the target position, so we omit the superscript r to simplify exposition. Then, we formulate the detection problem as
It is clear that the detection problem in (6) is dependent on the transmitted waveform s.
III. DETECTOR DESIGN
In this section, we propose an end-to-end detector called the SRND to cope with the detection problem in (6) . For the given test datax, the SRND should output a binary detection result that takes the value of 1 or 0 to respectively denote whether a target is declared to be present or absent. To accomplish detection in the received data x, the SRND needs to operate using a sliding window approach, as its name suggests. The flowchart of the SRND is illustrated in Fig. 2 . When a range cell is under test, the corresponding test data is passed into the VOLUME 7, 2019 FIGURE 2. Flowchart of the SRND.
waveform adapter to eliminate the effect of waveforms on it, and then is sent into the well-trained residual network, whose output is thresholded to produce the detection result. Then, the next range cell is under test and so forth until all R range cells in the received data x have been detected.
A. WAVEFORM ADAPTER
The role of the waveform adapter is to decouple the detection problem in (6) from the transmitted waveforms, which can be done by compensating them, i.e.,
where z ∈ C L×1 is called the compensated data. Then the detection problem in (6) is recast as
Obviously, the detection problem in (8) is independent of waveforms. Since the residual network used in the SRND aims at solving the detection problem in (8), as we will illustrate, the SRND is compatible with different waveforms, that is to say, the SRND needs to be trained only once and then can cope with different phase coded waveforms with the same code length. This is a very useful advantage in practice, especially for waveform-agile radars. Besides, it should point out that ω is not deterministic due to the uncertainty of the target velocity.
B. POSTERIOR PROBABILITY DETECTOR
The Neyman-Pearson criterion is widely applied in radar target detection applications, where the optimal detector is expected to achieve the maximum probability of detection under the constraint that its probability of false alarm does not exceed a given level α. According to the statistical detection theory, the optimal solution to the detection problem in (8) can be given by the likelihood ratio test [31] , which is formulated as
where (z) the likelihood ratio, p(z|H 0 ) and p(z|H 1 ) are the probability density functions of z under H 0 and H 1 , respectively, and ξ is found from
According to the Bayes' theorem, (9) can be recast as
where P(H i |z) and P(H i ) respectively represent the posterior probability and the prior of H i , i ∈ {0, 1}. With P(H 1 |z) + P(H 0 |z) = 1, the optimal detector described by (9) and (10) can be rewritten as
where the detection threshold η is found from
The detector defined by (12) and (13) is referred to as the posterior probability detector because it is based on the posterior probability P(H 1 |z). Equivalent to the likelihood ratio test, the posterior probability detector will achieve the optimum detection if P(H 1 |z) can be calculated accurately, which is difficult in most cases. That is to say, the posterior probability detector only provides a conceptual solution to complex detection problems, but the analytical realizations are always unavailable. For the detection problem in (8) , both the posterior probability P(H 1 |z) and the detection threshold η are difficult to determine. Given the Doppler frequency f d , the scale factorβ and the noise power σ 2 , the compensated data z under H 1 follow the Gaussian distribution N (βω, σ 2 I), i.e.,
According to the Bayes' theorem, we have
where
and p(σ 2 ) are the priors of f d ,β, and σ 2 , respectively. The integral in (16) is intractable in most cases, which makes P(H 1 |z) difficult to compute. Besides, with a highdimensional integral, the calculation of the probability of false alarm in (13) is also difficult, which hinders the tuning of the detection threshold.
The posterior probability detector cannot be constructed directly due to the difficulty of obtaining P(H 1 |z) and η. Here, we try to exploit a residual network to approximate P(H 1 |z) and to tune η according to the estimated probability of false alarm. With the well-trained residual network and the finetuned detection threshold, one can easily construct the SRND according to Fig. 1 .
C. RESIDUAL NETWORK
We here employ a one-dimensional residual network, which adopts as input the compensated data z, to approach the posterior probability P(H 1 |z). As most deep learning frameworks do not support complex-valued computations, such as TensorFlow and PyTorch [32] , we represent the complex-valued vector z of length L as a real-valued matrix of dimension 2×L, where the first and the second rows of this matrix respectively contain the real parts and the imaginary parts of z. Then, we make the output layer of the residual network produce two values, and use the softmax function [33] as the activation function for the output layer, which is common practice when designing DNNs for classification. Given an input vector h, the softmax function produces an output vector with the same length as h, and the output vector is stated as
Obviously, the sum of the output vector equals 1, and we can allocate the two values produced by the residual network to approximate P(H 0 |z) and P(H 1 |z), respectively. A residual network is divided into two parts: a feature extractor that can extract task-relevant features automatically, and a classifier that produces posterior probabilities according to the extracted features. The classifier usually benefits from discriminative features. The feature extractor is a cascade of residual blocks as well as convolutional layers, and the classifier consists of fully connected layers.
1) FULLY CONNECTED LAYER
A fully connected layer applies a linear transformation to the input vector, and then produces an output vector. The mathematical expression of a fully connected layer is stated as
where h l+1 ∈ R 1×M out is the output vector, h l ∈ R 1×M in is the input vector, W is the weight matrix of dimension M in ×M out , and b ∈ R 1×M out is the bias vector. Both the weight matrix W and the bias vector b are trainable. A fully connected layer, which can be specified by M in and M out , makes a weighted summation of all the elements of its input.
Output vectors of fully connected layers are usually followed by an activation function, such as the LeakyReLU function and the softmax function. It should point out that the output matrix of a convolutional layer or a residual block needs to be reshaped into a vector before being passed into a fully connected layer. Besides, fully connected layers are available in most deep learning frameworks.
2) CONVOLUTIONAL LAYER
A convolutional layer is comprised of a group of finite impulse response (FIR) filters, whose coefficients are left as degrees of freedom to approximate desired outputs. Suppose that a convolutional layer takes as input a matrix H l of dimension C in ×L in , and produces as output a matrix H l+1 of dimension C out × L out . The mathematical expression of the convolutional layer is expressed as . The FIR filters w n,k and the biases b n are trainable. It is clear that convolution is essentially a locally weighted summation, and all the hidden units of a convolutional layer share the same local weights, which is referred to as sparse connection and parameter sharing. A convolutional layer can be represented by a fully connected layer, but a deep cascade of fully connected layers is usually difficult to train due to the vanishing or exploding gradients and the blocked information flow. CNNs are easier to train and usually exhibit good performance in practical applications, because convolutional layers leverage sparse connection and parameter sharing, both of which encourage a more efficient use of network weights.
In most cases, the output matrix H l+1 needs to be transformed by an activation function, such as the LeakyReLU function [34] , before being sent into the next layer of a DNN. In addition, the batch normalization technique is always applied to H l+1 to prevent DNNs from vanishing or exploding gradients.
Convolutional layers are standard modules in most deep learning frameworks, in which a convolutional layer is specified by four parameters. The first parameter is the number of FIR filters, which equals C out . The second parameter is the kernel size, i.e., the length of every FIR filter. The third one is the padding parameter that refers to the number of zero padding to both sides of the input matrix during convolution. The fourth one is the stride parameter, which controls the stride of the convolution operator. Specially, assuming that the kernel size is 3 and the padding parameter is 1, or that the kernel size is 1 and the padding parameter is 0, L out equals L in with the stride parameter being 1, and equals L in /2 with the stride parameter being 0.
Many recent studies have shown that the CNNs with smaller FIR filters and an increased network depth can achieve higher classification accuracy, such as the VGGNet in [24] and the DenseNet in [35] , in which case a CNN have a larger receptive field with fewer trainable parameters [36] , i.e., the trainable parameters are utilized more efficiently. Therefore, we prefer a small kernel size when using convolutional layers.
3) RESIDUAL BLOCK
Residual blocks, which are based on convolutional layers and sip connections, are the key part of residual networks. The residual block specified by the parameters N r and N s is shown in Fig. 3 . Let F 1 (·), F 2 (·), and F 3 (·) respectively represent the functions defined by the convolution layers Cv1, Cv2, and Cv3. Then the mathematical expression of the residual block is stated as
H l+1 is the output matrix of the residual block, H l is the input matrix of the residual block, and the notation BN (·) denotes the batch normalization operator. The short path through Cv3 is the skip connection. For deep residual networks, with great network depths maintained, skip connections also provide shorter paths from lower layers to high layers, which allows information as well as gradients to flow across these networks better and hence can ease the training of them.
It has to point out that Cv3 is used only when there is a mismatch betweenH and H l in dimension, where H l can be adjusted to matchH via Cv3. If H l has the same dimension asH, the mathematical expression of the residual block will be stated as
4) TRAINING
A training sample consists of a compensated data z and the corresponding binary label y, with y = 0 representing that z does not contain a target, and y = 1 representing that z contains a target. Obviously, given z, the label y follows a Bernoulli distribution, where
Let g(z) denote the value that is produced by the residual network to approximate P(H 1 |z). Considering that the ground truth distribution p(y|z) follows a Bernoulli distribution, we define the model distribution described by g(z) as a Bernoulli distribution, i.e.,
Our goal is to train the residual network to make p model (y|z) approximate p(y|z), which encourages g(z) to approach P(H 1 |z). However, p(y|z) is unavailable in practice. Therefore, we train the residual network to minimize the KullbackLeibler (KL) divergence between the empirical distribution p data (y|z), which is defined by the training set, and the model distribution p model (y|z), i.e., 
It should point out that the cost function in (26) can be given by the negative log likelihood of p model (y|z), i.e., the residual network is trained through a maximum likelihood approach. The cost function in (26) is referred to as the cross-entropy error. The cross-entropy error is highly non-convex w.r.t. network weights, and it is impossible to find the global optimal solution. Besides, the weights of the residual network embed in a high-dimensional space. Therefore, an acceptable solution, which can be obtained via some efficient algorithms, is expected. Many gradient-based optimization algorithms are proposed for training DNNs, such as the stochastic gradient descent (SGD) algorithm [37] , and the Adam algorithm [38] . Moreover, the gradients of the network weights can be calculated via the back propagation algorithm efficiently, where the gradients are computed recursively by applying the chain rule of calculus.
D. DETERMINATION OF DETECTION THRESHOLD
We tune the detection threshold η in the range [0, 1] to make the probability of false alarm equal the specified level α. However, the probability of false alarm is difficult to compute, where a high-dimensional integral is required. Here, we estimate the probability of false alarm by using the Monte Carlo integration method, which is suitable for highdimensional numerical integration, i.e.,
where K is the number of Monte Carlo trials, I[·] denotes the indicator function, and z (k) is the compensated data generated in the kth Monte Carlo trial. According to the central limit theorem,P fa follows a Gaussian distribution approximately, i.e.,P fa ∼ N P fa ,
We tune η to makeP fa equal α. Then, with P fa ≈ α, we have
The probability of that |e| exceeds the tolerance is expressed as
where Q(·) is the complementary Gaussian cumulative distribution function. To guarantee |e| ≤ ε with a confidence level γ ∈ [0, 1], the number of Monte Carlo trials should satisfies
For example, we require at least 96027 Monte Carlo trials to guarantee |e| < 2 × 10 −5 with γ of 95% when α is set to 1 × 10 −4 .
IV. NUMERICAL EXPERIMENTS
In this section, numerical experiments, which are based on both simulated and measured data, are provided to demonstrate the detection performance of the proposed SRND. All the residual networks are implemented by using PyTorch.
A. SIMULATED DATA
In this numerical experiment, a pulsed radar is expected to detect targets whose velocities range from −3400m/s to 3400m/s in the AWGN environment, where the noise power is unknown. It should point out that hypersonics can attain the velocity of Mach 10 easily [39] . The radar transmits phase coded waveforms of code length 64 with the bandwidth of 5MHz. The sampling frequency is set to 5MHz. The carrier frequency of the radar is 3GHz. Here, the acceptable false alarm rate α is set to 1 × 10 −4 . We employ a residual network whose architecture is shown in Fig. 4 to construct the SRND. The LeakyReLU function is chosen as the activation functions for both Conv1 and Fc1. We apply batch normalization to the output matrix of Conv1 to avoid the problem of vanishing or exploding gradients. In the training phase, the employed residual network is trained to minimize the cross-entropy error in (26) by the SGD algorithm with the momentum of 0.9. The weight decay technique is applied, where the initial learning rate is 0.02 and the learning rate decreases by a factor of 5 after every 5 epochs. The training lasts for 30 epochs, and 10000 minibatches of size 100 are utilized in every epoch. It should point out that every network input z needs to be normalized by its maximum amplitude before being sent into the employed residual network. We estimate the probability of false alarm via 1 × 10 6 Monte Carlo trials, and the detection threshold η is set to 0.9999991 after being tuned. The detection threshold η is close to 1, i.e., the SRND is allowed to declare a target to be present only when the posterior probability of H 1 is far greater than that of H 0 , because the cost of a missing alarm is VOLUME 7, 2019 much higher than that of a false alarm in practice. Considering that many bits are usually required to represent the detection threshold, we will try to find a better way to control the false alarm rate of the SRND in the future.
We construct the training set by using the data that are generated by the computer according to (8) . To avoid class imbalance, the training set is comprised of an equal number of target echo plus noise patterns and only noise patterns, which are corresponding to the hypotheses H 1 and H 0 , respectively. To generate a training sample corresponding to H 1 , we first draw a target velocity from the uniform distribution over [−3400, 3400]m/s, and compute the corresponding temporal steering vector ω. Next, we draw a SNR uniformly at random from the set {−12dB, −10dB, −8dB, −6dB, −4dB, −2dB, 0dB}, and calculate the amplitude of the scale factorβ accordingly. Then, the phase ofβ is drawn from the uniform distribution over [0, 2π ] . Finally, we add a noise vectorñ toβω, and obtain the training sample corresponding to H 1 .
1) DETECTION PERFORMANCE
The Cell-Averaging Constant False Alarm Rate (CA-CFAR) detector is classical in the field of radar target detection. If its reference cells contain independently and identically distributed noise only, it can realize the approximately optimum detection in AWGN environments when it has a large number of reference cells. However, when too many reference cells are utilized, the assumption is easy to be violated in practice, which would result in serious performance degradation. Therefore, a CA-CFAR detector with 20 or fewer reference cells is usually utilized in practice.
Here, the proposed SRND is compared with a CA-CFAR detector with 20 reference cells. To demonstrate the effectiveness of the SRND, four situations are considered: 1) single filter: The radar transmits a Doppler-sensitive phase coded waveform, and then the received data is sent into the CA-CFAR detector after matched filtering with a single matched filter whose center frequency is 0Hz. 2) multiple filters: The radar first transmits a Dopplersensitive phase coded waveform. Next, the received data is sent into a group of 21 parallel matched filters whose center frequencies uniformly spaced in the Doppler frequency interval defined by the possible target velocity band. Then, the CA-CFAR detector processes the 21 matched filter responses separately. At last, the final detection result of every range cell is obtained by performing the logical OR operation on the corresponding 21 detection results, which must increase the final probability of false alarm. Therefore, to satisfy the constraint for the final probability of false alarm, we have to raise the detection threshold of the CA-CFAR detector when it processes every single matched filter response, which degrades the detection performance. 3) P4 code: A Doppler tolerant waveform defined by the P4 code is transmitted, and the received data is sent into the CA-CFAR detector after matched filtering with a single matched filter whose center frequency is 0Hz. 4) SRND: A Doppler-sensitive phase coded waveform is transmitted, and the received data is sent into the SRND directly.
The detection performance is evaluated in terms of probability of detection, which is estimated through 1 × 10 6 Monte Carlo trials, for the given false alarm rate α. As illustrated in Fig. 5 , the SRND achieves the best detection performance, since the employed residual network is trained with examples that contain both low-speed and high-speed targets. The detection performance of the CA-CFAR detector, under the situation of single filter, degrades seriously because of the SNR loss brought by Doppler mismatches. In the situation of P4 code, the detection performance of the CA-CFAR detector also degrades, but not as serious as the previous one, since the P4 code is Doppler tolerant. In the situation of multiple filters, the CA-CFAR detector maintains relatively high detection performance because the 21 parallel matched filters cover the possible Doppler frequency interval, but the CA-CFAR detector also suffers from the detection performance degradation caused by the fusion of the 21 detection results.
2) EFFECTIVENESS OF THE FEATURE EXTRACTOR
In Fig. 6 , we visualize 3000 training samples and their corresponding features extracted by the feature extractor of the employed residual network, via the 2-dimensional principle component analysis (PCA) method. Among the 3000 training samples, 1000 samples contain noise only, 1000 samples contain target echoes with the SNR of −8dB, and 1000 samples contain target echoes with the SNR of −2dB. Obviously, the extracted features are more discriminative than the original training samples, which shows the effectiveness of the feature extractor of the employed residual network.
3) VISUALIZATION OF THE SRND
For a given test datax and its corresponding detection result from the SRND, we reconstruct the compo- nent inx that contributes most to this detection result to illustrate the reason for it, and this process is called the visualization of the SRND, whose flowchart is given in Fig. 7 . We first use the SRND to perform detection and obtain the detection result. Next, we calculate the crossentropy error between the network output and the detection result. Then, according to the cross-entropy error, the GBP technique is applied to the employed residual network. The procedures of the GBP technique are identical to those of the back propagation algorithm, except when gradients propagate backwards through a LeakyReLU function, where the operation of the GBP technique is expressed as
where f l is the input of the LeakyReLU function, and u l+1 and u l are the derivatives with respect to the output and the input of the LeakyReLU function, respectively. The GBP technique prevents the negative gradients from flowing backward, and hence reconstructs the most discriminative component in z. Finally, we multiply it by s, and then obtain the desired reconstruction. Besides, in order to reconstruct the representation of a specified activation of the employed residual network, we project this activation backwards only to obtain the corresponding reconstruction through the aforementioned visualization technique. Suppose that the waveform defined by the P4 code is transmitted. For the given test datax, which contains a highspeed target of velocity 3000m/s with the SNR of −1dB, the real parts and the imaginary parts of the corresponding reconstruction are shown in Fig. 8 . It is obvious that the reconstruction is similar to the target echo inx, i.e., it is the target echo component inx that encourages the SRND to declare a target to be present.
Given a newx that contains a target of velocity 3000m/s with the SNR of 0dB, we then investigate the relationship among representations of different activations that belongs to different layers of the employed residual network. We observe two phenomena from Fig. 9 . The first one is that the representations of the four activations of Res4 contain many zero elements but the representation of the largest activation of Res5 has no zero elements. This is because the receptive field of Res4 is relatively small but that of Res5 covers the entire network input. The second one is that the linear combination of the representations reconstructed by the four activations of Res4 well approaches the representation of the largest activation of Res5, which is similar to the target echo component inx. That is to say, the employed residual network increasingly captures the representation of the target echo inx.
B. MEASURED DATA
In this numerical example, we verify the effectiveness of the SRND by using the measured data recorded by a multiple-input multiple-output (MIMO) radar, which locates at National Laboratory of Radar Signal Processing. A 16-element uniform linear array (ULA) is utilized as the receiver and the transmitter of the MIMO radar. The carrier frequency is 3.1GHz. The MIMO radar transmits a set of orthogonal phase coded waveforms with the code length of 50 and the bandwidth of 1MHz. The MIMO radar records echoes at the sampling frequency of 1MHz. The measured data are collected from 16 elements of the ULA for 1100 pulses, and the number of samples is 987 in each pulse, VOLUME 7, 2019 i.e., the dimension of the measured data is 16 × 987 × 1100. It has been known that there is a moving target at the 68th range cell from the azimuth of 6 • with the velocity of 100m/s approximately. Then, our goal here is to perform detection on the radar echoes impinging from the azimuth of 6 • with the false alarm rate of 1 × 10 −3 .
The measured data needs to be preprocessed. We first obtain the synthesized data of dimension 987 × 1100 by performing the receive beamforming technique on the measured data, where the lth column of the synthesized data contains the radar echoes impinging from the azimuth of 6 • in the lth pulse. It should point out that the equivalent transmitted waveform of the synthesized data is expressed as
where S ∈ C 50×16 represents the orthogonal waveforms transmitted by the MIMO radar, and a(6 • ) ∈ C 16×1 is the spatial steering vector corresponding to the azimuth of 6 • for the ULA. We perform the pulse Doppler processing technique on the 1st to 50th columns of the synthesized data via the fast Fourier transform, and obtain the corresponding Doppler spectrum as shown in Fig. 10 , from which we observe that there is a strong ground clutter component in the synthesized data. To provide a clutter-free environment for detection, we finally remove the ground clutter from the synthesized data by the CLEAN technique [40] . According to the new radar configuration, we need to construct a new SRND to detect targets with velocities ranging from −500m/s to 500m/s. As described in Section IV-A, we first train a new residual network with the same architecture as the previous one. Then, the detection threshold is set to 0.99997 after being tuned. Finally, we perform detection on the synthesized data with the new SRND. The selected data are sent into the SRND column by column to obtain the corresponding detection results.
We also apply a CA-CFAR detector with 12 reference cells as well as 4 guard cells to perform detection on the synthesized data. Each column of the selected data is passed into the CA-CFAR detector after pulse compression with a single matched filter whose center frequency is 0Hz. Notice that the matched filter is based on the equivalent transmitted waveform in (33) .
The detection results of the 801st to 820th columns of the synthesized data, in which every column contains a target at the 68th range cell, are partially shown in Fig. 11(a) , from which we observe that the target is correctly detected 12 times by the SRND but 6 times only by the CA-CFAR detector. The estimated SNRs of the 20 columns of the synthesized data are given in Fig. 11(b) . Obviously, the correct detections are mainly corresponding to the radar echo pulses of higher SNRs, which squares with the fact that detection performance is positively correlated with SNR for narrow-band radars.
In the synthesized data, the false alarm rate of the SRND and the CA-CFAR detector are 0.39 × 10 −3 and 0.17 × 10 −3 , respectively. We summarize all the detection results of the synthesized data in Table 1 , and give the probabilities of detection of the SRND and the CA-CFAR detector versus SNR in Fig. 12 , which demonstrates the superior performance of the SRND over the CA-CFAR detector. Although trained with computer-generated data, the SRND is able to deal with measured data, because the model of radar echoes is highly accurate.
V. CONCLUSION
In this paper, the SRND is proposed for high-speed target detection in AWGN environments with phase coded waveforms. It realizes the direct non-linear map from the received data to the detection results without matched filtering, and hence avoids the SNR loss caused by Doppler mismatches. Besides, the SRND can adapt for different phase coded waveforms with the same code length. Numerical experiments on both simulated data and measured data demonstrate the superior detection performance of the SRND over the CA-CFAR detector. More importantly, we reveal the rationale behind the detection results of the SRND in an intuitive approach, and visualize how the employed residual network increasingly represent target echoes. What we concern in this paper is the high-speed target detection with a single radar echo pulse, and our future research might focus on the target detection problem with a coherent burst of pulses. VOLUME 7, 2019 
