We prove a Tannaka duality theorem for (∞, 1)-categories. This is a duality between certain derived group stacks, or more generally certain derived gerbes, and symmetric monoidal (∞, 1)-categories endowed with particular structure. This duality theorem is defined over commutative ring spectra and subsumes the classical statement. We show how the classical theory, and its extension over arbitrary rings, arises as a special case of our more general theory.
Introduction
Classical Tannaka duality is a duality between certain groups and certain monoidal categories endowed with particular structure. Tannaka duality for (∞, 1)-categories refers to a duality between certain derived group stacks and certain monoidal (∞, 1)-categories endowed with particular structure. This duality theorem subsumes the classical statement. Our starting point is the philosophy developed by Grothendieck which is to consider fundamental groupoids (ie. 1-truncated homotopy types) as automorphism groupoids of certain "fiber" functors.
This philosophy began with Grothendieck's study of Galois theory axiomatically using purely categorical methods [SGA] . He introduced the notion of a Galois category, that is, a category C endowed with a fiber functor satisfying conditions such that C is equivalent to the category of representations of a profinite group. More precisely, let (C, ω) be a Galois category and define the fundamental group of C at the base point ω to be π 1 (C, ω) := Aut(ω).
Then π 1 (C, ω) is a profinite group and the functor C → π 1 (C, ω)-FSet from C to the category FSet of finite sets endowed with an action of π 1 (C, ω), is an equivalence of categories. This is the Galois duality statement. By looking at the problem categorically Grothendieck was able to transfer the study of 1-truncated homotopy types to contexts where such a notion was previously difficult to define. In this way he defined a new topological invariant -theétale fundamental group. An analogous notion in the case of compact topological groups was initiated much earlier by Tannaka [Ta] who showed that a compact group can be reconstructed from its category of representations. The group arises as the group of tensor preserving automorphisms of the forgetful fiber functor from the category of representations to its underlying category of vector spaces. In [Kr] , Krein characterised those categories of the form Rep(G) which arise in this way.
The passage from Galois theory to Tannaka theory is the linearization process of replacing sets by vector spaces. Following the Galois philosophy of Grothendieck above, Saavedra developed a Tannaka duality theory for affine group schemes where the abstract category dual is termed a neutralized Tannakian category [Sa] . The neutralized Tannaka duality statement is then that the automorphism group of fiber functors is an affine group scheme and the Tannakian category is equivalent to the category of representations of this affine group scheme. More precisely, let k be a field. Then Rep * : AffGp op k → (Tan k ) * is an equivalence of categories where (Tan k ) * is the category of pairs (T, ω) where T is a k-Tannakian category and ω is a fiber functor. The category AffGp k on the left hand side is the category of affine k-group schemes. Let (T, ω) be a neutralized Tannakian category and define the algebraic fundamental group of T at the base point ω to be π 1 (T, ω) alg := Aut ⊗ (ω).
Then π 1 (T, ω) alg is an affine group scheme and the functor
is an equivalence of categories. These affine group schemes are considered as algebraic versions of 1-truncated homotopy types and lead to Deligne's definition of the algebraic fundamental group [D1] . More generally, Saavedra wrote a non-neutral Tannaka statement which characterises those categories T which are equivalent to the category of representations of the stack Fib(T ) of fiber functors on T . In [D2] , Deligne completed the proof that this stack is an affine gerbe (in the f f qc-topology). More precisely they showed that Rep : Ger f f qc (k) op → Tan k is an equivalence of categories where Tan k is the category of k-Tannakian categories and Ger f f qc (k) is the category of affine gerbes over Spec(k) in the f f qc-topology. When Fib(T ) is the neutral gerbe of G-torsors, for G an affine group scheme, we recover the neutral Tannaka statement.
In order to study higher homotopy types it is necessary to move to a higher categorical generalisation of the above ideas [Gr] . Work in this direction began in [T1] by Toën. It involves the use of (∞, 1)-categorical techniques developed in work by Joyal [Jo] and Lurie [L1] and in the theory of derived algebraic geometry by Lurie [L2] and Toën and Vezzosi [TV1, TV2] . Informally, the passage from categories to (∞, 1)-categories involves replacing the category of sets by the (∞, 1)-category of spaces (topological spaces, Kan complexes or one such equivalent model). Indeed, one possible (although not so convenient) model for an (∞, 1)-category is a simplical category. This forces generalisations of other familiar categorical concepts. The category of abelian groups is replaced by the (∞, 1)-category of spectra, an abelian category is replaced by a stable (∞, 1)-category, commutative rings are replaced by commutative ring spectra (called E ∞ -rings) and a rigid category is replaced by a rigid (∞, 1)-category. More examples are discussed througout the text.
In the spirit of the above, we prove the following pointed or neutralized Tannaka duality statement for (∞, 1)-categories.
Theorem 0.1 (Neutralized (∞, 1)-Tannaka duality: see Theorem 7.14). Let τ be a subcanonical topology. Then the map Perf * : TGp τ (R) op → (Tens rig R ) * is fully faithful. Moreover, the adjunction Fib * ⊣ Perf * induces the following:
1. Let R be an E ∞ -ring. Then (T, ω) is a pointed finite R-Tannakian ∞-category if and only if it is of the form Perf * (G) for G a finite R-Tannakian group stack.
2. Let R be a connective E ∞ -ring. Then (T, ω) is a pointed flat R-Tannakian ∞-category if it is of the form Perf * (G) for G a flat R-Tannakian group stack.
3. Let R is a bounded connective E ∞ -ring. Then (T, ω) is a pointed positive R-Tannakian ∞-category if it is of the form Perf * (G) for G a positive R-Tannakian group stack.
The category TGp τ (R) is the (∞, 1)-category of R-Tannakian group stacks. These are affine group stacks which are weakly rigid in an appropriate sense. The category (Tens rig R ) * is the (∞, 1)-category of pointed rigid R-tensor (∞, 1)-categories. The objects in this category are rigid stable R-linear symmetric monoidal (∞, 1)-categories together with an R-linear symmetric monoidal functor to the (∞, 1)-category of rigid R-modules.
We will introduce three topologies on the (∞, 1)-category of R-algebras for an E ∞ -ring R called the finite, flat and positive topologies (denoted by f in, f l and ≥ 0 respectively). A rigid R-tensor (∞, 1)-category will be called pointed Tannakian with respect to one of these topologies if it is equipped with a fiber functor satisfying certain properties that reflect this topology (see Definition 7.10). A λ-R-Tannakian group stack for λ ∈ {f in, f l, ≥ 0} is an R-Tannakian group stack such that its associated Hopf R-algebra reflects the topology λ (see Definition 7.13).
Let (T, ω) be a pointed λ-R-Tannakian ∞-category and define the algebraic homotopy type of T at the base point ω to be π(T, ω) alg := Aut ⊗ (ω).
Then π(T, ω) alg is a λ-R-Tannakian group stack and the functor
is an equivalence of (∞, 1)-categories. We also have the more general neutral Tannaka duality statement for (∞, 1)-categories. is fully faithful. Moreover, the adjunction Fib ⊣ Perf induces the following:
1. Let R be an E ∞ -ring. Then T is a finite R-Tannakian (∞, 1)-category if and only if it is of the form Perf(G) for G a neutral finite R-Tannakian gerbe.
(∞, 1)-categories
Let m ≤ n be a pair of non-negative integers which may also include ∞. An (n, m)-category is an n-category in which all k-morphisms are invertible for m < k ≤ n. In this paper we will be primarily concerned with the case where n = ∞ and m ∈ {0, 1}. There are several different equivalent approaches to defining (∞, 1)-categories. Knowing that certain models are equivalent enables us to move between one model or another depending on the given context or calculation. The nature of the equivalence is a Quillen equivalence between certain model categories of (∞, 1)-categories: we take the point of view that we are ultimately interested in the objects of the homotopy category. We will concentrate on two models which are known to be Quillen equivalent [B1] :
The category K is the model category of simplicial sets with the Kan model structure. We define an (∞, 0)-category to be a Kan complex. Thus K will be the model category of (∞, 0)-categories. The category on the left-hand side is the category of K -enriched precategories (see [S1] for a self contained account of the theory) with the injective or Reedy model structure. This will play the principal role for our model category of (∞, 1)-categories. We recall that a K -enriched precategory is a functor
such that A 0 is discrete. An (∞, 1)-category is then a K -enriched precategory, which we will call an ∞-precategory, satisfying the Segal condition [HS] . To simplify notation, we make the henceforth abuse of calling an (∞, 1)-category simply an ∞-category. The category on the right-hand side is the model category of simplicial categories, that is, the model category of categories enriched over K , see [B2] , and is often useful when one would like to choose a strict model. For this paper the reader can substitute freely any choice of model category of (∞, 1)-categories which is equivalent to the model category of simplicial categories (see for example those reviewed in [B3] ). Every K -enriched category is an ∞-precategory with the same set of objects and where composition of maps is strictly defined. This induces a fully faithful functor G : Cat(K ) → PC(K ).
We will very often consider a K -enriched category C as an ∞-precategory by identifying C with G(C). The advantage of empolying the model category PC(K ) is that it is a cartesian closed model category. Therefore, for any two objects A and B in PC(K ), there exists an internal Hom object Hom(A, B) in PC(K ) and thus an internal Hom object RHom(A, B) in the homotopy category of PC(K ). This is in contrast to the model category of simplicial categories which does not form an internal theory (analogous to the the theory of model categories itself). Secondly, in contrast to some other approaches, the definition of an ∞-precategory is based on an inductive procedure which allows one to construct a cartesian closed model category of (∞, n)-categories paving the way for further extensions of the theory presented here.
We will denote by hK the homotopy category of K obtained from K by formally adjoining inverses to all weak equivalences. If C is an ∞-category, the homotopy category of C is the hK -enriched category hC with the same set of objects and such that for any x, y ∈ C, Map hC (x, y) = [C(x, y)]
where [•] : K → hK . For objects x 0 , . . . , x n ∈ C, composition Map hC (x 0 , x 1 )×. . .×Map hC (x n−1 , x n ) → Map hC (x 0 , x n ) is given by composing the inverse of the weak equivalence C(x 0 , . . . , x n ) → C(x 0 , x 1 ) × . . . × C(x n−1 , x n ) with the map C(x 0 , . . . , x n ) → C(x 0 , x n ) and applying the functor [•] . We obtain in this way a functor h : PC(K ) → Cat(hK ). A map F : C → D between ∞-categories is said to be an equivalence if the induced functor hF : hC → hD is an equivalence of hK -enriched categories, ie.
• For every x, y ∈ C, the map C(x, y) → D(F (x), F (y)) is a weak equivalence in K .
• Every y ∈ D is equivalent to F (x) in the homotopy category hD for some x ∈ C.
A functor between ∞-categories satisfying these two conditions is said to be fully faithful and essentially surjective respectively.
Model categories provide a very powerful tool for proving results in the theory of ∞-categories. Apart from being the natural setting to undertake comparison results as mentioned above, model categories themselves can be used to model ∞-categories. The construction taking a model category to an ∞-category is called localisation. In fact any ∞-category which is presentable in an appropriately defined sense is equivalent to the localisation of a combinatorial simplicial model category. Moreover, any ∞-category can be fully embedded into the localisation of a model category. Definition 1.1. Let C be an ∞-category and S a set of arrows in C. A localisation of C along S is a pair (L S C, l) where L S C is an ∞-category and l : C → L S C is a functor such that the following universal property is satisfied: for any ∞-category D, the induced map
is fully faithful and its essential image consists of those functors F : C → D which send each arrow in S to an equivalence in D.
We will often refer to a localisation (L S C, l) of C along S as simply L S C. An explicit model for the localisation (L S C, l) is given by composing the homotopy pushout diagram
C in PC(K ) with a fibrant replacement functor where [1] is the groupoid generated by one isomorphism {0 ∼ − → 1} (see Section 8.2 of [T2] for this existence result). It follows that
is an equivalence of categories where S −1 (hC) is the category obtained by formally inverting the elements of S.
Every category C can be regarded as an ∞-category by considering the set C(x, y) for two objects x, y ∈ C as a discrete simplicial set (a simplicial category and thus an ∞-category). More generally we may consider a pair (C, S) consisting of a category C together with a set of morphisms S of C and construct the localised category S −1 C. This procedure can be refined using the simplicial localisation construction of Dwyer and Kan [DK] . The simplicial localisation L DK S (C) of the pair (C, S) has the property that there exists a natural isomorphism
is an equivalence of ∞-categories [DK] . When M is a model category we will let LM := L W M be the localisation of M along the set of weak equivalences W of M . Thus h(LM ) → hM is an equivalence of categories.
Let M be an excellent model category (Definition A.3.2.16 of [L1] ) and A a combinatorial Menriched model category. Let C be a M -enriched category and A C be endowed with the projective model structure. Then there exists an equivalence
of M -enriched categories. This is called the strictification theorem (see Section 2 of [W2] ). Example 1.2. Let A be an ∞-precategory, D a simplicial category and F(A) → D an equivalence where F is the left adjoint to the fully faithful functor G. Then the induced map
is an equivalence of ∞-categories. Definition 1.3. We denote by Cat ∞ := LPC(K ) the ∞-category of ∞-categories and S := LK the ∞-category of (∞, 0)-categories.
The ∞-category S of spaces will play an important role in the remainder of the text fulfilling an analogous role as the category of sets does in ordinary category theory. Let X be an ∞-category and consider the endofunctor
between the ∞-category of ∞-categories. The ∞-category Pr X (A) will be called the ∞-category of X-valued prestacks on A. When A is an ∞-precategory and X is the ∞-category S of (∞, 0)-categories, we write Pr(A) for Pr S (A) and refer to Pr(A) as the ∞-category of prestacks on A. This ∞-category will also be denoted A ∧ . Let A be an ∞-precategory. Then we can replace A by a simplicial category C := F(A). Let C op × C → K be the natural K -enriched bifunctor. By adjunction this gives a map C → K C op where the right hand side is equivalent to A ∧ by the strictification theorem. We will refer to the composition
which is well defined in hPC(K ), as the Yoneda embedding. The ∞-categorical Yoneda Lemma then states that the Yoneda embedding A → Pr(A) is fully faithful. By Proposition 5. 1.3.2 of [L1] , the Yoneda embedding preserves small limits. If C be an ∞-category, a prestack F in Pr(C) is said to be representable if it lies in the essential image of the Yoneda embedding C → Pr(C).
Proposition 1.4. Let C be an ∞-category. Then there exists a simplicial model category A and a fully faithful map C → LA of ∞-categories.
Proof. Let D := F(C) be a strict model for C. Then the proposition follows from the composition
using the fully faithful ∞-Yoneda lemma and the strictification theorem. We conclude by setting
We will use this property to characterise ∞-categories having special properties by placing natural conditions on the model category A and asking that the fully faithful map C → LA be an equivalence. Our first example is the following. Definition 1.5. An ∞-category C is said to be presentable if it is equivalent to the localisation of a combinatorial simplicial model category.
Let Cat p ∞ denote the full subcategory of Cat ∞ spanned by the presentable ∞-categories and colimit preserving functors. If C is a presentable ∞-category and A is an ∞-precategory then the ∞-category RHom(A, C) is presentable. In particular, the ∞-category of prestacks Pr(A) is presentable.
Let C be an ∞-category and S a set of arrows of S. In the setting of presentable ∞-categories, the theory of localisations has a simple characterisation: L S C can be identified with a full subcategory of C. An object x in C is said to be S-local if for every arrow f : y → z in S, the induced map C(z, x) → C(y, z) is an equivalence in S. An arrow f : x → y in C is said to be an S-equivalence if for every S-local object z in C, the induced map C(y, z) → C(x, z) is an equivalence in S. Let C be a presentable ∞-category and (L S C, l) a localisation of C in the ∞-category Cat p ∞ . Then an object x in C is S-local if and only if it belongs to L S C. Furthermore, every element of S is an S-equivalence in C. A localisation in the setting of presentable ∞-categories will be called a Bousfield localisation to distinguish from the more general localisation of Definition 1.1.
An ∞-category admits all finite limits if and only if it admits pullbacks and a final object. A functor between ∞-categories preserves finite limits if and only if it preserves pullbacks and final objects. An analogous statement holds for finite colimits by passing to the opposite ∞-category. Let F : C → D be a functor between ∞-categories. If C admits finite limits then F is said to be left exact if it preserves finite limits. If C admits finite colimits then F is said to be right exact if it preserves finite colimits. It is said to be exact if it is both left and right exact. We denote by Hom lex (C, D) (resp. Hom rex (C, D)) the full subcategory of Hom(C, D) spanned by the left exact (resp. right exact) functors.
When A is a combinatorial simplicial model category, then the existence of homotopy limits and colimits in A ensures the existence of limits and colimits in the ∞-category LA (see Section 4 of [W2] ). An ∞-category is said to be complete if it admits all (small) limits and cocomplete if it admits all (small) colimits. It is said to be bicomplete if it is both complete and cocomplete. Let F : C → D be a functor between ∞-categories. If C admits small limits then F is said to be continuous if it preserves small limits. If C admits small colimits then F is said to be cocontinuous if it preserves small colimits. It is said to be bicontinuous if it is both continuous and cocontinuous. We denote by Hom ct (C, D) (resp. Hom coct (C, D)) the full subcategory of Hom(C, D) spanned by the continuous (resp. cocontinuous) functors.
The following general theory of limits and colimits in an ∞-category is contained in [L1] . Let A be a collection of ∞-precategories. An ∞-category C is said to admit A-indexed colimits if it admits colimits along all diagrams indexed by elements in A. A functor F : C → D is said to preserve A-indexed colimits if it preserves colimits along all diagrams indexed by elements in A. We denote by RHom A (C, D) the full subcategory of RHom(C, D) spanned by those functors which preserve A-indexed colimits. If C is an ∞-category and D an ∞-category which admits A-indexed colimits then any functor functor F : C → D can be extended, essentially uniquely, to an A-colimit preserving functor G : Pr A (C) → D where Pr A (C) is an ∞-category admitting A-indexed colimits. More precisely, by Proposition 5.3.6.2 of [L1] , there exists an ∞-category Pr A (C) admitting A-indexed colimits and a fully faithful functor y : C → Pr A (C) satisfying the following universal property: for any ∞-category D admitting A-indexed colimits, composition with y induces an equivalence
When A is the collection of all ∞-precategories, the ∞-category Pr A (C) is identified with the ∞-category of prestacks. Thus composition with the Yoneda embedding A → Pr(A) induces an equivalence
of ∞-categories. Given an ∞-category C, we may also define other ∞-categories, thought of informally as the ∞-categories associated to C by formally adding colimits of type A, using this universal property. If C is an ∞-category then the ∞-category of prestacks on C is freely generated under small colimits by the image of the Yoneda embedding. The ∞-category of ind-objects of C is then the smallest full subcategory of this ∞-category of prestacks which contains the image of the Yoneda embedding and is stable under filtered colimits. Thus it is freely generated under filtered colimits by C. Definition 1.6. Let C be an ∞-category and A the class of all small filtered ∞-precategories. Then the ∞-category of ind-objects of C is given by Ind(C) := Pr A (C).
Let A be the class of all small κ-filtered ∞-precategories. The ∞-category of ind-objects of C admits the following characterisation: the objects of Ind(C) are functors I → C where I ∈ A and given two objects F : I → C and G : J → C in Ind(C), the mapping space is given by
By Proposition 5.3.5.14 of [L1] , the Yoneda embedding y : C → Ind(C) taking x to the functor x : * → C preserves all small colimits which exist in C. The essential image of y consists of objects x in C such that the corepresentable functor C(x, •) : C → S preserves filtered colimits. Such objects are said to be compact in C. Let C cpt denote the full subcategory of C spanned by the compact objects.
An ∞-category C is said to be closed if every diagram in C indexed by a small ∞-precategory admits a colimit in C. Clearly, an ∞-category C is equivalent to Ind(D) for some small ∞-category D if and only if the ∞-category C is closed and has a small subcategory D consisting of compact objects such that every object of C is a filtered colimit of objects of D. This motivates the following. Definition 1.7. An ∞-category C is said to be accessible if there exists a small ∞-category D such that
is an equivalence of ∞-categories.
Let C be a presentable ∞-category. By Proposition 5.5.2.2 of [L1] , a functor F : C op → S is representable if and only if it preserves small limits. Similarly, a functor F : C → S is corepresentable if and only if it is accessible and preserves small limits (Proposition 5.5.2.7 of [L1] ). An important ramification of this is the adjoint functor theorem which states that if C and D are presentable ∞-categories then a functor F : C → D admits a right adjoint if and only if it preserves small colimits and admits a left adjoint if and only if it is accessible and preserves small limits (see Corollary 5.5.2.9 of [L1] ).
Symmetric monoidal structures
We define a symmetric monoidal ∞-category using the language of cofibered ∞-categories (see Section 3.2 of [L1] and Section 1.3 of [TV3] ). Let Γ denote the category of pointed finite ordinals and point preserving maps. This is equivalent to the category of all linearly ordered finite sets with a distinguished point * . We denote the pointed ordinal n { * } by n . The category Γ is a monoidal category with monoidal structure (Γ, ∨, 0 ).
An arrow f : n → m in Γ is said to be inert (resp. semi-inert ) if f −1 {j} = {i} (resp. f −1 {j} ∈ {∅, {i}}) for all j ∈ m − * . It is said to be null if f (i) = * for all i ∈ n . It is said to be active if f −1 { * } = { * }. Every arrow f in Γ admits a factorisation f = f ′′ • f ′ by an inert arrow f ′ followed by an active arrow f ′′ . This factorisation is unique up to (unique) isomorphism. Consider an object p : A → Γ in the category PC(K ) /Γ . An arrow f in A(a, b) is said to be p-cocartesian if for all c ∈ A, the induced morphism
is a weak equivalence in K . An object p : A → Γ in the category PC(K ) /Γ is said to be a cofibered ∞-category if for every arrow u : n → m in Γ and every object a in A with p(a) = n , there exists a p-cocartesian arrow f such that p(f ) is isomorphic to u in the undercategory Γ n / . A morphism in the homotopy category of PC(K ) /Γ is said to be cocartesian if it preserves cocartesian arrows. The (non-full) subcategory of h(PC(K ) /I ) consisting of cofibered objects and cocartesian morphisms will be denoted by h(PC(K ) /I )
cc . An important observation is that the condition to be cofibered is stable by equivalences in PC(K ).
Let A be an ∞-precategory and A n the fiber of the map p : A → Γ at n ∈ Γ. For each n ≥ 1 and 0 < i ≤ n, consider the n pointed maps p i : n → 1 in Γ given by p i (j) = {j} if i = j and p i (j) = * otherwise. These induce natural maps (
n is an equivalence for each n ≥ 0.
We let A 1 be the underlying ∞-category of A. We will often abuse notation by referring to a symmetric monoidal ∞-category p : A → Γ as simply A. By Proposition 1.4 of [TV3] Definition 2.3. Let p : C → Γ be a symmetric monoidal ∞-category. A commutative monoid object in C is a lax symmetric monoidal section of p (where the identity map id Γ endows the trivial category 0 with a symmetric monoidal structure).
The ∞-category of commutative monoid objects in C will be denoted CMon(C) := RHom lax Γ (Γ, C) . A commutative comonoid object in C is a commutative monoid object in C op . The ∞-category CMon(C) has an initial object A such that the unit map 1 C 1 → A( 1 ) is an equivalence in C 1 (Corollary 3.2.1.9 of [L2] ). For a commutative (co)monoid object A, we will sometimes use the notation A n := A( n ).
Example 2.4. Let p : C → Γ be a symmetric monoidal ∞-category and A an ∞-precategory. Then the ∞-category RHom(A, C 1 ) inherits the structure of a symmetric monoidal ∞-category RHom(A, C) → Γ called the pointwise symmetric monoidal structure where we define
Example 2.5. Let C be a symmetric monoidal ∞-category and D 1 a full subcategory of C 1 . Assume that for every equivalence x → y in C 1 , if y ∈ D 1 then x ∈ D 1 . Define a subcategory D of C by letting an object x ∈ C n belong to D if and only if the image under i (p i ) * :
n . Then it is clear that the restriction map D → Γ is a symmetric monoidal ∞-category if D is closed under tensor products and contains the unit object of C. Example 2.6. Let p : C → Γ be a symmetric monoidal ∞-category. Then by Example 3.2.2.4 of [L2] , there exists a symmetric monoidal structure on the ∞-category CMon(C) of commutative monoid objects in C induced by that on C. Moreover, by Proposition 3.2.4.7 of loc. cit., the tensor product of commutative monoid objects corresponds to the coproduct. Example 2.7. If C admits finite colimits and the tensor product bifunctor preserves finite colimits seperately in each variable then the ∞-category Ind(C) of ind-objects of C admits a symmetric monoidal structure which is characterised, up to symmetric monoidal equivalence, by the properties that the tensor product bifunctor ⊗ : Ind(C) × Ind(C) → Ind(C) preserves small colimits seperately in each variable and that the Yoneda embedding C → Ind(C) can be extended to a symmetric monoidal functor. This statement follows from a more general statement for a symmetric monoidal ∞-category admitting colimits indexed by an arbitrary collection of ∞-precategories. See Proposition 6.3.1.10 of [L2] for a precise statement.
Let C be an ∞-category. There exists a natural analogue of the localisation of C as defined in Definition 1.1 when C is endowed with a symmetric monoidal structure whose underlying ∞-category is L S C. We will abuse notation by denoting the resulting symmetric monoidal ∞-category by L S C. The existence result follows from Proposition 4.1.3.4 of [L2] . When M is a symmetric monoidal model category we will define LM := L W (M c ) (the monoidal product on M c preserves the weak equivalences W in M c ).
Example 2.8. The model category PC(K ) of ∞-categories is a symmetric monoidal simplicial model category for the cartesian product. Thus Cat ∞ := LPC(K ) is a symmetric monoidal ∞-category. Explicitly, the cofibered ∞-category Cat ∞ is given as follows:
• The objects are pairs ( n , (C 0 , . . . , C n )) where n is an object of Γ and each C i is a fibrant ∞-precategory.
• A map between two objects ( n , C • ) and ( m , D • ) is a map u : n → m in Γ together with a collection of functors
By Proposition 4.4.4.6 and Theorem 4.4.4.7 and of [L2] , if M is a combinatorial symmetric monoidal model category with the conditions that M is left proper, the class of cofibrations in M is generated by cofibrations between cofibrant objects, M satisfies the monoid axiom and every cofibration in M is a power cofibration (see Definition 4.4.4.2 of loc. cit.) then CMon(M ) admits a combinatorial model structure such that the map
is an equivalence of ∞-categories. When the ∞-category Cat ∞ is equipped with the cartesian monoidal structure then
is an equivalence of ∞-categories. This follows from the following more general equivalence of Proposition 2.4.2.5 of [L2] . Let C be a symmetric monoidal ∞-category. A symmetric monoidal structure on C is said to be compatible with countable colimits if for any simplicial set A with only countably many simplices, the ∞-category C admits A-indexed colimits and for any x in C, the functor • ⊗ x : C → C preserves these colimits. If C is compatible with countable colimits then the forgetful functor CMon(C) → C admits a left adjoint Fr : C → CMon(C) which we refer to as the free functor. A precise statement can be found in Corollary 3.1.3.5 of [L2] . If C is equivalent to LM for M a symmetric monoidal model category then Fr is equivalent to a functor Fr :
where Sym(x) := n≥0 x ⊗n /Σ n .
Definition 2.9. Let p : D → Γ be a symmetric monoidal ∞-category. An ∞-category C is said to be tensored over D if there exists a map F : C → D in PC(K ) such that:
3. For each n ≥ 0, the inclusion {n} ⊆ n induces an equivalence C n → D n ×C {n} of ∞-categories.
Let C be an ∞-category tensored over D. We will refer to the fiber C 0 as the underlying ∞-category of C and by abuse, also denote it by C. We obtain a natural diagram
which induces a symmetric monoidal bifunctor ⊗ : D 1 ×C 0 → C 0 , together with its higher symmetric monoidal structure, which is well defined up to homotopy. Definition 2.10. Let A be a symmetric monoidal ∞-category and C an ∞-category tensored over A. Let a ∈ A and x, y ∈ C. Then C is said to be enriched over A if the functor A op → S given by
is representable for all x, y ∈ C. The representing object will be denoted Mor(x, y) and called the morphism object of x and y.
It follows directly from Definition 2.10 that morphism objects are characterised by the following universal property: there exists a map ev : Mor(x, y) ⊗ x → y such that composition with ev yields an equivalence
and the chain of equivalences
yields an equivalence Mor(a, Mor(x, y)) → Mor(a ⊗ x, y) of morphism objects.
Example 2.11. Let C be a symmetric monoidal ∞-category. Then the symmetric monoidal product ⊗ : C × C → C endows C with the structure of an ∞-category tensored over itself. If it is furthermore enriched, then the morphism object Mor(c, d) is just the internal Hom object Hom(c, d) in C.
Let A be a monoidal ∞-category and C an ∞-category tensored over A. Suppose further that C and A are presentable ∞-categories. Let a = colim i a i be an object in A. A prestack is representable if and only if it preserves small limits. Therefore, the ∞-category C is enriched over
, y) which is naturally equivalent to lim i C(a i ⊗ x, y). Thus the ∞-category C is enriched over A if the functor
preserves small colimits for all x ∈ C.
We will now define the ∞-category of module objects in a symmetric monoidal ∞-category. A more detailed and general exposition can be found in Section 3.3.3 of [L2] .
Notation 2.12. Let K si denote the full subcategory of RHom( 1 , Γ) spanned by the semi-inert arrows. Let K null denote the full subcategory of K si spanned by the null arrows. There are two natural maps
• is said to be inert if its images under e 0 and e 1 are inert in Γ.
Let p : C → Γ be a symmetric monoidal ∞-category. We define an ∞-precategory M(C) through the following universal property: for every ∞-precategory A equipped with a map A → Γ the map
is an equivalence. Thus
is an equivalence where K si n > denotes the homotopy fiber of K si → RHom({0}, Γ) at n . An object of
Let M(C) denote the full subcategory of M(C) spanned by those vertices for which the functor F preserves inert morphisms.
Similarly we define an ∞-precategory A(C) through the following universal property: for every ∞-precategory A equipped with a map A → Γ the map
is an equivalence where K null n > denotes the homotopy fiber of K null → RHom({0}, Γ) at n . Let A(C) denote the full subcategory of A(C) spanned by those vertices for which the functor F preserves inert morphisms. We define
By Theorem 4.4.2.1 of [L2] , if C admits colimits of simplicial objects such that for every object x in C the functor • ⊗ x preserves these colimits, then the projection
is a symmetric monoidal ∞-category. The unit object of p is canonically equivalent to R. The symmetric monoidal product is called the relative tensor product and for two R-modules M and N will be denoted
for a detailed discussion of the relative tensor product functor. The above construction is functorial in p and hence we obtain a functor
where • ⊗ R Q is the symmetric monoidal base change functor left adjoint to the forgetful functor Mod Q (C) → Mod R (C). Let C be a symmetric monoidal ∞-category and R a commutative comonoid object in C. By definition, the ∞-category of comodules in C over R is
Example 2.13. Many examples of ∞-categories of modules arise from the localisation of model categories of modules. More precisely, let M be a combinatorial symmetric monoidal model category and R a commutative monoid object of M . Assume that M satisfies the monoid axiom [SS2] . Then the category Mod R (M ) of R-modules admits a combinatorial model structure where a map is a fibration if and only if it is a fibration in M and a weak equivalence if and only if it is a weak equivalence in M . If M is endowed with a simplicial model structure, then Mod R (M ) is a simplicial model category. If we further assume that M satisfies the conditions furnishing an equivalence s :
is an equivalence of ∞-categories. This follows from Theorem 4.3.3.17 of [L2] .
Definition 2.14. Let C be a symmetric monoidal ∞-category and R a commutative monoid object in C. A commutative R-algebra object in C is a commutative monoid object in the symmetric monoidal ∞-category Mod R (C) of R-modules.
Let CAlg R (C), or simply CAlg R , denote the ∞-category CMon(Mod R (C)) of commutative R-algebra objects in C. The ∞-category CAlg R (C) inherits the structure of a symmetric monoidal ∞-category where the tensor product is induced by the tensor product in Mod R (C) (see Example 2.6). Furthermore, this tensor product coincides with the coproduct in the ∞-category of commutative R-algebras.
It follows from Corollary 3.4.1.7 of [L2] that if C be a symmetric monoidal ∞-category and R is a commutative monoid object in C, then there exists an equivalence
of ∞-categories. Furthermore, by Corollary 6.3.5.16 of [L2] , there exists a natural fully faithful map
and so the map
given by composing this fully faithful map with θ C is fully faithful. Let C be a symmetric monoidal ∞-category such that the symmetric monoidal product preserves (small) colimits separately in each variable and the fiber C n is a presentable ∞-category for all n > 0. In this case we will say that C is a presentable symmetric monoidal ∞-category. If C is a presentable symmetric monoidal ∞-category then CMon(C) is a presentable ∞-category. This follows from Corollary 3.2.3.5 of [L2] . Moreover, if C is a presentable symmetric monoidal ∞-category then the ∞-category Mod R (C) is a presentable symmetric monoidal ∞-category by Theorem 3.4.4.2 of [L2] . Combining these two results, the ∞-category CAlg R (C) is a presentable ∞-category.
There exists a symmetric monoidal structure on the ∞-category Cat p ∞ of presentable ∞-categories by Proposition 6.3.1.14 of [L2] . This is a subcategory of the symmetric monoidal ∞-category Cat ∞ which can be explicitly described as follows:
• The objects are pairs ( n , (C 0 , . . . , C n )) where n is an object of Γ and each C i is a presentable fibrant ∞-precategory.
• A map between two objects ( n , C • ) and ( m , D • ) is a map u : n → m in Γ together with a collection of functors u(i)=j C i → D j which preserve colimits seperately in each variable.
One can show (see loc. cit.) that the unit object of Cat p ∞ with this symmetric monoidal structure is the ∞-category S of spaces. Let Cat p,⊗ ∞ denote the subcategory of Cat ⊗ ∞ spanned by presentable symmetric monoidal ∞-categories whose monoidal bifunctor preserves colimits seperately in each variable and whose morphisms are colimit preserving symmetric monoidal functors. Then we have an equivalence
of ∞-categories. Thus a symmetric monoidal ∞-category C belongs to CMon(Cat p ∞ ) if and only if C is presentable and the tensor product bifunctor ⊗ : C 1 × C 1 → C 1 preserves (small) colimits seperately in each variable.
Let C be a presentable symmetric monoidal ∞-category. Then the ∞-category Mod R (C) of Rmodules in C is a presentable symmetric monoidal ∞-category with a bicontinuous monoidal product. Thus Mod R (D) belongs to CMon(Cat p ∞ ). We can then make the following definition. Definition 2.15. Let D be a presentable symmetric monoidal ∞-category. A presentable ∞-category is said to be R-linear if it is endowed with the structure of a Mod R (D)-module object in the symmetric monoidal ∞-category Cat
Note that an R-linear ∞-category is a presentable ∞-category C which is tensored over the ∞-category Mod R (D). Then the functor • ⊗ x : Mod R (D) → C preserves colimits for all x ∈ C owing to the monoidal structure on Cat p ∞ . Thus the presentable ∞-category C is enriched over Mod R (D) as expected. Therefore there exists an equivalence
The term on the left hand side is the ∞-category of R-linear presentable symmetric monoidal ∞-categories and R-linear symmetric monoidal functors.
Example 2.17. Let k be a commutative ring and C a presentable k-linear symmetric monoidal category (ie. a presentable symmetric monoidal category with a Mod
Spectral algebra
In this section we review the basic theory of stable ∞-categories. A more detailed account can be found in [L2] . Let C be an ∞-category. We call an object which is both initial and terminal in C a zero object and denote it by 0 ∈ C. An ∞-category is said to be pointed if it contains a zero object. Definition 3.1. An ∞-category C is said to be stable if it is pointed, admits finite limits and colimits and pullback and pushout squares coincide.
Note that if a functor between stable ∞-categories is left or right exact it is automatically exact. Let Cat ⊥ ∞ denote the full subcategory of Cat ∞ spanned by stable ∞-categories and exact functors. Let C be a pointed ∞-category and f : x → y an arrow in C. A kernel of f is a pullback x × y 0 and a cokernel of f is a pushout y x 0. They are uniquely determined up to equivalence in C. A full subcategory of a stable ∞-category is said to be a stable subcategory if it contains a zero object and is closed under the formation of kernels and cokernels.
The ∞-category Cat ⊥ ∞ admits all (small) limits and all (small) filtered colimits (Theorem 1.1.4.4 and Proposition 1.1.4.6 of [L2] ). The structure of a stable ∞-category induces a heavy simplification of the nature of its limits and colimits: if κ is a regular cardinal, then a stable ∞-category has all κ-small limits (resp. colimits) if and only if it has κ-small products (resp. coproducts). Furthermore, an exact functor between stable ∞-categories preserves κ-small limits (resp. colimits) if and only if it preserves κ-small products (resp. coproducts).
Let C be a pointed ∞-category with finite limits. The loop functor Ω of C is the endomorphism of C given by Ω : 
Example 3.3. Let A be an abelian category with enough projective objects and C(A) the simplicial model category of chain complexes in A. Then the derived ∞-category L(C(A)) of A is a stable ∞-category. The homotopy category hL(C(A)) can be identified with the derived category D(A) of A. Likewise, one can define the bounded (resp. bounded above, bounded below) derived ∞-category of A. See Section 1.3.1 of [L2] for more details.
Let C be an ∞-category with finite limits and Z the linearly ordered set of integers which we consider as a filtered category. Let T be an endofunctor on C. We construct the following endofunctor
Definition 3.4. Let C be an ∞-category with finite limits and T an endofunctor on C. A T -spectrum object of C is a functor F : Z → C such that F → φ(F ) is an equivalence in RHom(Z, C).
The ∞-category of T -spectrum objects in C, denoted Sp T (C), is given by the homotopy pullback
whose composition gives the equivalence required in Definition 3.4. The ∞-category of T -spectrum objects in C comes naturally equipped with an evaluation functor Ev n : Sp T (C) → C for every n ∈ Z which acts on a spectrum F and picks out its n-th term F (n). If C is a presentable ∞-category then this evaluation functor admits a left adjoint Fr n : C → Sp T (C). We will be particularly interested in the case where the endofunctor T is the loop functor. In this case, if C is a pointed ∞-category with finite limits then the ∞-category Sp Ω (C) is a stable ∞-category (see Proposition 1.4.2.18 of [L2] ). This defines a natural functor Sp Ω from the ∞-category of pointed ∞-categories with finite limits and left exact functors to the ∞-category Cat ⊥ ∞ of stable ∞-categories whose right adjoint is the forgetful functor.
Let C * denote the full subcategory of RHom( [1] , C) spanned by those morphisms x → y for which x is a terminal object of C. We call C * the ∞-category of pointed objects of C. If C is pointed, then the forgetful functor C * → C is an equivalence of ∞-categories. Definition 3.5. A spectrum is a Ω-spectrum object of the ∞-category S * of pointed spaces.
Let Sp := Sp Ω (S * ) denote the ∞-category of spectra. The ∞-category Sp is stable and presentable. It follows from Definition 3.4 that the ∞-category Sp of spectra can be identified with the homotopy limit of the tower
Let S f in denote the smallest full subcategory of S which contains the final object and is stable under finite colimits. Then Ind(S f in * ) → S * is an equivalence of ∞-categories and thus S * is compactly generated. Moreover, let S f in
in the ∞-category of ∞-categories and exact functors. Then the ∞-category of spectra is compactly generated and
Let C be a presentable ∞-category. Then the ∞-category Sp Ω (C * ) is presentable and the natural functor Ev n : Sp Ω (C * ) → C admits a left adjoint Fr n : C → Sp Ω (C * ). Let C = S and * be the final object of S. The object Fr 0 ( * ) of Sp will be called the sphere spectrum and will be denoted by S. Recall the homotopy group functor on spectra π n : Sp → Ab which takes a spectrum A to the abelian group Hom hSp (S[n], A). A map f : A → B of spectra is an equivalence if and only if it induces isomorphisms π n A → π n B for all n ∈ Z.
The ∞-category Sp admits a symmetric monoidal structure which is uniquely characterized by the property that the unit object of Sp is the sphere spectrum S and the bifunctor ⊗ : Sp× Sp → Sp preserves colimits seperately in each variable (Corollary 6.3.2.16 of [L2] ). If Sp is the category of symmetric spectra endowed with the S-model structure [Sh] and smash product symmetric monoidal structure then Sp can be lifted to a simplicial symmetric monoidal model category and there exists an equivalence LSp → Sp of symmetric monoidal ∞-categories. Notation 3.6. Let C be a stable ∞-category and x be any object of C. Let
given by taking the nth power of the suspension and loop functors. We use the same notation for the corresponding object in hC.
The homotopy category of a stable ∞-category C is a triangulated category where the suspension functor Σ : x → x[1] denotes the translation functor. See Theorem 1.1.2.13 of [L2] for the proof. Furthermore, there exists a spectrum of maps between any two objects in C. For all x, y ∈ C, since x ≃ 0 × x [1] 0, the space Map C (x, y) (pointed by the zero map) is the zeroth space of the spectrum
More precisely, let Cat
⊥,p ∞ denote the full subcategory of Cat p ∞ spanned by stable, presentable objects. Proposition 3.7. Let C be a stable, presentable ∞-category. Then C is tensored and enriched over the ∞-category Sp of spectra.
Proof. By Proposition 6.3.2.15 of [L2] there exists an equivalence
of ∞-categories. A presentable ∞-category which is tensored over Sp where the tensored structure preserves (small) colimits is automatically stable and since the functor • ⊗ x : Sp → C preserves (small) colimits for all x ∈ C, the result follows. Definition 3.8. A spectrum A is said to be connective if π n A ≃ 0 for all n < 0. It is said to be discrete if it is connective and 0-truncated.
We denote by Sp c (resp. Sp d ) the full subcategory of Sp spanned by the connective (resp. discrete) spectra. The ∞-category of connective spectra is the smallest full subcategory of Sp closed under colimits and extensions which contains the sphere spectrum S. It is projectively generated with the sphere spectrum being a compact projective generator. Definition 3.9. A commutative ring spectrum is a commutative monoid object in the ∞-category Sp of spectra with respect to the smash product monoidal structure.
A commutative ring spectrum will be referred to as an E ∞ -ring. The ∞-category of E ∞ -rings will be denoted E := CMon(Sp). The ∞-category E will play the role of our generalised theory of rings. If R is an E ∞ -ring then the ∞-category of commutative R-algebras CAlg R := CMon(Mod R ) in Sp is equivalent to E R/ .
Example 3.10. Let S n be the simplicial n-sphere. For any commutative ring k, one can associate an E ∞ -ring spectrum Hk called the Eilenberg Mac Lane ring spectrum which is the sequence of simplicial abelian groups k ⊗ S n where (k ⊗ S n ) m is the free abelian group on the non-basepoint m-simplices of S n . This construction defines a fully faithful functor H : Rng → E from the ∞-category of commutative rings to the ∞-category of E ∞ -rings with π 0 (Hk) = 0 and π i (Hk) = 0 for all i > 0.
For R ∈ E and n ∈ Z, let π n R denote the nth homotopy group of the underlying spectrum of R. We can identify π n R with the set π 0 Map Sp (S[n], R). In particular, π 0 R is a discrete commutative ring and π n R has the natural structure of a π 0 (R)-module. An E ∞ -ring R is said to be connective if π n R ≃ 0 for all n < 0. The full subcategory of commutative ring spectra spanned by the connective objects, denoted E c , is equivalent to the ∞-category CMon(Sp c ) of commutative monoid objects in the ∞-category of connective spectra. We can think of connective E ∞ -rings as simply spaces endowed with an addition and multiplication satisfying the axioms for a commutative ring up to coherent homotopy. More precisely, let
is an equivalence of ∞-categories for the monad T = Ev 0 • Fr 0 on S (see Remark 7.1.1.8 of [L2] ). An E ∞ -ring R is said to be bounded if π i (R) = 0 for i > n for some n. It is said to be discrete if it is connective and 0-truncated. We let E d denote the full subcategory of E spanned by the discrete objects. A connective E ∞ -ring R is discrete if and only if for all n > 0 the homotopy group π n R is trivial. The ∞-category E d is equivalent to the ∞-category CMon(Sp d ) of commutative monoid objects in the ∞-category of discrete spectra.
A convenient way to manipulate algebra in the context of ring spectra is to utilise its model categorical interpretation. Let Sp be endowed with its S-model structure. Then the category CMon(Sp) inherits the structure of a simplicial model category again by loc. cit. and by Section 2 there exists an equivalence s : L CMon(Sp) → E of ∞-categories. Furthermore, by Example 2.13, there exists an equivalence
Lemma 3.11. Let R be an E ∞ -ring. The ∞-category of modules Mod R is a stable ∞-category.
Proof. By the above discussion, the ∞-category Mod R is equivalent to the localisation of a stable model category. The localisation of a stable model category is a stable ∞-category (Example 3.2).
Example 3.12. When R ∈ E is discrete, ie. an ordinary commutative ring, the triangulated category hMod R corresponds to the classical derived category of Mod R . Example 3.13. Let k be a field of characteristic zero and dgAlg k the model category of commutative differential graded k-algebras where the weak equivalences are given by the quasi-isomorphisms (see Section 5 of [SS2] ), ie. the model category of commutative monoid objects in the symmetric monoidal model category C(k) := C(Mod k (Ab)) of chain complexes of k-modules. By Theorem 5.1.6 of [SS1] there exists a Quillen equivalence Mod Hk (Sp) → C(k) where the model category Sp of symmetric spectra is endowed with the S-model structure. Thus we have a diagram
The left vertical arrow is an equivalence by Example 2.13 and the right vertical arrow is an equivalence by the discussion following Example 2.8. Therefore the ∞-category of Hk-algebras in Sp can be identified with the localisation of the model category of commutative differential k-algebras.
Let R be a connective E ∞ -ring and CAlg f p denotes the smallest full subcategory of CAlg c R which contains all finitely generated free R-algebras and is stable under finite colimits then
is an equivalence of ∞-categories. Moreover, the ∞-category CAlg c R is compactly generated with the compact objects being the finitely presented R-algebras.
Consider the ∞-category Mod R of R-modules for R an E ∞ -ring. If M is an R-module we will denote by π n M the homotopy group of its underlying spectrum. The ∞-category (Mod R ) ≥0 is the smallest full subcategory of Mod R which contains R and is stable under small colimits. A module M in Mod R is said to be connective if π n M = 0 for all n < 0 and we call (Mod R ) ≥0 the ∞-category of connective R-modules. Likewise, a module M in Mod R is said to be anti-connective if π n M = 0 for all n > 0. An R-module is said to be free if it is equivalent to a coproduct of copies of R and finitely generated if it can be written as a finite coproduct of copies of R.
Let R be a connective E ∞ -ring. An R-module M is said to be projective if it is a projective object of the ∞-category (Mod R ) ≥0 of connective R-modules (note that the ∞-category Mod R has no nonzero projective objects). The R-module M is projective if and only if there exists a free R-module N such that M is a retract of N . If N is moreover finitely generated, then M is a compact projective object of (Mod R ) ≥0 . This is equivalent to M being projective and π 0 M being finitely generated as a π 0 R-module. The ∞-category of of connective modules over a connective E ∞ -ring is projectively generated.
Let R be a connective E ∞ -ring. Then the inclusion CAlg Definition 3.14. Let C be a stable ∞-category. Let C perf denote the smallest stable subcategory of C which contains the unit object and is closed under retracts. An object x ∈ C is said to be perfect if it is an object of C perf .
Let R be an E ∞ -ring. Then there exists an equivalence Mod perf R → Mod cpt R between the ∞-category of perfect R-modules and the full subcategory of Mod R spanned by the compact objects. Furthermore if R is a connective E ∞ -ring and Mod fgp R denotes the smallest stable subcategory of Mod R which contains all finitely generated projective modules then there exists an equivalence Mod
Definition 3.15. Let C be a stable ∞-category. Then C is said to admit a t-structure if there exists a t-structure on the homotopy category hC.
Let C be a stable ∞-category. The full subcategory of C spanned by the objects of (hC) ≤n and (hC) ≥n will be denoted by C ≤n and C ≥n respectively. Example 3.16. When C is a presentable stable ∞-category, any small collection of objects {x α } determines a t-structure on C. The construction is as follows (see Proposition 1.4.5.11 of [L2] ). One builds a subcategory C ′ of C as the smallest full subcategory of C containing {x α } which is closed under small colimits and such that for every distinguished triangle
for which x and z are in C ′ , then y is in C ′ . In this case, there exists a t-structure on C such that C ′ = C ≥0 and C ≥0 is presentable.
We call a t-structure on a presentable stable ∞-category C accessible if the subcategory C ≥0 is presentable. It follows that if C admits an accessible t-structure then C ≤0 is also presentable. The t-structures that we will be concerned with in this paper are the following accessible t-structures on the ∞-category of spectra and the ∞-category of R-modules for R a connective E ∞ -ring.
Example 3.17. Let R be a connective E ∞ -ring. Then there exists an accessible t-structure on the ∞-category Mod R of R-modules where
is the full subcategory of Mod R spanned by the objects {M ∈ Mod R |∀n > 0, π n M ≃ 0}.
• (Mod R ) ≥0 is the full subcategory of Mod R spanned by the objects {M ∈ Mod R |∀n < 0, π n M ≃ 0}.
This t-structure is left and right complete. With this t-structure, the heart of Mod R is equivalent to the abelian category of discrete modules over the ring π 0 (R).
Let C be a stable ∞-category. A t-structure (C ≤0 , C ≥0 ) on C is non-degenerate if and only if
The t-structure of Example 3.17 are non-degenerate. The usefulness of this non-degeneracy is that it enables us to check equivalences in these ∞-categories on their corresponding truncations in the following sense. The ∞-category C ≤n is stable under limits in C and the ∞-category C ≥n is stable under colimits in C. Hence there exists a left adjoint τ ≤n : C → C ≤n to the inclusion map C ≤n ֒→ C and a right adjoint τ ≥n : C → C ≥n to the inclusion map C ≥n ֒→ C. By Proposition 1.2.1.10 of [L2] there exists an equivalence τ ≤m • τ ≥n ≃ τ ≥n • τ ≤m of functors from C to C ≤m ∩ C ≥n which we will denote by τ n,m : C → C [n,m] . Definition 3.18. Let C be a stable ∞-category. A t-structure on C is said to be non-degenerate if for all objects x in C, if τ n,n x = 0 for all n then x = 0. Definition 3.19. Let C and D be stable ∞-categories admitting t-structures. A functor F : C → D is said to be left (resp. right ) t-exact if it is exact and sends C ≤0 into D ≤0 (resp. sends C ≥0 into D ≥0 ). It is said to be t-exact if it is both left and right t-exact.
Lemma 3.20. Let C and D be stable ∞-categories admitting t-structures and let F ⊣ G be an adjunction between them. Then F is right t-exact if and only if G is left t-exact.
Proof. Let F : C → D be right t-exact. Then for any x ∈ C ≥0 we have F (x) ∈ D ≥0 . Thus for any y ∈ D ≤−1 , Hom hD (F (x), y) ≃ Hom hC (x, G(y)) = 0. Therefore G(y) ∈ C ≤−1 .
Another consequence of having a non-degenerate t-structure on a stable ∞-category is the following. We say that a stable ∞-category C endowed with a t-structure is left t-complete if the natural map
is an equivalence of ∞-categories. By Proposition 1.2.1.19 of [L2] , if a stable ∞-category with a t-structure admits countable products such that C ≥0 is stable under countable products, then C is left t-complete if and only if ∩ i C ≥i = 0. Definition 3.21. Let C be a stable ∞-category and D a stable ∞-category admitting a t-structure (D ≤0 , D ≥0 ). A functor F : C → D is said to create a t-structure on C if C ≤0 := {x ∈ C|F (x) ∈ D ≤0 } and C ≥0 := {x ∈ C|F (x) ∈ D ≥0 } define a t-structure on C.
Definition 3.22. Let C be a stable ∞-category with a t-structure (C ≤0 , C ≥0 ). The heart of C is the full subcategory
Let C be a stable ∞-category admitting a t-structure. Then for any object x ∈ C and n ≥ −1, the object x belongs to C ≤n if and only if the space C(y, x) is n-truncated for all y ∈ C ≥0 . Thus for x and y in C ♥ , the group π n C(x, y) vanishes for all n > 0 and so there exists an equivalence C ♥ → hC ♥ of ∞-categories.
Let C be a stable symmetric monoidal ∞-category. A t-structure on C is said to be compatible with the symmetric monoidal structure if for all x ∈ C the functor x ⊗ • is exact and C ≥0 is closed under tensor products and contains the unit object. The t-structure on the ∞-category Sp of spectra is compatible with the symmetric monoidal structure. As a result, by Proposition 2.5, the ∞-category Sp c of connective spectra inherits the structure of a symmetric monoidal ∞-category. Let R be a connective E ∞ -ring. By extension, the ∞-category Mod c R of connective R-modules and connective R-algebras CAlg c R := CMon(Mod c R ) inherit symmetric monoidal structures. Let C be a stable symmetric monoidal ∞-category which admits a t-structure that is compatible with the symmetric monoidal structure. Then by Example 2.2.1.10 of [L2] , the heart C ♥ of C inherits the structure of a symmetric monoidal category.
Definition 3.23. Let C be a stable ∞-category admitting a t-structure and let n ∈ Z. We define a functor π
Let C be a stable ∞-category. It follows from Theorem 1.3.6 of [BBD] that the category C ♥ is abelian. One can show that the heart of a presentable stable ∞-category equipped with an admissible t-struture is a presentable abelian category. Let Ab denote the category of abelian groups. When C is the ∞-category Sp of spectra endowed with its natural t-structure then the functor
is an equivalence of ∞-categories. This follows from Proposition 1.4.3.5 of [L2] . Furthermore, the functor
is an equivalence of ∞-categories (Proposition 7.1.3.18 of [L2] ) showing that the ∞-category of commutative ring spectra contains, as a fully subcategory, the ordinary theory of commutative rings Rng.
Lemma 3.24. Let C and D be stable ∞-categories admitting non-degenerate t-structures. Let f : C → D be a t-exact functor. If X is a cosimplicial object in C such that there exists k ≥ 0 with π t i (X n ) = 0 for all i > k and all n then f ( lim
is an equivalence in D.
Proof. We can choose k = 0. Since the t-structure on D is non-degenerate, we can check the equivalence on the truncation
The functor f is t-exact and the truncation commutes with limits so we are reduced to proving
The limits in C [−N,0] are considered as limits in C ≤0 . Note that C [−N,0] is a subcategory of C where the mapping spaces are N -truncated. Any limit along ∆ in an ∞-category whose mapping spaces are N -truncated is a finite limit. Since f is t-exact it commutes with finite limits and truncations so the induced functor f : 0] preserves finite limits and the result follows.
Stacks, gerbes and Hopf algebras
This section will be devoted to the group side of the correspondence. Let (C, τ ) be a site, ie. an ∞-category endowed with a topology. A topology on an ∞-category C is equivalent to a Grothendieck topology on the homotopy category h(C) (see Remark 6.
of [L1]
). If C is an ∞-category with pullbacks, to prove the existence of a topology τ on C it suffices to prove the existence of a pretopology on C. That is, a function cov τ which assigns to each object x in C a collection cov τ (x) of subsets of objects in C /x called covering families of x satisfying the three axioms:
• Stability: If f : y → x is an equivalence in C then the singleton {f : y → x} is in cov τ (x).
• Composition: If {f i : y i → x} i∈I is in cov τ (x) and if for each i ∈ I one has a family {g ij : z ij → y i } j∈Ji in cov τ (y i ) then the family {f i • g ij : z ij → x} i∈I,j∈Ji is in cov τ (x).
• Base change: If {f i : y i → x} i∈I is in cov τ (x) then for any morphism g : z → x, the pullbacks z × x y i exist and the family {z × x y i → z} i∈I is in cov τ (z).
A pretopology on C determines a topology on C: a sieve R on an object x in C is in τ (x) if and only if there exists a covering family J in cov τ (x) such that J is a subset of R. Let (C, τ ) be a site and {u i → x} i∈I a covering family of x ∈ C. Let u = i u i . We will say that the map u → x is a covering of x. A cover of x (associated to u) is the simplicial prestack u * ∈ sPr(C) /x given by
Definition 4.1. Let C be a site and X an ∞-category with limits. An X-valued prestack F : C op → X on C is said to be an X-valued stack if for all x ∈ C and all coverings u * in sPr(C) /x the map
is an equivalence in X.
The full subcategory of Pr X (C) spanned by the X-valued stacks on the site (C, τ ) will be denoted St τ X (C). A S-valued stack will simply be called a stack and we will denote the ∞-category of stacks St τ S (C) by St τ (C). A topology τ on C is said to be subcanonical if every representable functor on C is a stack with respect to τ . Example 4.3. Let (C, τ ) be a site for a subcanonical topology τ and h x the representable prestack on an object x in C. Then there exists an equivalence St
Let C be a symmetric monoidal ∞-category. We give the opposite ∞-category of commutative monoid objects in C the following special notation:
When C is the symmetric monoidal ∞-category Mod R (D) of R-modules in a symmetric monoidal ∞-category D, we will write Aff R := Aff ModR(D) . In other words, the ∞-category Aff R is the opposite of the ∞-category of commutative R-algebras in D. The Yoneda embedding Aff C → (Aff C ) ∧ will be denoted by Spec.
Example 4.4. Let C be a symmetric monoidal ∞-category and R a commutative monoid object of C. Then we will denote by St τ (R) := St τ (Aff R ) the ∞-category of stacks with respect to the site (Aff R , τ ) of R-algebras in C. By Example 4.3 we have an equivalence St
The ∞-category of stacks on a site can be obtained by the localisation (in the sense of Definition 1.1) of the ∞-category of prestacks. The following proposition gives two possible choices for the set of maps from which to localise. Proposition 4.5. Let (C, τ ) be a site. The following classes of maps give the same localisation of Pr(C):
1. The set of all covering sieves R → x.
The set of maps
Proof. We note that Pr(C) is a presentable ∞-category. Thus the localisation is a Bousfield localisation in the sense of Section 1. The result now follows from Proposition A1 of [DHI] .
Let S denote the equivalent set of maps S = {u * → x} x∈C or S = {R → x} R,x∈C of Proposition 4.5.
Proposition 4.6. Let (C, τ ) be a site and X a presentable symmetric monoidal ∞-category whose tensor product preserves colimits seperately in each variable. Then the ∞-category St τ X (C) is tensored and enriched over itself. Moreover, it is tensored and enriched over X.
Proof. We first observe that the ∞-category St τ X (C) of X-valued stacks on C is naturally a symmetric monoidal ∞-category with the pointwise symmetric monoidal structure of Example 2.4. Explicitly, St X (C) n ≃ St X n (C). To show that it is enriched over itself it remains to show that • ⊗ F : St τ X (C) → St τ X (C) preserves colimits (see Section 2) . This follows by the assumption that the tensor product on X preserves colimits seperately in each variable (colimits are calculated pointwise in functor categories).
To show that St τ X (C) is tensored and enriched over X it suffices to show that there exists a colimit preserving symmetric monoidal functor X → St X (C). First consider the ∞-category Pr X (C) of Xvalued prestacks endowed with its pointwise symmetric monoidal structure. The constant prestack functor induces a symmetric monoidal functor X ≃ Pr X ( * ) → Pr X (C). This functor preserves colimits seperately in each variable owing to the assumption that they do in X . Finally, the stackification functor L S preserves colimits (it is a left adjoint) so the composition X → Pr X (C) → L S Pr X (C) ≃ St X (C) preserves colimits seperately in each variable.
The internal Hom provided by Proposition 4.6, and more generally for X-valued prestacks, will be denoted by Hom(F, G). We will now demonstrate that Hom(F, G) is an X-valued stack under the weaker condition that F is only an X-valued prestack when the conditions of Proposition 4.6 are satisfied.
Proposition 4.7. Let (C, τ ) be a site, X a presentable symmetric monoidal ∞-category whose tensor product preserves colimits separately in each variable and F and G two X-valued prestacks on C. If G is an X-valued stack then Hom(F, G) is an X-valued stack on C.
Proof. Let F be an X-valued prestack and G an X-valued stack. Then Hom(F, G) is an X-valued stack if and only if the map
is an equivalence in X. This is equivalent to the condition that Mor(x⊗F, G) → Mor(colim n (u * ⊗F ), G) is an equivalence in X and subsequently to colim n (u * ⊗F ) → x⊗F being an equivalence of X-valued stacks. Let B be an object of X. Since G is an X-valued stack, the map Map(B, G(x)) → lim n Map(B, G(u * )) is an equivalence and so Map(x ⊗ B, G) → Map(colim n (u * ⊗ B), G) is an equivalence for any B ∈ X. Now recall that any X-valued prestack can be written as a colimit given by colim α (v α ⊗ B α ) for v α a set of prestacks and B α a set of generators for the presentable ∞-category X. Therefore,
and the result follows.
Let n ≥ 0 be an integer. Recall that a (∞, 0)-category A is said to be n-truncated (resp. n-connective) if for every i > n (resp. i < n) π i (A, a) ≃ * for all objects a ∈ A. An (∞, 0)-category which is 1-connective will be called connected. A map of (∞, 0)-categories f : A → B is said to be n-truncated (resp. n-connective) if the homotopy fibers of f taken over any base point of B is n-truncated (resp. n-connective). A prestack F : C op → S is said to be n-truncated (resp. n-connective) if F (x) is n-truncated (resp. n-connective) for all x ∈ C. A map of prestacks F → G is said to be n-truncated (resp. n-connective) if F (x) → G(x) is n-truncated (resp. n-connective) for all x ∈ C.
Let C be an ∞-category and n ≥ 0 an integer. An object x in C is said to be n-truncated if the representable prestack C(•, x) is n-truncated. An arrow f : x → y in C is said to be n-truncated if the map of prestacks C(•, f ) is n-truncated. Let τ ≤n C denote the full subcategory of C spanned by the n-truncated objects. Then there exists an equivalence τ ≤0 C → h(τ ≤0 C) of ∞-categories. Note that objects in the ∞-category τ ≤0 C are objects x ∈ C such that for all y ∈ C, the (∞, 0)-category C(y, x) is homotopy equivalent to a discrete space, ie. C(y, x) → π 0 C(y, x) is a homotopy equivalence for all y ∈ C. We can construct a left adjoint to the inclusion functor i : τ ≤n C → C given by
Proposition 4.8. Let (C, τ ) be a site and
a prestack of ∞-categories satisfying the following conditions:
1. For each object x in C, the ∞-category F (x) admits limits.
2. For each object x in C and for any covering {u i → x} i∈I in cov τ (x), the functor F (x) → F (u i ) preserves limits.
3. For each object x in C and for any covering {u i → x} i∈I in cov τ (x), the functor
4. For any map f : y → x in C, the functor f * := F (f ) : F (x) → F (y) admits a right adjoint f * : F (y) → F (x).
For each pullback square
Then F is a stack of ∞-categories.
Proof. We need to show that for any covering u → x in cov τ (x) the map
is an equivalence of ∞-categories. Consider the pullback diagram
. Construct the section δ : u → u × x u of the map q where q • δ = id u . Taking the nerve of the maps f and q and using (1) we obtain a homotopy commutative diagram (2), (4) and (5) we obtain an adjoint homotopy commutative diagram
To complete the proof it will suffice to show that the unit and counit of the adjunction A ⊣ B are equivalences. By (3) and the fact that both squares commute, we are able to check the corresponding statement for the adjunction A ′ ⊣ B ′ . This adjunction is an equivalence owing to the fact that for any covering admitting a section, the prestack F satisfies descent.
We now define the notion of a group object in an ∞-category. We start with the more general notion of a groupoid object. Let C be an ∞-category with pullbacks. A category object in C is a functor F : ∆ op → C such that for all n ≥ 0, the canonical map
is an equivalence in C. Let Ct(C) denote the full subcategory of RHom(∆ op , C) spanned by the category objects of C. A category object F in C is said to be a groupoid object in C if it takes every partition [2] = {S ∪ S ′ |S ∩ S ′ = {s}, s ∈ S} to a pullback square
Let Gpd(C) denote the full subcategory of Ct(C) spanned by the groupoid objects of C. We have an adjoint pair i : Gpd(C) ⇄ Ct(C) : j where j(F ) is the groupoid object of isomorphisms of a category object F in C.
Definition 4.9. Let C be an ∞-category and G a groupoid object in C. Then G is said to be a group
Let Gp(C) denote the full subcategory of Gpd(C) spanned by the group objects of C. The ∞-category Gp(S) will play the analogue of the category of groups in the ∞-categorical context. If C is an ∞-category then there exists an equivalence
of ∞-categories (since limits in functor categories are computed pointwise). If (C, τ ) is a site then a Gp(S)-valued stack will be called a group stack on C. The ∞-category Gp(St τ (C)) of group stacks on C will be denoted Gp τ (C).
Example 4.10. If C is the site (Aff R , τ ) of commutative R-algebras, we will denote the ∞-category
Let (C, τ ) be a site. A stack F in St τ (C) is said to be locally non-empty if for all x ∈ C there exists a τ -covering u → x such that F (u) is non-empty. It is said to be locally connected if t 0 (F ) → * is an isomorphism (of sheaves of sets). A morphism of prestacks φ : F → G is said to be a local equivalence if it is fully faithful, ie. φ x : F (x) → G(x) is fully faithful for all x ∈ C, and locally essentially surjective, ie. for all x ∈ C and a ∈ G(x) there exists a covering α : u → x such that α * (a) is equivalent to α * (φ x (b)) (ie. an isomorphism in hG(u)) for some b ∈ F (x). If F and G are stacks then φ is a local equivalence if and only if it is an equivalence of stacks.
Definition 4.11. Let (C, τ ) be a site and F a stack in St τ (C). Then F is said to be a gerbe in St τ (C) if it is locally non-empty and locally connected.
The full subcategory of St τ (C) spanned by gerbes will be denoted by Ger τ (C) . A gerbe G in Ger τ (C) is said to be neutral if there exists a morphism * → G in Ger τ (C).
Example 4.12. Let C be a symmetric monoidal ∞-category and R a commutative monoid object of C. Then we will denote by Ger τ (R) := Ger τ (Aff R ) the ∞-category of stacks with respect to the site (Aff R , τ ) of R-algebras in C.
We now provide a requisite characterisation of a gerbe. First we will need a small lemma.
Lemma 4.13. Let f : C → D be a map of (∞, 0)-categories. Then the following are equivalent.
1. The map f is fully faithful, ie. for all x, y ∈ C, x×
3. The map π 0 (C) → π 0 (D) is a monomorphism and for all x ∈ C and i > 0, the map
Proof.
(1) ⇒ (2). Since f is fully faithful, the map
is an equivalence so δ : C → C × h D C is fully faithful. For essential surjectivity, we need to show that any object (x, y, α : f x
Since f is fully faithful, we set β : x ∼ − → y and α = f (β). (2) 
is equivalent to the path space between x and y in f
. This statement is clear.
Recall that the classifying space functor B : Gp(S) → S is given by
It admits a right adjoint Ω which sends an (∞, 0)-category A to Ω(A) : [n] → A ∆ n * . Let (C, τ ) be a site. We construct the following classifying prestack functor B : Gp(Pr(C)) → Pr(C) by sending
together with its right adjoint Ω, where Ω(F ) : x → Ω(F (x)). Finally, the classifying stack functor
is the stackification of B and admits the right adjoint Ω :
Proposition 4.14. Let (C, τ ) be a site and F a stack on C. The following are equivalent:
1. The stack F is a gerbe.
2. The stack F is locally equivalent to BG for G a group stack in Gp τ (C).
Proof. Let Kan 0 be the category of Kan complexes with a single 0-simplex. We have a natural string of 
of (∞, 0)-categories where ΩF := Aut(s) for s ∈ F ( * ). We claim that if F is a stack which is locally non-empty and locally connected with F ( * ) = ∅ then F is locally equivalent to BG for G = Aut(s), s ∈ F ( * ). By the equivalence above, the identity map G → Aut(s) corresponds to a map of prestacks φ : BG → F sending * to s. But since F is a stack, the universal property of stackification implies that φ is actually a map of stacks φ : BG → F . It remains to show that φ is fully faithful and locally essentially surjective. By Lemma 4.13, fully faithfulness is equivalent to the condition that BG → BG × F BG is an equivalence of stacks. By the universal property if suffices to check it for a map of prestacks. By Lemma 4.13 again, it suffices to check the two conditions of Lemma 4.13 part (3) . The first condition of (3) is clear. The second condition follows from the fact that for all x ∈ C we have π i (BG(x), * ) ≃ π i−1 (G(x), * ) :
Finally, since F is locally non-empty and locally connected there always exists a τ -covering α : u → x such that for a ∈ F (x) the map α * (a) → α * (φ x ( * )) is an equivalence.
Definition 4.15. Let C be a symmetric monoidal ∞-category and R a commutative monoid object in C. A Hopf R-algebra in C is a cogroup object B in the symmetric monoidal ∞-category CAlg R (C) of commutative R-algebras in C.
Let Hopf R (C) denote the full subcategory of Comon(CAlg R (C)) spanned by the Hopf R-algebras in C. We will call B 1 := B( [1] ) the underlying R-algebra of B. We have a well defined functor
When the ∞-category C is clear from the context we will simply write Hopf R in place of Hopf R (C). By Example 2.6 the relative tensor product monoidal structure on CAlg R (C) coincides with the coproduct.
Definition 4.16. Let C be a symmetric monoidal ∞-category and (Aff R , τ ) a site. A Hopf R-algebra in C is said to be a τ -Hopf R-algebra if its underlying R-algebra is an element of τ (R).
We denote by Hopf τ R (C) the ∞-category of τ -Hopf R-algebras in C. When R is an E ∞ -ring, we will be primarily interested in the ∞-category of positive (resp. flat, finite) Hopf R-algebras in the ∞-category Sp of spectra. See Section 5 for a definition of these topologies.
Proposition 4.17. Let C be a symmetric monoidal ∞-category, R a commutative monoid object of C and (Aff R , τ ) the site of R-algebras with respect to a subcanonical topology τ . Then the functor
is fully faithful.
Proof. Since τ is subcanonical, the Yoneda embedding Aff R → Pr(Aff R ) factors through the subcategory of stacks and hence Spec : Aff R → St τ (R) is fully faithful. The tensor product in CAlg R corresponds to the coproduct by Example 2.6 and the Yoneda lemma preserves limits so we have an induced fully faithful functor Spec : Comon(CAlg R ) → Mon(St τ (R)) on monoid objects. Restricting to group-like objects we find that Spec : Hopf R → Gp τ (R) is fully faithful.
Informally, we have a diagram
Spec ❄ of ∞-categories where the vertical arrows take an algebraic object to its corresponding affine geometric object and the horizontal arrows pass to the corresponding group objects. Let C be an ∞-category with finite colimits and X a cosimplicial object in C. For any cosimplicial set A, we define a cosimplicial object in C given by
Let h 0 , h 1 : X ⇒ Y be two arrows in cC := RHom(∆, C). A homotopy between h 0 and h 1 is a map h :
in cC is said to be a homotopy equivalence if there exists a map k :
Lemma 4.18. Let C be an ∞-category with finite limits. Then the functor holim n : cC → C takes homotopy equivalences in cC to equivalences in C.
Proof. Let X be a cosimplicial object in C and A a simplicial set. It will suffice to show that holim n (X ⊗ A) ≃ holim n (X) ⊗ A. Let X be a constant cosimplicial object in C. We have that
Now let X = X ⊗ B for B a simplicial set. We have that
Finally, X ⊗ ∆ n generates the ∞-category cC by homotopy limits. Therefore, setting X ≃ holim α (X α ⊗ ∆ nα ) we have
Notation 4.19. Let ∆ + be the category of augmented simplicial sets. We define a categrory ∆ −∞ given as follows:
• The set of objects Ob(∆ −∞ ) is given by Ob(∆ + ).
• We have the natural sequence of inclusions ∆ ⊆ ∆ + ⊆ ∆ −∞ where ∆ + is identified with the full subcategory of ∆ −∞ with the same set of objects and a where a map f in ∆ −∞ belongs to ∆ + if and only if f −1 (−∞) = {−∞}. The forgetful functor ∆ −∞ → ∆ admits a left adjoint. Let C be an ∞-category and let c −∞ C denote the ∞-category RHom(∆ −∞ , C). We have an induced adjunction c −∞ C ⇄ cC between ∞-categories. Let X be a cosimplicial object in C. We let Dec + denote the comonad + • Dec(X) on the ∞-category cC of cosimplicial objects in C.
Proposition 4.20. Let C be an ∞-category and X a cosimplicial object in C. Then there exists a homotopy equivalence X 0 → Dec + (X) between cosimplicial objects in C.
Proof. See Proposition 1.4 of [Il] . in the ∞-category CAlg R .
Proof. This follows from Lemma 4.18, Proposition 4.20 and the equivalence Dec + (B) n = B n+1 ≃ B ⊗R(n+1) .
Definition 4.22. Let C be an ∞-category. An augmented cosimplicial object X : ∆ + → C is said to be split if there exists a map X → Dec(X). A cosimplicial object is said to be split if it extends to a split augmented cosimplicial object. Let F : C → D be a functor. A (augmented) cosimplicial object X of C is said to be F -split if F • X is split as a (augmented) cosimplicial object of D.
Proposition 4.23. Let C be an ∞-category and X : ∆ + → C a split augmented cosimplicial object in C. Then X is a limit diagram.
Proof. This is essentially (the dual of) Lemma 6.1.3.16 of [L1] .
The positive, flat and finite topologies
Recall that a module M over an ordinary ring R is said to be flat if the functor
is exact (ie. preserves finite limits and colimits).
Definition 5.1. Let R be an E ∞ -ring and A an R-algebra. An A-module M is said to be
2. Flat if the abelian group π 0 M is flat as a module over the ordinary commutative algebra π 0 A and for each n ∈ Z, the map π n A ⊗ π0A π 0 M → π n M is an isomorphism of abelian groups.
Finite if the functor • ⊗
A map A → B of R-algebras is said to be positive (resp. flat, finite) if B is positive (resp. flat, finite) when considered as an A-module. If R is a connective E ∞ -ring then every flat R-module is also connective. If R is a discrete E ∞ -ring then every R-module M is flat if and only if M is discrete and π 0 (M ) is flat over π 0 (R) in the classical sense. A module M is finite over an E ∞ -ring if and only if it is perfect (see Proposition 6.7).
Let k be a commutative ring and M and N be k-modules. Recall the construction of the abelian groups Tor k n (M, N ) (see for example [We] ). Recall also that a k-module M is flat if and only if for any k-module N , the group Tor k 1 (M, N ) = 0. Let R be a discrete E ∞ -ring and M and N be two discrete R-modules. Then the canonical map
denote the full subcategory of Mod R spanned by the positive (resp. flat, finite) R-modules. These full subcategories are closed under taking tensor products and contain the unit object R of Mod R . Hence by Example 2.5, these ∞-categories inherit a symmetric monoidal structure. We deduce that the functor CMon(Mod ≥0 R ) → E R/ is fully faithful and its essential image consists of positive maps R → R ′ . Similarly statements hold for the flat and finite examples.
Lemma 5.2. Let R be an E ∞ -ring.
1. Maps of positive, flat and finite R-algebras are stable under composition.
Let
be a pushout in E R/ of R-algebras. If f is positive (resp. flat, finite) then g is positive (resp. flat, finite).
Proof. For part (1), let A → B → C be two maps of R-algebras. For any A-module M , there exists a natural equivalence
showing that the functor C ⊗ A • is equivalent to the composition C ⊗ B (B ⊗ A •) of functors. Since the composition of two functors preserving connective objects is connective this proves the positive part.
Since the composition of two exact functors is exact and the above equivalence is an isomorphism on π 0 objects, the flat case is satisfied. Finally, the composition of two functors preserving limits preserves limits which proves the finite case. To prove (2), observe that there exists a natural equivalence D ≃ B ⊗ A C.
Thus for any C-module M , there exists an equivalence
of B-modules. Following the argument above, this shows that if f is positive (flat, finite) then g is also.
Let R be an E ∞ -ring and A → B a map of R-algebras. Consider the base change functor
A map of R-algebras A → B is said to be conservative if the base change functor B ⊗ A • is conservative, ie. B ⊗ A M ≃ 0 if and only if M ≃ 0.
Definition 5.3. Let R be an E ∞ -ring. A finite family of maps {A → B i } i∈I of R-algebras is said to be a positive (resp. flat, finite) covering if A → B i is positive (resp. flat, finite) and conservative for each i ∈ I.
Proposition 5.4. Let R be an E ∞ -ring. The positive, flat and finite coverings define a topology on the ∞-category Aff R .
Proof. The conservative property is clearly stable under composition and pushouts. Thus the three cases can be deduced from Lemma 5.2.
The positive, flat and finite topologies will be denoted by "≥ 0", "fl" and "fin" respectively. The most important example of a stack with respect to these topologies in our context is the stack of modules. We construct the following prestack with respect to a commutative ring spectrum R:
Proposition 5.5. Let R be an E ∞ -ring. The functor Mod is a stack of ∞-categories over the site Aff R with respect to the flat and finite topologies.
Proof. We begin with the finite topology. We will show that Mod : Aff op R → Cat ∞ ∞ satisfies each of the conditions of Proposition 4.8. For any A ∈ CAlg R , the ∞-category Mod A has limits since Mod A is presentable (and presentable ∞-categories admit all limits). Given any u : B → A in Aff R the base change functor u * : Mod A → Mod B commutes with limits along ∆ by virtue of the flat and finite topologies. Its right adjoint u * is given by the conservative forgetful functor. For any pushout square
where the first equivalence follows from the natural equivalence B C ≃ B⊗ A C in CAlg R of Example 2.6. The proof of the flat case can be extracted from Lemma 2.2.2.13 of [TV2] (the same arguments hold here).
Proposition 5.6. Let R be an E ∞ -ring. The flat and finite topologies on Aff R are subcanonical.
Proof. This follows from the fact that if Mod is a stack on Aff R with respect to a topology τ , then τ is subcanonical. This can be seen as follows. Assume Mod is a stack. Then by definition we have an equivalence Mod A → lim ∆ Mod B * for any covering B → A of A. Thus for all M ∈ Mod A , the unit map
is an equivalence and for all C ∈ CAlg R the composition
is an equivalence. Thus the representable prestack h C is a stack. The result now follows from Proposition 5.5.
Let τ ∈ {fl, fin}. Since τ is subcanonical, we have a fully faithful morphism
of ∞-categories given by the Yoneda embedding. We denote a stack in the essential image of this functor by Spec A for an R-algebra A. A stack F in St τ (R) is said to be affine if F → Spec A is an equivalence of stacks for some R-algebra A. An affine stack is called an affine group stack if the affine stack is a group stack.
Rigid (∞, 1)-categories
Here we describe what it means for an ∞-category to be rigid. This amounts to every object being dualizable and is a strong condition which gives much of the Tannakian theory its flavour. The notion of a dual object in an ordinary category has its origins in the example of the category of vector spaces: a vector space admits a dual if and only if the vector space is finite dimensional. Thus the rigidification of an ∞-category, that is, discarding all objects that do not admit duals, can be thought of as the implementation of a "finiteness condition" on its objects.
Recall that an object y in a symmetric monoidal category C is said to be a dual of an object x in C if there exists maps ev x : x ⊗ y → 1 and coev x : 1 → y ⊗ x such that the compositions
coincide with the identity maps of x and y. Let C now be a symmetric monoidal ∞-category. An object x in C is said to be dualizable if it admits a dual when considered as an object of the symmetric monoidal category hC. We will denote the dual of an object x by x ∨ .
Definition 6.1. A symmetric monoidal ∞-category is said to be rigid if all objects are dualizable.
See also Proposition 2.6 of [TV3] for more equivalent characterisations of rigidity. If C is a symmetric monoidal ∞-category then the unit object 1 C is dualizable. Moreover, the dualizable objects are stable by isomorphism in hC and stable by the tensor product. We denote the full subcategory of C consisting of dualizable objects by C rig . Let Cat rig ∞ denote the full subcategory of Cat ⊗ ∞ spanned by the rigid ∞-categories. By Theorem 2.10 and Lemma 2.11 of [TV3] we deduce that there exist adjunctions
of ∞-categories where Fr rig (C) is the free rigid ∞-category generated by the symmetric monoidal ∞-category C. The right adjoint (•) rig will be called the rigidification functor and C rig the rigidification of C.
Proposition 6.2. Let C be a symmetric monoidal ∞-category. Then C is rigid if and only if it satisfies the following conditions:
1. The ∞-category C is enriched over itself.
The map
Proof. It is enough to prove this statement in hC. The classical statement can then be found for example in Section 2 of [D2] .
Let C be a rigid ∞-category. To any map f : x → y in C there corresponds a transpose map given by the composition
Similarly, to any f : y ∨ → x ∨ we associate a composition map
This induces an equivalence
of (∞, 0)-categories. The following Lemma follows straightforwardly from Proposition 6.2.
Lemma 6.3. Let C be a rigid ∞-category and x, y, x ′ , y ′ be objects in C. Then the following hold.
2. The map x ⊗ y → Hom(x ∨ , y) is an equivalence in C.
3. The map Hom(x, y) ∨ → Hom(y, x) is an equivalence in C.
Proof. Set x ∨ = Hom(x, 1). For (1), we have a chain of equivalences
For (2), we have a chain of equivalences
which is functorial in z. Finally, for (3), we have a chain of equivalences (2) . Thus Hom(x, y) ∨ ≃ Hom(y, x).
Proposition 6.4. Let C and D be rigid ∞-categories and F, G : C → D be two symmetric monoidal functors. Then any map α : F → G is an equivalence.
Proof. As shown in [Sa] , an explicit inverse to α is given by the map β : G → F making the following diagram
Definition 6.5. Let C be a presentable symmetric monoidal ∞-category. Then C is said to be ind-rigid if Ind(C rig ) → C is an equivalence of ∞-categories. Proposition 6.6. Let C and A be symmetric monoidal ∞-categories, f : C → A a symmetric monoidal functor and g its right adjoint. Assume C is ind-rigid. Then for any object x in C and a in A, the map
is an equivalence.
Proof. Let x be a dualizable object of C and y be an arbitrary object of C. Then C(y, ga
. Since any object in C is given by a colimit of dualizable objects by assumption and the above demonstration is functorial in x, the result follows.
The equivalence in Proposition 6.6 is often called the projection formula. Setting a = 1, f (x) = b and applying f to the projection formula gives the equivalence f g(1) ⊗ b ≃ f g(b).
Proposition 6.7. Let R be an E ∞ -ring. If the functor • ⊗ R M : Mod R → Mod R commutes with limits then M is dualizable.
Proof. Let X and Y be R-modules. We can write any R-module as a colimit of perfect R-modules so we set X = colim α X α . Assume that the functor • ⊗ R M commutes with limits and recall that the ∞-category Mod perf R is equivalent to Mod rig R . We have that
Lemma 6.8. Let C and D be presentable symmetric monoidal ∞-categories. Assume that C is ind-rigid. Then there exists an equivalence
of ∞-categories.
Proof. By the universal property of ind-objects, the map Hom
is an equivalence. The result now follows from the fact that symmetric monoidal functors preserve rigid objects. This functor is representable by the chain of equivalences
where the second equivalence follows from Proposition 6.2 and the third follows from the equivalence
arising from the adjunction CAlg R ⊣ Mod R (see Section 2).
Lemma 6.9. Let R be an E ∞ -ring, C be a symmetric monoidal ∞-category and
Proof. Any symmetric monoidal ∞-category is of the form hocolim α C α where C α is the free symmetric monoidal ∞-category over an ∞-graph G α defined through the following universal property: for any symmetric monoidal ∞-category D, there exists an equivalence
where RHom grph denotes the ∞-category of functors between ∞-graphs. Thus we have an equivalence
where F α sends an object x in G α to a rigid module M x and the mapping space G α (x, y) to the mapping space Mod
∨ ). When G α consists of two objects x and y and the simplicial set A of arrows between x and y then End(
Map(Mx,My) A End(M y ). Since representable objects are stable under homotopy limits and any ∞-graph is generated under homotopy colimits by the above two simple graphs, the functor holim α End ⊗ (F α ) ≃ End ⊗ (F ) is representable.
Proposition 6.10. Let R be an E ∞ -ring, C be a presentable ind-rigid symmetric monoidal ∞-category and F : C → Mod R a symmetric monoidal functor. Then End ⊗ (F ) is a representable Gp(S)-valued prestack. Hence it is an affine group stack with respect to any subcanonical topology.
Proof. Since the ∞-category C is ind-rigid, the map RHom 
Neutralized Tannaka duality for (∞, 1)-categories
We begin by constructing the ∞-category of R-linear, stable, presentable, symmetric monoidal ∞-categories which we will call R-tensor ∞-categories. In Example 2.8 we saw an explicit construction of the cartesian monoidal structure on the ∞-category Cat ∞ of ∞-categories. Let Cat Let R be an E ∞ -ring. Then the stable, presentable symmetric monoidal ∞-category Mod R of Rmodules belongs to CMon(Cat p,⊥ ∞ ). Applying this observation to the results of Section 2 gives the equivalence
The term on the left hand side is the ∞-category of R-linear, stable, presentable symmetric monoidal ∞-categories and R-linear symmetric monoidal functors.
Definition 7.1. Let R be an E ∞ -ring. A symmetric monoidal ∞-category is said to be a tensor ∞-category if it is stable and presentable. It is said to be an R-tensor ∞-category if it is R-linear, stable and presentable.
We will denote the ∞-category of tensor ∞-categories by Tens ⊗ := Cat p,⊥,⊗ ∞ and the ∞-category of R-tensor ∞-categories and R-linear symmetric monoidal functors by
We now introduce the stack of fiber functors and state our duality theorems for neutralized higher Tannaka duality. In the next section, we will describe the proofs. Let R be an E ∞ -ring and τ ∈ {f l, f in}. The stack Mod of modules of Proposition 5.5 can naturally be extended to act on the ∞-category of stacks St τ (R) as follows. The objects of St τ (R) can be considered as stacks associated to the functors
taking values in the ∞-category of ∞-categories using the inclusion of Remark 4.2. The action of Mod on the ∞-category of stacks St τ (R) is then given by
which by abuse we also denote Mod where Mor is the morphism object of St τ Cat∞ (R) given by Proposition 4.6.
The ∞-category Mor(F, Mod) is naturally endowed with the structure of an R-tensor ∞-category. The tensor ∞-structure on Mor(F, Mod) is induced from that on Mod: it is presentable, stable and is given the pointwise symmetric monoidal structure
of Example 2.4 where Mod n (A) := (Mod A ) n for an R-algebra A and Γ is the constant prestack. The R-linear structure on Mor(F, Mod) is also induced from that on Mod through the composition
where Mod R is the constant prestack and ψ is the natural constant map. Thus we obtain a functor Proof. Let C be a rigid R-tensor ∞-category. We have the following chain of equivalences
Here Hom(C, Perf) is a stack by Proposition 4.7, since Perf is a stack, where we regard C as a constant prestack.
The left adjoint to Perf of Lemma 7.3 will be denoted We would now like to consider conditions on rigid R-tensor ∞-categories and stacks on certain sites of R-algebras for which the adjunction Fib ⊣ Perf is an equivalence. We begin with some preliminary definitions and results. Definition 7.4. Let R be an E ∞ -ring. The ∞-category of Segal comodules over a Hopf R-algebra B is given by the following limit SeComod B := lim n∈∆ Mod Bn of ∞-categories.
We will often abuse terminology by calling a Segal comodule over a Hopf R-algebra simply a comodule over a Hopf R-algebra. This is justified since by Theorem 6. Example 7.5. The object Dec + (B) is a B-comodule which is just B thought of as a comodule over itself. More precisely, a B-comodule, by definition, consists of objects M n ∈ Mod Bn for all [n] ∈ ∆ and for every
where the first equivalence follows from Segal maps of the Hopf R-algebra structure on B. Thus Dec + (B) is a B-comodule.
Proposition 7.6. Let R be an E ∞ -ring and B a Hopf R-algebra. Then there exists an equivalence given by the Yoneda Lemma.
Let R be an E ∞ -ring and B a rigid Hopf R-algebra. A corollary of Proposition 7.6 is that there exists an equivalence SeComod rig B ≃ Perf( BG) of ∞-categories for an affine group stack G = Spec B. We call Perf( BG) the ∞-category of representations of G and denote it by Rep(G) := Perf( BG).
for G = Spec B where B is a Hopf R-algebra in the ∞-category Sp of spectra. . The objects of (Tens rig R ) * will be described as pairs (T, ω) where T is a rigid R-tensor ∞-category and ω : T → Mod rig R is an R-tensor functor. They will be called pointed rigid R-tensor ∞-categories. Let Fib * : (Tens Lemma 7.8. The maps of Notation 7.7 induce an adjunction
Proof. Consider the homotopy pullback diagram
and its corresponding adjoint diagram
❄ using Lemma 7.3. Since the two diagrams are equivalent, the homotopy pullbacks are equivalent. Thus we have a chain of equivalences Map(G, Fib * (T )) ≃ Map * ( BG, Fib(T )) ≃ Map * (T, Perf( BG)) where the first map arises from the adjunction B ⊣ Ω * .
We now state the main results of the paper. They will be proven in the next section. We will begin with the pointed case, otherwise known as neutralized Tannaka duality for ∞-categories. We would like to study conditions on pointed rigid R-tensor ∞-categories and group stacks for which the adjunction of Lemma 7.8 is an equivalence of ∞-categories. We make use of the positive, flat and finite topologies introduced in Definition 5.1. We begin by defining the appropriate subcategory of pointed rigid R-tensor ∞-categories which we call Tannakian.
Definition 7.9. Let R be an E ∞ -ring, C a rigid R-linear symmetric monoidal ∞-category and ω : C → Mod rig R an R-linear symmetric monoidal functor. Denote Ind(ω) by ω. Then ω is said to be: 1. A finite fiber functor if ω is conservative and preserves (small) limits.
Let R be a connective E ∞ -ring. Then ω is said to be: 2. A flat fiber functor if ω is conservative, creates a t-structure on C, is exact and whose right adjoint is t-exact.
Let R be a connective bounded E ∞ -ring. Then ω is said to be:
3. A positive fiber functor if ω is conservative, creates a t-structure on C and is exact.
Note that since ω is a presentable symmetric monoidal functor it commutes with colimits and hence by the adjoint functor theorem admits a right adjoint p which is a lax symmetric monoidal functor. Also, we remark that since positive and flat fiber functors are conservative, t-exact and defined over a connective bounded base E ∞ -ring, the t-structures created are non-degenerate.
Definition 7.10. Let R be an E ∞ -ring. A pointed R-Tannakian ∞-category with respect to τ is a pair (T, ω) where T is a rigid R-tensor ∞-category and ω : T → Mod rig R is a τ -fiber functor.
Let (Tan τ R ) * denote the full subcategory of (Tens rig R ) * spanned by pointed τ -R-Tannakian ∞-categories. We will often abuse terminology by referring to a pointed R-Tannakian ∞-category (T, ω) as simply T . A notion of rigidity manifests itself on the opposite side of the duality in the following sense. Let ω G : Mod( BG) → Mod R and ω G : Perf( BG) → Mod rig R be the forgetful functors.
Definition 7.11. Let R be an E ∞ -ring. An affine group stack G = Spec B in Gp τ (R) is said to be
Lemma 7.12. Let R be an E ∞ -ring and G = Spec B be a rigid affine group stack. Then G is weakly rigid.
Proof. Since G is rigid, the ∞-category SeComod B is ind-rigid and by Lemma 6.8 there exists an equivalence Hom
The result now follows from Proposition 7.6.
We remark that these rigidity conditions on an affine group stack (or if you like, on a Hopf R-algebra) are a new feature of the higher categorical approach: in the classical case, an affine group scheme over a field is automatically rigid. We will now define the objects on the group side of the correspondence.
Definition 7.13. Let R be an E ∞ -ring and τ a subcanonical topology. A group stack G in Gp τ (R) is said to be R-Tannakian if it is of the form Spec B for B a Hopf R-algebra and is weakly rigid. It is said to be λ-R-Tannakian for a topology λ if it is R-Tannakian where B is a λ-Hopf R-algebra.
Let TGp
τ (R) denote the full subcategory of Gp τ (R) spanned by the R-Tannakian group stacks. Our first main theorem is the following generalization of neutralized Tannaka duality to the ∞-categorical setting.
Theorem 7.14 (Neutralized ∞-Tannaka duality). Let τ be a subcanonical topology. Then the map
is fully faithful. Moreover, the adjunction Fib * ⊣ Perf * induces the following:
Proof of the neutralized theorem
We will now embark on the proof of the higher Tannaka duality statement described at the end of the last section. For an R-linear tensor functor f : C → Mod R , we will denote by f A the composition
given by composing f with the base change functor.
Proposition 8.1. Let R be an E ∞ -ring, B a R-bialgebra and ω : SeComod B → Mod R the forgetful functor. Then there exists an equivalence
Proof. Let G = Spec B and consider the homotopy pullback diagram
be the induced functors between stable, presentable, R-linear symmetric monoidal ∞-categories. By Proposition 2.5.14 of [L3] , we have the base change formula u
Observe now that the object u * (R) in Mod( BG) is endowed with the structure of a commutative monoid object inherited from R. From Corollary 6.3.5.18 of [L2] (see also Section 2) we deduce the existence of a fully faithful functor
which takes u * R to ρ(u * R) = u * : Mod( BG) → Mod R . Thus we have the following chain of equivalences
which completes the proof.
Corollary 8.2. Let R be an E ∞ -ring. Then the counit map
is an equivalence in Gp τ (R) when G is of the form Spec B for B a Hopf R-algebra and is weakly rigid.
Proof. We need to show that Spec B → End ⊗ (ω) is an equivalence where ω : Perf( BG) → Mod rig R for G weakly rigid. We have a diagram
where the first equivalence follows from Proposition 8.1 and the second equivalence follows from the assumption that G is weakly rigid. Thus Spec B is equivalent to End ⊗ (ω).
Corollary 8.2 states that we have a full embedding of the ∞-category of R-Tannakian group stacks into the ∞-category of pointed rigid R-tensor ∞-categories given by the rule Perf * : G → (Perf( BG), ω). This is the first statement of Theorem 7.14. We now prove the remainder of the neutralized ∞-Tannaka duality theorem.
Proof of Theorem 7.14. Let λ ∈ {≥ 0, f l, f in} be a topology. We will first show that if ω is a λ-fiber functor then the R-algebra B := ω p(R) is a τ -R-algebra. For all three cases we consider the projection formula ω p(M ) ≃ B ⊗ R M of Proposition 6.6 for an R-module M . For the positive case, the functor ω is t-exact by definition so by Lemma 3.20 , the right adjoint p is left t-exact and so B is positive. For the flat case, R is connective and the functors ω and p are t-exact so B = ω p(R) is a connective R-module.
Also, the functor ω p ≃ B ⊗ R • is left t-exact by Lemma 3.20. It then follows from Theorem 7.2.2.15 of [L2] that B is flat over the connective E ∞ -ring R. The finite case follows simply since ω preserves limits by definition and p preserves limits since it is a right adjoint. Thus the composition ω p preserves limits and by the projection formula we are done.
Let (T, ω) be a λ-R-Tannakian ∞-category. We will now show that the unit (T, ω) → Perf * (Fib * (T, ω)) of the adjunction Fib * ⊣ Perf * is an equivalence when restricted to the subcategory (Tan λ R ) * , ie. (T, ω) is equivalent to (Perf( BG), ω G ) for G = End ⊗ (ω) and ω G : Perf( BG) → Mod rig R the forgetful functor. We consider the map φ : T → Mod( BG). We have the commutativity ω ≃ ω G • φ where ω G : Mod( BG) → Mod R is the forgetful functor and we consider the following diagram
where ψ is the right adjoint to φ owing to the fact that φ commutes with colimits (it is a map between presentable ∞-categories in Tan ⊗ R ). Now observe that φ is conservative since ω is conservative (by definition of a τ -fiber functor), ω G is the conservative forgetful functor and ω ≃ ω G • φ. Therefore, we have the following: (*) The map φ is an equivalence if and only if φ • ψ → id is an equivalence.
We treat the three different topology cases separately.
Finite case:
In other words, we assume that ω is conservative and preserves limits. We begin by proving that φ • ψ(E) → E is an equivalence when E is of the form p G (M ) for M ∈ Mod R . We have that p G (M ) ≃ B ⊗ R M . Furthermore, by the commutativity of the diagram we have
By the projection formula of Proposition 6.6, we have the equivalence ω • p(M ) ≃ M ⊗ R ω p(R). Therefore ω G • φ • ψ(E) ≃ ω G (B ⊗ R M ) ≃ ω G (E) and the result follows from the conservativity of ω G .
We now prove that φ • ψ(E) → E is an equivalence for a general B-comodule E. The functor ω G is conservative and preserves ω G -split limits by Proposition 6.2.4.1 of [L2] . Thus by the dual of Proposition 6.2.2.11 of [L2] we have that for all E in SeComod B , there exists an augmented cosimplicial object
n+1 E which is ω G -split. It follows from Proposition 4.23 that there exists an equivalence
where E 0 = ω G (E). Hence we can consider E to be of the form holim n p G (M n ) for M n = (E 0 ⊗ R B ⊗Rn ) ∈ Mod R .
We have a diagram
❄
The lower horizontal arrow is an equivalence from the above case of E = p G (M ). Also, the left vertical arrow is an equivalence from the fact that φ • ψ commutes with limits: since ψ is a right adjoint functor it preserves limits and φ preserves limits since ω preserves limits (being a finite fiber functor), ω G preserves limits (because its the forgetful functor from Mod( BG) where G is finite) and ω ≃ ω G • φ. Thus the upper horizontal arrow is an equivalence. Thus T → Mod( BG) is an equivalence. The equivalence T → Mod( BG) induces an equivalence T → Perf( BG) on rigid objects since symmetric monoidal functors preserve rigid objects. Thus SeComod B is ind-rigid (using Proposition 7.6) and hence by Lemma 7.12 the affine group stack G is weakly rigid.
Positive case:
In other words, we assume that ω is conservative, creates a non-degenerate tstructure and is t-exact. We also assume that the base E ∞ -ring R is bounded and connective. Let E be an object in Mod( BG) ≤n , where Mod( BG) ≤n denotes the full subcategory of Mod( BG) spanned by objects which get mapped to (Mod R ) ≤n (with the t-structure of Example modrtstructure) under ω G . We have that E ∼ − → holim n ((E 0 ⊗ R B ⊗Rn ) ⊗ R B) is an equivalence in Mod( BG) ≤n as above with E 0 = ω G E in Mod ≤n . Let M n := (E 0 ⊗ R B ⊗Rn ) ∈ (Mod R ) ≤n and consider the diagram
.
❄
The bottom horizontal arrow is an equivalence since
The right vertical arrow is an equivalence since ω G preserves ω G -split limits by Proposition 6.2.4.1 of [L2] . The left vertical arrow is also an equivalence by the following. Note firstly that ψ(M n ⊗ R B) ≃ ψ • p G (M n ) ≃ p(M n ) and so ψ(M n ⊗ R B) is in T ≤n since p is left t-exact. Therefore, the cosimplicial object
in T satisfies the property that π t i ( ψ(M k ⊗ R B)) = 0 for all i > n and all k. We can then apply Lemma 3.24 to the t-exact fiber functor ω : T → Mod R to deduce that
is an equivalence. Secondly, the functor ψ preserves limits (it is a right adjoint) so the left vertical arrow is an equivalence. We then have that the map ω G • φ • ψ(E) ≃ ω • ψ(E) → ω G (E) is an equivalence. Thus by the conservativity of ω G , we obtain the equivalence T ≤n → Mod( BG) ≤n .
We deduce that the map ∪ n T ≤n → ∪ n Mod( BG) ≤n between the unions over all n is an equivalence. Rigid modules over a bounded E ∞ -ring R are bounded and so T is contained in ∪ n T ≤n (in fact T = ∪ n T ≤n since T is left t-complete owing to its non-degenerate t-structure) and Perf( BG) is contained in ∪ n Mod( BG) ≤n . Since φ is a symmetric monoidal functor it preserves rigid objects and so we obtain an induced fully faithful functor φ : T → Perf( BG). However, for any E, F ∈ Perf( BG), we have a diagram
using the symmetric monoidal structures on ω and ω G . Therefore the left vertical arrow of the diagram is an equivalence. Conseqently, the map ψ : Perf( BG) → T is symmetric monoidal and thus preserves rigid objects leading to the equivalence T ∼ − → Perf( BG)
of ∞-categories. Finally, G is weakly rigid by combining this equivalence with Proposition 8.1.
Flat case:
In other words, we assume that ω is conservative, creates a non-degenerate t-structure, is t-exact and whose right adjoint is t-exact. The first part of the proof can be deduced directly from the positive case: it follows that T ≤n → Mod( BG) ≤n is an equivalence. However, here the base E ∞ -ring R is merely connective. In the flat case though, we actually have an equivalence
of ∞-categories where the identification on the left hand side follows from the left t-exactness of T and the identification on the right hand side follows from the fact that a non-degenerate t-structure is created on Mod( BG). Since monoidal functors preserve rigid objects we have an equivalence T → Perf( BG) of ∞-categories. Combining this equivalence with Proposition 8.1 we find that G is rigid and hence weakly rigid.
Neutral Tannaka duality for (∞, 1)-categories
We now consider the case where there simply exists a τ -fiber functor. This is the non-pointed case, otherwise known as neutral Tannaka duality for ∞-categories.
Definition 9.1. Let R be an E ∞ -ring and τ ∈ {f in, f l, ≥ 0} a topology. A rigid R-tensor ∞-category T is said to be a R-Tannakian ∞-category with respect to τ if there exists a τ -fiber functor w : T → Mod rig R . We denote the ∞-category of R-Tannakian ∞-categories with respect to τ by Tan τ R . The objects on the other side of the correspondence are described as follows.
Definition 9.2. Let R be an E ∞ -ring. A stack F in St τ (R) is said to be a τ -R-Tannakian gerbe if it is locally equivalent to BG for G a τ -R-Tannakian group stack. It is said to be a neutral τ -R-Tannakian gerbe if there moreover exists a morphism of stacks * → F .
Let TGer τ (R) denote the ∞-category of neutral τ -R-Tannakian gerbe's. We have a natural inclusion TGer τ (R) ⊆ Ger τ (R). We now state the Tannaka duality theorem for ∞-categories in the neutral setting. Note that we have a weaker statement in positive case owing to the fact that the positive topology is not subcanonical. is fully faithful. Moreover, the adjunction Fib ⊣ Perf induces the following:
To prove the neutral ∞-Tannaka duality statement of Theorem 9.3 it suffices to combine the neutralized statement of Theorem 7.14 with the demonstration that two fiber functors are equivalent after base change.
Proposition 9.4. Let R be an E ∞ -ring and τ ∈ {≥ 0, f l, f in}. Given two τ -fiber functors ω and ν over R, there exists a τ -cover R → Q in E such that ω and ν are equivalent over Q.
Proof. Let (T, ω) and (T, ν) be two pointed R-Tannakian ∞-categories with respect to τ . By Proposition 6.4 this amounts to showing that there exists a τ -cover R → Q such that Hom(ω, ν)(Q) = Map(ω Q , ν Q ) = ∅. It suffices to prove that Hom( ω, ν)(Q) = ∅. Let p and q denote the right adjoints to ω and ν respectively. We have equivalences
where the first equivalence follows from Theorem 7.14 and the second equivalence from Corollary 6.3.5.18 of [L2] (see the proof of Proposition 8.1). Therefore, Hom( ω, ν)(Q) ≃ Map CAlg R ( ν(B), Q) and we set Q := ν(B) to consider the identity map. It remains to show that there exists a τ -cover R → ν(B). Since ν is R-linear, ν(B) ⊗ R • ≃ ν(B ⊗ R •) so R → ν(B) is a τ -R-algebra since B is a τ -Hopf R-algebra and ν is a τ -fiber functor.
We will now show that R → ν(B) is conservative, ie. given M ∈ Mod R such that ν(B) ⊗ R M ≃ 0 then M ≃ 0. Let B ′ = B ⊗ R R ′ . By the projection formula, we have the following statement:
(*) For all R → R ′ , the map ν(B ′ ) → ν(B) ⊗ R R ′ is an equivalence.
By Proposition 4.21, the map R ′ → holim n∈∆ ((B ′ ) ⊗R(n+1) ) is an equivalence and since ν is a τ -fiber functor we have the following statement: (**) The map R ′ → holim n∈∆ ( ν(B ′ ) ⊗R(n+1) ) is an equivalence.
Set R ′ = Sym R (M ) := p≥0 M ⊗Rp /Σ p and assume that ν(B) ⊗ R M ≃ 0. Therefore
The first line is an equivalence in CAlg R and follows from ( * * ) and ( * ). The second line is an equivalence in Mod R and follows from the fact that the tensor product commutes with coproducts and the forgetful functor CAlg R → Mod R is conservative and commutes with limits (it is a right adjoint). The third line is a result of the only non-zero term being p = 0 by assumption followed by ( * * ) applied to R. Thus M ≃ 0.
Proof of Theorem 9.3. The first part of the proof follows from Corollary 8.2. The remainder follows directly from Theorem 7.14 and Proposition 9.4.
The following series of comparison results shows that the Tannaka duality theorem for ∞-categories of
