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a b s t r a c t
Let d1 and d2 be two nonnegative integers greater than 2. We study the Fourier multiplier
Tλ associated with a conical surface S = {(ξ , τ ) ∈ Rd1 × Rd2 : |ξ | = |τ |}, defined by
Tλf (ξ , τ ) = 1− |ξ |2|τ |2
λ
+
Ψ (|τ |)f (ξ , τ ), (ξ , τ ) ∈ Rd1 × Rd2 ,
where Ψ is a smooth function defined on R, that is supported in (1/2, 2).
© 2012 Elsevier Inc. All rights reserved.
1. Introduction and statements of results
Let d1 and d2 be two positive integers. And letΨ be a radial Schwartz function defined onR, that is supported in (1/2, 2).
For each λ > 0, let
mλ(ξ , τ ) :=

1− |ξ |
2
|τ |2
λ
+
Ψ (|τ |), (ξ , τ ) ∈ Rd1 × Rd2 ,
here A+ denotes A if A ≥ 0, and 0 if A < 0. In this paper we study the Fourier multiplier Tλ given byTλf (ξ , τ ) =f (ξ , τ )mλ(ξ , τ ).
We are interested in the Lp boundedness of Tλ for 1 ≤ p < ∞. In case d1 ≥ 2 and d2 = 1 then Tλ denotes the usual cone
multiplier, and it is conjectured that Tλ is a Lp bounded operator for
λ > λ(p) := d1
1p − 12
− 12 .
This conjecture still remains open for any dimension d1 ≥ 2 and d2 = 1. In low-dimensional cases d1 = 2, 3, 4 and d2 = 1,
the most recent results in this direction are due to Garrigós and Seeger [1], and Garrigós et al. [2]. And in high-dimensional
cases d1 ≥ 5 and d2 = 1, the results are due to Heo [3], and Heo et al. [4,5]. See also [6–12].
In case d1, d2 ≥ 2 then Tλ generalizes the usual cone multiplier. These types of multipliers were studied by Łaba and
Pramanik [9], and they proved that Tλ is a Lp bounded operator if
λ > λ(p) := (d1 + d2 − 1)
1p − 12
− 12 ,
and if one of the following holds:
(1) d1 + d2 ≥ 5, p > p1 := 2+ 8d1+d2−4 or 1 ≤ p <
p1
p1−1 ,
(2) d1 + d2 = 4, p > p2 := 2+ 323(d1+d2)−10 or 1 ≤ p <
p2
p2−1 .
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The necessary condition for the Lp → Lp inequalities for Tλ is
λ > λ(p) := (d1 + d2 − 1)
1p − 12
− 12 . (1.1)
The proof of the necessary condition (1.1) will be given in Section 7. In this paperwe improve the results for Tλ if d1+d2 ≥ 5.
The restriction d1 + d2 ≥ 5 just comes from our techniques employed.
Theorem 1. Let d1 ≥ 2, d2 ≥ 1 and d1 + d2 ≥ 5, then
∥Tλf ∥Lp(Rd1+d2 ) ≤ Cp∥f ∥Lp(Rd1+d2 ),
if λ > λ(p) := (d1 + d2 − 1)| 1p − 12 | − 12 and
p > p3 := 2+ 4d1 + d2 − 4 , or 1 ≤ p <
p3
p3 − 1 =
2(d1 + d2 − 2)
d1 + d2 .
Although the case d1 ≥ 4, d2 = 1 was already studied in [5] by Heo et al. to describe the technical and geometrical
differences between the cases d2 = 1 and d2 ≥ 2, we treat the case d2 = 1 again in Section 3. In fact the result for the case
d1 ≥ 4, d2 = 1 and λ > λ(p) can be deduced from the estimate (2.5) which was the main inequality of [4]. The case d2 ≥ 2
was treated in Section 4.
Theorem 2 ([5]). Let d1 ≥ 4 and d2 = 1. If λ = λ(p) = d1(1/p− 1/2)− 1/2 and 1 < p < 2(d1 − 1)/(d1 + 1) then
∥Tλf ∥Lp,∞(Rd1+1) ≤ Cp∥f ∥Lp(Rd1+1).
The main inequality of this paper is Proposition 4.1 whose proof is essentially based on the L2 estimate (Lemma 5.1), and
density decompositions of sets (Lemma 5.3) which were made in consideration of the support of the kernel (Lemma 5.4).
2. Reductions
In what follows, we denote by Fd(f ) the Rd Fourier transform of f . We shall also write F (f ) orf if the dimension is clear
from the context. Let b ∈ C∞c (R) be supported in (−1/4, 1/4) and satisfy b(t) = 1 for |t| < 1/8, then
mλ(ξ , τ ) = mλ(ξ , τ )b2(|τ | − |ξ |)+mλ(ξ , τ )(1− b2(|τ | − |ξ |))
:= mλ1(ξ , τ )+mλ2(ξ , τ ).
For each λ > 0, it is easy to see that F −1[mλ2] is a Schwartz function, hence we only need to consider the contribution from
mλ1 . Let Φ be a radial Schwartz function defined on R, that is supported in (1/8, 8) and satisfies Φ(t) = 1 for 1/4 < t < 4,
then
mλ(ξ , τ )b2(|τ | − |ξ |) =

1− |ξ |
2
|τ |2
λ
+
Φ(|ξ |)Ψ (|τ |)b2(|τ | − |ξ |).
Let Ψ0 be a radial Schwartz function defined on R, that is supported in (1/4, 4) and Ψ0(t) = 1 for 1/2 ≤ t ≤ 2, then
1− |ξ |
2
|τ |2
λ
+
Φ(|ξ |)Ψ (|τ |)b2(|τ | − |ξ |) =

Ψ0(|τ |) (|τ | + |ξ |)
λ
|τ |2λ b(|τ | − |ξ |)

× Φ(|ξ |)Ψ (|τ |)(|τ | − |ξ |)λ+b(|τ | − |ξ |) .
For λ > 0 the multiplier
Ψ0(|τ |) (|τ | + |ξ |)
λ
|τ |2λ b(|τ | − |ξ |),
is a Schwartz function defined on Rd1 × Rd2 . Therefore, the theorem follows if we show that the convolution operator with
multiplier
Φ(|ξ |)Ψ (|τ |)(|τ | − |ξ |)λ+b(|τ | − |ξ |)
is bounded on Lp(Rd1 × Rd2). Note that
(|τ | − |ξ |)λ+b(|τ | − |ξ |) =

R
Γ λ(s)e2π is(|τ |−|ξ |)ds
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where Γ λ(t) = tλ+b(t). Then as in [5], we have
|Γ λ(s)| =  ∞
0
tλb(t)e−2π istdt
 ≤ C(1+ |s|)−λ−1. (2.1)
By the standard singular integral theory, the convolution operator with the Fourier multiplier
Φ(|ξ |)Ψ (|τ |)
 2
−2
Γ λ(s)e2π is(|τ |−|ξ |)ds
is bounded on Lp(Rd1 × Rd2) for all 1 ≤ p ≤ ∞. Therefore it suffices to consider the Fourier multiplier
Φ(|ξ |)Ψ (|τ |)
 ∞
2
Γ λ(s)e2π is(|τ |−|ξ |)ds
and a similar multiplier involving an integration over (−∞,−2). Let θ be a smooth function on the real line supported in
(1/32, 32) so that θ(t) = 1 on (1/16, 16). Then we have
Φ(|ξ |)Ψ (|τ |)
 ∞
2
Γ λ(s)e2π is(|τ |−|ξ |)ds = Φ(|ξ |)Ψ (|τ |) ∞
k=1
 2k+1
2k
Γ λ(s)e2π is(|τ |−|ξ |)ds
= Φ(|ξ |)Ψ (|τ |)
∞
k=1
 2k+1
2k
θ(2−ks|ξ |)θ(2−ks|τ |) Γ λ(s)e2π is(|τ |−|ξ |)ds. (2.2)
In what follows, we fix radial C∞(Rd1) function φ◦ supported in a small ball centered at the origin (say, of radius (100d1)−1)
whose Fourier transform vanishes at the origin to high order (say, 100d1). We assume that φ◦(ξ) ≠ 0 for 1/8 ≤ |ξ | ≤ 8.
Similarlywe fix radial C∞(Rd2) functionψ◦ supported in a small ball centered at the originwhose Fourier transformvanishes
at the origin to high order, and ψ◦(τ ) ≠ 0 for 1/8 ≤ |τ | ≤ 8. Set φ = φ◦ ∗ φ◦ and ψ = ψ◦ ∗ ψ◦ then we define
η ∈ S(Rd1 × Rd2) by
η(ξ, τ ) = Φ(|ξ |)Ψ (|τ |)
(φ◦(ξ))2(ψ◦(τ ))2 = Φ(|ξ |)Ψ (|τ |)φ(ξ)ψ(τ) . (2.3)
By (2.2) and (2.3) it suffices to prove the convolution operator with multiplier
mλ(ξ , τ ) :=φ(ξ)ψ(τ) ∞
k=1
 2k+1
2k
θ(2−ks|ξ |)θ(2−ks|τ |) Γ λ(s)e2π is(|τ |−|ξ |)ds (2.4)
is bounded on Lp(Rd1 × Rd2). For each positive integer d ≥ 2 and real number ρ > 0, let
⟨σ ρd−1, f ⟩ =

Sd−1
ρd−1f (ρx)dσd−1(x)
where dσd−1 is the surface measure of the unit sphere Sd−1. In Section 3, we will see that the results for the case d2 = 1 can
be obtained by using the following theorem.
Theorem 3 ([4]). For d ≥ 4 and 1 ≤ p < 2(d−1)d+1 the inequality ∞
1

Rd
h(x, r)σ rd−1 ∗ φ(· − x)dxdr

Lp(Rd)
≤ Cp
 
Rd×R+
|h(x, r)|prd−1dxdr
1/p
(2.5)
holds.
Remark 2.1. In [4], it is conjectured that the estimate (2.5) holds for d ≥ 2 and 1 ≤ p < 2d/(d+ 1). At present, we have no
idea how to improve the restrictions d ≥ 4 and p < 2(d− 1)/(d+ 1) in Theorem 3. These restrictions just come from our
methods of proof.
By Lemma 10.2 in [4], or Lemma 4.2 in [5], one can express F −1d

θ(2−k| · |)e±2π i|·| as an integral over spherical means
plus error term.
Lemma 2.1 (cf. Lemma 10.2 in [4], or Lemma 4.2 in [5]). Let d ≥ 2 be a positive integer, then for each k ≥ 1 and s > 0,
F −1d

θ(2−ks| · |)e±2π is|·| (x) = s1−d2 d−12 k  2
1/2
ω±k (ρ)σ
ρs
d−1dρ + s−dE±k (s−1x),
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where ω±k is smooth on (1/2, 2)
sup
k

|ω±k (ρ)|dρ <∞, (2.6)
and for any N > 0,
|E±k (x)| + 2−k|∇E±k (x)| ≤ CN2−kN(1+ |x|)−N . (2.7)
3. The case d1 ≥ 4 and d2 = 1
For each k ≥ 1 and s > 0, let us defineθs,k(y) := F −11 θ(2−ks| · |)e2π is|·| (y)
=

R
θ(2−ks|τ |)e2π i(s|τ |+τy)dτ
=

±
2ks−1F −11 (θ)

2ks−1(s± y) ,
then
∥θs,k∥L1(R) ≤ 2∥F −11 (θ)∥L1(R). (3.1)
Let P be the operator defined byPf (ξ , τ ) =φ(ξ)ψ(τ)f (ξ , τ ).
Let mλ be as in (2.4), and letKλ = F −1d1+1(mλ). Then by Lemma 2.1
Kλ ∗ f (x, y) =
 ∞
2
 2
1/2
∞
k=1
Aλk (ρ1, s)Pf ∗

σ
ρ1s
d1−1 ⊗θs,k(x, y)dρ1ds
+
 ∞
2
∞
k=1
Dλk (s)Pf ∗

s−d1E−k (s
−1·)⊗θs,k(x, y)ds
:= Kλ1 ∗ f (x, y)+ Kλ2 ∗ f (x, y)
where
Aλk (ρ1, s) = ω−k (ρ1)Γ λ(s)χ[2k,2k+1)(s)s1−d12 d1−12 k,
Dλk (s) = Γ λ(s)χ[2k,2k+1)(s). (3.2)
By using the estimates (2.7) and (3.1), for each 2k ≤ s < 2k+1, 1/2 ≤ ρ1 ≤ 2, we have
∥s−d1E−k (s−1·)⊗θs,k∥1 ≤ CN2−kN .
Therefore for 1 ≤ p ≤ ∞Pf ∗ s−d1E−k (s−1·)⊗θs,kp ≤ CN2−kN∥f ∥p. (3.3)
And by (2.1), (2.6) and (3.3), for 1 ≤ p ≤ ∞
∥Kλ2 ∗ f ∥p ≤ Cλ∥f ∥p.
Therefore we only need to consider the term Kλ1 ∗ f . Note that
Pf ∗ σ ρ1sd1−1 ⊗θs,k(x, y) = f ∗ (φ ∗ σ ρ1sd1−1)⊗θs,k(x, y).
For each ρ > 0, define
Fρd1 = φ ∗ σ ρd1−1 (3.4)
then
Kλ1 ∗ f (x, y) =
∞
k=1
 2
1/2
 ∞
2
Aλk (ρ1, s)f ∗

Fρ1sd1 ⊗θs,k(x, y)ds dρ1.
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And by Minkowski’s inequality
∥Kλ1 ∗ f ∥Lp(Rd1+1) ≤
∞
k=1
 2
1/2
 ∞
2
Aλk (ρ1, s)f ∗

Fρ1sd1 ⊗θs,k(·)ds

Lp(Rd1+1)
dρ1. (3.5)
Let
fs,k(x, y) :=

R
f (x,y)θs,k(y−y)dy,
then by (3.1) for 1 ≤ p ≤ ∞
∥fs,k(x, ·)∥Lp(R) ≤ ∥θs,k∥L1(R)∥f (x, ·)∥Lp(R) ≤ 2∥F −11 (θ)∥L1(R)∥f (x, ·)∥Lp(R). (3.6)
Note that ∞
2
Aλk (ρ1, s)f ∗

Fρ1sd1 ⊗θs,k (·)ds
p
Lp(Rd1+1)
=

R

Rd1
 ∞
2

Rd1
Aλk (ρ1, s)fs,k(x, y)Fρ1sd1 (x−x)dxds
p dx dy.
Therefore for fixed y if we apply Theorem 3 then
Rd1
 ∞
2

Rd1
Aλk (ρ1, s)fs,k(x, y)Fρ1sd1 (x−x)dxds
p dx ≤ C  
Rd1×R+
Aλk (ρ1, s)fs,k(x, y)p sd1−1dxds (3.7)
if 1 ≤ p < 2(d1 − 1)/(d1 + 1) and d1 ≥ 4. And then if we integrate in y by using (3.2) and (3.6), we have ∞
2
Aλk (ρ1, s)f ∗

Fρ1sd1 ⊗θs,k (·)ds
p
Lp(Rd1+1)
≤ C
 
Rd1×R+
|Aλk (ρ1, s)|psd1−1

R
|fs,k(x, y)|pdy

dxds
≤ C
 
Rd1×R+
|Aλk (ρ1, s)|psd1−1

R
|f (x, y)|pdy

dxds
≤ C2k

d1−(λ+ d1+12 )p

|ω−k (ρ1)|p∥f ∥pp.
And so
∥Kλ1 ∗ f ∥p ≤ C
∞
k=1
2k

d1
p −(λ+
d1+1
2 )
 
sup
k

|ω−k (ρ1)|dρ1

∥f ∥p
≤ C∥f ∥p
if λ > d1p − d1+12 , 1 ≤ p < 2(d1 − 1)/(d1 + 1) and d1 ≥ 4.
4. The case d1 ≥ 3 and d2 ≥ 2
Let P be the operator defined by Pf (ξ , τ ) = φ(ξ)ψ(τ)f (ξ , τ ). Let mλ be as in (2.4), and letKλ = F −1d1+d2(mλ). Then by
Lemma 2.1
Kλ ∗ f (x, y) =
 ∞
2
 2
1/2
 2
1/2
∞
k=1
Aλk (ρ1, ρ2, s)Pf ∗

σ
ρ1s
d1−1 ⊗ σ
ρ2s
d2−1

(x, y)dρ1dρ2ds
+
 ∞
2
 2
1/2
∞
k=1
Bλk (ρ1, s)Pf ∗

σ
ρ1s
d1−1 ⊗ s−d2E+k (s−1·)

(x, y)dρ1ds
+
 ∞
2
 2
1/2
∞
k=1
Cλk (ρ2, s)Pf ∗

s−d1E−k (s
−1·)⊗ σ ρ2sd2−1

(x, y)dρ2ds
+
 ∞
2
∞
k=1
Dλk (s)Pf ∗

s−d1E−k (s
−1·)⊗ s−d2E+k (s−1·)

(x, y)ds
:= Kλ1 ∗ f (x, y)+Kλ2 ∗ f (x, y)+Kλ3 ∗ f (x, y)+Kλ4 ∗ f (x, y)
where
Aλk (ρ1, ρ2, s) = ω−k (ρ1)ω+k (ρ2)Γ λ(s)χ[2k,2k+1)(s)s2−d1−d22 d1+d2−22 k,
Bλk (ρ1, s) = ω−k (ρ1)Γ λ(s)χ[2k,2k+1)(s)s1−d12 d1−12 k,
Cλk (ρ2, s) = ω+k (ρ2)Γ λ(s)χ[2k,2k+1)(s)s1−d22 d2−12 k,
Dλk (s) = Γ λ(s)χ[2k,2k+1)(s).
(4.1)
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By using the estimate (2.7), for each 2k ≤ s < 2k+1, 1/2 ≤ ρ1, ρ2 ≤ 2 and 1 ≤ p ≤ ∞, it is easy to see thatPf ∗ σ ρ1sd1−1 ⊗ s−d2E+k (s−1·)p ≤ CN2−kN∥f ∥p,Pf ∗ s−d1E−k (s−1·)⊗ σ ρ2sd2−1p ≤ CN2−kN∥f ∥p,Pf ∗ s−d1E−k (s−1·)⊗ s−d2E+k (s−1·)p ≤ CN2−kN∥f ∥p.
(4.2)
And so by (2.1), (2.6), (4.1) and (4.2), for 1 ≤ p ≤ ∞
∥Kλ2 ∗ f ∥p + ∥Kλ3 ∗ f ∥p + ∥Kλ4 ∗ f ∥p ≤ Cλ∥f ∥p.
Therefore we only need to consider the termKλ1 ∗ f . Note that
Pf ∗ σ ρ1sd1−1 ⊗ σ ρ2sd2−1(x, y) = f ∗ (φ ∗ σ ρ1sd1−1)⊗ (ψ ∗ σ ρ2sd2−1)(x, y).
For each ρ > 0, define
Fρd1 = φ ∗ σ ρd1−1, Fρd2 = ψ ∗ σ ρd2−1, (4.3)
then
Kλ1 ∗ f (x, y) =
∞
k=1
 2
1/2
 2
1/2
 ∞
2
Aλk (ρ1, ρ2, s)f ∗

Fρ1sd1 ⊗ F
ρ2s
d2

(x, y)ds

dρ1dρ2.
And by Minkowski’s inequality
∥Kλ1 ∗ f ∥Lp ≤
∞
k=1
 2
1/2
 2
1/2
 ∞
2
Aλk (ρ1, ρ2, s)f ∗

Fρ1sd1 ⊗ F
ρ2s
d2

(·)ds

Lp
dρ1dρ2. (4.4)
Note that ∞
2
Aλk (ρ1, ρ2, s)f ∗

Fρ1sd1 ⊗ F
ρ2s
d2

(x, y)ds =
 ∞
2

Rd2

Rd1
Aλk (ρ1, ρ2, s)f (x˜, y˜)F
ρ1s
d1
(x− x˜)Fρ2sd2 (y− y˜)dx˜dy˜ds.
We write (x˜, y˜, s) = (x˜0, y˜0, s0)+ (i, j, l)where (x˜0, y˜0, s0) ∈ [0, 1)d1 × [0, 1)d2 × [1, 2) and (i, j, l) ∈ Zd1 × Zd2 × N. Then
by Minkowski’s inequality ∞
2
Aλk (ρ1, ρ2, s)f ∗

Fρ1sd1 ⊗ F
ρ2s
d2

(·)ds

Lp
≤ C
 2
1

[0,1)d2

[0,1)d1
 
(i,j,l)∈Zd1×Zd2×N
Aλk (ρ1, ρ2, s0 + l)f (x˜0 + i, y˜0 + j)
× Fρ1(s0+l)d1 (x− x˜0 − i)F
ρ2(s0+l)
d2
(y− y˜0 − j)

Lp(dxdy)
dx˜0 dy˜0 ds0. (4.5)
For each (i, j, l) ∈ Zd1 × Zd2 × N and 1/2 ≤ s0, ρ1, ρ2 ≤ 2, we define
F i,ρ1(s0+l)d1 (x) := F
ρ1(s0+l)
d1
(x− i), F j,ρ2(s0+l)d2 (y) := F
ρ2(s0+l)
d2
(y− j),
and
F i,j,lρ1,ρ2,s0(x, y) := F i,ρ1(s0+l)d1 (x) F
j,ρ2(s0+l)
d2
(y). (4.6)
Proposition 4.1. Let F i,j,lρ1,ρ2,s0 be as in (4.6). Let E be a finite subset of Z
d1 ×Zd2 , and let c : E → C and d : N→ C be arbitrary
functions. If d1 + d2 ≥ 5 then for 1 ≤ p < 2(d1 + d2 − 2)/(d1 + d2), 
(i,j,l)∈E×[2k,2k+1)
c(i, j)d(l)F i,j,lρ1,ρ2,s0
p
p
≤ C2k(d1+d2−1)(sup
l
|d(l)|p)

(i,j)∈E
|c(i, j)|p,
uniformly for 1/2 ≤ s0, ρ1, ρ2 ≤ 2.
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We postpone the proof of Proposition 4.1 until Section 5 and complete the proof of Theorem 1. By (2.1) and (4.1) we have
|Aλk (ρ1, ρ2, s)| ≤ Cλ|ω−k (ρ1)ω+k (ρ2)|χ[2k,2k+1)(s)2−k(λ+
d1+d2
2 ).
And so by Proposition 4.1, for 1 ≤ p < 2(d1 + d2 − 2)/(d1 + d2) 
(i,j,l)∈Zd1×Zd2×N
Aλk (ρ1, ρ2, s0 + l)f (x˜0 + i, y˜0 + j)F i,j,lρ1,ρ2,s0(x− x˜0, y− y˜0)
p
Lp(dxdy)
≤ C2k(d1+d2−1) sup
l
|Aλk (ρ1, ρ2, s0 + l)|p
 
(i,j)∈Zd1×Zd2
|f (x˜0 + i, y˜0 + j)|p
≤ C2k

(d1+d2−1)−(λ+ d1+d22 )p

|ω−k (ρ1)ω+k (ρ2)|p

(i,j)∈Zd1×Zd2
|f (x˜0 + i, y˜0 + j)|p.
Therefore by (4.4), (4.5) and Hölder’s inequality
∥Kλ1 ∗ f ∥p ≤ C
 ∞
k=1
 2
1/2
 2
1/2
2k

(d1+d2−1)
p −(λ+
d1+d2
2 )

|ω−k (ρ1)ω+k (ρ2)|dρ1dρ2

×
 
[0,1)d1×[0,1)d2
 
(i,j)∈Zd1×Zd2
|f (x˜0 + i, y˜0 + j)|p
1/p
dx˜0dy˜0

≤ C
∞
k=1
2k

(d1+d2−1)
p −(λ+
d1+d2
2 )

sup
k
 2
1/2
|ω−k (ρ1)|dρ1

sup
k
 2
1/2
|ω+k (ρ2)|dρ2

∥f ∥p
≤ C∥f ∥p
if λ > λ(p) and 1 ≤ p < 2(d1 + d2 − 2)/(d1 + d2). Now it remains to prove Proposition 4.1.
5. Proof of Proposition 4.1
The proof of Proposition 4.1 is essentially based on the following lemma and density decompositions of sets (Lemma 5.3).
Lemma 5.1. Let F i,j,lρ1,ρ2,s0 be as in (4.6). If |l+ l′| > 4max(|i− i′|, |j− j′|) then
|⟨F i,j,lρ1,ρ2,s0 , F i
′,j′,l′
ρ1,ρ2,s0⟩| ≤
CN(ll′)
d1+d2−2
2
1+ |i− i′| + |j− j′| + |l− l′| d1+d2−22 1+ |ρ1|l− l′| − |i− i′||N , (5.1)
uniformly for 1/2 ≤ s0, ρ1, ρ2 ≤ 2.
Proof. First we claim that if |r + r ′| > 2|i− i′| then
|⟨F i,rd1 , F i
′,r ′
d1
⟩| ≤ CN(rr
′)
d1−1
2
(1+ |i− i′| + |r − r ′|) d1−12 (1+ ||r − r ′| − |i− i′||)N
, (5.2)
and similarly if |s+ s′| > 2|j− j′| then
|⟨F j,sd2 , F j
′,s′
d2
⟩| ≤ CN(ss
′)
d2−1
2
(1+ |j− j′| + |s− s′|) d2−12 (1+ ||s− s′| − |j− j′||)N
. (5.3)
To see this, if |r−r ′| > 10(1+|i−i′|), then F i,rd1 and F i
′,r ′
d1
have disjoint supports. Thuswemay assume |r−r ′| ≤ 10(1+|i−i′|).
And then by Remark 3.4 in [4] we have
|⟨F i,rd1 , F i
′,r ′
d1
⟩| ≤ CN(rr ′)
d1−1
2 (1+ |i− i′|)−d1+12

±
(1+ ||r ± r ′| − |i− i′||)−N
≤ CN(rr ′)
d1−1
2 (1+ |i− i′| + |r − r ′|)−d1+12

±
(1+ ||r ± r ′| − |i− i′||)−N . (5.4)
If |r + r ′| > 2|i− i′| then
|r + r ′| − |i− i′| > 1
3
(|r + r ′| + |i− i′|) ≥ 1
3
(|r − r ′| + |i− i′|),
and so by (5.4) we have (5.2).
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Now we prove (5.1) under the condition |l+ l′| > 4max(|i− i′|, |j− j′|). If |l+ l′| > 4|i− i′| then
|ρ1(s0 + l)+ ρ1(s0 + l′)| ≥ ρ1(l+ l′) ≥ 12 (l+ l
′) > 2|i− i′|.
And so by (5.2), if |l+ l′| > 4|i− i′| then we have
|⟨F i,ρ1(s0+l)d1 , F
i′,ρ1(s0+l′)
d1
⟩| ≤ CN(ll
′)
d1−1
2
(1+ |i− i′| + |l− l′|) d1−12 (1+ |ρ1|l− l′| − |i− i′||)N
, (5.5)
and similarly if |l+ l′| > 4|j− j′| then
|⟨F j,ρ2(s0+l)d2 , F
j′,ρ2(s0+l′)
d2
⟩| ≤ CN(ll
′)
d2−1
2
(1+ |j− j′| + |l− l′|) d2−12 (1+ |ρ2|l− l′| − |j− j′||)N
. (5.6)
Therefore if |l + l′| > 4max(|i − i′|, |j − j′|) and 10|l − l′| > |i − i′| + |j − j′| then by (5.5) and (5.6) we have (5.1). And so
we assume |l+ l′| > 4max(|i− i′|, |j− j′|) and 10|l− l′| ≤ |i− i′| + |j− j′|. In that case we must have |i− i′| ≥ 5|l− l′| or
|j− j′| ≥ 5|l− l′|.
Case 1. |i− i′| ≥ 5|l− l′|. In this case
|i− i′| − ρ1|l− l′| ≥ |i− i′| − 2|l− l′| ≥ 12 (|i− i
′| + |l− l′|)
and by (5.5) we have
|⟨F i,ρ1(s0+l)d1 , F
i′,ρ1(s0+l′)
d1
⟩| ≤ CN(ll
′)
d1−1
2
(1+ |i− i′| + |l− l′|)N .
Therefore if |j− j′| ≤ |i− i′| then
|⟨F i,ρ1(s0+l)d1 , F
i′,ρ1(s0+l′)
d1
⟩| ≤ CN(ll
′)
d1−1
2
(1+ |i− i′| + |j− j′| + |l− l′|)N . (5.7)
And by (5.6) and (5.7)
|⟨F i,j,lρ1,ρ2,s0 , F i
′,j′,l′
ρ1,ρ2,s0⟩| ≤
CN(ll′)
d1+d2−2
2
1+ |i− i′| + |j− j′| + |l− l′|N . (5.8)
Similarly if |j− j′| > |i− i′| ≥ 5|l− l′| then we have
|⟨F j,ρ2(s0+l)d2 , F
j′,ρ2(s0+l′)
d2
⟩| ≤ CN(ll
′)
d2−1
2
(1+ |i− i′| + |j− j′| + |l− l′|)N , (5.9)
and by (5.5) and (5.9)
|⟨F i,j,lρ1,ρ2,s0 , F i
′,j′,l′
ρ1,ρ2,s0⟩| ≤
CN(ll′)
d1+d2−2
2
1+ |i− i′| + |j− j′| + |l− l′|N . (5.10)
By (5.8) and (5.10) we have (5.1).
Case 2. |j− j′| ≥ 5|l− l′|. In this case the proof is similar for the case |i− i′| ≥ 5|l− l′|, and we omit the proof. 
Lemma 5.2. Let k ∈ N and 1/2 ≤ s0, ρ1, ρ2 ≤ 2 be fixed. Let F i,j,lρ1,ρ2,s0 be as in (4.6) and d : N → C be an arbitrary function.
Let us define
K i,j(x, y) :=

2k≤l<2k+1
d(l)F i,j,lρ1,ρ2,s0(x, y). (5.11)
If |i− i′|, |j− j′| < 2k−1 then
|⟨K i,j, K i′,j′⟩| ≤ C

sup
l
|d(l)|2

2k(d1+d2−1)(1+ |i− i′| + |j− j′|)− d1+d2−22 , (5.12)
here the constant C is independent of k ∈ N and 1/2 ≤ s0, ρ1, ρ2 ≤ 2.
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Proof. If |i− i′|, |j− j′| < 2k−1 then for each l, l′ ∈ [2k, 2k+1)we have
max(4|i− i′|, 4|j− j′|) < 2k+1 ≤ |l+ l′|,
and so by Lemma 5.1
|⟨K i,j, K i′,j′⟩| ≤ CN

sup
l
|d(l)|2

2k(d1+d2−2)(1+ |i− i′| + |j− j′|)− d1+d2−22

2k≤l,l′<2k+1
(1+ |ρ1|l− l′| − |i− i′||)−N
≤ CN

sup
l
|d(l)|2

2k(d1+d2−1)(1+ |i− i′| + |j− j′|)− d1+d2−22 . 
Density decompositions of sets
Notation. The cardinality of a finite set E is denoted by ♯E . The d-dimensional Lebesgue measure of a set E ⊂ Rd will be denoted
by meas(E) or |E|.
As in [4], we define the following.
Definition 5.1. Fix u ≥ 1 and k ≥ 0. Let E be a finite subset of Zd1+d2 . We say that E is of density type (u, 2k) if
♯(B ∩ E) ≤ 2u rad(B) (5.13)
for any ball B ⊂ Rd1+d2 of radius less than 2k. Here rad(B) denotes the radius of B.
We consider u ∈ U = {2v : v = 0, 1, 2, . . .} and decompose the set E into disjoint subsets E(u) of density type (u, 2k).
Lemma 5.3 (cf. Lemma 3.7 in [4]). The sets E(u) have the following properties.
(1) E =u∈U E(u) and the unions are disjoint.
(2) There are finitely many disjoint balls B1, . . . , BN (depending on u and k), of radii less than 2k such that
E(u) ⊂
N
n=1
B∗n,
N
n=1
rad(Bn) ≤ u−1♯E(u),
where B∗ denotes the ball with rad(B∗) = 5rad(B) and the same center as B.
(3) E(u) is a set of density type (u, 2k).
Now we set
Gu :=

(i,j)∈E(u)
c(i, j)K i,j =

(i,j)∈E(u)
c(i, j)

2k≤l<2k+1
d(l)F i,j,lρ1,ρ2,s0 .
Lemma 5.4. For all u ∈ U, the Lebesgue measure of the support of Gu is≤ Cu−12k(d1+d2−1)♯E(u).
Proof. Let B1, . . . , BN be as in Lemma 5.3, then
supp(Gu) ⊂
N
n=1

2k≤l<2k+1

(i,j)∈B∗n∩E(u)
supp(F i,j,lρ1,ρ2,s0)
⊂
N
n=1

2k≤l<2k+1

(i,j)∈B∗n∩E(u)
supp

F i,ρ1(s0+l)d1

× supp(F j,ρ2(s0+l)d2 ). (5.14)
For each 1 ≤ n ≤ N , let rn be the dyadic number such that
rn ≤ rad(Bn) < 2rn. (5.15)
Divide {l ∈ N : l ∈ [2k, 2k+1)} into
{l ∈ N : l ∈ [2k, 2k+1)} =
2k/rn
m=1
{l ∈ N : l ∈ [2k + (m− 1)rn, 2k +mrn)} :=
2k/rn
m=1
Lm.
Fix (xn, yn) ∈ B∗n ∩ E(u), then for each (i, j) ∈ B∗n ∩ E(u) and l ∈ Lm, the support of F i,ρ1(s0+l)d1 (x) = φ ∗ σ
ρ1(s0+l)
d1−1 (x − i) is
contained in the annulus of width not exceeding 6rad(Bn) + 4 built on the annulus on the sphere centered at xn of radius
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ρ1(s0 + 2k +mrn). And since rn ≤ rad(Bn) ≤ 2k we have

l∈Lm

(i,j)∈B∗n∩Ek(u)
supp

F i,ρ1(s0+l)d1
 ≤ C2k(d1−1)rad(Bn).
And so by Lemma 5.3, (5.14) and (5.15)
|supp(Gu)| ≤
N
n=1
2k/rn
m=1


l∈Lm

(i,j)∈B∗n∩E(u)
supp

F i,ρ1(s0+l)d1

× supp(F j,ρ2(s0+l)d2 )

≤ C
N
n=1
2k/rn
m=1
2k(d1+d2−2)rad(Bn)2
≤ C
N
n=1
2k(d1+d2−1)rad(Bn)
≤ Cu−12k(d1+d2−1)♯E(u).  (5.16)
Remark 5.1. As you can see in (5.16), in estimating the measure of the supp(Gu), we need to control
N
n=1 rad(Bn). This is
the reason why we used rad(B) in Definition 5.1.
For each l ∈ [2k, 2k+1), let
Gu,l =

(i,j)∈E(u)
c(i, j)d(l)F i,j,lρ1,ρ2,s0 .
Lemma 5.5. Assume that |d(l)| ≤ 1 for all 2k ≤ l < 2k+1, and |c(i, j)| ≤ 1 for all (i, j) ∈ E(u). Let L be a subset of N∩[2k, 2k+1),
then 
l∈L
Gu,l

2
2
≤ C2k(d1+d2−2)(♯L)2 ♯E(u), (5.17)
and
∥Gu∥22 ≤ Cu
2
d1+d2−2 log(2+ u)2k(d1+d2−1)♯E(u). (5.18)
For the moment we assume Lemma 5.5, and prove the following.
Lemma 5.6. Let E be a finite subset of Zd1 ×Zd2 , and let c : E → C and d : N→ C be arbitrary functions such that |d(l)| ≤ 1
and |c(i, j)| ≤ 1 for all l ∈ N and (i, j) ∈ E . Then for 1 ≤ p < 2(d1 + d2 − 2)/(d1 + d2) and d1 + d2 ≥ 5,u Gu

p
p
=


(i,j)∈E
c(i, j)

2k≤l<2k+1
d(l)F i,j,lρ1,ρ2,s0

p
p
≤ C2k(d1+d2−1)♯E,
uniformly for k ∈ N and 1/2 ≤ s0, ρ1, ρ2 ≤ 2.
Proof. By Lemma 5.4, (5.18) and Hölder’s inequality we haveu Gu

p
≤

u∈U
∥Gu∥p
≤

u∈U
|supp(Gu)| 1p− 12 ∥Gu∥2
≤ C

u∈U

u−12k(d1+d2−1)♯E
 1
p− 12 u 2d1+d2−2 log(2+ u)2k(d1+d2−1)♯E 12
≤ C[2k(d1+d2−1)♯E] 1p

u∈U
u−
1
p+
d1+d2
2(d1+d2−2) [log(2+ u)] 12
≤ C[2k(d1+d2−1)♯E] 1p ,
if 1 ≤ p < 2(d1+d2−2)d1+d2 and d1 + d2 ≥ 5. The condition d1 + d2 ≥ 5 is necessary to guarantee
2(d1+d2−2)
d1+d2 > 1. 
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Now we prove Proposition 4.1. In proving Proposition 4.1, we may assume supl |d(l)| ≤ 1. Also by the following
interpolation lemma that is proved in section 2 of [4], we may assume |c(i, j)| ≤ 1 for all (i, j) ∈ E .
Lemma 5.7 (Lemma 2.2 in [4]). Let 0 < p0 < p1 < ∞. Let {Fn}n∈Z be a sequence of measurable functions on a measure space
{Ω, µ}, and let {sn} be a sequence of nonnegative numbers. Assume that, for all n, the inequality
∥Fn∥pvpv ≤ Mpv2npv sn
holds for v = 0 and v = 1. Then for every p ∈ (p0, p1), there is a constant C = C(p0, p1, p) such thatn Fn

p
p
≤ CpMp

n
2npsn.
For each n ∈ Z, let En := {(i, j) ∈ E : 2n ≤ |c(i, j)| < 2n+1}, then by Lemma 5.6, for 1 ≤ p < 2(d1+d2−2)d1+d2 , we have

(i,j)∈En
c(i, j)

2k≤l<2k+1
d(l)F i,j,lρ1,ρ2,s0

p
p
≤ C2k(d1+d2−1)

sup
l
|d(l)|p

2np ♯En.
And by Lemma 5.7 if 1 ≤ p < 2(d1+d2−2)d1+d2 then

(i,j)∈E
c(i, j)

2k≤l<2k+1
d(l)F i,j,lρ1,ρ2,s0

p
p
≤ C2k(d1+d2−1)

sup
l
|d(l)|p

n
2np♯En
≤ C2k(d1+d2−1)

sup
l
|d(l)|p
 
(i,j)∈E
|c(i, j)|p.
Now it remains to prove Lemma 5.5.
6. Proof of Lemma 5.5
First we prove (5.17). Note that
φ ∗ σ rd1−1(x− i) = φ◦ ∗ φ◦ ∗ σ rd1−1(x− i) = φ◦(· − i) ∗ [φ◦ ∗ σ rd1−1](x),
and so
Gu,l(x, y) =

(i,j)∈E(u)
c(i, j)d(l)φ◦(· − i) ∗ [φ◦ ∗ σ ρ1(s0+l)d1−1 ](x) ψ◦(· − j) ∗ [ψ◦ ∗ σ
ρ2(s0+l)
d2−1 ](y).
Since φ◦ andψ◦ vanish at the origin to higher orders, by the standard Fourier decay estimate for the surface measure on the
unit sphere, we have
|F (φ◦ ∗ σ rd1−1)(ξ)| = |φ◦(ξ)||σ rd1−1(ξ)| ≤ Cr d1−12 ,
|F (ψ◦ ∗ σ rd2−1)(τ )| = |ψ◦(τ )||σ rd2−1(τ )| ≤ Cr d2−12 .
And since the supports of φ◦ and ψ◦ are contained in balls of radius 1/2, by the Fourier inversion formula
∥Gu,l∥22 ≤ Cld1+d2−2
 
(i,j)∈E(u)
c(i, j)d(l)φ◦(x− i)ψ◦(y− j)
2
L2(dxdy)
≤ Cld1+d2−2

(i,j)∈E(u)
∥c(i, j)φ◦(x− i)ψ◦(y− j)∥2L2(dxdy)
≤ Cld1+d2−2♯E(u). (6.1)
Therefore (5.17) follows from Hölder’s inequality and (6.1)
l∈L
Gu,l

2
2
≤ C(♯L)

l∈L
∥Gu,l∥22
≤ C(♯L)

l∈L
ld1+d2−2♯E(u) ≤ C(♯L)22k(d1+d2−2)♯E(u).
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Next we prove (5.18). By (5.17), we may assume k ≥ 10(d1 + d2). We are working with the sets E(u) ⊂ Zd1+d2 , which have
the property that every ball of radius ρ ≤ 2k contains≤ uρ points in E(u). For each n ∈ Z, letDn be the collection of dyadic
cubes in Rd1+d2 of side-length 2n, and let Tr(Dn) denote (1/2, 1/2, . . . , 1/2) translated dyadic cubes
Tr(Dn) := {D+ (1/2, 1/2, . . . , 1/2) : D ∈ Dn}.
Let k > 10(d1 + d2) and let K i,j be as in (5.11). Since
supp(K i,j) ⊂ {(i, j)+ (x, y) : |(x, y)| < 2k+2},
the supports of

(i,j)∈E(u)∩Q c(i, j)K i,j, Q ∈ Tr[Dk−8(d1+d2)] have a finite overlap, and so we have 
(i,j)∈E(u)
c(i, j)K i,j

2
2
=


Q∈Tr[Dk−8(d1+d2)]

(i,j)∈E(u)∩Q
c(i, j)K i,j

2
2
≤ C

Q∈Tr[Dk−8(d1+d2)]
 
(i,j)∈E(u)∩Q
c(i, j)K i,j

2
2
.
Next we estimate
(i,j)∈E(u)∩Q c(i, j)K i,j22 by using the L2 estimate (Lemma 5.1) and the density condition (5.13).
Whitney decomposition
Letm ≥ 2, and let Q ∈ Tr(Dm) be fixed; then we consider a Whitney decomposition
Q × Q =
m−2
n=0

Q nv∼Q nv′
Q nv × Q nv′
where Q nv ,Q
n
v′ ⊂ Q , Q nv ,Q nv′ ∈ Tr(Dn) and Q nv ∼ Q nv′ means the following.
(1) For each Q nv there are finite numbers of Q
n
v′ depending only on the dimensions d1 and d2 such that Q
n
v ∼ Q nv′ .
(2) If n > 0, then Q nv and Q
n
v′ are not adjacent but their parents are and so
2n ≤ dist(Q nv ,Q nv′) ≤ 23(d1+d2)2n.
(3) If n = 0, then Q nv and Q nv′ have adjacent or equal parents.
We apply the Whitney decomposition withm = k− 8(d1 + d2), and let
GQ
n
v
u :=

(i,j)∈E(u)∩Q nv
c(i, j)K i,j.
Then
∥Gu∥22 ≤
k−8(d1+d2)−2
n=0

Q nv∼Q nv′
GQ nvu ,GQ nv′u  .
Lemma 6.1. For each 0 ≤ n ≤ k− 8(d1 + d2)− 2 and Q nv ∼ Q nv′ , we have
(1)
⟨GQ nvu ,GQ nv′u ⟩ ≤ C2k(d1+d2−1)u2−( d1+d2−42 )n♯E(u) ∩ Q nv 1/2♯E(u) ∩ Q nv′1/2,
(2)
⟨GQ nvu ,GQ nv′u ⟩ ≤ C2k(d1+d2−1)2n♯E(u) ∩ Q nv 1/2♯E(u) ∩ Q nv′1/2.
Proof. For each 0 ≤ n ≤ k− 8(d1 + d2)− 2 and Q nv ∼ Q nv′ we have
2n ≤ dist(Q nv ,Q nv′) ≤ 23(d1+d2)2n < 2k−1.
Therefore by Lemma 5.2 we have⟨GQ nvu ,GQ nv′u ⟩ ≤ C2k(d1+d2−1)2− d1+d2−22 n♯E(u) ∩ Q nv ♯E(u) ∩ Q nv′,
and (1) follows from the fact that E(u) is a set of density type (u, 2k) and so
♯

E(u) ∩ Q nv

, ♯

E(u) ∩ Q nv′
 ≤ Cu2n.
(2) follows from
⟨GQ nvu ,GQ nv′u ⟩ ≤ ∥GQ nvu ∥2∥GQ nv′u ∥2 and (5.17). 
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By (1), (2) of Lemma 6.1, for each 0 ≤ n ≤ k− 8(d1 + d2)− 2, we have
Q nv∼Q nv′
⟨GQ nvu ,GQ nv′u ⟩ ≤ C2k(d1+d2−1)min u2− d1+d2−42 n, 2n
 
Q nv∼Q nv′

♯

E(u) ∩ Q nv
1/2
♯

E(u) ∩ Q nv′
1/2
≤ C2k(d1+d2−1)min

u2−

d1+d2−4
2

n
, 2n

♯E,
and so
∥Gu∥22 ≤
k−8(d1+d2)−2
n=0

Q nv∼Q nv′
GQ nvu ,GQ nv′u 
≤ C2k(d1+d2−1)♯E
k−8(d1+d2)−2
n=0
min

u2−

d1+d2−4
2

n
, 2n

.
Note that, if d1 + d2 > 4 then
k−8(d1+d2)−2
n=0
min

u2−

d1+d2−4
2

n
, 2n

=

2n>u
2
d1+d2−2
u2−

d1+d2−4
2

n +

2n≤u
2
d1+d2−2
2n
≤ Cu 2d1+d2−2 log(2+ u),
and so we have (5.18).
7. Proof of the necessary condition (1.1)
Since Tλ is a convolution operator, we may assume 1 ≤ p ≤ 2. Let K = F −1(mλ) then
K(x, y) =

Rd2

Rd1
e2π i(x·ξ+y·τ)

1− |ξ |
2
|τ |2
λ
+
Ψ (|τ |)dξdτ
=

Rd2

Rd1
e2π i(|τ |x·ξ)

1− |ξ |2λ+ dξ e2π iy·τΨ (|τ |)|τ |d1dτ .
It is well known that
Rd1
e2π i(|τ |x·ξ)

1− |ξ |2λ+ dξ = π−λΓ (1+ λ)(|τ ||x|)−λ− d12 Jλ+ d12 (2π |τ ||x|)
where Jv is the Bessel function of order v. Therefore we have
K(x, y) = π−λΓ (1+ λ)|x|−λ− d12

Rd2
e2π iy·τ J
λ+ d12
(2π |τ ||x|)Ψ (|τ |)|τ |−λ+ d12 dτ
= π−λΓ (1+ λ)|x|−λ− d12
 ∞
0
F −1(σd2−1)(ry)Jλ+ d12
(2πr|x|)Ψ (r)r−λ+ d12 +d2−1dr.
It is well known that
F −1(σd2−1)(ry) = 2π(r|y|)
2−d2
2 J d2−2
2
(2πr|y|),
and so
K(x, y) = 2π−λ+1Γ (1+ λ)|x|−λ− d12 |y| 2−d22
 ∞
0
J d2−2
2
(2πr|y|)J
λ+ d12
(2πr|x|)Ψ (r)r−λ+ d1+d22 dr.
It is known that (see page 432 of Grafakos’s book [13])
Jv(r) =

2
πr
cos

r − πv
2
− π
4

+ Rv(r)
where
|Rv(r)| ≤ C(Re(v)) e
π
2 |Im(v)|
|Γ (v + 12 )|
(|v| + 1)r− 32 ,
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when Re(v) > − 12 , r ≥ 1. And so if |x|, |y| ≥ 1 then
K(x, y) = 2π−λ−1Γ (1+ λ)|x|−λ− d1+12 |y| 1−d22
×
 ∞
0
cos

2πr|x| − π
2

λ+ d1
2

− π
4

cos

2πr|y| − π
2

d2 − 2
2

− π
4

Ψ (r)r−λ+
d1+d2−2
2 dr
+O

|x|−λ− d1+12 |y|− d2+12

+ O

|x|−λ− d1+32 |y| 1−d22

.
By cos A cos B = 12 [cos(A+ B)+ cos(A− B)]
2 cos

2πr|x| − π
2

λ+ d1
2

− π
4

cos

2πr|y| − π
2

d2 − 2
2

− π
4

= cos

2πr(|x| + |y|)− π
2

λ+ d1 + d2
2

+ cos

2πr(|x| − |y|)− π
2

λ+ d1 − d2 + 2
2

.
Integrating by parts, it is easy to see that ∞
0
cos

2πr(|x| + |y|)− π
2

λ+ d1 + d2
2

Ψ (r)r−λ+
d1+d2−2
2 dr
 ≤ CN(|x| + |y|)−N
for any N > 0. Therefore for |x|, |y| ≥ 1, we have
K(x, y) = −π−λ−1Γ (1+ λ)|x|−λ− d1+12 |y| 1−d22
×
 ∞
0
cos

2πr(|x| − |y|)− π
2

λ+ d1 − d2 + 2
2

Ψ (r)r−λ+
d1+d2−2
2 dr
+O

|x|−λ− d1+12 |y|− d2+12

+ O

|x|−λ− d1+32 |y| 1−d22

.
For each λ > 0, write
1
4

λ+ d1 − d2 + 2
2

= k(λ)+ A(λ)
for some k(λ) ∈ Z and 0 ≤ A(λ) < 1, then
cos

2πr(|x| − |y|)− π
2

λ+ d1 − d2 + 2
2

= cos 2πr(|x| − |y|)− 2πA(λ).
Choose Ψ (r) ≥ 0 that is supported in |r − 1| < 1/100 and Ψ (r) = 1 if |r − 1| < 1/200. Then if
||x| − |y| − A(λ)| < 1/100,
then
|r(|x| − |y|)− A(λ)| ≤ |r(|x| − |y|)− rA(λ)| + |r − 1|A(λ) ≤ r
100
+ |r − 1|.
And so if |r − 1| < 1/100 then
2π |r(|x| − |y|)− A(λ)| ≤ π
25
.
Therefore if |x|, |y| ≥ 1 and ||x| − |y| − A(λ)| < 1/100 then ∞
0
cos

2πr(|x| − |y|)− π
2

λ+ d1 − d2 + 2
2

Ψ (r)|r|−λ+ d1+d2−22 dr ≥ C
for some C > 0. Hence if |x|, |y| > R for some R large enough and ||x| − |y| − A(λ)| < 1/100 then
|K(x, y)| ≥ C |x|−λ− d1+12 |y| 1−d22 .
Let E = {(x, y) : |x|, |y| > R, ||x| − |y| − A(λ)| < 1/100} then we can see that 
E
|K(x, y)|pdxdy = ∞
unless
λ+ d1 + d2
2

p > (d1 + d2 − 1).
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