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1. STATEMENT OF THE MAIN RESULTS 
Let ~ be a bounded domain in the plane with a smooth boundary and let ¢ 
be a given function on /2  satisfying ¢ < 0 on the boundary. By the obstacle 
problem we mean the problem of minimizing the Dirichlet integral J" ] grad u ]3 dx 
over the closed convex set 
{u e H1(/2): u = 0 on 3/2, u >~ ¢ in/2}, 
where H1(/2 ) is the usual Sobolev space of functions with one L ~ derivative. In 
this paper we obtain estimates from above for the (signed) curvature of the 
boundary of the contact set 
I = {(x, y) e g2: u(x, y) = ¢(x, y)}. 
Here we use the convention that the curvature of 3I is positive if d2F/dt 2 points 
into/2 ,-~ I, where P(t) is a parametrization of 3I. 
It  has been shown [5, 8, 9] that under rather mild hypotheses 3I admits a 
parametrization P(t) by a function which is nearly as smooth as ~b itself, only 
one derivative being lost. However these results do not permit estimation of 
the curvature of 3I, as it is not possible to obtain a lower bound for [d~/dt [. 
Indeed it may happen that [d~/dt[ vanishes at certain points, giving rise to 
cusps in 3I. This possibility was first noticed in the fundamental paper of 
Lewy and Stampacchia [10], and an explicit example is given in [12]. Never- 
theless, Lewy and Stampacchia proved that if such cusps do occur, the region 
exterior to the cusp (the portion containing an angle of 360 ° ) must be contained 
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in .(2 ~-~ L In other words, they showed that there can only be cusp points 
where the curvature is minus infinity, none where it is plus infinity. This fact 
may be regarded as motivation for the one-sided inequalities of the present 
paper. 
For our main theorem below, and indeed throughout this paper, we make 
the following hypotheses. We assume that for some/~, 0 < A < 1, ¢ belongs 
to the H61der class C5+~(~). Letp be some fixed point in g/at  which A¢(p) < 0, 
where A is the Laplace operator. (We remind the reader that A¢ ~< 0 on L) 
Given a radius r > 0, consider the circular neighborhood B(p, r) of this point. 
Suppose that one of the components of ($2 ,-.~I) c~ B(p, r), say O, is bounded 
by a curve that admits the decomposition 
80 =/"1 w/"2, (1.1) 
where F 1 is a connected (circular) subarc of 8B(p, r) and /'2 is a connected 
portion of d c3 B(p, r) which contains p. We assume that/'1 and/"2 are disjoint 
except for their two common end points. We also assume that /"2 admits a 
parametrization by a function F(t) of class C 4+a such that 
~(p)  =/= O, (1.2) 
and that 1"2 is free of self-intersections. 
THEOREM. Under the above hypotheses, there exists positive constants C and r o 
such that if r <~ r o then the (signed) curvature K~ of 81 at p satisfies 
~ <~ ff/r. (1.3) 
In reading the proof of this result, the reader may verify that the constants C
and r 0 depend only on II¢ :CS+a I[ and A¢(p). Moreover the dependence of 
these constants on de(p) is singular only if this quantity tends to zero. 
Our proof is based on the original Lewy-Stampacchia [10] idea of analytic 
continuation of the Riemann mapping, rather than on the more recent argu- 
ments [9] with the Legendre transform that generalize to n dimensions. Thus 
the theory of functions of one complex variable enters in an essential way into 
our proof. As shown by the work of Kinderlehrer [8], the introduction of 
quasiconformal mappings permits the use of complex variable methods in a 
problem where the data is not analytic. However we felt it was desirable, before 
considering the general case, to prove our main theorem in a special case where 
the theory of quasiconformal mappings is not needed; we do this in Section 2, 
making the hypothesis that de  is independent of (x, y). The essential ideas 
of the proof are already present in this case; we hope this division of the proof 
will make the treatment of the general case in Section 3 more readily accessible 
to the reader. In Section 4 we briefly discuss certain issues related to this paper. 
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It is well known that the solution u of the obstacle problem is harmonic on 
~-~ I and satisfies the free boundary conditions 
u -~ ¢, grad u = grad ¢ on aI. (1.4) 
In proving (1.3) we always assume that the fixed point p is located at the origin. 
For any differentiable function F of two real variables we use the standard 
complex notation F~ and F~, where 
F~ = ~F _ 1 (F~ --  iF~), 
& 2 
and F~ is defined analogously but with a plus sign. Let D = {z: l z [ <~ 1} be 
the unit disk in the complex plane and let D* (resp., D . )  be the closed upper 
(resp., lower) half disk. 
2. A SPECIAL CASE 
In this section we prove our main theorem under the additional hypothesis 
that A¢ is independent of z. Let us arrange by scaling that de  ~ --2, so that 
~b(z) -~ --] z 12/2 @ h(z), where h is harmonic. Since the addition of the harmonic 
function h to both u and ~b effects only a trivial change in the problem, we may 
assume without loss of generality that 
¢(z) - -  --] z/2/2. (2.1) 
Also in this section we take r 0 equal to the diameter of g2, so that the condition 
r ~ r 0 is without content. 
By the Riemann mapping theorem there is a conformal map ¢: D*--+ O, 
which we normalize so that 
¢(0) = 0, (2.2) 
and ¢(~1)  =p~: ,  where P i  are the common end-points of / '1  and/ 'e  in (1.1). 
With this normalization we have 
[ ¢(ei°)l = r, 0 ~ 0 ~ ~r, (2.3) 
and 
¢(x) E el, -1  ~< x ~< 1. (2.4) 
Indeed {¢(x): --1 ~< x ~< 1} provides a parametrization of /2 ,  and a simple 
calculation yields the result 
1 t ¢'(0) ~ (2.5) 
K~ _ L¢'(o)L Im ~(oTt '  
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where it must be recalled that Im log ~'(x) equals the angle between the unit 
tangent o f'~ and the real axis. 
Let f = --(u~ q- iu~), which by [4] is a Lipschitz continuous function on 22. 
Since u is harmonic on ~2 ~-~ I, f is antiholomorphic on this set. Moreover, by (1.4) 
.and (2.1) 
f ( z )  = z for z e J .  (2.6) 
Therefore, if for z c D we define 
F(z) = t r -14(z)' z e D* (2.7) 
{r-if o 4(e), z e D .  , 
then F is analytic on D. (It follows from (2.4) and (2.6) that F is continuous 
across the real axis.) We see from (2.3) that 
j F(e*°)l = 1, o <~ 0 <~ rr. (2.8) 
Since f is Lipschitz continuous, there exists a constant M such that 
I F(e~°)f <~ 3/1, 0 ~< 0 ~< 27r. (2.9) 
The inequality (2.9) allows us to estimate any derivative/F~k)(0)l from above. 
Thus any lower bound for I F'(0)I provides an estimate for K~ of the form (1.3), 
as may be seen from an  inspection of (2.5). Indeed such a lower bound for 
IF'(0)[ provides an estimate for the absolute value of K~. Unfortunately, the 
required lower bound is not always available, and we must base our proof on 
a more detailed analysis of the function F. 
The first property o fF  that we shall need is that F iD*  is schlicht; that is, 
F(zl) ~- F(z2) only if z 1 : z~, , where z i ~ D*. The following lemma is a trivial 
consequence of Koebe's ~-theorem for schlicht functions. 
LEM~A 2.1. 
radius • Then 
Let G(z) be nonvanishing and schlicht in a disk around z o of 
I a'(Zo)/a(Zo)l ~< 41~. 
Pro@ We may assmne without loss of generality that z 0 = 0 and e = 1. 
Let g(z) = G(z)/G'(O). Then g(z) is schlicht in D and satisfies g'(O) = 1. By 
Koebe's theorem g(D) contains a disc of radius ~ around g(0) = G(O)/G'(O). 
Since 0 ¢g(D) we have I G(O)/G'(O)I > ¼, and the estimate follows. 
We now introduce the Blaschke factorization ofF. Let {z,} be an enumeration 
of the zeros of F in D, omitting the simple zero of F at the origin. (By (2.2) 
F(0) = 0, and by (i.2) this zero is simple.) We may write F(z) -- zP(z) exp 7(z), 
where 
P(~)  = 1-I : - ~/~ 1 -Kz  [z~l. (2.10) 
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It is known from the general theory [6] that ifY'. 1 - -  l z~ ] is finite then (2.10) 
defines a bounded analytic function on D such that 
I P(e~°)J = 1, 0 ~< 0 ~ 2ft. (2.11) 
Conversely, for a bounded function F, Y. 1 - - r z  v [ is convergent, although 
it may be arbitrarily large. Similarly it is difficult in general to control the 
behavior of the function y; even though (2.11) implies the relation 
Rl  y(e io) = log lF(e,O)r, 0 <~ 0 ~ 2rr, (2.12) 
trouble may arise if F [  9D is very small. Nevertheless, in the next lemma we 
estimate these quantities for the function at hand in terms of a constant hat 
depends only on M, the right-hand side of (2.9). 
LEMMA 2.2. There is a constant C suck that 
~. (1 --  I z, 1) ~ C, I y(0)l ~ C. (2.13) 
v 
Proof. Since F I D* is schlicht, we may apply the preceding lemma with 
z o = i/2 and c = 1/2. We show below that 
Im F'(i/2) + < 
for some positive constants a and C, from which (2.13) follows. The inequality 
(2.14) is perhaps a little surprising, as one might expeet hat the absolute sums 
on the right could be quite large while the left-hand side could be small as a 
result of cancellation. However we have good control o f f  on D*; none of the 
zeros & lie in D* and (2.8) governs the boundary behavior; and the contributions 
from D,  tend to add, not cancel. 
First we observe that 
F'(i/2) P'(i/2) 
F(i/2) --  2i P(i/2) ~/(i/2), (2.15) 
the minus sign being introduced for convenience. A straightforward calculation 
shows 
P'(i/2) 
- I ra  P(i/2) = ~ ~(~3(1 - I Z~ I), 
v 
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where the exact form of c(z) is unimportant but c(z~) is real and bounded away 
from zero; we have c(z) ~ a > 0 for z e D . .  Thus 
T P'(i/2) 
- - lm ~ ~ a Z (1 --  ] z, I). (2.16) 
For the third term in (2.15) let us write y(z) - -  ~(z) + ifl(z), where ~ and/3 
are real. By the Cauchy-Riemann equations Im 7' = - -~/~y.  Differentiating 
the Poisson integral representation for ~ we find that 
2~ 
Im y'(i/2) = f~ k(O) o~(d °) dO, 
for an appropriate kernal function k satisfying k(O) ~ a > 0 when ~r ~ 0 ~ 2m 
Here we have observed from (2.8) that c~(d °) vanishes identically on (0, ~r) and 
suppressed this portion of the range of integration. We rewrite this equation 
- - Im y ' ( / /2 )= f:'k(O){N-- co(el°)} dO-  N f;"k(o) dO, 
where N = log M. Note from (2.9) that the integrand in the first term here 
is nonnegative, so we may conclude 
- - Im y'(i/2) ~> a I] N --  c, :Ll(~r, 2~r)] I - -  C. (2.17) 
Of course (2.17) leads to an identical estimate for I] c~ :LI(0, 2rr)l [ which may 
be combined with (2.16) in (2.15) to yield (2.14). This completes the proof. 
According to (2.10) 
IF'(0)I = e Rz~¢°) I~[z= I. (2.18) 
v 
Lemma 2.2 provides a lower bound for the first factor here, but is of no help 
for the second; it is quite consistent with (2.13) that many of the zeros o fF  are 
close to the origin, which would make (2.18) very small indeed. I f  there were 
an e such that I z~ [~ E, then (2.13) would provide a lower bound for f F'(0)! 
which, as we remarked above, would in turn lead to the desired estimate for K~. 
Of course the zeros o f f  do not satisfy such a condition in general, but the next 
lemma shows they come surprisingly close. This crucial lemma may perhaps 
be motivated by the observation that the derivative of a function G which is 
schlicht in D* may have a simple zero on the real axis, but it is impossible for 
G' to have a double zero there; by tripling angles at the singular point G would 
necessarily fail to be schlicht. 
LEMMA 2.3. There exists an e ~ 0 such that at most one of the zeros z~ o f f  
lies in the disk {z: 1 z 1 ~ e). 
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Proof. Given a positive real number ~, consider the set 
{z ~ D*: [ F(z) I = ~7}. 
The derivative of a schlicht function is o f  course nonvanishing, so this set 
consists of a finite union of smooth, nonintersecting curves. Now F(0) -~ 0, so 
for sufficiently small ~7 one of these curves will be an approximate semicircle 
around the origin. As ~ is increased there will persist a curve /1, joining the 
first point on the real axis to the left of the origin where [ F(x)] = V to the first 
such point on the right. It follows from (2.8) that F, remains well defined 
provided ~ < 1. 
Our strategy in this proof is to show that if there are two zeros of F too close 
to the origin, then there exists an ~ such that the variation in arg F(z) along F, 
exceeds 2zr. In other words, the image of F, under F is a: circle (of radius ~7) 
such that certain points have two preimages, contradicting the fact that F I D* 
is schlicht. 
Let z 1 .... , z~ be the zeros of F inside the disk of radius 1/2,:except for the 
origin. From (2.13) we have the a priori bound n ~ N -- 2, where N is any 
integer exceeding 2(C + 1). Let 
9(~) = ~ ( I  (~ - ~)  
j=l 
and consider the factorization F(z) = aQ(z) G(z), the constant a bring chosen 
so that G(0) = 1. We may use the analysis of the preceding iemma to estimate 
any derivative of G on the interior of D. Thus we may arrange that I G(z) -- 1 I 
is as small as we like for i z] ~ 8, where 8 need only depend on the constants 
in the estimates above. In particular, having chosen an appropriate 8, we may 
assume that the variation in arg G(z) along the interval (--8, 8) is small. 
We claim that 
sup ]Q(x)[ ~ (8/2N)N: 1. (2.19) 
0<z<6 
To see this, divide the strip {z: 0 ~ Rlz ~ 8} into N strips of width 8/N. The 
polynomial Q has at most N ~ 1 roots, so there must be at least one strip 
which contains no roots. On choosing x to be the midpoint (on the real axis) 
of this strip, we obtain (2.19). Of course an analogous estimate holds for the 
supremum over (--8, 0). This means that the end-points of the contour f ' .  
associated with the value 7 ,  :--a(8/2N) N-l, must lie in the interval (--8, 8). 
More accurately, we should decrease -q, slightly to compensate for possible 
effects of G in the product F(z) = aQ(z) G(z) before drawing this conclusion. 
On the other hand it follows from (2.9) and the Schwarz lemma that 
IF(z)[ <~ M]  z [. Therefore the end-points of F ,  must lie outside the interval 
(--8', 8'), where 8' = rl,/M. 
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We now consider the variation in argF(z)  along F , ,  let us say, as F ,  is 
traversed from r ight to left. We have 
var argF(z)  = var arg z q- ~ var arg(z - -  z~-) + var arg G(z). (2.20) 
The first term in (2.20) equals % all the terms in the sum are positive, and we 
have arranged that the third term in (2.20) is small. I f  two of the roots {zj}, 
say z 1 and z 2 , are close to the origin, the contribution of these two roots to the 
sum will be nearly 2rr. We may write 
var arg F(z) - -  3rr q- positive terms - -  E 1 - -  E 2 q- Ea ,  
where the error terms are defined by 
E~. = ~r - -  var arg(z - -  z~), j = 1, 2, 
and Ea = var arg G(z). More explicitly, suppose I zj J ~< e for j = 1, 2. Since 
the variation in arg(z - -  zj) a long/ ' ,  is at least as great as the variation along 
the interval ( - -8' ,  8'), we may estimate E1 and E 2 in terms of • and 3' alone. 
We obtain our contradiction on ehoosing an appropriately small e. The lemma 
is proved. 
In view of this lemma we may divide our analysis into the consideration of 
two cases: case 1 if F has no zeros inside the disk of radius • other than the 
origin, case 2 if such a zero is present. As we remarked above, in case 1 Eq. (2.13) 
provides a lower bound for IF'(0)[ from which the desired estimate for ,% 
follows. We therefore dismiss case 1 from further consideration, subject to 
the following qualification. In our work below dealing with case 2 it will be 
necessary to reduce the constant • in Lemma 2.3. Of course this reduction of • 
leads to weaker estimates for K~ in case 1. 
I f  z 0 is the zero o f f  satisfying l z01 ~< •, let us wr i teF(z)  = az(z o -- z) G(z), 
choosing the constant a so that G(0) = 1. We may deduce from (the proof of) 
Lemma 2.2 estimates for I a I, I a ]-1 and for any derivative of G on the interior 
of D. We compute from (2.5) that 
,% = 2 I azo 1-1 Im{G'(0) - -  %1} r-1. (2.21) 
Since Im z o < 0, the contribution to ~ of the second term in brackets in (2.21) 
is negative. Indeed this term may be large negative i l l  z0 I is small; exactly this 
possibility prevents the estimation of ~% from below. But for estimating ,% from 
above this term can only help us. However if z 0 is small but nearly real while 
Im G'(0) > 0, it seems possible that Im(G'(0) - -  zK 1) might be positive and 
might be amplified beyond control by the factor I z0 i -1. Somewhat surprisingly 
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this does not happen, as we now show. In this lemma we use for the first time 
the constraint u ~ ~b on g2, rather then just the free-boundary condition (1.4) 
on 0I. 
LEMMA 2.4. In the notation of (2.21) 
Im G'(0) ~< Im Zo t + C I zol, (2.22) 
for some constant C. 
Proof. Let us write z 0 -~ 2x o --  iyo, where Y0 > 0, As we remarked above, 
the estimate I G'(0)] ~ C is available. Thus (2.22) is trivial unless 
- Yo ~ C, (2.23) Im z 01 _ 4Xo 2 + Yo ~' 
which we henceforth assume. The set {Im z -1 ~< C} is the exterior of a circle 
passing through the origin and tangent o the real axis, so the term yo z in the 
denominator of (2.23) is of higher order. I f  the constant e in Lemma 2.3 which 
bounds ] z0 I is taken sufficiently small, then 
Yo ~< 2 Im zo 1. (2.24) 
4xo 2 
Hence (2.23) implies that 
So ~ C'xo 2, (2.25) 
where C' = 8C, and we will work with (2.25) instead of (2.23). 
It follows from the definition of f preceding (2.6) that the constraint u ~ ~b 
in g2 may be written 
fo'f( 0 a~ <~ I ~ R1 [2/2. 
I f  we make the substitution ~ = ~(z), we may apply  the change of variable 
rule in the integral to rewrite this condition as 
RI f{F(z) -- F(~)}F'(z) d~ ~> 0 in D*. (2.26) 
The contour in (2.26) may be started anywhere on the real axis, as the integrand 
vanishes identically there. Although (2.26) is valid for all z E D*, we apply 
this inequality only on the line Rl z = x o . To establish the notation in the 
computations below we observe that 
F(x° + iY) =- b(y~ + YoY + X°~ -- ix°y°) ll -t- i l~'~(iY)~/n!l ' 
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where b = aG(xo) and fin = GCn)(Xo)/G(xo) • We may use our estimates for G 
and its derivatives, first to bound G(xo) away from zero (although it may be 
necessary to reduce ~ in Lemma 2.3 to achieve this), and then to show 
We prove below that 
I gl - c'(o)l ~< C lxo }. 
Im fll "~( Im %1%- C I Xo [; 
of course (2.22) follows from (2.28) and (2.29). 
Let us define 
(2.28) 
(2.29) 
U(xo, Yo, Y) -- 4 I b I z R l  {F(x 0 + it) - -  F (x  o - -  i t)}F'(x o + it)(--idt). (2.30) 
One might regard U as a power series in y whose coefficients are polynomials 
in x 0 and Yo, but we prefer to regard U as a function of three variables and to 
order the terms according to increasing weight, where we define x 0 and y to 
have weight 1 and Y0 (by (2.25)) to have weight 2. (The coefficients fin in (2.27) 
are simply treated as constants in this regrouping of terms.) It turns out that 
the first nonvanishing term in this expansion has weight 5. Briefly this happens 
as follows. By (2.27) all terms in F(x  o %- iy) have weight at least 2, and because 
of cancellation the factor in brackets in (2.30) contributes only terms of weight 3 
or higher. The minimum weight of any term in F' (x  o %- iy) is l, weights add 
under multiplication, and the integration in (2.30) raises the weight of all terms 
by 1. More explicitly, we compute that 
U(xo, Yo, Y) = - - I ra  •{½xo2y 3 + ]y~} + ½YoY 3 %- R(xo, Yo, Y), 
where R contains only terms of weight 6 or higher, so that we have 
I R (xo ,Yo ,Y ) l  < C(I Xo f6 + l Y I+) • 
Here we have invoked (2.25) to suppress Y0 on the right and have made liberal 
use of the inequality 
I Xo~f J <~ I Xo I ~+~ + J y j~. 
By (2.26), U(xo, Yo, Y) >~ 0 for y ~> 0; hence 
Im fil{~Xo2y a + ~yS} < ½yoya + C(J x o jo + l Y t"). (2.31) 
Let us take y =mx o in (2.31) and divide through by the factor in brackets on 
the/eft. Providing m is large enough (m = 4 is sufficient) we obtain (2.29) from 
an appeal to (2.24). The proof is now complete. 
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3. THE GENERAL CASE 
The proof of our main theorem in the general case uses the proof in the 
special case of Section 2 as a model, and the reader will need to be familiar 
with Section 2 to read this one profitably. There are several introductory 
paragraphs leading up to the representation (3.12) of a quasiconformal function 
on D as the composition of an analytic function F on D with a homeomorphism 
of D. After this point the proof consists of an analysis of the function F com- 
pletely parallel to that of Section 2 but complicated by the presence of the 
homeomorphism X. 
By hypothesis A~h(0) % 0, and we may arrange by scaling that A~b(0) = --2, 
Consider the two functions on Y2 
f ( z )  -~ - - (u~ + iuv) - -  a o - -  a lg  , 
g (z )  = --(~b~ @ i~bu) - -  a o - -  a lg  , 
where the constants aj are chosen so that g(0) - -0  and ge(0) = 0. As in Sec- 
tion 2, f is antiholomorphic on .c2 ~-~ I. With these conventions we have for 
small z 
g(z)  = z + o(L z ?). (3.1) 
We take the constant r o small enough so that g ] {I z [ <~ ro} is a diffeomorphism 
of class Ca+h; we may in fact, arrange that I g~ ~> 1/2 for l z I <~ ro and that 
the function, 
v(z) -- g~(z) (3.2) 
g~(z) ' 
satisfies 
i v(z)l <~ 1/7 for ]z ~< r 0. (3.3) 
In short, g is a differentiable, quasiconforrnal mapping for [ z /~  r o whose 
maximum dilation does not exceed 1/7. (The reason for this choice of constant 
will appear below.) We may also assume that 
½-[z <~[g(z ) l~<2lz  for ] z l~<r0 ,  (3.4) 
decreasing r 0 , if necessary, to obtain this. 
Let 4: D* -+ O be the Riemann mapping, normalized as in Section 2. The 
proofs of the present section are based on an analysis of the following function 
on D: 
e~(z) f r - lg°  4 (z )  for z eD*  
= {r - l fo  q~(~) for z ~ D , .  
Observe that by (3.4) 
I ~b(ei°)l ~ 1/2 for 0 ~ 0 ~ 7r, (3.5) 
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and that 
r ~(ei°)l ~< M for 0 ~< 0 ~< 2~, 
where M ~ 2 is a Lipschitz constant forf.  We see from (1.4) that f(z) =g(z )  
for z ~ 91, so q~ is continuous across the real axis. Of course, the (nontangential) 
derivatives of q~ will suffer jump discontinuities across ff~, but (b is perfectly 
well behaved on either side of the real axis. Indeed, we may estimate the C 4+a 
norm of the restriction of q~ to either D* or D . ,  at least on any sub-disk 
{z: I z J < 1 --  ~}. To see this, we appeal to the boundary estimates for linear 
elliptic systems of Agmon-Douglis-Nirenberg [1]. Consider the two functions 
wl = q~ J D* and we == r - i f  ° 4, the reflection of ~ r D .  to the upper-half disk. 
It is readily checked that these functions are solutions of the elliptic system 
~wt _ Owt 
~ v(wi) ~z  
~W2 - -  0 
3z 
in D*, (3.7) 
where ~ is defined by (3.2), and that they satisfy the boundary condition 
Wl(~) - ~e(~) = 0 for z ~ R. (3.8) 
Because of the complex conjugate we regard (3.7) as a 4 >( 4 system over the 
reals. It follows from (3.3) that this system is properly elliptic; it satisfies the 
complementary condition with respect to the boundary condition (3.8); an 
upperbound for J wj/ on D* is provided by (3.6). Although this system is 
quasi-linear, we may none the less apply the linear estimates inductively, 
estimating one derivative at a time. The coefficient function v is of class C3+a; we 
may therefore stimate the C 4+a norm of w~.. 
Below we use the notation w(z) for ~b ! D , ,  which is of course analytic there. 
We estimate the quantity 
l ~ w"(0)t, 
K = [ w'(0)----~ Im ~ w-~0ff-t (3.9) 
which represents the curvature of the image of the real axis under ~ at the 
origin. In writing (3.9) we have taken a one-sided limit from D.  ; since w is 
analytic there, the prime notation for differentiation is unambiguous. If, however, 
in (3.9) we consider a one-sided limit from D* and replace the primes by a/~3x, 
we see that ~ equals r -1 times the curvature of the image of aI  under g at the 
origin. By (3.1) the differential of g at the origin equals the identity, and the 
estimate for rl ~b: C 5+a l] provides an estimate for the C 4+a norm of g, in particular, 
for the second derivatives of g. It is therefore a simple matter to pass from an 
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estimate of the curvature of g@I) to one for the curvature of 01 itself. Thus, 
estimation of (3.9) will complete the proof of our main theorem. Moreover, 
from the preceding paragraph we have an estimate (from above) for i w"(0)l. 
In this section, as in Section 2, all the difficulties result from the fact that it is 
not possible in general to obtain a lower bound for I w'(0)]. 
The fundamental observation of the present section is that ~ is a quasi- 
conformal function on D. By a k-quasiconformalfunction we mean a solution of 
the Beltrami equation 
G -~/z(z) W~, (3.10) 
where ~ is a measurable function such that [/x : L = I ~ k < 1. This is in contra- 
distinction to the term quasiconformal mapping, which we apply to a solution 
of (3.10) that is also a homeomorphism of its domain. It is readily verified that 
satisfies (3.10) with 
~-- ;5  ~ on D* (3.11) 
on D , .  
Moreover, ]/~(z)l = I v o •(z)l for z ~ D*, where v is defined by (3.2), so we 
see from (3.3) that [/~ :L~[ ~< 1/7. Therefore, by a result of Morrey [11], 
may be represented as a composition 
q5 ~ F o X, (3.12) 
where F is a holomorphic function on the unit disk and X: D --~ D is a homeo- 
morphism of the disk onto itself. (See Chapter 6, Part I I  of [3] for a modern 
proof of a more general result.) We may normalize X so that 0 and 1 are fixed 
points. If I/x :L  ~ ] = k, then X and its inverse are H61der continuous of exponent 
for any e~ ~< (1 -- k)/(1 + k). I f  k is small, then X is close to the identity map 
in C a. More precisely there is a monotonic function re(k) tending to zero as 
k -+ 0 such that 
[[ X --  z : C a II ~< m(k), (3.13) 
and the same estimate holds for X -1. In particular, bringing the identity term z 
over to the right we see that (3.13) contains an estimate for 1[ X : C~ 1[. These 
facts are derived in Chapter 5 of [2]. We apply (3.13) only with ~ = 3/4. For 
the problem at hand 
h = I[/x :L  * [{ ~< sup{[ v(z)[ : f z [ <~ r0}. 
We chose the constant 1/7 in (3.3) to assure that X belongs to C~/4. Since v(0) = 0, 
by reducing r0 we can make k, and hence re(k), as small as we like. 
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We claim that the function F in (3.12) has a simple zero at the origin. Certainly 
F(O) : F(X(0)) ---- 4(0) : 0. 
On the other hand, suppose F has a multiple zero at the origin, sayF(z) ----- z2G(z). 
Since X belongs to C 3/4 and X(0) = 0, we have X(Z) = O(I z ]a/4), and thus 
e, (z )  = F o x (z )  = x~(~) c o x (z )  = o ( j  ~ 13/~). 
But computing a one-sided limit from D* we a/so have 
oX0) = ¢'(0) ~ 0, 
a contradiction which proves the c/aim. 
We now show that the parameters of the Blaschke factorization of F are 
subject to the restrictions of Lemma 2.2, at least if r 0 is sufficiently small. 
Indeed, no new ideas are needed to prove this. Observe thatF  ] x(D*) is schlicht. 
Given any ~ > 0, by choosing r0 small we may arrange that x(D*) contains 
the set 
{z e D*: Im z > c~}; (3.14) 
this may be seen from (3.13). Thus, Lemma 2.1 is applicable to F with z o = i/2 
and, for example, e = 1/4. Our control o f f  on D* in the present situation is 
slightly weaker than in Lemma 2.2. In the first place, the zeros o fF  are excluded 
only from the subset (3.14) of D*. Also, we no longer have the explicit for- 
mula (2.8), log IF  l ~ 0 on ~'O*, where 
~'D* = {d°: 0 ~< 0 ~< rr}, 
but only the estimates (3.5) and (3.6) from above and below for log lF l  on 
X(~'D*), and moreover X(~'D*) may be a proper subset of ~'D*. However, 
these are only minor perturbations of the problem, and the crucial inequality 
(2.14) remains valid, for precisely the same reason; no cancellation is associated 
with that part of the data over which we have no control. We leave it to the 
reader to check that the proof of Lemma 2.2 may be adapted step by step to 
the present context. 
We may also adapt the proof of Lemma 2.3 to the present situation, with 
only minor changes. We redefine the contours F, by intersecting with (3.14); 
that is , /~ is the shortest piece of the (multi-component) curve 
{z~D*:  IF(z)f = 7, Imz  ~> c~} 
that joins two points on the line Im z = ~ which lie on opposite sides of the 
imaginary axis. Such a curve will exist if [F(ioO[ < W < 1/2, the upper limit 
coming from (3.5). By (3.6) and the Schwarz lemma 
IF(~)I <~ MI z 1; (3.15) 
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in particular IF(ic~)] ~< M% so -P~ is well defined if Ma < ,/ < 1/2. The fac- 
torization of F and the estimation of these factors in the third and fourth 
paragraphs of the proof require no modification other than the obvious substitu- 
tion of the line Im z = c~ for the real axis in (2.19) and elsewhere. Defining */, 
as in paragraph 4, we choose r0 so small that 
o~ ~ ~./M. (3.16) 
This means not only that the contour / ' ,  associated with 7 .  is well defined, 
but also that the end points z:~ of /1 ,  satisfy 
arg z+ ~ 0, arg z_ ~ rr, (3.17) 
since it follows from (3.15) and (3.16) that 
Im z i  = c¢ ~ 1VI-iv, ~ M -z I F(z±)[ ~< I z~_ ]. 
The fact that z:L does not lie on the real axis introduces light additional errors 
in (2.20), but in view of (3.17) these errors do not affect the basic principle that 
var arg F(z) ~ 3~- + positive terms, 
r .  
if there are two zeros of F too close to the origin. 
As in Section 2 we use Lemma 2.3 to divide the analysis into two cases. 
The case where F has no zeros inside the disk of radius e other than the origin 
may be easily disposed of; in this case we show that a lower bound for I w'(0)[ 
is available, and it may be substituted into (3.9). Let us write F(z) = azG(z), 
where G(0) ~ 1. We may argue as always to obtain estimates for [a[ ,  I a [-1, 
and for any derivative of G on the interior of D. We restrict our attention to 
a neighborhood of zero where I G(z)l >~ 1/2. Then it follows from the H61der 
continuity of X -1 that for such z 
I w(z)l = ] ax(z) G o X(z)[ >~ C - i  [ z I~/~. 
On the other hand, by Taylor series we have 
j w(z)J ~< / w'(0)J j z J + C I z ?. 
Combining these two inequalities and rearranging, we find that 
] w'(0)] ~ C-11 z [1/3 --  C[ z [. (3.18) 
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Now (3.18) holds for all small z E D , .  We may obtain the desired lower bound 
for f w'(0)/ on specializing to an appropriate nonzero value of z small enough 
so that the first term in (3.18) dominates. 
In the remainder of Section 3 we consider only the case where F has a zero $0 
inside a small neighborhood of the origin. Our first task is to obtain a lower 
bound for I w"(O)I. The ideas of the preceding paragraph, comparing the Taylor 
series of w with the representation (3.12), suffice for this task, although there 
are certain complications. Let us write F(z) = az($ o - -  z) G(z) where G(0) = 1 ; 
as always we may estimate I a I, I a [-1, and any derivative of G on the interior 
of D. Observe that for x real and positive (indeed for any x) 
Ix(x) - x(-x)J  >/c -11  x I~/~, 
so that by the triangle inequality 
max{[ ~0 - -  X(X)l, I ~0 --  X(--x)l} ~> C -1 J x l~/~. (3.19) 
Thus it follows from the representation (3.12) that for small x 
/ w(±~)l ~ o- : tx  ts/~, 
the sign being chosen to maximize the left-hand side of (3.19). On the other 
hand 
I w(-l-x)l ~< I w'(O)i / x I + ½1 w"(O)l I x ? + C l x ?. 
Combining the last two inequalities and rearranging, we deduce that 
I w"(o)/~> c - l l  x 1=/~ - c l x l - I w'(o)l  i x t -1. (3.20) 
However, if we reverse the roles of the Taylor series and the representation 
(3.12), using the Taylor series for a lower bound to I w(z)l and (3.12) for an 
upper bound, we find that 
I w'(O)l I z l - C I z ? ~< I w(z)l ~< c(/~o i / z  ?/~ + J ~/~/D, 
and on taking z = I ~o I we see that 
l w'(0)[ ~ C l ~0 [1/2. (3.21) 
We may now obtain a lower bound for I w"(O)l from (3.20), provided e, the 
radius of the circle which contains ~0, is sufficiently small. First we choose 
a small x so that the first term in (3.20) exceeds the second, and then, keeping 
(3.21) in mind, we reduce e to a point where the third term is dominated by 
the sum of the other two. 
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Since w(z) vanishes at the origin, we may write w(z)= zwl(z ) for some 
function wl(z ) analytic on D , .  From the relation 
we see that 
1 
w(z) = z fo w'(tz) dt, 
H w~ : C"+ a IF ~< ]1 w : C 4+a I; (3.22) 
We claim that w(z) has a zero at z o = X-l(~o), where ~o is the zero o f f  close to 
the origin. Certainly ~ vanishes at X-l(~o). But ~ ] D* = r-lg o ¢ is injective 
on D* and already vanishes at the origin, so it cannot canish elsewhere on D*. 
Hence X-l(~o) ~ D. ,  the domain of w, as claimed. Thus we may again factor 
w(z) ~ z(z o - -z)wz(z) ,  and repeating the argument that led to (3.22) we 
may obtain an estimate for l] w2 : C2+a [l. Observe that 
h w2(o)l = 1½w"(o) - W(O) Zo I > ~ 1 w"(o)l - c l Zo 1. 
Because of our lower bound on [ w"(0)], we may arrange that the first term 
here dominates the second by taking e small. Therefore we may write 
w(~:) = a~(Zo - ~) w(~) ,  
where W(0) = 1, and we have estimates for ] a [, ] a [ -1,  and 
Substituting (3.23) into (3.9) we find that 
K = 21aZo I -~ Im{W'(O)  - -  ZOO}. 
(3.23) 
W : C ~+~ I]. 
(3.24) 
This formula is completely analogous to (2.21), which we estimated by invoking 
the constraint u ~ ¢. In the present context he constraint may be written 
Rlf {~(z) - -  ~(~)}~'(~) as  > 0 on D*. (3.25) 
Following the procedure of Section 2, we propose to restrict he left-hand side 
of (3.25) to the line Rl z ~ x o, where z o = 2x 0 --  iyo, to express this restriction 
as the sum of a term T(x o , Yo, Y) of weight 5 plus an error of weight 6, and 
finally to estimate Im W'(0) from the fact that T(xo, Yo, Y) is positive for y > 0, 
at least modulo the error term. (In defining weight we of course assume that 
(2.25) is satisfied, for otherwise ~ ~ 0 and the estimation of K is trivial.) It 
might seem impossible to carry out the calculation to such a high order when 
dealing with functions of limited differentiability. For example ~' ~ Ca+~(D*), 
and no more can be asserted from our hypotheses. Admittedly, the integral 
raises the differentiability in (3.25) by one unit, but we are still 2 - -  A derivatives 
below order 6. This paradox is perhaps best clarified by an analogy. I f  v(t) is a 
C 3 function on the line such that v(0) = v'(0) ~-~ v"(0) ~--- 0, then v2(t) -~- O(t6). 
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In our case, the low order derivatives of ~b(x 0 ~ iy) and 6(x 0 q- iy), with respect 
to y, do not vanish, but they are of relatively high order in x0. When we compute 
the product in (3.25), weights add, and because of this the above procedure may 
in fact be carried out. 
There is a significant difference between (3.25) and the analogous formula 
of Section 2; in (2.26) there are three occurrences of the same function F, 
whereas in (3.25) 0~(x o ~ iy), ~'(x o - / iy )  are in reality three distinct functions. 
In the present context we have a formula analogous to (2.27) for the restriction 
o f f  to Rlz - -% only in the case of ~b(x 0 --iy); we see from (3.23) that for 
small positive y
~(Xo -- iy) = b(y ~ -- YoY + xo ~ -- iXoYo)(1 -- ifly + O(y~)}, (3.26) 
where b = aW(xo) and fl = W'(xo)/W(xo). The reader will recall, however, 
that only the first two terms in brackets in (2.27) contributed to the evaluation 
of (2.26) modulo terms of weight 6. Let us therefore define 
P(~) = b(--~ z -- iyo~ + %2 o iXoYo)(1 + ~) ,  (3.27) 
a polynomial of degree 3 in ~ which yields the terms of low weight in (3.26) 
when restricted to the imaginary axis. The following lemma shows that, modulo 
terms of higher weight, the three functions in (3.25) are all essentially the same. 
With the help of this lemma the reader should have no difficulty in adapting 
the proof of Lemma 2.4 to obtain the desired estimate for ~¢ from (3.24). 
LEMMA 3.1. There is a constant C such that for y ~ 0 
I ~(Xo ::k iy) -- P(:~iy)l ~ C(t Xo 14 + ]y j4), (3.28) 
l ~'(Xo + iy) -- P'(iy)l <~ C(I Xo 1 ~ + l Y 18) • (3.29) 
Proof. It is clear from a comparison of (3.26) and (3.27) that (3.28) is valid 
if the minus sign is taken in the ±iy  terms. More, however, is true. We claim 
that the derivatives of q~ I D .  = w and P satisfy 
I wl~(Xo) -- P~J~(0)I ~< C I xo 14-s, j = 0, l, 2, 3. (3.30) 
To prove this we approximate he derivatives in (3.30) by finite differences, as 
discussed, for example, in Chapter 6, Section 5 of [7]. In general, provided 
v(y) is a sufficiently smooth function, one may approximate the jth derivative 
of v by a formula involving n grid points with an error that is O(hn-J), where h 
is the spacing between grid points. More precisely, if j  < n, there are coefficients 
{ak} such that 
n--1 
]v'~'(O)--h-J E a~v(kh)] ~ Ch'~-Jl]v:C'~][. (3.31) 
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We may obtain (3.30) from (3.28) 
v(y)  = ~(x  o -- iy) - -  P ( - - iy )  in (3.31). 
We now prove that 
on setting n -~4,  h=x o, and 
I ¢15~(Xo) - Pl~(O)i ~< C lxo i ~-j, (3.32) 
which is the heart of the present proof. We determine the derivatives ¢(J~(x0) 
using the relation that 
~(x) = h o w(x) for x real, 
where h is the inverse function ofg. It follows from (3.1) that 
h(z) = z + O(I z 12), h~(z) = 1 + O(I z f), 
and it may be seen from (3.23) that 
~(Xo) = o(I  ~ I~), ~'(~o) = o(I  Xo I). 
Thus for example 
dp(Xo) = h o W(Xo) = W(Xo) @ O(L W(Xo)l ~) = P(xo) + 0(I Xo 14), 
where we have appealed to (3.30) at the last step. Similarly, the reader may use 
the chain rule and the above estimates to check that 
41J~(Xo) = h~ o W(Xo) wlJl(Xo) + O(I xo I ~-~) = P~J~(Xo) + O(l Xo /4-J), 
which completes the proof of (3.32). 
We compute approximate values for q5 off the real axis from the formula 
8 
¢(x o ÷ iy) = ~ 4~cJ~(Xo)(iy)~,/j! + O(y4). (3.33) 
j=O 
If we differentiate this series and substitute in the values of 9~(~(xo) given in 
(3.32), we obtain (3.29). On the other hand, we observe that 
I q~(Xo + iy)l ~ C(I Xo 12 + l Y {2), (3.34) 
and it follows from (3.1) and (3.34) that 
[ ~(Xo + iy) --  4(x o + iy)l ~ C(I xo I ~ +/Y  [% 
Therefore, the unproved half of (3.28), where the plus sign taken in the =Liy 
terms, is a consequence of (3.32) and (3.33). The proof is now complete. 
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4. CONCLUDING REMARKS 
This  paper is a direct result of a st imulating conversation with J. L. Lions, 
about a problem in control theory, of which the following problem is a model. 
Let ~b be a given function in the plane with ~b ~ 0 outs ide/20,  where/2o is 
some domain in the plane. If/-2 is an open superset of /2 o , let 1(/2) be the region 
of contact for the obstacle problem with obstacle ~ on the domain/2.  Consider 
the following question: Given a more or less arbitrary closed curve _/" in the 
p lane,  is i t  possible to find an /2  containing/20 such that 91(/2) -~ N ? There is 
an obvious necessary condition: It follows from the maximum principle that 
1(/2) C I(/20) if/2o C/2, so that we must have 2" C 1(/20). The result of this paper 
shows that there are many not so obvious necessary conditions as well. 
Our  theorem sheds some light on the observation of [12] that a cusp of the 
form {(x,y):y 2~- x ~} is a possible singularity of 9 I  in the obstacle problem 
while {y2 • x 3} is not. It  is easy to compute that the curvature of {y~ = x 5} 
tends to zero as I ~ 11/2 near the origin and that the curvature of {y~ = x s} tends 
to oo as ] z I-1/~. ( In both cases the curvature is everywhere positive according 
to our convention, except at the origin.) If  one assumed 8 I  had a cusp of the 
form {y~ = xa}, one could derive a contradiction by applying our theorem to 
a point p sufficiently close to the origin. Of course our theorem cannot explain 
the fact that a {9  = xT} cusp is not possible, that a {y2 _. x 9} cusp is, etc. 
Note added in proof. One might conjecture that in n dimensions there are analogous 
estimates for the principal curvatures of the free boundary. However the examples in 
Section 2 of [12] show such a generalization is not possible. The observation that [12] 
provided a counterexample for this conjecture came out of a fruitful discussion with 
J. Spruck, who suggested that one should consider mean curvature in the n-dimensional 
problem. 
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