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ABSTRACT
Though GAN (Generative Adversarial Networks) based technique
has greatly advanced the performance of image synthesis and face
translation, only few works available in literature provide region
based style encoding and translation. We propose in this paper a
region-wise normalization framework, for region level face transla-
tion. While per-region style is encoded using available approach,
we build a so called RIN (region-wise normalization) block to indi-
vidually inject the styles into per-region feature maps and then fuse
them for following convolution and upsampling. Both shape and
texture of different regions can thus be translated to various target
styles. A region matching loss has also been proposed to signifi-
cantly reduce the inference between regions during the translation
process. Extensive experiments on three publicly available datasets,
i.e. Morph, RaFD and CelebAMask-HQ, suggest that our approach
demonstrate a large improvement over state-of-the-art methods like
StarGAN, SEAN and FUNIT. Our approach has further advantages
in precise control of the regions to be translated. As a result, region
level expression changes and step by step make up can be achieved.
The video demo is available at https://youtu.be/ceRqsbzXAfk.
CCS CONCEPTS
• Computing methodologies→ Appearance and texture rep-
resentations; Computer vision.
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1 INTRODUCTION
With the development of Generative Adversarial Networks (GANs),
the quality of the generated images are getting better. Recent un-
supervised image-to-image translation algorithms are remarkably
successful in transferring complex appearance changes across dif-
ferent image modalities [5, 6, 26, 43], we now can use those GANs
to generate impressive images. However, current image to image
approaches mostly perform translation on the full image, which
might not be able to fulfill the requirement of region level trans-
lation. For example, we sometime might only want to change the
style of a certain part of the faces. As shown in Figure 1, while the
mouths of faces with sad and disgusted expressions are changed to
happy and surprise styles, the eyes of faces with happy and con-
temptuous expressions are changed to surprise and angry styles.
Most of existing image translation approaches cannot achieve this,
as they only apply the style changes to the whole image.
Happy
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Figure 1: Region level face translation: translate the expres-
sions of mouth and eyes for faces in RaFD.
Recently, a few conditional Generative Adversarial Networks
(cGAN) based attempts, like SPADE (Spatially-adaptive normaliza-
tion) [33] and SEAN (Semantic Region-Adaptive Normalization)
[45], have been proposed to synthesize images based on sematic
segmentation masks. As SPADE insert style information in begin-
ning of the network, only the same style code can be applied to
different semantic regions. To address this issue, SEAN presented
an AdaIN [14] based technique to generate spatially varying nor-
malization parameters and inject these parameters into multiple
layers in the network. The styles of different semantic regions can
thus be individually encoded and controlled, i.e. various style codes
can be applied to different semantic regions.
However, SEAN is basically designed for image synthesis. Given
a segmentationmask, spatially varying styles are used to control the
synthesis of different semantic regions.While regions with different
styles are synthesized, the shapes of these regions are defined by
the segmentation mask and keep fixed during the synthesis. Figure
2 shows two example faces synthesized by SEAN from masks with
labels of hair, eyes, nose, mouth and so on. The first row shows the
face synthesized with reference to the semantic mask of a male face
and the style of a lady’s face. While skin tone of the synthesized
face is similar to that of the style image, the hair of the synthesized
face is short, which is pre-defined by the hair region of the input
mask. The expression of the face synthesized in the second row, is
actually very different with that of the style image. We also did not
get good translation results whey trying to translate the eyes and
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Figure 2: Example faces generated with two different styles
by SEAN[45].
mouths of faces shown in Figure 1 to different expressions. While
region-wise style information (ST) is encoded as a style map and
integrated into the blocks of SEAN modules to synthesize faces
from the mask M, the feature maps are modulated by the mask and
thus the shapes of different regions for the synthesized faces are
relatively fixed. To resize the shape of hair, eyes, nose and mouth,
an interactive editing tool has to be required to change the contour
of corresponding semantic regions in the mask.
To achieve higher degree of freedom in translating different facial
regions, we propose in this paper a region-wise normalization block,
called RIN, to inject per-region styles into region-wise feature maps,
which are then fused together for the following convolution and
upsampling process. To reduce the inferences among the translation
of different regions, we have also designed a region matching loss
to measure the similarity between the regions of content image and
style translated image.
We perform extensive experiments on three publicly available
datasets, i.e. Morph [17], RaFD [22] and CelebAMask-HQ [18, 23,
27]. The results are quantitatively evaluated using metrics like
Accuracy, FID (Frechet Inception Distance) and LPIPS (Learned
Perceptual Image Patch Similarity). Both visual and quantitative
results suggest that our approach demonstrate a large improvement
over state-of-the-art methods like StarGAN, SEAN and FUNIT. The
idea of our work can be summarized as below:
• We propose a region based translation framework for face
editing. While GAN based approaches usually transfer the
style of faces as a whole image, our framework can trans-
fer the style of specified regions, without changing other
regions.
• As our RIN translate the style of content images in a region-
wise manner, the introduced building block can generate
images more similar to the input style images, by translating
both shape and texture of different regions.
• A region matching loss is designed to measure the similarity
between translated/non-translated regions, when the style of
whole style image, or specific region is applied to transfer a
given face. Ablation study shows that our matching loss can
significantly reduce the inference between regions during
the translation process.
2 RELATEDWORK
Generative Adversarial Networks. Generative Adversarial Net-
works(GANs) [9] have been successfully applied to various image
synthesis tasks, e.g. image inpainting [7, 40], image manipulation
[1, 3, 42] and texture synthesis [8, 24, 36]. With continuous im-
provements on GAN architecture [19, 33, 34], loss function [2, 28]
and regularization [10, 29, 31], the images synthesized by GANs are
becoming more and more stable and realistic. For example, WGAN
[2] use Wasserstein distance to regularize the training of GANs,
which trys solve the problem of unstable GAN training and bal-
ance the training process of generator and discriminator. Recently,
the human face images generated by StyleGAN V1 [19], V2 [20]
present very high quality and are almost indistinguishable from
photographs by untrained viewers. A traditional GAN uses noise
vectors as the input and thus provides little user control. This moti-
vates the development of conditional GANs (cGANs) [30] where
users can control the synthesis by feeding the generator with con-
ditional information. Examples include class labels [4, 29, 32], text
[13, 35, 39] and images [16, 25, 33, 38, 43].
Image-to-Image Translation. Image-to-image translation is
an umbrella concept that can be used to describe many problems
in computer vision and computer graphics. As a milestone, Isola
et al. [16] first showed that conditional GANs can be used as a
general solution to various image-to-image translation problems.
Since then, their method is extended by several works to scenarios
including unsupervised learning [25, 43], few-shot learning [26],
high resolution image synthesis [38], multi-modal image synthesis
[15, 44] and multi-domain image synthesis [5, 6]. Among various
image-to-image translation problems, unsupervised learning and
few-shot learning are particularly useful as they can translate the
image into an unseen class image with few images. But they are
always translating the whole image, which may not pay enough
attention to the details of local regions.
Region based style encoding. There have been few image
synthesis works in literature related to semantic image generation.
Before the proposal of SEAN, SPADE is believed to be the best
architecture for semantic image synthesis. However, SPADE uses
only one style code to control the entire style of an image. To
allow different styles for different regions in the segmentation
masks, SEAN generates spatially varying normalization parameters
based on the input of segmentation mask and style images. Per-
region style can thus be encoded and applied to different regions.
Based on such per-region style encoding, we develop a region-wise
normalization block, called RIN, to individually inject per-region
styles into region-wise feature maps. The styles of both shape
and texture can thus be translated for different regions. A region
matching loss has also been proposed to significantly reduce the
inference between regions during the translation process.
3 METHOD
In this paper, we focus on region level face translation. The proposed
framework, named Region-wise Face Translation (RFT), aims to
individually translate the styles of different regions in a content
image. As shown in Figure 3(a), our generator network architecture
consists of content encoder, style encoder and decoder. As shown
in the figure, our generator takes four input images (content image
Translate the Facial Regions You Like Using Region-Wise Normalization
Conv-
Layers
TConv-
Layers
...
Region-wise 
average 
pooling
...
Style Encoder
𝒔𝒕
Conv-Layers
Content Encoder
z
output
RIN-Res-Block
UpSampling-
Conv2D-IN-LeakyReLU
FC
Decoder
Content image: 𝒙
Style image: 𝒔
Translated image: ෝ𝒙
Content mask: 𝒄𝒎
Style mask: 𝒔𝒎
(a) The generator of the proposed RFT.
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Figure 3: Detailed architecture of our proposed RFT.
x , content mask cm, style image s and style mask sm) and outputs
a translated image xˆ . The process of generation can be represented
as:
z = CE(x)
st = SE(s, sm)
xˆ = De(z, cm, st)
(1)
where CE is the content encoder, SE is the style encoder, De is
the decoder, st is the style tensor encoded by style encoder, cm is
the content mask with R regions, xˆ is the translated image. In the
following sections, we will show the details of our architecture.
3.1 Style encoder
As shown in Figure 3(a), inspired by SEAN, our encoder employs a
bottleneck structure to remove the information irrelevant to styles
from the style image. The feature map extracted byTConv −Layers
(transposed convolution) will be passed through a Region-wise
average pooling module to get style tensor st . Each vector in st
corresponds to one region in style mask. In implementation, we
first transform style mask into one-hot tensor where each channel
represents a region. Take a channel representing hair region for
example, while the values of pixels in hair region are set as 1, others
are set to 0. A set of R style feature maps can then be obtained
by element-wise multiplication between feature map and different
one-hot channels. Finally, we use a global average pooling to get
style tensor st , which consists of style information of the R regions.
3.2 Decoder
As shown in Figure 3(a), the decoder is composed of five RIN −Res
blocks, three UpSamplinд blocks and one Fully −Connected layer.
As shown in Figure 3(b), our proposed RIN − Res block consists of
three convolutional layers, three ReLU layers and three RIN blocks.
Each RIN residual block takes three inputs: content feature maps,
per-region style tensor st and content mask. Note that the input
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Figure 4: Region matching loss.
content mask is downsampled to the same height and width of the
feature maps at the beginning of each RIN block.
3.2.1 Region-wise normalization. Given a style tensor st encoding
R region styles, the segmentation mask of content image cm and
input feature map fin , our RIN block tries to translate each of the
R regions in content image to the corresponding style specified in
the tensor st , by region-wise normalization. As shown in Figure
4(c), we fist multiply (element-wise) feature map fin with the one-
hot masks (channels) to get per-region feature maps { f1, f2, fi, fR },
which are then modulated by the normalization parameters learned
from the style tensor st . Let fin denote the input feature map of the
current RIN block in a deep convolutional network for a batch of
N samples, H ,W and C be the height, width and channel numbers
of the feature map, the style feature map of the ith region at site
f
n,c,y,x
i (n ∈ N , c ∈ C,y ∈ H ,x ∈W ) can be represented as:
f
n,c,y,x
i =
f
n,c,y,x
in − µc
σc
× cm[i] (2)
where f n,c,y,xin denote the feature map at the site before normal-
ization, cm[i] denotes the one-hot mask corresponding to the ith
region, µc and σc are themean and standard deviation of the feature
map in channel c:
µc =
1
NHW
∑
n,y,x
f
n,c,y,x
in (3)
σc =
√
1
NHW
∑
n,y,x
(f n,c,y,xin )2 − (µc )2 (4)
After getting the per-region feature map of content image, with
the same operation as AdaIN [14], we do the element-wise calcu-
lation between the per-region feature map and its corresponding
regional modulation parameters γ and β extracted by st :
s f
n,c,y,x
i = f
n,c,y,x
i × (1 + γi ) + βi (5)
where s f n,c,y,xi denotes style feature map for the ith region, γi and
βi are the modulation parameters learned from the ith channel of
st .
By now, the per-region feature maps have been all injected with
per-region styles encoded from style image, using our region-wise
normalization. Finally, the R modulated per-region feature maps
are added together to get the output feature map:
f
n,c,y,x
out =
∑
i
s f
n,c,y,x
i (6)
3.3 Discriminator
The discriminator architecture of RFT is the same as that of FUNIT
[26]. As our RFT aims to translate the styles of specified regions
only, we proposed a novel region matching loss to reduce the inter-
ferences among different regions.
3.3.1 Region Matching Loss. As shown in Figure 4, we first use a
content image x and a style image s to generate a face xˆ presenting
similar expression with s , which can be represented as:
stt = SE(s, sm)
xˆ = De(CE(x), stt , cm) (7)
where stt is the style tensor encoded from the R regions of style
image s and xˆ is the result image where all R regions have been
translated to the per-region styles encoded in stt . In the second
task, we only translate the style of ith region of the content image
x , by replacing the ith channel of its style tensor, with that of stt :
str = SE(x , cm)
str [i] = stt [i]
rˆ =De(CE(x), str , cm)
(8)
where str [i] and stt [i] are the ith channel of style tensor str and
stt , respectively, which encode the style of the ith region of x and
s , rˆ represent the result image by translating the style of ith region
of content image x .
Given a content image x and the fully translated image xˆ and
partially translated rˆ , we design a region matching loss to measure
the similarity between the ith regions of xˆ and rˆ , and the similarity
between other regions of x and rˆ :
LRM = Ex, rˆ, xˆ [| |rˆ − xˆ | |11 × cm[i] + | |rˆ − x | |11 ×
∑
j,i
cm[j]] (9)
where cm[i] and cm[j] represent the one-hot mask corresponding
to the ith and jth regions, respectively.
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3.4 Training
The proposed RFT was trained by solving a minimax optimization
problem given by
min
D
max
G
LGAN (D,G) + λRLR (G)+
λFMLFM (G) + λRMLRM (G)
(10)
where LGAN , LR , LFM and LRM are the GAN loss, the content
image reconstruction loss, the feature matching loss and the region
matching loss, respectively. The GAN loss is a conditional one given
by
LGAN (D,G) = Ex [−loдDcx (x)]+
Ex, {y1, ...,yk }[loд(1 − Dcy (xˆ)]
(11)
The content reconstruction loss helps G learn a translationmodel.
Specifically, when using the same image for both the input content
image and the input style image, the loss encourages G to generate
an output image identical to the input
LR (G) = Ex [| |x −G(x , cm, {x , cm})| |11] (12)
The feature matching loss regularizes the training. We first con-
struct a feature extractor, referred to as Df , by removing the last
(prediction) layer from D. We then use Df to extract features from
the translation output xˆ and the style image {y1, ...,yk } and mini-
mize
LFM (G) = Ex, {y1, ...,yk }[| |Df (xˆ) −
∑
k
Df (yk )
k
| |11] (13)
The GAN loss, the content reconstruction loss and the feature
matching loss are the same as that of FUNIT.
4 EXPERIMENT
Our proposed RFT was evaluated on three challenging datasets,
i.e. Morph, RaFD, CelebAMaskHQ. A wide range of quantitative
metrics including FID, Accuracy and LPIPS were evaluated among
different models; Qualitatively, the examples of synthesized images
are shown for visual inspection.
4.1 Dataset
Morph.Morph dataset [17] is a large-scale public longitudinal face
dataset, collected in indoor office environment with variations in
age, pose, expression and lighting conditions. It has two subsets:
Album1 and Album2. Album 2 contains 55,134 images of 13,000
individuals with age label ranging from 16 to 77 years old. We divide
the images into a training set with 50020 images and a test set with
4,925 images. The images are separated into five groups with ages
of 11-20, 21-30, 31-40, 41-50 and 50+.
RaFD. RaFD dataset [22] is a high-quality face database, contain-
ing a total of 67 models with 8,040 pictures displaying 8 emotional
expressions, i.e., angry, fearful, disgusted, contempt, happy, sur-
prise, sad and neutral. Each expression consists of three different
gaze directions and was simultaneously photographed from differ-
ent angles using five cameras. We divide the images into a training
set with 4,320 images and a test set with 504 images.
CelebAMask-HQ. CelebAMask-HQ dataset [18, 23, 27] con-
taining 30,000 segmentation masks for the CelebAHQ face image
dataset. There are 19 different region categories in CelebAMask-HQ
Morph
RaFD
CelebA
Mask-HQ
Input Mask
Figure 5: Different masks used for Morph, RaFD and
CelebAMask-HQ.
dataset. We divide the images into a training set with 25,000 images
and a test set with 5,000 images.
4.2 Metrics
In the training stage of three datasets above, we train different
GAN models with their training set. Note that all the baselines are
trained with the batch size of 4, the image size of 128 × 128 and
the maximum iteration of 100,000. As show in Figure 5, for variant
translation tasks, we design different mask setting for different
datasets.
In the test stage, we evaluate performance of different models
on their test set using three metrics as follows:
Accuracy. Three classifiers (Resnet-18) [11] trained using three
training sets of different datasets are used to test accuracy of trans-
lation. If the synthetic face of target class is correctly classified by
the classifier, we decide such translation as a successful one.
FID. Calculated as the Frechet inception distance [12] between
two feature distribution of the generated and real images, FID
score has been shown to correlate well with human judgement of
visual quality. It measures the similarity between two sets of images.
Lower FID value indicates better quality of the synthetic images. We
use the ImageNet-pretrained Inception-V3 [37] classifiers as feature
extractor. For each test image from a source domain, we translate
it into a target domain using 10 style images randomly sampled
from the test set of the target domain. We then compute the FID
between the translated images and training images in the target
domain. We compute the FIDs for every pair of image domains and
report the average score.
LPIPS. Learned perceptual image patch similarity (LPIPS) [41]
measures the diversity of the generated images using the L1 distance
between features extracted from the pretrained AlexNet [21]. For
each test image, we translate its style with reference to 10 style
images randomly sampled from the target domain. The L1 distances
between each pair of translated image and the style image are then
averaged as the LPIPS of the test image. Finally, we report the
average of the LPIPS values over all test images. Note that LPIPS is
not available for StarGAN, as it does not require any style image
for face translation.
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Figure 6: Translate hair or/and face into styles of different age groups for an example face in Morph.
Input Angry Contemptuous Disgusted Fearful Happy Neutral Sad Surprise
Figure 7: Translate eyes or/and mouth into different expressions for an example face in RaFD.
4.3 Results on Morph
Firstly, the RFT is evaluated on Morph dataset to assess region level
age attribute translation. Figure 6 shows the results of our RFT.
Note that the per-region styles are encoded using 10 style images
randomly sampled from the test set of the target age groups. Figure
7 shows the translation results of an example face of a 25 years
old man. In the first row, the hair of the young man is translated
to the styles of different age groups (long black to short white),
with fixed face regions. In the second row, the face of the young
man is translated to the styles of different age groups (appearance
of wrinkles), with fixed hair style. In the third row, both hair and
face are translated. One can visually observe that our RFT can well
control the regions to be translated and achieve decent styles for
target regions.
The accuracy, FID and LPIPS of face images translated by our
RFT are listed in Table 1, together with that translated by StarGAN,
SEAN and FUNIT. One can observe from the table that the accuracy
of RFT is as high as 69 %, which is significantly higher than that of
StarGAN, SEAN and FUNIT. Also, our method achieves the lowest
FID score and LPIPS among these GAN based models.
Table 1: Results of the GAN based models on Morph.
Method Accuracy(%) FID score LPIPS
StarGAN 60.88 27.89 -
SEAN 30.25 48.84 0.2525
FUNIT 39.02 26.14 0.3152
RFT 69.01 23.34 0.2512
In addition to region level translation, our RFT also does well for
image level translation. Figure 11 in Appendix shows five example
faces translated to different age groups specified by the style images
listed in the first row. While clear hair changes and wrinkles can
be observed, the identity of the face is well preserved.
4.4 Results on RaFD
We now test the performance of our RFT for region level expression
translation using RaFD dataset. Figure 7 shows the translation
result of an example face in RaFD, whose eyes or/and mouth are
translated from neutral to different expressions like angry, fearful,
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Figure 8: Translate the hair/faces of example faces in CelebAMask-HQ to different genders.
Content image Reconstruction Left eye Right eye Mouth Hair Hair and face
Figure 9: Translate the gender styles of left/right eyes, mouth, hairs and faces of two example faces in CelebAMask-HQ.
happy, sad and surprise, etc. In the first and second rows, only the
eyes and mouth of the man are respectively translated to different
expressions, with other regions fixed. In the third row, both eyes
and mouth are translated. One can observe from the figure that our
approach can precisely translate the shape and texture of designated
facial regions to a target expression, without touching any other
regions.
Table 2 shows the accuracy, FID and LPIPS of faces generated
by different GAN models. One can observe from the table that
the accuracy of RFT is as high as 88.32 %, which is significantly
higher than that of StarGAN and more than 75% higher than that
of SEAN and FUNIT. Also, our method achieves the lowest FID of
27.88, which is 13.79 lower than that of FUNIT. Though the FID of
SEAN is close to our RFT, the expressions translated by SEAN is
not accurate, due to the fixed shape defined in the semantic mask
Table 2: Results of the GAN based models on RaFD.
Method Accuracy(%) FID score LPIPS
StarGAN 77.28 32.67 -
SEAN 13.10 29.61 0.2610
FUNIT 12.72 41.67 0.2937
RFT 88.32 27.88 0.2776
(see Figure 2 for an example). Figure 12 in Appendix presents more
example faces with different expressions translated by StarGAN,
SEAN, FUNIT and our RFT, which clearly justify the advantages
of our approach, in terms of the visual quality of generated face
images.
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Figure 10: Result for Ablation studies.
Table 3: Results of the GAN based models on CelebAMask-
HQ.
Method Accuracy(%) FID score LPIPS
StarGAN 62.17 47.53 -
MUNIT 81.65 37.07 0.4155
SEAN 72.95 61.06 0.3465
FUNIT 93.30 35.17 0.3781
RFT 97.06 31.06 0.3450
4.5 Results on CelebAMask-HQ
We now evaluate the region level gender translation performance
of our approach using CelebAMask-HQ dataset. Figure 8 shows
the results of translating face or hair of example faces to different
genders.While the faces in the left column are translated to the style
of opposite genders, with fixed hair style, the hair styles of the faces
in the right column are translated to long/short, with fixed facial
styles. Figure 9 further shows the results of a man and lady when
their left/right eyes, mouths, hairs and full images are translated to
the styles of opposite genders, using the mask presented in Figure
5. Again one can observe that our model can precisely translate the
style of region controlled by the mask overlaid on the bottom right
corner of the generated faces, without touching other regions.
Table 3 lists the accuracy, FID and LPIPS of different approaches.
Again, our RFT achieves the highest accuracy (97.06%) and lowest
FID (31.06) and LPIPS (0.3450).
Figure 13 in Appendix shows the translation of left/right eyes,
nose, mouth and faces to the style of a beautiful lady. When the five
Table 4: Result for Ablation studies.
Method Accuracy(%) FID score LPIPS
RFT(RIN⇒SEAN) 96.85 35.01 0.3494
RFT(w/o RM loss) 96.61 33.81 0.3421
RFT 97.06 31.06 0.3450
regions are translated one by one, one can clearly see the make up
effects like eye-shadow and whitening of the skin, which beautify
the faces to make the ladies look more attractive.
4.6 Ablation studies on CelebAMask-HQ
To further prove the effectiveness of our proposed RIN block and RM
(region matching) loss, we perform an ablation study in this section.
We replaced our RIN block with SEAN, removed the RM loss, i.e. set
λRM = 0 in equation (10), and tested the performance of RFT for
gender style translation using CelebAMask-HQ dataset. Figure 11
shows the translation results of different regions for a young man
when RFT with different settings are applied. Compared with RFT
using SEAN blocks, the left/right eye and nose (the 2nd, 3rd and
4th columns) translated by the original RFT present more lady-like
styles, i.e. eye-shadows appear around the eyes and the nose is
whitened. When RM is removed, there is no significant difference
among the faces presented in the third row when left/right eye
and nose are translated, respectively. The long hair in the sixth
column actually does not fit the face boundary well. Table 4 lists
the accuracy, FID and LPIPS of different settings. Compared with
SEAN, our RIN block significantly reduces FID from 35.01 to 31.06.
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The accuracy of our RFT is also higher than that with SEAN and
trained without RM loss.
5 CONCLUSION
This paper proposed a novel region-wise face translation network,
named RFT, region based face translation. A region-wise normal-
ization block and region matching loss are proposed to fuse the
per-region style of style and content images, and reduce the influ-
ence between different regions, respectively. The proposed RFT is
evaluated on three datasets and the experiments results demon-
strates its effectiveness.
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Figure 11: Translation results of our RFT model for more example faces in Morph.
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Figure 12: Faces with different expressions translated by RFT, FUNIT, SEAN and StarGAN on RaFD.
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Figure 13: Facial make up step by step using our RFT model.
