We present an analysis of the chemical and ionization conditions in a sample of 100 weak Mg ii absorbers identified in the VLT/UVES archive of quasar spectra. In addition to Mg ii, we present equivalent width and column density measurements of other low ionization species such as Mg i, Fe ii, Al ii, C ii, Si ii and also Al iii. We find that the column densities of C ii and Si ii are strongly correlated with the column density of Mg ii, with minimal scatter in the relationships. The column densities of Fe ii exhibit an appreciable scatter when compared with the column density of Mg ii, with some fraction of clouds having N (Fe ii) ∼ N (Mg ii), in which case the density is constrained to n H > 0.05 cm −3 . Other clouds in which N (Fe ii) << N (Mg ii) have much lower densities. From ionization models, we infer that the metallicity in a significant fraction of weak Mg ii clouds is constrained to values of solar or higher, if they are sub-Lyman limit systems. Based on the observed constraints, we hypothesize that weak Mg ii absorbers are predominantly tracing two different astrophysical processes/structures. A significant population of weak Mg ii clouds, those in which N (Fe ii) << N (Mg ii), identified at both low (z ∼ 1) and high (z ∼ 2) redshift, are likely to be tracing gas in the extended halos of galaxies, analogous to the Galactic high velocity clouds. These absorbers might correspond to α-enhanced interstellar gas expelled from star-forming galaxies, in correlated supernova events. The N (Mg ii) and N (Fe ii)/N (Mg ii) in such clouds are also closely comparable to those measured for the high velocity components in strong Mg ii systems. An evolution is found in N (Fe ii)/N (Mg ii) from z = 2.4 to z = 0.4, with an absence of weak Mg ii clouds with N (Fe ii) ∼ N (Mg ii) at high-z. The N (Fe ii) ∼ N (Mg ii) clouds, which are prevalent at lower redshifts (z < 1.5), must be tracing Type Ia enriched gas in small, high metallicity pockets in dwarf galaxies, tidal debris, or other intergalactic structures.
INTRODUCTION
The H i gas directly associated with galaxies that intercept the line of sight to background quasars appears as optically thick Lyman Limit systems in the quasar spectrum. The prominent metal lines associated with these intervening absorbers are typically observed to be kinematically broad (∆v ∼ 100 − 400 km s −1 ), strong, and often saturated (e.g., Steidel & Sargent 1992; Churchill & Vogt 2001) . Studying the properties of a large population of such strong Mg ii absorbers is a technique used for constraining the evolution of metals in the interstellar media, gaseous halos and coronae of galaxies over a large history of the universe (Lanzetta et al. 1987; Churchill et al. 1996) . Apparently distinct from these strong Mg ii absorbers are the population of quasar absorption line systems in which the low ionization metal lines are weak. These systems are separated from the strong ones based on the standard definition of the restframe equivalent width of Mg ii λ2796Å line being W r (2796) < 0.3Å. This is not a firm criterion for division, but has been followed as a convention on the follow-ing basis. The survey of Steidel & Sargent (1992) , which identified a large population of strong Mg ii absorbers used a sample of intermediate resolution spectra (∆λ ∼ 5Å) which had an equivalent width threshold of ∼ 0.3Å. Later surveys of higher sensitivity and spectral resolution found that the equivalent width distribution of Mg ii systems at z ∼ 1 increases steeply for W r (2796) < 0.3Å such that ∼ 67% of all Mg ii absorbers (down to 0.02Å) from that epoch are in fact weak (Churchill et al. 1999; Narayanan et al. 2007 ). It later became clear that such an empirical basis for the classification of Mg ii systems into strong and weak does bear some physical significance in that the two classes might be tracing two or more different populations of objects (Churchill et al. 1999; Rigby et al. 2002; .
The class of weak Mg ii quasar absorption systems have several remarkable properties that are unique. To begin with, unlike the strong systems, the weak Mg ii systems are optically thin in neutral hydrogen and produce metal lines that are narrow [b(Mg) ∼ 4 km s −1 ] and often unsaturated (Churchill et al. 1999) . If weak Mg ii absorbers are sub-Lyman limit systems with 10 15.8 < N (H i) < 10 16.8 cm −2 , they would account for a significant fraction (> 25%) of the high column density regime of the Lyα forest (Rigby et al. 2002) . Surveys of quasar fields to identify host galaxies have not often found weak Mg ii systems at close impact parameters (physical distance, D < 30 Kpc) of luminous star forming galaxies (L > 0.05 L * ) (Churchill & Le Brun 1998; Churchill et al. 2005; Milutinović et al. 2006) . This is a surprising result particularly in light of the fact that, in a substantial number of weak systems, the metallicity of the low ionization gas where the Mg ii absorption arises is constrained to values greater than 0.1Z ⊙ . In some cases the best constraints require metallicities that are between Z ⊙ and 10Z ⊙ (Rigby et al. 2002; Misawa et al. 2007 ). Thus, even though they have H i column densities that are ∼ 4 orders of magnitude smaller than DLAs, weak Mg ii absorbers are produced in gas clouds with metallicities that are 0.5 -2 dex higher than the average metallicity of DLA absorbers.
The astrophysical systems associated with weak Mg ii absorbers have not been identified yet. Several possibilities exist, which partly account for the observed statistical and physical properties of weak Mg ii systems.
Examples include extragalactic high velocity clouds ), dwarf galaxies , gas clouds expelled in super winds from dwarfs (e.g. Zonak et al. 2004; Stocke et al. 2004 ; Keeney et al. 2006 ) and/or massive starburst galaxies and metal enriched gas in intergalactic star clusters (Rigby et al. 2002) . Recently, a number of authors have reported the detection of several high metallicity (> 0.1 Z ⊙ ) gas clouds that are residing in the intergalactic medium, both in the local universe ) and at high redshift [z > 2, Simcoe et al. (2004) ; Schaye et al. (2007) ]. The observed column densities of Mg ii, C ii, Si ii and Fe ii in these gas clouds, and the metallicities inferred for them are comparable to several weak Mg ii absorbers studied so far (Rigby et al. 2002; Misawa et al. 2007 ).
Photoionization models of specific weak Mg ii systems have shown that they possess a two phase structure. The low ionization gas, traced by such species as Mg ii, Fe ii, C ii, Si ii, etc. has a gas density of n H > 0.1 cm −3 that is roughly 2 -3 orders of magnitude higher than the density of the associated high ionization gas traced by C iv lines Misawa et al. 2007 ). The column density measured for weak Mg ii lines is typically N (Mg ii) ∼ 10 12 − 10 13 cm −2 . For such relatively small values, the high number density of ions derived from the photoionization modeling constraints the thickness of the low ionization gas to ∼ 10 pc. The weak Mg ii population occupies a significant volume of the universe with a cross-section similar to the absorption cross section of luminous (L * ) galaxies (Churchill et al. 1999; Narayanan et al. 2007 ). Thus, given their small thickness, if their gas clouds had a spherical geometry then they would be a million times more numerous than luminous galaxies at z ∼ 1 in order to reproduce the observed cross-section on the sky. However, an analysis comparing the relative incidence of high and low ionization gas in a sample of weak Mg ii and C iv systems at low redshift (z < 0.3) favors a filamentary or sheet-like configuration for the absorber's physical geometry (Milutinović et al. 2006) , instead of millions of individual, spherical low ionization Mg ii clouds of ∼ 10 pc size, embedded in a ∼ kpc higher ionization halo, traced by C iv.
In addition, and Narayanan et al. (2007) discovered an evolution in the redshift number density (dN/dz) of weak Mg ii absorbers over the interval 0.4 < z < 2.4. The dN/dz was found to peak at z = 1.2, and subsequently decline (from a no-evolution trend,) towards higher redshift. The equivalent width distribution function was also found to be different between low and high redshift. At z ∼ 1, the equivalent width distribution of weak Mg ii is significantly higher than an extrapolation of the exponential distribution for strong Mg ii absorbers. In contrast, at z ∼ 2, the equivalent width distribution of weak Mg ii clouds is only slightly in excess of an extrapolation of the strong Mg ii distribution. In the context of these observed changes in the absorber statistics between z ∼ 1 and z ∼ 2, it becomes important to investigate if the changes are reflective of an underlying change in the absorbers' physical or chemical properties. Such an investigation may yield valuable clues into the physical nature of the kind of astrophysical processes/structures that produce weak Mg ii absorption at low and high redshifts. The large sample size considered here, provides the scope for such an analysis.
In this paper we present constraints on the chemical abundances, metallicity and ionization conditions for a sample of 100 weak Mg ii absorbers identified in spectra that were extracted from the VLT/UVES archive. We compare the observed line properties between the various chemical elements in order to constrain the metallicity, density and line-of-sight thickness of the low ionization gas. Previous studies have focused on individual weak Mg ii systems, whereas here we have attempted to derive the range of properties for a large ensemble of weak Mg ii systems, which have only recently been discovered ). In § 2 and § 3, we explain the measurement of line parameters and the comparison between the prominent metal lines in these systems. In § 4, we present the Cloudy photoionization constraints on the densities and metallicities of these absorbers. An observed trend in the Fe ii to Mg ii ratio with redshift is presented in § 5, and a comparison of weak Mg ii clouds with the high velocity subsystems in a sample of strong Mg ii systems in § 6. We conclude the paper with a summary of the significant results (in § 7) and a detailed discussion ( § 8) on the nature of the gaseous structures selected by weak Mg ii absorption.
THE SAMPLE OF WEAK Mg ii ABSORBERS
The sample of weak Mg ii systems presented in this study were identified in 51 quasar spectra extracted from the ESO archive. The quasars were observed using the UVES high resolution echelle spectrograph (Dekker et al. 2000) on VLT at R ∼ 45, 000 (FWHM = 6.6 km s −1 ). The detailed information on each quasar observation, such as the exposure time, emission redshift of the quasar, wavelength coverage, program ID and PI of the observation are listed in Table 1 of Narayanan et al. (2007) . The reduction and wavelength calibration of the spectra were carried out using the ESO-provided MI-DAS pipeline. When multiple exposures of the same 3 target were available, they were co-added to enhance the S/N ratio of the spectrum, after applying vacuumheliocentric velocity corrections. The final combined spectrum was continuum fitted using IRAF 3 , and subsequently normalized. The detailed reduction procedure can be found in § 2.1 of Narayanan et al. (2007) . The redshift path length searched in each quasar spectrum for weak Mg ii λλ2796, 2803 lines excluded regions blueward of the Lyα emission to avoid contamination from the Ly-α forest.
The 100 Mg ii systems that we analyze here are taken from Narayanan et al. (2007) which described a survey for weak Mg ii systems at 0.4 < z < 2.4. In addition to magnesium, we use the information from ions of four other elements, viz. iron, carbon, silicon and aluminum, in each system to estimate the chemical and ionization conditions in the gas. Specifically, the lines that we consider are the following; Mg i λ 2853Å; Mg ii λλ2796, 2803Å; Fe ii λλ2383, 2600Å; Al iii λλ1855, 1863Å; Al ii λ 1671Å; C ii λ 1335Å; and Si ii λ 1260Å
4 . The coverage of the individual lines vary depending on the redshift of the system and the wavelength coverage of the spectrum in which the line is identified. The system plots are presented in Figure 1 (Note: The full set of system plots will be available in the online version of the journal. Here we provide only a few as examples).
Most weak Mg ii absorbers also have associated high ionization gas in a separate phase, traced by C iv lines (e.g. Churchill et al. 1999) . The relative incidence of high and low ionization phase is a useful constraint on the physical geometry of the absorber population (Milutinović et al. 2006) . The UVES spectra offer simultaneous coverage of C iv and Mg ii over the redshift interval 1 < z < 2.4. Within this interval, in almost all cases C iv is detected. However, the C iv absorption profile is in many cases offset in velocity with Mg ii, indicating the presence of a separate phase for the high ionization gas. The C iv λλ1548, 1550 profiles are shown in the various system plots of Figure 1 (Note: The full set of system plots will be available in the online version of the journal. Here we provide only a few as examples). In this paper, our focus is on determining the ionization conditions and metallicity in the low ionization gas, and hence we defer the detailed analysis of the high ionization C iv phase and its association with the low ionization gas to a forthcoming paper.
Measurement of Equivalent Widths
For each system within the redshift interval of 0.4 < z < 2.4, besides Mg ii λλ2796, 2803Å, only Mg i λ2853Å and Fe ii λλ2383, 2600 lines have wavelength long enough to be in the regions of the spectrum typically uncontaminated by H i lines in the forest. The other prominent metal lines that we have measured have rest-frame wavelengths, λ < 2000Å. As a consequence they are susceptible to blending with Lyα forest 3 IRAF is distributed by the National Optical Astronomy Observatories (NOAO), which are operated by AURA, Inc., under cooperative agreement with NSF 4 The wavelengths are vacuum wavelengths rounded to the nearest natural number lines, particularly since the redshift of the intervening absorber is often much less than the emission redshift of the quasar. In instances where line blending is apparent, we quote an upper limit on the measurement of the rest-frame equivalent width. For doublet/multiplet lines such as Fe ii and Al iii we have measured the equivalent width of the stronger member of the doublet. We also quote a 3σ upper limit when a line is not detected at the 3σ level. Table 1 lists the rest-frame equivalent width measured for the various lines in each system.
Measurement of Column Densities
Absorption lines were fit with a Voigt function to estimate the column density. An initial model for the line profile was derived using the automated profile fitter AU-TOVP (Davé et al. 1997) . The AUTOVP routine generated its model profile by performing a Voigt profile decomposition of the absorption feature and subsequently minimizing the χ 2 by adjusting the velocity (v), column density (N ) and Doppler parameter (b) for all the components in the model. The output of AUTOVP was then refined using a maximum likelihood least square fitter, MINFIT, which returns a best-fit model with a minimum number of Voigt profile components based on an F-test . To retain a component, requires an improvement in the model fit at an 80% significance. MINFIT derives the model absorption profile after convolving with a Gaussian kernel of FWHM = 6.6 km s −1 , corresponding to the UVES spectral resolution of R = 45, 000. The column density and Doppler parameter with their 1σ errors are obtained for this final model.
Voigt profile fits were applied to the following lines associated with each system : Mg ii λλ2796, 2803; Mg i λ2853Å; Fe ii λλ2383, 2600; Al iii λλ1855, 1863; Al ii λ1671Å; C ii λ1335Å; and Si ii λ1260Å. In the situation where a line is not detected at the 3σ level, we quote an upper limit on the column density determined from the 3σ limit on the equivalent width. Our sample consists of only relatively high-S/N spectra. The 3σ limits are hence low, so that we can assume linear part of the curve-of-growth for estimating the corresponding upper limit in column density. To get robust constraints on the fit parameters, we use both members of the doublet while fitting profiles for Mg ii and Al iii, and both of the strong members of the multiplet in the case of Fe ii, viz. Fe ii λλ2383, 2600. Weaker members of the Fe ii multiplet were rarely detected at the 3-σ level. By simultaneous fitting of members of the doublet/multiplet, it is possible to recover the true column density, even if the stronger member of the doublet/multiplet is saturated (see Sec 4.4. 2 Churchill 1997) . Thus for example, in the case of Mg ii, by using both members of the doublet, it is possible to recover the true column density for values of N (Mg ii) up to 10 14 cm −2 (see Figure 4 . 3 Churchill 1997) . For lines that are not doublets, Voigt profile fits are unique only when the lines are unsaturated. In our sample, this would a problem only for the strongest of C ii λ1335Å and Si ii λ1260Å lines. Table 2 lists the line parameters (v, N and b) thus measured for the various lines in each system. As mentioned earlier, the lines with rest-wavelength λ < 2000Å are often found within the region of the spectrum that is contaminated by the Lyα forest. For Al iii, we found that blending with H i lines of the forest could be identified by comparing the profile shapes of the individual members of the doublets. For the rest of the transitions, their profiles were compared to Mg ii to rule out possible contamination. Figure 1 shows the line profiles of the various low ionization transitions and Al iii associated with each system in our sample. For each line, the positions of the individual clouds, determined from Voigt profile fitting, are labeled.
RESULTS FROM MEASUREMENT OF METAL LINES

The Population of Single and Multiple Clouds
From comparing the frequency distribution of the number of clouds per system between strong and weak absorbers, Rigby et al. (2002) discovered that unlike strong absorbers, weak Mg ii systems have a nonPoissonian frequency distribution. Approximately twothirds of the weak systems in their sample of 30 at z ∼ 1 had absorption in a single cloud, isolated in redshift. The clouds were narrow (b ∼ 4 km s −1 ) indicating a small temperature and velocity dispersion in the gas. These systems were consequently called single cloud weak Mg ii absorbers referring to the low ionization gas in a single narrow component, unresolved at R = 45, 000 (FWHM= 6.6 km s −1 ). The other set of weak absorbers were called multiple cloud weak Mg ii systems as they had the low ionization absorption in multiple clouds that are resolved at R = 45, 000 and kinematically broad (∆v > 30 km s −1 ) compared to single clouds.
The incidence of the number of low ionization clouds in any given weak Mg ii system is important for considering the physical geometry of the absorbing structure (Ellison et al. 2004; Milutinović et al. 2006) . Figure 2 shows the distribution of the number of Voigt profile components per system in our sample. In nine systems 5 , we found the Mg ii line profile to have a slight asymmetry, sometimes yielding two components in the Voigt profile model. We have classified these as single cloud systems, and plotted them in the N c = 1 bin, since the low ionization gas is predominantly still in a single gas cloud with an internal velocity dispersion is less than 6.6 km s −1 . A similar asymmetry in single cloud line profiles was also noticed by Churchill et al. (1999) in HIRES/Keck high resolution spectra. However, their formal fitting procedure, with the lower S/N data, did not statistically favor a two component fit. The occasional asymmetry in the line profile is likely due to a contribution to the low ionization absorption from a slightly offset higher ionization gas cloud. Photoionization models have succeeded in reproducing the observed asymmetry in the line profile using a single low ionization phase and separate high ionization phases (e.g., see the ionization models for z = 1.405367 and z = 1.796237 systems in in Misawa et al. (2007) . We have therefore chosen to classify the above nine systems as single cloud systems.
Taking this into account, in our larger sample of weak systems we find that the single cloud absorbers account for 48% of the total population, which is much smaller than their observed fraction in the HIRES sample described in Churchill et al. (1999) and Rigby et al. (2002) , but is consistent within 1σ. Within the redshift interval of 0.4 ≤ z ≤ 1.4, identical to the redshift path length covered by the Churchill et al. (1999) sample, we find that only 45% (34/76) of the weak absorbers are single cloud systems, indicating that our results are not affected by any evolutionary effect in which a larger fraction of z > 1.4 systems have multiple clouds. This is further confirmed in Figure 3 where we illustrate the distribution of single and multiple cloud absorbers as a function of redshift. We find weak absorbers showing absorption in both single and multiple clouds at all redshifts within 0.4 < z < 2.4. A preference is not evident for a certain type of weak absorber (i.e. single or multiple cloud) towards either low or high redshift. Figure 4 shows the distribution of rest-frame equivalent width of Mg iiλ2796 as a function of system redshift. The strength of the low ionization phase as traced by Mg ii demonstrates considerable scatter within the interval 0.4 < z < 2.4. A Spearmann-Kendall test supports the null hypothesis that the equivalent width is statistically uncorrelated (Spearman's ρ = 0.04) with the redshift of the absorber. In strong Mg ii absorbers, the low ionization absorption is never confined to a single cloud. The line profiles are often kinematically complex with the absorption spread in several clouds separated in velocity. From the statistical analysis of 23 strong Mg ii systems along 18 quasar lines of sight, Churchill et al. (2003) found an average of ∼ 8 clouds per system, with the absorption profile of one system resolved into as many as 19 different components. In addition, in that sample of strong Mg ii systems, a very strong correlation was found between the number of clouds and the restframe equivalent width W r (2796). In the bottom panel of Figure 2 , we illustrate that such a strong correlation (> 9σ) also exists for weak Mg ii systems, where most of the weaker systems (W r (2796) < 0.1Å) have absorption only in one or two clouds. Both Churchill et al. (1999) and Narayanan et al. (2007) found that the equivalent width distribution of weak systems at z ∼ 1 rises rapidly towards smaller equivalent widths. This observation is also reflected in the bottom panel of Figure 2 where we find 67% of our sample of weak absorbers to be at W r (2796) < 0.15Å.
Equivalent Width of Mg ii
Comparison of Rest-Frame Equivalent Width
In Figure 5 , we present the rest-frame equivalent width of the various metal lines compared to the equivalent width of Mg ii λ2796 line for both single and multiple clouds. The difference in the number of data points in each plot is attributed to the spectral coverage for the various transitions. A Spearman-Kendall nonparametric correlation test shows that the rest-frame equiv-alent width of Mg i, Fe ii, C ii, Al ii, and Al iii are all correlated with the rest equivalent width of Mg ii at a greater than 98% confidence level. Owing to fewer data points, Si ii exhibits a correlation with Mg ii of lesser significance (> 3σ). The Spearman and Kendall correlation tests were carried out using the ASURV astrostatistics package which takes into consideration measurements that are upper limits (Feigelson, & Nelson 1985; Lavalley et al. 1992) .
We note that the C ii equivalent width has a strong linear relationship with Mg ii, with little scatter. The Si ii may have a similar relationship, but it is hard to demonstrate with the smaller number of data points. All other transitions, though we have shown their equivalent widths to be correlated with Mg ii, show a much larger scatter in this relationship.
For Fe ii, there is more than a factor of ten spread in the ratio W r (2383)/W r (2796) at 0.2 < W r (2796) < 0.3Å. At small W r (2796), many of the W r (2383) measurements are upper limits, but a spread of more than a factor of two can still be demonstrated at W r (2796) ∼ 0.05Å. A similarly large spread is also found for the relationships between Mg i and Mg ii, Al ii and Mg ii, and Al iii and Mg ii.
The large scatter in the observed ratios between the various transitions can be brought about by a number of factors, and can be exploited to diagnose the physical conditions of the absorber. For a given strength of Mg ii, the spread in the strength of the other transitions can be due to variations in abundance patterns or to differences in the density/ionization parameters of the gas clouds (addressed in § 4.2, 4.6 and 5). There is also the possibility that absorption from two different ions arises in separate phases, in which case the scatter between their equivalent widths could be quite large. If we are to distinguish between these different factors, it is important not to use the observed equivalent widths since they average together the contributions from different clouds. The physical conditions are better probed through comparison of cloud-by-cloud column densities.
Comparison of Column Densities
In Figure 6 , we compare the Mg ii column density measured for each cloud with the corresponding column densities in Mg i, Fe ii, Si ii, C ii, Al ii and Al iii. In multiple cloud systems, the comparison is between each component of Mg ii and the corresponding component in the other transition. Non-detections at the 3σ level are given as upper limits. To test for likely dependence between the measured quantities, we apply Spearman and Kendall's non-parametric correlation tests. We find that the column densities of all ionization species except for Si ii are correlated with the column density of Mg ii at greater than 7σ significance. The statistical measure of the correlation is smaller for Si ii (3σ significance) because of fewer data, 40% of which are censored points. The strongest correlation is observed between N (C ii) and N (Mg ii) (rank correlation coefficient, ρ = 0.762), in spite of being limited by fewer data points. Such a strong positive correlation in the equivalent width and column density of C ii with Mg ii justifies the use of C ii lines, in conjunction with other low ionization lines such as Si ii, to select weak absorbers at redshifts z > 2.5 where it becomes more difficult to use Mg ii λλ2796, 2803 lines because of the redshifting of these lines into the nearinfrared regime.
Among the various ions, the column densities of Fe ii, C ii and Si ii display the least scatter with the column density of Mg ii. The correlation between these ions and Mg ii can be formalized as:
The best-fit slope, the y-intercept and the corresponding 1σ uncertainties of these regression lines were calculated using the survival analysis package ASURV Rev 1.2 (Feigelson, & Nelson 1985; Lavalley et al. 1992) which implements the methods presented in Isobe et al. (1986) . The σ values are the standard deviation of the respective fits.
In Figure 6 , we also plot the Solar composition of Grevesse & Sauval (1998) . The observed ratio of column densities between the various ions and Mg ii when compared with the respective solar abundance ratios, can indicate whether the ionization fractions of C ii, Si ii, Al ii, Al iii and Mg i are comparable with that of Mg ii in the low ionization gas. We note that this is the case for the observed Si ii to Mg ii and Al ii to Mg ii column density ratios, which closely follow the respective solar abundance ratios. On the other hand, the observed C ii to Mg ii ratios are above the solar abundance ratio, while the Fe ii to Mg ii ratios are below. A number of factors such as differences in ionization parameter, differences in the elemental abundances and/or contributions from different gas phases can combine to produce these observed trends, which are discussed in the next section.
In addition, differential depletion of elements onto dust can lead to deviations from Solar composition. The presence of dust has not been directly measured in weak Mg ii systems. However, it has been found that dust extinction is significant only in stronger Mg ii absorbers (W r (Mg ii) > 1.5Å; Khare et al. 2005; . For low column density absorbers such as the weak Mg ii systems, interstellar dust may not be a substantial component influencing metallicity estimates derived from gas phase abundances. In addition, CLOUDY models incorporating varying amounts of dust levels find dust having a negligible effect on the density of the absorbing gas as well (Rigby et al. 2002) . 
CHEMICAL AND IONIZATION PROPERTIES OF WEAK Mg ii ABSORBERS
The physical conditions in the low ionization gas clouds are constrained using the standard photoionization code Cloudy (ver.07.02.01, Ferland et al. 1998) . The primary objective is to derive limits on the metallicity, density, and line-of-sight thickness for the gas phase where the bulk of the Mg ii absorption arises. For this purpose, the observed column densities of the other prominent low and intermediate ionization transitions -namely Mg i, Fe ii, Si ii, Al ii, C ii, and Al iii, and their ratios to Mg iiare used.
The ionization fraction for a given element is controlled by the density in the gas cloud as well as by the strength of the incident ionizing radiation. Weak Mg ii systems are not known to reside at small impact parameters (d < 30 kpc) from luminous star-forming galaxies (L > 0.05L * , Churchill et al. (1999) ). Hence the ionization balance in them is likely dictated by the intensity of the extragalactic background radiation (EBR). We choose the Haardt & Madau (1996) model for the EBR which incorporates ionizing photons from quasars and star-forming galaxies after propagation through a thick IGM. A 10% escape fraction from galaxies is used for ionizing photons with λ ≤ 912Å.
To determine the overall properties for our sample of weak Mg ii absorbers, we generate a grid of Cloudy models for a range of ionization parameters (−8.0 < log U < −1.0) and neutral hydrogen column densities (14.0 < log N (H i) < 19.0). The weak Mg ii systems in our sample span the redshift range 0.4 < z < 2.4. Therefore we consider two separate Cloudy grids modeled using the integrated ionizing photon density (hν ≥ 1 Ryd) at z = 1 and z = 2. The difference of ∼ 0.5 dex in the intensity of the extragalactic background radiation field between these two redshifts does not critically affect the output of the Cloudy models. Nonetheless, to have a more tenable comparison between the data and the models, we plot the z < 1.5 and z ≥ 1.5 systems on the z = 1 and the z = 2 grids respectively. We adopt a solar abundance pattern for the Cloudy models, but discuss the effects of abundance variations. In the following sections, we discuss the constraints that the various ions provide towards the chemical and ionization conditions in the absorbing gas.
Constraints from Mg ii
In our sample, the Mg ii column densities of the individual clouds in weak Mg ii absorbers fall within the range 10 11.0 < N (Mg ii) < 10 13.3 cm −2 . Our search for weak Mg ii systems along the 81 quasar lines of sight is 86% complete down to the equivalent width threshold of W r (2796) = 0.02Å, corresponding to N (Mg ii) ∼ 10 11.8 cm −2 . The N (Mg ii) is useful to place limits on the metallicity of the low ionization gas phase. Figure 7 presents how the column densities of the various ions change with respect to the ionization parameter, log U , for different values of N (H i) and metallicity. For a given metallicity and ionization parameter, i.e., a certain density, an increase in N (H i) would correspond to an increase in the size of the absorber. Also, with increasing ionization parameter, the neutral fraction of hydrogen declines such that to converge on the same value of N (H i), the size of the absorber has to further increase. It is evident from Figure 7 
that for N (H i) = 10
15 cm −2 , at sub-solar metallicity (e.g. 0.1Z ⊙ ), the model column density of Mg ii is inadequate to explain the observed N (Mg ii) even for the weakest Mg ii lines in our sample. For a given log U , the column densities of the ionization stages of various elements scale almost linearly with both N (H i) and metallicity. Thus, higher N (Mg ii) can be recovered by raising either N (H i) or metallicity. For example, at N (H i) = 10 15 cm −2 , by raising the metallicity by 1 dex (to Z ⊙ ), we find that the ionization models reproduce the observed column densities in the weaker Mg ii systems (N (Mg ii) < 10 12 cm −2 ) in our sample. For the same N (H i) value, at 10Z ⊙ , a substantial fraction of the range of observed N (Mg ii) is covered by the ionization models, except for those systems with N (Mg ii) > 10 13 cm −2 . Alternatively, with a 1 dex increase in N (H i), the curves shift correspondingly such that systems with N (Mg ii) < 10 12 cm −2 can be produced in 0.1Z ⊙ gas. However, for N (H i) > 10 17 cm −2 , the low ionization gas cloud is an optically thick, Lymanlimit absorber (i.e. able to produce a break in the spectrum of the background quasar at λ = 912Å in the rest-frame of the absorber).
It can be concluded that the column density of Mg ii is a suitable parameter for estimating limits on the metallicity of the absorber. Our sample of weak Mg ii systems spans a range of 2 dex in Mg ii column density. Assuming solar abundance pattern, the metallicity in many of their low ionization gas clouds is constrained to be at least 0.1 Z ⊙ if the gas is optically thin in neutral hydrogen (N (H i) < 10 17 cm −2 , see § 8). Moreover, the strongest Mg ii lines (N (Mg ii) > 10 13 cm −2 ) among the weak systems require supersolar metallicity.
Constraints from Fe ii
In our sample of weak absorbers, 32% (66/205) of Mg ii clouds have Fe ii detected at the > 3σ level, out of which 81% are firm detections (i.e. detections unaffected by blending with other absorption features). The column density ratio, N(Fe ii)/N(Mg ii), falls between 0.02 and 4.0. The range of values for the ratio remains unchanged even when we exclude upper limit measurements. Among the clouds with Fe ii detected, 13 are single cloud systems and the remaining 53 are part of multiple cloud systems.
Constraints for metallicity, similar to the ones derived using observed N (Mg ii), can also be derived based on N (Fe ii). and Z= 0.1Z ⊙ , N (Fe ii) < 10 11.2 cm −2 which is inadequate to explain the observed column density in systems with Fe ii detected. By raising N (H i) by one dex, we find a corresponding increase in the column density of Fe ii in the models, such that a column density of N (Fe ii) < 10 12.2 cm −2 is possible at sub-solar metallicity. This still does not account for some fraction (∼ 10%) of the observed Fe ii lines. With metallicity increased to 7 solar and super-solar values the models begin to produce enough Fe ii to explain the full range of observed values. In general, we can infer that for the systems in which Fe ii is detected in our sample, the metallicity is con-
It is evident from the column density comparison in Figure 6 that, for a given N (Mg ii), the observed N (Fe ii) has a spread of ∼ 1 dex between the various systems. This spread is also evident in Figure 5 which compares the rest-frame equivalent widths. For gas that is optically thin, the ratio of column density between various ionization stages does not depend on metallicity since all individual column densities scale linearly. An exception to this can occur (discussed in § 4.4) for certain ions at supersolar metallicities where cooling leads to much lower gas temperatures. In the optically thin regime, for a given abundance pattern, the ratio of column densities between different elements varies primarily with ionization parameter. The relative strength of Fe ii compared to Mg ii in a system is particularly sensitive to ionization parameter for log U > −4.0. Thus we over-plot, in Figure 8 , the observed column density ratios of Fe ii to Mg ii on a Cloudy grid of photoionization models. The Cloudy grid is for a range of log U and N (H i) at sub-solar, solar and super-solar metallicities. The censored data points that occupy the left of Figure 8 are systems in which Mg ii is very weak. The Fe ii, being even weaker, is not detected at the 3σ significance threshold. The S/N of the best of our sample of quasar spectra are comparable and therefore the envelope of the ratio N (Fe ii)/N (Mg ii) for censored data points is seen as increasing with decreasing N (Mg ii).
We can place constraints of log U assuming that the Fe ii and Mg ii arise in the same phase. To begin with, we notice that the column density ratios of all clouds in our sample confine the ionization parameter to log U < −2.0, corresponding to n H > 0.002 cm −3 (for log n γ = −4.70 at z = 2). At 0.1Z ⊙ , the systems with Fe ii detected require H i column densities greater than 10 16 cm −2 . By increasing the metallicity, the grids shift to the right proportionately such that the same Fe ii to Mg ii ratios can now be recovered from weaker H i lines (N (H i) ∼ 10 14 −10 15 cm −2 ). Thus, if the low ionization gas is thin in neutral hydrogen, the metallicity in systems where Fe ii is detected is constrained to solar or supersolar values.
In the sample of 17 single cloud weak absorbers studied by Rigby et al. (2002) , a subset of systems with log [N (Fe ii)/N (Mg ii)] > −0.3 were classified as ironrich. These systems were found to have high metallicity (> 0.1Z ⊙ ), particularly strong constraints on density (log U < −4.0, n H > 0.09 cm −3 ), and small sizes [N (H i) + N (H ii) < 10 18 cm −2 , R < 10 pc]. The relatively high Fe ii to Mg ii ratio indicated that the high density, low ionization gas in the iron-rich systems is not α-enhanced. Following the definition of Rigby et al. (2002) , we find that 30 clouds in our sample are iron-rich, excluding censored data points. Comparing the data to the Cloudy grid, we find that the ionization parameter in these systems is constrained to an upper limit on the ionizing parameter between -3.2 and -3.7 depending on the difference in ionizing photon number density between z = 2 and z = 1 respectively. A limit of log U < −3.7 translates to a density of n H > 0.05 cm −3 in the low ionization gas for log n γ = −5.04 cm −3 (the number density of ionizing photons with hν ≥ 13.6 eV at z = 1). The density constraint for the Fe ii rich systems translates into a small upper limit for the thickness (R < 10 pc) of the absorber. In systems where Fe ii is weak compared to Mg ii, the constraint on density is much lower (log U < −2.0).
In this analysis, we have assumed a Solar abundance pattern. Changing the abundance of any element from this pattern would result in a corresponding change in all ionization stages of that element. Thus, the ironrich systems can have a lower constraint on density if the abundance of iron in the low ionization cloud is enhanced relative to the solar abundance pattern, since the Cloudy grids would be shifted upwards. Such an abundance pattern is not physically well motivated. On the other hand, an α−enhanced abundance pattern is ruled out for these iron-rich systems as its effect would be to shift the Cloudy grids further down such that the ionization models will not be able to reproduce the observed Fe ii to Mg ii ratio. The α−enhancement is, however, conceivable for the clouds in which Fe ii is low compared to Mg ii. The ionization model, in that case, would infer higher densities for the low ionization gas.
Finally, Rigby et al. (2002) found that the N (Fe ii)/N (Mg ii) in their HIRES sample had a bimodal distribution with an apparent gap of ∼ 0.5 dex at −0.8 < log [N (Fe ii)/N (Mg ii)] < −0.3. It was therefore used as basis for defining the iron-rich systems, and to suggest that there may be a separate class where Fe ii is weak relative to Mg ii. Figure 9 , shows the histogram distribution of the Fe ii to Mg ii ratio for our sample of weak Mg ii single and multiple clouds. The bin size is equivalent to the gap in the distribution that Rigby et al. (2002) found for their sample. The distribution from our sample does not suggest a bimodality, either for single or multiple clouds. This remains true for smaller bin sizes as well. Hence the apparent gap that was suggested by the Rigby et al. (2002) data can be attributed to inadequate sample size. Additionally, we also note that there is no difference in the observed Fe ii to Mg ii ratio between single and multiple cloud systems. The individual clouds in the multiple cloud systems have the similar log U constraints as single clouds, with iron-rich systems detected in both category.
Constraints from Mg i
In this section, we explain the constraints that are available from the observed Mg i to Mg ii ratio in weak systems. In the past, single phase photoionization models (using CLOUDY 90; Ferland et al. (1998) ) have failed to reproduce the observed Mg i to Mg ii ratio in some strong Mg ii systems Churchill et al. 2003; Ding et al. 2003) . The Mg i/Mg ii ratio derived from the models was lower than the observed neutral to singly-ionized ratio. To circumvent this, a separate phase was proposed in which the Mg i ionization fraction is higher Ding et al. 2003 ). This separate phase would have a 8 higher density (n H > 1 cm −3 ) and lower temperature (T < 600 K) than the gas phase associated with the Mg ii absorption. The Mg i lines corresponding to such low temperatures are very narrow (b ∼ 2 km s −1 ) and are therefore unresolved at the R = 45, 000 of the earlier HIRES and UVES observations. However, through superhigh spectral resolution observations, at R = 120, 000 (∆v = 2.5 km s −1 ), it has been demonstrated that the Mg i lines are not narrower than what is derived for R = 45, 000 ).
Compared to Fe ii, only a few weak Mg ii systems in our sample have Mg i detected at the 3σ level. Out of the 200 weak Mg ii clouds for which there is coverage, Mg i is detected in only 7 single cloud systems and in 20 clouds in multiple cloud systems. Both single and multiple clouds span roughly the same range of values for the Mg i to Mg ii ratio, between -2.2 and -0.5, considering only firm detections. The neutral magnesium fraction (Mg 0 /Mg total ) is thus small, compared to the Mg ii fraction (Mg ii/Mg total ), in these systems. This most likely explains the large scatter in the range of limits, evident in Figures 5 and 6 , since we are sampling a large number of quasar spectra with differences in sensitivity. The spectra with the highest S/N ratio in our sample, however, constrain the Mg i column density to values as low as 10 9.5 cm −2 , ∼ 2 dex smaller than N (Mg ii), indicating that the neutral fraction in the Mg ii phase is indeed not very high. Figure 10 shows the observations compared to the grid of Cloudy (version 07.02.01) ionization models. To begin with, the ionization models are able to recover the observed Mg i to Mg ii ratio from a single phase. Compared to the CLOUDY (version 90) grid of ionization models presented in Churchill et al. (2003) , the models displayed in Figure 10 , have the Mg i/Mg ii fraction higher by ∼ 0.5 dex for a given log U . The difference in the ionization fraction of magnesium is a result of improvements in the rate coefficients for charge transfer reactions, incorporated into the more modern versions of Cloudy (Kingdon et al. 1996) . The relevance of the charge transfer reaction (H + Mg + → H + + Mg) in controlling the ionization fractions of Mg i and Mg ii has also been noted by Tappe & Black (2004) . For our sample of weak Mg ii systems, the ionization models derived from the revised version of the photionization code suggests that a single phase solution is possible. In fact, the observed ratio of Mg i to Mg ii in strong Mg ii absorbers can also now be explained without invoking a separate cold phase for Mg i.
We find that, in a large majority of the systems for which information on Mg i is available, the ionization parameter is confined to log U < −2.5, for solar and super-solar metallicity. At Z < Z ⊙ , the constraint on ionization parameter is higher by ∼ 1 dex. The fraction Mg i/Mg ii is expected to decrease with an increase in the ionization conditions in the gas. This is evident in Figure 7 . Therefore, the systems with higher Mg i to Mg ii ratios will have lower constraints on ionization parameter (log U < −3.0) and correspondingly higher constraints on density (n H > 0.02 cm −3 ), identical to iron-rich systems. Moreover, if the H i lines are weaker (N (H i) < 10 16 cm −2 ), solar or supersolar metallicities will be necessary to reproduce the observed Mg i and Mg ii column densities (see Figure 10 ) .
Constraints from C ii
In our sample, all the 15 weak Mg ii systems for which there is coverage of C ii λ1335Å show prominent C ii lines. Among these, eight are single cloud and the remaining are multiple cloud systems. The ratio of N (C ii) to N (Mg ii) is always significantly greater than 1, with a range of values between 4 and 60. A larger oscillator strength for the Mg iiλ 2796 line, and a longer wavelength compared to C iiλ 1335, leads to them having comparable equivalent widths.
The Cloudy grid of single phase photoionization models, comparing the column density of C ii to Mg ii, is shown in Figure 11 . We find that for most of the systems, the ionization parameter would be constrained to log U > −2.5, implying a gas phase density of n H < 0.006 cm −3 . Such large values of log U would be inconsistent with that inferred for the low ionization phase for the clouds in which Fe ii is detected. However, in Figure 15 , we compare the observed C ii to Mg ii ratio against Fe ii to Mg ii in systems with simultaneous coverage of both lines. Only for two systems (z = 1.585464, and z = 1.988656), do we have firm (i.e. measurements that are not limits) detections for both C ii and Fe ii. In these two systems we find N (Fe ii) to be ∼ 1 dex smaller than N (Mg ii), and therefore a constraint of log U > −2.5 (see the z ≥ 1.5 iron grid). This is consistent with the log U derived using the C ii to Mg ii ratio in the corresponding systems allowing for a single low ionization phase solution. The density of this low ionization phase would be smaller than what is estimated for the iron-rich systems. Unfortunately, such a definite statement cannot be extended for all the other systems plotted in Figure 15 , as their Fe ii measurements are upper limits. Nonetheless, even these limits are consistent with a low density.
Many of the detected clouds in Figure 8 did not appear in Figure 15 because C ii could not be measured for them due to contamination or lack of coverage. For these clouds the inferred ionization parameters range from log U ∼ −2.2 to ∼ −3.5. If the C ii and Mg ii arise in same phase, we would expect the C ii in the clouds in which Fe ii is detected to have N (C ii)/N (Mg ii) > 10, such that consistent log U values would be derived from C ii. Such a direct comparison between the measured C ii and Fe ii may not apply because C ii may arise partly from a higher ionization phase. In addition to the low ionization phase, most weak Mg ii systems also have an associated high ionization phase where the density is low (n H ≤ 10 −3 cm −3 ). Although dominated by higher ionization states of carbon (C iii and C iv), the C ii ionization fraction (i.e. C ii/C total ) can be nonnegligible in this phase. For example, at log U = −1.5, N (H i) = 10 15 cm −2 , and Z = 0.3Z ⊙ (typical values derived from photoionization models, e.g. see Table 5 of Misawa et al. (2007) ), N (C ii) = 10 13.3 cm −2 , which is comparable to the detected C ii in many of our clouds. The N (Mg ii) contribution from this high ionization phase is negligible. In summary, even though C ii is detected in all weak Mg ii systems, since it does not arise exclusively in the low ionization phase, it may not provide as robust a constraint on the ionization parameter as does Fe ii.
We note, also, that the grid with a metallicity of 10Z ⊙ does not cover many of the C ii data points. At this metallicity, temperatures fall to T < 1000 K because of metal cooling, even at log U > −1.5. The gas, including both magnesium and carbon, is less heavily ionized at the low temperatures, but the effect is stronger for Mg ii so that the density of Mg ii is larger relative to C ii. Clouds that have supersolar metallicity constraints, based on other transitions, would then need to have a large contribution to the C ii from a separate phase.
Constraints from Si ii
In our sample, we find that the Si ii column density is comparable to the column density of Mg ii, as shown in Figure 6 . The ratio of column densities has values between 0.2 and 3.2, with majority of them at ∼ 1. Most of the clouds have Si ii to Mg ii ratios that fall on the grid of Cloudy models in Figure 12 . However, the grids do not provide much leverage in determining log U since Si ii and Mg ii are similar over most of the parameter space, particularly for solar and higher metallicities.
The single phase ionization models suggest that systems in which N (Si ii) < N (Mg ii) require log U > −1.5 and high metallicity, assuming a Solar abundance pattern. This is evident in the Cloudy grids where data points corresponding to low Si ii to Mg ii column density ratio are below the model expectations for Z < Z ⊙ . Only for supersolar metallicities, do any of the models reproduce the low Si ii to Mg ii ratio. This is also evident in Figure 7 where the Si ii and Mg ii ionization curves cross only at super-solar metallicity for log U > −1.5, corresponding to n H < 10 −3 cm −3 . The low Si ii to Mg ii ratio can also be obtained from single phase models by lowering the abundance of silicon compared to other α−process elements, in which case the metallicity could be lower, and the density higher.
In general, the Si ii does not provide a robust constraint on the ionization parameter for the low ionization gas. In the small number of clouds for which both Si ii and C ii are covered they usually provide consistent constraints on log U , taking into account that some fraction of the C ii can arise in a separate phase. Figure 13 shows the Cloudy grid of photoionization models, with measurements of Al ii to Mg ii overplotted. Within the sample of systems, we find that N (Al ii) is always smaller than N (Mg ii), sometimes by as much as 0.5 to 1.5 dex. For a solar or smaller metallicity, many systems (those with N (Al ii) ≥ 0.1N (Mg ii)) are covered by the photoionization grids. Particularly at solar metallicity, the ratio of Al ii to Mg ii is not very sensitive to ionization parameter, so it cannot be used to effectively measure this quantity. Of special note are a number of systems, both at high and low redshift, with N (Al ii) ≤ 0.1N (Mg ii). These points are not covered by the grid for all metallicities, based on a solar abundance pattern. The 10Z ⊙ grid does extend (for log U > −1.5) to somewhat lower values of Al ii to Mg ii. A supersolar metallicity could help to explain some systems with a low Al ii to Mg ii ratio, such as the z = 1.68079 system towards Q 0429 − 4091 described in Misawa et al. (2007) . However, for many of these systems, the most likely explanation would be a reduction of the aluminum abundance relative to magnesium by up to ∼0.7 dex. A reduction would effectively shift the grids down by the same amount. Such an abundance pattern is feasible, since it is consistent with α-enhancement. We note that the same shift should apply for these systems in the Al iii grids as well.
Constraints from Al ii
Constraints from Al iii
Among the 74 systems with simultaneous coverage of Mg ii λλ2796, 2803Å and Al iii λλ1855, 1863Å lines, Al iii is detected in 12 single cloud systems and in 44 clouds in 20 multiple cloud systems. The ratio of Al iii to Mg ii column density falls within the range 0.04 to 0.98, excluding upper limits. The Cloudy grids of single phase models are shown in Figure 14 . Assuming that the Al iii and Mg ii are produced in the same phase, for the Al iii detections, the ionization parameter ranges from −3.5 < log U < −1.0.
In the previous section, in order to reconcile the Al ii to Mg ii grid with the points below that grid, we proposed a reduction of the aluminum abundance relative to magnesium. If this is applied to the Al iii, it shifts this grid downwards so that it does not cover some of the data points. If the systems with small Al ii to Mg ii also have small Al iii to Mg ii this is not a problem, though it does require large log U for even these systems. This is found to be the case in Figure 15 , where we have plotted the ratio of Al iii to Mg ii versus Al ii to Mg ii. For all of the systems below the Al ii grid (see Figure 13) ,
Although we have not identified specific clouds for which Al iii and Mg ii cannot arise in the same phase, we note that some of our Al iii detections imply large ionization parameters, log U > −2.0. This is even more the case if we rely on a decrease of the aluminum abundance. So either there is a sub-population of weak Mg ii clouds which are of a higher ionization state, or some of the Al iii is produced in a higher ionization phase, such as the one giving rise to the bulk of the C iv absorption.
Al iii to Al ii ratio
In damped Ly-α (DLA) systems, the chemical abundance estimations are often carried out under the assumption that the ionization corrections are not significant, since the gas is expected to be predominantly in the low ionization phase. However, the detection of Al iii lines at the same velocity as the low ionization lines in several DLAs lead Vladilo et al. (2001) to investigate the relevance of ionization corrections for these systems. In their analysis, Vladilo et al. (2001) observed that the N (Al iii)/N (Al ii) ratio in DLA systems exhibits an anti-correlation with N (H i). This relationship was described as intrinsic to DLAs, and was used to suggest that the Al iii to Al ii ratio in these systems could be a sensi-tive probe of the ionization conditions in the gas. Using a sample of sub-DLA systems, Dessauges-Zavadsky et al. (2003) examined if this anti-correlation extends to lower N (H i). They found the Al iii to Al ii ratio in sub-DLAs to be in the same range as for DLA systems. In other words, the anti-correlation trend did not seem to extend to sub-DLAs (10 19 < N (H i) < 10 20.3 cm −2 ). However, more recently Meiring et al. (2007) found that the anticorrelation could apply even to sub-DLAs, based on a different sample of systems.
In our sample, 28 weak Mg ii clouds have measurements of both Al iii and Al ii, of which 15 are firm detections in both (i.e. measurements that are not limits). In Figure 16 , we plot their ratio with respect to the corresponding N (Mg ii). We also plot, in an adjacent panel, the Al iii to Al ii ratio in DLA and sub-DLA systems as a function of N (H i), based on information extracted from the literature (Vladilo et al. 2001; Dessauges-Zavadsky et al. 2003; Meiring et al. 2007 ). We find the Al iii to Al ii ratio in weak Mg ii systems to be considerably higher than in DLAs and sub-DLAs. On average, the ratio is ∼ 0.5 − 1 dex higher than what has been measured for the other two classes of systems. This indicates that the ionization conditions are higher in weak Mg ii systems than in DLA or sub-DLA systems.
Based on photoionization modeling (see § 4.1) we have concluded that a large fraction of weak Mg ii clouds have a metallicity of solar or higher if the clouds are optically thin in neutral hydrogen. The observed redshift number density of weak Mg ii absorbers is too large for all of them to be Lyman limit systems (as explained in § 8). If N (H i) < 10 17 cm −2 for the weak systems plotted in Figure 16 , then we conclude that the anti-correlation trend discovered by Vladilo et al. 
EVOLUTION OF THE LOW IONIZATION PHASE STRUCTURE
One of our objectives in carrying out the chemical and ionization analysis on a large sample of weak Mg ii systems is to find out if there are any evolutionary trends observable in the absorber population. Our VLT/UVES sample of weak Mg ii systems span the redshift interval 0.4 < z < 2.4. Photoionization constraints have already suggested that a range of ionization properties and metallicities can be expected for the low ionization phase. It would be unusual to assume that the entire population of weak Mg ii systems are tracing some unique type of physical process/structure, given these variations and the large redshift interval surveyed.
To investigate, we compared the observed Fe ii to Mg ii ratio between the various systems, as it is a reliable constraint on density and chemical enrichment history. Figure 17 shows the measured N (Fe ii)/N (Mg ii) as a function of redshift. Because of the many non-restrictive limits at small N (Mg ii), particularly for low redshift clouds, it is hard to evaluate whether there is a significant relationship between N (Fe ii)/N (Mg ii) and z. In order to consider this issue, we separated clouds with log N (Mg ii) < 12.2, those that were likely to have only limits on Fe ii (based on inspection of Figure 8) , and considered only the stronger of the weak Mg ii clouds, plotted in red color in the top panel of Figure 17 . It appears that there is an anti-correlation between N (Fe ii)/N (Mg ii) and z. At high redshift, there is an absence of detections with larger N (Fe ii)/N (Mg ii) values, while at low redshift there are many detections with large N (Fe ii)/N (Mg ii) and few limits that could even be consistent with small N (Fe ii)/N (Mg ii) values. We applied a Kolmogorov-Smirnov (K-S) test to compare the distributions of N (Fe ii)/N (Mg ii) at z ≥ 1.5 and z < 1.5 for the clouds with log N (Mg ii) > 12.2. In the cases where only upper limits are available, we conservatively include these as values when performing the K-S test. The distributions are shown in histogram form in the lower panel of Figure 17 . We find that there is a probability of only P(KS) = 0.006 (KS statistic D = 0.505) that the two samples are drawn from the same distribution. The probability is likely to decrease if upper limits could be replaced with actual detections. Thus we find that the observed anti-correlation of N (Fe ii)/N (Mg ii) with z is statistically significant for log N (Mg ii) > 12.2 clouds.
We have found an absence of log N (Mg ii) > 12.2 clouds at high redshift with large values of N (Fe ii)/N (Mg ii) and an apparent absence of log N (Mg ii) > 12.2 clouds at low redshift with small values of N (Fe ii)/N (Mg ii). There are a number of low redshift clouds with limits that could be consistent with small values. Furthermore, for weaker clouds (with log N (Mg ii) < 12.2), there are some examples of low N (Fe ii)/N (Mg ii) values at low redshifts. We conclude that large N (Fe ii)/N (Mg ii) clouds are present only at z < 1.5 and not at higher redshifts. The other population with small N (Fe ii)/N (Mg ii) exists both at low and high redshifts.
As demonstrated earlier, systems in which log N (Fe ii)/N (Mg ii) > −0.3 are constrained to have a high density (log U < −3.7, n H > 0.05 cm −3 ). Those with a lower Fe ii to Mg ii ratio have lower densities, ranging down to log U < −2.0, which corresponds to n H < 0.001 cm −3 . The observed trend in the Fe ii to Mg ii ratio with redshift, therefore, could imply the absence of high density clouds in the low ionization phase in weak absorbers at high-z. Such variations in the phase structure are plausible if the weak systems are probing a different combination of astrophysical systems/processes at z ∼ 2 and z ∼ 1. Furthermore, if the absorbers are optically thin H i clouds, then we are also seeing a change in the thicknesses of the low ionization gas clouds, from kiloparsec-scale at z ∼ 2 to a range of values including both parsec-scale and kiloparsec-scale clouds at z ∼ 1. Alternatively, gas clouds that are enriched primarily by Type II SNe events will have [α/Fe] > 0, in which case the observed Fe ii to Mg ii column density ratios will be low. Thus the observed trend could also indicate that the weak Mg ii clouds are predominantly α-enhanced at high redshift, with an increasing contribution to the population at lower redshift from clouds with a higher ironabundance. Increasing the [α/Fe] in the Cloudy models, would then lead to low Fe ii to Mg ii clouds having high densities (log U < −3.0, n H > 0.01 cm −3 ), similar to the iron-rich clouds. The relevance of abundance pat-tern variations is discussed in detail in § 8, where we speculate on the physical origin of these absorbers at the two redshift epochs.
WEAK Mg ii ABSORBERS & SATELLITES OF STRONG
Mg ii SYSTEMS Strong Mg ii systems are understood to be absorption arising in the disk and extended halos of normal galaxies (Bergeron et al. 1991; Steidel et al. 1994 . Their broad (∆v ∼ 150 km s −1 ) and kinematically complex Mg ii line profiles are found to be consistent with this picture . A characteristic feature in many z ∼ 1 strong Mg ii systems is weak, kinematic subsystems separated in velocity from the dominant absorption component (Churchill & Vogt 2001) . Such kinematic subsystems are likely to be gas clouds in the extended halo of the absorber in an arrangement analogous to the Galactic high velocity cloud (HVC) and intermediate velocity cloud (IVC) populations. In earlier work, we hypothesized that a non-negligible fraction of weak Mg ii systems could be the extragalactic analogs of Milky Way HVCs, in which a random line of sight intercepts the surrounding halo cloud(s), but misses the optically-thick absorber. The possibility of such an event is favored strongly by some recent observations which find a patchy distribution (less than unity covering factor) for the gas in the extended halos of galaxies (Tripp & Bowen 2005; ). For a patchy halo, a sight line that passes only through the clouds in the halo is more likely to produce a weak Mg ii system than a strong one . Our hypothesis was primarily based on the observed evolution in the redshift number density (dN/dz) of weak Mg ii systems and the evolution in the gas kinematics of strong Mg ii absorbers over the same redshift interval of 0.4 < z < 2.4 Mshar et al. 2007 ).
To extend this postulate further, and also to test its validity, we compared the Fe ii to Mg ii ratio for the low ionization gas in weak Mg ii systems to that for the satellite clouds of strong Mg ii systems presented in Churchill & Vogt (2001) . Based on an observed break in the velocity distribution of Voigt Profile components in their sample of strong Mg ii systems, Churchill & Vogt (2001) specified clouds at |∆v| > 40 km s −1 as intermediate velocity or high velocity subsystems (i.e. satellite clouds). The satellite clouds in that sample were separated in velocity by as much as |∆v| ∼ 350 km s −1 from the system center, with a median value of |∆v| = 165 km s −1 . In Figure 18 , we plot the Fe ii to Mg ii column density ratio of these subsystems and compare it to the same in our sample of weak Mg ii clouds. We have included only those weak absorbers that are within 0.4 ≤ z ≤ 1.2, equivalent to the redshift interval of the Churchill & Vogt (2001) sample.
The comparison shows that the weak Mg ii clouds closely resemble the satellite clouds of strong Mg ii systems. To begin with, the column density of Mg ii in the satellite clouds spans roughly the same range of values as that of weak Mg ii systems. The Fe ii to Mg ii in the satellite clouds have a scatter which is also comparable to the scatter in weak absorbers at the same redshift.
A Kolmogorov-Smirnov test estimates that the two samples are consistent with being drawn from the same distribution [P(KS) = 0.633, D=0.196] . Comparable to the subset of iron-rich weak absorbers are several satellite clouds with N (Fe ii) ∼ N (Mg ii), which consequently constrains their density to n H > 0.05 cm −3 . In addition, a significant subset of the satellite clouds also have much lower densities (n H < 0.001 cm −3 ), which make them analogous to the α-enhanced weak Mg ii clouds.
SUMMARY
Using a large sample of recently discovered weak Mg ii systems , we have derived constraints on the chemical and ionization conditions in their low ionization gas. In addition to Mg ii, we have measured the equivalent widths and column densities of a number of other prominent metal lines associated with these absorbers. The significant results reported in this paper can be summarized as follows:
1. In our sample of 100 weak Mg ii systems, we find that only 48% are single cloud absorbers. This fraction is smaller than the past results of Rigby et al. (2002) where the majority (67%) of weak Mg ii absorbers were found to be single cloud systems, but is consistent within errors. The VLT/UVES sample that we consider in this paper is a factor of ∼ 5 larger than the Keck/HIRES sample used by Rigby et al. (2002) . We find no evidence for an evolution in the ratio of single to multiple cloud absorbers over 0.4 < z < 2.4.
2. We find the equivalent widths and column densities of C ii and Si ii are well correlated with the equivalent widths of Mg ii, with minimal scatter in the respective relationships. The column densities of C ii and Si ii yield the following relationships with Mg ii; log N (C ii) = (0.82 ± 0.10) log N (Mg ii) + 3.42, and log N (Si ii) = (1.02 ± 0.25) log N (Mg ii) − 0.26. The presence of a significant correlation in the equivalent widths, extends the possibility of using C ii and Si ii as proxy doublets for detecting analogs of weak Mg ii systems at z > 2.5 in the optical spectra of quasars.
3. If a large fraction of weak Mg ii clouds are subLyman limit systems (i.e. optically thin in H i with N (H i) < 10 17 cm −2 ), then the observed column density of Mg ii constrains the metallicity in the low ionization gas to Z ≥ 0.1 Z ⊙ . We also find the neutral fraction of magnesium to be very low in almost all weak Mg ii clouds, approximately ∼ 2 dex smaller than the corresponding N (Mg ii).
4. From assuming a solar abundance pattern, we find that the clouds for which N (Fe ii) ∼ N (Mg ii) have their ionization parameters constrained to log U < −3.7, corresponding to n H > 0.05 cm −3 . If the low ionization gas is optically thin in neutral hydrogen, then this places an upper limit of R < 10 pc on the thickness of these gas clouds. Similarly, clouds with N (Fe ii) << N (Mg ii) are constrained to have higher ionization parameters (log U ∼ −2 in some cases) and lower densities. If the weak Mg ii clouds, in which Fe ii is observed to be weak relative to Mg ii, are α-enhanced, then that would yield higher constraints on density similar to the N (Fe ii) ∼ N (Mg ii) absorbers.
5. In the past, ionization models using CLOUDY (version 90) have often not succeeded in recovering the observed Mg i to Mg ii ratio in both strong and weak Mg ii systems. The ionization fraction of Mg i, compared to Mg ii, predicted by the models was not sufficiently large to explain the observed N (Mg i)/N (Mg ii). Therefore, a separate, cold (T ∼ 500 K), high density (n H > 1 cm −3 ) phase, centered at the same velocity as the Mg ii phase was proposed in order to recover the observed Mg i in the models. However, in the current version of Cloudy (ver 07.02.01), with improvements in the rate coefficients of charge transfer reactions, the model Mg i to Mg ii fraction is higher by ∼ 0.5 dex for a given ionization parameter log U . Such an increase makes it consistent for Mg i to be in the same low ionization phase as Mg ii, in both weak as well as strong Mg ii systems.
6. Most of our C ii and Si ii measurements are for systems at z > 1.5. In single phase models, the constraints from C ii and Si ii are typically high for the ionization parameter (log U > −2.5), which is inconsistent with the constraints derived for clouds in which N (Fe ii) ∼ N (Mg ii). However, we also find an evolution in the relative strength of Fe ii, compared to Mg ii, such that towards higher redshift (z > 1.5) there might be a paucity of iron-rich systems (see Figure 17) . The absorbers in our sample, for which there is simultaneous coverage of C ii, Mg ii and Fe ii, suggest that the N (Fe ii) could be sufficiently small compared to N (Mg ii) in the high redshift clouds. Moreover, a nonnegligible fraction of C ii can arise in the high ionization gas, traced by C iii and C iv, such that C ii, in itself, cannot be used to determine the physical conditions in the low ionization gas in weak absorbers.
7. We find that deviations from a solar abundance pattern is required to explain the observed column density of Al ii in many weak Mg ii clouds. In particular, systems in which N (Al ii) < 0.1N (Mg ii) require the abundance of aluminum in the low ionization gas to be lowered by ∼ 0.7 dex, consistent with α-enhacement. Models with super-solar metallicity generally produce less Al ii relative to Mg ii, but some reduction of the aluminum abundance is still required for many clouds. When the abundance of aluminum is reduced, models underpredict Al iii absorption unless the ionization parameter is high, which is sometimes inconsistent with that derived from other ions. This suggests that Al iii, like C ii, sometimes arises partly in a separate, higher ionization phase.
8. In our sample, we find a relative absence of weak Mg ii clouds with N (Fe ii) ∼ N (Mg ii) at high redshift (z ≥ 1.5) compared to many detections of N (Fe ii) ∼ N (Mg ii) towards low-z. This observed trend can be interpreted in two ways : (1) an absence of high density, low ionization gas at high-z and/or (2) the presence of [α/Fe] > 0 in weak Mg ii clouds at highz. The other population of weak absorbers, in which N (Fe ii) << N (Mg ii), are detected at all intervals within 0.4 < z < 2.4. 9. We find similarities between the observed column density of Mg ii as well as the Fe ii to Mg ii column density ratio in weak Mg ii clouds and the high velocity subsystems (i.e. satellite clouds) of strong Mg ii absorbers. The range of N (Mg ii) and N (Fe ii)/N (Mg ii) for the two groups are comparable. This could be suggestive of the fact that some fraction of weak absorbers could be probing a similar type of physical structure as the satellites of strong Mg ii systems.
DISCUSSION
Weak Mg ii absorbers have been identified over a large redshift interval 0 < z < 2.4 (Churchill et al. 1999; Narayanan et al. 2005 Narayanan et al. , 2007 , corresponding to a great majority of the history of the universe. Within this interval, their redshift number density (dN/dz) is found to be evolving, with a peak value of dN/dz = 1.76 at < z >= 1.2 ). Towards lower redshift, the decrease in number density follows the expected curve for a non-evolving population (for a ΛCDM concordance model) (Narayanan et al. 2005) . At z > 1.2, the dN/dz has been found to decrease rapidly, such that an extrapolation to z > 3 would yield a value of zero. In other words, the observed redshift number density does not suggest that a significant population of weak Mg ii systems exists at z > 3. In contrast, the number density of Lyman limit systems (LLSs) has been found to increase towards high redshift. At z ∼ 0.7, 1.5 and 3, the dN/dz of LLSs is estimated to be 0.7, 1.1 and 1.9, respectively (Stengler-Larrea et al. 1995; Sargent et al. 1989) . These values are in turn closely matched by the redshift number density of strong Mg ii systems (with W r (2796) > 0.3Å) at those same redshifts (e.g. Nestor et al. 2005) . Therefore, a substantial fraction of the observed weak Mg ii clouds at z ∼ 0.7 and z ∼ 1.5 ought to be gaseous structures that are optically thin in H i (i.e. sub-Lyman limit systems with N (H i) < 10 17 cm −2 ). This, consequently, would constrain the metallicity in the low ionization gas of many weak Mg ii absorbers to Z ≥ Z ⊙ , in order to reproduce the observed column density of Mg ii. Detailed photoionization models, where information on the H i column density has been available, further support this inference Misawa et al. 2007 ).
Bearing in mind these observed number statistics and constraints on the chemical and ionization conditions described in this work, we now proceed to discuss the plausible hosts of these low ionization, high metallicity weak absorbers. Given the range of ionization properties and chemical abundances, it would be unusual to assume that the entire population of weak Mg ii systems would correspond to one unique type of astrophysical process/structure at all redshifts. Schaye et al. (2007) have recently suggested that weak Mg ii clouds are likely to arise in gas ejected from starburst supernova-driven winds during an intermediate stage in free expansion, before settling in pressure equilibrium with the surrounding IGM. The galaxy populations detected at high redshift (z ∼ 2−3) are found to be rapidly star-forming, with a star-formation rate of 10 − 100 M ⊙ yr −1 (e.g. Choi et al. 2006 ). The starburst events associated with these could give rise to galactic scale outflows that can displace large amounts of chemically enriched gas from the ambient ISM into the extended halo (e.g. Heckman et al. 2001; ). The strong clustering of C iv systems with Ly-13 man break galaxies, which dominate the star formation rate at high-z, is possibly a signature of such outflows (Adelberger et al. , 2005a . Such supernova driven winds are observed to have a multiphase structure, with a non-negligible fraction of the interstellar gas in a warm neutral phase (T < 10, 000 K) traced by such lines as C ii, Si ii, Fe ii and Al ii (Schwartz et al. 2006 ) and a cold neutral component (T ∼ 100 K) detected in Na i (Heckman et al. 2000; Rupke et al. 2002) . A sight line that directly intercepts the outflow close to the starburst region is likely to produce a very strong, saturated, and kinematically broad absorption feature (Bond et al. 2001 ). However, as described in Schaye et al. (2007) , as the wind material moves farther into the outskirts of the extended halo of the galaxy, the column densities would decrease in response to a decreasing density in the ambient medium. At this stage, fragments in the wind, generated through hydrodynamical instabilities, would manifest as weak Mg ii clouds, and later as weaker C iv absorption associated with H i lines in the Ly-α forest Schaye et al. 2007 ).
The interstellar clouds, ejected from correlated supernova events, are likely to be highly chemically enriched because of the close association with the feedback from star formation. Simcoe et al. (2006) discovered evidence for such chemically enriched gas (Z > 0.1Z ⊙ ) at z ∼ 2.3, at distances of ∼ 100 − 200 kpc from luminous starforming galaxies, which they interpret as feedback from supernova winds or perhaps tidally stripped gas. The low ionization lines such as Mg ii, Fe ii, Al ii, C ii, and Si ii in the absorbers presented in that study have column densities similar to those of weak Mg ii clouds in our sample. Material that is directly related to starforming events is likely to have [α/Fe] > 0. Weak Mg ii clouds associated with such events would therefore have N (Fe ii) << N (Mg ii). This is consistent with the dominant population of high redshift (z ∼ 2) weak Mg ii clouds, and with some fraction of the clouds towards low (z ∼ 1) redshift. The high metallicity weak C iv absorption clouds presented in Schaye et al. (2007) were estimated to have sizes that are small (R ∼ 100 pc), less than the Jean's length for self-gravitating clouds, implying that they are likely to be short lived. Such a transient physical nature is also a feature of weak Mg ii clouds (Narayanan et al. 2005) , and is anticipated for relics of winds.
The metal enriched interstellar gas expelled from the disk would resemble the high velocity gaseous structures surrounding the Milky Way, as they move through the galaxy's halo. Ellison et al. (2004) , from estimating the coherence scales of low and high ionization gas associated with weak absorbers, have suggested a scenario in which weak Mg ii absorption could arise in the outskirts of ordinary galaxies, where the filling factor of the low ionization clouds (i.e. number of clouds per cubic parsec) is small compared to that in the center. For low ionization gas, the coherence scale is ∼ 2 kpc, i.e., there is a high probability of seeing weak Mg ii absorption along two lines of sight separated by this distance (Ellison et al. 2004 ). However, the separate low ionization phases must not fully cover this ∼ 2 kpc region, since individual absorbing clouds are not seen along both lines of sight separated by tens to hundreds of parsecs (Rauch et al. 1999 ).
Also, photoionization models have shown that cloud lineof-sight thicknesses are often < 100 pc. This suggests a clustering of separate clouds on a ∼ 2 kpc scale, as well as implying a flattened geometry for the coherent structure, consistent with the findings of Milutinović et al. (2006) . This scale could be consistent with dwarf galaxies (Ellison et al. 2004) or with tidal streams. Sight lines through gas stripped in tidal interactions of galaxies can also produce sub-Lyman limit systems, and related weak Mg ii absorbers. Gas that is tidally stripped in merger or accretion events could also form stars and provide a source of enriched gas clouds to the halos of high redshift galaxies. These would be analogous to the Milky Way circumgalactic gaseous streams, related to accretion of interstellar gas from satellite galaxies.
In this context, we emphasize that the Milky Way analogs of weak Mg ii absorbers are not likely to be the HVC complexes detected in 21cm and/or Hα emission, since those have N (H i) > 10 18 cm −2 (Wakker & van Woerden 1997; Putman et al. 2003) .
The weak absorbers must instead correspond to a population of halo clouds with lower H i column densities. Spectroscopic observations in the ultraviolet along various sight lines through the Milky Way halo have detected such high velocity gas in which the H i column densities are sub-Lyman limit (N (H i) ∼ 10 16.5 cm −2 ; Collins et al. 2004; Fox et al. 2005; Ganguly et al. 2005) . These clouds, which exhibit multiple gaseous phases, have the column densities of C ii, Si ii and Fe ii constrained to values similar to what we find for these ions in our weak Mg ii sample. Using the HST/STIS archival spectra of quasars, Richter et al. (2008) have identified a population of high velocity clouds in the Milky Way halo in which N (H i) < 10 18 cm −2 , with a few having N (H i) 10 17 cm −2 . The low ionization metal lines associated with these halo clouds are kinematically narrow and weak, identical to the high-z weak Mg ii systems. Two of the sight lines that cover Mg ii measure W r (2796) < 0.2Å. These observations lend further support to the proposition that at least some fraction of the weak Mg ii absorption systems are likely to have their physical origin in gas clouds residing in the halos of highz galaxies.
The star formation per co-moving volume is known to be roughly constant between z ∼ 1 and z ∼ 3 (e.g. Bouwens et al. 2003; Wang et al. 2006) . In this same interval however, the number density of weak Mg ii clouds has been found to decline from a value of dN/dz = 1.76 at z = 1.2 to dN/dz = 0.65 at z = 2.2 . If a significant fraction of weak Mg ii clouds, especially those in which N (Fe ii) << N (Mg ii), form in supernova driven outflows from star-forming galaxies, then it would seem perplexing that a declining trend is observed for dN/dz from z ∼ 1 to z ∼ 2.4. We would expect dN/dz of weak Mg ii absorbers to be not decreasing so drastically if they were all directly connected to interactions and outflows. However, we find a spread in the physical properties of weak Mg ii absorbers, and an evolution in these properties from z ∼ 1 to z ∼ 2. We would expect that those weak Mg ii absorbers with N (Fe ii) << N (Mg ii) could be consistent with an origin in superwind condensations, since that process would lead to α-enhancement and could produce high metallicities. We have found such absorbers both at z ∼ 1 and z ∼ 2, and their numbers are roughly consistent with a constant dN/dz for the sub-population, and thus with a constant star formation rate over the same interval.
We then must also consider the sub-population of weak Mg ii absorbers with N (Fe ii) ∼ N (Mg ii). These objects have a dN/dz that peaks at z ∼ 1, and they are apparently rare at z ∼ 2. When we combine the two populations, the N (Fe ii) ∼ N (Mg ii) and the N (Fe ii) << N (Mg ii) clouds, the result is a dN/dz that declines from z ∼ 1 to z ∼ 2.4, as is observed. The evolution and the physical properties of the N (Fe ii) ∼ N (Mg ii) absorbers provide clues to their origins. It has been shown that, to reproduce the observed solar composition of iron, nucleosynthetic yields from Type Ia events have to included (Timmes et al. 1995) . Thus, the weak Mg ii clouds in which the Fe ii to Mg ii column density ratio approximately reflects Solar abundance (i.e. N (Fe ii) ∼ N (Mg ii), see Figure 6 ) should also be Type Ia-enriched. Enrichment by Type Ia supernovae requires that there is a ∼ 1 billion year delay from the onset of star formation until the elements produced in the Type Ia enter the interstellar medium. What is needed to explain these clouds is a process that peaks at z ∼ 1.5 (∼ 1 Gyr before the peak of dN/dz at z = 1.2) to produce the stars that subsequently give rise to the iron enrichment. It has been noted in and Misawa et al. (2007) that this peak closely compares to the peak in the global star formation rate in dwarf galaxies (Kauffmann et al. 2004; Bauer et al. 2005 ). More generally, for Type Ia SNe to contribute to enrichment, the absorbing structure must persist for more than 1 billion years. This may exclude superwinds from starbursts and tidal debris, that are likely to be relatively shortlived. However, it would be consistent with Type Ia enriched gas trapped in the potential wells of dwarf galaxies, or with intergalactic star-forming structures in the cosmic web (Rigby et al. 2002; Milutinović et al. 2006) . Either of these sites could also be consistent with the coherence lengths of low ionization gas as estimated in Ellison et al. (2004) .
In the local universe, Stocke et al. (2004) and Keeney et al. (2006) have associated weak Mg ii absorbers with unbound winds from dwarf starburst galaxies. In their respective examples, a post-starburst galaxy is identified at impact parameters of 71h −1 kpc and 33h −1 kpc from the line of sight. Compared to massive star-forming galaxies, the halo escape velocities are smaller for dwarfs and hence, they are more efficient in transporting metal enriched gas clouds into intergalactic environments. Yet, outflows associated with starbursts from dwarfs are also likely to be α-enhanced, such that the N (Fe ii) ∼ N (Mg ii) weak absorbers would remain largely unexplained. Thus the clouds that have large N (Fe ii) require a site that has been previously enriched by local star formation, such as the dwarf galaxies themselves.
We conclude, based on the range of physical properties derived for the weak Mg ii absorbers, that they arise from at least two types of astrophysical processes. The N (Fe ii) << N (Mg ii) clouds, some of which are α-enhanced, are produced in processes related to the concerted action of massive stars, such as superwinds. They thus evolve in number along with the global star formation rate in massive galaxies, so we would expect roughly a constant dN/dz from z ∼ 1 to z ∼ 5 from this population. The N (Fe ii) ∼ N (Mg ii) clouds, which would be enriched by local Type Ia supernova, could be housed in relatively dense pockets within the potential wells of dwarf galaxies or intergalactic structures. Because the star formation rate in dwarfs peaks at a later epoch (z ∼ 1.5), we expect these clouds to emerge from z ∼ 2 to z ∼ 1. The two populations combined would lead to a gradual increase in the total weak Mg ii absorber dN/dz from z ∼ 2.4 to z ∼ 1. This picture would predict that the dN/dz of weak Mg ii absorbers would remain constant from z ∼ 2.4 up to higher redshifts, because the star formation rate in massive galaxies was constant.
However, the redshift interval 1 < z < 3 also corresponds to the epoch over which hierarchical structure growth and mergers are most active. The fraction of interacting galaxies, and proto-galaxies with irregular luminosity profiles, is observed to be higher towards high redshift (z > 1, ∼ 40%, Abraham et al. 1996; Conselice et al. 2003; Elmegreen et al. 2005) . Indirect evidence of this dynamical evolution of galaxies was also noticed by Mshar et al. (2007) in the evolution of the kinematic profiles of strong Mg ii systems. Towards high redshift (z ∼ 2), the kinematic profiles in a number of strong Mg ii lines were found to be particularly complex, with absorption in multiple clouds that were linked with each other continuously in velocity. This is suggestive of ongoing accretion events. In contrast, z ∼ 0.5 strong Mg ii systems typically have a distinct region of strong absorption due to several blended clouds, surrounded by one or more weaker high velocity components (i.e. satellite clouds). This is the expected absorption signature for quiescent disk/halo galaxies. It was proposed by Narayanan et al. (2007) that the superpositions of the numerous halo clouds present in high redshift protogalactic structures lead to a rarity of isolated weak Mg ii absorbers during that epoch. Instead, the weak Mg ii absorbers would be consolidated into a stronger Mg ii absorber. The result would be a deficit of weak Mg ii absorbers at z > 2.5. Near-IR high resolution spectroscopic observations are needed to determine the dN/dz of weak Mg ii absorbers at z > 2.5 and to determine their metallicities, ionization conditions, and chemical abundances.
We express our gratitude to the ESO for the public data archive and for providing the MIDAS UVES pipeline. The authors are grateful to Gary Ferland for answering questions related to the charge transfer reaction rates and also for making the Cloudy photoionization code openly available. We also wish to thank an anonymous referee for providing valuable suggestions which improved the scope of the paper significantly. AN is thankful to Eric Feigelson for several useful discussions on the application of survival analysis in statistical calculations. This research was funded by NASA under grants NAG5-6399 and NNG04GE73G and by the National Science Foundation (NSF) under grant AST-04-07138. (2796)) in each absorber, with other corresponding low ionization transitions and Al iii. The large solid dots are 3σ detections, the large open circles are detections that are affected by blending with an absorption feature at some other redshift, in which case the measurement is considered as an upper limit, indicated by a downward pointing arrow from the open circle. Non-detections at the 3σ level are plotted using just the downward pointing arrow. In most cases, the blending was from H i lines of the Ly-α forest. The equivalent width corresponding to non-detections at the 3σ level are plotted using downward pointing arrows. The dash-dot line in the C ii and Si ii panels are the y = x line for comparison with Mg ii. The correlation coefficients (Spearman's ρ) between Wr(Mg ii) and Wr(Fe ii), Wr(Mg i), Wr(C ii), Wr(Si ii), Wr(Al ii), Wr(Al iii) are 0.64(0.00), 0.50(0.00), 0.75(0.00), 0.38(0.20), 0.67(0.00), and 0.38(0.00) respectively. The value in parentheses represents the significance level, i.e., the probability that the observed value of ρ would be greater than or equal to the actual value by chance. Grevesse & Sauval (1998); Allende Prieto et al. (2001 and Holweger et al. (2001) . In the lower left panel, the red dashed line therefore corresponds to y = x. Fig. 7 .-Cloudy photoionization curves indicating how the column density of Si ii, C ii, Mg ii, Fe ii, Al ii and Mg i change with ionization parameter (log U ), metallicity (Z) and neutral hydrogen column density [N (H i)]. The density (n H ) was calculated using the expression log n H = log nγ -log U , for log nγ = -4.70, corresponding to the number density of ionizing photons (hν ≥ 13.6 eV) at z = 2. Fig. 8 .-Cloudy grid of photoionization models for 0.1Z ⊙ , Z ⊙ and 10Z ⊙ metallicity with measurements of Fe ii and Mg ii column density over-plotted. Vertical curves correspond to lines of constant N (H i) and the horizontal curves lines of constant ionization parameter (log U ). The Cloudy models were computed for the intensity of the extragalactic ionizing background radiation (EBR) at z = 2 and z = 1. Weak Mg ii clouds at z ≥ 1.5 are plotted in the EBR at z = 2 panel and clouds at z < 1.5 are plotted in the EBR at z = 1 panel. The large solid dots are 3σ detections, the large open circles are detections that are affected by blending with an absorption feature at some other redshift, in which case the measurement is considered as an upper limit, indicated by a downward pointing arrow from the open circle. The column density of non-detections, estimated from the 3σ equivalent width limit, are plotted using just the downward pointing arrows. Figure 8 . Almost all weak Mg ii absorbers with coverage of C iiλ1335 are at z ≥ 1.5 and therefore we plot all of them on the z = 2 EBR plot. Fig. 12. -Cloudy grid of photoionization models with measurements of Si ii and Mg ii column density over-plotted. The description of the Cloudy curves and the data points are the same as in Figure 8 . Almost all weak Mg ii clouds with coverage of Si iiλ1260 are at z ≥ 1.5 and therefore we plot all of them on the z = 2 EBR plot. The figure compares the C ii to Mg ii ratio with Fe ii to Mg ii in weak Mg ii clouds that have measurements for both C ii and Fe ii. The filled circles correspond to weak Mg ii clouds that had firm measurements for both C ii and Fe ii. The open circles correspond to data points in which either C ii or Fe ii or both have measurements that are upper limits. Middle Panel : compares the Al iii to Mg ii ratio with Al ii to Mg ii in weak Mg ii clouds that have measurements for both Al iii and Al ii. Right Panel : compares the C ii to Mg ii ratio with Si ii to Mg ii in weak Mg ii clouds that have simultaneous measurements for both C ii and Si ii. Fig. 16 .-On the left panel is the Al iii to Al ii ratio in weak Mg ii clouds discussed in this paper. Measurements that are upper limits in Al iii and Al ii are indicated using downward and upward pointing arrows respectively. The right panel shows the Al iii to Al ii ratio in sub-DLA and DLA systems taken from the literature. If weak Mg ii clouds are optically thin in H i (i.e. N (H i) < 10 17 cm −2 ), then the measurements indicate that the anti-correlation between N (H i) and Al iii to Al ii ratio that is observed for DLA and sub-DLA systems, also extends to lower N (H i) values. 
