Abstract. We use C. Schneider's summation software Sigma and a method due to AndrewsNewton-Zeilberger to reprove results from [5] and [24] as well as to prove new related material.
Introduction
In [24] , the problem of finding Padé approximations to the logarithm based at x = 1 was studied. In the sequel [5] we derived a number of recurrences and combinatorial identities related to this problem. During the course of this study, alternative proofs were found and additional identities were derived with a different method (due to Andrews-Newton-Zeilberger). These additional identities are most likely new, beautiful, and challenging, and we therefore decided to collect this additional material in part III of the present series.
To give an idea of these identities we mention
which was proved in [5] , but will be re-derived in Section 2 below with a different method. Three identities believed to be new are
2m ,
both of which will be proved in Section 2, and
(−1)
for |j| ≤ m, which will be proved in Section 4.
The method of Andrews-Newton-Zeilberger
G. Andrews discusses in [2, 3] a method to prove identities involving harmonic numbers. This was recently developed further by one of the authors and P. Paule into an algorithmic method [12] . A variation of this strategy will be employed here to prove identities (1)- (3) with purely hypergeometric methods.
We shall illustrate this so-called Andrews-Newton-Zeilberger method [12] by first proving the identity (2) . The idea is based on the following crucial observation. Let L be the operator that evaluates functions f (x) at x = 0, i.e., L f (x) := f (0). Let D be differentiation with respect to x, i.e., D f (x) := f (x). It is an easy exercise to verify that for all integers m,
Now denote the left side of (2) by G m , i.e.,
Instead of computing a recurrence for this expression, we search for a recurrence of the hypergeometric sum expression
With Zeilberger's paradigm of "creative telescoping" [25] we compute a linear recurrence for (6),
with a i (x, m) ∈ Z[x, m] and a 3 (x, m) not identically zero. In the next step we apply the differential operator D to both sides of (7), which results in the mixed differential-difference equation
After applying the operator L to both sides, and using the fact that
we obtain
The a i (0, m) are polynomials in m and a 3 (0, m) is non-zero. (To avoid clutter these polynomials are not given here but they can be found in [23] .) Applying Dixon's identity [8, Ex. 5.15] ,
gives the recurrence
for some q(m) ∈ Q(m). Now it is an easy step to verify that the right-hand side of (2) is indeed a solution of the recurrence (11) . Checking the first initial values finishes the proof of identity (2).
We now turn to proofs of (1) and (3) . As to the origin of (1), we note that one of the hardest challenges in [5] was proving the identity
For odd m, this is easy to see by a simple symmetry argument: k ←→ m − k turns the sum into its own negative. So we concentrate on even m, for which we write 2m, and perform simple operations and thus are left with the identity (1).
Before we continue we point out that the Andrews-Newton-Zeilberger method can be modified by using the binomials already present in the sum. 
Hence, by the differentiation strategy alluded to above,
Proofs of (1) and (3) are based on similar manipulations, based on the identity
This seems to be the only identity useful in this context. Note that the special case x = y = 0 is Dixon's formula (10) .
Let us start with the special case y = 0:
Differentiating (14) , and setting x = 0, one gets
which is an independent proof of (2).
Differentiating (14) twice, and setting x = 0, one gets
If one differentiates (13) with respect to x and y and replaces both variables by zero, one gets
Subtracting the last two equations, we find
which is (3).
The above computations evaluate part of the crucial identity (1), but one also needs a formula for
and for this we have to resort to recurrences. Write
k .
Both these quantities have already been evaluated, but C m is not yet known. Identity (1) holds if and only if −3A m + 7B m + 6C m = 0 for all positive integers m, or in other words,
We will prove the identity (17) with the Andrews-Newton-Zeilberger method. Here the crucial observation is that
Hence, if we apply the differentiation operator D to the recurrence (8) and then apply L to the result, we obtain
Together with (2), (6), (10), and (18), and the fact that
, we obtain the recurrence
for some q i (m) ∈ Q(m). By checking that the right-hand side of (17) is a solution of (20) and comparing the first initial values we have proved identity (17) .
We find it fascinating that identity (1) and hence also identity (12) can be proved with purely hypergeometric tools following the Andrews-Newton-Zeilberger method. Nevertheless, this strategy may not always be successful. In the above example it is crucial that one can find closed form evaluations for the sums A m and B m . For example, so far we have not succeeded in proving
with the Andrews-Newton-Zeilberger method, which was one of the identities required in [24] .
In contrast, in [5] both identities (12) and (21) were proved with the symbolic summation package Sigma [20, 18] . It computes for (12) the recurrence
and therefore proves the identity once the first two initial values have been established. Similarly, for (21) Sigma computed a homogeneous recurrence of order three [23] .
The approach based on the Sigma package is completely different from the Andrews-NewtonZeilberger method. Nested sum expressions, including summations involving harmonic numbers, are translated in a natural way into the corresponding difference field setting of ΠΣ-fields [4, 10, 11, 18] , and, by using a very general algebraic machinery [4, 22, 19, 21] , the problem is solved there. In the Sigma package a streamlined version of Karr's indefinite summation algorithm [10] is implemented which is in a sense the summation counterpart to Risch's algorithm [15, 16] for indefinite integration. Moreover, the summation package Sigma contains several generalizations that enables one to deal also with definite multisum identities.
Coming to a similar conclusion as in [12] , the Sigma approach provides much more flexibility and efficiency when dealing with definite nested sum expressions due to the richness of the underlying algebraic structure. These aspects will be illustrated further in the next section.
Finding closed form evaluations with Sigma
In this section we show how the package Sigma may be used not only to prove identities, but also to discover them. We demonstrate this by finding and proving the following two
and
3m .
Once we have established these two identities, along with (15), we have therefore discovered/constructed the desired identity (1).
We follow the paradigm introduced in [14] , but generalize it from hypergeometric summation problems to nested multisum problems. First one tries to compute a recurrence with creative telescoping and then one attempts to solve the recurrence in terms of nested sum expressions. Both steps can be done completely automatically.
In the following we illustrate how one can find a closed form evaluation of the left side of (23), which we call S m . We start the Mathematica session by loading the package Sigma with Then we set up the summation problem as follows:
Remark. The basic functions SigmaSum and SigmaProduct are used to describe all nested sum and product expressions that can be formulated in ΠΣ-fields. Further details about this difference field machinery and the summation theory can be found in [4, 10, 11, 18] . To facilitate this task there are numerous other functions available, like SigmaHNumber, SigmaBinomial or SigmaPower. For instance, SigmaHNumber[k] produces the kth harmonic number H k which alternatively could be described by SigmaSum[1/i,{i,1,k}].
Finding a recurrence. As already mentioned above, we first try to compute a recurrence for the definite sum mySum. To compute such recurrences Zeilberger's creative telescoping [25] has been extended from hypergeometric expressions to terms in ΠΣ-fields; for more information see [18] . In this instance we succeed in computing a recurrence of order four
with polynomial coefficients a i (m) ∈ Z[m] and a 4 (m) non-zero. (We failed to find a recurrence of smaller order.) Note that the computation time is relatively costly and the integer coefficients of the polynomials a i (m) become quite large. We could go on, as mentioned above, to solve the recurrence but the solutions are unwieldy. Combining these solutions would lead to a closed form evaluation for S m .
But we can do it much better. Schneider's summation theory provides a new mechanism, illustrated in [12] , which finds certain sum extensions automatically. The details of this method are described in [18] , so we restrict ourselves to a brief description of its application. This mechanism is activated by setting the option SimplifyByExt→DepthNumber.
In 
This means that SUM[m] = S m (= mySum) satisfies the output recurrence rec. We emphasize that we found two sum extensions automatically, which allowed us to compute an inhomogeneous recurrence of order two, instead of a homogeneous recurrence of order four as in the standard approach (cf. (24)). In particular, the recurrence formula is much less complicated and the computation time has been reduced by about 90 percent.
Applying Dixon's identity (10), as well as
(which can be deduced from (13) or from a straightforward application of Zeilberger's algorithm), this recurrence can be simplified further to a recurrence where the inhomogeneous part is just a hypergeometric expression: Solving the recurrence. Since this simplified version of the recurrence lies in the input class of the recurrence-solver of Sigma, we construct a solution with:
As a result we find the solution
of the homogeneous version of the recurrence rec. The solver fails, however, to find a solution of the inhomogeneous recurrence itself. This tells us that the underlying difference field Q(m,
), which we constructed automatically by the objects given in the recurrence rec, is too small. By setting the option Extension→ SUMS we find all nested sum solutions expressed in terms of objects given in the recurrence. 
We therefore succeeded in finding all solutions of our recurrence: the first two entries give us two linearly independent solutions of the homogeneous version of the recurrence and the third entry is a particular solution of the inhomogeneous recurrence. These nested sum solutions are included in the class of d'Alembertian solutions, which are introduced in [1] ; further results can be found in [9, 18] .
Combining the solutions. In the end, the closed form of mySum is that particular linear combination of the homogeneous solutions plus the inhomogeneous solution that matches the initial values of mySum. −10 + 68ι2 − 153ι
Simplification with indefinite summation. So far we found a closed form evaluation of mySum in terms of a two-nested sum. Now it is a major task to simplify this expression so that it contains single-nested sums only, like mySum. This cannot be achieved by Gosper's algorithm [7] since the innermost sum is not Gosper-summable; or in other words, it cannot be expressed by a linear combination of hypergeometric terms. But fortunately our indefinite summation algorithm can deal with such nested multisum expressions. In this instance we are able to find a single-nested sum automatically in order to eliminate the outermost summation quantifier of the two-nested sum in result. This can be achieved with the following function call provided by Sigma. (
Furthermore, by setting the option SimpleSumRepresentation→True, the sum extension is expressed in terms of simpler sums:
Finally, we notice that these sum extensions can be expressed in terms of harmonic numbers. Our indefinite summation algorithms finds this closed form evaluation by building up the underlying difference field with the manually given extensions H m , H 2m , H 12m!.
Similar to identity (23), we succeed in finding the right-hand sides in the identities (16) and (22) . This enables us to find or even to discover the identity (1), which was our aim. As illustrated above, however, the computations are relatively costly. In particular, to compute the recurrences for the given definite summation problems is a complicated task. As it turns out, in [5] we proved (12) without using the symmetry simplifications that led to (1) , and discovered that it is a much simpler procedure than the one outlined here. Which strategy is better one cannot judge before actually getting involved in the computations.
Other identities and repeated definite summation
In the literature combinatorial identities involving third powers of the binomial coefficient m k are relatively rare. The only examples known to us are Dixon's identity (10) , and MacMahon's identity [6, p. 177 (5.107 
We apply the results of this paper to this identity to generate new ones.
From MacMahon's identity we get
Now we replace x k in this polynomial identity by H k ; this technique belongs to realm of the umbral calculus [17] . For the left-hand side one obtains
which is formula (2) . For the right-hand side we compute
and again replacing x k by H k gives 2m−2k
after simplification. (This identity was proved as an introductory example in [5] .) In the exceptional case k = m the right-hand side simplifies to H k . Thus
which yields the noteworthy identity
On the left-hand side, one might ask what happens if one sums over the "full" range k = 0, . . . , 2m, with the exception of the term k = m. Indeed, one has, due to a standard proof by Zeilberger's algorithm,
and therefore
.
Taking the limit on the right, we find the companion identity
Now it is a natural problem to consider and prove that for |j| ≤ m
which is (4), and its companion
We denote the left-hand side of (27) by F j (m), and compute a recurrence with shifts in j
This can be achieved by Sigma or with any other algorithm that can deal with definite hypergeometric sums, like for instance [13] . Next, we solve this recurrence. The solution
of the homogeneous version of the recurrence is immediate. Moreover, by variation of the constant one obtains the particular solution
Remark. We should mention that we failed to deal with this problem in our first attempt: First, we computed a recurrence with shifts in m and not in j, namely
2 (6 + m(34 + 57m + 30m 2 )) − j(1 + m)(−3 + m(7 + 6m(7 + 6m))))(−j + 3m)!. (32) Next, we tried to find all solutions as we tried it for the recurrence (29). But we failed to represent the particular solution of the inhomogeneous recurrence, like (31), since for any chosen lower summation bound we run into pole problems.
Given the solutions (30) and (31) to (29), we try to find a constant c(m) (independent of j) such that Note that we have simplified the problem from computing a closed form expression for F j (m), for general j, to evaluating only F 0 (m). Now F 0 (m) has, in fact, been evaluated in closed form in (25) above, so technically we are done. To show that everything can be done automatically, however, we shall rederive the formula for F 0 (m) here using mechanical summation tools. .
In other words, we managed to find a simpler form for F 0 (m), in the sense that it is an indefinite rational sum expression. By contrast, we started with a definite hypergeometric sum, cf. the left side of (25) . Plugging this formula for F 0 (m) into (33), gives the closed form evaluation .
