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1. Introduction
In [8] Golub and Kahan show how to efficiently compute the singular value decomposition (SVD)
of a matrix A ∈ RM×N (M  N): A = UVT with U ∈ RM×M and V ∈ RN×N orthogonal matrices
and  ∈ RM×N with leading N × N block containing the singular values
σ1  σ2  · · ·  σN .
The computation of the SVD is based on the bidiagonal factorization
AVm = UmBm
ATUm = VmBTm + βm+1vm+1eTm (1)
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with
Bm =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
α1 β2
α2 β3
. . .
. . .
αm−1 βm
αm
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
introduced by Golub and Kahan [8]. This decomposition also plays an important role when solving
least squares systems as it is the basis for the lsqr method proposed by Paige and Saunders [24]. A
more algorithmic form of (1) is given by
βj+1vj+1 = ATuj − αjvj
αj+1uj+1 = Avj+1 − βj+1uj (2)
from which an implementation is straightforward.
Many applications such as image analysis ormodel reduction only require the knowledge of a small
number of singular values and singular vectors. Therefore, the computation of the truncated SVD
A˜ = UllVTl =
l∑
i=1
σiuiv
T
i
with l  rank(A) is important. The matrix A˜ represents the best rank-l approximation to A in the
Frobenius and 2-norm, see [9,35].
When one is interested in a small number of eigenvalues of a square matrix, restarted methods
such as the implicitly restarted Arnoldi process are the methods of choice, see [29,30,36,3,32] for
more details. Extending these techniques to the case when one is interested in a small number of
singular values seems natural and many examples of such techniques can be found in the literature,
see [1,14,26,15]. Similarly, the Jacobi–Davidson method [27] can be used to compute a small number
of singular values [12,13].
In this paper, we show how the Golub–Kahan bidiagonalization procedure (1) can be used to ef-
ficiently implement a method that computes the truncated SVD of A as well as allowing an easy
implementation of deflation techniques. In the case of unwanted but converged singular values the
deflationprocess is calledpurging and in the case of convergedbutwanted singular values thedeflation
technique that has to be used is called locking.
Implementing these techniques for the restartedArnoldi algorithm is far from trivial, see [29,28,19].
A method that allows a relatively easy implementation of these strategies for eigenvalue problems is
the so-called Krylov–Schur algorithm introduced by Stewart in 2001 (cf. [32,33]). The Krylov–Schur al-
gorithm is based on the Krylov decomposition instead of the Arnoldi decomposition. An adaptation of
this strategy for Hamiltonian and skew-Hamiltonianmatrices was already successfully demonstrated,
see [4,7,34,16]. In this paper, we illustrate how the Krylov–Schur strategy can be adapted for the bidi-
agonal factorization of Golub and Kahan. In Section 3 we introduce the method proposed by Baglama
and Reichel [1], which turns out to implicitly represent a Krylov–Schur algorithm.
Furthermore, we discuss purging and locking aswell as the implementation issues thatmight arise.
Numerical experiments justify the Krylov–Schur method (cf. Section 6).
2. The Krylov–Schur approach
Based on Stewart’s [32,33] Krylov–Schur techniquewe introduce a new factorization thatwill allow
us to deflate certain singular values in the bidiagonalization process proposed by Golub and Kahan (cf.
[8]).
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Let us assume that we are looking for the l largest singular values of the matrix A. We would then
typically create a search space of roughly twice the size, i.e., m ≈ 2l. Hence, the starting point of our
derivation is anm-dimensional bidiagonal factorization
AVm = UmBm
ATUm = VmBTm + βm+1vm+1eTm. (3)
We can now cheaply compute the singular value decomposition of the small m × m matrix Bm =
PmmQ
T
m and substitute this into (3) which then gives
AVm = UmPmmQTm
ATUm = VmQmmPTm + βm+1vm+1eTm. (4)
We now post-multiply the first equation in (4) by Qm and the second equation by Pm. The result is
AV˜m = U˜mm
AT U˜m = V˜mm + βm+1vm+1pTm (5)
where eTmPm = pTm, U˜m = UmPm and V˜m = VmQm.
Definition 2.1. A factorization of the form
AVm = Umm
ATUm = Vmm + βm+1vm+1pTm
with Vm,Um orthogonal andm a diagonalmatrix is called a Krylov–Golub–Kahan (KGK) factorization.
Since m is a diagonal matrix, we can easily swap the diagonal elements by using permutation
matrices. The swapping of diagonal elements represents the desired deflation techniques, see Section
4 for details. Here, we assume that the l singular values that represent approximations to the desired
ones can be moved into the upper left corner. In the next step the m − l elements in the south-east
corner of the permuted diagonal matrix can be neglected for further computations. The swapping can
be represented by applying the permutation m to (5) to get
AV˜mm = U˜mmTmmm
AT U˜mm = V˜mmTmmm + βm+1vm+1pTmm. (6)
After shrinking the factorization back to size l we get the following
AVˆl = Uˆlˆl
AT Uˆl = Vˆlˆl + βl+1vl+1pˆTl (7)
with Vˆl = (V˜mm):,1:l , Uˆl = (U˜mm):,1:l and ˆl = (Tmmm)1:l,1:l in Matlab notation.
We have now established a factorization in which the swapping of particular subspaces can be
easily implemented. Furthermore, we show that this decomposition can be reduced to the original
bidiagonal factorization. Hence, we are able to increase the dimension of the search space from l tom
using the original method of Golub and Kahan.
There are twoways to realize the transformation of a KGK factorization to a bidiagonal factorization
as given in (3).
In the first, we reduce the residual termβl+1vl+1pˆTl in (7) using a HouseholdermatrixWl , achieving
a factorization that already looks quite similar to a valid bidiagonal factorization. Unfortunately, the
small matrix is in general a dense matrix. Therefore, we need a transformation that brings this matrix
to bidiagonal form without destroying the residual term that already is in the desired form. This can
be done in a similar way to the methods used in [32,34,4,7,16] where a row-wise reduction of the
matrix is used in order to preserve the form of the residual term.
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The second way was suggested to the author by Parlett. For simplicity of notation we neglect the
indices with l. We again start with a KGK factorization
AVˆ = Uˆˆ
AT Uˆ = Vˆˆ + βvpˆT (8)
and start by eliminating an entry in pˆT using a Givens rotation WT . This then creates a bulge in the
matrix ˆWT which gives us the following factorization:
AVˆ = UˆlWTWˆ
AT UˆWT = VˆˆWT + βvpˆTWT (9)
We can now use Givens rotations to chase this bulge out of the bidiagonal structure. We illustrate this
in the following example assuming the second last entry in pˆT has to be eliminated
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
α1
β2 α2
. . .
. . .
βm−1 αm−1
βm αm
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
1
. . .
c −s
s c
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
α1
β2 α2
. . .
. . .
βm−1 ∗ ∗
∗ ∗
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(10)
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
1
. . .
c −s
s c
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
α1
β2 α2
. . .
. . .
βm−1 ∗ ∗
∗ ∗
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
α1
β2 α2
. . .
. . .
βm−2 αm−2
∗ ∗ 0
∗ ∗ ∗
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(11)
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
α1
β2 α2
. . .
. . .
βm−2 αm−2
∗ ∗ 0
∗ ∗ ∗
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
. . .
c s
−s c
1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
α1
β2 α2
. . .
. . .
βm−2 αm−2 ∗
∗ ∗ 0
0 ∗ ∗
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (12)
Eq. (10) shows the application of the Givens rotation and the fill-in for the bidiagonal matrix. Note
that c and s are generic values that change from one Givens rotation to the next. In Eqs. (11) and (12)
it can be seen that the bulge created by the Givens rotation for the residual vector is shifted by one
towards the upper left. This procedure can be repeated until the bulge is chased out of the matrix.
Note that all multiplications needed during this bulge chasing process do not destroy the previously
created zero in the residual vector pˆT .
With both ways we have now shown the following Lemma.
Lemma 2.2. Every bidiagonal factorization of order 1  k  n
AVk = UkBk
ATUk = VkBTk + βk+1vk+1eTk
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with Uk, Vk matrices with orthogonal columns and Bk as given in (1) can be transformed into a KGK
factorization of the form
AV˜k = U˜kk
AT U˜k = V˜kk + βk+1vk+1pTk .
with U˜k,V˜k matrices with orthogonal columns and k a diagonal matrix as given in Definition 2.1. The
converse relation holds as well.
In order to perform the restart and therefore extend the search space via
βj+1vj+1 = ATuj − αjvj
αj+1uj+1 = Avj+1 − βj+1uj, (13)
weneed a vector vl+1 which is given as the residual vector of theGolub–Kahan bidiagonal factorization
and a vector ul+1. The vector ul+1 can be generated using the identity αl+1ul+1 = Avl+1 −βl+1ul and
hence enables the restart process.
Algorithm 1 gives a description of how the process presented in this section can be implemented.
Algorithm 1 Krylov–Schur SVD algorithm (kssvd)
Create bidiagonal factorization of dimension l
for k = 1, 2, . . . do
Expand bidiagonal factorization from dimension l tom.
Compute SVD of Bm.
Transform bidiagonal to KGK factorization.
Sort the singular values according to desired properties.
Purge unwanted singular values (see Section 4).
Lock wanted singular values (see Section 4).
Shrink factorization to order l.
Create Golub–Kahan bidiagonal factorization (can be avoided (cf. Section 3))
end for
So far we only focused on how to compute the l largest singular values of A. The standard technique
to compute a number of the smallest singular values or eigenvalues around a certain value σ of a given
matrix A is the shift-and-invert strategy where the Arnoldi/Lanczos process is applied to the matrix
(A − τ I)−1
where τ ∈ R is near the desired singular values. Note, that for the l smallest singular values τ will
frequently be zero if no better estimate from, for example, a coarser discretization is available. This
technique cannot easily be adapted for the Golub–Kahan bidiagonalization process since we would
have to work with the matrix
(ATA − τ I)−1
which cannot be implicitly done using the Golub–Kahan bidiagonalization. For the case τ = 0 which
is equivalent to computing the smallest singular values of A, a strategy that was proposed in the
literature, see [1,15], is to use the standard Golub–Kahan bidiagonalization as given in (1) and then
use the smallest singular values of the bidiagonal matrix Bm for the restart. This technique can be
easily transferred to the method proposed here where at an intermediate step the singular values are
sorted using a permutationmatrix according to the desired properties. In more detail, we would use a
permutationm to move the smallest singular values to the north-west corner of Bm and then shrink
the factorization now only containing the information associated with the smallest singular values.
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A similar technique can be used to compute singular values close to a shift τ by sorting the singular
values of Bm by proximity to τ and only keeping those for further computations. In [21] Niu and Yuan
use a harmonic Lanczos bidiagonalization to compute interior singular values.
Also note that in [17] Kressner introduced a periodic Krylov–Schur method for the product matrix
A(p)A(p−1) · · · A(1) where all A(i) are square matrices. In the case of a square A, p = 2 and A(1) = A
and A(p) = AT Kressner’s method gives a Krylov–Schur method for ATA and hence approximations to
the singular values of A.
We now come to a method introduced in [1] for the efficient computation of a number of singular
values of a matrix A. This method implicitly performs a Krylov–Schur techniques as presented above.
3. The method of Baglama and Reichel and its interpretation as a Krylov–Schur method
In this section, we quickly review the method introduced by Baglama and Reichel [1] which uses a
thick restart technique [36]. Hernández et al. analyzed a parallel implementation of this method, see
[11]. We will show later in this section that Baglama and Reichel’s method is a Krylov–Schur method.
The basic idea is very similar to that of restarted Lanczos or Arnoldi methods where the full factor-
ization of dimensionm
AVm = UmBm
ATUm = VmBTm + βm+1vm+1eTm (14)
is reduced to a smaller factorizationwhich contains the relevant desired (spectral) information, in this
case l singular values and singular vectors. Precisely,we reduce to a factorizationof size l+1with l < m
AV˘l+1 = U˘l+1B˘l+1
AT U˘l+1 = V˘l+1B˘Tl+1 + β˘l+1v˘l+2eTl (15)
where the matrices U˘l+1, V˘l+1 and B˘Tl+1 represent the information about the desired singular values
and vectors. In particular, V˘l+1 and U˘l+1 represent approximations to the right and left singular vectors,
respectively. Baglama and Reichel [1] proposed to choose
V˘l+1 = [q1, q2, . . . , ql, vm+1]
where qj = Vmyi are the approximated singular vectors with yi a right singular vector of Bm. This
matrix has orthogonal columns by construction. Furthermore, we define
U˘l+1 = [p1, p2, . . . , pl, u˘l+1]
where the pj = Umxi are approximated singular vectors. Here, xi is a left singular vector of Bm and
u˘l+1 = u˜l+1/‖u˜l+1‖ is a unit vector computed from
u˜l+1 = Avm+1 −
l∑
i=1
ρipi. (16)
Eq. (16) is a Gram–Schmidt orthogonalization of Avm+1 against the vectors pi with projection coeffi-
cients ρi. The matrix B˘l+1 no longer has diagonal structure; instead an additional spike appears in the
last column, i.e.,
B˘l+1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
σ1 ρ1
σ2 ρ2
. . .
...
σl ρl
αl+1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(17)
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whereαl+1 = ‖u˜l+1‖andσ1, . . . , σl the singular valuesofBm. Toobtaina factorizationof the form(15)
the parameters β˘l+1 and v˘l+2 have to be determined. This can be done by setting v˘l+2 = v˜l+2/‖v˜l+2‖
with v˜l+2 = AT u˘l+1 − αl+1vl+1 and β˘l+1 = ‖v˜l+2‖. This setup now yields a factorization
AV˘l+1 = U˘l+1B˘l+1
AT U˘l+1 = V˘l+1B˘Tl+1 + β˘l+1v˘l+2eTl (18)
which can be extended to a factorization of dimensionm using the standard Golub–Kahan bidiagonal-
ization to give
AV˘m = U˘mB˘m
AT U˘m = V˘mB˘Tm + β˘mv˘m+1eTl (19)
with
B˘m =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
σ1 ρ1
σ2 ρ2
. . .
...
σl ρl
αl+1 βl+1
. . .
. . .
αm−1 βm−1
αm
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
This is the basis for an iterative procedure. We nowwant to make the connection to the Krylov–Schur
approach. The factorization (15) can also be found in our description of the Krylov–Schur procedure.
In particular, in Section 2 we obtained the KGK factorization (see (5))
AV˜l = U˜ll
AT U˜l = V˜l+1BTl+1 (20)
where
V˜l+1 =
[
V˜l, vl+1
]
and BTl+1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
σ1
σ2
. . .
σl
βl+1pTl
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (21)
Inorder toobtainBaglamaandReichel’s decomposition (15)wehave to include (16) in thefirst equation
of (20). Insteadof reducing the factorizationnow toGolub–Kahanbidiagonal formBaglamaandReichel
workwith theKGK factorization and extend this directly using theGolub–Kahanprocess. This is similar
to Stewart’s approach in [32] where he extends the Krylov–Schur factorization without returning to
the classical Arnoldi decomposition. In our case a slight advantage of returning to the Golub–Kahan
bidiagonal form can be seen in having more efficient ways to compute the SVD of a bidiagonal matrix
compared to the SVD of the matrix B˘m with its spike.
Here we only reviewed the approach of Baglama and Reichel that uses Ritz values as a basis for the
restart. In [1] another approach using harmonic Ritz values is presented.
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Note that mathematically Baglama’s and Reichel’s method is equivalent to the method presented
in [15] but not numerically.
The interpretationofBaglama’sandReichel’smethodasaKrylov–Schurmethod for thecomputation
of singular values can lead to a better theoretical understanding of the method (see [18] where the
connection between aggressive early deflation and the Krylov–Schur algorithm allowed for a better
theoretical understanding).
4. Purging and locking
The process of deflation is crucial in achieving efficient methods to compute eigenvalues or in
our case singular values of the large and sparse matrix A. Once an approximation to a singular value
is computed with the desired tolerance – see Section 5 for stopping criteria – we have to decide
whether this singular value is of interest to us and lock it for further computations or in the case
it is not of interest purge it. The diagonal form achieved in the KGK decomposition makes purging
and locking a trivial task as all that is left to do is to permute the entries of a diagonal matrix. This
means that a permutation matrix  can be used to move the to-be-locked σi and to-be-purged σj
singular values (for some i and j) within m = diag(σ1, σ2, . . . , σl, . . . , σm) to a new position in
˜m = Tm = diag(σi, σj, σ1, σ2, . . . , σl, . . . , σm).
The permutation alsomoves the columns inUm andVm associatedwith the singular valuesσi and
σj to the first columns of U˜m and V˜m. In the next iteration of our algorithmwe will then orthogonalize
against the vectors associated with σi and σj so that these singular values are not computed again. It
is easy to see that this technique can be adapted to purge and lock many converged singular values.
There are also numerical issueswith locking that affect the stopping criteria andwewill hencedescribe
them in the next section. It has to be mentioned that although purging and locking are trivial, some
thought has to be put what the best strategy is regarding the dimension of the search space after some
eigenvalues have been locked. We will discuss this in Section 5.
5. Stopping criterion and implementation details
In this section, we discuss a possible stopping criterion that can be embedded in Algorithm 1. In
Section 2 the SVD of them × mmatrix Bm is computed and we therefore know that
Bmqj = σjpj.
The singular values of Bm represent an approximation to the singular values of A in the sense that
‖AT (Umpj) − σj(Vmqj)‖ = ‖βm+1pmjvm+1‖
= ∣∣βm+1pmj∣∣
with pmj being the jth component of the vector pm. This could be tested as a stopping criterion.
As was shown by Stathopoulos [31] there are also numerical issues with the locking of eigenvalues
which has to do with the fact that singular values are locked but are only accurate up to a specified
tolerance. Remedies are provided in [31, Table 3].
As for all methods based on the Lanczos process the loss of orthogonality can occur when the
algorithm progresses, see [25,22]. A remedy is reorthogonalization (see for example [25, Chapter 13]).
In the context of the bidiagonal factorization there are different reorthogonalization strategies due
to the existence of two orthogonal sequences representing the Lanczos method, see [1,10]. One possi-
bility is the full one-sided reorthogonalization (only vjs orujs are orthogonalized). The computationally
more expensive way would be to do a full reorthogonalization in which both sequences vj and uj are
orthogonalized. In [26] Simon and Zha discuss and analyze different strategies for reorthogonalization
and show that one-sided reorthogonalization is a reasonable choice as long as the bidiagonal matrices
in (3) are not too ill-conditioned.
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There are different locking strategies that we could follow once p singular values are converged.
One strategy would be to only extend the decomposition from dimension l + p to m. The choice of
these subspace dimensions can subtly affect convergence rates, due to the separation of the singular
values (see [5,2]). Essentially, this means to reduce the dimension of the search space. Another choice,
would be to maintain the dimension of the search space by extending the factorization to sizem + p.
In our experiments both approaches lead to very satisfying results for the approximation of singular
values and vectors.
In all our experiments we did not come across the locking issues described in [31] where the locked
singular valuespollute theaccuracyof later approximationsof singular values.Nevertheless, any robust
software should incorporate the strategies suggested by Stathopoulos.
6. Numerical experiments
As the main focus of this paper was the derivation of the Krylov–Schur approach to the truncated
singular value decomposition, we only briefly (as a proof-of-concept) show the results obtained when
the method is applied to interior singular value problems. As we showed earlier, the Baglama and
Reichel’s method1 represents a Krylov–Schur method and numerous results are shown in [1]. In [11]
the parallelization of the Baglama and Reichel’s Krylov–Schur method is discussed and numerical
results are given.
6.1. Interior singular triplets
We now briefly compare our Krylov–Schur implementation (kssvd) to MATLAB’s svds.m which
applies routines from ARPACK [20] to the matrix
⎡
⎣ 0 A
AT 0
⎤
⎦ .
Due to the different nature of the twomethods, kssvd uses a direct approachwhereas svds uses shift-
and-invert, which might need only a few iterations but needs to numerically solve a linear system,
the best comparison would be to provide timings but as our code is only a matlab based proof-of-
concept implementation and svds.m calls the precompiled ARPACK routines, this is would not be
a fair comparison. Instead for this example we will simply give iteration counts and matrix vector
products. We have to start the methods with the same or very similar setup. Both methods will look
for 10 singular values in a search space of dimension 20. The tolerance is set to 1e-10 and we use a
random starting vector. Additionally, we will allow in our implementation (similar to that of Baglama
and Reichel) that l is adjusted from 10 to lˆ = l + 3 = 13, which is a feature not included in svds.m.
We will use a one-sided reorthogonalization process.
The use of shifts is needed for the computation of interior singular triplets, i.e., singular values and
vectors that are close to a shift τ . We can easily use svds with a shift τ and as already explained in
Section 2 we can also compute interior singular triplets using the Krylov–Schur approach. Our matrix
of choice is ASH958 [6] and we are interested in the singular triplets close to τ = 2. The results
for both methods are given in Tables 1 and 2 for the two shits τ = 2.0 and τ = 1.5. As it turned
out τ = 2.0 was equal to a singular value which explains the large residuals for the singular value
approximations computed by svds (the matrix is in finite precision close to a singular matrix). Fig.
1 shows the residuals at each iteration for the kssvd method with τ = 1.5. It can be seen that we
reach the required tolerance for the first singular value after 14 steps and then gradually computemore
and more singular values to the required accuracy. In Table 1 we give the number of matrix-vector
multiplies needed for kssvd to reach convergence. For the largest singular values this would also be a
possible measure in svds but for shifted problems it will be harder to obtain as now the shifted linear
1 Their matlab implementation can be found at http://www.math.uri.edu/∼jbaglama/software/irlba.m.
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Table 1
Singular values and residuals for kssvd after 585 iterations and8799matvecs for τ = 2
on the left and 19 iterations and 309 matvecs for τ = 1.5 on the right for ASH958.
kssvd(rk)
τ = 2 τ = 1.5
2.012504831950897(4.74e-13) 1.570015255243831(7.32e-15)
2.007585803217577(3.86e-13) 1.567505940442807(7.30e-15)
2.006753177978159(3.97e-13) 1.499268355779219(6.16e-15)
2.004939914867869(1.57e-13) 1.470620997903154(1.70e-14)
1.999999999999956(3.02e-13) 1.453357303297185(4.67e-15)
1.996564145536581(5.31e-13) 1.437421787064211(2.32e-14)
1.993905135668236(2.75e-13) 1.417436943727131(1.08e-14)
1.983286419236226(5.63e-14) 1.384159281413236(1.08e-14)
1.982152305971031(7.49e-14) 1.340462538054963(6.06e-15)
1.980790378847506(4.52e-14) 1.323899082055234(8.66e-15)
Table 2
Results for svds after 5 iterations with shift τ = 2.0 on the left and after 5 iterations
with shift τ = 1.5 on the right for ASH958.
svds(rk)
τ = 2 τ = 1.5
2.012504842422074(3.63e-05) 1.615135210040555(3.42e-13)
2.007585803665275(9.72e-06) 1.578360198548634(2.10e-15)
2.006753184402979(5.21e-05) 1.570009038070405(1.30e-15)
2.004939915548027(1.03e-05) 1.566953350760439(1.24e-15)
2.000000000000000(1.08e-15) 1.499268355779212(8.51e-16)
1.996564145535649(3.18e-06) 1.470620997903148(1.00e-15)
1.993905135667638(2.95e-07) 1.453357303297185(1.72e-15)
1.983286419340550(2.68e-05) 1.437421787064214(5.54e-15)
1.982152388349687(1.06e-04) 1.417436943727129(9.13e-16)
1.980790385438655(5.29e-05) 1.384159281413234(4.71e-15)
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Fig. 1. Residual norm at every step of the iteration for 20 iterations of kssvdwith τ = 1.5.
system itself might require a Krylov subspace solver, such as minres [23]. Also for svds since each
singular value corresponds to an eigenvalue pair, Hermitian eigensolvers (svds) may take twice the
number of iterations.
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7. Conclusions
Wehave presented amethod based on the Golub–Kahan bidiagonalization that allows the efficient
computation of a small number of singular values. By introducing a KGK factorization we were able to
present a method that makes the implementation of deflation techniques such as purging and locking
an easy task, i.e., by only using permutations on the KGK factorization.
We showed that the KGK factorization can always be converted to a Golub–Kahan bidiagonal fac-
torization and conversely the Golub–Kahan bidiagonalization can easily be transformed into a KGK
decomposition. We showed that the method of Baglama and Reichel is implicitly a Krylov–Schur
method, which allows a better analysis of their method.
Furthermore, we introduced a stopping criterion for our method and discussed numerical issues
such as reorthogonalization that arise when implementing the algorithm.
Wehave presented numerical results for an interior singular value problemandobtained promising
results.
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