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ABSTRACT
The progress in imaging techniques have allowed the study of
various aspect of cellular mechanisms. To isolate individual
cells in live imaging data, we introduce an elegant image seg-
mentation framework that effectively extracts cell boundaries,
even in the presence of poor edge details. Our approach works
in two stages. First, we estimate pixel interior/border/exterior
class probabilities using random ferns. Then, we use an en-
ergy minimization framework to compute boundaries whose
localization is compliant with the pixel class probabilities. We
validate our approach on a manually annotated dataset.
Index Terms— cell segmentation, fluorescent microscopy,
random ferns, graph-cuts
1. INTRODUCTION / OVERVIEW
Embryo morphogenesis relies on coordinated cell movements
and tissue reorganization to allow correct shaping. Progress
in embryo culture and live imaging techniques has allowed
direct observation of cellular rearrangements in embryos
from various species, including those with internal devel-
opment [1]. Important insight has been obtained through
qualitative analysis of live imaging data, but quantitative au-
tomated analysis remains a bottleneck. The specific question
addressed here is the cellular mechanisms of mesoderm mi-
gration during mouse embryo gastrulation [2]. To look at
cell shape changes of the nascent mesoderm after ingres-
sion, we examine Brachyury-Cre; mTomato/mGFP embryos
between e6.75 and e7.5 by confocal microscopy. Cells ex-
pressing Brachyury that have gone through the streak and are
populating the embryos as migrating mesoderm have green
membranes, while the rest of the embryo has red membranes.
To ensure optimal embryo survival, it is best to avoid multi-
ple colors imaging [3], and we have thus favored a membrane
marker. The goal is to track cell movements to build a map of
cell trajectories depending on time and place of ingression.
As a preliminary step to cell movement analysis, our work
focuses on cell detection and segmentation. The images col-
lected using fluorescence microscopy exhibit many charac-
teristics that make segmentation challenging. These include
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(a) Input and ground truth (b) Mean-Shift [4]
(c) Felzenszwalb et al. [5] (d) Our result
Fig. 1. Comparison of segmentation results (best viewed in color on screen).
limited spatial resolution and contrast, resulting in poor mem-
brane details. Specifically, as can be observed in Fig. 1.a, the
fluorophores do not strictly concentrate along the cell mem-
branes in our dataset [25]. In contrast to images studied in [6,
7, 8], this makes the border between two adjacent cells dif-
ficult to isolate, even visually. Moreover, the inner textures
of distinct cells present quite similar statistics, making region
merging strategies inappropriate as long as they do not use
edge information. This is in contrast with natural images, in
which the objects to segment are characterized by distinct in-
ner textures and color, and can therefore be effectively seg-
mented using superpixel merging techniques [9].
Fig. 1 illustrates two approaches that are widely employed
for image segmentation. The graph-based method of Felzen-
szwalb and Huttenlocher merges the regions in a greedy man-
ner, using a minimum spanning-tree to measure the pixels
uniformity in a region and compare it to border transitions [5,
10]. The Mean Shift (MS) algorithm offers an alternative pop-
ular clustering framework. MS represents pixels in the joint
spatial-range domain by concatenating their spatial coordi-
nates and intensity values into a single vector. This method
then assigns each pixel to a local maxima of the statistical
distribution of the pixels in this domain, using a gradient-
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descent process [4]. We observe in Fig. 1 that none of these
approaches succeeds in segmenting adjacent cells. Hence,
they are not able to capture the semantic knowledge required
to distinguish individual cells within cells aggregate.
Among the approaches proposed in the literature to ad-
dress semantic segmentation problems, [11] and [12] have
respectively considered an interactive framework or a prior
discriminative description of the object to segment. In the
context of microscopy, [13] have defined such prior mod-
els based on templates, learned in a supervised manner. In
super-resolution localization microscopy and in MRI, [14]
and [15] respectively rely on density estimation or SVM
texture features classification to differentiate structures of
interest. Those approaches are however only relevant when
strong appearance priors exist about how the object to seg-
ment differs from its environment. This is not the case in
our dataset, where the shape of the cells is subject to signif-
icant variability, and where the environment of each cell is
composed of quite similar other cell patterns.
In cases where the object appearance is not discriminant,
training appropriate edge detectors appears to be a natural ap-
proach [16, 17]. The work in [17] is of particular interest.
It has been proposed in the context of neurons reconstruc-
tion, using electron microscopy. It combines a pixel-level
membrane probability estimator with a conventional water-
shed algorithm to segment regions that are likely to be closed
by a membrane. In practice however, the membrane proba-
bility map presents too many local minima, which leads to an
oversegmented partition. To address this problem, a so-called
boundary classifier is trained to control the merging of ad-
jacent regions, based on the statistics of boundary and region
pixels. The main drawback of this approach is that the bound-
ary classifier is trained directly on the output of the watershed
stage, thereby requiring training adjustment when the water-
shed thresholds are tuned. Moreover, the contours defined in
the first step, strictly based on the membrane detector, can
only be removed in the second step, without being corrected
based on the observed region pixel statistics.
To circumvent those limitations, we propose to adopt an
approach that does not consider edge- and inside- pixels se-
quentially, but instead considers them jointly. In an initial
stage, our approach learns how interior pixels differ from
background or border pixels. It then adopts a global energy
minimization framework to assign cell-representative labels
to pixels, based on their posterior interior/border/exterior
class probabilities. Considering explicitly a class of pixels
lying on borders between adjacent cells is critical since the
main problem encountered by previous works on our dataset
consists in splitting cellular aggregates into individual cells
(see Fig. 1). Formally, we use a semi-Naive Bayesian ap-
proach to estimate, in each pixel, the probabilities that this
pixel lies inside a cell, on a boundary between adjacent cells,
and in the background. We have chosen semi-Naive Bayesian
estimation because it has been shown to be accurate and of-
fer good robustness and generalization properties in many
vision classification tasks [18, 19]. This last point is impor-
tant since the manual definition of cell contour ground-truth
is generally considered as a tedious task, which practically
limits the number of available training samples. Regarding
the subsequent energy-minimization framework, we rely on
the fast approximate minimization with label costs introduced
by Delong et al. [20], based on the seminal work of Boykov
et al. [21]. In final, our work appears to be an elegant and
effective solution to exploit posterior interior/border/exterior
probability maps in a segmentation context.
The rest of the paper is organized as follows. Section 2
introduces our semi-Naive Bayesian probability vector esti-
mator. Section 3 describes the energy minimization labelling
framework. Section 4 validates our approach, and Section 5
provides some concluding comments.
2. PIXEL CLASS PROBABILITY ESTIMATION
This section explains how to assign interior/border/exterior
class probabilities to a pixel, based on the observation of its
neighborhood. Following many successful recent works [18,
22, 23], we use randomized sets of binary tests to characterize
the different classes of point neighborhoods.
In practice, the point neighborhood is defined by a small
square window of radius l and of size (2l + 1)2 centered
around the pixel of interest. Each binary test compares the
intensity of two pixels, and is set to 1 when the first is larger
than the second, and to 0 otherwise. The pixel positions of
each test are drawn uniformly at random within the square
window. The approach considers N ∈ N sets of S ∈ N bi-
nary tests that are randomly selected, to define N flat struc-
tures, named ferns.
As in [18], let C ∈ C denote the random variable that
represents the class of an image sample, and C = {ci :
0 < i ≤ H} be the set of H = 3 interior/border/exterior
classes. Given the ensemble of N ferns F = {Fk ∈
{0, 1}S : 1 ≤ k ≤ N}, where Fk denotes the kth fern,
we are interested in estimating the posterior probabilities
P (C = ci|F1, · · · , FN ). If we admit a uniform prior with
P (C = ci) = 1/H for 1 ≤ i ≤ H , Bayes’ formula yields:
P (C = ci|F1, · · · , FN ) ∝ P (F1, · · · , FN |C = ci). (1)
Learning and handling the class conditional joint proba-
bility in (1) is not feasible for large N × S products since
it would require to compute and store 2NS entries for each
class. To keep the conditional probabilities tractable while ac-
counting for some binary tests dependencies, the semi-naive
Bayesian approach proposed in [18] assumes independence
between the ferns, but accounts for dependencies between the
binary tests belonging to the same fern. The joint conditional
probability is approximated by:
P (F1, · · · , FN |C = ci) '
N∏
k=1
P (Fk|C = ci), (2)
where the class conditional distribution of each fern is simply
learned based on the accumulation of the training samples ob-
servations, as detailed in [18].
When the number of ferns is large, the product in (2) may
cause computational underflow. Hence, in general, one de-
fines the score
sc = log (σc) =
N∑
k=1
log (P (Fk |C = c )) , (3)
The scores extracted with the random ferns provide an inter-
esting insight about the class distribution of pixels within the
image. In a conventional classification framework, a pixel
class MAP estimate cˆ is defined by:
cˆ = argmax
c∈C
P (C = c|F1, · · · , FN ) ' argmax
c∈C
sc. (4)
In our segmentation problem, however, the MAP does
not define accurately the cell boundaries, see Fig. 2.b. There-
fore, we turn to a global energy-minimization, build upon the
ferns scores, to derive an appropriate segmentation. In what
follows, when we refer to the ferns scores, we consider them
normalized, i.e. s˜c = sc/ (
∑
c sc), although we will abuse the
notation sc for clarity.
3. CLASS COMPLIANT ENERGYMINIMIZATION
The global energy minimization framework introduced in [21,
20] is used to assign cell-representative labels to pixels, based
on their posterior interior/border/exterior class probabilities.
Given a set of n labels L = {1, · · · , n}, we are looking for a
pixel-to-label assignment f that minimizes the energy
E (f) =
∑
p∈P
Dp (fp) +
∑
(p,q)∈N
W (p, q) (1− δ(fp, fq)) +
∑
l∈L
hl (f) ,
(5)
where δ is the Kronecker delta, P stands for the set of pix-
els and N for a set of pairs of interacting pixels. As detailed
below, the first term, Dp (fp), is called data fidelity and mea-
sures the cost to associated each pixel p to its label fp. The
second term,W (p, q), regularizes the label assignment by pe-
nalizing the assignment of distinct labels to interacting pix-
els p and q in a graph structure (P,W ). Finally, as detailed
in [20], the last term, hl (f), introduces a cost when f assigns
the label l to at least one pixel. The graph structure penalizes
local inconsistencies of the labels while the label cost penal-
izes having to many different labels globally.
We initialize the label set so that each cell is represented
by at least one label. To do so, we extract a number of cell-
representative seeds. In practice, each seed corresponds to
the center of a connected set of pixels whose interior score
lies above a threshold. To circumvent the threshold selec-
tion issue, and to adapt the seed definition to the local image
contrast, we consider a decreasing sequence of thresholds.
Large thresholds result in small segments, that progressively
grow and merge as the threshold decreases. Among those
segments, we only keep the largest ones whose size remains
(significantly) smaller than the expected cell size. This might
result in multiple seeds per cell, as depicted by red dots in
Fig. 2.b and e. A unique label is then attached to each seed,
adding one virtual label for the background. The fact that a
single cell induces multiple seeds, and thus multiple labels, is
not dramatic since the subsequent energy-minimization tends
to filter redundant labels.
To obtain a label assignment that is compliant with the
class probabilities obtained in Section 2, we define the cost
functions in (5) upon the ferns scores:
• the data fidelity of assigning a pixel p to a seed label fp
builds on two complementary signals because we want the
cost to increase largely when the path from a pixel to a seed
crosses a cell border, whether this border is between the cell
and the background or between two cells. Hence,
Dp(fp) =
∫
ρ
max (0, se(ρ)− si(ρ), sb(ρ)− si(ρ)) , (6)
where si, sb and se correspond to the fern scores for the in-
terior, the boundary and the exterior classes respectively, and
ρ is the set of pixels along the line connecting pixel p to the
seed associated to fp [24]. The max operator is used to pe-
nalize the allocation of p to fp only when ρ crosses a border,
i.e. se > si or sb > si. As depicted in Fig. 2.c and d, the sig-
nal se− si indeed peaks for borders between the cells and the
background while the signal sb−si peaks for borders between
two cells.
• the data fidelity of assigning a pixel p to the background
is the minimal exterior score integral computed over the set
of lines Γdp, each line originating in p, and having a length d.
Hence,
Dp(fp = e) = min
ρ∈Γdp
∫
ρ
se(ρ). (7)
• the graph edge weight W (p, q) between interacting pixels,
that are adjacent pixels on an 8-neighborhood connectivity, is
computed using a sigmoid function as
W (p, q) = 1− 1
1 + αwe−βwM(p,q)
,
where M(p, q) is defined by
M(p, q) = max
k∈{p,q}
(
min
(
sb(k)− si(k), sb(k)− se(k)
))
.
Doing so, the edge weight is low (high), allowing (discour-
aging) neighboring pixels to have different labels, when the
probability of having a boundary at pixels p or q is high (low).
Values for αw and βw are not critical and chosen empirically.
Minimizing (5) is NP-hard. We compute an approximate
solution efficiently using graph-cuts, with α-expansions, as
described in [20]. This energy minimization framework is
particularly well suited to our problem because it may account
for multiple seeds spanning the same cell, as opposed to clas-
sical watershed approaches [17].
a. Input and ground truth b. ArgMax classification c. min
∫
se − si d. min
∫
sb − si e. Final result
Fig. 2. a) Ground truth, b) MAP estimator of the pixels class from the random ferns scores, red corresponds to the interior class and light blue to the boundary
class (exterior class not displayed), c) heatmap of minimal line integral of se− si, d) heatmap of minimal line integral of sb− si, e) final result with graph cut
segmentation. The red dots in b and e correspond to the seeds extracted from the interior score distribution (best viewed in color and by zooming on screen).
4. EXPERIMENTAL RESULTS
We validate our segmentation framework on a sequence of
images with manually annotated ground truth, publicly re-
leased [25]1.
To define our training set based on the manually annotated
cell contours (white dashed contours in Fig. 2.a), we rely on
morphological operations. Specifically, the interior class is
set with binary erosion while the exterior class is set with bi-
nary dilation. The boundary class is composed of pixels lying
on the exterior region of at least 2 different cells.
Since the number of annotated cells is limited and because
we enforce balanced classes for training, our training set is re-
stricted to 1500 pixels for each class. To increase the training
set diversity and become invariant to rotation, we train the
ferns on square windows that sample the image according to
10 different orientations. Each fern involves 10 tests, and we
use 200 ferns. To measure the overall performance, we have
run a 10-fold cross-validation, and have measured a classifi-
cation accuracy of 94%, with 1% standard deviation.
We have then tested our energy minimization framework
on all the images available in the dataset2,3. The parameters
have been empirically selected as follows, d = 5, αw = 40
and βw = 15. Fig. 2 presents some representative examples
of segmentation, together with some insightful intermediate
metrics.
1To favor reproducible research, our code will also be made publicly
available at camera ready submission
2see http://perso.uclouvain.be/arnaud.browet/bioseg/results.html for ad-
ditional results.
3To avoid overfitting, each image has been segmented based on ferns
trained exclusively from other images annotations.
Fig. 2.b depicts the segmentation resulting from the ferns
only, using an argmax decision defined in (4).
Fig. 2.c and d present the line integrals considered in
equation (6). Note that the integral values are only provided
in pixels that lies within a 50 pixels distance from a seed.
This explains the particular landscape of Fig. 2.c and d. We
observe that both metrics provide complementary informa-
tion, delineating the cells either from the background or from
an adjacent cells.
The last column in Fig. 2 presents the segmentation re-
sulting from our proposed ferns-based energy minimization.
We observe that the regions extracted are in very good agree-
ment with the ground truth. As depicted in the 1st row of
Fig. 2, our segmentation is able to accurately localize bound-
aries between touching cells. Moreover, our method is also
able to merge multiple seeds within a unique region or to re-
ject seeds situated in the background, as displayed in the 2nd
row of Fig. 2.
5. CONCLUSION
Our work has adopted an energy-minimization framework
to segment cell images according to the cues provided by
random ferns about the probability that each pixel is located
within a cell or not.
Our framework is highly versatile, since the classes defi-
nition and the energy terms can account for any prior knowl-
edge related to the problem at hand. Additionally, it is also
interactive-friendly, in the sense that the seeds definition can
easily be manually adjusted, if needed.
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