We prove a Wegner estimate for discrete Schrödinger operators with a potential given by a Gaussian random process. The only assumption is that the covariance function decays exponentially; no monotonicity assumption is required. This improves earlier results where abstract conditions on the conditional distribution, compactly supported and non-negative, or compactly supported covariance functions with positive mean are considered.
Introduction
In this note we study the family of finite volume random Schrödinger operators 
Here, C W > 0 and m ≥ 1 are constants depending only on the model parameters. Let us emphasize that the only assumption is that the modulus of the covariance function decays exponentially. In particular, this allows long-range as well as non-monotone correlations at the same time. No monotonicity assumption is required. The present paper is inspired by an earlier joint project with Ivan Veselić on Wegner estimates for random Schrödinger operators with Gaussian potentials in the continuum space ℝ d , whose results will be published in a companion paper. Wegner estimates serve as ingredients for proofs of localization via multiscale analysis. Here, localization refers to the phenomenon that parts of the spectrum (of the infinite volume operator in ℓ 2 (ℤ d )) consist almost surely only of pure point spectrum (spectral localization), or that the solutions of the Schrödinger equation stay trapped in a finite region of space for all time (dynamical localization). The multiscale analysis is an induction argument over the scale L. The Wegner estimate establishes the induction step, while the induction anchor is provided by the so-called initial scale estimate. Let us note that our Wegner estimate allows to prove localization at all energies where an initial length scale estimate is provided. In particular, the initial length scale estimate follows from our Wegner estimate in the case of sufficiently large disorder λ > 0, see [19, 32] . For the method of multiscale analysis we refer to the seminal papers [10, 11] , and to [12] [13] [14] 32] . If the covariance function does not have compact support, one has to use an enhanced version of the multiscale analysis to prove localization, see [33] for the discrete, and [20] for the continuum setting.
While proofs of Wegner estimates and localization for random Schrödinger operators have initially been developed in the case where the potential values are independent and identically distributed, see [10, 11, 32] for multiscale analysis, and [1, 3, 15] for the so-called fractional moment method, both methods have been subsequently extended to models where the potential values at different lattice sites are correlated random variables. We focus our discussion here on Gaussian random potentials.
In [2-4, 17, 18, 33] τ-Hölder continuous. In [33] the authors construct an example of a Gaussian process which satisfies this assumptions. However, in Section 6 we show that Gaussian processes are in general not conditional τ-Hölder continuous, even not for compactly supported covariance functions. In [9, 26, 31] random Schrödinger operators in L 2 (ℝ d ) with a Gaussian random potential are studied. Although these papers consider operators in the continuum, it is possible to transfer their results to the discrete setting. The paper [26] considers Schrödinger operators with a bounded vector potential and a Gaussian random scalar potential. The covariance function is assumed to have compact support and to be sufficiently regular. The paper [9] provides an abstract condition on the covariance function which is sufficient to obtain a Wegner estimate. This condition is satisfied if the covariance function is non-negative. Only one example of a sign-changing covariance function satisfying this abstract condition is constructed. Indeed, the paper [9] leaves it open whether this condition is applicable to a certain class of sign-changing covariance function or not. In Section 3 we formulate a different condition on the covariance function which implies a Wegner estimate as well. Then we show how a certain tiling theorem from [24] can be efficiently used to show that this new condition is satisfied for all sign-changing and exponentially decaying covariance functions. The paper [31] shows that the abstract condition from [9] is satisfied if the covariance function has compact support and positive mean. To the knowledge of the author, this result is most general for Gaussian models with a sign-changing covariance function. Beside the compact support, the only situation which cannot be treated with the methods from [31] is if the covariance function has mean zero. That this case is particularly difficult has been observed before in terms of the alloy-type model, see, e.g., [29] .
We summarize that our Wegner estimate is applicable in situations where none of the above mentioned papers applies.
Non-monotone and long-range correlations have also been modeled and studied in terms of the so-called discrete and continuous alloy-type model, see, e.g., [6-8, 16, 21-24, 27, 29, 30] . Let us stress that the papers [22, 24, 27, 29, 30] use a transformation of the probability space to obtain a Wegner estimate for alloy-type models under a certain condition on the so-called single-site potential. In particular, the condition on the single-site potential in [22] can be seen as the analogue of our above mentioned condition on the covariance function in Section 3.
Notation and main result
Let d ∈ ℕ, (Ω, A, ℙ) be a probability space and V = {V x : Ω → ℝ, x ∈ ℤ d } a stationary Gaussian process with mean zero and covariance function γ :
, is a Gaussian random variable, the two random vectors
have for any y ∈ ℤ d the same (Gaussian) probability distribution, and for all x, y ∈ ℤ d , we have
Here, denotes the expectation with respect to the probability measure ℙ, and Cov(V x , V y ) = (V x V y ) − (V x ) (V y ) denotes the covariance of V x and V y . We assume that 0 < γ(0) < ∞ and that there are α,
Note that the covariance function may have unbounded support and is allowed to change its sign arbitrarily. By the Cauchy-Schwarz inequality, we have, for all x ∈ ℤ d ,
For each ω ∈ Ω and λ > 0, we introduce the finite volume Schrödinger operator
Our main result is the following theorem. 
The proof of Theorem 2.1 is divided into three steps. First we provide an abstract Wegner estimate in Theorem 3.1. It states that if a certain transformation of the covariance function γ is non-negative, see inequality (3.1), then a Wegner estimate follows. In the second step we cite a result of [24] , which allows us to verify inequality (3.1) for exponentially decaying covariance functions. In the last step we combine these two results to prove the Wegner estimate stated in Theorem 2.1.
An abstract Wegner estimate
The following theorem may be understood, e.g., as a discrete variant of [9, Theorem 1]. However, our assumption on the covariance function is weaker than the discrete analogue of [9] , in the sense that inequality (3.1) is required for x ∈ Λ L instead of x ∈ ℤ d . This observation is essential since for the class of exponentially decaying and sign-changing covariance functions, we are able to verify inequality (3.1) for all x ∈ Λ L , but not for all x ∈ ℤ d . Similar conditions as in inequality (3.1) were obtained before in proofs of Wegner estimates for the alloytype model in the discrete and continuous setting, see, e.g., [22, 24, 29, 30] .
Let further I = [E 1 , E 2 ] be an arbitrary interval. Then for any L ≥ L 0 we have
Remark 3.2.
One might wonder whether assumption (3.1) for j = 0 implies assumption (3.1) for all j ̸ = 0 by taking suitable translates. This is not the case, since assumption (3.1) is required only for
For the proof of Theorem 3.1 we will use an estimate on averages of spectral projections of certain self-adjoint operators. More precisely, on a Hilbert space H, let H be self-adjoint, U symmetric and H-bounded, J bounded and non-negative, with J 2 ≤ U, H(ζ ) = H + ζU for ζ ∈ ℝ, and χ I (H(ζ )) the corresponding spectral projection onto an interval I ⊂ ℝ. Then, for any g ∈ L ∞ (ℝ) ∩ L 1 (ℝ), ψ ∈ H with ‖ψ‖ = 1 and bounded interval I ⊂ ℝ, we have
For a proof of inequality (3.2), we refer to [5] , where a compactly supported g is considered. The noncompactly supported case was first treated in [9] , see also [28, Lemma 5.3.2] for a detailed proof.
Proof of Theorem 3.1. In order to estimate the expectation of the trace
we fix L ≥ L 0 and j ∈ Λ L , and use the notation t = t j,L . Let W : ℤ d → ℝ and κ : Ω → ℝ be given by
where N denotes the normalization constant
By construction, κ is normally distributed with mean zero and variance one. Moreover, κ is independent of the σ-algebra
This follows from the fact that for all x ∈ ℤ d , we have
Hence, we obtain
Hence, we can apply inequality (3.2) with H = B, ζ = κ, U = W, J 2 = λN −1/2 δ j and g the standard Gaussian density to obtain
The result follows by summing over j ∈ Λ L .
Linear combinations of translated covariance functions
In this section we cite a result of Leonhardt, Peyerimhoff, Tautenhahn and Veselić [24] . This will allow us to ensure the positivity condition (3.1) for arbitrary sign-changing and exponentially decaying covariance functions. Recall that |γ(x)| ≤ D exp(−α|x| 1 ) by assumption. In order to formulate the result of [24] , we introduce some notation.
We also introduce comparison symbols for a multi-index: If I, J ∈ ℕ d 0 , we write J ≤ I if we have j r ≤ i r for all r = 1, 2, . . . , d, and we write J < I if J ≤ I and |J| 1 < |I| 1 . For δ ∈ (0, 1 − e −α ), we consider the generating function F :
The function F is a holomorphic function, see [24] for details. Since F is holomorphic and not identically zero, we have (D 
Proof of Theorem 2.1
Let L 0 > 0 be arbitrary. By Proposition 4.1, assumption (3.1) of Theorem 3.1 is satisfied with
with D and D depending only on the covariance function. Hence, there is a constant C W > 0 depending only on the covariance function such that
The result now follows from Theorem 3.1, inequality (2.1) and inequality (5.1).
Regularity properties for stationary Gaussian processes
In this section we show that the abstract regularity conditions from [2-4, 17, 18, 33] are in general not satisfied for discrete Gaussian processes. This shows that our result is not covered by the just mentioned references. Let
We introduce the random variable
We denote by ℙ 0 ⊥: , that is, ess sup
We formulate exemplary the regularity condition from [4] .
The next theorem shows that the Gaussian process 
