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相関ルールは以下のように定義される．I = {i1, i2, · · · , im}をアイテムの集合とする．
データベースをD = {t1, t2, · · · , tn}(ti ⊆ I)とする．各要素 tiをトランザクションとよぶ．
相関ルールとは，X ⊆ I，Y ⊆ I，X∩Y = ∅であるような任意のアイテム集合X，Y を
使ってつくられるX ⇒ Y というルールを示す．相関ルールは，サポート sup(X ⇒ Y )と確
信度 conf(X ⇒ Y )の二つのパラメータを持つ．サポートは，トランザクションデータベー























1000 A, B, C
1001 A, B, C, E
1002 B, D, E
1003 C, E
1004 A, B, C, D
表 2.1において，各行がトランザクションを表す．TIDが 1000番の顧客は商品 A,B,C
を購入し，TIDが 1001番の顧客が商品 A,B,C,Eを購入したということを意味している．
X ⇒ Y という相関ルールの確信度が c%で，そのサポートが s%だとすると，商品の集合






案されている [10][14]．パターン P が飽和パターンであるということは，以下の二つの条
件を同時に満たす P ′ が存在しないことである．
1. P ′ が P のスーパーセットである．
2. P を含む全トランザクションで，P ′ も含まれる
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2. Ck 中の最小サポートを満足する部分を Lk とする．
3. Lk から候補 Ck ＋ 1を生成する．







110 A, B, C, E
120 B, C
130 A, B, C
140 C, D, E
1回目のスキャンでは各アイテムのサポートを数える．表 2.2の例では，{D}は最小サ
ポート値である 2を満たさない．2回目のスキャンでは {D}を除いた {A}, {B}, {C}, {E}
から生成される要素数 2の候補アイテムセットのサポートを求める．ここでは {A, E}と
{B, E}が最小サポートを満たさないので頻出アイテムセットから除外される．3回目のス










2.3.2 Dynamic Hashing Pruning
1997年に IBMトーマス・J・ワトソン研究所の Parkらによって提案された Dynamic
Hashing Pruning(DHP)はハッシュ表を用いることによって，候補アイテムセット数を減







要素数 2 の候補アイテムセット数を減少させることができる．図 2.2に，1回目のスキャ
ンが終了した時点でのハッシュテーブルを示す．最小サポート値 3を満たさない値が格納
されているバケットにハッシュされた {A, C}が，候補アイテムセットから除外される．
2.3.3 Sequential Eﬃcient Association Rules
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図 2.2: DHPにおける Scan1終了時のハッシュテーブル
ノードは空アイテムセットを表す．全てのトランザクションは空アイテムセットを持つた
め，出現頻度はトランザクション数に等しい．候補セットは数えられるまでは 0がカウン
トされている．図 2.3に preﬁx treeの例を示す．図 2.3の例においては全トランザクショ






Sequential Partitioning Eﬃcient Association Rules(SPEAR)アルゴリズムは SEARと
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2.3.5 Dynamic Itemset Counting
1997年に Stanford大学のBrinらによって提案されたDynamic Itemset Counting(DIC)
アルゴリズムはAprioriアルゴリズムのスキャンコストを抑える手法である [19]．






















































である<(f:1), (c:1), (a:1), (m:1), (p:1)>を得ることができる．トランザクション中の頻
出アイテムは，リストによって降順にソートされているということに注意が必要である．
2番目のトランザクションにおいては，ソートされたアイテムリスト<f, c, a, b>が先ほ
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c, a, m, p>なので最初のトランザクションと同じであり，カウンタがパス中の各ノード
で共有されインクリメントが行われる．
表 2.3: トランザクションデータ
TID Items Frequent Items
100 f, a, c, d, g, i, m, p f, c, a, m, p
200 a, b, c, f, l, m, o f, c, a, b, m
300 b, f, h, j, o f, b
400 b, c, k, s, p c, b, p
500 a, f, c, e, l, p, m, n f, c, a, m, p
FP-growth
FP-growthアルゴリズムは FP-treeの以下のような性質を利用する．
性質 1 どんな頻出アイテム ai に対しても，先頭の ai を示すヘッダテーブルから，ai の
ノードリンクをたどることにより，aiを含む生成可能な頻出パターンをすべて得る
ことができる．
性質 2 パス P にあるノード ai を含む頻出パターンを数えるためには，パス P における
ノード aiの preﬁx-pathを求めるだけでよい．そして preﬁx-pathにあるノードのカ
ウントは，ノード aiのカウントと同じである．




ノードpに注目すると，頻出パターン (p:3)とFP-treeの 2つのパス（<f:4, c:3, a:3, m:2,
p:2>, <c:1, b:1, p:1>）が得られる．最初のパスは (f, c, a, m, p)というパターンがデータ
ベースに 2度現れることを意味している．<f, c, a>は 3度，<f>は 4度出現しているにも
かかわらず，pとともに出現するのは 2度だけであるということに注目したい．pとともに
どのアイテムが出現しているかを見ることによって，pの preﬁx-path<f:2, c:2, a:2, m:2>
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図 2.4: 表 2.3から構築された FP-tree構造 (文献 [9]より引用)
を数えることができる．同様に 2つ目のパスは (c, b, p)が 1度出現し，pの preﬁx-pathが
<c:1, b:1>であることを表す．pの sub-patternを形成するこれら 2つの pの preﬁx-path
（<f:2, c:2, a:2, m:2>, <c:1, b:1>）は，pの conditional pattern base1とよばれる．pを
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表 2.4: トランザクションデータ
TID Items 頻出アイテム射影
100 c, d, e, f, g, i c, d, e, g
200 a, c, d, e, m a, c, d, e
300 a, b, d, e, g, k a, d, e, g
400 a, c, d, h a, c, d




パターン 2. cを含むが aを含まないパターン
パターン 3. dを含むが aも cも含まないパターン































ブルHaが作られる (図 2.6)．Haでは，a自身を除く全頻出アイテムが，H と同じ 3つの
値（アイテム ID，サポート値，ハイパーリンク）を持っている．Haでのサポートは，a
が射影されたデータベースにおけるサポートが記録されている．例えば，アイテム cは a
が射影されたデータベースでは 2度現れているため，Haにおける cのサポート値は 2と
なる．
aキューを一度探索すると，aが射影されたデータベースでは最低 2度出現しているよ
うな，ローカル頻出アイテムセットが見つかる．例えば，{c : 2, d : 3, e : 2}である．この
スキャンの結果，{ac : 2, ad : 3, ae : 2}という頻出パターンが得られ，Haのヘッダが図
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ての acキューの頻出アイテム射影 (TID=200, 400)が adキューに挿入される．
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1. パターンpとは，アイテムセットの集合とその頻度の組み合わせであり，< p.IS, p.Occ >
で表現される．アイテムセットの集合 p.ISの要素であるアイテムセットは，その他
のアイテムセットの部分集合にならない．例えば，p =< abcd, cde, 3 >, p.IS =
abcd, cde, p.Occ = 3.のように表す．
2. データセットDとはパターンの組み合わせである．例えば，
D1 = {abc : 1, abd : 2, abe : 1, ace : 1, ade : 1, bce : 1}.
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のように表す．ここで定義するデータセットとは，パターンとともにその頻度を含む．
3. データセットDにおけるアイテムセット I のサポートとは
Sup(I|D) =
∑
p.occ, if p ∈ D and (∃R ∈ p.IS and I ⊆ R).
上のD1の例では，Sup(abd|D1) = 2, Sup(ab|D1) = 4である．








以上の処理を繰り返し，パス kでDk が空になれば PDは終了する． PDの動きを [15]
にならって図 2.10に示す．





1-itemは L1 = {a, b, c, d, e}であり，非頻出 1-itemは
～L1 = {f, g, h, k}である．その後，D2を得るために，
～L1を用いてD1にある各パターンを分解する．例え
ば，D1 で最初に出現するパターン p = abcdef : 1に




の結果，D2に abc : 2というパターンが生成される．
パス 2では，L2と～L2を決定するために，D2にあ
る 2-itemのサポートを数える．その後，D3 を得るた
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めに，D2 にあるパターンを分解する．非頻出 2-item
は L2 = {ae}である．D2 で最初に出現するパターン
abcde : 1に注目すると，{ae}は頻出でないため，p =
abcde : 1は q = abcd, bcde : 1に分解される．
パス 3では，L3と～L3を決定するために，D3にある 3-itemのサポートを数える．その
後，D4を得るために，D3 にあるパターンを分解する．acd ∈～L3であり，acd ⊆ abcdで






98 年に IBM Almaden 研究所のRoberto らによって提案されたMax-Miner は，Maxi-
malPattern Mining として初めて提案されたアルゴリズムである．Max-Miner は，preﬁx
treeを用いて，MFI を抽出するアルゴリズムである [4]．preﬁx tree の全てのノード g に
対し，以下に示す 3 つのアイテムセットで構成される候補グループを生成し，マイニング
を実行する．
• h(g) 　 root ノードからノード g までたどることによって得られるアイテムセット
（head）
• t(g) 　ノード g の下層に現れる全てのアイテム集合 (tail)
• i 　アイテム集合 t(g) に含まれる任意の 1-アイテム
マイニングを実行するに当たって，ノード g とノード g の下に配置されているノードを対
象に，候補グループG を定義する．候補グループG は，h(g)，h(g) ∪ i，h(g) ∪ t(g) の 3
つのアイテム集合で構成される．例として，1, 2, 3, 4 で構成される TDB に対する preﬁx
tree は，図 2.11 のように表現され，図 2.11中の候補グループ {1} の場合，h(g) = {1}，
t(g) = {2, 3, 4}，h(g) ∪ t(g) = {1, 2, 3, 4}，h(g) ∪ i = {1, 2}; {1, 3}; {1, 4} となる．
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図 2.11: Preﬁx Treeの例（文献 [4]より引用）
2.3.10 FPclose
FP-growthによって生成されるパターンの数は莫大である．この問題を解決するため
に，2003 年に Grahne らによって FPclose アルゴリズムが提案された [6]．FPclose は，
FPgrowth をベースにして飽和頻出パターンを抽出するアルゴリズムである．FPcloseは，
2003年 11月時点で，Closed Pattern Miningアルゴリズムの中で最速と判定されている
[5]．FPcloseでは，FPgrowth同様にFP-treeを構築し，構築したFP-treeから頻出パター
ン生成を行う．生成された頻出パターンを CFI-tree(Closed Frequent Itemset tree) に挿
入しCFI を抽出する．
CFI-tree






• レベル (root ノードから該当ノードへたどり着くため通過したエッジの数）
• ノードリンク
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図 2.12: CFI-tree構築の方法（文献 [6]より引用）
THead の 4 つのエントリによって構成されている．CFI-tree は，FP-tree と同じ数だけ構
築される．ここで，あるアイテムセット X とすると，X 条件付 FP-tree から生成された
アイテムを挿入する CFI-tree（X 条件付 CFI-tree）を CX と置く．CX には，アイテム
セット X を含み，かつ既に CFI であると判断されたアイテムセットが格納されている．
X 条件付 FP-tree（TX）より新しく抽出されたパターン Y が抽出された場合，CX に格
納されているCFI と比較する．Y が，CX に格納されているCFI と同じカウント値を持
ち，かつ Y のサブセットでないアイテムセットが存在しない場合に，Y は CX に挿入さ
れる．図 2.12 は，図 2.12 に示している FP-tree から生成されるパターンの挿入例を示し
ている．図 2.12 においてのノード x : l : c は，アイテム x のノードで root ノードからの
レベルが 1であり，カウント値が c であるノードを指す．図 2.12(a) では，カウント値が
2 である (c; a; d) と (e; c; a; b; f) が挿入された後，カウント値が 5 である (c; a; g) を挿
入したCFI-tree である．(c; a; g) が，preﬁx 部分 (c; a) を (c; a; d) と共有しているので，
ノード g のみが追加される．同時に，共有部分であるノード c とノード a のカウント値を
5 に変更する．
図 2.12(b) では，(e; c; a; g) : 4，(c; a) : 8，(c; a; e) : 6，(e) : 8 が挿入された後
のCFI-tree である．この時点で，図 2.12 の FP-tree から全てのCFI がCFI-tree に格納
されている．FPclose アルゴリズム は，TDB から FP-tree を構築する．ここで，アイテ
ムセットHead 条件付 FP-tree THead とおき，THead から抽出されたパターンを格納する
CFI-tree を CHead とおく．さらに，THead から CFI を抽出し CHead に格納する関数を
FPclose(THead,CHead)とおく．FP-closeは，FP-treeを構築した後に，関数FPclose(T,C)
を再帰的に実行することによって，CFI を抽出する．以下では，関数 FPclose(T,C) につ
いて説明する．関数 FPclose(THead,CHead) を実行する前の段階で，Head と Head 条件
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付 FP-tree に存在するアイテムセットの組み合わせたアイテムセットが，既に抽出された
CFI であり，かつ同じカウント値でないことを確認する．
1. THead が単一パス P で構成されているかどうかを調べる．
2. THead が単一パスで構成されていた場合
(a) P から全ての候補 CFI を生成する．
(b) 生成した全ての候 (a) THead のヘッダテーブル中の任意の 1-itemset{i} を Head
に追加する．
3. THead が単一パスで構成されていなかった場合
(a) THead のヘッダテーブル中の任意の 1-itemset{i} を Head に追加する．
(b) 配列AHead から，Head 条件付パターンベース中の頻出アイテムセット全てで構
成されるアイテムセットを Tail と定義する．
(c) Tail の中のアイテムを，サポート値降順に並び替える．
(d) THead∪i とAHead∪i を構築する．
(e) CHead∪i を初期化する．
(f)関数 FPclose(THead∪i,CHead∪i) を実行する．
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表 2.5: 逐次頻出パターン抽出アルゴリズムの特徴
アルゴリズム レイアウト データ構造 スキャン回数 特徴
Apriori (’94) horizontal ハッシュ木 k ベーシックなアルゴリズム，候補アイテム
セット数を格納するためのメモリ容量とス
キャンの繰り返しが欠点
DHP (’97) horizontal ハッシュ木 k Aprioriベース，候補アイテムセット数削減
DIC (’97) horizontal preﬁx-tree k Aprioriベース，スキャン数削減
Partition (’95) vertical none 2 水平データレイアウトを利用，トランザク
ションを分割する
SEAR (’95) horizontal preﬁx-tree k Aprioriと原理は同じ，hash-treeではなく
preﬁx-treeに候補アイテムセットを格納
SPEAR (’95) horizontal preﬁx-tree 2 SEARに Partitionを適用
FP-growth (’00) horizontal FPtree 2 FP-tree構造を利用，候補アイテムセット
を生成せず Aprioriよりも高速
H-Mine (’01) horizontal H-struct 2 ハイパーリンクを利用したH-structを利用，
候補アイテムセットを生成しない
PD (’01) horizontal dataset 1 候補アイテムセットを生成しない，スキャン
回数が 1回のみ，パターンを分割してデー
タセットを小さくする
Max-Miner (’98) horizontal preﬁx-tree l+1(l:最大アイ
テムセット長)
深さ優先探索で極大頻出集合を求める．
FPclose (’03) horizontal FPtreeと CFItree 2 FP-growthベースのアルゴリズム．頻出パ
ターンを求めたのち，CFIを抽出する．


















4. ノードMが要素数 k + 1の候補アイテムセットを生成する．
この処理を候補アイテムセットがなくなるまで繰り返す．図 2.13にCDの動きを示す．各
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たハッシュ分割アプリオリ (HPA:Hash Prtitioned Apriori)[20]は，ハッシュ関数を用いて
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図 2.14: Data Distribution
候補アイテムセットをノードごとに分割し，記憶効率を高めることができる手法である．
HPAの手順は以下のとおりである．
1. 要素数 k の各候補アイテムセットをハッシュ関数によって決定されるノードに送信
する．
2. 各ノードで，割り当てられたデータベースの一部の各トランザクション tに対して





4. 結果が集められたノードで，要素数 k + 1の候補アイテムセットを生成する．
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キャストしていたDDとは異なる．
図 2.15: Hash Partitioned Apriori
HPAでは記憶効率を高めることができる代わりに，ノード間の通信やハッシュ関数の
計算を繰り返す必要がある．この問題を緩和するために提案されたのが HPA-ELD(HPA









2.4.4 Parallel Data Mining
1995年に Jong Soo Parkらによって提案された Parallel Data Mining(PDM)アルゴリ
ズムは，DHPを並列化した手法である [13]．PDMではまずDHPと同様に各ノードが要
3Point of Sales : バーコードなどと連動させて，店頭での販売情報をリアルタイム管理するシステム















2.4.5 Parallel Eﬃcient Association Rules
1995年に提案された Parallel Eﬃcient Association Rules(PEAR)は，SEARを並列化






2.4.6 Partitioned Parallel Association Rules
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表 2.6: 並列頻出パターン抽出アルゴリズムの特徴





















PPAR (’95) SPEAR ベース．原理は CD と同様．
PEARに Partitionを適用する
CDと同様． CDと同様．


































































り，0 ≤ i < nであるとする．各ノード piは，あらかじめ分配されたローカルトランザク
ション TDBiからローカルな FP-tree構造 FPTiを生成する．
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3.1.1 ローカルサポートの数え上げ
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回目のスキャンを行った後，通信を行いグローバルなサポートを得た結果，F-list (f : 8
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表 4.1: 各 PCのスペック
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4.2 MPI













































仮に Sp = p であればEp = 1 (100%)であり Sp < pであればEp < 1となる．




成した．ノード台数を 1台から 32台まで変化させて，最小サポート値 2.0%，1.5%，1.0%，
0.5%の場合について実験を行った．ノード台数が 1台の場合は，並列化を施していない
プログラムを実行し，実行時間を測定した．実験結果を，PU台数と速度向上率の関係で
グラフに表したのが図 4.2，図 4.3，図 4.4である．図 4.2はT10I4D100kに対する実験結
果，図 4.3はT10I4D500kに対する実験結果，図 4.4はT10I4D1000kに対する実験結果を
表している．
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Figure 4.3: PU台数と速度向上（トランザクション数 500k）
Figure 4.4: PU台数と速度向上（トランザクション数 1000k）
図 4.3，図 4.4に注目すると，トランザクション数が増加するにつれて，速度向上の最
大値が大きくなるということと，そのときのPU台数の値が大きくなることが分かる．具
体的には，図 4.3（トランザクション数 500k）では 16PU投入時に約 8倍の速度向上を得
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　第 4章の実験で FPclose並列化プログラムを実行したときの総実行時間を表 A.1，表
A.2，表A.3に示す．
表 A.1: 総実行時間 (秒):T10I4D100k
表 A.2: 総実行時間 (秒):T10I4D500k
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表 A.3: 総実行時間 (秒):T10I4D1000k
