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METHOD 1: Monolithic configuration file.
X File: clifDemo.cfg
X
chassis vxO 1
chassis earth
sequencer earth
PREFIX SequHost 0
args rscSvr REC_OPTIOMS = -rv -geometry 500x800+0 -name Clif_Demo
args recSvr XCTOS_DISPLAY = earth:O.O
PREFIX earth 0
task clifClientHandler /usr2/testbed/exp/unix/damos/clif/clifClientUnix
task gsmServer /usr2/testbed/exp/unix/bin/sun4/gsmServer
systask viewer REVROOTDIR/unix/bin/sun4/xctosParent
args viewer XCTOS_PROG = REVROOTDIR/unix/bin/sun4/fxctosviewer
args viewer XCTOS_DISPLAY = DISPLAY
PREFIX vxO
-1 share /usr2/tsstbed/sxp/vxeorks/share/680xO/mcsShare.o
-1 load /usr2/testbed/exp/vxworks/lib/680xO/mcsLib.o
0 load /usr2/testbed/exp/vxworks/lib/680xO/clifManagerLib.o
0 task clifManager clifMsgHandler 90
1 load
1 task
I task
/usr2/testbed/exp/vxworks/lib/680xO/gripLib.o
gripL gripEventHandler 150
gripR gripEventHandler 150
1 load /usr2/testbed/exp/vxworks/lib/680xO/tgen.o
1 task tgen tgenMsgHandler 100
2 load
2 load
2 task
/usr2/testbed/exp/vxworks/lib/680xO/pumaLib.o
/usr2/testbed/exp/vxworks/lib/680xO/chanPuma.o
¢hanLPmaDrv chanLPumaMsgHandler I00
3 load
3 load
3 task
/usr2/testbed/exp/vxworks/lib/680xO/pumaLib.o
/usr2/testbed/exp/vxworks/lib/680xO/chanPuma.o
chanRPmaDrv chanRPumaMsgHandler I00
METHOD 2: Subordinate chassis-config files.
X File: clifDemo.cfg
X
chassis vxO I /usr2/testbed/exp/vxworks/demos/clif/clif.mcs
chassis earth
sequencer earth
PREFIX SequHost 0
args recSvr
args recSvr
REC_OPTIONS = -rv -geometry 500x800+0 -name Clif_Demo
XCTOS_DISPLAY = earCh:O.O
PREFIX earth 0
task clifClientHandler /usr2/testbed/erp/unix/demos/clif/clifClientUnix
task gsmServer /usr2/testbed/exp/unix/bin/sun4/gsmServer
File: clif.mcs
X
PREFIX vxO
-1 share /usr2/testbed/exp/vxworks/share/680xO/mcsShare.o
-1 load /usr2/testbed/exp/vxworks/lib/680xO/mcsLib.o
0 load /usr2/testbed/exp/vxworks/lib/680xO/clifManagerLib.o
0 task clifManager clifMsgHandler 90
PREFIX vxO 1
load /usr2/testbed/exp/vxworks/lib/680xO/gripLib.o
task gripL gripEventHandler 150
task gripR gripEventHandler 150
PREFIX vxO 1
load /usr2/testbed/exp/vxworks/lib/680xO/tgen.o
task teen _genNsgHandler 100
PREFIX vxO 2
load /usr2/testbed/exp/vxworks/lib/680xO/pumaLib.o
load /usr2/testbed/exp/vxworks/lib/680xO/chanPuma.o
task chanLPmaDrv chanLPumaMsgHandler 100
PREFIX vx0 3
load /usr2/testbed/exp/vxworks/lib/680xO/pumaLib.o
load /usr2/testbed/exp/vxworks/lib/680xO/chanPuma.o
task chanRPmaDrv chanRPumaMsgHandler I00
METHOD 3: Subordinate config files, using include
File: clifDemo.cf 8
X
chassis vxO 1
chassis earth
sequencer earth
PREFIX SequHost 0
args recSvr
args recSvr
REC_OPTIONS = -rv -geometry 500x800+0 -name Clif_Demo
XCTOS_DISPLAY = earth:O.O
PREFIX vxO
-i include /usr2/testbed/exp/vxworks/demos/clif/clif.mcs
PREFIX earth 0
task clifClientHandler /usr2/testbed/exp/unix/demos/clif/clifClientUnix
task gsmServer /usr2/testbed/exp/unix/bin/sun4/gsmServer
METHOD 4: Subordinate chassis-config files and CVCS.
7, File: Imakefile on unix side.
7.
LDLIBS += -Irec -Imsg -ibis -Ictos -imcs -iclifClient
LDLIBS += -Ikntpt -iconfig -ItranParams -Ikin -Itrans
AllTarget (clifClientUnix clifDemo, cfg)
UNIXB inTarget (clifClient Unix, )
Conf igFileTarget (clifDemo. cfg, clifDemo, cfg_src)
Y, File: clifDemo.cfg_src
7.
#define DISPLAY earth: 0.0
#define HOST earth
/* Note: KEVROOTDIH and TARGETDIR are provided by CVCS. */
chassis vxO i REVROOTDIR/vxworks/demos/clif/clif.mcs_fast
chassis HOST
sequencer HOST
PREFIX SequHost 0
ares recSvr
args recSvr
PREFIX HOST 0
task
task
REC_OPTIO_S = -re -geometry 800x800+0 -name Clif_Demo
XCTOS_DISPLAY = DISPLAY
clifClientHandler TARGETDI R/clif Client Unix
gsmServer REVROOTD IR/unix/bin/sun4/gsmServ er
10
METHOD 4, continued
File: Imakefile on vxworks side.
AllTarget(clif.mcs_fast)
ConfigFileTarEet(clif.cfg , clif.cfg_src)
FastLoadTarget(clif.mcs_fast,clif.¢fg,¢lifServer,clif.cfg)
,.,
File: clif.mcs_sr¢
PREFIX vxO
-I share REVRDOTDIR/vx_orks/share/680xO/mcsShare.o
-I load REVROOTDIR/vx_orks/lib/680xO/mcsLib.o
0 load REV1100TDIR/vxworks/lib/680xO/clifManagerLib.o
0 task clifManager ¢lifMsgHandler 90
PREFIX vxO 1
load REVROOTDIR/vxworks/lib/680xO/gripLib.o
task gripL gripEventHandler ISO
task gripR gripEventHandler 150
PREFIX vxO i
load REVROOTDIR/vxworks/lib/680xO/tgen.o
task tgen tgenMsgHandler 100
PREFIX vxO 2
load REVROOTDIR/vxworks/lib/680xO/pumaLib.o
load REVROOTDIR/vx_orks/lib/680xO/chanPuma.o
task chanLPmaDrv ¢hanLPumaMsgHandler I00
PREFIX vxO 3
load REVROOTDIR/vxworks/lib/680xO/pumaLib.o
load REVROOTDIR/vxworks/lib/680xO/chanPuma.o
task chanRPmaDrv chanRPumaMsgBandler IO0
Ii
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(ap_winJ
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, ........................ ' ........................
Startup app_srv.
....................... i
(app_s_I
........................ t
(app_s_1
i ........................
app_srv ready.
........................ o
( _pbts1
........................ i , ..................................... I
_ appsrvI
Connecting
1. app_bts connects to app_srv
2. app_srv spawns chas_bts.
3. chas_bts's are completely
connected.
,,( c.as_bts3"
_ctosTasklJ
•"_ ctosTask2
%
 ctosTask3
........................ i
app_srv i
_( chas_bts ),,
• ctosTask6 ,: ,
/ , !
ctosTask7 _,
kr s#'
ctosTask8 _
Running
Each task has a msg. queue
Tasks inherit interchassis
sockets from chas_bts
Legend
User-invoked cmd.
Spawned process
Process invocation
Communication
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CTOS Course Exercises
1. Simple UNIX Event Handler Task
• Description: Single-task application which reports CTOS phases.
• Lessons:
- format of event handler function
- output to X-window
- CTOS execution phases
- using Imakefile & cmkmf to compile/link
- building configuration files
- starting CTOS application
• Initial Setup:
(a) Change to the directory created for your team. For example, Team 1 uses
]usr2/testbed/course/teaml]. All code written for the exercises should
be put in this directory.
(b) Use epath command to set up path to 'experimental' directory tree.
• Procedure:
(a) Write a standard-format CTOS task function to print a string when it receives
MSG_PINIT, MSG_AINIT, MSG_AEXEC, MSG_ATERM, and MSG_PTERM
messages.
(b) Print your message string using printf, and the same string using recInfo.
This will demonstrate the different output locations of these two functions.
(c) Create an Imakefile and use cmkmf command to compile and link your task
function.
(d) Write a CTOS application configuration file. Include the following line to
start an Application Executive task as part of your application:
task AppExec /usr2/testbed/course/servers/appexec
(e) Start an app_server with Permissions='Anyone' as shown below - replacing
workstation.name with the one assigned by the instructors.
app_win workstation_name -p 0
(f) Run your application via app_bts command, and observe the printed output
(content and location).
• Hints/Suggestions:
- If you want to keep code from exercises separate you can create directories
below your 'team' directory, e.g. exl/, ex2/, etc.; but this is not necessary.
- Experiment with formatting the string, e.g. could use the msgMyTaskName
function to identify your task by name in the message string.
- Imakefile needs only 3 statements: LDLIBS, AllTarget and UNIXBinTarget.
- If you sharean app_serveryou must configurethe recServerto direct output
to your terminal, e.g.:
prefix SequHost 0
args recSvr XCTOS_DISPLAY = xterm8:0.O
- When sharing a workstation with another team only the first call to app_win
will succeed, but both teams will be able to use it. If you are unable to share
an app_server it may not have been started with the -p 0 option.
- If your application ends abnormally it may be necessary to use app_cleemup
to release IPC resources used by CTOS.
2. Multi-chassis VxWorks+UNIX Application
• Description: Port UNIX task to VxWorks, and combine all teams' tasks into one
application.
• Lessons:
- task args for configuring a task
- compatibility between UNIX and VxWorks
- Imakefiles for both UNIX and VxWorks
- multi-chassis application config files
• Procedure:
(a) Modify your CTOS task function from Exercise 1 to save a string sent to
it via an args command in the chassis config file, and to display the string
during PINIT phase.
(b) Add the args command to your config file and test it.
(c) Create a subdirectory for a VxWorks version of your task function (this is
necessary because the UNIX and Vxworks Imakefiles are different).
(d) Port your CTOS task function to run under VxWorks on the VME cage
by isolating UNIX- or VxWorks-specific code within conditional compilation
directives, e.g.:
#ifdef OS_UNIX
#include <unix_stuff. h>
#endif
(e) Update Imakefiles and compile/link.
(f) As a group, build an application configuration file to start UNIX and Vx-
Works tasks for all teams in the same CTOS application. A VME CPU will
be assigned to each team by the instructor.
(g) Before starting the application, rlog into your VME CPU, e.g.:
rlogin vx2
(h) Run the application and observe the printed output on app_servers, VME
consoles (via rlogin), and recWindow.
• Hints/Suggestions:
- Using the msgStringAssiga function is the best way to parse the args string.
- The available compiler constants are OS_UNIX and OS_VXWORKS.
- Rather than copying code into the vxworks subdirectory consider creating a
symbolic link to the code in the 'team' subdirectory so that code changes are
immediately reflected in both locations. The symbolic link can be created
with the following command:
In -s ../myfcn.c
- cmkmf will make both your team and vxworks subdirectories if you add a
MakeSubdirs() statement to the Imakefile in the team subdirectory.
- Designate one team to assemble input from each team to build the group's ap-
plication configuration file. Put this file in directory/usr2/testbed/course/.
- Remember to include the AppExec task and to configure the RecWindow to
display on the workstation from which the application will be run.
- Hung applications are reset by app_cleazup. Remember to wait for the VME
cage to reboot.
- You will need to flog into the VME CPU after every reboot.
3. Send Messages to Other Tasks
• Description: Send & receive messages among tasks of multi-chassis application.
• Lessons:
- finding TIDs of other tasks
- saving data between calls to EH function
- building and sending messages
- accessing data contained in messages
• Procedure:
(a) Teams are assigned symbolic names for their tasks based on their team num-
ber; for example, team l's task is named Teaml.
(b) Modify your CTOS task function from Exercise 2 to query for the TID of
other teams' tasks during AINIT phase. Find the TIDs of the two teams
numerically higher and lower that yours (i.e. team 2 finds TIDs of team 1
and team 3). Your task should report the result to the recWindow, and save
the TIDs for later use.
(c) During AEXEC phase, build and send messages to the tasks queried earlier.
In the message send the string received via the config file args command.
Use the predefined message command of MSG_S'I'RING.
(d) Add processing for receipt of a MSG_STRING message. Your task should dis-
play the received string and the TID of the source task.
(e) As in the previous exercise, build an application configuration file that will
start an application containing a task from each team and the Application
Executive. Remember to include an argn command for each team's task.
(f) Run it.
• Hints/Suggestions:
- We will not use the VME cage for the remainder of the exercises so you may
remove references to VxWorks tasks from the Imakefile and config files.
- Keep the messages identifying execution phases if you like (may be good for
debugging), but delete printf's and just use recInfo's.
- You can test your task's message passing by having it send a message to itself,
and running it as a two-task application (your task plus the usual AppExec).
4. Develop a Server Task
• Description: Write a server and a simple task to test it.
• Lessons:
- requester-server architecture
- server message protocol
• Procedure:
(a) Design a server to perform a simple operation. For example, your server might
receive two floating point numbers, multiply them together, and return the
result.
(b) Define a message command for the request message to the server. Offset the
message command value from MSG_USER+100 by your team number (i.e.
team 5 should use MSG_USER+100+5).
(c) Define a data structure to contain the data transmitted in the request message
to the server. A data structure for return data may also be needed unless the
server returns a simple data type such as a single floating point value.
(d) Develop a server task function which receives your request message containing
input data, performs its operation, and returns the result in a reply message.
(e) Write a task function that builds and sends a request message to your server
and displays the returned results.
(f) Compile, link and run your server and test task to ensure correct operation.
• Hints/Suggestions:
- Each team works alone for this exercise, but in the next exercise we will
combine results. Keep in mind that other teams will later use your server.
- Use of a header file is highly recommended for this exercise, and will be
required for the next one.
- Next exercise we will assign symbolic names to servers based on team number
(e.g. Team3_gvr) - you might as well start using this name now.
- Can avoid the need of a data structure for server reply data if you return
just a simple data type. However, you will need to specify a way to identify
error conditions; for example by defining a certain return value to be an error
indication.
- Hint: you should use the reply-wait mechanism to block the test task until
the server replies, so you will use a MF_WAIT_SENDER, _RECEIVER, or
_COPY message flag for the request message.
- A good server should check all inputs to ensure that they are valid. For
instance, what happens if the received request message has a NULL msg.data
pointer?
- Try several requests to the server, perhaps including invalid inputs or inputs
that result in an illegal server operation.
5. Write a RPC Function
• Description: Encapsulate access to your server as a remote procedure call so
others can use it.
• Lessons:
- RPC functions
- header files and libraries
• Procedure:
(a) Name your server from Exercise 4 based on your team number, i.e. the server
written by team 3 will get symbolic name Team3_Svr.
(b) Encapsulate the building of the server request message and all communication
with the server into a RPC function, and put this function in a separate file.
Compile it as a library (see Imakefile UNIXLibTarget () command).
(c) Create a header file which contains only the definitions needed to access your
RPC function (potentially as little as the function prototype). Put enough
documentation in the header file so that users from the other teams will be
able to understand how to use your RPC.
(d) Build symbolic links in directory/usr2/testbed/course/servers/to your
RPC header and library, and to the executable code for your server.
(e) Modify your task function from Exercise 4 to call your RPC function, and
test it.
(f) Experiment with calling the RPC functions developed by the other teams.
To do so you will need to include the header file in your test task that calls
the RPC, and to start their server task when you run the application.
• Hints/Suggestions:
- The server developed in Exercise 4 can probably be used without modification
for this exercise.
- Pick a name for your RPC function and library that will avoid conflicting with
other teams' names (we don't want ten versions of myRPC). Including your
team number in the RPC name is a good way to accomplish this (myRPC3
is OK, although boring).
- When using other team's RPCs you will need to include their header files and
link with their libraries. Add the following lines to your Imakefile to enable
cmkmf to find the RPCs:
CPPFLAGS += -I/usr2/testbed/course/servers/
LDLIBS +- -L/usr2/testbed/course/servers/
- If the linker cannot resolve a reference to a RPC function it may be because
the library was not named in the Imakefile LDLIBS statement.
- In a week or so the directories used during the exercises will be deleted. Copy
any files you'd like to keep into your own account soon.
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