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Abstract
The arithmetic–geometric mean inequality for singular values due to Bhatia and Kittaneh
says that
2sj (AB∗)  sj (A∗A + B∗B), j = 1, 2, . . .
for any matrices A, B. We first give new proofs of this inequality and its equivalent form.
Then we use it to prove the following trace inequality: let A0 be a positive definite matrix and
A1, . . . , Ak be positive semidefinite matrices. Then
tr
k∑
j=1

 j∑
i=0
Ai


−2
Aj < tr A
−1
0 .
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1. Introduction
Let Mn be the space of n × n complex matrices. Denote the singular values of A ∈
Mn by s1(A)  s2(A)  · · ·  sn(A). The well-known arithmetic–geometric mean
inequality for singular values due to Bhatia and Kittaneh [3] (see also [2]) says that
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2sj (AB∗)  sj (A∗A + B∗B), j = 1, 2, . . . , n (1)
for any A,B ∈ Mn, where B∗ is the conjugate transpose of B. For a recent applica-
tion of this inequality see [4, p. 272]. On the other hand, the following inequality is
proved in [7]:
sj (A − B)  sj (A ⊕ B), j = 1, 2, . . . , n (2)
for positive semidefinite A,B ∈ Mn, where A ⊕ B denotes the block diagonal ma-
trix
(
A 0
0 B
)
. It is shown in [8, Section 3.3] that the inequalities (1) and (2) are
equivalent. We will give new and simpler proofs of these two inequalities using the
same principle in Section 2.
Let {xj } be a sequence of real vectors in Rp such that for some n  p,(∑n
s=1 xsx′s
)−1
exists. Here x′ means transpose. Anderson and Taylor [1] proved
the following trace inequality: for T > q  n
T∑
j=q+1
x′j
(
j∑
s=1
xsx
′
s
)−2
xj  tr
(
q∑
s=1
xsx
′
s
)−1
. (3)
This inequality and its special case when the xj are real numbers have applications in
probability theory, statistical estimation and control theory (see [1] and the references
therein). In Section 3 we will use (1) to prove a trace inequality for sums of positive
semidefinite matrices, which extends (3).
Denote by ‖ · ‖ the spectral norm. Kittaneh [5, Theorem 2] proved that
‖A∗A − AA∗‖  ‖A‖2 − ‖A2‖ (4)
for any A ∈ Mn. In Section 3 we will generalize this inequality to the case involving
two matrices.
2. New proofs of (1) and (2)
For Hermitian matrices G,H , we write G  H to mean that H − G is posi-
tive semidefinite. If H ∈ Mn is Hermitian, we always denote its eigenvalues in de-
creasing order by λ1(H)  λ2(H)  · · ·  λn(H). Weyl’s monotonicity principle
[2] says that G  H implies λj (G)  λj (H), j = 1, 2, . . . , n. This follows imme-
diately from the minimax characterization of eigenvalues of Hermitian matrices.
Proof of (1). Let
X =
(
A 0
B 0
)
, Y =
(
0 AB∗
BA∗ 0
)
.
Then
X∗X =
(
A∗A + B∗B 0
0 0
)
, XX∗ =
(
AA∗ AB∗
BA∗ BB∗
)
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and
0 
(
A 0
−B 0
)(
A 0
−B 0
)∗
=
(
AA∗ −AB∗
−BA∗ BB∗
)
= XX∗ − 2Y.
So 2Y  XX∗. By Weyl’s monotonicity principle,
2λj (Y )  λj (XX∗), j = 1, 2, . . . , 2n. (5)
But the first n eigenvalues of XX∗, that is, those of X∗X, are sj (A∗A + B∗B),
j = 1, 2, . . . , n, while the first n eigenvalues of Y are sj (AB∗), j = 1, 2, . . . , n.
Therefore (5) gives
2sj (AB∗)  sj (A∗A + B∗B), j = 1, 2, . . . , n. 
We will use the following fact, which is easy to verify.
Lemma 1. If H ∈ Mn is Hermitian, then
sj (H) = λj (H ⊕ −H), j = 1, 2, . . . , n.
Proof of (2). By Lemma 1,
sj (A − B) = λj [(A − B) ⊕ (B − A)], j = 1, 2, . . . , n. (6)
Since (A − B) ⊕ (B − A)  A ⊕ B, by Weyl’s monotonicity principle we get
λj [(A − B) ⊕ (B − A)]  λj (A ⊕ B), j = 1, 2, . . . , 2n. (7)
Note that λj (A ⊕ B) = sj (A ⊕ B), j = 1, 2, . . . , 2n. Combining (6) and (7) yields
sj (A − B)  sj (A ⊕ B), j = 1, 2, . . . , n. 
3. Trace and norm inequalities
We first prove a trace inequality.
Theorem 2. Let A0 be a positive definite matrix and A1, . . . , Ak be positive semi-
definite matrices. Then
tr
k∑
j=1
(
j∑
i=0
Ai
)−2
Aj < tr A−10 . (8)
Proof. The result will follow from
tr
(
j∑
i=0
Ai
)−2
Aj  tr


(
j−1∑
i=0
Ai
)−1
−
(
j∑
i=0
Ai
)−1
 (9)
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for 1  j  k. If X, Y are positive definite matrices, then by (1) we have
2sj (X) = 2sj
[
Y 1/2(XY−1/2)∗
]
 sj (Y + Y−1/2X2Y−1/2).
So
2tr X  tr(Y + X2Y−1), (10)
where we have used the fact that tr WZ = tr ZW . Setting X = (∑ji=0 Ai)−1 and
Y = (∑j−1i=0 Ai)−1 in (10) we get
tr


(
j∑
i=0
Ai
)−1
−
(
j∑
i=0
Ai
)−2( j−1∑
i=0
Ai
)

 tr


(
j−1∑
i=0
Ai
)−1
−
(
j∑
i=0
Ai
)−1
 .
Simplifying the left hand side we obtain (9).
Summing (9) for j from 1 to k we have
tr
k∑
j=1
(
j∑
i=0
Ai
)−2
Aj  tr A−10 − tr
(
k∑
i=0
Ai
)−1
< tr A−10 .
This completes the proof. 
It is easy to see that Anderson and Taylor’s inequality (3) corresponds to the
special case of (8) when each Ai , i = 1, 2, . . . , k, is of rank 1.
We need the following lemma due to Kittaneh [6, Corollary 2]. Here ‖ · ‖ denotes
the spectral norm.
Lemma 3. If X, Y ∈ Mn are positive semidefinite, then
‖X + Y‖  max(‖X‖, ‖Y‖) + ‖X1/2Y 1/2‖.
Theorem 4. Let A,B ∈ Mn. Then
‖A∗A − BB∗‖  ‖A∗A ⊕ BB∗‖ − ‖AB‖. (11)
Proof. Considering the polar decompositions A = UP , B = QV with P,Q posi-
tive semidefinite and U,V unitary, we see that (11) reduces to
‖P 2 − Q2‖  ‖P 2 ⊕ Q2‖ − ‖PQ‖. (12)
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We can assume that ‖P 2‖  ‖Q2‖. By the triangle inequality and Lemma 3 we have
‖P 2 − Q2‖ = ‖2P 2 − (P 2 + Q2)‖
 2‖P 2‖ − ‖P 2 + Q2‖
 2‖P 2‖ − (‖P 2‖ + ‖PQ‖)
= ‖P 2‖ − ‖PQ‖.
This proves (12), and hence (11). 
Obviously, the inequality (4) is the case A = B of the inequality (11).
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