Neural networks are shown to be useful as emplncal mathematical models m the calculation of quantltatlve analytical results, gvmg sufflclent accuracy to compete successfully with various common cahbratlon procedures. The performance of these neural-network models for cahbratlon data from x-ray fluorescence spectrometry (XRF) was evaluated for two trammg methods, 1 e , backward error propagation (BEP) and a genetic algonthm (GA) For a small triumng set (13 members) of data from Fe/Nl/Cr samples taken from the hterature, the BEP-trained models compared favourably with other hterature methods. The GA-trained models performed poorly for these samples. The two models performed equally well when tramed on a larger data set (30 members) conslstmg of XRF data for thm Fe/N1 layers on a substrate, for whch both the composltlon and the thckness were determmed The predictive power of both models for samples outslde the range of the traming set was unsatisfactory
The main aim of this paper is to show that neural networks can be applied in quantitative chemical analysis as accurate calibration models for multivariate data analysis. Other aims are to establish the dimensions of the neural network representation that are needed to obtain the required accuracy and to investigate the differences between backward error propagation and genetic training of neural networks.
In a previous paper [l] , it was shown that singular value decomposition and the HoKashyap algorithm (SVDHK) can be used successfully in multivariate data analysis for quantitative x-ray fluorescence spectrometry.
In this SVDHK method, a general model is used to take into account the interactions between the various constituents of the sample in terms of the crossproducts of the fluorescence intensities at the lines of the elements [2] . For x-ray fluorescence, these interactions can be predicted and modelled on theoretical grounds. Neural networks are, m principle, capable of coping with such interactions automatically if they are trained with sufficient samples that exhibit these interactions [3] . X-ray fluorescence data from the hterature [4] were chosen for this investigation because these allow the new techniques to be compared with well established procedures for which the performance has already been ascertained.
But the neural network approach was also used for Fe/N1 thin-film samples to show that the method can replace more complicated theoretical models which can only be solved iteratively [5] . THEORY Neural network theory and the backward error propagation rule have been fully explained [6] . An example of how to apply this theory to quantlta-tive chemical analysis has been given [7] . Genetic algorithms constitute a set of general and efficient means of solving optirmzation problems in very large multidimensional search spaces [8-111. These algorithms are adaptive generate-and-test procedures derived from the principles of natural population genetics [ll] . General theory underlying these procedures has been reported [8-111. In this section, the application of this theory to the design of a traming procedure for neural networks is described.
The topography of the neural network used here is given in Fig. 1 . The neurons are ordered in three layers and fully connected.
All neurons m the first or input layer are connected to all external inputs. All neurons in the second or hidden layer have the same set of inputs, i.e., the set of outputs of the neurons m the input layer. The output of each neuron of the hidden layer goes to every neuron in the third or output layer which uses these signals as inputs. The outputs of this third layer constitute the set of external outputs. Every neuron in the network is a signalprocessing unit that calculates a value of its single output based on the set of values of its input signals and a set of internal parameters. The set of internal parameters consists of a set of weighting factors, a bias and a so-called temperature factor 
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T. The set of weighting factors conststs of one term for each input of the neuron.
Mathematically, the behaviour of a neuron can be described by output = where wJ is the weighting factor of the J th input,
T the temperature factor and n the number of inputs of the neuron. The action of a neuron is completely specified by the set of parameters, wi . . . w,, bias and T; from now on, thts set is denoted by x. The operation of a complete network of neurons can be calculated if its topography and all vectors x are known.
The procedure for calculating the external outputs of a network for a given set of external inputs is as follows: (1) calculate the outputs of the neurons of the input layer, using the external inputs;
(2) calculate the outputs of the hidden layer, using the outputs of the first layer as inputs to these neurons; and (3) calculate the external outputs using the outputs of the hidden layer as inputs to the neurons of the output layer.
Fitness
The fitness of a neural network is a measure of how well it produces the correct external outputs over a number of sets of external input values belonging to samples for which the real output values are known (the training set). Mathematically, this fitness is expressed by
The summation is over the 1 external outputs of the network (z=l... 1) and over the number of samples k (J = 1 . . . k).
Traznzng
Training of a neural network is the process in which the internal parameters of the neurons which form the network (the vectors x) are adjusted in order to maximize the fitness. A suitable algorithm is the well known rule for backward error propagation.
This algorithm is known to produce suboptimal results in some cases in which the response surface of the fitness as a function of the internal parameters is multinodal.
Here, this backward error propagation rule for training a neural network is compared with a training procedure based on a genetic algorithm.
The genetic algorithm is iterative and starts with a pool of neural networks for which the initial internal parameters are chosen at random. The fitness of each member of the pool for the training set is then calculated. The next step is analogous to the natural selection process. Based on their fitness values, pool members have a chance of reproduction that is given by the factor f= fitness/average fitness of whole pool (
Pool size is kept constant and the total number of offsprmg is limtted to a certain fraction of the pool size. This mechanism ensures that the less successful networks will disappear from the pool. If no other genetic operators were applied, this process would fill the whole pool with copies of the most successful network that was present initially. However, two other genetic operators are applied after this reproduction step, i.e., crossover and mutation.
For the crossover mechanism, the neural networks in the pool are considered as a chromosome containing the numbers representing the internal parameters of each neuron placed in a long row. Crossover is done by exchanging the corresponding parts of two separate rows belonging to two pool members. The position in the row where the exchange takes place is chosen at random at bit level, to ensure efficient exchange of the properties between two neural networks in the pool. This mechanism allows an efficient search of a very large parameter space [ll] . However, not all regions of the parameter space can be reached, because the space searched is limited to all combinations of the parameters that are present in the initial pool. To extend this search space, the mutation operator is needed. In the mutation mechanism, a parameter in the chromosome of a randomly chosen member of the pool is changed randomly at a random position on the chromosome.
After the mutation and crossover operations have been applied, a new iteration cycle is started in which the fitness of the new members of the pool is evaluated, the reproduction process is continued, etc. The genetic algorithm is stopped when the fitness of the best pool member exceeds a threshold value or when a maximum number of iterations is reached.
PROGRAMDEVELOPMENT
Neural network training by backward error propagation (BEP) and genetic algorithms (GA) and the required data structures for the neuron, the neural network layer, the network itself and the genetic pool are very suitable for implementation in an object-orientated computer language such as SMALLTALK. Moreover, this language offers rapid prototypmg facilities for constructing a user-friendly interface with windows plus graphics. Therefore, the first version of the program was written in SMALLTALK/v running on an ~-MHZ XT-clone with an SO87 coprocessor.
The program offers the following features: variable dimensioning of the neural network, BEP with adjustable learning rate, moment factor and temperature adjustment rate, variable dimensroning of the genetic pool, and GA with adjustable crossover and mutation rates. The program provides pulldown menus and produces numerical as well as graphic outputs for the error per sample (BEP) or the fitness of the genetic pool members (GA). Because the program was very slow, it was not suitable for the production runs needed for the investigation but it served well as a template for the second version of the program and as a debugging aid m this later development.
The genetic algorithms rely heavily on a random number generator; it is important that rt should have a long cycle. The random number generator used here was as described earlier [12] .
The production version of the program was written in c language and offers the same functions as the SMALLTALK program, but lacks the sophisticated user interface. There are no graphics and the user input is via a question/answer module. The program was tested to run on the Digital Equipment Microvax 3100 and on personal computers if compiled with the Microsoft C 5.1 compiler. l/12. The performance of the various neural network topographies and training methods were established by the leave-one-out method, i.e., the complete data set is used for training, except the data on the sample for which the composition has to be predicted. For the training by the genetic algorithm, a neural network was coded in a chromosome as one large array containing the weighting factors, temperatures and biases of all the neurons in sequence as 8-byte floating point variables of double type. The mutation operator was used in the form of a generator producing random numbers in the interval -10.0 to +lO.O of double type (8 bytes) at randomly chosen positions at the parameter level in the genetic pool.
For the crossover operation, two different random integers were generated with a value less than or equal to the number of chromosomes in the genetic pool. These two numbers determined which chromosomes were to be used in the crossover process. Then a third random integer number was generated to decide the point at bit level where the crossover was to take place. Finally, the two corresponding parts of the two chromosomes were exchanged. Table 2 shows the results of the predictions of the compositions of the unknown samples by neural networks trained by the genetrc algorithm (GA) and the backward error propagation rule (BEP) in comparison with the SVDHK method [l] and the Rasberry and Heinrich (R&H) calculations [4] . The BEP results were obtained with a network topography of three input neurons, three hidden neurons and three output neurons that were fully connected in a forward-feed manner. Larger networks were investigated for traimng with this method, but the results did not differ significantly, so the 3 x 3 X 3 network was used in production runs because it took less time to train. Training parameters were: learning rate 0.9, momentum 0.4 and temperature factor adjustment rate 0.1. The training procedure was continued until the sum of squared errors for the concentrations of the three elements over all training samples was less than l.OE -5 for the normalized data. Two sets of GA results were obtained, one with a network topography of six input neurons, six hidden neurons and three output neurons, and the other with a 3 x 3 x 3 network. The larger network was investigated because training of the 3 x 3 X 3 network by GA suffered from premature convergence. In the GA training, the pool size was 50. The other training parameters (mutation rate and crossover rate) were changed halfway through the training from 12 mutations and 75 crossovers per generation to 25 mutations and 150 crossovers. Training was continued until the best fitness in the genetic pool exceeded l.E + 4 or did not change significantly (C 5%) over 20000 iterations (premature convergence). It can be seen in Table 2 that the prediction of the composition of sample 3987 is poor whether the networks were trained by BEP or by GA. This happened because thrs is the only sample in the data set that contains no chromium; whereas all other samples contain 2 15% chromium. Therefore, it can be concluded that the extrapolative power of the neural-network calibration models to values far away from the training set of data 1s poor for both methods. Sample 5054 also lies outside the range of the training set, but less so than sample 3987. The errors in the predictions for this sample are still unacceptable, but less erratic. Thts indicates a gradual degradation in the performance of the neural network outside the range of the training set.
A very important feature of the neural-network calibration model is that the predictions for samples outside the range of the training set show TABLE 3 Companson of &screpancles between the results from wet chenucal analysis and the tested methods
a Average discrepancy between the chenucally determmed value and the predicted value b Standard devlatlon of the dlscompositions outside this range, so that their unreliability 1s easily noticed. Table 3 shows a comparison of the mean dtscrepancy and the standard deviation of the discrepancies between the predicted and chemically determined contents for all three elements (Fe, Ni and Cr) in samples 5054, 5202, 5364 and 1188. The BEP-trained neural network shows the smallest standard deviation and the smallest mean discrepancy. Although the differences from the R&H and SVDHK methods are statistically not significant, the neural network approach has the advantage that interactions of the measured signal do not have to be modelled explicitly, but are taken care of automatically.
The results obtained with neural networks trained by GA in Tables 2 and 3 force the conclusion that the GA method is inferior to all others for this data set.
Thm-film Fe/ Nl samples
The complete data set used in the calculations for these samples is given in Table 4 . This data set was split in two ways into a training set and a set of samples which were treated as unknowns. In the first split (set A), samples 1, 6, 9, 14, 21, 27 and 29 were chosen as unknowns; this represents a cut of the data lying well within the range of the other samples that were used for training. The second split (set B) was used to test the extrapolative power of the neural network model. Here, the unknowns were samples 32-36, which are clearly outside the range of the samples used for training (except for samples 12 and 13). Table 5 shows the sum of the squared absolute prediction errors (SSQ) for various sizes of network tf the training by BEP is continued to a sum of squared errors of less than 3.0 x lop4 for the normalized training set data. Companson of the sum of squared prediction errors shown for sets A and B proves that the extrapolative power of the BEP-trained neural networks is poor. The best topography for extrapolation is 3 x 3 x 3. Table 6 shows a comparison between the real composition and thickness and their predicted values for the samples that were treated as unknowns in set A, calculated with the BEP-tramed 5 x 5 x 3 network. Table 7 shows the predicted and real data for set B treated as unknowns, calculated by the BEP-tramed 3 X 3 X 3 neural network. Except for sample 32, all samples have one or more predicted values outside the range of the training set, so that m practice there is some indication of their unreliability.
In both tables, the sums of the iron and nickel contents are close to 10096, a feature that both neural networks seem to have learned from the training examples. The results of predictton by two sizes of network tramed by the genetic algorithm are given in Table 8 . The results for set B show clearly that the extrapolative power of the 6 x 6 x 3 network is extremely poor; the smaller network produces more realistic predictions.
From this and sirrnlar findings with networks trained by BEP, it can be concluded that the smaller networks offer a pre- 
