Abstract. The unconstrained formula of the smoothed 0 l approximation is proposed based on the basis pursuit (BP) and the improved smoothed 0 l approximation (ISL0) algorithm, and then an improved SL0 algorithm with the sequence subspace optimal method is provided to solve the unconstrained formula. The algorithm translates the constrained sparse decomposition problem into the unconstrained sparse decomposition problem of the smoothed 0 l approximation, and the unconstrained problem is solved with the SESOP method. The experimental results show that the proposed algorithm has the better effect of sparse decomposition and the denoising effect, the sparse coefficient has the better accuracy, and the algorithm is efficient to the proposed unconstrained problem.
Introduction
Sparse decomposition algorithm is a key problem in the field of signal sparse decomposition, which is related to the application of sparse decomposition in practice. Therefore, it is still an urgent problem to study the fast algorithms of sparse decomposition and find new ideas for better approximation of theoretical results of sparse decomposition. Literature [1] replaces 0 l norm with approximate function and proposes the algorithm of smoothed 0 l approximation (SL0) for sparse decomposition. The decomposition results arising from this are of more sparsity, which meanwhile open up a brand-new research orientation of sparse decomposition algorithm. An improved smoothed 0 l approximation (ISL0) algorithm is proposed in Literature [2] . The algorithm is an extension and development of Literature [1] . The problem of smoothed SL0 sparse decomposition under constrained conditions is turned into the smoothed SL0 sparse decomposition problem under unconstrained conditions. Literature [3] applies SL0 algorithm for dictionary learning in sparse decomposition and achieves good results. In Literature [4] , an improved SL0 algorithm based on zero space is proposed, which avoids the gradient projection operation. In Literature [5] , the SL0 algorithm is used and meanwhile the penalty term is introduced to enhance the sparsity constraint so as to realize the accurate estimation of the complex sinusoidal signal frequency. SL0 algorithm is used with accelerated sparse recovery in [6] . In this paper, a smoothed SL0 algorithm based on sequential subspace optimization (SESOP) method is proposed by referring to the sparse solution idea of BP algorithm in sparse decomposition theory.
Unconstrained SL0 Algorithm
In order to consider the influence of noise, an approximate decomposition method is proposed in the process of getting sparse solution through the BP algorithm in the sparse decomposition theory, which is to turn the minimum 1 l norm under the constrained conditions in BP algorithm: (2) Therefore, by using the method of getting the minimum value without constraints and ISL0 algorithm of BP algorithm in sparse decomposition, the solution problem of sparse decomposition of the smoothed SL0 algorithm is turned into the unconstrained problem with penalty term.
First, the approximate function is (8)  is the penalty factor.  determines the tradeoff between accuracy and error, affecting the accuracy of the calculation.
SL0 Algorithm Principle of SESOP Method
The sequential subspace optimization method is suitable for solving large-scale smooth unconstrained problems. The SESOP method optimizes the complexity of the worst case , and the storage requirement is low. The computational burden is smaller at each iteration, which makes the SESOP method a useful tool to solve the unconstrained optimization problem. In Formula (8), the function ( )
F x
 is the smoothing function whose smoothness is determined by the parameter  . Therefore, for the solution of Formula (8), the method of sequential subspace optimization is proposed.
In each iteration, the SESOP method searches for the minimum value of the objective function on the subspace that is extended by the current gradient and the early iterative direction. To define the subspace structure, the following series of directions are used:
1. The current gradient: ( ) k g x , ( ) k g x represent the gradient at the k x of the k point; 2. Nemirovski direction:
in which
3. The previous direction:
Among them, any subset of the three directions including the Nemirovski direction, the previous direction, and the previous gradient constitutes the subspace of the SESOP method together with the current gradient direction, and the current gradient direction becomes the necessary direction of the subspace. For quadratic equations, this method is equivalent to the conjugate gradient method when only ( ) k g x and k p are used to constitute two-dimensional optimized subspace. When the Nemirovski direction is added to the two-dimensional subspace, the worst case optimization is ensured. When the subspace continues to increase in the previous direction K is the equilibrium parameter for calculating the loss and the times of iterations in each iteration calculation, and K is generally not more than 10 times or 100 times of the direction. At the same time, the basic SESOP method uses only the first derivative of the objective function. In many practical applications, the objective function has a second derivative, so the Newton method is often used in the subspace optimization of Step 3. Since the function ( ) F x  in Formula (8) has a second derivative, the Newton method is used in Step 3 when the unconstrained sparse decomposition problem with penalty term is solved using the SESOP method.
Analysis of the Experimental Result
In order to study the improved effect of the SESOP method on the unconstrained SL0 algorithm, the sparse decomposition effect of the signal under noiseless interference and that under noisy interference are simulated and analyzed respectively. A randomly generated signal x with a sampling point of 256 and a sparsity of 0.03 is used as the sparse original coefficient to randomly generate an over-complete dictionary A of 128 * 256 in size; according to y Ax  , get the signal y that needs sparse decomposition. 10 log (
In order to study the effect of the sparse decomposition of the signal through SL0 algorithm based on SESOP method in the presence of interfering noise, the influence of the parameters  in the Formula (8) on the sparse decomposition results is analyzed first. On this basis, the decomposition effects under the different signal-to-noise ratios are analyzed. Figure 1 shows the signal-to-noise ratio of the reconstructed signal corresponding to the different penalty parameters  at the signal-to-noise ratio of 5dB through 100 iterations. It can be seen from the figure that when the penalty parameter is around 0.09, the reconstructed SNR is the largest, the anti-interference ability is stronger, the signal reconstruction error is the smallest and the decomposition accuracy is higher. As the penalty parameter increases or decreases, the reconstructed SNR becomes larger and the reconstruction accuracy decreases. So in the subsequent simulation experiments, the penalty parameter takes the value of 0.09. Figure 2 shows the contrast between the decomposition coefficient and the original real coefficient obtained by sparse decomposition of the noise interference signal using the SL0 algorithm based on the SESOP method when the penalty parameter is 0.09 and the SNR is 20dB. It can be seen from the figure that the coefficients obtained by sparse decomposition of the signal with noise interference through the SLO algorithm based on SESOP method are sparseness. At the same time, by comparing with the original real coefficients, the sparse coefficients well reflect the information and characteristics of the original coefficients, and the sparse coefficients are highly reliable. And the signal-to-noise ratio between the decomposition coefficient and the original real coefficient is 40.897dB, and the signal-to-noise ratio is improved greatly. Table 1 shows the reconstruction error of the improved SL0 algorithm at different input noise amplitudes by 100 iterations. It can be seen from the chart that the reconstruction SNR obtained by the improved SL0 algorithm based on the SESOP method is better than that obtained by the ISL0 algorithm. At the same time, the reconstruction SNR obtained by the two methods decreases with the increase of the noise amplitude. Figure 3 is a comparison of the decomposition coefficients obtained with the improved SL0 algorithm using the different methods and the original real coefficients. It can be seen from Figure 3 that the decomposition coefficient obtained from the SL0 algorithm based on SESOP method is of sparseness, and it is very close to the original real coefficient, the error is very small and the original coefficient of information is fully reflected. The decomposition coefficient obtained from ISL0 algorithm has interference information and its sparsity is affected, but the main feature information of the original coefficient has also been fully reflected. At the same time, the operation time required by the SL0 algorithm improved by the SESOP method in 100 cycles is 0.325579s and that of ISL0 algorithm is 0.33083s. The difference is very small, but the computation speed of SL0 algorithm improved by SESOP method is faster. 
Summary
On the basis of putting forward the solution of sparse decomposition through the unconstrained smoothed SL0 algorithm with penalty term, this paper further proposes to solve the above problems by the SESOP method. The simulation results show that compared with ISL0 algorithm, the improved Sl0 algorithm based on SESOP method has better sparse decomposition effects on signals with noise interference, the sparsity of the decomposed coefficient is better and the error better the decomposed coefficient and the original real coefficient is smaller, thus well reflecting the information and features of the original real coefficient; it also has higher accuracy. At the same time, the SL0 algorithm based on SESOP method is more efficient.
