In this paper, a radical adaptive terminal sliding mode control method for a robotic arm with model uncertainties and external disturbances is proposed in such a way that the singularity problem is completely dealt with.
Introduction
It is evident that robotic arms have been widely applied thanks to their vital role in flexible automation processes with high speed and high accuracy. In contrast, they have often been subjected to external disturbances and a number of model uncertainties, such as payload variations and dynamic parameter variations, and therefore, in practice, it is impossible to get the precise expression of the dynamics of these arms. Consequently, various control approaches capable of dealing with such model uncertainties as well as making robustness against such external disturbances have been proposed and can be found in the literature.
The linear sliding mode control (SMC) method [1] [2] [3] [4] is one of the most effective control methods to cope with the existence of the aforementioned model uncertainties as well as external disturbances and therefore has been applied widely. The primary principle of the linear SMC method is that proper sliding surfaces have been first established, followed by a procedure for designing robust control laws enabling the sliding variables to reach these sliding surfaces. In particular, discontinuous control efforts have been utilized in order to assure that the sliding variables have always been forced into and kept on the sliding surfaces. For this reason, the asymptotic convergence of the tracking errors to zero along the sliding surfaces has been ensured [3] . However, the asymptotic convergence to zero only implies that the tracking errors converge to equilibrium (zero) as time goes to infinity. So as to strengthen the convergence rate, the design gains of the linear SMC method must be augmented to be bigger. Thus, it may cause the harmful saturation of the control inputs. This is one of the drawbacks of the linear SMC method.
On the other hand, for robotic tasks requiring high precision, asymptotic convergence is insufficient. Consequently, in such a context, a finite-time convergence is required instead of the asymptotic convergence of the tracking errors. Accordingly, terminal sliding mode control (TSMC) techniques have been proposed to address this issue [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] .
Thanks to establishing a nonlinear term in the terminal sliding manifold (terminal sliding surface) rather than the linear term as in the traditional linear SMC methods, the TSMC methods have made the tracking errors as well as the design gains reduce significantly as compared to traditional linear SMC methods, for instance the works in [5, 6] . However, the disadvantages of the methods in [5, 6] are that the singularity problem has not been fully considered, especially whenever a tracking error variable is equal to zero (i.e. e i = 0 with i =1,..., n) , whereas the corresponding terminal sliding variable is not equal to zero (i.e. s i ̸ = 0) . Clearly, the singularity problem is a sensitive issue because it makes the control inputs unbounded. The works in [7, 8] defined a nonsingular terminal sliding manifold in order to avoid the singularity problem, but the time needed to reach this nonsingular terminal sliding manifold heavily depended on the dynamics of both perturbations and external disturbances. In addition, the authors in [9] proposed an indirect approach with the aim of avoiding the singularity problem. To be specific, in this method, the singularity problem was prevented by switching between the terminal and linear sliding manifolds, but the results were that, still, the tracking performance could not be clearly improved owing to rough switches. The work in [10] addressed the singularity problem by means of a modified terminal sliding manifold in order to make switches smoother. The singularity problem was avoided by switching between the terminal and general sliding manifolds, which were constructed via quadratic functions. However, a very difficult problem in [10] was how to choose both K 1i and K 2i gains such that λ i (e i ) and its time derivative were continuous and bounded.
With regard to the radial basis function neural network (RBFNN), it is an undeniable fact that it is one of the strongest tools to approximate any unknown nonlinear smooth function with arbitrary precision by means of the capability of online learning of the weights. Furthermore, since this neural network (NN) has a simple NN weight updating law, a quickly convergent rate of the NN weights, and, above all, a simple structure, using it has facilitated procedures designing control laws and analyzing the stability for closed-loop control systems as opposed to other types of multilayer perceptron NNs. For instance, it was adopted in [6, 10] .
Our work in this paper has extended the works in [5, 6, 10] to overcome these aforementioned deficiencies.
First, terminal sliding manifolds are proposed in the same way as in [6] , but the singularity problem is dealt with fully. Second, the difficulty in [10] , namely how to select both K 1i and K 2i gains, is also avoided. In addition,
since it is very difficult to determine the upper bounds of the model uncertainties and external disturbances in practice, the robust gain of the robust control law is updated online via a robust gain updating law. Therefore, in this proposed controller, it is unnecessary to know the upper bounds in advance.
Finally, as a consequence of the discontinuous control efforts, chattering occurs, with the result that the tracking performance is reduced considerably. To eliminate the chattering, we replace sign functions by smooth functions.
This paper is organized as follows. Section 2 shows preliminaries. Section 3 represents procedures for designing the proposed control law. Section 4 illustrates the comparative computer simulation results for confirming the validity and advantage of this proposed control method. Section 5 describes our conclusion.
Preliminaries

The dynamics of an n-DOF rigid robotic arm
The dynamics of this arm is the following [6] :
where q,q,q ∈ R n are the position, velocity, and acceleration vectors of the joints, respectively. Next, M (q)
expresses the inertial matrix. B (q,q) shows the centripetal and Coriolis matrix. G (q) represents the vector of gravity components. τ d indicates the bounded vector of total uncertainty consisting of both model uncertainties and external disturbances. τ reveals the vector of the torques considered to be the control inputs.
Property 1 M (q) is positive definite, invertible, and bounded as follows:
where M 1 and M 2 express known, positive, real constants.
In other words, we can write:
The structure of the RBFNN
In this subsection, we illustrate the structure of the RBFNN briefly. As can be seen in Figure 1 , it constitutes three layers, namely the input, hidden, and output layers. In particular, the input vector is defined as
T with N 1 being the number of input nodes. The hidden layer includes N 2 activation functions.
These activation functions, in this work, have been selected to be Gaussian type functions, as follows:
where ζ i and η i are the center and width of the Gaussian function of the i th hidden-layer neuron, respectively.
Input layer H dden layer Output layer The output layer is a linear combination of the weights and the activation functions. To be specific, the expression of the j th output-layer node (neuron) is described as follows:
Here, W j0 is the threshold offset of the j th output-layer node, and W ji is the weight connecting the ith hidden-layer neuron to the j th output-layer node. N 3 indicates the number of output nodes.
The output vector of the RBFNN can be written as follows:
where W constitutes all the threshold offsets W j0 and the weights
T shows the vector of the hidden-layer activation functions. Here, it should be emphasized that 1 was inserted as the first element of σ (x) . This can be explained by making W comprise both the threshold offsets and the weights.
For any bounded and continuous function vector f (x) :
where ε is a reconstruction vector and can be made small arbitrarily.
Designing control law
The problem statement
The control goal here is to design a radical TSMC method such that the actual vector of the joint positions q tracks a predefined trajectory q d with the tracking error vector e = q − q d converging to zero within a finite time.
Describing terminal sliding manifolds
Similar to the work in [6] , we have defined the i th terminal sliding manifold as follows:
where q i is the i th position variable, e i = q i − q di is the ith tracking error variable, q di shows the desired trajectory of q i , β i is a positive constant and can be chosen arbitrarily, sig
with φ 1 and φ 2 being positive odd integers satisfying the following inequality [10]:
Despite comprising the absolute value and signum operators, Eq. (8) is always smooth and differentiable [8] .
It should be noted thatq ri =q di − β i sig (e i ) φ is an auxiliary variable utilized to compute the control inputs.
On the one hand, if s i = 0 , thenė
and therefore e i = 0 will clearly be the only attractor of Eq. (10). Moreover, s i = 0 yields the following:
As a result, φ > 1 2 stops the singularity problem occurring whenever e i → 0 . On the other hand, if e i → 0 while s i ̸ = 0 , then the singularity problem will happen due to the fact that there exists a negative fractional power inq ri as follows:
Accordingly, eliminating the singularity problem is a fundamental task in this situation.
Computing the control inputs
Unlike the work in [6] , where the singularity problem was completely ignored, here, with the purpose of avoiding this problem, we have proposed more auxiliary variables as follows:
with i = 1, ..., n , where γ i illustrates a boundary layer around zero corresponding to e i and can be chosen to be tiny arbitrarily.
Now we can rewrite Eqs. (8) and (13) in terms of vectors respectively, as follows:
where
T . Next, we can define a nonlinear dynamic function vector as follows:
Subtracting f (x) from both sides of Eq. (1) yields
Observing Eq. (17) reveals that if the dynamics of this arm, f (x), is expressed accurately, and further τ d = 0 , then the control inputs can be directly computed via a model-based control law as follows:
where Γ is a positive-definite design gain matrix and can be selected arbitrarily, and ρ = ρ 1 /ρ 2 with ρ 1 and ρ 2 seeming to be positive odd integers satisfying ρ 1 < ρ 2 [10] .
Substitution of Eq. (18) into Eq. (17) while noting that τ d = 0 leads to
Observing Eq. (19) reveals that the stability of the whole closed-loop control system is easy to be proven by means of Lyapunov criteria.
Meanwhile, it is unlucky that there is, in practice, often no prior knowledge of the robotic dynamics perfectly, or, more precisely, f (x) is unknown, and further τ d ̸ = 0 . As a consequence, it is impossible to apply the model-based control law of Eq. (18). Thus, in this work, f (x) is approximated through the RBFNN shown by Eq. (6). In addition, a robust term is utilized to overcome the total uncertainty consisting of τ d and the inevitable approximation errors caused by the finite number of the hidden-layer neurons of the RBFNN. To specify, the proposed control law is defined as follows:
whered is the aforementioned robust term determined in a specific way subsequently.f
is the output of the RBFNN and is adopted to estimate f (x) , whereŴ is an estimation of W * and can be updated online by means of the online weight tuning algorithm. Particularly, the expression off
Substituting Eqs. (7), (20), and (21) into Eq. (17) results in
Next, the online weight tuning algorithm has been proposed in the following form:
where H is a positive definite matrix and can be chosen arbitrarily.
Assumption 1 Suppose that the uncertainty d is bounded as follows:
with Ω being an unknown positive constant.
The robust termd in Eq. (20) is proposed in the following:
withΩ being the robust gain.
As opposed to the works in [5, 10] where there was, in advance, a need to know the upper bound of the total uncertainty, and therefore those corresponding robust gains were chosen to be constants, in this work, due to the fact that it is, in practice, very hard to obtain the prior knowledge of this upper bound, the robust gain is updated online as follows:Ω
where Ψ is a positive constant and can be chosen arbitrarily.
For the sake of convenience in illustration, we have proposed the scheme of the whole closed loop control system as in Figure 2 . 
Stability analysis Theorem 1 Let us consider the n-DOF robotic arm described by Eq. (1). Let Assumption 1 hold. If the terminal sliding manifolds, the control law, the online weight tuning algorithm, the robust term, and the online robust gain updating law are proposed by Eqs. (8), (20), (23), (25), and (26), respectively, then all the signals in the whole closed-loop control system will be bounded and further the tracking errors will converge to zero within a finite time.
Proof Let us consider a Lyapunov candidate function as follows:
whereΩ = Ω −Ω , and tr(.) is the trace of the matrix.
Differentiating Eq. (27) and noting thatΩ = −Ω andẆ = −Ẇ yieldṡ 
It is clear that tr
Next, based on Assumption 1, we getV
Observing Eq. (31) implies thatV ≤ 0 for any s. For this reason, in accordance with the Lyapunov criteria and LaSalle extension, it follows that V (t) ≤ V (0), which in turn leads to that if the initial values s (0) ,W (0) , andΩ (0) are bounded, then s (t) ,W (t) , andΩ (t) will be bounded for all t > 0 . As a result, all signals in the overall control system will be bounded.
Next, with the purpose of confirming the finite time convergence of s to zero, we choose another Lyapunov candidate as follows:
Taking the time derivative of Eq. (32) results iṅ
It is obvious thatV
It should be emphasized that W T σ is bounded [10] . Meanwhile,Ω is always updated online such that it increases as long as ∥s∥ ̸ = 0 , as can be seen from Eq. (26). Accordingly, if the initial valueΩ (0) and the gain Ψ are chosen to be big enough, then the following inequality will hold after a very short time interval:
It follows thatV
Similar to [10] , the following inequality is derived:
where Γ min is the minimum eigenvalue of Γ.
Therefore, the finite-time interval taken for s reaching to zero is calculated as follows [10] :
When the states of the system are on the terminal sliding manifolds, i.e. s = 0 , the finite-time interval taken for e i → 0 is computed as follows [10] :
Combining Eqs. (38) and (39), the total finite-time interval taken for each tracking error e i coming to zero is expressed as follows:
This finishes the proof. 2
Remark 1 In order not to the chattering, we have replaced Eq. (25) by the following:
where κ shows a very small positive constant.
Thus, so as to ensure the boundedness ofΩ, Eq. (26) must be replaced by the following:
Simulation results
To confirm the rightness and advantage of this proposed control method, we have implemented a computer simulation by means of MATLAB/Simulink software for the two-link planar robotic arm described in Figure 3 . The dynamics of this arm was derived from [6] with the dynamic parameters being given specifically as follows:
Without loss of generality, it was given as follows:
The structure of the RBFNN has been selected to have 8 input-layer nodes, 40 hidden-layer neurons, and 2 output-layer nodes. In addition, the center vector For the robust term, the initial value of the robust gain was chosen asΩ (0) = 20 , and further the gain of the robust updating law was also chosen as Ψ = 2 .
For the terminal sliding manifolds, we chose the gains as φ = 7/11 and β i = 10 with i = 1, 2. For the control design parameters, we have selected ρ = 1/3 , Γ = diag (10, 10), γ i = 0.001, κ = 0.05.
The desired vector q d has been chosen to be the following: Figure 4 depicts the tracking performance of this proposed TSMC method. Next, for comparative purposes, a linear SMC method with the same control gains other than φ = ρ = 1 was also stimulated, whose tracking performance is shown in Figure 5 . The comparisons between the tracking errors of the proposed TSMC method and the linear SMC method are expressed in Figure 6 and Figure 7 . Obviously, in the steady state, the tracking errors of the former are much smaller than those of the latter. To be specific, the tracking errors of the former are around 3 × 10 −5 and 10 −6 (rad) at joint 1 and joint 2, respectively, whereas those of the latter are about 10 −2 and 10 −3 (rad), respectively. Furthermore, the torques (control inputs) of both the proposed TSMC method and the linear SMC method are described in Figure 8 . Clearly, in the transient state, the torques of the former are significantly small as opposed to those of the latter. In particular, the biggest torques of the former are 110 and 50 (Nm) at joint 1 and joint 2, respectively, while those of the latter are 155 and 115 (Nm), respectively. It is vital to note that the big torques of the latter may also cause the harmful saturation of the actuators.
Combining Figures 6, 7 , and 8, we are able to observe that in the transient state, the torques' initial values in our proposed TSMC method are smaller than those in the linear SMC approach. As a result, the periods for reaching zero of the tracking errors e 1,2 of the former are longer than those of the latter. This is the drawback of the former compared with the latter. However, this drawback is acceptable in robotic control engineering. On the contrary, exerting small control efforts at the beginning to avoid the harmful saturation of the control inputs (torques) is one of the significant advantages of our proposed TSMC method compared with the linear SMC approach.
In contrast, to compare with the approach in [6] , we have also implemented comparative simulations with τ d described in Eq. (43) and the desired vector q d illustrated in Eq. (44). As can be seen from Figures 9, 10, and 11, it is obvious that in the steady state, not only the tracking errors e 1,2 but also the torques τ 1,2 of our proposed method are much smaller and smoother than those of [6] . An explanation is that Eq. (13) in our control method enables both the tracking errors and the torques to be better. 42). To be specific, as illustrated in Figure 12 , the chattering phenomena have happened at both the joints in the case using sign function Eqs. (25) and (26), while there is no chattering phenomenon in the case utilizing smooth Eqs. (41) and (42). The cost of making these replacements is that in the steady state, the tracking errors of the latter are possibly bigger than those of the former. For example, Figure 13 shows the comparison between the former and the latter at joint 1. It is evident that the biggest of e 1 in the latter is bigger than that in the former, with the latter constituting 4 ×10 −5 and the former 2 ×10 −5 (rad). Nevertheless, the cost perhaps is allowed in robotic control engineering.
From the above simulation results, we can mention that our proposed TSMC method is more advantageous than both the linear SMC method and the approach in [6] . 
Conclusion
This paper has represented our novel antisingularity TSMC method for a rigid robotic arm. Apart from easing some disadvantages of the linear SMC, such as making big control efforts in the transient state but getting rather big tracking errors in the steady state, this proposed TSMC method has still preserved the robustness against the model uncertainties as well as the external disturbances. Furthermore, the singularity problem has also been completely dealt with by means of Eq. (13) . Thanks to the advantage and simplicity of this proposed TSMC method, it will be a great candidate for practical applications. the torques at jo nt 2 t me (s) the torques at the jo nt 2 (Nm) the torques at jo nt 2 (Nm) the method n [6] our proposed method the method n [6] our proposed method Figure 11 . Comparison between the torques of our proposed method and the approach in [6] . This is the reason why we mentioned that the singularity problem in [6] has been completely ignored.
