The nonlinearity and uncertainty of the flood process are such that estimating or predicting required hydrologic data is often tremendous difficult. Consequently, this study employs a Back-Propagation Network (BPN) as the main structure in flood forecasting to learn and demonstrate the sophisticated nonlinear mapping relationship. However, sophisticated natural systems and highly changeable hydrological environments require that the construction of an artificial neural network (ANN) as a forecasting model should include a risk analysis to reflect the hydrological situation or/and physical meaning of the predicted results. In this paper, a Self Organizing Map (SOM) network with classification ability was applied to the solutions and parameters of BPN model in the learning stage, to classify the network parameter rules and obtain the winning parameters. Hence, hydrologic data intervals can then be forecasted, with the outcomes from the previous stage used as the ranges of the parameters in the recall stage. Overall, this research develops a methodology for providing the decision-maker with more flexibility in forecasting floods.
INTRODUCTION
ANN has been successfully applied to forecast flood discharge. Yang [4] developed a flood forecasting procedure by integrating LTF (linear transfer function), the ARIMA (auto regressive integrated moving average) model and ANN. Gavin J. Bowden et al. [1] explained that the way in which available data are divided into training testing and validation subsets can markedly influence the performance of an artificial neural network. In spite of numerous studies, no systematic approach to dividing optimally data for ANN models has yet been developed. They presented two methods for dividing data into representative subsets, namely, a genetic algorithm and a self-organizing map. Those papers focused on the forecasting accuracy and handling of the input 2 data of ANN. Some researchers have examined establishing a confident interval for point forecasting using ANN. J.T.Gene Hwang and A.Adam Ding [2] focused on the construction of intervals of prediction. They constructed asymptotically valid prediction intervals and also indicated how to use the prediction intervals to choose the number of nodes in the network. Y.M. Kuo and C.W. Liu [5] used the Back-Propagation Neural Network to forecast future variation in groundwater quality. Their results reveal that the hidden nodes are insignificant in training a BP network and forecasting. Besides, the confidence intervals at each forecasting value are also computed.
This study does not emphasize the modification of point forecasting, as discussed above. Rather, this work seeks to build an appropriate procedure for estimating suitable intervals of parameters (weights and biases) for ANN, to increase the flexibility and convenience of practical forecasting of flood discharge.
METHODOLOGY
The back-propagation network, the linear transfer function and selforganizing maps are applied herein to determine intervals of the parameters in ANN for efficiently forecasting flood discharge. Above mentionable algorithms are described below:
Back-propagation network
The artificial neural network, ANN, consists of many artificial neurons (commonly referred to as processing units or nodes). The output signal is determined by the algebraic sum of the weighted inputs, i.e.,
where, Y k : output signal at node k f : transfer function W ij : weights between the node i and node j X i : input signal at node i θ j : bias at node j;
The back-propagation network (BPN), an extensively used neural network, contains three layers: the input layer (receives input signals from the external world), the hidden layer (represents the relationship between the input layer and the output layer), and the output layer (releases the output signals to the external world). The number of hidden layer nodes herein is determined as (the number of input layer nodes + the number of output layer nodes)/2. Performing supervised learning, BPN gradually adjusts its weights, thereby minimizing the error between the known answers and the actual responses [4] . [4] . This paper estimates the impulse response weights of every gauging station in a watershed using LTF and then proceeds the parameter significance T-test of impulse response weights. Those processes are implemented herein to determine the appropriate number of network input elements.
Linear transfer function

Self-organizing map
Teuvo Kohonen introduced the Self-Organizing Map (SOM) in 1982. The SOM (also known as the Kohonen feature map) algorithm is one of the best-known, artificial neural network algorithms. In contrast to several other neural networks that use supervised learning, the SOM is based on unsupervised learning. SOM usually provides a topology-preserving mapping from a high-dimensional space onto two-dimensional map. SOM groups similar input data, which are nearby each other in the input space. Input data are mapped onto nearby map units. SOM can thus serve as a clustering tool as well as a tool for visualizing high-dimensional data [3] .
STATEMENT OF THE APPLICATION
Data arrangement
The Wu-Shi basin, as depicted in Fig 
Where Q est denotes the estimating flood discharge (cms); Q obs represents the observed flood discharge (cms); and Q obs is the mean value of the observed flood discharge (cms). The closer value of CE to 1 implies a more accurate model.
Error of peak discharge, 
Where T pest and T pobs denote the times to peak discharge of estimation and observation, respectively. The smaller value of ETp implies a more accurate prediction of occurrence of peak discharge. 1.The water in the Wu-Shi basin has an average velocity of 4.95m/sec so that its corresponding time of concentration is 5.8 hours. Therefore, in this study, one to five time steps are selected as candidate numbers of time steps for every gauging station.
2.Next, impulse response weights of one to five time steps of every gauging station are calculated by LTF and proceeded parameter significance T-test of impulse response weights, i.e. in Table 1 . If the absolute value of the T value of any time step exceeds 1.96, it indicates this time step is significance in statistics and should be considered as input neuron in the model. 3.Given the above analysis (with one representation of each gauging station selected to simplify the model avoiding too many input variables) the representative time steps are time t for the Nan-Gang Bridge, t-2 for the Chien-Feng Bridge , t for the Da-Du Bridge and t for the His-Nan Bridge. (If the velocity of water in the flood is lower than 4.95m/sec, then the time by the flow between the His-Nan Bridge and the downstream gauging station is less than 3 hours). According to the above results, the numbers of input layer nodes are one S t for the His-Nan Bridge, one N t for the Nan-Gang Bridge, one P t-2 for the Chien-Feng Bridge, and one O t for the Da-Du Bridge. The sum of all input layer nodes is four while the number of the output layer nodes is one O t+1 . The suitable number of hidden layer nodes is nearly three. The first four flood events are taken as a series of learning data sets and the criterion for learning is CE>0.9. The weights and biases of 200 back-propagation networks to reach the proposed criterion is applied will become the input data of SOM. 4. The learning process of the SOM is as follows.
1. Use the weights and biases of N terms from BPN as the input nodes (N=19 herein) and generate a two-dimensional map (grid) of M output nodes (say a 12-by-12 map of 144 nodes). Initialize the SOM weight W ij from the input node i to the output node j to a random value. 2. Compute Euclidean distance d j between the input vector and each output node j: 4. Update the weights to nodes j * and its neighbors, to reduce the distances between them and the input vector X i (t):
is called the neighborhood function that has value one when j = j* and falls off with the distance |d j* -d j | between units j and j* in the output array. η (0 < η < 1) is the learning-rate factor, which declines monotonically with the regression steps.
Such updates cause the nodes in the neighborhood of j * to become more similar to the input vector X i (t).
5. Use an index, P D , to indicate how well the SOM handles the topology of the data set of interest. The stopping criterion of the learning process of SOM depends on the convergence of this index. 6. Theses 200 patterns are divided into a two-dimensional map (grid) of M output nodes (say a 12-by-12 map of 144 nodes) by steps 1 ~ 5. The net effect of successively presenting the various input patterns to the SOM is that the SOM weights ( W ij ) reflect the topological relationships within the input data. Then, the three representative output nodes are determined from the number of patterns included for each output node. The information for each interested output nodes can be design as the parameters interval for one flood forecasting neural network so that forecasting intervals of weights and biases of three neural networks will be made up from the SOM weights ( W ij ) and the input values of selected winning pattern according to Euclidean distances. Furthermore, feasible solutions are randomly generated from the foregoing predefined intervals, to realize the accuracy of flood forecasting.
RESULT Estimating the intervals of weights and biases
The change of index P D converges after 150 generations, and Fig. 2 presents that the 200 patterns are divided into a two-dimensional map (grid) of 144 output nodes in the final generation. From Fig. 2 , the three representative output nodes are obtained from the number of patterns included for each output node. These output nodes are (10,2) (9,5) and (9,6), which include ten eight and nine patterns, respectively. The forecasting intervals of weights and biases of three neural networks established as in Figs. 3~4, from the SOM weights ( W ij ) and the winning input variable neighbor on SOM weights, according to the Euclidean distance. (Table  2~4 ; illustrated with 1998.08.04) imply that the performance of CE is between 0.823~0.929; that of EQp is between -0.267~0.249 and that of ETp is between -1~0. Overall, the verified results of the proposed models are satisfactory. However, the best behavior of CE among interested three output nodes is exhibited by node (9,6), which includes nine patterns; the best behavior of EQp is exhibited by node (9,5), which includes eight patterns and the best behavior of ETp is exhibited node (9,6), which includes nine patterns and node (10,2), which includes ten patterns. 
CONCLUSION
1. This study proposes a novel procedure that integrates LTF and SOM to determine efficiently the intervals of weights and biases of a flood forecasting neural network. This procedure replaces complex sensitivity analysis. 2. The establishment of three neural networks according to the grouping information of SOM output node(10,2) (9,5) and (9,6) will increase the flexibility and convenient of flood forecasting , regardless of whether the problem concerns trend, peak or time lag.
