Language and vision are highly interactive. Here we show that people activate language when they perceive the visual world, and that this language information impacts how speakers of different languages focus their attention. For example, when searching for an item (e.g., clock) in the same visual display, English and Spanish speakers look at different objects. Whereas English speakers searching for the clock also look at a cloud, Spanish speakers searching for the clock also look at a gift, because the Spanish names for gift (regalo) and clock (reloj) overlap phonologically. These different looking patterns emerge despite an absence of direct language input, showing that linguistic information is automatically activated by visual scene processing. We conclude that the varying linguistic information available to speakers of different languages affects visual perception, leading to differences in how the visual world is processed.
Language and vision are highly interactive-language input influences visual processing (e.g., Chiu & Spivey, 2014; Spivey & Marian, 1999; Tanenhaus, Spivey-Knowlton, Eberhard, & Sedivy, 1995) , and visual input can influence language activation (e.g., Bles & Jansma, 2008; Görges, Oppermann, Jescheniak, & Schriefers, 2013; Meyer, Belke, Telling, & Humphreys, 2007; Morsella & Miozzo, 2002) . Here, we show that linguistic information is automatically activated during picture processing, even when no language input is present, which carries implications for how speakers of different languages process the same visual scene.
It is already known that visual input activates linguistic representations when it is processed as part of a language-based task. For example, during production, the phonological form of an unnamed picture impacts naming times for other images (e.g., Meyer & Damian, 2007; Morsella & Miozzo, 2002; Navarrete & Costa, 2005) , and during comprehension, visual objects compete for selection when their names sound similar to an aurally received label (e.g., Allopenna, Magnuson, & Tanenhaus, 1998; Tanenhaus et al., 1995; see also McQueen & Huettig, 2014) . Even when no linguistic information is provided, visual-search performance can be affected by phonological overlap between visual objects if those objects' labels have been preactivated by preceding tasks (Görges et al., 2013; . What is not understood, however, is the relationship between linguistic and visual processing when language is not explicitly introduced to the task in any way.
When visual objects must be committed to memory, there is evidence from eye movements that some linguistic characteristics of those objects are implicitly accessed. For example, when instructed to memorize a visual display, people spend more time looking at objects with longer names (Noizet & Pynte, 1976; Zelinsky & Murphy, 2000) . This phenomenon is not observed, however, during an object-finding task within the same display (Zelinsky & Murphy, 2000) . Similarly, the length of an object's name does not impact the speed with which that object can be recognized (Meyer, Roelofs, & Levelt, 2003) . This suggests that the activation of linguistic features may be contingent upon the explicit need to meaningfully encode visual objects into memory. Effects of automatic language activation on unencoded visual scenes have not been extensively explored.
If language is automatically activated during basic visual scene processing, people's specific language experiences should affect how scenes are processed. Because speakers of different languages have different names for the same objects, linguistic connections between visual items vary across languages. Therefore, in the current study we include two groups of participants: English monolinguals and Spanish-English bilinguals. The inclusion of populations with varying linguistic backgrounds allows us to probe linguistic activation while simultaneously controlling for unintentional relationships between objects' names and their visual features.
To test whether the names of visually perceived objects become automatically activated, leading to differences in how speakers of different languages perceive those objects, we developed an eye-tracking paradigm devoid of linguistic input (e.g., spoken or written language) and output (e.g., production). We presented participants with a picture of an easily recogniz-able visual object (e.g., clock) and asked them to locate and click on an identical image of that object in a subsequent search display. Critically, the search display contained an item whose name shared initial phonological overlap with the name of the target in either English (e.g., clock-cloud) or Spanish (e.g., reloj-regalo, clock-gift). If participants access the linguistic forms of visual items, they should look more often at items whose names share phonology (clock-cloud) than to items that do not share phonology (clock-scissors). Moreover, looking patterns should vary for speakers of different languages. Spanish speakers should activate the Spanish labels of objects within the visual display, and should look more at objects whose names overlap phonologically in Spanish (reloj-regalo, clockgift). Therefore, while Spanish-English bilinguals should look more at objects whose names sound similar in both Spanish and English, English monolinguals should only look more at objects whose names overlap in English, even though no linguistic information is present in the task.
Method Participants
Twenty monolingual English speakers and 20 SpanishEnglish bilinguals were recruited from Northwestern University and participated in the current study. Language group was determined by responses to the Language Experience and Proficiency Questionnaire (LEAP-Q; Marian, Blumenfeld, & Kaushanskaya, 2007) . Bilinguals reported learning both English and Spanish by age 7 and reported a composite proficiency score in each language of at least 7 on a scale from 0 (none) to 10 (perfect). Monolinguals reported a proficiency of no greater than 3 in any non-English language, and reported being exposed to a language other than English no earlier than the age of 13. See Table 1 for group comparisons and demographics.
Materials
Fifteen stimuli sets were constructed, each containing a target object (e.g., clock, reloj in Spanish), an English competitor whose name in English overlapped with the English name of the target (e.g., cloud), a Spanish competitor whose name in Spanish overlapped with the Spanish name of the target (e.g., gift, regalo in Spanish), and three filler items (to replace the English competitor, the Spanish competitor, and to fill the remaining quadrant of the four-item search display). On English competition trials, the target, English competitor, and two filler items were present on the display; on Spanish competition trials, the target, Spanish competitor, and two filler items were present. See the Appendix for a full stimuli list. Target and English competitor pairs shared an average of 2.20 (SD ϭ 0.41) initial phonemes; target and Spanish competitor pairs shared an average of 2.27 (SD ϭ 0.46) initial phonemes; filler items did not overlap in either language with any item that was simultaneously presented. Stimuli were matched on the linguistic features listed in Table 2 .
Stimuli were depicted by black and white line drawings, chosen from the International Picture Naming Project (IPNP) database (Bates et al., 2000) . IPNP naming consistency was at least 75% for target and competitor objects in the critical language. Objects whose images were unavailable from the IPNP were chosen from Google Images and were independently normed by 20 English monolinguals and 20 Spanish-English bilinguals using Amazon Mechanical Turk (http://www.mturk .com).
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Images were scaled to a maximum dimension of 343 pixels (8 cm) and were viewed at a distance of 80 cm. The four objects in each display were arranged in the outer four corners of the display, with a fixation cross in the center. Image locations were determined by creating a 3 ϫ 3 grid matching the size of the monitor display (2,560 ϫ 1,440 pixels) and centering the images in each of the four corner regions (search display images) and in the center region (fixation cross). Locations of 1 Like objects selected from the IPNP (Bates et al., 2000) , objects chosen from Google Images were black and white line drawings. Twenty English monolinguals and 20 Spanish-English bilinguals (who were not participants in the current study) were recruited from Amazon Mechanical Turk (http://www.mturk.com). Participants were shown the images and were asked to provide each object's name in English (all participants) and Spanish (bilingual participants only). Images were selected for inclusion if they were named with at least 75% reliability in both English and Spanish. and is shown in Figure 1 . On each trial, participants were presented with the target picture for 1,000 ms, followed by a fixation cross, which was replaced by the four-object search display after 1,000 ms. The search display remained on the screen until the participant provided a response. Each trial was preceded by an interstimulus interval of 1,500 ms.
Images used in critical trials were repeated in filler trials (in different combinations; i.e., target-competitor pairs were never included in the same filler trial) to ensure that every experimental image was seen an equal number of times. The 240 trials were arranged in a pseudorandomized order (no image appeared in two consecutive trials), which was fixed between participants; half of the participants received the stimuli in reverse order.
Apparatus
The experiment was controlled by a 3.1 GHz Intel Core i5 running MATLAB 2010. Stimuli were presented using MAT-LAB Psychtoolbox and were displayed on a 27-in. monitor, with a screen resolution of 2,560 ϫ 1,440. Eye movements were recorded using a desk-mounted eye-tracker (EyeLink 1000 Version 1.5.2, SR Research Ltd.) at a sampling rate of 1,000 Hz. (Coltheart, 1981) ; Spanish: BuscaPalabras (Davis & Perea, 2005) . Figure 1 . Sample trial structure for the English overlap condition. The target (e.g., clock) was present in the search display along with a phonological competitor (e.g., clouds) and two filler items whose names did not overlap phonologically (e.g., scissors, window); participants were instructed to click on the target object as quickly as possible. This document is copyrighted by the American Psychological Association or one of its allied publishers.
This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
Procedure
Participants were familiarized with the eye-tracker and given written instructions for the procedure. Eye-tracker calibration was obtained using a 9-point calibration and validation procedure including drift correction at the onset of the experiment and again halfway through the experimental procedure. Participants were instructed to click on a central fixation cross to begin each trial, and to click on the target item as quickly and accurately as possible.
Following the eye-tracking procedure, participants provided names, in both English and Spanish, for each of the target and competitor items seen throughout the experiment. To maintain the intended phonological overlap between critical items, incorrectly named or unnamed images were discarded individually for each participant on a trial-by-trial basis; trials in which Spanish images were named correctly by monolingual participants were also discarded. Trials were discarded (21.03% of trials; consistent with Görges et al., 2013) only if the incorrect naming of an item removed the intended phonological overlap between target-competitor pairs or added phonological overlap between control items; items whose incorrect naming did not impact the desired trial structure were retained.
Data Analysis
Mouse movements were sampled at 100 Hz to collect accuracy and response time measures. Trials were considered accurate if the mouse was clicked in the region of the target image. Response time was only computed for accurate trials (2.14% of trials excluded) and was measured from the onset of the search array to the point of the mouse-click response; outliers were removed at two standard deviations above and below the response time mean (5.64% of trials).
Eye movements were sampled at 1,000 Hz and were coded for looks to each picture on the display. Only eye movements resulting in a fixation of at least 80 ms were included in analyses. Within each trial, we calculated the total number of looks made to each object and the total amount of time spent looking at each object (ms). We converted these values into proportions by dividing by the total number of looks or the total amount of time spent looking at objects within that trial. Logit transformations of the total number of looks were computed to eliminate spurious effects resulting from bounded proportion data (Barr, 2007; Jaeger, 2008) . These empirical logit values were used for all analyses of number of looks. To facilitate post hoc between-trial comparisons, filler analyses were based on looks to the object that was present during both English and Spanish competition trials (within-trial analyses were comparable when looks to filler items were averaged together to obtain a composite filler score).
Data analyses for the number and duration of looks employed multilevel modeling (MLM; Jaeger, 2008) with language group (monolinguals vs. bilinguals; between-subjects) and item type (competitors vs. fillers; within-subjects) as fixed effects. Fixed effects were sum-coded. Constructed models included maximum slopes and intercepts (Barr, Levy, Scheepers, & Tily, 2013) with subjects and items as random effects, including slope terms of item type (competitors vs. fillers) on the subjects effect and of group (monolinguals vs. bilinguals) on the items effect. p values were computed using Satterthwaite's approximation for degrees of freedom derived from the lmerTest package in R.
To account for changes over the duration of a trial, a timecourse of fixations was created by sampling the logittransformed number of looks to each item type every millisecond beginning with the onset of the search display and terminating with the participant's mouse click. Resultant timecourse curves were analyzed using growth-curve analysis (GCA; Mirman, Dixon, & Magnuson, 2008) to compare the number of looks to competitor and filler items from 200-ms post-display-onset (the time required to plan and execute an eye-movement; Viviani, 1990) to the average click response time. Timecourses included fixed effects of item type (competitors vs. fillers; within-subjects), group (monolinguals vs. bilinguals; between-subjects), and the polynomial time terms; and random effects of participant and participant-by-item type. Orthogonal time terms were also treated as random slopes in the model. The best-fitting orthogonal polynomial time terms were determined by constructing models including linear, quadratic, Figure 2 . The number of looks made to (a) English phonological competitors (e.g., clock-cloud) and fillers (e.g., clock-scissors) and (b) Spanish phonological competitors (e.g., reloj-regalo, clock-gift) and fillers (e.g., reloj-tijeras, clock-scissors). Values are plotted in empirical logits, where a more negative number represents fewer looks. Error bars represent the standard error of the mean. This document is copyrighted by the American Psychological Association or one of its allied publishers.
cubic, and quartic time terms, and comparing the models using chi-square model comparisons. (Mirman, 2014) .
MLM and GCA models were constructed separately for English and Spanish competitor trials to ensure that all competitorfiller comparisons were conducted on a within-trial basis. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
Results

Accuracy and Reaction Time
the number and duration of fixations. MLM analyses revealed that all participants made more looks to objects whose labels overlapped phonologically with the target in English than to objects whose names shared no phonological overlap (main effect of item type: ␤ ϭ Ϫ0. Because the spatial relationships between objects within a visual display may affect looking patterns, we wanted to ensure that our observed competition was not attributed to spurious effects arising from object placement. We therefore assessed the effects of item type and group on the number and duration of fixations when considering the filler item that shared the same spatial location to the target as the competitor (the target-adjacent competitor vs. the target-adjacent filler). In the English competition condition, we observed a main effect of item type on the overall proportion of looks (␤ ϭ Ϫ0.09, SE ϭ 0.04, t(30.77) ϭ Ϫ2.03, p ϭ .05), but no effect of group (␤ ϭ 0.01, SE ϭ 0.06, t(35.69) ϭ Ϫ0.19, p ϭ .85) or group by item type interaction (␤ ϭ Ϫ0.04, SE ϭ 0.07, t(27.79) ϭ Ϫ0.64, p ϭ .53). Similarly, when exploring the duration of looks, a main effect of item type (␤ ϭ Ϫ0.35, SE ϭ 0.16, t(31.83) ϭ Ϫ2.14, p ϭ .04) emerged, but there was no effect of group (␤ ϭ 0.18, SE ϭ 0.18, t(32.23) ϭ 1.00, p ϭ .33) and no interaction (␤ ϭ Ϫ0.17, SE ϭ 0.26, t(29.52) ϭ Ϫ0.65, p ϭ .52). Therefore, regardless of the relative position of the filler item used in analyses, all participants looked more often and for a longer duration of time at the English competitor than they did at the filler.
Spanish competition. We examined Spanish competition by again assessing the effects of item type and group on the number and duration of fixations. In trials containing Spanish competition, a group by item type interaction emerged on the number of looks (␤ ϭ Ϫ0.11, SE ϭ 0. 06, t(415.80) Figure 2b ). Follow-up analyses revealed that bilinguals looked more at the Spanish competitor than did monolinguals (␤ ϭ 0.12, SE ϭ 0.06, t(36.13) ϭ 2.03, p ϭ .05), but that the groups did not differ in looks to the filler (␤ ϭ 0.01, SE ϭ 0.06, t(37.53) ϭ 0.19, p ϭ .85). Similarly, when considering the amount of time spent looking at each object in Spanish trials, only bilinguals looked marginally longer at objects whose names overlapped in Spanish (item type by group interaction: ␤ ϭ Ϫ0.48, SE ϭ 0. 26, t(26.13) Additional between-trial analyses compared the relative amount of competition experienced in Spanish versus English. In order to account for the nonindependence of eye movements, we computed individual within-trial difference scores by subtracting the logittransformed number of looks to the filler item from the logittransformed looks to the competitor item. These difference scores were then compared within groups using Welch two-sample t tests. Results confirmed that bilinguals did not differ in the competition 2 The computation of p values from multilevel regression models is not trivial and cannot be precisely determined, because of variations in how degrees of freedom may be calculated (for a discussion see "DRAFT r-sig-mixed-models FAQ," 2014). In its original implementation, the lme4 package did not provide a built-in method for calculating p values, and creator Douglas Bates recommended using Markov Chain Monte Carlo (MCMC) samples as the closest approximation (Bates, 2006 ; see also "DRAFT r-sig-mixed-models FAQ," 2014). Earlier versions of this article used MCMC sampling to obtain p values by constructing simple random intercepts models and running MCMC sampling using the pvals.fnc function in the languageR package (chi-square tests of model comparisons revealed no differences between the simple and maximal models). During English competition, the main effect of item type was significant for both the number (p ϭ .04) and duration of looks (p ϭ .03), and was consistent when considering the filler item located adjacent to the target (number: p ϭ .04; duration: p ϭ .03). During Spanish competition, the item type by group interaction reached significance for both the number (p ϭ .045) and duration (p ϭ .04) of looks; when considering target-adjacent fillers, significance was reached with a one-tailed statistical approach (number: p ϭ .05; duration: p ϭ .05). The current manuscript calculates degrees of freedom using the Satterthwaite approximation in the lmerTest package in conjunction with lme4, as degrees of freedom can be computed using maximally structured models (as recommended by Barr et al., 2013) and therefore provide a more conservative estimate of p values. For a discussion of why conventional p values should be cautiously interpreted, see Johansson (2011) . This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
experienced between English and Spanish (t(19.28) ϭ 0.84, p ϭ .41; a two-tailed statistical approach was used given that bilinguals knew both languages), but that monolinguals experienced greater competition in English than in Spanish (t(21.73) ϭ 1.71, p ϭ .05; a one-tailed statistical approach was used given monolinguals' lack of Spanish knowledge).
Timecourse of Fixations: GCAs
English competition. In order to determine the role of time in fixations to phonologically related objects, we first compared the effects of item type and language group during English competition trials using GCA (see Figure 3 for English GCA model fits). We observed more overall fixations to English competitors than to fillers (main effect of item type on the intercept term: ␤ ϭ Ϫ0.03, SE ϭ 0.01, t ϭ Ϫ3.91, p Ͻ .005) and a steeper curvature of fixations to English competitors relative to fillers (main effect of item type on the quadratic term: ␤ ϭ 0.44, SE ϭ 0.21, t ϭ 2.26, p ϭ .02). No main effects of group or item type by group interactions emerged on any time terms (see Table 3 ), indicating that both monolinguals and bilinguals looked more at objects whose names overlapped in English (Figure 4a) . Spanish competition. We next used GCA to compare effects of item type and language group during Spanish competition trials (see Figure 5 for Spanish GCA model fits), and found that bilinguals-but not monolinguals-made marginally more overall fixations to Spanish competitors relative to fillers (Item Type ϫ Group interaction on the intercept term: ␤ ϭ Ϫ0.02, SE ϭ 0.01, t ϭ 1.86, p ϭ .06; Figure 4b ). Additionally, a main effect of item type emerged on the quartic time term (␤ ϭ Ϫ0.40, SE ϭ 0.12, t ϭ Ϫ3.26, p Ͻ .005). However, effects on time terms higher than the quadratic are difficult to interpret (Mirman, 2014) in the absence of overt visual differences between models fitted with and without the relevant (quartic) term; plotted data fits appeared visually identical, rendering the quartic effect uninterpretable. No Figure 4 . Timecourse of fixations to the English competitor (e.g., clock-cloud) and filler (e.g., clock-scissors) items (a) and Spanish competitor (e.g., reloj-regalo, clock-gift) and filler (e.g., reloj-tijeras, clock-scissors) items (b) ranging from 200 ms postdisplay onset to the average click response time. Although analyses were conducted based on empirical logit transformations, timecourses are plotted in proportions to facilitate visual interpretation. This document is copyrighted by the American Psychological Association or one of its allied publishers.
further main effects or interactions emerged on any time terms (see Table 4 ).
Discussion
When processing a visual scene, linguistic information is automatically activated and causes speakers of different languages to perceive the world differently. Specifically, while viewing visual scenes without language input, people attend to objects whose names sound similar in a language that they know. In the current study, monolingual English speakers and Spanish-English bilinguals completed a visual search task that did not require the use of language. While they searched for a target image (e.g., clock), all participants looked more at objects whose names overlapped phonologically in English (e.g., clock-cloud), but only Spanish speakers looked more at objects whose names overlapped in Spanish (e.g., reloj-regalo, clock-gift).
Participants' preference for looking at phonologically similar items reveals that the linguistic forms of visually presented objects were automatically activated, even though language was irrelevant to the task and even though participants did not hear or see the names of the objects. Importantly, because English monolinguals did not make looks to objects whose names overlapped only in Spanish in spite of both groups viewing identical visual displays, our observed effects can be attributed to specific language knowledge and not to unintentional item or location effects. This claim is further bolstered by our demonstration that, regardless of the spatial location of the filler item used for analysis, all participants looked more at objects whose names overlapped phonologically. Thus, looks to competitors are driven by specific stimuli characteristics (i.e., phonological overlap) and not by spatial relationships between items. We therefore show that language experience biases attentional processing, causing speakers of different languages to This document is copyrighted by the American Psychological Association or one of its allied publishers.
attend to different items within a visual scene (see Boroditsky, 2011 and Regier & Kay, 2009 for discussions of other ways language shapes perception). Our findings support a growing body of literature suggesting that visual search can be influenced in a top-down manner by nonvisual features. For example, objects that are associatively related to a target (e.g., grapes-wine) attract more looks than unrelated objects (e.g., grapes-lock) in a language task (Huettig & Altmann, 2005; Moores, Laiti, & Chelazzi, 2003; Yee, Overton, & Thompson-Schill, 2009 ). Soto and Humphreys (2007) propose that these top-down effects on visual attention arise when objects are conceptually encoded into working memory: stimuli within the search display are rapidly processed at an abstract, semantic level and then matched with conceptual information provided by the initial cue (often the target). Here, we demonstrate that not only is top-down processing driven by conceptual links between objects, but that linguistic features also impact the processing of visual scenes.
As with semantically mediated eye movements, the linguistic effects observed in our current study are likely attributed to longterm mental representations of the objects that are temporarily encoded into working memory. Huettig, Olivers, and Hartsuiker (2011) propose a model in which objects within a visual display are encoded into visual working memory (e.g., Baddeley & Hitch, 1974; Logie, 1995) . These visual features activate long-term memory codes, which lead to the cascaded activation of semantic and phonological information (see Huettig et al., 2011 for full discussion). Competition arises and can be measured within the traditional visual world paradigm when spoken input partially matches activated phonological information from more than one image, leading to fixations of phonologically competing items (e.g., Allopenna et al., 1998) . In our study, however, auditory input never provides a bottom-up phonological code. Instead, the cascaded activation of phonological codes is sufficient to direct attention to objects whose names sound similar to one another, even when language is completely absent from the surrounding task.
Critically, phonological activation is not limited to a single code mapped to a single item, but instead occurs simultaneously across multiple languages. For bilinguals, the presentation of a single stimulus image (e.g., clock) led to activation of more than one language, as evidenced by looks to objects whose names overlapped in both English (clock-cloud) and Spanish (reloj-regalo, clock-gift). We therefore demonstrate that bilinguals simultaneously access both of their languages (e.g., Marian & Spivey, 2003a , 2003b , even in circumstances devoid of direct linguistic input.
It might be argued that our observed effects reflect intentional encoding and rehearsal of the target's name to enhance task performance. This rehearsal, in turn, could serve as an auditory cue which would lead to bottom-up connections between the rehearsed name of the target and the names of items in the subsequent search display. However, because verbal cues lead to less efficient search than do visual cues (e.g., Vickery, King, & Jiang, 2005; Wolfe, Horowitz, Kenner, Hyle, & Vasan, 2004) , it is unlikely that participants adopted this strategy. Postexperimental debriefing confirmed this, as most participants reported basing their search on gross visual features (and many reported being distracted by objects with similar visual form; e.g., clock-orange in filler trials).
Moreover, an intentional verbalization account is inconsistent with the pattern of results observed in bilinguals. Because bilinguals experienced competition arising from the activation of both English and Spanish, subvocalization would require that bilinguals rehearsed the object names in both languages (or rehearsed the names in Spanish on some trials and in English on other trials). However, this interpretation is inconsistent with the finding that bilinguals did not differ in the amount of competition they experienced in English and the amount of competition they experienced in Spanish. This result suggests that if both Spanish and English rehearsal were occurring, they must have been in approximately equal proportions (i.e., 50% of trials in English, 50% of trials in Spanish). Had bilinguals adopted that strategy, however, we would expect them to experience less English competition than the monolinguals (because on some instances in which items overlapped in English, Spanish rehearsal would eliminate this overlap). Instead, monolinguals and bilinguals did not differ in the number of looks they made to English competitors. We therefore believe that our data are incompatible with a subvocalization account. Instead, we propose that linguistic information stored in long-term memory is automatically activated for visually presented objects.
In the context of our task, such an account assumes linguistic activation for all objects within the visual display. This interpretation is, in fact, consistent with previous research using the spoken word visual world paradigm. Although often not discussed, it is not uncommon for studies to find looks to target and competitor items before the target word has been announced or processed (e.g., Weber & Cutler, 2004) . In other words, before an auditory token is received, "first the visual display is processed up to a high level, including the creation of conceptual and linguistic representations" (Huettig et al., 2011, p. 142) . In line with previous evidence that visually presented objects are processed at a linguistic level (Huettig & McQueen, 2007; McQueen & Huettig, 2014; Noizet & Pynte, 1976; Zelinsky & Murphy, 2000) , we propose that our observed This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
results are indicative of pervasive and automatic language activation during visual processing. Our results provide compelling support for an interactive view of cognitive and perceptual processing, in which information flows in both bottom-up (basic percepts affect higher levels of cognition) and top-down (higher-order linguistic processes affect perception) directions. Linguistic and perceptual systems are highly interconnected-linguistic information is automatically activated by the processing of visual scenes, causing speakers of different languages to perceive the visual world differently.
