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Asymptotic Joint Distribution of Extreme
Eigenvalues of the Sample Covariance
Matrix in the Spiked Population Model
Dai Shi∗
Abstract
In this paper, we consider a data matrix X ∈ CN×M where all the
columns are i.i.d. samples being N dimensional complex Gaussian of mean
zero and covariance Σ ∈ CN×N . Here the population matrix Σ is of finite rank
perturbation of the identity matrix. This is the “spiked population model”
first proposed by Johnstone in [18]. As M,N → ∞ but M/N = γ ∈ (1,∞),
we first establish in this paper the asymptotic distribution of the smallest
eigenvalue of the sample covariance matrix S := XX∗/M . It also exhibits
a phase transition phenomenon proposed in [1] — the local fluctuation will
be the generalized Tracy-Widom or the generalized Gaussian to be defined in
the paper. Moreover we prove that the largest and the smallest eigenvalue
are asymptotically independent as M,N →∞.
Key Words: Spiked population model, asymptotic independence of the ex-
treme eigenvalues
1 Introduction
Suppose we have M independently and identically distributed samples x1, . . . , xM ∈ CN ,
each of which is an N dimensional complex-valued vector. Here M is the sample size and
N is the dimension of our data. We can then form the data matrix X = (x1, . . . , xM) ∈
CN×M and further define its sample covariance matrix
S :=
1
M
XX∗ ∈ CN×N .
In this paper we are interested in the asymptotic joint distribution of the largest and the
smallest eigenvalues of the matrix S. Below is the assumptions of our model.
• All the data vectors xi are independently and identically distributed following the
complex Gaussian distribution of mean zero and covariance matrix Σ ∈ CN×N .
Here Σ is a non-random positive definite matrix.
• M,N →∞ but their ratio M/N := γ2 is a fixed amount in the interval (1,∞).
∗Institute of Computational and Mathematical Engineering, Stanford University, Stanford, 94305
1
• We denote ℓ1 ≥ ℓ2 ≥ . . . ≥ ℓN to be the eigenvalues of the matrix Σ. Then we
assume that all of the ℓi’s are equal to one except for only finite of them. That is,
there exist fixed integers r1, r2 which are independent of M,N such that
ℓN ≤ ℓN−1 ≤ . . . ≤ ℓN−r1+1 < 1 < ℓr2 ≤ ℓr2−1 ≤ . . . ≤ ℓ1
and
ℓN−r1 = ℓN−r1−1 = . . . = ℓr2+2 = ℓr2+1 = 1.
The model defined above is the (complex) “spiked population model” proposed in
[18]. The unit eigenvalues represent pure noise, while the spiked eigenvalues represent
true information. In real applications, we will encounter such models quite often. In
mathematical imaging (see [21]), the observed spectrum of the sample covariance matrix
indeed has some detached eigenvalues, representing the possible scatterers in the region.
As another example, in mathematical finance (see [22]), each column of our data matrix
represents the correlated return of each stock. The sample correlation matrix has some
spiked large eigenvalues, representing the main factors driving the market, and some
small eigenvalues, representing the linear dependence of these factors. Other possible
applications include, but not restricted to, speech recognition (see [23]), physics mixture
(see [24]) and statistical learning (see [25]).
We define (λ1, . . . , λN) as the eigenvalues of the sample covariance matrix S, where
λ1 ≥ λ2 ≥ . . . ≥ λN . In the null case where Σ = I, a lot of properties are known.
The empirical measure of {λi}Ni=1, denoted by FN :=
∑N
i=1 δ(λi)/N , will almost surely
converge in distribution to the Marcˇenko-Pastur law (see [10]), whose density is defined
by
F (λ) :=
γ2
2πλ
√
(λ+ − λ)(λ− λ−) · 1{λ−≤λ≤λ+} (1.1)
where λ+ := (1 + γ
−1)2 and λ− := (1 − γ−1)2. The support of the density, [λ−, λ+], is
often called the Marcˇenko-Pastur sea. Regarding the largest eigenvalue λmax = λ1 and
the smallest eigenvalue λmin = λN of the sample covariance matrix S, German first proved
that λmax → λ+ almost surely in [11] and later Silvertein proved that λmin → λ− almost
surely in [12]. That is to say, the largest and the smallest eigenvalues will converge to
the corresponding edges of the Marcˇenko-Pastur law. For a second order approximation,
Johansson in [15] proved that λmax, properly scaled and centered, will converge weakly to
the Tracy-Widom law. Baker, Forrester and Pearce in [17] also proved the similar result
for the smallest eigenvalue. More precisely, we have
P
[(
λmax − (1 + γ−1)2
)
· γM
2/3
(1 + γ)4/3
≤ x
]
→ F0(x), (1.2)
P
[(
(1− γ−1)2 − λmin
)
· γM
2/3
(γ − 1)4/3 ≤ x
]
→ F0(x). (1.3)
Here F0(·) is the cdf of the Tracy-Widom law, i.e. F0(x) := det(I − Ax) where Ax is
the Airy operator on L2(x,∞) with kernel defined later in (1.8). Later we will explain
why F0(·) has this zero subscript. We note that most of these results are universal, as is
proved in [14], [19] and [20], to list a few.
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For the spiked population model where Σ 6= I, the phenomenon becomes much
more interesting. Recent research found that the non-null eigenvalues tend to pull the
extreme sample eigenvalues out of the Marcˇenko-Pastur sea [λ−, λ+], provided that they
are larger or smaller than certain thresholds. In [3] Baik and Silverstein proved the almost
sure limits of the extreme sample eigenvalues pulled out by the spikes. He proved that
for fixed j, if the largest j-th population eigenvalue ℓj is greater than 1 + γ
−1, then the
largest j-th sample eigenvalue λj satisfies
λj → ℓj + ℓjγ
−2
ℓj − 1 almost surely. (1.4)
If ℓj is less than or equal to the threshold 1 + γ
−1, then λj → λ+ which is just the
right edge of the Marcˇenko-Pastur sea. The same is true for the smallest eigenvalues. If
ℓN−j+1 < 1−γ−1 then (1.4) also holds for j replaced by N−j+1. Otherwise λN−j+1 → λ−
almost surely. Note that this includes the case where some of the ℓj ’s are the same. In
this case, the corresponding λj’s just converge to the same limit specified in (1.4). We
call these eigenvalues “packed”.
But what is the second order approximation? Baik, Ben Arous and Pe´che in [1]
observed the phase transition phenomenon of the asymptotic distribution of the largest
sample eigenvalue λmax = λ1. They proved that if ℓ1 > 1 + γ
−1 (i.e., when λ1 is pulled
out of the sea), then the local fluctuation of λ1 will be asymptotically the same as the
largest eigenvalue of a k× k GUE matrix, where k is algebraic multiplicity of ℓ1. On the
other hand if ℓ1 ≤ 1 + γ−1 then λ1 follows the generalized Tracy-Widom law defined in
Definition 1.1. Moreover, in [4] Bai and Yao obtained the joint local fluctuation of the
packed sample eigenvalues which are pulled out — when suitably centered and scaled,
they are asymptotically the same distributed as some unitary Gaussian random matrix.
We note that similar results can also be obtained for perturbed GUE case, see [2]
and [6]. In [4], [5] and [7] the authors also got the similar results for real Gaussian case
or even universal case.
However, none of these results deal with joint distribution of the largest and the
smallest sample eigenvalues in our spiked population model. Intuitively they should
be independent. Indeed, the distance between the two extreme eigenvalues is at least
λ+−λ−, i.e., the width of the Marcˇenko-Pastur sea. For this large distance, the repulsion
force between eigenvalues is very weak. As a result, asymptotically they will fluctuate
freely, without interacting each other at all. For a brief history, in [8] Bianchi, Debbah
and Najim first established the independence for the GUE case. Their method is based
on bounding the expansion of the Fredholm determinant. Later Bornermann in [9] used
operator theory to give a much simpler proof. In [16] a different approach relying on
PDE can also be found.
In this paper, the two branches of the results are combined. Here we establish the
asymptotic distribution of (λ1, λN), i.e., the largest and the smallest eigenvalues. More
precisely, we have two results. The first one is for the asymptotic distribution of the
smallest eigenvalue. Here we also observe the same phase transition phenomenon as in
[1]. We proved that, when suitably centered and scaled, the local fluctuation of the small-
est eigenvalue will be similar to the largest one discussed above. As a second result, we
prove that as M,N → ∞, the largest and the smallest eigenvalues will be asymptoti-
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cally independent. From this we can easily establish the asymptotic joint distribution of
(λ1, λN).
1.1 Main Results
To state our maim theorems, we need to define a few functions. They first appeared in
[1]. In that paper Baik, Ben Arous and Pe´che´ also discussed some properties of them.
For any integer m ≥ 1, we define
s(m)(u) =
1
2π
∫
eiua+ia
3/3 1
(−a)mda, (1.5)
t(m)(v) =
1
2π
∫
eiva+ia
3/3(−ia)m−1da. (1.6)
Here the contour is from ∞e5π/6 to ∞eiπ/6 such that the point a = 0 lies above the
contour. As an immediate observation, s(0) = t(1) is just the Airy function, denoted by
Ai(u) :=
1
2π
∫
eiua+ia
3/3da (1.7)
with the same contour as above. We can also define the Airy kernel
A(u, v) :=
Ai(u)Ai′(v)− Ai′(u)Ai(v)
u− v =
∫ ∞
0
Ai(u+ y)Ai(v + y)dy. (1.8)
Furthermore, we define Ax as the integral operator on L2(x,∞) with the kernel A(u, v).
Definition 1.1 Given an integer k ≥ 0, Fk(x) is defined to be
Fk(x) = det(1−Ax) · det
(
δmn −
〈
1
1−Axs
(m), t(n)
〉)k
m,n=1
(1.9)
where 〈·, ·〉 is the inner product in L2(x,∞).
Remark 1.1 As is shown in [1], Fk(·) is a distribution function. Moreover, F0(·) is
just the basic Tracy-Widom law. Hence Fk(·) for general k ≥ 0 can be regarded as a
generalization of the Tracy-Widom law.
Definition 1.2 For k ≥ 1, we define the distribution function Gk(x) as
Gk(x) :=
1
(2π)k/2
∏k
j=1 j!
∫ x
∞
. . .
∫ x
∞
∏
i<j
|ξi − ξj |2 ·
k∏
i=1
e−ξ
2
i /2dξ1 . . . dξk (1.10)
to be the distribution function of the largest eigenvalue of a standard k × k GUE matrix.
Remark 1.2 When k = 1, G1(·) is just the density of a standard Gaussian. Hence we
can regard Gk(·) as a generalization of the Gaussian distribution.
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Having defined our key distribution functions Fk(·) and Gk(·), we can state our main
theorems below.
Theorem 1.1 For the spiked population model defined above, the smallest eigenvalue
λmin = λN of the sample covariance matrix has the following asymptotic distribution,
depending on whether the smallest eigenvalue of the true covariance matrix Σ is small
enough or not.
1. If ℓN = . . . = ℓN−k+1 = 1− γ−1 for some k ≥ 0, and the other ℓi’s lie in a compact
subset of (1− γ−1,∞), then as M →∞
P
{
γM2/3
(γ − 1)4/3
[
(1− γ−1)2 − λmin
]
≤ x
}
→ Fk(x). (1.11)
2. If ℓN = . . . = ℓN−k+1 < 1− γ−1 for some k ≥ 1, and the other ℓi’s lie in a compact
subset of (ℓN ,∞), then as M →∞
P
{
M1/2√
ℓ2N − ℓ2Nγ−2/(1− ℓN)2
[(
ℓN − ℓNγ
−2
1− ℓN
)
−λmin
]
≤ x
}
→ Gk(x). (1.12)
Our next theorem states that as M → ∞, the largest and the smallest eigenvalues
of the sample covariance matrix are asymptotically independent of each other.
To state it more rigorously, we assume that ℓN = . . . = ℓN−k̂1+1, ℓ1 = . . . = ℓk̂2 for
some k̂1, k̂2 ≥ 1, and the rest of the ℓi’s lie in a compact subset of (ℓN , ℓ1). We define
k1, k2 such that
k1 =
{
0 if ℓN > (1− γ−1)2,
k̂1 if ℓN ≤ (1− γ−1)2. k2 =
{
0 if ℓ1 < (1 + γ
−1)2,
k̂2 if ℓ1 ≥ (1 + γ−1)2. (1.13)
For (λmin, λmax) = (λN , λ1), we define the centered and the scaled version of them. Define
λ˜min =

γM2/3
(γ−1)4/3
[
(1− γ−1)2 − λmin
]
if ℓN ≥ (1− γ−1)2
M1/2√
ℓ2N−ℓ2Nγ−2/(1−ℓN )2
[(
ℓN − ℓNγ−21−ℓN
)
− λmin
]
if ℓN < (1− γ−1)2
(1.14)
λ˜max =

γM2/3
(γ+1)4/3
[
λmax − (1 + γ−1)2
]
if ℓ1 ≤ (1 + γ−1)2
M1/2√
ℓ2
1
+ℓ2
1
γ−2/(ℓ1−1)2
[
λmax −
(
ℓ1 +
ℓ1γ−2
ℓ1−1
)]
if ℓ1 > (1 + γ
−1)2
(1.15)
to be the centered and the scaled version of (λmin, λmax). Then we have the following
theorem regarding the asymptotic distribution of (λ˜min, λ˜max).
Theorem 1.2 Under the assumption of the spiked population model, as M →∞
P(λ˜min ≤ x, λ˜max ≤ y)→

Fk1(x)Fk2(y) if ℓN ≥ (1− γ−1)2, ℓ1 ≤ (1 + γ−1)2,
Gk1(x)Fk2(y) if ℓN < (1− γ−1)2, ℓ1 ≤ (1 + γ−1)2,
Fk1(x)Gk2(y) if ℓN ≥ (1− γ−1)2, ℓ1 > (1 + γ−1)2,
Gk1(x)Gk2(y) if ℓN < (1− γ−1)2, ℓ1 > (1 + γ−1)2.
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Remark 1.3 Since Fk(·) or Gk(·) is the asymptotic distribution of λ˜min and λ˜max, The-
orem 1.2 also tells us that (λmin, λmax) are asymptotically independent.
Possible applications of our result include data analysis. Suppose we have a large
data matrix X ∈ CN×M . The question is to determine whether the samples are i.i.d.
drawn from a Gaussian distribution of a given spiked covariance matrix Σ. For example,
when Σ = I we just want to determine whether our data matrix is pure noise. One
possible way is test the hypothesis is to see whether the largest and smallest eigenvalues
are close to their asymptotic limit. But here we are testing the null hypothesis using two
criteria, involving both λmax and λmin. Hence we need their joint distribution to carry
on the hypothesis testing. Another possible application involves the local fluctuation of
condition numbers. They are both discussed in Section 2.
The rest of the paper is organized as follows. A sketch of the proof will be provided
in section 1.1. In section 2 we will discuss some applications of the result. In section 3
we will represent the probability P(λ˜min ≤ x, λ˜max ≤ y) in a determinantal form, which
will be the basis for future proofs. Section 4 and 5 will be devoted to prove Theorem 1.1
under the two cases. The proof of Theorem 1.2 can be found in section 6. Finally Section
7 serves the conclusion of the whole paper.
1.2 Sketch of the proof
First let’s focus on the smallest eigenvalue. The basic idea is to calculate the largeM limit
of the density of λmin. Since in our model, the distribution of each sample is Gaussian,
we can write down the density explicitly in (3.1). Due to some trick proposed first by
Tracy and Widom in [15], we can further write the density into the form of a Fredholm
determinant det(I −K11), where the kernel of the operator K11 is defined in (3.14). We
note that the kernel can be written as two contour integrals. By designing our contours
carefully and by the saddle point analysis, we can finally obtain the asymptotic limit
of the kernels, or the limit of the operator K11 itself under the trace norm. Since the
determinant is a locally Lipschitz function of the operator under the trace norm, we have
our desired limit.
For proving the asymptotic independence, our strategy is the same. We write the
joint distribution of (λmin, λmax) into a determinantal form det(I−K) in (3.2), where the
operator K = (Kij)2i,j=1 can be written as a 2× 2 block matrix. We prove that under the
correct scaling, the diagonal blocks K11,K22 will have a non-trivial limit, while the off-
diagonal blocks will converge to zero, both under the trace norm. Hence K will converge
to a block diagonal matrix. The independence result follows easily from the trivial fact
that the determinant of a diagonal matrix equals to the product of the determinants of
its diagonal blocks.
2 Applications
In this section we will discuss some applications of Theorem 1.2. In subsection 2.1 we
will talk about the asymptotic distribution of condition numbers of a data matrix. In
subsection 2.2 some application in hypothesis testing will be discussed.
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2.1 Distribution of Condition Numbers
As a simple consequence of Theorem 1.2, we can get the asymptotic fluctuation of the
ratio λmax/λmin, which is the square of the condition number of the original data matrix
X . More precisely, we have the following Corollary.
Corollary 2.1 Let κ be the condition number of the original data matrix X. With the
definition of k1, k2 in (1.13), we have the following four results.
1. If ℓN ≥ (1− γ−1)2, ℓ1 ≤ (1 + γ−1)2, then
M2/3
[(1− γ−1
1 + γ−1
)2
κ2 − 1
]
→ γ
(γ − 1)2/3XFk1 +
γ
(γ + 1)2/3
YFk2 . (2.1)
2. If ℓN < (1− γ−1)2, ℓ1 ≤ (1 + γ−1)2, then
M1/2
[
ℓN − ℓNγ−2/(1− ℓN)
(1 + γ−1)2
κ2 − 1
]
→
√
1− [γ(1− ℓN )]−2
1− γ−2(1− ℓN)−1 XGk1 . (2.2)
3. If ℓN ≥ (1− γ−1)2, ℓ1 > (1 + γ−1)2, then
M1/2
[
(1− γ−1)2
ℓ1 + ℓ1γ−2/(ℓ1 − 1)κ
2 − 1
]
→
√
1− [γ(ℓ1 − 1)]−2
1 + γ−2(ℓ1 − 1)−1 YGk2 . (2.3)
4. If ℓN < (1− γ−1)2, ℓ1 > (1 + γ−1)2, then
M1/2
[
ℓN − ℓNγ−2/(1− ℓN)
ℓ1 + ℓ1γ−2/(ℓ1 − 1) κ
2 − 1
]
→
√
1− [γ(1− ℓN)]−2
1− γ−2(1− ℓN)−1 XGk1 +
√
1− [γ(ℓ1 − 1)]−2
1 + γ−2(ℓ1 − 1)−1 YGk2 . (2.4)
Here X, Y are two independent random variables with distribution specified in their sub-
scripts. The convergences in (2.1 – 2.4) all mean convergence in distribution.
Proof. Here we just prove the corollary for case 1. By λ˜min, λ˜max in (1.14) and (1.15) we
have
M2/3
[(1− γ−1
1 + γ−1
)2λmax
λmin
− 1
]
=
(1− γ−1)
λmin
[
γ
(γ − 1)2/3 λ˜min +
γ
(γ + 1)2/3
λ˜max
]
. (2.5)
In (2.5) the first factor will converge to one in probability. By Theorem 1.2 the random
variable in the bracket will convergence to the right hand side of (2.1). By Slutsky’s
lemma our proof is complete. The proofs for the other three cases are the same.
7
2.2 Hypothesis Testing
In this section we discuss one way to test whether the columns of the data matrix X are
i.i.d. samples from complex normal distribution of mean zero and covariance matrix Σ.
This is our null hypothesis to be tested. Note that sometimes our goal is just to test
whether our data is just pure noise, where we have Σ = I. But the method discussed
in this subsection can be generalized to any other covariance matrix Σ as long as it is of
finite rank perturbation of the identity.
To save space, here we just discuss the case where ℓN ≥ (1− γ−1)2, ℓ1 ≤ (1 + γ−1)2.
The method for other cases can also be very similarly obtained. By Theorem 1.2, we
know that λmax, λmin will converge to (1 + γ
−1)2 and (1− γ−1)2, respectively. Intuitively,
if the observed two extreme eigenvalues of the sample covariance matrix deviates from
the two limits by a large amount, then probably we should reject the null hypothesis.
However, here we are testing the null hypothesis using two criteria. We claim that λmin
should be close to (1 − γ−1)2 and λmax should be close to (1 + γ−1)2. Thus we need to
calculate the joint distribution of the two. Hence our Theorem 1.2 plays an important
role here — it claims that they are asymptotically independent.
Here’s our method to test the null hypothesis, step by step.
1. Form the sample covariance matrix S = XX∗/M from the data matrixX . Then cal-
culate the observed maximum and minimum eigenvalue of it, denoted by (λmax, λmin).
2. Use (1.14) and (1.15) to calculate the centered and scaled version of (λmax, λmin),
denoted by (λ˜max, λ˜min).
3. Calculate our statistic T := (1 − Fk1(λ˜min))(1 − Fk2(λ˜max)). If T ≤ α where α
is a pre-determined confidence level, then we reject the hypothesis. Otherwise we
accept it.
3 Determinantal Form of the Distribution
In this section we will derive the determinantal form of the distribution of the extreme
eigenvalues. This formula will be the basis for future saddle point analysis from Section
4 to 6. From now on, we will always denote C, c as some positive constants independent
of M,N . Their value may vary from line to line, but they are always constants.
For notational convenience, we define πi = ℓ
−1
i for i = 1, . . . , N . Then if πi’s are
distinct, the joint probability density of (λ1, . . . , λN) can be written as the following form
p(λ1, . . . , λN) =
1
C
det
(
exp(−Mπjλk)
)N
j,k=1
·V (λ)
V (π)
N∏
j=1
λM−Nj . (3.1)
for some constant C > 0. Here V (x) :=
∏
i<j(xi − xj) is the Vandermonde determinant.
If some of the πj ’s coincide, we interpret (3.1) using the L’Ho´pital’s rule.
For any two real numbers 0 < ξ1 < ξ2 <∞, let J1, J2 be two disjoint intervals on R
such that
J1 = (0, ξ1), J2 = (ξ2,∞).
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Moreover, we define J := J1 ⊔ J2 and we denote E(J, 0) as the probability that there are
no eigenvalues in the set J . That is,
E(J, 0) = P(ξ1 ≤ λmin ≤ λmax ≤ ξ2).
Our first proposition gives a determinantal representation of E(J, 0). This determinant
form will turn out to be an invaluable formula for future analysis.
Proposition 3.1 We have
E(J, 0) = det
(
I −
(
K11 K12
K21 K22
))
(3.2)
where for α, β ∈ {1, 2} Kβ,α is the integral operator on L2(Jα)→ L2(Jβ) with the kernel
Kβ,α(η, ζ) = − M
(2π)2
∫
Γβ
dz
∫
Σα
dwe−ηM(z−qβ)+ζM(w−qα)
1
w − z
N∏
k=1
w − πk
z − πk ·
(
z
w
)M
. (3.3)
Here q1, q2 are two pre-fixed constants such that
0 < q2 < min{πj}Nj=1 ≤ max{πj}Ni=1 < q1. (3.4)
Moreover Γβ(β = 1, 2) is the contour on C enclosing {πi}Ni=1 and lying in the strip
Γβ ⊆ {z ∈ C : q2 < ℜ(z) < q1}.
Σ1 = {z = A+ it : t ∈ R} is a vertical line from bottom to top for A > q1. Σ2 is counter
clockwise circle enclosing the origin and lies in Σ2 ⊆ {z : ℜ(z) < q1}. These contours
are sketched in Figure 1.
Figure 1: Graph for the contours Σ1,Σ2 and Γ
Remark 3.1 Here q1, q2 can be any constants as long as (3.4) is satisfied. They will
not affect the determinant in (3.2).
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Proof. The proof is almost the same to the one in [1]. Thus we just point out our major
differences. The rest will be quite sketchy. Since we have an explicit expression for the
probability density (3.1), we can express E(J, 0) into the following (for details, see (66)
of [1]).
E(J, 0) =
1
C
∫ ∞
0
. . .
∫ ∞
0
N
det
j,k=1
(λj−1k )
N
det
j,k=1
(e−Mπjλk)
N∏
k=1
(1− χJ(λk))λM−Nk dλk
=
1
C
det
(∫ ∞
0
(1− χJ(λ))λj−1+M−Ne−Mπkλdλ
)N
j,k=1
=
1
C
det
(
Ajk −
∫
J
λj−1+M−Ne−Mπkλdλ
)N
j,k=1
.
Here χJ(·) is the indicator function of the set J and Ajk is defined to be
Ajk :=
∫ ∞
0
λj−1+M−Ne−Mπkλdλ
If we define A = (Ajk)
N
j,k=1, then we can show that
detA =
N∏
j=1
Γ(j +M −N)
(Mπj)M−N
·
∏
1≤j<k≤N
(
1
Mπj
− 1
Mπk
)
.
Now we define φ
(i)
j (λ) = λ
j−1+M−Ne−Mqiλ and Φ(i)k (λ) = e
−M(πk−qi)λ for i = 1, 2. Here
q1, q2 are two pre-fixed constant such that condition (3.4) is satisfied. Then we observe
φ
(i)
j (λ),Φ
(i)
j (λ) ∈ L2(J). We also define the operators F : L2(J) → RN , G : RN → L2(J)
by
F : f(λ) 7→
(∫
J1
φ
(1)
j (λ)f(λ)dλ+
∫
J2
φ
(2)
j (λ)f(λ)dλ
)N
j=1
G : α ∈ RN 7→
N∑
j=1
αjΦ
(1)
j (λ)χJ1(λ) +
N∑
j=1
αjΦ
(2)
j (λ)χJ2(λ).
Then we can re-write E(J, 0) as
E(J, 0) =
1
C
det(A− FG) = detA
C
det(I −A−1FG)
= C ′ det(I −GA−1F ). (3.5)
Please note that GA−1F is an operator on L2(J) → L2(J) and C ′ is a constant inde-
pendent of J . We note that GA−1F = PJGA−1FPJ can be also regarded as an operator
on L2(0,∞). Recall that J = (0, ξ1) ⊔ (ξ2,∞). With ξ1 → 0 and ξ2 → ∞, GA−1F will
converge to zero. Hence take J → ∅ in (3.5) gives C ′ = 1.
Now we note that L2(J) = L2(J1 ⊔ J2) is isomorphic to L2(J1) ⊕ L2(J2) under the
trivial isomorphism
f ∈ L2(J1 ⊔ J2) 7→ (f |J1, f |J2) ∈ L2(J1)⊕ L2(J2).
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Thus, under the isomorphism, (3.5) can be further written as
E(J, 0) = det
(
I −
(
PJ1GA
−1FPJ1 PJ1GA
−1FPJ2
PJ2GA
−1FPJ1 PJ2GA
−1FPJ2
))
(3.6)
Here PJβGA
−1FPJα is an operator on L
2(Jα) → L2(Jβ). Following the rest of the proof
of Proposition 2.1 in [1], we can obtain that, for α, β ∈ {1, 2},
(PJβGA
−1FPJα)(η, ζ) =
− M
(2π)2
∫
Γβ
dz
∫
Σα
dwe−ηM(z−qβ)+ζM(w−qα)
1
w − z
N∏
ℓ=1
w − πk
z − πℓ ·
(
z
w
)M
. (3.7)
Here Γβ and Σα are the contours defined in Proposition 3.1. The only difference is that
in our case, instead of using equation (76) in [1], we used
λj−1+M−N =
Γ(j +M −N)
2πi
∫
Σβ
eλMw
M
(Mw)j+M−N
dw
for both β = 1, 2, as long as M −N = (γ − 1)N is large enough.
If we consider the special case of Proposition 3.1 when J1 = (0, ξ) and J2 = ∅, then
we arrive at the following Corollary.
Corollary 3.1 We have
P(λmin ≥ ξ) = det(I −K11) (3.8)
where K11 is the integral operator on L
2(0, ξ)→ L2(0, ξ) with the kernel defined in (3.3).
As the first goal of this paper, we will focus on the distribution of the smallest
eigenvalue λmin. Due to Corollary 3.1, we can in turn analyze the asymptotic behavior
of the operator K11.
First we note that the kernel function K11(η, ζ) can be simplified. Since the contour
Γ is always on the left of Σ1, then ∀z ∈ Γ1, w ∈ Σ1 we have ℜ(z−w) < 0. Hence we have
1
w − z = M
∫ ∞
0
exp
{
−yM(w − q1 − (z − q1))
}
dy. (3.9)
Substitute (3.9) into (3.3), we obtain
K11(η, ζ) = −
∫ ∞
0
H1(y − η)J1(y − ζ)dy (3.10)
where
H1(η) =
M
2π
∫
Γ1
exp
{
ηM(z − q1)
}
·zM
N∏
ℓ=1
1
z − πℓdz, (3.11)
J1(ζ) =
M
2π
∫
Σ1
exp
{
−ζM(w − q1)
}
·ω−M
N∏
ℓ=1
(ω − πℓ)dω. (3.12)
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Now we use the change of variables. Define
ξ = µ1 − ν1
Mα
x, η = µ1 − ν1
Mα
(x+ u), ζ = µ1 − ν1
Mα
(x+ v) (3.13)
where µ1, ν1 and α are constants that will be defined later. Under such change of variables
P(λmin ≥ ξ) = det(I −K11|(0,ξ)) = det(I −K11|(0,µ1−ν1x/Mα)) = det(I −K11|(0,µ1Mα/ν1−x))
where
K11(u, v) = ν1
Mα
K11
(
µ1 − ν1
Mα
(x+ u), µ1 − ν1
Mα
(x+ v)
)
= −
∫ ∞
0
H1(y + x+ u)J1(y + x+ v)dy. (3.14)
Here
H1(u) = νM
1−α
2π
∫
Γ
e−µ1M(z−q)+νM
1−αu(z−q1) · zM
N∏
ℓ=1
1
z − πℓdz, (3.15)
J1(v) = νM
1−α
2π
∫
Σ1
eµ1M(ω−q)−νM
1−αv(ω−q1) · ω−M
N∏
ℓ=1
(ω − πℓ)dω. (3.16)
Under the assumption that only r1 + r2 of these πk’s are not one, we can further write
H1(u),J1(v) as
H1(u) = νM
1−α
2π
∫
Γ
eνM
1−αu(z−q1)+Mf1(z) ·
∏
ℓ≤r2 or ℓ≥N−r1+1
z − 1
z − πℓdz, (3.17)
J1(v) = νM
1−α
2π
∫
Σ1
e−νM
1−αv(ω−q1)−Mf1(ω) ·
∏
ℓ≤r2 or ℓ≥N−r1+1
ω − πℓ
ω − 1 dω. (3.18)
Here
f1(z) := −µ1(z − q1) + log z − log(z − 1)/γ2 (3.19)
where the log function is defined in the principal branch. According to the discussion in
[1], we just need to find suitable limiting functions H1,∞(u),J1,∞(v) ∈ L2(0,∞) and a
constant ZM such that, for any x in a compact set,∫ ∞
0
∫ ∞
0
|ZMH1(x+ u+ y)−H1,∞(x+ u+ y)|2dudy → 0, (3.20)∫ ∞
0
∫ ∞
0
|Z−1M J1(x+ u+ y)− J1,∞(x+ u+ y)|2dudy → 0. (3.21)
In the following two sections we will use the saddle point analysis on f1(z) to realize our
promise.
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4 Proof of Part 1 of Theorem 1.1
In this section we will prove Theorem 1.1 for the case ℓN ≥ 1 − γ−1. Since in this
section and the next section we will focus on only K11 defined above, thus we temporarily
drop all the subscript one, for notational simplicity. For example, instead of writing
µ1, ν1,Γ1, f1(z),H1(u),H1,∞(u), we will write µ, ν,Γ, f(z),H(u),H∞(u). Note that these
are only valid in this and the next section.
We assume that for some 0 ≤ k ≤ r1 (recall π−1i = ℓi),
π−1N = π
−1
N−1 = . . . = π
−1
N−k+1 = 1− γ−1
and the rest of the π−1i ’s are in a compact subset of (1− γ−1,∞). The rest of the job is
to provide a saddle point analysis of H(u) and J (v).
In this case, we can define our constants to be
α = 2/3, µ =
(
1− 1
γ
)2
, ν =
(γ − 1)4/3
γ
, p =
γ
γ − 1 , q = p+
ǫ
νM1/3
. (4.1)
Here ǫ > 0 is a pre-fixed smaller number and p will be later shown to be the saddle point
of f(z). We also define
g(z) =
1
(z − 1)r1+r2−k
∏
ℓ≤r2 or N−r1+1≤ℓ≤N−k
(z − πℓ). (4.2)
Then our H(u),J (v) can be written as
H(u) = νM
1−α
2π
∫
Γ
eνM
1−αu(z−q) · eMf(z) · 1
g(z)(z − p)k dz, (4.3)
J (v) = νM
1−α
2π
∫
Σ
e−νM
1−αv(ω−q) · e−Mf(ω) · g(ω)(ω − p)kdω. (4.4)
Our constant ZM in this case is defined to be
ZM =
g(p)
(νM1/3)keMf(p)
. (4.5)
Finally, as we promised in (3.17) and (3.18), our H∞(u) and J∞(y) are defined as
H∞(u) = e
−ǫu
2π
∫
Γ∞
eua−a
3/3 1
ak
da, (4.6)
J∞(v) = e
ǫu
2π
∫
Σ∞
e−vb+b
3/3bkdb. (4.7)
Here Γ∞ is the contour from ∞e−2π/3 to ∞e2π/3 such that a = 0 lies on the left hand
side of the contour. Σ∞ is the contour from ∞e−π/3 to ∞eπ/3. The main target of this
section is to prove the following Proposition.
Proposition 4.1 Assume that u and v are bounded below. That is, assume that there
exists some U, V ∈ R such that u > U, v > V . Then
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1. There exists some constant C, c > 0,M0 > 0 such that uniformly for u > U ,
|ZMH(u)−H∞(u)| ≤ Ce−cuM−1/3, ∀M ≥M0. (4.8)
2. There exists some constant C, c > 0,M0 > 0 such that uniformly for v > V ,
|Z−1M J (v)−J∞(v)| ≤ Ce−cvM−1/3, ∀M ≥ M0. (4.9)
In order to prove Proposition 4.1, we perform the saddle point analysis on f(z)
defined in (3.19) by f(z) := −µ(z−q)+ log z−γ−1 log(z−1). Through some very simple
calculation, we find that
f ′(p) = f ′′(p) = 0, f ′′′(p) = −2ν3. (4.10)
Hence p is the saddle point of f(z). Since f ′′′(p) is negative, the steepest descent direction
for eMf(z) appearing in H(u) is with angle ±2π/3 to the real axis. The steepest descent
direction for e−Mf(ω) in J (v) is with angle ±π/3 to the real axis. Let’s analyze H(u)
first.
4.1 Analysis of H(u)
To carry out an saddle point analysis, we need to define our contour Γ for H(u) first. In
the following we only define Γ in the upper half of the complex plane. The part in the
lower half is just of a reflection with respect to the real axis. Let Γ :=
⋃5
i=0 Γi ∪
⋃5
i=0 Γi
where
Γ0 =
{
z = p+
ǫ
2νM1/3
eiθ : 0 ≤ θ ≤ 2
3
π
}
,
Γ1 =
{
z = p+ e2πi/3t :
ǫ
2νM1/3
≤ t ≤ (
√
3− 1)(p− 1)
}
where ǫ is the small constant appeared in the definition for q in (4.1). Define Γ2 to be
the arc centered at the point z = 1 and connects the endpoint of Γ1. We define
p∗ =
γ
1 + γ
. (4.11)
For the definition of the rest of the contours, we need to split it into two cases.
• Case 1. If Γ2 does not intersect the vertical line {z = p∗ + it : t ∈ R}, then Γ4 is
defined to be a horizontal line just above the real axis, i.e.
Γ4 ⊆ {z = t+ iκ : t ∈ R+} (4.12)
for some small fixed constant κ > 0. We also require that Γ4 should connect the
endpoint of Γ2 and the point min{π1, p∗} + iκ. Γ5 is a quarter circle centering at
min{π1, p∗} + iκ, with radius κ, just connecting Γ4. For a graph of the contour,
please refer to the left part of Figure 2.
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Figure 2: The Contours Γ. Case 1: Left. Case 2: Right.
• Case 2. If Γ2 intersects the vertical line {z = p∗+ it : t ∈ R}, then we just define Γ3
to be the part of that line, connecting the endpoint of Γ2 and heading downward.
We add Γ3 into our contour. The definition for Γ4 and Γ5 are exactly the same as
that in Case 1. For a graph for this case, please refer to the right part of Figure 2.
We choose the contour Γ =
⋃5
i=0 Γi ∪
⋃5
i=1 Γi in such a specific way to establish the
following lemma.
Lemma 4.1 In both cases, ℜ(f(z)) is monotonously decreasing when z travels along
the path
⋃3
i=1 Γi, provided that we choose κ small enough. For Γ4,Γ5 we have
sup
z∈Γ4⊔Γ5
ℜ(f(z)) < ℜ(f(z∗))
where z∗ is the intersection of Γ1 and Γ2.
Proof. We divide the proof into several parts.
• In Γ1, z = p+ te2πi/3 for (2νM1/3)−1ǫ ≤ t ≤ (
√
3− 1)(p− 1). Then
d
dt
ℜ(f(z)) = (γ − 1)
4t2[t2 + (2p− 1)t− 2p(p− 1)]
2γ2[t2 + (1− p)t+ (1− p)2][t2 − pt+ p2] .
Everything is positive except the quadratic term t2+ (2p− 1)t− 2p(p− 1). When t
is taken to be its largest possible value (
√
3−1)(p−1), the quadratic term achieves
it maximum, which is −√3(√3− 1)(p− 1) < 0. Hence we get dℜ(f(z))/dt < 0.
• In Γ2 we have z = 1+Re−iθ for θ taking value in a subset of (0, π). The R is some
constant. We have
d
dθ
ℜ(f(z)) = R sin θ
1 +R2 + 2R cos θ
[
µ(1 +R2 + 2R cos θ)− 1
]
≤ R sin θ
1 +R2 + 2R cos θ
[
µ(R + 1)2 − 1
]
. (4.13)
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But we can calculate R = (p − 1) · (3 − √3)/√2 < p − 1 = 1/µ2 − 1. Hence
dℜ(f(z))/dθ < 0.
• In Γ3, we note that z ∈ Γ3 can be represented as z = γ/(1 + γ) + it for some real
parameter t ∈ R+. We then have
d
dt
ℜ(f(z)) = − (γ + 1)
4(γ2 − 1)t2
γ2
[
γ2 + (γ + 1)2t2
][
1 + (γ + 1)2t2
] > 0.
Since t is decreasing as z travels along Γ3, we conclude that ℜ(f(z)) is decreasing.
• For z ∈ Γ4 ⊔ Γ5, z can be represented as z = t + κi for some small constant κ > 0
and real parameter t. We note that for κ = 0,
d
dt
ℜ(f(z)) = µ(t− p
∗)2
γ2t(1 − t) > 0, ∀t ∈ (0, 1).
Moreover ℜ(f(z)) is continuous for κ around zero, uniformly for all t if t lies in a
compact subinterval of (0, 1), which is indeed the case if z ∈ Γ4 ⊔Γ5. Hence we can
choose κ small enough so that
sup
z∈Γ4⊔Γ5
ℜ(f(z)) < ℜ(f(z∗)).
.
Now we are ready to find an asymptotic expression for the integral
ZMH(u) = νM
1/3
2π
∫
Γ
eνM
1/3u(z−q) · eM [f(z)−f(p)] · g(p)
g(z)
· 1
[νM1/3(z − p)]k dz (4.14)
As in [1], we first fix some δ > 0 small, then we decompose Γ = Γ′ ⊔ Γ′′ where
Γ′ := {z ∈ Γ : |z − p| < δ}, Γ′′ := Γ\Γ′. (4.15)
We can also define Γ∞ = Γ′∞ ⊔ Γ′′∞ where Γ′∞ := νM1/3(Γ′ − p) is the image of Γ′ under
the map, and Γ′′∞ := Γ∞\Γ′∞. We can also set
H(u) = H′(u) +H′′(u), H∞(u) = H′∞(u) +H′′∞(u). (4.16)
HereH′(u) is the part of the integral (4.14) on Γ′∪Γ′ and the definitions forH′′(u),H′∞(u)
and H′′∞(u) in (4.16) are similar.
Our strategy to prove (4.8) in Proposition 3.1 is as follows.
• By saddle point analysis, the integral of z in H(u),H∞(u) should be concentrated
on the point z = p. Hence H′′(u) and H′′∞(u) should be negligible, as is proved in
Lemma 4.2.
• For the integral of z near z = p, we prove in Lemma 4.3 that the difference |H′(u)−
H′∞(u)| is small.
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Now we discuss how we should choose δ. First, by some very basic calculus we obtain
that, if δ < (p− 1)/2, then for |z − p| < δ we have
1
4!
|f (4)(z)| ≤ 1
4
+
4
γ2(p− 1)4 := C0. (4.17)
We then choose δ > 0 such that
δ < min
{
ν3
6C0
,
p− 1
2
}
. (4.18)
For such choice of δ, we have, for |z − p| < δ∣∣∣∣f(z)− f(p)− f ′′′(p)3! (z − p)3
∣∣∣∣ ≤ max|s−p|≤δ |f (4)(s)|4! |z − p|4
≤ C0|z − p|4 ≤ ν
3
6
|z − p|3. (4.19)
Therefore, for z ∈ Γ1 ∩ Γ′, z = p + te2iπ/3 for 0 < t < δ. Hence (recall f ′′′(p) = −2ν3 in
(4.10))
ℜ(f(p+ te2iπ/3)− f(p)) ≤ −ν
3
6
t3. (4.20)
Also, because of Lemma 4.1, we know that ℜ(f(z) − f(p)) for z ∈ Γ′′ is even smaller.
Hence we have
ℜ(f(z)− f(p)) ≤ −ν3δ3/6, ∀z ∈ Γ′′. (4.21)
because of this, intuitively H′′(u) and H′′∞ defined in (4.16) are negligible, as the following
lemma states.
Lemma 4.2 If u is bounded below, i.e., u > U for some fixed U , then there exists some
constant C, c > 0 and M0 > 0 such that for M > M0 we have
|H′′(u)| ≤ Ce−cue−cM , |H′′∞(u)| ≤ Ce−cue−cM (4.22)
uniformly for u > U.
Proof. We have, by (4.21)
|ZMH′′(u)| ≤ νM
1/3
π
∫
Γ′′
eνM
1/3uℜ(z−q) · eMℜ(f(z)−f(p)) ·
∣∣∣∣g(p)g(z)
∣∣∣∣· 1|νM1/3(z − p)|k dz
≤ νM
1/3
π(νM1/3δ)k
∫
Γ′′
eνM
1/3uℜ(z−q) · e−ν3δ3M/6 ·
∣∣∣∣g(p)g(z)
∣∣∣∣dz (4.23)
We note that |g(z)| is bounded above and below for z ∈ Γ′′. Moreover since
ℜ(z − q) ≤ −ǫ/(2νM1/3), we have
exp
[
νM1/3uℜ(z − q)
]
≤ C exp
[
νM1/3(u− U)ℜ(z − q)
]
≤ C exp
[
− ǫ(u− U)/2
]
= C exp(−cu)
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for some constants C and c. Hence from (4.23) we have
|ZMH′′(u)| ≤ CM−(k−1)/3e−cue−ν3δ3M/6 ≤ Ce−cue−cM
for some constant c, C > 0 and for M large enough. The statement for H′′∞(u) is proved
in [1].
Now in order to prove (4.8) in Proposition 4.1, we just need to prove
|H′(u)−H′∞(u)| ≤ Ce−cuM−1/3
for some constant c, C > 0 and for M large enough. First using change of variables
a 7→ νM1/3(z − p) in (3.20) for H′∞(u), we know
H′∞ =
νM1/3
2π
∫
Γ′
eνM
1/3u(z−q) · e−Mν3(z−p)3/3 · 1
[νM1/3(z − p)]k dz. (4.24)
Let Γ′ = Γ′0 ∪ Γ′1 where Γ′0 := Γ′ ∩ Γ0 and Γ′1 := Γ′ ∩ Γ1. We can define H′∞,0,H′∞,1 to be
the integral in (4.24) on Γ′0 ∪ Γ′0 and Γ′1 ∪ Γ′1. Similarly we can define H′0 and H′1. The
following lemma completes the proof of the first part of Proposition 4.1.
Lemma 4.3 For some constant c, C > 0 and for M large enough, we have
|ZMH′0(u)−H′∞,0(u)| ≤ Ce−cuM−1/3, |ZMH′1(u)−H′∞,1(u)| ≤ Ce−cuM−1/3 (4.25)
Proof. Assume M to be large enough so that Γ′0 = Γ0. For z ∈ Γ0, νM1/3|z − p| = ǫ/2.
By (4.19) we have that M(f(z)− f(p)) is bounded. Also
|eM(f(z)−f(p)) − e−Mν3(z−p)3/3| ≤ CM |f(z)− f(p)− ν3(z − p)3/3|
≤ CM |z − p|4 = CM−1/3. (4.26)
Also because g(z) has no singularities or zeros around z = p,∣∣∣∣g(p)g(z) − 1
∣∣∣∣≤ C|z − p| = CM−1/3.
Thus ∣∣∣∣eM(f(z)−f(p)) g(p)g(z) − e−Mν3(z−p)3/3
∣∣∣∣
≤
∣∣∣∣eM(f(z)−f(p)) − e−Mν3(z−p)3/3∣∣∣∣+∣∣∣∣eM(f(z)−f(p))∣∣∣∣·∣∣∣∣g(p)g(z) − 1
∣∣∣∣≤ CM−1/3.
Since we have
|ZMH′0(u)−H′∞,0(u)| ≤
∫
Γ′
0
νM1/3
π
eνM
1/3uℜ(z−q) ·
∣∣∣∣eM [f(z)−f(p)] g(p)g(z) − e−Mν3(z−p)3/3
∣∣∣∣
· 1|νM1/3(z − p)|k dz, (4.27)
18
the integrand in (4.27) is bounded above by Ce−cu. But the integral region is O(M−1/3).
Hence the first part is (4.25) is true.
For the second part, we have z = p + te2πi/3 for ǫ/(2νM1/3) ≤ t ≤ δ. By (4.19),
ℜ(f(z)− f(p)) ≤ −ν3t3/6. Like (4.26) we have
|eM(f(z)−f(p)) − e−Mν3(z−p)3/3| ≤ Ce−ν3t3/6M |z − p|4 = CMe−cMt3t4.
Also ∣∣∣∣g(p)g(z) − 1
∣∣∣∣≤ C|z − p| = Ct.
From these two inequalities we obtain∣∣∣∣eM(f(z)−f(p)) g(p)g(z) − e−Mν3(z−p)3/3
∣∣∣∣≤ Ce−cMt3(Mt4 + t).
Hence, similar in (4.27)
|ZMH′(u)−H′∞,1(u)| ≤
∫ ∞
ǫ/(2νM1/3)
CM1/3e−cu · e−cMt3(Mt4 + t) · 1
(M1/3t)k
dt
≤ M−1/3
∫ ∞
ǫ
Ce−cu · e−ct3 1
tk−1
dt = Ce−cuM−1/3
where in the second step we use the change of variables t 7→ t/(2νM1/3).
4.2 Analysis of J (v)
This time we use the saddle point analysis for J (v) to prove (4.9) in Proposition 4.1.
Since most of the analysis will be similar to that of the previous part, we just outline the
key steps.
The contour of Σ in J (v) is graphed in Figure 3. Here Σ = ⋃2i=0Σi ∪⋃2i=0Σi where
Σ0 =
{
ω = p+
3ǫ
νM1/3
eiπt : 0 ≤ t ≤ π/3
}
,
Σ1 =
{
ω = p+ teiπ/3 :
3ǫ
2νM1/3
≤ t ≤ 1
}
,
Σ2 =
{
ω = p+
1
2
+ it : t ≥
√
3
2
}
.
As in the previous section, we choose Σ in such a way that the following lemma
holds.
Lemma 4.4 ℜ(f(ω)) is monotonously increasing as ω travels along Σ1⊔Σ2. Moreover,
for z = p+ 1/2 + it ∈ Σ2 (here t ≥
√
3/2), we have
ℜ(f(ω)− f(ω∗)) ≥ C log
(
t√
3/2
)
(4.28)
for some constant C > 0, where ω∗ is the interception of Σ1 and Σ2.
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Figure 3: The Contour Σ in J (v).
Proof. • For ω ∈ Σ1, ω = p+ teiπ/3 for some 3ǫ(2νM1/3)−1 ≤ t ≤ 1. Then
d
dt
ℜ(f(ω)) = −
t2
(
t2 − (2p− 1)t− 2p2 + 2p
)
2p2
(
t2 + pt + p2
)(
t2 + (p− 1)t + (p− 1)2
) .
It is straight forward to verify that the right hand side is positive for t ∈ [0, 1].
• For ω ∈ Σ2, ω = p+ 1/2 + it. Then
d
dt
ℜ(f(ω)) =
t
(
(2p− 1)t2 + p(p− 1) + (2p− 1)/4
)
p2
(
t2 + (p+ 1/2)2
)(
t2 + (p− 1/2)2
) > C
t
> 0.
for some constant C > 0, uniformly for all t ≥ √3/2. Hence we have
ℜ(f(w)− f(w∗)) ≥ C log
(
t√
3/2
)
.
As in the last subsection, we can also define δ to satisfy (4.18). Similarly we can also
define
Σ′ = {ω ∈ Σ : |ω − p| < δ}, Σ′′ = Σ\Σ′,
and Σ∞ = Σ′∞ ⊔ Σ′′∞ where Σ′∞ := νM1/3(Σ′ − p) is the image of Σ′ under the map
ω 7→ νM1/3(ω − p), and Σ′′∞ = Σ∞\Σ′∞.
This time, for ω ∈ Σ1 ∩ Σ′ we have
ℜ(f(p+ teiπ/3)− f(p)) ≥ ν
3
6
t3, (4.29)
and, because of Lemma 4.4 holds, we have for ω ∈ Σ′′,
ℜ(f(ω))− f(p) ≥ ν
3
6
δ3. (4.30)
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Specifically, for ω ∈ Σ2, by Lemma 4.4,
ℜ(f(ω)− f(p)) = ℜ(f(ω)− f(w∗)) + ℜ(f(w∗)− f(p)) ≥ ν
3
6
δ3 + C log
(
t√
3/2
)
(4.31)
for some constant C > 0.
Similarly, from the decomposition of Σ = Σ′ ⊔ Σ′′ and Σ∞ = Σ′∞ ⊔ Σ′′∞ we can also
decompose J (v) and J∞(v) into
J (v) = J ′(v) + J ′′(v), J∞(v) = J ′∞(v) + J ′′∞(v).
Because of (4.30) and (4.31), the following lemma holds true. Since the proof is
similar to that of Lemma 4.2, we just provide the outlines. The only different part is that
now our Σ is an infinite contour.
Lemma 4.5 If v is bounded below, i.e., v > V for some fixed V , then there exists some
constant C, c > 0 and M0 > 0 such that for M > M0 we have
|Z−1M J ′′(v)| ≤ Ce−cve−cM , |J ′′∞(v)| ≤ Ce−cve−cM (4.32)
uniformly for v > V .
Proof. The result for J ′′∞(v) is proved in [1]. We just provide a brief proof about
Z−1M J ′′(v). The only difference from the previous subsection is that now Σ′′ is not of
finite length. First since ℜ(ω − q) ≤ ǫ/(2νM1/3), we obtain, similar to Lemma 4.2, that
exp
[
− νM1/3uℜ(ω − q)
]
≤ C exp(−cv).
for some C, c, uniformly for v > V . We decompose J ′′(v) into J ′′(v) = J ′′1 (v) + J ′′2 (v)
where J ′′1 (v), J ′′2 (v) are the integral of (4.4) on Σ′′ ∩Σ1 and Σ′′ ∩Σ2. Since Σ′′ ∩Σ1 is of
finite length, we can take the same procedure as in the previous subsection to prove that
|Z−1M J ′′1 (v)| ≤ Ce−cve−cM .
Now we consider J ′′2 (v). For ω ∈ Σ′′2, by using (4.31) we obtain
|Z−1M J ′′(v)| ≤
νM1/3
π
∫
Σ′′
2
e−νM
1/3uℜ(ω−q)e−Mℜ(f(ω)−f(z))
∣∣∣∣g(ω)g(p)
∣∣∣∣|νM1/3(ω − p)|kdω
≤ CM (r+1)/3
∫ ∞
√
3/2
e−cue−cM−cM log(2t/
√
3)trdt
≤ Ce−cMe−cu.
After showing that J ′′(v) is negligible, we then turn to analyze J ′(v), we can de-
compose Σ′ = Σ′0 ⊔Σ′1 where Σ′0 = Σ′ ∩ Σ0,Σ′1 = Σ′ ∩Σ1. Also we can use the same rule
to write Σ′∞ = Σ
′
∞,0 ⊔ Σ′∞,1. From this we can similarly decompose
J ′(v) = J ′0(v) + J ′1(v), J ′∞(v) = J ′∞,0(v) + J ′∞,1(v)
As a analog of Lemma 4.3, we have the following lemma. The proof is similar and
thus we just omit that.
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Lemma 4.6 For some constant c, C > 0 and for M large enough, we have
|Z−1M J ′0(v)−J ′∞,0(v)| < Ce−cvM−1/3, |Z−1M J ′1(v)− J ′∞,1(v)| < Ce−cvM−1/3 (4.33)
uniformly for v bounded below.
As a final remark, Lemma 4.5 and Lemma 4.6 together implies the second part of
Proposition 4.1.
4.3 Finishing the proof
By (3.8) in Corollary 3.1 and by the scaling in (3.13) we obtain
P
{
M2/3(γ − 1)4/3
γ
[(
1− 1
γ
)2
− λmin
]
≤ x
}
→ det(I −K∞) (4.34)
where K∞ is an integral operator on L2(0,∞) with kernel
K∞(u, v) = −
∫ ∞
0
H∞(y + x+ u)J∞(y + x+ v)dy.
for H∞(u),J∞(v) defined in (4.6) and (4.7). By the same argument in section 3.3 of [1],
we can prove that the Fredholm determinant in (4.34) is just Fk(x). This finishes the
proof.
5 Proof of Part 2 of Theorem 1.1
In this part, we analyze the limiting distribution of the smallest sample eigenvalue when
there are some “true” eigenvalues being smaller than the critical point 1− γ−1.
We assume that for some 1 ≤ k ≤ r2,
π−1N = π
−1
N−1 = . . . = π
−1
N−k+1 < 1− γ−1.
We also assume that the rest of the π−1’s are in a compact subset of (π−1N ,∞). In this
case, our constants are
α =
1
2
, µ =
1
πN
− γ
−2
πN − 1 , ν =
√
1
π2N
− 1
γ2(πN − 1)2 , q = πN +
ǫ
νM1/2
. (5.1)
Here ǫ > 0 is a pre-fixed smaller number. We note here that due to some very simple
algebra we can verify that ν is a real number. Again, we define
g(z) =
1
(z − 1)r1+r2−k
∏
ℓ≤r2 or N−r1+1≤ℓ≤N−k
(z − πℓ). (5.2)
The function H(u),J (v) is now
H(u) = νM
1/2
2π
∫
Γ
dzeνM
1/2u(z−q) · eMf(z) · 1
g(z)
· 1
(z − πN)k dz (5.3)
J (u) = νM
1/2
2π
∫
Σ
dωe−νM
1/2u(ω−q) · e−Mf(ω) · g(ω)(ω − πN)kdω (5.4)
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The constant ZM is defined to be
ZM =
g(πN)
eMf(πN )(νM1/2)k
. (5.5)
Finally, like the previous section, we define our H∞(u) and J∞(v) to be
H∞(u) = e−ǫuResa=0
{
eua−a
2/2 · 1
ak
}
, (5.6)
J∞(v) = 1
2π
eǫv
∫
Σ∞
skes
2/2−vsds. (5.7)
where
Σ∞ = {z = 2ǫ+ it : t ∈ R}
oriented from bottom to top. We note that the integral on Σ∞ in (5.7) also equals to the
integral on the imaginary axis, from bottom to top. Again, in this section, our main goal
is to prove the following proposition.
Proposition 5.1 Assume u > U, v > V are bounded below, then
1. There exists some constant C, c > 0, M0 > 0 such that uniformly for u > U
|ZMH(u)−H∞(u)| ≤ Ce−cuM−1/2, ∀M > M0. (5.8)
2. There exists some constant C, c > 0, M0 > 0 such that uniformly for v > V
|Z−1M J (v)− J∞(v)| ≤ Ce−cvM−1/2, ∀M > M0. (5.9)
In order to prove this proposition, we also need the saddle point analysis on f(z).
Note that with the choice of µ in (5.1), the two saddle points are z = πN and z = 1/(µπN).
It is not hard to know
1 <
1
µπN
<
γ
γ − 1 < πN . (5.10)
and
f ′(πN ) = 0, f
′′(πN ) = −ν2. (5.11)
In subsection 5.1 we use the residue theorem to provide an asymptotic analysis for H(u)
in (5.8), and in subsection 5.2, a saddle point analysis around πN will provide us a good
approximation for J (v) in (5.9). Finally, in subsection 5.3 we finish the proof.
5.1 Analysis of H(u)
By the residue theorem we have
ZMH(u) = H1(u) + νM
1/2
2π
∫
Γ′
eνM
1/2u(z−q) · eM(f(z)−f(πN )) · g(πN)
g(z)
· 1
[νM1/2(z − πN)]k dz
(5.12)
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where
H1(u) := ie−ǫuResa=0
{
eau
ak
· eM [f(πN+a/(ν
√
M))−f(πN )] · g(πN)
g(πN + a/(ν
√
M))
}
(5.13)
and Γ′ is a contour inclosing π1, . . . , πN−k but excluding πN−k+1 = . . . = πN . We will later
choose Γ′ explicitly, based on which we will prove that the integral on Γ′ is negligible.
Hence the main contribution of (5.12) is the residue H1(u) in (5.13).
The following lemma gives an approximation of H1(u).
Lemma 5.1 For u > U bounded below, uniformly there exists constants c, C > 0 and
M0 > 0 such that for all M > M0
|H1(u)−H∞(u)| ≤ Ce−cuM−1/2.
Proof. The proof is almost the same as that in [1].
First by expanding f(πN − a/(ν
√
M))− f(πN ) and on g(πN)/g(πN + a/(ν
√
M)) around
a = 0 we obtain
eua
ak
· eM [f(πN+a/(ν
√
M))−f(πN )] · g(πN)
g(πN + a/(ν
√
M))
=
eua
ak
e−a
2/2
[
1 +
1√
M
φM(a)
]
where φM(a) is a analytic function around a = 0. Moreover all the coefficient in the
Taylor expansion of φM(a) around a = 0 are bounded in M . Hence we obtain
H(u) = H∞(u) + e
−ǫu
√
M
QM(u). (5.14)
Here QM(u) is a polynomial of u of degree at most k−1, and all the coefficients of QM(u)
are bounded in M . Due to the factor e−ǫu in (5.14) we complete the proof.
To keep our promise our next step is to prove that the second term in (5.12) is
negligible. This is done in Lemma 5.3. But before that, we need to choose our contour
Γ′ explicitly. Again, our contour Γ′ is symmetric with respect to the real axis thus we
just define the upper part. We take Γ :=
⋃6
i=1 Γi ∪
⋃6
i=1 Γi where the Γi’s will be defined
below. For a graph of the contour please refer to Figure 4.
• Take π′ such that max(πN−k, γ/(γ − 1)) < π′ < πN . Moreover take some κ > 0 to
be a sufficiently small constant. We take Γ1 to be the quarter-circle centered at π
′,
with radius κ. Here κ > 0 is a small constant.
• Take R = 1/√µ− 1. We define
Γ2 = {z = t + iκ : 1 +R < t < π′}.
• Define Γ3 to be the arc centered at 1 with radius R := 1/√µ−1. Using some simple
algebra, we can verify that with our choice of R, the real part of the intersection of
Γ2 and Γ3 is between 1/(µπN) and γ/(γ − 1), provided that κ is small enough.
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Figure 4: The Contours Γ and Σ
• If 1−R < γ/(γ + 1), we just define Γ4 = {γ/(1 + γ) + it : t ∈ R} to be the vertical
line joining Γ3 and Γ5. This is shown in Figure 4. If 1 − R ≥ γ/(γ + 1), then we
just exclude Γ4 in the definition of Γ
′ =
⋃6
i=1 Γi ∪
⋃6
i=1 Γi, connecting Γ3 and Γ5
directly as we did in the previous section.
• Take π∗ = min(π1, γ/(γ + 1)), we define
Γ5 = {z = t + iκ : π∗ < t < max(1−R, γ/(1 + γ))}.
• We finally define Γ6 to be the quarter-circle centered at π∗ with radius κ.
Our analysis of H(u) replies heavily on the following lemma.
Lemma 5.2 There exists some constant c > 0 such that
sup
z∈Γ′
ℜ
[
f(z)− f(πN)
]
≤ −c.
Proof. Similar to Lemma 4.1, we also divide the proof into several parts.
• In Γ2, z can be represented as z = t+ iκ. We note that when κ = 0,
z = t ∈ (1/µπN , πN) and
d
dt
ℜ(f(z)) = µ(πN − t)(t− 1/(µπN))
t(t− 1) > 0.
Thus ℜ(f(z)) is strictly decreasing for t traveling on the real axis πN to 1/(µπN).
Moreover ℜ(f(t + iκ)) is continuous for κ around zero, uniformly for all t lying in
a compact subset of (1/(µπN), πN). Thus we can choose κ to be sufficiently small
such that for some constant c > 0,
sup
z∈Γ1∪Γ2
ℜ
[
f(z)− f(πN)
]
≤ −c.
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• In Γ3, z = 1 +Reiθ for θ in a subset of (0, π). Then
d
dθ
ℜ(f(z)) = R sin θ
1 + 2R cos θ +R2
[
µ(1 +R2 + R cos θ)− 1
]
≤ R sin θ
1 + 2R cos θ +R2
[
µ(1 +R)2 − 1
]
= 0
with our choice of R := 1/
√
µ− 1. Hence ℜ(f(z)) is decreasing in Γ3.
• In Γ4(if it exists), z = γ/(1 + γ) + it. With exactly the same calculation as that of
Lemma 4.1, we can prove that ℜ(f(z)) is decreasing in Γ4.
• in Γ5, z can be represented as z = t+ iκ, just as that in Γ2. This time when κ = 0,
z = t ∈ (π∗, γ/(1 + γ)) and
d
dt
ℜ(f(z)) = µ(πN − t)(1/(µπN)− t)
t(1− t) > 0.
With the same argument as that in Γ2, we can choose κ sufficiently small such that
sup
z∈Γ5∪Γ6
ℜ
[
f(z)− f(πN)
]
≤ −c.
Based on Lemma 5.2, our next lemma establishes that the integral along Γ′ in (5.12)
is negligible, which finishes the proof of (5.8) in Proposition 5.1.
Lemma 5.3 There exists some C, c > 0 and M0 > 0 such that uniformly for u > U
and for M > M0∣∣∣∣νM1/22π
∫
Γ′
eνM
1/2u(z−q) · eM(f(z)−f(πN )) · g(πN)
g(z)
· 1
[νM1/2(z − πN )]k dz
∣∣∣∣≤ Ce−cue−cM .
Proof. For z ∈ Γ′, by Lemma 5.2, we have
eMℜ(f(z)−f(πN )) ≤ e−cM .
Moreover, since νM1/2ℜ(z− q) ≤ −ǫ for z ∈ Γ′, by the same proof as that in Lemma 4.2
we have eνM
1/2uℜ(z−q) ≤ Ce−cu for some constant c, C > 0, uniformly for u > U and for
M sufficiently large. One last notes that
g(πN)
g(z)
· 1
[νM1/2(z − πN)] ≤ C
remains bounded for z ∈ Γ′. This finishes the proof of Lemma 5.3.
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5.2 Analysis of J (v)
The contour for J (v) is fairly simple compared to Γ. As is also shown in Figure 4, the
contour Σ is defined by
Σ =
{
ω = πN +
2ǫ
νM1/2
+ it : t ∈ R+
}
.
Now if we have a constant δ > 0 such that 0 < δ < (πN − 1)/2 then for ω such that
|ω − πN | < δ we have
1
3!
|f ′′′(ω)| ≤ 1
3
+
8
3γ2(πN − 1)3 := C0. (5.15)
We then fix δ to satisfy
0 < δ < min
{
πN − 1
2
,
ν2
4C0
}
(5.16)
Then for |ω − πN | < δ,∣∣∣∣f(ω)− f(πN)− f ′′(πN)2 (ω − πN )2
∣∣∣∣ ≤ max|s−πN |≤δ |f ′′′(s)|3! |ω − πN |3
≤ C0|ω − πN |3 ≤ ν
2
4
|ω − πN |2. (5.17)
Now we decompose Σ = Σ′ ⊔ Σ′′ where
Σ′ = {ω ∈ Σ : |ω − πN | < δ}
and Σ′′ = Σ\Σ′. We further define Σ′∞ := νM1/2(Σ′ − πN) to be the image of Σ′ under
the mapping. Moreover define Σ′′∞ := Σ∞\Σ′∞. Based on the integration contour, we can
also set
J (v) = J ′(v) + J ′′(v), J∞(v) = J ′∞(v) + J ′′∞(v) (5.18)
where the decomposition is similar to that of the previous subsection.
Define ω∗ as the intersection of Σ′ and Σ′′. From (5.17) and from the parametrization
ω∗ = πN + 2ǫM−1/2/ν + it∗ for some t∗ bounded below we obtain
ℜ
[
f(ω∗)− f(πN )
]
≥ −ν
2
2
ℜ(ω∗ − πN)2 − ν
2
4
|ω∗ − πN |2
= −3ǫ
2
M
+
1
4
ν2t∗2 ≥ ν
2
32
δ2 (5.19)
if M is large enough such that t∗ ≥ δ/2 and 3ǫ2/M ≤ ν2δ2/32.
To analyze the behavior of J (v), we have the following lemma.
Lemma 5.4 ℜ(f(ω)) is increasing as ω travels along Σ. Moreover, for ω ∈ Σ′′ and for
sufficiently large M , we have
ℜ(f(ω)− f(πN)) ≥ C1 + C log(t/δ) (5.20)
for some constant C1, C > 0 and t is defined by ω = πN + 2ǫ/(νM
1/2) + it.
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Proof. The proof is straightforward as we observe for ω = πN + 2ǫ/(νM
1/2) + it,
d
dt
ℜ(f(ω)) =
t
[
(γ2 − 1)t2 + γ2(A− 1)2 − A2
]
γ2(A2 + t2)((A− 1)2 + t2) (5.21)
where A := πN + 2ǫ/(νM
1/2). We note that γ2(A − 1)2 − A2 > 0 is equivalent to that
A ≥ γ/(γ − 1), which is indeed true. Hence (5.21) is positive.
For the second statement, if t ≥ δ, then from (5.21)
d
dt
ℜ(f(ω)) ≥ C
t
for some constant C. Integrating this from t∗ to t, tonether with (5.19) gives the desired
result.
For f(ω), ω = πN is the saddle point. So we expect that all the integral on Σ
′′ and
Σ′′∞ is negligible, as the following lemma states.
Lemma 5.5 If v is bounded below, i.e., v > V for some fixed V , then there exists some
constant C, c > 0 and M0 > 0 such that for M > M0, v > V ,
|Z−1M J ′′(v)| ≤ Ce−cve−cM , |J ′′∞(v)| ≤ Ce−cve−cM .
Proof. The result for J ′′∞(v) is proved in [1] thus we just prove the result for Z−1M J ′′(v).
Recall that
Z−1M J ′′(v) =
νM1/2
π
∫
Σ′′
dωe−νM
1/2v(ω−q) · e−M(f(ω)−f(πN )) · g(ω)
g(πN)
·
[
νM1/2(ω − πN )
]k
.
Note that by Lemma 5.4 we have
e−Mℜ(f(ω)−f(πN )) ≤ e−cM
∣∣∣∣ tδ
∣∣∣∣−cM .
where t is the paralyzation of ω = πN +2ǫM
−1/2/ν + it. Moreover e−νM
1/2vℜ(ω−q) = e−ǫv.
Finally g(ω)(ω − πN )k is just of polynomial growth of t. We get that
|Z−1M J ′′(u)| ≤ Ce−cMe−cv
∫ ∞
δ
∣∣∣∣ tδ
∣∣∣∣−cM |t|r+1/2dt ≤ Ce−cMe−cv
for some constants C, c > 0 and for M sufficiently large.
As expected, our next step is to prove that Z−1M J ′(v) and J ′∞(v) are sufficiently close
to each other. This is proved in Lemma 5.6.
Lemma 5.6 If v is bounded below, i.e., v > V for some fixed V , then there exists some
constant C, c > 0 and M0 > 0 such that for M > M0, v > V ,
|Z−1M J ′(v)− J ′∞(v)| ≤ Ce−cvM−1/2.
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Proof. By the change of variables s 7→ νM1/2(ω − πN) in J ′∞ in (5.7) we have
|Z−1M J ′(v)− J ′∞(v)| ≤
νM1/2e−ǫv
π
∫
Σ′
dω
∣∣∣∣e−M(f(ω)−f(πN )) g(ω)g(πN) − eν2M(ω−πN )2/2
∣∣∣∣·[νM1/2(ω − πN )]k. (5.22)
Now we follow the same proof as that in Lemma 4.3 thus we just list the key steps. We
can prove
|e−M(f(ω)−f(πN )) − eν2M(ω−πN )2/2| ≤ CM−1/2ecℜ(s2)s3
where s is defined by ω = πN +(νM
1/2)−1s. Further |g(ω)/g(πN)−1| ≤ CM−1/2s. Thus,
by the change of variables ω = πN + (νM
1/2)−1s in (5.22) we obtain
|Z−1M J ′(v)− J ′∞(v)| ≤
e−ǫv
π
∫ 2ǫ+∞i
2ǫ−∞i
CM−1/2ecℜ(s
2)(s+ s3) · skds = Ce−ǫvM−1/2
for some constant c, C > 0.
5.3 Finishing the proof
Using the same steps as in [1], with minor modifications, we can prove
H∞(u) = e−ǫu · Hek−1(u)
(k − 1)! , J∞(v) = e
ǫve−v
2/2 ·Hek(v). (5.23)
where Hek(x) is the k-th probabilists’ Hermite polynomial, that is,
Hek(x) := (−1)kex2/2
(
d
dx
)k
e−x
2/2.
Thus the kernel K(u, v) has the desired form, as is proved by [1]. We omit the steps.
6 Independence of the extreme eigenvalues
In this section we will prove that the largest eigenvalue and the smallest eigenvalue are
asymptotically independent. In Section 4 and Section 5 we dropped the subscript one
for notational convenience. In this section, however, we will consider both the maximum
and the minimum eigenvalue. Hence we need these subscripts to distinguish them.
Note that we have four cases here.
• Case 1. ℓ1 = π−11 ≤ 1 + γ−1 and ℓN = π−1N ≥ 1− γ−1.
• Case 2. ℓ1 = π−11 > 1 + γ−1 and ℓN = π−1N ≥ 1− γ−1.
• Case 3. ℓ1 = π−11 ≤ 1 + γ−1 and ℓN = π−1N < 1− γ−1.
• Case 4. ℓ1 = π−11 > 1 + γ−1 and ℓN = π−1N < 1− γ−1.
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Since the proofs for all the cases are almost exactly the same, thus here we just prove the
theorem for case 1.
Recall that in Proposition 3.1, we proved that
P(ξ1 ≤ λmin ≤ λmax ≤ ξ2) = det
(
I −
(
K11 K12
K21 K22
))
. (6.1)
where the operators Kji are defined in (3.3). Our first observation is that for any constant
WM , we will have
P(ξ1 ≤ λmin ≤ λmax ≤ ξ2) = det
(
I −
(
I 0
0 WMI
)(
K11 K12
K21 K22
)(
I 0
0 W−1M I
))
= det
(
I −
(
K11 W
−1
M K12
WMK21 K22
))
.. (6.2)
We will leave the constant WM as an normalization constant, to be defined later.
As the next step, to ensure the probability to be non-trivial, we need to take the
proper scaling of ξ1 and ξ2. Under the case 1, define
ξ1 = µ1 − ν1
Mα1
x, ξ2 = µ2 +
ν2
Mα2
y. (6.3)
Here µ1, ν1 and α1 are defined in (4.1). The constant parameter µ2, ν2 and α2 are defined
in [1] by
µ2 :=
(
1 +
1
γ
)2
, ν2 :=
(1 + γ)4/3
γ
, α2 =
2
3
. (6.4)
Our next step is analyze Kji. Let’s take K11 as an example. As we did in (3.13 –
3.18), consider the kernel K11(η, ζ), with the change of variables
η = µ1 − ν1
Mα1
(x+ u), ζ = µ1 − ν1
Mα1
(x+ v)
we know that K11 : L
2(0, ξ1) → L2(0, ξ1) is equivalent to K11 : L2(0, µ1Mα1/ν1 − x) →
L2(0, µ1M
α1/ν1 − x) defined in (3.14). The analysis for the other Kji’s are the same.
Finally we can arrive at the following equation.
P(λ˜min ≤ x, λ˜max ≤ y) = det
(
I −
( K11 W−1M K12
WMK21 K22
))
(6.5)
Here
λ˜min :=
γM2/3
(γ − 1)4/3
[
(1− γ−1)2 − λmin
]
, λ˜max :=
γM2/3
(γ + 1)4/3
[
λmax − (1 + γ−1)2
]
is the proper scaling of λmin, λmax and the Kji(i, j ∈ {1, 2}) is the integral operator from
J˜i to J˜j where J˜1 := (0, µ1M
α1/ν1− x) and J˜2 = (0,∞). The kernels on the diagonal are
K11(u, v) = −
∫ ∞
0
H1(y + x+ u)J1(y + x+ v)dy (6.6)
K22(u, v) =
∫ ∞
0
H2(y + x+ u)J2(y + x+ v)dy (6.7)
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with H1(u),J1(v) defined by (3.15) and (3.16). The H2(u),J2(v) appeared in (6.6) are
defined in [1] by
H2(u) := ν2M
1/3
2π
∫
Γ2
e−ν2M
1/3u(z−q2)e−Mµ2(z−q2)zM
N∏
ℓ=1
1
z − πℓdz (6.8)
J2(u) := ν2M
1/3
2π
∫
Σ2
eν2M
1/3v(ω−q2)eMµ2(ω−q2)ω−M
N∏
ℓ=1
(ω − πℓ)dω. (6.9)
In Section 4 we have already shown that H1(u),J1(v) will tend to the desired limit at the
speed of M−1/3 as M tends to infinity. In [1], Baik, Ben Arous and Pe´che´ showed that
H2(u),J2(v) will also tend to the desired form at the speed of M−1/3. That is to say,
the diagonal part in (6.5) has the non-trivial limit because of the correct scaling in (6.3).
In order to prove that λmin and λmax are asymptotically independent, our strategy is to
show that the off-diagonal terms WMK21 and W−1M K12 in (6.5), properly scaled, will tend
to zero. Hence the matrix in (6.5) will tend to a diagonal matrix. Since the determinant
of a diagonal matrix equals to the product of the determinant of its diagonal parts, the
joint probability P(λ˜min ≤ x, λ˜max ≤ y) is approximately P(λ˜min ≤ x)P(λ˜max ≤ y). Now
we carry on our strategy in details.
First consider the off-diagonal terms in (6.5). First define the constant
WM =
eMf1(p1)
eMf2(p2)
· ĝ1(p1)
ĝ2(p2)
· (ν1M
1/3)k1
(ν2M1/3)k2
. (6.10)
(p1, p2 and the functions f1(·), fw(·), ĝ1(·), ĝ2(·) will be defined below).
Using the change of variables as we did in (3.13 – 3.18), we get
W−1M K12(u, v) = −
1
ν1M1/3
∫
Γ1
dz
∫
Σ2
dωĤ1(x+ u; z)Ĵ2(y + v;ω) · 1
ω − z , (6.11)
WMK21(u, v) = − 1
ν2M1/3
∫
Γ2
dz
∫
Σ1
dωĤ2(y + u; z)Ĵ1(x+ v;ω) · 1
ω − z . (6.12)
Here
Ĥ1(u; z) = e
M(f1(z)−f1(p1))eν1M
1/3u(z−q1) · ĝ1(z)
ĝ1(p1)
· 1
[ν1M1/3(z − p1)]k1 , (6.13)
Ĥ2(u; z) = e
M(f2(z)−f2(p2))e−ν2M
1/3u(z−q2) · ĝ2(z)
ĝ2(p2)
· 1
[ν2M1/3(z − p2)]k2 , (6.14)
Ĵ1(v;ω) = e
−M(f1(ω)−f1(p1))e−ν1M
1/3u(ω−q1) · ĝ1(p1)
ĝ1(ω)
· [ν1M1/3(ω − p1)]k1, (6.15)
Ĵ2(v;ω) = e
−M(f2(ω)−f2(p2))eν2M
1/3u(ω−q2) · ĝ2(p2)
ĝ2(ω)
· [ν2M1/3(ω − p2)]k2 . (6.16)
The function f1(z), f2(z), ĝ1(z), ĝ2(z) are defined by
fi(z) = −µi(z − qi) + log z − 1
γ2
log(z − 1), i ∈ {1, 2}. (6.17)
g1(z) := (z − 1)r1
N−k1∏
ℓ=N−r1+1
1
z − πℓ , g2(z) := (z − 1)
r2
r2∏
ℓ=k2+1
1
z − πℓ (6.18)
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and the parameter p1, p2, q1, q2 are defined by
p1 =
γ
γ − 1 , p2 =
γ
γ + 1
, q1 = p1 +
ǫ
ν1M1/3
, q2 = p2 − ǫ
ν2M1/3
. (6.19)
From some simple calculation, we know that p1, p2 are the saddle point of f1(z) and
f2(z), respectively. Below we will perform our saddle point analysis on W
−1
M K12 and
WMK21. Let’s start from W−1M K12(u, v) first. In Figure 5 we plot the contour Γ1 and Σ2
in (6.11). The contour Γ1 is defined in Figure 2, Section 4. Moreover the contour Σ2 is
defined in [1]. We quote their definition below.
Figure 5: The Contour Γ1 and Σ2.
Define Σ2 :=
⋃3
k=0Σ2,k ∪
⋃3
k=0Σ2,k where
Σ2,0 := {p2 + 3ǫ(ν2M1/3)ei(π−θ) : 0 ≤ θ ≤ π/3},
Σ2,1 := {p2 + te2iπ/3 : 3ǫ(ν2M1/3) ≤ t ≤ 2p2},
Σ2,2 := {p2 + 2p2e2iπ/3 − x : 0 ≤ x ≤ R},
Σ2,3 := {−R + i(
√
3p2 − y) : 0 ≤ y ≤
√
3p2}
where R is a pre-fixed constant which is sufficiently large and independent of M .
The intuition of the proof is as follows. The saddle point of f1(z), f2(z) is p1, p2
respectively. Moreover in our contour we leave the saddle points along the steepest
decent direction, in (6.11) the integral on z will be mostly concentrated on the point p2
and the integral on ω will be mostly concentrated on the point p1. But by our choice
of the constant WM , Ĥ1(x + u; z) and Ĵ2(y + v;ω) will be bounded at these two saddle
points. Moreover around these two points (ω − z)−1 ≈ (p2 − p1)−1 will also be bounded.
Hence due to the factor M−1/3 in front of the integral of (6.11), W−1M K12(u, v) will tend
to zero, at the speed of M−1/3. To paraphrase our intuition into a rigorous proof, we will
arrive at the following lemma.
Lemma 6.1 These exist some constant C > 0, c > 0,M0 > 0 such that uniformly for
u > U, v > V , we have
|W−1M K12(u, v)| ≤ C(e−cu−cv)M−1/3, (6.20)
|WMK21(u, v)| ≤ C(e−cu−cv)M−1/3. (6.21)
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Proof. Here we just prove (6.20) as the proof for (6.21) will be similar. Let’s define
δ < min{p1/10, p2/10, (p1 − p2)/10} to a sufficiently small constant independent of M .
Just like what we did in Section 4 and 5, we decompose the contour by Γ1 := Γ
′
1 + Γ
′′
1,
Σ2 := Σ
′
2 + Σ
′′
2 by
Γ′1 = {z ∈ Γ1 : |z − p1| ≤ δ}, Γ′′1 = Γ1\Γ′1,
Σ′2 = {z ∈ Σ2 : |z − p2| ≤ δ}, Σ′′2 = Σ2\Σ′2.
We first analyze Γ1. By Lemma 4.1 we know that ℜ(f(z)) is decreasing on Γ′1. Hence
there exist some constant c such that
∀z ∈ Γ′1,ℜ
[
f(z)− f(p1)
]
≤ 0, ∀z ∈ Γ′′1,ℜ
[
f(z)− f(p1)
]
≤ −c. (6.22)
For Σ2 we can also deduce the same result. From Lemma 3.2 in [1], we have
∀ω ∈ Σ′2,ℜ
[
f(z)− f(p1)
]
≥ 0, ∀ω ∈ Σ′′2,ℜ
[
f(ω)− f(p2)
]
≥ c. (6.23)
For z ∈ Γ′1, we note three results proved before. (1) exp[ν1M1/3uℜ(z−q1)] ≤ exp(−ǫu/2)
by the definition of the contour; (2) |ĝ1(z)/ĝ1(p1)| is bounded; and (3) |ν1M1/3(z −
p1)|−k1 ≤ ǫ−k1 is bounded. These three results, together with (6.22) give that∫
Γ′
1
|Ĥ1(u; z)|dz ≤ Ce−cu (6.24)
for some constant C, c > 0. Now we proceed to prove∫
Σ′
2
|Ĵ2(v;ω)|dω ≤ Ce−cv (6.25)
Similar to (4.18 – 4.21), we can choose δ small enough such that for |ω − p2| < δ,
ℜ
[
f(ω)− f(p)
]
≥ ν
3
2
6
|ω − p|3. (6.26)
Actually in [1] the authors proved that (6.26) holds as long as
δ < min
{
1
2(1 + γ)
,
ν32
6(43 + 4(1 + γ)4)
}
.
Now for ω ∈ Σ′2,
|Ĵ2(v, ω)| ≤ Ce−cve−(ν2M1/3|ω−p2|)3/6
∣∣∣∣ ĝ2(p2)ĝ2(ω)
∣∣∣∣[ν2M1/3|ω − p2|]k2
≤ Ce−cv (6.27)
since that |ĝ2(p2)/ĝ2(ω)| is bounded and that e−cxxk2 is bounded for x ≥ 0. From (6.27)
we obtain (6.25) directly. Having analyzed the behavior of Ĥ1, Ĵ2 on Γ
′
1 and Σ
′
2, our next
step is to prove that they decay exponentially fast on Γ′′1 and Σ
′′
2. Let’s take Ĥ1(u; z) as
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an example. The proof of Ĵ2(v;ω) will be similar. Indeed, by the second part of (6.22)
and by the fact that ĝ1(z)/ĝ1(p1) is bounded, we obtain∫
Γ′′
1
|Ĥ1(u; z)|dz ≤ Ce−cue−cM . (6.28)
Similar results for Ĵ2(v;ω) can also be obtain.
As the last step in proving our lemma, we have
W−1M K12(u, v) = −
1
ν1M1/3
[
I1 + I2 + I3 + I4
]
. (6.29)
Here
I1 :=
∫
Γ′
1
dz
∫
Σ′
2
dωĤ1(x+ u; z)Ĵ2(y + v;ω) · 1
ω − z , (6.30)
and I2, I3, I4 are just the integral of (6.30) on (Γ
′′
1,Σ
′
2), (Γ
′
1,Σ
′′
2) and (Γ
′′
1,Σ
′′
2), respectively.
In I1, z ∈ Γ′1 and ω ∈ Σ′′2, we have |ω − z|−1 ≤ ((p1 − p2)/2)−1 is bounded above.
Hence by (6.24) and (6.25) we have
|I1| ≤ Ce−cu−cv. (6.31)
For I2, z ∈ Γ′′1, ω ∈ Σ′2. We just use the trivial bound |ω − z|−1 ≤ CM1/3 for some
constant C, by the definition of our contour. Hence by (6.28) and (6.27) we get
|I2| ≤ Ce−cu−cve−cM ·M1/3 ≤ Ce−cu−cve−cM . (6.32)
With similar analysis, we can prove that (6.32) also holds for I3 and I4. Note that in
(6.29) we have an extra M−1/3 in front of the integral. This finishes the proof of (6.20)
in our lemma.
As a simple consequence, Theorem 1.2 holds. Here’s the rest of the proof for the
theorem.
Proof of Theorem 1.2. By Lemma (6.1) we have
‖W−1M K21‖1 ≤ CM−1/3, ‖WMK12‖1 ≤ CM−1/3 (6.33)
for some constant C. Here ‖ · ‖1 is the trace norm of the operator. Since the Fredholm
determinant is a locally Lipchitz continuous function with respect to the trace norm, from
(6.5) we obtain
P(λ˜min ≤ x, λ˜max ≤ y) = det
(
I −
( K11 W−1M K12
WMK21 K22
))
= det
(
I −
( K11 0
0 K22
))
+O(M−1/3)
= det(I −K11) det(I −K22) +O(M−1/3)
→ Fk1(x)Fk2(y).
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7 Conclusion
In this paper, we studied the spiked population model to establish two results: (1) the
asymptotic distribution of the smallest eigenvalue of the sample covariance matrix, and
(2) that the largest and the smallest eigenvalues are independent. Our approach is based
on the convergence of operators under the trace norm.
For the smallest eigenvalue, when the spike is weak (all above the threshold 1−γ−1),
the local fluctuation is of order O(M−2/3), and will converge to the generalized Tracy-
Widom law under the correct scaling. When the spike is strong enough to pull the smallest
eigenvalue out of the Marcˇenko-Pastur sea, it wil fluctuate at the order of O(M−1/2),
following the generalized Gaussian distribution. We also proved that the largest and
smallest eigenvalues are independent. Combined with the asymptotic behavior of λmax
proposed in [1], we can establish the joint distribution of (λmin, λmax).
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