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Let H be a complex separable inﬁnite dimensional Hilbert space. In this paper, we prove
that an operator T acting on H is a norm limit of those operators with single-valued
extension property (SVEP for short) if and only if T ∗ , the adjoint of T , is quasitriangular.
Moreover, if T ∗ is quasitriangular, then, given an ε > 0, there exists a compact operator K
on H with ‖K‖ < ε such that T + K has SVEP. Also, we investigate the stability of SVEP
under (small) compact perturbations. We characterize those operators for which SVEP is
stable under (small) compact perturbations.
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1. Introduction
The spectral theorem of normal operators enables people to obtain a deep understanding of the internal structure of
normal operators. One of the most fundamental objects in operator theory is to ﬁnd meaningful generalizations of the
theory of normal operators. There is no doubt that the local spectra theory (i.e. the theory of decomposable operators
initiated by C. Foias¸ [1]) is one of the most satisfactory generalizations. Throughout the study of the local spectra theory,
a notion called single-valued extension property always plays a key role.
An operator T on a complex Banach space X is said to have the single-valued extension property (SVEP for short), denoted
by T ∈ (SVEP), if, for every open set U ⊆ C, the only analytic solution f (·) : U → X of the equation (T − λ) f (λ) = 0 for all
λ ∈ U is the zero function on U . Here C denotes the set of complex numbers. Obviously, if the point spectrum of T has
empty interior, then T has SVEP.
The single-valued extension property of operators was ﬁrst introduced by N. Dunford to investigate the class of spectral
operators which is another important generalization of normal operators (see [2]). In the local spectra theory, for given
an operator T on X and a vector x ∈ X , one is often interested in the existence and the uniqueness of analytic solution
f (·) : U → X of the local resolvent equation
(T − λ) f (λ) = x
on suitable open subset U of C. Obviously, if T has SVEP, then the existence of analytic solution to any local resolvent
equation (related to T ) implies the uniqueness of its analytic solution. SVEP is possessed by many important classes of
operators such as hyponormal operators and decomposable operators. The interested reader is referred to [3,4] for more
details.
On the other hand, SVEP is often used as a basic condition to study Weyl’s theorem of operators and its generalizations
(see [5–8]).
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partially inspired by a series of research initiated by P. Aiena et al. (see [9–11]), dealing with the stability of property (ω)
under ﬁnite-rank perturbations and quasi-nilpotent perturbations. We shall prove that an operator T (acting on a complex
separable Hilbert space H) is a norm limit of those operators with SVEP if and only if T ∗ , the adjoint of T , is quasitriangular.
Moreover, we shall prove that if T ∗ is quasitriangular, then, given an ε > 0, there exists a compact operator K on H with
‖K‖ < ε such that T + K has SVEP. Also, we shall study the stability of SVEP under (small) compact perturbations. In order
to state our main results, we ﬁrst introduce some notations and terminologies (see [12, p. 9] and [4]).
Throughout this paper, H will always denote a complex separable inﬁnite dimensional Hilbert space. We let B(H) denote
the algebra of all bounded linear operators on H, and let K(H) denote the ideal of compact operators in B(H).
Let T ∈ B(H). We denote by σ(T ) and σp(T ) the spectrum of T and the point spectrum of T respectively. Denote by
ker T and ran T the kernel of T and the range of T respectively. T is called a semi-Fredholm operator, if ran T is closed and
either nul T or nul T ∗ is ﬁnite, where nul T := dimker T and nul T ∗ := dimker T ∗; in this case, ind T := nul T − nul T ∗ is
called the index of T . In particular, if −∞ < ind T < ∞, then T is called a Fredholm operator. The Wolf spectrum σlre(T ) and
the essential spectrum σe(T ) are deﬁned by
σlre(T ) := {λ ∈ C: T − λ is not semi-Fredholm},
and
σe(T ) := {λ ∈ C: T − λ is not Fredholm},
respectively. ρs−F (T ) := C\σlre(T ) is called the semi-Fredholm domain of T . Denote ρ+s−F (T ) = {λ ∈ ρs−F (T ): ind(λ− T ) > 0}.
An operator T ∈ B(H) is said to be quasitriangular if ind(λ − T ) 0 for all λ ∈ ρs−F (T ) (see [13]). Obviously, T is quasitri-
angular if and only if ρ+s−F (T ∗) = ∅.
Given a subset E of B(H), we denote by Esc the set of all operators T ∈ B(H) satisfying that for any ε > 0, there exists
K ∈ K(H) with ‖K‖ < ε such that T + K ∈ E . We call Esc the small-compact closure of E . Obviously E ⊆ Esc ⊆ E , where
E denotes the norm-closure of E .
Given a subset σ of C, we denote by isoσ and intσ the set of all isolated points of σ and the interior of σ respectively.
Now we are going to list our results. The main result of this paper is the following theorem which implies that the
closure of {T ∈ B(H): T ∈ (SVEP)} coincides with its small-compact closure.
Theorem 1.1 (Main Theorem). Let T ∈ B(H). Then the following statements are equivalent.
(i) Given ε > 0, there exists K ∈ K(H) with ‖K‖ < ε such that T + K ∈ (SVEP).
(ii) Given ε > 0, there exists K ∈ B(H) with ‖K‖ < ε such that T + K ∈ (SVEP).
(iii) There exists K ∈ K(H) such that T + K ∈ (SVEP).
(iv) ρ+s−F (T ) = ∅.
The following result characterizes those operators for which SVEP is stable under small compact perturbations.
Theorem 1.2. Let T ∈ B(H). Then there exists δ > 0 such that T + K ∈ (SVEP) for all K ∈ K(H) with ‖K‖ < δ if and only if
(i) int[ρs−F (T ) ∩ σp(T )] = ∅,
(ii) intσlre(T ) = ∅, and
(iii) ρs−F (T ) consists of ﬁnite connected components.
The following result characterizes those operators for which SVEP is stable under compact perturbations.
Theorem 1.3. Let T ∈ B(H). Then T + K ∈ (SVEP) for all K ∈ K(H) if and only if
(i) intσlre(T ) = ∅, and
(ii) ρs−F (T ) is connected.
In this paper it is also proved that {X ∈ B(H): X /∈ (SVEP)} is a dense subset of B(H) (Theorem 3.5).
The rest part of this paper is organized as follows. In Section 2, we shall make some preparations for the proofs of
main results. Section 3 is devoted to the proof of Theorem 1.1. In Section 4, we shall give the proofs of Theorem 1.2 and
Theorem 1.3.
2. Preparations
Let T ∈ B(H). If σ is a clopen subset of σ(T ), then there exists an analytic Cauchy domain Ω such that σ ⊆ Ω and
[σ(T ) \ σ ] ∩ Ω = ∅. We let E(σ ; T ) denote the Riesz idempotent of T corresponding to σ , that is,
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2π i
∫
Γ
(λ − T )−1 dλ,
where Γ = ∂Ω is positively oriented with respect to Ω in the sense of complex variable theory. In this case, we de-
note H(σ ; T ) = ran E(σ ; T ). If λ ∈ isoσ(T ), then {λ} is a clopen subset of σ(T ) and we simply write H(λ; T ) instead of
H({λ}; T ); if, in addition, dimH(λ; T ) < ∞, then λ is called a normal eigenvalue of T . A normal eigenvalue of an operator T
is also called a Riesz point of T (see [14]). The set of all normal eigenvalues of T will be denoted by σ0(T ).
Lemma 2.1. (See [15, Theorem 2.10].) Let T ∈ B(H) and suppose that σ(T ) = σ1 ∪σ2 , where σi (i = 1,2) are clopen subsets of σ(T )
and σ1 ∩ σ2 = ∅. Then H(σ1; T ) + H(σ2; T ) = H, H(σ1; T ) ∩ H(σ2; T ) = {0} and T admits the following matrix representation
T =
(
T1 0
0 T2
)
H(σ1; T )
H(σ2; T ) ,
where σ(Ti) = σi (i = 1,2).
Using [12, Corollary 3.22] and the above lemma, we can obtain the following lemma whose proof is left to the reader.
Corollary 2.2. Let T ∈ B(H) and suppose that σ is a clopen subset of σ(T ). Then
T =
(
A ∗
0 B
)
H(σ ; T )
H(σ ; T )⊥ ∼
(
A 0
0 B
)
H(σ ; T )
H(σ ; T )⊥ ,
where σ(A) = σ and σ(B) = σ(T ) \ σ .
In this paper, if S, T ∈ B(H), then we let S ∼ T denote that S, T are similar.
Let T ∈ B(H). For λ ∈ ρs−F (T ), the minimal index of λ − T is deﬁned by
min ind(λ − T ) :=min{nul(λ − T ),nul(λ − T )∗}.
Lemma 2.3. (See [12, Corollary 1.14].) Let T ∈ B(H). Then
(i) ρs−F (T ) is the disjoint union of the (possibly empty) open sets ρns−F (T ) (−∞ n+∞), where
ρns−F (T ) =
{
λ ∈ ρs−F (T ): ind(λ − T ) = n
}
, −∞ n+∞.
(ii) ρ0s−F (T ) includes the resolvent set ρ(T ) := C \ σ(T ) of T , and σ0(T ).
(iii) If h = 0, then ρhs−F (T ) is a bounded set.
(iv) The function λ →min ind(λ− T ) is constant on every component of ρs−F (T ) except for an at most denumerable subset ρss−F (T )
of ρs−F (T ) without limit points in ρs−F (T ). Furthermore, if μ ∈ ρss−F (T ) and λ is a point of ρs−F (T ) in the same component as
μ but λ /∈ ρss−F (T ), then
min ind(λ − T ) < min ind(μ− T ).
Lemma 2.4. (See [16, Proposition 6.9].) Let T ∈ B(H) and λ0 ∈ isoσ(T ). Then the following statements are equivalent.
(i) λ0 ∈ σ0(T ).
(ii) λ0 ∈ ρ0s−F (T ).
(iii) λ0 ∈ ρs−F (T ).
Corollary 2.5. Let T ∈ B(H). If ρs−F (T ) is connected, then σ(T + K ) = σlre(T + K ) ∪ σ0(T + K ) for all K ∈ K(H).
Proof. Note that ρs−F (T ) = ρs−F (T + K ) for all K ∈ K(H), then it suﬃces to prove that σ(T ) = σlre(T ) ∪ σ0(T ). Since
ρs−F (T ) is connected and ρ(T ) ⊆ ρs−F (T ), by Lemma 2.3(i), we can infer that ρs−F (T ) = ρ0s−F (T ). Then C = σlre(T ) ∪
ρ0s−F (T ).
Since ρ(T ) ⊆ ρs−F (T ) = ρ0s−F (T ) and min ind(λ − T ) = 0 for all λ ∈ ρ(T ), by Lemma 2.3(iv), we deduce that min ind(λ−
T ) = 0 for all λ ∈ ρ0s−F (T ) \ ρss−F (T ). Then ρ0s−F (T ) \ ρss−F (T ) ⊆ ρ(T ). By Lemma 2.4 and Lemma 2.3(iv), it is easy to see
that ρ0 (T ) ∩ ρs (T ) ⊆ σ0(T ), hence we conclude thats−F s−F
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[
σ(T ) ∩ ρs−F (T )
]
= σlre(T ) ∪
[
σ(T ) ∩ ρ0s−F (T )
]
= σlre(T ) ∪ σ0(T ). 
If σ ⊆ C and λ ∈ C, then we denote dist(λ,σ ) = inf{|λ − μ|: μ ∈ σ }. Given an operator T on H, the essential minimum
modulus me(T ) of T is deﬁned by
me(T ) =min
{
λ ∈ σe
((
T ∗T
)1/2)}
.
For γ  0, deﬁne γ (T ) = {μ ∈ C: me(μ− T ) γ }. Deﬁne
me(T ;λ) =min
{
γ  0: dist[λ,γ (T )] γ }, λ ∈ C.
Lemma 2.6. (See [12, Proposition 6.10].) Let T ∈ B(H). Then
(i) me(T ) > 0 if and only if ran T is closed and nul T < ∞;
(ii) me(λ − T ) is continuous for λ ∈ C;moreover,∣∣me(λ1 − T ) −me(λ2 − T )∣∣ |λ1 − λ2|, ∀λ1, λ2 ∈ C.
Corollary 2.7. Let T ∈ B(H) and λ ∈ C. Then me(T ;λ) 12 · dist[λ, ∂σe(T )].
Proof. Since ∂σe(T ) is a nonempty compact subset of C, we can choose μ ∈ ∂σe(T ) such that |λ − μ| = dist[λ, ∂σe(T )].
Obviously μ /∈ ρs−F (T ) and, by Lemma 2.6(i), me(T −μ) = 0. Denote γ0 = |λ − μ|/2. Using Lemma 2.6(ii), we obtain
me
(
λ +μ
2
− T
)
=
∣∣∣∣me
(
λ +μ
2
− T
)
−me(μ− T )
∣∣∣∣
∣∣∣∣λ +μ2 − μ
∣∣∣∣= γ0.
Hence λ+μ2 ∈ γ0 (T ) and dist[λ,γ0 (T )] |λ − λ+μ2 | = γ0. Then
me(T ;λ) =min
{
γ  0: dist[λ,γ (T )] γ } γ0 = 1
2
· dist[λ, ∂σe(T )]. 
Lemma 2.8. (See [17, Proposition 3.4].) Let T ∈ B(H). Given ε > 0, there exists K ∈ K(H) with
‖K‖ < ε +max{me(T ;λ): λ ∈ σ0(T )},
such that σp(T + K ) = ρ+s−F (T ).
By Lemma 2.8 and Corollary 2.7, the following result is clear.
Corollary 2.9. Given T ∈ B(H) and ε > 0, there exists K ∈ K(H) with
‖K‖ < ε +max{dist[λ, ∂σe(T )]: λ ∈ σ0(T )},
such that σp(T + K ) = ρ+s−F (T ).
3. Proof of Theorem 1.1
We ﬁrst give a useful lemma.
Lemma 3.1. (See [18, Theorems 9/10].) Let T ∈ B(H). If int[ρs−F (T ) ∩ σp(T )] = ∅, then T /∈ (SVEP).
Corollary 3.2. Let T ∈ B(H). If ρ+s−F (T ) = ∅, then T /∈ (SVEP).
In this paper, if λ ∈ C and δ > 0, then we denote Bδ(λ) = {z ∈ C: |z − λ| < δ}.
Now, we are going to give the proof of Theorem 1.1.
Proof of Theorem 1.1. The relations “(i) ⇒ (ii)” and “(i) ⇒ (iii)” are obvious.
“(ii) ⇒ (iv)”. If not, then ρ+s−F (T ) = ∅. We can choose λ0 ∈ ρs−F (T ) such that ind(T − λ0) > 0. Then there exists δ > 0
such that ind(T + K − λ0) = ind(T − λ0) > 0 for all K ∈ B(H) with ‖K‖ < δ. Hence ρ+s−F (T + K ) = ∅ for all K ∈ B(H) with‖K‖ < δ. It follows from Corollary 3.2 that T + K /∈ (SVEP) for all K ∈ B(H) with ‖K‖ < δ, a contradiction.
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= ∅ and hence ρ+s−F (T + K ) = ∅ for all K ∈ K(H). It follows immediately from
Corollary 3.2 that T + K /∈ (SVEP) for all K ∈ K(H), a contradiction.
“(iv) ⇒ (i)”. For arbitrarily given ε > 0, we denote
σ1 =
{
λ ∈ σ0(T ): dist
[
λ, ∂σe(T )
]
 ε
2
}
.
Then σ1 is a ﬁnite, clopen subset of σ(T ). Set σ2 = σ(T ) \ σ1. By Corollary 2.2, T admits the following representation
T =
(
T1 ∗
0 T2
)
H(σ1; T )
H(σ1; T )⊥ ,
where σ(Ti) = σi (i = 1,2). Then one can verify that
max
{
dist
[
λ, ∂σe(T2)
]: λ ∈ σ0(T2)}< ε
2
.
By Corollary 2.9, there exists a compact operator K on H(σ1; T )⊥ with
‖K‖ < ε
2
+max{dist[λ, ∂σe(T2)]: λ ∈ σ0(T2)}< ε
2
+ ε
2
= ε
such that σp(T2 + K ) = ρ+s−F (T2) = ρ+s−F (T ) = ∅. Set
K =
(
0 0
0 K
)
H(σ1; T )
H(σ1; T )⊥ .
Then K is compact and ‖K‖ < ε.
Obviously, T + K can be written as
T + K =
(
T1 ∗
0 T2 + K
)
H(σ1; T )
H(σ1; T )⊥ .
It is easy to see that σp(T + K ) = σp(T1) = σ(T1) is a ﬁnite set. Therefore we conclude that T + K ∈ (SVEP). 
Deﬁnition 3.3. We say that a certain property (P) (of operators on a Hilbert spaces H) is a bad property if the following
three conditions are fulﬁlled:
1. if A has property (P), then α + βA has the property (P) for all α ∈ C and β = 0,
2. if A has the property (P) and T is similar to A, then T has the property (P), and
3. if A has the property (P) and σ(A) ∩ σ(B) = ∅, then A ⊕ B has the property (P), where A ⊕ B denotes the orthogonal
direct sum of A and B .
Lemma 3.4. (See [12, Theorem 3.51].) If (P) is a bad property and there exists some operator A with the property (P), then the set
{T ∈ B(H): T satisﬁes (P)} is dense in B(H).
If we deﬁne “an operator T has (P)” to be “T /∈ (SVEP)”, then it is not diﬃcult to verify that (P) is a bad property. Hence
the following result is clear.
Theorem 3.5. Given T ∈ B(H) and ε > 0, there exists X ∈ B(H) with ‖X‖ < ε such that T + X /∈ (SVEP).
4. Proofs of Theorems 1.2/1.3
Lemma 4.1. (See [19, Lemma 2.10].) Let T ∈ B(H) and suppose that ∅ = Γ ⊆ σlre(T ). Then, given ε > 0, there exists a compact
operator K with ‖K‖ < ε such that
T + K =
(
N ∗
0 A
)
H1
H2
,
where N is a normal operator and σ(N) = σlre(N) = Γ .
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Then, given ε > 0, there exists K ∈ K(H) such that
‖K‖ < max{me(λ − T ): λ ∈ Φ}+ ε
and σ(T + K ) = σ(T ) ∪ Φ .
Corollary 4.3. Let T ∈ B(H). If σ(T ) = ∂Ω , where Ω is a bounded connected open subset of C, then, given ε > 0, there exists
K ∈ K(H) with ‖K‖ < √m(Ω)/π + ε such that σ(T + K ) = Ω . Here m(·) denotes the planar Lebesgue measure.
Proof. Since σ(T ) = ∂Ω is a perfect subset of C, we have σlre(T ) = ∂Ω . It follows from Lemma 2.6 that
me(λ − T ) =
∣∣me(λ − T ) −me(μ− T )∣∣ |λ − μ|, ∀λ ∈ Ω,μ ∈ ∂Ω.
Then for each λ ∈ Ω , we have me(λ − T ) dist(λ, ∂Ω). For each λ ∈ Ω , note that {z ∈ C: |z − λ| < dist(λ, ∂Ω)} ⊆ Ω , then
π · dist(λ, ∂Ω)2 m(Ω) and dist(λ, ∂Ω)√m(Ω)/π . Hence we have
max
{
me(λ − T ): λ ∈ Ω
}
max
{
dist(λ, ∂Ω): λ ∈ Ω}√m(Ω)/π.
By Lemma 4.2, this completes the proof. 
Proof of Theorem 1.2. “⇒”. We shall prove the necessity by contradiction.
(i) If (i) does not hold, then it follows directly from Lemma 3.1 that T /∈ (SVEP), a contradiction.
(ii) If (ii) does not hold, then, for arbitrarily given ε > 0, there exist λ0 ∈ σlre(T ) and δ > 0 such that δ < ε2 and Bδ(λ0) ⊆
σlre(T ). Denote Γ = ∂Bδ(λ0). By Lemma 4.1, there exists K1 ∈ K(H) with ‖K1‖ < ε4 such that
T + K1 =
(
N ∗
0 A
)
H1
H1⊥
,
where N is a normal operator and σ(N) = σlre(N) = Γ .
By Corollary 4.3, there exists a compact operator K2 on H1 such that σ(N + K2) = Bδ(λ0) and ‖K2‖ < √m(Bδ(λ0))/π +
ε
4 <
3ε
4 .
It is easy to see that Bδ(λ0) ⊆ ρs−F (N) ∩ σp(N). Then it follows from Lemma 3.1 that N + K2 /∈ (SVEP). Set
K2 =
(
K2 0
0 0
)
H1
H1⊥
and K = K1 + K2.
Then ‖K‖ ‖K1‖ + ‖K2‖ < ε4 + 3ε4 = ε and
T + K =
(
N + K2 ∗
0 A
)
H1
H1⊥
.
It is easy to verify that T + K /∈ (SVEP). Thus we have proved that for any ε > 0 there exists K ∈ K(H) with ‖K‖ < ε such
that T + K /∈ (SVEP), a contradiction.
(iii) If (iii) does not hold, then we may assume that {Ωi}∞i=1 is an enumeration of the bounded connected components
of ρs−F (T ). Obviously,
∑∞
n=1 m(Ωn)m(σ̂ (T )) < ∞, where σ̂ (T ) is the polynomially convex hull of σ(T ). Then, for given
ε > 0, there exists some n such that m(Ωn) < πε2/4.
Since ∂Ωn ⊆ σlre(T ), by Lemma 4.1, there exists K1 ∈ K(H) with ‖K1‖ < ε4 such that
T + K1 =
(
N ∗
0 A
)
H1
H2
,
where N is normal and σ(N) = σlre(N) = ∂Ωn . By Corollary 4.3, using a similar argument as in (ii), we can choose K2 ∈
K(H) with ‖K2‖ < 3ε4 such that
T + K1 + K2 =
(
N ∗
0 A
)
H1
H2
,
where N is a compact perturbation of N and σ(N) = Ωn . Hence ρs−F (N) ∩ σp(N) has interior points. By Lemma 3.1, we
deduce that N /∈ (SVEP) and hence T + K1 + K2 /∈ (SVEP). Thus we have proved that for any ε > 0 there exists K ∈ K(H)
with ‖K‖ < ε such that T + K /∈ (SVEP), a contradiction.
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int[ρs−F (T ) ∩ σp(T )] = ∅, we can choose λi ∈ Ωi such that T − λi is left invertible. Then there exists δ > 0 such that
T + A − λi is left invertible for all A ∈ B(H) with ‖A‖ < δ and 1 i  n. Arbitrarily choose a K ∈ K(H) with ‖K‖ < δ. We
shall prove that T + K ∈ (SVEP).
Since T + K − λi is left invertible, by Lemma 2.3, it is not diﬃcult to see that ρ+s−F (T ) = ∅ and the function λ →
min ind(λ − T − K ) is zero on every component of ρs−F (T + K ) except for an at most denumerable subset ρss−F (T + K )
without limit points in ρs−F (T + K ). Then σp(T + K ) ⊆ [σlre(T + K )∪ρss−F (T + K )]. Note that intσlre(T + K ) = intσlre(T ) = ∅
and ρss−F (T + K ) is at most denumerable, then we obtain intσp(T + K ) = ∅ and hence T + K ∈ (SVEP). 
Proof of Theorem 1.3. “⇒”. If (i) does not hold, then intσlre(T ) = ∅. It follows immediately from Theorem 1.2 that for any
ε > 0 there exists K ∈ K(H) with ‖K‖ < ε such that T + K /∈ (SVEP), a contradiction.
If (ii) does not hold, then we can choose a bounded component Ω of ρs−F (T ). Using a similar argument as in the proof
of Theorem 1.2 for the necessity, we can choose K ∈ K(H) such that int[ρs−F (T + K )∩σp(T + K )] = ∅. Then, by Lemma 3.1,
we have T + K /∈ (SVEP), a contradiction.
“⇐”. Arbitrarily choose a K ∈ K(H). Since ρs−F (T ) is connected, by Corollary 2.5, we can deduce that σ(T + K ) =
σlre(T + K )∪σ0(T + K ). Note that σ0(T + K ) is at most denumerable and σlre(T + K )(= σlre(T )) has no interior point, then
intσ(T + K ) = ∅ and hence intσp(T + K ) = ∅. Therefore we have T + K ∈ (SVEP). 
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