Introduction
This paper investigates speaker verification in noisy conditions, assuming that speech signals are corrupted by environmental noise but the characteristics of the noise source are not known a priori. This research is motivated in part by the potential application of speaker recognition technologies on handheld devices. While the technologies promise an additional biometric layer of security to protect the user, the practical implementation of such systems faces many challenges, with handset transducer mismatch and environmental noise being two of the most prominent. Recently, much research has been conducted towards reducing the transducer/channel effect (see, for example, [1] - [6] ). The present study is focused on the noise issue. Due to the mobile nature of the handheld systems, the acoustic environments and hence the noise sources can be highly time-varying and potentially unknown. This raises the requirement for noise robustness in the absence of information of the noise.
To date, research has targeted the impact of environmental noise through filtering techniques such as spectral subtraction or Kalman filtering [7] , [8] . Other techniques rely on a statistical model ofthe noise, for example, parallel model combination (PMC) [9] , [10] , or on the use of microphone arrays [1 1] , [12] . Recent studies on the missing-feature method have shown improved robustness for speech data subjected to partial noise corruption (e.g., [13] , [14] ).
Without assuming a prior knowledge of the noise source, there may be two different approaches to achieving noise robustness: 1) obtaining a noise estimate from the given test signal, and then using the estimate to form a filter for noise removal or to update the acoustic models for noise-effect compensation; 2) building robust acoustic models with inherent robustness to noise corruption. In this paper, we consider examples for both approaches, and furthermore, for their combinations. Specifically, we investigate speaker verification on handheld devices using a database recorded in real-world noisy conditions. We study and compare the robustness of Wiener filtering, noise compensation, missing-feature method, universal compensation, and their combinations. While Wiener filtering and noise compensation are examples ofapproaches that require an estimate of the noise characteristics, the missing-feature and universal-compensation methods studied in the paper are examples of approaches that do not require information about the noise. Strategies for combining different techniques are investigated, as a focus of the research towards improved noise robustness. The various methods and proposed combinations are compared within the same framework for acoustic modeling. The experimental results show the superiority of the combined techniques to the individual techniques, due to the weakened assumptions and hence enhanced capabilities for modeling real-world noisy speech. This research extends our previous work [15] , [16] where ai stands for the ith log filter-bank energy. DLFBE were studied in [18] and further studied in [19] , as an alternative to MFCC (mel-frequency cepstral coefficients) for speech recognition with potentially comparable performance and with less computation than DCT. In this paper, we use D added with its first-order derivative as the frame vector for both the full-feature model (which uses all the feature components for recognition) and the missing-feature model. Denote 
p(ST)p(XT) jjj P(stXt) (1) where P(ST) is the Markovian state-sequence probability, P(X1T) = (5) where ST denotes the most-likely state sequence for the hypothesized speaker. The maximization in (5) can be computed using the conventional Viterbi algorithm. Equations (4) and (5) are used as the framework for the various techniques to compute speaker scores for verification. The significance of the framework, for unifying the full-feature model and the missingfeature model, will become clear later.
Test Conditions and Baseline System (BL)
We conduct three tests on the given database. In all the tests, we assume that only the office data are available for training the speaker models. The three tests, indexed by their corresponding enviornment/microphone conditions for training and testing, are described below. (4) and (5) to compute the speaker score. Fig. 3 -5 present the detection-error-tradeoff (DET) curves for the baseline system, for the three test conditions OH-OH, 01-SI, OI-SH described above. Table 1 shows the equal error rates (EERs) produced by the system for the three test conditions. The baseline system accuracy degraded seriously by the noise corruption and microphone mismatch.
Wiener Filtering (WF)
A two-stage Wiener filter (WF) [20] is implemented as a preprocessing technique for removing the background noise. The filter is based on an estimate of the noise power spectrum taken at the beginning of each test utterance assuming a period of signal containing only background noise. Twenty frames, or 200 ms, are found suitable for the database for the estimation without requiring an end-point detection. The noise power spectrum is estimated by averaging the FFT power periodograms over the 20 frames. Although a noise tracking algorithm may be further considered for estimating nonstationary noise (e.g., [21] ), this is not implemented in our experiments because of the relatively short duration of each test utterance giving few speechinactive periods within the utterance for noise estimate updating. The WF is used to modify the noisy FFT magnitudes before they are passed to the mel-warped filter bank for calculating the frame vector (Section 2.2). Informal listening tests indicate significantly improved signal-to-noise ratio (SNR) for the filtered noisy signal, along with some mechanical sound effects as usually found with speech enhancement algorithms. Fig. 2 shows an example of the WF effect for increasing the SNR. To reduce the training and testing mismatch, the filter is also applied to the training data. Except for the filtered training/testing data, the VMM structure and the score algorithm remain the same as for the baseline system.
The DET curves for the WF technique for the three test conditions are shown in Fig. 3 
Noise Compensation (NC)
Noise compensation (NC) techniques modify the speaker model parameters (e.g., the mean vectors and covariance matrices of the Gaussian mixture model) to match the noise effect on the speech signal. Typical examples of NC include PMC [22] , which combines the parameters of a clean speech HMV and a noise HMM to form a new HMM modeling the noisy speech, and multi-condition or multi-style training [23] , which builds acoustic models directly on noisy training data matching the test environments. To gain an accurate image ofthe effectiveness of the method on our database, we consider re-training the speaker models using noise data taken from the test data. As [13] , [14] , [24] - [26] ). In this paper, we study the posterior union model (PUM) [27] . The PUM is applied to frame vector X on a frame-by-frame basis, obtaining an estimate of the reliable feature components within X that maximizes the posterior probability of the associated state P(s X) as defined in (2) . Let X denote the estimate, then X = arg max Ex P(s x). The maximization can be computed efficiently by approximating the state-emission probability P(Xls), for any subset X C X, by the probability of the union of all subsets of the same size as X, i.e. [28] , P(X s) aC X,I all XIEX,size(x/)=s'ze(x)
P(W'S)
Since the sum includes all subsets, it includes the least-distorted subset, assuming of the size of X, that can be assumed to dominate the sum due to the best data-model match. Note that the union probability P(Xls) is not a function of the identity of subset X but only a function of the size of X. Replacing the state-emission probability in (2) with the union probability (6), we thus turn the maximization for the identity of the reliable subset, maxxEx P(sIx), to the maximization for the size of the reliable subset, maxsize(x) P(s x), which has a much lower complexity. This is why we call the above model the posterior union model. The PUM can be conveniently incorporated into (4) by replacing P(st IXt) with the state posterior optimized for the feature components, i.e., T LR(XT, ST) P(ST) H| max P(stIx) (7) tl1 Comparing (4) and (7) indicates a unified score framework for the full-feature model and the missing-feature model. The difference between the two models thus rests only on the utilization of the feature data in deciding the score -an area exploited by the MF method for improving noise robustness.
We repeated the above WF and NC based experiments by using (7) instead of (4) to compute the scores. The results for the combined models, WF+MF, NC+MF, are shown in Fig. 3 Previously we have studied the use of white noise at various SNRs as the training noise, added to the clean training data to form the multi-condition training data for the model [15] . In the present study we consider an alternative, choosing to use the low-pass filtered white noise at various SNRs as the training noise data. The low-pass filtering simulates the high-frequency rolloff characteristics often seen for the realistic noise data, due to the microphone effect, and due to the relatively distant noise sources. The PUM described in Section 5 is used to build the multi-condition model, to exploit the model's feature-selection ability to focus the recognition on the matching data between the simulated training noise condition and the realistic test noise condition.
Let (o denote the clean training data set for a speaker ((o is the office data set in our experiments). The first step of the UC method is to multiply (o by adding simulated noise to (o at various SNRs. This leads to multi-condition training sets (1, 2, ..., bL, where (Di denotes the lth training set corresponding to a specific SNR. Assume that on each training set (Di a speaker model is estimated, which is represented by the HMM state-emission probabilities P (Xls, (1i) ). The second step of the UC method is to compose P(Xls, I1?) from different sets 4fi to form a multi-condition model, such that it is capable of accommodating noise varieties, and at the same time capable of ignoring noise variations not matched by the multi-condition training data. The PUM can be extended to implement this. Following (2), define a posterior probability P(s, Di P(S, (Di X)= E P(XI S, (Di)P((Dt )PI(,S)) (8) E 1,i/ P(X s',IDiI)P(IDjiI s')P(s') where P(s) is a state prior, P(IDiIs) is the the prior probability of the occurrence of the noise condition represented in (D in state s, and the summation in the denominator is over all all possible states and training noise conditions for frame X. A multi-condition model, which produces a state posterior P(sIX) required in (4) for scoring, can be obtained by integrating P(s, F1 1X) over the training noise condition, and by applying the PUM for each training condition to focus on the best-matching test data that maximize P(s, f1 IX), i.e., L P(sIX) ZE max P(s, (D IX) (9) We call (9) the UC model. Comparing (7) and (9) indicates that the PUM is a special case of the UC model with singlecondition training (i.e., L = 0). As for the PUM, the maximization in (9) for the matching data subset can be turned into a maximization for the size of the matching data subset, and hence with a lower computational complexity, by approximating the state-emission probability P(XIs, 1i) in (8) , for any subset X C X, by the sum E., P(X Is, (i) for all subsets X' C X of the same size as X, i.e., the probability of the union of all X'.
In our experiments, we created nine noisy training sets (i.e., L = 9) by adding simulated, low-pass filtered white noise to the office training data at nine SNRs from 4 to 20 db (increasing 2 db every step). This gives a total of ten training conditions (including the original office data condition), each condition characterized by a specific SNR. For each speaker, each SNR condition was modeled by an HMM with the same structure as the baseline model as described in Secition 2.3, with eight states with 2 mixtures per state for the spoken phrase and three states with 16 mixtures per state tied across all the speakers for the speech-inactive backgrounds. The state-emission probabilities of these HMMs were combined based on (9) to form the UC model. In computing (8), we assumed a uniform state prior P(s), and a unform noise-condition prior P(Dl Is) assuming no prior knowledge of the structure of the test noise.
The verification results produced by the UC model are presented in Fig. 3-5 
Conclusions
This paper investigated different modeling techniques for handheld speaker verification, using a database recorded in realistic noisy conditions. The database provided limited training data for the enrolled speakers, and involved realistic noise and transducer mismatch between training and testing. The modeling techniques being studied include Wiener filtering, noise compensation, missing-feature method, universal compensation, and their combinations. These were studied and compared within the same framework for acoustic featuring, modeling and scoring. Our experimental results on the database indicated that: 1) usual Wiener filtering and noise compensation, based on a noise estimate taken at the beginning of test utterances over a period of signal without speech, showed very limited robustness to noise corruption, and 2) the proposed combined techniques offered significantly improved noise robustness. We studied different combination strategies, including the combination between Wiener filtering/noise compensation and missing-feature method, the combination between multi-condition training and missing-feature method (i.e., universal compensation), and the combination between Wiener filtering and universal compensation (which is effectively the combination of three techniques -Wiener filtering, multi-condition training and missing-feature method). Ideally, the individual component techniques in the combination are complementary to one another. Our further research will be focused on the optimization of the individual component techniques for an optimized combined system. 
