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ON p -ELLIPTIC DIVERGENCE FORM OPERATORS AND
HOLOMORPHIC SEMIGROUPS
MORITZ EGERT
Abstract. Second order divergence form operators are studied on an open set with
various boundary conditions. It is shown that the p-ellipticity condition of Carbonaro–
Dragičević and Dindoš–Pipher implies extrapolation to a holomorphic semigroup on
Lebesgue spaces in a p-dependent range of exponents that extends the maximal range
for general strictly elliptic coefficients. Results have immediate consequences for the
harmonic analysis of such operators, including H∞-calculi and Riesz transforms.
1. Introduction and main results
Let A : O → L(Cd) be a measurable strictly elliptic matrix function on an open set
O ⊆ Rd, that is to say, there are constants λ,Λ > 0 such that for almost every x ∈ O,
|A(x)| ≤ Λ and Re(A(x)ξ | ξ) ≥ λ(1)
hold for all ξ ∈ Cd. The associated divergence form operator L = − div(A∇ ·) is defined
on L2(O) in the weak sense through a sesquilinear form
a : V × V → C, a(u, v) =
∫
O
A∇u · ∇v dx,(2)
where (mixed) Dirichlet and Neumann boundary conditions are incorporated through the
choice of the form domain W1,20 (O) ⊆ V ⊆ W1,2(O), see Section 3 below. It is well-
known that L is maximal accretive [16, VI.6] and therefore −L generates a holomorphic
C0-semigroup of contractions T = (T (t))t≥0 on L
2(O) of angle pi/2 − ω, where ω is the
smallest angle such that
sup
u∈V
arg a(u, u) ≤ ω,(3)
see [16, XI.6, Thm. 1.24]. In this paper, we are concerned with extrapolating T by density
to a holomorphic C0-semigroup on L
q(O) for q in an interval around 2.
For real coefficient matrices it has been long known that T extrapolates to Lq(O) for
all q ∈ [1,∞), see for example [1, 19, 20]. For complex matrices, on the contrary, there
is a natural threshold in q that is related to Sobolev embeddings. For |1/2 − 1/q| <
1/d extrapolation is well-known by various different proofs on various classes of open
sets [3, 7, 9, 19, 22]. In the plane this covers the full range q ∈ (1,∞) but in dimensions
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d ≥ 3 the semigroup may cease from extrapolating if |1/2− 1/q| > 1/d, even on O = Rd,
see [13, Prop. 2.10].
In their groundbreaking paper [5], Maz’ya and Cialdea have considered operators with
coefficients A ∈ C1(O → L(Cd)) and pure Dirichlet boundary conditions on a bounded
regular domain. They have found an algebraic condition on the matrix A that is sufficient
for T to extrapolate to a contraction semigroup on Lp(O) and that is also necessary for
the latter to hold if, in addition, Im(A) is symmetric. This was generalized to the setup
described above, but still for pure Dirichlet boundary conditions, by Carbonaro and
Dragičević [4]. They have elegantly rephrased the condition in [5] as
∆p(A) := essinf
x∈O
min
ξ∈Cd, |ξ|=1
Re(A(x)ξ,Jpξ) ≥ 0,(4)
where Jp : Cd → Cd is the R-linear map defined by
Jp(α+ iβ) = 2
(
α
p′
+
iβ
p
)
(α, β ∈ Rd)(5)
and p′ = p/(p−1) is the Hölder conjugate of p ∈ (1,∞). The stronger condition ∆p(A) >
0 was also introduced in [4] in the context of dimension free bilinear embeddings and
independently by Dindoš–Pipher [8] in the context of boundary value problems. We shall
follow terminology of [4] and say that A is p-elliptic in this case. By definition this means
for almost every x ∈ O the p-adapted lower bound
Re(A(x)ξ,Jpξ) ≥ ∆p(A)|ξ|2(6)
for all ξ ∈ Cd. This can be viewed as an interpolating condition between general strictly
elliptic and strictly elliptic real matrices. Indeed, (1) automatically implies ∆2(A) ≥ λ and
if in addition A is real, then we have ∆p(A) ≥ λmin{2/p′, 2/p} for every p ∈ (1,∞).
1.1. Main results. Our main result gives a precise extension of the extrapolation range
for operators with p-elliptic coefficients. In view of the discussion above this is only of
interest in dimension d ≥ 3. We shall work under the assumption of (Sobolev) embedding
properties of the form domain V that are made precise in Section 3.2. Here, we only
mention that the homogeneous version holds without any restrictions on O in case of
pure Dirichlet conditions and for mixed boundary conditions if O is bounded, connected,
and Lipschitz regular around the Neumann boundary part.
Theorem 1. Let d ≥ 3 and assume that V has the embedding property. If A is p-elliptic,
then for every ε > 0 the semigroup (e−εtT (t))t≥0 generated by −L − ε extrapolates to a
C0-semigroup on L
q(O) provided that∣∣1/2− 1/q∣∣ ≤ 1/d+ (1− 2/d)∣∣1/2− 1/p∣∣.
This semigroup is bounded holomorphic of angle pi/2 − ω. If V has the homogeneous
embedding property, then the same result also holds for ε = 0.
We adopt the notion of bounded holomorphic semigroups from [12]. Uniform boundedness
is required on every sector of angle ψ < pi/2 − ω but with possibly ψ-dependent bound.
The extrapolation to a C0-semigroup in Theorem 1 was known previously only under
the structural assumption that ImA is symmetric [11, Thm. 1.4]. See also [11,15,18,19]
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for earlier contributions. We remark that Theorem 1 applies in particular to q = p and
q = p′.
The proof will be given at the end of Section 5. It follows by a two-step procedure: If we
can extrapolate the semigroup to Lp(O), then we can use ultracontractivity to extrapolate
further to the range of q’s in Theorem 1. An essential tool in this approach are L2 off-
diagonal bounds for T that we reproduce in Section 3 for convenience. The required
extrapolation to Lp(O) in turn relies on some of the fundamental algebraic calculations
in [5]. In fact, we obtain in Section 4 as our second main result the following
Theorem 2. If ∆p(A) ≥ 0, then T extrapolates to a holomorphic C0-semigroup of con-
tractions on Lq(O) provided that |1/2 − 1/q| ≤ |1/2 − 1/p|.
By this means we generalize the implication “(a)⇒ (b)” in [4, Thm. 1.3] to more general
boundary conditions.
1.2. Consequences. Let us recall the important observation of [4, Prop. 5.15] that p-
ellipticity of A can equivalently be stated through the inequality
µ(A) := essinf
x∈O
inf
ξ∈Cd,(A(x)ξ|ξ)6=0
Re(A(x)ξ | ξ)
|(A(x)ξ | ξ)| > 2
∣∣1/2 − 1/p∣∣,
which decouples p and A. For convenience we have included a direct proof in the appendix.
We conclude that the set {p : A is p-elliptic} is open in (1,∞). This being said, our main
results reveal some new features even for the classical strictly elliptic matrices as in (1).
Indeed, we obtain from the trivial bound µ(A) ≥ λ/Λ that every strictly elliptic matrix
is p-elliptic provided that |1/2 − 1/p| < λ/(2Λ) and we conclude from Theorem 1 the
following
Corollary 3. Let d ≥ 3 and assume that V has the homogeneous embedding property.
Then T extrapolates to a bounded holomorphic C0-semigroup on L
q(O) of angle pi/2− ω
provided that ∣∣1/2 − 1/q∣∣ < 1/d + (1/2− 1/d)λ/Λ.
Extrapolation beyond the range |1/2−1/q| ≤ 1/d is essentially known in this context. Our
proof here, however, appears particularly clean in that it avoids the sophisticated self-
improvement properties of invertibility in complex interpolation scales [3, 9] or reverse
Hölder inequalities [22] and, as a consequence, pinpoints the improvement in terms of
ellipticity.
An independent interest in Theorem 1 stems from its immediate consequences for the
harmonic analysis of L on Lq(O), such as H∞-calculus, Riesz transforms and Kato square
root estimates, at least when O is either the whole space or a bounded connected set that
is Lipschitz regular around the Neumann boundary part. Indeed, such results come for
free once the extrapolation of the semigroup has been settled and we refer the reader to
[3, 9] for a precise account.
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2. Notation
We use | · | for both the Euclidean norm on Cd, d ≥ 1, and the operator norm of matrices
viewed as linear operators on the Hilbert space Cd. Inner products (· | ·) on complex
Hilbert spaces are linear in the first component. We denote the (semi)-distance between
subsets E,F of Rd by d(E,F ). Given z ∈ C we write
sgn z =
{
z/|z| if z 6= 0,
0 if z = 0.
For ψ ∈ (0, pi) we define the open sector S+ψ := {z ∈ C \ {0} : | arg(z)| < ψ} of opening
angle ψ and for convenience we put S+0 := (0,∞). Occasionally we use the symbol . for
inequalities that hold up to multiplication by a constant. None of our constants depends
on the structure of A itself but only on quantified parameters such as λ,Λ,∆p(A).
All function spaces in this paper are over the complex numbers. By W1,2(O) we denote
the usual Sobolev space of functions u ∈ L2(O) with distributional gradient ∇u ∈ L2(O)d
equipped with the Hilbertian norm ‖u‖1,2 := (‖u‖22 + ‖∇u‖22)1/2. Given a set D ⊆ ∂ O,
we define the class of test functions that vanish in a neighborhood of D,
C∞D (O) := C
∞
0 (R
d \D)|O,
and we let W1,2D (O) be its closure in W
1,2(O). We have W1,2∂ O(O) = W
1,2
0 (O) but the space
obtained for D = ∅ need not coincide with W1,2(O) on an arbitrary open set.
3. The form domain V
In this section, we make our standing assumptions on the form domain precise and prove
some invariance properties and their consequences for the semigroup T .
We shall always assume that the form domain V in (2) is one of the following closed
subspaces of W1,2(O):
• V = W1,2(O) corresponding to Neumann boundary conditions for L or
• V = W1,2D (O) for some set D ⊆ ∂ O, corresponding to mixed boundary conditions
or, more precisely, Dirichlet conditions on D and Neumann conditions on ∂ O\D.
The second case includes pure Dirichlet boundary conditions (D = ∂ O) and what is
usually called “good Neumann” boundary conditions (D = ∅).
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3.1. Invariance properties. We shall frequently use the classical result [19, Prop. 4.4]
that for all u ∈W1,2(O) we have |u| ∈W1,2(O) with
∇|u| = Re(sgn(u)∇u).(7)
For real-valued u this can be seen as a particular instance of the chain rule, which holds
more generally for the composition Φ ◦ u of a real-valued u ∈ W1,1loc(O) with a Lipschitz
function Φ : R→ R, see for example [23, Thm. 2.1.11]. We would like to draw the reader’s
attention to the particularity that the chain rule does not hold in the same generality for
functions u valued in C ∼= R2 and Lipschitz functions Φ : C → C, compare with [14].
What continues to hold for complex valued functions, though, is the bound
|∇(Φ ◦ u)(x)| ≤ Lip(Φ)|∇u(x)|(8)
for almost every x ∈ O. This follows immediately on approximating u by smooth functions
in W1,1loc(O), Φ by smooth functions uniformly on C, and using the ordinary chain rule for
smooth functions.
Lemma 4 (Invariance properties). (i) If Φ : C → C is Lipschitz continuous and
satisfies Φ(0) = 0, then Φ ◦ u ∈ V for all u ∈ V .
(ii) If ϕ : Rd → C is Lipschitz continuous and bounded, then ϕu ∈ V for all u ∈ V .
Proof. As for (i), we first note that (8) and the pointwise bound |Φ(z)| ≤ Lip(Φ)|z| imply
‖Φ ◦ u‖1,2 ≤ Lip(Φ)‖u‖1,2. If V = W1,2(O), then we are done.
Otherwise, we have V = W1,2D (O) for some D ⊆ ∂ O. By definition there is a sequence
(un)n ⊆ C∞0 (Rd \D) such that un|O → u in W1,2(O) as n → ∞. We set vn := Φ ◦ un.
Then vn is Lipschitz continuous and thanks to Φ(0) = 0 the properties of having compact
support and vanishing in a neighborhood of D carry over from un to vn. We conclude
vn ∈ V since the required approximants in C∞0 (Rd \D) can explicitly be constructed by
convolution with smooth, compactly supported kernels. The first part of the proof shows
that (vn)n is bounded in V . Hence, it admits a subsequence with weak limit v∞ ∈ V . On
the other hand we have ‖vn − Φ ◦ u‖ ≤ Lip(Φ)‖un − u‖2, so that vn → Φ ◦ u strongly in
L2(O) as n→∞. Thus, we have Φ ◦ u = v∞ ∈ V as required.
As for (ii), we obtain ‖ϕu‖1,2 ≤ (‖ϕ‖∞ + ‖∇ϕ‖∞)‖u‖1,2 from the product rule and the
rest of the proof follows the pattern of (i). 
3.2. Embedding properties. These properties will only be relevant in dimension d ≥ 3,
in which case we denote by 2∗ := 2d/(d − 2) the Sobolev conjugate of 2.
Definition 5. Let d ≥ 3. If ‖v‖2∗ . ‖v‖1,2 holds for all v ∈ V , then V has the embedding
property. It has the homogeneous embedding property if ‖v‖2∗ . ‖∇v‖2 holds for all for
all v ∈ V .
The space V = W1,20 (O) always has the homogeneous embedding property [23, Thm. 2.4.1].
A convenient way to approach more general V is by means of a bounded extension op-
erator E : V → W1,2(Rd). Such operator exists, for example, under the assumption
that O is bounded and ∂ O admits Lipschitz coordinate charts around the Neumann
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boundary part [10, Sec. 6]. The embedding property then follows from the commutative
diagram
W1,2(Rd) L2
∗
(Rd)
V L2
∗
(O)
⊆
|OE
⊆
If O is bounded and connected, then the embedding property in case of mixed boundary
conditions already entails the seemingly stronger homogeneous version. This is due to the
following lemma, the proof of which relies on an idea that we found in [6, Sec. 7]
Lemma 6. Let d ≥ 3 and V = W1,2D (O) for some set D ⊆ ∂ O. Assume O is bounded,
connected, and that V has the embedding property. Then either V has the homogeneous
embedding property or V = W1,2∅ (O) models in fact (good) Neumann boundary conditions.
Proof. Step 1: V ⊆ L2(O) is compact. Suppose (vn)n ⊆ V converges to 0 weakly in V .
We have to prove that it converges strongly to 0 in L2(O). For any ϕ ∈ C∞0 (O) we can
use Hölder’s inequality on (1− ϕ)vn and the embedding property for V to give
‖vn‖2 ≤ ‖ϕvn‖2 + ‖(1 − ϕ)vn‖2 . ‖ϕvn‖2 + |{x ∈ O : ϕ 6= 1}|1/d‖vn‖1,2.
Since O is a bounded set and (vn)n is bounded in V , the second term on the right can be
made as small as we want through the choice of ϕ. Once ϕ is fixed, we note that the first
term tends to 0 as n→∞ since multiplication by ϕ is a bounded operator V →W1,20 (O)
and the latter compactly embeds into L2(O), see [23, Thm. 2.5.1].
Step 2: Poincaré alternative. If we have a Poincaré inequality ‖v‖2 . ‖∇v‖2 for all v ∈ V ,
then the embedding property trivially implies the homogeneous one.
Now assume that this was not the case. Then there exists for every n ∈ N some vn ∈ V
such that ‖vn‖2 = 1 but ‖∇vn‖2 ≤ 1/n. Since (vn)n is bounded, it admits a subsequence
denoted again by (vn)n that converges weakly in V to some v∞ ∈ V . Since ∇ : V →
L2(O)d is bounded, we have ∇vn → ∇v∞ weakly in L2(O)d as n→∞. At the same time,
this sequence converges strongly to 0, meaning that ∇v∞ = 0. Since O is connected, we
conclude that v∞ ∈ V is constant. By compactness of the embedding V ⊆ L2(O) there is
another subsequence that converges to v∞ strongly in L
2(O) and we conclude ‖v∞‖2 = 1.
So far we know that V contains a non-zero constant function. Since V is invariant
under multiplication with C∞0 (R
d) functions, see Lemma 4, we conclude that it contains
C∞∅ (O) = C
∞
0 (R
d)|O. Since V is closed for the W1,2(O) norm, we obtain W1,2∅ ⊆ V . But
the reverse inclusion holds by definition of V and hence we have W1,2∅ = V . 
3.3. Off-diagonal estimates. Lemma 4.(ii) along with Davies’ perturbation method
readily yields the following off-diagonal estimates for the semigroup T . For convenience
we include the short argument and give explicit constants.
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Proposition 7. Let ψ ∈ [0, pi/2− ω). For all measurable sets E,F ⊆ O, all z ∈ S+ψ , and
all f ∈ L2(O) with support in E it follows
‖T (z)f‖L2(F ) ≤ e−
d(E,F )2
4C|z| ‖f‖L2(E),
where C = Λ + (Λ2 cos(ω))/(λ cos(ψ + ω)).
Proof. We begin with off-diagonal bounds for z = t > 0. Let ϕ : Rd → R be bounded
and Lipschitz continuous with ‖∇ϕ‖∞ ≤ 1 and let ρ > 0; both yet to be specified. Then
e±ρϕ are also bounded and Lipschitz continuous. Since according to Lemma 4 the form
domain V is invariant under multiplication with e±ρϕ, we can define eρϕLe−ρϕ by means
of the sesquilinear form
b : V × V → C, b(u, v) = a(e−ρϕu, eρϕv).
We multiply out the expression for a(e−ρϕu, eρϕu) and then use the ellipticity estimates
|a(u, u)| ≤ Λ‖∇u‖22, Re a(u, u) ≥ λ‖∇u‖22, and Young’s inequality with ε ∈ (0, 1) to give
|b(u, u)| ≤ 2Λ‖∇u‖22 + 2Λρ2‖u‖22
and
Re b(u, u) ≥ (1− ε)λ‖∇u‖22 −
(
Λ +
Λ2
ελ
)
ρ2‖u‖22.
We put C := Λ+Λ2/(ελ) and conclude that eρϕLe−ρϕ+Cρ2 is again maximal accretive op-
erator on L2(O) and hence its negative generates a C0-semigroup of contractions (S(t))t≥0.
In fact, this is the transformed semigroup S(t) = e−Cρ
2teρϕT (t)e−ρϕ, see [12, II.2.a]. Now,
we specialize to ϕ(x) = d(x,E) ∧ n for some n ∈ N. For f ∈ L2(O) supported in E we
obtain
T (t)f = eCρ
2te−ρϕS(t)eρϕf = eCρ
2te−ρϕS(t)f
and consequently
‖T (t)f‖L2(F ) ≤ eCρ
2−ρ(d(E,F )∧n)‖f‖L2(E).
It remains to optimize the parameters ρ, n, and C = C(ε). For ρ = (d(E,F ) ∧ n)/(2Ct)
the argument of the exponential function takes its global minimum −(d(E,F )∧n)2/(4Ct).
Then we pass to the limits as n→∞ and ε→ 1 and the claim for z = t > 0 follows.
In the general case z ∈ S+ψ we replace L by the operator ei arg zL. The associated sesquilin-
ear form ei arg za(·, ·) satisfies the same upper bound as a and by rotation of the numerical
range we obtain the lower bound
min
z′∈S+ω ,Re z′≥λ
Re
(
ei arg zz′
)
= λ
cos(ψ + ω)
cos(ω)
> 0.
The claim follows from the first part with t = |z| on noting that e−zL = e−tei arg zL. 
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4. Lp-dissipativity
Here, we use the algebraic properties of matrices that satisfy Maz’ya and Cialdea’s con-
dition ∆p(A) ≥ 0 to prove that L is formally Lp-dissipative. From this we shall conclude
Theorem 2.
Some considerations will become less technical for p ∈ [2,∞). For the results we are after,
this will not cause any burden because we can rely on duality and the following observa-
tion. The reader may recall the definition of p-ellipticity from (6) beforehand.
Lemma 8. Let p ∈ (1,∞). If A is p-elliptic, then both A and A∗ are p-elliptic and
p′-elliptic. More precisely, it follows that
(i) ∆p(A) = ∆p′(A), (ii) ∆p(A
∗) = ∆p′(A
∗) ≥ ∆p(A)min{p/p′, p′/p}.
Proof. Let ξ ∈ Cd and x ∈ O. We have iJp′ξ = Jp(iξ) and hence (A(x)ξ,Jp′ξ) =
(A(x)iξ,Jp(iξ)). This yields (i) as well as the equality in (ii) when applied to A∗ instead
of A. Next, we have pp′JpJp′ξ = 4ξ and conclude that
Re(A∗(x)ξ | Jp′ξ) = pp
′
4
Re(A∗(x)JpJp′ξ | Jp′ξ) = pp
′
4
Re(A(x)Jp′ξ | JpJp′ξ).
To obtain the inequality in (ii) it suffices to remark that |Jp′ξ|2 ≥ 4min{1/p′, 1/p}|ξ|2. 
We continue with a purely algebraic calculation.
Lemma 9. Almost everywhere on O the following holds for all Z = X + iY , X,Y ∈ Rd:
Re(AZ | Z)−
(
1− 2
p
)2
Re(AX | X)−
(
1− 2
p
)
Im((A−A∗)X | Y )
≥ 2∆p(A)
(
2
p
|X|2 + p
2
|Y |2
)
.
Proof. We have
Re(AZ | Z) = Re(AX | X) + Re(AY | Y ) + Im((A+A∗)X | Y )
and in the same manner
Re(AZ˜ | JpZ˜) = 1
p′
Re(AX˜ | X˜) + 1
p
Re(AY˜ | Y˜ ) + Im
((
1
p
A+
1
p′
A∗
)
X˜
∣∣∣∣ Y˜ )
for all X˜, Y˜ ∈ Rd and Z˜ = X˜ + iY˜ . We apply the second equality to X˜ = (2/√p)X and
Y˜ =
√
pY and then use the first equality to deduce
Re(AZ˜ | JpZ˜) = 4
pp′
Re(AX | X) + Re(AY | Y ) + Im
((
2
p
A+
2
p′
A∗
)
X
∣∣∣∣ Y )
= Re(AZ | Z)−
(
1− 4
pp′
)
Re(AX | X)
+ Im
((
2
p
− 1
)
AX +
(
2
p′
− 1
)
A∗X
∣∣∣∣ Y ).
(9)
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As we have 1− 4/(pp′) = (1− 2/p)2 and 2/p′ − 1 = 1− 2/p, the right-hand side of (9) is
precisely what we have to bound from below. By assumption the left-hand side of (9) is
a.e. on O greater than or equal to
∆p(A)|Z˜|2 = 2∆p(A)
(
2
p
|X|2 + p
2
|Y |2
)
. 
The following calculation is similar to [11, Lem. 2.5] and, in fact, also lies at the heart of
the matter in [5].
Lemma 10. Let p ∈ [2,∞). Given u ∈ V and n ∈ N, define
v = u(|u|p/2−1 ∧ n), w = u(|u|p−2 ∧ n2)
as well as
χ = 1[|u|p−2≥n2], χc = 1[|u|p−2<n2].
Then v,w ∈ V and, abbreviating Z = sgn v∇v, X = ReZ, and Y = ImZ, it follows that
sgn v∇u = 1
n
χZ + χc|v|2/p−1
(
Z −
(
1− 2
p
)
X
)
,
sgn v∇w = nχZ + χc|v|1−2/p
(
Z +
(
1− 2
p
)
X
)
.
Proof. The functions z 7→ z(|z|p/2−1 ∧n) and z 7→ z(|z|p−2 ∧ n2) are Lipschitz continuous
on C and vanish for z = 0. Lemma 4.(i) asserts v,w ∈ V .
Explicit formulæ for their gradient are derived from the product rule and then the chain
rule applied to the second factor that only involves the real-valued function |u|. (If p < 3
some additional smoothing is required since | · |p−2 fails to be Lipschitz about 0). Details
of this argument have carefully been written down in [21, Lemma 5.2] and the result is
as expected:
∇v = nχ∇u+ χc|u|p/2−1
(
∇u+
(
p
2
− 1
)
(sgn u)∇|u|
)
(10)
∇w = n2χ∇u+ χc|u|p−2
(
∇u+ (p− 2)(sgn u)∇|u|
)
.(11)
Since |v| is obtained from |u| ∈W1,2(O) in the same way as v is obtained from u, we have
∇|v| = nχ∇|u|+ χcp
2
|u|p/2−1∇|u|.
We multiply this equation by χc(1− 2/p) to find
χc
(
1− 2
p
)
∇|v| = χc
(
p
2
− 1
)
|u|p/2−1∇|u|.
Together with the identities χc|v| = χc|u|p/2 and χc sgn(u) = χc sgn(v), which follow right
away from the definition of v, the previous identity allows us to solve (10) for
∇u = 1
n
χ∇v + χc|v|2/p−1
(
∇v −
(
1− 2
p
)
(sgn v)∇|v|
)
.(12)
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We use the same identities to rewrite (11) as
∇w = n2χ∇u+ χc
(
|v|2−4/p∇u+
(
2− 4
p
)
|v|1−2/p(sgn v)∇|v|
)
and plug in the right-hand side of (12) for ∇u to give
∇w = nχ∇v + χc|v|1−2/p
(
∇v +
(
1− 2
p
)
(sgn v)∇|v|
)
.(13)
In order to conclude it suffices to multiply (12) and (13) by sgn v each, on recalling
∇|v| = Re(sgn v∇v) = X and sgn v sgn v = 1 on the set where v 6= 0. 
We combine the previous two lemmata in order to establish the formal Lp-dissipativity
of L. It will become important that we do not assume u|u|p/2−1 ∈ W1,2loc(O) a priori as
in [8, Thm. 2.4].
Proposition 11. Let p ∈ [2,∞). If A is p-elliptic and u ∈ D(L) ∩ Lp(O) is such that
Lu ∈ Lp(O), then it follows that u|u|p/2−1 ∈ V and
Re(Lu | u|u|p−2) ≥ 4∆p(A)
p
‖∇(u|u|p/2−1)‖22.
Proof. Let v,w be defined as in Lemma 10 for some n ∈ N that we shall not need to
specify at this stage of the proof. We have v,w ∈ V and in particular
Re(Lu | w) = Re a(u,w) =
∫
O
Re(A(x)∇u(x) | ∇w(x)) dx.(14)
We shall derive a lower bound for the integrand that holds a.e. on O. We have sgn v =
sgn(u), which in turn implies sgn v sgn v∇u = ∇u. Relying on the notation of Lemma 10,
we first write
(A∇u | ∇w) = (A sgn v∇u | sgn v∇w).
Then we insert the two formulæ provided by Lemma 10 on the right, taking into account
χχc = 0 and that the scalar term |v|1−2/p commutes with A, to give
(A∇u | ∇w) = χ(AZ | Z) + χc
(
AZ −
(
1− 2
p
)
AX
∣∣∣∣ Z + (1− 2p
)
X
)
.
Taking real parts and simplifying (χ+ χc = 1), we arrive at
Re(A∇u | ∇w) = Re(AZ | Z)− χc
(
1− 2
p
)2
Re(AX | X)− χc
(
1− 2
p
)
Im((A −A∗)X | Y ).
Now, we can use Lemma 9 and then standard ellipticity of A to bound the right-hand
side from below in order to deduce
Re(A∇u | ∇w) ≥ χRe(AZ | Z) + χc2∆p(A)
(
2
p
|X|2 + p
2
|Y |2
)
≥ χλ|Z|2 + χc4∆p(A)
p
|Z|2,
(15)
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where in the final step we have also used that p > 2. We employ this estimate along with
|Z| = |∇v| on the right-hand side of (14) to obtain
Re(Lu | w) ≥
∫
O
χλ|∇v|2 + χc4∆p(A)
p
|∇v|2 dx.(16)
At this stage we prefer to write v(n), w(n), χ(n), and χ
(n)
c , since they all depend on the level
of truncation n. In the limit as n→∞ we obtain from Lebesgue’s dominated convergence
that w(n) → u|u|p−2 in Lp′ norm and v(n) → u|u|p/2−1 in L2 norm. Taking into account
χ(n) + χ
(n)
c = 1, we get from (16) the rough bound
Re(Lu | w(n)) ≥
(
λ ∧ 4∆p(A)
p
)
‖∇v(n)‖22,
which entails a uniform bound for ∇v(n) in L2(O). Altogether, we have shown that (v(n))n
is uniformly bounded in V and thus admits a subsequence with weak limit v(∞) ∈ V . But
then we must have v(∞) = u|u|p/2−1 and consequently u|u|p/2−1 ∈ V .
Next, we claim pointwise convergence ∇v(n) → ∇(u|u|p/2−1) a.e. on O. Every function in
W1,2(O) admits a representative that is absolutely continuous on almost all line segments
in O parallel to the coordinate axes and whose classical derivatives are representatives
for the weak derivatives in the respective direction. See [23, Thm. 2.1.4] for this so-called
Beppo Levi Property. On a segment parallel to a coordinate axis xi with this property
for u we can use the classical chain rule for the composition of u with the C1 function
t 7→ t|t|p/2−1 to compute ∂xi(u|u|p/2−1) = |u|p/2−1(∂xiu + (p/2 − 1) sgn(u)∂xi |u|). Since
every such segment also admits the property for u|u|p/2−1, we conclude
∇(u|u|p/2−1) = |u|p/2−1(∇u+ (p/2− 1) sgn(u)∇|u|)
on O in the weak sense. As n → ∞ we have χ(n) → 0 a.e. on O and due to (10) the
right-hand side above is the pointwise limit of ∇v(n) a.e. on O.
Eventually, we can pass to the limit in (16) via Fatou’s lemma to conclude
Re(Lu | u|u|p−2) = lim
n→∞
Re(Lu | w(n))
≥
∫
O
lim inf
n→∞
(
χ(n)λ|∇v(n)|2 + χ(n)c
4∆p(A)
p
|∇v(n)|2
)
dx
=
4∆p(A)
p
‖∇(u|u|p/2−1)‖22. 
In fact, Proposition 11 will only be used in the next section, whereas here we need a slight
variant that also applies when ∆p(A) = 0.
Corollary 12. Let p ∈ [2,∞) and suppose ∆p(A) ≥ 0. If u ∈ V is such that u|u|p−2 ∈ V ,
then Re a(u, u|u|p−2) ≥ 0.
Proof. We repeat the main steps of the proof of Proposition 11 and use the same notation.
Without any assumption but u ∈ V we have again (15). Hence, Re(A∇u | ∇w(n)) ≥ 0
holds a.e. on O. Since we assume u|u|p−2 ∈ W1,2(O), we can use again the Beppo Levi
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Property and (11) to conclude ∇w(n) → ∇(u|u|p−2) a.e. on O as n → ∞. This implies
Re(A∇u | ∇(u|u|p−2)) ≥ 0 a.e. on O, whereupon the claim follows by integration. 
The link between formal Lp-dissipativity as in Corollary 12 and Lp-contractivity of the
semigroup generated by −L is provided by a beautiful result of Nittka [17].
We denote by PBp the orthogonal projection of L
2(O) onto the Lp unit ball Bp := {u ∈
L2(O) ∩ Lp(O) : ‖u‖p ≤ 1}. This is a convex and closed subset of L2(O). According
to [17, Theorem 4.1] the following assertions are equivalent:
(i) V is invariant under PBp , and Re a(u, u|u|p−2) ≥ 0 for every u ∈ V satisfying
u|u|p−2 ∈ V .
(ii) ‖T (t)f‖p ≤ ‖f‖p for all f ∈ L2(O) ∩ Lp(O) and all t ≥ 0.
Moreover, given f ∈ L2(O) \Bp we have for u := PBpf the implicit formula
f = u+ tu|u|p−2(17)
for a constant t > 0 depending on f and u, see [17, Thm. 3.3(a)].
Proposition 13. If ∆p(A) ≥ 0, then ‖T (t)f‖p ≤ ‖f‖p holds for all f ∈ L2(O) ∩ Lp(O)
and all t ≥ 0.
Proof. By duality it suffices to treat the case p ≥ 2, see Lemma 8 and [16, Thm. VI.2.5]
for duality theory for L. Of course we intend to use Nittka’s result and verify (i). The
second part is precisely the statement of Corollary 12. The invariance part is obvious for
f ∈ V ∩Bp since PBp is a projection. Hence, we can focus on f ∈ V \Bp, in which case
we have the implicit formula (17).
We consider the function Υ : R → R defined by Υ(s) = s + ts|s|p−2, which is strictly
increasing, vanishes at 0, and is continuously differentiable with derivative Υ′(s) = 1 +
t(p − 1)|s|p−2 ≥ 1. This implies that Ψ := Υ−1 is continuously differentiable, strictly
increasing and that it satisfies ‖Ψ′‖∞ ≤ 1, Ψ′(0) = 1, and Ψ(0) = 0. We take absolute
values in (17) to find |f | = Υ(|u|), that is to say, |u| = Ψ(|f |). Therefore, we can rewrite
(17) as u = Φ(f), with Φ : C→ C given by
Φ(z) =
z
1 + tΨ(|z|)p−2 .
We identify C ∼= R2 and write z = x + iy with x, y ∈ R. Clearly Φ vanishes at z = 0
and has continuous partial derivatives in every z 6= 0. If for |z| close to 0 and ∞ we can
bound those uniformly, then Φ will be Lipschitz continuous and u ∈ V will follow from
Lemma 4.
To this end, we begin with a direct calculation for z 6= 0 leading to
1
2
(
|∂xΦ(z)| + |∂yΦ(z)|
)
≤ 1
1 + tΨ(|z|)p−2 +
t(p− 2)|z|Ψ(|z|)p−3Ψ′(|z|)
(1 + tΨ(|z|)p−2)2
≤ 1 + t(p− 2) |z|Ψ(|z|)
p−3
(1 + tΨ(|z|)p−2)2 ,
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where we have used Ψ(|z|) ≥ 0 and Ψ′(|z|) ≤ 1 in the second step. For s ≥ 1 we obtain
Υ(s) ≤ (1 + t)sp−1, which entails Ψ(|z|) & |z|1/(p−1) for |z| ≥ Υ(1). In this case we have
1
2
(
|∂xΦ(z)|+ |∂yΦ(z)|
)
≤ 1 + (p− 2)|z|
tΨ(|z|)p−1 . 1.
For |z| sufficiently small we have |Ψ(z)| ≈ |z| thanks to Ψ(0) = 0 and Ψ′(0) = 1 and thus
|∂xΦ(z)|+ |∂yΦ(z)| . 1 + |z|p−2. 
Theorem 2 follows from Proposition 13 by a routine interpolation argument.
Proof of Theorem 2. For q between p and 2 the claim follows from Proposition 13 and the
semigroup properties on L2(O) by means of Stein’s interpolation theorem. The reader
can refer to [19, p. 96] or [2, Thm. 10.8] for this argument. The extension up to q = p
comes for free since p-ellipticity is an open-ended condition, see Section 1.2. 
5. Extrapolation to a holomorphic semigroup
We turn towards the proof of Theorem 1. We recall that pi/2−ω is the angle of holomorphy
of the semigroup T generated by −L on L2(O).
Definition 14. Let ψ ∈ [0, pi). Given p, q ∈ (1,∞) with p ≤ q, a family of operators
(S(z))z∈S+
ψ
⊆ L(L2(O)) is said to be p→ q bounded if
‖S(z)f‖q ≤ C|z|d/(2q)−d/(2p)‖f‖p
holds for some constant C and all z ∈ S+ψ and all f ∈ Lp(O) ∩ L2(O).
We start out with a Nash-type inequality.
Lemma 15. Assume d ≥ 3 and that V has the embedding property. Suppose that (T (t))t>0
is p→ p bounded and let ε > 0. If p < 2, then the shifted semigroup (e−εtT (t))t>0 is p→ 2
bounded and if p > 2, then it is 2 → p bounded. If V has the homogeneous embedding
property, then the conclusion also holds for ε = 0.
Proof. By duality it suffices to treat the case p < 2. For v ∈ V we obtain from Hölder’s
inequality and the embedding property
‖v‖2 ≤ ‖v‖1−θp ‖v‖θ2∗ . ‖v‖1−θp ‖v‖θ1,2,
where θ ∈ (0, 1) is such that 1/2 = (1 − θ)/p + θ/2∗. Given f ∈ L2(O) ∩ Lp(O) with
‖f‖p = 1 we set v(t) := e−εtT (t)f for t > 0. Ellipticity yields
‖v(t)‖21,2 . Re a(v(t), v(t)) + ε(v(t) | v(t)) = Re((L+ ε)v(t) | v(t)) = −
1
2
d
dt
‖v(t)‖22.
By assumption we have ‖v(t)‖p . e−εt‖f‖p ≤ 1. Combining these three estimates leads
us to a differential inequality for t 7→ ‖v(t)‖22:
‖v(t)‖2/θ2 ≤ −C(‖v(t)‖22)′,
where C depends on the assumptions and ellipticity. If V has the homogeneous embedding
property, then we replace ‖v‖1,2 by ‖∇v‖2 in the first line and hence we can take ε = 0.
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If v vanishes somewhere on (t/2, t), then v(t) = 0 by the semigroup property and we are
done. Otherwise, we obtain
t
2
≤ −
∫ t
t/2
C(‖v(s)‖22)′
‖v(s)‖2/θ2
ds ≤ Cθ
1− θ‖v(t)‖
2−2/θ
2 =
Cθ
1− θ‖v(t)‖
−4p/(2d−pd)
2 ,
which is the required p→ 2 estimate. 
The following lemma plays a crucial role for both, extrapolating the range of exponents
from Theorem 2 and obtaining the optimal angle of holomorphy.
Lemma 16. Let ε ≥ 0 and suppose either p < 2 and that (e−εtT (t))t>0 is p→ 2 bounded
or suppose p > 2 and that it is 2→ p bounded. Then for every ψ ∈ [0, pi/2−ω) and every
q between 2 and p the holomorphic extension (e−εzT (z))z∈S+
ψ
is q → q bounded.
Proof. As usual we invoke a duality argument and confine ourselves this time to p < 2.
We fix some angle φ ∈ (ψ, pi/2 − ω). Every z ∈ S+ψ can be written as z = z′ + t, where
z′ ∈ S+φ and t > 0 satisfy |z| ≈ |z′| ≈ t with implied constants depending on φ and ψ. By
the semigroup law we find
‖e−εzT (z)‖p→2 ≤ ‖e−εz′T (z′)‖2→2‖e−εtT (t)‖p→2 . td/4−d/(2p) ≈ |z|d/4−d/(2p).
In particular, for all measurable sets E,F ⊆ O and all f ∈ L2(O) ∩ Lp(O) with support
in E we have
‖e−εzT (z)f‖L2(F ) ≤ |z|d/4−d/(2p)‖f‖Lp(E).
Riesz–Thorin interpolation with the off-diagonal bound provided by Proposition 7 yields
for all f ∈ L2(O) ∩ Lq(O) with support in E the estimate
‖e−εzT (z)f‖L2(F ) . |z|d/4−d/(2q)e−
θ d(E,F )2
4C|z| ‖f‖Lq(E),
where θ ∈ (0, 1) satisfies 1/q = (1 − θ)/p+ θ/2. This implies q → q boundedness thanks
to the subsequent lemma applied with g(r) = |z|d/4−d/(2q)e− θr
2
4C|z| and s =
√|z|. 
We cite [9, Lem. 4.5] with slight change of notation to link it with the above proof.
Lemma 17. Let 1 ≤ q ≤ 2 and S a bounded linear operator on L2(O). Assume that S
satisfies off-diagonal estimates in the form
‖Sf‖L2(R∩O) ≤ g(d(Q,R))‖f‖Lq(Q∩O),
whenever Q, R are closed axis-parallel cubes in Rd, f ∈ L2(O) ∩ Lq(O) is supported in
Q ∩ O, and g is some decreasing function. Then S is q → q bounded with norm bounded
by sd/2−d/q
∑
k∈Zd g(smax{|k|/
√
d− 1, 0}) for any s > 0 provided this sum is finite.
The next proposition yields Theorem 1 up to formalities that we discuss afterwards.
Proposition 18. Assume d ≥ 3 and that V has the embedding property. Let p > 2
and assume that A is p-elliptic. Then for every ψ ∈ [0, pi/2 − ω) and every ε > 0
the semigroup (e−εzT (z))z∈S+
ψ
is q → q bounded for q ∈ (2, dp/(d − 2)). If V has the
homogeneous embedding property, then the same result holds for ε = 0.
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Proof. Let u ∈ D(L)∩Lp(O) such that Lu ∈ Lp(O). According to Proposition 11 we have
v := u|u|p/2−1 ∈ V along with the bound
4∆p(A)
p
‖∇v‖22 ≤ Re(Lu | u|u|p−2).
Hence, we get
4∆p(A)
p
‖∇v‖22 + ‖v‖22 ≤ Re((1 + L)u | u|u|p−2).(18)
We use the embedding property of V on the left and Hölder’s inequality on the right to
give ‖v‖22∗ . ‖(1 + L)u‖p‖u|u|p−2‖p′ . By definition of v this can be rewritten as
‖u‖r . ‖(1 + L)u‖1/pp ‖u‖1/p
′
p ≤ (‖u‖p + ‖Lu‖p)1/p‖u‖1/p
′
p ,(19)
where r = dp/(d− 2) and the second step is just the triangle inequality.
Now let f ∈ L2(O) ∩ Lp(O) and t > 0. We intend to apply the previous estimate to
u := T (t)f . Indeed, we have u ∈ D(L) by holomorphy of the semigroup on L2(O).
Combining Theorem 2 and Lemma 15 leads us to
‖u‖p . eεt/2td/(2p)−d/4‖f‖2,
where ε > 0 is arbitrary but the implied constant depends on ε. The same argument
together with holomorphy of the semigroup on L2(O) yields
‖Lu‖p = ‖T (t/2)LT (t/2)f‖p . eεt/2td/(2p)−d/4‖LT (t/2)f‖2 . eεt/2td/(2p)−d/4−1‖f‖2.
We use these two bounds on the right hand side of (19) to give
‖T (t)f‖r . eεt/2td/(2p)−d/4−1/p(1 + t)1/p‖f‖2.(20)
Now, we multiply by e−εt and invoke uniform boundedness of (1+ t)1/pe−εt/2 for t > 0 to
ultimately obtain
‖e−εtT (t)f‖r . td/(2p)−d/4−1/p‖f‖2.
As r = dp/(d − 2), the exponent of t on the right just happens to be d/(2r) − d/4, so
that the above estimate proves 2 → r boundedness of (e−εtT (t))t>0. We conclude from
Lemma 16 that for every ψ ∈ [0, pi/2− ω) and every q ∈ (2, r) the holomorphic extension
(e−εzT (z))z∈S+
ψ
is q → q bounded as required.
The modification if V even has the homogeneous embedding property are straightforward.
In this case we can skip (18) and directly obtain ‖u‖r . ‖Lu‖1/pp ‖u‖1/p
′
p as replacement
for (19). From thereon we can proceed as before, the only exceptions being that we take
ε = 0 in Lemma 16 and that the factor (1 + t)1/p no longer shows up in (20). 
Eventually we give the
Proof of Theorem 1. By duality and Lemma 8 it suffices to treat the case p, q > 2. For
such q verifying ∣∣1/2− 1/q∣∣ < 1/d+ (1− 2/d)∣∣1/2− 1/p∣∣,
the conclusion follows from Proposition 18 and holomorphy of the semigroup on L2(O)
just as in proof Theorem 2. Indeed, we can use Stein interpolation for the restriction of
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T to any ray [0,∞)e±iψ for ψ ∈ [0, pi/2 − ω). The endpoint case is again for free since
p-ellipticity is an open-ended condition. 
Appendix: An equivalent formulation of p-ellipticity
We provide a direct proof of a statement from [4, Prop. 5.15] that we have alluded to in
Section 1.2.
Proposition A. Let p ∈ (1,∞) and suppose that A : O → L(Cd) satisfies (1). Then
∆p(A) > 0 holds if and only if
µ(A) := essinf
x∈O
inf
ξ∈Cd,(A(x)ξ|ξ)6=0
Re(A(x)ξ | ξ)
|(A(x)ξ | ξ)| >
∣∣1− 2/p∣∣.
Proof. Let ξ = α+ iβ ∈ Cd, where α, β ∈ Rd. By definition, we have
Jpξ = 2
(
α
p′
+
iβ
p
)
= ξ +
(
1− 2
p
)
ξ
and
∆p(A) = essinf
x∈O
min
|ξ|=1
Re
(
(A(x)ξ | ξ)− (1− 2/p)(A(x)ξ | ξ)).
Since the set {ξ ∈ Cd : |ξ| = 1|} is preserved through multiplication by any ω ∈ C of
modulus 1, we may replace ξ by ξω and then take the minimum over ξ and ω to give
∆p(A) = essinf
x∈O
min
|ξ|=1
min
|ω|=1
Re
(
(A(x)ξ | ξ)− ω2(1− 2/p)(A(x)ξ | ξ)).
Given x and ξ, the minimum over ω is attained precisely when
ω2(1− 2/p)(A(x)ξ | ξ) = |1− 2/p||(A(x)ξ | ξ)|
and we conclude that
∆p(A) = essinf
x∈O
min
|ξ|=1
(
Re(A(x)ξ | ξ)− |1− 2/p||(A(x)ξ | ξ)|).(21)
Owing to (1) we have for a.e. x ∈ O a uniform upper bound |(A(x)ξ | ξ)| ≤ Λ for all
ξ ∈ Cd. Hence, if ∆p(A) > 0 holds, then so does
essinf
x∈O
inf
|ξ|=1,(A(x)ξ|ξ)6=0
Re(A(x)ξ | ξ)− |1− 2/p||(A(x)ξ | ξ)|
|(A(x)ξ | ξ)| > 0.
Since the function we are minimizing is homogeneous of degree 0 in ξ, this precisely means
µ(A) > |1 − 2/p|. Conversely, let us assume that µ(A) > |1 − 2/p| holds. On passing to
the inverse, this is the same as having
essinf
x∈O
inf
ξ∈Cd,(A(x)ξ|ξ)6=0
Re(A(x)ξ | ξ)− |1− 2/p||(A(x)ξ | ξ)|
|1− 2/p|Re(A(x)ξ | ξ) > 0.
Due to (1) we have for a.e. x ∈ O the uniform bound |1− 2/p|Re(A(x)ξ | ξ) ≥ |1− 2/p|λ
for all ξ ∈ Cd. Hence, the latter condition implies that the right-hand side in (21) is
strictly positive and the proof is complete. 
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