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Efficiency of ML, WLSMV and Bayesian Parameter Estimation Methods 
for Non-normality Ordered Categorical Data in Difference Condition: 









 The objective of this research was to examine and compare the efficiency of 4 different 
parameter estimation methods consisted: ML (in case of transformed and non transformed data 
to normal distribution) via WLSMV and Bayesian for non-normality ordered categorical data 
under 4 different sample sizes (80, 160, 370 and 623). This research used 10,000 pseudo 
populations. The comparisons were done involving 16 conditions and each condition was 
replicated 200 times. The dependent variables evaluated consisted of: 1) the bias of parameter 
estimates; 2) the bias of standard errors; 3) construct reliability ( Cρ ) and average variance 
extracted ( Vρ ); and 4) Model fit indices to determine percent of model fit.  The research findings 
revealed that:  1) The parameter estimates of Bayesian and WLSMV estimations becoming closer 
to true parameters when sample size increased. Both estimation methods were found to be trivial 
biased of parameter estimates and standard errors when sample size increased to at least 370. ML 
estimations (both transformed and non transformed data to normal distribution) were found to be 
substantial biased of parameter estimates and standard errors. The parameter estimates were 
underestimated with .001 statistical significant levels  2) Construct reliability ( Cρ ) and average 
variance extracted ( Vρ ) of measurement model of Bayesian estimation were not different from 
true parameters for all sample sizes. Both values of WLSMV estimation were not different from 
true parameters when sample size increased to at least 160. ML estimations (both transformed 
and non transformed data to normal distribution) were found to be underestimated with .001 
statistical significant levels for all sample sizes. 3) WLSMV estimation ended up being more 
acceptable than the other estimations for all sample sizes. Bayesian estimation was accurate 
when the sample size increased to at least 370. ML estimations (both transformed and non 
transformed data to normal distribution) were less accurate than WLSMV and Bayesian 
estimation. The percentages of model fit were found to increase with the sample size increased 
for all parameter estimations. 
 
Keywords: Parameter Estimation Methods, ML, WLSMV, Bayesian, Ordered Categorical Data, 
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ประสิทธิภาพของวิธีการประมาณคŠาพารามิเตอรŤแบบ ML, WLSMV และ Bayesian  







 การวิจัยครั้งนี้มีวัตถุประสงคŤเพื่อศึกษาและเปรียบเทียบประสิทธิภาพของวิธีประมาณคŠาพารามิเตอรŤ 4 แบบของ
โมเดลการวิเคราะหŤองคŤประกอบเชิงยืนยันลําดับแรก ไดšแกŠ วิธีการ ML ในกรณีท่ีมีและไมŠมีการเปลี่ยนรูปขšอมูลใหšมีการแจก
แจงเปŨนโคšงปกติ วิธีการ WLSMV และวิธีการ Bayesian เมื่อขšอมูลการวัดอยูŠในมาตรวัดจําแนกกลุŠมแบบเรียงอันดับท่ีมีการ
แจกแจงไมŠเปŨนโคšงปกติ ภายใตšขนาดกลุŠมตัวอยŠางท่ีตŠางกัน 4 ขนาด ไดšแกŠ ขนาด 80, 160, 370 และ 623 โดยใชšการสุŠม
ตัวอยŠางซ้ําจากขšอมูลประชากรเทียม 10,000 หนŠวย ภายใตš 16 เงื่อนไข เงื่อนไขละ 200 ครั้ง เพื่อศึกษา 1) คŠาความเอนเอียง
ของคŠาประมาณพารามิเตอรŤ 2) คŠาความเอนเอียงของคŠาคลาดเคลื่อนมาตรฐาน 3) คŠาความเช่ือมั่นของตัวแปรแฝงและคŠาเฉลี่ย
ความแปรปรวนท่ีถูกสกัดไดšของโมเดลการวัด และ 4) รšอยละของโมเดลท่ีสอดคลšองกับขšอมูลเชิงประจักษŤ โดยพิจารณาจาก
ดัชนีวัดความสอดคลšองกลมกลืนของโมเดล ผลการวิจัย พบวŠา 1) คŠาประมาณพารามิเตอรŤท่ีไดšจากวิธีการ Bayesian และ 
WLSMV จะมีคŠาใกลšเคียงกับคŠาจริงของพารามิเตอรŤมากข้ึนเมื่อขนาดกลุŠมตัวอยŠางเพิ่มข้ึน โดยจะใหšคŠาความเอนเอียงของ
คŠาประมาณพารามิเตอรŤในระดับตํ่า เมื่อใชšขนาดกลุŠมตัวอยŠางต้ังแตŠ 370 ข้ึนไป สŠวนวิธีการ ML ท้ังสองกรณีจะใหšคŠาความเอน
เอียงอยูŠในระดับสูง และคŠาประมาณพารามิเตอรŤมีคŠาตํ่ากวŠาคŠาจริงของพารามิเตอรŤอยŠางมีนัยสําคัญทางสถิติท่ีระดับ .001     
2) คŠาความเช่ือมั่นของตัวแปรแฝง ( Cρ ) และคŠาเฉลี่ยของความแปรปรวนท่ีสกัดไดš ( Vρ ) ของโมเดลการวัด จากวิธีการ 
Bayesian มีคŠาไมŠแตกตŠางกับคŠาจริงของพารามิเตอรŤ ในทุกขนาดกลุŠมตัวอยŠาง ในขณะท่ีวิธีการ WLSMV จะใหšคŠา Cρ   และ   
Vρ  ของโมเดลการวัดไมŠแตกตŠางกับคŠาจริงของพารามิเตอรŤ เมื่อใชšขนาดกลุŠมตัวอยŠางต้ังแตŠ 160 ข้ึนไป สŠวนวิธีการ ML ท้ังสอง
กรณีจะใหšคŠา คŠา   และ   ของโมเดลการวัดตํ่ากวŠาคŠาจริงของพารามิเตอรŤ อยŠางมีนัยสําคัญทางสถิติท่ีระดับ .001 ในทุกขนาด
กลุŠมตัวอยŠาง  3) วิธีการ WLSMV จะใหšผลการทดสอบความสอดคลšองของโมเดลท่ีดีท่ีสุดในทุกขนาดตัวอยŠาง ในขณะท่ีวิธีการ 
Bayesian ใหšผลการทดสอบความสอดคลšองของโมเดลท่ีดีท่ีสุดเมื่อใชšกลุŠมตัวอยŠางขนาดต้ังแตŠ 370 ข้ึนไป ในขณะท่ีวิธีการ 
ML ท้ังสองกรณีจะมีโอกาสผŠานเกณฑŤความสอดคลšองนšอยกวŠาวิธีการ WLSMV และ Bayesian ซึ่งรšอยละของโมเดลท่ี
สอดคลšองกับขšอมูลเชิงประจักษŤจะเพิ่มข้ึนตามขนาดของกลุŠมตัวอยŠางในทุกวิธีการ 
คําสําคัญ: การประมาณคŠาพารามิเตอรŤ, ML, WLSMV, Bayesian, ขšอมูลจําแนกกลุŠมแบบเรียงอันดับ,การแจกแจงไมŠเปŨน
โคšงปกติ, การวิเคราะหŤองคŤประกอบเชิงยืนยันลําดับแรก 
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ความเปŨนมาและความสําคัญของปŦญหา 




ทางสังคมศาสตรŤ  พฤติกรรมศาสตรŤ  การศึกษา 
จิตวิทยา ธุรกิจ และสาขาตŠาง ๆ (Kerlinger & Lee, 
2000: 825; Curran, West & Finch, 1996: 16; 
Lei & Lomax, 2005: 1; Finney & DiStefano, 
2006: 269; Brown, 2006: 12) ท้ังในสŠวนท่ีเปŨนการ
วิเคราะหŤองคŤประกอบเชิงสํารวจ (Exploratory 
Factor Analysis: EFA) แ ล ะ ก า ร วิ เ ค ร า ะ หŤ        
องคŤประกอบเชิงยืนยัน  (Confirmatory Factor 
Analysis: CFA) (Flora & Curran, 2004: 466) ท่ีใชš
เพื่อการตรวจสอบยืนยันความเท่ียงตรงของโมเดล
การวัด (Measurement Model) ซึ่งประกอบดšวย
ชุดตัวช้ีวัด ( Indicators) หรือตัวแปรสังเกตไดš 
(Observed Variables) ของตัวแปรแฝง (Latent 
Variables) ห รื อ อ ง คŤ ป ร ะ ก อ บ  ( Factors or 
Components) เ พื่ อ ทํ า ก า ร ต ร ว จ ส อ บ ค ว า ม
สอดคลšองระหวŠางโมเดลสมมติฐานตามทฤษฎีกับ
ขšอมูลเชิงประจักษŤ (Brown, 2006: 1)  
 แตŠอยŠ า ง ไรก็ ตาม การนํ า เทคนิคการ
วิเคราะหŤองคŤประกอบเชิงยืนยันมาประยุกตŤใชšใน
งานวิจัยนั้น ส่ิงท่ีนักวิจัยตšองใหšความสําคัญเปŨนอันดับ




แ จก แ จ ง แ บ บ ป ก ติ พ หุ ตั ว แ ป ร  ( Multivariate 
Normality Distribution) บนฐานทฤษฎีการแจก
แจงแบบปกติ (Normal Theory: NT) ขšอมูลท่ีวัด
ควรมี ลักษณะเปŨนขšอมูลตŠอ เนื่อง (Continuous 
Data) และใชšกลุŠมตัวอยŠางท่ีมีขนาดใหญŠเพียงพอ 
เพื่อใหšไดšคŠาประมาณของพารามิเตอรŤ (Parameter 
Estimates) ท่ี มี คŠ า ใ ก ลš เ คี ย ง กั บ คŠ า จ ริ ง ข อ ง
พารามิเตอรŤ (True Parameters) มากท่ีสุด ดังนั้น 










(Finney & DiStefano, 2006: 269; Lei & Lomax, 






แตกตŠางกัน มีความอŠอนไหว (Sensitive) และความ
แกรŠง (Robustness) ตŠอการละเมิดขšอตกลงเบื้องตšน
ภายใตšเงื่อนไขท่ีแตกตŠางกัน และบรรจุไวšในโปรแกรม
สําเร็จรูปตŠาง ๆ ท่ีใชšวิเคราะหŤโมเดลสมการโครงสรšาง 
ไดšแกŠ LISREL, EQS, SAS, RAMONA หรือ Mplus 
โดยวิธีการประมาณคŠาพารามิเตอรŤสําหรับโมเดล
สมการโครงสรšางท่ีนักวิจัยท่ัวไปนิยมใชšมากท่ีสุด 
ไดšแกŠ วิธีการ Maximum Likelihood (ML) ซึ่งจะ
ถูก ต้ัง ไวš เปŨนคŠ ามาตรฐาน เบื้ อ งตšน  ( Standard 
Default)  ของโปรแกรมวิเคราะหŤตŠาง ๆ (Flora & 
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Curran, 2004: 466; Kline, 2005: 178; Curran, 
West & Finch, 1996: 17; Finney & DiStefano, 
2006: 271) โดยวิธีการ ML มีขšอตกลงเบื้องตšนท่ี
สําคัญคือ 1) ความเปŨนอิสระของหนŠวยตัวอยŠางท่ี









ประสิทธิภาพ (Efficiency) และมีความคงเสšนคงวา 
(Consistency) (Muthén & Kaplan, 1985: 172; 
West, Finch & Curran, 1995: 56-58; Finch, 
West & Mackinnon, 1997: 87-88; Finney & 
DiStefano, 2006: 271) แตŠในหลาย ๆ กรณีท่ีขšอมูล
ท่ีไดšจากการเก็บรวบรวมไมŠเปŨนไปตามขšอตกลง
เบื้องตšนดังกลŠาวขšางตšน ดังท่ี Gierl & Mulvenon 








Data) โดยเฉพาะท่ีใชšมาตรวัดแบบเรียงอัน ดับ 
(Ordinal Scale) เชŠน Likert Type Scale ซึ่งมี
ธรรมชาติลักษณะเปŨนขšอมูลท่ีไมŠตŠอเนื่อง (Discrete 
Data) ไมŠสามารถนิยามการแจกแจงเปŨนโคšงปกติไดš 
(Flora & Curran, 2004: 466; Forero, Olivares & 
Pujol, 2009: 625; Muthën & Kaplan, 1992: 19; 
Finney & DiStefano, 2006: 271) ผลลัพธŤจากการ
ประมาณคŠาพารามิเตอรŤ ภายใตšเงื่อนไขท่ีละเมิด
ขšอตกลงเบื้องตšนดšวยวิ ธีความเปŨนไปไดš สูง สุด 
(Maximum Likelihood: ML) นั้นจะเกิดปŦญหาดšาน
ไมŠเท่ียงตรงและความเอนเอียงของผลการวิเคราะหŤ
คŠาประมาณของพารามิเตอรŤ คŠาน้ําหนักองคŤประกอบ 
(Factor Loading) คŠ า ค ล าด เ ค ล่ื อน ม าตร ฐ าน 
(Standard Error) สถิติทดสอบ Chi-square คŠา
ค ว า ม เ ช่ื อ มั่ น ข อ ง ตั ว แ ป ร แ ฝ ง  ( Construct 
Reliability:) คŠาความแปรปรวนท่ีสกัดไดš (Variance 
Extracted:) และดัชนีวัดความสอดคลšองกลมกลืน
ตŠาง ๆ (Schumacker & Lomax, 2010: 61; 
Trierweiler, 2009: 1; Kline, 2005: 178; Flora & 
Curran, 2004: 466; Babakus, Ferguson & 
Jöreskog, 1987: 73-74; Green et al., 1997: 
108; Hutchinson & Olmos, 1998: 344-364) 
 จากขšอตกลงเบ้ืองตšนเกี่ยวกับขšอมูลท่ีมีการ
แจกแจงไมŠเปŨนโคšงปกติ และมีลักษณะจําแนกกลุŠม
แบบเรียงอันดับ (Ordered Categorical Data) ท่ี
เปŨนขšอจํากัดของวิธีการ ML ดังท่ีกลŠาวมาขšางตšน 
วิธีการท่ีนักวิจัยสŠวนใหญŠนิยมใชšจัดการกับขšอมูลท่ีมี
ลักษณะดังกลŠาว คือ การเปล่ียนรูปขšอมูล (Data 
Transforming) ดšวยวิธีการตŠาง ๆ เพื่อใหšแตŠละตัว
แปรมี ก า รแจกแจง เปŨ น โคš ง ปก ติ  ( Univariate 
Normal Distribution) และขšอมูลมีลักษณะตŠอเนื่อง 
(Continuous Data) แลšวจึงดําเนินการประมาณ
คŠาพารามิเตอรŤดšวยวิธีการ ML (Schumacker & 
Lomax, 2010: 28) แตŠก็ยังไมŠมีความชัดเจนเกี่ยวกับ
การแปลผลการวิเคราะหŤหลังจากการเปล่ียนรูป
ขšอมูล ซึ่งทําใหšธรรมชาติของขšอมูลเปล่ียนไป ดังนั้น
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จึ ง ไ ดš ผูš ศึ ก ษ า แ ล ะ พั ฒ น า วิ ธี ก า ร ป ร ะ ม า ณ
คŠาพารามิเตอรŤท่ีสอดคลšองกับลักษณะและธรรมชาติ
ของขšอมูลมากขึ้น เชŠน วิธี Robust Weight Least 
Square (Mean and Variance Adjusted Chi-
square) (WLSMV) เปŨนวิธีการท่ีพัฒนาโดย 
Muthén et al. (1997 cited in Trierweiler, 
2009:. 3) และประยุกตŤการคํานวณในโปรแกรม 
Mplus (Muthén & Muthén, 2007) ซึ่งเปŨนวิธีการ
ท่ีมีความแกรŠงตŠอการละเมิดขšอตกลงเบ้ืองตšนเกี่ยวกับ
ขšอมูล ท่ีมี ลักษณะจําแนกกลุŠมแบบเรียงอัน ดับ 
(Ordered Categorical Data) และมีการแจกแจงไมŠ
เ ปŨ น โ คš ง ป ก ติ  ( Non-normality) ไ ดš อ ยŠ า ง มี
ประสิทธิภาพ (Flora & Curran, 2004: 470-471) 
โดยท่ีไมŠตšองดําเนินการเปล่ียนรูปขšอมูล และวิธีการ
ประมาณคŠาอีกวิธีหนึ่ง คือ วิธีการ Bayesian เปŨน
วิธีการประมาณคŠาพารามิเตอรŤท่ีเริ่มไดšรับความนิยม
มากขึ้นในการประมาณคŠาโมเดลสมการเชิงโครงสรšาง 
(Muthén & Asparouhov, 2011: 5) และ Muthén 
& Muthén (1998-2010 cited in Muthén & 
Asparouhov, 2011: 5) ไดšพัฒนาวิธีการ Bayesian 
ประยุกตŤการคํานวณในโปรแกรม Mplus ดšวยเชŠนกัน 





แกรŠ งตŠ อ เ งื่ อน ไข ท่ีก ลุŠ ม ตัวอยŠ า งขนาดเ ล็ก  3) 
ระยะเวลาในการคํานวณดšวยคอมพิวเตอรŤมีความ
รวดเร็วกวŠาวิธีการอื่น ๆ และ 4) สามารถวิเคราะหŤ
ขšอมูลสําหรับโมเดลแบบใหมŠ ๆ ไดšดี เชŠน โมเดลท่ีมี
จํ านวนพาร ามิ เตอรŤ จํ านวนมาก  ( Muthén & 





มาตรวัดแบบเรียงอันดับ (Ordinal Scale) ตาม
แนวทางของลิเคอรŤท (Likert Type Scale) ซึ่ งมี
ธรรมชาติเปŨนขšอมูลท่ีไมŠตŠอเนื่อง (Discrete Data) มี
ลักษณะเปŨนขšอมูลจําแนกกลุŠมแบบเรียงอันดับ 
(Ordered Categorical Data) และมีการแจกแจงไมŠ




( Continuous Data) แ ลš ว ใ ชš วิ ธี ก า ร ป ร ะ ม า ณ





แทšจริงเพียงใด เมื่อเปรียบเทียบกับการใชšวิธี Robust 
Weight Least Square (Mean and Variance 








ตรวจสอบประ สิทธิภาพของวิ ธี ก ารประมาณ
คŠาพารามิเตอรŤดังกลŠาวขšางตšนจะดําเนินการภายใตš
เงื่อนไขของขนาดกลุŠมตัวอยŠางท่ีมีขนาดแตกตŠางกัน 4 
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ขนาดท่ีคํานวณบนฐานคิดของการกําหนดขนาดของ
















แตกตŠางกัน 4 ขนาด ไดšแกŠ ขนาด 80, 160, 370 
















ภาพประกอบ 1 กรอบแนวคิดในการวิจัย 
 
ขอบเขตของการวิจัย 
 ประชากร  ประชากรท่ีใชšในการศึกษาใน
ครั้งนี้ เปŨนประชากรเทียมท่ีสรšางขึ้นจากขšอมูลการ
วิจัยเชิงสํารวจ ท่ีมีธรรมชาติของขšอมูลเปŨนแบบ
จําแนกกลุŠมแบบเรียงอันดับ (Ordered Categorical 
Data) ท่ีไดšจากมาตรวัดแบบ Likert Type Scale 5 
ระดับ จํานวน 10,000 ชุดขšอมูล และมีลักษณะการ
แจกแจงในแตŠละตัวแปร (Univariate Distribution) 
ไ มŠ เ ปŨ น โ คš ง ป ก ติ  คื อ  เ บš ท า ง ซš า ย  ( Negative 
Skewness) ทุกตัวแปร และไมŠมีขšอมูลขาดหาย (No 
Missing Value)  
 กลุŠมตัวอยŠาง  กลุŠมตัวอยŠางไดšจากสุŠมแบบ
ใสŠคืน (Sampling with replacement) ดšวยขนาด
กลุŠมตัวอยŠางท่ีแตกตŠางกัน 4 ขนาด (80, 160, 370 
ตัวแปรอิสระ 
1. วิธีการประมาณคŠาพารามิเตอรŤ 
 1.1 Maximum Likelihood (ML) 
 1.2 Maximum Likelihood (ML) หลังเปลี่ยนรูป
ขšอมูลใหšมีการแจกแจงเปŨนโคšงปกติ 
 1.2 WLSMV 
 1.3 Bayesian 
2. ขนาดกลุŠมตัวอยŠาง 
 2.1 n = 80 
 2.2 n = 160 
 2.3 n = 370 
 2.4 n = 623 
ตัวแปรตาม 
1. คŠาความเอนเอียงของคŠาประมาณพารามิเตอรŤ 
(Parameter Estimates Bias) 
2. คŠาความเอนเอียงของคŠาคลาดเคลื่อนมาตรฐาน 
(Standard Error Bias) 
3. คŠาความเชื่อมั่น (Reliability) 
    3.1 ความเชื่อมั่นของตัวแปรแฝง  
          (Construct Reliability: )  
    3.2 คŠาเฉลี่ยของความแปรปรวน 
          ที่ถูกสกัดไดš (Average Variance 
          Extracted:  )  
4. รšอยละของโมเดลที่สอดคลšองกับขšอมูล 
    เชิงประจักษŤ (Percent of Model Fit) 
    โดยพิจารณาจากดัชนีวัดความสอดคลšอง 
    กลมกลืนของโมเดล (Model Fit Indices) 
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และ  623) โดย ทําการ สุŠม  200 การทดลองซ้ํ า 
(Replications) ตŠอ 1 เงื่อนไข  
 โมเดลการวัด  โมเดลท่ีใชšเปŨนตšนแบบใน
การศึกษา ผูšวิจัยดําเนินการสรšางโมเดลการวัดหรือ
โมเดลการวิเคราะหŤองคŤประกอบเชิงยืนยันลําดับแรก 
(First Order Confirmatory Factor Analysis) ท่ี
ประกอบดšวย 2 องคŤประกอบ องคŤประกอบละ 4 ตัว




ภาพประกอบ 2 โมเดลการวิเคราะหŤองคŤประกอบเชิงยืนยัน 
(Confirmatory Factor Analysis: CFA) ที่ใชšเปŨนโมเดลการวิจัย 
 
สมมติฐานของการวิจัย 
 1. ภายใตšเงื่อนไขขนาดกลุŠมตัวอยŠางเทŠากัน 
เมื่อใชšวิธีการประมาณคŠาพารามิเตอรŤตŠางกัน จะใหš
ผลลัพธŤของการวิเคราะหŤท่ีมีความเท่ียงตรงและความ
















แปร (Univariate Normality Test) และการ
ทดส อ บ ก า ร แ จก แ จ ง ป ก ติ พ หุ  ( Multivariate 
Normality Test) ของขšอมูลประชากร ซึ่งพบวŠามี





ML, MLTr แ ล ะ  WLSMV) แ ล ะ คํ า น ว ณ คŠ า 
พ า ร า มิ เ ต อ รŤ ดš ว ย วิ ธี ก า ร  Bayesian (เ พื่ อ ใ ชš
เปรียบเทียบการประมาณคŠาพารามิเตอรŤจากกลุŠม
ตัวอยŠางดšวยวิธีการ Bayesian) 
 3. สุŠมตัวอยŠางจากประชากรเทียม ภายใตš
เงื่อนไขกลุŠมตัวอยŠางท่ีตŠางกัน 4 ขนาด คือ 80, 160, 
370 และ 623 หนŠวยตัวอยŠาง เงื่อนไขละ 200 การ
ทดลองซ้ํา (Replications) 




คŠาพารามิเตอรŤ 4 วิธี ไดšแกŠ 1) วิธีการ ML                
2) วิธีการ MLtr เปŨนวิธีการเปล่ียนรูปขšอมูล (Data 
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Transforming) ในแตŠละตัวแปรโดยวิธีการคํานวณ 








ท้ังส้ิน จํานวน 4 × 4 = 16 เงื่อนไข (ขนาดกลุŠม
ตัวอยŠาง × วิธีการประมาณคŠา) โดยนําผลลัพธŤท่ีไดš
จาก 200 ชุดการทดลองซ้ํา (Replications) ในแตŠละ
เงื่อนไขมาวิเคราะหŤเพิ่มเติม ดังนี้ 
 5.1 คŠารšอยละความเอนเอียงสัมพัทธŤของ
คŠาประมาณพารามิเตอรŤ (Relative Parameter 
Estimates Bias) 
 5.2 คŠารšอยละความเอนเอียงสัมพัทธŤของ
คŠาคลาดเคล่ือนมาตรฐาน (Relative Standard 
Error Bias) 
 5.3 คŠาความเช่ือมั่น (Reliability) ของ
โมเดลการวัด ไดšแกŠ คŠา cρ  และคŠา vρ    
 5.4 รšอยละของโมเดลท่ีสอดคลšองกับ
ขšอมูลเชิงประจักษŤ (Percent of Model Fit) โดย
พิจารณาจากดัชนีวัดความสอดคลšองกลมกลืนของ
โมเดล (Model Fit Indices) 
 
การวิเคราะหŤขšอมูล 
 1. การวิเคราะหŤคŠารšอยละความเอนเอียง 
สัมพัทธŤของคŠาประมาณพารามิเตอรŤ  (Relative 
Parameter Estimates Bias) ในแตŠละเงื่อนไขโดย
คํานวณไดšจากสูตร ดังนี้ (Bandalos, 2006: 401; 









θˆ  คือ คŠาประมาณจากกลุŠมตัวอยŠางท่ี j 
และคŠาพารามิเตอรŤท่ี i 
 iθ  คือ คŠาพารามิเตอรŤจากประชากร 
 2. การวิเคราะหŤคŠารšอยละความเอนเอียง
สัมพัทธŤของคŠาคลาดเคล่ือนมาตรฐาน  (Relative 
Standard Error Bias) ในแตŠละเงื่อนไข โดยคํานวณ
ไดšจากสูตร ดังนี้ (Bandalos, 2006: 403; Flora & 








 )SE(θ i  คื อ  คŠ า ป ร ะ ม า ณ ข อ ง ค ว า ม
คลาดเคล่ือนมาตรฐานของพารามิเตอรŤจากประชากร 
 ji )SE(θ  คื อ  คŠ า ปร ะ ม า ณขอ ง ค ว าม
คลาดเคล่ือนมาตรฐานจากกลุŠมตัวอยŠาง สําหรับ
จํานวนชุดขšอมูล (Replication) ท่ี j 
 เกณฑŤสําหรับคŠาความเอนเอียงสัมพัทธŤ 
(Relative Bias) (Curran, West, & Finch, 1996; 
Bandalos, 2006: 402; Flora & Curran, 2004: 
473; Kaplan, 1989 cited in Trierweiler, 2009: 
75) คือ 
 ไมŠเกิน 5.00% หมายถึง มีคŠาความเอน
เอียงในระดับตํ่า (Trivial Bias) 
 5.01%-10.00% หมายถึง มีคŠาความเอน
เอียงในระดับปานกลาง (Moderate Bias) 
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 มากกวŠา 10.00% หมายถึง มีคŠาความเอน
เอียงในระดับสูง (Substantial Bias) 
 3. การ เปรี ยบ เ ทียบคŠ าความ เ ช่ือมั่ น 
(Reliability) ของโมเดลการวัด ไดšแกŠ  
  3.1 ความ เ ช่ือมั่ นของ ตัวแปรแฝง 
(Construct Reliability: Cρ ) แสดงถึงความเท่ียงตรง
ในการรวมตัว (Convergent Validity) หมายถึง 
สัดสŠวนความแปรปรวนรŠวมกันของตัวแปรสังเกตไดš
ท้ังหมดในตัวแปรแฝงเดียวกัน การคํานวณควรแยก




( )( ) ∑∑∑ iδ+2iλ
2
iλ =cρ  
 
 เมื่อ iλ  คือ คŠามาตรฐานของน้ําหนัก
องคŤประกอบ 
    iδ  คื อ  คŠ า ม าตรฐาน ของคว า ม
แปรปรวนของความคลาดเคล่ือนจากการวัด 
  3.2 คŠาเฉล่ียของความแปรปรวนท่ีถูก












iλ = vρ  
 เมื่อ iλ  คือ คŠามาตรฐานของน้ําหนัก
องคŤประกอบ 
   iδ  คือ คŠามาตรฐานความแปรปรวน
ของความคลาดเคล่ือนจากการวัด 
 4. การเปรียบเทียบรšอยละของโมเดลท่ี
สอดคลšองกับขšอมูลเชิงประจักษŤ (Percent of 
Model Fit) โดยพิจารณาจากดัชนีวัดความสอดคลšอง
กลมกลืนของโมเดล (Model Fit Indices) 
 คŠาดัชนีวัดความสอดคลšองกลมกลืนของ
โมเดล ท่ีไดšจากวิธีการประมาณคŠาพารามิเตอรŤแบบ 
ML, MLtr  และ WLSMV คือ คŠาดัชนี CFI 
(Comparative Fit Index) และคŠาดัชนี TLI 
(Tucker-Lewis Index) หรือคŠา NNFI (Non-
normed Fit Index) สŠวนดัชนีวัดความสอดคลšอง
กลมกลืนของโมเดลจากวิธีการ Bayesian คือ คŠา 
Posterior Predictive p-value โดยยึดเกณฑŤดังนี้ 
(Schemelleh, Moosbrugger & Müller, 2003: 
23-27) 
 CFI > .95 หมายถึง โมเดลมีความ
สอดคลšองกลมกลืนกับขšอมูลเชิงประจักษŤ  
 TLI > .95 หมายถึง โมเดลมีความ
สอดคลšองกลมกลืนกับขšอมูลเชิงประจักษŤ 
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 2. วิธีการประมาณคŠาพารามิเตอรŤแบบ 




ขนาดกลุŠมตัวอยŠาง 80 หนŠวยตัวอยŠาง และมีคŠาอยูŠใน
ระดับปานกลาง เมื่อใชšขนาดกลุŠมตัวอยŠาง 160 
หนŠวยตัวอยŠาง โดยจะมีคŠาอยูŠในระดับตํ่าเมื่อใชšขนาด
















เมื่อใชšขนาดกลุŠมตัวอยŠาง 80 หนŠวยตัวอยŠาง และมีคŠา
ไมŠแตกตŠางกับคŠาจริงของพารามิเตอรŤ เมื่อใชšขนาด









โดยใชšดัชนี CFI, TLI และ Posterior Predictive p-
value พบวŠา รšอยละของโมเดลท่ีสอดคลšองกับขšอมูล
เชิงประจักษŤจะเพิ่มขึ้นตามขนาดของกลุŠมตัวอยŠางใน
ทุกวิธีการประมาณคŠาพารามิเตอรŤ แตŠวิธีการ ML 
และ MLtr จะมีโอกาสผŠานเกณฑŤความสอดคลšอง
นšอยกวŠาวิธีการ WLSMV และวิธีการ Bayesian และ
ในภาพรวมแลšว วิธีการ WLSMV จะใหšผลการ
ทดสอบความสอดคลšองของโมเดลท่ีดีท่ีสุดในทุก
ขนาดตัวอยŠาง ในขณะท่ีวิธีการ Bayesian ใหšผลการ
ทดสอบความสอดคลšองของโมเดลท่ีดีท่ีสุดเมื่อใชšกลุŠม
ตัวอยŠางขนาดต้ังแตŠ 370 ขึ้นไป 
 
อภิปรายผลการวิจัย 




ซึ่งสอดคลšองกับงานวิจัยของ Asparouhov & 
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Muthén (2010) ท่ีศึกษาวิธีการประมาณคŠาแบบ 
Bayesian ในโมเดล CFA ท่ีมี 1 องคŤประกอบ ใน
ขนาดกลุŠมตัวอยŠางท่ีแตกตŠางกัน 6 ขนาด คือ 50, 
100, 200, 500, 1,000 และ 5,000 ซึ่งพบวŠา ในกลุŠม






ผลลัพธŤแสดงผลดีขึ้น และAsparouhov & Muthén 
(2010: 18-22) กลŠาวถึงการเปรียบเทียบวิธีการ
ประมาณคŠาแบบ WLSMV และ Bayesian ในโมเดล 
SEM ท่ีตัวแปรมีลักษณะจําแนกกลุŠม (Categorical 
Variable) และขšอมูลขาดหาย (Missing Data) ผล
การศึกษา พบวŠา วิธี Bayesian ใหšผลลัพธŤการ
ประมาณคŠาท่ีเขšาใกลšคŠาจริงของพารามิเตอรŤมากกวŠา
วิธี WLSMV และAsparouhov & Muthén (2010: 
45-47) กลŠาวถึง การเปรียบเทียบประสิทธิภาพ
วิธีการประมาณคŠาแบบ Bayesian และ WLSMV ใน
โมเดลการวิ เคราะหŤพัฒนาการของพหุ ตัวบŠ ง ช้ี 
(Multiple Indicator Growth Modeling) สําหรับ
ตั ว แ ป ร ท่ี มี ธ ร ร ม ช า ติ เ ปŨ น ก า ร จํ า แ น ก ก ลุŠ ม 
(Categorical Data) โดยประมาณคŠาพารามิเตอรŤ 
จํานวน 36 คŠา ผลการศึกษา พบวŠาวิธีการประมาณ
คŠาพารามิเตอรŤแบบ Bayesian มีความแมŠนยํา
มากกวŠาวิธีการ WLSMV และใชšเวลาในการคํานวณ
นšอยกวŠ าประมาณ 1.5 เทŠ า และสอดคลšองกับ
งานวิจัยของ MacKinnon, et al.(2004 cited in 
Muthén, 2010: 6-12 ) ศึกษาเปรียบเทียบวิธีการ




พารามิเตอรŤท่ีไมŠถูกตšอง ในขณะท่ีวิธี Bayesian ทํา
การวิเคราะหŤขšอมูลโดยการยอมใหšการแจกแจง
ภายหลัง (Posterior Distribution) สามารถมีการ
แจกแจง ไมŠ เปŨน โ คš งปก ติ ไดš  จะแสดงผลลัพธŤ






ปานกลาง และเมื่อขนาดกลุŠมตัวอยŠางต้ังแตŠ 160 ขึ้น
ไป พบวŠา มีประสิทธิภาพท่ีเหมาะสมดี ซึ่งสอดคลšอง




กลุŠมแบบเรียงอันดับ (Ordered Categorical Data) 






ของ Oranje (2003 cited in Trierweiler, 2009: 
48) ท่ีศึกษาเปรียบ เทียบวิธีการประมาณคŠา แบบ 
ML, WLS, WLSM และ WLSMV โดยการจําลอง
ขšอมูลประชากรท่ีมีลักษณะจัดกลุŠมแบบเรียงอันดับ 
ผลการศึกษา พบวŠา วิธีการ WLSMV นั้นมีความ
แกรŠงตŠอขšอจํากัดเกี่ยวกับกลุŠมตัวอยŠางขนาดเล็ก และ
โมเดลขนาดใหญŠไดšดีกวŠาวิธีการอื่น ๆ และสอดคลšอง
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กับงานวิจัยของ Flora & Curran (2004: 466) ท่ี
ศึกษาการประมาณคŠาพารามิเตอรŤดšวยเทคนิคการ
ประมาณคŠาแบบ WLS และ Robust WLS สําหรับ
โมเดล CFA ท่ีตัวแปรมีมาตรวัดระดับเรียงอันดับ โดย
วิธีการจําลองขšอมูล และกําหนดเงื่อนไขท่ีแตกตŠางกัน 
คือ กลุŠมตัวอยŠาง 4 ขนาด ระดับการแจกแจงขšอมูล 5 
ระดับ การกําหนดลักษณะเฉพาะของโมเดล (Model 
Specification) 4 แบบ และจํานวน Categories 
ของตัวแปร 2 แบบ ซึ่งทําการทดลองซ้ํา (Replicate) 
500 ครั้ ง  ผลการศึกษา พบวŠ า  การใชš เมตริกซŤ
สหสัมพันธŤโพลีคอริค (Polychoric Correlation) มี
ความแกรŠงตŠอการละเมิดขšอตกลงเบื้องตšนเกี่ยวกับ
การแจกแจงแบบปกติ วิธีการ Robust WLS แสดง




ซึ่งสอดคลšองกับงานวิ จัยของ Beauducel & 
Herzberg (2006) ไดšศึกษาเปรียบเทียบวิธีการ
ประมาณคŠา 2 แบบ คือ ML และ WLSMV ในโมเดล 
CFA ท่ีขšอมูลประชากรมีการแจกแจงเปŨนโคšงปกติ ผล
การศึกษา พบวŠา วิธีการ WLSMV ใหšคŠาน้ําหนัก
องคŤประกอบท่ีสูง คŠาประมาณพารามิเตอรŤมีความ
แมŠนยํามากกวŠา มีอัตรารšอยละความสอดคลšองของ





และวิธีการ MLtr (วิธีการ ML หลังจากเปล่ียนรูป
ขšอมูลใหšมีการแจกแจงเปŨนโคšงปกติ) ซึ่ง ทําการ
คํานวณบนพื้นฐานของเมตริกซŤสหสัมพันธŤแบบเพียรŤ
สัน (Pearson Product Moment Correlation: 
PPM) นั้น  จะใหš ผลลัพธŤของการประมาณ
คŠาพารามิเตอรŤท่ีไมŠถูกตšองเหมาะสม ซึ่งสอดคลšองกับ 
Kline (2005: 178-179) ท่ีกลŠาววŠา วิธีการประมาณ
คŠาแบบ ML ในโมเดลสมการเชิงโครงสรšางสําหรับ
ขšอมูลจําแนกกลุŠมแบบเรียงอันดับท่ีมีการแจกแจงไมŠ
เปŨน โคš ง ปก ตินั้ นจะ ใหš คŠ าความ เอน เอี ย งขอ ง
คŠาประมาณพารามิเตอรŤและคŠาความคลาดเคล่ือน
มาตรฐานสูง ใหšคŠาความคลาดเคล่ือนประเภทท่ี 1 




กับ Finney & DiStefano (2006) ท่ีกลŠาววŠา การ
ละเมิดขšอตกลงเบ้ืองตšนเกี่ยวกับการแจกแจงปกติพหุ 
(Multivariate Normal Distribution) ของขšอมูลท่ีมี








(Degree of Non-normality) และจํานวนกลุŠมท่ี
จําแนกดšวย (Number of Categories) และ
สอดคลšองกับ Hu & Bentler (1998: 427 cited in 
Finney & DiStefano, 2006: 273) ท่ีกลŠาววŠา ถšา
ขšอมูลมีการแจกแจงท่ีไมŠเปŨนโคšงปกติในระดับปาน
กลางถึงมาก และกลุŠมตัวอยŠางมีขนาดเล็ก (n ≤ 250) 
วิธีการ ML จะใหšคŠาดัชนีวัดระดับความกลมกลืน เชŠน 
TLI, CFI หรือ RMSEA มีแนวโนšมท่ีจะปฏิเสธโมเดล
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สมมติฐานสูงขึ้น และสอดคลšองกับงานวิจัยของ 
Trierweiler (2009) ท่ีไดšศึกษาประสิทธิภาพการ
ประมาณคŠ าพารามิ เตอรŤ โมเดลการวิ เคราะหŤ
องคŤประกอบเชิงยืนยันสําหรับขšอมูลจัดกลุŠมแบบเรียง
อันดับในโปรแกรมลิสเรล โดยการจําลองขšอมูล โดย
เปรียบเทียบวิธีการประมาณคŠาพารามิเตอรŤ 4 แบบ 
คือ ML, Robust ML, WLS และ Robust DWLS 
สําหรับโมเดลประชากรท่ีแตกตŠางกัน 2 โมเดล คือ 
โมเดล 3 องคŤประกอบ 9 ตัวแปรสังเกตไดš และ 3 
องคŤประกอบ 18 ตัวแปรสังเกตไดš  ระดับการแจก
แจงของขšอมูล 5 ระดับ และ ขนาดกลุŠมตัวอยŠาง 4 
ขนาด (n=100, 200, 500 และ 1,000) โดยศึกษา
เงื่อนไขละ 500 การทดลองซ้ํา (Replications) ผล




ตัวอยŠางขนาดเล็ก (n =100) ท่ีพบวŠา คŠาเบี่ยงเบน






ลดลง  แ ละ เ มื่ อ จํ าน วน ตั ว แ ปร สั ง เ กต ไ ดš ตŠ อ
องคŤประกอบมากขึ้น คŠาความเอนเอียงของคŠา
คลาดเคล่ือนมาตรฐานจะลดลง คŠาสถิติ Chi-square 
และดัชนีวัดความสอดคลšองกลมกลืน คือ CFI และ 
RMSEA แสดงคŠาไมŠเหมาะสมในทุก ๆ เงื่อนไข โดย
สรุป ในเงื่อนไขขšอมูลจัดกลุŠมแบบเรียงอันดับท่ีมีการ
แจกแจงท่ีไมŠเปŨนโคšงปกติ วิธีการ ML ใหšผลการ
ประมาณคŠา ท่ีมีประสิทธิภาพ ตํ่าซึ่ งผลการวิ จัย
สอดคลšองกับผลการศึกษาอีกหลายงานวิจัย ของ 
Bollen (1989), Muthén & Kaplan (1985), 
Babakus, Ferguson, & Jöreskog (1987), West, 
Finch, & Curran (1995), Green et al. (1997), 
Hutchinson & Olmos (1998), Finney & 





(Polychoric Correlation: PC) จะมีความเหมาะสม
และใหšผลลัพธŤท่ีมีความแมŠนยํากวŠาการใชšเมตริกซŤ
สหสัมพันธŤแบบเพียรŤ สัน (Pearson Product 
Moment Correlation: PM) สอดคลšองกับงานวิจัย
ของ Babakus, Ferguson, & Joreskog (1987)        
ท่ีศึกษาความอŠอนไหว (Sensitive) ของวิธีการ




สหสัมพันธŤ 4 แบบ คือ Product - Moment, 
Polychoric, Spearman’s rho และ Kendall’s 
Tau-b ในโมเดล CFA องคŤประกอบเดียว ตัวแปร
สังเกตไดš 4 ตัวแปร ทําการจําลองขšอมูลตัวแปร
จําแนกกลุŠมแบบเรียงอันดับ (Ordered Categorical 
Data) 5 ระดับ ผลการศึกษา พบวŠา การใชšเมตริกซŤ
สหสัมพันธŤโพลีคลอริค (Polychoric) จะใหšคŠา 
ประมาณน้ําหนักองคŤประกอบของท่ีมีความเหมาะสม
มากกวŠาเมตริกสหสัมพันธŤแบบอื่น ๆ และสอดคลšอง
กับงานวิจัยของ Hutchinson & Olmos (1998) ท่ี
ศึกษาเปรียบเทียบวิธีการประมาณคŠาพารามิเตอรŤ 
แบบ ML และ WLS โดยใชšการจําลองขšอมูล
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ประชากรท่ีตัวแปรมีลักษณะจําแนกกลุŠมแบบเรียง
อันดับ 5 ระดับ และมีการแจกแจงพหุตัวแปรเปŨนโคšง
ปกติ ในเงื่อนไขท่ีแตกตŠางกันดังตŠอไปนี้ 1) โมเดล
ประชากร 2 ลักษณะ คือ โมเดล CFA ท่ีมี 2 
องคŤประกอบ และ 4 องคŤประกอบ (องคŤประกอบละ 
4 ตัวแปรสังเกตไดš)  2) ขนาดกลุŠมตัวอยŠางท่ีตŠางกัน 
2 ขนาด (500 และ 1,000) และ 3) ระดับการแจก
แจงตัวแปรของกลุŠมตัวอยŠางท่ีไมŠเปŨนโคšงปกติท่ี
ตŠางกัน 4 ระดับ โดยวิธีการ ML ใชšเมตริกซŤ
สหสัมพันธŤแบบเพียรŤสัน (PPM) สŠวนวิธีการ WLS ใชš
เมตริกซŤสหสัมพันธŤโพลีคอริค (PC) ผลการศึกษา 
พบวŠา วิธีการ WLS โดยใชšเมตริกซŤสหสัมพันธŤโพลีคอ
ริคใหšผลลัพธŤความกลมกลืนของโมเดลไดšดีกวŠาวิธี ML 
ในเงื่อนไขการแจกแจงขšอมูลแบบเบš คŠาสถิติ Chi-
square มีความเอนเอียงในวิธี ML เมื่อขšอมูลมีการ
แจกแจงแบบเบš ในขณะท่ีวิธี WLS มีความเอนเอียง
นšอยมาก และสอดคลšองกับงานวิจัยของ Flora & 
Curran (2004) ท่ีศึกษาผลจากการประมาณคŠา 
พารามิเตอรŤดšวยเทคนิคการประมาณคŠาแบบ WLS 
และ Robust WLS สําหรับโมเดล CFA ท่ีตัวแปรมี
มาตรวัดระดับเรียงอันดับ โดยวิธีการจําลองขšอมูล 
และกําหนดเงื่อนไขท่ีแตกตŠางกัน คือ กลุŠมตัวอยŠาง 4 
ขนาด (100, 200, 500 และ 1,000) ระดับการแจก
แจงขšอมูล 5 ระดับ การกําหนดลักษณะเฉพาะของ
โมเดล (Model Specification) 4 แบบ และจํานวน 
Categories ของตัวแปร 2 แบบ ซึ่งทําการทดลองซ้ํา 
500 ครั้ง ในแตŠละเงื่อนไข ผลการศึกษา พบวŠา การ











ครั้งนี้ ไดšแกŠ วิธีการ WLSMV ขนาดกลุŠมตัวอยŠางท่ี
เหมาะสม คือ n ≥ 160 หรือ ขนาด 20 เทŠา ของ
จํานวนตัวแปรสังเกตไดšในโมเดล สอดคลšองกับ
ขšอแนะนําของ Kline (2005: 178) และ Costello & 
Osborne (2005 cited in Schumacker & 
Lomax, 2010: 42) และวิธีการ Bayesian ขนาด
กลุŠมตัวอยŠางท่ีเหมาะสม คือ n ≥ 80 หรือ ขนาด 10 
เทŠา ของจํานวนตัวแปรสังเกตไดšในโมเดล สอดคลšอง
กับขšอแนะนําของ Bentler & Chou (1987 cited 
in Schumacker & Lomax, 2010: 42) และ 
Raykov & Marcoulides (2006 cited in 
Chumney, 2012: 29) สŠวนการกําหนดขนาดกลุŠม
ตัวอยŠางโดยใชšสูตรของ Cochran (1977 cited in 
Bartlett, Kotrlik, & Higgins, 2001: 43-50) โดย
พิจารณาระดับคŠาแอลฟśา (Alpha Level) สําหรับ
ขšอมูลแบบจําแนกกลุŠม (Categorical Data) พบวŠา 
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กลุŠมแบบเรียงอันดับ 5 กลุŠมอันดับ เชŠน สเกลการ





มี 2 องคŤประกอบ 8 ตัวแปรสังเกตไดš และมีการ
ออกแบบการวัดโดยใชšสเกลการวัดลักษณะนี้ ผูšวิจัย






 2. ขนาดกลุŠ ม ตัวอยŠา ง ท่ีนšอย ท่ี สุด ท่ี
เหมาะสมสําหรับโมเดลการวิเคราะหŤองคŤประกอบเชิง
ยืนยันลําดับแรกท่ีมี 2 องคŤประกอบ 8 ตัวแปรสังเกต
ไดš ภายใตšเงื่อนไขขšอมูลประชากรมีลักษณะจําแนก
กลุŠมแบบเรียงอันดับท่ีมีการแจกแจงไมŠเปŨนโคšงปกติ 
(Non-normal Ordered Categorical Data) นั้น 
วิธีการประมาณคŠาพารามิเตอรŤแบบ WLSMV จะ
เหมาะสมสําหรับกลุŠมตัวอยŠางท่ีมีขนาดมากกวŠา 160 
หนŠวยขึ้นไป (หรือขนาด 20 เทŠาของจํานวนตัวแปร
สังเกตไดšในโมเดล) ในขณะท่ีวิธีการ Bayesian มี
ความเหมาะสมกับกลุŠมตัวอยŠางขนาด 80 หนŠวย





(Ordered Categorical Non-normality Data) 
โดยวิธีการเปล่ียนรูปขšอมูล (Data Transforming) 
เพื่อใหšแตŠละตัวแปรมีการแจกแจงเปŨนโคšงปกติ 
(Univariate Normal Distribution) และขšอมูลมี
ลักษณะตŠอเนื่อง (Continuous Data) รวมถึงการ
เพิ่ มขน าดก ลุŠ ม ตั วอยŠ า ง ใหšมี ขนาด ใหญŠ  แลš ว
ดําเนินการประมาณคŠาพารามิเตอรŤดšวยวิธีการ ML 






 4. ในกรณีท่ีผูšวิ จัยละเมิดและละเลย
ขšอตกลงเบื้องตšนของการวิเคราะหŤในดšานความเปŨน
โคšงปกติ และระดับการวัดนั้น แมšวŠาจะใชšกลุŠม
ตัวอยŠางท่ีมีขนาดมากกวŠา 623 หนŠวยตัวอยŠาง ก็ไมŠ
สามารถชดเชยความถูกตšองของผลการวิเคราะหŤไดš 
ซึ่งการฝśาฝŚนขšอตกลงเบื้องตšนเหลŠานี้จะสŠงผลใหš











ประมาณคŠาพารามิเตอรŤท้ังสามวิธี (ML, WLSMV, 
Bayesian) ภายใตšผลกระทบจากเงื่อนไขอื่นๆ ดังนี้ 
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  1.1 เงื่อนไขดšานประเภทของโมเดล 
(Model Type) ขนาดของโมเดล (Model Size) 




ยืนยันท่ีซับซšอน (Higher-order CFA) โมเดลการ
วิเคราะหŤองคŤประกอบเชิงยืนยันแบบพหุระดับ 
(Multilevel CFA) หรือโมเดลการวิเคราะหŤลักษณะ
หลาก -วิธีหลาย (Multi-traits Multi-methods 
Technique: MTMM)  
  1.2 เงื่อนไขดšานขšอมูลจากการวัดท่ีมี




  1.3 เงื่อนไขดšานจํานวนกลุŠมท่ีจําแนก
ของตัวแปรสังเกตไดš (Degree of Categorization 
of Observed Variable) ท่ีแตกตŠางกัน เชŠน ขšอมูลท่ี
มีสเกลการวัดจําแนกกลุŠมอันดับเปŨน 3, 4, 5, 6, 7 
กลุŠมอันดับ เปŨนตšน  
 2. ในการศึกษาครั้งนี้ ผูšวิจัยใชšขšอมูลจาก
การเก็บรวบรวมจากขšอมูลจริงแลšวกําหนดสรšางเปŨน
ประชากรเทียม (Pseudo-population) จึงไมŠ
ส า ม า ร ถ ค ว บ คุ ม แ ล ะ กํ า ห น ด เ งื่ อ น ไ ข ข อ ง
คŠาพารามิเตอรŤทุกคŠาใหš เปŨนไปตามท่ีตšองการไดš 
ดังนั้นควรทําวิจัยเพื่อทดสอบเงื่อนไขของการวิจัยใน
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