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Abstract
We complete the classification of the irreducible 2F-modules for quasi-simple groups by dealing with
the two open cases for sporadic groups from [R.M. Guralnick, G. Malle, Classification of 2F-modules, I,
J. Algebra 257 (2002) 348–372]. The techniques developed involve abelian sets of roots within root systems,
and enable us to determine the 2-ranks of the Monster, the Baby Monster and the double cover of the latter.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction and statement of results
Let G be a finite quasi-simple group. For an absolutely irreducible KG-module V over a finite
field K of characteristic , and a subgroup A of G, we let
f (A) = |A|2 · ∣∣CV (A)∣∣.
We say that V is a 2F-module for G if CV (G) is a subgroup of Z(G) of order prime to , and if
there exists a non-trivial elementary abelian -subgroup A of G satisfying
f (A) |V |; (1)
the group A is then called an offender.
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number of open cases; we refer the reader to these papers for the background to the problem. Of
the unresolved cases, some were handled in [5]; the two which remain are those where (G,V ) =
(Co1,V24) or (Co2,V22) over K = F2, where Vd is the irreducible KG-module of dimension d .
We shall prove the following theorem.
Theorem 1. The modules V24 for Co1 and V22 for Co2 over F2 are not 2F-modules.
In the cases resolved in [5], the pairs (G,V ) consisted of a group of Lie type and a module in
the defining characteristic; they were dealt with by locating G in the Levi subgroup and V in the
unipotent radical of a parabolic subgroup of a larger group H , and using a technique of Mal’cev
to convert the problem into one within the root system of H . Despite the fact that the groups
considered here are sporadic, it turns out somewhat unexpectedly that a similar strategy may be
employed to prove Theorem 1. The Monster M and Baby Monster B , respectively, play the role
of the group H ; as a result, further analysis leads to the following result.
Theorem 2. The 2-ranks of M , 2.B and B are 15, 15 and 14, respectively.
Note that these are three of the four cases of p-ranks of groups G with G/Z(G) sporadic
which are given as undetermined in [4, Table 5.6.1]; the fourth is that of 2.Suz, which is shown
in [9, Theorem 15.1] to be 5.
The arrangement of the remainder of this paper is as follows. Section 2 handles the action of
Co1 on V24, and leads to the determination of the 2-rank of M in Section 3. Likewise Section 4
deals with the action of Co2 on V22, and leads to the determination of the 2-ranks of 2.B and B
in Section 5. Finally in Section 6 we prove a result about the root system of type E6 required for
the work on M .
2. The 24-dimensional module for Co1
In this section we consider the action of Co1 on its 24-dimensional module V24 over F2. We
begin by recalling some facts about the group Co1. The double cover 2.Co1 is the automorphism
group of the Leech lattice Λ. It has a maximal subgroup 212 : M24, called the monomial group,
which contains a Sylow 2-subgroup of 2.Co1; the monomial group acts on Λ by sign changes on
C-sets (where C is the Golay code) and permutations in M24. The simple group Co1 is obtained
on quotienting the double cover by −1. We shall use MOG pictures as introduced in [3] to denote
elements of the quotient 211 : M24; these must thus be interpreted modulo an overall negation.
The module V24 is Λ/2Λ; we shall also use MOG pictures to represent elements of V24.
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;
then ζ is an involution in Co1 lying in class 2A (in the notation of [2]), so that CCo1(ζ ) is a group
21+8+ D4(2). There is a Sylow 2-subgroup S1 of Co1 lying in 211 : M24 with Z(S1) = 〈ζ 〉; we have
|S1| = 221, while dimCV24(ζ ) = 16. We shall see that S1/〈ζ 〉 has structure very similar to that of
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Fig. 1. ‘Root elements’ of Sylow 2-subgroup S1 of Co1.
the Sylow 2-subgroup of D5(2), and moreover that the action of the former on CV24(ζ ) closely
resembles that of the latter on the unipotent radical of the D5-parabolic subgroup of E6(2).
We therefore let Φ be a root system of type E6, with simple roots α1, . . . , α6 numbered in the
usual fashion; we shall write the root
∑6
i=1 niαi as
n1n3n4n5n6
n2
. We shall often use dots to denote
undetermined coefficients, our convention being that they may be replaced by any integers which
yield a root; thus for example the statement “ 1 · 2101 ∈ X” means that the set X contains both roots
11210
1 and 122101 . Moreover, we shall on occasion write equations of the form
0 · 110· + 0 · 100· = 012101 ;
this means that the roots 0 · 110· may be matched with the roots 0 · 100· in such a way that the sum
in every case is 012101 .
Let Ψ = {∑6i=1 niαi ∈ Φ: n6 = 0} = { · · · · 0· }, so that Ψ is a root system of type D5. For
α ∈ Ψ+ we define ‘root elements’ gα ∈ S1 as in Fig. 1; note that the gα with α of the form · · · · 00
are permutations in M24 while those with α of the form · · · · 01 are negations on C-sets. We may
then write an arbitrary element of S1 uniquely as (
∏
α∈Ψ+ gαα )ζ ζ , where we take the roots in
the order of Fig. 1 (reading down the rows and from left to right within each row), and each α
is either 0 or 1, as is ζ .
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Fig. 2. ‘Root vectors’ of fixed point space CV24 (ζ ) in V24.
Let Ω = { · · · · 1· }, so that Φ+ = Ψ+ ∪ Ω . For α ∈ Ω we likewise define ‘root vectors’ vα ∈
CV24(ζ ) as in Fig. 2; then any vector in CV24(ζ ) may be uniquely written as
∑
α∈Ω αvα , where
we take the roots in the order of Fig. 2, and each α is 0 or 1.
For α,β ∈ Ψ+ or α,β ∈ Ω , we write α < β if β occurs later than α in the ordering of Fig. 1
or 2 as appropriate. We shall say that an expression (
∏
α∈Ψ+ gαα )ζ ζ or
∑
α∈Ω αvα begins with
gβ or vβ if β = 1 and γ = 0 for γ < β .
The reason for this notation is the following result. Let Ξ be the set
{ 010001 , 000101 , 012001 , 002101 , 022101 , 012201 , 222101 , 012221 , 012212 , 013212 , 023212 }
of linear combinations of simple roots αi ; we call the elements of Ξ ‘pseudoroots.’
Proposition 2.1. Given α,β ∈ Ψ+, the commutator of gα and gβ is an expression beginning
with gα+β if α+β ∈ Ψ+, is ζ if α+β ∈ Ξ , and is trivial otherwise. Likewise given α ∈ Ψ+ and
β ∈ Ω , the commutator of gα and vβ is an expression beginning with vα+β if α + β ∈ Ω , is vγ
for γ = 123212 if α + β ∈ Ξ , and is trivial otherwise.
Proof. This is an elementary calculation. 
618 R. Lawther / Journal of Algebra 307 (2007) 614–642Now the ordering of the roots in each of Ψ+ and Ω has the properties that α < α + β if
α,β,α + β ∈ Ψ+ or α,β,α + β ∈ Ω , and α  α′, β  β ′ implies α + β  α′ + β ′ if all of these
lie in Ψ+ ∪Ω . It therefore follows that if α ∈ Ψ+ and β ∈ Ψ+ ∪Ω with α + β ∈ Ψ+ ∪Ω then
any two expressions beginning with gα and gβ or vβ have commutator beginning with gα+β or
vα+β as appropriate.
Set J = E6(2), and let P be the D5-parabolic subgroup of J ; write L and Q for the Levi
subgroup and unipotent radical of P , and U for the unipotent radical of the Borel subgroup of L.
What we have seen shows that the structures of S1/〈ζ 〉 and U are very similar, as are their actions
on CV24(ζ ) and Q, respectively. Since CCo1(ζ ) ∼= 21+8+ D4(2), the resemblance goes further: we
can find ‘Weyl group elements’ in CCo1(ζ ) which correspond to four of the five simple roots
of Ψ . Three are elements of M24: define
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For the fourth, let T be the tetrad which is the lower half of the leftmost brick of the MOG
picture, and ξT be the element defined in [1, Lemma 22.10] as the product of negation on T and
the linear map determined by the sextet containing T ; define
w 00000
1
= ξT g 00000
1
ξT .
Writing W for the Weyl group of the (abstract) root system Ψ and wi ∈ W for the reflection in
the ith simple root, we then have the following result.
Proposition 2.2. Take β = 000001 , 010000 , 001000 or 000100 , and set i = 2, 3, 4 or 5 accordingly.
For α ∈ Ψ+ with α = β , the conjugate of gα by wβ lies in S1 and is an expression beginning
with gwi(α); likewise for α ∈ Ω , the image of vα under wβ lies in CV24(ζ ) and is an expression
beginning with vwi(α).
Proof. This is also an elementary calculation. 
Indeed, in the majority of cases we find that we actually have gαwβ = gwi(α) and wβ(vα) =
vwi(α). For β = 010000 or 001000 this is true with the exception of two roots α fixed by wi for which
gα
wβ = gαζ ; for β = 000001 or 000100 there are several cases in which the expression is a little
more complicated. (Note that there is no ‘Weyl group element’ in CCo1(ζ ) corresponding to the
remaining simple root of Ψ , since no element of CCo1(ζ ) can take an element acting trivially on
the leftmost brick of the MOG picture to one whose action there is non-trivial.)
We next show that in seeking offenders it suffices to consider elementary abelian 2-subgroups
which contain ζ .
Lemma 2.3. If V24 is a 2F-module for Co1, there is an offender containing ζ .
Proof. There are three conjugacy classes of involutions in Co1, denoted 2A, 2B and 2C in [2];
the element ζ lies in 2A. Suppose A is an offender which meets 2C but not 2A. If we set
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then c lies in 2C, and S1 contains a Sylow 2-subgroup S′ of CCo1(c), so we may assume c ∈
A< S′. We have |CV24(c)| = 212 while
CV24(c)∩CV24(ζ ) =
{∑
α∈Ω
αvα:  · · · · 1
0
= 0, 2 | ( 00111
1
+  01111
1
+  01211
1
+  11111
1
)
}
so that |CV24(c) ∩ CV24(ζ )| = 210. Thus dimCV24(〈A,ζ 〉)  dimCV24(A) − 2; so f (〈A,ζ 〉) 
f (A), and 〈A,ζ 〉 is also an offender.
Now suppose A is an offender which does not meet 2A or 2C; we may assume A < S1.
Since elements of 2B have preimages in 2.Co1 whose square is the central element −1, the
only elements of S which lie in 2B are products of fixed-point-free involutions in M24 and sign
changes on dodecads, such as
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Thus all non-identity elements of A project to fixed-point-free involutions in M24; so A acts semi-
regularly on the 24 points permuted by M24, and as S preserves the leftmost brick of the MOG
picture, it follows that |A|  8. Since elements of 2B have 12-dimensional fixed point space
on V24, we have f (A) 22.3+12 = 218, contrary to the assumption that A is an offender. 
Thus for the remainder of this section we may assume that A is an elementary abelian 2-
subgroup with ζ ∈ A< S1. Given such a subgroup A, set
X = {α ∈ Ψ+: A contains an element beginning with gα},
Y = {α ∈ Ω: CV24(A) contains a vector beginning with vα};
write x = |X| and y = |Y |. The comments above show that if α,β ∈ X then α + β cannot be
a root in Ψ+ (since A is abelian), while if α ∈ X and β ∈ Y then α + β cannot be a root in Ω
(since A fixes CV24(A)). Recall that an abelian set of roots is defined to be one in which no two
roots have sum equal to a root; since two roots in Ω can never add to a root, it follows that X∪Y
must be an abelian set in Φ+. In other words, we have shown that a variant of the technique of
Mal’cev, as expounded in [4, 3.3] and used in [5], also applies in this situation.
Now although the roots arising from the subgroup A must all be positive, it will prove con-
venient when working purely with roots to consider the negative roots in Ψ as well. The reason
for this is that arguments may be simplified by studying orbits under the action of W (which
preserves both Ψ and Ω); by working within Ψ ∪ Ω rather than merely Ψ+ ∪ Ω , we may ap-
ply elements of W without having to keep track of whether roots are being made negative as a
result. In this more general setting the condition which X must satisfy is that if α,β ∈ X then
α + β /∈ Ψ0, where we set Ψ0 = Ψ ∪ {0}. Accordingly, if α,β ∈ Ψ ∪ Ω , we shall say that α
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roots in X or Y exclude each other.
Since f (A) = |A|2|CV24(A)| = 22(x+1)+y (as |A| = 2|A/〈ζ 〉|), the condition for A to be an
offender is 2x + y  22. Thus we shall assume that
X and Y are as above and 2x + y  22. (2)
There are sets X and Y satisfying condition (2) (although we shall see that the presence of
pseudoroots prevents them from giving rise to offenders). We set
X1 = { 1 · · · 0· }, Y1 = { 1 · · · 1· }, X2 = { · · · 10· }, Y2 = { · · · 21· };
then 2|X1| + |Y1| = 2.8 + 8 = 24 while 2|X2| + |Y2| = 2.10 + 5 = 25. We shall call a set X
known if it is the image under an element of W of X1, X2 or a subset obtained by removing one
root from either of them. We shall seek to prove the following.
Theorem 2.4. If X and Y satisfy condition (2), then X is known.
Note that if we write z for the number of roots of Ω excluded by X, we have z = 16 − y;
the inequality 2x + y  22 thus becomes x  z2 + 3. We shall write X = {ξ1, ξ2, . . .}. Observe
that as no two roots of Ω exclude each other, Y may be assumed to contain all roots of Ω not
excluded by those in X; indeed, our strategy will be to begin with (X,Y ) = (∅,Ω) and build up
X successively, at each stage reducing Y by removing the roots in Ω which have been excluded.
We shall call a root in Ψ or Ω available at a given stage if it is not one of the roots chosen by
that stage and has not been excluded either by the roots chosen or by an explicit argument.
We observe that using W we may assume ξ1 = 122101 , which excludes the negative roots
− 122101 , − · 1 · · 0· from Ψ and the roots 00 · · 1· from Ω ; we thus have z 4 and x  5.
We begin with a straightforward result.
Lemma 2.5. If X and Y satisfy condition (2), then X contains two orthogonal roots.
Proof. Assume that X does not contain two orthogonal roots; then all remaining roots in X must
lie in { · 1 · · 0· }, and as stabW(ξ1) is transitive on this set we may assume ξ2 = 112101 . This excludes
the 2 roots 01111· from Ω , giving z 6 and so x  6; it also excludes from Ψ the root 010000 , and
by assumption X cannot now contain 110000 or any root 011 · 0· , so the remaining roots in X must
be chosen from { 111 · 0· , 012101 }. However, 012101 is orthogonal to each root 111 · 0· , and each of the
latter is orthogonal to one of the others of this form, so a further 4 mutually non-orthogonal roots
cannot be chosen. 
Our analysis then divides into two cases.
Proposition 2.6. If X and Y satisfy condition (2) and X contains two orthogonal roots which are
orthogonal to a D3 subsystem in Ψ , then X is known.
Proof. Suppose ξ2 = 100000 ; this excludes the 4 roots 01 · · 1· from Ω , giving z  8 and so x  7,
as well as the 6 roots 01 · · 0· from Ψ . Suppose further that X is not known; then X ⊆ { 1 · · · 0· }, so
X contains some root 00 · · 0· . Using 〈w2,w4,w5〉 we may assume ξ3 = 001101 ; this excludes the
R. Lawther / Journal of Algebra 307 (2007) 614–642 6212 roots 111110 , 122111 from Ω , giving z  10 and so x  8, as well as the 2 roots 11 · 000 from Ψ .
Since only 4 of the 9 remaining available roots in Ψ exclude no further roots from Ω , we will
have z 11 and so x  9, so we must choose at least 6 more roots. However, among the 9 there
are 4 disjoint pairs which may be added:
001 · 0
0 + 111 · 01 = 112101 , 000100 + 001001 = 001101 , 111100 + 000001 = 111101 .
Thus at most 5 further roots may be chosen, a contradiction. 
Proposition 2.7. If X and Y satisfy condition (2) and X does not contain two orthogonal roots
which are orthogonal to a D3 subsystem in Ψ , then X is known.
Proof. By Lemma 2.5 and Proposition 2.6 we may assume ± 100000 /∈ X, and X contains some
root 00 · · 0· ; then using 〈w2,w4,w5〉 we may assume ξ2 = 001101 . This excludes the 3 roots · 11110 ,
12211
1 from Ω , giving z 7 and so x  7, as well as the roots · 1 · 000 , − 00 · · 01 , − 00 · 100 from Ψ ; also
by assumption we have ± 001000 /∈ X (since the D3 subsystem with simple roots 011100 , 100000 , 011001
is orthogonal to ξ2 and ± 001000 ). There are 3 orbits of stabW(D5)(ξ1, ξ2) = 〈w1,w4,w3w1w4w3〉
on the remaining available roots in Ψ :
{ · · · 100 }, { · · · 001 }, { · 1 · 101 }.
Suppose X contains some root from the second of these orbits, say ξ3 = 111001 ; this excludes
01221
1 from Ω , giving z 8, as well as the roots 0 · · 100 from Ψ . Since the D3 subsystem with sim-
ple roots 001000 , 010000 , 001101 is orthogonal to ξ3 and 111100 , by assumption we also have 111100 /∈ X.
However, now the 7 remaining available roots in Ψ each exclude a single root from Ω , different
in each case, so the maximal value of 2x + y occurs when X contains them all, when we have
2x + y = 2.10 + 1 = 21, a contradiction.
Thus the remaining roots of X must be chosen from the first and third orbits (and so X ⊆ X2);
since x  7 we must have some root from the first, say ξ3 = 111100 . This excludes the 2 roots
01 · 11
1 from Ω , giving z  9 and so x  8. Each of the roots 11 · 111 in Ω is excluded by 3 of the
other 7 roots in the first and third orbits; thus as we must choose at least 5 more roots in X, the
roots 11 · 111 will be excluded from Ω , giving z 11 and so x  9, and so X is known. 
Combining Lemma 2.5 and Propositions 2.6 and 2.7, we have proved Theorem 2.4. Next
we must consider which subsets of Ψ+ may be obtained by applying Weyl group elements to
known sets. Since X1 = { 1 · · · 0· } is stable under 〈w2,w3,w4,w5〉, the only positive W -translate
of a known set lying in X1 which is not itself a subset of X1 is w1(X1 \ { 100000 }) = { 01 · · 0· , 122101 }
(which is stable under 〈w2,w4,w5〉 and does not remain positive if w3 is applied). Similarly
X2 = { · · · 10· } is stable under 〈w1,w2,w3,w4〉, so the only positive W -translate of a known set
lying in X2 which is not itself a subset of X2 is w5(X2 \ { 000100 }) = { · · 100· , · · 2101 }.
We are therefore left with considering the above sets. We prove the following.
Proposition 2.8. In each of the following cases, there is no offender A giving rise to the sets X
and Y :
(i) X ⊆ { 1 · · · 0· }, |X| = 7 or 8, Y ⊆ { 1 · · · 1· };
(ii) X ⊆ { · · · 10· }, |X| = 9 or 10, Y ⊆ { · · · 21· };
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(iv) X = { 01 · · 0· , 122101 }, Y = { 01 · · 1· , 12 · · 1· }.
Proof. In each case, we shall assume that there is an offender A giving rise to the sets X and Y .
For α ∈ X let g¯α be an element of A beginning with gα ; likewise for β ∈ Y let v¯β be an element
of CV24(A) beginning with vβ . If α,α′ ∈ X with α < α′, we may adjust by g¯α′ to ensure that
g¯α does not contain gα′ ; likewise if β,β ′ ∈ Y with β < β ′, we may adjust by v¯β ′ to ensure
that v¯β does not contain vβ ′ . We shall argue that the existence of pseudoroots means that it is
impossible to choose elements g¯α and vectors v¯β all of which commute. We shall sometimes
write (α,β;γ ⇒ ¬δ) to mean that if the commutator [g¯α, g¯β ] is not to contain a term gγ (or if
[g¯α, v¯β ] is not to contain a term vγ , for β,γ ∈ Ω), then g¯α must contain no term gδ .
(i) The roots 1 · · · 0· occur in 4 pairs summing to the pseudoroot 222101 . If α and β are such a
pair, then the only terms possibly occurring in g¯α and g¯β which fail to commute are gα and gβ
themselves, so that [g¯α, g¯β ] = ζ . Since X contains at least 3 of these pairs (α,β), there is no
elementary abelian 2-subgroup A giving rise to X.
(ii) Here the uncertainty over which roots lie in X forces us to subdivide the argument.
First suppose 0 · 110· ∈ X. We then have ( 001100 , 011101 ; 111101 ⇒ ¬ 100000 ), ( 011101 , 001100 ; 112101 ⇒
¬ 111001 ), ( 011100 , 001101 ; 111101 ⇒ ¬ 110000 ), ( 001101 , 011100 ; 122101 ⇒ ¬ 111001 ), ( 011100 , 011101 ; 111101 ⇒
¬ 100000 ) and ( 011100 , 011101 ; 122101 ⇒ ¬ 111000 ); but now setting (α,β) = ( 011100 , 001101 ) we have
[g¯α, g¯β ] = ζ . If instead some root 0 · 110· is absent from X, this forces 000100 , 11110· , · · 2101 ∈ X,
and then we have ( 012101 , 000100 ; 111101 ⇒ ¬ 111001 ); but now setting (α,β) = ( 000100 , 012101 ) the
commutator [g¯α, g¯β ] must contain ζ . Thus again there is no elementary abelian 2-subgroup A
giving rise to X.
(iii) We have ( 011000 , 111001 ; 11 · 101 ⇒ ¬ 00 · 100 ) and ( 001001 , · 11000 ; 122101 ⇒ ¬ · 11101 ). Now set
(α,β) = ( 011000 , 001001 ) and consider the commutator [g¯α, g¯β ]. The expression g¯β must have
a term gγ with γ = 001101 , else the commutator will contain ζ ; then we have (α,β; 012101 ⇒
¬ 011100 ); but now the commutator will equal ζ . Thus once more there is no elementary abelian
2-subgroup A giving rise to X.
(iv) We have ( 010000 , 012111 ; 012211 ⇒ ¬ 000100 ) and ( 012101 , 011110 ; 122 · 11 ⇒ ¬ 111 · 01 ). Now set
(α,β) = ( 010000 , 012101 ), and consider the commutator [g¯α, g¯β ]. The expression g¯β must have
a term gγ with γ = 112101 , else the commutator will contain ζ ; then g¯α must contain a term gδ
with δ = 110000 , else the commutator will contain gη with η = 122101 ; but now the commutator will
contain ζ . Thus again there is no elementary abelian 2-subgroup A giving rise to X. 
We have therefore proved the first part of Theorem 1.
3. The 2-rank of M
The situation treated in the previous section, whose notation we retain, occurs in the context of
the Monster simple group M , where a central involution has centralizer of structure 21+24+ · Co1.
We begin by explaining how this arises; we also use the notation of [2, pp. 206, 228, 229].
The Parker loop P has a homomorphism, written A → [A], onto the binary Golay code with
kernel {±1}. The group of standard automorphisms of P has a homomorphism, similarly written
S → [S], onto M24 with kernel of order 212; the elements of this kernel may be denoted by
elements d of the cocode, and take A to A or −A according as d meets A evenly or oddly.
R. Lawther / Journal of Algebra 307 (2007) 614–642 623A standard automorphism is called even or odd according as it takes U to U or −U , where U is
a particular one of the two loop elements mapping to the universal C-set [U ].
We consider the set of all triples (A,B,C) of elements of P satisfying ABC = 1. We take
the group Nx of permutations of this set generated by maps xD , yD , zD , xS for D ∈ P and S
a standard automorphism of P , where the image of a triple (A,B,C) under each of these is as
follows:
xD:
(
D−1AD−1,DB,CD
)
,
yD:
(
AD,D−1BD−1,DC
)
,
zD:
(
DA,BD,D−1CD−1
)
,
xS :
{
(AS,BS,CS) S even,
((A−1)S, (C−1)S, (B−1)S) S odd
(one can define similarly maps yS and zS , but they are not needed for the present work; note
also that xDyDzD = 1). If we write K for the subgroup {1, k1, k2, k3}, where k1 = yUz−U , k2 =
zUx−U and k3 = xUy−U , and Qx for the group generated by the xD and xd , we have Qx ∩K =
K1 = {1, k1}, and Qx/K1 ∼= 21+24+ . We have a homomorphism from Qx onto the Leech lattice
modulo 2, with kernel 〈x, k1〉, where x = x−1; under this homomorphism xD maps to (the image
of) the vector having coefficients 2 on [D] and 0 elsewhere, while for each i ∈ [U ], if we regard i
as an element of the cocode, the element xi maps to (the image of) the vector having coefficients
−3 at i and 1 elsewhere. Moreover the quotient Nx/Qx is isomorphic to the group of monomial
automorphisms of the Leech lattice, where yD and zD both act as the sign-change on [D] and xS
acts as the permutation [S] in M24.
The quotient Nx/K occurs as a subgroup of the simple group M , and contains a Sylow 2-sub-
group SM of M whose central involution is the image of x, which we shall also denote by x.
Indeed Nx may be extended to a group whose quotient by Qx is 2 ·Co1; in this quotient the central
element is the image of k3, which acts on the Leech lattice as −1. Thus after identification we
have CM(x) = 〈x〉.V24.Co1 and SM = 〈x〉.V24.S1, where V24 is the 24-dimensional Co1-module
and S1 is the Sylow 2-subgroup of Co1 seen in the previous section. In the extraspecial subgroup
〈x〉.V24, two vectors of V24 have commutator 1 or x according as their inner product is an even
or odd multiple of 8.
Now let A be an elementary abelian 2-subgroup of SM ; clearly we may assume that x ∈ A, so
let A¯ = A/〈x〉. If A¯ lies in V24, then |A| 213; so we may assume that A¯ contains an involution
in Co1. Begin by assuming that A¯ meets the class 2A of Co1; then we may take ζ ∈ A¯, and the
elements of A¯ ∩ V24 give rise to elements of CV24(ζ ). We therefore obtain an abelian set X of
roots in Φ , and |A| = 2x+2 where x = |X|. Indeed by taking X = { · 1 · · 1· , 12 · · ·· }, we obtain the
elementary abelian subgroup
A∗ = 〈x, xU , xd1, . . . , xd9 , xD1, xD2, yD1, yD2〉,
where d1, . . . , d9 are the supports of the vectors vα for α = · 1 · · 11 , 12 · · 11 , regarded as elements
of the cocode, and [D1] and [D2] are the central and rightmost bricks of the MOG picture (it is
straightforward to check that the above elements of M do indeed commute). Thus the 2-rank of
M is at least 15.
In [8] the maximal abelian sets of roots in Φ are determined; it is shown that, up to the action
of the Weyl group, the only maximal abelian sets containing more than 13 roots are { · · · · 1· } and
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of this paper. As in the previous section, it easily follows that if X is a positive W -translate of a
subset of one of these and |X| 14, then X lies in one of the following:
{ · · · · 1· }, { · · · 21· , · · · 10· }, { 12321· , · · 21 ·1 , · · 100· }, { 1 · · · ·· },
{ 12 · · ·· , 01 · · ·· }, { 12321· , · 12 · ·1 , 001 · ·· }.
Proposition 3.1. In each of the following cases, there is no elementary abelian 2-subgroup A
giving rise to the set X:
(i) X ⊆ { · · · · 1· }, |X| = 14, 15 or 16;
(ii) X ⊆ { 1 · · · ·· }, |X| = 14, 15 or 16;
(iii) X ⊆ { · · · 21· , · · · 10· }, |X| = 14 or 15;
(iv) X ⊆ { 12 · · ·· , 01 · · ·· }, |X| = 14 or 15;
(v) X = { 12321· , · · 21 ·1 , · · 100· };
(vi) X = { 12321· , · 12 · ·1 , 001 · ·· }.
Proof. We proceed as in the proof of Proposition 2.8; thus in each case we shall assume that there
is an elementary abelian 2-subgroup A giving rise to the set X. For convenience, for α ∈ Ω we
write gα in place of vα , and extend the ordering by setting β < α for all β ∈ Ψ+. For α ∈ X let g¯α
be an element of A beginning with gα . We shall again assume that if α,α′ ∈ X with α < α′, then
g¯α does not contain any term gα′ , since we may adjust by g¯α′ . We shall argue that the existence of
pseudoroots means that it is impossible to choose elements g¯α all of which commute. Again, we
shall write (α,β;γ ⇒ ¬δ) to mean that if the commutator [g¯α, g¯β ] is not to contain a term gγ ,
then g¯α must contain no term gδ . In all cases other than the first it will suffice to work in V24
rather than 〈x〉.V24.
(i) The roots 0 · · · 1· occur in 4 pairs summing to the pseudoroot 012221 ; if α and β are such a
pair, then g¯α and g¯β lie in 〈x〉.V24 and have commutator x. As X contains at least 2 of these pairs
(α,β), there is no elementary abelian 2-subgroup A giving rise to the set X.
(ii) This argument is as in Proposition 2.8(i) (except that the number of pairs (α,β) for which
[g¯α, g¯β ] = ζ contained in X is at least 2 rather than at least 3).
(iii) This argument is as in Proposition 2.8(ii).
(iv) As in Proposition 2.8(ii), the uncertainty over which roots lie in X forces us to subdi-
vide the argument, this time into three possibilities. First suppose 0111 ·0 , 01 · · 01 ∈ X; we then have
(
01110
0 ,
01100
1 ; 111001 ⇒ ¬ 100000 ), ( 01 · 101 , 011110 ; 122111 ⇒ ¬ 111001 ), ( 011100 , 01 · 101 ; 122101 ⇒ ¬ 11 · 000 )
and ( 011001 , 011110 ; 012211 ⇒ ¬ 001101 ). Now write η = 122101 , set (α,β, γ, δ) = ( 011100 , 011001 ,
11110
0 ,
11100
1 ) and consider the commutator [g¯α, g¯β ]: if it is not to contain ζ then g¯β must con-
tain gδ ; now if the commutator is not to contain gη then g¯α must contain gγ ; but now the commu-
tator equals ζ . So we may now suppose that some root 0111 ·0 , 01 · · 01 is absent from X, which forces
01 · 00
0 ,
01 · · 1
1 ,
12 · · ·· ∈ X; then we have ( 010000 , 012111 ; 012211 ⇒ ¬ 000100 ), ( 011000 , 011111 ; 012211 ⇒
¬ 001100 ) and ( 122111 , 010000 ; 122211 ⇒ ¬ 112211 ). Secondly suppose 011 · 01 ∈ X; we then have
(
01100
0 ,
01100
1 ; 011101 ⇒ ¬ 000100 ), ( 011000 , 011001 ; 111001 ⇒ ¬ 100000 ), ( 012211 , 01 · 000 ; 122111 ⇒ ¬ 11 · 111 ),
(
01100
0 ,
01221
1 ; 122211 ⇒ ¬ 110000 ) and ( 011101 , 012211 ; 123212 ⇒ ¬ 111001 ). Now replace (α,β, γ, δ)
in the above by ( 011000 , 011101 , 111000 , 111101 ) to reach the same contradiction. Finally then sup-
pose that some root 011 · 01 is absent from X, which forces 0111 ·0 , 012101 ∈ X; then we have
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1 ,
01111
0 ; 122 · 11 ⇒ ¬ 111 · 01 ) and ( 010000 , 012101 ; 112101 ⇒ ¬ 100000 ). This time replace (α,β, γ, δ)
in the above by ( 010000 , 012101 , 110000 , 112101 ) to reach the same contradiction. Thus there is no ele-
mentary abelian 2-subgroup A giving rise to the set X.
(v) First of all we have ( 011001 , 111000 ; 112101 ⇒ ¬ 001101 ), ( 001000 , 011001 ; 011101 ⇒ ¬ 000100 ),
(
00100
0 ,
01100
1 ; 111001 ⇒ ¬ 100000 ), ( 001000 , 111001 ; 122101 ⇒ ¬ 011100 ) and ( 011001 , 001000 ; 112101 ⇒
¬ 111101 ). Now write η = 012101 , set (α,β, γ, δ) = ( 011001 , 001000 , 011101 , 001100 ) and consider the
commutator [g¯α, g¯β ]: if it is not to contain ζ then g¯β must contain gδ ; now if the commutator is
not to contain gη then g¯α must contain gγ ; but now the commutator equals ζ . Thus again there
is no elementary abelian 2-subgroup A giving rise to the set X.
(vi) First of all we have ( 001000 , 001001 ; 011001 ⇒ ¬ 010000 ), ( 001000 , 001001 ; 001101 ⇒ ¬ 000100 ),
(
01210
1 ,
00111
0 ; 112 · 11 ⇒ ¬ 111 · 01 ), ( 001 · 00 , 012101 ; 1 · 2101 ⇒ ¬ 1 · 0000 ), ( 001000 , 001111 ; · 12211 ⇒ ¬ · 11100 )
and ( 001001 , 001000 ; · 12101 ⇒ ¬ · 11101 ). Now consider the commutator [g¯α, g¯β ] for (α,β) =
(
00110
0 ,
00100
1 ). If g¯α contains gγ for γ = 011100 , then g¯β must contain gδ for δ = 011001 , else
the commutator will contain gη for η = 012101 ; but now for the commutator not to contain gκ for
κ = 112101 , either g¯α must contain gλ for λ = 111100 or g¯β must contain gμ for μ = 111001 (but not
both), and in either case the commutator equals ζ . Thus g¯α cannot contain gγ , and then we have
(β,α;η ⇒ ¬δ). Now g¯β must contain gμ, else the commutator will contain ζ ; then g¯α must
contain gλ, else the commutator will contain gκ ; but now the commutator equals ζ . Thus once
more there is no elementary abelian 2-subgroup A giving rise to the set X. 
So far we have assumed that A¯ meets the class 2A of Co1; we must now consider the other
possibilities.
Proposition 3.2. If A is an elementary abelian 2-subgroup of SM such that A¯ meets Co1 in the
class 2C but not in the class 2A, then |A| 215.
Proof. As in the proof of Lemma 2.3 we may assume that A¯ contains
c = g 01210
1
g 11110
1
=
−
−
−
− −
−
−
−
−
−
−
− ;
then SM contains a Sylow 2-subgroup of CCo1(c). Indeed, if we set
g1 = g 00100
0
g 10000
0
g 11100
0
, g2 = g 01000
0
g 00010
0
, g3 = g 01100
0
g 11000
0
g 11100
0
,
g4 = g 00010
0
g 11100
0
, g5 = g 00110
0
, g6 = g 01110
0
, g7 = g 11110
0
,
then a typical element of CS1(c) is g1e1 . . . g7e7(
∏
α∈Ψ 1 gαeα )ζ eζ , where Ψ 1 = { · · · · 01 }, and we
take the roots of Ψ 1 in the order of Ψ+. Moreover set
v1 = 2
2
2
2
2
2
2
2
2
2
2
2
, v2 =
4 4 4 4
;
626 R. Lawther / Journal of Algebra 307 (2007) 614–642then CV24(c) is the sum of 〈v1, v2〉 and CV24(c) ∩ CV24(ζ ), which we identified in the proof of
Lemma 2.3. We may therefore write a typical element of CV24(c) as
1v1 + 2v2 +
∑
α∈Ω ′
αvα,
where we set Ω ′ = Ω \ { · · · · 10 }, and require 2 | (α1 + α2 + α3 + α4) for (α1, α2, α3, α4) =
(
00111
1 ,
01111
1 ,
01211
1 ,
11111
1 ).
Now assume if possible that |A| > 215. If A¯ does not contain two elements of CV24(c), one
beginning with v1 and the other with v2, then inserting ζ in A¯ and removing from A¯∩CV24(c) any
vectors which do not commute with ζ gives an elementary abelian subgroup no smaller than A¯,
contrary to Proposition 3.1. Thus we may assume A¯ contains v¯1 and v¯2, where v¯i begins with vi ;
moreover we may assume v¯1 does not contain a term v2. Set A2 = A¯∩V24 and A1 = A¯/A2, and
note that |A| = 2|A1|.|A2|.
Now no element of A1 can begin with gα for α = 1 · · · 01 or with ζ , since such elements all lie
in the class 2A of Co1. No element of A1 can begin with gα for α = 000001 , since the commutator
of such an element with v¯1 would contain a term v2; likewise no element of A1 can begin with
gα for α = 001001 , 011001 , 001101 or 011101 , since the commutator with v¯1 would contain a term vβ
for β = 001111 , 011111 , 112111 or 122111 , respectively. Similarly no element of A1 can begin with gi
for i = 1, 3, 4, 5, 6 or 7, since the commutator with v¯2 would contain a term vβ for β = 001111 ,
01111
1 ,
01211
1 ,
11211
1 ,
12211
1 or
01221
1 , respectively. Thus |A1| 22; but now as |A2| 212 we have
|A| 215, contrary to assumption. This completes the proof. 
Proposition 3.3. If A is an elementary abelian 2-subgroup of SM such that A¯ meets Co1 only in
the class 2B , then |A| 215.
Proof. As in the proof of Lemma 2.3 we may assume that A¯ contains
g = g 01110
0
g 11100
0
g 01100
1
g 11110
1
=
     
     
     
     


.
−
−
−
−
−
−
−
−
−
−
−
−
;
then SM contains a Sylow 2-subgroup of CCo1(g). As we saw in the proof of Lemma 2.3, the
non-trivial elements of A1 = A¯/(A¯ ∩ V24) act as fixed-point-free involutions on the leftmost
brick of the MOG picture, and we therefore have |A1| 23; since dimCV24(g) = 12, this gives|A¯| 215. Thus if |A| > 215 we must have |A1| = 23, and each element of A1 must fix the entire
fixed point space CV24(g). We shall show that there is no such group A1.
Set α = 122111 , β = 122211 , γ = 012111 and δ = 112211 ; then vα, vβ, vγ + vδ ∈ CV24(g). Suppose
there exists a group A1 as above. Each non-trivial element of A1 must begin with gη for some
η ∈ { 0 · · · 00 }, since otherwise the induced permutation on the leftmost brick is trivial. However,
no element of A1 can begin with gκ for κ = 000100 or 001100 , since the commutator with vα would
contain vβ or vλ for λ = 123211 , respectively; similarly no element of A1 can begin with gμ
for μ = 001000 , since the commutator with vβ would contain vλ. Since |A1| = 23 there must
be some element h ∈ A1 beginning with gν for ν = 010000 . However, h cannot contain gπ for
π = 000100 , else the commutator with vγ + vδ will contain vρ for ρ = 012211 ; and now the same
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result is proved. 
Between them Propositions 3.1–3.3, together with the example above of the elementary
abelian subgroup of order 215, establish the first part of Theorem 2.
4. The 22-dimensional module for Co2
We now turn to the action of Co2 on its 22-dimensional module V22 over F2. The group Co2
is the stabilizer in 2.Co1 of a type 2 vector in the Leech lattice Λ; again using MOG pictures, we
shall set
v0 =
4 4
,
and take Co2 to be the stabilizer of v0. The intersection of Co2 with the monomial subgroup
of 2.Co1 is 210 : (M22 : 2), acting as sign changes on C-sets which do not meet supp(v0) and
permutations in M24 which preserve supp(v0) setwise; this again contains a Sylow 2-subgroup
S2 of Co2. The module V22 is V +/〈v0〉, where V + is the 23-dimensional submodule of Λ/2Λ
consisting of (the images of) those vectors whose inner product with v0 is an even multiple of 8.
We shall see that the structure of S2 and its action on the relevant part of V22 may be described
using a root system of type F4.
Thus let Φ be a root system of type F4, with simple roots β1, . . . , β4 numbered in the usual
fashion; we shall write the root
∑4
i=1 niβi as n1n2n3n4. The existence of two root lengths means
that we must be a little careful over the definitions of Ψ and Ω ; in fact, the former will not be a
subsystem in this case, the latter will contain the non-root 0000 (arising because if an element
of Co2 has commutator v0 with a vector in V +, then it fixes the corresponding vector in V22),
and the two sets will not be disjoint. Write Φl and Φs for the sets of long and short roots in Φ .
We shall attach a subscript l or s to an expression involving dots to denote the long or short roots
of the form concerned; for example, 01 · · l denotes the long roots 0100, 0120 and 0122.
Let Ψ = {0 · · · , 1 · · · l , 2342}. (Note that, in contrast to Ω below, the elements of Ψ are all
genuine roots; in particular, we do not have 0000 in Ψ .) For α ∈ Ψ+ we define ‘root elements’
gα as in Fig. 3. As in Section 2, we may then write an arbitrary element of S2 uniquely as∏
α∈Ψ+ gαα , where we take the roots in the order of Fig. 3, and each α is either 0 or 1.
Let Ω = Φ+l ∪ {0000, 1 · · · s}; for convenience we shall call 0000 a long root. For α ∈ Ω
we define ‘root vectors’ vα ∈ V22 as in Fig. 4. If we let Ω1 = {0000, 1 · · · , 2342} and Ω2 =
{01 · · l , 1 · · · s , 12 · · l , · 342}, then the vectors vα with α ∈ Ω1 form a basis of CV22(g2342)
(note that the commutator of g2342 with either image of v0000 in V + is v0), and those with
α ∈ Ω2 form a basis of CV22(g1342). As before we shall write vectors in the form
∑
α∈Ω αvα ,
where we take the roots in the order of Fig. 4, and each α is 0 or 1.
For α,β ∈ Ψ+ or α,β ∈ Ω , as before we write α < β if β occurs later than α in the ordering
of Fig. 3 or 4 as appropriate. Again, we shall say that an expression (
∏
α∈Ψ+ gαα ) or
∑
α∈Ω αvα
begins with gβ or vβ if β = 1 and γ = 0 for γ < β .
The reason for this notation is the following pair of results (because the statements are quite
complicated, we separate commutation between two group elements from that between a group
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−
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−
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−
−
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−
−
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−
−
−
−
−
−
Fig. 3. ‘Root elements’ of Sylow 2-subgroup S2 of Co2.
element and a vector). In the first note that, in contrast to the situation in Section 2, there are no
‘pseudoroots,’ and we are able to identify commutators quite precisely.
Proposition 4.1. Given α,β ∈ Ψ+, let s be the commutator of gα and gβ ; then s = 1 if α+β /∈ Φ .
If α + β ∈ Φ , then
(i) if α,β ∈ Φl , we have s = gα+β or gα+βg2342 (the latter possibility only occurring in certain
cases where α + β is a root 1 · · · l);
(ii) if α,β ∈ Φs , we have s = 1 or gα+β according as α + β is long or short;
(iii) if α ∈ Φs , β ∈ Φl , we have s = g2α+βgα+β or s = g2α+β according as α + β ∈ Ψ or
α + β /∈ Ψ .
Proof. This is an elementary calculation. 
For the second, we set Ω∗ = Ω ∪ {2α: α ∈ Ωs}. Here for convenience we shall sometimes
choose to be less precise than in the statement of Proposition 4.1.
Proposition 4.2. Given α ∈ Ψ+ and β ∈ Ω , let s be the commutator of gα and vβ ; then s = 1 if
α + β /∈ Ω∗ and β ∈ Ω1. If α + β ∈ Ω∗, then
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2
2
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2
2
2
2
2
2
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2
2
2
2
2
2
2
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2
2
2
2
2
2
2
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2
2
2
2
2
2
2
2
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2
2
2
2
2
2
2
2
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2
2
2
2
2
2
2
2
v1 1 1 0
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
v0 1 2 2
4
4
4
4
v1 1 2 2
4 4
v1 2 2 2
4
4
v1 2 4 2
4
4
v1 3 4 2
4 4
v1 1 1 1
4
4
4
4
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Fig. 4. ‘Root vectors’ in V22.
(i) if α,β ∈ Φl with β = 0000, then s is an expression beginning with vα+β or v 1
2 (α+β) ac-
cording as α + β ∈ Φ or 12 (α + β) ∈ Φ;
(ii) if α,β ∈ Φs , we have s = 1 or vα+β according as α + β is long or short;
(iii) if α ∈ Φs , β ∈ Φl , then s is an expression beginning with v2α+βvα+β or v2α+β according
as β ∈ Ω1 or β /∈ Ω1;
(iv) if α ∈ Φl , β ∈ Φs , we have s = vα+βv1232 (so that s = 1 if α = 0122 and β = 1110);
(v) if β = 0000, we have s = 1 if α = 1 · · · l , while if α = 1 · · · l we have s = vαvα+ 0122 or
s = vα according as α + 0122 ∈ Ω or α + 0122 /∈ Ω .
Proof. This is another elementary calculation. 
Again, it can then be checked that the ordering chosen above has the following property: if
α,β ∈ Ψ+ with α+β ∈ Φ , then any two expressions beginning with gα and gβ have commutator
beginning with the first term given by Proposition 4.1. Similarly, if α ∈ Ψ+ and β ∈ Ω with
α + β ∈ Ω∗, then, unless α is long and β short, any two expressions beginning with gα and vβ
have commutator beginning with the first term given by Proposition 4.2.
630 R. Lawther / Journal of Algebra 307 (2007) 614–642As is clear from Proposition 4.1, Z(S2) = 〈g2342〉; since CCo2(g2342) ∼= 21+8+ : C3(2), as
above ‘Weyl group elements’ may be found corresponding to 3 of the simple roots. Define
w0100 =
     
     
     
     







, w0010 =
     
     
     
     
 .
As in Section 2, the remaining ‘Weyl group element’ is more complicated. Again let T be the
tetrad which is the lower half of the leftmost brick of the MOG picture, and ξT be the element
defined in [1, Lemma 22.10] as the product of negation on T and the linear map defined by the
sextet containing T ; write π for the permutation in M24 which simply interchanges the leftmost
and rightmost bricks while preserving the positions of the points therein, and define
w0001 = πξT g0001g1122g1222g2342ξT π.
We then find that w0001 preserves the vector v0, and therefore lies in Co2. Writing W for the
Weyl group of the subsystem {0 · · · } of the abstract root system Φ , and wi ∈ W for the reflection
in the ith simple root for i = 2,3,4, we then have the following result.
Proposition 4.3. Take β = 0100, 0010 or 0001, and set i = 2, 3 or 4 accordingly. For α ∈ Ψ+
with α = β , the conjugate of gα by wβ lies in S2 and is an expression beginning with gwi(α);
likewise for α ∈ Ω with α = β , the image of vα under wβ lies in the span of the root vectors and
is an expression beginning with vwi(α).
Proof. This is another elementary calculation. 
Indeed, for β = 0100 or 0010 we actually have gαwβ = gwi(α) and wβ(vα) = vwi(α), ex-
cept that w0100(v2342) = v2342v1232 and w0010(v0122) = v0122v1232. For β = 0001 there are
several cases in which the expression is rather more complicated.
In contrast to the situation in Co1, here we cannot immediately show that it suffices to consider
elementary abelian 2-subgroups containing a central involution.
Lemma 4.4. If V22 is a 2F-module for Co2, there is an offender containing at least one of
{g2342, g1342}.
Proof. There are three conjugacy classes of involutions in Co2, denoted 2A, 2B and 2C in [2];
the elements g2342 and g1342 lie in 2A and 2B , respectively. Suppose A is an offender which
does not meet 2A or 2B . As in the proof of Lemma 2.3, if we set
c = g0121g1222 =
−
−
−
− −
−
−
−
−
−
−
−
,
then c lies in 2C, and S2 contains a Sylow 2-subgroup S′ of CCo2(c), namely
S′ =
{ ∏
+
gα
α : 1000 = 0010, 1100 = 0120, 1120 = 0120(1 − 0010)
}
,α∈Ψ
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Lemma 2.3, here we have |CV22(c) : CV22(c) ∩ CV22(g2342)| = 23, so we may not immediately
conclude that 〈A,g2342〉 must also be an offender. We set
v1 = 2
2
2
2
2
2
2
2 , v2 = 2
2
2
2
2
2
2
2
2
2
2
2
, v3 =
4 4 4 4
;
then a typical element of CV22(c) may be written as 1v1 + 2v2 + 3v3 +
∑
α∈Ω αvα , where
 · · · 0 = 0 and 1111 = 1342.
Write v¯i or v¯α for a vector beginning with vi or vα , respectively; then if 〈A,g2342〉 is not also
to be an offender, CV22(A) must contain certain vectors v¯1, v¯2 and v¯3, and we may assume that v¯i
does not contain a term vj for i < j . Writing similarly g¯α for an element of S′ beginning with gα ,
we see that A cannot contain an element g¯α for α = 1 · · 2 or 2342, since all such elements lie
in class 2B or 2A, respectively. Moreover, for (α, i, β) = (0010,3, 1122), (0120,3, 1222),
(1220,3, 1342), (0011,2, 1122) and (0122,2, 1222), we find that A cannot contain an
element g¯α , as its commutator with v¯i would contain vβ ; similarly the commutator of an element
g¯0001 with v¯2 would contain v3. Thus A can contain only elements g¯0100, g¯0110 and g¯0111 in
addition to c; so |A| 24, and as |CV22(A)| |CV22(c)| = 212 we see that f (A) 22.4+12 = 220,
contrary to the assumption that A is an offender. 
Observe that {∏α∈Ψ+ gαα : 1000 = 0} is a Sylow 2-subgroup of CCo2(g1342) lying in S2.
Thus for the remainder of this section we may assume that A is an offender with A < S2 and
A∩ {g2342, g1342} = ∅.
As in Section 2, we are now in a position to apply the technique of Mal’cev: given an elemen-
tary abelian 2-subgroup A lying in S2 and containing at least one of g2342 and g1342, we obtain a
set X of roots in Ψ+ from A and a set Y of roots in Ω from CV22(A). As in Section 2, it will sim-
plify matters to allow X to contain negative roots in Ψ , as this will allow the easy application of
Weyl group elements. Again set x = |X| and y = |Y |; then the condition for A to be an offender
is 2x + y  22. However, the complicated nature of the statements of Propositions 4.1 and 4.2
means that we must be careful in defining when one root excludes another. Given α ∈ Ψ , we say
that α excludes β ∈ Ψ if α+β ∈ Ψ ∪ {0000}, unless α,β ∈ Ψs and α+β ∈ Ψl ; it excludes (and
is excluded by) β ∈ Ωl if α + β ∈ Ω∗, unless (α,β) = (2342, 0000); and it excludes (and is
excluded by) β ∈ Ωs if α ∈ Ψs and α + β ∈ Ωs . With this definition, we see that no two roots in
X or Y may exclude each other. We shall then prove the following.
Theorem 4.5. If X and Y are as above and X ∩ { · 342} = ∅, then 2x + y  21.
Since |A| = 2x and |CV22(A)| = 2y , the immediate consequence will be the result we wish to
prove.
We shall prove Theorem 4.5 by contradiction; thus we shall assume that
X and Y are as above, X ∩ { · 342} = ∅ and 2x + y  22. (3)
Writing z for the number of roots of Ω excluded by X, we have z = 19 − y; the inequality
2x + y  22 thus becomes x  z2 + 32 . Write X = {ξ1, ξ2, . . .}. Again we shall adopt the strategy
of Section 2, whereby we begin with (X,Y ) = (∅,Ω) and build up X successively, removing
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before.
There are two principles which will be used several times to restrict the sets which must be
considered; both concern a root α ∈ Ψ which is available at a certain stage. Suppose that α
excludes either (i) no available roots from Ψ and at most two from Ω , or (ii) just one available
root α′ from Ψ and none from Ω . Any set X which may be obtained from this point may or may
not contain α; but given any such set which does not, inserting α (and, in (ii), removing α′ if it
is present) cannot decrease the value of 2x + y. Thus, among the possible sets X, the maximal
value of 2x + y occurs at one which contains α; so we may assume α ∈ X (and thus α′ /∈ X
in (ii)). We shall call these the first and second insertion principles.
We first show that it does in fact suffice to consider sets X containing 2342.
Lemma 4.6. If there exist X and Y satisfying condition (3), then there exist X and Y satisfying
condition (3) with 2342 ∈ X.
Proof. Suppose ξ1 = 1342; this excludes 1000, −01 · · from Ψ and · 000, 11 · · l from Ω ,
giving z  5 and so x  4. Assume moreover that 2342 /∈ X. If X contained any of 00 · · ,
1 · · 0l , 1 · 22, 1242 then at least one root of Ω \ Ω1 would be excluded; since 2342 could
then exclude at most two available roots from Ω , the first insertion principle could be applied to
produce X and Y with 2342 ∈ X. Thus we may assume X ⊆ {01 · · , 1342}; in this set no root
excludes another. Now successive uses of the first insertion principle give ξ2 = 0121 (excluding
111 · from Ω), ξ3 = 0111 (excluding 1121 from Ω), ξ4 = 0122 (excluding 1220, 2342
from Ω), ξ5 = 0110, ξ6 = 0120 (excluding 1222 from Ω), and ξ7 = 0100 (excluding 1242
from Ω); but then 2x + y = 2.7 + 7 = 21, a contradiction. 
Thus we may assume that ξ1 = 2342; this excludes 01 · · l from Ω , giving z  3 and so
x  3. Recall that W = 〈w2,w3,w4〉, which preserves both Ψ and Ω1, and fixes ξ1. It has three
orbits on the remaining roots in Ψ :
O1 = {1 · · · l}, O2 = {0 · · · l}, O3 = {0 · · · s}.
Proposition 4.7. If X and Y satisfy condition (3) and ξ1 = 2342, then X meets O1.
Proof. Suppose the result false, so that X \ {ξ1} ⊆ O2 ∪ O3. We cannot have X \ {ξ1} ⊆ O2,
since O2 consists of just 3 pairs {±α} and each of these roots excludes 5 roots from Ω ; so
using 〈w2,w3,w4〉 we may assume ξ2 = 0121. This excludes −012 · l from O2 and −01 · · s ,
−001 · from O3; it also excludes 1 · 00, 111 · from Ω , giving z  7 and so x  5. Again we
can choose at most 3 roots from O2, each of which excludes further roots from Ω , so we must
have another root from O3 present; those available are 0 · 1 · , ±0001. If X contained no root
0 · 1 · , we would therefore have x  6; however, using 〈w4〉 we could assume 0001 ∈ X, which
would exclude 1 · 20, 1231 from Ω , giving z 10 and so x  7, a contradiction. Thus X must
contain some root 0 · 1 · , and by applying 〈w2,w4〉 we may assume ξ3 = 0111. This excludes
−0100 from O2 and −0001, 0010 from O3; it also excludes 1120, 1121 from Ω , giving
z  9 and so x  6. Thus at least 3 more roots must be chosen from the 6 remaining available
roots in Ψ , and as each excludes at least one further root from Ω , the lower bound on z will
increase and we will in fact need at least 4 more roots in X; since 0001 and 0120 exclude each
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1220, 1122, 2342 from Ω , giving z 12 and so x  8, which is now impossible. 
Thus using 〈w2,w3,w4〉 we may assume that ξ2 = 1342; this excludes 1000, −01 · · from
Ψ and · 000, 11 · · l from Ω , giving z  8 and so x  6. The stabilizer in 〈w2,w3,w4〉 of
{ξ1, ξ2} is 〈w3,w4〉, which has five orbits on the remaining available roots in Ψ :
O ′1 = {12 · · l}, O ′2 = {11 · · l}, O ′3 = {01 · · l}, O ′4 = {01 · · s}, O ′5 = {00 · · s}.
Proposition 4.8. If X and Y satisfy condition (3) and ξ1 = 2342, ξ2 = 1342, then X does not
meet O ′3.
Proof. Suppose the result false; using 〈w3,w4〉 we may assume that ξ3 = 0122. This excludes
1220 from O ′1, 11 · 0l from O ′2 and −0001 from O ′5; it also excludes 1220, 2342 from Ω ,
giving z 10 and so x  7.
First suppose X contains another root from O ′3; using 〈w3〉 we may assume that ξ4 = 0120.
This excludes 1222 from O ′1, 1122 from O ′2 and 0001, −0010 from O ′5, as well as 1222
from Ω , giving z 11. The first insertion principle now gives ξ5 = 0121, which excludes 111 ·
from Ω , giving z 13 and so x  8, so that X must contain at least 3 more roots. However, of the
6 remaining available roots in Ψ , 0100 and 1242 exclude each other, as do 0010 and 0111,
and 0011 and 0110, so we must have one from each pair; as each root 0 · 1 · excludes some
root 1 · 21 from Ω , we have z 14 and so x  9, which is now impossible. Thus 01 · 0l /∈ X.
Next suppose X contains some root ±0010; using 〈w3〉 we may assume that ξ4 = 0010. This
excludes 1222 from O ′1, 0111 from O ′4 and 0001,−0010 from O ′5; it also excludes 1111,
1221, 1222 from Ω , giving z  13 and so x  8. However, of the 5 remaining roots 0110
excludes both 0011 and 1122, so we must have {ξ5, . . . , ξ8} = {0011, 0121, 1122, 1242};
these exclude 1110, 1342 from Ω , giving z 15 and so x  9, which is now impossible. Thus
±0100 /∈ X.
Now the first insertion principle gives {ξ4, . . . , ξ7} = {01 · 1, 12 · 2l}; these exclude 11 · · s ,
12 · 2l from Ω , giving z 15 and so x  9. Since X must thus contain at least 2 more roots, and
0110 excludes the remaining available roots in Ψ , we must have 0110 /∈ X. The first insertion
principle then gives {ξ8, ξ9, ξ10} = {00 · 1, 1122}; these exclude 12 · 1, 1342 from Ω , giving
z = 18, and so 2x + y = 2.10 + 1 = 21, a contradiction. 
Proposition 4.9. If X and Y satisfy condition (3) and ξ1 = 2342, ξ2 = 1342, then X meets O ′5.
Proof. Suppose the result false; then by Proposition 4.8 X must contain at least 4 roots from O ′1,
O ′2 and O ′4. We have the following triples (γ1, γ2, γ4), where γi ∈ O ′i and γ2 excludes both γ1
and γ4: (1242, 1100, 0121), (1222, 1120, 0111) and (1220, 1122, 0110). Thus X must
contain 2 roots from at least one triple; using 〈w3,w4〉 we may assume that ξ3 = 0121, ξ4 =
1242. These exclude 111 · , 122 · l from Ω , giving z  12 and so x  8; so X must contain
2 roots from each of the other triples, giving {ξ5, . . . , ξ8} = {011 · , 122 · l}. However, these
exclude 1121, 1242 from Ω , giving z = 14, and so 2x+y = 2.8+5 = 21, a contradiction. 
Proposition 4.10. There do not exist X and Y satisfying condition (3) with ξ1 = 2342, ξ2 =
1342.
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0011; this excludes the roots 1100, 1220, −001 · , −0001 from Ψ , and 1110, 1220, 1221
from Ω , giving z  11 and so x  7. The remaining available roots in Ψ are 12 · 2l , 112 · l ,
01 · 1, 0010, 0001, of which X must contain at least 4.
Begin by supposing that ξ4 = 0010; this excludes 0001, 0111, 1222 from Ψ , and 1111,
1222 from Ω , giving z  13 and so x  8. Thus we must have {ξ5, . . . , ξ8} = {1242, 112 · l ,
0121}; but these exclude 1342 from Ω , giving z = 14 and so 2x + y = 2.8 + 5 = 21, a contra-
diction. Thus 0010 /∈ X.
Next suppose ξ4 = 1120; this excludes 0001, 0111, 1222 from Ψ , so we must have
{ξ5, ξ6, ξ7} = {1242, 1122, 0121}. However, now 1342, 1222, 1111 are excluded from Ω ,
giving z = 14 and so 2x + y = 2.7 + 5 = 19, a contradiction. Thus 1120 /∈ X.
Now the first insertion principle gives {ξ4, . . . , ξ9} = {0001, 01 · 1, 1 · 22, 1242}; but these
exclude 11 · 1, 1231, 1222, 1 · 42 from Ω , giving z = 17 and so 2x + y = 2.9 + 2 = 20,
a contradiction. 
Between them Lemma 4.6 and Propositions 4.7 and 4.10 prove Theorem 4.5, and thus the
second part of Theorem 1.
5. The 2-ranks of B and 2.B
The work of the previous section, whose notation we retain, has relevance to the Baby Monster
simple group B . The double cover 2.B is the centralizer in M of an involution in the class 2A;
since the elementary abelian subgroup A∗ of order 215 exhibited in Section 3 meets this class,
it is immediate that the 2-rank of 2.B is 15, while that of B is at least 14. Indeed, the vector v0
of the previous section corresponds to the class 2A involution xUxdxd ′ lying in A∗, where d and
d ′ are the supports of the vectors vα for α = 122111 and 112211 ; we shall let 2.B be its centralizer.
Accordingly, identifying the element x of the previous section with its image in B , we have
CB(x) = 〈x〉.V22.Co2, where V22 is the 22-dimensional Co2-module, and a Sylow 2-subgroup
of B is SB = 〈x〉.V22.S2, where S2 is the Sylow 2-subgroup of Co2 seen in the previous section.
In order to prove the third part of Theorem 2, it suffices to show that if A is an elementary
abelian 2-subgroup of B then |A| < 215. As in Section 3, clearly we may assume that x ∈ A< SB ,
so let A¯ = A/〈x〉; write A2 = A¯∩V22 and A1 = A¯/A2, so that |A| = 2|A1|.|A2|. If A1 = 1, then
A lies in the extraspecial group 〈x〉.V22, and so |A| 212; thus we may assume that A1 contains
an involution of Co2.
As in the previous section, we must consider which of the three classes of involutions in Co2
meet A1. We begin by showing that it suffices to consider subgroups A for which A1 meets class
2A or 2B .
Proposition 5.1. If A is an elementary abelian 2-subgroup of SB such that A1 meets Co2 only in
the class 2C, then |A| 214.
Proof. We use the notation of the proof of Lemma 4.4; as there we may assume c ∈ A1 < S′,
where c lies in the class 2C of Co2 and S′ is a Sylow 2-subgroup of CCo2(c). We have
|A2|  |CV22(c)| = 212; as before, A1 cannot contain an element g¯α for α = 1 · · 2 or 2342,
since all such elements lie in class 2B or 2A of Co2, respectively, so that |A1| 210. Moreover,
for (α,β) = (0100, 1242), (0010, 1342), (0120, 1222), (0110, 1122), (0001, 1231),
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tor of an element g¯α with an element v¯β or v¯i is non-trivial (containing vγ for γ = 1342,
2342, 1342, 1342, 1232, 1232, 1232, 1232 and 1342, respectively). Thus for each of
these 9 pairs A¯ cannot contain both an element g¯α and an element v¯β or v¯i ; since the roots
α are all different, as are the roots β (and the subscript i), it follows that |A| = 2|A1|.|A2| 
2.210.212/29 = 214. 
As we observed in the previous section, from now on we may assume that A1 ∩ {g2342,
g1342} = ∅. Again we may apply the technique of Mal’cev to obtain two sets of roots, X ⊂ Ψ+
from A1 and Y ⊂ Ω from A2; we write x = |X| and y = |Y |, and then |A| = 2x+y+1. The
conditions for two roots to exclude each other if both lie in Ψ , or if one lies in Ψ and the other
in Ω , are as stated in the paragraph preceding the statement of Theorem 4.5. However, here we
must also allow for the possibility of roots in Ω excluding each other (which occurs when the
commutator of the corresponding root vectors is x): given α ∈ Ω , we say that α excludes β ∈ Ω
if α,β ∈ Ωl and α + β = 2342, or if α,β = 0000 and α + β ∈ Ωs . With this definition, the
assumption that A is abelian now implies that no two roots in X or Y may exclude each other.
We shall therefore assume that
X and Y are as above, X ∩ { · 342} = ∅ and x + y  14. (4)
Write again X = {ξ1, ξ2, . . .}, and set Y = {υ1, υ2, . . .}. Note that the assumption that no two
roots in Y exclude each other forces y  11, so that x  3.
To begin with we shall assume ξ1 = 2342; this excludes 01 · · l from Ω . As in the para-
graph preceding Proposition 4.7, we have the following three orbits under 〈w2,w3,w4〉 on the
remaining roots in Ψ :
O1 = {1 · · · l}, O2 = {0 · · · l}, O3 = {0 · · · s}.
Here we shall proceed by contradiction. In the arguments to follow we shall employ a modifica-
tion of the insertion principles described in the previous section: if a root α ∈ Ψ or Ω is available
at a certain stage, and it excludes at most one available root from Ω and Ψ taken together, we
may assume α ∈ X or Y as appropriate. We shall refer to this simply as the insertion principle.
Proposition 5.2. If X and Y satisfy condition (4) and ξ1 = 2342, then X meets O1.
Proof. Suppose the result false, so that X \{ξ1} ⊆ O2 ∪O3. We cannot have X \{ξ1} ⊆ O2, since
if so then using 〈w2,w3,w4〉 we could ensure 012 · l ∈ X, which would exclude 1 · · 0l , 1 · 22,
2342 from Ω , giving y  9 and hence x  5, contrary to assumption. Thus using 〈w2,w3,w4〉
we may assume ξ2 = 0121. This excludes −012 · l from O2 and −01 · · s , −001 · from O3;
it also excludes 1 · 00, 111 · from Ω , giving y  9 and so x  5. The insertion principle now
gives υ1 = 1232, υ2 = 1231, which exclude ±0001 from Ψ .
If we had no further roots from O3 in X, we would require again 012 · l ∈ X, which would
exclude 1 · 2 · l , 2342 from Ω , giving y  7 and hence x  7, contrary to assumption. Thus
using 〈w2,w4〉 we may assume ξ3 = 0111. This excludes −0100 from O2 and 0010 from O3;
it also excludes 1120, 1121 from Ω , giving y  8 and so x  6. The insertion principle now
gives {υ3, υ4, υ5} = {1221, 1242, 1222}; these exclude 0011, 01 · 0l from Ψ , leaving only 2
available roots in Ψ , which is impossible. 
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1 · 00, 112 · l from Ω . Again as in the paragraph preceding Proposition 4.8, we have the follow-
ing five orbits under 〈w3,w4〉 on the remaining available roots in Ψ :
O ′1 = {12 · · l}, O ′2 = {11 · · l}, O ′3 = {01 · · l}, O ′4 = {01 · · s}, O ′5 = {00 · · s}.
Proposition 5.3. There do not exist X and Y satisfying condition (4) with ξ1 = 2342, ξ2 =
1342.
Proof. Suppose the result false. First suppose X meets O ′5; using 〈w3,w4〉 we may assume
that ξ3 = 0011. This excludes −001 · , −0001, · 100, 0110, 1220 from Ψ ; it also excludes
1220, 1110, 1221 from Ω , giving y  8 and so x  6. The insertion principle now gives
υ1 = 1232, ξ4 = 1242 (excluding 1222 from Ω), ξ5 = 0121 (excluding 1111 from Ω),
ξ6 = 0010, υ2 = 1231 (excluding 0001 from Ψ ), υ3 = 1121 (excluding 1222 from Ψ ); so
y  6 and we must have x  8, so that X must contain at least 2 more roots. The remaining
available roots in Ψ are those of the form · 12 · l , which occur in two pairs summing to 1242;
since each excludes one of the remaining available roots · 342 in Ω , the value of y will decrease,
forcing x  9, which is impossible. Thus X does not meet O ′5; the insertion principle now gives{υ1, υ2, υ3} = {12 · · s}.
Next consider X∩O ′4; each of the three roots in O ′4 excludes two of the roots 11 · · s from Ω ,
and these roots are excluded by no other available roots in Ψ . Thus if |X ∩ O ′4| = 1, 2 or 3, the
removal of these roots from X would allow the insertion in Y of 2, 3 or 3 roots, respectively, and
hence the value of x+y would not decrease. We may therefore assume that X does not meet O ′4,
and {υ4, υ5, υ6} = {11 · · s}.
Now each of the 9 remaining available roots in Ψ excludes 2 further roots from Ω , and no two
exclude the same pair. Since we need at least one more root in X, its insertion will force y  9
and thus x  5, so that another 2 roots will need to be inserted; the first of these will force y  8
and thus x  6. Thus in all we need at least 4 more roots in X. However, we have the follow-
ing triples (γ1, γ2, γ3), where γi ∈ O ′i and γ1 excludes both γ2 and γ3: (1242, 1100, 0100),
(1222, 1120, 0120), (1220, 1122, 0122). Thus X must contain 2 roots from one triple; us-
ing 〈w3,w4〉 we may assume that {ξ3, ξ4} = { · 122}, which exclude · 1 · 0l , 1220 from Ψ and
1220, · 342 from Ω , and then we must also have {ξ5, ξ6} = {12 · 2l}, which exclude 12 · 2l
from Ω , giving x + y = 6 + 6 = 12, a contradiction. 
Thus for the remainder of this section we may assume 2342 /∈ X, and ξ1 = 1342; again, this
excludes 1000, −01 · · from Ψ and 0000, 1 · 00, 112 · l from Ω . We still have the five orbits
O ′1, . . . ,O ′5 under 〈w3,w4〉 on the remaining available roots in Ψ . Note that we may assume that
Y contains at least two roots 01 · · l : for otherwise the insertion of 2342 in X would force the
removal of at most one root from Y , and thus the value of x + y would not decrease. Since each
root in O ′2 excludes two of the roots 01 · · l from Ω , it follows that X cannot meet O ′2.
We shall find that there are sets X and Y satisfying condition (4) (although again ultimately
they will not arise from elementary abelian subgroups). We set
X1 = {1 · 42, 012 · , 001 · }, Y1 = {1 · 42, 012 · l , 1121, 123 · },
X = {1 · 42, 012 · , 011 · }, Y = {1 · 42, 012 · , 12 · · },2 2 l s
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X4 = {1342, 01 · · s , 012 · l}, Y4 = {1342, 01 · · l , 12 · · s , 1242},
X5 = {1342, 01 · · s , 0122}, Y5 = {1342, 01 · · l , 12 · · s , 12 · 2l},
X6 = {1342, 01 · · s}, Y6 = { · 342, 01 · · l , 12 · · };
then |X1|+|Y1| = |X2|+|Y2| = |X3|+|Y3| = 7+7 = 14, |X4|+|Y4| = 6+8 = 14, |X5|+|Y5| =
5 + 9 = 14 and |X6| + |Y6| = 4 + 11 = 15. As in Section 2, we shall call sets X and Y known
if they are the images under an element of 〈w3,w4〉 of Xi and Yi for some i, or of sets obtained
from X6 and Y6 by removing one root from either of them.
Proposition 5.4. If X and Y satisfy condition (4) with ξ1 = 1342, and X meets O ′5, then X and
Y are known.
Proof. Suppose ξ2 = 0011; this excludes −001 · , −0001, 0100, 0110, 1220 from Ψ and
0100, 1220, 1110, 1221 from Ω . Since 0100 /∈ Y we must have {υ1, υ2} = {012 · l}; this
excludes 0001, 1222 from Ψ and 1111 from Ω , giving y  9 and so x  5. Thus X must
contain at least 3 of the 6 remaining available roots 0010, 012 · , 0111, 1242 in Ψ ; of these,
only 0121 excludes no further root from Ω , so the value of y will decrease further and we will
need at least 4 of the 6 roots. Moreover, the only 3 roots of the 6 excluding the same root from
Ω are 0010, 0120 and 1242 (which exclude 1222 from Ω), and of these 0120 also excludes
2342 from Ω , so the value of y will decrease again and we will need at least 5 of the 6 roots.
Since 0010 and 0111 exclude each other we must have {ξ3, . . . , ξ6} = {012 · , 1242}, and as
we must now have x = y = 7 we cannot have 0111 ∈ X as this would exclude 1121 from Ω ;
thus we must have ξ7 = 0010 and hence X = X1, Y = Y1. 
Proposition 5.5. If X and Y satisfy condition (4) with ξ1 = 1342, and X meets O ′1, then X and
Y are known.
Proof. By Proposition 5.4 we may assume X does not meet O ′5. Suppose ξ2 = 1242; this ex-
cludes 0100 from Ψ and 0100, 122 · l from Ω . As in the previous proof, since 0100 /∈ Y we
must have {υ1, υ2} = {012 · l}; this excludes 122 · l from Ψ and 111 · from Ω , giving y  9
and so x  5. Thus X must contain at least 3 of the 5 remaining available roots 012 · , 011 ·
in Ψ ; of these, only 0121 excludes no further root from Ω , so the value of y will decrease
further and we will need at least 4 of the 5 roots. Moreover, no 3 of the 5 exclude the same root
from Ω , so the value of y will decrease again and we will need all 5; now X = X2, Y = Y2. 
Proposition 5.6. If X and Y satisfy condition (4) with ξ1 = 1342, then X and Y are known.
Proof. By Propositions 5.4 and 5.5 we may assume X does not meet O ′5 or O ′1; so X \ {ξ1} ⊆
O ′3 ∪O ′4. Suppose X meets O ′3; then we may assume ξ2 = 0122, which excludes 1220, 2342
from Ω , giving y  9 and so x  5. Since the presence of 0120 or 0100 in X would exclude
1222 or 1242 from Ω , respectively, either of which would further decrease the value of y, we
must have {ξ3, . . . , ξ5} = {01 · · s}; this excludes 11 · · s from Ω . If X contains both of 01 · 0l
then X = X3, Y = Y3; if it contains one of them we may use 〈w3〉 to assume ξ6 = 0120, and
then X = X4, Y = Y4; if it contains neither then X = X5, Y = Y5.
Now assume X does not meet O ′3; then it must contain at least 2 roots from O ′4, which between
them exclude all roots 11 · · s from Ω . Thus X ⊆ X6, Y ⊆ Y6. 
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and the sets obtained from X6 and Y6 by removing one root. We may use the elements w0010 and
w0001 given in the previous section to simplify the remainder of the calculation. For i ∈ {3,4}, let
(Ψ+)i be the set of roots α ∈ Ψ+ with the following property: wi(α) ∈ Ψ+, and if β ∈ Ψ+ with
α < β , then wi(α) < wi(β). It then follows that if g¯α is any expression beginning with gα , then
g¯α
w0010 is an expression beginning with gw3(α) if α ∈ (Ψ+)3, while g¯αw0001 is an expression
beginning with gw4(α) if α ∈ (Ψ+)4. Similarly define (Ω)i for i ∈ {3,4}; then corresponding
statements hold for expressions v¯α beginning with elements vα .
Now suppose A is an elementary abelian subgroup such that A1 and A2 give rise to sets of
roots X and Y with 0010 /∈ X, and there exists α ∈ X ∩ (Ψ+)3; there must then be an element
g¯α in A1. The conjugate Aw0010 is then also elementary abelian and gives rise to sets X′ and Y ′,
where |X′| = |X| and |Y ′| = |Y |; since g¯αw0010 begins with w3(α), we must have w3(α) ∈ X′.
(Of course, corresponding statements also hold for roots in (Ψ+)4, (Ω)3 and (Ω)4.) In some
cases of known sets X and Y , this provides enough information to identify the sets X′ and Y ′,
which of course must also be known sets; if it can be shown that no elementary abelian subgroup
gives rise to X′ and Y ′, the same conclusion then follows for X and Y . (Note that this technique
cannot be applied to X1 and Y1, since X1 contains the roots 001 · , so that applying w3 does not
leave the set positive.)
With the exception of X1 and Y1, there are 24 instances of known sets X and Y with x + y =
15. In 21 of these 24 we have {01 · · s} ⊂ X; we also have |Y ∩ {01 · · l}|  2. Since 0122 ∈
(Ω)4 and w4(0122) = 0120 ∈ (Ω)3, it suffices here to consider sets with 01 · 0l ∈ Y . In the
other 3 we have |X ∩ {01 · · s}| = 2, and Y = Y6. Since 0121 ∈ (Ω)3 and w3(0121) = 0111 ∈
(Ω)4, it suffices here to consider the set with X = {1342, 011 · }. We have therefore reduced
our calculations to the proof of the following result.
Proposition 5.7. In each of the following cases, there is no elementary abelian 2-subgroup A
giving rise to the sets X and Y :
(i) X = {1 · 42, 012 · , 001 · }, Y = {1 · 42, 012 · l , 1121, 123 · };
(ii) X ⊇ {1342, 01 · 1}, Y ⊃ {01 · 0l};
(iii) X = {1342, 011 · }, Y = { · 342, 01 · · l , 12 · · }.
Proof. Once more we proceed as in the proof of Propositions 2.8 and 3.1. Thus in each of the
three cases we shall assume that there is an elementary abelian 2-subgroup A giving rise to the
sets X and Y . We write g¯α for α ∈ Ψ+ and v¯β for β ∈ Ω for expressions beginning with gα
and vβ . If α,α′ ∈ X with α < α′, we assume that g¯α does not contain gα′ ; likewise if β,β ′ ∈ Y
with β < β ′, we assume that v¯β does not contain vβ ′ . Because the sets X and Y need not be
disjoint, we shall need to modify the notation used in the proof of Propositions 2.8 and 3.1
slightly. For s = g¯α or v¯α , and t = g¯β or v¯β , we shall write (s, t;γ ⇒ ¬δ) to mean that if the
commutator [s, t] is not to contain a term gγ or vγ as appropriate, then s must contain no term
gδ or vδ as appropriate; this time, in similar fashion (s, t;γ ⇒ δ) will mean that s must contain
a term gδ or vδ for the same reason.
(i) Firstly we have (g¯0010, g¯0122; 0121 ⇒ ¬0111), (g¯0011, g¯0120; 0121 ⇒ ¬0110),
(g¯0122, v¯0120; 1242 ⇒ 1122) and (g¯0120, v¯0122; 1242 ⇒ 1120). Now if g¯0122 contains
a term g1222, then we have (g¯0010, g¯0122; 1242 ⇒ 1120), (g¯0120, g¯0122; 1342 ⇒ 1220)
and (v¯0122, g¯0010; 1242 ⇒ 1222); but now the commutator [g¯0120, v¯0122] will contain a
term v1342. On the other hand, if g¯0122 does not contain a term g1222, then we have (g¯0010,
g¯0122; 1242 ⇒ ¬1120), (g¯0120, g¯0122; 1342 ⇒ ¬1220) and (v¯0122, g¯0010; 1242 ⇒
R. Lawther / Journal of Algebra 307 (2007) 614–642 639¬1222); and again the commutator [g¯0120, v¯0122] will contain a term v1342. Thus there is
no elementary abelian 2-subgroup A giving rise to the sets X and Y .
(ii) If α is either root of the form 01 · 1 then we have (g¯α, v¯0120; 1 · 42 ⇒ ¬1 · 22)
and (g¯α, v¯0100; 1342 ⇒ ¬1242); in addition we have (v¯0120, g¯0111; 1221 ⇒ ¬1110) and
(g¯0121, v¯0120; 1231 ⇒ ¬2342), but now the commutator [g¯0121, v¯0100] will contain a term
v1221. Thus again there is no elementary abelian 2-subgroup A giving rise to the sets X and Y .
(iii) In this case we have (g¯0111, v¯0120; 1 · 42 ⇒ ¬1 · 22), (g¯0111, v¯0100; 1342 ⇒ ¬1242),
(v¯0120, g¯0111; 1221 ⇒ ¬1110), (g¯0110, v¯0122; 1 · · 2l ⇒ ¬1 · · 0l), (v¯0122, g¯0110; 12 · 1 ⇒
¬11 · 1) and (g¯0111, v¯0122; 1232 ⇒ ¬2342); but now the commutator [g¯0111, v¯0120] will
contain a term v1231. Thus again there is no elementary abelian 2-subgroup A giving rise to
the sets X and Y . 
This completes the proof of the third part of Theorem 2.
6. Large abelian sets in the E6 root system
Let Φ be a root system of type E6, with notation as before. In this final section we prove the
result used in Section 3, that any abelian set in Φ of size at least 14 is a W -translate of a subset
of either { 1 · · · ·· } or { · · · · 1· }. The proof we give is adapted from [8], where a considerably stronger
statement is proved classifying all maximal abelian sets in Φ .
We begin with some general results. Let Π = {α1, . . . , α6} be the set of simple roots in Φ ,
and τ the automorphism of the Dynkin diagram which fixes α2 and α4, and interchanges α1
and α3 with α6 and α5, respectively. Given γ, δ ∈ Φ we shall write γ  δ as usual to mean that
δ − γ =∑α∈Π nαα with each nα  0.
Lemma 6.1. If γ, δ ∈ Φ+ with γ ≺ δ, there is a sequence α1, . . . , αr of simple roots such that
γ ≺ wα1(γ ) ≺ wα2wα1(γ ) · · · ≺ wαr . . .wα2wα1(γ ) = δ.
Proof. Write δ − γ =∑α∈Π nαα, and let Π ′ = {α ∈ Π : nα > 0}. Since
(γ, γ ) = (δ, δ) =
(
γ +
∑
α∈Π ′
nαα,γ +
∑
α∈Π ′
nαα
)
= (γ, γ )+ 2
(
γ,
∑
α∈Π ′
nαα
)
+
( ∑
α∈Π ′
nαα,
∑
α∈Π ′
nαα
)
> (γ,γ )+ 2
∑
α∈Π ′
nα(γ,α),
for some α1 ∈ Π ′ we must have (γ,α1) < 0. Thus wα1(γ ) = γ + α1, and so γ ≺ wα1(γ ); more-
over we also have wα1(γ ) δ since nα1  1. Induction on ht δ − htγ now gives the result. 
We next show that in considering abelian sets X we may restrict our attention to positive roots,
and may assume that X contains a simple root.
Lemma 6.2. If X ⊂ Φ is abelian, some W -translate of X lies in Φ+ and meets Π .
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use induction on the number n of negative roots in X; the statement is trivial if n = 0, so suppose
δ ∈ Φ+ with −δ ∈ X. If δ /∈ Π , let γ be a simple root such that δ  γ , and by Lemma 6.1 find
β ∈ Π with δ  wβ(δ) γ ; then −δ + β = −(δ − β) ∈ Φ , so that β /∈ X. Thus replacing X by
its image under wβ does not increase n. Replacing −δ by wβ(−δ), and repeating the process, we
eventually obtain δ = γ ; this time apply wγ (noting that γ /∈ X) to reduce n by 1. By induction
the result follows.
Now suppose X ⊂ Φ+, and use induction on the minimal height h of a root in X. If h = 1
then X itself meets Π , so assume h > 1; choose a root δ ∈ X of height h, and as in Lemma 6.1
find a simple root β with wβ(δ) ≺ δ. Thus wβ(X) lies in Φ+ and has a smaller value of h; the
result follows. 
This result will allow us to work through the possible simple roots in turn. Finally we give a
rather technical result which will be used several times to enable us to assume that certain roots
lie in X.
Lemma 6.3. Assume that Π1 is a subset of Π and β ∈ Π \ Π1 such that every positive root in
〈Π1, β〉 \ 〈Π1〉 has the form ∑α∈Π nαα with nβ = 1. Let Y be a set of positive roots preserved
by 〈wα: α ∈ Π1 ∪{β}〉. If X is a set of positive roots containing Y and meeting 〈Π1, β〉, and X∩
〈Π1, β〉 = 〈Π1, β〉\ 〈Π1〉, there is a positive W -translate of X which contains Y and meets 〈Π1〉.
Proof. If X meets 〈Π1〉 the result is clear, so assume X ∩ 〈Π1〉 = ∅; since X meets 〈Π1, β〉 we
may choose γ ∈ X∩ (〈Π1, β〉 \ 〈Π1〉). By Lemma 6.1 and the assumptions on Π1 and β , we may
take simple roots α1, . . . , αr such that β ≺ wα1(β) ≺ · · · ≺ wαr . . .wα1(β) = γ ; so αi ∈ Π1 for
all i. Thus if we write w = wα1 . . .wαr , then as X contains Y and consists of positive roots lying
outside 〈Π1〉 the same is true of w(X), and β = w(γ ) ∈ w(X). Since w lies in 〈wα: α ∈ Π1〉
it stabilizes both 〈Π1, β〉 and 〈Π1〉, so we have w(X) ∩ 〈Π1, β〉 = 〈Π1, β〉 \ 〈Π1〉. Thus by
replacing X by w(X) we may assume β ∈ X.
Now take γ1 ∈ 〈Π1, β〉 \ (〈Π1〉 ∪ X), and as before take simple roots α1, . . . , αr such that
β ≺ wα1(β) ≺ · · · ≺ wαr . . .wα1(β) = γ1; so again αi ∈ Π1 for all i. Again, each wαj . . .wαr (X)
for 1  j  r contains Y and consists of positive roots lying outside 〈Π1〉, and as β =
wα1 . . .wαr (γ1) we have β /∈ wα1 . . .wαr (X). Since β ∈ X there exists a maximal j with
β ∈ wαj+1 . . .wαr (X) but β /∈ wαj . . .wαr (X). Set w′ = wαj+1 . . .wαr and X′ = w′(X); then
β ∈ X′ \ wαj (X′). Thus we must have wαj (β) = β + αj ; then wβwαj (X′) is a set of positive
roots containing both Y and wβwαj (β) = wβ(β + αj ) = αj ∈ 〈Π1〉. The result follows. 
We now work through the possibilities; throughout we shall assume that
X is abelian, X ⊂ Φ+ and |X| 14, (5)
and shall seek to show that X is known, meaning that it is a W -translate of a subset of either
{ 1 · · · ·· } or { · · · · 1· }.
Lemma 6.4. If X satisfies condition (5), then 000001 /∈ X.
Proof. Assume 000001 ∈ X; this excludes · · 1 · ·0 , 123211 . Since the roots · · · · ·1 occur in 10 pairs sum-
ming to 123212 , the assumption that |X| 14 means that we cannot have X ⊂ { · · · · ·1 } ∪ { 123212 };
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may assume that one of the following holds: (i) 010000 ∈ X; (ii) 010000 , 000100 /∈ X, 1 · 0000 ∈ X.
First assume (i) holds; this excludes 100000 , 001 · ·1 , 112 · ·1 . Among the remaining available roots
we have 6 pairs summing to roots:
111 · ·
1 + 012 · ·1 = 123212 , 1221 ·1 + 0001 ·0 = 122211 , 011101 + 000010 = 011111 .
Thus |X| 13, a contradiction.
Thus we may instead assume that (ii) holds; this excludes 0 · 1 · ·1 , 012 · ·1 . This time we have 2
pairs among the remaining available roots:
111 · 0
1 + 000 · 10 = 111111 .
Again this gives |X| 13, a contradiction. 
Lemma 6.5. If X satisfies condition (5) and 001000 ∈ X, then X is known.
Proof. By Lemma 6.4 we may assume 000001 /∈ X. Take 001000 ∈ X; by Lemma 6.3 we may as-
sume 00100· ∈ X (otherwise we revert to the case covered in Lemma 6.4); this excludes · 10000 ,
0001 ·
0 ,
· 111 ·· , 122211 . Using τ we may divide into two possibilities: (i) 100000 ∈ X; (ii) 100000 ,
00001
0 /∈ X.
First assume (i) holds; this excludes 01100· , 012 · ·1 . Among the remaining available roots we
have 4 pairs summing to roots:
1221 ·
1 + 0011 ·0 = 123211 , 111000 + 001101 = 112101 , 112101 + 000010 = 112111 .
This gives |X| 13, a contradiction.
Thus we may instead assume (ii) holds. Among the 18 remaining available roots, 8 are of the
form · 1100· or 0011 ·· ; since X must contain at least 12 of the 18, using τ and 〈w1〉 we may assume
it contains some root 00110· . However, unless we actually have 00110· ∈ X we may apply w5 to
produce a set meeting { 00 · 00· } in a proper non-empty subset of { 00100· }, and then by Lemmas 6.3
and 6.4 X is known. Thus we may assume 00110· ∈ X, which excludes · 1100· , 122111 , leaving just
11 available roots from which at least 10 must be chosen; since 122101 excludes both available
roots 00111· , we must have 122101 /∈ X, so that
X ⊆ { 12321· , · 12 · ·1 , 001 · ·· } ⊂ w3w1
({ 1 · · · ·· })
as required. 
Lemma 6.6. If X satisfies condition (5) and 010000 ∈ X or 000100 ∈ X, then X is known.
Proof. Using τ , as before we assume 00 · 00· /∈ X, 01 · 00· ∈ X; this excludes 100000 , 00 · 1 ·· , 1111 ·· ,
112 · ·
1 . Unless we have 01110· ∈ X we may apply w5 to produce a set meeting { 0 · · 00· } in a proper
non-empty subset of { 01 · 00· }, and then by Lemmas 6.3–6.5 X is known. Thus we may assume
642 R. Lawther / Journal of Algebra 307 (2007) 614–64201110· ∈ X, which excludes 000010 , 11100· , leaving 11 available roots from which at least 9 must be
chosen; since 110000 excludes the 3 available roots 012 · ·1 , we must have 110000 /∈ X, so that
X ⊆ { 12 · · ·· , 01 · · ·· } ⊂ w1
({ 1 · · · ·· })
as required. 
Lemma 6.7. If X satisfies condition (5) and 100000 ∈ X or 000010 ∈ X, then X is known.
Proof. Using τ , as before we assume 0 · · · 0· /∈ X, 1 · · · 0· ∈ X; this excludes 0 · · · 1· , so
X ⊆ { 1 · · · ·· }
as required. 
Between them Lemma 6.2 and Lemmas 6.4 to 6.7 prove the desired result.
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