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In many civil engineering applications the interaction between fluid and structures
represents a crucial aspect for analysis and proper design. The simulation of this phenomenon
requires the application of high-fidelity numerical methods. In the current work, the fluid
and structural equations both utilize the same multistep or multistage schemes for temporal
advancement. This requires the structural equations to be recast in state-space form.
The implicit time-marching schemes studied in this thesis are limited to the Backward
Differentiation Formula (BDF) schemes, Modified Extended-BDF schemes, and a Singly-
Diagonal Implicit Runge-Kutta (SDIRK) method. Verification and validation of temporal
and spatial order of accuracy are performed using a one-dimensional entropy wave for
the fluid dynamics solution algorithm. Several benchmark problems are studied in detail,
and results are tabulated and compared. Benchmark examples include the Sod’s shock
tube problem, a moving cylinder piston configuration, and a fully coupled fluid-structure
interaction problem in a mass-spring-damper system.
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Fluid-structure interaction is seen in various forms in both natural and human-made
systems [1]. They can also be seen in many industry fields, such as civil engineering, aerospace
engineering, mechanical engineering, and biotechnology. The interaction between the soil and
ground waters and blood interaction with heart valves are some of the natural interactions
researched mostly in civil and biotechnology engineering. Fluid-structure interaction for
human-made systems can be seen in the design and stability of long-span bridges, towers,
building codes in high-wind environments such as hurricanes or tornadoes, hydraulic-shock
or water hammer effects, offshore platforms, and blast-resistant structures.
Engineering problems in the area of Fluid-Structure Interaction (FSI) are inter-
disciplinary and very complex. In most cases theoretical solutions do not exist and
experimental studies can be expensive and dangerous; therefore, numerical methods are
used for many analyses and design studies [2]. In Computational Fluid Dynamics (CFD)
and Computational Structural Dynamics (CSD), different numerical schemes for solutions of
Partial Differential Equations (PDEs) in space and time are typically used. Some examples
of these methods for spatial discretization are the finite element method, finite difference
method, finite volume method, finite cell method, and the spectral element method to name
a few. Each of these methods have advantages and disadvantages. An equally large number
of methods exist for the temporal advancement of time-dependent PDEs. These methods
may be categorized as explicit or implicit schemes. All explicit schemes are only conditionally
stable and the largest allowable time step used in the calculation limited. This stability limit
depends on the cell size in the discretization and the speed of waves. For small cell sizes,
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and large wave speeds, the allowable time step that may be used can be prohibitively small.
Implicit schemes, on the other hand, can be designed to be unconditionally stable and do
not suffer from time step size restrictions. The only consideration then is to choose a time
step that accurately resolves the physics of the problem. Furthermore, the selection of an
appropriate time step to achieve a desired accuracy also depends on the order of accuracy
of the time-integration scheme.
In fluid-structure interaction, disciplinary analyses are required on both sides of the
interface. That is, the geometric domain is comprised of regions with different physics taking
place and these regions have a defined boundary. At the interface boundaries compatibility
between displacement, velocity, and force must be maintained for fluid-structure interaction.
Therefore, the fluid mesh must deform to accommodate the structural response. In order to
advance both the fluid and structural analyses in time, two solution strategies are possible.
The first solution strategy, referred to as a monolithic approach [3], solves the fluid dynamic,
structural dynamic, and mesh movement equations simultaneously as a single system of
equations. This approach, however, suffers from several shortcomings in terms of size of
the system and convergence. The size of the system is due to the number of unknowns
in this single system includes all fluid dynamic dependent variables, structural dynamic
dependent variables, as well as the deformation of each mesh point in the fluid dynamic
region. Convergence of the system may not be possible due to the condition number of the
resulting system. The second solution strategy is based on partitioned methods [4, 5]. In this
case, the disciplinary systems are partitioned and solved separately. This has the advantage
that each system is much smaller in size than the monolithic system, and that solution
methods that have been designed specifically for the disciplinary systems may be used [5].
Efficient direct methods for solving the equations of structural dynamics that take advantage
of the symmetry, for example Cholesky decomposition, have been developed. Similarly,
iterative methods are usually employed to solve the nonlinear fluid dynamic equations, which
2
are not symmetric. Furthermore, partitioned methods can be classified as one-way or two-
way coupling schemes. Two-way coupling may also be split into weakly and strongly coupled
approaches [6]. One-way coupling assumes that over the entire time of the analysis, the
response of the structure does not alter the fluid loading. This allows for the entire fluid-
dynamic simulation to be conducted prior to performing the structural analysis. Weak
two-way coupling assumes that within each time step during the simulation the response
of the structure does not alter the fluid-loading. The two-way strongly coupled approach
assumes that even within the time step, equilibrium between the fluid and the structure
must be obtained before proceeding. Figure (1.1), as given in reference [6], illustrates the
strong two-way coupling utilized in this thesis.
Figure 1.1 Illustration of a strong two-way coupling algorithm [6]
1.1 Thesis Outline
In the remaining chapters, the details for developing a numerical method for solving a
fluid-structure interaction problem are provided. Chapter 2 presents the governing equations
and their discretization for nonlinear fluid dynamics and linear structural dynamics. In
Chapter 3, the time integration algorithms are provided in detail. These algorithms include
3
Newmark’s method, as well as the multistep first-order accurate Backward Differentiation
Formula (BDF1), second-order BDF2, the multistep-multistage second-order Modified-
Extended BDF (MEBDF2), third-order MEBDF3, fourth-order MEBDF4, and the multistep
fourth-order accurate Singly-Diagonal Implicit Runge-Kutta (SDIRK). In Chapter 4, the
computational results and discussion are provided. Moreover, The verification of temporal
and spatial order of accuracy is explained using a one-dimensional entropy wave. For the
schemes’ validation, the dissipation and dispersion errors are provided using Sod’s shock
tube problem. For fluid-structure interaction, first, we studied a moving cylinder piston
configuration as a prescribed motion at the right end of the cylinder, then a strong fully-
coupled fluid-structure interaction problem in a single DOF mass-spring-damper system
is studied. In the last Chapter (Chapter 5), the thesis is summarized, and future work
recommendations are provided.
1.2 Thesis Objectives
In the conventional Fluid-Structure Interaction (FSI), the structure part is solved
using a Newmark-type method while the fluid is solved using multistep or multistage schemes.
While there have been many recent attempts in improving the accuracy of time-marching
schemes by developing high-order implicit methods such as the RK method, there has been
minimal effort to increase the accuracy of the structural solver. Hence the overall accuracy
of a strongly coupled fluid-structure solver is usually limited by the structural part, which is
typically 2nd-order accurate.
The objectives of this thesis are to investigate the multistep and multistage schemes
with regards to their accuracy as applied to fluid dynamics, structural dynamics, and fluid-
structure interaction. These methods formal accuracy are assessed rigorously using analytical
solutions where possible. When exact solutions do not exist, error is assessed by numerically
4
computing total error, dissipation error, and dispersion error using fine-mesh, small time-step
calculations as the benchmark.
5
CHAPTER 2
DISCRETIZATION AND GOVERNING EQUATIONS
2.1 Finite Element Discretization
In general, the second-order equations use in this thesis may be written as
∂nQ
∂tn
+ ∇.F − S = 0 (2.1)
where Q is the vector of dependent variables, ∇ the gradient operator, F a tensor, and S a
possible source vector.
The finite element discretization begins by forming the weighted-residual form of the
differential equation. Multiplying by a weighting function φ and integrating over the domain,







+ ∇.F − S
]
dΩ = 0 (2.2)







where npe represents the nodes per element, Nj the basis or interpolation functions associated
with the nodes, and Qej the value of the dependent variable at the nodes of the element.
For a Galerkin formulation, the weighting functions are the same as the interpolation
functions used to approximate the solution over the element. When these functions are not
the same the approach is called a Petrov-Galerkin formulation. To generalize, the weighting
function can be expanded as
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φ = Ni + [P ] (2.4)
















+ ∇.F − S
]
dΩ = 0 (2.5)










where Γ represents the boundary of the domain and n̂ the unit outward pointing normal.



















+ ∇.F − S
]
dΩ = 0 (2.7)
Equation (2.7) is the weak-formulation of the second-order differential equation, and




The equations governing inviscid flow are commonly referred to as the Euler equations.
Considering a quasi one-dimensional flow the equations may be written as
∂Qe
∂t
+ ∇.Fe − Se = 0 (2.8)
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as can be seen only the first time derivative is involved.



















where A is the cross-sectional area assumed along the x-direction, ρ is the density, u the
x-velocity, E the total energy, and p the pressure. The total energy can be related to the
density, pressure, and velocity from the equation of state







In the current work, the area is considered constant and can arbitrary be set to unity.
In this case the source vector Se is zero. Equation (2.7) can be re-written for the quasi





















dΩ = 0 (2.11)
where Ω(t) and Γ(t) indicate that the fluid domain can be a function of time for fluid-structure
interaction. That is, the fluid dynamics equations are typically solved in an Eulerian frame
of reference. For fluid-structure interaction with a moving domain, the equations are solved
with an Arbitrary Lagrangian-Eulerian (ALE) formulation.
Since the integral domains are now a function of time, the stationary coordinate
system can be transformed to a moving system using the Reynolds transport theorem.
Although omitted, the details for this transformation may be found in [7, 8], with the result
that the flux functions in equation (2.11) are replaced with
8
F̄e = Fe − QVg =

ρ(u − xt)
ρu(u − xt) + p
(ρE + p)(u − xt) + pxt
 (2.12)
Where Vg = {xt} represent the velocities of the moving mesh.
Additionally, for the moving domain in which the volumes of the elements are changing
in time, the ALE formulation must be subjected to a constraint called the Geometric
Conservation Law (GCL) [9]. The GCL is required in order to preserve Free Stream




+ ∇.F̄e + Q∇.Vg = 0 (2.13)























The stabilization used in the Petrov-Galerkin term is written as
[P ] = [∇N.Ā][τ ] (2.15)





with computing the absolute of the product
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∣∣∣∇N.Ā∣∣∣ = [T ] |Λ| [T ]−1 (2.17)
where [T ] and [T ]−1 representing the left and right eigenvectors and |Λ| the absolute
value of the eigenvalues of ∇N.Ā.
2.2.2 Structural Dynamics
The equations governing the response of a structure are commonly referred to as the








+ ∇.Fs − Ss = 0 (2.18)
as can be seen a second time derivative is present. In most cases the density of the structure
ρs is considered constant and can be factored out of the first term. In the above equation
Ss represents any body forces that may be present.
For the one-dimensional case
Qs = ∆ (2.19)
Fs = −σx (2.20)
where ∆ is the axial displacement and σx the axial stress. Assuming a linear elastic material
the stress is related to the axial strain using Hooke’s Law
σx = Eεx (2.21)
where E is the elastic modulus and εx the axial strain. Under the assumption of geometric














− ∇.σx − Ss
]
dΩ = 0 (2.23)
note that since only one-dimensional problems are studied the area of the element domain
As is included above. Also for structural dynamics there are no convection terms and a
Galerkin approach may be used; meaning no stabilization is needed φ = Ni. Again using























Ni.σx.n̂dΓ = 0 (2.25)
Recall from equation (2.3), but using the definition of Qs, the approximation over the





Introducing the Stress-Strain and Strain-Displacement relationships and the approximation





























} + [K]{∆} = {FB} + {Fair} (2.28)
where [M ] is the Mass Matrix, [K] the Stiffness Matrix, FB the body forces, and Fair the
external force due to air pressure for fluid-structural interaction. Note to include damping







} + [K]{∆} = {FB} + {Fair} (2.29)
For one element with zero displacement boundary conditions applied to an end, the
above equation reduces to a simple spring-mass-damper system with one degree-of-freedom
where [M ] simply represents the mass of the element M = ρsAsLs and [K] the axial stiffness
K = EAs
Ls
. Since in the current work only the structural response is desired a one-degree-of-
freedom system is used and no body forces are assumed.





















+ K∆ = Fair (2.30)
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Regardless of temporal-integration schemes, the structure equation can be expressed


































where CU + D can be the right-hand side in equation (2.35)
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rhs = CU + D (2.37)
2.3 Fluid-Structure Interaction
For fluid-structure interaction the interface between the disciplines requires that there
is load and displacement continuity as well as velocity compatibility [10]. Considering the









where xf is the coordinate of the fluid node at the interface.
To adapt the fluid dynamic mesh to the deforming structure, Hermite polynomials
are utilized. Using these polynomials is a high-order analogue of Transfinite Interpolation
(TFI). Hermite polynomials, which interpolate the function and slope, may be written as























where h = xe − xs is the length of the fluid domain. The deflection of each node in the fluid




ϕi∆x = ϕ1∆xs + ϕ2∆xs + ϕ3∆xe + ϕ4∆xe (2.43)
to ensure a smooth transition of the boundary deflections into the interior of the domain,




To find the solution of PDEs in time, the implementation of a proper time-marching
method is essential. The algorithms of temporal advancement for semi-discrete approaches
are divided into multistep or multistage methods. Some of the most famous multistep
methods include the backward differentiation formulae (BDF1) and BDF2, which are
first and second-order accurate in time and are unconditionally stable. The weighted
combinations of second-, third-, and fourth-order BDF schemes have been attempted, but
the order of accuracy in time for all of them remain second-order [11, 12]. In an attempt
to increase the order of accuracy higher than the second-order, multistage methods are
used. These methods are grouped into explicit and implicit schemes. Explicit schemes
are conditionally stable, and that requires considering minimal time steps to march. But
most implicit schemes are designed to be unconditionally stable, and therefore they are more
attractive to use. An example of a multistage scheme is the Runge-Kutta method. Moreover,
a combination of multistep and multistage methods, which are usually known as blended
multistep methods, can be used. An example of this method is the Modified-Extended BDF
[13, 14](MEBDF) scheme, which can be designed to maintain up to fourth-order temporal
accuracy and remain unconditionally stable.
The presentation of the multistep and multistage schemes used in this thesis closely
follows reference [7] and used with permission. It is generalized such that linear or nonlinear
systems may be solved.




= f = −[M ]−1R (3.1)
where [M ] and R are the mass matrix and spatial residual, respectively. For the stabilized


















3.1 Backward Differentiation Formulae (BDF)
Again, following Newman and Anderson [7], the governing equation for both explicit









where for implicit BDF scheme, Gear formulae [15], m = k − 1, b1 = ... = bk = 0, and





n−i = ∆t b0f(Qn+1) (3.5)
In the BDF schemes, the coefficients are selected so that only b0 ̸= 0, so the evaluation
of f is only required at Qn+1. In stabilized finite-element discretization, the mass matrix
is a nonlinear function of the solution variable. However, as long as only a single-stage is
required, and the mass matrix is inevitable, BDF schemes may be readily utilized for all
discretization methods. In term of an unsteady nonlinear residual, equation (3.5) can be
written as
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+ R(Qn+1) = 0 (3.6)
Where the equation has been divided by the constant b0. The BDF coefficient āi are given
in Table (3.1).
Table 3.1 Coefficients for the BDF schemes
k ā−1 ā0 ā1 ā2 ā3 ā4
1 1 −1
2 3/2 −2 1/2
3 11/6 −3 3/2 −1/3
4 25/12 −4 3 −4/3 1/4
5 137/60 −5 5 −10/3 5/4 −1/5
3.2 Modified-Extended BDF (MEBDF)
The MEBDF [13, 14] are three-stage schemes that utilize two predictor BDF stages
of order k, followed by a corrector stage producing k + 1 order accuracy. The second-stage
is performed at a future step-point and uses the predictor from the first-stage. Denoting the
predicted value of solution variable to be determined within a given stage as Q̄n+s, the two





n+s−i−1 = ∆t b0 f(Q̄n+s) (3.7)
where s indicates the stage number, and noting that the second predictor stage uses the
solution variable from the first stage in the summation. The corrector stage then combines











where âi, b̂0, and b̂1 are the MEBDF coefficients given in [13].
As discussed above, the predictor stages may readily utilize any discretization method.
The third-stage corrector will include the inverse of the mass matrix at all three step-points.
Recall, for stabilized finite-element methods, the mass matrix is not constant. However,
















Utilizing the above, the three-stages of the MEBDF method may be expressed in
terms of an unsteady nonlinear residual as:










+ R(Q̄n+1) = 0 (3.10)










+ R(Q̄n+2) = 0 (3.11)












+ R(Qn+1) = 0 (3.12)
where the coefficients αi and βj are given in the Table (3.2) for MEBDF schemes of orders
two through four. Observe that by recasting the corrector using equation (3.9), only the
definition of ∆Q changes between the stages, and the form of the Jacobian of the residual
will remain the same. However, the constant multiplying the mass matrix changes in the
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third-stage. Once again, MEBDF schemes have been shown to be A-stable up to fourth-order
temporal accuracy.
Table 3.2 Recast coefficients for the MEBDF schemes
k α̃−1 α̃0 α̃1 α̃2 β̃1 β̃2
1 1 −1/2 −1 1/2
2 3/2 −19/23 5/46 −27/23 9/23
3 11/6 −228/197 107/394 −31/1182 −242/197 121/394
3.3 Implicit Runge-Kutta Methods
Multistage Implicit Runge-Kutta (IRK) schemes can be constructed to be stable for
any order of temporal accuracy. Furthermore, many variants of these schemes can be found
in the literature. For reference, a Diagonally Implicit RK (DIRK) scheme only has lower-
triangular stage coefficients. Singly Diagonally Implicit RK (SDIRK) schemes have the same
diagonal for all stages. Stiffly accurate RK schemes are designed such that the solution in
the last stage is the update for the next time iterate. In the current work, a SDIRK scheme
has been adopted and may be expressed as
Q0 = Qn
Qs = Q0 + ∆t
s∑
j=1
csjf(Qs) for s = 1, · · · , S
Qn+1 = Qs
(3.13)
where S indicates the total number of stages, and csj are the Butcher coefficients given in
the [16] for a five-stage, fourth-order accurate scheme. Once again, for stabilized finite-
element methods, since the mass matrix is not constant, a similar procedure to that given in
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equation (3.9) may be utilized. The unsteady nonlinear residual of the SDIRK scheme may




Qs − Q0 − s−1∑
j=1
csjf(Qj)
+ cssR(Qs) = 0 for s = 1, · · · , S (3.14)
where, after the solution variable has been determined within the stage, f(Qj) may be
evaluated and stored for future stages using
f(Qj=s) = 1
∆t cjj




Using equation (3.15), the SDIRK scheme, expressed in terms of the unsteady











+ R(Qs) = 0 for s = 1, · · · , S
Qn+1 = Qs
(3.16)
where the stage coefficients ĉi for the SDIRK scheme are given in Table (3.3). As should
now be evident, all methods used in the current study have been recast such that only the
definition of ∆Q changes between the stages. The reformulation of these methods permits
a single algorithm to be used for all schemes, where only the number of stages and the
appropriate stage coefficients need to be specified.
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Table 3.3 Recast coefficients for the SDIRK4 scheme
s Nodes ĉ0 ĉ1 ĉ2 ĉ3 ĉ4 ĉ5
1 1/4 −4 4
2 3/4 4 −8 4
3 11/20 52/25 −168/25 16/25 4
4 1/2 16/17 −89/17 25/34 −15/34 4
5 1 −28/3 37/3 103/6 −275/2 340/3 4
3.4 Newmark Methods
Unlike the multistep and multistage schemes previously discussed which are appropri-
ate for equations with only one-time derivative, the Newmark family of methods are designed
for equations with second time derivatives. Recall, the equations for structural dynamics has
the second time derivative and, therefore, most structural dynamics software using Newmark
methods.
The Newmark family of methods assume the form of the acceleration over the time
step. That is, these methods assume the second time derivative to be either a constant or
vary linearly. To derive the system of equations for the constant, also referred to as the
average-acceleration method, over the time step it is assumed to be
∆̈(t) = 1
2
(∆̈n+1 + ∆̈n) (3.17)
where ∆ is the dependent variable such as the displacement of a bar, n + 1 denotes the end
of the time step and n the beginning.
Equation (3.17) can be integrated over the time step t ∈ [0, ∆t] to give
22
∆̇n+1 = ∆̇n +
∆t
2
(∆̈n+1 + ∆̈n) (3.18)
repeating yields
∆n+1 = ∆n + ∆t∆̇n +
1
4
∆t2(∆̈n+1 + ∆̈n) (3.19)
Although not used in the current work, the acceleration can be assumed to vary
linearly over the time step and the above integrations repeated. The Newmark methods can
be generalized by introducing two parameters β and γ as
∆̇n+1 = ∆̇n + ∆t
(
γ∆̈n+1 + (1 − γ)∆̈n
)
(3.20)





2β∆̈n+1 + (1 − 2β)∆̈n
)
(3.21)
Note that ∆̈n+1 appears in both the velocity and displacement expressions resulting
in an implicit method. To eliminate the acceleration ∆̈n+1, the displacement equation is






























The structural equation at the end of the time step may be written as
[M ]∆̈n+1 + [C]∆̇n+1 + [K]∆n = Fn+1 (3.24)
Using equations (3.22) and (3.23) in equation (3.24) yields
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[M ] + γ
β∆t
[C] + [K] (3.26)
It can be shown that the Newmark family of methods are unconditionally stable when
2β ≥ γ ≥ 1
2
(3.27)
The Newmark family of methods, based on the two parameters, are given in Table
(3.4). The average acceleration method is second-order accurate and unconditionally stable,
and is the most commonly used approach in structural dynamics.
Table 3.4 Stability and accuracy of Newmark methods [17]











12 Ωcrit = 2.449 if ξ = 0 O(∆t
4)








COMPUTATIONAL RESULTS AND DISCUSSION
4.1 Verification of Design Order of Accuracy
To verify the schemes’ temporal and spatial order of accuracy, a one-dimensional
entropy wave with periodic boundary conditions is utilized. Entropy wave is considered
an exact simple wave solution of the compressible Euler equations [18]. One-dimensional
entropy wave can be expressed as
ρ = ρ∞ + A sin[π(x − U∞t)] (4.1)
u = U∞ (4.2)
p = P∞ (4.3)
where ρ∞, U∞ and P∞ are constant, A is the amplitude of the wave, and in this study it is
considered 0.2. U∞ and P∞ represent the velocity and pressure, respectively, and they are
set to 1. The domain extends from 0 to 2. At a desirable time, the exact solution obtained
using equation (4.1) can then be compared with a numerical solution to verify the schemes’
temporal and spatial order of accuracy. Figure (4.1) shows a solution to a one-dimensional
entropy wave at a non-dimensional time of 2.
25

















Figure 4.1 One-dimensional entropy wave
4.1.1 Spatial Discretization
To validate the spatial accuracy of the current finite element method, a mesh
refinement study using the SDIRK4 as our temporal scheme is presented. The SDIRK4
scheme is selected because it has the smallest temporal error of all methods used in this
thesis. In order to examine spatial error, the temporal error must be significantly smaller.
To examine the spatial error, the number of spatial elements is increased, and the error is
plotted against the element size on a logarithmic scale. This should yield a formal order
of accuracy according to Table (4.1) as described in equation (4.4). Therefore to eliminate
the contribution from the temporal error, a small time step (dt = 0.0005) with SDIRK4 is
considered. The numerical and exact solutions are compared at the time set to be 1.
26







Error = Ct∆tPt + Cx∆xPx (4.4)
According to the polynomial type in Table (4.1) and the number of elements chosen,
the Root-Mean-Square (RMS) for density (ρ) is tabulated in Tables (4.2) to (4.6) for linear
through quintic elements, respectively. The numerical results are provided in Figures (4.2)
to (4.6) for these element types. As can be seen in these tables, and visually evident in the
figures, as the element order is increased the errors significantly decreases. For example,
with only 3 elements, as shown in Figure (4.6), to view the error one must zoom in on the
peak of the wave.
Table 4.2 P1 and RMS
Number of Elements RMS
3 4.8441412171843085E − 002
6 7.0387639476508319E − 003
12 7.0127612931007331E − 004
24 6.4972994999304439E − 005
48 5.8685824795705780E − 006
27
















Numerical (p1) (No. Elements = 3)
Exact
(a) 3 elements

























Table 4.3 P2 and RMS
Number of Elements RMS
3 3.2077145644443705E − 003
6 3.7746019079036911E − 004
12 4.2726593059036949E − 005
24 4.0708585080786785E − 006
48 3.6712378441981556E − 007
28
















Numerical (p2) (No. Elements = 3)
Exact
(a) 3 elements


























Table 4.4 P3 and RMS
Number of Elements RMS
6 9.1419545118286377E − 006
12 3.8158009968612532E − 007
24 2.0597334518654383E − 008
48 8.1439590336888840E − 010
96 3.6700364449328822E − 011
29






















Figure 4.4 P3: 6 elements
Table 4.5 P4 and RMS
Number of Elements RMS
6 7.4643526516319422E − 007
12 2.0056938112122796E − 008
24 4.7348641972699220E − 010
48 1.1114456957511916E − 011
96 4.1276881757349551E − 013
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Numerical (p4) ( l ents = 6)
Exact
Figure 4.5 P4: 6 elements
Table 4.6 P5 and RMS
Number of Elements RMS
3 3.6980985377338637E − 006
6 1.3412985216370033E − 008
12 1.0815480564778633E − 010
24 1.1904472248676481E − 012
48 3.8726781711495370E − 013
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Numerical (p5) ( l ents = 3)
Exact
Figure 4.6 P5: 3 elements
Figure 4.7 Spatial convergence behavior of SDIRK4
32
The results prove that using high-order polynomials decreases numerical errors.
Figure (4.7) represents the spatial order of accuracy as the regression lines’ slope.
4.1.2 Temporal Discretization
To verify temporal accuracy, by referring to equation (4.4), to eliminate the
contribution from spatial error 200 sixth-order element are utilized. Nondimensional time
of 2 is considered to compare the numerical results to the exact solutions. Time steps are
varied, and the Root-Mean-Square (RMS) of density (ρ) at each time step is tabulated in
Tables (4.7) to (4.12). For each scheme, for time steps (dt1) to (dt6), the numerical solutions
are compared with the exact solution. Also, for each scheme the temporal order of accuracy
is indicated on the slope of the regression line in Figures (4.8) to (4.18).
Figure (4.9) presents the numerical results for BDF1. It can be seen that for the
larger time steps, (dt1) and (dt2), the dissipation and dispersion errors are significant. These
errors decrease as the time step is reduced, and the numerical solution approaches the exact
solution. The slope in Figure (4.8) demonstrates that the BDF1 achieves first-order accuracy.
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Table 4.7 BDF1: time steps and RMS
























   y = 0.97 x -1.44
BDF1
Figure 4.8 Temporal convergence behavior of BDF1
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Figure 4.9 BDF1: numerical results
Figure (4.11) shows the numerical results for BDF2. Compared to BDF1 for the
larger time steps, the dissipation error is much smaller. When time step (dt4) or smaller is
utilized, both dissipation and dispersion errors are dramatically reduced, and the numerical
solution quickly approaches the exact solution. The slope in Figure (4.10) illustrates that
BDF2 is second-order accurate.
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Table 4.8 BDF2: time steps and RMS























   y = 2.00 x -1.02
BDF2
Figure 4.10 Temporal convergence behavior of BDF2
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Figure 4.11 BDF2: numerical results
Figure (4.13) provides the numerical results for MEBDF2. The dissipation error has
a similar behavior as BDF2, but the peak is the right side of the exact solution for dispersion
error. The slope of the regression line in Figure (4.12) shows the MEBDF2 is second-order
accurate.
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Table 4.9 MEBDF2: time steps and RMS























   y = 2.00 x -0.74
MEBDF2
Figure 4.12 Temporal convergence behavior of MEBDF2
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Figure 4.13 MEBDF2: numerical results
Figure (4.15) presents the numerical results for MEBDF3. Compared to the BDF1,
BDF2, and MEBDF2, both dissipation and dispersion are dramatically smaller for larger
time steps. To observe the difference between exact and numerical solutions for the smaller
time steps it is necessary to zoom in on the peak of the wave. The slope in Figure (4.14)
proves MEBDF3 is third-order accurate.
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Table 4.10 MEBDF3: time steps and RMS




















   y = 3.00 x -0.68
MEBDF3
Figure 4.14 Temporal convergence behavior of MEBDF3
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Figure 4.15 MEBDF3: numerical results
Figure (4.17) provides the numerical results of MEBDF4. The peak is zoomed to see
the numerical error and proves that the dissipation error compared to MEBDF3 is smaller.
The slope in Figure (4.16) shows MEBDF4 is fourth-order accurate.
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Table 4.11 MEBDF4: time steps and RMS




















   y = 4.00 x -0.58
MEBDF4
Figure 4.16 Temporal convergence behavior of MEBDF4
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Figure 4.17 MEBDF4: numerical results
Figure (4.19) presents the numerical results using SDIRK4. Compared to other
schemes, the dissipation error, even using the larger time steps such as (dt1) and (dt2),
is exceedingly small. The zoomed area at the half period shows the numerical error. As
the zoomed area shows at (dt6), both dissipation and dispersion errors are small and almost
zero. The slope in Figure (4.18) proves SDIRK4 is fourth-order accurate.
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Table 4.12 SDIRK4: time steps and RMS



















   y = 4.00 x -2.64
SDIRK4
Figure 4.18 Temporal convergence behavior of SDIRK4
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Figure 4.19 SDIRK4: numerical results
To compare all schemes together, time steps (dt3 = 0.5) and (dt5 = 0.125) are used,
and the results are provided in Figure (4.21) and Figure (4.22). As the figures present,
SDIRK4 gains the best numerical accuracy compared to the other schemes. Both dispersion
and dissipation errors are their lowest, and the numerical solution is very close to the exact
solution. Figure (4.20) presents the temporal order of accuracy for all schemes.
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Figure 4.20 Temporal convergence behavior of schemes



























Figure 4.21 Numerical results at dt = 0.5
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Figure 4.22 Numerical results at dt = 0.125
4.2 Validation
4.2.1 Fluid Dynamics: Sod’s Shock Tube
Figure (4.23) schematically presents the classic Sod’s shock tube. A diaphragm at
x = 2 provides a discontinuity for density (ρ) and pressure (p) at the diaphragm’s left and
right sides. At the left, the density and pressure are set to 1, and at the right, 0.125 and 0.1
are considered, respectively. The velocity (u) on both sides is assumed initially to be zero.
The inviscid flow inside the shock tube has a heat capacity ratio of 1.4 (γ = 1.4).
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ρ =  1 
    𝑢 =  0 
    𝑝 =  1 
 ρ =  0.125 
  𝑢 =  0 
  𝑝 =  0.1 
Wall 
Figure 4.23 Sod’s shock tube
The numerical solutions are computed using the following time steps in Table (4.13).
Considering that an analytical solution to the one-dimensional Sod’s shock tube problem is
possible, the exact solution is compared with the numerical results at a desirable time set to
be 0.5.





dt4 6.25E − 4
dt5 3.125E − 4
dt6 1.5625E − 4
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Figure (4.24) shows an exact solution to Sod’s shock tube problem with initial
conditions provided in Figure (4.23).

















Exact Solution (t = 0.5)
Figure 4.24 Exact solution: Sod’s shock tube
To compare the numerical results, different numbers of elements in the computational
domain are considered. Second-order elements are used for each time step in Table (4.13).
In this case, a grid consisting of 50, 100, 200, 400, and 500 elements are used.
Moreover, to further examine the results, dissipation, dispersion, and total errors
based on the definition given in [19] is studied. The total error may be expressed as
ET OT = [σ(qE) − σ(qN)]2 + (q̄E − q̄N)2 + 2(1 − ρ)σ(qE)σ(qN) (4.5)
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where qE and qN are exact and numerical solutions, respectively. The standard deviation





(ρ) is the correlation coefficient between qE and qN , which can be expressed as
ρ =
∑(qE − q̄E)(qN − q̄N)√∑(qE − q̄E)2∑(qN − q̄N)2 (4.7)
if ρ = 1, then the only error that can occur is that due to dissipation which can be defined
as
EDISS = [σ(qE) − σ(qN)]2 + (q̄E − q̄N)2 (4.8)
for ρ ̸= 1, the additional dispersion error is introduced and defined as
EDISP = 2(1 − ρ)σ(qE)σ(qN) (4.9)
the total error in equation (4.5) can be written as
ET OT = EDISS + EDISP (4.10)
Computational results and the errors are provided in Figures (4.25) to (4.27). For
each scheme, two different numerical conditions are compared. The minimum number of
elements and the first time step (dt1) is compared with the highest number of element and
the smallest time step (dt6).
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Number of Elements = 50
   TOTAL = 1.212162e-03
   DISS. = 9.944628e-05
   DISP. = 1.112715e-03
Numerical (BDF1), dt1 = 0.005
Exact
(a) BDF1: dt1 and 50 elements

















Number of Elements = 500
   TOTAL = 5.204577e-05
   DISS. = 7.892773e-07
   DISP. = 5.125649e-05
Numerical (BDF1), dt6 = 1.5625E-4
Exact
(b) BDF1: dt6 and 500 elements

















Number of Elements = 50
   TOTAL = 1.197788e-03
   DISS. = 9.864961e-05
   DISP. = 1.099138e-03
Numerical (BDF2), dt1 = 0.005
Exact
(c) BDF2: dt1 and 50 elements

















Number of Elements = 500
   TOTAL = 5.204577e-05
   DISS. = 7.892773e-07
   DISP. = 5.125649e-05
Numerical (BDF1), dt6 = 1.5625E-4
Exact
(d) BDF2: dt6 and 500 elements
Figure 4.25 BDF1 and BDF2: computational results
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Number of Elements = 50
   TOTAL = 1.202335e-03
   DISS. = 9.849694e-05
   DISP. = 1.103838e-03
Numerical (MEBDF2), dt1 = 0.005
Exact
(a) MEBDF2: dt1 and 50 elements

















Number of Elements = 500
   TOTAL = 5.648334e-05
   DISS. = 7.952540e-07
   DISP. = 5.568808e-05
Numerical (MEBDF2), dt6 = 1.5625E-4
Exact
(b) MEBDF2: dt6 and 500 elements

















Number of Elements = 50
   TOTAL = 1.199344e-03
   DISS. = 9.862067e-05
   DISP. = 1.100723e-03
Numerical (MEBDF3), dt1 = 0.005
Exact
(c) MEBDF3: dt1 and 50 elements

















Number of Elements = 500
   TOTAL = 5.651397e-05
   DISS. = 7.954879e-07
   DISP. = 5.571848e-05
Numerical (MEBDF3), dt6 = 1.5625E-4
Exact
(d) MEBDF3: dt6 and 500 elements
Figure 4.26 MEBDF2 and MEBDF3: computational results
52

















Number of Elements = 50
   TOTAL = 1.199497e-03
   DISS. = 9.861096e-05
   DISP. = 1.100886e-03
Numerical (MEBDF4), dt1 = 0.005
Exact
(a) MEBDF4: dt1 and 50 elements

















Number of Elements = 500
   TOTAL = 5.651613e-05
   DISS. = 7.954860e-07
   DISP. = 5.572064e-05
Numerical (MEBDF4), dt6 = 1.5625E-4
Exact
(b) MEBDF4: dt6 and 500 elements

















Number of Elements = 50
   TOTAL = 1.194670e-03
   DISS. = 9.882831e-05
   DISP. = 1.095842e-03
Numerical (SDIRK4), dt1 = 0.005
Exact
(c) SDIRK4: dt1 and 50 elements

















Number of Elements = 500
   TOTAL = 5.657373e-05
   DISS. = 7.954629e-07
   DISP. = 5.577826e-05
Numerical (SDIRK4), dt6 = 1.5625E-4
Exact
(d) SDIRK4: dt6 and 500 elements
Figure 4.27 MEBDF4 and SDIRK4: computational results
The numerical results in the above figures illustrate that using high-order schemes
decreases computational errors. The best solutions can be achieved using MEBDF4 and
SDRIK4, which have smaller errors compared to the other methods.
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4.2.2 Structural Dynamics








Figure 4.28 SDOF mass-spring-damper system
The governing equations for the elastic wall with the unit mass Mp = 1 can be
expressed as
Mp∆̈ + Cd∆̇ + K∆ = F (4.11)
The damping constant Cd is assumed to be zero hence equation (4.11) can be rewritten
as below
Mp∆̈ + K∆ = F (4.12)

































and velocity at t = 0 are represented by ∆0 and ∆̇0, respectively.
In this benchmark problem, for initial conditions of the elastic wall, the displacement
∆ and velocity ∆̇ are imposed to −0.1 and 0.05, respectively. Also, the spring constant K
is set to one, and the force on the elastic wall F is set to 2.
The analytic solution of displacement in equation (4.13) is computed and compared
with the numerical solutions at nondimensional time of t = 5. Time steps are varied and the
Root-Mean-Square (RMS) is tabulated in Table (4.14) and Table (4.15). For each scheme,
the RMS is plotted against the time step on a logarithmic scale to prove the scheme’s
observed order of accuracy. Such investigation is performed and illustrated in Figure (4.29),
where the temporal order of accuracy represents the slope of the regression line. As shown,
there is a good agreement between the observed order of accuracy and the formal order of
accuracy of each scheme.
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0.015625 7.8926126451903916E − 002
0.0078125 4.0235609910160057E − 002
0.00390625 2.0314509464027537E − 002
0.001953125 1.0206830088325297E − 002
9.765625E − 4 5.1158784891208323E − 003






0.125 5.4818400242216805E − 002
0.0625 1.3949186773300048E − 002
0.03125 3.5012077828000684E − 003
0.015625 8.7602825824645064E − 004
0.0078125 2.1903641363301598E − 004
0.00390625 5.4759003081913368E − 005
(c) MEBDF2
Time Step RMS
1 4.7985288996600935E − 002
0.5 3.9190913194971491E − 002
0.25 1.7521696966607592E − 002
0.125 5.0361740921401393E − 003
0.0625 1.2932134685820827E − 003
0.03125 3.2503235760212277E − 004
0.015625 8.1351791621959743E − 005
0.0078125 2.0343342523907158E − 005
0.00390625 5.0861582553283299E − 006
0.001953125 1.2715592723241245E − 006
9.765625E − 4 3.1789103557960092E − 007
4.8828125E − 4 7.9472835042978475E − 008
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1 3.4499435730840938E − 002
0.5 1.0218880400432869E − 002
0.25 1.6113639543812259E − 003
0.125 2.0787254460550179E − 004
0.0625 2.5866430277204355E − 005
0.03125 3.2116750064176366E − 006
0.015625 3.9971286966489090E − 007
0.0078125 4.9843525124216340E − 008
0.00390625 6.2225577868718407E − 009
0.001953125 7.7730789244755907E − 010




0.5 4.7191792606721517E − 002
0.25 3.1269554858086210E − 003
0.125 1.6988821342281771E − 004
0.0625 6.9069292138213101E − 006
0.03125 2.7046841725567318E − 007
0.015625 7.6097042688851943E − 008
0.0078125 1.2868172097797483E − 008
0.00390625 1.8236296951340411E − 009
0.001953125 2.4148184598964176E − 010
9.765625E − 4 3.0994422916444194E − 011
4.8828125E − 4 3.8856577935813706E − 012
(c) SDIRK4
Time Step RMS
1 8.5633300495300615E − 003
0.5 5.5109656999427915E − 004
0.25 3.4656565888530488E − 005
0.125 2.1691892534308253E − 006
0.0625 1.3562281447921120E − 007
0.03125 8.4773791110465211E − 009
0.015625 5.3005078930141604E − 010
0.0078125 3.3262403799965732E − 011
0.001953125 9.8844922602658939E − 012
9.765625E − 4 1.8524923128167567E − 011





0.25 5.4189800822686103E − 002
0.125 1.3643690398906290E − 002
0.0625 3.4169340330094207E − 003
0.03125 8.5460915003033981E − 004
0.015625 2.1367576360797631E − 004
0.0078125 5.3420408840696514E − 005
0.001953125 1.3355194030819640E − 005
57
Figure 4.29 Structural dynamics: convergence behavior of schemes
4.3 Fluid-Structure Interaction
4.3.1 Prescribed Motion
Figure (4.30) presents a moving cylinder piston configuration. Initial conditions for
density (ρ), velocity (u), and pressure (p) are set to 1, 0, and 1, respectively. The piston’s
prescribed motion, which is shown as ∆ in the figure, has an amplitude of 0.25. The numerical
solutions are obtained for two periods which is equal to a nondimensional time of 6.3.
To compare the numerical results, different numbers of elements in the computational
domain are considered. Second-order elements are used for each time step in Table (4.16).
In this case, a grid consisting of 50, 100, 200, 400, and 500 elements are utilized. For each
scheme, the numerical solution is compared with the best solution. For each scheme, the
58
best solution is obtained from the numerical solution by considering the smallest time-step
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Figure 4.30 Prescribed motion







dt6 9.375E − 4
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BDF1, (Number of Elements = 50)
Numerical (dt1 = 0.03)
Exact (dt6 = 9.375E-4, Number of Elements = 500)
(a) BDF1: dt1 and 50 elements













BDF1, (Number of Elements = 500)
Numerical (dt5 = 0.001875)
Exact (dt6 = 9.375E-4, Number of Elements = 500)
(b) BDF1: dt5 and 500 elements

















BDF2, (Number of Elements = 50)
Numerical (dt1 = 0.03)
Exact (dt6 = 9.375E-4, Number of Elements = 500)
(c) BDF2: dt1 and 50 elements
















BDF2, (Number of Elements = 500)
Numerical (dt5 = 0.001875)







(d) BDF2: dt5 and 500 elements
Figure 4.31 BDF1 and BDF2: prescribed motion
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MEBDF2, (Number of Elements = 50)
Numerical (dt1 = 0.03)
Exact (dt6 = 9.375E-4, Number of Elements = 500)
(a) MEBDF2: dt1 and 50 elements

















MEBDF2, (Number of Elements = 500)
Numerical (dt5 = 0.001875)
Exact (dt6 = 9.375E-4, Number of Elements = 500)
(b) MEBDF2: dt5 and 500 elements












MEBDF3, (Number of Elements = 50)
Numerical (dt1 = 0.03)
Exact (dt6 = 9.375E-4, Number of Elements = 500)
(c) MEBDF3: dt1 and 50 elements
















MEBDF3, (Number of Elements = 500)
Numerical (dt5 = 0.001875)





(d) MEBDF3: dt5 and 500 elements
Figure 4.32 MEBDF2 and MEBDF3: prescribed motion
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MEBDF4, (Number of Elements = 50)
Numerical (dt1 = 0.03)
Exact (dt6 = 9.375E-4, Number of Elements = 500)
(a) MEBDF4: dt1 and 50 elements

















MEBDF4, (Number of Elements = 500)
Numerical (dt5 = 0.001875)








Numerical (dt5 = 0. 01875)
Exact (dt6 = 9.375E-4, Nu  f Elements = 500)
(b) MEBDF4: dt5 and 500 elements













SDIRK4, (Number of Elements = 50)
Numerical (dt1 = 0.03)
Exact (dt6 = 9.375E-4, Number of Elements = 500)
(c) SDIRK4: dt1 and 50 elements













SDIRK4, (Number of Elements = 500)
Numerical (dt2 = 0.015)
Exact (dt6 = 9.375E-4, Number of Elements = 500)






(d) SDIRK4: dt2 and 500 elements
Figure 4.33 MEBDF4 and SDIRK4: prescribed motion
4.3.2 Fluid-Spring-Mass
A fluid-structure system is shown in Figure (4.34). There is a diaphragm at x = 3
which upon the rupture creates a shock wave that moves to the right that eventually impacts
the elastic wall. On the left, density and pressure are set to unity, and on the right, ρ = 0.125
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and p = 0.1 are assumed. The initial velocity (u) on both sides is considered zero. The
inviscid flow inside the shock tube has a heat capacity ratio of (γ = 1.4). A single degree-
of-freedom mass-spring-damper is situated at the right end of the tube. The structure is
modeled with the equivalent lumped system containing a spring K, mass Mp and damper
Cd. ∆ is the displacement of the unit mass elastic wall. The damping in the system is
provided naturally by the dynamics of the fluid motion therefore the structural damping
constant (Cd) is assumed to be zero without loss of generality. For initial conditions, the






  =  1 
  =  0 
  =  1 
 ρ =  0.125 
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       =  0.1 





Figure 4.34 Fluid-structure interaction
To compare the numerical results, 500 second-order elements in the computational
domain are considered. The same time step (dt = 0.01) is used for both fluid and structure
solvers. The computational results are provided in Figures (4.35) to (4.39) for displacement
and force acting on the elastic wall versus time and the pressure along the length of the tube
at nondimensional time of 20. The displacement of the elastic wall (∆) demonstrates that
the mesh is adapting to the time varying boundary movement.
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Figure 4.35 FSI: BDF1
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Figure 4.36 FSI: BDF2
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Figure 4.37 FSI: MEBDF2
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Figure 4.38 FSI: MEBDF3
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Figure 4.39 FSI: SDIRK4
To compare the schemes’ accuracy, the results for displacement, force, and pressure
are presented. Figure (4.40) presents the computational results at time t = 20.
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Figure 4.40 FSI: BDF1, BDF2, MEBDF2, MEBDF3, SDIRK4
It can be observed in Figure (4.40c) that by using a high-order scheme, the numerical
dissipation decreases and creates high-frequency saw-tooth waves near the shock. These
results are to be expected as dissipation is required to suppress overshoots and undershoots
in the vicinity of discontinuities.
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To further investigate the system, a larger time interval t = 234 is studied. BDF1 was
selected to march using the same computational information as mentioned above. Figure
(4.41) shows the computational results for BDF1 at non-dimensional time = 234. These
results indicate that the fluid is damping the motion of the elastic wall. The velocity-
displacement diagram in Figure (4.41d) possesses clock-wise motion spiraling toward zero
velocity and a final equilibrium position.
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(d) BDF1: Velocity versus displacement
Figure 4.41 FSI: BDF1 at time = 234
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CHAPTER 5
SUMMARY AND RECOMMENDATIONS FOR FUTURE WORK
This thesis presents the development and validation of time-integration schemes
applicable to strongly coupled fluid-structure interaction. These time-integration schemes
were comprised of various multistep and multistage methods typically use for fluid dynamics
simulations. To use these methods for structural analysis, the equations are recast in
state-space form. Mesh refinement using a one-dimensional entropy wave was employed to
assess the schemes’ temporal and spatial order of accuracy. A classic Sod’s shock tube was
utilized to further validate the schemes’ dissipation and dispersion errors. A moving piston
configuration was considered to investigate the validity of the mesh movement method. The
present thesis was concluded with the numerical results obtained from solving a strongly
coupled fluid-structure interaction problem involving Sod’s shock-tube and an elastic wall.
All multistep and multistage schemes were shown to achieve their design order of
accuracy with temporal refinement. In addition to achieving a slop of four, the SDIRK
scheme demonstrated the lowest error regardless of time step. That is, the leading constant
of the error is smaller than that of the other methods. Furthermore, the third- and fourth-
order accurate methods had much lower amounts of dissipation. In benchmark problems
that included discontinuities, it was observed that using high-order schemes leads to high-
frequency saw-tooth waves build up near the shock due to lack of numerical dissipation.
To continue this research, a two or three-dimensional version of the current test cases
studied in this work should be pursued. The analysis performed in the current research was
based on the assumption that the same time-integration schemes are used for both fluid
and structure sides of the interaction. In future research, different temporal orders and/or
72
schemes can be studied in finer detail in order to obtain an optimum strategy. Such a strategy
requires various benchmark problems and tremendous variety of numerical solutions. In a
systematic way, a robust framework can be constructed by analyzing the trade-off between
the resolution and the speed of the high-order Petrov-Galerkin method.
Also, development and validation of a class of high-order limiters specifically designed
and optimized for the current SDIRK-Petrov-Galerkin can be pursued. Without degrading
the spatio-temporal resolution, spurious waves observed in the shock-tube elastic wall
simulations may be smoothed out by invoking such high-order limiters.
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