1. Introduction. Numerical techniques for the solution of initial value differential equations whose solutions are well behaved are well established. However,; if the solutions are known to have movable poles, certain computational difficulties arise. One of the most straightforward and simple numerical techniques is that of continuous analytic continuation, which is simply an extension of the solution from point to point with a truncated Taylor series. Unfortunately, the rate of convergence of the Taylor series goes to zero as a pole is approached. In addition, a good estimate of the error of the solution is difficult to obtain. A sequence of x's may be chosen and y computed for each of these points in succession by use of Eq. (2). Thus the technique of continuous analytic continuation. A primary difficulty with this technique, if constant increments of x are used, is that the rate of convergence of Eq. (2) is a function of x. In particular, if 2/(x) exhibits poles, Eq. (2) does not converge at all at these poles. In order to circumvent this difficulty for regions distant from a pole, we make the following requirement:
We now choose xp+x so that Eq. (3) is satisfied, where e is some arbitrarily small, positive number. This ensures that the truncation error is uniformly small in x. ','.'.
As the sequence xp approaches a pole of the solution, (xp+1 -xp) -> 0 and | yixp+x) | -» °° • Using either an upper bound on | yixp+1) | or a lower bound on | Xp+x -Xp |, a point xq is chosen at which the continuous analytic continuation is halted and the solution resumed as a truncated Laurent series about the pole. The k number of unknown coefficients in the Laurent series is determined from 2/B'(x9) [I = 0, 1, 2, • ■ • (fc -1)]. Note that one of these unknown coefficients is necessarily the location of the pole. After the pole is passed and the criterion for using '¿he Laurent series is no longer satisfied, the continuous analytic continuation is again picked up and continues as before.
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A second difficulty with this procedure is the unknown error associated with the choice of n andi a To: estimate this error, let us compute a second solution, y"_i, where the new truncated Taylor series will be , , Now considen the difference between the two approximate solutions. If the limit of the approximate solution approaches the solution of the differential equation as n -► », Eq. (5), then it follows that the difference between two approximate solutions is the order-of-magnitude of their error, if n is sufficiently large, Eq. (6).
Thus we can obtain a numerical solution to the initial value problem and an associated estimate of the error. Note that since the determination of the coefficients of the Laurent series is dependent on y (x"), the error in the location of the pole of j/(x) causes a pole in the error of j/n(x). In spite of this, the error in regions at a small distance from the poles of yix) may be quite satisfactory. ad -be 5¿ 0, Eq. (7) is particularly useful for a test case, since if the parameter X is set to zero, the solution is periodic with period 2.4286508 and poles occur at 1.2143254 + m -2.4286508 (m = 0, 1, 2, • • • ), where the numbers are good to the last figure.
According to [1] , the first pole occurs at 1.2068 for X = 1 and at 1.179 for X = 5.
The error of these determinations is not specified. In addition, a Taylor's series solution for X = 5, x = 0.1, has been used to determine y = 1.031141446, correct to the last place.
A program was written for a small digital computer, ibm-1620, to obtain the solution of Eq. (7). A value of 6 was taken for n, and e was specified as input data.
The truncated Laurent series used in the neighborhood of a pole is given by Eq. (8), where x* is the location of the t'th pole.
Note that since the differential equation is second order, all except two of the constants in the Laurent series may be determined by substitution into the differential equation. The two undetermined constants are just "x"', the location of the pole about which the expansion is performed, and "h," the coefficient of (x -x')\ The "X" which appears in some of the terms is just the parameter of the differential equation. Thus Eq. (8) and its first derivative, evaluated at x", the point at which the continuous analytic continuation is halted, provide two equations for the two unknown constants, "x*" and "h." These equations are solved numerically for the values of the two constants.
Eq. (8) was used whenever | y | > 10. Tabulated results for x, y, and y are given in Tables 1, 2 , and 3 for í = 0.1 and for X = 0, 1, and 5. Comparison of computed locations of poles is given in Table 4 . * A plot of the error estimate and the actual error is given in Figure 1 for the ± 3 ± 5 ± 6 ± 8 ± 1 db 1 ± 2 ± 2 ± 2 ± 3 ± 3 ± 4 ± 5 ± 6 ± 7 ± 1 ± 2 ± 2 ± 4 ± 9 2 1 3 3 1 3 3 6 ± 9 ± 1 ± 2 ± 2 ± 2 ± 2 ± 3 ± 3 ± 3 ± 4 ± 4 ± 5 ± 7 ± 9 ± 1 ± 2 ± 4 ± 7 ± 1 ± 3 ± 8 ± 3 ± 2 ± 200. ± 200. ± 2 ± 3 ± 8 ± 3 case of X = 0. In this case, the solution is periodic, and it would be possible to obtain the solution for all x's by translation of the solution in the first period. Since the interest here is in the case where the solution beyond the singularity is not known, and is not necessarily periodic, the numerical solution is continued through the singularities as if its periodic nature were unknown, thus obtaining, by comparison of the numerical solution with the known periodic solution, the actual error of the numerical procedure. This can then be compared with the estimate of error obtained by the numerical computation. 
