with respect to the unknown numbers s 1 , . . . , s m 2 . The system is symmetric with respect to the group Σ m 2 of permutations of s 1 , . . . , s m 2 . One can show that for generic z, λ the number of Σ m 2 -orbits of solutions of system (1.2) is equal to d. This system is called the system of the XXX Bethe ansatz equations, see Section 10.5.
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Having a space V of quasi-polynomials with the regularized fundamental differential operator D, we construct a space of quasi-exponentials U = z u a q ab (u) whose regularized fundamental difference operator is the difference operator N i=0 u i A N −i (τ u ). The space U is constructed from V by a suitable integral transform. Similarly, having U we can recover V by a suitable integral transform. Our integral transforms are analogs of the bispectral involution on the space of rational solutions to the KP hierarchy [W] .
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Introduction
Let V = x λ i p ij (x), i = 1, . . . , n, j = 1, . . . , N i be a space of quasi-polynomials in x of dimension N = N 1 + · · · + N n . The regularized fundamental differential operator of V is the polynomial differential operator i annihilating U and such that its leading coefficient B 0 is a monic polynomial of the minimal possible degree. Here (τ u f )(u) = f (u + 1).
Having a space V of quasi-polynomials with the regularized fundamental differential operator i , we construct a space of quasi-exponentials U = z u a q ab (u) whose regularized fundamental difference operator is the difference operator i , we construct a space of quasi-polynomials V = x λ i p ij (x) whose regularized fundamental differential operator is the differential operator M i=0 x i B M −i (x∂ x ). The space V is constructed from U by a suitable integral transform.
Our integral transforms are analogs of the bispectral involution on the space of rational solutions to the KP hierarchy [W] .
As a corollary of the properties of our integral transforms we obtain a correspondence between solutions to the Bethe ansatz equations of two (gl N , gl M ) dual quantum integrable models: one is the special trigonometric Gaudin model and the other is the special XXX model.
Example. Let n = (n 1 , n 2 ) and m = (m 1 , m 2 ) be two vectors of nonnegative integers such that n 1 + n 2 = m 1 + m 2 . Let d be the number of integers i such that max (0, n 2 − m 1 ) ≤ i ≤ min (m 2 , n 2 ). Let z = (z 1 , z 2 ), λ = (λ 1 , λ 2 ) ∈ C 2 be two points with distinct coordinates.
Consider two systems of algebraic equations. The first system is the system of equations
j=1, j =i 2 t i − t j = 0 , i = 1, . . . , n 2 , (1.1) with respect to the unknown numbers t 1 , . . . , t n 2 . The system is symmetric with respect to the group Σ n 2 of permutations of t 1 , . . . , t n 2 . One can show that for generic z, λ the number of Σ n 2 -orbits of solutions of system (1.1) is equal to d. This system is called the system of the Gaudin Bethe ansatz equations, see Section 10.5.
The second systems of equations is the system The second solution. To the orbit of a solution (t 1 , . . . , t n 2 ) of system (1.1), we assign the polynomial p 2 (x) = n 2 i=1 (x − t i ) and the differential operator
where ∂ x = d/dx and for any function f , ln ′ f denotes the logarithmic derivative f ′ /f . Clearly the differential equation Df (x) = 0 has a solution x λ 2 p 2 (x). We show that D can be written in the form
where A 0 , A 1 , A 2 are polynomials in x of degree not greater than two. Then we consider the second order difference equation a=1 (u − s a ), and the roots s 1 , . . . , s m 2 form a solution of system (1.2). This construction gives a second correspondence between the orbits of solutions of systems (1.1) and (1.2).
We show that the two described constructions (the first, based on the (gl 2 , gl 2 )-duality, and the second, which uses the differential and difference operators) give the same correspondence between solutions of systems (1.1) and (1.2). This paper is a development of results of the paper [MTV1] , in which we presented an integral transform giving an involution on the space of quasi-exponentials, the involution which corresponds to the bispectral involution of G. Wilson in [W] .
The paper has the following structure. In Section 2, we discuss spaces of quasipolynomials and their fundamental differential operators. In Section 3, we discuss spaces of quasi-exponentials and their fundamental difference operators. In Section 4, we define integral transforms establishing a duality between spaces of quasi-polynomials and quasi-exponentials. In Section 5, we introduce special spaces of quasi-polynomials and quasi-exponentials. We introduce special integral transforms relating the special spaces. In Section 6, we discuss relations between special spaces and solutions of the Bethe ansatz equations. The special spaces of quasi-polynomials correspond to solutions of the Bethe ansatz equations in (trigonometric) Gaudin models. The special spaces of quasi-exponentials correspond to solutions of the Bethe ansatz equations in XXX models. The number of solutions of the Bethe ansatz equations is discussed in Section 7. We describe the Gaudin and XXX models in Section 8. The (gl N , gl M ) duality between the (trigonometric) Gaudin and XXX models is defined in Section 9. In Section 9, we formulate a conjecture about the bispectral correspondence of Bethe vectors under the (gl N , gl M ) duality. In Section 10, we prove the conjecture for N = M = 2. In Section 11, we discuss the relation of our integral transforms to the bispectral correspondence of suitable Baker-Akhieser functions for differential and difference operators.
Authors thank Y. Berest and O. Chalykh for discussions.
Spaces of quasi-polynomials
2.1. Definition. Let p ∈ C[x] be a polynomial, λ a complex number. The function x λ p is called a quasi-polynomial in x. The quasi-polynomial is a multi-valued function. Different local uni-valued branches of the function differ by a nonzero constant factor.
Let N 1 , . . . , N n be natural numbers. Set N = N 1 + · · · + N n . For i = 1, . . . , n, let 0 < n i1 < · · · < n iN i be a sequence of positive integers. For i = 1, . . . , n, j = 1, . . . , N i , let p ij ∈ C[x] be a polynomial of degree n ij .
Let λ 1 , . . . , λ n ∈ C be distinct numbers such that λ i − λ j / ∈ Z for i = j. Denote by V the complex vector space spanned by functions
The space V is called the space of quasi-polynomials. We say that the space V is non-degenerate if for any i = 1, . . . , n and any j = 1, . . . , N i ,
• there exists a linear combination of polynomials p i1 , p i2 , . . . , p iN i which has a root at x = 0 of multiplicity j − 1, • the space V does not contain the function x λ i +n ij .
2.2. Exponents. Let V be the space of quasi-polynomials. For z ∈ C * , define the sequence of exponents of V at z as the unique sequence of integers, e = {e 1 < · · · < e N }, with the property: for i = 1, . . . , N, there exists f ∈ V such that f has a root at x = z of multiplicity e i .
We say that z ∈ C * is a singular point of V if the set of exponents of V at z differs from the set {0, . . . , N − 1}. The space V has at most finitely many singular points.
Let (z 1 , . . . , z m ) be the subset of C * of all singular points of V . For a = 1, . . . , m, let
be the exponents of V at z a . Here 0 < m a1 < · · · < m aMa and M a is an integer such
We say that V is a space of quasi-polynomials with data
2.3. Fundamental differential operator. For functions f 1 , . . . , f i of one variable, denote by Wr (f 1 , . . . , f i ) their Wronskian, that is, the determinant of the i × i-matrix whose j-th row is f j , f
. Define the Wronskian of V , denoted by Wr V , as the Wronskian of a basis of V . The Wronskian of V is determined up to multiplication by a nonzero number.
Lemma 2.1. Let V be a non-degenerate space of quasi-polynomials, then
The lemma is proved by analyzing the order of zeroes of the Wronskian of V and its asymptotics at infinity.
The monic fundamental differential operator of V is the unique monic linear differential operator of order N annihilating V . It is denoted byD V . We havē
where ∂ x = d/dx, Wr V is the Wronskian of a basis {f 1 , . . . , f N } of V , Wr V,i is the determinant of the N × N-matrix whose j-th row is f j , f
. For any j = 1, . . . , N, the order of the pole ofĀ j at x = z a , a = 1, . . . , m, does not exceed j.
Lemma 2.2. Let V be a non-degenerate space of quasi-polynomials, then for a = 1, . . . , m, the order of the pole ofĀ Ma at x = z a is M a and the order of the pole of A i is not greater than M a for i >M a .
The proof follows from counting orders of determinants W V,i . The polynomial differential operator
is called the regularized fundamental differential operator of V . It is easy to see that the regularized fundamental differential operator
we can present the regularized fundamental differential operator in the form
with polynomial coefficients A i (x), i = 0, . . . , N.
Lemma 2.3. Let V be a non-degenerate space of quasi-polynomials, then
where B 0 (x∂ x ), . . . , B M (x∂ x ) are polynomials in x∂ x with constant coefficients. Then
• The polynomials B 0 , . . . , B M have no common factor of positive degree.
2.4. Conjugate Space. Let V be a space of quasi-polynomials as in Section 2.1.
The complex vector space spanned by all functions of the form Wr(f 1 , . . . , f N −1 )/Wr V with f i ∈ V has dimension N. It is denoted by V ⋆ and called conjugate to V . The complex vector space spanned by all functions of the form
Lemma 2.4. Let V be a non-degenerate space of quasi-polynomials, then (i) For a = 1, . . . , m, if e are exponents of V at z a , then
† such that the function x λ i +j f has a nonzero limit as x → 0. (iii) For any i = 1, . . . , n, j = 1, . . . , N i , there exists f ∈ V † such that the function x λ i +n ij +1−N i f has a nonzero limit as x → ∞.
x be a differential operator with meromorphic coefficients. The operator
Lemma 2.5. Let V be a non-degenerate space of quasi-polynomials. LetD V and D V be the monic and regularized fundamental differential operators of V , respectively. Then
3. Spaces of quasi-exponentials 3.1. Definition. Define the operator τ u acting on functions of u as (τ u f )(u) = f (u + 1). Let z be a nonzero complex number with fixed argument. Set z u = e u ln z . We have
. . , m, let 0 < m a1 < · · · < m aMa be a sequence of positive integers. For a = 1, . . . , m, b = 1, . . . , M a , let q ab ∈ C[u] be a polynomial of degree m ab .
Let z 1 , . . . , z m be distinct nonzero complex numbers with fixed arguments. Denote by U the complex vector space spanned by functions z
The space U is called the space of quasi-exponentials.
For functions f 1 , . . . , f i of u, denote by Wr (d) (f 1 , . . . , f i ) their discrete Wronskian which is the determinant of the i × i-matrix whose j-th row is f j (u), f j (u + 1), . . . , f j (u + i − 1).
Define the discrete Wronskian of U, denoted by Wr
U , as the discrete Wronskian of a basis of U. The discrete Wronskian of U is determined up to multiplication by a nonzero constant.
Lemma 3.1. We have
The frame of a space of quasi-exponentials. Let U be a space of quasi-exponentials like in Section 3.1. Let v 1 , . . . , v M be the quasi-exponentials generating U.
be the monic polynomial of the greatest degree such that the function Wr
is regular for any j 1 , j 2 , . . . , j i ∈ {1, . . . , M}. In particular, for the discrete Wronskian of U we have
with a nonzero constant.
Lemma 3.2. There exists a unique sequence of monic polynomials P 1 (u), . . . , P M (u) such that
This lemma is an analog of Lemma 4.12 in [MV2] . The monic polynomials P 1 (u), . . . , P M (u) are called the frame of U.
Proof. We construct P i by induction on i. For i = 1, we set P 1 = S 1 . Suppose the lemma is proved for all i = 1, . . . , i 0 − 1. Then we set
We have to show that P i 0 is a polynomial. In other words, we have to show that the discrete Wronskian of any i 0 -dimensional subspace v j 1 , . . . , v j i 0 is divisible by R(u). Consider the Grassmannian Gr(i 0 − 2, U) of (i 0 − 2)-dimensional spaces in U. For any z ∈ C the set of points in Gr(i 0 − 2, U) such that the corresponding discrete Wronskian divided by S i 0 −2 does not vanish at z, is an open set. Therefore, we have an open set of points in Gr(i 0 − 2, U) such that the corresponding discrete Wronskian divided by S i 0 −2 does not vanish at roots of R(u − 1). We call such subspaces acceptable.
Therefore, we have an open set of points in Gr(i 0 , U) such that the corresponding i 0 -dimensional space contains an acceptable i 0 − 2 dimensional subspace. Let w 1 , . . . , w i 0 ∈ U be such that w 1 , . . . , w i 0 −2 span an acceptable space. It is enough to show that
Using discrete Wronskian identities of [MV2] , we have for suitable holomorphic functions f 1 , f 2 , g:
Since the space spanned by w 1 , . . . , w i 0 −2 ∈ U is acceptable, the functions g(u + 1) = Wr (d) (w 1 , . . . , w i 0 −2 )(u+1)/S i 0 −2 (u+1) and R(u) do not have common zeros. Therefore, the discrete Wronskian Wr
3.3. Discrete exponents. For λ ∈ C, there exists an increasing sequence of nonnegative integers {c 1 < · · · < c M } and a basis {f 1 , . . . , f M } of U such that for i = 1, . . . , M, we have f i (λ + j) = 0 for j = 0, . . . , c i − 1 and f i (λ + c i ) = 0. This sequence of integers is defined uniquely and will be called the sequence of discrete exponents of U at λ. We say that the basis {f 1 , . . . , f M } agrees with exponents at λ. We say that λ is a singular point of U if the discrete exponents at λ differ from the sequence {0 < 1 < · · · < M − 1}.
For i = 1, . . . , M, introduce the local frame-type polynomials
where c 0 = −1. Notice that • roots of each Q i are simple,
• sets of roots of different polynomials do not intersect,
• the union of roots of all Q i is the sequence λ, λ + 1, . . . , λ + c M − M.
In particular, the total degree of this divisor is
. . , S M are the polynomials from Lemma 3.2, then for any k, the polynomial S k is divisible by
Corollary 3.4. Assume that the exponents of U at λ have the form
Then the local frame-type polynomials have the form
. . , L, and the discrete Wronskian of U is divisible by
Proof of Theorem 3.3. We shall prove part(i). Part (ii) is proved analogously.
Let {f 1 , . . . , f M } be a basis in U that agrees with exponents at λ. Consider the matrix-valued function
Lemma 3.5. For t ∈ C, if the corank of F (t) is r, then the discrete Wronskian
It is easy to see that for j < 0, the number r j can be also defined as #{s
Lemma 3.6. For j ∈ Z, the corank of F (λ + j) is not less than r j .
Proof. If j ≥ 0, then F (λ+j) has d j zero rows produced by the functions
If −M ≤ j < 0, then the rows produced by the functions f M −d j +1 , . . . , f M have zeros everywhere except in the first −j columns. Hence, the corank of
By Lemma 3.6, the discrete Wronskian of U is divisible by
can be written as
cs−M j=s−M (u − λ − j). Theorem 3.3 is proved. 3.5. Numerically non-degenerate space of quasi-exponentials. Let U be a space of quasi-exponentials like in Section 3.1.
Let λ 1 , . . . , λ n ∈ C be such that λ i − λ j / ∈ Z for i = j. For i = 1, . . . , n, let the exponents of U at λ i have the form
We say that the space U is a space of quasi-exponentials with data
We say that the space U is a numerically non-degenerate space of quasi-exponentials with respect to data D if
For i = 1, . . . , n, let Q i1 , . . . , Q iM be the local frame-type polynomials associated with the point λ i . For k = 1, . . . , M, define
Lemma 3.7. If U is a numerically non-degenerate space of quasi-exponentials, then the discrete Wronskian of U is given by the formula
Moreover, if S 1 , . . . , S M are the polynomials from Lemma 3.2, then for any i, the polynomial S i is divisible by
The lemma follows from Lemmas 3.1, 3.2, and Theorem 3.3.
3.6. Fundamental difference operator. The monic fundamental difference operator of a space of quasi-exponentials U is the unique monic linear difference operator
U, i is the determinant of the M × M-matrix whose j-th row is
Clearly,B 1 , . . . ,B M are rational functions.
Lemma 3.8. For any i, the functionB i has a limit as u tends to infinity. Denoted this limit byB i (∞). Then
Lemma 3.9. For any i = 1, . . . , M, the function
is a polynomial.
Proof. Let λ be one of the points of the set {λ 1 , . . . , λ n }. For such a λ, in the proof of Theorem 3.3, we defined the numbers d j and r j for j ∈ Z.
For j ∈ Z, define the new numbers p j as follows. Set p j = d j+1 for j ≥ 0, and set
By the construction, we have p j ≤ r j . The reasons in the proof of Theorem 3.3 show that the discrete Wronskian Wr
Similar reasons show that for any k, the determinant Wr
As in the end of the proof of Theorem 3.3, we have
where in the second expression we excluded the empty products over j. Similarly,
where the first expression is analogous to the second expression for X(u), and the second expression may contain certain empty products over j.
Using the second expressions for X(u) and Y (u), we get
Now if λ = λ i , we shall provide X(u) and Y (u) with index i. Calculating the product in (3.3) for λ = λ i , we get
Multiplying this formula over i = 1, . . . , n, we conclude that for any k, the product
is divisible by the discrete Wronskian Wr
Define the regularized fundamental difference operator of the space U as the linear difference operator
of order M with polynomial coefficients, which annihilates U and such that its leading coefficient B 0 is a monic polynomial of the minimal possible degree.
We have
by Lemma 3.8. We say that the space U with data { m, M a , m ab , z a , n, N i , n ij , λ i } is a non-degenerate space of quasi-exponentials if U is numerically non-degenerate and
By Lemma 3.9, if the space U with data { m, M a , m ab , z a , n, N i , n ij , λ i } is non-degenerate, then
Example. Let U be the vector space spanned by the quasi-exponentials u and u(u − 1). Then M = 2, m = 1, z 1 = 1, m 11 = 1, m 12 = 2. Let λ 1 = 0. The exponents of U at λ 1 are 1 and 2. Then n 11 = 1, n 12 = 2, N = N 1 = 2. Equality (3.1) takes the form: 2=2. We have
Hence U with this data is non-degenerate.
Example. Let U be the vector space spanned by the quasi-exponentials u and (−1)
The exponents of U at λ 1 are 1 and 2. Then n 11 = 1, n 12 = 2, N = N 1 = 2. Equality (3.1) takes the form: 2=2. Hence U with this data is numerically non-degenerate. We have
Hence U with this data is degenerate.
The exponents of U at λ 1 are 0, 3. Then N 1 = 1, n 11 = 2, N = 1 and Equality (3.1) is 2 = 2. Therefore, U with this data is numerically non-degenerate. With this data, we have
Hence, U with this data is non-degenerate.
Theorem 3.10. Assume that the space U with data { m, M a , m ab , z a , n, N i , n ij , λ i } is a non-degenerate space of quasi-exponentials. Then
(ii) Write
where A i (τ u ) is a polynomial in τ u with constant coefficients. Then
(iii) The polynomials A 0 , . . . , A M have no common factors of positive degree.
Corollary 3.11. If the space U is non-degenerate with respect to a data { m, M a , m ab , z a , n, N i , n ij , λ i }, then the data is determined uniquely.
The corollary follows from part (i) of the theorem.
Proof of Theorem 3.10. Part (ii) follows from Lemma 3.8. Part (iii) follows from the fact that U does not contain exponential functions z u .
Let Q 1 , . . . , Q M be the polynomials introduced in (3.2). To prove part (i) it is enough to notice that
3.7. Regularized Conjugate Space. Let U with data { m, M a , m ab , z a , n, N i , n ij , λ i } be a non-degenerate space of quasi-exponentials as in Section 3.6. Let Wr
U be the discrete Wronskian of U and let B M (u) be the last coefficient of the regularized fundamental difference operator of U.
The complex vector space spanned by all functions of the form
with f i ∈ V has dimension M. This space is denoted by U ‡ and called regularized conjugate to U.
Lemma 3.12. For any g ∈ U ‡ , the function
is holomorphic in C.
Proof. Let Q 1 , . . . , Q M be the polynomials introduced in (3.2). Let g be a function in
Hence, the possible poles of g come from the product B M (u)Q 1 (u) . . . Q M (u) which remains in the denominator of g. But this product is exactly the product in Lemma 3.12.
For every i = 1, . . . , n and j = 1, . . . , N i , fix a function g ij in U which is equal to zero at u = λ i , λ i + 1, . . . , λ i + M − N i + n ij − 1 and which is not equal to zero at
Lemma 3.13. For given i = 1, . . . , n, j = 0, . . . , N i − 1, let f 1 , . . . , f M −1 be a collection of functions in U containing the functions g i,j+1 , g i,j+2 , . . . , g i,N i and let
.
Then for j = 0, the function F has no poles at
For j > 0, the function F has no poles at
Proof. The first two statements of the lemma are proved in the same way as Lemma 3.12.
We shall prove that the residue of F at u = λ i − N i + n ij is nonzero first assuming that n ij ≥ N i . To prove that the residue is nonzero it is enough to show that (3.5)
Here ord u=λ f denotes the order of zero of the function f at u = λ. Equalities (3.5) follow from the numerical non-degeneracy of the space U and the condition n ij ≥ N i .
Since the collection f 1 , . . . , f M −1 is a generic collection containing the functions g i,j+1 , . . . , g i,N i , the discrete Wronskian Wr
with respect to the last row, we have
where const = 0. The order of Wr
This follows from Theorem 3.3 applied to the functions f 1 , . . . , f M −1 . A similar reason shows that the order at u = λ i − N i + n ij + 1 of all of the other (M − 1) × (M − 1) minors in the right hand side of (3.7) is also not less than N i − j.
By the construction, the function g ij is nonzero at u = λ i − N i + n ij and is zero at u = λ i − N i + n ij − l for l = 1, . . . , M − 1. Therefore, the only term in the right hand side of equality (3.7) that can have order
To prove that the residue of F at u = λ i − N i + n ij is nonzero in the case n ij < N i , it is enough to show that
The proof is similar to the proof of equalities (3.5) and (3.6).
Theorem 3.14.
is the regularized fundamental difference operator of U, then the operator
Proof. Consider the scalar equation
u y and present the equation as a system of first order equations
for i = 1, . . . , M − 1. For the column vector w = (w 1 , . . . , w M ), the system can be presented as a matrix equation τ u w = Cw with the M × M-matrix
where
For a row vector (v 1 , . . . , v M ) the equation τ u v = vC −1 has the form:
This system reduces to the scalar equation
Thus the kernel of the difference operator D ⋆ U consists of the first row entries of the matrix
The formula for the inverse matrix elements shows that D ⋆ U annihilates the functions of the form τ u (Wr 
† be the space regularized conjugate to V . For a = 1, . . . , m, denote by γ a a small circle around z a in C oriented counterclockwise. Denote by U the complex vector space spanned by functions of the form
Theorem 4.1. Let V be a non-degenerate space of quasi-polynomials with data
The space U is a non-degenerate space of quasi-exponentials with data
is the regularized fundamental difference operator of U.
The theorem is proved in Section 4.3.
4.2. Fourier-type transform. Let U be a non-degenerate space of quasi-exponentials with data
. . , n, j = 1, . . . , N i . Let U ‡ be the space regularized conjugate to U. For i = 1, . . . , n, consider the arithmetic sequence
For i = 1, . . . , n, fix a non-self-intersecting closed connected curve γ i in C oriented counterclockwise and such that the points of the sequence S i are inside γ i and the points of other sequences S j for j = i are outside γ i .
Denote by V the complex vector space spanned by functions of the form
where i = 1, . . . , n, f ∈ U ‡ . The vector space V is called bispectral dual to U.
Theorem 4.2. Let U be a non-degenerate space of quasi-exponentials with data
The space V is a non-degenerate space of quasi-polynomials with data
u be the regularized fundamental difference operator of U where A ij are suitable complex numbers. Then
is the regularized fundamental differential operator of V .
The theorem is proved in Section 4.4.
Theorems 4.1 and 4.2 imply that if V is a non-degenerate space of quasi-polynomials and U is bispectral dual to V , then V is bispectral dual to U. Similarly, if U is a non-degenerate space of quasi-exponentials and V is bispectral dual to U, then U is bispectral dual to U.
Proof of Theorem 4.1. The exponents of
Integral (5.1) is nonzero only if f has a pole at x = z a . If f has a pole at x = z a of order −m ab − 1, then integral (5.1) has the form z u a q ab (u) where q ab is a polynomial in u of degree m ab . Thus U is a space of quasi-exponentials of dimension M generated by quasi-exponentials z It is clear that the operator
where B a (u) are polynomials in u with constant coefficients. Lemma 2.3 implies that B 0 (u) = 
form a basis in V † . Such a function f ij has the form x −λ i r ij where r ij is a rational function in x. We have
Consider the following element of U,
If u = λ i + m where N i ≤ m ≤ n ij + M − 1, then the integrand is a rational function with zero residues at 0 and ∞. Hence F ij is zero at u = λ i + m for m from this arithmetic sequence. This remark together with Theorem 3.3 proves that U is a non-degenerate space of quasi-exponentials with data { m, M a , m ab , z a , n, N i , n ij , λ i + N i }.
4.4.
Proof of Theorem 4.2. By Lemmas 3.12 and 3.13, for any i = 1, . . . , n, the functionsf i (x) in (4.2) have the form x λ i −N i p ij (x) where j = 1, . . . , N i and p ij is a polynomial of degree not greater than n ij . Moreover, there exists a function x λ i −N i p ij (x) with p ij of degree exactly equal to n ij .
The functions z 
has the form z −u a r ab (u) where r ab is a rational function in u and ord u=∞ r ab = M a − m ab − N − 1. Consider the following element of V ,
If x = z a , then the integrand is a rational function in u which tends to zero as u tends to infinity. Denote by (i) the i-th derivative. Then F From Theorem 3.14 and formulas for the Fourier-type integral transform, it follows that the differential operator
From part (iii) of Theorem 3.10, it follows that this operator is the regularized fundamental differential operator of V .
Special spaces
5.1. Spaces of quasi-polynomials of an (n, λ, m, z)-type. Let N be a natural number, N > 1. Let n = (n 1 , . . . , n N ) be a vector of nonnegative integers.
Let
be a polynomial of degree n i such that p i (0) = 0. Denote by V the complex vector space spanned by functions
Let z = (z 1 , . . . , z M ), M > 1, be a subset in C containing all singular points of V . Assume that for a = 1, . . . , M, the set of exponents of V at z a has the form
We call the pair (V, z) a space of the (n, λ, m, z)-type or a special space of quasipolynomials.
LetD V be the monic fundamental differential operator of V . The operator (V, z) .
Write the special fundamental differential operator in the form
Then by Lemma 2.3, all of the coefficients A 0 , . . . , A N are polynomials in x of degree not greater than M. If we writẽ
where B i is a polynomial in x∂ x with constant coefficients, then Assume that for some natural number N > 1, there exists a subset of distinct numbers λ = (λ 1 , . . . , λ N ) in C with three properties:
• λ i − λ j / ∈ Z for i = j.
• For i = 1, . . . , N, the set of discrete exponents of U at λ i has the form
In this case we call the pair (U, λ) a space of quasi-exponentials of the (m, z, n, λ)-type or a special space of quasi-exponentials.
LetD U be the monic fundamental difference operator of U. The operator
Write the special fundamental difference operator in the form
Then by Lemma 3.9 and Theorem 3.10, all of the coefficients B 0 , . . . , B M are polynomials in u of degree not greater than N and
If we writeD
where A i (τ u ) is a polynomial in τ u with constant coefficients, then
Theorem 5.1. Let (V, z) be a space of quasi-polynomials of an
j be the special regularized fundamental differential operator of V where A ij are suitable complex numbers. Then
is the special regularized fundamental difference operator of U.
The proof is similar to the proof of Theorem 4.1. The special space of quasi-exponentials (U, λ) is called special bispectral dual to the special space of quasi-polynomials (V, z).
5.4.
Special Fourier-type transform. Let (U, λ) be a space of quasi-exponentials of an (m, z, n, λ)-type. Let Wr
U be the discrete Wronskian of U and let B M (u) be the last coefficient of the special regularized fundamental difference operator of U.
with f i ∈ V has dimension M. This space is denoted by U • and called special regularized conjugate to U.
For i = 1, . . . , N, consider the arithmetic sequence
consisting of n i + 1 terms.
For i = 1, . . . , N, fix a non-selfintersecting closed connected curve γ i in C oriented counterclockwise such that it encircles the sequence S i and does not contain inside or intersect with points of other sequences S j for j = i.
where i = 1, . . . , n, f ∈ U • . The vector space V is called special bispectral dual to U.
Theorem 5.2. Let (U, λ) be a space of quasi-exponentials of an
The space U is a space of quasi-exponentials of the (n, (
u be the special regularized fundamental difference operator of U where A ij are suitable complex numbers. Then
is the special regularized fundamental differential operator of V .
The proof is similar to the proof of Theorem 4.2. The special space of quasi-polynomials (V, z) is called special bispectral dual to the special space of quasi-exponentials (U, λ).
Theorems 5.1 and 5.2 imply that if V is a special space of quasi-polynomials and U is special bispectral dual to V , then V is special bispectral dual to U. Similarly, if U is a special space of quasi-exponentials and V is special bispectral dual to U, then U is bispectral dual to U.
Special spaces and solutions of the Bethe ansatz equations
6.1. Critical points of master functions and special spaces of quasi-polynomials. Let (V, z) be a space of quasi-polynomials of an (n, λ, m, z)-type. We construct the associated master function as follows. Set
Consider the newn 1 + · · · +n N −1 auxiliary variables
1 , . . . , t
(1)
n 2 , . . . , t
Define the master function
The master function is symmetric with respect to the group Σn = Σn 1 × · · · × Σn N−1 of permutations of variables t (i) j preserving the upper index. A point t n with complex coordinates is called a critical point of Φ( · ; λ; m; z) if the following system ofn 1 + · · · +n N −1 equations is satisfied
where j = 1, . . . ,n 1 in the first group of equations, i = 2, . . . , N − 2 and j = 1, . . . ,n i in the second group of equations, j = 1, . . . ,n N −1 in the last group of equations.
In other words, a point t n is a critical point if
In the Gaudin model, equations (6.2) are called the Gaudin Bethe ansatz equations.
The Σn-orbit of a point t n ∈ Cn 1 +···+n N−1 is uniquely determined by the N − 1-tuple y t n = (y 1 , . . . , y N −1 ) of polynomials in x, where
We say that y represents the orbit. Each polynomial of the tuple is considered up to multiplication by a nonzero number since we are interested in the roots of the polynomial only.
We say that t n ∈ Cn 1 +···+n N−1 is Gaudin admissible if the value Φ(t n ; λ; m; z) is well defined and is not zero.
A point t n is Gaudin admissible if and only if the associated tuple has the following properties.
• For a = 1, . . . , M, if m a > 0, then y 1 (z a ) = 0.
• For all i, y i (0) = 0.
• For all i, the polynomial y i has no multiple roots and no common roots with y i−1 or y i+1 . Such tuples are called Gaudin admissible.
Return to (V, z), a space of an (n, λ, m, z)-type. The space V = x λ 1 p 1 (x), . . . , x λ N p N (x) determines the N−1-tuple y V = (y 1 , . . . , y N −1 ) of polynomials in x, where
We call the special space (V, z) Gaudin admissible if the tuple y V is Gaudin admissible. (ii) Assume that t n is Gaudin admissible and t n is a critical point of the master function. Let y = (y 1 , . . . , y N −1 ) be the tuple representing the orbit of t n . Then the differential operator
of order N is the monic fundamental differential operator of a Gaudin admissible special space of quasi-polynomials (V, z) of the (n, λ, m, z)-type. (iii) The correspondence between Gaudin admissible special spaces of quasi-polynomials of the (n, λ, m, z)-type and orbits of Gaudin admissible critical points of the master function described in parts (i), (ii) is reflexive.
This theorem establishes a one-to-one correspondence between Gaudin admissible special spaces of quasi-polynomials of the (n, λ, m, z)-type and orbits of Gaudin admissible critical points of the master function.
6.2. Solutions of the Bethe ansatz equations and special spaces of quasi-exponentials. Let (U, λ) be a space of quasi-exponentials of an (m, z, n, λ)-type. We define the associated system of Bethe ansatz equations as follows. Set
Consider the newm 1 + · · · +m M −1 auxiliary variables
1 , . . . , t 
The Bethe ansatz equations is the following system ofm 1 + · · · +m M −1 equations: 
We say that y represents the orbit. Each polynomial of the tuple is considered up to multiplication by a nonzero number.
We say that t m ∈ Cm
′ , i, and r = 0, . . . , n i . If t m ∈ Cm 1 +···+m M −1 is XXX admissible, then the corresponding tuple y t m is called XXX admissible.
Return to (U, λ), a special space of quasi-exponentials of an (m, z, n, λ)-type. The space U = z 
for a = 1, . . . , M − 2. We call the special space (U, λ) XXX admissible if the tuple y U is XXX admissible. 
of order M is the monic fundamental difference operator of a special space of quasi-exponentials (U, λ) of the (m, z, n, λ)-type. (iii) The correspondence between XXX admissible special spaces of quasi-exponentials of the (m, z, n, λ)-type and orbits of XXX admissible solutions of the XXX Bethe ansatz equations described in parts (i), (ii) is reflexive.
This theorem establishes a one-to-one correspondence between XXX admissible special spaces of quasi-exponentials of the (m, z, n, λ)-type and orbits of XXX admissible solutions of the XXX Bethe ansatz equations. Lemma 7.1. For given fixed m, z and generic λ, the master function Φ(t n ; λ; m; z), defined in (6.1), has only finitely many Gaudin admissible critical points.
The lemma follows from Lemma 2.1 in [MV1] .
7.2. The number of orbits of the Gaudin admissible critical points. Let λ 1 , . . . , λ N ∈ C be distinct numbers such that λ i − λ j / ∈ Z for i = j. Setn = n 1 + · · · + n N . Consider the complex vector space X spanned by functions x λ i +j , i = 1, . . . , N, j = 0, . . . , n i . The space X is of dimensionn + N.
For z ∈ C * , define a complete flag F (z) in X,
where F k (z) consists of all f ∈ X which have zero at z of order not less thatn + N − k. The subspace F k (z) has dimension k. Define two complete flags of X at infinity. Say that
where F k (∞ 1 ) is spanned by k smallest elements with respect to < 1 .
Say that
where F k (∞ 2 ) is spanned by k smallest elements with respect to < 2 .
Denote by Gr(X, N) the Grassmannian manifold of N-dimensional vector subspaces of X. Let F be a complete flag of X,
A ramification sequence is a sequence (c 1 , . . . , c N 
Define the ramification sequences
• We have N) . The pair (V, z) is a space of the (n, λ, m, z)-type, if and only if V belongs to the intersection of M + 2 Schubert cells
According to Schubert calculus, the multiplicity of the intersection of Schubert cycles
can be expressed in representation-theoretic terms as follows.
For a ramification sequence c denote by L N c the finite dimensional irreducible gl N -module with highest weight c. Any gl N -module L N has a natural structure of an sl N -module denoted by L N . By [Fu] , the multiplicity of the intersection in (7.1) is equal to the multiplicity of the trivial sl N -module in the tensor product of sl N -modules
). The multiplicity of the trivial sl N -module in the tensor product (7.2) is equal to the dimension of the weight subspace of weight [n 1 , . . . , n N ] in the tensor product of gl N -modules
Corollary 7.4. For generic λ, the number of orbits of the Gaudin admissible critical points of the master function Φ(t n ; λ; m; z), is not greater than the dimension of the weight space (L Proof. If the algebraic set of XXX admissible solutions of (6.3) is infinite, then it is unbounded. Suppose that we have a sequence of solutions which is unbounded. Without loss of generality, we assume that t For λ ∈ C, define a complete flag F (λ) in Y ,
where F k (λ) consists of all f ∈ Y which are divisible by
Define two complete flags of Y at infinity.
where F k (∞ 1 ) is spanned by k smallest elements with respect to
Denote by Gr(Y, M) the Grassmannian manifold of M-dimensional vector subspaces of Y . Let F be a complete flag of Y ,
For i = 1, . . . , N, define the ramification sequence c(i) = (n i , 0, . . . , 0) .
Lemma 7.6.
• We have
• Let U ∈ Gr(Y, M). The pair (U, λ) is a space of the (m, z, n, λ)-type, if and only if U belongs to the intersection of N + 2 Schubert cells
For a ramification sequence c = (
the finite dimensional irreducible gl M -module with highest weight c. Any gl M -module L M has a natural structure of an sl M -module denoted by L M . By [Fu] , the multiplicity of the intersection in (7.1) is equal to the multiplicity of the trivial sl M -module in the tensor product of sl M -modules
By Proposition 7.3, the multiplicity of the trivial sl M -module in the tensor product (7.5) is equal to the dimension of the weight subspace of weight [m 1 , . . . , m M ] in the tensor product of gl M -modules
Corollary 7.7. For generic z, the number of orbits of the XXX admissible of λ-type solutions of the Bethe ansatz equations (6.3) is not greater than the dimension of the weight space (L
8. The KZ and dynamical Hamiltonians 8.1. The Gaudin KZ Hamiltonians. Let E ij , i, j = 1, . . . , N, be the standard generators of the complex Lie algebra gl N .
We have the root decomposition gl N = n + ⊕ h ⊕ n − where
Let Y = Y 1 ⊗. . .⊗Y M be the tensor product of finite-dimensional irreducible gl N -modules.
The Gaudin KZ Hamiltonians H G a (λ, z), a = 1, . . . , M, acting on Y -valued functions of λ = (λ 1 , . . . , λ N ), z = (z 1 , . . . , z M ) are defined by the formula [TV5] :
Here the linear operator (
ii acts as E ii on Y a and as the identity on other factors.
8.2. The Gaudin dynamical Hamiltonians. For any i, j = 1, . . . , N, i = j, introduce a series B ij (t) depending on a complex number t:
The series has a well-defined action in any finite-dimensional gl N -module W giving an End (W )-valued rational function of t. The Gaudin dynamical Hamiltonians G 
8.3. The Gaudin diagonalization problem. The Gaudin KZ and dynamical Hamiltonians commute [TV4] ,
. . , M, and i, j = 1, . . . , N.
The Gaudin diagonalization problem is to diagonalize simultaneously the Gaudin KZ Hamiltonians H 
Assume that each of λ and z has distinct coordinates. Consider the Hamiltonians H
. The Bethe ansatz method is a method to construct common eigenvectors of the Hamiltonians.
As in Section 6.1 consider the space Cn 1 +···+n N−1 with coordinates t n . Let Φ(t n ; λ; m; z) be the master function on Cn 1 +···+n N−1 defined in (6.1). In Section 4 of [MaV] , a certain L m [n]-valued rational function ω G :
, depending on z, is constructed. It is called the Gaudin universal rational function. For N = 2 formulas for the Gaudin universal rational function see below in Section 10.2.
The Gaudin universal rational function is well defined for admissible t n . The Gaudin universal rational function is symmetric with respect to the Σn-action.
If t n is a Gaudin admissible critical point of the master function, then the vector ω We have the root decomposition gl M = n + ⊕ h ⊕ n − where
Let V, W be irreducible finite-dimensional gl M -modules with highest weight vectors v ∈ V, w ∈ W . The associated rational R-matrix is a rational End (V ⊗ W )-valued function R V W (t) of a complex variable t uniquely determined by the gl M -invariance condition,
for any g ∈ gl M , the commutation relations
for any a, b, and the normalization condition
The XXX KZ Hamiltonians H X i (z, λ), i = 1, . . . , N, acting on Y -valued functions of z = (z 1 , . . . , z M ), λ = (λ 1 , . . . , λ N ) are defined by the formula [TV5] : 
8.7. The XXX diagonalization problem. The XXX KZ and dynamical Hamiltonians commute [TV6] , N, and a, b = 1, . . . , M.
The XXX diagonalization problem is to diagonalize simultaneously the XXX Hamiltonians for given z, λ. The Hamiltonians preserve the weight decomposition of Y and the diagonalization problem can be considered on a given weight subspace of Y . 
Assume that each of z and λ has distinct coordinates. Consider the Hamiltonians H
The Bethe ansatz method is a method to construct common eigenvectors of the Hamiltonians.
As in Section 6.2 consider the space Cm 1 +···+m M −1 with coordinates t m and the XXX Bethe ansatz equations (6.3). Let 1 = (1, . . . , 1) and
1 , . . . , ξ 
is an eigenvector of the XXX Hamiltonians,
The (gl N , gl M ) duality for KZ and dynamical Hamiltonians
the submodule L . There are two isomorphisms of vector spaces, (9.1)
Under these isomorphisms,
Isomorphisms (9.1) induce an isomorphism of the weight subspaces,
Under this isomorphism the KZ and dynamical Hamiltonians interchange,
Recall that 1 = (1, . . . , 1) ∈ C N , and ξ m is defined by (8.2). Let t n be a Gaudin admissible critical point of the master function Φ( · ; λ − n; m; z). Let (V, z) be the associated space of the (n, λ − n, m, z)-type. Let (U, λ − n + 1) be its special bispectral dual space of the (m, z, n, λ − n + 1)-type. Assume that (U, λ − n + 1) is XXX admissible. Let t m + ξ m be the associated XXX admissible solution of the Bethe ansatz equations (6.3).
Conjecture 9.1. The corresponding Bethe vectors ω
are proportional under the duality isomorphism (9.2).
10. The case of N = M = 2 10.1. The (gl 2 , gl 2 ) duality. Let n = (n 1 , n 2 ) and m = (m 1 , m 2 ) be two vectors of nonnegative integers such that n 1 + n 2 = m 1 + m 2 . Fix λ = (λ 1 , λ 2 ) and z = (z 1 , z 2 ) each with distinct coordinates. The vectors
2) identifies the vectors with the same index i.
We consider the Gaudin Hamiltonians on L m [n] and the XXX Hamiltonians on
Let B i,j (t) be the series defined in Section 8.2. Consider the map
defined by the formula
For a generic λ this map is an isomorphism. By [TV4] , the map b(λ) commutes with the Gaudin Hamiltonians in the following sense:
The map
The Weyl isomorphism commutes with the XXX Hamiltonians,
10.2. The Gaudin universal rational function and the fundamental differential equation. Let n = (n 1 , n 2 ) and m = (m 1 , m 2 ) be two vectors of nonnegative integers such that n 1 + n 2 = m 1 + m 2 .
Fix λ = (λ 1 , λ 2 ) and z = (z 1 , z 2 ) each with distinct coordinates. The Gaudin universal rational L m [n]-valued function is the function
and Sym n f (t 1 , . . . , t n ) = σ∈Σn f (t σ(1) , . . . , t σ(n) ), see [MaV] . The Gaudin universal rational function is symmetric with respect to the group Σ n 2 of permutations of variables t 1 , . . . , t n 2 . The Σ n 2 -orbit of a point t n = (t 1 , . . . , t n 2 ) is represented by the polynomial p(x) = (x − t 1 ) . . . (x − t n 2 ).
The
. . , n 2 , form a basis in the space of polynomials in x of degree not greater than n 2 .
Lemma 10.1. Let p(x) = (x − t 1 ) . . . (x − t n 2 ) be a polynomial. Let the numbers C 0 , . . . , C n 2 be given by formula (10.4). Then
. Let (V, z) be a space of the (n, λ, m, z)-type. The special fundamental differential operator of (V, z) has the form
where φ ij are suitable numbers such that
The operator D can be written also in the form
where ψ ij are such that
and ψ 11 (λ 1 − λ 2 − n 2 ) = φ 11 (λ 1 − λ 2 + n 1 ) + m 2 n 2 .
Equation Df = 0 has a solution
Due to conditions (10.5), the expression x −λ 2 Df (x) is a polynomial of degree at most n 2 + 1 vanishing at x = 0. Expanding this polynomial as a linear combination of the polynomials
. . , n 2 , we obtain that the equation Df = 0 is equivalent to the following relations for the coefficients c 0 , . . . , c n 2 :
Notice that values i = 0, n 2 − m 1 , m 2 , n 2 are the values of i for which equation (10.6) does not contain c i−1 or c i+1 .
Lemma 10.2. Equations (10.6) with i such that α ≤ i ≤ β form a closed system of equations with respect to c j such that α ≤ j ≤ β.
Equations (10.6) have a symmetry. Namely, (10.6) does not change if we replace the parameters λ 1 , λ 2 , n 1 , n 2 , φ 11 , i by λ 2 , λ 1 , n 2 , n 1 , ψ 12 , m 2 − i, respectively, and after that replace the unknowns c j by (z 1 /z 2 ) j c m 2 −j .
10.3. The XXX universal rational function and the fundamental difference equation. Let n = (n 1 , n 2 ) and m = (m 1 , m 2 ) be two vectors of nonnegative integers such that n 1 + n 2 = m 1 + m 2 . Fix λ = (λ 1 , λ 2 ) and z = (z 1 , z 2 ) each with distinct coordinates. The XXX universal rational L n [m]-valued function is the function
The XXX universal rational function is symmetric with respect to the group Σ m 2 of permutations of variables s 1 , . . . , s m 2 . The Σ m 2 -orbit of a point s n = (s 1 , . . . , s m 2 ) is represented by the polynomial q(u)
The polynomials represents the orbit of a Gaudin admissible solution of the system (10.11), the polynomial q 2 represents the orbit of an XXX admissible solution of the system (10.12), and the polynomial q 1 represents the orbit of an XXX admissible solution of the system (10.13).
11. Baker-Akhieser functions and bispectral correspondence 11.1. Grassmannian of Gaudin admissible non-degenerate spaces. For λ ∈ C, we call a vector subspace X λ ⊂ C[u] Gaudin admissible at λ if there exists m ∈ Z ≥0 such that (u − λ)(u − λ − 1) . . . (u − λ − m + 1) C[u] ⊂ X λ and there exists f ∈ X λ such that f (λ) = 0. We call a vector subspace X ⊂ C[u] Gaudin admissible if
where n is a natural number, λ 1 , . . . , λ n ∈ C are such that λ i − λ j / ∈ Z if i = j, and for any i, X λ i is Gaudin admissible at λ i .
Each X λ i can be defined by a finite set of linear equations. Namely, there exist a positive integer N i , a sequence of integers 0 < n i1 < · · · < n iN i and complex numbers c i,j,a , a = 0, . . . , n ij , such that c i,j,n ij = 0 for all i, j. Then the space X λ i consists of all polynomials r ∈ C[u] satisfying the equations For a Gaudin admissible subspace X, define the complex vector space V as the space spanned by functions x λ i p ij (x), i = 1, . . . , n, j = 1, . . . , N i , where p ij (x) = n ij a=0 c i,j,a x a . The space V is a space of quasi-polynomials of the type considered in Section 2.1.
On the other hand, having a space V of quasi-polynomials, as in Section 2.1, we can recover a Gaudin admissible subspace X ⊂ C[u] by formula (11.1).
We say that the space X is non-degenerate if the corresponding space V is nondegenerate in the sense of Section 2.1.
We denote the set of all Gaudin admissible non-degenerate subspaces by Gr G and call it the Grassmannian of the Gaudin admissible non-degenerate subspaces.
Let X ⊂ C[u] be a Gaudin admissible subspace and V the associated space of quasipolynomials in x. Define the algebra A X = { p ∈ C[u] | p(u) X ⊂ X }. An equivalent definition is A X = { p ∈ C[u] | p(x∂ x ) V ⊂ V }. c ij x −i u −j .
It is easy to see that for every p ∈ A X , there exists a linear differential operator L p (x, ∂ x ) with rational coefficients such that L p (x, ∂ x )D V =D V p(x∂ x ). As a corollary, we conclude that L p (x, ∂ x ) Ψ X (x, u) = p(u) Ψ X (x, u) .
For p 1 , p 2 ∈ A, the corresponding operators L p 1 (x, ∂ x ) and L p 2 (x, ∂ x ) commute.
11.2. Grassmannian of XXX admissible non-degenerate spaces. Let z ∈ C * be a nonzero complex number with fixed argument. We call a vector subspace Y z ⊂ C[x] XXX admissible at z if there exists n ∈ Z ≥0 such that (x−z) To determine x u at x = z a we use the chosen argument of z a . The space U is a space of quasi-exponentials in u of the type considered in Section 3.1.
On the other hand, having a space U of quasi-exponentials, as in Section 3.1, we can recover an XXX admissible subspace Y ⊂ C[x] by formula (11.2).
We say that Y is non-degenerate if the corresponding U is non-degenerate in the sense of Section 3.6.
We denote the set of all XXX admissible non-degenerate subspaces by Gr X and call it the Grassmannian of the XXX admissible non-degenerate subspaces. c ij u
It is easy to see that for every p ∈ A Y , there exists a linear difference operator L p (u, τ u ) with rational coefficients such that L p (u, τ u )D V =D V p(τ u ). As a corollary, we conclude that
. For p 1 , p 2 ∈ A, the corresponding operators L p 1 (u, τ u ) and L p 2 (u, τ u ) commute.
11.3. Bispectral correspondence. In terms of the Baker-Akhiezer functions, we introduce a bispectral correspondence between points of the Grassmanian of Gaudin admissible non-degenerate subspaces and points of the Grassmanian of XXX admissible non-degenerate subspaces. We say that a Gaudin admissible non-degenerate space X corresponds to an XXX admissible non-degenerate space Y if Ψ X (x, u) = Φ Y (u, x). This correspondence is an analog of Wilson's bispectral correspondence in [W] .
Theorem 11.1. Let V be a non-degenerate space of quasi-polynomials and let U be the non-degenerate space of quasi-exponentials which are bispectral dual with respect to the integral transforms of Section 4. Then the corresponding admissible spaces X ∈ Gr G and Y ∈ Gr X are bispectral correspondent.
