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Abstrat
In this paper, we present and ompare various align-
ment models for statistial mahine translation. We
propose to measure the quality of an alignment
model using the quality of the Viterbi alignment
ompared to a manually-produed alignment and de-
sribe a rened annotation sheme to produe suit-
able referene alignments. We also ompare the im-
pat of dierent alignment models on the translation
quality of a statistial mahine translation system.
1 Introdution
In statistial mahine translation (SMT) it is nees-
sary to model the translation probability Pr(f
J
1
je
I
1
).
Here f
J
1
= f denotes the (Frenh) soure and e
I
1
= e
denotes the (English) target string. Most SMT
models (Brown et al., 1993; Vogel et al., 1996)
try to model word-to-word orrespondenes between
soure and target words using an alignment mapping
from soure position j to target position i = a
j
.
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To allow for Frenh words whih do not diretly or-
respond to any English word an artiial 'empty'
word e
0
is added to the target sentene at position
i = 0.
The dierent alignment models we present pro-
vide dierent deompositions of Pr(f
J
1
; a
J
1
je
I
1
). An
alignment a^
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for whih holds
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for a spei model is alled Viterbi alignment of
this model.
In this paper we will desribe extensions to the
Hidden-Markov alignment model from (Vogel et al.,
1996) and ompare these to Models 1 - 4 of (Brown
et al., 1993). We propose to measure the quality of
an alignment model using the quality of the Viterbi
alignment ompared to a manually-produed align-
ment. This has the advantage that one having pro-
dued a referene alignment, the evaluation itself an
be performed automatially. In addition, it results in
a very preise and reliable evaluation riterion whih
is well suited to assess various design deisions in
modeling and training of statistial alignment mod-
els.
It is well known that manually performing a word
alignment is a ompliated and ambiguous task
(Melamed, 1998). Therefore, to produe the refer-
ene alignment we use a rened annotation sheme
whih redues the ompliations and ambiguities o-
urring in the manual onstrution of a word align-
ment. As we use the alignment models for mahine
translation purposes, we also evaluate the resulting
translation quality of dierent models.
2 Alignment with HMM
In the Hidden-Markov alignment model we assume
a rst-order dependene for the alignments a
j
and
that the translation probability depends only on a
j
and not on a
j 1
:
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Later, we will desribe a renement with a depen-
dene on e
a
j 1
in the alignment model. Putting
everything together, we have the following basi
HMM-based model:
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with the alignment probability p(iji
0
; I) and the
translation probability p(f je). To nd a Viterbi
alignment for the HMM-based model we resort to
dynami programming (Vogel et al., 1996).
The training of the HMM is done by the EM-
algorithm. In the E-step the lexial and alignment
ounts for one sentene-pair (f ; e) are alulated:
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In the M-step the lexion and translation probabili-
ties are:
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To avoid the summation over all possible alignments
a, (Vogel et al., 1996) use the maximum approxima-
tion where only the Viterbi alignment path is used to
ollet ounts. We used the Baum-Welh-algorithm
(Baum, 1972) to train the model parameters in our
experiments. Thereby it is possible to perform an
eÆient training using all alignments.
To make the alignment parameters independent
from absolute word positions we assume that the
alignment probabilities p(iji
0
; I) depend only on the
jump width (i   i
0
). Using a set of non-negative
parameters f(i   i
0
)g, we an write the alignment
probabilities in the form:
p(iji
0
; I) =
(i  i
0
)
P
I
i
00
=1
(i
00
  i
0
)
: (2)
This form ensures that for eah word position i
0
,
i
0
= 1; :::; I , the alignment probabilities satisfy the
normalization onstraint.
Extension: rened alignment model
The ount table (i   i
0
) has only 2  I
max
  1 en-
tries. This might be suitable for small orpora, but
for large orpora it is possible to make a more re-
ned model of Pr(a
j
jf
j 1
1
; a
j 1
1
; e
I
1
). Espeially, we
analyzed the eet of a dependene on e
a
j 1
or f
j
.
As a dependene on all English words would result
in a huge number of alignment parameters we use as
(Brown et al., 1993) equivalene lasses G over the
English and the Frenh words. Here G is a mapping
of words to lasses. This mapping is trained au-
tomatially using a modiation of the method de-
sribed in (Kneser and Ney, 1991). We use 50 lasses
in our experiments. The most general form of align-
ment distribution that we onsider in the HMM is
p(a
j
  a
j 1
jG(e
a
j
); G(f
j
); I).
Extension: empty word
In the original formulation of the HMM alignment
model there is no `empty' word whih generates
Frenh words having no diretly aligned English
word. A diret inlusion of an empty word in the
HMM model by adding an e
0
as in (Brown et al.,
1993) is not possible if we want to model the jump
distanes i   i
0
, as the position i = 0 of the empty
word is hosen arbitrarily. Therefore, to introdue
the empty word we extend the HMM network by I
empty words e
2I
I+1
. The English word e
i
has a or-
responding empty word e
i+I
. The position of the
empty word enodes the previously visited English
word.
We enfore the following onstraints for the tran-
sitions in the HMM network (i  I , i
0
 I):
p(i+ I ji
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The parameter p
H
0
is the probability of a transition
to the empty word. In our experiments we set p
H
0
=
0:2.
Smoothing
For a better estimation of infrequent events we in-
trodue the following smoothing of alignment prob-
abilities:
p
0
(a
j
ja
j 1
; I) =  
1
I
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j
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In our experiments we use  = 0:4.
3 Model 1 and Model 2
Replaing the dependene on a
j 1
in the HMM
alignment model by a dependene on j, we obtain
a model whih an be seen as a zero-order Hidden-
Markov Model whih is similar to Model 2 proposed
by (Brown et al., 1993). Assuming a uniform align-
ment probability p(ijj; I) = 1=I , we obtain Model
1.
Assuming that the dominating fator in the align-
ment model of Model 2 is the distane relative to the
diagonal line of the (j; i) plane the model p(ijj; I) an
be strutured as follows (Vogel et al., 1996):
p(ijj; I) =
r(i  j
I
J
)
P
I
i
0
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0
  j
I
J
)
: (3)
This model will be referred to as diagonal-oriented
Model 2.
4 Model 3 and Model 4
Model: The fertility models of (Brown et al., 1993)
expliitly model the probability p(je) that the En-
glish word e
i
is aligned to

i
=
X
j
Æ(a
j
; i)
Frenh words.
Model 3 of (Brown et al., 1993) is a zero-order
alignment model like Model 2 inluding in addi-
tion fertility parameters. Model 4 of (Brown et al.,
1993) is also a rst-order alignment model (along
the soure positions) like the HMM, but inludes
also fertilities. In Model 4 the alignment position
j of an English word depends on the alignment po-
sition of the previous English word (with non-zero
fertility) j
0
. It models a jump distane j j
0
(for on-
seutive English words) while in the HMM a jump
distane i i
0
(for onseutive Frenh words) is mod-
eled. The full desription of Model 4 (Brown et al.,
1993) is rather ompliated as there have to be on-
sidered the ases that English words have fertility
larger than one and that English words have fertil-
ity zero.
For training of Model 3 and Model 4, we use an
extension of the program Giza (Al-Onaizan et al.,
1999). Sine there is no eÆient way in these mod-
els to avoid the expliit summation over all align-
ments in the EM-algorithm, the ounts are olleted
only over a subset of promising alignments. It is not
known an eÆient algorithm to ompute the Viterbi
alignment for the Models 3 and 4. Therefore, the
Viterbi alignment is omputed only approximately
using the method desribed in (Brown et al., 1993).
The models 1-4 are trained in suession with the
nal parameter values of one model serving as the
starting point for the next.
A speial problem in Model 3 and Model 4 on-
erns the deieny of the model. This results in
problems in re-estimation of the parameter whih
desribes the fertility of the empty word. In nor-
mal EM-training, this parameter is steadily dereas-
ing, produing too many alignments with the empty
word. Therefore we set the probability for aligning
a soure word with the empty word at a suitably
hosen onstant value.
As in the HMM we easily an extend the depen-
denies in the alignment model of Model 4 easily
using the word lass of the previous English word
E = G(e
i
0
), or the word lass of the Frenh word
F = G(f
j
) (Brown et al., 1993).
5 Inluding a Manual Ditionary
We propose here a simple method to make use of
a bilingual ditionary as an additional knowledge
soure in the training proess by extending the train-
ing orpus with the ditionary entries. Thereby, the
ditionary is used already in EM-training and an
improve not only the alignment for words whih are
in the ditionary but indiretly also for other words.
The additional sentenes in the training orpus are
weighted with a fator F
lex
during the EM-training
of the lexion probabilities.
We assign the ditionary entries whih really o-
our in the training orpus a high weight F
lex
and
the remaining entries a very low weight. In our ex-
periments we use F
lex
= 10 for the o-ourring di-
tionary entries whih is equivalent to adding every
ditionary entry ten times to the training orpus.
6 The Alignment Template System
The statistial mahine-translation method desri-
bed in (Oh et al., 1999) is based on a word aligned
training orpus and thereby makes use of single-
word based alignment models. The key element of
this approah are the alignment templates whih are
pairs of phrases together with an alignment between
the words within the phrases. The advantage of
the alignment template approah over word based
statistial translation models is that word ontext
and loal re-orderings are expliitly taken into a-
ount. We typially observe that this approah pro-
dues better translations than the single-word based
models. The alignment templates are automatially
trained using a parallel training orpus. For more
information about the alignment template approah
see (Oh et al., 1999).
7 Results
We present results on the Verbmobil Task whih is
a speeh translation task in the domain of appoint-
ment sheduling, travel planning, and hotel reserva-
tion (Wahlster, 1993).
We measure the quality of the above mentioned
alignment models with respet to alignment quality
and translation quality.
To obtain a referene alignment for evaluating
alignment quality, we manually aligned about 1.4
perent of our training orpus. We allowed the hu-
mans who performed the alignment to speify two
dierent kinds of alignments: an S (sure) alignment
whih is used for alignments whih are unambigu-
ously and a P (possible) alignment whih is used
for alignments whih might or might not exist. The
P relation is used espeially to align words within
idiomati expressions, free translations, and missing
funtion words. It is guaranteed that S  P . Figure
1 shows an example of a manually aligned sentene
with S and P relations. The human-annotated align-
ment does not prefer any translation diretion and
may therefore ontain many-to-one and one-to-many
relationships. The annotation has been performed
by two annotators, produing sets S
1
, P
1
, S
2
, P
2
.
The referene alignment is produed by forming the
intersetion of the sure alignments (S = S
1
\S
2
) and
the union of the possible alignments (P = P
1
[ P
2
).
The quality of an alignment A = f(j; a
j
)g is mea-
sured using the following alignment error rate:
AER(S; P ;A) = 1 
jA \ Sj+ jA \ P j
jAj+ jSj
:
yes
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then
I
would
say
,
let
us
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at
that
.
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w
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r
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Figure 1: Example of a manually annotated align-
ment with sure (lled dots) and possible onnetions.
Obviously, if we ompare the sure alignments of ev-
ery single annotator with the referene alignment we
obtain an AER of zero perent.
Table 1: Corpus harateristis for alignment quality
experiments.
German English
Train Sentenes 34 446
Words 329 625 343 076
Voabulary 5 936 3 505
Ditionary Entries 4 183
Words 4 533 5 324
Test Sentenes 354
Words 3 109 3 233
Table 1 shows the harateristis of training and
test orpus used in the alignment quality experi-
ments. The test orpus for these experiments (not
for the translation experiments) is part of the train-
ing orpus.
Table 2 shows the alignment quality of dierent
alignment models. Here the alignment models of
HMM and Model 4 do not inlude a dependene
on word lasses. We onlude that more sophisti-
ated alignment models are ruial for good align-
ment quality. Consistently, the use of a rst-order
alignment model, modeling an empty word and fer-
tilities result in better alignments. Interestingly, the
simpler HMM alignment model outperforms Model
3 whih shows the importane of rst-order align-
ment models. The best performane is ahieved
with Model 4. The improvement by using a ditio-
nary is small ompared to the eet of using better
alignment models. We see a signiant dierene
in alignment quality if we exhange soure and tar-
get languages. This is due to the restrition in all
alignment models that a soure language word an
be aligned to at most one target language word. If
German is soure language the frequently ourring
German word ompounds, annot be aligned or-
retly, as they typially orrespond to two or more
English words.
Table 3 shows the eet of inluding a dependene
on word lasses in the alignment model of HMM or
Model 4. By using word lasses the results an be
Table 3: Eet of inluding a dependene on word
lasses in the alignment model.
AER [%℄
Dependenies HMM Model 4
no 8.0 6.5
soure 7.5 6.0
target 7.1 6.1
soure + target 7.6 6.1
improved by 0.9% when using the HMM and by 0.5%
when using Model 4.
For the translation experiments we used a dier-
ent training and an independent test orpus (Table
4).
Table 4: Corpus harateristis for translation qual-
ity experiments.
German English
Train Sentenes 58 332
Words 519 523 549921
Voabulary 7 940 4 673
Test Sentenes 147
Words 1 968 2 173
PP (trigram LM) (40.3) 28.8
For the evaluation of the translation quality we
used the automatially omputable Word Error Rate
(WER) and the Subjetive Sentene Error Rate
(SSER) (Nieen et al., 2000). The WER orre-
sponds to the edit distane between the produed
translation and one predened referene translation.
To obtain the SSER the translations are lassied by
human experts into a small number of quality lasses
ranging from \perfet" to \absolutely wrong". In
omparison to the WER, this riterion is more mean-
ingful, but it is also very expensive to measure. The
translations are produed by the alignment template
system mentioned in the previous setion.
Table 2: Alignment error rate (AER [%℄) of dierent alignment models for the translations diretions English
into German (German words have fertilities) and German into English.
English ! German German ! English
Ditionary no yes no yes
Empty Word no yes yes no yes yes
Model 1 17.8 16.9 16.0 22.9 21.7 20.3
Model 2 12.8 12.5 11.7 17.5 17.1 15.7
Model 2(diag) 11.8 10.5 9.8 16.4 15.1 13.3
Model 3 10.5 9.3 8.5 15.7 14.5 12.1
HMM 10.5 9.2 8.0 14.1 12.9 11.5
Model 4 9.0 7.8 6.5 14.0 12.5 10.8
Table 5: Eet of dierent alignment models on
translation quality.
Alignment Model
in Training WER[%℄ SSER[%℄
Model 1 49.8 22.2
HMM 47.7 19.3
Model 4 48.6 16.8
The results are shown in Table 5. We see a lear
improvement in translation quality as measured by
SSER whereas WER is more or less the same for all
models. The improvement is due to better lexions
and better alignment templates extrated from the
resulting alignments.
8 Conlusion
We have evaluated various statistial alignment
models by omparing the Viterbi alignment of the
model with a human-made alignment. We have
shown that by using more sophistiated models the
quality of the alignments improves signiantly. Fur-
ther improvements in produing better alignments
are expeted from using the HMM alignment model
to bootstrap the fertility models, from making use of
ognates, and from statistial alignment models that
are based on word groups rather than single words.
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