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ABSTRACT 

An experimental study of two-phase flow patterns and droplet entrainment in a 
horizontal-tube evaporator was conducted. The study is an element of the worldwide change 
from the current generation of refrigerants to chemicals with reduced ozone-depletion and 
global-warming potential. Measurements were made with serpentine aluminum and glass 
evaporators with geometries typical of those used for domestic refrigeration. The refrigerant in 
the majority of tests was R134a (tetrafluoroethane), which will replace R12 
(dichlorodifluoromethane) for domestic refrigeration and automotive air-conditioning 
applications in 1995. Baseline data with R12 and R22 (chlorodifluoromethane, currently used in 
residential air conditioners) were also recorded. 
The phenomenon of primary interest was the non-equilibrium transport of liquid droplets 
within slightly superheated vapor at the evaporator exit. In sufficient quantity, such liquid would 
prove detrimental to evaporator performance by increasing the vapor superheat level at a given 
heat duty and reducing the effective temperature difference between refrigerant and air. Also of 
concern were substantial variations in carry over rate with time, and corresponding fluctuations 
in exit temperature. These variations are due to the formation of slugs far upstream in the 
evaporator which rapidly transport a surplus of liquid toward the exit. 
A flow loop was constructed to circulate oil-free refrigerant through the evaporator under 
conditions spanning those of domestic refrigerator operation. Liquid carry over (expressed as a 
dimensionless entrained mass fraction, or EMF) was measured as a function of inlet quality, heat 
flux, mass flux and exit superheat level. A laser-based phase/Doppler particle analyzer was used 
to measure droplet diameters and velocities within an optical probe volume at the evaporator 
exit. Videotapes and still photographs of flow patterns within the glass evaporator were made. 
Two types of experiments -- time-averaged and time-resolved -- were conducted. The former 
revealed the quantitative dependence of EMF on the independent variables, while the latter 
documented the relationship between EMF and flow-regime transitions within the evaporator. 
Tests with three refrigerants over wide ranges of operating conditions revealed time­
averaged EMFs of no more than 0.1 percent. Thus, liquid carry over does not significantly affect 
the performance of the evaporator as a heat exchanger. Analysis of variance (ANDV A) revealed 
exit superheat to have the strongest effect on entrained mass fraction, followed by mass flux, 
inlet quality and heat flux. Time-averaged EMFs varied with operating conditions by several 
orders of magnitude, decreasing with increasing superheat level (due to lower entrainment rates 
near the exit and more rapid droplet vaporization) and mass flux and inlet quality (due to a lower 
liquid inventory in the first few evaporator passes). An expression relating EMF to 
dimensionless forms of the independent variables was developed via nonlinear multiple 
regression. 
iii 
The incidence of slug flow within the evaporator and its effect on evaporator exit 
conditions were documented in the time-resolved experiments, using techniques such as auto­
and cross-correlation and Fourier transform. Time-resolved EMFs as high as one percent were 
observed, as well as sharp reductions in exit superheat of as much as g0c. These coincided with 
the arrival at the exit of slug remnants in the form of entrained droplet clusters. The distribution 
of superheat readings with time was found to follow a Rayleigh probability density function. 
This finding will facilitate the use of the superheat reading in control strategies, should it become 
necessary to actively control refrigerant flow rate. 
IV 
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CHAPTER 1. INTRODUCTION 

This project was undertaken as part of the worldwide effort to change from the current 
generation of refrigerants to chemicals with substantially reduced ozone-depletion and global­
warming potential. Ultimately, several chemicals will be required to span the temperature ranges 
encompassing commercial food processing through residential air conditioning. This work 
focused on the replacement of refrigerant R12 (dichloro-difluoromethane) with R134a 
(tetrafluoroethane) for mid-temperature applications such as domestic refrigeration and 
automotive air conditioning by investigating the fluid-mechanic behavior of R134a in 
evaporators. 
It was necessary at the outset to identify a simple, yet commercially important geometry 
with which to work. The design jointly selected by the project staff and the industrial advisory 
board (consisting of representatives of the sponsoring companies) was a serpentine, horizontal­
tube evaporator typical of those found in domestic refrigerators. The evaporator, shown 
schematically in Fig. 1.1, operates with an inlet quality of 10 to 20 percent and slightly 
superheated vapor at the outlet. In addition to the glass unit pictured, experiments were 
conducted in an aluminum evaporator of the same geometry. 
The flow patterns one might observe in a horizontal evaporator are illustrated in Fig. 1.2. 
For completeness the inlet fluid is shown to be subcooled, with simple forced-convection heat 
transfer in the first stage of the evaporator. Vapor bubbles begin to form as the bulk fluid 
temperature approaches saturation. Buoyancy causes the bubbles to collect at the top of the tube, 
ultimately resulting in stratified flow. The liquid and vapor velocities increase with increasing 
quality, and waves form at the interface. Under certain conditions, these waves grow to block 
the tube cross-section, forming liquid slugs that travel rapidly through the tube. At still higher 
qualities, the liquid is swept around the tube wall, forming an annular mm around a high-velocity 
vapor core. Droplets are stripped from the crests of waves at the interface and are entrained in 
the vapor. Eventually the annular film is fully vaporized, leaving a mist of droplets in a slightly 
superheated vapor. 
This is, of course, a simplified view, omitting intermediate regimes such as elongated­
bubble and pseudo-slug noted by many researchers. A primary interest in this study is the mist 
of droplets entrained in the superheated vapor emerging from the evaporator. The droplets arrive 
at the exit in clusters descended from slugs formed far upstream in the liquid-rich portion of the 
evaporator. In sufficient volume, this liquid carry over would prove detrimental to evaporator 
performance by increasing the vapor superheat level at a given heat duty, reducing the effective 
temperature difference between refrigerant and air. The arrival of a droplet cluster causes a sharp 
reduction ~n the evaporator exit temperature. These erratic swings in temperature will be 
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problematic should it become necessary to use the temperature reading to drive a refrigerant 
control valve (a technique often used in commercial systems-[1,2]) to meet desired performance 
standards. 
The non-equilibrium conditions prevailing at the evaporator exit make the entrained 
liquid fraction difficult to measure or model. On this project, a non-intrusive, laser-based 
instrument, the phaselOoppler particle analyzer (PIOPA), was used for this application. The 
PlOP A establishes an optical probe volume at the intersection of two highly focused laser beams. 
The diameters and velocities of droplets passing through the probe volume are recorded 
individually. A sample of several thousand such droplets yields an estimate of the entrained 
liquid volume flux emerging from the evaporator. 
Preliminary experiments on this project as well as information from the literature 
suggested that the entrained liquid fraction might depend on several parameters. High exit 
superheat level was found immediately to reduce the entrained fraction, presumably by reducing 
the overall liquid inventory near the exit and by more rapidly vaporizing any entrained droplets. 
It was further suspected that the entrained fraction might vary with refrigerant type, perhaps due 
to the influence of a fluid property such as surface tension or viscosity. Wedekind and co­
workers [3-5], who investigated tube dryout-point oscillations in horizontal evaporators, found 
inlet quality to be important by influencing the formation of slugs near the evaporator inlet. 
They also discovered an effect of surface heat flux, which they attributed to the capacity of the 
evaporator to vaporize the excess liquid in the slugs, thereby reducing the extent of the dryout­
point oscillations. A recent review paper by Kordyban [6] and papers by Hanratty and co­
workers [7-12] document the importance of liquid and vapor velocities and interfacial 
instabilities on the slug-initiation process. 
These papers and others are summarized in the literature review in chapter 2. The review 
is presented in three sections dealing with horizontal evaporator studies, slug initiation and 
optical diagnostic techniques. 
The analytical and theoretical aspects of this project, discussed in chapter 3, were driven 
largely by three considerations: 1) the suspected multi-factor dependency of the entrained mass 
fraction; 2) the influence of rapidly evolving flow-regime transitions, occurring at irregular 
intervals, on the entrained liquid fraction; and 3) the complexity of the optical diagnostic 
technique. The first item made a brute-force experimental approach impractical, necessitating 
the use of experimental design and statistical analysis concepts to minimize the extent of the run 
matrix. The complicated relationship between slug initiation and liquid carry over was examined 
with various time- and frequency-domain analysis techniques, including auto- and cross­
correlation and Fourier transform. Application of the phaseIDoppler particle analyzer to a dilute 
medium confined within a cylindrical glass tube introduced concerns regarding sample adequacy 
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and signal distortion, in addition to the usual difficulties associated with the use of laser-based 
diagnostic techniques. 
The facility designed and built for this project and the experimental and data-reduction 
procedures are described in chapter 4. This is followed by two chapters presenting the results of 
the time-averaged and time-resolved experiments, respectively. The objective of the time­
averaged experiments was to quantify the dependence of the entrained liquid fraction on nominal 
operating conditions (inlet quality, mass flux, heat flux and superheat level) as well as refrigerant 
type. The time-resolved experiments, which were conducted with the glass evaporator, revealed 
the relationship between liquid carry over and fluid-mechanic conditions far upstream in the 
evaporator. Conclusions and recommendations based on the project are presented in chapter 7. 
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CHAPTER 2. LITERATURE REVIEW 

The first of three sections in this review deals with studies of horizontal evaporators, 
concentrating on the occurrence of specific flow patterns and the impact on evaporator 
performance. The dominant patterns observed in the present work, stratified and slug flow, are 
then reviewed. The review summarizes several studies conducted under ideal conditions 
(horizontal flow in adiabatic, large-diameter pipes) as well as others that account for the effects 
of pipe inclination, heat transfer and surface-tension effects in small tubes. The fmal section 
deals with conditions leading to liquid entrainment and techniques for characterizing the 
entrained droplets. 
2.1 HORIZONTAL EVAPORATOR STUDIES 
The conditions employed in seven prior studies of horizontal evaporator performance 
[4,13-18] are compared with those for the present work in Table 2.1. In most of the previous 
studies, heat and mass fluxes were substantially higher than the present values, possibly because 
the applications of interest were air conditioning or commercial refrigeration. Nevertheless, it is 
possible to draw some interesting parallels with the present work, starting with an examination of 
the relevant dimensionless groups. These include the liquid and vapor Reynolds numbers, the 
Weber number and Froude number, defined as 
ReL = GDI PL (2.1) 

Rea =GDI Pa (2.2) 

We = G2DI Pau (2.3) 

Fr = G IPL(gD)ll2 (2.4) 
On the basis of the Reynolds number ranges, turbulent flow would be expected for both 
fluids throughout the evaporator, with the exception of the low-quality liquid flows of Worsoe­
Schmidt [13], Xi et al. [18] and the present study. Weber numbers for all studies are much 
greater than 1, indicating that surface tension effects are unimportant (except in the case of 
droplet formation, where droplet diameter, d, replaces tube diameter, D, in the Weber number). 
Froude numbers of 0.048 - 0.096 for the present study fall at the low end of the range surveyed 
and indicate a dominance of gravitational over inertial forces. The clearest manifestation of this 
effect is the mainly stratified flow observed in preliminary tests, while annular flow dominated in 
most of the previous studies. The low boiling numbers in all the studies (Bo < 10-3) indicate that 
convective, rather than nucleate, boiling should be the dominant mode of vapor formation. 
Six of the seven previous studies used transparent evaporators or sight glasses to directly 
observe the flow patterns. Worsoe-Schmidt [13] used glass and copper evaporators to study flow 
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Table 1. Conditions employed in previous and present studies of horizontal evaporator perfonnance 
Reference 
Refrigerant 
Worsoe-Schmidt 
(1959) [13J 
12 
Zahn 
(1964) [ 14J 
22 
Dickson & 
Gouse (1967) 
[15J 
11,113 
Wedekind 
(1971) [4J 
12 
Manwell & 
Bergles 
(1990) [16J 
12 
Schlager et al. 
(1989) [17J 
22 
Xi et al. 
(1991) [18J 
12 
Present Work 
12, 134a 
Tube ID, mm 11.0 11.7 11.3 6.35 13.0 8.0 6.0 9.5 
Mass flow, g/s 2.8 - 12.0 10 and 27 30 - 50 13.6 6.0 - 57.0 9.0 - 20.0 1.0 - 2.0 1.5 - 3.0 
Mass flux =G, 
kg/s mA 2 
Superficial vapor 
velocity, mls 
Superficial liquid 
velocity, mls 
Heat flux = " 
w/mA 2 
Saturation 
temperature, °C 
Quality range 
tested 
Liquid Reynolds 
30 - 125 
3.3 - 14 
0.021 - 0.086 
1400 -
9900 
-20 
0.0 - 1.0 
1000 - 4200 
92.6 and 250 
3.3 and 8.9 
.074 and .20 
11,000 and 
22,000 
9 
0.2 - 1.0 
4800 - 13,000 
300 ­ 500 
35 - 55 
0.2 - 0.35 
13,000 -
26,000 
28 
0.0 - 0.77 
8200 - 14,000 
430 
11.4 
0.33 
11,800 -
19,000 
26 
0.0 - 1.0 
12,800 
45 - 430 
2.5 - 24 
0.032 - 0.31 
adiabatic 
0 
0.07 - 0.8 
2170 - 20,700 
180 - 400 
7.9 - 17.6 
0.14 - 0.32 
23,000 
2 
0.1 - 0.9 
6200 - 13,800 
35 - 70 
4.6 - 9.2 
0.024 - 0.048 
3500 -
8800 
-25 
0.15 - 1.0 
620 - 1240 
21.1 - 42.1 
2.6 - 5.2 
0.014 - 0.028 
1300­
2600 
-23 
0.0 - 1.0 
590 ­ 1180 
number, Ret 
Vapor Reynolds 
number, Reo 
31,000 -
130,000 
90,000 -
240,000 
300,000 -
500,000 
210,000 50,900 -
486,000 
120,000 -
267,000 
20,000 -
40,000 
19,000 -
38,000 
Weber number, 
We 
Froude number, 
Fr 
Boiling number, 
Bo 
75 - 1300 
0.063 - 0.26 
2.9E-4 -
4.9E-4 
357 to 2600 
.22 - .59 
4.5E-4 -
6.1E-4 
8400 - 23,000 
0.62 - 1.03 
2.4E-4 -
2.9E-4 
3480 
1.32 
2.0E-4 ­
4.0E-4 
160 - 15,000 
0.09 - 0.86 
0 
1140 - 5640 
.504 - 1.12 
2.8E-4 -
6.3E-4 
110 - 440 
0.1 - 0.2 
6.1E-4 -
7.7E-4 
47 - 190 
0.048 - 0.096 
2.0E-4 -
4.0E-4 
The dimensionless groups are defined as follows: 
Rei =GDI Jli 
We =(fl D 1 Po (1 
Fr=GI PL(gD)1/2 (this is Frll2 according to some references) 
Bo =4'1 G hw 
patterns and heat-transfer coefficients for R12/oil mixtures. Each evaporator consisted of four 
horizontal 11-mm-i.d;, 1-m-Iong tubes connected with return bends. The evaporators were 
operated in both upflow and downflow (i.e., flow in the return bends upward and downward). 
The flow field was predominantly wavy-stratified, with slug flow sometimes observed in the 
upstream, liquid-rich region and annular flow farther downstream where the vapor content is 
high. The direction of flow through the return bends had no significant effect on the observed 
flow patterns. The presence of oil, in contrast, had an important impact. Concentrations as low 
as 1 percent created a predominantly annular, rather than stratified, flow pattern throughout the 
evaporator. The annular film was not homogeneous, with the liquid at the top of the tube being 
oil-rich and viscous. Nevertheless, the improved wall wetting resulted in an increase of roughly 
20 percent in the internal heat-transfer coefficient. Oil concentrations of 3 percent and higher led 
to foaming and "slug-like" flow around the return bends. 
Zahn [14] tested a serpentine evaporator containing two 0.5-m-Iong glass tubes. The 
refrigerant (R22) was heated by water passing through an annular passage. He observed a 
predominantly stratified flow field, with annular flow and a "spray" condition (taken to mean 
liquid entrainment) persisting 10 to 20 diameters downstream of the return bend. He also 
reported large slugs and waves with periods of 0.3 to 2 seconds in the low-quality portion of the 
evaporator, becoming gradual fluctuations downstream that shifted the dryout point (Le., the 
point at which the liquid film disappeared) as much as 0.5 m. The period of these fluctuations 
correlated well with tube-wall temperature fluctuations recorded in runs with a copper evaporator 
of the same geometry. Observations of dryout-point oscillations are relevant to the present study 
because the occurrence of entrained liquid carryover is believed to be related to such 
oscillations. 
Dickson and Gouse [15] employed a straight horizontal glass tube coated with a 
transparent, electrically conductive film. Their high mass-flux range (roughly ten times that of 
the present study) resulted in annular flow through most of the evaporator. The primary interest 
in this paper was the determination of local heat transfer coefficients. These varied as much as 
five-fold during a given run due to changes in flow pattern, liquid and vapor velocities and liquid 
film thickness. The only mention made of flow instabilities is the comment that the mass flux 
range tested was limited on the low side by the onset of large flow oscillations. 
Wedekind's work on horizontal evaporators began with a study of a 10-m-Iong straight 
horizontal tube heated with a double-helix chromel ribbon bonded to the outer surface [3]. 
Under nominally steady operation, he observed oscillations in the dryout point of as much as 
0.4 m which he attributed to the occurrence of slug flow far upstream. More recently [4], 
Wedekind used a serpentine evaporator consisting of five 1.8-m glass tubes connected with glass 
return bends. Power was supplied through a heating tape wrapped in a double helix. Again, 
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significant dryout-point oscillations were observed during steady operation because of the 
fonnation of slugs in the low-quality (i.e., liquid-rich) regi-on near the evaporator inlet. The 
largest slugs were seen to fonn in tests conducted with low inlet quality. Indeed, the magnitude 
of the dry out-point oscillations was roughly halved when the inlet quality was increased from 5 
to 30 percent due to the reduced occurrence and intensity of slugs. The mean period of the 
dryout-point oscillations ranged from roughly 0.5 to 2.5 seconds and was a strong function of 
heat flux and inlet quality [5]. 
Manwell & Bergles [16] inserted a sight glass into a horizontal tube to study the effects 
of oil (not used in the current work) and internal surface enhancement on wall wetting. The 
effect of oil was similar to that observed by Worsoe-Schmidt [13]: the transition from stratified 
to annular flow occurred at lower qualities, and foaming was observed in tests with smooth 
tubes. Both effects result in improved wetting and would likely improve heat transfer. Likewise, 
internal micro-fins improve the distribution of liquid around the tube wall relative to the 
stratified pattern observed at low qualities and flow rates. 
The final two studies (Schlager et al. [17], Xi et al. [18]) focused on heat transfer and 
pressure drop, using horizontal micro-fin tubes and a coated glass tube, respectively. Schlager et 
al., in a study complementary to that of Manwell & Bergles [16], compared the perfonnance of a 
smooth tube with that of three micro-fin tubes and found improvements in heat-transfer 
coefficient ranging from 50 to 100 percent, presumably due to improved surface wetting. No 
direct observations of flow patterns were made. Xi et al. [18] observed flow through a single 
horizontal glass tube heated with a transparent electrically conductive coating. They saw an 
unstable mixing region at the evaporator inlet, followed by a section in which flow was annular. 
Mist flow occurred near the exit due to entrainment from the annular fIlm. Pressure gradient and 
tube-wall temperature varied significantly with axial position due to changes in flow patterns and 
velocities. 
2.2 SLUG INITIATION IN HORIZONTAL TWO·PHASE FLOW 
2.2.1 Ideal Conditions: Horizontal, Adiabatic, Large·Diameter Pipes 
Numerous techniques have been used to analyze the transition from stratified to slug 
flow. Three elements appear in most analyses that fonn a credible physical basis for the 
transition: 1) an adequate vapor velocity, often expressed as a superficial velocity or a density­
modified Froude number; 2) an adequate liquid depth (or, correspondingly, a sufficiently low 
void fraction); and 3) a triggering event, often taken to be the transition of an infmitesimal 
surface wave to finite size. Theoretical studies of slug initiation tend to focus on the triggering 
event (e.g., Bontozoglou [19]), while experimental efforts often correlate data on the basis of 
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vapor velocity and liquid depth. This section focuses on studies of slug initiation under so-called 
ideal conditions -- two-component mixtures (often air and water) flowing at ambient temperature 
in carefully leveled pipes of sufficient diameter that surface-tension effects are unimportant 
Section 2.2.2 summarizes several papers where the effects of inclination, heat transfer and 
surface tension are important. 
The identification of two-phase flow regimes is often done on the basis of direct 
observation, leading to a high degree of subjectivity in the naming of specific regimes. Of 
particular relevance to this study are the several permutations on the term "slug" in common 
usage: Manwell & Bergles [16] refer to semi-slugs; Lin & Hanratty [10] use pseudo-slugs; 
Bendiksen & Espedal [20] refer to proto-slugs; Hewitt (ch. 2 of Hetsroni [21]) refers to semi-slug 
and violent-wave regimes; Andritsos et al. [9] cite papers using the terms slugs, roll waves, large 
disturbance waves, irregular large-amplitude waves and Kelvin-Helmholtz waves. In the 
absence of a rigorous mathematical description of these flow patterns, the term slug will be used 
to describe the high-velocity flow instabilities observed during the present study. 
Among the most widely used slug transition criteria are those incorporated in flow­
regime maps showing the occurrence of specific patterns as functions of liquid and vapor 
velocity, void fraction, etc. The first such map to see broad acceptance was that published by 
Baker [22] in 1954, which was based on water-air and oil-air data from three previously 
published investigations. The ordinate and abscissa of the Baker map were the gas- and liquid­
phase mass fluxes multiplied by fluid properties ratioed (in English units in Baker's original 
paper) to those of air and water: 
ordinate = GG' A. (2.5) 
abscissa = OLA.V' , GG , with (2.6) 
and (2.7)). =[(O:O;5X~~3)r 

(2.8)V'=(~i(6;~3J(~L)r 

Twenty years later, Mandhane et al. [23] used a much more extensive data base (5935 
observations) to prepare the map shown in Fig. 2.1. The diameter and property ranges covered in 
this data base are summarized in Table 2.2. Representative values for the present study are 
included for comparison. The ordinate and abscissa in Mandhane's map are simply the 
superficial liquid and gas velocities: 
(2.9)USL =mL ' PLA 
(2.10)USG =mG ' PGA 
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Figure 2.1 Flow-regime map of Mandhane et al. [23] 
Table 2.2 Range of parameter values in data base used by Mandhane et al. [23] and in present 
study 
Parameter Mandhane et aI. Present Study 
data base 
Inside pipe diameter, mm 12.7 -165 9.5 
Liquid-phase density, kglm3 700-1000 1360 
Gas-phase density, kglm3 0.8 - 50 6 
Liquid-phase viscosity, kglm s 3E-4-9E-2 3.7E-4 
Gas-phase viscosity, kglm s lE-5 - 2.2E-5 1£-5 
Surface tension, N/m 0.024 - 0.1 0.015 
Superficial liquid velocity, mls 9E-4 -7.3 0.014 - 0.028 
Superficial vapor velocity, mls 0.04 - 170 2.6- 5.2 
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These are now widely referred to as "Mandhane coordinates" in the literature. Fluid property 
corrections are -applied by moving the regime boundaries according to formulas developed on the 
basis of fits to experimental data. (The boundaries shown are those for water-air presented in the 
original paper.) This map correctly placed 68 percent of the observations in their respective 
regimes, versus 42 percent for the Baker map. 
Probably the most widely cited criterion for slug transition is that incorporated in the 
flow-pattern map of Taitel & Dukler [24]. This map (shown in Fig. 2.2 for horizontal flow) 
predicts flow-pattern transitions on the basis of physically-grounded models rather than 
experimental observations. The abscissa for all transition lines is the Lockhart-Martinelli 
parameter, a measure of the local liquid content dermed as 
X = [(dP / dx)SL ]112 (2.11)(dp/ dx)sa 
Because the individual transition lines were predicted with separate physical models, the ordinate 
depends upon the line of interest. The transition from wavy-stratified to slug flow (called 
intermittent in the diagram) is of primary interest in this study. The relevant parameter is a 
density-modified Froude number defined as 
Fr* _ Usa [ Pa ]112 
- ...jgDcosr (PL -Pa) (2.12) 
This parameter is based on analysis of a Kelvin Helmholtz instability, a situation in which the 
destabilizing effect of vapor flow over a wave overcomes the stabilizing effect of gravity. The 
Bernoulli equation was used to calculate the lift on the wave top caused by the accelerating vapor 
flow. This approach ignores the role of liquid viscosity and tends to slightly overpredict the 
necessary vapor velocity for slug initiation for a given liquid depth [6], [7]. 
Parameter K (Fig. 2.2) governing the transition from smooth- to wavy-stratified flow is a 
product of Reynolds and Froude numbers, while T, which governs the transition from slug to 
dispersed-bubble flow, is a ratio of turbulent to gravitational forces acting on the gas phase. All 
the transition lines are functions of an additional parameter, Y, which accounts for the effect of 
pipe inclination angle, r. Measurements by Barnea et al. [25], described more fully in the 
following section, reveal an excellent match between the Taitel & Dukler map and air-water data 
in pipes with inclinations ranging from _10° to +10°. 
Kordyban [6] reviewed 13 separate studies of horizontal slug flow, including several 
described later in this section. He found that many authors were able to correlate their data with 
models that ignored the characteristics of surface waves (the slug triggering mechanism). Others 
constructed models incorporating wave-height and wave-number data. Unfortunately, those 
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Figure 2.2 Flow-regime map of Taitel & Dukler [24] for horizontal flow 
more rigorous models that attempt to account for wave behavior often predict trends inconsistent 
with experimental observations, a pattern similarly reported in [8] and [19]. 
Kordyban cites a study by Wallis & Dobson of air/water flow in rectangular channels. 
They were able to correlate the transition from stratified to slug flow with the following 
expression incorporating a density-modified Froude number and void fraction: 
USG [ PG ]/2 = 0.5a3/2, (2.13)~gH (PL -PG) 
where a = 1- hL / H for stratified flow in a rectangular channel. Lin & Hanratty [7] present 
nearly the same expression (the exception being a coefficient of 1.0 on the right-hand-side) as the 
inviscid-theory criterion for the growth of infinitesimal long-wavelength disturbances. 
Interestingly, one family of Wallis & Dobsonls data fell significantly below the 
correlation, i.e., slug flow was observed at higher void fractions (lower liquid contents) than 
predicted. These so-called premature slugs were recorded when artificial waves were produced 
with a paddle or when reflected waves or other large disturbances existed. In the present study, 
slugs typically form in the second of sixteen passes in the evaporator, immediately downstream 
of a return bend that creates numerous flow disturbances. On the basis of Wallis & Dobsonls 
observations, one might reasonably expect to observe slug formation under similarly "premature" 
conditions, i.e., at modified Froude numbers less than those predicted in Eq. (2.11). 
Lin & Hanratty [7] used linear stability theory to incorporate the effects of liquid 
viscosity and inertia. They modeled the transition from stratified to slug flow in channels and 
pipes for turbulent-vaporlturbulent-liquid and turbulent-vaporllaminar-liquid systems. In both 
cases, liquid inertia had a net destabilizing effect, causing transition to slug flow to occur at 
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lower vapor velocities than those predicted with inviscid theory (e.g., the Taitel & Dukler [24] 
model). For highly viscous liquids, however, inertial effects were dominated by viscous effects, 
and the model predictions (surprisingly) approached those of the inviscid theory. Predictions 
compared favorably with air/water data recorded in 2.54- and 9.53-cm diameter horizontal pipes. 
In view of the low liquid viscosities of R12 and R134a (roughly 3.5E-4 kg/m s at 250 K, versus 
9E-4 kg/m s for water at 300 K [26]), one would expect transition to slug flow to occur at 
somewhat lower vapor velocities than those shown in Fig. 2.2. 
Andritsos et al. [9] made a detailed study of the effect of liquid viscosity on the stratified­
slug transition in 2.52- and 9.53-cm-diameter pipes. For highly viscous fluids (0.07 and 0.1 
kg/m s), the critical liquid depth for transition (non-dimensionalized as hL / D) was found to be 
independent of pipe diameter. In contrast, experiments with water (J.lL = 0.001 kg/m s) showed a 
diameter dependence of hL / D - lID1I2. Accordingly, a density-modified Froude number such 
as that used by Taitel & Dukler [24] (Fr· = Usa(Pa / Dgcosr(PL _Pa»lIi) or Lin & Hanratty 
[7] (Fr· = Usa(Pa / DgpLi /2 ) would be an appropriate parameter for correlating data for the 
present study. 
The physical nature of slugs has been used in three recent papers [8] [10] [11] to develop 
a broadly applicable criterion for slug initiation. Lin & Hanratty [10] used pressure transducers 
and conductivity probes to differentiate between slugs and pseudo-slugs. (The latter fill the pipe 
cross-section like slugs, but create smaller pressure disturbances, travel more slowly and 
degenerate quickly into irregular waves.) Ruder et al. [11] built upon these results with further 
experiments and a model that treated the front of a slug as a hydraulic jump and the tail as an 
inviscid bubble. Analysis of the hydraulic jump condition provided a gas velocity below which 
slugs cannot exist. The necessary upstream liquid depth for a stable slug was predicted on the 
basis of continuity and momentum considerations at the rear of the slug. Fan et al. [8] report 
pressure measurements upstream, within and downstream of slugs that support the major 
assumptions in the model of Ruder et al. and provide further insight into the physics of slug 
formation and transport. 
Bendiksen and Espedal [20] also looked at the structure of slugs and their interaction with 
upstream and downstream liquid and vapor layers to arrive at a criterion for sustained slug flow. 
They point out that conditions necessary for slug initiation (focusing mainly on the existence of 
large-scale waves or instabilities of the liquid-vapor interface) are often not sufficient for 
sustained slug flow, particularly in high-pressure systems. This difference gives rise to what the 
authors call proto-slugs, which form when a wave bridges the pipe cross-section but dissipate 
soon thereafter. A period of slug growth immediately after formation was found to be necessary 
for sustained slug flow. In physical terms, a slug grows when its front velocity exceeds that of 
its tail. This criterion can be expressed in terms of a liquid balance across the slug, yielding a 
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minimum liquid volumetric flow rate in the layer immediately preceding the slug in the pipeline. 
In the present study, evaporation causes a progressive thinning of the liquid layer, leading to the 
destruction of even the strongest slugs after traveling 2 to 3 meters. 
2.2.2 Departures from Ideal Conditions 
This section summarizes studies of slug initiation in equipment with at least one 
departure from the ideal conditions described above. The first study documents the effect of 
modest inclination (positive and negative) on flow-regime transitions. Next, a paper dealing with 
slug initiation in a non-adiabatic flow (a condenser) is discussed. This is followed by summaries 
of several papers describing flow patterns in small-diameter tubes where surface-tension effects 
are significant. 
Barnea et ale [25] demonstrated the importance of even modest pipe inclination on flow­
regime boundaries with data for air-water flow through 1.95- and 2.55-cm-diameter, 3-m-long 
tubes. Upward inclination angles of 0.25, 0.5, 1, 2, 5 and 10° were investigated, and downward 
angles of 1, 2, 5 and 10°. Data for horizontal, 0.25° upward and 1 ° downward flow are presented 
in Figs. 2.3 (a) - (c). Transition lines predicted with the Taitel & Dukler [24] theory are shown as 
dashed lines in each plot. The Mandhane map is superimposed over the horizontal-flow results 
in (a). Comparing plots (a) and (b) reveals that the effect of upward inclination is to greatly 
increase the region dominated by intermittent (slug and elongated bubble) flow at the expense of 
stratified flow. Upward inclination increases the depth of the liquid layer, providing an adequate 
liquid inventory for the formation of sustained slugs and bubbles at much lower superficial liquid 
velocities than with horizontal flow. Not surprisingly, downward inclination does just the 
opposite: plots (a) and (c) show that the thinner liquid layer allows stratified flow to exist at 
substantially higher superficial liquid velocities with downward inclination than with horizontal 
flow. 
Barnea et ale achieved a precision of +0.03° in positioning their test section; no such 
precision was possible in the present study, and certainly not in the manufacture and installation 
of domestic refrigerators. The demonstrated importance of even slight inclination suggests that 
minor, random variations in evaporator orientation (caused, perhaps, by the leveling of the 
refrigerator so the door closes properly) could substantially affect the incidence of slug flow, 
particularly if the evaporator is plumbed for downward flow in the return bends. 
A further demonstration of the importance of liquid-layer thickness is provided by 
Rahman et ale [27], who conducted experiments in steam condensers of 13.4- and 25.3-mm i.d. 
Their horizontal condenser consisted of five sections in series with a sight glass of matching 
inside diameter following each section. Control over inlet enthalpy plus the ability to compute 
energy balances on individual sections yielded the mixture quality at each sight glass. The 
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authors plotted the observed flow patterns on the maps of Mandhane et al. [23] and Taitel and 
Dukler [24] and found generally good agreement for the annular/wavy-stratified transition but 
poor prediction of the onset of slug flow. They hypothesized that this lack of agreement was due 
to the progressive increase in liquid depth due to condensation. The data were then plotted on 
the map of Bamea et al. [25] for a 2° upward inclination. The level of agreement was much 
improved, with the slug-flow observations now within the proper region on the map and the 
annular/wavy-stratified transition still fairly well predicted. Recalling the criterion of Bendiksen 
& Espedal [20] that a proto-slug must grow initially to form a sustained slug, one might argue in 
this context that the gradual increase in liquid depth in the condenser led to sustained slug flow 
earlier than would occur in an adiabatic system. In the present investigation conflicting trends 
exist in the form of a) the depletion of the liquid layer through evaporation, and b) pooling of 
liquid upstream of the return bends. 
An investigation of the effect of surface tension on flow-regime transitions within small­
diameter tubes was reported in 1983 by Bamea et al. [28], who conducted air-water tests in five 
glass tubes of diameters ranging from 4 to 12 mm. The observed flow regimes were compared 
with the predictions of the Taitel & Dukler [24] model. The most serious discrepancy concerned 
the boundary between smooth-stratified and elongated-bubble flow. With decreasing tube 
diameter, the transition to elongated-bubble flow was found to occur at progressively lower 
liquid flow rates. The authors attribute this trend to surface tension, which is better able in small 
tubes to draw the liquid film up the tube wall to completely bridge the cross-section. A 
correction to the Taitel & Dukler model was proposed that yielded excellent agreement with the 
experimental results. Note that the transitions from annular and wavy-stratified flow to slug 
flow, which occurs at higher vapor velocities, were well-predicted by the original Taitel & 
Dukler model even for the smallest tubes tested. 
Four years later, Damianides and Westwater completed an exhaustive study of air-water 
flow through cylindrical tubes of inside diameters 5, 4, 3, 2 and 1 mm and within the channels of 
a compact heat exchanger [29,30]. Flow patterns were recorded in still photographs and high­
speed movies. The authors also used high-frequency-response pressure transducers to 
differentiate among the pressure signatures produced by the various flow patterns. They 
developed flow-regime maps for each of the five tube sizes and compared them with several 
existing maps, including the Taitel & Dukler map modified by Bamea et al. [28] to account for 
the effect of surface tension. The only significant difference between the Damianides data and 
the Bamea predictions (the slope of the annular/intermittent transition line) was attributed to the 
subjectivity of visual observations. Of particular interest in this study is the effect of tube 
diameter on the transition to slug flow. However, the transition lines from the Damianides maps 
for the five tube sizes show no clear trend, certainly nothing that could be confidently 
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extrapolated from Damianides' maximum diameter of 5" mm to the 9.5 mm diameter of the 
present study. 
A recent paper by Galbiati and Andreini [31] proposes a change in the flow-regime map 
of Barnea et al. [28] to improve the prediction of the stratified/annular transition for small tube 
diameters. Recall that Barnea et al. included the effect of surface tension to improve Taitel & 
Dukler's [24] prediction of the smooth-stratified/elongated-bubble transition; Galbiati and 
Andreini take the same approach with respect to the stratified/annular transition. They start with 
Taitel & Dukler's analysis of a Kelvin-Helmholtz instability in which the stabilizing effect of 
gravity is opposed by the effect of accelerating vapor flow passing over the top of a surface 
wave. Surface tension in small-diameter tubes significantly supplements the gravitational forces 
working to minimize the size of the wave. The combined effect moves the transition to annular 
flow, in which the wave becomes unstable and is swept around the tube annulus, to a higher 
vapor-velocity range. Nondimensionalizing the transition criterion revealed the following trend 
with tube diameter with air-water properties: 1) the surface tension term was ten times the 
gravitational term for D = 1 mm; 2) the two terms were of equal magnitude for D = 3 mm; and 3) 
the gravitational term was ten times the surface tension term for D = 10 mm. For the present 
investigation, R134a properties and a tube diameter of 9.5 mm yield a ratio of surface tension to 
gravitational forces of about 0.02, suggesting strong gravity dominance. 
Brauner and Moalem Maron [32] took an analytical approach to better understand flow­
regime transitions in small-diameter tubes. They began with transient continuity and momentum 
equations for stratified flow, including the effect of surface tension. The governing equations, 
which were hyperbolic in form, were linearized and then inspected to fmd the bounds beyond 
which the equations became ill-posed (Le., imaginary characteristics). The authors claim that 
this bound, rather than representing a failure of the mathematics to adequately describe the flow 
field, specifies the conditions beyond which wavy-stratified flow no longer exists. 
Mathematically, surface tension assumes a dominant role for short-wavelength interfacial waves. 
Because wavelength tends to scale with tube diameter, surface tension is predicted to be 
important for small diameter tubes, consistent with experimental observations. Comparison with 
data from [28] and [25] revealed that the real-characteristic boundary is an excellent predictor of 
the transition from stratified to annular flow. The relative contributions of surface tension and 
gravitational forces were characterized in dimensionless form as the Eotw5s number, defmed as 
4n2 O'Eo = (2.14) 
(PL -PG)D2g 
(cf Bond number, B = g(PL - PG)D2 I 0'). 
A comparison with the model of Galbiati and Andreini [31] can be made by inserting 
thermophysical properties of water and air under experimental conditions employed by Barnea et 
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aL [28]. The diameter corresponding to Eo =1 is D =17 mm. in contrast to D =3 mm calculated 
by Galbiati and Andreini. The difference arises from the choice of the characteristic length of 
the wave presumed to become unstable at the transition point Brauner and Moalem Maron used 
A= D. while Galbiati and Andreini used A= 5.5D as the most unstable wavelength based on 
potential-flow theory. For the present study. using R134a properties and a tube diameter of 9.5 
mm yields Eo = 0.49, indicating once again gravitational dominance over surface tension. 
2.2.3 Summary 
The occurrence of slug flow in evaporators is important in its own right for several 
reasons: oscillation of the dryout point, which may complicate active control of refrigerant flow 
rate; the occurrence of significant pressure fluctuations; and improved wall wetting relative to 
stratified flow. Of equal interest in this study is the incidence of entrained liquid carry over, 
which is apparently related to slug flow in much the same way as the dryout-point oscillations. 
The following section describes the conditions under which significant droplet atomization 
occurs and techniques developed to characterize the entrained droplets. 
2.3 DROPLET CHARACTERIZATION IN THE MIST-FLOW REGIME 
An important objective of this work is to estimate the entrained liquid carry over rate 
from an evaporator. The laser diagnostic technique chosen for this measurement requires clear 
optical access and thus cannot operate through a wall film. Accordingly. the optical probe 
volume is positioned downstream of the dryout point in what is commonly called the mist-flow 
regime. 
Conditions leading to liquid atomization from wall films have received wide treatment in 
the literature. The prevailing view (Whalley [33]) is that droplets are stripped from the crests of 
roll or disturbance waves that form on liquid films above a critical thickness. In a recent review. 
Azzopardi [34] describes two film breakup mechanisms--bag and ligament--by which droplets 
are formed. In the former, vapor undercuts a wave and forms a "bag" of liquid that progressively 
thins and bursts. In the latter, an unstable stream or ligament of liquid is tom from the wave and 
breaks up into droplets. Significant vapor velocities are required for appreciable liquid 
atomization; accordingly. most atomization studies involve annular flow [35-41]. However, 
Andritsos et al. [9] show transitions from wavy-stratified. slug and pseudo-slug regimes to 
atomization, and Kordyban [6] cites instances of slug formation and liquid atomization from 
high-speed vapor flow over stagnant liquid. 
A recent paper by Hewitt et al. [42] provides interesting details of the structure of the 
liquid-vapo,r interface in horizontal flow. The technique of refractive index matching was used 
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to build a test rig for viewing liquid fIlms only a few mm thick. An air-water mixture flowed 
inside a 32-mm..i.d. tube made of fluorinated ethylene propylene, which has a refractive index of 
n = 1.34. The tube was placed inside a transparent square box fIlled with water (n = 1.33). It 
was thus possible to view the thin liquid layer inside the tube with little distortion or reflection of 
light from the curved outer surface of the tube. The flow field was backlit with a 250-watt 
continuous source for recording movies at 6000 frames/sec and with a 2-microsecond-duration 
flash for still photographs. A photochromic dye activated with a pulsed UV laser was injected 
into the liquid fIlm in some experiments to visualize the fIlm velocity profIle. The photographs 
revealed a highly textured liquid-vapor interface, with air bubbles of various sizes entrained 
within the liquid layer. Large chunks of liquid were often tom from the surface when the air 
bubbles disengaged. Long-wavelength disturbance waves were observed as expected, but their 
surface was wrinkled by three-dimensional roll waves whose wavelength and amplitude were 
roughly equal. This fine-scale roughening of the surface has not been observed in previous 
studies and may be responsible for a higher interfacial friction factor than has previously been 
assumed. 
Advanced optical techniques were also used by Wittig et al. [43] to view a thin water film 
subject to shear from a high-speed air stream in a prefIlming airblast atomizer. Absorption of 
infrared laser light was used to measure the fIlm thickness. In addition, pulsed dye injection and 
the use of two laser beams incident on the fIlm a known distance apart made it possible to 
measure the fIlm's surface velocity. Comparison of the experimental surface velocity with 
laminar and turbulent model values revealed that the film flow was laminar even with air 
velocities as high as 90 mls. The measurements also revealed a critical fIlm flow rate beyond 
which waves on the film surface broke and droplets stripped from the wave crests were entrained 
in the air stream. Similar techniques might conceivably be useful for measuring liquid 
refrigerant fIlm properties if two serious impediments (in addition to cost and complexity of the 
instrumentation) can be overcome: 1) the need for consistently high-quality optical access, and 
2) the availability of a miscible, chemically compatible dye exhibiting a saturation curve similar 
to that of the refrigerant. 
For two-component (e.g., air-water) studies with appreciable entrained liquid mass 
fractions, the entrained fraction is often determined by the difference between the total and fIlm 
flow rates. Bergles et al. [44] report the use of electromagnetic flow meters to quantify the film 
flow for liquids of adequate electrical conductivity. More commonly, the liquid fllm is removed 
through a porous plug, separated from the small amount of gas that is unavoidably extracted with 
it, and weighed or metered [45]. For single-component systems (such as the present 
investigation), Hewitt [46] describes the use of a condenser to calorimetrically determine the 
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sample liquid content. Tracers such as dyes and salts are also sometimes used to tag entrained 
droplets that are subsequently deposited on the liquid fIlm [41,47]. 
The sizes and velocities of individual droplets in entrained flow are also of interest. An 
early technique for droplet sizing involved impaction on slides coated with magnesium oxide 
[46] and viscous oil [34]. Photographic techniques continue to be widely used; however, a bias 
toward large droplets is often found [34]. Recent laser diagnostic techniques, including sizing by 
analysis of diffracted light, velocity measurement with laser-Doppler velocimetry (LDV) and 
simultaneous sizing and velocimetry with phaselDoppler particle analysis, are fmding application 
where high-quality optical access can be arranged. 
Azzopardi and co-workers have made wide use of laser diffraction, using the system 
commercially available from Malvern Instruments [35-38]. This system compares the far-field 
diffraction pattern observed when shining a laser through a spray to the pattern generated by a 
hypothetical (often Rosin-Rammler) droplet distribution. This system is not suitable for the 
present application because 1) no velocity or volume flux information is provided, and 2) the 
spray pattern in the present work is too dilute to provide a stable far-field diffraction pattern. 
LDV systems, in contrast, provide droplet velocity but no information about size [45]. 
PhaseJDoppler particle analysis (PIDPA) uses the temporal and spatial variations in light 
scattered by droplets passing through an optical probe volume to determine droplet velocity and 
diameter. Instruments based on this principle have been commercially available since 1984 
through an American company, Aerometrics, and Dantec of Denmark. The technique has been 
widely used for fuel sprays [48-50] and was employed recently by Teixeira [35] for 
measurements in vertical annular air/water flow. In this system, temporal variations in the 
scattered light distribution are used to determine droplet velocity (as in a conventional LDV), 
while the phase shift in signals recorded simultaneously by separate photo detectors is used to 
determine diameter. Lopes & Dukler [40] used a similar system for droplet sizing and 
velocimetry in an annular flow field; however, droplet diameter in their system was determined 
by transit time across the optical probe volume. 
Dodge et al. [51] conducted a comparative study in 1986 of an Aerometrics PIDPA and a 
Malvern laser-diffraction instrument. Measurements were taken on a fuel spray issuing into a 
horizontal duct from a gas-turbine combustor nozzle. The comparison was complicated by the 
fact that the PIDPA provides a spatially resolved, time-averaged measurement, while the 
Malvern reports an instantaneous, line-of-sight-averaged size distribution. The PIDPA results 
were converted to line-of-sight-averaged values using the diameter-velocity correlation reported 
by the instrument and by sampling at several locations along a given line. Size distributions at 
specific points in the spray were estimated from the Malvern data by deconvolution (moving 
inward from the spray periphery in steps and subtracting at each step the contribution to the 
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overall distribution from all preceding steps). The study revealed certain shortcomings for both 
systems. Those for the PlOPA will be covered in detail in the following chapter. The most 
serious was an error in the reported liquid volume flux of roughly a factor of five at some 
positions in the spray. Subsequent tests by the same authors with a newer model, however, 
yielded volume fluxes within 15 percent of the actual value. Two calibrations by Kirwan [50] of 
the instrument used in this study yielded integrated volume-flux profiles that agreed within 5 and 
1 percent of the actual values. 
In summary, the need to determine liquid volume flux in a dilute, single-component spray 
made phaselDoppler particle analysis the logical choice for this project The theoretical basis of 
this technique and particular concerns in the present study are described in the following section. 
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CHAPTER 3. THEORETICAL ASPECTS OF THE INVESTIGATION 
In this chapter, theoretical aspects of five important phases of the project are discussed: 
1) slug initiation and comparison of the experimentally observed transition point with literature 
values; 2) entrained droplet characterization with the phase/Doppler particle analyzer; 3) 
experimental design; 4) analysis of time-averaged data; and 5) analysis of time-resolved data. 
Relations summarized in this chapter were used in the design of the test facility and the 
experimental matrix (presented in chapter 4) and in analyzing the results and comparing with 
published values (chapters 5 and 6). 
3.1 SLUG INITIATION 
The observations and analyses summarized in chapter 2, when applied to the present 
complex geometry (Fig. 1.1), provide the following scenario for slug initiation: The liquid level 
in a tube in the low-quality region near the evaporator entrance rises to a critical level. In so 
doing, the vapor cross-sectional area is reduced, driving the vapor velocity to a corresponding 
critical value. A slug is then formed when an instability enters or is formed in the tube. This 
section summarizes three aspects of the recording and analysis of slug activity in the evaporator: 
1) the use of a pressure signal as a slug indicator; 2) nominal operating conditions at the slug 
initiation point; and 3) actual conditions just prior to slug initiation. 
3.1.1 Slug Initiation and Pressure Fluctuations 
The occurrence of significant pressure fluctuations during slug flow is well-documented 
in the literature [8, 10, 29, 30, 52]. Hubbard and Dukler [52] introduced the use of pressure 
transducers for flow-regime determination in 1966. They were able to distinguish among 
stratified, intermittent (e.g., slug and plug) and dispersed flows on the basis of the power spectra 
calculated from their respective pressure time series. Slug flow was particularly easy to 
distinguish in both the time and frequency domains, exhibiting large-amplitude pressure 
fluctuations at a fairly constant frequency. Annular flow was characterized by lower-amplitude 
fluctuations with a broader frequency distribution. 
Time- and frequency-domain analysis techniques were also used by Jayanti et al. [53], 
who used conductivity probes to characterize liquid-mm behavior in horizontal flow. While the 
focus of their work was annular flow, they observed large, frothy surges (probably not true slugs) 
that wet the entire circumference at a frequency of about 1 Hz; between surges, the [:tIm drained 
down the side wall into something approaching a stratified pattern. At higher gas velocities, the 
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frothy surges were largely absent, and the frequency spectrum of smaller disturbance waves 
broadened, consistent with the observations of Hubbard and Dukler. 
Lin and Hanratty [7] used both pressure transducers and conductance probes to 
simultaneously measure local pressures and liquid heights in a horizontal air-water flow. Fig. 3.1 
shows the output from these sensors during the passage of slugs and pseudo-slugs. At the time 
of these measurements, the pressure taps were located 2.25 m apart, and the conductance probe 
was 3.9 cm downstream of the second pressure tap. A slug causes a sharp increase in the 
upstream pressure when it passes over the pressure tap (Fig. 3.1a). Roughly 0.1 second later, the 
slug reaches the second tap, and the output from the second transducer increases likewise. 
Simultaneously, the conductance probe registers the sudden increase in liquid depth. Both 
pressure signals stay high until the slug has emerged from the test section. Note that the 
conductance probe registers a maximum liquid depth of hID = 0.6, which seems inconsistent 
with the notion that the slug completely blocks the cross-section; this is likely due to the 
occurrence of voids within the slug, as documented by Andreussi and Bendiksen [54]. 
Pseudo-slugs, in contrast, produce much smaller pressure fluctuations and travel more 
slowly (Fig. 3.1b). These may block the pipe temporarily but tend to be thin and permeable, and 
the vapor trapped behind them passes through without producing the sharp pressure fluctuations 
seen with true slugs. While the names suggest an either-or classification, Lin and Hanratty report 
that the distinction between slugs and pseudo-slugs is slight under certain conditions, with 
pseudo-slugs producing sharp but short-lived pressure spikes. Andritsos et al. [9] report the 
occurrence of slugs and pseudo-slugs under identical nominal operating conditions. True slugs 
occurred infrequently, depleting the local liquid inventory for as much as 300 seconds and 
creating appropriate conditions for the formation of pseudo-slugs while the inventory was 
gradually restored. 
In the present investigation, pressure transmitters located upstream and downstream of 
the evaporator recorded nearly simultaneous spikes as the flow disturbance formed and 
propagated between them, a pattern more consistent with the behavior of pseudo-slugs. This 
distinction is less important, however, than the correlation established in the literature between 
pressure fluctuations and either slugs or pseudo-slugs. This correlation is confirmed by time­
resolved data and videotapes of evaporator operation to be discussed in chapter 6 and provides 
the basis for the use of pressure fluctuations as evidence of slug (or pseudo-slug) flow. 
3.1.2 Nominal Operating Conditions at the Slug Initiation Point 
The extensive literature on slug flow provides ample opportunity to compare conditions 
at the slug initiation point on this project with those of other researchers. The simplest approach 
is to use the nominal evaporator operating conditions at that point to calculate coordinates on a 
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flow-regime map. The map of Mandhane et al. [23] represents a logical starting point because of 
its simplicity and broad use in the literature. The coordinates are the superficial liquid and vapor 
velocities, which can be calculated as 
(3.1)USL = m(1- XIoCDl ) 1PLA 
(3.2) 
The local quality is that which existed at the beginning of the second of sixteen evaporator 
passes, the usual point at which slugs formed. This can be calculated from the inlet quality, 
refrigerant flow rate and power input to the fIrst pass (known from the evaporator heat-flux 
profIle, discussed in chapter 4). The Mandhane map showing USL' Uso values from the time­
resolved runs will be discussed in chapter 6. 
The data can also be plotted conveniently on the Taitel and Dukler [24] flow regime 
map. For the wavy-stratifIed to slug transition in horizontal flow, the relevant parameters are the 
Lockhart-Martinelli parameter, X, and modifIed Froude number, Fr·, defIned previously as: 
X = [(dP 1 dx)SL ]112 (3.3)(dpl dx)so 
Fr. _ Uso [ Po ]112 (3.4) 
- .JgDcosr (PL -Po) 
The superficial pressure gradients are calculated using a smooth-tube friction factor correlation. 
illustrating with the liquid case, 
(3.5) 
where the friction factor,/, is based on the superfIcial Reynolds number, 
ResL =PLUSLD1 ilL (3.6) 
/=641 ReSL (laminar) (3.7) 
/ = 0.3161 Re;i25 (turbulent) (3.8) 
3.1.3 Actual Conditions Just Prior to Slug Initiation 
While the use of nominal operating conditions to map flow-regime transitions is 
straightforward, the literature offers several caveats on such an approach: 1) the condenser 
studies of Rahman et al. [27]; 2) the effect of tube slope described by Bamea et al. [25]; 3) 
Wallis and Dobson's "premature slugs" in the presence of artifIcial waves and other large 
instabilities [6]; and 4) the prolonged wait between the occurrence of true slugs due to liquid 
depletion seen by Andritsos et al. [9]. The present geometry, with a return bend immediately 
upstream of the usual slug initiation point, is instability-rich relative to the well-controlled 
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environments in most studies of slug flow. Further, the tube is heated and terminated with a 
return bend behind which liquid pools until it is dragged around the bend by co-flowing vapor. 
Accordingly, some means of comparing with actual, rather than nominal, conditions at the slug 
initiation point is desirable. 
Once again the Taitel & Dukler [24] criterion for slug initiation provides a convenient 
basis for comparison. Recall from chapter 2 that the criterion is based on the destabilizing effect 
of vapor flow passing over a wave overcoming the weight of the liquid and drawing the wave 
crest to the top of the tube. The Bernoulli and continuity equations, when applied to this 
geometry and nondimensionalized, yield an expression relating Froude number to liquid height: 
Fr· > [4(1- hL)][ ! 2 ]1/4{O. 2S[cos-1 (2hL -1) _ (2hL-1)~1- (2hL _1)2 ]}312 (3.9) 
1C 1- (2hL -1) 
This equation, derived in Appendix A and plotted (as an equality) in Fig. 3.2, shows a roughly 
inverse relationship between Froude number and liquid depth. This figure is re-plotted in chapter 
6 along with results from the time-resolved runs. The density-modified Froude number for the 
experimental data is calculated as shown in Eq. (3.4), with superficial gas velocity as defmed in 
Eq. (3.2). Liquid depths just prior to slug initiation were measured from individual frames of a 
videotape recorded during the runs. The measurements were corrected for parallax error using a 
ray-tracing program written for that purpose. 
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Figure 3.2 Liquid depth corresponding to onset of slug flow according to 
criterion of Taitel and Dukler [24] 
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3.2 DROPLET ENTRAINMENT AND MEASUREMENT WITH THE P/DPA 
An important consequence of slug flow in the present work is the occurrence of large 
clusters of droplets that represent the majority of the entrained liquid carryover from the 
evaporator. The slugs degenerate into these remnants through vaporization, which causes a 
progressive thinning of the liquid layer upstream of the slug until it becomes a shallow, 
disorganized wave. This wave is ultimately driven by shear forces into the elbow at the 
evaporator exit, where it forms a film of adequate thickness for the formation of roll waves from 
which the droplets are stripped. This section deals with droplet atomization mechanisms and 
with aspects of their measurement with the PIDPA that are of particular concern for the present 
application. 
3.2.1 Droplet Atomization from Liquid Films 
The atomization of droplets from the crests of roll or disturbance waves is by now well­
documented (e.g., recent articles by Schadel et al. [41], Wittig et al. [43] and Paras & Karabelas 
[55, 56] and the texts of Collier [57] and Whalley [33]). Of particular relevance to this study is 
the requirement of a minimum liquid film flow rate for the formation of roll waves. Whalley (in 
work attributed to Cousins, Denton and Hewitt) and Schadel et al. cast this flow rate in the form 
of a critical liquid-film Reynolds number, Reu . In the latter work, dependencies on vapor 
velocity and tube diameter are evident (with Reu ranging from 212 to 451), while the 
correlation presented by Whalley is simply 
G DReu = -LL- > 200 , (3.10) 
J.lL 
Solving this expression for the liquid film mass flux, Gu , and inserting nominal operating 
conditions for R134a in the present work indicates that roll waves will not form over roughly the 
final third of the evaporator. 
This result is, of course, approximate in nature, particularly bearing in mind the 
following: 1) The correlations cited are for annular flow; the glass evaporator operates 
(predominantly) in stratified flow and thus exhibits a thicker liquid layer at the bottom of the 
tube. 2) The serpentine nature of the evaporator makes it possible to trap liquid inventories in 
each pass larger than those corresponding to the linear decrease in quality assumed for this 
simple analysis. 3) Chaotic flow in the return bends creates an ideal environment for liquid 
entrainment. 4) The surface tension of R134a is low, which facilitates atomization. Direct 
observations confirm, however, that the liquid surface is largely smooth in the last few 
evaporator passes. Accordingly, it is reasonable to conclude that most of the droplets measured 
by the PIDPA were atomized within the elbow upstream of the optical probe volume when waves 
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originating as slugs were driven into it. This is particularly true of large droplets which, if 
produced well upstream, are likely to have settled out due to gravity or to have impinged on the 
side wall of the elbow. This conclusion is reinforced by the large variations in liquid carry over 
rate observed experimentally and discussed in more detail in chapters 5 and 6. 
3~2.2 Principles of Phase/Doppler Particle Analysis 
The phase/Doppler particle analyzer used in this study is a commercial device 
manufactured by Aerometrics, Inc. [48]. The PIDPA is an extension of the laser-Doppler 
velocimeter (LDV) that uses multiple photodetectors to determine both velocity and diameter of 
spherical light-scattering objects. The system (Fig. 3.3) consists of a transmitter, receiver and 
signal-processing software. The transmitter contains a 10-mW helium-neon laser, light from 
which passes through a rotating diffraction grating, a beam splitter and a lens train to form an 
optical probe volume at the intersection of two coherent beams, The wave nature of light creates 
an interference pattern consisting of alternating light and dark fringes within the probe volume. 
The fringe spacing can be varied to accommodate a wide range of droplet sizes by selecting 
different tracks on the rotating grating. In addition, the frequency of one of the two beams can be 
shifted, causing the fringe pattern to move. This assists in velocity measurements of slow­
moving particles. 
An important feature of the PIDPA for the present application, in which the spray is 
contained within a glass tube, is its reliance on phase, rather than intensity, information for both 
velocimetry and sizing. This can be seen through an examination of the equations governing the 
scattered light distribution. The intensity, I(t), can be represented as the superposition of the 
light scattered by the droplet from the two incident beams independently. Using complex 
notation to describe their respective electric fields El and E2, 
I(t)=EoC[I~ +E;I·I~ +El=~E; +E2~ +~~ +E2E;] (3.11) 
where Eo = 8.85E-12 C2/N m2 is the permittivity of free space and c = 3E8 mls is the speed of 
light. Bachalo and Houser [48] use the complex scattering coefficient, S(8), to rewrite the 
scattered electric field strength as 
(3.12) 
where Ioi is the intensity of beam i at the probe volume, k = 27r / A is the wave number, r is the 
scattered wave radius and 
tPi = wol- kr + leX· (r - sJ (3.13) 
is the phase shift of the scattered wave due to beam i of frequency woi and unit direction vector 
Si' Inserting Eqs. (3.12) and (3.13) into (3.11) and substituting i = lit for the droplet position 
vector and S2 - S1 = 2£sin 8yields 
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1 { 2 2I(t) = 22 lolISl(9)1 +lo2 IS2(9)1 + 
. k r (3.14) 
2~/olo2lS1 (9)S2 (9)*lcos[(mol - mo2 )t + (2kvz sinO)t + <l>opl]) 
The first two terms within braces represent the amplitude of the scattered light at angle 9 due to 
the independent presence of beams 1 and 2. Because the incident beams are Gaussian, the time­
dependent scattered light profile is likewise Gaussian as the droplet traverses the probe volume. 
These terms (the so-called pedestal voltage) provide no useful information for velocimetry or 
sizing and are filtered out by a signal processor. 
The argument of the cosine function contains the useful information in the signal. The 
first term is zero unless the frequency of one of the two incident beams has been intentionally 
shifted, as described above. The second term causes an oscillation at a frequency (the Doppler 
frequency) proportional to the x component of the droplet velocity. The final term, <l>opl , is a 
phase shift arising from the product of the complex scattering coefficients, lSI (9) S2 (9)* I. The 
light intercepted by a given photodetector in the PIDPA receiver took a slightly different optical 
path through the droplet than the light intercepted by the other two. This difference in optical 
path length, which is a function of droplet diameter, is apparent as a phase lag when comparing 
the output of any two detectors. The third detector provides a redundant measure of droplet 
diameter and eliminates ambiguity whenthe phase lag exceeds 21r. 
Thus, the PlOPA is able to determine the velocity and diameter of individual droplets 
through analysis of temporal and spatial variations in the light scattered by the droplets. The 
following section describes several other aspects of instrument performance that are necessary 
for estimating the entrained liquid volume flow rate. These include determination of the optical 
probe area, correcting for the variation of sensitivity with droplet size and accounting for the 
routine occurrence of certain error modes that cause droplets to be rejected from the sample. 
3.2.3 Calculation of Entrained Liquid Flow Rate 
A useful starting point in discussing the entrained liquid flow rate determination is the 
sample summary provided by the PIDPA at the end of each run. An example from the time­
averaged series is shown in Fig. 3.4. Parts (a) and (b) show two screen options providing slightly 
different information. Both show diameter and velocity histograms and droplet counts. The 
mean-value summaries in (a) give various measures of sample size and velocity, while the 
signal-rejection histogram in (b) provides the number of droplets rejected for each of 14 reasons. 
Each histogram consists of 50 bins into which the droplets are placed as the data are 
logged during the run. Ranges of 35:1 and 8.4:1 are available for the diameter and velocity 
distributions, respectively. The upper and lower ends of these ranges are fixed by the user prior 
to the run. The arithmetic-, area- and volume-mean diameters reported in (a) are calculated as 
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(3.15) 
Values in Fig. 3.4 are fairly representative of runs throughout the study. Of particular interest is 
the volume-mean diameter (VMD), d3O , the diameter below or above which lies 50 percent of the 
sample volume [58]. The Sauter-mean diameter (SMD) is calculated as 
so ISO 
d32 = 'LnjdJ 'LnjdJ = dio I dio (3.16) 
j=l j .. l 
This is the diameter of a drop with the same surface-to-volume ratio as the overall sample and is 
therefore of interest in vaporization-controlled processes. 
Determination of the optical probe area, reported immediately below the mean diameters, 
is one of the key functions of the P/DPA. The laser beams that intersect to form the probe 
volume are Gaussian in profile, so no well-defined boundary exists. The full details of 
Aerometrics' method for calculating the probe area are proprietary, but the general approach is 
described in [59]. The maximum number of fringe crossings for a droplet in one of the larger 
size bins (a bin containing a statistically significant number of droplets) is counted and is taken 
to represent a droplet passing through the center of the probe volume. The minimum number of 
fringe crossings required to make a valid sizing determination is subtracted from that number to 
yield the effective fringe count. The fringe spacing, r, is known from the laser wavelength and 
beam intersection angle [59]: 
A. r=--- (3.17)
2sin(8/2) 
The product of effective fringe count and fringe spacing gives the height and, by symmetry, 
width of the ellipsoidal beam intersection volume. The lateral dimension is fixed by the width of 
an aperture slit in the receiver, as projected into the plane of the probe volume through the 
receiver lens train. 
Because the amount of light scattered by a droplet is roughly proportional to its diameter 
squared, the effective probe area is smaller for small droplets than for large. A correction for this 
non-uniform sensitivity is made at the end of each run by dividing each bin count by its effective 
probe area, normalized to that of the reference bin used to calculate the maximum probe area: 
original count. 
corrected count. = J (3.18) 
J (probe areaJmaximum probe area) 
The corrected counts for each bin are shown in the diameter histogram as white extensions on the 
black columns showing the actual counts. The total corrected count is given in the box to the 
right. 
Given the volume-mean diameter ~o' probe area A and total corrected count N, the 
calculation of the liquid volume flux is straightforward, 
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LVF= N(1C/6)d~ (3.19)
At' 
where t is simply the run time. The use of local values of liquid volume flux to estimate the 
overall entrained liquid flow rate is illustrated in chapter 5 when discussing a detailed traverse of 
the tube cross-section with the PIDPA. 
Also included in the run summary are the numbers of attempted and valid 
diameter/velocity determinations made during the run. The validation rate of 91 percent for the 
run of Fig. 3.4 was fairly typical for the time-averaged and time-resolved series. The signal­
rejection histogram of Fig. 3.4b shows the number of rejects in each of 14 categories. The most 
important of these are as follows: 1) KU, KO: inconsistent size determinations provided by 
different pairs of photo detectors; 2) DU, DO: measured diameter under or over the range 
established by the user; 3) VU, VO: measured velocity under or over the range established by 
the user; and 4) S: one or more photodetector signals saturated. In a given run, the KU, KO 
errors are usually the most common, and generally result from noisy signals or multiple droplets 
in the probe volume simultaneously. The diameter and velocity errors can often be minimized 
by appropriate range selection; concerns regarding diameter-range selection are discussed in the 
following section. Saturation errors generally occur when large droplets pass through the center 
of the probe volume. These can be minimized by reducing the photo detector excitation voltage 
and are also discussed in the following section. This is followed by an analysis of the effect of 
the glass tube through which the refrigerant flows (which acts as a cylindrical lens and alters both 
the incident and scattered light) on the performance of the PIDPA. 
3.2.4 Choice of Diameter Range and Instrument Sensitivity 
A major consideration in the present work is whether the large droplets in the distribution 
are accurately sampled. As shown in the size histogram of Fig. 3.4, the PIDPA offers a diameter 
range of 35:1. Because droplet mass is proportional to d3, a single droplet at the top of this 
range has a mass equal to more than 40,000 of the smallest droplets in the distribution. Lewis et 
al. [60] report that for coarse sprays, the absence of one large drop in a sample of 1000 can affect 
the value of the SMD by 100 percent. Sample calculations using actual distributions from this 
project yielded increases on the order of 10 percent, still significant. 
The bin populations recorded in trial runs provide a good indication of whether the range 
is set appropriately. In addition, the signal-rejection histogram in the lower-right comer of Fig. 
3.4b provides a direct count (labeled DO, and equal to 79 out of 4947 samples in this run) of the 
number of droplets rejected because their measured diameter fell above the range. In some 
instances, however, noisy signals are misinterpreted as large droplets, casting uncertainty on the 
validity of these key numbers [59]. Further, tests conducted in this study suggest that these 
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errors become more frequent when the size range is increased due to a reduction in the probe­
volume fringe -count. Accordingly, a means of predicting the maximum droplet size in the 
distribution would be a valuable asset. 
Teixeira [35] offers the following correlation for maximum drop size, based on 
equilibrium between the stabilizing effect of surface tension and the destabilizing effect of shear 
at the liquid-vapor interface at which the droplets are atomized: 
We* = PaU;,dmax I 0' = 13.89 (3.20) 
Teixeira's critical Weber number of 13.89 is based on comparison with experimental data from 
four separate investigations. Values of dmax were not measured experimentally, but were 
estimated via the ratio dmax I d32 =5.14, based on comparisons of Rosin-Rammler and upper­
limit log-normal distributions with experimental data. In these comparisons, d_ was taken to 
be the diameter below which 99.99 percent of the liquid volume in the distribution resided 
(d.9999). Solving for dmax with nominal values for R134a tests in the present work (Pa =6 
kglm3, Ua = 6 mis, 0'= 0.015 N/m at a local temperature of -23°C) yields d_ = 960 microns, 
substantially larger than the upper limit of 237 microns employed in the experiments reported 
herein. 
Teixeira's choice of critical Weber number is substantiated by the findings of Wierzba 
[61], who studied droplet breakup in high-speed vapor flows. He reviewed papers reporting 
values of We· ranging from 2.2 to 99.6 and provided three possible explanations for the 
discrepancy: 1) different experimental methods and facilities that imposed different stress levels 
on droplets even under nominally identical operating conditions; 2) the effect of liquid viscosity 
on atomization; and 3) observation of different breakup mechanisms, of which six are discussed. 
The importance of viscosity relative to surface tension in stabilizing a droplet is expressed as the 
Laplace number, 
(3.21) 
Values of La == 104 indicate strong dominance of surface tension. For R134a, this corresponds to 
a diameter of about 65 microns, typical of volume-mean diameters seen in this study. Wierzba's 
high-speed photographs revealed the dominant droplet breakup mechanism in this range to be 
bag breakup, in which the droplet is flattened to a thick-rimmed disk whose center is then 
stretched into a bag-shaped membrane until it ruptures. Three or four large droplets typically 
form from the rim, and perhaps 20 smaller ones from the membrane. Wierzba found this 
breakup mechanism to be essentially complete at Weber numbers ranging from 13.7 to 14.1. 
A second approach for estimating maximum droplet diameter is provided by the analysis 
of Kitscha and Kocamustafaogullari [62] for droplets stabilized by surface tension in a high­
velocity vapor field. Their relation, based on a modified Weber number Wem and a 
dimensionless volume-equivalent diameter d:, is 
35 

(3.22) 
(3.23) 
(3.24) 
Solving for d""", with the above property values and PL = 1370 kglm3 yields d""", = 1110 
microns, also significantly higher than the current PIDPA range. 
Simmons [63] analyzed the diameter distributions from hundreds of tests of gas-turbine 
nozzles and postulated a "maximum" drop size above which the probability of survival without 
breakup was vanishingly small. This maximum drop size was found to be 
d""", = 3.0 VMD or (3.25) 
d""", = 3.6 SMD (3.26) 
where a consistent ratio of VMD = 1.2 SMD was seen in the data. A far different ratio of roughly 
VMD = 0.5SMD was seen in the present study, however, suggesting that the size-distribution 
profIles are substantially different This observation, along with the wide range of critical Weber 
numbers cited by Wierzba [61], suggest that any correction for range truncation should be based 
on droplet size distributions recorded in the present study, and not on distributions reported in the 
literature in which droplets were formed under far different circumstances. 
One means of dealing with this issue is to increase the PIDPA size range and accept the 
possibility of upwardly biasing the populations in the large-diameter bins through more frequent 
sizing errors. A second method is to simply allow the size range to be truncated and use a size­
distribution model (with fitting parameters based on the present data) to extrapolate. The 
appearance of the diameter histogram of Fig. 3.4, typical of those observed in the present study, 
suggests that a log-normal distribution function might be appropriate. Lefebvre [64] provides 
log-normal probability density functions for droplet distributions on number, surface and volume 
bases. Simmons [65] correlated his gas-turbine nozzle data with a root-normal distribution, 
f(y) = ".},;-ex{-i(7)'] . with (3.27) 
y = -Jdj I VMD (3.28) 
The mean value, J1., is 1.0 with y defined as shown. The data yield a straight line on a normal­
probability plot with the ordinate expressed as ~dj I VMD and abscissa as cumulative volume 
fraction. The standard deviation for Simmons' data was found graphically to be (J =0.238. This 
value cannot be used directly for data from other sources, however. Simmons reports that data 
from less refined nozzles or from those· with mechanical defects tended to include a 
disproportionate number of large drops. Since the evaporator geometry hardly constitutes a 
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refined atomization environment, one might expect the same trend to appear in data from the 
present study. 
Mugele & Evans [66] analyzed four distribution functions and compared their 
performance in matching size distributions for sprays from commercial atomizers. The upper­
limit distribution function (a three-parameter model) and the two-parameter Rosin-Rammler 
distribution proved superior. Lefebvre [58] points out the computational difficulties of working 
with the upper-limit distribution function; further, the arbitrary specification of a maximum 
droplet diameter (the upper limit) is difficult to justify when uncertainty over the upper end of the 
distribution is the motivation for seeking a model. Accordingly, the Rosin-Rammler distribution 
was used in a trial comparison with experimental data. For discrete data, the distribution takes 
the form 
1-Vi = exp[-(di I d)"] (3.29) 
where Vi is the volume fraction contained in droplets of diameter less than di and dand n are 
constants selected to provide the best fit to the experimental data. This equation was linearized 
by taking the logarithm twice and using the identity aln(x) = In(xll ) , resulting in the expression 
In[ln(1-vi r i ]=nln(dJ-nln(d) ,or (3.30) 
Yi =nxi+a , where (3.31) 
Yi = In[ln(l- Viti] and (3.32) 
a =nln(d) (3.33) 
Eq. (3.31) was solved in closed form with a linear least-squares routine written for this purpose 
for unknowns n and a, and the parameter d was found via back-substitution in Eq. (3.33). 
Unfortunately, the fit with experimental data was found to be unsatisfactory for 
extrapolating to find the liquid volume lost by range truncation. A possible explanation is 
provided by Teixeira et al. [36], who used a Malvern instrument to investigate the effect of 
inserts (a venturi tube and a rectangular plate oriented parallel to the flow) on entrained drop 
sizes in annular flow. The inserts scavenged existing droplets from the flow field and produced 
new ones via entrainment from the liquid film. The size distribution of the new droplets was 
markedly different from that of the old. The resulting bimodal distribution could not be fit with 
the unimodal Rosin-Rammler function typically employed with the Malvern. 
In the present study, the elbow immediately upstream of the optical test section may act 
as such an insert, preferentially collecting large droplets because of their greater inertia. The 
calculations above using the Teixeira [35] and Kitscha and Kocamustafaogullari [62] correlations 
for maximum drop size suggest, however, that large droplets can likewise be produced in the 
elbow environment Direct visual observation of liquid ligaments and droplets impinging on the 
optical test section wall during periods of low superheat provided qualitative support for these 
estimates. Yideotapes of droplets illuminated by the PIDPA laser beams were also made. The 
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droplets were clearly visible as intense white spots on a gray background. However, no 
conclusive sizing information could be acquired, for reasons discussed in chapter 6. In the 
absence of a reliable extrapolation model or independent confirmation of the existence of 
oversize droplets, the PlOP A readings were used directly, with no correction for range 
truncation. This decision is discussed further in the uncertainty analysis of section 5.2.4. 
A second instrument setting that influences sampling of the upper end of the size 
distribution is the excitation voltage of the photomultiplier tubes (PMTs). A high PMT voltage 
is desirable because it increases sensitivity, effectively increasing the size of the probe volume 
and capturing a higher percentage of small droplets. However, excessive PMT voltage 
sometimes causes the output to saturate, resulting in rejection of the signal. To an excellent 
approximation, the light scattered by a given droplet is proportional to its diameter squared [67]; 
thus, large droplets are rejected more frequently due to saturation errors than small. The 
importance of capturing large droplets in the present study therefore dictated that the PMT 
voltage be set somewhat lower than might be optimal for maximizing overall validation rate. 
3.2.5 Interaction of PIDPA with Glass Tube 
The final aspect of PlOP A operation requiring particular attention in this study was the 
interaction of the incident and scattered light with the cylindrical glass tube through which the 
refrigerant passes. The lens action of this tube changes the apparent positions of the transmitter 
and receiver when viewed from within the tube, magnifying the droplets for off-axis sampling 
locations. For LDV applications, Durrett et al. [68] and Owen [69] describe experimental and 
analytical techniques, respectively, for dealing with beam refraction through curved surfaces. 
Neither study addresses the impact on droplet sizing, however. 
Accordingly, this effect was investigated using a monodisperse droplet generator to 
produce a downward-flowing, tightly confined stream of droplets (Fig. 3.5). A glass tube 
identical to that used in the refrigeration system was mounted on a two-axis micrometer 
positioner. The P/DPA transmitter and receiver and the stream position were held fixed. By 
translating the tube position, data were recorded along the axis and normal for both the 
transmitter and receiver. Baseline data were also recorded with the tube absent. 
The results, discussed further in section 5.1.1, revealed a strong dependence of 
magnification on probe volume position. This magnification is due to two optical effects: 1) the 
directly observable magnification due to the passage of light across a curved interface between 
materials of different refractive indices, and 2) the sensitivity of the PlOP A to the angle between 
transmitter and receiver, when viewed from the probe volume. This angle changes from near 
zero to 50 degrees as traverse position is varied, and creates the more important of the two 
effects. Calculations by Aerometrics confirm the validity of our own empirical calibration of the 
38 

Syringe Pump 
Droplet 
Generator 
Sine-Wave 
Generator 
o 
o 

0 
0 
PIDPA 
Receiver 
0 
0 He-Ne 
Laser0 
PIDPA 
Transmitter 
Tube 
Mounted 
onx-y 
Translation 
Stage 
Figure 3.5 Droplet generator and optical test section used to investigate effect of cylindrical 
glass tube on PIDPA droplet sizing 
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spatial dependence of droplet magnification [70]. This calibration was used to correct off-axis 
data (the magnification on-axis is unity) as part of the post-test data reduction. 
In summary, the PlOPA, while quite likely the best tool available for this demanding 
application, cannot be regarded as providing an unequivocal measure of the entrained liquid flow 
rate. A balanced approach is necessary to deal with the most important concerns while not 
allowing the complexity of the technique to overwhelm other aspects of the study. The 
remaining sections in this chapter show how the PIDPA measurements were integrated into two 
phases of experiments in which the time-averaged and time-resolved performance of the 
evaporator were investigated. 
3.3 EXPERIMENTAL DESIGN 
The first experimental phase dealt with the time-averaged performance of the evaporator 
in terms of the dependence of liquid carry over on operating conditions. As stated in the 
introduction, preliminary experiments and information from the literature suggested a multifactor 
dependence, including superheat level, inlet quality, refrigerant mass flux and evaporator heat 
flux. Refrigerant R134a was to be used in the majority of the runs, with tests also conducted 
with R12 and R22 to investigate the impact of refrigerant properties. A test matrix with each 
factor fixed at three levels was desired, as well as three replicates of each run. A four-factor plan 
with three levels of each factor and three replicates of each treaUDent combination would involve 
243 runs, an unwieldy number. Accordingly, experimental design and statistical analysis 
concepts were employed to reduce the extent of the matrix while still revealing the effects of the 
factors on the response. 
This section summarizes the approach by which the full R134a run matrix (expressed in 
the form of suitable dimensionless groups) was reduced to manageable size. Statistical methods 
for identifying the dominant effects from the experimental data are covered in the following 
section. The run matrix and analysis techniques for the time-resolved experiments are then 
described in section 3.5. 
3.3.1 Full Run Matrix in Dimensionless Form 
The first step in formulating the run matrix for the time-averaged experiments was to 
identify the evaporator design-point condition and range over which each of the factors was to be 
varied. Dimensional analysis was used to determine whether the number of parameters to be 
investigated could be reduced by casting the factors in dimensionless form. Table 3.1 lists 
dimensionless groups relevant to this study. Of particular interest are the inlet quality, boiling 
number, Jakob number and Froude number. The latter three are dimensionless forms of the heat 
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Table 3.1 Dimensionless groups relevant to the present study 
Group 
Reynolds number, Re 
Froude number, Fr 
Jakob number, Ja 
Weber number, We 
Boiling number, Bo 
Entrained mass fraction, EMF 
Inlet quality, xin 
Slip ratio, S 
Eotwos number, Eo 
Bond number, B 
Nusselt number, Nu 
Laplace number, La 
Definition 
GD I J1 L (liquid) 

GD I J1G (vapor) 

G I PL(gDi12 

c/TG - TSal ) I hLG 

G2DI PG(1 

tP I GhLG 

maIm 

(h-hL)1 hLG 
UGIUL 
4n2 (1
Eo= (PL -PG)D2g 
g(PL - PG)D2 I (1 
hDl kG 
La = PL(1d I J1i 
Interpretation 
Ratio of inertial to viscous 
forces 
Ratio of inertial to 
gravitational forces 
Sensible to latent energy 
absorbed in evaporator 
Ratio of inertial to surface­
tension forces 
Ratio of evaporator heat flux 
to fluid power absorbed 
Ratio of entrained liquid flow 
rate to total flow rate 
Thermodynamic quality at 
evaporator inlet 
Ratio of local vapor and liquid 
velocities 
Ratio of surface tension to 
gravitational force 
Ratio of gravitational force to 
surface tension (4n lEo) 
Dimensionless heat transfer 
coefficient 
Surface tension to viscous 
forces in droplet breakup 
flux, superheat level and mass flux, respectively. The Weber and Bond (or Eotwos) numbers are 
not included among these parameters because of the dominance of gravitational forces over 
surface tension in the evaporator geometry, as discussed in section 2.2.2. Likewise Froude 
number is used to nondimensionalize mass flux rather than Reynolds number because of its 
dominance in free-surface flows [71]. 
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Design-point conditions for both the aluminum and glass evaporators are shown in Table 
3.2. The inlet quality, superheat level and heat duty for the aluminum evaporator were chosen as 
being typical of steady-state domestic refrigerator operation. The refrigerant mass flow was 
estimated from an energy balance on the evaporator, 
q= 1h[(I- xin)hw +cp(TG - T..ar)] (3.34) 
Note that the enthalpy change due to superheating has been approximated as Cp (TG - Tsar) in 
spite of the proximity to saturation conditions; under conditions tested, however, the latent 
enthalpy change (1- xin )hw is dominant, representing roughly 98 percent of the total, so the 
approximation has little effect. Eq. (3.34) can be cast in terms of heat and mass flux as 
GD ¢ = 4NL [(1- xin)hw +cp(TG - T..ar)] (3.35) 
where N is the number of heated passes in the evaporator and L =0.55 m the length per pass, and 
in dimensionless form as 
-¢-=~[(l-X')+ Cp(TG-T1ar )] (3.36)
Ghw 4NL ~ hw 
The dimensionless groups in Eq. (3.36) are the boiling and Jakob numbers, the inlet quality and a 
geometric parameter. It is instructive to examine Eq. (3.36) with the Froude number, 
G I P L (gD)1I2 (3.37) 
For given refrigerant type and evaporator tube diameter, Froude number can be varied only by 
changing mass flux. Eq. (3.36) reveals, however, that changing mass flux while holding la, Bo 
and xin constant can only be accomplished by changing the heated length in the evaporator, NL. 
This is the motivation for conducting runs in 16-, 12- and 8-pass evaporators as discussed in 
chapters 4 and 5. 
Table 3.2 Design-point conditions for R134a runs in the aluminum and glass evaporators 
Variable Aluminum Glass 
Evaporator Evaporator 
Inlet QUality 0.1 0.1 
Superheat Level, °C 2 6 
Heat Duty, watts 300 457 
Mass Flow, kgls 1.54E-03 2.31E-03 
Heat Flux, w/mA 2 1340 1730 
Mass Flux, kglmA2 s 29.8 32.4 
Tube Diameter, m 8.lOE-03 9.53E-03 
Heated Length, m 8.8 8.8 
Jakob Number .007 .021 
Froude Number .077 0.077 
Boiling Number 2.1E-04 2.5E-04 
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The time-averaged tests in the aluminum evaporator revealed that Froude number and 
inlet quality had greater impacts on liquid carry over than boiling number. Accordingly, 
conditions in the glass evaporator (which has a larger inside diameter) were fIxed by holding 
these at the same level as in the aluminum unit. The superheat level (and Jakob number) in the 
glass evaporator were necessarily higher to avoid carrying liquid over in the form of rivulets on 
the tube wall. This is a consequence of the stratified flow pattern and the low thermal 
conductivity of glass, which caused significant vapor superheating even in the presence of a 
signifIcant liquid layer in the fInal evaporator passes. 
The design-point Fr, la, Bo and Xiii values for the aluminum evaporator were used as the 
middle of three levels for each in the overall test matrix illustrated in Table 3.3. One-third of the 
81 entries in the table (those shown in bold print) were included in the fractional factorial matrix 
ultimately run for the time-averaged phase of the experiments. The procedure by which they 
were selected and the fInal form of the matrix are summarized in the following section. 
3.3.2 Fractional Factorial Matrix 
The primary objective in choosing a fractional factorial matrix was of course to reduce 
the experiment to a manageable size. A carelessly chosen procedure, however, might have 
resulted in a matrix that was diffIcult or impossible to analyze with standard techniques. An 
example of such a pitfall is provided by the 3x3 Graeco-Latin square illustrated in Table 3.4. 
The name is derived from the use of Greek and Latin characters within the table to indicate the 
low, medium and high values of the third and fourth factors. Use of this design would achieve a 
nine-fold reduction in the number of runs, from 243 to 27 (3 replicates of 9 separate treatments). 
Equally important, the design is balanced, with each level of each factor appearing once with 
each level of every other factor. Johnson and Leone [72] point out, however, that the residual 
sum of squares (discussed in the following section) is zero for such a design, ruling out the use of 
ANOVA (analysis of variance) for analyzing the experimental data. 
The design ultimately selected for the time-averaged experiment was the Latin square 
shown in Table 3.5. This square was repeated at each of the three Jakob number levels, resulting 
in 27 treatment combinations and 81 runs. The design is balanced and is free of mathematical 
anomalies such as that affecting the 3x3 Graeco-Latin square. Montgomery [73] demonstrates 
the application of ANOV A to such a design; details are provided in the following section. 
The entries in Table 3.5 are somewhat misleading in that they imply that the precise 
values shown could be achieved experimentally. Recall from the discussion of Eqs. (3.36) and 
(3.37), however, that the factors could be varied independently only by modifying the length of 
the evaporator. The design of the flow loop was such that the number of passes had to be an 
even integ~r. Each modifIcation was time-consuming and risked contaminating the refrigerant 
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Table 3.3 Full 81-treatment matrix for time-averaged R134a runs. Treatments in bold characters 
were included in 34-1 fractional factorial matrix. 
Jakob Inlet Boiling Froude Jakob Inlet Boiling Froude Jakob Inlet Boiling FroudeNumber Quality Number Number Number Quality Number Number Number Quality Number Number 
0.007 0.0 2E-4 0.06 0.014 0.0 2E-4 0.06 0.021 0.0 2E-4 0.06 
0.007 0.0 2E-4 0.075 0.014 0.0 2E-4 0.075 0.021 0.0 2E-4 0.075 
0.007 0.0 2E-4 0.09 0.014 0.0 2E-4 0.09 0.021 0.0 2E-4 0.09 
0.007 0.0 3E-4 0.06 0.014 0.0 3E-4 0.06 0.021 0.0 3E-4 0.06 
0.007 0.0 3E-4 0.075 0.014 0.0 3E-4 0.075 0.021 0.0 3E-4 0.075 
0.007 0.0 3E-4 0.09 0.014 0.0 3E-4 0.09 0.021 0.0 3E-4 0.09 
0.007 0.0 4E-4 0.06 0.014 0.0 4E-4 0.06 0.021 0.0 4E-4 0.06 
0.007 0.0 4E-4 0.075 0.014 0.0 4E-4 0.075 0.021 0.0 4E-4 0.075 
0.007 0.0 4E-4 0.09 0.014 0.0 4E-4 0.09 0.021 0.0 4E-4 0.09 
0.007 0.1 2E-4 0.06 0.014 0.1 2E-4 0.06 0.021 0.1 2E-4t 0.06 
0.007 0.1 2E-4 0.075 0.014 0.1 2E-4 0.075 0.021 0.1 2E-4 0.075 
0.007 0.1 2E-4 0.09 0.014 0.1 2E-4 0.09 0.021 0.1 2E-4 0.09 
0.007 0.1 3E-4 0.06 0.014 0.1 3E-4 0.06 0.021 0.1 3E-4 0.06 
0.007 0.1 3E-4 0.075 0.014 0.1 3E-4 0.075 0.021 0.1 3E-4 0.075 
0.007 0.1 3E-4 0.09 0.014 0.1 3E-4 0.09 0.021 0.1 3E-4 0.09 
0.007 0.1 4E-4 0.06 0.014 0.1 4E-4 0.06 0.021 0.1 4E-4 0.06 
0.007 0.1 4E-4 0.075 0.014 0.1 4E-4 0.075 0.021 0.1 4E-4 0.075 
0.007 0.1 4E-4 0.09 0.014 0.1 4E-4 0.09 0.021 0.1 4E-4 0.09 
0.007 0.2 2E-4 0.06 0.014 0.2 2E-4 0.06 0.021 0.2 2E-4 0.06 
0.007 0.2 2E-4 0.075 0.014 0.2 2E-4 0.075 0.021 0.2 2E-4 0.075 
0.007 0.2 2E-4 0.09 0.014 0.2 2E-4 0.09 0.021 0.2 2E-4 0.09 
0.007 0.2 3E-4 0.06 0.014 0.2 3E-4 0.06 0.021 0.2 3E-4 0.06 
0.007 0.2 3E-4 0.075 0.014 0.2 3E-4 0.075 0.021 0.2 3E-4 0.075 
0.007 0.2 3E-4 0.09 0.014 0.2 3E-4 0.09 0.021 0.2 3E-4 0.09 
0.007 0.2 4E-4 0.06 0.014 0.2 4E-4 0.06 0.021 0.2 4E-4 0.06 
0.007 0.2 4E-4 0.075 0.014 0.2 4E-4 0.075 0.021 0.2 4E-4 0.075 
0.007 0.2 4E-4 0.09 0.014 0.2 4E-4 0.09 0.021 0.2 4E-4 0.09 
Table 3.4 Three-by-three Graeco-LatiIi square [72] 
Factorn~ 
J, Factor I 1 2 3 
1 An By C ~ 
2 Cy A~ Bn 
3 B ~ Cn Ay 
Table 3.5 Latin square matrix employed in time-averaged runs with R134a [73] 
Boiling number ~ 
Inlet 2E-4 3E-4 4E-4 
J, quality 
0.0 0.06 0.09 0.075 
0.1 0.075 0.06 0.09 
0.2 0.09 0.075 0.06 
Notes: 
Froude number in square 
Identical matrix run at Jakob numbers of 0.007,0.014,0.021 
Tests also conducted at Fr = 0.012, x = 0.1 to explore impact of 5/16" tubes 
with ambient air. Accordingly, three series of runs with 16, 12 and 8 passes were completed. 
The particular selection of factors shown was made by minimizing the sum of squared errors 
between the ideal heated length (calculated by solving Eq. (3.36) for NL) and the three fixed 
values available, while maintaining balance in the overall matrix. 
3.4 ANALYSIS TECHNIQUES FOR TIME-AVERAGED DATA 
As stated in the previous section, the fractional factorial design selected made it possible 
to use conventional techniques to analyze the experimental data. The frrst of these, analysis of 
variance, was used to establish the relative effects of the four factors (Ja, Fr, Bo and Xiii) on the 
response (entrained mass fraction, EMF). This hierarchy was then used to select terms for a 
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nonlinear mUltiple regression analysis in which a single equation relating EMF to the four factors 
was developed. 
3.4.1 Analysis of Variance (ANOVA) 
The use of ANOV A in multifactor experiments is well-established; Montgomery [73] 
(the main source for the material in this section) calls it " ... probably the most useful technique in 
the field of statistical inference." A brief description illustrating the underlying principles is 
included here, with additional details provided in chapter 5. 
ANOV A is a technique for testing the equality of several means. Consider an experiment 
in which the response, y, depends linearly on two treatment effects, 'C and /3. (These are often 
referred to as treatments and blocks, respectively, but may be thought of in this analysis as the 
effects on Y of two independent variables.) Taking a to be the number of levels over which 'C 
was varied, appropriate null (Ho) and alternative (HtJ) hypotheses among the mean values 
recorded at those levels are 
Ho: J11 = J12 = J13 = ... = J1tJ (3.38) 
HtJ: J1;:¢: J1j for at least one i, j (3.39) 
Corresponding hypotheses can be written for the b levels of /3. The data within each sample or 
population are taken to be normally distributed with equal variance. 
The response is represented by a linear statistical model, 
i = 1,2, ...a 
y.. = J1 + 'C. +/3. + E.. { (3.40)
IJ I J IJ ·=12 bJ " ... 
where J1 (unsubscripted) is the overall mean, 'C; is the effect of the ith treatment, and Eij is a 
random error component. 'C; and /3j are taken to be normally distributed deviations from the 
mean and accordingly sum to zero: 
(3.41) 
;=1 j=1 
ANOVA provides a quantitative method for apportioning the total variability in the 
dependent observations among treatment 'C, treatment /3 and random effect E. This is readily 
demonstrated by rewriting Eq. (3.40) in working form as 
Yij = Y. + (Y;. - Y) +(Yj - Y) + (Yij - K - Yj +Y) (3.42) 
The dot notation implies summation over the subscript the dot replaces, while the bar denotes 
averaging: 
y;. =(~)±yij , i =1,2, ... ,a (3.43) 
J=I· 
Yj =(!):tYij , j =1,2, ...,b (3.44) 
a ;=1 
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1 ) b( /J (3.45)Y.= -N LLYij 
obs i=l j=l 
where Nobs =ab is the total number of observations. The deviation from the grand average for 
any given observation is, from Eq. (3.42), 
Yij - Y. = (Yi. - Y.) + (Yj - Y.) + (Yij - Y;, - Yj +Y.) (3.46) 
The sum-of-squared deviations is then 
a b a b 
L L (Yij - YY = L L[(Yi. - Y)+ (Y j - Y) + (Yij - Y;. - Y j +y)]2 (3.47) 
i=l j=l i=l j=l 
The right-hand side can be expanded and simplified to yield the desired form, 
a b a b a bL L (Yij - YY = bL (Yi. - YY +aL (Y j - YY +L L (Yij - Y;. - Y j +YY (3.48) 
i=l j=l i=l j=l i=l j=l 
Thus, the total sum of squares has been apportioned among treatments, blocks and residuals, 
SStotal = SStre4lments + SSblocks + SSruitJwJJs (3.49) 
The residual sum of squares is a measure of the inherent, or naturally occurring, error in the 
measurements and can thus serve as a basis for judging the significance of the other sums. First, 
however, each is divided by its respective degree of freedom to form mean-square values: 
MStotal = SStotal ! (Nob. -1) (3.50) 
MStre4Jments = SStre4Jments! (a -1) (3.51) 
MSblocks = SSblocks ! (b -1) (3.52) 
MSresidua1 = SSresiduol ! (a -l)(b -1) (3.53) 
The statistical significance of the variability attributable to treatments and blocks is 
evaluated using the F test. The mean squares calculated above are independently distributed chi­
square random variables, so the ratio of any two follows an F distribution. By using the residual 
mean square as a standard, the F test determines whether the variability due to treatments, for 
example, is statistically different from that due to random error. 
The concept is illustrated in Fig. 3.6 for a hypothetical experiment with 8 treatment and 5 
block levels. The F ratio to test the significance of treatments is 
F =MStreatments = SStreatments! (a -1) (3.54)
MSresiduol SSresidual! (a -l)(b -1) 
The F distribution, h(F), is a function of the degrees of freedom for the numerator (u = a-I = 7) 
and denominator (v =(a - l)(b - 1) =28) as well as F itself: 
h _ r(TnrF'''-l 
(3.55) 
(F)- r(~)rl;l(:)F+f"" 
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F 
Figure 3.6 F distribution for experiment with a = 8 treatments, b = 5 blocks. Five percent of the 
area under the curve lies to the right of the point F = 2.36. 
The area under the curve of this probability density function is of course 1.0. Of this area, 5 
percent (the significance level, a, in this example, or the probability of rejecting a true null 
hypothesis) lies to the right of the value F =2.36. Thus, if the calculated F value exceeds 2.36, 
the null hypothesis is rejected, and the effect of treatment level is said to be significant at the 95 
percent confidence level. An F test performed for block effect would use a value of u = b - I = 
4, yielding a critical value of F(a = 0.05, u = 4, v = 28) = 2.71. Statistical significance aside, the 
relative sizes of the mean squares for the independent variables can be used to rank the 
importance of their effects on the dependent variable. This approach was used in chapter 5 to 
choose the terms to be included in the nonlinear multiple regression analysis discussed in the 
next section. 
3.4.2 Nonlinear Multiple Regression 
This technique provides a curve fit to the experimental data that can be used to estimate 
the value of the response at various levels of the independent variables. Uncertainty bounds on 
the estimates are calculated, and the residuals (the difference between actual and predicted 
responses) examined to assure that the fitting equation includes all necessary terms. This section 
summarizes the principles upon which the technique is based, with implementation details 
reserved for chapter 5. 
For illustration, consider the problem of fitting response y to factors ~, x2 ' X3 in the form 
fix., x2 ' x3' b .. b2 , b3 , b4 , • •• ), where the bj might be coefficients, exponents, etc. This is 
accomplished by minimizing the sum of squared residuals, expressed as 
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;=1 
(3.56) 

through appropriate choice of the b;. The summation is over the 81 experimental data points. 
The b; are chosen by simultaneously setting the partial derivatives of S with respect to all b; to 
zero (a necessary but not sufficient condition): 
as N. dj..
:l= 0 = L -2(y; - f;).:;w- , 1=1,2, ... (3.57) 
db; ;=1 db; 
Second derivatives can be checked to assure that a minimum, and not a maximum, has been 
found. Iff is a linear function of the b;, the resulting system of equations is linear and solution is 
straightforward. If a nonlinear dependence is postulated, the resulting equations are 
correspondingly nonlinear and the solution is more demanding. 
As stated in the previous section, ANDVA provided a ranking of the factors in terms of 
their effects on the response. Fourteen factors were included in the analysis: the four 
independent variables Ja, Fr, Bo and X in , their squares, and all first-order interactions (e.g., 
products like JaeFr). Linear multiple regression was first attempted, but the resulting expression 
showed unsatisfactory asymptotic behavior, particularly with Jakob number. Preliminary 
measurements (discussed in chapter 5) showed the dependence of entrained mass fraction on 
Jakob number to be well-approximated by a decaying exponential. Accordingly, nonlinear 
mUltiple regression was performed on the expression 
EMFpredicted =f = (b1 +b2Fr)i,Ja +b3Fr+b4xin +bSBo X in , (3.58) 
where again the terms included in the expression were based on the ranking from ANDVA 
The resulting system of equations was solved with IMSL routine DUNLSJ, which uses a 
modified Levenberg-Marquardt root-fmding algorithm [74]. This technique uses the method of 
steepest descent to quickly approach the minimum and a Taylor series linearization in the 
immediate vicinity of the solution. A reasonable initial guess is important, because no protection 
is provided against fmding a local, rather than absolute, minimum. The direction toward the 
minimum is found in the method of steepest descent by postulating a relocation, ds, equal in 
magnitude to the vector sum of the respective displacements along the coordinates of b space 
[75]: 
(ds)2 = (db1)2 + (db2)2+··+(dbn )2 , or (3.59) 
1- i(db;)2 =0 , (3.60) 
;=1 ds 
where n =5 is the number of coefficients to be determined. The value of the function to be 
minimized, S , changes with movement along< s, 
dS = as db1 + as db2 + ..+ as dbn ,or (3.61)
ds ab1 ds ab2 ds abn ds 
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dS =! as db; (3.62) 
ds ;=1 ab; ds 
The direction of steepest descent is found by maximizing the gradient in Eq. (3.62), subject to the 
constraint expressed in Eq. (3.60). The partial derivatives as I ab; are known from the 
hypothesized form of the fitting expression. The method of Lagrange multipliers is used, with 
augmented function 
! as dbi +A[I-!(dbi )2] (3.63) 
;=1 ab; ds ;=1 ds 
The unknowns are the direction cosines dbi I ds that result in the greatest rate of descent and the 
Lagrange multiplier A. The constraining equation (3.60), together with the n partial derivatives 
of (3.63) with respect to the db; Ids, provide the necessary equations: 
~S _ 2A dbi =0 , i =1,2,.. .,n (3.64)
db; ds 
This procedure is repeated, moving incrementally along s until succeeding values of S differ only 
slightly. At this stage, linear approximations to the dependence of S on the b; can be used with 
acceptable error, and linearized forms of Eqs. (3.57) are used to fmd the family of coefficients 
q, b,., ... ,b,. leading to minimum S. 
It is important at this stage to have some measure of the adequacy of the curve fit. Two 
approaches were used in this study: examination of trends in the residuals, and estimate of the 
uncertainty bands on the predicted values. Both are discussed briefly here, with results presented 
in chapter 5. 
The residuals are simply the difference between the experimental and predicted values of 
entrained mass fraction for each of the NOM =81 runs: 
£i =Yi - Ii ' i =1,2, .. .,NoM (3.65) 
Residuals from an adequate regression analysis should be normally distributed about zero and 
should show no correlation with the response or any of the factors in the experiment. Normality 
is generally checked with a histogram or a normal-probability plot, either of which should reveal 
any unreasonable trends or the existence of outliers. Correlation with response or factors can be 
checked with scatter plots. Ifevidence of correlation is seen, it can be quantified by fitting with a 
low-order polynomial and calculating a correlation coefficient. 
Because the residuals are normally distributed but only a sample estimate of their 
variance is known, they follow a t distribution [73]. The uncertainty bands on the predicted 
entrained mass fractions can thus be estimated as 
(IIIIIX' ImiD) = I ±ta/2,(N.--p)..JV(/) (3.66) 
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where 1- a = 0.95 is the confidence level and p is the number of parameters in the fitting 
expression. Using bold characters to indicate matrices and prime (') to indicate transpose, the 
variance in the predicted entrained mass fraction is 
V(f) = x~ V(B) x, ' (3.67) 
analogous to the scalar expression V(Cx) = C2V(x) for C = constant. Matrix B is the p x 1 
matrix of coefficients in the fitting expression, while x, is the p x 1 matrix of specific factor 
levels (e.g., Fr, Bo, ... ) at which the uncertainty is being estimated. This procedure requires that 
the fitting expression be linear; accordingly, the coefficient b6 in Eq. (3.58) was taken to be 
known, leaving p = 5 factors and fitting parameters of form 
eb,Ja 
Fr eb,Ja 
bl 
b2 
x, = Fr B= b3 
Xiii 
Bo 
b4 
bs 
(3.68) 
The variance of B is 
V(B) = (x'xr1 fi2 , (3.69) 
where fi2 is an unbiased estimate of the variance within the response values, calculated as 
N.Le;
fi2 = ;=1 (3.70) 
Nobs - P 
and X is the Nobs x P matrix of specific factor levels used throughout the experimental series. 
To summarize, the time-averaged data from a fractional factorial matrix of 81 tests of 
evaporator performance over wide ranges of la, Fr, Bo and Xiii were examined with two 
techniques: analysis of variance and multiple nonlinear regression. These provided a ranking of 
the importance of the factors and a curve fit with which the response, liquid carry over, could be 
estimated under conditions not tested. Residuals (actual minus predicted values) were examined 
for normality and trends, and the uncertainty in the fitting procedure was estimated. Bearing in 
mind the approximations and uncertainties in the experiment and analysis, these results quantify 
the dependence of liquid carry over on evaporator operating conditions. In the following section, 
interest shifts to the time-varying nature of the liquid carry over and its relationship to flow 
patterns within the evaporator, for which a different set of analytical tools is appropriate. 
3.5 ANALYSIS TECHNIQUES FOR TIME·RESOLVED DATA 
In the second phase of the study, the primary objective was to determine the extent to 
which fluctuations in entrained liquid carry over and exit superheat were related to slug 
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formation and propagation. This section describes the use of time- and frequency-domain 
techniques to analyze the complicated time series exhibited by these variables. While three 
recent papers illustrate the use of such techniques to document two-phase flow phenomena [10, 
53, 55], probably the best single source is the text of Bendat & Piersol [76], the primary 
reference for information presented in this section. The time series were filtered before 
processing to avoid aliasing. Auto- and cross-correlation coefficient functions and auto-spectral 
density distributions (via Fourier transform) were then computed to establish the extent to which 
the signals were periodic and the time delays among them. Time series analysis was used to 
estimate the response function for each variable, and the data were summarized with suitable 
distribution functions to minimize the number of parameters required to characterize the time­
varying evaporator behavior. 
3.5.1 Low-Pass Filtering to A void Aliasing 
Aliasing occurs anytime a signal is sampled at a rate less than or equal to twice that of the 
highest-frequency component in the signal. A common approach to the problem is to low-pass 
filter the signal to remove all frequencies at or above F12, where F is the sampling frequency. 
While electronic filters are commonly used for this purpose, such an approach was not feasible in 
this study because of the nature of the liquid carry over data. As described previously, these data 
are acquired one droplet at a time and stored in a table consisting of the droplet diameter, 
velocity and time of arrival. No low-pass filtering, electronic or otherwise, can be performed on 
the incoming signals. 
The droplet data were converted to a table of entrained mass flow versus run time at the 
end of each run with a program written for that purpose. These data were then low-pass filtered 
with a digital finite-impulse-response (FIR) filter, based on a design described by DeFatta et al. 
[77]. For consistency, the same filter was also used on the exit temperature and evaporator 
pressure data. Such a filter is easily programmed, inherently stable and exhibits linear phase, i.e., 
the phase delay introduced by processing with the filter is not a function of frequency; this 
attribute is important if correlation coefficients are to be computed with the filtered data, as they 
are in this study. 
In practice, the filter re-computes each data point in the time series as a weighted average 
of the point and several of its neighbors. The weighting function and width of this so-called 
window are functions of the filter order, which varies with the sampling, stopband and passband 
frequencies and stopband attenuation. The concepts of stopband and passband frequencies and 
stopband attenuation are illustrated in Fig. 3.7 from DeFatta et al. [77]. An attenuation of 44 dB 
corresponds to a signal ratio of 
dB =44 =2010g1o (MpGSSbanti I M8fOPband) ~ Mpassband I M8topbond =159 (3.71) 
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Normalized frequencies: 
Ip = 0.2 Hz 
Is = 0.3 Hz 
F= 1 Hz 
Passband ripple: Ap "" 0.1 dB 
Stopband attenuation: As - 44 dB 
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Figure 3.7 Finite-impulse-response lowpass fllter design showing concepts of stopband and 
passband frequencies and stopband attenuation [77] 
In this study, the following values were used: 1) sampling frequency F = 5 Hz; 2) stopband 
frequency =2.5 Hz; 3) passband frequency =1.67 Hz; and 4) stopband attenuation =44 dB. 
3.5.2 Auto- and Cross-Correlation Functions 
After filtering, the time series for liquid carry over, exit superheat and evaporator 
pressure (used to indicate slug activity) were used to calculate auto- and cross-correlation 
coefficient functions. The former reveals the dominant period in a series, while the latter shows 
the extent to which two series are related and the time delay between them. The cross­
correlation coefficient function between discretely sampled variables x and y at time delay rLlt is 
dermed as [76] 
, r = 0,1,2, ...m (3.72) 
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where Lit is the sampling interval and m < Nob., the number of observations in the time series. 
In practice, a value of m:::; NoDs I 4 is generally adequate to reveal periodicity and time delays. 
The sample cross-correlation function Rxy (rtit) is 
1 N.-r 
Rxy (rtit) = L (x" - ,u"')(Y,,+r -,uy) 	 (3.73)
NoDs -r "",1 
where 	,ui is the mean value of variable i. Note that order of subscripts is important: The 
sequence in Eq. (3.73) is appropriate for x leading y. The auto-correlation coefficient function is 
of course just the special case of x =y. 
3.5.3 	Fourier Transform 
Further insight into the nature of time-varying signals is provided by examining their 
frequency content via Fourier transform which, for fmite sampling period T, has the form [76]: 
X(/,n = J:x(t) exp(-i2njt)dt (3.74) 
For discrete data recorded at sampling interval Lit over period T, Eq. (3.74) becomes 
N-1 
X(f,n = & LX" exp(-i27ifn&) 	 (3.75) 
"",0 
The widely used fast Fourier transform (FFf) is a computationally efficient form of Eq. (3.75); 
commercial software offering this function is readily available. However, these programs 
generally require that the number of observations be an integral power of 2. To avoid this 
limitation, a program performing a simple discrete (as opposed to fast) Fourier transform was 
written and checked against a commercial FFf program to verify its operation. The DFf 
program could process a 5000-point data set in about 20 minutes and was run at night with a 
batch file. 
After Fourier transform, the correlation between the frequency spectra of two signals can 
be quantified through the cross-spectral density function, defined as 
1 • Sxy(/,T) = T X (/,T)Y(/,T) 	 (3.76) 
where X(/,T) and Y(f,n are finite Fourier transforms of x(t) and yet) and X·(/,T) is the 
complex conjugate of X(/,T). The special case of x =Y yields the auto-spectral density 
function, which was used to identify the dominant frequencies in a signal. 
3.5.4 Time Series Analysis 
Time series analysis in a broad sense refers to any technique, including those just 
described, that might be employed to gain insight into a time-dependent function. In the present 
context, however, the term is used to describe a procedure in which a system's dynamic response 
characteristics are revealed by analysis of data recorded at regular time intervals. Specifically, 
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the strategy of Pandit and Wu [78] based on autoregressive moving-average (ARMA) models 
will be outlined. A simple model and one of greater complexity will be used to describe the 
underlying principles of the technique. The statistical criterion for judging the adequacy of a 
given model is then summarized. The section closes with a description of an autoregressive 
vector (ARV) model which examines two or more time series for evidence of a causative 
relationship. 
The most basic of the ARMA models is the autoregressive model of order 1, or AR(I). 
In this model, it is postulated that the current time step value, x" depends only upon the previous 
time step value and an external input or shock value a, [78]: 
x, = ¢X'_1 +a, (3.77) 
Coefficient ¢ is a constant. For convenience the backstep operator, B is introduced: 
Bx, =X,_1 , B2 x, =X,_2 , etc. (3.78) 
With this notation, Eq. (3.77) can be re-written as 
x, (1- ¢B) = a, , or (3.79) 
x, = (1- ¢Br1a, (3.80) 
Using now the Taylor series expansion (1 - yr 1 = 1+Y +l +... for y < 1 yields 
.. 
x, = (¢B+ ¢2B2+ .. )a, = I,¢ja,_j 	 (3.81) 
j=O 
In this form, it is apparent that ¢i represents the "memory" of the system for the input or shock 
occurringj time steps ago. Accordingly, ¢i is replaced with the Green's function Gi , 
.. 
x, = (1+G1B+G2B2+·.)a, = I,Gja,_j , 	 (3.82) 
j=O 
directly analogous to the expression 
x(t) = IOG(v)a(t - v)dv , (3.83) 
for continuous functions G(v) and a(t). 
When viewing a time series as a simple column of data, of course, the external inputs or 
shock values a, are not known. In this context, they are treated as residuals that, for the AR(I) 
model, can be minimized via linear least squares [78]: 
a, = x, - ¢X'_1 	 (3.84) 
N. N. 
S =	I,a; =I,(x, - ¢X,_1)2 (3.85) 
,=1 ,=1 
dS N.,. 
-d = 0 = -2I,(x, - ¢x,_1)X,_1 	 (3.86) 
¢ 1=1 
55 

N. 
LXtXt-1 
'" _ -"t=~I__ 
'I' - -N... (3.87) 
LxLI 
,=1 
The adequacy of such a model is checked by plotting and/or cross-correlating the 
residuals, a" with previous time step values at_I' a,_2"" If a significant correlation is evident, a 
higher-order model is called for. An ARMA( 4,3) model will be used now for illustration; shortly 
a systematic approach for choosing the model order will be outlined. The ARMA( 4,3) model has 
the form 
x, = lPIX,_1 + lP2Xt-2 + lP3Xt-3 + lP4X,-4 +a, - 8l at_1 - 82at-2- 83a,_3 (3.88) 
The presence of the previous time step residuals in Eq. (3.88) complicates the solution procedure. 
Substituting recursively for these residuals introduces products of coefficients 8i and lPi' and 
nonlinear regression must be employed, using procedures similar to those outlined in section 
3.4.2. 
Eq. (3.88) can be rewritten using the backstep operator as 
x,(l- lPIB - lP2B2 - lP3B3 - lP4B4) = a,(I- 81B - 82B2- 83B3) (3.89) 
Again using the expansion (1- yr l = 1+Y +l +... yields 
x, = a, (1- 81B - 82B2- 83B3). (3.90) 
[1 + (lPIB+ lP2B2 + lP3B3 + lP4B4) +(lPIB+ lP2B2 + lP3B3 + lP4B4)2+.•. ] 
The coefficients of at remain Green's functions for which we can solve implicitly by equating 
coefficients of like powers of B in Eqs. (3.82) and (3.90): 
Go =1 
G1 =-81 (3.91) 
G2 = lPl + lP2 - 81lPl - 82 
An explicit solution for the Green's function is also possible and provides greater physical 
insight into the system's response characteristics [78]. This is accomplished by factoring the 
autoregressive coefficients in Eq. (3.89) as 
(1- lPIB ­ lP2B2 - lP3 B3 ­ lP4B4) = (1-AtB)(I- A2 B)(I- A3B)(I- A4B) , (3.92) 
where the Ai are the characteristic roots of the equation 
A4 ­ lP1A3 - lP2A2 - lP3A - lP4 = 0 (3.93) 
Combining Eqs. (3.89) and (3.92) yields 
x = (1- 81B - 82B2 - 83B3) a 
, (1- A1B)(I- A2 B)(I- A3B)(I- A4B) , 
(3.94) 
The use of partial-fraction expansion and the Taylor series expansion for (1- yr1 yield once 
again an expression of the form 
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x, = LGja,_j • (3.95) 
j=O 
where now the Green's functions are written as 
Gj = glA{ +g2A~ +g3A{ +g4A{ (3.96) 
The coefficients gi are functions of the characteristic roots AI' A2, A3, A4 and the moving­
average coefficients 81, 82, 83 • 
The virtue of this fonn becomes apparent when the nature of the roots and coefficients is 
examined. These can be real or complex-conjugate pairs. For IAil < 1 (the condition for 
asymptotic stability), Eq. (3.95) demonstrates that a real root corresponds to an exponential 
decay: The influence or "memory" of a given external input gradually diminishes with time. A 
conjugate pair, in contrast, gives rise to a decaying cosine. This can be seen by rewriting the 
roots and their coefficients as 
AI' A2 = r e±iD> and gl' g2 = g e±ifJ ,with (3.97) 
r =IAII =IA21 and g =Igil =1K21 (3.98) 
m= tan-I[Im(A1) I Re(AI)] and 13 = tan-I[Im(gl) I Re(gl)] (3.99) 
Inserting into Eq. (3.96) yields 
Gj = g eifJ (r eiD»j +g e-ifJ (r e-iD»j +g3A~ +g4A{ ,or (3.100) 
Gj = 2grj cos(jm +13) +g3A{ +g4A{ (3.101) 
The first tenn is a cosine with decay rate controlled by r j (recall r must be less than one for 
asymptotic stability). The latter two tenns in this example represent real roots and coefficients 
and are thus exponential decays. This compact representation of the system response to an 
external input will be used in chapter 6 to summarize the evaporator pressure and superheat time 
series during slug flow. 
The strategy for using the ARMA technique on a computer is to start with a simple model 
and gradually increase the model order until the improvement in the fit is no longer adequate to 
justify its increased complexity. The autoregressive order is specified to be an even integer 
because an odd order would force at least one real root, which might not be physically consistent 
with the time series. The moving-average order is taken to be one less than the autoregressive 
order to satisfy the fonn of Eq. (3.91) or its equivalent, Eq. (3.96). If the time series is such that 
some of the additional 8 or tP values in a new model are unnecessary, their values will be 
negligibly small and they can be eliminated in a subsequent run of the program. 
The sum-of-squared residuals from succeeding model runs are used in an F test to 
detennine the stopping point [78]. (Recall the use of the F test in section 3.4.1 to judge the 
significance of factors in ANDV A.) The ratio 
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_(~~Ao) 
(3.102) 
FcalculllleJ - .( Ao ) 
Nob« -r 
is compared to F(a =0.05, s, Nob«- r), where s is the increase in the number of model 
parameters (4 in the strategy outlined), r = n + m for model ARMA(n,m) and Ao and ~ are the 
sum-of-squared residuals for the higher and lower order models, respectively. If FctJ1culated 
exceeds F(a =0.05, s, Nobs - r), the higher-order model is superior; otherwise, the lower-order 
model is accepted, subject to certain other constraints that confmn an adequate fit. 
An autoregressive vector (ARV) model can be used to simultaneously analyze two time 
series and explore for a cause-and-effect relationship between them. Once again, a form of 
adequate complexity to demonstrate the underlying principles will be described here. Variable 
Xu is thought to be a function of variable xlt. It is further hypothesized that a feedback 
mechanism may exist, such that previous values of x 2t may influence ~t. The number of time 
steps between cause and effect is unknown. A second-order ARV formulation of this problem 
takes the form 
Xlt = tPlllXlt-l + tPl2l~'-l + tPll2~'-2 + tPl22 X2I-2 + ilt, (3.103) 
X2, = tP211~t-l + tP221X2I-l + tP212 Xl,-2 + tP222~t-2 +a,., (3.104) 
The model can be cast in matrix form as 
Xt = CP1X t- 1 + CP2Xt-2 +at (3.105) 
Because no moving-average terms are included, solution for the coefficients tPijk can be 
performed with linear least-squares. First, however, Eq. (3.105) is multiplied by a matrix, CPo' 
that removes any correlation between the input and output residuals. This is accomplished by 
forcing the diagonal elements of the variance-covariance matrix, Y.' to zero. Using an asterisk 
to denote the transformed matrix, 
[rall ral2] ,Y. = = at at (3.106)
ra2l 
'V•• = [YO:ll 0]ra22 , , (3.107)I • = CPo at at CPo 
ra22 
The elements in the CPo matrix are found by performing the matrix multiplication in Eq. (3.107) 
and forcing the diagonal elements to zero. The result is 
(3.108)'0 = [~ -r.ut,,] 
The strategy in applying the ARV model is again to start with a simple model and increase the 
model order until a satisfactory fit is achieved. In the present study, the primary objective was to 
find the time delay between slug initiation and a change in exit superheat. Accordingly, 
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coefficients tP21lc' k = 1,2,... were watched to fmd the fIrst occurrence of a stable, nonzero value 
as the model order was increased. The corresponding value of k then represented the number of 
time steps between cause and effect. Further details are provided in chapter 6 with the results of 
the analysis. 
In summary, time series analysis provides a valuable tool for studying system response. 
Although the term "model" is used occasionally to describe the technique, no modeling in the 
classical sense of conservation equations and constitutive relations is employed. Instead, the 
system dynamics are represented in the form of Green's functions that are calculated directly 
from the time series. These provide a compact form for representing the system behavior. The 
final section in this chapter deals with a different approach toward this objective, namely the use 
of distribution functions to characterize the expected values of time-varying quantities. 
3.5.5 Distribution Functions 
The time-resolved data to be discussed in chapter 6 reveal sharp variations in operating 
pressure, exit temperature and liquid carry over even during nominally steady-state operation of 
the evaporator. These variations do not appear to be severe enough to impact the reliability or 
operability of the appliance; however, they will greatly complicate efforts to control refrigerant 
flow rate to match demand, should this become necessary to meet performance goals. The exit 
superheat, which can be measured inexpensively with a thermocouple fastened to the outside of 
the tubing, is the most likely signal to be used for control purposes. Accordingly, histograms of 
exit superheat readings such as that shown in Fig. 3.8 from run 6 were examined and compared 
with various distribution functions. 
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Count 

200 
100 
o 
1 2 345 6 7 8 9 
Exit Superheat, °C 
Figure 3.8 Histogram of exit superheat readings from time-resolved run 6 
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Wedekind [4] provides an example of this approach in his analysis of the time-dependent 
position of the dryout point, 71, in a horizontal evaporator. He found that the Rayleigh 
distribution, with probability density function 
f(x)=~xexp(-x21 a) ,x~O, a>O (3.109) 
a 
provided an excellent fit to experimental data (Fig. 3.9). Distribution parameter a was found to 
be 
~ 
a= " I-n/4 
(3.110) 
where (1" is the s.tandard deviation of the dryout-point position. A linear transformation was 
used to reverse the orientation of the distribution: 
x = jJ ­ 71 ,where (3.111) 
_ (1 ( 4n )112jJ=71+~ -­
2 4-n 
(3.112) 
The similarity of the proftles in Figs. (3.8) and (3.9) suggests that this or a similar distribution 
might be used to concisely describe the expected range of superheat values. Further comparisons 
are provided in chapter 6. 
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Figure 3.9 Wedekind's [4] histogram of dryout-point position with Rayleigh 
distribution superimposed 
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CHAPTER 4. FACILITY AND PROCEDURES 

This chapter describes the facility built for this investigation and the experimental and 
data-reduction procedures followed. As stated previously, two phases of experiments, time­
averaged and time-resolved, were conducted, using aluminum and glass evaporators, 
respectively. The flow loop and instrumentation described in section 4.1 were essentially the 
same for the two phases. The procedures followed were quite different, however, and will be 
discussed in sections 4.2 and 4.3. 
4.1 EXPERIMENTAL FACILITY 
A new refrigeration flow loop was built for this project in the Mechanical & Industrial 
Engineering Department's spray diagnostics laboratory, which houses the phaseIDoppler particle 
analyzer (PIDPA). The flow loop, described in section 4.1.1, was designed to provide evaporator 
operating conditions typical of those in a domestic refrigerator. The evaporators themselves are 
described in section 4.1.2. Instrumentation consisted of thermocouples, pressure transmitters, 
flow meters and the PlOPA, with which the entrained droplet flow rate was measured. Two data 
acquisition systems -- one for the conventional instrumentation and one for the PIDPA -- were 
operated simultaneously during the experiments. The cameras and light sources used in flow­
visualization experiments with the glass evaporator are also described herein. 
4.1.1 Refrigeration Flow Loop and Instrumentation 
The flow loop, illustrated in Fig. 4.1, contains the four major elements of a refrigeration 
system (compressor, condenser, expansion device and evaporator) plus instrumentation and 
auxiliary equipment. The compressor is a Corken International model D91 oil-free single­
cylinder piston machine. The flow loop is operated oil-free to prevent any uncertainty as to the 
content of liquid droplets measured with the PlOPA. Oil-free compressor operation is possible 
through the use of graphite-impregnated teflon piston rings. The compressor crankcase is 
lubricated with ordinary motor oil; two sets of shaft seals prevent this oil from migrating into the 
cylinder. An oil separator installed immediately downstream of the compressor traps any oil that 
might have passed by the seals. 
Downstream of the compressor is an Edwards Engineering model H-1I3 water-cooled 
condenser. Water flow through the condenser is metered with a rotameter. Ungrounded type T 
sheathed thermocouples of 1.6 mm outside diameter (used throughout the facility except at the 
evaporator exit) measure the water and refrigerant inlet and outlet temperatures. A vent to 
atmosphere is provided on the refrigerant side for system charging and purging. 
61 
Cooling Air 

Water Purge 

To Drain 

Expansion 
Valve 
FM 
Temperature 
Pressure 
Optical 
Test 
Section 
Condenser 
Oil-Free Piston 
Compressor 
Throttling 
Valve 
®Accumulator 
® 
I 
® 
FM 
Power 
I Flow Meter 
Figure 4.1 Refrigeration flow loop schematic 
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The liquid refrigerant downstream of the condenser is divided into two streams. The so­
called utility stream passes immediately through an expansion valve and then, as a cold two­
phase mixture, into the annular side of a concentric-tube heat exchanger. The utility stream then 
returns to the compressor via a throttling valve and an accumulator that protects the compressor 
from liquid slugs during startup and load changes. The experimental stream passes through a 
Micro-Motion model D6 Coriolis-effect mass flowmeter and then through the tube side of the 
heat exchanger, where it is subcooled to control evaporator inlet quality. The temperature of the 
subcooled experimental stream is measured immediately upstream of the expansion valve. The 
throttling process across the valve is taken to be isenthalpic. 
The refrigerant temperatures entering and leaving the evaporator are also measured. The 
pressure drop across the evaporator is measured with a Setra model 239 differential pressure 
transmitter with a range of 70 kPa. The absolute pressure downstream of the evaporator is 
measured with a Setra model C280E pressure transmitter with a range of 700 kPa. Electrical 
power is supplied to the evaporator with a Sorenson model DCS 150-7 power supply. 
The optical test section immediately downstream of the evaporator consists of a 
borosilicate glass tube of length 150 mm,inside diameter 9.53 mm and wall thickness 1.59 mm. 
A 50-mm-diameter acrylic plastic tube surrounds the glass tube as a safety shield. Holes were 
drilled in the plastic tube for the PIDPA incident and scattered light to pass through. The 
annular space between the plastic tube and optical test section is filled with dry air from a 
compressed gas cylinder to prevent frost accumulation on the test section, which operates at 
-23°C. The glass evaporator housing is likewise filled with dry air to prevent frosting of the 
tubes. 
A high-speed type T thermocouple is placed 15 mm above the optical probe volume to 
record the evaporator exit temperature. The thermocouple is made from bare 125-micron­
diameter copper and constantan wires insulated with a 1.6-mm-diameter alumina sheath. The 
thermocouple bead (roughly 375 microns in diameter) and a 2-mm length of wire were left 
exposed at the end of the sheath. The two holes in the sheath through which the wires pass were 
cemented shut with a tiny drop of epoxy. A thermocouple connector and extension wire at the 
other end of the sheath connect the thermocouple to the data acquisition system. 
Downstream of the optical test section, the refrigerant passes through a throttling valve 
and the accumulator before returning to the compressor. The use of a throttling valve in series 
with the expansion valve allows refrigerant flow rate and evaporator operating pressure to be 
independently controlled. 
Also included in the flow loop but not shown in the figure is a second aluminum 
evaporator plumbed in parallel with the experimental evaporator. The second evaporator, which 
is heated simply by exposure to room air, is used during the lengthy startup and shutdown 
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procedures with the glass evaporator to minimize thermal and pressure shocks to the glass as 
conditions in the flow loop stabilize. 
Key instruments were either purchased with calibrations traceable to the National 
Institute for Standards and Technology (refrigerant flow meter and differential pressure 
transmitter) or were calibrated against reliable standards. The thermocouples were calibrated in a 
temperature-controlled bath against mercury thermometers that had themselves been calibrated 
against NIST-traceable standards. The absolute pressure transmitter was calibrated against a 
precision deadweight tester. A Fluke 8020B multimeter was used to calibrate the evaporator 
power supply. The PIDPA used in this study was calibrated with a monodisperse droplet 
generator for droplet sizing and, for liquid volume flux measurement, against a stopwatch-and­
scale flowmeter. Details are provided in the uncertainty analysis in chapter 5. 
4.1.2 Evaporator Design and Fabrication 
Two evaporators -- aluminum and glass -- were used on this project. Both consist of 16 
horizontal passes 0.55 m long, joined with 25-mm-diameter return bends in a serpentine 
arrangement. The aluminum evaporator was donated by Peerless of America, Inc., a project 
sponsor. The tubing outside diameter and wall thickness are 9.53 and 0.71 mm, respectively 
(3/8" nominal o.d., 0.028" wall). The evaporator is heated electrically with Minco model 
HR5349R93.IL12A heating tapes. One such heater was wrapped around each of the evaporator 
passes and secured with tape. Heat flux to the evaporator is uniform, with the 16 heating tapes 
arranged in 8 parallel circuits of 2 heaters each. The evaporator is insulated with a 25-mm layer 
of Celotex sheathing on the front and back and a 50-mm layer around the edges. Rubber 
grommets on machine screws passing through the rigid insulation keep the tube passes evenly 
spaced and horizontal. For runs with 12 and 8 evaporator passes, the unneeded tubing was cut 
off with a hacksaw. 
The glass evaporator was shown schematically in Fig. 1.1 and is pictured in Fig. 4.2 (a) 
and (b) showing the overall evaporator and assembly details, respectively. (The striped tape on 
the subcooler to the left of the evaporator dates back to a time when it was positioned overhead 
and was a bumping hazard.) The evaporator consists of 8 glass V-tubes joined with aluminum 
return bends. The V-tubes were fabricated by Liberty Mirror Division of Swedlow, Inc. from 
borosilicate glass tubing of inside diameter 9.53 mm and wall thickness 1.59 mm. After bending, 
each tube was coated with indium tin oxide, a transparent but electrically conductive material 
that imparts a resistance of about 100 ohms from end to end. The high-temperature coating 
process annealed the tubes, removing residual stresses from the glass. The glass evaporator is 
driven with the same power supply used for the aluminum evaporator. The same series-parallel 
arrangement of heaters was used with the exception of the fmal four tubes, which were all placed 
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Figure4.2 Glass evaporator (a) and assembly details (b) 
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in series. The heat flux in these tubes was therefore half that in the preceding twelve. This was 
done to minimize the superheating of vapor in stratified flow within a tube of low thermal 
conductivity, as discussed in section 3.3.1. 
Each of the 7 parallel sets of tubes can be turned on and off individually. This 
arrangement is necessary during startup and shutdown to allow the evaporator to be filled and 
emptied gradually. The switches are connected to the tubes with 20-gage stranded copper wire. 
As shown in Fig. 4.2 (b), copper tape with a conductive acrylic adhesive (3M tape 1181) is used 
to fasten the wires to the outside of the tubes. A 50-mm length of wire was exposed and 
arranged on the tape in a fan shape slightly narrower than the tape itself. The wire and tape were 
then wrapped around the tube, using the rounded end of a stirring rod to press the tape tightly 
against the glass. 
Fig. 4.2 (b) also shows the aluminum return bends used to fasten adjacent glass V-tubes 
together. These were cut from a spare aluminum evaporator. The open ends of each return bend 
were pushed over a mandrel in a drill press to expand the tubing such that the radial clearance 
between aluminum and glass tubes was 100 microns. This gap was filled with 3M 2216 epoxy 
adhesive, a material that is chemically compatible with both R134a and R12 and that remains 
flexible at low temperature. As shown in the figure, a bead of adhesive was also placed around 
the exposed end of each glass tube to safeguard against voids in the lap joint. 
The evaporator housing consists of 6-mm-thick acrylic plastic sheets fastened to an 
aluminum channel frame. Rubber gasketing minimizes in-leakage of ambient air. The glass 
tubes are supported by tubing clips fastened to vertical runners inside the housing. One such clip 
is clearly visible in Fig. 4.2 (b). The inlet and outlet tubes are aluminum elbows cut from the 
same evaporator as the return bends. These pass through bulkhead fittings fastened to the 
aluminum housing to minimize stresses on the glass tubes due to inevitable bumping and jarring 
of the external plumbing. 
The housing was leveled with a bubble-type level, but minor departures from horizontal 
for individual tubes were inevitable due to variations in the angles of the nominally 1800 glass 
return bends. In tests with the evaporator plumbed for downfiow, the liquid level in alternate 
passes was also affected by the 0.8-mm radial discontinuity between the glass tubes and 
aluminum return bends; this created a small dam that visibly increased the liquid depth in those 
passes with flow proceeding toward the aluminum bends. 
4.1.3 Flow Loop Data Acquisition 
The data acquisition system for the flow loop instrumentation consists of a Strawberry 
Tree model ACM2-16-16 board in a Macintosh II microcomputer. Sensors are connected to the 
board through 2 Strawberry Tree 8-channel T21 terminal panels. Thirteen channels were used 
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during the time-averaged experiments. These included 8 type-T thermocouple inputs (evaporator 
inlet and outlet, condenser refrigerant inlet and outlet, condenser water inlet and outlet, 
refrigerant flow meter and subcooler outlet) and five voltage inputs (refrigerant flow meter, 
absolute pressure transmitter, differential pressure transmitter and d.c. power supply current and 
voltage signals). All except the last were connected directly to the terminal panel with no signal 
conditioning or amplification required. It was found that the output of the d.c. power supply 
decreased momentarily each time its voltage signal was scanned. While the decrease was only a 
few percent, this was enough during high-speed scanning to change the superheat level 
appreciably and disrupt the run. Accordingly, a unity-gain operational amplifier circuit was built 
to serve as a buffer. between the power supply and the terminal panel. 
The sensor values were read, displayed, reduced and logged on-line with a program 
written specifically for the time-averaged experiments. The maximum scanning rate attainable 
with the program was 0.5 Hz, due primarily to the time required for screen updates. During 
routine scanning, six quantities (refrigerant flow, evaporator inlet quality, inlet and exit 
temperature, exit superheat and exit and differential pressures) were plotted versus time on the 
right half of the computer monitor. The left half was occupied with a flow loop schematic on 
which 14 numerical values were updated with each scan. Output from non-electrical sensors 
such as the water rotameter and conventional pressure gages could be entered by keyboard and 
logged along with the other readings. Dimensionless groups and other performance measures 
were calculated using R134a thermodynamic and transport properties from [79] and [80], 
respectively, and R12 and R22 properties from [26]. 
During the long runs (-600 seconds) required to accumulate an adequate number of 
droplet samples, the data acquisition system averaged the raw and reduced data values and also 
computed their standard deviations. Variability in the readings (caused, for example, by ice 
accumulation in the expansion valve) could then be used as a criterion for accepting or rejecting 
the run. Most PIDPA readings are taken at the tube centerline. Acceptable data were written to a 
file in comma-separated-variable format for subsequent analysis with spreadsheets and post­
processing programs. 
A logging rate substantially higher than the maximum of 0.5 Hz exhibited by this 
program was desired for the time-resolved experiments. While advertised rates for the data 
acquisition board range as high as 2500 Hz for a single analog channel, achievable rates with 
several channels scanned and modest communication with the screen were orders of magnitude 
lower. Trial and error revealed that a rate of 5 Hz could be maintained while scanning and 
displaying 8 channels and logging up to 6 of them. Accordingly, the condenser and flow meter 
temperatures were not scanned, and the subcooler outlet and evaporator inlet temperatures were 
scanned and displayed but not logged. The remaining signals -- evaporator exit and differential 
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pressures, exit temperature, refrigerant flow and power supply current and voltage signals -- were 
scanned and logged at 5 Hz during the 17 runs of the time-resolved series, the results of which 
are described in chapter 6. 
4.1.4 Optical Diagnostic and Flow Visualization Equipment 
The main components and theoretical basis of the phaseIDoppler particle analyzer were 
described in chapter 3. The specific configuration and instrument settings used in this study are 
summarized in this section. Also included here are specifications for the cameras, light sources 
and other equipment used for flow visualization. 
Table 4.1 summarizes the more important of the PIDPA settings employed in the time­
averaged and time-resolved series of experiments. As the discussions in chapter 3 revealed, 
many of these settings represent compromises between competing interests, particularly the 
desire to capture large droplets in a spray dominated (on a number basis) by small ones. Chief 
among these is the selected diameter range of 6.8 to 237 microns. The photomultiplier tube 
excitation of 350 volts was likewise a compromise between the occurrence of saturation errors 
with large droplets and low sensitivity for small. The velocity range of 1.3 - 10.6 mls was 
chosen to comfortably bracket the anticipated velocities in all runs. Velocity offset, which is 
used to measure slowly moving droplets and in applications with reverse flow, was not needed in 
this study. The next four settings -- laser wavelength, collimating and transmitter lens focal 
lengths and focused beam waist -- determine the location, size and number of fringes in the 
ellipsoidal beam intersection created by the transmitter. The probe volume is the intersection of 
this ellipsoidal shape with the projection of the receiver aperture slit The slit width of 100 
microns represents a compromise between 1) the desirability of a large probe volume and 
consequent higher data rate, and 2) degradation of signal quality by capturing droplets that lie too 
far from the focal plane. The collection angle of 30° off the forward axis is standard with the 
PIDPA for capturing refracted light, chosen to correspond with a broad peak in the scattering 
phase function. A collection angle of 90° is used when capturing reflected light from opaque 
materials or mixtures (e.g., refrigerant and oil) for which the refractive index is unknown. The 
standard receiver lens focal length of 495 mm provides a convenient working distance. 
An assortment of photographic equipment was used during the flow visualization runs to 
document flow patterns within the evaporator and record droplets passing through the optical test 
section. Still photographs were taken with a Nikon N2000 35-mm camera on Kodak Ektar 3200­
speed black-and-white print film. Three lenses of focal lengths 28, 55 and 200 mm were used. 
The camera was used in aperture-priority mode, i.e., the aperture was set manually to provide 
exposure times of III000 or 112000 sec. 
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Table 4.1 PIDPA Settings Employed 
Instrument Setting 
Droplet diameter range, microns 
(grating track 2) 
Photomultiplier tube excitation voltage 
Droplet velocity range, mls 
Velocity offset, mls 
Laser wavelength, nanometers 
Collimating lens focal length, mm 
Transmitter lens focal length, mm 
Focused beam waist (l/eJ\2), microns 
Receiver aperture slit width, microns 
Collection angle from forward axis, degrees 
Liquid refractive indices: R134a [81] 
R12 [26] 
R22 [26] 
Receiver lens focal length, mm 
Value 
6.8 - 237 
350 
1.3 - 10.6 
o 
632.8 
160 
495 
330 
100 
30 
1.23 
1.29 
1.23 
495 
lliumination was provided with a variety of continuous light sources. Direct lighting 
produced reflections from the acrylic plastic enclosure and the glass tubes that interfered with 
observing the transparent liquid. Following the examples of Hewitt et al. [42] and Damianides 
[30], strong backlighting was created by shining various sources onto white backdrops. For 
close-up views of the slug-initiation point, a l00x150-mm piece of translucent drafting paper was 
taped to the back of the evaporator housing and illuminated with a Dolan-lenner Fiber-Lite (Fig. 
4.3), which consists of an intense light source in an enclosure and two optical fibers to direct the 
light to the region of interest. This combination produced a bright but diffuse light that clearly 
revealed the features of the flow. 
In later tests, full and 114 views of the evaporator were photographed using an assortment 
of floodlights. A 1.5x1.5-m piece of white foamboard (heavy white paper surrounding a 
styrofoam core) was positioned 0.6 m behind the evaporator housing. A 600-watt floodlight was 
directed at the center of the board, and 4 smaller lights (two 100-watt and two 150-watt) were 
used to illuminate the corners. The liquid-vapor interface in the evaporator tubes could be 
clearly seen against this backdrop, which was used for both still photographs and videotapes. 
The videotapes were recorded with the Pulnix TM745 CCD-array camera shown 
mounted on an x-y translation stage in Fig. 4.4. The switch in the foreground controls an 
electronic shutter which can be set for exposure times ranging from 1/60 to 1110,000 sec. Times 
of 114000 and 1110,000 sec were used for videotapes of the evaporator, while a time of 1160 
second was used to capture droplets in the optical test section. The camera operates at 30 
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Figure 4.3 Optical fiber light source illuminating translucent drafting paper for close-up 
photographs and videotapes of slug initiation 
Figure 4.4 Pulnix TM745 CCD-array camera used to videotape evaporator flow regimes 
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frames/sec for compatibility with commercial television equipment. The resolution of 768 pixels 
horizontal by 493 vertical is comparable to that of current television sets. 
Output from the camera was recorded with an RCA model 630 videocassette recorder and 
viewed on a small television monitor and on a Macintosh II computer equipped with a frame­
grabber board (Data Translation Quick Capture model DT2255-60). The board is shipped with 
software developed at the National Institutes of Health (NIH Image version 1.41) that was used 
to acquire and analyze selected images. The board can acquire and display images at a rate of 
about 4 frames/sec. Images can be saved in a variety of file formats and retrieved for 
enhancement and analysis. Each image requires 300 kilobytes of memory, so a SyQuest 
removable-cartridge hard drive with a capacity of 88 MB per cartridge was used for storage. 
4.2 PROCEDURES FOR TIME-AVERAGED EXPERIMENTS 
This section summarizes the experimental and data-reduction procedures used for the 
time-averaged experiments. The objective of these experiments was to quantify the dependence 
of liquid carry over on evaporator operating conditions. The emphasis in this section is on the 
procedures followed during a typical day of testing and particularly on those used for each run. 
The statistical techniques used to analyze the full data set (ANOV A and nonlinear multiple 
regression) were described in section 3.4 and will be referred to again in chapter 5 with the 
discussion of results. 
4.2.1 Experimental Procedures 
Each day of testing began by assuring that the flow loop and optical system were in good 
order and preparing them for operation. The main concerns with the flow loop were maintaining 
an adequate charge and the possibility of in-leakage of atmospheric air during long idle periods. 
Solder joints were used wherever possible and posed no leakage problem; numerous joints had to 
be made with compression fittings, however, particularly around instruments and valves, and a 
certain amount of leakage was unavoidable. 
The compressor, which was isolated from the rest of the loop with ball valves when idle, 
presented the biggest challenge in this regard. The leakage rate from the cylinder past the piston 
rings and the two shaft seals was such that the pressure in the cylinder often dropped to 
atmospheric overnight. To assure that no ambient air entered the flow loop under such 
circumstances, the compressor was evacuated with a vacuum pump and filled with refrigerant 
from a cylinder (DuPont commercial-grade refrigerants were used throughout the study) before 
the isolation valves were opened. The same procedure was followed any time a section of the 
flow loop was opened for repair or alteration. 
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The PlOP A and other instruments were typically turned on upon arrival to warm up the 
electronic components. The PIOPA transmitter and receiver, which were positioned on 0.5-m­
high stainless-steel legs throughout the time-averaged and time-resolved series of experiments, 
did not require re-alignment at any stage during these series. The position of the optical test 
section (a vertical glass tube at the evaporator exit) relative to the probe volume sometimes did 
need adjustment This was accomplished by translating the optics table on which the PlOP A was 
mounted. A minute flow of dry air from a gas cylinder into the annular space between the 
optical test section and the acrylic plastic safety shield was started to displace the ambient air and 
prevent frosting. 
Just prior to turning on the compressor, water flow was started through the condenser. 
The refrigerant valves (the subcooler and evaporator expansion valves and the two throttling 
valves upstream of the accumulator) were opened to ranges appropriate for the frrst scheduled 
run. With the compressor on, the data acquisition system was used to monitor the condition of 
the flow loop as the refrigerant inventory was re-distributed and local temperatures and pressures 
underwent rapid changes. Experience showed that a compressor discharge gage pressure of 
about 700 kPa provided satisfactory operation: Higher pressures resulted in coarse flow 
adjustments with the expansion valves, and lower pressures caused unacceptable vapor formation 
in the Coriolis-effect mass flowmeter. It was sometimes necessary to add refrigerant to the 
system through a Schraeder valve upstream of the compressor to achieve this operating pressure. 
The evaporator was allowed to cool from room temperature to its nominal operating 
temperature of -23°C before electrical power was applied. A large quantity of liquid was 
purposely allowed to emerge from the evaporator to thoroughly flush the inside wall of the 
optical test section. Power was gradually increased and the evaporator and subcooler flows were 
adjusted until the operating conditions for the first run had been established. 
Each run then followed essentially the same format. Preliminary droplet data were taken 
with the PlOP A to confrrm proper alignment and high signal quality (monitored by viewing the 
output signals from the photo detectors on a Tektronix model 2232 storage oscilloscope). 
Readings from pressure gages and the condenser water rotameter and the positions of the four 
refrigerant valves (Le., number of turns open) were written on a log sheet. These readings were 
keyed into the data acquisition system to become part of the output fIle for that run. The PlOP A 
was then readied for operation, discarding the preliminary data recorded earlier. A single scan 
with the flow-loop data acquisition system was written to the output fIle, and the so-called scan­
and-average routine (in which mean values and standard deviations for all raw and reduced 
variables were computed for the duration of the run) was initiated. The PIOPA was started 
simultaneously, although synchronization of the two systems was not critical in the time­
averaged runs. 
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A typical run in this series lasted 10 minutes, during which the operation of the flow loop 
and optical system were carefully monitored. The main concern was maintaining consistent flow 
rates through the evaporator and subcooler, which tended to decrease with time due to the 
accumulation of ice and dirt inside the tiny expansion valves (in spite of the presence of a fllter­
dryer in the flow loop). These particles sometimes dislodged when the valve position was 
adjusted, resulting in erratic swings in flow rate and, eventually, exit superheat level. The 
sensitivity of superheat to changes in flow rate is obvious from the approximate evaporator 
energy balance first discussed in section 3.3: 
q= m[(l- x;,,)hu:; +cp(To - T.41 )] (4.1) 
Solving for the superheat level (To - T841 ) and taking the partial derivative with respect to flow 
rate myields 
(4.2) 
where the derivative has been evaluated at design-point conditions of q = 300 watts and m= 
1.54 gls. Thus, a change of one percent in the refrigerant flow rate changes the superheat level 
by 2.9°C, more than enough to invalidate a run. 
In addition to monitoring the refrigerant flow rate, the performance of the PIDPA was 
closely watched throughout the run. The glass tube was checked periodically to assure that it 
remained clear. Individual droplet signals were inspected on the oscilloscope. The validation 
rate was checked periodically by waiting for the computer screen to update (which happened 
after every 32nd droplet attempt) and dividing the number of valid determinations by 32. 
Validation rates were typically in the range of 90 percent; if the rate consistently fell below 80 
percent, the run was terminated and the problem resolved (usually by internally flushing the 
optical test section with liquid refrigerant). Individual rejection modes could also be tracked by 
watching the error-mode histogram. High rates of oversize and saturation errors were of 
particular concern. 
At the end of each run, the mean values and standard deviations for key flow-loop 
variables (e.g., refrigerant flow, exit superheat, inlet quality) and the PIDPA validation rate were 
inspected. Roughly 90 percent of all runs were accepted at this stage. The most common cause 
for rejection was drift in the refrigerant flow rate that resulted in the time-averaged exit superheat 
level falling outside the desired range. Data from accepted runs were written into a flle in 
comma-separated-variable format. Handwritten summaries of qualitative observations (e.g., 
unusually stable or erratic flow, ice formation on the accumulator, etc.) were also kept during 
each run, and were typed into a log at the end of each day of testing. 
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Shutdown at the end of a day of testing with the aluminum evaporator was 
straightforward. Electrical power to the evaporator and the compressor was turned off. Isolation 
valves on either side of the compressor were closed to prevent excessive leakage past the piston 
rings and shaft seals. The condenser cooling water was turned off. The PIDPA laser was turned 
off and the lenses in the transmitter and receiver were covered. Backup copies of all data fIles 
were made. Pressures and temperatures in the flow loop were monitored to assure a safe 
shutdown. 
4.2.2 Data Reduction 
Most of the data reduction for the time-averaged experiments was performed on-line by 
the data acquisition program. Readings from individual sensors (thermocouples, pressure 
transmitters, flow meters and power supply) were converted to engineering units according to the 
calibrations described in section 4.1.1. Dimensionless groups were then calculated as shown in 
Table 3.1. 
Calculation of the liquid carry over rate in dimensionless form, the entrained mass 
fraction (EMF), was performed in a spreadsheet at the end of the day. Each row of the 
spreadsheet consisted of the merged flow-loop and PIDPA data from a single run. The EMF was 
calculated by dividing the entrained droplet flow rate by the total refrigerant flow rate. The total 
flow rate, m, was simply the time-averaged reading of the Coriolis-effect mass flowmeter. The 
entrained droplet flow rate was calculated by multiplying the liquid volume flux from the run by 
several factors: 1) refrigerant density; 2) optical test section cross-sectional area; 3) a "flux 
profIle factor" equal to the ratio of the area-averaged liquid volume flux to the tube-centerline 
value; and 4) the reciprocal of the validation rate. The flux profIle factor was calculated on the 
basis of a traverse of the tube cross-section to be discussed in chapter 5. The reciprocal of the 
validation rate corrects the reported volume flux for the inability of the PIDPA to determine the 
characteristics of all droplets passing through the probe volume. With the liquid volume flux, 
LVF, calculated as shown in Eq. (3.19), 'the entrained mass fraction is found as 
EMF = (LVF)(P)( nD2 )(flUX profile factor)(atterr:pts) 1m (4.3)
4 valuis I' 
Note that the use of the reciprocal of the validation rate to correct for rejected droplets is 
based on the implicit assumption that the size distribution of the rejected droplets equals that of 
the accepted ones. This assumption is discussed further in the uncertainty analysis in section 
5.2.4. 
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4.3 PROCEDURES FOR TIME·RESOLVED EXPERIMENTS 
The procedures followed in this series of experiments were similar in most respects to 
those used for the time-averaged experiments. Accordingly, this section emphasizes those 
operations that were unique to this series. These deal mainly with the additional care required 
for the glass evaporator, the operation of photographic and videotape equipment during each run 
and with the reduction and analysis of the time-resolved data. 
4.3.1 Experimental Procedures 
The glass evaporator was handled carefully throughout the project to minimize the 
likelihood of breakage. The main concerns were overpressurization and thermal shock. The 
evaporator was designed (on the basis of a hoop-stress calculation) to withstand an internal 
pressure of 2000 kPa, far in excess of any anticipated operating pressure. The brittle nature of 
glass, however, makes reliance on such calculations unwise. Accordingly, the flow loop was 
designed so the evaporator could be isolated at the end of a run with superheated refrigerant 
vapor inside at a modest pressure, typically 120 kPa absolute. In spite of this safeguard, a crack 
started at the end of one of the U-tubes and began propagating axially shortly after the evaporator 
was placed in service. The crack, which ultimately reached a length of 40 mm, was sealed with 
an external application of epoxy and did not interfere with operation. 
Isolation of the evaporator complicated the startup and shutdown procedures for the flow 
loop. An auxiliary evaporator (described in section 4.1.1) was used during startup so the flow 
loop could be stabilized while the glass evaporator sat idle. The downstream isolation valve was 
then opened, and the evaporator pressure dropped to the compressor suction pressure, typically 
within a few kPa of atmospheric. The isolation valve and expansion valve on the upstream side 
were then very gradually opened, admitting a mixture of liquid and vapor. The liquid boiled 
violently as it advanced within the tube, which was initially at room temperature. The flow rate 
was slowly increased and the liquid front moved forward, sweeping around the return bends 
when a sufficient inventory was present. Electrical power was turned on gradually as the 
evaporator filled. The operating pressure was maintained at about 115 kPa by adjusting the 
position of the downstream throttling valve. After typically 112 hour, the glass evaporator was 
fully operational, and the auxiliary evaporator was valved out of the flow loop. 
The procedure was essentially reversed at shutdown. Flow was gradually diverted from 
the glass to the auxiliary evaporator, and electrical power was turned off to succeeding passes as 
their liquid inventories evaporated. The upstream isolation valve was closed completely, 
followed by the downstream valve once the liquid had been fully vaporized. The compressor 
was then turned off and its own isolation valves closed. Pressure in the evaporator was 
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monitored closely to assure that no liquid (which would vaporize as the evaporator warmed to 
room temperature) had accidentally been trapped inside. A pressure-relief valve set at 160 kPa 
absolute then protected the evaporator against overpressurization due to leakage past the isolation 
valves. 
Once the flow loop was operational, a typical run involved several steps beyond those 
required in the time-averaged series. A label indicating the date, run number and experimental 
conditions was videotaped for several seconds before the start of each run. More care was given 
to simultaneous starting of the flow-loop and PIDPA data acquisition systems. The PIDPA was 
operated in so-called raw data mode, in which the diameter, velocity and time of arrival of each 
droplet was recorded in a file. The start and stop times of the videotapes made during each run 
were carefully recorded, as were the exposure numbers for still photographs. (These were 
printed on uncut paper to preserve the sequence.) 
Flow-loop conditions were monitored on the basis of numerical values of refrigerant 
flow, subcooler and evaporator exit temperatures and evaporator operating pressure (recall that 
the full data acquisition program could not be run while achieving a satisfactory 
scanning/logging rate). During runs in which full or 114 views of the evaporator were 
videotaped, these sensors revealed that the floodlights used to backlight the evaporator were 
heating the refrigerant, raising the exit superheat to an unacceptable level. Eq. (4.1) reveals once 
again that only a one percent change (this time an increase in power input from 300 to 303 watts) 
is necessary to increase the superheat reading 2.9°C: 
a(TG - Tsar) = _1_ = 0.955 °C (4.4)
aq mcp watt 
To compensate for the heat from the lights, the output of the d.c. power supply was turned down 
just prior to videotaping. 
4.3.2 Data Reduction 
In contrast to the time-averaged runs, most of the data reduction for the time-resolved 
runs was done with post-processing programs written to perform specific tasks. Most of these 
programs were involved with the time- and frequency-domain analyses of the liquid carry over, 
exit superheat and evaporator pressure time series, as described in sections 3.5.1 through 3.5.3. 
The data were also examined with the time series modeling programs described in section 3.5.4. 
In addition, many hours were spent inspecting videotapes for quantitative details of the internal 
flow field and in an attempt to size droplets in the optical test section. 
Time- and frequency-domain analysis and time-series modeling were performed on data 
from the frrst 12 of the 17 time-resolved runs. The same procedure was employed for each run. 
The first step involved conversion of the PIDPA raw data to a format compatible with the flow­
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loop data. The raw data consisted of a row of three figures for each droplet: its diameter, 
velocity and time of arrival (in terms of seconds of run time) at the optical probe volume. The 
desired form was a table of entrained mass fraction versus run time. Accordingly, a program was 
written to divide the raw data flle into intervals of 0.2 seconds each, consistent with the sampling 
rate of 5 Hz for the flow loop. A volume-mean diameter was calculated as shown in Eq. (3.15) 
for the droplets that arrived during each interval. The liquid volume flux was then calculated via 
Eq. (3.19), using the actual droplet count during the interval. Given the liquid volume flux, the 
EMF during the interval was calculated as shown in Eq. (4.3). 
Output from this program was merged with the flow-loop data using a spreadsheet. A 
second program then corrected the recorded exit temperature reading using the specific 
calibration for the exit thermocouple and calculated exit superheat level on the basis of this 
temperature and the saturation temperature corresponding to the exit pressure. 
A spreadsheet was once again used to separate these data into individual time series. 
Each series consisted of a single column of numbers with a heading at the top. The individual 
series were flltered as discussed in section 3.5.1 to prevent aliasing. The flltered data were then 
converted to standard (often called z) format by subtracting the series mean and dividing by the 
standard deviation, 
(4.5) 
Use of z format was beneficial in subsequent calculations, particularly in avoiding roundoff error 
in computing cross-correlation coefficients. The z format flles were then used for computing 
auto- and cross-correlation coefficients as shown in section 3.5.2 and, after Fourier transform, 
auto-spectral density functions as shown in section 3.5.3. 
Time series modeling was performed with two codes used extensively in the Mechanical 
& Industrial Engineering Department for teaching and research. Both codes were re­
dimensioned to accommodate the long time series recorded in this study. The first uses a full 
autoregressive moving-average (ARMA) approach to reveal the system dynamics, while the 
second is an autoregressive vector (ARV) model that analyzes the relationship between two time 
series. Of particular interest in this regard is the time delay between the two series (e.g., the 
formation of a slug and the subsequent decrease in superheat as the excess liquid reaches the 
exit). 
Time- and frequency-domain analyses revealed little deterministic content in the liquid 
carry over data. Accordingly, the ARMA analysis was applied to the exit pressure and exit 
superheat series only. Data were input in z format. The strategy outlined in section 3.5.4 was 
followed, in which the order of the model was increased in steps of two until the F test of Eq. 
(3.102) indicated that further increases were not justified. The system response characteristics 
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were then summarized by expressing the Green's functions as sums of exponentials and sinusoids 
as shown in Eqs. (3.95) through (3.101). 
The time delay between slug initiation and liquid carry over was known from visual 
observations to be roughly 25 seconds, or 125 time steps at a sampling rate of 5 Hz. To predict 
such a delay with a single ARV analysis would require at least a 125-term model, an intractable 
number. Accordingly, two steps were taken to simplify the analysis. A fifth-order decimation 
was performed on the time series, resulting in an effective sampling rate of 1 Hz. Secondly, 
input files with arbitrary time delays of 0, 10, 20 and 30 seconds imposed on the pressure series 
relative to the superheat series were created. Ten-term ARV models were then run with each set 
of input files. If the actual time delay were in fact 25 seconds, the futh term in the 20-second­
delay computer run would be dominant, as discussed in section 3.5.4. Lack of a clearly defmed 
time delay would be indicated by coefficients whose uncertainty bands included zero or by 
several non-zero coefficients corresponding to different time delays. 
Videotapes made during the time-resolved series of experiments were expected to 
provide three types of quantitative information: 1) the liquid depth just prior to slug initiation; 2) 
the correspondence between slug initiation and sharp evaporator pressure increases; and 3) 
diameters of entrained droplets in the optical test section. The videotapes were viewed on a 
Panasonic CT2600M wide-screen television using a Panasonic AG6200 VCR with slow-advance 
and freeze-frame capabilities. Individual frames were also imported into a Macintosh computer 
with a Data Translation frame-grabber board and analyzed with NIH Image software, as 
described in section 4.1.4. 
Liquid depths prior to slug initiation were measured directly from the television screen 
with a metric ruler. Five slugs were selected from each of the first 12 runs of the time-resolved 
series by viewing the tape at full speed and noting the counter reading at the time of slug 
initiation. The tape was then rewound and viewed frame-by-frame until the slug could be seen 
forming and moving quickly through the tube. The tape was rewound again to the frame 
immediately preceding slug initiation and the liquid depth was measured. The measurements 
were corrected for parallax error with a ray-tracing program written for that purpose. 
The correlation between slug initiation and pressure fluctuations was discussed in section 
3.1.1 and was readily observed in this study by simultaneously viewing the evaporator and the 
real-time plot of exit pressure. The videotapes provided a coarse means of quantifying this 
relationship in the absence of conductivity probes or other direct approaches for measuring liquid 
depth. The objective in viewing the tapes was to create a time series of slug activity that could 
be compared to the exit pressure time series. A 114 view of the evaporator (using the lower right 
corner where slugs typically formed) was used for this purpose. A computer program was 
written that recorded an integer value every 0.2 seconds for compatibility with the 5 Hz sampling 
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rate in the pressure time series. The integer was zero, indicating no slug activity, unless another 
value was entered from the keyboard. When a slug was observed, a value of 1, 2 or 3 was 
entered to indicate weak, moderate or strong activity, respectively. Superimposing the record of 
slug activity with a plot of exit pressure versus time was used to demonstrate the correspondence 
between the two. 
The videotape of droplets in the optical test section was made in an attempt to confirm 
the existence of large droplets reported by the PIDPA. A lens train providing a magnification of 
40: 1 (when viewing the object on the Macintosh screen) was used. The droplets were 
illuminated by the PIDPA laser beams. The exit thermocouple located 15 mm directly above the 
optical probe volume was used to focus the lens train. The droplets appeared as intense white 
flashes on a gray background. Their diameters could be measured directly on the screen and 
converted to actual diameters using the known magnification. Unfortunately, the edges of the 
droplets were ill-defined, even when using the enhancement features available with NIH Image. 
Further details are provided in chapter 6. 
79 

CHAPTER 5. RESULTS OF TIME-AVERAGED EXPERIMENTS 

This chapter summarizes the results of the time-averaged series of experiments in which 
the effects of evaporator operating conditions on liquid carry over were quantified. Three series 
of tests are described. The flrst consists of preliminary measurements needed to document the 
effect of the optical test section on droplet sizing with the PIDPA and the variation of liquid carry 
over with location within the tube. The second consists of the fractional factorial matrix of runs 
in which R134a carry over was measured at three levels of inlet quality and Jakob, Froude and 
boiling numbers. An uncertainty analysis in this section focuses on the performance of the 
P/DPA and the inipact of instrument settings on liquid volume flux determination. The fmal 
series includes two families of experiments in which R134a liquid carry over under current 
design conditions is compared with 1) carry over at a mass flux level corresponding to the use of 
smaller diameter tubing that the refrigeration industry may choose to adopt, and 2) carry over of 
refrigerants R12 and R22 under current design conditions. 
5.1 PRELIMINARY MEASUREMENTS 
Two important issues required attention before the matrix of R134a runs could be 
completed. The flrst concerned the lens characteristics of the cylindrical glass tube forming the 
optical test section, and the interaction of this lens with the PIDPA. The second dealt with the 
variation in liquid volume flux with position within the glass tube. Resolution of these issues 
allowed centerline readings of liquid volume flux to be related to cross-sectional-average values, 
reducing the run matrix to a manageable size. 
5.1.1 Apparent Droplet Magnification due to Glass Tube 
As described in section 3.2.2, the PIDPA relies on the phase shift in the spatial 
distribution of scattered light to determine droplet diameter. Because of this, it was suspected 
that the placement of a "lens" (in this context, simply a curved glass surface that, like any lens, 
alters the phase of light passing through it) between the light-scattering droplet and receiving 
optics might interfere with droplet sizing. A series of experiments with a monodisperse droplet 
generator conflrmed this to be the case and provided a mapping of apparent magnillcation versus 
location. 
The droplet generator consisted of a circular oriflce in a stainless-steel sheet mounted 
inside a pressure-tight housing [82]. Liquid (de-ionized water and isopropanol were used) was 
forced through the oriflce with a syringe pump. A piezoelectric ceramic disk mounted inside the 
housing was excited sinusoidally with a signal generator, causing the oriflce to vibrate. The 
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periodic vibrations caused the cylindrical liquid column issuing from the orifice to break up into 
a monodisperse stream of droplets. The droplet stream flowed vertically downward, passing 
directly through the P/DPA optical probe volume. A glass tube identical to the optical test 
section was placed on a micrometer positioner so the position of the probe volume and droplet 
stream relative to the tube could be varied. 
Data were taken at 11 locations along each of four radial lines within the tube in a 
random sequence. The four radial lines were parallel and perpendicular to the axes of the 
transmitter and receiver. The results are shown in Fig. 5.1 as apparent droplet magnification 
versus position within the glass tube. The magnifications ranged from 1.15 to 0.85, with the 
extreme values occurring at the west-southwest and east-northeast ends of the receiver normal, 
respectively. The centerline magnification was unity, determined by measuring droplet 
diameters with and without the tube present. 
Consultation with the PIDPA manufacturer, Aerometrics Inc., revealed that the apparent 
magnification was due to the effect of scattering angle on the calculation of droplet size. The 
scattering angle is the angle between the transmitter forward axis and the receiver centerline 
(identified as (J in Fig. 3.3) and was 30° throughout the project. However, the apparent scattering 
angle when viewed by an observer inside the optical test section changes with location due to the 
deflection of light when passing obliquely through an interface between media of differing 
refractive index (Le., Snell's law applied to the incident and scattered light passing through the 
tube wall). The apparent scattering angles for the traverse positions shown ranged from 10 to 50 
degrees, with extreme values again corresponding to the west-southwest and east-northeast ends 
of the receiver normal. 
This change in scattering angle in tum changes the relative optical path lengths through 
the droplet of the rays ultimately intercepted by the three photodetectors in the receiver. It is this 
change in optical path lengths that increases or decreases the phase difference between detectors 
and causes the PIDPA to report erroneous diameters. The apparent magnifications shown (which 
were essentially identical to Aerometric's analytical values) were used to correct the reported 
liquid volume fluxes at each location of the traverse discussed in the following section. 
5.1.2 Traverse of Tube Cross-Section with PIDPA 
The purpose of this traverse was to relate measurements of liquid volume flux recorded at 
the tube centerline to the cross-sectional average value. Given this relationship, the effects of 
inlet quality and Jakob, Froude and boiling numbers on liquid carry over could be estimated on 
the basis of centerline readings alone, reducing the run matrix to a manageable size. 
The traverse was conducted along two radial lines running parallel (north-south) and 
normal (east-west) to the axis of the horizontal evaporator tubes. The positions at which data 
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Figure 5.1 Apparent magnification versus probe volume position within the optical test section 
for transmitter oriented due north and receiver oriented south-southeast 
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were recorded are shown in Fig. 5.2. Positions 1-9 were chosen to represent equal areas within 
the tube. Positions 10-13 were added to try to capture boundary-layer effects. No additional 
positions were added along the normal because of optical difficulties to be discussed shortly. 
Positions 14 and 15 lie at the interior of the tube wall. Data were taken here (no drops were 
actually recorded) to confirm that the traverse grid was properly centered in the tube. 
During this traverse, the position of the optical test section was held flXed and the PIDPA 
transmitter and receiver were moved by translating the optics table with positioning screws. 
Machinist's dial indicators were used to track the table's position. A ray-tracing program was 
written to correct for the deflection of the incident and scattered light by the tube wall at off­
centerline locations so that data were recorded at the intended traverse positions. 
Evaporator operating conditions for the traverse were chosen to provide a significant 
entrained liquid carry over rate while avoiding carry over in the form of rivulets on the wall. 
Preliminary experiments showed that this combination could be best achieved with low exit 
superheat, moderate inlet quality and high mass flux. Accordingly, values of Ja = 0.007, xin = 
0.1 and Fr = 0.13 were employed. 
A concern in conducting the traverse was that changes in liquid carry over due to 
unintended variations in exit superheat might dwarf those due to location. This concern was 
addressed by taking a series of centerline readings at varying superheat levels and preparing a 
curve fit of liquid volume flux versus Jakob number (Fig. 5.3). An exponential fit of the form 
LVF =0.00172exp(-221Ja) (5.1) 
was found to be adequate. During the traverse, runs for which the Jakob number differed from 
the intended value of Ja =0.007 were corrected as 
LVF = LVF [eXP[(-221)(0.007)]] (5.2)
corncted measured exp(-221Ja) , 
where Ja is the time-averaged Jakob number for the run. The correction factor ranged from 004 
to 1.5 for the 45 runs conducted during the traverse. 
The measured liquid volume fluxes must also be corrected for two optical effects, both 
due to scattering angle. The first is the effect on apparent droplet diameter, as discussed in 
section 5.1.1, while the second is the effect on the PIDPA probe area. Recall from section 3.2.3 
that the probe area is flXed by the intersection of 1) the image of the receiver aperture slit as 
projected into the measurement plane, and 2) the elliptical area defined by the intersection of the 
two incident beams. The ellipse is elongated, as shown in Fig. 504, and the probe area can be 
approximated as 
A = (Wbeam )(Waperture ) 
sin 8 
(5.3) 
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Figure 5.2 Optical test section traverse plan view 
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Figure 5.4 Plan and elevation views of PIDPA probe area 
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where W fJ(Urtun is the projected aperture width (200 microns) and wbeam is the effective width of 
the beam intersection, calculated by the PIDPA after each run-as described in section 3.2.3. 
The final correction applied to the reported liquid volume flux at a given location 
accounts for the less-than-l00-percent validation rate, described previously in section 4.2.2. 
Combining the corrections for superheat level, droplet magnification, probe area and validation 
rate yields the following expression for corrected liquid volume flux: 
LVF = LVF [eXP[(-221)(0.007)]](_I_)( sinB )(attempts) (5.4) 
correcud measured exp(-221Ja) M3 sin 30 valids ' 
where M is the lateral magnification and Bthe apparent scattering angle. 
Results fot the radial line parallel to the evaporator axis are shown in Fig. 5.5, where 
liquid volume flux, number-mean velocity and volume-mean diameter are plotted versus location 
within the tube. It was anticipated that some asymmetry might exist in these profiles due to 
passage of the mixture through the elbow at the top of the evaporator; however, none is evident. 
Apparently any asymmetry (due, for instance, to centrifugal force on droplets) was eliminated in 
the roughly 16 diameters between the elbow and the optical probe volume. 
The liquid volume flux readings exhibit significant scatter but are generally higher near 
the tube centerline than the edges. Velocity readings show much less scatter and a clearer radial 
proftle. The volume-mean diameter (d30 ), in contrast, is essentially constant with radius, and is 
apparently responsible for much of the scatter in the volume flux, which is linearly dependent on 
d30 • (Note that the volume flux readings have been corrected for droplet magnification, while 
the c40 readings have not. However, the magnification varies only from 0.975 to 1.025 along 
this axis, a negligible range in this context.) 
The profiles along the radial line normal to the evaporator axis were expected to be 
symmetrical because the axis represents a line of symmetry in the overall geometry. Ironically, 
Fig. 5.6 reveals noticeable asymmetry in the volume flux and velocity proftles in the form of low 
readings east of the centerline. This may be due to a geometrical imperfection or to reflections 
from the glass surface that interfered with light scattered by the droplets. 
Observations made during the traverse support the latter possibility. The PIDPA receiver 
has a viewing port through which the light incident on the aperture slit can be observed as an aid 
in alignment and troubleshooting. Light reflected from the walls of the glass tube could be 
clearly seen through this port on the disk surrounding the aperture. For centerline readings and 
those taken at most off-axis locations, the reflections fell some distance from the aperture and 
posed no problem. East of the tube centerline, however, and particularly at the easternmost 
location (position 7 in Fig. 5.2), the reflections fell directly over the aperture and apparently 
interfered with the light scattered by the droplets. The interference was such that no usable 
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Figure 5.5 Liquid volume flux, droplet velocity and volume-mean diameter profIles 
recorded along radial line parallel to evaporator axis 
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signals were detected precisely at position 7; the data shown in Fig. 5.6 for that location were 
actually taken 0.3 rom 'west of the intended position, where the reflections were less troublesome. 
Because of these difficulties, the data along the evaporator normal were regarded as 
suspect and were not used in estimating the flux proflle factor (the ratio of average to centerline 
liquid volume flux). The scatter in the volume-flux data along the evaporator axis was also 
problematic, yielding in some cases physically unrealistic increases in volume flux with 
increasing radius near the tube wall. Accordingly, the number-mean velocity proflle, which was 
similar to the volume-flux proflle but exhibited much less scatter, was used to estimate the flux 
proflle factor. This was accomplished by plotting the velocities versus radial distance as shown 
in Fig. 5.7 and fitting the data with a power-law profile, commonly used for turbulent pipe flow 
[83]: 
ul U =[1-(rl R)f" (5.5) 
The value of n was found to be 12.9. For single-phase flow, this value would correspond to a 
Reynolds number of well over one million, whereas the Reynolds number in these experiments 
(based on vapor properties and tube diameter) was roughly 30,000. For vertical flow of dilute 
suspensions, however, the particulate velocity proflle can be far more blunt (i.e., higher value of 
n) than that of the continuous phase. Soo [84] shows a velocity proflle for 150- to 500-micron 
glass spheres in air at a gas Reynolds number of 58,000 for which n = 18. 
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Figure 5.7 Number-mean velocity proflle recorded along radial line parallel to evaporator axis. 
[1- (r 1R)t0778Solid line represents curve fit of form u1 U = 
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The ratio of average to centerline velocities for a power-law profUe is [83] 
ii 2n2 . 
- = = 0.893 , n = 12.9 (5.6)
U (n+l)(2n+l) 
This ratio was used as the flux profUe factor in calculating the entrained mass fraction in all 
subsequent runs. 
5.2 MULTI-FACTOR INVESTIGATION OF R134A LIQUID CARRY OVER 
This section summarizes the series of runs in which the effects of inlet quality and Jakob, 
Froude and boiling numbers on liquid carry over were investigated. The section begins with an 
overview of the results, focusing on trends in the data and their likely causes. This is followed 
by two sections in which statistical techniques -- analysis of variance and nonlinear multiple 
regression -- are used to identify the relative importance of the independent variables. The 
section closes with an uncertainty analysis dealing primarily with the use of the PIDPA to 
measure entrained liquid flow rate in a dilute, confmed suspension. 
5.2.1 Overview of Results 
As stated previously, the time-averaged series of experiments consisted of 81 runs in 
which three replicates each at 27 combinations of operating conditions were completed. The 
runs were arranged in three Latin squares, one for each level of Jakob number, as discussed in 
section 3.3.2. The aluminum evaporator plumbed for up-flow in the return bends was used 
throughout the series. It was operated at various stages with 16, 12 and 8 passes in order to 
independently vary the Froude and boiling numbers. The procedure followed in each of the runs 
was described in section 4.2.1. The sequence of the runs was randomized to the extent possible. 
Fig. 5.8, in which liquid carry over is plotted against run time, reveals no particular pattern or 
correlation. 
The entrained mass fractions from the 81 runs are plotted versus Jakob number in Fig. 5.9 
for inlet qualities of 0.0, 0.1 and 0.2 and Froude numbers of 0.06, 0.075 and 0.09. Boiling 
number is not shown explicitly in the plots because it had the weakest effect on liquid carry over 
among the four factors, as will be seen in the next section. At all three inlet qualities, the 
entrained mass fraction approaches 0.1 percent at minimum Jakob number, confirming 
preliminary observations that entrained liquid carry over does not significantly affect evaporator 
performance as a heat exchanger. In general, the liquid mass fraction decreases with increasing 
Jakob number, Froude number and inlet quality, although some interaction among the variables 
is evident. The most obvious is the relative lack of importance of Froude or Jakob number at low 
inlet quality. 
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Figure 5.8 Entrained mass fraction versus run time showing absence of correlation 
Insights gained primarily when using the glass evaporator (and discussed in more detail 
in chapter 6) help explain the effects of the independent variables. Changes in Jakob number 
directly affect the entrainment and vaporization of liquid droplets. A high Jakob number reduces 
the liquid inventory in the final pass of the evaporator, decreasing the number of droplets formed, 
and more quickly vaporizes those that do form. Changes in inlet quality and Froude number, on 
the other hand, affect the formation of liquid slugs from which the droplet clusters originate. 
Low inlet quality provides an ample liquid inventory in the first few evaporator passes, resulting 
in the formation of large slugs that propagate through several passes before degenerating into 
broad waves. This effect predominates at Xu. = 0.0, where liquid mass fraction remains high 
even at high Jakob and Froude numbers. The effect of high Froude number (Le., high mass flux, 
with correspondingly high vapor velocity) is to reduce the thickness of the liquid layer. Slugs are 
observed to form with about the same frequency, but carry less liquid and dissipate more readily. 
The data are widely scattered, a consequence mainly of the large fluctuations in liquid 
carry over rate with time (to be discussed in chapter 6). Three points (one at Xu. = 0.1 and two at 
Xu. = 0.2) fall well below the others and were examined as possible outliers. The numerous 
statistical criteria for the rejection of outliers (e.g., Chauvenet's criterion [85]) must be used with 
caution, particularly in the case of so-called.end points (those recorded at an extreme value of 
one or more of the factors). All three of the suspect data are end points for Ja (although several 
points·were recorded at slightly higher values of Ja due to the aforementioned difficulty of 
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controlling exit superheat). Two are also end points· for Fr and x... Examination of the 
operations logs·revealed nothing unusual about the runs. Accordingly, it was concluded that the 
three points represent somewhat extreme, but physically meaningful, examples of the effects of 
high la, Fr and x.. on liquid carry over, and they were retained. 
In summary, the entrained mass fraction under alI conditions tested was less than 0.1 
percent but showed recognizable trends with inlet quality and Jakob and Froude numbers in spite 
of significant scatter. The trends are consistent with the effects of these factors hypothesized on 
the basis of direct observation of flow patterns within the glass evaporator. The following 
section describes the technique used to determine the relative influence of these factors on liquid 
carry over. 
5.2.2 Analysis of Variance (ANOV A) 
As summarized in section 3.4.1, ANOVA provides a quantitative method for 
apportioning the variability in the response among the factors (and their squares and products) 
and random error. A hierarchy can then be established among the factors in terms of their 
relative contributions to this variability. While this information is valuable in its own right, it 
can also be used to limit the scope of further analyses, such as the nonlinear multiple regression 
discussed in the following section. 
The matrix of 27 combinations of operating conditions tested in this series could, in 
theory, be used to determine a grand-average response and the effects of 26 factor combinations 
(linear and quadratic terms, products of factors, etc.). The curvature in the relationship between 
liquid volume flux and Jakob number apparent in Fig. 5.3 suggested that a quadratic term for at 
least that factor should be included in the analysis. Further, the appearance of the data in Fig. 5.9 
indicated important interactions among the factors. Accordingly, an ANOVA table was prepared 
that included linear, quadratic and frrst-order interaction terms for each of the four independent 
variables. 
The calculations were carried out in a spreadsheet, using computationally efficient forms 
of Eqs. (3.48) through (3.53) provided by Montgomery [73]. The results are summarized in 
Table 5.1. The total sum of squares was found by summing the squares of alI 81 responses:81 
SSrolDl = L,i (5.7) 
i=1 
The mean sum of squares was calculated by squaring the sum of the responses and 
dividing by the number of runs: 
. 1 ( 81 )2
SSmean = - L,Yi (5.8) 
81 i=1 
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Table 5.1 ANOVA table for detennining the significance of linear, quadratic and fIrst­
order-interaction tenns on entrained mass fraction 
Source of Variation 
Jakob number: 

Linear, Ja 

Quadratic, Ja Ja 

Boiling number: 
Linear, Bo 
Quadratic, Bo Bo 
Froude number: 
Linear, Fr 
Quadratic, Fr Fr 
Inlet quality: 
Linear, xin 
Quadratic, xin xin 
Interactions: 
JaBo 

JaFr 

Ja xin 

BoFr 

Bo xin 

Fr xin 

Mean 
Residual 
Total 
Sum of 

Squares 

1.38E-7 
9.74E-1O 
2.34E-9 
1.33E-8 
5.00E-8 
8.81E-9 
2.22E-8 
6.64E-1O 
5.31E-1O 
1.55E-8 
3.03E-9 
6.52E-9 
3.25E-8 
6.72E-9 
1.14E-6 
5.81E-7 
2.02E-6 
Degrees of Mean Mean-
Freedom Squares Square 
Ratio 
1 1.38E-7 15.6 
1 9.74E-1O 0.11 
1 2. 34E-9 0.27 
1 1.33E-8 1.51 
1 5.00E-8 5.68 
1 8.81E-9 1.00 
1 2.22E-8 2.52 
1 6.64E-I0 0.08 
1 5.31E-I0 0.06 
1 1.55E-8 1.76 
1 3.03E-9 0.34 
1 6.52E-9 0.74 
1 3.25E-8 3.69 
1 6.72E-9 0.76 
1 
66 8.80E-9 
81 
The sum of squares for each effect was found using so-called contrast coefficients, a 
method of encoding the low, medium and high levels for the effect in a given run. These are 
given by Montgomery as (C1,C2'C3) =(-1, 0, 1) for linear effects and (1, -2, 1) for quadratic. The 
sum of squares for effect A was found as 
SSA Jt.(Ci~Yi)J 
 (5.9) 
anI,c; 
;=1 
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The residual sum of squares was found by difference as 
SS '.L._' = SS - ss - ss - ss _ ... (5.10)ru_ lOtDl ""'GIl A B 
The degrees of freedom for factor A tested at a levels is a - 1. In this study, all factors 
were tested at three levels, so each had two degrees of freedom (one apiece for linear and 
quadratic effects). The interaction between A tested at a levels and B tested at b levels yields 
(a -l)(b -1) = 4 degrees of freedom (one apiece for linear-linear, linear-quadratic, quadratic­
linear and quadratic-quadratic interactions). Only linear-linear interactions were explored in this 
study. The mean value also uses one degree of freedom, leaving 66 of the original 81 for the 
residuals. 
The mean squares for each effect and the residual were calculated by dividing each sum 
of squares by the respective degrees of freedom. As noted in section 3.4.1, these mean squares 
are independently distributed chi-square random variables, and the ratio of any two follows an F 
distribution. The ratio of the mean square for a given effect to the residual mean square is the 
figure of merit in judging the importance of the effect. The statistical significance of the effect is 
judged by comparing Fc~d to F(a, U, v), where a is the significance level, U =1 =degrees of 
freedom associated with the numerator and v =66 =degrees of freedom for the denominator. 
Values of F for significance levels of 5 and 10 percent are 3.99 and 2.78, respectively. 
The table thus reveals that the linear dependence on Jakob number (with FcalcultJUd =15.6) 
is by far the dominant effect, followed by the linear Froude number effect (FcalcJJated =5.68) and 
the interaction between boiling number and inlet quality (FcalcJJated = 3.69). Two additional 
effects were also included in the nonlinear regression analysis discussed in the following section: 
the linear dependence on quality (FcalcJJated = 2.52) and the interaction between Jakob and Froude 
numbers (Fcalculoled =1.76). This somewhat arbitrary choice of terms was made on the basis of 
the residuals from the nonlinear analysis, which were not acceptable without the additional 
terms. Here again (as in the case of the inspection for outliers), practical considerations took 
precedence over strict adherence to a statistical criterion. 
5.2.3 Nonlinear Multiple Regression 
This section presents the expression developed via nonlinear multiple regression relating 
entrained mass fraction (EMF) to the independent variables la, Bo, Fr and Xiii. The purpose in 
developing such an expression was to concisely represent the form of the dependence and to 
provide an interpolating tool for estimating EMF under conditions not tested. The terms in the 
expression were selected on the basis of experimental observations and on the results of the 
analysis of variance just described. The quality of the fit was examined with residual plots, by 
estimating the uncertainty band about the predicted values, and by calculating the coefficient of 
determination between actual and predicted values . 
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Recall from section 3.4.2 that linear multiple regression was first attempted but showed 
unacceptable asymptotic behavior, particularly with Jakob number. Physical reasoning and the 
results shown in Fig. 5.3 suggested that EMF would rise sharply at low Ja (Le., low exit 
superheat), resulting eventually in liquid carry over in the form of rivulets on the tube wall as 
saturation is approached. At the other extreme, progressively higher superheat would eventually 
drive the liquid carry over to zero. A negative exponential dependence on Ja thus seemed ideal. 
Meanwhile, ANDV A provided a ranking of the variables, their squares and frrst-order 
interactions in terms of their effects on the response. No clear cutoff was evident from this 
ranking, however. Accordingly, a simple expression incorporating an exponential dependence 
on Ja and linear dependence on Frwas tried initially, with more terms added until an acceptable 
distribution of residuals was achieved. The resulting expression is 
EMF = (0.00187 - 0.0166Fr)eC- ll3Ja ) +0.OOO314Fr - 0.OOO735x;" +1. 12Bo ~ (5.11) 
Two items regarding this relation bear comment at this stage. At frrst glance, the equation 
appears to indicate that EMF increases with increasing Fr, which runs counter to the 
experimental observations. However, the negative Froude-Jakob interaction term dominates the 
linear Froude effect, yielding an overall negative dependence on Fr. Secondly, the sign on the 
boiling number-inlet quality interaction term indicates that EMF increases with increasing Bo ~. 
Wedekind [4] found that dryout point oscillations (which are somewhat analogous to liquid carry 
over in a physical sense) decreased with increasing inlet quality and heat flux (non­
dimensionalized herein as the boiling number). He hypothesized that a high heat flux provided a 
greater capacity to vaporize the liquid surplus carried forward in a slug, reducing the length over 
which the slug propagated at high speed. In the present study, however, high heat flux was 
achieved largely by shortening the evaporator, which reduced the distance the surplus liquid 
traveled between slug initiation and measurement of the slug remnants with the PIDPA. The 
positive sign on the interaction term suggests that this geometry change may have dominated the 
effect of heat flux hypothesized by Wedekind. 
Experimental and predicted EMF values are plotted in Fig. 5.10 versus Jakob number for 
xin = 0.2, the inlet quality level for which the effects of Ja and Fr were most apparent in the 
preliminary review of section 5.2.1. The bold lines in the figure represent the equation 
predictions, while the fine dashed lines show the bounds of the 95 percent confidence interval. 
The lines were plotted on a point-by-point basis as described in section 3.4.2, using the actual 
experimental operating conditions. The occasional ripple in the lines is due to the inability to 
precisely fix those conditions at the intended values, as previously discussed in section 3.3.2. 
Corresponding figures for ~ =0.0 and 0.1 are included in Appendix B. Also shown there are 
plots of the residuals, Residual = EMFuperimenlll1 - EMFpredicted. These plots demonstrate one 
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Figure 5.10 Entrained mass fraction versus Jakob number for inlet quality 0.2. Bold 

lines represent predictions of nonlinear multiple regression equation of form 

EMF = (~+b2Fr)e(b,J4) +b3Fr+ b.x;" +bsBo~. Fine dashed lines represent 95% 

uncertainty bounds. 

measure of the adequacy of the model by showing that the residuals are roughly normally 
distributed and are free of correlation with any dependent or independent variable. 
It is also instructive to compare the experimental and predicted trends and to-compare the 
magnitude of the residuals to the experimental values. Figs. 5.10, B.1 and B.2 show that the 
predicted trends with Jakob and Froude numbers and inlet quality are essentially correct, 
although the scatter in the data and the use of a single fitting expression preclude a truly close 
match under all conditions. The negative values shown in Fig. 5.10 are obviously physically 
unrealistic. The residuals range in absolute value from 8.51E-7 to 1.13E-4 with an rms value of 
4.28E-5, compared to a grand-average EMF of 1.18E-4. The uncertainty bounds calculated as 
shown in Eqs. (3.66) to (3.70) range from ± 1.2E-5 to ± 3.4E-5; these are no doubt 
underestimated because of the need to linearize the equation by ~moving the Jakob number 
dependence, as described in section 3.4.2. 
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The coefficient of determination between actual and predicted values was also used as an 
indicator of the quality of the fit. Montgomery [73] defmes this coefficient as 
R2 = ~(Yj _ y)2 ~(Yj _ y)2 , (5.12) " I" 
where Yj is the predicted value of actual response Yj and y is the response mean. R2 represents 
the fraction of the variability in the data accounted for by the regression model. For the six­
parameter model shown, R2 was 0.831. Inclusion of a seventh parameter (a B02 term, next in 
the hierarchy established by ANOVA) improved R2 only slightly, to R2 = 0.839. However, the 
associated reduction in the sum of squared residuals was not sufficient to justify the increased 
complexity of the model according to the criterion of Eq. (3.102), so the six-parameter model 
was retained. 
In summary, ANOVA and nonlinear multiple regression revealed the order of dominance 
of the independent variables in terms of their effect on liquid carry over and provided a concise 
means of representing the trends observed experimentally. The experimental data were widely 
scattered (a consequence mainly of the large variations in entrained droplet flow rate to be 
discussed in chapter 6), resulting in large residuals and wide uncertainty bands. Additional 
sources of experimental error, focusing mainly on the setup and operation of the PIDPA, are 
explored in the following section. 
5.2.4 Uncertainty Analysis 
The purpose of this analysis is to critically examine the values of the entrained mass 
fraction recorded in the time-averaged series of experiments. Two approaches -- quantitative and 
qualitative -- are taken. The quantitative approach follows the procedures outlined by Moffat 
[86] for a single-sample uncertainty estimate in which the overall uncertainty in the response is 
computed as a weighted sum of contributing factors. Concerns raised at various points in this 
document that are not compatible with such an analysis (dealing in particular with the optical 
droplet detection method) are then collected and discussed. 
The starting point in the quantitative analysis is an expression relating the overall 
response to the measurements upon which it is based. The response in the present study is the 
entrained mass fraction, calculated in section 4.2.2 as 
EMF = (LVF)(p)( rcD2 )(flUX profile factor)( atte"!ptS))m (5.13)
4 vallds 
For convenience, this equation is re-written as 
EMF = (LVF)(P{ ~'}FPF1(~)/m , (5.14) 
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where FPF is the flux profile factor and VR the validation rate. The liquid volume flux was 
shown in Eq. (3.19) to be 
LVF =N(1C/6}~ (5.15)
At 
It would appear logical at this point to combine these two expressions to yield a single detailed 
equation for EMF. However, while the uncertainty in run time t is negligible, and reliable 
estimates of the uncertainty in volume-mean diameter ~ are available, the two remaining 
variables in Eq. (5.15) are problematic. Recall from section 3.2.3 that the corrected droplet 
count, N, and the probe area, A, are calculated by the PIDPA software at the end of each run 
using proprietary procedures. The more sensible approach is therefore to work directly with Eq. 
(5.13), using an overall calibration of the instrument to estimate the uncertainty in LVF. 
A root-sum-square method [86] is used to estimate the uncertainty in EMF. Adopting 
Moffat's notation of §Xi to indicate the uncertainty in measurement Xi' 
8EMF = [(aEMF 8LVF)2 +(aEMF 8 )2 + (aEMF 8D)2
aLVF ap 'P aD 
(5.16) 
+(aEMF 8FPF)2 + (aEMF 8VR)2 +(aEMF 8m)2]112 
aFPF aVR am 
Taking the indicated derivatives and dividing by the original expression yields the relative 
uncertainty as 
8EMF = [(8LVF)2 +(8P)2 +(2 8D)2 
EMF LVF P D 
(5.17){s:::)' +(-~J+(-:J1" 
The nature of the flow field in this investigation (a two-phase, single-component, non­
equilibrium mixture) precluded an in-situ calibration of the PIDPA liquid volume flux 
measurement. Further, the low entrained liquid flow rates could not be reliably verified as the 
difference between the total and vapor-phase flow rates. Fortunately, three calibrations of 
PIDPA liquid volume flux, two of them performed on the instrument used in this study, were 
available from the literature. In 1986, Dodge et al. [51] measured liquid volume flux at several 
locations within a spray and calculated an integrated liquid mass flow rate (section 2.3). Initial 
results showed a discrepancy of as much as a factor of five with the true liquid flow rate. Later 
trials with a different instrument yielded flow rates within 15 percent of the actual value. Kirwan 
[50] also compared an integrated flux profile with a flowmeter reading in two trials with the 
instrument used herein and found errors of one and five percent. Drallmeier [49], working with a 
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vaporizing spray, compared the integrated liquid flux profile to the difference between the total 
fuel flow rate and the vapor flow rate. The vapor concentration was measured with a line-of­
sight infrared-absorption technique. Vapor velocity was measured with the PIDPA by seeding 
the flow with 5-micron droplets. Measurements taken at two axial planes with good optical 
access yielded discrepancies of 7 and 40 percent between the two techniques. 
No obvious choice among these values exists. The easiest to eliminate is the factor-of­
five error measured by Dodge et al., which was likely due to a defective instrument. Drallmeier's 
technique, while indirect, was perhaps the most thorough in that he explored the effects of 
various instrument settings on reported liquid volume flux. He found that reducing the excitation 
voltage to the photodetectors resulted in a substantially greater decrease in the optical probe area 
than that estimated by the P/DPA software. This is a matter of some concern in the present 
study, because the excitation voltage was reduced to minimize the number of saturation errors 
produced by large-diameter droplets. Accordingly, Drallmeier's value of 40 percent will be used 
as the uncertainty in the reported liquid volume flux reading. 
The uncertainties in the liquid density, the optical test section inside diameter and the 
total refrigerant flow rate are small and fairly well defined. The density uncertainty is estimated 
via its dependence on temperature, which is believed known within ± 0.5°e. The corresponding 
density uncertainty is 8p =1.5 kglm3, with a mean value of p =1364 kglm3. The uncertainty in 
optical test section diameter is estimated as twice the standard deviation of diameter 
measurements on 24 tube samples. The result is D ± 8D = 9.53 ± 0.073 mm. The total flow rate 
uncertainty is estimated from the manufacturer's calibration (traceable to NIST standards) as 8rh 
= 0.0042 gls at a refrigerant flow rate of rh = 1.2 gls. 
The uncertainty in the flux profile factor (FPF), which relates the centerline LVF reading 
to the cross-sectional average, is more difficult to estimate. Recall that the FPF was calculated 
via a power-law fit to the droplet velocity profile measured nonnal to the evaporator axis (section 
5.1.2). The velocity profile was used because of its similarity to the volume flux profile, which 
exhibited high scatter. Practical upper and lower bounds on this factor were estimated by 
assuming 1) a flat volume-flux profile, and 2) a volume-flux profile identical to that of single­
phase vapor flow in the optical test section. The upper bound is FP F = 1.0. The lower bound, 
using the minimum test-section vapor Reynolds number of 16,000 recorded in the experiments, 
is FPF =0.8. The value of FPF =0.893 is roughly midway between these extremes, so the 
uncertainty is taken to be 8FP F = 0.1. 
The uncertainty due to the validation rate correction arises from the implicit assumption 
that the rejected and accepted drops have the same volume-mean diameter. An indication of the 
validity of this assumption is provided by the distribution of rejections among the various error 
modes (see the error-mode histogram in Fig. 3.4). Most of the rejections are usually due to K­
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under or K-over errors (KU or KO in the histogram), where K is a parameter measuring the level 
of agreement among the size determinations made by different pairs of photodetectors. These 
errors are often due to low signal-to-noise ratio. Generally speaking, the signal is proportional to 
the square of the drop diameter, so these errors occur more frequently with small drops. The two 
remaining significant error modes, however, occur more frequently with large drops. These are 
photodetector saturation errors (in which too much light enters the photodetector) and oversize 
drop errors (where the calculated drop diameter falls above the upper limit of the diameter 
histogram). 
If all the rejected drops were so small as to contribute negligibly to the liquid volume 
flux, no correction should be made. This suggests a maximum uncertainty of (l/VR - 1), which 
equals 0.11 for a typical validation rate of 90 percent. If, on the other hand, numerous large 
drops were rejected, the liquid volume flux may be much more substantially under-reported. 
Unfortunately, saturation and oversize-diameter errors (S and DO in the histogram) can occur for 
reasons other than the passage of large drops through the probe volume. These were discussed in 
section 3.2.3 and will be summarized again in the following paragraphs. In the quantitative 
analysis, an uncertainty of OVR = 0.11 will be used, which places an upper bound on the amount 
by which this factor overestimates the entrained mass fraction. 
Inserting the above uncertainties and nominal values into Eq. (5.17) yields the following 
term-by-term contributions: 
(8LVF)' =0.16 
 (5.18)
LVF 
(5.19)(~)' =1.2&6 
( 81>)'2Ii =2.4E-4 (5.20) 
(8FPF)' = 0.013 (5.21)
FPF 
(
-
OVR)' (5.22)VR =0.015 
(
-::0.')' = 1.2E-5 (5.23) 
The overall uncertainty in the entrained mass fraction is thus 
oEMF =0.43 (5.24)
EMF ' 
and is dominated by the assumed 40 percent uncertainty in the liquid volume flux determination 
with the PlOP A. 
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Many legitimate concerns about PIDPA and flow-loop operation fall outside the bounds 
of the quantitative approach taken above. The discussion to follow includes, where possible, the 
potential quantitative impact of these concerns on the entrained mass fraction. Operational 
aspects of the PlOP A are addressed frrst, followed by flow-loop considerations. For the PlOP A, 
the concerns include 1) grating track selection and diameter range truncation; 2) interpretation of 
oversize and saturation errors; and 3) errors in probe volume positioning within the optical test 
section. The primary concern in terms of flow-loop operation is whether a representative droplet 
sample was measured in view of large fluctuations in liquid carry over rate. 
Grating track selection and diameter range truncation. This topic, raised in section 
3.2.4, deals with the importance of capturing the large droplets in the distribution due to the d3 
dependence of droplet mass. Three grating tracks are available on the PIDPA. A track change 
alters the intersection angle of the incident beams and roughly doubles (or halves) the maximum 
diameter in the size histogram. By count, the vast majority of droplets measured in the optical 
test section are in the range of 5 to 20 microns. As stated previously, however, a single drop at 
the top of the distribution contributes as much mass as 40,000 at the bottom. Unfortunately, 
signal quality is degraded when using the maximum-diameter grating track. A particularly 
troubling aspect of degraded signal quality is the tendency of the PIDPA to falsely interpret noisy 
signals as large droplets [59]. In a preliminary investigation of this effect conducted herein, 
oversize errors actually increased when changing from the mid- to the maximum-diameter 
grating track. Accordingly, the mid-diameter track, which seemed to offer the best combination 
of range and signal quality, was used throughout the time-averaged and time-resolved series. 
Interpretation of oversize and saturation errors. The grating track selection just 
discussed and specification of the photodetector excitation voltage affect the occurrence of 
oversize and saturation errors. If all the reported errors in these categories represented droplets at 
or above the top of the diameter range, they would, in some runs, account for more liquid carry 
over than the valid droplet determinations. However, Aerometrics' statements on false 
interpretation of noisy signals, together with observations made during this study, suggest that 
many (perhaps most) of these occurrences are caused by interference with the incident or 
scattered light. The occurrence of liquid streamers is the best example of such interference. 
Saturation errors (which are indicated by flashing red lights on the signal processor and are 
therefore easy to track) were common with such streamers present. The accumulation of dirt on 
the tube wall during long runs is another source of interference. Droplets impinging and 
vaporizing on the tube wall may also interfere with the incident or scattered light. Accordingly, 
large numbers of saturation and oversize errors often indicated optical difficulties rather than a 
true failure to detect large drops, and the run was generally repeated. 
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Errors in probe volume positioning within the optical test section. As stated 
previously, all the measurements for the time-averaged and time-resolved series except the 
traverse discussed in section 5.1.2 were made at the tube centerline. The probe volume could be 
translated along east-west and north-south axes with positioning screws built into the optics 
table. East-west alignment (normal to the incident light) was straightforward. The beams made 
red spots on the tube wall where they entered and exited; the table was positioned such that the 
spots fell along a radial line. A coarse north-south alignment was made by simply measuring the 
distance from the transmitter and receiver to the optical test section. This was adequate to place 
the probe volume within the tube. With the flow loop running, the table was then translated 
north or south until droplet detection ceased, placing the probe volume at the tube wall. The 
positioning screw was then reversed (accounting for hysteresis) for the appropriate number of 
turns to place the probe volume at the tube centerline. This could be confirmed by looking 
through the receiver viewing port to note the positions of the spots on the tube walls relative to 
the aperture slit. The maximum error using this method was perhaps 112 mm, or 5 percent of the 
tube diameter. In view of the flatness of the volume-flux profile near the center, the 
corresponding error in the entrained mass fraction was likewise small. 
Acquiring a representative sample. Recall that liquid carry over occurred mainly in the 
form of brief droplet clusters produced from the remnants of slugs that formed far upstream, 
moved quickly through several passes and then degenerated into slowly moving waves. The 
transit time of the liquid from slug initiation to detection of the cluster at the optical probe 
volume was roughly 30 seconds. Only the strongest slugs, or occasionally the coalescence of 
two modest slugs, transported enough liquid to create such a cluster. The time-resolved data to 
be discussed in chapter 6 revealed an erratic pattern averaging roughly one cluster per minute. 
The number of clusters captured in a lO-minute run might realistically vary from 8 to 12, a range 
of ±20 percent. Superimposed on this natural variation is the occurrence of unintentional swings 
in refrigerant flow rate and superheat level due to dirt and ice accumulation in the expansion 
valve. While longer runs could have averaged out much of this variability, the aforementioned 
problem with fouling of the optical test section argued against such an approach. The lO-minute 
run time represented a compromise between these two interests. 
In summary, this analysis provided an uncertainty estimate of 43 percent for the entrained 
mass fractions recorded in the time-averaged series. The uncertainty estimate itself is highly 
uncertain, however, because of the need to rely on gross estimates for certain key elements in the 
analysis, such as the PlOP A liquid volume flux determination. Additional considerations that 
could not be included in the framework Of the quantitative analysis suggest that the true 
uncertainty may well be higher. Fortunately, the range of values is such that the effect of liquid 
carry over on evaporator performance as a heat exchanger can be said to be slight, even in the 
lO3 
face of such uncertainty. The following section compares the time-averaged R134a values 
discussed previously to others recorded under different operating conditions and with different 
refrigerants. 
5.3 COMPARATIVE STUDIES 
This section closes the chapter on the time-averaged experiments with a description of 
two tests in which R134a liquid carry over under normal operating conditions is compared with 
1) R134a carry over at higher mass flux, and 2) liquid carry over with refrigerants R12 and R22. 
The high-mass-flux test was conducted to explore the effect on liquid carry over of changing to a 
smaller evaporator tube diameter. The comparison with R12 and R22 revealed whether liquid 
carryover with R134a differed significantly from that with two commercially proven 
refrigerants. 
5.3.1 Effect of Tube Size Reduction on Liquid Carry Over 
As mentioned previously, the higher latent heat of vaporization of R134a and consequent 
lower flow rate at a given evaporator heat duty may allow manufacturers to use 5116-inch 
nominal diameter tubing instead of the 3/8-inch tubing currently employed. To investigate the 
effect on liquid carry over, experiments were conducted at a Froude number of 0.12 to simulate 
the fluid-mechanic conditions inside the smaller tube with an evaporator heat duty of 300 watts. 
Inlet quality was held at 10 percent and Jakob number was varied from 0.008 to 0.024. Thirty 
runs were completed under these conditions. The resulting liquid mass fractions are plotted 
versus Jakob number in Fig. 5.11. Data recorded at xin = 10 percent and Fr = 0.06 are included 
for comparison. Liquid carry over was consistently lower at the higher Froude number because 
of the aforementioned tendency of high vapor velocity to reduce the liquid-layer thickness, 
resulting in weaker slugs that dissipate sooner. Thus, liquid carryover (as well as exit 
temperature fluctuations) would likely be reduced if 5116-inch tubing is adopted. However, 
considerations such as tooling costs and the higher pressure drop experienced with the smaller 
tubing may override these benefits. 
5.3.2 Comparison of Liquid Carry Over with Refrigerants R134a, R12 and R22 
The purpose of this test was to compare R134a liquid carry over to that of two 
commercially proven refrigerants. Fig. 5.12 shows entrained mass fractions for each of the three 
refrigerants versus Jakob number at xin =0.0, with Froude number shown as a parameter. 
Corresponding data for xin =0.1 and xin =0.2 are shown in Figs. 5.13 and 5.14, respectively. To 
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facilitate comparison, the same axis scales and plotting synlbols are used throughout. The R134a 
data in these plots are identical to those in Fig. 5.9. 
In general, the trends and orders of magnitude observed with R134a also held for the 
other two refrigerants. EMF decreased with increasing Ja, Fr and Xiii' and the effects of Ja and 
Fr became more pronounced at high Xiii' The R12 and R22 values (which were recorded several 
months before the R134a data in runs lasting about half as long as the R134a runs) appeared 
somewhat lower than those for R134a and tended to be more widely scattered. The lower R12 
values are partly due to the generally higher Froude numbers at which the R12 runs were 
conducted, a consequence of its lower latent heat The ranges of other possibly significant 
dimensionless groups (e.g., Reynolds, Weber and boiling numbers) were comparable for the 
three refrigerants. While it is possible that R134a exhibits higher liquid carry over due to some 
unaccounted-for effect, it is probably more likely that the observed differences reflect less 
exacting experimental procedures in the early stages of the project 
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CHAPTER 6. RESULTS OF TIME-RESOL VED EXPERIMENTS 

This chapter presents the results of 17 runs in which time-resolved evaporator operating 
conditions and liquid carry over were recorded. Videotapes and still photographs of flow 
patterns within the glass evaporator were made during the runs. Several objectives were fulfilled 
in this series of tests: 1) insight was gained into the effects of operating conditions on the 
internal flow field; 2) the correlation between slug initiation and evaporator pressure spikes was 
confmned; 3) operating conditions at the point of slug initiation were compared with values from 
the literature; 4) time- and frequency-domain analysis techniques were used to identify dominant 
frequencies and time delays among the variables; and 5) time series analysis and a distribution 
function were used to concisely characterize the system response to slug initiation. These topics 
are summarized in the following sections. Conclusions and recommendations based on these 
observations and the results of the time-averaged experiments are then discussed in the fmal 
chapter. 
6.1 QUALITATIVE DESCRIPTION OF THE FLOW FIELD 
The 17 time-resolved runs completed for this phase of the project are summarized in 
Table 6.1. An 18th run in which only time-averaged data were recorded is also listed. The table 
lists the Froude number and inlet quality maintained through the run, as well as the quantitative 
data recorded and visual observations made. The superheat level was held as low as possible 
without carrying liquid over in the form of rivulets. For the glass evaporator, this corresponded 
to a level of about 6°C, or a Iakob number of 0.021. 
Extensive quantitative analysis was performed on the data from the first 12 runs, for 
which the conditions included all combinations of Xiii = 0.0, 0.1 and 0.2 and Fr = 0.06, 0.075 and 
0.09. A run at Xiii = 0.1 and Fr = 0.12 was also completed to investigate the effect on flow 
patterns of operating at the Froude number corresponding to the use of 5116-inch diameter 
evaporator tubing. The videotapes and still photographs documented flow at the slug-initiation 
point. A single replicate was conducted at most conditions; three were conducted at the design 
point (Xiii = 0.1, Fr = 0.075) to check repeatability. The objective in runs 13 through 18 was to 
record other flow phenomena of interest, including full and 114 views of the evaporator, droplets 
in the optical test section and flow in the return bends. 
Variations in inlet quality and Froude number caused obvious changes in the evaporator 
flow pattern. The liquid depth in the first several passes was high at low Xiii and Fr and 
decreased with an increase in either quantity. Under all conditions, slugs usually formed near the 
start of the second evaporator pass. Occasionally a slug formed farther downstream in the same 
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Table 6.1 Summary of time-resolved runs in glass evaporator 
Run Froude Inlet Quantitative Data Recorded Subject of Videotape and Still 
Number Number Quality Photographs 
1 0.075 
2 0.06 
3 0.09 
4 0.06 
5 0.075 
6 0.075 
7 0.06 
8 0.09 
9 0.09 
10 0.075 
11 0.075 
12 0.12 
13 0.075 
14 0.075 
15 0.06 
16 0.06 
17 0.06 
18 0.075 
0.1 Time-resolved flow, droplet data 
0.2 Time-resolved flow, droplet data 
0.1 Time-resolved flow, droplet data 
0.0 Time-resolved flow, droplet data 
0.2 Time-resolved flow, droplet data 
0.1 Time-resolved flow, droplet data 
0.1 Time-resolved flow, droplet data 
0.2 TlDle-resolved flow, droplet data 
0.0 T1Dle-resolved flow, droplet data 
0.0 TlDle-resolved flow, droplet data 
0.1 TlDle-resolved flow, droplet data 
0.1 TlDle-resolved flow, droplet data 
0.1 Time-resolved flow, droplet data 
0.1 TlDle-resolved flow, droplet data 
0.0 Time-resolved flow, droplet data 
0.0 Time-resolved flow, droplet data 
0.0 Time-resolved flow, droplet data 
0.1 Time-averaged flow, droplet data 
Slug initiation point 
Slug initiation point 
Slug initiation point 
Slug initiation point 
Slug initiation point 
Slug initiation point 
Slug initiation point 
Slug initiation point 
Slug initiation point 
Slug initiation point 
Slug initiation point 
Slug initiation point 
Full evaporator view (videotape) 
114 evaporator view 
Full evaporator view 
1/4 evaporator view (videotape) 
Droplets in optical test section 
Flow in return bends; waves at 
liquid-vapor intetface 
pass, or in the third or fourth pass (frequently as the coalescence of the remains of two earlier 
slugs). The distance over which slugs traveled before breaking up was higher at low x;" and Fr, 
apparently due to the higher liquid inventory available in front of the slug to compensate for 
liquid lost at the tail. The accompanying pressure spikes were likewise higher, indicating a more 
complete blockage of the cross-section that caused a more rapid pressure buildup. Slugs formed 
under such conditions sometimes propagated through 5 or 6 passes, while those formed at the 
highest Froude number (Fr = 0.12) seldom traveled more than two passes before breaking up 
into broad waves. The waves were recognizable for several additional passes, although they 
traveled much more slowly than the slugs. 
Slugs formed at irregular intervals with an average of about once every three seconds. 
The liquid level in the second pass was visibly depleted by the slug and recovered during the 
waiting .period. Waves in the first pass, swept around the return bend by the co-flowing vapor, 
seemed to trigger slug formation by providing a local liquid surplus in a manner analogous to the 
artificially generated waves of Wallis and Dobson [6]. Flow in the return bends was chaotic, 
with liquid and vapor much more thoroughly mixed than elsewhere in the evaporator. Pressure 
spikes were recorded at both the upstream and downstream sensing locations soon after slug 
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initiation. These were used as slug indicators in quantitative analyses and are discussed 
extensively in the following sections. 
Flow patterns in the [mal few passes changed relatively little with varying Xiii and Fr. 
Flow was smooth-stratified except for the region immediately downstream of the return bends, 
where a thin annular film could be seen advancing and receding in an irregular pattern. The 
annular region was longest in the final pass and at maximum Fr, reaching a maximum length of 
about 150 mm. The combined effects of vaporization and draining of the mm down the side 
walls restored the stratified flow pattern. The relatively smooth interface in stratified flow in this 
region was likely due to a low liquid-film flow rate, as documented by Schadel et al. [41] and 
Whalley [33] (section 3.2.1). This reinforces the notion that most of the liquid entrainment 
occurred in the return bends and in the elbow at the evaporator exit, where liquid and vapor were 
more thoroughly mixed. 
The effects of these flow pattern changes on liquid carry over were summarized in 
chapter 5, where it was concluded that carry over decreased with increasing Xiii' Fr and la. Low 
inlet quality provided a high liquid flow rate and thick liquid layer in the first few passes, 
resulting in the formation of strong, long-lived slugs, particularly at low Froude number. 
Increases in Fr raised the vapor velocity, which had the effect of reducing the liquid-layer 
thickness at a given inlet quality. The strong slugs formed at low Xiii and Fr transported a 
significant liquid surplus toward the exit and resulted in correspondingly high liquid carry over. 
Increases in either xin or Fr led to weaker slugs that dissipated more quickly. Increases in Jakob 
number (observed in preliminary tests with the glass evaporator) reduced the liquid inventory in 
the final passes. Under such conditions, fewer and fewer slugs delivered enough surplus liquid 
to contribute significantly to liquid carry over. At sufficiently high la, the liquid layer in the 
bottom of the tube disappeared completely; under these conditions, the downstream edge of the 
liquid layer could be seen moving slowly back and forth in the final pass. Liquid carry over 
under such circumstances was negligible. 
Droplets emerging from the evaporator could be seen by eye as they passed through the 
PlOPA laser beams. They tended to arrive in clusters lasting several seconds, separated by 
longer periods of little or no liquid carry over. The frequency of such droplet clusters was much 
lower than that of slug initiation, and the interval between consecutive clusters was irregular. A 
videotape of droplets in the optical test section was made, using the PIDPA beams to illuminate 
the droplets. It was hoped that droplet diameters could be measured from individual frames of 
the videotape using the frame-grabber and image-analysis software described in section 4.1.4. 
The droplets could be clearly seen as bright spots on a gray background; however, the edges of 
the droplets were ill-defined, with a gradual decrease in intensity with radius. Accordingly, no 
useful sizing information could be obtained. 
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A more quantitative approach is taken in the balance of this chapter to relate internal flow 
patterns and operating conditions to liquid carry over and exit temperature fluctuations. First, 
however, the use of pressure spikes as slug indicators is examined, and the conditions at the point 
of slug initiation are compared to those found in the literature. 
6.2 CORRELATION BETWEEN SLUG INITIATION AND PRESSURE INCREASE 
In this section, the relationship between slug initiation and evaporator pressure spikes is 
examined. A record of slug activity made from a videotape of the evaporator is compared with 
the signal from the evaporator exit pressure transmitter. This behavior is compared with 
observations of slug flow from the literature. The causative mechanism for the slugs and 
pressure spikes is then examined. 
6.2.1 Comparison of Slug Activity with Pressure Signal 
Recall from chapter 3 the discussion of the work of Lin and Hanratty [10], who showed 
that the passage of slugs and pseudo-slugs is accompanied by significant pressure fluctuations. 
These are thought to be due to blockage of the tube cross-section by slowly moving liquid, which 
decelerates and compresses the high-velocity vapor behind the slug. Similar behavior was 
observed in the present study during preliminary experiments in which evaporator pressure was 
displayed in real time as slugs formed and dissipated. The strongest slugs created large pressure 
spikes (ranging up to 10 kPa) and swept at high speed through roughly half the evaporator before 
degenerating into slow, broad waves. Weaker slugs caused lower pressure spikes and traveled 
through fewer passes before degenerating. Occasionally, the remnants of two such slugs 
coalesced, their combined liquid inventory then adequate to form a new slug and cause another 
pressure increase. 
The glass evaporator in the present investigation could not be equipped with in-line 
pressure taps or the conductance probes used to measure liquid depth by Lin and Hanratty. The 
best method available to confirm the correlation between slug initiation and pressure fluctuations 
was to compare a videotape of evaporator flow with a record of evaporator exit pressure made 
simultaneously. Run 15, which exhibited consistently strong slug activity, was selected for this 
purpose. A computer program was written to record, as a function of time, a measure of slug 
activity. The measure consisted of integer values ranging from 0 to 3 indicating no slug activity 
to the occurrence of a strong slug, respectively. Zeroes were entered automatically unless the 
user keyed in another number. The time interval of 0.2 seconds in the program was chosen to 
match the 5 Hz sampling rate of the pressure time series. 
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Fig. 6.1 shows the slug activity measure superimposed on the evaporator exit pressure for 
a 120-second span of run 15. Synchronization of the videotape and data acquisition system 
introduces an uncertainty of perhaps ± I sec between the two series. Notwithstanding the 
subjectivity and coarse resolution of this approach, the correlation between perceived slug 
activity and pressure fluctuations is easily apparent, both in terms of frequency and magnitude. 
These results, combined with more quantitative measures in the literature [8, 10, 29, 30], 
substantiate the use of pressure fluctuations as an indicator of slug activity. 
However, a significant difference exists between the observations recorded herein and 
those reported by Lin and Hanratty [10]. An increase in downstream pressure was seen almost 
immediately in the present study, while Lin and Hanratty observed no such increase until the 
slug had actually reached the downstream tap location. In fact, the slug ceases to exist as such in 
the present geometry several meters from the downstream tap, which is located just beyond the 
optical test section. 
The existence of return bends in the present geometry offers the most likely explanation. 
Hanratty [87] hypothesized that the chaotic flow and intimate mixing in these bends provided an 
opportunity for the pressure buildup behind the slug to be relieved downstream. The slug then 
re-formed downstream of the bend and continued to propagate at high speed as long as sufficient 
liquid was present Under this scenario, the upstream pressure should increase slightly before the 
downstream pressure, with the time delay corresponding roughly to the transit time of the slug in 
the first pass. Approximating the slug velocity as that of the vapor velocity, this transit time is 
roughly 0.25 sec. 
The transit time can be compared to the time delay between upstream and downstream 
pressure spikes via the cross-correlation plotted in Fig. 6.2. The cross-correlation coefficient at 
time delay -r, Pzy(-r) , was calculated via Eq. (3.72) from data recorded in run 4 (conducted under 
the same conditions as run 15, from which Fig. 6.1 was plotted). Coefficients were calculated for 
inlet pressure leading exit and vice-versa. The coefficient is maximized for the case of inlet 
pressure leading exit by a time delay of 0.2 seconds (the resolution limit of the data acquisition 
system operating at 5 Hz). The time delay is thus in close agreement with the transit time, 
supporting the hypothesized mechanism. (One can also see from this figure a dominant 
frequency of about 0.28 Hz~ which compares well with the frequency of slug activity of 0.3 Hz 
apparent in the time-domain plot of Fig. 6.1.) 
6.2.2 Causative Mechanism 
While the preceding section established a plausible relationship between slug initiation 
and the observance of upstream and downstream pressure spikes, the causative mechanism, or 
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Fig. 6.2 Cross-correlation between upstream and downstream absolute pressure signals 
trigger, for the fonnation of slugs remains to be discussed. From the standpoint of the generality 
of the results, it is important to ask whether this mechanism might be unique to this apparatus. 
One possible triggering device is the reciprocating compressor, which doubtless introduces flow 
and pressure fluctuations of some finite magnitude. However, the rotational speed of the 
compressor is 400 rpm, corresponding to a frequency of 6.7 Hz. This is more than 20 times the 
observed slug-initiation frequency and is therefore discounted as the triggering mechanism. 
Another possibility is the presence of a macroscopic two-phase flow instability within the 
flow loop. Veziroglu and Kakac [88] describe several that are important in industry and 
research. Slug initiation itself may be thought of as one such instability, but the focus here is on 
the causative mechanism that triggers slug flow. Generally speaking, these instabilities involve 
significant fluctuations in gross operating conditions such as power input, flow rate and liquid 
inventory. 
Variations in power input and refrigerant flow could be checked with the instrumentation 
available in the present study. Electrical power input was found to be very nearly constant with 
time, showing only random variations of roughly 0.02 percent (likely related to analog-to-digital 
converter resolution). Refrigerant flow, in contrast, varied in a more-or-Iess periodic fashion, 
with a frequency of roughly 0.3 Hz, similar to the slug-initiation and pressure-spike frequencies. 
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This effect was investigated by examining the flow and pressure time series and cross­
correlation coefficients. Fig. 6.3 shows the refrigerant flow' rate, evaporator inlet pressure and 
pressure drop across the evaporator for a representative period during run 4. The flow rate and 
inlet pressure fluctuate at the same frequency and are roughly 1800 out of phase with each other. 
The pressure-drop signal is noisier but also seems to exhibit the same frequency. The peak-to­
peak amplitude of the flow oscillations is about 0.5 percent of the mean value. Corresponding 
figures for the inlet-pressure and pressure-drop signals are 5 and 50 percent, respectively. 
The question at this stage is whether the flow oscillations cause the pressure spikes (by 
triggering a slug) or vice-versa. Fig. 6.4 shows the cross-correlation coefficient between inlet 
pressure and refrigerant flow for the full duration of run 4. The figure shows a clear minimum 
for the case of inlet pressure leading refrigerant flow with a time delay of 0.4 seconds. This 
suggests that the increase in inlet pressure caused by blockage of the tube cross-section by the 
slug reduces the refrigerant flow. The likely mechanism for this interaction is a momentary 
decrease in the pressure differential across the expansion valve (usually about 600 kPa) when the 
evaporator inlet pressure rises. Order-of-magnitude arguments also support this hypothesis: A 
6-kPa rise in evaporator inlet pressure reduces the differential across the valve by about one 
percent, comparable to the change in flow. (The inlet quality during this run was zero, so the 
fluid on either side of the valve was subcooled liquid. Choking would therefore not be expected 
to prevent feedback of the downstream pressure increase across the valve.) Thus, it seems that 
the observed flow oscillations are a result of slug activity, not the cause. 
Hanratty [87] suggested that the time delay between slugs may simply be the time 
necessary to replenish the excess liquid carried out of the tube pass by the previous slug. Recall 
from section 3.1.1 that Andritsos et al. [9] sometimes waited as long as 300 seconds for the local 
liquid inventory to recover after formation of a slug. While the amount of liquid transported 
within a slug is not easily characterized, an upper bound on the time delay can be placed by 
assuming that the slug swept all the liquid out of the pass. The time to re-fill is then just the tube 
length divided by the actual liquid velocity. For the slug-initiation conditions of run 4, the upper 
bound is about 18 seconds, compared to an actual time delay of 3 to 4 seconds. 
Once the liquid recovered to an adequate depth, the serpentine evaporator geometry 
exhibited no shortage of possible slug-triggering mechanisms. The most obvious was the chaotic 
flow emerging from the upstream return bend, which was unsteady and wavy in nature. These 
waves were particularly large when a wave in the preceding pass was drawn into and around the 
bend by vapor shear. This combination of a time delay forced by the need to replenish the liquid 
inventory and the availability of a naturally occurring trigger is credible and would occur not 
only in the present apparatus, but in serpentine evaporators in general. 
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6.3 CONDmONS AT TIME OF SLUG INITIATION 
In this section. the nominal and actual conditions at the slug-initiation point are 
summarized and compared to values from the literature. The nominal conditions are calculable 
from the external operating conditions (e.g .• flow rate and inlet quality) and evaporator heat-flux 
profile. These conditions include the superficial liquid and vapor velocities used in the 
Mandhane map [23] and the Froude number and Lockhart-Martinelli parameter used by Taitel 
and Dukler [24]. The actual condition of greatest interest is the dimensionless liquid depth. 
which can differ from the nominal value due to tube inclination or heat flux. as discussed in 
section 2.2.2. 
6.3.1 Nominal Operating Conditions 
The inlet conditions and those at the slug-initiation point during the first 12 runs of the 
time-resolved series are summarized in Table 6.2. Each dimensionless liquid depth in the table 
represents the average of five values. measured and corrected for parallax error as described in 
section 4.3.2. The superficial velocities. modified Froude number and Lockhart-Martinelli 
parameter were calculated via Eqs. (3.1) through (3.8). Runs 1.6 and 11 were intended to be 
replicates of one another. However. two of the sixteen passes in the evaporator were electrically 
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Table 6.2 Conditions at slug initiation point 
Run Froude Inlet Quality Dimension- Superficial Superficial Modified Lockhart-
Number less Liquid LiqUid Vapor Froude Martinelli 
Depth Velocity, Velocity, Number Parameter 
mls mls 
1 0.075 0.1 0.418 0.0188 0.957 0.208 0.48 
2 0.06 0.2 0.454 0.0135 1.093 0.238 0.363 
3 0.09 0.1 0.425 0.0224 1.186 0.258 0.436 
4 0.06 0 0.55 0.0166 0.413 0.090 0.944 
5 0.075 0.2 0.354 0.0164 1.444 0.314 0.314 
6 0.075 0.1 0.471 0.0189 0.884 0.192 0.518 
7 0.06 0.1 0.461 0.0152 0.708 0.154 0.562 
8 0.09 0.2 0.346 0.0204 1.649 0.359 0.311 
9 0.09 0 0.479 0.0252 0.486 0.106 1.007 
10 0.075 0 0.504 0.0212 0.409 0.089 1.073 
11 0.075 0.1 0.479 0.0191 0.891 0.194 0.516 
12 0.12 0.1 0.368 0.0305 1.423 0.309 0.433 
inactive during run 1 due to failure of the copper tape bonding the lead wires to the conductive 
coating. This increased the heat flux in the frrst pass by 15 percent, thereby increasing the 
quality and vapor velocity at the slug-initiation point. These are reflected as an increase in the 
modified Froude number and a decrease in the Lockhart-Martinelli parameter. Because the 
affected passes (nos. 8 and 12) were well downstream, the effect on slug propagation was 
considered slight. 
The superficial liquid and vapor velocities are plotted as solid circles on the flow-regime 
map of Mandhane et al. [23] in Fig. 6.5. The data all lie within the predicted stratified flow 
regime, a factor of roughly five below the superficial liquid and vapor velocities necessary to 
trigger slug flow. Fig. 6.6 shows the data plotted on the more widely used Taitel and Dukler [24] 
map. Here, the data are clustered at a value of the Lockhart-Martinelli parameter Oargely a 
measure of liquid content) somewhat less than that shown to be necessary for slug initiation. 
Recall the scenario for slug initiation described in section 3.1: The liquid level rises to a critical 
level, reducing the vapor flow area and driving the vapor velocity to a corresponding critical 
value. A surface instability then triggers slug flow. The comparisons in Figs. 6.5 and 6.6 
suggest, therefore, that slugs are forming in the present study at lesser nominal liquid inventories 
and vapor velocities than those predicted for straight horizontal tubes. 
6.3.2 Actual Conditions at Time of Slug Initiation 
Recall from section 2.2.2, however, the importance of local liquid inventory on slug 
initiation as described by Bamea et al. [25]. In the experiments of Barnea et al., the liquid 
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inventory was altered by upward and downward inclinations of the tube. In the present 
geometry, the tube in which slugs typically formed was inclined 0.80 upward. Further, the return 
bend at the end of each pass caused the liquid to pool until the depth was such that the co­
flowing vapor dragged the liquid up and around the bend. This pooling raised the liquid depth 
above what would exist in a straight, horizontal tube under the same nominal flow conditions. 
Recall further the so-called premature slugs observed by Wallis and Dobson [6], triggered by the 
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presence of artificially generated waves. The large waves in the first pass of the evaporator, 
when swept around the return bend, may be acting as such triggers in the present study. 
Results from the present study are superimposed on two sets of data recorded by Barnea 
et al. in Fig. 6.7. The inclinations for the two figures -- 0.25° in part (a) and 2° in (b) -- bracket 
the inclination of 0.8° seen in the present study. Rather than trying to show individual data 
points, a large open circle was drawn on each figure encompassing the range occupied by the 
twelve points recorded herein. The better agreement is seen with the data in part (b) recorded by 
Barnea et al. at a 2° inclination; virtually all the data recorded herein fall within the slug-flow 
regime in this figure. Apparently the combination of actual tube inclination and the pooling 
effect of the return bend resulted in a liquid inventory similar to that observed in the more steeply 
inclined straight tube. 
Local liquid inventory is used as a direct basis for comparing experimental slug-initiation 
conditions with the Taitel and Dukler [24] criterion in Fig. 6.8. The measure of liquid inventory 
is the liquid depth non-dimensionalized by the tube inside diameter, hL I D. These were 
measured as discussed in section 4.3.2 from videotapes of slug formation recorded during runs 1­
12 of the time-resolved series. An example of one such slug is shown in the four-frame sequence 
of Fig. 6.9, shot during run 4 with xin = 0.0 and Fr = 0.06. Flow is from left to right in each 
frame. The first frame shows an irregular liquid-vapor interface with a measured liquid depth of 
hL I D = 0.643 (corrected for parallax error). The wave at the left grows rapidly and bridges the 
tube cross-section, as shown in the second frame. The third and fourth frames show the slug 
moving quickly downstream. 
The data in Fig. 6.8 are plotted against Taitel and Dukler's modified Froude number, a 
dimensionless vapor velocity defined in section 3.1.2 as 
Fr* _ USG [ PG ]112 (6.1) 
- .JgDcosr PL -PG ' 
where g is the acceleration of gravity, D the tube inside diameter, and PG and PL are the vapor 
and liquid densities (all constant during this series of runs). The superficial vapor velocity is the 
velocity of the vapor flowing alone in the tube and is calculated as 
(6.2)USG =xGI PG ' 
where x is the local quality and G the total refrigerant mass flux. The modified Froude number is 
thus essentially a dimensionless vapor flow rate. 
The error bars in the figure represent ± two standard deviations of the five measurements 
of liquid depth taken for each run. The agreement for inlet qualities of 0.1 and 0.2 is quite good, 
while the liquid depths recorded with xin =·0.0 fall somewhat below the prediction. This is 
believed due to the size of the waves in the first pass that, when swept into the second pass, 
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Figure 6.9 Consecutive frames from videotape showing slug fonnation and propagation. Frames 
were shot during run 4 with Xu. =0.0 and Fr =0.06. Flow is from left to right 
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triggered the formation of a slug. These waves were noticeably larger at Xiii = 0.0 and provided a 
sufficient liquid surplus to trigger a slug at a lower liquid depth than that predicted by the model. 
A [mal consideration is the effect of heat flux on the slope of the liquid-vapor interface. 
Recall from section 2.2.2 the study of Rahman et al. [27], who hypothesized that the transition to 
slug flow in their apparatus was hastened by the progressive increase in liquid depth due to 
condensation. The opposite effect should be observed in the present study, with a gradually 
decreasing liquid layer in the flow direction. Apparently, however, this effect is dominated by 
the slight upward slope of the tube and the pooling of liquid behind the return bend. 
In summary, nominal and actual conditions at the slug-initiation point were compared 
with values from the literature. Slug formation in the present study was found to occur with a 
lower liquid inventory and at lower vapor velocity than predicted on the basis of nominal 
operating conditions. This discrepancy was explained on the basis of local effects (upward tube 
inclination of 0.80 and the presence of return bends) that created a liquid depth greater than what 
would exist in a straight, horizontal tube under the same conditions. The actual liquid depth at 
the slug-initiation point agreed well with the Taitel and Dukler criterion [24] cast in the form of 
dimensionless liquid depth versus modified Froude number. The present data also agreed well 
with those of Barnea et al. [25] recorded in a tube with a 20 upward inclination. 
6.4 TIME- AND FREQUENCY-DOMAIN SIGNAL CHARACTERIZATION 
The causative relationship mentioned previously between slug initiation and fluctuations 
in liquid carry over and exit temperature was hypothesized on the basis of observations reported 
in the literature (e.g., Wedekind's work on dryout point oscillations [3-5]) and the examination of 
time series from preliminary experiments On this project. In this section, time- and frequency­
domain analysis techniques are used to estimate the extent of that relationship. 
Several factors complicate the analysis: 1) the inherent variability in slug strength and in 
the interval between successive slugs; 2) the indeterminate distance traveled at high speed by the 
slugs before they degenerate into much slower waves; 3) the occasional coalescence of two such 
waves to form a new slug far downstream of the usual initiation point; 4) the extreme variability 
in liquid carry over rate, spanning roughly six orders of magnitude; and 5) the possibility of 
external factors such as drift in refrigerant flow rate or clouding of the optical test section 
corrupting the data. Nevertheless, certain characteristics of the three signals are clearly apparent 
from the analysis. 
Data from the first 12 of the 17 time-resolved runs summarized in Table 6.1 were 
analyzed. Four types of records were prepared for each of the three variables: 1) the original 
time series, each of which consisted of roughly 4500 points; 2) auto-correlation coefficient 
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functions, which indicated the dominant period in each signal; 3) cross-correlation coefficient 
functions, which provided the best indication of cause-and-effect relationships among the 
variables; and 4) auto-spectral density functions, which provided details of the frequency content. 
This results in a minimum of 12 plots for each of the 12 runs, far too many to be discussed 
individually. Accordingly, the results for one run -- #6, which was conducted under design-point 
conditions of Fr = 0.075 and Xiii = 0.1 -- are discussed in detail, with a complete set of plots from 
the 12 runs included in Appendix C. In addition, significant trends with Froude number and inlet 
quality are summarized, with frequent reference made to the plots in the appendix. 
6.4.1 Exit Pressure, Superheat and Entrained Mass Fraction Time Series 
Considerable insight into the behavior of these variables can be gained by direct 
examination of the time series. Of particular interest in this section is the extent to which the 
variables are deterministic versus random and whether dominant periods can be identified for the 
deterministic content. Of course, the eye can be fooled in such judgments; subsequent 
examination of auto-correlation coefficients and auto-spectral density functions will be used to 
substantiate these observations. Full and partial time series for each of the three variables from 
run 6 will be examined. 
Fig. 6.10 presents the exit pressure time series. Part (a) shows the first 800 seconds of the 
15-minute run (spreadsheet limitations prevented printing the entire set); part (b) shows readings 
recorded during the first 30 seconds. Some seasonality (very gradual changes in the readings) is 
evident in (a). This will be manifested in the frequency spectrum as large-amplitude lines at low 
frequencies. The pressure spikes (representing the initiation of liquid slugs) are so tightly packed 
in (a) that the data appear randomly distributed over a range of about 4 kPa. Expanding the time 
scale in (b), however, reveals significant periodicity,. Counting peaks and dividing by elapsed 
time yields a frequency estimate of 0.35 Hz. 
Corresponding data from the superheat time series are shown in Figs. 6.11 (a) and (b). 
Exit temperature readings are also shown in (b) for comparison. Some seasonality is again 
evident in (a). Sizable reductions in superheat occur far less frequently than the pressure spikes 
in Fig. 6.10; roughly ten such drops can be seen in (a). This is because only the strongest slugs 
(or occasionally the coalescence of two weak slugs) create enough of a local liquid surplus to 
significantly affect the exit temperature. 
Part (b) reveals small-amplitude superheat fluctuations (particularly evident during the 
first 8 seconds) with a frequency of about 0.33 Hz, essentially the same as the slug-initiation 
frequency. These would seem to indicate that the superheat reading is, in fact, responding to the 
occurrence of weak slugs, but only slightly. However, no such fluctuations are evident in the 
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Figure 6.10 Exit pressure versus run time for first (a) 800 and (b) 30 seconds of run 6 
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Figure 6.11 Superheat versus run time for ftrst (a) 800 and (b) 30 seconds 
of run 6. Exit temperature included in (b) for comparison. 
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exit temperature readings. This discrepancy is due to the fact that the superheat is a calculated 
quantity, 
(6.3) 
where the notation Tsat(p) indicates that the saturation temperature at the exit is calculated on the 
basis of the measured exit pressure. The positive spikes in exit pressure accompanying slug 
formation increase the calculated value of Tsat(p), momentarily decreasing the value of Taup. 
This creates a modest correlation between exit pressure and superheat that will also be evident in 
the cross-correlation coefficients to be discussed shortly. 
The entrained mass fraction readings from the same run are presented in Fig. 6.12 (a) and 
(b). These are plotted on a logarithmic scale for clarity. In order to use a log scale with zero 
values present in the series, the zero values have been set to EMF = lE-7, which lies below any 
recorded non-zero data points. Part (a) shows roughly ten periods during which the liquid carry 
over approached one percent of the total refrigerant flow, compared to a time-averaged EMF of 
7.7E-5 for the run. Physically, each period represents the arrival of a cluster of droplets that 
originated as a slug far upstream in the evaporator. As these droplets vaporize, they cool the 
surrounding vapor and produce the sharp reductions in superheat seen in Fig. 6.11 (a). These 
periods are separated by irregular intervals during which little liquid carry over was observed; 
one such interval (starting at 200 seconds) lasted over 100 seconds. Part (b) captures one of the 
periods of high liquid carry over, revealing an essentially random distribution of rates varying 
over several orders of magnitude. 
The exit temperature readings shown in Fig. 6.11 (b) are measured with a thermocouple 
(tic) located 15 mm downstream of the PIDPA probe volume. Accordingly, it is appropriate to 
ask whether the observed temperature reductions of 3 to 5°e are true changes in vapor 
temperature or whether they might be caused by droplets impinging and vaporizing on the tic 
bead. The results of preliminary runs conducted with a second exit thermocouple suggest that 
the vapor temperature was in fact changing. The second tic was located 200 mm downstream of 
the first (and beyond a 90° bend). Its bead was oriented downstream, further reducing the 
likelihood that a droplet would impinge on it. The output of this tic was somewhat more stable 
than that of the first, but still exhibited sharp fluctuations. The greater stability may have been 
due to heat transfer between the vapor and the copper tube wall between the two tic locations. 
Droplet velocities are roughly 4 mls in the optical test section, so the probability that 
large droplets would strike and stick to the bead (rather than bouncing off or shattering) is low. 
Wachters and Westerling [89], in a study of heat transfer to droplets impinging on a flat surface, 
found a critical Weber number of 80 above which droplets shattered on impact. This Weber 
number, defined as We = PLdU!oP I (1, corresponds to a diameter of 55 microns for an R134a 
droplet traveling at 4 mls. Presuming that such a droplet did impinge and vaporize on the bead, 
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Figure 6.12 Entrained mass fraction versus run time for first (a) 800 and 
(b) 30 seconds of run 6 
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30 
its effect on the tic reading can be estimated with an energy balance. Equating heat lost by the 
bead to that gained by the vaporizing droplet yields 
nD;ead aT nd3 
or (6.4)Pbead 6 Cp =PL 6hLG ' 
aT= PLd3hLG (6.5)
PbeadD;eadCp 
The bead is largely copper and has a diameter of 380 microns, resulting in a calculated 
temperature decrease of aT =0.27°C. Smaller droplets that are more likely to stick and 
vaporize (and that are far more numerous in the measurement location) yield a much smaller 
temperature change due to the d3 dependence. Using, for example, the number-mean diameter 
from run 6 of d =20 microns yields a temperature reduction of O.013°C. Nearly 400 such 
droplets would have to vaporize on the tic surface to reduce its temperature by 5°C. By 
comparison, the maximum count recorded by the PIDPA during run 6 corresponds to 46 
drops/sec for a cross-sectional area equal to the frontal area of the tic (teD!ad I 4). 
Certainly some fraction of the droplets emerging from the evaporator collide with the exit 
tic and deposit liquid on the bead that contributes to the observed temperature reductions. These 
observations and calculations suggest, however, that most of these fluctuations are due to the 
passage of vapor cooled by entrained clusters of vaporizing droplets. 
A second energy balance provides an estimate of the liquid mass fraction necessary to 
cause the observed changes in vapor temperature. Take, for example, vapor cooled from an 
initial superheat level of 7°C to 4°C by fully vaporizing the entrained liquid. The energy balance 
for such a process is 
(1- x)hL+x(hL+hLG +CpTAIp,1) = hL + hLG +CpTAIp,2 ' or (6.6) 
hLG +C T 2 
X = P sup, = 0.99 (6.7) 
hLG +cpT611[J,1 
where the enthalpy change due to vapor superheat has been approximated as CpTAlp. Thus, a 
liquid mass fraction of (1 - x) = 0.01 must vaporize to reduce the vapor temperature from 7 to 
4°C. Interestingly, this is of the same order of magnitude as the peak time-resolved entrained 
mass fractions seen in Fig. 6.12, suggesting that significant droplet vaporization is occurring in 
the final pass of the evaporator and in the optical test section upstream of the measurement 
location. 
In summary, the time series reveal significant fluctuations in exit pressure, superheat 
level and entrained mass fraction. The pressure spikes (which indicate slug activity) appear 
highly periodic, occurring about every three seconds, consistent with visual observations. 
Significant superheat reductions occur far less frequently and at odd intervals when droplet 
clusters emerge from the evaporator. The peak entrained mass fractions are more than two 
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orders of magnitude higher than the time-averaged value for the full run. These peak values are 
comparable in magnitude to the amount of liquid that must vaporize to produce the observed 
reductions in vapor temperature. 
6.4.2 Auto- and Cross-Correlation Coemcients 
This section presents auto- and cross-correlation coefficient functions (ACFs and CCFs) 
calculated for the exit pressure, superheat and entrained mass fraction time series of run 6. These 
were computed with the following expressions, first presented as Eqs. (3.72) and (3.73) in 
section 3.5.2: 
(6.8) 
(6.9) 
The ACF is the special case of x = y. ACFs are useful for evaluating the deterministic versus 
random content in the series and for identifying the dominant frequency in a periodic signal. 
CCFs identify the extent to which two series are related and the time delay between them. 
Bendat and Piersol [76] provide a criterion for the statistical significance of a CCF. The 
correlation is not significantly different from zero if the following expression is satisfied: 
_ ~YN0b6-3ln(1+P""{'t'»)~ (6.10) 
zan 2 1-P..,. ('t') Za12' 
where zan is the standard-form variable corresponding to a level of confidence of lOO{I-a) 
percent for a normal distribution. (For example, Zan = 1.96 at a 95-percent confidence level.) 
Solving explicitly for P..,. ('t') yields 
~..,.{ 't')1 S exp{2zal2/yNobs - 3) -1 (6.11) 
exp{2zal2 I '"Nobs - 3) + 1 
The number of observations in all the time-resolved tests was greater than 4000; inserting this 
value yields ~..,.{'t')IS 0.031 as the criterion for accepting the hypothesis that x and y are 
uncorrelated. 
The ACF for the exit pressure time series for run 6 is shown in Fig. 6.13. Part (a) shows 
the ACF for time delays 't' = rAt up to 200 seconds; the scale is expanded in (b) to show more 
detail. The periodicity evident in the time series is also clearly shown in the ACF. The peak in 
(b) after r =15 steps, or 't' =rAt =3 seconds, indicates a frequency of 0.33 Hz. The 15 peaks 
between 't' = 0 and 't' = 45 seconds yield the same estimate. The slow downward drift in P;a{ 't') 
evident in (a) is caused by the aforementioned seasonality in the data. 
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Figure 6.13 Auto-correlation coefficient function for run 6 exit pressure. The time-delay axis is 
expanded in (b) to show detail. 
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The exit pressure ACF contrasts strongly with that for the superheat data shown in 
Fig. 6.14. Recall that the superheat readings varied slowly with time except for occasional steep 
reductions corresponding to the arrival of droplet clusters. This is reflected in the ACF, which 
drifts gradually downward, exhibiting no clear periodicity. The local maximum at -r- 50 sec and 
local minima at -r -= 120 and 180 sec correspond to chance alignment and misalignment, 
respectively, of major peaks and valleys in the superheat time series. 
The ACF for the entrained mass fraction exhibits yet another character (Fig. 6.15). Part 
(a) is the ACF for the experimental data, while part (b) shows an ACF for low-pass-flltered white 
noise. In both cases, the values are significantly different from zero only for the first few time 
delays. (The white-noise ACF would be non-zero only at -r = 0 except for the effect of the fllter, 
which takes a weighted average of neighboring data points and thus introduces some correlation 
for small time delays.) The entrained mass fraction ACF shows a slight low-frequency ripple 
about zero due to the occasional appearance of large droplet clusters. 
Recall from Figs. 6.11 and 6.12 that the superheat and EMF time series were similar in 
that both exhibited large variations at odd intervals. Part (b) of the two figures, however, 
revealed an importance difference. The superheat readings changed gradually, while (non-zero) 
EMF values were erratically distributed over roughly five orders of magnitude. Thus, the 
entrained mass fraction data are nearly random, in spite of the identifiable features in the time 
series. This will be confirmed in the following section, where auto-spectral density functions for 
the EMF and white noise are compared. 
The high variability in the EMF readings is partly due to the assumption of droplet flow 
through a small sampling area as being representative of the flow throughout the tube cross­
section. The optical probe area during run 6 was 0.0027 cm2, a factor of nearly 100 less than the 
tube cross-sectional area of 0.227 cm2. While the flux proflle factor was used to correct for the 
time-averaged variation in droplet flow with location, the use of such a constant multiplier 
cannot correct for the instantaneous distribution of droplets over the cross-section. The dilemma 
is that a sampling interval long enough to average out the variations due to droplet distribution 
might also average out important variations due to slug activity. 
In summary, auto-correlation coefficients calculated for the run 6 exit pressure, superheat 
and EMF time series yielded valuable information about the periodicity in the signals. The exit 
pressure ACF revealed a dominant frequency of 0.33 Hz, consistent with the estimate made 
directly from the time series and with visual observations of slug activity. Significant changes in 
superheat level and entrained mass fraction occurred much less frequently due to the fact that 
relatively few slugs transported enough liquid far enough to contribute significantly to the liquid 
carry over. The intervals between periods of high liquid carry over were irregular, and no 
dominant period could be identified. 
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Figure 6.14 Auto-correlation coefficient function for run 6 superheat readings 
The cross-correlation coefficient function for the run 6 exit pressure and superheat series 
is plotted in Fig. 6.16 (a). Two curves are shown. In the first, changes in pressure were assumed 
to lead those in superheat, while in the second the opposite was assumed. The statistically 
significant minimum of Pxy('C) =-0.36 at 'C= 25 sec for the case of pressure leading superheat 
indicates that pressure spikes (caused by slug formation) are causing temperature reductions with 
a time delay of about 25 seconds. This is the apparent average transit time for liquid flow from 
the slug-initiation point to the exit thermocouple location. 
The figure shows a larger minimum at t = 0, however, suggesting an immediate change 
in superheat reading upon formation of a slug. Recall from section 6.4.1 the manner in which the 
pressure reading, p, affected the calculation of superheat: Taup = TexiI-TIQI(p). Fig. 6.16 (b), 
which shows the CCF for exit pressure and exit temperature, shows no such minimum at 'r =O. 
Thus, the use of exit pressure in calculating the superheat level created a strong negative 
correlation between the two for small time delays. This correlation does not imply, however, an 
immediate effect of slug formation on the exit temperature reading. 
The cross-correlation between exit pressure and entrained mass fraction is shown in Fig. 
6.17. For clarity, only the case of pressure leading flow is shown; the values for flow leading 
pressure fell within the same bounds and showed essentially the same pattern. The correlation at 
all time delays is weak. This is to be expected when one of the two time series has a high 
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Figure 6.15 Auto-correlation coefficient functions for (a) run 6 entrained mass fraction and (b) 
low-pass-flltered white noise 
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Figure 6.16 Cross-correlation coefficient function for run 6 (a) exit pressure and superheat, and 
(b) exit pressure and exit temperature 
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Figure 6.17 Cross-correlation coefficient function for run 6 exit pressure and entrained mass 
fraction for case of pressure leading flow 
random content The little periodicity evident in the figure has a frequency o~ roughly 0.3 Hz, 
essentially consistent with the slug-formation frequency of 0.33 Hz identified from the pressure 
ACF. Perhaps coincidentally, the modest maximum in the distribution of p",(-r) =0.104 occurs 
at a 23-second time delay, which agrees closely with the slug transit time identified from Fig. 
6.16. 
The CCF for entrained mass fraction and superheat reading is shown in Fig. 6.18. The 
minimum in the distribution, p",(-r) =-0.26, occurs for flow leading superheat by -r =0.4 
seconds. This may reflect the response time of the thermocouple (estimated to be 0.6 seconds, 
and discussed further in section 6.4.3), or it may simply be due to imperfect synchronization of 
the PIDPA and flow-loop data acquisition systems. In either case it is clear that the exit 
temperature is sharply depressed when the entrained droplet flow rate is high. 
To summarize, the cross-correlation between exit pressure and superheat level yielded an 
estimate of 25 seconds as the transit time for liquid from the slug-initiation point to the exit 
thermocouple location. The pressure-EMF data yielded essentially the same estimate, but with a 
much weaker correlation because of the high random content in the EMF data. Significant 
changes in EMF and superheat readings were nearly coincident These results for run 6 will be 
compared with corresponding figures from the other time-resolved runs in section 6.4.4. 
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Figure 6.18 Cross-correlation coefficient function for run 6 entrained mass fraction 
and exit superheat 
6.4.3 Auto-Spectral Density Functions 
In this section, auto-spectral density functions (ASDFs, also called power spectra) for the 
run 6 exit pressure, superheat and entrained mass fraction time series are presented. These were 
calculated as shown in section 3.5.3 with the relations 
N..-l 
X(j,T) = Ilt LXII exp(-i2nfttllt) and 	 (6.12) 
11=0 
1 * S1O:(j,T) = T X (j,T)X(j,T) , 	 (6.13) 
where X(j,T) is the discrete Fourier transform of data recorded over sampling period T with 
sampling interval At, and X*(j,T) is the complex conjugate of X(j,T). The data were low­
pass-fIltered and cast in Z format, Zj = (xj - Jl.) I (1, prior to transforming. The value at j = 0, 
S1O: (0,T), is therefore zero in all spectra. Non-zero values were normalized to a maximum value 
of one to facilitate comparison of the spectra. 
The ASDF for the run 6 exit pressure time series is shown in Fig. 6.19. The lines of 
largest magnitude in the spectrum correspond to frequencies of a few thousandths of a Hertz, 
accounting for the slight seasonality observed in the time series. Aside from these, the largest 
contributions are widely distributed around 0.3 Hz, consistent with the time series and the auto­
correlation and with visual observation of slug initiation. A small but interesting line, roughly an 
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Figure 6.19 Auto-spectral density function for run 6 exit pressure 
order of magnitude taller than its neighbors, occurs at a frequency of 2.1 Hz. A similar feature is 
apparent in the pressure ASDF from other runs and is actually quite high in some. These will be 
discussed further in the following section, which deals with trends in the data with inlet quality 
and Froude number. 
Fig. 6.20 shows the ASDF for the run 6 exit superheat signal. This spectrum is even 
more strongly dominated by several large lines at the low end and shows almost no content at 
frequencies above 0.1 Hz. Recall from Fig. 6.11 that the superheat time series was dominated by 
eight to ten large reductions in temperature, separated by long periods of relatively little change. 
Here again, the time- and frequency-domain information are consistent 
Also shown in the figure is the frequency response of the exit thermocouple, normalized 
to a value of one for f ~ o. This curve was developed by treating the tic as an isothermal 
sphere subject to convective heat transfer from a vapor stream with sinusoidally varying 
temperature. The convection coefficient, h, was estimated with the Ranz and Marshall 
correlation [90]: 
Nu =hDbead I k =2 +O. 6Re1l2Prl/3 , (6.14) 
with properties evaluated at the mean vapor temperature of -23°C. The Biot number was 
checked and found to be « 1, supporting the assumption of an isothermal bead. Exponential 
notation is used for convenience in representing the sinusoidally varying vapor temperature as 
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Figure 6.20 Auto-spectral density function for run 6 exit superheat 
T.. exp(imt). Equating the rate of heat transfer from the vapor to the rate of change of tic 
temperature T yields 
nD,3 tfI' 
hnD!alT.. exp(imt) - T] = P'-l ;;tul cp.'-l dt ,or (6.15) 
T exp(imt) _ T = p'-lDbe.c p.'-l dT (6.16) 
.. 6h dt 
The coefficient on the right is the tic time constant, 
P D c
'r = '-l betul P.betul = 0.6 sec (6.17)betul 6h . 
under typical Rl34a evaporator exit conditions. A shorter time constant could have been 
achieved by using finer wires; the wire diameter used (125 microns) was chosen as a 
compromise between response time and ease of fabrication, which involved threading the wires 
through a 150-mm-Iong ceramic sheath and attaching them to tenninals inside a tic connector. 
Hypothesizing a solution of the fonn T = Aexp(imt) yields, for amplitude and phase of 
the tic response relative to the vapor temperature, 
IAI = 1 and (6.18)
T.. [1 +('r'-lm)2]112 
t/J = tan-I (- 'rberulm) (6.19) 
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Eq. (6.18) is plotted as the solid line in Fig. 6.20. Clearly. the tic response is sharply attenuated 
at high frequency due to its modest response time; part of the lack of high-frequency content in 
the superheat spectrum is obviously due to this instrument limitation. 
The ASDF for the run 6 entrained mass fraction is shown in Fig. 6.21 (a). The largest 
lines in the spectrum lie at frequencies of about 0.003 Hz. again reflecting the presence of a few 
large droplet clusters as the dominant features in the time series. The balance of the spectrum 
has the character of low-pass-filtered white noise. as comparison with part (b) shows. The 
spectrum shown in (b) was prepared by passing a series consisting of random numbers through 
the same filter used for the EMF data. The attenuation between 1.5 and 2.5 Hz shows the 
gradual effect of the filter. The EMF spectrum thus supports the conclusion drawn on the basis 
of the original time series and the auto-correlation: Aside from the presence of eight to ten 
periods of high liquid carry over. the EMF data exhibit a high random content. 
6.4.4 Trends with Froude Number and Inlet Quality 
In this section. the effects of Froude number and inlet quality on the time-resolved 
evaporator performance are summarized. The twelve time-resolved runs examined in this 
section were recorded at the three inlet qualities (0.0. 0.1 and 0.2) and Froude numbers (0.06. 
0.075 and 0.09) employed in the time-averaged series. A high-Froude case (xin = 0.1. Fr = 0.12) 
was also recorded. simulating conditions in a 5/16-inch-diameter evaporator tube. Three 
replicates of the design-point condition (xin = 0.1. Fr = 0.075) and a single replicate of all other 
conditions were completed. Graphs from these runs (Appendix C) are grouped according to 
operating conditions to facilitate comparison. The topics of greatest interest are the effects of xin 
and Fr on 1) the strength and frequency of slugs and their impact on liquid carry over and exit 
superheat; 2) the time delay between slug initiation and the arrival of a droplet cluster at the exit; 
and 3) the magnitude of the pressure/superheat and pressure/EMF cross-correlation coefficients. 
Table 6.3 lists the run numbers for each combination of xin and Fr to simplify the discussion of 
trends. 
Figs. C.l through C.4 present the first 800 seconds of the exit pressure time series for the 
twelve runs. (Spreadsheet limitations precluded plotting the full runs. which typically lasted 900 
seconds and included 4500 scans.) The first 30 seconds of each pressure time series are plotted 
in Figs. C.5 through C.8 to show the high-frequency content. The graphs reveal that the size of 
the pressure spikes (related to how effectively the slug blocks the cross-section, and thus an 
indirect measure of the liquid content in the slug) increased with decreasing xin and Fr. Spikes 
of 5 kPa were common in runs 4, 7 and 10, for example, while spikes larger than 3 kPa were rare 
during runs 3, 5, 8 and 12. The reason is the increased depth of the liquid layer in front of the 
slug at low xin and Fr. The data and analyses of Ruder et al. [11] and Bendiksen and Espedal 
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Figure 6.21 Auto-spectral density function for (a) run 6 entrained mass fraction and 
o 1.25 
(b) low-pass-flltered white noise 
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Table 6.3 Time-resolved run matrix with run number in square 
Froude number ~ 
Inlet 0.06 0.075 0.09 0.12 
J. 	 quality 
0.0 4 	 10 9 
0.1 7 1,6, 11 3 	 12 
0.2 2 5 	 8 
[20] confmn the iinportance of this depth in the formation and growth of slugs, as discussed in 
section 2.2.1. 
The effects of these large slugs on exit conditions are best seen by comparing the 
superheat time series. Those for runs 4, 7 and 10 exhibit rapid reductions ranging up to 8°C, 
while those for runs 3, 5, 8 and 12 are seldom above 4°C. The superheat readings at the other 
corners of the matrix (runs 2 and 9) show variability similar to that in runs 4, 7 and 10, 
demonstrating that either low xin or low Fr is sufficient to provide favorable conditions for the 
carry over of large clusters that sharply depress the exit temperature. 
Slug frequency varied with both xin and Fr. This can best be seen by looking at the 
expanded pressure time series (Figs. C.5 through C.8) and ACFs (Figs. C.21 through C.24) and 
the pressure ASDFs (Figs. C.45 through C.48). The trend with Xiii is revealed by comparing the 
time series and ACFs for runs 10,6 and 5 (Fr =0.075 and Xiii =0.0, 0.1 and 0.2) for which the 
frequencies are roughly 0.30, 0.33 and 0.44 Hz, respectively. Increasing Fr also seems to 
increase slug-initiation frequency, although the trend is less clear. Runs 7 and 6 (Xiii =0.1 and 
Fr = 0.06 and 0.075) exhibit dominant frequencies of about 0.26 and 0.33 Hz, respectively. No 
dominant frequency is apparent, however, in the time series or ACFs for runs 3 and 12 (Xiii =0.1 
and Fr =0.09 and 0.12). The ASDFs for these runs (Figs. C.45 through C.48) reveal a 
broadening of the frequency spectrum with increasing Fr. This is consistent with the 
observations of Hubbard and Dukler [52] summarized in section 3.1.1 regarding the transition 
from slug to annular flow: Slug flow exhibits large-amplitude pressure spikes at fairly constant 
frequency, while annular flow (at higher vapor velocity) is characterized by smaller disturbances 
at irregular intervals. The lower slug frequency at low Xiii and Fr may simply be related to the 
longer time required to replenish the depleted liquid inventory under such conditions, as 
discussed in section 6.2.2. 
A particularly interesting feature in the ASDFs is the narrow spike at a frequency of 
about 2.1 Hz. The spike becomes more pronounced at high Fr and low Xiii. This pattern plus the 
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frequency (roughly a factor of seven higher than the slug-initiation frequency) argue against a 
connection with the transition to slug flow. Acoustic phenomena, on the other hand, would 
likely produce a significantly higher frequency. Goodwin and Moldover [91] provide a sound 
speed for R134a vapor at 120 kPa and 250 K of about 150 mls. Ignoring the effect of the small 
liquid volume fraction (which would likely reduce the sound speed somewhat), a sound wave 
would traverse a single tube in about 0.004 sec, the entire evaporator in 0.06 sec, and the 
evaporator plus the vapor return line to the compressor in 0.1 sec. A resonance in any of these 
structures would yield a substantially higher frequency than that observed. 
Two observations suggest that the compressor may be responsible for the observed spike 
in the distribution: 1) the spike is largest under conditions of maximum flow through the 
compressor (i.e., high flow through the evaporator andlor the subcooler), and 2) the spike shifts 
to a slightly lower frequency at high flow, consistent with a reduction in compressor speed at 
high loading. Whatever the source of the frequency spike, however, it seems to have had no 
apparent effect on slug initiation or liquid carry over. 
The time delay between slug initiation and the appearance of a liquid cluster at the 
evaporator exit can best be estimated from the pressure-superheat cross-correlation functions 
shown in Figs. C.33 through C.36 (bearing in mind the effect of pressure reading on the 
computation of superheat and the consequent strong correlation at small time delay discussed in 
section 6.4.2). Runs at high xin and Fr provide the clearest indication, with generally large, 
sharp minima in the CCFs. At low xin or low Fr, the CCFs exhibit a weak minimum (runs 2, 4, 
7,9 and 10); ironically, these are the conditions under which strong slugs are formed and liquid 
carry over is high. 
No apparent trend in time delay with inlet quality is apparent at any of the three Froude 
numbers. An effect of Froude number is apparent in runs 7, 6, 3 and 12 atxin = 0.1 and Fr = 
0.06, 0.075, 0.09 and 0.12, which yield values of 'C = 40, 30, 25 and 19 seconds, respectively. 
The Froude number series at xin =0.0 and 0.2 yield no clear trend, however. 
These patterns suggest that the time delay is dominated by the distance over which the 
liquid travels in the form of a low-speed wave after the slug has ceased to exist. This distance is 
fairly repeatable at high xin and Fr because the slugs nearly always form in the same location and 
propagate through only one or two passes. At low xin and Fr, in contrast, slugs travel through 
several passes and sometimes form far downstream of the usual slug-initiation point through the 
coalescence of two slug remnants. Thus, a higher variability exists in the transit time under these 
conditions, resulting in a weaker cross-correlation. 
The cross-correlations between pressure and EMF shown in Figs. C.37 through C.40 
were weak under all conditions, ranging only as high as 0.15, and followed essentially the same 
pattern as those between pressure and superheat. No clear maximum existed in the CCFs at 
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minimum Froude number. Runs 8 (xin = 0.2, Fr = 0.09) and 12 (xin = 0.1, Fr = 0.12) yielded the 
best indications of the liquid transit time. The values of 't' = 25 and 20 seconds, respectively, 
were consistent with those taken from the pressure/superheat CCF plots. 
In summary, variations in inlet quality and Froude number significantly affected slug 
formation, with strong but relatively infrequent slugs forming under the liquid-rich conditions of 
low xin and Fr. The effects on exit conditions (liquid carry over and superheat level) were less 
clear because of the variability seen in the liquid transit time, and because of the high degree of 
randomness in the carry over data. The transit time appears to decrease with increasing Froude 
number, suggesting that it is dominated by the distance over which the liquid travels as a wave 
after the slug has ceased to exist. In the next section, time series analysis provides further 
insights into the effect of slug formation on the evaporator pressure and exit superheat readings. 
6.5 CONCISE REPRESENTATION OF SYSTEM CHARACTERISTICS 
The final section of this chapter describes the use of time series analysis and a 
distribution function to concisely represent the response of the evaporator to slug initiation. As 
discussed in section 3.5.4, time series analysis was performed with two primary objectives in 
mind: 1) to describe the system response in terms of Green's functions, and 2) to estimate the 
time delay between slug initiation and the arrival of a droplet cluster at the exit. A distribution 
function was chosen to represent the expected range of values of exit superheat, the reading most 
likely to be used in the future if active control of refrigerant flow becomes necessary. 
6.5.1 Time Series Analysis 
This section summarizes the results of time series analysis of the exit pressure and 
superheat data from runs one through twelve. The entrained mass fraction data were not 
analyzed because of their high random content. The results from an autoregressive moving­
average (ARMA) model used to analyze the two series separately is described first. The use of 
an autoregressive vector (ARV) model to predict the time delay between slug initiation and 
superheat drop is then described. 
In its most general form, an ARMA model describes the current value of a time­
dependent variable, xt ' in terms of its dependence on previous x values and on external inputs a. 
It was shown in section 3.5.4 that the model can be rearranged to eliminate the previous x values 
and express xt as a function of the external inputs only, 
-

xt = I,Gjat _ j (6.20) 
j=O 
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The coefficients, Gj , are Green's functions that represent the "memory" of the system in present 
time for the input that occurred j time steps ago. It was further shown that the Green's functions 
can be cast in terms of characteristic roots, A;, as 
Gj = glA{ + g2A~ +g3A{ + g4A{ + gsA~ + g6A{ 	 (6.21) 
(Additional terms have been included here for consistency with the summary of experimental 
values to be discussed shortly.) The Green's functions are real numbers; the characteristic roots 
and their coefficients are either real or occur in complex conjugate pairs. Real roots describe 
exponential decay in the system response, while conjugate pairs can be rewritten as shown in 
Eq. (3.101) in the form of a decaying cosine. 
Examination of the ARMA model output for the twelve runs revealed that the system 
response could in general be adequately described as a sum of two real and two conjugate-pair 
terms. 	Thus, the final four terms in Eq. (6.21) were rewritten as 
g3A{ + g4A{ = Air! cosUml + /31) and (6.22) 
gsA~ + g6A~ = ~r4 cosUm2 + /32) (6.23) 
resulting in the overall expression 
Gj = glA{ +g2A~ + Air! cosUml + /31) +~r4 cosUm2 + /32) (6.24) 
The variables on the right in Eq. (6.24) have the following effects in the Green's function: 
• 	 j is the time step,j = 0, 1,2, ... 
• 	 gl' g2' ~ and ~ determine the relative contributions of the respective terms, particularly 
atj = O. 
• 	 Al and A2 control the decay rate of the exponential terms. Negative values result in a 
sign change with every time step. 
• 	 rl and r 2 (always positive) control the decay rate of the cosine terms. 
• 	 /31 and /32 are the initial phase angles of the cosine terms. 
• 	 ml and m2 control the rate of oscillation of the cosine terms. 
The variables are listed in Table 6.4 for the pressure and superheat time series from runs 
one through twelve. Results from a representative case (run 6, conducted at design-point 
conditions of xin =0.1 and Fr =0.075) are shown in Fig. 6.22 (a) and (b) as plots of Gj versus j 
for pressure and superheat, respectively. Some of the analyses yielded more than the six 
characteristic roots shown in Eq. (6.21). The values included in the table were chosen on the 
basis of their contributions to the variability in the system response. Gaps in the table indicate 
that no significant roots under those headings were found for those particular runs. 
The table reveals that all but two of the analyses yielded a long-lived exponential decay 
(i.e., a large· positive value of AI)' indicating that the effects of system disturbances remain 
apparent for many time steps. Three such values were listed as 1.000 in the computer output, 
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Table 6.4 Green's function parameters for pressure and superheat time series, runs 1 through 12 
Pressure Time Series 
Real Roots: Complex Conjugate Roots: 
Run Fr
xin Al gl ,1,2 g2 Al r l WI f31 A2 r2 w2 f32 
1 0.1 0.075 0.999 0.121 -0.018 0.177 3.399 0.852 -0.395 1.364 
2 0.2 0.06 0.996 0.531 0.612 2.446 3.797 0.782 -0.369 2.119 
3 0.1 0.09 0.895 1.165 0.029 -0.230 O.ot8 1.000 -2.692 0.508 0.103 0.982 -0.527 1.0864 0 0.06 4.018 0.777 -0.283 1.321 0.007 1.000 -2.688 0.6385 0.2 0.075 0.966 0.695 -0.403 -0.041 1.298 0.834 -0.429 1.304 
6 0.1 0.075 1.000 0.149 2.696 0.872 -0.363 1.274 0.007 1.000 -2.693 0.1707 0.1 0.06 30.554 0.717 -0.040 1.540 0.054 0.659 -2.526 0.2848 0.2 0.09 0.999 0.194 0.702 5.213 0.107 0.995 -0.586 1.093 0.009 1.000 -2.698 0.2509 0 0.09 0.920 0.660 -0.528 0.014 0.797 0.957 -0.410 1.112 0.028 1.000 -2.678 0.32410 0 0.075 1.000 0.063 0.117 0.071 2.475 0.852 -0.349 1.219 0.013 1.000 -2.682 0.33611 0.1 0.075 1.000 0.133 0.595 1.420 2.191 0.905 -0.437 2.003 0.783 0.857 -0.654 1.11412 ,0.1 0.12 0.999 0.084 0.796 0.861 0.051 1.000 -2.673 0.107 0.016 0.999 -0.937 1.310 
-~ Superheat Time Series 
Real Roots: Complex Conjugate Roots: 
Run Fr
xin Al gl ,1,2 g2 Al r l WI r2 f32f31 ~ w2 
1 0.1 0.075 0.992 0.612 0.129 0.161 0.172 0.918 -0.288 0.285 0.047 0.929 -2.987 0.7672 0.2 0.06 0.996 0.659 -0.015 0.699 0.359 0.340 -2.518 3.097 
3 0.1 0.09 0.987 0.827 0.016 0.381 0.274 0.827 -0.254 -2.408 0.006 1.000 -2.692 -0~2924 0 0.06 0.996 0.735 0.027 0.339 
5 0.2 0.075 0.993 0.701 0.239 0.646 -2.014 
-0.343 0.038 0.950 -1.016 0.4946 0.1 0.075 0.994 0.683 -0.013 0.317 
7 0.1 0.06 0.993 0.789 -0.014 0.211 
8 0.2 0.09 0.979 1.449 0.927 -1.004 0.043 0.978 -0.590 1.076 
9 0 0.09 0.991 0.700 -0.225 0.184 0.194 0.967 -0.392 0.994 0.011 1.000 -2.678 0.23610 0 0.075 0.993 0.739 -0.177 0.144 0.148 0.976 -0.379 1.043 0.005 1.000 -2.682 0.04411 0.1 0.075 0.998 0.479 0.219 0.235 0.190 0.928 -0.434 1.336 
12 0.1 0.12 0.980 1.823 0.938 -1.224 0.030 1.000 -2.673 0.177 0.058 0.949 -0.890 0.482 
2 
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Figure 6.22 Run 6 system response curves for (a) exit pressure and (b) superheat 
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indicating no decay at all; these are presumably slightly less than one and have been rounded up 
to that value. Likewise, those runs for which a second cosine term was predicted typically show 
a slow decay rate, as indicated by large values of '2' These terms generally represent low­
amplitude oscillations in the response, with ~ «1. Most runs also included more rapidly 
decaying exponential and cosine terms of widely varying magnitudes (Le., large variation in g2 
and Al values) that contributed significantly to the short-term system response. 
No clear trend in the variables is apparent with inlet quality and Froude number, possibly 
due to the complex interplay of terms in Eq. (6.24). An interesting case in point is the value of 
~ = 30.554 in the run 7 pressure time series, which might be expected to contribute greatly to 
the response. However, the combination of a value of f3I = 1.54, which drives the cosine near 
zero during the first few time steps, and a rapid decay factor of '1 = 0.717 prevent this term from 
overwhelming the others. 
A pattern of sorts does exist between the pressure and superheat time series in that a 
much stronger presence of sinusoidal response terms is seen in the pressure data. This is 
consistent with observations discussed in the previous section, which showed significant high­
frequency content in the pressure readings, while the superheat readings varied more slowly. 
Many of these patterns are apparent in the response curves for run 6 shown in Fig. 6.22. 
These show the departure in the pressure and superheat readings from their average values (taken 
here to be zero) in response to an external stimulus occurring at j = O. In physical terms, the 
stimulus for the exit pressure might be the formation of a slug, while for the superheat reading it 
could be the arrival of a droplet cluster. 
The pressure response includes a single decaying exponential and two sinusoids, while 
the superheat response consists of two exponentials. The exponential in the pressure response is 
small in magnitude and decays very slowly, contributing a long "tail" to the response curve. The 
two sinusoids are very different in their effects on the response. The first is of large amplitude 
and rapid decay rate and dominates the response for the first 25 time steps. The second is small 
but decays very slowly, contributing long-lived, high-frequency, low-amplitude oscillations. 
Likewise, the two exponentials in the superheat response play very different roles. The fIrst is of 
large amplitude and decays slowly, completely dominating the response after the fIrst time step. 
The second oscillates about zero (A2 is negative) but decays so quickly that its impact is felt only 
immediately after the stimulus. 
A second aspect of the evaporator system response studied with time series analysis was 
the time delay between slug initiation and the arrival of a droplet cluster at the exit These runs 
were performed in an attempt to confirm the time-delay estimates provided by the cross­
correlations discussed in section 6.4.2. The autoregressive vector (ARV) model was used for this 
purpose. As described in section 3.5.4, this model simultaneously analyzes two time series to 
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look for a cause-and-effect relationship between them. A second-order (Le., two-time-step) ARV 
model was used in that section to illustrate the concept The model consists of equations for 
time-dependent variables xlt and x2t in which it is hypothesized that the latter is a function of the 
former: 
(6.25) 
Xlt = 4'211 Xlt-l + 4'221 Xlt-l + 4'212Xlt-2 + 4'222~t-2 + a.,.t (6.26) 
The subscripts on 4'ij1c have the following meanings: i refers to the variable being modeled; j 
indicates the variable influencing variable i; and k indicates the previous time-step number. 
Thus, in looking for the time delay between cause (j =1) and effect (i =2), we are interested in 
the time-step number k at which coefficient 4'211c takes on a stable, nonzero value. 
The time delay between slug initiation and the arrival of a droplet cluster at the 
evaporator exit was known from visual observations and cross-correlations to be roughly 25 
seconds, or 125 time steps at 5 Hz. Because such high values of k are intractable in the modeling 
process, the following strategy (first discussed in section 4.3.2) was employed. A fIfth-order 
decimation of the data me was performed, resulting in an effective sampling rate of 1 Hz. Then, 
input mes with time delays of 0, 10, 20 and 30 seconds imposed on the pressure series relative to 
the superheat series were created. Tenth-order ARV models were then run with each me. An 
actual time delay of 25 seconds, for example, would be indicated by dominance of the fifth term 
(4'215) in the 20-second-delay computer run. Lack of a clearly defmed time delay would be 
indicated by coefficients whose uncertainty bands included zero or by several non-zero 
coefficients at different time delays. 
Run 8, which exhibited a particularly strong minimum at 'f = 25 sec in the pressure­
superheat cross-correlation (Fig. C.35), was used as a test case. The results are plotted in Fig. 
6.23 as autoregressive coefficient 4'211c versus k for the case of a 20-second delay imposed on the 
pressure series. The squares show the value calculated by the program for 4'211c and the error bars 
indicate the uncertainty range. The eight plots in the figure include coefficients from ARV 
models of orders three through ten (i.e., maximum k values of three through ten). 
Unfortunately, the pattern reveals several stable, nonzero coefficients for this range of 
time delays, rather than a single one at k = 5. Roughly half the coefficients are nonzero in the 
final two plots; ironically, 4'215 is not among these. A possible explanation for this result is the 
narrow range over which the minimum was sought as compared to the full time span plotted in 
Fig. C.35. The minimum appears sharp in the figure, but closer examination shows it to consist 
of two local minima of almost equal magnitude. In view of this outcome, the ARV model was 
not used further for the purpose of estimating the liquid transit time. The pressure/superheat 
cross-correlations are believed to provide the best available estimate. 
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In summary, the ARMA approach provided a compact representation of evaporator 
pressure . and superheat response to external stimuli. This "representation consists of Green's 
functions, Gj , for each variable that describe the "memory" in present time of stimuli occurring j 
time steps ago. The Green's functions for both variables typically included a long-lived 
exponential decay. Those for the pressure time series also often included significant sinusoidal 
terms, reflecting the greater high-frequency content of the pressure data. The ARV model was 
used to try to predict the transit time during run 8 for liquid from the slug-initiation point to the 
evaporator exit by simultaneously analyzing the pressure and superheat time series. This attempt 
was unsuccessful, possibly due to ambiguity in the transit time that became apparent upon close 
examination of the pressure/superheat CCF. Accordingly, the CCFs themselves are taken to be 
the best available indicators of this time delay. 
6.5.2 Exit Superheat Distribution 
The possibility of matching time-resolved evaporator data with a distribution function 
was first discussed in section 3.5.5, where the similarity between the superheat distribution of run 
6 and the Rayleigh distribution used by Wedekind [4] to match dryout-point location was noted. 
Among the time-resolved signals recorded in this study, the superheat reading is the logical 
choice for control purposes; it can be measured inexpensively and without compromising the 
hermetically sealed boundary of a refrigeration system by fastening a thermocouple to the 
outside of the tubing at the evaporator exit, and produces a voltage output that can be supplied 
directly to a controller. Accordingly, exit superheat readings from the three time-resolved runs at 
the design point (runs 1,6 and 11, conducted at xin = 0.1 and Fr = 0.075) were used to determine 
whether this technique had any promise of concisely representing the anticipated range of values. 
Recall from section 2.1 that Wedekind's dryout-point oscillations were caused by slug 
flow well upstream in the evaporator, in similar fashion to the liquid carry over in the present 
study. In fact, one might say that they represent the same physical phenomenon, namely a local 
liquid surplus that temporarily moves downstream the point at which a measurable liquid fraction 
remains. Wedekind tracked this point directly and reported its location as a function of time; in 
this study, evidence of the front advancing and receding (Le., the presence or absence of a droplet 
cluster and the corresponding temperature changes) was recorded at a single location. Because 
of this similarity, one might expect the Rayleigh distribution to adequately match the recorded 
superheat distribution, as it did the location of Wedekind's dryout point. 
The comparison is shown in Figs. 6.24 and 6.25, where the probability density function 
f(x) and distribution function F(x), respectively, are plotted with the experimental data. Recall 
from section 3.5.5 the form of the Rayleigh probability density function, 
152 

Superheat Data 
0.14 
0.12 (a) C 
0.14 
0.12 
0.1 
~0.08 
~ 
.g0.06 
~ 
0.04 
0.02 
o 
Rayleigh Distribution 
0.1 
:E0.08 ~ 
-80.06 
~ 
0.04 
0.02 
o 
c 
C Superheat Data 
b) __Rayleigh Distribution 
c c [] C 
0.14 
C Superheat Data 0.12 c) Rayleigh Distribution 
0.1 
:E0.08
.... 
~ 
-80.06 
~ 
0.04 
o ~~~~~~L--L----L----L--~~HH**HHHHm 
2 3 4 567 8 9 
Superheat, °C 
Figure 6.24 Distribution of superheat readings from runs (a) 1, (b) 6 and (c) 11 at Xiii = 0.1, 

Fr = 0.075 compared with Rayleigh probability density function 

153 
0.02 
10 
1 
(a) . ~uPtrpeat Da~ 
~0.8 ay elgh Distnbution 
....
-
.... 
~£0.6 
~ 
'g 0.4
-=' e 
=' u 0.2 
0 
1 
(b) Superheat Data 
~0.8 Rayleigh Distribution 
....
-
.... 
~ 
"8 0.6 
Q.. 
~ 
'g 0.4 
'3 
e 
=' u 0.2 
0 
1 
~ 0.8 
:.=
.... 
~ 
"8 0.6 
Q.. 
-
~ 
'g 0.4 
=' e 
80.2 
o 
Figure 6.25 Cumulative distribution of superheat readings from runs (a) 1, (b) 6 and (c) 11 at Xiii 
= 0.1, Fr = 0.075 compared with Rayleigh distribution function 
(c) 0 
Rayleigh Distribution 
2 3 4 5 6 7 8 9 
Superheat, °C 
154 

10 
2!(x)=-xexp(-x2I a) ,x~O , a>O , (6.27) 
a 

where the distribution parameter a has the form 

a=--- (6.28)
I-n/4 
and O'is the standard deviation in the superheat readings. Wedekind's linear transformation was 
used to reverse the orientation of the distribution, 
x = f3 - Tsup ,where (6.29) 
_ 0'( 4n )112f3=T +--- (6.30)sup 2 4-n 
and fsup is the average superheat reading during the run. The distribution function is just the 
integral of the probability density function, 
Jx 2JxF(x) = ~=o!(g)dg = a ~=o gexp(-g2 I a)dg (6.31) 
The only significant discrepancy between the data and the distribution occurs at superheat 
readings between 7 and 9°e for run I, where the experimental peak is much sharper than that of 
the Rayleigh distribution. R2 values for the three runs (calculated as shown in Eq. (5.12» are 
0.85, 0.91 and 0.93. Differences in the averages and standard deviations among the runs are 
responsible for the varying proflles in both figures. As Wedekind points out, a significant virtue 
of this approach is that only those two parameters need be specified to approximate the 
distribution of the readings. Armed with this information, a flow controller could be 
programmed to ignore extreme values in the superheat reading (particularly the rapid reductions 
corresponding to the arrival of droplet clusters), rather than trying to correct for what turns out to 
be a natural consequence of flow-regime transitions within the evaporator. 
In summary, the time-resolved series of experiments provided both qualitative and 
quantitative insights that helped explain sharp variations in evaporator operating conditions 
during nominally steady-state operation. These variations are due to the formation of liquid 
slugs in the first few passes of the evaporator and the downstream transport of excess liquid. The 
occurrence of this flow pattern is widespread, as evidenced by its appearance in this study in both 
aluminum and glass evaporators operating in upflow and downflow and in several previous 
studies of horizontal-tube evaporating and condensing equipment [4, 13, 14,27]. Accordingly, 
the observations made during these experiments will hopefully prove valuable in a wider context 
than just that of similar evaporators operating under similar conditions. 
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7. CONCLUSIONS AND RECOMMENDATIONS 
CONCLUSIONS 
This project consisted of an experimental study of two-phase flow patterns and droplet 
entrainment in a horizontal-tube evaporator. Measurements were made with serpentine 
aluminum and glass evaporators in a geometry often used in domestic refrigerators. Refrigerant 
R134a was used in the majority of tests. This chemical will soon replace R12 in refrigerators and 
automotive air conditioners due to environmental concerns with R12. Comparative tests were 
conducted with R12 and with R22, currently used in residential air conditioners and also slated 
for replacement in the next ten years. 
The primary focus of the study was the transport of liquid droplets within the slightly 
superheated vapor emerging from the evaporator. Such droplets, if present in sufficient quantity, 
would increase the superheat level required at a given refrigerant flow rate and heat duty. Such 
an increase would affect the heat-exchange performance of the evaporator by reducing the 
effective temperature difference between refrigerant and air. Even in small quantities, the 
presence of droplet clusters in the superheated vapor causes sharp fluctuations in exit 
temperature. These fluctuations will be problematic if exit temperature is used as a control signal 
for refrigerant flow, as it commonly is in commercial refrigeration equipment. 
A laser-based phase/Doppler particle analyzer (PlOP A) was used to estimate the liquid 
flow rate at the evaporator exit. An exit thermocouple and pressure transmitters provided other 
key measures of evaporator operating conditions. An instrumented flow loop established an 
operating environment typical of current and anticipated refrigerator design. The use of a glass 
evaporator allowed the internal flow patterns to be observed directly as operating conditions 
were varied. Two series of experiments -- time-averaged and time-resolved -- were conducted. 
The objective of the first series was to quantify the effects of operating conditions on the liquid 
carry over. In the second series, the time-varying nature of liquid carry over and exit superheat 
were related to internal evaporator flow patterns. 
The time-averaged experiments revealed entrained liquid mass fractions of 10-3 or less 
for refrigerants R134a, R12 and R22 under widely varying conditions of inlet quality, exit 
superheat and mass and heat flux. Rates in this range would have no significant impact on the 
steady-state heat-exchange performance of the evaporator. Note, however, that these results 
were achieved with pure refrigerant. Oil will remain in liquid form throughout the flow loop and 
will contribute directly to the liquid carry over rate. More importantly, researchers elsewhere 
have reported important changes in flow patterns due to the presence of oil (e.g., foaming, 
increased slug formation or more rapid transition to annular flow, depending on oil content) that 
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may affect liquid entrainment. Experiments with known oil concentrations should therefore be 
performed as a followup to this study, as discussed in the following section. 
Entrained mass fraction decreased with increasing superheat level, mass flux and inlet 
qUality over wide ranges encompassing current and anticipated domestic refrigerator operating 
conditions. Variations in heat flux had little impact. Changes in superheat level directly affect 
the entrainment and vaporization of droplets. High superheat reduces the liquid inventory in the 
final evaporator pass, reducing the number of droplets entrained. Those that are entrained 
vaporize more quickly. Changes in inlet quality and mass flux, in contrast, affect the formation 
of slugs from which the majority of the liquid droplets are formed. These slugs originate in the 
first few passes of the evaporator, where a plentiful liquid supply and adequate vapor velocity 
combine to provide favorable conditions for slug formation. An instability at the liquid-vapor 
interface (perhaps a wave or a surplus of liquid emerging from a return bend) acts as a trigger. 
High inlet quality directly reduces the amount of liquid entering the evaporator, reducing the 
liquid-layer thickness. High mass flux results in high vapor velocity that also reduces the height 
of the liquid layer. Slugs continue to form under such conditions, but dissipate more quickly 
because the liquid inventory in front of the slug is inadequate to make up for losses at the tail. 
Once formed, slugs travel at a speed approaching the vapor velocity, carrying a liquid 
surplus toward the evaporator exit. This surplus can be followed by eye as a large wave, 
traveling much more slowly, after the slug has dissipated. The strongest slugs, and sometimes 
the coalescence of two weak slugs, provide enough liquid to contribute significantly to the liquid 
carry over. 
The flow regime through most of the evaporator at any given time was wavy-stratified. 
Conditions at the slug-initiation point (typically downstream of the first return bend) were 
compared with those reported in the literature. Comparisons of actual conditions (liquid depth 
and vapor velocity) were favorable, particularly when the slight upward inclination of the tube 
was taken into account. Comparisons based on nominal conditions (superficial liquid and vapor 
velocities or dimensionless groups based on straight, horizontal-tube models of two-phase flow) 
were much less satisfactory, confirming the importance of local geometric or flow effects on the 
transition from wavy-stratified to slug flow. Regions of stratified flow were also observed 
extending as much as 15 diameters immediately downstream of return bends near the evaporator 
exit 
Spikes in the evaporator pressure were used as slug indicators, consistent with 
observations in the literature that the formation of a slug sharply decelerates the vapor stream and 
creates a pressure buildup behind it. Passage through return bends in the present geometry 
disrupted the slugs temporarily, allowing the pressure to be sensed downstream of the evaporator 
soon after slug formation. Slugs formed at a frequency of about 0.3 Hz, temporarily reducing the 
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liquid inventory in the tube in which they formed. The frequency decreased at low inlet quality 
and mass flux; the strong slugs that typically formed under t1;lose conditions carried more liquid 
out of the tube pass, and the time to replenish the inventory increased accordingly. 
Short-term entrained mass fractions were orders of magnitude higher than time-averaged 
values when droplet clusters arrived at the evaporator exit. Superheat levels were sharply 
reduced during the same periods. Time- and frequency-domain analysis confirmed that these 
periods of high liquid carry over were related to slug formation, with roughly a 25-second delay 
between the two. The correlation between slug activity and superheat readings was particularly 
strong. The entrained mass fraction data were largely random, aside from several readily 
apparent periods of high liquid carry over at irregular intervals during each run. This high 
random content reduced the strength of the correlation with slug activity. The randomness was 
thought to be due to reliance on flow through a small sampling area as being representative of the 
full tube cross-section. 
The phaselDoppler particle analyzer, while probably the best tool available for the 
application, exhibited certain characteristics that contributed significantly to the uncertainty in 
the overall measurements. Chief among these is the uncertainty in the optical probe area, which 
directly affects the calculation of liquid volume flux. Truncation of the diameter range in a given 
run at a ratio of 35: 1, along with a suspected tendency to falsely report large droplets when using 
the maximum available diameter range, were also of some concern. The interaction of the 
PIDPA with the refrigerant tube required careful analysis but was not a major impediment in the 
study. Several suggestions for use of the PIDPA in similar applications in the future are included 
in the following section. 
The range of applicability of the results reported herein is an important question. Many, 
and perhaps most, of the droplets carried out of the evaporator were probably entrained in the 
return bends or in the elbow at the evaporator exit. Such structures are not present in all 
domestic-refrigerator evaporators; many, for example, employ a helical coil rather than a 
serpentine arrangement. The question of upflow versus downflow was addressed by making 
preliminary measurements (not reported herein) in both configurations; the effect was negligible. 
The occurrence of slug flow, which is important in more respects than just its role in initiating 
liquid carry over, is common in evaporating and condensing equipment, judging from the 
literature. 
The more important finding, then, is not the pure magnitude of the numbers on entrained 
liquid carry over, but rather documentation of the connection between flow-regime transitions 
and unsteady conditions at the evaporator exit. These are similar in both cause and effect to the 
dryout-point oscillations observed by Wedekind [4]. The fact that the easily measured exit 
superheat readings can be approximated with a Rayleigh distribution is particularly noteworthy. 
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As Wedekind points out, only the mean value and standard deviation from a representative 
sample need be measured to completely specify the distribution. The mathematical simplicity of 
the Rayleigh distribution would facilitate its use in a microprocessor-based control scheme for 
refrigerant flow rate. 
7.2 RECOMMENDATIONS 
This project was one of extremes in the sense that a highly applied problem -- the 
performance of a household refrigerator -- was investigated with a complex optical diagnostic 
technique and various statistical and analytical tools. Accordingly, it is appropriate that the 
recommendations arising from such a study should likewise span a wide range, including (1) 
improvements in equipment and techniques appropriate for continued studies in a research 
environment; (2) advanced product development efforts that can be carried out in manufacturers' 
laboratories; and (3) direct, short-term application of certain results in appliance design. 
It is tempting to look at the low range of entrained mass fractions reported in this study 
and conclude that liquid carry over need be investigated no further. As pointed out previously, 
however, these results were achieved with pure refrigerant, rather than the refrigerant/oil 
mixtures that circulate in all current refrigerators and those to be built in the foreseeable future. 
R134a is not miscible with the mineral oils currently used with R12, so entirely different 
lubricants will be used in the future. If past experience with R12/mineral oil mixtures is any 
guide, the presence of oil will have important effects on two-phase flow patterns that, at least in 
the present study, had a strong influence on entrained liquid carry over. Experiments similar to 
the time-resolved series reported herein should be conducted with such mixtures. 
Further, the measurements in this study were of entrained liquid only. The present 
instrumentation could not measure liquid flow rates in a film or rivulet on the tube wall. These 
tended to occur as superheat levels approached zero during sharp drops in exit temperature. The 
liquid mass flow rate in some such rivulets was doubtless many times greater than the rate being 
measured in droplet form. With oil present, Worsoe-Schmidt [13] reported seeing a viscous 
mixture of refrigerant and oil leaving the evaporator as an annular film. A qualitative assessment 
of the film flow rate (e.g., high, low, non-existent) at the exit with R134a1oil mixtures could be 
made with only minor modifications to the present equipment. 
If future research-laboratory investigations of entrained liquid carry over are deemed 
necessary, several improvements in instrumentation and data acquisition should be made. Some 
of the improvements are inexpensive and readily implemented. These include the use of an exit 
thermocouple with a faster response time, preferably shielded from direct impingement of liquid 
droplets to measure strictly vapor temperatures. A data acquisition system capable of higher 
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recording rates (perhaps 100 Hz) would help in the interpretation of rapidly varying signals, such 
as the upstream and downstream slug pressure spikes. An improved technique for synchronizing 
the operation of the various data logging devices (including film and videotape) should also be 
implemented. 
If the P/DPA or a similar system is used in the future, a calibration of volume-flux 
determination within the optical test section or an identical tube should be performed. This 
might be done, for example, with glass spheres of known sizes entrained in air, with the flow rate 
determined by a weight-versus-time method. Using carefully sized spheres would also provide a 
check on false reporting of oversized particles. The use of optical-quality glass and an anti­
reflective coating for the optical test section should also be investigated. 
In terms of advanced product development, the occurrence of slug flow in the evaporator 
and its effect on exit temperature readings is potentially of greater importance than the incidence 
of liquid carry over. In current equipment, with no active flow control, fluctuations in exit 
temperature are of little consequence. Commercial-scale systems that actively control flow on 
the basis of exit temperature damp out the effects of such fluctuations by using large sensors that 
respond slowly to temperature changes. Smaller components and shorter cycle times may make 
such an approach impractical for domestic refrigerators, however. Appropriate control strategies 
are likely to be system-specific and would logically be implemented in industrial development 
laboratories on realistic prototypes. The instrumentation (thermocouples, pressure transmitters 
and flow meters) and data acquisition and analysis requirements of such a study are well within 
the capabilities of such a laboratory. Optical measurements of liquid carryover are, in this 
context, redundant with the exit temperature measurements and need not be performed. 
The question then arises whether slug flow could, or should, be eliminated in the 
evaporator. The study of Barnea et al. [25] on the effect of tube inclination suggests that slug 
formation can be greatly diminished simply by angling the tube downward in the flow direction. 
This could be achieved in a serpentine geometry (with downward flow in the return bends) by 
"stretching" the evaporator to make the return-bend angles somewhat less than 180°. The 
downward inclination would have to be sufficient to accommodate reasonable tolerances in 
installation within the cabinet and leveling of the refrigerator in the home. From a manufacturing 
perspective, perhaps the greatest liabilities to this approach would be the additional space 
required and the added complexity involved in securing the exterior fins. 
It might be argued that slug flow re-distributes liquid in the evaporator in a favorable 
way, carrying liquid from the entrance toward the exit and thoroughly wetting the walls in 
between. However, the slugs tend to dissipate well upstream of the exit, seldom proceeding 
beyond the fifth or sixth pass (out of sixteen). Beyond that point, the liquid moves forward as a 
wave that, in the final passes, is often indistinguishable from the surrounding flow. A more 
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promising approach to improved wall wetting is the use of helical internal micro-fins, currently 
under development. Also, the aforementioned tendency of refrigerant/oil mixtures to foam and 
to form stable annular films may greatly improve wetting without the need for internal 
enhancements. Thus, the occurrence of slug flow in domestic refrigerators is neither a significant 
asset nor liability at present, and wi11likely be an important issue only if active flow control 
becomes necessary in the future. 
Presuming for the moment that refrigerant carry over in all forms remains low for 
R134a1oil mixtures, the comparative data on R134a, R12 and R22 suggest that the transition to 
R134a can proceed without any particular concern in this regard. Any hypothesized negative 
effects (e.g., degraded evaporator performance, liquid return to the compressor) are likely to be 
no worse than those currently experienced with R12. Accordingly, no changes in evaporator or 
vapor-return-line design are recommended. In terms of these components, then, short-term 
product development efforts can be based on well-proven designs, which will hopefully facilitate 
this important transition to an environmentally benign refrigerant. 
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APPENDIX A. DERIVATION OF CRITERION FOR SLUG INITIATION 

This appendix presents the derivation of Eq. (3.9), repeated here as 
Fr· > [4(1- hL)][ ! 2 ]1/4{O. 2S[cos-1 (2hL -1) - (2hL -1)~1- (2hL-Ii ]}312 (AI) 
1C 1- (2hL -1) 
The derivation is based on Taitel and Dukler's criterion for transition from wavy-stratified to slug 
flow and draws extensively upon their analysis [24]. 
Fig. A.l shows a small but fInite wave at the liquid-vapor interface in horizontal stratified 
flow in a circular pipe. Conditions in the undisturbed flow upstream of the wave are shown as 
vapor velocity VG, pressure p at the interface, and liquid and vapor levels hL and hG' 
respectively. A prime is added to each character to indicate the conditions at the wave. The 
presence of the wave reduces the area available for vapor flow, causing the vapor velocity to 
increase and the pressure to decrease. The condition for further wave growth (ignoring its 
motion in the axial direction) is 
(A2) 

Assuming steady, incompressible, inviscid vapor flow, the pressure difference can be eliminated 
via the Bernoulli equation, 
Continuity is used to eliminate VG' , 
(A3) 

(A4) 

where Aa and Aa' are the vapor flow areas upstream of and above the wave. respectively. The 
condition cast in terms of vapor velocity and liquid depths hL = h - hG and hL' = h - hG' is thus 
2 ]112U > 2(PL - PG)g(hL' -hL) Aa'[ (AS) 
G PG ~-Aa'2 
p 
Figure A.l Wavy-stratifIed flow geometry used by Taitel and Dukler [24] 
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The primed variables can be eliminated by expanding .40' in a first-order Taylor series 
around .40: 
(A6) 
The area ratio is recast in the form 
Aa'2 ]112 _ Aa' [ ~ ]112 (A7)[ A~ -Aa,2 - .40 ~ -Aa,2 ' or 
(A8)[~~:'2r -~[-2Aa~dhJ ' 

where terms of order dhi have been eliminated. The negative radical is eliminated by the 
relation 
(A.9) 
where A is the total cross-sectional area. Approximating dhL as hL' -hL and inserting back into 
Eq. (A.5) yields 
u > .40' [(PL - PG)g .40 ]112 (A 10)
G .40 PG (dALIdhL) 
Taitel and Dukler use physical reasoning to cast the ratio .40' 1.40 as 
Aa' h
-=1--1.. 
Aa D (All) 
The vapor and liquid flow areas can be expressed in terms of hL as shown in Fig. A.2. 
The equation for the tube wall bounding the flow area in the x-y coordinate system is simply 
x2 + l = D2 14 (A12) 
Substituting y = h - D I 2 yields 
2 +h2x = hD ,or (A. 13) 
x = (hD- h2i12 
The liquid and vapor flow areas are thus 
hL l(hD-h2 )112
AL = 2 dx dh , or (A. 14)Lh=O z=O 
AL =.25D2[ n - 2(1- 2hL)~r-hL---h-i - cos-1(2hL-I)] and (A. 15) 
.40 =.25nD2 -AL =.25D2[2(1-2hL)~hL -hi +cos-1(2hL-I)] (A 16) 
where hL = hL I D. The liquid area derivative is 
dALIdhL = D~~I--(2-h-L_-1)-2 = 2D~hL - hi (A.17) 
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On the left side of Eq. (A. 10), substitute the superficial vapor velocity for consistency with Taitel 
and Dulder's modified Froude number, 
U - U (nD2 1 4) (A. IS)
G- GS Aa ' 
and insertEqs. (A.ll), (A.17) and (A. IS) into (A.lO): 
2U (nD 14) > (1- h )[(PL - PG)g Aa ]112 (A. 19) 
GS AG L PG D~I- (2hL _1)2 
Combining Eqs. (A. 16) and (A. 19) and rearranging yields the desired form: 
Fr* =USG PG 
Dg(PL -PG) 

(A.20) 
-][ ]114 3/2
>[ 4(I-hL) ! 2 {0.2S[COS-1(2hL-1)-(2hL-1)~I-(2hL _1)2]}n 1-(2hL -1) 
+-­ ., x 
x 
Figure A.2 Tube cross-section showing liquid and vapor flow areas 
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APPENDIX B. NONLINEAR MULTIPLE REGRESSION RESULTS 
This appendix contains graphs from the nonlinear multiple regression analysis described 
in section 5.2.3. Figs. B.l and B.2 show actual and predicted entrained mass fractions versus 
Jakob number for inlet qualities of 0.0 and 0.1. (The corresponding figure for ~ =0.2 is shown 
as Fig. 5.10.) Bold lines in these figures represent the predictions of the regression analysis, 
while fine dashed lines show the 95% uncertainty bounds. For clarity, only the uncertainty 
bounds for the middle curve (Fr =0.075) are shown; the others are of similar extent. 
The remaining 8 plots in this appendix deal with the residuals from the analysis. Each 
residual is the difference between an experimentally measured liquid mass fraction and the value 
predicted with the regression equation: 
Residual = EMFexperimenroJ - EMFpredicted (B.l) 
For clarity, the residuals are cast in standard form, 
Zj = (Residualj - J.1) I (J , (B.2) 
where J.1 and (J are the mean and standard deviation of the 81 residual values. 
If the fitting expression is adequate, the residuals should be normally distributed random 
variables and should show no discernible pattern with any dependent or independent variable. 
Fig. B.3 is a histogram showing the distribution of residuals. All lie within 3 standard deviations 
of the mean, and the distribution is roughly normal. This is confirmed by the normal-probability 
plot of Fig. B.4, where a departure from normality would be indicated by a significant change in 
slope; none is evident. 
The residuals are plotted against run time, experimental entrained mass fraction, Jakob, 
boiling and Froude numbers, and inlet quality in Figs. B.5 through B.I0. None of the plots 
reveals any significant correlation or pattern. 
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APPENDIX C. TIME SERIES, CORRELATIONS AND SPECTRA OF TIME­
RESOLVED DATA 
This appendix contains time series, auto- and cross-correlation coefficient function and 
autospectral density function plots for twelve time-resolved runs with R134a in the glass 
evaporator. Definitions and computing relations for the correlation coefficients and auto-spectral 
density function are given in sections 3.5.2 and 3.5.3, respectively. Results for run 6 are 
discussed in detail in sections 6.4.1 through 6.4.3, and trends with varying inlet quality and 
Froude number are described in section 6.4.4. To facilitate comparison among the twelve runs, 
all plots of a given type (e.g., superheat time series) are presented in a group of four figures, with 
each figure containing the output from three runs. Within each group, the span of the y axis is 
held constant. 
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Figure C.1 First 800 seconds of exit pressure time series for (a) run 4, Xiii = 0.0, Fr = 0.06; (b) 
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Figure C.2 First 800 seconds of exit pressure time series for (a) run 7, Xiii = 0.1, Fr = 0.06; (b) 
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Figure C.25 Exit superheat auto-correlation coefficient function, 'f~ 200 sec, for (a) run 4, Xiii = 
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Figure C.27 Exit superheat auto-correlation coefficient function, -r~ 200 sec, for (a) run 2, Xu. = 
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Figure C.28 Exit superheat auto-correlation coefficient function, 'f~ 200 sec, for (a) run 1, Xiii = 
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Figure C.29 EMF auto-correlation coefficient function, -rS 200 sec, for (a) run 4, Xiii = 0.0, Fr = 
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Figure C.31 EMF auto-correlation coefficient function, 'r.s; 200 sec, for (a) run 2, Xiii = 0.2, Fr = 
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Figure C.32 EMF auto-correlation coefficient function, 't"~ 200 sec, for (a) run 1, Xiii = 0.1, Fr = 
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Figure C.33 Pressure-superheat cross-correlation coefficient function, "C ~ 200 sec, for (a) run 4, 
xin =0.0, Fr =0.06; (b) run 10, xin =0.0, Fr =0.075; and (c) run 9, Xin =0.0, Fr =0.09 
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Figure C.34 Pressure-superheat cross-correlation coefficient function, 'r~ 200 sec, for (a) run 7, 
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Figure C.35 Pressure-superheat cross-correlation coefficient function, 'r.s 200 sec, for (a) run 2, 
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Figure C.37 Pressure-EMF cross-correlation coefficient function, 'f.s; 200 sec, for (a) run 4, Xiii = 
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Figure C.39 Pressure-EMF cross-correlation coefficient function, 'fS 200 sec, for (a) run 2, Xiii = 
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