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The worm algorithm is a versatile technique in use of the Markov chain Monte Carlo method for
both quantum and classical systems. In particular, the dynamic critical exponents of classical spin
systems are greatly reduced, compared to the case of a single spin update. We improve the efficiency
of the worm algorithm for classical models in combination with the directed-loop framework and
the geometric probability optimization. The worm scattering process is optimized for reducing its
diffusive nature, which is evident in the probability distribution of worm position. In addition,
we carefully discuss how to quantify the computational efficiency of a Markov chain Monte Carlo
sampler. Performance improvement is demonstrated for the Ising model at the critical temperature
by measurement of exponential autocorrelation times and asymptotic variances. The present method
is approximately 25 times as efficient as the classical worm algorithm for the simple-cubic-lattice
model. Remarkably, it is even more efficient than the Wolff cluster algorithm. We estimate the
dynamic critical exponent of the longest time scale in the worm update to be z ≈ 0.27 and expect
it to be the same with the Wolff cluster algorithm. While the integrated autocorrelation time of
the susceptibility estimator shows the quite different size scaling between the worm and the Wolff
algorithms, the asymptotic variance has the same dynamic critical exponent. Our approach is
generally applicable to a wide range of physical systems, such as the |φ|4 model, the Potts model,
the O(n) loop model, the lattice QCD, and also some frustrated systems in combination with the
dual worm formalism.
I. INTRODUCTION
A Markov chain Monte Carlo (MCMC) method is a
powerful numerical tool to study a wide variety of sta-
tistical mechanical problems [1, 2]. Many kinds of non-
trivial phases and phase transitions, both in classical and
quantum systems, have been uncovered as its applica-
tions. The essence of the method is to construct a tran-
sition kernel as a series of local kernels acting on local
state variables and to achieve eventual sampling from an
arbitrary target distribution even in a huge number of
dimensions (or degrees of freedom) of a state space.
Because next state (sample) is generated from the pre-
vious state, one has to care correlation of samples, which
can be described by an autocorrelation function [1, 2]:
AOˆ(t) =
〈Oi+tOi〉 − 〈Oˆ〉2
〈Oˆ2〉 − 〈Oˆ〉2 , (1)
where Os is an observable, or a realization of a random
variable, at the s-th Monte Carlo step, the bracket 〈·〉
denotes the Monte Carlo average, and Oˆ is an estimator
of physical quantity O, e.g., energy or susceptibility.
The autocorrelation function eventually becomes in-
dependent of i in Eq. (1) after distribution convergence
(thermalization or burn-in). In many cases, the function
dumps exponentially for large t:
AOˆ(t) ∼ e−t/τexp,Oˆ , (2)
where
τexp,Oˆ = lim sup
t→∞
t
− log |AOˆ(t)|
(3)
is the exponential autocorrelation time. Here we assume
τexp,Oˆ is finite, which is the case for finite size systems
we study in the present paper. A thermalization period
in a Monte Carlo simulation should be, at least, several
times as long as the exponential autocorrelation time.
Meanwhile, autocorrelation reduces the effective num-
ber of Monte Carlo samples to Meff ≈ M/2τint,Oˆ, where
M is the number of samples in simulation and
τint,Oˆ =
1
2
+
∞∑
t=1
AOˆ(t) (4)
is the integrated autocorrelation time. The constant 12
comes from the discrete nature of Monte Carlo steps.
Then needed computational time is proportional to these
autocorrelation times: τexp,Oˆ and τint,Oˆ, which may differ
among estimators and update methods.
MCMC methods can be applied to many kinds of phase
transitions in principle, but distribution-convergence rate
and sampling efficiency can become quite poor in some
cases, such as critical slowing down [3, 4]. For exam-
ple, in the case of the Ising model on the square lattice,
the Metropolis algorithm for the single spin update suf-
fers from the rapid growth of the autocorrelation times:
τexp ∼ τint ∼ ξz ∼ Lz with z ≈ 2.17 [5–8], where L is
the system length. Here z is called the dynamic crit-
ical exponent, which may differ between τexp and τint
depending on estimator. Nevertheless, the exponent is
expected to be universal among many types of updates
used for MCMC sampling [6]. This slowing down ham-
pers accurate or precise analysis of phase transition. It
is thus crucial to devise an efficient update method that
alleviates or avoids the slowing down.
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2In the case of unfrustrated models, the cluster up-
date, such as the Swendsen-Wang [9] and the Wolff [10]
algorithm, reduces the dynamic critical exponents sig-
nificantly [8, 11, 12]: for example, z ≈ 0.3 for the Ising
model in two dimensions.
The size of a cluster corresponds to the correlation
length in systems, and the flip of clusters, which can
be performed with probability one, achieves an efficient
global (non-local) spin update. Forming such an efficient
cluster, however, is non-trivial or impractical in general
cases. Application of a non-local update is thus limited
to specific cases so far.
In the meantime, the worm algorithm has been one of
the most versatile techniques in the worldline quantum
Monte Carlo method [13, 14]. In quantum cases, a naive
local update is often not allowed because of a certain
conservation law; for example, the total magnetization
is conserved in the XXZ quantum spin model including
the XY and Heisenberg models as special cases. The
worm algorithm works well especially for systems with
such a conservation law. The key point of the algorithm
is to extend physical state space and allow configurations
with kinks breaking the conservation law, a pair of which
is called a worm.
A whole procedure of the worm algorithm is described
by the repetition of the following processes: (i) A pair of
kinks is inserted at a randomly chosen position of a sys-
tem. (ii) These kinks move on the system in a stochas-
tic way and update configurations. (iii) When the kinks
meet each other, the conservation law is again satisfied
and an original physical configuration is sampled. Al-
though each worm move is local, a non-local update is
achieved in terms of the original state space after a worm
update (from insertion to removal of a worm). We review
the detail of the algorithm in Sec. II.
The worm algorithm has been proposed also for clas-
sical systems [15]. It aims at a random walk of kinks on
sites of a lattice. Remarkably, in spite of the local na-
ture of the update, the worm algorithm greatly reduces
the dynamic critical exponents in the case of the Ising
models and other classical models [16, 17].
It is critical to optimize the stochastic worm update for
efficient computation. The original algorithm (hereafter
called the classical algorithm) uses the simple Metropo-
lis algorithm; the next site is chosen at random among
nearest sites and the site shifting process is accepted or
rejected according to the distribution weights. The de-
tailed balance is satisfied in every worm shifting process.
Meanwhile, the efficient directed-loop algorithm was
proposed in the worldline quantum Monte Carlo
method [14]. The directed worm does not satisfy the de-
tailed balance for each worm scattering process but does
for one worm update from insertion to removal. Here the
worm backscattering process canceling the previous up-
date, which is thus a rejection process, should be averted
for efficient sampling.
In the present paper, we propose a modified worm up-
date moving on bonds instead of sites. The worm scatter-
ing probability is optimized using the geometric alloca-
tion [18, 19], which is a universal approach for probabil-
ity optimization under the non-negativity condition. One
can find solutions satisfying global balance even without
detailed balance. In our modified worm update, we min-
imize the worm backscattering rate and maximize the
probability of going straight on lattices for reducing the
diffusive nature of worm random walk. The reduction
of the diffusive behavior is confirmed in the probability
distribution of worm position. The present algorithm is
detailed in Sec. III.
We demonstrate, in Sec. V, that the computational ef-
ficiency quantified by exponential autocorrelation time
and an asymptotic variance is approximately 25 times as
high as that of the classical worm for the simple-cubic-
lattice Ising model at the critical temperature. Our al-
gorithm is even more efficient than the Wolff algorithm.
We stress that sampling efficiency of an MCMC method
should be compared in asymptotic variance, which is dis-
cussed in Sec. IV. There is no extra computational cost
in the present algorithm, compared with the classical al-
gorithm. Our approach is applicable to generic classical
models, such as the |φ|4 model, the Potts model [20], the
O(n) loop model [17, 21, 22], and the lattice QCD [23].
The present paper is summarized in Sec. VI.
II. CLASSICAL ALGORITHM
We review the classical, or conventional, worm algo-
rithm [15] for the Ising model in this section. Let the
model be represented by −H/T = K∑〈ij〉 σiσj , where
H is the Hamiltonian, T is a temperature, and σi = ±1
is the Ising spin variable at site (vertex) i of the lattice
(graph). The partition function of the canonical ensem-
ble is expanded into the Taylor series as
Z =
∑
σi=±1
eK
∑
〈ij〉 σiσj =
∑
σi=±1
∏
b=〈ij〉
eKσiσj
=
∑
σi=±1
∏
b=〈ij〉
cosh(K)
∑
nb=0,1
[σiσj tanhK]
nb
= 2N cosh(K)N
tot
b
loops∑
{nb}
[tanhK]`, (5)
where nb denotes the bond variable on bond b, the iden-
tity eKσiσj = cosh(K)
∑
nb=0,1
[σiσj tanhK]
nb is used in
the second line, and N and N totb are the total number
of sites and bonds of a lattice, respectively. In the last
line, the sum runs over bond configurations forming loops
whose total length is denoted by ` ≡∑b nb. The terms of
other (non-loop) configurations cancel with each others
in tracing out the spin degrees of freedom. Then the bond
variables on the constraint of loop structure are sampled
by means of the MCMC method. Any set of bond vari-
ables can be used as the initial state in a simulation as
long as the loop constraint is satisfied. We choose the
3state with all bond variables deactivated (nb = 0 ∀b) as
the initial one.
The worm algorithm is an efficient update method to
sample under such a constraint or a conservation law.
The main idea is to extend the sampled state space and
allow configurations with kinks breaking the constraint.
Let us consider inserting two kinks, and move one of them
in a stochastic way. The moving kink is called the head
of a worm and the other is the tail of it. The classical
worm algorithm is then described as follows:
1. Choose a site i0 at random as the starting point
and set i ← i0. Insert the head and tail of the
worm at i0. Go to step 2.
2. Choose a nearest neighbor site, j, at random among
nearest neighbor sites of site i and shift the head
of the worm from i to j with probability p =
[tanhK]1−nb , where nb = 0, 1 is the bond variable
on b = 〈ij〉 before shifting. If the shift is accepted,
update nb as 0↔ 1 and set i← j. If j = i0, go to
step 3. Otherwise, repeat step 2.
3. Measure observables. Go to step 1 after removing
the worm with probability pmove, or go to step 2
with probability 1− pmove.
The probability pmove can be set an arbitrary value in
(0, 1]: pmove = 1/2 in Ref. 15.
As for measurement, energy can be measured by the
total number of activated bonds:
E = −d logZ/dβ
= −N totalb −N
(
1
tanhK
− tanhK
)
〈`〉, (6)
where β = 1/T is the inverse temperature. The correla-
tion function, Gij ≡ tr[σiσje−βH ]/Z, can be calculated
by 〈Nij〉/〈Nj〉, where Nij is the number of times when
the head is at i and the tail is at j in the interval between
measurements (at above Step 3), and Nj is the number
of times when both the head and tail are at j at Step
3. Susceptibility, χ ≡ βN
∑
ij Gij , can be calculated by
β〈`worm〉, where `worm is the worm length, or the total
number of worm shifting processes (Step 2) in the interval
between measurements. It is straightforward to calculate
the Fourier transformed (or the Fourier series of) corre-
lation function and the correlation length by use of the
moment method [24], where one only needs to consider a
phase factor depending on worm position.
In several cases, the worm update produces a much
smaller dynamic critical exponent than a naive local spin
update does: in Ref. 16, z ≈ 0.379 and 0.174 for the Ising
model on the square and the cubic lattices, respectively.
The worm algorithm is efficient not only for the Ising
model but for many fundamental physical systems: the
Potts model [20], the |φ|4 model, the O(n) loop model [17,
21, 22], the Lattice QCD [23], and so on.
Meanwhile, one can use the worm algorithm for dual
variables on a dual lattice [15, 25–27]. The dual worm al-
gorithm samples domain walls of original spin variables;
in other words, it samples “unsatisfied” bonds increas-
ing energy. While the classical worm explained above is
formulated in the high-temperature expansion, the dual
worm is in the low-temperature expansion with dual in-
verse temperature β′ = − 12 ln tanhβ [28, 29]. One of the
advantages of the dual worm is that it is applicable also
to frustrated cases while the original worm suffers from
the negative sign problem [26, 27].
Contrary to the high-temperature expansion, dual
variables have the constraint that the winding numbers
of unsatisfied bonds are even in the case of the peri-
odic boundary condition. If the constraint is ignored,
nevertheless, the free energy difference between the pe-
riodic and the antiperiodic boundaries can be calculated
from the winding number histogram [25]: e−β(FAP−FP) =
ZAP/ZP = 〈NAP〉/〈NP〉, where FAP and FP are the free
energies, ZAP and ZP are the partition functions, and
NAP and NP are the numbers of times when the wind-
ing numbers are even (odd) in one (the other) direction,
and both are even, respectively. Since the square lattice
has the self-duality, the dual worm update at the critical
temperature is exactly the same with the original update
except for the winding number constraint. The free en-
ergy difference is then available in both the formalisms.
III. PRESENT APPROACH
We present a modified directed-worm update in this
section. The worm backscattering (rejection) probabil-
ity is minimized using the geometric allocation approach,
and our algorithm is indeed free from rejection at the crit-
ical temperature of the Ising model on the square and
the cubic lattices. As a result, the random walk behavior
of the kink is successfully suppressed, which is evident
in the probability distribution of worm position. We also
explain how to measure relevant physical quantities, such
as energy and susceptibility.
A. Worm on Bonds
We adopt the same representation of the partition
function [Eq. (5)] with the classical worm algorithm. Our
goal is to sample bond variables {nb} efficiently under
the loop constraint. We insert a worm, namely a pair of
kinks, at a bond of a lattice, and move the head, namely
one of the pair, in a stochastic way. When the head meets
a site, it scatters onto another (or possibly same) bond
with a certain probability. This scattering process con-
tinues until the head comes back to the tail, namely the
other of the pair.
In the case of the square lattice, a typical example of
configurations with the present worm after several scat-
tering processes is illustrated in Fig. 1. In our algorithm,
4FIG. 1. Example of a configuration with the present worm
on the square lattice. The solid lines show activated bonds
with nb = 1 and the broken lines show deactivated bonds with
nb = 0. The solid circles indicate the head (h) and the tail (t)
of the worm breaking the loop constraint of activated bonds.
the head and tail breaking the loop constraint are located
at the center of bonds, or edges, of a lattice. As a result,
bond variables can take nb = 0,
1
2 , or 1. The head has a
moving direction in the same sense of the directed-loop
algorithm [14].
Let us move the head in Fig. 1 upward and scatter
it around the next vertex. The head is going to scatter
onto a bond connecting to the vertex, which we define
as a worm scattering process. The four candidate states
after scattering are shown as b, c, d, and e in Fig. 2. The
next state is chosen with a certain (optimized) probabil-
ity, which we will discuss in Sec. III B. After the worm
scattering, the bond variables are updated as shown in
Fig. 2; the halves of bonds are updated (nb = 0,
1
2 , 1)
since the kink is assumed at the center of a bond. We
repeat this worm scattering process until the head comes
back to the tail.
The whole algorithm of the present method is de-
scribed as follows:
1. Choose a bond b0 at random as a starting point
and b ← b0. Insert the head and tail of the worm
at b0. Choose a moving direction at random. Go
to step 2.
2. Choose the next bond c according to a set of proba-
bilities (optimized using the geometric allocation).
If b 6= c, update bond variables nb and nc, and set
b ← c. if b = b0, go to step 3. Otherwise, repeat
step 2.
3. Measure observables and go to step 1 after remov-
ing the worm.
Compared with the classical worm algorithm, we simply
set pmove = 1 in our procedure.
As an advantage of our approach, it is straightforward
to optimize the worm scattering probability and improve
efficiency. In the MCMC method, transition probabilities
FIG. 2. Example of the worm scattering process on the square
lattice in the present approach. The solid circles show the
worm head, and the arrows show the direction of the head.
When the head meets a vertex (state a), the next state is
chosen with a certain probability between b, c, d, and e.
are set under global balance. The worm shifting probabil-
ity at a site, in the classical algorithm, is determined by
other shifting processes at the nearest neighboring sites.
The processes at the nearest neighboring sites are then
affected by the next nearest sites. Thus, it is non-trivial
to write down the balance condition in a closed form. The
Metropolis scheme reduces the condition to a local form,
but no room for optimization is left except for increasing
candidate states. In our approach, on the other hand,
the balance condition of the worm scattering process is
represented in a closed form. This simple structure of the
balance condition leaves much room for optimization we
discuss in the next subsection, compared to the previous
directed-loop approaches [25].
B. Geometric Optimization
We detail the transition-probability optimization in
the geometric allocation approach [18, 19]. To satisfy
the global balance or the detailed balance, raw stochas-
tic flow is allocated in a geometric way instead of solving
simultaneous algebraic equations. Let us denote a raw
stochastic flow from state i to j as vij := pii pi→j , where
pii is the weight, or the measure, of state i apart from
the normalization of a target distribution, and pi→j is
the transition probability from i to j. The law of proba-
bility conservation and the global balance condition are
expressed by
pii =
n∑
j=1
vij ∀i (7)
and
pij =
n∑
i=1
vij ∀j, (8)
respectively, where n is the number of candidate states.
The average rejection (worm backscattering) rate is writ-
ten as
∑
i vii/
∑
i pii.
5FIG. 3. (Color online) Geometric allocation for one case of
the square lattice. In the upper panel, the solid (broken)
lines show the activated (deactivated) bonds, and the solid
circles show the worm head. In the lower panel, the weight,
or the measure, of each state is denoted by pii (i = 1, 2, 3, 4)
apart from the normalization of the target distribution, and
allocated raw stochastic flow from i to j is denoted by vij .
Although the ratio of the weights, pi4/pi1, varies according to
temperature in a simulation, it is possible to allocate flows in
a similar way for T < 2/ ln 2.
FIG. 4. (Color online) Geometric allocation for the other case
of the square lattice. The notations are the same with Fig. 3.
We optimize the flows so that the average rejection
rate is minimized. To reduce further the worm diffusive
behavior, we maximize the average probability that the
worm head goes straight on the square or the cubic lat-
tice under the condition of rejection minimization. This
preference at local transition is expected to reduce the
variance of the worm length, namely the variance of re-
turn time for the head to come back to the same position.
In our approach, raw stochastic flows are optimized
using the geometric allocation. The optimized flows in
the case of the square lattice are illustrated in Figs. 3
and 4. It is easy to confirm that Eqs. (7) and (8) are both
satisfied: the area of each weight (color) is conserved,
which is nothing but the probability conservation, and
the whole box shape is intact after the allocation, which
FIG. 5. (Color online) Geometric allocations for the simple-
cubic-lattice case in three dimensions. The six candidate
states are indexed so that (1, 2), (3, 4), and (5, 6) are pairs
of states before and after worm going straight in a similar
way to the square-lattice case. It is possible to allocate flows
likewise for T < 2/ ln(3/2).
ensures the global balance. As for the probability that
the head goes straight, the value v12 + v21 + v34 + v43 is
maximized. The ratio of the weights, pi4/pi1 = tanhK,
varies according to temperature in simulation. The re-
jection free condition is, in general, pi1 ≤
∑n
i=2 pii: that
is, tanhK ≥ 1/3 ⇐⇒ T ≤ 2/ ln 2 ' 2.88539 in the case
of Fig. 3. This condition is always satisfied in the case of
Fig. 4. Thus, our update is rejection free at the critical
temperature, Tc = 2/ ln(1 +
√
2) ' 2.269 [28].
In our implementation, we calculate all transition
probabilities pi→j = vij/pii before sampling, and prepare
a look-up table storing probabilities. We then choose the
next state at each worm scattering by using the Walker’s
method of alias in O(1) computational time [30, 31]. The
advantage of this method is that the computational cost
does not increase with the number of candidates n, while
the binary search does in O(log n). There is no extra
computational cost in our algorithm, compared with the
classical worm algorithm.
We choose a set of flows satisfying detailed balance,
which is expressed by vij = vji in the allocation ap-
proach. It is easy to find many, or actually infinite, solu-
tions to satisfy the required conditions [Eqs. (7) and (8)]
thanks to the geometric picture. Even solutions without
detailed balance can be readily found [18], but the perfor-
mance is not different much as far as we checked for the
Ising model, compared with the present choice of flows.
In the simple-cubic-lattice case, we choose a set of
flows as illustrated in Fig. 5. The six candidate states
are indexed so that (1, 2), (3, 4), and (5, 6) are pairs of
states where the worm head is on a bond in the same
direction; that is, the pairs are states before and af-
ter worm going straight in a similar way to the square-
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FIG. 6. (Color online) Probability distribution of the dis-
tance between two kinks of the worm (head and tail) for
the square-lattice model with L = 128 in the classical (up-
per panel) and the present (lower panel) approaches. The
distance was measured after 256 worm shifting or scatter-
ing processes. The contours show the coordinates where
P (x, y) = 0.5, 1.0, 1.5, 2.0, and 2.5× 10−4. Because the worm
is removed when the two kinks meet each other, the distribu-
tion is lowered around the center, which is more significant in
the case of the classical algorithm. Removed worms are not
shown here but counted in the distribution normalization.
lattice case. All possible cases of the simple cubic lat-
tice are shown in Fig. 5. The rejection-free condition
is satisfied for T ≤ 2/ ln(3/2) ' 4.9326 including the
critical temperature, Tc ≈ 4.511 [32]. In addition to the
conditions of the rejection minimization and the going-
straight-probability maximization, we here put a further
condition to find the unique solution; the variance of the
going straight flow, which is
∑
k=1,3,5(vk k+1−v)2, where
v = 13
∑
k=1,3,5 vk k+1, is minimized. Other solutions,
nevertheless, are expected to work as well as our choice
as long as the rejection rate is minimized and the going
straight flow is maximized. Our worm update optimized
by the geometric allocation can be generalized to many
classical models, such as the |φ|4 model, the Potts model,
and the O(n) loop model. It is promising to improve com-
putational efficiency, in general, as well as the case of the
Ising model in the present paper.
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FIG. 7. (Color online) Tails of the probability distributions of
the distance between two kinks for the square-lattice model
with L = 128 in the classical (open) and the present (solid)
algorithms after 64 (triangles), 128 (squares), and 256 (circles)
worm shifting or scattering processes. The distribution was
measured at r = |r|, where r = (x, y) and |x| = |y|. The tails
are fitted to Gaussian distributions: P (r) ∝ e−r2/2σ2 , where
σ2 is a parameter. The inset shows the linear scaling of the
estimated parameter in the case of the classical (circles) and
the present (squares) algorithms as a function of the number
of worm shifting or scattering processes (s). The variance in
the present algorithm is approximately 6 times as large as
that in the classical algorithm.
C. Reduction of Diffusive Behavior
We demonstrate here that the present worm algo-
rithm indeed reduces the diffusive behavior of worm po-
sition. Figure 6 shows the probability distribution of
the distance between two kinks (the head and tail of the
worm) for the square-lattice case with L = 128 after 256
worm shifting or scattering processes since the insertion.
The present worm exhibits the much broader distribu-
tion than the classical worm does. Worms removed at
(x, y) = (0, 0) before 256 worm processes are not shown
in Fig. 6 but counted in the distribution normalization.
The tail of the distribution of kink distance is well ap-
proximated by a Gaussian distribution. We estimate the
variance of the Gaussian distribution after 64, 128, and
256 worm shifting or scattering processes for L = 128 on
the square lattice, and find the linear growth of the vari-
ance as a function of the number of processes, as shown
in Fig. 7: σ2 ∝ s, where σ2 is the estimated variance and
s is the number of processes. In Fig. 7, although some
faster decay is seen in the distribution after 64 scattering
processes of the present worm, the tails of the distribu-
tions after 128 and 256 processes are well fitted to the
Gaussian form until longer distance. The distribution of
distance in the present algorithm is much broader: the
variance in the present approach grows approximately 6
times as fast as that in the classical approach does, as a
7function of the number of worm shifting or scattering pro-
cesses. These observations clearly show that the present
method successfully reduces the diffusive nature of the
worm random walk, which is expected to make sampling
more efficient.
D. Estimators
The present worm can measure all physical quantities
accessible by the classical worm. Energy can be calcu-
lated by the same formula (6). Meanwhile, quantities
related to worm position are measured in a different way.
We explain how to measure the spin correlation function
and the susceptibility here.
In the classical worm algorithm, the sampled config-
uration space is extended including configurations with
two kinks on sites of a lattice. Then the number of times
when the two kinks are at sites i and j naturally be-
comes an estimator of the spin correlation between i and
j, as mentioned in Sec. II. On the other hand, the present
worm never visits sites, so we need a different estimator
for measuring the correlation.
Let us here consider a virtual Monte Carlo step to shift
two kinks from bonds to sites. There are four choices
of sites because each bond connects two sites. Let us
then choose a pair of sites at random and consider the
Metropolis algorithm for accepting or rejecting the vir-
tual shift. Since we assume the kink is at the center of
a bond in the present algorithm, the weight of configu-
rations will be changed by this kink shift according to
the change in ` =
∑
b nb. If this virtual shift would be
accepted, we would count one for measuring the corre-
sponding spin correlation in a similar way to the clas-
sical worm algorithm. Thus, we can use the acceptance
probability as the reweighting factor from bond-kink con-
figurations to site-kink configurations. To calculate the
susceptibility, we simply need to sum up the reweighting
factor during the one-time worm update from insertion
to removal.
To sum up the argument of the above virtual shift,
the susceptibility estimator in the present algorithm is
expressed by
χˆ =
2β
4z
∑
worm
frew, (9)
where β is the inverse temperature, z is the coordination
number (the number of bonds connecting to a site, which
is four on the square lattice and six on the cubic lattice),
frew =
(
s+
1
s
)
fh (10)
is the reweighting factor after a worm scattering process,
and s ≡ √tanhK. In Eq. (10), fh is 2/s if the head is on
an activated bond, 2s on a deactivated bond, and s + 1s
on a half-activated and half-deactivated bond. In other
words, fh takes 2/s or 2s if the head comes back to the
tail, s + 1s otherwise. The summation in Eq. (9) means
that frew is calculated after each worm scattering process
and summed in the interval between measurements. Note
that
χˆ ∼ β
2z
(
s+
1
s
)2
`worm, (11)
where `worm is the worm length, because fh takes s +
1
s
except for the case where the head comes back to the tail.
Regarding the prefactor in Eq. (9), we assume the
present worm has the extra weight, 1/2, for accepting
the worm insertion and removal with probability one, and
need to consider it for estimators related to the extended
configuration. The value of the extra weight comes from
the fact that there are two possible directions for the
worm head to go in. Then, in the susceptibility estima-
tor (9), the reweighting factor is multiplied by two, which
is the inverse of the extra weight the worm carries. In ad-
dition, it is divided by four because we need the average
of four reweighting factors, and divided by the coordi-
nation number because of multiple counts caused by the
virtual shift from bonds to sites. It is straightforward
to calculate other quantities, such as the Fourier trans-
formed correlation function and the correlation length.
Note that while the extra weight worm carries is two in
the case of the Ising model, it depends on model and
worm variant used in simulation.
E. Possible Bias
Before closing this section on the methodology, we
note possible bias caused by fixed-time computation of
the worm algorithm as well as the Wolff cluster algo-
rithm [10]. In these methods, computational time cost in
a Monte Carlo step fluctuates depending on worm length,
or cluster size. The mean worm length, which corre-
sponds to susceptibility, is usually a decreasing function
of temperature. Energy, on the other hand, is an increas-
ing function. Thus, when a configuration is at a higher
energy, the computational time spent at the subsequent
Monte Carlo step will be shorter on average. As a re-
sult, given a simulation time, say, one hour, high-energy
configurations tend to be sampled more times than low-
energy configurations. Therefore, such a fixed-time com-
putation causes bias. For example, if parallel simulations
are run using different random numbers and the average
among them is naively calculated after some run-time,
the estimator has a bias. To avoid it, we have to fix the
number of Monte Carlo steps instead of run-time and
calculate the average among runs of the same number of
Monte Carlo steps. The bias we discuss here is caused in
quantum Monte Carlo simulations [13, 14] as well as clas-
sical simulations. Although the systematic error might be
negligible compared to statistical error, our simulations
are carefully done avoiding the bias.
8IV. HOW TO COMPARE MCMC SAMPLERS
We discuss how to quantify the computational effi-
ciency of an MCMC sampler. There are two points
to care [19]: thermalization (namely distribution conver-
gence or burn-in) and sampling efficiency. On the former,
since Monte Carlo samples are taken after thermalization
process, faster distribution convergence to a target one
allows for sampling from an earlier Monte Carlo step; on
the latter, more efficient sampling yields a smaller sta-
tistical error. The mean squared error of an estimator
in an MCMC method is proportional to the inverse of
the number of samples (Monte Carlo steps) according
to the central limit theorem [33]. Efficiency then should
be compared in the prefactor of the scaling, that is, the
asymptotic variance [19]. We explain here how to mea-
sure these quantities.
Thermalization rate is quantified by exponential au-
tocorrelation time. An autocorrelation function expo-
nentially decays in large Monte Carlo steps as shown in
Eq. (2), which is the case for finite-size systems we study
in the present paper. We calculate the function by run-
ning independent simulations and estimate the exponen-
tial autocorrelation time as a fitting parameter. The er-
ror of an estimate is calculated by bootstrapping [34, 35].
We simply choose a single exponential function as the
fitting function.
In the worm algorithm, we consider a Monte Carlo step
in a simulation to be a one-time worm update. In other
words, the number of Monte Carlo steps is equal to the
number of times when the head comes back to the tail.
Here, one Monte Carlo step should be renormalized in
units of the number of sites. Then an autocorrelation
time (τ ′exp) estimated by regression is rescaled:
τexp = τ
′
exp
〈`worm〉
N
, (12)
where 〈`worm〉 is the mean worm length, and N is the
number of sites. The mean worm length differs between
the classical and the present algorithms since the sampled
space is extended in different manners.
Sampling efficiency is, on the other hand, related to an
integrated autocorrelation time. It can be estimated by
τ ′int =
σ2
2σ¯2
, (13)
where σ2 is a mean squared error, namely the square of a
statistical error, calculated by the binning analysis using
a much larger bin size than the exponential autocorre-
lation time, and σ¯2 is calculated without binning. The
above estimator (13) will give an exact integrated auto-
correlation time in the large Monte-Carlo-step limit [1].
In a similar way to Eq. (12), it is also rescaled as
τint = τ
′
int
〈`worm〉
N
(14)
for comparison.
Although the integrated autocorrelation time is use-
ful to study Monte Carlo dynamics, we stress that sam-
pling efficiency should be compared in asymptotic vari-
ance that is the prefactor of the scaling:
σ2Oˆ ≈
vasymp,Oˆ
M
, (15)
where σ2Oˆ is the mean squared error of an estimator Oˆ,
vasymp,Oˆ is the asymptotic variance of Oˆ, and M is the
number of Monte Carlo steps used for sampling. Here we
assume Oˆ is an unbiased estimator of a physical quantity
O: 〈Oˆ〉 = O. Then the asymptotic variance is repre-
sented by:
vasymp,Oˆ = 2τint,OˆvOˆ, (16)
where vOˆ = 〈Oˆ2〉 − 〈Oˆ〉2 is the variance of Oˆ. In other
words, if M Monte Carlo samples are all independent
with each others, the mean squared error of Oˆ is esti-
mated to be σ2Oˆ ≈ vOˆ/M . In actual MCMC simulations,
samples are correlated, so vasymp,Oˆ 6= vOˆ; the effective
number of samples are reduced to Meff ≈ M/2τint,Oˆ.
Note 2τint,Oˆ > 1 in most cases: 2τ
′
int,Oˆ > 1 in the present
paper. Because different estimators may have different
variances, an integrated autocorrelation time may not be
adequate for comparison of sampling efficiency between
MCMC methods. We, therefore, use asymptotic vari-
ances to compare MCMC samplers.
In the present paper, according to Eqs. (13), (14), (15)
and (16), we estimate the variances by using the jackknife
method [36] in the following ways:
vasymp,Oˆ = M
σ2Oˆ
µ2Oˆ
〈`worm〉
N
(17)
vOˆ = M
σ¯2Oˆ
µ2Oˆ
, (18)
where M is the number of Monte Carlo steps used for
sampling, µOˆ is the average, and σ
2
Oˆ and σ¯
2
Oˆ are the
mean squared errors of an estimator Oˆ with and without
binning, respectively. The squared coefficient of varia-
tion (σ2/µ2) is used here for avoiding the dependence of
the definition of estimator: for example, an asymptotic
variance estimated by Eq. (17) is the same for total en-
ergy and energy density. Note that the rescaling factor
〈`worm〉/N in Eqs. (12), (14), and (17) is necessary for
the worm and also the Wolff algorithms, but not for the
single spin update.
V. RESULTS
We investigate the performance of our worm algorithm
for the Ising model on the simple cubic lattice, focus-
ing on the critical slowing down at the transition tem-
perature. We compare the present algorithm to the
9classical worm algorithm [15] and the Wolff cluster al-
gorithm [10]. The ensemble used in simulations is repre-
sented by the Boltzmann distribution at the critical tem-
perature: 1/Tc ≈ 0.22165455 [32]. The boundary condi-
tion is periodic in all the spatial directions. We optimize
the worm scattering probability as illustrated in Fig. 5.
More than 224 Monte Carlo samples were taken, in total,
after 216 thermalization steps.
For fair comparison, autocorrelation times are rescaled
in units of the number of sites as shown in Eqs. (12)
and (14). In the case of the Wolff algorithm, we rescale
integrated autocorrelation time by using cluster size:
τint = τ
′
int〈`cl〉/N , where τ ′int is estimated using Eq. (13),
〈`cl〉 is the mean cluster size, andN is the number of sites.
The mean worm length of the classical algorithm is pro-
portional to the susceptibility: 〈`classicalworm〉 = χ/β ∝
Lγ/ν , where γ and ν are the critical exponents of the
susceptibility and the correlation length, respectively [1].
We found the relation of the worm length between the
present and the classical algorithms: 〈`present worm〉 ≈
1.765〈`classical worm〉 for L ≥ 16.
The integrated autocorrelation time, the variance, and
the asymptotic variance of the energy estimator are
shown in Fig. 8. These quantities were calculated in the
manner explained above in Sec. IV. In the Wolff algo-
rithm, energy is simply calculated from spin configura-
tion. In Fig. 8, the present algorithm gives the shortest
integrated autocorrelation time and the smallest asymp-
totic variance. Meanwhile, the variance of the estimator
is almost the same for the three algorithms. It is inter-
esting that the variance decays fast as the system size
increases, which is sort of a self-averaging effect. The
shorter correlation time of the present algorithm allowed
us to calculate the larger system size.
By fitting data to a power-law form (∝ Lz), we es-
timate the dynamic critical exponents to be z ≈ 0.28,
0.31, and 0.27 for τint,Eˆ , z ≈ −2.75 in common for vEˆ ,
and z ≈ −2.44, −2.35, and −2.46 for vasymp,Eˆ , in the use
of the Wolff, the classical worm, and the present worm al-
gorithms, respectively. We expect three algorithms pro-
duce the same exponent asymptotically. Nevertheless,
the present algorithm yields approximately 27 and 2.2
times as small asymptotic variance as the classical worm
and the Wolff algorithm do, respectively, as shown in the
inset of the bottom panel of Fig. 8.
The quantities of the susceptibility estimator are
shown in Fig. 9 in a similar way to the energy estima-
tor. In the case of the Wolff algorithm, we compare two
estimators: χˆ = βM2z /N , where Mz is the total mag-
netization of spins, and χˆ = β`cl, where `cl is cluster
size. The dynamic critical exponents are estimated to
be z = 0.150(9), −0.50(1), −0.731(7), and −0.679(4) for
τint,χˆ; z ≈ 0.01, 0.58, 0.92, and 0.85 for vχˆ; and z ≈ 0.18,
0.18, 0.22, and 0.18 for vasymp,χˆ, in the use of spins in
the Wolff, cluster size in the Wolff, the classical worm,
and the present algorithms, respectively. The numbers
in parentheses hereafter indicate statistical uncertainty,
one standard deviation, on the preceding digit. Interest-
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FIG. 8. (Color online) Integrated autocorrelation time (top
panel), variance (middle panel), and asymptotic variance
(bottom panel) of the energy estimator for the Ising model on
the simple cubic lattice, calculated by the Wolff (triangles),
the classical worm (circles), or the present worm algorithm
(squares). The dynamic critical exponents are estimated to
be z ≈ 0.28, 0.31, and 0.27 for τint,Eˆ , z ≈ −2.75 in common for
vEˆ , and z ≈ −2.44, −2.35, and −2.46 for vasymp,Eˆ , in the use
of the Wolff, the classical worm, and the present worm algo-
rithms, respectively. The inset of the bottom panel shows the
asymptotic variances of the classical worm (diamonds) and
the Wolff algorithm (pentagons) in units of the asymptotic
variance of the present algorithm, which are approximately
27 and 2.2 for relatively large system sizes, respectively.
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FIG. 9. (Color online) Integrated autocorrelation time (top
panel), variance (middle panel), and asymptotic variance
(bottom panel) of the susceptibility estimator for the Ising
model on the simple cubic lattice, calculated by the Wolff
(triangles), the classical (circles), or the present worm algo-
rithm (squares). In the Wolff algorithm, two estimators using
spins (upper triangles) or cluster size (lower triangles) are
compared (see the main text for the detail of the estima-
tors). The dynamic critical exponents are estimated to be
z = 0.150(9), −0.50(1), −0.731(7), and −0.679(4) for τint,χˆ,
z ≈ 0.01, 0.58, 0.92, 0.85 for vχˆ, and z ≈ 0.18, 0.18, 0.22, and
0.18 for vasymp,χˆ, in the use of spins in the Wolff, cluster size
in the Wolff, the classical worm, and the present algorithm,
respectively. The inset of the bottom panel shows the asymp-
totic variances of the classical worm (diamonds) and the Wolff
algorithm (pentagons) in units of the asymptotic variance of
the present algorithm, which are approximately 23 and 1.6
for relatively large system sizes, respectively.
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FIG. 10. (Color online) Autocorrelation functions of the en-
ergy (left panel) and the susceptibility (right panel) estima-
tors for L = 4 (open) and 8 (solid) on the simple cubic lattice
in the use of the classical worm (circles) and the present al-
gorithm (squares). The horizontal axis is the renormalized
number of Monte Carlo steps in units of L3 worm shifting or
scattering processes.
ingly, while the scalings of τint,χˆ and vχˆ are quite different
between the estimators and algorithms, the dynamic crit-
ical exponent of vasymp,χˆ is likely common. Particularly,
in the case of the Wolff algorithm, vasymp,χˆ is almost the
same between the estimators using spins and cluster size.
The present worm, nonetheless, yields approximately 23
and 1.6 times as small asymptotic variance as the classi-
cal worm and the Wolff cluster do, respectively, as shown
in the inset of the bottom panel of Fig. 9.
We emphasize sampling efficiency should be compared
in asymptotic variance. The integrated autocorrelation
time of the susceptibility estimator in the classical worm
algorithm is orders of magnitude shorter than that mea-
sured by spins in the Wolff algorithm, showing the quite
different size scaling. However, the asymptotic variances
of the two estimators show almost the same scaling. In
fact, the asymptotic variance is much larger in the clas-
sical worm algorithm because of the different scalings of
the estimator variances. If you only look at integrated
autocorrelation time, it may lead to an incorrect conclu-
sion about efficiency.
Compared to the classical worm, the variance of the
susceptibility estimator is significantly reduced by the
present worm update as shown in the middle panel of
Fig. 9. Because the worm length is, exactly in the case of
the classical worm and almost in the case of the present
worm as shown in Eq. (11), proportional to the suscep-
tibility estimator, also the variance of the worm length
is reduced by the present algorithm in a similar way to
the middle panel of Fig. 9. We expect the performance
improvement to be attributed to the variance reduction
of the worm length.
We compare not only sampling efficiency but also ther-
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malization rate. The autocorrelation functions (1) of the
energy and the susceptibility estimators for L = 4 and
8 are shown in Fig. 10, calculated from more than 230
independent Markov chains (sample paths). The func-
tion of the energy estimator shows the almost single ex-
ponential decay. As for the susceptibility estimator, on
the other hand, some fast and slow decays are observed.
While τint,χˆ decreases with L as shown in the top panel of
Fig. 9, the autocorrelation function for L = 8 clearly has
slower decay than that for L = 4 does, in the case of the
classical algorithm, as shown in the right panel of Fig. 10.
The reason why τint,χˆ decreases with L is that the prefac-
tor of the slowly decaying mode decreases, which is also
seen in Fig. 10.
The scaling of the exponential autocorrelation time is
shown in Fig. 11, calculated by bootstrapping as men-
tioned in Sec. IV. We found τexp,χˆ ≈ τexp,Eˆ , which is also
seen in Fig. 10. Since the autocorrelation function of the
energy estimator is well approximated by a single expo-
nential function, it is expected that τexp,Eˆ ≈ τint,Eˆ , which
we indeed confirmed. Therefore, we expect the asymp-
totic scaling: τexp,χˆ ≈ τexp,Eˆ ≈ τint,Eˆ ∝ L0.27, where
the power was estimated from the plots in Fig. 8. The
ratio of the exponential autocorrelation times between
the classical and the present algorithms is approximately
26 as shown in the inset of Fig. 11, which is consistent
with the ratio regarding the integrated autocorrelation
time or the asymptotic variance of the energy estimator.
Note that the summation of the autocorrelation function
with respect to the renormalized time is somewhat dif-
ferent from the renormalized integrated autocorrelation
time (14) because of the constant 1/2 in the definition (4).
Nonetheless, the asymptotic scaling with respect to sys-
tem size should be the same for the two quantities.
A lesson to learn from these analyses is that we must
be careful for estimating τexp and needed thermalization
(burn-in) period. Because τint is usually easier to esti-
mate than τexp, people roughly estimate τexp from τint in
some (or maybe many) cases. Assume that an autocor-
relation function is approximated by a single exponential
function and τexp  1, then τint ∼ τexp. When an au-
tocorrelation function has a slow decay with prefactor c,
τint ∼ c τexp. Thus τexp can be much larger than τint
possibly in orders of magnitude as we have estimated
τint,χˆ ∝ L−0.731, but τexp,χˆ ∝ L0.27 for the classical algo-
rithm.
VI. SUMMARY
We have proposed the modified worm algorithm for
classical models and demonstrated the performance im-
provement for the Ising model at the critical temperature.
The kinks of the present worm are located on bonds in-
stead of sites on a lattice. The probabilities at worm
scattering are optimized using the directed-loop frame-
work and the geometric allocation approach so that the
bounce (rejection) probability is minimized and indeed
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FIG. 11. (Color online) Size dependence of the exponential
autocorrelation time of the energy (solid) and the susceptibil-
ity (open) estimators in the use of the classical (circles) and
the present (squares) algorithms for the Ising model on the
simple cubic lattice. The inset shows the ratio of the times of
the energy estimators between the two algorithms.
reduced to zero in a wide range of temperature includ-
ing the critical point. Furthermore, the probability for
the worm head to go straight is maximized to reduce the
diffusive nature of worm position.
The reduction of the diffusive behavior is confirmed in
the probability distribution of worm position as the rapid
growth of the variance of the distribution as a function
of scattering processes in Figs. 6 and 7. As a result, the
variance of worm length, as well as the variance of the
susceptibility estimator, is significantly reduced as seen
in the middle panel of Fig. 9, which is expected to lead
to efficient sampling.
We have discussed how to compare Monte Carlo sam-
plers and measure relevant quantities. While thermal-
ization rate is quantified by exponential autocorrelation
time, sampling efficiency, as we have stressed, should be
compared in asymptotic variance.
The exponential autocorrelation time and the asymp-
totic variance in the present method are approximately
only 4% as large as those in the classical algorithm for
the Ising model on the simple cubic lattice, shown in
Figs. 8, 9, and 11. Our algorithm is remarkably even
more efficient than the Wolff cluster algorithm. The com-
pared algorithms likely produce the same dynamic criti-
cal exponents of the exponential autocorrelation time and
the asymptotic variance. The exponent of the longest
time scale in the worm update is estimated to be z ≈
0.27, which is somewhat larger than the previous esti-
mate in the classical worm algorithm, z ≈ 0.174 [16], but
consistent with the recent estimate in the Wolff update,
z = 0.24(2) [8]. This agreement suggests that the worm
and the Wolff algorithms share the same exponent of the
exponential autocorrelation time as well as the asymp-
totic variance.
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Meanwhile, we observed the integrated autocorrelation
time of the susceptibility estimator shows the quite dif-
ferent scaling from the exponential autocorrelation time:
τexp,Eˆ ≈ τint,Eˆ ≈ τexp,χˆ  τint,χˆ. These findings clearly
indicate that asymptotic variance is more adequate than
integrated autocorrelation time for comparison of sam-
pling efficiency.
The present approach can be generalized to a wide
range of physical models, such as the |φ|4 model, the
Potts model [20], the O(n) loop model [17, 21, 22], and
the lattice QCD [23]. The directed-loop framework and
the geometric allocation approach are expected to re-
duce computational cost significantly for many kinds of
systems. In particular, it is promising to apply to frus-
trated models in combination with the dual worm formal-
ism [27]. The performance of the present worm algorithm
in the case of other models needs to be investigated in
the future.
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