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In this paper, we focus on a generalized complementarity problems over symmetric cone
GSCCP(f , g) when the underlying functions f and g are H-differentiable. By introducing
the concepts of relatively uniform Cartesian P-property, relatively Cartesian P(P0)-
property, the Cartesian semimonotone (E0)-property (strictly Cartesian semimonotone
(E)-property), and the relatively regular point with respect to the merit function Ψ (x),
we extend various similar results proved in GCP(f , g) to generalized complementarity
problems over symmetric cone GSCCP(f , g) and establish various conditions on f and g
to get a solution to GSCCP(f , g).
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1. Introduction
Consider generalized complementarity problems over symmetric cone, denoted by GSCCP(f , g), which is to find x ∈ J
such that
f (x) ∈ K , g(x) ∈ K , ⟨f (x), g(x)⟩ = 0, (1.1)
where f and g are continuous mappings from J into itself, K ⊂ J is a symmetric cone, J is an n-dimensional Euclidean space
and ⟨·, ·⟩ denotes the Euclidean inner product.
From the structure theorems of a Euclidean Jordan algebra, we know that for a given Euclidean Jordan algebra J and the
corresponding symmetric cone K , we have
J = J1 × J2 × · · · × Jm and K = K1 × K2 × · · · × Km,
where each nv-dimensional space Jv is a simple Jordan algebra (which is not the direct sumof two Euclidean Jordan algebras)
with the corresponding symmetric cone Kv , and
∑m
v=1 nv = n. Moreover, for x = (x1, x2, . . . , xm) and y = (y1, y2, . . . , ym)
in J with xv, yv ∈ Jv , one also has
x ◦ y = (x1 ◦ y1, x2 ◦ y2, . . . , xm ◦ ym)T
and
⟨x, y⟩ =
m−
v=1
⟨xv, yv⟩.
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Therefore, the generalized complementarity problem over symmetric cone (1.1) is equivalent to
fv(x) ∈ Kv, gv(x) ∈ Kv, ⟨fv(x), gv(x)⟩ = 0, (1.2)
for each v ∈ {1, 2, . . . ,m}.
This problem has a wide range of applications Refs. [1,2]. It is closely related to the optimality conditions for symmetric
cone linear programming (SCLP).Moreover, problem (1.1) includes semidefinite complementarity problems (SDCP), second-
order cone complementarity problems (SOCCP), and linear and nonlinear complementarity problems (LCP/NCP) as special
cases. For example, when K = Rn+, symmetric cone complementarity problems reduce to the nonlinear complementarity
problems (NCPs).
The concepts of andH-differentialswere introduced in Ref. [3] to study the injectivity of nonsmooth functions. It has been
shown in Ref. [3] that the Fréchet derivative of a Fréchet differentiable function, the Clarke generalized Jacobian of a locally
Lipschitzian function Refs. [4], the Bouligand subdifferential of a semismooth function Refs. [5,6], and the C-differential of a
C-differentiable function Ref. [7] are examples ofH-differentials. Moreover, theH-differentiable function need not be locally
Lipschitzian nor directionally differentiable. These concepts give useful and unified treatments formany problemswhen the
underlying functions are not necessarily locally Lipschitzian nor semismooth, see Refs. [8–12].
In this paper, we focus on a generalized complementarity problems over symmetric cone GSCCP(f , g) when the
underlying functions f and g are H-differentiable. Also, we introduce the concepts of relatively uniform Cartesian P-
property, relatively Cartesian P(P0)-property, the Cartesian semimonotone (E0)-property (strictly Cartesian semimonotone
(E)-property), and the relatively regular point with respect to the merit function Ψ (x) to establish some conditions on f
and g to get a solution for generalized complementarity problems over symmetric cone GSCCP(f , g). Furthermore, we show
that our results extend various similar results proved for the nonlinear generalized complementarity problems GCP(f , g) in
Ref. [11].
The paper is organized as follows. In Section 2, we introduce some useful mathematical results on Euclidean Jordan
algebras associated with symmetric cone. In Section 3, we describe the H-differentiable of the c-function and its merit
function over symmetric cone. The corresponding important properties of this complementarity function are discussed then.
In Section 4, we give stationary points analysis of merit function with an H-differential, and impose different conditions on
the functions f and g to get a solution for GSCCP(f , g).
In our notation, T denotes transpose; int K denotes the interior of K ; a ≽ b or a ≻ b means that a − b ∈ K or
a − b ∈ int K , respectively. We denote [·]+/[·]− : J → K/ − K as the nearest point projection onto K/ − K , i.e.,
[x]+ := argmin{‖x− y‖ | y ∈ K}([x]− := argmin{‖x− y‖ | y ∈ −K}), respectively.
2. Preliminaries
In this section, we give some basic results of Euclidean Jordan algebras, which is a basic tool extensively used in this
paper. Our presentation is concise and without proofs. For more details, the reader is referred to Ref. [13].
(J, ◦) is called a Jordan algebra if a bilinear mapping J × J → J denoted by ‘‘◦’’ is defined for any x, y ∈ J such that
(i) x ◦ y = y ◦ x,
(ii) LxLx2 = Lx2Lx,
where x2 = x ◦ x, Lx is a linear transformation of J defined by Lx(y) = x ◦ y. Note that Jordan algebras are not necessarily
associative, i.e., x ◦ (y ◦ z) ≠ (x ◦ y) ◦ z in general.
A Jordan algebra J is called Euclidean if an associative inner product ‘‘⟨·, ·⟩’’ is defined, i.e., ⟨x ◦ y, z⟩ = ⟨x, y ◦ z⟩ holds for
every x, y, z ∈ J . A Jordan algebra has an identity, if there exists a (necessarily unique) element e such that x ◦ e = e ◦ x = x
for all x ∈ J . Throughout this paper, we assume that J is a Euclidean Jordan algebra with an identity element e.
An element c ∈ J is called idempotent if c ◦ c = c. Idempotents c and d are orthogonal if c ◦ d = 0. An idempotent
c is primitive if c cannot be expressed by the sum of two other nonzero idempotents. We denote the maximum possible
number of primitive orthogonal idempotents by r , which is called the rank of J . The rank of J is in general different from
the dimension of J . A set of idempotents {c1, c2, . . . , cr} is called a Jordan frame if they are orthogonal to each other, i.e.
ci ◦ cj = 0 for any i, j ∈ {1, . . . , r}with i ≠ j, and c1 + · · · + cr = e.
The set {x2 : x ∈ J} is called the cone of squares of Euclidean Jordan algebra(J, ◦, ⟨·, ·⟩). The following theorem can be
found in Ref. [13].
Theorem 2.1. A cone is symmetric if and only if it is the cone of squares of some Euclidean Jordan algebra.
Theorem 2.2 (Spectral Decomposition Theorem). Let J be a Euclidean Jordan algebra with rank r. Then, for every x ∈ J , there
exists a Jordan frame c1, c2, . . . , cr and real numbers λ1, λ2, . . . , λr such that x =∑ri=1 λici. The numbers λ1, λ2, . . . , λr (with
their multiplicities) are uniquely determined by x.
The real numbers λ1, λ2, . . . , λr are called the eigenvalues of x, which are continuous functions with respect to x. The
trace of x is defined by
∑r
i=1 λi, denoted as Tr(x), which is a linear function with respect to x. The determinant of x is defined
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by
∏r
i=1 λi, denoted as Det(x). Note that trace is associative, i.e. Tr(x, y ◦ z) = Tr(x ◦ y, z), we define the inner product ⟨·, ·⟩
by ⟨x, y⟩ := Tr(x ◦ y). Thus, we may define norm on J by
‖x‖ := ⟨x, x⟩ = Tr(x2) =
 r−
i=1
λ2i , ∀x ∈ J.
For any x, y ∈ J, x and y are said to be operator commute if Lx and Ly commute, i.e., LxLy = LyLx. It is well known that x
and y operator commute if and only if x and y have their spectral decompositions with respect to a common Jordan frame.
Theorem 2.3 (Peirce Decomposition Theorem). Given a Jordan frame of the Euclidean Jordan algebra (J, ◦, ⟨·, ·⟩) :
{c1, c2, . . . , cr}. For any i, j ∈ {1, 2, . . . , r}, define
Jii := {x ∈ J : x ◦ ci = x}
Jij :=

x ∈ J : x ◦ ci = 12x = x ◦ cj

, if i ≠ j.
Then, the space J is the orthogonal direct sum of Jij(i < j). Furthermore.
(i) Jij ◦ Jij ⊂ Jii + Jjj;
(ii) Jij ◦ Jjk ⊂ Jik, if i ≠ k;
(iii) Jij ◦ Jkl = {0}, if {i, j} ∩ {k, l} = ∅.
Thus, for a given Jordan frame of (J, ◦, ⟨·, ·⟩) : {c1, c2, . . . , cr} and any given x ∈ J , we can write x as
x =
r−
i=1
xici +
−
i<j
xij, where xi ∈ R, xij ∈ Jij,
where R denotes the set of all real numbers.
An element x ∈ J is said to be invertible if there exists a y = ∑ki=1 γixi for some finite k < ∞ and real number γi such
that y ◦ x = e, and written as x−1. If x2 = y and y ≽ 0, then x can be written as y 12 . Given x ∈ J with x = ∑ri=1 λici, where
{c1, c2, . . . , cr} is a Jordan frame and λ1, λ2, . . . , λr are eigenvalues of x, then x2 = ∑ri=1 λ2i ci, x+ := ∑ri=1 λi+ci, x− :=∑r
i=1 λi−ci, |x| :=
∑r
i=1 |λi|ci. Furthermore, if λi ≥ 0 for all i ∈ {1, 2, . . . , r}, then x
1
2 = ∑ri=1 λ 12i ci, and if λi > 0 for all
i ∈ {1, 2, . . . , r}, then x−1 =∑ri=1 λ−1i ci.
In the following, we extend the definition of any real valued analytic function f (·) to elements of Jordan algebras via their
eigenvalues, i.e., F : J → J is given by
F(x) := f (λ1)c1 + · · · + f (λr)cr , (2.1)
where x = λ1c1 + λ2c2 + · · · + λrcr .
By Theorem 2.1, we know that the set K := {x2 : x ∈ J} is called the symmetric cone associated with J . In terms of (2.1), K
is also characterized as the set of elements whose eigenvalues are all nonnegative. An important property of the symmetric
cone K is self-duality, i.e., the dual cone of K defined by {y : ⟨x, y⟩ ≥ 0, ∀x ∈ K} is K itself.
3. H-differentiability of a C-function and its merit function
Definition 3.1. AmappingΦ : Jv× Jv is called a complementarity function(c-function) associated with the symmetric cone
Kv if for any x, y ∈ Jv ,
Φ(x, y) = 0⇔ x ∈ Kv, y ∈ Kv, ⟨x, y⟩ = 0.
In this paper, our complementarity function associated with the symmetric cone Kv is defined as follows:
Φ(x, y) := x2− + y2− + (x ◦ y)2+. (3.1)
For the problem GSCCP(f , g), we define
Φ(x) :=
Φ(f1(x), g1(x))...
Φ(fm(x), gm(x))
 , (3.2)
and callΦ(x) a C-function for GSCCP(f , g).
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From Lemma 3.3 in Ref. [14] and the strong semismoothness of (·)+ and (·)−, it is easy to obtain the following theorem.
Theorem 3.1. Let Φ(x, y) be defined by (3.1). Then Φ(x, y) is continuously differentiable at any (x, y) ∈ J × J and has the
following strongly semismooth Jacobian:
Φ ′(x, y) = (∇TxΦ(x, y),∇TyΦ(x, y)),
where
∇TxΦ(x, y)e = 2{L(x−)+ L(x ◦ y)+y}e
= 2(x− + (x ◦ y)+y),
and
∇TyΦ(x, y)e = 2{L(y−)+ L(x ◦ y)+x}e
= 2(y− + (x ◦ y)+x).
In the following, we show that the real-valued function Ψ : J × J → R defined by
Ψ (x, y) := 1
2
⟨e,Φ(x, y)⟩ = 1
2
[‖x−‖2 + ‖y−‖2 + ‖(x ◦ y)+‖2] (3.3)
is a merit function corresponding toΦ(x, y) defined by (3.1).
Theorem 3.2. Let J be a Euclidean Jordan algebra of rank r, and K be the symmetric cone in J. Then for any x, y ∈ J , the following
statements are equivalent:
(a) x ∈ K , y ∈ K , x ◦ y = 0;
(b) Ψ (x, y) = 0.
Proof. ‘‘(a)⇒(b)’’ Given (a), then, we have ⟨x, y⟩ = ⟨e ◦ x, y⟩ = ⟨e, x ◦ y⟩ = 0, i.e., Φ(x, y) = 0. So, it is easy to obtain (b)
from the fact that Ψ (x, y) = 12 ⟨e,Φ(x, y)⟩.
‘‘(b)⇒(a)’’ If Ψ (x, y) = 0, then it follows from (3.3) that x− = 0, y− = 0, and (x ◦ y)+ = 0, so x ∈ K , y ∈ K ,
x ◦ y = 0. 
Employing Theorem 3.1, we next present another equivalent reformulation of the complementarity condition.
Proposition 3.1. Let Ψ : J × J → R be given by (3.3). Then, we have:
(a) ⟨∇xΨ (x, y),∇yΨ (x, y)⟩ ≥ 0;
(b) ⟨∇xΨ (x, y),∇yΨ (x, y)⟩ = 0⇔ ∇xΨ (x, y) ◦ ∇yΨ (x, y) = 0.
Proof. (a) Note that Ψ (x, y) = 12 ⟨e,Φ(x, y)⟩. We have
∇xΨ (x, y) = 12∇
T
xΦ(x, y)e = x− + (x ◦ y)+y (3.4)
∇yΨ (x, y) = 12∇
T
yΦ(x, y)e = y− + (x ◦ y)+x. (3.5)
By (3.4) and (3.5), direct calculation yields
⟨∇xΨ (x, y),∇yΨ (x, y)⟩ = ⟨x− + (x ◦ y)+y, y− + (x ◦ y)+x⟩
= ⟨x−, y−⟩ + ⟨x−, (x ◦ y)+x⟩ + ⟨(x ◦ y)+y, y−⟩ + ⟨(x ◦ y)+y, (x ◦ y)+x⟩
= ⟨x−, y−⟩ + ⟨x2−, (x ◦ y)+⟩ + ⟨(x ◦ y)+, y2−⟩ + ⟨(x ◦ y)2+, (x ◦ y)+⟩
≥ 0.
(b) If ∇xΨ (x, y) ◦ ∇yΨ (x, y) = 0, then taking the inner product of both sides with the identity element e gives
0 = ⟨e,∇xΨ (x, y) ◦ ∇yΨ (x, y)⟩ = ⟨∇xΨ (x, y),∇yΨ (x, y)⟩.
Conversely, suppose that ⟨∇xΨ (x, y),∇yΨ (x, y)⟩ = 0. Similarly, we have
0 = ⟨∇xΨ (x, y),∇yΨ (x, y)⟩ = ⟨e ◦ ∇xΨ (x, y),∇yΨ (x, y)⟩ = ⟨e,∇xΨ (x, y) ◦ ∇yΨ (x, y)⟩.
Hence, ∇xΨ (x, y) ◦ ∇yΨ (x, y) = 0. 
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Theorem 3.3. Let J be a Euclidean Jordan algebra of rank r, and K be the symmetric cone in J. Then for any x, y ∈ J , the following
statements are equivalent:
(a) x ∈ K , y ∈ K , x ◦ y = 0;
(b) ∇Ψ (x, y) = 0;
(c) ∇xΨ (x, y)+∇yΨ (x, y) = 0.
Proof. ‘‘(a)⇒ (b)’’ From (3.4) and (3.5), we have
∇Ψ (x, y) =
∇xΨ (x, y)
∇yΨ (x, y)

=

1
2
∇TxΦ(x, y)e
1
2
∇TyΦ(x, y)e
 = x− + (x ◦ y)+yy− + (x ◦ y)+x

. (3.6)
If x ∈ K , y ∈ K , x ◦ y = 0, then x− = 0, y− = 0, (x ◦ y)+ = 0. So, we have ∇Ψ (x, y) = 0.
‘‘(b)⇒(c)’’ It is obvious.
‘‘(c)⇒(a)’’ First, we show that∇xΨ (x, y) = ∇yΨ (x, y) = 0 in this case. If∇xΨ (x, y) ≠ 0, from (c) and Proposition 3.1(a),
it is easy to obtain that
0 = ⟨∇xΨ (x, y),∇xΨ (x, y)+∇yΨ (x, y)⟩
= ⟨∇xΨ (x, y),∇xΨ (x, y)⟩ + ⟨∇xΨ (x, y),∇yΨ (x, y)⟩
≥ ⟨∇xΨ (x, y),∇xΨ (x, y)⟩
> 0.
This is a contradiction. Therefore, ∇xΨ (x, y) = 0. Similarly, we have ∇yΨ (x, y) = 0.
Therefore, we have
⟨x, x− + (x ◦ y)+y⟩ = ⟨x, x−⟩ + ⟨x, (x ◦ y)+y⟩ = ⟨x−, x−⟩ + ⟨(x ◦ y)+, (x ◦ y)+⟩ = 0,
and
⟨y, y− + (x ◦ y)+x⟩ = ⟨y, y−⟩ + ⟨y, (x ◦ y)+x⟩ = ⟨y−, y−⟩ + ⟨(x ◦ y)+, (x ◦ y)+⟩ = 0.
In addition, ⟨x−, x−⟩ ≥ 0, ⟨y−, y−⟩ ≥ 0 and ⟨(x ◦ y)+, (x ◦ y)+⟩ ≥ 0, hence, we further have x− = y− = 0, and
x ◦ y = (x ◦ y)+ = 0, i.e., x ∈ K , y ∈ K , x ◦ y = 0. This completes the proof. 
Next, we start to discuss the H-differentiability of the vector-valued function Φ and real-valued function Ψ defined by
(3.1) and (3.3) respectively. We first recall the following definition from Ref. [11].
Definition 3.2. Given a function f : Ω ⊆ Rn → Rm whereΩ is an open set in Rn and x∗ ∈ Ω , we say that a nonempty subset
Tf (x∗) of Rm×n is an H-differential of f at x∗ if for every sequence {xk} ⊆ Ω converging to x∗, there exists a subsequence {xkj}
and a matrix A ∈ Tf (x∗) such that
f (xkj)− f (x∗)− A(xkj − x∗) = o(‖xkj − x∗‖). (3.7)
We say that f is H-differentiable at x∗ if f has an H-differential at x∗.
Theorem 3.4. Let f and g be H-differentiable at x with Tf (x) and Tg(x) as the H-differentials respectively. Then Ψ defined
by (3.3) is H-differentiable at x with an H-differential given by
TΨ (x) = {uTA+ vTB : A ∈ Tf (x), B ∈ Tg(x)} (3.8)
with
u = ∇T1Ψ (f (x), g(x)) = f (x)− + (f (x) ◦ g(x))+g(x); (3.9)
and
v = ∇T2Ψ (f (x), g(x)) = g(x)− + (f (x) ◦ g(x))+f (x). (3.10)
Proof. Note that Ψ (x, y) = 12 ⟨e,Φ(x, y)⟩, and
TΦ(x, y) = {∇xΦ(x, y)A+∇yΦ(x, y)B : A ∈ Tf (x), B ∈ Tg(x)}.
J. Tang, C. Ma / Computers and Mathematics with Applications 63 (2012) 14–24 19
So,
TΨ (x, y) = 12e
TTΦ(x, y)
= 1
2
{eT (∇xΦ(x, y)A+∇yΦ(x, y)B)}
= ∇Tx Ψ (x, y)A+∇Ty Ψ (x, y)B
where A ∈ Tf (x), B ∈ Tg(x). Replacing x and y by f (x) and g(x) respectively in the above equation, we can immediately
derive the desired result. 
Proposition 3.2. Suppose vectors u, v are given by (3.9) and (3.10), respectively. Then, we have:
(a) x solves GSCCP(f , g)⇔ Ψ (x) = 0⇔ Φ(x) = 0;
(b) For i ∈ {1, 2, . . . ,m}, ⟨ui, vi⟩ ≥ 0;
(c) For i ∈ {1, 2, . . . ,m}, Φi(x) = 0⇔ ui = 0, and vi = 0;
(d) For i ∈ {1, 2, . . . ,m}, if fi(x) ≻ 0 and gi(x) ≻ 0, then, ui ≻ 0, vi ≻ 0.
Proof. Replacing x and y by f (x) and g(x) respectively, we can immediately derive the desired result from Theorem 3.2, 3.3
and Proposition 3.1. 
Theorem 3.5. Suppose f : J → J and g : J → J are H-differentiable at x with H-differentials, respectively, by Tf (x) and Tg(x).
Assume that Ψ is H-differentiable at x with an H-differential given by
TΨ (x) = {uTA+ vTB : A ∈ Tf (x), B ∈ Tg(x)}
where u and v are defined by (3.9) and (3.10) respectively.
(a) If Tg(x) consist of nonsingular matrices, and 0 ∈ TΨ (x), thenΦ(x) = 0⇔ u = 0.
(b) If Tf (x) consist of nonsingular matrices, and 0 ∈ TΨ (x), thenΦ(x) = 0⇔ v = 0.
Proof. Note thatΨ (x) = ⟨e,Φ(x)⟩, ifΦ(x) = 0,we obtain immediately thatΨ (x) = 0. So,wehaveu = 0 fromTheorems3.2
and 3.3.
Conversely, assume that u = 0. Since 0 ∈ TΨ (x), then for some uTA+ vTB ∈ TΨ (x),
0 = uTA+ vTB.
In addition, Tg(x) consists of nonsingular matrices, then,
0 = uTAB−1 + vT
so we have u = v = 0. Hence, it is not difficult to obtain from Proposition 3.2(c) thatΦ(x) = 0.
(b) The proof is similar to the proof of (a), we omit it here. 
4. Cartesian P-property and stationary points analysis
For given H-differentiable functions f : J → J and g : J → J , consider the associated c-functionΦ and its merit function
Ψ . It is not difficult to obtain that Ψ (x) ≥ 0 for any x ∈ J and
Ψ (x) = 0⇔ Φ(x) = 0⇔ x solves GSCCP(f , g).
Based on this, we have an unconstrained reformulation of problem (1.1).
min
x∈J Ψ (x). (4.1)
In this section, we focus on the question that under what assumptions a stationary points of Ψ (x) is a solution of problem
(1.1). First, we introduce the concept of Cartesian P0(P)-property in the setting of Jordan algebra.
Definition 4.1 ([15]). A matrixM ∈ J × J is said to have
(a) the Cartesian P-property if for every nonzero z = (z1, z2, . . . , zm) ∈ J with zv ∈ Jv , there exists an index v ∈
{1, 2, . . . ,m} such that ⟨zv, (Mz)v⟩ > 0;
(b) the Cartesian P0-property if for every nonzero z = (z1, z2, . . . , zm) ∈ J with zv ∈ Jv , there exists an index v ∈
{1, 2, . . . ,m} such that zv ≠ 0 and ⟨zv, (Mz)v⟩ ≥ 0;
(c) the Jordan P-property (or the P1-property) if z ◦ (Mz) ∈ −K ⇒ x = 0;
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(d) the P-property if the condition that Lzv L(Mz)v = L(Mz)v Lzv , v = 1, 2, . . . ,m and z ◦ (Mz) ∈ −K necessarily implies z = 0;
(e) the P0-property ifM + εI for any ε > 0 has the P-property.
Proposition 4.1 ([15]).
(a) If a matrix M ∈ J × J has the Cartesian P-property, then it also has the Jordan P-property and the P-property.
(b) If a matrix M ∈ J × J has the Cartesian P0-property, then it has the P0-property.
Definition 4.2 ([15]). A nonlinear mapping f = (f1, f2, . . . , fm)with fv : Jv → Jv is said to have
(a) the uniform Cartesian P-property if there exists a constant ρ > 0 such that, for any x, y ∈ J , there exists an index
v ∈ {1, 2, . . . ,m} such that ⟨xv − yv, fv(x)− fv(y)⟩ ≥ ρ‖x− y‖2;
(b) the Cartesian P-property if for any x, y ∈ J , with x ≠ y, there exists an index v ∈ {1, 2, . . . ,m} such that
⟨xv − yv, fv(x)− fv(y)⟩ > 0;
(c) the Cartesian P0-property if for any x, y ∈ J , with x ≠ y, there exists an index v ∈ {1, 2, . . . ,m} such that
⟨xv − yv, fv(x)− fv(y)⟩ ≥ 0;
(d) the Jordan P-property if (x− y) ◦ (f (x)− f (y)) ∈ −K ⇒ x = y;
(e) the P-property if the condition that Lxv−yv Lfv(x)−fv(y) = Lfv(x)−fv(y)Lxv−yv , v = 1, 2, . . . ,m and (x−y)◦(f (x)− f (y)) ∈ −K
implies x = y;
(f) the P0-property if f (x)+ εI for any ε > 0 has the P-property.
Proposition 4.2 ([15]).
(a) If a nonlinear mapping f : J → J has the Cartesian P-property, then it also has the Jordan P-property and the P-property.
(b) If a nonlinear mapping f : J → J has the Cartesian P0-property, then it has the P0-property.
Obviously, if the H-differentiable mapping f has the Cartesian P(P0)-property, then for any A ∈ Tf (x), A also has the
corresponding Cartesian P-property. When f degenerates into the affine function Mx + q, f having the uniform Cartesian
P-property coincides withM having the Cartesian P-property.
Definition 4.3 ([11]). For functions f , g : Rn → Rn, we say that f and g are:
(a) Relatively monotone if
⟨f (x)− f (y), g(x)− g(y)⟩ ≥ 0 for all x, y ∈ Rn;
(b) Relatively strictly monotone if
⟨f (x)− f (y), g(x)− g(y)⟩ > 0 for all x, y ∈ Rn, x ≠ y;
(c) Relatively strongly monotone if if there exists a constant ρ > 0 such that for any x, y ∈ Rn,
⟨f (x)− f (y), g(x)− g(y)⟩ ≥ ρ‖x− y‖2.
Nextwe further generalize the definitions of P0-property, semimonotone (E0) (strictly semimonotone (E)), which are special
cases of those first generalized by Tawhid in Ref. [11].
Definition 4.4. For functions f = (f1, f2, . . . , fm), g = (g1, g2, . . . , gm) with fv : J → Jv, gv : J → Jv , we say that f and g
have:
(a) the relatively Cartesian P-property if for any x, y ∈ J with x ≠ y, there exists an index v ∈ {1, 2, . . . ,m} such that
⟨fv(x)− fv(y), gv(x)− gv(y)⟩ > 0;
(b) the relatively Cartesian P0-property if for any x, y ∈ J with x ≠ y, there exists an index v ∈ {1, 2, . . . ,m} such that
xv ≠ yv, and ⟨fv(x)− fv(y), gv(x)− gv(y)⟩ ≥ 0;
(c) the relatively uniform Cartesian P-property if there exists a constant ρ > 0 such that for any x, y ∈ J , there is an index
v ∈ {1, 2, . . . ,m} such that
⟨fv(x)− fv(y), gv(x)− gv(y)⟩ ≥ ρ‖x− y‖2.
Definition 4.5. A matrixM ∈ J × J is said to have
(a) the Cartesian semimonotone (E0)-property (strictly Cartesian semimonotone (E)-property) if for every nonzero z =
(z1, z2, . . . , zm) ∈ K with zv ∈ Kv , there exists an index v ∈ {1, 2, . . . ,m} such that ⟨zv, (Mz)v⟩ ≥ 0(> 0).
By Definition 4.4, it is not difficult to derive the following proposition.
Proposition 4.3. If two functions f and g have the relatively uniform Cartesian P-property, then they also have the relatively
Cartesian P-property and relatively Cartesian P0-property.
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4.1. Minimizing the merit function under Cartesian P-property
Now, starting with H-differentiable functions f : J → J and g : J → J , we give a necessary and sufficient condition for a
stationary point of Ψ (x) to be a global solution of problem (1.1).
Theorem 4.1. Suppose f : J → J and g : J → J are H-differentiable at x with H-differentials, respectively, by Tf (x) and Tg(x).
Assume that Ψ is H-differentiable at x with an H-differential given by
TΨ (x) = {uTA+ vTB : A ∈ Tf (x), B ∈ Tg(x)}
where u and v are defined by (3.9) and (3.10) respectively. Further suppose that Tg(x) consists of nonsingular matrices and any
matrix M ∈ C(x) has the Cartesian P-property where C(x) := {AB−1 : A ∈ Tf (x), B ∈ Tg(x)}. Then
0 ∈ TΨ (x)⇔ Φ(x) = 0.
Proof. Suppose that 0 ∈ TΨ (x), so that for some uTA+ vTB ∈ TΨ (x),
0 = uTA+ vTB.
Since Tg(x) consists of nonsingular matrices, we have
MTu+ v = 0, (4.2)
where M := AB−1. Assume that Φ(x) ≠ 0, then we can at least find an index i ∈ {1, 2, . . . ,m} such that Φi(x) ≠ 0,
then, it is not difficult to derive from Theorem 3.5(a) that ui ≠ 0. So, we can further obtain from Proposition 3.2(b) that
⟨ui, (MTu)i⟩ = −⟨ui, vi⟩ ≤ 0, which contradicts the Cartesian P-property of M . We conclude that Φ(x) = 0. Conversely,
supposeΦ(x) = 0, then we can obtain that u = v = 0 from Proposition 3.2(c), so we have TΨ (x) = {0}. This completes the
proof. 
In the above statements, we only give an analysis of the stationary points of the merit function under H-differentiability.
Thus, one can ask the following question: can we impose conditions on the functions f and g on the H-differentials of f and
g to get a solution for GSCCP(f , g)? The answer is positive but we first need to introduce the following lemma.
Lemma 4.1. Suppose f := (f1, f2, . . . , fm), g := (g1, g2, . . . , gm)with fv : J → Jv and gv : J → Jv . Assume g is one-to-one and
onto. Define h := (h1, h2, . . . , hm) where h := f ◦ g−1 with hv : J → Jv . The following hold:
(a) f and g are relatively Cartesian P0 (P)-functions if and only if h has the Cartesian P0 (P)-property.
(b) If g is a Lipschitz-continuous, and f and g are relatively uniform Cartesian P-functions, then h has the uniform Cartesian
P-property.
Proof. (a) Suppose f and g are relatively Cartesian P0(P)-functions, we need to show that h has the Cartesian P0(P)-property.
Because g is one-to-one and onto, then for all x, y ∈ J ,there exists unique x∗, y∗ ∈ J with x = g−1(x∗) and y = g−1(y∗). For
any x∗ ≠ y∗ ∈ J , we have
⟨hi(x∗)− hi(y∗), x∗i − y∗i ⟩ = ⟨hi(g(x))− hi(g(y)), gi(x)− gi(y)⟩
= ⟨fi(x)− fi(y), gi(x)− gi(y)⟩
≥ 0(> 0). (4.3)
Hence, h has the Cartesian P0(P)-property.
Conversely, if we assume the latter, similarly, we can obtain the desired result.
(b) Suppose f and g are relatively uniform Cartesian P-functions, we need to show that h has the uniform Cartesian
P-property. Since g is one-to-one and onto, then for all x, y ∈ J , exist unique x∗, y∗ ∈ J with x = g−1(x∗) and y = g−1(y∗).
For any x∗ ≠ y∗ ∈ J , we have
⟨hi(x∗)− hi(y∗), x∗i − y∗i ⟩ = ⟨hi(g(x))− hi(g(y)), gi(x)− gi(y)⟩
= ⟨fi(x)− fi(y), gi(x)− gi(y)⟩
≥ ρ‖x− y‖2. (4.4)
Other hand, there exists a constant L > 0 such that for all x, y ∈ J, ‖g(x)− g(y)‖ ≤ L‖x− y‖, which yields to
‖x∗ − y∗‖ ≤ L‖g−1(x∗)− g−1(y∗)‖, for all x∗, y∗ ∈ J.
Then,
⟨hi(x∗)− hi(y∗), x∗i − y∗i ⟩ ≥ ρ‖x− y‖2
= ρ‖g−1(x∗)− g−1(y∗)‖2
≥ C‖x∗ − y∗‖2.
So h has the uniform Cartesian P-property with the constant C := ρ
L2
. We complete the proof. 
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Remark 4.1. When J = Rn and K = Rn+, this lemma is consistent with Lemma 1(c) and (d) introduced by M.A. Tawhid for
GCP(f , g).
If f : Rn → Rn is continuously differentiable, we say f is DD-regular at x if ∇f (x) is nonsingular; if f : Rn → Rn is locally
Lipschitzian continuous (semismooth), we say f is CD-regular(BD-regular) at x if ∂ f (x)(∂Bf (x), respectively) is nonsingular.
Similarly, suppose f : Rn → Rn is H-differentiable at x with H-differential Tf (x), then f is said to be HD-regular at x if
any A ∈ Tf (x) is nonsingular. Therefore, we can use regularity of g instead of nonsingularity of matrices in the following
corollaries and obtain the corresponding results in this paper.
Corollary 4.2. Suppose f : J → J and g : J → J are differentiable at x. If ∇g(x) is nonsingular and the product ∇f (x)∇g(x)−1
has the Cartesian P-property, then x is a local minimizer of Ψ if and only if x solves GSCCP (f , g).
Moreover, from Lemma 4.1, we have the following Corollaries 4.3–4.6.
Corollary 4.3. Suppose f : J → J and g : J → J are differentiable at x. Assume g is continuous, one-to-one, onto and DD-regular.
Moreover, assume f and g are relatively Cartesian P-functions. Then x is a local minimizer of Ψ if and only if x solves GSCCP (f , g).
Corollary 4.4. Suppose f : J → J and g : J → J are locally Lipschitzian continuous at x. Assume g is continuous, one-to-one,
onto and CD-regular. Moreover, assume f and g are relatively Cartesian P-functions. then x is a local minimizer of Ψ if and only
if x solves GSCCP(f , g).
Corollary 4.5. Suppose f : J → J and g : J → J are semismooth (piecewise smooth or piecewise affine) at x with Bouligand
subdifferentials, respectively, by ∂Bf (x) and ∂Bg(x). Assume g is continuous, one-to-one, onto and BD-regular. Moreover, assume
f and g are relatively Cartesian P-functions. Then x is a local minimizer of Ψ if and only if x solves GSCCP(f , g).
Corollary 4.6. Suppose f : J → J and g : J → J are H-differentiable at x with H-differentials, respectively, given by Tf (x) and
Tg(x). Assume g is continuous, one-to-one, onto and HD-regular. Moreover, assume f and g are relatively Cartesian P-functions.
Then
0 ∈ TΨ (x)⇔ Φ(x) = 0.
4.7. Minimizing the merit function under semimonotone (E0)-conditions
Theorem 4.2. Suppose f : J → J and g : J → J are H-differentiable at x with H-differentials, respectively, given by Tf (x) and
Tg(x). Assume that Ψ is H-differentiable at x with an H-differential given by
TΨ (x) = {uTA+ vTB : A ∈ Tf (x), B ∈ Tg(x)}
where u and v are defined by (3.9) and (3.10) respectively. Let x be a strictly feasible point of GSCCP(f , g), i.e., there exists a vector
x ∈ int K with f (x) ∈ int K and g(x) ∈ int K . Further suppose that Tg(x) consists of nonsingular matrices and C(x) consists of
E0-matrices where C(x) := {AB−1 : A ∈ Tf (x), B ∈ Tg(x)}. Then
0 ∈ TΨ (x)⇔ Φ(x) = 0.
Proof. Suppose that 0 ∈ TΨ (x), then,
0 = uTA+ vTB.
In the following, we prove thatΦ(x) = 0. Suppose Φ(x) ≠ 0, then we can obtain from Theorem 3.5(a) that u ≠ 0. Because
x is a strictly feasible point of GSCCP(f , g), it is not difficult to get from Proposition 3.2(d) that ui ≻ 0, and vi ≻ 0 for all
i ∈ {1, 2, . . . ,m}. Therefore, we have ⟨ui, vi⟩ > 0. On the other hand, as Tg(x) consists of nonsingular matrices, we have
MTu+ v = 0, (4.5)
whereM := AB−1. Since C(x) consists of Cartesian semimonotone (E0)-matrices andM ∈ C(x), there exists an index i such
that ui ∈ Ki and −⟨ui, vi⟩ = ⟨ui, (MTu)i⟩ ≥ 0, which contradicts the fact that ⟨ui, vi⟩ > 0. We conclude that Φ(x) = 0.
Conversely, suppose Φ(x) = 0, then we can obtain that u = v = 0 from Proposition 3.2(c), so we have TΨ (x) = {0}. This
completes the proof. 
Corollary 4.8. Suppose f : J → J and g : J → J are H-differentiable at x with H-differentials, respectively, by Tf (x) and Tg(x).
Assume that Ψ is H-differentiable at x with an H-differential given by
TΨ (x) = {uTA+ vTB : A ∈ Tf (x), B ∈ Tg(x)}
where u and v are defined by (3.9) and (3.10) respectively. Let x be a feasible point of GSCCP(f , g), i.e., there exists a vector x ∈ K
with f (x) ∈ K and g(x) ∈ K . Further suppose that Tg(x) consists of nonsingular matrices and C(x) consists of E-matrices where
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C(x) := {AB−1 : A ∈ Tf (x), B ∈ Tg(x)}. Then
0 ∈ TΨ (x) ⇔ Φ(x) = 0.
4.9. Minimizing the merit function under relatively regularity-conditions
As done in Ref. [14], in this section we first give the concept of a relatively regular point on GSCCP(f , g) with respect to
the merit function Ψ (x). Then, we will weaken the hypotheses of the previous theorems.
Definition 4.6. Suppose f : J → J and g : J → J are H-differentiable at x with H-differentials, respectively, by Tf (x) and
Tg(x). A vector x∗ ∈ J ⊂ Rn is called relatively regular with respect to the merit function Ψ (x) if, for every nonzero vector
z ∈ ri(Cone(∇1Ψ (f (x∗), g(x∗)))) ∩ (∇2Ψ (f (x∗), g(x∗)))∗, there exists a nonzero vector
w ∈ Cone(∇1 Ψ (f (x∗), g(x∗))) ∩ (∇2Ψ (f (x∗), g(x∗)))∗
such that
⟨w, (AB−1)T z⟩ > 0 for all A ∈ Tf (x) and B ∈ Tg(x),
where ri(C) denotes the relative interior of a set C in J , and (∇2Ψ (f (x∗), g(x∗)))∗ = {z ∈ J : ⟨z,∇2Ψ (f (x∗), g(x∗))⟩ ≥ 0} is
the dual cone.
Theorem 4.3. Suppose f : J → J and g : J → J are H-differentiable at x with H-differentials, respectively, by Tf (x) and Tg(x).
Assume that Ψ is H-differentiable at x with an H-differential given by
TΨ (x) = {uTA+ vTB : A ∈ Tf (x), B ∈ Tg(x)}
where u and v are defined by (3.9) and (3.10) respectively. Further suppose that Tg(x) consists of nonsingular matrices. Then
0 ∈ TΨ (x) and x is a relatively regular point if and only if x solves GSCCP(f , g).
Proof. Suppose that 0 ∈ TΨ (x), then
0 = uTA+ vTB.
Because Tg(x) consists of nonsingular matrices, we have
MTu+ v = 0
whereM := AB−1. So, for any vector h ∈ J , we have
⟨h,MTu+ v⟩ = 0. (4.6)
Assume on the contrary that x is not a solution of GSCCP(f , g). By Proposition 3.2, then u ≠ 0. It is easy to have that
u ∈ ri(Cone(∇1Ψ (f (x), g(x)))) ∩ (∇2Ψ (f (x), g(x)))∗. Because x is a relatively regular point, by Definition 4.6, there is a
nonzero vector
w ∈ Cone (∇1Ψ (f (x), g(x))) ∩ (∇2Ψ (f (x), g(x)))∗
such that
⟨w, (AB−1)Tu⟩ = ⟨w, (AB−1)T∇1Ψ (f (x), g(x))⟩ > 0 for all A ∈ Tf (x) and B ∈ Tg(x).
In addition, from the definition of the dual cone, we obtain
⟨w,∇2Ψ (f (x), g(x))⟩ ≥ 0.
Thus,
⟨w,MTu+ v⟩ = ⟨w, (AB−1)T∇1Ψ (f (x), g(x))+∇2Ψ (f (x), g(x))⟩
= ⟨w, (AB−1)T∇1Ψ (f (x), g(x))⟩ + ⟨w,∇2Ψ (f (x), g(x))⟩ > 0.
We reach a contradiction to (4.6). Hence, x is a solution of GSCCP(f , g).
Conversely, suppose if x solves GSCCP(f , g), i.e., Ψ (x) = Φ(x) = 0, then we can obtain that u = v = 0 from
Proposition 3.2(c), so we have TΨ (x) = {0}. This completes the proof. 
Corollary 4.10. Suppose f : J → J and g : J → J are H-differentiable at x with H-differentials, respectively, by Tf (x) and Tg(x).
Assume that Ψ is H-differentiable at x with an H-differential given by
TΨ (x) = {uTA+ vTB : A ∈ Tf (x), B ∈ Tg(x)}
where u and v are defined by (3.9) and (3.10) respectively. Further suppose that g is continuous, one-to-one, onto and HD-regular.
Moreover, f and g are relatively Cartesian P-functions. Then
0 ∈ TΨ (x)⇔ Φ(x) = 0.
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Proof. By Theorem 4.3, we only have to show that x is a relatively regular point with respect to the merit function
Ψ (x). Because, g is continuous, one-to-one, onto and HD-regular, and f and g are relatively Cartesian P-functions, from
Theorem 2.1, then, for any nonzero v = (v1, v2, . . . , vm) ∈ J with vi ∈ Ji, there exists an index i ∈ {1, 2, . . . ,m} such that
⟨vi, [(AB−1)Tv]i⟩ > 0. (4.7)
Let z ∈ J be any nonzero vector in the set ri(Cone(∇1Ψ (f (x∗), g(x∗)))) ∩ (∇2Ψ (f (x∗), g(x∗)))∗, obviously, vector z satisfies
(4.7). Let w ∈ J be the vector whose blocks are all 0 except for its ith block which is equal to z i. By Proposition 3.2(b) we
know thatw satisfies all conditions in the definition of relatively regularity. Therefore, by (4.7) we have that
⟨w, (AB−1)T z⟩ = ⟨zi, [(AB−1)T z]i⟩ > 0,
then, x is a relatively regular point. 
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