Introducing adaptive metric has been shown to improve the results of distance-based classification algorithms. Existing methods are often computationally intensive, either in the training or in the classification phase. We present a novel algorithm that we call Cluster-Based Adaptive Metric (CLAM) classification. It first determines the number of clusters in each class of a training set and then computes the parameters of a Mahalanobis distance for each cluster. The derived Mahalanobis distances are then used to estimate the probability of cluster-and, subsequently, class-membership. We compare the proposed algorithm with other classification algorithms using 10 different data sets. The proposed CLAM algorithm is as effective as other adaptive metric classification algorithms yet it is simpler to use and in many cases computationally more efficient.
Introduction
Pattern classification is an important scientific problem with numerous applications in various areas [1] . In the following, we are concerned with statistical pattern classification of vector data based on supervised learning. More specifically, we consider a finite training data set D which consists of r disjoint subsets D i , i¼1yr, of observations that belong to r different classes. Each observation is an n-dimensional vector that has a class label. The goal is to ''learn'' a model using the training set D in such a way that when a query vector q is presented the classifier will be able to correctly predict the class label of q.
The k-nearest neighbors (k NN) algorithm [2] is one of the oldest and simplest methods proposed for classification. For each unlabeled query vector presented, the k nearest neighbor vectors from the training data set are found and the query vector is assigned to the most common class among these k neighbors. In most cases, the Euclidean distance is used in order to find the nearest neighbor vectors. As to the choice of the parameter k, popular choices are k¼1 (nearest neighbor classification) and k ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi ðminðn i ÞÞ p as mentioned in [1] , where minðn i Þ is the number of training vectors in the smallest class. Another possibility is to estimate the classification error for every value of k from 1 up to some k max and take the value of k for which this error has a minimum for a test set.
The performance of k NN classifiers can be improved by adapting the distance metric using a training data set [3] [4] [5] [6] [7] [8] [9] . The components analysis family of algorithms learns transformations from constraints. Relevant Components Analysis (RCA) [10] learns a global linear transformation from a set of equivalence constraints. The learned transformation can then be used to compute distances between any two examples. Discriminative Component Analysis (DCA) and Kernel DCA [11] improve RCA by exploring negative constraints and non-linear relationships using contextual information. Essentially, RCA and DCA can be viewed as extensions of Linear Discriminant Analysis (LDA) [12] . Neighborhood Component Analysis (NCA) [4] learns a distance metric by extending the nearest neighbor classifier. The Large Margin Nearest Neighbors (LMNN) algorithm [6] is considered to further extend and improve NCA. LMNN ''learns'' a local or global Mahalanobis distance based on the training data and then uses it for k NN classification instead of the Euclidean distance. The appropriate transformations are derived by minimizing a cost function that penalizes large distances between data points with similar class labels and small distances between data points with different class labels.
The support vector machines (SVMs) algorithm [13] is another way to solve mainly two-class problems by constructing a (n À1)-dimensional hyperplane that separates the feature space into two regions. Theoretically, there can be an infinite number of such hyperplanes. SVMs consider as optimal the hyperplane that achieves the largest separation (margin), between the two classes. The algorithm chooses the decision boundary (hyperplane) so that the distance from it to the nearest data vector of each class is maximized. If the two classes are separated by a non-linear boundary, SVMs use a kernel function to map the data into a different space, where a linear boundary exists. One popular approach to solving multiclass problems with SVMs is reducing a single multiclass problem to multiple two-class problems and another is the Multiclass-SVM [14] that solves one, but larger optimization problem. SVMs have also been used in combination with nearest neighbor and component analysis approaches [15] [16] [17] .
Learning Vector Quantization (LVQ) [18] and its numerous variants are a family of prototype-based classification algorithms. Given a set of data vectors of known classes, one or more prototype vectors are computed for each class. A new vector which needs to be classified is assigned to the class of the nearest prototype. In an extension of the basic LVQ algorithm, known as Generalized Relevance LVQ [19] , a relevance value is assigned to each feature, indicating the weight with which that feature is taken into account in the distance computations in the classification process. The feature relevances are computed during the training process, simultaneously with the prototypes. In different variants of LVQ, different numbers of relevance vectors are used: one for the whole feature space, one for all prototypes of each class or one separate relevance vector for each prototype. A further extension is that of Generalized Matrix LVQ [20] where a relevance matrix is used to compute distances between vectors, thus resulting in a transformation of the feature space, similar to the LMNN algorithm and the kernel-based SVMs. An open issue in LVQ classifiers is the number of prototypes to be used for each class. One possible approach is to use cross-validation to determine the test error and study it as a function of the number of class prototypes. For a large number of prototypes per class, this method becomes infeasible due to the large number of possible combinations of different numbers of class prototypes.
Recently, information-theoretic approaches towards distance learning have been proposed as well. In contrast to traditional techniques that assume a quadratic form for the distance between any two vectors, Information-Theoretic Metric Learning [21] considers the learning of the parameters of a Mahalanobis distance as a Bregman optimization problem, by minimizing the differential relative entropy (LogDet divergence) between two multivariate Gaussians that are subject to linear constraints on the distance function.
Although successfully and widely used in the literature, all the aforementioned methods present a disadvantage of relying on different input parameters such as the number of neighbors used for nearest neighbor methods, the amount and type of constraints for component analysis, the kernel type and the kernel and slack parameters for SVMs and the number of prototypes per class for LVQ variants. In practice the issue of tuning these parameters is tackled by extensive cross-validation. This process can be computationally very expensive mainly with regard to the range of values for each parameter that needs to be optimized. Furthermore, some of the methods that use adaptive metrics already require a quite intensive training phase in order to compute the transformations of the feature space.
In this paper we present a novel classification algorithm that we call the Cluster-Based Adaptive Metric (CLAM) classification, which addresses such issues. It comprises the following steps. First, we estimate the number of clusters within each class of the training set using the gap statistic method [22] . Second, we estimate a mean and a covariance matrix for each such cluster and use it to compute the parameters of a Mahalanobis distance to that cluster. Finally, we estimate the likelihoods of clustermembership for a query point, taking into account its distances to the clusters and the number of data points in the clusters. The main aspects of the CLAM algorithm are thus the use of (cluster means as) prototypes and the computation of prototype-specific adaptive metrics.
Modeling data as normal distributions is a principle mainly known from the Gaussian Mixture Models (GMMs). Although initially designed to be used for unsupervised learning, GMMs can also be employed to solve classification tasks. GMMs are based on an iterative process, called Expectation-Maximization (EM) [23] , in order to estimate the parameters of a weighted mixture of Gaussian components. The CLAM algorithm, unlike EM, does not suffer from the drawback of having the number of Gaussian components set by the user and remaining fixed during the parameter estimation process. Conversely, we assume that we need to estimate a previously unknown amount of Gaussian components, since each class might comprise more than one of them. The Figueiredo-Jain (FJ) algorithm [24] also tackles this problem but in an often computationally expensive manner. It initially assumes an arbitrarily large number of components and subsequently adjusts their number by annihilating those components that are not supported by the data. It is possible though that it cannot yield any valid results due to annihilation of all components within a class or because it cannot find a positive definite symmetric covariance matrix. Finally, it is noteworthy that in CLAM not every component is modeled as a normal distribution in the same feature space. First, a suitable transformation for each component is derived and then the parameters of a normal distribution are estimated.
This paper is organized as follows. In Section 2 we describe the proposed method in more detail. In Section 3 we apply this and other classification algorithms on various data sets and compare their performances. In Section 4 we discuss the proposed method and its results and finally in Section 5 we summarize the results and draw conclusions. Fig. 1 illustrates a situation in which a single prototype per class is not sufficient. Therefore, as a first step we analyze each subset S i of data points that belong to one class to check if it consists of more than one clusters. For this purpose we use the gap statistic test as defined in [22] . The test compares the withincluster dispersion of a data set divided in k clusters with the dispersion of a reference set R i that comprises one cluster. The dispersion index W S i k of a data set S i divided in k clusters is defined as
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where D j is the sum of pair-wise distances between the n j points of the j-th cluster. The dispersion index is actually a pooled within-cluster sum of squares around the cluster means if the distance metric used in order to compute D j is the squared Euclidean distance. The dispersion indices for the actual and the reference data sets are computed for all k ¼ 1; 2, . . . ,k max . The parameter k max can be user-defined but a reasonable choice is the number of data points in S i . The optimal number of clustersk is the value of k for which the logarithm of the dispersion index of the real data set falls the furthest below the respective one of the reference set. In a formal notation
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where R i is a set of uniformly distributed data points. For this case Tibshirani et al. [22] have shown that logðW
Þ $ Àð2=pÞlogðkÞ, where p is the dimensionality of the data. For any 1 o krk, logðW
Þ undergoes a steeper descent than logðW
Þ. Conversely, fork ok rk max , we add unnecessary clusters to S i and therefore logðW
Þ is now expected to have a larger descent step. Among all unimodal distributions, the uniform distribution is the one more likely to produce the smallest dispersion indices for any k 41. Consequently, choosing the reference set in that fashion makes the rejection of the hypothesis of a single component stricter.
In CLAM the number of samples drawn for each reference set R i is equal to the number of observations in the actual data set S i . For a reliable estimation of the reference set indices a number B 4 1 of reference data sets is created and the results for each k are averaged over these sets. The exact value of B depends on the objective one needs to meet. We use B ¼10 as suggested in [25] . The reference sets can be created in two ways:
(a) by drawing samples from uniform distributions in the range defined by the minimum and maximum values of the features in the original data and (b) by drawing samples from uniform distributions aligned with the principal components of the data. In the latter case the samples drawn are subsequently transformed back to the original feature space in order to obtain a reference set.
We use hierarchical clustering with single linkage. In this way, we can compute all dispersion indices without the need to perform the clustering procedure all over again for every different value of k. Initially S i and R i consist of k max different clusters. An iterative procedure is then applied until all data points are merged in one cluster (k¼1). In every such step we compute the distances between different clusters, the clusters with the minimum distance are merged in one and the respective dispersion indices W When all dispersion indices are available the value ofk is computed using Eq. (2). In case the clustering result for the optimalk yields clusters consisting of less elements than a certain number n min , these clusters are eliminated and the respective data points are merged with the closest viable cluster. The default value for n min is 1.
In Fig. 2 the previous example of artificial data is presented again, only this time each class has been divided in clusters according to the gap statistic test using hierarchical clustering with single linkage and the Euclidean distance.
Cluster-based adaptation of the distance metric
Next, we proceed to compute the mean m and the covariance matrix S of each cluster separately. The idea is to consider each cluster as a separate class and to model it by a normal distribution in order to estimate the class-conditional probability for any new point. The latter requires the computation of the Mahalanobis distance using the mean and the inverse of the covariance matrix.
We first apply principal components analysis (PCA) [26] to the vectors of each cluster separately, thus obtaining data in a transformed space of uncorrelated features.
Let S ij be the j-th cluster of the i-th class and its empirical mean be equal to zero. We first compute the singular value decomposition S ij ¼ WSV T and then obtain the set of principal components S 0 ij ¼ S ij V. The cluster mean m ij and the covariance matrix S ij of S 0 ij are then computed using Maximum Likelihood Estimation (MLE) [27] as shown in Eqs. (4) and (5):
The resulting covariance matrix S ij will be diagonal with distinct positions of the primary diagonal indicating the variance of different principal components. It is possible that some matrices are singular and cannot be inverted due to some principal components having zero variance within a cluster of data. This will yield an infinite Mahalanobis distance to this cluster, so such matrices need a correction.
The PCA transform is applied within each cluster and therefore the variance of a principal component is inversely proportional to its discriminative power. We want to impose the principle that features with small variances should be heavily weighted when computing the distance metric, but those weights cannot be infinite. Therefore, the zero values on the primary diagonal of the covariance matrices are substituted with the smallest non-zero variance found across all the clusters of a data set. This means that the most discriminative features are now assigned the highest finite weight possible within a data set. In order to be compliant with numerical machine precision we consider equal to zero the variances of those principal components that account for less than E ¼ 10 À5 of the total variance in a cluster.
After the corrected covariance matricesŜ ij are obtained, the distance of a data vector x to the j-th cluster of the i-th class can be computed with the adapted metric:
In Eq. (6) the coordinates x of the data point are in the principal component space of the concerned cluster.
Cluster-and class-memberships probability estimation
We define the cluster-membership probability for a data point x as a Bayesian posterior probability:
The prior probability, PðC ij Þ, is related to the number n ij of data vectors that belong to the cluster C ij . The likelihood of this cluster at a certain point x of the feature space, Pðx9C ij Þ, relates to the probability density of a normal distribution N r ðm ij ,Ŝ ij Þ at the same point. The posterior probability that a data vector x belongs to a cluster C ij can now be formally defined using Eq. (8):
Finally, the class-membership probability of a data vector x for the i-th class of a given problem is computed according to Eq. (9) as the sum of the relevant cluster-membership probabilities
PðC ij 9xÞ ð 9Þ
Experimental results
We evaluated the proposed classification technique on 10 data sets that vary in size and dimensionality. All data sets used are available in the UCI Machine Learning Repository [28] . The characteristics of the data sets are summarized in Table 1 .
We compare the CLAM classification with the k NN, LMNN, GMLVQ, SVM, GMM, ITML and DCA algorithms. In case a test set was provided the results presented in this section reflect the error rates obtained on it. For the remaining data sets results are obtained using Leave-One-Out cross-validation.
The results of the gap statistic within the CLAM algorithm (sub-clusters per class) are also used as the number of prototypes per class for GMLVQ. With regard to GMM we use a Bayesian Fig. 2 . Artificial data set: two-dimensional data from two classes (circles and crosses). Using the gap statistic the circle class is divided in three clusters and the cross class is divided in two clusters. The cluster centroids are rendered bold. In this case the two classes are perfectly separated from each other. with all matching combinations of the free parameters and finally present the result of the combination that minimizes the error rate. Experiments regarding CLAM were conducted using both ways of creating reference sets. Results indicate that taking into account the shape of the data distribution proves beneficial for all datasets apart from the Haberman and the Glass Identification. However, the differences of the error rates are rather small ( r 2%). As expected creating reference sets aligned with the principal components of the data requires some extra computational time, yet of negligible magnitude.
Classification accuracy results
We present the estimated error rates in Table 2 . In Fig. 3 a graphical representation of the individual results is shown together with the mean error rate for each method over all 10 evaluations. This figure shows that over all tasks all eight classifiers perform well. Depending on the data set different methods perform better or worse, which largely explains the rather small differences in the overall error rates. Nevertheless, SVM is the method that has the minimum error rate (0.077) over the 10 tasks. LMNN and GMLVQ perform only a little worse reaching an average error rate of 0.079. k-NN is the worst performing classifier reaching an average error rate of 0.113. CLAM performs comparably to the top three methods ( o1% higher overall error) and very similarly to DCA. What is of conceptual value is that CLAM outperforms all other methods on occasion. Compared to the best scoring classifier (SVM), the proposed method is performing better for 3 out of 10 data sets, whereas compared to the worst (k NN), CLAM has lower error rates for 7 out of 10 sets.
Processing times
We also present the processing time each method needed to complete each classification task. In those cases where no separate test set was provided, one has been formulated by choosing a random 30% of the data of each class of each data set. In this manner we ensure that all methods are applied on the same training and testing data, thus rendering the comparison fair and valid. The results presented in Table 3 refer to one run of the training and testing phases of each method. All experiments have been conducted under the same hardware and software setup.
The fact that CLAM is consistently faster than SVM constitutes the most interesting remark at this point of the analysis. For small training sets in particular, such as the Image Segmentation data set, the increase in efficiency reaches a factor of 600. This factor is, however, decreasing for larger training sets. Among the studied data sets the smallest speed-up occurs for the Handwritten Digits Recognition data set with a factor of around 2.5. For some data sets CLAM is providing a faster solution also when compared to LMNN, GMLVQ and ITML.
Method ranking
Since the error rates observed for different methods in many cases do not differ significantly we introduce an additional measure of evaluation, this time of comparative nature.
In Table 4 we present the ranking for each method for each data set among the total of 8 methods, together with the average ranking of each method over all data sets. The classifiers that most often rank first are SVM and GMLVQ, which also achieve the highest average ranking of 2.8 and 3 respectively. The results regarding classification accuracy also confirm that CLAM, LMNN, GMM and DCA are expected to perform very similarly. What is interesting, however, is the fact that although DCA reaches a lower overall error rate than GMM it achieves a worse ranking.
With regard to CLAM, it is worth mentioning that it achieves rankings above its average for a wide variety of data sets, whereas the worst ranking is obtained for the Digits Recognition dataset. This fact alongside with the respective processing times indicates that CLAM is mostly suitable for data sets with fewer training points but it is not strongly affected by the dimensionality of the data or the number of classes.
Further interesting observations emerge from studying how these methods perform in relation to each other. Table 5 shows how well the compared methods are performing in relation with the proposed one, when the latter performs better or worse than its average (rankings 1-3 and 4-8 respectively). It is clear that for those tasks that CLAM cannot handle very well the nearest neighbor techniques and GMLVQ exceed their average performance, while GMM performs similarly to CLAM and naturally worse than its average both in terms of ranking and error rates. GMLVQ follows a pattern of similar behavior with CLAM as well.
SVM, ITML and DCA only slightly deviate from their average rankings, yet they reach a higher overall error rate and a worse ranking. With regard to the tasks that CLAM seems to handle best, k NN and LMNN perform worse than average and GMLVQ improves as expected. Finally, it is worthy of note that among the data sets that CLAM does not handle very well, GMM is still the method with the worst ranking and error rate. GMM and CLAM establish a pattern of similar behavior towards different types of data. This might be due to their similarity in the way of modeling the data, although CLAM is in general performing better. In order to further establish that, we also compared how the eight methods perform in relation to the tasks that GMM performs better or worse than its average. Among the subset of tasks that GMM handles best, the difference from the CLAM results is relatively small. In addition, the results in Table 6 further confirm the behavior of nearest neighbor and LVQ techniques in comparison to both CLAM and GMM, but it is noteworthy that the variations are in this case much smaller.
Discussion
A remark is due on the performance of SVMs. Here the whole family of SVM variants is treated as one, although during experimentation we used many different types of SVMs and different approaches for multiclass problems. Note that SVMs is also the method with the most free parameters that need to be tuned, hence the extensive cross-validation over a wide range of such parameters. The interpretation of the SVM results should therefore be that for most data sets there is one SVM variant under a particular configuration of free parameters that can outperform other methods. However, the required procedure for obtaining such results is computationally very expensive as it is shown from the processing times reported. In contrast, CLAM performs comparably for many data sets with only a minimum of input parameterization required and much shorter processing times. With regard to the faster acquisition of comparable results the same stands for LMNN and GMLVQ as well.
It is also worthy of note that only DCA achieves consistently shorter processing times than the proposed technique with comparable classification accuracy rates. However, DCA needs at least two input parameters to be tuned: the number of nearest neighbors used in the classification phase and the amount of constraints used in the learning phase. In our experiments though only the number of nearest neighbors is cross-validated. Fine tuning of the amount of constraints and thus the number of chunklets can by all means affect the classification accuracy and the total processing times. This fact does stress once more the advantage of minimum input parameterization of CLAM. In addition DCA only provides a global transformation, whereas CLAM yields a set of localized transformations for each detected sub-cluster and that has been proven favorable for many data sets.
A remark is also due on the parametric nature of the proposed method. Indeed, the cluster means and covariance matrices are used as parameters of normal distributions. Note, however, that other methods, generally seen as non-parametric, also make implicit assumptions about the type of underlying distribution and compute parameters. For instance, the k NN algorithm makes the implicit assumption of uniform density distributions in the hyper-sphere in which the k nearest neighbors are found and uses a parameter k. The LMNN algorithm is a generalization in which the hyper-sphere is replaced by a hyper-ellipse(s), which next to k present the parameters of that algorithm. The proposed method relies on explicit probability estimation while other algorithms use distances to data points (k NN, LMNN) or prototypes (GMLVQ) for classification. This aspect is not of conceptual value: the proposed method can easily be adapted by using Mahalanobis distances to the clusters corrected with a term that takes into account the number of points in a cluster. Finally, one can compute distances to all points (similar to k NN and LMNN) instead of distances to cluster prototypes but this leads to increased computational complexity.
Summary and conclusions
In this paper we introduced a novel technique named ClusterBased Adaptive Metric classification. Using data sets of labeled examples the proposed method separates, if needed, the data in every class into clusters using statistical reasoning. For each cluster a local PCA transformation of the space is computed and a Mahalanobis distance is derived in the transformed space. The cluster-membership likelihood for a new data vector is evaluated using a Bayesian scheme and the cluster-specific Mahalanobis distances. The class-membership probability for a given class is computed as the sum of all cluster-membership probabilities for the clusters in that class.
Experimental results on multiple data sets show that CLAM can reach high accuracy levels and it is scaling well with regard to the number of classes and the dimensionality of the data. Iris  3  5  4  2  2  2  1  2  Balance scale  5  3  5  1  2  3  4  2  Glass identification 1  2  7  6  5  8  3  4  Wine  6  5  1  3  1  4  2  1  Image segmentation 5  1  3  3  7  2  6  4  Digits  2 However, the step of creating the B reference data sets for the gap statistic is proven to be a noteworthy bottleneck for classes with too many data points. The computational demand of CLAM can nonetheless be reduced further by using the estimation logðW
1 ÞÀð2=pÞlogðkÞ, rather than evaluating it for random uniformly distributed sets R i for every value of k. CLAM consistently outperforms k NN and performs comparably with modern fast classification methods such as ITML and DCA. With regards to SVM, LMNN, and GMLVQ the proposed method reaches slightly lower accuracy levels but in many cases it offers a significant increase in computational efficiency, since it is only applying a single-pass batch processing of the data. We conducted an extensive comparison between GMM and CLAM, because of their similarities, and concluded that the latter is more likely to perform better both in terms of accuracy and speed.
The experimental results demonstrate efficiency and robustness and suggest that CLAM can be applied to a wide variety of classification problems. The minimal input parameterization requirement is also an important characteristic of the proposed method. In practice CLAM requires only one parameter to be set, namely the number of maximum possible clusters for a given collection of data. This parameter can be configured by the user but it can also be set automatically in relation to the number of data points. The absence of any parameter optimization process offers to the proposed technique an advantage compared to other successfully applied classifiers in terms of both usability and computational efficiency.
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