The least-square regression problems or inverse problems have been widely studied in many fields such as compressive sensing, signal processing, and image processing. To solve this kind of ill-posed problems, a regularization term (i.e., regularizer) should be introduced, under the assumption that the solutions have some specific properties, such as sparsity and group sparsity. Widely used regularizers include the ℓ 1 norm, total variation (TV) semi-norm, and so on. Recently, a new regularization term with overlapping group sparsity has been considered. Majorization minimization iteration method or variable duplication methods are often applied to solve them. However, there have been no direct methods for solve the relevant problems because of the difficulty of overlapping. In this paper, we proposed new explicit shrinkage formulas for one class of these relevant problems, whose regularization terms have translation invariant overlapping groups. Moreover, we apply our results in TV deblurring and denoising with overlapping group sparsity. We use alternating direction method of multipliers to iterate solve it. Numerical results also verify the validity and effectiveness of our new explicit shrinkage formulas.
Introduction
The least-square regression problems or inverse problems have been widely studied in many fields such as compressive sensing, signal processing, image processing, statistics and machine learning. Regularization terms with sparse representations (for instance the ℓ 1 norm regularizer) have been developed into an important tool in these applications recently [7, 8, 19, 33] . These methods are based on the assumption that signals or images have a sparse representation, that is, only containing a few nonzero entries. To further improve the solutions, more recent studies suggested to go beyond sparsity and took into account additional information about the underlying structure of the solutions [8, 19, 21] . Particularly, a wide class of solutions which with specific group sparsity structure are considered. In this case, a group sparse vector can be divided into groups of components satisfying a) only a few of groups contain nonzero values and b) these groups are not needed to be sparse. This property sometimes calls "joint sparsity" that a set of sparse vectors with the union of their supports being sparse [7] . Many literature had consider this new sparse problems [7, 8, 19, 21, 28, 33] . Putting such group vectors into a matrix as row vectors of the marix, this matrix will only have few nonzero rows and these rows may be not sparse. These problems are typically obtained by replacing the problem
where x ∈ R n is a given vector, z ∈ R n , z p = ( Group sparsity solutions have better representation and have been widely studied both for convex and nonconvex cases [7, 8, 11, 16, 26, 28] . More recently, overlapping group sparsity (OGS) had been considered [1, 2, 7, 8, 12, 20, 22, 24, 25, 30, 32] . These methods are based on the assumption that signals or image have a special sparse representation with OGS. The task is to solve the following problem
where z 2,1 = n i=1 (z i ) g 2 is the generalized ℓ 2,1 -norm. Here, each (z i ) g is a group vector containing s (called group size) elements that surrounding the ith entry of z. For example, (z i ) g = (z i−1 , z i , z i+1 ) with s = 3. In this case, (z i ) g , (z i+1 ) g and (z i+2 ) g contain the (i + 1)th entry of z (z i+1 ), which means overlapping different from the form of group sparsity (2) . Particularly, if s = 1, the generalized ℓ 2,1 -norm degenerates into the original ℓ 1 -norm, and the relevant regularization problem (3) degenerates to (1) .
To be more general, we consider the weighted generalized ℓ 2,1 -norm z w,2,1 = break the structure of the coefficient matrix, which made the difficulty of solving solutions under high dimensional vector cases. Moreover, it is difficult to extend this method to the matrix case.
Considering the matrix case of the problem (4), we can get
where X, A ∈ R m×n , A W,2,1 = m i=1 n j=1 W g • (A i, j ) g F . Here, each (A i, j ) g is a group matrix containing K 1 × K 2 (called group size) elements that surrounding the (i, j)th entry of A. For example,
. . . . . . . . . . . .
where l 1 = [
2 ] (with l 1 + r 1 + 1 = K 1 and l 2 + r 2 + 1 = K 2 ) and [x] denotes the largest integer less than or equal to x. Particularly, if K 2 = 1, this problem degenerate to the former vector case (4). If K 1 = K 2 = 1, this problem degenerate to the original ℓ 1 regularization problem (1) for the matrix case.
this problem had been considered in Chen et. al [4] . However, they used an iterative algorithm based on the principle of majorization minimization (MM) to solve this problem.
In this paper, we propose new explicit shrinkage formulas for all the former problems (3), (4) and (5), which can get accurate solutions without iteration in [4] , variable duplication (variable splitting, latent/auxilliary variables, etc.) in [1, 2, 12, 20, 22, 30] , or finding matrix G in [8] . Numerical results will also verify the validity and effectiveness of our new explicit shrinkage formulas. Moreover, this new method can be used as a subproblem in many other OGS problems such as compressive sensing with ℓ 1 regularization and image restoration with total variation (TV) regularization. According to the framework of ADMM, the relevant convergence theory results of these OGS problems can be easy to be obtained because of the accurate solution of their subproblems with the application of our new explicit shrinkage formulas. For example, we will apply our results in image restoration using TV with OGS in our work, and we will obtain the convergence theorems. Numerical results will also verify the validity and effectiveness of our new methods.
The outline of the rest of this paper is as follows. In Section 2 we detailed deduce our explicit shrinkage formulas for OGS problems (3), (4) and (5) . In Section 3, we propose some extension for these shrinkage formulas. In Section 4, we apply our results in image deblurring and denoising problems with OGS TV. Numerical results are given in Section 5. Finally, we conclude this paper in Section 6.
Similarly as Figure 1 (a), for each i, the ith entry x i (or z i ) of the vector x (or z) may appear s times, so we need compute each z i for s times in s different groups.
However, the results from (15) are wrong, because the results z i in s different groups are different from (15) . That means the results are not able to be satisfied simultaneously in this way. Moreover, for each i of the last line in (14) , the result (15) is given by that the vector (z i ) g is parallel to the vector (x i ) g . Notice this point and ignore that (z i ) g = 0 or (x i ) g = 0, particularly for s = 4 and (z i ) g = (z i−1 , z i , z i+1 , z i+2 ), the vector z can be split as follows,
On one hand, the Euler equation of f m (z) (with s = 4) is given by
From the deduction of the 2-dimensional shrinkage formula (8) in Section 2.1, we know that the necessary condition of minimizing the ith term of the last line in (14) is that (z i ) g is parallel to
Then we obtain
. Therefore, (18) changes to
for each component, we obtained
Therefore, when (z i ) g 0 and (x i ) g 0, we find a minimizer of (3) on the direction that all the vectors (z i ) g are parallel to the vectors (x i ) g . In addition, when
holds, then
holds. Moreover, because of the strict convexity of f m (z), we know that the minimizer is unique. This minimizer z is accurate.
On the other hand, when (z i ) g = 0 or (x i ) g = 0, our method may not obtain the accurate minimizer. When (x i ) g = 0, we know that the minimizer of the subproblem min
0 and the minimizer of the subproblem min
the approximate minimizer is also good. Moreover, when we take this problem as a subproblem of the image processing problem, we can set the parameter β to be large enough to make sure that the minimizer of the subproblem is accurate. Therefore, the convergence theorem results can be obtained by this accuracy, which will be applied in Section 4.
In addition, form (23), we can know that the element z i of the minimizer can be treated as in s subproblems independently and then combine them. After some manipulations, in conclusion, we can get the following two general formulas. 1).
arg min
with
Here, for instance, when group size s = 4, (
The (x j ) g 2 is contained in F(x i ) if and only if (x j ) g 2 has the component x i , and we follow the convention (1/0) = 1 in F(x i ) because (x i ) g 2 = 0 implies x i = 0 and the value of F(x i ) is insignificant in (25) .
2).
Here, symbols are the same as 1), and G(
When β is sufficiently large or sufficiently small, the former two formulas are the same and both are accurate. For the other values of β , from the experiments, we find that 2) is better approximate than 1), so we choose the formula 2). Then, we obtain the following algorithm for finding the minimizer of (3).
Algorithm 1 Direct shrinkage algorithm for the minimization problem (3) Input: 
by correlation of w and X ′ n , or by convolution of w r and X ′ n .
We can see that Algorithm 1 only need 2 times convolution computations with time complexity n * s, which is just the same time complexity as one step iteration in the MM method in [4] . Therefore, our method is much more efficient than MM method or other variable duplication methods. In Section 5, we will give the numerical experiments for comparison between our method and the MM method. Moreover, if s = 1, our Algorithm 1 degenerates to the classic soft thresholding as our formula (27) degenerates to (7) . Moreover, when β is sufficiently large or sufficiently small, our algorithm is accurate while MM method is also approximate. Remark 2 Our new explicit algorithm can be treated as an average estimation algorithm for solve all the overlapping group subproblem independently. In Section 5, our numerical experiments show that Our new explicit algorithm is accurate when β is sufficiently large or sufficiently small, and is approximate to the other methods for instance the MM method for other β.
For the problem (4), similar to (14), we can get
(28)
See Figure 1 (b) intuitively. All the symbols are the same as before. Similarly as before, we know that the necessary condition of minimizing the ith term of the last line in (28) 
for every i. On the other hand, Let W=diag(w g ) be a diagonal matrix with diagonal being the vector w g , then
We obtain that the vector Wx ′ is also parallel to the vector Wz ′ . Therefore,
, and each of them is a unit vector. Then,
Particularly, we first consider that s = 4, (
Then, the Euler equation of f w (z) is given by
Another expression is as follows.
Similarly as Algorithm 1, we obtain the following algorithm for finding the minimizer of (3). Algorithm 2 Direct shrinkage algorithm for the minimization problem (3) Input:
Given vector x, group size s, parameter β, weight vector 
Compute F(x i ) by convolution of w g . 2 and X ′ n , or by correlation of w r g . 2 and X ′ n .
We can also see that Algorithm 2 only need 2 times convolution computations with time complexity n * s, which is just the same time complexity as one step iteration in the MM method in [4] . Therefore, our method is much more efficient than MM method.
Here, thanks to the properties of inequalities, without loss of generality, let
, then β is sufficiently small. However, we do not directly know what β is sufficiently large. In Section 5, after more than one thousand tests, we find that β ≥ 30 ·
is sufficiently large generally. For the problem (5), similar to (28), we can obtain
For example, we set K 1 = 2, K 2 = 2, and define
Notice that the Frobenius norm of a matrix is equal to the ℓ 2 norm of a vector reshaped by the matrix. Then, the Euler equation of f w (z) is given by
where
which is an expansion of (A i, j ) g . These symbols remain consistent as default through this paper.
(39) Therefore, we can obtain a similar algorithm on the former formula (39) for finding the minimizer of (3) as Algorithm 2.
Several extensions

Other boundary conditions
In Section 2, we gave the explicit shrinkage formulas for one class of OGS problems (3), (4) and (5) . In order to achieve a simply deduction, we assume that period boundary conditions are used. One may confuse that whether period boundary conditions are always good for regularization problems such as signal processing or image processing, since natural signals or images are often asymmetric. However, in these problems, assuming a kind of boundary condition is necessary for simplifying the problem and making the computation possible [17] . There are kinds of boundary conditions, such as zero boundary conditions and reflective boundary conditions. Period boundary conditions are often used in optimization because it can be computed fast as before or other fast computation for example, computation of matrix of block circulant with circulant blocks by fast Fourier transforms [17, 37, 38] .
In this section, we consider other boundary conditions such as zero boundary conditions and reflective boundary conditions. For simplification, we only consider the vector case, while the results can be easily expanded to the matrix case similar as Section 2. When zero boundary conditions are used, we can expand the original vectors (or signal) z (= (z i ) n i=1 ) and x by two s-length vectors on the both hands of the original vectors, which arez
, 0 s ) andx respectively. Then, the results and algorithms in Section 2 are similar as assuming period boundary conditions onz andx. See Figure 2(a) intuitively. Moreover, according to the definition of weighted generalized ℓ 2,1 -norm, although zero boundary conditions seems better than than period boundary conditions, our numerical results will show that the results form different boundary conditions are almost the same in practice (see Section 5.1). Therefore, we will choose the zero boundary conditions to solve the problems (3), (4) and (5) in the following sections.
When reflective boundary conditions are assumed, the results are also the same. We only need to extend the original vector x tox with reflective boundary conditions. See Figure 2 (b) intuitively.
Nonpositive weights and different weights in groups
In this section, we show that the weights vector w g and matrix W g in the former sections can contain arbitrary s entries with arbitrary real numbers. On one hand, the zero value can be the arbitrary entries of the weights vector or matrix. For example, the original ℓ 1 regularization problem (1) can be seen as a special form of weighted generalized ℓ 2,1 -norm regularization problems (4) with s = 1, or s = 3 and w g = (1, 0, 0) for the example of Figure 1(b) .
On the other hand, the norm is with the property of positive homogeneity, (−1) · w g any = w g any , where " · any " can be arbitrary norm such as · 1 and · 2 . Therefore, for the regularization problems (4) (or (5)), the weights vector w g (or matrix W g ) is the same as |w g | (or |W g |), where | · | the point-wise absolute value. Therefore, in general, our results are true, whatever the number of entries included in the weights vector w g and matrix W g , and whatever the real number value of these entries.
However, if the weight w g is dependent on the group index i, that is for example,
, we cannot solve the relevant problems easily since our method fails. As we mentioned before, we only focus on that the weight w g is independent on the group index i, that is w i,g = w g for all i, which means that it is with translation invariant overlapping groups.
Applications in TV regularization problems with OGS
The TV regularizer was firstly introduced by Rudin et.al [31] (ROF). It is used in many fields, for instance, denoising and deblurring problems. Several fast algorithms have been proposed, such as Chambelle [3] and fast TV deconvolution (FTVd) [37, 38] . Its corresponding minimization task is: min
, H denotes the blur matrix, and g denotes the given observed image with blur and noise. Operator ∇ : R n 2 → R 2×n 2 denotes the discrete gradient operator (under periodic boundary conditions) which is defined
for i, j = 1, 2, · · · , n, where f i, j refers to the (( j − 1)n + i)th entry of the vector f (it is the (i, j)th pixel location of the n × n image, and this notation remains valid throughout the paper unless otherwise specified). Notice that H is a matrix of block circulant with circulant blocks (BCCB) structure when periodic boundary conditions are applied or other structures when other boundary conditions are applied [17] . Recently, Selesnick et. al [32] proposed an OGS TV regularizer to one-dimensional signal denoising. They applied the MM method to solve their model. Their numerical experiments showed that their method can overcome staircase effects effectively and get better results. However, their method has the disadvantages of the low speed of computation and the difficulty to be extended to the two-dimensional image case because they did not choose a variable substitution method. More recently, Liu et. al [25] proposed an OGS TV regularizer for two-dimensional image denoising and deblurring under Gaussian noise, and Liu et. al [24] proposed an OGS TV regularizer for image deblurring under impulse noise. Both of them used a variable substitution method and the ADMM framelet with an inner MM iteration for solving the subproblems similar as (3). Therefore, they did not get convergence theorem results because of the inner iterations. However, from our results in Section 2, we can solve the subproblems exactly, and we can get convergence theorem results under the ADMM framelet. Moreover, when the MM method is used in the inner iterations in [24, 25] , they can only solve the ATV case but not the ATV case with OGS while our methods can solve both ATV and ITV cases.
Firstly, we defined the ATV case with OGS under Gaussian noise and impulse noise respectively which is similar like [24, 25] . For the Gaussian noise case,
For the impulse case,
We call the former model as TV OGS L 2 model and the latter model as TV OGS L 1 model respectively. Then, we defined the ITV case with OGS. For Gaussian noise and impulse noise, we only change the former two terms of (41) Moreover, we also consider constrained model as listing in [6, 24, 25] . For any true digital image, its pixel value can attain only a finite number of values. Hence, it is natural to require all pixel values of the restored image to lie in a certain interval [a, b], see [6] for more details. In general, with the easy computation and the certified results in [6] , we only consider all the images located on the standard range [0, 1]. Therefore,we define a projection operator P Ω on the set Ω = f ∈ R n×n |0 f 1 ,
Constrained TV OGS L 2 model
For the constrained model (the ATV case) (called CATVOGSL2), we have
The augmented Lagrangian function of (44) is
where β 1 , β 2 > 0 are penalty parameters and λ 1 , λ 2 , λ 3 ∈ R n 2 are the Lagrange multipliers. The solutions are according to the scheme of ADMM in Gabay [15] , and we refer to some applications in image processing which can be solved by ADMM, e.g., [9, 10, 13, 18, 29, [39] [40] [41] . For a given
3 ) is generated as follows: 
It is obvious that problems (46) and (47) match the framework of the problem (5), thus the minimizers of (46) and (47) can be obtained by using the formulas in Section 2.2.
Respect to u,
2 . The minimizer is given explicitly by
2. Compute f k+1 by solving the normal equation
where " * " denotes the conjugate transpose, see [36] for more details. Since all the parameters are positive, the coefficient matrix in (49) are always invertible and symmetric positive-definite. In addition, note that H, ∇ x , ∇ y have BCCB structure under periodic boundary conditions. We know that the computations with BCCB matrix can be very efficient by using fast Fourier transforms. 3. Update the multipliers via
(50)
Based on the discussions above, we present the ADMM algorithm for solving the convex CATVOGSL2 model (44), which is shown as Algorithm 3.
Algorithm 3 CATVOGSL2 for the minimization problem (44) initialization:
Starting point Algorithm 3 is an application of ADMM for the case with two blocks of variables (v x , v y , u) and f . Thus, its convergence is guaranteed by the theory of ADMM [10, 15, 18] , and we summarize it in the following theorem. Theorem 1. 1). When K 1 = K 2 = 1, our method CATVOGSL2 degenerates to the constrained ATV L 2 model in Chan. [6] . Therefore, we have for β 1 , β 2 > 0 and γ ∈ (0,
In this section, we present several numerical results to illustrate the performance of the proposed method. All experiments are carried out on a desktop computer using Matlab 2010a. Our computer is equipped with an Intel Core i3-2130 CPU (3.4 GHz), 3.4 GB of RAM and a 32-bit Windows 7 operation system.
Comparison with MM method on the problem (5)
In this section, we solve an example of (5) 
We set different parameter β and set the number of MM iteration by 20 steps. For comparison, we expand our result by explicit shrinkage formulas to length 20 (the same as the MM iteration steps). The values of the object function Fun(A) against to iterations are illustrated in top line in Figure 3 . The cross sectional elements of the minimizer A are show in the bottom line in Figure 3 . We choose both zero boundary conditions (0BC) and period boundary conditions (PBC) both for our method and the MM method. It is obvious that our method is faster than MM method because of the explicit shrinkage formulas. From the top line in Figure 3 , we observe that MM method is also fast because it only needs less than 20 steps (sometimes 5) to converge. The related error of the function value of two methods is much less than 1 percent for different parameters β. From the bottom line in Figure 3 , we can see that when β ≤ 1 which is sufficiently small, and when β ≥ 30 which is sufficiently large, our result is almost the same as the final results by the MM iteration method. This shows that our method is accurate and the error of the MM method is very small. When 1 < β < 30, the minimizer computed by our method is approximate and the error is much large than the MM method although the error of the function value by two methods is very small. However, in this case, form the table and the figure, we can see that our method is also able to be seen as a approximate solution. Moreover, our method is much more efficient because our time complexity is just the same as one step iteration in the MM method. In Table 1 , we show the numerical comparison of our method and the MM method on three parts, the related error of function value (ReE of f A (X)), related error of minimizer X (ReE of X) and the mean absolute error of X (MAE of X). From the table, we can see that our formula can almost get same results as the MM method when β is sufficiently large, and approximate results similar as the MM method for other β. This is another proof for the feasibility of our formula.
After more than one thousand similar tests on the example X = rand(100, 100), we find that when β ≥ 30 which is sufficiently large, our method is always accurate and the minimizers by our method and the MM method (with 20 steps) are almost the same. Therefore, form Theorem 1 and Theorem 2, we choose L=30 (sufficiently large) and choose a suit parameter β 1 in the next section to make sure the convergence. Moreover, we can see the efficiency of our method in the next section.
Similarly as weighted matrix W g ∈ R 3×3 ((W g ) i, j ≡ 1), we also tested other weighted matrix for more than one thousand times. For the examples when X = rand(100, 100) and X(X >= 0.5) = 0 (or X(X <= 0.5) = 1) (every element is in [0, 1]), we find that, generally, β ≤ is sufficiently large. This results illustrate that the former when W g ∈ R 3×3 ((W g ) i, j ≡ 1) β ≥ 30 which is sufficiently large again. However, in practice, if β is too large, then A = X, and the minimization problem (60) is meaningless. In our experiments after more than one thousand tests, we find that, when every element of X is in
is sufficiently large but not too large to make the minimization problem meaningless. In this case, that means our formula is useful and effective in practice. On the other hand, when some elements of A are not in [0, 1], we can first project or stretch A into the region [0, 1], and then choose the sufficiently small or large parameter β. 
Comparison with TV methods and TV with OGS with inner iterations MM methods for image deblurring and denoising
In this section, we compare all our algorithms with other methods. All the test images are shown in Fig. 4 , one 1024-by-1024 image as (a) Man, and three 512-by-512 images as: (b) Car, (c) Parlor, (d) Housepole. The quality of the restoration results is measured quantitatively by using the peak signal-tonoise ratio (PSNR) in decibel (dB) and the relative error (ReE): PSNR = 10 log 10 n 2 Max
wheref and f denote the original and restored images respectively, and Max I represents the maximum possible pixel value of the image. In our experiments, Max I = 1. The stopping criterion used in our work is set to be as other methods
where F k is the objective function value of the respective model in the kth iteration. we compare our methods with some other methods, such as Chan's TV method proposed in [6] , Liu's method proposed in [25] , and Liu's method proposed in [24] . Both the latter two methods [25] and [24] are with inner iterations MM methods for OGS TV problems, where the number of the inner iterations is set 5 by them. Particularly, for a fair comparison, we set weighted matrix W g ∈ R 3×3 ((W g ) i, j ≡ 1) in all the experiments of our methods as in [24, 25] .
Experiments for the constrained TV OGS L 2 model
In this section, we compare our methods (CATVOGSL2 and CITVOGSL2) with some other methods, such as Chan's method proposed in [6] (Algorithm 1 in [6] for the constrained TV-L2 model) and Liu's method proposed in [25] .
Regarding the penalty parameters βs in all our algorithms, theoretically any positive values of βs ensure the convergence. Therefore, we set the penalty parameters β 1 = 35, β 2 = 20, for the ATV case, β 1 = 100, β 2 = 20 for the ITV case and relax parameter γ = 1.618. The blur kernels are generated by Matlab built-in function (i)fspecial('average',9) for 9 × 9 average blur. We generate all blurring effects using the Matlab built-in function imfilter(I,psf, 'circular','conv') under periodic boundary conditions with "I" the original image and "psf" the blur kernel. We first generated the blurred images operating on images (a)-(c) by the former Gaussian blurs and further corrupted by zero mean Gaussian noise with BSNR = 40. The BSNR is given by BSNR = 20 log 10 g 2 η 2 ,
where g and η are the observed image and the noise, respectively. The numerical results of the three methods are shown in Table 2 . We have tuned the parameters for all the methods as in Table 2 . From Table 2 , we can see that the PSNR and ReE of our methods (both ATV and ITV cases) are almost same as Liu. [25] , which used MM inner iterations to solve the subproblems (46) and (47) (only for the ATV case). However, each outer iteration of our methods is nearly twice faster than Liu. [25] from the experiments. The time of each outer iteration of our methods is almost the same as the tradition TV method in Chan. [6] . In Figure 5 we display the restored "Parlor" images from different algorithms. We can see that OGS TV regularizers can get clearer edges on the desk of the image than TV regularizer. Now we compute the complexity of each step of our methods and Liu's method [25] . Firstly, we know that the complexity of all the methods is 512 × 512 × 18 × 4 (4 times n log 2 n) except the OGS subproblems. Then, for the OGS subproblems, the MM method in [25] with 5 steps inner iteration, the complexity is 512 × 512 × 90 × 2 (2 subproblems). The complexity of our methods is 512 × 512 × 18 × 2 in CATVOGSL2 and 512 × 512 × 18 in CITVOGSL2. Therefore, the total complexity of [25] is 512 2 × 252, the total complexity of CATVOGSL2 is 512 2 × 108 and the total complexity of CITVOGSL2 is 512 2 × 90. That means each step of our methods is more than double faster than the inner iteration method [25] . In the next section, the common computation parts of our methods and the inner iteration method are much more, and then our methods are only nearly double faster. Remark 5. Here we do not list the results of Image (d) because they are almost the same as Image (b) and (c). Moreover, when β 1 < 30 which is not sufficiently large, the numerical results are also good although we do not have the convergence theorem as Theorem 1 and Theorem 2. This shows that the approximate part of our shrinkage formula is also good, and that when the inner step in [24, 25] is chose to be 5 the numerical experiments are convergent although they did not find a convergence control sequence.
Experiments for the constrained TV OGS L 1 model
In this section, we compare our methods (CATVOGSL1 and CITVOGSL1) with some other methods, such as Chan's method proposed in [6] (Algorithm 2 in [6] for the constrained TV-L1 model) and Liu's method proposed in [24] .
Similarly as the last section, we set the penalty parameters β 1 = 80, β 2 = 2000, β 3 = 1,for the ATV case, β 1 = 80, β 2 = 2000, β 3 = 1, for the ITV case and relax parameter γ = 1.618. The blur kernel is generated by Matlab built-in function fspecial('gaussian',7,5) for 7 × 7 Gaussian blur with standard deviation 5. We first generated the blurred images operating on images (b)-(d) by the former Gaussian blur and further corrupted them by salt-and-pepper noise from 30% to 50%. We generate all noise effects by Matlab built-in function imnoise(B,'salt & pepper',level) with "B" the blurred image and fix the same random matrix for different methods.
The numerical results by the three methods are shown in Table 3 . We have tuned the parameters manually to give the best PSNR improvement for Chan.
[6] as in Table 3 for different images. And for Liu. [24] we choose the given parameters µ default as 100,80,60 for 30% to 50% respectively. For our method CATVOGSL1, we set µ as 180,140,100 for 30% to 50% respectively. For our method CITVOGSL1, we set µ as 140,100,80 for 30% to 50% respectively. In experiments, we find that the parameters of our methods are robust and have wide rage to choose. Therefore, we set the same µ for different images. From Table 3 , we can also see that the PSNR and ReE of our methods (both ATV and ITV cases) are almost same as Liu. [24] , which used MM inner iterations to solve the subproblems (46) and (47) (only for the ATV case). However, each outer iteration of our methods is nearly twice faster than Liu. [24] from the experiments. The time of each outer iteration of our methods is almost the same as the tradition TV method in Chan. [6] . Moreover, we can also see that sometimes the ATV is better than ITV and sometimes on the contrary for OGS TV. Finally, in Figure 6 , we display the degraded image, the original image and the restored images for 30% level of noise on Image (d) by the four methods. From the figure, we can see that both our methods and Liu. [24] can get better edges (handrail and window) than Chan. [6] .
Conclusion
In this paper, we propose the explicit shrinkage formulas for one class of OGS regularization problems, which are with translation invariant overlapping groups. These formulas can be extended to several other regularization problems for instance nonconvex regularizers with overlapping group sparsity. We apply our results in OGS TV OGS regularization problems-deblurring and denoising problems, and get theorem convergence results and good experiments results. Furthermore, we also extend the image deblurring problems with OGS ATV in [24, 25] to both ATV and ITV cases. For both of them, we have theorem convergence results by using ADMM both for L 1 and L 2 model. Since the theorem results and formulas are very simple, these results can be easily extended to many other application such as multichannel deconvolution and compress sensing, which we will consider in future. In addition, in this work we only choose all the entries of the weight matrix W g equal to 1. We will test for other weights in future on more experiments in order to choose the better or best weights for some applications.
