Abstract. Precise monitoring of changes in atmospheric O2 levels was implemented by preparing primary standard mixtures 10 with less than 1 μmol mol −1 standard uncertainty for O2 molar fractions. In this study, these mixtures were crafted in 10 L 11 high-pressure aluminium alloy cylinders using a gravimetric method in which unknown uncertainty factors were theoretically 12 determined and subsequently reduced. Molar fractions of the constituents (CO2, Ar, O2, and N2) in the primary standard 13 mixtures were mainly resolved using masses of the respective source gases (CO2, Ar, O2, and N2) that had been filled into the 14 cylinders. To precisely determine the masses of the source gases, the difference in mass of the cylinder before and after filling 15 the respective source gas was calculated by compared with an almost identical reference cylinder. Although the masses of the 16 cylinders filled with source gas with respect to the reference cylinder tended to deviate in relation to temperature differences 17 between the source gas filled cylinder and surrounding air, the degree of the deviation could be efficiently reduced by 18 measuring the two cylinders at the exact same temperature. The standard uncertainty for the cylinder mass obtained in our 19 weighing system was determined to be 0.82 mg. The standard uncertainties for the O2 molar fractions in the primary standard 20 mixtures ranged from 0.7 μmol mol −1 to 0.8 μmol mol −1
Determination procedure of isotopic abundances for O and N 1
Each HPO was prepared using pure O2 from two 48 L cylinders and pure N2 from three or four 48 L cylinders as source gases. 2 The isotopic abundances ( 16 O, 17 O, 18 O, 14 N, and 15 N) for pure O2 and N2 may be different between cylinders, resulting in 3 abundance differences among each HPO. The averaged values of isotopic abundances in pure O2 (two cylinders) and pure N2 4
(three or four cylinders) used for the respective HPOs were calculated based on the ratios of 18 HPO_meas measured by the mass spectrometer. This is because the isotopic ratios in source gases are different 1 from the corresponding atmospheric values. The subscripts "HPO_grav" and "HPO_meas" hereafter refer to the gravimetric 2 value and the measured value in the HPO. Thus, mass-spectrometry based isotopic ratios need to be converted to values 3 equivalent to the δ(O2/N2)HPO_grav ratio and the δ(Ar/N2)HPO_grav ratio. The values of δ(O2/N2)HPO_meas and δ(Ar/N2)HPO_meas were 4 calculated using mass-spectrometry based on isotopic ratios 15 On the other hand, the absolute O2/N2 ratio in the AIST reference air was calculated by substituting the (O2/N2)HPO_grav in the 25
HPOs and the δ(O2/N2)HPO_meas for (O2/N2)sam and for δ(O2/N2) in equation (1). The absolute Ar/N2 ratio in the AIST reference 26 air was calculated in same manner (see the section 5.3). 27
Measurements of CO2 in highly precise O2 standard mixtures 28
Molar fractions of CO2 in HPOs were verified using a cavity ring-down spectrometer (G2301, Picarro Inc., USA) equipped 29 with a multi-port valve (Valco Instruments Co. Inc., USA) for gas introduction and a mass flow controller (SEC-N112, 30 100SCCM, Horiba STEC, CO., Ltd, Japan). The cavity ring-down spectrometer was calibrated by three primary standard 31 gases (364.50 ± 0.14 μmol mol , and 500.32 ± 0.14 μmol mol −1 ) that had been prepared from pure3 Identifying and minimizing unknown factors of uncertainty 1 As previously mentioned,, there are several unknown factors that influence mass readings obtained for sample cylinders. 2
Identifying and minimizing these unknown factors is discussed in this section. , which is able to change the weight force of the sample cylinder through 11 frictional forces exerted on the vertical surface of a sample cylinder and pressure forces on the horizontal surface. Both the 12 friction and pressure forces are caused by the upward or downward flow of air that is heated or cooled, respectively, by the 13 sample cylinder. 14 When the ABBA technique is employed for mass measurements under identical experimental conditions, the deviations of 15 the mass readings due to the factors described above become negligible because they are equally exerted on both the sample 16 and the reference cylinder. In fact, the buoyancy effect could be cancelled by adopting the ABBA technique in our mass 17 measurements (see Section 4.3.1). On the other hand, the identical experimental conditions tend to be disturbed by the 18 temperature change on the sample cylinder surface by adiabatic compression of the source gases and by the temperature 19 difference between the filling room and the weighing room. Mass readings of the sample cylinder deviate from true values 20 when thermal effects due to a change in the sample cylinder surface temperature are exerted independently and at varying 21 degrees on the sample and reference cylinders. Moreover, the amount of water adsorbed on the sample cylinder surface can 22 also be influenced by humidity if the level in the filling room is different from that in the weighing room. This non-uniformity 23 of temperatures and the water amount between the sample cylinder surface and the surrounding ambient air is assumed to be 24 the main contributor of uncertainties in obtained mass readings of the sample cylinder (Matsumoto et al., 2008) . In order to 25 identify and minimize the contribution to the non-uniformity, we examined the equilibrium of both humidity and temperature 26 for the surface of the sample cylinder used in this study before carrying out any measurement. 27
Identifying and minimizing unknown uncertainty factors 28
Equilibrium in the temperature and the water amount between the sample cylinder surface and its surrounding ambient air is 29 considered to be achieved by placing the sample cylinder on our weighing system for an appropriate duration of time before 30 the mass reading. Here, the equilibrium between the reference cylinder surface and its surrounding ambient air is always 31 achieved as the reference cylinder is permanently left on the weighing system. The equilibrium for the sample cylinder is 32 easily disturbed by the processes of its evacuation and filling of the source gases. To quantify the appropriate time interval 33 needed to restore equilibrium, the mass readings of the sample cylinder were recorded after the evacuation and after the filling.
ensures the repeatability value of 0.82 mg that is achieved by reducing the temperature difference to below 0.06 K. By 19 conducting measurements of the cylinder temperature using the thermocouple-type thermometer and ensuring that the mass 20 readings were taken when the temperature of both cylinders were the same, we were able to reduce the deviation contributing 21 to the mass readings. 22
To validate the proposed weighing procedure, the reproducibility of mass readings obtained after disturbing the equilibrium 23 was measured. Hence, the mass reading sequence after a cooling or heating cycle of the cylinders was examined. Figure 3  24 illustrates the results in which four heating cycles (number 1 to 4) and four cooling cycles (number 5 to 8) were conducted. 25
In this experiment, temperatures of the cooled or heated cylinder were 1 K to 3 K lower or 10 K to 20 K higher than that of 26 the reference cylinder, respectively. When mass readings were recorded after ensuring equal temperatures of both the sample 27 and reference cylinders, no difference in mass readings recorded after the cooling and heating cycles was detected. The 28 reproducibility of mass readings was estimated to be 0.44 mg with regards to the standard deviation of the mass readings 29 shown in Figure 3 . The fact that reproducibility was lower than the repeatability value validated the weighing procedure. The 30 contributions to mass readings by non-equilibrium conditions were negligible using the established weighing procedure. 31
It is difficult to determine whether deviations in mass readings recorded for sample cylinders were caused by thermal or 32 adsorption effects simply by analysing these results. This is because both effects are related to temperature fluctuations. 33
However, the thermal effect influenced the slope of the calibration function solely through temperature differences, whereas 34 the adsorption/desorption effect influenced the slope of the calibration function via a combination of both ambient temperature 35 and humidity. This is because the adsorbed or desorbed amounts of water on the surface of both cylinders are highly dependent 36 on the cylinder temperature and humidity of the surrounding ambient air. To determine which of these effects contributed themost to the deviations, the relationship between the deviations and temperature differences was investigated under various 1 conditions in the weighing room. Humidity was stringently controlled at 30%, 50%, 65%, and 80%, whereas temperature 2 levels were maintained at 22 ºC, 26 ºC, and 29 ºC. As shown in Figure 2 , the slope did not depend on the humidity nor 3 temperature. These results indicate that the dominant factor of deviations in mass readings was rather an effect of thermal 4 gradients than adsorption, because the deviations depended on the temperature difference only. Therefore, we focused on 5 minimizing the impact of any thermal gradient in further experiments. 6
Evaluation of uncertainty factors for the O2 Standard Mixtures 7
In this section, we discuss any uncertainty factors associated with molar fractions of constituents in the HPOs. The gravimetric 8 molar fraction ( ) of the constituent k (CO2, Ar, O2, and N2) was calculated using the molar mass ( ) and the molar fraction 9 ( , ) of the constituent i (CO2, Ar, O2, N2 and impurities) in the filled source gas j (CO2 in Ar standard mixture, pure O2, and 10 pure N2). Additionally, mass ( ) of the source gases filled into the sample cylinder were incorporated into equation (5) in 11 accordance with ISO 6142-1:2015. 12
In this equation, r and q represent the number of source gases j and constituents i, respectively, while , is the molar fraction 16 of the constituent k in the source gas j. Uncertainties ( ( )) associated with the gravimetric molar fraction were calculated 17 according to the law of propagation. 18
In this equation, ( ) depicts the standard uncertainty for A. Gravimetric molar fractions of the constituent k and its associated 22 uncertainty in the molar fractions for the HPOs prepared in this study were calculated using equation (5) and equation (6), 23 and they are listed in Table 2 . The standard uncertainties for the constituents N2, O2, Ar, and CO2 were 0.8 -1.0 μmol mol −1 , 24 0.7 -0.8 μmol mol , respectively. Table 3 lists the contribution of the purity of 25 the source gases, molar masses of the constituents, and masses of the source gases to the gravimetric molar fraction. These 26 correspond to the square root of the first, second, and third terms found in equation (6), respectively. Uncertainty factors in 27 the gravimetric molar fractions in the HPOs were mainly those of the mass for the source gases filled into the sample cylinder. 28
Purity of source gas 1
Pure O2, N2, Ar, and CO2 were used as source gases to prepare the HPOs. Molar fractions of impurities presented in source 2 gases and their associated standard uncertainties were determined based on the primary standard gases prepared in accordance 3 with ISO 6142-1:2015. When the molar fraction of impurity h was under its detection limit (Lh), the molar fraction (xh) and 4 standard uncertainty (u(xh, j) ) of h in the source gas j was calculated using the equations ℎ, = ℎ, 2 ⁄ and � ℎ, � = 5 ℎ, 2√3 ⁄ . The calculated values for the impurities and purities of the source gases are listed in Table 4 . 6 respectively. Since these results infer that the ratios of O and N isotopes change with production time, the isotopic abundances 23 of O and N in the source gases have to be precisely determined whenever HPOs are prepared using different pure O2 and N2. 24
On the other hand, standard uncertainties in the atomic mass presented in an IUPAC technical report by De Laeter et al. (2003) 25 were sufficient for further use in the case of Ar and CO2 as source gases. 26
Determining the masses of the filled gases 27
Masses of individual gases that were filled into the sample cylinders were calculated using the mass difference before and 28 after the filling. The standard uncertainty of the obtained mass was calculated by combining standard uncertainties of mass 29 readings of the sample cylinder before and after filling each gas. To determine uncertainty in mass reading of the sample 30 cylinder, three factors were evaluated i.e., the repeatability � � of the mass readings, permeation � � of 31 the source gases during weighing, and buoyancy change � � due to the expansion of the cylinder. The standard 32 uncertainties ( � �) were defined according to equation (7) . 33 
Repeatability of mass readings 5
The repeatability of mass readings was evaluated by continuous mass measurement of sample cylinders using the ABBA 6 technique over three days. This is because preparation of a single HPO requires three days. Mass readings were recorded after 7 the sample cylinder was left on the weighing system for at least a week. Air density was likewise measured for three days by 8 carefully monitoring temperature, humidity, and pressure changes in ambient air (Figure 4 ). Our findings indicate that the 9 mass readings remain stable during the three-day experiment. The standard deviation of mass readings (0.82 mg) is 10 represented as repeatability � �. The fact that the mass readings were not affected by changes in the air density also 11
indicates that buoyancy issues influencing the sample cylinder were cancelled out by changes simultaneously affecting the 12 reference cylinder. 13
Permeation of source gases during weighing 14
All of the cylinders used in this study have diaphragm valves, which were joined to the cylinders via pipe fittings and sealed 15 with Teflon tape. The seal of diaphragm valves was made from PCTFE, through which gases tend to permeate quite slowly 16 (Sturm, 2004) . Since permeation of the source gases during weighing the sample cylinders resulted in evaluation error of the 17 masses for the source gases, we examined the permeability of purified air by monitoring mass of the sample cylinder filled 18 with purified air at a pressure of 8 MPa. The changes in mass readings were measured for over four months. From these results, 19 it was determined that the permeability was 0.013 mg day −1 . This effect was considered to be negligible because it is much 20 lower than the repeatability. Therefore, the contribution of permeability ( � �) to the standard uncertainty 21 calculations ( � �) was ignored. On the other hand, the amount of air permeating from the sample cylinder during the 22 course of a year was calculated to be about 4.7 mg. This quantity may cause changes in the composition of the HPO if the 23 mixture is kept for extended periods of time, since the gas permeability depends on the gas species (Sturm, 2004) . ratio of the HPOs by releasing the inner air into a room at a flow rate of 8 mL min -1 and found that the fractionation of O2 and 17 N2 during air release was negligible. Therefore, we chose not to evaluate fractionation in this study. 18
Comparison with Previous Values 19
To confirm the consistency of the results obtained using the HPOs, we preliminarily compared O2/N2 ratios on both the AIST 20 and NIES scale using annual average of δ(O2/N2) values in the air sample from Hateruma Island collected from January to 21 December in 2015. Additionally, the molar fraction of atmospheric O2 and Ar were determined based on the HPOs and then 22 compared with previously reported values to confirm consistency of the results. 23
Comparison between O2/N2 ratios on the AIST and NIES scales 24
We observed the atmospheric δ(O2/N2) by analysing air samples collected at Hateruma Island from January to December in 25 2015. For the air samples, we confirmed that the isotopic ratios of N2 and O2 did not differ significantly from the atmospheric 26 values, such that we regard the δ (  16 O   16 O/ 14 N 14 N) value measured by the mass spectrometer is equivalent to δ(O2/N2) in 27 equation (1). Twice a month, the air samples were collected in two Pyrex glasses arranged in series (one for AIST and the 28 other for NIES). Using these air samples, we determined that the annual average of δ(O2/N2) in 2015 on the AIST scale was 29 −63 ± 3 per meg. The number following the symbol ± denotes the standard uncertainty of the measurement. Using equation 30
(1), the δ(O2/N2) value on the AIST scale was then converted to the absolute O2/N2 ratio by utilizing the absolute ratio of 31 O2/N2 in AIST reference air determined in section 5.1. In 2015, the absolute O2/N2 ratio on Hateruma Island was 0.2680761 32 were 0.2680761 ± 0.0000018 and 0.0119534 ± 0.0000009, respectively. The molar fractions of O2 and Ar ( O 2 and Ar ) were 18 calculated using the aforementioned O2/N2 and Ar/N2 ratios by using the equations below. 19 Van der Laan-Luijkx, I. T., Van der Laan, S., Uglietti, C., Schibig, M. F., Neubert, R. E. M., Meijer, H. A. J., Brand, W. A., Table 1 . Isotopic composition and atomic masses of pure oxygen and pure nitrogen used to prepare highly precise O2 standard 1 mixtures (HPOs). filling of source gases. The mass readings were obtained using the weighing system. Deviation of the mass reading is 3 expressed as the change in amount from the equilibrium value, which was defined as the mass reading when the standard 4 deviation of the values remained constant for two or more hours. Table 3 . Typical contribution of each source of uncertainty (including the mass of the source gas, molar mass, and purity) to the standard uncertainties obtained for the molar fractions of N2, O2, Ar, and CO2 in the HPO.
a The values were calculated in the procedure described in section 4.3.
b The values were calculated in the procedure described in section 4.2.
c The values were calculated in the procedure described in section 4.1.
Constituent
Uncertainty source, μmol mol Numbers following the symbol ± denote the standard uncertainty.
"-" represents the constituents which were not measured.
Figure 4
Repeatability of mass readings obtained for the sample cylinders and ambient air density for three days.
Solid and dashed lines represent mass readings and ambient air density, respectively 
