Abstract. Frequency-domain electromagnetic instruments allow, also because of their handy sizes, the collection of data in different configuration, i.e. varying the inter-coil spacing, the frequency, and the height above the ground. This makes these tools very practical for the characterization of the near surface in many fields of applications (e.g., precision agriculture, pollution assessments, shallow geological investigations). To this end, the inversion of either the in-phase or the quadrature component of the signal has been already studied. Furthermore, in some occasion not enough attention is paid to the a priori information available on the solution, and a smoothness condition is blindly imposed to regularization techniques, regardless of the solution properties. The present work discusses an algorithm for the inversion of the complex signal in its entirety, as well as a regularization method promoting the sparsity of the reconstructed electrical conductivity distribution. This regularization strategy incorporates a minimum gradient support stabilizer into a truncated generalized singular value decomposition scheme. The results of the implementation of this sparse regularization at each step of a damped Gauss-Newton inversion algorithm (based on a nonlinear forward model) are compared against the associated solutions obtained via a, more standard, smooth stabilizer. Moreover, we also study the depth of investigation (DOI) in order to provide an estimation of the maximun depth that can be investigated. The effectiveness and limitations of the whole inversion algorithm are demonstrated on synthetic datasets.
1. Introduction. Frequency-domain electromagnetic induction (EMI) methods have been used extensively for near surface characterization [13, 21, 20, 19, 15, 31, 2] . Initially, raw EMI measurements were directly used for fast mapping of the electrical conductivity at specific depths, with no time spent on the inversion. More recently, because of the availability of multi-frequency and multi-coil devices and the development of efficient inversion algorithms and powerful computers, EMI data have been collected for reliable (pseudo-)3D/4D quantitative assessment of the spatial and temporal variability of the electrical conductivity in the subsurface [2, 9] . These data are usually collected with both ground-based and airborne systems [16] , and more and more frequently they are used not only to infer the soil conductivity, but also its magnetic permeability [11, 8, 5] . Simultaneous measurement of the complex value of the ratio between the secondary magnetic field and the primary magnetic field components, provides information about the amplitude and the phase of the signal. The real part (in-phase component), is mainly affected by the magnetic permeability of the subsoil; the imaginary part, (out-of-phase or quadrature component), mainly by its electrical conductivity. Either the in-phase or the quadrature component of the signal have been inverted to reconstruct either the electrical conductivity or the magnetic permeability of the soil [7, 8, 5] .
In general, an EMI survey consists of many soundings; in the case of airborne acquisition, for example, they can be hundreds of thousands. These soundings, measured with multi-configuration devices at each specific location, are usually inverted separately and only a-posteriori stitched together in a (pseudo-)2D/3D fashion. This is still a common practice, even if inversion schemes based on 2D/3D forward modelling are becoming available and practical to be used. However, the advantages of truly 2D/3D inversion with respect to 1D approaches is still debatable [26] . Sometimes, in order to enforce a lateral continuity between the 1D inversion results, the 1D approaches have been extended in order to incorporate spatially constraints connecting the model parameters from adjacent models [25] .
As in many other fields of application, regularization is usually performed by imposing smooth constraints. However, this approach is not always consistent with the true nature of the system under investigation as, for example, sharp interfaces might be present. In these situations, a stabilizer selecting the smoothest solution, among all the possible ones compatible with the data, can produce a misleading solution. In this case, a regularizing term promoting blocky solutions would be definitely more coherent with the expectations about the target. For these reasons, over the years, several approaches have been implemented to retrieve model solutions characterized by sharp boundaries. A particularly promising strategy is based on the, so called, minimum gradient support (MGS) stabilizers [32] . This type of stabilizers has been applied to several kinds of data and implemented in several, diverse, inversion frameworks, ranging from the inversion of travel-time measurements [33, 27] to electrical resistivity tomography [10, 6] , going through spatially constrained reconstruction of time-domain electromagnetic data [14, 28, 29] . The reason of its success lies in the following facts: the sparsity of the final result can be tuned by means of a focusing parameter (in principle, by leaving this characteristic parameter loose, the standard smooth results are recovered); once a traditional smooth inversion algorithm is selected, implementing its sparsity enhancing version is extremely easy.
In this work, we fix our attention on the inversion of the complex-valued frequency-domain EMI data collected with different configurations, by applying an extension of the numerical algorithm introduced in [7, 8, 5] . We compare the new results to the ones obtained by inverting either the in-phase or the quadrature component of the signal. Moreover, we study the implementation of a MGS-like regularization technique coupled with a truncated generalized singular value decomposition (TGSVD) within a Gauss-Newton algorithm. For a better reconstruction of the conductivity, also the depth of investigation (DOI) has been estimated.
The paper is structured into six sections. In Section 2 we introduce the nonlinear forward modelling. In Section 3 we describe a procedure for the inversion of the complex signal, incorporating a minimum gradient support stabilizer into the TGSVD regularization scheme, at each step of the damped Gauss-Newton method. For completeness, to better evaluate the performance of the investigated inversion strategies, a new approach for the estimation of the depth of investigation (DOI) is also presented in Section 4, leading to the numerical experiments on synthetic data sets reported in Section 5. Section 6 concludes the paper summarizing the content, and describing our intention for future work.
2. The nonlinear forward model. A forward model for predicting the EM response of the subsoil has been discussed in [30] . This approach is based on Maxwell's equations and takes into account the cylindrical symmetry of the problem. The soil is assumed to have a n-layered structure, and each horizontal layer in the subsurface parameterization has a thickness d k , an electrical conductivity σ k , and a magnetic permeability µ k , with k = 1, . . . , n. The deepest layer is considered to have infinite thickness d n . The two coils of the measuring EMI device, separated by a distance ρ and operating at frequency f in Hertz, are located at height h above the ground with their axes oriented either vertically or horizontally with respect to the ground surface. As discussed, for example, in [7] , if u k (λ) = λ 2 + iσ k µ k ω (where ω = 2πf is the angular frequency, and the integration variable λ, ranging from zero to infinity, consists of the depth normalized by the inter-coil distance ρ), the characteristic admittance in the kth layer is N k = u k (λ)/(iµ k ω), while the surface admittance Y k (λ) at the top of the layer satisfies the recursion equation
for k = n − 1, . . . , 1. The recursion relationship in (2.1) is initiated by setting Y n (λ) = N n (λ) for the deepest layer. It is worth remarking that both the characteristic and surface admittances depend on the frequency through the functions u k . The ratio between the secondary and primary fields for the vertical (ν = 0) and horizontal (ν = 1) orientation is given by the expression
where σ = (σ 1 , . . . , σ n ) T and µ = (µ 1 , . . . , µ n ) T represent, respectively, the conductivity and permeability vectors, J s (λ) denotes the first kind Bessel function of order s, and the reflection factor
can be calculated by setting N 0 (λ) = λ/(iµ 0 ω) and computing Y 1 (λ) via the recursion (2.1), where µ 0 represents the magnetic permeability of the free space. Hence, M 0 and M 1 are complex-valued functions that can be expressed in a more compact form in terms of the Hankel transform
In general, EMI devices record both the real (in-phase) and the imaginary (quadrature) parts of the fields ratio.
3. The inversion scheme. To investigate different depths and be able to infer both the electrical conductivity and the magnetic permeability profiles for each measurement location, it is necessary to record EMI data in different configurations. So, the measurements can be acquired with different inter-coil distances, operating frequencies, and heights. To further increase the information content in the data, also arbitrary combination of those configurations can be utilized. Hence, by indicating with m ω , m h , and m ρ , respectively, the number of used frequencies, heights, and inter-coil distances, the total number of data measurements, b ν tij (with t = 1, . . . , m ρ , i = 1, . . . , m h , j = 1, . . . , m ω , and ν = 0, 1), available at each sounding location is m = 2m ρ m h m ω . Of course, the ultimate goal is to retrieve an accurate estimation of the electrical conductivity vector σ and the magnetic permeability vector µ from the observations b ν tij which produce the best approximation
In the following, it is assumed that the contribution of the permeability distribution to the overall response is negligible, and so the measurements are considered to be sensitive merely to the conductivity values. However, in principle, the regularization approach discussed here can be easily extended to include also the inversion for the µ components [8, 5] .
To retrieve the conductivity values σ k , with k = 1, . . . , n, associated with the best data approximation, frequency-domain observations b ν tij can be rearranged in a data vector b ∈ C m ; the same is true for the corresponding calculated responses M ν , which can be represented as a vector M(σ) ∈ C m . Disregarding, for the moment, the illposedness of the problem, the best approximation σ * can be found by minimizing the Euclidean norm of the residual r(σ), i.e.,
where r(σ) = b − M(σ) takes complex values. The adopted inversion scheme is based on the Gauss-Newton method, consisting of the iterative minimization of the norm of a linear approximation of the residual. Hence, assuming the Fréchet differentiability of r(σ), we can write
∂σj , with i = 1, . . . , m and j = 1, . . . , n. In order to find the step length q k we solve the linear least squares problem
Being the residual function r a complex valued function, solving problem (3.2) in complex arithmetics leads to a complex step length q k . To overpass this difficulty, and obtain a real step length, we stack the real and the imaginary parts of the array involved in the computatioñ
and replace (3.2) by
This approach also shows that inverting the full complex signal de facto doubles the number of available data measurements.
In the present research we always use the analytical expression of the Jacobian, which was determined in [7, 5] . Indeed, in the same papers it has been proven that such an expression is both more accurate and computationally faster, with respect to using its finite difference approximation.
In order to ensure the convergence and, at the same time, enforce the positivity of the solution, the original Gauss-Newton scheme has been implemented by incorporating a damping factor. The iterative method becomes
where the step size α k is determined according to the Armijo-Goldstein principle, with the additional constraint that the solution must be positive (σ k+1 > 0) at every iteration. This choice of α k guarantees the convergence of the iterative method, provided that σ k is not a critical point, and ensures the physical meaningfulness of the solution.
The inversion of frequency-domain EMI measurements is known to be ill-posed [32] , so that each linearized problem (3.3) is severely ill-conditioned. A strategy to tackle the ill-posedness and find a unique and stable solution is to include available physical information into the inversion process. Thus, among all the possible solutions compatible with the data, the one that is also in agreement with the a priori information is chosen. This is the rationale behind regularization methods.
A way to incorporate the a priori information in the process is to couple the original least squares problem (3.3) with an additional term, leading to the new minimization problem
where L is a suitable regularization matrix, which defines the L-weighted minimum norm least squares solution [1] . The lower the value of Lq at the selected model, the better the matching between the solution and the a priori information. By far, the most commonly used regularization matrices favor solutions that are smoothly varying (either spatially or with respect to a reference model). In such cases, L is often chosen to be the identity matrix or a discrete approximation of the first or second spatial derivative. In order to cope with the ill-conditioning of the problem, if L is the identity matrix, the minimum norm solution of (3.3) at each iteration of the Gauss-Newton method can be computed by the truncated singular value decomposition (TSVD) of the Jacobian J k [12] . If L ∈ R p×n , with p ≤ n, is different from the identity matrix, then, assumed the intersection of the null spaces of J k and L is trivial, problem (3.5) can be solved by means of the truncated generalized SVD (TGSVD).
The following discussion will be limited to the case in which 2m ≥ n ≥ p, as the situation characterized by 2m < n can be treated in a similar manner. In this case, the GSVD of the matrix pair ( J k , L) involves the factorization:
where U ∈ R 2m×n and V ∈ R p×p have orthonormal columns, Z ∈ R n×n is nonsingular, and
. . , ξ p ] are diagonal matrices with nonnegative entries, normalized so that γ
Then, the TGSVD solution of (3.5), with parameter ≤ p, is defined as
in which u i and z i are the columns of U and Z, respectively. Removing the first terms in (3.7), eliminates the contribution associated to the smallest γ i . This leads to an approximated solution which is more stable, so acts as regularization parameter. Hence, at each step of the Gauss-Newton iteration (3.4) the regularized solution of the original problem (3.1) is found by solving the linear least squares problem (3.5) through the TGSVD (3.7) for a fixed value of the regularization parameter . The solution at convergence σ ( ) obviously depends on the specific choice of . If a reliable estimation of the noise level in the data is available, the regularization parameter can be chosen by means of the discrepancy principle (the data fitting must match the noise level in the data). On the contrary, other heuristic strategies can be used. A most frequently approach is the L-curve method [12] , based on the reasonable assumption that the most appropriate choice for the regularization parameter is the one that guarantees the optimal trade-off between the best data fitting and the most appropriate stabilization. A comparison of different strategies for estimating the regularization parameter was presented in [23] .
A Matlab implementation of the above regularized inversion method is available at the web page http: //bugs.unica.it/cana/software/ as the FDEMtools package [4] .
Of course, both the estimation of the regularization parameter, and the choice of the stabilizing term, which incorporates the available a priori information on the solution, play an essential role on the accuracy of the final result. Every time the solution is known (or assumed) to be smooth, a common choice for L is the discrete approximation of either the first or second spatial derivative of the conductivity distribution. Following the same rationale, in order to maximize the spatial resolution of the result, whenever the solution is expected to exhibit a blocky structure a stabilizer promoting the sparsity of the computed solution and the retrieval of sharp interfaces should be used instead. An example of such stabilizers is based on the minimum gradient support.
The minimum gradient support approach [22, 32, 24] consists of substituting the term Lq 2 in (3.5) with
where L is a regularization matrix, while τ and are free parameters. As it is immediate to observe, (3.8) depends only upon the product τ , so in our experiments we will fix = 1 and only vary τ . The nonlinear regularization term S τ (q) favors the sparsity of the solution and the reconstruction of blocky features. Indeed, it can be easily shown [22, 27] that this kind of regularization term minimizes, when τ tends to 0, the number of components where the vector Lq is nonzero. Therefore, if L is chosen to be the discretization of the first derivative D 1 , the stabilizer (3.8) selects the solution update corresponding to minimal nonvanishing spatial variation. Hence, the name minimum gradient support (MGS). Its clear advantage is that it can mitigate the smearing and blurring effects of the more standard smooth regularization strategies.
The parameter τ determines how each term in (3.8) affects the overall value. In particular, as discussed in [28] , model updates with
are weakly penalized, as the corresponding term in (3.8) is small, while updates with derivatives larger than the threshold defined by τ q k may give a contribution close to one. Thus, the MGS stabilizer penalizes a large number of variations larger than the threshold τ q k , rather than the magnitude of the variations itself. This, in turn, favors spatially sparse updates. The threshold defining when an update is to be considered large enough to be penalized is dynamically chosen, via the parameter τ , as a fraction of the actual conductivity update q k . In conclusion, the MGS stabilizer allows for reconstruction of sharp features, while maintaining the smoothing effect of the regularization L for small variations of the conductivity updates. Applying the nonlinear regularizing term (3.8) to a linear least squares problem requires a larger computational effort, if compared to the standard approach. In our case see [6] , the least squares problem is nonlinear itself, so we linearize (3.8) at each step of the Gauss-Newton by evaluating the terms at the denominators at the previous iterate q k−1 . So, at each step we solve (3.3) by (3.5) substituting Lq 2 by the approximation
where D τ,k is the diagonal matrix with elements
In the numerical simulation described in Section 5 we always set L = D 1 .
Depth of investigation.
The depth of investigation (DOI) usually refers to the depth below which data collected at the surface are not sensitive to the physical properties of the subsurface. In short, the DOI provides an estimation of the maximum depth that can be investigated from the surface, given a specific device (in a specific configuration) and the petrophysical properties of the subsoil. Without a DOI assessment it is difficult to judge if the reconstruction result at depth is driven by the data or it is merely an effect of the specific choice of the starting model and/or the inversion strategy.
A way to assess the DOI can be based on the skin depth calculation, function of the frequency and the medium conductivity [17] . Alternative methods rely on the study of the variability of the solution as a function of the starting model. So, for example, [18] discusses the effectiveness of inverting the data with very different initial half space conductivities and subsequently comparing the results to determine up to which depth the results were data or model driven.
Similarly to the strategy in [3] , the approach here proposed is based on the integrated sensitivity matrix as discussed in [32] . Hence, in the following, the DOI is defined as the depth where, for each individual sounding, the integrated sensitivity values drop below a certain threshold. With the aim of studing the sensitivity of the data vectorb = M(σ) to a perturbation vector δ, we take into account the perturbated datab δ = M(σ + δ). Considering the linearized version of the problem, we can writẽ
Then,
. . , 2m denotes the ith component ofb. Now, assuming
and denoting by J i,r the (i, r) entry of the Jacobian J(σ), we have
Then, we define the integrated sensitivity of the data by
where Je r represents the rth column of the Jacobian matrix. This measure represents the relative sensitivity of the data vector to a perturbation in the conductivity of the ground layer at depth z r . When Σ r reduces significantly, i.e., when Σ r < η for a fixed η, we consider the recovered conductivity for the rth layer to be not data driven and, thus, not related to the physical properties of the subsoil. Then, the depth z r , at which the reduction Σ r < η occurs, is where the DOI is set. Evidently, there is some degree of arbitrariness in the choice of the threshold η for the decrease of Σ r .
5. Numerical experiments. The algorithms described in this paper were coded in the Matlab programming language. The software developed extends the routines implemented in the package FDEMtools [4] , and will be included in the next version of the package. Numerical experiments were run on a Xeon Gold 6136 system, under the Debian GNU/Linux operating system.
In this section, we report numerical tests on synthetic and experimental data sets. We assume the magnetic permeability can be approximated by that of empty space, and we determine the electrical conductivity. To this end, we will compare the results obtained by inverting either the quadrature component of the signal, or the complex signal in its entirety. We will also compare the proposed sparsity promoting strategy (3.8) against the traditional smooth stabilizer (3.7).
1D Synthetic data.
We generate a synthetic data set by fixing the following test functions for the conductivity as a functions of depth
• Gaussian profile:
We assume the magnetic permeability to be the one of free space (µ = µ 0 ) and the subsoil to be divided in 60 layers (n = 60) between z = 0m and z = 3.5m. Then, the forward model described in Section 2 is applied in correspondence of a chosen device configuration to reproduce the instrument readings. Since we are working on the configuration of the CMD Explorer (ρ = 1.48, 2.82, 4.49m; f = 10kHz), we construct the instrument readings according to such configuration, assuming the measurements were acquired at the heights h = 0.9, 1.8m. This leads to 6 readings for each coil orientation (m h = 2, m ρ = 3, m ω = 1). The data values are finally perturbed by Gaussian noise with standard deviation δ = 10 −3 . For all numerical experiment, the relaxation parameter α k in (3.4) is determined by the Armijo-Goldstein principle, and the regularization parameter (see (3.7) ) is chosen by applying the discrepancy principle, as the noise level is exactly known. In Fig. 5.1 we compare the results obtained by the inversion of the complex signal to those obtained by only inverting the quadrature component. We fix the regularization term L = D 2 , the discretization of the second derivative, and we choose the smooth test profile σ 1 (z). The graphs in the top row show the reconstruction of the conductivity when both the orientations are used, i.e., the data set is composed by 12 readings. The top-left graph represents the solution obtained by inverting the complex data, while the top-right one reports the results resulting from inverting just the quadrature component of the signal. It is clear that the inversion of the complex signal provides better results. In fact, it doubles the number of real numbers values used in the least squares fitting: the more available data we have, the more information we get about the subsoil.
The graphs in the bottom line of data acquisition with two orientations of the coil does not necessarily produce sensibly better results, especially if the complex measurements are processed. Fig. 5 .2 displays results concerning another synthetic example, namely, the reconstruction of the discontinuous test profile σ 2 (z) for the electrical conductivity. We consider the same CMD Explorer configuration as before, but data is generated only for the vertical orientation of the coils; the noise is δ = 10 −3 also in this case. The graphs in the top row illustrate the performance of the smooth regularizing matrix L = D 1 both for the complex signal and the quadrature component. The bottom row displays the same results for the nonlinear regularizing term S τ (q), with L = D 1 . The results in Fig. 5.2 show that the MGS stabilizer has the ability to approximate with a good accuracy the presence of sharp boundaries in the model function. Again, processing the complex signal produces more accurate results. From these results, it is evident that the smooth inversion, mostly when L = D 1 , D 2 , already produces quite satisfactory results: it retrieves correctly the transition between the upper resistivity layer and the lower conductive background. It is probably worth mentioning that, not only the data for each sounding location are generated independently, but, also during the inversion, no lateral constraints are imposed. Not surprisingly [28, 10] , the sparse stabilizer with a large τ produces results very similar to the smooth ones. In Fig. 5.4 we report the results for a single column comparing the 1D smooth reconstruction with L = D 1 with the sparse ones for L = D 1 and τ = 10 −1 , 10 −2 , 10 −4 . Decreasing the value corresponds to penalize smaller and smaller vertical relative variations of the conductivity updates as defines the variability range allowing the update derivative to be considered "relevant" for the MG stabilizer summation (3.8). The sparse effects of the MG-TGSVD stabilizer are clear already when τ = 10 −2 . By further reducing the focusing parameter, e.g. τ = 10 −4 , the results do not change much. For very small values of the focusing parameter, the reconstructions start to be unrealistically sharp.
6. Conclusions and future works. Proper regularization consists of the formalization of the a priori information via the stabilizing terms. So, smoothing regularization schemes (based, for example, on the minimization of the first spatial derivative of the model) might not always provide the most adequate solution. Hence, whenever sharp interfaces are expected, it would be probably wiser to use regularizations promoting the sparsity of the retrieved model. This is not only a more effective approach (for example, as it is shown in this research, sharp stabilizers can better reconstruct the abrupt transitions and, in this way, enhance the spatial resolution of the final model), but, in principle, it can be very easy to be implemented by slightly modifying pre-existing smooth algorithms. In particular, in this manuscript, a Gauss-Newton algorithm adopting a smooth TGSVD regularization has been adapted to accommodate a MG stabilizer. The performances of the new MG-TGSVD algorithm have been tested against the original one on several smooth and blocky synthetic models. In all the cases, despite similar data fitting, the smooth and sparse solutions were significantly different.
In addition to the sensitivity of the sparse result to the focusing parameter choice, also the robustness of the retrieved solution with respect to different levels of noise has been assessed. The conclusion cannot be that the MG solution is always better than the smooth one: it depends on the expectations/assumptions about target. Nevertheless, it is also true that the focusing parameter can be selected such that the reconstruction can maintain a certain degree of smoothness.
In a near future work we will also apply this algorithm to real data sets.
