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$(m, n)$ $A$ $\text{ {}^{t}}A$ $A$
rank$(A)$ $A$ rank $E$ $O$
1(Moore-Penrose ,[2],p 68, 31) $A$ $(m, n)$






















$x\equiv x_{t}$ nlod $m_{1}m_{2}\cdots m_{t}$ (6)
$x$ Gauss Garner
$[6]_{0}$
3.2. Order-N Farey fractions
2(order-N Farey fractions, $[7],\mathrm{p}.27$) $N>0$ $a,$ $b$
$\mathrm{g}\mathrm{c}\mathrm{d}(a, b)=1$ $0\leq|a|\leq N,$ $0<|b|\leq N\text{ _{}\frac{a}{b}}$ $\mathrm{F}_{N}$ order-N Farey
fractions
$\mathrm{F}_{N}=\{\frac{a}{b}\in \mathrm{Q}|a,$ $b\in \mathrm{Z},$ $\mathrm{g}\mathrm{c}\mathrm{d}(a, b)=1,0\leq|a|\leq N,$ $0<|b|\leq N\}$
2(order-N Farey fractions ,[7],P.27,Theorem) $N$
$2N^{2}+1\leq M$ (7)
$M$ ( $f$ mod $M$ ) $f\in \mathrm{F}_{N}$
3 ( $f$ mod $M$) $f= \frac{a}{b}\in \mathrm{F}_{N}$ $a,$ $b$ Extended Euclid Algorithm[7]
4 $(m, n)$ $A$ A=(a $A^{+}=$ (b $b_{ij}\in \mathrm{F}_{N}$
$N$
$N$ $\leq\prod_{i}^{m}\sqrt{a_{i1}^{2}+a_{i2^{++a_{in}^{2}}}2}$ (8)
3.3. Hensel (Newton-Schultz )
4 $A^{+}$ $2N^{2}+1\leq M$ $M$ $A^{+}$ nlod $M$




$\ldots$ (Hermite ([14] 7)
)
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$A^{+}={}^{t}AX_{R}^{-_{A^{t}}}A$ $A^{+}$ $A$ (9)
$\{$
$B_{1}\equiv A^{-1}$ nlOd $p$
(11)

















, $B_{2}=$ $-2-21$ , $A^{-1}= \frac{B_{2}}{q_{3}}=\frac{1}{4}$ $200$ $-240$ $-122]$ (13)
4.1.2. Faddeev
(8) $N=6$ (7) $M$ $M=5\cdot 7\cdot 11$ 1
$A^{-1}\equiv$ $331$ mod 5, $A^{-1}\equiv$ $445$ mod 7, $A^{-1}\equiv$ mod 11 (14)
$A^{-1}$ mod 5 $\cdot 7\cdot 11$ Extended Euclid Algorithm (13)
$\lceil 193$ 192 96 $\rceil$
$A^{-\perp}\equiv$ mod 5
$\cdot 7\cdot 11$ (15)
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4.1.3. Newton-Schultz
(8) $N=6$ $p=3$ (10) $k$ $k=2$
$B_{2^{2}}$
$B_{1}=$ , $B_{2^{1}}=$ $552$ , $B_{2^{2}}=$ (16)









, $C^{+}= \frac{B_{1}^{t}C}{q_{2}}=\frac{1}{18}$ (17)
4.2.2. Penrose
(8) $B={}^{t}CC$ $N=79$ (7) $M$ $M=$
$19\cdot 23\cdot 29$ 1
$C^{+}\equiv$ mod 19, $C^{+}\equiv$ mod 23, $C^{+}\equiv$ mod 29
’ (18)
$C^{+}$ mod 19 $\cdot 23\cdot 29$ Extended Euclid Algorithm
(17)






1) Newton-Schultz Faddeev ( )
5,10,20
$10\cross 10$ $100\cross 100$
188
2) 1) $20\cross 20$ 10 250
3) Penrose ( )
10 $\cross$ 5 rank 1 5 10
1000
4) Penrose ( ) $10\cross 5$ , rank 4
10 1000 $A^{+}$ mod $p_{j},\mathrm{G}\mathrm{a}\mathrm{r}\mathrm{n}\mathrm{e}\mathrm{r}$
,Extended Euclid Algorithm
$P$





$P$ 3 4 $P$ 3 $p^{2^{1}}$ $10^{4}<p^{2^{1}}<10^{6}$
$p^{2^{2}}$ $10^{8}<p^{2^{2}}<10^{12}$
$P$ 4 $P^{2^{1}}$ $10^{6}<p^{2^{1}}<10^{8}$
$P^{2^{2}}$ $10^{12}<p^{2^{2}}<10^{16}$
$P$ 3 4
(10) $2N^{2}+1$ $P$ 3




:HP9000/735, :99MHz, $\mathrm{O}\mathrm{S}:\mathrm{H}\mathrm{p}_{-}\mathrm{U}\mathrm{x}9.01$ , $:80\mathrm{M}\mathrm{b}\mathrm{y}\mathrm{t}\mathrm{e}$
$\mathrm{R}\mathrm{i}\mathrm{s}\mathrm{a}/\mathrm{A}\mathrm{s}\mathrm{i}\mathrm{r}$
(modulo )/( )
$1$ ), $3$ ), $4$ ) 1,2,3 –
$\bullet$ 1)
Faddeev ( ) Newton-Schultz
5 608 1.78
$\theta$
. CPU /GC 2 –
$\mathrm{G}\mathrm{C}$
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$\theta$ Faddeev ( ) CPU $\mathrm{G}\mathrm{C}$
$40\cross 40$
$\bullet$ 2)
$\theta$ Faddeev ( ) Newton-Schultz
431 407
–
$\theta$ CPU /GC 1 –
Newton-Schultz CPU $\mathrm{G}\mathrm{C}$
$\theta$ Faddeev ( ) 1)
$60\cross 60$




$\theta$ CPU $/\mathrm{G}\mathrm{C}$ rank 2 1 –
rank 4
$\bullet$ 4) Penrose ( ) rank
$\theta$ 100 Garner $A^{+}\mathrm{m}\mathrm{o}\mathrm{d}$ p3
$\theta$ $A^{+}\mathrm{m}\mathrm{o}\mathrm{d}$ p7 Garner $\mathrm{G}\mathrm{C}$
$\theta$ 2 $A^{+}\mathrm{m}\mathrm{o}\mathrm{d}$ Pj Garner Extended Euclid Algorithm
CPU 2 4 4
62.







$\bullet$ Penrose ( )




$\theta$ rank $p_{1}p2\ldots p\iota$ $2N^{2}+1$ Extended Euclid Al-
gorithm $A^{+}$ rank $2N^{2}+1$
$\bullet$ Penrose ( )
$\psi A^{+_{\mathrm{m}\mathrm{o}}}\mathrm{d}$ p7 Garner $2N^{2}+1$
$\mathrm{G}\mathrm{C}$ CPU 1/2












$\bullet$ Penrose ( ) rank
1
$\bullet$ Penrose ( ) 2
$A^{+}$ nlod $P$’ Garner Extended Euclid Algorithm








$\bullet$ $\mathrm{G}\mathrm{r}\mathrm{e}\mathrm{v}\mathrm{i}\mathrm{l}\mathrm{l}\mathrm{e}[11]$ $[8][9][12][13][14]$ modulo
$\bullet$ Hensel
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$\bullet$ $\mathrm{m}\mathrm{o}\mathrm{d}p_{j}$ ( )
[1 : 1 , (1966)
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[4 : . , (1983)
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–
”CPU fime(sec)+GC tinle(sec)” $\circ$ 1 $(p, l)$ Newton-
Schultz $p^{2^{l}}$ $P$ $l$
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Table 1 1) [ 5 $A^{-1}$
Table 2 3) $10\cross 5,\mathrm{r}\mathrm{a}\mathrm{n}\mathrm{k}$ 4 A+ ($p$ 4 )
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Table 3. 4) ($p$ 4 )
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