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ABSTRACT
This paper examines the utility of audio-visual speech for
the two related tasks of speech and speaker recognition.
A study of the confusion that exists between speaker and
speech elements was performed to show that principal com-
ponent analysis (PCA) based visual speech is considerably
better for the task of speaker recognition than for speech.
Decision fusion speech and speaker recognition engines
were also tested under various levels of acoustic degrada-
tion to find that the optimal fusion configuration for speaker
recognition was substantially different than that for speech.
These results highlight the problem of employing similar
visual features for both speech and speaker recognition.
1. INTRODUCTION
Traditionally, the use of speech to recognise either words
or speakers has been performed only in the acoustic modal-
ity. Whilst this area of research is fairly mature, there are
still major problems with performance in real world envi-
ronments, particular under high levels of acoustic noise [1].
Audio-visual speech processing (both speech and speaker
recognition) attempts to alleviate these problems through
the addition of the visual modality to acoustic speech
processing [2].
Audio-visual speech processing is a field in its rela-
tive infancy, and its application to the tasks of speech and
speaker recognition overlap in many areas. In fact, the same
configuration can be used for both speaker-dependent word
recognition, and text-dependent speaker recognition. In
both configurations, speaker-dependent word (or sub-word)
models are trained, and the choice of models for recognition
denote the application. Speech recognition is performed by
choosing amongst the words for a particular speaker, and
speaker recognition is performed by choosing amongst the
speakers for a particular word.
Little research has been done into how these two ap-
plications (speech and speaker recognition) differ in areas
other than the models chosen for recognition. One of the ar-
eas where the two applications should differ is the reliance
on each modality. It is generally accepted in acoustic speech
processing that cepstral features derived from the acoustic
data will work equally well for both speech and speaker
recognition [3]. No such consensus has been reached for
visual speech processing.
In this paper we investigate the suitability of each do-
main for the related tasks of speech and speaker recogni-
tion. This is important because it gives an indication of how
the complete audio-visual speech and speaker recognition
systems will perform as the audio is degraded. If good per-
formance can be obtained for the chosen task in the visual
domain, the fusion will perform far better at high noise lev-
els than if the visual domain performs poorly. The relative
strengths of each domain also provide a starting point for
adaptive fusion, providing knowledge of how reliable a do-
main is likely to be for a particular task.
2. EXPERIMENTAL SETUP
2.1. Training and Testing Datasets
For this experiment, training and evaluation data was ex-
tracted from the individual speaker section of Clemson Uni-
versity’s CUAVE audio-visual database [4]. This database
was chosen because, although relatively new, it is the only
freely available audio-visual database for researchers to use.
The freely available nature of this data makes it ideal for
forming benchmarks and comparing research.
Each individual speaker in the CUAVE database has
a single MPEG2 file containing 16 separate sequences.
These sequences consist of the digits ‘zero’ to ‘nine’ for the
isolated-word sections, and 6 different permutations of the
same digits for each one of the 6 continuous-word sections.
For these experiments the data was split into the indi-
vidual sequences, and only the sequences where the face re-
mained stationary throughout were used. Of the 7 sequences
(5 isolated and 2 continuous) for each speaker left available
from the database, the training set was chosen as the first 4
isolated and the first continuous, with the remaining 2 se-
quences left for testing. Testing sequences were also arti-
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ficially corrupted with speech babble noise at -6, -3, 0, 3,
6, 9 and 12 dB signal-to-noise ratio (SNR) to examine the
effects of train/test mismatch on the experiments.
2.2. Feature Extraction
Mel frequency cepstral coefficients (MFCCs) were used
to represent the acoustic features in these experiments be-
cause of their general application to both speech and speaker
recognition. Each feature vector consisted of first 15
MFCCs, normalised energy coefficient, and the first and
second time derivates of those 16 features to result in a
48 dimensional feature vector. These features were calcu-
lated every 10 milliseconds using 25 millisecond Hamming-
windowed speech signals.
PCA-based features were chosen for the visual domain
because they were easily implemented, and should show
minimal difference in performance with other popular vi-
sual feature extraction techniques such as linear discrimi-
nant analysis (LDA) or discrete cosine transform (DCT) for
visual speech recognition [5, 6].
To extract the visual features, the lips first had to be lo-
cated in each frame of the video image. This was performed
in three stages: face location, eye location and actual lip
location. Simple chromatic-based skin-segmentation was
used to determine the approximate location of the face re-
gion every 20 frames. The top half of this location was
searched to locate the eyes using a shifted Cr − Cb al-
gorithm [7] every 10 frames. Sequences that didn’t eye-
track successfully (around 40%) were manually eye-tracked
every 50 frames. The eye locations were used to rotation-
normalise the image, and geometrically form a lip-search-
region, which was converted into R/G colour-space, thresh-
olded, and searched for the most likely lip window by max-
imising the sum of the values within that window.
Once the lips were located for each frame of the training
and testing datasets, PCA, or eigenlips, was used to reduce
the raw pixels down to a manageable number of features.
PCA was performed on all the training lip images to create
a PCA subspace. Each lip image was then projected into
this subspace, and the highest 20 linear modes of mouth
variation were kept. Delta and acceleration features were
also used to take advantage of the dynamic nature of visual
speech, resulting in a 60 dimensional feature vector.
2.3. Speaker Dependent Phoneme Modelling
Both experiments performed here are based on speaker-
dependent, hidden Markov model (HMM) based, phoneme
models. These models were generated from the training
dataset using a CUAVE phoneme transcription generated
from earlier research. The phoneme models were first
trained in a speaker-independent manner, then adapted to
each speaker using maximum likelihood linear regression
(MLLR) adaption. The HMM topology consisted of 3 hid-
den states for each phone in both modalities, with 1 hidden
state for the short-pause model, as suggested in [3].
3. CONFUSION OF PHONEMES AND SPEAKERS
To investigate the suitability of each domain for both tasks,
each test sequence was transcribed free-form using the
trained speaker dependent phoneme models. At no point
in the transcribing process was the set of possible models
limited in either speaker or phoneme classes.
Once the complete test dataset had been transcribed
in this manner, the confusion between different phones
and speakers was examined to determine the suitability for
speaker or speech recognition. As an example, to evaluate
the use of both domains for speech recognition, the confu-
sion between phonemes can be examined, as shown by the
confusion tables in Table 1. By examining the diagonals of
these tables, corresponding to the instances of correct iden-
tification, it can clearly be seen that the acoustic domain is
far better suited to speech recognition than the visual do-
main.
The confusion was also calculated between speakers (as
opposed to phonemes in Table 1), and over the various lev-
els of noise corruption in the test dataset to arrive at the
identification rates shown in Table 2.
From these identification rates, we can see that, as ex-
pected, the MFCC-based acoustic speech can handle both
speech and speaker recognition almost equally well, with
speech rating slightly higher. Also, while the identifica-
tion rates are severely diminished with noise, the two rates
stay at similar values relative to each other. However,
PCA-based visual speech is shown to be biased towards the
speaker recognition task.
These results suggest that while both speech and speaker
recognition using the acoustic modality degrade severely in
noisy conditions, the speech recognition task cannot rely as
heavily on the visual domain as speaker recognition can to
improve the performance of the system in degraded audio
conditions.
4. FUSION CONFIGURATION FOR SPEECH AND
SPEAKER IDENTIFICATION
As discussed earlier, speaker-dependent word identification
and text-dependent speaker identification systems have the
same configuration, and the choice of models for testing de-
notes the application. The systems used for this experiment
used the speaker-dependent HMM phone-models trained in
Section 2 to recognise the words from a known speaker, or
the speakers from a known word separately in each modal-
ity. The 10 most likely decisions from both modalities are
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(a) Clean Acoustic Speech
 (d) sp ah ao ay eh ey f ih iy k n ow r s t th uw v w z 
(i) 184 5 1 19 3 3 8 8 2 9 65 3 5 23 15 1 1 18 9 2
sp 65 337 1 10 2 1 1 1 55 1 1 6 4 1 3 2 2
ah 4 1 66 1 2 1 1
ao 1 2 66 2 1 1
ay 1 2 132 4 1
eh 7 1 1 67 2 1 1 1
ey 2 65 1 1
f 3 45 1 3 3 45 3 1 8 1 5 2 3 1 3
ih 1 1 133 1 2 1 2 2 1 1
iy 2 4 68 2 2 1
k 2 2 2 61 5 1
n 23 18 1 2 5 2 189 1 1 1 1 9
ow 5 1 1 2 66 1 4
r 11 7 2 1 1 69 2 2
s 10 5 3 154 1 13
t 11 15 1 1 3 4 5 76 1 1
th 7 26 1 1 3 10 8 2 4 4 1 3
uw 1 3 4 1 1 72
v 20 5 4 1 7 2 2 1 84 1
w 3 4 2 1 1 1 5 2 55
z 8 1 1 13 24
(b) Clean Visual Speech
 (d) sp ah ao ay eh ey f ih iy k n ow r s t th uw v w z 
(i) 16 2 4 11 7 3 11 7 7 3 5 7 7 14 11 2 10 10 3
sp 128 239 4 4 15 4 14 6 9 5 7 12 4 5 11 9 1 9 4 1
ah 26 1 29 1 6 1 3 3 1 1 1 1 1
ao 16 1 1 42 3 1 1 1 1 1 1 1 1 1
ay 28 1 5 1 85 2 3 2 2 4 1 1 2 1
eh 27 6 37 3 2 2 1 1 1
ey 22 4 35 1 2 1 1 2
f 21 6 1 2 70 2 4 2 9 3 2 3
ih 56 6 1 3 4 3 51 1 2 2 1 3 3 1 1 4 1
iy 13 2 2 2 6 2 2 1 30 1 4 2 2 1 3 1 1 3
k 35 1 2 5 2 20 3 1 2 1
n 112 6 1 3 1 4 5 2 8 9 2 68 5 2 4 7 3 5 4
ow 22 2 1 4 1 2 1 38 3 1 1 2 1
r 38 3 2 1 1 1 1 4 24 5 3 3 2 4 1
s 61 3 1 2 5 2 2 2 2 1 2 8 1 1 66 10 3 3 5 3
t 43 3 2 2 2 2 2 1 1 3 5 7 41 2 1
th 31 1 2 4 2 3 3 1 4 2 1 11 2 2
uw 24 1 2 1 1 4 3 3 4 1 1 35 1
v 44 2 3 2 2 3 5 2 2 4 1 2 53 1
w 23 1 1 6 1 1 1 4 1 2 1 31
z 35 1 1 1 1 3 2 1 2
Table 1: Phoneme confusion table in the (a) acoustic domain and (b) visual domain. Column headers indicate actual
phonemes, row headers indicate transcribed phonemes, and (i) and (d) refer to phoneme insertions and deletions respec-
tively. The diagonals correspond to correct identification, and are shown in bold.
Acoustic
Noise (SNR) Phoneme Speaker Both
-6 dB 6.0% 2.9% 1.4%
-3 dB 8.9% 6.5% 4.2%
0 dB 15.6% 13.8% 10.8%
3 dB 25.9% 24.7% 21.6%
6 dB 38.3% 34.6% 31.6%
9 dB 52.8% 44.6% 41.7%
12 B 63.8% 52.7% 49.2%
Clean 71.2% 65.3% 61.2%
Visual
Noise (SNR) Phoneme Speaker Both
Clean 38.7% 58.5% 37.8%
Table 2: Likelihood of phoneme and speaker identification
using speaker-dependent phone models.
then combined using weighted-sum decision fusion,
sˆF = α× sˆA + (1− α)× sˆV (1)
where sˆF is the fused score, and sˆi is the score in modality
i, normalised to the range 0 → 1.
The choice of α denotes the perceived reliability of each
modality, with α = 0 being video input only, and α = 1 is
audio only.
The response of each system to speech-babble noise in
the acoustic domain over a selected range of α values is
shown in Figure 1. As can be seen from these graphs,
the performance of acoustic-only for both task is basically
equal, while the visual-only performance is clearly better
for speaker recognition than for speech. These graphs also
show that speech recognition fusion is far more likely to
be catastrophic, meaning worse than either audio or video
alone, at all noise levels, while speaker recognition fusion
is only catastrophic at high noise levels, such as below 3 dB
SNR for α = 0.5.
The line in both graphs labelled ‘best’ indicates the low-
est error rate obtained for any α value at each level of
acoustic noise. This is the performance of a perfect adaptive
system, one which can determine the noise level and adjust
the α-value accordingly. The α-values that correspond to
the lowest error for each noise level for both tasks is shown
in Figure 2, which clearly shows that speaker recognition
has a much higher reliance on visual information at all lev-
els when compared to speech recognition.
5. DISCUSSION AND CONCLUSION
In this paper we have compared speaker dependent word
recognition and text dependent speaker recognition using a
common audio-visual speech processing configuration. The
research has shown that, while MFCC audio features can be
used equally well in either speech or speaker recognition,
PCA-based visual features are mostly speaker-dependent,
and therefore should be used with care in visual speech
processing.
As PCA-based visual features are extracted from a re-
gion around the lips, a large amount of static speaker-
specific information is also captured with the more speech-
related, dynamic lip-configuration information. This
speaker-specific information includes characteristics such
as the colour of the skin and lips, or the presence of facial
hair.
It is this speaker-related static information, more so
than the speech-related dynamic information, that accounts
for the good performance of the visual speaker recognition
task when compared to the speech recognition task. The
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Figure 1: Noise response of word and speaker identification systems.
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Figure 2: α values with the highest performance for word
and speaker identification.
corresponding poor performance of the speech recognition
task indicates that the dynamic lip-configuration informa-
tion needed for visual speech recognition is not captured
adequately using a PCA-based representation.
These results show that, even at low levels of acoustic
noise, PCA-based visual features can provide similar or
better performance than MFCC-based acoustic features for
speaker recognition. Accordingly, adaptive fusion for this
task should be biased towards the visual domain for best
performance. Conversely, speech recognition will have a
higher reliance on the audio alone, resulting in much worse
fused performance at high noise levels.
Further study needs to be performed in methods of im-
proving the visual modality for speech recognition. By fo-
cussing more on the dynamic speech-related information by
using methods such as mean-image removal, optical flow or
contour representations it should be possible to obtain better
performance for the recognition of audio-visual speech.
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