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Tfy-56 Energiatieteet 
Prof. Rainer Salomaa 
TkT. Seppo Sipilä
Tiivistelmä:
Tokamak on laite, jonka avulla voidaan pitää koossa kuumaa, tiheää plasmaa ja näin 
mahdollistaa energiaa tuottavat fuusioreaktiot. Fuusioenergian ongelmia ratkomaan 
on Ranskaan rakenteilla ITER-koereaktori. Sen tarkoitus on osoittaa fuusioenergian 
teknistieteellinen toteutettavuus. ITER tuo suuren kokonsa myötä tokamak-fysiikkaan 
uusia piirteitä, joiden ymmärtäminen on erittäin tärkeää reaktorin turvallisen käytön 
sekä fuusioenergian tuotannon kannalta.
Tässä työssä keskitytään tutkimaan i) nopeiden hiukkasten seurantaan käytetyn 
johtokeskusapproksimaation pätevyyttä verrattuna hiukkasten täyden gyroliikkeen 
mallintamiseen ja ii) magnetohydrodynaamisten epästabilisuuksien aiheuttamien mag­
neettisten saarekkeiden vaikutusta nopeiden hiukkasten kulkeutumiseen. Hiukkasten 
seurantaan on käytetty ASCOT-ohjelmistoa, jota tässä työssä on laajennettu yllä mainit­
tujen asioiden tutkimiseen. Kunkin ominaispiirteen tutkimiseen käytettyjen matemaat­
tisten mallien esittelyn jälkeen mallit varmistetaan oikeellisiksi erilaisilla testeillä. 
Malleille esitetään sovelluskohteita, joista osa on toteutettu ja esitetty tuloksineen, osa 
puolestaan jätetty tutkittavaksi tulevaisuudessa.
Tärkeimpinä tutkimustuloksina todettakoon, että voimakkaan magneettisen kareen 
läsnäollessa johtokeskusapproksimaatio ei ole riittävän tarkka nopeiden hiukkasten en- 
siseinään aiheuttaman tehokuorman selvittämiseksi. Sen sijaan pienemmän magneet­
tisen kareen ollessa kyseessä sekä johtokeskusapproksimaatio että täyden gyroliikkeen 
ratkaiseminen antavat yhtenevät simulaatiotulokset. Hyvin lähellä plasman reunaa si­
jaitsevan staattisen magneettisen saarekkeen havaittiin lisäävän nopeiden hiukkasten 
ensiseinämään kohdistuvia häviöitä jopa ilman magneettista rippeliä.
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Mankind has come to an era where the future of energy production is not guaran­
teed any more. The dramatic climate change has been a hot topic for years, and 
as a side effect energy issues have obtained a lot of media attention. The undis­
puted fact is that to ensure the present well-being in the future, we need a lot of 
cheap, renewable, emission free energy. Another fact is that a limited number of 
possibilities exists for such an energy source. As a conclusion, mankind should 
investigate every option from top to bottom, to assess their potential. One sug­
gested future energy source is thermonuclear magnetic fusion [1-3]. Enormous 
efforts have already been made to prove the feasibility of fusion as an energy 
source, but a lot of work remains to be done. Small steps taken all over the 
world are at the very moment joined into a giant step towards commercial fu­
sion power, as a collaboration project common to half of mankind: ITER [4]. 
The main goal of ITER is to demonstrate that magnetic confinement fusion in 
a tokamak is scientifically and technologically feasible. ITER will not produce 
electricity even though it is designed to produce 10 times as much energy as 
it uses for plasma heating and other things. On the way to commercial fusion, 
ITER is just one step. After ITER, a DEMO design of a fusion power plant is 
expected to be built. In DEMO, the main upgrade from ITER is the production 
of electricity from the heat produced by fusion. After successful operation of 
DEMO, it is time to build commercial fusion plants.
International collaboration has been the way to fusion energy since the re­
search of the safe use of nuclear fusion became public in the 60’s [5]. Informa­
tion of progress made on one side of the globe quickly reaches the other side. 
The fusion research in Finland is led by Association Euratom-Tekes. One of
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the focuses of the research has been the plasma edge of the tokamak. In the 
interface between the plasma and the vacuum vessel of a tokamak lie many of 
the unsolved problems of magnetic confinement fusion. Hence, this topic is of 
high importance for ITER, and DEMO as well. The fusion and plasma physics 
research group of the Department of Applied Physics at Helsinki University of 
Technology, now a part of Aalto university, has focused on simulations of fast 
ions in tokamak plasmas using the orbit-tracing guiding centre code ASCOT. 
Special attention has been paid to the simulations of the power load caused 
by fast ions on ITER plasma-facing components. This thesis consists of en­
hancements made to the ASCOT simulation model of fast ions. The model has 
been recently enhanced to include several important effects such as an anoma­
lous diffusion constant arising from microturbulence [6] and a realistic neutral 
beam injection (NBI) module. It still does not, however, take into account the 
influence of magnetohydrodynamic (MHD) instabilities that are present in the 
tokamak plasmas. These instabilities may cause trouble in burning plasmas. 
Should they appear in the plasma, the confinement will deteriorate, leading to 
larger fast ion losses and decreased plasma heating.
Moreover, as the Larmor radius of the fast ions becomes comparable to the 
gradient length of the experiment, the guiding centre approximation used in 
ASCOT fails [7-9]. This can happen, e.g., in ITER since the magnetic field 
ripple introduces a toroidal gradient to the field. If the ripple is not compen­
sated, the gradient length may be close to the Larmor radius of the fastest ions, 
i.e. fusion bom 3.5 MeV alpha particles. Until now, such effects of the finite 
Larmor radius on the transport of the ions have been neglected in ASCOT sim­
ulations. The backbone of this thesis consists of two improvements. First, a 
numerical model for an MHD instability called the neoclassical tearing mode 
(NTM) [10,11] is implemented in ASCOT. More subtle instabilities, such as 
Alfvén eigenmodes (AE) [12,13], are discussed as well. A magnetic island 
structure [14] is introduced into the numerical model. Second, the finite Lar­
mor radius effects are taken into account by developing a full orbit integration 
scheme. In this thesis, the mathematical models for the enhancements are pre­
sented and the models are validated. After validating the models, applications 
are introduced for both models and some of them are studied in more detail by 
ASCOT simulations.
The structure of this thesis is as follows. In Chapter 2 a short review is
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presented on the basics of fusion, tokamak and charged particle motion. The 
numerical model for full orbit integration is presented in Chapter 3. The appli­
cations of full orbit integration are described in Chapter 4. The numerical model 
for magnetic islands is discussed in theory in Chapter 5 and on the application 
level in Chapter 6. The conclusions of the thesis and a list of future tasks are 
discussed in Chapter 7.
3
Chapter 2
Fusion, the tokamak and charged 
particle motion
In this Chapter, a short introduction is given to the features and terminology 
of fusion energy production and plasma physics that are most relevant to the 
present work. Special attention is paid to the phenomena related to fast ion 
physics. For readers with no previous knowledge of plasma physics, a more 
detailed description can be found in Refs. [15,16]. As this thesis will discuss 
magnetic confinement fusion in tokamaks, the introduction will focus on toka­
mak fusion energy production. An introduction to inertial confinement fusion 
by high intensity lasers can be found in Ref. [17], while magnetic confinement 
fusion by stellarators is discussed in Ref. [18].
2.1 Energy production in a fusion power plant
The basis of all nuclear energy production, i.e. fission and fusion, is the release 
of the binding energy of nuclei [19]. A nucleus is lighter than the mass of 
its constituents, and the difference in terms of energy (E = me2) is called the 
binding energy
В = (Zmp + Nm„ - m„uc) c2,
where Z is the number of protons and N the number of neutrons in the nu­
clei, mp/mn the proton/neutron mass and m 
binding energy can be released by two different processes. In fission, one large 
nucleus is split in two or more daughter nuclei. In the process typically around
(2.1)
the mass of the nucleus. Nuclearnuc
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Figure 2.1: Binding energy per nucleon as a function of the mass number.
200 MeV of energy is released. The fission process occurs only in very heavy 
nuclei, even though in principle it could happen for nuclei heavier than iron as 
Fig. 2.1 shows. In fusion, two light nuclei fuse to form a slightly larger nucleus. 
Depending on the fusion reaction, typically around 10 MeV of energy per re­
action is released. This can happen for nuclei lighter than iron, see Fig. 2.1. 
However, in order to make fusion reactions occur, the two positively charged 
nuclei have to be brought close enough to each other. Thus, energy of the order 
of the Coulomb barrier between the nuclei is needed. As the charges of the fus­
ing nuclei increase, their (kinetic) energy must be increased as well to overcome 
this barrier.
To obtain a fusion reaction is, in principle, rather simple - bring enough en­
ergy to the system, and the kinetic energy of the nuclei overcomes the potential 
barrier and fusion reactions occur. To be precise, quantum mechanical tunnel­
ing effects [20] make fusion reactions possible well before the Coulomb barrier 
is overcome. Energy production by fusion reactions is not so simple. In fact, 
it is extremely difficult. The first thing is to pick up a suitable reaction, i.e. a 
fuel. By far the easiest reaction is the one in which heavy isotopes of hydrogen, 
tritium (T) and deuterium (D), fuse into helium



































CHAPTER 2. FUSION, THE TOKAMAK AND CHARGED PARTICLE MOTION
This is referred to as DT fusion. This is the easiest reaction to achieve because 
the cross-section in the relevant temperature scale is larger for the DT reaction 
as compared to its competitors.
Next, proper conditions are needed for fusion reactions to occur. In practice, 
this means that the DT fuel needs to be hot and dense, and kept confined for a 
sufficiently long period of time [15]. Three different ways to obtain such condi­
tions have been proposed so far: i) magnetic confinement fusion by tokamak or 
ii) by stellarator and iii) inertial confinement fusion. This thesis deals with the 
first alternative, where the fuel is kept confined by magnetic fields created by 
both external field coils and internal plasma currents. In stellarators, the mag­
netic field is produced by external field coils only, which may help obtaining 
a steady state operation needed for a fusion power plant. However, at the mo­
ment stellarators are one generation behind tokamaks and, therefore, a lot of 
research is still needed. The last alternative is completely different. The idea 
behind inertial fusion is not to confine the plasma but rather to obtain for a very 
short time such a high density that enough fusion reactions occur even without 
confinement. In inertial confinement fusion, fuel pellets are compressed spher­
ically to high density with laser or x-ray beams. Actually the laser is used to 
vaporize the outer layer of the pellet. The temperature difference between the 
core and edge of the pellet will explode the outer layer away and the recoil will 
then compress the core of the pellet to extremely high density. As the fuel pel­
let is compressed, the fusion reactions begin. The main difficulties on the way 
to commercial reactors are the high frequency injection of the pellets needed 
to produce energy, impurities appearing in the reactor chamber, and the high 
technological requirements for the lasers [17].
In all of the suggested fusion reactor concepts the actual energy produc­
tion relies on the help of the neutrons bom in the reaction, see Eq. (2.2). As 
a neutral particles, neutrons are not confined by the magnetic field. They es­
cape the plasma and hit the vessel walls transferring their kinetic energy to the 
coolant water. The heated water is boiled to steam and the rest is common, 
well-established technology for all heat power plants. The fuel, i.e. tritium and 
deuterium, is harvested as follows. Deuterium exists in large enough concentra­
tions in sea water and soil and the resources are practically infinite. Tritium is 
slightly more difficult: being a radioactive isotope, it decays spontaneously. The 
idea is to create the tritium inside the reactor in breeding blankets located right
6
CHAPTER 2. FUSION, THE TOKAMAK AND CHARGED PARTICLE MOTION
outside the vacuum vessel. There, again, the fusion-bom neutrons are utilized 
via the reactions
¿П + 3LÌ -> 
¿n + 3LÌ —>
}J + jHe + 4.6 MeV 
+ jHe + ¿n - 2.5 MeV.
(2.3)
(2.4)
As a result, the fuel actually loaded into the reactor consists of deuterium and 
lithium. As the tritium is radioactive, the amount of tritium is inventoried care­
fully. It should also be noted that the neutrons bom in the fusion reaction of 
Eq. (2.2) are extremely important for energy transport and tritium breeding. On 
the other hand, if one could get rid of the radioactive tritium, the problems with 
tritium retention to the wall stmctures [21] could be alleviated.
In summary, there exist almost unlimited fuel reserves, the energy produc­
tion is very efficient and pollution free, and the only radioactive isotope involved 
is tritium, which is the fuel, not an end product. The technology is not ready, but 
the concept is feasible and the potential benefits are huge. Hence, it is reason­
able to say that tokamak magnetic confinement fusion is well worth studying.
2.1.1 The tokamak
The tokamak [15] is the most promising magnetic fusion device. It consists of 
several main components such as magnets, a vacuum vessel, a blanket, divertor 
plates, diagnostics (mostly in experimental devices), external heating systems 
and a cryostat. All of these are shown in a technical illustration of ITER in Fig. 
2.2. A tokamak’s magnetic field is composed of a toroidal component Вф, pro­
duced by external poloidal field coils, and a poloidal component Be induced by 
the toroidal plasma current, which in turn is created by the central transformer. 
These two components form the helical total magnetic field S. The magnetic 
field structure consists of essentially two concentric layers. In the inner layer 
the field lines are closed, and the last closed field line is called the separatrix. 
In the outer layer, outside the separatrix, the field lines are open. The scrape-off 
layer (SOL) that separates the confined plasma from the plasma-facing com­
ponents, is just outside the separatrix and plays a crucial role in phenomena 
such as plasma recycling, impurity transport and heat transfer [22]. Another 
important component are the external heating systems, such as the neutral beam 
injection (NBI) system [23]. The idea behind NBI is extremely simple - the ions
7
Figure 2.2: ITER, the world’s largest tokamak (under construction in Cadarache, 
France) with a height of 29 meters and a diameter of 28 meters. ©ITER organization
are accelerated to high energy ( 1 MeV in ITER), neutralized and injected into 
the plasma. The neutrals are quickly ionized in the plasma, and then they trans­
fer their kinetic energy to the colder main plasma. The fast NBI-bom ions are 
the major fast ions species in many experimental reactors, such as ASDEX Up­
grade. In ITER, fusion bom alpha particles will dominate the fast ion physics. 
Diagnostics reveal important physics in experimental devices. However, due to 
their detrimental influence on confinement and stability, not forgetting the fact 
that they diminish the usability of the device by requiring maintenance, and the 
fact that there is far less use for them in commercial reactors, only very limited 
number of diagnostics will be installed to power plant tokamaks. However, the 
diagnostics are an invaluable tool in understanding the plasma behaviour and 
automatizing the plasma control.
The physics of tokamaks is currently well understood. It seems that mag­
netic confinement fusion in a tokamak is physically feasible. Hence, the main 
research interest has moved from basic plasma physics of tokamaks to the tech-
8



















Figure 2.3: Cut-away of the ITER vacuum vessel showing part of the 440 blanket mod­
ules attached to the inner wall and the divertor cassettes at the bottom. ©ITER Organi­
zation
nological aspects of the tokamak design and how to implement the ideas to ac­
tual energy producing devices. One of the main issues is a problematic choice of 
the plasma-facing components (PFC). Due to the Z2 dependence of bremsstrahlung 
[15], small-Z elements are favored, whereas the erosion processes such as chem­
ical and physical sputtering would suggest using a high-Z element [22]. More­
over, tritium retention to carbon is considered to as a major problem for a com­
mercial fusion power plant. In practice, the final choice is often a combination 
of both low and high Z elements, i.e. carbon, tungsten and beryllium. The 
whole field of research, plasma surface interaction or PSI, is devoted to solv­
ing the material problems in tokamaks. A slice of the ITER vacuum vessel is 
shown in Fig. 2.3, with the different PFC species illustrated by colors. Yet an­
other problem with the PFC’s, which has not been present in earlier tokamaks 
but will appear in ITER, is the large wall load caused by the bombardment of 
fast particles [24]. Especially the divertor targets and limiters, see Fig. 2.3, will 
be under heavy power load. In a commercial reactor the divertor plates cannot 
be changed very often, so they should endure as long as possible. Otherwise the 
availability of the power plant is reduced, increasing the final price of the fusion 
electricity.
9
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Figure 2.4: A tokamak’s cylindrical coordinate system.
Three different coordinate systems are typically used for the tokamaks. The 
first is the Cartesian coordinate system. The second system, an obvious choice 
after looking at the geometry of the tokamak, is the cylindrical coordinate sys­
tem illustrated in Fig. 2.4. The last but not the least is the magnetic coordinate 
system [25-27]. It is rather difficult to justify which one is the most suitable in 
general as they all have their pros and cons. It could be said, though, that the 
Cartesian coordinates are a safe choice because of their general nature. Com­
pared to the Cartesian system, the cylindrical coordinate system offers a very 
convenient way to illustrate some physical quantities, e.g. the toroidal mag­
netic field. An especially useful presentation for cases of both circular and 
non-circular cross section are the (R,<f>,z) coordinates, which can be considered 
a more general form of the cylindrical system. The magnetic coordinates, be­
ing canonical coordinates of the drift Hamiltonian [28] offer some significant 
advantages. They provide a natural way to describe a particle moving in a mag­
netic field. In some cases, they may even simphfy the information required to 
solve the particle trajectories. Magnetic coordinates suffer from a singularity at 
the separatrix. Hence, the particles that cross the separatrix would cause prob­
lems. This is, however, easily avoided by switching to Cartesian or cylindrical 
coordinates before the problem is encountered.
The usual way to interpret the magnetic coordinates is as follows. In toroidal
10
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symmetry and scalar pressure equilibrium, is a constant pressure surface or 
magnetic flux within this surface, вь labels an angle along the pressure surface 
and Ç is the distance along the field line (to be more precise, dÇ/B is the differ­
ential distance). The magnetic field in this coordinate system can be given in 
many forms. The covariant form of the field is given by
ß = S (xp) V<r + noi (лгр) V0 + <5 (xp, в) VXp, (2.5)
where g, I and <5 are functions that generate the magnetic field, ^ is the poloidal 
flux and the functions are interpreted as follows. The plasma current flowing 
through the poloidal cross-section of the plasma is I, g is the coil current, i.e. 
the current flowing through the toroidal cross-section but only inside the torus, 
and finally ó is a function that usually does not play a major role but it is closely 
related to the Pfirsch-Schliiter current [27]. The other commonly used form is 
the so-called Clebsch representation [28] or contravariant form which is given
by
B - Vi/fp x Vy - Vi/sp x Vf.
This form can be derived from the Euler vector potential
(2.6)
A = i//pV6 + Vf. (2.7)
To understand the flux surfaces we assume an axisymmetric plasma equi­
librium where the magnetic field lines lie on nested annular toroidal magnetic 
surfaces. Similarly as in ordinary fluid mechanics, this 2D magnetic configura­
tion can be defined by the flux function^ given by [15]
/BøR dr. (2.8)Xp =
where we have selected to use the poloidal flux. The toroidal flux is defined in a 
similar manner. This flux function has a couple of important properties. Firstly, 
it is always constant on magnetic surfaces, i.e.
ß • Y* = 0. (2.9)
Hence, it can be used to label the magnetic surfaces. Secondly, it can be used to
11
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Later on the common procedure where the poloidal flux is normalized to span 





where is the poloidal flux at the magnetic axis and^ the poloidal flux at the 
separatrix. It is also common practice to use the flux label p defined by
(2.12)Xn =
P = (2.13)
This contains exactly the same information as^„, but using p has become an es­
tablished practice in the computational plasma physics community as it behaves 
like the linear radial coordinate in a purely cylindrical system.
2.2 Motion of a charged particle in an electromagnetic field
The most general way to describe the relativistic charged particle behaviour in 
an electromagnetic field is given by Newton’s second law combined with the 
Lorentz force [29]
dp d (ym?) q{Ê +$y.S}, (2.14)dt dt
where y = (1 - v2/c2)-1/2( ß is the momentum of the particle, È is the elec­
tric field vector, B is the magnetic field vector and ß q, and m are the velocity, 
charge, and mass of the particle, respectively. The above relation, namely the 
cross term v? x B, leads to the situation where the particle gyrates around the 
magnetic field line. As we saw earlier on, in Section 2.1.1, the magnetic field 
of the tokamak has a non-trivial structure which complicates the solution of Eq. 
(2.14). There are two conceptually very different ways to solve this equation. 
The first is the so-called guiding centre approximation [30] (GCA) and the sec­
ond is the direct integration of Eq. (2.14), which is from now on called full orbit
12
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integration. There are at least two essential differences worth of mention. First, 
while the full orbit integration is exact, as long as the numerical methods are 
exact, the GCA loses the actual location of the particle and is only valid when 
the magnetic field does not change too much inside one Larmor orbit, i.e.
1 dB




where the Q and RL are the gyro frequency and Larmor radius of the particle (see 
the next section regarding GCA). Hence, the validity of Eqs. (2.15) and (2.16) 
should always be checked for the case being studied, i.e. for the ion species 
and the magnetic field. Second, the GCA is much faster from the computational 
point of view. The fast gyration limits the time step that can be used in full orbit 
integration, making it substantially slower than GCA. One would prefer to use 
the GCA in tasks that are computationally heavy and do not require knowledge 
about the accurate position of the ions. Full orbit integration is required when 
the GCA approximation breaks down or the exact position of the particle is 
needed to, e.g., compile statistics of the accurate distributions of wall-hitting 
particles.
2.3 The guiding centre approximation
As mentioned in the previous section, the usual solution for the particle tracing 
is the guiding centre approximation, where the exact location of the particle is 
lost by averaging out the fast gyration around the magnetic field line [30]. A 
new equation of motion, to be used instead of Eq. (2.14), is constructed by the 
averaging procedure. The justification for this is that the gyration of electrons 
and ions around the magnetic field line is usually of little interest, whereas the 
movement of the particle’s guiding centre is the essential thing. This is because 
the radius of the gyration of confined particles usually tends to be of the order 
of millimeters to centimeters whereas the guiding centre orbits may easily span 
several meters. Only the radius and the frequency of the gyration, called the 
Larmor radius Ri and Larmor frequency Q, are retained in the guiding centre
13
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equations. The expressions for these are
(2.17)
where the vx is the velocity component perpendicular to the magnetic field vec­
tor, and
Q = —. (2.18)
m
These two quantities define how fast the particle gyrates around the magnetic 
field line (Q) and how far the particle is, on the average, from the magnetic field 
line {Rl).
As was pointed out earlier on, the nontrivial structure of a tokamak’s mag­
netic field, namely its curvature and gradient, makes charged particles undergo 
drift motion. In other words, particles are not perfectly confined to the magnetic 
field line. Usually the drifts are divided into three separated parts: the Ê x В 
drift \tE caused by the interplay of the electric and magnetic fields, the curva­
ture drift Vc and the gradient drift caused by the corresponding features of 
the magnetic field structure. The forms for these drift velocities are derived, for 








where W|| = mvn/2 is the parallel energy component. The last two can in 
some cases be combined together. From Maxwell’s equations we have, for the 
current-free case, V x ß = 0 and on the other hand VB2 = 2BVB. Now taking 
the curl of the Maxwell equation we find that
0 = vxvx£ = ^vb2-(z?-v)z?,
(2.22)
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which implies that
(ë ■ v) ё/в = VB. (2.23)
Hence, the curvature and gradient drifts can be combined to the magnetic drift 
velocity vB with the expression
W± + 21Уц -,
~ BxVB. (2-24)qB3
Now using Eqs. (2.18), (2.19) and (2.24) we find that the total guiding centre 
velocity has the form
it - V|^ + ( 
%c - + -
^)(gxyg) |V2 + vi?
(2.25)2Í1B2
where the first term on the right hand side is the velocity parallel to the mag­
netic field and the last two are the drift terms discussed above. Often a slightly 
modified version of Eq. (2.25) is used, derived from the Hamiltonian theory 




The numerical studies in this thesis are made using the guiding centre orbit 
tracing code ASCOT [32]. The code has been improved by the new models 
described in the following Chapters. This section reviews the starting point for 
the improvements. ASCOT is, roughly speaking, composed of three elements: 
handling of background and other input data, orbit tracing and diagnostics. As 
a broader view, ASCOT can be regarded as not only a physics code but also an 
engineering code. It can be used e.g. to evaluate the realistic wall loads caused 
by fast ions hitting the reactor wall [24]. This demands that the set-up of the 
code is as reahstic as possible. In practice, this means that 3D PFC’s and mag­
netic fields are imported from the experiment databases. Thus the background 
data is given as arrays of numbers, which need to be accurately interpolated 
during the simulation. For the fast evaluation of guiding centre traces, the mag­
netic coordinates are (optionally) used inside the separatrix and the Cartesian 
coordinates in the region of open field lines. The magnetic coordinate grid is
15
CHAPTER 2. FUSION, THE TOKAMAK AND CHARGED PARTICLE MOTION
created from the Cartesian grid, in the preprocessing phase. The beamlet-based 
NBI module, used to generate the input file for fast NBI-bom ions, belongs to 
the preprocessing phase as well. The model is designed to be as realistic as pos­
sible, modeling each beamlet, i.e. a sub-beam, of every NBI positive ion neutral 
injector (PINI). Recently, it has been benchmarked to the PENCIL code [33]. 
The plasma properties are given as density and temperature profiles and a radial 
electric field profile can be imported to the code as well. ASCOT also requires 
a rather long input file listing the running options such as the coordinate system 
to be used and the amount of time the particles are to be traced. This, and the 
initial particle file, are created in the preprocessing phase.
The orbit tracing part is the vital ingredient. The typically numerous guiding 
centres of ions or electrons are traced in a given magnetic (and electric) field in 
the chosen coordinate system. The effect of particle interactions with the back­
ground plasma by Coulomb collisions are taken into account by Monte Carlo 
operators derived from the Fokker-Planck equation [34, 35] using Rosenbluth 
potentials [35,36]. The collisions affect the particle’s pitch £ = vyv and energy 
E. Without time scale acceleration of these interactions, it is necessary to follow 
particles for a large number of bounce orbits, since the collision times tc are of 
the order of 1 to 10 ms and the bounce time тъ is of the order of 1 /¿s. This 
may lead to excessive CPU time consumption. Hence, an interaction accelera­
tion factor has been introduced to speed up the simulation. Acceleration can be 
used correctly only for particles on periodic orbits. At the heart of the guiding 
centre orbit tracing code are the equations of motion. In ASCOT, a canoni­
cal Hamiltonian formulation is used to derive proper equations for the guiding 
centre and its velocity. The procedure of Ref. [31] is used. Again, either co­
ordinate system can be used and therefore two sets of equations of motion are 
needed. The fastest simulation is obtained by using magnetic coordinates in­
side the separatrix and changing to the Cartesian system when approaching the 
plasma boundary.
The last part, i.e. the diagnostics, is essentially the output of the code. De­
pending on the problem, ASCOT can produce several different distributions, 
orbits of the ions, or user defined quantities. The output is post-processed with 
Matlab or some other software to present the output data in graphic form.
To conclude, ASCOT is a versatile computer code with a capability to simu­
late many aspects of current, and forthcoming, magnetic fusion experiments. It
16
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has been used in numerous studies of charged particle behaviour such as reverse 
runaway losses during current ramp-up with LH waves [37], ion cyclotron mi­
nority ion heating and current drive [38], neoclassical radial current balance in 




Then these two equations are solved, numerically, and the exact orbit of the par­
ticle is obtained. The system to be solved contains ordinary differential equa­
tions. It should be noted, however, that the fields are functions of the position 
and therefore solving this set of equations is not trivial. Moreover, the magnetic 
field is usually given as a tabulated array from the experimental database and 
has to be interpolated during the orbit simulation, which further complicates 
the problem. The equations can be solved with many different solvers. For our 
purposes the most important features of the solver are its speed and accuracy.
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Numerical model for full orbit 
integration
As was pointed out earlier on, in the full orbit integration scheme Eq. (2.14), is 
integrated directly without approximations. The non-relativistic version of this 
equation, i.e. with y = 1, is currently implemented. This holds as long as only 
ions are being traced. Being light particles, electrons can be relativistic and a 
relativistic version of the present numerical model should be applied to them. 
In addition to Eq. (2.14), the definition of the velocity
dX
(3.1)dt












The subscript denotes the variables’ point in time. Inserting these approxima­










where n = 0,1,2... with the initial values given with n - 0. In the situation 
of vanishing electric field, ¿Í = 0, it is possible to solve t^i, or to be precise, 
ÿ = № + \70) /2. This is done by first solving ÿ implicitly and then taking the 
cross product with the magnetic field vector
ÿ = ?o + x É 
ÿx È = v^o x S + l̂ -{ÿx ë^jx ë.
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3.1 Leap-frog Boris method
One way to solve the ordinary differential equation system mentioned above is 
the leap-frog Boris method [41]. The basic idea in the leapfrog Boris method is 
that the two variables Я and i? are advanced in time alternately. The equations of 
motion are then simplified by the following approximations
5 M
b
The difference between the leapfrog and the implicit Boris method, from now on 
method II, is that in the implicit Boris method the variables and x? are advanced 
together. This means that the variables are defined at the same time point, while 
the fields are again computed at the middle points:
?i -v^o (e Ü й \
2 X Bl/2) (3.15)1/2 +St
fl - 4) + ?0
(3.16)St
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and after simplifying the cross product and moving one term to the left hand 
side one arrives at
_ Stq. -*
— ИЗ ^—VO X ß +
2m
(3.13)
At this stage one needs to approximate the term (Stq/2m)2 (ÿ • ß) В in order to 
solve the unknown ÿ. Comparing it to the other two terms at the right hand side 
of the Eq. (3.13) and assuming that St is small, as it should be, this term is one 
order of magnitude smaller than the others. Hence, it is justified to approximate 
(ÿ • В) В « (i?o • в) B. Then it is easy to solve Eq. (3.13) for f
?i + $0
9 = 2
?o + (qSt/2m) x ё\/2 + i^o ■ (qStB\/2/2rnj B1/2)
(3.14)
1 + (qStÉ\i2¡2rn}
Now it is clear that when and f1/2 are given, Eq. (3.14) gives v?, and then Eq. 
(3.7) is used to obtain ^з/2, finally ending the cycle. With an appropriate choice 
of St, the method has been proven very reliable and is widely used in, e.g., 
particle-in-cell codes [42,43] to simulate charged particle motion. The fields 
are computed at the middle of the points where the velocities are calculated. 
Hence, the forces are calculated at the same time point as the location j¡?. In the 
following, the leapfrog Boris method is referred to as method I.
3.2 Implicit Boris method
20
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where the fields are given by
-^1/2 = (3.17)
5(^)$1/2 = (3.18)
The fundamental difference between methods I and II is that method II involves 
evaluation of the fields at an unknown position. Therefore, one must use itera­
tive methods to obtain the new velocity from Eq. (3.15). For the first iteration, 
one needs an estimate for the new location in order to obtain the forces from 
Eq. (3.17) and Eq. (3.18). Method I gives a good estimate for T,. Then an 
iteration loop is performed to obtain the new velocity from Eq. (3.15) and the 
new location from Eq. (3.16). If there is no electric field in the system, Eq. 
(3.14) can again be used to obtain a new velocity. While method I is very easy 
to implement and use, it sets a limit for the time step and can be inefficient in 
some cases. Method II, on one hand, provides a more stable scheme over a wide 
range of time steps, but on the other hand is much more difficult to implement, 
may involve high CPU cost per time step, and the convergence of linear solvers 
will deteriorate as 6t increases.
3.3 Implementation to ASCOT
The full orbit integration scheme is implemented in ASCOT as an alternative 
for the guiding centre integration, i.e. a guiding centre time step can be divided 
into sub-steps advanced in time by the full orbit integrator. The size of the full 
orbit step is adjusted as follows. The current position and the Larmor frequency 
are used to deduce the time it takes to complete a single gyro orbit {6t[), a fixed 
number is used to divide the gyro orbit into N segments. Then, the full orbit 
time step is just 6t - StL/N. After the full orbit solver has completed the whole 
guiding centre time step, the code returns to the guiding centre location. There­
after, the work flow continues normally. Currently only the Cartesian version 
of the equations of motion is implemented. As can be seen from Ref. [34], the 
collision operator is derived for real particles, not the guiding centre particles. 
Hence, using the full orbit location of the particle in the calculation of collision 
frequencies actually improves the accuracy of the collision model.
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The full orbit integration extends to the PFC’s, since only the magnetic field 
is needed to trace the gyro orbit and the magnetic background data extends well 
beyond the PFC’s. Near the PFC, the wall hit collision check needs to be done 
after each and every full orbit time step. While it is very CPU time consuming, 
it will guarantee the accurate wall hit locations, as shown in Section 4.4.
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Figure 4.1: Trace of a 3.5 MeV a with an initial pitch angle £=-0.376. The magnetic 
background of ITER discharge #585 was used. The guiding centre is shown in blue and 
the full orbit in red.
To validate the full orbit integration routine several tests were made. First, 
the orbit of a fusion-bom 3.5 MeV a-particle was calculated both with guiding 
centre and full orbit integration. The comparison is shown in Fig. 4.1. As the 
orbits match quite nicely, the full orbit was integrated for around 40 ms or 1650 
bounce times and the radial coordinate, 'see Eq. (2.13), was plotted as a function
23
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Figure 4.2: The radial coordinate as a function of time in axisymmetric magnetic field 
of ITER discharge #585.
of time. As the magnetic background was an axisymmetric version of ITER 
discharge #585, the orbit should stay at the same magnetic flux surface. This 
is illustrated in Fig. 4.2. The orbit is trapped and spans a finite width (banana 
width) in the radial coordinate. As can be seen from the figure, the orbit drifts 
just Ap = 0.001 during 40 ms. When the collisions are turned on, this level of 
numerical drift is negligible compared to the radial drift caused by the collisions 
during 40 ms. These results, together with simpler tests not presented here, 
show that the implementation can be used in full orbit particle tracing. In the 
next sections, the full orbit solver is applied to physics simulations.
4.2 Full orbit calculation of fusion alpha wall load on ITER
The integer nature of the toroidal field coils cause an effect called magnetic rip­
ple. This inhomogeneity in the background magnetic field makes the magnetic 




Hence, a large ripple strength corresponds to the situation where the toroidal 
gradient of the magnetic field is large, and vice versa. The largest value of 
6(R, z) is typically called the ripple strength. In ITER, the toroidal magnetic 
field is produced by 18 toroidal field coils [44,45], which is only half the num-
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ber of toroidal field coils (32) in JET, currently the largest tokamak in the world. 
Hence, the large ripple strength, and thus the large inhomogeneity of the mag­
netic field, will enhance the fast ion transport unless measures are taken to mit­
igate the ripple. The mitigation, in ITER, is handled by ferritic inserts [44,46]. 
As the amount of ferritic material inserted inside the walls is selectable, the 
ripple strength is a variable of the design.
The effect of ripple strength on prompt fusion alpha wall loads was studied 
using full orbit simulation. As full orbit simulation consumes 50 to 100 times 
more CPU time than guiding centre simulation, a full slowing down simulation 
such as [24] is not feasible. The major portion of the ripple induced fast ion 
losses happens on faster time scales, though, and a 10 ms run was made to 
study the difference between the full orbit and guiding centre simulations. ITER 
scenario 4 with a plasma background containing D, T, 3He, He, Be and Ar, with 
a core temperature of Te- 24 keV and a core density of ne- 0.72xl02° nT3, was 
chosen as a reference case as it is rather strongly rippled. The realistic 3D first 
wall design together with the magnetic field data was used to trace a fusion born 
a-particle ensemble of about 50 000 particles. Wall loads were calculated from 
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Figure 4.3: Averaged heat load for the unmitigated case with ripple strength of 1.1 %. 
The full orbit result is shown in red and the guiding centre result in blue. A 100% 
increase in heat load is observed in full orbit simulation.
In Fig. 4.3, an integrated wall load as a function of the poloidal angle is 
illustrated for ITER scenario 4 with unmitigated ripple. The maximum ripple 
strength in this case is <5=1.1%. As can be seen, the guiding centre wall load, 
shown in blue, is about half of the full orbit wall load, shown in red. The 
difference between the results is caused by the increased perpendicular transport
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Figure 4.4: Heat load in 2D for the unmitigated case with ripple strength of 1.1 %. Note 
the hot limiters at 0=0°, 180°.
due to the toroidal asymmetry of the magnetic field within the Larmor radius of 
the particle, not taken into account in the guiding centre approximation [7]. 
Note also that there are spikes at around 6= -60°, where the plasma is close 
to the wall, and at в= 0°, where the limiters are located. As the difference 
between the guiding centre and full orbit simulation is quite notable, guiding 
centre simulation should not be used for accurate estimates in ITER cases where 
the ripple is this strong. The 2D full orbit wall load is shown in Fig. 4.4. Two 
limiters at в- 0° and </>=0°,180° are seen as hot spots. The lower outboard wall 
region is also clearly visible. In ITER, the design value for the primary wall 
heat load is typically 0.5 MW/m2. This number includes all heat sources, e.g. 
heating by radiation (typically 0.2 MW/m2).
Figure 4.5: Averaged heat load for the optimized inserts case with ripple strength of 
0.25%. The full orbit result is shown in red and the guiding centre result in blue. The 
two match quite nicely, as expected.
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Fortunately, the discrepancy between guiding centre and full orbit integra­
tion is limited to highly rippled magnetic configurations. This is shown in Fig. 
4.5 where the wall loads are show for the same case optimized against magnetic 
field ripple (ö= 0.25 %). As can be seen, the wall loads are now almost identical 
and, thus, the guiding centre approximation can be used to simulate the fast ion 
losses in weakly rippled scenarios in ITER. One should also note that as a result 
of the optimization, the overall wall load is orders of magnitude smaller than in 
the strong ripple case shown in Fig. 4.3 [47,48]. The obtained result justifies the 
use of the guiding centre approximation in slowing-down simulations in ITER 
scenarios optimized against the magnetic field ripple.
4.3 Accurate hybrid modelling
In the previous section, it was stated that the guiding centre approximation is 
valid only in weakly rippled fields. If, however, strongly rippled fields or finite 
Larmor effects in general are being studied, the full orbit integration is observed 
to be extremely CPU intensive for slowing-down time scales. To alleviate this 
problem, a hybrid method combining the best features of the guiding centre and 
full orbit simulation is introduced. It is known that the finite Larmor orbit effects 
are significant for trapped particles, especially near their turning points where 
they spend most of their time. In the hybrid method, the orbit-following al­
gorithm switches from guiding centre integration to full orbit integration when 
approaching the turning point. After the turning point, the full orbit integra­
tion (FO) scheme is again swapped to the guiding centre (GC) scheme. The 
parallel velocity of the particle, Уц, scaled to its outboard midplane (maximum) 
value, Vo, is used to indicate the approaching turning point. Hence, the full orbit 




where vim.it is a tunable parameter, is satisfied. The parameter vnmi, should be 
optimized for the given apphcation. When the parameter is increased, the accu­
racy and the CPU consumption increase as well. A value Vumit=0.3 is used from 
now on, unless stated otherwise.
The main problem with the hybrid scheme is the transition between the guid-
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ing centre and full orbit schemes. It must be extremely accurate in order to avoid 
numerical drifting. The solution is not obvious, as the two schemes are in fact 
quite different. The guiding centre particle represents, in principle, an average 
of an infinite number of real particles, whereas the full orbit particle represents 
a single real particle. Thus the conservation of adiabatic invariants such as the 
magnetic moment is rather a feature of the guiding centre than that of the real 
particle. In fact, the magnetic moment of the particle is not well defined in the 
full orbit scheme. Even though the location of the particle could be mapped 
from one picture to the other, it is not enough as the velocity of the particle 
has to be mapped as well. This is discussed below. The rest of this section de­
scribes the status of the hybrid method as it is at the time of this writing. More 
work is needed to make it accurate enough for hybrid simulations on, e.g., the 







Figure 4.6: Transition from the guiding centre (GC) to the actual location (R) of the 
particle.
When full orbit integration is begun, at first the location has to be trans­
ferred from the guiding centre to the real particle location. As the gyro phase 
of the particle is unknown in the guiding centre scheme, the real location is not 
uniquely defined. A random number, a, from the interval [0,2тг] is generated
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to label the gyro phase angle. After that the particle is moved a distance of one 
Larmor radius, RL, in the plane perpendicular to the magnetic field vector B. 
The transition is illustrated in Fig. 4.6. Two mutually perpendicular vectors are 
needed, both in a plane perpendicular to the magnetic field vector. There are 
several ways to obtain these vectors. One way is to take the cross products of 
В with Cartesian unit vectors i, j and k, and then take the longest of the three 
resulting vectors, d. This makes sure that the final vector is not a zero vector, 
which may happen if the magnetic field is parallel to one of the unit vectors. 
Next, d is scaled to unit length, namely
d-bx{i,j, ¿}, (4.3)
where b = B/B is the magnetic field unit vector. Then the other vector, <?, is 
produced by taking the cross product of d with the magnetic field unit vector
d=dx$. (4.4)
The guiding centre location of the particle is given by the vector GCT, which is, 
of course, known. The real location in Cartesian coordinates, Ü, is then given
by
ñ = CfC + Rl (cosía )a + sin(a)^) (4.5)
All the vectors in the code are in Cartesian coordinates. After the transition 
a vector, labelled ÜL, defining the transition by
R, =Ü- Gt, (4.6)
is obtained. This vector is scaled to a unit vector RL. It is, however, not enough 
that the position of the particle is known: also the velocity of the particle has 
to be known in order to trace the orbit of the particle. In the guiding centre 
scheme, the velocity of the particle is decomposed to two scalars. The parallel 
velocity, Уц, is the component parallel to the magnetic field and the perpendic­
ular velocity, Vj. is the component perpendicular to it. At this stage, it should 
be noted that the direction of the perpendicular velocity vector rotates rapidly 
around the magnetic field line, while the parallel velocity vector changes di­
rection only with the magnetic field vector in a much slower manner. As the 
positively/negatively charged particle gyrates around the magnetic field vector
29














Figure 4.7: Simulated transitions with varying phase angle a: guiding centre in red and 
initial locations in blue.
clockwise/counterclockwise, the unit perpendicular velocity vector, v±, defining 
the direction of the perpendicular velocity is given by
v± = ±(RLxb), (4.7)
where the plus/minus sign corresponds to positively and negatively charged par­
ticles, respectively. This can be seen from Fig. 4.6 using the right hand rule. 
Then the final velocity, i?, in the Cartesian coordinates, is given by
i?= V||6 + Vj_v±. (4.8)
When the switch back to guiding centre integration from full orbit integra­
tion is considered, the problem is somewhat different. The three last locations 
of the particle r*(t), Ÿ{t - At) and r*(t - 2At) are available. When the time step is 
kept small enough, these lie approximately on the same circle in 3D. The task is 
then to calculate the location of the centre of this circle from the locations and 
the radius of the circle RL. At first, it should be noted that as the motion of the 
particle during these two time steps is assumed to be circular, the acceleration 
of the particle â is in the direction of the circle’s unit normal vector n, namely
30
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Figure 4.8: Simulated initial perpendicular velocities: guiding centre in red and velocity 
vectors in blue.
n = 3/a. The acceleration of the particle is calculated by the three point finite 
difference formula for the second derivative of the arbitrary function f(x) given 
at grid points Xj
d2f _ fix + Ax) + fix - Ax) - 2/(x)
(4.9)dx2 Ax2
where Ax is the spacing of the grid. The acceleration a is the second derivative 
of the location f and the components i = 1,2,3 can be calculated separately 
using Eq. (4.9)
d2r,(r - At) _ rft) + nit - 2At) - 2nit - At)
aiit - At) = (4.10)dt At2
where At is constant time step used in the full orbit integration. It should be 
noted that the acceleration is evaluated at the point At - At). Then it remains 
to calculate the guiding centre location GC from the normalized acceleration 
vector
Gt = At - At) + RLn = At - At) + Rl~, (4.11)
a
where a = |^| is the magnitude of the acceleration vector. The situation is 
illustrated in Fig. 4.9.
As was discussed earlier on, studying finite Larmor radius effects on fast 
particles in non-axisymmetric backgrounds would be of interest. For this, an
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Figure 4.9: Transition from full orbit integration to guiding centre integration.
accurate switch from one method to other is needed near the turning points, 
where the particle spends most of its time. In Fig. 4.10 the principle of the 
hybrid scheme is illustrated. Should the fast particles not hit the vessel wall, 
they are followed until they are thermalized. The time this takes depends heavily 
on the orbit. On average the slowing down time is around 0.1-1 s. During this 
process around 5000-10000 poloidal orbits, i.e. 10000-20000 switches, have 
to be completed. In order to keep the model accurate, it is essential that the 
switching does not introduce a source of error. In the presently implemented 
model, which is discussed below, the required accuracy is not reached and the 
particles tend to drift radially during any simulation which is long compared to 
the slowing down time.
The switch between the guiding centre solver and the full orbit solver was 
observed to be good enough for just a couple of transitions. It is, however, 
possible to enhance the accuracy of the transition. In the reverse switch of the 
method, from full orbit to guiding centre integration, the treatment of Ref. [49] 
is followed. There the guiding centre position is given by
GC — /? + /?i + /?2i (4.12)
where in the zeroth order the guiding centre location is given by the gyro loca-
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tion. The first order correction is given by
ft m x b(t)
ai = —p—г—
m






where the following vector conventions have been used: iff : M - M - fand
iÿxM =fx(ÿ-м|.
As the guiding centre location is unknown, the magnetic field related quanti­
ties in Eqs. (4.13) and (4.14) are evaluated at the full orbit location. The method 
based on Eq. (4.12) is called the vxb-method. Furthermore, the accuracy of the 
transition from guiding centre to real particle location can be enhanced by in­
verting Eq. (4.12) to give Й, i.e.
ñ=Gt-ñl- ñ2. (4.15)
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Figure 4.11: Pure guiding centre simulation stays precisely at the same flux surface. 
The orbit is a typical fusion bom alpha launched from the outer midplane with pitch 
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Figure 4.12: Full orbit simulation is accurate enough to be used in production runs with 
collisions. The orbit is a typical fusion bom alpha launched from the outer midplane 
with pitch £=0.3 and radial coordinate pp=0.9.
In this case the magnetic field related quantities are evaluated at the guiding 
centre location and, therefore, the whole transition process is asymmetric.
The calculation of the velocity components is inherently difficult. The rea­
son for this is that there is no clear mapping between the guiding centre and the 
full orbit pictures. The former is, by definition, an average of an infinite number 
of the latter. In the guiding centre approach, both the magnetic moment and the 
total energy are conserved. The magnetic moment is, by definition, a quantity 
of the guiding centre, not the instantaneous full orbit location. The total energy, 
however, should be conserved in the guiding centre to full orbit shift as well. 
Doing this only fixes the magnitude of the total velocity, leaving the freedom to 
choose the velocity components. It was attempted to keep the particle’s mag­
netic moment constant, thus fixing vx, with rather poor results. The orbits were
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Figure 4.13: The hybrid scheme is tested with a reverse shift method based on Eq. 
(4.12). The orbit is a typical fusion bom alpha launched from the outer midplane with 
pitch £=0.3 and radial coordinate pp=0.9.
not stable enough for long simulation times. Furthermore, when the shift from 
full orbit to the guiding centre was carried out too close to the banana reflection 
point, keeping the magnetic moment fixed could lead to a situation where the 
perpendicular velocity exceeded the total velocity. For these reasons the mag­
netic moment appears not to be the appropriate physical quantity for fixing the 
relative magnitude of the velocity components. So far, a satisfactory solution to 
the above mentioned problems has not been found. In the simulation presented 
throughout this work, the conservation of magnetic moment is used to obtain a 
new perpendicular velocity and the conservation of energy is used to obtain a 
new parallel velocity. The research is, however, ongoing.
To make the problems with the longer time scales more transparent, a 50 ms 
simulation with three different schemes is presented: i) using pure guiding cen­
tre integration, ii) using pure full orbit integration, iii) using hybrid integration 
with switches handled by the vxb-method. The background is the axisymmet- 
ric ITER discharge #585. As can be seen from Fig. 4.11, the guiding centre 
stays at the same flux surface extremely accurately while the pure full orbit 
slowly drift radially near the end of the simulation, as shown in Fig. 4.12. The 
hybrid scheme, as shown in Fig. 4.13, suffers from intolerable numerical diffu­
sion. The CPU requirements on the different schemes for the same simulation 
are presented in Table 4.1. As can be seen, even the hybrid schemes are quite 
CPU-consuming compared to the CPU-efficient guiding centre integration. The 
full orbit integration scheme is computationally about 180 times slower than the 
guiding centre scheme. The production runs usually contain around 100 000
35
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Table 4.1 : CPU time consumption for different orbit following schemes.
Scheme pure GC pure FO FO-GC hybrid
CPU time (s) 17.2 3068 748
particles and thus using full orbit integration would consume excessive amounts 
of CPU time.
4.4 Accurate wall load distributions
In this section we will discuss a scheme where full orbit integration is used to 
recalculate the last time step after the guiding centre comes within a Larmor 
radius of the wall structure. In earlier work, the wall collision check in ASCOT 
was done so that the two last guiding centre locations were shifted one Larmor 
radius towards the nearest wall element(s). If the line between these two shifted 
guiding centre locations intersected any vacuum vessel wall elements, wall col­
lision had occurred. This kind of wall hit check may produce inaccurate wall 
hit positions since the guiding centre step may be relatively long. The transition 
from guiding centre simulation to full orbit simulation needs to be done just 
once. Hence, a small numerical error made in the transition does not cumulate. 
The change of the simulation method is handled so that when the guiding centre 
orbit approaches within a Larmor radius of a wall element, the particle is re­
turned one time step backwards in time and full orbit simulation is switched on. 
The full orbit wall collision check is very accurate, since the full orbit steps are 
small compared to guiding centre steps. Moreover, the simplistic Larmor radius 
shift is no more needed.
To clarify this, an extreme case is shown where the wall hit locations ob­
tained by the full orbit collision check and guiding centre check are clearly 
different. A 3.5 MeV alpha particle was launched from the outer midplane with 
pp=0.95 and £=-0.3. The background is the non-axisymmetric ITER Scenario 
4 [9]. The guiding centre trace and the 3D vacuum vessel elements (divertor 
plates in red) are shown in Fig. 4.14(a). A close-up of the wall hit locations, 
is shown in Fig. 4.14(b). The dotted and solid lines correspond to the guiding 
centre trace with the old wall collision check and the GC solver trace combined 
with the new full orbit wall collision check, respectively. We have labeled the 
wall hit location obtained using the old method with a red cross. Note that the
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(a) (b)
Figure 4.14: (a) A prompt ripple loss 3.5 MeV alpha particle orbit. The particle is 
launched from the outer midplane with pitch f=-0.3 and radial coordinate pp=0.95. (b) 
A detail shows the switch from guiding centre integration method to full orbit integra­
tion. The guiding centre trace (red dotted line) is shown together with the final wall hit 
position (red dot). The full orbit wall hit position is at the end of the solid line. The 
view is from the middle of the plasma.
collision in Fig. 4.14(b) is viewed from the centre of the plasma. As can be 
seen, in this case the wall hit locations are in different vacuum vessel elements. 
This, of course, has an effect when wall loads are calculated.
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Numerical model for magnetic 
islands
In order to validate the simulations accurately to the experiments in current de­
vices, it is important to include all relevant fast ion physics in the simulation 
model. ASCOT models neoclassical physics accurately, but omits the inter­
action of the fast ions with MHD instabilities. As these instabilities not only 
occur in almost every experiment but also largely affect the fast ion transport 
properties, they should be included in the treatment of fast ions in ASCOT as 
well. This Chapter presents the implementation of such a model. It concentrates 
on neoclassical tearing modes, which are by far the easiest MHD instability to 
implement in a simulation.
A detailed derivation of relativistic equations of motion for a generalized 
perturbation is presented, and the equations are simplified assuming a magnetic 
vector potential perturbation parallel to the magnetic field line.
5.1 Introduction to plasma instabilities
The idea of MHD, see e.g. Refs. [50,51], is to describe the plasma as a single 
fluid where the forces acting on the fluid elements are caused by the magnetic 
field and currents in the plasma. The stability of the tokamak has two basic as­
pects. Firstly, there is an internal balance between the forces due to the magnetic 
field and the pressure gradient of the plasma, namely
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Figure 5.1: Allowed modes in a plasma with q values limited from core value (qc) to 
the q value at the edge {qw).
where /is the current density and p is the plasma pressure. Secondly, there is the 
shape and position of the plasma determined by the external coil currents which, 
among other things, allow the X-point geometry of the divertor configuration. 
The basic reason for instabilities in tokamaks are the gradients in current density 
and pressure. The resulting instabilities are usually divided into ideal modes, in 
which the plasma can be assumed perfectly conducting, and resistive modes, 
which occur only in resistive plasmas. The modes are labeled by their mode 
numbers. In case of the periodic perturbation, the modes can be described by 
the toroidal harmonics
¡(тв-пф-ш) (5.2)£ oc exp
where m is the poloidal mode number, n the toroidal mode number and oj the 
frequency of the mode. Since the instabilities are stabilized by the effect of 
magnetic field line bending, increasing with m, instabilities occur on the mag­
netic surface, where the magnetic field helix matches that of the mode. These
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©
surfaces are referred to as resonance surfaces satisfying q = m/n, where q is the 
safety factor. The number of allowed modes is limited by the range of q values 
in the plasma and the fact that when m increases the magnetic field line bending 
stabilizes the mode. This is illustrated schematically in Fig. 5.1, where just 5 
modes can occur in the plasma.
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Figure 5.2: Spectrogram from a magnetic pick-up coil in ASDEX Upgrade shot # 
23047. The instability with a» » 20 kHz is most likely a NTM.
The modes can be distinguished according to their frequencies as well. As 
can be understood from Eq. (5.2), the mode rotates with the frequency tv. 
Hence, the frequency of the mode can be observed from the Mimov coil data
[52]. In Fig. 5.2, a MHD mode with frequency around 20 - 25 kHz is shown 
for ASDEX Upgrade shot # 23047. In this thesis, low frequency neoclassical 
tearing modes (NTM’s) with tv » 5-25 kHz and Alfven eigenmodes (AE) with 
tv « 50-250 kHz are discussed and a numerical model for implementation in 
ASCOT is presented for NTM’s.
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5.2 The relativistic Hamiltonian formalism
In this Section, a particle with relativistic energy is considered in the Hamilto­
nian formalism. In the next Section, the formalism is used to derive the equa­
tions of motion for the particle. While the ions can usually be treated clas­
sically, relativistic treatment is needed, e.g., to model fast electrons properly. 
Lagrangian mechanics, which also guarantees the conservation of momentum 
and energy, is taken as a starting point.
The approach is to use generalized coordinates q{t) and their total derivatives 
q{t). Together these are called phase space coordinates. The idea in Lagrangian 
mechanics is to use variational calculus on the action of the Lagrangian and 
derive a normal differential equation for the phase space coordinates by mini­
mizing the action integral. The action is defined by
= fS{q) L(t, q(t),q(t))dt. (5.3)
where the L is called a Lagrangian. By varying q in the action integral in such 
a way that the variation vanishes at the end points the following identities are 
obtained
/(dLx dLx\;Tq6q+TqÔq)dtÓS =
=f( )dL dLdóq—6q + dtdq dq dt
(5.4)
■Ñ-Í. dL d dL ^ dq dt dq qrr ddL)dq dt dq) q'
As the variation of action (5.4) for arbitrary ôq is required to vanish, the inte­
grand has to vanish as well. Thus, the Euler-Lagrange equation for phase space 
coordinates
dL _ d dL 
dZa dt dZa ’
(5.5)
is obtained, where the phase space coordinates are denoted with Za to distin­
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guish each component. It is also important to remember that each coordinate is 
an independent function of time only, as can be seen from Equation (5.3).
The Hamiltonian formalism is obtained by writing the Lagrangian as a func­
tion of so-called canonical coordinates. The Lagrangian then reads
L -Я, (5.6)
i
where P¡ and q¡ are the canonical coordinates for momentum and location, re­
spectively. The relativistic particle Hamiltonian being [31]
H - ymc2 + q<&
(5.7)
= me
where Ф is the electric scalar potential and рц is the parallel momentum, the 
suitable Lagrangian function reads [31]
L - + Pn¿>) тец .R + t-H, (5.8)
Я
where ^ is the gyro-phase. Inserting the Hamiltonian from Eq.(5.7) to Eq.(5.8), 
it is immediately seen that the canonical momentum becomes
(5.9)P = P\\B/B + qA.
The equations of motion can now be derived using this Lagrangian and the 
Euler-Lagrange equation (5.5). The result is the following set of equations:
Рв = -дН/дв, в = дН/дРв
(5.10)
P( = -дН/д£, Ç = dH/dP(.
In order to derive explicit forms for these, the partial derivatives appearing on 
the right hand sides of Eq. (5.14) must be calculated.
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5.3 Equations of motion in magnetic coordinates
In this Section, the equations of motion in Hamiltonian formalism are consid­
ered. Boozer originally showed that with a particular choice of coordinates the 
magnetic field line becomes straight [28,53] and this idea is utilized here as 
well. Now Я is a function of p\\, В and Ф. To include the magnetic coordinates 
(x, в, £), the covariant presentation for the vector potential and the magnetic field 
is used. This means that the magnetic field is given by В = GV^+IVd+ßVx- In 
the contravariant form the magnetic field is B = Vx(^Vö-^V£) = Vx A, where 
i/r is the toroidal magnetic flux. Thus the canonical magnetic vector potential can 
be written as
A = i/rV0 ~xV£ + A, (5.11)
where the most general perturbative term Ä = ÄxVx + ÄeVe + Ä£VÇ is included. 
The so-called parallel gyro radius is defined by
Pii (5.12)
Now the canonical momenta can be obtained by writing the Lagrangian in a 
way similar to finding Eq. (5.9). Component-wise, the momenta are given by
Pe - q{Ip\\ + tA + Ae] 
P( = q{Gp\\ -* + Af}.
(5.13)
The canonical momenta are no longer functions of canonical position в and £ 
as the flux functions I and G are functions of x only. Thus we now have proper 
momenta and position. The reason why the third component of the canonical 
momenta, Px, is left out, is discussed in detail in Ref. [54] in chapter 3.2. The 
main idea is that a new transformation of the guiding center is done in second 
order and this transforms the Lagrangian into a form where only Pe and P( arise 
while leaving the Hamiltonian as it is.
The equations of motion can now be derived from the familiar equations
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arising from the Hamiltonian formalism
Pe = -дН/дв, 6 = дН/дРе
(5.14)
P( = -дН/д(, t = dH/dPç.
For the derivation of the actual equations of motion it has to be noted that the 
Hamiltonian is now a function of different variables which further are functions 
of the magnetic coordinates and the perturbation. This has to be taken into 
account when performing the differentiation by chain rule. The equations of 
motion can be written explicitly as
dH dB дНдФ dH t dp^dÄe фц dÄA 
dB de ЗФ de фц \dÄe de + dÄ( ~dÖ /
dH dB dH дФ dH I фц dÄe ф,, dÄA 
dB ф дФ ф ф^ [dÄe ф + dÄ( ф /
Ре=~ (5.15)
Р, = - (5.16)
• dH dB dy dH фц dH дФ dx 
~ dB dx dPe + фц dPe + дФ dX~dPe (5.17)
_dH_(№dx_ дЯф| dH дФ dx 
^ dB dx dP( фц дР( + дФ dx dP( (5.18)
The fields are functions of в and and thus derivatives such as de/dPe vanish 
because the other term is a canonical variable and the other one is a canonical 
momentum.
There are a couple of nontrivial terms to calculate in Eqs. (5.17) and (5.18), 
but with partial differentiation these can be solved. From Eqs. (5.13), рц can be 
eliminated to obtain
GPe - IP( = д(Сф + lx + GÄe - Щ) (5.19)




is obtained. To get the derivatives of рц, the same method as above is used. Tak­
ing the partial derivatives of (5.13) and applying (5.20) and (5.22), the following 
identities emerge:






Before substituting the derivatives back to the equations of motion (5.15- 
5.18), one useful observation is made. Since in Eq. (5.19) I and G are functions 
only of* and difj = qs(x)dx, it is clear that Eq. (5.19) implicitly defines * = 
*(Pe, P^Â^Âç). Thus we get the equation of motion for* as
d* . d* . d* dÄe . d* dÁf , 
дР( дАв дв dAc d{ 
dx dÂe L <9*
Í+
(5.25)
<r+ Ö.dAe Ф <Mt- дв
Therefore, a couple of more partial derivatives are needed. The missing two 
appearing in the Eq. (5.25) are found by similar means as the previous ones,
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where
D = q{I + qsG + p^l'G - G'l) + GÄe - IÄ(], (5.21)
qs is the safety factor defined as qs(x) = dty/dx and a prime denotes derivative 
with respect to*. Exactly in the same way, by taking the partial derivative with 
respect to Pe, the identity
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Using these, the partial derivatives missing from the equations of motion (5.15- 
5.18) are obtained, i.e.





The equation of motion for рц is obtained by taking the time derivative of 
Eq. (5.14) and using the previous results for the partial derivatives.
At this point, a relation to the classical case can be made. So far the only 
connection to relativity has been the form of the Hamiltonian. Hence, in the 
classical case the generalized momenta and position (Py, 6, P(, Ç) are exactly 
the same as in the relativistic case, as can be seen from Ref. [55]. Thus all 
the derivatives derived so far apply also for the classical case and remain un­
changed. The rest of the partial derivatives are simple to calculate directly from 
the Hamiltonian (5.7):
5Я _ p (TBP\ 
dB y + 








where q is the charge of the particle.
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(5.35)
(qs + /'Pu + Äg) - <?/Ф'jÍ252PIIIB' + (5.34)
ym
._l(Pe dÄe. dÄe.
P" I [q дв6 dt
dÄe (l + Äg + • (5.36)
This set of equations can be simplified if the perturbation is assumed small. 
Then the derivatives of the perturbation are small as well, and the product of 
two such terms is neglected in the first order. Hence, the set of equations above
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Because the classical Hamiltonian can be written simply as
P\
Я = ^+рВ + рФ 
2m
02 d2_2e а Рц (5.30)
+ pB + ^Ф,
2m
it is easy to see that the relativistic equations reduce to the classical ones by 
setting y=l. By inserting the above relations for the partial derivatives to the 
equations of motion (5.15-5.18), the final form of the relativistic equations of 
motion is obtained:
n fp q2Bp]\dB <9Ф
Pn — — — 4- -------------------- ---------  — n----de 4 deym j
‘?2ß2Pll 
ymD
p rdp¡\dB _ 





?2ß2pn |(-1 + G'pii + 4) ™ + I'p\\ + Å'e) äf ) (5.32)
ym
q. 1 ÍÍP , fBpj (l-G'pn-Ä'J + ^'j, . i2ß2Pii
GB’ + (5.33)
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is correct to the second order.
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<9Ф q2 В2р\\ да






+ q2B1p\\ да 
ym d{
dB _ дФ 
~dC~q'dC (5.38)
1 — (Pu + a)G' f
Pil =
q$ + i'(Pw+ a) p да. да- da- da 
(~^~de9~dC^~~dt'Pe + (5.42)D D
This is the set of equations implemented in ASCOT. The parameter a = 
a(x, в, Ç, t) is the only thing that has to be given. It should be, however, noted 
that a is typically oscillating function of the angle coordinates whereas the ra­
dial dependency is not currently understood in detail. Hence, the radial depen­
dency is typically obtained by parametrized formulas by fitting the parameters 
to corresponding experimental results, e.g. island width and location.
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'p q~Bp¡\GdB д2В2р1{ 
ym I D dx ymD
( oa G дФ1 - G'(p|| + a) - G— + q (5.39)e =
dx Ddx\У
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5.4 Perturbation parallel to В
Eqs. (5.31-5.36) can be further simplified by making an assumption that the 
perturbation is parallel to the magnetic field, i.e. Â = a(x, 6, t)B. This cor­
responds to the perturbation in the radial, i.e. V^, direction, as in e.g. low-/? 
Alfven waves or neoclassical tearing modes (NTM). In this case, the equations 
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5.5 Neoclassical tearing modes
In the case of the NTM, the perturbation has a simple form
a(x, в, r) = ^ Am,„ O) cos (тв - nÇ), (5.43)
пУт
where the amplitudes Am n for different perturbations can be functions of the ra­
dial coordinate. It should be noted that the perturbation is assumed to be static, 
which is a good approximation since the rotation of the mode is slow compared 
to the fast movement of the test particles. The integers n and m are the toroidal 
and poloidal harmonics of the perturbation, respectively. To describe the per­
turbation, only the radial functions together with the mode numbers are needed. 
The partial derivatives of this perturbation needed in the equations of motion 




mjn cos (тв - nÇ) (5.44)
да
— = - mA,n n (y) sin (тв - /g) (5.45)
да




where only one term from the sum in Eq. (5.43) is considered. To make the 
model complete, two different expressions for the radial profiles Am n(x) are 




Am.n (X) —Pm.na I ,for* <xtrun
m,n
Am.n Of) ~Pm,n ,for X -> Xm,n (5.48)(m+l)/2iXlXm,n)
The parameters pm-n, a, ß and y are fixed so that the island width, the island 
position and the radial perturbation field strength correspond to the ones ob-
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tained from experimental data. The position and width are obtained by electron 
cyclotron emission (ECE) measurements, while the perturbation field strength 
is obtained by motional Stark effect (MSE) measurement. The radial partial 
derivative of this perturbation is given by
(*) ртпатхт12 1 Í _ß/_*_V/2i
д* 2 {Хт,п)т'2 J
u-K.ßPm.n®
for ^ <x (5.49)m.n
2 (Xm,n)
dAm,n (X) PmXYX~l̂ _ / X \
1/2 U J
-(m+l)/2 2pm,nX-(m+W2-1
-(m+l)/2 Xdx 2 (Xm.rì) (m + 1) (Xm,n)
1/2X
VX »(l -yS)-y + y ----- . for X>Xm,n- (5.50)
m,n
The second radial perturbation profile describes the ideal modes. It reads
Am,n Cl) = col*172 (i -л')*2 , for о < у < i (5.51)
and is zero elsewhere. As can be seen, this perturbation vanishes at the bound­
ary, where ^f= 1. The parameters c0, k¡ and k2 are again fitted to the experimental 
MSE and ECE data. The radial derivative of the ideal perturbation is given by
dAm’n (X) -'f-X*'12-1 (1 -X)k2 - ^1/2(1 -XŸ2'1 , for 0 < Д' < 1 (5.52)
dx
5.6 Alfvén eigenmodes
When a perturbation describing an Alfvén eigenmode is considered, the ap­
proximation of static perturbation isn’t valid anymore. This is due to the high 
frequency of the perturbation, which has to be taken into account. The new 
model for the perturbation reads
a(x, в, £0 = 2] Am,„ (у) cos (тв -nÇ- Lot), (5.53)
n,m
where со is the frequency of the eigenmode. It is, however, not enough to add a 
time dependence to the perturbation. The time dependence of the magnetic field
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induces, as can be understood by the Maxwell’s equations, an electric field. The 
electric field satisfies the condition E\\ - 0, which can be written in a more 
transparent form
-V0 - 4- (aß).
0 = £„ = (5.54)dt
where В is the unperturbed magnetic field and ф is the perturbation in the elec­
tric potential. The time dependence also brings a new partial derivative to the 
equations of motion, i.e.
da
— =ioAm,n ix) sin (тв -nt- æt). (5.55)
dt
The frequency of the perturbation can actually so high that the fast particles 
essentially interact with a phase-averaged perturbation. Hence, it could be pos­
sible in some cases to simulate AE with an effective parallel diffusion coefficient 
instead of a rotating perturbation. This is, however, not considered in this thesis.
5.7 Implementation in ASCOT code
The magnetic islands appear in ASCOT in the equations of motion, as was in­
dicated in the previous Sections. At the moment, the island model can be used 
only when the magnetic coordinates are applied, even though a similar expres­
sion can be derived for the Cartesian equations of motion as well. The pertur­
bative terms are calculated in a separate subroutine only when the MHD model 
is used. Hence, the magnetic background file is unaltered and can be used for 
simulation of several modes. The parameters for the radial perturbations are 
given in a general input file.
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Applications of magnetic island 
model
In this Chapter, two applications modelling magnetic islands are presented. In 
an axisymmetric magnetic field the fast ions are reasonably well confined. The 
reality, however, is far from the axisymmetric case. The limited number of 
toroidal field coils introduce a magnetic ripple, a periodic perturbation to the 
magnetic field strength in the toroidal direction. Moreover, instabilities such as 
magnetic islands break the assumption of axisymmetry. In a non-axisymmetric 
field, fast ions are subject to strong drift motions, i.e. they travel from one flux 
surface to another. This means that some of the fast ions escape the confinement 
and hit the PFC’s. To be more precise, in the case of magnetic islands, the 
stationary island itself provides a channel to transport heat and particles radially. 
The main goal is, of course, to find out how these fast ion losses are minimized. 
After all, the fast ions should be kept inside the plasma for sufficient plasma 
heating and to spare the PFC’s from excessive heat loads.
6.1 Validation of the implementation
To be sure that the mathematical model has been implemented correctly, the 
following tests were made:















Figure 6.1: Magnetic islands in tokamaks. (a) A Poincaré plot of a (2,1) perturbation 
in ITER and (b) A Poincaré plot of a (3,2) and (2,1) perturbation with a constant radial 
profile in ASDEX Upgrade.
• A deformation of the flux surfaces near the core should appear when the 
perturbation is modeled without a radial profile
• The island width should be proportional to the square root of the pertur­
bation amplitude
• Overlapping islands should form a stochastic magnetic field in the over­
lapping region.
The particle field line tracing is made in the following manner. Slow ions 
(with less than thermal energy) are launched parallel to the local magnetic field. 
Hence, the drifts are minimized and the velocity parallel to the magnetic field
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Figure 6.2: The island width as a function of the square root of the perturbation strength.
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will make sure that these particles follow very accurately magnetic field lines as 
can be seen from Eq. (2.25). When these ions pass through a certain toroidal 
angle, the (R, z) position of the particle is recorded. As a result, a poloidal cross 
section of magnetic flux tubes is obtained. When a perturbation to the magnetic 
field is introduced, these tubes break down and an island-like structure appears, 
as illustrated in Fig. 6.1(a). As can be seen from Eq. (2.12), the unperturbed 
flux goes to zero at the core. Should a constant radial perturbation be used, be­
ing non-zero at the core it creates an artificial island-like structure to the flux 
tubes at the core. This is shown in Fig. 6.1(b).
The island width is theoretically shown [15] to be proportional to the square 
root of the perturbation strength. To validate the ASCOT implementation, this 
was checked by drawing Poincaré plots for different perturbation strengths and 
visually reading the island width from the plot. The result, shown in Fig. 6.2, 
is very close to a straight line. Taking into account that the island width was 
measured by rather inaccurate means, the result is satisfactory. Last but not 
least, two overlapping islands were observed to produce a stochastic magnetic 
field in the region were the islands overlapped. Hence, the implementation was 
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Figure 6.3: Regions of two different ripple-induced loss mechanisms in ITER.
Fast ions are lost due to the delicate interplay between the ripple and the 
magnetic islands, NTM’s in this thesis. A lot of work has been dedicated to 
studying the ripple losses and the NTM-induced losses separately [24,46,57- 
59]. Less attention has been paid to the fact that these two are not separate 
effects. The ripple losses were already studied in Section 4.2 and here they are 
reintroduced in order to understand the above-mentioned interplay. The ripple 
affects the transport in two different ways. First, the deeply trapped orbits will 
be trapped to the ripple well caused by the toroidal gradient of the magnetic field 
strength. After being trapped in a ripple well, the particles escape confinement 
due to the gradient drift, i.e. Eq. 2.20 introduced in Section 2.3. Second, the 
ripple will alter the orbits of other particles, mainly banana orbits, leading to 
perpendicular transport. This process is often called stochastic diffusion. There 
are many channels for particles to enter the well region, e.g. by pitch and energy 
collisions. When the NBI beam makes a large angle with the magnetic field 
(a so-called near-perpendicular beam), the fast particles may be ionized in the
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well region, and a significant portion of the beam energy may be lost through 
the ripple well transport mechanism. One important channel to the ripple well 
region are MHD instabilities such as NTM’s. The resonance surface of the 
instability can be safely inside the separatrix, but it might extend to the ripple 
well region, which is enough to transport a large portion of fast particles rapidly 
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Figure 6.4: The safety factor qs of ITER scenario 2 vs. radial coordinate pp. The 
q-3/2 resonance surface is situated rather deep in the plasma, while the q=2/l resonance 
surface is very close to the separatrix.
In this Section, we present preliminary results for the effect of static mag­
netic islands on the fast ion losses in an axisymmetric field. The interplay is not 
studied here, as it requires a ripple model in the magnetic coordinates, which 
was not available at the time. Three different cases were studied. The first, from 
now on Case 1, is a standard ASCOT run without any field perturbations. This 
was done for comparison. The second one, Case 2, was a (3,2) NTM discharge. 
The island width was adjusted to be 10 cm at the outer midplane, which is the 
critical size for mode locking of the (2,1) island according to [60]. The res­
onance surface is deep in the plasma, which can be seen from Fig. 6.4, and, 
hence, without the ripple effects, the a-particle wall load distribution should re­
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Figure 6.5: Wall load distribution in 2D for Case 1. Note the hot limiters and divertor 
plates. Cases 2 and 3 look very similar.
The 2D wall load for Case 1 is shown in Fig. 6.5. The hot limiters and diver­
tor plates glow in red and yellow. Even though the wall distribution is slightly 
different in Cases 2 and 3, the differences in the 2D figures are too small to be 
readily seen. However, the differences are more easily seen in the ^-averaged 
wall loads shown in Fig. 6.6. Case 1 and 2 differ only in the limiter region, 
around 6=0, where the deep NTM slightly increases the wall load. On the other 
hand, the NTM at the edge, Case 3 shown in red, clearly increases the wall loads. 
This effect is even more severe when the ripple will be included in the simula­
tion. Even the deep NTM of Case 2 might be enough to channel the particles to 
the ripple well region and, thus, increase to the wall load significantly.
6.3 Redistribution of fast ions due to the magnetic islands
One important issue in reactor-relevant tokamaks is steady state operation. Cur­
rent tokamaks operate in pulses, which is unacceptable for a commercial reactor. 
The main problem in obtaining steady state operation with a reversed magnetic
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discharge with the resonance surface just inside the separatrix, as shown in Fig. 
6.4. Hence, even without the ripple channeling, a clear difference in the wall 
loads due to NTM activity is expected. Due to the fact that the magnetic flux 
surfaces are compressed near the separatrix, the spatial width of the islands is 
very small. However, the perturbation amplitude was the same as in Case 2. The 

































Figure 6.6: Comparison of the toroidally averaged wall load as a function of the poloidal 
angle. Blue: no perturbation. Green: NTM island deep in plasma. Red: NTM island 
near separatrix.
shear is driving the toroidal plasma current, which in pulsed operation is in­
duced by the central transformer. The current can be driven by the neutral beam 
ions, electron cyclotron waves, lower hybrid waves or the plasma itself in the 
form of bootstrap current discussed below. Not only the total current but also 
the current profile is important in the sense that the current profile affects plasma 
confinement and provides resilience against MHD instabilities.
An especially important piece of the radial profile is off-axis current. It can 
be driven by, e.g., lower hybrid waves. Another key issue is the density and 
temperature gradient driven bootstrap current [61,62]. By the present under­
standing, it can cover almost half of the total current needed for steady state 
operation. Thus, current drive plays a significant role in future tokamaks.
In NTM-rich plasmas, the NBI bom fast ions used to drive the current may 
redistribute in an unwanted manner. This may lead to the loss of steady state 
operation as the current drive is centralized to the core, or passing particles are 
directed to trapped orbits by collisions. Knowledge of this kind of phenomena 
is critical to the successful steady state operation of ITER, and, hence, it should 
be studied in full detail. ASCOT serves as a perfect tool to perform relevant 
simulations on the slowing-down time scale, in the future it will be used to
59
CHAPTER 6. APPLICATIONS OF MAGNETIC ISLAND MODEL




Discussion and future work
In this thesis, ASCOT was enhanced with two new simulation models. ASCOT 
can now take into account the finite Larmor radius of the fast ions by integrating 
the gyro motion of the particle. ASCOT can also simulate discharges with NTM 
activity. These two implementations have been validated and verified. Full 
orbit integration was used to simulate the wall load distributions due to fusion 
bom a particles in ITER. As a conclusion, it was found that the finite Larmor 
radius effects are significant only in a strong ripple scenarios. With optimization 
against ripple, the difference between full orbit and guiding centre schemes was 
found to be negligible, thus justifying the use of guiding centre simulation. Full 
orbit integration was also applied to obtain more accurate wall load distributions 
with minimal CPU cost by using the guiding centre formalism until reaching 
the vicinity of the wall, backtracking the last integration step and repeating it by 
full orbit integration. The result was observed to differ notably from the typical 
way of recording the wall collisions by pure guiding centre simulation. More 
realistic wall load simulations have thus been made possible.
The model for magnetic islands was used to simulate wall load distributions 
of alpha particles in ITER in the presence of MHD modes. It was observed that 
the NTM activity near the edge of the plasma will increase the wall load even 
without magnetic ripple, while the deep-lying NTM will hardly differ from the 
non-perturbed case. In the near future, a more detailed study of the wall load 
distribution caused by the interplay of magnetic field ripple and NTM activity 
will be made. Furthermore, the magnetic island model will be apphed to study 
the redistribution of fast ions and in particular current drive by neutral beam 
ions during NTM activity.
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