Extratropical extreme precipitation events are usually associated with large-scale flow disturbances, strong ascent and large latent heat release. The causal relationships between these factors are often not obvious, however, and the roles of different physical processes in producing the extreme precipitation event can be difficult to disentangle. Here, we examine the large-scale forcings and convective heating feedback in the precipitation events which caused the 2010 Pakistan flood within the Column Quasi-Geostrophic framework. A cloud-revolving model (CRM) is forced with the large-scale forcings (other than large-scale vertical motion) computed from the quasi-geostrophic omega equation with input data from a reanalysis data set, and the large-scale vertical motion is diagnosed interactively with the simulated convection.
Introduction
In late-July-early-August 2010, an unprecedented flood struck Pakistan. This devastating event, affecting about 20 million people and submerging one-fifth of Pakistan's land area under water, resulted from a series of extremely heavy rainfall events (e.g. Houze et al. 2011 ; also see Fig. 1a ).
The extreme precipitation events which caused the 2010 flood, as well as other similar precipitation events in the same region, have been studied by a number of investigators (e.g. Houze et al. 2011; Hong et al. 2011; Galarneau et al. 2012; Lau and Kim 2012; Martius et al. 2013; Kumar et al. 2014; Rasmussen et al. 2014; Shaevitz et al. 2016 ).
These events usually are associated with several synoptic-scale features in the atmosphere: 1) southward intrusion of upper-level potential vorticity (PV) perturbations in the trough east of the European block causing large-scale ascent; 2) a lower-level jet associated with a monsoon depression impinging on the rising terrain in Northern Pakistan, forcing orographic ascent; 3) the same lower-level jet transporting moisture from the tropical ocean -either the Arabian Sea, the Bay of Bengal or both -to the flood region. From the perspective of an air column over the flood region, the first two factors can be viewed as dynamically forced large-scale ascent due to forcing at upper or lower levels, respectively. The third factor, the moisture transport, is also essential for the extreme precipitation events, in that it leads to a moist environment that favors the embedded convection. These factors, however, usually act simultaneously and interact with one another, so that the causal mechanisms are difficult to disentangle. For example, the upper-level PV anomalies can steer the lower-level jet toward the rising terrain, and the low-level southerlies cause orographic lift while simultaneously transporting moisture from the tropical oceans. The simultaneity and inter-relatedness of these varied influences obscure our understanding of their individual roles.
In these extreme precipitation events, large-scale dynamics and convection are strongly coupled. The dynamical forcings by both the upper-level PV perturbations and orographic lifting induce large-scale ascent, and stimulate deep convection by destabilizing the atmo-spheric stratification. The diabatic heating associated with the convection, in turn, drives further large-scale ascent by allowing air parcels to rise across surfaces of potential temperature. Shaevitz et al. (2016) use the quasi-geostrophic (QG) omega equation to decompose the large-scale pressure velocity (omega, ω) based on reanalysis data. They show that diabatic heating accounted for more than half of the total ω in the free troposphere in the 2010 events, and that of the dynamic forcings, orographic lifting is more important than ascent due to differential advection of potential vorticity. We may think of these dynamic forcings as forcing the convection by inducing some component of the large-scale ascent, but the feedback from the convective heating onto the large-scale vertical motion must also be taken into account in order to understand these events fully. This feedback is the object of the present study.
In this study, we use the Column Quasi-Geostrophic (CQG) modeling framework, proposed by Nie and Sobel (2016) , to explore the coupling between large-scale dynamics and convection. This modeling framework extends the notion of "parameterization of large-scale dynamics" previously applied in the tropics -including the weak-temperature-gradient method (e.g. Sobel 2000; Raymond and Zeng 2005; Daleu et al. 2015) , the damped-gravitywave method (e.g. Kuang 2008; Blossey et al. 2009; Romps 2012; Daleu et al. 2015) , and related others (e.g. Mapes 2004, Bergman and Sardeshmukh 2004) -to parameterize large-scale vertical motion. These methods allow attribution of precipitation to environmental factors such as the sea surface temperature (SST) or the large-scale tropospheric temperature profile, and have been used to aid understanding of a variety of phenomena in the tropics (e.g., Chiang and Sobel 2002; Wang et al. 2013; Nie and Sobel 2015; Sessions et al. 2015) . In the extratropics, quasi-balanced dry adiabatic PV dynamics, captured in an approximate way by the QG system (e.g., Hoskins et al. 1985) plays a larger role in inducing large-scale vertical motion than it does in the tropics. The CQG approach parameterizes large-scale vertical motion, including components due to both the dry adiabatic QG dynamics and diabatic heating, using the QG omega equation (here-after just "omega equation"). The component due to diabatic heating can be thought of as representing the geostrophic adjustment processes to that heating. Combining the omega equation with a numerical model that resolves convection, the CQG approach allows one to separate the forcing and diabatic heating feedback on large-scale vertical motion, and attribute extratropical precipitation events to specific large-scale forcings.
The goal of this paper is to quantitatively untangle the interaction between the large-scale dynamics and moist convection in the 2010 Pakistan events using the CQG framework. In the first part (section 3), a cloud-resolving model (CRM) is used to simulate convection with relatively high fidelity. The large-scale forcings are obtained from reanalysis data and are used to force the CRM to produce precipitation variations in time, with the large-scale ascent modeled interactively under CQG as a function of the CRM-simulated diabatic heating as well as the imposed forcings. After showing that the precipitation of the 2010 Pakistan events is well reproduced by the CRM, we examine the positive diabatic heating feedback that makes the precipitation so intense, and quantify the role of each of the large-scale forcings in driving the events. We also explore the control of background relative humidity on the precipitation intensity. In the second part of the paper (section 4), with the CRM results serving as a benchmark, we simulate these events using two simplified, but also widely used, representations of convection. They are a single-column model (SCM) with parameterized convection, and a dry model with a reduced effective static stability, which is often used in theoretical studies to extend theories from a dry atmosphere to a moist atmosphere. We show that both of these simplified representations of convection have substantial deficiencies in reproducing the 2010 extreme events, examine the reasons causing the deficiencies, and discuss their implications. Conclusions and discussion are presented in section 5. 4 2. Methodology a. CQG modeling framework A brief introduction to the CQG framework is presented here; more details can be found in Nie and Sobel (2016) . The horizontally averaged temperature (T ) and moisture (q) equations for an air column in pressure coordinates may be written as
where σ = − RT p ∂ p lnθ is the dry static stability, ω is the pressure vertical velocity, and s q = ∂ p q. Adv T and Adv q are the large-scale horizontal advection of T and q, respectively. Q and Q q are the heating and moistening tendencies due to sub-column scale processes (e.g., dry and moist convection, and radiation), respectively.
In CQG we parameterize the large-scale dynamics using the QGω equation (e.g. Holton 2004), assuming the horizontal structure of the disturbance of interest has a single horizontal wavenumber (k, with an equivalent wavelength L = 2π/k). It may be written as
Here ζ = 1 f 0 ∇ 2 φ + f is the geostrophic absolute vorticity and f 0 is the reference value of the Coriolis parameter. The right hand side (RHS) terms are the ω forcing associated with the horizontal advection of geostrophic absolute vorticity, horizontal advection of temperature , and diabatic heating, respectively. The first two RHS terms can be combined to yield the total forcing on ω by PV advection (Trenberth 1978) .
CQG is a framework for modeling of the state of the convecting air column by, for example, a CRM. It uses the omega equation to parameterize large-scale dynamics, producing a large-scale ω field that is both a function of the convection itself and a forcing on that convection. After each CRM time step, we take the horizontally averaged diabatic heating (Q) computed by the CRM, and use this together with the PV forcing and orographic 5 lift obtained from reanalysis data to calculate ω from the omega equation. The vertical temperature and moisture advection terms determined from the resulting ω and the CRM's horizontal mean T and q profiles are then applied in the CRM via the domain-averaged equations (Eq. 1-2). Then, the CRM proceeds to the next time step and repeats the above processes. The procedure is described visually in Fig. 1 of Nie and Sobel (2016) .
The coupling between convection and large-scale dynamics through the QGω equation provides a feedback that can amplify convective anomalies triggered by dynamics. Consider an upward ω anomaly forced by synoptic-scale influences (e.g., a PV intrusion), destabilizing the temperature stratification and leading to a local convection anomaly. Without coupling with large-scale dynamics, the convective heating anomaly will warm the local column, drive its temperature profile towards convective stability, and shut down further convection anomalies on a convective adjustment timescale (∼ 1 day). When coupled to large-scale QG dynamics, Nie and Sobel (2016) show that the convective heating anomaly induces a largescale ascent anomaly, representing the geostrophic adjustment that tries to re-establish the geostrophic and hydrostatic balance of the large-scale flow. This ascent is associated with adiabatic cooling that compensates for a large fraction of the heating, reducing the warming and stabilization of the column, and also with moisture convergence, both of which amplify and sustain the convection anomalies and increase the adjustment time to several days.
The strength of the positive feedback depends on the horizontal wavelength of the largescale disturbance, with a maximum at wavelengths on the order of the Rossby deformation radius.
Since the omega equation is linear, we can express ω as the sum of three components:
where the ω P V , ω BF , and ω Q are the ω profiles which would occur if only a single term were present on the RHS of (Eq. 3): PV forcing, orographic lift, and diabatic heating, respectively. The diabatic heating Q is an internal, prognostic variable in CQG, so ω Q is predicted while the other two components are imposed. Even when the diabatic heating term is the largest on the RHS of Eq. 3 as during the strong precipitation events, however, we expect time variations in vertical motion and precipitation to be controlled externally by time variations in the large-scale forcing terms. In this paper, we consider three types of large-scale forcings: PV forcing (the Adv ζ and Adv T terms in Eq. 3), orographic lift (ω 0 ), and horizontal moisture advection (Adv q ). The advection terms (Adv ζ , Adv T , and Adv q ) are applied directly in Eq. (1-3). The orographic lifting (ω 0 ), is not explicitly expressed in the equations, but serves as the lower boundary condition on the omega equation, applied at the top of a nominal planetary boundary layer (PBL) as discussed by Shaevitz et al. (2016) .
A significant limitation of the CQG approach (in addition to the approximations associated with the QG system itself) is that the large-scale dynamic forcings are treated as external and specified. In reality, convection can alter the large-scale flow, and thus feed back on the advection terms. We provisionally accept this limitation as a sacrifice that must be made in order to reduce a three-dimensional problem to a one-dimensional one. We view the comparison to observations made in this study, in part, as a test of the usefulness of the resulting CQG system.
b. Reanalysis data
We use the European Centre for Medium-Range Weather Forecasts' reanalysis dataset included as an imposed lower boundary condition. In reality, the region of interest has complicated topography, with the surface pressure decreasing from 1000 hP a to 500 hP a from the south to the north. We approximate that as a flat surface in the CRM with a surface pressure of 825 hP a, about the mean surface pressure of that regional box. We also simplify the CRM surface condition as an ocean surface with a fixed SST of 298.5 K, which is chosen to match the near surface air temperature in the CRM with that in the reanalysis. These idealizations in our experimental setting, although inducing some biases in the CRM mean state when compared with the reanalysis, greatly simplify the problem and remove some complexities that we hypothesize are secondary in the extreme weather events of interest. Our main interest is in the precipitation variations which occur over time. As will be seen below, the simulations produce a precipitiation time series which is reasonably similar, qualitatively and quantitatively, to those found in the reanalysis, even with these 8 idealizations. We view this as an indication that the modeling approach captures the most essential dynamics in the extreme events.
The QGω equation is solved in the free troposphere. The upper boundary condition is a rigid lid at the tropopause (125 hP a). The lower boundary condition is forced by the orographic lift, ω 0 , at the top of a nominal PBL, p 0 , taken here to be 700 hP a. This is high enough that frictional effects are small and the large-scale flow is close to geostrophic, and low enough that the PBL top approximately follows the orographic height ( Fig. 9 in Shaevitz et al. 2016 ). In our simulations we simply use ω at 700 hP a (ω 0 ), obtained from the reanalysis, as orographic lift to force the CRM. Similar results are obtained, however, if we derive the ω 0 from the dot product of the geostrophic wind at the top of the PBL with the topographic slope, as described by Shaevitz et al. (2016) and as shown below. In the PBL, ω is linearly interpolated between zero at the surface and ω 0 at p 0 . The Coriolis parameter f 0 is set to be 7 × 10 −5 s −1 , equivalent to that at 29
The characteristic wavelength L is set to be 1500 km, which is close to the Rossby deformation radius at this latitude, assuming a characteristic value of the static stability. In section 3a, the choice of L is justified by comparing model results with the reanalysis.
The model temperature and moisture profiles are initialized with a sounding taken from a radiative-convective equilibrium (RCE) simulation performed over the same surface temperature, 298.5 K, and first run to a equilibrium state with the omega equation coupled, but without any externally imposed large-scale forcing. This equilibrium state has the same T and q profiles as the RCE profiles, a time mean ω of zero, and a mean precipitation rate of 4 mm day −1 . Then, beginning at a time denoted day 0, the model is forced with the large-scale forcings (Adv ζ , Adv T , Adv q and ω 0 ) taken from the reanalysis, starting from July 
CRM Results
Before presenting the model results, we first examine the main features of the 2010 events seen in the reanalysis. A more detailed exposition can be found in Shaevitz et al. (2016) , and additional detailed studies of these events were carried out earlier by Martius et al. (2013) and Galarneau et al. (2012) . The black bars in Fig. 1a show the precipitation series in the ERA data. Standing out are the two peaks of rainfall with maxima close to 60 mm day −1 .
The first peak, which we label "event 1", extends from day 20 to day 23, and the second peak ("event 2") extends from day 27 to day 30. Associated with the precipitation peaks is strong upward motion (negative ω) in the free troposphere ( The PV forcing, is much weaker during event 2, however, because the strong PV intrusion remained well to the north of the flood regions during event 2 (Martius et al. 2013; Shaevitz et al. 2016) . The PV forcing thus plays only a secondary role in event 2.
Horizontal moisture advection (Adv q ) is shown as a function of time and pressure in Fig. 2c. We also plot the column-integrated horizontal moisture advection ( Adv q , where * means vertical integration through the column,) in the units of precipitation, mm day −1 , in the lower panel. During precipitation events, Adv q itself is not a large term in the moisture budget, compared to condensation and vertical moisture advection; considering the vertical integral, Adv q is much smaller than precipitation. Nonetheless, horizontal moisture advection is important when moist static energy rather than moisture alone is considered (since condensation vanishes in the moist static energy budget) and it can exert an important influence on the moisture field. During most of the examined period, Adv q is negative due to dry air import by the westerlies. However, just before the periods of heavy precipitation (days 13-18 for event 1, and days 23-26 for event 2), Adv q becomes less negative or even slightly positive due to the weakening of westerlies and strengthening of the southerlies.
The positive Adv q anomalies moisten the column, making the column more favorable to the subsequent convection. During the heavily raining period, Adv q is again negative (although the moisture flux convergence is positive), because at that time the column is as moist as or even moister than the equatorward regions upwind. for a better consistence, we simply use ω at 700 hP a (ω 0 ) obtained from the reanalysis as orographic lift to force the CRM. The maxima in orographic lift during the two heavy precipitation events (Fig. 2d ) suggest that at least some portion of extreme precipitation is orographically induced.
a. Diabatic heating feedback
Next we present the CRM results. We first examine the control case, in which the model is forced by all the large-scale forcings together. The T and q profiles from this control case averaged between day 10 and day 40 (referred as the background profiles hereafter) are compared with the profiles obtained from the reanalysis in the same period in Fig. 3 . There is a cold bias in the model results, especially in the upper troposphere, and a wet bias in the middle troposphere. Actually, the CRM relative humidity shows a similar vertical structure to that in the reanalysis data, except compressed in height, because the CRM surface level is 825 hP a. We presume that these discrepancies between the background profiles are due to deficiencies in the model physics, uncertainties in the reanalysis data, and the idealizations in the CRM settings (the simple radiation scheme, the flat surface, neglect of a background vertical motion, and so on). Our main interest is not in the time mean background profiles, but in simulating the precipitation variations, and the idealizations in experimental setting allow us to avoid additional complexities which would be involved in tuning the model to obtain better agreement with the time mean profiles. The most important test of whether these idealizations are adequate are the comparisons of the simulated and observed time series of precipitation and vertical motion.
The precipitation from the control simulation matches that from the reanalysis remarkably well (Fig. 1a) . The two extreme events are well reproduced by the model, except that the model results underestimate the precipitation intensity slightly. The model results even capture the minor precipitation peaks around days 13, 18, and 34. The simulated ω also largely resembles that in the reanalysis data ( Fig. 1b-c ).
The components of ω (ω P V , ω BF , and ω Q ) in the reanalysis and model results are compared side by side in Fig. 4 . The ω components in the reanalysis are first computed using full omega equation on the 3-dimensional sphere grids before averaging over the regional box (Shaevitz et al. 2016 ). Thus, this diagnosis does not assume a specific disturbance wavelength. Further, this analysis treats the diabatic heating as known (the diabatic heating in the reanalysis is calculated as a residual from the temperature equation) and compares its influence in the omega equation to that of the other terms. In reality, these terms are not independent; the diabatic heating is related to the large-scale processes represented by the other terms, as they influence the convection. These influences are considered explicitly in the next section. Here we simply establish the magnitudes of the different terms in the omega equation.
The sum of the ω components obtained from the 3-dimensional QGω calculation (left panels in Fig. 4 ) is very close to the ω directly obtained from the reanalysis (Fig. 1b) .
Consistent with Fig. 2 , considerable ascent in the upper troposphere is directly forced by PV forcing during event 1 (Fig. 4a) . A large portion of the ascent in the lower troposphere is associated with orographic lift (Fig. 4c) . The ω component due to diabatic heating ( Fig.   4e ) is largest in the middle troposphere, and has the largest amplitude among the three 12 components during the events.
The ω components in the CQG model (right panels in Fig. 4 ) are calculated differently from those described above (and shown in the left panels of Fig. 4 ). Using the regionalbox-averaged large-scale forcings in the reanalysis and Q in the CRM, we solve the single wavenumber QGω equation (Eq. 3) with the specified characteristic wavenumber k. Thus, comparing the dynamic forcing components of ω can guide the choice of k. Similarly, we can decompose the precipitation variations to different components of the forcing and the response. With the approximation that the adiabatic cooling due to ascent is balanced by latent heating due to condensation, we can estimate the precipitation associated with ω or its individual components,
where c p is the specific heat of air at constant pressure, and L c is the latent heat of condensation. Precipitation estimated in this way allows negative values with descending ω. The precipitation decomposition is shown in Fig. 5 . Each color line is calculated using Eq. 5
with ω replaced by one of the components shown in Fig. 4 . In the reanalysis, using Eq. 5
underestimates the precipitation, as shown by the black dashed line compared to the black solid line in Fig. 5a . This may be due to errors in the approximation (5), or possibly to 13 the uncertainties in the reanalysis precipitation; in the ERA reanalysis, as with any data set generated with data assimilation, the temperature and moisture budgets do not close due to analysis increments. The precipitation in the TRMM data set is smaller than that in the ERA reanalysis (Fig. 5 in Martius et al. 2013 ). In the model, the total precipitation estimated by Eq. 5 is very close to that directly output by the model. Nevertheless, the precipitation decomposition is consistent with the ω decompositions in Fig. 4 . It shows the significant roles of PV forcing in event 1 and of orographic lift in both events 1 and 2, and the large contributions from the diabatic heating feedback component. The model results again show precipitation decomposition similar to the reanalysis diagnoses.
The diabatic heating feedback of convection to the large-scale dynamics as parameterized in CQG is essential for the CRM to reproduce the extreme events. To demonstrate this, we run an experiment in which the diabatic heating feedback is turned off, by removing the third RHS term in Eq. 3, while keeping others the same as in the control case. This modified case produces precipitation (shown by black circles in Fig. 5b ) that is much smaller than that in the control case. Without the positive feedback of diabatic heating on large-scale dynamics, convection only responds passively, producing approximately just enough diabatic heating to balance the imposed large-scale forcings.
b. Attribution of precipitation to large-scale forcings
In the previous sections we treated the diabatic heating as a known quantity and compared it directly to other processes in the omega equation. Here we attribute the precipitation variations to the large-scale forcings. We consider the role of each forcing in modulating the convection, and thus diabatic heating, while treating the diabatic heating itself as an internal, prognostic quantity associated with the convection simulated by the CRM. Three types of large-scale forcing (Fig. 2) are examined: the upper-level PV forcing, the lowerlevel orographic lift, and horizontal moisture advection. The first two influence convection dynamically by forcing ascent that destabilizes the atmospheric stratification. The moisture 14 advection influences convection thermodynamically by modifying the humidity of the column. Nie and Sobel (2016) showed that the responses of convection vary with the type of forcing as well as the forcing altitude.
The attribution of precipitation to each of the large-scale forcings is examined by forcing the model with one of the forcings at a time. Note that while the QGω equation is linear, so that the different components of ω must sum up to the total diagnosed by that equation, the precipitation or ω time series from these individual forcing experiments need not add up to that from the control experiment, because the simulated convection need not be a linear function of the forcings. Precipitation from these experiments is shown as the red lines in With only PV forcing (Fig. 6b) , the model results capture about half of the control case precipitation in event 1. Event 2 is missed since PV forcing is very small there. When forced only by orographic lift (Fig. 6c) , the model captures the other half of precipitation in event 1 and almost all of the precipitation in event 2. The low-level orographic lift seems to be more important in causing heavy precipitation than is the upper-level PV forcing, especially for event 2. A possible reason may be that convection is more sensitive to lower tropospheric temperature and moisture perturbations than to upper tropospheric ones (e.g. Kuang 2010;
Tulich and Mapes 2010; Nie and Kuang 2012).
Horizontal moisture advection affects convection in these events in a different way. When the model is forced only by Adv q (Fig. 6d) , the simulated precipitation does not resemble that in the control case. Instead, it is closely correlated with the moisture forcing ( Adv q , in the same units as the precipitation, shown as the blue line in Fig. 6c .) During most of the simulation, the negative Adv q dries the column, leading to dry periods with little precipitation between precipitation peaks. However, the sharp precipitation peaks at days 17, 26, and 34 closely follow the periods of positive Adv q with a time delay of about one day. This experiment shows that even without the dynamic forcings Adv q variations on the synoptic timescale can trigger precipitation events directly. However, this direct triggering effect is not expressed in the 2010 events. Rather, as will discuss next, Adv q exerts its influence mainly by modifying the environment to a drier or wetter state, which affects the strength of the convection's response to the dynamic forcings.
The sum of the precipitation in the individually-forced experiments is compared with that in the control case precipitation in Fig. 6a . An offset of 8 mm day −1 is subtracted, to account for the multiple counting of the component of the time-mean precipitation needed to balance the radiative cooling (corresponding to 4 mm day −1 ). Since we are adding results from three simulations, it is appropriate to subtract twice this amount, 8 mm day −1 , before comparing to the control case.
Even apart from this mean offset, the sum of the individually-forced experiments need not equal the control experiment because the system is not inherently linear. During the two precipitation peak periods, the two are in fact approximately equal, indicating that the strong dynamical forcings account for most of the precipitation there. However, there are some differences between the sum of the individually-forced experiments and the control case. We hypothesize that these are due to interactions between the forcings. For example, around days 11∼12, a dynamic destabilizing coincided with strong drying by horizontal advection. As a result, the onset of precipitation is delayed to day 13∼14, by when the drying is much weaker. As another example, the moistening by horizontal advection at day 17 and 26 coincided with dynamically-forced descent, mostly due to the PV forcing, so that the horizontal moisture advection-forced precipitation seen in Fig. 6d is suppressed in the control case. In section 3b, we examined the effects of synoptic-scale variations in horizontal moisture advection on the extreme events. In this subsection, we focus on the control on precipitation exerted by background relative humidity on longer time scales.
We perform experiments that are same with the control case, but with the background humidity nudged towards different states. We perform four experiments, in which q is nudged to the control case q multiplied by a factor of 0.6 (Dry0.6), 0.8 (Dry0.8), 1.1 (Moist1.1), and 1.2 (Moist1.2), respectively. To rule out effects due to the associated temperature changes, the T profiles are nudged to the control case T in these runs. The nudging timescale is 5 days, so that the synoptic timescale variations are not strongly affected by the nudging.
These cases are forced with the same large-scale forcings as in the control case. Fig. 3 shows the resulting background T and q of the driest and the moistest case. The T profiles are very close to each other, while the q and relative humidity profiles deviate from each other as designed. Thus, these experiments shall be viewed as examining the dependence of extreme precipitation on background relative humidity. Because the nudging is relatively weak, the q differences between these runs are much smaller than the differences in the target profiles towards which they are nudged.
The results of these experiments show that the precipitation in the extreme events is very sensitive to the background humidity (Fig. 7a) . The shapes of the precipitation time series of these cases are similar, but the difference in the magnitudes of the precipitation maxima between the driest case and the moistest case is more than a factor of 3. The dependence of extreme precipitation intensity on background humidity is summarized by a scatter plot in Fig. 7c , with the data averaged in the same way. The x-axis is the background precipitable water (column-integrated specific humidity, averaged over day 10∼40), and the y-axis is the precipitation rate averaged over the two extreme events (day 20∼23 and day 27∼30). Over the examined range, the precipitation is linearly proportional to the background precipitable water, with a slope of 1. 
Results with simplified representations of convection a. Results using a convective parameterization
We repeat the experiments in section 3 with the CRM replaced by the MIT SCM (Emanuel andZivkovic-Rothman 1999) . The core of this SCM is Emanuel's convective parameterization (Emanuel 1991) , which represents an ensemble of convective clouds, and a
stratiform cloud parameterization (Bony and Emanuel 2001). The vertical resolution is 25
hP , and the time step is 5 minutes. All other experimental settings, such as the radiative cooling, surface conditions, and others, are the same as in the CRM experiments.
The precipitation from the SCM in the control case, in which the SCM is forced by all the large-scale forcings, is compared with the reanalysis precipitation in Fig. 8a . The model captures the general shape of the precipitation time series, but underestimates the intensities of the two main events by as much as half, indicating that the SCM responds too weakly to the large-scale forcings.
As we did above for the CRM, we force the SCM with the large-scale forcings one at a time to examine their individual effects. These SCM results, shown in Fig. 8b-d , can be directly compared with the CRM results in Fig. 6b-d (Note the range of y-axis in Fig. 8b-d is stretched for better visibility.) For the orographic lift forcing, the SCM precipitation is comparable with that from the CRM (Fig. 8c, Fig. 6c ). However, when forced by PV forcing, the SCM produces much weaker precipitation than does the CRM (Fig. 8b, Fig. 6b ),
suggesting that the SCM does not respond strongly enough to the dynamic destabilization in the upper troposphere. The SCM also shows much weaker precipitation variations in response to synoptic timescale moisture forcing than does the CRM (Fig. 8d, Fig. 6d ).
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The lack of convective moisture sensitivity in SCM is also shown in its responses to background relative humidity changes. The experiments with the background q profiles nudged to different states, as in section 3c with the CRM, are performed with the SCM.
The SCM results again show much weaker dependence on the background q than did the CRM (Fig. 7a-b) . We summarize all the SCM cases on the same precipitable-water-andpeak-precipitation scatter plot with the CRM results in Fig. 7c . A linear fit of all the SCM cases examined here gives the dependence of extreme precipitation intensity on background precipitable water with a slope of 0.89 mm/day per mm, about half of the CRM results'
slope. The linear fits to the CRM and SCM results converge in the dry limit where latent heating is negligible. However, the discrepancies between them increase as the environment becomes moister.
Although only one convective parameterization is examined here, the lack of convective sensitivity to moisture is a common problem in many convective parameterizations (e.g. Derbyshire et al. 2004 ). This deficiency may affect the modeling of extreme precipitation in general circulation models (GCMs) which use such parameterizations.
b. Results using an effective static stability
In some theoretical studies, the effects of latent heating are taken into account in by replacing the dry static stability σ by an effective (or moist) static stability σ e in otherwise dry models (e.g. Kiladis et al. 2009; O'Gorman 2011; Cohen and Boos 2016) . In the QGω equation, one may define σ e as
and rewrite Eq. 3 as
In Eq. 7, the latent heating Q is hidden in the definition of σ e , but the content of the equation is formally unchanged. The new parameter σ e absorbs all the complexities of convection and should, in principle, depend on the state of the column. However, in studies where this device is used, it is common to further specify that σ e is constant fraction of σ (e.g. Emanuel et al. 1994; Cohen and Boos 2016) :
where α ∈ [0, 1] is a free parameter. α = 1 represents a dry atmosphere, and α = 0 means that the atmosphere is exactly neutral to moist convection, such as would be the case for a saturated atmosphere with a moist adiabatic temperature profile. For any value of α less than unity, the reduction in static stability is conditional on the sign of ω, so that σ e < σ only when there is large-scale ascent. The use of σ e with this parameterization removes any dependence of convection on moisture.
We force Eq. 7 with the same PV forcing and orographic lift as before (Adv q is not applicable here, since there is no explicit coupling to the moisture field). The computed ω includes both the forcing component and the diabatic heating component, with the latter implicitly expressed via Eq. 7. The resulting ω is then converted into precipitation using Eq.
5. This precipitation, computed with different values of α, is compared with the reanalysis precipitation in Fig. 9a . Precipitation in the dry limit (α = 1) corresponds solely to that produced by the dynamic forcings, with no diabatic feedback. As expected, precipitation increases as α decreases. The value α = 0.2 produces good results for event 1, but greatly underestimates precipitation in event 2. As α further decreases, precipitation in event 1
increases sharply, while precipitation in event 2 increases only slowly.
By tuning α, we can easily change the amplitude of the response to PV forcing, but not the response to orographic lift. Fig. 9b -e shows the results with Eq. 8 being forced by PV forcing and orographic lift separately. The increase of precipitation with decreasing α seen in Fig. 9a is almost entirely due to the increase of the PV-forced component (Fig. 9b) . The precipitation response to orographic lift is not sensitive to α (Fig. 9c) . In Fig. 10d , we show the ω profiles forced by PV forcing on day 22, a representative day during event 1. With α = 0.2, the dry system (Eq. 7) matches the CRM results well. Decreasing α further leads to a large overestimation of the PV-forced ω. Fig. 9e shows the ω profiles forced by orographic lift on day 28, a representative day during event 2. Above the PBL top, ω decreases with height. This is qualitatively different from the CRM results, which show that orographic lift can trigger convection whose latent heating maximizes in the free troposphere (black dashed line in Fig. 9e) , and which agree well with the reanalysis data (Fig. 4e ).
This qualitative difference can be understood by considering the analytic solution to (7) for constant σ e , in the special case that the PV forcing (the RHS of Eq. 7) is zero, but there is a nonzero orographic lift at the lower boundary, ω 0 . The analytic solution, with upper boundary condition of ω(p t ) = 0, is
where p 0 is the pressure at the top of the PBL and p t is the pressure at the tropopause. We see that the solution must decay exponentially with height. A smaller α leads to only slower decay. The use of σ e (Eq. 8) cannot produce an ω profile with a maximum in the interior as observed.
With a sufficiently complex representation of σ e , allowing it to be a function of pressure (and to take on negative values), the parameterization (Eq. 7) can in principle capture any solution. However, in that case this parameterization is of little value, since then one is back to the problem of parameterizing convection in its full complexity. Our conclusion is that while the dry system with an effective static stability may be useful for some purposes, it is unsatisfactory for the purpose of modeling the events studied here, and perhaps any deep convective events triggered by orographic forcing. We also performed calculations using CQG in which convection was represented by a convective parameterization in a single column model (SCM) as well as by an effective static stability in a dry model. The results from these calculations have more substantial deficiencies than do the CRM results. The SCM underestimates the convective response to upper-level PV forcing, and shows much weaker sensitivity to environmental humidity than does the CRM. The effective static stability can be tuned to match the extreme precipitation triggered by upper-level PV forcing, but its response to orographic is qualitatively inaccurate, in that it cannot produce maximum ascent in the interior whereas the observations and CRM simulations both show such maxima. In addition, the effective static stability cannot represent the dependence of convection on environmental humidity.
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Conclusions and Discussion
The method used here can be used to investigate other extreme precipitation events. Shaevitz et al. (2016) find that the extreme precipitation events of summer 2014 in India
22
and Pakistan are similar to the second event of the 2010 flood studied here. They also find a strong correlation between the extreme precipitation intensity to orographic lift and column precipitable water in a 10-years reanalysis data in this region (their Fig. 14) , suggesting that our findings may apply to a larger number of events. Globally, a large number of the most intense precipitation events occur in the subtropical belt during summer (Zipser et al. 2006; Cecil and Blankenship 2012) , likely results of interactions between extratropical dynamics with sufficient moisture supply from the tropics. Applying the CQG method of this study to events in other regions, e.g., Texas (e.g. or the Middle East (e.g. de Vries et al. 2013) , may be useful in identifying the most important physical factors leading to extreme precipitation events in these different regions.
Climate simulations with GCMs have been shown to underestimate extreme precipitation, and to exhibit significant uncertainties in the changes in extreme precipitation they project as the climate warms (e.g. Sun et al. 2006 Sun et al. , 2007 O'Gorman 2015) , mostly due to deficiencies in convection parameterizations. Results of this study suggest that the lack of convective moisture sensitivity in convective parameterizations (e.g., Derbyshire et al. 2004 ) may contribute to the biases. The CQG approach may also be used to study the physics underlying the projected changes of extreme precipitation in the future. Variations in the large-scale vertical motion profiles between different models have been shown to be responsible for much of the diversity in GCM projections (O'Gorman and Schneider 2009; Sugiyama et al. 2010) . The CQG approach allows us to study in detail how different factors influence vertical motion profiles in the presence of convection, and may provide a route to some insight on this problem. 
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