Abstract-The harmonic representation of speech signals has found many applications in speech processing. This paper presents a novel statistical approach to model the behavior of harmonic phases. Phase information is decomposed into three parts: a minimum phase part, a translation term, and a residual term referred to as dispersion phase. Dispersion phases are modeled by wrapped Gaussian mixture models (WGMMs) using an expectation-maximization algorithm suitable for circular vector data. A multivariate WGMM-based phase quantizer is then proposed and constructed using novel scalar quantizers for circular random variables. The proposed phase modeling and quantization scheme is evaluated in the context of a narrowband harmonic representation of speech. Results indicate that it is possible to construct a variable-rate harmonic codec that is equivalent to iLBC at approximately 13 kbps.
I. INTRODUCTION
T YPICALLY, the spectrum of a speech sound is typically split into two parts: an amplitude spectrum and a phase spectrum. The statistical behavior and properties of amplitude spectra and related parameterizations are well known and widely used in many speech processing applications. Amplitude spectra are well modeled by spectral envelopes which are continuous parametric curves describing the coarse structure of the spectrum. Unfortunately, the concept of the "spectral envelope" has not found its counterpart in phase spectra due to the intrinsic difficulties associated with the accurate and robust modeling of phases in voiced speech. Currently, there is no widely accepted parameterization of phase spectra. However, there are several studies that indicate the importance of phase in speech perception [1] - [3] . In this paper, we address the problem of modeling and quantization of phases for speech coding in the context of harmonic representation of speech.
In CELP speech codecs, the excitation of the AR filter is typically encoded with a closed-loop codebook search. Therefore, phases and fine-spectral details which are not captured by the AR spectral envelope are blindly encoded together [4] . On the contrary, sinusoidal coders represent speech using a series of harmonically related sinusoids and rely on a phase model to facilitate efficient coding. For example, in codecs based on sinusoidal transform coding (STC) [5] and multiband excitation (MBE) [6] , the harmonics are classified as voiced or unvoiced; the voiced harmonics are constructed using the assumption that the excitation is a sequence of zero phase pulses while the unvoiced harmonics are constructed using random phases [4] , [7] , [8] . Zero phase assumption is, however, not accurate because according to the source-filter model of speech production, the excitation corresponds to the derivate of a maximum phase signal, the glottal air flow [8, p. 151] . This poses an upper bound to the quality of encoded speech at higher bit-rates but, in practice, it works well at low bit-rate coders (below 4 kbps). As a consequence, many researchers argue that high-quality sinusoidal speech coding requires the encoding of phases [9] - [14] .
A model-based approach is to fit a deterministic model to the excitation signal or directly to the harmonic phases of the speech signal. In [15] , the excitation is constructed using the Rosenberg glottal pulse model [16] . Another idea is to use all-pass filters to correct the phase response of the minimum phase AR spectral envelope [9] , [10] . A drawback of the latter methods is that the resulting all-pass filters may be unstable. The parameters of the all-pass filter can also be computed on the frequency domain [17] by minimizing a squared-error criterion that is used directly on the phase values but this distortion measure is prone to errors due to the modulo-behavior of the phases.
Harmonic phases may directly be quantized without the requirement of a deterministic model. In [11] and [12] , the phase residual, the difference between the phase of the current frame, and its prediction from the previous frame is quantized. Vector quantization of phases was proposed in [13] for the quantization of the harmonic phases of the slowly evolving waveform (SEW) in the context of waveform interpolation (WI) coders. An important contribution of the latter work is the introduction of a distortion measure that takes into account the modulo-behavior of phases and the derivation of the corresponding k-means algorithm for codebook training. However, codebook-based phase quantizers cannot operate at increased bit-rates. A GMM-based phase quantization algorithm capable of operating at high rates was provided in [14] , where a -dimensional GMM was used to model the source pdf while scalar quantization of each dimension was made with a bounded-support compander/quantizer that was restricted to operate in . Although the design of the latter quantizer is hindered by ad-hoc choices like the application of a conventional GMM to bounded-support data, the suboptimal bit-allocation procedure and the necessity of having companding/quantization operating at a low rate/dimension where it is suboptimal, the main objection against this approach arises from the fact that it does not take into account the modulobehavior of phase and may require as many as Gaussians to capture the statistics of a single class centered near the border of the hypercube. In other words, it is too dependent on the structure of the source probability density function (pdf); an undesirable property for a quantizer.
The quantization of phases has also been used in concantenative sinusoidal-based text-to-speech (TTS) systems. These systems use a database that contains segments of speech (usually referred to as "units"). The size of the database can be rather large and efficient storage may require the compression of the phase data. In [18] , phase is encoded with a very high bit rate of 7 bits/harmonic. Furthermore, small footprint implementations suitable for low-end terminals like handheld devices may require further compression. A typical approach is to quantize only the phases of the first harmonics [19] , [20] which define the coarse shape of the waveform. Another approach is to fit the unwrapped phases to a sinusoidal basis [21] .
A direct comparison of phase quantization algorithms is not always possible because of the lack of a widely accepted phase distortion measure and to the strong coupling between the phase quantizer and the analysis/synthesis procedure of the sinusoidal coder. An important limitation is that the typically used squared-error distortion measure between the original and the reconstructed waveform does not correlate well with the perceived distortion at low/medium rates [22] . Another option is to compute the distortion directly on the phase data. A psychoacoustic study of a simple difference phase distortion measure is made in [23] to facilitate perceptual weighting of the harmonic phases.
Summarizing, up to the knowledge of the authors, the problem of phase quantization for speech coding has not yet been addressed in a way that is suitable for high-rates and takes into account the peculiarities associated with the circular nature of phase parameters. This paper proposes a way to reveal that speech phases actually have nonuniform distribution-thus a justification for phase vector quantization-a statistical approach to model these phases and a suitable high-rate quantization method for circular spaces. From the source coding aspect, this work recasts state-of-the-art GMM-based quantization [24] to circular spaces, while retaining the advantages of rate scalability and computational efficiency.
Initially, the harmonic phases are decomposed into three parts: a minimum phase part that accounts for the phase response of a minimum phase system, a linear phase part using a translation term that aligns the harmonic signal according to a reference point within the glottal cycle, and a residual part referred to as dispersion phase. The dispersion phases exhibit a covariation that is clearly observed on bivariate scatter plots. These intraphase dependencies of the dispersion phases can be used for their efficient quantization. Assuming that the minimum phase component and the linear phase term can be easily modeled, our focus is on the modeling and the quantization of the dispersion phases. The construction of a quantizer that is suitable for phases is developed in two steps: first, the statistics are captured via a suitable model, and then, a quantizer is constructed according to these statistics.
Phase data exhibit a modulo-behavior that bounds them on the surface of the -Torus manifold , which is the extension of the unit circle to dimensions. The corresponding statistics are called circular or directional statistics [25] . We suggest to model the dispersion phases using the so-called wrapped Gaussian mixture model (WGMM) which is able to model variables that exhibit a modulo-behavior. Only a few recent publications utilize wrapped mixture models to model circular data: In [26] , wrapped Hidden Markov Models (HMM) are used to track the trajectories of sound sources inside a room. In [27] , wrapped (Normal, Cauchy) mixture models are used to study time series with linear and circular variables. An expectation-maximization (EM) algorithm for wrapped multivariate Gaussians and an extension to HMM is presented in [26] for the case of Gaussian components with diagonal covariance matrices. The EM algorithm provided in [26] estimates the parameters by performing the EM steps one dimension at a time, a restriction that is not necessary as it will be shown. This paper presents a vector-based EM algorithm for a WGMM with full covariance matrices and then, focuses on the more tractable case where the Gaussian components have diagonal covariance matrices.
The WGMM is then used to construct a quantizer for the dispersion phase data. Initially, we define a distortion measure that is suitable for circular spaces. Then, we extend the idea of GMM-based quantization [24] to WGMM. The extension requires the construction of a scalar quantizer for wrapped Gaussian random variables. Such a task is not trivial because the shape of the wrapped Gaussian pdf is changing with the variance. Two solutions are suggested: the first, simply wraps the codepoints of a linear Gaussian to the circumference of the unit circle, while the second introduces the concept of "Polynomial Code-Functions" (PCF) to facilitate efficient quantization. In PCF, each codepoint is replaced by a polynomial function of variance. The construction of a wrapped Gaussian codebook is made by sampling a set of PCF at the corresponding variance. Finally, the WGMM-based quantizer is used in a phase quantization scheme for a prototype narrowband sinusoidal codec and evaluated in terms of PESQ-MOS [28] . It is shown that an MOS score of 3.88 can be achieved with an average rate of 13 kbps for all speech parameters, a result that is similar to the performance of the iLBC 1 codec [29] (at 15.2 kbps).
The outline of the paper is as follows. Section II presents the harmonic sinusoidal model and the phase decomposition procedure. Section III provides a brief introduction to circular statistics and presents WGMM. An EM algorithm for WGMM is then derived and discussed in Section IV. Section V focuses on the construction of a scalar quantizer for wrapped Gaussian random variables. The scalar quantizer is then used to construct a WGMM-based quantizer that is described in Section VI. Section VII presents a WGMM-based phase quantization scheme suitable for narrowband speech. The evaluation of the proposed scheme is provided in Section VIII. Finally, Section IX concludes the paper.
II. HARMONIC PHASE DECOMPOSITION
The harmonic representation of the speech signal is a high quality parametric model used for analysis/synthesis and modification of speech [8] . The speech signal is typically analyzed in short intervals referred to as frames, where it is assumed to be stationary. Within each frame, the signal is represented as a weighted sum of harmonically related sinusoids (1) where is the fundamental frequency (in radians), is the number of the harmonics, and are the amplitude and the phase of the th harmonic, respectively, the analyzed speech signal, and is the time index. The amplitudes and the phases can be obtained using least squares methods [30] .
Harmonic amplitudes maybe well represented using a minimum phase real cepstrum coefficients (RCC) spectral envelope with 20 dimensions. The cepstral envelope fits the logspectra, , at the Mel-scale by solving a regularized least squares problem [30] .
Let be the frequency response of the RCC envelope. Phases may be decomposed into a minimum phase term , a linear phase term and a dispersion term
Therefore, phase term corresponds to the phase of an excitation-like signal at the corresponding frequency since the subtraction of the minimum phase term corresponds to inverse filtering with the minimum phase system . Assuming that all amplitude spectrum information is captured by the magnitude response of , the excitation signal can be reconstructed according to the following formula:
The linear phase term corresponds to the translation of the center of the analysis window by samples with respect to a reference point inside the pitch period. As a reference point, the peak of the excitation within a single pitch period was used. The peak-picking is made to a uniformly sampled version of the excitation , using 128 samples (7 bits). We found that this procedure provides robust reference points within the glottal cycle and observed that the dispersion phases , have a distribution that exhibits structure (covariation). In this paper, we use a WGMM to model the statistics of the underlying pdf of dispersion phases. A two-dimensional example of phase intra-correlation is shown in Fig. 1 . Note that this structure is evident only in voiced frames while in unvoiced frames the phases are noisy having a uniform distribution. Moreover, the phases were extracted from the harmonic analysis of 20-ms voiced frames with a signal-to-noise-ratio (SNR) above 8 dB.
The analysis was made in the training set of TIMIT speech database [31] , which consists of a large number of speakers and a phonetically balanced corpus under clean recording conditions. It is worth to mention that phase structure has also been reported in [14] , where it was observed that excitation phases, however, extracted with a different process tend to concentrate around a point of reference (i.e., zero).
III. CIRCULAR STATISTICS
Let be a circular random variable defined on the circumference of the unit circle . The corresponding circular pdf is periodic with period , . The function integrates to unit in . For notational simplicity, we will henceforth assume that all circular variables are constrained to their principal values in which is obtained by taking the following modulo operation: where denotes the expectation operator and is the imaginary unit . The circular mean measures the mean direction of the data and . The statistics of can be captured either by distributions which are directly defined on the unit circle, like the von Mises distribution, or by wrapping a pdf of a linear random variable to the circumference of the unit circle [25] . The corresponding distributions are called wrapped. In practice, the von Mises and the wrapped Gaussian distribution are very similar, therefore, we chose to work with the wrapped Gaussian distribution because it is more convenient for the purpose of quantization since it is directly linked to the linear Gaussian which is well studied. For example, if is the pdf of the linear Gaussian distribution, the wrapped Gaussian is given by equation (7) where and is the mean and the variance of the wrapped Gaussian. Note that the mean and the variance of the wrapped Gaussian is related to the circular mean and the circular variance by
The wrapped-Gaussian pdf can be approximated by the linear Gaussian pdf at small variances and by the uniform distribution at large variances . This is illustrated in Fig. 2 , where three examples of a wrapped Gaussian pdf are shown. The wrapped Gaussian pdf is constructed by infinite wrappings of the linear Gaussian pdf inside the interval . In practice, though, a summation over 2 tilings provides a sufficient approximation even for large variances , because in that case, the pdf of the truncated Gaussian closely approximates the pdf of the unconstrained Gaussian.
The extension to multivariate data is straightforward. Let be a circular random vector. The linear multivariate Gaussian PDF is given by (10) where is the mean and the covariance matrix. The -dimensional multivariate wrapped Gaussian PDF is then obtained by tiling the linear Gaussian kernel over all possible hypercubes, as shown as (11) where is a vector that holds integer displacements. The corresponding pdf is a periodic function that is defined (and integrates to unit) in the hypercube. Multivariate wrapped Gaussian pdfs have also been proposed in [32] for the purpose of handwriting recognition.
The Wrapped Gaussian Mixture Model can now be defined as (12) where , , and are the posterior probability, the mean, and the covariance matrix of the th wrapped Gaussian component, respectively, and is the set that holds all these parameters. Note that (11) requires a summation over an infinite number of tilings. In the scalar case, it suffices to perform the summation over 2 tilings. The number of hypercubes which are two hops away from the principal hypercube (at ) is increasing exponentially with dimensionality. In practice, it is not possible to consider more than two dimensions. This problem can be resolved if the covariance matrices are constrained to be diagonal:
. In this case, the wrapped pdf can be computed as where , are the th element of and , respectively. An example that proves the interchange for the three-dimensional case is provided in the Appendix. The interchange between the product over the dimensions and the summation over the wrappings allows a significant complexity reduction.
IV. AN EXPECTATION-MAXIMIZATION ALGORITHM FOR WRAPPED GAUSSIAN MIXTURE MODELS
The estimation of WGMM parameters from phase vectors can be made using the maximum-likelihood criterion. The maximization of the log-likelihood function over all is a difficult optimization task. However, it can be easily addressed with a two-step procedure that belongs to the class of expectation-maximization algorithms [33] . According to the WGMM, a sample is generated by a single tiling of a single wrapped Gaussian component. Using a slight abuse of notation, let be the random variable of the wrapped Gaussian component and the random variable of the tiling. Both variables are latent variables (hidden from us). Under these considerations, we can derive an EM algorithm for WGMM:
Initialization: Set .
Step 1: Expectation
Step 2: Maximization Check Convergence: Repeat steps 1 and 2 until the convergence of . where according to (11) . The initialization step is computed using several trials with random WGMM. A couple of EM iterations were used to improve the initial guess of each random WGMM and the model parameters that provided the best log-likelihood were chosen. Each random WGMM is computed using random Gaussian means, variances that correspond to a fraction of the variance of the dataset and equal posterior probabilities . The complexity of the algorithm increases exponentially with dimensionality and becomes intractable for more than two dimensions. However, as it is indicated in the previous section, if we constrain the covariance matrices to be diagonal, we can interchange the summation over the tilings with the product over the dimensions and obtain an algorithm with tractable complexity. For computational efficiency, the expectation and the maximization steps are combined to a full EM iteration. Initially, we will define some accessory variables that hold the information related to the expectation step The update equations can then be written as (19) (20) (21) In practice, the summations in (14)- (16) are not taken over the whole ; only 2 tilings are sufficient. At large variances, the univariate wrapped Gaussian approximates the uniform distribution as illustrated in Fig. 2 . Therefore, it is reasonable to constrain the variances in during the training stage in order to ensure that the approximation that is made using only 2 tilings is valid.
An EM-algorithm for WGMM with diagonal covariance matrices has also been proposed in [26] . The latter algorithm performs the EM process independently for each dimension, an optimization strategy that is suboptimal in general. On the contrary, the proposed algorithm handles all dimensions simultaneously.
V. SCALAR QUANTIZATION FOR WRAPPED GAUSSIAN VARIABLES
The construction of a quantizer for circular data requires an appropriate distortion measure. In [22] and [34] , the weighted squared-error between synthesized waveforms is formulated as a distance measure that involves trigonometric functions. Using trigonometric functions is a plausible way to avoid the pitfalls of phase unwrapping, but it increases the complexity of the quantizer. This section proposes a squared-error-like distortion measure that is suitable for circular spaces. We define the WrappedSquared-Error (WSE) as (22) If both and are constrained to their principal values in , then only 1 wrappings are enough in (22) . The extension of WSE to vectors is straightforward, as follows: (23) The quantization of data distributed according to the univariate wrapped Gaussian is not a trivial task because the shape of the pdf changes with the variance, as shown in Fig. 2 . Precomputing and storing a different codebook for each possible rate and variance is not a practical choice due to increased storage requirements. For example, for a 20-dimensional WGMM with 32 wrapped Gaussians, we need codebooks. This section proposes two methods to construct codebooks for univariate wrapped Gaussian random variables; the first one is fast but suboptimal while the second performs better at the expense of higher complexity.
A. Wrapped Linear Gaussian Codebooks
A simple and fast approach is to construct the wrapped Gaussian codebooks by wrapping the codepoints of a linear Gaussian codebook around the circumference of the unit circle. Let be a codepoint of a linear Gaussian . The codepoint corresponds to a quantization level obtained by any quantization algorithm (for example k-means) of linear random variables. The corresponding wrapped codepoint then can be obtained using the modulo operation (24) This solution works quite well for low variances because the interval contains most of the pdf mass and the overlapping of the tilled Gaussian components is low. However, it becomes less accurate in higher variances. The corresponding quantizers will be referred to as WLGC quantizers.
B. Polynomial Code-Functions
The optimal codebook for a wrapped scalar Gaussian is a function of the variance and the number of codepoints , since the translation term does not effect the shape of the pdf. Assuming that the codepoints evolve smoothly over , we can construct a codebook for a specific variance by sampling a set of precomputed polynomial functions at that point. Let (25) be the set of polynomial functions that generate a codebook with entries for , where each belongs to a continuous interval . These functions could be referred to as "polynomial codepoint generator functions," or-in short-as polynomial code-functions (PCFs). As it was mentioned previously, the PCF quantizer is based on the assumption that the optimal codepoints evolve smoothly over in . Let be the order of the polynomial, its coefficients, and be the size of the codebook. Assume that and all circular variables take values in , and that are sorted so that , for all . Since is symmetric around zero, only PCF are needed, and the following holds: (26) If is odd, then the intermediate PCF is zero (27) Enforcing symmetry using (26) ensures that the partitioning of the unit circle made by the PCF has the angle of (or equivalently of ) at the boundary between the quantization cells of and . In this case, no wrappings should be taken into account when the circular random variable is quantized, and then the linear squared error can be used instead of the wrapped-squared-error in (22 Each iteration consists of two steps: a classification step and an optimization step. The classification step labels each sample to a PCF function, and the optimization step uses these labels to estimate each PCF function. The PCF functions converge after 20 to 50 iterations.
Classification
Step At the th iteration, the classification step finds the indices , , that minimize the squared error (30)
Optimization
Step Let be the set of samples that have been classified to the th PCF for each variance . The optimized th PCF is the polynomial that best fits the pairs of variables . In other words, we obtain the optimal th PCF by minimizing the corresponding mean-squared error (31) The optimization can be made using typical polynomial least squares fitting methods [35] .
2) Practical Considerations:
The wrapped Gaussian is closely approximated by the linear Gaussian for small variances . Therefore, for we can use the wrapped linear Gaussian quantizer presented in Section V-A, while for higher variances we use PCF quantizers. Furthermore, we limit the variance to a maximum of . The construction of PCF quantizers depends on two interrelated design parameters: the size of the variance interval and the order of the PCF polynomial. We found that high-order polynomials cannot provide high-quality PCF for the whole range of interest . It is better to divide into smaller intervals, for example in segments of length 0.2, and to construct low-order (i.e., quadratic) polynomials for each of these intervals. An example of the trajectories of wrapped linear Gaussian codepoints and PCF over is shown in Fig. 3 . The wrapped linear Gaussian codepoints are not well distributed for and they may occasionally coincide, like at , resulting in a practical loss of some quantization points and a distortion penalty. On the other hand, the PCF codefunctions converge to the codepoint allocation of a uniform quantizer, as increases.
VI. WGMM-BASED QUANTIZATION
This section presents an extension of GMM-based quantization schemes for linear data [24] to WGMM-based schemes for circular data. Multivariate GMM-based quantizers provide state-of-the-art performance at low complexity. A GMM-based quantizer is actually a multicoder scheme where the source vector is quantized with a set of transform coders to yield a set of candidate encodings. Only the "best" candidate encoding is kept, together with the index of the corresponding transform coder. Each of these transform coders is constructed according to a multivariate Gaussian component of the GMM. The efficiency of GMM-based quantization arises from the fact that it separates the estimation of the statistics of the source from the allocation of codepoints. The same idea can be extended to circular data using WGMM instead of GMM. Therefore, in WGMM-based quantization, the source vector is encoded according to a set of transform coders and the encoding that provides the minimum vector-WSE [see (23) ] is kept together with the index of the corresponding transform coder. The process is depicted in Fig. 4 .
The construction of a transform coder for the th multivariate wrapped Gaussian is trivial if the covariance matrix is diagonal. In that case, each dimension is quantized according to the mean and the variance of the corresponding univariate wrapped Gaussian . Scalar wrapped Gaussian quantization was discussed in Section V. In this section, the allocation of bits to each Gaussian component and each dimension will be discussed.
Let be the rate of the WGMM-based quantizer and be the number of quantization levels that is assigned to each of the components of the WGMM. Within each Gaussian component, the quantization levels are allocated with a greedy algorithm that minimizes the expected component distortion (32) where is the expected WSE when the th variable of the th wrapped Gaussian component is encoded with quantization levels. The minimization is made subject to the rate constrain When the variances , the wrapped univariate Gaussian is well approximated by a linear Gaussian and the well-known distortion-rate formula for linear Gaussians can be used [36, p. 228 ] (33) For higher variances, , we use linear interpolation of tabulated distortions, sampled for a wide range of quantization levels and variances. The same algorithm is applicable to both PCF-based and wrapped-linear quantizers that were presented in Section V. The distortions were computed using 100 000 samples of a wrapped and evaluated with the WSE, for quantization levels and for a dense sampling set of variances .
VII. QUANTIZING HARMONIC PHASES OF SPEECH
The proposed WGMM-based scheme is used to quantize the phases of a prototype narrowband sinusoidal codec. Initially, phases are decomposed according to (2) . The minimum phase part is obtained from the cepstral envelope that fits the harmonic amplitudes as discussed in Section II. The translation term is encoded in relation to the pitch using 7 bits/frame, while pitch is encoded with 8 bits/frame. Speech is analyzed and synthesized using 20-ms frames and Hanning windows with a 10-ms steps at a total rate of 100 frames/s. Each speech frame is classified as "silent," "unvoiced," "transitional," or "voiced" [37] . For transitional and voiced frames, the dispersion phase term is quantized using the proposed WGMM-based scheme. For unvoiced and silent frames, the dispersion phase term is randomly set according to a uniform distribution. In all cases, the harmonics are synthesized up to the frequency of 3700 Hz. For notational simplicity, we will henceforth refer to the quantization of dispersion phases as "phase quantization."
An intrinsic difficulty in phase quantization is the variable dimensionality of the dispersion phase vectors . We address this problem by classifying pitch values in seven classes (continuous intervals), referred to as Q1 to Q7 in Table I , in order to reduce the variance of the dimensionality within each class. Note that this classification is just a plausible choice and that it is not critical for efficiency. The harmonics are separated into two bands; a low-and a high-frequency band, in order to provide more bits to the perceptually important low-frequency harmonics. A fixed number of low-frequency harmonics (depending on pitch class ) are grouped together to form the lower-band dispersion phase vectors. For pitch classes Q1 and Q2, the lower-band consists of the first 24 harmonics. For pitch classes Q3 to Q6, the number of dimensions of the low-frequency harmonics is equal to the minimum size of the phase vectors of the corresponding class. For example, for class Q5, the number of harmonics for the low-frequency band is given by:
harmonics, where 217 is the lower pitch in Q5 and 3700 is the bandwidth of the speech signal. The bandwidth of the lower frequency band varies with the number of harmonics and the pitch. For the first six classes, Q1 to Q6, 6 fixed-dimension low-frequency dispersion phase datasets are obtained from the TIMIT database [31] . The number of dimensions of each dataset is shown in Table I . Two more datasets are obtained for the high-frequency phases of pitch classes Q1 and Q2 with a size of 14 and 8 dimensions, respectively. These phases correspond to the first harmonics of the high-frequency band. An example is provided in Table II: assume that the pitch is 100 Hz, resulting to a total of phases. The first 24 phases are used to train the low-frequency WGMM, while phases to are used to train the high-frequency WGMM. Concluding, we derive six datasets from the low-frequency band and two datasets from the high-frequency band. These datasets are used to train the corresponding WGMM according to Section IV. The circular mean [(5)] of each dataset is removed prior to training. This procedure moves the wrapped multivariate Gaussians closer to the center of the principal hypercube and increases the accuracy of the approximation that is made using only 2 tilings of each scalar Gaussian dimension. The number of dimensions of each low-frequency and high-frequency WGMM is shown in the two right-most columns of Table I . For the training of WGMM, we used the training data set of the TIMIT database [31] .
In most frames, the trained wrapped Gaussian mixture models do not model all the harmonics and the statistics of a variable number of high-frequency harmonics are not captured. In the examples provided in Table II these phases are shown to be outside the brackets. However, these harmonics are in high frequencies where the ear is less sensitive to individual phase distortions. Furthermore, we have observed that the bivariate marginal distributions of high-frequency harmonics have similar statistics. Therefore, for each frame we construct a high-band WGMM by replicating the means and the variances of the dispersion phase with the highest frequency that is modeled by a WGMM. Precisely, for pitch classes Q1 and Q2, where a high-frequency WGMM is already trained with 14 and 8 dimensions, respectively, the trained WGMM is extended to the total number of harmonics using the means and the variances of the last dimension of the latter WGMM. In the first example of Table II , this means that the statistics of phases to are obtained from the statistics of . For pitch classes Q3 to Q6, the high-frequency WGMM is constructed using the statistics of the last dimension of the corresponding low-frequency WGMM. In the second example of Table II , the statistics of to are obtained from the statistics of . A different procedure is used for the high-frequency class Q7 (above 250 Hz). Assuming that classes Q6 and Q7 have similar statistics, the phases of Q7 are modeled by removing the necessary number of higher frequency harmonics from the low-frequency WGMM of Q6. Therefore, we have less than 14 dimensions as it is stated in Table I and  illustrated in Table II. VIII. EVALUATION An objective evaluation of the performance of the quantizers is made using the SNR criterion between the original excitation signal [(3)] and the synthesized excitation signal with quantized dispersion phases, for a duration of two pitch periods. Fig. 5 depicts the measured SNR/rate relationship for the quantization of the low-band dispersion phases of pitch class Q2 using several types of quantizers: two WGMM-based that employ WLGC (WLGC) and PCF-based (PCF) scalar quantization, and four GMM-based with 16 or 32 classes and diagonal or full covariance matrices. Three of the latter are conventional GMM-based quantizers GMM GMM GMM , similar to those proposed in [24] , but with the modification that scalar quantization is made using precomputed codebooks instead of companding/quantization. This modification improves the performance in high-dimensional sources where companding/quantization is forced to operate at low rate/dimension Fig. 5 . Measured distortion-rate curves of the excitation signal of Q2 class using several quantizers; WGMM-based with WLGC or PCF scalar quantization, GMM-based with 16 or 32 classes and diagonal or full covariance matrices (GMM16 ; GMM32 ; GMM32 ),and GMM-based with 32 classes, diagonal covariance matrices and bounded-support companding (GMM32 ).
where it is suboptimal. The fourth GMM-based quantizer GMM is the one presented in [14] and employs a bounded-support compander tuned to operate in in order to avoid quantization outside the principal values of the phases. Following the strategy of [14] , we employed a better bit-allocation algorithm that improves the performance of GMM . Unfortunately, due to the varying boundaries of the scalar quantizers in GMM , it is not possible to replace companding/quantization with codebook-based scalar quantization, something that is reflected in the performance of the latter method. Fig. 5 shows that the two GMM-based quantizers with full covariance matrices (and 16, 32 classes) outperform WGMMbased quantization. This can be primarily attributed to fact that the shape of the underlying pdf has most of its mass concentrated around the center of the 24-dimensional hypercube and secondarily to the increased number of parameters that these quantizers use to model the source. As a limit case, we could argue that when the effective support of the underlying pdf is much smaller than the hypercube, the circular pdf can be well approximated by a linear pdf, allowing typical quantization methods to be employed. This is not the case for the particular experiment, however, since the GMM-based quantizer with 16 classes and full covariance matrices has only slightly better performance than the PCF-based circular quantizer, although it uses much more parameters.
A fair comparison can be made only between systems with the same degree of freedom; in our case, between both WGMM-based quantizers and the two GMM-based quantizers with 32 classes and diagonal covariance matrices. It can been seen that WGMM-based quantization offers a gain of about 0.5-dB SNR over conventional GMM-based quantization and a gain of about 1.2-dB SNR over the bounded-support method. The surprising (perhaps) observation that GMM is outperformed by conventional GMM-based quantization can be partially attributed to that companding/quantization operates in low rates of about 1-2 bit/dimension where it is suboptimal (it Fig. 6 . Measured distortion-rate curves when the source is translated. The nomenclature follows the one in Fig. 6 . The superscript t1 corresponds to a translation that restores the circular mean of the original dataset, while the superscript t2 corresponds to a translation by 1. requires rates above 4 bits/dimension to reach the performance of codebook-based scalar quantization). Finally, note that the PCF quantizer outperforms the WLGC quantizer in terms of SNR by less than 1 bit and that similar results are also obtained for the other pitch classes.
In the previous experiment, the linear-space methods benefited from a pdf that is concentrated around the center of the K-dimensional hypercube. It is interesting to investigate what happens when the mass of the pdf is not so well-behaved. This can be simulated, for example, by introducing a circular translation to the source vectors. Therefore, we constructed two other sources by translating the previous source by 1) the minus circular mean of the original dataset and 2) . The phases are restricted to their principal value in the hypercube by a modulo-operation. Recalling that the source we quantized was the original dispersion phases minus the corresponding circular mean, the first translation is actually restoring the source at its original position. The second translation is a worst case scenario where the probability mass is moved from the center of the hypercube to the edge where the modulo-operation scatters the data to all the edges of the hypercube. Fig. 6 shows the performance of GMM and GMM under these two translations. Note that the performance of WGMM-based methods is not effected by any translation of the source and therefore it is not depicted for the purpose of clarity. We can observe that the removal of the circular mean of the dataset prior to modeling/quantization gave to GMM-based methods a benefit of about 0.3-dB SNR. Furthermore, the degradation for a translation of is severe. This experiment reveals the pitfalls of conducting phase quantization using linear phases: the performance of the quantizer is abnormally dependent on the location and the structure of the mass of the pdf inside the hypercube. On the contrary, statistics and quantizers that are natively circular do not suffer from these deficiencies and can be used at any case. Finally, it should be emphasized that the SNR does not necessarily reflect the perceptual performance of the quantizer. Ideally, we would construct and evaluate the quantizer according to a perceptually motivated distortion measure. However, the determination of a perceptually motivated distortion metric for harmonic phases of speech is not trivial and, in the authors' perspective, is still an open issue. For a discussion regarding phase distortion and perception the interested reader is referred to [2] , [22] and [23] .
Another objective evaluation is made in terms of PESQ-MOS measured between the original speech signal and the speech signal that is synthesized by a prototype harmonic codec referred to as Harmonic Model Codec (HMC) [37] , [38] . Pitch was quantized with 8 bits, frame energy with 8 bits, the linear phase term was quantized with 7 bits, and the voicing condition with 3 bits. The RCC parameters were encoded with 50 bits for transitional frames and 60 bits for unvoiced and voiced frames. Two different cases were examined: HMCa with 70 bits for the low-frequency WGMM and 30 bits for the high-frequency WGMM, and HMCb with 60 bits for the low-frequency WGMM and 20 bits for the high-frequency WGMM. Both cases used PCF-based quantization. Codec HMCa requires an average of 14.2 kbps (max. 18.6 kbps) and codec HMCb an average of 12.9 kbps (max. 16.6 kbps). The evaluation is made using PESQ-MOS [28] computed with a test-set of 64 male and 64 female utterances from the test-set of TIMIT database. For comparison purposes, a baseline system with unquantized harmonic amplitudes (although computed via the RCC spectral envelope) and phases has been developed (AS-RCC). Furthermore, we evaluated the PESQ-MOS provided by iLBC [29] codec (iLBC) at the 20 ms mode (15.2 kbps). The AS-RCC system was chosen in order to provide an upper-bound to the measured quality, since it uses the unquantized phases, while the iLBC codec was chosen as a reference codec that also encodes speech in a packet-independent manner (without using previous packets), as HMC does [37] . Results are shown in Fig. 7 . We can observe that the 12.9 kbps HMCb codec is more-or-less equivalent to iLBC in terms of PESQ-MOS score. This observation is also supported by informal subjective listening tests.
A subjective evaluation was conducted using the Degradation Category Rating (DCR) test. The listeners were presented with two stimuli, the original and the encoded speech signal, and were asked to evaluate the degradation of the perceptual quality that the quantization process introduced to the encoded signal. The degradation was graded according to the DCR scale, which is presented in Table III . A total of 16 listeners participated on this test. The samples were randomly drawn from a small database that was constructed from 15 male and 15 female utterances from the TIMIT test-set. All signals were low-pass-filtered and decimated to an 8-kHz sampling rate. The results are shown in Fig. 8 . Both HMC codecs have similar performance to iLBC around 4.13 in terms of DCR score.
There are many ways to interpret these results; for example, note that the proposed phase quantization method is capable of providing high-quality phase quantization at a rate that is comparable to the rate needed for the quantization of spectral envelopes. This is a surprising result because phase information was always considered to require a much higher rate than spectral information that is readily structured. If we take into account that no perceptual weighting is made, we can speculate that there is a lot of space for improvement. From another point of view, and given the amount of knowledge that is now accumulated for CELP codecs, it is interesting to see that a sinusoidal codec based on the proposed phase quantization method competes a CELP codec that is equivalent in the sense that they both encode each packet independently of the previous packets. However, the intention of this paper is to demonstrate an application of the proposed WGMM-based quantization to speech coding and not to provide a thorough evaluation of the proposed method regarding speech coding. Details regarding the HMC framework of speech coding for Voice-over-IP are beyond the scope of this paper and can be found in [37] .
Summarizing, the presented work provides a robust framework for addressing the pdf of phases natively in their circular space. Then, it incrementally recasts well-known source coding algorithms to the specifics of the circular space; circular distortion metrics, scalar quantization for wrapped Gaussians, transform coding, and bit-allocation for circular spaces, up to mixture-based quantization. Since the new algorithms operate natively in the circular space, they feature improved performance and they are significantly more robust than their linear-space counterparts, as it is demonstrated by the experiments conducted in this section. Finally, we can argue that phase information has a specific structure that is revealed after the determination of a linear phase term and allows us to benefit from vector quantization. A number of questions rises regarding the qualitative nature of phase information; for example, does it contain user specific information or phoneme specific information (i.e., for plosives and consonants) that is useful for speaker or speech recognition, respectively? The proposed work provides an analysis procedure and a statistical framework suitable for addressing these issues.
IX. CONCLUSION
This paper presents a methodology to model and quantize phases of speech. Phases are decomposed into three parts: a linear translation term, a minimum phase term, and a residual term referred to as dispersion phase. The statistics of dispersion phases are captured using WGMM. These models are then used to construct quantizers for phase data. Related issues like scalar quantization of circular data have also been addressed and solutions have been suggested. The effectiveness and the robustness of the proposed quantizer in comparison to alternative methods is demonstrated experimentally, while a practical evaluation is made in the context of sinusoidal coding of speech. The outcome of this work can find application in high-quality sinusoidal codecs suitable for VoIP and reduced footprint text-to-speech systems.
APPENDIX SUMMATION-PRODUCT INTERCHANGE
This appendix provides a three-dimensional example of the interchange between summation and product that can be used to simplify the computation of (12) . The extension to more than three dimensions is straightforward. Let , be a single wrap of the Gaussian kernel. Then
