Abstract. Using commutative algebra methods we study the generalized minimum distance function (gmd function) and the corresponding generalized footprint function of a graded ideal in a polynomial ring over a field. If X is a set of projective points over a finite field and I is its vanishing ideal, we show that the gmd function and the Vasconcelos function of I are equal to the r-th generalized Hamming weight of the corresponding Reed-Muller-type code C X (d) of degree d. We show that the generalized footprint function of I gives a lower bound for the rgeneralized Hamming weight of C X (d). As an application to coding theory we show an explicit formula and a combinatorial formula for the second generalized Hamming weight of an affine cartesian code.
Introduction
Let S = K[t 1 , . . . , t s ] = ⊕ ∞ d=0 S d be a polynomial ring over a field K with the standard grading and let I = (0) be a graded ideal of S. In this work we extend the scope of [17] by considering generalized footprint and minimum distance functions. Given d, r ∈ N + , let F d,r be the set: The definition of δ I (d, r) was motivated by the notion of generalized Hamming weight of a linear code [13, 24] . For convenience we recall this notion. Let K = F q be a finite field and let C be a [m, k] linear code of length m and dimension k, that is, C is a linear subspace of K m with k = dim K (C). Let 1 ≤ r ≤ k be an integer. Given a subcode D of C (that is, D is a linear subspace of C), the support χ(D) of D is the set of non-zero positions of D, that is, χ(D) := {i | ∃ (a 1 , . . . , a m ) ∈ D, a i = 0}.
The r-th generalized Hamming weight of C, denoted δ r (C), is the size of the smallest support of an r-dimensional subcode. Generalized Hamming weights have received a lot of attention; see [3, 6, 9, 20, 24] and the references therein. The study of these weights is related to trellis coding, t-resilient functions, and was motivated by some applications from cryptography [24] .
The minimum distance of projective Reed-Muller-type codes has been studied using Gröbner bases and commutative algebra techniques; see [3, 4, 9, 10, 17, 19] and the references therein. In this work we extend these techniques to study the r-th generalized Hamming weights of projective Reed-Muller-type codes. These linear codes are constructed as follows.
Let K = F q be a finite field with q elements, let P s−1 be a projective space over K, and let X be a subset of P s−1 . The vanishing ideal of X, denoted I(X), is the ideal of S generated by the homogeneous polynomials that vanish at all points of X. The Hilbert function of S/I(X) is denoted by H X (d). We can write X = {[P 1 ], . . . , [P m ]} ⊂ P s−1 with m = |X|. Here we assume that the first non-zero entry of each [P i ] is 1. In the special case that X has the form [X × {1}] for some X ⊂ F s−1 q , we assume that the s-th entry of each [P i ] is 1. Fix a degree d ≥ 1. There is a K-linear map given by
The image of S d under ev d , denoted by C X (d), is called a projective Reed-Muller-type code of degree d on X [7, 12] . The parameters of the linear code C X (d) are:
The contents of this paper are as follows. In Section 2 we present some of the results and terminology that will be needed throughout the paper.
If X is a finite set of projective points over a finite field and I(X) is its vanishing ideal, we show that δ I(X) (d, r) is the r-th generalized Hamming weight δ X (d, r) of the corresponding Reed-Muller-type code C X (d) (Theorem 4.5). We introduce the Vasconcelos function ϑ I (d, r) of a graded ideal I (Definition 4.4) and show that ϑ I(X) (d, r) is also equal to δ X (d, r) (Theorem 4.5). These two abstract algebraic formulations of δ X (d, r) gives us a new tool to study generalized Hamming weights. One of our results shows that fp I(X) (d, r) is a lower bound for δ X (d, r) (Theorem 4.9). As is seen in this paper, in certain cases fp
To show some of our applications we prove the following interesting and non-trivial inequality. 
min(a i , b i ). We give two applications to coding theory. The first is the following explicit formula for the second generalized Hamming weight of an affine cartesian code. Theorem 6.3 Let A i , i = 1, . . . , s − 1, be subsets of F q and let X ⊂ P s−1 be the projective set
Using this result one can recover the case when X is a projective torus in P s−1 [11, Theorem 17] . The second applications of this paper gives a combinatorial formula for the second generalized Hamming weight of an affine cartesian code, which is quite different from the corresponding formula of [1, Theorem 5.4] .
It is an open problem to find an explicit formula for the r-th generalized Hamming weight of an affine cartesian code. The first evidence that this problem could have a positive answer is the explicit formula for the second generalized Hamming weight of a projective torus given in [11, Theorem 17] . A second evidence is the recent combinatorial expression for the r-th generalized Hamming weight of an affine cartesian code [1, Theorem 5.4] , which depends on the r-th monomial in ascending lexicographic order of a certain family of monomials (see [1] and the proof of Theorem 7.1). Using this result we give an explicit formula to compute the r-th generalized Hamming weight for a family of affine cartesian codes (Theorem 7.1).
For all unexplained terminology and additional information we refer to [2, 5, 8] (for the theory of Gröbner bases, commutative algebra, and Hilbert functions), and [15, 22] (for the theory of error-correcting codes and linear codes).
Preliminaries
In this section we present some of the results that will be needed throughout the paper and introduce some more notation. All results of this section are well-known. To avoid repetitions, we continue to employ the notations and definitions used in Section 1.
Generalized Hamming weights. Let K = F q be a finite field and let C be a [m, k] linear code of length m and dimension k.
The r-th generalized Hamming weight of C, denoted δ r (C), is the size of the smallest support of an r-dimensional subcode, that is,
The weight hierarchy of C is the sequence (δ 1 (C), . . . , δ k (C)). The integer δ 1 (C) is called the minimum distance of C and is denoted by δ(C). According to [24, Theorem 1, Corollary 1] the weight hierarchy is an increasing sequence 1 ≤ δ 1 (C) < · · · < δ r (C) ≤ m, and δ r (C) ≤ m − k + r for r = 1, . . . , k. For r = 1 this is the Singleton bound for the minimum distance. Notice that δ r (C) ≥ r.
Recall that the support χ(β) of a vector β ∈ K m is χ(Kβ), that is, χ(β) is the set of non-zero entries of β.
) and the number of elements of χ(D) is the number of non-zero columns of the matrix:
S d be a polynomial ring over a field K with the standard grading and let I = (0) be a graded ideal of S of Krull dimension k. The Hilbert function of S/I is:
The degree of the zero polynomial is −1.
The degree or multiplicity of S/I is the positive integer
We will use the following multi-index notation: for a = (a 1 , . . . , a s ) ∈ N s , set t a := t a 1 1 · · · t as s . The multiplicative group of the field K is denoted by K * . As usual ht(I) will denote the height of the ideal I. By the dimension of I (resp. S/I) we mean the Krull dimension of S/I. The Krull dimension of S/I is denoted by dim(S/I).
One of the most useful and well-known facts about the degree is its additivity: If F ⊂ S, the quotient ideal of I with respect to (F ) is given by (I : (F )) = {h ∈ S| hF ⊂ I}. An element f is called a zero-divisor of S/I if there is 0 = a ∈ S/I such that f a = 0, and f is called regular on S/I if f is not a zero-divisor. Thus f is a zero-divisor if and only if (I : f ) = I. An associated prime of I is a prime ideal p of S of the form p = (I : f ) for some f in S. 
The footprint of an ideal. Let ≺ be a monomial order on S and let (0) = I ⊂ S be an ideal. If f is a non-zero polynomial in S, then one can write
with λ i ∈ K * for all i and t α 1 ≻ · · · ≻ t αr . The leading monomial t α 1 of f is denoted by in ≺ (f ). The initial ideal of I, denoted by in ≺ (I), is the monomial ideal given by
A monomial t a is called a standard monomial of S/I, with respect to ≺, if t a is not the leading monomial of any polynomial in I. The set of standard monomials, denoted ∆ ≺ (I), is called the footprint of S/I. The image of the standard polynomials of degree d, under the canonical map S → S/I, x → x, is equal to S d /I d , and the image of ∆ ≺ (I) is a basis of S/I as a K-vector space (see [23, Proposition 3.3.13] ). In particular, if I is graded, then H I (d) is the number of standard monomials of degree d.
A
.
Vanishing ideal of a finite set. The projective space of dimension s − 1 over the field K is denoted P s−1 . It is usual to denote the equivalence class of α by [α] . For a given a subset X ⊂ P s−1 define I(X), the vanishing ideal of X, as the ideal generated by the homogeneous polynomials in S that vanish at all points of X, and given a graded ideal I ⊂ S define its zero set relative to X as
In particular, if f ∈ S is homogeneous, the zero set
Lemma 2.6. Let X be a finite subset of P s−1 , let [α] be a point in X with α = (α 1 , . . . , α s ) and α k = 0 for some k, and let I [α] be the vanishing ideal of [α]. Then I [α] is a prime ideal,
is the primary decomposition of I(X).
Computing the number of points of a variety
In this section we give a degree formula to compute the number of solutions of a system of homogeneous polynomials over any given finite set of points in a projective space over a field.
Lemma 3.1. Let X be a finite subset of P s−1 over a field K. If F = {f 1 , . . . , f r } is a set of homogeneous polynomials of S \ {0}, then V X (F ) = ∅ if and only if (I(X) : (F )) = I(X).
Proof. ⇒)
We proceed by contradiction assuming that I(X) (I(X) : (F )). Pick a homogeneous polynomial g such that gf i ∈ I(X) for all i and g / ∈ I(X).
For simplicity of notation assume that i = 1. Notice that (p 1 : (F )) = (1). Therefore
An ideal I ⊂ S is called unmixed if all its associated primes have the same height, and I is called radical if I is equal to its radical. The radical of I is denoted by rad(I).
Lemma 3.2. Let X be a finite subset of P s−1 over a field K and let I(X) ⊂ S be its vanishing ideal. If F = {f 1 , . . . , f r } is a set of homogeneous polynomials of S \ {0}, then
Proof. Let [P 1 ], . . . , [P m ] be the points of X with m = |X|, and let [P ] be a point in X with P = (α 1 , . . . , α s ) and α k = 0 for some k. Then the vanishing ideal
is a primary decomposition (see Lemma 2.6). Assume that (I(X) : (F )) = I(X). We set I = I(X) and
Therefore, by the additivity of the degree of Proposition 2.2, we get that deg(S/(I :
. Thus |V X (F )| = 0 and the required formula follows because |X| = deg(S/I(X)). Lemma 3.3. Let I ⊂ S be a radical unmixed graded ideal. If F = {f 1 , . . . , f r } is a set of homogeneous polynomials of S \ {0}, (I : (F )) = I, and A is the set of all associated primes of S/I that contain F , then ht(I) = ht(I, F ) and
Proof. As I (I : (F )), there is g ∈ S \ I such that g(F ) ⊂ I. Hence the ideal (F ) is contained in the set of zero-divisors of S/I. Thus, by Theorem 2.3 and since I is unmixed, (F ) is contained in an associated prime ideal p of S/I of height ht(I). Thus I ⊂ (I, F ) ⊂ p, and consequently ht(I) = ht(I, F ). Therefore the set of associated primes of (I, F ) of height equal to ht(I) is not empty and is equal to A. There is an irredundant primary decomposition
. . , p r }, and ht(q ′ i ) > ht(I) for i > r. We may assume that the associated primes of S/I are p 1 , . . . , p m with r ≤ m. Since I is a radical ideal, we get that I = ∩ m i=1 p i . Next we show the following equality:
. . , r. The inclusion "⊂" follows by noticing that the right hand side of Eq. (3.2) is equal to (I, f ) ∩ p r+1 ∩ · · · ∩ p m , and consequently it
Hence localizing Eq. (3.2) at the prime ideal p i for i = 1, . . . , r, we get that
. . , r. Using Eq. (3.1), together with the additivity of the degree of Proposition 2.2, the required equality follows. Lemma 3.4. Let X be a finite subset of P s−1 over a field K and let I(X) ⊂ S be its vanishing ideal. If F = {f 1 , . . . , f r } is a set of homogeneous polynomials of S \ {0}, then the number of points of V X (F ) is given by
Proof 
Assume that (I(X) : F ) = I(X). Then, by Lemma 3.1, V X (f ) = ∅ and |V X (f )| = 0. Proof. It follows from Lemmas 3.2 and 3.4.
Generalized minimum distance function of a graded ideal
In this part we study the generalized minimum distance function of a graded ideal and show that it generalizes the generalized Hamming weight of a projective Reed-Muller-type code. To avoid repetitions, we continue to employ the notations and definitions used in Sections 1 and 2.
Lemma 4.1. Let I ⊂ S be an unmixed graded ideal and let ≺ be a monomial order. If F is a finite set of homogeneous polynomials of S and (I : (F )) = I, then
and deg(S/(I, F )) < deg(S/I) if I is an unmixed radical ideal and (F ) ⊂ I.
Proof. To simplify notation we set J = (I, F ), L = (in ≺ (I), in ≺ (F )), and F = {f 1 , . . . , f r }. We denote the Krull dimension of S/I by dim(S/I). Recall that dim(S/I) = dim(S) − ht(I). First we show that S/J and S/L have Krull dimension equal to dim(S/I). As I (I : F ), all elements of F are zero divisors of S/I. Hence, as I is unmixed, there is an associated prime ideal p of S/I such that (F ) ⊂ p and dim(S/I) = dim(S/p). Since I ⊂ J ⊂ p, we get that dim(S/J) is dim(S/I). Since S/I and S/in ≺ (I) have the same Hilbert function, and so does S/p and S/in ≺ (p), we obtain dim(S/in ≺ (I)) = dim(S/I) = dim(S/p) = dim(S/in ≺ (p)).
Hence, taking heights in the inclusions in ≺ (I) ⊂ L ⊂ in ≺ (p), we obtain ht(I) = ht(L).
Pick a Gröbner basis G = {g 1 , . . . , g r } of I. Then J is generated by G ∪ F and by Lemma 2.5 one has the inclusions 
Assume 
If I is an unmixed radical ideal and (F ) ⊂ I, then there is at least one minimal prime that does not contains (F ). Hence, by Lemma 3.3, it follows that deg(S/(I, F )) < deg(S/I).
Corollary 4.2. Let X be a finite subset of P s−1 , let I(X) ⊂ S be its vanishing ideal, and let ≺ be a monomial order. If F is a finite set of homogeneous polynomials of S and (I(X) : (F )) = I(X), then
and deg(S/(I(X), F )) < deg(S/I(X)) if (F ) ⊂ I(X).
Proof. It follows from Lemmas 3.4 and 4.1. 
linearly independent over K}. 
Theorem 4.5. Let K be a field and let X be a finite subset of P s−1 . If |X| ≥ 2 and δ X (d, r) is the r-th generalized Hamming weight of C X (d), then
and δ X (d, r) = r for d ≥ reg(S/I(X)).
Proof. If F d,r = ∅, then using Lemmas 3.2, 3.4, and 4.3 we get that δ X (d, r), δ I(X) (d, r), and ϑ I(X) (d, r) are equal to deg(S/I(X)) = |X|. Assume that F d,r = ∅ and set I = I(X). Using Lemma 4.3 and the formula for V X (f ) of Lemma 3.4, we obtain
In these equalities we used the fact that deg(S/I(X)) = |X|. As H I (d) = |X| for d ≥ reg(S/I), using the generalized Singleton bound for the generalized Hamming weight and the fact that the weight hierarchy is an increasing sequence we obtain that δ X (d, r) = r for d ≥ reg(S/I(X)) (see [ Lemma 4.7. Let ≺ be a monomial order, let I ⊂ S be an ideal, let F = {f 1 , . . . , f r } be a set of polynomial of S of positive degree, and let in ≺ (F ) = {in ≺ (f 1 ), . . . , in ≺ (f r )} be the set of initial terms of F . If (in ≺ (I) : (in ≺ (F ))) = in ≺ (I), then (I : (F )) = I.
Proof. Let g be a polynomial of (I : (F )), that is, gf i ∈ I for i = 1, . . . , r. It suffices to show that g ∈ I. Pick a Gröbner basis g 1 , . . . , g n of I. Then, by the division algorithm [5, Theorem 3, p. 63], we can write g = n i=1 h i g i + h, where h = 0 or h is a finite sum of monomials not in in
. We need only show that h = 0. If h = 0, then hf i is in I and in ≺ (h)in ≺ (f i ) is in the ideal in ≺ (I) for i = 1, . . . , r . Hence in ≺ (h) is in (in ≺ (I) : (in ≺ (F ))). Therefore, by hypothesis, in ≺ (h) is in the ideal in ≺ (I), a contradiction.
Let F ≺,d,r be the set consisting of all subsets F = {f 1 , . . . , f r } of S d such that (I : (F )) = I, f i is a standard polynomial for all i, f 1 , . . . , f r are linearly independent over the field K, and in ≺ (f 1 ), . . . , in ≺ (f r ) are distinct monomials. Proposition 4.8. The generalized minimum distance function of I is given by
Proof. Take F = {f 1 , . . . , f r } in F d,r . By the division algorithm any f i can be written as 
, the claim follows applying the induction hypothesis to f 2 , . . . , f r . If
. . , k and h i = f i for i = k + 1, . . . , r. Notice that in ≺ (f 1 ) ≻ h i for i ≥ 2 and that h 2 , . . . , h r are standard monomials of degree d which are linearly independent over K. Hence the claim follows applying the induction hypothesis to H = {h 2 , . . . , h r }. The required expression for δ I (d, r) follows readily using Theorem 4.5. Theorem 4.9. Let K be a field, let X be a finite subset of P s−1 , and let ≺ be a monomial order. If |X| ≥ 2 and δ X (d, r) is the r-th generalized Hamming weight of C X (d), then
Proof. This follows from Theorem 4.5, Lemma 4.7, and Proposition 4.8.
An integer inequality
For a : a 1 , . . . , a m and b : b 1 , . . . , b m sequences in Z + = {1, 2, . . .} we define
Proof. It is an easy case-by-case verification of 4! possible cases. 
Proof. We verify all cases by direct substitution of a ′ and b ′ into π(a, b).
For the last inequality note that min(a s + 1,
Proof. It follows by induction on r. 
Case k + 1 < r: The integer σ can be rewritten as
Since a r < b r ≤ e r , it holds that a r − e r ≤ −1, and hence σ ≤ 1. If σ ≤ 0, Eq. (5.1) trivially follows (because the left hand side is positive and the right hand side would be negative). So we may assume σ = 1. This assumption implies that e k+1 = 1 because a r < b r ≤ e r . Then the right hand side of Eq. (5.1) is (σ)e k+1 · · · e m − e k+2 · · · e m = (e k+1 − 1)e k+2 · · · e r = 0.
Case k + 1 = r: The integer σ can be rewritten as
By the same reason as above, we may assume σ = 1. This assumption implies a r = e r − 1 and a s = e s . Then, by Eq. (5.2) , we obtain that Eq. (5.1) is equivalent to (e r e s − 1)
Then, using Eq. (5.2), we obtain that Eq. (5.1) reduces to (a r a s + a s − 1)e r+2 · · · e k+1 ≥ (σ) e k+1 − 1.
But, as a s ≥ 2, using Lemma 5.3, we get
So, multiplying by e k+1 , the required inequality follows. Claim ( For α : α 1 , . . . , α n and β : β 1 , . . . , β n sequences in Z + we define 
Lemma 6.1. We can find two linearly independent polynomials F and G ∈ S ≤d such that
Proof. Case (I): k ≤ s − 3. Similarly to [14] we take A i = {β i,1 , . . . , β i,d i }, for i = 1, . . . , s − 1. Also, for i = 1, . . . , k, let
Setting h 1 := β k+1,ℓ − t k+1 and h 2 := β k+2,ℓ − t k+2 . We define
and that they are linearly independent over F q . Let
Therefore
and the claim follows because
i=ℓ , then (because h 1 and h 3 do not have common zeros) V ′ 1 = V ′ 2 and thus |V
We come to one of our applications to coding theory. it follows that either ((L, t a ) : t b ) or ((L, t b ) : t a ) is contained in (t 1 , . . . , t n ). Hence at least one of these ideals has height n. Therefore, setting for {t a , t b } ∈ M ≺,d,2 if k = s − 2. As (a 1 , . . . , a n ) is not equal to (b 1 , . . . , b n ), one has that either
If a s ≥ 1 or b s ≥ 1 (resp. a s = b s = 0), the inequality of Eq. (6.2) follows at once from [17, Proposition 5.7] (resp. Lemma 5.6). If a s ≥ 1 or b s ≥ 1 (resp. a s = b s = 0), the inequality of Eq. (6.3) follows at once from [17, Proposition 5.7] (resp. Lemma 5.3). This completes the proof of the inequality "≥".
The inequality "≤" follows directly from Lemma 6.1.
