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En aquest capítol s'introduirà a Clustermem, el sistema de swap en 
xarxa que s'ha desenvolupat en aquest projecte. Posteriorment, es descriurà la 
motivació que ha portat a la realització del mateix.
Aquest projecte tracta de desenvolupar un sistema de swap en xarxa per 
a sistemes basats en Unix semblant a un DSM que permeti executar 
programes que demanin més memòria que la disponible físicament mitjançant 
la agrupació de la memòria dels nodes del clúster.
Un DSM és una arquitectura de memòria virtual distribuïda on part de 
l’espai d'adreces de cada un dels nodes del clúster és compartit amb la resta 
de nodes. 
Existeixen molts tipus de DSM en el mercat. N’hi ha que comparteixen 
dades i n’hi ha que comparteixen codi i dades dels programes. En el projecte, 
al no ser exactament un DSM, el que es compartirà serà només el bloc de 
dades dels processos que s’executin en el context del projecte.
1.1. Motivació del projecte
Avui en dia, cada cop més la informàtica és un punt clau en l’avanç 
científic en la majoria d’àrees de coneixement. Els projectes científics actuals 
tracten estructures de dades tant complexes que inclús el millor dels 
computadors trigaria massa temps en realitzar els càlculs necessaris per a 
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extreure resultats. És per això, que la tendència actual és la computació 
distribuïda. En aquest tipus d’arquitectura un conjunt d’ordinadors separats 
físicament i connectats entre sí per una xarxa de comunicacions comparteixen 
els seus recursos (bàsicament memòria i capacitat de càlcul) per a resoldre 
problemes complexes més ràpidament. 
Aquest tipus d’arquitectura és molt més barata que el lloguer de temps 
de càlcul de supercomputadors i, per tant, és aplicable a projectes on el 
pressupost és limitat (ideal per al context actual de la recerca en el nostre 
país) i a la vegada té necessitats descomunals de càlcul. Com els ordinadors 
estan connectats en xarxa, qualsevol xarxa de computadors ens serveix com a 
mitjà de comunicació i, per tant, podem utilitzar Internet. Aquest fet obre als 
científics un ventall de possibilitats increïble podent demanar que els usuaris 
de la xarxa aportin de forma voluntària i solidària els recursos no utilitzats 
(temps de processador i memòria) dels seus ordinadors personals per als 
projectes de recerca. 
A continuació s’enumerarà alguns dels projectes actuals més significatius 
en computació distribuïda. Dins de la medicina, tenim el projecte Folding@Home 
que intenta estudiar el plec del proteoma humà per a poder conèixer millor la 
estructura de les proteïnes i intentar predir la cura de la distròfia muscular a 
través de l’estudi de 40000 proteïnes conegudes que tenen un paper 
fonamental en malalties neuromusculars. Altres projectes semblants són 
Africa@Home que estudia els medis de propagació de la malària a Àfrica o 
Rosetta@Home que com Folding@Home estudia la estructura tridimensional de 




En l’àmbit de l’astronomia són numerosos els projectes que treballen 
amb grans quantitats de dades i necessiten, per tant, una gran potència de 
càlcul i una gran demanda de memòria. Potser és en aquest àmbit on hi és el 
projecte de computació distribuïda més conegut: SETI@Home. Aquest projecte 
busca senyals intel·ligents de civilitzacions extraterrestres a partir de l’estudi 
de paquets d’informació rebuts pels radiotelescopis de Nuevo México. En 
aquest sentit existeix, també, el projecte Einstein@Home que tracta de 
detectar l’existència d’ones gravitatòries predites per Albert Einstein en la seva 
Teoria de la Relativitat, però encara no detectades.
Però de tots els camps de coneixement el que realment fa un ús intensiu 
dels sistemes distribuïts és la matemàtica en projectes com la Verificació de la 
conjectura de Goldbach o la Cerca de nombres generalitzats d’Einstein-Fermat. No són 
problemes tan atractius per als no matemàtics però són projectes realment 
molt importants que no serien possible sense la computació distribuïda.
Amb aquests exemples hem vist la vital importància que té avui en dia 
per al món de la recerca la computació distribuïda ja que és una forma barata i 
eficient d’augmentar la capacitat de càlcul i memòria per executar programes 
que tracten dades realment complexes. En aquest projecte es busca posar de 
manifest la limitació dels computadors convencionals quan les demandes de 
memòria dels programes creixen i com amb una arquitectura distribuïda es pot 
relaxar aquesta limitació. 
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En aquest capítol es definirà el problema que es vol resoldre. També 
s'exposaran quines opcions per a resoldre aquest problema existeixen avui en 
dia i quina és la nostra solució. Un cop fet això, es definiran els objectius que 
s'han marcat en aquest projecte.
Per tal d’entendre la necessitat de les funcionalitats que ens ha de oferir 
el projecte crec que és convenient en primer lloc definir de manera clara el 
problema real al que volem donar solució. 
Figura 1: Esquema dels espais d'adreces d’una aplicació executada amb MPI, 
DSM i Clustermem, en un clúster amb tres nodes
En la figura superior es pot observar l’esquema de les diverses solucions 
amb que es pot solucionar la problemàtica d’executar un programa amb una 
demanda de memòria més gran que la memòria física que disposa un 
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computador local. Bàsicament les estratègies són tres; MPI (Message Passing), 
DSM (Distributed Shared Memory) i la estratègia implementada en aquest 
projecte, Clustermem. Entre altres diferències la més relacionada amb el 
problema que volem resoldre és com gestionen el seu espai d'adreces. A 
continuació definim breument com cada estratègia el defineix:
?  MPI: Aquesta estratègia defineix un espai d'adreces completament 
distribuït. És a dir, diferents nodes on cada node té el seu espai d'adreces, 
que intercanvien missatges i dades per a gestionar l’espai d'adreces dels 
processos que es volen executar de forma distribuïda.
? DSM: En aquesta estratègia una part limitada de l’espai d'adreces és 
compartida per tots els nodes del clúster. 
? Clustermem: Clustermem és un sistema de swap en xarxa que únicament 
executa el codi en un dels nodes. La resta de nodes s’utilitzen per a 
emmagatzemar les dades que ell no pot per memòria insuficient. A més, 
l’espai d'adreces es reparteix al llarg de tot el clúster creant així un únic 
espai d'adreces distribuït.
A continuació explicarem de forma més detallada en què consisteix cada 
una d’aquestes estratègies i els problemes que té cada una d’elles:
2.1. Message Passing
Pas de missatges és una estratègia basada en que diferents agents (o 
actors) s’intercanvien missatges sobre un canal de comunicació. En computació 
distribuïda aquests actors són els diferents processos que es comuniquen entre 
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sí mitjançant algun esquema estàndard de comunicació com pot ser Corba o 
RPC. 
En aquest model el punt central és el missatge, però, què és un missatge 
i per què és necessari? Un missatge és una peça estructurada d’informació 
enviada des d’un agent a un altre mitjançant un canal de comunicació. Alguns 
missatges són només peticions fetes des d’un node per a que algun altre faci 
una tasca concreta, altres són dades que s’envien des d’un node a 
emmagatzemar en un altre.  Utilitzant esquemes  d’objectes remots sofisticats 
com Corba o RPC que fan una aplicació distribuïda en la xarxa, sembla 
innecessari la utilització de missatges. El sentit d’utilitzar els missatges és la 
creació d’un protocol simple de comunicació per enviar informació. Això és 
necessari pels següents motius:
?  La naturalesa de la comunicació ha de ser relativament simple.
?  El rendiment d’una transacció és crític.
?  Pot ser que els esquemes d’objectes remots no estiguin disponibles.
2.2. Distributed Shared Memory
L’estratègia de la memòria compartida distribuïda consisteix en un 
sistema on part de l’espai d'adreces físic de cada computador del clúster es 
comparteix i és accessible per a qualsevol node com a un únic espai d'adreces 
compartit. Qualsevol node pot accedir directament a qualsevol posició en 
aquest espai d'adreces. Com qualsevol sistema de memòria virtual, l’estratègia 
de la memòria compartida, particiona la memòria en pàgines. Aquestes 
pàgines poden ser de lectura o escriptura, en el primer cas es pot tenir la 
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pàgina residint a la memòria física de més d’un computador. En el segon cas, 
únicament pot estar residint en la memòria física d’un d’ells.
Tal i com passa en la memòria virtual del computador, quan s’intenta 
accedir a una adreça de la memòria compartida que no existeix en la memòria 
física del node esdevé una falla de pàgina o segmentation fault. 
Per gestionar tot això, el sistema de memòria compartida necessita d’un 
mòdul que fa el mapeig entre la memòria virtual compartida i la memòria 
virtual del computador. Al mateix temps necessita d’un altre mòdul que 
mantingui la memòria coherent en tot el sistema de memòria compartida. 
2.3. Message Passing vs Distributed Shared Memory
Proves experimentals han demostrat que l’estratègia de la memòria 
compartida distribuïda aporta certs beneficis vers el pas de missatges. En 
aquesta segona, els estàndards de comunicació que s’utilitzen en la crida 
d’objectes remots simulen un únic espai d'adreces però realment s'estan 
utilitzant espai d'adreces diferents. Això pot portar dificultats a l’hora de passar 
estructures de dades complexes com per exemple els punters. Per contra, com 
en l’estratègia de memòria compartida es comparteix el mateix espai d'adreces 
en tots els nodes del clúster es pot treballar amb punters com si fos en un 
node local. 
Una altra avantatge de la memòria compartida vers el pas de missatges 
és que en aquest segon la implementació del sistema distribuït no és 
transparent pel programador. Els programes que s’han d’executar en el sistema 
distribuït necessiten de directives send i receive explícites en el codi del 
programa per rebre o enviar dades i el programador ha de ser conscient què 
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s’està enviant i a on i què s’està rebent i des d’on. En el sistema de memòria 
compartida això no passa, el sistema és completament transparent pel 
programador. 
Hi ha encara una altra dificultat donada de tenir més d’un sistema 
d'adreces en el clúster de nodes i és la migració d’un procés d’un node a un 
altre. En l’estratègia de pas de missatges, tots els recursos del procés que 
gestiona el sistema operatiu han de ser migrats conjuntament a l’altre node 
sent aquest procés realment costós. En un sistema de memòria compartida, 
únicament es necessita moure el procés de la cua READY del node origen a la 
cua READY del node destí.
2.4. Clustermem
Segons es veu a la Figura 1, l’estratègia que s’implementa en el projecte 
no es diferencia  gaire de la tècnica de swap. El swap utilitza el disc dur per a 
emmagatzemar les pàgines que no es poden ubicar a memòria i es van 
carregant a mesura que es van necessitant. Clustermem fa el mateix però a 
través de la xarxa i en un context d’un clúster. Per què utilitzar, llavors, 
Clustermem en lloc de fer una regió de swap suficientment gran en el màster? 
Per eficiència. No és igual d’eficient accedir a la xarxa que accedir a disc. 
Accedir a la xarxa tot i que pugui semblar molt més costós no ho és. És varies 
vegades més ràpid que accedir a disc. Per això té sentit aquest projecte vers la 
tècnica del swap.
Un cop explicat per què s’ha decidit implementar el sistema del projecte 
passem a explicar de forma resumida el seu funcionament i objectius. 
Clustermem ha de permetre executar aplicacions programades amb llenguatge 
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C amb grans demandes de memòria utilitzant un únic espai d'adreces. Aquest 
espai d'adreces pot superar la mida de la memòria física del màster. 
Clustermem distribuirà l’espai d'adreces entre els nodes de clúster de forma 
que quan l’aplicació accedeixi a una adreça remota causarà una fallida de 
pàgina que es capturarà per a recuperar la pàgina del node esclau pertinent i 
insertar-la a memòria al node màster per a poder continuar l’execució.
En un DSM, es podria executar codi en paral·lel amb aquesta estratègia 
donat que els programes que s’executessin podrien utilitzar la memòria 
compartida com utilitzen la memòria virtual normalment. Però Clustermem no és 
un DSM encara que tingui un únic espai d'adreces compartit. És un sistema de 
swap en xarxa que únicament comparteix entre els nodes les dades de les 
aplicacions.
Per a desenvolupar aquest sistema són necessaris diferents mòduls. Un 
primer mòdul de xarxa que és el que s’encarrega de la gestió dels missatges 
entre nodes. Aquests s’encarreguen d’ubicar i recuperar pàgines en l’espai 
d'adreces compartit. Un segon mòdul s’encarrega de tota la gestió de les 
pàgines de l’espai compartit. Això implica bàsicament capturar fallades de 
pàgina i tenir tota l’estructura de pàgines de l’espai compartit i quin node conté 
cada pàgina.
2.5. Objectius
L’objectiu del projecte és desenvolupar un sistema de swap en xarxa que 
comparteixi part de la memòria dels nodes d’un clúster per a poder executar 
programes amb grans demandes de memòria en sistemes basats en UNIX. A 
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continuació descric a mode de resum les característiques que clustermem ha 
de potenciar:
sistema distribuït. El sistema ha de permetre executar programes amb grans 
demandes de memòria. És a dir, ha de poder executar programes que 
necessitin més memòria que la que té físicament el computador.
transparència. El sistema ha de ser completament transparent al programador. 
És a dir, des del punt de vista del programador no s’ha de realitzar cap canvi 
en el codi del programa. No ha d’existir cap crida ni missatge addicional explícit 
per a fer funcionar el DSM.
administració. El sistema s’executa en entorn d’usuari no privilegiat ja que en la 
majoria de computadors on es preveu que s'instal·larà no ens permetran tenir 
privilegis d’administrador. Així doncs tot s’ha d’executar a nivell d’usuari, tant 
la compilació, instal·lació i gestió.
11






En aquest capítol es definirà l'estructura de l'espai d'adreces de 
Clustermem i les funcionalitats que ha de tenir per a assolir els objectius 
marcats en el capítol anterior.
Abans de definir l’espai d'adreces de Clustermem es creu que es 
convenient introduir un parell de conceptes a nivell de nomenclatura. En el 
projecte existeixen dos tipus de nodes, el primer anomenat màster que és el 
node on s’executa el programa i realitza totes les peticions de pàgines cap a la 
resta de nodes i un segon tipus de node anomenat slave que la seva feina és la 
de emmagatzemar les dades que produeix el codi que s’executa al màster. En 
primer lloc es definirà de forma clara quin és l’espai d'adreces amb el que 
Clustermem treballa. Per això s’ha pensat que la millor manera és fer-ho a 
partir d’una figura :
Figura 2: Esquema de l'espai d'adreces d’una aplicació executada amb 
Clustermem, en un clúster amb tres nodes
13
Clustermem: Ús de la memòria total d'un clúster
Com es veu a la Figura 2, en un clúster composat per tres nodes (un 
màster i dos esclaus), només el màster executa el codi, a més la memòria 
màxima que s’ha definit que es compartirà es reparteix al llarg de tot el 
clúster. Tot i repartir-se, el màster reserva la memòria màxima de manera local 
protegint les adreces les quals el màster no és propietari. Posteriorment es 
reserva a cada un dels esclaus l’espai que se li ha assignat mantenint la 
coherència amb les adreces reservades al màster. Per això es construeix una 
estructura per a gestionar la memòria compartida a cada un dels nodes que 
composa el clúster que conté tant les pàgines com informació sobre cada 
pàgina per a les tasques de gestió. D’aquesta manera aconseguim un únic 
espai d'adreces entre tots els nodes del clúster.
Un cop tenim molt més clar el problema que es vol solucionar amb 
aquest projecte cal definir el què es pot arribar a fer. A continuació definirem 
de forma precisa les diferents funcionalitats que s’esperen d’aquest projecte:
?  Administració.
?  Instal·lació a nivell d’usuari: És necessari que la instal·lació es realitzi a 
nivell d’usuari.
?  Gestió de l’administració: La gestió del sistema ha de ser intuïtiva i 
fàcil.
?  Persistència de les dades de configuració: Les dades bàsiques de 
configuració persisteixen a disc.
?  Funcionalitats del programa d’usuari.
?  Reserva de memòria: el programa d’usuari ha de ser capaç de 
reservar la memòria que després llegirà o escriurà.
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?  Alliberament de memòria: el programa d’usuari ha de ser capaç 
d’alliberar la memòria que utilitza.
?  Execució de programes amb grans demandes de memòria: El programa 
d'usuari ha de ser capaç d'executar aplicacions amb demandes de 
memòria superior a la memòria física del computador.
?  Funcionalitats de Clustermem.
?  Inicialització: Clustermem ha de ser capaç a l’inici d’inicialitzar tant el 
sistema de xarxa com el sistema de memòria. 
? Demanar pàgina a l’esclau: Quan es detecta una fallada de pàgina s’ha 
de resoldre demanant la pàgina al node esclau que la té.
? Enviar pàgina al màster: Quan un esclau rep una petició de pàgina, ha 
de processar la demanda i enviar-la al node màster.
? Reemplaç de pàgina: Quan la memòria del màster esta completa i es 
produeix una fallida de pàgina és necessari fer un intercanvi de 
pàgines.
? Aturar node: Quan el programa d’usuari acaba, s’han de parar tots els 
nodes esclaus.
? Gestió de la senyal SIGSEGV: Quan esdevé una fallida de pàgina, es 
necessari tractar la senyal que envia el sistema operatiu.
3.1. Administració
El projecte s’ha de poder gestionar de manera fàcil i intuïtiva. Per 
això una de les parts crítiques en aquest projecte és la part 
d’administració del DSM. Aquesta part involucra tant la instal·lació, 
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persistència de les dades de configuració i gestió del DSM un cop 
instal·lat i configurat. A continuació s’explica en detall cada una 
d’aquestes parts:
3.1.1. Instal·lació a nivell d’usuari
Es preveu que en el clúster de computadors on s’instal·larà el 
sistema no es tindran privilegis d’administració. Per tant, el DSM no 
només  ha de treballar a nivell d’usuari si no que ha de treballar com a 
un usuari no privilegiat. És a dir, que tant la compilació com la 
instal·lació s’ha de fer des de l’usuari del sistema que els administradors 
creïn per a aquesta tasca.
3.1.2. Gestió de l’administració
Com hem dit, tota la gestió del es realitza a nivell d’usuari 
per un usuari del sistema. Per tant, aquest usuari ha de tenir una 
manera senzilla i intuïtiva de realitzar tant la configuració com 
l’execució. A través d’unes senzilles comandes es poden tant 
configurar els nodes que pertanyen al clúster com llençar l’execució del 
sistema tant en el node màster com en els esclaus que s’especifiquin.
3.1.3. Persistència de les dades de configuració
N’hi ha certes dades com poden ser les de xarxa (ip del 
node màster o port on estan escoltant màster i esclaus) o les de 
configuració de la memòria (com la quantitat total de memòria 
compartida), que ens pot interessar guardar de forma persistent per a 
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no limitar aquestes configuracions a una única execució del sistema ni 
haver de recompilar el codi per a canviar-les. Així, aquesta funcionalitat 
es preocupa de la gestió de la persistència d’aquestes dades en disc.
3.2. Funcionalitats del programa d’usuari
Les funcionalitats que es descriuen a continuació són les que són 
responsabilitat del programa d’usuari. És a dir, les que qualsevol 
programador que utilitzi el sistema pot cridar de forma explícita. 
3.2.1. Reserva de memòria
Qualsevol programa que utilitza de forma intensiva la 
memòria, durant la seva execució fa numeroses crides a sistema per a 
fer la seva reserva abans de llegir o escriure. Aquesta funcionalitat 
sobreescriu aquesta crida per a assignar al programa adreces lliures de 
l'estructura de memòria compartida. Així, el programa s’executarà en 
un únic espai d'adreces compartit de forma distribuïda.
3.2.2. Alliberament de memòria
Tot programa necessita alliberar la memòria un cop ha estat 
utilitzada. En el projecte s’ha de gestionar aquest procés ja que les 
pàgines estan distribuïdes a través del clúster i pot caldre alliberar 
pàgines que estan ubicades en els esclaus. Aquesta funcionalitat s’ocupa 
de fer l’alliberament de les adreces que el programa no tornarà a 
utilitzar.
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3.2.3. Execució de programes amb grans demandes de memòria
   Aquesta funcionalitat és la central del projecte, és a dir, és la que 
justifica el desenvolupament del mateix. És necessari que el 
programador sota la previsió de que la seva aplicació utilitzarà una gran 
quantitat de memòria pugui executar-la sota l'entorn de Clustermem 
aprofitat les avantatges que aquest li dona per a que la seva aplicació tot 
i tenir una demanda de memòria superior a la del computador es pugui 
executar.
3.3. Funcionalitats de Clustermem
Les següents funcionalitats són de les que es responsabilitza 
Clustermem. És a dir, que de forma transparent al programador es 
realitzen per a fer efectiva la memòria distribuïda.
3.3.1.  Inicialització
La inicialització consta de dos tasques, una primera tasca 
d’inicialització del sistema de xarxa i una segona tasca d’inicialització de 
la memòria compartida.
És necessari que el node màster sàpiga la quantitat de nodes 
esclaus amb qui es comunicarà i les estructures de xarxa per a 
comunicar-se amb ells. Una de les tasques d’aquesta funcionalitat es 
preocupa de generar les estructures de dades necessàries per a 
gestionar tota aquesta informació per a que quan el sistema de xarxa 
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comenci a funcionar la tingui allà on espera tenir-la i els nodes estiguin 
preparats tant per enviar com per rebre missatges. 
Un cop inicialitzada la xarxa, és necessari iniciar el sistema 
de memòria compartida. Aquesta segona tasca es preocupa tant de 
generar les estructures necessàries als nodes per a gestionar la 
memòria compartida com mantenir la coherència entre la memòria 
virtual compartida i la memòria física dels nodes.
3.3.2. Demanar pàgina a esclau
Quan el programa intenta accedir a una adreça de memòria 
que no està físicament al node màster, es produeix un segmentation 
fault. Quan això passa, es necessari que el node màster demani aquesta 
pàgina al node esclau que la té. Aquesta funcionalitat s’encarrega de fer 
la petició al node esclau que té emmagatzemada la pàgina que el 
programa necessita.
3.3.3. Enviar pàgina a màster
Quan el màster fa la petició de la pàgina, l’esclau ha de 
retornar-li aquesta pàgina per a que el mòdul de memòria pugui 
gestionar-la. Per això és necessari que el protocol s’encarregui d’enviar 
la pàgina necessària del node esclau al màster. 
3.3.4. Reemplaçar pàgina
En el context en que el projecte cobra sentit és quan ha 
d’executar un programa que ha d’utilitzar més memòria que la memòria 
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física del node màster. Així, quan la memòria compartida assignada al 
màster està completa i es produeix una fallida de pàgina, és necessari 
seleccionar una víctima que s’envia al node esclau que conté la pàgina 
que serà enviada al màster. Així màster i esclau s’intercanvien les 
pàgines ja que al màster no es poden estar ubicades les dues per 
memòria insuficient. Aquesta funcionalitat s’encarrega de fer tota la 
gestió de la memòria i de xarxa per a seleccionar la pàgina sortint, la 
comunicació per a rebre la nova pàgina i la inserció de les noves pàgines 
tant al màster com a l’esclau.
3.3.5. Aturar node
Quan el programa que s’està executant sota el context de 
Clustermem finalitza la seva execució, és necessari que aquest també 
finalitzi. Això implica enviar missatges de finalització a cada esclau 
que forma part de la actual execució. D’això es preocupa aquesta 
funcionalitat, utilitzar el sistema de xarxa per a enviar els missatges de 




3.3.6. Gestió de la senyal SIGSEGV
Figura 3: Flux d'execució quan es produeix una fallada de pàgina
Com es pot observar a la Figura 3, quan el programa 
intenta accedir a una pàgina de la memòria virtual compartida que no 
existeix a l'espai d'adreces del procés, ja sigui perquè no s'ha definit o 
perquè s'ha protegit, es genera un segmentation fault. El sistema operatiu 
quan es genera aquesta fallada, llença el senyal SIGSEGV per a que el 
programa que l’ha generat l’intenti solucionar. Quan això passa, el 
sistema captura aquest senyal i mitjançant el sistema de xarxa recupera 
la pàgina que ha fallat i l’ubica en la memòria física fent que d’aquesta 
manera el programa pugui accedir a l’adreça. Aquesta funcionalitat 
gestiona tot el procediment de captura del senyal, comunicació de xarxa 
i inserció de la pàgina en la memòria física.
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3.4. Programa d’usuari
El projecte ha de funcionar a mode de biblioteca que s’enllaça al 
programa que està desenvolupant el programador en el moment del linkat. És 
el programador que escull amb quin projecte li interessa enllaçar Clustermem 
per a gaudir del beneficis que li aportarà la memòria distribuïda.
3.5.  Entorn  d’execució
Tot i que el sistema està dissenyat per a executar-se en entorns 
UNIX que compleix l’estàndard POSIX, el sistema operatiu pot estar compilat 
per a processadors de 32 o 64 bits. Ens interessa que funcioni en els dos tipus 
d’arquitectura tot i que prioritzarem l’arquitectura de 64 bits. De la mateixa 
manera, n’hi ha múltiples derivats del sistema operatiu Unix com poden ser 
Linux, NetBSD (o Mac OS X), FreeBSD, OpenBSD, Solaris, ... on també s’haurà 






En aquest capítol es descriurà la planificació inicial que s'ha fet del 
projecte així com el còmput d'hores totals que s'ha estimat que durarà i una 
enumeració de les funcionalitats de cada tasca.
Figura 4: Planificació temporal de les tasques en el projecte
Abans de tot, la primera tasca que cal fer abans de dissenyar quelcom és 
saber quines seran les funcionalitats del projecte. Aquesta tasca d'especificació 
es pot veure com la primera tasca de la Figura 4.  
 Un cop feta l'especificació, el desenvolupament del projecte s’ha dividit 
en dues parts bàsiques: el mòdul de xarxa i el mòdul de memòria. Cada un 
d’aquests mòduls conté la seva part de disseny i la d’implementació. En aquest 
projecte s’ha intentat desenvolupar de forma modular, és a dir, primer s’ha 
dissenyat i implementat el mòdul de xarxa i quan aquest estava enllestit s’ha 
passat a dissenyar i implementar el mòdul de memòria. I per què s’ha fet així? 
És evident que el mòdul de memòria per a poder realitzar les seves 
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funcionalitats necessita que el mòdul de xarxa funcioni. És per això que s’ha 
decidit primer desenvolupar el mòdul de xarxa.
Un cop la implementació ha estat acabada, i ja en la última fase del 
projecte cal documentar-lo i fer una sèrie de jocs de prova per a verificar que 
els objectius marcats han estat assolits.
A continuació es mostra una taula amb la relació de dies planificats a 
cada una de les tasques del projecte i el seu còmput total en hores:
Tasca Dies
???????????????? 2 dies
D1. Disseny del mòdul de xarxa 2 dies
????? ???????????????? ????????????? 23 dies
D2. Disseny del mòdul de memòria 2 dies
????? ???????????????? ???????? ?????? 30 dies
J1. Jocs de prova 3 dies
????????????????? 15 dies
616 hores
Les funcionalitats de les tasques que es poden veure en el diagrama 
anterior i que par tant han estat planificades són:
? Disseny del protocol de comunicació.
? Implementació del protocol de comunicació.
? Instal·lació a nivell d’usuari.
? Gestió de l’administració.
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? Persistència de les dades de configuració.
? Inicialització.
? Demanar pàgina a esclau.
? Enviar pàgina a màster.
? Aturar node.
? Disseny de la gestió de memòria.
? Implementació de la gestió de memòria.
? Inicialització.
? Reserva memòria.
? Alliberament de memòria.
? Gestió de la senyal SIGSEGV.
? Reemplaçar pàgina.
? Jocs de prova
?  Documentació
En total el còmput d’hores que s’ha calculat per a aquest projecte són 









En aquest capítol es defineixen les decisions de disseny que s’han pres per a 
assolir els nostres objectius. Es trobarà el disseny de l’arquitectura així com 
també els de les diferents funcionalitats del sistema i les estructures de dades 
utilitzades.
5.1.  Arquitectura
L’arquitectura de Clustermem es basa en una arquitectura client-servidor. 
L’arquitectura client-servidor és un model d’aplicació distribuïda on les tasques 
es reparteixen entre un servidor de recursos i una sèrie de demandants 
d’aquests recursos. El mode de funcionament del model es basa en que els 
demandants (els clients) facin peticions mitjançant una xarxa de 
comunicacions al servidor i aquest els hi retorni la resposta esperada.
Clustermem, tot i basar-se en una arquitectura client-servidor no ho és 
des del un punt de vista pur de l’arquitectura ja que el màster (o servidor) 
realitza peticions cap als esclaus i viceversa quan en una arquitectura client-
servidor únicament els clients són els que poden realitzar les peticions.
En la figura següent podem veure en forma esquemàtica l’arquitectura 
en que es basa Clustermem:
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Figura 5: Arquitectura client-servidor a Clustermem
Com es pot veure a la figura superior, l’esclau A i l’esclau C reben una 
petició per part del màster però l’esclau B és el que fa la petició cap al màster. 
Es veu, doncs, que en Clustermem la capacitat de fer una petició cap a l’altra 
banda no és exclusiva dels clients.
5.2.  Disseny  general  de  Clustermem
En una execució típica del sistema, el màster és el node del que 
executarà el codi del programa de forma distribuïda mentre que els esclaus 
seran els magatzems on s'emmagatzemaran les dades que el node màster no 













La part de disseny, com en tot projecte d’enginyeria és, potser, la més 
important per assolir satisfactòriament els objectius marcats. Així doncs, el 
disseny de Clustermem s’ha fet tenint en compte els següents principis:
?  portabilitat: En el disseny s’ha tingut especial cura a l’hora de fer que 
Clustermem sigui fàcilment portable, és a dir, que amb unes poques 
comandes per part del programador el seu programa pugui estar 
funcionant en el context de Clustermem.
? extensibilitat: S’ha intentat en la mesura que ha estat possible dividir el 
mòdul de xarxa i el mòdul de memòria de forma que es pugui 
desenvolupar funcionalitats de forma paral·lela facilitant d’aquesta manera 
l’agilitat a l’hora d'estendre el codi.
? llegibilitat: En la implementació del codi s’ha tingut cura en que sigui 
llegible i entenible. És a dir, que qualsevol programador que s’afegeixi a la 
implementació de noves funcionalitats de seguida entengui com funciona i 
què fa el que ja està desenvolupat.
? DRY: DRY són les sigles angleses de Don’t Repeat Yourself i és el principi 
pel qual el codi de l’aplicació ha d’estar estructurat de manera que les 
dades mai estiguin duplicades ja que aquest fet dificulta el seu 
manteniment o extensió.
? senzillesa: En el disseny s’ha pensat en que el programador ha de pensar 
en el problema que ha de solucionar amb el seu codi i no hauria d’invertir 
massa temps en el funcionament de Clustermem. Per això, s’ha dissenyat 
de manera que la execució i integració amb el programa de l’usuari sigui el 
més transparent possible.
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A continuació mostrem una figura que de forma esquemàtica resumeix 
les relacions de cada un dels mòduls funcionals amb que es divideix el disseny 
de la aplicació amb cada una de les parts de l’arquitectura.
Figura 6: Relació dels mòduls de xarxa amb els mòduls funcionals
La relació que es veu a la Figura 6, es realitza a partir del sistema de 
xarxa. Com s'ha comentat, el sistema de xarxa utilitza una arquitectura client-
servidor, així doncs la relació s'efectua a través de missatges a partir d'un 
canal de comunicació. A continuació es descriuen els missatges que 
s'intercanvien màster i slave per a poder executar les funcionalitats dels cinc 
mòduls funcionals extres:
? init message: És el missatge que inicia la inicialització entre el màster i 
un esclau. En el cos del missatge conté l'adreça ip del node esclau.
? get message: És el missatge que el màster envia a un esclau una vegada 
a resol que té la pàgina que necessita per a resoldre la fallada de pàgina. 
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En el cos del misatge conté l'adreça de pàgina en l'espai d'adreces 
compartit que ha fallat.
? Putmem: És el missatge que s'envia en la inicialització on el màster 
informa a cada un dels esclaus quina és la mida de la reserva de 
memòria física que han de fer. En el cos del missatge s'emmagatzema la 
mida a reservar.
? Putcoher: És el missatge que s'envia en la inicialització on el màster un 
cop ha construït l'estructura de memòria compartida informa a cada un 
dels esclaus a partir de quina adreça de pàgina de la memòria 
compartida han de construir la seva estructura de gestió.
? Boolrespmessage: És un missatge de resposta a alguns dels missatges 
anteriors útil per a notificar si l'execució de la petició s'executat de forma 
correcta o errònia.
? Getrespmessage: És el missatge utilitzat en el reemplaç de pàgina i en la 
resposta de la petició de pàgina on s'envia el contingut d'una pàgina de 
memòria en el buffer que té en el cos del missatge.
Com es pot veure a la figura superior, existeix un mòdul per cada tipus 
de node: màster i slave. A més, aquests nodes es relacionen amb cinc nodes 
funcionals extres per a executar les funcionalitats de Clustermem. Aquests 
mòduls extres són: config, init, Umem, Cmem i stop.A continuació definim de 
forma resumida cada un d'aquests mòduls:
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? Màster: És el mòdul que representa el màster. És a dir, el node que 
executa el codi de la aplicació.
? Slave: És el mòdul que representa cada un dels slave. És a dir, els nodes 
que emmagatzemen les dades que el màster no pot emmagatzemen per 
memòria insuficient.
? Config: El mòdul config agrupa les funcionalitats de instal·lació, 
configuració i posada en marxa de Clustermem.
? Init: El mòdul init és responsable de la funcionalitat d'inicialització del 
sistema. Això implica inicialitzar tant el sistema de xarxa com el sistema 
de memòria compartida.
? Umem: El mòdul Umem agrupa les funcionalitats que són responsabilitat 
del programa d'usuari. És a dir, reserva de memòria, alliberament de 
memòria i execució d'aplicacions amb una demanda de memòria més 
gran que la memòria física del sistema.
? Cmem: El mòdul Cmem agrupa les funcionalitats que són responsabilitat 
de Clustermem. És a dir, demanar i rebre pàgina, gestió del senyal 
SIGSEGV i reemplaçar pàgina.
? Stop: El mòdul stop és responsable del procés de parada de Clustermem.
Com es pot veure, no existeix cap mòdul funcional que únicament sigui 
utilitzat per una de les parts de l’arquitectura. Qualsevol mòdul és utilitzat tant 
pel màster com per l’slave. Això posa en evidència la importància que té el 
sistema de comunicació en aquest projecte ja que sense ell no es podria 
realitzar cap de les funcionalitats. 
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A continuació, descriurem el disseny de cada un dels mòduls que es 
mostren a la figura anterior:
5.2.1.  config
El mòdul config gestiona la instal·lació, configuració i 
execució de Clustermem. La compilació i instal·lació es realitza de la 
forma habitual en qualsevol programa basat en sistemes Unix. La 
instal·lació s’ha de realitzar en un directori (per defecte el directori 
HOME) d’un usuari no privilegiat del sistema ja que s’estima que aquest 
serà l’entorn més comú on s’executarà Clustermem.
Tant la posada en marxa de Clustermem com les 
configuracions bàsiques es realitzen a partir d’una sèrie de comandes . 
En la posada en marxa es transmet el binari de l’esclau del directori on 
ha estat instal·lat juntament amb el fitxer de configuració cap als nodes 
esclaus on seguidament s’executarà. Un cop fet això, es posa en marxa 
el node màster juntament amb l'aplicació i el sistema ja està en marxa. 
De la mateixa manera, també, es poden configurar les dades 
bàsiques del sistema com la quantitat de nodes i la seva informació de 
xarxa. Aquestes dades persisteixen a disc en fitxers per a que el sistema 
els llegeixi.
5.2.2.  init
El procés d’inicialització del sistema és potser el mòdul 
funcional més complex doncs és el que ha de deixar Clustermem en un 
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estat llest per a que els altres mòduls puguin funcionar sense cap 
problema d’espai d'adreces compartit o de sistema de xarxa. 
A continuació mostrem d’un mode esquemàtic tot el procés 
d’inicialització de Clustermem
Figura  7:    Procés  d'inicialització  a  Clustermem
Un cop engegat el sistema, per a que tot funcioni 
correctament s’han d’inicialitzar les estructures de xarxa i de 
memòria. Per a realitzar això, tal com es pot observar en la figura 
superior,  el màster es posa en mode d’esperar connexions 
provinents dels esclaus. Un cop cada esclau ha fet la petició de 
connexió (missatge Connect a la figura), el màster guarda en una 
estructura la seva informació de xarxa per a poder identificar-los 
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posteriorment. Un cop s’ha realitzat la petició de connexió de tots els 
esclaus, el màster resta a l’espera de que demanin inicialitzar 
(missatge Init a la figura). Quan això passa, el màster calcula a partir de 
la memòria total a compartir que té configurada i el total d’esclaus que 
han fet la petició de connexió quina quantitat de memòria s’ha de 
reservar a cada node. Un cop fet aquest càlcul, demana a cada node 
esclau que reservi aquesta quantitat de memòria de la seva memòria 
física (missatge PUTMEM a la figura). D’aquesta forma s’aconsegueix 
repartir la memòria total a través de tot el clúster de nodes. Un cop tots 
els esclaus han respòs al màster, aquest reserva el total de la memòria a 
compartir donant els permisos adequats a cada pàgina, és a dir, donant 
permisos d’escriptura i lectura únicament a les pàgines que són 
propietat del màster. A continuació genera l’estructura de gestió de la 
memòria virtual compartida afegint les dades de gestió per a cada 
pàgina de la memòria compartida. Després, es crea la coherència 
entre les adreces de l’estructura del màster i el subconjunt d’aquesta 
estructura que té cada un dels esclaus. D’aquesta manera, el 
subconjunt d'adreces que té cada un dels esclaus i el màster seran les 
mateixes. D’aquesta forma s’aconsegueix crear un únic espai d'adreces 
compartit al llarg de tot el clúster. L’últim pas que resta és quan cada 
un dels esclaus respon al màster que el procés d’inicialització ha 
acabat de forma satisfactòria. En aquest punt, el sistema està 
inicialitzat i pot executar qualsevol funcionalitat que demani el sistema 
de xarxa o de memòria.
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5.2.3.  Umem
Umem conté les funcionalitats que són responsabilitat del 
programa d’usuari. És a dir, la reserva de memòria i l’alliberament de la 
memòria.
Quan el programa d’usuari necessita reservar memòria per a 
fer alguna lectura o escriptura posterior, es necessari que el sistema li 
retorni la primera adreça de la pàgina de l’estructura de memòria virtual 
compartida que conté els conjunt de bytes a reservar de forma contigua. 
A més d’això últim cal que tant el màster com els esclaus actualitzin la 
seva estructura de memòria virtual compartida. És possible que aquest 
bloc de pàgines sigui propietat només del màster llavors en posteriors 
lectures o escriptures es comportarà de la forma habitual. Però, si alguna 
de les pàgines que s’han adjudicat a la reserva formen part d'algun 
esclau, quan s’intenti llegir o escriure esdevindrà un segmentation fault. 
De forma anàloga a la reserva de memòria, existeix 
l’alliberament de memòria. En aquest cas el que es fa es comprovar qui 
té cada una de les pàgines que es volen alliberar en el programa d’usuari 
i, si formen part del màster alliberar-les de la forma habitual. Si alguna 
d’elles forma part d’un esclau cal enviar els missatges adients als esclaus 
per a que alliberin les pàgines que calguin. Tant en un com en altre cas, 





Cmem conté les funcionalitats que són responsabilitat de 
Clustermem i, per tant, que s’executen de forma transparent al 
programador. En aquest mòdul es recullen les funcionalitats d’enviament 
i recepció de pàgines entre màster i esclau, el reemplaçament d’una 
pàgina al màster i la gestió del senyal SIGSEGV.
En una execució habitual, l'aplicació utilitzarà més memòria 
que la disponible físicament al node màster i, per tant, arribarà un 
moment que el sistema retornarà adreces en pàgines que formen part 
d'algun node esclau. Quan això passi, i s’intenti accedir esdevindrà 
un segmentation fault. El sistema, quan n’hi ha una fallada de pàgina 
llença el senyal SIGSEGV per a intentar-ho solucionar. En aquest cas, 
Clustermem capturarà el senyal i executarà el codi de gestió de senyal. 
En aquest codi de gestió el que es fa és cercar el propietari de la pàgina 
al màster i enviar un missatge amb l’adreça de pàgina que ha fallat (que 
ens ha proporcionat el manegador de senyals) cap el node esclau adient. 
Quan l’esclau rep la petició cerca a quina adreça física pertany aquesta 
adreça virtual compartida i envia en un missatge el contingut de la 
pàgina que ha fallat. Un cop en el màster, aquest copia el contingut del 
buffer del missatge a la memòria física solucionant així la fallida de 
pàgina ja que a partir d’aquest moment el programa ja pot accedir a 
l’adreça que ha fallat.
Com s’ha dit, el més habitual serà que les pàgines propietat 
del màster estiguin totes ocupades. Quan això passa, no n’hi haurà espai 
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per a guardar la pàgina que prové de l’esclau per a solucionar el 
segmentation fault. Cal, llavors, fer un reemplaç de pàgina. Per a fer 
això, el contingut de la pàgina que s’ha rebut pel missatge des del esclau 
es guarda en un buffer temporal. Un cop fet això, es selecciona de forma 
aleatòria una de les pàgines propietat del màster i s’envia mitjançant un 
missatge el contingut a l’esclau que anteriorment tenia la pàgina que ha 
fallat. L’esclau guardarà a la pàgina física on abans estava la pàgina que 
ha fallat, la pàgina a reemplaçar. I el màster un cop ja té una pàgina 
física lliure el contingut de la pàgina que ha fallat. En aquest cas, tant 
màster com esclau cal que actualitzin les seves estructures de gestió de 
la memòria compartida.
5.2.5.  stop
Un cop el programa s’ha executat de forma satisfactòria es 
necessita abans de que el màster acabi, demanar que acabin cada un 
dels esclaus que formen part del clúster. Per a fer això, el màster envia 
peticions d’acabament a cada node esclau amb el que es va connectar a 
la inicialització. Quan cada un dels esclaus rep aquesta petició, allibera 
les estructures de xarxa i memòria i acaba l’execució. Un cop tots els 
nodes esclau han acabat, és llavors quan acaba el node màster.
38
Capítol 5
5.3.  Estructures  de  dades
A continuació es descriuen les diferents estructures de dades que es 
necessiten per a executar les funcionalitats del mòduls de l’apartat anterior.
5.3.1.    socktable
Aquesta estructura és la que s’utilitza a l’inici de la 
inicialització on s’emmagatzema per a cada node esclau que es connecta 





Figura 8: Estructura de gestió del sistema de xarxa
Com es pot veure, l’estructura conté dos camps: una adreça 
ip i un identificador de canal. Quan es realitza la connexió, s’obre un 
canal entre el màster i l’esclau, aquest canal té un identificador al 
sistema i és el que es guarda al camp socket per a poder fer referència 
en futures ocasions. Tot i que l’eina per a enviar i rebre informació és el 
canal, necessitem la adreça ip per a poder cercar-lo de forma més 
intuïtiva. 
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5.3.2.    màster  pagtable
Aquesta estructura és la que es crea una vegada el màster a 
reservat tot l’espai de memòria compartit. Aquesta estructura 







Figura  9:  Estructura  de  gestió  del  sistema  de  memòria  compartida  al  màster.
Com es pot veure, l’estructura conté cinc camps. Un primer 
camp que identifica la pàgina, amb la seva adreça de pàgina. El camp 
initaddr que identifica la primera adreça de la pàgina, útil per a tasques 
com la reserva de memòria del programa d’usuari. També necessitem 
informació com state i owner que identifiquen l’estat de la pàgina i el 
propietari de la mateixa. L’estat de la pàgina pot ser EMPTY si la pàgina 
no està ocupada, PRESENT si la pàgina està ocupada i és a una pàgina 
física del màster o NOPRESENT si la pàgina està ocupada i és a una 
pàgina física d'algun dels nodes esclaus. El camp owner pot ser MASTER 
si el propietari de la pàgina és el propi màster o SLAVE si el 
propietari és algún dels nodes esclau. En cas que la pàgina estigui 
ocupada però ubicada a algun dels nodes esclau, tenim un últim camp 




Aquesta estructura és equivalent a la del màster exceptuant que 






Figura  10:  Estructura  de  gestió  de  la  memòria  compartida  a  l'esclau
Com es pot observar en la figura, els camps són bàsicament els 
mateixos que en la seva anàloga al màster però s’han eliminat els camps 
owner i ip. Això és perquè com els esclaus únicament gestionen el seu 
subconjunt de memòria virtual compartida, el propietari sempre serà el 
propi node esclau. Per altra banda, no cal gestionar quines pàgines estan 
a altres nodes així que el camp ip deixa de tenir sentit. A més, podem 
veure que n’hi ha un camp que al màster no hi és: el camp ppag. Com 
page serà l’adreça en l’espai d'adreces de la memòria compartida comú 
al màster i al node esclau, necessitem mapejar aquesta adreça virtual 
compartida a una adreça física a la memòria del node. D’això s’encarrega 
el camp ppag, és a dir, per a cada adreça de pàgina compartida associa 
una adreça de pàgina de la memòria física del node.
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5.3.4.  messages
S’ha parlat de que entre màster i esclau s'intercanviaran una 
sèrie de missatges per a poder portar a terme les funcionalitats del 
sistema. A continuació es mostra una taula a mode d’esquema de com 




Figura 11: Estructura d'un missatge en el sistema de xarxa
Com es pot observar a la figura, cada missatge estarà 
composat per dues parts ben diferenciades: una identificació i un cos del 
missatge. La identificació és un enter que identificarà de manera clara i 
única de quin missatge es tracta per a que Clustermem pugui de manera 
senzilla saber què conté el cos del missatge. El segon camp depèn del 





En aquest capítol es mostra de forma detallada com s'han aconseguit les 
funcionalitats que es van proposar a les primeres fases del projecte. Per això, 
s'anirà descrivint les característiques més rellevants de la implementació de 
cada una de les funcionalitats descrites al Error: No se encuentra la fuente de
referenciaError: No se encuentra la fuente de referencia. Per a aclarir certs 
punts, s'adjuntarà codi allà on es cregui necessari.
Per motius de claredat, simplicitat de la documentació i degut al tamany 
del codi del projecte, una gran part del mateix no apareix en aquest document. 
Per tant, si sorgeix interès en algun punt del codi que no es cobreix en aquesta 
documentació cal consultar directament el codi font.
6.1. Administració
En aquesta secció es descriu la implementació de les tres funcionalitats 
definides a la secció 3.1 que s'utilitzen en un entorn d'usuari quan el 
programador necessita instal·lar, configurar o executar Clustermem. Com es 
pot deduir, són funcionalitats merament administratives. Les funcionalitats  les 
quals es descriurà la seva implementació en aquesta secció són: instal·lació a 
nivell d'usuari, gestió de la implementació i persistència de les dades de 
configuració.
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6.1.1. Instal·lació a nivell d’usuari
Un dels objectius del projecte és la portabilitat entre 
sistemes Unix. Aquesta tasca pot ser realment complexa donat que 
poden existir diferències entre sistemes com poden ser: el compilador de 
C pot ser diferent d'un sistema a un altre, algunes llibreries no 
existeixen en depèn quins sistemes, els noms de les capçaleres poden 
diferir entre sistemes, ... . Per fer aquest problema molt més manejable, 
s'ha utilitzat GNU Autotools (o GNU Build System). Autotools és un 
paquet d'eines de desenvolupament dissenyades per a fer un codi 
font portable a la majoria de sistemes Unix actuals. Autotools està 
format pels següents programes:
? GNU Autoconf: GNU Autoconf és una eina per a produir scripts 
de configuració per a compilar, instal·lar i empaquetar 
programari en sistemes on la Bourne shell està activa. El 
comportament dels scripts es defineix en llenguatge GNU m4 en 
un fitxer anomenat configure.ac. El programa transforma les 
instruccions definides en el fitxer en instruccions de l'script de 
configuració.
? GNU Automake: GNU Automake és una eina de programació 
que produeix fitxers Makefile a utilitzar amb la eina make per a 
compilar programari evitant que el programador hagi d'escriure 
els Makefile de forma manual. GNU Automake té cura, també, 
de generar la informació de les dependències per a que quan un 
fitxer font sigui modificat l'eina make sàpiga quins fitxers han de 
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ser recompilats. GNU Automake pot treballar juntament amb 
GNU Autoconf per a testejar la configuració i generar els 
Makefile adequats en una única execució. 
? GNU Libtool: GNU Libtool és una eina de programació utilitzada 
per a crear llibreries de programari portables. 
A continuació es mostra un esquema de la utilització d'aquestes 
eines per a la construcció de programari:

















 influences  
output file
 creates  
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En primer lloc autoscan verifica la sintaxi de configure.ac. Si la 
sintaxi és correcta, s'executen aclocal, autoheader i automake i a 
continuació autoconf generant tant l'script de configuració com els fitxers 
necessaris per a l'execució d'aquest. Un cop executat l'script de 
configuració es generen els fitxers config.status que defineixen la 
configuració del sistema per a la compilació i Makefile que descriu a la 
eina make com s'ha de comportar. Un cop es tenen els fitxers Makefile 
adaptats per al sistema on s'executarà el programari l'únic que cal és 
cridar a l'eina make per a compilar o instal·lar el programari. És habitual 
que el programador generi l'script de configuració amb GNU Autools i el 
distribueixi amb el codi font donat que no es pot garantitzar que el 
sistema on s'executarà el programari tingui instal·lades aquestes 
utilitats.
Aquest és un sistema que facilita la compilació i instal·lació i 
garantitza la portabilitat del programari a través de sistemes Unix.
6.1.2. Gestió de l’administració
Com s'ha comentat en la secció 3.1.2., és necessari una sèrie 
de comandes per a configurar i executar Clustermem. En aquest projecte 
s'ha decidit fer un script en el llenguatge Python per a realitzar aquesta 
tasca. 
def add_entries(add_list):
      config.read(FILENAME)
           for entry in add_list:
         node = entry.split(':')
            config.set('nodes',node[0],node[1])
       
           with open(FILENAME,'wb') as configfile:




      add_entries(opts.add)
else:
     print "WARNING:  config  file  doesnt  exist.  It 
creates automatically."
     create_file()
     add_entries(opts.add)
Figura 13: Codi que afegeix nodes al fitxer de configuració
A la Figura 13 es pot observar el codi per afegir nous nodes 
al fitxer de configuració. En primer lloc es comprova si el fitxer existeix a 
disc, si existeix crida a la rutina que afegirà els nodes emmagatzemats a 
la llista que se li passa com a paràmetre. Si no existeix, el comportament 
és idèntic excepte que abans de cridar a la rutina que afegeix els nous 
nodes, crea el fitxer de configuració. 
A part de la funcionalitat d'afegir la informació dels nodes al 
fitxer de configuració, també s'ha de poder executar Clustermem. Com el 
codi que fa aquesta tasca és, potser, lleugerament complicat el procés 
d'execució s'explicarà pas a pas.
for slave in accepted_nodes:
      sys.stdout.write("Sending slave program to slave %s ... " % slave)
              sys.stdout.flush()
              ssh_process = subprocess.Popen(['scp',slave_path,SLAVE_PREFS,'%s@
%s:' % (SLAVE_OWNER,slave)],stdout=subprocess.PIPE,stderr=subprocess.STDOUT)
              sts = os.waitpid(ssh_process.pid,0)
              if sts[1] != 0:
                 sys.stdout.write("KO. Error! %s\n" % ssh_process.stdout.read())
                 accepted_nodes.remove(slave)
              else:
                 sys.stdout.write("OK\n")
                 sys.stdout.flush()
Figura 14: Codi que envia el binari i la configuració del esclau a cada un 
dels slaves
47
Clustermem: Ús de la memòria total d'un clúster
El primer pas és enviar el codi i la configuració del binari dels 
slaves a cada un dels esclaus que formen el clúster. Per a fer això, tal i 
com es pot veure a la Figura 14, per a cada node que està 
emmagatzemat a la llista accepted_nodes (llista que conté els esclaus 
configurats al clúster), es crida a la utilitat scp de la família d'utilitats 
d'OpenSSH que transmetrà mitjançant un canal segur al node escollit 
tant el binari com el fitxer de configuració. En cas que scp no acabi de la 
forma esperada, es detectarà i es notificarà de l'error.
for slave in accepted_nodes:
sys.stdout.write("Initializing node in IP %s ..." % slave)
sys.stdout.flush()
ssh_command = subprocess.Popen(['ssh','%s@%s' % 
(SLAVE_OWNER,slave),'./slave'],stdout=subprocess.PIPE,stderr=subprocess.STDOUT)
ptb = os.waitpid(ssh_command.pid,0)
if ptb[1] != 0:







sys,stdout.write("KO. node cant be initialized.\n")
sys.stdout.flush()
Figura 15 Codi que executa el binari en cada un dels esclaus del clúster
Un cop s'ha transferit el binari i la seva configuració des del 
màster a l'esclau el que cal fer és executar-lo. En el codi de la Figura 15 
es pot veure que per realitzar aquesta tasca de la mateixa manera que 
es feia en el codi de la Figura 14 utilitzem de nou una utilitat de la família 
d'utilitats d'OpenSSH. En aquest cas, s'utilitza ssh per a executar de 
forma remota una aplicació. Llavors, per a cada esclau que està 
emmagatzemat a la llista d'esclaus del clúster, executem de forma 
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remota el binari anteriorment transferit. Un cop iniciada l'execució es 
comprova si el retorn és l'esperat i tant en un cas com en l'altre es 
notifica a l'usuari.
   if filetype.startswith('ELF'):
             master_process = 
subprocess.Popen(['master',opts.app],stdout=subprocess.PIPE)
             master_pid = master_process.pid
             print "master initialized with PID %d" % master_pid
         else:
            if filetype.startswith('ERROR'):
               sys.exit("%s doest exist in system." % opts.app)
            else:
                sys.exit("%s is not a program. Is a symbolic link?" % opts.app)
Figura 16: Execució del binari del màster
Per últim, un cop els esclaus estan executant-se cal iniciar el 
programa del màster per enllestir la posada en marxa del sistema. Com 
es pot observar en el codi de la Figura 16, el que es fa es comprovar que 
el tipus de fitxer que s'ha demanat executar en l'entorn de Clustermem 
és un binari. Si és així, s'inicia l'execució del programa del màster i es 
notifica del PID que el sistema li ha assignat. En qualsevol altre cas, es 
notifica de l'error a l'usuari.
6.1.3. Persistència de les dades de configuració
Tal i com es va definir en l'apartat 3.1.3, existeixen 
configuracions tant del màster com dels esclaus que interessa que 
Clustermem mantingui en totes les execucions que es facin. Per a portar 
a terme aquest objectiu, s'emmagatzemen a disc un fitxer de 
configuració per cada tipus de node en format XML al directori 
d'instal·lació de Clustermem. Aquest format ens permet definir la 
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configuració independentment del llenguatge de programació. Així doncs, 
l'script de configuració en Python definirà alguns d'aquests paràmetres i 
els programes que s'executen a cada node escrits en C els llegiran.
6.2. Funcionalitats del programa d’usuari
En aquesta secció es defineix la implementació de les funcionalitats 
que es van definir a la secció 3.2 d'aquest document. És a dir, totes les 
funcionalitats que són responsabilitat del programa d'usuari i, per tant, que el 
programador ha d'invocar de manera explícita per a que es portin a terme. 
Tant el codi desenvolupat per les funcionalitats del programa d'usuari com el 
de les funcionalitats de Clustermem està escrit en C. Es va prendre aquesta 
decissió donada la naturalesa de les tasques que s'havien de realitzar. Al ser 
tasques que han de treballar a tant baix nivell i utilitzant vàries crides a 
sistema com a operacions bàsiques es va creure convenient per compatibilitat 
utilitzar com a llenguatge de programació el llenguatge C. Les funcionalitats 
que són responsabilitat del programa d'usuari són: reserva de memòria, 
alliberament de la memòria i execució de programes amb grans demandes de 
memòria.
6.2.1. Reserva de memòria
Segons es descriu a la secció 3.2.1, aquesta funcionalitat 
dóna a l'usuari la capacitat de reservar la memòria necessària per les 
dades que ha de llegir o escriure el seu programa.
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static void *my_malloc(size_t,const void *);
static void *(*old_malloc)(size_t,const void *);
Figura 17: Definició de la funció de malloc personalitzada i la variable on 
s'emmagatzemarà el malloc de sistema.
La reserva de memòria en qualsevol sistema Unix basat en 
POSIX es realitza mitjançant la crida a sistema malloc. Aquesta crida a 
sistema reserva a memòria el tamany desitjat en bytes i retorna el 
punter a la primera adreça del bloc reservat. El problema que tenim és 
que si deixem al sistema gestionar la reserva de memòria no podem 
controlar si el bloc que reserva està dins de l'espai d'adreces compartit o 
fora. Per a solucionar això, tal i com es pot veure a la Figura 17, el que 
es fa és definir una funció que gestionarà la reserva de memòria dins del 
context del programa d'usuari. És a dir, cada cop que l'usuari faci un 
malloc el sistema en lloc d'executar el codi de la crida a sistema de la 
llibreria glibc cridarà al malloc personalitzat my_malloc. També, hem 
d'emmagatzemar l'adreça de la crida malloc original per a un cop 
fora del context del programa, restaurar-la quan convingui. Per aquesta 





Figura 18: Gestió del malloc en el context del programa d'usari
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En els sistemes POSIX existeix la variable __malloc_hook, 
variable que consulta el sistema operatiu quan ha d'executar un malloc. 
Aquesta variable si no està definida per l'usuari, té per defecte l'adreça a 
la crida a sistema malloc. Però es pot definir que contingui una adreça a 
una funció diferent a la del malloc per defecte i, d'aquesta manera, cada 
cop que es necessiti reservar memòria es cridarà a la funció de gestió de 
reserva personalitzada. Aquest comportament és el que es necessita 
per aquesta funcionalitat. 
Tal i com es veu al fragment de codi de la Figura 18, abans 
de la crida a app_gest (funció que enllaça amb el codi d'usuari), 
s'emmagatzema a old_malloc l'adreça del contingut que per defecte té la 
variable __malloc_hook per a la seva restauració un cop ja s'hagi sortit 
del context del programa d'usuari. Després d'això, s'emmagatzema a 
malloc_hook l'adreça a my_malloc fent d'aquesta manera que fins que 
no es restauri l'adreça per defecte cada cop que hi hagi un malloc, es 
cridarà a my_malloc per a fer la reserva de memòria.
El comportament de my_malloc és similar al del malloc per 
defecte. És a dir, cerca en l'estructura de l'espai d'adreces compartit les 
pàgines contigües necessàries per a reservar els bytes demanats per 
l'usuari. Un cop actualitzada l'estructura de memòria compartida al 
màster, retorna a l'usuari la primera adreça del bloc reservat. És evident 
que dins de l'estructura compartida pot haver pàgines propietat del 
màster i pàgines que són propietat d'algun dels esclaus del clúster.
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6.2.2. Alliberament de memòria
Tal i com es defineix a la secció 3.2.2, la implementació 
d'aquesta funcionalitat és la anàloga a la implementació de la 
funcionalitat del punt 6.2.1. Les diferències d'implementació són poques 
ja que la gestió és exactament la mateixa. És a dir, es defineixen, també, 
les funcions my_free i old_free on la primera serà la funció de gestió de 
la crida free personalitzada i la segona la variable on s'emmagatzemarà 
l'adreça a la crida free per defecte. Llavors, cada cop que es cridi a free 
per a alliberar alguna estructura, sota el context del programa es cridarà 
a my_free. El mecanisme per a implementar aquesta estratègia és el 
mateix que en el malloc. Existeix la variable __free_hook que 
emmagatzema l'adreça de la funció que s'ha de cridar a l'hora de fer un 
free. Llavors, de forma similar al codi anterior, abans de cridar al codi 
que enllaça amb el programa d'usuari emmagatzemem a old_free  el 
contingut per defecte de __free_hook i posteriorment l'inicialitzem amb 
l'adreça de my_free. Un cop s'ha executat el programa d'usuari, es 
restaura __free_hook amb el contingut de old_free que conté la crida 
free per defecte.
6.2.3. Execució de programes amb grans demandes de memòria
   La idea del projecte és que Clustermem s'executi com a 
una llibreria de C que es linka juntament amb el programa d'usuari. 
D'aquesta manera és decisió del programador decidir quan preveu que 
el seu programa tindrà una demanda de memòria superior a la memòria 
del computador i, per tant, ha d'incloure en el fitxer Makefile.am la 
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llibreria de Clustermem per a que el compilador de C la linki juntament 
amb el programa d'usuari.
6.3. Funcionalitats de Clustermem
En aquesta secció es defineix la implementació de les funcionalitats 
que es van definir a la secció 3.3 d'aquest document. És a dir, totes les 
funcionalitats que són responsabilitat de Clustermem i es produeixen de forma 
transparent al programador. La implementació de les funcionalitats que es 
descriuen són: Inicialització, Demanar pàgina a esclau, Enviar pàgina a 
màster, Reemplaçar pàgina, Aturar node i Gestió de la senyal SIGSEGV.
6.3.1.  Inicialització
A continuació es detallarà la implementació del procés 
d'inicialització de Clustermem tal i com es va definir a la secció 3.3.1. 
Aquesta funcionalitat és, potser, la més complexa de totes i, per tant, 







char *ipc = inet_ntoa(addr.sin_addr);
struct socktable *s,*t = NULL;
HASH_FIND_STR(sock_t,ipc,s);
if (!s) {






Figura 19: Codi d'inserció de la informació de xarxa d'un esclau
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Un cop s'han posat en marxa tant el màster com els esclaus 
que formen part del clúster, el primer pas de la inicialització és la petició 
de connexió per part de cada un dels esclaus al màster. Un cop aquest 
crea el servidor que resta a l'espera per a que cada un dels esclaus es 
connectin a ell, quan això passa i tal i com es pot veure al codi de la 
Figura 19, s'extrau l'adreça ip del socket de connexió i juntament amb 
l'identificador del socket s'afegeix al hash de l'estructura de xarxa 
per aquest esclau. D'aquesta manera, cercant a la taula hash de 
l'estructura de  xarxa per l'adreça ip es podrà obtenir de forma senzilla 
el socket assignat.
mem_per_node = (int)MAX_MEM/(n_slaves+1);
Figura 20: Càlcul de la qüantitat de memòria que ha de compartir cada 
node del clúster.
Un cop el màster té al hash de l'estructura de xarxa la 
informació de tots els esclaus del clúster, resta a l'espera que algun 
d'ells envii la petició d'inicialització. Quan el màster detecta que algun 
d'ells ha enviat la petició d'inicialització, tal i com es pot veure a la 
Figura 20 es calcula la quantitat de memòria a reservar per cada node i 
s'envia la petició a cada esclau mitjançant el socket adequat per a que es 
reservi la quantitat de memòria calculada.
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void *rest = mmap(NULL,MAX_MEM,PROT_READ|PROT_WRITE,MAP_ANON|MAP_SHARED,-1,0);
if (rest == MAP_FAILED) {
   perror("mmap");
   exit(-1);
}
Figura 21: Reserva del total de l'espai d'adreces compatit al màster
uintptr_t restt = (uintptr_t)rest;





Figura 22: Protecció de les adreces que no són propietat del màster
Un cop cada esclau ja ha reservat la quantitat de memòria 
calculada al màster, aquest ha de construir l'estructura de memòria 
compartida. Aquest procés es fa en dos passos: reserva i protecció de la 
memòria i construcció de l'estructura. Com es pot veure en el codi de la 
Figura 21, la reserva de memòria es fa mitjançant la crida a sistema 
mmap. Tal i com s'ha utilitzat a la implementació la crida mmap, aquesta 
reserva MAX_MEM (límit màxim de la memòria compartida)  bytes amb 
privilegis d'escriptura i lectura. Cal dir que al activar el flag MAP_SHARED 
s'està reservant un conjunt d'adreces que seran compartides entre tots 
els threads del programa. La reserva de les pàgines que no són propietat 
del màster, tal i com es pot observar a la Figura 22, es realitza 
mitjançant la crida a sistema mprotect. Aquesta crida a sistema està 
prohibint qualsevol tipus d'accés a les adreces del conjunt que comença 
a restt (la primera adreça que no és propietat del màster) fins 
mem_per_node*n_connects (última adreça de la memòria compartida 
que no forma part del màter).
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Un cop ja es té reservada la memòria amb els privilegis 
adequats, el que cal és construir l'estructura de memòria compartida. 
Aquesta estructura serà un hash indexat per l'adreça de pàgina de l'espai 
d'adreces compartit, és a dir, el que s'ha reservat en el pas anterior. En 
aquest es recorre totes les pàgines propietat del màster com de cada un 
dels esclaus i s'inicialitzen al hash amb les dades adequades. Aquestes 
dades han estat definides en la secció 5.3.2 d'aquest document.
A continuació, per a cada pàgina que pertany a l'esclau 
s'envia una petició per a que cada esclau generi el subconjunt local de 
l'estructura de gestió de la memòria compartida. D'aquesta manera 
s'aconsegueix distribuir l'espai d'adreces a través de tot el clúster. Un cop 
realitzada aquesta tasca, per acabar el procés d'inicialització el màster 
espera la resposta per part de cada un dels esclaus de que tot s'ha 
realitzat correctament.
Un cop finalitzat el procés d'inicialització, tant màster com 
esclau entren en el mode d'espera de peticions. 
server_pid = clone(manage_signal,child_stack_server+STACK_SIZE,CLONE_VM,NULL);




Figura 23: Creació del procés que espera peticions per part dels esclaus
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Al màster, un cop s'ha finalitzat la inicialització es crea un 
nou procés que s'ocupa de la gestió del sistema de xarxa i, en paral·lel, 
el procés pare crida a la rutina que executa el programa d'usuari. Cal dir 
que per a crear el nou procés s'utilitza la crida a sistema clone ja que ens 
interessa que el pare i el fill comparteixin memòria. Això és útil ja que si 
el procés fill actualitza una pàgina de memòria que ha estat demanada a 
algun dels esclaus, al procés pare també s'actualitzin els canvis per a 
resoldre el segmentation fault. 
6.3.2. Demanar pàgina a esclau
Com s'ha comentat en l'apartat anterior, el màster un cop ha 
finalitzat la inicialització s'executen dos processos: un procés que s'ocupa 
de la gestió del sistema de xarxa i el procés pare que executa el codi del 
programa d'usuari. Sabem que aquests dos processos comparteixen 
memòria, és a dir, que les estructures que es defineixen en un, són 




Figura 24: Estructura compartida per a la gestió de demanar una pàgina 
entre els dos processos del màster
Quan el handler que gestiona la fallada de pàgina es dispara, 
el primer que fa és emmagatzemar l'adreça que ha fallat en l'estructura 
global del codi de la Figura 24. Un cop fet això, fa una petició al procés 
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que gestiona el sistema de xarxa per a que faci una petició de pàgina per 
a l'adreça que ha fallat. El procés que controla el sistema de xarxa cerca 
la pàgina en l'estructura de memòria compartida per a saber qui és el 
propietari. Un cop té aquesta informació, construeix el missatge afegint 
la informació de l'adreça que ha fallat i l'envia cap a l'esclau.
memcpy(addr,reply.messagetypes.getrespmessage.content,PAGSIZE);
memcpy(pt->initaddr,addr,PAGSIZE);
Figura 25: Actualització de la memòria física del màster amb la pàgina 
que ha rebut de l'esclau
Un cop el sistema de xarxa ha rebut la pàgina per part de 
l'esclau emmagatzema el contingut a addr que és un buffer temporal 
alineat a pàgina. Posteriorment, actualitza la memòria a partir d'aquest 
buffer. Com es pot veure, s'utilitza la funció memcpy per a fer la còpia 
del contingut de la pàgina tant des del missatge al buffer temporal com 
des d'aquest a la memòria. Memcpy copia un conjunt de bytes definits 
per l'últim paràmetre (en el nostre cas una pàgina sencera) des d'una 
adreça inici cap a una adreça destí.
6.3.3. Enviar pàgina a màster
Tal i com es va definir a la secció 3.3.3, un cop l'esclau ha 
rebut la petició de pàgina, envia el contingut cap al màster. 
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   reply.ident = RESP;
   memcpy(reply.messagetypes.getrespmessage.content,s->ppag,PAGSIZE);
   if (customwrite(socket,&reply,sizeof(reply))<=0) {
      perror("send");
      exit(-1);
   }
}
Figura 26: Gestió de l'enviament del contingut d'una pàgina cap al màster
Com es pot veure a la figura superior, un cop l'esclau ha 
rebut el missatge amb la pàgina que ha fallat al màster, es cerca en el 
subconjunt local de l'espai d'adreces compartit (el hash de gestió local de 
l'espai d'adreces). Un cop s'ha trobat, es copia mitjançant memcpy el 
contingut de la pàgina (ja que sabem l'adreça física inicial de la pàgina 
gracies al paràmetre ppag) al missatge. Un cop fet això, s'envia cap al 
màster.
6.3.4. Reemplaçar pàgina
En una execució habitual, la última part de la funcionalitat de 
demanar pàgina no ocurrirà pràcticament mai ja que no n'hi haurà espai 
a l'espai d'adreces propietat del màster per a ubicar la pàgina provinent 
de l'esclau perquè les pàgines propietat del màster estaran ocupades. 
Per a solucionar aquest problema, existeix una funcionalitat que afegeix 




if (mprotect(pt->initaddr,PAGSIZE,PROT_READ|PROT_WRITE) < 0) {
   perror("mprotect");





Figura 27: Gestió de la víctima en el reemplaçament
Com es pot veure en el codi Figura 27, per a seleccionar la 
víctima utilitzem la funció selectVictim que selecciona aleatòriament una 
de les pàgines del màster i retorna l'adreça de la pàgina seleccionada. Un 
cop fet això, es desprotegeix les adreces de la pàgina que ha fallat de 
l'espai d'adreces compartit per a poder copiar mitjançant memcpy el 
contingut de la pàgina rebuda de l'esclau a la pàgina que ha fallat. 
Després, es copia el contingut de la pàgina víctima en un missatge i es 
protegeix en escriptura i lectura amb mprotect. Quan s'ha fet tot això 
únicament queda enviar el missatge amb la pàgina víctima cap a l'esclau. 
L'esclau un cop rebi el missatge, cercarà la pàgina que anteriorment ha 
enviat al màster en el hash de l'estructura de memòria compartida local i 
inserirà el contingut rebut del màster. 
6.3.5. Aturar node
Quan el programa d'usuari acaba la seva execució envia 
mitjançant el socket a cada un dels esclaus la petició de finalització. 
L'esclau quan rep aquesta petició per part del màster, allibera amb la 
instrucció free les seves estructures i finalitza la seva execució.
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6.3.6. Gestió de la senyal SIGSEGV
Tal i com es descriu a la secció 3.3.6, aquesta funcionalitat 
gestiona el tractament que fa Clustermem quan captura el senyal 






   perror("sigaction");
}
Figura 28: Definició del manegador de la senyal SIGSEGV
Primer de tot com es pot observar a la figura superior, 
s'utilitza l'estructura sigaction per a inicialitzar la funció handler com a 
gestor per a tractar la senyal SIGSEGV. L'estructura sigaction quan 
captura la senyal SIGSEGV retorna al handler una estructura informant 
quina pàgina ha fallat. L'únic que ha de fer el handler llavors es demanar 
al procés que gestiona el sistema de xarxa que resolgui la fallida de 
pàgina demanant la pàgina a l'esclau que la té.
6.4.  Entorn  d’execució
Per a que Clustermem es pugui executar en qualsevol entorn Unix tant 
en 32 com en 64 bits ens cal anar amb cura amb els tipus de dades a utilitzar 
a l'hora de fer operacions amb aritmètica de punters. Així doncs, el que cal és 
intentar utilitzar sempre els tipus de dades adients per a que el computador 
operi de la forma adequada quan opera amb adreces. Per a fer les proves 
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d'aquesta funcionalitat, l'execució del projecte s'ha realitzat en vàries 
màquines virtuals amb el sistema de virtualització VirtualBox on s'han instal·lat 
sistemes host de 64 bits. Aquesta opció, és la més barata ja que únicament 
s'ha utilitzat el material ja disponible pel projecte.
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En aquest capítol s'especifiquen les despeses en desenvolupament 
derivades de la realització de Clustermem. Aquestes despeses es refereixen 
únicament al cost humà que ha suposat ja que el cost material ha estat nul 
perquè s'ha utilitzat material del que ja es disposava.
7.1.  Canvis  a  la  planificació
Se sabia a priori que aquest projecte tenia un alt component de recerca i 
que la planificació es veuria afectada per imprevistos a l'hora d'implementar 
per manca d'experiència en aquest camp. La implementació del mòdul de 
xarxa es va ajustar bastant a la planificació inicial però en la implementació del 
mòdul de memòria és on van sorgir els problemes que van ocasionar que la 
planificació real diferís bastant de la planificada inicialment. Alguns dels 
problemes que van sorgir durant la implementació d'aquest mòdul van ser:
? reserva de la memòria: A l'hora de la reserva de la memòria el sistema 
es comportava de forma inesperada. No reservava els blocs des de 
l'adreça que tocava.
? paràmetres del clone: La crida a clone fallava donat que la creació de la 
pila es feia de forma incorrecta.
? tamany de pila insuficient: En el procés que es genera mitjançant el 
clone, per a gestionar el reemplaç de pàgina, es creaven dos missatges 
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el tamany dels quals superava la pila que s'havia definit en la crida del 
clone. 
Molts d'aquests problemesa amb més experiència en la 
implementació d'aquests tipus de sistemes i a l'hora de treballar amb la 
memòria el temps de resolució hauria estat considerablement menor.
A continuació s'adjunta la planificació temporal real del projecte:
Figura 29: Planificació real de la durada del projecte
Com es pot observar a la Figura 29, respecte a la planificació inicial n'hi 
ha una diferència d'un mes i quinze dies que implica un total de 978 hores. 
Aquesta diferència bé donada pels problemes donats en la implementació del 
mòdul de memòria. A més, per una qüestió de limitació de temps, no s'ha 
arribat a implementar la funcionalitat d'alliberament de memòria i, Clustermem 
no s'ha pogut generar com a llibreria. Ara mateix, el programa d'usuari és una 





Com s'ha comentat a l'inici d'aquest capítol, el cost en material per 
al desenvolupament ha estat nul donat que ja es disposava d'ell abans de l'inici 
del projecte. A continuació descriurem quin ha estat aquest material:
? Computador de 64 bits: Per a realitzar el projecte es necessitava un 
computador de 64 bits per a poder provar que Clustermem funciona 
tant en entorns de 32 com de 64 bits. S'ha utilitzat el computador 
personal del projectista com a entorn hardware de desenvolupament 
com d'execució de les proves.
? VirtualBox: Evidentment, amb un únic computador no era suficient 
per a muntar tot un clúster així que per abaratir el màxim els costos, 
s'ha utilitzat un sistema de virtualització creant tant el màster com els 
diferents esclaus com a màquines virtuals connectades en xarxa amb 
el sistema VirtualBox.
? Ubuntu 10.04 Desktop: A cada màquina virtual, per a emular el 
sistema Unix on s'executarà Clustermem s'ha utilitzat la distribució de 
Linux Ubuntu. D'aquesta manera, igual que en el cas anterior, el cost 
en llicències de programari es redueix a zero.
? Repositori Subversion: Per a compartir codi per a la seva revisió o, 
senzillament per portar un control de les versions del mateix, s'ha 
utilitzat un repositori Subversion del departament d'Arquitectura de 
Computadors de la UPC.
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7.3.  Perfils  i  assignació  de  tasques
Per tal de quantificar el cost dels recursos, primer s'ha de dividir els 
diferents participants segons el rol que desenvolupen al projecte. En el nostre 
cas han participat els següents rols:
? Investigador: Aquest perfil té la funció de proporcionar les 
tècniques necessàries per a cada funcionalitat, així com marcar 
l'esquelet de Clustermem. Pel que fa a les tasques del projecte, 
aquest perfil participa molt poc en les tasques implementació i molt 
més en les d'anàlisi i disseny.
? Analista/dissenyador: Donades les pautes marcades per 
l'investigador, l'analista té la funció de definir totalment 
Clustermem. Aquest perfil és el que completarà el disseny i 
especificarà les diferents funcionalitats.
? Programador: El perfil de programador, és el que ha d'acabar 
implementant el que l'analista ha cregut convenient. Aquest perfil 
serà el que portarà a terme majoritàriament les tasques 
d'implementació de funcionalitats així com la part de 
documentació.























Implementació mòdul xarxa 168
Implementació mòdul memòria 480
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7.4. Càlcul de costos
Per tal de quantificar el cost ha estat necessari estimar un preu/hora per 
cada un dels perfils. Així doncs, s'ha considerat que un preu/hora raonable per 
l'investigador es de 85€/h, per l'analista de 65€/h i pel programador 45€/h.
Perfil Hores Preu per hora Preu total
Investigador 160 85€ 13.600€
Analista 130 65€ 8.450€
Programador 688 45€ 30.960€
Total 978 53.010€
Figura 30: Resum dels costos del projecte
Com es pot observar a la Figura 30, l'investigador inverteix un total de 
160 hores al projecte i cobra un preu de 85€ per hora. Així doncs, el total que 
es gastarà en els honoraris de l'investigador seran 13.600€. De la mateixa 
manera, l'analista inverteix un total de 130 hores i com se li ha assignat un 
preu de 65€ per hora cobrarà un total de 8.450€ en aquest projecte. El 
desenvolupador cobra 45€ per hora i inverteix un total de 688 hores així que 
cobrarà un total de 30.960€. Així doncs, s'invertirà un total de 978 hores entre 





En aquest capítol, s'analitzarà fins a on s'ha arribat en el compliment 
dels objectius marcats a l'inici del projecte. Es repassaran cada una de les 
funcionalitats especificades a l'inici i es comentarà quines han estat possible 
implementar i quines no i perquè. Per acabar, s'exposarà el possible treball 
futur que es possible realitzar per a millorar Clustermem i es conclourà amb 
una opinió personal sobre l'experiència de la realització d'aquest projecte.
8.1. Objectius generals
Recordem quins eren els objectius generals que ens havíem 
proposat a l'inici del projecte: crear un sistema distribuït que permetés 
executar programes amb una demanda de memòria superior a la memòria 
física del computador, el sistema ha de ser completament transparent al 
programador, és a dir, el programador únicament s'ha de centrar en el 
desenvolupament del seu programa i s'ha de poder executar en un entorn 
d'usuari no privilegiat 
La transparència al programador s'ha aconseguit de forma parcial 
ja que el codi del programa s'executa com a funció dins del codi de 
Clustermem en lloc de que aquest últim es linki com a llibreria en el codi 
desenvolupat pel programador. La resta d'objectius marcats considero que 
s'han aconseguit ja que n'hi ha funcionalitats per a cadascun d'ells.
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8.2. Funcionalitats
En relació a les funcionalitats, les que s'han acabat implementant 
són les següents: 
? Instal·lació a nivell d'usuari.
? Gestió de l'administració.
? Persistència de les dades de configuració.
? Reserva de memòria.
? Execució de programes amb grans demandes de memòria.
? Inicialització.
? Demanar pàgina a esclau.
? Enviar pàgina a màster.
? Reemplaçar pàgina.
? Aturar node.
? Gestió de la senyal SIGSEGV.
? Entorn d'execució.
8.3. Treball futur
Evidentment el treball realitzat és millorable, així dons les línies a seguir 
que es considera més adients a partir de la feina realitzada són:
Clustermem com a llibreria.
Com s'ha dit aquest era un dels objectius inicials que ha quedat pendent 
de desenvolupar en el projecte. Aquesta funcionalitat implementa la 
transparència completa al programador. Consta de compilar Clustermem com a 
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llibreria i que el programador la linki en el seu programa quan ho cregui 
necessari. Així doncs, únicament s'ha de preocupar de desenvolupar el seu codi 
abstraient-se de com funciona Clustermem.
Alliberament de memòria.
Aquesta funcionalitat ha quedat pendent del conjunt de funcionalitats 
especificades a l'inici del projecte. Igual que el programador és capaç de 
reservar les dades que necessita el programa d'usuari també ha de ser capaç 
de alliberar-les. Aquesta funcionalitat es preocupa d'aquesta tasca, alliberar les 
estructures que han estat reservades pel programa d'usuari.
Emmagatzematge de codi i dades.
En relació a la millora anterior, també s'hauria d'afegir la 
possibilitat no únicament de emmagatzemar dades si no també blocs de codi. 
D'aquesta manera es podria paral·lelitzar aplicacions completes sense tenir que 
centrar tota la càrrega de càlcul en un únic node.
Millora política de reemplaçament
La funcionalitat de reemplaçament de pàgina utilitza una política de 
reemplaçament aleatòria. Per a aconseguir una tassa d'errades més petita 
donat que s'esculli com a víctima una pàgina amb una alta probabilitat de ser 
utilitzada, és convenient canviar la política de reemplaçament de pàgina. S'ha 
pensat en realitzar una implementació de l'algorisme LRU.
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Estructures de dades a Clustermem
Les estructures de gestió de Clustermem necessita espai a la 
memòria del màster. Ara per ara, Clustermem únicament comparteix un 
tamany fix definit al fitxer de configuració. Però, què passaria si en una millora 
compartís tota la memòria disponible que no utilitza el sistema operatiu o 
altres aplicacions? Evidentment, crear les estructures per a direccionar 64 bits 
superaria la memòria física del computador i caldria emmagatzemar de forma 
distribuïda les estructures de gestió.
8.4. Estudi dels costos del sistema
En aquest apartat es parlarà dels costos que suposa Clustermem 
en comparació al swap a disc. Quan s'utilitza la tècnica del swap a disc en els 
sistemes operatius moderns l'objectiu és poder carregar programes amb un 
tamany més gran que la memòria física del sistema. Per a fer això, es divideix 
el programa en pàgines que s'ubiquen a un sector del disc anomenat swap on 
el sistema operatiu va llegint les pàgines que necessita i les escriu a memòria 
per a la seva execució. A diferència d'això, Clustermem reparteix la càrrega del 
programa per diferents computadors en la xarxa on l'únic que ha de fer són 
peticions per recuperar la pàgina que necessita a cada moment. 
Tot i que pot semblar en un primer moment que ubicar les pàgines 
a disc és menys costos en productivitat que ubicar-les a través de la xarxa, 
hem de tenir en compte que el cost d'escriure i llegir a disc és vàries vegades 
superior al cost d'escriure i llegir del sistema de xarxa (Ethernet).
Llavors, tenint en compte que els programes d'avui en dia tenen un 
tamany de bastants megabytes, es pot fer una idea de les vegades que el 
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sistema necessitarà llegir i escriure. Així doncs, en mitjana, llegir i escriure de 
la xarxa serà molt més òptim que escriure i llegir de disc. I és aquest el fet el 
que dóna sentit al projecte.
8.5. Opinió personal
El desenvolupament de Clustermem ha estat una experiència molt 
positiva donat que ha cobert perfectament les expectatives que jo tenia a 
l'hora de fer el PFC. És a dir, volia fer un projecte proper a la recerca en 
sistemes operatius i Clustermem no només toca aquesta àrea si no que moltes 
altres com pot ser l'àrea de xarxes. Des de un punt de vista tècnic ha estat 
una gran experiència.
Des del punt de vista humà en la relació i la gestió que he tingut 
amb el tutor, des del meu punt de vista, ha estat immillorable doncs considero 
que s'ha preocupat molt en el seguiment del projecte. Tant en relació a la 
gestió com en els aspectes tècnics.
Després de realitzar el projecte surto amb un coneixement de la 
computació distribuïda molt més profund que si no l'hagués fet. Considero que 
és un àrea que engloba moltes disciplines i, com a tal, és complexa. Però a la 
vegada que complexa és interessant doncs penso que és una bona tècnica a 
tenir en compte juntament amb els supercomputadors. S'haurà de mesurar la 
quantitat de capacitat de càlcul necessària pel projecte i, potser, amb un 
sistema distribuït és suficient per les demandes de càlcul de determinats 
projectes. En qualsevol altre cas, es continuarà utilitzant la opció del 
supercomputador.
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