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В работе представлен подход к построению и обучению слоистых нейронных сетей в мультипроцессорных
системах с мощью метода роя частиц. Предполагается, что представленный алгоритм значительно
ускорит время обучения небольших нейронных сетей.
Введение
В настоящее время тема нейронных сетей
является актуальной в связи с увеличением объ-
ёмов данных, появлением более мощных вычис-
лительных систем и спросом на нейронные се-
ти в науке и рынки информационных техноло-
гий. Но прежде чем применить нейронную сеть
на практике необходимо ее обучить, что явля-
ется крайне требовательным к вычислительным
мощностям процессом. Большие нейронные сети
могут состоять из десятков миллионов синапсов,
представляемых, как правило, в виде матриц, а
обучение с помощью самого распространенного
алгоритма – обратного распространения ошибки
требует перемножения этих матриц. Перемноже-
ние больших матриц может в разы ускориться с
помощью графических процессоров, но скорости
обучения более малых нейронных сетей графи-
ческие процессоры могут только навредить. Так
же не редко для обучения нейронных сетей при-
меняются вычислительные устройства, включа-
ющие в себя несколько процессоров и видеокарт,
использование которых одновременно наклады-
вает множество ограничений на алгоритм обу-
чения. Таким образом, для эффективного обуче-
ния нейронных сетей на мультипроцессорных си-
стемах необходимо создать новый алгоритм обу-
чения.
I. Проектирование библиотеки. Выбор
программных средств и особенности
реализации
С++ - язык программирования, являющий-
ся компилируемым и имеющий статическую ти-
пизацию. Основной причиной выбора языка про-
граммирования в пользу C++ является возмож-
ность управлением каждого аспекта кода, эко-
номить память и вычислительные ресурсы, под-
держка OpenCL – фреймворка для написания
подпрограмм, использующих параллельные вы-
числения на CPU и GPU, позволяя программи-
ровать на мультипроцессорных системах [1].
Многослойные нейронные сети являются
самой распространенной архитектурой нейрон-
ных сетей, обучение и применений которой тре-
бующее, как правило, умножения матриц.
Стадия обучения нейронной сети может
проводиться на всех чипах CPU и GPU внутри
одного устройства. Таким образом, задача долж-
на разбиться на подзадачи, решаемые каждым
процессором по отдельности с учетом дорого-
стоящего обмена информацией между графиче-
ским процессором и центральным процессором
(см. рис. 1), а также отсутствие обмена данны-
ми между чипами. Алгоритм обучения должен
исключать возможность обмена данными меж-
ду процессорами, а также минимизировать по-
ток обмена данных между ЦП и остальными про-
цессорами. Более того, задача должна обладать
свойством массового параллелизма, необходимое
для эффективных вычислений на видеокарте.
Рис. 1 – Cхема скорости обмена данными между
чипами
Метод роя частиц – метод численной опти-
мизации, который можно адаптировать под обу-
чение нейронной сети [2]. Формально, алгоритм
представляет из себя агентную систему, где каж-
дый агент (частица) является отдельным реше-
нием исходной задачи. Частицы перемещаются в
пространстве решений, передвигаясь по направ-
лению к лучшему решению среди всех агентов
и собственных лучших результатов с определен-
ной долей вероятности. Более подробное описа-
ние алгоритма:
Для работы метода роя частиц необходимо
задать некую целевую функцию – функция мно-
гих переменных f : Rn → R, экстремум кото-
рой необходимо найти. Необходимо так же за-
дать пространство решений - множество S ⊆ R.
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Требуется задать K частиц, i-ая из которых
представлена координатой из множества реше-
ний xi ∈ R и начальной скоростью vi ∈ R. Пусть
loci ∈ R – лучшее состояние, принимаемое когда-
либо частицей i, а glob ∈ R – лучшее состояние,
принимаемое всеми частицами. Общий вид мето-
да роя частиц:
• Для каждой частицы i ∈ 1,K
• Сгенерировать случайно равновероят-
но начальное состояние xi ∈ S.
• Присвоить это значение лучшему ло-
кальному состоянию loci = xi.
• Сгенерировать случайным равноверо-
ятным образом начальное состояние
vi ∈ S.
• Если f(loci) < f(glob), то обно-
вить наилучшее глобальное состояние
glob = loci.
• До тех пор, пока не выполнено нужное чис-
ло итераций или значение f(glob) не будет
меньше некоторого заданного значения:
• Для каждой частицы xi ∈ S.
• Сгенерировать случайные векторы
rloc, rglob ∈ [0..1]n.
• Обновить скорость частицы vi = vis+
klocrloc(loci − xi) + kglobrglob(glob− xi).
• Обновить координату частицы xi =
vi + xi.
• Если f(xi) < f(loci), то loci = xi и
• Если f(loci) < f(glob), то glob =
loci.
• glob - лучшее найденное решение.
Коэффициенты s, kloc, kglob ∈ [0..1] – кон-
станты, влияющие на замедление, значимость
лучшего локального состояния и лучшего гло-
бального соответственно.
Алгоритм обучения:
• Инициализировать все частицы, выборку и
задачи.
• До тех пор, пока не выполнено нужное чис-
ло итераций или нейронная сеть не обучит-
ся до приемлемого уровня:
• Для каждой задачи посчитать значе-
ния частиц на каждом примере из вы-
борки (параллельно для каждой зада-
чи).
• Для каждой задачи посчитать ошибку,
полученную на каждом примере (па-
раллельно для каждой задачи).
• Для каждой задачи высчитать сред-
нюю ошибку для каждой особи (па-
раллельно).
• Для каждой задачи найти лучшую ча-
стицу (параллельно).
• Обновить лучшие локальные состоя-
ния в каждой частице для каждой за-
дачи (параллельно).
• Загрузить новое лучшее глобальное
решение в каждую задачу (после ини-
циализации - это единственное место
обмена ощутимых объемов данных,
хоть и оно – минимально).
• Для каждой частицы каждой задачи
обновить состояния (сделать смещение
на вектор скорости, обновив вектор
скорости).
• Лучшее глобальное решение – результат
обучения.
Из-за особенностей фреймворка OpenCL
накладывается ограничение на многомерные
массивы данных, что усложняет разработку биб-
лиотеки (см. рис. 2).
Рис. 2 – Cхема хранения нейронных сетей в памяти
чипов
II. Заключение
Таким образом, предполагаемых подход к
обучению нейронных сетей может быть рассмот-
рен к применению. Предполагаемый алгоритм
обучения может значительно ускорить процесс
обучения небольших нейронных сетей с мини-
мальными затратами к памяти, максимизируя
преимущества вычислительного устройства с од-
ними или несколькими процессорами и видео-
картами, нивелируя слабые места таких вычис-
лительных устройств, при этом не требуя нали-
чия определенных операционных систем или спе-
цифичных аппаратных средств конкретных про-
изводителей.
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