We develop a modular mean field theory for a minimalistic model of the idiotypic network. The model comprises the random influx of new idiotypes and a deterministic selection. It describes the evolution of the idiotypic network towards complex modular architectures, the building principles of which are known. The nodes of the network can be classified into groups of nodes, the modules, which share statistical properties. Each node experiences only the mean influence of the groups to which it is linked. Given the size of the groups and linking between them the statistical properties such as mean occupation, mean life time, and mean number of occupied neighbors are calculated for a variety of patterns and compared with simulations. For a pattern which consists of pairs of occupied nodes correlations are taken into account.
I. INTRODUCTION
B-Lymphocytes express on their surface Y-shaped receptors, called antibodies, with highly specific binding sites. All antibodies of a given B-cell are of the same type, the idiotype. If the antibodies are cross-linked by complementary structures, situated e.g. on an antigen, the B-cell is stimulated to proliferate and, after a few cell cycles, differentiate into plasma cells and memory cells. Plasma cells secrete large amounts of antibodies, which attach to the antigen and mark it for further processing. Useful clones survive, while others, lacking stimulation, die [1] .
Complementary structures can be found also on Blymphocytes. B-cells of complementary idiotype may stimulate each other, thus the B-lymphocyte system forms a functional network, the idiotypic network [2] . A history and thorough discussion of immunological paradigms can be found in [3] , cf. also [4] . For reviews on idiotypic networks with emphasis on modeling see [5] , and with focus on new immunological and clinical findings see [6] .
The idiotypic network is an attractive concept for system biologists, but due to their complexity also a challenge for theoretical physicists. The size of the potential idiotypic repertoire of humans is estimated to exceed 10 10 [7] , the expressed repertoire is of order 10 8 [8] . Interactions between B-cells of complementary idiotype are genuinely nonlinear. Thus, modeling idiotypic networks is an inviting playground for statistical physics, nonlinear dynamics, and complex systems. Networks, especially random and randomly evolving networks, with applications in a plethora of different, multidisciplinary fields [9] [10] [11] [12] [13] experience great interest in the community of sta- * ulrich.behn@itp.uni-leipzig.de tistical physicists. Computer scientists try to mimick the immune system to fight against foreign invaders [14] .
A minimalistic model of the idiotypic network was proposed in [15] where the nodes represent B-lymphocytes and antibodies of a given idiotype. The idiotype is characterized by a bitstring. Populations with complementary idiotypes, allowing for a few mismatches, can interact. In the model, an idiotype population may be present or absent. For survival it needs stimulation by sufficiently many complementary idiotypes, but becomes extinct if too many complementary idiotypes are present. This reflects the log-bell shaped dose-response curve characteristic for B-lymphocytes [8] . The dynamics is driven by the influx of new idiotypes generated by mutations in the bone marrow.
The potential idiotypic network consists of all idiotypes an organism is able to generate. Each idiotype v is la- New idiotypes generated in the bone marrow are introduced by occupying empty nodes randomly. Occupied nodes are selected to survive if they receive sufficient stimulus, i.e. if the number of occupied neighbors is within an allowed window. To be specific, the rules for (parallel) update are (i) Occupy empty nodes with probability p The model has a minimal number of parameters, namely the length of the bitstring, the allowed number of mismatches, upper and lower thresholds of the window, and the influx probability of new idiotypes.
We can consider our model system as a descendant of Conway's game of life [16] . There, on an infinite regular 2d lattice the sites can take value 0 or 1. The system is updated in parallel in discrete time. If the number of living neighbors lies between a lower and an upper threshold, a site becomes populated or survives in the next step. The dynamics is entirely determined by the initial configuration. There is continuous interest in the highly complex properties of game of life, for a recent status report see [17] .
Schulman and Seiden [18] investigated a probabilistic version of the game of life, where the update rule is modified in two ways. Sites for which a window rule is fulfilled will be occupied or will survive with given probabilities. Furthermore, a site can be occupied or survives in a stochastic way, parametrized by a temperature T such that for T = 0 the modified window rule applies but plays no role for T → ∞. Starting from random initial conditions, simulations show a sharp transition of the global mean occupation when T is increased. The high temperature phase is well described by a mean field theory which fails however to reproduce low temperature results. Excluding sites without occupied neighbors improves the agreement of theory and simulation for low temperatures. A second order mean field theory was proposed in [19] .
Gutowitz et al. [20] developed a local structure theory for cellular automata on regular lattices, which considers the evolution of joint probabilities of sets of neighboring cells (block configurations) and thus include correlations. Application to the problem of Schulman and Seiden yields results which agree with their simulations [21] .
Bidaux et al. [22] considered a binary probabilistic cellular automaton with a totalistic update rule involving 8 neighbors on regular lattices in d = 1, . . . , 4. If the window rule is fulfilled, it applies with probability p. Simulations with random initial conditions show a transition of the global mean occupation at a critical value p c , which is continuous for d = 1 and first order for d > 1. A mean field theory describes qualitatively a first order transition. An overview of mean field theories of cellular automata including the probabilistic game of life can be found in [23] In the context of network models there are numerous mean field approaches aimed to describe degree distribution, clustering coefficient, average shortest distance between two nodes, mean populations, e.g. in susceptibleinfectious-recovered models of epidemic spread, and other characteristics. Many references can be found in the recent monograph by Newman [13] , cf. also [11, [24] [25] [26] .
Gleeson and Cahalane [27] investigate cascades of activation in a model with a threshold dynamics on a Poisson random graph with average degree z. Starting with few active nodes, neighbors become permanently active if the fraction of active neighbors exceeds a threshold, drawn for each node from a given distribution. The fraction of activated nodes in the nth update step is determined recursively. The final fraction of active nodes ρ is related to the fixed points of this recursion. For Gaussian distributed thresholds with mean R this fraction as a function of z may change in a continuous or discontinuous way depending on R.
In this paper we deal with a network of complex architecture which emerges as a result of a random evolution. The architecture is build of groups of nodes, the modules, which share statistical properties. To describe this architecture, a global mean field theory is obviously not appropriate. Depending on the parameters, different architectures can occur. In a previous paper [28] we have reached a detailed understanding of the building principles of the architectures, which allows to calculate the number and size of the groups and their linking. Here we develop a modular mean field theory to calculate the statistical properties for given architectures.
In the next section we shortly sketch the building principles [28] and collect the results needed to develop the theory. In Sec. III we determine the evolution equation for the mean population of the groups for a given architecture, which properly takes into account the update rule of the model, random influx and the window rule. The fixed point of this evolution equation gives the stationary mean populations and allows to compute also the mean life time and the mean occupation of the neighborhood. In Sec. IV we consider two groups of nodes for which the mean field theory considerably simplifies: Singletons, which are essentially isolated nodes, and groups of self-coupled nodes, core groups, in static patterns. In Sec. V we extend the mean field theory by including correlations, which is necessary to describe 2-cluster patterns. The results of the mean field theory for the general case are compared with simulations for a range of the influx parameter p in Sec. VI. Some probabilistic aspects of the stability of patterns are discussed in the appendix.
II. ARCHITECTURE OF PATTERNS
Simulations of the model for one and two allowed mismatches revealed that the system evolves for typical parameters towards a complex functional architecture [15] . Groups of nodes were identified which share statistical properties such as the mean occupation, the mean life time and the mean number of occupied neighbors. Also the size of the groups and the linking between them have been determined. With increasing influx of new idiotypes transitions between architectures of different complexity are observed. For small influx static patterns are found. For an intermediate range of the influx a stationary dynamic architecture is observed which is the most interesting one. It includes a densely connected core, a periphery, and isolated nodes (singletons), resembling the notion of central and peripheral part of the biological network [29, 30] . For larger influx the architecture becomes more irregular.
In [28, 31] an analytic description of the general building principles of these architectures was proposed. It allows to calculate number and size of groups and their linking for a given architecture. Ideal static patterns, i.e. patterns without defects which persist without influx, are completely characterized.
For a given architecture, i.e. a pattern, the nodes can be classified according to the values of bits in determinant positions common to all nodes. Different patterns are characterized by the number d M of such positions. The entries in these determinant positions decide to which group a node belongs. The pattern can be built by regular arrangement of elementary building blocks, which are hypercubes of dimension d M . We call these building blocks pattern modules. The concept is explained in detail and many examples are given in [28] .
For a given pattern, i.e. a given d M , the number of groups and their sizes can be calculated combinatorially
and the number of links L gl of a given node v g ∈ S g to nodes in S l is
where
For example, on a base graph G
12 with [t L , t U ] = [1, 10] we observe an architecture of three groups. It has two determinant bits and is described by a pattern module of dimension d M = 2. Persisting occupied nodes in the first group form 2-clusters, potential hubs, the second group, occasionally link together several 2-clusters, and the nodes in the third group are stable holes. The links are given by the corresponding matrix L = (L gl ).
On the same base graph, for intermediate influx p, we also find a dynamical 12-group architecture. Its architecture, visualized in Fig. 1 , is based on a pattern module of dimension d M = 11. The corresponding link matrix is given in Table I . We find two large core groups with links to almost all other groups, two peripheral groups connected to the core, groups of stable holes, which separate the singletons from the central network.
In both cases the architecture is stationary, simulation and analytic predictions agree perfectly.
The occupation of nodes is in general not permanent but fluctuates due to the influx while the architecture persists. For a given pattern the mean occupation of the groups varies systematically with the influx p. The mean occupation and other statistical quantities can be computed in a modular mean field theory. We consider the singletons periph core stable holes S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12 nodes as situated in a mean field exerted by the neighboring groups characteristic for a given architecture. The required link matrix L in our model can be calculated or obtained in simulations. Other modular architectures could be treated, too.
III. MEAN FIELD APPROACH A. Mean Occupation
In a mean field approach we assume that all nodes are independently occupied with a probability Prob(n(v g ) = 1) , v g ∈ S g , characteristic for the group the node belongs to. Since a node is either occupied or unoccupied, n(v g ) ∈ {0, 1}, we have
We consider the evolution of a given set of mean occupations n = (n 1 , . . . , n dM+1 ) to a new set n ′ induced by the update algorithm
of Eq. (4) solves the self-consistency condition that we require for the stationary state of our model system
Having obtained the fixed points n ⋆ , we can compute the mean life time, see Eq. (28) below, and the number of occupied neighbors by
B. Update map
General approach
The update map f (n) is constructed following the steps of the update algorithm, random influx and application of the deterministic window rule. To be specific, we consider a node v g ∈ S g , with g = 1, . . . , d M +1, and its neighbourhood ∂v g . Then the update algorithm says that an empty node v g is occupied by the influx with probability p. Next, the window condition is applied: An occupied node v g survives if the neighbourhood fulfills the window condition, otherwise it is emptied. We denote the occupation of a node v g after the influx by n(ṽ g ) and the occupation of v g after the update by n(v ′ g ) . A microscopic configuration of ∂v g after the influx is denoted by C = C(∂ṽ g ) = (n(w))w ∈∂ṽg , which is a list of occupations of all neighbors of v g . Then we have
is the transition matrix of the update of n(v g ) to n(v ′ g ) depending on the window condition
Specifying Eq. (8) to n(v ′ g ) = 1 we obtain from Eqs. (3), (7), and (8)
Averaging over all configurations { C} leads to
) is the probability that after the influx the neighbours of v g fulfill the window condition,
In the next subsections III B 2 and III B 3 we determine the probability Prob(C) of a microstate C = C(∂v g ) and the transition probability T influx ( C|C) for the transition from C to C induced by the influx. In subsection III B 4 P W g is explicitly determined.
Probability of a microstate
We introduce the notation (∂v g ) l = ∂v g ∩ S l for the set of neighbors of v g belonging to group Figure 2 shows an example configuration. Furthermore, a microscopic configuration C l with k l = n((∂v g ) l ) occupied nodes is denoted by C l|k l . Such a configuration has probability
There are
equivalent microconfigurations with the same number of occupied nodes k l . Multiplying this number yields, of course, the binomial distribution. The multiplicity has to be taken into account when calculating the average occupation of (∂v g ) l
The probability of a microscopic configuration C {k l } = l C l|k l of the whole neighbourhood ∂v g is determined by the occupation numbers
Random influx
The probability of the transition between two microstates C l|k l and C l|k l is
Here, k l − k l is the number of empty nodes in C l|k l which become occupied, L gl − k l is the number of nodes of C l|k l which remain empty. The factor 1 1( k l − k l 0) is introduced the number of occupied nodes can not decrease during the influx. There are
croconfigurations C l|k l which can be reached from one microconfiguration C l|k l with the same probability, cf. Eq. (16) . Again, there are
Considering the whole neighbourhood we have
Window rule
After the random influx which leads to a transition from C = C(∂v g ) to C = C(∂ṽ g ) it is tested whether or not the window condition Eq. (9) W(∂ṽ g ) = 1 1(t L n(∂ṽ g ) t U ) is fulfilled. The probability that the window condition is fulfilled is given by Eq. (12) . Replacing the sums over all microstates of C and C by the sums over all mesostates C {k l } and C {k l } with occupation numbers {k l } and { k l } we have to account for the multiplicities derived above. This leads to
The factors T influx ( C l|k l |C l|k l ) and Prob(C l|k l ) are given by Eqs. (16) and (13) . Since by definition
is not necessary to explicitly write the factor 1 1( k l − k l 0), in contrast to Eq. (16). We obtain
which holds for all groups g = 1, . . . , d M + 1. We can simplify Eq. (19) observing
Applying the binomial formula
we can carry out the sum over the k l in Eq. (19) and obtain
Since the mean occupation of some node in S l after the influx is n l + (1 − n l )p = n l , Eq. (22) can be written in a compact way as
which has an obvious intuitive meaning: The probability that k l of the L gl nodes of (∂ṽ g ) l are occupied is
g is obtained by multiplying over all groups and summing over all occupations obeying the window condition. Thus, all quantities in Eq. (11) are determined and we are able to calculate the mean occupation of all groups n, e.g. by iteration of Eq. (4).
C. Mean life time
In a similar way, we are now able to calculate the mean life time (expectation of life) of an occupied node v g in group S g . Its expectation value is defined as
where Prob(τ (v g ) = σ) is the probability that an occupied node v g ∈ S g remains occupied in σ subsequent steps and disappears in the following step,
This can be expressed in terms of the update transition matrix T update (n ′ |n) introduced in Eq. (8) . We use the shorthand
) and T (σ) (0|1) defined accordingly and write
where ∂ṽ
denotes the neighbourhood of v g after the influx in the σ-th step of the iteration. Now we take the average of Eq. (26) over all possible configurations C (σ) . Assuming that the configurations in consecutive steps are independent, the average of Eq. (26) factorizes. In the steady state W(∂ṽ
is independent of the time step σ and given by Eq. (23). This yields
Observing
we finally obtain
IV. SIMPLE SPECIAL CASES
In this section we discuss the numerical calculation of statistical network properties and consider special cases which allow essential simplifications. The general case is considered in Sec. VI.
We consider the model on the basegraph G
In the following we treat groups of nodes for which Eq. (5) can be simplified in good approximation exploiting structural properties of the link matrix and properties of the groups of singletons and stable holes.
A. Singletons
Singletons are surrounded only by stable holes. They occur in most patterns, in static patterns as well as in dynamic ones. Therefore, singletons are important. Their treatment is simple, since they decouple in very good approximation from the rest.
Typically, stable holes are surrounded by more than t U occupied nodes, such that their occupation is zero after each update step. An occupied stable hole is a very rare event, and in good approximation we can assume that all stable holes are empty. Singletons are surrounded by κ stable holes. The probability that k out of κ empty stable holes are occupied by the influx is
Thus, the probability that the window condition is fulfilled is given by
This follows also directly from Eq. (22) 
The mean occupation n ⋆ sing (p) is plotted in Fig. 3 and compared with simulation results. 
B. Occupied Core in Static Patterns
Self-coupled nodes in static patterns have only stable holes and members of their own group as neighbors. They appear for instance in d M = 2, 4, and 6 patterns, cf. [28] . It is characteristic for these patterns, that the selfcoupled nodes have a high mean occupation and thus suppress the occupation of the stable holes. Supposing a high occupation of the self-coupled nodes we can consider stable holes as unoccupied. Then, instead of the system of Eqs. (5) we have only one independent equation for the respective occupied core group.
As an example we consider the d M = 4 pattern. S 1 are singletons, the group of self-coupled nodes is S 2 . The stable hole groups S 3 , S 4 , and S 5 are suppressed by the occupation of S 2 if n 2 ≫ n critical 2 = t U / min(L 3,2 , L 4,2 , L 5,2 ) = 0.56. With this constraint we can simply consider the union S sh = S 3 ∪ S 4 ∪ S 5 and put n 3 = n 4 = n 5 = n sh = 0 for all groups of stable holes. This simplifies the link matrix as given in Fig. 4 . The nodes in S 1 , singletons, are treated as given above, n 1 = n ⋆ sing . For the self-coupled nodes in S 2 we have a polynomial of 4th order in n 2 and of 80th order in p,
In Fig. 5 we plotted n ′ 2 −n 2 over n 2 for representative choices of the influx parameter p. For small values of p, n ′ 2 is very close to n 2 such that the common way to plot n ′ 2 over n 2 is inconvenient. The roots of n , see text. Then we lump all stable hole groups S3, S4 and S5 to S sh . , which is a range where the equation is actually not valid.
give the fixed points n ⋆ 2 of Eq. (31). Fixed points with |d/dn 2 n ′ 2 | < 1, i.e. with 
Eq. (5).
The reason is simple: in the 2-cluster pattern an occupied node has only one occupied neighbor, which obviously obstructs the mean field approach. Correlations between the two occupied neighbors are not negligible, they are treated in the next section.
V. 2-CLUSTER PATTERN WITH CORRELATIONS A. Mean occupation
In any 2-cluster pattern the occupied nodes form pairs of mutually stimulating nodes, cf. Fig. 7 . Their survival significantly depends on the presence of the respective partner, they are strongly correlated. This holds for all 2-cluster patterns on base graphs with arbitrary numbers of allowed mismatches m. The pattern module of a 2-cluster pattern on
is of dimension d M = m and the group of 2-cluster nodes shall be denoted by S 1 in all these cases.
We measured in simulations the correlation between nearest neighbors in different patterns. The correlation is quantified by the two-point connected correlation function
If G c (v, w) > 0, v and w are correlated, if G c (v, w) = 0, they are uncorrelated, and if G c (v, w) < 0, they are anti-correlated. We determined G c (v i , w j ) for v i ∈ S i and w j ∈ (∂v i ) j = ∂v i ∩ S j a nearest neighbor of v i and an element of S j . The average over all members of S i and their neighbors in S j is denoted by Tables II and III measured for all i and j for the 2-cluster and the 8-cluster pattern, respectively. The correlation in the 2-cluster is the strongest and thus indeed relevant. Assuming independence gives qualitatively false results, as explained above. Consequently, we must not factorize the joint probability Prob(n(v), n(w)) for nodes v and w of a 2-cluster. In the following we abbreviate n(v) simply by v, and the occupation after the influx n(ṽ) and after the update n(v ′ ) byṽ and v ′ , respectively. In general it holds P (v) = w P (v, w). For symmetry reasons v = w and also P (v, w) = P (w, v). And, of course, there is the normalization v,w P (v, w) = 1.
As a consequence of the strong correlation between nodes of a 2-cluster the update rule n
is not only a function of n 1 ≡ v = P (v = 1), but also of the pair correlation vw .
We now construct the update map f cor . Therefore, we once more determine the transition matrix, cf. Eq. (8), this time for the pair v and w
It is constructed from the two subsequent steps of influx and application of the window rule
The influx step, which is still independent for the nodes v and w is defined as
It is now straightforward to specify P (v, w) ≡ P (ṽ,w) = v,w T influx (ṽ,w|v, w)P (v, w) to
where we used P (1, 0) = P (0, 1). Similarily, for the window rule we have
Here, we sum over the groups S 2 and S 3 and the occupation of the partner nodew in S 1 is explicitly taken into account. Note also the explicit dependence of the two factors in Eq. (39) onṽ andw. Application of the window rule leads to
Averaging Eq. (40) over the neighborhood microconfigurations C(∂ṽ\w) of the 2-cluster nodes yields
the conditional probability that the window condition is fulfilled forṽ given that the partner nodew has occupation n. Explicitly, in analogy to Eq. (23)
Of course, it holds that
(44) The four pair probabilities P (v, w) are not independent. They obey the symmetry condition and are normalized. We can express them by v and vw as
where we used v ≡ P (v = 1) = P (1, 1) + P (1, 0) . Thus, we can use v and vw as independent variables. The update rules for them obtained from Eqs. (38), (41), and (42) are
Neglecting the pair correlation reproduces the simple mean field equation, of course. Finally, the mean occupation of all other groups in the 2-cluster pattern are obtained from Eq. (11) using n 1 ≡ v from Eq. (46).
B. Mean life time
In order to calculate Prob(τ (v 1 ) = σ), cf. Eq. (24), we need the transition probablilities
However, for the case of strongly correlated nodes we have to consider the nodes in a 2-cluster v and w as a pair.
Thus, the transition probability corresponding to (26) is now given by
where P (v) = w P (v, w).
Equation (50) can be applied to formula (26) in order to obtain Prob(τ (v 1 ) = σ). Explicitly we have
Using that the two neighbourhoods ∂v\w and ∂w\v are disjoint and assuming that their configurations after the influx C (σ) (∂ṽ\w) in subsequent time steps σ are independent, we average over all these configurations. This replaces all W(∂ṽ|n) by P W 1|n given by Eq. (43). Expressing the P (v, w) by the independent variables v and vw we obtain
This is independent of σ in the steady state and we shortly write T cor (1|1) . In the same way as in the uncorrelated case this yields
Table IV compares simulation and mean field results of the mean occupation and the mean life time. They are all in very good agreement. 
VI. EVALUATION OF THE GENERAL CASE
We notice that the solution of Eq. (5) can be very laborious, apart from very few simple special cases. In general we can determine the stable fixed points n ⋆ by iteration starting with some reasonable initial values n 0 . The suitable choice of the initial values is crucial, because Eq. (5) often has multiple stable fixed points. However, the basin of attraction is rather large for fixed points corresponding to dynamic patterns.
Generic initial values, i.e. values near the stationary results of the respective simulation, converge to the simulation results.
For a nongeneric choice of n 0 the iteration may lead to results which do not correspond to the behaviour of the simulated system. For example, homogenous initial values n 0 g = n 0 for all groups lead to a homogenous fixed point n ⋆ g = n ⋆ . This is equivalent to an architecture with only one group. An analysis of one single polynomial equation like in subsection IV B can be possible in this case. [22] analyzes a similar situation. Symmetric initial conditions n 0 with n 0 g = n 0 dM+2−g lead to symmetric fixed points. This is due to the symmetry of the link matrix
which is inherited to the update map f (n).
For generic initial conditions we computed the fixed points for various pattern modules and an interesting interval of the parameter p on G (2) 12 and [t L , t U ] = [1, 10] and compare the results with simulation data.
In the simulations we obtained the mean occupation as
the mean number of occupied neighbors of v n(∂v) = 1
and the mean life time
where b(v) is the number of births during the observation time, i.e. the number of new occupations of the node by the influx. Of course, b(v) + n T0 = 0 must be fulfilled, otherwise τ (v) has no meaning.
In Fig. 8 we compare mean field results with the simulation. In the left column we plotted isolines of histograms of n(v), n(∂v) and τ (v) as a function of p, the simulations were started from empty base graphs. In the right column we used snapshots of the different patterns as initial conditions.
In the simulations started from the scratch for different values of the influx p, the system evolved randomly and reached a steady state with a stable architecture. In the steady state we measured n(v), n(∂v) and τ (v) for all nodes during an observation time of 500, 000 iterations. For each choice of p we created histograms of the frequency of nodes against one of the three statistical node characteristics. In the figure we show the isolines of a compilation of all histograms in a range of p ∈ [0, 0.1]. The observed aggregations of nodes indicate the self-organization of the nodes into persisting groups as well as the statistical differences of the groups in dependence of p.
In general, the mean field results show a good agreement with the simulation. For d M = 2 we took the correlation correction into account, as described in Sec. V.
Mean field results for some patterns are not matched by a corresponding peak in the histograms. These patterns are seldom reached in simulations starting from the scratch, because their basin of attraction is too far away from the initial empty configuration or behind a high barrier which is difficult to be passed.
The peaks which are not matched by a mean field result may occur if a pattern does not persist over the observation time. This affects the time average of the node statistics, see, for example, the left column at p ≈ 0.0275.
In the plots we also see that the character of the patterns changes with increasing p. For moderate influx, p 0.03, we identified almost static patterns associated with modules d M = 2, 4, 6.
For p ≈ 0.03 . . . 0.08 there are no permanently occupied nodes, the pattern is dynamic, but a well defined group structure with d M = 11 exists, cf. Fig. 1 . This is the most interesting architecture as explained above, cf. also [15, 28] . The basin of attraction of the corresponding fixed point of Eq. 5 is large compared to the static patterns.
For p 0.075 perturbations due to the random influx become so large, that the orientation of the pattern module in the base graph starts changing. Mathematically, these reorientations are rotations [32] . After such a rotation there still exist 12 groups, but their identification by temporal averaging of node characteristics is impossible. The mean field theory does not consider rotations. It rather assumes that the nodes always remain in their groups. However, we can compare averages over the whole graph from the simulations with the mean field results averaged over all groups
where x g denotes one of the quantities n g , τ g , or n(∂v g ). These averages are in good agreement, see plots of mean occupation and occupied neighbors in Fig. 8 . We believe that these rotations of the pattern are the origin of the difference between mean field results and simulation in the mean life time plot at p ≈ 0.85. Due to a rotation many previously occupied nodes become stable holes. Thus, significantly many nodes do not reach their usual life expectation.
The fact that we do not observe all patterns in the simulations starting from an empty base graph, is a motivation to prepare the initial conditions. In the right column of Fig. 8 we compare the mean field results to node statistics from simulations with different predetermined initial architecture. The observation time was 200,000 iterations. The picture proves that for the same value of p different patterns can persist, however, with different stability. The plotted lines of a pattern end at the value of p for which the pattern becomes unstable.
VII. CONCLUSIONS
We considered a minimalistic model [15] to describe the random evolution of the idiotypic network which is, given very few model parameters, mainly controlled by the random influx of new idiotypes and the disappearance of not sufficiently stimulated idiotypes. Numerical simulations have shown that after a transient period a steady state is achieved. Depending on the influx and on other parameters, the emerging architecture can be very complex. Typically, groups of nodes can be distinguished with clearly distinct statistical properties. These groups are linked together in a characteristic way.
We achieved a detailed analytical understanding of the building principles of these very complex structures emerging during the random evolution [28] . Modules of remarkable regularity serve as building blocks of the complex pattern. We can calculate for instance size and connectivity of the idiotype groups in perfect agreement with the empirical findings based on numerical simulations.
In this paper we developed a modular mean field theory which allows to compute the statistical characteristics of a variety of patterns given their architecture. The results are in very good agreement with the simulations. We thus have both structural and statistical information. The quantities usually considered in the context of networks, like degree distribution, cluster coefficient, centrality, etc., are coarser than those investigated here and they do not reveal the details of the architecture.
For certain groups of nodes, namely singletons and the self-stabilizing core in static patterns, which decouple in good approximation from the rest, the mean field treatment can be simplified considerably. For the pattern consisting of pairs of occupied neighbors, the 2-cluster pattern, the naive mean field theory fails. Therefore, we extended the mean field theory to include correlations. Also for the d M = 11 architecture correlations can be taken into account, which requires an intricate analysis of the building principles but is rewarded with an almost perfect match between theory and simulations [33] .
The modular mean field theory can be applied to calculate statistical properties of other stationary networks with known modular architecture. occupation state of a single node depending on the state of its neighborhood and the influx. We quantify this stability in terms of the probability that a node changes its occupation, i.e. to occupy empty nodes or to clear occupied nodes, respectively.
In the following we calculate the probability to change the occupation of a node v given the number of occupied neighbors n(∂v). we distinguish three cases.
(1) n(v) = 0, n(∂v) t U . This is an unstable hole, because it can be occupied by the influx and will survive if n(∂ṽ) ∈ [t L , t U ] after the influx. The probability of occupation and survival is P 1 (n(∂v)) = p tU −n(∂v) k=tL−n(∂v) P κ−n(∂v),p (k) , (A.1)
where p is the probability that v itself becomes occupied, and the sum gives the probability that the number of occupied neighbors lies in the window, i.e. k ∈ [t L − n(∂v), t U − n(∂v)] empty neighbors become occupied. P N,p (k) = N k p k (1 − p) N −k is the binomial distribution, where P N,p (k) ≡ 0 if k < 0. (2) n(v) = 1, n(∂v) t U . This is an occupied node, including the case of an isolated node. The deletion of an occupied node requires that after the influxñ(∂v) is outside the window. For n(∂v) < t L the occupation of k ∈ [0, t L − n(∂v) − 1] or k ∈ [t U − n(∂v) + 1, κ − n(∂v)] empty neighbors is required. For n(∂v) ∈ [t L , t U ] the occupation of k ∈ [t U − n(∂v) + 1, κ − n(∂v)] is needed. This yields The changes of occupation in cases (i) and (ii) are possible within one iteration. There are more complex scenarios which require more iterations. All occupation changes which demand the deletion of neighbors need at least two iterations, for instance the occupation of a stable hole. Such occupation changes also involve the neighbors of the neighbors. As an additional sophistication, we have to regard, that two neighbors of v have overlapping neighborhoods, they have at least the node v in common. (3) n(v) = 0, n(∂v) > t U . This is a stable hole. During the first iteration the influx may increase the number of occupied neighbors by k ∈ [0, κ − n(∂v)], such that the number of occupied neighbors becomesñ(∂v) = n(∂v) + k. The probability for this process is P κ−n(∂v),p (k). In order to achieve n ′ (∂v) t U , l nodes of ∂v must be emptied, l ∈ [ñ(∂v) − t U ,ñ(∂v)]. The probability to empty one occupied node w ∈ ∂v is given by P 2 (n(∂w)), cf. Eq. (A.2) . However, the probability to empty l occupied nodes in ∂v is not simply l i=1 P 2 (n(∂w i )), because the neighborhoods ∂w i are not disjoint. Neglecting this correlation, one can proceed with the second iteration as follows. We have after the first iteration n ′ (v) = 0 and n ′ (∂v) = n(∂v)+k −l t U . Thus, the second iteration is simply case (1), i.e. the occupation of an unstable hole. Collecting the probabilities of the consecutive steps for all possible choices of k and l gives then where {C l } . . . denotes the sum over all choices of l occupied nodes of ∂v which are emptied.
For our parameter setting, and generally if t L ≪ t U ≪ κ, we find P 1 P 2 P 3 . Stable holes are the nodes with the most stable occupation state. We expect that a pattern is stable, i.e. its nodes preserve their statistical properties for a long time, if it has sufficiently many stable holes.
