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INTÉGRATION MOTIVIQUE SUR LES SCHÉMAS
FORMELS
par
Julien Sebag
1. Introdution
Dans leurs artiles [10℄ et [11℄, Denef et Loeser développent et étudient la théorie
de l'intégration motivique, introduite par Kontsevih lors d'un séminaire à Orsay
(f [16℄). Cette nouvelle théorie de l'intégration se révèle être un outil puissant
dans l'étude de la géométrie birationnelle des variétés algébriques sur un orps k de
aratéristique 0. Rappelons rapidement les grandes étapes de la onstrution de es
intégrales et les idées sous-jaentes à quelques-uns des résultats obtenus par ette
théorie. Si X est une variété algébrique sur un orps k de aratéristique 0, on lui
assoie, de manière fontorielle, un pro-k-shéma, qui est enore un shéma (non de
type ni en général), le shéma des ars sur X , noté L(X). Sur e pro-k-shéma,
on dénit une mesure µX à valeurs dans un anneau de motifs virtuels, que l'on note
M. Cette mesure motivique est un analogue géométrique de la mesure p-adique sur
les variétés diérentielles p-adiques. Les intégrales dénies à partir de ette mesure
vérient alors un théorème de hangement de variables pour les k-morphismes de
shémas h : Y → X propres et birationnels, qui permet de aluler les intégrales sur
L(X) en fontion d'intégrales sur L(Y ). C'est essentiellement par e prinipe que
l'on peut onstruire de nouveaux invariants algébriques (à valeurs dans et anneau
de motifs virtuels, ou plus exatement dans le séparé omplété de et anneau pour
une ltration) et que l'on peut, par exemple, (re)-démontrer le théorème de Batyrev
qui arme que deux variétés de Calabi-Yau ont même nombre de Hodge et même
struture de Hodge.
Dans et artile, nous généralisons ette théorie de l'intégration motivique aux
shémas formels sttf sur le spetre formel d'un anneau de valuation disrète omplet
R, de orps résiduel k parfait. En partiulier, le orps k peut être de aratéristique
positive. L'absene du morphisme d'inlusion k →֒ R, dans le as où R est un an-
neau d'inégale aratéristique, nous onduit à dénir un analogue du shéma des
ars d'une variété X . Si X est un R-shéma formel sttf, le shéma de Greenberg
Gr(X ) joue e rle. Il est important de noter que, dans le as où R = k[[t]], ave k
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de aratéristique 0, et X est le omplété π-adique d'une variété algébrique sur k, les
deux k-shémas Gr(X ) et L(X) sont anoniquement isomorphes. En outre, pour tout
R-shéma formel sttf, si F est une extension parfaite de k, les F -points de Gr(X ) s'in-
terprètent naturellement omme des points de la bre générique XK de X . Comme
dans le as du shéma des ars, nous dénissons une mesure µX à valeurs dans le
même omplété de et anneau de motifs virtuels et l'anneau booléen des ensembles
mesurables, qui sont des approximations par ertaines parties onstrutibles de
Gr(X ) élémentaires, que l'on appelle ylindres. De manière analogue aux théories
lassiques d'intégration, les ensembles mesurables possèdent des propriétés de sta-
bilité par image direte et inverse sous ertains R-morphismes h : Y → X , que
l'on nomme tempérés, et qui orrespondent aux morphismes propres et birationnels
du as algébrique. Nous onstruisons l'intégrale motivique des fontions intégrables.
Parmi elles-i, les fontions exponentiellement intégrables permettent d'exprimer,
de manière naturelle, des phénomènes géométriques omme l'appartenane à un
sous-R-shéma formel fermé, la lissité d'un R-morphisme de shémas formels . . .
et jouent don un rle entral dans ette théorie. Enn, nous démontrons deux
théorèmes de hangement de variables du même type que elui énoné dans [10℄ ou
[11℄.
Les prinipaux résultats de e travail sont utilisés de manière fondamentale dans
[17℄, qui, en se plaçant du point de vue rigide, déduit, des onstrutions et théorèmes
de et artile, ertaines appliations en géométrie birationnelle des dégénéresenes
des variétés algébriques et rigides. En partiulier, la théorie que l'on développe ii
apparaît, au regard des résultats de [17℄, omme une généralisation de l'intégration
motivique usuelle et de l'intégration p-adique. Deux exemples le onrment. Soit
XK la bre générique d'un R-shéma formel X sttf.
1. Si ω est une forme jauge sur XK , son intégrale onverge déjà dansM. En outre,
nous démontrons que sa lasse dansM/(L−1)M ne dépend que de XK et non
de la forme jauge hoisie pour aluler ette intégrale. Cet élément deM, noté
λ(XK), est égal à la lasse de la bre spéiale de tout modèle de Néron faible de
XK . Il faut également remarquer que, quand K est une extension nie de Qp,
λ(XK) se spéialise en l'invariant de Serre [24℄ évalué sur la variété analytique
p-adique sous-jaente à XK (f orollaire 4.6.3 de [17℄).
2. Si XK est l'espae analytique assoié une variété de Calabi-Yau sur K, et si
XK admet un R-modèle propre et lisse, l'intégrale alulée pour un générateur
de ΩdXK est égale à la lasse de la bre spéiale de e modèle dans M. En
partiulier, les lasses des bres spéiales de deux tels modèles oïnident dans
M, e qui peut être interprété omme l'analogue du résultat de Batyrev pour
les variétés de Calabi-Yau (f [1℄).
Cet artile est organisé de la manière suivante : le hapitre 2 rappelle les bases de
la géométrie formelle. Le fonteur de Greenberg est onstruit et étudié au hapitre
3. Les hapitres 4, 5, et 6 développent, de manière assez omplète, les notions et les
propriétés de la mesure motivique, des ylindres et des ensembles mesurables. Le
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hapitre 7 est exlusivement onsaré à la onstrution de l'intégrale motivique, à
l'énoné et à la démonstration des deux théorèmes de hangement de variables.
Nous remerions François Loeser de nous avoir proposé e sujet et de l'aide qu'il
nous a apportée lors des disussions que nous avons eues ensemble. Nous souhaitons
également remerier Antoine Chambert-Loir de son aide lors de la rédation de et
artile et de ses ommentaires sur une première version de e texte. Plus largement,
nous les remerions pour l'attention qu'ils nous ont manifesté depuis quelques années
déjà.
2. Préliminaires
2.1. Les notations. Dans et artile, l'anneau R est un anneau de valuation
disrète omplet de orps résiduel k et de orps des frations K. Le orps k est
supposé parfait. On xe π une uniformisante de et anneau. On note Rn := R/(π)
n+1
pour tout n ∈ N. On note D := Spf R le spetre formel de l'anneau R. L'espae
topologique sous-jaent à et espae loalement annelé est onstitué d'un unique
point, qui s'identie au point fermé du shéma SpecR (f [12℄ 10). On note BNR :=
Spf R{x1, . . . , xN} l'espae ane formel de dimension N sur R.
2.2. La desription des anneaux de valuation disrète omplets. Tout
élément x ∈ R s'érit de manière unique sous la forme :
1. x =
∑∞
i=0 ait
i
, ave ai ∈ k et t := π dans le as d'égale aratéristique.
2. x =
∑∞
i=0 τ(a
p−i
i )p
i
, ave ai ∈ k, τ le morphisme de Teihmüller et p = π dans
le as d'inégale aratéristique, non-ramié.
3. x =
∑∞
i=0 τ(a
p−q(i)
i )p
q(i)πr(i), ave ai ∈ k, τ le morphisme de Teihmüller et les
entiers q(i) et r(i) donnés par la division eulidienne de i par e, i = q(i)e+r(i),
ave e l'indie de ramiation, dans le as d'inégale aratéristique ramié.
2.3. Les premières notions de Géométrie formelle.
2.3.1. La dénition des shémas formels.  Un R-shéma formel désignera tou-
jours un R-shéma formel topologiquement de type ni, e que l'on notera ttf. Par-
fois l'hypothèse de séparation sera néessaire et nos R-shémas formels ttf seront
séparés, e que l'on notera sttf (f [12℄ 10). On notera Formttf/R et Form
sttf
/R les
atégories orrespondantes.
Un objet de Formttf/R est un espae loalement annelé (X ,OX ) en R-algèbres
topologiques, qui induit la donnée, pour tout n ≥ 0, d'unRn-shémaXn = (X ,OX⊗R
Rn). Le k-shéma X0 est appelé bre spéiale du R-shéma formel X . En tant
qu'espaes topologiques, X et X0 sont isomorphes et OX := lim←−OXn . On a Xn =
Xn+1 ⊗Rn+1 Rn et X est anoniquement isomorphe à la limite indutive des shé-
mas Xn dans la atégorie des espaes loalement annelés. En outre, un tel objet est
loalement isomorphe à un R-shéma formel ane Spf A, où A est une R-algèbre
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π-adique, topologiquement isomorphe à un quotient de l'anneau des séries formelles
restreintes R{T1, . . . , TN}.
Si X et Y sont deux R-shémas formels ttf, on note HomR(Y ,X ) l'ensemble des
R-morphismes de shémas formels :
Y //
?
??
??
??
X
~~
~~
~~
~
D
i.e. l'ensemble des morphismes entre les R-espaes loalement annelés sous-jaents.
Autrement dit, Formttf/R est une sous-atégorie pleine de la atégorie des espaes
loalement annelés sur R. Loalement de tels morphismes sont simplement des R-
morphismes ontinus d'algèbres topologiques entre les anneaux des setions glob-
ales. On peut montrer (f proposition 10.6.9 de [12℄) que l'appliation anonique
HomR(Y ,X )→ lim←−HomRn(Yn, Xn) est une bijetion.
2.3.2. Remarque.  Soit
h : Y = Spf R{x1, . . . , xm}/I → X = Spf R{x1, . . . , xn}/J
un R-morphisme de shémas formels. Dans e as, la donnée de h est équivalente à
elle d'un R-morphisme d'algèbres. En eet, la R-linéarité impose que le morphisme
entre les anneaux des setions globales soit ontinu pour les topologies π-adiques
onsidérées.
La atégorie Formsttf/R est simplement la sous-atégorie pleine de Form
ttf
/R, dont les
objets sont séparés (f [12℄ 10). Un R-shéma formel sttf X est dit admissible s'il
est plat sur R (e qui est équivalent au fait que le faiseau OX soit sans π-torsion).
On notera FormAdm/R ette atégorie, qui est une sous-atégorie pleine de Form
sttf
/R .
2.3.3. Lemme.  Soit X un R-shéma formel ttf et j : U →֒ X une immersion
ouverte. Alors, si X est séparé et U quasi-ompat, le R-morphisme j est rétro-
ompat, i.e. pour tout ouvert ane V de X , V∩U est quasi-ompat. En partiulier,
le R-shéma formel U est sttf.
Démonstration.  Soit (Ui) un reouvrement ouvert ni de U par des sous-R-
shémas formels anes ttf. Comme U est ouvert et X séparé, U est également séparé.
Le shéma formel V ∩ U est quasi-ompat, omme réunion nie d'ouverts quasi-
ompats.
On dit qu'un R-shéma formel est réduit si sa bre spéiale est un shéma réduit.
Si X est un R-shéma formel, on notera Xred l'unique sous-shéma formel fermé et
réduit de X .
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2.3.4. La notion de bre générique d'un shéma formel.  Soit X un R-shéma
formel ttf et Z →֒ X un sous-shéma fermé de X , déni par le sous-faiseau A ⊂ OX .
On appelle élatement admissible sur X de entre Z la donnée d'un R-shéma formel
X ′ et d'un R-morphisme de shémas formels σ : X ′ → X vériant la propriété
universelle suivante : si ψ : Y → X est un R-morphisme de shémas formels tel que
A.OY soit inversible sur Y , alors il existe un R-morphisme ψ′ : Y → X ′ tel que
ψ = σ ◦ ψ′. Si X est sttf (resp. admissible), le R-shéma formel X ′ l'est aussi (f
[4℄).
La loalisation de la atégorie Formttf/R (resp. Form
sttf
/R ) par rapport aux élate-
ments admissibles est équivalente à la atégorie des K-espaes rigides de type ni et
quasi-séparés (resp. séparés) au sens de Kiehl, que l'on notera Rigqsqc
/K
(resp. Rigsqc
/K
)
(f [22℄ et [4℄). On peut remarquer que la loalisée de FormAdm/R par rapport aux
élatements admissibles est équivalente à Rigsqc
/K
.
Par analogie ave le as de shémas usuels, on appellera bre générique l'image
d'un R-shéma formel ttf par le fonteur de loalisation. Ce fonteur sera noté rig
et si X ∈ Formttf/R on notera Xrig son image par le fonteur rig (ou parfois XK). De
même, si f : Y → X est un R-morphisme de shémas formels, on notera frig son
image par le fonteur rig.
2.3.5. La notion de dimension d'un shéma formel.  Soit X un R-shéma formel.
On appelle dimension de X l'entier dimX déni omme la dimension de la bre
spéiale X0 de X . En partiulier, si X := Spf A est ane, on a la relation
dimX = dim
K
A− 1
où dim
K
A est la dimension de Krull de l'anneau A.
Soit XK un K-espae rigide quasi-séparé et quasi-ompat. On appelle dimension
de XK et l'on note dimXK l'entier naturel déni omme la borne supérieure des
entiers dimKOXK ,x pour x ∈ XK .
Le lemme suivant, démontré par Oesterlé dans [21℄ (f lemme 1 3), permet de
relier es deux notions.
2.3.6. Lemme.  Soit R un anneau de valuation disrète omplet, k son orps
résiduel et K son orps des frations. Notons A l'anneau R{T1, . . . , TN} des séries
formelles restreintes à oeients dans R, AK = A ⊗R K = K{T1, . . . , TN} et
A0 = A ⊗R k = k[T1, . . . , TN ]. Soit IK un idéal de AK . Notons I := IK ∩ A et
I0 := I ⊗R k. Supposons que l'anneau AK/IK soit équidimensionnel, de dimension
de Krull d. Alors l'anneau A0/I0 est équidimensionnel, de dimension de Krull d. On
a IK = AK si et seulement si I0 = A0.
2.3.7. Lemme.  Si XK = SpmA est un K-espae rigide anoïde, la dimension
de XK est égale à la dimension de Krull de A.
Démonstration.  Ce lemme résulte de la proposition 7.3/8 de [3℄ qui assure que
l'anneau OXK ,x et le loalisé de A en x, Ax, ont même dimension de Krull.
6 JULIEN SEBAG
2.3.8. Corollaire.  Soit X un R-shéma formel sttf de bre générique XK. Si
XK est équidimensionnelle de dimension d, alors X0 est équidimensionnel de dimen-
sion d.
Démonstration.  On peut supposer que X est ane. Dans e as le orollaire
déoule du lemme 2.3.6.
Un R-shéma formel sttf est dit équidimensionnel de dimension d (ou de pure
dimension d) si sa bre générique XK est équidimensionnelle de dimension d.
2.3.9. La notion de lissité pour les shémas formels.  Un R-morphisme de shé-
mas formels f : Y → X est lisse au point y ∈ Y0 de dimension relative d si :
1. f est plat en x.
2. Le k-morphisme induit, f0 : Y0 → Y0, est lisse en y de dimension relative d, au
sens usuel.
Il revient au même (f lemme 1.2 de [4℄) de demander que pour tout n ∈ N, le
morphisme induit fn : Yn → Xn soit lisse de dimension relative d. On dit qu'un
morphisme est lisse s'il est lisse en tout point x ∈ X0.
Un R-shéma formel X est dit lisse (en x ∈ X0) si le morphisme strutural X →
Spf R est lisse (en x ∈ X0) au sens préédent.
Soit X un R-shéma formel ttf de dimension d. On note Xsing l'unique sous-R-
shéma formel fermé réduit déni par le radial du d-ème idéal de Fitting de Ω1X/R (f
[5℄ 3). En partiulier, un R-shéma formel ttf plat est lisse en x ∈ X0 (resp. lisse)
si et seulement si x n'appartient pas à la bre spéiale de Xsing (resp. Xsing = ∅).
2.3.10. Lemme.  Soit X := Spf A →֒ BNR un R-shéma formel ane admissible,
ave A := R{x1, . . . , xN}/I. Si f1, . . . , fm ∈ I et m ≤ N , soit ∆(f1, . . . , fm)
l'idéal de R{x1, . . . , xN}/I engendré par les m×m-mineurs de la matrie jaobienne
(∂fj/∂xi). Soit HA/R le radial dans A de l'idéal
∑
∆(f1, . . . , fm)((f1, . . . , fm) : I),
où la somme est prise sur l'ensemble des ensembles nis (f1, . . . , fm) ∈ I. Alors X
est lisse en x ∈ X0 si et seulement si x n'appartient pas au sous-R-shéma formel
fermé de X déni par l'idéal HA/R.
Démonstration.  Comme X est plat, la lissité se lit sur la bre spéiale X0, ainsi
que l'appartenane au sous-R-shéma formel fermé. Le lemme est don une on-
séquene du théorème 4.1 de [25℄.
On dira qu'un R-shéma formel X ttf est génériquement lisse si sa bre générique
XK est lisse omme K-espae rigide, i.e. vérie un ritère jaobien identique à elui
vérié par les shémas lisses (f [6℄).
3. Fonteur de Greenberg et (pro)-shéma assoié à un shéma formel
3.1. La onstrution.  Dans e paragraphe, nous allons onstruire un fonteur
Gr : Formsttf/R → ProSch/k
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de la atégorie des R-shémas formels sttf dans la atégorie des pro-k-shémas.
Rappelons quelques résultats de [13℄ et [7℄ 9.6. Pour tout n ≥ 0, onsidérons le
fonteur h∗n qui à un k-shéma assoie
1. le k-shéma h∗n(T ) := T ×k Rn, en égale aratéristique.
2. l'espae loalement annelé h∗n(T ), dont l'espae topologique sous-jaent est T
et le faiseau strutural est Hom(T,Rn), où Rn est le k-shéma en anneaux
dont l'anneau des points rationnels est Rn (f [7℄ et [17℄), dans les as d'inégale
aratéristique. Dans le as où R = W (k), e k-shéma Rn est simplement le
shéma en anneaux des veteurs de Witt de longueur n.
Soit A une k-algèbre. On pose L(A) = A si R est un anneau d'égale aratéristique
et L(A) = W (A) si R est un anneau d'inégale aratéristique.
En partiulier, pour toute k-algèbre A,
h∗n(SpecA) =: h
∗
n(A) = Spec(Rn ⊗L(k) L(A)).
Dans l'artile [13℄, Greenberg a montré que, pour tout Rn-shéma Xn loalement
de type ni, le fonteur
T 7→ HomR(h∗n(T ), Xn)
de la atégorie des k-shémas dans elle des ensembles est représentable par un k-
shéma Grn(Xn) qui est loalement de type ni (i.e. le fonteur h
∗
n admet un adjoint
à droite que l'on note Grn) et vérie, pour toute k-algèbre A,
Grn(Xn)(A) ≃ Xn(Rn ⊗L(k) L(A)).
En partiulier, si A = k, on a
Grn(Xn)(k) ≃ Xn(Rn).
SoitX un R-shéma formel sttf. Les morphismes anoniques Rn+1 → Rn, induisent
alors, notamment par adjontion, pour tout n ∈ N, des k-morphismes
θn+1n : Grn+1(Xn+1)→ Grn(Xn)
qui font de la suite (Grn(Xn))n∈N un système projetif dans la atégorie des k-
shémas de type ni et séparés (ar, pour tout n, le k-shéma Xn est séparé). Enn,
omme un reouvrement (ni) de X par des ouverts formels anes induit un reou-
vrement des Grn(Xn) (f proposition 3.3.1/2), es morphismes de transition sont
anes et leur limite lim←−Grn(Xn) existe dans la atégorie des k-shémas.
Soit T un k-shéma. On dénit h∗(T ) l'espae loalement annelé, dont l'espae
topologique sous-jaent est T et le faiseau strutural lim←−Homk(T,Rn). Cet espae
loalement annelé appartient à la atégorie des espaes loalement annelés sur D.
3.1.1. Lemme.  Pour tout R-shéma formel sttf X , l'appliation anonique
HomD(h
∗(T ),X )→ lim←−HomRn(h
∗
n(T ), Xn)
est une bijetion.
Démonstration.  Déoule des dénitions.
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3.1.2. Proposition.  Soit X un R-shéma formel sttf. Le fonteur
T 7→ HomR(h∗(T ),X )
de la atégorie des k-shémas dans elle des ensembles est représentable par un k-
shéma anoniquement isomorphe à lim←−Grn(Xn).
Démonstration.  Cei déoule de la propriété universelle des Grn(Xn) et du lemme
3.1.1.
On posera alors
Grn(X ) := (Grn(Xn))red
et
Gr(X ) := lim←−(Grn(Xn)red) ≃ (lim←−Grn(Xn))red.
On a don onstruit un fonteur Gr de la atégorie des R-shémas formels sttf dans
la atégorie des pro-k-shémas, omme omposé des fonteurs dénis i-dessus.
En partiulier, pour toute extension F de k, les appliations anoniques
Grn(X )(F )→ Grn(Xn)(F )
et
Gr(X )(F )→ (lim←−Grn(Xn))(F )
sont des bijetions.
Dans le as d'égale aratéristique, R ≃ k[[π]]. Soit X une variété algébrique sur
k. On peut alors onsidérer pour tout n ∈ N, le Rn-shéma X ×k Rn. Il déoule
des dénitions que Grn(X ×k Rn) est isomorphe au k-shéma Ln(X) onsidéré dans
[10℄. On en déduit en partiulier que L(X) ≃ Gr(X⊗ˆkR), où X⊗ˆkR est simplement
le omplété π-adique de X .
3.1.3. Exemple.  Il déoule des dénitions que le k-shéma Gr0(X ) est anon-
iquement isomorphe à (X0)red.
3.2. Les notations. 
1. Soit A une k-algèbre. On pose L(A) = A si R est un anneau d'égale aratéris-
tique et L(A) = W (A) si R est un anneau d'inégale aratéristique. On notera
par RA l'anneau RA := R⊗L(k)L(A). Si F est un orps parfait ontenant k, on
notera KF le orps des frations de RF . On peut remarquer alors, que, omme
k est supposé parfait, l'extension R → RF est d'indie de ramiation 1 au
sens de [7℄ 3.6. En partiulier, on a une bijetion anonique
Gr(X )(F ) ≃ X (RF ).
2. Pour tout n ∈ N, les morphismes anoniques seront toujours notés de la
manière suivante :
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Gr(X ) pin,X //
pin−1,X &&LL
LL
LL
LL
LL
Grn(X )
θnn−1

Grn−1(X ).
Les morphismes πn,X (ou πn) sont les morphismes de tronation. Les mor-
phismes θn−1n sont les morphismes de transition.
3. Soit Y un R-shéma formel sttf. Soit h : Y → X un R-morphisme de shémas
formels. On notera enore h le k-morphisme de shémas Gr(h), et on notera
hn le k-morphisme Grn(h), pour tout n ∈ N. Ces morphismes h et hn rendent
ommutatif le diagramme suivant :
Gr(Y) h //
pin,Y

Gr(X )
pin,X

Grn(Y)
hn
// Grn(X )
3.3. Les propriétés et la dénition par reollement. 
3.3.1. Proposition.  1. Le fonteur Gr préserve les immersions ouvertes et
fermées, les produits brés, et transforme R-shémas formels anes en k-
shémas anes.
2. Soit X un R-shéma formel sttf et soit (Oi)i∈J un reouvrement ni de X par
des sous-shémas formels ouverts anes. Il existe des isomorphismes anon-
iques Gr(Oi ∩ Oj) ≃ Gr(Oi) ∩ Gr(Oj) et le k-shéma Gr(X ) est obtenu en
reollant les Gr(Oi).
Démonstration.  Les assertions 3.3.1/1 et 3.3.1/2 pour Gr se déduisent direte-
ment de elles pour Grn. L'assertion 3.3.1/1 est démontrée dans [13℄. Il nous sut
don de prouver l'assertion 3.3.1/2 pour Grn et n ∈ N. L'existene d'isomorphismes
anoniques déoule de la propriété universelle. L'assertion 3.3.1/2 s'ensuit.
3.3.2. Lemme.  Soit X un R-shéma formel sttf. Alors le k-morphisme anon-
ique de shémas
Gr(Xred) →֒ Gr(X )
est un isomorphisme.
Démonstration.  Soit x ∈ Gr(X ). Par adjontion, il orrespond, à un point géométrique
au-dessus de x, un D-morphisme de shémas formels ϕ : Spf Rk′ → X , où k′ est une
lture algébrique de κ(x), le orps résiduel de x dans Gr(X ). Comme Spf Rk′ est
réduit, le morphisme ϕ se fatorise par Xred. En partiulier, x ∈ Gr(Xred). Les deux
k-shémas réduits de Gr(X ) et Gr(Xred) ont don le même espae topologique sous-
jaent. L'assertion en déoule.
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Rappelons la dénition d'une algèbre de Tate analytiquement séparable (f [23℄).
3.3.3. Dénition.  Soit A une algèbre de Tate dénie par un idéal
a ⊂ K{X1, . . . , XN}.
On dit que A est analytiquement séparable si l'anneau
K{X1, . . . , XN}/aK{X1, . . . , XN}
est réduit, où K est le omplété d'une lture algébrique de K. Dire que A n'est pas
analytiquement séparable équivaut à dire que K est de aratéristique p > 0 et que
K1/p{X1, . . . , XN}/aK1/p{X1, . . . , XN} n'est pas réduit.
3.3.4. Proposition.  Soit X un R-shéma formel admissible et réduit de pure
dimension d. Soit Xsing le sous-R-shéma formel fermé de X déni en 2.3.5. Soient
XK la bre générique de X et (Xsing)K elle de Xsing. Alors soit (Xsing)K est de
odimension au moins 1 dans XK ; soit, pour tout ouvert ane U → X sttf, il existe
un sous-R-shéma formel ZU →֒ U tel que :
1. la bre générique (ZU)K de ZU est de odimension au moins 1 dans XK .
2. Le morphisme de k-shémas formels Gr(ZU) →֒ Gr(U) est fortement bijetif
(f 3.5).
Démonstration.  La question étant loale en X , on peut supposer que X := Spf A
est ane déni dans R{X1, . . . , XN} par un idéal I. Soit IK := I ×R K. On peut
supposer que X est irrédutible. En partiulier, ei entraîne que l'idéal IK est
premier.
Premier as : supposons que AK := A ⊗R K est analytiquement séparable. Dans
l'artile [23℄, Shappaher a montré que le lieu singulier de XK est ontenu sr-
titement dans XK . En partiulier, ei implique que la dimension de (Xsing)K est
stritement inférieure à d (ar (Xsing)K est un fermé de XK et XK est irrédutible.
Deuxième as : supposons que AK := A⊗RK n'est pas analytiquement séparable.
Par un argument d'analyse ultramétrique utilisé par Shappaher dans [23℄, l'hy-
pothèse entraîne qu'il existe g ∈ K{X1, . . . , XN} vériant les propriétés suivantes :
g 6∈ IK et g(ϕ) = 0 pour tout ϕ ∈ Gr(X )(k). Quitte à multiplier par une puissane
de π, on peut supposer en outre que g ∈ R{X1, . . . , XN}. Le sous-R-shéma formel
fermé déni par l'idéal I + g est une solution au problème.
3.3.5. Lemme.  Soit h : Y → X un D-morphisme étale de shémas formels sttf
et réduits. Alors le k-shéma Grn(Y) (resp. Gr(Y)) est (anoniquement) isomorphe
au k-shéma Grn(X )×X0 Y0 (resp. Gr(X )×X0 Y0)), pour tout n ∈ N.
Démonstration.  Dans le as où X est le omplété π-adique d'une variété sur k,
ette preuve est également faite dans [15℄. On peut supposer X et Y anes. Soit
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S = SpecA un k-shéma ane. La donnée d'un k-morphisme S → Grn(X ) ×X0 Y0
équivaut à elle d'un diagramme ommutatif de k-morphismes
S //

Grn(X )
θn0

Y0
h0 // X0
Par adjontion, elle-i équivaut à la donnée du diagramme ommutatif de Rn-
morphismes
Spec(L(A))⊗L(k) Rn) // Xn
Yn
hn
>>}
}
}
}
X0
``AAAAAAAA
S = Spec(L(A(S))⊗L(k) R0)
u
OO
//
55kkkkkkkk
Y0
``A
A
A
A
h0
>>}}}}}}}}
Comme le Rn-morphisme u est une immersion nilpotente et que le Rn-morphisme hn
est étale (f 2.3.9), il existe un unique Rn-morphisme v : Spec(L(A(S))⊗L(k)Rn)→
Yn, qui omplète le diagramme i-dessus en un diagramme de Rn-morphismes, où
tous les triangles sont ommutatifs
Spec(L(A(S))⊗L(k) Rn)
v
((Q
QQ
QQ
QQ
Q
// Xn
Yn
hn
>>}}}}}}}}
X0
``AAAAAAAA
S
u
OO
//
66llllllllllllllllll
Y0
``BBBBBBBB
h0
==||||||||
Par adjontion, on déduit l'existene d'un k-morphisme de shéma v : S → Grn(Y).
L'uniité de e morphisme déoule de la onstrution.
3.4. Le as lisse. 
3.4.1. Exemple.  Si X = BdR, le k-shéma Grn(X ) est k-isomorphe à A(n+1)dk .
3.4.2. Lemme.  Soit X un R-shéma formel sttf lisse sur R de dimension d.
Alors on a les propriétés suivantes :
1. pour tout n ∈ N et tout m ≥ n, les k-morphismes πn,X et θmn sont surjetifs.
2. Pour tout n ∈ N, le k-morphisme θn+1n est une bration loalement triviale
pour la topologie de Zariski de bre Adk.
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Démonstration.  L'assertion 3.4.2/1 est une onséquene de 3.4.2/2. Comme X
est lisse, pour tout x ∈ X0, il existe un sous-R-shéma formel ane U →֒ X , ouvert
ontenant x, et un R-morphisme de shémas formels étale U → BdR. Le lemme 3.3.5
et le fait que Grn(B
d
R) = A
(n+1)d
k assurent le résultat.
3.5. L'interprétation des points géométriques.  Soit x un point géométrique
de Gr(X ) et x un point géométrique au-dessus de x, i.e. un k-morphisme de shé-
mas Spec κ(x)alg → Gr(X ) ave κ(x)alg une lture algébrique du orps résiduel
κ(x) ⊃ k. Par adjontion, il lui orrespond un unique R-morphisme de shémas
formels x : Spf Rκ(x)alg → X . Posons k′ := κ(x)alg. Désignons par K ′ le orps des
frations de l'anneau Rk′. Par extension des salaires, les ensembles
HomD(Spf Rk′,X )→ HomSpf Rk′ (Spf Rk′,X×ˆD Spf Rk′)
s'identient anoniquement. On peut don assoier à x un (unique) rig-point d'une
extension de X . En partiulier, si X est ane, un point géométrique de Gr(X )
s'identie à un (unique) point de l'espae sous-jaent d'une extension de XK par un
orps K ′ (f lemme 3.4 de [4℄).
Soit h : Y → X un D-morphisme de shémas formels sttf. On dira que h : Gr(Y)→
Gr(X ) est injetif si l'appliation d'ensembles sous-jaente est injetive. On dit que
h est fortement injetif si, pour tout orps F parfait (et séparable) ontenant k,
l'appliation anonique
Gr(Y)(F )→ Gr(X )(F )
est injetive. Si h est fortement injetif, alors h est injetif. Soient x et y deux points
distints de Gr(Y), de orps résiduels κ(x) et κ(y) dans Gr(Y). Soit F le orps
parfait et séparable déni de la manière suivante
F := (Frac(κ(x)alg ⊗kalg κ(y)alg))alg
où Frac(A) est le orps des frations de A, si A est un anneau intègre. Le orps F
ontient les orps κ(x) et κ(y) (don k). Soit ϕx : Spec(κ(x)
alg) → Gr(Y) (resp.
ϕy : Spec(κ(y)
alg)→ Gr(Y)) le k-morphisme orrespondant à x (resp. à y). On a les
diagrammes ommutatifs suivants
SpecF
p2
))SS
SSS
SSS
SSS
SSS
p1
uukkkk
kkk
kkk
kkk
kk
Spec(κ(x)alg)
ϕx //
ϕ1
))SSS
SSS
SSS
SSS
SSS
Gr(Y)
h

Spec(κ(y)alg)
ϕyoo
ϕ2
uukkkk
kkk
kkk
kkk
kk
Gr(X )
Par hypothèse et onstrution, les morphismes ϕx ◦ p1 et ϕx ◦ p2 sont distints.
L'hypothèse d'injetivité entraine alors que les morphismes ϕ1 ◦ p1 et ϕ2 ◦ p2 sont
distints. En partiulier, leurs images, i.e. les points h(x) et h(y) de Gr(X ), sont
également distints.
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De même, on dit que h est surjetif (bijetif ) si l'appliation d'ensembles sous-
jaente est surjetive (bijetive). On dit que h est fortement surjetif (fortement
bijetif ) si, pour tout orps F parfait (et séparable) ontenant k, l'appliation anon-
ique
Gr(Y)(F )→ Gr(X )(F )
est surjetive (bijetive). Si h est fortement surjetif (fortement bijetif), alors h
est surjetif (bijetif). En eet, soit x ∈ Gr(X ). Soit x˜ ∈ Gr(X )(F ) un F -point
géométrique de Gr(X ) au-dessus de x. Alors, par hypothèse, il existe un F -point y˜
de Gr(Y) qui est un antéédant de x˜ par h. En partiulier, le point y˜(F ) de Gr(Y)
est un antéédent de x par h.
3.5.1. Exemple.  Soit X un R-shéma formel sttf, génériquement lisse. Il pos-
sède don un modèle de Néron faible σ : U → X sttf (f [8℄). Par dénition, le
R-morphisme σ est fortement injetif et fortement surjetif.
Pour toutes es raisons, nous identierons, dans la suite de l'artile, toutes les fois
où ela sera néessaire, les notions de points de Gr(X ) et de F -points de Gr(X ),
pour F une extension parfaite de k. Ainsi, si x ∈ Gr(X ), on notera ϕx : Spf Rk′ → X
(ou plus simplement ϕ) le D-morphisme orrespondant à un point géométrique de
Gr(X ) au-dessus de x.
4. Cylindres et leur mesure
4.1. Les anneaux de Grothendiek. Soit k un orps. On noteM := K0(V ar/k)
le groupe abélien engendré par les symboles [S], pour S une variété sur k (i.e. un
k-shéma de type ni réduit et séparé), ave les relations [S] = [S ′] si S et S ′ sont
isomorphes et [S] = [S ′] + [S\S ′] si S ′ est une sous-variété fermée de S. Il existe une
struture naturelle d'anneau sur M, le produit étant induit par le produit bré. La
lasse du point est l'élément neutre de et anneau. On la notera 1.
À tout ensemble onstrutible C d'une variété S, on peut assoier naturellement
une lasse [C] dans M. Si C et C ′ sont deux ensembles onstrutibles d'une variété
S, on a la relation [C ∪ C ′] = [C] + [C ′]− [C ∩ C ′].
On notera L la lasse de A1k dans M, i.e. L := [A1k]. On désignera par Mloc :=
M[L1] le loalisé de M par rapport au système multipliatif {1,L,L2, . . . }.
Soit FmMloc le sous-groupe deMloc engendré par les [S]L−i tels que dimS− i ≤
−m, et M̂ le séparé, omplété de Mloc suivant ette ltration. On notera F • ette
ltration. On note Mloc l'image de Mloc dans M̂.
La ltration F • dénit une topologie métrisable sur M̂. On note
‖ ‖: M̂ // R≥0
l'appliation telle que
‖a‖ =
{
2−n si a ∈ F nM̂ et a 6∈ F n+1M̂,
0 a = 0.
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Cette appliation est la norme induite par ette ltration. Elle munit M̂ d'une
struture d'anneau normé non arhimédien.
Soit S une k-variété. Tout sous-ensemble onstrutible C de S peut s'érire
omme réunion nie disjointe de sous-k-variétés de S, i.e. il existe des sous-k-variétés
(Si)1≤i≤n de S telles que
C = ⊔1≤i≤nSi.
On dénit alors la dimension de C omme la borne supérieure des dimensions des
Si pour 1 ≤ i ≤ n. Il est lair que ette dénition est indépendante de la partition
hoisie.
4.2. Les morphismes par moreaux. 
4.2.1. Dénition.  Soient X et Y deux k-shémas, A (resp. B) une partie on-
strutible de X (resp. Y ). On dit qu'une appliation π : A → B est un morphisme
par moreaux s'il existe une partition nie de A en sous-shémas loalement fermés
de X telle que la restrition de π à haun de es sous-shémas soit induite par un
morphisme de k-shémas.
4.2.2. Dénition.  Ave les notations i-dessus, on dit que l'appliation π :
A → B est une bration triviale par moreaux de bre F , s'il existe une partition
nie de B par des sous-ensembles S loalement fermés dans Y tel que π−1(S) est
loalement fermé dans X et isomorphe, en tant que k-shéma, à S ×k F , π orre-
spondant, par et isomorphisme à la projetion S ×k F → S.
4.2.3. Dénition.  Ave les mêmes notations, on dit que l'appliation π est une
bration triviale par moreaux sur C, ave C un sous-ensemble onstrutible de B,
si la restrition de π à π−1(C), i.e. π|pi−1(C) : π
−1(C)→ C, est une bration triviale
par moreaux.
4.2.4. Remarque.  Si π : A→ B est une bration triviale par moreaux de bre
F , les lois algébriques dans M assurent que [A] = [B].[F ].
4.3. Les ylindres. Fixons un R-shéma formel sttf.
4.3.1. La dénition et les premiers exemples.
4.3.2. Dénition.  On dit qu'une partie A de Gr(X ) est un sous-ensemble ylin-
drique de rang n de Gr(X ) (ou plus simplement un ylindre de rang n de Gr(X )),
si A = π−1n,X (C), où C désigne une partie onstrutible de Grn(X ). On dit que A est
un ylindre si A est un ylindre d'un ertain rang n.
4.3.3. Dénition.  On dit qu'une partie A de Gr(X ) est un pro-ylindre (resp.
un ind-ylindre) si elle est intersetion (resp. réunion) dénombrable de ylindres.
4.3.4. Lemme.  Soit A un ylindre de rang n de Gr(X ). Alors A = π−1n,X (πn,X (A)).
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Démonstration.  Évident, ar A := π−1n,X (An) ave An ensemble onstrutible de
Grn(X ).
4.3.5. Exemples.  1. L'espae Gr(X ) est un 0-ylindre, puisque π−10,X ((X0)red) =
Gr(X ).
2. Soit U →֒ X un sous-R-shéma formel ouvert de X quasi-ompat. Le k-shéma
Gr(U) →֒ Gr(X ) est un 0-ylindre de Gr(X ) de rang 0. Plus préisément, on
a l'égalité :
Gr(U) = π−10,X (Gr0(U)).
En eet, par dénition on a que π0,X (Gr(U)) ⊂ Gr0(U). Soit ϕ ∈ π−10,X (Gr0(U)).
Cei entraîne en partiulier que l'image de ϕ : Spf Rk′ → X est ontenue
dans U . Soit V un ouvert ane de U (don ouvert de X ) ontenant l'image
topologique de ϕ. Le R-morphisme ϕ se fatorise par V don par U .
3. Soit Z →֒ X un sous-R-shéma fermé de X , muni du morphisme anonique.
Alors Gr(Z) est un pro-ylindre. En eet, on a l'égalité :
Gr(Z) = ∩n∈Nπ−1n,X (Grn(Z)).
4.3.6. Les propriétés essentielles.
4.3.7. Proposition.  Tout ylindre est un sous-ensemble onstrutible de Gr(X ).
Démonstration.  Ce lemme déoule du fait que l'image inverse d'un onstrutible
est onstrutible (f [12℄ 7).
4.3.8. Lemme.  Si A est un ylindre de rang n, alors A est aussi un ylindre de
rang m, pour tout m ≥ n.
Démonstration.  Ce lemme déoule de la ommutativité du diagramme suivant
Gr(X ) pim,X //
pin,X %%K
KK
KK
KK
KK
Grm(X )
θmn

Grn(X )
et du fait que l'image inverse d'un onstrutible est onstrutible (f [12℄ 7).
On note CX l'ensemble des ylindres de Gr(X ).
4.3.9. Proposition.  L'ensembleCX des ylindres de Gr(X ) est un anneau booléen.
Autrement dit,
1. les ensembles Gr(X ) ∈ CX et ∅ ∈ CX .
2. L'ensemble CX est stable par intersetion nie.
3. L'ensemble CX est stable par réunion nie.
4. L'ensemble CX est stable par passage au omplémentaire.
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Démonstration.  Grâe au lemme 4.3.8, on se ramène au as de ylindres de même
rang. Cette proposition déoule alors du fait que les parties onstrutibles d'un
ensemble vérient es propriétés et de la stabilité de es propriétés pour l'image
inverse (f [12℄ 7).
4.3.10. Lemme.  Soit (Ai)i∈I une famille dénombrable de ylindres de Gr(X ).
Si A := ∪i∈IAi est également un ylindre, alors il existe un sous-ensemble J ni de
I tel que A := ∪i∈JAi.
Démonstration.  En remarquant que Gr(X ) est quasi-ompat (obtenu par re-
ollement d'un nombre ni d'anes), e lemme est une onséquene de la quasi-
ompaité de la topologie onstrutible (f [12℄ 7).
Le résultat suivant, qui est une formulation du théorème de Shappaher [23℄, est
l'analogue du théorème de Greenberg [14℄ dans le adre de la théorie des shémas
formels.
4.3.11. Théorème.  Soit R un anneau de valuation disrète omplet et X un R-
shéma formel sttf. Pour tout n ≥ 0, il existe un entier mX (n) ≥ n, ne dépendant que
de X , tel que, pour tout orps parfait F ontenant k, et tout x ∈ X (RF/(π)mX (n)),
l'image de x dans X (RF/(π)n) peut être relevée en x˜ ∈ X (RF ). On appelle fontion
de Greenberg du shéma formel X l'appliation qui à n ∈ N assoie le plus petit des
entiers mX (n) dénis i-dessus. On notera γX ette appliation.
Ce théorème permet de démontrer le lemme suivant, qui joue un rle ruial dans
la dénition de la mesure motivique pour les ylindres.
4.3.12. Lemme.  L'image πn,X (Gr(X )) de Gr(X ) dans Grn(X ) est un ensemble
onstrutible de Grn(Xn). Plus généralement, si A est un ylindre de rang m de
G(X ), alors πn,X (A) est un ensemble onstrutible de Grn(X ), pour tout n ≥ 0.
Démonstration.  Il nous sut de démontrer la seonde assertion. Par dénition,
il existe un ensemble onstrutible Cm de Grm(X ) tel que A = π−1m (Cm) (on omettra
l'indieX dans πn,X ). On peut supposer quem = n. Si n ≥ m, A = π−1n ((θnm)−1(Cm)).
Si m ≥ n, πn(A) = θmn (πm(Am)) ; don, par un théorème de Chevalley (f [12℄ 7),
si πm(A) est onstrutible, πn(A) l'est aussi.
Supposons que m = n. Le théorème de Greenberg 4.3.11 assure que
πn(A) = θ
γX (n)
n ((θ
γX (n)
n )
−1(Cn)).
Le théorème de Chevalley déjà ité (f [12℄ 7) permet alors de onlure.
Les lemmes préédents permettent de borner la dimension des bres des mor-
phismes θmn .
4.3.13. Lemme.  Soit X un shéma formel sttf sur R dont la bre générique
XK est de dimension d. Alors :
1. pour tout n ∈ N, dim πn,X (Gr(X )) ≤ (n+ 1)d.
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2. Pour tout n,m ∈ N, tel que m ≥ n, les bres de πm,X (Gr(X ))→ πn,X (Gr(X ))
sont de dimension inférieure à (m− n)d.
Démonstration.  Supposons onnue l'assertion 4.3.13/2. Appliquons 4.3.13/2 aux
entiers n ≥ 0 et 0. On a π0(Gr(X )) ⊂ X0 et don
dim πn(Gr(X )) ≤ nd+ dim π0(Gr(X )) ≤ (n + 1)d.
Pour montrer l'assertion 4.3.13/2, il nous sut de prouver que, pour tout n ∈ N, la
dimension de haque bre du morphisme πn+1(Gr(X )) → πn(Gr(X )) est inférieure
ou égale à d.
On peut supposer que X est ane de la forme Spf R{x1, . . . , xN}/(f1, . . . , fm).
Posons f := (f1, . . . , fm). Soit x ∈ Gr(X ). Soit ξ˜ ∈ Gr(X )(κ(x)alg) le k-morphisme
qui orrespond à un point géométrique au-dessus de x et ξ ∈ RN le N-uplet de
RN qui orrespond à e morphisme. On peut supposer que k = κ(x)alg et que
ϕ ∈ RN . Soit Y le R-shéma formel ane ttf déni par le système de séries
formelles restreintes g(y) = f(ξ + πn+1y), ave y := (y1, . . . , yN) dans Spf R{y}.
Le K-morphisme d'algèbres topologiques qui à xi assoie ξi + π
n+1yi pour tout
1 ≤ i ≤ N induit un isomorphisme d'espaes rigides entre Xrig et Yrig. En parti-
ulier, Yrig est de dimension d. Il existe un R-modèle Y ′ de Yrig déni, dans BNR , par
le système d'équations g(y)/πn+1. Tout point de la bre est alors ontenu dans la
bre spéiale Y ′0 de Y ′. Le théorème 1 établi par Oesterlé dans [21℄ (f théorème
2.3.6) assure alors que la bre est de dimension au plus d.
Signalons ette onséquene du lemme 4.3.13.
4.3.14. Lemme.  Soit X un R-shéma formel sttf dont la bre générique XK
est de dimension d et soit S un sous-R-shéma formel fermé, dont la bre générique
SK est de dimension stritement inférieure à d. Soit γS la fontion de Greenberg
pour S. Alors pour tous n, i, e ∈ N, tels que n ≥ i ≥ γS(e), πn,X (π−1i,XGre(S)) est de
dimension inférieure à (n+ 1)d− e− 1. Autrement dit, pour tous n ≥ i ≥ γS(e),
[πn,X (π
−1
i,X (Gri(S)))].L−(n+1)d ∈ F e+1Mloc.
Démonstration.  On oubliera dans ette preuve les indies X et S. On peut sup-
poser que i = γ(e). Par le lemme 4.3.13/2 appliqué à la projetion :
πn(π
−1
γ(e)(Grγ(e)(S)))→ πe(π−1γ(e)(Grγ(e)(S)))
on obtient l'inégalité :
dim πn(π
−1
γ(e)(Grγ(e)(S))) ≤ (n− e)d+ dim πe(π−1γ(e)(Grγ(e)(S))).
Par ailleurs, par dénition de la fontion de Greenberg,
πe(π
−1
γ(e)(Grγ(e)(S))) = πe(Gr(S)).
Le lemme 4.3.13/1, assure que dim πe(Gr(S) ≤ (e + 1)(d − 1). Le résultat déoule
du fait que (n− e)d+ (e + 1)(d− 1) = (n+ 1)d− e− 1.
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4.3.15. Corollaire.  Soit X un R-shéma formel admissible. Soit B un ylindre
de Gr(X ) de rang m tel qu'il existe un sous-R-shéma formel Z de X , dont le k-
shéma de Greenberg assoié ontient B. Alors, pour tous n ≥ i ≥ max(m, γS(e)),
[πn,X (B)].L
−(n+1)d ∈ F e+1Mloc.
4.3.16. Remarque.  Soit X un R-shéma formel admissible et réduit. Alors la
proposition 3.3.4, le lemme 4.3.14 et son orollaire vont entraîner que soit le volume
du lieu singulier de X est nul, soit le volume de Gr(X ) est nul. Ce dernier as étant
sans grand intérêt, nous ne le traiterons pas expliitement dans les dénitions et les
preuves qui vont suivre, bien que elles-i soient enore valides dans e as.
4.3.17. Exemple.  Soit e ∈ N. Un exemple important de ylindre est le sous-
ensemble Gr(e)(X ) de Gr(X ) déni de la manière suivante : on pose
Gr(e)(X ) := Gr(X )\(π−1e,X (Gre(Xsing))).
Cette dénition induit la déomposition ensembliste :
Gr(X ) = (
⋃
e∈N
Gr(e)(X )) ⊔Gr(Xsing).
Soit x ∈ Gr(X ). On pose ϕx : Spec κ(x)p → Gr(X ) le k-morphisme orrespon-
dant, ave κ(x)p une lture parfaite du orps résiduel κ(x) de x dans Gr(X ). Si
x ∈ Gr(e)(X ), alors le K-morphisme (ϕx)rig se fatorise par le lieu lisse de la bre
générique Xrig de X (f [6℄ 2 et 3) et le défaut de lissité de Néron de l'adjoint du
morphisme ϕx est inférieur ou égal à e (f [8℄ 3 et [7℄ 3.3 et lemme 3.3/2).
4.3.18. La notion de ylindre stable.
4.3.19. Dénition.  On dit qu'un sous-ensemble A de Gr(X ) est un ylindre
stable de rang n si :
1. l'ensemble A est un ylindre de rang n.
2. Pour tout m ≥ n, la restrition du morphisme de transition πm+1(Gr(X )) →
πm(Gr(X )) est une bration triviale par moreaux de bre Adk sur πm(A).
Soit C0,X la famille des sous-ensembles ylindriques de Gr(X ) qui sont stables
pour un ertain rang n.
4.3.20. Proposition.  L'ensemble C0,X des ylindres stables de Gr(X ) est un
idéal de CX . Autrement dit, il vérie les propriétés suivantes :
1. l'ensemble C0,X ⊂ CX et ontient ∅.
2. Si A,B ∈ C0,X sont deux ylindres stables disjoints, alors leur réunion est un
ylindre stable.
3. Si A,B ∈ C0,X sont deux ylindres stables, alors leur réunion est un ylindre
stable.
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4. Si A ∈ C0,X et B ∈ C, alors A ∩B est un ylindre stable.
Démonstration.  Ces propriétés déoulent de la proposition 4.3.9 et de la dénition
des ylindres stables.
4.3.21. Exemple.  Le ylindre Gr(e)(X ) est stable (f lemme 4.3.25).
L'intérêt des ylindres stables est que l'on peut dénir une mesure naïve sur et
ensemble de la manière suivante.
4.3.22. Proposition.  1. Il existe un unique morphisme additif
µ0,X : C0,X −→M
tel que µ0,X (A) = [πn,X (A)]L
−(n+1)d
, pour tout ylindre A stable au rang n.
2. L'appliation A 7→ µ0,X (A) est σ-additive sur A ∈ C0,X .
3. Pour A et B dans A ∈ C0,X , ‖µ0,X (A ∪ B)‖≤ max(‖µ0,X (A)‖, ‖µ0,X (B)‖). Si
A ⊂ B, ‖µ0,X (A)‖ ≤ ‖µ0,X (B)‖.
Démonstration.  Soit A un ylindre stable de rang n de Gr(X ). Comme, par dé-
nition, l'appliation θmn est sur πn(A) une bration loalement triviale par moreaux
de bre Adk pour tout m ≥ n, on a dans Mloc la relation :
[πm,X (A)] = [πn,X (A)]L
(m−n)d.
Cette relation permet de donner un sens à la dénition, puisque A est un ylindre
stable également au rang m ≥ n.
Soit A := ∪i∈NAi un ylindre de Gr(X ) stable au rang n, réunion de ylindres
stables disjoints deux à deux. L'additivité de l'appliation [ ] entraîne l'additivité
de µ0,X . Pour la σ-additivité, on se ramène au as de l'additivité grâe au lemme
4.3.10.
4.3.23. La mesure pour les ylindres.
4.3.24. Proposition.  Soit X un R-shéma formel admissible et réduit.
1. Pour tout ylindre A ∈ CX , la limite
µ˜X (A) := lim
e→∞
µ0,X (A ∩Gr(e)(X ))
existe dans M̂
2. Si A ∈ C0,X , alors µ˜X (A) et µ0,X (A) oïnident dans Mloc.
3. L'appliation A 7→ µ˜X (A) est σ-additive sur A ∈ CX .
4. Pour A et B dans A ∈ CX , ‖µ˜X (A ∪ B)‖ ≤ max(‖µ˜X (A)‖, ‖µ˜X (B)‖). Si
A ⊂ B, ‖µ˜X (A)‖ ≤ ‖µ˜X (B)‖.
La preuve s'appuie sur le lemme lé suivant.
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4.3.25. Lemme.  Soit X un R-shéma formel admissible et réduit de pure di-
mension d. Il existe cX ∈ N\{0} tel que, pour tout e et tout n ∈ N ave n ≥ cX e,
on ait le résultat suivant :
1. l'appliation :
θn : πn+1,X (Gr(X ))→ πn,X (Gr(X ))
est une bration triviale par moreaux sur πn,X (Gr
(e)(X )) de bre Adk.
2. En partiulier,
[πn,X (Gre(X ))] = [πcX e,X (Gre(X ))]Ld(n−cX e).
Démonstration du lemme 4.3.25.  Le point 4.3.25/2 est une onséquene direte
de l'assertion 4.3.25/1. On peut supposer que X est ane de la forme
X = Spf R{x1, . . . , xN}/I →֒ BNR .
Soit J l'idéal de R{x1, . . . , xN} engendré par les produits hδ, où h appartient
au onduteur de I dans l'idéal de R{x1, . . . , xN} déni par m ≤ N généra-
teurs g1, . . . , gm ∈ I et où δ est un mineur m × m de la matrie jaobienne
(∂gj/∂xi)1≤j≤m,1≤i≤N . Le lieu singulier est alors déni par l'idéal
√I + J (ref lemme
2.3.10). Soit cX le plus petit entier naturel tel que la puissane cX -ème radial de
l'idéal I + J soit ontenue dans l'idéal I + J .
On peut supposer que X →֒ BNR est d'intersetion omplète. En eet, soit x un
point de Gr(X ). Soit ϕ : Spf Rk′ → X le D-morphisme qui orrespond à un point
géométrique au-dessus de x. Supposons que x 6∈ π−1X ,e(Gre(X )). Alors il existe g ∈√I + J tel que
(0) g(ϕ) 6≡ 0 modulo πe+1.
En partiulier, la ongruene (0) entraîne l'existene d'un élément u de l'idéal J tel
que
u(ϕ) 6≡ 0 moduloπcX e+1.
On peut supposer u = hδ, où h ∈ ((g1, . . . , gm) : I) et δ est un mineur de la
matrie jaobienne (∂gj/∂xi)1≤j≤m,1≤i≤N . On peut supposer que m = N − d. En
eet, ϕe ∈ RNe appartient à Gre(Xsing) si et seulement si q(ϕe) = 0 dans Re pour
tout q ∈ √I + JRe. Cei reste vrai, en partiulier, pour les éléments q de la forme
hδ i-dessus ave m = N − d.
Le ylindre Gr(e)(X ) peut don être reouvert par un nombre ni de ylindres de
Gr(BNR ) de la forme :
A := {ϕ ∈ Gr(BNR ) | (hδ)(ϕ) 6≡ 0moduloπce+1}.
Il nous sut don de prouver que, pour tout n ≥ cX e, l'appliation θn est une
bration triviale par moreaux de bre Adk sur πn,X (Gr(X ) ∩A) (Gr(X ) ∩A est un
ylindre de Gr(X )). Comme h(ϕ) 6= 0 pour tout ϕ ∈ A,
Gr(X ) ∩ A = Gr(Spf R{x1, . . . , xN}/(f1, . . . , fN−d)) ∩A.
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On peut don supposer que X →֒ BdR est d'intersetion omplète, i.e. l'idéal I
est engendré par N − d éléments (f1, . . . , fN−d). Notons ∆ la matrie jaobienne
(∂fj/∂xi)1≤j≤N−d,1≤i≤N .
Montrons que la bre de θn au-dessus d'un point quelonque x de Gr(X ) est κ(x)-
isomorphe à Adκ(x). Soit x ∈ Gr(X ). Quitte à étendre les salaires, on peut supposer
que k = κ(x)alg. Soit alors ϕ : D → X le R-morphisme orrespondant au point x.
Soit e′ ∈ N, e′ ≤ cX e. Posons
A′ := {ϕ ∈ A | ordpiδ(ϕ) = e′ et ordpiδ′(ϕ) ≥ e′
pour tout mineur (N − d)× (N − d) δ′ de ∆}.
L'ensemble A′ est un ylindre de Gr(X ). Il nous sut don de prouver que l'ap-
pliation θn est une bration par moreaux triviale sur πn,X (Gr(X ) ∩ A′). On peut
supposer, quitte à réordonner les xi, que le mineur δ se alule à partir des N − d
premières olonnes de ∆. L'ensemble θ−1n (x) est dérit par les équations en y ∈ RN
fj(ϕ+ π
n+1y) = πn+1Dϕfj .y + π
2n+2Fj(y) = 0
pour tout 1 ≥ j ≥ N − d, où Fj ∈ R{x1, . . . , xN}. Soit M la matrie adjointe de
la sous-matrie de ∆ dénie par les N − d premières olonnes. En partiulier, ette
matrie à oeients dans R{x1, . . . , xN} vérie
M.∆ = (δIN−d,W )
où W est une d×N − d matrie satisfaisant à
W (ϕ) ≡ 0modulo(πe′).
En eet, soit ∆˜(ϕ) la sous-matrie N−d×N−d de ∆(ϕ) formée des N−d premières
olonnes, que l'on note ∆i(ϕ) pour 1 ≤ i ≤ N − d. Soit j un entier naturel tel que
1 ≤ j ≤ d. Soit Wj(ϕ) la j-ème olonne de W (ϕ) (i.e. la N − d+ j-ème olonne de
M(ϕ).∆(ϕ)). Le système
(0′) ∆˜(ϕ).X = Wj(ϕ),
où X = (Xi)1≤i≤N−d ∈ RN−d est un veteur olonne, admet, pour tout 1 ≤ j ≤ d,
une solution, qui se dérit expliitement grâe à la règle de Cramer par
Xi = det(∆1(ϕ), . . . ,∆i−1(ϕ),Wj,∆i+1(ϕ), . . . ,∆N−d(ϕ))/det∆(ϕ)
(qui est un élément de R puisque le mineur N −d×N −d de ∆(ϕ) formé des N −d
premières olonnes est de valuation minimale parmi les mineurs N − d × N − d de
∆(ϕ)).
La bre est alors dérite par le système suivant
(1) π−e
′
M.∆(ϕ) + πn+1−e
′
(. . . ) = 0.
Le lemme de Hensel (f [9℄ III 4-3) assure alors que la bre de θn au-dessus de x
est simplement l'ensemble des y0 ∈ kN vériant les équations linéaires
π−e
′
M.∆(y0) ≡ 0modulo(π).
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La bre θ−1n (x) est don naturellement munie d'une struture de κ(x)-espae ve-
toriel, de dimension d, exprimant les N − d premières oordonnées en fontion de
ombinaisons linéaires des d-dernières, dont les oeients sont paramétrés par les
premières oordonnées de ϕ (f 2.2).
Nous allons onlure ette preuve par un argument noethérien. Soit Si un sous-
k-shéma loalement fermé de Grn(X ) ontenu dans πn(Gr(X )∩A′). Le diagramme
ommutatif suivant
πn+1(Gr(X ) ∩ A′) θn // πn(Gr(X ) ∩A′)
Ti := θ
−1
n (Si)
//
?
OO
Si
?
OO
assure qu'il nous sut de démontrer qu'un k-morphisme p : T → S de shémas lo-
alement de type ni, dont les bres vérient la ondition i-dessus, est une bration
par moreaux triviale, i.e. il existe une partition nie (Si)i de S en sous-k-shémas
loalement fermés telle que, pour tout i, le shéma p−1(Si) est k-isomorphe à Si×kAdk.
Le lemme 4.3.26 i-dessous assure que, sous es hypothèses, il existe un ouvert
dense U0 →֒ S de S := Z0 tel que p−1(U0) soit k-isomorphe à Adk ×k U0. Soit Z1 le
omplémentaire de U0 dans S := Z0. Nous pouvons alors appliquer à nouveau e
raisonnement au sous-k-shéma (loalement fermé) Z1 de Grn(X ). En réitérant le
proédé, on obtient une suite déroissante de fermés de S, S := Z0 ⊃ Z1 ⊃ . . . , qui,
par noethérianité, stationne au rang r. La partition herhée est alors donnée par
les ouverts Ui pour 0 ≤ i ≤ r.
4.3.26. Lemme.  Soient S et T deux k-shémas de type ni et p : T → S
un k-morphisme de shémas tel que, pour tout x ∈ S, le κ(x)-shéma p−1(x) est
κ(x)-isomorphe à Adκ(x). Alors il existe un ouvert dense U de S tel que p
−1(U) est
U-isomorphe à AdU .
Démonstration.  La propriété étant loale sur la base, on peut supposer que
S := SpecA, où A est une k-algèbre de type ni. Soit (Si)i∈I , I ni, l'ensemble
des omposantes irrédutibles de S. Pour tout i ∈ I, soit ηi le point générique de
Si. Soit D(gi) un ouvert ane de S ontenant ηi. L'ouvert de S, D(gi)\(∪j 6=iSj),
ontient ηi et est ontenu dans Si. Quitte à restreindre enore S, on peut supposer
en outre que S est irrédutible. Désignons par η son point générique.
Commençons par prolonger le κ(η)-morphisme de shémas p−1(η) → Adκ(η) à
un morphisme au-dessus de U , pour U un ouvert ane de S de la forme D(g)
ave g ∈ A. La donnée d'un tel morphisme est équivalente à elle de d setions
globales de p−1(η). Soit (Ti)i∈I un reouvrement ouvert de T par des ouverts anes
Ti = SpecBi, où Bi est une k-algèbre de type ni. Comme la donnée d'une setion
globale de p−1(η) est équivalente à elle de |I| setions de p−1(η) au-dessus des
Ti ×k Specκ(η) ave onditions de reollement, il nous sut de prouver l'existene
d'un tel morphisme pour T ane. Soient B la k-algèbre des setions globales de T
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et K le orps des frations de A. Soit (si)1≤i≤d d éléments de BK = B⊗AK. Il existe
alors g ∈ A tel que (si)1≤i≤d ∈ Bg = B ⊗A Ag.
Prouvons que, quitte à restreindre U , le U-morphisme p−1(U) → AU est enore
une immersion fermée. On peut supposer que T = SpecB. Si le K-morphisme
d'algèbres K[X1, . . . , Xd] → BK est surjetif, il existe un élément g′ ∈ A tel que la
restrition du U-morphisme p−1(U) → AU à T ×k D(gg′) soit déjà une immersion
fermée, en appliquant le raisonnement préédent aux générateurs de B omme A-
algèbre de type ni. En partiulier, ei entraine que le k-shéma T est ane. On
note T = SpecB, où B est une k-algèbre de type ni.
Montrons que, quitte à restreindre U , le noyau du morphisme d'algèbres Agg′ →
B⊗AAgg′ est nul. On applique le raisonnement préédent aux générateurs du noyau,
pour trouver un élément g′′ ∈ A tel que la restrition de notre morphisme de shémas
T ×k D(gg′g′′) soit un isomorphisme.
Démonstration de la proposition 4.3.24.  Soit A un ylindre de Gr(X ) de rang
m. Le lemme lé 4.3.25 assure que pour tout e ∈ N l'ensemble A ∩ Gr(e)(X ) est
un ylindre stable de rang max(m, cX e). Il nous faut don montrer que la suite
(µ0,X (A ∩ Gr(e)(X )))e∈N onverge dans M̂, i.e. est de Cauhy dans M̂. Posons
A(e) := A∩Gr(e)(X ) et A(e) := Gr(X )\(A∩Gr(e)(X )) = A∩π−1e,X (Gre(Xsing)). Soient
ε > 0 et q = E(−log(ε)/log2)+ 1. On veut montrer qu'il existe e0 ∈ N tel que pour
tous e′ ≥ e ≥ e0
[πn,X (A
(e)]L−(n+1)d − [πn,X (A(e′)]L−(n+1)d ∈ F q+1M̂.
Par additivité de [ ] sur les onstrutibles, on obtient, pour n ≥ max(m, cX e, cX e′) :
[πn,X (A
(e))]L−(n+1)d = [πn,X (A)]L
−(n+1)d − [πn,X (A(e))]L−(n+1)d.
En partiulier, ei entraîne que
[πn,X (A
(e)]L−(n+1)d − [πn,X (A(e′)]L−(n+1)d
= ([πn,X (A
(e)) ∩ πn,X (A(e))]− [πn,X (A(e′)) ∩ πn,X (A(e′))])L−(n+1)d
+([πn,X (A(e′))]− [πn,X (A(e))])L−(n+1)d.
Si e′ ≥ e ≥ γ(q), où γ désigne la fontion de Greenberg pour Xsing, le lemme 4.3.14
assure que
[πn,X (A(e′))]L
−(n+1)d ∈ F q+1M̂
et
[πn,X (A(e))]L
−(n+1)d ∈ F q+1M̂
Cei implique que la suite ([πn,X (A
(e))]L−(n+1)d)e∈N est de Cauhy dans M̂.
Les autres assertions sont vériées par µ0,X et sont stables par passage à la limite.
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4.3.27. Lemme.  Soit A un ylindre de Gr(X ) de rang m. La suite
([πn,X (A)]L
−(n+1)d)n∈N
onverge dans M̂ vers µ˜X (A).
Démonstration.  Soit e ≥ 0, posons A(e) := A\π−1e,X (Gre(Xsing)). Soit γ la fontion
de Greenberg pourXsing. Le lemme 4.3.14 assure que, pour tout n ≥ max(γ(e), m, cX e),
[πn,X (A)]L
−(n+1)d − [πn,X (A(γ(e)))]L−(n+1)d
appartient à F e+1Mloc. Par dénition, A(e) ⊂ Gr(e)(X ). Il déoule du lemme 4.3.25
que A(γ(e)) est stable de rang max(m, cXγ(e)). Par onséquent, pour tous n et n
′ ≥
max(m, cXγ(e)),
[πn,X (A
(γ(e)))]L−(n+1)d = [πn′,X (A
(γ(e)))]L−(n
′+1)d.
On en déduit que pour tous n et n′ ≥ max(γ(e), m, cX e), [πn,X (A)]L−(n+1)d −
[πn′,X (A)]L
−(n′+1)d
appartient à F e+1Mloc. Cei signie que la suite
([πn,X (A)]L
−(n+1)d)n∈N
est une suite de Cauhy et don onverge vers L dans M̂. Comme, par dénition,
µ˜X (A
(γ(e))) = [πn,X (A
(γ(e)))]L−(n+1)d pour n ≥ max(m, cXγ(e)), on en onlut que la
suite de terme général µ˜X (A
(γ(e))) onverge vers L dans M̂. Comme, par dénition,
(µ˜X (A
(γ(e)))) onverge vers µ˜X (A), on en déduit que µX (A) = L.
5. Ensembles mesurables
Supposons désormais que X est un R-shéma formel admissible et réduit.
5.1. La dénition.
5.1.1. Dénition.  Soit A un sous-ensemble de Gr(X ). On dit que A est mesurable
dans Gr(X ) si, pour tout ε > 0, il existe un ensemble I(ε) au plus dénombrable et
une famille de ylindres (Ai(ε))i∈I∪{0} tels que
1. A△A0(ε) ⊂
⋃
i∈I
Ai(ε), où △ désigne la diérene symétrique.
2. ‖µ(Ai(ε))‖ < ε, pour tout i ∈ I.
Dans e as, on dit qu'une telle famille de ylindres (Ai(ε))i∈I(ε)∪{0} est une ε-
approximation ylindrique de A. Le ylindre A0(ε) est appelé la partie prinipale
de l'approximation ylindrique AI(ε). On dit que A est fortement mesurable si de
plus on peut hoisir A0(ε) ⊂ A, pour tout ε > 0.
5.1.2. Exemples.  1. Tout ylindre C de Gr(X ) est mesurable (même forte-
ment mesurable). En eet, si ε > 0, la famille de ylindres (C, ∅, ∅, ∅, . . . ) est
une ε-approximation ylindrique de C.
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2. Soit Z →֒ X un sous-R-shéma formel fermé d'un R-shéma sttf lisse sur R de
pure dimension d. Alors Gr(Z) est un ensemble mesurable de Gr(X ). En eet,
si Z ne ontient auune omposante de X , le résultat est une onséquene du
lemme lé 4.3.14. Sinon Z s'érit omme
Z = (⊔i∈IXi) ⊔ (Z˜)
où les Xi sont des omposantes onnexes de X et Z˜ un sous-R-shéma formel
fermé de X de dimension au plus d− 1. On a alors
Gr(Z)△⊔ (⊔i∈IGr(Xi)) ⊂ π−1n,X (Grn(Z˜))
pour tout n ∈ N. En eet, soit z ∈ Gr(Z) tel que z 6∈ ⊔i∈IXi et πn,X (z) ∈
Grn(Xi0). Alors π0,X (z) ∈ Grn(Xi0) et, omme Xi0 est ouvert, le point z ap-
partient à Gn(Xi0).Le résultat déoule alors du lemme 4.3.14. Soient ε > 0 et
q = E(−log(ε)/log(2)) + 1. Pour tout n ≥ γZ(q), on a
[πn,X (π
−1
n,X (Grn(Z˜)))]L−(n+1)d ∈ F q+1M̂.
On désignera parDX (resp.D
f
X ) l'ensemble des ensembles mesurables (resp. forte-
ment mesurables) de Gr(X ).
5.1.3. Proposition.  Les ensembles de parties DX et D
f
X vérient les propriétés
suivantes :
1. D
f
X ⊂ DX .
2. Les ensembles Gr(X ) ∈ DfX et ∅ ∈ DfX .
3. L'ensemble DX (resp. D
f
X ) est stable par intersetion nie.
4. L'ensemble DX (resp. D
f
X ) est stable par réunion nie.
5. L'ensemble DX est stable par passage au omplémentaire.
6. Si A et B sont deux parties mesurables de G(X ), alors A\B est enore une
partie mesurable de Gr(X ).
En partiulier, DX est un anneau booléen.
Démonstration.  Les ensembles Gr(X ) et ∅ sont des ylindres, don des ensem-
bles fortement mesurables. Soit ε > 0. Soit A(i) pour 1 ≤ i ≤ n une famille nie
d'ensembles mesurables de Gr(X ). Pour tout 1 ≤ i ≤ n, soit (A(i)j (ε))j∈Ii∪{0} une
ε-approximation ylindrique de A(i). La famille de ylindres dénie par A0(ε) :=
∪ni=1A(i)0 (ε), et les A(i)j (ε) pour tout 1 ≤ i ≤ n et tout j ∈ Ii, est une ε-approximation
ylindrique de A := ∪ni=1A(i). De même, la famille de ylindres dénie par B0(ε) :=
∩ni=1A(i)0 (ε), et les A(i)j (ε) pour tout 1 ≤ i ≤ n et tout j ∈ Ii, est une ε-approximation
ylindrique de B := ∩ni=1A(i). Le point 5 déoule de l'égalité suivante
A△A0(ε) = (Gr(X )\A)△(Gr(X )\A0(ε)).
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Le point 6 est une onséquene formelle des points 3 et 5 et la suite de ylindres
dénie par C0(ε) := A
(1)
0 (ε)\A(2)0 (ε), les A(1)j (ε) pour tout j ∈ I1 et les A(2)i (ε) pour
tout i ∈ I2 est une ε-approximation ylindrique de C := A(1)\A(2).
5.2. La mesure motivique pour les ensembles mesurables.
5.2.1. Théorème.  Soit X un R-shéma formel admissible et réduit.
1. Pour tout ensemble mesurable A ∈ DX , la limite
µX (A) := lim
ε→0
µ˜X (A0(ε))
où A0(ε) désigne la partie prinipale d'une ε-approximation ylindrique, existe
dans M̂. En outre, ette limite est indépendante du hoix des approximations
ylindriques de A.
2. Si A ∈ CX , alors µX (A) et µ˜X (A) oïnident dans M̂.
3. L'appliation A 7→ µX (A) est σ-additive sur A ∈ DX .
4. Pour A et B dans A ∈ DX , ‖µX (A ∪ B)‖ ≤ max(‖µX (A)‖, ‖µX (B)‖). Si
A ⊂ B, ‖µX (A)‖ ≤ ‖µX (B)‖.
Démonstration.  On omettra l'indie X dans la preuve. La preuve du point 1 est
l'adaptation d'une preuve de Batyrev (f [2℄), établie pour démontrer un résultat
analogue. Soit A un ensemble mesurable. Soient ε > 0 et ε′ > 0 deux nombres réels.
Soient AI(ε) et A
′
I′(ε′) deux approximations ylindriques de A.
Par dénition, on a la relation
A0(ε)△A′0(ε′) ⊂
( ⋃
i∈I(ε)
Ai(ε)
)
∪
( ⋃
i∈I′(ε′)
A′i(ε
′)
)
.
Comme A0(ε)△A′0(ε′) est un ylindre, le lemme 4.3.10 assure qu'il existe deux entiers
L(ε) et L(ε′) tels que
A0(ε)△A′0(ε′) ⊂
(L(ε)⋃
i=1
Ai(ε)
)
∪
(L(ε′)⋃
i=1
A′i(ε
′)
)
.
Les propriétés de la norme sur M̂ donnent la relation
‖µ(A0(ε)△A′0(ε′))‖ ≤ max(ε, ε′).
En utilisant les inlusions
A0(ε)\(A0(ε) ∩A′0(ε′)) ⊂ A0(ε′)△A′0(ε′)
A′0(ε
′)\(A0(ε) ∩ A′0(ε′)) ⊂ A0(ε)△A′0(ε′)
on obtient les inégalités
‖µ(A0(ε)\(A0(ε) ∩A′0(ε′)))‖ ≤ max(ε, ε′)
‖µ(A′0(ε)\(A0(ε) ∩ A′0(ε′)))| ≤ max(ε, ε′).
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En utilisant la proposition 4.3.24 et les déompositions A0(ε) = (A0(ε)\(A0(ε) ∩
A′0(ε
′))) ⊔ (A0(ε) ∩ A′0(ε′)), A′0(ε) = (A′0(ε)\(A0(ε) ∩ A′0(ε′))) ⊔ (A0(ε) ∩ A′0(ε′)), on
obtient
‖µ(A0(ε))− µ(A′0(ε′))‖ ≤ max(ε, ε′).
Ce résultat sut pour montrer le théorème. En eet, si A′I′(ε′) = AI(ε′), on vient
de montrer que la famille (AI(ε))ε>0 est un ltre de Cauhy, don onverge dans
M̂. En outre, soient a et a′ les limites respetives des suites (µ(A0(1/n))n∈N et
(µ(A′0(1/n))n∈N. On a l'inégalité
‖a− a′‖ ≤ ‖a− µ(A0(1/n))‖+ ‖µ(A0(1/n))− µ(A′0(1/m))‖+‖a′ − µ(A0(1/m))‖.
Il est alors lair que a = a′. Par onséquent, les deux limites oïnident.
Soit C un ylindre de Gr(X ). Le point 2 déoule du fait que, pour tout ε > 0, on
peut hoisir une ε-approximation de C de partie prinipale égale à C.
Les points 3 et 4 sont démontrés i-dessous. Pour le point 3, f orollaire 5.3.9/1.
Soient A et B deux parties mesurables de Gr(X ). Soit ε > 0. Il existe une ε-
approximation ylindrique de A ∪ B de partie prinipale A0(ε) ∪ B0(ε), où A0(ε)
(resp. B0(ε)) est la partie prinipale d'une ε-approximation de A (resp. B). La
première partie de 4 en déoule. La dernière assertion de 4 est démontrée dans la
preuve du lemme 5.3.6.
5.3. Les propriétés générales. 
5.3.1. Les propriétés des approximations ylindriques. 
5.3.2. Lemme.  Soient A et B deux ensembles mesurables disjoints, alors, pour
tout ε > 0, il existe une ε-approximation ylindrique A∗(ε) (resp. B∗(ε)) de A (resp.
B) telle que A0(ε) ∩B0(ε) = ∅.
Démonstration.  Soit ε > 0. Par dénition, il existe une ε-approximation ylin-
drique (A′i(ε))i∈I∪{0} (resp. (B
′
i(ε))i∈J∪{0}) de A (resp. B). La suite de ylindres de
Gr(X ) dénie par A0(ε) := A′0(ε)\B′0(ε), par les Ai(ε) pour tout i ∈ I et par lesB′j(ε)
pour tout j ∈ J (resp. par B′j(ε) pour tout j ∈ J ∪ {0}) est une ε-approximation
ylindrique de A (resp. de B). Ces deux suites répondent à la question.
5.3.3. Corollaire.  Soit (A(i))1≤i≤n une famille nie de parties mesurables deux
à deux disjointes, alors, pour tout 1 ≤ i ≤ n, pour tout ε > 0, il existe une ε-
approximation ylindrique A
(i)
Ii
de A(i), telle que si i 6= j, A(i)0 (ε) ∩ A(j)0 (ε) = ∅.
Démonstration.  Soit ε > 0. L'assertion se prouve par réurrene sur n. Supposons
que e ardinal soit égal à n + 1. Considérons n + 1 parties mesurables de Gr(X )
deux à deux disjointes. Par hypothèse de réurrene, on peut trouver, pour tout
1 ≤ i ≤ n, des ε-approximations ylindriques A(i)Ii de A(i) de parties prinipales deux
à deux disjointes. La proposition 5.1.3/4 assure qu'il existe une ε-approximation
ylindrique de ∪1≤i≤nA(i) de partie prinipale ∪1≤i≤A(i)0 (ε). La preuve du lemme
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5.3.2 onstruit alors une ε-approximation ylindrique de A(n+1) de partie prinipale
d'intersetion vide ave ∪1≤i≤A(i)0 (ε).
5.3.4. Lemme.  Si A et B sont deux ensembles mesurables tels que A ⊂ B,
alors, pour tout ε > 0, il existe une ε-approximation ylindrique A∗ (resp. B∗) de A
(resp. de B) telle que A0(ε) ⊂ B0(ε). En partiulier, si B est fortement mesurable,
on peut supposer que A0(ε) ⊂ B0(ε) ⊂ B.
Démonstration.  Soit ε > 0. Soit A′∗(ε) (resp. B
′
∗(ε)) une ε-approximation de A
(resp. B). La suite de ylindres A∗(ε) (resp.B∗(ε)) dénie par A0(ε) := A
′
0(ε)∩B′0(ε),
par les A′j(ε) pour tout j 6= 0 et les B′j(ε) pour tout j 6= 0 (resp. par les B′j(ε)) est une
ε-approximation ylindrique de A (resp. B) vériant la propriété de l'énoné.
5.3.5. Les propriétés de la mesure sur les ensembles mesurables.
5.3.6. Lemme.  Si A et B sont deux ensembles mesurables de Gr(X ) et si A ⊂
B, alors on a ‖µX (A)‖ ≤ ‖µX (B)‖.
Démonstration.  D'après le lemme 5.3.4, on peut trouver une ε-approximation
ylindrique de A et une ε-approximation de B telles que A0(ε) ⊂ B0(ε). Le résultat
déoule alors du fait que ‖µX (A0(ε))‖ ≤ ‖µX (B0(ε))‖ et de la ontinuité de la
norme.
5.3.7. Proposition.  Soit (A(i))i∈N une suite d'ensembles mesurables (resp. forte-
ment mesurables) tels que la suite (µX (A
(i)))i∈N tende vers 0 dans M̂. Alors ∪i∈NA(i)
est mesurable (resp. fortement mesurable).
Démonstration.  On posera µ pour µX dans ette preuve. Soit ε > 0. Il s'agit de
onstruire une ε-approximation ylindrique de ∪i∈NA(i). Pour tout ε′ > 0, pour tout
i ∈ N, soit A(i)Ii(ε′) une ε′-approximation ylindrique de A(i). On a montré dans la
preuve du théorème 5.2.1 que :
‖µ(A(i)0 (ε/2))− µ(A(i)0 (1/n))‖ ≤ max(ε/2, 1/n).
En partiulier, ei entraine que, pour tout i ∈ N,
‖µ(A(i)0 (ε/2))‖ ≤ ε/2 + ‖µ(A(i))‖.
Enn, par hypothèse, il existe i0 ∈ N tel que, pour tout i > i0, ‖µ(A(i))‖ < ε/2.
Don
‖µ(A(i)0 (ε/2))‖ < ε.
La suite de ylindres dénie par B0(ε) := ∪i0i=0A(i)0 (ε/2), par les A(i)j (ε) pour i ∈ N
et j ∈ Ii, et les A(i+i0+1)0 (ε/2) pour tout i ∈ N, est une ε-approximation ylindrique
de B := ∪A(i), grâe au hoix de i0.
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5.3.8. Proposition.  Soit A := ∪i∈NA(i) une réunion dénombrable d'ensembles
mesurables de Gr(X ) deux à deux disjoints . Si on suppose que A est un ensemble
mesurable de Gr(X ), alors µX (A) = Σi∈NµX (A(i)).
Démonstration.  Pour tout δ > 0, AI(δ)(δ) désigne une δ-approximation ylin-
drique de A et A
(j)
Ij(δ)
une δ-approximation ylindrique de A(j) pour tout j ∈ N.
Soit 1 > ε > 0. Par dénition de la mesure µX , il existe ε > ε
′ > 0 tel que
‖µX (A)− µX (A0(ε′))‖ < ε. Comme A△A0(ε′) ⊂ ∪i∈I(ε′)Ai(ε′),
A0(ε
′) ⊂ (∪j∈NA(j)) ∪ (∪i∈I(ε′)Ai(ε′)).
De même, omme A(j)△A(j)0 (ε′) ⊂ ∪i∈Ij(ε′)A(j)i (ε′),
A0(ε
′) ⊂ (∪j∈N,i∈Ij(ε′)∪{0}A(j)i ) ∪ (∪i≥1Ai(ε′)).
Le lemme 4.3.10 assure l'existene d'un entierm(ε′) ∈ N tel que pour tout n ≥ m(ε′)
A0(ε
′) ⊂ (∪j≤nA(j)0 ) ∪ (∪i∈MCi)
oùM est un ensemble ni et les Ci sont des ylindres de Gr(X ) tels que ‖µX (Ci))‖ <
ε′ pour tout i ∈ M . En remarquant que la suite de ylindres de Gr(X ) dénie par
B
(j)
0 (ε
′) := A
(j)
0 (ε
′) ∩ A0(ε′), par les Ai(ε′) pour tout i ∈ I et les A(j)i (ε′) pour tout
i ∈ Ij, est une ε′-approximation ylindrique de A(j) pour tout j ∈ N, et que, pour
tout 0 ≤ j ≤ n, l'on peut hoisir les A(j)0 (ε′) disjoints deux à deux, on a dans M̂
l'égalité :
µX (A0(ε
′)) =
n∑
j=0
µX (B
(j)
0 (ε
′)) +
∑
i∈I
µX (C
′
i)
où les ylindres C ′i := Ci ∩ A0(ε′) de Gr(X ) sont tels que ‖µX (C ′i))‖ < ε′. En
partiulier, ei entraîne que pour tout n ≥ m(ε′) :
µX (A0(ε
′))−
n∑
j=0
µX (B
(j)
0 (ε
′)) ∈ F qM̂
ave q = E(−log(ε)/log2) et don, grâe au hoix de ε′, que
µX (A)−
n∑
j=0
µX (B
(j)
0 (ε
′)) ∈ F qM̂.
Par ailleurs, par dénition de la mesure, il existe ε′ > ε′′ > 0 tel que
n∑
j=0
µX (B
(j)
0 (ε
′′))−
n∑
j=0
µX (A
(j)) ∈ F qM̂.
En outre, par un argument utilisé dans la preuve du théorème 5.2.1,
n∑
j=0
µX (B
(j)
0 (ε
′))−
n∑
j=0
µX (B
(j)
0 (ε
′′)) ∈ F qM̂.
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En additionnant es trois dernières égalités, on obtient que pour tout n ≥ m(ε′) :
‖µX (A)−
n∑
j=0
µX (A
(j))‖< ε.
5.3.9. Corollaire.  1. Soit (Ai)i∈N une famille de mesurables deux à deux
disjoints, alors leur réunion ∪i∈NAi est mesurable si et seulement si la suite
des volumes (µX (Ai))i∈N tend vers 0 quand i tend vers l'inni. Dans e as,
on a la relation :
µX (∪n∈NAn) =
∑
n∈N
µX (An).
2. Soit A un sous-ensemble de Gr(X ) tel qu'il existe une suite d'ensembles mesurables
(An)n∈N de Gr(X ) vériant les onditions suivantes :
(a) pour tout n ≥ 0, An+1 ⊂ An.
(b) A = ∩n∈NAn.
Alors A est mesurable si et seulement si la suite (µX (An))n∈N onverge dans
M̂. Dans e as, on a
µX (A) = lim
n→+∞
µX (An).
3. Soit B un ensemble mesurable de Gr(X ) tel qu'il existe une suite d'ensembles
mesurables (Bn)n∈N de Gr(X ) vériant les onditions suivantes :
(a) pour tout n ≥ 0, Bn ⊂ Bn+1.
(b) B = ∪n∈NBn.
Alors B est mesurable si et seulement si la suite (µX (Bn))n∈N onverge dans
M̂. Dans e as, on a
µX (B) = lim
n→+∞
µX (Bn).
Démonstration.  Dans ette preuve, on omettra les indies X . Le point 1. est une
simple retradution des propositions 5.3.7 et 5.3.8 et du fait que la topologie de M̂
est ultramétrique. 2. Pour tout n ∈ N, posons Cn = An\An+1. Les Cn sont alors des
ensembles mesurables disjoints. Par ailleurs,
∪n∈NCn = A0\(∩m≥0Am).
Cette égalité entraine en partiulier que A est mesurable si et seulement si la réunion
∪n∈NCn l'est. Or le point 1. implique que ∪n∈NCn est mesurable si et seulement si
la suite (µ(Cn)) tend vers 0 dans M̂. Par additivité de la mesure, on a l'égalité
µ(Cn) = µ(An) − µ(An+1). Comme la topologie de M̂ est ultramétrique, la suite
(µ(Cn)) tend vers 0 dans M̂ si et seulement si la suite (µ(An)) est de Cauhy dans
M̂. Enn, omme M̂ est omplet, ∪n∈NCn est mesurable si et seulement si la suite
INTÉGRATION MOTIVIQUE SUR LES SCHÉMAS FORMELS 31
(µ(An)) onverge dans M̂. Dans e as, le lemme 5.3.9 assure que µ(A) = limµ(An).
3. Posons C0 = B0, Cn = Bn−Bn−1, pour n ≥ 1. Les Cn appartiennent à DX et sont
disjoints deux à deux. En outre, omme Bn = ⊔ni=1Bi on a B = ⊔n∈NCn. L'assertion
1. assure que B est mesurable si et seulement si la suite (µ(Cn)) tend vers 0 dans
M̂. Par additivité de la mesure, on a l'égalité µ(Cn) = µ(Bn)−µ(Bn−1) pour n ≥ 1.
Comme la topologie de M̂ est ultramétrique, la suite (µ(Cn)) tend vers 0 dans M̂
si et seulement si la suite (µ(An)) est de Cauhy dans M̂. Enn, omme M̂ est
omplet, ∪n∈NCn est mesurable si et seulement si la suite (µ(Bn)) onverge dans
M̂. Dans e as, le lemme 5.3.9 assure que µ(B) = limµ(Bn).
5.4. Les ensembles de mesure nulle.  Dans e paragraphe, D désignera
DX . Soit D
∗
la famille des sous-ensembles E ⊂ Gr(X ) pour lesquels il existe des
ensembles mesurables A et B tels que A ⊂ E ⊂ B et µ(B\A) = 0.
5.4.1. Lemme.  Les ensembles D et D∗ sont égaux.
Démonstration.  L'inlusion D ⊂ D∗ est laire. Soit E ∈ D∗. Il s'agit de montrer
que pour tout ε > 0 on peut trouver une ε-approximation ylindrique EM(ε)(ε) de
E.
Soit ε > 0. Par dénition, il existe des ensembles mesurables A ∈ D et B ∈ D tels
que A ⊂ E ⊂ B et µ(B\A) = 0. Il existe un entier n0 ∈ N, une 1/n0-approximation
ylindrique AI de A et une 1/n0-approximation ylindrique BJ de B telles que
1. 1/n0 < ε
2. ‖µ(Ai(1/n0))‖ < ε et ‖µ(Bj(1/n0))‖ < ε pour tout i ∈ I et tout j ∈ J .
3. ‖µ(B0(1/n0)\A0(1/n0))‖ < ε.
La suite de ylindres dénie par E0(ε) := B0(1/n0), par B0(1/n0)\A0(1/n0), par les
Ai(1/n0) pour tout i ∈ I et les Bi(1/n0) pour tout i ∈ J est une ε-approximation
de E.
5.4.2. Lemme.  Soit E ⊂ Gr(X ). Alors E est mesurable de mesure nulle si et
seulement si pour tout ε > 0, il existe un ensemble au plus dénombrable I et une
suite de ylindres (Ei(ε))i∈I telle que E ⊂ ∪i∈IEi(ε) et ‖µ(Ei(ε))‖ < ε pour tout
i ∈ I.
Démonstration.  Cette ondition est susante de manière évidente. Inversement,
soit E un ensemble mesurable de mesure nulle. Soit ε > 0. Il s'agit de trouver une
ε-approximation ylindrique EI(ε) de E de partie prinipale vide.
Par onstrution de la mesure, il existe un entier n0 ∈ N et une 1/n0-approximation
ylindrique E ′I de E tels que :
1. 1/n0 < ε.
2. ‖µ(E ′0(1/n0))‖ < ε.
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3. ‖µ(E ′i(1/n0))‖ < ε pour tout i ∈ I.
La suite dénie par E0(ε) := ∅ et par les E ′i(1/n0) pour tout i ∈ I ∪ {0} est une
ε-approximation ylindrique de E vériant la propriété annonée.
5.4.3. Corollaire.  Soit A un sous-ensemble de Gr(X ), tel que A ⊂ C, ave
C un ensemble mesurable de mesure nulle de Gr(X ). Alors A est un ensemble
mesurable de mesure nulle.
Démonstration.  Par dénition, il existe une suite de ylindres (Ci(ε))i∈I telle que
C ⊂ ∪i∈ICi(ε) et ‖µ(Ci(ε))‖ < ε pour tout i ≥ 1. Posons Ai(ε) := Ci(ε), pour tout
i ∈ I. Comme A ⊂ C, A ∈ ∪i∈IAi(ε).
6. Mesurabilité des images diretes et inverses
Dans ette setion, nous allons étudier le problème de la stabilité de la propriété
de mesurabilité par image direte et inverse sous un morphisme h.
Soit h : Y → X un D-morphisme de shémas formels admissibles et réduits, tous
deux de pure dimension d.
6.1. Le jaobien d'un morphisme. 
6.1.1. La multipliité d'un point le long d'un sous-shéma formel fermé.  Soit
Z →֒ X un sous-R-shéma formel fermé de X , déni par un OX -faiseau d'idéaux
IZ . Soit x ∈ Gr(X ). Soit ϕ : Spf Rk′ → X le D-morphisme qui orrespond à x. On
dispose du morphisme anonique de OX -modules :
ϕ∗IZ → ORk′ .
L'image de e morphisme est unORk′ -faiseaux d'idéaux deORk′ . Deux as se présen-
tent alors : soit et idéal est nul, soit il existe un entier naturel n ∈ N tel que
ϕ∗IZ .ORk′ = πn.ORk′ .
On appelle multipliité de x le long de Z l'entier déni par la valuation du généra-
teur de l'idéal ϕ∗IZ .ORk′ de Rk′ si et idéal est non nul, l'inni sinon. On dénit alors
l'appliation multZ(x) : Gr(X ) → N ∪ {∞} omme l'appliation qui à x ∈ Gr(X )
assoie la multipliité de x le long de Z.
Soit j : U →֒ X un sous-R-shéma formel ouvert, quasi-ompat. Soit x ∈ Gr(X )
tel que le D-morphisme ϕ orrespondant rende ommutatif le diagramme suivant
Spf Rk′
ϕ //
ϕU

X
U
j
;;wwwwwwwwww
Les deux faiseaux d'idéaux de ORk′ , ϕ∗UIZ∩U .ORk′ et ϕ∗IZ .ORk′ , sont égaux (par
ommutativité du diagramme). En partiulier, on en déduit la formule :
multZ(x) = multZ∩U(x).
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6.1.2. Lemme.  Soit Z →֒ X un sous-R-shéma formel fermé de X . On a les
deux assertions suivantes :
1. Pour tout n ∈ N, la bre mult−1Z (n) est un ensemble ylindrique de Gr(X ).
2. Pour la bre de l'inni, on a l'égalité :
mult−1Z (∞) = Gr(Z).
Démonstration.  On peut supposer que X est un shéma formel ane. Si X :=
Spf R{x1, . . . , xN}/I, notons A := R{x1, . . . , xN}/I. Le sous-shéma formel Z est
alors déni par la donnée d'un idéal J de A. Dans e ontexte, l'idéal IZ .ORk′ est
simplement l'idéal de Rk′ engendré par les g((ϕi)1≤i≤N ) pour tout g ∈ J et où le
N-uplet de RNk′ , (ϕi)1≤i≤N , orrespond au morphisme ϕ. 1. Posons
C≥n := π
−1
Y ,n(Grn(Z)).
On va montrer que
C≥n = {x ∈ Gr(X ) | multZ(x) ≥ n}.
Cette égalité déoule alors diretement des dénitions. Comme C≥n est un ylindre
de Gr(X ), la première assertion est une onséquene du fait que
{x ∈ Gr(X ) | multZ(x) = n} = C≥n\C≥n+1.
Le point 2. se déduit de la desription i-dessus.
6.1.3. La dénition.  Soit y un point de Gr(Y)\Gr(Ysing) et ϕ : Spf Rk′ → Y le
morphisme orrespondant, ave k′ une lture parfaite de κ(y). On dispose de la
suite exate anonique :
h∗Ω1X/R → Ω1Y/R → Ω1Y/X → 0
qui induit, en passant aux puissanes extérieures d-èmes, une nouvelle suite ex-
ate :
h∗ΩdX/R → ΩdY/R → ΩdY/X → 0.
Par exatitude à droite du fonteur image inverse, on déduit une nouvelle suite exate
dans la atégorie des ORk′ -Modules (équivalente à elle des Rk′-modules π-adiques,
puisque Spf Rk′ est ane) :
ϕ∗(h∗ΩdX/R)→ ϕ∗ΩdY/R → ϕ∗ΩdY/X → 0.
Le Rk′-morphisme ϕ
∗(h∗ΩdX/R)→ ϕ∗ΩdY/R induit un morphisme :
(ϕ∗(h∗ΩdX/R))/(torsion)→ (ϕ∗ΩdY/R)/(torsion).
On dénit alors l'ordre de l'idéal jaobien de h en y, noté ordpi(Jac)h(y), de la manière
suivante. Le hoix de ϕ entraîne que L := (h∗ΩdX/R)/(torsion) est un Rk′-module
libre de rang 1. On déduit du théorème de struture des modules de type ni sur
les anneaux prinipaux, que l'image de M := (ϕ∗(h∗ΩdX/R))/(torsion) dans L est
soit 0, soit πnL, pour un ertain n ∈ N. On pose alors ordpi(Jac)h(y) = ∞ et
ordpi(Jac)h(y) = n respetivement.
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6.1.4. Dénition.  On appelle ordre de l'idéal jaobien de h l'appliation
ordpi(Jac)h : Gr(Y)\Gr(Ysing)→ N ∪ {∞}
qui à y ∈ Gr(Y)\Gr(Ysing) assoie l'entier ordpi(Jac)h(y) déni i-dessus.
On appelle lieu sauvage de h le sous-ensemble de Gr(Y) déni par
Σh := Gr(Ysing) ∪ h−1(Gr(Xsing)) ∪ {y ∈ Gr(Y) | ordpi(Jac)h(y) =∞}.
On notera Πh l'ensemble {y ∈ Gr(Y) | ordpi(Jac)h(y) =∞}. SoitB un sous-ensemble
de Gr(Y). On dit que le morphisme h est tempéré sur B si B ∩ Σh est mesurable
de mesure nulle. On dit que h est tempéré si h est tempéré sur Gr(Y), i.e. si le lieu
sauvage de h est de mesure nulle.
Supposons que le R-shéma formel Y est lisse. Soit B un sous-ensemble de Gr(Y)
ontenu dans le omplémentaire du lieu sauvage de h. L'ensemble B est alors ontenu
dans l'ind-ylindre
(∪e∈Nh−1(Gr(e)(X )) ∩ (∪e′∈N{y ∈ Gr(Y) | ordpi(Jac)h(y) = e′}).
Nous noterons ∆e,e′ l'ensemble h
−1(Gr(e)(X )) ∩ {y ∈ Gr(Y) | ordpi(Jac)h(y) = e′}.
En partiulier, si B est un ylindre, il est ontenu dans la réunion d'un nombre ni
de tels ∆e,e′.
6.1.5. Le as lisse. Supposons en outre que le R-shéma formel Y est lisse sur R.
Dans e as, l'appliation ordpi(Jac)h est dénie (grâe à un proédé général) par un
OY -faiseau d'idéaux, Fittd(Ω1Y/X ).
Soit y ∈ Gr(Y) et ϕ ∈ Y(Rk′) le R-morphisme qui lui orrespond. L'image du
morphisme naturel :
M := (ϕ∗(h∗Ω1X/R))/(torsion)→ L := (ϕ∗Ω1X/R)
est un ORk′ -Module, M ′, libre de rang au plus d. La suite exate anonique :
0→ M ′ → L→ ϕ∗Ω1Y/X → 0
est une présentation de ϕ∗Ω1Y/X , puisque Y est lisse. De ette suite, on déduit le
morphisme :
∧d(M ′)⊗OR
k′
∧dL∨ → ORk′
dont l'image est le d-ème idéal de Fitting de ϕ∗Ω1Y/X .
6.1.6. Lemme.  Si Y est lisse, les appliations ordpi(Jac)h et multZh sont égales
sur Gr(Y), où Zh →֒ X est le sous-R-shéma formel de X déni par le d-ème idéal
de Fitting de Ω1Y/X .
Démonstration.  Cei déoule diretement des dénitions des deux fontions.
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6.1.7. Une formule de omposition.
6.1.8. Lemme.  Soient h : Y → X et g : Z → Y deux R-morphismes de R-
shémas formels admissibles et de pure dimension d. Soit z ∈ Gr(Z) tel que
z 6∈ (Gr(Zsing) ∪ g−1(Gr(Ysing)) ∪ (h ◦ g)−1(Gr(Xsing))).
On a alors l'égalité suivante :
ordpi(Jac)h◦g(z) = ordpi(Jac)h ◦ g(z) + ordpi(Jac)g(z).
Démonstration.  Soit ϕ ∈ Gr(Z)(k′) un R-morphisme orrespondant à z. L'ordre
de l'idéal jaobien de h ◦ g est donné par le morphisme :
(h ◦ g)∗ΩdX/R → ΩdZ/R.
La fontion ordpi(Jac)h est dérite par le morphisme :
h∗ΩdX/R → ΩdY/R.
Enn, l'ordre de l'idéal jaobien du morphisme g est donné par :
g∗ΩdY/R → ΩdZ/R.
Ces morphismes induisent deux ORk′ -morphismes
ϕ∗(h ◦ g)∗ΩdX/R → ϕ∗ΩdZ/R
et
(g ◦ ϕ)∗(h∗ΩdX/R) // (g ◦ ϕ)∗ΩdY/R = // ϕ∗(g∗ΩdY/R) // ϕ∗ΩdZ/R
qui sont égaux. Cei entraine en partiulier que l'ordre de l'idéal jaobien de h ◦ g
en z est inni si et seulement si l'ordre de l'idéal jaobien de h est inni en g(z) ou
si l'ordre du jaobien de g est inni en z.
Supposons désormais que l'ordre de l'idéal jaobien de h ◦ g en z est ni. Posons
L := (g ◦ ϕ)∗ΩdY/R/(torsion). L'image de M := (h ◦ g ◦ ϕ)∗ΩdX/R/(torsion) dans L
est un ORk′ -Module M ′ libre de type ni. Il existe n ∈ N tel que M ′ = πnL. De
même l'image L′ de L dans K := ϕ∗ΩdZ/R/(torsion) est anoniquement isomorphe à
L′ = πmK. L'égalité des deux morphismes préédents prouve la formule :
ordpi(Jac)h◦g(y) = m+ n
qui est l'égalité voulue.
6.2. La mesurabilité de l'image direte.  Soit B un ensemble mesurable
de Gr(Y). Dans e paragraphe, nous étudions le problème de la mesurabilité dans
Gr(X ) de l'image par h de l'ensemble B.
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6.2.1. Le as ylindrique.  En général, l'image par h d'un ylindre de Gr(Y) n'est
pas un ylindre de Gr(X ) (même si Y est supposé lisse).
6.2.2. Lemme.  Supposons que Y est lisse. Si B est un ylindre de Gr(Y), alors
on a les propriétés suivantes :
1. il existe une suite de ylindres (Ai)i∈N de Gr(X ) telle que h(B) ⊂ ∪i∈NAi et
‖µX (Ai)‖ ≤ ‖µY(B)‖, pout tout i ∈ N.
2. Supposons que h(B) ∩ Gr(Xsing) = ∅, et que B ∩ Πh = ∅. Alors h(B) est un
ylindre.
Démonstration.  1. Supposons d'abord que ‖µY(B)‖ = 0. Comme B est un ylin-
dre et que Y est lisse, ei entraîne que B = ∅ et que h(B) = ∅. Supposons désormais
que ‖µY(B)‖ 6= 0. Comme Gr(Xsing) est ontenu dans un ylindre de volume aussi
petit que l'on veut, on peut supposer que h(B) ⊂ Gr(X )\Gr(Xsing). Soit e0 ∈ N un
entier. On a l'égalité ensembliste
h(B) = ∪e≥e0(Gr(e)(X ) ∩ h(B)).
Posons Gr(e)(X )∩ h(B) =: h(e)(B) pour tout e ≥ e0. Soit e ≥ e0. Notons kB le rang
du ylindre B. Pour n ≥ max(kB, e0, cX e), l'ensemble
A(e)n := π
−1
n,X (πn,X (h
(e)(B)))
est un ylindre de Gr(X ) par le théorème de Chevalley, de rang n et ontenant
h(e)(B). En outre, A
(e)
n est ontenu dans Gr
(e)(X ). Soit n ≥ max(kB, e0, cX e), omme
A
(e)
n est stable au rang n,
µX (A
(e)) = [πn,X (h
(e)(B))]L−(n+1)d et ‖µX (A(e))‖ ≤ 2−(n+1)d+dim pin,X (B).
Or ‖µY(B)‖ = 2−(n+1)d+dim pin,X (B).
2. Par le lemme 4.3.10, il existe un entier e′ tel que B est ontenu dans h−1(Gr(e
′)(X ))
et l'on peut supposer que ordpi(Jac)h est borné sur B. L'assertion déoule alors du
lemme lé 7.2.2.
6.2.3. Corollaire.  Supposons que Y est lisse. Soient B ⊂ Gr(Y) et A ⊂ Gr(X )
des ensembles fortement mesurables tels que B ∩ Σh = ∅ et h(B) = A. Alors,
pour tout ε > 0, il existe une ε-approximation ylindrique BJ(ε) de B et une ε-
approximation ylindrique AI(ε) de A telles que h(B0(ε)) = A0(ε).
Démonstration.  Soit BJ une ε-approximation ylindrique de B. Par hypothèse,
B = ∪e,e′∈N(B ∩ ∆e,e′) et B0(ε) = ∪e,e′∈N(B0(ε) ∩ ∆e,e′). Posons Be,e′ := B ∩ ∆e,e′
et B
(e,e′)
i (ε) := Bi(ε) ∩ ∆e,e′, pour tout i ∈ J ∪ {0}. Par le lemme 7.2.2, l'ensemble
h(B
(e,e′)
0 (ε)) est un ylindre de Gr(X ). En outre, le lemme 4.3.10 assure qu'il existe
m ∈ N tel que
B0(ε) = ∪1≤i,j≤mB(ei,e
′
j)
0 (ε).
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L'égalité B△B0(ε) ⊂ ∪i≥1Ai entraîne que, pour tout e et e′ ∈ N, Be,e′△B(e,e
′)
0 (ε) ⊂
∪i≥1B(e,e
′)
i et don que h(Be,e′)△h(B(e,e
′)
0 (ε)) ⊂ ∪i≥1h(B(e,e
′)
i ). Comme
∪e,e′∈Nh(B(e,e
′)
0 (ε)) = ∪1≤i,j≤mh(B
(ei,e
′
j)
0 (ε)),
l'ensemble h(B0(ε)) est un ylindre de Gr(X ). Le lemme 6.2.2/1 assure la validité
de l'assertion annonée.
6.2.4. Le as général. 
6.2.5. Théorème.  Supposons que Y est lisse et que h est tempéré. Si B ⊂ Gr(Y)
est mesurable (resp. fortement mesurable), alors h(B) ⊂ Gr(X ) est mesurable (resp.
fortement mesurable).
Démonstration.  Soit ε > 0. Posons A := h(B). On a
B = (B ∩ h−1(Gr(Xsing))) ⊔ (B\h−1(Gr(Xsing))).
Comme h est tempéré, on peut supposer que B∩Σh = ∅. Soit BI(ε) (resp. ΣJ(ε)) une
ε-approximation ylindrique de B (resp. Σh). Comme B ∩Σh = ∅, on peut supposer
que B0(ε) ∩Σ0(ε) = ∅. Comme l'ensemble Σh est un pro-onstrutible de Gr(Y), la
quasi-ompaité de la topologie onstrutible entraine que
Σh ⊂ (Σ0(ε)) ∪ (∪1≤i≤mΣi(ε)),
ave m ∈ N. Comme la suite de ylindres de Gr(Y), dénie par
B′0(ε) := B0(ε)\(∪1≤i≤mΣi(ε)),
par les = Σi(ε) pour 1 ≤ i ≤ m et les Bi(ε) pour i ∈ I(ε), est une ε-approximation
ylindrique de B, on peut supposer que BI(ε) vérie la ondition B0(ε)∩Σh = ∅. Or
h(B)△h(B0(ε)) ⊂ ∪i∈I(ε)h(Bi(ε)).
et, si B est fortement mesurable, B0(ε) ⊂ B et h(B0(ε)) ⊂ A. Le théorème est alors
une onséquene direte du lemme 6.2.2.
6.3. La mesurabilité de l'image inverse.  Soit A une partie mesurable de
Gr(X ). Dans e paragraphe, nous étudions le problème de la mesurabilité de l'image
inverse h−1(A) par le morphisme h de l'ensemble A.
6.3.1. Le as ylindrique. Supposons que A ∈ DX soit un sous-ensemble ylin-
drique de Gr(X ).
6.3.2. Lemme.  Soit A un ylindre de Gr(X ) de rang n. Alors h−1(A) est un
ylindre de Y de rang n.
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Démonstration.  Cela déoule diretement de la dénition d'un ylindre et de la
ommutativité du diagramme :
Gr(Y) h //
pin,Y

Gr(X )
pin,X

Grn(Y)
hn
// Grn(X )
où hn désigne l'image par le fonteur Grn du Rn-morphisme de shémas hn : Yn →
Xn, induit par h.
6.3.3. Le as injetif.  Supposons, dans e paragraphe, que le k-morphisme de
shémas h : Gr(Y)→ Gr(X ) est injetif et tempéré et que Y est lisse.
6.3.4. Exemple.  Soit X un R-shéma formel admissible, dont la bre générique
XK est lisse. La théorie des modèles de Néron faibles (f [7℄, [8℄ et [17℄ 2.6) assure
que l'on peut trouver un R-shéma formel admissible U , lisse sur R, (f 2.3.3) et
un D-morphisme de shémas formels h : U → X tels que h : Gr(U) → Gr(X ) soit
tempéré et fortement injetif (f 3.5).
6.3.5. Théorème.  Sous les hypothèses i-dessus, si A est mesurable (resp. forte-
ment mesurable) dans Gr(X ), alors l'ensemble B := h−1(A) est mesurable (resp.
fortement mesurable) dans Gr(Y).
Démonstration.  SoitAI(ε) une ε-approximation de A telle que A0(ε) ⊂ A. Comme
A = (A ∩Gr(Xsing)) ⊔ (A\Gr(Xsing)),
et omme h est tempéré, on peut supposer que A∩Gr(Xsing) = ∅ et que B∩Πh = ∅.
La dénition de AI(ε) entraine que
B△h−1(A0(ε)) ⊂ ∪i∈I(ε)h−1(Ai(ε)).
Soit 1 ≥ δ > 0. Par hypothèse, le lieu sauvage de h est de mesure nulle. Il existe
don un ylindre D(δ) ⊃ Σh tel que :
1. ‖D(δ)‖ < δ.
2. Σh = ∩δD(δ).
On a don
(B\D(δ))△(h−1(A0(ε))\D(δ)) ⊂ ∪i∈I(ε)(h−1(Ai(ε))\D(δ)).
Par dénition de Σh et grâe au lemme 4.3.10, il existe un entier m := m(δ) ≥ 1
tel que Gr(Y)\D(δ) ⊂ ∪1≤i,j≤m∆ei,ej . La suite de ylindres de Gr(Y), dénie par
(h−1(Ai(ε))\D(δ)), est une (r(δ) × ε)-approximation ylindrique de B, où r(δ) :=
max(2ej) est donné par le lemme lé 7.2.2. Pour tout δ > 0, B\D(δ) est un ensemble
mesurable de Gr(Y).
Il nous faut en déduire que B lui-même est mesurable. On peut supposer que
pour 0 < δ′ < δ ≤ 1, D(δ′) ⊂ D(δ). Le résultat préédent entraîne alors que
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B ∩ (D(δ)\D(δ′)) est mesurable. En outre, omme par hypothèse µY(Σh) = 0, la
famille µY(D(δ)) tend vers 0. L'égalité
(B\D(1)) ⊔ (⊔0<δ′<δ≤1(B ∩D(δ)\D(δ′)) = B\Σh = B
permet de onlure (f proposition 5.3.7).
7. Intégrale motivique et théorèmes de hangement de variables
7.1. La dénition de l'intégrale.  On supposera que tous les R-shémas
formels sont admissibles et réduits.
7.1.1. Dénition.  On dit qu'une appliation ψ : Gr(X )→ M̂ est mesurable si
les bres de ψ sont mesurables dans Gr(X ) et si la somme ∑a∈M̂ µX (ψ−1(a))ψ(a)
est onvergente, i.e. si l'ensemble des µX (ψ
−1(a)) non nuls pour a ∈ M̂ est au plus
dénombrable et si
∑
µX (ψ
−1(ai))ai onverge dans M̂.
7.1.2. Dénition.  Si ψ est une fontion intégrable sur Gr(X ), on dénit l'in-
tégrale motivique de ϕ par :∫
Gr(X )
ψdµX :=
∑
i∈N
µX (ψ
−1(ai))ai.
Si A est un ensemble mesurable de Gr(X ) et ψ : A → M̂ une appliation vériant
les propriétés de la dénition 7.1.1, on dénit de même l'intégrale de ψ sur A par :∫
A
ψdµX :=
∑
i∈N
µX (ψ
−1(ai))ai.
7.1.3. Dénition.  Pour tout ensemble mesurable A et toute appliation α :
A→ Z∪{∞}, on dit que α est exponentiellement intégrable si L−α est intégrable, i.e.
si les bres nies de α sont mesurables et si la somme Σn∈ZµX (α
−1(n))L−n onverge
dans M̂, e qui équivaut au fait que la suite (‖µX (α−1(n))‖/2n)n∈N onverge vers 0
dans M̂.
7.1.4. Lemme.  Soient A et B deux parties mesurables de Gr(X ) telles que A ⊂
B. Si ψ : B → M̂ est une appliation intégrable, alors sa restrition à A, ψ|A : A→
M̂ est intégrable sur A.
Démonstration.  On a la relation ψ−1(a) ∩ A ⊂ ψ−1(a) pour tout a ∈ M̂. En
partiulier, ei entraîne que l'ensemble des ((ψ|A)
−1(a))a∈M̂ non nuls est au plus
dénombrable. Comme M̂ est omplet et ultramétrique, la série∑i∈N(ψ−1(ai)∩A)ai
onverge si et seulement si le terme général tend vers 0. Soit ε > 0, il existe N ∈ N
tel que pour tout n ≥ N , ‖µ(ψ−1(an))‖ < ε. L'inlusion du début entraine pour es
mêmes indies, que ‖µ((ψ|A)−1(an))‖ < ε. D'où le résultat.
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7.1.5. Lemme.  Soient A et B deux parties mesurables. Soit ψ une appliation
intégrable sur A ∪ B, alors on a la relation :∫
A∪B
ψdµX =
∫
A
ψdµX +
∫
B
ψdµX −
∫
A∩B
ψdµX .
Démonstration.  Par dénition, on a :∫
A∪B
ψdµX =
∑
i∈N
µX (ψ
−1(ai))ai.
Le résultat vient alors du fait que µX (ψ
−1(ai)) = µX (ψ
−1(ai) ∩ A) + µX (ψ−1(ai) ∩
B) − µX (ψ−1(ai) ∩ (A ∩ B)). Autrement dit, µX (ψ−1(ai)) = µX ((ψ|A)−1(ai)) +
µX ((ψ|B)
−1(ai))− µX ((ψ|A∩B)−1(ai)). Le lemme préédent onlut.
7.1.6. Lemme.  Soit A un ensemble mesurable de Gr(X ). Soit B un ensemble
de mesure nulle. Soit ψ une appliation intégrable sur A. On a alors la relation :∫
A
ψdµ =
∫
A\B
ψdµ.
Démonstration.  La preuve ressemble à la préédente. Il sut de remarquer que
µ(ψ−1(ai)) = µ(ψ
−1(ai) ∩ (A ∩ B)) + µ(ψ−1(ai) ∩ (A\B). Or ψ−1(ai) ∩ (A ∩ B) est
ontenu dans B, don de mesure nulle. Don µ(ψ−1(ai)) = µ(ψ
−1(ai)∩ (A\B)).
7.2. Les théorèmes de hangement de variables.  Soit h : Y → X un R-
morphisme de shémas formels admissibles et réduits, tous deux de pure dimension
d.
7.2.1. Lemme.  Supposons que Y est lisse. Alors pour tout n ≥ max(e, cX e′),
pour tout z ∈ ∆e,e′ et tout x ∈ Gr(X ), tel que πn,X (h(z)) = πn,X (x), il existe
y ∈ Gr(Y) tel que h(y) = x et πn−e,Y(z) = πn−e,Y(y).
Démonstration.  Soit z ∈ Gr(Y) tel que ϕz ∈ ∆e,e′(k′) et x ∈ Gr(X ). Quitte à
étendre les salaires, on peut supposer que ϕz : D→ Y et qu'à x orrespond un R-
morphisme ϕx : D→ X . La question étant loale en Y , on peut supposer que Y est
ane et omme Y est supposé lisse, on peut supposer qu'il existe un R-morphisme
étale Y → BdR. On peut supposer que Y = BdR. En eet, le lemme 3.3.5 assure
qu'au-dessus de tout point la bre du k-morphisme de shémas Gr(Y)→ (Y0)red est
isomorphe à Gr(BdR). Par ailleurs, la question est loale en X , on peut don supposer
que X est ane.
Premier as : supposons que X = BdR. Il nous sut de prouver que pour tout
v ∈ Rd, il existe u ∈ Rd vériant l'équation
(1) h(ϕz + π
n+1−eu) = h(ϕz) + π
n+1v.
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Ce système est alors équivalent à
(2) π−eJh(ϕz).u+ π(. . . ) = v
où Jh désigne la matrie jaobienne de h. Soit M la matrie adjointe de Jh. On est
ramené à résoudre le système
(3) π−eM(ϕz)Jh(ϕz).u+ π(. . . ) = M(ϕz)v.
Par dénition de la fontion ordpi(Jac)h, omme Y et X sont lisses de même dimen-
sion, le déterminant de Jh(ϕz) est de valuation exatement e. Par onséquent, la
rédution modulo π du système (3) préédent est linéaire sur le orps k, de déter-
minant non nul. Il admet don une solution par le lemme de Hensel (f [9℄ III
4-3).
Deuxième as : X = Spf R{x1, . . . , xN}/I. Notons h˜ le R-morphisme omposé
BdR h
//
h˜
""
X  
j
// BNR
où j est le morphisme d'immersion.
La question étant loale en X , on peut supposer, omme dans la preuve du lemme
4.3.25, que X est d'intersetion omplète, i.e. qu'il existe N−d éléments (fi)1≤i≤N−d
de I qui l'engendrent. Soit∆ la matrie (∂fj/∂xi)1≤i≤N,1≤j≤N−d. Quitte à réordonner
les xi, on peut supposer qu'il existe un entier e
′′ ≤ cX e′ tel que la valuation du mineur
(N−d)×(N−d), alulé à partir des N−d premières olonnes et évalué en h˜(ϕz), est
exatement e′′ et les valuations des autres mineurs (N−d)×(N−d) sont supérieures
ou égales à e′′.
Pour prouver l'assertion dans e as, il nous sut de montrer que pour tout
v ∈ RN tel que fj(h(ϕz) + πn+1v) = 0, pour tout 1 ≤ j ≤ N − d, il existe u ∈ Rd tel
que
(1′) h(ϕz + π
n+1−eu) = h(ϕz) + π
n+1v.
Soit v ∈ RN . On peut se ramener au as où X = BdR. En eet, le D-morphisme
BdR
h˜ //
##
BNR
// BN−dR
déni par
fi(h1(x1, . . . , xd), . . . , hN(x1, . . . , xd)) fi(z1, . . . , zN)
oo yioo
est onstant d'image 0 (par dénition de X ). En partiulier, ei entraîne que le
produit des matries jaobiennes ∆(h˜(ϕz)).Jh(ϕz) est nul. Cei implique que les
olonnes de la matrie Jh(ϕz) appartiennent au noyau de la matrie ∆(h˜(ϕz)), i.e.
les oordonnées de haune de es olonnes sont solutions du système
(2′) π−e
′′
M ′(h˜(ϕz)).∆(h˜(ϕz))w = 0
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où M ′ est la matrie N − d × N − d dénie omme la matrie adjointe de la sous-
matrie N − d × N − d de ∆ formée des N − d premières olonnes et w ∈ RN .
Par hypothèse, les équations dénissant le noyau de ∆(h˜(ϕz)) expriment don les
N − d premières oordonnées de w en fontion des d dernières. Le lemme de Hensel
(f [9℄ III 4-3) assure que w ∈ RN est solution du système (2′) si et seulement
si le veteur w ∈ kN , induit par w ∈ RN par rédution modulo π, est solution
du système (2′) réduit modulo π. En partiulier, omme pour tout 1 ≤ j ≤ N − d,
fj(h(ϕz)+π
n+1v) = 0, v est solution du système (2′). Le système (1′) étant équivalent
à
(3′) π−eJh(ϕz).u+ π(. . . ) = v,
il sut de résoudre
π−eJ˜h(ϕz).

uN−d+1
uN−d+2
.
.
.
uN
 + π(. . . ) =

vN−d+1
vN−d+2
.
.
.
vN

où J˜h est la sous-matrie de Jh formée des d dernières lignes. Soient xN−d+1, . . . , xN
les d dernières oordonnées parmi x1, . . . , xN . Ces oordonnées dénissent un D-
morphisme de shémas formels
p : X → BdR.
Par onstrution, la matrie jaobienne du morphisme p◦h n'est autre que la matrie
J˜h. En outre, les hypothèses assurent que l'image de la base (h◦ϕz)∗dxiN−d+1 , . . . , (h◦
ϕz)
∗dxiN par le morphisme
(h ◦ ϕz)∗p∗Ω1Bd
R
/D → (h ◦ ϕz)∗Ω1X/D/(torsion)
dénit une base de (h ◦ ϕz)∗Ω1X/D/(torsion). Autrement dit, ordpi(Jac)p(h(ϕz)) = 0.
La formule de omposition 6.1.8 implique que ordpi(Jac)p◦h(ϕz) = e. On est don
ramené au premier as en onsidérant le D-morphisme p ◦ h : BdR → BdR.
7.2.2. Lemme.  Supposons que Y est lisse. Soient B ⊂ Gr(Y) un ylindre et
A = h(B). Supposons que ordpi(Jac)h(ϕ) est onstant de valeur e < ∞ pour tout
ϕ ∈ B, et A ⊂ Gr(e′)(X ), ave e′ ∈ N. Alors A est un ylindre. De plus, si la
restrition de h à B est injetive, alors, pour n ∈ N susamment grand, on a :
1. Si ϕ et ϕ′ appartiennent à B et πn,X (h(ϕ)) = πn,X (h(ϕ
′)), alors πn−e,Y(ϕ) =
πn−e,Y(ϕ
′).
2. Le morphisme hn : πn,Y(B) → πn,X (A) induit par h est une bration triviale
par moreaux de bre Aek.
Démonstration.  Prouvons tout d'abord que A := h(B) est un ylindre. Par hy-
pothèse, B est ontenu dans ∆e,e′. Soit n ∈ N tel que B soit un ylindre de rang
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n − e (en partiulier, n ≥ 2e et n ≥ 2e + cX e′). Soit x ∈ π−1n,X (πn,X (A)). Il existe
don b ∈ B tel que
πn,X (x) = πn,X (h(b)).
Le lemme 7.2.1 assure alors qu'il existe y ∈ Gr(Y) tel que
(a) h(y) = x.
(b) πn−e,Y(b) = πn−e,Y(y).
Comme B est un ylindre de rang n − e, la ondition 2 entraine que y ∈ B. La
ondition 1 assure que x ∈ A. On a don montré que A = π−1n,X (πn,X (A)). Par ailleurs,
la relation πn,X (A) = hn(πn,Y(B)), don est onstrutible d'après un théorème déjà
ité (f [12℄ 7). Cei implique que l'ensemble A est un ylindre. Prouvons l'assertion
7.2.2/1. Soit n ∈ N tel que B soit un ylindre de rang n − e. Soient ϕ et ϕ′ deux
points de B ⊂ ∆e,e′ tels que πn,X (h(ϕ)) = πn,X (h(ϕ′)). Le lemme 7.2.1, appliqué
à ϕ′ et ϕ, assure l'existene de y ∈ B tel que y = ϕ′ (par injetivité de h) et
πn−e,Y(ϕ) = πn−e,Y(y) = πn−e,Y(y). Passons à l'assertion 7.2.2/2. Il nous sut de
démontrer le résultat pour le ylindre ∆e,e′. La question étant loale en X et Y ,
on peut supposer que X et Y sont anes. Supposons que X est déni dans BNR
par l'idéal I, engendré par m éléments (fi)1≤i≤m. Comme le ylindre h(∆e,e′) est
ontenu dans Gr(e
′)(X ), on peut supposer (f lemme 4.3.25) qu'il est reouvert par
un nombre ni de ylindres C, vériant la propriété
Gr(X ) ∩ C = Gr(R{X1, . . . , XN}/(fi1, . . . , fiN−d)) ∩ C
On peut don supposer que X →֒ BNR est d'intersetion omplète. Soit ∆ la ma-
trie jaobienne (∂fj/∂Xi)1≤i≤N,1≤j≤N−d. Quitte à restreindre C et éventuellement
à réordonner les Xi, on peut supposer que, pour tout x ∈ C, le mineur N−d×N−d
de ∆(x) formé des N − d premières olonnes de ∆(x) est de valuation e′′ ≤ cX e et
que les autres mineurs N − d×N − d de ette matrie sont de valuation supérieure
(f lemme 4.3.25). Il nous sut don de prouver le résultat pour ∆e,e′ ∩ h−1(C).
Soit x ∈ ∆e,e′ ∩ h−1(C). Soit ϕ : Spf Rk′ → X le D-morphisme de shémas formels
orrespondant à x. Supposons n ≥ 2e et n ≥ e+ cXe′. Quitte à étendre les salaires,
on peut supposer que k = κ(x)alg. Nous allons proéder omme dans la preuve du
lemme 4.3.25.
Commençons par étudier la bre de hn au-dessus de πn,X (x). Comme Y est sup-
posé lisse, on peut supposer qu'il existe un D-morphisme étale de shémas formels
Y → BdR et, grâe au lemme 3.3.5 que Y = BdR (f preuve du lemme 7.2.1). Par
ailleurs l'assertion 1 et l'étude faite dans la preuve du lemme 7.2.1 assurent que l'on
peut également supposer que X = BdR. Dans e as, et ensemble peut se dérire
omme
{ϕ+ πn+1−eumoduloπn+1 | (Jh(ϕ).u) ≡ 0moduloπe}.
Comme Jh(ϕ) est équivalente à une matrie diagonale, dont les termes diagonaux
sont πe1, . . . , πed ave
∑
ej = e, ette desription implique que la bre de hn au-
dessus de πn,X (h(ϕ)) est k-isomorphe à A
e
k.
On onlut alors par l'argument noethérien de la preuve du lemme 4.3.25.
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7.2.3. Théorème.  Soient X et Y deux R-shémas formels admissibles et ré-
duits. Supposons que Y est lisse. Soient A et B des ensembles fortement mesurables
de Gr(X ) et Gr(Y) respetivement. Supposons que h induit une bijetion entre B et A
et que h est tempéré sur B. Alors, pour toute appliation exponentiellement intégrable
α : A→ Z∪{∞}, l'appliation B → Z∪{∞} qui à y assoie α(h(y))+ordpi(Jac)(y)
est exponentiellement intégrable et on a la formule :∫
A
L−αdµ =
∫
B
L−α◦h−ordpi(Jac)hdµ.
Démonstration.  Soit ε > 0. Soit AI (resp. BJ) une ε-approximation ylindrique
de A (resp. B). Comme h est tempéré sur B, on peut supposer que B ∩ Σh = ∅.
Prouvons tout d'abord que l'appliation β := α ◦ h + ordpi(Jac)h est mesurable sur
B. Soit n ∈ Z. Soit F (n)L une ε-approximation ylindrique de α−1(n) ⊂ A. On va
montrer que (α ◦ h)−1(n) est un ensemble mesurable de Gr(Y). On peut supposer
que F
(n)
0 (ε) ⊂ A0(ε) ⊂ A (f lemme 5.3.4). On a l'égalité
h−1(α−1(n))△h−1(F (n)0 (ε)) ⊂ ∪i∈Lh−1(F (n)i (ε)).
Grâe au orollaire 6.2.3, on peut supposer que h−1(A0(ε)) = B0(ε). En partiulier,
ette remarque entraîne que
h−1(α−1(n))△h−1(F (n)0 (ε)) ⊂ (∪j∈JBi(ε)) ∪ (∪i∈Lh−1(F (n)i (ε)) ∩B0(ε)).
En eet, par hypothèse, on a
h−1(α−1(n))\B0(ε) ⊂ B ∩B0(ε),
(h−1(α−1(n))\h−1(F (n)0 (ε))) ∩B0(ε) ⊂ ∪i∈Lh−1(F (n)i (ε)) ∩B0(ε),
et, omme h−1(F
(n)
0 (ε)) ⊂ B0(ε),
h−1(F
(n)
0 (ε))\h−1(α−1(n)) ⊂ ∪i∈Lh−1(F (n)i (ε)) ∩B0(ε).
Le lemme 7.2.2/2 assure alors que (α ◦ h)−1(n) est mesurable. On a
β−1(n) = ⊔e∈N((α ◦ h)−1(n− e) ∩ ordpi(Jac)−1h (e)).
La suite (µY(ordpi(Jac)
−1
h (e))e∈N tend vers 0. En eet, la suite (µY(π
−1
e,Y(Gre(Zh))))e∈N
tend vers µY(Gr(Zh)) (f proposition 5.3.9/2) ; d'où la onvergene vers 0 de la suite
de terme général µY(ordpi(Jac)
−1
h (e)). Le lemme 5.3.7 assure alors que l'appliation
α ◦ h+ ordpi(Jac)h est mesurable sur B.
Il s'agit de montrer maintenant que l'intégrale onverge et qu'on a bien la formule
annonée. Le lemme 4.3.10 assure qu'il existe un entier m ∈ N tel que
B0(ε) ⊂ (∪0≤e′≤mh−1(Gr(e′)(X ))) ∩ (∪0≤e≤m{y ∈ Gr(Y) | ordpi(Jac)h(y) = e}),
Par additivité de la mesure, il nous sut de montrer le résultat pour B0(ε) ⊂ ∆e,e′
pour un entier e ∈ N et un entier e′ ∈ N. Soit ε > 0. Soit n ∈ Z. Notons G(n−e)M
une ε-approximation ylindrique de l'ensemble (α ◦ h)−1(n − e), qui est mesurable
dans Gr(X ), telle que G(n−e)0 (ε) ⊂ B0(ε). Il existe une ε-approximation ylindrique
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F
(n−e)
L de α
−1(n− e) telle que F (n−e)0 (ε) = h(G(n−e)0 (ε)). Le lemme 7.2.2 assure alors
que :
[πk,Y(G
(n−e)
0 (ε))]L
−n = [πk,X (F
(n−e)
0 (ε))]L
−n+e.
La formule annonée en déoule.
Grâe à la théorie des modèles de Néron faibles, on peut généraliser e théorème
au as où seul la bre générique de Y est supposée lisse.
7.2.4. Corollaire.  Soient X et Y deux R-shémas formels admissibles et ré-
duits. Supposons que Y soit génériquement lisse. Soient B et A des ensembles forte-
ment mesurables de Gr(Y) et Gr(X ) respetivement, tels que h induit une bije-
tion de B sur A. Supposons en outre que le morphisme h soit tempéré sur B. Soit
α : A → Z ∪ {∞} une appliation exponentiellement intégrable. Alors l'appliation
qui à y ∈ B assoie α ◦h(y)+ ordpi(Jac)h(y) est exponentiellement intégrable et l'on
a l'égalité dans M̂ : ∫
A
L−αdµX =
∫
B
L−(α◦h+ordpi(Jac)h)dµY .
Démonstration.  On peut supposer omme dans la preuve de 7.2.3 que B∩∆h = ∅
et que A ∩ Gr(Xsing) = ∅. La théorie des modèles de Néron (f [7℄, [8℄, [17℄ 2.6)
assure qu'il existe un ouvert U quasi-ompat d'un R-modèle de la bre générique de
Y , notée YK , lisse sur R, et un morphisme g : U → Y tel que g induit une bijetion
entre les points de Gr(U) et eux de Gr(Y). On a alors un diagramme ommutatif :
U
g

f
@
@
@
@
Y
h
// X
Le morphisme g induit une bijetion entre g−1(B) et B et 6.3.3 assure que g−1(B) =
f−1(A) est fortement mesurable. Comme g est tempéré, on peut supposer que
g−1(B)(= f−1(A)) ∩ Σg = ∅. Il en résulte tout d'abord que
f−1(A) ∩ g−1(h−1(Gr(Xsing))) = ∅.
Par ailleurs, la formule de omposition (f lemme 6.1.8) assure alors que f−1(A) ∩
Πf = ∅. On a don f−1(A) ∩ Σf = ∅ (en partiulier, f est tempéré sur f−1(A)).
Supposons maintenant que l'appliation α ◦ h+ordpi(Jac)h est exponentiellement
intégrable sur B. Le théorème 7.2.3 implique alors les égalités dans M̂ :∫
A
L−αdµX =
∫
f−1(A)
L−α◦h◦g−ordpi(Jac)h◦gdµU
et ∫
B
L−α◦h−ordpi(Jac)hdµY =
∫
g−1(B)
L−α◦h◦g−ordpi(Jac)h◦g−ordpi(Jac)gdµU .
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La formule déoule alors du lemme 6.1.8. Il faut prouver que l'appliation α ◦ h +
ordpi(Jac)h est exponentiellement intégrable surB. Soit Fn = (α◦h+ordpi(Jac)h)−1(n).
On remarque que
Fn = g(⊔e∈N(α ◦ h ◦ g)−1(n− e) ∩ (ordpi(Jac)h ◦ g)−1(e)).
Or la formule de omposition 6.1.8 assure que
(ordpi(Jac)h ◦ g)−1(e) = ⊔finie((ordpi(Jac)f)−1(e− e′) ∩ (ordpi(Jac)g)−1(e′)).
La mesurabilité de Fn se déduit alors de la mesurabilité de α et du théorème 6.2.5,
omme dans la preuve de 7.2.3. La onvergene de l'intégrale déoule alors du lemme
7.2.2, omme dans la preuve du théorème 7.2.3.
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