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Chapter 1
Introduction
These pages are the result of the research undertaken in the Grupo de Gravitacio´n y Cuerdas,
led by Prof. Toma´s Ort´ın at the Instituto de F´ısica Teo´rica UAM/ CSIC, during the tenure
of my doctoral degree. They are intended to give an account of the kind of problems attacked
during this time, as well as an illustration of why they can prove of interest, and the methods
considered to solve them. In particular, it is a study of various constructions which arise
in the context of supergravity theories, and along those lines we have made use of methods
developed during the programme of classification of supersymmetric solutions to said theories,
in order to obtain our results.
In a very concise manner, Supergravity (SUGRA, for short) is a mathematical construction
made from adding the algebra of Supersymmetry (which gives the Super in SUGRA) to the
framework of General Relativity. This gives a field theory, which is interesting because one
can recognise in it a spin-2 massless particle, identified with the graviton (the postulated
particle mediating the gravitational force). In this way the ‘Physics’ behind the mathematical
construction appears quite naturally in the construction. For the interested reader, there are
several available books and review articles which give a detailed account of these topics.
The outline of this work is the following. We start in section 1.1 with a quick introduction
to Killing spinors and their use in the study of Supergravity. In particular, we comment on the
interest for supersymmetric solutions to supergravity theories, from where we transition to
the core topic of this thesis, which is the application of techniques arising in the search for the
latter to other contexts. We begin by discussing fakeSupergravity in detail. This theory can be
understood as a spin-off from genuine (regular) SUGRA, which arises by introducing a change
of sign on the potential of the latter, and can be used as a scaffolding from where to obtain
backgrounds with a positive cosmological constant. At last, we comment on possibilities of
using these supersymmetric techniques to tackle problems of interest in Mathematics.
Chapter 2 summarises the programme of classification of supersymmetric solutions to su-
pergravity theories. This was initiated in 1983 by Paul Tod, and was pushed to within its
calculational limits in the last decade, where many interesting characterisations were pro-
duced. The chapter gives details of the spinor bilinear method pioneered by Gauntlett et
al. in [1], as well as the spinorial geometry approach of Gillard et al. [2], including the roˆle
that the mathematical concept of G-structures plays. Chapter 3 gives the full classification of
solutions of N = 2 d = 4 gauged fakeSUGRA, by considering bilinears formed out of spinors.
The solution includes both the case where the vector bilinear’s absolute value is larger than
zero, dubbed the timelike case, and that when it is zero, i.e. the null case. Chapter 4 consid-
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ers the problem of characterising the solutions to five-dimensional minimal fSUGRA, also by
means of the spinor-bilinear formalism. Chapter 5 generalises this work, by presenting the
classification of N = 1 d = 5 fSUGRA coupled to Abelian vector multiplets, but now using
the spinorial geometry approach. Chapter 6 is an application of the techniques considered in
previous sections to the mathematical investigation of Einstein-Weyl spaces. The problem of
classifying this kind of spaces has largely been ignored, and only few certain examples have
been proposed as of present. We add to the spectrum of solutions by considering a modified
connection and using the techniques that were useful in classifying fSUGRA solutions, only
this time we obtain a characterisation of Einstein-Weyl (EW) spaces.
Annexes I-II give a summary and conclusions of the work presented, in Spanish language.
The last part of the thesis has the appendices, which contain information used during the
main chapters of the work. Appendix A has the preferred conventions. It includes the
definitions for the tensorial calculus used extensively in both four and five dimensions, given
in appendix A.1. Appendix A.2 provides the conventions for the spinorial geometry structures.
Appendix A.3 gives account of the spinor bilinears and Fierzs identities, which are relevant
to the classification method of chapters 3 and 4. Appendix B defines the geometry of the
scalar manifolds which appear naturally in the theories considered. We discuss Ka¨hler-Hodge,
special Ka¨hler, quaternionic-Ka¨hler and real special Ka¨hler geometries, which appear in the
context of pure SUGRA theories with vector and hyperscalar multiplets in both four and
five dimensions. Appendix C has some geometric information useful in the characterisation
of the null cases in both d = 4 and minimal d = 5 fSUGRA, as well as a little note on
Kundt waves, which recurrently show up as a solution to this class. Appendix D contains a
scholium on Weyl geometry, including annotations on Einstein-Weyl spaces and their subclass
of Gauduchon-Tod, which appear naturally as the base-space geometry in the timelike case
in d = 4 and in the null case of d = 5. Appendix E includes some basic information on the
Similitude group, which appears when studying null case scenarios. Finally, appendix F is
a short introduction to the Lorentz and the Spin groups, and the 2-1 relationship existent
between them.
1.1 Killing spinors
Spinorial fields parallelised by some connection have been studied in both Mathematics and
Physics for some time now. In Mathematics, this idea is succinctly expressed in the language
of Killing spinors (see e.g. [3] for a review). These are spinors  such that
∇X = λX ·  , (1.1)
for a vector field X, where λ ∈ C is usually called the Killing number, and · is the Clifford
product. Moreover, we say that a spinor is covariantly constant (or parallel) if it is Killing
with Killing number λ = 0, so that
∇ = 0 . (1.2)
A very remarkable result is the correspondence between Riemannian manifolds admitting
connections with special holonomy1 and parallel spinors [4]. In hindsight, this is clear since
if the spin manifold Md carries a Killing spinor, then M is Einstein and has Ricci scalar
R = 4d(d− 1)λ2 . (1.3)
1See appendix E.2 for some information on the holonomy group and special holonomy manifolds.
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One can then easily see why special holonomy manifolds are Ricci-flat.
More so, Killing spinors have a lot of relevance in Physics. They were for example used
to corroborate [5] the positive energy theorem of classical General Relativity (stability of
Minkowski space as a ground state) [6, 7]. Moreover, they naturally appear in the context
of Supergravity (see e.g. [8]). This is because they serve to describe spinorial fields parallel
w.r.t. a supercovariant derivative which encodes the vanishing of the supersymmetric variation
of the fermionic superpartners. In other words, solutions having unbroken SUSY admit Killing
spinors.
Supersymmetric solutions to SUGRA theories are prescriptions for the bosonic fields of
the latter such that they solve the equations of motion arising from its action. In principle,
a solution to a SUGRA theory, i.e. a theory whose action is invariant under the SUSY
transformations
δe
a
µ =
1
2 ¯ γ
aψµ , δψµ = Dµ+ . . .
. . .
(1.4)
need not be supersymmetric itself. A supersymmetric solution2 is defined as one which
preserves a certain amount (all, or a fraction) of the original supersymmetry. This means
that if we act on the solution fields with the (corresponding) elements of the SUSY group,
these remain invariant. Nothing prevents us from trying to find non-BPS solutions to a
SUGRA theory, but solving the equations of motion will in general not prove an easy task.
Looking for solutions which preserve at least some fraction of the original SUSY will be more
managable, and it is in this sense that supersymmetric solutions to supergravity theories have
been of interest in the last couple of decades.
For one, if Nature were to hold a symmetry between fermions and bosons at some high
energy level, it is presumed that its vacuum would be described by some kind of supersym-
metric solution. Furthermore, SUGRA has been notably relevant to string theorists ever since
it was interpreted as a low-energy limit of Superstring Theory, providing with the framework
of an effective field theory where one has the ability to calculate, and whose solutions are
bone fide backgrounds which capture many of the gravitational aspects present in the full
picture. In this sense, supersymmetric solutions offer a very convenient scenario where to test
and develop ideas for the latter. For instance, the study of the quantum regimes where string
theories purportedly live is by no means an easy task; supersymmetric solutions, on the other
hand, have further stability properties granted by the presence of Supersymmetry, which con-
strains the equations of motion that need to be solved, and this can be used in certain cases
to prove their non-renormalisability under quantum corrections (see e.g. [9 - 13]).
An example of this is the microscopic interpretation of black hole (BH) states, that led
to the renowned matching of macroscopic and microscopic black hole entropy [14]. This was
achieved by considering an asymptotically-flat five-dimensional extremal black hole, where
the non-renormalisability of the mass-charge relation for supersymmetric bound states allows
for the counting of microstates. Moreover, the analysis makes use of the so-called attractor
mechanism of [15 - 17], which was discovered in the study of supergravity models, and says
that the matter fields on the event horizon of a supersymmetric black hole depend only on
the electric and magnetic charges of the solution, and not on the asymptotic values of the
fields.
2It is also customary to refer to those solutions preserving some residual SUSY as BPS solutions, since they
saturate the Bogomol’nyi-Prasad-Sommerfeld bound.
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Another instance of foremost importance is that which led to the very famous AdS/CFT
conjecture, that relates a string theory/ gravity theory to a quantum field theory (with-
out gravity) on its boundary. In [18], Maldacena described the correspondence between an
extremal black hole composed of N D3-branes, whose near-horizon geometry is given by
the maximally-symmetric and maximally-supersymmetric AdS5 × S5, and the N = 4 super
Yang-Mills theory on R × S3, to which the string theory drifts as the string scale goes to
zero. This AdS5 geometry is actually the only maximally-supersymmetric ground state for
five-dimensional minimal gauged SUGRA, and it is presumed that other less-supersymmetric
solutions would be of interest in further studies of the conjecture, as well as in other brane-
world constructions of a similar nature. In particular, these BPS solutions with smaller resid-
ual SUSY may correspond to states of the conformal field theory expanded around operators
which have a non-zero vacuum expectation value.
In view of this, it is clear that the connection between the study of supersymmetric
solutions and our understanding of String Theory has proven very fruitful. However, it
should be noted that most of the advances in the topic have been concerned with the study
of asymptotically-flat or anti-De Sitter solutions. Very few advances have been produced in
the area of De Sitter solutions, and little is known about them at present. We shall return to
this topic in the following section.
1.2 Beyond Supergravity
In this section we introduce the core topic of this thesis, which is the application of techniques
arising from the classification of supersymmetric solutions to supergravity theories to other
contexts. We start with a description and motivation to the theory of fakeSupergravity, which
is considered in chapters 3, 4 and 5. Later on we will see that the arguments can be refined
to also classify geometries.
As commented above, not much is known about the behaviour of De Sitter solutions.
From a Supergravity perspective, this is because there are few models allowing for a positive
cosmological constant, and the ones that do are very complicated, which hinders our ability to
find non-trivial solutions. Even though some solutions do exist, they are not general enough,
and thus far the achievements obtained with the likes of the attractor mechanism, or the
AdS/CFT correspondence, are unmatched. It is in this context that the study of solutions to
fakeSupergravity is motivated.
Roughly speaking, fakeSupergravity (fSUGRA) arises by performing a Wick rotation on
the Fayet-Iliopoulos (FI) term [19] of a standard SUGRA, which modifies the gauge group
of the theory. Its connection with cosmological solutions is given by the works of Kastor
and Traschen (KT). In [20], they created an asymptotically-De Sitter charged multi-black
hole solution by observing that the extreme Reissner-Nordstro¨m-De Sitter black hole solution
written in spherical coordinates could be transformed to the time-dependent conforma-static
form
ds2 = Ω−2dτ2 − Ω2 d~x2(3) with Ω = Hτ +
m
r
, (1.5)
where 3H2 is the cosmological constant. As the r-dependent part of Ω is a spherically-
symmetric harmonic function, the multi-BH solutions can be created by changing it to a
more general harmonic function.
Seeing the similarity of the above solution and the supersymmetric solutions to minimal
N = 2 d = 4 Supergravity [21], whose bosonic part is just E-M theory, Kastor and Traschen
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proceeded to show in [22] that their multi-BH solution solved the spinorial equations
∇aI = − iH2 γa εIJJ + H AaI + iF+abγbεIJJ . (1.6)
This fermionic rule can be derived from the supersymmetry variations of minimal gauged
N = 2 d = 4 Supergravity, which has an anti-De Sitter type cosmological constant Λ = −3g2,
by Wick-rotating g → iH. Eq. (1.6) looks a lot like a Killing spinor equation, however, unlike
a proper KSE, this one does not arise from SUSY considerations. Therefore it is common to
refer to an equation like this as a fake-Killing spinor equation (fKSE) [23].
In this direction, further works were produced by London in [24], where he generalised the
KT solutions to produce higher-dimensional multi-black holes, by showing that his solutions
solved too a suitable fKSE. Also, Shiromizu included spinning solutions in a stringy theory
in [25]. Similarly, the first solutions to five-dimensional E-M-dS theory were given in [26, 27],
which were based on proposed Ansa¨tze. A little later, Behrndt and Cveticˇ generalised in
[28] the KT backgrounds to solutions to four- and five-dimensional SUGRA theories coupled
to vector multiplets, by noting that the difference between the cosmological solutions of [20]
and the usual supersymmetric solutions (see e.g. eq. (2.6) in [21]) is given by the linear τ -
dependence in Ω. They thus proposed a substitution rule, in which they called for adding a
piece (linear in the time-coordinate) to the harmonic functions which recurrently appear in
the study of supersymmetric solutions to SUGRA theories.
Furthermore, they showed that their solutions solved fKSEs that could be obtained from
the KSEs of gauged supergravity with vectors, by Wick-rotating the coupling constant. They
pointed out that this is equivalent to considering an R-gauged symmetry. This can be seen
explicitly e.g. in the construction of gauged N = 2 d = 4 Supergravity coupled to vector
multiplets, which calls for the inclusion of a U(1) Fayet-Iliopoulos term. In terms of the KSE
of theory, this FI term is gauged, proportional to the coupling constant (see e.g. [29]). By
Wick-rotating the coupling constant, this is equivalent to performing a Wick-rotating on the
gauge group, which now becomes R.
In summary, the work of Kastor and Traschen opened up a whole new window of research,
where new backgrounds can be obtained from the study of theories allowing for parallel
spinors w.r.t. a new supercovariant derivative, different from the one prescribed by SUSY.
In this sense, Grover et al. pioneered in [30] the programme of systematic classification of
solutions to theories admitting fKSEs. They used the spinorial geometry techniques of [2]
to characterise the timelike solutions of minimal N = 1 d = 5 fakeSupergravity. One of
the novel results they obtained is that the geometry contains a base-space which is a hyper-
Ka¨hler manifold with torsion (HKT), whereas it is of hyper-Ka¨hler type in ungauged N = 1
d = 5 SUGRA [1], and Ka¨hler in the gauged version [31]. Moreover, ungauged and gauged
Supergravities permit the embedding of gravitational models with a vanishing or negative
cosmological constant, respectively. Since the procedure involved in fSUGRAs generates a
change of sign in the potential of the theory, the resulting cosmological constant is positive,
and fSUGRA is often referred to as De Sitter Supergravity.
However, a word of caution should be issued here: it has long been known that although ac-
tions with local dS Supersymmetry exist, they violate the positive-defineteness of the Hilbert
space, so the corresponding supergravity theory contains ghosts [32, 33]. This of course poses
a problem with unitarity, and thus one has to be particularly careful with the interpretation
of physical results coming from studies of such a setting. In this sense, the idea of using
spinors that are not parallel under the standard covariant derivative prescribed by SUSY was
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(to the best of our knowledge) first introduced in [23, 34]. These fields were later employed to
establish a duality between supersymmetric domain-wall solutions of a supergravity theory
and supersymmetric cosmologies [35], in the context of the Domain Wall/ Cosmology corre-
spondence (cf. [36 - 40]). In their construction, Skenderis, Townsend and Van Proeyen require
the closure of the SUSY algebra, on top of the rotation of the coupling constant. This they
do by introducing a further reality condition on the spinorial and matter fields of the theory,
which produces the expected ghost fields. They have indeed a SUGRA action invariant under
the De Sitter group.
The situation for our course of study is different, in that fSUGRA is considered as a
solution-generating technique. We only perform a Wick-rotation on the coupling constant
(FI term) of the corresponding SUGRA theory, and solve the condition of parallelity of the
spinorial field under the (resulting) supercovariant connection. There is no demand for the
SUSY algebra to hold; this does away with the ghosts, and hence the solutions to fSUGRA
are faithful physical backgrounds. Furthermore, starting from a fakeSupergravity theory and
taking the limit of vanishing FI term, one recovers an ordinary Supergravity theory with
vanishing coupling constant (Minkowski SUGRA).
We have just seen some instances of the link between Killing spinors and certain classes
of geometrical spaces. This suggests that the techniques used in the classification of fSUGRA
solutions can be extrapolated to also classify geometries. A case study of this is given in
chapter 6, where we have considered a non-vanishing spinorial field fulfilling a particular
condition of parallelity. The condition has been chosen so that its integrability condition
gives rise to the equation defining Einstein-Weyl spaces, thus offering a way to classify these.
By way of the bilinear method, we come to characterise all possible EW manifolds which arise
in this SUSY-like manner.
Chapter 2
Classification of supersymmetric
SUGRA solutions
In the previous chapter, we have commented on the interest of finding BPS solutions to
supergravity theories. A lot of efforts have been devoted to this end throughout the last
decades. The classical approach is to take some motivated Ansatz for the bosonic fields,
and seek examples that admit the vanishing of the fermionic superpartners, see e.g. [41 - 49].
While this approach has given some results, it is of course useful to obtain a more systematic
method for finding supersymmetric solutions. In particular, given a supergravity theory, it is
natural to ask whether one can obtain all supersymmetric solutions of that theory. This was
done in 1983 by Tod for the case of minimal N = 2 d = 4 Supergravity [21]. He obtained the
most-general background which would saturate the positivity bound for the ADM mass of an
asymptotically-flat spacetime that satisfies the dominant-energy condition [50]. Tod’s work
was a completion of an analysis that Gibbons and Hull had started in [51], where they noticed
that a solution saturating the bound would imply that a Dirac spinor i (for i = 1, 2) would
serve as a supersymmetry transformation. Many years later, Gauntlett and collaborators
took the method one step further by classifying all the supersymmetric solutions of minimal
five-dimensional SUGRA [1]. One then naturally asks why did it take so long, from the
original article by Tod, to the feverish activity that started in 2002. The reason is that the
original article by Tod employed the Newman-Penrose formalism for General Relativity [52],
which is inherently limited to four dimensions. Gauntlett et al. surpassed that limitation
by considering a novel techique in the characterisation of solutions. They asummed the
existence of a Killing spinor, and constructed bilinears out of them. These bilinears satisfy a
number of algebraic and differential equations, and their analysis gives a characterisation of
the supersymmetric configurations1.
Roughly, the process of characterisation is the following: we consider the vanishing of
the variations (with respect to a SUSY parameter) of the supersymmetric partners of the
bosonic fields of the theory, which gives rules for these fields. We shall generically refer
to these rules as the Killing spinor equations (KSEs). They are prescribed in terms of the
relevant bosonic supergravity fields, as well as the assumed Killing spinor2. Among them,
1When we refer to a configuration, we mean the prescription for the fields of the theory arising from the
existence of the Killing spinor. It will become a solution once the field equations of the theory are also satisfied.
2Notice that because supersymmetric partners have spin either 1/2 or 3/2, the variation also has to be
half-spin-valued, which a combination of integer-valued bosonic fields and a spinor will respect.
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there is one that can be interpreted as a rule for the parallel propagation of the spinor, in the
Mathematical sense. One then uses these rules to obtain the most general form of the bosonic
fields, of course compatible with the KSEs and the existence of a preserved spinor. They form
a supersymmetric configuration, since they are consequence of assuming the existence of a
non-vanishing spinorial field, which is interpreted as the supersymmetric transformation.
Moreover, the configurations thus obtained need to also solve the dynamical field equa-
tions. Since the rules obtained above are linear in derivatives, and the equations of motion
(EOMs) are second order, one cannot hope to obtain a recipe for solutions to the EOMs
straight away. Instead, one uses the supersymmetric configurations as Ansa¨tze from which to
obtain supersymmetric solutions, by solving the field equations. In this sense, an observation
made by Gauntlett et al. in [1] (originating from the work in [53], and further formalised in
[54]) reduces the amount of work necessary to find the conditions that a supersymmetric field
configuration needs to fulfill. The key idea is that the existence of Killing spinors (i.e. the
solutions preserving some supersymmetry) implies relations between the EOMs.
This was already seen in [9], where they called these relations Killing spinor identities
(KSIs), although at that time they used them to prove invariance under quantum corrections
of certain supersymmetric black holes solutions. In particular, these KSIs relate equations
for fields of spin differing by 1/2. In turn, this implies that one only needs to check explicitly
a certain number of the components of the field equations, since others are automatically
fulfilled by means of these relations between them. The KSI is based on the fact that the
invariance of an action under a (super)symmetry implies the following gauge identity
δS =
∫
δΦA
δ
(√
gS)√
gδΦA
=
∫
δΦA EA −→ 0 = δΦA EA(Φ) , (2.1)
where we are using a superset of fields ΦA = {Ba, Fα}), and we have introduced the notation
in which the equation of motion for a field ΦA is written as EA(Φ) = 0. If one then considers
the functional derivative of the last equation in (2.1) w.r.t. some fermion field, and evaluate
the resulting identity for purely bosonic configurations that solve the Killing spinor equations,
i.e. Fα = δF
α |F=0 = 0, ones sees that
0 =
δ
δF β
[δB
a]
∣∣∣∣
F=0
Ea . (2.2)
This equation is the Killing Spinor Identity, and must hold for any supersymmetric system.
Equivalently, the KSIs can be seen as a subset of the integrability conditions of the KSEs.
We now proceed to describe the bilinear formalism of [1]. Spinorial geometry techniques,
first introduced in [2], are discussed in section 2.2.
2.1 Bilinear formalism
The bilinear formalism is a method for characterising supersymmetric solutions. Thus, it
starts with assuming at least one Killing spinor; this is an  such that
Dµ = 0 , (2.3)
where D is the covariant derivative that results from demanding the vanishing of the gravitino
variation (w.r.t. ) for the theory in question, i.e. δψ
i
µ = 0. To be specific, lets focus on the
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original pure N = 1 d = 5 theory of [55], where we shall repeat the calculations presented
in [1]. The bosonic field content of this theory is given by a Fu¨nfbein (the graviton) eaµ
and the graviphoton Aµ; the fermionic content by the gravitinos ψ
i
µ, which are taken to be
sympletic-Majorana. There are two of them (i = 1, 2), accordingly with taking Sp(1) as the
group defining the condition on the spinors.
The action of the theory is
S =
1
4piG
∫ (
−1
4
Rdvol − 1
2
F ∧ ?F − 2
3
√
3
F ∧ F ∧A
)
, (2.4)
and the field equations are
0 = Rµν + 2 (FµρFν
ρ − 1
6
gµνFτσF
τσ) , (2.5)
0 = d ? F +
2√
3
F ∧ F . (2.6)
The supersymmetric transformation rules for the bosonic fields are given by [55]
δe
a
µ =
i
2
¯iγ
aψiµ (2.7)
δAµ = i
√
3 ¯iψ
i
µ . (2.8)
and they shall be used in the context of the KSIs. The gravitino KSE is
δψ
i
µ = Dµ
i =
(
∇µ + 1
4
√
3
(γµνρ − 4ηµνγρ)F νρ
)
i = 0 , (2.9)
where i are again sympletic-Majorana spinors, and, as the KSE is linear in them, we can
take them to be classical commuting spinors.
Continuing with the formalism, we proceed to construct bilinears out of the two spinors
(see also appendix A.3.2),
f˜ = i ¯i
i (2.10)
V a = i ¯iγ
ai (2.11)
Φr ab = (σr)i
j ¯jγ
abi . (2.12)
The key step in the method is relating them to the fields in the theory through the KSE
(2.9). In order to do this, we now summon the very important Fierz identities, cf. appendix
A.3.3. These allow us to obtain several algebraic identities which shall play a major part in
the analysis. The five-dimensional identities are given in eqs. (A.69)-(A.76), and in particular
(A.69) says
V aVa = f˜
2 , (2.13)
This implies that V a is either timelike, null or vanishing3. The reasoning needed in these two
cases are different, and thus we shall treat them sequentially. Its solutions, just as in Tod’s
analysis, will hence vary depending on the case.
3The possibility of having a zero V is excluded in regions where the spinor is non-vanishing, and we shall
only differentiate among timelike or null case.
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We now differentiate the bilinears and use the KSE to obtain the following differential
equations
df˜ = − 2√
3
ιV F (2.14)
∇(µVν) = 0 (2.15)
dV [ =
4f˜√
3
F +
2√
3
? (F ∧ V [) (2.16)
∇µ(Φr)νρ = 2√
3
F στ
(
gσ[ν(?Φ
r)ρ]µτ − gµ[σ(?Φr)τ ]νρ −
1
2
gµ[ν(?Φ
r)ρ]στ
)
, (2.17)
where ιV F is the interior product of F and V defined as ιV F = ιV µ∂µ(
1
2Fνρdx
ν ∧ dxρ) =
V µFµνdx
ν , and V [ is the one-form obtained from V through the musical isomorphism [ :
TM → T ∗M . In components, this is the action of raising/ lowering indices with the metric.
Notice eq. (2.15) is saying that V is a Killing vector4. Furthermore, taking the exterior
derivative of eq. (2.14), one gets
0 = d(ιV F ) ,
which, by the Bianchi identity of the field strength and the definition of the Lie derivative,
implies that
LV F = 0 . (2.18)
This result, plus eq. (2.15), means that V is a symmetry of the putative solution (g, F ). Also,
by totally antisymmetrising eq. (2.17) over the free indices we see that
dΦr = 0 , (2.19)
hence the Φr are closed 2-forms.
Before splitting the analysis in the two possible cases, let us consider a subset of the
integrability condition on the supersymmetry transformation of the gravitino. This will give
an equation which Kallosh and Ort´ın first called the Killing spinor identity. It is
0 = 4γν∇[µδψiν]
=
{
(Eµσ − 1
3
gµ
σEρρ)γσ + γµ√
3
(Mσγσ + 2
3
Bσγσ)−
√
3(Mµ + 2
3
Bµ)
}
i , (2.20)
where Eµν is, when equal to zero, the Einstein equation, Mµ the Maxwell equation and Bµνσ
the Bianchi identity, such that
Eµν = eµaEaν , Eaν = − 1
2
√
g
δS
δeaν
, Mµ = 1√
g
δS
δAµ
, Bµνσ = (dF )µνσ . (2.21)
We can get an identity for Eρρ by acting on (2.20) with γµ (from the left); plugging it back
into (2.20) one gets the KSI relating Einstein, Maxwell and Bianchi equations
0 =
{(
Eµσ −
√
3 (?B)µσ
)
γσ −
√
3
4
Mµ
}
i . (2.22)
4This will not be the case in the study of fakeSUGRA solutions.
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Acting on it with i¯iγν , one gets again the structure of the bilinears, which upon recalling the
Fierz identities gives
0 = f˜
(
Eµν −
√
3 (?B)µν
)
−
√
3
4
MµVν . (2.23)
Acting instead with i¯i, one arrives at
0 =
(
Eµν −
√
3 (?B)µν
)
V ν −
√
3
4
f˜Mµ , (2.24)
which in the timelike f˜ 6= 0 case is equivalent to eq. (2.23), by means of the Fierz identity
(A.69).
One can also act on eq. (2.22) with ¯j(σ
r)i
jγν [56], which gives
0 =
(
Eµσ −
√
3 (?B)µσ
)
Φr νσ . (2.25)
In the timelike case we can separate eq. (2.23) in symmetric and antisymmetric parts,
which read
Eµν =
√
3
4f˜
M(µVν) (2.26)
(?B)µν = − 1
4f˜
M[µVν] . (2.27)
Notice that this says that if the Maxwell equantion is satisfied, i.e. Mµ = 0 ∀µ, then
both the Einstein equation and the Bianchi identity are also automatically satisfied. These
equations will be used in section 2.1.2, when we analyse the equations of motion of the Ansatz
for the timelike supersymmetric configurations.
In the null (f˜ = 0) case, the tensorial equation (2.23) can be expressed as
MµVν = 0 , (2.28)
which implies that the Maxwell equation is identically satisfied.
To proceed, we shall distinguish between the two possible cases.
2.1.1 Null case
In this case V 2 = f˜2 = 0 and hence f˜ = 0. Eq. (2.16) expresses that V [ ∧ dV [ = 0, i.e. V [ is
hypersurface-orthogonal. The Frobenius theorem of differential geometry then implies that
V [ can be written as V [ = fdu, where f and u are functions. Furthermore, since
ιV dV
[ = 0 , (2.29)
V is tangent to surfaces of constant u; this allows us to introduce coordinates (u, v, ym) (m =
1, 2, 3) such that the surfaces tangent to V are parametrised by v. Hence V = ∂v. The metric
then has the form
ds2 = 2fdu(dv +Hdu+ w)− f−2hmndxmdxn , (2.30)
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where the function f , the function H and the three-dimensional metric hmn do not depend
on v, because by eq. (2.15) V is Killing. This is a Kundt metric, as given in eq. (C.28). Using
identities (A.71) and (A.72) one easily arrives at
Φr = Φrum du ∧ dxm . (2.31)
Since the Φr forms were previously determined to be closed, cf. eq. (2.19), this implies that
(dΦr)uvn = 0, whence Φ
r is v-independent, and also that (dΦr)umn = 0, which means that by
Poincare´’s lemma we can locally write Φr as an exact form, i.e.
Φrum = ∂my
r , (2.32)
for some function yr = yr(u, xm), as Φr should not depend on v. Precisely because of the
coordinate dependence of the new functions yr, one can perform a coordinate transformation
that respects the metric (2.30), and rewrite Φr as5
Φr = du ∧ dxr . (2.33)
Moreover, we can use the Fierz (A.73) to find
hmnΦrumΦ
s
un = h
rs = δrs , (2.34)
so the base-space metric hmn is Euclidean, i.e. flat.
We now proceed to obtain the form of F . To do so, it is easier to work with an orthogonal
frame where the full metric is flat; a convenient one is given by
e+ = fdu , θ+ = f
−1(∂u − H∂v) ,
e− = dv +Hdu+ w , θ− = ∂v ,
ei = f−1eim dxm , θi = femi (∂m − wm∂v) ,
(2.35)
where eim = δ
i
m, e
m
i = δ
m
i because of the flatness of the base-space; the metric is consequently
given by
ds2 = e+ ⊗ e− + e− ⊗ e+ − ei ⊗ ei , (2.36)
where i = 1, 2, 3. An inmediate thing to see is that due to eq. (2.14), ιV F = 0, and just as in
the timelike case we use it to symplify the field strength to
F = F+i e
+ ∧ ei + 1
2
Fij e
i ∧ ej . (2.37)
Likewise, using eqs. (2.15) and (2.17) one obtains the full form, which reads
F =
2√
3
f2du ∧ ?(3)d˜w + 2
√
3f−2 ?(3) d˜f , (2.38)
where d˜ is the derivate w.r.t. to the base-space coordinates xi, i.e. d˜ = dxi θi. The Fierz
identity eq. (A.75) in the tangent-space base reads
γ+ = 0 . (2.39)
5Observe that the coordinate transformation sends the xi (in the metric and in Φr) to yi, which we relabel
again to xi for convenience.
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It follows from the analysis of the KSE that this implies having a constant spinor. Since
eq. (2.39) is the only restriction applied, and γ+ has rank 2, this entails that at least half of
the supersymmetry is preserved.
We have so far obtained supersymmetric configurations to the theory in question, but we
would now like to obtain solutions. For this we need to impose the Einstein field equation, as
well as Maxwell’s equation and the Bianchi identity on the gauge field strength. The analysis
of these will also give us the final pieces in the characterisation, the descriptions of f and H
above. Recall that, because of the KSIs, Maxwell’s equation (2.6) is identically satisfied. The
Bianchi identity, dF = 0, gives the following constraints
0 = ∇2f−1 (2.40)
0 = d˜(f2 ?(3) d˜w) + 3 ?(3) ∂u ?(3) d˜(f
−1) . (2.41)
Eq. (2.40) implies that f−1 = f−1(u, xi) is a harmonic function, and eq. (2.41) can be recast
as
− 4ijk∇jwk = f−2∇iφ , (2.42)
for an undetermined function φ = φ(u, xi). Its integrability condition implies that it is
generically solved in terms of another harmonic function L = L(u, xi).
We now analyse the gravity field equation. In view of eq. (2.25), it is easily seen that the
components
E+− , E+i , E−− , E−i , Eij (2.43)
all vanish, thus only E++ needs to be explicitly solved. The explicit form of this equation of
motion is not too enlightening and we shall content ourselves with the knowledge that it can
be solved by a function H0 = H0(u, x
i) that is harmonic w.r.t. the xi coordinates.
Observe that we still have remaining gauge freedoms, e.g. shifts to the coordinate v →
v + g(u, xi), which can lead to simplification of the results. We will, however, refrain from
doing so, since the purpose of this section is solely to introduce the method. Interested readers
can of course refer to [1] for details, as well as the solution to the problem by means of spinorial
geometry techniques, in section 2.2.1. The end result is that the general supersymmetric null
solution to d = 5 SUGRA is a geometry given by the metric (2.30) and the field strength
(2.38). The functions f and H are harmonic, and fulfill the eq. E++ = 0, which is solved by
expressing H in terms of a harmonic function H0. The 1-form w is given by eq. (2.41), also
solved by means of another harmonic function, in this case L. Moreover, the three-dimensional
base-space is flat.
2.1.2 Timelike case
In the timelike case, since V 2 is larger than zero, eq. (2.13) implies that f˜2 > 0. The two
possible cases are positive and negative f˜ . We focus solely on the positive one, for illustrative
purposes; the other case is obtained analogously, and grants the same solution modulo some
minus signs and replaces the self-duality conditions by antiself-duality, and vice versa.
Because V is timelike, we introduce a time coordinate adapted to its flow, i.e. V = ∂t.
The metric can then be decomposed in conforma-stationary form
ds2 = f2(dt+ w)2 − f−1hmndxmdxn , (2.44)
where hmn is the metric on the four-dimensional base-space M(4), which is four-dimensional
(m,n = 1, ..., 4), and w = wm dx
m is a 1-form. Because V is a Killing vector field, the function
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f , the metric hmn and the 1-form w are time-independent. Notice that the presence of the
f−1 factor multiplying the base-space metric guarantees that the Laplacian operator acting
on time-independent fields can be expressed solely in terms of hmn.
We choose the following Vielbein
e0 = f(dt+ w) , θ0 = f
−1∂t ,
ei = f−1/2eim dxm , θi = −f1/2wi∂t + f1/2emi∂m , (2.45)
where ea and θa are canonically-dual, i.e. e
a(θb) = δ
a
b , and we have defined e
i
me
i
n ≡ hmn,
wi ≡ wmemi and eimemj ≡ δij , for i, j = 1, . . . , 4. The metric is then given by
ds2 = e0 ⊗ e0 − ei ⊗ ei . (2.46)
The Fierz identity (A.71) shows that the two-forms Φr live in the base-space, and by
(A.72) they are also antiself-dual. (A.73) can then be written as
(Φr)m
n(Φs)n
p = −δrsδpm + εrst(Φt)mp . (2.47)
This is the algebra of imaginary unit quaternions (see appendix B). By eq. (2.17) we can
see that Φr is covariantly constant w.r.t. the Levi-Civita` connection on the base-space, in-
duced from the five-dimensional one. Since Φr is also compatible with the metric (they are
2-forms and thus antisymmetric in their indices), we can say that the base-space has an inte-
grable quaternionic structure with three closed Ka¨hler forms (given by (Φr)mn), and whence
(M(4), hmn) is a hyper-Ka¨hler manifold.
Since, as commented above, ω is time-independent, its exterior derivative dω is a 2-form
that lives on the base-space M(4). We can therefore decompose
fdw = G+ +G− , (2.48)
where G± are (anti)self-dual 2-forms on the basespace, i.e. ?(4)G± = ±G±. We can use this
decomposition to study the field strength. This can be generically be written as
F = F0i e
0 ∧ ei + 1
2
Fij e
i ∧ ej . (2.49)
Then after some calculations with eqs. (2.14) and (2.16) one obtains (respectively) the form
of F0i and Fij , such that
F =
1
2
√
3
(
−3f−2V [ ∧ df +G+ + 3G−
)
. (2.50)
We now show that the necessary conditions obtained so far are also sufficient to satisfy the
KSE for a non-vanishing i, and hence the configuration has some unbroken SUSY. Eq. (A.75)
in a Vielbein basis implies that
γ0i = i . (2.51)
Notice this equation also says that i is chiral with respect to the associated spin structure
defined on the base-space, i.e.
i = γ01234i = γ1234γ0i = γ1234i , (2.52)
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having used eq. (A.43), and chosen the orientation 01234 = 1. Invoking again (A.43), one
obtains that the antisymmetric product of two gamma matrices acting on the spinor is antiself-
dual w.r.t. the base-space metric, i.e.
(?(4)γ)
jki = −γjki ; (2.53)
whence the product
G+ijγ
ij = 0 (2.54)
identically. This is useful for analysing the time-component of the KSE (2.9), which results
in the statement that the spinor is time-independent, i.e.  = (x). The spatial components
can be generically solved by taking an epsilon of the form
(t, xm) = (xm) = f1/2 η(xm) , (2.55)
where η is such that ∇mη = 0. In other words, (M(4), hmn) admits a parallel spinor. Fur-
thermore, as the base-space is hyper-Ka¨hler, we are assured that such a spinor exists [4]. The
projector 12(γ
0 − 1) has rank 2, and consequently the configurations presented preserve at
least 1/2 SUSY, as in the null case.
To finish the analysis, we proceed to impose the equations of motion: demanding the
fulfillment of the Maxwell equation implies the following equation
∇m∇mf−1 = 2
9
(G+)mn(G
+)
mn
. (2.56)
The Bianchi identity dF = 0, in turn, says that G+ is closed, i.e.
dG+ = 0 . (2.57)
The remaining EOMs do not impose any further conditions, as by the KSIs all of the
components of the Einstein field equation are automatically satisfied. To summarise, we
have that supersymmetric timelike solutions to minimal d = 5 SUGRA are given by the
metric (2.44), where the base-space is time-independent and described by a hyper-Ka¨hler
geometry (M(4), hmn) and antiself-dual Ka¨hler 2-forms. Also, there is a globally-defined time-
independent function f , and a time-independent 1-form w locally-defined on M(4), such that
fdw = G+ +G−. Moreover, the field strength is given by
F =
1
2
√
3
(−3(dt+ w) ∧ df + 3fdw − 2G+) , (2.58)
and eqs. (2.56) and (2.57) ought to be satisfied.
2.1.3 G-structures
So far in this chapter we have described the bilinear method for characterising supersymmetric
solutions to SUGRA theories. One of its foremost ingredients is the construction of forms
out of the supersymmetric parameters (spinors) of the theory. By means of the KSE, these
forms are analysed and prescribe the resulting geometry. While we did not comment on it
above, historically the construction of these forms was strongly suggested by the mathematical
concept of G-structures, and in fact one can reinterpret the method from their point of view.
We proceed to give a brief description of these structures, and their relevance to our study.
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Pure gravity supersymmetric solutions (where the only turned-on field is the vielbein) are
given by Ricci-flat metrics with special holonomy. By this we mean metrics on a manifold
Md whose torsion-free, metric connection has holonomy group smaller than the most-general
Gl(d) group6, and such that it paralellises a spinor, i.e.
∇ = 0 . (2.59)
The classification of such possible metrics, in Euclidean signature, was famously given by
Berger in 1955 (see appendix E.2 for some more detail). Alas, here we are interested in a
Lorentzian signature, which is much less studied. Furthermore, we are dealing with theories
which also have matter, and hence the spinor will in general no longer be parallel w.r.t. the
Levi-Civita` connection. It is in this sense that G-structures come to our aid, as they provide
us with a framework with which to generalise the concept of special holomomy.
We define G-structures in terms of the frame bundle F (M) on our manifold Md [57, 58].
Generically, any element of GL(d) will take one choice of frame into another. However, as
soon as there is any additional structure defined on M , the group G preserving such structure
will be strictly smaller than GL(d). This smaller group will serve as the structure group for a
frame sub-bundle, and it defines a G-structure. This is similar to SO(1, d) being the largest
possible holonomy group on a manifold with a connection that respects lenghts. Thus, the
existence of a G-structure implies that the possible change of frames of F (M) is given by G.
There is an equivalent definition of G-structures using tensors (see e.g. [58]). In particular,
any tensor can be decomposed into representations of the group G. We want to consider those
tensors that are non-vanishing, globally-defined and invariant under G. Precisely because of
the global aspect, if there is such an invariant tensor, it means that the structure group
of F (M) is no longer GL(d), but rather G (or a subgroup of it). So we can establish a
correspondence between the existence of a G-invariant tensor, which is something that can
easily be calculated, and having a G-structure.
Additionally, there is a relation between G-invariant tensors and torsionful connections
[59], which is what is needed for our desired generalisation. We consider the standard covariant
derivative ∇ of a G-invariant form Ω; it can be decomposed into irreducible G-modules Wi
∇Ω→ ⊕Wi ' Λ1 ⊗ g⊥ , (2.60)
where g⊥ are the elements in so(1, d) which are not in the Lie algebra g of G. The right hand
side is so because Ω is G-invariant, and hence g ◦ Ω = 0. Equation (2.60) can be explicitly
expanded as
∇mΩn1...nr = −Kmn1p Ωpn2...nr −Kmn2p Ωn1p...nr − . . .−Kmnrp Ωn1...nr−1p , (2.61)
where the Kmn
p ∈ ⊕Wi label the modules. The decomposition allows us to define a new
covariant derivative ∇′ ≡ ∇ + K with torsion K. Since ∇′Ω = 0 by construction, the
holonomy group of this new connection is inside of G. Note that this serves as the desired
generalisation, since when all the modules Wi vanish, it is equivalent to ∇Ω = 0, i.e. having
special holonomy inside of G. Having the modules turned on implies deviating away from
special holonomy, which is what we want for classifying supersymmetric solutions to SUGRA
theories with matter.
6Having chosen a metric-compatible connection, SO(d) is in fact the largest possible holonomy group
allowed.
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In this sense, the bilinears made out of spinors which we had in the previous two sections
are G-invariant tensors, and they encode the existence of a G-structure, where the Kmn
p are
given by the matter content of the theories studied. This G-structure is defined in terms of
the supersymmetry parameters i, which are solutions to the KSE of (2.9). The bilinears
constructed in the timelike case determine an SU(2)-structure, while in the null case its an
R3-structure.
2.2 Spinorial geometry techniques
In this section we introduce the Spinorial Geometry technique for classifying supersymmetric
solutions to supergravity theories. In [2] Gillard et al. characterised the solutions of d = 11
SUGRA for N = 1, 2, 3, 4 SUSYs, by recasting the supersymmetric parameters (spinors) in
the language of differential forms, and using the gauge symmetry of the theory Spin(1, 10) to
greatly simplify the calculations. This approach stands on the shoulders of G-structures, and
proves very adequate to treat problems involving a high number of dimensions and several
preserved supersymmetries, where the bilinears method presented in the previous section
becomes increasingly unmanageable. In this sense, this method has been used to extensively
classify solutions in many scenarios (see e.g. [60 - 69]). The study of chapter 5 has been
produced considering these techniques7, which we now review.
The starting idea behind the formalism is to consider the spinors as forms [70 - 72]. This
gives us the means to introduce an explicit basis of spinors, which (and this is where the
effectiveness of the method lies) due to the gauge symmetry of the theory, we can reduce to
a simple expression/s. These canonical spinors are then introduced into the Killing spinor
equation for an explicit evaluation, which translates into a linear system of algebraic and
differential equations. These equations no longer have Gamma matrices in them, and can be
solved to obtain the form of the resulting geometry.
From an abstract point of view, the spinorial fields for different theories come in different
irreducible representations of the Spin group, depending on the particular algebraic structure
associated to the signature of the theory in question, which allows or not for certain restrictions
on the spinors. A summary of this is given e.g. in [73] or [74, appendix B]. These spinorial
representations each have a number of R independent components, with the minimal number
corresponding to the smaller representation in a given dimension d.
Generically, the space of Dirac spinors has 2bd/2c (complex) components, and one can
recast them in terms of the complexified space of forms on Rbd/2c, which is denoted mathe-
matically by ∆ = SpanC(1, e1, . . . , ebd/2c) = Λ∗(Rbd/2c⊗C). The canonical basis for ∆ is then
given by
ξi = {1, ei1 , ei1i2 , ei1i2i3 , . . . , ei1...ibd/2c} , (2.62)
where each index i takes values in {1, . . . , bd/2c} and ei1i2...ip ≡ ei1 ∧ ei2 ∧ . . . eip . The
dimensionality of the space of forms is thus given by the sum of the number of p-forms, where
p = 0, . . . , bd/2c. This can be shown to equal
bd/2c∑
d=0
( bd/2c
d
)
= 2bd/2c , (2.63)
7The results can also be obtained by employing the bilinear method.
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thus agreeing with the (complex) dimensionality of the space of Dirac spinors. A general
Dirac spinor can then be written as
 = µ(0) 1 + µ
(1)
i1
ei1 + µ
(2)
i1i2
ei1i2 + . . .+ µ
(bd/2c)
i1...ibd/2c ei1...ibd/2c , (2.64)
where all the µ(n)s are complex-valued functions, antisymmetric in all their n-indices.
The given isomorphism also needs to carry a recipe for the action of the Lorentz algebra
on the spinors. In this sense, the representation chosen for the action of the Gamma matrices
on ∆ will depend on the theory in question, since these need to respect the Clifford algebra
defining-relation
{γa, γb} = 2ηab 1 , (2.65)
where η in our case is diagonal mostly-minus. For odd-dimensional M (1,d) theories8, one can
e.g. choose
γi  = i(ei ∧ + ιei) , γi+(d/2)  = −ei ∧ + ιei , (2.66)
where i = 1, . . . , (d/2) and  is a Killing spinor that can be expressed in term of forms, as in
eq. (2.64). Observe that the action of the γi s sends the space of even forms to the space of
odd form, and vice versa. The additional gamma matrix is given by
γ0 = k γ1 . . . γd , (2.67)
where k = k(η, d) is a constant that equals either i or 1, depending on the metric’s signature
and the dimensionality of the theory, so that γ0 squares to 1, in accordance with our choice
of metric.
To study smaller representations of the Spin group, we need a definition for the inner
products on the space of forms. We do so by using the charge conjugation matrix
C = γ(d/2)+1 . . . γd , (2.68)
and an extension of the Euclidean inner product on Rd/2 to ∆
〈zi ξi, wj ξj〉 = −
2bd/2c∑
i=1
(zi)∗wi , (2.69)
where (zi)∗ is the complex conjugate of zi, and only identical forms (up to reordering of
indices) have non-vanishing product. This inner product is not invariant under the Spin
group, but we can define the Dirac inner product on ∆ as
D(η1, η2) = 〈γ0 η1, η2〉 = η¯1 η2 , (2.70)
which is so by construction. Notice that (η¯1)α = (η
†
1γ0)α = (η1
β)
∗
(γ0)βα is the Dirac conjugate
of η α1 . We also define the Majorana inner product as
9
B(η1, η2) = 〈C η∗1, η2〉 = η c1 η2 , (2.71)
8Interested readers can consult [60] for an explicit representation suitable for type IIB theory. In (1, dodd),
one can essentially use the equations in (2.66) to represent d−1 of the gamma matrices, and cook-up one more
for the dth one.
9Note that on even-dimensional theories there are actually two Spin-invariant Majorana inner products:
one defined as B˜(η1, η2) = 〈γ0γ(d/2)+1 . . . γ(d−1) η∗1 , η2〉, and one defined as A˜(η1, η2) = 〈γ1 . . . γ(d/2) η∗1 , η2〉 [60].
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where B(−,−) is antisymmetric by virtue of the form of the gamma matrices (2.66). The
Majorana conjugate of η α1 is given by η
c
1 α = −(ηT1 C)α = −ηβ1 Cβα. The Majorana condition
on η is then given by demanding that the Dirac and Majorana conjugation are equal, i.e.
η∗ = γ0 C η . (2.72)
Spinors satisfying this condition are called Majorana spinors, and are used e.g. in the study
of M-theory backgrounds [2, 61].
For the purpose of establishing a connection between the geometrical structures of the
tangent and curved spaces, note that one can also construct k-forms from the spinors (where
I, J go from 1 to N) in the following way [2]
αIJ ≡ α(ηI , ηJ) = 1
k!
B(ηI , γa1 ... akη
J) ea1 ∧ . . . ∧ eak . (2.73)
Observe that by using Hodge duality one can find the higher order forms Ω(d/2)+1, . . . ,Ωd
to be dual or antiself-dual to the lower order ones Ω1, . . . ,Ω(d/2). Also due to the symmetry
property of B(−,−), αJI = −αIJ for 0, 3 and 4-forms and αJI = αIJ for 1,2 and 5-forms, so
one only needs to compute αIJ for pairs of spinors (ηI , ηJ), where I ≤ J . This and other
analogue constructions of forms give a method to obtain Killing vector fields, along whose
directions to introduce adapted curved space coordinates.
This completes the description of spinors in terms of forms. The identification allows us
to explicitly construct a basis of spinors for any given theory, and furthermore cast them in
canonical form. Moreover, it will permit us to find the stability subgroups of the spinors inside
Spin(1, n), which will in general be related to the G-structure of the solution backgrounds.
The stability groups define classes of spinors (given by their orbits under such groups), so
we can use a representative of each orbit to substitute into the KSE and operate on. This
will generate a system of equations for the geometry and fluxes of the theory, all of which
are locally expressed in terms of functions that are originally undetermined. The solution to
these equations will give the resulting geometry, which is shaped by supersymmetry, hence
serving to fully classify the theory’s vacua. As an example, we repeat the analysis done on the
supersymmetric solutions to minimal N = 1 d = 5 SUGRA, this time using these techniques.
2.2.1 Null solutions to minimal d = 5 SUGRA
In five dimensions, the minimal spinor used to construct the theory is a symplectic-Majorana
(SM) spinor10. The isomorphism outlined above is then to the complexified space of forms
on R2, which we again denote by ∆ = Λ∗(R2 ⊗ C). A basis of ∆ is given by
ξi = {1, e1, e2, e12} , (2.74)
where e12 ≡ e1 ∧ e2. The action of the Gamma matrices on ∆ is represented by
γi  = i(ei ∧ + ιei) , γi+2  = −ei ∧ + ιei , (2.75)
10Throughout this thesis we will be employing the notation that a symplectic-Majorana spinor is defined as
a pair of Dirac spinors on which one imposes a reality condition. We say we have a single spinor since the spin
structure group is Sp(1), in our notation.
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where i = 1, 2. The zeroth element of the Clifford algebra is given by γ0 = γ1234; its action
on 1 and e12 is given by the identity operator and on e1 and e2 by minus the identity
γ0 1 = 1 , γ0 e1 = −e1 ,
γ0 e12 = e12 , γ0 e2 = −e2 , (2.76)
and thus it squares to 1.
A generic Dirac spinor can then be written as
 = λ 1 + µ1e1 + µ2e2 + σe12 , (2.77)
where λ, µ1, µ2 and σ are complex functions, representing the eight real degrees of freedom
of an unconstrained complex spinor in five dimensions. One can see that imposing the reality
condition (2.72) on  does not work, which was to be expected since there are no Majorana
spinors in d = 5. Instead, we are lead to consider the symplectic-Majorana representation on
a pair of Dirac spinors 1 and 2. This is given by
i
∗ = εijBj , (2.78)
where B = −γ0C = −γ034 (cf. appendix A.2.2). Thus, we can generically write 2 = −B1∗,
where the dimC(1) = 2
b5/2c = 4.
We now consider the null case, leaving the timelike one for section 2.2.2. Precisely, being
in the null class implies that we need to fulfill that (see eq. (A.65)) which can be recast in
terms of the following nullity condition [75]
B(1, 2) = B(1, γ0341
∗) = 0 , (2.79)
where the inner product is defined in (2.71). Since 1 is a generic Dirac spinor, given by
eq. (2.77), the condition then reads
|λ|2 − |µ1|2 − |µ2|2 + |σ|2 = 0 . (2.80)
We thus have seven real degrees of freedom, that make up the general null supersymmetric
parameter. Furthermore, we can reduce the form of  by using the Spin(1, 4) gauge freedom of
the theory. This will make the calculations for solving the KSE much simpler. In particular,
one can show that starting from any spinor of the form eq. (2.77) which solves (2.80), by
acting on it with Spin(1, 4), one can generate the seven DOFs. We can then take, without
loss of generality,  = 1 + e1.
Alternatively, one can see eq. (2.80) as saying that there is a null complex 4-vector living on
M
(2,2)
C , whose inner product is invariant under U(2, 2). In this sense, any element in SU(2, 2)
will respect the length of the vector, i.e. the nullity condition. We can use this in our search
for a simpler form of a null  with the same generality as that of eq. (2.77). From an algebraic
point of view, SU(2, 2) ' Spin(2, 4) ⊃ Spin(1, 4). The 4v in the vector representation of
SU(2, 2) goes to a 4s in Spin(2, 4), which amounts to a chiral spinor. This also corresponds
to a 4s irrep in Spin(1, 4) [76], the minimal spinor in d = 5 being symplectic-Majorana. This
implies that there is only one orbit of Spin(1, 4) on , and hence starting from any element
of the form (2.77), satisfying eq. (2.80), one can generate the most-general seven DOFs.
Moreover, the solutions we are about to find preserve at least half of the original supersym-
metry. We show this by using the operator γ0C∗, which is invariant w.r.t. the supercovariant
derivative eq. (2.9), i.e.
γ0C ∗ γµ = γµγ0C ∗ , (2.81)
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for µ = 0, i, and where ∗ is the complex conjugation operator, i.e. ∗η = η∗ ∗. We then see
that if  = 1 + e1 is a Killing spinor, then so is γ0C ∗  = −e2 + e12.
In order to perform the calculation of the KSE, it is useful to cast the Gamma matrices
in terms of a light-cone basis {Γa}
Γ+ =
1√
2
(γ0 − γ3) , Γ− = 1√
2
(γ0 + γ3)
Γ1 =
1√
2
(γ2 − iγ4) =
√
2i e2∧ , Γ1¯ =
1√
2
(γ2 + iγ4) =
√
2i ιe2 , Γ2 = γ1 .
(2.82)
In terms of these coordinates, the metric is thus given by
ds2 = 2e+ ⊗ e− − 2e1 ⊗ e1¯ − e2 ⊗ e2 . (2.83)
Imposing the KSE gives a linear system of equations, that can be solved to give a relation
between the geometry (spin connection) and the field strength, i.e.
F+− = F+1 = F+2 = 0 ,
F−1 =
i√
3
ω−,12 , F−2 =
−i√
3
ω−,11¯ , F11¯ = −i
√
3ω−,+2 , F12 = −i
√
3ω1,+− ,
(2.84)
as well as the following restrictions on the spin connection components
ω+,+− = ω+,+1 = ω+,+2 = ω+,11¯ = ω+,12 = ω−,+− = ω1,+1 =
= ω1,+1¯ = ω1,+2 = ω1,12 = ω2,+1 = ω2,+2 = ω2,11¯ = 0 , (2.85)
ω1,1¯2 = 2ω−,+2 = −2ω2,+− = ω1¯,12 , (2.86)
ω1,11¯ = −2ω−,+1 = 2ω1,+− = ω2,12 , (2.87)
and those related by complex conjugation. The 2-form is thus given by
F =
iq
2
√
3
ω−,jk ijk e− ∧ ei − i
√
3 q
2
ij
k ωk,+− ei ∧ ej , (2.88)
where11 q 11¯2 = 1.
We now introduce the basis of vector fields {θa} dual to that of 1-forms. In particular,
we perform the following calculations considering the vector field θ+ ≡ N = ∂v, which is
normalised as ιN (e
a) = ea(θ+) = δ
a
+, and defines the direction of v, a coordinate on the
curved manifold. Consider now the following Lie derivatives of the Funfbein along N
LNe+ = (ωa,+− + ω+,−a) ea ,
LNe− = ω+,+a ea ,
LNei = −(ωa,+i¯ + ω+,¯ia) ea ,
(2.89)
11The constant q is used to tune the field strenghts in the two approaches.
30 CHAPTER 2. CLASSIFICATION OF SUGRA SOLUTIONS
for a = {+,−, i}, i = {1, 1¯, 2} and 2¯ = 2, which imply
(LNea)+ = 0 , (LNe+)− = 0 , (LNe+)i = ωi,+− + ω+,−i ,
(LNe−)− = 0 , (LNe−)i = 0 ,
(LNei)− = ω+,−i¯ − ω−,+i¯ , (LNei)j = 0 .
(2.90)
Furthermore, one can use the residual gauge freedom (those spinorial transformations respect-
ing the chosen representative for the spinor  = 1 + e1) to simplify some of these results. In
particular (see e.g. [77, appendix B]), one can set
(LNei)− = 0 , (2.91)
This, along with eqs. (2.86) and (2.87), gives
ω+,−i = ω−,+i = −ωi,+− , (2.92)
which implies that LNe+ = 0, and allows us to express dea as
de+ = ω−,−i e− ∧ ei + 1
2
(ωi,−j − ωj,−i) ei ∧ ej ,
de− = 2ω−,+i e− ∧ ei ,
dei = −(ω−,¯ij + ωj,−i¯)e− ∧ ej +
1
2
(ωj,ki¯ − ωk,ji¯) ej ∧ ek ,
(2.93)
We now focus on de−, as it is hypersurface orthogonal (i.e. de− ∧ e− = 0), which we shall
now use in the analysis of the problem. The Frobenius theorem allows us to recast e− as
e− = fdu , (2.94)
where f is a generic real function, which by the system of eqs. (2.90) we know it is independent
of v, and where u is another (curved) coordinate.
To continue with the analysis, we integrate LNe+ = 0 to obtain
e+ = dv + α , (2.95)
where α = Hdu + wmdx
m is a 1-form independent of v, and the normalisation condition
e+(θ+) = 1 has also been considered. The three remaining curved coordinates are given as
ei = f−1 eimdx
m , (2.96)
where the du terms have been eliminated by using again the residual gauge freedom of the
theory12, and dv-terms are prohibited by the condition ei(θ+) = 0. Furthermore, LNei = 0
implies that the eim are v-independent, i.e. e
i
m = e
i
m(u, x
n).
Consider now other Lie derivatives on the Vielbein in terms of curved space coordinates.
These establish relations that allow us to describe the field strength and its field equation. In
12The induced effect on e+ can be eliminated by considering a redefined α function.
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particular, the analysis of Lθ−ea and Lθiea implies that
∂uwm = ω−,−i eim + ∂mH , (2.97)
∂mf = 2ωi,+− eim , (2.98)
f−1 eim ∂uf = ∂ue
i
m + fe
j
m(ω−,¯ij + ωj,−i¯) , (2.99)
(d˜w)mn = 2f
−2 ei[m e
j
n] ωi,−j , (2.100)
∂[me
i
n] = 0 , (2.101)
where for the last equality we have used eqs. (2.86), (2.87). By using the defining antisym-
metry of the spin connection, one can then show that the base-space is flat, in accordance
with the bilinears’ analysis above. Thus, the solutions belonging the null case have a metric
given by
ds2 = 2fdu (dv +Hdu+ wmdx
m)− f−2hmndxm dxn , (2.102)
where hmn = e
i
m e
i
n = e
i
m ein = δmn. Furthermore, by making the gauge choice
ω−,ij = −ωi,−j (2.103)
and using ej(θi) = δ
j
i = e
j
m emi , as well as eqs. (2.98) and (2.100), we have a field strength
given by
F = − iq
2
√
3
f2du ∧ ?(3)d˜w −
i
√
3 q
2
f−2 ?(3) d˜f , (2.104)
Choosing 123 = 1/4, we arrive at the same result for the field strength as in section 2.1.1.
2.2.2 Timelike solutions to minimal d = 5 SUGRA
We now focus in the class of timelike solutions. Because we are still in the minimal five-
dimensional case, the first two paragraphs of section 2.2.1 still hold, which describe the
spinorial structure of the theory. For this analysis, however, it will prove useful to follow [30]
and cast the Gamma matrices in terms of a different basis {Γ0,Γα,Γα¯}, where the 0-direction
will be associated with physical time, and α = {1, 2}, α¯ = {1¯, 2¯}
Γ0 = γ0 ,
Γα =
√
2i eα∧ , Γα¯ =
√
2i ιeα .
(2.105)
The flat metric is thus given by
ds2 = e0 ⊗ e0 − eα ⊗ eα¯ − eα¯ ⊗ eα . (2.106)
As in the previous analysis, we want to use the Spin(1, 4) symmetry of the theory to find a
simple canonical form for the spinor. One can show that it can be reduced to  = f 1. The
analysis of the KSE (2.9) with this spinor then gives the following set of equations
θ0f
f
− 1
2
ω0,µ
µ +
1
2
√
3
Fµ
µ = 0 , (2.107)
ω0,0µ¯ − 2√
3
F0µ¯ = 0 , (2.108)(
−ω0,α¯β¯ +
1√
3
Fα¯β¯
)
α¯β¯ = 0 , (2.109)
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θαf
f
− 1
2
ωα,µ
µ +
√
3
2
F0α = 0 , (2.110)
−ωα,0β¯ +
√
3Fαβ¯ +
1√
3
Fµ
µδβα = 0 , (2.111)
−ωα,µ¯ν¯µ¯ν¯ − 2√
3
F 0µαµ = 0 , (2.112)
θα¯f
f
− 1
2
ωα¯,µ
µ +
1
2
√
3
F0α¯ = 0 , (2.113)
ωα¯,0β¯ −
1√
3
Fα¯β¯ = 0 , (2.114)
ωα¯,µ¯ν¯ 
µ¯ν¯ = 0 . (2.115)
Their analysis gives
F0α =
√
3
2
ω0,0α , (2.116)
Fαβ =
√
3ω0,αβ , (2.117)
Fαβ¯ =
1√
3
(
ωα,0β¯ + ωµ,0
µδαβ¯
)
, (2.118)
as well as the following restrictions on the spin connection components
ωα,0β = ω0,αβ , (2.119)
ωα,0β¯ = −ωβ¯,0α , (2.120)
ωµ,0
µ = ω0,µ
µ , (2.121)
(θ0f)/f = 0 , (2.122)
ωµ¯,µα = −ωα,µµ¯ = 1
2
ω0,0α , (2.123)
ωα,βγ = 0 , (2.124)
along with their complex conjugates. Furthermore,
ω0,0α = −2θαf
f
(2.125)
As before, we use the conditions just found to analyse the geometry of the problem. We
introduce curved-space coordinates {t, xm}, where m = (1, 2, 3, 4), and express the Fu¨nfbein
in terms of them
e0 = g(dt+ wmdx
m) , eα = g−1/2 eαmdx
m , eα¯ = g−1/2 eα¯mdx
m , (2.126)
where g is a generic function. The canonically-dual vector fields are given by
θ0 = g
−1 ∂t , θα = −g1/2 emα wm∂t+g1/2 emα ∂m , θα¯ = −g1/2 emα¯ wm∂t+g1/2 emα¯ ∂m , (2.127)
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and consequently eαm e
m
β = δ
α
β , e
α
m e
m
β¯
= 0, eα¯m e
m
β¯
= δα¯
β¯
. As expressed in [78], supersymmetric
solutions to SUGRA theories will always have a Killing vector field, which we can use to
simplify the problem. This was for example implicitly used in section 2.1.2 above, when
the coordinate t was chosen along the flow of Killing vector V , which guarantees that the
fields contained in the metric are all t-independent. Similarly, we can consider the vector
V = f2 θ0 = f
2 g−1 ∂t. Because of eqs. (2.122) and (2.125), V is Killing; we then choose
g = f2 so that the function g, the 1-form w = wm dx
m and the four-dimensional base-space
(B) metric
ds2B = e˜
α ⊗ e˜α¯ + e˜α¯ ⊗ e˜α = hmn dxm ⊗ dxn , (2.128)
where e˜α = g1/2 eα and hmn = e
α
me
α¯
n + e
α¯
me
α
n = e
α
meαn + e
α¯
meα¯n, are all time-independent.
Consider now the Lie derivative of the Fu¨nfbein along θ0
Lθ0e0 = ω0,0a ea , Lθ0eα = −(ω0,α¯a − ωa,α¯0) ea , Lθ0eα¯ = −(ω0,αa − ωa,α0) ea , (2.129)
for a = (0, α, α¯). The first implies that
∂twm = g
− 1
2 (ω0,0α e
α
m + ω0,0α¯ e
α¯
m) + g
−1∂mg . (2.130)
The two last read
(Lθ0eα)0 = 0 , (Lθ0eα¯)0 = 0 ,
(Lθ0eα)β = −(ω0,α¯β − ωβ,α¯0) , (Lθ0eα¯)β = −(ω0,αβ − ωβ,α0) = 0 ,
(Lθ0eα)β¯ = −(ω0,α¯β¯ − ωβ¯,α¯0) = 0 , (Lθ0eα¯)β¯ = −(ω0,αβ¯ − ωβ¯,α0) ,
(2.131)
where we have used the eq. (2.119). Furthermore, time-independence of g and hmn imply
that
ωα,0β¯ = ω0,αβ¯ . (2.132)
Also, as in the null case analysis above, study the remaining Lie derivatives w.r.t. curved
coordinates. Among others, one obtains the following results
dg = −g(ω0,0α eα + ω0,0α¯ eα¯) , (2.133)
g dw = ω0,αβ e
α ∧ eβ + ω0,αβ¯ eα ∧ eβ¯ + ω0,α¯β eα¯ ∧ eβ + ω0,α¯β¯ eα¯ ∧ eβ¯ . (2.134)
Notice that, by construction, eq. (2.133) and the choice of g = f2 is consistent with eq. (2.125).
Construct now three complex structures J i (i = 1, 2, 3) on B, which give rise to the
following antiself-dual13 Ka¨hler 2-forms,
K1 = e˜1 ∧ e˜2 + e˜1¯ ∧ e˜2¯ , (2.135)
K2 = −i
(
e˜1 ∧ e˜1¯ + e˜2 ∧ e˜2¯
)
, (2.136)
K3 = −i
(
e˜1 ∧ e˜2 − e˜1¯ ∧ e˜2¯
)
. (2.137)
These J i fulfill the algebra of imaginary unit quaternions, and the important thing to notice
is that, by means of eqs. (2.123)-(2.125), one can show that
dKi = 0 . (2.138)
13W.r.t. the base-space B, where we have adopted the convention that 11¯22¯ = 1.
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As commented in appendix B, this implies that B is a hyper-Ka¨hler manifold.
We are left with the analysis of the field equations. Due to the KSIs, we only need to
demand the fulfilling of the Maxwell equations, as the rest are automatically satisfied. In
particular, the field strength is given by
F =
√
3
2
ω0,0α e
0 ∧ eα +
√
3
2
ω0,0α¯ e
0 ∧ eα¯ +
√
3
2
ω0,αβ e
α ∧ eβ +
√
3
2
ω0,α¯β¯ e
α¯ ∧ eβ¯
+
1
2
√
3
(
ωα,0β¯ + ωµ,0
µδαβ¯
)
eα ∧ eβ¯ + 1
2
√
3
(
ωα¯,0β + ωµ¯,0
µ¯δα¯β
)
eα¯ ∧ eβ . (2.139)
We now use eqs. (2.132), (2.133) and (2.134) to simplify this expression into
F = −
√
3
2
(dt+ w) ∧ dg +
√
3
2
g dw − 1√
3
G+ , (2.140)
where we have defined a B-self-dual 2-form G+ (cf. eq. (2.48)) as
G+ = ω0,αβ¯ e
α ∧ eβ¯ + ω0,α¯β eα¯ ∧ eβ + ω0,µµ eα ∧ eα¯ , (2.141)
i.e.
G+
αβ¯
= ω0,αβ¯ +
1
2
αβ¯
στ¯ω0,στ¯ . (2.142)
This is the same field strength we found in section 2.1.2, and thus the same field equations
apply.
Having detailed the two approaches to classifying solutions to Killing Spinor equations,
and how to use them in order to obtain supersymmetric solutions to supergravity theories,
we are ready to consider fakeSupergravity.
Chapter 3
N = 2 d = 4 gauged fakeSUGRA
coupled to non-Abelian vectors
This chapter is a recapitulation of [79], where we presented the classification of solutions
to N = 2 d = 4 fakeSupergravity coupled to non-Abelian vector multiplets, otherwise also
referred to as Wick-rotated N = 2 d = 4 Supergravity, having allowed for gaugings of the
isometries of the scalar manifold1. This is because, as explained in section 1.2, this theory can
be obtained from gauged N = 2 d = 4 SUGRA coupled to non-Abelian vector multiplets by
means of a Wick rotation. In this sense, since we are allowing for non-Abelian couplings, it
is not the coupling constant that is rotated, but rather the Fayet-Iliopoulos term responsible
for gauging the R-symmetry.
The outline of this chapter is the following: in section 3.1 we set up the fake-Killing spinors
equations that we are going to solve. We see that, as we are Wick rotating the FI term, the
relations between the equations of motion one can derive from the integrability equation are
similar to the ones obtained in the usual supersymmetric case, and hence the implications as
far as the checking of equations of motion are identical. This was to be expected since we
are not changing the characteristics of the Killing spinors. Some information about Special
Geometry and the gauging of isometries in special geometries, needed to understand the
set-up, is given in appendix (B.2).
As in the classification of supersymmetric solutions, we split the problem into two different
cases, depending on the norm of the vector one constructs as a bilinear of the fake-Killing
spinors; the timelike case, i.e. when the norm does not vanish, shall be treated in section 3.2.
In section 3.3 we will have a go at the null case, i.e. when the norm of the vector vanishes
identically. In that section, we will be ignoring the possible non-Abelian couplings and hence
we shall not obtain a complete characterisation; instead we will find that the solutions have
holonomy group contained in Sim(2), and we shall discuss the general features of such a
solution. This will be illustrated by two examples, namely the Nariai cosmos in the minimal
theory in section 3.3.1, and a general class of solutions with holomorphic scalars that can
be seen as a back-reacted intersection of a cosmic string with a Nariai/ Robinson-Bertotti
solution, in section 3.3.2.
The reader might feel that the generic theories that can be treated in our setting are rather
cryptic, as their connection with supergravity theories or Einstein-Yang-Mills-Λ theories can
be considered weak. However, it is well known that there are choices for the FI terms in gauged
1For gauging in N = 2 SUGRA, see e.g. appendix B.2, or [29] for a complete review.
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N = 2 d = 4 SUGRA for which this equals the bosonic part of an ungauged supergravity
[80]. This means that for such choices, our fake-supersymmetric solutions are nothing more
than non-BPS solutions to an ordinary ungauged supergravity. The easiest model in which
one can see this happening is the model which can be obtained by dimensionally-reducing
minimal N = 1 d = 5 Supergravity, and we shall discuss some simple solutions to this
model in section 3.4, as well as their uplift to five dimensions. Finally, in section 3.5, we
shall give our conclusions and a small outlook for related work in higher dimensions. The
tensorial conventions are presented in appendix A.1.1, and the spinorial ones in appendix
A.2.1. Furthermore, the interested reader will find information about the normalisation of
the bilinears and the curvatures for the null case in appendices A.3.1 and C.1, respectively.
3.1 Fake N = 2 Einstein-Yang-Mills
The bosonic field content of N = 2 d = 4 Supergravity coupled to nv vector multiplets consists
of the graviton, gµν , n¯ = nv + 1 vector fields A
Λ (where Λ = 0, . . . , nv) and nv complex scalar
fields Zi (for i = 1, . . . , nv). The self-interaction of the scalars and their interaction with
the vector fields can be derived from a geometric structure called Special Geometry, of which
more is given in appendix B.2.
As commented above, the scenario we want to consider can be obtained from ordinary
N = 2 d = 4 gauged SUGRA coupled to vector multiples (but not to hyper-multiplets) by
Wick rotating the Fayet-Iliopoulos term2. In other words, we Wick rotate the constant tri-
holomorphic map PxΛ → iCΛδx2 , where CΛ are real and constant. In usual supersymmetric
studies the FI term gauges a U(1) in the hyper-multiplets’ SU(2), and the effect of the Wick
rotation is that we are gauging instead an R-symmetry through the effective connection CΛAΛ
[28].
The presence of a FI term is compatible with the gauging of non-Abelian isometries of the
scalar manifold, so long as the action of the gauge group commutes with the FI term (see e.g.
[29]). Taking the gauge algebra to have structure constants fΛΣ
Γ, this then implies that we
must impose the constraint fΛΣ
ΩCΩ = 0. One result of the introduction of the CΛ constants
is that the dimension of the possible non-Abelian gauge algebra is not n¯ = nv + 1, but rather
nv, as 1 vector field is already used as the connection for the R-symmetry.
The gauging of isometries implies that the field strengths of the physical fields are given
by
DZi ≡ dZi + gAΛ KiΛ , FΛ ≡ dAΛ + g2 fΣΓΛ AΣ ∧AΓ , (3.1)
where KiΛ is the holomorphic part of the Killing vector KΛ (see appendix B.2.2 for the minimal
information needed, or [29, 81] for a fuller account). One implication of the above definition
is that CΛF
Λ = d
[
CΛA
Λ
]
, so that the linear combination CΛA
Λ is indeed an Abelian vector
field.
As mentioned, we are introducing an R-connection on top of the existent Ka¨hler/ U(1)-
symmetry due to the vector coupling. This means that we should define the covariant deriva-
2See appendix (B.3.2) for more information about FI terms and their Wick rotation.
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tive on the fakeKilling spinors as3
DaI = ∇aI + i2QaI + ig2 AΛa [PΛ + iCΛ] I
≡ DaI − g2 CΛAΛa I , (3.2)
where PΛ is the momentum map corresponding to an isometry KΛ of the special geometry.
Using the above definitions we can write the fake Killing spinor equations as
DaI = −εIJ T +ab γb J − ig4 CΛLΛ γa εIJJ , (3.3)
DaI = εIJ T +abγb J − ig4 CΛL
Λ
γa ε
IJJ , (3.4)
i/DZi I = −εIJ /Gi+J − Wi εIJJ , (3.5)
i/DZ
ı¯
I = −εIJ /Gı¯−J − Wı¯ εIJJ , (3.6)
where for clarity we have given also the rules for DaI and /DZ
ı¯
I even though they can be
obtained by complex conjugation from the other two rules. Furthermore, we have introduced
the abbreviation
Wi = − ig2 f¯ iΛ [PΛ + iCΛ] , Wı¯ = Wi , (3.7)
and we have used the standard N = 2 d = 4 SUGRA definitions [29]
T + ≡ 2iLΛ FΛ+ , Gi+ ≡ −f¯ iΛ FΛ + . (3.8)
The integrability conditions for the above system of equations can easily be calculated
and give rise to
Eab γbI = −2i LΛ
[
/BΛ − NΛΣ/BΣ
]
εIJγa
J , (3.9)
where we defined not only the Bianchi identity as ?BΛ = DFΛ (= 0), but also the following
equations, where Eab = 0 is the Einstein equation, BΛ = 0 the Maxwell equation and V the
potential of the theory
Eab = Rab + 2Gi¯D(aZiDb)Z ¯ + 4Im (N )ΛΣ
[
FΛacF
Σ
b
c − 14ηabFΛcdFΣcd
] − 12ηab V , (3.10)
?BΛ = D
[ NΛΣ FΣ− +NΛΣ FΣ+]− g2Re(KΛı¯ ? DZ ı¯) ≡ DFΛ − g2Re(KΛı¯ ? DZ ı¯) , (3.11)
V = g
2
2
[
3CΛCΣLΛLΣ + fΛi f¯ iΣ (P + iC)Λ (P + iC)Σ
]
. (3.12)
This potential is not real, and imposing it to be so implies that we must satisfy the constraint
0 = Im (N )−1|ΛΣ PΛ CΣ , (3.13)
which is a gauge-invariant statement. However, for our choice of non-Abelian gaugings com-
patible with the FI term, this constraint is satisfied identically; one can see that indeed
3In the notation that we will follow throughout this chapter, D will be the total connection, whereas we
will reserve D for the connection without the R-part and D for the Ka¨hler-connection, i.e. the connection
appearing in ungauged supergravity.
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contracting the last equation in eq. (B.102) with fΣi and using identities (B.75) and (B.97)
one obtains the identity
Im (N )−1|ΛΣ PΣ = 4i LΣLΩ fΣΩΛ , (3.14)
which upon contracting with CΛ gives the desired result. Therefore the potential V reads
V = g
2
2
[
3
∣∣CΛLΛ∣∣2 + fΛi f¯ iΣ ( PΛPΣ − CΛCΣ) ] ,
= g
2
2
[
4
∣∣CΛLΛ∣∣2 + 12 Im (N )−1|ΛΣ ( CΛCΣ − PΛPΣ) ] , (3.15)
which is similar to the supersymmetric result in [29], upon Wick rotating the Fayet-Iliopoulos
term. Likewise, the above equations of motion can be obtained from the action∫
4
√
g
[
R+ 2Gi¯DaZiDaZ ¯ + 2Im (N )ΛΣ FΛabFΣab − 2Re (N )ΛΣ FΛab ? FΣab − V
]
, (3.16)
which as stated in the introduction has correctly normalised kinetic terms, and Im(N ) is a
negative definite matrix.
In SUGRA the integrability condition for the scalars relates the scalar equation of motion
(EOM) with the Maxwell EOM, and the same happens here. A straightforward calculation
results in
BiI = −2i f¯ iΛ
[
/BΛ − NΛΣ/BΣ
]
εIJ
J , (3.17)
where we have introduced the equation of motion for the scalars Zi as
Bi = Zi − i∂iNΛΣFΛ+ab FΣ+ ab + i∂iNΛΣFΛ−ab FΣ− ab + 12∂iV . (3.18)
It is thus clear that the integrability conditions for equations (3.3 - 3.6) give relations between
the EOMs. These, modulo the changes in the form of the tensors, are exactly the same as
found in regular Supersymmetry, which was to be expected. The implication of relations (3.9)
and (3.17) is then also the same as in SUSY [1, 54], namely that the independent number of
equations of motion one has to check in order to be sure that a given solution to eqs. (3.3 - 3.6)
is also a solution to the equations of motion is greatly reduced4. The minimal set of equations
of motion one has to check depends on the norm of the vector bilinear Va = i
IγaI .
In the timelike case we only need to solve the timelike direction of the Bianchi identity,
i.e. ıV ? BΛ = 0, and the Maxwell (Yang-Mills) equations. This case will be considered in
section 3.2. If the norm of the bilinear is null, i.e. VaV
a = 0, then a convenient set of EOMs
is given by NaN bEab = 0 , NaBΛa = 0 and NaBΛa = 0 , where N is a vector normalised by
V aNa = 1 . This case will be considered in section 3.3.
3.2 Analysis of the timelike case
In this section we consider the timelike case and the strategy is the usual one employed
in the characterisation of supersymmetric solutions. We analyse the differential constraints
(coming from the fKSEs) on the bilinears constructed from the spinors I , which are defined
4As we are using the same conventions as [82], we can copy the arguments there as they stand.
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in appendix A.3.1. We try try to solve these constraints generically in as little unknowns as
possible. After they have been solved, we shall, following the comments made above, impose
the Bianchi identity and the gauge field EOMs, to study the conditions that they generate.
We shall then be left with a minimal set of functions, structures and conditions they have
to satisfy in order to obtain fake-supersymmetric solutions; the resulting algorithm will be
outlined in section 3.2.1.
Let us start by discussing the differential constraints on the bilinears. Using eq. (3.3) and
the definitions of the bilinears in appendix (A.3.1), we can calculate
DX = g4 CΛLΛ V + i ıV T + , (3.19)
DaVb = g|X|2 CΛRΛ ηab + 4Im
(
X T +ab
)
, (3.20)
DV x = g2CΛRΛ V ∧ V x + g2CΛIΛ ? [V ∧ V x] , (3.21)
where, following [82], we have introduced the real symplectic sections of Ka¨hler weight zero,
R = Re (V/X) , I = Im (V/X) −→ 1
2|X|2 = 〈R | I〉 , (3.22)
where V and the symplectic inner product 〈−|−〉 are explained in appendix B.2. As in the
ungauged theory, the 2n¯ real functions I play a fundamental roˆle in the construction of BPS
solutions and the 2n¯ real functions R depend on I. Given a Special Geometric model, finding
the explicit I-dependence of R is known as the stabilisation equation, and solutions are known
for different models.
A difference of this analysis w.r.t. the usual supersymmetric case lies in the character of
the bilinear V . In such a case it is always a Killing vector, whereas this is not true here, as can
be seen from eq. (3.20). We can of course still use it to introduce a timelike coordinate τ by
choosing an adapted coordinate system through V = V a∂a =
√
2∂τ , but now the components
of the metric will depend explicitly on τ , as was to be expected for instance from [22].
As the V x contain information about the metric on the base-space, it is important to
deduce its behaviour under translations along V ; we calculate
£V V
x = ıV dV
x + d (ıV V
x) = gCΛıVA
Λ V x + 2g|X|2CΛRΛ V x . (3.23)
This implies that by choosing the gauge-fixing
ıVA
Λ = −2|X|2 RΛ , (3.24)
we find that £V V
x = 0. As a matter of fact, the above gauge-fixing is the actual result one
obtains when considering timelike supersymmetric solutions in N = 2 d = 4 Supergravity
theories [82, 81].
The above result has some interesting implications, the first of which is derived by con-
tracting eq. (3.20) with V aV b, namely
〈∇VR|I〉+ 〈R |∇V I〉 = ∇V 1
2|X|2 = g CΛR
Λ . (3.25)
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We can rewrite the above equation to a simpler form by observing that
〈V/X | d (V/X)〉 = X−2 〈V |DV〉 − X−3DX 〈V | V〉 = 0
= 〈R | dR〉 − 〈I | dI〉 + i〈R | dI〉 + i〈I | dR〉 , (3.26)
which implies5 that
〈dR|I〉 = 〈R | dI〉 , (3.27)
〈R | dR〉 = 〈I | dI〉 . (3.28)
If we then introduce the real symplectic section CT = (0, CΛ), we can rewrite eq. (3.25) in the
simple and suggestive form
0 = 〈R |∇V I + g2C 〉 . (3.29)
The above equation could also have been obtained from the contraction of eq. (3.19) with V ,
i.e.
1
X
DV
1
X
= −g〈R|C〉 + ig〈I|C〉 , (3.30)
and taking its real part. By taking the imaginary part and using the identity
Im
(
1
X
D
1
X
)
= −2〈I | DI〉 , (3.31)
we also find that we must have
0 = 〈I |∇V I + g2C〉 . (3.32)
These equations suggest that the derivative of the symplectic section I in the direction
V is constant. We can confirm this by considering eqs. (3.5) and (3.6). The contraction of
eq. (3.5) with ¯KγaεKI reads
2X DZi = 4 ıVG
i+ − Wi V , (3.33)
which upon contraction with V leads to
DV Z
i = −2X Wi . (3.34)
Using the gauge-fixing condition (3.24), the identity f¯ΛiPΛ = iLΛKiΛ and the fact that for our
choice of possible non-Abelian gauge groups we have LΛKiΛ = 0 (cf. eq. (B.101)), the above
equation gets converted to
∇V Zi = −g X f¯Λi CΛ . (3.35)
Using the Special Geometry identity 〈Ui | U ¯〉 = iGi¯ , we can rewrite the above equation to
〈∇V I + g C | U ¯〉 = i〈∇VR|U ¯〉 , (3.36)
which can be manipulated by using Special Geometry properties and a renewed call to
eq. (3.34), giving
〈∇V I + g2C | U ¯〉 = 0 . (3.37)
5These expressions were derived in [83] starting from a prepotential and using the homogeneity of the
symplectic section R. The derivation presented here is far less involved, and also holds in situations where no
prepotential exists.
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The above equation, plus eqs. (3.29) and (3.32), together with the completeness relation from
Special Geometry eq. (B.70), implies then
∇V I = −g2 C , (3.38)
which implies that the τ -dependence of the functions I is actually at most linear; in fact it
is so only for the IΛ, as the IΛ are τ -independent.
At this point it is necessary to introduce a complete coordinate system (τ, ym), which we
shall take to be adapted to V and compatible with the Fierz identities in appendix A.3.1
V a∂a =
√
2∂τ , V = 2
√
2|X|2 (dτ + ω) ,
V xa∂a = −2
√
2|X|2V xm (∂m − ωm∂τ ) , V x =
√
2 V xm dy
m ,
(3.39)
where ω = ωmdy
m is a (possibly τ -dependent) 1-form and we have introduced V xm by
V xmV ym = δxy; as the V xm act as a Dreibein on a Riemannian space, the x-indices can be
raised and lowered with δxy, so that we shall not be distinguishing between co- and con-
travariant x-indices.
Putting the Vierbein together with the Fierz identity (A.60), we find that the metric takes
on the conforma-stationary form
ds2 = 2|X|2 (dτ + ω)2 − 1
2|X|2 hmndy
mdyn , (3.40)
where hmn = V
x
mV
x
n is the metric on the three-dimensional base-space.
W.r.t. our choice of coordinates we have that £V V
x = 0 implies ∂τV
x
m = 0. The V
x are
of course also constrained by eq. (3.21), which in the chosen coordinate system and using the
decomposition
AΛ = −12RΛ V + A˜Λm dym −→ FΛ = −12D
[RΛV ] + F˜Λ , (3.41)
reads
dV x = g CΛ A˜
Λ ∧ V x + g4 CΛIΛ εxyz V y ∧ V z . (3.42)
For consistency we must have CΛ∂τ A˜
Λ = 0. Furthermore, we can use the residual gauge
freedom CΛA˜
Λ → CΛA˜Λ + dφ(y) , V x → egφV x to take CΛIΛ to be constant, a possibility we
will however not use. At last, the integrability condition d2V x = 0 implies
0 = g4
[
εxyz CΛF˜
Λ
yz +
√
2 V mx D˜m CΛIΛ
]
, (3.43)
where we have introduced F˜Λxy ≡ V mx V ny F˜Λmn and
D˜mI = ∂mI + gCΛA˜Λm I + gA˜Λm SΛI , D˜x ≡ V mx D˜m . (3.44)
The system leading to (3.42) was analysed by Gauduchon and Tod in [84], in the study of
four-dimensional hyper-hermitian Riemannian metrics admitting a tri-holomorphic conformal
Killing vector. They observed that the geometry of the base-space belongs to a subclass of
three-dimensional Einstein-Weyl spaces, called hyper-CR or (subsequently) Gauduchon-Tod
spaces6. The additional constraint demanded on the EW spaces is nothing more than the
6See appendix D.1 for some technical information about these geometries.
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integrability condition (3.43), which is called the generalised Abelian monopole equation. We
shall see below that the equation determining the seed function IΛ will be a generalised
non-Abelian monopole equation, i.e. the straightforward generalisation of the standard Bo-
gomol’nyi equation on R3 to GT spaces.
In [28], Behrndt and Cveticˇ realised that their five-dimensional cosmological solutions
could be dimensionally reduced to four-dimensional ones, which raises the question of whether/
which of the solutions found by Grover et al. in [30] can be reduced to solutions that we are
classifying. In such a case, we would be deadling with a map between the five-dimensional
timelike case and the four-dimensional timelike case, and thus the dimensional reduction has
to be over the four-dimensional base-space, which was found to be hyperKa¨hler-torsion [30].
The key to identifying the subclass of five-dimensional solutions that can be reduced to ours
then lies in a further result of Gauduchon and Tod (see [84, remark 2]), which states that
solutions to eqs. (3.42) and (3.43) are obtained by reduction of a conformal hyper-Ka¨hler
space along a tri-holomorphic Killing vector. As discussed in [30, sec. 3.2], this kind of spaces
are actually particular instances of HKT spaces, which thus allows for the reduction. In fact,
this inheritance of geometrical structures also ocurrs in ordinary supergravity theories in six,
five and four dimensions [85], and it is reasonable to suppose that this also holds for fake
(Wick-rotated) supergravities. As a final comment, let us mention that the three-dimensional
Killing spinor equation on a GT manifold allows non-trivial solutions [86, 87].
Before turning to the equations of motion, we deduce the following equation for ω from
the antisymmetrised version of eq. (3.20) and the explicit coordinate expression in (3.39). As
can be seen, this calculation needs the explicit form for the 2-form T +, which can be obtained
from eq. (3.19) and the rule that a general imaginary self-dual 2-form B+ is determined by
its contraction with V by means of (see [88] for more detail)
B+ =
1
4|X|2
(
V ∧ ıVB+ + i ?
[
V ∧ ıVB+
])
. (3.45)
The result thus reads
dω + gCΛA˜
Λ ∧ (dτ + ω) =
√
2 ? [V ∧ 〈I | D I〉] . (3.46)
Contracting the above equation with V we find that
£V ω = g
√
2CΛA˜
Λ −→ ω = gCΛA˜Λ τ + $ , (3.47)
where $ = $mdy
m is τ -independent. Substituting the above result into eq. (3.46) and
evaluating its R.H.S. we obtain
d$ + gCΛA˜
Λ ∧$ + gCΛF˜Λ τ = 12 〈I | D˜m I − ωm∂τI〉 V xmεxyz V y ∧ V z . (3.48)
If now take the τ -derivative of this equation, we shall find again eq. (3.43). The equation
determining $ is then found by splitting up the τ -dependent part; it reads
D˜$ = 12 ε
xyz 〈I˜ | D˜xI˜ −$x∂τI〉V y ∧ V z , (3.49)
where we have introduced I˜ = I (at τ = 0).
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The symplectic field strength F T = (FΛ, FΛ) can then easily be deduced to give the
standard supersymmetric result
F = −12 D (R V ) − 12 ? [V ∧ DI]
= −12 D (R V ) −
√
2
8 ε
xyz V mx
[
D˜mI − ωm∂τI
]
V y ∧ V z , (3.50)
which agrees completely with the imposed gauge-fixing (3.24).
At this point we shall treat the Bianchi identity DFΛ = 0 as in [81], namely as leading
to a Bogomol’nyi equation determining the pair (A˜Λ, IΛ). Since we were given the gauge
potential in eq. (3.41), the Bianchi identity is solved identically, and thus does not imply
further contraints. Nevertheless one needs to make sure that such potential leads to a field
strength with the form prescribed by fakeSupersymmetry in eq. (3.50). If we impose that, we
obtain
F˜Λxy = −
1√
2
εxyz D˜zIΛ , (3.51)
which due to eq. (3.38) it is manifestly τ -independent. This is the equation which we re-
ferred to above as the generalisation of the standard Bogomol’nyi equation on R3 to a three-
dimensional Gauduchon-Tod space. One can see that, upon contraction with CΛ, the above
equation implies the constraint (3.43).
We would now like to show that the timelike solutions (to the fKSEs) we have just char-
acterised are indeed solutions to the EOMs. For this we need to impose the Yang-Mills
equations, eq. (3.11). This equation consists of two parts, namely one in the time-direction,
i.e. BtΛ, and one in the space-like directions, BxΛ. A tedious but straightforward calcula-
tion shows that BtΛ = 0 identically, in full concordance with the discussion in section 3.1.
The EOMs in the x-direction, however, do not vanish identically. Instead, they impose the
condition(
D˜x − ωx∂τ
)2 IΛ = g22 fΛ(ΩΓf∆)ΓΣIΩI∆ IΣ − g22 fΛΩΣIΩIΣ CΓIΓ , (3.52)
which in the limit C→ 0 (i.e. fSUSY → SUSY) coincides with the result obtained in [81]. A
simplification on the above equation can be performed by employing eqs. (3.44) and (3.47),
which implies that
∂τ
(
D˜mIΛ − ωm∂τIΛ
)
= ∂τ∂mIΛ = 0 . (3.53)
Using this and the fact that IΛ is linear in τ , we can thus rewrite eq. (3.52) as
D˜2x I˜Λ −
(
D˜x$x
)
∂τIΛ = g22 fΛ(ΩΓf∆)ΓΣIΩI∆ I˜Σ − g
2
2 fΛΩ
ΣIΩI˜Σ CΓIΓ , (3.54)
which is a τ -independent equation.
3.2.1 Summary and further comments
Before making some general comments on the behaviour of the solutions, we describe how
to construct solutions using the results obtained in the foregoing section. The first step is to
decide which model to consider, i.e. one has to specify what special geometric manifold to
consider, what non-Abelian groups to gauge, and furthermore the constants CΛ. Given this
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model, one must then decide what GT space will be describing the geometry of the three-
dimensional base-space; this is equivalent to finding the triplet (V x, CΛA˜
Λ, CΛIΛ) that solves
eq. (3.42). This allows in principle to solve the Bogomol’nyi equation (3.51), giving (A˜Λ, IΛ).
The next step is to determine the τ -independent part of the seed functions IΛ 7, using
equation (3.54). As this equation contains not only the IΛ but also $, one is forced to
determine both objects, and to make sure that eq. (3.49) is satisfied. After this, the only
steps left include to determine the field strengths by means of eq. (3.50), and writing down
the physical scalars Zi = Li/L0 and the metric by determining the stationarity 1-form ω
through eq. (3.47) and the metrical factor |X|2 through eq. (3.22). As usual, the explicit
construction of the last fields goes through solving the stabilisation equation, which determines
the symplectic section R in terms of the seed functions I. For many models, solutions to this
are known.
However, the Bogomol’nyi equation eq. (3.51) is not easy to solve. Since we only know
explicit solutions to the Bogomol’nyi equation on R3 8, this means that for the moment
the only non-trivial non-Abelian solution backgrounds we can build are the ones that follow
from the supersymmetric ones, satisfying CΛIΛ = 0, by using the substitution rule IΛ →
IΛ − g CΛ τ/(2
√
2). This implies that CΛA˜
Λ is gauge trivial, and thus the base-space is still
R3. This being so, the equations determining the τ -independent part of the I, i.e. eqs. (3.51)
and (3.54), reduce to the ones for N = 2 E-YM deduced in [81]; indeed the only difference
lies in the divergence of $ occurring in eq. (3.54), and in the R3-case there is no obstruction
to choosing it to vanish from the onset.
The construction of fake-supersymmetric solutions then boils down to the substitution
principle put forward by Behrndt and Cveticˇ in [28]: given a supersymmetric solution to
N = 2 d = 4 E-YM Supergravity, Abelian [47] or non-Abelian [81, 91], substitute IΛ →
IΛ − gCΛ τ/(2
√
2) and impose the restriction CΛIΛ = 0. As explained before, when dealing
with non-Abelian gauge groups not all choices for CΛ are possible, and one must respect the
constraint fΛΣ
ΓCΓ = 0.
The first observation is that generically the asymptotic form of the solution is not De
Sitter but rather Kasner, i.e. the τ -expansion of the base-space is power-like, making the
definition of asymptotic mass even more cumbersome than in the De Sitter case9. The second
observation is that the metric has a curvature singularity at those events/ points for which
|X|−2 = 0, which may be located outside our chosen coordinate system. This raises the
question of horizons, or, in other words, how to decide in a practical manner when does our
solution describe a black hole. Observe that in the original solution for one single black hole
of Kastor and Traschen, this question is readily resolved by changing coordinates to obtain
the time-independent spherically symmetric extreme RNdS black hole, for which the criteria
to have an horizon is known: the existence of a black hole in the original coordinate system
can be expressed in terms of the existence of a Killing horizon for a timelike Killing vector,
which covers the singularity. It is interesting to note that generically there is no such timelike
Killing vector in this case.
To see it, consider for instance the CP1-model. This model only has one complex scalar
7The τ -dependence is fixed by eq. (3.38).
8Observe that this is purely a non-Abelian restriction, as GT metrics (solutions to the generalised Abelian
monopole equation) are known, see e.g. [89, 90].
9As a side note, note that the resulting Kasner spaces have a timelike conformal isometry of the kind used
in [92] to define a conformal energy.
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field Z living on the coset space SL(2;R)/SO(2) and an associated Ka¨hler potential eK =
1 − |Z|2, so that we have the constraint 0 ≤ |Z|2 < 1. Making the choice CΛ = (−2, 0), the
potential can be readily calculated to be
V = 2g2
[
1 + 2 eK
]
, (3.55)
which is manifestly positive. Imposing I0 = 0 in order to have R3 as the base-space, and
I1 = 0 in order to have a static solution, i.e. ω = 0, the EOMs imply that a simple solution
is given by
I0 = gτ√
2
, I1 =
√
2 gλ −→ 1
2|X|2 = g
2
[
τ2 − λ2] , (3.56)
where λ is a real constant. If λ = 0 the above solution leads to dS4, whereas if λ 6= 0 we can
introduce a new coordinate t through τ = λ cosh (gt), such that the solution is given by
ds2 = dt2 − sinh2 (gt) d~x2(3) , (3.57)
Z = −i cosh−1 (gt) . (3.58)
This says that at late times the metric is dS4, but it is singular when t = 0; at that point
in time also the scalar becomes problematic, as |Z (t = 0)|2 = 1, violating the bound, which
in its turn implies that the contribution of the scalars to the energy-momentum tensor blows
up. It is paramount that in this case no timelike Killing vector exists. Had we on the other
hand taken I1 = √2gpr−1, for which a timelike Killing vector does exist, the metric can be
transformed to the static form
ds2 = p
2+R2−g2R4
R2
dt2 − R4
(R2+p2)(p2+R2−g2R4/4) dR
2 − R2dS2 . (3.59)
This metric has one Killing horizon, identified with the cosmological horizon for R > 0, and
has therefore a naked singularity located at R = 0. In the static coordinates the scalar field
reads Z = −ip (p2 +R2)−1/2, which explicitly breaks the bound 0 ≤ |Z|2 < 1 at R = 0,
showing again the link between the regularity of the metric and that of the scalars.
In view of all this, it would be very desirable to have at hand a manageable prescription
for deciding when a solution describes a black hole. In this respect, we would like to mention
the isolated horizon formalism (see e.g. [93]), which attempts to give a local definition of
horizons, without a reference to the existence of timelike Killing vectors. This formalism was
applied in the context of SUGRA in [94, 95], and similar work for fake SUGRAs might prove
of interest.
3.3 Analysis of the null case
In this section we characterise the fake-supersymmetric solutions in the null case, i.e. when
V 2 = 0. For simplicity we shall restrict ourselves to theories with no YM-type couplings;
a full analysis is possible [81], but likely to not be very rewarding. As in the timelike case,
the difference with the supersymmetric case lies in the fact that the vector-bilinear is not a
Killing vector. Furthermore, introducing an adapted coordinate v through L = La∂a = ∂v,
one can see that the metric will be explicitly v-dependent, unlike in the supersymmetric case.
The aim of this section is then to determine this v-dependence, and to give two minimal and
simple (albeit generic) solutions, that illustrate the changes generated by the R-gauging.
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In the null case the norm of the vector V vanishes, whence X = 0. This means that the
two spinors I are parallel, and following [82, 81] we shall put I = φI , for some functions
φI and the independent spinor . The decomposition of 
I follows from its definition as
I = (I)
∗, which then implies that I = φI∗, where we have defined φI = φI . Furthermore,
we can without loss of generality normalise the functions φ such that φIφ
I = 1. Having taken
into account this normalisation, one can write down the following completeness relation for
the I-indices
∆I
J = φIφ
J + εIKΦ
K εJLΦL , (3.60)
which is such that ∆I
JφJ = φI , ∆I
JεJKφ
K = εIKφ
K . Moreover, one can see that ∆IJ =
∆J
I .
Projecting the fKSEs (3.3)-(3.6) onto the functions we obtain
0 = Da + φI∇aφI  , (3.61)
0 =
(
T +ab + ig4 CΛLΛ ηab
)
γb∗ − εIJφI∇aφJ  , (3.62)
0 = i/∂Zi ∗ , (3.63)
0 =
[
/G
i+
+ Wi
]
 . (3.64)
We shall now introduce an auxiliary spinor η, normalised by η = 1√
2
= −η. This spinorial
field allows us to introduce four new null vectors
La = iγa
∗ , Na = iηγaη∗ ,
Ma = iηγa
∗ , Ma = iγaη∗ ,
(3.65)
where L and N are real vectors and by construction M∗ = M , whence the notation. Observe
that eq. (A.58) implies that the vector L is nothing but V , but where it has been denoted
by L(ightlike), as we are now in the null case. Given the above definitions, it is a tedious yet
straightforward calculation to show that they form an ordinary normalised null tetrad, i.e.
the only non-vanishing contractions are
LaNa = 1 = −MaMa , (3.66)
which implies that
ηab = 2L(aNb) − 2M(aM b) . (3.67)
Apart from these vectors, one can also define imaginary self-dual 2-forms analogous to the
ones defined in eq. (A.59), by
Φ1ab ≡ γab , Φ1 =
√
2 L ∧M ,
Φ2ab ≡ γabη , Φ2 = 1√2
[
L ∧N + M ∧M] ,
Φ3ab ≡ ηγabη , Φ3 = −
√
2 N ∧M ,
(3.68)
where the identification on the RHS follows from the Fierz identities.
The introduction of the above auxiliary spinorial field is not unique, and one still has the
freedom to rotate  and η by  → eiθ and η → e−iθη. This does not affect L nor N , but
it does produce M → e−2iθM and M → e2iθM , which we shall use it to get rid of a phase
factor when introducing a coordinate expression for the tetrad. A second freedom is the shift
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η → η+δ , with δ a complex function. This shift does not affect the normalisation condition,
but on the vectors it generates
L→ L , M →M + δ L , N → N + |δ|2 L + δM + δ¯ M , (3.69)
and can also be used to restrict the coordinate expressions of the tetrad.
The first step is introducing a coordinate v through L[ ≡ La∂a = ∂v, and using eq. (3.61)
to derive
∇aLb = gCΛAΛa Lb . (3.70)
This equation says that L is a recurrent null vector. Having such a vector field is the defin-
ing property of a space with holonomy Sim(d − 2) (see [96] for more information) and the
combination gCΛA
Λ is called the recurrence 1-form. Antisymmetrising this expression we see
that dL = gCΛA
Λ ∧ L, which implies not only CΛFΛ ∧ L = 0 , but also L ∧ dL = 0. This last
result states that the vector L is hyper-surface orthogonal, which implies the local existence
of functions Y and u such that L = Y du. Seeing that L is charged under the R-symmetry,
we can always gauge-transform the function Y away, arriving at
L = du , (3.71)
whence also that CΛA
Λ = ΥL , for some function Υ. We can write eq. (3.70) as
∇a Lb = gΥLaLb , which immediately implies ∇LL = 0 , (3.72)
so that L is a geodesic null vector. Given this information and the normalisation of the tetrad,
we can choose coordinates u, v, z and z¯ such that
L = du , L[ = ∂v ,
N = dv + Hdu +$dz +$dz¯ , N [ = ∂u − H∂v ,
M = eUdz , M [ = −e−U (∂z¯ − $∂v) ,
M = eUdz¯ , M
[
= −e−U (∂z − $∂v) ,
(3.73)
where we have used the U(1) rotation M → e−2iθM to get rid of a possible phase in the
expression of M and M . The spin connection and the curvatures for this tetrad are given in
appendix C.1. A last implication of the Fierz identities is that
ε(4) ≡ 14! εabcd ea ∧ eb ∧ ec ∧ ed = i L ∧N ∧M ∧M = i e+ ∧ e− ∧ e• ∧ e•¯ , (3.74)
whence ε+−••¯ = i. Furthermore, one finds from (3.72)
∂vH = gΥ , and 0 = ∂vU = ∂v$ = ∂v$ , (3.75)
whence the only v-dependence of the metric resides in H. The resulting form of the metric
ds2 = 2du(dv +Hdu+$dz +$dz¯)− 2e2Udzdz¯ (3.76)
is a Kundt wave, that is, it admits a non-expanding, shear- and twist-free geodesic null vector
(cf. appendix C.3 for more details). To see this take e.g. L[ = ∂v. Moreover, it is in the
Walker form, which implies that the space has holonomy contained in Sim(2) [97].
48 CHAPTER 3. N = 2 D = 4 GAUGED FAKESUGRA
To determine Υ we shall be using the identity CΛF
Λ = d
(
CΛA
Λ
)
= dΥ ∧ L, which
presupposes knowing FΛ. The generic form of FΛ can be derived from the fKSEs (3.62) and
(3.64). Contraction of the first with i and iη leads to
ıLT + = ig4 CΛLΛ L , (3.77)
ıMT + = ig4 CΛLΛ M + i√2φIεIJ dφJ . (3.78)
Using these and the fact that, as T + is an imaginary-self-dual 2-form it must be expressible
in terms of the Φs defined in eq. (3.68), one obtains
T + = ℵ L ∧M − ig4 CΛLΛ
[
L ∧N +M ∧M] , (3.79)
with
√
2ℵ = iφIεIJ∇NφJ , and moreover
√
2φIε
IJ∇MφJ = gCΛLΛ , 0 = φIεIJ∇LφJ = φIεIJ∇MφJ . (3.80)
Giving eq. (3.64) a similar treatment leads to
Gi+ = ℵi L ∧M − 14 Wi
[
L ∧N + M ∧M] , (3.81)
where ℵi are still undetermined functions. Using the rule FΛ+ = iLΛT + + 2fΛi Gi+ we find
that
FΛ+ = ϕΛ L ∧M + V Λ [L ∧N +M ∧M] , (3.82)
where we have introduced
V Λ = g8
(
4LΛLΣ + Im(N )−1|ΛΣ
)
CΣ (3.83)
and
ℵ = 2iLΛ ϕΛ , ℵi = −f¯ iΛ ϕΛ ←→ ϕΛ = iℵ LΛ + 2ℵi fΛi . (3.84)
Using FΛ = FΛ+ + FΛ− = 2Re
(
FΛ+
)
and using dΥ ∧ L = CΛFΛ, we obtain
∇LΥ = −CΛ
[
V + V
]Λ
, (3.85)
∇MΥ = CΛ ϕΛ , (3.86)
∇MΥ = CΛ ϕΛ . (3.87)
Eq. (3.85) is the key to the possible v-dependence. We want to integrate it to obtain H
through eq. (3.75); for this we need to know the coordinate dependence of the scalars Z. This
can be obtained by contracting eq. (3.63) with the i and iη. The result is that
0 = ∇LZi = ∂vZi , 0 = ∇MZi = e−U ∂z¯Zi , (3.88)
so that the Zi depend only on u and z. Likewise, the Z
ı¯
depend only on u and z¯.
Using the fact that the scalars are v-independent, integration of eq. (3.85) is straightfor-
ward and leads to
Υ = −g4
[
4
∣∣CΛLΛ∣∣2 + Im (N )−1|ΛΣ CΛCΣ] v + Υ1(u, z, z¯) , (3.89)
H = −g28
[
4
∣∣CΛLΛ∣∣2 + Im (N )−1|ΛΣ CΛCΣ] v2 + Υ1 v + Υ0(u, z, z¯) . (3.90)
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We could take Υ1 = 0 by doing a coordinate transformation v → v + f(u, z, z¯), but we shall
be ignoring this possibility for the moment. H can be written in terms of the potential V in
eq. (3.15) with PΛ = 0, since we are ignoring possible non-Abelian couplings, as
H = 12
[
g2
∣∣CΛLΛ∣∣2 − V] v2 + Υ1v + Υ0 , (3.91)
which is calculationally advantageous when V is known.
At this point we have nearly completely specified the v-dependence of the solution, the
only field missing being AΛ; with this in mind it is worthwhile to impose the gauge-fixing
ıLA
Λ = 0, which is always possible and furthermore it is consistent with the earlier result
CΛA
Λ = Υ L. As a result of this gauge fixing we have that
∂vA
Λ = £LA
Λ = d
(
ıLF
Λ
)
= − (V + V )Λ L , (3.92)
so that
AΛ = − (V + V )Λ v L + A˜Λ = g4 F−1|ΛΣ CΣ v L + A˜Λ , (3.93)
where A˜Λ is a v-independent 1-form satisfying ıLA˜
Λ = 0, and F is the imaginary part of
the prepotential’s Hessian, cf. eq. (B.83). Given this expression, the Bianchi identity is
automatically satisfied, but just as in the timelike case this does not (necessarily) mean that
any A˜Λ leads to a field strength of the desired form. Calculating the comparison one finds
that
dA˜Λ =
(
V − V )Λ M ∧M
+
(
φΛ + θM (v
(
V + V
)Λ
)
)
L ∧M +
(
φ
Λ
+ θM (v
(
V + V
)Λ
)
)
L ∧M . (3.94)
Let us at this point return to the fKSEs, and evaluate eq. (3.5) using eqs. (3.81) and
(3.88). This results in
iθ+Z
i γ+I + iθ•Zi γ•I = −εIJ
[
Wiγ− − 2αiγ•¯] γ+J . (3.95)
The above equation is readily seen to be solved by observing that the constraint
γ+J = 0 (3.96)
leads to γ+I = 0 under complex conjugation, as well as to γ•¯I = 0 and γ•I = 0, due to
having chiral spinors and the normalisation prescribed in eq. (3.74). A similar analysis on
the fKSE (3.3) in the v-direction shows that the spinor I is v-independent, and thus also 
I .
The other equations become
D•¯I = 0 , (3.97)
D•I = ig2 CΛ∗ εIJγ•¯J , (3.98)
D+I = −ℵ εIJγ•¯J . (3.99)
Using the definition (3.2) and the spin connection in eq. (C.3), we can expand eqs. (3.97)
and (3.98) as
0 = θ•¯I − 12θ•¯
(
U + 12K
)
I , (3.100)
0 = θ•I + 12θ•
(
U + 12K
)
I − ig2 CΛLΛ εIJγ•¯J , (3.101)
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The first is easily integrated by putting
I = exp
(
1
2 S
)
χI(u, z), with S ≡ U + 12K , (3.102)
which upon substitution into eq. (3.101) leads to
∂zχI + (∂zS)χI =
ig
2 CΛXΛ εIJγ•¯ eSχJ . (3.103)
This last equation is potentially dangerous, as it has a residual z¯-dependence (even though η
and XΛ are z¯-independent). We use avoiding this inconsistency as a mean to fix S; deriving
eq. (3.103) w.r.t. z¯ and using the complex conjugated version of eq. (3.103) to get rid of ηI
in the resulting equations, the result is that S has to satisfy
∂z∂z¯S = −g22 e2S
∣∣CΛXΛ∣∣2 −→ e−2S = g22 ∣∣CΛXΛ∣∣2 (1 + |z|2)2 . (3.104)
This unique choice for S is a necessary condition for eqs. (3.100) and (3.101) admitting a
solution, but it may not be sufficient. In the next subsection we shall discuss the simplest
null case solution to the minimal theory, and show that the system can indeed be solved
completely. The lesson to be learnt is that, once we introduce S, the system (3.100, 3.101)
corresponds to an equation determining spinors on a 2-sphere, and it has solutions. In fact,
the CΛXΛ factor can be absorbed by redefining χI =
√
CΛXΛ ηI , which converts eq. (3.104)
into
∂zηI +
(
∂zS˜
)
ηI =
ig
2 εIJγ
•¯ eS˜ηJ , with e−S˜ = g√
2
(
1 + |z|2) , (3.105)
which is just the spinor equation on S2 in stereographic coordinates.
3.3.1 The electrically-charged Nariai cosmos
The minimal theory is obtained by selecting VT = (1,−i/2), which leads to the monodromy
matrix N = −i/2 , so that Re(N ) = 0. If we further fix C0 = 2, the minimal De Sitter theory
action is given by ∫
4
√
g
(
R− F 2 − 6g2) . (3.106)
Using the general results obtained earlier, we can write down the following solution
ds2 = 2du
(
dv − g2v2du)− dzdz¯
g2(1 + |z|2)2 ,
A = −gv du . (3.107)
This metric is nothing more than dS2 × S2, albeit in a non-standard coordinate system, and
the solutions is known to the literature as the electrically-charged Nariai solution [98, 99].
Note that the local holonomy of the Nariai solution is not the full sim(2), but rather so(1, 1)⊕
so(2) ⊂ sim(2) [96].
We now proceed to discuss the preserved fake-supersymmetries. For this, it is easier to
write the metric as
ds2 = 2du
(
dv − g2v2du)− 1
4g2
(
dθ2 + sin2(θ)dϕ2
)
, (3.108)
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and consider the fakeSupergravity equations in terms of a 2-component vector of Majorana
spinors, also denoted by ,
∇a − gAa = −14 /Fγaσ2− g2γaσ2 . (3.109)
The solution to the above equation is seen to be
 = exp
(
θ
2γ
3σ2
)
exp
(−ϕ2 γ34) 0 , with γ+0 = 0 , (3.110)
where 0 is a 2-vector of constant spinors.
We finish this subsection with a couple of comments. In SUGRA one can associate a Lie
superalgebra to a given supersymmetric solution [100, 101], and for the AdS2×S2 maximally
supersymmetric solutions in minimal N = 2 d = 4, this algebra is su(1, 1|2). In the fake-
supersymmetric case, however, one cannot assign a Lie superalgebra to the solution, as the
vector bilinears which would represent the supertranslation part do not lead to Killing vectors;
this fact is illustrated by eq. (3.70).
In this sense, a perhaps worrisome point is the action of the Killing vectors on the preserved
fakeSupersymmetry, especially since the Killing spinors are u- and v-independent. Since the
spinors are gauge-dependent objects, one should consider an R-covariant Lie derivative on
them [102, 103]. This derivative is defined for Killing vectors X and Y as
LX = ∇X + 14 (∂aXb) γab − gξX  , with
{
dξX = £XA ,
ξ[X,Y ] = £XξY −£Y ξX . (3.111)
Using this Lie derivative, one can see that LX = 0 for any X ∈ Isom(dS2).
3.3.2 Solutions with holomorphic scalars and deformations of the Nariai
In the usual supersymmetric case there are two generic classes of null solutions whose Su-
persymmetry is straightforward to see: the first are the pp-waves which are characterised by
the fact that the scalars depend only on u, and the cosmic strings which are characterised
by vanishing vector potentials AΛ, vanishing Sagnac connection $ = 0, and a holomorphic
spacetime dependence of the scalars, i.e. Zi = Zi(z) [45, 82]. In this subsection we shall
be considering the fSUGRA analogue of the latter case, and impose $ = 0 and that Zi is a
function of z only. However, because of eq. (3.93) the vector potentials cannot vanish, and we
shall be looking for the minimal expression of A˜Λ for which the Bianchi identity, eq. (3.94),
is solved: minimality implies that φΛ = ve−U∂z¯
(
V Λ + V
Λ
)
and the Bianchi identity reduces
to
dA˜Λ = 2i Im
( XΛ
gCΣXΣ
)
dz ∧ dz¯
(1 + |z|2)2 , (3.112)
a solution to which exists locally, and determines A˜u = 0 and A˜
Λ
z and A˜
Λ
z¯ as functions of z
and z¯.
Given the above identifications, we can use eq. (3.82) to calculate the constraints imposed
by the Maxwell equations, i.e. BΛ = 0 in eq. (3.11), which leads to
NΛΣ ∂z
(
V + V
)Σ
= ∂z
[
NΛΣV Σ + NΛΣV Σ
]
, (3.113)
NΛΣ ∂z¯
(
V + V
)Σ
= ∂z¯
[
NΛΣV Σ + NΛΣV Σ
]
, (3.114)
∂z
[
NΛΣ ∂z¯
(
V + V
)Σ]
= ∂z
[
NΛΣ ∂z
(
V + V
)Σ]
, (3.115)
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where the contribution due to A˜Λ has been dropped out identically. As eq. (3.114) is the
complex conjugated version of (3.113), and eq. (3.115) is the integrability condition for (3.113)
and (3.114), we only need to demand eq. (3.113) to hold. Using the holomorphicity of the
scalars to write ∂z = ∂zZ
i ∂i, one can express it as an equation in Special Geometry, namely
∂iNΛΣ V Σ + ∂iNΛΣ V Σ = 2iIm (N )ΛΣ ∂iV Σ
= giLΛ CΓfΓi − gi4 ∂iIm (N )ΛΣ Im (N )−1|ΣΓ CΓ .
(3.116)
Some straightforward algebra using the expressions (B.77) and (B.78) shows that the above
equation holds, and thus the Maxwell equations are solved for arbitrary scalar functions Zi(z).
Had we obtained the most general solution above, we would be certain that the fields
solve the fKSEs, and thus the KSIs would have told us that we only need to further verify
E++ = 0 to make sure that the proposed configuration solves all the equations of motion. We
did however check that all of the EOMs are indeed satisfied, which, as was to be expected
from the discussion above, they all reduced to Special Geometry calculations.
In conclusion, given an expression for Zi = Zi(z), we need to find the local expression for
A˜Λ from eq. (3.112), so the solution is given by
ds2 = 2du
(
dv − 12H0v2 du
) − 4
g2 |CΛLΛ|2
dzdz¯
(1 + |z|2)2 , (3.117)
AΛ = g4F
−1|ΛΣCΣ v du + A˜Λ , (3.118)
where
H0 = V − g2
∣∣CΛLΛ∣∣2 . (3.119)
Furthermore, one can obtain deformations of the Nariai cosmos by taking the scalars Zi to
be constants, in which case the zz¯-part of the metric describes a 2-sphere of radius g|CΛL|.
Depending on H0, the uv-part of the metric describes dS2 (H0 > 0), R1,1 (H0 = 0) or AdS2
(H0 < 0). As before, these spaces have local holonomy contained in sim(2). The solution for
generic Zi(z) however has proper sim(2) holonomy.
3.4 Non-BPS solutions to N = 2 SUGRA
As is well known, there are models in N = 2 d = 4 SUGRA coupled to vector multiplets for
which one can choose the Fayet-Iliopoulos terms such that the hyper-multiplet contribution
to the potential vanishes (see e.g. [80] or [29, sec. 9] for a discussion of this point). Since
the construction we are considering in this chapter is a Wick-rotated version of the general
supersymmetric set-up, with no hyperscalars, this implies that there are fake-supersymmetric
models in which the only contribution to the potential comes from the gauging of the isome-
tries, as the FI contributions to the latter vanish. In that case, the bosonic action (3.16)
coincides with that of an ordinary YMH-type of supergravity theory, and for those specific
models the solutions we obtained are in fact non-BPS solutions of a regular supergravity
theory. Let us illustrate this with the dimensional reduction of minimal d = 5 SUGRA.
The dimensional reduction of minimal five-dimensional SUGRA leads to a specific N = 2
d = 4 SUGRA, namely minimal SUGRA coupled to one vector multiplet, with a prepotential
given by
F (X ) = −1
8
(X 1)3
X 0 . (3.120)
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With the usual choice Z = X 1/X 0, one finds that the scalar manifold is SL(2;R)/U(1) with
the corresponding Ka¨hler potential eK = Im3 (Z) (note that this implies the constraint
Im (Z) > 0). Ignoring the possibility of gauging isometries of the scalar manifold, so that
P = 0, we can calculate the potential in eq. (3.15) to find
V = 2g
2
3
[
C21 Im
−1(Z) + 6C0C1 Re(Z) Im−3(Z)
]
. (3.121)
There are two interesting subclasses we can consider. The first one is CΛ = (0, C1), for which
the potential is of the correct form to correspond to the dimensionally-reduced version of the
theory considered in [30].
The second case is CΛ = (C0, 0), which means that the potential vanishes. By construc-
tion this not only means that we can construct non-BPS solutions to the four-dimensional
supergravity theory, but also that it can be oxidised to minimal five-dimensional SUGRA. A
simple timelike static solution for this latter case can be found by putting I0 = 0 , so that
the base-space is R3, and I1 = 0 as to ensure staticity, i.e. ω = 0 . The regularity of the
solution to the stabilisation equations, or equivalently the consistency of the metrical factor
|X|2, imposes the constraint I0
(I1)3 < 0. With this information, the solution is determined
by
1
2|X|2 =
√
2
∣∣∣I0 (I1)3∣∣∣ , Z = 2i
√∣∣∣∣I0I1
∣∣∣∣ , (3.122)
so that the solution is asymptotically Kasner. As the effective radius of the compactified fifth
direction is proportional to Im(Z), which grows linear in τ , this solution is asymptotically
decompactifying. The resulting five-dimensional metric is found to be (shifting I1 → √2 H)
ds2(5) = 2H
−1 dy
(
dτ − 2
√
2 |I0| dy
)
− H2 d~x2 . (3.123)
which can be transformed to a Walker metric for a space of holonomy Sim(3) [97]. Observe
that the relation between (d + 1)-dimensional spaces of holonomy in Sim(d − 1) and time-
dependent black holes, of which the foregoing is one example, was first introduced in [96].
The generic solution in subsection 3.3.2 can readily be adapted to the model at hand, and
reads
ds2 = 2du
(
dv + λ2 v2Z−3 du) − 2
λ2
Z3 dzdz¯
(1 + |z|2)2 , (3.124)
where we have introduced the abbreviations
√
2λ = gC0 and Z = Im(Z). The vector fields
are given by the expression (3.93) with A˜0 = 0. A˜1 needs to satisfy
dA˜1 =
√
2iλZ dz ∧ dz¯
(1 + |z|2)2 , (3.125)
which presupposes knowing the explicit dependence of Z on z. Lifting this solution up to five
dimensions we obtain, after the coordinate transformations v → e
√
2λy w where y is the fifth
direction, the following solution
ds2(5) = 2Z−1 e
√
2λy du dw − Z2
[
dy2 +
2
λ2
dzdz¯
(1 + |z|2)2
]
, (3.126)
Aˆ =
√
3 Re (Z)
[
dy + 2
√
2λ Z−3 vdu
]
−
√
3 A˜1 , (3.127)
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where A˜1 is determined by the condition (3.125). This solution is a deformation of the
maximally-supersymmetric AdS3 × S2 solution, and deformations of the other maximally-
supersymmetric five-dimensional solutions can be obtained by using the Sp(2;R)-duality
transformations before oxidation, in a similar way to how the four- and five-dimensional
vacua are related (see e.g. [104]).
Let us end this section by pointing out that there are more models for which the FI
contribution to the potential vanishes [29]. One of them is the ST [2,m] model, which in
ungauged supergravity allows for the embedding of monopoles and the construction of non-
Abelian black holes [81]. A convenient parameterisation is given by the symplectic section
V =
(
LΛ
ηΛΣ S L
Σ
)
, with

η = diag([+]2, [−]m) ,
0 = ηΛΣL
ΛLΣ .
(3.128)
The FI part of the potential is easily calculated to give [80, 29]
VFI = −g24 Im−1 (S) CΛ ηΛΣ CΣ , (3.129)
so that VFI = 0 whenever C is a null vector w.r.t. η.
Taking ST [2, 4] as the model to work with and C to be a null vector, we can gauge an
SU(2) group, and by further taking CΛIΛ = 0 (which implies that the base-space is R3) we
can generalise the solutions found in [91] to cosmological solutions. For that, take the indices
Λ to run over (0,+,−, i) 10 and let C+ be the only non-vanishing element in C. We find a
static solution, i.e. ω = 0, by selecting I± = I0 = Ii = 0 ; this allows for the embedding
of a ’t Hooft-Polyakov monopole in the Ii. If we then further take I˜+ = 0, where I˜ is the
part of the function I independent of τ , and normalise the metric on constant-τ slices to
be asymptotically R3 (which is equivalent to taking I˜− and I0 to be suitable constants) the
metric is determined through eq. (3.40) and
1
2|X|2 =
√
τ
√
1 + µ
2
g2
[
1−H2
]
, (3.130)
where H is a completely regular function of r ∈ R coming from the ’t Hooft-Polyakov
monopole, which reads
H = coth (µr) − 1
µr
, (3.131)
and is monotonic with H (r = 0) = 0 and asymptoting to H (r → ∞) = 1. This means that
the constant-τ slices are geodesically-complete. The full metric however suffers from an initial
singularity at τ = 0, and also from Kasner expansion (the base-space has a time-dependence
which behaves power-like).
More general backgrounds can be constructed by considering the hairy or coloured (general
Abelian) solutions of [47], and (non-Abelian) of [91, 81]. Comments made in section (3.2.1)
apply to these solutions.
10Where 0 is a timelike direction, ± are null directions and i = 1, 2, 3.
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3.5 Summary of the chapter
In this chapter we have studied the fake-supersymmetric solutions that can be obtained
from N = 2 d = 4 gauged Supergravity coupled to (non-Abelian) vector multiplets, by Wick
rotating the FI term needed to obtain a gauged supergravity. As is usual in the classification of
supersymmetric backgrounds, the solutions are divided into two classes, denoted the timelike
and the null case, which are distinguished by the norm of the vector built out of the preserved
Killing spinor.
In the timelike case we have found that the metric is of the standard conforma-stationary
form, also appearing naturally in the supersymmetric timelike solutions, with the difference
that the metric is to have a specific time dependence. This is such that there is a natural sub-
stitution principle, as first pointed out by Behrndt and Cveticˇ [28], for creating solutions from
the known supersymmetric backgrounds to N = 2 d = 4 SUGRA coupled to (non-Abelian)
vector multiplets. Apart from this time-dependence, we find that the base-space must be a
subclass of three-dimensional Einstein-Weyl spaces known as hyper-CR or Gauduchon-Tod
spaces [84], and that half of the seed functions, namely the IΛ, must obey the Bogomol’nyi
equation generalised to GT spaces.
In the null case we have found that the solutions must have a holonomy contained in
Sim(2), which arguably can be considered to be a minor detail. It was however shown in [105]
that the purely gravitational solutions of this kind have rather special properties with respect
to quantum corrections, and it is not unconceivable that this holds for the more general class
of solutions with Sim(2) holonomy in supergravity theories, such as the one presented in
section 3.4.
We did not develop a full-fledged characterisation of the solutions in the null case, but
instead focussed on the new characteristics induced by the interplay between Sim(2) holonomy
and Special Geometry. The general solution to the null case is the Nariai solution in eq. (3.107)
with the substitution guu = −2g2v2 → −2g2v2 + 2Υ0(z, z¯), where ∂z∂z¯Υ0 = 0. This can be
seen from [106], that gives the characterisation for the minimal case. The end result is
what can be considered to be a back-reacted solution describing the intersection of a Nariai/
Robinson-Bertotti space with a generic (stringy) cosmic string [82].
The fact that the holonomy is contained in Sim(2) is due to having gauged an R-symmetry,
whence one can deduce that the null vector (constructed as a bilinear of the preserved Killing
spinor) is a gauge-covariantly constant null vector. In other words, it is a recurrent null vector,
and thus why the four-dimensional space has holonomy Sim(2) [96]. As the Wick rotation
needed to create fake supergravities from ordinary gauged supergravities will always introduce
an R-gauging, one might be inclined to think that null fake-supersymmetric solutions will
always have infinitesimal holonomy in sim(d−2). This is however only partially true; consider
for instance the theory studied by Grover et al. [30]. In that case one can see that the
recurrency condition (3.70) still holds but with the Levi-Civita` connection replaced with a
metric compatible, torsionful connection, where the torsion is completely antisymmetric and
proportional to the Hodge dual of the graviphoton field strength. As the connection is metric,
the link between the recurrency relation and Sim holonomy going through mutatis mutandis,
we see that in fake N = 1 d = 5 gauged Supergravity theories, there is a Sim(3) holonomy
even though in general this is not associated to the Levi-Civita` connection.
Furthermore, as was shown in [96] and illustrated in section 3.4, time-dependent solutions
of the kind found in the timelike case can be obtained by dimensional reduction of spaces with
Sim holonomy. Moreover, they can also be obtained from solutions in the five-dimensional
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timelike case. This strongly suggests that the ordinary hierarchy of supersymmetric solutions
and the geometric structures appearing in them, between theories in six, five and four dimen-
sions with eight supercharges [85], has a fake analogue. A graphical description of what this
would be like is given in fig. (3.1).
As a matter of fact, in chapter 4 we will investigate the solutions to five-dimensional
minimal fakeSupergravity, and we shall see that those precise relations hold between the five-
dimensional null case and the structures obtained in this chapter. In fact, the maps give
relations between Einstein-Weyl spaces, since a HKT space is nothing more than a four-
dimensional Weyl geometry admitting covariantly constant spinors. In view of this, we then
postulate that the relations in fig. (3.1) also hold for a N = (1, 0) d = 6 fakeSUGRA, which
to the best of our knowledge has not yet been constructed, due to the inherent ungaugeability
of the regular minimal SUGRA theory.
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fSUGRA Timelike case Null case
N = (1, 0) d = 6 g = 2e+e− − HKT(4)
Jones-Tod [107]
N = 1 d = 5 g = (e0)2 − HKT(4) g = 2e+e− − GT(3)
Jones-Tod
N = 2 d = 4 g = deform. (2e+e− − S2)g = (e0)2 − GT(3)
Figure 3.1: A graphical depiction of the relations between the fSUGRA theories and their
fake-supersymmetric solutions, based on dimensional reduction over a spacelike circle. Ver-
tical full lines indicate dimensional reduction over a S1 in the basespace, which changes the
characteristics of the basespace. Dotted lines represent dimensional reduction over a spacelike
circle in the null-cone, a reduction which does not change the characteristics of the basespace.
In the fakeSupergravities considered in this thesis the geometry of the base-spaces are all
Einstein-Weyl manifolds.
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Chapter 4
N = 1 d = 5 minimal fakeSUGRA
This chapter studies the classification of solutions to N = 1 d = 5 minimal fakeSUGRA, using
the bilinear method. In particular, it gives details corresponding to the null case of such a
theory, since the timelike case was studied in [30]. For an equivalent analysis using spinorial
geometry methods one can consult [77].
The outline of the chapter is the following: in section 4.1 we introduce a fake Killing spinor
equation (fKSE) and use a subset of its integrability equations to see that they give rise to
relations between the equations of motion. The introduction of bilinears constructed out of the
Killing spinors allows us to introduce a five-dimensional frame, w.r.t. which the implications of
the integrability conditions are discussed. In section 4.2 we analyse the differential constraints
on the bilinears and obtain a necessary set of demands on the five-dimensional metric and
the gauge field for the existence of a Killing spinor; in 4.2.1 we show that said constraints
are also sufficient, furthermore showing that we are dealing with solutions that are half fake-
BPS. In section 4.3 we discuss the constraints imposed by the equations of motion on the
configurations, to which we give some simple solutions in sec. 4.3.1. Section 4.4 considers
the dimensional reduction of the theory to N = 2 d = 4 fSUGRA, and studies the relation
between the general null solution in five dimensions and the general timelike solution in four.
At last, section 4.5 contains a summary of the chapter. The conventions used are given in
appendix A.1.1, and A.3.2 contains the bilinears which will be used extensively in section 4.2.
The interested reader will find technical information on the solution geometry in appendix
(C.2), and a small introduction to Gauduchon-Tod spaces in appendix D.1.
4.1 Fake KSE and first implications
The bosonic field content of minimal N = 1 d = 5 Supergravity comprises only of the metric
gµν and one vector field Aµ. It is this simplicity of the field content which allows for a
clear derivation of the relevant geometrical structures, which rely on the form of the fake
gravitino equation. In chapter 5, when we also consider the coupling to matter multiplets,
these structures will be somewhat obfuscated.
Since fSUGRA gauges an R-symmetry, we define the following connection on the spinors
Dai = ∇ai − ξ Aai . (4.1)
Using the above definition for the gauge-covariant derivative, we can write the fake super-
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symmetry rule as
Dai = 14√3
[
a /F + 2/F a
]
i + 1√
3
ξ γa
i , (4.2)
where a /F ≡ 12γabcF bc and /F a ≡ −Fabγb. The integrability condition for this fKSE can be
seen to be [108]
E˜ab γbi = −
√
3
2
Mai , (4.3)
where we have defined
E˜ab = Eab − 1
2
gab Ecc , (4.4)
Eab = Rab − 163 ξ2 ηab − 12
(
FacFb
c − 16ηabF 2
)
, (4.5)
?M = d ? F − 1√
3
F ∧ F . (4.6)
As before, the above integrability condition leads to relations between components of the
EOMs, and in the (null) case at hand they can be found by using the bilineals of [108]. In
general, there are three types of bilinears that can be constructed out of the spinors i: a
scalar f = ii
i, a vector Va = iiγa
i and three 2-forms Φxab = (σ
x)i
j jγab
i (x = 1, 2, 3).
As the timelike case corresponding to f 6= 0 was already treated in [30], we shall restrict
our attention to the null case and put f = 0. Furthermore, we shall again rename V as
L(ightlike).
The Fierz identities imply various relations between the bilinears, which in this case read
[108]
ıLLˆ = 0 , (4.7)
ıLΦ
x = 0 , (4.8)
Lˆ ∧ Φx = 0 , (4.9)
δxy LaLb = Φ
x
a
cΦycb , (4.10)
Φx ∧ Φy = 0 . (4.11)
Eq. (4.7) of course implies that L is a null vector, and eqs. (4.8) and (4.9) imply that
Φx = Lˆ ∧ Ex with ıLEx = 0 , (4.12)
for some 1-forms Ex, which automatically satisfy (4.11). A minor calculation shows that
(4.10) implies that the three 1-forms are actually orthonormal, in the sense that
g−1 ( Ex , Ey ) = −δxy , (4.13)
which implies that the Ex can actually be used to build up a Fu¨nfbein. This we do by
introducing the missing linearly independent 1-form N , normalised such that ıLN = 1 and
ıN[E
x = 0. The five-dimensional metric is then
ds2 = Lˆ⊗N + N ⊗ Lˆ − Ex ⊗ Ex . (4.14)
Using the above base one can now express the implications of the integrability condition
(4.3) as
0 = M∧ Lˆ , (4.15)
0 = E˜ab Lb , (4.16)
0 = E˜ab Φxcb −→ 0 = E˜abExb . (4.17)
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These imply that, given a solution to eq. (4.2), one only needs to ensure that
E++ ≡ NaN bEab = 0 ,
M+ ≡ NaMa = 0 , (4.18)
to have a bona fide fake-supersymmetric solution.
In this section we have analysed the non-differential constraints on the bilinears. We now
proceed to discuss the differential ones.
4.2 Differential constraints
Using the fermionic rule (4.2), one can derive the following constraints
ıLF = −2ξ Lˆ , (4.19)
DaLb = − 12√3 (?F )ab cLc , (4.20)
DaΦxbc = − 2√3ξ (?Φx)abc −
1
2
√
3
F de (?Φx)de[b ηc]a
+ 1√
3
Fa
d (?Φx)bcd +
1√
3
(?Φx)ad[b Fc]
d . (4.21)
Eq. (4.20) can actually be rewritten in a more suggestive form
DaLb ≡ ∇aLb − SabcLc = 2ξ Aa Lb , with Sabc = −12√3 (?F )abc . (4.22)
As described in chapter 3, from this one can see that if the S-contribution were absent, the
space-time would have local holonomy contained in sim(3) [96]. Moreover, S can be seen as
a totally antisymmetric torsion which is metric-compatible1, and thus Hol(D) ⊆ Sim(3). We
will actually see later that if the field strength satisfies the radiation condition F ∧ Lˆ = 0, the
space has again local holonomy contained in sim(3). This is another way of stating that the
generalised holonomy of the fKSE is contained in Sim(3), which is precisely what is needed
for the existence of Killing spinors.
Using the base given above we can express the fieldstrength F in terms of it, and the
constraint (4.19) prescribes
F = 2ξ Lˆ ∧N + %x Lˆ ∧ Ex + 12 fxy Ex ∧ Ey , (4.23)
for some (still) undetermined entities %x and fxy. Using that ıL ?F = ?
(
Lˆ ∧ F
)
one can then
write the antisymmetrised version of eq. (4.20) as
DLˆ = − 1√
3
?
(
Lˆ ∧ F
)
. (4.24)
Since L is a null vector we know that2
1
2ε
xyzfyz ≡ 2
√
3ξ ℵx −→ ?
(
Lˆ ∧ F
)
≡ −2√3ξ Lˆ ∧ ℵ , (4.25)
1A torsionful connection is said to be metric if the torsion tensor S(X,Y, Z) ≡ g(SXY,Z) is antisymmetric
in the last two entries, i.e. S(X,Y, Z) = −S(X,Z, Y ), in fact implying that S is a 3-form. Furthermore, the
torsionful connection is said to be strong if S is closed, i.e. dS = 0. In the case at hand we have that S ∼ ?F ,
whence dS ∼ d ? F ∼ αF ∧ F which generally non-vanishing, so that our torsion-structure is not strong.
2Where we have chosen the orientation ε+−xyz = εxyz, for εxyz the three-dimensional Riemannian totally
antisymmetric tensor.
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where we have decomposed ℵ = ℵx Ex as follows from (4.23). This implies that Lˆ is
hypersurface-orthogonal, i.e. Lˆ ∧ dLˆ = 0, which in its turn implies the existence of two
functions Y and u such that Lˆ = Y du; but since Lˆ has R-weight 2, we can gauge-fix Y = 1,
and thus Lˆ = du. Plugging all of this into eq. (4.24) then implies that
A = Υ Lˆ + ℵ , (4.26)
for some function Υ. This form of the vector potential has ıLA = 0, which after contracting
eq. (4.20) with La implies that L is a geodesic vector, i.e. ∇LL = 0.
Let us further introduce a coordinate v adapted to the vector L by L = ∂v, and three
more coordinates ym (m = 1, 2, 3) such that the Fu¨nfbein can be taken to be
E+ = Lˆ = du , θ+ = N
[ = ∂u − H∂v ,
E− = N = dv +Hdu+ ωmdym , θ− = L = ∂v ,
Ex = Exm dy
m , θx = Ex
m (∂m − ωm∂v) ,
(4.27)
where we have defined EA (θB) = δ
A
B and also the Dreibein E
x
m, which leads to the three-
dimensional metric hmn ≡ ExmExn. The resulting line element then takes on the Walker-form
[97]
ds2 = 2du (dv +Hdu+ ω) − hmndymdyn . (4.28)
Given this base and the result (4.26), we see that the symmetrised version of eq. (4.20) implies
that
∂vH = 2ξ Υ , (4.29)
∂vωm = 2ξ ℵm , (4.30)
∂vhmn = 0 . (4.31)
In order to fix the v-dependence of the metric we need the v-dependence of the vector
potential A. This can be obtained by calculating
£LA = ıLF = −2ξ Lˆ
= ∂vΥ Lˆ + £Lℵ = ∂vΥ Lˆ + (∂vℵm) dym , (4.32)
which implies that ℵ is v-independent, and also that
Υ = −2ξ v + Υ1(u, y) , (4.33)
H = −2ξ2 v2 + 2ξ Υ1 v + Υ0(u, y) , (4.34)
ωm = 2ξ v ℵm + $m(u, y) . (4.35)
As discussed in [96], Υ1 can be made to vanish by means of a suitable coordinate transfor-
mation v → v + U(u, y), and thus from now on we shall be taking Υ1 = 0.
Having now the explicit coordinate dependence, we can proceed to find the expressions
for %x and fxy in the field strength.
%x = Ex
m
(
ℵ˙m − 2ξ ωm
)
. (4.36)
It is clear from eq. (4.26) that fmn = 2∂[mℵn], or equivalently f = ðℵ, if we introduce
the three-dimensional exterior derivative ð = dym∂m. This implies that the definition of
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ℵ in eq. (4.25) is actually a constraint on ℵ. In fact this type of constraint is part of the
definition of our previously considered Gauduchon-Tod spaces [84], which appear naturally
as the geometric structure of the three-dimensional base-space in N = 2 fakeSupergravities,
as discussed in chapter 3. To confirm it, we investigate the totally antisymmetric form of the
constraint (4.21). In form-notation this reads
DΦx = −2
√
3ξ ? Φx . (4.37)
Using the definition (4.12) we can rewrite the LHS as
DΦx = −Lˆ ∧ (dEx − 2ξ ℵ ∧ Ex) , (4.38)
so that eq. (4.37) can be recast as
0 = Lˆ ∧
(
dEx − 2ξ ℵ ∧ Ex +
√
3ξ εxyzEy ∧ Ez
)
. (4.39)
Ignoring the possible u-dependence, we can recast the above equation in terms of purely
three-dimensional objects as
ðEx = 2ξ ℵ ∧ Ex −
√
3ξ εxyzEy ∧ Ez , (4.40)
which offers a way to define Gauduchon-Tod spaces [84]. The conclusion then is that the
geometry of the transverse space is a Gauduchon-Tod manifold, albeit with a possible u-
dependence.
Furthermore, eq. (4.21) provides us with an additional constraint. Let us calculate
Lˆ ∧∇NEx = DNΦx − DN Lˆ ∧ Ex , (4.41)
and use3
DN Lˆ = ξ ℵ , (4.42)
and eq. (4.21) to arrive at
0 = Lˆ ∧
[
∇NEx − ξ ℵxN +
√
3
2 ε
xyz%yE
z
]
= E+ ∧
[
∇+Ex − ξ ℵxE− +
√
3
2 ε
xyz%yE
z
]
.
(4.43)
As the Es form a frame, one can use the spin connection in ∇+Ex = Ω+,xaEa to rewrite the
above as
( Ω+,−x − ξ ℵx) E+ ∧ E− =
[
Ω+,xy +
√
3
2
εxyz%z
]
E+ ∧ Ex . (4.44)
The fSUSY thus imposes the constraints
Ω+,−x = ξ ℵx = 12θ−ωx , (4.45)
Ω+,xy = −
√
3
2
εxyz%z , (4.46)
3This can be obtained from eq. (4.20).
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where eq. (4.30) has been used in the second equality on (4.45). In fact, comparing it with
eq. (C.14), we see that they agree automatically, and thus this gives us no further information.
The situation w.r.t. (4.46) is different, however, as it imposes a constraint whose consequences
we now investigate. By using the explicit forms in eqs. (4.36) and (C.15), we see that the
v-dependent part drops out and one finds
2
√
3ξ $x − 12εxyzByz =
√
3Ex
mℵ˙m + εxyzEmy E˙zm , (4.47)
where we have defined
B ≡ ð$ + 2ξ ℵ ∧$ . (4.48)
As we now see, the constraints derived thus far are enough to have have a fake-supersymmetric
configuration.
4.2.1 Sufficiency of the derived constraints
So far we have derived necessary constraints on a configuration to be fake-supersymmetric.
In this subsection we shall show that they are actually sufficient; we do this by plugging them
into the fKSE (4.2), and confirming that no further constraints arise.
Imposing4 γ+i = 0 implies that the i are v-independent. Using this fact and the chosen
orientation one can then see that
γxyzi = εxyzi , γxyi = −εxyzγzi , γxi = −12εxyzγyzi . (4.49)
We can use these relations to massage the fKSE in the + direction into the form
θ+
i = −14
(√
3%x + ε
xyzΩ+,yz
)
γxi = 0 , (4.50)
which vanishes due to eq. (4.46). Hence, the fake Killing spinor is both u- and v-independent.
Doing a similar thing to the fKSE in the x-directions gives
0 = ∇(λ)x i + ξ γxyℵy i +
√
3
2 ξ γ
xi , (4.51)
where ∇(λ) is the three-dimensional covariant derivative for the spin-connection λ (cf. ap-
pendix C.2). In [86] equations like these are called Killing equations in Weyl geometry5,
and one can see that eq. (4.51) corresponds to a Killing equation for a three-dimensional
weightless spinor. The existence theorem for solutions to the above equation is found in [87],
where it is shown that the above equation has solutions if and only if the Weyl geometry is
Gauduchon-Tod.
The amount of preserved fSUSY remains to be studied. For this we can use eq. (C.16) to
derive
∇(λ)x i ≡ ∂xi − 14Ωx,yzγyzi = ∂xi − ξ γxyℵy i −
√
3
2 ξ γ
xi , (4.52)
where we made use of the relations in (4.49). Comparing this equation with (4.51), one sees
that ∂x
i = 0, so that the Killing spinor is constant. As the only restriction imposed has been
γ+i = 0, the configuration thus breaks half of the fakeSupersymmetry.
4Note that the Fierz identity [108, eq. (A.27)] instructs us to do so.
5The identification is obvious from [86, Th. 1.2] once one sees that [86, eq. (1)] implies that
{
γi, γj
}
= −δij ,
and furthermore that the 1-form used differs from the one here by θ[86] = −2ξ ℵ.
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4.3 Solving the EOMs
In order to study the Maxwell equation of motion we first calculate
? F = 2
√
3ξ E+ ∧ E− ∧ ℵ − 12εxyz %x Ey ∧ Ez ∧ E+ − 2ξ3! εxyz Ex ∧ Ey ∧ Ez . (4.53)
With this expression, the Maxwell EOM can be seen to give
∇(λ)x %x = 4ξ%xℵx + 24ξ3 v ℵxℵx +
√
3ξ ℵxεxyzByz + ωx∂v%x + 2ξ Exmθ+Exm .(4.54)
We shall have a look at some particular subcases.
Consider first the u-independent case with $ = 0. The above equation implies that
∇(λ)x ℵx = 0, whence the three-dimensional metric h is Gauduchon, which was already implied
by eq. (4.25). If we relax the condition that $ = 0, we find that
∇(λ)x $x = −
√
3ξ
(
?(3)Bx − 2
√
3ξ $x
)
ℵx . (4.55)
Combining this with eq. (4.47) for the u-independent case, we see that one arrives at
∇(λ)x $x = 0 . (4.56)
As indicated by fSUSY, the only component of the Einstein equations that needs to be
checked explicitly is E++. In the u-independent case this is easily calculated to give
0 = ∇(λ)x (∂x + 2ξℵx) Υ0 . (4.57)
This means that in the u-independent case the full solution is given by a Gauduchon-Tod space
determining the pair (Ex,ℵ) through eq. (4.40), an Υ0 which is determined by eq. (4.57) and
a $ determined through eq. (4.47), which in this case reads
2
√
3ξ $x =
1
2ε
xyz (ð$ + 2ξ ℵ ∧$)yz . (4.58)
Knowing (Ex,ℵ,Υ0, $), the full solution can be written down using eqs. (4.33) - (4.35) and
(4.26), (4.27). An example is given next.
4.3.1 Explicit solutions: five-dimensional Nariai and squashed Nariai cos-
moses
A first explicit solution is given by
ds2 = 2du
(
dv − 2ξ2v2 du) − 1
3ξ2
dS3 ,
A = −2ξ v du ,
(4.59)
where dS3 is the standard metric on the 3-sphere. The above background is an electrically-
charged five-dimensional Nariai cosmos [109]. Observe that as this solution satisfies F∧Lˆ = 0,
it has Hol(∇) ⊆ Sim(3); in fact it has Hol(∇) = so(1, 1)⊕ so(3) ⊂ Sim(3).
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We can of course also use the Berger sphere as a GT structure, i.e. employ eqs. (D.12) to
construct a different solution, which we shall call the squashed Nariai cosmos. Explicitly, the
solution reads
ds2 = 2du
(
dv − 2ξ2v2 du + sin(µ) v [dχ− cos(φ)dϕ]) − cos2(µ)
12ξ2
dB3[χ,φ,ϕ] , (4.60)
A = −2ξ v du + sin(µ)
2ξ
(dχ − cos(φ)dϕ) , (4.61)
where dB3[χ,φ,ϕ] is the metric of the Berger sphere.
Note that in the squashed case ℵ  0, so that we are dealing with a background where the
relevant holonomy group is w.r.t. the connection D. Also observe that the Berger sphere is the
only compact GT space that is not an Einstein space and has non-vanishing6 Weyl-scalar [84,
prop. 6]. Thus the only Einstein space that can be used to construct a solution background
is the 3-sphere, which leads to the Nariai solution in eq. (4.59); this of course can also be
obtained from the squashed Nariai presented here with the choice µ = 0.
4.4 Dimensional reduction and link with the solution to d = 4
fakeSUGRA
As is well known, minimal N = 1 d = 5 Supergravity can be dimensionally reduced to four
dimensions, where it can be identified with N = 2 d = 4 Supergravity coupled to one vector-
multiplets. The field content is a metric g, two vector fields AΛ (Λ = 0, 1), and one complex
scalar Z. The resulting Special Geometry is governed by the cubic prepotential
F (X ) = −18
(X 1)3
X 0 . (4.62)
The explicit KK-Ansatz necessary for obtaining this identification reads
ds2(5) = k
−1 ds2(4) − k2
(
dy + A0
)2
, (4.63)
Aˆ1 = −
√
3
[
A1 − B1 (dy + A0)] , (4.64)
Z = B1 + ik . (4.65)
Along the same lines, the theory studied in this chapter can also be dimensionally reduced
to four dimensions, and using the above KK-Ansatz the resulting four-dimensional theory falls
into the class studied in chapter 3, with a potential V that is given by
V = 16ξ2 k−1 = 16ξ2 Im−1 (Z) . (4.66)
Comparing it to the general potential given in eq. 3.121 of chapter 3, we see that
C0 = 0 , (C1)
2 = 24ξ2 , (4.67)
where the coupling constant g appearing in eq. (3.121) has been absorbed into C to avoid
confusion.
6This is because the Weyl scalar is constrained to be W = −18ξ2, which is non-vanishing.
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Since this is an analysis of the null case, there are two possible directions over which one
can reduce: over a space-like direction in the null-plane, or over a direction in the Gauduchon-
Tod space. For a dimensional reduction in the first class, the prime candidate is reduction
along the u-direction, which implies that one must take the solution to be u-independent. We
can thus reduce the general solution to
ds2(4) = k
−1 (dv + ω)2 − k hmndymdyn , (4.68)
A0 = −k−2 (dv + ω) , (4.69)
A1 = −3−1/2 (ℵ + 2ξ v A0 ) , (4.70)
where the scalars are given by
k2 = 4ξ2 v2 − 2Υ0 , B1 = − 2ξ√3 v . (4.71)
These solutions have a stationarity vector ω that is at most linear in τ , and the geometry of
the transverse space is a Gauduchon-Tod space. As expected, they thus resemble those found
in the timelike class in four dimensions (cf. section 3.2), where v plays the roˆle of the time
coordinate τ .
4.5 Summary of the chapter
This chapter has analysed the characterisation of solutions to five-dimensional fSUGRA with
one sympletic-Majorana spinor, also commonly referred to as N = 1 d = 5 De Sitter SUGRA.
Our main result was that all solutions to the theory admitting fake-Killing spinors, from which
a null vector field can be constructed, fall into the following family of backgrounds
ds2 = 2du
(
dv +
(
Υ0 − 2ξ2v2
)
du+ 2ξvℵ+$
)
− ds2GT , (4.72)
F =
χ
4
du ∧ dv + 1
2
dℵ , (4.73)
where 8ξ2 is the cosmological constant, GT is a u-dependent Gauduchon-Tod space [84], and
Υ0, ℵ and $ are, respectively, a function and two 1-forms on GT which may also depend on
u (but not on v).
Gauduchon-Tod spaces were initially discussed in the context of hyper-hermitian spaces
admitting a tri-holomorphic Killing vector field 84. They are special types of Einstein-Weyl 3-
spaces, obeying the constraint (4.40), and we have seen that they play a roˆle in the solutions
to both four- and five-dimensional fSUGRA. In this sense, they were used e.g. in [30] to
construct examples of timelike solutions of d = 5 minimal fSUGRA for which the base-space
is not conformally hyper-Ka¨hler. In d = 4, it was shown in chapter 3 that the timelike
solutions are defined by a base-space which is GT. But whereas the Ricci curvature of the
Weyl connection is always non-flat in the solutions we have described in this chapter, the
four-dimensional timelike solutions also allow flat GT spaces.
As for the null supersymmetric solutions of minimal five-dimensional ungauged and gauged
SUGRA theories, the family of backgrounds (4.72) admits a geodesic, expansion-free, twist-
free and shear-free null vector field N . To see this, consider the null vector field N = ∂/∂v.
The congruence of integral curves affinely parametrised by v fulfills ∇NN = 0 (geodesic). N
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is hypersurface orthogonal, i.e. e− ∧ de− = 0, which means that the congruence is twist-free.
It is also non-expanding, ∇µNµ = 0, and shear-free, ∇(µNν)∇µNν = 0. As we saw in section
3.3, such geometries are dubbed Kundt metrics in four-dimensional General Relativity [110].
It is a special case of the higher-dimensional metrics considered in [111 - 114].
But N has distinct properties in the De Sitter theory, as compared with the Minkowski
or AdS theories. In these latter, the null vector is always Killing and for some special cases it
becomes covariantly constant. Then the Kundt geometries become plane-fronted waves with
parallel rays (pp-waves). This is not the case for the De Sitter theory. For the special case
with ℵ = 0, however, the null vector acquires an interesting property; it becomes recurrent,
that is, it obeys
∇µNν = CµNν , (4.74)
for some non-trivial, recurrence one form Cµ. This means that the geometries (4.72) have spe-
cial holonomy Sim(3), which is the maximal proper subgroup of the Lorentz group SO(4, 1).
Some technical information on the Sim group, holonomy and recurrency can be found in
appendix E.
The four parameter Similitude group, Sim(2), became a focus of interest due to the
proposal of Very Special Relativity (VSR) [115]. Cohen and Glashow asked the question if the
exact symmetry group of Nature could be isomorphic to a proper subgroup of the Poincare´
group, rather than the Poincare´ group itself. The proper subgroup they considered was
ISim(2), obtained by adjoining the maximal proper subgroup of the Lorentz group, Sim(2),
with spacetime translations. The theory based on this symmetry group, VSR, actually implies
Special Relativity if a discrete symmetry, namely CP, is also added. But since the latter is
broken in nature, VSR is necessarily distinct from Special Relativity. Additionally, there
has been other subsequent developments on theories employing the Sim and ISim groups,
including the General Very Special Relativity of [116]. In this sense, studies of d-dimensional
Lorentzian geometries with Sim(d − 2) holonomy have been carried out recently [96]. The
resulting geometries have interesting properties, such as the possibility of vanishing quantum
corrections [105]. Possible connections to Supersymmetry were also hinted in [112]. In this
chapter, as well as in chapter 3, we have shown how indeed these geometries emerge in an
explicit supersymmetric computation.
In the next chapter we shall extend the investigations to include the coupling to N = 1
d = 5 Abelian matter.
Chapter 5
N = 1 d = 5 fakeSUGRA coupled to
Abelian vectors
This chapter studies the classification of the null class solutions to N = 1 d = 5 fSUGRA
coupled to Abelian vector multiplets. Its content is essentially that of [117], on which it is
modelled. It is a generalisation of the analysis of chapter 4, and one can indeed see that
those solutions (where only the gravity supermultiplet was present) are a limiting case of
the ones presented here. To obtain this theory we analytically continue the supersymmetry
transformations of the gravitino, as well as those for the gauginos, of the regular SUGRA
theory. The vanishing of these transformations produces fake Killing spinor equations, and
we consider fake-supersymmetric solutions which admit (non-trivial) spinors satisfying the
equations.
The outline of this chapter is the following: section 5.1 gives a summary of the basic
equations of the theory. In section 5.2 we analyse them, focusing on the case where the 1-form
spinor bilinear is null. The conditions obtained from the gravitino equation are derived from
the analysis of the minimal fake-supersymmetric solutions in chapter 4. We also introduce
local coordinates, and show that, not too surprisingly, the solutions are given in terms of a
one-parameter family of three-dimensional Gauduchon-Tod (GT) spaces. Imposing fSUSY
together with the Bianchi identity and the gauge field equations is sufficient to ensure that all
the remaining equations, with the exception of one component of the Einstein equations, hold
automatically. Section 5.3 gives some simple examples of our solutions, including some near-
horizon geometries and an explicit model with one gauge multiplet, which under vanishing
of the potential provides non-BPS solutions to a SUGRA theory. In section 5.4 we provide
solutions where the GT space is the Berger sphere. Section 5.5 considers the conditions for
which the null Killing spinor 1-form is recurrent, and investigate the properties of various
scalar curvature invariants. Finally, section 5.6 has the summary of the chapter.
5.1 N = 1 d = 5 fSUGRA and Killing spinors
The theory we start from is N = 1, d = 5 gauged Supergravity coupled to Abelian vector
multiplets [118]. Apart from the fields already present in its minimal version, this theory
also has nv vector fields and nv real scalar fields. As it is customary, the n¯ = nv + 1 vector
fields are denoted jointly by AI (I = 0, . . . , n). Similarly to four-dimensional supergravity,
the scalar self-interactions and their interaction with the vector fields can be derived from a
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geometrical structure, which in this case is known as Real Special geometry1. The bosonic
action is given by
S =
1
16piG
∫ (−R+ 2g2V) ∗1−QIJ (−dXI ∧ ?dXJ + F I ∧ ∗F J)−CIJK
6
F I∧F J∧AK , (5.1)
where I, J,K take values 1, . . . , n and F I = dAI are 2-forms representing gauge field strengths
(one of the gauge fields corresponds to the graviphoton). The constants CIJK are symmetric
in {I, J,K}, and we shall be assuming thatQIJ (the gauge coupling matrix) is positive-definite
and invertible, with inverse QIJ . The XI are scalar fields subject to the constraint
1
6
CIJKX
IXJXK = XIX
I = 1 . (5.2)
The fields XI can thus be regarded as being functions of (n − 1) unconstrained scalars φr.
We list some useful relations associated with N = 2, d = 5 gauged Supergravity
QIJ =
9
2
XIXJ − 1
2
CIJKX
K ,
QIJX
J =
3
2
XI , QIJdX
J = −3
2
dXI ,
V = 9VIVJ(XIXJ − 1
2
QIJ) ,
(5.3)
where VI are constants. The De Sitter supergravity theory is obtained by sending g
2 to −g2
in eq. (5.1).
Fake-supersymmetric De Sitter solutions admit a Dirac spinor  satisfying a gravitino and
the gauginos fake Killing spinor equations. The gravitino fKSE reads[
∇M + 1
8
γMHN1N2γ
N1N2 − 3
4
HM
NγN − g(1
2
XγM − 3
2
AM )
]
 = 0 , (5.4)
where we have defined
VIX
I = X , VIA
I
M = AM , XIF
I
MN = HMN . (5.5)
The gaugino fKSE is given by(
(−F IMN +XIHMN )γMN + 2∇MXIγM − 4gVJ(XIXJ −
3
2
QIJ)
)
 = 0 . (5.6)
We adopt a mostly minus signature for the metric, which is written in a null frame as
ds2 = 2e+e− − δijeiej , (5.7)
for i, j, k = 1, 2, 3.
1The modifier Real is used to stress the fact that the scalar fields are now real-valued. A small introduction
to this structure is given in appendix B.4. Even though the notation used there is different from the one used
in this section, the essence of the structure remains the same.
5.2. ANALYSIS OF GRAVITINO KILLING SPINOR EQUATION 71
5.2 Analysis of gravitino Killing spinor equation
We proceed with the analysis of the fake Killing spinor equations, focusing on the case for
which the 1-form spinor bilinear generated from the Killing spinor is null; our basis is chosen
such that this bilinear 1-form is given by e−.
The analysis of the gravitino fKSE has already been completed in the case of minimal
d = 5 De Sitter Supergravity in chapter 4. But for the present purposes, in which we are
employing spinorial geometry techniques (cf. section 2.2), a more suitable analysis is given in
[77]. The conditions on the geometry and the fluxes obtained from eq. (5.4) can thus be read
off from the results in [77, sec. 3], which are listed in equations (3.1)-(3.20). We shall not be
incorporating any of the conditions obtained from the Bianchi identity in [77] here, because
the 2-form flux H which appears in eq. (5.4) is not the exterior derivative of A, in contrast
to the minimal theory. Also, to establish the correspondence between the fKSE solved in [77]
and (5.4) one makes the following replacements
F →
√
3
2
H , χ→ −2
√
3gX , χA→ −3gA , (5.8)
where the quantities on the LHS of these expressions are the field strength, the cosmological
constant and the gauge potential of the minimal theory, using the conventions of [77].
Following the reasoning given there, one can without loss of generality work in a gauge
for which the conditions on the geometry are
de− = 0 , (5.9)
de+ = −3ge+ ∧A− ω−,−ie− ∧ ei − ω[i,|−|j]ei ∧ ej , (5.10)
dei = 2ω[−,j]ie− ∧ ej + B ∧ ei + 3gX ?3 ei , (5.11)
LNei = 0 , (5.12)
where N is the vector field dual to e−, and ω is the five-dimensional spin connection. B is a
1-form given in terms of the spin connection by
B = −2ωi,+−ei . (5.13)
In addition, the 1-form A satisfies
− 3gA = −ω−,+−e− + B , (5.14)
and the 2-form flux H satisfies
H = ?3B + gXe+ ∧ e− + 1
3
e− ∧ ?3(ω−,ijei ∧ ej) . (5.15)
Here ?3 denotes the Hodge dual taken w.r.t. the 1-parameter family of 3-manifolds E equipped
with metric
ds2E = δije
iej , (5.16)
whose volume form (3) satisfies
γijk  = 
(3)
ijk  . (5.17)
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Furthermore, in this gauge, the spinor  can be taken to be a constant, which satisfies
γ+ = 0 , (5.18)
or equivalently
γ+− =  . (5.19)
5.2.1 Analysis of the gaugino Killing spinor equation
The gaugino fake Killing spinor equation (5.6) can be rewritten as(
2F I+− − 2F I+iγ−γi − F Iijijkγk − 2XIH+− + 2XIH+iγ−γi +XIHijijkγk ,
+2∇+XIγ− + 2∇iXIγi − 4gXXI + 6gQIJVJ
)
 = 0 , (5.20)
where we have made use of the identities
γij = (3) ijkγ
k (5.21)
and γi = −δijγj . Acting on eq. (5.20) with the projectors 12(1 ± γ+−) one obtains two
equations of the form
(α+ βiγ
i) = 0 , (5.22)
for real α, βi coefficients. As  is non-zero, the only solution of such an equation is α = 0 ,
βi = 0 , and on evaluating the resulting conditions on the fluxes and scalars obtained from
these equations, one finds that
LNXI = 0 (5.23)
and
F I+− = 3g(XX
I −QIJVJ) , (5.24)
F Iij = X
I(?3B)ij + ijk∇kXI , (5.25)
F I+i = F
I
−i = 0 , (5.26)
where we have adopted the convention that (3)ijk = (
3)ij
k, i.e. indices on the volume form
are raised with the metric of signature (+,+,+).
5.2.2 Introduction of local coordinates
As e− is a closed form, one can introduce local coordinates u, v, yα for α = 1, 2, 3 such that
e− = du , N =
∂
∂v
, ei = eiαdy
α . (5.27)
Observe that possible du terms in ei can be removed without loss of generality by using a
gauge transformation which leaves the spinor  invariant, as described in [77]. The three-
dimensional Dreibein eiα does not depend on v, but in general it depends on y
α and u, as do
the scalars XI .
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We start by finding the v-dependence of e+. Note that eq. (5.10) implies that
LNe+ = −3gA , (5.28)
and eqs. (5.14) and (5.24) that
LNA = 3g(X2 −QIJVIVJ)e− . (5.29)
Moreover, eq. (5.29) together with eq. (5.14) implies that one can take
A = 3g(X2 −QIJVIVJ)vdu− 1
3g
B . (5.30)
Note also that if d˜ denotes the exterior derivative restricted to hypersurfaces of constant u, v,
eq. (5.11) then implies that
d˜ei = B ∧ ei + 3gX ?3 ei . (5.31)
This is again the Gauduchon-Tod structure found in the study of a special class of Einstein-
Weyl spaces [84, 89] (cf. appendix D).
Furthermore, eqs. (5.12) and (5.23) imply that
LNB = 0 , (5.32)
and likewise eq. (5.31) implies that
d˜B + 3g ?3 (XB + d˜X) = 0 . (5.33)
It is then straightforward to integrate eq. (5.28) up to find
e+ = dv − 9
2
g2(X2 −QIJVIVJ)v2du+Wdu+ vB + φiei , (5.34)
where W is a v-independent function, and φ = φie
i is a v-independent 1-form.
Next we wish to determine the v-dependence of the field strengths F I . Note first that
LNF I = d(iNF I) = d˜(3g(XXI −QIJVJ)) ∧ du , (5.35)
on making use of the Bianchi identity dF I = 0. From eq. (5.24) one also finds that
F I = 3g(XXI −QIJVJ)e+ ∧ e− + ?3(XIB + d˜XI) + e− ∧ SI , (5.36)
where
SI = SI je
j . (5.37)
One thus takes the Lie derivative of this expression and compares with eq. (5.35), to find that
LNSI = 3g(XXI −QIJVJ)B − 3gd˜(XXI −QIJVJ) , (5.38)
and whence
F I = 3g(XXI −QIJVJ)(vB + dv + φ) ∧ du+ ?3(XIB + d˜XI) ,
+ du ∧
(
3gv
(
(XXI −QIJVJ)B − d˜(XXI −QIJVJ)
)
+ T I
)
, (5.39)
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where
T I = T I je
j (5.40)
are v-independent 1-forms on E.
Having this expression for the flux, we continue by imposing two consistency conditions.
The first is VIF
I = dA, where F I is given by eq. (5.39) and A is obtained from eq. (5.30). It
gives the following condition on the 1-forms T I ,
VIT
I = − 1
3g
B˙ + 3g(X2 −QIJVIVJ)φ , (5.41)
where B˙ = L ∂
∂u
B. We also impose XIF I = H, where H is given in eq. (5.15), and we note
that
ω−,ij = −1
2
(vd˜B + d˜φ− φ ∧ B)ij + 1
2
(e˙i)j − 1
2
(e˙j)i . (5.42)
This gives an additional condition on T I
XIT
I = −1
3
?3
(
d˜φ− φ ∧ B + δij e˙i ∧ ej
)
. (5.43)
Finally, we impose the Bianchi identities dF I = 0, which give the conditions
d˜T I = L ∂
∂u
?3 (X
IB + d˜XI) + 3gd˜(XXI −QIJVJ) ∧ φ+ 3g(XXI −QIJVJ)d˜φ , (5.44)
0 = d˜ ?3
(
XIB + d˜XI) . (5.45)
This exhausts the content of the fake Killing spinor equations.
5.2.3 Equations of motion
In addition to conditions imposed by fSUSY, we require that our configurations solve the field
equations. We start by evaluating the gauge field equations
d ? (QIJF
J) +
1
4
CIJKF
J ∧ FK = 0 , (5.46)
where the five-dimensional volume form 5 is related to the three-dimensional volume form 3
by
5 = e+ ∧ e− ∧ 3 . (5.47)
One obtains the following condition
d˜ ?3 (QIJT
J) = −3gL ∂
∂u
(
(
3
2
XXI − VI)3
)
+
3
2
φ ∧ B ∧ d˜XI + 3
2
d˜φ ∧ (BXI − d˜XI)
+3gφ ∧ ?3
(
(
3
2
XXI − VI)B − 3
2
XI d˜X +
3
2
Xd˜XI +QIJ d˜Q
JNVN
)
+
1
2
CIJKT
J ∧ ?3(XKB + d˜XK) . (5.48)
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If one considers the limit of this equation in the pure supergravity case (i.e. having only the
gravity supermultiplet), it becomes satisfied automatically. This is the rather peculiar feature
of the null case of minimal fSUGRA theories, which was noticed before [77, 106].
Next, consider the Einstein field equations. It is straightforward to show that the inte-
grability conditions of the fKSEs imply that all components of the Einstein equations hold
automatically, with the exception of the “−−” component. The field equations are
0 = Rαβ +QIJF
I
αµF
J
β
µ −QIJ∇αXI∇βXJ
+gαβ
(
− 1
6
QIJF
I
β1β2F
Jβ1β2 − 6g2(1
2
QIJ −XIXJ)VIVJ
)
, (5.49)
and hence the “−−” component is
R−− −QIJF I−iF J−jδij −QIJ∇−XI∇−XJ = 0 . (5.50)
This equation imposes the additional condition
0 = ∇˜2W + ∇˜i(WBi)− ∇˜iφ˙i − 3gφiVI(T I)i − (e¨i)i − 3(e˙j)iXI(?3T I)ij
+
1
2
CIJKX
K
(
(T I)i(T
J)i + X˙IX˙J
)
. (5.51)
We also require that the solution satisfies the scalar field equations. However, the integrability
conditions of the fake Killing spinor equations, together with the gauge field equations, imply
that the scalar field equations hold with no additional conditions.
5.2.4 Summary of results obtained
In order to construct a supersymmetric solution in the null class, we introduce local coor-
dinates u, v, yα, together with a family of Gauduchon-Tod 3-manifolds GT, and write the
metric as
ds2 = 2e+e− − ds2GT , ds2GT = δijeiej , (5.52)
with
e+ = dv − 92g2v2(X2 −QIJVIVJ)du+Wdu+ vB + φiei ,
e− = du ,
ei = eα
idyα ,
(5.53)
where the basis elements ei do not depend on v, but can depend on u, W is a v-independent
function and B = Biei, φ = φiei are v-independent 1-forms. The metric (5.52) is a Kundt
wave, whose recurrency properties we shall analyse in section 5.5. Because the base-space is
Gauduchon-Tod, the basis elements ei have to satisfy
d˜ei = B ∧ ei + 3gX ?3 ei , (5.54)
where d˜ is the exterior derivative restricted to hypersurfaces of constant v, u and ?3 is the
Hodge dual on the GT. The scalar fields satisfy
d˜ ?3
(
XIB + d˜XI) = 0 , (5.55)
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and
d˜B + 3g ?3 (XB + d˜X) = 0 . (5.56)
The field strengths are given by
F I = 3g(XXI −QIJVJ)(dv + φ) ∧ du+ ?3(XIB + d˜XI) ,
+du ∧
(
−3gvd˜(XXI −QIJVJ) + T I
)
,
(5.57)
where
T I = T I je
j (5.58)
are v-independent 1-forms on the GT. The 1-forms T I must further satisfy
d˜ ?3 (QIJT
J) = −3gL ∂
∂u
(
(32XXI − VI)dvolGT
)
+ 32φ ∧ B ∧ d˜XI
+32 d˜φ ∧ (BXI − d˜XI) + 12CIJKT J ∧ ?3(XKB + d˜XK)
+3gφ ∧ ?3
(
(32XXI − VI)B − 32XI d˜X + 32Xd˜XI +QIJ d˜QJNVN
)
,
(5.59)
as well as
VIT
I = − 1
3g
B˙ + 3g(X2 −QIJVIVJ)φ (5.60)
and
XIT
I = −1
3
?3
(
d˜φ− φ ∧ B + δij e˙i ∧ ej
)
(5.61)
and
d˜T I = L ∂
∂u
?3 (X
IB + d˜XI) + 3gd˜
(
(XXI −QIJVJ)φ
)
. (5.62)
Finally, the function W is found by solving
∇˜2W + ∇˜i(WBi)− ∇˜iφ˙i − 3gφiVI(T I)i − (e¨i)i − 3(e˙j)iXI(?3T I)ij
+
1
2
CIJKX
K
(
(T I)i(T
J)i + X˙IX˙J
)
= 0 . (5.63)
We remark that eqs. (5.59), (5.62) and (5.63) always admit solutions, however it is not
apparent a priori that eqs. (5.60) and (5.61) can always be solved.
5.3 Some simple examples
We now present some simple solutions to the system prescribed above.
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5.3.1 Near-horizon geometries
The near-horizon geometries found in [119] are in fact all examples of fake-supersymmetric
solutions in the null class. We take ∂/∂u as a symmetry of the full solution, and set the XI
to be constant, as well as W = 0, φ = 0, T I = 0. The remaining conditions on the geometry
thus simplify considerably, and one finds
e− = du , (5.64)
e+ = dv − 9
2
g2(X2 −QIJVIVJ) v2du+ vB , (5.65)
e i = eα
i dyα , (5.66)
where
d˜ei = B ∧ ei + 3gX ?3 ei , (5.67)
and the gauge field strengths are
F I = 3g(XXI −QIJVJ) dv ∧ du+XI ?3 B , (5.68)
with the 1-form B satisfied
d˜B + 3gX ?3 B = 0 . (5.69)
This solution can be interpreted as the (fake-supersymmetric) near-horizon geometry of a
(possibly non-fake-supersymmetric) black hole. The case for which VIX
I = 0 , B 6= 0 is of
particular interest, as the spacetime geometry is M3× S2, where M3 is a U(1) vibration over
AdS2 related to the near-horizon extremal Kerr solution, and the spatial cross-sections of the
event horizon are S1 × S2.
5.3.2 A small model of Real Special geometry
A particularly simple class of solutions can be constructed with only one vector multiplet.
Since the five-dimensional gravity multiplet does not contain scalars, there is only one physical
scalar field ϕ, and we choose the only non-vanishing value for the symmetric constant CIJK
to be given by C122 = 1. With this choice,
XI =
(
ϕ−2 ,√
2ϕ
)
, XI =
1
3
(
ϕ2 ,√
2ϕ−1
)
,
QIJ =
1
2diag (ϕ
4, ϕ−2) , QIJ = 2diag (ϕ−4, ϕ2) .
(5.70)
The equations resulting from the classification of the theory, summarised in subsection 5.2.4,
must also be satisfied, however we shall not present such analysis here.
This model is interesting as it provides a simple setting for non-supersymmetric solutions
to a supersymmetric theory. The potential is given by
V = 9V2(V2ϕ2 + 2
√
2V1ϕ
−1) , (5.71)
and one can immediately see that if V2 = 0 the theory is supersymmetric (i.e. it was the
definite-positiveness of V that granted us a De Sitter-like fSUGRA structure). This solution,
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however, is non-BPS, since the presence of V1 means its KSE is not that of standard five-
dimensional SUGRA. This kind of behaviour was already present in the classification of
four-dimensional fSUGRA (see section 3.4), and thus one can also make use here of the
oxidation/ dimensional reduction relations between supergravity theories (see e.g. [104] or
[120, sec. (5.3)]) to obtain solutions to minimal N = (2, 0) d = 6 Supergravity.
To achieve this, we make use of the results developed in [104], which provide the five-
dimensional action (obtained through a KK compactification over an S1) and compare it to
the action for our model. The fields in these actions, however, do not promptly correspond,
and they have to be appropiately identified. The dimensionally-reduced action is given by2
S =
∫
d5x
√
|g| k
(
−R− 1
4
k2F 2(A)− 1
4
k−2F 2(B) +
µνρστ
8
√|g|k−1F (A)µνF (B)ρσBτ
)
.
(5.72)
The kinetic term for the graviton in this action does not have a canonical form, so we proceed
to rescale the metric by a scalar k, and hence unveil the kinetic term for the scalars hidden
in the Einstein-Hilbert term
gµν → k
−2
3 gµν . (5.73)
The action hence becomes
S =
∫
d5x
√
|g|
(
−R+ 4
3
k−2(∂k)2 − 1
4
k
8
3F 2(A)− 1
4
k−
4
3F 2(B) +

8
√|g|F (A)F (B)B
)
.
(5.74)
We then compare this action with that of our model
S =
∫
dvol
(
−R+ 3ϕ−2(∂ϕ)2 − 1
4
ϕ4(F 1)2 − 1
4
ϕ−2(F 2)2 ,
− 
24
√|g|F 2F 2A1 − 12√|g|F 1F 2A2
)
, (5.75)
where the topological term is integrated by parts to identify the gauge fields. Upon inspection,
k = aϕ
3
2 , where a is just a real constant of integration, and
A = −a− 43A1 , (5.76)
B = ±a 23A2 . (5.77)
To identify the remaining elements we consider the supersymmetric variation of the gaugino,
i.e. eq. (5.6), and that obtained from the dimensional reduction of the gravitino KSE of the
six-dimensional theory (see e.g. [104, eq. (1.15)]). We obtain that Aµ = −A1µ, Bµ = −A2µ and
k = −ϕ 32 .
This gives the identification of fields, and one can use the equations of the reduction over
a circle to obtain the six-dimensional ones3
g
(6)
µν = g
(5)
µν − ϕ3A1µA1ν , g(6)µ] = −ϕ3A1µ , g(6)]] = −ϕ3 ,
H−ab] = ϕ
− 3
2F 2ab , H
−
abc = −ϕ−
3
2
(
?(6)(e
] ∧ F 2))
abc
.
(5.78)
2We have adapted the conventions of [104] to those of here. In particular, the Riemmann tensor has the
opposite defining sign.
3In flat indices, the six-dimensional space is labelled by a = {0, 1, 2, 3, 4} and ], where a spans the five-
dimensional space.
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The geometries obtained in this manner, lifted from solutions to the model (5.70) that fulfill
the constraining equations of subsection 5.2.4, are solutions to minimal N = (2, 0) d = 6
SUGRA with (the bosonic part of the) action given by∫
d6x
√
|g|
(
R+
1
24
(H−)2
)
, (5.79)
where as usual one considers the antiself-duality of H− as an additional constraint on the
theory, rather than on the actual action.
5.3.3 Embeddings of the Calderbank-Tod wave
Consider now the Gauduchon-Tod space presented in [90] 4, embedded into an fSUGRA
background as
ds2 = 2du(dv − 9
2
g2v2(X2 −QIJVIVJ)du+Wdu+ vB + φi ei)− dx2 − |x+ h|2 ds2S2 (5.80)
B =
2x+ h+ h¯
|x+ h|2 dx , X
I = − i(h− h¯)C
I
3g|x+ h|2 , (5.81)
where CI are constants such that VI C
I = 1, and h = h(z) is a holomorphic and monotonic
function. This wave fulfills eq. (5.55). However, the non-constancy of the XI spoils the
identities in (5.2), and hence this GT space (without rescaling) is not a good cross-section for
a solution to the fSUGRA theory.
Alternatively, one might consider scaling the metric so that eq. (5.31) is compatible with
eq. (D.9). This is
ds2 = 2du(dv − 9
2
g2v2(X2 −QIJVIVJ)du+Wdu+ vB + φi ei)
+
(h− h¯)2
9|x+ h|4
1
g2X2
(
dx2 + |x+ h|2 ds2S2
)
. (5.82)
This inmediately says that the choice h = h¯, which was prohibited in the minimal case [77],
also cannot be used here. Furthermore X 6= 0, and it is constrained by eqs. (5.55) and (5.56).
5.4 The Berger sphere provides a solution
In this section we concentrate on the case for which the GT space is compact and without
boundary for all u, and such that XI , T I , φ,W are smooth. The near-horizon geometries of
the previous section are special examples of these solutions.
Consider eq. (5.55) and contract it with XI . One finds that
∇˜iBi + 2
3
QIJ∇˜iXI∇˜iXJ = 0 . (5.83)
On integrating over GT one finds the constraint∫
GT
QIJ∇˜iXI∇˜iXJ = 0 , (5.84)
4See also the end of appendix D.1.
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which, assuming that QIJ is positive-definite, implies that X
I = XI(u) and X = X(u).
We shall consider eq. (5.54) with X 6= 0 and take GT to be the Berger sphere5 [121, 84].
One can then write
ds2GT =
cos2(µ)
9g2X2
(
cos2 µ(σ3L)
2 + (σ1L)
2 + (σ2L)
2
)
, (5.85)
B = sin(µ) cos(µ)σ3L , (5.86)
where µ = µ(u), and σiL are the left-invariant 1-forms on SU(2) satisfying
d˜σiL = −
1
2
ijk σjL ∧ σkL . (5.87)
Note that eqs. (5.60) and (5.62) can be solved by making use of eq. (5.56), to give
T I = −L ∂
∂u
(
XI
3gX
B
)
+ 3g(XXI −QIJVJ)φ+ ΘI , (5.88)
where ΘI are 1-forms on GT satisfying
VIΘ
I = 0 (5.89)
and
d˜ΘI = 0 . (5.90)
Next, simplify eq. (5.59) using eqs. (5.61) and (5.62), using the identity
d˜
(
δij e˙
i ∧ ej
)
= 2B ∧
(
δij e˙
i ∧ ej
)
+ 9gX˙dvolGT + 3gXL ∂
∂u
dvolGT . (5.91)
After some manipulation, one finds that (5.59) can be rewritten as
d˜
(
3
4
XIδij e˙
i ∧ ej − 1
3gX
QIJT
J ∧ B − 1
X
VIφ ∧ B
)
+
9
2
g
(1
2
X˙XI −XX˙I
)
dvolGT
+
(
3gVI − 9
4
gXXI
)L ∂
∂u
dvolGT +
1
2gX
(
− X˙I?3B ∧ B +XI(L ∂
∂u
?3 B) ∧ B
)
= 0 . (5.92)
For the Berger sphere the second and third lines of this expression can be written in the form
QI(u)dvolGT , and hence on integrating over the GT one obtains two separate conditions
d˜
(
3
4
XIδij e˙
i ∧ ej − 1
3gX
QIJT
J ∧ B − 1
X
VIφ ∧ B
)
= 0 (5.93)
and
9
2
g
(1
2
X˙XI −XX˙I
)
dvolGT +
(
3gVI − 9
4
gXXI
)L ∂
∂u
dvolGT
+
1
2gX
(
− X˙I?3B ∧ B +XI(L ∂
∂u
?3 B) ∧ B
)
= 0 . (5.94)
5If X = 0 then the GT is either S1 × S2 or T 3, according whether B 6= 0 or B = 0, respectively. We do not
consider those cases here.
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On using eq. (5.88), eqs. (5.93) and (5.61) can be rewritten as
d˜
(
?3 Θ
I +
1
3gX
ΘI ∧ B + 3g(XXI −QIJVJ) ?3 φ+ 1
2
XIδij e˙
i ∧ ej
)
= 0 (5.95)
and
− L ∂
∂u
(
1
3gX
B
)
+ gXφ+XIΘ
I = −1
3
?3
(
d˜φ− φ ∧ B + δij e˙i ∧ ej
)
. (5.96)
On contracting eq. (5.95) with XI , and using eq. (5.96), one finds
L ∂
∂u
dvolGT = −3X˙
X
dvolGT , (5.97)
which for the Berger sphere implies that the squashing of the S3 is u-independent, i.e. µ is
constant in eq. (5.85), and the u-dependence of the metric on the GT is inside the overall
conformal factor of X−2. It follows that
L ∂
∂u
?3 B = −X˙
X
?3 B , (5.98)
and hence eq. (5.94) can be simplified to give
X˙XI − 1
2
XX˙I − X˙
X
VI +
1
18g2X2
(−XX˙I − X˙XI)B2 = 0 . (5.99)
On contracting this expression with XI and QIJVJ one finds
X˙B2 = 0 , (X2 −QIJVIVJ)X˙ = 0 . (5.100)
Suppose first that X2 −QIJVIVJ 6= 0. Then X˙ = 0, and eq. (5.99) further implies that
X˙I = 0 (5.101)
Furthermore, contracting eq. (5.95) with VI gives
d˜ ?3 φ = 0 , (5.102)
so eq. (5.95) now reads
d˜ ?3 Θ
I + ΘI ∧ ?3B = 0 . (5.103)
As d˜ΘI = 0, and the Berger sphere is simply connected, this equation implies that the ΘI are
exact
ΘI = d˜HI , (5.104)
so that
∇˜2HI + Bi∇˜iHI = 0 . (5.105)
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It follows that d˜HI = 0, and so is ΘI = 0. Also, eq. (5.63) implies that W = W (u). It
remains to consider the condition 5.96
gXφ = −1
3
?3
(
d˜φ− φ ∧ B) . (5.106)
After some manipulation, it can be shown that it implies
∇˜2φ2 + Bi∇˜iφ2 = 2∇˜(iφj)∇˜(iφj) + 3
(
B2φ2 − (Bφ)2
)
. (5.107)
As the RHS of this expression is a sum of two non-negative terms, it follows from the maximum
principle that φ2 is constant, and
∇˜(iφj) = 0 , B2φ2 − (Bφ)2 = 0 . (5.108)
These conditions imply that one can take, without loss of generality,
φ = k σ3L (5.109)
for a constant k, irrespectively of whether B vanishes or not. Also note that by making a
coordinate transformation of the form
uˆ = f(u) , v = h(u)vˆ + g(u) , ψ = ψˆ + `(u) , (5.110)
where we have taken the vector field dual to σ3L to be ∂/∂ψ, one can choose the functions
f, h, g, ` such that the form of the metric and gauge field strengths is preserved, and in the
new coordinates W = 0.
To summarise, if X2 −QIJVIVJ 6= 0, then the Berger sphere squashing-parameter µ and
the XI are constant, and the background is given by
ds2 = 2du
(
dv − 9
2
g2v2(X2 −QIJVIVJ)du+ (v sinµ cosµ+ k)σ3L
)
− cos
2 µ
9g2X2
(
cos2 µ (σ3L)
2 + (σ1L)
2 + (σ2L)
2
)
, (5.111)
F I = 3g(XXI −QIJVJ) dv ∧ du+ X
I
3gX
sinµ cosµ σ1L ∧ σ2L , (5.112)
where k is a constant.
In the special case X2 −QIJVIVJ = 0 there are two possibilities. If B 6= 0 then eq. (5.99)
implies that the XI are again constant, whereas if B = 0 then it implies that
XI =
2
3
X−1VI +X2ZI , (5.113)
for constant ZI . Also, eqs. (5.95) and (5.96) imply
HI − 3
X
(XXI −QIJVJ)XNHN = LI (5.114)
and
φ = − 1
gX
(
d˜(XIH
I) +XIH
IB
)
+ k(u)σ3L , (5.115)
where ΘI = d˜HI , HI are functions, and LI = LI(u) satisfy XIL
I = 0. Of course a simplified
eq. (5.63) still needs to be solved, determining the function W .
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5.5 Solutions with a recurrent vector field
The geometry we have found, eq. (5.52), is again a five-dimensional Kundt wave [110] (see
also appendix C.3). Thus it admits a null vector generating a geodesic null congruence that is
hypersurface orthogonal, non-expanding and shear-free. As in the case of minimal De Sitter
d = 5 Supergravity, the null vector field N is not Killing. We shall consider the necessary
and sufficient conditions for N to be recurrent, which places additional restrictions on the
holonomy of the Levi-Civita` connection. Recurrency with respect to this connection is defined
as
∇µNν = CµNν , (5.116)
where C is the recurrent one-form [96]. d-dimensional geometries that allow recurrent vector
fields have holonomy group contained in the Similitude group Sim(d − 2). This is a (d2 −
3d + 4)/2-dimensional subgroup of the Lorentz group SO(d − 1, 1), and it is isomorphic to
the Euclidean group E(d − 2) augmented by homotheties. It is also the maximal proper
subgroup of the Lorentz group, and hence connections admitting Sim(d− 2) have a minimal
(non-trivial) holonomy reduction. See appendix E for some technical information about this
group.
As commented in chapter 4, theories with the Similitude group have received some atten-
tion in the past few years, as they have been shown to hold interesting physical features. They
are linked to theories with vanishing quantum corrections [105] and to the recently proposed
theories of Very Special Relativity [115] and General Very Special Relativity [116]. For our
solutions, note that
∇−Nj = 1
2
Bj , (5.117)
and so a necessary condition for the N to be recurrent is B = 0. In fact, this is also sufficient,
and one finds that if B = 0 then
∇µNν = −9g2(X2 −QIJVIVJ)vNµNν . (5.118)
For the remainder of this section we take B = 0, and investigate the resulting conditions
imposed on the geometry.
Consider first eq. (5.54). If X 6= 0 then the GT space is S3, whereas if X = 0 it is flat.
Next consider eq. (5.55), on contracting with XI this condition is equivalent to
QIJ∇˜iXI∇˜iXJ = 0 , (5.119)
and since QIJ is positive-definite this implies that X
I = XI(u). Eqs. (5.60) and (5.62) then
further imply that
T I = 3g(XXI −QIJVJ)φ+KI , (5.120)
where KI are 1-forms on the GT satisfying
d˜KI = 0 , VIK
I = 0 , (5.121)
and eq. (5.61) simplifies to
gXφ+XIK
I = −1
3
?3 d˜φ . (5.122)
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The conditions obtained from eq. (5.59) are
X˙ = 0 , (5.123)
and
d˜ ?3 K
I = −3g(XXI −QIJVJ)d˜ ?3 φ+ 3gXX˙IdvolGT . (5.124)
In particular, note that if X2−QIJVIVJ 6= 0, then on contracting this condition with VI one
finds that
d˜ ?3 φ = 0 , d˜ ?3 K
I = 3gXX˙IdvolGT . (5.125)
The function W must satisfy
∇˜2W = ∇˜iφ˙i + 9g2(X2 −QIJVIVJ)φ · φ− 1
2
CIJKX
K
(
(T I)i(T
J)i + X˙IX˙J
)
, (5.126)
as a consequence of eq. (5.63).
Thus given KI , φ,XI ,W satisfying these conditions, the metric and field strengths are
ds2 = 2du
(
dv − 9
2
g2v2(X2 −QIJVIVJ)du+Wdu+ φiei
)
− ds2GT , (5.127)
F I = 3g(XXI −QIJVJ) dv ∧ du−KI ∧ du . (5.128)
As a simple example, take X 6= 0, XI constant and KI = 0. Then the Gauduchon-Tod
space is S3. All of the conditions are satisfied if one takes φ = ξi σ
i
L, where ξi = ξi(u).
With this choice of φ, eq. (5.126) implies that W is a (u-dependent) harmonic function on
S3. This solution describes gravitational waves propagating through a generalized squashed
Nariai universe. Generically, these waves will be plane-fronted waves, as N is not a Killing
vector. However, if X2 −QIJVIVJ = 0 they are pp-waves.
Alternatively, taking again XI constant with X 6= 0, one can instead set φ = 0 and
KI = KIi (u)σ
i
L . (5.129)
Then the conditions which must be satisfied are
VIK
I = XIK
I = 0 , ∇˜2W = QIJ(KI)i(KJ)i . (5.130)
If KI 6= 0, one must thus have non-vanishing W .
In [77] it was shown that, for recurrent solutions in the minimal theory, all scalar curva-
ture invariants constructed purely algebraically from the Riemann tensor are constant. By
computing the Ricci scalar for the recurrent solutions constructed here, one can see that a
necessary and sufficient condition for the Ricci scalar to be constant is that QIJVIVJ is con-
stant. This condition is also sufficient to ensure that all the other algebraic scalar curvature
invariants are also constant. To see this, define
ψµνλ =
2
3
∇µ∇[νφλ] +
1
3
∇ν∇[µφλ] −
1
3
∇λ∇[µφν] , (5.131)
θµν = ∇µ∇νW + 9g2(X2 −QIJVIVJ)v∇(µφν) +
1
4
(dφ)µλ(dφ)ν
λ , (5.132)
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and note that
Nµψµνλ = 0 , N
µθµν = 0 . (5.133)
The Riemann tensor satisfies
Rµνλτ = (R
0)µνλτ + 4N[µθν][λNτ ] +Nµψνλτ −Nνψµλτ +Nλψτµν −Nτψλµν , (5.134)
where R0 is the Riemann tensor for the metric g0 (obtained from the metric in eq. (5.127)
by setting W = 0, φ = 0, where (R0)µνλτ ≡ g0µκ(R0)κνλτ ). g0 is the metric on AdS2 × GT,
R1,1 × GT or dS2 × GT according to whether X2 − QIJVIVJ is negative, zero or positive.
It then follows, from exactly the same reasoning as set out for the minimal case, that all
algebraic scalar curvature invariants constructed from the metric g and the Riemann tensor
R are identical to the same invariants constructed from g0 and R0, and hence they are
constant. The status of scalar curvature invariants constructed from covariant derivatives of
the Riemann tensor remains to be determined.
For B 6= 0, one can also provide the construction with a Sim-holonomy structure. This is
relevant e.g. for the embedding of the Berger sphere considered in section 5.4. By considering
the gravitino fake Killing spinor equation, one obtains
∇µNν = −3gAµNν + 1
2
XI [?(N ∧ F I)]µν . (5.135)
So define a new covariant derivative D by
DµNν ≡ ∇µNν − SµνρNρ = −3gAµNν , where S = 1
2
? (XIF
I) (5.136)
can be interpreted as a totally antisymmetric torsion 3-form, and thus the new connection
is metric-compatible. It is clear that that N is then recurrent w.r.t. the connection D, and
consequently its holonomy is a subgroup of Sim(3) [96].
5.6 Summary of the chapter
In this chapter we have analysed the geometric structure of the null case solutions of N = 1
d = 5 fSUGRA coupled to Abelian vector multiplets. The general fake-supersymmetric
solution is given by the Kundt wave
ds2 = 2du(dv − 9
2
g2v2(X2 −QIJVIVJ)du+Wdu+ vB + φiei)− hmndym dyn , (5.137)
where hmn = e
i
m e
i
n is the metric on the Gauduchon-Tod 3-space, W is a v-independent
function and B = Biei, φ = φiei are v-independent 1-forms. The field strengths are given by
F I = 3g(XXI −QIJVJ)(dv + φ) ∧ du+ ?3(XIB + d˜XI)
+du ∧
(
−3gvd˜(XXI −QIJVJ) + T I
)
, (5.138)
where T I = T I je
j are v-independent 1-forms on the GT.
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Furthermore, we have studied the conditions for which the 1-form bilinear is recurrent, so
the holonomy of the Levi-Civita` connection is inside Sim(3), and investigated the properties
of various scalar curvature invariants. We have found that recurrency is obtained by setting
B = 0, and that depending on whether the norm of X is vanishing or not, the GT space
is either R3 or S3, respectively. In addition, we find that our general recurrent solutions
include plane-fronted waves propagating through a generalised squashed Nariai cosmos. For
X2 −QIJVIVJ = 0 these actually become pp-waves. Moreover, having X2 −QIJVIVJ equal
to a constant guarantees that all scalar curvature invariants constructed algebraically from
the metric and the Riemann tensor are constant, and thus the ideas of [105] also apply in this
set-up.
Chapter 6
Classification of ‘Supersymmetric’
Einstein-Weyl spaces
The work in this chapter is similar in construction to that of previous ones, where we also
employ techniques inherited from the classification of supersymmetric solutions to SUGRA
theories to attack a problem of a different nature. We consider a ‘novel’ KSE (in the sense that
such KSE is not related a priori to any supersymmetric setting), whose relevance becomes
apparent once we analyse its integrability condition. This is the same as in previous chapters,
but our motivation now is different from that of characterisation of solutions to fSUGRA
theories. We are interested in classifying Lorentzian Einstein-Weyl spaces of arbitrary di-
mension, and the KSE is chosen in such a way that the integrability condition matches the
geometric constraint for a manifold to be of Einstein-Weyl type. The chapter follows [122],
which contains the original work.
As said, the tools use here are the same ones employed in the programme of classification
of solutions to supergravity theories, and we thus split the problem at hand according to
whether they employ a timelike or null vector field. The characterisation we give is that of
those EW spaces that arise from the existence of a Killing spinor, i.e. a spinor that fulfills the
KSE we propose, and it is in this sense that we refer to them as supersymmetric geometries.
The outline of the chapter is the following: section 6.1 introduces the spinorial rule, its
integrability condition (which resembles the geometric constraint for Einstein-Weyl spaces)
and a short manipulation on a vector bilinear valid for all dimensions and cases. Section 6.2
analyses all possible timelike cases, showing their triviality. Section 6.3 describes the null
solutions for the N = 1, d = 4 case, while section 6.4 treats the d = 6 null case, and
section 6.5 includes the remaining ones. Section 6.6 has a summary of the chapter. For the
interested reader, appendix D gives some information on Weyl geometry and Einstein-Weyl
spaces and appendix A.2 presents the spinorial notation we employ. A little description on
the geometry of Kundt waves, which show up as solutions, is given in appendix C.3.
6.1 Covariant rule and the Einstein-Weyl condition
Consider the following rule for the covariant derivative of some spinor , which we shall take
to be Dirac1
1In order to construct bilinears, it is useful to impose a bit more structure on the spinor. This naturally
leads to question the compatibility of eq. (6.1) with the conditions for the existence of different kinds of spinors
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∇a = 4−d4 Aa + 12γabAb , (6.1)
where d is the number of spacetime dimensions and A is just some real 1-form, which at this
point is completely unconstrained. This equation is related to the fKSE (4.51) in chapter 4,
in that the latter can be obtained from the former (for d = 4) by applying the Jones-Tod
reduccion mechanism [107]. We shall call the solutions  to eq. (6.1) Killing spinors, and the
corresponding metric and 1-form a supersymmetric field configuration. Observe that with
our choice of Dirac conjugate, the above rule implies
∇a = 4−d4 Aa − 12Ab γab . (6.2)
A straightforward calculation of the integrability condition leads to
1
2γa /F  =
1
2 W(ab)γ
b , (6.3)
where F ≡ dA is called the Faraday tensor and
W(ab) = R(g)ab − (d− 2)∇(aAb) − (d− 2)AaAb − gab (∇cAc − (d− 2)AcAc) , (6.4)
which is readily identified with (the symmetric part of) the Ricci tensor in Weyl geometry
(see appendix D.1 for a small introduction). Contracting the above integrability condition
with γa one finds that
d/F = W  , (6.5)
which when combined with eq. (6.3) leads to
1
2
(
W(ab) − 1d ηabW
)
γb = 0 . (6.6)
In the Riemannian setting the above is enough to conclude that if we find a spinor  satisfying
eq. (6.1), then the underlying geometry is Einstein-Weyl. In the non-Riemannian setting
this conclusion is however not true; as in the classification of supersymmetric solutions to
supergravity theories, there are two quite different cases to be considered, namely the timelike
or the null case. The minimal set of equations of motion that need to be imposed in order
to guarantee that all EOMs are satisfied is different in each case: in the timelike case a
supersymmetric field configuration automatically satisfies the EW condition, whereas in the
null case the minimal set consists of only one component of the EW condition, namely the
one lying in the double direction of the null vector bilinear.
Seeing the similarity of the integrability condition of the spinorial rule with the geometric
constraint for EW spaces, it should not come as a surprise that eq. (6.1) is invariant under
the following Weyl transformations
g = e2wg˜ , ea = ewe˜a ,
A = A˜+ dw , θa = e
−wθ˜a ,
 = eαw ˜ , α = 4−d4 .
(6.7)
This symmetry can in fact be used to obtain the RHS of eq. (6.1), which would otherwise
have to be wild-guessed: since by definition the structure of all EW spaces will contain it, the
(Weyl, Majorana, Majorana-Weyl, etc.). Indeed, such additional constrains are in fact compatible with the
given rule of parallelity of .
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appropiate connection to use is the Weyl one, eq. (D.2), which in the spinorial representation
is given by Da = ∇a − 12γabAb . Furthermore, an additional αAa-term serves to preserve the
spinor transformation rule, and the constant α is chosen by demanding that the integrability
condition of the resulting equation includes the criterion for EW spaces. This thus allows us
to formulate the parallelity equation as Da =
4−d
4 Aa . In other words, we have the structure
of a weighted Killing spinor in Weyl geometry.
The next step is to define the bilinear Lˆ = Lµdx
µ = γµ dx
µ, which (as shown in
appendix A.2) is a real 1-form and for a Lorentzian spacetime is either timelike, i.e. g(L,L) > 0
in our conventions, or null g(L,L) = 0. In any case, one can always derive from the spinorial
equation (6.1) the following differential rule for the bilinear
∇aLb = 4− d
2
AaLb − LaAb + ıLA gab , (6.8)
whose totally antisymmetric part reads
dLˆ =
6− d
2
A ∧ Lˆ , (6.9)
singling out the d = 6 case as special, as Lˆ is then closed.
We start the analysis by considering the timelike case.
6.2 Timelike solutions
Suppose that L is timelike and define f ≡ g(L,L). We can straightforwardly use eq. (6.8) to
find
df = (4− d)Af . (6.10)
This implies that, as long as d 6= 4, the Weyl structure is exact and any supersymmetric
EW space is equivalent to a metrical space allowing for a parallel spinor (w.r.t. the Levi-
Civita` connection). Bryant classified all the pseudo-Riemannian spaces admitting covariantly
constant spinors for a different number of dimensions [123]. Thus, this prescribes the timelike
Einstein-Weyl metrics with Lorentzian signature in dimensions three (flat), five and six (g =
R1,d−5 × g˜, where g˜ is a four-dimensional Ricci-flat Ka¨hler manifold). A general study for
the remaining dimensions is still an open problem, as far as we know. However, Galaev and
Leistner provide a partial answer by giving a blueprint for the geometry of simply-connected,
complete Lorentzian spin manifolds that admit a Killing spinor [124, Th. 1.3].
For the d = 4 case, we use the same building blocks as in chapter 3 to set up the whole
calculus of spinor bilinears. We deal with the spinor structure of N = 2 d = 4 supersymmetry,
which allows us to decompose a Dirac spinor as a sum of two Majorana spinors, which we can
then project onto its anti-chiral part, denoted I (I = 1, 2), and its chiral part 
I . Note that
here the position of the I-index indicates exclusively the chirality, and these are interchanged
by complex conjugation, i.e. (I)
∗ = I , so the theory has two independent spinorial fields.
Doing this decomposition, the rule (6.1) can then be written as
∇aI = 12γabAbI and ∇aI = 12γabAbI . (6.11)
Using the spinors one can then construct (cf. chapter 3) a complex scalar X ≡ 12εIJ ¯IJ ,
three complex 2-forms Φx (x = 1, 2, 3) that will not play any roˆle in what follows, and four
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real 1-forms V a = i¯IγaI . These latter ones form a linearly independent base and can be
used to write the metric g as
4|X|2 g = ηab V a ⊗ V b , (6.12)
whence V 0 ∼ L. Given the definitions of the bilinears we can calculate
dX = 0 , (6.13)
dV a = A ∧ V a , (6.14)
meaning that X is just a complex constant. The integrability condition of eq. (6.14) is
F∧V a = 0 which, due to the linear-independency of the V a, implies that F = 0. Locally, then,
we can transform A to zero and introduce coordinates xa such that V a = 4|X|2 dxa, resulting
in a Minkowski metric. Thus, a timelike supersymmetric four-dimensional Lorentzian EW
space is locally conformal to Minkowski space.
The conclusion then w.r.t. the timelike solutions to the rule (6.1) is that they are trivial
in the sense that they are always related by a Weyl transformation to a Lorentzian space
admitting parallel spinors, i.e. spinors satisfying the rule ∇a = 0.
The analysis of the null cases is more involved, mainly due to a lack of systematics in
the bilinears2, but also because the bilinear approach to the classification of supersymmetric
solutions becomes unwieldy for d > 6. Instead of attempting to do a complete analysis in all
the cases where the bilinear approach can be applied, we shall analyse the cases d = 4 and
d = 6 explicitly, and then give some generic comments about the rest in section (6.5).
6.3 Null N = 1 d = 4 solutions
In view of the explicit case treated in the foregoing section, the natural starting point for this
analysis would be the null case inN = 2 d = 4. Prior experience with this case in Supergravity,
however, shows that this is related to the simpler case of N = 1 d = 4 Supergravity [125],
a theory for which the vector bilinear L is automatically a null vector, and the spinor is of
Weyl type. As commented above, the KSE (6.1) is in fact compatible with the truncation of
 to a chiral spinor, and thus for the rest of this section we shall take  to be a Weyl spinor.
The first rule one can derive for the bilinear is
∇aLb = −LaAb + ıLAgab , (6.15)
which is enough to see that L[ is a geodesic null vector. Its antisymmetric and symmetric
parts read
dLˆ = A ∧ Lˆ , (6.16)
∇(aLb) = −A(aLb) + 13 ∇ · L gab . (6.17)
Another bilinear that can be constructed is a 2-form defined as Φab = γab [125]. By using
the propagation rule one can deduce
∇aΦbc = 2Φa[bAc] − 2ga[bΦc]dAd , (6.18)
which through antisymmetrisation gives rise to
dΦ = 2A ∧ Φ . (6.19)
2The exception is the vector bilinear L, as one can see from eq. (6.8).
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Eq. (6.16) implies that Lˆ∧ dLˆ = 0, whence Lˆ is hypersurface orthogonal, and one can use
the Frobenius theorem to introduce two real functions u and P such that Lˆ = ePdu. Since
by eq. (6.16) Lˆ has gauge charge 1 under A, one can perform a Weyl-gauge transformation
to take P = 0 and thus obtain Lˆ = du. This further implies that A = Υ Lˆ, where Υ is
a real function whose coordinate dependence needs to be deduced, and also that ıLA = 0.
Furthermore, we see that d†Lˆ = 0 and ∇LL = 0, i.e. L is the tangent vector to an affinely
parametrised null geodesic.
Observe that one can apply the same reasoning for eq. (6.9) in dimensions different from
six: as long as d 6= 6 we can always use a Weyl transformation to fix Lˆ = du and write A = Υ Lˆ.
The fact that in d = 6 the 1-form Lˆ is automatically closed has profound implications, as will
be shown in section (6.4).
Having fixed the Weyl symmetry, we can now introduce a normalised null tetrad [126] and
a corresponding coordinate representation by
Lˆ = du , L = ∂v ,
Nˆ = dv +Hdu+$dz + $¯dz¯ , N = ∂u − H∂v ,
Mˆ = Udz , M = −U¯−1 (∂z¯ − $¯∂v) ,
Mˆ = U¯dz¯ , M = −U−1 (∂z − $∂v) ,
(6.20)
for which the metric reads
g = Lˆ⊗ Nˆ + Nˆ ⊗ Lˆ − Mˆ ⊗ Mˆ − Mˆ ⊗ Mˆ
= 2du (dv +Hdu+$dz + $¯dz¯) − 2|U |2dzdz¯ . (6.21)
A straightforward calculation shows that the constraint (6.17) implies that
Υ = −∂vH , ∂v$ = 0 , ∂v$¯ = 0 , ∂v|U |2 = 0 , (6.22)
so that the only v-dependence resides in the function H, and we have thus determined the
gauge field A in terms of it. Moreover, in N = 1 d = 4 theory one can see that Φ = Lˆ ∧ Mˆ
(see e.g. eq. (3.68) in chapter 3). Combining this with eq. (6.19) one has
0 = Lˆ ∧ dMˆ = dU¯ ∧ dz¯ ∧ du , whence U¯ = U¯(u, z¯) . (6.23)
This result means that we can take U = 1 by a suitable coordinate transformation Z = Z(u, z)
with ∂zZ = U , which leaves the chosen form of the metric invariant.
To finish the analysis we shall investigate eq. (6.18). As A ∼ Lˆ we have that
ıAΦ ∼ ıLΦ = 0 , (6.24)
and we find that ∇aΦbc = 2Υ Φa[bLc]. Combining this with Φab = 2L[aM b] we have
0 = L[b|∇aM |c] , (6.25)
which can be evaluated on the chosen coordinate basis to give
0 = ∂z¯$ − ∂z$¯ , (6.26)
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which implies
$ = ∂zB , $¯ = ∂z¯B , (6.27)
for B a real function. As is well known, one can then get rid of $ altogether by a suitable
shift of the coordinate v → v −B.
The end result is that, given a Weyl spinor , any solution3 to the equation (6.1) is related
by a Weyl transformation to
ds2(4) = 2du (dv + Hdu) − 2dzdz¯ , (6.28)
A = −∂vH du . (6.29)
As a matter of fact, this metric is a special case of a more general metric referred to as a
Kundt metric4 in the Physics literature (see appendix C.3 for more information). This kind
of metric appears naturally in the null case of not only Supergravity solutions [112], but also
fakeSupergravity ones, as was seen for example in chapters 3 and 4, or in [106].
We now return to the topic of pseudo-Riemannian signatures and certain EOMs (the EW
conditions in this case) being automatically satisfied. Since we are trying to give a prescription
for EW spaces, we are obviously bound to satisfy eq. (D.8). An explicit calculation shows
that the integrability conditions (6.6) are automatically satisfied, with the only non-trivial
component being W(N,N)Lcγ
c. Adapting the Fierz identities to the null case scenario one
obtains the constraint Lcγ
c = 0 (see e.g. [127, eq. (5.12)]), satisfying this way all of (6.6) 5.
However, one still needs to ensure that the local geometry (6.28) indeed solves all EW con-
ditions (D.8), and we must therefore impose by hand that W(N,N) = 0. A small calculation
shows that this implies that H must satisfy the following differential equation
∂u∂vH − H∂2vH = ∂∂¯H . (6.30)
One can easily see that the above equation is invariant under the substitutions u → u,
v → λ2v, z → λz, z¯ → λz¯ and H → λ2H, which implies that for cases for which H is a
weighted-homogeneous function, i.e.
H
(
u, λ2v, λz, λz¯
)
= λ2H(u, v, z, z¯) , (6.31)
there exists a homothety K
K = 2v∂v + z∂ + z¯∂¯ −→ £Kg = 2 g . (6.32)
It should be noted that it is not the case that every solution to eq. (6.30) is homogeneous, as
exemplified by the following three solutions.
i) H = uv + |z|2 , ii) H = − v
2
2|z|2 ,
iii) H = v∂F + v∂¯F¯ + z¯∂uF + z∂uF¯ , where F = F (u, z) .
(6.33)
3By solution we refer to a geometry that arises from the existence of a spinor that fulfills eq. (6.1).
4Moreover, it is in the Walker form [97].
5Aditionally, one reaches the same conclusion by analysing the sufficiency of the derived constraints arising
from the KSE.
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The first two can be seen to be homogeneous, while the third one would only be so for the
special case that F = zf(u), for any function f(u).
Moreover, one can see that the field A in example i) is pure gauge, namely A = d(−u2/2),
so one can do a conformal rescaling g → e2ω g˜ and A = A˜+ dω such that A˜ = 0, i.e. we take
ω = −u2/2. The coordinate transformations v = eωt, z = eωy followed by t = s − ueω|y|2,
then takes the metric g˜ to a Minkowski metric. Case i) is thus conformally Minkowski. This
is however only a particular example, and one cannot generically say that all solutions that
exhibit an exact Weyl structure (i.e. trivial solutions) are conformally related to flat space. For
illustrative purposes note that for A = 0 the wave profile is of the type H = f(u, z) + f¯(u, z¯);
if one then calculates the Riemannian curvature one obtains R+◦+◦ = ∂2f and R+•+• = ∂¯2f¯ ,
hence it is not generically a flat space. In the general case A = dw, the wave profile is
prescribed to be H = −vf(u) +K(u, z, z¯). The requirement for being an EW space dictates
that ∂uf(u) = −∂∂¯K, and the non-vanishing components of the Weyl tensor are
C+◦+◦ = ∂2K , C+•+• = ∂¯2K , (6.34)
whence only for cases where ∂2K = 0 = ∂¯2K is our space conformal to Minkowski space.
Case i) falls under these conditions.
Furthermore, example iii) above is a Weyl-scalar-flat background. It is a four-dimensional
generalisation of the three-dimensional Weyl-flat EW geometries obtained in [128]. It gives
rise to a non-trivial EW space as long as ∂2F 6= 0. More about this correspondence will be
said in section (6.5).
6.4 Null N = (1, 0) d = 6 solutions
As in the foregoing section, we shall be considering a chiral spinor . The Fierz identities
imply that the vector bilinear is null. Moreover, one can also make use of [120], where the
supersymmetric solutions of ungauged chiral supergravity in six dimensions, i.e. minimal
N = (1, 0) d = 6 Supergravity [129], are prescribed. This theory is in itself quite curious, and
so are the spinor bilinears: there is only a null vector L and a triplet of self-dual 3-forms Φr(3)
(r = 1, 2, 3). The bilinears are defined by
La ≡ −εIJ cIγaJ , cIγaJ = −12 εIJ La ,
Φrabc ≡ i [σr]IJ cIγabcJ , cIγabcJ = i2 [σr]IJ Φrabc ,
(6.35)
where c = TC denotes the Majorana conjugate. These bilinears satisfy the following Fierz
relations
LaL
a = 0 , (6.36)
ıLΦ
r
(3) = 0 −→ Lˆ ∧ Φr(3) = 0 , (6.37)
Φr fabΦsfcd = 4δ
rs L[aL[c η
b]
d] − εrstL[a|Φt |b]cd + εrstL[cΦt abd] . (6.38)
With means of eqs. (6.37) and (6.38) one finds that Φr(3) = Lˆ ∧ Kr(2), with ıLKr(2) = 0.
We use the rule (6.1) to calculate the effect of parallel-transporting the bilinears. The
result is that for an arbitrary vector field X we have
∇X Lˆ = −ıXA Lˆ − ıX Lˆ A + ıLA Xˆ , (6.39)
∇XΦr = −ıXAΦr + Xˆ ∧ ıA[Φr − A ∧ ıXΦr . (6.40)
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From eq. (6.39) it is clear that L is a null geodesic, i.e. ∇LL = 0, and, as we already knew
from eq. (6.9), that dLˆ = 0.
Moreover, we introduce a Vielbein, adapted to the null nature of L, in terms of the natural
coordinates u, v and ym (m = 1, . . . , 4)
E+ = du , θ+ = ∂u − H∂v ,
E− = dv +Hdu+ Smdym , θ− = ∂v ,
Ei = em
i dym , θi = ei
m [∂m − Sm∂v] ,
(6.41)
where Lˆ ≡ E+ and L ≡ θ−. As usual we can then define the metric on the base-space by
hmn ≡ emieni, and write the full six-dimensional Kundt metric as
ds2(6) = 2du
(
dv + Hdu + Sˆ
)
− hmn dymdyn . (6.42)
We expand the 2-forms as 2 Kr ≡ KrijEi ∧Ej w.r.t. the above Vielbein, and by choosing the
light-cone directions such that ε+−1234 = 1 = ε1234 we see that ?(4)Kr = −Kr. Defining the
(1, 1)-tensors Jr through h(JrX,Y ) ≡ Kr(X,Y ), we can see that eq. (6.38) implies
JrJs = −δrs + εrst Jt , (6.43)
so that the four-dimensional base-space is an almost quaternionic manifold.
At this point we shall fix part of the Weyl gauge symmetry by imposing the gauge-fixing
condition ıLA = 0; consequently, we can expand the gauge field as
A = Υ Lˆ + Amdy
m . (6.44)
Using this expansion and the explicit form of the Vielbein in terms of the coordinates, we can
analyse eq. (6.39), resulting in
Υ = −12 ∂vH , (6.45)
∂vSˆ = −2A , (6.46)
0 = ∂vhmn . (6.47)
Contrary to what is usually the case in (fake)supergravities, we do not know the full v-
dependence of H, and therefore we cannot completely fix the v-dependence of the unknowns.
The above results comprise all the information contained in eq. (6.39).
In order to analyse the content of eq. (6.40) we first take X = L, to find that
∇LΦr = 0 . (6.48)
When this is evaluated in the chosen coordinate system it implies that ∂vK
r
mn = 0. This ap-
parently innocuous result fixes however the v-dependence of A: from the totally antisymmetric
part of eq. (6.40) one obtains
dΦr = 2A ∧ Φr −→ 0 = Lˆ ∧ (dKr − 2A ∧ Kr ) , (6.49)
where we have introduced the exterior derivative on the base-space d ≡ dym∂m. As the Kr
are v-independent and Lˆ = du, we see that the consistency of the above equation also requires
A to be v-independent. Thus, we also obtain from eq. (6.46) that
Sˆ = −2v A + $ , (6.50)
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with $ a 1-form living on the base-space such that ∂v$m = 0. It should be clear from
eq. (6.49) that the y-dependence of the Kr is given by the equation
dKr = 2A ∧ Kr , (6.51)
whose integrability condition reads
F ∧ Kr = 0 , (6.52)
where we have defined F = dA. Actually, this last equation implies that F is self-dual, i.e.
?(4)F = F, whence A is a self-dual connection or, in physics-speak, an R-instanton.
The analysis of eq. (6.40) in the direction X = θ+ is straightforward, and leads to the
following constraints on the spin connection
ω+−k Krkj = −Ak Krkj , (6.53)
0 = ω+i
k Krkj + ω+j
k Krik . (6.54)
By using the results in appendix C.3, we see that eq. (6.53) is automatically satisfied. A
small investigation of eq. (6.54) shows that it implies the base-space 2-form ω+ij E
i ∧ Ej is
self-dual. Coupling this observation with eq. (C.34), and taking into account F’s self-duality,
we see that the base-space 2-form 2Ω = Ωij E
i ∧ Ej , whose components are defined by
Ωij ≡ 2D[i$j] + 2e[im∂uej]m , where D$ ≡ d$ − 2A ∧$ , (6.55)
has to be self-dual, i.e. ?(4)Ω = Ω.
In order to completely drain eq. (6.40) we need to consider X lying on the base-space.
Let X be such a vector. Then, we find that
∇(λ)X Kr = X] ∧ ?(4) [A ∧ Kr] − A ∧ ıXKr , (6.56)
where ∇(λ) is the ordinary spin connection on the base-space using the λ in eq. (C.34).
Following [30] we can then introduce a torsionful connection ∇XY ≡ ∇(λ)X Y − SXY, with the
torsion being totally antisymmetric and proportional to the Hodge dual of the R-gauge field,
i.e.
h (SXY,Z) ≡ −
[
?(4)A
]
(X,Y,Z) , (6.57)
such that eq. (6.56) can be written compactly as ∇Kr = 0. Almost quaternionic manifolds
admitting a torsionful connection parallelising the almost quaternionic structure are called
hyper-Ka¨hler Torsion manifolds (HKT), a name that first appeared in [130] to describe the
geometry of supersymmetric sigma model manifolds with torsion [131].
As pointed out in [30], one can make use of the residual Weyl symmetry in eq. (6.7) with
w = w(y), i.e. a Weyl transformation depending only on the coordinates of the base-space,
to gauge-fix the condition d†A = 0. This immediately implies that the torsion S is closed, and
the resulting four-dimensional structure is called a closed HKT manifold. Let us mention,
even though it will not be needed, that the coordinate transformation v → v + Λ(y), induces
the transformation $ → $ + DΛ.
Thus far, the analysis has shown that the pair (g,A) admits a solution to eq. (6.1) iff
g is the metric of a Kundt wave whose base-space is a u-dependent family of HKT spaces.
Given such a family of spaces we can find the 1-form $ by imposing self-duality of the 2-form
Ω in eq. (6.55), and then the only indeterminate element of the metric is the wave profile
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H. This study has given us the necessary conditions for the existence of a non-trivial spinor
satisfying eq. (6.1). It remains to be checked that they are also sufficient, which we do by
direct substitution into (6.1).
A quick calculation of the (−) component leads to θ− = 0, whence the spinor is v-
independent. The (+)-component, after using the constraint γ+ = 0, leads to
∂u = −14 Tij γij = 0 , (6.58)
where the last step follows from the self-duality of T (cf. eq. (C.36))
Tij = v Fij − 12 [D$]ij , (6.59)
and the chirality of the spinor . We thus conclude that the spinor is also u-independent.
Giving the i components of eq. (6.1) a similar treatment we end up with
∇(λ)i  = 12 γ˜ij Aj , (6.60)
where we have defined γ˜i ≡ iγi, so {γ˜i, γ˜j} = 2δij , in order to obtain a purely Riemannian
spinorial equation.
As one can readily see from eq. (6.1), the above equation is nothing more than its Rie-
mannian version for four-dimensional spaces. This kind of spinorial equations was studied by
Moroianu in [132], who investigated Riemannian Weyl geometries admitting spinorial fields
parallel w.r.t. the Weyl connection. For d 6= 4 it was found that any such Weyl structure was
closed, whereas in d = 4 the HKT structure outlined above was prescribed. Furthermore,
it was shown that if the four-dimensional space is compact, then the HKT structure is con-
formally related to either a flat torus, a K3 manifold or the Hopf surface S1 × S3 with the
standard locally-flat metric (see e.g. [133]).
The integrability condition for eq. (6.60) implies that the Ricci tensor of the metric h has
to satisfy
R(h)ij = 2∇(λ)(i Aj) + 2AiAj + hij
(
∇(λ)i Ai − 2A2
)
, (6.61)
which by comparison with eq. (6.4) it is equivalent to saying that the pair (h,A) forms a
Ricci-flat Weyl geometry i.e. W(ij) = 0.
As we did in section (6.3), we impose the Einstein-Weyl equations in those directions
in which they are not trivially satisfied, i.e. in the (++)-direction. This fixes the function
H, which was otherwise unknown. Furthermore, we would like to impose the simplifying
restriction that the HKT structure on the base-space does not depend on u. We take this
route because of the difficulty of finding analytic solutions to the differential equation resulting
from a u-dependent base-space. A calculation of the (++)-components of the EW equations
then shows that
2θ+θ−H + (θ−H)2 =
(
∇(λ)i − Siθ− − 4Ai
)
(∂i − Siθ− − 2Ai) H , (6.62)
where we have allowed for a u-dependence of H.
To summarise, any solution to the N = (1, 0) d = 6 null problem is once again prescribed
by a Kundt wave of the form eq. (6.42) constrained by eqs. (6.50), (6.55) and (6.62), whose
four-dimensional base-space is given by a v-independent closed HKT manifold subject to
eqs. (6.61), and the gauge connection being an R-instanton.
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6.5 Remaining null cases
Having treated the null cases in d = 4 and d = 6, we now make some general comments for the
null class in other dimensions. Since performing the complete bilinear analysis is a daunting
task, and in view of the wave-like nature of the null case solutions above, we shall write down
a similar Ansatz for the metric. Furthermore, as was pointed out in section (6.3), as long as
d 6= 6 we can use a Weyl transformation to introduce a coordinate u such that Lˆ = du and
A = Υ Lˆ. Choosing then the coordinate v to be aligned with the flow of L (= ∂v), one can
introduce base-space coordinates ym (m = 1, . . . , d− 2) and a Vielbein similar to the one in
eq. (C.29), so that the metric is of the form
ds2(d) = 2du (dv + Hdu + Smdy
m) − hmn dymdyn , (6.63)
where hmn ≡ eimein. This is by definition a Kundt metric, and evaluating the symmetric part
of eq. (6.8) in this coordinate system, we get the following restrictions
Υ = − 2
d− 2 ∂vH , ∂vSm = 0 , ∂vhmn = 0 , (6.64)
so that the whole v-dependence resides exclusively in H and Υ, which implies that eq. (6.63)
is actually in the Walker form [97]. Following the notation of section 6.4, we shall call the
v-independent part of Sˆ by $, so that in the d 6= 6 case we have Sˆ = $.
With this information and the constraint of u-independence imposed, we can proceed to
analyse the spinorial rule. The KSE in the v-direction is automatically satisfied, i.e. ∂v = 0,
and the remaining directions read
0 = ∇(λ)i  , (6.65)
∂u =
1
8 [d$]ij γ
ij . (6.66)
Eq. (6.65) clearly states that the base-space must be a Riemannian manifold of special holon-
omy. The integrability condition of the above two equations is
0 =
[
∇(λ)i (d$)kl
]
γkl , (6.67)
which implies (
d†d$
)
i
γi = 0 , (6.68)
so that6 d†d$ = 0. Using the coordinate transformation v → v + Λ(y), one can always take
d†$ = 0, whence $ ∈ Harm1(B), i.e. $ is a harmonic 1-form on the base-space7.
Given this input, the condition for such a pair (g,A) to be an Einstein-Weyl manifold is
2∂u∂vH − 2H∂2vH + 2
d− 4
d− 2 (∂vH)
2 = −
(
∇(λ) −$
)i
θiH . (6.69)
The factor on the RHS of the above equations becomes, in the $ = 0 limit, the d’Alembertian
on the base-space, and it makes contact with eq. (6.30). This shows that the d = 4 case is a
subcase of the general one studied in this section, where one was allowed to use the 2-form
Φ to get rid of Sˆ. d = 6, however, is an independent case, where the characteristic behaviour
of the theory in that dimension (see e.g. eq. (6.9)) nurtures the closed HKT structure.
6The same constraint can be obtained through an explicit evaluation of the Einstein-Weyl equations.
7Bochner’s theorem states that any harmonic 1-form on a compact oriented Ricci-flat manifold is parallel,
which by eq. (6.66) implies that in such a case the Killing spinor is u-independent. In the non-compact case
however there is no such a theorem, as can be seen by taking the base-space to be Rd−2 and 2$ ≡ fmnxmdxn,
where the fmm are constants.
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6.6 Summary of the chapter
In this chapter we have presented a characterisation of supersymmetric Einstein-Weyl spaces
with Lorentzian signature in arbitrary dimensions. We have done this by making use of the
techniques developed for the classification of SUGRA solutions. In particular, we assumed
the existence of a spinor  satisfying eq. (6.1). It is in this sense that our solutions have a
supersymmetric character. We then proceeded to build and analyse the bilinears that can be
constructed from , which shape the resulting geometry.
We have found that for most dimensions those spaces arising from a vector bilinear which
is timelike are trivial, in the sense that they are conformally related to a space admitting a
parallel spinor. The odd duck in the pond is the four-dimensional case, for which the only
timelike solution actually turns out to be Minkowski space, which coincides with which was
already known [123]. The null class solutions are given by a Kundt metric and a prescribed
Weyl gauge field. For the d = 6 case, we also find that the base-space is a closed Hyper-
Ka¨hler Torsion manifold. Furthermore, it is inspiring that our d = 3 characterisation contains
a solution to a three-dimensional Weyl-scalar-flat Lorentzian EW space that was previously
presented in [128].
In said article, Calderbank and Dunajski derived the possible forms of three-dimensional
scalar-flat Lorentzian EW spaces, and found that, up to Weyl and coordinate transformations,
there are only two possible metric classes. In our construction, due to eq. (6.5) and the results
obtained so far, one can see that the scalar curvature is given by
W =
2d
d− 2 ∂
2
vH , (6.70)
so that the scalar-flat supersymmetric Lorentzian EW spaces are given by a function H which
is at most linear in v. It then follows that the d = 3, W = 0 approximation of eqs. (6.63)
and (6.64) is one of the cases presented by the authors, namely the h1 in [128, Prop. 2]. As
shown in [134, sec. 10.3.1.3], this is the unique class of (1,2)-dimensional EW spaces admitting
a weighted covariantly constant null vector. This supersymmetric class can be obtained by
the Jones-Tod construction [107] on a conformal space of neutral signature admitting an
antiself-dual Null-Ka¨hler structure [134], a geometric structure which admits a Killing spinor.
Furthermore, once one takes into account that one can perform coordinate transformations
such that h = 1 and $ = 0, eq. (6.69) for d = 3 then corresponds to the dispersionless
Kadomtsev-Petviashvili equation [135, 136].
The fact that we only obtain one of the solution classes from said article is indicative that
the world of Lorentzian EW spaces is richer than the ones obtainable as solutions to eq. (6.1)
(i.e. that there are also ‘non-supersymmetric’ EW spaces), and hence our classification does
not aim at solving the mathematical problem of characterising the whole spectrum. A natural
question is whether there are equations like (6.1) whose integrability condition leads to more
general EW spaces. In any case, the construction shows that the supersymmetric formalism
allows us to generalise and extend solutions that were obtained through other geometric
methods.
Anexo I
Introduccio´n
El trabajo recogido en esta tesis doctoral ha estado centrado en la obtencio´n de soluciones a
varias teor´ıas de intere´s f´ısico-teo´rico y matema´tico, a trave´s de te´cnicas e ideas caracter´ısticas
del campo de la Supergravedad (SUGRA). Estas te´cnicas surgen originariamente del programa
de clasificacio´n de soluciones supersime´tricas a las mismas, que se explican brevemente en el
anexo II. Pasamos ahora a ofrecer una breve introduccio´n sobre la SUGRA, en el contexto de
la f´ısica contempora´nea de Gravitacio´n y Part´ıculas.
De forma muy ba´sica, la Supergravedad se puede definir como una construccio´n teo´rica
donde se junta la Relatividad General con la Supersimetr´ıa (SUSY). La Relatividad General
es la teor´ıa de gravitacio´n que Einstein propuso en 1915, donde se enfatiza el papel que la
Geometr´ıa (Matema´ticas) juega en la F´ısica, y en que las transformaciones de coordenadas en
cada punto (difeomorfismos locales) son esencia misma de la teor´ıa. La SUSY fue introducida
de forma independiente por los investigadores Golfand & Likhtman, Volkov & Akulov y Wess
& Zumino entre 1971 y 1974, y es una simetr´ıa que relaciona part´ıculas boso´nicas (aquellas
que tienen un nu´mero de esp´ın entero) con part´ıculas fermio´nicas (con nu´mero de esp´ın=n/2,
donde n es un nu´mero impar, e.g. 1/2, 3/2, ...).
Las primeras construcciones de SUGRA se pueden trazar en torno a 1973-1975, cuando los
cient´ıficos Volkov, Akulov y Soroka, a lo largo de varios art´ıculos, propusieron unos modelos
para gaugear las transformaciones supersime´tricas. Esto significa que estas transformaciones,
que hasta ese momento eran globables o r´ıgidas, pasan a ser locales, de forma que en cada
punto del espacio-tiempo se puede hacer una transformacio´n distinta. Esto, unido a un
mecanismo de Higgs que desarrollaron para SUGRA (en que los ‘fermiones de Goldstone’,
de esp´ın 1/2, son comidos) da lugar a una part´ıcula masiva de esp´ın 3/2, llamada el campo
de Rarita-Schwinger, y supone una realizacio´n no-lineal de las transformaciones. El primer
modelo de SUGRA cuatri-dimensional lineal lo construyeron en 1976 Ferrara, Freedman y
Van Nieuwenhuizen, y tambie´n Deser y Zumino. En sus respectivos art´ıculos,estudiaron la
teor´ıa de campos (con interacciones) de lo que especularon ser´ıan la part´ıcula que mediar´ıa en
la interaccio´n gravitacional, el gravito´n, de esp´ın 2. E´ste ya hab´ıa aparecido con anterioridad
en la teor´ıa de representaciones del a´lgebra global de Super-Poincare´ (que conten´ıa adema´s su
compan˜ero supersime´trico de esp´ın 3/2, tambie´n conocido como gravitino), pero lo novedoso
en este caso es que adema´s demostraban que su accio´n eran invariante bajo transformaciones
locales de supersimetr´ıa.
La SUGRA gano´ mucha fama cuando se penso´ que su versio´n en 11 dimensiones, propuesta
por Cremmer, Julia y Scherk, pod´ıa servir como candidata a una Teor´ıa del Todo. En u´ltima
99
100 ANEXO I. INTRODUCCIO´N
instancia se demostro´ que esto no pod´ıa ser as´ı, y que en realidad la SUGRA ten´ıa que ser
un l´ımite de bajas energ´ıas de la Teor´ıa de Cuerdas. En concreto, las SUGRAs en 10 y
11 dimensiones son teor´ıas de campos efectivas para part´ıculas sin masa, y a nivel a´rbol,
y por tanto sus soluciones describen el comportamiento de materia cuerdosa en distancias
largas (i.e. baja energ´ıa). Es por esto que el estudio de las construcciones de SUGRA han
sido, y siguen siendo, muy importantes en Teor´ıa de Cuerdas, ya que sus soluciones son un
pilar fundamental para el desarollo de la misma. Pero incluso de forma independiente de
las cuerdas, las teor´ıas de SUGRA parecen ser de gran utilidad. Investigaciones recientes
parecen sugerir la viabilidad de determinadas teor´ıas extendidas de SUGRA como teor´ıas
de gravedad cua´ntica [137]. Esto ser´ıa un gran avance, ya que el problema de la gravedad
cua´ntica lleva intentando resolverse desde tiempos de Einstein. Es por tanto que la SUGRA,
y sus soluciones, siguen ofreciendo una puntera l´ınea de investigacio´n a trave´s de la cual poder
dilucidar algunos de los misterios de la Naturaleza.
Por ejemplo, las teor´ıas de Supergravedad se han analizado para obtener soluciones cla´sicas
y supersime´tricas, que representan agujeros negros en 4 y 5 dimensiones. Estas teor´ıas (de las
que el agujero negro es solucio´n) se pueden relacionar con teor´ıas de SUGRA de dimensiones
ma´s altas por medio de una te´cnica conocida como oxidacio´n dimensional. Segu´n hemos
explicado, estas SUGRAs de dimensiones altas (d=10 o d=11, generalmente) representan
un l´ımite de bajas energ´ıas de teor´ıas de supercuerdas de la misma dimensionalidad, lo que
permite relacionar la solucio´n del agujero negro original con un vac´ıo de cuerdas. Operar en
esta teor´ıa de supercuerdas (que es una teor´ıa cua´ntica de campos) no es una tarea sencilla,
ya que las correciones cua´nticas que surgen en dicha teor´ıa lo complica enormemente. Tanto
que a d´ıa de hoy todav´ıa no se sabe bien co´mo contar el nu´mero de estados microsco´picos de
sus vac´ıos. Sin embargo, las soluciones supersime´tricas salen al rescate, ya que precisamente
e´stas son estables bajo dichas correciones cua´nticas, lo que permite poder contar el nu´mero de
estados microsco´picos de tal vac´ıo. Esto es un muy notable ca´lculo de la entrop´ıa microsco´pica
de agujeros negros supersime´tricos, que supuso un verdadero hito cuando se realizo´ para
una clase de agujeros negros extremos en 5 dimensiones, ya que coincid´ıa con el valor de
la entrop´ıa macrosco´pica predicha por Bekenstein y Hawking [14]. En vista de esto, y otras
impactantes e influyentes ideas, como la existencia de dualidades no perturbativas entre teor´ıas
de supercuerdas, o la conjetura AdS/CFT 1 y sus generalizaciones, es lo´gico que a lo largo
de los an˜os se hayan realizado numerosos esfuerzos en el estudio de teor´ıas de SUGRA.
Para ma´s me´rito, si la Supersimetr´ıa es una simetr´ıa real de la Naturaleza2, algo de lo que
probablemente haya indicios en el LHC del CERN en los pro´ximos an˜os, la Supergravedad
gozar´ıa de un papel fundamental. En dicho caso las soluciones supersime´tricas sean segura-
mente buenas aproximaciones al vac´ıo o los vac´ıos de la Teor´ıa de Cuerdas que describan la
realidad a escalas de energ´ıas altas, y esto har´ıa adema´s de la SUGRA una pieza clave en la
construccio´n de modelos fenomenolo´gicos de F´ısica de Part´ıculas, y en la unificacio´n de las
interacciones.
1E´sta establece una correspondencia entre una teor´ıa de cuerdas sobre una solucio´n maximalmente sime´trica
y maximalmente supersime´trica (el producto geome´trico entre el espacio AdS5 y una 5-esfera), y una teor´ıa
maximalmente supersime´trica de tipo Yang-Mills sobre el producto de una l´ınea y una 3-esfera, que uno
identifica como el contorno del espacio AdS5. Se la llama tambie´n la correspondencia Gravedad/ Teor´ıas
gauge, o Correspondencia de Maldacena [18].
2Aunque e´sta este´ rota a nuestra escala de energ´ıas.
Anexo II
Resumen
En este anexo comentamos brevemente las te´cnicas e ideas que dan lugar al trabajo expuesto
en esta tesis doctoral. Comenzamos con un resumen sobre el ‘formalismo bilineal’ y el ‘formal-
ismo de la geometr´ıa espinorial’, que motivan los problemas estudiados durante mi doctorado,
para terminar describiendo los resultados de los cap´ıtulos 3, 4, 5 y 6.
En el anexo I hemos discurrido sobre el intere´s de obtener soluciones supersimetr´ıcas. En el
art´ıculo [1] se propuso un me´todo para obtener este tipo de soluciones en la teor´ıa de SUGRA
cinco-dimensional mı´nima, basa´ndose en la existencia de un espinor de Killing (tal espinor
no debe entenderse como un campo fermio´nico, si no que se trata de un espinor cla´sico, de
cara´cter geome´trico). E´ste sirve de para´metro respecto al cual la variacio´n supersime´trica del
gravitino es cero, dando lugar a la conocida como ‘ecuacio´n del espinor de Killing’ (KSE). En
te´rminos puramente geome´tricos, e´sta no es ma´s que una condicio´n de parelizacio´n del espinor,
que surge a ra´ız del a´lgebra de SUSY. El siguiente paso es construir campos bilineales en tal
espinor, y usar las identidades de Fierz para obtener relaciones algebraicas entre esos campos.
Esto permite obtener la forma ma´s general de la geometr´ıa y los flujos de las soluciones. E´stas
son supersime´tricas por construccio´n (ya que asumen la existencia de al menos un espinor
de Killing), y esta´n completamente determinadas en funcio´n de dichas condiciones. Se puede
encontrar un resumen de este me´todo en la seccio´n 2.1 de estas pa´ginas.
As´ı mismo, en [2] se propuso un me´todo cuyo objetivo era el mismo, pero en el que se
elimina la complejidad que supone usar matrices Gamma en escenarios multi-dimensionales.
Este formalismo interpreta los campos espinoriales de la teor´ıa en funcio´n de formas diferen-
ciales (ma´s una accio´n de las matrices Gamma sobre ellas, tambie´n expresada en funcio´n de
formas). En lugar de construir bilineales de los que extraer las condiciones de geometrizacio´n
de las soluciones, el me´todo implica resolver las KSEs directamente, y leer de ellas la ge-
ometr´ıa y los flujos resultantes. La seccio´n 2.2 ofrece un resumen de este me´todo, adema´s de
contener una resolucio´n del mismo problema descrito arriba, esta vez usando esta alternativa.
Se puede ver que los resultados obtenidos son los mismos.
Ambos me´todos han sido extensamente usados para el estudio y clasificacio´n de soluciones
supersime´tricas de mu´ltiples teor´ıas, con y sin mater´ıa, dando lugar a un buen nu´mero de
resultados, e.g. [138, 31, 120, 139, 60 - 63, 82, 140, 64 - 67, 125, 68, 69]. Sin embargo, el uso
de estos me´todos durante mis estudios doctorales ha estado encaminado a objetivos distintos.
En lugar de obtener Ansa¨tze de soluciones supersime´tricas a partir de la KSE, proponemos
una condicio´n de paralelizacio´n alternativa para los espinores. E´sta es elegida de modo que
la accio´n de la teor´ıa tenga una constante cosmolo´gica de tipo De Sitter (signo positivo), en
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lugar de las Minkowski (valor cero) y AdS (signo negativo) que, salvo casos contados, son
las u´nicas posibilidades que hay en las teor´ıas de SUGRA genuinas [32, 33]. Esto implica
que las teor´ıas detra´s de estas construccio´nes no son supersime´tricas, y han sido previamente
bautizadas como Teor´ıas de Supergravedad falsas (fakeSUGRA o fSUGRA). Sus soluciones,
que no son supersime´tricas, son en cualquier caso de gran intere´s f´ısico, ya que resuelven
las ecuaciones de Einstein-Maxwell-De Sitter. Esto es interesante puesto que resolver estas
ecuaciones no es una tarea sencilla; tanto que a pesar de que el problema se conoce desde hace
ma´s de 60 an˜os, apenas hay ejemplos que lo hagan. Adema´s, segu´n modelos cosmolo´gicos
recientes, el Universo estar´ıa descrito por un Lagrangiano con una constante cosmolo´gica de
este tipo, con un valor absoluto muy pequen˜o.
En este sentido, hemos usado ambos formalismos para caracterizar soluciones de teor´ıas
en cuatro y cinco dimensiones. Al igual que ocurre con la clasificacio´n de soluciones super-
sime´tricas en SUGRA, tambie´n aqu´ı separamos nuestro estudio en funcio´n de la norma del
vector que se construye como un bilineal de los espinores que satisfacen la KSE. As´ı, distin-
guimos entre el caso timelike, cuando la norma del vector es positiva, o caso nulo, cuando la
misma es cero. En el caso de fSUGRA cuatri-dimensional acoplada a vectores no-Abelianos,
estudiada en el cap´ıtulo 3, encontramos que las soluciones para el caso timelike vienen dadas
por una me´trica de tipo conforma-estacionaria
ds2 = 2|X|2 (dτ + ω)2 − 1
2|X|2 hmndy
mdyn , (II.1)
con la particularidad de que e´sta conlleva una dependencia en el tiempo. Dicha dependencia
coincide con la que propusieron Behrndt y Cveticˇ en [28] para generar soluciones a partir
de las supersime´tricas conocidas en N = 2 d = 4 SUGRA. Adema´s, encontramos que el
espacio-base con me´trica hmn es una subclase de espacios Einstein-Weyl tri-dimensionales,
llamados espacios hyper-CR o Gauduchon-Tod [28]. Para el caso nulo encontramos que las
soluciones tienen holonomı´a dentro del grupo Sim(2), cuyo intere´s esta´ fundamentado en
que las soluciones puramente gravitacionales con esta caracter´ıstica no reciben correciones
cua´nticas [105].
As´ı mismo, en el cap´ıtulo 4 se estudia la clasificacio´n del caso nulo a la teor´ıa de fSUGRA
mı´nima en cinco dimensiones. La solucio´n viene dada por las ecuaciones (4.72), (4.73), y, al
igual que en el caso nulo en cuatro dimensiones, e´sta incluye el caso especial donde el vector
nulo N es recurrente, i.e.
∇µNν = CµNµ , (II.2)
que implica que la geometr´ıa resultante (la conexio´n de Levi-Civita`) tiene holonomı´a especial
Sim(3). Por su parte, el cap´ıtulo 5 contiene el ana´lisis de la clasificacio´n de la teor´ıa de
fSUGRA cinco-dimensional acoplada a vectores Abelianos. E´sta es una generalizacio´n de la
estudiada en el cap´ıtulo anterior, y en este sentido la contiene. Obtenemos que la estructura
geome´trica viene determinada por las ecuaciones (5.137), (5.138), y que la condicion de recur-
rencia para ∇L.C. esta´ dada por B = 0. En dicho caso, el valor de la norma de X determina
si el espacio Gauduchon-Tod tri-dimensional es plano o por el contrario la 3-esfera. Adema´s,
encontramos que para un valor de X2 − QIJVIVJ constante volvemos a tener invariantes
escalares algebraicos, en el sentido de [105].
Para finalizar, discurrimos sobre co´mo utilizar el mismo concepto en otros contextos,
cambiando la condicio´n de paralelizacio´n del espinor para obtener distintos resultados. En
este sentido, el cap´ıtulo 6 contiene una clasificacio´n de espacios Lorentzianos de tipo Einstein-
Weyl (EW), que son de intere´s entre la comunidad matema´tica. Nuestras soluciones se basan
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en la existencia de un espinor paralelo bajo una determinada conexio´n, de tal modo que su
condicio´n de integrabilidad da lugar a la ecuacio´n para espacios EW. Aplicamos entonces las
mismas te´cnicas (caso timelike y caso nulo), que nos permiten as´ı encontrar que para el caso
timelike en cualquier dimensio´n menos en d = 4, estos son conformes a espacios Lorentzianos
que admiten espinores paralelos. Estos fueron parcialmente clasificados por Bryant en [123].
El caso cuatri-dimensional viene dado por R1,3, como ya se explicaba en dicha referencia. Las
soluciones en la clase nula vienen dadas por me´tricas Kundt y un vector gauge de tipo Weyl,
distintos en funcio´n de la dimensionalidad de la teor´ıa.
Un punto interesante es que nuestro ana´lisis en tres dimensiones contiene una general-
izacio´n de una de las dos me´tricas con escalar de Weyl plano estudiadas por Calderbank
y Dunajski en [128]. No contiene sin embargo la otra, ya que nuestro me´todo se basa en
la existencia de un espinor paralelo, y esto limita el espectro de soluciones que se pueden
obtener. En cualquier caso, se tratan de resultados nunca antes publicados, a los que se ha
podido acceder por medio de te´cnicas caracter´ısticas del estudio de soluciones supersime´tricas
a teor´ıas de SUGRA.
El ape´ndice A contiene las convenciones usadas en los cap´ıtulos centrales, tanto la relativa
al ca´lculo tensorial como sobre las estructuras espinoriales y los bilineales espinoriales e iden-
tidades de Fierz. El ape´ndice B ofrece informacio´n sobre las distintas variedades de escalares
relevantes en las teor´ıas estudiadas. El C contiene detalles te´cnicos sobre la geometr´ıa de
los casos nulos, as´ı como sobre las me´tricas Kundt, que aparecen de forma reiterada como
soluciones en estas clases. El ape´ndice D ofrece una pequen˜a introduccio´n a la geometr´ıa de
Weyl y a los espacios Einstein-Weyl y Gauduchon-Tod, mientras que el E contiene detalles
te´cnicos sobre el grupo Sim, as´ı como sobre su relacio´n con teor´ıas con vectores recurrentes,
cuya conexio´n tiene un grupo de holonomı´a que es un subgrupo del mismo. Por u´ltimo, el
ape´ndice F es una pequen˜a introduccio´n a los grupos de Lorentz y esp´ın, y su relacio´n 2 a 1.
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Appendix A
Conventions
The conventions and definitions used in this thesis are taken from the respective research
articles which conform the central chapters of this work. They are contained in this appendix
for reference and completeness. Appendix A.1 gives those related to the tensorial calculus.
Appendix A.2 presents the spinorial structures of the theories considered. In particular, it
contains the conventions used for the gamma matrices and the spinors. The spinor bilinears
and Fierz identities, which are fundamental to the first of the formalisms, are presented in
appendix A.3.
A.1 Tensor conventions
Different notations and conventions have been used for different chapters. This is due to
having used different methods to attack the classification of fSUGRAs. While in principle
there is no relation between the method employed and the notations/ conventions used, the
analyses considered previous published works in order to reduce the load of work. Hence the
conventions taken are those of the previous articles, which unfortunately do not agree. We
present both sets for completeness.
A.1.1 Tensor conventions for the bilinear formalism
Chapters 3, 4 and 6 all employ the notation of [29]. The conventions, however, are slightly
different. Those of chapter 3 are taken from [127], which in turn are based on [74], to which
we have adapted the formulae of [29]. The difference between the two is the sign of the
spin connection, of the completely antisymmetric tensor abcd and of γ5. Thus, chiralities are
reversed and self-dual tensors are replaced by antiself-dual tensors, and viceversa. The cur-
vatures are identical. Also, all fermions and supersymmetry parameters from [29] have been
rescaled by a factor of 1/2, which introduces additional factors of 1/4 in all the supersymme-
try transformations of the bosonic fields. Furthermore, the normalization of forms differs by
a factor of n! (see eq. (A.4) below for our choice), which induces an additional factor of 2 in
the supersymmetry transformations of the vectors.
The five-dimensional conventions of chapter 4 are those used in [108]. Those, in turn,
come from [141], having changed the sign of the metric to have mostly minus signature,
multiplying all the gamma matrices γa by +i and all the γa by −i and setting κ = 1/
√
2.
They are essentially the same as in four dimensions above, including the additional space
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coordinate. We proceed to describe them.
We use Greek letters µ, ν, ρ, . . . to denote curved tensor indices in a coordinate basis,
and Latin letters a, b, c . . . as flat tensor indices in a Vielbein basis. We symmetrize ( ) and
antisymmetrize [ ] with weight one, i.e. dividing by n!, where n is the number of indices inside
the bracket, e.g.
A[a1 a2 Bb1] ≡ 13!
(
Aa1 a2 Bb1 +Aa2 b1 Ba1 +Ab1 a1 Ba2
−Aa2 a1 Bb1 −Aa1 b1 Ba2 −Ab1 a2 Ba1
)
.
(A.1)
We use a mostly minus signature diag(+, [−]d−1). η is the Minkowski metric and we denote
a general metric by g. Flat and curved indices are related by tetrads ea
µ and their inverses
eaµ, thus satisfying
ea
µeb
νgµν = ηab , e
a
µe
b
νηab = gµν . (A.2)
We define the (Hodge) dual of a completely antisymmetric tensor of rank k, F(k), by
? F(k)
µ1···µ(d−k) = 1
k!
√
|g|
µ1···µ(d−k)µ(d−k+1)···µdF(k)µ(d−k+1)···µd . (A.3)
Differential forms of rank k are normalized as follows:
F(k) ≡ 1k!F(k)µ1···µkdxµ1 ∧ · · · ∧ dxµk . (A.4)
∇ is the total (general and Lorentz) covariant derivative, whose action on tensors and
spinors ψ we choose to be given by
∇µφ = ∂µφ ,
∇µξν = ∂µξν + Γµρ,ν ξρ ,
∇µwν = ∂µwν − wρ Γµν,ρ ,
(A.5)
∇µξa = ∂µξa + ωµ,ba ξb ,
∇µwa = ∂µwa − wb ωµ,ab ,
∇µψ = ∂µψ − 14ωµ,ab γabψ ,
(A.6)
where γab is the antisymmetric product of two gamma matrices, i.e.
γab ≡ γ[a γb] =
1
2
(γa γb − γb γa) , (A.7)
ωµ,b
a is the spin connection (antisymmetric in the last two indices) and Γµρ,
ν is the affine
connection (symmetric in the first two indices). From this point on we shall not include the
comma, in order to avoid cluttering of indices.
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The respective curvatures, for torsionless connections, are defined through the Ricci iden-
tities
[∇µ,∇ν ] ξρ = Rµνσρ(Γ) ξσ ,
[∇µ,∇ν ] ξa = Rµνba(ω)ξb ,
[∇µ,∇ν ] ψ = −14Rµνab(ω)γabψ ,
(A.8)
and given in terms of the connections by
Rµνρ
σ(Γ) = 2∂[µΓν]ρ
σ + 2Γ[µ|λσΓν]ρλ ,
Rµνa
b(ω) = 2∂[µ ων]a
b − 2ω[µ|ac ω|ν]cb .
(A.9)
These two connections are related by
ωµa
b = Γµa
b + eν
b∂µea
ν , (A.10)
where the Vielbein postulate
∇µeaν = 0 (A.11)
has been used. This, in turn, implies that the curvatures are related by
Rµνρ
σ(Γ) = eρ
aeσbRµνa
b(ω) . (A.12)
Finally, metric compatibility and torsionlessness fully determine the connections to be of the
form
Γµν
ρ = 12g
ρσ {∂µgνσ + ∂νgµσ − ∂σgµν} ,
ωabc = −Ωabc + Ωbca − Ωcab , where Ωabc = eaµebν∂[µecν] .
(A.13)
The indices used in these chapters are explained in the following table.
Type Associated structure
µ, ν, . . . Curved space
a, b, . . . Tangent space
m,n, . . . Cartesian R3 indices
i, j, . . .; i∗, j∗, . . . Complex scalar fields and their conjugates.
Λ,Σ, . . . sp(n+ 1) indices
I, J, . . . N spinor indices
Table A.1: Meaning of the indices employed in the bilinear formalism.
Further conventions for d = 4
The particularities of the four-dimensional theory induce the existence of (anti) self-dual
forms. This implies that there are certain formulae which only hold in this case, and which
have been used in chapter 3. The four-dimensional fully antisymmetric tensor is defined in
flat indices by
0123 ≡ +1 ⇒ 0123 = −1 , (A.14)
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and in curved indices by
µ1···µ4 =
√
|g| eµ1a1 · · · eµ4a4 a1···a4 ; (A.15)
thus, with upper indices, it is independent of the metric and has the same value as with flat
indices.
For any 2-form, we define the imaginary (anti-)selfdual 2-forms
F± ≡ 12(F ± i ?F ) , ±i ?F± = F± . (A.16)
For any two 2-forms F , G we have
F±µνG∓µν = 0 , F±[µρG∓ν]ρ = 0 . (A.17)
A small identity that comes in useful when considering the stress-energy tensor for a number
of field strengths is
T (ΛΣ)µν ≡ F (Λµρ FΣ)ν ρ − 14 gµν FΛσρ FΣσρ = 2FΛ+(µ|ρ FΣ−|ν) ρ . (A.18)
Given any non-null 2-form F , i.e. FµνF
µν 6= 0, and a non-null 1-form Vˆ = Vµdxµ, we can
express F in the form
F = −V −2[E ∧ Vˆ − ?(B ∧ Vˆ )] , (A.19)
where E ≡ ıV F (≡ V µFµνdxν) and B ≡ ıV ? F . For the complex combinations F± we have
F± = −V −2[C± ∧ Vˆ ± i ? (C± ∧ Vˆ )] , (A.20)
with C± ≡ ıV F±.
If we have a (real) null vector lµ, we can always add three more null vectors nµ,mµ,m∗µ
to construct a complex null tetrad such that the local metric in this basis takes the form
0 1 0 0
1 0 0 0
0 0 0 −1
0 0 −1 0
 (A.21)
with the ordering (l, n,m,m∗). For the local volume element we obtain lnmm∗ = i. With
the dual basis of 1-forms
(
lˆ, nˆ, mˆ, mˆ∗
)
we can construct three independent complex self-dual
2-forms that we choose to normalize as follows:
Φˆ(1) = lˆ ∧ mˆ∗ ,
Φˆ(2) = 12 [lˆ ∧ nˆ+ mˆ ∧ mˆ∗] ,
Φˆ(3) = −nˆ ∧ mˆ .
(A.22)
Any self-dual 2-form F+ can be written as a linear combination of these, with complex
coefficients
F+ = ciΦˆ
(i) . (A.23)
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The coefficients ci can be found by contracting F
+ with lµ, nµ,mµ,m∗µ, i.e.
lνF+νµ = −12c2lµ − c3mµ ,
nνF+νµ = c1m
∗
µ +
1
2c2nµ ,
mνF+νµ = c1lµ +
1
2c2mµ ,
m∗νF+νµ = −12c2m∗µ − c3nµ .
(A.24)
A.1.2 Tensor conventions for the spinorial geometry formalism
Chapter 5 employs the spinorial geometry method. The notation is different from that of the
spinor-bilinear case. In particular, the following equivalences hold
Spinorial geometry notation Spinor-bilinear notation
index M index a
index I index Λ
CIJK (−16/
√
3)CIJK
XI (−2/
√
3)hI
XI (−√3/2)hI
QIJ 2 aIJ
QIJ (1/2)aIJ
V I @
g VI −(4g/3)ξI
Fab (1/2)Fab
Table A.2: Equivalence between notation employed in the two formalisms.
The conventions used are those of [142]. In particular, the form of the covariant derivative
takes on the form
∇µξν = ∂µξν + Γνρµξρ , (A.25)
where
Γνρµ =
1
2
gνσ(∂µgρσ + ∂ρgµσ − ∂σgρµ) , (A.26)
and the symmetry is clearly on the last two indices. The Riemann curvature tensor is defined
as
Rρσµν = ∂µΓ
ρ
νσ − ∂νΓρµσ + ΓρµλΓλνσ − ΓρνλΓλµσ . (A.27)
This implies that the curvature scalar R has the opposite sign to that of chapters 3, 4 and 6.
A.2 Spinorial structures
We give the conventions used for the spinorial structure of a general Lorentzian manifold
of dimension (1, d − 1). This is general for all chapters, and especially important for those
that make use of the bilinear formalism. In this sense, there is also a general proof for the
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positive-semidefiniteness (for Lorentzian spacetimes) of the vector bilinear, which in turn
explain why we consider timelike and null cases in our classification. Notice that chapter 6
has a Dirac conjugation matrix equal to D = γ0, while in chapters 3 and 4 this is D = iγ0.
The particularities that apply to these latter cases are given in appendix A.2.1 for d = 4, and
appendix A.2.2 for d = 5.
On R1,n−1 we shall put the mostly-negative metric η = diag(+, [−]n−1) and take the
Gamma matrices to satisfy
{γa, γb} = 2ηab 1 . (A.28)
We use a unitary representation for these matrices, which implies that γ†0 = γ0 and γ
†
i = −γi.
In chapter 6 we have chosen the Dirac conjugation matrix D = γ0, and we define the
Dirac conjugate of a spinor ψ by ψ ≡ ψ†D, to obtain
DγaD−1 = γ†a , DγabD−1 = −γ†ab . (A.29)
Defining the 1-form L = La e
a by means of La ≡ ψγaψ, it is then automatically real, i.e.
L∗a = ψ
T (Dγa)∗ ψ∗ = ψγaψ D = ψ† (Dγa)† ψ = ψD−1γ†aD†ψ = ψγaψ = La , (A.30)
where a perhaps expected −1 sign in the third step is absent as we are dealing with classical
(i.e. commuting) spinors. In terms of the components we have that La = 
†Dγa and it is
clear that L0 = 
†. Furthermore, we can always rotate the spatial components of L in such
a way that only the first component is non-vanishing. This then implies that
g(L,L) = L20 − L21 . (A.31)
L1 = 
†γ01 and if we combine this with γ
†
01 = γ01, γ
2
01 = 1 and Tr(γ01) = 0 we can use a
SO(bn/2c) rotation to write γ01 = diag([+]bn/2c, [−]bn/2c). Decomposing the spinor w.r.t. the
structure of γ01 as 
t = (v, w), where v and w are vectors in Cbn/2c, we see that
L0 = |v|2 + |w|2 , L1 = |v|2 − |w|2 −→ g(L,L) = 4|v|2|w|2 , (A.32)
which implies the positive-definiteness of |L|2.
A.2.1 Gamma matrices and spinors in SO(1, 3)
We work with a unitary, purely imaginary representation of the Gamma matrices γa
(γa)∗ = −γa , (A.33)
and the same convention for their anticommutator as above. Thus,
γ0γaγ0 = γa † = (γa)−1 ≡ γa . (A.34)
Because of the even dimensionality of the theory, there is a chirality matrix, which is defined
by
γ5 ≡ −iγ0γ1γ2γ3 = i4!abcdγaγbγcγd , (A.35)
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and satisfies
γ5
† = −γ5∗ = γ5 , (γ5)2 = 1 . (A.36)
With such a chirality matrix, we have the identity
γa1···ad =
(−1)bd/2ci
(4− d)! 
a1···ad b1···b4−dγb1···b4−dγ5 . (A.37)
Our convention for Dirac conjugation is
ψD ≡ ψ¯ = ψ†D , (A.38)
where in this case we have taken D = iγ0. We use 4-component chiral spinors. In N = 2
theory, the chirality is related to the position of the SU(2)-indices and Sp(nh/2)-indices as
follows (see table A.1):
γ5ψI µ = −ψI µ , γ5λIi = +λIi , γ5I = −I . (A.39)
Both (chirality and position of the index) are reversed under complex conjugation:
γ5ψ
I
µ = ψ
I
µ , γ5λI
i∗ = −λI i∗ , γ5ζα = +ζα , γ5I = I . (A.40)
We take this fact into account when Dirac-conjugating chiral spinors:
¯I ≡ i(I)†γ0 , ¯Iγ5 = +¯I , etc. (A.41)
A.2.2 Gamma matrices and spinors in SO(1, 4)
In five dimensions, the first four of the Gamma matrices are taken to be identical to the
four-dimensional purely imaginary Gamma matrices γ0, ..., γ3 satisfying
{γa, γb} = 2ηab 1 , (A.42)
and the fifth is γ4 = −γ0123, so it is purely real. The Clifford algebra anticommutator (A.28)
is still valid for a = 0, · · · , 4. Furthermore, γa1···a5 = a1···a5 and in general
γa1···ad =
(−1)bd/2c
(5− d)! 
a1···adb1···bd−5γb1···b5−d . (A.43)
γ0 is Hermitean and the other Gammas are anti-Hermitean, thus having a unitary represen-
tation.
To explain our convention for symplectic-Majorana spinors, let us start by defining the
Dirac, complex and charge conjugation matrices D±,B±, C±. By definition they satisfy [74]
D± γaD−1± = ±γa † , B± γa B−1± = ±γa ∗ , C± γa C−1± = ±γaT . (A.44)
The natural choice for a real Dirac conjugation matrix is
D = iγ0 , (A.45)
which corresponds to D = D+. The other conjugation matrices are related to it by
C± = BT±D , (A.46)
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but it can be shown that in this case only C = C+ and B = B+ exist and are both antisym-
metric. We take them to be
C = iγ04 , B = γ4 ⇒ B∗B = −1 . (A.47)
The Dirac conjugate is defined by
ψD ≡ ψ¯ = ψ†D = iψ†γ0 , (A.48)
and the Majorana conjugate by
ψM ≡ ψTC = iψTγ04 . (A.49)
The Majorana condition (Dirac conjugate = Majorana conjugate) cannot be consistently
imposed because it requires B∗B = +1. Therefore, we introduce the symplectic-Majorana
conjugate in pairs of spinors by using the corresponding symplectic matrix, e.g. εij in
ψiSM ≡ εijψj TC ; (A.50)
then the symplectic-Majorana condition is
ψi ∗ = εijγ4ψj . (A.51)
To impose the symplectic-Majorana condition on hyperinos ζA, the only thing we have to do
is to replace the matrix εij by CAB, which is the invariant metric of Sp(nh).
Our conventions on SU(2) indices are intended to keep manifest the SU(2)-covariance.
In SU(2), besides the preserved metric, there is the preserved tensor εij . We also introduce
εij , normalised as ε12 = ε
12 = +1. Therefore, we may construct new covariant objects by
using εij and ε
ij , e.g. ψi ≡ εijψj , ψj = ψiεij . Using this notation the symplectic-Majorana
condition can be simply stated as
ψi ∗ = γ4ψi . (A.52)
We use the bar on spinors to denote the (single) Majorana conjugate:
ψ¯i ≡ ψiTC , (A.53)
which transforms under SU(2) in the same representation as ψi does. We can also lower its
SU(2) index as ψ¯i ≡ εijψ¯j . In terms of single Majorana conjugates the symplectic Majorana
condition reads (
ψ¯i
)∗
= ψ¯iγ
4 . (A.54)
Finally, observe that after imposing the symplectic Majorana condition the following simple
relation between the single Dirac and Majorana conjugates holds:
ψi
†D = ψ¯i , (A.55)
which is very useful if one prefers to use the Dirac conjugate instead of the Majorana one.
A.3 Spinor bilinears and Fierz identities
In this appendix we provide information on the spinor bilinears constructed out of the ’s.
This is primary in the characterisation of the solutions based on the spinor-bilinear method
used in chapters 3, 4 and 6. We give as well the Fierz identities, with a proof of their
derivation.
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A.3.1 Spinor bilinears in d = 4
These bilinears are based on (but not equal to) those of [82]. The scalar ones are defined by
X = 12ε
IJ ¯IJ , ¯IJ = εIJ X ,
X = 12εIJ ¯
IJ , ¯IJ = εIJ X .
(A.56)
The vector bilinears are defined by
V Ia J ≡ i¯IγaJ = 12 Va δIJ + 12 V xa (σx)I J , (A.57)
which can be inverted to
Va = V
I
a I and V
x
a = (σ
x)I
J V Ia J . (A.58)
Finally we have 3 imaginary-selfdual 2-forms defined by
ΦIJ ab ≡ ¯IγabJ = Φxab i2 (σx)IJ −→ Φx = i (σx)IJ ΦIJ . (A.59)
The anti-imaginary-self-dual 2-forms are defined by complex conjugation.
From the Fierz identities eq. (A.83) we can then derive that
ηab =
1
4|X|2 [VaVb − V
x
a V
x
b ] , (A.60)
and consistently with the above that
ıV V
x = 0 , g (V, V ) = 4|X|2 , g (V x, V y) = −4|X|2 δxy . (A.61)
A result that is harder to be found is
X Φxab = −i
[
V[aV
x
b] +
i
2εab
cdVcV
x
d
]
, (A.62)
which translates to
X Φx =
1
2i
[V ∧ V x + i ? (V ∧ V x)] (A.63)
in form notation.
In the null case, i.e. for X = 0, the V x are proportional to V and the Φs become linear
dependent, severely limiting the utility of the bilinears. In section (3.3), we will, following
[21], introduce an auxiliar spinor which leads to Fierz identities similar to the ones above.
A.3.2 Spinor bilinears in d = 5
With one commuting symplectic-Majorana spinor i we can construct the following indepen-
dent, SU(2)-covariant bilinears:
¯i 
j : It is easy to see that
¯i
j = −εjk(¯kl)εli ,
(¯i
j)∗ = −¯ji ,
(A.64)
The first equation implies that this matrix is proportional to δi
j and the second equation
implies that the constant is purely imaginary. Thus, we define the SU(2)-invariant scalar
f˜ ≡ i¯ii = i¯σ0 , ¯ij = − i2 f˜ δij . (A.65)
All the other scalar bilinears i¯σr (r = 1, 2, 3) vanish identically.
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¯iγ
aj : This matrix satisfies the same properties as ¯i
j , and so we define the vector bilinear
V a ≡ i¯iγai = i¯γaσ0 , ¯iγaj = − i2 δij V a . (A.66)
which is also SU(2)-invariant, the other vector bilinears being automatically zero.
¯iγ
abj : In this case
¯iγ
abj = +εjk(¯kγ
abl)εli ,
(¯iγ
abj)∗ = ¯jγabi ,
(A.67)
which means that these 2-form matrices are traceless and Hermitean and we have three
non-vanishing real 2-forms
Φr ab ≡ σrij ¯jγabi , ¯iγabj = 12σrij Φr ab . (A.68)
for r = 1, 2, 3, which transform as a vector in the adjoint representation of SU(2), and
the fourth is ¯γabσ0 = 0.
Using the Fierz identities eq. (A.83) for commuting spinors we get, among other identities,
V aVa = f˜
2 , (A.69)
VaVb = ηabf˜
2 + 13
∑
r
Φra
cΦrcb , (A.70)
V aΦrab = 0 , (A.71)
V a(?Φr)abc = −f˜Φrbc , (A.72)
Φra
cΦscb = −δrs(ηabf˜2 − VaVb)− εrstf˜Φtab , (A.73)
Φr [abΦ
s
cd] = −14 f˜ δrsεabcdeV e , (A.74)
Vaγ
ai = f˜ i , (A.75)
Φrabγ
abi = 4if˜ jσrj
i . (A.76)
A.3.3 Fierz identities
The bilinears that can be constructed from Killing spinors in our four- and five-dimensional
studies are 2 × 2 matrices that can be written as linear combinations of the Pauli matrices
σrˆ (rˆ = 0, . . . , 3) where σ0 = 12. It is natural, then, that we want to use the equation first
derived by Fierz to help us obtain important identities on the bilinears.
The general Fierz identity arises from the completeness of the antisymmetric product of
Dirac gamma matrices γa as a basis for 2bd/2c × 2bd/2c matrices. The 22bd/2c-dimensional
canonical basis for the vector space of these matrices is
{OI} = {O0,O1, ...,Od} = rI{1, γa, γa1 a2 , ... , γa1 a2 ... ad} , (A.77)
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where rI = 1 or rI = i according to whether bI/2c is (respectively) even or odd. We can
construct an orthogonal dual basis
{OI} = rI{1, γa, γa1 a2 , ... , γa1 a2 ... ad} , (A.78)
where rI = r
I ; one can see that OIOJ ≡ tr(OIOJ) = 2bd/2cδIJ , such that any 2bd/2c × 2bd/2c
matrix A can be written as a linear combination of the elements in OI . This implies that
A = aIOI , and hence tr(OIA) = 2bd/2caI ; furthermore
Aαβ = 2
−bd/2c∑
I
Aσρ(OI)ρσ(OI)
α
β . (A.79)
By considering a general bilinear of spinors(
λ¯Mϕ
) (
ψ¯Nχ
) ≡ λ¯αMαβϕβψ¯σNσρχρ (A.80)
and eq. (A.79) on MαβN
σ
ρ as a A
σ
β-matrix, we obtain the Fierz identity(
λ¯Mϕ
) (
ψ¯Nχ
)
= p 2−bd/2c
∑
I
(λ¯MOINχ)(ψ¯OIϕ) , (A.81)
where p = +1 for commuting spinors, and p = −1 for anti-commuting spinors.
Moreover, to obtain the general form in d = 4, we consider eq. (A.37), that relates products
of n matrices with products of (d− n) matrices. This gives,
p(λ¯Mχ)(ψ¯Nϕ) = 14(λ¯MNϕ)(ψ¯χ) +
1
4(λ¯Mγ
aNϕ)(ψ¯γaχ)− 18(λ¯MγabNϕ)(ψ¯γabχ)
−14(λ¯Mγaγ5Nϕ)(ψ¯γaγ5χ) + 14(λ¯Mγ5Nϕ)(ψ¯γ5χ) .
(A.82)
For d = 5 we use eq. (A.43), as well as an extended basis of Pauli matrices (rˆ = {0, 1, 2, 3})
to express the Sp(1)-structure succinctly. This gives
(
λ¯Mϕ
) (
ψ¯Nχ
)
=
p
8
3∑
rˆ=0
((
λ¯MσrˆNχ
)(
ψ¯σrˆϕ
)
+
(
λ¯MγaσrˆNχ
)(
ψ¯γaσ
rˆϕ
)
− 12
(
λ¯MγabσrˆNχ
) (
ψ¯γabσ
rˆϕ
))
.
(A.83)
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Appendix B
Scalar manifolds
In this appendix we present the technical information about the scalar manifolds which play
a part in the theories studied. These geometries are different according to the dimensionality
of the theory in question, and its field content. Ka¨hler geometry, for example, is relevant
when considering a four-dimensional sigma model with N = 1 global supersymmetry [143].
To introduce local SUSY, however, ones needs to consider the subclass of Ka¨hler-Hodge
manifolds (see e.g. [144, ch. 3]). An introduction to these, including the conventions used, is
given in appendix B.1.
For a lagrangian in d = 4 with N = 2 global SUSY, containing only massless scalars, the
couplings among these fields are given in terms of a hyper-Ka¨hler manifold [145]. Adding
gravity implies that the scalar fields will parametrise instead a quaternionic-Ka¨hler manifold
[146 - 148]. This geometry is treated at some length in appendix B.3. When introducing vector
multiplets as well, the self-couplings between the complex scalars, and those relating complex
scalars and vectors are dictated by Special Ka¨hler geometry [149, 80], which is discussed in
appendix B.2. The complete target space of the non-linear sigma model for the scalar fields is
thus given by the product of a Special Ka¨hler manifold and a quaternionic-Ka¨hler manifold.
Real Special geometry, on the other hand, arises when considering the coupling of pure
d = 5 SUGRA to vector multiplets [150]. This is given in appendix B.4. A more involved
theory not considered here is that formed by also considering hyperscalar multiplets. The
complete target space is then given by the product of a Real Special and a quaternionic-Ka¨hler
manifold.
Before starting with Ka¨hler geometry we give a short scholium on complex and hyper-
complex (quaternionic) structures.
Complex and quaternionic structures
We say that a manifold M is almost-complex when it is endued with an almost-complex
structure J . This is a linear map defined at each patch of the manifold such that
J : TpM → TpM , with J 2 = −1 . (B.1)
We call it almost-complex, as opposed to regularly complex, since we lack an integrability
condition connecting the different patches of M . Usually such integrability condition can be
linked to the vanishing of the Nijenhuis tensor. In the context of supergravity theories, it is
common to find the condition of parallelity of J w.r.t. the Levi-Civita` connection
∇aJbc = 0 . (B.2)
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Eq. (B.2) implies the vanishing of the Nijenhuis tensor, whence M is a complex manifold.
This almost-complex structure J need not necessarily be compatible with the metric H,
such that
J ◦ H(∂a, ∂b) = H(J ◦ ∂a, ∂b) + H(∂a,J ◦ ∂b) = Jab + Jba = 0 . (B.3)
If it is, we call the metric Hermitean and we define a 2-form K(X,Y ) ≡ H(J ◦X,Y ), which
is identified with the Ka¨hler 2-form. If the form K is closed, i.e. dK = 0, then M is said to
be a Ka¨hler manifold. Clearly this is the case if J is parallel a` la (B.2).
If instead of one J we have a triplet of them J r (r = 1, 2, 3), that satisfy the algebra of
imaginary unit quaternions, i.e.
(J r · J s)ab = −δrsδab + εrst(J t)ab , (B.4)
we have what is called an almost-quaternionic structure (it is also often called an almost-hyper-
complex structure). Again, if the three maps are compatible with the metric, in which case the
metric is said to be hyper-Hermitean, we can define the three 2-forms Kr(X,Y ) ≡ H(J rX,Y ).
If the condition dKr = 0 is satisfied, then the two-forms are closed and M is said to be a
hyper-Ka¨hler manifold.
B.1 Ka¨hler geometry
A Ka¨hler manifold M is a complex manifold on which there exist complex coordinates Zi
and Z∗ i∗ = (Zi)∗ and a real function K(Z,Z∗), called the Ka¨hler potential, such that the line
element is
ds2 = 2Gii∗ dZi dZ∗ i∗ , with Gii∗ = ∂i∂i∗K . (B.5)
The Ka¨hler (connection) 1-form Q is defined by
Q ≡ 12i(dZi∂iK − dZ∗ i
∗
∂i∗K) , (B.6)
and the Ka¨hler 2-form K is its exterior derivative
K ≡ dQ = iGii∗dZi ∧ dZ∗ i∗ . (B.7)
The choice of complex coordinates is such that the complex structure is thus trivial, i.e. Jii =
−Ji∗ i∗ = i. The Levi-Civita` connection on a Ka¨hler manifold can be shown to be
Γjk
i = Gii∗∂jGi∗k , Γj∗k∗ i∗ = Gi∗i∂j∗Gk∗i . (B.8)
The only non-vanishing components of the Riemann curvature tensor are given by Rij∗kl∗ ,
but we shall not be needing its explicit expression. The Ricci tensor is given by
Rij∗ = ∂i∂j∗
(
1
2 log detG
)
. (B.9)
As can be easily seen from inspection of eq. (B.5), the Ka¨hler potential is not unique; it
is defined up to Ka¨hler transformations of the form
K′(Z,Z∗) = K(Z,Z∗) + f(Z) + f∗(Z∗) , (B.10)
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where f(Z) is a holomorphic function of the complex coordinates Zi. Under these transfor-
mations, the Ka¨hler metric and Ka¨hler 2-form are invariant, while the components of the
Ka¨hler connection 1-form transform according to
Q′i = Qi − i2∂if . (B.11)
By definition, objects with Ka¨hler weight (q, q¯) transform under the above Ka¨hler transfor-
mations with a factor e−(qf+q¯f∗)/2 and the Ka¨hler-covariant derivative D acting on them is
given by
Di ≡ ∇i + iqQi , Di∗ ≡ ∇i∗ − iq¯Qi∗ , (B.12)
where ∇ is the covariant derivative associated to the Levi-Civita` connection onM. The Ricci
identity for this covariant derivative, for a weight (q, q¯) scalar object, reads
[Di,Dj∗ ]φ(q,q¯) = −12 (q − q¯) Gij∗ φ(q,q¯) . (B.13)
B.1.1 Ka¨hler-Hodge manifolds
When (q, q¯) = (1,−1), this defines a complex line bundle L1 →M over the Ka¨hler manifold
M, whose first (and only) Chern class equals the Ka¨hler 2-form K. A complex line bundle
with this property is known as a Ka¨hler-Hodge (KH) manifold. These are the manifolds
parametrized by the complex scalars of the chiral multiplets of N = 1, d = 4 Supergravity.
Furthermore, objects such as the superpotential and the spinors of the theory have a well-
defined Ka¨hler weight. On the other hand, manifolds parametrized by the complex scalars
of the vector multiplets of N = 2, d = 4 Supergravity are also KH manifolds, but must
satisfy further constraints that define what is known as Special Ka¨hler Geometry (or Special
Geometry for short), described in appendix B.2.
If one is interested on the spacetime pullback of the Ka¨hler-covariant derivative on tensor
fields with Ka¨hler weight (q,−q) (weight q, for short), this takes the simple form
Dµ = ∇µ + iqQµ , (B.14)
where ∇µ is the standard spacetime covariant derivative plus possibly the pullback of the
Levi-Civita` connection on M, and Qµ is the pullback of the Ka¨hler 1-form, i.e.
Qµ = 12i(∂µZi∂iK − ∂µZ∗ i
∗
∂i∗K) . (B.15)
B.1.2 Gauging holomorphic isometries
We now proceed to review some of the basics of the gauging of holomorphic isometries of
Ka¨hler-Hodge manifolds that occur in N = 1 and N = 2, d = 4 supergravities. We will first
study the general problem in complex manifolds. This is enough for purely bosonic theories,
in which only the complex structure is relevant. In the presence of fermions, however, the
Ka¨hler-Hodge structure becomes necessary, and only those transformations that preserve it
will be symmetries (of the full theory) that can be gauged. We study this problem next.
The special-Ka¨hler structure is necessary in N = 2, d = 4 Supergravity and, again, only
those transformations that preserve it are symmetries that can be gauged. This problem will
be studied in appendix B.2.2, after we define special-Ka¨hler manifolds.
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Gauging in complex manifolds
We start by assuming that the Hermitean metric Gij∗ (we will use the Ka¨hler-Hodge structure
later) admits a set of Killing vectors1 {KΛ = kΛi∂i + k∗Λi
∗
∂i∗} satisfying the Lie algebra
[KΛ,KΣ] = −fΛΣΩKΩ , (B.16)
of the group GV that we want to gauge. Hermiticity implies that the components kΛ
i and
k∗Λ
i∗ of the Killing vectors are, respectively, holomorphic and antiholomorphic, and satisfy
(separately) the above Lie algebra. Once (anti-)holomorphicity is taken into account, the
only non-trivial components of the Killing equation are
1
2£ΛGij∗ = ∇i∗k∗Λ j +∇jkΛ i∗ = 0 , (B.17)
where £Λ stands for the Lie derivative w.r.t. KΛ.
The standard σ-model kinetic term Gij∗∂µZi∂µZ∗j∗ is then automatically invariant under
infinitesimal reparametrizations of the form
δαZ
i = αΛkΛ
i(Z) , (B.18)
where the infinitesimal variation parameters αΛ are constants. If instead they become ar-
bitrary functions of the spacetime coordinates, i.e. αΛ = αΛ(x), we need to introduce a
covariant derivative using as connection the vector fields present in the theory. We write the
covariant derivative as
DµZ
i = ∂µZ
i + gAΛµkΛ
i , (B.19)
which transforms as
δαDµZ
i = αΛ(x)∂jkΛ
iDµZ
j = −αΛ(x)(£Λ −KΛ)DµZj , (B.20)
provided that the gauge potentials transform as
δαA
Λ
µ = −g−1DµαΛ ≡ −g−1(∂µαΛ + gfΣΩΛAΣµαΩ) . (B.21)
The gauge field strength is given by
FΛµν = 2∂[µA
Λ
ν] + gfΣΩ
ΛAΣ[µA
Ω
ν] , (B.22)
and changes under gauge transformations as
δαF
Λ
µν = −αΣ(x)fΣΩΛFΩµν . (B.23)
Now, to make the σ-model kinetic term gauge invariant, it is enough to replace the partial
derivatives by covariant derivatives
Gij∗∂µZi∂µZ∗j∗ −→ Gij∗DµZiDµZ∗j∗ . (B.24)
For any tensor field Φ 2 transforming covariantly under gauge transformations, i.e. trans-
forming as
δαΦ = −αΛ(x)(LΛ −KΛ)Φ , (B.25)
1The index Λ always takes values from 1 to nV (n¯ = nV + 1) in N = 1 (N = 2) Supergravity , but some
(or all) the Killing vectors may actually be zero.
2Where spacetime (µ, ν, . . .), gauge (Λ,Σ, . . .) and target space tensor (i, i∗, . . .) indices are not explicitly
shown.
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where we have defined the Lie covariant derivative LΛ as3
LΛ ≡ £Λ − SΛ , (B.26)
and SΛ represents a symplectic rotation, the gauge covariant derivative is given by
DµΦ = {∇µ + DµZiΓi + DµZ∗i∗Γi∗ − gAΛµ(LΛ −KΛ)}Φ . (B.27)
In particular, on DµZ
i
DµDνZ
i = ∇µDνZi + ΓjkiDµZjDνZk + gAΛµ∂jkΛiDνZj , (B.28)
which implies
[Dµ,Dν ]Z
i = gFΛµνkΛ
i . (B.29)
An important case is that of fields Φ which only depend on the spacetime coordinates
through the complex scalars Zi and their complex conjugates, so that
∇µΦ = ∂µΦ = ∂µZi∂iΦ + ∂µZ∗i∗∂i∗Φ . (B.30)
Φ is then an invariant field if4
LΛΦ ≡ (£Λ − SΛ)Φ = 0 . (B.31)
Only if all the fields present in the theory are invariant fields, can the theory be gauged.
Only in such a case ∇µΦ = ∂µΦ = ∂µZi∂iΦ + ∂µZ∗i∗∂i∗Φ can be true irrespectively of gauge
transformations. These fields transform under gauge transformations according to
δαΦ = −αΛ(LΛ −KΛ)Φ = αΛKΛΦ , (B.32)
and their covariant derivative is given by
DµΦ = {∂µ + DµZiΓi + DµZ∗i∗Γi∗ + gAΛµKΛ}Φ , (B.33)
which is always the covariant pullback of the target covariant derivative:
DµΦ = DµZ
i∇iΦ + DµZ∗i∗∇i∗Φ . (B.34)
As an example, consider the holomorphic kinetic matrix fΛΣ(Z) in N = 1, d = 4 Su-
pergravity or the period matrix NΛΣ(Z,Z∗) in N = 2, d = 4 Supergravity, both of which
are symmetric matrices that codify the couplings between the complex scalars and the vector
fields. These matrices transform under global rotations of the vector fields
δαA
Λ
µ = −αΣfΣΩΛAΩµ (B.35)
3We will extend this definition to fields with non-zero Ka¨hler weight after we study the symmetries of the
Ka¨hler structure. For the moment we only consider tensors of the Hermitean space with metric Gij∗ , possibly
with gauge and spacetime indices.
4Alternatively, we could say that it is a field invariant under reparametrizations up to rotations.
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according to
δαfΛΣ ≡ −αΩSΩfΛΣ = 2αΩfΩ(ΛΠfΣ)Π , (B.36)
(analogously for NΛΣ) and under the reparametrizations of the complex scalars, eq. (B.18),
as
δαfΛΣ = −αΩ£ΩfΛΣ − αΩkΩi∂ifΛΣ . (B.37)
These transformations will only be a symmetry of the theory if their values coincide, i.e. if
(£Ω − SΩ)fΛΣ = LΩ fΛΣ = 0 , (B.38)
this is, only if fΛΣ(Z) is an invariant field according to the above definition. Its covariant
derivative is given by
DµfΛΣ = DµZ
i∂ifΛΣ , (B.39)
on account of its holomorphicity.
Gauging in Ka¨hler-Hodge manifolds
Let us now assume that the scalar manifold is not just Hermitean, but rather Ka¨hler-Hodge,
and proceed to study how the Ka¨hler structure is preserved. The transformations generated
by the Killing vectors will preserve the Ka¨hler structure if they leave the Ka¨hler potential
invariant up to Ka¨hler transformations, i.e. for each Killing vector KΛ
£ΛK ≡ kΛi∂iK + k∗Λi
∗
∂i∗K = λΛ(Z) + λ∗Λ(Z∗) . (B.40)
From this condition it follows that
£ΛλΣ −£ΣλΛ = −fΛΣΩλΩ . (B.41)
On the other hand, the preservation of the Ka¨hler structure implies the conservation of
the Ka¨hler 2-form K
£ΛK = 0 . (B.42)
The closedness of K implies that £ΛK = d(ikΛK) and therefore the preservation of the Ka¨hler
structure implies the existence of a set of real 0-forms PΛ known as momentum maps, such
that
ikΛK = dPΛ . (B.43)
A local solution for this equation is provided by
iPΛ = kΛi∂iK − λΛ , (B.44)
which, on account of eq. (B.40), it is equivalent to
iPΛ = −(k∗Λi
∗
∂i∗K − λ∗Λ) , (B.45)
or
PΛ = ikΛQ− 12i(λΛ − λ∗Λ) . (B.46)
The momentum map can be used as a prepotential from which the Killing vectors can be
derived
kΛ i∗ = i∂i∗PΛ . (B.47)
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This is why they are sometimes called Killing prepotentials.
In principle, the momentum maps are defined up to an additive real constant. In N = 1,
d = 4 theories (but not in N = 2, d = 4) it is possible to have non-vanishing, constant
momentum maps with iPΛ = −λΛ for vanishing Killing vectors. In this case, no isometry is
gauged; instead it is the U(1) symmetry associated to Ka¨hler transformations5 (in Ka¨hler-
Hodge manifolds) that is gauged. These constant momentum maps are called D- or Fayet-
Iliopoulos terms, and appear in the supersymmetry transformation rules of gaugini, in the
potential and in the covariant derivatives of sections that we now discuss.
Using Eqs. (B.16),(B.40) and (B.41) one finds
£ΛPΣ = 2ik[Λik∗Σ]j
∗Gij∗ = −fΛΣΩPΩ . (B.48)
This equation fixes the additive constant of the momentum map in directions in which a
non-Abelian group is going to be gauged. The gauge transformation rule for a section Φ of
Ka¨hler weight (p, q) is6
δαΦ = −αΛ(x)(LΛ −KΛ)Φ , (B.49)
where LΛ stands for the symplectic and Ka¨hler-covariant Lie derivative w.r.t. KΛ, and it is
given by
LΛΦ ≡ {£Λ − [SΛ − 12(pλΛ + qλ∗Λ)]}Φ , (B.50)
where the SΛ are sp(n¯) matrices that provide a representation of the Lie algebra of the gauge
group GV acting on the section Φ:
[SΛ,SΣ] = +fΛΣΩSΩ . (B.51)
The gauge covariant derivative acting on these sections is given by
DµΦ = {∇µ + DµZiΓi + DµZ∗i∗Γi∗ + 12(pkΛi∂iK + qk∗Λi
∗
∂i∗K)
+gAΛµ[SΛ + i2(p− q)PΛ − (£Λ −KΛ)]}Φ .
(B.52)
Invariant sections are then those for which
LΛΦ = 0 ⇒ £ΛΦ = [SΛ − 12(pλΛ + qλ∗Λ)]Φ , (B.53)
and their gauge covariant derivatives are, again, the covariant pullbacks of the Ka¨hler-
covariant derivatives
DµΦ = DµZ
iDiΦ + DµZ∗i∗ Di∗Φ . (B.54)
The prime example of an invariant field is the covariantly holomorphic section L(Z,Z∗) of
N = 1, d = 4 theories. This is a Ka¨hler weight (1,−1) section, related to the holomorphic
superpotential W (Z) by
L(Z,Z∗) ≡W (Z)eK/2 , (B.55)
and its covariant holomorphicity follows from the holomorphicity of W
Di∗L = (∂i∗ + iQi∗)L = eK/2∂i∗(e−K/2L) = eK/2∂i∗W = 0 . (B.56)
5Cf. eq. (B.11).
6Again, spacetime and target space tensor indices are not explicitly shown. Symplectic indices are not
shown, either.
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In order for the global transformation eq. (B.18) to be a symmetry of the full theory that
we can gauge, L must be an invariant section, i.e.
LΛL = {£Λ + 12(λΛ − λ∗Λ)}L = 0 ⇒ KΛL = −12(λΛ − λ∗Λ)L . (B.57)
Then under gauge transformations it will transform according to
δαL = −12αΛ(x)(λΛ − λ∗Λ)L , (B.58)
and its covariant derivative will be given by
DµL = (∂µ + iQˆµ)L = DµZiDiL , (B.59)
where we have defined
Qˆµ ≡ Qµ + gAΛµPΛ . (B.60)
Observe that this 1-form is, in general, different from the “covariant pullback” of the Ka¨hler
1-form, which is
1
2iDµZ
i∂iK + c.c. . (B.61)
The difference between this and the correct one is
1
2iDµZ
i∂iK + c.c.− Qˆµ = gAΛµ=mλΛ , (B.62)
and only vanishes when the isometries that have been gauged leave the Ka¨hler potential
exactly invariant, i.e. for λΛ = 0.
It should be evident that DiL is also an invariant field, and therefore the part of the
N = 1, d = 4 Supergravity potential that depends on the superpotential
− 24|L|2 + 8Gij∗DiLDj∗L∗ (B.63)
is automatically exactly invariant. On the other hand eq. (B.48) proves that the momentum
map itself is an invariant field. Then,
δαPΛ = −αΣ(x)fΣΛΩPΩ ,
DµPΛ = ∂µPΛ + gfΛΣΩAΣµPΩ ,
DµPΛ = DµZi∂iPΛ + DµZ∗i∗∂i∗PΛ ,
(B.64)
and the part of the N = 1 , d = 4 Supergravity potential that depends on it, i.e.
+ 12g
2(=m f)−1|ΛΣPΛPΣ , (B.65)
is also automatically invariant.
Finally, let us consider the spinors of the theory. They have a non-vanishing Ka¨hler weight
which is (−1/2, 1/2) times their chirality. For instance, the gravitino of N = 1, d = 4 theories
transform as
δαψµ = −14αΛ(x)(λΛ − λ∗Λ)ψµ ,
Dµψν = {∇µ + i2Qˆ}ψν .
(B.66)
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B.2 Special geometry
In this short appendix7 we shall discuss the geometric structure underlying the couplings of
vector supermultiplets in N = 2 d = 4 Supergravity, which has received the name of Special
Ka¨hler geometry (usually just called Special geometry). The first articles introducing this
structure were [149, 80] and the formalisation was given in [151]. The essential references are
[152 - 157]. After discussing the coordinate independent formulation of special geometry, we
make contact with the original formulation in terms of the prepotential in B.2.1. Appendix
B.2.2 discusses the gauging of isometries, and how this is used in order to construct gauged
supergravities.
The formal starting point for the definition of a Special Ka¨hler manifold lies in the def-
inition of a Ka¨hler-Hodge manifold. As explained in the section above, a KH-manifold is a
complex line bundle over a Ka¨hler manifold M, such that the first Chern class of the line
bundle equals the Ka¨hler form. This then implies that the exponential of the Ka¨hler potential
can be used as a metric on the line bundle. Furthermore, the connection on the line bundle
is Q = (2i)−1(dzi∂iK − dz¯ ı¯∂i¯K). Let us denote the line bundle by L1 → M, where the
superscript is there to indicate that the covariant derivative is D = ∇+ iQ
Consider then a flat 2n¯ vector bundle E →M with structure group Sp(n¯;R), and take a
section V of the product bundle E⊗L1 →M and its complex conjugate V, which is a section
of the bundle E ⊗ L−1 →M. A special Ka¨hler manifold is then a bundle E ⊗ L1 →M, for
which there exists a section V such that
V =
( LΛ
MΛ
)
→

〈V | V〉 ≡ LΛMΛ − LΛMΛ = −i ,
Dı¯V = 0 ,
〈DiV | V〉 = 0 .
(B.67)
By defining the objects
Ui ≡ DiV =
(
fΛi
hΛ i
)
, U ı¯ = Ui , (B.68)
it follows from the basic definitions that
Dı¯ Ui = Gi¯ı V, 〈Ui | U ı¯〉 = iGi¯ı ,
〈Ui | V〉 = 0 , 〈Ui | V〉 = 0 .
(B.69)
Let us now focus on 〈DiUj | V〉 = −〈 Uj | Ui〉, where we have made use of the third constraint.
As one can see the r.h.s. is antisymmetric in i and j, whereas the l.h.s. is symmetric. This
then means that 〈DiUj | V〉 = 〈Uj | Ui〉 = 0. The importance of this last equation is that if
we group together EΛ = (V,Ui), one can see that 〈EΣ | EΛ〉 is a non-degenerate matrix, which
allows one to construct an identity operator for the symplectic indices, such that for a given
section A ∈ Γ (E,M) we have
A = i〈A | V〉 V − i〈A | V〉 V + i〈A | Ui〉G i¯ı U ı¯ − i〈A | U ı¯〉G i¯ıUi . (B.70)
7For a complete review refer to [29].
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Furthermore, the inner product with V and U ı¯ vanishes due to the basic properties. Let us
define the weight (2,−2) object
Cijk ≡ 〈Di Uj | Uk〉 → Di Uj = iCijkGkl¯U l¯ , (B.71)
where the last equation is a consequence of eq. (B.70). Since the U are orthogonal, one can
see that C is completely symmetric in its three indices, and one can show that
Dı¯ Cjkl = 0 , D[i Cj]kl = 0 . (B.72)
Let us then introduce the concept of a monodromy matrix N , which can be defined through
the relations
MΛ = NΛΣ LΣ , hΛi = NΛΣ fΣi . (B.73)
The relations of 〈Ui | V〉 = 0 then imply that N is a symmetric matrix, which hence auto-
matically trivialises 〈Ui | Uj〉 = 0.
Observe that as Im (NΛΣ) ≡ Im (N )ΛΣ appears in the kinetic term of the (n¯ = nV + 1)
vector fields it has to be negative definite, whence also invertible, in order for the kinetic term
to be well-defined. One can see that this is implied by the properties of special geometry
[80]. As it is invertible, we can use it as a ‘metric’ for raising and lowering Λ-indices, e.g.
LΛ ≡ Im (N )−1|ΛΣ LΣ. Likewise, we shall use Gi¯ to raise and lower Ka¨hler-indices. Moreover,
from the other basic properties in (B.69) we find
LΛLΛ = −12 , LΛ fΛi = 0 , fΛi f¯Λ¯ = −12Gi¯ . (B.74)
An important identity that one can derive, is given by
UΛΣ ≡ fΛi G i¯ıf¯Σı¯ = −12 Im(N )−1|ΛΣ − L
ΛLΣ , (B.75)
so that UΛΣ = UΣΛ.
Let us construct the (nV + 1) × (nV + 1)-matrices M = (MΛ, h¯Λ ı¯) and L = (LΛ, f¯Λı¯ ).
With them we can write the defining relations for the monodromy matrix as MΛΣ = NΛΩLΩΣ,
a system which can be easily solved by putting N = ML−1, where L−1 is the inverse of L.
Formally, one finds
L−1 = −2
( LΛ
f ı¯Λ
)
, (B.76)
which is a recursive argument, but useful to derive
∂ı¯NΛΣ = −4i
(
f¯Λı¯LΣ + LΛf¯Σı¯
)
(B.77)
and
∂ı¯NΛΣ = 4 C ı¯¯k¯ f ¯Λ f k¯Σ . (B.78)
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B.2.1 Prepotential: Existence and more formulae
In explicit constructions of the models it is worthwhile to introduce the explicitly holomorphic
section Ω = e−K/2V, which allows us to rewrite the system (B.67) as
Ω =
( XΛ
FΣ
)
→

〈Ω | Ω〉 ≡ XΛFΛ − XΛFΛ = −i e−K ,
∂ı¯Ω = 0 ,
〈∂iΩ | Ω〉 = 0 .
(B.79)
If we now assume that FΛ depends on Zi through the X ’s, then the last equation above
implies that
∂iXΛ
[
2FΛ − ∂Λ
(XΣFΣ)] = 0 . (B.80)
If ∂iXΛ is invertible as a nV × (nV + 1) matrix, then we must conclude that
FΛ = ∂ΛF(X ) , (B.81)
where F is a homogeneous function of degree 2, baptised in the literature as the prepotential.
Should ∂iXΛ not be invertible, then, as shown in [153], one can do a symplectic transformation
such that a prepotential exists.
Making use of the prepotential and the definitions (B.73), we then calculate
NΛΣ = FΛΣ + 2i Im(F)ΛΛ
′XΛ′Im(F)ΣΣ′XΣ′
XΩIm(F)ΩΩ′XΩ′ , (B.82)
which is manifestly symmetric. From the above expression we can obtain the sometimes useful
result
Im (N )−1|ΛΣ = −F−1|ΛΣ − 2LΛLΣ − 2LΛLΣ , (B.83)
where F−1 is the inverse of FΛΣ ≡ Im (FΛΣ). Also, having the explicit form of N we can
derive an explicit representation for C
Cijk = eK ∂iXΛ ∂jXΣ ∂kXΩ FΛΣΩ , (B.84)
so that the prepotential determines all the structures present in Special geometry.
B.2.2 Gauging holomorphic Killing vectors in Special geometry
We are now interested in holomorphic Killing vectors associated to the Ka¨hler manifold with
metric G. This is relevant e.g. in chapter 3, where we have considered gauged vector fields in
four-dimensional fSUGRA. Consider the real Killing vector
K = Ki(Z) ∂i + K¯
ı¯(Z) ∂ı¯ −→ £KG = 0 . (B.85)
For ease of treatment, it is customary to put all the vectors fields and the graviphoton (which
is inside the gravity multiplet) on the same footing. This means that we shall be labelling the
Killing vectors by an index like Λ, which runs from 1 to n¯ (= nV + 1). One then imposes an
additional constrain bringing the number of vectors back to nV . In five-dimensional theory,
for example, this is done by eq. (B.141). Here we shall be using one of the fields to gauge
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the R-symmetry, and thus we can at most use at most nV vectors to gauge isometries. In
general, these Killing vectors define a non-Abelian algebra, which we take to be
[KΛ, KΣ] = −fΛΣΓ KΓ . (B.86)
These isometries need not leave invariant the Ka¨hler potential, but only up to a Ka¨hler
transformation, i.e.
£ΛK ≡ KΛ K = λΛ(Z) + λΛ(Z) , (B.87)
where we employ the notation £Λ = £KΛ . It is clear that the Ka¨hler transformation param-
eters λ have to form a representation under the group that we are gauging, and in fact one
sees that
£ΛλΣ − £ΣλΛ = −fΛΣΩ λΩ . (B.88)
If we also assume that the Killing vectors are compatible with the complex structure J defined
on the Ka¨hler manifold, and therefore also with the Ka¨hler form K(X,Y ) ∼ G(JX,Y ), we
can derive, analogously to eq. (B.43) above
£Λ K = d (ıΛK) −→ 2pi ıΛK = dPΛ , (B.89)
where the object PΛ is called the momentum map associated to KΛ. A closed form for the
momentum map can be easily seen to be
iPΛ =
1
2
(
KiΛ ∂iK − Kı¯Λ ∂ı¯K − λΛ + λΛ
)
= KiΛ ∂iK − λΛ , (B.90)
where we made use of eq. (B.87) and fixed a possible constant to be zero. Using this form
and eq. (B.88), it is straightforward to show that
£ΛPΣ = −fΛΣΩ PΩ , (B.91)
The action of the Killing vector on the symplectic section is most easily described on the
(1, 0)-weight section Ω. In fact, by consistency, it must transform as
£Λ Ω = SΛ Ω − λΛ Ω , (B.92)
where S ∈ sp(n¯;R) and forms a representation of the algebra we are gauging, i.e. [SΛ, SΣ] =
fΛΣ
ΓSΓ. The natural spacetime (not the Ka¨hler) connection that acts on this symplectic
section is
DΩ =
(∇+ ∂Zi ∂iK + igAΛ PΛ + gAΛ SΛ) Ω , (B.93)
which is constructed in such a way that δαDΩ = α
Λ (SΛ − λΛ) DΩ. From the above equation,
it is a small calculation to derive the covariant derivative on objects such as V or V. In fact,
one can see that, if dealing with a symplectic (p, q)-weight object, one has
δαΦ
(p,q) = αΛ
(
SΛ − p λΛ − q λ¯Λ
)
Φ(p,q) , (B.94)
DΦ(p,q) =
[
∇ + p ∂Zi ∂iK + q ∂Z ı¯ ∂ı¯K + i(p− q)g AΛ PΛ + g AΛ SΛ
]
Φ(p,q) , (B.95)
δαDΦ
(p,q) = αΛ
(
SΛ − p λΛ − q λ¯Λ
)
DΦ(p,q) . (B.96)
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Having defined the various covariant derivatives, one can go on to derive
Ki Ui = (SK + iPK) V −→ DV = DZi Ui , (B.97)
which in turn can be used to obtain
DUi = DZj DjUi + DZ ¯ D¯Ui and DN = DZi ∂iN + DZ ı¯ ∂ı¯N . (B.98)
Equation (B.97) allows us to write down the following identities
0 = 〈V | SΛV〉 , PΛ = 〈V | SΛV〉 ,
KΛı¯ = i〈U ı¯ | SΛV〉 , 0 = 〈Ui | SΛV〉 .
(B.99)
As done in [81], we consider only a subset the possible gaugings; we restrict to groups
whose embedding into sp(n¯;R) is given by
SΛ =
(
[SΛ]
Σ
Ω 0
0 − [SΛ]Σ Ω
)
=
(
fΛΩ
Σ 0
0 −fΛΣΩ
)
. (B.100)
With this restriction on the gaugeable symmetries, we can then derive the following important
identity
0 = LΛ KiΛ . (B.101)
Further identities that follow are
LΛ PΛ = 0 , LΛ λΛ = 0 , f¯Λ i PΛ = i LΛ KiΛ . (B.102)
B.3 Hyper-Ka¨hler and quaternionic-Ka¨hler geometry
Quaternionic spaces arise naturally in Supergravity in the context of N = 2, d = 4 theories
with hyperscalar multiplets [146]. Although these do not make an explicit appearance in
this work, they lie at the heart of the Fayet-Iliopoulos terms (which are used to obtain a
positive cosmological constant in fSUGRA), and hence will be briefly discussed. Appendix
B.3.1 discusses the gauging of isometries in quaternionic-Ka¨hler spaces, and section B.3.2
gives a short description of the roˆle of the FI terms in fSUGRA.
A quaternionic-Ka¨hler manifold is a real 4m-dimensional Riemannian manifold HM en-
dowed with a triplet of complex structures Jx : T (HM) → T (HM) (x = 1, 2, 3) that satisfy
the quaternionic algebra
Jx Jy = −δxy + εxyz Jz , (B.103)
and with respect to which the metric, denoted by H, is Hermitean
H(JxX, JxY ) = H(X,Y ) , ∀X,Y ∈ T (HM) . (B.104)
This implies the existence of a triplet of 2-forms Kx(X,Y ) ≡ H(X, JxY ) globally known
as the su(2)-valued hyper-Ka¨hler 2-forms. Observe that the foregoing definition on a real
coordinate base means Kxuv = Huw (J
x)wv ≡ (Jx)uv. Most of the time we shall use an
so(3)-valued notation in order not to have the x-indices floating around; this implies writing
e.g. K = Kx Tx where the generators Tx satisfy [Tx, Ty] = εxyzTz.
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The structure of a quaternionic-Ka¨hler manifold requires an SU(2) bundle to be con-
structed over HM with connection 1-form Ax, with respect to which the hyper-Ka¨hler 2-form
is covariantly closed, i.e.
0 = DXK ≡ ∇XK + [AX ,K] = 0 . (B.105)
Then, depending on whether the curvature of this bundle
F ≡ dA + A ∧ A −→ Fx ≡ dAx + 12εxyz Ay ∧ Az , (B.106)
is zero or proportional to the hyper-Ka¨hler 2-form8, i.e.
F = κ K , κ ∈ R/{0} , (B.107)
the manifold is a hyper-Ka¨hler manifold or a quaternionic-Ka¨hler manifold, respectively.
The SU(2)-connection acts on objects with vectorial SU(2)indices, such as chiral spinors,
as follows9
DξI ≡ dξI + AIJξJ , FIJ = dAIJ + AIK ∧ AKJ ,
DχI ≡ dχI + BIJχJ , GIJ = dBIJ + BIK ∧ BKJ .
(B.109)
Consistency with the raising and lowering of vector SU(2) then indices implies that
BIJ = −AIJ ≡ −εIK AKL εLJ , (B.110)
whereas compatibility with the raising of indices due to complex conjugation implies
BIJ = (AI
J)∗ . (B.111)
These two things together thus means that AI
J is an anti-Hermitean matrix, whence we
expand
AI
J = i2 A
x (σx)I
J and BIJ = − i2 Ax (σx)IJ , (B.112)
where the indices of the σ-matrices are raised/ lowered with .
At this point, there remains a question about the normalisation of the Pauli matrices,
which is readily fixed by imposing that
FI
J = i2 F
x (σx)I
J , (B.113)
which implies that
(σxσy)I
J = δxy δI
J − iεxyz (σz)IJ . (B.114)
8 Note that in constructions of SUGRA it is the additional constraint given by having SUSY, not the actual
geometry, which fixes the value of κ to κ = −2.
9The convention for raising and lowering of SU(2) indices is given by
χI = χJ
JI , ψI = IJψ
J . (B.108)
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Let us then write down the explicit form of the σ-matrices that fullfill the above defining
relations
(σx)I
J :
(
0 1
1 0
)
,
(
0 i
−i 0
)
,
(
1 0
0 −1
)
,
(σx)IJ :
(
0 1
1 0
)
,
(
0 −i
i 0
)
,
(
1 0
0 −1
)
,
(σx)IJ :
(
1 0
0 −1
)
,
(
i 0
0 i
)
,
(
0 −1
−1 0
)
,
(σx)IJ :
( −1 0
0 1
)
,
(
i 0
0 i
)
,
(
0 1
1 0
)
,
(B.115)
where the x = 1, 2, 3 matrices are ordered from left to right. Observe that these matrices
imply the following orthogonality and completeness rules
δxy = −12 σxIJσyIJ , δI (KδJL) = −12 σxIJ σxKL . (B.116)
It is convenient to use a Vielbein on HM having as flat indices a pair (α, I) consisting of
an SU(2) index I = 1, 2 and an Sp(m) index α = 1, . . . , 2m
UαI = UαIu dq
u , (B.117)
where qu (u = 1, . . . , 4m) are real coordinates on HM. We shall refer to this Vielbein UαI
as the Quadbein. The Quadbein is related to the metric Huv by
Huv = U
αI
u U
βJ
v εIJCαβ , (B.118)
where C is a real antisymmetric 2m × 2m matrix and it is in fact the metric for the Sp(m)
group. Furthermore one requires that, in concordance with our rules of raising and lowering
indices,
UαI ≡ εIJCαβ UβJ =
(
UαI
)?
. (B.119)
The Quadbein thus satisfies all the usual relations that a Vielbein satisfies.
In thise sense, the Quadbein satisfies a Vielbein postulate, i.e. they are covariantly constant
with respect to the standard Levi-Civita` connection Γuv
w, the SU(2)-connection and the
Sp(m)-connection ∆u
α
β:
0 = Du U
αI
v = ∇uUαIv + BuIJ UαJv + ∆uαβ UβIvCβγ = 0 . (B.120)
This postulate relates the three connections and the respective curvatures, leading to the
statement that the holonomy of a quaternionic-Ka¨hler manifold is contained in Sp(1) ·Sp(m),
i.e.
Rts
uv UαIu U
βJ
v = −GIJts Cαβ − R αβts εIJ = FIJts Cαβ − R αβts εIJ , (B.121)
where we have defined the Sp(m)-curvature R as
R
α
β ≡ d∆αβ + ∆αγ ∧∆γβ . (B.122)
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It is clear that on R4m we can define a quaternionic structure which is covariantly constant.
In this case, the fact that the Quadbein is covariantly constant means that on a quaternionic-
Ka¨hler space we can induce a covariantly constant quaternionic structure by inducing the one
from the tangent space. In fact, this means that we have
Kxuv = −i σxIJ Cαβ UαIu UβJv . (B.123)
Using the above expression for the quaternionic-Ka¨hler forms, we can then obtain the identity
UαIu Cαβ UβJv = 12 Huv 
IJ − i2 Kxuv σx IJ . (B.124)
As a result of this and eq. (B.107), we can derive the identity
Fuv I
J = κ UαI [u UαJv] , (B.125)
where once again we would like to point out that Supergravity fixes κ = −2.
B.3.1 Gauging isometries in quaternionic-Ka¨hler spaces
As in previous sections, we now discuss the possible isometries of quaternionic-Ka¨hler spaces.
W.r.t. the real coordinates qu on HM, the Killing vectors are given by
KΛ = K
u
Λ∂u , such that £Λ H = 0 . (B.126)
We shall consider fields on HM that transform in the adjoint representation of SO(3). An
example of such objects is K. Calling such a generic field Ψ = Ψx Tx, it transforms under
so(3) as
δλΨ = − [λ,Ψ] , (B.127)
where λ is an so(3)-valued transformation parameter. Of course, a covariant derivative is
easily introduced by putting
DXΨ = ∇XΨ + [AX ,Ψ] so long as δλA = Dλ . (B.128)
We define an SO(3)-covariant Lie derivative, by postulating
LΛΨ = £ΛΨ + [WΛ,Ψ] , which must satisfy
{
δλLΛΨ = − [λ , LΛΨ] ,
[LΛ,LΣ] = −fΛΣΩLΩ . (B.129)
The last rule is nothing but the usual commutation relations for Lie derivatives, but where
we have used eq. (B.86) to define the commutation relations for the Killing vectors. The first
constraint implies δλWΛ = LΛλ, whereas the second implies
£ΛWΣ − £ΣWΛ + [WΛ,WΣ] = −fΛΣΩ WΩ . (B.130)
We go on to introduce the notion of momentum map PΛ by defining
WΛ = ıΛA − PΛ . (B.131)
Substituting the above definition into eq. (B.130), one can see that the momentum map has
to satisfy
DΛPΣ − DΣPΛ − [PΛ,PΣ] + κ ıΛıΣK = −fΛΣΩ PΩ , (B.132)
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where we have defined DΛ = K
u
ΛDu.
So far we have discussed the Killing vectors and their transformations, and we shall now
consider their compatibility with the complex structures. This means imposing
LΛK = 0 −→ D (ıΛK) = [PΛ,K] . (B.133)
The integrability condition for the above equation can be massaged to give
DPΛ = −κ ıΛK , (B.134)
which, in view of the similarity with the result in eq. (B.89), justifies the use of the name of
tri-holomorphic map for PΛ. The above definition implies
[PΛ,PΣ] + κ ıΛıΣK = fΛΣΩ PΩ , (B.135)
where eq. (B.132) has been used. Another implication is that the tri-holomorphic map is an
invariant field, i.e. that its covariant Lie derivative is zero
0 = LΛPΣ = £ΛPΣ + [WΛ,PΣ] + fΛΣΩPΩ , (B.136)
where the derivative includes SO(3) and G terms.
B.3.2 A small discussion of the FI terms
This subsection discusses the relevance of hyperscalar multiplets in fakeSupergravity, even
for theories that do not explicitly contain them. This is because the Wick rotation of the FI
term lies behind the positivity of the cosmological constant (minus sign in the action), giving
rise to fSUGRA.
Consider the case in which there are no hyperscalars. Eq. (B.135) can be written in
components as
εxyz P
x
Λ P
y
Σ = fΛΣ
Ω PzΩ . (B.137)
This equation allows for two different solutions, namely U(1) and SU(2).
• If we take the gauge group to be Abelian, i.e. fΛΣΩ = 0, the PxΛ will be given by su(2)-
valued tri-holomorphic momentum maps that commute. Thus without loss of generality
we can take them to be PΛ = P
x
Λ Tx = ξΛ T3; this expression for the tri-holomorphic
momentum maps is called the U(1) FI term.
• If the gauge group is chosen to be SU(2), then fΛΣΩ = εΛΣΩ. In this case a solution to
eq. (B.137) is given by PxΛ = δ
x
Λ and it is called the SU(2) FI term. We shall ignore the
SU(2) FI term in the main text, as it induces non-Abelian terms that are difficult to
work with.
The U(1) FI term is paramount in constructing fSUGRA. Consider e.g. minimal N = 2
d = 4 SUGRA; this theory has n¯ = 1, nv = 0 and it is defined by a prepotential that reads
F = − i4X 2. Including the U(1) FI term into the mix, we find a supersymmetric action that
is10
S =
∫
4
√
g
[
R − F 2 + 32 ξ20
]
, (B.138)
10The coupling constant g that usually appears in supersymmetric actions, see e.g. eqs. (3.16), (3.15) in
section 3.1, has been absorved into the FI term and also into the structure constants, even if this is not visible
here. This is desirable as this absorption allows for different coupling constants (hence multiple gauge groups),
a fact which is not obvious when having only g.
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which is the action governing Einstein-Maxwell-anti De Sitter. In Supergravity lingo, this
theory is known as minimal gauged N = 2 d = 4 SUGRA.
In order for the above action to describe an Einstein-Maxwell-De Sitter theory, the cos-
mological constant has to change sign, which can be done by Wick rotating the FI term
ξ0 → iC0; this leads to
S =
∫
4
√
g
[
R − F 2 − 32 C20
]
. (B.139)
If we reinterpret this Wick rotation from a group theory perspective, we thus have
P0 = ξ0 T3 → iC0 T3 = C0 T˜3 , (B.140)
where in the last step Weyl’s unitarity trick has been used to introduce a non-compact gener-
ator T˜3. One can then see that after a Wick rotation we are no longer gauging a U(1) group,
but rather R.
B.4 Real Special Ka¨hler geometry
This appendix contains some useful information on Real Special Ka¨hler geometry (usually just
referred to as Real Special geometry, or even Very Special geometry, following the original
article [150]). This becomes relevant when considering five-dimensional SUGRA with gauge
vector fields, and thus applicable to chapter 5.
We consider a theory containing n vector multiplets. As commented briefly above, the
geometry of the n physical scalars φx (x = 1, . . . , n) in these multiplets is fully determined
by a constant real symmetric tensor CIJK (I, J,K = 0, 1, . . . , n¯ ≡ n + 1). The scalars thus
appear through n¯ functions hI(φ) constrained to satisfy
CIJKh
IhJhK = 1 . (B.141)
One defines
hI ≡ CIJKhJhK → hIhI = 1 , (B.142)
and a metric aIJ that can be use to raise and lower the SO(n¯) index
hI ≡ aIJhJ , hI ≡ aIJhJ . (B.143)
The definition of hI allows one to find
aIJ = −2CIJKhK + 3hIhJ . (B.144)
Next, one defines
hIx ≡ −
√
3 hI ,x ≡ −
√
3
∂hI
∂φx
, (B.145)
along with
hIx ≡ aIJhJx = +
√
3hI,x , (B.146)
which satisfy
hIh
I
x = 0 , h
IhIx = 0 , (B.147)
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because of eq. (B.141).The hI enjoy the following properties of closure and orthogonality(
hI
hIx
)(
hI h
y
I
)
=
(
1 0
0 δyx
)
,
(
hI h
x
I
)( hJ
hJx
)
= δJI . (B.148)
Therefore any object with SO(n¯) index can be decomposed as
AI =
(
hJA
J
)
hI +
(
hxJA
J
)
hIx . (B.149)
The metric on the scalar manifold, gxy(φ), is the pullback of aIJ
gxy = aIJh
I
xh
J
y = −2CIJKhIxhJyhK , (B.150)
and can be used to raise/ lower {x, y} indices. Other useful expressions are
aIJ = hIhJ + h
x
IhJx ,
CIJKh
K = hIhJ − 12hxIhJx ,
hIhJ =
1
3aIJ +
2
3CIJKh
K ,
hxIhJx =
2
3aIJ − 23CIJKhK .
(B.151)
We also introduce the Levi-Civita` covariant derivative associated to such a metric gxy
hIx;y ≡ hIx,y − ΓxyzhIz . (B.152)
One can show that
hIx;y =
1√
3
(hIgxy + Txyzh
z
I) , (B.153)
hIx;y = − 1√3(h
Igxy + Txyzh
Iz) , (B.154)
Γxy
z = hIzhIx,y − 1√3Txy
w = 8hzIh
I
x,y +
1√
3
Txy
w , (B.155)
for
Txyz =
√
3hIx;yh
I
z = −
√
3hIxh
I
y;z . (B.156)
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Appendix C
Geometrical data for null case
solutions
Here we give some explicit geometric information which is of relevance in the classifica-
tion of null case solutions. Appendix C.1 gives the spin connection and curvatures for the
four-dimensional case, and hence applied in section 3.3. Appendix C.2 contains the five-
dimensional information, which is used in chapter 4. A short scholium on the Kundt wave
metric is given in appendix C.3, since this background appears repeteadly as solution to the
null class.
C.1 Spin connection and curvatures in d = 4 fSUGRA
Let us set-up a null-Vierbein by
ds2null = e
+ ⊗ e− + e− ⊗ e+ − e• ⊗ e•¯ − e•¯ ⊗ e• , (C.1)
and choose1
e+ = L = du , θ+ = N
[ = ∂u − H∂v ,
e− = N = dv +Hdu+$dz +$dz¯ , θ− = L[ = ∂v ,
e• = M = eUdz , θ• = −M [ = e−U [∂z −$∂v] ,
e•¯ = M = eUdz¯ , θ•¯ = −M [ = e−U [∂z¯ −$∂v] ,
(C.2)
where, conforming to the results of eq. (3.75), only H = H(u, v, z, z¯) and U and the $s
depend on u, z and z¯.
The non-vanishing components of the spin connection can be seen to be
ω+− = −θ−H e+ , (C.3)
ω+• =
(
e−Uθ+$ − θ•H
)
e+ − [θ+U + 12e−2U (∂z$ − ∂z¯$)] e•¯ , (C.4)
ω+•¯ =
(
e−Uθ+$ − θ•¯H
)
e+ − [θ+U − 12e−2U (∂z$ − ∂z¯$)] e• , (C.5)
ω••¯ = 12e
−2U (∂z$ − ∂z¯$) e+ − e•θ•U + e•¯ θ•¯U . (C.6)
1We define the directional derivatives θa to be the duals of the frame 1-forms E
a, i.e. normalised such that
Ea(θb) = δ
a
b. We reserve the notation ∂x for the directional derivative on the base-space, namely ∂x ≡ exm∂m.
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A further calculation leads to the Ricci tensor, whose non-vanishing coefficients are
R+− = −θ2−H , (C.7)
R••¯ = 2e−2U ∂z∂z¯U , (C.8)
R+• = e−Uθ+∂zU − θ•θ−H + 12θ•
(
e−2U [∂z$ − ∂z¯$]
)
, (C.9)
R+•¯ = R+• , (C.10)
R++ = 2e
−Uθ2+e
U + 2θ−H θ+U + 12e
−4U (∂z$ − ∂z¯$)2
−e−Uθ•
[
eUθ•¯H
]− e−Uθ•¯ [eUθ•H]+ e−2U∂u (∂z$ + ∂z¯$) . (C.11)
Observe that the last term in eq. (C.11) can always be put to zero by the coordinate trans-
formation v −→ v + ρ(u, z, z¯).
C.2 Spin connection and curvatures in minimal d = 5 fSUGRA
Defining the spin connection Ωab by means of dE
a = Ωab ∧ Eb and imposing it to be metric
compatible Ω(ab) = 0 leads to
Ω+− = −θ−H E+ − 12 θ−ωx Ex , (C.12)
Ω+x = − (θxH − Emx θ+ωm) E+ + 12θ−ωxE−
−
[
E[y
mθx]ωm + E
m
(yθ+Ex)m
]
Ey , (C.13)
Ω−x = 12θ−ωxE
+ , (C.14)
Ωxy = −λzxy Ez −
[
Em[xθy]ωm − Em[xθ+Ey]m
]
E+ , (C.15)
where we have defined ðEx = λxy ∧Ey and λzy = δzxλxy, whereas Ωxy = ηxzΩzy, so that the
sign difference is paramount. Observe that a similar condition holds for defining Emx = Em
x.
Of course, λ is fixed by eq. (4.40) to be
λxy = 2ξ ℵxEy − 2ξ ℵyEx +
√
3ξ εxyzEz . (C.16)
As stated above, if (g,A) solves the fKSE one only needs to demand M+ = 0 and
E++ = R++ + 12%x%x = 0 in order to ensure that (g,A) solves all the equations of motion. We
now treat a simplified case which shows how the GT-geometry appears in the EOMs.
C.2.1 The u-independent case with $ = 0
The non-vanishing components of the Ricci tensor are given by
R+− = −θ2−H − 12θ−ωxθ−ωx − 12∇xθ−ωx , (C.17)
R++ = −∇z [∇zΥ0 + 2ξ ℵzΥ0] − 8ξ4 v2 ℵxℵx , (C.18)
R+x = 4ξ
3 v ℵx , (C.19)
Rxy = R
(λ)
xy + 2ξ
2 ℵxℵy − 2ξ∇(xℵy) , (C.20)
where R(λ) is the Ricci tensor for the three-dimensional spin connection λ.
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It is also an easy task to calculate the non-vanishing components of the Einstein field
equation in (4.5), which read
E++ = −∇z [∇zΥ0 + 2ξ ℵzΥ0] , (C.21)
Exy = R(λ)xy − 2ξ ∇(xℵy) − 4ξ2 ℵxℵy + 4ξ2 ℵzℵz δxy + 6ξ2 δxy . (C.22)
Comparing the last equation with the symmetric part of the Ricci tensor for the Weyl con-
nection in eq. (D.4) for d = 3, and taking into account that we are dealing with a Gauduchon
metric, one can see that upon identifying θ = 2ξ ℵ we can rewrite eq. (C.22) as
Exy = W(xy) + 6ξ2 δxy . (C.23)
Comparing this and eq. (4.25) to the results in appendix D.1, we see that the three-dimensional
manifold is a Gauduchon-Tod space with κ = 2
√
3ξ.
C.3 Kundt metrics
A Kundt wave [110] is a metric that allows for a non-expanding, shear-free and twist-free
geodesic null vector N . That is, respectively,
∇µNµ = 0 , (C.24)
∇(µNν)∇µNν = 0 , (C.25)
Nˆ ∧ dNˆ = 0 , (C.26)
∇NN = 0 , (C.27)
where Nˆ is the 1-form dual to the vector field. They were first studied in the arbitrary
d-dimensional case in [111 - 114]. The line element can always be taken to read
ds2 = Eˆ+ ⊗ Eˆ− + Eˆ− ⊗ Eˆ+ − Eˆx ⊗ Eˆx , (C.28)
where we have generically introduced the light-cone frame by
E+ = du , θ+ = ∂u − H∂v ,
E− = dv +Hdu+ Smdym , θ− = ∂v ,
Ex = em
x dym , θx = ex
m (∂m − Sm∂v) ,
(C.29)
where the Vielbein on the base-space exi is independent of v. The only v-dependence resides
in H and Sˆ ≡ Smdym. This is the kind of metric that appears in the characterisation of the
null cases studied above, eqs. (3.76), (4.72), (5.52), (6.42) and (6.63).
Moreover, whenever Sˆ does not depend on v, it can be written in the Walker form
ds2 = 2du(dv +H(u, v, yp) du+ Sm(u, y
p) dym) + gmn(u, x
p) dym dyn , (C.30)
where gmn ≡ emx enx. Eq. (C.30) is the general d-dimensional metric of a space with holonomy
contained in Sim(d− 2) [97].
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Defining the spin connection ωab ≡ Ec ωc,ab by means of dEa = ωab ∧Eb and imposing it
to be metric compatible, i.e. ω(ab) = 0, leads to
ω+− = −θ−H E+ − 12 θ−Sx Ex , (C.31)
ω+x = − (θxH − emx θ+Sm) E+ + 12θ−Sx E− −
[
Tyx + e
m
(yθ+ex)m
]
Ey , (C.32)
ω−x = 12θ−Sx E
+ , (C.33)
ωxy = −λzxy Ez −
[
Txy − em[xθ+ey]m
]
E+ , (C.34)
where we have defined dEx = λxy ∧ Ey and also λzy = δzxλxy, whereas ωxy = ηxzωzy, so
again the sign difference is paramount2. Furthermore, we define
Txy ≡ e[xmθy]Sm , (C.35)
which for d = 6 reads
Tij = v Fij − 12 [D$]ij . (C.36)
If we impose that the only u-dependency resides in H, the non-vanishing components of
the Ricci tensor become
R++ = −∇(λ)x ∂xH + θ−H ∇(λ)x Sx − H ∇(λ)x θ−Sx
+ 2Sx ∂xθ−H − θ−Sx ∂xH − SxSx θ2−H , (C.37)
R+− = −θ2−H − 12θ−Sxθ−Sx + 12∇
(λ)
x θ−Sx , (C.38)
R+x = −θxθ−H − ∇(λ)y Txy + Syθ−Txy + Txyθ−Sy , (C.39)
Rxy = R(λ)xy − ∇(λ)(x| θ−S|y) + 12 θ−Sxθ−Sy , (C.40)
The Ricci scalar is then given by
R = −2θ2−H − 32 θ−Sxθ−Sx + 2∇
(λ)
x θ−Sx − R(λ) , (C.41)
where R(λ) is the Ricci scalar curvature of λ.
2Observe that a similar condition holds for defining emx = em
x.
Appendix D
Weyl geometry
In this appendix we present a brief introduction to Weyl geometry, which arises in the context
of theories with a scaling symmetry. Furthermore, we also give a sketch of Einstein-Weyl
manifolds, and the special class of Gauduchon-Tod spaces, which appear repeatedly in the
characterisation of solutions to fakeSupergravity theories.
Weyl geometry appeared naturally in an attempt to couple gravity and electromagnetism
[158]. A Weyl manifold is a manifold M of dimension d together with a conformal class [g]
of metrics on M and a torsionless connection D, which preserves the conformal class, i.e.
D g = 2θ ⊗ g , (D.1)
for a chosen representative g ∈ [g]. Using the above definition, we can express the connection
DXY as
DµYν = ∇gµYν + γµνρ Yρ , with γµνρ = gµρθν + gνρθµ − gµνθρ , (D.2)
where ∇g is the Levi-Civita` connection for the chosen g ∈ [g]. We define the curvature of
this connection through [Dµ, Dν ]Yρ = −WµνρσYσ, using which we define the associated Ricci
curvature as Wµν ≡ Wµρνρ. The Ricci tensor is not symmetric and we have
W[µν] = −d2 Fµν , whereF ≡ dθ , (D.3)
W(µν) = R(g)µν − (d− 2)∇(µθν) − (d− 2) θµθν − gµν (∇ρθρ − (d− 2) θρθρ) . (D.4)
The Ricci-scalar is defined as W ≡ Wρρ, which explicitly reads
W = R(g) − 2(d− 1)∇ρθρ + (d− 1)(d− 2) θρθρ . (D.5)
The 1-form θ acts as gauge field gauging an R-symmetry, which is why we have been talking
about a conformal class of metrics on M. In fact under a transformation g → e2w g we have
that θ → θ + dw and W→ e−2wW, whereas Wµνρσ and Wµν are conformally-invariant. We shall
call a Weyl structure trivial/ closed if its curvature tensor is trivially zero, i.e. θ = dΛ , for Λ
a function.
A metric g in the conformal class [g] is said to be standard (also referred to as Gauduchon)
if it is such that
d ? θ = 0 , or equivalently ∇ρθρ = 0 , (D.6)
where the ? is taken w.r.t. the chosen metric g.
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D.1 Einstein-Weyl and Gauduchon-Tod spaces
Einstein-Weyl (EW) manifolds are a special generalisation of Einstein manifolds, i.e. mani-
folds (M, g) that satisfy
Rµν = k gµν , (D.7)
in the context of Weyl geometry. We say a manifold of dimension d is Einstein-Weyl if the
curvature satisfies
W(µν) =
1
d
gµν W . (D.8)
Gauduchon proved the existence of a standard metric on a compact EW manifold [159], and
Tod proved that (on compact EW manifolds) this implies that θ[ is a Killing vector of the
standard metric g [160].
Einstein-Weyl geometries appear repeateadly in the study of fakeSupergravity theories, in
the form of Gauduchon-Tod spaces. These are a subclass of EW manifolds where an additional
geometric constraint is demanded. In [84], Gauduchon and Tod studied the structure of
four-dimensional hyper-Hermitian Riemannian spaces admitting a tri-holomorphic Killing
vector, i.e. a Killing vector that is compatible with the three almost complex structures of
the hyper-Hermitian space. They found that the three-dimensional base-space is determined
by a Dreibein, or orthonormal frame, Ex, a 1-form θ and a real function κ satisfying
dEx = θ ∧ Ex − κ ?(3) Ex , (D.9)
where ?(3) is to be taken w.r.t. the Riemannian metric constructed out of the Dreibein.
The underlying geometry imposed by the above equation is that of a specific type of three-
dimensional EW space, called hyper-CR or Gauduchon-Tod (GT) space1. The restriction
(D.9) can equivalently be given by2
W = −3
2
κ2 , (D.10)
?dθ = dκ + κ θ . (D.11)
The standard example of a GT space is the Berger sphere [84]
ds2 = dφ2 + sin2(φ)dϕ2 + cos2(µ) (dχ + cos(φ) dϕ)2 ,
θ = sin(µ) cos(µ) (dχ + cos(φ) dϕ) ,
(D.12)
which is the unique compact Riemannian GT manifold, and can be seen as a squashed S3 or
an SU(2) group manifold with a U(1)-invariant metric. One can easily see that the metric is
Gauduchon-Tod with κ = cos(µ). Thus, in order to use it in the five-dimensional solutions of
chapters 4 and 5, it needs to be rescaled by a constant.
1Observe that the Jones-Tod construction implies that the three-dimensional GT space, orthogonal to a
generic Killing vector on a four-dimensional hyper-Hermitian space, is always Einstein-Weyl [107].
2The sign difference between eq. (D.10) and eq. (S) in [84, prop. 5] is due to a differing definition of the
Riemann tensor.
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Another class of GT spaces, albeit not in the Gauduchon-gauge, was given in [90, Th. 1.3]
and reads
ds2 = dx2 + 4 |x+ h|2 dzdz¯
(1 + |z|2)2 , (D.13)
θ = 2Re
(
1
x+h
)
dx , (D.14)
κ = 2Im
(
1
x+h
)
, (D.15)
where h is an arbitrary holomorphic function h = h(z). This was used in section 5.3.3 on
chapter 5 to propose a solution to the theory. Note that the choice h = −h¯ results in the
3-sphere, and h = h¯ leads to the flat metric on R3 with κ = 0.
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Appendix E
Similitude group and holonomy
In this appendix we present some information on the Similitude group, which appears in the
main chapters of this thesis. We also provide with details on its relationship to the holonomy
group, and recurrent vector fields. For more information, see [161] and references therein.
E.1 Sim and ISim as subgroups of the Caroll and Poincare´
groups
The Galilean (or Galilei) group describes, in Classical Mechanics, how to transform coordi-
nates which are measured in two references frames moving relative to each other, at constant
speed. Of course we now know that these transformations are only valid in a regime of low
velocities, being superseded by Lorentz transformations in most cases of interest for Particle
Physics. This means that the Galilean group provides a non-relativistic limit to the Poincare´
group. The Carroll group is constructured similarly, where one chooses a different coordinate
to label time (see below for details).
Both the Galilean and the Carroll group are symmetry groups of a theory living on a
Minkowski spacetime of (1, 1) dimensions more [162, 96]. Hence they are best understood
as subgroups of the Poincare´ group. The (d2 + 3d+ 2)/2 generators of the Poincare´ algebra
iso(1, d) are translations, rotations and boosts, subject to
[Mij ,Mkl] = i(ηikMjl − ηilMjk − ηjkMil + ηjlMik) ,
[Mij , Pk] = i(ηikPj − ηjkPi) ,
[Pi, Pj ] = 0 .
(E.1)
However, an alternative description of these is more appropiate to describe the Galilean and
Carroll subgroups. By going to the light-cone metric of Minkowski space
ds2 = −2dudv + dxidxi for i = 2, ..., d (E.2)
we find that the elements of the Poincare´ algebra can be cast as space translations and
rotations Pi = ∂i, Mij = −i(xi∂j − xj∂i), two null translations H = ∂u, M = ∂v and 2d− 1
boosts N = −i(u∂u − v∂v), Ki = −i(u∂i + xi∂v), Vi = −i(v∂i + xi∂u).
The Bargmann algebra (see [163]) is obtained by considering the subalgebra of iso(1, d)
that commutes with M ; this is the reason why it is often referred to as the ‘central extension
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of the Galilean algebra’, and equivalent to excluding generators N and Vi. It has the following
rules
[Mij ,Mkl] = i(ηikMjl − ηilMjk − ηjkMil + ηjlMik) , [Mij , Pk] = i(ηikPj − ηjkPi) ,
[Mij ,Kk] = i(ηikKj − ηjkKi) , [Mij , H] = 0 ,
[Pi, Pj ] = 0 , [Pi, H] = 0 ,
[Ki,Kj ] = 0 , [Ki, H] = iPi ,
[Ki, Pj ] = iηijM .
(E.3)
The Galilean group, in turn, is the Bargmann group when we mod out the action of M . This
means that the last commutator above can be put to zero. We shall not be using the Galilean
group in this thesis, but it has gained some popularity in the last few years because of its
relevance in studies of condensed matter systems through string theory methods.
The Carroll algebra was first introduced in [164] by performing a Wigner-I˙no¨nu¨ contraction
on the Poincare´ algebra. This contraction is different to the one used to obtain the Bargmann,
and it is obtained by looking for the subalgebra of iso(1, d) formed by {Pi,Mij ,Ki,M,N}
modulo N , whose full commutator rules are
[Mij ,Mkl] = i(ηikMjl − ηilMjk − ηjkMil + ηjlMik) , [Mij , Pk] = i(ηikPj − ηjkPi) ,
[Mij ,Kk] = i(ηikKj − ηjkKi) , [Mij , N ] = 0 ,
[Mij ,M ] = 0 , [Pi, Pj ] = 0 ,
[Pi, N ] = 0 , [Pi,M ] = 0 ,
[Ki,Kj ] = 0 , [Ki, Pj ] = iηijM ,
[Ki, N ] = iKi , [Ki,M ] = 0 ,
[N,N ] = 0 , [N,M ] = −iM ,
[M,M ] = 0 .
The Similitude group Sim(d−1) is obtained as a subgroup of the Carroll group by keeping the
subset {Mij ,Ki, N} of the Carollian algebra. Its algebra hence has (d2 − d+ 2)/2 generators
and it can be seen to form a subalgebra of so(1, d).
[Mij ,Mkl] = i(ηikMjl − ηilMjk − ηjkMil + ηjlMik) , [Mij , N ] = 0 ,
[Mij ,Kk] = i(ηikKj − ηjkKi) , [Ki,Kj ] = 0 ,
[N,N ] = 0 , [Ki, N ] = iKi .
In fact, the group is isomorphic to the Euclidean group of Rd−1, augmented by homotheties
(similarities) parametrised by a scaling factor, and it is the maximal proper subgroup of the
Lorentz group SO(1, d).
If we add the translations operators {Pi, H,M} the algebra obtained has (d2 + d + 4)/2
elements, and it is a subalgebra of iso(1, d). The group then formed is correspondingly labelled
ISim(d− 1) = Sim(d− 1)n R1,d [165]. For d = 3, this is the symmetry group used in Very
Special Relativity, a theory allowing a small Lorentz violation, consistent with the observed
CP violation [115].
E.2 Holonomy
Holonomy is a measure of how much parallel transportation along a closed loop on a smooth
manifold fails to preserve a certain geometrical quantity. In a nutshell, when parallel-
transporting a non-scalar object around a closed loop, it will only remain constant if the
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holonomy group is trivial; otherwise the new object will be the result of having acted upon
the original one by a holonomic transformation. The set of all transformations for a given
manifold M and a connection ∇ gives the holonomy group. In more formal language, this
group is described as
Holx(∇) =
{
Pγ ∈ GL(Mx), s.t. γ is a closed loop based at x ∈M
}
,
where Pγ : Mx →Mx.
Since we deal with problems arising in the context of supergravity theories, we shall
particularly deal with manifolds of special holonomy. These are defined as manifolds admitting
the existence of parallel spinors (w.r.t. Levi-Civita`), and thus they naturally appear in the
context of (fake-) supersymmetric studies. The classification of Riemannian irreducible non-
symmetric simply-connected holonomy manifolds was given by Berger [166]. Moreover, Wang
gave the dimensionalities of the spaces of (non-trivial) parallel spinors [70], thus establishing
which manifolds have Ricci-flat metrics [4, 167].
Hol. group dim(M) Associated manifold (M, g) dim({}) s.t. ∇ = 0
SO(n) n ≥ 2 generic orientable Riemannian 0
U(n) 2n generic Ka¨hler 0
SU(n) 2n special Ka¨hler (CY) 2
Sp(n) · Sp(1) 4n quaternionic-Ka¨hler 0
Sp(n) 4n hyper-Ka¨hler n+ 1
G2 7 exceptional holonomy 1
Spin(7) 8 exceptional holonomy 1
Table E.1: Berger’s classification of possible holonomy groups for irreducible non-symmetric
simply-connected Riemannian manifolds. Notice how only the third, fifth, sixth and seventh
cases are Ricci-flat, thus composing the list of special holonomy manifolds.
In this thesis, however, we are interested in Lorentzian spaces, and holonomy is one of
those features where Riemannian and pseudo-Riemannian geometry take on a very different
form. The interested reader can consult [166, 168, 169] for further information on this topic.
We should also note that, since we consider connections that respect lengths, the maximal
possible holonomy group is SO(1, d). Given that Sim(d− 1) is its maximal proper subgroup,
this means that the minimal holonomy reduction that can occur in a Lorentzian spacetime
M1,d is HolM = Sim(d − 1). We now study the relation between having holonomy inside
Sim(d− 1) and recurrent vector fields.
E.3 Recurrency
We say that a vector field nµ is recurrent if
∇µnν = Bµnν , (E.4)
where Bµ is called the recurrence one-form [96]. Geometrically this means that n
µ does not
change direction under parallel-transportation. When on top of that nµ is null, i.e. nµn
µ = 0,
this implies that the connection has holonomy inside Sim(d− 1). Let us see this.
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Considering the musical isomorphism that takes nµ →[ nν = gνµnµ, one can show that
dn[ = B ∧ n[ ,
which implies
n[ = du → dn[ = 0 → ∇µnν = ξnµnν ,
for some function ξ. This last equation says that nµ generates a geodesic null congruence that
is hypersurface orthogonal, non-expanding and shear-free. We parametrise this congruence
by v, and hence n = nµ∂µ =
∂
∂v .
The components of n and n[ allow us to write explictly the metric in Walker form [97]
ds2 = H(u, v, x)dudu+ 2dudv + 2Ai(u, x)dudx
i + gij(u, x)dx
idxj , (E.5)
where we have taken the function u, parameter v and the (d−1) transverse xi as coordinates.
One can then use Ricci identity to obtain
Rµνρ
σnσ = (dB)µνnρ . (E.6)
If we interpret the curvature tensor Rµνρ
σ as a Lorentz algebra-valued two-form, eq. (E.6)
means that the rotation performed on n for a given loop γ = (X,Y ) is related to the field
strength of the recurrence one-form, i.e.
(O(X,Y ) ◦ n)ρ = F (B)(X,Y )nρ . (E.7)
It is an easy matter to see that Rµν+i = 0. This implies that (Rγ)+i = 0 and hence that the
local holonomy group is generated by (d− 1) generators less than those of SO(1, d). In other
words, the maximal holonomy group is Sim(d− 1).
Furthermore, if H = H(u, x), i.e. not depending on v, eq. E.5 becomes a Brinkmann wave
[170 - 172]. This means that ∇µnν = 0 and hence n is a (null) Killing vector field. In this case
the maximal holonomy group is not Sim(d − 1) but rather a subgroup of it, the Euclidean
group of Rd−1, where one further generator is no longer needed, since now Rµν+− = 0.
Appendix F
The Lorentz and the Spin groups
The group of diffeomorphisms, paramount to Einstein’s theory of gravity, does not allow
for half-spin representations1, and hence a different recipe is needed to include fermions
in a formulation of gravity. This was first done by Weyl, who realised that the connection
existent between the Lorentz and the Spin group could be exploited for this purpose [173]. By
exponentiating the generators of the Lorentz algebra so(1, d−1) in a spinorial representation,
one obtains the simply-connected Spin(1, d−1) group. This is the famous 2-1 correspondence
between Spin(1, d− 1) and SO(1, d− 1), which we succinctly explain now.
The generators of the Lorentz algebra are those Mab with Mab = −Mba (where a, b =
0, 1, . . . , d− 1) such that2
[Mab,Mcd] = −ηacMbd − ηbdMac + ηadMbc + ηbcMad . (F.1)
This relation guarantees that the exponential map on the algebra gives the group of Lorentz-
Fitzgerald transformations Λcd = e
σab(Mab)
c
d , which respects the metric η = (+,−, ...,−) in
accordance with the special principle of relativity
V
′aηabV
′b = V aηabV
b , (F.2)
where V
′a = ΛabV
b. This implies a generalised constraint for orthogonality
Λ ∈ SO(1, d− 1) → ηabΛbcηcd = (Λ−1)da , det(Λ) = 1 , (F.3)
where ηcd is the inverse of η, and the flat metric can be used to raise/ lower Lorentz indices.
This condition translates at the level of the Lie algebra into
(Mab)
T = −Mab → tr(Mab) = 0 , (F.4)
which implies that the generators are antisymmetric in their Lorentz-indices, i.e.
Mab = −Mba . (F.5)
The generators of the Lorentz algebra in the vector representation are thus given by
Γv(Mab)
c
d = 2 η[a
c ηb]d , (F.6)
1At least not ones that fall naturally within the framework of the gravity theories we shall be discussing in
this thesis.
2Notice that the following rule coincides (modulo conventions) with the first equation in the system (E.1).
This is so because the Poincare´ algebra is the Lorentz one plus translations.
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which obviously satisfy eq. (F.1).
The Spin(1, d − 1) group, on the other hand, is generated by the product of an even
number of elements of the Clifford algebra with an inverse, where the defining relation for the
Clifford algebra is given by
{γa, γb} ≡ γaγb + γbγa = 2 ηab 12bd/2c×2bd/2c . (F.7)
The connection between Clifford and Lorentz algebras becomes obvious with the following
choice for the spinorial representation of the Lorentz algebra
Γs(Mab)
α
β =
1
2
(γ[aγb])
α
β
=
1
4
(γaγb − γbγa)αβ , (F.8)
where the α, β indices run from 1 to 2bd/2c, and label the components of a general complex
spinor ψα, which by definition is an irreducible representation of the Spin group. In other
words, one can use the Clifford algebra for ηab to construct a spinorial representation for
so(1, d − 1). And because spinors are irreps of Spin(1, d − 1), which is generated from the
Lorentz algebra, one has a way to speak of fermions locally, i.e. at every point on our curved
manifold, on which one considers a Minkowskian tangent space with SO(1, d − 1) as the
structure group for changes of frame.
The experienced reader will have noticed that the exponential map
eσ
abMab = 1 + σabMab + . . . (F.9)
will only give the elements of the Lorentz group connected to the identity, what is usually
called the proper orthochronous, or restricted, Lorentz group SO+(1, d − 1). To obtain the
non-connected orbits3, one has to act with (discrete) parity P = diag(1,−1,−1,−1) and time-
reversal T = diag(−1, 1, 1, 1) transformations. However, as commonly done in the Physics
literature, throughout this thesis -and with the exception of the following paragraph- we shall
refer to the restricted Lorentz group simply as the Lorentz group, and we will generically
label it by SO(1, d − 1), omitting the (+)-label. Likewise for the restricted Spin+(1, d − 1)
group.
The generators of the Lorentz so(1, d− 1) algebra in the spinorial representation Γs(Mab)
will give the simply-connected4 group, Spin+(1, d − 1), which is only locally isomorphic to
SO+(1, d−1), i.e. the algebras are the same. At the level of the group, however, Spin+(1, d−1)
is covering SO+(1, d− 1), and in particular for d > 2 the former is 1-connected, so one says
it is the universal covering group5 of the Lorentz group. Furthermore, this cover is a double
cover, in that there are two elements of Spin mapping to each element of Lorentz.
3There are four orbits in total, relative to the possible orientations of space and time. Proper/ inproper
(det(Λ) = ±1) determine whether the subgroup respects the orientation of space, and orthochronicity is a
measure of the group respecting the direction of time (Λ11 > 1).
4A group manifold G is simply-connected, or 1-connected, if it is path-connected, and has trivial funda-
mental group, i.e. pi1(G) = 1. The latter is defined as the set of loops defined on the space modulo continuous
deformations (homotopies). This means that a simply-connected manifold presents no obstructions (holes) to
deforming any loop homeomorphically into another loop with the same base point.
5This means that the Spin group will cover any other possible connected cover for the Lorentz group.
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The prototypical example of this is given by the homomorphism
ρ : SL(2,C) ' Spin+(1, 3)→ SO+(1, 3) , (F.10)
characterised by ρ(P ) : X → PXP †, where X is a generic Hermitian matrix
with the extended Pauli matrices {σ0 = 1, σ1, σ2, σ3} as basis, which is
identified with Minkowski space -where a generic vector vT = (t, x, y, z) lives-
through the determinant function, i.e. det(X) = t2 − x2 − y2 − z2 = vT ηv,
for
X =
(
t+ z x− iy
x+ iy t− z
)
, (F.11)
and P ∈ SL(2,C). The endomorphism on the space of Hermitian matrices
preserves the determinat, and hence its action on M (1,3) is isometric (vector
length-preserving), which was of course expected since ρ(P ) is a Lorentz
transformation. Furthermore, one can easily see that both P = K and
P = −K, for K any element of SL(2,C), give the same element of M (1,3),
and hence the 2-1 mapping.
This is why it is common to hear that the latter is doubly-connected, namely that its funda-
mental group is isomorphic to Z2. Despite these differences, it is also quite common to hear
them referred interchangeably.
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