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Multi-layer perceptron は，DNN の基本的なモデルで，主に分類問題の解決に用
いられる [3]．CNN は，人間の視覚野をモデルにしており，主に画像処理で用いら
れる [2]．RBM は，学習したデータの確率分布を得ることができる生成モデルであ
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る [1, 4]．AEは入力の潜在表現を得ることができ，正則化や積層化などの改良によっ
て，いくつかのモデルが存在する [5, 6, 7, 8, 9, 10]．AEの用途は，低光度画像の光度
強調や画像処理における次元削減，データマイニングにおけるハッシュ関数や医療用
の画像処理，ドキュメントの潜在表現の獲得，異常検知など，分野を超えて多岐にわ





































かに application specific integrated circuit（ASIC）や FPGAが用いられる．
Graphics processing unitを用いた DNNのためのライブラリやフレームワークは充
実しており，Cae や Tensor Flow，Chainer や PyTorch，Keras なと数多く存在し，
Theano のように開発が終了したものもある [24, 25, 26, 27, 28, 29]．ASIC としての
実装例は，MLP [30, 31]や RBM [32, 33]，CNN [34, 35, 36, 37]などがあげられる．
RBMで学習を行い AEとして利用する，複数のニューラルネットワークを組み合わ
せた回路の研究も行われている [38]．FPGAを用いた実装例としては，CNNや RBM
の報告が多い [39, 40, 41, 42, 43, 44]．このように，ライブラリやフレームワークなど








うに，さまざまな種類の DNNが GPUや ASIC，FPGAによって実装されているが，
AEの FPGA実装に関する報告はほとんどない [45, 46, 47]．[45]では，ビヘイビアレ
ベルのシミュレーションで実装している．このレベルで作成した回路は，際限なく演
算資源を使ってシミュレーション出来てしまうため，論理合成を行うこともできず，
FPGA への実機実装も現実的ではない．[46] では，高位合成（high level synthesis，
HLS）によって，畳み込み AE の FPGA への実機実装を行っている．専用のアーキ
テクチャで畳み込みを行えるように設計されていたが，実装しているのはエンコー
ダ部分のみであった．デコーダ部分はホスト PC側での処理であり，実験では学習済


















































































設計法と異常検知のための学習法について提案を行う．それぞれ第 3 章と第 4 章で
述べる．
第 3章では，AEの FPGA実装のための省資源かつ AEの処理に特化した回路設計



















について解説する．AE の動作や学習法について 2.2.1 項と 2.2.2 項で解説する．続
いて，2.2.3 項-2.2.6 項で AE の積層化や正則化，畳み込み層の導入や生成モデル
としての応用法について解説する．2.3 節では，深層学習のハードウェア化につい





























入力のニューロンが N個あり，入力値を ~x，出力値を y，シナプスの重みを ~W と






力値を ~x，隠れ層の値を ~y，出力値を ~zとする．入力層-隠れ層のシナプスの重みを ~W
とし，隠れ層-出力層のシナプスの重みを ~W0 とする．バイアスは，前述のように重み
のベクトルに埋め込む．また，はベクトル同士の内積を表す．




~Wmn  ~xn) (ただし m = 0; 1; :::;M   1;M) (2.1)
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( ~xn   ~zn)2 (2.3)





j ~xn   ~znj (2.4)
















~W1  ~x)))) (2.6)












数の微分について，有効的な考え方である連鎖律を導入する．例えば，y = g(x) と
z = f (y)の 2つの関数について，zに対する xの勾配を求めたいとき，それは連鎖律
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L =  C( ~xn; ~zn) = ~xn log ~zn + (1   ~xn) log(1   ~zn) (2.8)
ここで，連鎖律を効率的に使うために，h1(~x) =
P ~W  ~x，h2(~y) = P ~WT ~yを用いて
~zと ~yを式（2.9，2.10）のように書き換える．
~y = (h1) (2.9)














































































~W   ~x  ~z  ~y   1   ~y  ~xT  +  ~x  ~z  ~yT T  (2.16)
~b =

~W   ~x  ~z  ~y   1   ~y (2.17)




~Wnew = ~Wold +  ~W (2.19)







図 2.4 に示すように，上位 AE の隠れ層を下位 AE に置き換えて AE を積み重ね





る．まず，2.2.2 項の学習法で上位 AE を学習させる．続いて，上位 AE をエンコー
図 2.4 積層化 autoencoder
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図 2.5 貪欲法による学習
ダとデコーダに分離．エンコーダに下位 AEを積み上げる（図 2.5）．最後に上位 AE









図 2.6 特徴抽出が出来ない AEの構造．恒等変換（左）と冗長な隠れ層（右）
2.2 自己符号化器 19
図 2.7 正則化 AE
ここで，隠れ層が入出力層よりも大きくても冗長表現をしないよう学習法に制限を
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2.2.5 ノイズ除去 Autoencoder
汎化性能向上のための手法の 1つとして，ノイズに対する頑健性を高めることがあ














( ~xbn   ~zcn)2 (2.24)





j ~xbn   ~zcnj (2.25)
C( ~xbn; ~zcn) =   ~xbn log ~zn   (1   ~xbn) log(1   ~zcn) (2.26)























図 2.9 畳み込み処理．1チャネル，カーネルサイズ 3，パディング 1，ストライド 2のとき



















トワークである [10]．そもそも生成モデルとは，学習データ ~x が，ある確率分布
qφ(~x j ~z)に対して，潜在変数 ~zが与えられることで生成されていると仮定し，この確
率分布を推定していくアルゴリズムである（図 2.12）．つまり，モデルからの出力は
2.2 自己符号化器 23












する．そして，図 2.13 に示すように，入力 ~x をエンコードすることで，潜在変数 ~z
を生成するガウス分布の平均 と分散 を得られるようにする．これが，潜在変数 ~z
を得るための VAEのエンコーダのプロセスである．デコード部分は通常の AE同様
に，得られた潜在変数 ~zから，qφ(~xj~z)として入力 ~xを復元していく（図 2.13）．よっ
て，最終的に再構成のフローは式（2.28，2.29）のように表せる．
encode : ~z = q(~z j ~x) (2.28)
decode : ~x = p(~x j ~z) (2.29)
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図 2.13 VAEのモデル．エンコーダモデル（左）とデコーダモデル（右）
学習則
Variational Autoencoderの学習には再構成誤差（式（2.30）右辺第 1項）と KLダ
イバージェンス（式（2.30）右辺第 2項）の 2つを用いる．再構成誤差で，式（2.28，
2.29）を経て生成された出力と入力の距離を求め，KLダイバージェンスで，q(~z j ~x)











2.3.1 項で GPU と ASIC でどのように実装されているのか述べる．また，これらの
実装にどのような問題点があるのかを指摘する．2.3.2項で FPGA実装について述べ
る．本研究のメインとなる AEの FPGA実装については，2.3.3-2.3.5項で触れる．











なライブラリと共に使われてきた [25, 26, 27, 28, 29]．また，エッジコンピューティ
ングだけでなく，仮想サーバ・GPU をウェブ上に立てて開発・実行するクラウドコ
ンピューティングにまで発展しており，こちらも amazon web service や Microsoft
Azure，Google Colaboratory など様々な環境が提供されている [48, 49, 50]．深層学










ASIC によって実装されている例も少なくない．深層学習の ASIC 実装として，
MLP や RBM，CNN などのネットワークを実装した例を紹介する．MLP の実装例
としては，[30]や [31]があげられ，どちらも推論が可能なチップである．[30]では，
手書き数字データセット，[31]には，音声認識のタスクがそれぞれ実装されている．
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RBMの実装例として，[32]と [33]をあげる．どちらも深層の RBMを実装した回路
で，学習と推論の両方を行うことができる．大きさは [32]の方が小さく，エネルギー
効率も優れているが，演算性能は [33] の方が優れていて，GPU と比較しても 50～
100倍もの処理速度を誇る．ここから，CNNの ASIC実装について述べる．手書き
数字データセットを CNNで推論する専用回路を実装したものが ShiDianNaoで，そ
の動作は GPU よりも 30 倍速い [34]．5 層の畳み込み層と 3 層の全結合層で構成さ


















から，開発におけるリスクが GPUや FPGAよりも格段に高い．なかには HUAWEI
のスマートフォンに搭載されている Kirin 980 [51]のように組込みシステムに搭載さ

















































































あった．この 1 秒当たりの処理数について電力消費当たりで考えたとき，FPGA が







文献 [47] で報告されたのは，積層化 AE を HLS によって FPGA 実装した研究に

































































































る [53]．AEは，入力 ~xと出力 ~zが一致するように学習する．ここで 1つの入出力関
係に注目すると，入力ニューロン xと結合している隠れニューロン hは，xと一致す






モリを半分に削減することができる．この回路設定法を Shared Synapse Architecture
という [54]．AEをニューロンモジュールとシナプスモジュールの 2つに分割し，通








Shared Synapse Architectureで設計した回路の全体図は図 3.3の通りである．大き
く分けて 3 つの回路から成る．それぞれ，（a）Reconstruction Module，（b）Update
Function Module，（c）Update Execution Moduleである．





Look Up Table（LUT）で実装している．全てのモジュールにおける内部値は 18bitで
あるが，活性化関数の入力だけは 10bitになっている．
図 3.2 通常の処理フロー (左)とシナプス共有したときの処理フロー (右)
図 3.3 AE回路の全体図
図 3.4 Reconstruction moduleの詳細図
36 第 3章 Shared Synapse Architectureによる Autoencoderの FPGA実装























 Update Hidden Bias Module
Reconstruction Module から重みの値と隠れ層の値，Update Output Bias
Moduleから ~b0 の更新値を受け取る．これらの値を用いて，式（2.17）に
従って ~bの更新値を決定する．
 Update Weight Module
Reconstruction Moduleから入出力層の値，Update Output Bias Moduleか
ら ~b0 の更新値，Update Hidden Bias Moduleから ~bの更新値を受け取る．
これらの値を用いて，式（2.16）に従って ~W の更新値を決定する．
3. Update Execution Module
このモジュールは 2つの役割がある．1つ目はパラメータの更新である．パラ
メータの更新値を Update Function Moduleから受け取り，それぞれのパラメー
タに足し合わせる．更新後のパラメータ値を，Update Modeの Reconstruction
Module に送る．2 つ目は，Reconstruction Module のモードの切り替えであ
る．パラメータの更新値を Reconstruction Moduleに送る前に，Reconstruction
Module のモードを Reconstruction Mode から Update Mode へと切り替える．





ゴリズムの性能の差を確認した．実装は C++で行い，量子化 AE は 18bit の固定小
数点数を，通常のアルゴリズムでは 32bitの浮動小数点数をそれぞれ用いた．AEの
層の構成は，入出力層が 4ニューロン，隠れ層が 2ニューロンの 4-2-4の構成である．
エポック数は 1,000で学習率は 0.0078125である．学習には 4bitのバイナリ値 16種
類を用いた．16 種類の学習の様子を平均してまとめたものを図 3.6 に示す．直線が
量子化 AE で点線が通常の AE の学習曲線をそれぞれ示している．縦軸と横軸はそ
れぞれ，交差エントロピー誤差関数の値とエポック数である．結果として，どちらの
AEでも再構成誤差は収束していっているが，量子化 AEの方が早く収束に向かって
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表 3.1 作成した AE回路の論理合成結果
Module レジスタ LUT DSP 動作周波数 (MHz)
Entire AE module 6,284 (2.08%) 6,198 (4.11%) 30 (3.91%) 230.654
Reconstruction 2,621 (0.87%) 2,442 (1.62%) 2 (0.26%) 242.777
Synapse 270 (0.09%) 262 (0.17%) 1 (0.13%) 242.424
Neuron 102 (0.03%) 153 (0.10%) 0 (0%) 363.769
Update unction 6,125 (2.03%) 6,557 (4.35%) 28 (3.65%) 230.654
Update output bias 667 (0.22%) 454 (0.30%) 0 (0%) 419.639
Update hidden bias 1,139 (0.38%) 1,190 (0.79%) 6 (0.78%) 242.777
Update weight 399 (0.13%) 411 (0.27%) 2 (0.26%) 242.777
Update execution 763 (0.25%) 7(0.004%) 0 (0%) 651.042
* Digital signal processors
3.4.2 学習機能の確認
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表 3.2 学習後の AE回路の出力
Input: 0 0 0 0
0.027267456 0.027267456 0.027267456 0.027267456
Input: 0 0 0 1
0.034179688 0.034179688 0.034179688 0.96875
Input: 0 0 1 0
0.034179688 0.034179688 0.96875 0.034179688
Input: 0 0 1 1
0.048828125 0.048828125 0.953125 0.953125
Input: 0 1 0 0
0.034179688 0.96875 0.034179688 0.034179688
Input: 0 1 0 1
0.048828125 0.953125 0.048828125 0.953125
Input: 0 1 1 0
0.025268555 0.96875 0.96875 0.025268555
Input: 0 1 1 1
0.025756836 0.96875 0.96875 0.96875
Input: 1 0 0 0
0.96875 0.034179688 0.034179688 0.034179688
Input: 1 0 0 1
0.96875 0.025268555 0.025268555 0.96875
Input: 1 0 1 0
0.953125 0.048828125 0.953125 0.048828125
Input: 1 0 1 1
0.96875 0.025756836 0.96875 0.96875
Input: 1 1 0 0
0.953125 0.953125 0.048828125 0.048828125
Input: 1 1 0 1
0.96875 0.96875 0.025756836 0.96875
Input: 1 1 1 0
0.96875 0.96875 0.96875 0.025756836
Input: 1 1 1 1

















数をそれぞれ N i，Nh としたとき，表 3.3に示すように求められる．
よって，4-2-4の層構成の AEの場合，式（3.2）によって総クロックサイクル数が
求められる．
ClockCycles = 8N i + 2Nh + 235 (3.2)
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表 3.3 クロックサイクル数を求める計算式
Module Clock cycle
Neuron (hidden unit) N i + 5
Neuron (output unit) Nh + 5
Update hidden bias N i + 17
Synapse (N i + 8)  2
Weight memory controller N i + Nh + 4
Update execution N i + 8
Fixed clock cycle 164
続いて，処理時間を求めていく．加減算，乗算を 1オペレーションと数えたとき，
式（2.1-2.21）にかかるオペレーション数は式（3.3）によって求められる．






6N i + 11N iNh + 6Nh















表 3.4 処理速度と演算資源の AEの構成毎の比較
ネットワーク構成 ニューロン数 結合数（シナプス数） MOPS* 乗算器の数
4-2-4 10 8 116 30
8-2-8 18 16 201 46
4-4-4 12 16 206 60
20-10-20 50 200 1,529 470
24-10-24 58 240 1,713 550




























iDS と oDD は図 3.8 の表現上 1 つずつしかないが，モジュールの機能に応じ
て複数持つこともある．例えば，reconstruction モジュールでは iDS として“x”
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ここでは，2-1-2の構成の AEを作成して second AEとし，作成済みの 4-2-4の回路
（first AEとする）を合わせて積層化し，4-2-1-2-4の積層化 AEを作成した（図 3.9）．
この AE回路の論理合成結果を表 3.6に示す．レジスタと LUTに関して，first AE





下位層の AE から順に学習を行っていく．そこで，3.4.2 項で学習した first AE の隠
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図 3.9 Shared Synapse Architectureを用いた積層化 AEの図
表 3.6 積層化 AEと second AEの論理合成結果
Module レジスタ LUT 動作周波数 (MHz)
First AE
2,477 (0.82%) 2,324 (1.54%) 242.424
(Reconstruction module)
Second AE 728 (0.24%) 798 (0.53%) 242.777






最後に，2つの AEを組み合わせて，積層化 AEとして動作させた．積層化 AEの
出力結果を表 3.7に示す．出力結果はおおむね入力を再構成したと言える．誤差の大




表 3.7 貪欲法で学習後の積層化 AEの出力
Input: 0 0 0 0
0.083984375 0.083984375 0.083984375 0.083984375
Input: 0 0 0 1
0.09765625 0.16015625 0.09765625 0.84375
Input: 0 0 1 0
0.09765625 0.16015625 0.75 0.16015625
Input: 0 0 1 1
0.107421875 0.203125 0.796875 0.890625
Input: 0 1 0 0
0.16015625 0.75 0.16015625 0.09765625
Input: 0 1 0 1
0.1484375 0.859375 0.1484375 0.859375
Input: 0 1 1 0
0.22265625 0.796875 0.796875 0.22265625
Input: 0 1 1 1
0.20703125 0.9375 0.8125 0.9375
Input: 1 0 0 0
0.84375 0.09765625 0.16015625 0.09765625
Input: 1 0 0 1
0.796875 0.22265625 0.22265625 0.796875
Input: 1 0 1 0
0.859375 0.1484375 0.859375 0.1484375
Input: 1 0 1 1
0.8125 0.484375 0.8125 0.9375
Input: 1 1 0 0
0.890625 0.796875 0.203125 0.107421875
Input: 1 1 0 1
0.9375 0.9375 0.484375 0.8125
Input: 1 1 1 0
0.9375 0.8125 0.9375 0.20703125
Input: 1 1 1 1
0.984375 0.984375 0.984375 0.984375
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図 3.11 学習精度と内部値の bit幅の関係性
表 3.8 関連研究との比較
AEの形状 回路記述レベル 論理合成 MOPS*
Proposed AE (Stacked AE) RTL 可能 1,713
[45] Sparse AE Behavior 不可能 N/A
[46] Convolutional AE(encoder) HLS 可能 N/A
[47] Stacked AE HLS 可能 357
* Mega operations per second. 値が大きい方が性能が良い







文献 [46] では，畳み込み AE を実装した．Xilinx KCU105 ボードを用いて，
XCKU040-2FFVA1156E という FPGA に実機実装を行った．しかし，畳み込み AE
のエンコーダのフィルタリングの部分だけの実装になり，デコーダの処理はホスト
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PC側で行っている．また，学習済みのパラメータを書き込んでおり，この回路では
学習ができないため，表 3.8のMOPSの項目を N/Aとした．
文献 [47]では，OpenCLを用いて，3層の積層化 AEを Altera Stratix V D5という
FPGA に実装していた．また，NVIDIA GTX Titan GPU による実装と，Qualcomm
Adreno 330 mobile GPUによる実装も行い，性能比較評価を行っていた. OpenCLに





一方で，本研究で作成した回路は，Shared Synapse Architecture を RTL で設計し
た．RTL 設計では，作成する回路のクロックサイクル数をカウントすることができ






































































































が 0のとき 1になり，1のとき 0になるように推移する．よって，閾値が性能分岐点
よりも低い領域では，F値は正常標本精度に左右され，閾値が性能分岐点よりも高い
領域では，F値は異常標本精度に左右される．
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8>><>>:0 ( ~xa > 0:5)1 (otherwise) (4.2)
この変換後の異常な入力データ ~xaと，変換していない正常な入力データ ~xcを合わ
せて ~xtとして，誤差関数は式（4.3）の様に与えられる．ここで，~zは出力を表す．
図 4.4 異常入力を反転する Autoencoder
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表 4.1 提案手法と AE，DAEの比較
AE 提案手法 DAE
入力 加工なし 加工なし ノイズ付加
目標とする再構成結果 入力と同じ 反転 ノイズのない入力















験を行う．MNIST データセットは，縦横 28 ピクセルのグレースケール画像で全部
で 10クラスあり，学習用に 60,000枚とテスト用に 10,000枚の画像が用意されてい
る [59]．データセットの内訳は表 4.2の通りで，4.1節で述べた通り，10クラス中 1
クラスを正常データ，残り 9クラスを異常データとして扱う．





正常データだけを学習させた通常の AEと提案 AEの学習結果を，あわせて図 4.7
に示す．学習誤差が収束していく様子が見て取れる．
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図 4.5 学習方法の比較．AE（上）と提案手法（中）と DAE（下）




の変化による F 値の移り変わりを図 4.10，図 4.11 に示す．ここで，図 4.10 は通常
の学習法で学習した AEを用いた結果で，図 4.11は提案手法で学習した AEを用い
た結果である．縦軸は F値，横軸は閾値である．図 4.10からわかる通り，通常手法


































0 to 2 12,700 2,167
0 to 3 18,831 3,117
0 to 4 24,673 4,159
0 to 5 30,094 5,051
0 to 6 36,012 6,009
0 to 7 42,277 7,037
0 to 8 48,128 8,011




で全部で 10クラスあるものと 100クラスあるものがあり，今回は 10クラスあるも
のを用いた [60]．このセットでは，学習用に 50,000枚とテスト用に 10,000枚の画像
図 4.7 MNISTデータセットの学習結果
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図 4.8 MNISTデータセットを学習した提案 AEによる正常データの再構成の様子
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図 4.10 MNISTデータセットで異常検知したときの通常 AEの F値
図 4.11 MNISTデータセットで異常検知したときの提案 AEの F値























0 to 2 10,000 2,000
0 to 3 15,000 3,000
0 to 4 20,000 4,000
0 to 5 25,000 5,000
0 to 6 30,000 6,000
0 to 7 35,000 7,000
0 to 8 40,000 8,000
0 to 9 45,000 9,000
続いて，二値化後の値を用いて平均絶対誤差を取り，閾値を設けて異常検知実験を
行った．縦軸に F値，横軸に閾値を取り，F値と閾値の関係を図 4.16，図 4.17に示





64 第 4章 異常入力を反転する Autoencoderを用いた異常検知
図 4.13 CIFAR-10データセットの学習結果
図 4.14 CIFAR-10データセットを学習した提案積層 AEによる正常データの再構成の様子
図 4.15 CIFAR-10データセットを学習した提案積層 AEによる異常データの再構成の様子
4.6 関連研究との比較
関連研究 [16] で用いられている Variational Autoencoder（VAE）と提案手法で学
習させた AEについて，検知器としての性能を比較する．本研究で行った検証実験に
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図 4.16 CIFAR-10データセットで異常検知したときの通常積層 AEの F値
図 4.17 CIFAR-10データセットで異常検知したときの提案積層 AEの F値
倣って正常クラスを 1つとし，正常クラスだけを学習させた VAEを検知器としたと
き，その閾値に対する F値の移り変わりを図 4.18に示す．
また，提案手法，通常の AE，VAE [16]の閾値ごとの F値をまとめたものを表 4.6





成し，異常検知実験を行った．データセットも [16] に合わせて MNIST データセッ
トを用いた．提案手法を用いて学習を行った AE，[16] で用いられた AE と VAE に
ついて比較する（表 4.7）．なお，[16]では，正常標本精度と異常標本精度をプロット
した際の 2つの曲線 receiver operating characteristic曲線（ROC曲線）が囲む面積で
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図 4.18 MNISTデータセットで異常検知したときの VAE[16]の F値
表 4.6 本研究の検証方法で異常検知したときの F値の比較
閾値 提案手法（同時に学習させる異常ラベルのクラス数） AE VAE [16]
9 8 7 6 5 4 3 2 1
0.1 0.84 0.89 0.93 0.90 0.97 0.98 0.98 0.98 0.84 0.00 0.00
0.2 0.98 0.98 0.98 0.98 0.99 0.99 0.97 0.96 0.75 0.00 0.11
0.3 0.99 0.99 0.99 0.99 0.99 0.99 0.96 0.94 0.70 0.00 0.00
0.4 0.99 0.99 0.99 0.99 0.99 0.99 0.96 0.93 0.67 0.00 0.00
0.5 0.99 0.99 0.99 0.99 0.99 0.99 0.95 0.93 0.65 0.00 0.00
0.6 0.99 0.99 0.99 0.99 0.99 0.99 0.94 0.92 0.63 0.00 0.00
0.7 0.99 0.99 0.99 0.99 0.99 0.98 0.93 0.91 0.60 0.00 0.00
0.8 0.99 0.99 0.99 0.99 0.99 0.98 0.91 0.88 0.55 0.00 0.00
0.9 0.99 0.99 0.99 0.99 0.97 0.96 0.84 0.76 0.39 0.00 0.00





なる．表 4.7より，平均値は提案手法・VAE [16]・AE [16]の順番で高かった．さら
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に，分散を見ると，提案手法は他の 2つの手法に比べて約 50分の 1以下に収まって
おり，データの特徴に依存せずにその性能が発揮できることがわかった．
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表 4.7 文献 [16]の検証方法で異常検知したときの AUCの比較
異常ラベル 提案手法 AE [16] VAE [16]
0 0.997 0.825 0.917
1 0.996 0.135 0.136
2 0.994 0.874 0.921
3 0.996 0.761 0.781
4 0.994 0.727 0.808
5 0.993 0.792 0.862
6 0.993 0.812 0.848
7 0.990 0.508 0.596
8 0.992 0.869 0.895
9 0.992 0.548 0.545
平均 0.994 0.685 0.731












横軸に閾値を取り縦軸に F値を取って，図 4.19に示す．比較のため，図 4.11に示し
た通常構造の AEの結果を図 4.20に再掲する．シナプス共有構造の方が，閾値が低
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図 4.19 提案学習法で学習したシナプス共有構造の AEで異常検知したときの F値





























本論文では，Autoenocder（AE）を用いた異常検知の field-programmable gate array
（FPGA）実装という大目的達成のため，FPGA 実装のための回路設計法と異常検知









第 2 章では，本研究の主軸となるアルゴリズムである AE を中心に，学習則や改


































 学習可能な AEの FPGA実装
 RTLによる特化処理及び省資源設計
















































て，今後 AE による異常検知を FPGA に実装していくための課題をまとめると以下
の様になる．
 Shared Synapse Architectureのソフトウェア検証時と同様に，シナプス共有以
外に量子化などの改良加えた AEについて，異常入力を反転するように学習を
させ，異常検知器としての性能を評価
 改良型 Shared Synapse Architectureによる異常検知の実装
 改良型 Shared Synapse Architectureの FPGA実機実装
 FPGAと HostPC間の通信を行うモジュールを作成
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