Abstract-We present a generic scheme for estimating the size of a group of nodes affected by the same event in a largescale network, such as a grid, a sensor network or a wireless broadband access network, while receiving only a small number of feedback messages from this group. Using the proposed scheme, a centralized gateway analyzes the transmission times of these feedback messages, defines a likelihood function for them, and then uses the Newton-Raphson method to find the number of affected nodes for which this function is maximized. We present complete mathematical analysis for the precision of the proposed algorithm and provide tight upper and lower bounds for the estimation error. These bounds allow us to improve the precision of our estimation, and to bring the error very close to 0.
I. INTRODUCTION
In this paper we address a problem that arises in many modern networks, such as Grid networks, satellite networks, sensor networks and broadband access wireless networks. Such networks consist of thousands of end devices (nodes) that are controlled or managed by a single centralized gateway. From time to time the end nodes must send feedback messages to the gateway concerning local events about which the gateway has to be aware. While some events are only detected by a single node or a few nodes, some important events are likely to affect many nodes. The scheme proposed in this paper is useful when it is crucial that the gateway not only be informed about such events but also have a rough estimation of the number of affected nodes, without having each node send a message to the gateway.
The proposed scheme is called NATO! (Not All aT Once!), The main idea is that after the event takes place, every affected node waits a random amount of time before sending a feedback RPRT (report) message. When the gateway receives enough RPRTs to estimate the number of affected nodes with good precision, it broadcasts a STOP message, telling the nodes that have not reported yet not to send their RPRTs.
The most important part of this paper is the development of a statistical analysis algorithm, to be employed by the gateway, for estimating the number of affected nodes. The estimation is based on the times at which the RPRTs are sent. This algorithm defines the likelihood function for the received RPRTs, and then uses the Newton-Raphson method to find the number of nodes for which this function is maximized. Using mathematical analysis, we provide tight upper and lower bounds on the estimation error. We show that this error is approximately 1/(N − 1), where N is the number of sent RPRTs, and it is always positive. We use this property to bring the estimation error very close to 0.
The rest of this paper is organized as follows. In Section II we present more detailed application scenarios along with related work. In Section III we present the estimation algorithm, which is the core of the proposed NATO! scheme. In Section IV we analyze the precision of this algorithm and find tight upper and lower bounds for the error. This analysis allows the error introduced by our estimation to be reduced and brought very close to 0 even if N is very small compared to r. In Section V we conclude the paper.
II. APPLICATION SCENARIOS AND RELATED WORK
The proposed NATO! scheme is suitable for networks and systems that fulfill the following requirements:
(R1) The network consists of thousands of end nodes reporting to a single centralized gateway. Having each affected node send a separate RPRT (report) message to the gateway would result in one of the following implosion effects: (a) insufficient network resources for forwarding the messages to the gateway; (b) insufficient gateway CPU resources for processing all these messages; (c) delayed gateway response to the event. (R2) It is not enough that the sender knows about the event. In order to correctly respond to it, the sender also needs a good estimate of the number r of nodes that have experienced this event. (R3) There is a strict limit between the time the event takes place and the time the gateway needs to estimate the number of affected nodes. (R4) The gateway is able to broadcast a STOP message to all of the nodes that might be affected by the event, to prevent them from broadcasting additional RPRT messages.
In this section we discuss some application scenarios for the proposed scheme and present related work for each of them.
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The first application scenario is the prevention of feedback implosion in sensor networks. Sensor nodes often cover overlapping geographical areas. Consequently, the same event might be detected by hundreds of nodes, especially if this event is a result of some abnormal situation, like a fire in an area whose temperature is monitored by a sensor network.
Most papers that address this problem adopt the concept of data aggregation, e.g., [1] , [2] , [3] , [4] . The idea is that similar data messages sent by multiple sources are aggregated by the network nodes. The aggregation depends on many factors, such as message content, identification, urgency, or the processing and storage (caching) capability of the intermediate nodes. Although useful, the data aggregation concept significantly increases the cost and complexity of the sensor nodes. Moreover, it renders the sensor network vulnerable to eavesdropping and data tampering [5] . Therefore, solutions that avoid aggregation might be useful in many applications. The proposed NATO! scheme can solve the problem of feedback implosion without using data aggregation. The idea is that a sensor waits a random amount of time, taken from a predefined distribution, before reporting to the gateway about a local event. When the gateway receives enough RPRT messages about the same event, it broadcasts a STOP message to prevent other sensors from sending more RPRTs about the same event.
Another important application we discuss is management of grid networks. As organizations deploy large, Internet-scale, computational and data grids, the necessity for systems that monitor and control vasts amount of available resources has become apparent. Such systems require a substantial amount of monitoring data to be collected for a variety of tasks such as fault detection, performance analysis, performance tuning, performance prediction, and scheduling [6] , [7] .
For scalability issues, such monitoring and control systems have a hierarchical structure. Still, a management entity is responsible for thousands of nodes, and it is essential to minimize the amount of control information sent by each. Because a grid consists of clusters of nodes, hundreds of nodes in the same cluster may be affected by an event. For instance, hundreds of farm PCs that are connected to the same storage will be affected when this storage fails. The NATO! scheme can substantially reduce the number of messages received by a grid management station or a grid local management station, in such cases. Even if the management station receives only 4-7 messages, it can still estimate the number of grid nodes affected by the event.
The last possible application we describe for the NATO! scheme is reliable multicast in broadcast wireless/cellular/satellite networks. A prominent feature of these technologies is the base-station's ability to transmit a single copy of a packet to a huge group of receivers. In a typical FECbased reliable multicast, the sender creates from each data block K +n packets. To decode the data block, a receiver must receive any K of these packets. In a hybrid FEC/ARQ-based scheme [8] , [9] , [10] , [11] , [12] , [13] , receivers that have not received enough packets correctly notify the sender, by means of a NACK message, and the sender transmits additional repair packets. The number of such repair rounds is usually limited by real-time considerations.
One way to use NATO! for FEC-based reliable multicast without ARQ is as follows. Once every time-out period (e.g., once a second), the sender invokes NATO! in order to estimate the loss distribution for the considered multicast group. That is, the sender estimates the number of nodes in this group that have lost p% of multicast packets since the previous timeout, for several relevant values of p. Using this information, the sender can determine the number n of proactive repair packets that have to be transmitted in addition to the K packets required for the decoding of every data block. This value of n is used for the considered multicast group until the next time NATO! is invoked.
We are not aware of any paper that addresses requirements R1-R4 like the NATO! scheme proposed in this paper. Some works have addressed a slightly different problem: estimating the total number of receivers in a multicast group [14] , [15] , [16] , [17] . These works take advantage of the strong correlation between successive measurements when the size of a multicast group is estimated. This correlation, used to reduce the cost of the estimation process, does not exist in the NATO! applications considered above.
The authors of [17] also employ a timer-based approach. However, in their scheme receivers should stop sending feedback messages after the first one is transmitted. In [18] , the authors propose a probabilistic polling model for estimating the size n of a group. The main differences between the scheme of [18] and NATO! are as follows. In [18] , the number of response messages depends on the round trip time (RTT). In NATO!, this number is mainly determined by the estimating station, and it may also be affected by the RTT. In [18] , if more than one response message is received by the estimating station, only the reception time of the first message is taken into account, along with the total number of received messages. In contrast, in NATO! the estimating station takes into account the reception times of all the messages.
As in NATO!, the authors of [19] also employ the concept of maximum likelihood. However, they do so for the sake of estimating the size of a multicast group. They consider a sender broadcasting an RFB (Request for Feedback) message to a group of receivers. Each receiver sets a random timer using a known probability distribution function and sends a feedback message when it expires. When the first feedback message arrives at the sender, it broadcasts the next RFB, which also stops the receivers from sending additional responses to the previous RFB. The number of feedback messages received by the sender is therefore proportional to the length of the RTT. The fact that our paper and [19] address different problems is translated into the following differences:
• We overcome feedback implosion by limiting the number of response messages sent by receivers, while [19] limits the time during which these messages are sent.
• Running the algorithm of [19] in a network with a small RTT will result in a single response message being received by the sender. In contrast, in NATO! the number of response messages is mainly affected by the required estimation precision.
• In our scheme, each measurement of the size of the group of affected nodes is independent of previous measurements, while in [19] the results of previous measurements are taken into account.
NATO! is an important building block in each of the application scenarios considered above. Still, problems specific to each of these applications must be closely examined and addressed. For example, in the context of reliable broadcast in wireless/cellular/satellite networks, one needs to show how to implement NATO! when the response messages are subject to collisions on the shared uplink. This and other issues are addressed in [20] .
III. THE ESTIMATION ALGORITHM OF NATO!
Let r be the number of affected nodes, namely, nodes that are supposed to send a response/report (RPRT) message. Our goal is to estimate this number while limiting the number of RPRTs sent by affected nodes. When a node discovers that it is affected by an event that has to be reported to the gateway, it invokes the following algorithm:
Algorithm 1: (the algorithm invoked by every affected node)
• Choose a random timer in the range [0, T ] using a known probability distribution function F .
• If the timer expires before a STOP message is received from the gateway, send a RPRT to the gateway. Otherwise, do not send.
Following this algorithm, the gateway receives during [0, T ] a number of RPRT messages. Let this number be N . Let f be the probability density function of F . Let X 1 , . . . , X N be random variables denoting the transmission times of the N RPRTs. Without loss of generality, these random variables are assumed to be ordered in non-decreasing order such that X 1 ≤ X 2 ≤ . . . ≤ X N . Finally, let x 1 , . . . , x N denote the exact values of X 1 , . . . , X N in a specific experiment.
We use the maximum likelihood method to estimate r. Let f X1,X2,...,XN |r (x 1 , x 2 , . . . , x N ) be the joint density function of X 1 , X 2 , . . . , X N given that the number of affected nodes is r. This function is the probability density of the first N order statistics of distribution F , for which it is known that [21] :
In order to find the joint density of the first N X i s, we integrate over x N +1 , . . . , x r : XN |r (x 1 , x 2 , . . . , x N ) = . . .
Define the likelihood function L(r) to be
We now seek for the value of r that maximizes L(r). Such an r yields the maximum likelihood for getting the considered experiment's outcome, x 1 , . . . , x N , and is therefore the most probable number of affected nodes. We find the maximum of L(r) by differentiation. Since L(r) is a product of other functions, it is hard to differentiate it directly. Since ln is a monotonically increasing function, L(r) gets its maximum for the same value of r as l(r), where
In this equation, const is a constant with respect to r. We now differentiate l(r) with respect to r and get
). Thus, in order to find the value of r which maximizes the likelihood function L(r), we need to find real values of r that satisfy the following equation:
Proposition 1: From the N possible real solutions of Eq. 3, the one that maximizes L(r) is the maximum one.
Proof: L(r) and l(r) get their maximum at the same r. Thus it is enough to show that l(r) gets its maximum at the maximum solution of Eq. 3.
Since for every r
then any real root of Eq. 3 is a local maximum of l(r). The global maximum is one of the local maxima, so it remains to find which of the local maxima gives the highest value of l.
Substituting
from Eq. 3 into Eq. 2 yields:
This is a monotonically increasing function. Therefore, of all the roots r * of Eq. 3, the one whose value is maximum will maximize both l(r) and L(r).
A practical method for solving Eq. 3 is as follows. Since the ln term is constant, the equation has the form N −1) . The function also decreases monotonically at the interval (N −1, ∞) , and thus has its greatest root in this interval. This is the root we are seeking. To find it, the sender can employ the Newton-Raphson method. In the simulation results, shown later, after 9-10 iterations, the value of the absolute function is less than 0.001. The last iteration is taken to be the solution of Eq. 3, namely, the estimated value of r.
To conclude, the algorithm executed by the gateway for estimating the number of affected nodes r is as follows.
Algorithm 2: (the gateway algorithm)
• When N RPRTs messages are received, broadcast/multicast a STOP message to all possible affected nodes.
• Use the Newton-Raphson method, as described above, to find the greatest real root of Eq. 3. Theorem 1: The distribution function F does not affect the estimated value of r as computed in Eq. 3.
Proof: The proof is omitted for lack of space. See [22] for the full details.
We implemented the algorithm proposed in Section III for two distribution functions: the uniform distribution f (x) = 1 T and the truncated exponential distribution f (x) =
In the simulation, the receivers draw timers from the above distributions and send a RPRT to the sender if fewer than N RPRTs have already been sent.
We have simulated 100, 1000 and 10,000 affected nodes. Figure 1 depicts the average error in estimating r, namely |r real − r estimated |/r real , as a function of N for the uniform distribution and for the truncated exponential distribution. Each point in the graph is the average of 1000 different runs. This figure reveals that there is no noticeable difference between the uniform distribution and the truncated exponential distribution, as predicted by Theorem 1. It is evident that the greater N is, the better the estimation is.
IV. PRECISION ANALYSIS AND ERROR CANCELLATION
In this section we analyze the precision of our algorithm. The importance of this section is two-fold. First, we prove that the estimation error is approximately 1 N −1 . Second, we use this analysis in order to further reduce the error, and to bring it very close to 0.
Theorem 2: When 1 N r, the estimation error is approximately 1 N −1 . Moreover, this error is positive, which means that our algorithm overestimates the number of affected nodes.
In Figure 2 we show again the estimation error as obtained from simulations for 10,000 affected nodes. However, this time Using the above analysis, we now show how to eliminate the estimation error with no further cost. Let r real be the real number of affected nodes and r estimate be the estimated number using our estimation algorithm. From the above analysis, we know that Figure 3 shows simulation results 1 of this process for 10,000 affected nodes before and after applying "error cancellation". It is evident that after applying error cancellation our algorithm reduces the error to approximately 0 even when the number of RPRTs is very small (3-4) .
V. CONCLUSIONS AND FUTURE WORK
This paper is the first to explicitly show the correlation between the number of RPRTs sent by a group of affected r=10,000 affected nodes r=1,000 affected nodes r=100 affected nodes (a) Uniform distribution (b) Truncated exponential distribution Fig. 1 . Estimation error vs. N for r = 100, 1,000 and 10,000 before the "error cancellation" algorithm is implemented nodes and the ability of the gateway to precisely estimate the size of this group. We developed a statistical analysis algorithm for estimating the number of affected nodes. The algorithm, which is based on the times the RPRTs are received, defines the likelihood function for the received RPRTs and then uses the Newton-Raphson method to find the number of bad receivers for which this function is maximized. We analyzed the error of our algorithm and showed that when 1 N r, where r is the number of affected nodes and N is the number of RPRTs, this error is positive and approximately equal to 1/(N − 1). We used this important result to correct the estimation of our algorithm, and to bring it very close to 0.
NATO! is an important building block in several important application scenarios, where thousands of nodes need to send report messages to a common gateway. However, the integration of NATO! into the various application scenarios has not been addressed in this paper. In [20] we address this issue in the context of reliable multicast in wireless/cellular/satellite networks. However, more work has to be done in the scope of other important applications, such as sensor networks and grid networks. For example, in sensor networks it is important to determine the value of T as a function of the emergence of the event detected by the sensors and of the propagation time from the most distant sensor to the gateway.
