The stability of modern interconnected thermal power systems is greatly affected by the presence of lowfrequency inertial oscillations in the system, due to various forms of disturbances experienced. This paper provides an efficient damping solution to these oscillations based on nature-inspired modified cuckoo search algorithm-based controller design. The proposed controller design is formulated as a parameter optimization problem based on damping ratio and time-domain error deviations. The effectiveness of the proposed damping controller design is illustrated by performing the nonlinear time domain simulations of the test multimachine power systems under various operating conditions and disturbances. Moreover, an exhaustive comparative stability analysis is performed based on the damping performance of the modified cuckoo search controller design over the genetic algorithm-based and cuckoo search algorithm-based controller designs.
Introduction
The stable operation of modern interconnected power systems is becoming more complex due to various forms of instabilities [1] . The concept of angular stability in power systems has received a great deal of attention in recent years. Angular instability is mainly responsible for causing low-frequency inertial oscillations in power system networks. These low-frequency oscillations are alternator rotor angle oscillations with a frequency range of around 2 Hz and these are considered to be the most important root cause for blackouts in interconnected power systems [2, 3] .The implementation of a power system damping controller (PSDC) in power system networks is the most cost-effective method for the mitigation of these oscillations. The main function of the PSDC is to provide positive damping to these oscillations using supplementary stabilizing signals. The effectiveness of the PSDC depends upon its tuning phenomenon. The parameters of the PSDC must be tuned using a robust algorithm so that a global optimal solution will be achieved for better system stability. Tuning of the PSDC using conventional algorithms will lead to a local optimum solution that is not sufficient for system stability.
Conventional damping controllers designed using the lag-lead theory can provide good damping to these oscillations at a particular operating condition [4, 5] . However, the damping performance of these controllers will not be satisfactory for other operating conditions and network changes. Since modern interconnected power systems are highly dynamic, it is the responsibility of the power system operator to design an adaptive controller, which can be tuned to provide effective damping at all possible variations in the system. Damping controllers were designed and implemented using the concepts of neural networks, fuzzy logic, variable structure control, and adaptive algorithms in [6] [7] [8] . These controllers gave effective damping suitable for system stability, but these controllers had some disadvantages with respect to complex design procedures in fuzzy logic, difficulty in training the neural network, etc. [9] .
Recently, as an alternative to these techniques, nature-inspired optimization algorithms were extensively implemented in various engineering optimization problems. These include evolutionary programming, harmony search algorithm, honey bee algorithm, genetic algorithm (GA), particle swarm optimization (PSO), shuffled frog leaping algorithm, cuckoo search (CS) algorithm, self-adaptive differential evolution (JDE) algorithm, adaptive differential evolution (JADE) algorithm, strategy adaptation-based differential evolution (SADE) algorithm, and differential search algorithm (DSA) [10] [11] [12] [13] [14] [15] . These algorithms can be implemented effectively to solve complex power system parameter optimization problems.
In this paper, the GA, CS, and proposed modified CS (MCS) algorithms are implemented for the controller design, so that optimal controller parameters can be computed for better stability of the system. The main objective of this paper is to damp the low-frequency inertial oscillations experienced in the test IEEE 3-machine 9-bus and IEEE 10-machine 39-bus multimachine thermal power systems and to enhance the stability of these systems using various nature-inspired damping controller designs, namely the GAPSDC, CSPSDC, and MCSPSDC. The design problem is formulated as a parameter optimization problem with objective functions based on damping ratio and time-domain error deviations.
The optimal controller parameters computed using the 3 damping controller designs are implemented in closed-loop modeling of the systems to compute the damping ratios of the system. A detailed comparative stability analysis is done based on the damping performance of the 3 controllers under various operating conditions and parameter changes. The simulation results of the test multimachine systems prove the robustness of the proposed MCS algorithm-based controller design. The damping performance in terms of the damping ratio maximization and error deviation minimization are better for the proposed MCSPSDC in comparison with GAPSDC and CSPSDC. The proposed MCSPSDC design can be implemented for modern complex interconnected power system networks, so that the experienced low-frequency inertial oscillations will be effectively damped to enhance the power system stability.
Problem statement

Modeling of the test power systems
In the case of multimachine system modeling, the following assumptions are implemented in this paper.
1. The mechanical power input (governor turbine) variations are included in the modeling.
2. Natural damping (D, due to damper windings) in the system is assumed to be very negligible.
3. The generator is modeled as a constant voltage source behind a transient reactance.
The effect of thermal governor-turbine dynamics is included in the modeling of the multimachine system along with the synchronous generator model. This is an important feature of this work, since the mechanical power input variations (governor turbine effect) are taken as constants in the classical model of power system stability analysis. The proposed controllers will damp both the torsional mode and intra mode of oscillations in the system considered. The torsional mode of oscillations will be due to the interaction of the governor-turbine variations with generator-excitation system variations.
Two test multimachine power systems are taken for modeling and simulation in this paper. Figure 1 represents the IEEE 3-machine 9-bus thermal power system and Figure 2 represents the IEEE 10-machine 39-bus power system network. All of the system data and specifications are given in Appendix A [16, 17] . The dynamic linearized state space equation used for modeling the power systems is given by:
where x is the state variable vector taken for modeling, and A and B are the state matrix and input matrix, respectively.
In this paper, 2 types of thermal system configurations (the S A and S B models) are implemented in the modeling and stability analysis. S A model: For this model, the generator is modeled with a rotating-type IEEE type 1 excitation system along with the effect of thermal governor-and reheat-type turbines. S B model: For this model, the generator is modeled with a static-type IEEE ST1A excitation system along with the effect of thermal governor-and nonreheat-type turbines. The input to the PSDC is the rotor speed deviation ( ∆ω) and the output is the damping control signal (∆U) given to the generator-excitation system feedback loop. The purpose of the PSDC is to provide positive damping torque to the rotor inertial oscillations, thereby improving stability of the system.
State space modeling of the S A and S B models
The following are the state variables selected for the state space modeling of thermal system models:
Eqs. (2) and (3) 
Proposed optimization criterion and PSDC tuning
The primary aim of this proposed optimization criterion is to compute the global optimal solution required for stability of thermal power systems. The proposed tri-objective optimization criterion consists of 2 objective functions (J A and J B ).
Objective function J A
The magnitude of damping provided to a practical power system is represented in terms of the damping ratio. The damping ratio can be calculated from the computed system eigenvalue. The objective function J A is set to a minimum of ξ k among the damping ratios of the electromechanical modes of oscillation, as given in Eq. (4).
Here, ξ k belongs to a computed set of electromechanical modes of oscillation for a particular operating condition. ξ k represents the damping ratio of the k th electromechanical mode eigenvalue. The aim here is to maximize the damping ratio of the weakly damped oscillatory eigenvalue for better stability.
Objective function J B
The system electromechanical oscillations are reflected in terms of the rotor speed and power angle deviations. The damping of oscillations involves minimizing the deviations of the rotor speed and power angle involved in the system.
The objective here is to minimize [J B ], so that the integral of the squared error deviations in the rotor speed and power angle are minimized for better stability of the system, i.e. to minimize the deviation overshoots and settling time of the deviations as early as possible. The optimization problem, including the proposed constraints, is formulated as follows:
Subject to
Ks min ≤ Ks ≤Ks
Here, Eqs. (3) to (6) represent the constraints taken in the optimization problem to compute the global solution suitable for stability of the system.
PSDC tuning
The PSDC is tuned effectively using the proposed controller design algorithm. Ks, T 1 , and T 2 are the parameters involved in the PSDC. P X and α will be discussed in detail with respect to the MCS algorithm in Section 4.2 of this paper. The lower and upper limits of these 5 parameter constraints are given in Appendix A.
Proposed MCS algorithm for stability
An overview of the conventional CS algorithm.
The CS algorithm was developed by Yang and Deb in 2009 [19] . This algorithm is best suited to complex optimization problems and its performance is better when compared to other nature-inspired algorithms like the GA, PSO, etc. [20, 21] .
The CS algorithm was inspired by the interesting natural breeding of the cuckoo species [22] . Cuckoo species lay their eggs in the nests of other host birds. The host birds often have conflict with the cuckoos. Whenever the host bird finds that the eggs are of alien type, they immediately throw all of the alien eggs out of their nests. Some host birds will destroy their nests and build a new nest some other place.
Another feature of these cuckoo species is that parasitic cuckoos will choose a nest where the host bird laid its own eggs. Whenever the first cuckoo chick is hatched, the host eggs will be evicted from the nests by the cuckoos. This will increase the share of food for the cuckoo chicks.
Generally, the following points are implemented for implementing the CS algorithm.
• Each cuckoo will lay one egg at a time. It will dump this egg in a randomly chosen nest.
• The nests with eggs of higher quality will be carried on to the next generation for finding better solutions.
• The available host nests ('n' nests) are taken as constants. The host bird will find the alien egg in the nest with a probability Px.
The breeding behavior of the cuckoo species is based on Levy flights. Levy flight is nothing but the random walk performed by animals in nature in search of food. When generating new solutions x (t+1) , a Levy flight is performed based on Eq. (11).
Here, α is the step size and λ will have values from 1 to 3.
The above concepts are incorporated into the implementation of the CS algorithm for finding the global optimal solution required for stability of the system.
Proposed MCS algorithm
In the proposed MCS algorithm, the shortcomings experienced in the conventional CS algorithm are modified to obtain an effective solution, suitable for thermal power system stability.
In the conventional CS algorithm, the worst nest's probability Px and step size α used in the algorithm are taken as constants. In light of this, the number of iterations required for an optimal solution is large. The performance of the algorithm will be poor, leading to a higher number of iterations, whenever the value of Px is low and the value of α is large. Moreover, a higher Px value and lower α value will not provide the best solution suitable for better stability.
Based on the above demerits, the proposed MCS algorithm will solve the above problem by taking the probability Px and step size α as constraints in the proposed optimization problem discussed in Section 3.2 and Eqs. (6) and (11) . The proposed modified algorithm will select an optimal value for probability Px and α at the final iteration along with the optimal solution for the PSDC parameters Ks, T1, and T2. In the MCS algorithm, the following limits are selected for Px and α . For Px, the range is between 0.001 and 1, and for α , it is between 0.01 and 0.6. Figure 9 represents the pseudocode for the proposed MCS algorithm to obtain the optimal parameters required for better stability. In this code, g represents the generation number and gmax represents the maximum number of generations.
The proposed MCS algorithm implemented in this paper to obtain the optimal damping controller parameters is given as follows:
Step 1: Specify the various parameters involved for the MCS algorithm implementation (i.e. number of host nests, limits for the PSDC parameters (Ks, T 1 , and T 2 ), worst nest's probability, step size, number of generations, termination criteria, etc.).
Step 2: Initialize a population of n host nests in the problem space of the possible solutions.
Step 3: Compute the fitness function (Pi) for the randomly selected cuckoo (i) by Levy flights.
Step 4: Choose a nest k among available nests and replace k by new solution, if the fitness (Pi) is greater than fitness (P k ).
Step 5: If the termination condition is reached, then optimal solution is equal to those obtained in current generation; otherwise, go to step 6. Step 6: Abandon a fraction of the worse nests with the optimal value of probability Pa and step size α .
Step 7: Update the solutions to calculate x (t+1) i , using Eq. (11).
Step 8: Repeat steps 3-7 until the termination criterion is met.
An overview of the GA
In this paper, the damping performances of the CS algorithm-based and MCS algorithm-based controller designs are compared with the GA-based controller design. GAs are nature-inspired algorithms inspired by natural selection and genetics [23] [24] [25] . The following 4 operators are essential in the GA to create the fittest individuals: selection, crossover, mutation, and replacement.
Selection is the process of identifying 2 parent chromosomes from the initial population for reproduction. The roulette wheel selection concept is implemented in this paper. The roulette wheel selection is a genetic selection operator for selecting potentially useful solutions for recombination compared to other selection methods.
Crossover is the process of taking 2 selected parent chromosomes to produce better offspring. In this work, the uniform crossover method is implemented. After the crossover, the strings are subjected to the phenomenon of mutation. Mutation recovers the lost genetic materials involved in the genetic process. Mutation of a bit involves flipping a bit, i.e. changing 0 to 1 and vice versa.
Replacement is the last stage in the genetic cycle. In this paper, weak parent replacement involving a generation gap of 0.8 is implemented.
Simulation results and stability analysis
The MATLAB tool is implemented for the modeling and simulation of the test multimachine power systems in this paper. The system data used for simulation are given in Appendix A.
Three-machine 9-bus system results.
In the 3-machine test system, the 125-MVA generator bus is taken as the infinite bus and the system is considered with generators G 2 and G 3 providing power to the infinite bus. Table 1 represents the generator loading conditions, with ∆ Pd being the load change disturbance given to the system. The linearized state space modeling of the test system provides the open-loop eigenvalues, as given in Table 2 . The damping ratios are calculated for the weakly damped oscillatory mode eigenvalues. The complex eigenvalues with negative real parts represent the decaying mode of oscillations. The weakly damped eigenvalue is identified among the complex eigenvalues computed for a particular operating condition. The negative damping ratios in Table 2 indicate that the system is unstable. Moreover, the speed deviation response in Figure 10 indicates that the deviations are more oscillatory, leading to instability. In order to make the system stable, damping controllers are to be implemented using the 3 nature-inspired algorithms. 
Proposed MCS algorithm implementation
The 3 algorithms (GA, CS, and MCS) are implemented to compute the optimal parameters, Ks, T 1 , T 2 , Px, and α . These optimal values are substituted in the closed-loop modeling of the test systems considered to compute the closed-loop eigenvalues and damping ratios. Table 3 provides the various parameters selected for algorithm implementation. Table 4 provides the computed optimal parameters obtained from the 3 controller designs. The eigenvalues of the weakly damped eigenvalues for the MCSPDC are given in Table 4 . The real parts of these eigenvalues are well placed in stable locations in the s plane, leading to stable conditions. The damping ratios are computed for the weakly damped oscillatory eigenvalues for the Case A and Case B operating conditions and are listed in Table 5 . The computed damping ratios for the MCSPSDC are positive and even greater than the damping threshold ((ξ T ) = 0.2) selected in this paper. 
Comparison with existing standard results
Apart from comparing the damping performance of the proposed MCSPSDC with the GAPSDC and CSPSDC, the closed-loop results are also compared with existing standard results. The standard results refer to the simulation results in [26] , where the genetic local search algorithm was implemented for both 3-machine and 10-machine test power systems.
From Table 5 , it is clear that the damping ratios of the proposed MCSPSDC are better in comparison with the existing standard results and the other 2 controllers implemented in this paper. This satisfies the objective J A formulated in this paper for stability. Nonlinear time domain simulations are performed and the speed deviation and power angle responses are given in Figures 11-13 for the Case A and Case B operating conditions. These deviation responses indicate that the deviations are damped at various intervals for the different controller implementations. Comparatively, the damping performance of the proposed MCS-based controller is better than those of the GA-based and CS-based controllers. The oscillation overshoots are reduced and the deviations settle more quickly, comparatively. This satisfies the objective J B , formulated in this paper for stability. 
Ten-machine 39-bus system results
In the simulation of the 10-machine test power system, the damping controllers are implemented in all of the generators, except for generator 1. The damping performance of the controllers are analyzed for 2 conditions, namely the outage of lines 21-22 with a load change disturbance and the outage of lines 14-15 with load change disturbances. Table 6 provides the optimal parameters computed for the 3 controller designs as well as the eigenvalues of the weakly damped modes. Table 7 provides the closed-loop damping ratios computed for the GAPSDC, CSPSDC, and MCSPSDC. The damping ratios for the MCSPSDC are better in comparison to the existing standard results [26] and compared to the damping ratios computed from the GAPSDC and CSPSDC. 
Dominant features of the MCSPSDC
The following are the dominant features of the proposed MCS-based controller design for improving thermal power system stability.
• The closed-loop eigenvalues and damping ratios computed from the MCSPSDC design are better in terms of providing more positive damping to the oscillations compared to the GA-and CS-based controllers.
• Rotor speed and power angle deviations are damped out effectively for the MCSPSDC, comparatively.
• Optimal solution computed in fewer iterations, comparatively (as in Table 3 ).
• Easier implementation of the proposed MCS algorithm with only a few parameters to adjust to compute the optimal solution.
• Both torsional mode and intra mode of the oscillations experienced in the thermal power system are mitigated effectively for better stability.
Conclusion
This paper provides an effective and robust solution to the problem of low-frequency inertial oscillations experienced in the various configurations of 2 multimachine test power systems. The detailed comparative stability analyses (based on closed-loop eigenvalues, damping ratios, and error deviations) reveal that the proposed MCS algorithm-based controller is the best damping controller and can enhance the stability of multimachine thermal systems effectively compared to the damping performances of the GA and CS algorithmbased controller designs. 
