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Abstrakt
Pra´ce je veˇnova´na technologii Terracotta, ktera´ programa´toru˚m poskytuje zcela ojedineˇly´
prˇı´stup k tvorbeˇ distribuovany´ch syste´mu˚. Nepopisuje vsˇak pouze Terracottu samotnou,
ale obsahuje take´ u´vod do distribuovany´ch syste´mu˚. Poznatky z tohoto u´vodu jsou pak
vyuzˇı´va´ny naprˇı´cˇ celou pracı´, jezˇ se da´le veˇnuje historii Terracotty, jejı´mu teoreticke´mu
za´kladu a zpu˚sobu, jaky´m se distribuovane´ syste´my nad nı´ implementujı´. V druhe´ cˇa´sti
je pak popsa´na a navrzˇena uka´zkova´ distribuovana´ aplikace, ktera´ je pote´ realizova´na
jak nad Terracottou, tak pomocı´ jine´ho frameworku. Obeˇ tato rˇesˇenı´ jsou take´ na´sledneˇ
porovna´na. Za´veˇr pra´ce se zaby´va´ obecny´m prˇevodem jizˇ existujı´cı´ch distribuovany´ch
aplikacı´ na platformu Terracotta.
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Abstract
This thesis is devoted to Terracotta which is a technology offering programmers an ab-
solutely unique approach to developing distributed systems. It does not address only
Terracotta though, but also contains an introduction to distributed systems. The findings
from this introduction are then used throughout all the thesis, which further addresses
the history of Terracotta, its theoretical fundamentals and with means how distributed
systems are built upon it. In the second part there is given a vision and design of an ex-
ample application which is then realized both upon Terracotta and by means of another
framework. Both these solutions are then compared too. The final chapter deals with a
guidance how already existing distributed applications can be ported to the Terracotta
platform.
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Seznam pouzˇity´ch zkratek a symbolu˚
API – Application Programming Interface
AWT – Abstract Window Toolkit
CD – Compact Disc
CPU – Central Processing Unit
DMI – Distributed Method Invocation
EDT – Event dispatching thread
EJB – Enterprise JavaBeans
GC – Garbage collection
GUI – Graphical user interface
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IP – Internet Protocol
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JavaSE – Java Platform, Standard Edition
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JFC – Java Foundation Classes
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JSF – JavaServer Faces
JVM – Java Virtual Machine
LFU – Least Frequently Used
LRU – Least Recently Used
NAS – Network-attached storage
NFS – Network File System
NTFS – New Technology File System
ORM – Object-relational mapping
OSI – Open System Interconnection
POJO – Plain Old Java Object
RMI – Remote Method Invocation
SQL – Structured Query Language
TCP – Transmission Control Protocol
UI – User interface
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51 U´vod
Kazˇdy´modernı´ cˇloveˇkdnespouzˇı´va´ internet.Vlastnı´ email, sdı´lı´ soubory, hraje onlinehry,
prohlı´zˇı´ si obra´zky a videa a je cˇlenem mnoha socia´lnı´ch sı´tı´. Poneˇvadzˇ je ale takovy´chto
lidı´ na sveˇteˇ hodneˇ, musı´ se provozovatele´ teˇchto sluzˇeb vyporˇa´da´vat s enormnı´ za´teˇzˇı´,
kterou tito lide´ na tyto sluzˇby vytva´rˇejı´ kazˇdou vterˇinu. Jak je tedy ale mozˇne´, zˇe i kdyzˇ
nakupuji na porta´lu eBay soubeˇzˇneˇ s dalsˇı´mi desetitisı´ci uzˇivatelu˚, eBay mi te´meˇrˇ ihned
odpovı´ na kazˇdy´ mu˚j pozˇadavek a navı´c se nikdy nestane, zˇe by mne odmı´tnul z du˚vodu
dosazˇenı´ maxima´lnı´ho pocˇtu uzˇivatelu˚, ktery´ je aktua´lneˇ povolen. Zˇa´dna´ sluzˇba, a tedy
ani eBay, by se proto nestala tı´m cˇı´m dnes je, pokud by uzˇivatel na odpoveˇdi cˇekal prˇı´lisˇ
dlouho, anebo by co chvı´li dosta´val informaci, zˇe aplikaci aktua´lneˇ pouzˇı´va´ prˇı´lisˇ mnoho
uzˇivatelu˚ a on tak musı´ bohuzˇel pocˇkat.
Cı´lem kazˇde´ (celosveˇtove´ internetove´) aplikace je tak vykazovat male´ zpozˇdeˇnı´ (low
latency) a vysokou propustnost (high throughput). Prvnı´ vlastnost znamena´ malou cˇe-
kacı´ dobu na odpoveˇdi a ta druha´ schopnost obslouzˇit co nejvı´ce uzˇivatelu˚ soucˇasneˇ. Aby
sluzˇba teˇchto vlastnostı´ mohla vu˚bec dosa´hnout, nutny´m prˇedpokladem je vlastnit vy´-
konny´ hardware, na ktere´m bude aplikace provozova´na. Je zrˇejme´, zˇe pro jejı´ spolehlivy´
beˇh nepostacˇı´ obycˇejny´ pocˇı´tacˇ, ktery´ ma´m doma ja´ anebo Vy, ale bude nutne´ zakoupit
bud’ superpocˇı´tacˇ, nebo mnoho (osobnı´ch) pocˇı´tacˇu˚ spojeny´ch prostrˇednictvı´m pocˇı´ta-
cˇove´ sı´teˇ. I prˇesto, zˇe na´vrh aplikace pro superpocˇı´tacˇ je vzhledem k druhe´ varianteˇ o
mnoho snazsˇı´, se superpocˇı´tacˇi se dnes prakticky nesetka´me, nebot’jsou extre´mneˇ drahe´.
Vsˇechny sluzˇby, ktere´ zna´me a pouzˇı´va´me (YouTube, Facebook, Twitter, Flickr apod.) jsou
tak te´meˇrˇ se stoprocentnı´ jistotou realizova´ny pra´veˇ pomocı´ mnoha pocˇı´tacˇu˚, ktere´ spolu
komunikujı´ prostrˇednictvı´m pocˇı´tacˇove´ sı´teˇ. Teˇmto aplikacı´m, cˇili syste´mu˚m slozˇeny´ch z
mnoha pocˇı´tacˇu˚ vza´jemneˇ komunikujı´cı´ch pomocı´ pocˇı´tacˇove´ sı´teˇ, se obecneˇ rˇı´ka´ distri-
buovane´ syste´my nebo „klastry“1 (z anglicke´ho slova „cluster“). Pra´veˇ distribuovany´m
syste´mu˚m, respektive Terracotteˇ, cozˇ je specializovany´ framework pro jejich vytva´rˇenı´,
se veˇnuje tato pra´ce.
Vedruhe´ kapitole va´s tedynejprve sezna´mı´msproblematikou tvorbydistribuovany´ch
syste´mu˚ a uka´zˇu, co je pro programa´tory tak obtı´zˇne´ prˇi jejich na´vrhu a na´sledne´ realizaci.
S teˇmito znalostmi se pote´ pustı´m do popisu historie Terracotty a objasnı´m, co vedlo k
jejı´mu vzniku. Ve trˇetı´ kapitole uvedu jejı´ definici, podobnosti s NAS a vysveˇtlı´m, procˇ
pra´veˇ analogie kNAS je pro programa´tora i opera´tora distribuovane´ho syste´muvy´hodna´.
Na´sledujı´cı´ kapitoly budou jizˇ orientova´ny ryze prakticky. Nejprve tedy, na uka´zkove´
aplikaci, uka´zˇu, jak Terracotta vlastneˇ funguje, a jak tuto aplikaci, pomocı´ te´to technologie,
distribuovat. Z teoreticky´ch kapitol budete take´ veˇdeˇt, zˇe Terracotta nema´ zˇa´dne´ API, a zˇe
tak jediny´m prostrˇedkem, jak s nı´ komunikovat, je konfiguracˇnı´ soubor tc-config.xml. Po
uka´zkove´ aplikaci tak ihned uvedu vy´cˇet, te´meˇrˇ vsˇech, jeho elementu˚ a v za´veˇru kapitoly
vysveˇtlı´m, jak si aplikaci nad Terracottou vu˚bec spustit.
1Oznacˇenı´ jake´hokoliv distribuovane´ho syste´mu termı´nem klastr nenı´ zcela prˇesne´, nebot’ klastrem se
zpravidla myslı´ vy´pocˇetnı´ syste´m pouzˇı´vajı´cı´ pouze LAN amajı´cı´ pocˇı´tacˇe se stejny´m hardware a operacˇnı´m
syste´mem.
6V dalsˇı´ cˇa´sti uvedu vizi a na´vrh rea´lneˇ pouzˇitelne´ aplikace, kterou pote´ realizuji jak
s Terracottou, tak bez nı´. Obeˇ tato rˇesˇenı´ nakonec porovna´m a to vcˇetneˇ vy´konnostnı´ch
parametru˚.
V poslednı´ kapitole te´to pra´ce uvedu obecna´ pravidla pro prˇevod libovolne´ distribu-
ovane´ aplikace sdı´lejı´cı´ stav na platformu Terracotta.
Naprˇı´cˇ celou pracı´ bylo cˇerpa´no z [1].
72 Problematika distribuovany´ch syste´mu˚
Pocˇa´tek distribuovany´ch syste´mu˚ se datuje do druhe´ poloviny 80. let minule´ho stoletı´,
kdy byly vynalezeny osobnı´ pocˇı´tacˇe a vysokorychlostnı´ pocˇı´tacˇove´ sı´teˇ. Velmi du˚lezˇitou
vlastnostı´ kazˇde´ho distribuovane´ho syste´mu je tzv. „transparentnost“. Tuto vlastnost se
pokusı´mvysveˇtlit na sluzˇbeˇ YouTube, cozˇ je velmi oblı´bena´ platformapro sdı´lenı´ videı´. Ja´,
jako uzˇivatel, tuto sluzˇbu (respektive jejı´ verˇejne´ rozhranı´) pouzˇı´va´m ke vsˇemu, comi tato
sluzˇba nabı´zı´, a nejenzˇe tedy pomocı´ nı´ videa sleduji, ale take´ je v nı´ vyhleda´va´m apod.
Vnitrˇnı´ organizace sluzˇby YouTube, cˇili to, z kolika a z jaky´ch pocˇı´tacˇu˚ se skla´da´, je tedy
prˇedemnou prostrˇednictvı´m jejı´ho rozhranı´ skryto a ja´ tedy nevı´m, zda pocˇı´tacˇ, ktery´ pro
mne pozˇadovana´ videa vyhleda´va´, je jiny´ nezˇ ten, ktery´ mi tato videa „streamuje“. Pra´veˇ
transparentnost dala vznik definici distribuovane´ho syste´mu, viz definice 2.1.
Definice 2.1 Distribuovany´ syste´m je mnozˇina neza´visly´ch pocˇı´tacˇu˚, ktera´ se uzˇivatelu˚m jevı´
jako jeden souvisly´ syste´m [2].
Distribuovany´ syste´m se tedy skla´da´ z mnoha pocˇı´tacˇu˚ a je zrˇejme´, zˇe docı´lenı´ male´ho
zpozˇdeˇnı´ a vysoke´ propustnosti dosahuje pomocı´ co mozˇna´ nejefektivneˇjsˇı´ho vyuzˇitı´ do-
stupne´ho vy´pocˇetnı´ho vy´konu. To, jak je syste´m schopen tyto vy´pocˇetnı´ zdroje vyuzˇı´vat,
se oznacˇuje jako tzv. sˇka´lovatelnost2. Platı´, zˇe pokud syste´m dobrˇe sˇka´luje, vykazuje take´
male´ zpozˇdeˇnı´ a vysokou propustnost. Sˇka´lovatelnost je tedy dalsˇı´ a zrˇejmeˇ tou nejdu˚-
lezˇiteˇjsˇı´ vlastnostı´ distribuovane´ho syste´mu a cˇasto se na ni jesˇteˇ budu v dalsˇı´m textu
odkazovat, nebot’Terracotta, cˇili technologie, jı´zˇ je veˇnova´na tato pra´ce, prˇina´sˇı´ unika´tnı´
rˇesˇenı´, jak snadno jı´ lze dosa´hnout.
V kontextu kazˇde´ enterprise aplikace nebo internetove´ sluzˇby se vyskytujı´ dveˇ za´-
sadnı´ role – vy´voja´rˇ a opera´tor. U´kolem vy´voja´rˇe je vytvorˇit funkcˇnı´ aplikaci dle zadane´
specifikace a zodpoveˇdnostı´ opera´tora tuto aplikaci spravovat po jejı´m nasazenı´. Oba dva
se snazˇı´ zajistit, aby aplikace byla dostatecˇneˇ sˇka´lovatelna´ a zvla´dla tak rea´lnou za´teˇzˇ.
Sˇka´lovatelnost syste´mu je prˇedevsˇı´m da´na jeho architekturou, ktera´ urcˇuje progra-
movacı´ model a mı´ru, s jakou se na vy´sledne´ sˇka´lovatelnosti podı´lı´ opera´tor, respektive
vy´voja´rˇ. Platı´, zˇe cˇı´m me´neˇ ovlivnˇuje vy´slednou sˇka´lovatelnost vy´voja´rˇ a cˇı´m vı´ce ope-
ra´tor, tı´m le´pe. Ihned vysveˇtlı´m procˇ. Tı´m du˚vodem je pocˇı´tacˇova´ sı´t’, ktera´, jak uzˇ vı´me,
je pro beˇh distribuovane´ho syste´mu nezbytna´. Nebot’ je ovsˇem ze sve´ podstaty nespo-
lehliva´, nezabezpecˇena´ a vykazuje vysoke´ zpozˇdeˇnı´ a omezenou propustnost, je to pra´veˇ
ona, respektive tyto jejı´ vlastnosti, ktere´ cˇinı´ na´vrh distribuovane´ho syste´mu obtı´zˇny´m.
Se vsˇemi teˇmito nedostatky, cˇili pomalostı´ a nespolehlivostı´ sı´teˇ apod. musı´ vy´voja´rˇ prˇi
na´vrhu distribuovane´ho syste´mu pocˇı´tat a je zrˇejme´, zˇe cˇı´m vı´ce komunikacˇnı´ logiky
realizuje zvolena´ architektura za neˇj, tı´m le´pe.
Cı´lem je tedy osvobodit vy´voja´rˇe, respektive jeho zdrojovy´ ko´d, od rˇı´zenı´, co a kdy se
po sı´ti posı´la´ a ponechat toto cˇisteˇ na architekturˇe syste´mu. Nejenom, zˇe se zbavı´me chyb,
ktere´ se vy´voja´rˇi prˇi realizace komunikace cˇasto dopousˇtı´, ale tı´m, zˇe komunikacˇnı´ logika
2Sˇka´lovatelnostı´ je neˇkolik typu˚, ale v textu te´to pra´ce je sˇka´lovatelnost cha´pa´na prˇedevsˇı´m ve smyslu
schopnosti syste´mu zvy´sˇit (cˇi snı´zˇit) sve´ zdroje tak, aby byla co nejefektivneˇji zpracova´va´na aktua´lnı´ za´teˇzˇ.
8jizˇ nenı´ soucˇa´stı´ aplikacˇnı´ho ko´du, mohou by´t vsˇechny optimalizace vedoucı´ ke zvy´sˇenı´
sˇka´lovatelnosti prova´deˇny pouze opera´torem a to technikami, ktere´ on dobrˇe zna´.
Tou klı´cˇovou vlastnostı´ opravdu sˇka´lovatelne´ho syste´mu je tedy transparentnost jeho
architektury. Nemyslı´me zde transparentnost distribuovane´ho syste´mu jako takove´ho,
ovsˇem transparentnost ve smyslu, zˇe vy´voja´rˇ nevı´ a ani ho to vlastneˇ nezajı´ma´, jak a s
jaky´mi pocˇı´tacˇi distribuovane´ho syste´mu pra´veˇ komunikuje.
Nejpouzˇı´vaneˇjsˇı´ a nejzna´meˇjsˇı´ transparentnı´ architekturu poskytujı´ databa´ze, a pokud
pominu specializovane´ typy distribuovany´ch syste´mu˚ jako vy´pocˇetnı´ syste´my apod., tak
databa´ze byly po vı´ce nezˇ trˇicet let jedinou mozˇnostı´, jak dosa´hnout opravdu sˇka´lovatel-
ne´ho distribuovane´ho informacˇnı´ho syste´mu.
Typicky´mi syste´my, ktere´ pouzˇı´vajı´ databa´zi, jsou webove´ aplikace. Tyto aplikace
obvykle pouzˇı´vajı´ tzv. „trˇı´vrstvou architekturu“ (viz obra´zek 1), jejı´zˇ prvnı´ vrstva realizuje
styk s uzˇivatelem a nazy´va´ se „prezentacˇnı´“. Je tvorˇena webovy´mi servery, ktere´ na´m do
nasˇich prohlı´zˇecˇu˚ zası´lajı´ HTML. Prvnı´ vrstva tedy da´va´ vzhled informacı´m, ktere´ ja´ jako
uzˇivatel pozˇaduji, ale tyto informace sama nevytva´rˇı´. Toto je totizˇ u´kolem druhe´, tzv.
„aplikacˇnı´ vrstvy“, jejı´zˇ aplikacˇnı´ servery realizujı´ vlastnı´ business logiku. Data, se ktery´mi
aplikace pracuje, jsou ulozˇeny v databa´zi, ktera´ prˇedstavuje trˇetı´ a konecˇneˇ poslednı´
vrstvu te´to vrstvene´ architektury (vrstva je nazy´va´na „datova´“).
Vlastnı´ aplikaci distribuovane´ho syste´mu tedy realizuje druha´, aplikacˇnı´ vrstva. Ko-
munikace zde mezi pocˇı´tacˇi ovsˇem neprobı´ha´ prˇı´mo, ny´brzˇ pouze prostrˇednictvı´m data-
ba´ze a transakcı´. Transparentnost tedy tkvı´ v tom, zˇe jednotlive´ aplikacˇnı´ servery o sobeˇ
vu˚bec nic nevı´ a vy´voja´rˇ tak nemusı´ rˇesˇit jejich vza´jemnou komunikaci. Na´vrh distri-
buovane´ho syste´mu tak spocˇı´va´ v pouhe´m efektivnı´m vyuzˇitı´ jazyka SQL, transakcı´ a
ulozˇeny´ch procedur.
Sˇka´lovatelnost syste´mu tak neurcˇuje druha´, ny´brzˇ trˇetı´ vrstva syste´mu. Nesˇka´lujeme
tedy aplikaci jako takovou, ale sˇka´lujeme pouze vlastnı´ databa´zi. Na trˇetı´ u´rovni operuje
pouze opera´tor a sˇka´lovatelnosti tak dosahuje pomocı´ jemu zna´my´ch technik jako distri-
buce, fragmentace a replikace dat. Opera´tor je tak zcela neza´visly´ jak na aplikacˇnı´ vrstveˇ,
tak na vy´voja´rˇı´ch a jaka´koliv optimalizace vedoucı´ k ru˚stu sˇka´lovatelnosti neznamena´
nutnou zmeˇnu zdrojove´ho ko´du, jak je tomu cˇasto u jiny´ch rˇesˇenı´3.
Za svu˚j u´speˇch na poli informacˇnı´ch syste´mu˚ tak databa´ze vdeˇcˇı´ prˇedevsˇı´m sve´mu
programovacı´mu modelu (SQL, transakce, poprˇı´padeˇ ORM4) a existenci obrovske´ho po-
cˇtu na´stroju˚ pro jejich spra´vu. Jazyk SQL, ulozˇene´ procedury apod. zna´ dnes prakticky
kazˇdy´ programa´tor a take´ na´stroje pro spra´vu jsou kazˇdodenneˇ pouzˇı´va´ny pro rˇı´zenı´
obrovsky´ch distribuovany´ch syste´mu˚.
Zda´ se tedy, zˇe pouzˇitı´ databa´ze je opravdu velmi vy´hodne´, nebot’ sˇka´lovatelnosti
dosahujeme jednoduchy´m programovacı´m modelem a neza´vislou spra´vou. Pokud by
tomu tak opravdu bylo a databa´ze by byly opravdu bezchybne´, jednodusˇe by ale nebylo
potrˇeba technologiı´ jako je Terracotta. Nenı´ tomu tedy tak, a jak v na´sledujı´cı´m textu
uka´zˇu, i databa´ze ma´, bohuzˇel, sve´ stinne´ stra´nky.
3U jiny´ch rˇesˇenı´ (avsˇak mimo Terracotty, jak popı´sˇi pozdeˇji), musı´ programa´tor komunikaci mezi jednot-
livy´mi pocˇı´tacˇi distribuovane´ho syste´mu rˇesˇit sa´m, cˇili ve sve´m zdrojove´m ko´du vyuzˇı´t naprˇı´klad „sokety“.
Vı´ce informacı´ o „soketech“ je uvedeno naprˇı´klad zde: http://en.wikipedia.org/wiki/Internet socket.
4Vı´ce informacı´ viz http://en.wikipedia.org/wiki/Object-relational mapping.
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Obra´zek 1: Trˇı´vrstva´ architektura
Sta´le vı´ce dnesˇnı´ch databa´zovy´ch aplikacı´ nepracuje jizˇ se surovy´mi relacˇnı´mi daty,
ale pouze s objekty. Databa´ze ovsˇem ze sve´ podstaty pra´ci s objekty neumozˇnˇujı´, a proto
aplikace pro prˇevod relacˇnı´ch dat na objekty pouzˇı´vajı´ techniku zvanou ORM. Poneˇvadzˇ
je ale tato technika velmi oblı´bena´, je zrˇejme´, zˇe vy´voja´rˇi by ihned radeˇji pracovali pouze
s objekty a ne s relacemi cˇi tı´mto ORM. Jelikozˇ ale cˇisteˇ objektove´ technologie nenabı´zejı´
pro tvorbu distribuovany´ch syste´mu˚ to, co databa´ze, je pro aplikace bohuzˇel ORM cˇasto
jedinou volbou. Ukazuje se tedy, zˇe i prˇes jednoduchy´ programovacı´ model je relacˇnı´
podstata databa´zı´ za´rovenˇ jejich velkou nevy´hodou. Chybı´ zde tedy ta svoboda v na´vrhu,
kdy vy´voja´rˇ je nucen prˇizpu˚sobit se tomuto modelu a nemu˚zˇe si aplikaci navrhnout tak,
jak chce, tedy ryze objektovy´m zpu˚sobem.
Definujeme-li linea´rnı´ sˇka´lovatelnost5 jako stoprocentnı´ vyuzˇitı´ vesˇkere´ho dostup-
ne´ho vy´pocˇetnı´ho hardware, pak dalsˇı´ nevy´hodou databa´zı´ je, zˇe tuto sˇka´lovatelnost
nenabı´zejı´. Ihned vysveˇtlı´m procˇ. Vy´pocˇetnı´m hardwarem u trˇı´vrstvy´ch aplikacı´ rozu-
mı´me aplikacˇnı´ servery, ktere´ prˇistupujı´ k databa´zi. Poneˇvadzˇ ale databa´ze cˇte data z
pevne´ho disku, je zpozˇdeˇnı´ vra´cenı´ odpoveˇdi relativneˇ velke´. V okamzˇiku, kdy tedy
aplikacˇnı´ server cˇeka´ na odpoveˇd’databa´ze, zu˚sta´va´ jeho vy´pocˇetnı´ vy´kon nevyuzˇit. Tato
skutecˇnost vede samozrˇejmeˇ ke snı´zˇenı´ celkove´ sˇka´lovatelnosti a z tohoto du˚vodu platı´,
zˇe databa´zove´ syste´my zpravidla nesˇka´lujı´ linea´rneˇ.
2.1 Prˇı´stupy ke sˇka´lova´nı´
Prˇedchozı´ text na´s letmo zavedl do prostrˇedı´ distribuovany´ch syste´mu˚, kde za´sadnı´
roli hrajı´ databa´ze. Sezna´mili jsme se s jejı´mi vy´hodami, ale take´ nedostatky, a i prˇesto,
zˇe pomocı´ technik jako je replikace a fragmentace dat mu˚zˇeme dosa´hnout dostatecˇne´
sˇka´lovatelnosti, mu˚zˇe se i databa´ze sta´t va´zˇny´m vy´konnostnı´m proble´mem. Ke snazsˇı´mu
pochopenı´, procˇ tomu tak mu˚zˇe by´t, slouzˇı´ pra´veˇ tato podkapitola.
V minulosti byly aplikace jen vza´cneˇ rozprostrˇeny na vı´ce pocˇı´tacˇu˚. Prˇistupovalo
se pouze k databa´zi, ktera´ navı´c obsahovala mnoho nasˇı´ aplikacˇnı´ logiky. Toto se ovsˇem
radika´lneˇ zmeˇnilo s prˇı´chodem internetu, respektive trˇı´vrstve´ architektury, o ktere´ jsem se
5Definic linea´rnı´ sˇka´lovatelnosti je vı´ce, ale v textu te´to pra´ce je linea´rnı´ sˇka´lovatelnost cha´pa´na prˇe-
devsˇı´m tak, zˇe je dana´ aplikace schopna sˇka´lovat donekonecˇna, respektive zˇe nikdy nedosa´hne zˇa´d-
ny´ch barie´r ve smyslu sˇka´lovatelnosti. Peˇkny´ popis linea´rnı´ sˇka´lovatelnosti naleznete naprˇı´klad zde:
http://www.gigaspaces.com/wiki/download/attachments/1835009/FromDeadEndToOpenRoad.pdf.
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jizˇ zminˇoval. Uzˇivatel jizˇ nechteˇl pouhe´ staticke´ HTML stra´nky, ale vyzˇadoval dynamicky´
obsah. Ryze webove´ aplikace se tak na´hle staly take´ podnikovy´mi.
Pro spolecˇnosti se vsˇak aplikacˇnı´ vrstva uka´zala by´t va´zˇny´m proble´mem, nebot’ s
internetem najednou prˇicha´zelo o mnoho vı´ce pozˇadavku˚ a databa´ze tak jednodusˇe „ne-
stı´hala“. Vzhledem k tomu, zˇe potrˇebnou sˇka´lu cˇasto odhalı´me azˇ v dobeˇ po nasazenı´,
uka´zaly se navı´c spra´va a deployment databa´zove´ a aplikacˇnı´ vrstvy jako drahe´ a nee-
fektivnı´.
I prˇes vsˇechny tyto proble´my se vsˇak trˇı´vrstva´ architektura sta´vala novy´m, pouzˇı´va-
ny´m a akceptovany´m modelem. K tomu jı´ pomohla prˇedevsˇı´m Java, kterou si mnozı´ v te´
dobeˇ zvolili pro jejı´ flexibilitu a za´rovenˇ jednoduchost.
Preferovany´ model nasazenı´ byl ten, ktery´ mnozı´ nazy´vali jako tzv. „scaling-out“. Ten
oznacˇuje na´m jizˇ zna´my´ model mnoha pocˇı´tacˇu˚ a je protikladem ke „scaling-up“ neboli
modelu jednoho (super)pocˇı´tacˇe. Poslednı´ silou, ktera´ jizˇ tak natrvalo ukotvila pozici
trˇı´vrstve´ architektury, byl Linux. Bez neˇj, respektive open-source, by na´m jinak vysoke´
licencˇnı´ poplatky nedovolily pouzˇı´vat tolik aplikacˇnı´ch serveru˚ a ostatnı´ch pocˇı´tacˇu˚. Ve
vy´sledku si tak veˇtsˇina architektu˚ zvolila scaling-out, namı´sto scaling-up.
Spolecˇnost Oracle, jako nejveˇtsˇı´ databa´zovy´ vy´robce, se tehdy nijak neoba´val prˇı´-
chodu trˇı´vrstve´ architektury. Internet v te´ dobeˇ nebyl jesˇteˇ prˇı´lisˇ rozsˇı´rˇen, a tak ani za´teˇzˇ
generovana´ na tuto architekturu, respektive databa´zi, nebyla nijak ohromna´. Databa´ze
tudı´zˇ na tehdejsˇı´ zatı´zˇenı´ stacˇily, a proto v te´ dobeˇ jenma´lokdo tusˇil, zˇe vlivem blı´zˇı´cı´ho se
internetove´ho boomu (respektive enormnı´ho na´ru˚stu uzˇivatelu˚, a tedy i celkove´ za´teˇzˇe),
tomu tak jizˇ brzy nebude.
Zanedlouho tedy nastala tahanice o to, jak sˇka´lovat. Na jedne´ straneˇ sta´lo slozˇite´ a
drahe´ „klastrova´nı´“ a na straneˇ druhe´ jednoduche´, v u´vodu jizˇ popisovane´, aplikace s
databa´zovy´m „backendem“. Popis teˇchto prˇı´stupu˚, ktery´ je uveden da´le, na´m pomu˚zˇe si
uveˇdomit, zˇe aplikace, ktera´ se pokousˇı´ sˇka´lovat, mu˚zˇe vlastneˇ pouzˇı´vat stejne´ techniky
jako architektura vı´ceprocesorove´ za´kladnı´ desky. Blı´zˇe va´s s tı´mto konceptem sezna´mı´m
v na´sledujı´cı´ kapitole a uka´zˇu va´m, jak tento novy´ koncept deˇla´ sˇka´lova´nı´ transparentnı´
a jak na´m tato transparentnost poma´ha´ v aplikacˇnı´m na´vrhu.
Za´kladnı´ vy´zva ve sˇka´lova´nı´ spocˇı´va´ v paralelnı´m prˇı´stupumnoha procesu˚ k aplikacˇ-
nı´m datu˚m. Tento soubeˇzˇny´ prˇı´stupmusı´ by´t samozrˇejmeˇ urcˇity´m zpu˚sobem zabezpecˇen
a v kontextu webovy´ch aplikacı´ toho docı´lı´me bud’ tzv. „stavovy´m“, cˇi „bezstavovy´m“
prˇı´stupem. Ani jeden z nich se vsˇak bohuzˇel nedoka´zˇe vyhnout vy´konnostnı´m proble´-
mu˚m, cozˇ uka´zˇu v na´sledujı´cı´ch odstavcı´ch.
2.1.1 Sˇka´lova´nı´ databa´ze
Jedna z mozˇnostı´, jak rozsˇı´rˇit aplikaci mezi vı´ce procesu˚, je zajistit, zˇe zˇa´dny´ proces
si neuchova´va´ aplikacˇnı´ data v pameˇti. Tento prˇı´stup se oznacˇuje jako tzv. bezstavovy´
(stateless) a typicky ho realizujeme za´pisem vsˇech dat do databa´ze.
V doba´ch, kdy aplikace existovaly pouze v jedne´ instanci, se pro omezenı´ komunikace
s databa´zı´ pouzˇı´valo tzv. „cachova´nı´“. Urychlenı´ spocˇı´valo v tom, zˇe si aplikacˇnı´ server,
pro rychlejsˇı´ prˇı´stup, uchova´val urcˇita´ „business“data vpameˇti.Obra´zek 2ovsˇemukazuje
proble´my, jake´ na´m tento prˇı´stup prˇina´sˇı´, pokudho aplikujemena aplikaci slozˇenou z vı´ce
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Obra´zek 2: Nedistribuovana´ cache vede k nekonzistencı´m [1]
procesu˚. Poneˇvadzˇ zde ma´ kazˇdy´ proces svou unika´tnı´ „cache“, mu˚zˇe se sta´t, zˇe jeden
proces neuvidı´ zmeˇny toho druhe´ho. Pokud by tedy proces A na obra´zku 2 polozˇku Item
zmeˇnil a tuto zmeˇnu by jesˇteˇ nezapsal do databa´ze, mohlo by se sta´t, zˇe proces B vra´tı´
koncove´mu uzˇivateli stara´ data.
Rˇesˇenı´m je tedy cache u´plneˇ odstranit, anebo distribuovat. Distribuce cache spocˇı´va´
v existenci pouze jedine´ cache spolecˇne´ vsˇem procesu˚m, a poneˇvadzˇ je na nı´ zalozˇena
Terracotta, budu o nı´ mluvit pozdeˇji. Co na´m ale prˇinese jejı´ odstraneˇnı´? Bohuzˇel pouze
vy´konnostnı´ proble´my, nebot’ dı´ky procesu˚m, ktere´ si neukla´dajı´ zˇa´dna´ data v pameˇti,
bude databa´ze zahlcena zbytecˇny´mi SQL dotazy. Zbytecˇny´mi z toho du˚vodu, zˇe i ta data,
se ktery´mi jizˇ proces neˇkdy pracoval, a ktera´ od te´ doby nebyla nijak ostatnı´mi procesy
zmeˇneˇna, budou muset by´t i prˇesto nacˇtena opeˇtovneˇ z databa´ze.
Vypnutı´m cache cˇili bezstavovy´m prˇı´stupem sice docı´lı´me perzistence a konzistence,
ale vy´sledny´ syste´m na´m, dı´ky redundantnı´m dotazu˚m, nebude dobrˇe sˇka´lovat. Jediny´m
rˇesˇenı´m je tak sˇka´lova´nı´ vlastnı´ databa´ze, ktere´ je na´m trochu zna´mo jizˇ z u´vodnı´ kapitoly.
Koncept sˇka´lova´nı´ databa´ze spocˇı´va´ v tzv. „striping“ (neboli rozdeˇlenı´) a jeho dveˇ
varianty ukazuje obra´zek 3. Disk striping poma´ha´ databa´zove´mu serveru zvla´dnout vı´ce
aplikacˇnı´ za´teˇzˇe rozprostrˇenı´m dat na vı´ce pevny´ch disku˚ a je zrˇejme´, zˇe jejich veˇtsˇı´ pocˇet
udeˇla´ vı´ce nezˇ jen jeden. Sta´le se ale nezbavı´me teˇch redundantnı´ch dotazu˚, nebot’data-
ba´ze porˇa´d existuje pouze v jedne´ instanci. Druhou variantou je proto striping vlastnı´ch
databa´zı´ (database striping), ktera´ ale zase pro zmeˇnu vyzˇaduje spolupra´ci vy´voja´rˇe. Z
obra´zku 3 je totizˇ patrne´, zˇe je nynı´ na aplikaci, aby si pamatovala, ve ktere´ databa´zi jsou
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Obra´zek 3: Disk striping vs. database striping [1]
ta spra´vna´ data ulozˇena. Toto pamatova´nı´ mu˚zˇe jisteˇ udeˇlat i jenom samotna´ databa´ze,
ovsˇem v tom prˇı´padeˇ by data te´ cˇa´sti, kterou ta dana´ instance nema´, musely poskyt-
nout ostatnı´ databa´ze. Databa´ze by tak musely mezi sebou komunikovat, cozˇ by ale ve
vy´sledku nevedlo ke ky´zˇene´ dvojna´sobne´ kapaciteˇ.
Bezstavovy´ model tedy nenı´ tou nejlepsˇı´ architekturou, jak by se na prvnı´ pohled
mohlo zda´t. K docı´lenı´ sˇka´lovatelnosti zde totizˇ cˇasto potrˇebujeme spolupra´ci vy´voja´rˇe
a/nebo slozˇite´ striping. Alternativou je tak replikace dat v pameˇti, kterou popisuji v
dalsˇı´m odstavci.
2.1.2 Replikace dat v pameˇti
Replikace dat, stejneˇ jako cachova´nı´, uchova´va´ data v operacˇnı´ pameˇti. Je tedy opakem
bezstavove´homodelu a z tohoto du˚vodu se tento prˇı´stup nazy´va´ take´ stavovy´m (stateful).
Na rozdı´l od cachova´nı´ si vsˇak data jednotlive´ pocˇı´tacˇe neukla´dajı´ neza´visle na ostatnı´ch,
ale kazˇdy´ pocˇı´tacˇ pracuje pouze s jednou kopiı´ (replikou) jedneˇch a teˇch samy´ch dat.
Replikacı´ dat tak zı´ska´me nejenom vysˇsˇı´ dostupnost, ale z du˚vodu, zˇe data jsou ulozˇena
v operacˇnı´ pameˇti, take´ te´meˇrˇ nulove´ zpozˇdeˇnı´.
Vy´hoda replikace tedy spocˇı´va´ v tom, zˇe kazˇdy´ pocˇı´tacˇ ted’vidı´ pouze jeden a tenty´zˇ
stav. Aby to vsˇak bylo mozˇne´, repliky si musı´ by´t navza´jem konzistentnı´, cozˇ prˇedstavuje
nejveˇtsˇı´ proble´m stavove´homodelu. A protozˇe konzistence znamena´, zˇe jaka´koliv zmeˇna
stavu, provedena´ neˇktery´m z pocˇı´tacˇu˚, musı´ by´t ihned videˇna take´ ostatnı´mi, vyzˇaduje
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jejı´ udrzˇova´nı´ pomeˇrneˇ znacˇnou komunikaci po sı´ti. Poneˇvadzˇ jizˇ ale vı´me, zˇe sı´t’ je
„pomala´“ a navı´c aplikacˇnı´ servery nemohou po dobu synchronizace vykona´vat zˇa´dnou
dalsˇı´ cˇinnost, prˇedstavuje tato tzv. „silna´“ (te´zˇ „prˇı´sna´“) konzistence va´zˇny´ vy´konnostnı´
proble´m. Abychom tomuto proble´mu prˇedesˇli, a vyuzˇili tak opravdu vy´hody ulozˇenı´
dat v pameˇti, musı´me bud’ tuto silnou konzistenci „obejı´t“, anebo vyuzˇı´t jiny´, volneˇjsˇı´
konzistentnı´ model 6.
Zbavenı´ se nutnosti zachova´vat konzistenci mu˚zˇeme i zde docı´lit pomocı´ na´m jizˇ
zna´me´ho „stripingu“. Koncept je sta´le stejny´, pouze s tı´m rozdı´lem, zˇe nerozdeˇlujeme
jizˇ tabulku dat mezi vı´ce databa´zı´, ale pro zmeˇnu mezi vı´ce „pameˇtı´“. Datovou tabulku
tak naprˇı´klad rozdeˇlı´me mezi dva servery, kde prvnı´ pu˚lka dat bude ulozˇena na jednom
a ta druha´ na druhe´m. Poneˇvadzˇ jsou ale tato data ulozˇena v pameˇti, mu˚zˇeme k nim
prˇistupovat, v porovna´nı´ k bezstavove´mu modelu, te´meˇrˇ s nulovy´m zpozˇdeˇnı´m.
Pote´, co se zda´rneˇ „popereme“ s konzistencı´, musı´me vsˇak bohuzˇel cˇelit jesˇteˇ dalsˇı´mu
va´zˇne´mu proble´mu. Tı´m proble´mem je tzv. „dostupnost“, ktera´ znamena´, zˇe jaka´koliv
cˇa´st sdı´leny´ch dat musı´ by´t take´ zapsa´na na perzistentnı´ me´dium. Dostupnost dat je
du˚lezˇita´ z toho du˚vodu, zˇe pokud by naprˇı´klad v datove´m centru, na ktere´m beˇzˇı´ nasˇe
aplikace, vypadl proud, aplikace bude po jeho obnoveˇ schopna pokracˇovat tam, kde ve
vykona´va´nı´ prˇed vy´padkem skoncˇila.
Poneˇvadzˇ ve stavove´m modelu pracujeme s kopiemi a navı´c udrzˇova´nı´ jejich kon-
zistence ve sveˇteˇ Javy znamena´ serializaci a deserializaci grafu˚ objektu˚, je programovacı´
model stavove´ho prˇı´stupu pro vy´voja´rˇe pomeˇrneˇ slozˇity´.
I prˇesto, zˇe stavovy´ model uchova´va´ aplikacˇnı´ data v pameˇti, nenı´ na´ru˚st ve sˇka´lova-
telnosti, dı´ky jeho jiny´m proble´mu˚m, oproti bezstavove´mu prˇı´stupu vzˇdy zarucˇen. Zˇivot
s replikami je navı´c slozˇity´ a mu˚zˇeme tak tedy rˇı´ci, zˇe ani stavovy´ prˇı´stup neprˇina´sˇı´ ten
idea´lnı´ model pro realizaci distribuovane´ho syste´mu.
2.1.3 Partitioning aplikacˇnı´ch dat
Replikace versus „partitioning“. Vesˇkera´ analy´za, kterou jsme doposud vykonali, se ty´-
kala tohoto paradigma. Partitioning je architektura, ktera´ snizˇuje riziko vy´konnostnı´ch
proble´mu˚, ty´kajı´cı´ch se prˇı´lisˇne´ho prˇenosu po sı´ti cˇi nadbytecˇne´ komunikace s databa´zı´,
rozdeˇlenı´m dat a odpovı´dajı´cı´ pra´ce naprˇı´cˇ klastrem serveru˚. Tento koncept ilustruje ob-
ra´zek 4, kde typicka´ databa´zova´ aplikace zı´ska´va´ dvojna´sobnou databa´zovou kapacitu
rozdeˇlenı´m klı´cˇu˚ na sude´ a liche´. „Partitioning“ je tedy proces, prˇi ktere´m se data rozdeˇlı´
na vı´ce neza´visly´ch celku˚, ke ktery´m pote´ mu˚zˇeme prˇistupovat neza´visle. Rozdı´l mezi
stripingem a partitioningem je tedy takovy´, zˇe u partitioningu aplikacˇnı´ server, respektive
aplikacˇnı´ logika nevı´, zˇe data jsou rozdeˇlena na vı´ce cˇa´stı´. O tomto rozdeˇlenı´ vı´ pouze
vysˇsˇı´ u´rovenˇ (na obra´zku 4 reprezentova´na load balancerem) a ta vzˇdy urcˇı´, jake´mu
serveru prˇeda´ prˇijaty´ pozˇadavek. Rozhodne se tedy na za´kladeˇ toho, jake´ cˇa´sti dat je
pozˇadavek urcˇen. U stripingu jsou data take´ rozdeˇlena na vı´ce cˇa´stı´ a kazˇda´ cˇa´st je opeˇt
6Vı´ce o konzistentnı´ch modelech se mu˚zˇete docˇı´st naprˇı´klad zde: http://en.wikipedia.org/wiki/Consi
stency model.
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Obra´zek 4: Partitioning [1]
ulozˇena na jine´m fyzicke´m u´lozˇisˇti, ale o tomto rozdeˇlenı´ musı´ veˇdeˇt jizˇ aplikacˇnı´ logika,
nebot’prˇerozdeˇlova´nı´ pozˇadavku˚ jizˇ neprova´dı´ vysˇsˇı´ u´rovenˇ, ale ona samotna´.
Poneˇvadzˇ kdyzˇ aplikace roste, replikace dat nebo jejı´ spra´va se sta´va´ cˇı´m da´l vı´c
slozˇitou, a tak pro mnohe´ aplikacˇnı´ ty´my se stal partitioning jedinou schu˚dnou cestou
k opravdove´ sˇka´lovatelnosti. Jak jizˇ vı´me, aplikace se sta´va´ rychlejsˇı´ bud’ cachova´nı´m,
a uchova´va´nı´m dat tak v pameˇti, nebo jejich „stripingem“ mezi vı´ce pocˇı´tacˇu˚. Jiny´mi
slovy, dostupnosti nejle´pe dosa´hneme bezstavovy´m modelem, zatı´mco sˇka´lova´nı´ na´s
nutı´ umist’ovat data v pameˇti a replikovat. Ve skutecˇnosti jsou vsˇak aplikace stavove´ a
bezstavove´ za´rovenˇ a to je to, co si Terracotta uveˇdomila. Vy´voja´rˇi a opera´torˇi tak potrˇebujı´
konecˇneˇ zpu˚sob, jak prˇekonat ten kompromis mezi dostupnostı´ a sˇka´lovatelnostı´, anizˇ
by se museli vydat prˇedcˇasneˇ cestou „partitioningu“.
2.2 Shrnutı´
Cı´lem kazˇde´ internetove´ sluzˇby je vykazovat co nejmensˇı´ zpozˇdeˇnı´ a co nejvysˇsˇı´ pro-
pustnost. S ohledem na nı´zkou cenu osobnı´ch pocˇı´tacˇu˚ a existenci vysokorychlostnı´ch sı´tı´
toho dnes sluzˇby dosahujı´ pomocı´ distribuovany´ch syste´mu˚. Ta obrovska´ rea´lna´ za´teˇzˇ
je tak rozdeˇlena na mnoho pocˇı´tacˇu˚, ktere´ spolu komunikujı´ prostrˇednictvı´m pocˇı´tacˇove´
sı´teˇ.
Pra´veˇ tato nutna´ komunikace vsˇak cˇinı´ na´vrh distribuovane´ho syste´mu znacˇneˇ obtı´zˇ-
ny´m, nebot’pocˇı´tacˇova´ sı´t’prˇina´sˇı´ mnoha´ u´skalı´. Kazˇdy´ vy´voja´rˇ musı´ prˇedevsˇı´m pocˇı´tat,
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zˇe sı´t’vykazuje urcˇite´ zpozˇdeˇnı´ a omezenou propustnost, cozˇ na´m ke ky´zˇene´ sˇka´lovatel-
nosti samozrˇejmeˇ neprˇida´. Poneˇvadzˇ je tedy programova´nı´ komunikacˇnı´ logiky na´rocˇne´,
cˇasto chceme, aby toto za na´s realizovala architektura. Jelikozˇ je tedy sˇka´lovatelnost da´na
prˇedevsˇı´m efektivnı´ komunikacı´, cˇı´m me´neˇ se na nı´ bude podı´let vy´voja´rˇ a cˇı´m vı´ce
opera´tor, tı´m le´pe.
Dlouholeta´ praxe uka´zala, zˇe velmi vy´hodnou architekturu nabı´zejı´ databa´ze. O sˇka´-
lovatelnost se zde stara´ vy´hradneˇ opera´tor a zjednodusˇeneˇ rˇecˇeno, vy´voja´rˇ pouze cˇte a
zapisuje data. Neexistuje zde tedy komunikace jako takova´, ale pouze ta, prostrˇednictvı´m
transakcı´ a dat. Poneˇvadzˇ sˇka´lovatelnost tedy nesouvisı´ vu˚bec se zdrojovy´m ko´dem apli-
kace, pro jejı´ ru˚st ho nenı´ trˇeba nijak meˇnit a opera´tor tak mu˚zˇe pouzˇı´vat pouze techniky
jako fragmentaci a replikaci dat. Proble´my databa´ze ovsˇem tkvı´ v jejı´ relacˇnı´ podstateˇ a
sta´le´mprˇı´stupunapevny´ disk. Tyto, a jak da´le uvidı´me, i dalsˇı´ nedostatky eliminuje Terra-
cotta, ktera´ prˇina´sˇı´ unika´tnı´ rˇesˇenı´, jak se databa´ze zbavit a za´rovenˇ zachovat vsˇechny jejı´
dobre´ vlastnosti.
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3 Historie Terracotty
Se znalostmi o cachova´nı´, replikaci a partitioningu se nynı´ mu˚zˇeme pustit do historie
Terracotty a analy´zy du˚vodu˚, procˇ vu˚bec vznikla.
Pocˇa´tek Terracotty saha´ do roku 2000, kdy jejı´ tvu˚rci vytva´rˇeli e-commerce aplikaci,
ktera´ se zanedlouho stala cˇlenem „top ten“ na sveˇteˇ. Aplikace meˇla by´t stavova´ a jejı´
workflow meˇlo by´t rˇı´zeno transakcemi v databa´zi. Pra´veˇ ale tyto transakce se za´hy uka´-
zaly jako nejveˇtsˇı´ chyba v na´vrhu a ta rozhodnutı´, ktera´ se pu˚vodneˇ zda´la by´t o mnoho
du˚lezˇiteˇjsˇı´, se neuka´zala jako zas azˇ tak kriticka´.
Autorˇi chteˇli mı´t pu˚vodneˇ cely´ workflow neboli konverzacˇnı´ stav ulozˇen v pameˇti,
avsˇak v te´ dobeˇ neexistovalo zˇa´dne´ cˇisteˇ „in-memory“ rˇesˇenı´, ktere´ by sˇka´lovalo linea´rneˇ
a za´rovenˇ by replikovane´mu stavu zajistilo vysokou dostupnost. Poneˇvadzˇ riziko ztra´ty
konverzacˇnı´ho stavu, uchovane´ho jenom v pameˇti, bylo velike´, skoncˇili tvu˚rci Terracotty
u stateful/stateless hybridu. Vesˇkera´ databa´zova´ data tak byla, pro rychly´ prˇı´stup, cacho-
va´na a replikova´na v pameˇti, ovsˇem za´pis byl pro zarucˇenı´ dostupnosti veden ihned do
databa´ze.
Alternativou k te´to architekturˇe byly distribuovane´ transakce, ovsˇem zˇa´dne´ rˇesˇenı´
okolo roku 2000 neposkytovalo tuto funkcionalitu na u´rovni JVM. Realizace vlastnı´ho
„in-memory“ distribuovane´ho syste´mu s transakcˇnı´mi za´rukami se zda´la take´ by´t prˇı´lisˇ
slozˇita´ a poslednı´ alternativou tak zu˚stala tzv. „eventua´lneˇ konzistentnı´ architektura“7.
Tu vsˇak autorˇi rychle zavrhli a ponechali si radeˇji pu˚vodnı´ hybridnı´ rˇesˇenı´.
3.1 Aplikace je jeden velky´ pocˇı´tacˇ
Uzˇ za pa´r ty´dnu˚, po prvotnı´m spusˇteˇnı´ syste´mu, se uka´zalo, zˇe aplikace svou rea´lnou
za´teˇzˇ nezvla´da´. Tı´m vinı´kem byla databa´ze a autorˇi Terracotty si tak zanedlouho uveˇdo-
mili: na trˇı´vrstvou architekturu bychom meˇli nahlı´zˇet, jako kdyby byla jeden obrovsky´
multiprocesorovy´ pocˇı´tacˇ.
K efektivnı´mu beˇhu procesoru se vyuzˇı´va´ vrstvena´ architektura pameˇtı´. Poneˇvadzˇ
je pevny´ disk, respektive hlavnı´ operacˇnı´ pameˇt’pocˇı´tacˇe pomala´, jsou mezi nimi a pro-
cesorem umı´steˇny L1, respektive L2 cache. Cache tak vyrovna´vajı´ ty ohromne´ rozdı´ly v
rychlostech, ktere´ mezi nimi, cˇili procesorem, pameˇtı´ a pevny´m diskem, jsou. Aby se tedy
procesor nezpomaloval cˇeka´nı´m na data z hlavnı´ operacˇnı´ pameˇti, cˇte je pouze z L1, ktera´
pro zmeˇnu cachuje data z L2 a azˇ ta prˇistupuje nakonec k hlavnı´ pameˇti. L1 je tak nej-
rychlejsˇı´ a cˇtenı´ z nı´ tak procesor te´meˇrˇ nezbrzdı´. L2 je naopak rˇa´doveˇ pomalejsˇı´, ale cˇtenı´
z nı´ je sta´le o mnoho vy´hodneˇjsˇı´, nezˇ kdybychom ihned prˇistupovali k operacˇnı´ pameˇti.
L1 vzˇdy patrˇı´ pouze jednomu ja´dru nebo jednoja´drove´mu procesoru, naopak L2 je mezi
ja´dry, respektive vı´ce procesory sdı´lena. Toto sdı´lenı´ prˇina´sˇı´ totizˇ ohromne´ zrychlenı´ prˇi
prˇepı´na´nı´ kontextu, kdy je potrˇeba prˇene´st stav urcˇite´ho vla´kna z jedne´ L1 do druhe´ a L2
na´m tak zajistı´, zˇe tento stav nemusı´me docˇasneˇ ukla´dat do pomale´ operacˇnı´ pameˇti. I
kdyzˇ je prˇepı´na´nı´ kontextu, v porovna´nı´ s rychlostı´ L1, i tak sta´le relativneˇ pomale´, na´ru˚st
v rychlosti, oproti jinak nutne´mu prˇı´stupu do hlavnı´ pameˇti, je i prˇesto ohromny´.
7Vı´ce viz tato adresa: http://en.wikipedia.org/wiki/Eventual consistency.
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Poneˇvadzˇ aplikaci prˇı´stup na svou vlastnı´ haldu te´meˇrˇ nic nestojı´, tak v analogii mezi
architekturou pocˇı´tacˇe a aplikacı´, mu˚zˇeme L1 cha´pat jako cachova´nı´ v ra´mci JVM. Stejneˇ
jako trˇı´vrstva´ aplikace stra´vı´ cˇeka´nı´m na odpoveˇd’ databa´ze v pru˚meˇru neˇkolik stovek
milisekund, tak i CPU ztratı´ neˇkolik tisı´c cyklu˚ cˇeka´nı´m na hlavnı´ pameˇt’ nebo pevny´
disk. Prˇı´stup k databa´zi je tak drahy´, stejneˇ jako v prˇı´padeˇ operacˇnı´ pameˇti pocˇı´tacˇe.
Pote´, co si toto tvu˚rci Terracotty uveˇdomili, instalovali cache do kazˇde´ho Java pro-
cesu. Da´le, jako nadmnozˇinu vsˇech L1, vytvorˇili L2, kterou umı´stili mezi databa´zi a tyto
jednotlive´ procesy. Aby vsˇak tato nova´ architektura prˇinesla uzˇitek, muselo by´t vola´nı´ L2
(idea´lneˇ rˇa´doveˇ) rychlejsˇı´, nezˇ prˇı´stup k databa´zi v pu˚vodnı´m hybridnı´m rˇesˇenı´.
Potom, co se toto povedlo realizovat, doka´zal autoru˚m, tento zcela ojedineˇly´ prˇı´stup,
eliminovat neˇkolik vy´konnostnı´ch proble´mu˚. Jejich e-commerce aplikace tak ve vy´sledku
zacˇala konecˇneˇ sˇka´lovat a to dı´ky teˇmto du˚sledku˚m nove´ L2 cache:
• Jednotlive´ procesy jizˇ nemusı´ cˇekat na databa´zi
– A protozˇe je L2 oproti databa´zi rˇa´doveˇ rychlejsˇı´, vy´sledny´ L1/L2 syste´m tak
(te´meˇrˇ) linea´rneˇ sˇka´luje.
• Radika´lneˇ snizˇuje cenu prˇenosu u´kolu˚ mezi jednotlivy´mi aplikacˇnı´mi servery.
• Aplikacˇnı´ servery mohou zu˚stat velmi „male´“
– Aplikacˇnı´ procesy jizˇ totizˇ nemusı´ cachovat vsˇechna data u sebe v L1, ale
mohou je, bez jaky´chkoliv proble´mu˚, ponechat pouze v L2
– Bez L2 totizˇ docha´zelo ke snı´zˇenı´ celkove´ sˇka´lovatelnosti, nebot’ to, co se do
pameˇti aplikacˇnı´ho serveru jizˇ nevesˇlo, muselo by´t ulozˇeno prˇı´mo v databa´zi.
Abychom tomutoprˇedesˇli, aplikacˇnı´ serverymusely by´t „velke´“, nebot’musely
mı´t mnoho operacˇnı´ pameˇti.
• Nekompromisneˇ omezuje komunikaci s databa´zı´
– Dı´ky L2 je pocˇet dotazu˚ na databa´zi snı´zˇen jen na opravdu nutne´ minimum a
prˇedstavuje tak jen zlomek toho, co aktua´lneˇ na aplikaci generujı´ vsˇichni jejı´
koncovı´ uzˇivatele´.
• Poskytuje vysˇsˇı´ dostupnost
– Data jsou totizˇ k dispozici, i kdyzˇ je databa´ze zrovna mimo provoz.
Dı´ky L2 konceptu tak e-commerce aplikace zı´skala jednoduchou sˇka´lovatelnost a
za´rovenˇ vysokou dostupnost. S L2 se tak role databa´ze v dosahova´nı´ sˇka´lovatelnosti
znacˇneˇ snı´zˇila a dı´ky L1, uvnitrˇ kazˇde´ho aplikacˇnı´ho serveru, je nynı´ dosazˇitelna´ dokonce
i linea´rnı´ sˇka´la.
Stejneˇ jako tato aplikace, i architektura Terracotty pouzˇı´va´ L1 a L2 cache. I pro ni
tudı´zˇ platı´ analogie s architekturou pocˇı´tacˇe, nebot’obsahuje knihovny, ktere´ instalujı´ L1
do jednotlivy´ch aplikacˇnı´ch JVM transparentneˇ a za´rovenˇ je jejı´ soucˇa´stı´ server, ktery´ se
chova´ u´plneˇ stejneˇ jako L2.
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3.2 Terracotta, aneb obecneˇ pouzˇitelna´ L2
L2 se tedy uka´zalo jako velmi vy´hodne´ rˇesˇenı´, jak se sˇikovneˇ „zbavit“ databa´ze a zı´skat
tı´m jednoduchou sˇka´lovatelnost a za´rovenˇ zachovat vysokou dostupnost. Toto rˇesˇenı´
ovsˇem sta´le nebylo perfektnı´ a ja´ se nynı´ pokusı´m vysveˇtlit procˇ.
3.2.1 Invazivnost pu˚vodnı´ L2
I prˇes to, zˇe zakladatele´ Terracotty, cˇili tvu˚rci diskutovane´ho e-commerce syste´mu, vy-
tvorˇili L2 opravdu efektivneˇ a tato cache ve vy´sledku koncove´ho uzˇivatele te´meˇrˇ nezpo-
malovala, tak jejı´ koncepce prˇina´sˇela sta´le mnoho proble´mu˚.
L2 fungovala na principu uchova´va´nı´ pa´ru˚ klı´cˇ/hodnota, a kdykoliv tedy vy´voja´rˇ
zmeˇnil stav sdı´lene´ho objektu, tak aby se o te´to zmeˇneˇ mohly dozveˇdeˇt i ostatnı´ repliky,
musel tyto u´pravy nejdrˇı´ve serializovat a na´sledneˇ aktualizovat prˇı´slusˇny´ klı´cˇ. Co vy´voja´rˇ
tedy do cache nedal, to tam nebylo a tento prˇı´stup samozrˇejmeˇ prˇina´sˇel proble´my:
• S konzistencı´ – pokud tedy vy´voja´rˇ zapomneˇl zmeˇny serializovat a na´sledneˇ repli-
kovat do L2, konzistence replik byla ihned porusˇena, nebot’ostatnı´ aplikacˇnı´ servery
jednodusˇe nemeˇly mozˇnost, jak se o teˇchto u´prava´ch dozveˇdeˇt
• Se sˇka´lovatelnostı´ – k vy´konnostnı´m proble´mu˚m docha´zelo v prˇı´padeˇ, zˇe progra-
ma´tor replikoval zmeˇny azˇ prˇı´lisˇ cˇasto a to tedy i tehdy, kdyzˇ to nebylo nutneˇ
potrˇeba. Take´ se sta´valo, zˇe zmeˇny vy´voja´rˇi ukla´dali prˇı´mo do databa´ze a cacho-
va´nı´, respektive L2 tak zcela opomneˇli
Podstata teˇchto proble´mu˚, cˇili nedostatku˚ popisovane´ho konceptu L2, tkvı´ v prˇı´tom-
nosti API. Abychom totizˇ vyuzˇili toho, co na´m API nabı´zı´, musı´me ho nejprve do sve´ho
ko´du integrovat. A protozˇe L2 slouzˇı´ ke sdı´lenı´ objektu˚, tak integrace jeho API spocˇı´-
vala ve vytvorˇenı´ slozˇite´ replikacˇnı´ logiky. Na tomto API tak neusta´le pracovala vı´ce nezˇ
stovka programa´toru˚, ktera´, aby syste´m zvla´dal svou rea´lnou za´teˇzˇ, prˇicha´zela se sta´le
novy´mi a vy´konneˇjsˇı´mi replikacˇnı´mi technikami a na´stroji. Namı´sto toho, aby se tedy
ve vy´vojovy´ch cyklech syste´mu implementovala jeho nova´ funkcionalita, tak docha´zelo,
za u´cˇelem optimalizacı´, pouze k refaktorizaci sta´vajı´cı´ho ko´du. Spra´va sˇka´lujı´cı´ aplikace,
respektive jejı´ho zdrojove´ho ko´du, se tak, dı´ky teˇm nikdy nekoncˇı´cı´m u´prava´m, uka´zala
jako prˇı´lisˇ slozˇita´ a znacˇneˇ zpomalujı´cı´ novy´ vy´voj.
Zkusˇenosti z e-commerce projektu tak bohuzˇel jenom uka´zaly, zˇe sta´vajı´ koncept L2
tu vysokou cenu za sˇka´lova´nı´ pouze prˇesunul z drahe´ho databa´zove´ho hardware do
slozˇite´ho aplikacˇnı´ho vy´voje. Ve vy´sledku tak cena za scaling-out aplikace byla sta´le
prˇı´lisˇ vysoka´.
Jediny´m mozˇny´m rˇesˇenı´m tak bylo udeˇlat L2 cache, respektive L2 server transpa-
rentnı´. Cı´lem zakladatelu˚ Terracotty, cˇili Terracotty jako takove´, tak bylo prˇine´st bez-
stavove´ prostrˇedı´ pro opera´tory, kde obsah L2 je automaticky ukla´da´n na pevny´ disk
a za´rovenˇ stavovy´ programovacı´ model pro programa´tory, kde L2, respektive L1 jsou
pro neˇ, cˇili aplikaci, naprosto transparentnı´ a kde proble´my s replikacı´ a konzistencı´ tak
neexistujı´.
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3.2.2 Transparentnost rovna´ se obecna´ pouzˇitelnost
V u´vodu te´to kapitoly jsem rˇı´kal, zˇe tvu˚rci Terracotty, na pocˇa´tku jejich e-commerce
projektu, deˇlali rozhodnutı´, ktera´ meˇla mı´t, podle nich, na vy´sledny´ vy´kon produktu
nejveˇtsˇı´ vliv. Prˇeli se tedy o to, zda zvolit Struts8 cˇi JSF9, nebo jestli pouzˇı´t Tomcat10 cˇi
radeˇji jiny´ servletovy´ kontejner. Tato debata se ovsˇem uka´zala by´t, jak jizˇ vı´te, o mnoho
me´neˇ du˚lezˇita´, nezˇ ta, ktera´ pojedna´va´ o klı´cˇove´m modelu sˇka´lovatelnosti a dostupnosti.
Ze svy´ch zkusˇenostı´ autorˇi Terracotty vı´, zˇe i kdyzˇ vycha´zı´me z bezstavove´homodelu,
tak v du˚sledku optimalizacı´ jeho zpozˇdeˇnı´, dojdeme bohuzˇel pouze k na´zoru, zˇe jeho
propustnost je prˇı´lisˇmala´. Praxe uka´zala, zˇe vsˇechna rˇesˇenı´ tohotoproble´muvsˇak skoncˇı´ u
cachova´nı´, a zˇe tedy ten klı´cˇovy´ model sˇka´lovatelnosti se tak bez neˇj neobejde. Cachova´nı´
si ovsˇem vynucuje zmeˇnu dome´nove´ho modelu, nebot’ v prˇı´padeˇ replikace je potrˇeba
urcˇite´ho konzistentnı´ho protokolu. Prˇedcha´zejı´cı´ text ovsˇem uka´zal, zˇe cachova´nı´ na
u´rovni zdrojove´ho ko´du vede bohuzˇel ke slozˇite´ replikacˇnı´ logice, kterou je jesˇteˇ navı´c,
ve veˇtsˇineˇ prˇı´padu˚, potrˇeba neusta´le optimalizovat. Nejenzˇe tak tyto, nikdy nekoncˇı´cı´,
optimalizace bra´nı´ v nove´m vy´voji, ale cˇasto jsou take´ usˇity pouze pro konkre´tnı´ rˇesˇenı´.
To byl take´ prˇı´pad e-commerce syste´mu, kde jeho programa´torˇi vytvorˇili sice mnoho
efektivnı´ho, avsˇak jizˇ ne obecneˇ pouzˇitelne´ho ko´du.
Z teˇchto du˚vodu˚ proto zakladatele´ Terracotty usilovali o ryze transparentnı´ rˇesˇenı´,
ktere´ by automaticky pracovalo uvnitrˇ JVM a nemeˇlo by tak zˇa´dne´ API. Aplikace by tak
mohly by´t zcela obecneˇ pouzˇitelne´, nebot’ tam kde nenı´ API, nenı´ ani potrˇeba zˇa´dne´ho
slozˇite´ho replikacˇnı´ho ko´du.
Pu˚vodnı´ rˇesˇenı´ L2 tak bylo nahrazeno zcela transparentnı´m L1/L2 syste´mem, kde
aplikace, stejneˇ jako v prˇı´padeˇ cache procesoru˚, ani nevı´, zˇe ke cachova´nı´ vu˚bec docha´zı´.
Cachova´nı´ tak jizˇ nenı´ starostı´ programa´toru˚, ale pouze L1, respektive L2, ktera´ je take´
tı´m novy´m centra´lnı´m prvkem, ktery´ se zde stara´ o koordinaci aplikacˇnı´ch aktivit.
3.2.3 Transparentnı´ sˇka´lovatelnost s dostupnostı´
S´ka´lovatelnost a dostupnost jsou opacˇne´ sı´ly. Jaky´koliv za´pis na pevny´ disk na´s zpomalı´
a cokoliv, co ponecha´me zase jen v pameˇti, vystavujeme nebezpecˇı´, zˇe se v prˇı´padeˇ chyby
procesu cˇi vy´padku proudu, ztratı´. Pameˇt’je take´ ta nejrychlejsˇı´ cˇa´st I/O pocˇı´tacˇe, zatı´mco
disk ta nejpomalejsˇı´. Nejhorsˇı´ ovsˇem je, zˇe pocˇı´tacˇova´ sı´t’se bohuzˇel blı´zˇı´ svou rychlostı´
spı´sˇe pevne´mu disku a ne operacˇnı´ pameˇti.
Jak jizˇ tedy vı´me, pocˇı´tacˇova´ sı´t’cˇinı´ na´vrh distribuovane´ho syste´mu slozˇity´m, nebot’
jeho jednotlive´ pocˇı´tacˇe musı´ po nı´ komunikovat. Je tedy zrˇejme´, zˇe cˇı´m me´neˇ syste´m po
sı´ti komunikuje, respektive cˇı´m me´neˇ toho po nı´ posı´la´, tı´m le´pe.
Modernı´ objektoveˇ-orientovane´ syste´my si ovsˇem neposı´lajı´ po sı´ti jizˇ pouha´ surova´
data, ale typicky cele´ objekty. A pokud je tedy objekt sdı´len, tak kazˇda´ jeho zmeˇna si samo-
8Projekt Apache Struts je velmi zna´ma´ Java technologie pro tvorbu webovy´ch aplikacı´. Dostupna´ je z te´to
adresy: http://struts.apache.org.
9JSF je pomeˇrneˇ nova´ technologie pro tvorbu webovy´ch aplikacı´. Je specifikova´na pod JSR 245, viz
http://jcp.org/en/jsr/detail?id=245.
10Projekt Apache Tomcat je nejpouzˇı´vaneˇjsˇı´m servletovy´m kontejnerem. Sta´hnout si jej mu˚zˇete z te´to
adresy: http://tomcat.apache.org.
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zrˇejmeˇ zˇa´da´, aby se o nı´ dozveˇdeˇli i ostatnı´. Pro netransparentnı´ rˇesˇenı´ toto vsˇak znamena´
serializaci toho aktualizovane´ho objektu, nebot’ serializace je jediny´ zpu˚sob, jaky´m lze
objekt zaslat po sı´ti. Serializace je ovsˇem pomala´, nebot’ona o zmeˇna´ch objektu˚ nic nevı´.
A poneˇvadzˇ tedy netusˇı´, v cˇem se dany´ objekt zmeˇnil, tak nevytva´rˇı´ bina´rnı´ podobu
pouze te´ zmeˇny, ale vzˇdy kompletnı´ho grafu objektu. Serializace tak pro netransparentnı´
objektove´ rˇesˇenı´ znamena´ prˇı´lisˇnou komunikaci po sı´ti a to i tedy prˇesto, zˇe veˇtsˇina ze
zası´lany´ch dat je zcela redundantnı´ch.
Toto se s prˇı´chodem Terracotty ovsˇem zmeˇnilo. Poneˇvadzˇ je Terracotta transparentnı´
a pracuje tak na u´rovni JVM, mu˚zˇe, oproti vy´voja´rˇi, prova´deˇt o mnoho raciona´lneˇjsˇı´
rozhodnutı´, co ktery´ proces v dane´ chvı´li potrˇebuje. Dı´ky transparentnosti tak Terracotta
pracuje jizˇ na u´rovni bajtu˚, respektive cˇlenu˚ jednotlivy´ch Java trˇı´d a nepracuje tak jizˇ s
cely´mi objekty. Serializace tudı´zˇ u Terracotty jizˇ nenı´ potrˇeba a po sı´ti se tak posı´lajı´ jen
opravdu ty nutne´ zmeˇny. Tyto zmeˇny se take´ jizˇ neposı´lajı´ ihned kazˇde´mu aplikacˇnı´mu
serveru (tj. klientske´mu JVM), ale to, co se komu v dany´ okamzˇik zasˇle, je rˇı´zeno tzv.
„pameˇt’ovy´m modelem“11.
3.2.4 Transparentnost prˇina´sˇı´ vysˇsˇı´ sˇka´lovatelnost
Anizˇ si to mnozı´ z na´s vu˚bec uveˇdomujı´, tak transparentnost na´m poma´ha´ sˇka´lovat nasˇe
Java aplikace kazˇdy´ den. „Garbage collector“12 je totizˇ prˇı´kladem transparentnı´ sluzˇby,
ktera´ vykona´va´ automatickou spra´vu pameˇti. A pra´veˇ dı´ky transparentnosti mu˚zˇe GC
deˇlat svou pra´ci le´pe, nezˇ jaky´koliv sebelepsˇı´ programa´tor, nebot’ jen beˇhove´ prostrˇedı´
mu˚zˇe mı´t opravdu ty nejprˇesneˇjsˇı´ informace, jaky´m zpu˚sobem ho aktua´lneˇ vyuzˇı´va´me.
Mu˚zˇe tedy deˇlat zmeˇny, ktere´ se vy´voja´rˇi zdajı´ prˇı´lisˇ komplikovane´ a objekty tak mohou
by´t, naprˇı´klad podle zatı´zˇenı´ aplikace, „sbı´ra´ny“ jednı´m algoritmem odpoledne a zcela
jiny´m o pu˚lnoci.
Terracotta tak zjistila, zˇe transparentnost nerˇesˇı´ pouze ty slozˇitosti, ktery´m by jinak
programa´torˇi cˇelili, ale prˇina´sˇı´ take´ sˇka´lovatelnost a vy´kon za hranicı´ toho, cˇeho je progra-
ma´tor vu˚bec svy´m ko´dem schopen dosa´hnout. Jednı´m z prˇı´kladu˚ beˇhove´ optimalizace
vy´konu je tzv. „greedy locking“13. Jen Terracotta mu˚zˇe totizˇ za beˇhu rozhodnout, zda
za´mek ma´ by´t pesimisticky´, centralizovany´ a exkluzivnı´, nebo decentralizovany´ a opti-
misticky´. Naopak vy´voja´rˇ musı´ vzˇdy pocˇı´tat i s tı´m nejhorsˇı´m prˇı´padem, a tak pro neˇj
JVMbez Terracotty poskytuje, ve veˇtsˇineˇ prˇı´padu˚, pouze pesimisticky´ exkluzivnı´ prˇı´stup.
3.2.5 Terracotta, aneb transparentnı´ klastrovacı´ sluzˇba
Terracotta je tedy transparentnı´ klastrovacı´ sluzˇba, ktera´ umozˇnˇuje aplikacı´m rozsˇı´rˇit se
na tolik pocˇı´tacˇu˚, jak je jen potrˇeba. Te´to definici se budu podrobneˇji veˇnovat v na´sledujı´cı´
11Pameˇt’ovy´ model je definova´n specifikacı´ jazyka Java a vı´ce informacı´ je o neˇm uvedeno naprˇı´klad zde:
http://en.wikipedia.org/wiki/Java Memory Model.
12Pokud nevı´te, co to Garbage collector je, podı´vejte se, prosı´m, naprˇı´klad zde:
http://en.wikipedia.org/wiki/Garbage collection (computer science).
13Vı´ce se o greedy locking mu˚zˇete dozveˇdeˇt naprˇ. zde: http://www.terracotta.org/confluence/display/
devdocs/Clustered+Locks
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Obra´zek 5: Vy´hody cachova´nı´ na u´rovni samotne´ho JVM [1]
kapitole, ale jizˇ ted’bymeˇlo by´t alesponˇ trochu jasne´, zˇe tam, kde jsme byli zvyklı´ sˇka´lovat
pomocı´ nikdy nekoncˇı´cı´ch optimalizacı´ cachova´nı´, replikace a partitioningu a tam, kde
jsme prˇekona´vali hranice mezi procesy serializacı´ objektu˚ a jejich na´sledny´m zası´la´nı´m,
nynı´ nedeˇla´me nic.
Ta na´maha a slozˇitost scaling-out aplikace se vytratı´, pokud najdeme zpu˚sob, jaky´m
tu meziprocesnı´ a meziserverovou komunikaci „dostaneme“ z nasˇeho aplikacˇnı´ho ko´du,
neˇkde dolu˚, do beˇhove´ho prostrˇedı´ (toto ilustruje obra´zek 5).
3.3 Shrnutı´
Terracotta poskytuje Java aplikacı´m transparentnı´ sˇka´lovatelnost s dostupnostı´ a umozˇ-
nˇuje jim tak rozsˇı´rˇit se na tolik pocˇı´tacˇu˚, jak je jen potrˇeba. Ta velmi vysoka´ sˇka´lovatelnost
je zpu˚soba transparentnostı´, nebot’ pra´veˇ ona umozˇnˇuje syste´mu se velmi prˇesneˇ roz-
hodnout, co mezi jednotlivy´mi JVM a L2 zası´lat. Transparentnost take´ nediktuje zˇa´dny´
programovacı´ model a na rozdı´l tak od jiny´ch rˇesˇenı´ majı´cı´ch API, mu˚zˇe Terracotta vzı´t
jakoukoliv jizˇ existujı´cı´ aplikaci a „vysˇka´lovat“ ji ihned na libovolny´ pocˇet pocˇı´tacˇu˚.
V dosavadnı´m textu jsme tedy dobrˇe porozumeˇli proble´mu˚m ohledneˇ na´vrhu distri-
buovany´ch syste´mu˚ a rˇekli jsme si, zˇe je zde potrˇeba frameworku jaky´m je Terracotta.
Nebudeme tedy jizˇ vı´ce ota´let a v na´sledujı´cı´ kapitole provedeme jejı´ podrobny´ roz-
bor. Ovsˇem prozatı´m pouze teoreticky´, Terracottu z prakticke´ho pohledu si necha´me na
kapitolu 5.
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4 Terracotta - teorie
Prˇedstavte si, zˇe zavola´te na objektumetoduwait() a pozdeˇji v u´plneˇ jine´m JVM vykona´te
na tom stejne´m objektu metodu notify(). Prˇedstavte si, zˇe vola´nı´ notify() prˇekona´ ty jinak
neprˇekonatelne´ hranice mezi jednotlivy´mi JVM a to vla´kno, ktere´ bylo prˇedtı´m metodou
wait() uspa´no, opravdu probudı´. Da´le si prˇedstavte, zˇe vesˇkere´ zmeˇny, ktere´ to druhe´
vla´kno, v tom druhe´m JVM, na tom dane´m objektu provedlo, budou navı´c tomu probu-
zene´mu vla´knu nynı´ vsˇechny viditelne´. Nakonec si prˇedstavte, zˇe zdrojovy´ ko´d, ktery´ by
toto umozˇnil, by se od toho, ktery´ byste napsali pouze pro jedno JVM, vu˚bec neodlisˇoval
– tedy jizˇ zˇa´dne´ u´stupky specia´lnı´m frameworku˚m, zˇa´dne´ vola´nı´ slozˇity´ch API, zˇa´dne´
repliky, „stubs“ cˇi „skeletons“14.
Jake´ by to tedy bylo, kdybyste mohli automaticky sdı´let haldu mezi vı´ce JVM a
vsˇechna jejich vla´kna by tak mohla vza´jemneˇ spolupracovat, jako kdyby beˇzˇela pouze
v jednom jedine´m? Prˇedstavte si, cˇeho byste s takovy´mi mozˇnostmi mohli dosa´hnout –
naprˇı´klad vyrˇesˇit vy´pocˇetnı´ proble´m tı´m nejjednodusˇsˇı´m zpu˚sobem cˇili programem pro
jeden pocˇı´tacˇ a za´rovenˇ ho mı´t mozˇnost spustit na mnoha strojı´ch, zatı´mco si program
myslı´, zˇe beˇzˇı´ pouze na jednom. Nebylo by tedy opravdu skveˇle´ mı´t takove´to mozˇnosti?
Pra´veˇ z takovy´chto na´padu˚ a mysˇlenek byla zrozena Terracotta, jezˇ je zcela unika´tnı´
softwarove´ dı´lo, ktere´ toto vsˇechno opravdu umozˇnˇuje.
Terracotta je „infrastruktura´lnı´ “ software pro platformu Java, ktery´ na´m umozˇnˇuje
sˇka´lovat aplikace na tolik pocˇı´tacˇu˚, jak je jen potrˇeba a to bez jake´hokoliv slozˇite´ho ko´du
cˇi databa´ze. Je obecneˇ pouzˇitelny´m rozsˇı´rˇenı´m jazyka Java, ktere´ na´m nabı´zı´ nejenom
extre´mnı´ sˇka´lovatelnost, ale prˇedevsˇı´m take´ jednoduchy´ vy´voj a za´rovenˇ vysokou do-
stupnost. Je oznacˇova´na take´ jako tzv. „JVM-level clustering“ nebo „network-attached
memory“.
Terracotta byla navrzˇena tak, aby osvobodila vy´voja´rˇe od omezenı´ „enterprise“ vy´vo-
jovy´ch frameworku˚ jakoHibernate15, Spring16 aEJB17. At’uzˇ ale tyto frameworky aplikace
pouzˇı´va´ nebo ne, ta prˇı´lisˇ silna´ vazba na databa´zi vede vzˇdy k nedostatku svobody v na´-
vrhu. Terracotta proto prˇina´sˇı´ zcela unika´tnı´ rˇesˇenı´, jak se teˇchto programovacı´ch modelu˚
a databa´zı´ konecˇneˇ zbavit, nebot’poskytuje:
• Svobodu v na´vrhu – sˇka´lovatelnosti a dostupnosti jizˇ nedosahujeme striktnı´m do-
drzˇova´nı´m neˇjake´ho programovacı´homodelu, ale v prˇı´padeˇ Terracotty na´m k tomu
stacˇı´ klasicke´ POJO18.
• Linea´rnı´ sˇka´lovatelnost.
14Pokud jste neˇkdy programovali s pomocı´ technologie Java RMI, jisteˇ vı´te, co tyto dva pojmy znamenajı´.
Pokud jste doposud RMI nikdy nevyuzˇili, u´vodnı´ informace, o te´to zajı´mave´ technologii, lze najı´t naprˇı´klad
zde: http://java.sun.com/docs/books/tutorial/rmi/index.html
15Hibernate je technologie realizujı´cı´ ORM, vı´ce informacı´ viz http://www.hibernate.org.
16Spring framework je realizacı´ IoC principu. Jeho domovska´ stra´nka je dostupna´ pod touto URL:
http://www.springsource.org.
17Podnikova´ technologie pro realizaci „business“ logiky aplikacı´. Je specifikova´na v ra´mci JSR 220.
18POJO je termı´n, ktery´m se oznacˇujı´ vsˇechny „obycˇejne´“ Java objekty, tedy ty objekty, ktere´ nereali-
zujı´ zˇa´dne´ specificke´ API. Prˇesna´ definice viz naprˇı´klad toto URL: http://en.wikipedia.org/wiki/Plain
Old Java Object.
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• Vysokou dostupnost – na rozdı´l odmnohy´ch klastrovacı´ch rˇesˇenı´, ktere´ cˇasto nabı´zı´
pouze sˇka´lovatelnost. Terracotta nejenom, zˇe tedy dostupnost poskytuje, ale navı´c
k tomu, dı´ky L2, nepotrˇebuje vu˚bec databa´zi.
• Stabilnı´ operacˇnı´ platformu – spra´va Terracotty se navı´c velmi podoba´ spra´veˇ da-
taba´ze, a tudı´zˇ ten, kdo umı´ rˇı´dit databa´zi, bude umeˇt rˇı´dit i Terracottu.
• Neby´valou viditelnost naprˇı´cˇ cely´m aplikacˇnı´m „stackem“ v ra´mci jedine´ho rˇesˇenı´.
S Terracottou tak nynı´ naprˇı´klad mu˚zˇeme, prostrˇednictvı´m jedine´ho graficke´ho
na´stroje (nebo JMX19), monitorovat aplikace nejenom na aplikacˇnı´ u´rovni, ale take´
na u´rovni virtua´lnı´ho stroje a operacˇnı´ho syste´mu.
Terracotta tedy pro aplikace prˇedstavuje „neviditelny´“ syste´m sesta´vajı´cı´ z dvouu´rov-
nˇove´ho cachova´nı´ L1/L2, kde L1 je transparentneˇ instalova´no do kazˇde´ho aplikacˇnı´ho
JVM (jakky´m zpu˚sobem je tohoto docı´leno, popisuje na´sledujı´cı´ kapitola) a L2 beˇzˇı´ na
dedikovane´m serveru20. L2 tak uchova´va´ sdı´lene´ objekty, jejichzˇ stav je, pro rychlejsˇı´ prˇı´-
stup, pak cachova´n dle potrˇeby v dı´lcˇı´ch L1. Kdykoliv tedy ja´, jako aplikace, modifikuji
stav neˇjake´ho sdı´lene´ho objektu, pak tyto u´pravy (pro mne zcela transparentneˇ) nejprve
putujı´ do L1 a azˇ pote´, v neˇjaky´ prˇı´hodny´ okamzˇik, jsou odtud zasla´ny do L2. L2 je take´
koordina´torem vesˇkery´ch aplikacˇnı´ch aktivit, nebot’kdykoliv si aplikace prˇeje pracovat
s neˇjaky´m sdı´leny´m objektem, L2 mu vzˇdy nejprve zasˇle jeho aktua´lnı´ stav (opeˇt pro
aplikaci zcela transparentneˇ).
Ta jedinecˇnost Terracotty tudı´zˇ spocˇı´va´ pra´veˇ v te´ transparentnosti cele´ho L1/L2
syste´mu. Jelikozˇ zde tedy nenı´ vu˚bec zˇa´dne´ API a tento syste´m je tak pro mne, jako
aplikacˇnı´ho programa´tora, zcela neviditelny´, mohu zacha´zet se sdı´leny´mi, respektive
vzda´leny´mi objekty jako s loka´lnı´mi. Programova´nı´ pro Terracottu tak probı´ha´ pouze
deklarativnı´m zpu˚sobem, kde pouze nastavı´m, jake´ aplikacˇnı´ objekty si prˇeji sdı´let. Kdy-
koliv tedy spustı´m novou instanci me´ aplikace, tak pokazˇde´, kdyzˇ se ona pokusı´ vytvorˇit
novou instanci sdı´lene´ho objektu, tak Terracotta, respektive prˇı´slusˇna´ L1, se nejprve po-
dı´va´, zda v L2 jizˇ stav tohoto objektu na´hodou neexistuje. Pokud ano, tak tento stav bude
z L2 nejprve nacˇten a na´sledneˇ zkopı´rova´n do me´ loka´lnı´, pra´veˇ vytva´rˇene´ instance. Z
tohoto du˚vodu tak v Terracotteˇ neexistujı´ repliky, nebot’vsˇechny aplikacˇnı´ JVM pracujı´
vzˇdy soucˇasneˇ pouze s tı´m jediny´m globa´lnı´m stavem objektu. Z technologicke´ho hle-
diska tak zde nenı´ potrˇeba ani serializace, nebot’Terracotta mu˚zˇe pracovat jizˇ na u´rovni
bajtu˚. Mezi L1 a L2 se tak prˇena´sˇejı´ pouze vzˇdy zmeˇny a nikdy ne stav cele´ho objektu.
Data, respektive objekty jsou sdı´leny proto, aby k nim mohlo by´t, at’uzˇ z jake´hokoliv
du˚vodu, prˇistupova´no soubeˇzˇneˇ. At’ uzˇ tedy jednotlive´ aplikacˇnı´ JVM sesta´vajı´ z vı´ce
vla´ken nebo pouze jednoho, ke sdı´leny´m objektu˚m je i tak prˇistupova´no vzˇdy soucˇasneˇ.
Tento paralelnı´ prˇı´stup musı´ vsˇak by´t samozrˇejmeˇ neˇjak synchronizova´n, ale jak ja´, jako
aplikace, mohu Terracotteˇ rˇı´ci, zˇe si prˇeji exkluzivnı´ prˇı´stup k neˇjake´mu sdı´lene´mu ob-
jektu? BezAPI to samozrˇejmeˇ nejde, ovsˇem i zde se Terracotteˇ, prˇekvapiveˇ, nic oznamovat
19JMX je technologiı´ pro monitorova´nı´ a spra´vu Java aplikacı´. Je specifikova´na v ra´mci JSR 3.
20V produkcˇnı´m prostrˇedı´ je L2, pro zarucˇenı´ dostupnosti a sˇka´lovatelnosti, typicky spravova´na mnoha
servery, ktere´ vytva´rˇejı´ tzv. Terracotta Server Array
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nemusı´. Mneˇ totizˇ stacˇı´, jako kazˇde´mu jine´mu vı´cevla´knove´mu programu, prˇistupovat
ke sdı´leny´m objektu˚m pouze pomocı´ synchronizacˇnı´ch technik, ktere´ na´m Java jizˇ nabı´zı´.
Terracotta totizˇ prˇina´sˇı´ zcela unika´tnı´ a dosud nevı´dane´ rˇesˇenı´, ktere´ zajisˇt’uje platnost
klı´cˇovy´ch slov volatile a synchronized, respektive vesˇkere´ se´mantiky pameˇt’ove´ho modelu
(popisova´no pozdeˇji), i v ra´mci cele´ho klastru. Kde ostatnı´ vy´voja´rˇi tak, pro dosazˇenı´ sˇka´-
lovatelnosti, musı´ pocˇı´tat se slozˇitostmi pocˇı´tacˇove´ sı´teˇ, pro uzˇivatele Terracotty znamena´
i ten sebeteˇzˇsˇı´ distribuovany´ syste´m vzˇdy pouze program pro jeden pocˇı´tacˇ. Kazˇdy´ distri-
buovany´ syste´m beˇzˇı´cı´ nad Terracottou je tak implementova´n jako pouha´ vı´cevla´knova´
a jednoprocesnı´ aplikace, ktera´ sˇka´lovatelnosti dosahuje paralelnı´m prˇı´stupem mnoha
jejı´mi instancemi, cˇi instancemi jejı´ cˇa´stı´ ke svy´m sdı´leny´m objektu˚m.
Ve vy´sledku tak aplikace jizˇ nemusı´ rˇesˇit tu slozˇitou meziprocesnı´ komunikaci a vesˇ-
kery´ paralelismus tak pro neˇ spocˇı´va´ pouze ve vla´knech a jejich spra´vne´ synchronizaci.
Distribuovany´ syste´m tak jizˇ naprˇı´klad vytvorˇı´me pouhou jednovla´knovou aplikacı´, kte-
rou akora´t spustı´me na vı´ce serverech najednou.
Mozˇna´ jizˇ tusˇı´te, zˇe za vesˇkerou transparentnostı´ stojı´ automaticka´ modifikace byte-
code aplikacˇnı´ch trˇı´d, jejichzˇ objekty je potrˇeba sdı´let. Je tomu opravdu tak a Terracotta
skutecˇneˇ zacha´zı´ s instrukcemi JVM jako getfield a putfield cˇi monitorenter a monitorexit21.
O modifikaci bytecode pojedna´va´ ale azˇ na´sledujı´cı´ kapitola, a proto se nynı´ budeme
zaby´vat rozborem definice vlastnı´ho frameworku.
4.1 Definice frameworku
Jak jsem se jizˇ zmı´nil, Terracotta je transparentnı´ klastrovacı´ sluzˇba pro Java aplikace. Jejı´
JVM-level clustering poskytuje aplikacı´m jednoduchy´, sˇka´lovatelny´ a vysoce dostupny´
„sveˇt“, ve ktere´m mohou beˇzˇet.
Abychom le´pe porozumeˇli te´to definici, musı´me si nejprve definovat, co to vu˚bec
„transparentnı´ klastrovacı´ sluzˇba“ je a vysveˇtlit si pojmy jako „jednoduchost“, „sˇka´lova-
telnost“ a „vysoka´ dostupnost“:
• Transparentnost – vzpomenˇte si na u´vodnı´ kapitolu, ve ktere´ jsem rˇı´kal, zˇe jeden
z hlavnı´ch cı´lu˚ kazˇde´ho distribuovane´ho syste´mu je by´t svy´m uzˇivatelu˚m transpa-
rentnı´. V prˇı´padeˇ Terracotty je uzˇivatelem vy´voja´rˇ, ktere´mu Terracotta ne/zajisˇt’uje
tyto typy transparentnosti22:
– Transparentnost prˇı´stupu – skry´va´ rozdı´ly v reprezentaci dat na ru˚zny´ch plat-
forma´ch a take´ to, jaky´m zpu˚sobem je ke zdroji prˇistupova´no
∗ Pro Terracottu jsou zdroje javovske´ objekty, jejichzˇ reprezentace a progra-
ma´torsky´ prˇı´stup je zcela transparentnı´. Poneˇvadzˇ o existenci L1 a L2 nema´
programa´tor ani poneˇtı´, nemu˚zˇe jednodusˇe veˇdeˇt, jaky´m zpu˚sobem jsou
v nich objekty reprezentova´ny. Transparentnost prˇı´stupu je take´ zrˇejma´,
21Vı´ce si o teˇchto instrukcı´chmu˚zˇete prˇecˇı´st zde: http://java.sun.com/docs/books/jvms/second edition/
html/Instructions.doc.html
22Typy transparentnostı´ prˇevzaty z [2].
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nebot’dı´ky tomu, zˇe zde nenı´ zˇa´dne´ API, jediny´m rozhranı´m je Java sa-
motna´. Se sdı´leny´mi objekty tak programa´tor zacha´zı´ u´plneˇ stejneˇ jako
s loka´lnı´mi a to pouze prostrˇednictvı´m jazykovy´ch konstrukcı´ (opera´tor
new, oddeˇlovacˇ „tecˇka“, klı´cˇova´ slova volatile a synchronized, metody wait
a notify apod.).
– Transparentnost lokace – skry´va´ umı´steˇnı´ zdroje
∗ Opeˇt, nenı´ zde API, ale jenom Java samotna´. Programa´tor (mysˇleno v sa-
motne´m Java zdrojove´mko´du, kde je pra´ce se vsˇemi typy objektu˚ naprosto
stejna´) tudı´zˇ nevı´, zda pracuje s objektem loka´lnı´m anebo sdı´leny´m a vı´
pouze to, zˇe objekt je umı´steˇn neˇkde v pameˇti. Absolutneˇ tedy netusˇı´, zˇe
objekt mu˚zˇe by´t sdı´len a jeho stav tak navı´c ulozˇen v L1, respektive L2.
– Transparentnost migrace – skry´va´ skutecˇnost, zˇe zdroj mu˚zˇe by´t prˇemı´steˇn do
jine´ lokace
∗ Znovu, nenı´ zde API a objekt tak, bez veˇdomı´ vy´voja´rˇe, mu˚zˇe by´t prˇe-
souva´n kdekoliv. At’ uzˇ tedy garbage collectorem v loka´lnı´ pameˇti nebo
eventua´lneˇ na u´rovni L2. Nejen totizˇ samotna´ aplikace, ale take´ L2 se ty-
picky skla´da´ z mnoha pocˇı´tacˇu˚, ktere´ replikacı´ sdı´leny´ch objektu˚ zajisˇt’ujı´
jejich vysokou dostupnost. Platı´, zˇe Terracotta „udeˇla´“ aplikaci vysoce do-
stupnou a sˇka´lovatelnou, pokud je ona sama opera´toremnakonfigurova´na
vysoce dostupnou (stejneˇ jako v prˇı´padeˇ databa´zı´).
– Transparentnost relokace - skry´va´ skutecˇnost, zˇe zdroj mu˚zˇe by´t prˇemı´steˇn do
jine´ lokace, i kdyzˇ je aktua´lneˇ pouzˇı´va´n
∗ Naposled, chybı´ zde API, a proto se sdı´lene´ objekty nijak nelisˇı´ od teˇch
loka´lnı´ch. A jelikozˇ je tedy sdı´leny´ objekt obycˇejny´m loka´lnı´m objektem, je
i na neˇm vykona´va´na automaticka´ spra´va pameˇti. Poneˇvadzˇ ale garbage
collector prˇemist’uje, za beˇhuaplikace, objektyvpameˇti, je z tohotodu˚vodu
transparentnost relokace zajisˇteˇna jizˇ samotny´m JVM.
– Transparentnost replikace – skry´va´ skutecˇnost, zˇe zdroj je replikova´n
∗ Jizˇ jsem rˇı´kal, zˇe se L2 obvykle sesta´va´ z pole serveru˚, kde sdı´lene´ objekty
jsou, pro zajisˇteˇnı´ dostupnosti, replikova´ny. L2 je transparentnı´ a tudı´zˇ i
replikacˇnı´ transparentnost je zajisˇteˇna.
– Transparentnost selha´nı´ – skry´va´ skutecˇnost, zˇe nastala chyba a byla provedena
obnova zdroje
∗ Terracotta tuto transparentnost nabı´zı´ a to dı´ky replikaci. Poneˇvadzˇ jsou
sdı´lene´ objekty kopı´rova´ny,mu˚zˇe Terracotta zabra´nit pozastavenı´ aplikace
i v prˇı´padeˇ vy´padku neˇjake´ho L2 serveru. Replikace take´ znacˇneˇ snizˇuje
riziko ztra´ty sdı´lene´ho objektu, nebot’v prˇı´padeˇ posˇkozenı´ urcˇite´ho per-
zistentnı´ho me´dia, je objekt ulozˇen nasˇteˇstı´ jesˇteˇ na dalsˇı´ch me´diı´ch.
– Transparentnost soubeˇzˇne´ho prˇı´stupu – skry´va´ skutecˇnost, zˇe zdroj mu˚zˇe by´t
soucˇasneˇ sdı´len neˇkolika souperˇı´cı´mi uzˇivateli
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∗ I prˇesto, zˇe se sdı´leny´ objekt nijak nelisˇı´ od toho loka´lnı´ho, tak kazˇdy´ prˇı´-
stup k neˇmu musı´ by´t, programa´torem, explicitneˇ synchronizova´n. Syn-
chronizaci, klı´cˇovy´m slovem synchronized anebo volatile, musı´ programa´tor
prova´deˇt proto, aby Terracotta prˇesneˇ veˇdeˇla, na jaky´ch mı´stech musı´ pro-
ve´st instrumentaci23, a zajistit tak platnost synchronizace i v ra´mci klastru.
Transparentnost soubeˇzˇne´ho prˇı´stupu je tedy jediny´m typem transparent-
nosti, ktery´ Terracotta nenabı´zı´, nebot’programa´tor musı´ vzˇdy veˇdeˇt, zˇe
pracuje se sdı´leny´m objektem, a vesˇkerou pra´ci s nı´m (tzn. i cˇtenı´) tak
prova´deˇt v synchronizovane´m bloku.
Transparentnost tak pro vy´voja´rˇe znamena´, zˇe aplikace, navrzˇena´ pro beˇh nad
Terracottou, bude fungovat i v prˇı´padeˇ, zˇe Terracotta nebude vu˚bec dostupna´.
Toto ovsˇem neznamena´, zˇe je Terracotta vhodna´ u´plneˇ na vsˇechny typy aplikacı´,
nebo zˇe je Terracotta „absolutneˇ“ neviditelna´ a nevyzˇaduje vu˚bec zˇa´dne´ zmeˇny do
aplikacˇnı´ho ko´du. Transparentnost pro uzˇivatele Terracotty totizˇ znamena´ svobodu
a cˇistotu v na´vrhu, cozˇ je velmi vy´hodne´, nebot’ aplikace mu˚zˇe by´t takova´, jak si
prˇeje jenom on sa´m.
• Klastrova´nı´ – jizˇ v u´vodnı´ kapitole jsem nazval distribuovany´ syste´m klastrem. I to
ukazuje, zˇe klastrova´nı´ ma´ mnoho definic, ale obecneˇ se da´ rˇı´ci, zˇe znacˇı´ vza´jem-
nou komunikaci mnoha pocˇı´tacˇu˚ za dosazˇenı´m urcˇite´ho cı´le. Terracotta se nazy´va´
klastrovacı´ sluzˇbou a vzhledem k „pouhe´mu“ klastrova´nı´ (na u´rovni zdrojove´ho
ko´du) je unika´tnı´ v tom, zˇe na´m umozˇnˇuje sˇka´lovat i takovou aplikaci, ktera´ nema´
v sobeˇ jedinou klastrovacı´ logiku. Ke klastrova´nı´ tak jizˇ nedocha´zı´ na u´rovni apli-
kace, ale pod nı´, v prostrˇedı´ JVM. Toto prˇena´sˇı´ to brˇemeno klastrova´nı´ z konceptu
architektury na sluzˇbu, na kterou se aplikace mohou, v produkcˇnı´m prostrˇedı´, spo-
lehnout.
• Jednoduchost – a slozˇitost znacˇı´, jaka´ opatrˇenı´ musı´ programa´tor udeˇlat na sve´ cesteˇ
ke sˇka´lujı´cı´mu syste´mu. Typicky´m prˇı´kladem (slozˇitosti) je rozhranı´ Serializable24,
ktere´ cˇasto musı´ trˇı´dy implementovat, aby jejich objekty mohly by´t posı´la´ny po sı´ti.
My uzˇ ale vı´me, zˇe u Terracotty toto nenı´ potrˇeba, a zˇe kazˇdy´ distribuovany´ syste´m
je tak pouze ota´zkou na´vrhu jednoprocesnı´ho programu.
• Sˇka´lovatelnost – sˇka´lovatelnost mu˚zˇememeˇrˇit podle trˇı´ dimenzı´25, ale cˇasto ji, acˇko-
liv trochu neprˇesneˇ, spojujeme pouze s vy´konnostnı´mi proble´my (viz [2]). Sˇka´lova-
telnost je tı´m nejdu˚lezˇiteˇjsˇı´m cı´lem kazˇde´ho distribuovane´ho syste´mu a troufa´m si
tvrdit, zˇe bez nı´ nemu˚zˇe by´t zˇa´dny´ syste´m u´speˇsˇny´. Je vy´sledkemmale´ho zpozˇdeˇnı´
23Instrumentace oznacˇuje proces modifikace sta´vajı´cı´ho bytecode za u´cˇelem naprˇ. monitorova´nı´ aplikacˇ-
nı´ho vy´konu.
24Pokud libovolna´ Java trˇı´da realizuje rozhranı´ Serializable, znacˇı´ tı´m, zˇe je mozˇno ji bez proble´mu trans-
formovat na pole bajtu˚ a obra´ceneˇ.
25Prvnı´ dimenze je velikost, cozˇ znamena´, zˇe do syste´mu mu˚zˇeme snadno prˇida´vat nove´ zdroje. Druha´ je
geograficka´ dimenze, ktera´ znacˇı´, zˇe jednotlive´ prvky syste´mu se mohou nacha´zet daleko od sebe, a konecˇneˇ
trˇetı´ je administrativa. Administrativnı´ sˇka´la znamena´, zˇe syste´m je sta´le snadno spravovatelny´, a to i tehdy,
pokud je jizˇ rozsˇı´rˇen prˇes mnoho organizacı´.
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a vysoke´ propustnosti. Aplikace mu˚zˇe totizˇ velice rychle odpovı´dat na kazˇdy´ dotaz
uzˇivatele, ale za´rovenˇ by´t schopna, v danou chvı´li, zpracova´vat pouze jediny´ (male´
zpozˇdeˇnı´ a nı´zka´ propustnost). Naopak, cozˇ je typicky´ prˇı´pad databa´zı´, aplikace
mu˚zˇe by´t pomala´ v odpoveˇdı´ch, ale pro zmeˇnu zvla´dat tisı´ce pozˇadavku˚ najed-
nou (vysoke´ zpozˇdeˇnı´ a vysoka´ propustnost). Na rozdı´l od klasicky´ch databa´zı´,
Terracotta poma´ha´ optimalizovat jak zpozˇdeˇnı´, tak propustnost.
• Dostupnost – dostupnost jizˇ take´ zna´me a tak vı´me, zˇe znamena´, zˇe i ta nejmensˇı´
cˇa´st sdı´leny´ch dat musı´ by´t zapsa´na na pevny´ disk. Je du˚lezˇita´, nebot’chra´nı´ data v
prˇı´padeˇ vy´padku proudu nebo chyby aplikacˇnı´ho procesu.
Pote´, co jizˇ zna´me vsˇechny potrˇebne´ pojmy, se nynı´ mu˚zˇeme blı´zˇe podı´vat na slovnı´
spojenı´ „transparentnı´ klastrova´nı´ “. K jejı´mu pochopenı´ na´m pomohou analogie k Terra-
cotteˇ, ktere´ jizˇ v prostrˇedı´ datovy´ch center existujı´.
4.1.1 Terracotta a jejı´ podoba s NAS
Terracotta jako transparentnı´ klastrovacı´ sluzˇba mu˚zˇe by´t pouzˇita k mnoha u´cˇelu˚m
jako naprˇı´klad k replikaci relacı´, distribuovane´mu cachova´nı´, grid computingu26 apod.
Transparentnost, tak jak jsme si ji definovali, dovoluje aplikacı´m za´viset na Terracotteˇ,
anizˇ by se na ni explicitneˇ odkazovaly. Existujı´ ale i dalsˇı´ transparentnı´ sluzˇby, na ktere´ se
aplikace spole´hajı´, anizˇ by je musely pouzˇı´vat ve sve´m zdrojove´m ko´du.
Zrˇejmeˇ nejanalogicˇteˇjsˇı´ transparentnı´ sluzˇbou k Terracotteˇ je u´lozˇisˇteˇ souboru˚. Apli-
kace totizˇ pracuje se soubory, anizˇ by veˇdeˇla, kde se aktua´lneˇ nacha´zejı´. At’uzˇ jsou tedy
ulozˇeny loka´lneˇ, anebo vzda´leneˇ, na pevne´m disku cˇi CD, program s nimi pracuje vzˇdy
konzistentnı´m zpu˚sobem. Soubory tak prˇedstavujı´ popula´rnı´ mechanizmus pro ukla´da´nı´
aplikacˇnı´ch dat, nebot’bez jake´koliv zmeˇny programove´ho ko´dumu˚zˇe opera´tor libovolneˇ
meˇnit jejich lokaci nebo nastavit u´plneˇ novy´ syste´m souboru˚.
Terracotta poskytuje stejne´ mozˇnosti „Javovske´“ haldeˇ. I prˇesto, zˇe ale soubory nejsou
zcela bezchybny´m prˇı´kladem, i tak na´m le´pe pomohou pochopit vy´hody, ktere´ s sebou
transparentnı´ sluzˇby prˇina´sˇı´.
Souborove´ API mu˚zˇeme omezit na tyto cˇtyrˇi funkce: open(), seek(), read() a write().
Acˇkoliv tak dı´ky nim nenı´ pra´ce se soubory zcela transparentnı´, to, co se vsˇak skry´va´ pod
nimi, je starostı´ uzˇ pouze opera´tora. On je tak mu˚zˇe implementovat ru˚zny´mi zpu˚soby a
dle povahy aplikace vybrat mezi syste´my jako naprˇı´klad HPFS27, ZFS28 cˇi NTFS29.
Pokud se tedy bude programdrzˇet jen tohoto standardnı´hoAPI, nebudemuset by´t ni-
kdy prˇepsa´n a to ani v prˇı´padeˇ, kdy se operacˇnı´ syste´m rozhodneˇ kompletneˇ aktualizovat
svoji spra´vu souboru˚.
Terracotta poskytuje take´ abstrakci, ne vsˇak jizˇ pro soubory, ale pro objekty. Jejı´ uzˇi-
vatele´ si tak naprˇ. nepotrˇebujı´ domy´sˇlet, jaky´m zpu˚sobem se objekty pohybujı´ po sı´ti,
26Vı´ce o gridech v podkapitole 6.1.
27Souborovy´ syste´m vytvorˇeny´ jako na´hrada syste´mu FAT v OS/2.
28Pomeˇrneˇ novy´ souborovy´ syste´m vytvorˇeny´ spolecˇnostı´ Sun Microsystems, Inc.. Jeho devı´zou je prˇede-
vsˇı´m podpora velky´ch kapacit a ru˚zne´ vlastnosti zvysˇujı´cı´ spolehlivost.
29Souborovy´ syste´m vyuzˇı´vany´ v operacˇnı´ch syste´mech zalozˇeny´ch na Windows NT.
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ani nemusı´ psa´t ko´d pro rozdeˇlenı´ dat mezi vı´ce procesu˚. Stejneˇ jako operacˇnı´ syste´m
mu˚zˇe kdykoliv za beˇhu zmeˇnit spra´vu souboru˚, tak i Terracotta mu˚zˇe prova´deˇt ru˚zne´
optimalizace, anizˇ by se musela aplikace jakkoliv zmeˇnit.
4.1.1.1 Paralely Terracotty a sı´t’ove´ho u´lozˇisˇteˇ Sı´t’ove´ u´lozˇisˇteˇ neboli NAS30 je za-
rˇı´zenı´, do neˇhozˇ jsou ukla´da´ny soubory. Soubory tak jizˇ nemusı´ by´t pro aplikaci loka´lnı´,
ale mohou by´t tı´mto zpu˚sobem ulozˇeny vzda´leneˇ. Opera´tor tak jizˇ nemusı´ draze spra-
vovat vsˇechny aplikace najednou, ale mu˚zˇe se soustrˇedit pouze na jeden kus hardware
(mysˇleno datove´ u´lozˇisˇteˇ). Jednodusˇe tak zajistı´ vysokou dostupnost, kdy obsah u´lozˇisˇteˇ
pouze za´lohuje pomocı´ zna´my´ch technik jako replikace dat na dedikovany´ server nebo
vyuzˇitı´ pa´skovy´ch robotu˚. Sı´t’ove´ u´lozˇisˇteˇ take´ dobrˇe sˇka´luje a to i tehdy, anizˇ bychom
koupili lepsˇı´ CPU, anebo drazˇsˇı´ serverovy´ hardware.
Terracotta poskytuje opera´toru˚m podobne´ vy´hody jako sı´t’ove´ u´lozˇisˇteˇ. Objekty jsou
totizˇ v Terracotteˇ ulozˇeny vzda´leneˇ a pro rychlejsˇı´ prˇı´stup za´rovenˇ cachova´ny uvnitrˇ
kazˇde´ho klientske´ho JVM. Opera´tor se tak, stejneˇ jako v prˇı´padeˇ souborove´ho syste´mu,
mu˚zˇe soustrˇedit pouze na optimalizaci Terracotta serveru (ktery´, jak jizˇ vı´me, je realizacı´
L2) a zarucˇit tak jeho vysokou dostupnost. Tı´mto zpu˚sobemmu˚zˇe aplikacˇnı´ programa´tor
pouzˇı´vat objekty stejneˇ jako souborove´ API a nechat jejich efektivnı´ a bezpecˇnou spra´vu
pouze na Terracotteˇ.
Poslednı´ paralelou mezi Terracottou a soubory je jejich totozˇny´ zpu˚sob klastrova´nı´,
tedy zpu˚sob komunikace a synchronizace. Jak Terracotta, tak soubory klastrova´nı´ realizujı´
pomocı´ exkluzivnı´ch a sdı´leny´ch za´mku˚ a distribuovana´ aplikace zalozˇena´ na souborech,
by jednodusˇe bez „zamyka´nı´ “ nemohla fungovat. Bez za´mku˚ by totizˇ pocˇı´tacˇe syste´mu
jednodusˇe neveˇdeˇly, kdo z nich se souboremaktua´lneˇ pracuje. Za´mky jsouproto prostrˇed-
kem pro synchronizaci a pomocı´ nich se jednotlive´ pocˇı´tacˇe mohou snadno domluvit. Bez
sdı´lene´ho u´lozˇisˇteˇ a dalsˇı´ch technologiı´31 by vsˇak tento jednoduchy´ zpu˚sob nefungoval.
Bylo by totizˇ najednou u´kolem programa´tora rozdeˇlovat data mezi procesy, k cˇemuzˇ by
ale docha´zelo (naprˇ. pomocı´ „soketu˚“) vysoko nad u´rovnı´ souborove´ho syste´mu. Opera´-
torˇi by tak ve vy´sledku jednodusˇe ztratili mozˇnost spravovat tyto distribuovane´ aplikace
pouhou spra´vou jejich u´lozˇisˇteˇ.
Soubory jsou tak dobry´m prˇı´kladem transparentnı´ klastrovacı´ sluzˇby. Vy´voja´rˇi totizˇ
zapisujı´ do souboru˚, kdykoliv a jak chteˇjı´ a stejneˇ tak opera´torˇi tyto soubory ukla´dajı´.
Ve strucˇnosti se da´ rˇı´ci, zˇe transparentnı´ sluzˇby jako NFS, respektive sı´t’ove´ u´lozˇisˇteˇ
poma´hajı´ vy´voja´rˇu˚m realizovat aplikace takovy´m zpu˚sobem, jaky´m si prˇejı´. Opera´toru˚m
zase umozˇnˇujı´ vytvorˇit opravdu sˇka´lovatelne´ a vysoce dostupne´ produkcˇnı´ prostrˇedı´ pro
sdı´lena´ data.
30NAS neboli Network-attached storage je datove´ u´lozˇisˇteˇ prˇipojene´ k mı´stnı´ sı´ti LAN. Jeho vy´hodou
oproti ukla´da´nı´ dat na beˇzˇne´m PC nebo aplikacˇnı´m serveru je jednoduchost konfigurace a mozˇnost sdı´lenı´
dat v sı´ti.
31Naprˇı´klad technologiı´ jako NFS. Vı´ce informacı´ viz RFC 5661.
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Obra´zek 6: Terracotta pracuje mezi aplikacı´ a JVM [1]
4.1.2 Transparentnost umı´steˇnı´ objektu˚ v pameˇti
Na rozdı´l od souboru˚ nema´ Terracotta vu˚bec zˇa´dne´ API. Pro aplikace je tak virtua´lnı´m
strojem a pro virtua´lnı´ stroj aplikacı´. Toto take´ peˇkneˇ ilustruje obra´zek 6.
Na rozdı´l vsˇak od souborove´ho API, kde ty´m opera´toru˚ mu˚zˇe prˇirˇadit urcˇite´mu adre-
sa´rˇi sı´t’ovy´ souborovy´ syste´m a tı´m sdı´let vsˇe, co je v neˇm ulozˇeno, tak Terracotta pracuje s
objekty, cozˇ urcˇuje i jejich transparentnost umı´steˇnı´ v pameˇti. Ona tak samamusı´ rozhod-
nout, co sdı´let a co ne a na rozdı´l od jmen souboru˚, je pro ni jediny´m rozhranı´m samotna´
objektova´ orientace jazyka Java. Paralela s „mountova´nı´m“ vzda´leny´ch reposita´rˇu˚ vsˇak
platı´ i zde, nebot’objekty vytva´rˇejı´ struktury (pomocı´ svy´ch promeˇnny´ch, ktere´ odkazujı´
na dalsˇı´ objekty, ktere´ zase odkazujı´ na dalsˇı´ objekty atd.) stejneˇ jako adresa´rˇe a soubory.
Vy´voja´rˇi tak vytva´rˇejı´ modely (grafy) objektu˚, ktere´ jsou pak klı´cˇem pro komunikaci s
Terracottou a obsahujı´ vsˇe, co Terracotta i virtua´lnı´ stroj potrˇebujı´ zna´t, pro jejich spra´vne´
„namapova´nı´ “ do pameˇti.
Jako prˇı´klad uvedu trˇı´du User (viz obra´zek 7), kterou sice mu˚zˇeme modelovat jako
jednu velkou, vsˇeobsahujı´cı´ trˇı´du, avsˇak veˇtsˇinou to nedeˇla´me a jejı´ model sestavujeme
z vı´ce trˇı´d (stejneˇ jako na obra´zku). Je zrˇejme´, zˇe kdyzˇ vy´voja´rˇ pracuje se sdı´leny´m User
objektem, tak automaticky ocˇeka´va´, zˇe objekty, na ktere´ odkazujı´ jeho promeˇnne´ Home
address,Work address a Friends jsou take´ sdı´leny. V opacˇne´m prˇı´padeˇ by aplikace sice meˇla
ke sdı´lene´mu objektuUser prˇı´stup, ale byl by jı´ na nic, nebot’by jizˇ nemeˇla k dispozici jeho
data. Terracotteˇ tak proto stacˇı´ pouze rˇı´ct, zˇe si prˇejeme sdı´let objektUser a ona si jizˇ sama,
z jehodefinice, odvodı´ vsˇe potrˇebne´. Toto je analogicke´ k sı´t’ovy´m souborovy´m syste´mu˚m,
nebot’stejneˇ jako oni, i Terracotta „namountuje“ objekt ze vzda´lene´ho u´lozˇisˇteˇ do loka´lnı´
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Obra´zek 7: Trˇı´da User a jejı´ vazby [1]
pameˇti. S objektem tak bude uzˇivatel pracovat loka´lneˇ, ovsˇem provedene´ zmeˇny budou
ukla´da´ny vzda´leneˇ. Jaky´m zpu˚sobem se v Terracotteˇ grafy objektu˚ vytva´rˇejı´, je uvedeno
v na´sledujı´cı´ kapitole.
4.1.3 Transparentnost a klastrova´nı´ dohromady
Terracotta, jako transparentnı´ klastrovacı´ sluzˇba, poma´ha´ vy´voja´rˇu˚m sdı´let cˇa´st jejich
loka´lnı´ pameˇti. Kazˇdy´ objekt jednoho JVM tak mu˚zˇe by´t viditelny´ i ostatnı´m a to bez
ohledu na to, zda tyto dalsˇı´ Java procesy beˇzˇı´ na stejne´m nebo u´plneˇ jine´m stroji.
Aby vsˇak mohli vy´voja´rˇi teˇzˇit z vy´hod, ktere´ jim Terracotta nabı´zı´, musı´ mı´t kazˇdy´
sdı´leny´ objekt, ve vsˇech virtua´lnı´ch strojı´ch, stejne´ ID. Stejneˇ jako v prˇı´padeˇ NFS, kde,
pokud aplikace chteˇjı´ pracovat se stejny´m souborem, musı´ obeˇ „namountovat“ totozˇny´
souborovy´ syste´m a pouzˇı´vat take´ identicky´ na´zev souboru. Kazˇdy´ sdı´leny´ objekt tak
v Terracotteˇ obdrzˇı´ neˇco jako je na´zev souboru, ktery´ pak slouzˇı´ pro jeho identifikaci
v ra´mci klastru (tj. Terracotta serveru a jednotlivy´ch klientsky´ch JVM, na ktery´ch beˇzˇı´
instance aplikace - poprˇı´padeˇ jejı´ cˇa´sti. Aplikace, jak jizˇ vı´me, se totizˇ spousˇtı´ opakovaneˇ
pro dosazˇenı´ lepsˇı´ho vy´konu. Toto je ale obvykle´ nejen u Terracotty, ny´brzˇ i u ostatnı´ch
distribuovany´ch syste´mu˚).
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K tomu, aby vsˇak dany´ JVM videˇl instanci, kterou vytvorˇil jiny´ virtua´lnı´ stroj, musı´
Terracotta prˇekonat vı´ce prˇeka´zˇek. Zaprve´, objekty vytvorˇene´ v jednom adresnı´m pro-
storu, majı´ oproti jine´mu procesu ru˚zne´ adresy v pameˇti – a tı´m i sve´ identifika´tory. Da´le,
zmeˇny provedene´ jednou aplikacı´ musı´ by´t samozrˇejmeˇ viditelne´ i ostatnı´m.
Du˚lezˇitou roli v rˇesˇenı´ teˇchto proble´mu˚ hraje rozsahplatnosti objektu.Ne kazˇdy´ objekt
je totizˇ potrˇeba sdı´let a je take´ naivnı´ se domnı´vat, zˇe Terracotta sama vyhleda´ vsˇechny
instance trˇı´dy User (viz prˇedesˇla´ podkapitola) a zacˇne je automaticky sdı´let. Pokud tak
nenı´ objekt vytvorˇen na vhodne´ u´rovni, a nenı´ proto prˇı´stupny´ ostatnı´m vla´knu˚m cˇi
dokonce stejne´mu vla´knu pozdeˇji, nenı´ ho trˇeba sdı´let. Typicky´m prˇı´kladem jsou objekty
vytvorˇene´ v metoda´ch, nebot’ jejich platnost je omezena pouze na dobu trva´nı´ te´ dane´
metody. Naopak objekty v kolekcı´ch, „singletony“32 a globa´lnı´ objekty jsou vsˇechny
vhodny´mi kandida´ty pro sdı´lenı´. Obecneˇ tak platı´, zˇe kazˇdy´ objekt, ktery´ je prˇı´stupny´
vı´ce nezˇ jednomu vla´knu, mu˚zˇe by´t sdı´len.
Na vy´pisu 1 mu˚zˇete zhle´dnout ru˚zne´ platnosti objektu˚. V prvnı´m prˇı´padeˇ c1 nikdy
„neprˇezˇije“ vola´nı´ metody printAClusteredClassInstance. Nenı´ ho tak potrˇeba sdı´let, acˇko-
liv je trˇı´da ClusteredClass k tomu urcˇena. Naopak c2 je potrˇeba da´le sledovat, nebot’ jeho
mozˇne´ sdı´lenı´ za´visı´ na dalsˇı´ cˇinnosti vla´kna, ktere´ vola´ metodu clone. c3 bymeˇl by´t sdı´len
urcˇiteˇ, nebot’je prˇida´n do verˇejne´ kolekce a je tak vla´knu˚m prˇı´stupny´ pod svy´m klı´cˇem.
// prvni platnost : pouze v metode
void printAClusteredClassInstance( ) {
ClusteredClass c1 = new ClusteredClass();
c1.toString ( ) ;
}
// druha platnost: platnost i ve volajici metode
ClusteredClass clone( ClusteredClass c ) {
ClusteredClass c2 = new ClusteredClass();
return c2; // c2 prezije konec teto metody, tedy muze byt zajimava
}
// treti platnost : globalni , ulozeno v singletonu
static Map myMap = new HashMap();
void storeAClusteredClassInstance( ClusteredClass c3 ) {
myMap.put( ”some−id”, c3 );
}
Vy´pis 1: Ru˚zne´ platnosti objektu˚ [1]
Jednoznacˇny´ „cluster-wide“ na´zev objektu a da´le skutecˇnost, zˇe se objekt jizˇ nemusı´,
potom, co byl libovolny´m JVM jizˇ vytvorˇen, znovu vytva´rˇet, je spojeno s vola´nı´m kon-
struktoru˚. Sdı´leny´ objekt je totizˇ v Terracotta klastru vytvorˇen vzˇdy jen jednou a vola´nı´
konstruktoru˚ na sdı´leny´ch objektech je tak analogicke´ k prˇı´kazu mount. Terracotta tak
prˇi vola´nı´ konstruktoru sama rozhodne, zda je potrˇeba konstruktor opravdu zavolat,
anebo v prˇı´padeˇ, zˇe je objekt jizˇ vytvorˇen, nikoliv (toto se vsˇe deˇje na u´rovni bytecode,
32Trˇı´dy, ke ktery´m existuje nanejvy´sˇ jedna globa´lnı´ instance. Vı´ce informacı´ viz na´vrhovy´ vzor Singleton.
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jelikozˇ, jak jsem jizˇ ostatneˇ take´ zmı´nil, Terracotta se do aplikacı´ integruje pra´veˇ jeho mo-
difikacı´. Je tak schopna ignorovat instrukce realizujı´cı´ vola´nı´ konstruktoru˚.). Naprˇı´klad
mapu myMap (viz vy´pis 1) vytvorˇı´, v metodeˇ storeAClusteredClassInstance, pouze prvnı´ z
klientsky´ch JVM a dalsˇı´ ji uzˇ jen vyuzˇı´vajı´. Tedy u teˇch se vola´nı´ konstruktoru nahradı´
stazˇenı´m sdı´lene´ho objektu z Terracotta serveru, respektive jeho dat. Vı´ce na toto te´ma v
na´sledujı´cı´ kapitole.
Dalsˇı´ unika´tnı´ vlastnostı´ Terracotty, bez ktere´ by to ale jednodusˇe (transparentneˇ)
nesˇlo, je zamyka´nı´ sdı´leny´ch objektu˚ cˇisteˇ pomocı´ Java synchronizace. Synchronizace
souvisı´ s pameˇt’ovy´m modelem Javy, ktery´ na´m ve strucˇnosti rˇı´ka´ (a virtua´lnı´ stroj zajisˇ-
t’uje), zˇe pokud urcˇite´ vla´kno vstoupı´ pod stejny´m za´mkem do synchronizovane´ho bloku,
tak ma´ za´ruku, zˇe uvidı´ i ty zmeˇny, ktere´ provedly jina´ vla´kna.
4.2 By´t sluzˇbou ma´ sve´ vy´hody
Terracotta je „transparentnı´ klastrovacı´ sluzˇba“. Transparentnostı´ a klastrova´nı´m jsme se
zaby´vali doposud, a tak nynı´ nastal cˇas podı´vat se na poslednı´ slovı´cˇko „sluzˇba“.
Terracotta se sesta´va´ pouze zedvoukomponent, cozˇ zobrazuje take´ obra´zek 8. Pouzˇı´va´
architekturu klient/server, kde serverovy´ proces prˇedstavuje vlastnı´ Terracottu a stara´ se
tak o klastr a ostatnı´ sluzˇby, ktere´ s nı´m souvisı´. Na klientske´ straneˇ jsou pak instalova´ny
pouze knihovny, ktere´ (spolecˇneˇ s cachova´nı´m a dalsˇı´mi sluzˇbami) zprostrˇedkova´vajı´
komunikaci se serverem.
Dı´ky te´to architekturˇe semu˚zˇe opera´tor soustrˇedit pouze na server. Sˇka´lovatelnost tak
znamena´ pouhe´ prˇida´nı´ vı´ce virtua´lnı´ch stroju˚ a vysokou dostupnost zarucˇı´me obdobneˇ
jako u databa´zı´. Zatı´mco tak aplikace pouzˇı´vajı´ Terracottu pro dosazˇenı´ vysoke´ sˇka´lo-
vatelnosti a dostupnosti, tak samotna´ sˇka´lovatelnost a vysoka´ dostupnost Terracotty je
u´kolem opera´tora. Strucˇneˇ rˇecˇeno, pokud opera´tor „udeˇla´“ Terracottu vysoce dostupnou,
Terracotta zarucˇı´, zˇe i aplikace, ktere´ nad nı´ beˇzˇı´, budou takte´zˇ vysoce dostupne´.
4.2.1 Dostupnost
Dostupnost na´m da´va´ za´ruku, zˇe i po (chybove´m cˇi rˇı´zene´m) ukoncˇenı´ vsˇech Javovsky´ch
procesu˚, budeme mı´t prˇı´stup ke vsˇem sdı´leny´m objektu˚m i po jejich opeˇtovne´m nastar-
tova´nı´. Tuto vlastnost cˇili vysokou dostupnost na´m Terracotta zarucˇuje tak, zˇe zˇa´dna´
aplikace neskoncˇı´ drˇı´v, dokud opera´tor „neflushne“ vsˇechny objekty ulozˇene´ v pameˇti
nebo na disku.
Proces Terracotty (tj. Terracotta server) je proto navrzˇen tak, aby byl spolehlivy´ a
schopny´ restartu. Kdyby skoncˇil naprˇ. chybou nebo byl zastaven, bude spusˇteˇn prˇesneˇ
tam, kde skoncˇil a zatı´mco on znovu startuje, aplikacˇnı´ procesy pracujı´ da´l, anizˇ by
zaregistrovaly neˇjakou nastalou chybu cˇi vy´jimku. Schopnost restartu je tak vy´hodna´
prˇedevsˇı´m pro male´ aplikace a beˇhem vy´voje, ovsˇem veˇtsˇı´ syste´my uprˇednostnˇujı´ spı´sˇe
co nejdelsˇı´ bezproble´movy´ chod. Z tohoto du˚vodu nenı´ klastrova´na pouze dana´ aplikace,
ale i vlastnı´ Terracotta server. Tı´m se pro produkcˇnı´ prostrˇedı´ zarucˇı´ pozˇadovany´ stu-
penˇ dostupnosti a dojde i tak k rozdeˇlenı´ povinnosti vykona´vat spra´vu objektu˚ dane´ho
clusteru.
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Obra´zek 8: Terracotta je slozˇena pouze ze dvou komponent, Terracotta serveru a klient-
sky´ch knihoven. Tyto komponenty spolu komunikujı´ prˇes TCP/IP [1].
4.2.2 Sˇka´lovatelnost
Terracotta je transparentnı´ cˇili ke sˇka´lova´nı´ docha´zı´ „za za´dy“ programa´tora. To jesˇteˇ
ovsˇem neznamena´, zˇe kazˇda´ aplikace, jakkoli napsana´, bude pracovat nad Terracottou
efektivneˇ. I kdyzˇ programa´tor nepracuje s zˇa´dny´m API, je vı´ce zpu˚sobu˚, jaky´mi lze
aplikaci vylepsˇit a docı´lit tak toho, aby byla co mozˇna´ nejvy´konneˇjsˇı´.
„Vylepsˇenı´“ aplikacemu˚zˇemeuzˇ dosa´hnoutpouhouzmeˇnoukonfiguracˇnı´ho souboru
(viz na´sledujı´cı´ kapitola) a to nastavenı´m zpu˚sobu klastrova´nı´. Dalsˇı´ mozˇnostı´ je zmeˇna
zdrojove´ho ko´du, s jejı´zˇ pomocı´mu˚zˇeme obcˇas dosa´hnout pomeˇrneˇ vy´znamne´ho na´ru˚stu
ve vy´konu.
Celkovy´ vy´kon aplikace je ale zrˇejmeˇ nejvı´ce ovlivnˇova´n spra´vny´m vyuzˇı´va´nı´m in-
ternı´ch cache. To se veˇtsˇinou pojı´ s inteligentnı´m smeˇrova´nı´m prˇı´chozı´ch dat a dobry´m
prˇı´kladem jsou tak webove´ aplikace. Ty totizˇ pouzˇı´vajı´ tzv. „sticky load balancing“, kde
vsˇechny pozˇadavky na´lezˇı´cı´ do jedne´ uzˇivatelske´ relace, jsou vzˇdy smeˇrova´ny do jed-
noho uzlu. Tı´m nedocha´zı´, mezi aplikacˇnı´mi servery, ke zbytecˇne´mu prˇenosu dat a ty
tak mohou by´t ukla´da´ny pouze do jedine´ cache. Vy´sledkem je tak velmi vysoka´ rychlost,
nebot’data nejsou aplikacˇnı´m serverem zı´ska´va´na ze sı´teˇ, ny´brzˇ pouze z operacˇnı´ pameˇti,
respektive cache.
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Caching je analogiı´ k virtua´lnı´ pameˇti operacˇnı´ho syste´mu, nebot’i zde, pokud urcˇita´
data objektu cˇi objekt cely´ nejsou loka´lneˇ dostupna´, musı´ by´t nejprve ze serveru zı´ska´na.
A je zrˇejme´, zˇe pokudpro data nenı´ v cache dostatecˇne´mı´sto,musı´ se nejprve (dle urcˇite´ho
algoritmu, jakonaprˇ. LRU cˇi LFU33) neˇjaka´me´neˇ potrˇebna´ data odebrat aprˇı´padneˇ odeslat
serveru. Velikost cache je tak dalsˇı´m na´strojem, ktery´m mu˚zˇeme vy´razneˇ optimalizovat
chod cele´ nasˇı´ aplikace.
Dalsˇı´mi technikami pro zvy´sˇenı´ sˇka´lovatelnosti jsou distribuce a replikace dat. Ty jsou
prˇedevsˇı´m zna´my „databa´zistu˚m“, a poneˇvadzˇ je neˇkdy obtı´zˇne´ se spra´vneˇ rozhodnout,
kde a nakolik pocˇı´tacˇu˚ data rozdeˇlit cˇi replikovat, snazˇı´ se toto Terracotta prova´deˇt za
na´s.
4.2.3 Vyhy´ba´nı´ se vy´konnostnı´m prˇeka´zˇka´m
Nejveˇtsˇı´ proble´m ty´kajı´cı´ se optimalizace aplikace, spocˇı´va´ v potrˇebeˇ ukla´dat data na disk
pro zarucˇenı´ jejich dostupnosti a za´rovenˇ zajisˇteˇnı´ dostatecˇne´ propustnosti a co nejmen-
sˇı´ho zpozˇdeˇnı´. Databa´ze na´m sice zarucˇı´ vysokou dostupnost, ale mnohdy take´ za cenu
snı´zˇene´ sˇka´lovatelnosti a zpravidla vysoke´ho zpozˇdeˇnı´. Naopak cachova´nı´m dosa´hneme
vysoke´ propustnosti a te´meˇrˇ zˇa´dne´ho zpozˇdeˇnı´, to vsˇe ale na u´kor dostupnosti, nebot’se
nic nezapisuje na disk.
Tento proble´m ilustruje take´ obra´zek 9, a i kdyzˇ lze vsˇech pozˇadovany´ch vlastnostı´
dosa´hnout pouze pomocı´ databa´ze, u velky´ch (celosveˇtovy´ch) distribuovany´ch aplikacı´
to te´meˇrˇ vzˇdy znamena´ pouzˇitı´ drahy´ch a slozˇity´ch na´stroju˚ jako naprˇ. Oracle Real Ap-
plication Clusters34. Terracotta ovsˇem nabı´zı´ o mnoho jednodusˇsˇı´ a take´ levneˇjsˇı´ rˇesˇenı´,
ktere´ je navı´c cˇasto i mnohona´sobneˇ rychlejsˇı´ nezˇ samotna´ databa´ze. Na´sledujı´cı´ vy´cˇet
technik naznacˇuje, jaky´m zpu˚sobem toho Terracotta dosahuje:
• Terracotta se vzˇdy snazˇı´ data nacˇı´st nejprve z cache a azˇ tehdy, pokud nejsou
dostupna´, je nacˇı´ta´ ze serveru (tj. z Terracotta serveru, tedy z L2 cache).
• Terracotta nenacˇı´ta´ z disku nikdy vı´c, nezˇ potrˇebuje a cˇte z neˇj te´meˇrˇ v konstantnı´m
cˇase.
– jednotlive´ datove´ cˇleny objektu˚ ukla´da´ na disku blı´zko u sebe a pokudmozˇno,
tak nejle´pe do jednoho bloku.
• Terracotta zapisuje pouze to, co bylo zmeˇneˇno a zmeˇny zapisuje v da´vka´ch.
• Terracotta zapisuje stylem „append-only“, cˇili objekty nejsou na disku neˇjak trˇı´deˇny,
indexova´ny cˇi prˇemist’ova´ny/nefragmentova´ny.
33Tyto algoritmy semu˚zˇete naucˇit naprˇı´klad z te´toURL: http://en.wikipedia.org/wiki/Cache algorithms.
34Domovskou stra´nku te´to technologie mu˚zˇete nale´zt zde: http://www.oracle.com/global/cz/database/
rac home.html.
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Obra´zek 9: Sˇka´lovatelnost vs. dostupnost [1]
4.3 Prˇı´pady uzˇitı´
Terracotta je unika´tnı´ technologie, ktera´ je pro aplikaci te´meˇrˇ transparentnı´ a mu˚zˇe by´t
tak vyuzˇita mnoha zpu˚soby. Jejı´ cı´lovou platformou jsou prˇedevsˇı´m podnikove´ aplikace,
kde s vy´hodou vyuzˇijeme naprˇ. tyto prˇı´pady uzˇitı´:
• Distribuovana´ cache objektu˚ - jelikozˇ je Terracotta schopna sdı´let te´meˇrˇ jake´koliv
objekty,mu˚zˇe si kazˇda´ aplikace, pomocı´ JavaCollectionsAPI, velice snadno vytvorˇit
svou vlastnı´ distribuovanou cache. Terracotta take´ umı´ sdı´let kolekce z balı´cˇku
java.util.concurrent, a tak se navı´c nemusı´me vu˚bec starat o spra´vnou synchronizaci.
• Zbavenı´ se databa´ze - s Terracottou se, v nasˇı´ distribuovane´ aplikaci, bez databa´ze
zcela obejdeme. Data totizˇ mu˚zˇeme uchova´vat naprˇ. ve sdı´leny´ch kolekcı´ch a na-
mı´sto SQL vyuzˇı´t standardnı´ch Java prostrˇedku˚. Terracotta na´m potom sama zajistı´
jejich vysokou dostupnost, nebot’data, v tomto prˇı´padeˇ objekty, automaticky ukla´da´
na disk.
• Rˇı´zenı´ za´teˇzˇe - K na´rocˇny´m vy´pocˇtu˚m a zpracova´nı´ dat jizˇ nemusı´me s Terracottou
vyuzˇı´t neˇjake´ho slozˇite´ho vy´pocˇetnı´ho gridu. Vystacˇı´me si totizˇ pouze s vla´kny a
sdı´lenou Java kolekcı´ (naprˇ. java.util.Queue) a pote´ program pouze spustı´me na vı´ce
uzlech najednou.
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5 Terracotta - prakticky
Dost jizˇ bylo teorie, ukazˇme si Terracottu konecˇneˇ i z prakticke´ho pohledu. V te´to kapitole
va´m tedy uka´zˇu, jaky´m zpu˚sobem Terracotta vlastneˇ funguje a co vsˇe musı´ programa´torˇi
udeˇlat, aby nad nı´ vytvorˇili fungujı´cı´ distribuovany´ syste´m.
Jizˇ vı´me, zˇe distribuovany´ syste´m se pomocı´ Terracotty vytvorˇı´ pouhy´m sdı´lenı´m ob-
jektu˚. Nicme´neˇ, prozatı´m jsem tuto unika´tnı´ vlastnost Terracotty neilustroval na zˇa´dne´m
prˇı´kladu, a tak v prvnı´ cˇa´sti te´to kapitoly si z jednoduche´ aplikace, napsane´ pouze pro
jedno JVM, vytvorˇı´me jejı´ distribuovanou podobu.
Nebot’ ke klastrova´nı´ docha´zı´ u Terracotty na u´rovni JVM, nekomunikujeme s nı´
prostrˇednictvı´m API, ale pomocı´ konfiguracˇnı´ho souboru. Ten se nazy´va´ tc-config.xml a v
neˇm tedy Terracotteˇ rˇekneme, jake´ objekty si prˇejeme sdı´let, u jaky´ch trˇı´d bude vykona´na
instrumentace apod.Druha´ cˇa´st je tak veˇnova´na tomuto konfiguracˇnı´mu souboru a popı´sˇi
tedy na neˇm vsˇe, co je potrˇeba zna´t k tvorbeˇ distribuovany´ch syste´mu nad Terracottou.
5.1 Aplikace HelloClusteredWorld
Jak jsem rˇekl, v te´to podkapitole je na jednoduche´m prˇı´kladu ilustrova´no, zˇe s Terracottou
na´m, k dosazˇenı´ distribuovane´ho syste´mu, stacˇı´ sdı´let objekty.
Zdrojovy´ ko´d prˇı´kladu je uveden na vy´pisu 2 a, jak mu˚zˇete videˇt, je opravdu velice
jednoduchy´. Program totizˇ pouze v nekonecˇne´ smycˇce plnı´ staticky´ buffer rˇeteˇzcem „Hello
Clustered World!“. V kazˇde´ iteraci ulozˇı´ do pole vzˇdy jedno pı´smeno, pote´ buffer zobrazı´
a nakonec se uspı´ na 100 milisekund. To, ktery´ znak se ma´ do bufferu aktua´lneˇ ulozˇit,
urcˇuje promeˇnna´ loopCounter, respektive vy´raz loopCounter++% length. Program opravdu
nesky´ta´ zˇa´dnou za´ludnost a po jeho spusˇteˇnı´ tak skutecˇneˇ uvidı´me nejprve pı´smeno „H“,
na´sledneˇ znaky „He“ a kazˇdou 22. iteraci pak kompletnı´ zpra´vu „Hello Clustered World!“.
Toto lze videˇt i na vy´pisu 3.
public class HelloClusteredWorld {
private static final String message = ”Hello Clustered World!”;
private static final int length = message.length();
private static char[] buffer = new char [length];
private static int loopCounter;
public static void main( String args[] ) throws Exception {
while( true ) { synchronized( buffer ) {
int messageIndex = loopCounter++ % length;
if ( messageIndex == 0 ) java.util.Arrays. fill ( buffer , ’\u0000’);
buffer [messageIndex] = message.charAt(messageIndex);
System.out.println( buffer ) ;
Thread.sleep( 100 );
} }
}
}
Vy´pis 2: Trˇı´da HelloClusteredWorld [1]
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Vy´pis 3: Vy´stup trˇı´dy HelloClusteredWorld
Jizˇ vı´me, zˇe Terracotta poma´ha´ aplikacı´m rozsˇı´rˇit se mezi vı´ce procesu˚. Jake´ chova´nı´
bychom ale meˇli ocˇeka´vat od distribuovane´ verze nasˇeho modelove´ho prˇı´kladu? Samo-
zrˇejmeˇ chceme docı´lit toho, aby bylo mozˇno spustit aplikaci vı´cekra´t, prˇicˇemzˇ vsˇechny
spusˇteˇne´ instance by plnily pouze jeden, globa´lneˇ prˇı´stupny´, buffer. Tı´m, zˇe by byl plneˇn
pouze jeden buffer, dosa´hli bychom distribuovane´ho syste´mu.
Jestlizˇe bychom spustili naprˇı´klad trˇi instance, k naplneˇnı´ cele´ho bufferu by nynı´
stacˇilo, aby kazˇda´ instance, z celkove´ho pocˇtu znaku˚, ulozˇila do bufferu pouze jednu
trˇetinu (samozrˇejmeˇ za prˇedpokladu, zˇe by procesy byly pla´nova´ny naprosto fe´roveˇ), v
prˇı´padeˇ cˇtyrˇ instancı´ uzˇ jen jednu cˇtvrtinu, peˇti jednu peˇtinu, osmi jednu osminu atd.
Tohoto pozˇadovane´ho chova´nı´ s Terracottou docı´lı´me velmi jednodusˇe a to navı´c bez
jake´hokoliv za´sahu do zdrojove´ho ko´du. Vystacˇı´me si totizˇ pouze s neˇkolika ma´lo rˇa´dky
konfiguracˇnı´ho souboru, ve ktere´mTerracotteˇ sdeˇlı´me vsˇe, abymohlaHelloClusteredWorld
distribuovat.
V nasˇem prˇı´padeˇ bude konfiguracˇnı´ soubor obsahovat u´daje, ktere´ jsou zobrazeny na
vy´pisu 4. Konfiguracˇnı´mi elementy se podrobneˇji zaby´va´m azˇ v na´sledujı´cı´ cˇa´sti, nynı´
va´m jen stacˇı´ veˇdeˇt, zˇe prvnı´mi dveˇma rˇa´dky specifikuji, aby promeˇnne´ buffer a loopCoun-
ter byly sdı´leny. Sdı´lenı´m tak budou viditelne´ vsˇem instancı´m aplikace a jejich hodnoty
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budou proto ukla´da´ny do L2. Kdykoliv tedy v main() prˇistupujeme k teˇmto sdı´leny´m
objektu˚m, je nutne´ L2 kontaktovat. Poneˇvadzˇ ale tuto komunikaci neprova´dı´me my, ny´-
brzˇ Terracotta, musı´ se modifikovat bytecode trˇı´dy HelloClusteredWorld. Toto provedeme
elementem instrumented-classes, ktery´ je takte´zˇ ve vy´pisu uveden. Tı´mto budou do byte-
code trˇı´dy umı´steˇny instrukce, ktere´ budou, prˇi manipulaci se sdı´leny´mi promeˇnny´mi,
komunikovat s L2.
<field−name>HelloClusteredWorld.buffer</field−name>
<field−name>HelloClusteredWorld.loopCounter</field−name>
...
<instrumented−classes>
<include>
<class−expression>HelloClusteredWorld</class−expression>
</include>
</instrumented−classes>
...
<locks>
<autolock>
<method−expression>void HelloClusteredWorld.main(java.lang.String[])</method−
expression>
</autolock>
</locks>
...
Vy´pis 4: Fragmenty konfiguracˇnı´ho souboru aplikace HelloClusteredWorld [1]
Poslednı´ element souvisı´ se synchronizacı´ a vysveˇtlı´m jej azˇ pozdeˇji. Ve vy´pisu 4 je
uveden pouze proto, jelikozˇ by bez neˇj distribuovana´ verze aplikace HelloClusteredWorld
nefungovala.
Jak mu˚zˇete videˇt, krom promeˇnne´ buffer, je sdı´lena i loopCounter. Jejı´ sdı´lenı´ je stejneˇ
tak du˚lezˇite´, nebot’programu urcˇuje, ktere´ pı´smeno aktua´lneˇ ulozˇit. Pokud by vsˇak sdı´-
lena nebyla a kazˇdy´ proces ji tak inkrementoval neza´visle na ostatnı´ch, virtua´lnı´ stroje
by jednodusˇe ukla´daly znaky na neplatne´ pozice a na konzolı´ch bychom videˇli pouze
znetvorˇene´ rˇeteˇzce.
Konfiguracˇnı´ soubor jizˇ ma´me, mu˚zˇeme tedy HelloClusteredWorld nad Terracottou
spustit. Pokud si HelloClusteredWorld napoprve´ spustı´te, na vy´stupu (oproti vy´pisu 3)
byste jesˇteˇ nemeˇli zaregistrovat zˇa´dnou zmeˇnu (jak skutecˇneˇ HelloClusteredWorld spustit,
je popsa´no azˇ pozdeˇji). Opeˇt tedy uvidı´te, jak se na kazˇde´m rˇa´dku postupneˇ prˇida´va´ jedno
pı´smeno za druhy´m. Zmeˇna ovsˇem nastane, pokud aplikaci spustı´te i podruhe´. Takto se
totizˇ najednounaplneˇnı´ bufferu zacˇnoupodı´let jizˇ hneddvaprocesy.Navy´stupukazˇde´ho
virtua´lnı´ho stroje tak jizˇ neuvidı´me „H“ a potom „He“, ale kazˇdy´ rˇa´dek se nynı´ bude lisˇit
jizˇ o dveˇ pı´smena. Dva procesy tak znaky ukla´dajı´ dvojna´sobnou rychlostı´ a kazˇde´ dalsˇı´
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spusˇteˇnı´ na´m tuto rychlost zvy´sˇı´ linea´rneˇ. Vy´stup druhe´ho JVM si mu˚zˇete prohle´dnout
na vy´pisu 5.
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Vy´pis 5: Vy´stup trˇı´dy HelloClusteredWorld (na jednom JVM) prˇi dvou spusˇteˇny´ch JVM
5.2 Konfigurace Terracotta aplikacı´
Prˇipomenˇme si architekturu distribuovane´ho syste´mu nad Terracottou (viz obra´zek 8).
Kazˇdy´ syste´m se skla´da´ z minima´lneˇ jednoho Terracotta serveru (L2) a jedne´ cˇi vı´ce
instancı´ aplikace (L1). Kazˇda´ instance se prˇipojuje pra´veˇ k jednomu serveru a jak aplikace,
tak server jsou konfigurova´ny pouze jednı´m konfiguracˇnı´m souborem. Tento soubor se
zpravidla nazy´va´ tc-config.xml. Vı´ce se o tom jesˇteˇ zmı´nı´m pozdeˇji, ale start serveru i
aplikacı´ se prova´dı´ pomocı´ da´vek, ktere´ jsou soucˇa´stı´ distribuce Terracotty. Pra´veˇ teˇmto
skriptu˚m prˇeda´va´me jako vstupnı´ parametr soubor tc-config.xml, ktery´ tedy obsahuje jak
serverove´, tak aplikacˇnı´ konfiguracˇnı´ u´daje. Server i aplikace si z neˇj nacˇtou vzˇdy jen to,
co potrˇebujı´.
tc-config.xml je XML soubor a definuje ho XML sche´ma35. V na´sledujı´cı´ch podka-
pitola´ch se va´m tedy pokusı´m vysveˇtlit princip jeho hlavnı´ch elementu˚, jezˇ va´m pro
tvorbu veˇtsˇiny Terracotta aplikacı´ budou dostacˇovat. Trˇi z nich popı´sˇi podrobneˇji (ro-
ots, instrumented-classes a locks), nebot’ souvisı´ se trˇemi hlavnı´mi koncepty, na ktery´ch je
Terracotta vlastneˇ postavena.
V na´sledujı´cı´m textu nepopı´sˇu u´plneˇ vsˇechny elementy, pokud ale chcete veˇdeˇt, co
vsˇe se da´ nastavit, podı´vejte se, prosı´m, do dokumentace Terracotty36.
5.2.1 Element servers
Element servers, a te´meˇrˇ vsˇechny jeho soucˇa´sti, popı´sˇu na za´kladeˇ vy´pisu 6. Tı´mto ele-
mentem specifikujeme vsˇechny servery, ktere´ se budou nacha´zet v nasˇem klastru. Pokud
tedy definujeme vı´ce nezˇ jeden server (v nasˇem prˇı´padeˇ to jsou celkoveˇ cˇtyrˇi servery)
a za´rovenˇ nespecifikujeme element mirror-groups, vytvorˇı´ vsˇechny tyto servery pouze
jednu tzv. „mirror group“. Ja´ jsem vsˇak tento element uvedl a definoval jsem tak celkoveˇ
dveˇ mirror-group. Do prvnı´ jsem zahrnul server1 a server2 a do druhe´ potom server3 a ser-
ver4. Mirror groups jsou du˚lezˇite´, nebot’pra´veˇ pomocı´ nich Terracotta zajisˇt’uje vysokou
dostupnost a sˇka´lovatelnost. Kazˇda´ tedy mu˚zˇe obsahovat libovolny´ pocˇet serveru˚, kde
35Sche´ma je dostupne´ na te´to adrese: http://download.terracotta.org/schema/index.html.
36Dokumentace je dostupna´ zde: http://www.terracotta.org/confluence/display/docs/Configuration+
Guide+and+Reference
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pra´veˇ jeden z nich je tzv. „aktivnı´ “ a ty ostatnı´ tzv. „standby“. Aktivnı´ server je vzˇdy volen
a stara´ se o pozˇadavky klientu˚, respektive L1, koordinaci sdı´leny´ch objektu˚ a perzistenci
dat. Standby servery plnı´, v ra´mci mirror group, roli za´lozˇnı´ch serveru˚, a neusta´le tak
replikujı´ vesˇkera´ sdı´lena´ data aktivnı´ho serveru. Teˇmito servery tedy Terracotta realizuje
vysokou dostupnost, nebot’kdykoliv selzˇe aktivnı´ server, jeden ze za´lozˇnı´ch serveru˚ ho
ihned nahradı´. Pokudma´memirror group vı´c, tak jako v nasˇem prˇı´padeˇ, dosa´hneme navı´c
sˇka´lovatelnosti, poneˇvadzˇ kazˇdy´ aktivnı´ server se bude starat pouze o cˇa´st sdı´leny´ch dat.
Mirror groups tedy navza´jem komunikujı´ a rozdeˇlujı´ tak mezi sebou vesˇkerou za´teˇzˇ.
<servers>
<server host=”%i” name=”server1”>
<dso−port>9510</dso−port>
<jmx−port>9520</jmx−port>
<l2−group−port>9530</l2−group−port>
<data>terracotta/server−data</data>
<logs>terracotta/server−logs</logs>
< statistics>terracotta/ cluster− statistics</ statistics >
<dso>
<persistence>
<!−− Default: ’temporary−swap−only’ −−>
<mode>permanent−store</mode>
</persistence>
<garbage−collection>
<enabled>true</enabled>
</garbage−collection>
</dso>
</server>
<server name=”server2”>
...
</server>
<server name=”server3”>
...
</server>
<server name=”server4”>
...
</server>
<mirror−groups>
<mirror−group group−name=”groupA”>
<members>
<member>server1</member>
<member>server2</member>
</members>
</mirror−group>
<mirror−group group−name=”groupB”>
<members>
<member>server3</member>
<member>server4</member>
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</members>
</mirror−group>
</mirror−groups>
</servers>
Vy´pis 6: Uka´zka pouzˇitı´ elementu servers
Z vy´pisu je va´m jisteˇ jizˇ zrˇejme´, zˇe jednotlive´ servery konfigurujeme elementem server.
U´daje v neˇm obsazˇene´ ovsˇem neslouzˇı´ pouze pro nastavenı´ serveru, ale take´ pro vsˇechny
instance aplikace. Tı´mto elementem se totizˇ aplikace dozvı´, nejen jake´ servery v klastru
existujı´, ale hlavneˇ, jak se k nim prˇipojit. Informace, ktere´ jsou pro aplikaci du˚lezˇite´, jsou
tak atribut host a element dso-port, poprˇı´padeˇ jmx-port. host specifikuje adresu IP cˇi dome´-
nove´ jme´no pocˇı´tacˇe, na ktere´m server beˇzˇı´ a dso-port port, na ktere´m server nasloucha´.
jmx-port je pak vyhrazen pro monitorova´nı´ a spra´vu serveru pomocı´ technologie JMX.
Mozˇna´ se nynı´ pta´te, zˇe pokud uvedeme elementu˚ server vı´ce, jak aktua´lneˇ spousˇteˇny´
server pozna´, jaky´ server, respektive informace jsou pro neˇj urcˇeny. K tomu je zde atribut
name, ktery´ koresponduje s parametrem –n, jejzˇ prˇeda´va´me da´vce pro start serveru (vı´ce
pozdeˇji).
Elementem data specifikujeme adresa´rˇ, do ktere´ho bude server ukla´dat vesˇkera´ sva´
data – cˇili i vsˇechny sdı´lene´ objekty prˇi jejich perzistenci. Do logs budou ukla´da´ny zˇurna´ly
a ve statistics pak najdeme vy´stupy, serverem provedeny´ch, statistik.
Element dso slouzˇı´ pro definici u´daju˚ ty´kajı´cı´ch se virtua´lnı´ haldy. Elementem persi-
stence Terracotteˇ rˇekneme, zda si prˇejeme sdı´lena´ data uchovat pouze docˇasneˇ (temporary-
swap-only), respektivepodobu zˇivotaklastru, anebonatrvalo (permanent-store). Spermanent-
store tedy sdı´lena´ data prˇezˇijı´ jak restarty serveru, tak vy´padky klastru, s temporary-swap-
only ovsˇem nikoliv a server v tomto mo´du pouzˇı´va´ pevny´ disk pouze jako docˇasne´
u´lozˇisˇteˇ.
V dso jesˇteˇ mu˚zˇeme nastavit distribuovane´ garbage collection a bud’ ho tedy povolit,
anebo u´plneˇ zaka´zat. I sdı´lena´ data se totizˇ mohou sta´t nepotrˇebny´mi a server tak musı´
veˇdeˇt, zda je mu˚zˇe odstranit cˇi nikoliv. Sbeˇr sdı´leny´ch dat nemu˚zˇe prova´deˇt aplikacˇnı´
JVM, protozˇe on samozrˇejmeˇ nevı´, zda nejsou tyto data jesˇteˇ pouzˇı´va´ny, v ra´mci klastru,
i jiny´mi JVM. Terracotta proto vyvinula distribuovany´ garbage collector, ktery´ beˇzˇı´ na
kazˇde´m serveru
5.2.2 Element clients
Elementem servers tedy konfigurujeme servery, pomocı´ clients zase nastavujeme klienty
(viz vy´pis 7). Stejneˇ jako u serveru˚, i zde mu˚zˇeme uve´st adresa´rˇe pro logy a statistiky,
ovsˇem hlavnı´m u´cˇelem tohoto elementu je specifikace tzv. „integracˇnı´chmodulu˚“. Kazˇdy´
integracˇnı´ modul vzˇdy definuje tc-config.xml pro neˇjakou knihovnu, a umozˇnˇuje tak jejı´
pouzˇitı´ nad Terracotou. Jelikozˇ dnes jizˇ existuje spoustu hojneˇ vyuzˇı´vany´ch knihoven
(Spring, Hibernate apod.), existuje take´ mnoho integracˇnı´ch modulu˚. Ty si mu˚zˇe kazˇdy´
programa´tor sta´hnout ze stra´nek Terracotty37.
37Konkre´tneˇ z te´to URL: http://forge.terracotta.org/releases/projects.html.
42
<clients>
<logs>terracotta/client−logs</logs>
<modules>
<module group−id=”org.terracotta.modules” name=”tim−masterworker”
version=”2.2.1” />
</modules>
</clients>
Vy´pis 7: Uka´zka pouzˇitı´ elementu clients
5.2.3 Element application/dso/roots
Nynı´ prˇicha´zı´ na rˇadu jeden ze trˇı´ hlavnı´ch konceptu˚, na ktery´ch je Terracotta zalozˇena.
Tı´mto konceptem jsou tzv. „korˇeny“, odtud na´zev elementu roots. Obsahem tohoto ele-
mentu je libovolny´ pocˇet elementu˚ root, ktere´ da´le obsahujı´ element s na´zvem field-name.
Tuto strukturu mu˚zˇete videˇt na vy´pisu 8, kde tedy specifikujeme celkoveˇ dva korˇeny.
Pomocı´ korˇenu˚ urcˇujeme vsˇe, co bude sdı´leno a umı´steˇno tak v L2.
<roots>
<root>
<field−name>org.example.TestClass.field1</field−name>
</root>
<root>
<field−name>org.example2.TestClass2.field2</field−name>
</root>
</roots>
Vy´pis 8: Uka´zka pouzˇitı´ elementu application/dso/roots
Korˇenemmu˚zˇeme by´t libovolny´ cˇlen jake´koliv trˇı´dy, at’uzˇ staticky´ cˇi nikoliv, a platı´, zˇe
nejen on, ale i vsˇe, na co svy´mi promeˇnny´m odkazuje, bude sdı´leno. Tyto cˇleny se korˇeny
nazy´vajı´ z toho du˚vodu, protozˇe vytva´rˇı´ tzv. „objektovy´ graf“. Na vrcholu tohoto grafu
jsou oni samotnı´, pod nimi jsou vsˇechny objekty, na ktere´ majı´ odkaz, na dalsˇı´ u´rovni jsou
objekty odkazu˚ teˇchto objektu˚ atd. Terracotta na´m tedy zajistı´, zˇe cely´ tento objektovy´ graf
bude sdı´len. Tedy i pu˚vodneˇ loka´lnı´ objekt, ktery´ prˇida´me do tohoto grafu na jakoukoliv
u´rovenˇ, se ihned stane sdı´leny´m a L1 okamzˇiteˇ odesˇle jeho stav do L2. Z teˇchto du˚vodu˚
se cˇasto jako korˇeny pouzˇı´vajı´ ru˚zne´ typy kolekcı´.
Da´le je nutne´ uve´st, zˇe Terracotta rozlisˇuje, zda je korˇenem tzv. „litera´lnı´ “, anebo refe-
rencˇnı´ typ. Mezi litera´lnı´ typy se nerˇadı´ pouze primitivnı´ typy jazyka Java, ale take´ jejich
obalovacˇe (naprˇ. java.lang.Integer), enumerace, java.lang.BigInteger, java.lang.BigDecimal a
take´ rˇeteˇzce (java.lang.String). Pokud jako korˇen uvedeme litera´lnı´ typ, nebude vytva´rˇen
objektovy´ graf, ale bude sdı´lena pouze samotna´ hodnota.
Druhy´m a poslednı´m rozdı´lemmezi referencˇnı´mi a litera´lnı´mi typy je fakt, zˇe hodnota
referencˇnı´ho korˇene se po vytvorˇenı´ jizˇ nemu˚zˇe meˇnit. U litera´lnı´ch korˇenu˚ to ovsˇem
neplatı´, ty mu˚zˇe, v pru˚beˇhu aplikace, nastavovat opakovaneˇ.
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Poslednı´ zvla´sˇtnostı´ korˇenu˚ je jejich zˇivotnost. Korˇen totizˇ zˇije po dobu zˇivota cele´ho
klastru a to i v prˇı´padeˇ, zˇe jizˇ skoncˇily vsˇechny instance aplikace.Nenı´ tak na neˇj aplikova´n
distribuovany´ garbage collector, cˇı´mzˇ se lisˇı´ od vsˇech ostatnı´ch objektu˚ objektove´ho grafu,
ktere´ skoncˇenı´ poslednı´ instance aplikace neprˇezˇijı´.
5.2.4 Element application/dso/instrumented-classes
V kapitole o aplikaci HelloClusteredWorld jsem jizˇ nakousl, zˇe Terracotta prova´dı´ instru-
mentaci, tedy modifikaci bytecode trˇı´d. To prova´dı´ z toho du˚vodu, aby vu˚bec realizovala
mozˇnost urcˇite´ objekty sdı´let. Je du˚lezˇite´ rˇı´ci, zˇe se modifikujı´ pouze ty trˇı´dy, ktere´ ja-
ky´mkoliv zpu˚sobem prˇijdou do styku se sdı´leny´mi objekty. Modifikovat se musı´ proto,
jelikozˇ instrukce, ktere´ se sdı´leny´mi objekty pracujı´, musı´ by´t obohaceny o instrukce,
ktere´ komunikujı´ s L2.
Je du˚lezˇite´, zˇe instrukce jsoumodifikova´ny tak, aby v prˇı´padeˇ, zˇe sdı´leny´ objekt, ktery´
doposud nenı´ v L2, byl do L2 umı´steˇn (tato situace nastane v prˇı´padeˇ, zˇe aktua´lnı´ instance
aplikace je vu˚bec prvnı´ instancı´, ktera´ se sdı´leny´m objektem pracuje). Pokud se vsˇak jizˇ
sdı´leny´ objekt v L2 nacha´zı´, jeho hodnotu jizˇ instance aplikace, respektive L1 nevytva´rˇı´,
ny´brzˇ pouze stahuje z L2. Toto vsˇe je samozrˇejmeˇ prova´deˇno pouze v prˇı´padeˇ opera´toru
new cˇili prˇi vytva´rˇenı´ sdı´lene´ho objektu. Pokud se sdı´leny´ objekt jenom cˇte cˇi nastavuje,
nemusı´ se zˇa´dna´ kontrola, existence objektu v L2, vykonat.
Trˇı´dy, ktere´ majı´ by´t instrumentova´ny, specifikujeme pomocı´ elementu instrumented-
classes. To znamena´, zˇe trˇı´dy k instrumentaci nejsou Terracottou nijak automaticky hle-
da´ny, ale vsˇechny je musı´ programa´tor zna´t. Je jasne´, zˇe pokud neˇjakou trˇı´du, ktera´ musı´
by´t v dane´ aplikaci modifikova´na, v instrumented-classes neuvedeme, aplikace se nebude
chovat korektneˇ.
Na vy´pisu 9 je uka´za´no, jaky´m zpu˚sobem se specifikujı´ trˇı´dy k modifikaci (element
include), respektive ty trˇı´dy, ktere´ instrumentova´ny by´t nemajı´ (element exclude). Trˇı´dy
urcˇujeme vy´razy jazyka AspectWerkz38, ktery´ se ostatneˇ take´ vyuzˇı´va´ pro urcˇenı´ korˇenu˚
a za´mku˚ (viz element locks, ktery´ je popisova´n da´le v textu).
<instrumented−classes>
<include>
<class−expression>org.example.∗</class−expression>
</include>
<include>
<class−expression>org.example2.∗</class−expression>
</include>
<exclude>org.example.test.∗</exclude>
<exclude>org.example.test2.∗</exclude>
</instrumented−classes>
Vy´pis 9: Uka´zka pouzˇitı´ elementu application/dso/instrumented-classes
38Domovska´ stra´nka projektu AspectWerkz je prˇı´stupna´ pod touto adresou: http://aspectwerkz.code
haus.org/.
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Dalsˇı´ veˇc, ktera´ se k instrumentaci va´zˇe, je zpu˚sob, jaky´m Terracotta modifikuje by-
tecode JavaSE trˇı´d. To jsou vesmeˇs trˇı´dy ze souboru rt.jar, a jak mozˇna´ vı´te, bytecode
teˇchto trˇı´d jizˇ nelze meˇnit po startu JVM. Jak to, zˇe ale mu˚zˇeme sdı´let naprˇ. objekty typu
java.lang.String nebo java.lang.Integer, kdyzˇ jsem rˇekl, zˇe vesˇkere´ trˇı´dy, ktere´ prˇijdou do
styku se sdı´leny´mi objekty, musı´ by´t modifikova´ny? To je da´no tı´m, zˇe Terracotta vyuzˇı´va´
parametr –Xbootclasspath39 programu java, a mu˚zˇe tak instrumentovat i trˇı´dy z rt.jar.
5.2.5 Element application/dso/transient-fields
Pokud je objekt sdı´len, je jeho stav, cˇili hodnoty vsˇech jeho cˇlenu˚, vzˇdy prˇena´sˇen do L2.
Co kdyzˇ ale urcˇity´ cˇlen sdı´let nechceme? Prˇesneˇ k tomuto u´cˇelu byl vytvorˇen element
transient-fields, ktery´m specifikujeme, jake´ cˇleny, jinak sdı´leny´ch trˇı´d, sdı´let nechceme.
Jeho pouzˇitı´ lze videˇt na vy´pisu 10.
<transient−fields>
<field−name>org.example.MyClass1.fieldA</field−name>
<field−name>org.example2.MyClass2.fieldB</field−name>
<field−name>org.example2.test.MyClass3.fieldB</field−name>
</transient−fields>
Vy´pis 10: Uka´zka pouzˇitı´ elementu application/dso/transient-fields
5.2.6 Element application/dso/locks
Po korˇenech a instrumentaci jsou za´mky (locks) trˇetı´m a poslednı´m hlavnı´m konceptem
Terracotty. Za´mky jsou velmi du˚lezˇite´, nebot’ pra´ce, s libovolny´m sdı´leny´m objektem,
musı´ vzˇdy probı´hat v ra´mci tzv. „distribuovane´ho za´mku“. Distribuovany´ za´mek je
klasicky´ Javovsky´ za´mek, jehozˇ platnost je rozsˇı´rˇena do cele´ho klastru. Platı´ tudı´zˇ pro
vsˇechny klientske´ JVM. Pokud bychom tedy ke sdı´lene´mu objektu prˇistupovali mimo
kontext libovolne´ho distribuovane´ho za´mku, Terracotta vyhodı´ vyjı´mku. Toto je tedy
nova´ se´mantika, kterou musı´ programa´tor Terracotta aplikacı´ zna´t. Lisˇı´ se tak od chova´nı´
„beˇzˇne´ho“ JVM, nebot’JVM nikdy nevyhazuje vy´jimku z du˚vodu absence za´mku.
Distribuovane´ za´mky jsou Terracottou automaticky vytva´rˇeny tehdy, pokud:
• Vstoupı´me do synchronizovane´ho bloku, jehozˇ parametrem je libovolny´ sdı´leny´
objekt.
• Vstoupı´me do synchronizovane´ metody, kterou vola´me na aktua´lneˇ sdı´lene´m ob-
jektu.
• Pouzˇijeme instanci java.util.concurrent.locks.ReentrantReadWriteLock, ktera´ je sdı´lena.
Distribuovane´ za´mky na´m tak zarucˇı´ exkluzivnı´ prˇı´stup i ke sdı´leny´m objektu˚m.
Nicme´neˇ pokud na´m stacˇı´ pouze za´mek pro cˇtenı´, tedy nepozˇadujeme exkluzivnı´ prˇı´stup
39Viz naprˇı´klad toto URL: http://java.sun.com/javase/6/docs/technotes/tools/windows/java.html
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ke sdı´leny´m objektu˚m, Terracotta na´m toto takte´zˇ povolı´. V Terracotteˇ tudı´zˇ existuje vı´ce
typu˚ za´mku˚, prˇicˇemzˇ trˇi nejdu˚lezˇiteˇjsˇı´ jsou tyto:
• write – vy´chozı´ za´mek pro zı´ska´nı´ exkluzivnı´ho prˇı´stupu
• read – sdı´leny´ za´mek pro simulta´nnı´ cˇtenı´
• synchronous-write – za´mekwrite ovsˇem s tı´m rozdı´lem, zˇe L1 ho neodebere vlastnı´ku
do doby, nezˇ vsˇechny provedene´ zmeˇny, na sdı´leny´ch objektech, neodesˇle do L2 a
ten tyto zmeˇny nepotvrdı´
Doposud jsem se jesˇteˇ nezmı´nil, kdy Terracotta zası´la´ provedene´ zmeˇny, na sdı´leny´ch
objektech, do L2. Terracotta zava´dı´ pojem tzv. „transakce“, ktera´ obsahuje vzˇdy ty zmeˇny,
ktere´ byly provedeny v ra´mci jednoho zı´ska´nı´ a uvolneˇnı´ distribuovane´ho za´mku. Tyto
transakce pak L1, pro optimalizaci, sdruzˇuje do da´vek a azˇ ty odesı´la´ do L2. Toto chova´nı´
ovsˇem vy´razneˇ ovlivnˇuje pameˇt’ovy´ model Javy, ktery´ je Terracotta nucena dodrzˇovat.
Pokud tedy urcˇite´ zmeˇny musı´ by´t, dle pameˇt’ove´ho modelu, viditelne´ v danou chvı´li
i ostatnı´m instancı´m, Terracotta zˇa´dnou optimalizaci neprovede a zmeˇny do L2 ihned
odesˇle. Ten je pak obratem zası´la´ do vsˇech L1, ktere´ tyto zmeˇny aktua´lneˇ potrˇebujı´.
Teˇmito L1 jsou ty, ktere´ v danou chvı´li pracujı´ s takovy´mi sdı´leny´mi objekty, jezˇ byly
zmeˇneˇny.
Na vy´pisu 11 mu˚zˇete videˇt, jaky´m zpu˚sobem se za´mky v Terracotteˇ konfigurujı´. Ele-
mentem autolock, respektive method-expression vzˇdy urcˇı´me metodu, ve/na ktere´ bude
Terracotta, prˇi startu aplikace, hledat klı´cˇova´ slova synchronized a instance Reentran-
tReadWriteLock. Pokud je nalezne, bytecode te´to metody modifikuje tak, aby zarucˇila
chova´nı´, ktere´ jsem zde popsal. Konfigurace za´mku˚ tedy nenı´ automaticka´ a programa´-
tor tak musı´ sa´m veˇdeˇt, ve ktery´ch metoda´ch je nucen pozˇa´dat o vytvorˇenı´, respektive
uvolneˇnı´ distribuovany´ch za´mku˚.
<locks>
<autolock>
<method−expression>∗ org.example.MyClass1.set∗(..)</method−expression>
<lock−level>write</lock−level>
</autolock>
<autolock>
<method−expression>∗ org.example.MyClass1.get∗(..)</method−expression>
<lock−level>read</lock−level>
</autolock>
</locks>
Vy´pis 11: Uka´zka pouzˇitı´ elementu application/dso/locks
5.2.7 Element application/dso/distributed-methods
Poslednı´m elementem, ktery´ va´m zde popı´sˇi, je tag distributed-methods. Ten je velmi za-
jı´mavy´, nebot’ jsme, s jeho pomocı´, schopni vytvorˇit tzv. „distribuovane´ vola´nı´ metod“
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neboli DMI. Kdykoliv tedy urcˇita´ instance aplikace zavola´ distribuovanoumetodu, je tato
metoda ihned provedena loka´lnı´ instancı´ a za´rovenˇ jsou notifikova´ny vsˇechny ostatnı´ in-
stance, aby metodu take´ provedly.
Distribuovany´mi metodami tak s vy´hodou naprˇ. naimplementujeme distribuovanou
variantu vzoru Event/Listener, a mu˚zˇeme tak klastrovat naprˇ. „Swingovske´“ aplikace.
Avsˇak pozor, DMI nenı´ vhodne´ pro synchronizaci, nebot’ sama Terracotta rˇı´ka´, zˇe
volajı´cı´ nema´ zˇa´dnou za´ruku, kdy prˇesneˇ se volana´ metoda na ostatnı´ch JVM zavola´.
Uka´zku konfigurace DMI ilustruje vy´pis 12.
<distributed−methods>
<method−expression>
void org.example.MyClass.somethingHappened(String, int)
</method−expression>
<method−expression>
String [] org.example2.AnotherClass.eventOccurred(Boolean, Double)
</method−expression>
</distributed−methods>
Vy´pis 12: Uka´zka pouzˇitı´ elementu application/dso/distributed-methods
5.3 Spousˇteˇnı´ Terracotta aplikacı´
Na prˇilozˇene´ CD jsem umı´stil vy´sˇe popsanou HelloClusteredWorld aplikaci, na ktere´ va´m
nynı´ popı´sˇi, jak ji spustı´me nad Terracottou. Vesˇkere´ spousˇteˇnı´ probı´ha´ prostrˇednictvı´m
da´vek, ktere´ jsou obsazˇeny v distribuci Terracotty40.
Pro spusˇteˇnı´ serveru seprˇepneˇtedo slozˇky s aplikacı´ a zadejteprˇı´kaz%TC HOME%/start-
tc-server.bat -f tc-config.xml, kde rˇeteˇzec %TC HOME% specifikuje korˇenovou slozˇku dis-
tribuce. Pokud jste uzˇivatelem UNIXu, namı´sto .bat zadejte .sh.
Server jizˇma´me spusˇteˇn, nynı´ nezby´va´ nezˇ spustit jednotlive´ instance aplikace. Topro-
vedemeopeˇt velmi jednodusˇe, stacˇı´, kdyzˇ otevrˇemepozˇadovany´ pocˇet konzolı´, prˇepneme
se v nich opeˇt do slozˇky s aplikacı´ a zada´me prˇı´kaz%TC HOME%/dso-java.bat HelloClus-
teredWorld.
40Distribuci Terracotty si mu˚zˇete sta´hnout z te´to adresy: http://www.terracotta.org/dl/oss-download-
catalog. Da´vky jsou umı´steˇny ve slozˇce bin.
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6 Prakticke´ vyuzˇitı´ Terracotty
Steˇzˇejnı´m bodem te´to pra´ce bylo prove´st analy´zu a na´vrh vlastnı´ aplikace, ktera´ by
uka´zala prakticke´ vyuzˇitı´ Terracotty prˇi rˇesˇenı´ neˇjake´ho rea´lne´ho proble´mu. Da´le vyrˇesˇit
zvoleny´ proble´m i bez pomoci Terracotty a na´sledneˇ tato dveˇ rˇesˇenı´ porovnat nejen s
ohledem na jejich vy´konnostnı´ parametry, ale take´ jak slozˇite´ je bylo navrhnout a vytvorˇit.
Jizˇ vı´me, zˇe Terracotta se da´ pouzˇı´t k mnoha u´cˇelu˚m jako distribuovane´ cachova´nı´,
replikace relacı´ cˇi zmeˇna relacˇnı´homodelu na objektovy´. Mozˇna´ si jesˇteˇ pamatujete, zˇe ale
tı´m nejtypicˇteˇjsˇı´m prˇı´padem uzˇitı´ je tzv. „workload partitioning“. Doslova tento pojem
znamena´ rozdeˇlenı´ (vy´pocˇetnı´) za´teˇzˇe a mozˇna´ ho spı´sˇe zna´te pod popula´rneˇjsˇı´mi na´zvy
jako MapReduce41, data grid cˇi compute grid. Pouzˇı´va´ se k rˇesˇenı´ vy´pocˇetneˇ na´rocˇny´ch
u´kolu˚ jako je dotazova´nı´ cˇimodifikace velke´ho objemudat a jeho hlavnı´mysˇlenka spocˇı´va´
v tzv. paradigma „rozdeˇl a panuj“. Jednodusˇe rˇecˇeno, rˇesˇenı´ kazˇde´ho slozˇite´ho proble´mu
spocˇı´va´ v jeho rekurzivnı´m rozdeˇlenı´ na takove´ podproble´my, ktere´ jsou jizˇ dostatecˇneˇ
jednoduche´ na to, aby mohly by´t jizˇ prˇı´mo vyrˇesˇeny. Workload partitioning tedy spocˇı´va´
v rozdeˇlenı´ (vy´pocˇetnı´ho) u´kolu (tzv. job cˇi task) na tzv. „work items“, cozˇ jsou jednotky
pra´ce, ktere´ mohou by´t vykona´va´ny soucˇasneˇ.
Jeden z nejzna´meˇjsˇı´ch a nejpouzˇı´vaneˇjsˇı´ch (architektonicky´ch) vzoru˚ pro paralelizaci
pra´ce je tzv. „Master/Worker“. A poneˇvadzˇ je tento vzor, respektive workload partiti-
oning, typicky´m prˇı´padem uzˇitı´ Terracotty, pra´veˇ proto jsem si ho za´meˇrneˇ zvolil pro
na´vrh a realizaci rˇesˇenı´, mnou zvolene´ho, vy´pocˇetnı´ho proble´mu (popisuji da´le v textu).
Prakticka´ cˇa´st me´ pra´ce tedy spocˇı´va´ v realizaci tohoto vzoru nad Terracottou a bez nı´ a
nalezenı´ takove´ho proble´mu, jehozˇ rˇesˇenı´ lze dobrˇe paralelizovat.
Master/Worker je prˇedevsˇı´m klı´cˇovy´m vzorem v tzv. grid computing a to dokonce do
takove´mı´ry, zˇe veˇtsˇina „grid“ technologiı´ je de facto jeho pru˚myslovou implementacı´. Pro
jeho snadneˇjsˇı´ pochopenı´, respektive zı´ska´nı´ lepsˇı´ prˇedstavy o workload partitioningu,
mi, prosı´m, dovolte, se nejprve letmo veˇnovat te´to oblasti.
6.1 Co jsou gridy?
Gridy jsou specializovane´distribuovane´ syste´my, jejichzˇ pocˇı´tacˇe (uzly) vytva´rˇı´ infrastruk-
turu o sı´le superpocˇı´tacˇe a slouzˇı´ pro spra´vu a vykona´va´nı´ vy´pocˇetneˇ na´rocˇny´ch u´kolu˚.
Tyto u´koly mohou by´t nastartova´ny, zastaveny cˇi pozastaveny a pro dosazˇenı´ veˇtsˇı´ sˇka´-
lovatelnosti a vysˇsˇı´ho vy´konu mohou by´t jejich data i operace prˇena´sˇena z uzlu na uzel.
Sˇka´lovatelnosti dosahujı´ pomocı´ lokality referencı´ (viz nı´zˇe) a dostupnosti prostrˇednic-
tvı´m efektivnı´ duplikace dat.
Acˇkoliv existuje vı´ce typu˚ gridu˚, nejbeˇzˇneˇjsˇı´ jsou gridy datove´. Datove´ gridy totizˇ
dnes prˇedstavujı´ velmi zajı´mavou sluzˇbu pro enterprise aplikace, nebot’jim automaticky
poskytujı´ „failover“ a „fault tolerance“. Aplikacˇnı´ data jsou v datove´m gridu ulozˇena v
pameˇtı´ch jeho jednotlivy´ch pocˇı´tacˇu˚ a tı´m je znacˇneˇ snı´zˇeno zpozˇdeˇnı´ k jejich prˇı´stupu.
Pokud bychom tak meˇli naprˇ. 10 serveru˚, tak kazˇdy´ uzel by se v datove´m gridu staral o
jednu desetinu aplikacˇnı´ch dat.
41Vı´ce informacı´ viz http://en.wikipedia.org/wiki/MapReduce.
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6.1.1 Jak gridy zacha´zı´ se sˇka´lovatelnostı´?
Jednı´m z hlavnı´ch du˚vodu˚, procˇ gridy sˇka´lujı´ tak dobrˇe je, zˇe mohou deˇlat inteligentnı´
rozhodnutı´, zda prˇesunout bud’data do jejich „zpracova´vajı´cı´ho“ kontextu, anebo radeˇji
„zpracova´vajı´cı´ “ kontext k datu˚m. Tak jako kazˇdy´ objekt, i vy´pocˇetnı´ u´kol se totizˇ skla´da´
vzˇdy z dat a operacı´, ktere´ chceme nad teˇmito daty prove´st. Tato data mohou by´t v
gridu ulozˇena kdekoliv, stejneˇ tak jako tyto operace mohou by´t vykona´va´ny jaky´mkoliv
jeho uzlem. V kazˇde´m prˇı´padeˇ je ale zˇa´doucı´, aby operace pracovaly pouze s daty, ktere´
jsou dane´mu uzlu loka´lnı´. Tato lokalita referencı´ totizˇ minimalizuje zpozˇdeˇnı´ a umozˇ-
nˇuje tak te´meˇrˇ neomezenou sˇka´lu. Ne vzˇdy je ovsˇem mozˇne´, aby uzel pracoval pouze s
daty loka´lnı´mi, nebot’toto je da´no prˇedevsˇı´m povahou dane´ho proble´mu. Cˇı´m vı´ce tedy
dany´ proble´m obsahuje sdı´leny´ch dat, tı´m cˇasteˇji docha´zı´ k jejich prˇesunu a potrˇebeˇ syn-
chronizace. Absence lokality referencı´ tak nutneˇ vede ke snı´zˇene´ sˇka´lovatelnosti a rˇesˇenı´
jake´hokoliv proble´mu by meˇlo by´t tedy navrzˇeno tak, aby jeho jednotlive´ „work items“
mohly pracovat co mozˇna´ nejvı´ce neza´visle na sobeˇ.
Idea´lnı´m prˇı´padem jsou tzv. „embarrassingly parallel“42 proble´my, jejichzˇ rozdeˇlenı´
na jednotlive´ paralelnı´ u´koly (work items) neda´ te´meˇrˇ zˇa´dnou pra´ci. Kazˇdy´ takovy´to
work item obsahuje totizˇ vsˇe, co potrˇebuje a s ostatnı´mi nesdı´lı´ zˇa´dny´ sdı´leny´ stav. Tyto
jednotky pra´ce takmohou by´t spousˇteˇny v absolutnı´ izolaci a zcela neza´visle na ostatnı´ch.
I ja´ jsem si pro me´ rˇesˇenı´ vybral proble´m tohoto typu, ale o tom azˇ pozdeˇji.
6.1.2 Jak gridy zacha´zı´ s failover a vysokou dostupnostı´?
Odolnost gridu˚ proti vy´padku˚m a chyba´m vsˇeho druhu spocˇı´va´ ve dvojna´sobne´m cˇi
trojna´sobne´m kopı´rova´nı´ aplikacˇnı´ch dat mezi jeho jednotlivy´mi uzly.
Zotavenı´ z chyby probı´ha´ pro aplikaci zcela transparentneˇ, nebot’ o chyby typu vy´-
padek uzlu, selha´nı´ work item, chyba sı´teˇ apod. se infrastruktura gridu automaticky
postara´. Naprˇ. work items, ktere´ meˇly by´t vykona´ny vypadnuvsˇı´m uzlem, mohou by´t
prˇesmeˇrova´ny na jiny´ uzel nebo mu˚zˇe by´t uzel restartova´n.
6.1.3 Prˇı´pady uzˇitı´
Aplikace, ktere´ mohou teˇzˇit z vy´hod, ktere´ jim gridy nabı´zı´, jsou obvykle programy, ktere´
pracujı´ s velky´mi objemy dat. Tyto aplikace potrˇebujı´ zpracova´nı´ dat urychlit a gridy jim
toto umozˇnˇujı´ formou paralelizace.
Gridy tedy prˇedevsˇı´m slouzˇı´ pro vy´pocˇty slozˇity´ch veˇdecky´ch a matematicky´ pro-
ble´mu˚, pouzˇı´vajı´ se k prˇedpoveˇdi stavu ekonomiky, seizmicke´ analy´ze anebo k vyhleda´-
va´nı´ v Google cˇi Yahoo! indexech.
42Vy´znam tohoto slovnı´ho spojenı´ mu˚zˇete nale´zt naprˇı´klad zde: http://en.wikipedia.org/wiki/Embarra
ssingly parallel.
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6.2 Architektonicky´ vzor Master/Worker
Jizˇ vı´me, zˇe tento architektonicky´ vzor je nejbeˇzˇneˇjsˇı´m vzorem pro paralelizaci pra´ce. I
prˇes to, zˇe je velice oblı´ben, nenı´ vu˚bec slozˇity´, nebot’se skla´da´ z pouhy´ch trˇı´ entit: mistra
(Master), sdı´lene´ho (pracovnı´ho) prostoru a jednoho cˇi vı´ce deˇlnı´ku˚ (Worker). Sdı´leny´
prostor je obvykle realizova´n neˇjakou FIFO43 datovou strukturou, ale mu˚zˇe by´t take´
implementova´n jako tzv. „tuple space“44.
Zˇivotnı´ cyklus vy´pocˇtu je jednoduchy´ a rˇı´dı´ ho kompletneˇMaster. Nejprve jsou vytvo-
rˇeny jednotlive´ work items, ktere´ prˇedstavujı´ rˇesˇenı´ dane´ho proble´mu. Ty jsou na´sledneˇ
mistrem umı´steˇny do sdı´lene´ho prostoru, z neˇhozˇ si je postupneˇ vyzveda´vajı´ jednotlivı´
deˇlnı´ci. Deˇlnı´ci tyto jednotky pra´ce pote´ vykona´vajı´ a po jejich (u´speˇsˇne´m) dokoncˇenı´
zası´lajı´ vygenerovane´ dı´lcˇı´ vy´sledky zpeˇt mistrovi. Mistr po dobu vy´pocˇtu vzˇdy cˇeka´ i na
ten poslednı´ dı´lcˇı´ vy´sledek a azˇ pote´, co ho obdrzˇı´, mu˚zˇe vy´pocˇet ukoncˇit.
Jednı´m z hlavnı´ch du˚vodu˚, procˇ tato jednoducha´ koncepce pro paralelizaci pra´ce
dostacˇuje, je, zˇe tento algoritmus automaticky rozdeˇluje danou za´teˇzˇ rovnomeˇrneˇ. Tuto
rovnova´hu umozˇnˇuje pra´veˇ ten sdı´leny´ pracovnı´ prostor, nebot’ jen tak mohou deˇlnı´ci
okamzˇiteˇ po dokoncˇenı´ jednoho u´kolu zı´skat z prostoru dalsˇı´ jednotku a pokracˇovat tak v
pra´ci bez jake´hokoliv prˇerusˇenı´. Du˚lezˇite´ je, zˇe deˇlnı´k nijak nerozlisˇuje mezi jednotlivy´mi
pra´cemi a jeho cˇinnost koncˇı´ pouze v prˇı´padeˇ, zˇe v prostoru jizˇ zˇa´dna´ pra´ce nezbyla. Tato
architektura obvykle vykazuje dobrou sˇka´lovatelnost v prˇı´padeˇ, zˇemnozˇstvı´ pra´ce vysoce
prˇesahuje pocˇet deˇlnı´ku˚, a kdyzˇ kazˇda´ pra´ce potrˇebuje ke sve´mu dokoncˇenı´ prˇiblizˇneˇ
stejny´ cˇas. Pro lepsˇı´ prˇedstavu algoritmu se, prosı´m, podı´vejte na obra´zek 10.
Jizˇ jsem rˇı´kal, zˇe praktickou cˇa´st me´ pra´ce jsem zasveˇtil tomuto architektonicke´mu
vzoru. Dal jsem si za cı´l realizovat ho nad Terracottou a take´ bez nı´ a pote´ tyto rˇesˇenı´ oveˇrˇit
na neˇjake´m rea´lne´m proble´mu. A poneˇvadzˇ se Terracotta ty´ka´ distribuovany´ch syste´mu˚,
my´m u´kolem bylo tedy realizovat distribuovanou variantu tohoto vzoru. Steˇzˇejnı´ pod-
mı´nkou obou architektur tak bylo umozˇnit spousˇteˇt deˇlnı´ky i na jiny´ch pocˇı´tacˇı´ch, nezˇ na
ktere´m beˇzˇı´ mistr.
Acˇkoliv se tedy mu˚zˇe implementace vzoru v te´ nejjednodusˇsˇı´ podobeˇ zda´t velice
jednoducha´ – vystacˇili bychom si totizˇ s obycˇejnou kolekcı´ jazyka Java a jejı´mi synchro-
nizacˇnı´mi primitivy – steˇzˇejnı´ podmı´nku by toto rˇesˇenı´ nesplnˇovalo, nebot’by fungovalo
pouze v ra´mci jednoho JVM. Distribuovana´ varianta jizˇ prˇina´sˇı´ bohuzˇel rˇadu proble´mu˚,
a aby byla dobrˇe vyuzˇitelna´ i v praxi, musı´ splnˇovat neˇkolik podmı´nek. Tyto podmı´nky
popisuji pozdeˇji, ale platı´, zˇe jaka´koliv pru˚myslova´ implementace by je meˇla splnˇovat.
Jazyk Java, respektive platforma JavaSE od verze 1.5, na´m jizˇ nabı´zı´ prˇı´mou podporu
tohoto architektonicke´ho vzoru. Tato podpora ma´ podobu rozhranı´ ExecutorService a
ostatnı´ch podpu˚rny´ch java.util.concurrent trˇı´d a acˇkoliv je jeho vy´chozı´ implementace
opeˇt platna´ pouze v ra´mci jednoho JVM, jeho popis je du˚lezˇity´ ze dvou du˚vodu˚: za prve´,
Terracotta totizˇ nabı´zı´ jeho distribuovanou variantu, kterou jsem nakonec vyuzˇil ve sve´m
projektu i ja´ a za druhe´, uveˇdomeˇnı´ si jeho nedostatku˚ na´m le´pe pomu˚zˇe porozumeˇt
43FIFO datove´ struktury se chovajı´ jako klasicka´ fronta. Tedy, kdo drˇı´v prˇijde, ten je take´ drˇı´ve obslouzˇen.
44Tuple space je implementace asociativnı´ pameˇti pro u´cˇely paralelnı´ch, respektive distribuovany´ch vy´-
pocˇtu˚. Ukla´dajı´ se do nı´ tzv. tuples neboli n-tice, ke ktery´m mu˚zˇeme prˇistupovat paralelneˇ. Vı´ce si mu˚zˇete
prˇecˇı´st naprˇ. zde: http://en.wikipedia.org/wiki/Tuple space.
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Obra´zek 10: Algoritmus vzoru Master/Worker [1]
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Obra´zek 11: Architektura Master/Worker syste´mu prˇi vyuzˇitı´ ExecutorService [1]
podmı´nka´m, respektive vlastnostem, ktere´ by meˇly vsˇechny komercˇnı´ implementace
tohoto vzoru mı´t.
6.2.1 Rozhranı´ ExecutorService
Toto rozhranı´ prˇedstavuje mistra a thread pool (mnozˇina vla´ken) jeho implementacı´ jed-
notlive´ deˇlnı´ky. Architektura te´to sluzˇby je jednoducha´, ale i prˇesto velmi schopna´, nebot’,
jak mu˚zˇete videˇt na obra´zku 11, programa´tor implementuje kompletnı´ Master/Worker
pomocı´ jedine´ abstrakce a frameworku. Ru˚znorode´ implementace tohoto rozhranı´ na´m
nabı´zı´ tova´rnı´ metody pomocne´ trˇı´dy Executors, ale i tak vsˇechny tyto implementace spo-
juje totozˇna´ architektura z obra´zku – tzn., zˇe vsˇechna vla´kna, respektive deˇlnı´ci, vzˇdy
prˇistupujı´ k jedine´ sdı´lene´ fronteˇ (zpravidla k instancı´m typu BlockingQueue).
Pokud se podı´va´te na rozhranı´ te´to sluzˇby45, mu˚zˇete videˇt, zˇe v neˇm chybı´ metody
pro zaha´jenı´ a ukoncˇenı´ vy´pocˇtu. To je ovsˇem v porˇa´dku, poneˇvadzˇ kazˇdy´ mistr je vzˇdy
specificky´ dane´mu proble´mu. ExecutorService tak prˇedstavuje pouze framework pro je-
jich implementaci a mistr potom, co vytvorˇı´ jednotlive´ work items, umozˇnı´ deˇlnı´ku˚m
jejich spusˇteˇnı´ prostrˇednictvı´m metod submit. Na´vratova´ hodnota teˇchto metod je velmi
du˚lezˇita´, nebot’mistrovi umozˇnˇuje spra´vu zˇivotnı´ho cyklu dane´ jednotky pra´ce a take´
mozˇnost synchronneˇ si pocˇkat na jejı´ vy´sledek. Ostatnı´ metody nejsou z hlediska nasˇeho
vzoru azˇ tak du˚lezˇite´ a pro jejich pochopenı´ si proto, prosı´m, v prˇı´padeˇ za´jmu prostudujte
Javadoc.
Rˇı´kal jsem, zˇe acˇkoliv je tato sluzˇba ve veˇtsˇineˇ prˇı´padu˚ dostacˇujı´cı´, z me´ho „distribuo-
vane´ho“ pohledu jizˇ nikoliv. Prvnı´m nedostatkem totizˇ je, zˇe jejı´ rozhranı´ nijak neoddeˇluje
mistra od deˇlnı´ku˚. Oba dva jsou tak soucˇa´stı´ pouze jedine´ abstrakce, a proto je nemozˇne´
rˇı´dit mistra neza´visle na deˇlnı´cı´ch. V praxi tak tento nedostatek znamena´, zˇe sluzˇba je
pouzˇitelna´ pouze v ra´mci jedine´ho JVM.
Druhy´m a snad i va´zˇneˇjsˇı´m proble´mem je absence jake´koliv vrstvy kontroly. Execu-
torService je totizˇ implementova´no jako cˇerna´ skrˇı´nˇka, a tak se programa´tor nemu˚zˇe jak
45To je dostupne´ naprˇı´klad na te´to adrese: http://java.sun.com/javase/6/docs/api/java/util/concurr
ent/ExecutorService.html.
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dozveˇdeˇt, zda jednotka pra´ce byla spusˇteˇna, pozastavena cˇi zamı´tnuta v du˚sledku neˇjake´
chyby. Dı´ky tomu tak vy´voja´rˇ nemu˚zˇe zareagovat na nastalou chybu naprˇ. opakovany´m
spusˇteˇnı´m work item na stejne´m cˇi u´plneˇ jine´m vy´pocˇetnı´m uzlu.
Teˇmito nedostatky nemu˚zˇe trpeˇt samozrˇejmeˇ zˇa´dne´ komercˇneˇ pouzˇitelne´ rˇesˇenı´ a
jako takove´ by navı´c meˇlo splnˇovat, jizˇ slı´bene´, na´sledujı´cı´ podmı´nky:
• Schopnost zvla´dat i enormnı´ objemy dat - jizˇ vı´me, zˇe sdı´leny´ pracovnı´ prostor
ExecutorService architektury je realizova´n pouze jedinou frontou (viz obra´zek 11).
Tato fronta by se ovsˇem, v distribuovane´m prostrˇedı´, za´hy uka´zala jako velmi
va´zˇny´ vy´konnostnı´ proble´m, nebot’ by o nı´ najednou souperˇili vsˇichni deˇlnı´ci z
cele´ho klastru. A poneˇvadzˇ tedy v dany´ okamzˇik mu˚zˇe s frontou pracovat pouze
jedine´ vla´kno nebo proces, mnoho deˇlnı´ku˚ by tak muselo zbytecˇneˇ cˇekat a nemohlo
prova´deˇt svou pra´ci. Pouze jedina´ fronta tak nenı´ vhodny´m rˇesˇenı´m a cˇasto jsou tak
v praxi mezi deˇlnı´kem a mistrem umı´steˇny celkoveˇ dveˇ dedikovane´ fronty. Kazˇdy´
deˇlnı´k tak vlastnı´ dva ryze soukrome´ komunikacˇnı´ kana´ly, kde jednı´m prˇijı´ma´
jednotky pra´ce a druhy´m zası´la´ mistrovi zpeˇt vy´sledky. Tato architektura mnoha
front tak umozˇnˇuje zvla´dnutı´ i opravdu velke´ho objemu dat, poneˇvadzˇ zde jizˇ
nedocha´zı´ ke zbytecˇny´m prodleva´m.
• Podpora smeˇrova´nı´ - dı´ky tomu, zˇe zde jizˇ nenı´ pouze jedina´ fronta, ale kazˇdy´ deˇlnı´k
ma´ svou, musı´ se nynı´ mistr vzˇdy rozhodnout, do jake´ fronty, cˇili ktere´mu deˇlnı´ku,
prˇı´chozı´ pra´ci zasˇle. Pra´veˇ tomuto inteligentnı´mu vy´beˇru te´ nejvy´hodneˇjsˇı´ fronty
se rˇı´ka´ smeˇrova´nı´ a dane´mu programu smeˇrovacı´ algoritmus. Se smeˇrova´nı´m se
naprˇ. setka´va´me take´ na trˇetı´ vrstveˇ ISO/OSI46 modelu a typicky´mi smeˇrovacı´mi
algoritmy jsou Round-Robin47 cˇi klasicky´ „load balancing“48.
• Odolnost vu˚cˇi chyba´m jednotek pra´ce - kazˇda´ implementace Master/Worker sys-
te´mu by meˇla pocˇı´tat s mozˇny´m vy´skytem chyby prˇi vykona´va´nı´ jednotky pra´ce.
V idea´lnı´m prˇı´padeˇ by tak meˇla zcela automaticky, a pro aplikaci naprosto transpa-
rentneˇ, na tyto vy´jimecˇne´ situace reagovat naprˇ. opakovany´m spousˇteˇnı´m. Toto
ovsˇem nenı´ u´plneˇ nutne´ a tak jako minimum se alesponˇ jevı´ schopnost ozna´mit
nastalou chybu volajı´cı´ aplikaci.
• Imunita vu˚cˇi selha´nı´ deˇlnı´ku˚ - stejneˇ jako v prˇı´padeˇ work items, i na vy´padky
deˇlnı´ku˚ musı´ by´t syste´m prˇipraven. Zde je ale situace pomeˇrneˇ slozˇiteˇjsˇı´, nebot’
pro spra´vnou cˇinnost syste´mu musı´ by´t vsˇechny nedokoncˇene´ pra´ce deˇlnı´ka bud’
automaticky prˇesmeˇrova´ny do jine´ pracovnı´ fronty, nebo opeˇt ozna´meny, ve formeˇ
neˇjake´ uda´losti, uzˇivateli. Praxe navı´c uka´zala, zˇe jizˇ samotna´ detekce vy´padku
mu˚zˇe by´t obtı´zˇna´.
46Cˇili na u´rovni protokolu IP. Vı´ce se o OSI modelu dozvı´te naprˇı´klad zde: http://en.wikipedia.org/wiki/
Iso osi.
47Algoritmus Round-robin si vsˇechny pla´novane´ prvky uchova´va´ v jedne´ fronteˇ a prˇi vy´beˇru vybere vzˇdy
ten prvek, ktery´ se aktua´lneˇ nacha´zı´ na jejı´m vrcholu. Po vy´beˇru jej z vrcholu zase odebere a umı´stı´ u´plneˇ
nakonec.
48Load balancing algoritmy prova´dı´ vy´beˇr dle aktua´lnı´ch hodnot urcˇity´ch sledovany´ch parametru˚. V
pocˇı´tacˇovy´ch sı´tı´ch se tak naprˇ. rozhodujı´ na za´kladeˇ aktua´lnı´ za´teˇzˇe, propustnosti linky, jejı´ho stavu apod.
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• Dynamicka´ spra´va klastru - poslednı´ podmı´nka umozˇnˇuje deˇlnı´ku˚m a mistru˚m
prˇipojovat se k a odpojovat se od gridu za beˇhu.
Na za´veˇr teˇchto vlastnostı´ a podmı´nek by chteˇl jesˇteˇ zmı´nit jednu velmi starou, ale
praxı´ osveˇdcˇenou techniku, ktera´ mu˚zˇe velice vy´razneˇ urychlit cely´ vy´pocˇet dane´ho pro-
ble´mu. Tou technikou je tzv. „bulk-loading“ neboli da´vkove´ zpracova´nı´ a jeho mysˇlenka
je velice jednoducha´. V kontextu Master/Worker syste´mu totizˇ pro na´s znamena´ pouze
neposı´lat jednotlive´ jednotky pra´ce deˇlnı´ku˚m postupneˇ, ale radeˇji ve veˇtsˇı´ch skupina´ch,
tedy da´vka´ch. Tı´m, zˇe deˇlnı´k nezı´ska´ najednou ze sve´ pracovnı´ fronty pouze jednu jed-
notku, ale pokazˇde´ jejich veˇtsˇı´ mnozˇstvı´, se vy´razneˇ snı´zˇı´ pocˇet prˇı´stupu˚ k te´to fronteˇ.
Pokud i vy´sledky teˇchto pracı´ nebudeme posı´lat jednotliveˇ, ale vzˇdy najednou, tak tı´mto
celkovy´m snı´zˇenı´m pocˇtu prˇı´stupu˚ docı´lı´me enormnı´ho zrychlenı´, nebot’jizˇ zde nebude
docha´zet k tak cˇaste´ synchronizaci.
6.3 RayTracer
Pote´, co jizˇ vı´me, jake´ podmı´nky budou muset ma´ dveˇ rˇesˇenı´ (tj. s pomocı´ Terracotty a
bez nı´) Master/Worker syste´mu splnˇovat, va´m nynı´ mohu konecˇneˇ prˇedstavit proble´m,
na jake´m tyto implementace na´sledneˇ otestuji.
Jak jizˇ anglicky´ na´zev podkapitoly napovı´da´, rozhodl jsem se pro algoritmus vy´pocˇtu
globa´lnı´ho osveˇtlenı´ 3D sce´ny metodou sledova´nı´ paprsku49. Tı´m proble´mem a za´ro-
venˇ pozˇadovany´m vy´stupem je zde tedy zhotovenı´ digita´lnı´ho obra´zku, ktery´ vznikne
vyrenderova´nı´m neˇjake´ sce´ny. Tento algoritmus jsem si vybral za´meˇrneˇ, nebot’ ve sve´
nejjednodusˇsˇı´, tj. neoptimalizovane´, podobeˇ je jeho rˇesˇenı´ „embarrassingly parallel“ (viz
prˇedchozı´ text). Barvu kazˇde´ho bodu obrazu tak lze spocˇı´tat zcela neza´visle na ostatnı´ch,
a tak je tato jeho implementace naprosto idea´lnı´ pro beˇh v neˇjake´m „grid“, potazˇmo
Master/Worker syste´mu.
Realizace ray tracing enginu ovsˇem nenı´ vu˚bec jednoducha´, a proto se mu˚zˇeme setkat
s jeho jak sofistikovany´mi, tak velice jednoduchy´mi implementacemi. Tato rˇesˇenı´ se zpra-
vidla odlisˇujı´ stupneˇm prova´deˇny´ch optimalizacı´ a prˇedevsˇı´m pak podporou ru˚zny´ch
pokrocˇily´ch technologiı´50.
Z teˇchto du˚vodu˚ jsem nerealizoval engine sa´m, ale pouzˇil jsem radeˇji jizˇ hotovy´ pro-
jekt51, ktery´ je samozrˇejmeˇ embarrassingly parallel. Tento projekt je pomeˇrneˇ jednoduchy´
a podporuje pouze trˇi za´kladnı´ typy sveˇtel52, mapova´nı´ textury a jediny´ graficky´ objekt
v podobeˇ koule. Ve sve´m projektu jsem ale musel jesˇteˇ toto rˇesˇenı´ prˇipravit na koncept
mistra a deˇlnı´ku˚, a proto jsem provedl take´ jeho refaktorizaci. Vy´slednou podobu trˇı´d,
jejich na´zvu˚ a umı´steˇnı´ do jednotlivy´ch balı´cˇku˚ ale popı´sˇi azˇ pozdeˇji ve fa´zi na´vrhu.
49Tedy pro algoritmus, ktery´ se nazy´va´ ray tracing. Pro vı´ce informacı´ o tomto algoritmu se, prosı´m,
podı´vejte naprˇı´klad zde: http://en.wikipedia.org/wiki/Ray tracing (graphics).
50Naprˇ. HDR (http://en.wikipedia.org/wiki/High dynamic range imaging), Depth of Field (http://en.
wikipedia.org/wiki/Depth of Field) nebo Subsurface scattering (http://en.wikipedia.org/wiki/Subsur
face scattering).
51Vyuzˇil jsem implementaci od pana Dean Camera, ktera´ je dostupna´ na jeho blogu z te´to URL:
http://www.fourwalledcubicle.com/RayTracer.php.
52Flood Light, Omni Light a Spot Light.
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6.3.1 Vize
My´m cı´lem je vytvorˇit aplikaci, ktera´ uzˇivateli umozˇnı´ vyrenderovat jı´m vybranou sce´nu.
Ta bude zada´va´na ve formeˇ XML a navı´c si bude mozˇne´ nastavit parametry jejı´ graficke´
projekce. Zodpoveˇdnost za vlastnı´ rendering budou mı´t v aplikaci jednotlive´ implemen-
tace Master/Worker syste´mu a uzˇivatel si tak prˇed zapocˇetı´m vykreslova´nı´ vzˇdy jednu
vybere. Kazˇda´ tato implementace by meˇla take´ splnˇovat podmı´nky minule´ kapitoly, prˇe-
devsˇı´m pak schopnost poradit si s vy´padky deˇlnı´ku˚. Typicky se zde bude pouzˇı´vat te´zˇ
da´vkove´ zpracova´nı´, a tak velikost da´vky, prˇı´padneˇ i ostatnı´ parametry specificke´ vzˇdy
dane´ implementaci, by meˇly jı´t take´ nastavit. Da´le, sledova´nı´ paprsku je vy´pocˇetneˇ na´-
rocˇne´, a tak bude navı´c uzˇivatel schopen renderovacı´ proces, kdykoliv v jeho pru˚beˇhu,
zastavit.
Rozhranı´ aplikace bude realizova´no pomocı´ graficke´ho frameworku JFC53, a aby toto
rozhranı´ bylo za vsˇech okolnostı´ vzˇdy aktivnı´, vykreslova´nı´ nebude moci by´t prova´deˇno
na EDT54. Program bude uzˇivatele informovat take´ o stavu aktua´lnı´ho renderingu a to
prostrˇednictvı´m chybove´ konzole, informacˇnı´ch hla´sˇek, uplynule´ho cˇasu a procentua´l-
nı´ho vyja´drˇenı´ pocˇtu jizˇ vyrenderovany´ch pixelu˚.
Aplikaci jsem nazval „RayTracer“.
6.3.2 Funkcˇnı´ a nefunkcˇnı´ pozˇadavky
Podrobna´ specifikace funkcˇnı´ch a nefunkcˇnı´ch pozˇadavku˚ je uvedena v prˇı´loze A, zde
uva´dı´m pouze souhrnny´ use-case diagram (viz obra´zek 12.). Pro specifikaci pozˇadavku˚
byl vyuzˇit model FURPS+, prˇicˇemzˇ funkcˇnı´ pozˇadavky byly popsa´ny dle doporucˇenı´ z
[3].
6.3.3 Iterativnı´ vy´voj aplikace
Aplikaci realizuji iterativnı´m prˇı´stupem a z tohoto du˚vodu jsem si stanovil tyto iterace:
1. Nejprve se budu zaby´vat uzˇivatelsky´m rozhranı´m, a tak vy´stupem prvnı´ iterace
bude jizˇ te´meˇrˇ fina´lnı´ podoba aplikace. Aplikaci tak pu˚jde jizˇ spustit, ukoncˇit, do je-
jı´ho na´vrhu budou da´le zakomponova´ny vsˇechny relevantnı´ nefunkcˇnı´ pozˇadavky
a navı´c bude mozˇne´ pracovat jizˇ s parametry.
2. V druhe´ iteraci provedu refaktorizaci vyuzˇite´ implementace ray tracer algoritmu a
prˇipravı´m ji tak pro beˇh v gridu. Na´sledneˇ navrhnu a implementuji komunikacˇnı´
rozhranı´ s Master/Worker syste´my a navı´c uvedu procesnı´ pohled na celkovou
architekturu syste´mu.
53Tedy prˇeva´zˇneˇ pomocı´ technologie Swing, cozˇ je jedna ze trˇı´ cˇa´stı´ frameworku JFC. Zbyly´mi cˇa´stmi jsou
AWT a Java 2D.
54EDT je vla´kno, ktere´ jako jedine´ aktualizuje vzhled graficky´ch aplikacı´ vyuzˇı´vajı´cı´ch AWT. Jeho u´cˇelem
je tedy prˇijı´mat a na´sledneˇ vykona´vat pozˇadavky na prˇekreslenı´ urcˇity´ch cˇa´stı´ GUI, tak zpracova´vat vstup
ze zarˇı´zenı´ jako je mysˇ nebo kla´vesnice. Je tedy velmi du˚lezˇite´, aby aplikace na tomto vla´kneˇ nevykona´vala
zˇa´dne´ de´le trvajı´cı´ u´lohy, nebot’by meˇly za du˚sledek „zamrznutı´“ UI.
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Obra´zek 12: Funkcˇnı´ pozˇadavky na aplikaci RayTracer
3. Po trˇetı´ iteraci bych meˇl by´t schopen jizˇ aplikaci kompletneˇ otestovat, nebot’ v nı´
provedu na´vrh a realizaci prvnı´ho Master/Worker syste´mu. Ten, acˇkoliv nebude
splnˇovat nefunkcˇnı´ pozˇadavky, nebot’ nebude distribuova´n, a bude tak fungovat
pouze v ra´mci jedine´ho JVM, bude pro dalsˇı´ fa´zi vy´voje du˚lezˇity´, nebot’ na neˇm
uka´zˇu, jak jednodusˇe mu˚zˇeme, pomocı´ Terracotty, toto nedistribuovane´ rˇesˇenı´ roz-
sˇı´rˇit na libovolny´ pocˇet JVM.
4. Cˇtvrta´ fa´ze bude steˇzˇejnı´ iteracı´ te´to diplomove´ pra´ce, nebot’v nı´ realizuji koncept
mistra a deˇlnı´ku˚ nad Terracottou. Na rea´lne´m prˇı´kladu tak konecˇneˇ uka´zˇu neje-
nom to, o cˇem jsem v teoreticke´ cˇa´sti sta´le mluvil, cˇili sˇka´lovatelnost a vysokou
dostupnost, ale take´ to, jak jsem jizˇ ostatneˇ rˇekl, jak jednodusˇe, a to opravdu te´meˇrˇ
s zˇa´dny´mi zmeˇnami, mu˚zˇeme udeˇlat z rˇesˇenı´ trˇetı´ iterace velmi vy´konny´ a robustnı´
distribuovany´ syste´m pro renderova´nı´ sce´ny.
5. V pa´te´ iteraci konecˇneˇ zhotovı´m Master/Worker syste´m bez Terracotty a budu
prˇitom sledovat, o kolik slozˇiteˇjsˇı´, to bez Terracotty je.
6. V poslednı´ iteraci dokoncˇı´m vsˇe, co jsem jesˇteˇ nestihl a sepı´sˇu tak naprˇ. uzˇivatelskou
a programa´torskou dokumentaci. Nakonec prˇida´m podporu pro instalaci modulu˚
a nacˇı´ta´nı´ sce´ny ze souboru.
6.3.4 Prvnı´ iterace
V nefunkcˇnı´ch pozˇadavcı´ch jsem si stanovil, zˇe aplikace RayTracer musı´ by´t napsa´na v
jazyce Java a mı´t graficke´ uzˇivatelske´ rozhranı´. Grafika v Javeˇ to je synonymum pro trˇı´dy
JFC, a proto ji realizuji pomocı´ frameworku Swing. Acˇkoliv je ale Swing velmi mocna´ a
obsa´hla´ knihovna, jisteˇ mi da´te za pravdu, zˇe mnoho proble´mu˚, se ktery´mi se vy´voja´rˇi
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GUI aplikacı´ poty´kajı´ kazˇdy´ den, bohuzˇel nerˇesˇı´. Chybı´ zde tak naprˇ. jednoducha´ spra´va
zˇivotnı´ho cyklu, snazsˇı´ pra´ce s akcemi, vla´kny, zdroji a jejich lokalizacı´ a take´ perzistence.
Z tohotodu˚voduvyuzˇiji jesˇteˇ tzv. SwingApplicationFramework55, cozˇ je sicepomeˇrneˇ
u´tla´ kolekce Java trˇı´d, ktere´ ale i tak poskytuje pro veˇtsˇinu desktopovy´ch aplikacı´ zcela
dostatecˇnou infrastrukturu. Framework jako takovy´ tedy nabı´zı´:
• Zˇivotnı´ cyklus aplikace - zejme´na jejı´ inicializaci, spusˇteˇnı´ a na´sledne´ ukoncˇenı´
• Podporu pro spra´vu a nahra´va´nı´ zdroju˚ jaky´mi jsou rˇeteˇzce, forma´tovane´ zpra´vy,
obra´zky, barvy, fonty a vsˇechny ostatnı´ typy spolecˇne´ vsˇem GUI aplikacı´m
• Podporu pro definici, spra´vu a sva´za´nı´ jak synchronnı´ch, tak asynchronnı´ch akcı´ k
jednotlivy´m GUI komponenta´m
• Perzistentnı´ aplikacˇnı´ stav, respektive podporu pro automaticke´ cˇi manua´lnı´ ukla´-
da´nı´ stavu GUI
Architektura frameworku je velice jednoducha´, a tak rozhranı´ me´ aplikace bude slo-
zˇeno pouze z jedine´ trˇı´dy – Application (viz obra´zek 3 v prˇı´loze C). Bude tvorˇeno „swin-
govsky´mi“ komponentami (JComponent) a rozsˇı´rˇı´ trˇı´du SingleFrameApplication. Tato deˇdicˇ-
nost na´m zarucˇı´ prˇı´stup k metoda´m zˇivotnı´ho cyklu a take´ ke vsˇem sluzˇba´m, jake´ Swing
Application Framework nabı´zı´. Ty jsou dostupne´ prostrˇednictvı´m aplikacˇnı´ho kontextu
(ApplicationContext).
RayTracer bude vyuzˇı´vat celkoveˇ trˇi sluzˇby a to LocalStorage pro trvale´ ulozˇenı´ para-
metru˚, ResourceManager pro pra´ci se zdroji a ActionManager k obsluze uda´lostı´.
6.3.4.1 Vy´stup iterace Obra´zek 1 v prˇı´loze B ukazuje fina´lnı´ podobu aplikace a snad
je na neˇm i patrne´, zˇe jsem se snazˇil dodrzˇet i pozˇadavky na estetiku a konzistenci UI
v programu. Do jeho hornı´ cˇa´sti jsem umı´stil menu a na´strojovou lisˇtu, jejichzˇ prostrˇed-
nictvı´m se uzˇivatel dostane jak k nastavenı´ programu (Tools/Settings), tak chybove´mu
zˇurna´lu (Tools/Error Log), vybere si poskytovatele Master/Worker syste´mu a spustı´, po-
prˇı´padeˇ zastavı´ jednotliva´ renderova´nı´. Sce´na pak bude vykreslova´na do jeho prostrˇednı´
cˇa´sti a stavova´ lisˇta na´sledneˇ uka´zˇe uplynuly´ cˇas a pocˇet jizˇ vyrenderovany´ch pixelu˚ v
procentech.
Nastavenı´ parametru˚ uskutecˇnı´ uzˇivatel v samostatne´m dialogu (obra´zek 2 v prˇı´loze
B) a to pro neˇj navı´c velmi pohodlny´m zpu˚sobem, nebot’ jsem k tomuto u´cˇelu zvolil
komponentu56 pro pra´ci s vlastnostmi libovolne´ho JavaBean objektu. Tento typ kompo-
nenty jsem vsˇak zvolil za´meˇrneˇ, nebot’ jestli si vzpomı´na´te, v pozˇadavcı´ch na rozhranı´
(podkapitola A.8 v prˇı´loze A) jsem stanovil, zˇe parametry Master/Worker syste´mu˚ bude
aplikace prˇijı´mat pra´veˇ ve formeˇ neˇjake´ho JavaBean objektu.
55Domovska´ stra´nka tohoto projektu se nacha´zı´ pod touto URL: https://appframework.dev.java.net.
56Konkre´tneˇ trˇı´du com.l2fprod.common.propertysheet.PropertySheetPanel z projektu L2FProd (http://w
ww.l2fprod.com/common).
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6.3.5 Druha´ iterace
At’uzˇ prˇesouva´me data do jejich zpracova´vajı´cı´ho kontextu nebo kontext cˇili operace k
datu˚m, vMaster/Worker syste´mu vzˇdy urcˇite´ operace pracujı´ nad neˇjaky´mi daty. Idea´lnı´
navı´c je, pokud tento vy´pocˇetmu˚zˇe by´t prova´deˇn zcela neza´visle na ostatnı´ch, cozˇ pouzˇity´
graficky´ engine umozˇnˇuje. Barva kazˇde´ho pixelu je tak pocˇı´ta´na zcela samostatneˇ, ovsˇem
engine jako takovy´ mu˚zˇe beˇzˇet pouze v ra´mci jedine´ho JVM. Nenı´ ho tedy mozˇne´ spustit
v gridu a my´m prvnı´m u´kolem tak bude nale´zt vsˇechen ko´d, ktery´ je do renderova´nı´
zahrnut a za´rovenˇ take´ data, ktera´ jsou k tomu potrˇeba.
Provedu tak refaktorizaci jeho sta´vajı´cı´ho ko´du, kdy neˇktere´ trˇı´dy odstranı´m a ty
zby´vajı´cı´ rozdeˇlı´m do novy´ch balı´cˇku˚. Nejdu˚lezˇiteˇjsˇı´ cˇa´stı´ vsˇak bude na´vrh novy´ch trˇı´d,
ktere´ budou obalovat jak data, tak operace, ktere´ jsou pro vy´pocˇet barvy jednoho pixelu
potrˇeba.
Pote´, co modifikaci enginu dokoncˇı´m, budu moci konecˇneˇ navrhnout rozhranı´ pro
dorozumı´va´nı´ se s jednotlivy´mi Master/Worker syste´my. Toto jsem jizˇ cˇa´stecˇneˇ provedl
v nefunkcˇnı´ch pozˇadavcı´ch a tak naprˇ. data cˇili sce´na s hodnotami vsˇech parametru˚ bude
syste´mu prˇeda´va´na v podobeˇ tzv. kontextu.
Acˇkoliv na konci te´to iterace nebude jesˇteˇ zˇa´dny´ Master/Worker syste´m implemen-
tova´n a ja´ tak nebudu moci prˇesneˇ veˇdeˇt, jaka´ vla´kna cˇi procesy do nich budou zahrnuta,
prˇesto nakonec uvedu zbeˇzˇny´ procesnı´ pohled na celkovou architekturu vytva´rˇene´ apli-
kace.
6.3.5.1 Vy´stup iterace Vy´stupem iterace bude refaktorovany´ graficky´ engine. Dia-
gram 4 v prˇı´loze C ukazuje fina´lnı´ rozdeˇlenı´ trˇı´d do jednotlivy´ch balı´cˇku˚ a reflektuje tedy
jak provedenou refaktorizaci, tak existenci novy´ch trˇı´d. Zpravidla jsem meˇnil pouze na´-
zvy a forma´toval zdrojovy´ ko´d, ovsˇem trˇı´dyConstants,RayTracer aRenderThread jsem zcela
odstranil. Teˇch totizˇ nebylo jizˇ potrˇeba, nebot’obsahovaly jen vy´chozı´ hodnoty parametru˚
a nepotrˇebny´ ko´d pro renderova´nı´ sce´ny pouze na jednom JVM.
Veˇtsˇinu pu˚vodnı´ch trˇı´d jsem umı´stil do balı´cˇku raytracer.scene, ktery´ tak naprˇ. v po-
dobeˇ trˇı´dy Ray obsahuje te´meˇrˇ vesˇkerou renderovacı´ logiku. Da´le je zde take´ definova´n
kompletnı´ model sce´ny a rozhranı´ abstrahujı´cı´ vsˇechny jejı´ soucˇa´sti. Konkre´tnı´ graficke´
prvky, zdroje sveˇtla a textury jsou pak obsazˇeny v balı´cˇcı´ch raytracer.scene.texture, raytra-
cer.scene.lighting a raytracer.scene.traceable.
Pro vy´pocˇet barvy pixelu potrˇebujeme data a operace. Data zde prˇedstavuje, jizˇ zmı´-
neˇny´, kontext, s jehozˇ obsahem va´s podrobneˇji sezna´mı´m azˇ pozdeˇji. Operace, ktere´ na
neˇmpak, pro zı´ska´nı´ barvy, budou vykona´vat jednotlivı´ deˇlnı´ci, pro zmeˇnu implementuje
trˇı´da raytracer.scene.Ray. Sta´le je vsˇak k vy´pocˇtu potrˇeba jesˇteˇ urcˇity´ ko´d a k tomuto u´cˇelu
jsem navrhl balı´cˇek raytracer.engine. Acˇkoliv vy´hradneˇ pouzˇı´va´m externı´ engine, cozˇ je
ostatneˇ da´no take´ nefunkcˇnı´mi pozˇadavky, trˇı´dami tohoto balı´ku odstı´nı´m jednotlive´ deˇl-
nı´ky od konkre´tnı´ch implementacı´. Hlavnı´ trˇı´dou pro zaha´jenı´ vy´pocˇtu je tak rozhranı´
RayTracerEngine. Kompletnı´ obsah balı´ku zobrazuje diagram 5 v prˇı´loze C. Renderova´nı´
iniciuje deˇlnı´k vzˇdy vola´nı´m metody render, jı´zˇ prˇeda´ na´sledujı´cı´ parametry:
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• offset a length – sce´na je vzˇdy promı´ta´na na pru˚meˇtnu o urcˇite´ sˇı´rˇce a vy´sˇce. Soucˇin
teˇchto rozmeˇru˚ pak prˇedstavuje celkovy´ pocˇet pixelu˚, ktere´ je trˇeba vyrenderovat. A
dı´ky tomu, zˇe sledova´nı´ paprsku je ve sve´ naivnı´ podobeˇ absolutneˇ embarrassingly
parallel, sce´nu nemusı´me renderovat postupneˇ, ale nara´z po libovolneˇ velky´ch
cˇa´stech. Takovou oblast vzˇdy vymezı´me x a y sourˇadnicemi jejı´ho leve´ho hornı´ho
rohu, sˇı´rˇkou a vy´sˇkou. Ja´ jsem k tomuto u´cˇelu ale zvolil pouze jednu dimenzi, a tak
deˇlnı´kovi pro pohyb v pru˚meˇtneˇ stacˇı´ jenom offset (sourˇadnice x) a length (sˇı´rˇka).
Teˇmito parametry tak deˇlnı´k vzˇdy urcˇı´, jakou oblast si prˇeje vyrenderovat.
• destArray – vy´sledne´ barvy jednotlivy´ch pixelu˚ budou enginem umı´steˇny do tohoto
pole
• destPos – pole mu˚zˇe by´t veˇtsˇı´ nezˇ sˇı´rˇka vyrenderovane´ oblasti, a tak je nutne´ jesˇteˇ
zadat pocˇa´tecˇnı´ pozici
6.3.5.1.1 Rozhranı´ Master/Worker syste´mu Kontext je soucˇa´stı´ API pro komunikaci
s Master/Worker syste´my a definuje ho rozhranı´ RayTracerContext. Pokud se podı´va´te na
jeho zdrojovy´ ko´d (ten je dostupny´ naprˇilozˇene´mCD), zjistı´te, zˇe obsahuje jak renderovacı´
parametry (Recursion Level, Supersampling, Refraction Index, Diffuse Light Multiplier
atd.), tak kompletnı´ sce´nu (metoda getScene) a parametry specificke´ volane´mu syste´mu
(metoda getConfigBean). Tato data zu˚sta´vajı´ po celou dobu vy´pocˇtu nemeˇnna´, a tak je
nenı´ nutne´ mezi jednotlivy´mi uzly sdı´let. Nenı´ tak trˇeba zˇa´dne´ synchronizace a pocˇı´tacˇe
mohou pracovat jen s jejich kopiemi. Embarrassingly parallel proble´my tak samy o sobeˇ
jizˇ zajisˇt’ujı´ vysokou sˇka´lovatelnost, nebot’ se data nemusı´ prˇesouvat po sı´ti a kopie se
mohou nechat jen v operacˇnı´ pameˇti.
Kontext a ostatnı´ trˇı´dy, ktere´ spolecˇneˇ vytva´rˇejı´ rozhranı´ mezi aplikacı´ a jednotlivy´mi
Master/Worker syste´my, zobrazuje diagram 6 v prˇı´loze C. Acˇkoliv na´zev tomu prˇı´lisˇ ne-
odpovı´da´, kazˇdy´ syste´mmusı´ implementovat rozhranı´RayTracer. Toto jme´noma´ vsˇak sve´
opodstatneˇnı´, nebot’aplikaci vu˚bec nezajı´ma´, jaky´ engine pozˇadovanou sce´nu (kontext)
vyrenderuje, nebo zda vy´pocˇet probeˇhne v gridu. Vyuzˇity´ „RayTracer“ a Master/Worker
syste´my jsou totizˇ pouze me´ nyneˇjsˇı´ pozˇadavky a v dalsˇı´ch verzı´ch aplikace trˇeba nebu-
dou jizˇ potrˇeba. Balı´cˇky raytracer a raytracer.engine tak prˇedstavujı´ smysluplnou abstrakci
graficke´ho enginu, kdy aplikace ani netusˇı´, zˇe renderova´nı´ probı´ha´ v gridu nebo neˇja-
ky´m konkre´tnı´m enginem. Z tohoto du˚vodu se toto rozhranı´ nazy´va´ RayTracer a ne naprˇ.
MasterWorker, DivideAndConquer nebo GridSystem.
Prvky rozhranı´ RayTracer (viz zdrojovy´ ko´d trˇı´dy raytracer.RayTracer na prˇilozˇene´m
CD) odpovı´dajı´ pozˇadavku˚m na rozhranı´ z podkapitoly A.8 v prˇı´loze A. Nechybı´ zde
tedy identifika´tor, srozumitelny´ na´zev (getDisplayName), popis (getDescription) a volitelneˇ
ikona (getIcon). Da´le jsou zde metody ty´kajı´cı´ se specificky´ch parametru˚ a to createCon-
figBean a getConfigBeanInfo. Ostatnı´ metody jsou jizˇ aktivnı´ v procesu renderova´nı´ a k
jejich popisu se tak nejvı´ce hodı´ sekvencˇnı´ diagram (viz obra´zek 7 v prˇı´loze C). Ten tak
zachycuje komunikaci aplikace s „raytracerem“, poprˇı´padeˇ Master/Worker syste´mem
a zna´zornˇuje jeho kompletnı´ zˇivotnı´ cyklus. Aplikace tak v neˇm zaha´jı´ nejenom vlastnı´
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renderova´nı´, ale pocˇka´ si take´ na barvy vsˇech pixelu˚ a nakonec „raytraceru“ ukoncˇı´ jeho
cˇinnost.
6.3.5.1.2 Procesnı´ pohled na architekturu aplikace Acˇkoliv jsem jesˇteˇ zˇa´dny´ Mas-
ter/Worker syste´m nerealizoval, a nemohu tak tudı´zˇ prˇesneˇ veˇdeˇt, jaka´ vla´kna cˇi procesy
budou do vy´sledne´ho syste´mu zahrnuta, i prˇesto se va´m nynı´ jizˇ pokusı´m vysveˇtlit
alesponˇ abstraktnı´ pohled na procesnı´ architekturu aplikace.
Architekturu zna´zornˇuje diagram 13. Jak mu˚zˇete videˇt, aplikacˇnı´ proces, respektive
JVM, zde prˇedstavuje entita Application. Ta bude vyuzˇı´vat pouze jedine´ vla´kno a to EDT.
EDT jizˇ zna´me, a tak jizˇ vı´me, zˇe se kompletneˇ stara´ o uzˇivatelske´ rozhranı´. Vykreslova´nı´
bude aplikace delegovat na „Mastery“, respektive Master na deˇlnı´ky (Worker). Ten s nimi
ovsˇemnebude komunikovat prˇı´mo, ale vzˇdyprostrˇednictvı´murcˇite´ho sdı´lene´hoprostoru
(SharedSpace). Tomu˚zˇe by´t jak aktivnı´57, tak pasivnı´ u´lozˇisˇteˇ, ale pro na´s je nynı´ prˇedevsˇı´m
relevantnı´, zˇe architektura aplikace se skla´da´ ze trˇı´ hlavnı´ch procesu˚ – Application,Master
aWorker.
S veˇdomı´m teˇchto entit si mu˚zˇeme konecˇneˇ uka´zat cˇinnost Master/Worker syste´mu
(viz diagram 8 v prˇı´loze C), ktery´ potom, co objekt rayTracer, v prˇedchozı´m sekvencˇnı´m
diagramu (viz obra´zek 7 v prˇı´loze C), obdrzˇı´ zpra´vu startRayTracing(RayTracerContext
context), bude paralelneˇ beˇzˇet se smycˇkou loop.
6.3.6 Trˇetı´ iterace
V te´to iteraci navrhnu a vytvorˇı´m Master/Worker syste´m (pouze) pro jedno JVM. Acˇko-
liv tak nebude odpovı´dat nefunkcˇnı´m pozˇadavku˚m, tj. distribuovanosti, odolnosti proti
chyba´m apod., realizuji ho z toho du˚vodu, abych va´m na neˇm pote´ uka´zal, jak ma´lo
stacˇı´ k tomu, abychom z neˇho, pomocı´ Terracotty, udeˇlali plneˇ distribuovane´, sˇka´lujı´cı´,
efektivnı´, dynamicke´, odolne´, prosteˇ pru˚mysloveˇ pouzˇitelne´ rˇesˇenı´.
57Naprˇı´klad syste´m s rozhranı´m JavaSpaces (http://www.jini.org/wiki/JavaSpaces Specification).
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Syste´m pojmenuji Simple RayTracer a budumuset realizovat tato dveˇ rozhranı´: RayTra-
cerProvider a RayTracer. RayTracer jizˇ zna´me, ovsˇem prvneˇ jmenovane´ nikoliv. To tvorˇı´ tzv.
SPI58, ktery´m aplikace (dynamicky) zı´ska´va´ ru˚zne´ implementace graficky´ch enginu˚. Prˇi
startu programu jsou tak tito poskytovatele´ automaticky vyhleda´va´ni a prostrˇednictvı´m
jejichmetody getRayTracers si aplikace zjisˇt’uje vsˇechny dostupne´ implementace sledova´nı´
paprsku.
6.3.6.1 Vy´stup iterace Trˇı´dnı´ digram fina´lnı´ho rˇesˇenı´ ilustruje obra´zek 9 v prˇı´loze
C. Acˇkoliv kvu˚li prˇehlednosti jsem do neˇj nezakreslil zcela vsˇechny trˇı´dy (naprˇ. Ray-
TracerContext), vsˇe du˚lezˇite´ obsahuje. Poskytovatel enginu˚ je zde reprezentova´n trˇı´dou
SimpleRayTracerProvider, ktera´ vytva´rˇı´ instance SimpleRayTracer. SimpleRayTracer je tedy
sledovacˇ paprsku˚ pro jedno JVM a implementuje tak, na´m jizˇ zna´me´ rozhranı´, RayTracer.
Ma´ tedy svu˚j identifika´tor („SimpleRayTracer“), jme´no („Simple RayTracer“), popis i ikonu.
Sce´nu vykresluje samozrˇejmeˇ po cˇa´stech, a tak jako specificky´ parametr da´le prˇijı´ma´ tzv.
batchSize. Vy´raz SˇI´RˇKA PRU˚MEˇTNY * VY´SˇKA PRU˚MEˇTNY / batchSize pak urcˇuje pocˇet
cˇa´stı´, respektive da´vek cˇi jednotek pra´ce, na ktere´ se sce´na rozdeˇlı´, a ktere´ se pote´ zasˇlou
deˇlnı´ku˚m. batchSize tak prˇedstavuje pocˇet pixelu˚, ktere´ bude muset deˇlnı´k, v ra´mci jedne´
da´vky, vzˇdy zpracovat. K renderova´nı´ vsˇak nedocha´zı´ prˇı´mo v SimpleRayTracer, ale vsˇe se
necha´va´ namistrovi a deˇlnı´cı´ch.Metody startRayTracing(RayTracerContext context), stopRa-
yTracing(RayTracerContext context), awaitTermination() a shutdown() jsou tak velmi jedno-
duche´ a jak ukazuje vy´pis D.1 v prˇı´loze D, prˇeva´zˇneˇ kontrolujı´ pouze vstupnı´ parametry.
Steˇzˇejnı´mi trˇı´dami tohoto single-JVM syste´mu jsou tak entity mistra (SimpleMaster) a deˇl-
nı´ku˚ (SimpleWorker) a SimpleRayTracerpouze uchova´va´mapova´nı´ renderovacı´ch kontextu˚
na objekty SimpleMaster. Toto mapova´nı´ je du˚lezˇite´ jen z toho du˚vodu, abychom mohli,
v prˇı´padeˇ vola´nı´ stopRayTracing, pozˇadovane´ renderova´nı´ zastavit. Pro kazˇdy´ kontext je
tak vzˇdy vytvorˇen novy´ objekt SimpleMaster, ktere´ho SimpleRayTracer spousˇtı´ vola´nı´m
metody start(). Ta je opeˇt velice prosta´ a na nove´m vla´kneˇ pouze vola´ metodu run(). Poneˇ-
vadzˇ je start() zpravidla vola´na na EDT, spousˇtı´m mistra radeˇji na nove´m vla´kneˇ, abych
tak prˇedesˇel blokova´nı´ UI.
SimpleRayTracer tedy prˇenecha´va´ vesˇkere´ renderova´nı´, respektive instanci RayTracer-
Context, jenom mistrovi a ten, v metodeˇ run() (viz vy´pis D.2 v prˇı´loze D) dle obdrzˇene´
velikosti da´vky, vytvorˇı´, pro tento kontext, vzˇdy urcˇity´ pocˇet deˇlnı´ku˚. V tomto Mas-
ter/Worker syste´mu tak ani mistr (SimpleMaster), ani deˇlnı´ci (SimpleWorker) neprˇedsta-
vujı´ vla´kna cˇi procesy, ale pouze vlastnı´ jednotky pra´ce. Je tomu tak, nebot’SimpleMaster
vyuzˇı´va´ ExecutorService, cozˇ je JavaSE implementace Master/Worker syste´mu, a o ktere´
jsem se jizˇ zminˇoval. S jejı´ pomocı´ se tak jizˇ nemusı´me zaobı´rat vla´kny, ani jejich spra´vnou
synchronizacı´, ale stacˇı´ na´m jı´ pouze rˇı´ct, jakou pra´ci chceme vykonat. Jejı´m prostrˇednic-
tvı´m tak mistr „vykona´va´“ jednotlive´ deˇlnı´ky, kterˇı´ pote´, co svou da´vku zpracujı´, prˇedajı´
zı´skane´ pixely da´le aplikaci. Kompletnı´ renderovacı´ proces tohoto rˇesˇenı´ tak nenı´ vu˚bec
slozˇity´ a mu˚zˇete si ho prohle´dnout na digramu 10 v prˇı´loze C.
ExecutorService umozˇnˇuje pla´novane´ spousˇteˇnı´ jednotek pra´ce a spra´vu jejich zˇivot-
nı´ho cyklu (popisoval jsem jej jizˇ v kapitole 6.2.1). Toto rozhranı´ jsem zvolil z toho du˚vodu,
58Vı´ce na http://en.wikipedia.org/wiki/Service Provider Interface.
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nebot’Terracotta nabı´zı´ jejı´ plneˇ distribuovanou implementaci. At’uzˇ spustı´me da´vkume-
todou invokeAll, invokeAny nebo submit, vzˇdy jako na´vratovou hodnotu obdrzˇı´me objekt
Future59. Pomocı´ neˇj rˇı´dı´me zˇivotnı´ cyklus da´vky, a tak mu˚zˇeme jejı´ vy´pocˇet naprˇ. zru-
sˇit, anebo si pocˇkat na jejı´ dokoncˇenı´. Objekty Future vyuzˇı´va´m i ja´ a konkre´tneˇ tı´mto
zpu˚sobem realizuji rˇı´zene´ ukoncˇenı´ renderova´nı´ (viz metoda stop ve trˇı´deˇ SimpleMaster).
Typicka´ implementace te´to sluzˇby je postavena nad, v tomto textu jizˇ zmı´neˇny´m,
poolem vla´ken a sdı´lenou frontou. Vla´kna z poolu si vybı´rajı´ z fronty sta´le nove´ a nove´
jednotky pra´ce, vykona´vajı´ je a to vsˇe azˇ do te´ doby, nezˇ je sluzˇba u´plneˇ zastavena.
Ru˚zne´ implementace na´m poskytuje pomocna´ trˇı´da java.util.concurrent.Executors a ja´ jsem
konkre´tneˇ vyuzˇil jejı´ metodu newFixedThreadPool(int nThreads).
Prˇı´sˇtı´ iterace se bude konecˇneˇ jizˇ zaby´vat Master/Worker syste´mem nad Teraccotou
a jak uvidı´te, od tohoto single-JVM rˇesˇenı´ se nebude te´meˇrˇ vu˚bec odlisˇovat. Jak jsem jizˇ
rˇı´kal, Terracotta na´m totizˇ nabı´zı´ zcela distribuovanou variantu ExecutorService a aplikace
tak nebude mı´t ani poneˇtı´, zˇe objekty Future ovla´da´ deˇlnı´ky, kterˇı´ trˇeba beˇzˇı´ na u´plneˇ
jine´m pocˇı´tacˇi. Co je ovsˇem du˚lezˇite´, a jak to ostatneˇ take´ uka´zˇu, tato distribuovana´
implementace se obejde zcela bez jake´koliv komunikace po sı´ti. Terracotta si totizˇ vystacˇı´
pouze s POJO, jejich (low-level) sdı´lenı´m a dodrzˇova´nı´m pameˇt’ove´ho modelu.
6.3.7 Cˇtvrta´ iterace
V te´to iteraci jizˇ konecˇneˇ realizujiMaster/Worker syste´m nad Terracottou a zameˇrˇı´m se na
splneˇnı´ vsˇech vlastnostı´, ktere´ jsem si vytycˇil – tj. schopnost zvla´dat i enormnı´ objemy dat,
podpora smeˇrova´nı´, odolnost vu˚cˇi chyba´m jednotek pra´ce, imunita vu˚cˇi selha´nı´ deˇlnı´ku˚
a dynamicka´ spra´va klastru.
6.3.7.1 Vy´stup iterace Zdrojovy´ ko´d se oproti trˇetı´ iteraci te´meˇrˇ vu˚bec nezmeˇnil (viz
diagramy 11 a 12 v prˇı´loze C) namı´sto single-JVM realizaceExecutorService totizˇ vyuzˇı´va´m
akora´t jeho specia´lnı´ distribuovanou implementaci. Tu mi Terracotta nabı´zı´ v ra´mci pro-
jektu TIM-Messaging, jemuzˇ se budu veˇnovat vı´ce pozdeˇji. S pomocı´ tohoto projektu, tak
bez jake´koliv zmeˇny zdrojove´ho ko´du, vytvorˇı´m ze single-JVM rˇesˇenı´ plneˇ distribuovany´
syste´m, ktery´ bude navı´c splnˇovat vsˇechny vy´sˇe uvedene´ pozˇadavky.
Jediny´m rozdı´lem tak,mezi trˇetı´ a cˇtvrtou iteracı´, je konfiguracˇnı´ soubor (tc-config.xml),
ktery´m pouze nadefinuji korˇeny a oznacˇı´m urcˇite´ trˇı´dy pro instrumentaci. O zbytek se
jizˇ postara´ TIM-Messaging, virtua´lnı´ halda a sdı´lene´ objekty. I tento projekt je ale zalozˇen
pouze na POJO a spra´vne´ tc-config konfiguraci, a tak vesˇkere´ slozˇitosti distribuovane´ho
Master/Worker syste´mu – tj. prˇenos da´vek a vy´sledku˚ po sı´ti, vy´padky mistru˚ a deˇlnı´ku˚
apod. – tak skutecˇneˇ zu˚stanou jen na Terracotteˇ a tı´m hluboko pod mou aplikacı´ vcˇetneˇ
TIM-Messaging.
6.3.7.1.1 Konfiguracˇnı´ soubor tc-config.xml V konfiguracˇnı´m souboru (viz podka-
pitola D.3 v prˇı´loze D) nejprve uvedu servery (jak jizˇ vı´me, pomocı´ elementu servers),
59Definice rozhranı´ viz javadoc: http://java.sun.com/javase/6/docs/api/java/util/concurrent/Futu
re.html.
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ktere´ beˇzˇı´ cˇi teprve budou beˇzˇet v ra´mci aplikacˇnı´ho klastru. Pro me´ u´cˇely zpravidla
vyuzˇı´va´m jenom aktua´lnı´ pocˇı´tacˇ, a tak elementem server odkazuji pouze na localhost.
Da´le ponecha´m vy´chozı´ porty (dso-port a jmx-port), nastavı´m adresa´rˇe pro virtua´lnı´ haldu
(data) a take´ definuji slozˇky pro zˇurna´ly (logs) a statistiky (statistics).
Na´sledneˇ uvedu sekci clients, ve ktere´, mimo umı´steˇnı´ klientsky´ch zˇurna´lu˚, ozna´mı´m,
zˇe ma´ aplikace (tj. jak vlastnı´ aplikace, tak samostatny´ program deˇlnı´ku˚) vyuzˇı´va´ inte-
gracˇnı´ modul tim-masterworker (soucˇa´st TIM-Messaging; vı´ce viz nı´zˇe). Kdykoliv tedy
spustı´m aplikaci nebo nove´ho deˇlnı´ka, Terracotta vzˇdy na classpath prˇida´ JAR tohoto
modulu a take´ JARy, ktere´ on sa´m potrˇebuje.
V konfiguraci pokracˇuji vy´cˇtem trˇı´d a rozhranı´, ktere´ budou muset by´t instrumen-
tova´ny (element instrumented-classes). Nejenzˇe zde tedy vypı´sˇi trˇı´dy, ktere´ budou prˇı´mo
sdı´leny, ale uvedu zde samozrˇejmeˇ i takove´, ktere´ se sdı´leny´mi objekty pouzemanipulujı´.
Jediny´m objektem, ktery´ bude v klastru prˇena´sˇen, je jednotka pra´ce (trˇı´da raytra-
cer.provider.terracotta.TerracottaWorkerJob) a tak jejı´ bytecode musı´ by´t obohacen i u vsˇech
jejı´ soucˇa´stı´. Z tohoto du˚vodu zde, prostrˇednictvı´m elementu˚ include a class-expression,
uva´dı´m implementace rozhranı´ RayTracerContext (vy´raz „raytracer.RayTracerContext+“) a
take´ vesˇkere´ trˇı´dy, ktere´ utva´rˇı´ fina´lnı´ sce´nu (vı´ce viz podkapitola D.3 v prˇı´loze D).
Poslednı´ polozˇkou konfiguracˇnı´ho souboru je element transient-fields. Jı´m oznacˇı´m
cˇleny jinak sdı´leny´ch trˇı´d, ktere´ si neprˇeji prˇena´sˇet. At’uzˇ tedy zmeˇnı´m stav RayTracer-
ContextImpl.configBean nebo RandomMaterial.GENERATOR, zˇa´dna´ z teˇchto modifikacı´ tak
nikdy nebude propagova´na do Terracotta serveru.
Mozˇna´ jste si take´ po zhle´dnutı´ vy´pisu vsˇimli, zˇe v konfiguraci chybı´ element locks.
V aplikaci totizˇ nepotrˇebuji zˇa´dnou explicitnı´ synchronizaci, a tak definici za´mku˚ mu˚zˇu
zcela vynechat. Jak pozdeˇji uka´zˇu, ty deklaruje azˇ tim-masterworker ve sve´m konfiguracˇ-
nı´m souboru a ja´ se tak o synchronizaci nijak nestara´m.
6.3.7.1.2 TIM-Messaging TIM-Messaging60 je rozsˇı´rˇenı´ Terracotty pro implementaci
aplikacı´, ktere´ komunikujı´ prostrˇednictvı´m vy´meˇny zpra´v. Poskytuje dva integracˇnı´ mo-
duly – TIM-Pipes a TIM-MasterWorker, ktere´ mimo konfiguracˇnı´ch souboru˚ definujı´ take´
sve´ vlastnı´ API.
TIM-Pipes realizuje tzv. „lightweight messaging system“ a stavı´ na na´sledujı´cı´ch kon-
ceptech:
• Pipe neboli roura
– Komunikacˇnı´ kana´l podobny´ fronteˇ, ktery´ mohou aplikace vyuzˇı´t k prˇenosu
zpra´v z jednoho konce na druhy´.
– Poskytuje dva komunikacˇnı´ styly - point-to-point61 a publish-subscribe62.
60Domovska´ stra´nka projektu je dostupna´ pod touto URL: http://forge.terracotta.org/releases/projects/
tim-messaging/.
61Prˇı´ma´ komunikace pouze dvou entit. Point-to-point komunikacˇnı´ kana´l ma´ tedy vzˇdy jen dva konce.
62V publish-subscribe modelu mu˚zˇe by´t zpra´va dorucˇena mnoha prˇı´jemcu˚m. Odesı´latel tak nikdy prˇesneˇ
nevı´, jaky´m a kolika prˇı´jemcu˚m, bude zpra´va aktua´lneˇ dorucˇena.
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• Topology neboli topologie
– Je hlavnı´m prˇı´stupovy´m bodem ke vsˇem roura´m konkre´tnı´ho „messaging“
syste´mu.
– Definuje kongregaci rour, ve ktere´ je kazˇda´ roura identifikova´na tzv. smeˇrova-
cı´m identifika´torem.
• Router neboli smeˇrovacˇ
– Zatı´mco k roura´m prˇistupujeme pomocı´ jejich smeˇrovacı´ho identifika´toru, dle
jeho hodnoty mohou by´t roury take´ vybı´ra´ny. Tento koncept realizuje pra´veˇ
Router a snazˇı´ se tak vzˇdy, dle urcˇite´ho smeˇrovacı´ho algoritmu, vybrat takovou
rouru, ktera´ bude reprezentovat aktua´lneˇ nejlepsˇı´ cestu v ra´mci klastru k urcˇite´
jeho entiteˇ.
TIM-MasterWorker vyuzˇı´va´ roury pro implementaci jednoduche´ho, ale za´rovenˇ sˇka´-
lovatelne´ho Master/Worker syste´mu. Ten umozˇnˇuje zası´la´nı´ da´vek z jednoho nebo vı´ce
mistru˚ na libovolny´ pocˇet distribuovany´ch deˇlnı´ku˚ a poskytuje hned dveˇ implementace
tohoto architektonicke´ho vzoru:
• WorkManager
– WorkManager je zalozˇen na specifikaci CommonJ Work Manager a realizuje jejı´
cˇisteˇ „POJO-based“ implementaci.
• ExecutorService
– Realizuje na´m jizˇ zna´me´ rozhranı´ java.util.concurrent.ExecutorService a umozˇ-
nˇuje tak spousˇteˇnı´ Runnable63 a Callable64 na distribuovany´ch deˇlnı´cı´ch.
Kazˇdy´Master/Worker syste´m postaveny´ nad TIM-MasterWorker sdruzˇuje sve´mistry
a deˇlnı´ky vzˇdy v ra´mci jedne´ topologie. Ta prˇirˇadı´ kazˇde´mu mistrovi a deˇlnı´ku rouru s
urcˇity´m smeˇrovacı´m ID a umozˇnı´ jim tak navza´jem komunikovat. Jak jizˇ vı´te, pro potrˇeby
me´ho projektu jsem si zvolil implementaci ExecutorService, ale i kdybych by´val zvolil
WorkManager, TIM-MasterWorker mi zarucˇı´ vzˇdy na´sledujı´cı´ chova´nı´:
• Mistrˇi a deˇlnı´ci sdı´lejı´cı´ stejnou topologii, jsou k topologii vzˇdy automaticky prˇipo-
jeni a ihned tak vidı´ i vsˇechny ostatnı´.
• Pote´, co prostrˇednictvı´m urcˇite´homistra odesˇleme jednotku pra´ce, mistr na za´kladeˇ
asociovane´ho Routeru zvolı´ vzˇdy nejlepsˇı´ trasu k jednomu z beˇzˇı´cı´ch deˇlnı´ku˚.
63Rozhranı´, ktere´ musı´ implementovat vsˇechny Java trˇı´dy, jejichzˇ instance chteˇjı´ by´t vykona´ny na externı´m
vla´kneˇ, respektive trˇı´dou java.lang.Thread.
64Rozhranı´, ktere´ realizuje stejny´ u´cˇel jako rozhranı´ Runnable, ale mu˚zˇe vyhazovat kontrolovanou vy´jimku
a vracet vy´sledek.
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– Pokud zˇa´dna´ takova´ trasa neexistuje, da´vka je topologiı´ ulozˇena do tzv. fronty
neodeslany´ch jednotek. Ta je vyprazdnˇova´na tehdy, pokud se prˇipojı´ novy´ deˇl-
nı´k, anebo kdyzˇ jaky´koliv z deˇlnı´ku˚ mistrovi ozna´mı´, zˇe je prˇipraven vykonat
novou pra´ci.
– Pokud neˇjaka´ cesta nalezena je, da´vka se ulozˇı´ do tzv. fronty odeslany´ch jed-
notek a pote´ se rourou odesˇle vybrane´mu deˇlnı´ku.
• Deˇlnı´ci si vzˇdy vybı´rajı´ da´vky ze sve´ roury, vykona´vajı´ je a vy´sledky zası´lajı´ zpeˇt
mistrovi, ktery´ danou pra´ci odeslal.
• Kdykoliv mistr obdrzˇı´ od deˇlnı´ka dokoncˇenou pra´ci, tak tuto jednotku odstranı´ z
fronty odeslany´ch jednotek.
• Pokud se mistr odpojı´, anebo selzˇe a v topologii beˇzˇı´ alesponˇ jesˇteˇ jeden dalsˇı´ mistr,
tak vsˇechny jednotky pra´ce (odeslane´ i neodeslane´) tohoto mistra budou jednomu
z beˇzˇı´cı´ch mistru˚ prˇideˇleny. Ten je pak regule´rneˇ odesˇle deˇlnı´ku˚m, jako by to udeˇlal
ten odpojivsˇı´ mistr.
• Stejneˇ tak kdyzˇ selzˇe deˇlnı´k, anebo se odpojı´, vsˇechna jeho pra´ce bude dany´m
mistrem prˇeposla´na jine´mu deˇlnı´ku.
TIM-MasterWorker, respektive TIM-Messaging splnˇuje vsˇechny pozˇadavky kladene´
na pru˚mysloveˇ pouzˇitelny´ Master/Worker syste´m:
• Kazˇdy´ deˇlnı´k i mistrma´ svou vlastnı´ rouru, a tak nedocha´zı´ k prˇı´lisˇne´mu souperˇenı´.
Syste´m je proto schopen zvla´dat i enormnı´ objemy dat.
• Vı´ce rour si jizˇ vyzˇaduje smeˇrova´nı´ a trˇı´da Router toto prˇesneˇ splnˇuje.
• Odolnost vu˚cˇi chyba´m mistru˚ a deˇlnı´ku˚ jsem zmı´nil prˇed chvı´lı´, pouze selha´nı´
jednotky pra´ce si musı´ programa´tor rˇesˇit sa´m.
• Dynamickou spra´vu klastru na´m poskytuje topologie, nebot’umozˇnˇuje mistru˚m a
deˇlnı´ku˚m se do nı´ kdykoliv prˇipojit, anebo se z nı´ odpojit.
6.3.7.1.3 RayTracerProvider pomocı´ TIM-MasterWorker V trˇı´dnı´m (viz obra´zek 11
v prˇı´loze C), respektive sekvencˇnı´m (obra´zek 12 v prˇı´loze C) diagramu jsem uka´zal, zˇe
jedine´, co moje aplikace musı´ pro zı´ska´nı´ plneˇ distribuovane´ho Master/Worker syste´mu
udeˇlat, je vyuzˇı´t pouhe´ dveˇ trˇı´dy – DistributedExecutorService a DistributedWorkerService.
Ty reprezentujı´ mistra a deˇlnı´ka a ja´ dı´ky nim, oproti trˇetı´ iteraci, opravdu nemusı´m nijak
meˇnit svu˚j zdrojovy´ ko´d. Aplikace tedy vu˚bec nevidı´ tu slozˇitou komunikacˇnı´ logiku,
synchronizaci, cachova´nı´ a dalsˇı´ vsˇemozˇne´ aspekty, ktere´ jsou pro fungova´nı´ klastru
potrˇeba. A to je pra´veˇ to, o co Terracotteˇ jde, cˇili co mozˇna´ nejvı´c vy´voj distribuovany´ch
syste´mu˚ programa´toru˚m usnadnit.
Architekturu poskytovatele graficke´ho enginu postavene´ho nad Terracottou, respek-
tive vyuzˇitı´ TIM-MasterWorker modulu v me´ aplikaci, ilustruje obra´zek 14. Po spusˇteˇnı´
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<<class>>
TerracottaWorkerService
<<class>>
DistributedWorkerService
„Dělník 1“
<<class>>
TerracottaWorkerService
<<class>>
DistributedWorkerService
„Dělník N“
„RayTracer“
<<class>>
DistributedCompletionService
<<class>>
DistributedExecutorService
„Mistr“
...
<<interface>>
Topology
„RayTracerTopology“
dávky : TerracottaWorkerJob
vyrenderované pixely : int[]
dávky : TerracottaWorkerJob
vyrenderované pixely : int[]
dávky : TerracottaWorkerJob vyrenderované pixely : int[]
Obra´zek 14: Architektura graficke´ho enginu postavene´ho nad Terracottou
aplikace se „RayTracer“ ihned spojuje s Terracotta serverem a pote´, co uzˇivatel zazˇa´da´ o
vyrenderova´nı´ sce´ny prostrˇednictvı´m tohoto poskytovatele (v programu jako „Terracotta
RayTracer“), aplikace se pomocı´ DistributedExecutorService prˇipojı´ do jizˇ existujı´cı´ topo-
logie („RayTracerTopology“). Mistr tedy beˇzˇı´ v ra´mci virtua´lnı´ho stroje aplikace a ihned
si, po prˇijetı´ renderovacı´ho kontextu, sce´nu rozdeˇlı´ na urcˇity´ pocˇet jednotek (Terracot-
taWorkerJob). Ty pak dle urcˇite´ho smeˇrovacı´ho algoritmu odesˇle prostrˇednictvı´m jejich
rour vybrany´m deˇlnı´ku˚m – tj. instancı´m DistributedWorkerService, ktere´ jsou spousˇteˇny
my´m dedikovany´m programem (TerracottaWorkerService). Ty pak prˇijate´ da´vky zpracujı´ a
vyrenderovane´ pixely, jako celocˇı´selna´ pole, odesı´lajı´ zpeˇt mistrovi. Ten pro neˇ na´sledneˇ
vytva´rˇı´ uda´losti typu ScreenUpdateEvent, ktery´mi nakonec notifikuje aplikaci. A tento
proces beˇzˇı´ tak dlouho, dokud mistr neobdrzˇı´ i ty poslednı´ pixely.
Pokud tedy ja´ nemusı´m rˇesˇit slozˇitosti distribuovane´hoprogramova´nı´, kdo tedy?Ano,
TIM-MasterWorker sice promne kompletneˇ implementuje vysoce vy´konny´Master/Wor-
ker syste´m, ale, jak uzˇ jsem rˇekl, i on je slozˇen pouze z relativneˇ jednoduchy´ch POJO.
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Vesˇkere´ nı´zko-u´rovnˇove´ aspekty tak opravdu zu˚sta´vajı´ jenom na bedrech Terracotty a
na tomto projektu je tak kra´sneˇ videˇt, jak i pru˚mysloveˇ pouzˇitelne´ho rˇesˇenı´ mu˚zˇeme
docı´lit pouhy´m sdı´lenı´m objektu˚. Vsˇe je tedy pro mou aplikaci a TIM-Messaging zcela
transparentnı´ a data se tak v topologii opravdu prˇesouvajı´ pouze na u´rovni JVM.
Podrobny´ popis fungova´nı´ TIM-Messaging, respektive TIM-MasterWorker je uveden
v prˇı´loze F.
6.3.8 Pa´ta´ iterace
U´kolem te´to iterace je realizovat Master/Worker syste´m, respektive implementovat no-
ve´ho poskytovatele graficke´ho enginu, bez pouzˇitı´ Terracotty. Rˇesˇenı´ musı´ by´t navı´c
implementova´no tak, aby splnˇovalo, pokud mozˇno, opeˇt vsˇechny vytycˇene´ vlastnosti
– tedy by´t schopno vykona´vat spoustu da´vek najednou, prova´deˇt load balancing, by´t
rezistentnı´ vu˚cˇi chyba´m deˇlnı´ku˚ a umozˇnˇovat dynamickou spra´vu klastru.
6.3.8.1 Vy´stup iterace K rˇesˇenı´ jsem vyuzˇil projekt JPPF65, ktery´ je pru˚myslovou
implementacı´ Master/Worker syste´mu. Zvolil jsem jej z toho du˚vodu, nebot’ splnˇuje
vsˇechny vy´sˇe pozˇadovane´ vlastnosti a je peˇkneˇ navrzˇen.
Stejneˇ jako ve cˇtvrte´ iteraci, i zde zacˇneˇme popisem architektury. JPPF nenı´ framework
pro tvorbu libovolny´ch distribuovany´ch syste´mu˚, ale implementuje pouze vzor Mas-
ter/Worker. Jeho architektura je tedy velmi jednoducha´ a skla´da´ se pouze ze trˇı´ za´klad-
nı´ch entit. Jak mu˚zˇete videˇt na obra´zku 15, teˇmito entitami jsou client, JPPF Server a Node.
Uzly client zde reprezentujı´ aplikace, JPPF Server mistry a Nodes jednotlive´ deˇlnı´ky. Tyto
entity mohou vytva´rˇet libovolneˇ prova´zanou sı´t’a stejneˇ jako u Terracotty, i zde, pokud
naprˇ. selzˇe jeden z mistru˚ cˇi deˇlnı´ku˚, ostatnı´ uzly ihned prˇeberou jeho nedokoncˇenou
pra´ci.
Toto tedy byla architektura z „ptacˇı´“ perspektivy a nynı´ se podı´va´me, jaky´m zpu˚-
sobem jsou zpracova´va´ny pozˇadavky jednotlivy´ch klientu˚. Princip zpracova´nı´ da´vky
zobrazuje obra´zek 16. Jak mu˚zˇete videˇt, da´vky jsou odesı´la´ny metodou Submit, ktera´ je
soucˇa´stı´ klientske´ho API, jezˇ ma´ kazˇdy´ klient k dispozici. Tato metoda da´vku odesˇle na
pozˇadovany´ server, ktery´ si ji ulozˇı´ do sve´ fronty. Odtud si ji na´sledneˇ vyzvedne sub-
syste´mu s na´zvem Task Bundler, ktery´ je v JPPF zodpoveˇdny´ za smeˇrova´nı´, respektive
load balancing. Ten jizˇ prova´dı´ odesı´la´nı´ da´vek na jednotlive´ deˇlnı´ky. Vzˇdy, kdyzˇ deˇlnı´k
(Node) da´vku prˇijme (ta se v JPPF nazy´va´ Task), provede nejprve jejı´ deko´dova´nı´ (tj. take´
deserializaci), pote´ ji spustı´ a nakonec odesˇle jejı´ vy´sledky.
Ted’ jizˇ k samotne´mu rˇesˇenı´. K jeho popisu jsem zvolil trˇı´dnı´ diagram (viz obra´zek 15
v prˇı´loze C), ktery´ sice vypada´ velky´, ale slozˇity´ nenı´. Velky´ je prˇedevsˇı´m z toho du˚vodu,
nebot’ obsahuje take´ trˇı´dy a rozhranı´ ze spolecˇne´ho API pro poskytovatele graficky´ch
enginu˚. Tyto trˇı´dy zde jizˇ nebudu popisovat, ale uvedl jsem je proto, abych uka´zal, jaky´m
zpu˚sobem je JPPF rˇesˇenı´ do aplikace RayTracer integrova´no.
Kdykoliv chce aplikace vyrenderovat sce´nupomocı´ JPPFposkytovatele, vytvorˇı´ se pro
dany´ kontext (RayTracerContext) objekt typu JPPFMaster. Ten, stejneˇ jako minula´ rˇesˇenı´,
65Tento projekt je dostupny´ z te´to adresy: http://www.jppf.org.
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JPPF Server
Nodes
Nodes
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client
client
client
client
client
client
client
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Obra´zek 15: Architektura projektu JPPF
Execution Layer
Task Bundler
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Notify completion
Receive results
Read request Send response
Server Layer
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Application
JPPF ClientSumbit
Return 
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Task Set
...
Task Set
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JPPF Node
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Send 
results
Obra´zek 16: Princip zpracova´nı´ da´vek v projektu JPPF
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sce´nu nejprve rozdeˇlı´ na urcˇity´ pocˇet cˇa´stı´ a pro kazˇdou tuto cˇa´st vytvorˇı´ objekt typu Ra-
yTracerJPPFTask. Tento objekt rozsˇirˇuje trˇı´du JPPFTask, ktera´ v projektu JPPF reprezentuje
da´vku, a mu˚zˇe tak by´t vykona´va´na JPPF deˇlnı´ky. Da´vky avsˇak nemohou by´t odesı´la´ny
mistrovi samostatneˇ, ale vzˇdy v ra´mci tzv. „jobu˚“, respektive objektu˚ JPPFJob. JPPFJob
tedy slouzˇı´ k sdruzˇenı´ vsˇech da´vek, ktere´ patrˇı´ k jednomu vy´pocˇtu a v me´m prˇı´padeˇ je to
vyrenderova´nı´ jedne´ sce´ny. JPPFMaster tedy po vytvorˇenı´ vsˇech da´vek na´sledneˇ vytvorˇı´
take´ jeden JPPFJob, ktere´mu pote´, metodou addTask(JPPFTask), vsˇechny da´vky prˇeda´.
Aby mohlo vyrenderova´nı´ sce´ny probeˇhnout, musı´m JPPFJob nejprve nakonfigurovat.
Metodou setId(String) mu nastavuji jednoznacˇne´ ID, ktere´ potrˇebuji pro jeho prˇı´padne´
zastavenı´. Metodu setDataProvider(DataProvider) vola´m z toho du˚vodu, aby meˇly jednot-
live´ da´vky, respektive tasky, beˇhem vykona´va´nı´ na deˇlnı´cı´ch, prˇı´stup k renderovacı´mu
kontextu. Dalsˇı´ metodou, kterou je nutne´ zavolat, je setResultListner(TaskResultListener).
Tato metoda nastavuje posluchacˇe, ktere´mu jsou zası´la´ny ty tasky, ktere´ jizˇ dokoncˇili svu˚j
vy´pocˇet. JPPFMaster toto rozhranı´ implementuje, a tı´mto zpu˚sobem tak zı´ska´va´ vyrende-
rovane´ pixely jednotlivy´ch da´vek.
Zby´va´ popsat trˇı´dy JPPFClient a JMXDriverConnectionWrapper. Jak asi tusˇı´te, pomocı´
trˇı´dy JPPFClient se aplikace RayTracer prˇipojuje k JPPF Serveru˚m. JPPF Servery jsou sa-
mozrˇejmeˇ spousˇteˇny mimo aplikaci a prˇi jejı´m startu jizˇ musı´ beˇzˇet. Poneˇvadzˇ JPPFClient
je jedinou trˇı´dou, ktera´ komunikuje se serverem, obsahuje metodu submit(JPPFJob), kte-
rou se odesı´la´ „renderovacı´ “ job. Jelikozˇ RayTracer take´ umozˇnˇuje renderova´nı´ ukoncˇit,
JPPF obsahuje take´ trˇı´du JMXDriverConnectionWrapper s metodou cancelJob(String jobId).
Kdykoliv je tato metoda zavola´na, je job s dany´m jobId ukoncˇen.
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7 Vy´konnostnı´ porovna´nı´ jednotlivy´ch rˇesˇenı´
Tato kapitola je veˇnova´na vy´konnostnı´mu porovna´nı´ Master/Worker syste´mu˚ Terracotta
a JPPF. Jejich vy´kon si oveˇrˇı´m na testovacı´ sce´neˇ, prˇicˇemzˇ budu sledovat, jak efektivneˇ
doka´zˇou vyuzˇı´t dostupny´ hardware. Otestuji tedy jejich sˇka´lovatelnost, kdy pro vy´pocˇet
nejprve vyhradı´m pouze jedno ja´dro, pote´ dveˇ, trˇi a nakonec celkoveˇ cˇtyrˇi. Zı´skane´
vy´sledky, respektive cˇasy potrˇebne´ k vyrenderova´nı´ sce´ny, take´ na´sledneˇ okomentuji a
pokusı´m se vysveˇtlit, procˇ byly nameˇrˇeny pra´veˇ tyto vy´sledky.
Pro vy´konnostnı´ porovna´nı´ jsem si zvolil testovacı´ sce´nu o rozmeˇrech 800x600 pixelu˚
s 20 sveˇtelny´mi objekty a 75 koulemi. Testoval jsem na rodinny´ch osobnı´ch pocˇı´tacˇı´ch,
ktery´ch ma´me doma celkoveˇ trˇi. Jedna´ se o jeden notebook a dva stolnı´ pocˇı´tacˇe. Jejich
detailnı´ konfiguraci si mu˚zˇete prohle´dnout v podkapitole E.1 v prˇı´loze E, zde bych chteˇl
pouze popsat model nasazenı´ pro testovacı´ potrˇeby (viz podkapitola E.2 v prˇı´loze E).
Rozhodl jsem se, zˇe notebook bude plnit pouze roli serveru˚ a stolnı´ pocˇı´tacˇe pak roli
deˇlnı´ku˚. Na notebook jsem tedy umı´stil jak Terracotta server, server JPPF, tak i vlastnı´
aplikaci. Na zbyly´ch dvou pocˇı´tacˇı´ch jsem pote´ spousˇteˇl jednotlive´ deˇlnı´ky a to nejprve
jednoho, dva, potom trˇi a nakonec cˇtyrˇi. Tento pocˇet jsem zvolil za´meˇrneˇ a to s ohledem
na dostupna´ vy´pocˇetnı´ ja´dra. Kazˇdy´ pocˇı´tacˇ jich ma´ totizˇ jenom dveˇ a na kazˇde´m jsem
tak mohl rozbeˇhnout maxima´lneˇ dva deˇlnı´ky (dva pro kazˇdou z technologiı´).
Tı´m, zˇe jsem ihned netestoval pouze na vsˇech cˇtyrˇech ja´drech, ale postupneˇ, jsem
zı´skal mozˇnost oveˇrˇit si sˇka´lovatelnost obou syste´mu˚. Zajı´malo mne tedy, zda sˇka´la,
s rostoucı´m pocˇtem jader, bude u syste´mu˚ linea´rnı´, anebo zda, na vy´sledny´ch cˇasech
renderova´nı´, bude zrˇetelna´ syste´mova´ rezˇie.
Oba syste´my podporujı´ da´vkove´ zpracova´nı´, a tak jsem nejprve provedl testy s ve-
likosti da´vky 5000 pixelu˚, pote´ s 1000 pixely a nakonec pouze 500 pixely. S ohledem na
rozmeˇry sce´ny (800x600=480000 pixelu˚) takmusely, v prvnı´mprˇı´padeˇ, syste´my zpracovat
96 da´vek, v druhe´m 480 a nakonec ve trˇetı´m 960 da´vek.
Nastavenı´ syste´mu˚, respektive mistru˚ a deˇlnı´ku˚, jsem ponechal te´meˇrˇ vy´chozı´, pouze
jsem nastavil, at’program deˇlnı´ku˚ vyuzˇı´va´ vzˇdy pouze jedno vla´kno. Da´le jsem zajistil,
at’vy´sledky jsou aplikaci posı´la´ny ihned a ne da´vkoveˇ – to z toho du˚vodu, aby byla sce´na
vykreslova´na plynule a ne skokoveˇ, tj. naprˇ. po 50 da´vka´ch.
Fina´lnı´ vy´sledky ukazuje tabulka E.3 v prˇı´loze E. Sce´nu jsem, pro prˇesnost, prˇi dane´m
nastavenı´, vyrenderoval vzˇdy trˇikra´t a na´sledneˇ jsem ze zı´skany´ch cˇasu˚ udeˇlal pru˚meˇr.
Tyto pru˚meˇrne´ cˇasy jsem pote´ vizualizoval pomocı´ spojnicovy´ch grafu˚, ktery´ch je, podle
velikosti da´vky, celkoveˇ trˇi. Kazˇdy´ graf tedy ilustruje, jak si syste´my pru˚meˇrneˇ vedly prˇi
dane´ velikosti da´vky a s dany´m pocˇtem deˇlnı´ku˚. Do grafu jsem take´, pro kazˇdy´ syste´m,
zakreslil tzv. „idea´lnı´“ krˇivku, ktera´ vzˇdy zacˇı´na´ v dosazˇene´m cˇase s jednı´m deˇlnı´kem a
pote´, s kazˇdy´m novy´m deˇlnı´kem, jsem cˇas dvakra´t zmensˇil. Tato krˇivka tak prˇedstavuje
linea´rnı´ sˇka´lu, kterou by syste´m, v idea´lnı´m prˇı´padeˇ, mohl dosa´hnout. Prˇedpokla´dal
jsem, zˇe cˇas by meˇl by´t zhruba dvakra´t tak mensˇı´, pokud vzˇdy zdvojna´sobı´m66 vy´pocˇetnı´
vy´kon. Grafy jsou zobrazeny v na´sledujı´cı´ podkapitole.
66Zhruba, protozˇe pocˇı´tacˇe nemajı´ stejny´ vy´kon.
70
Vy´sledky uka´zaly, zˇe ani jeden ze syste´mu˚ se nedoka´zal prˇiblı´zˇit idea´lnı´ hranici, a
zˇe tedy znacˇna´ cˇa´st vy´pocˇetnı´ho vy´konu padla na syste´movou rezˇii – zpracova´nı´ dat,
serializace, synchronizace apod. Prˇi velikosti da´vky 5000 pixelu˚ si byly syste´my jesˇteˇ
vcelku rovny (JPPF o trochu rychlejsˇı´), ovsˇem s na´ru˚stem pocˇtu da´vek se situace rapidneˇ
zmeˇnila. Uka´zalo se, zˇe cˇı´m vı´ce da´vekmusı´ syste´m zpracovat, tı´m je Terracotta podstatneˇ
rychlejsˇı´.
7.1 Vizualizace nameˇrˇeny´ch vy´sledku˚
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Obra´zek 17: Graf vy´sledku˚ pro da´vku o velikosti 500 pixelu˚
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Obra´zek 18: Graf vy´sledku˚ pro da´vku o velikosti 1000 pixelu˚
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Obra´zek 19: Graf vy´sledku˚ pro da´vku o velikosti 5000 pixelu˚
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8 Prˇevod existujı´cı´ aplikace na platformu Terracotta
V te´to kapitole bych chteˇl podat na´vod, jaky´m zpu˚sobem lze jizˇ existujı´cı´ distribuovanou
aplikaci portovat na platformu Terracotta.
Prˇedtı´m, nezˇ ale zacˇnemeoprˇevoduaplikacevu˚becprˇemy´sˇlet, je dobre´ si uveˇdomit, co
na´m Terracotta vlastneˇ nabı´zı´. Prˇevod by jinak samozrˇejmeˇ nemeˇl smysl, pokud by Terra-
cotta nemeˇla aplikaci co nabı´dnout. Prˇipomenˇme si tedy definici Terracotty: Terracotta
je transparentnı´ klastrovacı´ sluzˇba pro Java aplikace. Je to technologie, ktera´ klastrova´nı´
prˇena´sˇı´ z architektury do aplikacˇnı´ infrastruktury. Nabı´zı´ tedy prˇedevsˇı´m snadny´ zpu˚-
sob, jak lze, bez jake´hokoliv slozˇite´ho ko´du a databa´ze, transparentneˇ sˇka´lovat a za´rovenˇ
zachovat vysokou dostupnost.
Terracotta je ze sve´ podstaty prˇedurcˇena k opravdu sˇiroke´mu pouzˇitı´. Pro mnohe´
typy aplikacı´ tak nabı´zı´ takove´ mozˇnosti, ktere´ s vy´hodou mohou vyuzˇı´t. Nejrychlejsˇı´
cestou, jak lze Terracottu integrovat do sta´vajı´cı´ch rˇesˇenı´, jsou integracˇnı´ moduly (viz
podkapitola 5.2.2). Teˇch totizˇ existuje spoustu a veˇtsˇinou kazˇdy´ typ aplikace najde takovy´
modul, ktery´ pomu˚zˇe v rˇesˇenı´ neˇjake´ho jejı´ho proble´mu. Du˚lezˇite´ je, zˇe, s integracˇnı´mi
moduly, vyuzˇitı´ Terracotty aplikaci zpravidla nic nestojı´.
Prˇı´kladem mohou by´t naprˇ. webove´ aplikace, ktery´m Terracotta nabı´zı´ „out-of-the-
box“ sdı´lenı´ relacı´. To realizuje prostrˇednictvı´m integracˇnı´chmodulu˚, ktere´ jsou jizˇ vytvo-
rˇeny pro konkre´tnı´ aplikacˇnı´ servery (naprˇ. pro Jetty, Tomcat, Glassfish nebo JBoss AS).
Pokud se tedy neˇktery´ z teˇchto aplikacˇnı´ch serveru˚ spustı´, s dany´mmodulem, nad Terra-
cottou, budou automaticky sdı´leny relace vsˇech jeho aplikacı´. Toto vsˇe bude samozrˇejmeˇ
pro aplikace naprosto transparentnı´.
Z du˚vodu, zˇe typu˚ distribuovany´ch aplikacı´ a integracˇnı´chmodulu˚ je spousta, nebudu
zde popisovat ru˚zne´ druhy prˇevodu˚, ale radeˇji uvedu pouze obecneˇ pouzˇitelna´ pravidla,
ktera´ umozˇnı´ prˇevod typicke´ distribuovane´ aplikace na platformu Terracotta.
8.1 Algoritmus prˇevodu
V za´sadeˇ lze rˇı´ci, zˇe pokud distribuovana´ aplikace sdı´lı´, mezi svy´mi pocˇı´tacˇi, neˇjaky´ stav,
lze ji portovat do Terracotty. S vy´hodou totizˇ mu˚zˇeme vyuzˇı´t transparentnı´ distribuova-
nou cache, respektive automaticke´ sdı´lenı´ objektu˚, ktere´ na´m Terracotta nabı´zı´.
Co tedymusı´me udeˇlat proto, abychom aplikaci prˇevedli? Na tuto ota´zku se pokusı´m
odpoveˇdeˇt prˇı´kladem. Konkre´tneˇ na´m zna´mou aplikacı´ HelloClusteredWorld z kapitoly
5.1. Prˇedstavte si, zˇe pu˚vodnı´ program HelloClusteredWorld jste jizˇ na Terracottu prˇevedli
a zˇe vy´pis 2 tak ukazuje zdrojovy´ ko´d po prˇevodu. Jak ale vypadal program prˇedtı´m a co
jsme museli pro jeho prˇevod udeˇlat?
Programmohl vypadat asi tak, jak ukazuje vy´pis 13. Vidı´me, zˇe na rozdı´l od Terracotty
je zde potrˇeba neˇjake´ho externı´ho API. Konkre´tneˇ metody get(String key) a put(String key,
Object value), ktery´mi programa´tor zı´ska´va´ a nacˇı´ta´ sdı´lene´ objekty z cache. Pokud zavola´
put, mu˚zˇe kopii value pozdeˇji zı´skat vola´nı´m get.
public class HelloClusteredWorldWithAnAPI {
...
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private static char[] buffer ;
...
public static void main( String args[] ) throws Exception {
while( true ) {
// explicitni synchronizace zde jiz neni potreba
// synchronized( buffer ) {
// ziskani aktualni hodnoty sdileneho bufferu
// poznamka: pravdepodobne dojde k deserializaci
buffer = cluster .get( ”HelloClusteredWorldBufferID” );
// prace s bufferem ...
// poznamka: pravdepodobne dojde k serializaci
Cluster.put( ”HelloClusteredWorldBufferID”, buffer ) ;
Thread.sleep( 100 );
// }
}
}
}
Vy´pis 13: Distriubovana´ varianta HelloClusteredWorld bez pouzˇitı´ Terracotty
Oproti rˇesˇenı´ s Terracottou zde jizˇ nenı´ potrˇeba synchronizace a aplikace prova´dı´
serializaci a deserializaci vzˇdy cele´ho bufferu do/ze sı´teˇ.
At’uzˇ get cˇi put nahradı´me jinou technologiı´67, ko´d po prˇevodu bude vzˇdy stejny´. Na
neˇm tedy kra´sneˇ vidı´me, co vsˇe za na´s Terracotta prova´dı´. Porovna´nı´m zdrojovy´ch ko´du˚
dojdeme k za´veˇru, co je zhruba potrˇeba udeˇlat, abychom obecnou aplikaci portovali do
Terracotty:
1. Nejprve musı´me identifikovat sdı´lene´ objekty cˇili data, ktera´ jednotlive´ aplikacˇnı´
uzly mezi sebou sdı´lejı´.
2. Nynı´ pro tyto sdı´lene´ objekty vytvorˇı´me korˇeny. Bud’tedy sdı´lene´ objekty oznacˇı´me
prˇı´mo jako korˇeny, anebo budeme sdı´let kolekce, do ktery´ch budeme tyto objekty
ukla´dat.
3. Kolemkorˇenu˚ vytvorˇı´me libovolne´API. Tı´mtoAPIbudemenejenomsdı´lene´ objekty
vytva´rˇet (tı´m, zˇe je prˇida´me do hierarchie jednoho z korˇenu˚), ale take´, dle potrˇeby
aplikace, s nimi libovolneˇ manipulovat.
4. Da´le musı´me ve zdrojove´m ko´du identifikovat ta mı´sta, kde se sdı´leny´mi objekty
pracujeme. Pote´ tato mı´sta, respektive jejich sta´vajı´cı´ ko´d, nahradit za API, ktere´
jsme si vytvorˇili v kroku 3.
67Naprˇı´klad technologiemi jako je JDBC, JMS nebo RMI. Metoda put by zde byla nahrazena vola´nı´m
metod statement.execute(UPDATE), producer.send(), respektive objectImpl.invoke(). Metoda get pak naprˇı´klad
metodami statement.execute(SELECT), consumer.receive() a objectImpl.request().
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5. Integraci nove´ho API do pu˚vodnı´ho ko´du ma´me hotovou a nynı´ se tedy mu˚zˇeme
pustit do synchronizace. Platı´, zˇe v synchronizovany´ch blocı´ch, respektive v kon-
textech za´mku˚ bychom meˇli stra´vit, co nejme´neˇ cˇasu. Toho dosa´hneme tı´m, zˇe
aplikujeme tzv. „fine-grained“ prˇı´stup, kdy za´mky a synchronizovane´ bloky umı´s-
tı´me opravdu azˇ tam, kde uzˇ je to nezbytneˇ potrˇeba. V nasˇem prˇı´padeˇ to znamena´
vlozˇenı´ synchronizace prˇı´mo do API z kroku 3 a ne do mı´st, ktere´ jsme nalezli
v kroku prˇedchozı´m. Vy´jimku udeˇla´me pouze tehdy, pokud ko´d prova´dı´ mnoho
zmeˇn najednou a tyto zmeˇny chce prove´st v jedne´ jedine´ transakci. Tehdy totizˇ
vyuzˇijeme prˇı´stup zcela opacˇny´, tzv. „coarse-grained“, kdy do prˇevedene´ho ko´du,
a ne tedy do nasˇeho API, umı´stı´me explicitnı´ synchronizaci a v kontextu pouze
jednoho za´mku provedeme vsˇechny pozˇadovane´ zmeˇny do sdı´leny´ch objektu˚. Ex-
plicitnı´ synchronizaci, do prˇevedene´ho ko´du, da´me take´ tam, kdy prˇı´mo, tj. bez API
z kroku 3, prˇistupujeme ke sdı´lene´mu objektu. Zdema´m namysli prˇedevsˇı´m prˇı´my´
prˇı´stup ke korˇenu˚m.
6. Na za´kladeˇ korˇenu˚, vytvorˇene´ho API a prˇevedene´ho ko´du sestavı´me konfiguracˇnı´
soubor tc-config.xml. Korˇeny tedy definujeme elementem roots, da´le vytvorˇı´me se-
znam instrumented-classes a nakonec elementem locks definujeme synchronizaci. U
synchronizace navı´c, dle konkre´tnı´ metody cˇili tam, kde v ko´du s urcˇity´m sdı´leny´m
objektemmanipulujeme, provedeme taky rozhodnutı´, zda za´mek bude sdı´leny´ (za´-
mek typu read), anebo exkluzivnı´ (za´mek typu write).
7. Do tc-config.xml doplnı´me ostatnı´ u´daje: servery (servers), klienty (clients), transient-
fields, distribuovane´ metody (distributed-methods) atd.
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9 Za´veˇr
Cı´lem te´to pra´ce bylo popsat platformu Terracotta, navrhnout vlastnı´ rˇesˇenı´ dle jejı´ho
konceptu a toto rˇesˇenı´ na´sledneˇ nad nı´ implementovat. Pote´ tuto aplikaci realizovat take´
bez jejı´ pomoci a nakonec tato dveˇ rˇesˇenı´ vza´jemneˇ porovnat. Poslednı´m u´kolem pak
bylo podat obecny´ na´vod, jaky´m lze libovolnou distribuovanou aplikaci prˇeve´st na tuto
platformu.
9.1 Prˇı´nos te´to pra´ce
Vsˇechny cı´le byly splneˇny. Domnı´va´m se, zˇe platformu Terracotta jsem popsal opravdu
zevrubneˇ, nebot’jsem ji veˇnoval cele´ trˇi kapitoly. Nejdrˇı´ve jsem uvedl jejı´ historii a nastı´nil
du˚vody, ktere´ vedly k jejı´mu vzniku. Na´sledneˇ jsem velmi podrobneˇ popsal jejı´ definici a
to na jejı´ analogii k NAS. Nakonec jsem, formou jednoduche´ho prˇı´kladu, cˇtena´rˇi uka´zal,
jak single-JVM aplikaci lze nad Terracottou jednodusˇe distribuovat. A aby byl popis
Terracotty kompletnı´, popsal jsem take´ te´meˇrˇ vsˇechny elementy jejı´ho konfiguracˇnı´ho
souboru. Myslı´m si, zˇe prˇı´nosem teˇchto kapitol je pomeˇrneˇ uceleny´ popis Terracotty a jejı´
prˇiblı´zˇenı´ cˇesky´m programa´toru˚m. Prozatı´m jsem totizˇ nevideˇl, zˇe by se neˇkdo, ve sve´
za´veˇrecˇne´ pra´ci, Terracottou zaby´val.
Jako vlastnı´ rˇesˇenı´ jsem si zvolil implementaci architektonicke´ho vzoru Master/Wor-
ker. Konkre´tneˇ jsem nad nı´m realizoval program renderujı´cı´ 3D sce´ny pomocı´ algoritmu
sledova´nı´ paprsku. Realizaci programu jsem rozdeˇlil do neˇkolika vy´vojovy´ch iteracı´. V
prvnı´ iteraci jsem implementoval uzˇivatelske´ rozhranı´ programu a to prozatı´m bez jake´-
koliv aplikacˇnı´ logiky. Tu jsem postupneˇ prˇida´val v na´sledujı´cı´ch iteracı´ch, nezˇ aplikace
dosa´hla takove´ho stavu, ktery´ jsem si stanovil ve vizi. Po pa´te´ iteraci tedy byla aplikace
schopna renderovat sce´nu jak s Terracottou, tak bez nı´ a to konkre´tneˇ pomocı´ projektu
JPPF. Obeˇ rˇesˇenı´ jsem na´sledneˇ take´ porovnal a vy´sledky srovna´nı´ umı´stil do kapitoly 7.
Prˇı´nosem te´to cˇa´sti pra´ce je uka´zka vyuzˇitı´ Terracotty prˇi rˇesˇenı´ rea´lne´ho proble´mu.
V poslednı´ kapitole jsem uvedl obecneˇ pouzˇitelna´ pravidla, ktera´ programa´torˇi, jizˇ
existujı´cı´ch, distribuovany´ch aplikacı´ mohou pouzˇı´t, pokud sve´ aplikace chteˇjı´ portovat
na platformu Terracotta.
9.2 Dalsˇı´ vy´voj
Acˇkoliv jsem cˇtena´rˇi uka´zal prakticke´ vyuzˇitı´ Terracotty naMaster/Worker syste´mu, chteˇl
bych ji take´ otestovat na jine´m, nezˇ cˇisteˇ embarrassingly parallel proble´mu. Zajı´mala by
mne totizˇ jejı´ sˇka´lovatelnost a tı´m i vy´konnost, pokud by se cˇasto meˇnila sdı´lena´ data.
Take´ bych se chteˇl vı´ce veˇnovat hlavnı´mu zameˇrˇenı´ Terracotty, ktery´m jsou webove´
aplikace. Popsal bych relevantnı´ integracˇnı´ moduly, prˇicˇemzˇ bych se zameˇrˇil prˇedevsˇı´m
na jejı´ spojenı´ s technologiemi Ehcache, Hibernate a Spring.
Dalsˇı´m pla´nem je udeˇlat zevrubneˇjsˇı´ testova´nı´. Do meˇrˇenı´ bych chteˇl totizˇ zapojit i
profilova´nı´, abych prˇesneˇ zjistil, zda to, coma´ nejveˇtsˇı´ (negativnı´) vliv na vy´sledny´ vy´kon
je komunikace po sı´ti, synchronizace anebo neˇco jine´ho.
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Cˇtena´rˇu˚m bych chteˇl nakonec take´ prˇedstavit tzv. Terracotta Developer Console, cozˇ
je monitorovacı´ a diagnosticky´ na´stroj pro Terracottu.
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11 Prˇı´lohy
A Funkcˇnı´ a nefunkcˇnı´ pozˇadavky aplikace RayTracer
– Prˇı´loha umı´steˇna na CD v souboru diplomova prace prilohy.pdf.
B Uzˇivatelske´ rozhranı´ aplikace RayTracer
– Prˇı´loha umı´steˇna na CD v souboru diplomova prace prilohy.pdf.
C Diagramy aplikace RayTracer
– Prˇı´loha umı´steˇna na CD v souboru diplomova prace prilohy.pdf.
D Vy´pisy hlavnı´ch zdrojovy´ch ko´du˚ aplikace RayTracer
– Prˇı´loha umı´steˇna na CD v souboru diplomova prace prilohy.pdf.
E Detaily k vy´konnostnı´mu porovna´nı´ jednotlivy´ch rˇesˇenı´
– Prˇı´loha umı´steˇna na CD v souboru diplomova prace prilohy.pdf.
F Integracˇnı´ modul TIM-MasterWorker
– Prˇı´loha umı´steˇna na CD v souboru diplomova prace prilohy.pdf.
G Uka´zkova´ aplikace HelloClusteredWorld
– Aplikace umı´steˇna na CD ve slozˇce HelloClusteredWorld.
H Aplikace RayTracer
– Aplikace umı´steˇna na CD ve slozˇce RayTracer.
