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Abstract
For a 1-dependent stationary sequence fXng we rst show that if u satises p1 = p1(u) =
P(X1>u)60:025 and n> 3 is such that 88np3161, then
Pfmax(X1; : : : ; Xn)6ug=   n + Ofp31(88n(1 + 124np31) + 561)g; n> 3;
where
= 1− p2 + 2p3 − 3p4 + p21 + 6p22 − 6p1p2;
 = (1 + p1 − p2 + p3 − p4 + 2p21 + 3p22 − 5p1p2)−1
with
pk = pk(u) = Pfmin(X1; : : : ; Xk)>ug; k>1
and
jO(x)j6jxj:
From this result we deduce, for a stationary T -dependent process with a.s. continuous path fYsg,
a similar, in terms of Pfmax06s6kT Ys <ug, k = 1; 2 formula for Pfmax06s6tYs6ug, t > 3T
and apply this formula to the process Ys=W (s+1)−W (s); s>0, where fW (s)g is the Wiener
process. We then obtain numerical estimations of the above probabilities. c© 1999 Published
by Elsevier Science B.V. All rights reserved.
AMS classication: 60G10
Keywords: Increments of Wiener process { rst passage time; Stationary T -dependent processes
1. Introduction and results
Let fYsgs>0 be a strictly stationary process with a.s. continuous path. In many applied
problems (see Leadbetter et al., 1983), one is interested in estimating the probability
distribution of the rst crossing time, (u), of a given level u, by fYsg,
Pf(u)6tg= 1− P

max
06s6t
Ys <u

; t > 0:
0304-4149/99/$ { see front matter c© 1999 Published by Elsevier Science B.V. All rights reserved.
PII: S0304 -4149(98)00088 -X
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In many cases it is reasonable to assume that fYsg is T -dependent (for some T > 0,
(Ys; 06s6t) and (Ys; s> t + T ), T > 0, are independent). Then the sequence
Xn = max
(n−1)T6s6nT
Ys; n>1
is stationary 1-dependent and
P

max
06s6n
Ys <u

= Pfmax(X1; : : : ; Xn)<ug; n>1:
In this paper we establish new formulas, adapted for the numerical estimation of the
above probabilities and study the particular case of the process Ys = W (s + 1) −
W (s); s>0, where fW (t)g is the Wiener process. The paper is composed of three
parts. In the rst part (Section 2) we prove the following Theorems 1{4 which are
based on a previous result obtained in Haiman (1987), (Theorem 1). Let fXngn>1
be a strictly stationary 1-dependent sequence of random variables with marginal d.f.
F(x) = PfX16 xg.
Let = inffu; F(u)> 0g and !=maxfu; F(u)< 1g.
For <x<!, dene the sequence of functions
pn = pn(x) = Pfmin(X1; : : : ; Xn)>xg; n>1; p0(x) = 1 (1.1)
and let
C(Z) = Cx(Z) = 1 +
1X
k=1
(−1)kpk−1Zk : (1.2)
Observe that, by 1-dependence, we have
pn6p
[(n+1)=2]
1 ; n>1; (1.3)
where [ ] stands for the integer part. Thus, the series C(Z) converges in norm for
jZ j<p−1=21 .
Notice that, for reasons related to the application of these results (see end of the
section), we restrict the range of p1 to p160:025.
Theorem 1. For x such that 0<p1(x)60:025; Cx(Z) has an unique zero (x); of
order of multiplicity 1; inside the interval (1; 1 + 2p1); such that
j− (1 + p1 − p2 + p3 − p4 + 2p21 + 3p22 − 5p1p2)j687p31: (1.4)
From Eq. (1.3) we then easily deduce the following.
Corollary 1. The function  of Theorem 1 is such that
j− (1 + p1 − p2 + 2(p1 − p2)2)j6p21(1 + 87p1)63:2p21: (1.5)
Thus; for any > 0; if p16=87 the factor of p21 in the right-hand term of Eq. (1.5)
is 1 + .
Let
qn = qn(x) = Pfmax(X1; : : : ; Xn)6xg; n>1: (1.6)
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Theorem 2. We have
q1 = 1− p1; q2 = 1− 2p1 + p2; q3 = 1− 3p1 + 2p2 + p21 − p3
and for n> 3 if p160:025;
jqnn − (1− p2 + 2p3 − 3p4 + p21 + 6p22 − 6p1p2)j6561p31: (1.7)
In the following we shall note by O(x) a function, which may change from line to
line, such that
jO(x)j6jxj: (1.8)
Observing that p21 + 2p3 − 3p4 = O(3p21), we then obtain the following.
Corollary 2. For any > 0 if p16=561; we have
qnn = 1− p2 + O((9 + )p21); n> 3: (1.9)
Let
 = (1 + p1 − p2 + p3 − p4 + 2p21 + 3p22 − 5p1p2)−1 (1.10)
and
= 1− p2 + 2p3 − 3p4 + p21 + 6p22 − 6p1p2: (1.11)
Combining Theorems 1 and 2 and using the fact that for jxj<1, jlog(1 + x)j< jxj=
(1− jxj) and e x = 1 + x +O((e=2)x2), we readily get the following.
Theorem 3. For p160:025 and any integer n> 3 such that 88np3161; we have
qn =   n +Ofp31(88n(1 + 124np31) + 561)g: (1.12)
Similarly, combining Corollaries 1 and 2, we get the following.
Theorem 4. For p160:025 and any integer n> 3 such that 3:3np2161; we have
qn = (1− p2)(1 + p1 − p2 + 2(p1 − p2)2)−n
+Ofp21(3:3n(1 + 4; 7np21) + 9 + 561p1)g: (1.13)
Remark 1. The approximations of qn in Theorems 3 and 4 may be compared to the
approximation of Babour et al. (1992), Theorem 10N, where qn is approximated by
e−n(p1−p2) with the error 12np21 +p2. For an arbitrarily small > 0, the range of np
2
1
in Theorem 3 may be restricted so that the error becomes np21 and in Theorem 4 so
that the error becomes 4np21.
An Example. When fXng is i.i.d., as expected  = 1=(1 − p1) and qn = 1=n. A less
trivial example is the following. Let fYngn>1 be i.i.d. Bernoulli B(1; p) r.v.’s and let
Zi = Yi + YiYi+1 modulo 2; i>1.
Let fUng be an i.i.d. uniformly on [0; 1] distributed sequence of r.v.’s, independent
of fYng.
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Let k > 1 be xed and dene fXng by
Xn = ZnUn + (1− Zn)Unk ; n>1:
It is easily checked that fXng is a 1-dependent stationary sequence such that for x 2
(1=k; 1) we have p1(x)=p(1−p)(1− x). Since Zi=1 implies Zi+1 =0 for x 2 (1=k; 1)
we have pk(x)=0; k>2. Furthermore for x 2 (1=k; 1), we have =(1−
p
1− 4p1)=2p1
(observe that p16 14 ) and
qn =
1p
1− 4p1

1
n+2
− 1
n+2

; n>1
with
1

=
2p1
1 +
p
1− 4p1 = O(2p1):
In the rst part of Section 3 we apply Theorem 4 to prove Theorem 5.
Let fYsgs>0 be a strictly stationary 1-dependent random process with a.s. continuous
path. For any reals u and t > 0, let
Qu(t) = P

max
06s6t
Ys6u

and
Pu(t) = 1− Qu(t): (1.14)
The result (which trivially extends to T -dependence, for any T > 0) is:
Theorem 5. (i) For u such that Pu(1)60:025 and any integer n> 3 such that
3:3nP2u(1)61; we have
Qu(n) = (2Qu(1)− Qu(2))Mn(u) + OfP2u(1)(3:3n(1 + 4:7nP2u(1)) + 24)g (1.15)
where
M(u) = (1 + Qu(1)− Qu(2) + 2(Qu(1)− Qu(2))2)−1: (1.16)
(ii) Let 0<< 1. For u such that Pu(1:5)60:025 and n> 3 such that
3:3nP2u(1:5)61; we have
Qu(n+ )
= (2Qu(1)− Qu(2))Mn+(u) + OfP2u(1:5)(3:3n(1 + 4:7nP2u(1:5)) + 72)g:
(1.17)
Remark 2. A similar estimation of Qu(n), involving Pu(k); k =1; : : : ; 4, with an error
of roughly 116nP3u(1), may be easily deduced from Theorem 3.
In the second part of Section 3 we apply Theorem 5 to the process
Yt =W (t + 1)−W (t); t>0; (1.18)
where fW (t)gt>0; W (0) = 0, is the Wiener process.
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It is easily checked that fYtg is a centered stationary normal process with continuous
nowhere dierentiable path and covariance function r() = max(0; 1− jj).
Classic papers devoted to the study of Qu(t) for Yt =W (t + 1)−W (t) are Slepian
(1961), Shepp (1966, 1971), Jamison (1970), Revesz (1982) and Ortega and Wschebor
(1984). From the statistical point of view, these studies are in particular motivated by
the fact that MT = max06t6T (W (t + 1) − W (t)) appears as the limiting statistics in
several tests (see Bauer and Hackl, 1978; Chu et al., 1992a,b; Steinebach and Eastwood,
1995). Steinebach and Eastwood (1995) (see also Eastwood and Warren, 1993) have
done extensive Monte Carlo simulations of Yt to estimate the distribution of MT .
In order to apply Theorem 5, we rst use the following result of Shepp (1971), to
obtain explicit expressions for Qu(1) and Qu(2).
For any xed reals x<u and n 2 N, let
Qu(n j x) = P

max
06s6n
Ys <u jY0 = x

: (1.19)
Theorem 6 (Shepp, 1971). For any integer n>1; we have
Qu(n j x) = 1g(x)
Z
D
  
Z
det g(yi − yj+1 + u) dy2 : : : dyn+1; (1.20)
where
D = fu− x<y2<   <yn+1g; 06i; j6n; y0 = 0; y1 = u− x
and
g(x) =
1p
2
e−x
2=2: (1.21)
Developing Eq. (1.20) for n= 1 and 2, we obtain the following.
Proposition 1. We have
Qu(1) = 1− gu− 2	 + gu	 − g2 +	2; (1.22)
where
	 =	(u) =
Z +1
u
g(v) dv (1.23)
and
Qu(2) = 1− 2gu− 2	 + g
2u2
2
−
p

2
g2u+ 4gu	 − g2 + A(u)
+B(u) + C(u); (1.24)
where
A(u) =−	(u
p
2) +
Z +1
−1
	2(v)g(2u− v) dv+ 2	2;
B(u) =
1
2
(g3u− g2u2	)− g2	 + 2(g2	 − gu	2)
−
Z +1
u
	2(v)g(2u− v) dv−	3
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and
C(u) = u2g2
(
1
u
Z u
−1
e−(u−y)
2
	(y) dy −
p
3e−u
2=3
2u2

1−	

up
3
)
:
Proof. See Section 3.
Remark 3. As mentioned in Shepp (1971), (p. 951) for large n, Eq. (1.20) is
\unwidely and apparently not suited for either numerical calculations or asymptotic
estimation". The same paper contains an explicit formula for Qu(T ) when T = n +
; n>0; 0<< 1; similar to Eq. (1.20) but as an integral in (2n + 2)-dimensional
space. Slepian (1961) was the rst to have found an explicit formula for Qu(T ) for
06T61; of the form
− d
dT
Qu(T j x) = u− x
T
p
2(2− T )exp

−1
2
(x(1− T )− u)2
T (2− T )

:
Combining Corollaries 1 and 2, we obtain Theorem 7.
Let
 = (u) = 12 (g
3u− g2u2	)− g2	 + 2(g2	 − gu	2)−	3;
= u2g2
p
3
2
e−u
2=3
u2
	

up
3

; (1.25)
= gu− g
2u2
2
+
p

2
g2u− 3gu	 −  − 
and
 = 1− 2	 − g
2u2
2
+
p

2
g2u− 2gu	 − g2 −  − :
Theorem 7. If Yt = W (t + 1) − W (t); t>0; then for u>3 and n> 3 such that
3:91 ng2u261; we have
Qu(n) = (1 + + 22)−n +Ofg2u2(3:91n(1 + 5:5ng2u2) + 13:6 + 1037gu)g:
(1.26)
Remark 4. A version of Eq. (1.26) for Qu(T ); T real, may be similarly obtained from
Eq. (1.17) but Eq. (1.26) appears as sucient in view of numerical applications. Sim-
ilarly, a practical argument (see computation at the end of the section) justies the
condition u>3 (we have Q3(1) ’ 0:01760:025).
Remark 5. Let fYtg be a stationary normal process with zero mean and unit variance,
the covariance function of which, r(), satises for some  and C> 0
r() = 1− Cjj +O(jj); ! 0: (1.27)
It is well known (see Leadbetter, Lindgren and Rootzeen, 1980, p. 232) that if h> 0
is such that for any > 0
sup
6t6h
r(t)< 1;
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then
lim
u!1
Pu(h)
u2=g(u)=u
= hC1=H; (1.28)
where H is a constant depending only on .
The process Yt =W (t + 1)−W (t) satises Eq. (1.27) with C = = 1: Furthermore,
combining Eq. (1.26) and the classical inequalities
g(u)
u

1− 1
u2

6	(u)6
g(u)
u
; u>1; (1.29)
we get, if h is any real > 3, (see Remark 4), that
Pu(h) = hug+ 2
g
u
+O(Ku2g2); u!1; (1.30)
where K is a positive constant. Thus Eq. (1.28) is satised for H1 = 1 and reduces to
Pu(h) = hug+O(ug); u!1: (1.31)
Comparing Eqs. (1.31) and (1.30) we see that the rate of convergence in Eq. (1.28)
may be rather slow. Indeed, if un is such that ung(un) = 1=n; we have
Pun(h) =
h
n
+
1
nLog n
+O

1
n2

; n!1:
Remark 6. From Theorem 2 and Corollary 1 we deduce, if u satises Pu(1) =
1− Qu(1)60:025; that
lim
n!1 n
−1 logQu(n) =
1
(u)
;
where
(u) = 1 + + 22 + O(3:9P2u(1)):
This in particular answers a question of Shepp (1971), (p. 951), about the existence
of the above limit for the process Yt =W (t + 1)−W (t) and the possible applications
to Fredholm theory.
We close this section by an example of numerical computation resulting from
Theorem 7. As mentioned just after Remark 2, max06t6T (W (t + 1) − W (t)) may
appear as a limiting statistics in several tests. Then, one is concerned with the deter-
mination of critical levels up = up(n), such that
Pup(n) = p:
Typical values of p are 0:9; 0:95 or 0:99.
Formula (1.26) suggests to estimate up by the solution up of the equation
(u)(1 + (u) + 22(u))−n = p;
which can be easily calculated numerically. The quality of this estimate is measured in
terms of the error on p jQup (n)−pj, which is bounded by the corresponding argument
of Ofg in Eq. (1.26), denoted e(u). A good estimate means that e(u) is small with
respect to 1− p.
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For p= 0:9 we obtain,
if n= 8; u ’ 3 and e(u) ’ 0:01,
if n= 16; u ’ 3:26 and e(u) ’ 0:0036:
For p= 0:99 we obtain,
if n= 8; u ’ 3:77 and e(u) ’ 0:00071:
More generally, Eq. (1.26) shows that for n large (>8) and p close to 1 (>0:9)
we have roughly ug(u)  −logp=n  (1− p)=n so that
e(u)
1− p 

1− p
n
2 3:91n
1− p = 3:91
(1− p)
n
:
Thus, the quality of up(n) increases with n and p.
2. Proof of Theorems 1, 2 and Corollary 1
2.1. Proof of Theorem 1 and Corollary 1
We have C(1)> 0 and using again Eq. (1.3) for K > 0,
C(1 + Kp1)6− Kp1 + (1 + Kp1)(p1(1 + Kp1)2 + (p1(1 + Kp1)2)2 +    ):
If K and p1 are such that p1(1 + Kp1)2< 1, we have
C(1 + Kp1)6− Kp1 + p1(1 + Kp1)
3
1− p1(1 + Kp21)
:
Since p160:025; for K = 2 we have p1(1 + Kp1)260:028 and K>(1 + Kp1)3=
(1 − p1(1 + Kp1)2), so that C(1 + Kp1)< 0. (Notice that K = 2 is the smallest
integer for which K > (1+Kp1)3=(1−p1(1+Kp1)2). The choice of a smaller K > 1
satisfying this inequality would not have changed signicantly the results). Thus, by
the mean value theorem, C(Z) has a zero inside the interval (1; 1 + 2p1).
For v> 0 such that the series of C0 and C00 converge, we have
C0(1 + v) = C0(1) + vC00(1 + v) 0661 (2.1)
with
C0(1) =−1 + 2p1 − 3p2 + R0 (2.2)
and
R0 = 4p3 − 5p4 +    :
Using again Eq. (1.3) and classical arguments on geometric series, we get, for
p160:025;
jR0j6p21
9− 5p1
(1− p1)26p
2
1
9
(1− 0:025)26p
2
1  10: (2.3)
Next,
C00(x) = 2p1 − 3 2p2x + 4 3p3x2 −    :
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Hence, if
p
p1x< 1, using again Eq. (1.3), we have
jC00(x)j6p1(2 + 3 2x + 4 3p1x2 + 5 4p1x3 + 6 5p21x4 +   )
= p1

2 +
1p
p1
(3 2(xpp1) + 4 3p3=21 x2 + 5 4p3=21 x3
+ 6 5p5=21 x4   )

6p1

2 +
1p
p1
(3 2(xpp1) + 4 3(xpp1)2 + 5 4(xpp1)3 +   )

= p1

2 +
2p
p1

1
(1−pp1x)3 − 1

62p1

1 +
3x
(1−pp1x)3

:
(2.4)
For x 2 [1; 1 + 2p1] and p160:025; Eq. (2.4) implies
jC00(x)j613p1: (2.5)
Combining Eqs. (2.1), (2.2), (2.3) and (2.5) we get for x 2 [1; 1 + 2p1];
C0(x) =−1 + 2p1 − 3p2 + O(p21(10 + 2 13))6− 0:927:
Hence if p160:025; C(x) has an unique zero, , inside the interval [1; 1 + 2p1]. We
now prove Eq. (1.4). We have
C()− C(1) =−C(1) = (− 1)C0(u); u 2 [1; ] [1; 1 + 2p1]:
Thus
− 1 = −C(1)
C0(u)
and for any ’
− (1 + ’) = −C(1) + ’C
0(u)
C0(u)
=
−C(1) + ’(C0(1) + vC00(1 + v))
C0(u)
; (2.6)
where 06v62p1 and 0661. Put
’= p1 − p2 + p3 − p4 + 2p21 + 3p22 − 5p1p2 (2.7)
and denote by N the numerator in the last term of Eq. (2.6). Then, since C(1) =
p1 − p2 + p3 −   , after simplications we get
jN j = j(p5 − p6 + p7 −   ) + 2(p1p3 − p1p4) + 4p31
−16p21p2 + 21p1p22
−3p2p3 + 3p2p4 − 9p32
+’(R0 + vC00(1 + v))j
6 31p31 + j’j  (jR0j+ jvjjC00(1 + v)j): (2.8)
Using again Eq. (1.3) and the fact that fpkg is nonincreasing, we see that
j’j6p1(1 + 5p1): (2.9)
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Combining Eqs. (2.8), (2.9), (2.3) and (2.5) we get
jN j6p31(31 + 1:125(10 + 2 13))672p31: (2.10)
Next,
jC0(u)j−1 = j1− 2p1u+ 3p2u2 −    j−16j1− j2p1u− 3p2u2 +    jj−1
and
j(2p1u− 3p2u2) + (4p3u3 − 5p4u4) +    j
63p1u2 + 5p3u4 + 7p5u6 +   
62(2p1u2 + 3p3u4 + 4p5u6 +   )62

1
(1− p1u2)2 − 1

:
Thus
jC0(u)j−16 (1− p1u
2)2
3(1− p1u2)2 − 26
1
1− 6p1u261:2: (2.11)
Combining Eqs. (2.6), (2.10) and (2.11), we get
j− (1 + ’)j672 1:2p31687p31; (2.12)
which proves Eq. (1.4). Observe that
j’− (p1 − p2 + 2(p1 − p2)2)j= jp3 − p4 + p22 − p1p2j6p21;
from which Corollary 1 follows.
2.2. Proof of Theorem 2
The expressions of qi; i = 1; 2; 3 easily follow from stationarity and 1-dependence.
More generally, in Haiman (1981), (Lemma 1), it has been shown that fpng completely
determines fqng (and conversely), and we have
qn =
nX
k=0
(−1)n−kqk−1pn−k ; n>0 (2.13)
with, by convention, q−1 = q0 = 1.
Then, if we put
Bx(Z) = B(Z) =
X
n>0
qn−1Zn; (2.14)
formula (2.13) implies
B(Z) =
1
C(Z)
: (2.15)
Thus, by Theorem 1 if 0<p1(x)< 0:025, there exists a function Rx(Z) 6= 0, such that
Bx(Z) =

Rx(Z)

1− Z
(x)
−1
; Z 2 [1; 1 + 2p1]: (2.16)
Let Rx(Z) =
P
n>0 rn(x)Z
n. We then have, by identication,
rn =
1
n
 
1 +
nX
k=1
(−1)kpk−1k
!
; n>1: (2.17)
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Dene further S(Z) and fsng by
S(Z) =
X
n>1
snZn =
1
R(Z)
− 1: (2.18)
We then have, again by identication,
s1 =−r1; s2 = r21 − r2
and more generally, sn satises the recurrence equations
sn+1 =−
n+1X
i=1
risn+1−i ; n>0; (2.19)
in which we put s0 = 1.
Combining the expressions of r1; : : : ; r4 from Eq. (2.17) and the recurrence equations
(2.19), we successively obtain
s1 =
− 1

; s2 =
1

((1− p1)− 1); s3 = −1 (1− p1 − (1− 2p1 + p2))
(2.20)
and
s4 =
−1

(1− 2p1 − + 3p1− p21− p2+ p3):
Observe that, since 2(p1 − p2)262p21, Eq. (1.5) implies if p160:025,
= 1 + p1 − p2 + O((3 + 87p1)p21)
= 1 + p1 − p2 + O(5:2p21): (2.21)
Combining Eqs. (2.20) and (2.21) we get
s1 =p1 − p2 + O(5:2p21);
s2 =−p2 + 0(6:2p21) + O(5:2p31) =−p2 + O(6:4p21);
s3 = O(7:4p21) + O(5:2p
3
1) = O(7:6p
2
1);
s4 = (11:2 + 5 + 21:8p1 + 5:2p21)p
2
1 = O(12p
2
1): (2.22)
Thus
js1j61:2 p1; js2j6
1:2

p1; js3j67:6 p
2
1
and
js4j612 p
2
1: (2.23)
We now prove the following lemma.
Lemma 1. We have
jsnj6p[(n+1)=2]1 (2:2)n; n>1: (2.24)
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Proof. Since > 1, Eq. (2.24) is satised for n=1; 2; 3 and 4. Let us rst prove that
for any n>0 we have
jrnj62p[(n+1)=2] 11− p2 : (2.25)
Observe that, since  is a zero of C(Z), Eq. (2.17) implies
rn =
1
n
1X
k=n+1
(−1)kpk−1k ; n>1: (2.26)
Thus,
jrnj6j(pn − pn+1) + (pn+22 − pn+33) +    j
and since > 1 and fpng is nonincreasing, we have
jpn − pn+1j6pn; jpn+22 − pn+33j6pn+23; : : : :
Using again Eq. (1.3) we then easily deduce Eq. (2.25).
Let n>1 and suppose that for any p6n we have for some > 0 and >1,
jsnj6p[(n+1)=2]1 an: (2.27)
Then, combining Eqs. (2.19) and (2.25), we get
jsn+1j6 
2
1− p12 
 
p1p
[(n+1)=2]
1 a
n + p1p
[n=2]
1 a
n−1
+   + p[(n+1)=2]1 p1a+
p[(n+2)=2]1

!
;
hence
jsn+1j6p[(n+2)=2]1 an+1
2
1− p12

1− 1=an
a− 1 +
1
an+1

:
In order that Eq. (2.27) holds with n replaced by n + 1, the constants  and a must
be such that
q=
2
1− p12

1− 1=an
a− 1 +
1
an+1

61:
For =  and a=2:2, Eq. (2.27) is satised for n=4. Thus for n>4 and p160:025,
using Eq. (2.21),
q6
(1 + p1 + 5:2p21)
2
1− p1(1 + p1 + 5:2p21)2
 0:85360:93< 1
and we get Eq. (2.24).
We now prove Eq. (1.7). First of all let us relate the coecients bn= qn−1 of B(Z)
and sn: since
1− Z


B(Z) =
1
R(Z)
= S(Z) + 1;
G. Haiman / Stochastic Processes and their Applications 80 (1999) 231{248 243
we have
bn − 1bn−1 = sn; n>1:
Then, by induction, we get
qn =
1
n+1
(1 + s1 +   + n+1sn+1); n>1;
which is the same as
qnn − 1 = 1 − 1 +
nX
k=0
ksk+1; n>1: (2.28)
Next, we need the following.
Lemma 2. If p160:025; we have
q33 − 1 =−p2 + 2p3 − 3p4 + p21 + 6p22 − 6p1p2 + O(338p31): (2.29)
Proof. We have
q3 = 1− 3p1 + 2p2 + p21 − p3 (2.30)
and, by Eq. (1.4),
= 1 + ’1 + ’2 + O(87p31); (2.31)
where
’1 = p1 − p2 = O(p1) (2.32)
and
’2 = p3 − p4 + 2p21 + 3p22 − 5p1p2 = O(3p21): (2.33)
Thus, if p160:025, we rst obtain from Eqs. (2.32) and (2.33)
(1 + ’+ ’2)3 = 1 + 3(’1 + ’2 + ’21) + O(23p
3
1):
Next, by Eq. (2.31)
3 = (1 + ’1 + ’2)3 + 3(1 + ’1 + ’)2O(87p31)
+3(1 + ’1 + ’2)O(872p61) + O(87
3p91)
= (1 + ’1 + ’2)3 + O(276p31)
= 1 + 3(’1 + ’2 + ’21) + O(299p
3
1): (2.34)
Combining Eqs. (2.30) and (2.34), we nally obtain Eq. (2.29). We now may achieve
the proof. Combining Eqs. (2.28) and (2.29), we have
jqnn − 1− (q33 − 1)j= j4s5 + 5s6 +    j=:S: (2.35)
Using Eq. (2.24) we then get
S6 (4p31(2:2)
5 + 5p31(2:2)
6 + 6p41(2:2)
7 + 7p41(2:2)
8 +   )
= 5(1 + 2:2)p31(2:2)
5(1 + 2p1(2:2)2 + 4p21(2:2)
4 +   )
=
(  2:2)5(1 + 2:2)
1− 2p1(2:2)2 p
3
16223p
3
1: (2.36)
Combining Eqs. (2.36) and (2.29) we obtain Eq. (1.7).
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3. Proof of Theorems 5 and 7 and Proposition 1
3.1. Proof of Theorem 5
Let
Xn = max
n−16s6n
Ys; n>1: (3.1)
The sequence fXng is stationary and 1-dependent. Thus, observing with the notation
in Theorem 4 that
1− p2 = 2Qu(1)− Qu(2)
and
(1 + p1 − p2 + 2(p1 − p2)2)−1 =M(u);
Eq. (1.15) follows as a straightforward consequence of Eq. (1.13).
Let p; q 2 N be such that 06p=q< 12 and put h= p=q. Observe that for any such
h, the sequence
X (h)n =maxfYs; (n− 1)(1 + h)6s6n(1 + h)g; n>1 (3.2)
is 1-dependent (X (0)n = Xn). With the notation in Corollary 2 applied to fX (h)n g, put
1− p2 = 1− p(h)2 (u)= : h(u) = h
and
−1 = ((h)(u))−1 =Mh(u) =Mh:
Then, Corollary 2 implies
q(h)n (u) = Pfmax(X (h)1 ; : : : ; X (h)n )<ug
=Qu(n(1 + h)) = h Mnh (1 + O(23:7P2u(1 + h))): (3.3)
Put M =M0; = 0 and observe that
P:=Pu(1; 5)>Pu(1 + h); 06h60:5:
Then Eq. (3.3) implies for any integer r>1,
Qu(rq(1 + p=q)) =M
rq
h h(1 + O1(23:7P
2))
=Mrq(1+p=q)(1 + O2(23:7P2)): (3.4)
Next, considering Qu(rq(1 + p=q))=Qu(q(1 + p=q)), Eq. (3.4) implies that there is an
universal constant K such that
M (r−1)qh (1 + 03(KP
2)) =M (r−1)q(1+p=q)(1 + O4(KP2)) (3.5)
and hence an universal constant K 0 such that
(Mh=M 1+h)r−1 = 1 + O5(K 0P2)
and
(M 1+h=Mh)r−1 = 1 + O6(K 0P2); r>2: (3.6)
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Since the right-hand terms in Eq. (3.6) are bounded, we necessarily have
Mh =M 1+h:
Thus Eq. (3.4) implies
h = 
1 + O2(23:7P2)
1 + O1(23:7P2)
; P60:025: (3.7)
Next, since fYsg has a.s. continuous path, it suces to prove Eq. (1.17) for rational
’s.
Let  be rational, 0<< 1 and let h= =n; n>2. We then have
Qu(n+ ) =Qu(n(1 + h)) =Mnh h(1 + On(23:7P
2))
=Mn+
1 + O2(23:7P2)
1 + O1(23:7P2)
(1 + On(23:7P2)):
Since, by Eq. (1.5) M−1 =M−1 + O(3:2P2), we get Eq. (1.17).
3.2. Proof of Proposition 1
Combining Eqs. (1.20) and (1.21) for T =1 and using integration by parts, we rst
obtain
Qu(1) = 2(u)− g(u)
Z u
−1
(x) dx (3.8)
with
(x) =
Z x
−1
g(v) dv= 1−	(x)
and then use the identityZ u
−1
(x) dx = u(u) + g(u) (3.9)
from which Eq. (1.22) follows.
From Eqs. (1.20) and (1.21), we have
Qu(2) =
Z u
−1
Z
D
  
Z
det g(yi − yj+1 + u) dy2 dy3

dx (3.10)
with
D = fu− x<y2<y3g; 06i; j62; y0 = 0; y1 = u− x:
Developing the determinant in Eq. (3.10), we get
Qu(2) =
Z u
−1
g(x)
Z −1
u−x
g(2u− x − y2)
Z +1
y2
g(u+ y2 − y3) dy3 dy2

dx
− g(u)
Z u
−1
Z +1
u−x
g(u− y2)
Z +1
y2
g(u+ y2 − y3) dy3 dy2

dx
+ g2(u)
Z u
−1
Z +1
u−x
Z +1
y2
g(u− y3) dy3 dy2

dx
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−
Z u
−1
Z +1
u−x
g(x + y2)g(2u− x − y2)
Z +1
y2
g(u− y3) dy3 dy2

dx
+
Z u
−1
Z +1
u−x
g(u− y2)g(x + y2)
Z +1
y2
g(2u− x − y3) dy3 dy2

dx
− g(u)
Z u
−1
g(x)
Z +1
u−x
Z +1
y2
g(2u− x − y3) dy3 dy2

dx;
which after some changes of variables and simplications, and denoting ’(v) = 1=2
exp(−v=2), becomes
Qu(2) =(u)Pu(1)−
Z u
−1
Z +1
0
’(u2 + x2)(u− z) dz

dx
+
Z u
−1
Z +1
0
(u− z)’f(u+ z)2 + (x − z)2g dz

dx
+
Z u
−1
Z +1
0
(x − z)[’(2u2)− ’f(u− z)2 + (u+ z)2g] dz

dx
= : (u)Qu(1)− I + J + K: (3.11)
We now evaluate the integrals I; J and K . It may be easily seen that
I(u) = ’(u2)
Z u
−1
eu
2=2
Z u
−1
(v) dv

dx (3.12)
from which, using Eq. (3.9), we obtain
I = gu+ g2 − 2gu	 − g2	 + gu	2: (3.13)
Starting with the expression of J in Eq. (3.11), after some changes of variables and
integrations by parts (for further details, see Mayeur, 1996), we get
J =	 −	(u
p
2) +
Z +1
−1
	2(v)g(2u− v) dv−	2
−
Z +1
u
	2(v)g(2u− v) dv: (3.14)
Using similar arguments, we obtain
K =
u2g2
2
−
p
2
2
g2u+ g2 +
g3u
2
− g
2u2	
2
− g2	
+ u2g2
(
1
u
Z u
−1
e−(u−y)
2
	(y) dy −
p
3e−u
2=3
2u2

1−	

up
3
)
: (3.15)
Combining Eqs. (3.11){(3.15), we obtain Eq. (1.24).
3.3. Proof of Theorem 7
With the notations of Corollary 1, we have
p1(u)− p2(u) =Qu(1)− Qu(2)
= +O(	(u
p
2)(1 +	(u)) + (
p
3=2)g2e−u
3=3); (3.16)
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where by Eq. (1.29)
p1 = Pu(1)6g(u)(1 + 2=u2); (3.17)
	(u
p
2)6(
p
=u2)g2 (3.18)
and
	(u)	(u
p
2)6(
p
=u2)g3: (3.19)
Since g(3) ’ 0:0044, (p1(3)60:017), combining Eqs. (3.16){(3.19) we get
p1 − p2 = +O(0:1g2u2); u>3; (3.20)
from which
2(p1 − p2)2 = 22 + O(0:007g2u2); u>3: (3.21)
Similarly, we obtain
1− p2 =  +O(0:1g2u2); u>3: (3.22)
Combining Eqs. (1.5) and (3.17), which implies
p161:5g2u2; u>3; (3.23)
Eqs. (3.20) and (3.21), we get
= 1 + + 22 + O(3:9g2u2): (3.24)
From Corollary 2 we have
Qu(n) = qn(u) = (1− p2)1=n +O((9 + 561p1)p21) (3.25)
which by Eqs. (3.22) and (3.23) becomes
Qu(n) = =n +O(g2u2(13:6 + 1037gu)): (3.26)
Finally, using Eq. (3.24) and the fact that for jxj< 1, jLog(1+ x)j< jxj=(1− jxj) and
e x = 1 + x +O((e=2)x2), we get Eq. (1.26).
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