Abstract-The wireless mesh network has been studied as an expandable wireless access network to the Internet. This paper focuses on the network composed of only access points (APs) that has multihop wireless connections with each other through Wireless Distribution System (WDS). Because the number of APs in a single WDS cluster is limited due to transmission loads of broadcasting control packets, the proper partition of APs for multiple WDS clusters is essential for its scale-up. In this paper, we formulate this WDS clustering problem, and prove the NPcompleteness of its decision version through reduction from the bin packing problem. Then, we present its two-stage heuristic algorithm where we verify the effectiveness of our approach through extensive simulations.
network where backbone links for data communications are offered by multiple wireless routers. Communications between wireless routers are realized by wireless transmissions unlike conventional wireless networks, in addition to communications between user hosts and routers. The wireless mesh network has the ability of deploying a wireless access network covering a wider area with low cost and short deploying time for the direction of a ubiquitous society.
Among several variations of under-studying wireless mesh networks, we have focused on the network that uses only access points (APs) as wireless routers. We call this network as the Wireless Infrastructure Mesh Network (WIMNET) in our studies. In order to improve the performance of WIMNET, we have studied several optimization problems and their corresponding algorithms for its optimal design. In [4] , we defined the AP allocation problem and presented its heuristic Nobuo Funabiki, Toru Nakanishi Department of Communication Network Engineering Okayama University {funabiki, nakanisi}@cne.okayama-u.acjp algorithm for WIMNET. In [5] , we defined the gateway AP selection problem with its algorithm.
In WIMNET, the packets to/from user hosts that are associated with APs other than gateways to the Internet, must be communicated through APs to reach one of gateways. Thus, wireless communications between APs around gateways can become very crowded and thus, can be the bottleneck in communications of WIMNET. To alleviate the congestions there as best as possible, we have assigned different protocols with different radio frequencies to communications between APs and to communications between APs and hosts, so that they can avoid the radio interference between neighboring links. Actually, we assign the IEEE 802.1 la protocol with 5GHz for former communications, and the 802.1 lb/g protocol with 2.4GHz for latter. Each protocol has several non-interfered frequency channels that are used effectively. In WIMNET, communications between APs are realized on the MAC layer by the Wireless Distribution System (WDS). Using the WDS, multiple APs in the same WDS cluster can behave as a single AP. However, in WDS, due to the problem of broadcasting control packets, the number of APs in one WDS cluster must be limited. Actually, in commercial APs, the maximum number of APs in a WDS cluster is six [6] or eight [7] . Therefore, the proper partition of APs into multiple WDS clusters is essential to deploy a large-scale WIMNET with a number of APs to cover a wide area. This WDS clustering is also effective to improve the performance of WIMNET, by reducing traffic congestions in communications around gateways. This clustering is effective particularly for commercial APs with WDS where the same channel must be used for all the communications between APs in the same WDS cluster.
The proper WDS clustering is actually a hard task because it must consider several factors at the same time. Firstly, as mentioned before, the number of APs in each WDS cluster must not exceed the given upper limit. Secondly, any AP must be connected to a gateway for the Internet access. Besides, the number of WDS clusters should be minimized to reduce the installation cost for gateways. The number of hosts associated with APs in each WDS cluster should be curbed under the limit so that any WDS cluster can ensure communication bandwidth required for their hosts. As a result, the study of good algorithms to solve this problem is very important for the optimal design of WIMNET.
In this paper, we formulate the WDS clustering problem in WIMNET, and prove the NP-completeness of its decision version through reduction from the NP-complete bin packing problem [8] . Then, we propose its heuristic algorithm. In this problem, a proper partition of APs into multiple WDS clusters and a gateway with communication routes in each cluster must be found simultaneously, such that every constraint is satisfied and the objective function is optimized. Our algorithm consists of two stages to satisfy the complex constraints while optimizing the objectives. The first stage greedily generates an initial WDS clustering, where some APs may not be partitioned into any cluster. Then, the second stage iteratively improves the WDS clustering by changing the cluster of an AP near the boundary of different clusters. The performance of our approach is evaluated through simulations using the WIMNET simulator [4] that has been developed by our group.
The rest of this paper is organized as follows: Section II formulates the WDS clustering problem. Section III presents our two-stage algorithm. Section IV gives the proof of NPcompleteness. Section V shows simulation results using the WIMNET simulator. Section VI introduces related works to this study. Section VII provides the concluding remarks with future works.
II. FORMULATION OF WDS CLUSTERING PROBLEM

A. Goal of WDS Clustering Problem
In the WDS clustering problem, the location, the signal intensity, and the expected number of associated hosts for each AP have been given manually or by using their corresponding algorithms. Then, the topology of the AP network is described by a directed graph G = (V, E) where a vertex in V represents an AP and a directed edge in E represents a radio link. Each edge is assigned a weight of representing its transmission speed for the delay estimation. Because WIMNET is designed as an access network to the Internet, every data traffic goes through a gateway in any WDS cluster. Therefore, only the communication route between each AP and the gateway must be considered in the WDS clustering problem.
For the proper WDS clustering, several conflicting factors must be considered at the same time. The number of WDS clusters should be minimized to reduce the installation cost for gateways, while the number of APs in each WDS cluster must not exceed the upper limit, and the maximum number of hosts associated with APs in a WDS cluster must be restrained under the limit that can ensure required communication bandwidth for hosts. Any AP must be connected to the gateway for the Internet access. Otherwise, it does not function as an access network. Therefore, the goal of the WDS clustering problem is to find a proper partition of the APs into multiple WDS clusters, and to select a proper gateway and communication routes between the gateway and the APs in each cluster. The task of the gateway selection with communication routes in a WDS cluster is a critical mission because they can highly influence the performance of WIMNET even with the same WDS clustering. Note that in WIMNET as an Internet access network, traffic loads of the gateway and delays between APs and the gateway dominate the performance.
B. Formulation of WDS Clustering Problem
Now, we formulate the WDS clustering problem for the WIMNET design as a combinatorial optimization problem. and APi. The C-term represents the number of hosts associated with gateways. Because the packets to/from such hosts are not necessary to be relayed between APs, it can reduce the load of WIMNET. The D-term represents the maximum number of associated hosts in one cluster.
III. WDS CLUSTERING ALGORITHM
In this section, we propose a two-stage heuristic algorithm for the WDS clustering problem, composed of the cluster generation stage and the cluster improvement stage. (2) where the function max returns its maximum argument.
2) Starting AP selection: The starting AP is selected symmetrically for each cluster so that every cluster can finally have the same size and spread. Actually, the gateway-possible AP in X closest from the corner or the center is selected for the starting AP, as illustrated in Figures 1-3 3) The number of incident fastest links is minimum after the clustering.
4) Gateway update: If the selected AP in III-A.3) is gateway-possible, the following gateway selection function Fk for this AP k is computed after the shortest path is calculated from every AP to there:
hj delayj-/3hk -y degk j E Cj (3) where a, Q, and -y are constant coefficients. If Fk is smaller than the current one, this AP is selected as the gateway in the corresponding cluster.
B. Cluster Improvement Stage
In this stage, the initial WDS clustering is iteratively improved by a local search method. After repeating the following two step procedures in constant times, our algorithm finally outputs the best-found solution. Here, we note that even if some APs are not partitioned into any cluster in the initial clustering from III-A, such APs can be clustered at this stage.
1) AP selection for cluster change: One AP near the boundary between different clusters is randomly selected for the change of clusters. If the assignment to the new cluster for this AP satisfies the three constraints in III-A, it is changed. If the selectable more than one clusters exist, the new cluster is randomly selected among them. Besides, if un-clustered APs can be partitioned into some clusters after this cluster change, they are partitioned there. Then, the gateway update procedure in III-A.4) may be applied.
2) Best solution update: If the updated WDS clustering partitions all the APs and its objective function E is smaller than the best-found one, the current solution (clustering, gateway, communication routes) is memorized for the final output.
IV. PROOF OF NP-COMPLETENESS FOR WDS CLUSTERING
The NP-completeness of the decision version of the WDS clustering problem is proved through reduction from the NPcomplete bin packing problem [8] .
A. Decision Version of WDS Clustering Problem
The decision version of the WDS clustering problem, WDS clustering, is defined as follows:
. In this section, we discuss the performance evaluation of our approach using the WIMNET simulator.
A. WIMNET Simulator
The WIMNET simulator implements the least functions for simulating wireless communications of hosts and APs in order to evaluate throughputs and delays for large-scale WIMNET with reasonable CPU time on a conventional PC. Thus, a sequence of functions such as host movements, communication request arrivals, and wireless link activations are synchronized by a single global clock called a time slot. Within an integral multiple of time slots, a host or an AP can complete the one-packet transmission and the acknowledgment reception. In our simulations, the duration time of one time slot is set 0.2ms. From our experimental results, the maximum transmission speed between APs is set 30Mbps, and that between an AP and associated hosts is 20Mbps. Thus, the former link is completed with two slots, and the latter is with three slots, assuming every packet is 1500bytes. When two or more links within their wireless ranges may be activated at the same time slot, randomly selected only one link among them is successfully activated, and the others are inserted into waiting queues to avoid collisions, supposing DCF and RTS/CTS functions. Communication requests arrive at each host by following the M/M/1 queuing model, and packets are routed along the selected path by our algorithm. Only the connection-less communication is implemented in the WIMNET simulator, where the retransmission between end hosts is not considered. APs where black ones represent the selected gateways, and edges represent wireless links. The total number of hosts is fixed by 100, and the expected number of associated hosts is randomly selected for each AP among them.
For the performance evaluation of WIMNET, the total throughput of all the hosts is observed by giving very high traffic loads to this network. This throughput is calculated by dividing the total amount of packets by the simulation time (30 seconds in this paper). Besides, the average of the obtained results in three instances using different random numbers is used for evaluations to avoid the bias of random number generator.
2) Compared Methods: The WDS clustering by two comparison methods is also simulated for reference, where both or either of the WDS clustering and the gateway selection are manually performed. In the first method (CMP1), both are manually done where the APs are evenly partitioned into clusters so that the constraints are satisfied, and the AP closest to the center of the cluster is selected for the gateway. In the second method (CMP2), the clustering is manually, while the gateway selection is by our algorithm. In any method including our proposal, the shortest path is selected for the communication route between each AP and the gateway.
3) Simulation Results: Table I shows throughputs of our six simulated cases with N=24, 30 and P=8, 6, 5 (K=3, 4, 5) . The comparison between CMP1 and CMP2 shows that our WDS clustering algorithm improves the throughput by about 20Mbps by itself. The comparison between Proposal and CMP1 shows that our approach improves it by about 30Mbps. Because the throughput improvement from CMP1 to CMP2 is larger than that from Proposal to CMP2, the gateway selection is more critical than the WDS clustering in this WDS clustering problem.
C. Simulation Results in Sparse Network Topology
In the above simulation, each AP is fully connected with its four neighbor APs. In this simulation, several links are removed from the network assuming that the radio propagation In [3] , Aoun et al. proposed a recursive dominating set algorithm to find a clustering such that the radius or the maximum hop count in a cluster is smaller than the given limit. This algorithm first extracts the dominating set of a given AP network, and generates a graph with the dominating set and the edges connecting the two vertices with two hops in the original network. Then, it again extracts the dominating set of this new graph, where any AP in the network is connected with three hops to an AP in this dominating set. This recursive procedure is repeated until the hop count surpasses the given limit. However, this algorithm has also drawbacks. First, it cannot generate a cluster with an arbitrary maximum hop count. Second, the satisfaction of the cluster size constraint, the bandwidth constraint, and the gateway constraint cannot be not guaranteed.
VII. CONCLUSION
This paper has presented the formulation of the WDS clustering problem for the wireless infrastructure mesh network (WIMNET) with the proof of the NP-completeness of its decision version, and its two-stage heuristic algorithm composed of the cluster generation stage and the cluster improvement stage. The effectiveness of our approach is verified through network simulations using the WIMNET simulator, where the comparisons of throughputs between three cases with and without our algorithm in two network topologies show the performance improvement by our algorithm. As future works, we will deal with comparisons with existing approaches to the same or related problems, simulations in more realistic network cases, and the development of the distributed version of the WDS clustering algorithm for practical use.
