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Cap´ıtulo 1
Introduccio´n
Un grafo es de comparabilidad si existe una orientacio´n transitiva ~E de sus aristas.
Un grafo de comparabilidad admite, en general, distintas orientaciones transitivas de
sus aristas. Cada una de estas orientaciones define un poset: una relacio´n de orden
(reflexiva, antisime´trica y transitiva) ≤ ~E en VG de modo que
u ≤ ~E v ⇔ u = v ∨ −→uv ∈ ~E.
Dado un poset P = (X,≤), se dice que una familia de conjuntos F = (Fi)i∈I es un
modelo por contencio´n de P si existe una funcio´n f : I → X biyectiva tal que para
todo i y j en I se verifica que
Fi ⊂ Fj ↔ f(i) ≤ f(j).
Todo poset, y en consecuencia todo grafo de comparabilidad, puede ser modelado por
contencio´n. Distintas subclases de la clase de los grafos de comparabilidad han sido
caracterizadas imponiendo condiciones geome´tricas a los conjuntos utilizados en los
modelos por contencio´n: ellos pueden ser intervalos de la recta real, regiones angulares
en el plano, d-cajas en el espacio Rn, d-esferas en el espacio Rn [7, 13, 23, 25]. En [13],
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se ha probado que cada grafo de comparabilidad admite un modelo por contencio´n
usando suba´rboles de una estrella (un a´rbol con un u´nico ve´rtice con grado mayor
que uno).
Los grafos que admiten un modelo por contencio´n de intervalos de la recta real, o
grafos CI, han sido ampliamente estudiados y caracterizados de diferentes maneras.
Uno de los primeros trabajos sobre esta clase de grafos fue el realizado por Dushnik
y Miller [6], quienes demostraron que un grafo G es CI si y solamente si G y su grafo
complemento son grafos de comparabilidad.
Los grafos CI han sido generalizados de diversas maneras. Una de esas generaliza-
ciones es la clase de grafos que admiten un modelo por contencio´n que asigna a los
ve´rtices caminos de un a´rbol, o brevemente modelo CPT (Containmen of Paths in a
Tree).
La mayor parte de este trabajo esta´ dedicado al estudio de aquellos grafos de com-
parabilidad y de aquellos posets que admiten un modelo CPT . Spinrad en [19] y
Golumbic en [12] se preguntan sobre las propiedades de la clase de grafos CPT y
proponen el estudio de la misma.
Esta Tesis esta´ organizada de la siguiente forma:
En el Cap´ıtulo 2, presentamos las definiciones ba´sicas sobre grafos, posets y grafos de
comparabilidad. Tambie´n mostramos la relacio´n existente entre grafos de comparabi-
lidad, posets y modelos de contencio´n.
En el Cap´ıtulo 3, caracterizamos a los ve´rtices extremos de los grafos CI, es decir,
aquellos ve´rtices que pueden ocupar un extremo de una representacio´n CI, usan-
do una familia auto-complementaria de subgrafos inducidos prohibidos. Adema´s, los
grafos homoge´neamente representables (todos sus ve´rtices son ve´rtices extremos) son
caracterizados por una familia simple de subgrafos inducidos prohibidos.
En el Cap´ıtulo 4, presentamos una condicio´n necesaria para que un poset sea CPT .
A partir de ella describimos una familia de subposets prohibidos para la clase CPT .
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Tambie´n mostramos ejemplos de posets que no son CPT aun cuando satisfacen la con-
dicio´n necesaria. A continuacio´n introducimos las definiciones de posets fuertemente-
CPT y dualmente-CPT . En la u´ltima seccio´n de este cap´ıtulo mostramos resultados
relacionados con la dimensio´n de los posets CPT . Respondemos negativamente la
pregunta sobre la dimensio´n de los grafos CPT que realizo´ Spinrad en [19].
En el Cap´ıtulo 5, demostramos que en la clase de los posets split la condicio´n ne-
cesaria para ser un poset CPT dada en el Cap´ıtulo 4 es tambie´n suficiente. Como
consecuencia obtenemos una caracterizacio´n por subposets prohibidos de los posets
split CPT . Adema´s mostramos que, en la clase de posets split, las clases de posets
fuertemente-CPT y dualmente-CPT son coincidentes y las caracterizamos por sub-
posets prohibidos. Por otra parte, caracterizamos por subgrafos inducidos prohibidos
a la clase de grafos split fuertemente-CPT , la cual concide con la clase de grafos split
dualmente-CPT .
En el Cap´ıtulo 6, estudiamos a los posets k-tree que admiten un modelo por contencio´n
de caminos en un a´rbol. Mostramos que en dicha clase la condicio´n necesaria para ser
poset CPT es tambie´n suficiente. Obtenemos tambie´n una caracterizacio´n por subpo-
sets prohibidos de la clase de posets k-tree CPT , de las clases k-tree fuertemente-CPT
y k-tree dualmente-CPT y presentamos una caracterizacio´n por subgrafos inducidos
prohibidos de la clase de grafos k-tree fuertemente-CPT y k-tree dualmente-CPT .
Finalmente, en el Cap´ıtulo 7, damos algunas conclusiones.
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Cap´ıtulo 2
Preliminares
En este Cap´ıtulo presentamos las definiciones ba´sicas, la notacio´n y los resultados
generales sobre grafos y conjuntos parcialmente ordenados que sera´n utilizados en el
desarrollo de este trabajo. En general, las definiciones y la notacio´n que adoptamos
son consideradas esta´ndar tanto en la Teor´ıa de O´rdenes como en la Teor´ıa de Grafos.
Como referencia se citan los libros de W. Trotter [23] y de J. Bondy y U. Murty [4].
2.1. Grafos
Un grafo simple G es un par (V(G), E(G)), donde V (G) es un conjunto finito
no vac´ıo, cuyos elementos se llaman ve´rtices de G y, E(G) es un conjunto cuyos
elementos son subconjuntos de dos elementos de V (G). Los elementos de E(G) se
llaman aristas de G. Si e = {x, y} es una arista, se notara´ xy, siendo x e y los
ve´rtices extremos de e. Una arista e es incidente en un ve´rtice x si x es un
ve´rtice extremo de e. El grado de un ve´rtice es la cantidad de aristas incidentes
en e´l. El ve´rtice x es adyacente a y si xy es una arista de G; en este caso tambie´n
decimos que x e y son vecinos en G, y escribimos x ∼ y.
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El vecindario abierto de un ve´rtice v, o N(v) es el conjunto de los ve´rtices adyacen-
tes a v. Es decir,N(v) = {x ∈ V (G) : xv ∈ E(G)}. El vecindario cerrado del ve´rtice
v se define por N [v] = N(v) ∪ {v}. Un ve´rtice v es universal cuando N [v] = V (G).
Los ve´rtices x, y ∈ V (G) son gemelos si son adyacentes y N(x) = N(y); y son falsos
gemelos si no son adyacentes y N(x) = N(y).
Diremos que dos grafos G y H son isomorfos si existe una biyeccio´n f : V (G) →
V (H) tal que xy ∈ E(G) si y solo si f(x)f(y) ∈ E(H).
Un grafo H es un subgrafo de G si V (H) ⊆ V (G) y E(H) ⊆ E(G). Si V ′ es un
subconjunto no vac´ıo de V (G), entonces el subgrafo de G inducido por V ′ es el
subgrafo H con V (H) = V ′ y E(H) igual al conjunto de aristas de G que tienen
ambos extremos en V ′. El subgrafo inducido por V ′ es denotado por G[V ′] y tambie´n
solemos decir que G tiene al grafo G[V ′] como subgrafo inducido. Si V ′ ⊆ V (G),
G− V ′ es el grafo que se obtiene quitando a G los ve´rtices pertenecientes a V ′ y las
aristas incidentes en estos ve´rtices. En otras palabras, G − V ′ es el subgrafo de G
inducido por el conjunto V (G)− V ′, es decir, G− V ′ = G[V (G)− V ′]. Si v ∈ V (G),
denotaremos por G− v al subgrafo inducido por V (G)− {v}.
Un camino de G es una sucesio´n finita [v0, v1, . . . , vk] de ve´rtices de G distintos entre
s´ı tal que, para todo i, 1 ≤ i ≤ k, vi−1vi ∈ E(G). Un ve´rtices de grado uno en un
camino se llama ve´rtice extremo del camino. Se dice que k es la longitud del
camino y que e´ste conecta o une los ve´rtices v0 y vk. Un camino cerrado o ciclo
en G es una sucesio´n finita [v1, . . . , vk, vk+1] de ve´rtices de G con vi 6= vj para i 6= j
e i, j ∈ {1, . . . , k} y v1 = vk+1 tal que, para todo i, 1 ≤ i ≤ k − 1, vi−1vi ∈ E(G) y,
adema´s, vkv1 ∈ E(G). La longitud del ciclo es k. Una cuerda de un camino o en
un ciclo es una arista entre dos ve´rtices no consecutivos.
Un grafo es cordal si todo ciclo en G con al menos cuatro ve´rtices tiene una cuerda.
Un grafo G se dice conexo si para cualquier par de ve´rtices distintos de G existe
un camino que los conecta. Una componente conexa de G es un subgrafo conexo
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maximal de G. En este trabajo se usara´n grafos conexos salvo que se diga lo contrario.
Un a´rbol T es un grafo conexo sin ciclos. Una hoja o ve´rtice colgante de T es
un ve´rtice de grado uno. Una arista de T es pendiente si uno de sus extremos es
una hoja de T . Una estrella es un a´rbol de n ve´rtices con un u´nico ve´rtice de grado
mayor que uno, el cual recibe el nombre de centro de la estrella.
Un grafo completo de n ve´rtices tiene todos sus ve´rtices adyacentes entre s´ı. Excepto
isomorfismos, existe un u´nico grafo completo con n ve´rtices. Tal grafo se denota por
Kn. Si G es un grafo, un completo de G es un conjunto de ve´rtices que induce
un subgrafo completo. Un clique de G es un completo maximal con respecto a la
inclusio´n. Un conjunto de ve´rtices no adyacentes de a pares es llamado conjunto
estable.
El grafo complemento de G, denotado por G¯, es un grafo cuyo conjunto de ve´rtices
es V (G) y tal que xy ∈ E(G¯) si y solo si xy /∈ E(G). Observar que K es un completo
de G si y solo si K es un conjunto estable de G¯.
Sea F una familia de grafos. Diremos que un grafo G es F -libre si ningu´n subgrafo
inducido de G es isomorfo a un miembro de la familia F . Una clase de grafos A es
F -libre si todos los grafos perteneciente a la clase lo son. En este caso, los miembros
de F se dicen subgrafos inducidos prohibidos para A. Se dice que H es subgrafo
prohibido minimal para la clase A cuando H es un subgrafo prohibido para A y
H − v ∈ A para todo v ∈ V (H).
Un grafo G = (V,E) es un grafo de permutacio´n si existen dos permutaciones σ1,
σ2 sobre V = {1, 2, . . . , n} tales que dos ve´rtices x, y de V son adyacentes si y so´lo si
σ1(x) < σ1(y) y σ2(y) < σ2(x).
Un mo´dulo (o conjunto homoge´neo) en un grafo G es un conjunto M ⊆ V (G) tal
que para todo x, y ∈M y v ∈ V (G)−M , xv ∈ E(G) si y solamente si yv ∈ E(G). En
otras palabras, los ve´rtices de M son indistinguibles para cada ve´rtice fuera de M .
Los conjuntos M = {x}, para x ∈ V (G), M = ∅ y M = V (G) son mo´dulos de G y se
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los llama mo´dulos triviales de G. Se dice que G es un grafo primo si sus u´nicos
mo´dulos son los triviales.
2.2. Posets
Un conjunto parcialmente ordenado o poset es un par P = (X,P ) donde X
es un conjunto finito, llamado conjunto de elementos (o ve´rtices), y P es un
orden parcial en X, es decir, una relacio´n binaria reflexiva, antisime´trica y transitiva
definida en X. Se escribe x ≤ y en P cuando (x, y) ∈ P ; y x < y en P cuando
(x, y) ∈ P y x 6= y. Si x < y o y < x, decimos que x e y son comparables en P y lo
denotamos x⊥y. Si x e y son dos elementos distintos que no son comparables en P,
diremos que son incomparables en P y notaremos x ‖ y. El elemento x es cubierto
por y en P, denotado por x <: y en P, cuando x < y y no existe un elemento z ∈ X
para el cual x < z y z < y.
Un poset P = (X,P ) con una cantidad finita de elementos puede representarse me-
diante un diagrama de Hasse: a cada elemento de X se le asigna un punto del
plano de forma tal que si, x < y, el punto correspondiente a x esta´ por debajo del
punto correspondiente a y. Luego, dos puntos se unen con una l´ınea si x <: y.
Un conjunto C ⊆ X es una cadena en un poset P si cualesquiera dos ve´rtices de C
son comparables en P. Sea C una cadena de un poset P tal que no existe otra cadena
en P que tenga a C como subconjunto propio; entonces C es una cadena maximal
en P. La altura de P, que denotamos como h(P), es el ma´ximo entero h para el cual
existe una cadena de h elementos en P.
Si z ∈ X, su conjunto descendente en P, denotado D(z), y su conjunto ascen-
dente en P, denotado U(z), son {x ∈ X : x < z} y {x ∈ X : z < x}, respectivamente.
Definimos D[z] = D(z) ∪ {z} y U [z] = U(z) ∪ {z}. Usaremos la notacio´n DP(z) (o
UP(z)) cuando sea necesario especificar el poset que estamos utilizando.
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Decimos que z es un elemento minimal de P cuando D(z) = ∅. Cuando U(z) = ∅
decimos que z es un elemento maximal de P. Un elemento x es ma´ximo (mı´nimo)
en P si D[x] = X (U(x) = X). Dos elementos x e y del poset se dicen gemelos sin
son comparables y D(x) ∪ U(x) = D(y) ∪ U(y). Y se dicen falsos gemelos si son
incomparables y D(x)∪U(x) = D(y)∪U(y), lo cual ocurre si y solo si D(x) = D(y)
y U(x) = U(y).
El dual de P, denotado por Pd, es el poset (X,P d) de modo que P d se define en la
forma: x < y en Pd si y solo si y < x en P.
La restriccio´n de P a un subconjunto Y de X se denota P (Y ). Llamaremos P(Y )
al subposet (Y, P (Y )) de P. Por simplicidad indicaremos P − Y para referirnos al
subposet P(X − Y ). Cuando Y = {y}, escribiremos P− y en lugar de P− {y}.
Un orden parcial P es un orden total (u orden lineal) si para todo x, y ∈ X se
verifica que x ≤ y en P o y ≤ x en P. Sea P = (X,P ) un poset; un orden lineal L
sobre X es llamado extensio´n lineal de P si P ⊆ L, es decir, si x ≤ y en P implica
x ≤ y en L. Es sabido que todo poset P = (P,X) tiene una extensio´n lineal [20]. Ma´s
aun, si x ‖ y en P entonces existen dos extensiones lineales L1 y L2 tales que x < y
en L1 e y < x en L2.
La dimensio´n de un poset P, denotada por dim(P), es el menor entero positivo k
para el cual existen L1, L2, . . . , Lk extensiones lineales de P tales que P =
⋂k
i=1 Li.
Un poset P = (X,P ) se dice t-irreducible, para algu´n t ≥ 2, si dim(P) = t, y
dim(P(Y )) < t para todo subconjunto propio Y ⊂ X.
Diremos que el poset P es conexo si para todo x, y ∈ X con x 6= y existe una
secuencia finita x = x0, x1, . . . , xn = y de elementos de X tal que xi⊥xi+1 en P para
i = 1, 2, . . . , n−1. Salvo que se especifique lo contrario, siempre consideraremos posets
conexos.
Los posets P = (X,P ) y Q = (Y,Q) son isomorfos, y se escribe P ∼= Q, si existe
una biyeccio´n f : X → Y tal que x1 ≤ x2 en P si y solamente si f(x1) ≤ f(x2) en Q.
8
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t1 t2 tn+2 tn+3
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A0
Figura 2.1: Diagrama de Hasse de la corona con cuatro elementos y de la corona con
2(n + 3) elementos, con n ≥ 0.
Diremos que f es un isomorfismo de P a Q.
Un poset P = (X,P ) es ac´ıclico (o sin ciclos) si no tiene como subposets a ninguno
de los poset descriptos en la Figura 2.1. Los posets de dicha figura son llamamos
coronas. Observar que toda corona tiene al menos cuatro ve´rtices.
Sea F una familia de posets. Diremos que un poset P es F -libre si ningu´n subposet
de F es isomorfo a un miembro de la familia F . Una clase de posets A es F -libre
si todos los posets de la clase lo son. Como en el caso de los grafos, los miembros
de la familia F se dicen subposets prohibidos para la clase A. Y son prohibidos
minimales si removiendo cualquiera de sus ve´rtices se obtiene un poset perteneciente
a la clase A.
Resulta que los posets ac´ıclicos son los posets corona-libre.
2.3. Grafos de comparabilidad, posets y modelos
por contencio´n
El grafo de comparabilidad GP de un poset P es el grafo simple cuyo conjunto de
ve´rtices es V (GP) = X y cuyo conjunto de aristas es E(GP) = {xy : x⊥y}. Diremos
que dos posets son asociados si sus grafos de comparabilidad son isomorfos. En [22],
Trotter et al. probaron el siguiente resultado que permite definir la dimensio´n de
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un grafo de comparabilidad G como la dimensio´n de cualquier poset P tal que
G = GP.
Teorema 2.3.1. Si P y P′ son posets asociados entonces dim(P) = dim(P′)
Un grafo G es un grafo de comparabilidad si existe algu´n poset P tal que G = GP.
Una orientacio´n ~E(G) (o simplemente ~E) de G es la asignacio´n a cada arista xy ∈
E(G) de una de las dos direcciones posibles, ~xy o ~yx. La orientacio´n que a cada
arista de G le asigna la orientacio´n opuesta a la dada por ~E se le dice orientacio´n
contraria a ~E. Un ve´rtice v de G es un sumidero (una fuente) en ~E si ~xv ∈ ~E
( ~vx ∈ ~E) para todo x ∈ N(v).
Se dice que ~E es una orientacio´n transitiva de G si ~xy ∈ ~E e yz ∈ ~E implican
~xz ∈ ~E. Es claro que si ~E es una orientacio´n transitiva entonces su orientacio´n
contraria tambie´n lo es. Por otra parte, v es un sumidero (fuente) en ~E si y solo si es
fuente (sumidero) en la orientacio´n contraria a ~E.
Los grafos cuyas aristas pueden ser orientadas transitivamente son exactamente los
grafos de comparabilidad [9].
Dada una orientacio´n transitiva ~E de un grafo G = (V,E), se denota P ~E al poset
(V, P ~E) donde x < y en P ~E si y solo si ~xy ∈ ~E. Es claro que el grafo de comparabilidad
de P ~E es G, y de esta manera, las orientaciones transitivas de G esta´n en una co-
rrespondencia biyectiva con los posets cuyos grafos de comparabilidad son isomorfos
a G.
Sea ~E una orientacio´n transitiva de G = (V,E). Si xy, xw ∈ E y yw /∈ E, la
orientacio´n de una de las aristas fuerza la orientacio´n de la otra. Es decir, ~xy, ~xw ∈ ~E
o ~yx, ~wx ∈ ~E. Como consecuencia de esta observacio´n surge la definicio´n de la relacio´n
Γ definida sobre el conjunto de aristas de G de la siguiente forma [11]:
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xyΓzw ⇔
xz /∈ E e y = w oyw /∈ E y x = z
Esta relacio´n binaria Γ es reflexiva y sime´trica, siendo su clausura transitiva una
relacio´n de equivalencia sobre las aristas de G. Las clases de esta relacio´n se llaman
clases de implicancia. Observar que si G es un grafo de comparabilidad y ~E una
orientacio´n transitiva, la orientacio´n de una de sus aristas nos permite conocer la
orientacio´n de las restantes aristas de la clase.
Diremos que un grafo de comparabilidad G es UPO (Uniquely Partially Orderable)
si G = GP ∼= GQ implica que P ∼= Q o P ∼= Qd.
Proposicio´n 2.3.2. ([11]) Sea G un grafo de comparabilidad. G es UPO si y solo si
G tiene una u´nica clase de implicacia.
Gallai proporciono´ la siguiente caracterizacio´n de los grafos de comparabilidad por
una familia de subgrafos inducidos prohibidos minimales.
Teorema 2.3.3 ([8]). Un grafo es un grafo de comparabilidad si y solamente si
ninguno de sus subgrafos inducidos es isomorfo a un grafo en la Figura 2.3 o al
complemento de un grafo en la Figura 2.4.
Un modelo por contencio´n MP de un poset P = (X,P ) asigna a cada elemento
x ∈ X un conjunto Mx de manera que x < y en P si y solo si Mx es subconjunto
propio de My, es decir:
x < y enP⇔Mx ⊂My.
Decimos que un modelo es inyectivo cuando dos elementos distintos no tienen asig-
nado el mismo conjunto.
Notar que siempre podemos obtener un modelo por contencio´n de un poset P =
(X,P ) asignando a cada elemento x su conjunto descendente cerrado D [x].
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subestrella inducida por 64321c
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2
3
1
5
46
subestrella inducida por 1, 2 o 6
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46
G ~G
P~E(G)
Modelo de contencio´n de P~E(G)
Figura 2.2: G es un grafo de comparabilidad y P es un poset tal que G = GP.
Entonces, G admite un modelo (Mx)
6
x=1 por contencio´n de subestrellas de una estrella
tal que x < y en P ⇔ ~xy ∈ ~E(G) ⇔ Mx ⊂My.
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1 2 2n
1 2 2n 1 2 2n+ 1
1
2
3
2n+ 1
2n
n > 1 n > 2
n > 2 n > 1
J2n+1
Figura 2.3: Estos grafos junto con los complementos de los grafos de la Figura 2.4
constituyen la familia de subgrafos inducidos prohibidos minimales para los grafos de
comparabilidad
Un modelo por contencio´n MG de un grafo G asigna a cada ve´rtice v ∈ V (G) un
conjunto Mv de manera que v es adyacente a w en G si y solo si Mv es un subconjunto
propio de Mw o Mw es subconjunto propio de Mv.
Observar que si (Mx)x∈X es un modelo por contencio´n de un poset P entonces es
un modelo por contencio´n del grafo de comparabilidad GP, y ma´s aun, el modelo
determina una orientacio´n transitiva ~E de GP tal que P ~E = P.
Rec´ıprocamente, un modelo por contencio´n (Mv)v∈V (G) de un grafo G determina
una orientacio´n transitiva ~E de G y, consecuentemente, un poset P ~E. Es claro que
(Mv)v∈V (G) es tambie´n un modelo por contencio´n de este poset.
Resulta que un grafo admite un modelo por contencio´n si y solo si es de comparabi-
lidad. Ma´s au´n, M. Golombic y E. Scheinerman demostraron en [13] que un grafo G
es de comparabilidad si y solo si G admite un modelo por contencio´n en el cual los
conjuntos son subestrellas de una estrella.
En la Figura 2.2 podemos ver un el diagrama de Hasse de un poset junto con su grafo
de comparabilidad orientado y un modelo por contencio´n, donde a cada elemento
x ∈ {1, 2, 3, 4, 5, 6} del poset se le asigna una subestrella de una estrella con seis
hojas.
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1 2 n 1
2
3
n− 1
n
n > 2
n > 6
1 2 n
n > 2
1 2 n
n > 2
T S
G1
M
G2
G3
Nn
Figura 2.4: Los complementos de estos grafos juntos con los grafos de la Figura 2.3
constituyen la familia de subgrafos inducidos prohibidos minimales para los grafos de
comparabilidad
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En [6], fue demostrado que dim(P) ≤ 2 si y solamente si P admite un modelo por
contencio´n en el cual los conjuntos son intervalos de la recta real. Por lo tanto, los
posets con dimensio´n a lo sumo 2 tambie´n aparecen en la literatura como orde-
nes de contencio´n de intervalos, o simplemente CI para abreviar. Los grafos de
comparabilidad de los ordenes de contencio´n de intervalos, o grafos CI, han sido
caracterizados de diferentes maneras.
Teorema 2.3.4 ([6], [17]). Las siguientes afirmaciones son equivalentes.
1. G es un grafo CI.
2. Existe un poset P con dim(P) ≤ 2 tal que G = GP.
3. G y G son grafos de comparabilidad.
4. G es un grafo de permutacio´n.
Una consecuencia del teorema anterior y del Teorema 2.3.1 es la siguiente.
Observacio´n 2.3.5. Sean P y P′ posets asociados. Entonces, P es un poset CI si y
solo si P′ es un poset CI. En particular, P es un poset CI si y solo si Pd es un poset
CI.
La caracterizacio´n de los posets de dimensio´n a lo sumo 2 mediante una familia de
subposets prohibidos fue obtenida independientemente por Kelly y por Trotter-Moore.
Teorema 2.3.6 ([15] [21]). Un poset es CI si y solo s´ı ninguno de sus subposets es
isomorfo a alguno de los posets descrito en las Figuras 2.5 y 2.6 ni a sus respectivos
duales.
Es claro, como consecuencia del Teorema 2.3.4 y el hecho de que al remover un ve´rtice
cualquiera de un poset su dimensio´n disminuye en a lo sumo uno [23], que los subposets
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B C
D
CX1
CX2 CX3
EX1 EX2
FX1 FX2
Figura 2.5: Estos posets y los posets de la Figura 2.6 junto con los correspondientes
duales constituyen la familia de posets 3-irreducibles.
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Figura 2.6: Estos posets y los posets de la Figura 2.5 junto con los correspondientes
duales constituyen la familia de posets 3-irreducibles.
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prohibidos para posets CI descritos en las Figuras 2.5 y 2.6 son exactamente los posets
3-irreducibles.
Un conjunto M ⊆ X es un mo´dulo de P = (X,P ) si M es mo´dulo de GP. Entonces,
para todo x, y ∈ M y v ∈ X −M se cumple que x ⊥ v en P si y solo s´ı y ⊥ v en
P. Ma´s aun, x < v en P si y solo s´ı y < v en P. Los mo´dulos triviales de GP, ∅, X
y {x} con x ∈ X, tambie´n son los mo´dulos triviales de P. Un poset se dice que es
primo (o indescomponible) si todos sus mo´dulos son triviales. En caso contrario,
se dice que e´l es descomponible.
Proposicio´n 2.3.7 ([23]). Sea P un poset t-irreducible para algu´n t ≥ 2. Entonces
P es primo.
El siguiente teorema dice que si un poset es primo su grafo de comparabilidad es
UPO.
Teorema 2.3.8 ([8]). Sea P un poset primo. Si P′ es un poset asociado a P entonces
P′ = P o P′ = Pd.
Corolario 2.3.9. Sea S un subposet de un poset P y sea P′ un poset asociado a P.
Se cumple que,
1. Si P es primo entonces S o Sd es un subposet de P′.
2. Si S es primo entonces S o Sd es un subposet de P′.
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Cap´ıtulo 3
Ve´rtices extremos de grafos CI
En este Cap´ıtulo, describimos los ve´rtices extremos de los grafos que admiten un
modelo por contencio´n de intervalos, es decir los grafos CI, usando una familia auto-
complementaria de subgrafos inducidos prohibidos. Adema´s, caracterizamos a los gra-
fos CI homoge´neamente representables (todos sus ve´rtices son ve´rtices extremos) por
subgrafos inducidos prohibidos.
3.1. Caracterizacio´n de ve´rtices extremos
Recordemos que un grafo G es un grafo CI si existe una coleccio´n de intervalos
(Iv)v∈V (G) de la recta real, a la cual llamaremos modelo o representacio´n CI de G
satisfaciendo que
uv ∈ E ⇔ Iu ⊂ Iv o Iv ⊂ Iu.
Sin pe´rdida de generalidad, se puede asumir que los intervalos de un modelo CI son
cerrados, tienen longitud positiva y dos intervalos distintos no tienen un extremo
comu´n [11, 19, 23].
19
En adelante llamaremos lv y rv a los extremos izquierdo y derecho del intervalo Iv, res-
pectivamente. Un ve´rtice z ∈ V (G) se dice ve´rtice extremo de la representacio´n
si lz < lv para todo v ∈ V − {v} o rv < rz para todo v ∈ V − {v}.
Un ve´rtice se dice ve´rtice extremo de G si es ve´rtice extremo de alguna represen-
tacio´n CI de G; y se dice sumidero de G (fuente de G) si es sumidero (fuente) en
alguna orientacio´n transitiva de G.
Observar que un ve´rtice es una fuente de G si y solo si es un sumidero de G.
Olariu y Gimbel, casi simulta´neamente, obtuvieron una caracterizacio´n de los ve´rtices
sumideros en te´rminos de subgrafos inducidos prohibidos, la cual citamos a continua-
cio´n.
Teorema 3.1.1. ([10, 16]) Sea G un grafo de comparabilidad. Un ve´rtice v de G es
un sumidero si y solamente si G no contiene a ninguno de los siguientes grafos: A,
B, C, D2k+1 con k ≥ 2, E¯n con n ≥ 3, como subgrafo inducido con v como ve´rtice
destacado ver Figura 3.1.
Cada representacio´n CI de G induce naturalmente una orientacio´n transitiva de las
aristas: la arista vw se orienta de v hacia w si Iv es un subintervalo propio de Iw,
y de w hacia v en caso contrario. Es claro que el intervalo correspondiente a un
ve´rtice extremo z de la representacio´n no puede estar contenido en otro. Luego toda
arista incidente en z estara´ orientada hacia z. Resulta que un ve´rtice extremo de G
es necesariamente un sumidero de G.
Por otro lado, notemos que si (Iv)v∈V es un modelo CI de G con Iv = [lv, rv] y a
es un punto de la recta a la derecha de todos estos intervalos, i.e., rv < a para todo
v ∈ V , entonces los intervalos I ′v = [lv, a + rv] tambie´n constituyen un modelo CI
de G. Adema´s, si invertimos el orden de los extremos derechos de estos intervalos
considerando el intervalo I ′′v = [lv, 2a − rv] (podemos suponer todos los extremos
positivos) para cada ve´rtice v, entonces (I ′′v )v∈V es un modelo CI del complemento
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de G.
Lo expuesto anteriormente prueba el siguiente lema:
Lema 3.1.2. Sea G un grafo CI. Un ve´rtice extremo de G es necesariamente un
sumidero de G y de G.
Veremos, como corolario del Teorema 3.1.4, que la implicacio´n rec´ıproca al lema
anterior tambie´n es cierta. En la demostracio´n de dicho teorema usaremos el lema a
continuacio´n.
Dado un modelo CI de un grafo G, el conjunto derecho Rv de un ve´rtice v de G es
{w ∈ V (G) : lw < rv < rw}; y el conjunto izquierdo Lv es {w ∈ V (G) : lw < lv < rw}.
Claramente, si w ∈ Rv ∩Lv entonces Iv ⊂ Iw, y, consecuentemente, w es adyacente a
v.
Lema 3.1.3. Sea (Ivi)0≤i≤k un modelo CI de un camino sin cuerdas P = [v0v1 . . . vk]
con k ≥ 2. Si Iv1 ⊂ Iv0 entonces se cumple exactamente una de las siguientes afirma-
ciones:
( i) v2 ∈ Rv0 y rv0 < rvi para 2 ≤ i ≤ k.
(ii) v2 ∈ Lv0 y lvi < lv0 para 2 ≤ i ≤ k.
Demostracio´n: Procederemos por induccio´n sobre k. La proposicio´n es obviamente
cierta cuando k = 2. Sea k > 2 y asumamos que Iv1 ⊂ Iv0 . Como v2 es adyacente a v1
y no es adyacente a v0, tenemos que v2 ∈ Rv0 −Lv0 o v2 ∈ Lv0 −Rv0 . Asumamos, sin
pe´rdida de generalidad, que v2 ∈ Rv0 . Por hipo´tesis inductiva resulta rv0 < rvi para
2 ≤ i ≤ k − 1. Para completar la demostracio´n, mostraremos que rv0 < rvk .
Dado que vk es adyacente a vk−1, se tiene que Ivk−1 ⊂ Ivk o Ivk ⊂ Ivk−1 . En el primer
caso, es claro que rv0 < rvk−1 < rvk . Por lo tanto, asumamos que Ivk ⊂ Ivk−1 ; y, con el
objetivo de llegar a una contradiccio´n, supongamos que rvk < rv0 .
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Dn
En E¯n
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Figura 3.1: Cada ve´rtice destacado en los grafos A, B, C, D2k+1 con k ≥ 2, E¯n con
k ≥ 3, no puede ser sumidero de un grafo de comparabilidad. Cada ve´rtice destacado
en los grafos A, A¯, B, B¯, C, C¯, D2k+1, D¯2k+1, E3, E2k, E¯2k, para con k ≥ 2, no
puede ser ve´rtice extremo de un grafo CI.
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Debido a que rv0 < rvk−1 y vk−1 no es adyacente a v0, obtenemos que lv0 < lvk−1 . Por
lo tanto, lv0 < lvk−1 < lvk , y entonces Ivk ⊂ Iv0 , lo cual contradice el hecho de que vk
y v0 no son adyacentes. 2
Teorema 3.1.4. Sea G = (V,E) un grafo CI . Un ve´rtice z es un ve´rtice extremo de
G si y solo si G no contiene a ninguno de los grafos A, A, B, B, C, C, D2k+1, D2k+1,
E3, E2k, E2k, para k ≥ 2, como subgrafo inducido, con z como ve´rtice destacado de
la Figura 3.1.
Demostracio´n: La implicacio´n directa es consecuencia del Lema 3.1.2 y del Teorema
3.1.1. Observar que E3 = E3 y que Dn es subgrafo inducido de En.
Para demostrar la proposicio´n rec´ıproca, consideremos el grafo G′ que se obtiene
agregando a G un ve´rtice pendiente z′ adyacente a z.
Observar primero que, por el Teorema 3.1.1, el ve´rtice z es un sumidero de G. Luego
existe una orientacio´n transitiva ~E de G en la cual todas las aristas incidentes en z
esta´n orientadas hacia z. La orientacio´n transitiva ~E ′ de G′ que se obtiene agregando
~z′z a ~E prueba que G′ es de comparabilidad y que z es un sumidero de G′. Probaremos
a continuacio´n que G′ es CI.
Asumamos, con el objetivo de obtener una contradiccio´n, que G′ no es CI. Luego,
G′ contiene un subgrafo inducido H el cual es un grafo en la Figura 2.4, o bien el
complemento de un grafo de la Figura 2.3; ma´s aun, H debe contener a z′, por lo que
H debe tener un ve´rtice de grado uno y z es el u´nico vecino de ese ve´rtice.
Una inspeccio´n de esas figuras revela que H tiene que ser uno de los grafos T , S, M ,
G1, G2, G3 o Nn para algu´n n ≥ 4, en la Figura 2.4; o el complemento del grafo J2k+1
para algu´n k ≥ 2 en la Figura 2.3. En el siguiente pa´rrafo mostraremos que cada caso
implica una contradiccio´n, y que por lo tanto G′ es un grafo CI.
Si H es alguno de los grafos S, G1, G2 o G3, entonces G contiene al grafo A en
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la Figura 3.1 con z como el ve´rtice sen˜alado.
Si H es el grafo T , entonces G contiene el grafo B en la Figura 3.1 con z como
el ve´rtice sen˜alado.
Si H es el grafo M , entonces tenemos que considerar dos casos dependiendo
de cual ve´rtice de grado uno es z′: su vecino z es adyacente a dos ve´rtices con
grado 3, o su vecino z es adyacente a un ve´rtice con grado 3 y otro con grado
2. En el primer caso, G contiene el grafo A en la Figura 3.1 con z como ve´rtice
marcado; y, en el u´ltimo, G contiene al grafo C en Figura 3.1 con z como el
ve´rtice sen˜alado.
Si H es el grafo N4, entonces G contiene al grafo E3 en Figura 3.1 con z como
el ve´rtice marcado.
Si H es el grafo Nn para algu´n n > 4, entonces, nuevamente, consideramos
dos casos dependiendo de cua´l ve´rtice de grado uno es z′. Si z′ es el ve´rtice
etiquetado 1 (o n) entonces G contiene el grafo En−1 y Dn−1 en Figura 3.1 con
z como el ve´rtice sen˜alado. Notar que En−1 es prohibido cuando n es impar
y Dn−1 es prohibido cuando n es par. Si z′ no es el ve´rtice etiquetado 1 ni el
ve´rtice etiquetado n, entonces G contiene el grafo A en la Figura 3.1 con z como
el ve´rtice sen˜alado.
Por lo tanto, hemos probado que G′ es CI.
Sea (Iw)w∈V (G′) un modelo CI de G′ compatible con ~E ′, es decir,
~uv ∈ ~E ′ implica Iu ⊂ Iv.
Claramente, si Iz es un intervalo extremo de esta representacio´n entonces z es un
ve´rtice extremo de G y el teorema esta´ probado. Asumamos entonces que z no es
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extremo en la representacio´n (Iw)w∈V (G′). Resulta que el conjunto izquierdo Lz y el
conjunto derecho Rz de z son no vac´ıos. El hecho que z es el u´nico vecino de z
′ implica
que Lz ∩Rz = ∅.
Sea x un ve´rtice de Lz minimizando la distancia a z enG
′. Sea Pzx = [v0 = z, v1, v2, . . . , vk = x]
un camino de mı´nima longitud uniendo z con x. Como z es un sumidero, tenemos
que −→v1z ∈
−→
E ′, lo cual implica que Iv1 ⊂ Iz. Resulta, por el Lema 3.1.3, que v2 ∈ Rz y
rz < rvi para todo i, o v2 ∈ Lz y lvi < lz para todo i mayor que 0.
Como vk = x ∈ Lz debe ser v2 ∈ Lz y lvi < lz para todo i. Como x fue elegido
minimizando la distancia a z debe ser v2 = vk = x y as´ı probamos la existencia
de un camino de la forma [z, v1, x]. Ana´logamente, existen los ve´rtices v
′
1, e y ∈ Rz
induciendo el camino [z, v′1, y].
La prueba sera´ completada mostrando que la concatenacio´n de ambos caminos induce
el grafo A con z como el ve´rtice marcado.
Claramente, x e y no son adyacentes. Afirmamos que x no es adyacente a v′1. De
hecho, si x fuera adyacente a v′1, se obtiene que rv′1 < rx; por otro lado, ya que z
′
tiene grado uno e Iz′ ⊂ Iz, se sigue que rx < rz′ y lz′ < ly. Por lo tanto,
lz′ < ly < lv′1 < rv′1 < rx < rz′
lo cual implica Iv′1 ⊂ Iz′ , contrario al hecho de que z′ es adyacente u´nicamente a z.
Ana´logamente, y no es adyacente a v1. 2
Como consecuencia de los Teoremas 3.1.1 y 3.1.4, obtenemos el siguiente resultado.
Teorema 3.1.5. Sea G un grafo CI. Un ve´rtice z es un ve´rtice extremo de G si y
solo s´ı z es un sumidero de G y G.
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3.2. Grafos CI homoge´neamente representables
Un grafo CI G es homoge´neamente representable si cada uno de sus ve´rtices es
un ve´rtice extremo.
Teorema 3.2.1. Sea G un grafo CI. Entonces G es homoge´neamente representable
si y solo si no contiene a los grafos A, A, C, C, E3, descritos en la Figura 3.1, como
subgrafos inducido.
Demostracio´n: Es una consecuencia directa del Teorema 3.1.4 y el hecho que: A es
un subgrafo inducido de B y de D2k+1, para k ≥ 2; y E3 es un subgrafo inducido de
E2k, para k ≥ 2. 2
En el teorema previo, la condicio´n ’G es un grafo CI’ puede ser relajada agregando
C5 (el ciclo sin cuerdas con 5 ve´rtices) a la familia de subgrafos prohibidos.
Teorema 3.2.2. Un grafo G es CI homoge´neamente representable si y solo s´ı G no
contiene a los grafos C5, A, A, C, C, E3, descripto en la Figura 3.1, como subgrafos
inducido.
Demostracio´n: Si cada ve´rtice de G es extremo entonces, por el Teorema 3.1.4, G
no contiene a ninguno de los grafos de la Figura 3.1; en particular no contiene a A,
A, C, C ni E3. Adema´s, C5 es un prohibido de los grafos de comparabilidad, por lo
que G no lo contiene.
Rec´ıprocamente seaG un grafo que no contiene a C5, A, A, C, C ni E3 como subgrafos
inducidos. Recordemos que un grafo cualquiera H es CI si y solo si ninguno de los
grafos de las Figuras 2.3 y 2.4 ni los complementos de dichos grafos es subgrafo
inducido de H. Cada uno de estos prohibidos tiene como subgrafo inducido a C5, A,
A, C, C o E3. Por lo tanto, podemos asegurar que G es CI; y por el Teorema 3.2.1
e´l es homoge´neamente representable. 2
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Cap´ıtulo 4
Posets CPT : Propiedades
Generales y Dimensio´n
En la Primera seccio´n de este Cap´ıtulo, presentamos una condicio´n necesaria para que
un poset sea CPT . A partir de ella describimos una familia de subposets prohibidos
para la clase CPT . Tambie´n mostramos diferentes ejemplos de posets que no son
CPT au´n cuando satisfacen la condicio´n necesaria. Introducimos las definiciones de
posets fuertemente-CPT y dualmente-CPT . En la tercera seccio´n, demostramos que
en la clase de posets CPT la dimensio´n y la dimensio´n de intervalos no esta´n acotadas
superiormente. Sin embargo, la dimensio´n de un poset CPT P cualquiera esta´ acotada
superiormente por la cantidad de hojas del a´rbol hue´sped de cualquier modelo CPT
de P.
4.1. Propiedades Generales
Definicio´n 4.1.1. Un poset P = (X,P ) es un orden de contencio´n de caminos
en un a´rbol o poset CPT si admite un modelo por contencio´n MP = (Wx)x∈X tal
que cada Wx es el conjunto de ve´rtices de un camino de un a´rbol.
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Modelo CPT de B
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Ws3
t1 u t2 t3
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B̂ no es CPT
T
Figura 4.1: El poset B admite un modelo CPT , pero el poset B̂ no es CPT .
El a´rbol utilizado como soporte de los caminos se llama a´rbol hue´sped del modelo.
Con el objetivo de simplificar la notacio´n, de ahora en adelante identificaremos los
caminos con sus conjuntos de ve´rtices. Es decir, tambie´n nos referiremos a los conjun-
tos Wx como si fuesen caminos. Consecuentemente, podremos decir que un camino
W esta´ contenido en un camino W ′ o que un camino W es un subconjunto propio de
un camino W ′; y escribir, por ejemplo, sean W y W ′ caminos tales que W ⊆ W ′ o
tales que W ⊂ W ′.
En la Figura 4.1 podemos ver el diagrama de Hasse del poset 3-irreducible B =
(X,B) donde X = {s1, s2, s3, t1, t2, t3}, junto con un modelo CPT del mismo. A
cada elemento del conjunto X se le asigna un camino en el a´rbol T de forma que un
elemento es menor que otro en el poset B si y solo si el camino correspondiente al
primer elemento es un subconjunto (subcamino) propio del camino correspondiente
al segundo.
A modo de ejemplo, observar que Wt1 ⊂ Ws1 , pero Wt1 6⊂ Ws2 , y Wt1 6⊂ Ws3 , ya que
t1 < s1, t1 ‖ s2 y t1 ‖ s3 en B.
El poset B̂, cuyo diagrama de Hasse podemos ver en la misma figura, no admite
un modelo CPT . En efecto, si B̂ admitiese un modelo CPT (Px)x∈X∪{a1}, entonces
tendr´ıamos Px ⊂ Pa1 para cada elemento x ∈ D(a1) = X. Luego, como Pa1 es un
camino, claramente tendr´ıamos un modelo CI de B, lo cual contradice el hecho de
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que B no es un poset CI (ver Teorema 2.3.6 y la Figura 2.5).
En el siguiente lema mostramos una condicio´n necesaria para que un poset sea CPT .
Lema 4.1.2. Si P es un poset CPT entonces para todo elemento z de P el subposet
inducido por el conjunto descendente cerrado de z P(D [z]) es un poset CI.
Demostracio´n: Sea (Wx)x∈X un modelo CPT de P. Como x ∈ D (z) implica Wx ⊂
Wz, tenemos que cada Wx con x ∈ D [z] es un subintervalo de Wz. Por lo tanto,
(Wx)x∈D[z] es un modelo por contencio´n de intervalos de P(D [z]). 2
Recordemos que un elemento ma´ximo en un poset es un elemento mayor que todo
otro elemento del poset y que los posets 3-irreducibles descriptos en las Figuras 2.5 y
2.6 caracterizan por subposets prohibidos a los posets CI.
Definicio´n 4.1.3. Dado un poset P, indicaremos mediante P̂ al poset que se obtiene
agregando a P un elemento ma´ximo. Llamaremos Top3-irred al conjunto {P̂ : P poset
3-irreducible }.
Una consecuencia del Lema 4.1.2 es que cada poset en la clase Top3-irred es un ejemplo
de poset que no es CPT . En lo que sigue mostraremos cua´les de ellos son minimales.
Lema 4.1.4. Todo poset de la clase Top3-irred distinto de În, para todo n ≥ 0, es un
poset prohibido minimal para la clase CPT .
Demostracio´n:
Sea P = (X,P ) un poset 3-irreducible (ver Figuras 2.5 y 2.6) y llamemos u al elemento
ma´ximo de P̂. Por el Lema 4.1.2, el poset P̂ no es CPT . Veamos que es minimal.
Sea x es un elemento de X. Un modelo CPT de P̂ − x se obtiene considerando un
modelo CI de P − x y agregando un camino Wu correspondiente al ve´rtice ma´ximo
u que contenga todos los caminos del modelo CI.
Veremos a continuacio´n que P̂− u = P es CPT si P 6= In.
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Primero, consideremos el caso en que P tiene un elemento maximal x tal que su
conjunto descendente es una cadena. Observar que en tal caso P debe ser alguno de
los siguientes posets: Bd, C, Cd, CX1, CX
d
1, CX2, EX1, EX
d
1, EX2
∼= EXd2, FXd1,
En, E
d
n, Fn
∼= Fdn o Hn ∼= Hdn, con n ≥ 0.
Por ser P un poset 3-irreducible tenemos que P− x es CI. Sea M un modelo CI de
P− x sobre un camino hue´sped P . Sea x′ ∈ X tal que x′ <: x. Consideremos Wx′ el
camino del modelo M correspondiente a x′. Llamemos q al ve´rtice de P extremo de
Wx′ . Sea T el a´rbol que se obtiene agregando a P un ve´rtice pendiente q
′ adyacente
a q y llamemos Wx al camino de T que se obtiene agregando el ve´rtice q
′ al camino
Wx′ . Agregando al modelo M el camino Wx se obtiene un modelo CPT de P sobre
el a´rbol T .
En caso contrario, si P no es ninguno de los posets citados anteriormente, y no siendo
ninguno de los posets In, n ≥ 0, se tiene que Q debe ser alguno de los siguientes
posets: B, D, Dd, CXd2, CX3, CX
d
3, FX1, FX2, FX
d
2, An
∼= Adn, Idn, Gn ∼= Gdn o
Jn ∼= Jdn, con n ≥ 0. En las Figuras 4.2 y 4.3 exponemos un modelos CPT para cada
uno de estos posets. Chequear la exactitud de estos modelos es una tarea que requiere
tiempo pero es sencilla. 2
Veremos a continuacio´n que los posets Top3−irred permiten caracterizar a los posets
CPT dentro de cualquier clase de posets en la cual la condicio´n necesaria para ser
CPT sea tambie´n suficiente.
Teorema 4.1.5. Sea A una clase de posets donde la condicio´n necesaria para ser
CPT establecida por el Lema 4.1.2 es tambie´n suficiente.
Un poset P ∈ A es CPT si y solamente si P es Top3−irred-libre.
Demostracio´n: Sea P ∈ A. Si P es CPT entonces cumple con la condicio´n necesaria
para ser CPT . Luego, el conjunto descendente de cada ve´rtice es CI. Resulta que P
30
B
D
Dd
CXd2
CX3
CXd3
FX1
FX2
FXd2
Figura 4.2: Representacio´n de los modelos CPT de los posets 3-irreducibles B, D,
Dd, CXd2, CX3, CX
d
3, FX1, FX2 y FX
d
2.
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An ∼= Adn
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Jn ∼= Jdn
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Figura 4.3: Representacio´n de los modelos CPT de los posets 3-irreducibles An ∼= Adn,
Idn, Gn
∼= Gdn y Jn ∼= Jdn, con n ≥ 0.
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es Top3−irred-libre.
Rec´ıprocamente, si P es Top3−irred-libre entonces el conjunto descendente de cada
ve´rtice debe ser CI, es decir P satisface la condicio´n necesaria para ser CPT . Como
en la clase A la condicio´n necesaria es tambie´n suficiente, tenemos que P es CPT . 2
Si se desea obtener una caracterizacio´n mediante una familia de prohibidos minimales,
basta reemplazar en el teorema anterior la familia Top3−irred por la familia CA que
se obtiene eliminando de Top3−irred los posets În para todo n ≥ 0 y los posets que
no pueden ser subposets de un miembro de la clase A.
El Teorema 4.1.5 se usara´ para la caracterizacio´n por subposets prohibidos de dos
clases especiales de posets en los Cap´ıtulos 5 y 6.
A continuacio´n mostraremos otros ejemplos particulares de posets CPT y de posets
que no son CPT . Utilizaremos las siguientes observaciones cuyas demostraciones son
inmediatas.
Observacio´n 4.1.6. Si en un modelo CPT dos caminos Wx y Wy son iguales, en-
tonces los ve´rtices x e y son falsos gemelos. Luego, la propiedad de ser un poset CPT
es invariante bajo la operacio´n de adicio´n de falsos gemelos.
Observacio´n 4.1.7. Dados tres intervalos de una recta, existen dos de ellos tales
que si I es un intervalo que contiene a ambos entonces I tambie´n contiene al restante
tercer intervalo.
Observacio´n 4.1.8. Sea (Wi)1≤i≤n un modelo CI de un poset P cuyo grafo de com-
parabilidad es un camino sin cuerdas [v1, v2, ...., vn], siendo Wi el intervalo correspon-
diente a vi. Si v2 < v1 en P entonces :
1. de izquierda a derecha (o de derecha a izquierda) los intervalos correspondien-
te a los ve´rtices maximales aparecen en orden W1,W3,W5, ... y los intervalos
correspondiente a los ve´rtices minimales aparecen en orden W2,W3,W6, ....
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Wt2
Wtn+2
Wd1 ∩Wd2
Wc
s1 s2
t1 t2
d1 d2
c
In
tn+3
s3 sn+2
tn+2t3
lU rUWs1 Wsn+2
Figura 4.4: Poset 3-irreducible In y un esquema de un modelo CPT que usaremos
para probar que In no es CPT para n ≥ 0, Lema 4.1.9.
2. No hay dos intervalos iguales, salvo que n = 3 en cuyo caso puede ser W1 = W3.
Lema 4.1.9. Sea n ≥ 0. El poset 3-irreducible In descripto en la Figura 4.4 no es
CPT .
Demostracio´n:
Supongamos que existe un modelo CPT (Wx)x∈X de In, donde X es el conjunto
de ve´rtices del poset nombrados como se indica en la Figura 4.4. Sea A el conjunto
de ve´rtices D(d1) ∩ D(d2). Es claro que el subposet In(A) es CI y un modelo del
mismo esta´ contenido en el camino U = Wd1 ∩Wd2 . En particular los caminos Wt2 ,
Wtn+2 y Wc esta´n contenidos en U . Representando a U como un intervalo horizontal
con extremos derecho e izquierdo rU y lU , respectivamente; llamaremos rv y lv a los
extremos derecho e izquierdo respectivamente del camino Wv con v ∈ A. Sin pe´rdida
de generalidad asumamos que lt2 esta´ ma´s cercano a lU que el extremo ltn+2 , ver figura
4.4.
Por la Observacio´n 4.1.8 y el hecho que ningu´n camino Wv con v ∈ A − {c} puede
contener o estar contenido en Wc, resulta que lc esta´ entre lU y lt2 o rc esta´ entre rtn+2
y rU . Por simetr´ıa, podemos asumir, sin pe´rdida de generalidad, que lc esta´ entre lU
y lt2 y de esa forma rc debe estar entre lc y rs1 .
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b1 b2 b3 b
a1 a2 a3 b1 b2 b3 b
a1 a2 a3
b1 b2 b3 b
a1 a2 a3
N Nd M
b′
Figura 4.5: El poset N no es CPT . Su dual Nd admite un modelo CPT . El poset M
obtenido a partir de Nd por la adicio´n de b′ no es CPT . Notar que b y b′ son gemelos.
Por otra parte, el camino Wt1 debe estar contenido en Wd1 , debe contener a Ws1 y no
estar contenido en U , por lo que lU debe ser un punto interior del camino Wt1 y de
esa forma Wc resulta estar contenido en Wt1 , contradiciendo el hecho que c y t1 son
incomparables. 2
Lema 4.1.10. El poset Nd representado en la Figura 4.5 es CPT . En todo modelo
CPT de Nd, el ve´rtice b es representado por un camino formado por un ve´rtice.
Demostracio´n: En la Figura 4.6, hay un modelo CPT de Nd, lo que nos permite
afirmar e´l es un poset CPT .
Sea T el a´rbol hue´sped de algu´n modelo CPT (Wx)x∈X de Nd siendoX = {a1, a2, a3, b, b1, b2, b3}.
Por la Observacio´n 4.1.6, dos ve´rtices distintos no pueden ser asignados en un mismo
camino de T . Sea Wa1 : [q1, q2, . . . , qk] el camino que representa al ve´rtice a1, donde
los qi son ve´rtices de T . Ya que b1 < a1, b2 < a1 y b < a1 en N
d, se sigue que Wb1 , Wb2
y Wb son subcaminos de Wa1 . Para 1 ≤ i ≤ j ≤ k, denotamos [qi, qj] al subcamino de
Wa1 con ve´rtices qi, qi+1, . . . , qj−1, qj.
De acuerdo a las relaciones que satisfacen los elementos de Nd se cumple que Wb ⊆
Wa1 ∩Wa2 ∩Wa3 y Wb1 ⊂ Wa1 ∩Wa3 pero Wb1 6⊂ Wa2 . Adema´s, Wb2 ⊂ Wa1 ∩Wa2
pero Wb2 no esta´ contenido en Wa3 . Entonces, sin pe´rdida de generalidad, podemos
asumir que ib1 ≤ jb1 < jb < jb2 y ib1 < ib < ib2 ≤ jb2 .
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Wb1
Wb
Wb2
Wb3
Wa1
Wa2
Wa3
Figura 4.6: Un modelo CPT de Nd. Los ve´rtices b1, b2, b3 y b son representados por
caminos con un ve´rtice.
Ya que Wb3 no esta´ contenido en Wa1 existe un ve´rtice h de T que pertenece a
(Wa3 ∩Wa2)−Wa1 . Sea qih el ve´rtice de Wa1 ma´s cercano a h en T . Ya que h es un
ve´rtice de Wa3 , y Wb1 y Wb esta´n contenidos en Wa3 , entonces ih ≤ ib1 o ih ≥ jb. Si
ih ≤ ib1 , ya que h es un ve´rtice de Wa2 y Wb2 esta´n contenidos en Wa2 , tenemos que
Wb1 esta´ contenido en Wa2 , lo cual contradice que b1 y a2 son incomparables en N
d.
Por lo tanto, jb ≤ ih. Ana´logamente, debido a que h es un ve´rtice de Wa2 , y Wb2 y Wb
esta´ contenido en Wa2 , entonces ih ≤ ib o ih ≥ jb2 . Si ih ≥ jb2 , ya que h es un ve´rtice
de Wa3 y Wb1 esta´ contenido en Wa3 , tenemos que Wb2 esta´ contenido en Wa3 , lo cual
contradice que a3 y b2 son incomparables in N
d. Por lo tanto, ih ≤ ib. Concluimos
que ib = jb = ih, por lo que Wb es un camino formado por un u´nico ve´rtice. 2
Lema 4.1.11. Sean N y M los posets representados en la Figura 4.5. Las siguientes
afirmaciones son ciertas:
1. El poset N satisface la condicio´n necesaria para ser CPT establecida en el Lema
4.1.2, pero N no es CPT .
2. El poset Nd es CPT , pero el poset M que se obtiene agregando a Nd el ve´rtice
b′ gemelo de b no es CPT .
Demostracio´n: Es claro que N satisface la condicio´n necesaria. Asumamos, con el
fin de llegar a una contradiccio´n, que el poset N admite un modelo CPT (Wx)x∈X ,
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donde X es el conjunto de ve´rtices de N. Como a1 < b, a2 < b y a3 < b en N,
tenemos que Wa1 , Wa2 y Wa3 son intervalos de Wb. As´ı, por la Observacio´n 4.1.7, dos
de ellos, asumamos sin pe´rdida de generalidad que son Wa1 y Wa2 , satisfacen que todo
subcamino de Wb que contiene a Wa1 y Wa2 tambie´n contiene a Wa3 . Ya que Wb2∩Wb
es un subcamino de Wb que contiene a Wa1 y Wa2 , tenemos que Wa3 ⊆ Wb2 ∩Wb, por
lo que Wa3 ⊆ Wb2 . Por otra parte, es claro que Wa3 6= Wb2 , y as´ı Wa3 ⊂ Wb2 , lo que
contradice el hecho que a3 y b2 son incomparables en N.
El segundo enunciado es una consecuencia directa del Lema 4.1.10 y de que, en
cualquier modelo CPT de M, el camino correspondiente a b′ debe ser un subcamino
propio del camino correspondiente a b. 2
Corolario 4.1.12. La condicio´n necesaria para ser CPT dada por el Lemma 4.1.2
no es suficiente. La propiedad de ser un poset CPT se puede perder al agregar ve´rtices
gemelos. El hecho de que un poset sea CPT no implica que su dual tambie´n lo sea.
El siguiente lema sera´ utilizado para la demostracio´n de los Teoremas 6.1.8 y 6.2.8 en
el Cap´ıtulo 6.
Lema 4.1.13. Sea P = (X,P ) un poset CPT y sin falsos gemelos. Si P admite un
modelo CPT en el cual ningu´n camino se reduce a un ve´rtice, entonces P admite un
modelo CPT en el que ningu´n camino se reduce a un ve´rtice y, adema´s, no hay dos
caminos del modelo con algu´n extremo coincidente.
Demostracio´n: Sea M = (Wx)x∈X un modelo CPT en un a´rbol hue´sped T , en el
que todo camino del modelo tiene al menos dos ve´rtices de T . Procederemos recursi-
vamente disminuyendo la cantidad de caminos con extremos coincidentes. Si no hay
tales caminos, la demostracio´n es obvia. Observar que, como el poset no tiene ve´rti-
ces falsos gemelos, por la Observacio´n 4.1.6 no hay dos caminos iguales. Luego dos
caminos solo pueden compartir uno de sus extremos.
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Dado un ve´rtice q ∈ V (T ), sea Wv un camino de menor longitud entre los que compar-
ten extremo q. Sean q1, q2, ..., qk los vecinos de q en T . Como ningu´n camino se reduce
a un u´nico ve´rtice, tenemos que Wv debe contener algu´n otro ve´rtice qi, digamos q1.
Para obtener el nuevo modelo, procedemos subdividiendo la arista qq1 de T mediante
el agregado de un ve´rtice q′1 y haciendo la misma subdivisio´n en todos los caminos
de M que contienen a esa arista; reemplazando el camino Wv por el camino W
′
v que
se obtiene removie´ndole a Wv el ve´rtice extremo q (en este caso el nuevo extremo de
W ′v resulta ser q
′
1 y W
′
v no se reduce a un ve´rtice); los dema´s caminos de M no se
modifican.
Como el u´nico camino del nuevo modelo que contiene al ve´rtice q′1 es W
′
v, es claro
que el nu´mero de caminos con extremos coincidentes ha disminuido. Veamos que
la relacio´n de contencio´n entre los caminos no se ha modificado. Efectivamente, los
u´nicos cambios que podr´ıan ocurrir son: que W ′v quede propiamente contenido en un
camino en el cual Wv no lo estaba, lo cual claramente no es posible; o que W
′
v deje de
contener propiamente un camino Wx que Wv conten´ıa. Esto tampoco puede ocurrir
pues en tal caso q debio´ ser tambie´n ve´rtice extremo de Wx y tener menor longitud
que Wv, contradiciendo su eleccio´n.
2
4.2. Subclases
Debido a que todo poset y su dual son asociados, el Lema 4.1.12 muestra que la
propiedad fuerte de los poset CI enfatizada en la Observacio´n 2.3.5 no es cierta para
los posets CPT , es decir, el hecho que un poset P′ este´ asociado con un poset CPT
P no implica que P′ sea CPT . Ma´s au´n, el hecho que P sea CPT no implica que Pd
sea CPT . Esto motiva las siguientes definiciones:
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Definicio´n 4.2.1. Un poset P es dualmente-CPT si P y Pd son CPT .
Definicio´n 4.2.2. Un poset P es fuertemente-CPT si P es CPT y todo otro poset
asociado con P tambie´n es CPT .
Indicaremos dually-CPT (fuertemente-CPT ) a la clase de posets dually-CPT (fuertemente-
CPT ). Es claro que
CI ⊆ fuertemente-CPT ⊆ dualmente-CPT ⊆ CPT . (1)
Notar que la u´ltima inclusio´n en (1) es estricta: el poset Nd en el Lema 4.1.11 es CPT
pero no es dualmente-CPT .
Consideremos el poset B cuyo diagrama de Hasse esta´ representado en la Figura
4.1. B es CPT , pero no es CI (observar que B es uno de los posets 3-irreducibles
representados en la figura 2.3). El grafo de comparabilidad de B es un a´rbol, luego la
clase de posets cuyos grafos de comparabilidad son un a´rbol no esta´ contenida en la
clase de posets CI. El siguiente teorema muestra que tales posets son fuertemente-
CPT y, consecuentemente, la primera inclusio´n en (1) es estricta.
Teorema 4.2.3. Todo poset cuyo grafo de comparabilidad es un a´rbol es fuertemente-
CPT .
Demostracio´n: Sea P un poset tal que su grafo de comparabilidad GP es un a´rbol.
Notar que P tiene altura dos, por lo cual todo ve´rtice de P es un elemento minimal o
un elemento maximal. Se construira´ inductivamente un modelo CPT inyectivo de P
en el cual cada ve´rtice minimal esta´ representado por un camino con un u´nico ve´rtice.
Sean v0 una hoja de GP y (Wv)v∈V−{v0} un modelo inyectivo CPT de GP − v0 sobre
un a´rbol hue´sped T . Llamemos v1 al u´nico ve´rtice de P comparable con v0. Tenemos
dos casos a considerar:
Si v0 es minimal en P entonces v1 es maximal, luego Wv1 no esta´ contenido en ningu´n
otro camino del modelo. Sea q ∈ V (T ) un ve´rtice extremo de Wv1 . Procedemos
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adicionando a T un nuevo ve´rtice q′ adyacente a q, reemplazando Wv1 por Wv1 ∪{q′},
haciendo Wv0 = {q′} y tomando los restantes caminos sin cambios.
Si v0 es maximal en P entonces v1 es minimal, por lo que Wv1 es un camino con un
u´nico ve´rtice en T , digamos Wv1 = {q}, donde q ∈ V (T ). En este caso, procedemos
agregando a T un nuevo ve´rtice q′ adyacente a q, haciendo Wv0 = {q, q′} y tomando
los restantes caminos sin cambios. 2
Determinar si la inclusio´n central en (1) es estricta o no permanece como un problema
abierto.
Problema abierto 4.2.4. ¿Existe un poset dualmente-CPT que no sea fuerte-
mente-CPT?
Notar que la propiedad de ser fuertemente-CPT no es necesariamente hereditaria
por subposets, podr´ıa suceder que un subposet P′ de P admita ma´s posets asociados
que el mismo P. Sin embargo no sabemos si este es el caso para los posets que son
fuertemente-CPT .
Problema abierto 4.2.5. ¿La propiedad de ser fuertemente-CPT es hereditaria por
subposets?
Claramente, una respuesta negativa para el Problema 4.2.4 implica una respuesta po-
sitiva al Problema 4.2.5. En los dos cap´ıtulos siguientes, resolvemos ambos problemas
para la clase de posets split y la clase de posets k-tree.
4.3. Dimensio´n de los posets CPT
Los posets que admiten un modelo por contencio´n de intervalos en una recta, llamados
posets CI, son exactamente los posets con dimensio´n a lo sumo dos. Una pregunta
natural que plantea J. Spinrad en [19] es si la dimensio´n de los posets que admiten
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{1, 2} {1, 3} {1, 4} {2, 3} {3, 4}{2, 4}
{1} {2} {3} {4}
W1 = {q1}
W4 = {q4}
W3 = {q3}
W2 = {q2}
W12,W13,W14
W23,W24
W34
P(1, 2; 4)
Figura 4.7: Diagrama de Hasse del poset P(1, 2; 4) y un modelo CPT del mismo.
un modelo por contencio´n de caminos en un a´rbol, o sea la dimensio´n de los posets
CPT , tambie´n esta´ acotada superiormente por alguna constante. En esta seccio´n,
mediante el Teorema 4.3.1, responderemos negativamente a esta pregunta. Tambie´n
consideraremos el problema de determinar la existencia de una cota superior para la
dimensio´n de intervalos de los posets CPT .
Siguiendo la notacio´n de [23], para k y n enteros positivos, P(1, k;n) indica el poset
cuyos elementos son los subconjuntos con exactamente un elemento y los subconjuntos
con exactamente k elementos de {1, 2, 3, . . . , n}, ordenados por inclusio´n.
Los posets P(1, n− 1;n) (tambie´n conocidos como posets de Hiraguchi) son ejemplos
esta´ndar de posets con dimensio´n tan grande como se quiera eligiendo n adecuada-
mente. De hecho dim(P(1, n − 1;n)) = n [23]. Es de destacar que estos posets no
pueden ser utilizados para responder la pregunta de Spinrad, pues ellos no son po-
sets CPT . Efectivamente, si n ≥ 4, el poset N representado en la Figura 4.5 es un
subposet de P(1, n− 1;n), luego, por el Lema 4.1.11, P(1, n− 1;n) no es CPT .
En la prueba del Teorema 4.3.1 usamos que los posets P(1, 2;n) son CPT . Como
ejemplo, en la Figura 4.7 representamos al poset P(1, 2; 4) junto con un modelo CPT
del mismo donde el a´rbol hue´sped es una estrella con cuatro hojas.
Teorema 4.3.1. Para todo entero positivo d, existe un poset CPT P con dim(P) > d.
Demostracio´n: Primero demostraremos que, para cada n ≥ 1, el poset P(1, 2;n)
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es CPT . Sea T una estrella con centro q y hojas q1, q2, . . . , qn. Cada subconjunto
formado por un elemento {i} esta´ representado por el camino Wi = {qi} de T , y cada
subconjunto de 2 elementos {i, j} esta´ representado por el camino Wij = {qi, q, qj}.
Usando el hecho de que dim(P(1, 2;n)) > log2log2n para n ≥ 3 [23], queda probado
el teorema. 2
Un poset Q = (X,Q) se dice un orden de intervalos si existe una funcio´n F
asignando a cada elemento x ∈ X un intervalo cerrado no degenerado F (x) = [ax, bx],
con ax < bx, de la recta real R tal que x < y en Q si y solo si bx < ay en R. Todo
poset es subposet de algu´n orden de intervalos. La dimensio´n de intervalos de un
poset P, denotada por Idim(P), es el menor entero positivo k para el cual existen k
extensiones Q1, Q2, . . . , Qk de P tales que se satisfacen las siguientes condiciones: 1.)
P =
k⋂
i=1
Qi y 2.) (X,Qi) es un orden de intervalos para i = 1, 2, . . . , k.
Ya que los ordenes lineales son ordenes de intervalos, se tiene que Idim(P) ≤ dim(P)
para cada poset P.
La diferencia entre ambas dimensiones puede ser grande; sin embargo, si P es un
poset cuya altura es dos entonces esa diferencia es a lo sumo uno [24]. Luego, dado
que los posets P(1, 2;n) usados en la demostracio´n del Teorema 4.3.1 tienen altura
dos, obtenemos el siguiente teorema.
Teorema 4.3.2. Para todo entero positivo d, existe un poset CPT P satisfaciendo
que Idim(P) > d.
W. Trotter y J. Moore probaron el siguiente resultado que usaremos en la demostra-
cio´n del Teorema 4.3.4. Recordemos que un ve´rtice x de un grafo conexo G es ve´rtice
de corte si G− x es inconexo.
Teorema 4.3.3 ([23]). Sea G = (V,E) un grafo conexo con dos o ma´s ve´rtices. Sea
S = (X,S) el poset donde X es el conjunto de todos los subgrafos inducidos de G y
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H1 ≤ H2 en P si y solo si H1 es subgrafo inducido de H2. Entonces la dimensio´n de
S es igual a la cantidad de ve´rtices de G que no son ve´rtices de corte de G.
Teorema 4.3.4. Si un poset P admite un modelo CPT en un a´rbol hue´sped T con
k hojas entonces dim(P) ≤ k.
Demostracio´n: Sea Q el poset formado por los subgrafos conexos del a´rbol T or-
denados por inclusio´n de ve´rtices, es decir por la condicio´n de ser subgrafo inducido.
Por el Teorema 4.3.3 y el hecho que las k hojas de T son exactamente los ve´rtices que
no son de corte, tenemos que dim(Q) = k. Como P es subposet de Q, resulta que
dim(P) ≤ dim(Q) = k. 2
El siguiente lema muestra que los posets usados en el Teorema 4.3.1 no son dualmente-
CPT , por lo tanto el siguiente problema permanece irresuelto:
Problema abierto 4.3.5. Determinar si la dimensio´n de los posets dualmente-CPT
esta´ acotada superiormente por una constante. La misma pregunta para los posets
fuertemente-CPT .
Lema 4.3.6. Para todo n ≥ 4, el poset dual de P(1, 2;n), representado en la Figura
4.8, no es CPT .
Demostracio´n: Observar que P(1, 2; 4) es un subposet de P(1, 2;n) para n ≥ 4.
Por lo tanto, es suficiente probar que H = P(1, 2; 4)d no es CPT . Supongamos lo
contrario y tomemos un modelo CPT de H. Para cada ve´rtice {i} o {i, j} de H, sean
Wi, respectivamente Wij, los correspondientes caminos en un a´rbol T . El camino W1
contiene a los caminos W12, W13 y W14, ver Figura 4.9. Notar que de a pares estos
caminos tienen diferentes puntos extremos izquierdos y diferentes puntos extremos
derechos. Por la simetr´ıa de H, podemos asumir sin pe´rdida de generalidad que el
punto extremo izquierdo de W12 es el ma´s cercano al punto extremo izquierdo de W1
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P(1, 2; 4)d
Figura 4.8: Poset P(1, 2; 4)d.
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W23
W2, W3
Figura 4.9: El poset P(1, 2; 4)d no es CPT .
y que el punto extremo derecho de W13 es el ma´s cercano al punto extremo derecho
de W1.
Notar que W12 ⊂ W2, W12 6⊆ W3, W13 ⊆ W3, W13 6⊆ W2, y por el ve´rtice {2, 3},
W2∩W3 6⊆ W1. Por lo tanto, existe un ve´rtice t en el a´rbol hue´sped T entre el ve´rtice
extremo derecho r12 de W12 y el ve´rtice extremo izquierdo l13 de W13; y existe un
ve´rtice s de T adyacente a t tal que el camino W2 contiene a r12, t y s; mientras el
camino W3 contiene a l13, t y s. Ver Figura 4.9.
Ya que W14 ⊂ W1, W14 6⊆ W2 y W14 6⊆ W3, tenemos que el ve´rtice extremo izquierdo
de W14 esta´ entre l12 y t; mientras el ve´rtice extremo derecho de W14 esta´ entre t y
r13; lo cual contradice la existencia del camino W4. 2
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Cap´ıtulo 5
Posets y grafos CPT en la clase
Split
En este Cap´ıtulo demostramos que, en la clase de los posets split, la condicio´n ne-
cesaria para ser un poset CPT dada en el Lema 4.1.2 es tambie´n suficiente. Co-
mo consecuencia obtenemos una caracterizacio´n por subposets prohibidos de los po-
sets split CPT . Mostramos que un poset es split fuertemente-CPT si y solo si es
dualmente-CPT ; y los caracterizamos por subposets prohibidos. Obtenemos parale-
lamente una caracterizacio´n por subgrafos inducidos prohibidos de la clase de grafos
split fuertemente-CPT , la cual coincide con la clase de grafos split dualmente-CPT .
5.1. Posets Split
Un grafo cuyo conjunto de ve´rtices puede ser particionado en un clique y un con-
junto estable es llamado split. La clase de grafos split es exactamente la clase de
grafos {2K2, C4, C5}-libre [5]; por lo tanto un grafo es split y de comparabilidad si y
solamente si ninguno de sus subgrafos inducidos es isomorfo a un grafo en la Figura
5.1.
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2K2 C4 C5 S3 net co-rising-sun
Figura 5.1: Subgrafos inducidos prohibidos para los grafos de comparabilidad split.
Definicio´n 5.1.1. Un poset cuyo grafo de comparabilidad es split es llamado poset
split.
Los posets split han sido estudiados, por ejemplo, en [14]. En la Figura 5.2 se ofrecen
varios ejemplos de posets split.
Observacio´n 5.1.2. Un poset P es split si y solo si su diagrama de Hasse consiste
en una cadena maximal x1 < x2 < . . . xk < y1 < y2 < . . . < ym, llamada cade-
na principal de P, y cualquier otro ve´rtice z de P satisface una de las siguientes
condiciones:
z tiene un u´nico vecino, este vecino es alguno de los ve´rtices yj en la cadena
principal de P, y z <: yj. Observar que en este caso z es minimal y esta´ cubierto
u´nicamente por yj.
z tiene un u´nico vecino, este vecino es alguno de los ve´rtices xi en la cadena
principal de P, y xi <: z. Observar que en este caso z es maximal y cubre
u´nicamente a xi.
z tiene exactamente dos vecinos, ellos son xi e yj en la cadena principal de P,
y xi <: z <: yj.
El ve´rtice ym de la cadena principal es llamado ve´rtice cima del poset.
En lo que sigue, los posets split que son CPT , dualmente-CPT o fuertemente-CPT
sera´n caracterizados por subposets prohibidos.
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R ' Rd
T ' Td U ' Ud V Vd
F0 F̂0 F̂0
d
Figura 5.2: Ejemplos de posets split. F0 no es CI [23], pero F0 es CPT . F̂0 no es
CPT , pero F̂0
d
es CPT . Los posets R, T, U y V tienen a F̂0 como subposet, luego
no son CPT . Observar que los posets R, T, U y V tambie´n tienen a F̂0
d
como
subposet.
Teorema 5.1.3. Sea P un poset split. P es CPT si y solo si P(D[y]) es CI, donde
y es el ve´rtice cima de P.
Demostracio´n: Por el Lema 4.1.2, si P es CPT entonces P(D[x]) es CI para todo
elemento x de P, en particular esto vale para el elemento y.
Rec´ıprocamente sea P un poset split tal que P(D[y]) es CI, siendo y el ve´rtice
cima. Denotamos por Z el conjunto de los ve´rtices de P que no esta´n en D[y]. Por
la Observacio´n 5.1.2, si z ∈ Z entonces z es maximal y existe un u´nico ve´rtice xz
en la cadena principal adyacente a z; ma´s aun, xz <: z en P. Observar que distintos
elementos z y z′ de Z pueden ser adyacentes a un mismo ve´rtice de la cadena principal,
es decir, puede ocurrir xz = xz′ .
Sea (Wv)v∈D[y] un modelo CI de P(D[y]). Llamemos P al camino hue´sped de este
modelo. Por cada ve´rtice z ∈ Z agregamos a P un ve´rtice pendiente qz adyacente a
un extremo del camino Wxz . Llamemos T al a´rbol resultante de este proceso.
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Obtenemos un modelo CPT de P con a´rbol hue´sped T agregando a la familia de
caminos (Wv)v∈D[y] los caminos Wxz ∪ {qz} con z ∈ Z. 2
El Teorema 5.1.3 muestra que en la clase de los posets split la condicio´n necesaria
para ser CPT dada en el Lema 4.1.2 es tambie´n suficiente. Luego, el Teorema 4.1.5
y el siguiente lema completan la demostracio´n del Teorema 5.1.5 que brinda una
caracterizacio´n por subposets prohibidos para la clase de posets split CPT .
Lema 5.1.4. El u´nico poset 3-irreducible que puede ser subposet de un poset split es
el poset F0 descripto en la Figura 5.2.
Demostracio´n: Los posets 3-irreducibles son los posets descriptos en las Figuras 2.5
y 2.6 y sus respectivos duales. Sea H un poset 3-irreducible, subposet de un poset
split.
Como los grafos split son cordales, es decir, no tienen ciclos sin cuerdas inducidos,
entonces los posets split son ac´ıclicos. Resulta que H no es ninguno de los posets D,
CX1, CX2, CX3, EX1, EX2, FX1, FX2, An, In, Gn, Jn, Hn con n ≥ 0 ni sus
respectivos duales.
Luego H debe ser alguno de los posets B, C, En o Fn, con n ≥ 0. Es fa´cil verificar
que el grafo de comparabilidad de cada uno de estos posets, salvo en el caso de F0,
tiene un K2 como subgrafo inducido, y por ende no es split (recordar que los grafos
split son los grafos {2K2, C4, C5}-libre). 2
Observar que el dual del poset F0 es el mismo poset F0. El poset F̂0 que se obtiene
agregando a F0 un elemento ma´ximo (ver Definicio´n 4.1.3) se describe en la Figura
5.2.
Teorema 5.1.5. Sea P un poset split. P es CPT si y solo si P no contiene el poset
F̂0 (representado en la Figura 5.2 como subposet).
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El siguiente corolario es una consecuencia inmediata del teorema previo.
Corolario 5.1.6. Los posets split R, T, U y V representados en la Figura 5.2 no
son posets CPT .
Demostracio´n: Cada uno de ellos tiene como subposet a F̂0. 2
El segundo ı´tem del Corolario 2.3.9 no es aplicable al poset F̂0 por cuanto este poset
no es primo (F0 es un mo´dulo no trivial), aunque la propiedad descripta por dicho
corolario puede establecerse para F̂0 de la siguiente manera.
Lema 5.1.7. Sean P y P′ posets asociados. Si F̂0 (Figura 5.2) es un subposet de P
entonces F̂0 o F̂0
d
es subposet de P′.
Demostracio´n: Los mo´dulos no triviales de F̂0 son: su ve´rtice cima, que llamaremos
y, y los ve´rtices del subposet F0. Al conjunto de ve´rtices de F0 lo denotaremos por
X.
Como P y P′ son asociados (tienen el mismo grafo de comparalibidad) podemos
determinar el ve´rtice y′ y el conjunto X ′ de ve´rtices de P′ correspondientes al ve´rtice
y y al conjunto X, respectivamente.
Ya que F0 es primo por el segundo ı´tem del Corolario 2.3.9 y porque F0 = F0
d,
tenemos que el subposet de P′ inducido por los ve´rtices de X ′ es F0.
Observar que, en P′, el ve´rtice y′ debe ser mayor que todos los ve´rtices de X ′ o debe
ser menor que todos ellos, luego en P′ tenemos el subposet F̂0 o el subposet F̂0
d
(pues
F0 = F0
d). 2
Teorema 5.1.8. Sea P un poset split. Las siguientes condiciones son equivalentes.
i) P es fuertemente-CPT .
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ii) P es dualmente-CPT .
iii) P no contiene a F̂0 ni a F̂0
d
como subposets.
Demostracio´n: La implicacio´n i) entonces ii) es cierta incluso para posets que no
son split, y ii) implica iii) es consecuencia del Teorema 5.1.5.
Sea P un poset split que satisface iii). Por el Teorama 5.1.5, P es CPT . Asumamos,
con el objetivo de llegar a una contradiccio´n, que P no es fuertemente-CPT . Sea P′
un poset no CPT asociado a P. Por el Teorema 5.1.5, P′ contiene al poset F̂0 como
subposet; luego, por el Lema 5.1.7, P contiene a F̂0 o F̂0
d
como subposet, lo que
contradice nuestra asuncio´n. 2
Observar que, por el Lema 5.1.7, si un poset P tiene a F̂0 como subposet, entonces
todo poset asociado a P tiene a F̂0 o a F̂0
d
como subposet. Nos interesar´ıa mejorar
ese resultado caracterizando los posets tales que si ellos tienen a F̂0 como subposet
entonces cada uno de sus asociados tienen a F̂0 como subposet. El siguiente resultado,
que sera´ utilizado en la pro´xima seccio´n en la caracterizacio´n de los grafos split que
son CPT , muesta ejemplos de tales posets.
Lema 5.1.9. Sea P alguno de los posets R, T, U o V descriptos en la Figura 5.2.
Si P′ es un poset asociado a P entonces P′ tiene a F̂0 como subposet.
Demostracio´n: Podemos ver que el grafo de comparabiliad de P (se describe en la
Figura 5.1 para los distintos P) tiene una u´nica clase de implicancia. Luego, por la
Proposicio´n 2.3.2, P tiene a su dual como u´nico poset asociado. Por lo tanto, podemos
asumir P′ = Pd.
Por otra parte, es fa´cil ver en la Figura 5.2 que P tiene a F̂0 y a F̂0
d
como subposets.
Luego, Pd tiene a F̂0 como subposet y la demostracio´n esta´ completa. 2
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GR
GT GU GV
GF0 GF̂0
Figura 5.3: Los grafos de comparabilidad de los posets F0, F̂0, R y T, U, V en la
Figura 5.2.
5.2. Grafos CPT Split
Los grafos de comparabilidad de los posets CPT son llamados grafos CPT o grafos
de contencio´n de caminos en un a´rbol.
Claramente, un grafo G = (V,E) es CPT si y solo si existe una orientacio´n transitiva
~E de G, un a´rbol T y una familia (Wv)v∈V de caminos de T satisfaciendo que
~uv ∈ ~E ⇔ Wu ⊂ Wv.
Los grafos fuertemente-CPT y dualmente-CPT son los grafos de comparabilidad
de los posets fuertemente-CPT y dualmente-CPT , respectivamente.
No todo grafo split es de comparabilidad. Los grafos split de comparabilidad esta´n
caracterizados por subgrafos prohibidos (ver Figura 5.1). Por otra parte, no todo
grafo split de comparabilidad admite un modelo CI. Por comparacio´n de la familia de
subgrafos inducidos prohibidos para grafos split y para grafos CI, puede establecerse
que un grafo split es CI si y solo si no contiene a GF0 en la Figura 5.3 como subgrafo
inducido.
En el siguiente Teorema presentamos una caracterizacio´n de los grafos split que son
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dualmente-CPT y probamos que son exactamente los grafos split que son fuertemente-
CPT .
Teorema 5.2.1. Sea G un grafo de comparabilidad split. Las siguientes afirmaciones
son equivalentes:
i) G es fuertemente-CPT .
ii) G es dualmente-CPT .
iii) G no contiene a GF̂0 en la Figura 5.3 como subgrafo inducido.
Demostracio´n: La equivalencia de i) y ii) es consecuencia directa del Teorema 5.1.8.
Para probar ii) implica iii), sea G un grafo dualmente-CPT . Entonces existe un poset
P dualmente-CPT tal que G = GP. Asumamos, para llegar a una contradiccio´n, que
G tiene como subgrafo inducido a GF̂0 . Entonces P tiene un subposet P
′ asociado a
F̂0. Por el Lema 5.1.7, debe ser P
′ = F̂0 o P′ = F̂0
d
. En cualquier caso se contradice
el Teorema 5.1.8, pues P es dualmente-CPT .
Para demostrar iii) implica i), con el objetivo de llegar a una contradiccio´n, supon-
gamos que G no es fuertemente-CPT . Entonces existe un poset P que no es CPT tal
que G = GP. Por el Teorema 5.1.8, P tiene a F̂0 o a F̂0
d
como subposet. Luego GP
tiene a GF̂0 como subgrafo, contradiciendo iii). 2
Notar que aunque el Teorema 5.1.5 provee una caracterizacio´n por subposets prohi-
bidos de los posets split que son CPT , la misma no es suficiente para obtener una
caracterizacio´n por subgrafos prohibidos de los grafos split que son CPT . El grafo
GF̂0 es un grafo split CPT aunque el poset F̂0 es un subposet prohibido para los
posets split CPT .
En otras palabras, para que GP sea un grafo no CPT es necesario que P sea un poset
no CPT y que adema´s todo poset P′ asociado a P tambie´n sea un poset no CPT .
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El Lema 5.1.9 implica que los grafos GR, GT, GU y GV descriptos en la Figura 5.3
no son grafos CPT . En particular son subgrafos inducidos prohibidos de la clase de
grafos split CPT . Conjeturamos que son los u´nicos.
Conjetura 5.2.2. Un grafo split G es CPT si y solamente si G no tiene a GR, ni a
GT, ni a GU, ni a GV en la figura 5.3 como subgrafo inducido.
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Cap´ıtulo 6
Posets y grafos CPT en la clase
k-tree
En este cap´ıtulo estudiamos a los posets k-tree que admiten un modelo por contencio´n
de caminos en un a´rbol. Mostramos que en dicha clase la condicio´n necesaria para ser
poset CPT , el Lema 4.1.2, es tambie´n suficiente. En la Seccio´n 6.1, consideraremos
el caso de los posets 2-tree. Luego en la Seccio´n 6.2, generalizaremos los resultados
a posets k-tree para un entero positivo k cualquiera. El objetivo de introducir una
primera seccio´n atendiendo el caso particular de los posets 2-tree es facilitar el enten-
dimiento del caso general. El lector que as´ı lo prefiriera puede comenzar directamente
con la Seccio´n 6.2. En esta seccio´n, obtenemos tambie´n caracterizaciones por subpo-
sets prohibidos de las clases de posets k-tree CPT , k-tree fuertemente-CPT y k-tree
dualmente-CPT . En la u´ltima seccio´n presentamos sendas caracterizaciones por sub-
grafos inducidos prohibidos de las clases de grafos k-tree fuertemente-CPT y k-tree
dualmente-CPT .
Dado un entero positivo k, un grafo G es k -tree si puede ser construido de manera
recursiva comenzando con un completo formado por k ve´rtices y luego, en cada paso,
adicionando un ve´rtice con exactamente k vecinos los cuales inducen un completo [5].
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Observar que los grafos 1-tree son los a´rboles, es decir los grafos conexos sin c´ıclos.
Los grafos k-tree son grafos cordales. Si G es un grafo k-tree que no se reduce a un
completo de taman˜o k, entonces todos los cliques de G tienen taman˜o k + 1 y sus
conjuntos separadores minimales son completos de taman˜o k [5].
Definicio´n 6.0.3. Un poset P es k-tree si su grafo de comparabilidad GP es un grafo
k-tree.
Observacio´n 6.0.4. Si P es k-tree entonces k ≤ h(P) ≤ k+1. Ma´s aun, si h(P) = k,
entonces P es una cadena.
6.1. Posets 2-tree
As´ı como los grafos 2-tree pueden ser construidos mediante un proceso recursivo, los
posets 2-tree tambie´n se construyen usando un proceso recursivo, el cual describimos
a continuacio´n.
Proceso constructivo 6.1.1. Sea P′ = (X ′, P ′) un poset. Dados dos elementos c y
a de X ′, tales que c < a en P′ y tales que satisfacen una y solo una de las siguientes
condiciones
(i) X ′ = {a, c},
(m) X ′ 6= {a, c} y DP′(c) = ∅ y UP′(a) = ∅,
(u) X ′ 6= {a, c} y DP′(a) = {c},
(d) X ′ 6= {a, c} y UP′(c) = {a};
se define un nuevo poset P = (X,P ) en la forma
X = X ′ ∪ {z} con z /∈ X ′;
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y P la relacio´n que se escribe de la siguiente manera, dependiendo de la situacio´n de
los elementos a y c, a saber:
P =

P ′ ∪ {(z, z), (c, z), (a, z)} si (i)
P ′ ∪ {(z, z), (c, z), (z, a)} si (m)
P ′ ∪ {(z, z), (c, z), (a, z)} si (u)
P ′ ∪ {(z, z), (z, a), (z, c)} si (d)
Es fa´cil ver que P extiende a P ′, esta´ bien definida y es una relacio´n reflexiva, anti-
sime´trica y transitiva, por lo cual (X ′, P ′) es subposet de (X,P ).
Lema 6.1.2. Un poset P es 2-tree si y solo si P se obtiene a partir de una cadena
de 2 elementos aplicando una cantidad finita de veces el Proceso constructivo 6.1.1.
Demostracio´n: Si P = (X,P ) es un poset 2-tree, demostraremos por induccio´n
sobre la cantidad de elementos en X que P se obtiene, a partir de una cadena de 2
elementos, usando el Proceso constructivo 6.1.1.
Si |X| = 2 o 3 entonces P es una cadena de dos o tres elementos, respectivamente, y
la prueba es trivial.
Si |X| > 3, como GP es 2-tree existe un ve´rtice z ∈ X y un clique {x, y, u} tal que
N(z) = {x, y}, u 6= z y G′ = GP−{z} es 2-tree. Sea P′ = (X −{z}, P (X −{z})). Es
claro que P′ es subposet de P y GP′ = G′, entonces se tiene que P
′ se puede construir
usando el Proceso constructivo 6.1.1.
Como x, y y u forman una cadena maximal en P, basta considerar los siguientes
casos:
Caso I) Asumimos que x < u < y en P, entonces DP′(x) = ∅ y UP′(y) = ∅. Como
N(z) = {x, y} en GP, z debe ser comparable con x y con y pero no con u, implicando
que x < z < y en P. Por lo tanto, tomando c = x y a = y, el poset P se obtiene a
partir P′, usando el Proceso 6.1.1, agregando z segu´n (m).
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Caso II) Si x < y < u en P, ya que z es comparable con x y con y pero no con
u, tenemos que x < y < z en P. Veremos que DP′(y) = {x}. Con el objetivo de
llegar a una contradiccio´n, supongamos que existe un elemento h 6= x en DP′(y). Si h
fuese comparable con x se tendr´ıa una cadena de longitud 4 formada por {h, x, y, z};
luego x y h deben ser incomparables, pero entonces en GP hay un ciclo inducido por
los ve´rtices {u, h, z, x}, lo cual contradice el hecho que GP es cordal. Luego, tomando
c = x y a = y, se obtiene el poset P a partir de P′, usando el Proceso 6.1.1, agregando
z segu´n (u).
Caso III) Si u < x < y en P, entonces, de forma ana´loga al caso anterior, el poset
P se obtiene a partir de P′, usando el Proceso 6.1.1, agregando z segu´n (d).
Para probar la implicacio´n rec´ıproca basta observar que en cada paso del proceso
6.1.1 el ve´rtice z que se agrega es comparable solamente con los elementos a y c, los
cuales a su vez son comparables. Luego en el grafo de comparabilidad GP el elemento
z es adyacente a los ve´rtices a y c, los cuales forman completo de taman˜o 2. 2
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Figura 6.1: Diagrama de Hasse de un poset construido de acuerdo al Proceso cons-
tructivo 6.1.1. Los ve´rtices esta´n enumerados siguiendo el orden en que aparecen en
el proceso iniciado por la cadena cuyo conjunto de elementos es {1, 2}. Adema´s, esta´n
etiquetados con (i), (m), (d) o (u) segu´n co´mo hayan sido agregados.
En la Figura 6.1 podemos ver el diagrama de Hasse de un poset construido de acuerdo
al Proceso 6.1.1, cuyo conjunto de elementos es {n ∈ N : 1 ≤ n ≤ 12}. Por el Lema
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6.1.2, dicho poset es 2-tree. En la misma Figura se observa su grafo de comparabilidad.
Resulta del Lema anterior que los ve´rtices de un poset 2-tree P = (X,P ) pueden
ser totalmente ordenados z1, z2, ..., zn y etiquetados con (i), (m),(u) o (d), segu´n
el proceso constructivo descripto anteriormente; siendo z1 < z2 los elementos de la
cadena inicial y zn el u´ltimo elemento agregado. Los ve´rtices z1 y z2 se etiquetan con
(d) y (m), respectivamente.
Definicio´n 6.1.3. Un orden de los elementos de un poset 2-tree P obtenido segu´n el
Proceso Constructivo 6.1.1 sera´ llamado orden constructivo de P.
Los lemas que demostramos a continuacio´n son necesarios para probar el resultado
principal de esta seccio´n, el Teorema 6.1.8. En este teorema probamos que la condicio´n
necesaria para ser poset CPT del Lema 4.1.2 es tambie´n suficiente para la clase de
posets 2-tree.
Lema 6.1.4. Si z1, z2, ..., zn es un orden constructivo de P, entonces
(i) z3 es el u´nico elemento con etiqueta (i) y adema´s z1 < z2 < z3 y z3 es maximal.
(ii) Si j > 3 entonces un elemento zj es maximal en P si y solo tiene etiqueta (u).
(iii) Un elemento zj es minimal en P si y solo si tiene etiqueta (d).
(iv) Si zj tiene etiqueta (d) y j > 3, entonces existe un u´nico i < j tal que zi es
maximal en P.
(v) Si zj tiene etiqueta (m) y j > 3, entonces existe un u´nico i < j tal que zi es
maximal en P.
Demostracio´n: Los items (i) , (iv) y (v) son inmediatos a partir de las condiciones
del proceso constructivo.
Para probar (ii) observar que si z es un maximal entonces, en el proceso de construc-
cio´n recursivo, e´l no pudo ser agregado con etiqueta (m) o (d), ya que en estos casos
U(z) 6= ∅. Por este motivo podemos asegurar que z fue agregado con etiqueta (u).
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Rec´ıprocamente, si en un paso de la construccio´n de P el elemento z es agregado con
etiqueta (u) entonces z forma parte de la cadena c < a < z. Luego, por la Observacio´n
6.0.4, U(z) = ∅. De manera similar se prueba (iii). 2
A continuacio´n vamos a demostrar que si P es un poset 2-tree entonces puede ser
construido de forma tal que si zr es el u´ltimo maximal en ser agregado, entonces todo
elemento que se agrego´ despue´s que zr pertenece a su conjunto descendente.
Lema 6.1.5. Sea P = (X,P ) un poset 2-tree. Existe un orden constructivo z1, z2, ..., zn
de P = (X,P ) tal que si r = ma´x {i : zi es maximal en P} entonces zi ∈ D[zr] para
todo i ≥ r.
Demostracio´n: La demostracio´n sera´ por induccio´n sobre la cantidad de elementos
de P. Es fa´cil ver que el Lema es cierto si |X| ≤ 3
Sea z1, z2, . . . , zn un orden constructivo con n > 3. Si zn es maximal el resultado es
trivial.
Supongamos que zn no es un elemento maximal. Llamemos a y c a los dos u´nicos
elementos de P comparables con zn.
Como P−{zn} es un poset 2-tree, por hipo´tesis inductiva existe un orden constructivo
z′1, z
′
2, . . . , z
′
n−1 de P
′ = P− {zn} tal que si z′r es el maximal que fue agregado u´ltimo
entonces z′i ∈ D(z′r) para todo i > r. Observar que el conjunto ascendente y el conjunto
descendente de cada elemento es independiente del orden constructivo. Indicaremos,
respectivamente, mediante DP′(x) y UP′(x) a los conjuntos descendente y ascendente
del elemento x en P− {zn}. Sean ja y jc tales que a = z′ja y c = z′jc .
Si zn ∈ D(z′r) basta agregar zn en un u´ltimo paso y el Lema es cierto.
Si zn /∈ D(z′r) y no es ni maximal ni minimal de P entonces debe ocurrir que D(c) =
U(a) = ∅, luego DP′(z′jc) = UP′(z′ja) = ∅. Dado que zn /∈ D(z′r) y zn ∈ D(z′ja), debe
ser ja < r. Por otra parte, si jc > r entonces jc > 3 y z
′
jc < z
′
r; luego, por Lema 6.1.4
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(iv), debe ser z′r = z
′
ja , lo cual contradice la asuncio´n zn /∈ D(z′r) ya que zn ∈ D(z′ja).
Resulta entonces que jc < r, y as´ı zn puede ser agregado inmediatamente antes que
z′r, obteniendo un orden constructivo de P como se deseaba.
Finalmente, si zn /∈ D(z′r) y zn es minimal, es decir tiene etiqueta (d), entonces
zn < c < a en P y U(c) = {a}. Por lo tanto z′jc < z′ja y UP′(z′jc) = {z′ja}. Como
zn /∈ D(z′r), pero a la vez zn ∈ D(z′ja), debe ser ja < r y adema´s jc < r. En efecto, si
jc > r entonces z
′
jc < z
′
r, y por ende zn ∈ D(z′r). Por lo tanto zn puede ser agregado
inmediatamente antes que z′r, obteniendo un orden constructivo de P que satisface lo
pedido. 2
Definicio´n 6.1.6. Un orden de los elmentos de un poset P en las condiciones del
Lema 6.1.5 sera´ llamado buen orden constructivo de P.
Lema 6.1.7. Sea z1, z2, . . . , zr−1, zr, zr+1, . . . , zn, con r ≥ 3, un buen orden cons-
tructivo de un poset 2-tree P, donde zr satisface las condiciones del Lema anterior.
Entonces,
{z1, z2, . . . , zr−1} ∩D(zr) = {zj1 , zj2}, con zj1 < zj2 < zr en P.
Si zh ∈ {z1, z2, . . . , zr−1} − {zj1 , zj2} y j > r entonces zh ‖ zj.
Demostracio´n: El primer item es trivial, los elementos zj1 y zj2 son los elementos a
y c en el caso (u) del proceso constructivo.
Para probar el segundo item, y con el objetivo de llegar a una contradiccio´n, asumimos
que zh⊥zj en P.
Si zh es maximal en P ya que zj debe ser comparable con zh, zj debe tener etiqueta
(m) o (d). Entonces los maximales zh y zr son comparables con zj siendo h < j y
r < j. Luego, ya que j > 3, por la parte (v) o (iv) del Lema 6.1.4, respectivamente
tenemos una contradiccio´n.
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Si zh tiene etiqueta (m), como zj se supone comparable con zh y no puede ser maximal
por definicio´n de zr, entonces zj debe ser un elemento minimal de P. Si asumimos que
h > 3, por (v) del Lema 6.1.4 existe un u´nico k < h tal que zh < zk y zk es maximal.
Entonces zj < zh < zk en P, lo que contradice (iv) del Lema 6.1.4. Si h ≤ 3, se
cumple que h = 2 y z2 < z3 en P; si z3 6= zr, esto u´ltimo implica que zj < z3 lo
que contradice (iv) del Lema 6.1.4. Y si z3 = zr entonces zh = z2 ∈ D(zr), lo que
contradice nuestra asuncio´n sobre el elemento zh.
Si zh es minimal de P, se tendr´ıa entonces que zh < zj < zr. Esto u´ltimo es una
contradiccio´n. Por lo tanto, concluimos que zh ‖ zj en P.
2
Teorema 6.1.8. Sea P = (X,P ) un poset 2-tree. P admite un modelo CPT si y solo
si D[z] es CI para todo z maximal de P.
Demostracio´n: La implicacio´n directa vale en general como lo demuestra el Lema
4.1.2.
Para demostrar la proposicio´n rec´ıproca, primero asumamos que P no tiene falsos
gemelos. Probaremos que si tenemos un poset P = (X,P ) sin falsos gemelos y 2-tree
tal que P(D[z]) es CI para todo z elemento maximal de P, entonces P admite un
modelo CPT en el cual ningu´n camino se reduce a un ve´rtice y ningu´n par de caminos
tiene un extremo coincidente. Procederemos por induccio´n sobre |X|.
Si |X| = 2 o 3 entonces P es una cadena y la demostracio´n es trivial.
Sea |X| = n > 3. Por el Lema 6.1.5 existe un buen orden constructivo de P
z1, z2, . . . zr, zr+1, . . . , zn. Sea zr el maximal que fue agregado u´ltimo en este proce-
so constructivo. Luego zi ∈ D[zr] para todo i ≥ r + 1.
Llamemos P′ al subposet P(X ′) donde X ′ = {z1, z2, . . . , zr−1}. Como P′ es 2-tree,
entonces, por hipo´tesis inductiva, existe un modelo CPT RP′ = (W
′
zi
)zi∈X′ sobre un
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RP′ RP′′
W ′j2
W ′j1
W ′j1
W ′j2
W ′′j2
W ′′j1
W ′′j2
W ′′j1
Figura 6.2: En la parte superior, a derecha e izquierda, vemos a los caminos que
representan los elementos j1 y j2 en los modelos RP′ y RP′′ , respectivamente. En la
parte inferior, vemos el resultado de subdividir aristas en los modelos RP′ y RP′′ para
lograr que en ambos modelos: W ′j1 y W
′′
j1
tengan la misma longitud, W ′j2 y W
′′
j2
tengan
igual longitud, y la posicio´n relativa de W ′j1 dentro de W
′
j2
sea igual a la posicio´n
relativa de W ′′j1 dentro de W
′′
j2
.
a´rbol hue´sped T ′, en el cual ningu´n camino se reduce a un punto y ningu´n par de
caminos tiene un extremo coincidente.
Por otro lado, sea X ′′ = DP[zr]. Por hipo´tesis P′′ = P(X ′′) es CI. Luego es posible
obtener un modelo CI RP′′ = (W
′′
zi
)zi∈D[zr], donde ningu´n camino se reduce a un
ve´rtice y ningu´n par de caminos tiene un extremo coincidente [6] .
En lo que sigue, reacomodaremos los modelos RP′ y RP′′ de manera tal que su super-
posicio´n nos permita obtener un modelo CPT de P.
Por el primer item del Lema 6.1.7, se tiene que X ′ ∩X ′′ = {zj1 , zj2} con j1, j2 < r y
zj1 < zj2 < zr en P. Luego los ve´rtices zji esta´n representados tanto en el modelo RP′
como en RP′′ .
En ambos modelos cada camino tienen al menos dos ve´rtices, por lo que es posible
subdividir una arista para aumentar la longitud de un camino cualquiera. Es claro
que subdividiendo aristas donde sea necesario, en el modelo RP′ o en el modelo de
RP′′ , se puede lograr que W
′
j1
y W ′′j1 tengan la misma longitud, que W
′
j2
y W ′′j2 tengan
igual longitud, y que la posicio´n relativa de W ′j1 dentro de W
′
j2
sea igual a la posicio´n
relativa de W ′′j1 dentro de W
′′
j2
(ver Figura 6.2).
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W ′j2
W ′j1 W ′′j2
W ′′j1
RP′ RP
′′
W ′′zr
Wj2
Wj1
Wzr
R
Wz
Wz
Figura 6.3: Modelo R que resulta de superponer convenientemente los modelos RP′ y
RP′′ .
Sea R el modelo por contencio´n de caminos que se obtiene uniendo los modelos R′ y
R′′, de forma que W ′zj1 se identifica con W
′′
zj1
y W ′zj2 se identifica con W
′′
zj2
. Y la parte
de W ′′zr que no esta´ cubierta por W
′′
zj2
se representa en T ′ agregando 2 nuevas ramas
en cada uno de los extremos. Luego, W ′′zr ∩ T ′ = W ′j2 = W ′′j2 , como se muestra en la
Figura 6.3.
En el modelo R llamamos Wz al camino correspondiente al elemento z. Es claro que
Wzi = W
′
zi
si i < r y Wzi = W
′′
zi
si i ≥ r.
A continuacio´n probaremos que R es un modelo CPT de P.
Primero veamos que si zi < zj en P entonces Wzi ⊂ Wzj .
Si zi, zj ∈ X ′ o zi, zj ∈ X ′′ entonces zi < zj en P′ o P′′, respectivamente, lo cual
implica que W ′zi ⊂ W ′zj o W ′′zi ⊂ W ′′zj . Por lo tanto Wzi ⊂ Wzj .
Si zi ∈ X ′ y zj ∈ X ′′, entonces zi < zj < zr en P; luego zi ∈ X ′ ∩X ′′ = {zj1 , zj2}. Por
lo tanto, zi < zj en P
′′ y como vimos previamente se tiene que Wzi ⊂ Wzj .
Si zi ∈ X ′′ y zj ∈ X ′, entonces probaremos que zj ∈ X ′′ ∩X ′. En efecto, si zj /∈ X ′′
entonces por el Lema 6.1.7 se tiene que zi ‖ zj lo cual contradice nuestra asuncio´n.
Por lo tanto zj ∈ X ′ ∩X ′′, y as´ı se tiene que zi < zj en P′′.
Ahora resta probar que si Wzi y Wzj son caminos pertenecientes a R tales que Wzi ⊂
Wzj entonces zi < zj en P.
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Es claro que si ambos caminos pertenecen a RP′ entonces zi < zj en P
′, lo que implica
que zi < zj en P. Ana´logamente se prueba que si ambos caminos pertenecen a RP′′
entonces zi < zj en P.
Si Wzi ∈ RP′ , Wzj ∈ RP′′ y Wzi ⊂ Wzj , como tambie´n sabemos que Wzj ⊂ Wzr , se
concluye que Wzi ⊂ Wzr . Esto a su vez implica que Wzi ⊆ Wzj2 . Estos dos u´ltimos
conjuntos pertenecen a RP′ , entonces la inclusio´n implica zi ≤ zj2 . Adema´s Wzj2 y Wr
esta´n en RP′′ , por lo que Wzj2 ⊂ Wzr , entonces zj2 < zr. Por transitividad zi < zr. Por
lo tanto zi ∈ X ′′ y Wzi ∈ RP′′ , adema´s sabemos que Wzj ⊂ RP′′ . Por ende Wzi ⊂ Wzj
implica que zi < zj.
Si Wzi ∈ RP′′ y Wzj ∈ RP′ , consideramos dos casos: zj ∈ X ′ ∩X ′′ o no.
Si zj ∈ X ′ ∩X ′′, entonces Wzj ∈ RP′′ . As´ı, se tiene que zi < zj en P′′.
Consideremos el caso zj /∈ X ′ ∩ X ′′, si zi ∈ X ′, entonces Wzi tambie´n esta´ en RP′ .
Entonces Wzi ⊂ Wzj en RP′ implica zi < zj. Si zi /∈ X ′ entonces zi = zr o i > r. Si
zi = zr, es absurdo porque todos los ve´rtices de Wzr no esta´n en el a´rbol hue´sped de
RP′ (lo ma´s que llegan a compartir es Wzj2 ).
Si zi 6= zr, con i > r, Wzi ⊆ Wzj implica Wzi ⊆ Wzj2 . Entonces Wzi ⊂ Wzj2 ⊂ Wzr en
RP′′ implica zi < zj2 < zr. Entonces zi es un minimal con etiqueta (d). Por lo tanto,
cuandozi fue agregado solo miraba a zj2 y zr y, por etiqueta (d), U(zj2) = zr (en ese
estadio de la construccio´n). Entonces, en ese momento zj2 se relacionaba con un u´nico
maximal que es zr. Si zr es el u´nico maximal, entonces X
′′ = X, y Wzi , Wzj ∈ RP′′ .
Si zr no fuera el u´nico maximal, por construccio´n, al momento de ser agregado, zj1 y
zj2 estaba en una cadena junto a otro maximal zk. Eso es absurdo porque contradice
la etiqueta (d) de zi.
Concluimos que R es un modelo CPT del poset P en el cual todos los caminos tienen
longitud mayor o igual a uno.
Podr´ıa ocurrir que existan caminos que tengan un extremo coincidente en R. Como
asumimos que P no tiene falsos gemelos, por Lema 4.1.13 podemos asegurar que existe
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un modelo CPT de P en el cual ningu´n par de caminos tiene un extremo coincidente.
Si P tiene falsos gemelos, por cada clase de equivalencia de falsos gemelos podemos
dejar un representante. As´ı, por lo demostrado previamente, tenemos un nuevo poset
CPT P1, el cual es 2-tree y no tiene falsos gemelos. Luego, por la Observacio´n 4.1.6,
P es CPT . 2
6.2. Posets k-tree
En esta seccio´n generalizaremos los resultados demostrados para los posets 2-tree.
Primero veremos, que as´ı como los grafos k-tree se construyen recursivamente, los
posets k-tree tambie´n admiten una construccio´n recursiva.
Proceso constructivo 6.2.1. Sea P′ = (X ′, P ′) un poset y c < a elementos tales
que se satisface una y solo una de las siguientes condiciones:
(i) P′ es un cadena de k elementos y X ′ = DP′ [a].
(m) X ′ 6= DP′ [a], UP′ [a] y DP′ [c] inducen una cadena y |U [a]|+ |D[c]| = k.
(u) X ′ 6= DP′ [a], y adema´s DP′(c) = ∅, DP′ [a] induce una cadena y |DP′ [a]| = k
.
(d) X ′ 6= UP′ [c], y adema´s UP′(a) = ∅, UP′ [c] induce una cadena y |UP′ [c]| = k.
se define un nuevo poset P = (X,P ) en la forma
X = X ′ ∪ {z} con z /∈ X ′;
y P la relacio´n que se escribe de la siguiente manera, dependiendo de la situacio´n de
los elementos a y c, a saber:
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P =

P ′ ∪ {(z, z)} ∪ {(x, z) : x ∈ X ′} si (i)
P ′ ∪ {(z, z)} ∪ {(x, z) : x ∈ DP′ [c]} ∪ {(z, x) : x ∈ UP′ [a]} si (m)
P ′ ∪ {(z, z)} ∪ {(x, z) : x ∈ DP′ [a]} si (u)
P ′ ∪ {(z, z)} ∪ {(z, x) : x ∈ UP′ [c]} si (d)
Es fa´cil ver que P esta´ bien definida y es una relacio´n reflexiva, antisime´trica y
transitiva, por lo que (X ′, P ′) es subposet de (X,P ).
Lema 6.2.2. Un poset P es k-tree si y solo si P puede obtenerse a partir de una
cadena de k elementos aplicando una cantidad finita de veces el Proceso constructivo
6.2.1.
Demostracio´n: Sea P = (X,P ) un poset k-tree. Demostraremos por induccio´n sobre
|X| que P puede ser construido usando el Proceso constructivo 6.2.1.
Si |X| = k o k + 1 el grafo GP es completo y entonces es k-tree; luego P se puede
construir usando el Proceso constructivo 6.2.1, pues es una cadena de k o k + 1
elementos, respectivamente.
Si |X| > k+1, como GP es k-tree, existe un ve´rtice z ∈ X y un clique {z1, z2, . . . , zk, u}
tal que N(z) = {z1, z2, . . . , zk}, z 6= u y G′ = GP − {z} es k-tree. Si P′ = (X −
{z}, P (X − {z})), entonces P′ se obtiene usando el proceso 6.2.1 y GP′ = G′. Para
demostrar que P puede ser construido usando el proceso 6.2.1 basta considerar los
siguientes tres casos:
Caso I) Si u es maximal en P′, entonces e´l es u´ltimo en la cadena inducida por
{z1, z2, . . . , zk, u}. Como z es comparable con z1, z2, . . . , zk pero no con u, entonces
debe ser zi < z en P para 1 ≤ i ≤ k. Esto implica que z es maximal en P. Sea
a ∈ {z1, z2, . . . , zk} tal que a <: u y sea c el primer elemento de la cadena inducida por
DP′ [a]. En lo que sigue demostraremos que DP′ [a] induce una cadena y |DP′ [a]| = k.
Para demostrar que DP′ [a] induce una cadena, asumamos lo contrario. Luego debe
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existir elementos h y zj0 en DP′(a) tales que h ‖ zj0 , pero entonces en GP hay un
ciclo inducido por el conjunto de ve´rtices {u, z, h, zj0}, lo cual contradice el hecho
que GP es cordal. Si |DP′ [a]| > k, entonces |DP′ [u]| > k + 1, luego en P′ hay una
cadena de longitud k+ 2 lo que contradice que P′ es k-tree. As´ı podemos afirmar que
|DP′ [a]| = k y que DP′ [a] induce una cadena. Luego a y c satisfacen la condicio´n (u)
del Proceso constructivo 6.2.1. Es decir, P se obtiene a partir P′ agregando z segu´n
(u).
Caso II) Si u es minimal en P la demostracio´n es ana´loga al Caso I), resultando
que z se agrega usando (d).
Caso III) Finalmente, supongamos que existen a, c ∈ {z1, z2, . . . , zk} tales que c <:
u <: a en P′. Probaremos que z puede agregarse usando (m).
Como z es comparable con c y a pero no con u, se deduce que c < z < a en P.
Los conjuntos DP′ [c] y UP′ [a] inducen una cadena cada uno, pues si alguno de estos
conjuntos no indujera una cadena, entonces el elemento z ser´ıa comparable en P′
con al menos k + 1 elementos, lo cual es absurdo. Luego la cadena inducida por los
elementos de DP′ [c] ∪ UP′ [a] es de taman˜o k. Por lo tanto, el poset P se obtiene a
partir P′ agregando z segu´n (m).
Para probar la implicacio´n rec´ıproca basta observar que el ve´rtice z que se agrega
en cada paso es comparable solo con los elementos de una cadena de taman˜o k,
siendo entonces z adyacente solamente a los k ve´rtices de un completo en el grafo de
comparabilidad. 2
Resulta del Lema anterior que los elementos de un poset k-tree P = (X,P ) pueden
ser totalmente ordenados z1, z2, ..., zn y etiquetados con (i) (m),(u) o (d), segu´n el
proceso constructivo descripto anteriormente. Establecemos que z1, z2, . . . , zk son los
elementos de la cadena inicial, con z1 < z2 < . . . < zk en P. Llamamos zn al u´ltimo
elemento agregado. El elemento z1 se etiqueta con (d) y los restantes elementos de la
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cadena inicial z2, z3, . . . , zk son etiquetados con (m).
Definicio´n 6.2.3. Un orden de los elementos de un poset k-tree P obtenido segu´n el
Proceso Constructivo 6.2.1 sera´ llamado orden constructivo de P.
Los lemas que demostramos a continuacio´n son necesarios para probar el resultado
principal de esta seccio´n, el Teorema 6.2.8. En este teorema probamos que la condicio´n
necesaria para ser poset CPT , Lema 4.1.2, es tambie´n suficiente para la clase de posets
k-tree.
Lema 6.2.4. Si z1, z2, ..., zk..., zn es un orden de los elementos de un poset P segu´n
el proceso de construccio´n, entonces
(i) zk+1 es el u´nico elemento maximal de P con etiqueta (i).
(ii) Si j > k + 1 entonces un elemento zj es maximal de P si y solo si tiene etiqueta
(u).
(iii) Un elemento zj es minimal de P si y solo si tiene etiqueta (d).
(iv) Si zj tiene etiqueta (d) y j > 1, entonces existe un u´nico i < j tal que zi es
maximal y zj < zi en P.
(v) Si zj tiene etiqueta (m) y j > k + 1, entonces existe un u´nico i < j tal que zi es
maximal y zj < zi en P.
Demostracio´n:
Los items (i) , (iv) y (v) son inmediatos a partir de las condiciones del proceso
constructivo.
Para probar (ii) observar que si z es un maximal entonces, en el proceso de cons-
truccio´n recursivo, e´l no pudo ser agregado con etiqueta (m) o (d), ya que en estos
casos U(z) 6= ∅. Por este motivo podemos asegurar que z fue agregado con etiqueta
(u). Rec´ıprocamente, si en un paso de la construccio´n de P el elemento z es agregado
con etiqueta (u) entonces z es el eslabon superior de una cadena formada por k + 1
elementos. Luego, por la Observacio´n 6.0.4, U(z) = ∅.
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De manera similar se prueba (iii). 2
A continuacio´n demostraremos que un poset k-tree P puede ser construido de forma
tal que si zr es el u´ltimo maximal en ser agregado, entonces todo elemento agregado
despue´s que zr pertenece a su conjunto descendente.
Lema 6.2.5. Sea P = (X,P ) un poset k-tree. Existe un orden de construccio´n,
z1, z2, . . . , zn, de P = (X,P ) tal que si r = max {i : zi es maximal en P}, entonces
zi ∈ D[zr] para todo i ≥ r.
Demostracio´n: La demostracio´n sera´ por induccio´n sobre la cantidad de ve´rtices de
P. Es fa´cil ver que el Lema es cierto si |X| = k.
Sea z1, z2, . . . , zn un orden de construccio´n de P con n > k. Si zn es maximal el
resultado es trivial.
Asumamos que zn no es un elemento maximal entonces, por (i) y (ii) del Lema 6.2.4,
tiene etiqueta (m) o (d). En cualquier caso zn es comparable solo con k elementos de
X los cuales inducen una cadena en P.
Sea z′1, z
′
2, . . . , z
′
n−1, un orden constructivo de P
′ = P−{zn} tal que si z′r es el maximal
que fue agregado u´ltimo entonces z′i ∈ D(z′r) para todo i > r.
Si zn ∈ D(z′r) basta agregar zn en un u´ltimo paso y el Lema es cierto.
Si zn /∈ D(z′r) y tiene etiqueta (m) entonces, segu´n el proceso de construccio´n, existen
c y a tales que c <: zn <: a en P, los conjuntos D[c] y U [a] inducen una cadena y
|D[c]|+ |U [a]| = k. Sean ja y jc los sub´ındices de a y c en el orden de construccio´n de
P′, es decir, a = z′ja y c = z
′
jc . Debido a que z
′
r es el u´ltimo maximal en P
′ se tiene que
ja < r. En efecto, si r = ja estamos en el caso anterior y si r < ja entonces z
′
ja < z
′
r
en P lo cual implica que zn ∈ D(z′r) y esto es una contradiccio´n. Tambie´n se cumple
que jc < r. Para demostralo, asumamos que r < jc, lo cual implica que z
′
jc < z
′
r en
P. Si z′ja es maximal, entonces z
′
jc < z
′
ja con ja < r, lo que contradice (v) del Lema
69
6.2.4. Si z′ja no es maximal, entonces existe un u´nico j0 < ja tal que z
′
ja < z
′
j0
y z′j0 es
maximal en P. Como zn < z
′
ja entonces r 6= j0. Adema´s, z′jc < z′ja < z′j0 y z′jc < z′r lo
que contradice (iv) o (v) del Lema 6.2.4.
Concluimos que ja < r y jc < r, por lo cual zn puede ser agregado inmediatamente
antes que z′r.
Finalmente, si zn /∈ D(z′r) y tiene etiqueta (d), entonces existen dos elementos c y a
tales que c < a en P, U(a) = ∅, U [c] induce una cadena, |U [c]| = k y zn < c < a en P.
Nuevamente tomamos a ja y jc como los sub´ındices de a y c en orden de construccio´n
de P′. Luego, como a es maximal en P se tiene que ja < r. Adema´s debe ser jc < r,
pues caso contrario se tendr´ıa que c < z′r y as´ı zn ∈ D(z′r) lo cual es una contradiccio´n.
Resulta que zn puede ser agregado inmediatamente antes que z
′
r, obtenie´ndose as´ı un
orden constructivo de P que satisface lo pedido. 2
Definicio´n 6.2.6. Un orden de los elementos de un poset P en las condiciones del
Lema 6.2.5 sera´ llamado buen orden constructivo de P.
Lema 6.2.7. Sea z1, z2, . . . , zr−1, zr, zr+1, . . . , zn un buen orden constructivo de un
poset k-tree P, donde zr satisface las condiciones del Lema anterior. Entonces,
{z1, z2, . . . , zr−1} ∩ D(zr) =
{
zj1 , zj2 , . . . , zjk−1 , zjk
}
, con zj1 < zj2 < . . . <
zjk−1 < zjk en P.
Si zh ∈ ({z1, z2, . . . , zr−1} − {zj1 , zj2 , . . . , zjk}) y j > r entonces zh ‖ zj.
Demostracio´n: El primer ı´tem es trivial, ya que los elementos zj1 , zj2 , . . . , zjk−1 y zjk
forman la cadena del caso (u) del proceso constructivo.
Por el primer ı´tem es claro que zh ‖ zr. Para probar el segundo ı´tem, y con el objetivo
de llegar a una contradiccio´n, asumamos que zh⊥zj en P con j 6= r. Si zh es maximal
de P entonces, como zj es comparable con zh, zj < zh en P. Adema´s, zj puede tener
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etiquetas (m) o (d). Por otro lado, sabemos que zj < zr en P con h < r < j; luego
por (iv) o (v) del Lema 6.2.4 se llega a una contradiccio´n.
Si zh tiene etiqueta (m), ya que zj < zr zj puede tener etiqueta (m) o (d). Asumamos
que zj tiene etiqueta (m); observar que no es posible que zh < zj, pues zj < zr y
zh ‖ zr. Luego, necesariamente zj < zh. Como zh ‖ zr, existe un elemento maximal zi
con i < r tal que zh < zi en P. Luego zj < zi en P, lo cual es una contradiccio´n por
el item (v) del Lema 6.2.4.
Por otro lado, si zj tiene etiqueta (d) entonces zj < zh. Como zh ‖ zr existe un
elemento maximal zi con i < r tal que zh < zi en P. Luego zj < zi, lo que es absurdo
por el item (iv) del Lema 6.2.4. Concluimos que zh ‖ zj cuando zh tiene etiqueta (m).
Si zh es minimal entonces, observar que zj no puede tener etiqueta (u) ya que j ≥ r
y zh ‖ zr. Luego, si la etiqueta de zj es (m) entonces zh < zj en P. El hecho de que
zj < zr implica que zh < zr, lo cual es una contradiccio´n. Por lo tanto, zh ‖ zj cuando
zh es minimal. 2
En el siguiente Teorema veremos que la condicio´n del Lema 4.1.2 es suficiente para
los posets k-tree que son CPT .
Teorema 6.2.8. Sea P = (X,P ) un poset k-tree. Entonces P admite un modelo
CPT si y solo si D[z] es CI para todo z maximal de P.
Demostracio´n:
La implicacio´n directa vale en general como lo demuestra el Lema 4.1.2.
Para demostrar la proposicio´n rec´ıproca, primero asumimos que P no tiene falsos
gemelos. Probaremos que si tenemos un poset P = (X,P ) k-tree sin falsos gemelos
tal que P(D[z]) es CI para todo z elemento maximal de P, entonces P admite un
modelo CPT en el cual ningu´n camino se reduce a un ve´rtice y ningu´n par de caminos
tiene un extremo coincidente. Procederemos por induccio´n sobre |X|.
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Si |X| = k o k + 1 entonces P es una cadena y la demostracio´n es inmediata.
Si no, por el Lema 6.2.5 existe un buen orden constructivo de P z1, z2, . . . zr, zr+1, . . . , zn
donde zr es el u´ltimo maximal que fue agregado en el proceso constructivo y zi ∈ D[zr]
si i ≥ r + 1.
Sea X ′ = {z1, z2, . . . , zr−1}. Entonces existe un modelo CPT RP′ = (W ′zi)zi∈X′ sobre
un a´rbol hue´sped T ′, en el cual ningu´n camino se reduce a un punto y ningu´n par de
caminos tiene un extremo coincidente.
Por otro lado sea X ′′ = DP[zr]. Por hipo´tesis P′′ = P(X ′′) es CI. Luego es posible
obtener un modelo CI RP′′ = (W
′′
zi
)zi∈D[zr], donde ningu´n camino se reduce a un
ve´rtice y ningu´n par de caminos tiene un extremo coincidente [6] .
En lo que sigue, reacomodaremos los modelos RP′ y RP′′ de manera tal que su su-
perposicio´n nos permita obtener un modelo CPT de P. Por el primer ı´tem del Lema
6.2.7 se tiene que X ′ ∩X ′′ = {zj1 , zj2 , . . . , zjk} con zj1 < zj2 < . . . < zjk en P; luego
los ve´rtices zji esta´n representados tanto en el modelo RP′ como en RP′′ .
En ambos modelos los caminos no tienen extremos coincidentes; luego es claro que,
subdividiendo aristas donde sea necesario, en el modelo RP′ o en el modelo de RP′′ , se
puede asumir que las longitudes de W ′zji y W
′′
zji
son iguales y que la posicio´n relativa
de W ′zji en W
′
zjk
es igual a la posicio´n relativa de W ′′zji en W
′′
zjk
.
Sea R el modelo por contencio´n de caminos que se obtiene uniendo ambos modelos
de forma que, para cada 1 ≤ i ≤ k, W ′zji se identifica con W
′′
zji
. Y a su vez, la parte
de W ′′zr que no esta´ cubierta por W
′′
zjk
se representa en T ′ agregando 2 nuevas ramas
en cada uno de los extremos (ver Figura 6.3).
A continuacio´n probaremos que R es un modelo CPT de P. En este modelo llamamos
Wz al camino correspondiente al elemento z, siendo Wzi = W
′
zi
si i < r y Wzi = W
′′
zi
si i ≥ r. Primero veamos que si zi < zj en P entonces Wzi ⊂ Wzj .
Si zi y zj pertenecen ambos a X
′ o X ′′ entonces zi < zj en P′ o P′′, respectivamente,
lo cual implica que W ′zi ⊂ W ′zj o W ′′zi ⊂ W ′′zj . Por lo tanto Wzi ⊂ Wzj .
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Si zi ∈ X ′ y zj ∈ X ′′, por el Lema 6.2.7 se tiene que zi = zjli con 1 ≤ li ≤ k, es decir
zi ∈ X ′ ∩ X ′′. Luego zi = zjli < zj en P′′, y como vimos previamente, se tiene que
Wzjli
= Wzi ⊂ Wzj . El caso zi ∈ X ′′ y zj ∈ X ′ se analiza ana´logamente.
Nos queda probar que si Wzi y Wzj son caminos pertenecientes a R tales que Wzi ⊂
Wzj entonces zi < zj en P. Es claro que si ambos caminos pertenecen a RP′ entonces
zi < zj en P
′ lo que implica que zi < zj en P. Ana´logamente se prueba que si ambos
caminos pertenecen a RP′′ entonces zi < zj en P.
Si Wzi ∈ RP′ , Wzj ∈ RP′′ y Wzi ⊂ Wzj , como tambie´n sabemos que Wzj ⊂ Wzr , se
concluye que Wzi ⊂ Wzr . Esto a su vez implica que Wzi ⊆ Wzjk . Estos dos u´ltimos
conjuntos pertenecen a RP′ , entonces la inclusio´n implica zi ≤ zjk . Adema´s Wzjk y Wr
esta´n en RP′′ , por lo que Wzjk ⊂ Wzr , entonces zjk < zr. Por transitividad zi < zr. Por
lo tanto zi ∈ X ′′ y Wzi ∈ RP′′ , adema´s sabemos que Wzj ⊂ RP′′ . Por ende Wzi ⊂ Wzj
implica que zi < zj.
Si Wzi ∈ RP′′ y Wzj ∈ RP′ , consideramos dos casos: zj ∈ X ′ ∩X ′′ o no.
Si zj ∈ X ′ ∩X ′′, entonces Wzj ∈ RP′′ . As´ı, se tiene que zi < zj en P′′.
Consideremos el caso zj /∈ X ′ ∩ X ′′, si zi ∈ X ′, entonces Wzi tambie´n esta´ en RP′ .
Entonces Wzi ⊂ Wzj en RP′ implica zi < zj. Si zi /∈ X ′ entonces zi = zr o i > r. Si
zi = zr, es absurdo porque todos los ve´rtices de Wzr no esta´n en el a´rbol hue´sped de
RP′ (lo ma´s que llegan a compartir es Wzj2 ).
Si zi 6= zr, con i > r, Wzi ⊆ Wzj implica Wzi ⊆ Wzjk . Entonces Wzi ⊂ Wzjk ⊂ Wzr en
RP′′ implica zi < zjk < zr. Entonces zi tiene etiqueta (d) o (m).
Sin perdida de generalidad, asumimos que zi tiene etiqueta (d), cuando e´l fue agregado
miraba a zjk y zr y, por etiqueta (d), U(zjk) = zr (en ese estadio de la construccio´n).
Entonces, en ese momento zjk se relacionaba con un u´nico maximal que es zr. Si zr
es el u´nico maximal, entonces X ′′ = X, y Wzi , Wzj ∈ RP′′ . Si zr no fuera el u´nico
maximal, por construccio´n, al momento de ser agregado, zj1 y zjk estaba en una
cadena junto a otro maximal zk. Eso es absurdo porque contradice la etiqueta (d) de
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zi.
Concluimos que R es un modelo CPT del poset P en el cual todos los caminos tiene
longitud mayor o igual a uno.
Podr´ıa ocurrir que existan caminos que tengan un extremo coincidente en R. Como
asumimos que P no tiene falsos gemelos, por el Lema 4.1.13 podemos asegurar que
existe un modelo CPT de P en el cual ningu´n par de caminos tiene un extremo
coincidente.
Si P tiene falsos gemelos, por cada clase de equivalencia de falsos gemelos podemos
dejar un representante. As´ı, por lo demostrado previamente, tenemos un nuevo poset
CPT P1, el cual es k-tree y no tiene falsos gemelos. Luego, por la Observacio´n 4.1.6,
P es CPT .
2
El Teorema 6.2.8 muestra que en la clase de los posets k-tree, con k ≥ 2, la condi-
cio´n necesaria para ser CPT dada por el Lema 4.1.2 es tambie´n suficiente. Luego el
Teorema 4.1.5 y el siguiente lema completan la demostracio´n del Teorema 6.2.10 que
brinda una caracterizacio´n por subposets prohibidos de los posets k-tree.
Lema 6.2.9. Sea P = (X,P ) un poset, H un subposet de P 3-irreducible, con h(H) <
h(P); y B, C, En y Fn, con n ≥ 0, los posets descriptos en las Figuras 2.5 y 2.6.
i) Si P es 2-tree entonces H debe ser B o Bd.
ii) Si P es 3-tree entonces H debe ser B, Bd, C, Cd, En o E
d
n con n ≥ 0.
iii) Si P es k-tree con k ≥ 4 entonces H debe ser B, Bd, C, Cd, En, Edn o Fn con
n ≥ 0.
Demostracio´n: Los posets 3-irreducibles son los posets descriptos en las Figuras 2.5
y 2.6 y sus respectivos duales. Sea H un poset 3-irreducible, subposet de un poset
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k-tree.
Como los grafos k-tree son cordales, es decir, no tienen ciclos sin cuerdas inducidos,
los posets k-tree son ac´ıclicos. Resulta as´ı que H no es ninguno de los posets: D,
CX1, CX2, CX3, EX1, EX2, FX1, FX2 ni sus poset duales; An In, Gn, Jn, Hn,
con n ≥ 0, ni sus respectivos duales.
Para demostrar (i) asumimos que P es 2-tree. Luego h(H) < 3 por lo que H debe ser
alguno de los posets B o Bd.
Si P es 3-tree entonces h(H) < 4. Luego H debe ser algunos de los posets B, Bd, C,
Cd, En o E
d
n, con n ≥ 0. As´ı hemos demostrado ii).
Si k ≥ 4 entonces h(H) < k + 1. Luego H debe ser alguno de los posets B, Bd, C,
Cd, En, E
d
n o Fn, con n ≥ 0. Observar que Fn = Fdn. As´ı queda probado iii). 2
Teorema 6.2.10. Sea P = (X,P ) un poset, las siguientes proposiciones son ciertas.
i) Sea P es 2-tree. Entonces P es CPT si y solo si P no tiene como subposets B̂
ni B̂d.
ii) Sea P es 3-tree. Entonces P es CPT si y solo si P no tiene como subposets B̂,
B̂d, Ĉ, Ĉd, Ên ni Êdn con n ≥ 0.
iii) Sea P es k-tree con k ≥ 4. Entonces P es CPT si y solo si P no tiene como
subposets B̂, B̂d, Ĉ, Ĉd, Ên, Êdn ni F̂n con n ≥ 0.
Los posets B̂, B̂d, Ĉ, Ĉd, Ên, Êdn y F̂n, con n ≥ 0, esta´n en la Figura 6.4.
Lema 6.2.11. Sean P = (X,P ) y P′ = (X,P ′) posets asociados. Si B̂ o cualquiera
de los posets Ĉ, Ên o F̂n, descriptos en la Figura 6.4, es un subposet de P, entonces
o bien B̂, B̂d, Ĉ, Ĉd, Ên, Êdn o F̂n es subposet de P
′, respectivamente; o bien B̂d,
B̂d
d
, Ĉd, Ĉd
d
, Êdn
d
, Êdn
d
o F̂n
d
es subposet de P′, respectivamente.
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d
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Figura 6.4: Los posets B̂ y B̂d son 2-tree pero no CPT . Ĉ, Ĉd, Ên y Êdn para n ≥ 0
no son posets 3-tree. Sin embargo, pueden ser subposet de un poset 3-tree; adema´s
ninguno es CPT . F̂n, con n ≥ 0, puede ser subposets de un poset 4-tree pero no es
CPT .
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a1
u1
B1
u2
a2
u1
B2
u2
C1 a1
a
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Figura 6.5: Los posets B1 y B2 son 2-tree, el poset C1 es 3-tree. Observar que B2 tiene
a B̂ como subposet, B1 tiene a B̂d como subposet y C1 tiene a Ĉ como subposet.
Luego, por el Teorema 6.2.10, no son CPT .
Demostracio´n: Sea P un poset que contiene a B̂ como subposet. Los mo´dulos no
triviales de B̂ son: su ve´rtice universal, que llamaremos y, y los ve´rtices del subposet
B, descripto en la Figura 2.5. Al conjunto de ve´rtices de B lo denotaremos por X.
Como P y P′ son asociados (tienen el mismo grafo de comparalibidad) podemos
determinar el ve´rtice y′ y el conjunto X ′ de ve´rtices de P′ correspondientes al ve´rtice
y y al conjunto X, respectivamente.
Por el segundo ı´tem del Corolario 2.3.9 tenemos que el subposet de P′ inducido por
los ve´rtices de X ′ es B o Bd.
Observar que en P′ el ve´rtice y′ debe ser mayor que todos los ve´rtices de X ′ o debe
ser menor que todos ellos, luego en P′ tenemos como subposet a B̂, B̂d, B̂d o bien
B̂d
d
.
Para los posets Ĉ, Ên y F̂n la demostracio´n es ana´loga. 2
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Como consecuencia del lema anterior y del Teorema 6.2.10, probamos que la clase
de posets k-tree dualmente-CPT coincide con la clase k-tree fuertemente-CPT y
obtenemos una caracterizacio´n de la clase de posets k-tree fuertemente-CPT , para
k ≥ 2.
Teorema 6.2.12. Sea P = (X,P ) un poset k-tree con k ≥ 2. Las siguientes condi-
ciones son equivalentes.
i) P es fuertemente-CPT .
ii) P es dualmente-CPT .
iii) P no contiene a B̂, B̂d, Ĉ, Ĉd, Ên, Êdn, F̂n, con n ≥ 0, ni a sus duales como
subposet, ver la Figura 6.4.
Observar que para k = 2, 3 la familia de prohibidos no es minimal. Para los posets
2-tree que son fuertemente-CPT , los posets B̂, B̂d y sus duales constituyen la fa-
milia de prohibidos minimal. Mientras que la familia de prohibidos minimal de los
3-tree fuertemente-CPT esta´ formada por B̂, B̂d, Ĉ, Ĉd, Ên, Êdn, con n ≥ 0, y sus
respectivos duales.
Demostracio´n: La implicacio´n i) entonces ii) es cierta au´n cuando P no sea k-tree.
Si P es dualmente-CPT entonces, por definicio´n de dualmente-CPT y el Teorema
6.2.10, los posets B̂, B̂d, Ĉ, Ĉd Ên, Êdn, F̂n, con n ≥ 0, y sus respectivos duales no
pueden ser subposets de P. As´ı hemos probado la implicacio´n ii) entonces iii).
Queda demostrar la implicacio´n iii) entonces i). Por iii) del Teorema 6.2.10, P es
CPT . Asumimos, con el fin de obtener una contradiccio´n, que P no es fuertemente-
CPT . Sea P′ un poset no CPT asociado a P. Por el Teorema 6.2.10 P′ contiene como
subposet, a alguno de los posets B̂, B̂d, Ĉ, Ĉd, Ên, Êdn, F̂n con n ≥ 0. Luego, por el
Lema 6.2.11, P contiene como subposet a alguno de los siguiente posets: B̂, B̂d, Ĉ,
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G
B̂
G
Ĉ
G
Ên
G
F̂n
1 2n+ 3 1 2n+ 2
Figura 6.6: Los grafos de comparabilidad de los posets B̂, Ĉ, Ên, F̂n en la Figura 6.4.
Ĉd, Ên, Êdn o F̂n, B̂
d, B̂d
d
, Ĉd, Ĉd
d
, Êdn
d
, Êdn
d
, F̂n
d
. Esto contradice nuestra asuncio´n
sobre P. 2
El siguiente resultado sera´ utilizado en la pro´xima seccio´n en la caracterizacio´n de
grafos 2-tree que son CPT .
Lema 6.2.13. Si P′ es un poset asociado a B1 o B2 en la Figura 6.5 entonces tiene
a B̂d como subposet.
Demostracio´n: Observemos que el grafo de comparabilidad de P′ tiene una u´nica
clase de implicancia. Luego, por la Proposicio´n 2.3.2, P′ tiene a su dual como un
u´nico poset asociado. Por lo tanto, podemos asumir P′ = B1d (o B2d). Es fa´cil ver
en la Figura 6.5 que B1 (o B2) tiene al dual de B̂d como subposet. Luego, P
′ tiene a
B̂d como subposet.
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26.3. Grafos CPT k-trees
Recordemos que los grafos fuertemente-CPT y grafos dualmente-CPT son los
grafos de comparabilidad de los posets fuertemente-CPT y posets dualmente-CPT ,
respectivamente.
Como corolario del Teorema 4.2.3 y el hecho que todo a´rbol es un grafo de compara-
bilidad tenemos el siguiente resultado.
Teorema 6.3.1. Todo a´rbol es un grafo fuertemente-CPT .
En el siguiente Teorema presentamos una caracterizacio´n de los grafos k-tree que son
dualmete-CPT y probamos que son exactamente los grafos k-tree que son fuertemente-
CPT .
Teorema 6.3.2. Sea G un grafo de comparabilidad y k-tree. Las siguientes condicio-
nes son equivalentes.
i) G es fuertemente-CPT .
ii) G es dualmente-CPT .
iii) G no contiene a ninguno de los grafos GB̂, GĈ, GÊn ni GF̂n con n ≥ 0 de la
Figura 6.6 como subgrafo inducido.
Demostracio´n: Por el Teorema 6.2.12 es cierta la proposicio´n i) si y solo si ii). Para
probar ii) implica iii), sea G dualmente-CPT . Entonces existe un poset P dualmente-
CPT tal que G = GP. Asumamos, para llegar a una contradiccio´n, que G tiene como
subgrafo inducido a alguno de los siguientes grafos: GB̂, GĈ, GÊn o GF̂n . Entonces
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P contiene un subposet P′ asociado a B̂, Ĉ, Ên o F̂n. Luego, por el Lema 6.2.11, se
tiene los siguiente casos:
Si P′ es asociado a B̂ entonces P′ = B̂, B̂d, B̂d o B̂d
d
.
Si P′ es asociado a Ĉ entonces P′ = Ĉ, Ĉd, Ĉd o Ĉd
d
.
Si P′ es asociado a Ên entonces P′ = Ên, Êdn, Ên
d
o Êdn
d
.
Si P′ es asociado a F̂n entonces P′ = F̂n o F̂n
d
.
En cualquiera de los casos anteriores, por el Teorema 6.2.12, el poset P no es dualmente-
CPT , lo cual es una contradiccio´n. As´ı queda demostrado ii) implica iii).
Para demostrar iii) implica i), con el objetivo de llegar a una contradiccio´n, asumimos
que G no es fuertemente-CPT . Entonces existe un poset P, que no es CPT , tal que
G = GP. Por el Teorema 6.2.10, P tiene como subposet a alguno de los siguientes
posets: B̂, B̂d, Ĉ, Ĉd, Ên, Êdn o F̂n. Luego, en cualquiera de los casos GP, tiene como
subgrafo inducido a alguno de los grafos GB̂, GĈ, GÊn o GF̂n con n ≥ 0, lo cual
contradice iii). 2
Los siguientes corolarios son consecuencia de los teoremas 6.2.12 y 6.3.2.
Corolario 6.3.3. Sea G un grafo de comparabilidad y 2-tree. Las siguientes condi-
ciones son equivalentes.
i) G es fuertemente-CPT .
ii) G es dualmente-CPT .
iii) G no contiene al grafo GB̂ en la Figura 6.6 como subgrafo inducido.
Corolario 6.3.4. Sea G un grafo de comparabilidad y 3-tree. Las siguientes condi-
ciones son equivalentes.
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i) G es fuertemente-CPT .
ii) G es dualmente-CPT .
iii) G no contiene a GB̂, ni a GĈ, ni a GÊn con n ≥ 0, en la Figura 6.6, como
subgrafos inducidos.
Notar que, de forma similar a lo que ocurre con los posets split que son CPT , aunque
el Teorema 6.2.10 nos brinda una caracterizacio´n por subposets prohibidos de los
posets k-tree, con k ≥ 2, que son CPT , la misma no es suficiente para obtener
una caracterizacio´n por subgrafos prohibidos de los grafos k-tree que son CPT . Por
ejemplo, el grafo GB̂ en la Figura 6.6 es un grafo 2-tree CPT , aunque el poset B̂ es
un subposet prohibido para los posets 2-tree CPT . El Lema 6.2.13 implica que los
grafos GB1 y GB2 no son grafos CPT . En particular, GB1 y GB2 son prohibidos de la
clase de grafos 2-tree CPT . Conjeturamos que son los u´nicos.
Conjetura 6.3.5. Sea G un grafo 2-tree. G es CPT si y solamente si G no tiene a
GB1 ni a GB2 como subgrafos inducidos.
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Cap´ıtulo 7
Conclusiones y trabajo futuro
En la primera parte de este trabajo hemos dado una caracterizacio´n de los ve´rtices
extremos de los grafos CI usando una familia auto-complementaria de subgrafos
inducidos prohibidos. Hemos estudiado a la clase de grafos que son CI porque ella ha
sido ampliamente estudiada y esta´ contenida en la clase de grafos CPT . Sin embargo,
no hemos podido usar los resultados obtenidos en el estudio de los grafos o posets
CPT .
A partir del Cap´ıtulo 4 nos ocupamos en el estudio de los grafos CPT y posets CPT .
Como consecuencia de una condicio´n necesaria para ser poset CPT obtuvimos una fa-
milia de subposets prohibidos minimales de los posets que son CPT . Tambie´n mostra-
mos diferentes ejemplos de posets que no son CPT au´n cuando satisfacen la condicio´n
necesaria. Demostramos que en la clase de posets CPT la dimensio´n y la dimensio´n
de intervalos no esta´n acotadas superiormente.
Por otra parte , introdujimos las definiciones de posets fuertemente-CPT y dualmente-
CPT . Hemos encontrado ejemplos en cada clase descripta en el diagrama de la Figura
7.1, pero no tenemos un ejemplo que haga diferencia entre las clases dualmente-CPT
y fuertemente-CPT . En particular, hemos demostrado que todo poset cuyo grafo de
comparabilidad es un a´rbol es fuertemente-CPT .
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Posets
CPT
N
F̂0
F̂0
d
dualmente-CPT
fuertemente-CPT
CI
B
?
Figura 7.1: Representacio´n de las diferentes clases de posets CPT estudiadas.
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En los Cap´ıtulos 5 y 6 hemos estudiados dos clases de posets: la clase de posets k-tree
que son CPT y la clase de posets split que son CPT . Para ambas clases hemos de-
mostrado que la condicio´n necesaria para ser un poset CPT dada en el Lema 4.1.2 es
tambie´n suficiente. Usando este resultado damos una caracterizacio´n por subposets
prohibidos de los posets split CPT y de los posets k-tree que son CPT . Para am-
bas clases de posets mostramos que los posets dualmente-CPT son exactamente los
posets fuertemente-CPT ; y dimos una caracterizacio´n por subposets prohibidos. Co-
mo consecuencia, obtuvimos una caracterizacio´n por subgrafos inducidos prohibidos
tanto de los grafos que son split fuertemente-CPT como de los grafos que son k-tree
fuertemente-CPT . Paralelamente mostramos que los grafos split (o k-tree) que son
dualmente-CPT son exactamente los grafos split (o k-tree) que son fuertemente-CPT .
Por otra parte, observamos que aunque el Teorema 5.1.5 nos brinda una caracteri-
zacio´n por subposets prohibidos de los posets split que son CPT , la misma no es
suficiente para obtener una caracterizacio´n por subgrafos prohibidos de los grafos
split que son CPT . Una situacio´n similar se observa para los grafos k-tree que son
CPT .
Adema´s, se plantearon problemas que han quedado abiertos:
Problema abierto 4.2.4: ¿Existe un poset dualmente-CPT que no sea fuerte-
mente-CPT?
Problema abierto 4.2.5: ¿La propiedad de ser fuertemente-CPT es hereditaria
por subposets?
Problema abierto 4.3.5: Determinar si la dimensio´n de los posets dualmente-
CPT esta´ acotada superiormente por una constante. La misma pregunta para
los posets fuertemente-CPT .
En un trabajo futuro comenzaremos a profundizar en estos problemas utilizando
descomposicio´n modular.
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De los resultados obtenidos en esta tesis surgieron los trabajos [2], enviado para pu-
blicar en Discrete Applied Mathematics, y [3], enviado para publicar en Discussiones
Mathematicae Graph Theory.
El intere´s despertado en otros grupos de investigacio´n por los resultados obtenidos
en este trabajo se reflejan en la invitacio´n a dictar una conferencia sobre los mismos
durante el 16th Haifa Workshop on Interdisciplinary Applications of Graphs, Com-
binatorics and Algorithms que se llevo´ a cabo en la Universidad de Haifa, Israel, en
Junio de 2016.
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