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Cílem práce je popsat a ohodnotit vhodné metody na určení velikosti stavového 
prostoru. Stavový prostor vytvoříme pomocí programu (generátoru), který ze vstupních hodnot 
a předpisů (modelu) vygeneruje stavový prostor. K objektivnímu posouzení klasifikujeme 
stavové prostory na základě jejich parametrů. Klasifikovaný stavový prostor zařadíme do určité 




Objective of the thesis is to describe and evaluate the appropriate methods to determine 
the size of the state space. State space will be created by using a program (generator) which 
generates a state space, from the input values and regulations (model). To objectively assess the 
state space we classifies according to their parameters. Classified state space will be added to 
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Stavový prostor (SP) je dán uspořádáním množiny stavů příslušících k určitému systému a 
množinou přechodů mezi těmito stavy. Stavem je pak konfigurace daného systému v konkrét-
ním čase. Jeden stav tedy popisuje například rozložení figur na hracím poli u hry šachy. Cílem 
této bakalářské práce je vyzkoušení a zhodnocení metod na určení velikosti SP. V mé práci je 
velikostí SP myšlena množina všech stavů, kterých zkoumaný model může dosáhnout. Model 
může být jakýkoli program nebo úloha odvozená z reálného života. K vytvoření SP je zapotřebí 
generátor SP, což je program, který SP vytvoří. Různé charakteristiky modelu a zejména množ-
ství stavů, kterých proces nabývá, přímo ovlivňují rychlost výpočtu a nároky na technické vy-
bavení počítače. Motivací je tedy využití poznatků o vlastnostech stavového prostoru na opti-
malizaci modelu nebo technického vybavení počítače.   
Znalost velikosti stavového prostoru je důležitá zvláště u náročnějších úloh, s velkým 
množstvím dosažitelných výsledků. Dále pokud chceme optimalizovat algoritmus programu, 
určit velikosti datových úložišť nebo pro odhad času na zpracování úlohy. Odhad času na zpra-
cování úlohy je v mnoha případech zásadní veličinou. Určením velikosti stavového prostoru se 
také dá stanovit množství výpočetních jednotek v závislosti na ostatních specifikacích výpočet-
ního systému. Proto jsem se rozhodl porovnat nejpoužívanější metody a zjistit jejich vhodnost 
pro vybrané úlohy. Tyto úlohy jsem vybíral s ohledem na objektivitu výsledku.    
SP, jeho logické uspořádání a prohledávání lze zjednodušit orientovaným grafem. Struk-
tura těchto grafů se skládá z uzlů, které vyjadřují stavy, a z hran jako logických propojení mezi 
jednotlivými stavy. Obecně lze SP nahradit jednoduchým orientovaným grafem vyjádřeným: G 
= (V, E, 𝑣0), kde V je množina vrcholů, E množina orientovaných hran (přechodů) a 𝑣0 počá-
teční stav (vrchol). Toto grafické vyjádření určuje celý systém řešení dané úlohy a relace mezi 
jednotlivými stavy. Pomocí teorie zabývající se průchodem grafů můžeme odvodit metody po-
užívané na určení velikosti grafu. Prohledání celého stavového prostoru poskytne přesný výsle-
dek, ale toto řešení je s ohledem na velikost dat často nemožné. Určení velikosti lze ve většině 
případů s odvozenou nejistotou provést z prohledání malé části. Graficky vyjádřeno, tato část 
musí být reprezentativní, tedy zastupovat většinovou strukturu zkoumané oblasti. Na závěr je 






















2 STAVOVÝ PROSTOR VYJÁDŘENÝ GRAFEM 
 
V případě modelů použitých pro vytvoření stavových prostorů vyjádřených grafem se ve 
většině případů jednalo o orientovaný graf. U orientovaných grafů záleží na směru hrany. Při 
popisu reálných situací grafem je obvyklé, že hrana je jednosměrná. Neformálně řečeno, 
například při hře piškvorek není podle pravidel možné dostat se po odehrání do předchozího 
stavu, neboli vzít tah zpátky. Grafy lze kreslit názorně, místo hran úsečky a vrcholy jako tečky, 
nebo vyjádřit maticí. Hrany a vrcholy grafu lze zapsat množinou - viz obr. 1: 
E = {{A, B}, {A, C}, {A, D}, {A, E}, {C, F}, {C, G},{G, V}}, V = {A, B, C, D, E, F, G, V} 
Máme-li zobrazit SP jako jednoduchý orientovaný graf G = (V, E, 𝑣0) se souborem vrcholů V, 
bude soubor orientovaných hran E μ V × V, s počátečním vrcholem 𝑣0. Hrany reprezentují 
platné přechody mezi stavy. Uvažujme prohledávání do šířky (BFS z anglického breadth first 
search) z počátečního vrcholu 𝑣0. Úroveň BFS s indexem k je množina stavů se vzdáleností od 
𝑣0 rovnající se k. Výška BFS je největší hodnota / index úrovně. Hrana (u, v) je hrana zpětné 
úrovně, pokud patří do úrovně s nižší nebo stejnou hodnotou / indexem jak uvádí autoři Pelánek 
a Šimeček v [1]. 
Za předpokladu, že vyjádříme graf pomocí matice sousednosti, je zapotřebí brát v úvahu, že 
první číslo určuje odkud a druhé kam hrana směřuje. Pravidlo u neorientovaných grafů, kdy 
hodnota na pozici (3,2) se rovná hodnotě na pozici (2,3) neplatí. Matice sousednosti 
orientovaného grafu tedy nemusí být symetrická. Na grafech můžeme zkoumat různé 
parametry, například kolik hran vychází z určitého vrcholu. Tento parametr se nazývá stupeň 
vrcholu. Stupněm je myšlena spojnice dvou vrcholů bez ohledu na směru. V grafu na obr. 1 
jsou tyto stupně vrcholů: A = 4, B = 1, C = 3, D = 1, E = 1, F = 1, G = 2, V = 1. Součet stupňů 
jednotlivých uzlů je 14 s polovičním počtem hran 7 a počtem vrcholů 8. Podle Hliněného v [2] 
pomocí součtu stupňů můžeme určit počet hran v grafu, mezi jednotlivými uzly. 
 
 




SP vygenerovaný pro účely měření je řádově větší, mezi 20000 až 20000000 stavy, než SP na 
obr. 1. Výpočet velikosti se blíží spíše odhadu, protože odchylka u zjištěných hodnot často 
přesahovala 30% i více. Zjistil jsem, že nepřesnost je přímo úměrná velikosti, ale do velké míry 
i tvarem SP. Tvarem je myšleno logické rozložení jednotlivých stavů v prostoru. Prohledání 
určité části je u nesymetrických tvarů nevypovídající a proces může být ovlivněn lokální částí. 
Pro názornější představu je lepší graf vygenerovat a následně určit vhodnost zkoumané metody 
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Názorný příklad vyjádření SP je na obr. 2 A - hamiltonova kružnice. V této úloze je úkolem 
navštívit každý vrchol grafu právě jednou. Cesty končící vrcholem v kroužku jsou uzavřené. 
V případě, že bychom se celou dobu prohledávání vzorku pohybovali v pravé větvi grafu na 








Grafy kořenových stromů obvykle začínají od vrcholů nejnižší úrovně a větví se směrem dolů 
na vrcholy vyšší úrovně, používaný je i opačný způsob. Zvolme si strom s kořenem 𝑣0. Jak 
uvádí Lepš v [8] (𝑣0, {𝑣0, 𝑣𝑛}, 𝑣1, . . . , 𝑣𝑛 − 1, {𝑣𝑛−1, 𝑣𝑛}, 𝑣𝑛) je (jediná) 𝑣0 – 𝑣𝑛 cesta. Pak 
𝑣0, 𝑣1, . . . , 𝑣𝑛− 1 označme jako předky vrcholu 𝑣𝑛, vrchol vn−1 se nazývá otec vrcholu 𝑣𝑛, 
vrchol 𝑣𝑛 se nazývá syn vrcholu 𝑣𝑛−1. Když je x předkem y, potom je y následníkem,  neboli 










2.1 Matice vzdáleností 
 
Definice 2.1.  [7] Reálná funkce d se nazývá metrikou na množině V, pokud platí následující: 
 
                 u, v ∈ V je d(u, v) ≥ 0 a u = v.      (2.1) 
 
                             u, v ∈ V a platí d(u, v) = d(v, u).      (2.2) 
 
     u, v, w ∈ V je d (u, w) ≤ d(u, v) + d (v, w).    (2.3) 
 
     Označme souvislý orientovaný graf jako G = (V, E, 𝑣0). Vzdálenost vrcholů  
                             u, v ∈ V d(u, v) je délka nejkratší u – v cesty. 
 
         Nechť G = (V, E, 𝑣0) je graf s orientovanými hranami, 𝑣0 (h) > 0 
 
 
Definice 2.2.  [7] Excentricita vrcholu v ∈ V   e(v) = max{d(u, v) | u ∈ V }  (2.4) 
 
                             Poloměr grafu G                   r(G) = min{e(v) | v ∈ V }   (2.5) 
 
                             Průměr grafu G                     d(G) = max{e(v) | v ∈ V }   (2.6) 
 
 
Všechny vrcholy grafu G, s minimální excentricitou e (v), nazvěme centrálním vrcholem grafu 
G. Množinu všech centrálních vrcholů grafu nazvěme centrem grafu G. Pokud G = (V, E, 𝑣0) 
je 𝑣0 (h) > 0 pro každou hranu h ∈ H, potom je funkce vzdálenosti d: V × V → R metrikou na 
množině vrcholů V. Pokud u = v, potom nejkratší cesta u – v obsahuje aspoň jednu hranu. Délka 
hrany je kladné číslo, proto je u = v d (u, v) > 0. V případě, že u = v, potom platí d (u, v) = 0. 
Pro μ(u, v) je nejkratší cesta u – v v případě, že u = v. Napišme hrany a vrcholy postupnosti μ(u, 
v) v opačném pořadí a dostaneme nejkratší cestu (v − u) se stejnou délkou. Nechť je μ(u, v) 
nejkratší cestou u – v. Dále je nejkratší cestou μ (u, w) cesta u – w a μ (w, v) je nejkratší cesta 
w – v. Zřetězení μ (u, w) ⊕ μ(w, u) cest μ (u, w) a μ(w, u) je u – v sled, s délkou d (μ (u, w)) + d 
(μ (w, u)), která je větší, nebo rovna délce nejkratší cesty u – v. Podle Palůcha v [7] můžeme na 
vypočet matice vzdáleností vrcholů v hranově orientovaném grafu použít Floydův algoritmus. 
Ten je aplikovatelný i na digrafy s všeobecným (kladným i záporným) ohodnocením hran. Při 
použití Floydova algoritmu je potřeba dát si pozor na počítačovou reprezentaci ∞. Zvolil jsem 
vhodnou variantu a to zvolit za ∞ tak velké číslo, aby jeho dvojnásobek nepřesáhnul největší 
zobrazitelné číslo. Potom je podle O’Neilla a Riana v [13] možné uvažovat o vynechání 















Metody pro určení velikosti stavového prostoru (VSP) jsou založeny na odhadu z parametrů 
SP. Tyto parametry lze získat průchodem grafem, který zajistí údaje o určité části. Tyto data 
jsou závislá na zvolené metodě průchodu. Při průchodu do hloubky (DFS z anglického Depth 
First Search) se z počátečního uzlu zvolí jedna cesta (hrana) a přejde se do dalšího vrcholu. Zde 
dochází k expanzi do prvního následujícího vrcholu, kterým se ještě neprošlo. Když algoritmus 
dojde na konec větve, ze které není možnost expandovat do vyšší úrovně, vrací se zpět o jednu 
úroveň a snaží se postoupit na následující nenavštívený vrchol jak uvádí autoři v [6]. Tento 
algoritmus je znázorněn na obr. 4. Správnou orientaci v průchodu grafem a zamezení zacyklení 
zajistí označení hrany proměnnou, aby byla možnost se v prohledávání vrátit na vyšší úroveň. 
Hodnota se po průchodu do vyšší úrovně přidá na vrchol zásobníku, při průchodu zpět na nižší 
úroveň se hodnota odebere. Vyjádřeno procedurou pruchod(g): navstiveno[g] = aktualne, cas = 
cas + 1; in [g] = cas; pro každé w ∈ sousedi[g]; pokud navštíveno[g] = ne, potom projdi (w); 
navstiveno[g] = ano; cas = cas + 1; out[g] = cas. 
 
Procedura DFS (): 
 
  ∀v∈V: navstiveno[g] = ne 
  cas = 0 
  foreach g ∈ G  do 
   if navstiveno[w]= ne then 
     projdi (w) 
 
Nechť je kořenem výchozí vrchol g (na obr. 4 je výchozí vrchol 1). Hrany jdoucí do 
navštíveno[g] = ne tvoří strom (DFS strom). Jak uvádí Černý v [3] tyto hrany označíme jako 
stromové, ostatní jako zpětné. Množina stromu (DFS stromů) tvoří les (DFS les). Pokud při 





Obr. 4  Průchod grafem do hloubky 
 
Průchod metodou BFS začíná na první úrovni, z které se pokračuje na úroveň druhou. Třetí 
úrovní (vzdálenost 2 od začátku prohledávání) se nepokračuje až do doby, dokud se neprohledá 
úroveň druhá. Tento postup se někdy označuje jako algoritmus vlny, neboť v k-té vlně (přechodu 
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na vyšší úroveň) se dostaneme do výchozího vrcholu, do vrcholu, který je vzdálen o k. Při 
simulaci vlny po přechodu do další úrovně, uložíme všechny možné cesty do fronty. 
Neformálně řečeno BFS na rozdíl od DFS umožňuje nalezení nejkratší cesty, která vede k řešení  
Další technikou na určení VSP je použití náhodné procházky. Cílem této techniky je 
projít malou, ale reprezentativní část SP. Náhodná procházka (NP) je nástroj pracující na 
podobném principu jako BFS. Metoda využívá „hashovaní“ k rozhodnutí, které stavy by měly 
být uloženy a prozkoumány. Proto ji označujeme jako hash - RW (R – čtení, W – zápis). Na 
rozdíl od NP bez zápisu do paměti, je použito úložiště pro rozpoznání navštívených stavů. Ke 
zvýšení pravděpodobnosti, že procházkou navštívíme stavy nacházející se na různých cestách 
a v různých vzdálenostech od počátečního stavu 𝑣0, vyhledávání přejde do C - stavů paralelním 
způsobem kde C je konstantní číslo. Podmnožina stavů je určena zvláštní rozhodovací funkcí. 
Funkce vypočítá „hash“ přidělenému stavu, a pokud je menší, než určený limit, rozhodne se 
o uložení stavu do úložiště a prohledávácí fronty. Limit je aktualizován po výpočtu všech 
následovníků poslední úrovně, aby se počet stavů v další úrovni blížil ke konstantě C. Cílem 
těchto rozhodovacích funkcí je snížit počet překročených zpětných hran. Celý postup jsem 
musel opakovat vícekrát, aby bylo možné získat vypovídající data. 
Většinu použitých metod jsem realizoval v prostředí DiVinE [4]. Prakticky použitelné 
zhodnocení jsem prováděl pomocí benchmarkové sady Beem [5]. Webový portál 
benchmarkové sady Beem obsahuje všechny použité modely a také popis vlastností SP modelů. 
Velikost SP použitých modelů je mezi 20000 až 20000000 stavy. Experimenty v [1] ukázaly, že 
jednoduché techniky nejsou použitelné pro přesný odhad VSP. Autoři proto doporučují zařadit 
modely do velikostních tříd a pokusit se o odhad třídy namísto velikosti samotného SP. Zavedl 
jsem tedy klasifikaci SP a zvážil dva přístupy pro odhad klasifikace. První je založen na metodě 
vzorkování a druhý na základě extrakce BFS parametrů. Tyto techniky je možné kombinovat, 
což se ukázalo jako nejvýhodnější. 
Je–li použito základních technik, zdá se být nemožné odhadnout VSP s dostatečnou 
přesností. Nicméně, na základě praktických zkušeností autorů [1], to není nutné. V nejčastějších 
případech stačí odhad řádu VSP. Poté následuje zařazení do třídy. Tento přístup také 
zjednodušuje vyhodnocení a porovnání techniky odhadu SP. Třídy nejsou definovány 
v absolutních hodnotách (podle počtu stavů), ale spíše relativně. Je potřeba zmínit, že je to 
výhodné pro uskutečnění smysluplných experimentů. Čas na vygenerování SP u různých 
modelů se velmi mění. Relativní odhad časových potřeb je v praxi užitečnější realizovat za 
běhu. Ze zadání problému určíme počet velikostních tříd. S ohledem na modely 
z benchmarkové sady Beem bude tříděno do těchto třech kategorií, viz tab. 1. Nechť je R poměr 
celkového počtu stavů k počtu odebraných vzorků [1], [15].   
 
 
Tab 1. [1] 
Třída Interval Popis 
1 1 ≤ R < 1000 Modely v této třídě mohou být ověřeny. V případě, že tento 
interval nebude dostatečný, doladí se parametry modelu, např. 
vhodná velikost hash tabulky. 
2 1001 ≤  R < 105 Chceme-li zkontrolovat model v této třídě, je nezbytné použít 
redukce, nebo distribuované výpočty. 
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3.1 Metody klasifikace 
 
Neuronová síť je metoda, pomocí které se systém může učit. Síť je graf, učení se provádí 
modifikací hran a jejich vah. Tento proces lze automatizovat pomocí vhodného algoritmu. 
Metoda je lehce uskutečnitelná na vícevrstvé síti, ve které jsou neurony rozděleny do několika 
vrstev. Neurony jsou spojené mezi dvěma sousedními vrstvami, ale nejsou spojeny mezi sebou 
ve vrstvě. Počet vstupních neuronů (ve vstupní vrstvě) je závislý na počtu vstupních 
(klasifikačních) parametrů. Vícevrstvá síť obsahuje 1-2 řady skrytých neuronů a jeden výstupní 
neuron. Používání sítí s menším počtem vrstev je vhodnější, jelikož se sítě rychleji učí. 
Aktivační funkcí může být sigmoida nebo ostrá nelinearita. Je vhodné zvolit jeden výstupní 





Obr. 5  Neuronová síť s osmy vstupy (8 parametrů) a jedním výstupem (VSP) [9]. 
 
 
Parametry lze zjistit také prostřednictvím genetického programování (GP). GP je oblastí 
výpočetních technik (evolučních), využívajících interpretaci problému používanou 
v genetických algoritmech. Uvažujeme-li o požadovaných strukturách jako o optimalizačním 
problému, potom je reprezentace pojata jako generovaná rovnice funkce na základě symbolické 
regrese. Tato metoda má širší použití než neuronové sítě. Stromy, skládající se z listů (parametry 
SP), zobrazíme generace jedinců. Můžeme použít periodické goniometrické funkcí, s jejich 
pomocí dosáhneme lepších výsledků. Vstupní data je vhodné roztřídit do s skupin a podle toho 
zvolit s neuronů, kde každému vstupu přísluší jeden neuron. Zvolené vstupy bude neuron 
spojovat s jednotlivými skupinami [9], [12]. 
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3.2 Porovnání parametrů 
 
Některé parametry SP jsou použitelnější než jiné. V této kapitole bude probrána relevance 
jednotlivých parametrů při hodnocení VSP. Pokud rozdělíme zkoumané SP do dvou skupin, 
kde první obsahuje naměřené všechny hodnoty a druhá statisticky roztříděné SP, získáme tím 
podklad pro hodnocení jednotlivých parametrů [9]. Poté se testuje, jestli je hodnota parametru 
ve vhodném intervalu viz tab. 1. Níže uvedené parametry s popisem a zkratkou viz tabulka 2.  
 
 
Tab 2. [9] 
Parametr Zkratka 
Prohledané stavy ST 
Existence inflexních bodů (průběh funkce BFS úrovní) SI 
Existence lokálního maxima SLoM 
Poměr velikosti poslední prozkoumané BFS úrovně 
k průměrné velikosti již prozkoumaných úrovní. 
SLA 
Poměr velikosti poslední prozkoumané BFS úrovně k největší 
BFS úrovni 
SLM 
Prohledané dopředné přechody FT 
Existence inflexního bodu v průběhu funkce přechodů 
(dopředných) BFS úrovně. 
FI 
Existence lokálního maxima přechodů (dopřených) BFS 
úrovně. 
FLoM 
Poměr dopředných přechodů s poslední 
prozkoumanou BFS úrovní k průměrnému počtu 
dopředných přechodů prozkoumaných BFS úrovní. 
FLA 
Poměr dopředných přechodů s poslední 
prozkoumanou BFS úrovní k největšímu počtu 
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3.3 Průnik vzorků stavového prostoru 
 
Na začátek zvolme limit L, který udává počet stavů. V dalším kroku vybereme dva nezávislé 
náhodné vzorky o velikosti L, tyto vzorky si označíme jako S. Nechť je počet stavů, které se 
vyskytují v obou vzorcích x. Poměr x k velikosti vzorku L je 1:1 a L = N, kde N je definováno 
jako počet všech dosažitelných stavů SP. Způsob jak získat náhodné dosažitelné stavy je použití 
náhodné procházky od počátečního vrcholu 𝑣0. Velikost určitého SP by se tedy měla blížit 
hodnotě L = x. Průnik vzorků stavového prostoru může být použit i v případě, že vzorky nejsou 
zcela nezávislé a náhodné. Z obr. 6 je vidět, že vztah x = L při správném určení velikosti SP 
odpovídá. Úspěšnost této metody, pro zařazení do velikostní kategorie a použití metod DFS se 
pohybuje kolem 70% [1]. Na obr. 6 je vykreslen poměr mezi velikostí vzorku L a počtem 









Relativní velikosti průsečíků pro tři základní třídy zvoleny v tab. 1 jsou pomocí krabičkového 





Obr. 7  Relativní velikost průsečíků pro třídu 1,2 a 3 [1].  
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Na obr. 8 jsou řádky (C1, C2, C3) správné klasifikace, sloupky (E1, E2, E3) jsou odhadované 





Obr. 8  Výsledky odhadu na základě odběru vzorků [1]. 
 
 
3.4 Určení BFS parametrů 
 
Tato metoda je založená na prohledávání grafu do šířky. Tímto průchodem můžeme určit mno-
žinu stavů vzdálených n přechodů od počátečního stavu 𝑣0. Nechť je n úrovní BFS, potom 
můžeme uvažovat o každých dvou rozdílných úrovních jako o disjunktní množinách stavů. Je-
jich sjednocením přes všechna n můžeme za určitých předpokladů obdržet celý stavový prostor. 
Vykreslíme-li počet stavů na úrovni proti indexu úrovně, kterou dostaneme BFS úrovňovým 
grafem, dostaneme graf s obvykle zvonovitým tvarem. Naším cílem je využít poznatky z tohoto 
typického chování při vyhledávání a odhadnout VSP ze znalosti prvních úrovní BFS, kde počet 
úrovní je určeno podle velikosti vzorku (SP) jak uvádí Katriel a Meyer v [14]. Pozorováním 
jsem zjistil, že pokud máme poznatky o počtu stavů v jednotlivých úrovní, můžeme u symetric-
kých stavových prostorů predikovat rozvoj do vyšších úrovní a tuto závislost aproximovat 
funkcí. Od první úrovně se obvykle počet stavů s vyšší úrovní roste a po dosažení maxima tento 
počet zase klesá. Na obr. 9 je vyjádřena závislost počtu stavů na úrovni grafu pro čtyři SP vy-
generované ze hry sokoban. Výhodu této metody vidím v tom, že lze učinit odhad již ze znalosti 
několika prvních úrovní SP. Podle Appla v [9] je pomocí integrování, v případě že by se poda-
řilo extrapolovat průběh křivky odpovídající velikosti jednotlivých úrovní, možné určit velikost 
SP. Použití DFS by pro zjištění parametrů nebylo nejvhodnější.  Průchod pomocí DFS je totiž 
hodně závislý na rozložení následníků ve struktuře a reprezentaci SP jakuvádí Lepš v [8].  
 
 
Parametry určené z odhadu [1]: 
 
 Poměr velikosti poslední prozkoumané úrovně BFS s průměrnou velikostí prvních 
k - úrovní.  
 
 Poměr velikosti (počet stavů v úrovní) poslední úrovně k maximální velikosti úrovně 
v první k-té úrovni. 
 
 Boolean hodnota, nula znamená, že rozdíl velikostí po sobě jdoucích úrovní se zvyšuje 














3.5 Náhodná procházka 
 
Náhodnou procházku (NP) můžeme popsat tak, že v jednotlivých krocích se náhodně z jednoho 
stavu dostáváme do jiného s určitou pravděpodobností. Je důležité, jaká je pravděpodobnost 
přechodu mezi jednotlivými stavy, od čehož se ovíjí pravděpodobnostní tabulky výsledku. 
Často je pravděpodobnost jestli se dostaneme do jednoho ze dvou vrcholů stejná, tedy pravdě-
podobnost pohybu v obou směrech je 50%. Tato náhodná procházka se nazývá symetrická. 
Výhodou algoritmu (NP) vidím v malých nárocích na paměť a jednoduchost. Dalo by se říci, 
že tato metoda je modifikací metody průniků náhodných vzorků (SP) a také aplikací DFS. I 
u této metody je potřeba zvolit limit L (limit prohledaných stavů) a proměnnou C jako počet 
průniků nastavit na nulu. Jak již bylo uvedeno, začne se od počátečního vrcholu 𝑣0 a pokračuje 
se náhodně do následujícího vrcholu, ze kterého se opět pokračuje do následujícího náhodnou 
následníka. Na konci větve grafu následník není. Tato situace se řeší pokračováním z počáteč-
ního stavu. V případě že se dostaneme do již jednou prohledaného stavu, přičteme k proměnné 
C jedničku. Tento algoritmus se zastaví dosažením limitu L. Pro malé stavové prostory by se 
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prohledávání mělo často nacházet ve stejných stavech. To by znamenalo častý návrat do počá-
tečního vrcholu, takže by se u menších SP se proměnná C bude blížit limitu L. Je zřejmé, že nás 
u (NP) zajímá, jestli se vrátíme do počátečního stavu, jak uvádí Appl v [9] a Bartuňková v [11]. 
 
Definice 3.1.  Jednoduchá náhodná procházka je prostorově homogenní 
 
P (𝑆𝑛 = j | 𝑆0 = a) = P (𝑆𝑛 = j + b | 𝑆0 = a + b).    (3.1) 
 
 
Definice 3.2.  Jednoduchá náhodná procházka je časově homogenní 
 
P (𝑆𝑛= j | 𝑆0 = a) = P (𝑆𝑚 + n = j | 𝑆𝑚 = a).     (3.2) 
 






































4 GENERÁTOR STAVOVÝCH PROSTORŮ 
 
Generování SP je vytvoření určité datové struktury pomocí předpisů, udávaných použitým mo-
delem. Můžeme využít již vytvořené generátory, nebo si naprogramovat vlastní. Pro generování 
SP týkajících se této práce bylo použito generátoru DIVINE. Tento generátor umožnuje testovat 
a generovat SP ze sady BEEM modelů, které obsahují dostatek variability. Do generátoru DI-
VINE lze zapisovat pomocí programovacího jazyka C. Kromě DIVINE bylo v rámci této práce 
otestováno generování pomocí vývojového prostředí eclipse a přídavného modulu henshin. Vý-
hoda tvorby v tomto prostředí je grafické programování a nastavení relací pro daný model. 
V tomto prostředí se také velice jednoduše pracuje, pokud používáme objektový přístup. Na 
rozdíl od DIVINE se ale musí programátor ovládající programovací jazyk C s tímto prostředím 
blíže seznámit. Pro ověření správnosti transformací, poskytuje Henshin nástroje na 
tvorbu a analýzu stavových prostorů k modelu transformace. Algoritmus vychází z počátečního 
stavu a transformace je provedena v krocích. Eclipse a modul Henshin obsahuje nástroje pro 
výslednou analýzu a zkoumání parametrů SP. Na obrázku 10 je ukázka vytváření relací mezi 
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5 UKÁZKA PRÁCE SE SYSTÉMEM DEVINE 
 
V této části je ukázka příkazů potřebných k ovládání systému devine [4]. 
 
1. Rozbalíme soubor do nově vytvořeného adresáře abc pomocí příkaz $ tar. 
 
$ tar abc divine-3.0.tar.gz 
 
2. Pomocí skriptu zjistíme, jaké možnosti máme k dispozici, případně které balíčky nám chybí. 
 
$ ./configure, pro podrobnější kontrolu pak: $ (cd _build ; ccmake .) 
 
 
3. Instalace a sestavení. Provedeme příkazem: 
 
$ make 
Po sestavení ověříme funkčnost instalace. 
 
$ cd _build/tools 
 
Informace a nápověda: 
$ ./divine help 
 
Oveření: 
$ ./divine verify ../../examples/dve/shuffle.dve 
$ ./divine verify -p LTL ../../examples/dve/peterson-liveness.dve 
$ ./divine verify -p LTL ../../examples/dve/peterson-naive.dve 
 
4. Propojení s použitým modelem a nastavení. 
 
divine info <soubor modelu> 
divine combine [-f <soubor>] <model file> 
divine compile [--cesmi|--llvm] <model file> 
 
Vykreslení: 
divine draw [...] <soubor modelu> 
divine metrics [...] < soubor modelu > 
divine verify [...] < soubor modelu > 
divine simulate [...] < soubor modelu > 
 
5. Vykreslení dat z modelu  
 
divine info {model} 
$ divine info examples/dve/peterson-liveness.dve 
 
 
6. Konfigurace jádra kontrola modelu 
 
divine {metrics|verify}  
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[--statistics [--curses]]                        
[-w N|--workers=N]                     
[--max-memory=N]                        
[--max-time=N]                         
[--disk-fifo=N]                        
[--seed=N]                        




7. Metrika SP vizualizace a prozkoumání 
 
divine metrics [--reduce=R] [--no-reduce] [--fair] 





divine draw [--distance=N] [--trace=N,N,N...] 
[-l|--labels|--trace-labels] 
[--bfs-layout] 




8. Kontrola modelu  
 
Tento příkaz automaticky vybere nejvhodnější algoritmus na ověření modelu 
 
divine verify [Přepis algoritmu] [Výber vlastnosti] … 
 
Přepis algoritmu: 
--reachability, --owcty, --map, --nested-dfs 
 
Výběr vlastnosti, která se na modulu bude kontrolovat: 




















Cílem této práce bylo popsat a ohodnotit vhodné metody na určení velikosti stavového prostoru. 
Před samotným hodnocením bylo zapotřebí zajistit data vycházející z určité úlohy. Předpisy, 
které by určili pravidla zkoumaného problému, byly zprostředkovány pomocí vybraného 
modelu ze sady BEEM. Poté byly stavové prostory vytvořeny vygenerováním z programu 
DEVINE, nebo pomocí vývojového prostředí eclipse, a jeho přídavného modulu Henshin.  
K objektivnímu posouzení jednotlivých stavových prostorů jsem použil třídění podle 
velikosti. K tomu jsem zvolil tři velikostní kategorie (intervaly). Dále ke klasifikaci stavových 
prostorů bylo použito jejich parametrů. Jednotlivé parametry bylo potřeba vyhodnotit podle 
jejich relevance k jednotlivým úlohám. Využití neuronových sítí jsem shledal jako vhodnou 
metodu, pomocí které se systém může učit, a následující soudy jsou přesnější. Zvážil jsem 
taktéž metodu klasifikace pomocí genetického programování. Tato metoda má širší použití než 
neuronové sítě a zdála se jako nejvhodnější pro klasifikaci stavového prostoru. Vstupní data 
byla roztříděna do s skupin a podle toho zvoleno s neuronů, kde každému vstupu přísluší jeden 
neuron. Na výstupu byl zvolen jeden neuron pro získání čísla, které reprezentovalo velikost 
stavového prostoru. 
Nakonec pomocí metod na určení samotné velikosti stavového prostoru bylo dosaženo 
výsledků, které byly potřeba mezi sebou porovnat. S ohledem na výsledky mohu konstatovat, 
že jednotlivé metody jsou velice závislé na zadaných parametrech a typech stavových prostorů. 
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Příloha č. 1 Genetické programování převod funkce na graf [3]. 
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9 SEZNAM POUŽITÝCH ZKRATEK 
 
Seznam použitých zkratek viz tabulka 4. 
 
Tab. 4 
SP Stavový prostor 
NP Náhodná procházka 
DFS Prohledávání do hloubky 
BFS Prohledávání do šířky 
VSP Velikost stavového prostoru 
GP Genetické programování 
 
