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Nonlinear microscopy is used for investigating a variety of biological systems and arti-
ficial materials. The contrast achieved in this imaging technique relies on the detected
signals that arise from nonlinear interactions between a pulsed excitation beam and the
specimen. As these nonlinear interactions are spatially localized, i.e., the signal origi-
nates only from a small focal volume, this technique permits intrinsic three-dimensional
imaging. In order to acquire an image, either beam scanning with a fixed sample or
sample scanning with respect to a fixed beam is used.
In  this  Thesis,  we  developed  and  tested  the  performance  of  a  home-built  point-
scanning nonlinear microscope. In the development, it is critical to integrate and syn-
chronize the components of a nonlinear microscope. For example, as the excitation
beam is focused and thus the spot covers only a very small area in the sample, a scan-
ning stage is needed that is computer-controlled and synchronized with photodetectors
that measure the intensity of the nonlinear signal. If the polarization of the excitation
beam needs to be carefully defined and changed between measurements, a motorized
wave plate also needs to be computer-controlled. Here, the controls of the scanning
stage, detectors and the wave plate were integrated into a single program, and a func-
tional user interface in the LabVIEW environment was developed. The program enables
the adjustment of the measurement parameters, monitoring of the measurements and
saving of the results. Furthermore, the program was modified so that additional devices
can be integrated into it in the future, and thus the microscopy setup is not restricted
only to the kinds of measurements shown in this Thesis.
The performance of the developed program was tested using artificial nano-sized
gold particles. The microscopy setup and the controlling program were found to work
properly and reliably, and the detected signals were confirmed to originate from second-
and third-harmonic phenomena in which the output signal has a frequency of two or
three times the original one, respectively. As expected for the second-harmonic re-
sponse, samples with chiral properties had different responses for the two opposite cir-
cular polarizations. Additionally, we found that the third-harmonic response also exhib-
its different but weak responses under circular polarizations. Our results suggest the
great potential of nonlinear microscopy for studying nonlinear circular dichroism effects
in artificial nanomaterials.
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Epälineaarista mikroskopiaa, jossa mitattava signaali syntyy fokusoidun pulssitoimisen
lasersäteen ja näytteen välisessä epälineaarisessa vuorovaikutuksessa, käytetään sekä
biologisten systeemien että synteettisten materiaalien tutkimuksessa. Epälineaarisissa
prosesseissa vaste on peräisin hyvin pienestä näytetilavuudesta, mikä mahdollistaa kol-
miulotteisen kuvantamisen. Koska epälineaarisessa mikroskoopissa käytetään fokusoi-
tua lasersädettä, näytettä täytyy liikuttaa mittauksen aikana suhteessa säteeseen tai päin-
vastoin.
Tässä diplomityössä kehitettiin ja testattiin käyttöliittymä itse rakennettuun epäline-
aariseen mikroskooppiin. Käyttöliittymää toteutettaessa on tärkeää ottaa huomioon, että
siihen liitettyjen laitteiden, kuten näytteensiirtoalustan ja epälineaarisia signaaleja mit-
taavien fotoni-ilmaisimien, tulee toimia oikea-aikaisesti suhteessa toisiinsa. Myös herä-
tekentän polarisaatiotilan muuttamiseen käytettävän polarisaattorin ohjaus voidaan yh-
distää samaan ohjelmaan näytealustan ja ilmaisimien kanssa, kuten tässä työssä tehtiin.
LabVIEW-ympäristössä luodun ohjelman avulla voidaan säätää mittausparametreja,
tarkkailla mittauksen etenemistä ja tallentaa tulokset. Ohjelma toteutettiin siten, että
uusien ominaisuuksien ja laitteiden lisääminen siihen on mahdollista myöhemminkin,
koska kyseistä mikroskooppia saatetaan tulevaisuudessa käyttää myös muunlaisiin mit-
tauksiin kuin mihin tässä työssä on keskitytty.
Toteutetun ohjelman toimintaa tutkittiin mittaamalla kullasta valmistettujen nano-
kokoluokan näytteiden epälineaarisia vasteita. Mikroskooppi ja kehitetty ohjelmisto
todettiin toimiviksi, luotettaviksi sekä helppokäyttöisiksi. Mittauksissa varmistettiin,
että epälineaariset signaalit aiheutuvat taajuudenkahdennuksesta ja -kolmennuksesta,
jolloin syntyvän säteilyn taajuus on kaksin- tai kolminkertainen alkuperäisen heräteken-
tän taajuuteen nähden riippuen kummasta ilmiöstä on kysymys. Taajuudenkahdennuk-
sen tapauksessa kiraalisten näytteiden vaste oli oletetusti erilainen oikea- ja vasenkäti-
sesti ympyräpolarisoiduille herätekentille. Lisäksi huomasimme, että myös taajuuden-
kolmennuksen tapauksessa havaitaan sama ilmiö, joskin heikkona. Tämä antaa viitteitä
siitä, että tulevaisuudessa kyseisen kaltaisia näytteitä voidaan tutkia epälineaaristen vas-
teiden avulla.
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vSYMBOLS AND ABBREVIATIONS
We use tilde (~) for time-varying quantities. Bold (italic) font is used for vector (scalar)
quantities.
Symbols
 A absorbance
%B magnetic induction
 c speed of light in vacuum
 c.c. complex conjugate
* complex conjugate
%D electric displacement
%E electric field
0E amplitude of electric field
%H magnetic field
 i imaginary unit
 I intensity
ˆ ˆ,i j unit vectors
%J electric current density
 k wave number
%M magnetization
 n refractive index
%P electric polarization
 P power
 r position vector
 t time
 v speed of wave
 x, y, z Cartesian coordinates
e permittivity of material
0e permittivity of vacuum
re relative permittivity
l wavelength
m permeability of material
0m permeability of vacuum
rm relative permeability
n frequency
r% electric charge density
fD phase difference
vi
(n)c susceptibility of nth order
y wave function
w angular frequency
Abbreviations
3D three-dimensional
CD circular dichroism
CMOS complementary metal oxide semiconductor
CPM chiral plasmonic metamaterial
CW continuous-wave
DFG difference-frequency generation
DLL dynamic-link library
FWHM full width at half maximum
FWM four-wave mixing
HWP half-wave plate
LH left-handed
LHCP left-handed circular polarization
MRU miniature recirculating unit
NLO nonlinear optical
NLOM nonlinear optical microscopy
OR optical rectification
PBS polarizing beam splitter
PMT photomultiplier tube
QWP quarter-wave plate
RH right-handed
RHCP right-handed circular polarization
SEM scanning electron micrograph
SFG sum-frequency generation
SHG second-harmonic generation
SI Systéme international d’unités, International System of
Units
SPEF single-photon excited fluorescence
THG third-harmonic generation
TPEF two-photon excited fluorescence
TUT Tampere University of Technology
11. INTRODUCTION
Light is a prerequisite for human life as photosynthesis forms the basis for food produc-
tion. Thus, mankind has always utilized sunlight, even though deeper understanding
about what light is and how it behaves, has only been known for a few centuries. Nowa-
days,  light  is  also  important  from  a  technological  point  of  view.  Actually,  the  United
Nations declared 2015, this year, as the International Year of Light and Light-Based
Technologies to highlight the importance of light and improve our understanding of
light-based technologies in our everyday life and how they can be utilized even more in
the future. For instance, everyone knows that we cannot see anything without light, but
light can also help us in the fields of energy production, education, agriculture, commu-
nications and health, as some examples. [1]
The field of studying light and its interaction with matter is called optics. As seeing
is very closely related to our lives, it is not surprising that light has interested people for
a very long time. The first optical devices, mirrors, were made over 3000 years ago [2].
Nowadays, when the most popular hobby seems to be taking selfies, it is quite an odd
thought that before mirrors the only way you could see your own face was from a sur-
face of liquid. Also a positive lens, which focuses light, was known at least over 2000
years ago [2]. Beginning from mirrors and lenses, the development of optics, both its
theory and practical applications, has given many helpful tools for the mankind during
the centuries. For example, an invention of spectacles is dated to the 13th century and
some kinds of monocles have probably existed even before that.  In the end of the 16th
century, it was realized that when multiple lenses are combined, even better magnifica-
tion can be achieved compared to one magnifying lens. The resulting device, a micro-
scope, is used to distinguish very small objects or details, structures and mechanisms.
Shortly after the microscope, the inverse device for it, a telescope, was invented by Gal-
ileo in the beginning of 17th century enabling the observation of objects that are far
away. [3] Thus, the principles of many optical devices are old, but of course their quali-
ty and properties have improved a lot during time, hand-in-hand with new knowledge,
skills, and demands.
The starting point to the huge development of optics and optical devices in the 20th
century  was  the  invention  of  the  quantum  nature  of  the  light.  Based  on  that,  the  first
laser was built up in the 1960s, providing a new kind of light source producing a high-
power coherent beam. Hence, a new era in optics started and led to the discoveries of
many novel phenomena and the invention of devices and applications. [2] Today, lasers
are almost everywhere. In our everyday life we use lasers and related technologies, for
example, in CD players, scanning labels in supermarkets and laser pointers in seminars.
2In industry, lasers are used in many machines, for instance, for alignment and cutting or
welding steel. In hospitals, lasers are offering new methods for both research and treat-
ment activities. Lasers also transformed how people communicate as evidenced by la-
ser-based fiber optics which enables fast communication and transfer of huge amounts
of data quickly over long distances.
One of the new and significant optical fields discovered after the invention of the la-
ser was nonlinear optics [4].  Usually, the nonlinear effects are so weak that we cannot
detect them, but with intense laser light they become observable. In this Thesis, the fo-
cus is on two nonlinear effects called second- (SHG) and third-harmonic generation
(THG), and especially their use in microscopy. In these phenomena, the strong excita-
tion field interacts with a material in a way that produces new frequency components. In
SHG, the frequency is doubled and, in THG, it is tripled compared to the frequency of
the original field.
In nonlinear microscopy, the excitation field is focused to the sample and the magni-
fied image is formed by detecting point-by-point the nonlinear signal coming from the
sample. The nature of the nonlinear phenomena enables three-dimensional (3D) meas-
urements as the signal always originates only from a small focal volume. The applica-
tions of SHG and THG microscopy include, among others, the study of surface effects,
investigation of collagen or lipid ordering in tissues and cells and research of nanostruc-
tures. [5-7] In the future, these methods have been predicted to have a significant role
in, for instance, biomedical applications. In this Thesis, SHG and THG microscopy are
used to characterize artificial nano-sized materials.
The nonlinear microscope, in general, consists of a pulsed laser source with a pulse
width on the femtosecond scale, a microscope objective, a beam or sample scanning
instrument and a detector. If the microscope is used for polarized microscopy, meaning
that the polarization state of the input light is changed during the measurements, a polar-
izer is also included in the setup. The aim of this Thesis was to integrate and synchro-
nize the main components of a nonlinear microscope, i.e., to create and develop a pro-
gram and a user interface for controlling these devices. The demand for this microscopy
system was initiated when a new ultrafast laser was granted to the Optics Laboratory in
Tampere University of Technology to advance nonlinear microscopy research.
The microscope is designed to be used for a variety of unique applications. This is
why the program has to be developed in such a way that it would be as easy to use as
possible.  It is also foreseen that new devices and features need to be included in the
setup later. The actual implementation of the program was made by a graphical pro-
gramming language called LabVIEW. The devices included in the program were a po-
larizer, a scanning stage used for moving the sample in relation to the input laser beam,
and two photomultiplier tubes (PMTs) used as the detectors for nonlinear signals.
The Thesis is divided into 7 chapters. After this Introduction, the basic theory of op-
tics and the fundamentals of linear and nonlinear optics are described in Chapter 2. This
includes the introduction of the SHG and THG phenomena, as the testing of the micro-
scope is implemented by doing SHG and THG microscopy. The principles behind non-
3linear optical microscopy are discussed in Chapter 3 including the difference between
linear and nonlinear microscopy. Some applications are mentioned along with the mean-
ing of polarized microscopy highlighted with the introduction of circular dichroism
phenomena at the end of the chapter. The description of the microscopy setup and the
features of the program are explained in Chapters 4 and 5. Chapter 6 describes the re-
sults achieved when testing the operation of the microscope and especially its control
program. The samples used were plasmonic metamaterials, generally discussed in Chap-
ter 3, and more closely introduced in the beginning of Chapter 6. In Chapter 7, the main
parts of this Thesis are concluded.
42. OPTICS
2.1 The nature of light
Optics is the sub-area of physics that encompasses all studies about light, its properties
and its interactions with matter. As human vision is based on light interacting with ob-
jects and our eyes, the mystery of light has sparked interest and investigated for millen-
nia. Even the written history of optics is more than 2000 years old, as the Greek mathe-
matician Euclid wrote his work Optics at around 300 B.C. The principles he proposed,
for example that light would only be associated with human vision, are, however, now
mostly known to be wrong. Nevertheless, there is at least one principle we agree on
even today: in homogenous media, light travels in straight lines. [8]
After the Greeks, the study of optics had a low profile in Europe for more than a
millennium. In the East, however, progressive ideas of light and its properties were de-
veloped. For example, the ideas of the finite speed of light and light as a stream of parti-
cles were proposed at  around the year 1000. [8] Further development of the theory of
optics was seen in the 17th century, when European physicists presented some optical
theories with many different and even contradictory properties. One common property
of light, however, showed up in many of them: light consists of particles. [2,8]
On the other hand, the early theories on the wave properties of light were also pro-
posed in the 17th century.  In the beginning of the 19th century, more experiments sup-
porting the wave theory were made and finally the wave theory of light was accepted
after James Clerk Maxwell (1831-1879) had presented his electromagnetic wave equa-
tions. [2,8,9] The development of quantum optics in the 20th century  again  raised  the
question of the particle nature of light, and nowadays light is described in terms of
wave-particle duality [2].
Wave-particle duality means that, depending on the phenomenon, light can be treat-
ed as particles or as a wave. In this Thesis, both wave and particle natures of light are
needed. When a laser beam propagates along the microscopy setup, we are interested in
the shape of the beam and its polarization, both of which are closely related to the wave
theory. These phenomena are described in this Chapter. Finally, when light from an
imaged object is measured, the detected quantity is photons, meaning individual light
particles. However, the theory of the particle nature of light is excluded from this The-
sis.
52.2 Maxwell’s equations and wave equation
In  the  19th century, Maxwell extended the knowledge of the connection between light
and electromagnetism by theoretically predicting the speed of light based on his elec-
tromagnetic studies [2,9]. Maxwell’s equations describe the propagation of an electro-
magnetic wave, which consists of electric ( %E ) and magnetic ( %H ) components, in any
medium. These four equations, in SI (Systéme international d’unités, International Sys-
tem of Units) units, are [10,11]
rÑ× % %D = , (2.1)
0Ñ× =%B , (2.2)
t
¶Ñ´ = - ¶
%
%
BE , (2.3)
t
¶Ñ´ = +¶
%
% %
DH J . (2.4)
The vector %D  is called electric displacement, %B  magnetic induction, %J  free electric
current density, r%  free electric charge density, and t means time. The tilde is used to
refer to a quantity varying rapidly in time, e.g., oscillating at optical frequencies. We are
interested in materials without free charges and free currents, so that [10,11]
0r =% (2.5)
and
0=%J . (2.6)
The relation between the electric field vector and the electric displacement is
0e +% % %D = E P , (2.7)
where 0e  is the permittivity of vacuum and %P the electric polarization, i.e., the re-
sponse of a material to an optical field. The magnetic field vector and magnetic induc-
tion are related to each other in a similar way
0m +% % %B = H M , (2.8)
where 0m  is the permeability of vacuum and %M is the magnetization [11]. In the cases
of our interest, the material can be assumed to be nonmagnetic so that [10]
= 0%M (2.9)
6and thus Eq. (2.8) reduces to the form
0m% %B = H . (2.10)
When taking the curl of Eq. (2.3), by changing the order of the curl and the time deriva-
tive in the right hand side of the equations, and by inserting Eq. (2.10) into Eq. (2.3), we
obtain
( ) ( )( )0t t m
¶ ¶Ñ´Ñ´ = - Ñ´ = - Ñ´¶ ¶
% % %E B H . (2.11)
Now we can utilize Eqs. (2.4) and (2.6) and obtain
( ) 20 0 2t tm m
¶ ¶Ñ´Ñ´ = - Ñ´ = -¶ ¶
% % %E H D . (2.12)
Furthermore, we can insert Eq. (2.7) into this equation, thus producing the relation
( )2 2 20 0 0 0 02 2 2t t tm e m e m
¶ ¶ ¶Ñ´Ñ´ = - + = - -¶ ¶ ¶
% % % % %E E P E P . (2.13)
By rearranging, we obtain the equation
2 2
0 0 02 2t t
m e m¶ ¶Ñ´Ñ´ = -¶ ¶
% % %E + E P . (2.14)
Eq. (2.14) is a very general form of the optical wave equation describing the propaga-
tion of an optical wave in a medium [10]. The implication of Eq. (2.14) is discussed in
more detail in Sections 2.3 and 2.4 for linear and nonlinear cases, respectively. It can be
shown that when either the electric or the magnetic field of an electromagnetic wave is
known, it can be used to completely specify the other field and thus the whole wave [9].
In this Thesis, we only use electric fields to describe the electromagnetic waves.
2.3 Linear optics
The material polarization ࡼ෩ is defined as a dipole moment per unit volume. In the case
of linear optics, the polarization is
(1) (1)
0e= =% % %P P Ec , (2.15)
7where (1)c is a linear, or first-order, optical susceptibility [10]. The term linear polariza-
tion is used because of the fact, that, as can be seen from Eq. (2.15), the first-order po-
larization is linearly proportional to the electric field inducing it. However, let’s first
concentrate on the situation in vacuum, where susceptibility equals to zero. Then, Eq.
(2.14) turns to the form of
2
0 0 2 0t
m e ¶Ñ´Ñ´ =¶
% %E + E . (2.16)
This can be furthermore simplified by using the vector identity
( ) 2Ñ´Ñ´ Ñ Ñ× -Ñ% % %E = E E , (2.17)
and the fact that, in the cases we are interested in, the divergence of the electric field is
negligible [10]
0Ñ× »%E . (2.18)
Thus, Eq. (2.16) can be expressed as
2
2
0 0 2 0t
m e ¶Ñ - =¶
% %E E . (2.19)
It is worth noting that Eq. (2.19) has the form of a homogenous wave equation
2
2
2 2
1 0
v t
y y¶Ñ - =¶ (2.20)
which describes a wave with velocity v [2]. Hence, the speed of an optical wave in vac-
uum, marked as c, is
0 0
1c
m e
= . (2.21)
One solution to the wave equation is a plane wave. In the one-dimensional case the
equation describing an electromagnetic plane wave propagating to the positive z-
direction is
( )( , ) i kz tE z t Ee w-= (2.22)
8where i is imaginary unit, k is a wave number and w  is an angular frequency. The angu-
lar frequency is defined in terms of frequency n of the field as [12]
2w pn= . (2.23)
In this Thesis, we refer to angular frequency as frequency as these two quantities are
trivially proportional to each other. There is no chance for confusion as no numerical
values for the frequencies are used. Instead, exact values are used for wavelength, which
is related to frequency as
2c cpl n w= = . (2.24)
The wavelength and frequency are thus inversely proportional to each other. The wave
number k, also known as a propagation constant, is defined as [12]
2k
c
p w
l= = . (2.25)
Let’s next study the case where the wave is not anymore in vacuum, but instead it
propagates through an isotropic medium which has non-zero first-order susceptibility.
Here, isotropy means that the propagation direction of the light in the material can be
arbitrary without changing the interaction properties between light and the material.
Thus, by combining Eqs. (2.14) and (2.15) and using the methods mentioned above, we
obtain the following form of the wave-equation
1) 2
2
2 2
1 0
c t
(+ ¶Ñ - =¶
% %E Ec (2.26)
which describes a wave propagating with speed
1)1
cv
(
=
+ c
, (2.27)
which is not equal to the speed of light in vacuum. On the other hand, similar to Eq.
(2.21), the speed of the wave can be defined as
0 0
1 1
r r
v
me m m e e
= = , (2.28)
9where rm  and re  are the relative permeability and permittivity, respectively, of the me-
dium [2]. In the cases we are interested in, the relative permeability is almost one, and
thus the permeability of the material equals to the permeability of the vacuum. By com-
bining the previous fact and Eqs. (2.21), (2.27) and (2.28) we find that the relation be-
tween the relative permittivity and the susceptibility is
1)1re (= + c . (2.29)
The ratio of the speed of an electromagnetic wave in vacuum to that in matter is de-
fined as the index of refraction, or refractive index n [2]. From Eq. (2.27) we can derive
that in our case it is
1)1 r
cn
v
e(º = + =c . (2.30)
For homogenous, isotropic media the refractive index is constant regardless of the prop-
agation direction of the wave. However, this is not always the case, because some mate-
rials are optically anisotropic. For example, a material showing two different refractive
indices for perpendicular directions is said to be birefringent. [2] Birefringence is con-
sidered more closely in Section 2.8.
2.4 Introduction to nonlinear optics
In Section 2.3, we concentrated on the linear wave equation for vacuum and then for an
isotropic medium. However, in general, the polarization can be expressed as a sum of
linear and nonlinear polarizations
(1) (NL) (1) (2) (3) ...= + = + + +% % % % % %P P P P P P , (2.31)
where (2)%P  and (3)%P  are the second- and the third-order polarizations, respectively. In
the cases we are interested in, the polarization depends on the electric field according to
the equation
1) 2) 2 3) 3
0 0 0 ...e e e( ( (= + + +% % % %P  E  E  Ec c c (2.32)
where 2)(c  and 3)(c  are the second- and third-order nonlinear optical (NLO) suscepti-
bilities, respectively. The term linear refers to the first-order term and the higher-order
terms are the nonlinear ones. This division is used as in linear optics only the first term
is relevant and the others are related to nonlinear phenomena.
The susceptibilities are tensors. For example, the second-order susceptibility is a
third-rank tensor with 27 components and the third-order susceptibility is a fourth-rank
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tensor with 81 components. The susceptibility tensors are specific to each material and
in general the values of the susceptibility components are complex numbers [10]. How-
ever, they are often approximated as real numbers. Sometimes, this is a good approxi-
mation, but some physical properties of the materials can only be understood through
complex-valued susceptibilities [13]. A prominent example is the absorption of light,
which arises from the imaginary part of the linear susceptibility. In addition, circular
dichroism, explained in more detail in Section 2.9, is an effect which requires treatment
with a complex-valued susceptibility. [14]
As discussed in Section 2.3, in linear optics only the first term in Eq. (2.32) is taken
into account. In everyday life, only linear optical effects play a role, as the nonlinear
effects are usually very weak. However, the nonlinear polarization is not linearly pro-
portional to the electric field, but the relation is proportional to the higher powers of
electric field as can be seen from Eq. (2.32). Thus, when using intense optical fields, the
nonlinear terms can become significant, because they grow relatively more than the
linear term for growing field strength. Sufficiently strong optical fields for making non-
linear effects observable can be created, for example, by lasers. [4,10]
In Section 2.2, we derived the general wave equation. When it is combined with Eq.
(2.32),  the  origin  of  NLO effects  can  be  seen.  As  was  shown in  Section  2.3,  the  first
term of Eq. (2.14) can be simplified a bit and thus we can take the general wave equa-
tion as
2 2
2
2 2 2 2
0
1 1
c t c te
¶ ¶Ñ - =¶ ¶
% % %E E P . (2.33)
When inserting Eq. (2.32) in the form
1) ( NL )
0e (=% % %P  E + Pc (2.34)
to Eq. (2.33), rearranging the terms and using Eq. (2.29) the general wave equation
(2.14) is converted into the form of an inhomogenous wave equation
2 2
2 (NL)
2 2 2 2
0
1r
c t c t
e
e
¶ ¶Ñ - =¶ ¶
% % %E E P . (2.35)
This is otherwise the same equation as for the case of non-zero linear susceptibility in
Section 2.3 (Eq. (2.26)), but now there is an additional nonlinear term on the right-hand
side of the equation. The nonlinear polarization therefore acts as a source term for new
electromagnetic field components.
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2.5 Nonlinear interaction
In a dispersive medium the interaction between light and matter varies with frequency
and hence the wavelength of light [9]. This is the case with many materials, and all the
materials we consider in this study. Because the response depends on the frequency of
the field, it is convenient to express the electric field at position r as the superposition of
its frequency components nw
( )*
0
( , ) ( ) ( )n n
n
i t i t
n nt e e
w w
w
-
>
= +å%E r E r E r (2.36)
or in a more simple form
( )
0
( ) ( ) . .n
n
i t
nt e c c
w
w
-
>
= +å%E E r , (2.37)
where c.c. stands for the complex conjugate. As (NL)%P depends on %E , the nonlinear po-
larization can also be expressed in a similar way as [10]
( )(NL) (NL)
0
( ) . .n
n
i t
nt e c c
w
w
-
>
= +å% %P P . (2.38)
As an example, we may consider the case where the electric fields has two frequen-
cy components 1w  and 2w  and the second-order susceptibility is the only significant
nonlinear susceptibility tensor. The nonlinear polarization is then, according to Eq.
(2.32),
( )1 1 2 2 2(NL) (2) 2) 2 2) * *0 0 1 1 2 2i t i t i t i te e e ew w w we e - -( (= = = + + +% % %P P  E  E E E Ec c . (2.39)
When this polarization is decomposed into its frequency components, five different
equations are found as follows:
1
1
2(2) 2) 2
2 0 1 . .
i te c cww e -(= +%P  Ec  (SHG) (2.40)
2
2
2(2) 2) 2
2 0 2 . .
i te c cww e -(= +%P  Ec  (SHG) (2.41)
1 2
1 2
( )(2) 2)
0 1 22 . .
i te c cw ww w e - +(+ = +%P  E Ec  (SFG) (2.42)
1 2
1 2
( )(2) 2) *
0 1 22 . .
i te c cw ww w e - -(- = +%P  E Ec  (DFG) (2.43)
( )2 2(2) 2)0 0 1 2 . .c ce (= + +%P  E Ec  (OR) (2.44)
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Each of these equations refers to a certain physical phenomenon, as expressed with the
abbreviations in the brackets. Hence, a non-zero second-order susceptibility can stimu-
late five new electric field components to an output field in addition to the two original
components, as illustrated in Figure 2.1.
Figure 2.1. Illustration of new frequency components when a material with non-zero
second-order optical susceptibility is excited with input beams at two different frequen-
cies.
SHG is the process where the stimulated field has doubled frequency compared to
one of the input frequencies. This is why the process is also called frequency doubling.
SHG can be observed for both input frequencies 1w  and 2w . In sum-frequency genera-
tion (SFG), the output frequency is the sum of the two input frequencies. On the contra-
ry, in difference-frequency generation (DFG) the output frequency is the difference be-
tween the two input frequencies. Unlike the other effects, optical rectification (OR) does
not cause any electromagnetic radiation, but instead creates a static electric field within
the nonlinear material. [10]
As shown above, when two sufficiently strong electric fields at different frequencies
are applied on a sample with non-vanishing 2)(c , four new radiative fields with different
frequencies can be generated. However, usually only one of the generated nonlinear
effects is clearly observable at a time. This is because the efficient generation of a new
polarization component occurs only if the so-called phase-matching condition is ful-
filled, which is usually possible for only one frequency at a time. The phase-matching
condition means that both the two excitation waves and one of the generated waves
have almost the same phase. Otherwise, the energy flow is not only from the incident
waves to the generated component, but also from the generated wave back to the origi-
nal ones. Consequently, the intensity of the generated wave stays weak. [10]
A maximal crystal length useful in producing a nonlinear signal is called the coher-
ence length. It describes over how long distance all the interacting waves are almost in
the same phase. As perfect phase matching is impossible to achieve in a dispersive me-
dium, where the speed of electromagnetic wave depends on its frequency, birefringent
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materials are often used for maintaining the phase matching condition for the desired
output signal. [10,15]
In addition to the effects mentioned above, NLO effects include also other phenom-
ena, e.g., THG, two-photon absorption and stimulated Raman scattering. SHG and THG
are the two most important effects for this Thesis and will next be more closely intro-
duced.
2.6 Second-harmonic generation
In Section 2.5, the example of second-order nonlinearity was discussed for input fields
at two different frequencies. However, if light of only one frequency is applied to a ma-
terial with a non-zero 2)(c , the second-order polarization is, according to Eq. (2.32),
( )1 1 2(2) 2) 2 2) *0 0 1 1i t i te ew we e -( (= = +% %P  E  E Ec c
( )12 22) 20 1 1 . .i te c cwe -(= + + E Ec . (2.45)
Now OR and SHG are the only possible nonlinear phenomena as SFG and DFG are not
meaningful processes with only one input frequency.
The energy-level diagram for SHG is shown in Figure 2.2. The bottom line illus-
trates the ground state of the nonlinear material and the dashed lines are so-called virtual
states. This means that when two input photons with frequency w  are destroyed and
one photon with a frequency of 2w is produced, the material itself does not change its
energy state. As no energy is left in the material, the process gives rise to no losses.
Such a process is said to be coherent. [10] SHG is often used for converting laser light
to another spectral region as the output signal has a wavelength that is equal to half of
that of the input light. For example, with the help of SHG, visible light can be created
from an infrared laser source. [10]
Figure 2.2. Energy-level diagram describing the SHG process.
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Second-order nonlinear effects, as well as other even-order nonlinear effects are for-
bidden in materials possessing inversion symmetry. This means that in centrosymmetric
media 2)(c  equals zero. This is a very strong rule, as 11 of 32 possible crystal classes
are centrosymmetric. Nevertheless, at the surface of a material, the inversion symmetry
is always broken. This is why SHG is a very powerful and widely used tool for studying
material interfaces, surface effects, and thin films. [10] Furthermore, many biological
tissues lack inversion symmetry, and in addition to interfaces, biological samples are a
major focus of SHG applications [16].
2.7 Third-harmonic generation
One order higher nonlinear polarization is third-order polarization. It is described by the
third-order susceptibility 3)(c , which is non-zero also in centrosymmetric media. The
third-order nonlinearity is responsible, for example, for the phenomena called intensity-
dependent refractive index (also called the optical Kerr effect) and four-wave mixing
(FWM). [10] In this Thesis, however, we are interested mainly in THG.
The principle of THG is similar to SHG in the sense that in both processes the input
beam consisting of only one frequency induces an output beam at another frequency. In
THG, the output beam has a frequency three times the original and a wavelength of one
third of the original. The energy-level diagram of THG is shown in Figure 2.3. Also in
THG, the material itself is not excited and only virtual levels are used when three pho-
tons at frequency w  are destroyed and one photon at frequency 3w is produced. Like
SHG, THG is also a very practical tool in nonlinear microscopy especially for detecting
transparent specimens. Likewise, it can also provide information from interfaces, but
furthermore it provides a signal from a centrosymmetric bulk sample, too. [10]
Figure 2.3. Energy-level diagram describing the THG process.
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2.8 Polarization state of light
An electromagnetic wave propagating in the positive z-direction can also be described
by the equation
( ) ( )
0 0
ˆ ˆi kz t i kz t
x yE e E e
w w f- - +D= +%E i j , (2.46)
where iˆ  and jˆ  are unit vectors in the x- and y-directions, respectively, 0xE  and 0 yE  are
the corresponding field amplitudes, k is the wave number, and fD  is the phase differ-
ence between the x- and y-components of the field. If there is no phase difference,
meaning that 0fD = , the electric field is said to be linearly polarized and the electric
field vector can be thought to oscillate back and forth along a fixed direction in the xy-
plane. [9] Notice that this concept of the state of field polarization considered in this
Section is different from the material polarization discussed earlier.
Linear polarization is only one of many possible polarization states of light. Another
well-defined and important polarization state is circular polarization. When light is cir-
cularly polarized the phase difference between the x- and y-components is π/2 and their
amplitudes are equal. The expression for the wave is then
( ) 2
0 0
ˆ ˆ i kz ti kz tE e E e
pww
æ ö- ±ç ÷- è ø= +%E i j  . (2.47)
When circularly polarized light propagates the distance of one wavelength, the tip of the
polarization vector draws a circle as viewed from the beam axis. The rotation direction
of the vector depends on the sign of the phase difference and light is  said to be right-
(RHCP)  or  left-handed  circularly  polarized  (LHCP)  depending  on  the  direction  of  the
rotation. [9]
The most general polarization state is elliptical polarization, where the phase differ-
ence and the ratio between the x- and y-components are arbitrary. Thus, Eq. (2.46) de-
scribes elliptically polarized light, and linear and circular polarizations are just special
cases of elliptical polarization. Light is said to be unpolarized if it consists of beams
with different polarization states, each with random phase and orientation. [9] Sunlight
is an example of unpolarized light.
As mentioned earlier, in a birefringent material the interaction with medium and
light depends on a propagation direction of light. Any electromagnetic wave can be ex-
pressed as a superposition of two field components perpendicular to each other. When a
wave propagates in a birefringent medium, the velocity of these two field components
may be different, and thus, a phase shift is induced between them leading to a change in
polarization. By adjusting the orientation and thickness of the birefringent medium, the
induced phase shift can be tailored. [9]
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Wave plates are components made of a birefringent material and designed to change
the polarization state of light in a particular way. A half-wave plate (HWP) changes the
direction of linear polarization, while a quarter-wave plate (QWP) converts linear polar-
ization to either elliptical or circular polarization depending on the angle between the
direction of the linear polarization and the wave plate axis. [9] Both HWP and QWP are
used in the microscopy setup of this Thesis.
2.9 Linear and nonlinear circular dichroism
A material is said to be optically active, or chiral, if it appears in two so-called enantio-
mers having different handedness, meaning that their mirror images cannot be superim-
posed onto each other [17]. Optical activity can originate from a molecular structure,
arrangement of the molecules, or both of these [2]. Physical and chemical properties of
the enantiomers are similar when they are in non-chiral environment, but in interaction
with another chiral element they behave in different ways [18]. The other way round,
the refractive index of a chiral material is different for LHCP and RHCP light as these
two polarizations clearly have different handedness making them in some sense chiral
probes.
As linear polarization can be thought to be a combination of LHCP and RHCP light
with the same amplitude and frequency, the plane of linearly polarized light is rotated
during its propagation through a chiral medium [19]. Another important property of
optically active media is that the absorption coefficients for different circular polariza-
tions are not equal. This phenomenon is called circular dichroism (CD) [20]. CD can be
understood  in  terms  of  the  imaginary  part  of  the  refractive  index,  which  is  related  to
absorption properties of a medium [10].
In linear optics, CD is mostly used as a spectroscopic tool by measuring the differ-
ences in absorbance AD  for the two circular polarizations ( LHCPA  and RHCPA ) at differ-
ent wavelengths [20]
( ) ( ) ( )LHCP RHCPA A Al l lD = - . (2.48)
This phenomenon has many applications especially in biology. For instance, conforma-
tional changes in proteins can be investigated with CD spectroscopy [20]. Nonlinear CD
phenomena were theoretically predicted in the 1980s [21], and the first experimental
extension of CD spectroscopy to the nonlinear region was made in 1993 with FWM and
SHG by using solution samples. In these demonstrations, the CD response was taken as
the difference in the nonlinear signal by using LHCP and RHCP light for excitation.
[22,23] Soon after that, nonlinear CD techniques were used for biological molecules for
the first time [24]. The advantages of nonlinear CD over linear CD are, for example,
much better contrast, sensitivity and the fact that only surfaces can be detected instead
of the whole bulk sample [24].
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Recently SHG-CD has been used in microscopy, for example, to investigate the 3D
orientation of collagen fibres in tissues, as their disorder can be linked to certain diseas-
es [25]. Hence, the CD effect is not used only as a spectroscopic tool anymore, but also
as a microscopic tool. The CD response can be expressed with intensities [25]
( ) / 2
LHCP RHCP
CD
LHCP RHCP
I II
I I
-= + . (2.49)
Thus, for example in the SHG-CD microscopy, the CD-signal in each image pixel is the
difference in SHG intensities between the signals excited with different circular polari-
zations divided by their average. The CD response for THG can be calculated in the
same  manner,  just  by  replacing  the  SHG  intensities  with  THG  intensities.  For  now,
THG-CD microscopy is,  however,  not as widely used tool as SHG-CD. In fact,  it  was
only recently demonstrated both theoretically and experimentally for biological mole-
cules [14,26].
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3. NONLINEAR OPTICAL MICROSCOPY
3.1 Introduction to microscopy
Human beings can naturally distinguish two objects separated by a distance of about 0.1
mm, which is around the average diameter of a human hair. This distance is called the
resolution of the human eye. An instrument used for viewing images with a resolution
smaller than 0.1 mm is called a microscope. In other words, a microscope is an optical
device used for obtaining a magnified image of a small object. The first scientific mi-
croscopes were made in the end of the 16th century. [3]
In traditional microscopes, the image is formed with a lens system and relies on vis-
ible light that is reflected, scattered or fluoresced from the object and detected with the
eye or a camera [3,27]. The distinction of the target object from the background as well
as the details inside the sample can be seen because different materials have different
optical properties [20].
However, light is not the only way to obtain magnified images. For example, in
electron microscopy a beam of electrons interacts with matter and thereby provides in-
formation about the sample. Electron microscopy provides better resolution than optical
microscopy because of the shorter wavelength range of electrons when compared to
light. The first electron microscopes were developed in the early 1930’s. [3] Even if
electron microscopy has very good resolution, optical microscopy is still an important
method especially in sciences related to biology as it can be used to investigate living
samples in their natural environments [28].
3.2 Nonlinear microscopy
Traditional optical microscopes are based on linear optical effects. However, in this
Thesis, the focus is on nonlinear optical microscopy (NLOM), which embraces all tech-
niques that rely on NLO effects to establish image contrast. The main goal is the same
as in linear microscopy, to visualize small objects that cannot be resolved by the unaid-
ed eye. The fundamental difference compared to traditional optical microscopy is that in
NLOM, the measured quantity is not scattered, reflected or fluorescent light, but the
light generated in the target object due to nonlinear interactions. [29] Furthermore, it is
possible to use wavelengths outside of the visible spectrum. For instance, infrared light
is often used in nonlinear microscopy.
In NLOM techniques,  the target is  usually excited by a focused laser beam, as the
nonlinear response exists only at locations where the input light intensity is very high.
As also mentioned earlier, the nonlinear response is proportional to a high power of the
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excitation light intensity. As a result of these two effects, the observed nonlinear signal
originates only from a small volume at the focal point of the incident field and out-of-
focus contributions are almost non-existent. [5] This makes it possible to image not only
surfaces, but also objects inside the sample and thus produce 3D images [16]. The best
penetration into biological samples is achieved with near infrared wavelengths, e.g.,
penetration to a depth of 500 mm is achievable in SHG microscopy [16,30]. 3D imaging
is also possible in linear microscopy by using confocal techniques, where out-of-focus
light is excluded from the detector with a spatial filter, like a pinhole, in the focal plane
of the focusing lens [20]. However, linear microscopy usually uses shorter wavelengths
than nonlinear microscopy, and thus the penetration length into biological tissue is not
as good as in nonlinear microscopy.
As the signal in nonlinear microscopy always originates from a very small volume,
it is not possible to image the whole sample area at once. Scanning over the area under
consideration is therefore necessary. This approach is called laser scanning microscopy,
where the picture of the sample is constructed by going through the sample area point
by point, thus producing a raster pattern. The movement between the sample and the
beam can be executed either by moving the sample stage in relation to a stable excita-
tion beam or by using mirrors to move the excitation beam along the sample surface.
[20] 3D imaging can be performed by changing the relative position of the sample and
the excitation beam not in the plane of the sample surface but in the direction of the
excitation beam and repeating the raster scanning with different depths.
The development and huge progress in confocal microscopy and laser techniques
during the last decades have provided the basis for developing NLOM methods [30].
Earlier, most of the applications of NLOM were in engineering, but nowadays NLOM is
a widely-used research technique also in biology [5,30]. It provides a spatial resolution
down to sub-micrometric regime and temporal scales even down to femtoseconds. As
mentioned earlier, NLOM also allows deeper penetration into the sample material and
higher signal-to-noise ratio than linear techniques. There are a vast number of different
kinds of NLOM techniques, such as two-photon excited fluorescence (TPEF), THG,
SHG, SFG, coherent anti-Stokes Raman scattering and FWM, each of them having their
own application targets. [16,30] For certain purposes, it is also profitable to combine
two or more different NLOM techniques, such as TPEF, SHG and THG, and it is also
possible to use NLOM and some other imagining modalities together [5,31,32]. In addi-
tion to its biological applications, NLOM is nowadays also used for imaging of artificial
nanomaterials such as gold nanoparticles and carbon nanotubes [7,33-37]. For instance,
the samples used in this Thesis are gold nanoparticles.
3.3 Linear and nonlinear fluorescence microscopy
Single-photon excited fluorescence (SPEF) microscopy is an example of linear optical
microscopy. In fluorescence, a molecule, called a fluorophore, absorbs a high-energy
photon and, after a short delay, emits another photon with lower energy. The loss of
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energy is due to non-radiative vibrational relaxation between the final state of absorp-
tion and the initial state of fluorescence transition. This is illustrated in Figure 3.1. In
fluorescence microscopy, the emitted fluorescence signal is detected and thus, for ex-
ample, the movement of molecules in cells can be investigated. [38] Fluorescence is not
the only way for an excited molecule to return to its ground state. However, the wave-
length of fluorescent light corresponds roughly to the energy difference between the
ground state and the excited state, being thus almost constant for a given molecule.
Hence, the fluorescence signal is easy to distinguish from other spectral components of
radiation by using filters suitable for discriminating the fluorescence from the excita-
tion.
Figure 3.1. Illustrations of single- and two-photon fluorescence phenomena. Horizontal
lines indicate vibrational states and w are frequencies.
The nonlinear counterpart for fluorescence is TPEF. The idea is much the same as in
one-photon fluorescence explained above but in TPEF the excitation to the high-energy
state is caused by almost simultaneous absorption of not only one, but two photons. The
sum of the energies of these two photons has to equal the energy difference between the
ground  state  and  the  excited  state.  The  principle  of  TPEF  is  also  illustrated  in  Figure
3.1. As the absorption of the two photons has to be almost simultaneous, the probability
for  this  phenomenon  to  occur  is  usually  very  low,  practically  zero  under  at  ambient
conditions. However, by focusing a pulsed laser beam on the sample, a sufficiently high
photon density can be achieved for TPEF to occur. Thus, the probability of TPEF in the
tiny focal volume is relatively high, but outside the focal volume it decreases rapidly.
This allows for better resolution imaging compared to SPEF, as in TPEF the fluores-
cence comes only from the desired location. [38]
Figure 3.2 shows a fluorescence signal from a sample cuvette for the cases of SPEF
and TPEF. It is evident how SPEF signal originates from the entire path of the excita-
tion beam through the cuvette, whereas the TPEF signal is created only at the focus. In
addition to its resolution, another advantage of TPEF is that the longer wavelength used
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for excitation allows for deeper penetration into highly scattering tissues, like living
cells, than what is achieved with traditional fluorescence microscopy [16].
Figure 3.2. In SPEF (a) the signal originates from the whole excitation path through
the sample, whereas in TPEF (b) the signal comes only from the small focal volume.
[39]
Some molecules have natural fluorescence and are said to be autofluorescent and
some can be modified to make them fluorescent. However, it is often necessary to per-
form measurements on sample molecules without fluorescence ability and, hence, an
additional label substance is needed. [29] The benefit of external label materials is that
they can be engineered for the used excitation wavelengths and for attaching to the de-
sired target molecules [5]. The addition of dyes can be done by injecting label mole-
cules to target cells or by extracting cells from a sample, adding labels to them and re-
turning them to the sample. These techniques are called in vivo and ex vivo labelling,
respectively. [29] If different kinds of fluorophore labels are used, many kinds of phe-
nomena can be detected at the same time.
Using labels is necessary in many cases of fluorescence imaging, but in general it is
preferable to avoid the use of labels. The external substances in cells cannot only be
toxic or harmful for living organisms, but they may also have an influence on the meas-
ured quantity or process. This can even complicate the implementation of the measure-
ments and interpretation of the results. [5]
As examples of TPEF images, Figure 3.3 shows the image of human normal and
cancerous oesophageal submucosa [40]. In oesophageal submucosa, the autofluorescing
protein called elastin is very abundant, and in normal tissue it exhibits a strong fluores-
cent signal (Figure 3.3a)) [40,41]. However, due to cancer, drastic changes in the occur-
rence of elastin are evident as shown in Figure 3.3b).
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Figure 3.3. TPEF images of healthy (a) and cancerous (b) oesophageal submucosa.
Scale bars are 20 mm (a) and 100 mm (b). [40]
3.4 Second- and third-harmonic generation microscopy
In this Thesis, the microscopy techniques under consideration are SHG and THG mi-
croscopy. SHG was introduced as a microscopic tool for the first time in the 1970’s to
visualize crystalline structures [16]. The SHG signal is mainly emitted to the forward
direction, but in some cases the backward signal is also measurable. This is a significant
advantage in some applications, such as in situ and in vivo measurements of biological
organisms where the measurements are done directly from the body without extracting a
biopsy. [5,31] SHG as well as other harmonic techniques seem to have a promising fu-
ture in biological and especially biomedical applications as a diagnostic tool. This is
because many biological molecules, such as the most abundant protein in the human
body, collagen, are not centrosymmetric and thus produce a detectable SHG signal [32].
Figure 3.4 shows an example of a SHG image from oesophageal submucosa, where
collagen is the source of the SHG signal.  The samples used are the same as in Figure
3.3, and, as before, healthy tissue produces much stronger signal than cancerous tissue.
Figure 3.4. SHG images of healthy (a) and cancerous (b) oesophageal submucosa.
Scale bars are 20 mm (a) and 100 mm (b). [40]
THG also has its own specific applications in microscopy. It can be used for imag-
ing anisotropic centrosymmetric materials and interfaces in homogenous media [16].
One important application for THG microscopy is investigating lipids in cells and tis-
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sues, as lipids are the main source of THG in living cells. For instance, when combined
with TPEF and SHG, lipid interactions with the cell environment can be observed. [6]
On the other hand, THG is also used for imaging proteins. Figure 3.5 shows an ex-
ample where human lung tissue is imaged simultaneously with THG and TPEF. This is
done because the aim was to show that one important THG source in tissue is elastic
fibers. As can be seen in Figure 3.5, the THG signal (blue) correlates excellently with
the TPEF signal (magenta) originating from elastin.
Figure 3.5. THG (blue) and TPEF (magenta) images of human lung tissue. The yellow
arrow represents the location of elastic fiber. Scale bar = 20 mm. [41]
Like TPEF, SHG- and THG-based imaging techniques allow submicron resolution
and relatively deep penetration into biological tissue [16,32]. However, the advantages
of SHG and THG when compared to TPEF and many other imaging techniques are that
the signal originates from the natural organization of molecules, thus making the tech-
niques label-free. Furthermore, as both SHG and THG are coherent processes they do
not excite the molecules of the sample [16,32]. Thus, they can be relatively easily ap-
plied to living cells without damaging them drastically. However, the intense laser pow-
er needed for making the nonlinear effects to occur can be harmful for samples under
illumination. This drawback can be minimized by using, not continuous, but pulsed la-
ser beams. Then the average power is lower than what would be needed if a continuous-
wave (CW) beam was used.
3.5 Polarization-resolved and circular dichroism microscopy
Manipulation of the polarization state of input light gives an additional degree of free-
dom to be utilized in NLOM. For example, by controlling the polarization of the input
beam, we can get information about the orientation of molecules and investigate the
molecular angular distribution in the sample. This is important information for many
biological systems and difficult to gain by other methods. Polarization-resolved SHG
microscopy can also be used for structural investigation of some biological samples
such as collagen or acto-myosin. Polarization-resolved THG imaging is used, for exam-
ple, to observe heterogeneities in corneal tissues. [16]
One possibility to utilize different polarizations in microscopy is to perform CD
measurements. As nonlinear CD can provide a higher contrast than linear CD and non-
linear microscopy itself has many other advantages over linear microscopy, the combi-
nation of nonlinear CD and microscopy has lately given rise to promising results. For
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example, investigation of collagen with SHG-CD has been shown to give good results
and can probably be implemented as a clinical diagnostic tool for some diseases. [25,42]
Also, SHG-CD microscopy for 3D imaging has been demonstrated [43].
Figure 3.6 shows an example of SHG-CD microscopy image from mouse tendon il-
luminated with RHCP (Figure 3.6a)) and LHCP (Figure3.6b)) light. The corresponding
CD response is shown in Figure 3.6c). [42] The overall morphology seems to be similar
in both Figures 3.6a) and 3.6b). However, the SHG intensities are not equal for both
polarizations, which is clearly seen in Figure 3.6c) as variations in colours and the dif-
ference of 5 % for the CD response is found. This difference is relatively small, but
promises  that  SHG-CD could  in  the  future  be  used  as  a  diagnostic  tool  as  the  CD re-
sponse varies depending on the collagen orientation in tissue [42].
Figure 3.6. SHG images of mouse tendon measured with RHCP (a) and LHCP (b) light.
The corresponding SHG-CD response (c) shows the intensity differences between a)
and b). Scale bar = 25 mm. [42]
3.6 Plasmonic metamaterials
Metamaterials are man-made materials with sub-wavelength structural dimensions.
Thus, they can often have properties not found in nature. The term metamaterial has
only been used for about 15 years, but such materials have existed even in ancient histo-
ry and they have already been studied for decades. Metamaterials exhibiting tailored
electromagnetic responses at optical frequencies are called optical or photonic met-
amaterials. Research in this area is very active and concentrated on many themes such
as giant artificial chirality, nonlinear optics and electromagnetic cloaks for invisibility.
[44]
The field of metallic nanostructures and their applications is called plasmonics.
Plasmonic metamaterials are thus tailored and artificially made metallic nanostructures.
Their optical properties result from the coupling between the incident electromagnetic
field and free-electron movement at the surface of the metal [37]. When light interacts
with metal nanostructures, resonances called plasmons or surface plasmons are generat-
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ed [45]. In general, surface plasmons are electromagnetic waves propagating along the
interface between a metal and a dielectric material [20].
For metal nanoparticles, these interactions are mostly observed only in the vicinity
of the particles and are thus called localized surface plasmons, which are dependent on
the  particle  size  and  shape  [37].  Thus,  by  tailoring  the  details  of  nanostructures,  their
optical properties can be modified. Nonlinear effects are very sensitive to changes in the
excitation field and thus only small modifications in the nanostructure can affect the
generated nonlinear signals significantly [46]. Plasmonic metamaterials will in the fu-
ture result in smaller optical components and allow very fast control of optical signals.
They are investigated for producing new applications and also because they can provide
new tools for enhancing nonlinear interactions. [37]
Chiral plasmonic metamaterials (CPMs) consist of a two-dimensional array of peri-
odically arranged chiral structures on the scale of tens or hundreds of nanometers. They
are typically fabricated on a metal-on-dielectric structure by electron-beam lithography
or ion beam milling. CPMs have many unique optical properties because their chiral
nanostructured grating gives rise to surface plasmon resonances with a very strong opti-
cal activity and CD effects. Thus, for example, ultrasensitive detection and characteriza-
tion of proteins adsorbed on CPMs is possible. [47] The samples used for testing the
microscopy program created in this Thesis were CPMs. They are introduced in more
detail in Chapter 6.
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4. MICROSCOPY SETUP
4.1 Overview of nonlinear microscopy setup
An imaging system is useless if it cannot produce high contrast images. In nonlinear
microscopes, there are many factors affecting the image formation. First of all, the laser
and its characteristics have to be suitable for the task at hand. Examples of typical laser
specifications that affect image formation are, for instance, wavelength, pulse width,
average power, and the polarization of the beam.
Aside from the laser source, another important factor in the imaging system is the
microscope objective, which is used to deliver or focus the excitation beam to sample.
Presently, there are many different kinds of objectives available, and it has to be chosen
so that the properties of the objective are optimized to the used measurement arrange-
ment. For example, the size of the resulting focal spot formed at the sample determines
the 3D resolution of the system. Here, the numerical aperture of the objective plays a
major role as the other important factor is the used excitation wavelength. Other factors
that influence the image formation are, for example, the coherence length and the detec-
tion geometry of the imaging system. [48] Furthermore, in scanning microscopy the
precision of the scanning system is essential.
In our nonlinear microscopy setup, the beam used for illuminating the sample is ob-
tained from a mode-locked femtosecond laser. In principle, the laser beam is directed to
the sample and the generated nonlinear signal is collected and subsequently measured.
However, in order to get the beam from the laser to the sample in the desired form and,
furthermore,  the  measured  results  to  a  computer,  many  different  kinds  of  optical  and
mechanical components are needed. The simplified schematic figure of the setup used
in the measurements of this Thesis is shown in Figure 4.1.
As can be seen from Figure 4.1, besides the laser, the sample plate and the detectors,
other optical components such as wave plates, beam splitters, lenses, polarizers, mirrors,
and filters are utilized in the beam path. These components are used for routine cleaning
of the beam, that is, for magnification and collimation, polarization selection and wave-
length discrimination. In the next Sections, the most important components of the setup
are introduced and discussed in detail. Correspondingly, the program made for imple-
menting the scanning microscopy measurements is described in Chapter 5.
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Figure 4.1. A schematic of the microscopy setup. The left most component represents
the laser and the others are labelled in the following way: I = Faraday isolator, HWP =
half-wave plate, PBS = polarizing beam splitter, L = focusing or collimation lens, PH =
pinhole, P = polarizer, DM = dichroic mirror, QWP = quarter-wave plate, F = spectral
filter, O = objective, S = sample plate, PMT = photomultiplier tube, WLS = white light
source, FM = flip mirror, C = camera.
4.2 Laser
In nonlinear microscopy, a pulsed laser is used as the excitation light source. In our set-
up, the laser is a Coherent Chameleon Vision Laser, which is a wavelength-tunable,
mode-locked, diode-pumped pulsed laser with Ti:Sapphire as gain medium. The output
wavelength range of this laser is 680-1080 nm. The pulsed laser beam exhibits a pulse
width of about 140 fs and a repetition rate of 80 MHz. The average output power of the
laser depends on wavelength, but it can be as high as 4 W at the wavelength of 800 nm.
At the wavelength used in this Thesis, which is 1060 nm, the average power output of
the laser is close to 500 mW. For comparison, the power of a normal laser pointer is a
few milliwatts. The laser system has a built-in spectrometer for observing directly the
output wavelength and average power.
The laser also needs a very stable environment to work properly. The Chameleon
Vision Laser contains two systems for maintaining that. One is a chiller for cooling the
laser head instruments and one is a Miniature Recirculating Unit (MRU). The MRU is
used for cleaning, conditioning and dehumidifying the air inside the laser head. The
room temperature in the laboratory room is also kept constant.
4.3 Propagation and spatial filtering of beam
Directly after the laser, a Faraday isolator is used to prevent backscattered light from the
remaining part of the setup from entering the laser cavity. The output power of the laser
is very high, up to 4 W, and cannot be directly controlled by the laser settings without
causing a loss in the quality of the output beam properties. However, for our purposes,
the intensity of the beam needs to be lowered to only a few milliwatts before reaching
the sample. This is done with a HWP in tandem with a polarizing beam splitter (PBS).
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The PBS is a component that divides the beam to horizontally and vertically polarized
beams. When changing the polarization of the input beam with a HWP the relation be-
tween its vertical and horizontal components is varied, and thus the intensity of the
beam transmitted by the PBS can be controlled. The unwanted beam that emanates from
the PBS is blocked for safety reasons.
Ideally, the transverse shape of the laser beam has a Gaussian profile. However, dust
and imperfections in lenses and mirrors may cause unwanted inhomogeneities and devi-
ations in the expected beam profile. A spatial filter is used for cleaning the transverse
profile of the beam back to the Gaussian shape. [9] The spatial filter has two lenses and
a pinhole between them. The principle of a spatial filter can be understood in terms of
Fourier optics.
In a spatial filter the first lens focuses the laser beam and a Fourier transformation of
the beam is formed at the back focal plane of the lens. There each point corresponds to a
single spatial frequency of the beam so that the higher the frequency the longer is the
distance from the center of the focus. [15] The unwanted field components in the beam
mostly have higher frequencies compared to the desired Gaussian beam. The pinhole
placed at the focal plane of the first lens acts as a low-pass filter, hence preventing the
unwanted high-frequency field components to continue their way and passing only the
Gaussian shaped beam. [9] The second lens is located at its focal length from the pin-
hole and, thus, it collimates the cleaned beam, which can after that be furthermore mod-
ified and finally guided to the sample. A schematic figure of a spatial filter is shown in
Figure 4.2.
Figure 4.2. Schematic of a spatial filter. An incident beam with imperfections (left side)
is focused by a focusing lens (FL) to the pinhole (PH), and the cleaned beam is collect-
ed by a collimating lens (CL). The pinhole is located at the focal length (fFL, fCL) from
both lenses.
Our setup is built for polarization-resolved nonlinear microscopy. Thus, the option
to control the polarization state of the input light is essential. The polarization control is
implemented  by  manual  or  automated  rotation  of  a  QWP.  Here,  the  rotation  is  per-
formed with a Newport SR50CC Rotation Stage, which is controlled by a Newport
ESP301 3-Axis Motion Controller. To ensure that the light passing through the QWP
has originally only one known polarization, a polarizer is used before the QWP. After
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the QWP, a filter for preventing the SHG light originating from the microscopy compo-
nents to disturb the results is also used.
Right before the sample, there is a high numerical aperture microscope objective,
which is needed for tightly focusing the laser beam to the sample [5]. In our setup the
objective is a Nikon CFI LU Plan Fluor EPI P with 50x magnification and a numerical
aperture of 0.8. This objective is designed to be used as an excitation lens for collimated
input beams with wavelengths on the visible and infrared regions. It can be used in
many kinds of microscopy setups including bright and dark field as well as polarization
microscopy. The objective minimizes the chromatic aberrations for collimated input
beams and has very low birefringence, necessary when polarized light is used.
If the transmitted nonlinear signal is to be measured, a collimation lens after the
sample is necessary. When measuring the reflected signal, as is made in this Thesis, the
excitation objective also acts as the collimation lens for the nonlinear signal. Then, the
nonlinear signal is directed to its respective arm and furthermore to the detector with
mirrors and filters suitable for the scattered wavelength detected. Before the measure-
ments, the sample is located at the focus with the help of a camera. For this purpose, a
white light source is needed for illuminating the sample, and the scattered light is di-
rected to the camera with a flip mirror, which is placed in the setup only when the cam-
era is used.
4.4 Sample scanning
As mentioned earlier, our aim is to perform scanning microscopy. This naturally re-
quires the possibility to change the positions of the beam and the sample in relation to
each other. In our setup, this is executed by moving the sample with respect to a fixed
beam. The sample movement is performed with a Mad City Labs, Inc. 3-axis nanoposi-
tioning system. The specified motion ranges and resolutions of the scanning stage of
this system are 75 mm and 0.2 nm, respectively, in the x- and y-directions and 50 mm
and 0.1 nm in z-direction. The movement of the stage is controlled by a NanoDrive® 85
controller. The nanopositioning system is placed on a two-axis manual micropositioning
stage so that more robust movement of the sample perpendicular to the beam is possi-
ble. The total movement of the micropositioning stage can be 50 mm per axis.
The nanopositioning system is based on piezoelectric actuators. The piezoelectric
effect is a phenomenon in which material changes its physical dimensions upon the ap-
plication of an electric field [49]. In our case, the movement command from the control
program is turned into an electrical signal which in turn causes the piezoelectric materi-
al to expand or shrink and thus the positioner to move. The movement can be done in
each dimension individually.
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4.5 Detection of signal
A photomultiplier (PMT) is a device utilizing the photoelectric effect for photon detec-
tion. In practice, a PMT is a vacuum device consisting of a photocathode, series of dy-
nodes and an anode. When a photon strikes the photocathode, a photoelectron is emitted
and accelerated through the dynodes to the anode. The dynodes are made from a materi-
al providing secondary electron emissions for each electron striking them, resulting in a
huge intensification (about 107 times [50]) of the electric signal. Furthermore, the pro-
cess is very fast, and thus the small current caused by one photon at the cathode is al-
most immediately observed many times stronger at the anode [9]. In Figure 4.3 there is
an illustration of the structure of a PMT. It is important that the PMT has an integrated
cooling system, as the probability of thermal emission of electrons,  an important error
source, is then decreased drastically. In our setup we use a PMC-100-0 cooled high-
speed photomultiplier tube produced by Becker & Hickl GmbH for detecting the non-
linear signal emitted by the sample.
Figure 4.3. Illustration of one possible configuration of a PMT. The width of the beam
describes the number of electrons in it. Adapted from [50].
The PMT output has to be analysed for producing useful results. One option for ana-
lysing the PMT output is the use of analog signal acquisition. In that method the random
output signal from the PMT is smoothened with a low pass filter producing a continu-
ous signal. [50] However, this is not the best solution for our purposes, as the signals we
measure are assumed to be relatively weak. The output signal of the PMT therefore
mostly consists of single pulses. When the number of these pulses within a certain time
interval is measured by a counter/timer combination, the process is called photon count-
ing. [50,51] The difference between the outputs of these methods is outlined in Figure
4.4.
Figure 4.4. Difference between the processing protocols of analog signal acquisition
and photon counting. Adapted from [50].
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There are several benefits in photon counting when compared to the analog solution.
One of them is stability. PMT gain stability is often a problem and analog solutions are
sensitive  to  that,  while  photon  counting  is  almost  resistant  against  it.  [50,51]  Another
important factor in all measurement devices is the signal-to-noise ratio, which is better
in photon counting than in analog acquisition. In photon counting, the signal baseline
drift is not a problem as only single pulses are counted instead of detecting the wave-
form. For the same reason, photon counting is also resistant to amplitude jittering
caused by the random nature of the gain process in the PMT. An important feature of
photon counting is that all output signals are not taken into account, but the threshold
can be set so that background noise is excluded from the results. [50] This is illustrated
in Figure 4.5.
Figure 4.5. By careful setting of the threshold amplitude the background noise can be
excluded from the results in photon counting. Adapted from [50].
In our setup, the PMT is integrated with a PMS-400A photon counting and mul-
tiscaler device produced by Becker & Hickl GmbH. The block diagram of the device is
shown in Figure 4.6. The device can be used with two channels, so that, for instance,
transmitted and reflected SHG light, transmitted and reflected THG light or both re-
flected or both transmitted SHG and THG light can be measured at the same time. The
counting inputs Inp A and B are connected to the outputs of the PMTs and they receive
the pulses caused by single photons striking the PMT cathode. The discriminator after
the input is used for picking up and forwarding only the pulses exceeding the chosen
threshold value. Gates A and B and their discriminators are used for receiving and de-
livering the gate pulses used for time-correlated single photon counting. These pulses
are not used in our measurements. The control of the module is performed by a control
logic circuit in conjunction with a timer circuit, where the latter takes care of measuring
the desired time intervals. [50]
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Figure 4.6. Block diagram of a PMS-400A Photon Counter and Multiscaler. [50]
There are three possible measurement modes in the PMS-400A device: ‘channel
rates’, ‘multiscaler’ and ‘event’ modes. In the channel rates mode, the counter results
are shown as bar diagrams for each channel at the end of each collection time interval.
We use the multiscaler mode, where the counter results for collection time intervals are
stored in the memory and can be later loaded separately from there to the computer. In
the multiscaler mode, the number of photons is saved for every collection time interval,
even if  there were no events at  all.  In the event mode, the number of counts is  stored
only if sufficiently high number of photons are detected within the collection time inter-
val. The threshold level is set by the user.  [50]
In  the  setup  of  this  Thesis,  two  identical  PMTs  were  used.  They  were  used  for
measuring SHG and THG signals, which have different wavelengths. PMTs have a cer-
tain spectral range, but the photons with wavelength inside that range are detected in
general with equal efficiency. The separation of the signals with different wavelengths
was made with appropriate filters. First, the collected beam from the sample was divid-
ed into two arms, one for measuring the SHG and another for measuring the THG sig-
nal. Then, in both arms there are two filters. In the SHG arm, the first filter allows pho-
tons with wavelengths between 400 and 900 nm to pass, and the second filter is tailored
to pass only the photons around the SHG wavelength.   In the THG arm the first  filter
allows both SHG and THG light to pass,  but the second filter  transmits only the THG
photons. More detailed information about the used filters is given in Section 6.4 and in
Appendix 1, which includes the specifications of the used filters.
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5. USER INTERFACE FOR NONLINEAR MICRO-
SCOPE
5.1 Integration and synchronization of devices
A nonlinear microscopy arrangement necessarily has many electronic devices that need
to be controlled and moved before, during, and after a measurement sequence. For ex-
ample, the QWP used for controlling the polarization of the input beam could be set
manually for each measurement separately. However, for accuracy and easiness, a com-
puter  controlled  motor  is  used  for  changing  the  angle  of  the  QWP.  Usually  there  is  a
control program delivered with electronic laboratory devices, and in principle nonlinear
microscopy could even be done without any general microscopy program at all. On the
other hand, there are also available commercial microscopy systems, where all the de-
sired devices are built-in.
For our needs, however, the most suitable solution was to build the whole microsco-
py setup to our own needs. For ease of use and for synchronizing the used instruments
during a measurement sequence, the control of electronic devices in the microscopy
setup is integrated into a single program. The design and implementation of that pro-
gram and its user interface were the main targets of this Thesis. The program was im-
plemented by LabVIEW which is a graphical programming platform designed for engi-
neers and scientists to build and control a wide range of applications including testing,
monitoring and measuring. The programming interface of LabVIEW is graphical and
based on data flow along wires between functions. A LabVIEW file consists of two
parts. One is a block diagram containing the executable code, while the front panel is a
graphical interface consisting of controllers, indicators and instructions shown to the
user. Thus, the end user may never have to see the code behind the actions.
Figure 5.1 shows an example of a block diagram code. The piece of program shown
is used for changing the angle of the QWP. The parameters on the left are given as an
input for this piece,  and the output parameters are shown on the right.  In the first  col-
umn of the so-called sequence structure, the QWP motor is told to start moving towards
the desired QWP angle. In the second column, the program continuously checks if the
motor is still moving or not. When the motor stops, the delay set by the user is awaited
before measuring the final angle.
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Figure 5.1. Example of a block diagram of a LabVIEW program.
The devices controlled by the microscopy control program produced in this Thesis
are the motor of the QWP, the nanopositioning stage and the photon counting system.
The program is based on the original LabVIEW interface of the nanopositioning stage,
made by Mad City Labs. The interface was, however, modified significantly for match-
ing our purposes. The original program was designed only for moving the stage and
reading its actual positions. For us, the stage movement is of course an important detail,
but, for example, the reading of the actual positions is mainly only a tool for trouble-
shooting and not in active use. On the other hand, the control properties of the QWP
motor and the photon counting devices are equally important as the stage movement
control and thus they were included in the program. The control of the laser is excluded
from this user interface and has to be done manually via a laser control unit. This choice
was made because in our measurements the laser beam should be very stable and thus it
is better to let the laser be without any additional external control. However, synchroni-
zation of the microscopy system with wavelength sweeping of the laser can be consid-
ered for specific use in the future.
Connection and communication between LabVIEW and the instruments is per-
formed through dynamic-link libraries (DLLs) delivered with the instruments. As men-
tioned earlier, all instruments have their own sample LabVIEW user interfaces includ-
ing the most common actions with that device. These codes illustrate how the computer
can be connected to the device, what kinds of preparations have to be made before the
instrument can be used for proper measurements, and what kinds of actions one can
execute. By utilizing these sample codes and functions included in the DLLs, the mi-
croscopy measurement sequence was designed and the program for executing it was
built.
5.2 Measurement algorithm
The parameters defining the details of the measurement are given by the user in the
front panel of the program as described in detail in the next Section. In this Section, the
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main focus is the logic of the measurement algorithm. The main idea in the polarization-
resolved nonlinear scanning microscopy is that the sample is illuminated with a focused
laser beam with a certain polarization and the intensity of the nonlinear signal is meas-
ured along the sample area pixel by pixel. The algorithm for implementing such a
measurement is shown in Figure 5.2. The user can adjust the details of the measure-
ment, but the logic of the execution during the measurement is always the same. First of
all, the program defines the scanning route along the sample area by using parameters
the user has given.
Figure 5.2. Measurement algorithm of the microscopy program.
Before starting the scanning process, the QWP has to be set to a certain angle to
achieve the desired initial polarization state of the input beam. Whenever the QWP or
the scanning stage is moved, there is a delay before the next action to ensure that the
system reaches stability. When the QWP angle is the desired one, the scanning process
can be started. After the scanning stage has reached the first measurement point and the
delay has expired, the PMTs are activated for measuring the signal from the sample.
Photons are collected for the time defined by the user, and the measurement is repeated
immediately again if averaging over many measurements is desired. After saving the
photon counts to the memory of the program, the stage is moved to the next scanning
point and the signal collection is repeated.
When the last measurement point is reached and the photon measurement there
completed, the program checks if there are still desired polarization states of the excita-
tion beam left. If this is the case, the whole scanning is repeated with another QWP an-
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gle. When the measurements are completely finished, the results are shown to the user
and can be exported for later use.
5.3 Parameters for adjusting the scan
As mentioned earlier, the program consists of the block diagram and the front panel.
The  end  user  is  working  only  with  the  front  panel,  and  in  this  Section  the  parameters
that can be set there are introduced. The figure of the whole front panel is shown in Ap-
pendix 2 and some parts of it are presented more closely in Figures 5.3-5.7. The design
of the front panel has been made as easy and logical to use as possible, even for a new
microscopy user.
When the program is started, it connects automatically to all the required devices. If
an error occurs during the connection, the user is informed. Otherwise, after starting the
program, the settings for the scan can be immediately given. The most important set-
tings for microscopy scanning are to determine the scanning area and resolution, for
how long the signal is collected for each data point, and which input polarizations are
used.
Scanning area. As the nanopositioning stage is able to move in three dimensions, the
direction of the plane where the scanning is done can be chosen from three options. This
means that the user can determine if the scan is done in the xy-, xz-, or yz-plane. Usually
the scan is performed in the xy-plane, whose normal is parallel to the beam propagation
axis, as that is the plane of the sample plate and as the resolution and the moving range
are better for the x- and y-axes than for the z-axis. Once the scan plane is set, the other
scanning area options are given. The selector for setting the scan plane is shown in Fig-
ure 5.3.
Figure 5.3. The selectors for setting the scan plane and frame axis value and the indica-
tor showing the current value of the frame axis.
There are two different possibilities for the type of scanning: raster scanning or ran-
dom scanning route. In raster scanning, the scanning area is a rectangle which is
scanned pixel by pixel.  In the random scanning route the user can set  the route in the
measurement area freely, and the scanning is done by following that path. The route is
determined by a text file containing, when xy-scan is used, the xy-coordinates of all the
points of the route. Also, the maximum distance between the measurement points is set.
Then the program calculates the measurement locations according to this information.
The random route setting is not used in normal microscopy scans, but is also included in
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the program for possible future needs, such as arbitrary scanning purposes, e.g., lithog-
raphy, targeted photobleaching or optical trapping.
For raster scanning, the naming of the axes is as follows: the axis perpendicular to
the scan plane is called the frame axis and the two others are the pixel axis and the line
axis. During the scan the sample is moved so that the line axis value remains the same
until all points in the pixel axis are scanned once. The user can choose if the points in
the pixel axis are always scanned from small to large values, or every second time from
large to small values. This option is called snake scanning and it minimizes the move-
ment of the stage.
The value of the frame axis stays constant during the scan. However, it can be ad-
justed before the scan. This makes 3D-scanning possible as the same area can be meas-
ured for different well-defined depths. The possibility to fine-tune the frame axis value
interactively is also very useful while placing the sample surface to the focal plane of
the focusing lens. The controller for changing the frame axis value is shown in Figure
5.3. Also, the positions of the two other axes can be adjusted in real-time when there is
no ongoing scan.
When the raster scanning option is used, the starting and end positions of the scan
region have to be set separately for the pixel and the line axes. The values are in micro-
metres and relative to one corner of the moving range of the nanopositioning stage. The
resolution of the scan is set differently for pixel and line axes. Here, the resolution
means the number of measurement points in each axis. Thus, if one wants to measure at
pixel axis points 0, 1, 2 and 3, the starting value at pixel axis should be 0, end value 3
and resolution is set to be 4.
Figure 5.4. The front panel settings for the scanning area, the resolution and the delays
after moving the axes. The abbreviation ‘um’ stands for micrometer and is relative to
one corner of the scanning area.
Other important parameters are the delays after the axis movement before starting
the intensity measurement. They are set differently for the pixel and the line axes. The
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default values are 50 ms delay for the pixel axis and 100 ms for the line axis. If the scan
is done with the random route setting, the delay is the same for both axes as there is not
any raster pattern done, instead the route is arbitrary and in that sense both axes in the
scan plane are equivalent. The delays should be chosen carefully. Too short delays pro-
duce shifts from the wanted measurement locations and too long delays cause scans to
take an unnecessary long time. Figure 5.4 shows the part of the front panel in which the
scanning area and axis settings are chosen.
Photon counting settings. The microscopic images are formed by measuring the non-
linear signal intensities for each pixel. For that purpose, the photon flux with a certain
wavelength emitted from the sample is detected. For getting reliable results, averaging
over many measurements may be necessary at some situations. Thus, the number of
photon collection measurements at each measurement location can be chosen. Also the
length of the time interval for photon counting in each measurement has to be set. The
values are given in milliseconds and the default value is 50 ms.
The photon counting system has two channels, A and B, which can be used either
separately or at the same time. For example, the SHG signal can be measured both from
reflection and transmission modes. Another possibility, as done in the measurements in
this Thesis, is to collect the SHG and THG signals at the same time from the reflected
signal. The controllers for setting the photon collection parameters are shown in Figure
5.5.
Figure 5.5. The controllers for setting the photon counting parameters.
Polarization settings. The polarization of the input field is adjusted with the QWP lo-
cated right before the focusing lens of the microscope. Within a single program run, the
scan can be done with only one or with many different QWP angles. If many angles are
used, they have to be at constant intervals. The delay before the start of the scan after
the QWP movement can be set, and its default value is 500 ms. This delay is quite long,
but does not affect the total duration of the run significantly as the QWP angle is usually
changed only a few times during one measurement sequence. A part of the front panel
for the QWP parameter settings is presented in Figure 5.6. The QWP angle can also be
programmatically changed in real time, not only just before the scan or during a run. It
is also worth noting that the implemented polarization control here is not restricted to
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QWP use but can be applied for other desired waveplates or polarizers mounted on a
motorized mount that can be connected to the controller.
Figure 5.6. The controllers for the polarization settings.
Information shown to the user. The program always shows the expected total time for
the scan if it would be done with the selected parameters. Thus, the user can adjust, for
example, the resolution, the number of intensity measurements at each location, the
photon collection time, or the delays for seeking a reasonable run time. When the scan
is started, the start time and the expected end time of the scan are shown. The ongoing
scan can be aborted with the StopScan-button. These and the button for starting the scan
are shown in Figure 5.7a).
Figure 5.7. a) The buttons for starting and aborting the measurement sequence and
displays for showing the duration information for a user. b) The displays for showing
the real-time information about the photon signals in channels A and B.
Before starting the scan, the user has to remember to enable the photon counting de-
tectors and open the laser shutter. Both of these have to be done manually outside the
program. If the photon signal is zero upon starting the scan the program shows a warn-
ing. However, when the detectors are enabled there is always a small noise signal, and
thus the warning is not necessarily shown even if the laser shutter is closed. Thus, be-
fore pressing the start button it is a good convention to check from the real-time photon
counting displays, shown in Figure 5.7b), if there is a reasonable signal or not. These
displays show the signal levels also during the ongoing measurement.
40
Presenting and saving the results. When a measurement run is finished, the results are
shown as raster intensity patterns for both channels. The results for one QWP angle are
shown at a time, and there is a selector for changing the display for results with different
polarizations. Unfortunately, this option of showing intensity results is not available if
the scan type is random route scanning, as its implementation with LabVIEW features
would have been extremely complicated. Furthermore, although real time display of
signals can be done in principle, we chose to display the results after the run due to time
and memory issues.
The intensity results can be saved in five different kinds of formats, one of which is
a picture and four are text files. When saving the results, an “info” file is also saved. It
contains the description of the measurement settings in the form shown in Figure 5.8, as
well as short instructions of how to read the result file. The examples of the results file
contents, corresponding to the measurements introduced in Figure 5.8, can be found in
Appendix 3 with their instructions saved in the beginning of the info files. There, one
example file content is shown for each result saving type.
Number of intensity measurements for averaging:
3
Collection time for each measurement(ms):
50
Chanel (A:0, B:1, both: -1):
-1
Delay after QWP step(ms):
500
Raster or random route scan:
raster
Pixel axis: x    Line axis: y    Frame axis: z
Width of the scan region in pixel direction(um):
3
Width of the scan region in line direction(um):
3
Number of pixels:
3
Number of lines:
3
Delay after pixel axis movement(ms):
50
Delay after line axis movement(ms):
100
Snake scanning:
no
Frame value(um):
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Figure 5.8. Example of how the used measurement settings are saved in a text file
whenever results are exported.
The picture option saves the intensity raster figures. That intensity raster can also be
saved in a numerical form to a text file. The number of these files equals the number of
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used QWP angles. Another option is to extract only the total intensities in the measure-
ments, meaning the sum of the photon counts over all pixels, for each QWP angle. This
can be done so that, for every measurement time, either its own total intensity or only
the total intensity average over all measurements is calculated and saved. In these cases
only one file containing the total intensities for all used QWP angles is saved. And of
course, the intensity results can be extracted just as they are measured, meaning that all
measured intensity values at each measurement location are saved without summing or
averaging them. In this case the number of converted files is the number of used QWP
angles times the number of intensity measurements for averaging at each measurement
location. In all cases, if two measurement channels are used the number of files is dou-
bled when compared to a measurement with only one channel. In addition to the intensi-
ty results, the realized location data during the scan can also be extracted.
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6. MEASUREMENTS
6.1 Test samples
For testing the basic capabilities of the developed nonlinear optical microscope and es-
pecially its extensive functionalities which can be accessed via the user interface creat-
ed, nonlinear imaging of metal nanoparticles was done. The test samples were CPM
samples,  which  were  fabricated  by  Dr.  Israel  De  Leon  (Department  of  Physics  and
School of Electrical Engineering and Computer Science, University of Ottawa, Ottawa,
Canada) and investigated in ref. [47] with linear CD spectroscopy and SHG microscopy.
Aside from verifying the SHG measurements from such nanostructures, we also extend-
ed the measurements to THG and consequentially, nonlinear CD microscopies to deter-
mine if the overall sample geometry and corresponding optical quality can be probed
also using these novel imaging contrast mechanisms. All the measurements were done
by using the raster scan option of the scanning program and under circularly-polarized
beam excitation unless otherwise stated.
The CPM samples were fabricated with electron-beam lithography and consisted of
three arrays consisting of differently shaped gold nanoparticles: right- (RH) and left-
handed (LH) gammadions as well as cross-shaped nanoparticles. All of these structures
have a line width of 80 nm and a side length of 400 nm as illustrated in Figure 6.1. The
gold layer is 100 nm thick and located on top of a 5 nm adhesion layer of titanium de-
posited on a borosilicate glass substrate. Shown in Figure 6.1 is a schematic of a RH-
CPM sample and its sample environment. All samples were arranged in a square array
with a particle-to-particle period of 800 nm as shown in Figure 6.2, which shows a rep-
resentative  portion  of  the  arrays  consisting  of  crosses  and  LH-  and  RH-shaped  CPM
samples. Cross samples are achiral, while gammadion samples are chiral. The effect of
nanoparticle chirality is anticipated during the nonlinear microscopy measurements.
Figure 6.1. Schematic diagram of the unit cell of the RH-CPM sample as viewed from
the top (a) and side (b). [52]
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Figure 6.2. Scanning electron micrographs (SEM) of the array of gold nanostructures
consisting of cross (a), LH (b) and RH (c) shaped CPM samples. Scale bar = 400 nm.
Data were provided by Dr. Israel De Leon.
The typical transmittance spectra curves of the RH-CPM sample are shown in Fig-
ure 6.3. There the excitation is done with RHCP and LHCP light, which were used in
our microscopy measurements, too. Mostly, the absorbance is almost the same for both
polarizations, but in the visible light region between 600 and 800 nm there is a signifi-
cant difference making CD measurements possible. This can be utilized when UV-VIS
CD spectroscopy is made, as demonstrated in ref. [47]. In our experiments, however, the
fundamental excitation wavelength is between 1040 nm and 1070 nm. Thus, the SHG
and THG wavelengths are at around 520 to 535 nm and 347 to 357 nm, respectively.
Based on Figure 6.3 it can be seen that for the fundamental wavelength there is almost
minimal absorbance for both circular polarizations. For the SHG wavelength the ab-
sorbance is significantly higher, but the transmittance is still over 50 %.
Figure 6.3. Transmittance spectra of the RH-CPM sample for RHCP and LHCP light
(Data were provided by Dr. Israel De Leon).
44
6.2 Sample positioning
Prior to sample scanning, it is necessary to inspect if the beam focus impinges the sam-
ple at the correct position. Thus, the transverse position of the sample with respect to the
beam position was verified with a brightfield imaging arm of the microscope consisting
of a white light source, a condenser and a CMOS camera. The setup was made in a way
that only by adding a flip mirror to the setup and switching on a light source, the camera
can be used. Then, by switching the light source off and removing the mirror, the setup
can be easily returned to nonlinear microscopy operation.
To adjust the position of the samples along the transverse position of the focal plane,
two manual micropositioners which move the stage along the x- and y-axes were used
while monitoring the movement with the camera. To adjust the axial position of the
samples relative to the focal point, a manual micropositioner which moves the sample
along the z-axis was used. Here, the sample positioning was achieved upon observing
the sharpest possible image of the sample on a computer screen.
For fine tuning of the sample location in the z-direction, the real time photon count-
ing feature of the microscopy program was used. The sample position was changed by
the frame axis value controller and the focus was searched by checking when the non-
linear signal is the highest. For demonstrating how the sample positioning in the z-
direction affects to the nonlinear signal, Figure 6.4 show the total SHG and THG inten-
sities for raster scans made with different z-values, while otherwise keeping the settings
unchanged. The sample was RH-CPM and RHCP light was used for excitation.
Figure 6.4. Measured SHG (a) and THG (b) intensities decrease drastically when the
RH-CPM sample’s position in z-direction is changed away from the focus, which is lo-
cated at the position z = 0.
As expected from coherent NLO processes, the dependence of the nonlinear signal
on the relative position of the sample surface with respect to the incident beam’s focus
is very strong (Figure 6.4). This is why it is important to adjust the sample surface care-
fully to the focus as otherwise the signal levels would be low producing images with
poor contrast. We also noticed that whenever the measurement location within one
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sample or set  of samples were changed, the z-position had to be optimized separately.
This can be associated with an uneven sample surface or possible drift of the sample in
the z-direction relative to the stage.
6.3 Parameter tests
One aim of these measurements was to demonstrate how the values of different parame-
ters in the program affect the results. This was made by changing the scanning parame-
ters one at a time and repeating otherwise the same raster scanning measurement many
times.  The  used  sample  was  RH-CPM and the  excitation  was  made  with  RHCP light.
The scans were made in the xy-plane  and  the  delay  after  the  pixel  and  the  line  axis
movements were 50 ms and 100 ms, respectively. The ‘snake scanning’ -option was not
used. If not otherwise mentioned, the basic settings used in the measurements expressed
both in this and the following sections were: scanning area of 6 mm × 6 mm, resolution
of 50 pixels in both directions, photons were collected for 50 ms and averaging over 3
measurements was done. The fundamental beam had the wavelength of 1060 nm and
both  the  SHG  and  THG  signals  were  collected  in  the  reflection  mode,  as  in  all  the
measurements presented in this Thesis.
Scanning area. First, the SHG and THG signals from a region of the RH sample were
measured by varying the effective scanning area. The resolution, meaning the number of
pixels per scan axis,  was kept at  constant 100 × 100 pixels and the photons were col-
lected over 100 ms and only one measurement was made at each pixel. The intensity
patterns with three different scanning areas are shown in Figure 6.5. Common to all
these images is the observation of hotspots that form a regular pattern which corre-
sponds well to the expected arrangement of the nanoparticles in the array. However, all
the particles do not behave equally, i.e., there is strong variability in the overall signal
level detected from each nanoparticle. As an example, there are some points exhibiting
much stronger signals than could be expected to occur, suggesting the presence of sam-
ple imperfections. These can be caused, for instance, by problems in sample fabrication
or preparation, contamination or laser-induced damage.
A remarkable fact is that the same imperfections are mostly seen in both the SHG
and THG images. With these features one can see that the scanning area is every time
enlarged so that the lower left corner in each subfigure is at the same location in the
sample plate, verifying the high controllability of the scanning system. Thus, the darker
rectangle in the lower left corner of the pattern in Figures 6.5c),f) is probably because of
the fact that this area was exposed with laser already in the earlier measurements and
thus some sample burning has occurred resulting in the lower signal levels.
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Figure 6.5. SHG (a-c) and THG (d-f) signals from RH sample with three different scan-
ning areas. The colour bars are valid for all the figures in the same row.
Pixel resolution. Next, we examined the effect of the pixel resolution to the acquired
SHG and THG images of the samples. Figures 6.6a)-d) and 6.6e)-h) show the SHG and
THG signals, respectively, measured from the same part of the sample pattern with dif-
ferent pixel resolutions. In Figures 6.6a),e), there is no clear regular hot spot pattern. In
Figures 6.6b),f), an observable regular pattern starts to be visible, but the individual hot
spots are still hard to distinguish. However, in Figures 6.6c),g), the hot spots are clearly
separated from each other.
Figure 6.6. SHG (a-d) and THG (e-h) signals of the same scanning area at four differ-
ent resolutions. The colour bars are valid for all the figures in the same row. The ar-
rows represent the lines along which the intensity profiles of Figure 6.7 are taken.
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Between Figures 6.6c),g) and 6.6d),h) the resolutions doubles, but the quality of the
image is not remarkably improved. Thus, it is important to figure out what is the rea-
sonable resolution when large sets of measurements are done, as its value has a huge
impact on the duration of the scan. Here, the pixel resolution is conveniently defined as
a number of measurement points in a raster pattern direction and not determined in mi-
crometers. Thus, in order to maintain a reasonable image quality for different scanning
areas, one has to change the pixel resolutions accordingly.
For a more detailed analysis of the spatial resolutions achieved along the transverse
directions, we plotted the measured intensity values as a function of position in Figure
6.7. This analysis is made only for measurements with the lowest and the highest resolu-
tions, and the lines along which the profiles are taken, are indicated with arrows in Fig-
ure 6.6. The intensity peaks caused by hot spots can be clearly distinguished in Figure
6.7 and the intensity patterns are almost similar with both resolutions. Thus, even if it is
quite difficult to observe any clear regular hot spot pattern from Figures 6.6a),e), the
regularity can be seen when the intensity pattern along the hot spot line is made.
Figure 6.7. Intensity profiles along one pixel chain in the SHG (a,b) and THG (c,d)
images shown in Figure 6.6. Profiles a) and c) are along the horizontal direction and
b),d) along the vertical direction in Figure 6.6. Square (diamond) markers are for
measurement with the resolution of 20×20 (100×100).
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Furthermore,  from Figure  6.7  the  full  width  at  half  maximum (FWHM) of  the  hot
spot peaks can be calculated. For this purpose, the base line of the signal has to be set,
and  it  is  estimated  to  be  at  the  intensity  value  of  150  (60)  for  SHG (THG).  Then,  the
FWHM was calculated for the measurements with the resolution 100×100 pixels. In
total,  5 different hot spots are used for determining the FWHM values,  and not all  the
used peaks are shown in Figure 6.7.
As a result, the FWHM of the hot spots can be said to be about 600 nm for SHG and
500 nm for THG with a fundamental beam spot size of 800 nm. As THG is a higher-
order process, the spot size should be smaller for it, as it was. These values are a bit
larger than the size of one sample particle, and the gap between the particles, which
both were 400 nm. Thus, we cannot really separate individual particles and there proba-
bly is some coupling between them, producing a different kind of signal compared to
the signal expected from one individual particle. This has to be taken into account when
judging the results presented in this Thesis.
Photon counting settings. The dependence between the total intensity of the nonlinear
signals over the scanning area and the photon collection time was also investigated and
the results are shown in Figure 6.8a). The assumption is that the longer the nonlinear
signal is collected, the larger is the intensity. In fact, as long as coherent NLO signals
are generated and they remain as the dominant process throughout the exposure time,
the dependence should be linear. When linear fits are made to the data sets shown in
Figure 6.8a), the R2-values are 0.9999 and 0.9997 for SHG and THG, respectively. As
these values are really close to one, it is verified that in practise the total nonlinear in-
tensity is linearly proportional to the photon collection time.
Figure 6.8. Effects of the increasing signal collection time (a) and number of measure-
ments for averaging (b) in the detected SHG and THG signals.
As mentioned earlier, the number of intensity measurements in every pixel can be
adjusted in our microscope. This means that the same measurement is repeated many
times in the same location relative to the sample, and finally the average of these results
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is expressed as an intensity value for that pixel. In principle, if the signal collection time
is kept constant, but the number of measurements in each measurement point is changed
and always an average of the results in that point are taken, the total intensity over the
whole sample area should be constant. The results of this kind of experiment are shown
in Figure 6.8b) for SHG and THG.
As seen from Figure 6.8b), the total intensity of the SHG and THG signals seems to
stay almost constant while the number of averaged measurements is changed. However,
the intensity is slightly decreasing with increasing number of measurements. This may
be because of possible sample burning as all the measurements were repeated right after
each other. However, based on this it can be said that for this sample there is no reason
for using more than one measurement for averaging, as the increased number does not
improve the results. As the situation can be different for different materials, it is worth
testing this parameter whenever a new kind of a sample is measured in order to achieve
reproducible results within reasonable schedules.
6.4 Verification of second- and third-harmonic signals
As has been mentioned a few times already, usually a pulsed laser is needed for the ob-
servation of NLO effects, as the required intense electric fields cannot be produced with
the excitation by a continuous-wave (CW) beam. Here, this is verified by measuring the
SHG and THG intensities with excitation by CW laser light. This was done by turning
off the mode-locking operation of the Chameleon laser using the “alignment mode”.
First, the normal measurements were made, and the results, shown in Figure
6.9a),b), correspond to the previous measurements introduced in Section 6.3. However,
when the laser is changed to CW operation of the same average power, the signals drop
to  below  one  tenth  of  the  original  levels  and  not  any  regular  pattern  is  seen  (Figure
6.9c),d)).  The  conclusion  of  the  Figure  6.9  is  that  the  SHG  and  THG  processes  with
these kinds of samples are not driven by the CW laser source, but only noise can be de-
tected when illumination is made with the CW beam.
As can be seen from Figures 6.9c),d), the noise is higher for the SHG than for the
THG channel. The difference between the noise levels can be mostly explained with the
fact that our SHG signal has the wavelength of 530 nm, located in the visible spectral
region. Thus, a significant portion of the noise detected with the SHG channel probably
is because of light leaking from the light sources in the laboratory room, such as com-
puter screen used for monitoring the measurement. The SHG noise can be further mini-
mized by isolating the measurement system better from external light sources, meaning
that instead of a black curtain, for example, a tighter box could be used. Furthermore, as
can be seen from Figure 6.9a),b), and has already been seen in Section 6.3, the SHG
signal is stronger than the corresponding THG signal. It is because SHG is, in general,
and for our samples as well, a more efficient process than THG.
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Figure 6.9. SHG and THG signals from the RH-CPM sample when the excitation is
made with pulsed (a,b) and CW (c,d) laser beam.
As already  mentioned  in  Section  4.5,  the  separation  of  the  SHG and THG signals
from the fundamental one and from each other is carried out with appropriate optical
filters. For ensuring that the detected signals really are SHG and THG signals, we re-
peated the same measurement while changing filters between the scans. Once again, the
sample was RH-CPM and RHCP light was used. The excitation wavelength was 1060
nm and kept constant during the measurements. Thus, the SHG and THG wavelengths
were 530 nm and 353 nm, respectively. Figure 6.10 shows the relation of the wave-
length ranges of the filters in the SHG arm with respect to the fundamental, THG and
SHG wavelengths. Filters ii and v are the original filters, used for blocking the funda-
mental and THG light reaching the SHG detector.
By keeping filter v in its place but changing filter ii to some other with the transmis-
sion range near that of filter ii, we can observe if there is a significant signal level out-
side  the  SHG  region  or  not.  This  experiment  was  made  with  three  different  filters,
marked as i, iii and iv in Figure 6.10. The corresponding intensity images are also
shown in Figure 6.10 and the total intensities of these figures are calculated in Table 1.
When the original filters are used the signal level is significantly higher compared to the
other situations, and that is also the only case when a clear regular hot spot pattern can
be seen, although there seems to be some weak signal from the sample at other wave-
lengths, too.
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Figure 6.10. Wavelength ranges of used filters in the SHG arm and the intensity pat-
terns observed with different filters.
Table 1. SHG intensity with different filters in the SHG detection arm. The excitation
beam had a wavelength of 1060 nm.
Filter Central wavelength of the filter (nm) SHG intensity (×104 counts)
i 470 3
ii 531 (original) 90
iii 580 <1
iv 629 <1
These kinds of experiments were made for the THG channel, too. There the first fil-
ter, marked as iv in Figure 6.11 and Table 2, enables both the SHG and THG light to
pass it. On the other hand, the second filter, marked as ii, alone would let both the THG
and fundamental light to pass as it has two band pass regions. But when these two filters
are used together, only photons near the THG wavelength can reach the detector. For
testing the origin of the signal in this channel the filter  ii  was replaced with two other
filters, one at a time, and the results are shown in Figure 6.11 and Table 2. Again, the
only clear hot spot pattern and significantly higher total intensity was reached with the
original arrangement. Thus, we can say that there is no significant signal with frequen-
cies surrounding the SHG and THG frequencies, suggesting that the signals we observe
are indeed originating from the SHG and THG phenomena. The specifications of the
used filters are shown in Appendix 1.
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Figure 6.11. Wavelength ranges of used filters in the THG arm and the intensity pat-
terns measured with different filters.
Table 2. THG intensity with different filters in the THG detection arm. The excitation
beam had a wavelength of 1060 nm.
Filter Central wavelength of the filter (nm) THG intensity (×104 counts)
i 340 <1
ii 355 (original) 40
iii 376 <1
6.5 Power dependence of second- and third-harmonic sig-
nals
As explained in Chapter 2, the strength of the nonlinear signal is not linearly propor-
tional to the strength of the excitation field, but the whole name nonlinear optics arises
from the fact that this relation is nonlinear. On the other hand, we know that intensity is
directly proportional to power. Thus, when intensity is marked as I, power is P and w ,
2w  and 3w  refers to fundamental, SHG and THG fields, respectively, we can state that
( )22 2I P Pw w wµ µ (6.1)
and
( )33 3I P Pw w wµ µ . (6.2)
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The fulfilment of these conventions was investigated by measuring the SHG and THG
intensities while the input power is varied.
Shown in Figures 6.12a) and 6.13a) are the power dependence curves of the SHG
and THG signals detected from the LH-CPM sample under an arbitrary elliptical polari-
zation. The measurement area was 5 mm × 5 mm, resolution 50 pixels, collection time 50
ms and the averaging was made over 5 measurements. Also a quadratic (third-order) fit
function is shown for SHG (THG). The behaviour of the corresponding power depend-
ence curve for SHG (THG) follows well the quadratic (third-order) assumption, but for
higher powers the signal saturates. This can be because the detectors may not be capable
of detecting very high signal levels. Thus, the last points after saturation are excluded
from the data set for which the fits are made.
Figure 6.12. Power dependence of SHG intensity, measured from LH-CPM sample.
Figure 6.13. Power dependence of THG intensity, measured from LH-CPM sample.
Another way to examine the behaviour of the power dependence of nonlinear inten-
sities is  to plot them as functions of second (for SHG) and third (for THG) powers of
the excitation power. This is shown in Figures 6.12b) and 6.13b). As expected, the ob-
servations are well in line, except the last, saturated, values. The R2-values are 0.9887
and 0.9857 for SHG and THG fits, correspondingly. A perfect fit would lead to the val-
ue of 1, but the values we got are still compatible with the linear behaviour.
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6.6 Second- and third harmonic circular dichroism
One important goal to implement with the CPM samples was the investigation of their
responses  to  circular  polarizations  and  thus  their  CD  response.  The  goal  was  not  to
make any detailed analysis, but to roughly demonstrate how well the CD effect can be
seen with these samples. The measurements were done with the wavelength of 1060 nm
and the samples were cross-shaped and LH- and RH-CPMs. The measurement area was
8 mm × 8 mm and the resolution was 100 pixels in both directions. The SHG intensity
patterns for these samples with the excitation with LHCP (RHCP) light can be seen in
the first (second) column in Figure 6.14. The CD figures calculated from these two are
shown in the third column in Figure 6.14.
Figure 6.14. SHG intensity patterns of two chiral (RH- and LH-CPM) and one achiral
(cross) sample when the excitation was made with LHCP and RHCP light, and the cor-
responding CD responses.
For chiral samples the SHG signal is stronger when the excitation is made with the
light having the same-handed polarization than the handedness of the sample. This is an
expected result, and gives rise to a relatively strong CD signal, which is positive for the
left-handed and negative for the right-handed sample. For achiral cross samples there
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should not be any CD signal. From the lower right corner of Figure 6.14, it can be seen
that the CD response really is weaker and there is more variation for achiral than for the
chiral samples, but some signal can still be observed.
However, we noticed that the intensity patterns, even within the identical measure-
ment arrangements, are not totally comparable to each other between different meas-
urements. For some reason, the sample is continuously drifting a bit on the sample plate,
even  in  the  time scale  of  our  measurements,  which  is  from tens  of  seconds  to  tens  of
minutes. This is why the CD calculations cannot be done without aligning the figures
before. However, the alignment is challenging without any clear markers on the sample
plate, and even if it would be possible, there are a few more issues. As was mentioned in
Section 6.3, the sample particles are positioned too close to each other for distinguishing
them clearly with our microscope, thus causing coupling between the particles. Fur-
thermore, also sample burning under laser illumination affects the results. Hence, relia-
ble CD analysis is impossible for these sample sets, and the calculated CD patterns in
Figure 6.14 are only suggestive.
The THG intensity results measured from different samples with different polariza-
tions are shown in Figure 6.15. The contrast between the excitation with RHCP and
LHCP lights is here much weaker than what was achieved for SHG in Figure 6.14.
Thus,  the  THG-CD  figures  are  not  shown,  as  the  reliability  of  them  would  be  even
worse than for SHG. Instead, to try to compensate the effect of sample drift we deter-
mined an approximate CD analysis for different samples by picking some intensity val-
ues by hand and by using them for calculating the CD responses. Ten hot spots were
chosen from each of the three sample sets and the intensity values for them were picked
up from the figures measured with LHCP and RHCP light. Then, the averages of these
peak values were calculated and the CD value of the sample was determined by using
Eq. (2.49). The results are shown in Table 3. The same analysis was made also for SHG
results introduced in Figure 6.14.
56
Figure 6.15. THG intensity patterns of two chiral (RH- and LH-CPM) and one achiral
(cross) sample when the excitation was made with LHCP and RHCP light.
Table 3. SHG- and THG-CD values for different samples calculated from 10 hot spots
in intensity images.
SHG-CD THG-CD
RH sample -0.4906 0.0427
LH sample 0.8529 -0.1664
cross sample 0.2551 0.1657
Shown in Table 3 is a summary of the CD responses obtained from the nanoparti-
cles. As expected, the SHG-CD values are strong and indicative of individual sample
chirality. The non-zero SHG-CD values from the achiral samples suggest possible ani-
sotropy, which was also evident in the SEM images (Figure 6.2). On the other hand, for
these particles, THG-CD is a much weaker effect than SHG-CD. As the THG-CD re-
sponses are small and different for right- and left-handed samples, further studies should
be done.
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6.7 Spectral behaviour of nonlinear signals
The wide wavelength range of the used laser source enables, in principle, the implemen-
tation of spectral microscopy. In practise, however, the filters and detectors have rela-
tively tight wavelength ranges, and for making wider spectral measurements they have
to be changed accordingly during the measurement sequence. Thus, the spectral behav-
iour of SHG and THG and corresponding CD effects for the RH-CPM sample were here
investigated by measuring the signals with only seven different excitation wavelengths
between 1040 nm and 1070 nm. These measurements can be performed without making
any modifications to the setup.
The total intensities of the SHG and THG intensity pattern images are shown in
Figure  6.16a)  as  a  function  of  the  used  excitation  wavelength.  It  can  be  seen  that  the
responses, both the SHG and THG, are strongest when the excitation wavelength is
1045 nm, and the signal decreases when the excitation wavelength is shorter or longer
than that. The behaviour has the same character for SHG and THG and for both polari-
zations.
In principle, as the used detectors and filters are not changed when the wavelength is
changed, the sensitivity of the measurement setup may be different for different wave-
lengths. However, the used wavelength range is relatively narrow and it should be in-
side the working ranges of the devices. Thus, the variation of the nonlinear signals along
the spectrum is assumed to be because of the different natures of plasmon resonances of
the particles. In the future, it would be interesting to investigate the spectral behaviour
of the signals over a wider wavelength range.
Figure 6.16. a) Total intensities of SHG and THG intensity patterns measured from RH-
CPM sample with different circular polarizations and different excitation wavelengths.
The wavelength of 1060 nm, marked as a red line, is used in the other measurements
shown in this Thesis. b) SHG- and THG-CD values for RH-CPM sample in function of
excitation wavelength.
As was already mentioned, the spectral behaviour is almost the same for signals ex-
cited with differently polarized incident beams. However, as can be seen from Figure
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6.16a), there are some variations in the distance between the two SHG curves. This in-
dicates that some spectral variation would probably be seen in the SHG-CD response,
too. As expected based on the results introduces in the previous sections, the THG re-
sponses are almost the same with both polarizations.
The CD values were calculated for all used wavelengths from the intensity patterns
(not shown), similarly than described in Section 6.6. The resulting graph is shown in
Figure 6.16b). As expected, the absolute values of the THG-CD are smaller than the
SHG-CD values, and some variation is seen along the spectrum. However, the changes
are quite small and deeper analysis is not meaningful because of the origin of the re-
sponses is not totally sure and the calculation of the CD response is made only approx-
imately.
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7. CONCLUSION
In nonlinear optics, a powerful optical beam focused on a sample causes a response
proportional to the higher powers of the excitation beam. This phenomenon can be ap-
plied, for example, to microscopy, where it is a general tool for investigating optical
metamaterials and biological samples, to name a few. The benefits of the nonlinear
techniques are, for instance, deeper penetration into tissue and higher contrast when
compared to linear optical microscopy techniques. Furthermore, the nonlinear micros-
copy techniques are based on the natural properties of samples, meaning that no external
labels are needed. Two widely used nonlinear microscopy techniques are based on sec-
ond- (SHG) and third-harmonic (THG) generation. In SHG (THG), the wavelength of
the  signal  is  a  half  (one  third)  of  the  wavelength  of  the  original  excitation  field.  SHG
and THG microscopies can be used, for instance, for investigating surface effects of
nanoparticles and processes in biological systems. When the polarization of the excita-
tion beam is varied, additional information about the sample structure can be gathered.
The main parts of a microscopy setup are the laser, appropriate polarizers, the focus-
ing lens, the scanning stage and the detectors. The polarizers are used for changing the
polarization of the excitation beam. The scanning stage is needed because the focused
excitation beam illuminates only a small portion of the sample at a time. The main goal
of this Thesis was to develop a user interface for a nonlinear microscope. This means
that the control protocols for the polarizers, the scanning stage and the detectors had to
be combined to a single program. Via this program, the user can define measurement
settings, execute the measurements and save the results. The program was implemented
with LabVIEW.
In our setup, a quarter-wave plate was used to control the polarization of the excita-
tion beam, and two photomultiplier tubes were used as detectors, one for each meas-
urement channel. The two channels were used for measuring the reflected SHG and
THG signals, but another option would be, for example, to measure the reflected and
transmitted SHG signals from a thin sample. The movement of the scanning stage was
controlled by piezos and had a nanometer movement resolution. The integration of these
devices to the user interface was done via the dynamic-link library files of these equip-
ment and the whole program is based on the original control program of the nanoposi-
tioning stage, produced by the company Mad City Labs.
The operation of the program was tested with SHG and THG microscopy measure-
ments on the three differently shaped plasmonic metamaterial samples. Two of the sam-
ples were designed to be chiral and one achiral. Chirality means that a particle or mate-
rial has handedness, and it behaves differently under illumination with right- and left-
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handed circular polarizations. This provides a possibility to implement circular dichro-
ism (CD) microscopy measurements, where different absorption for light of different
polarizations is utilized.
 During the test measurements, the program was verified to work correctly and to be
logical to use. The effects of different measurement parameters on the results were in-
vestigated and their behaviour was as expected. It is worth noticing, that the choice of
the scan resolution and duration of signal collection at each pixel has to be set carefully.
This is because the perfect option varies according to the measurement and sample type
and,  on  the  other  hand,  these  parameters  have  a  huge  impact  for  the  duration  of  the
measurements.
Another fundamental test for the microscope was the verification of the detected
signals and their behaviour when the power of the excitation beam was varied. The non-
linear signals were first verified using pulsed laser excitation. Furthermore, by using
different kinds of filters to separate the various signals, it was confirmed that the detect-
ed  signals  really  had  the  intended  SHG  and  THG  origins.  Another  proof  for  this  was
that the dependence of the SHG signal on the input power was quadratic, and that of the
THG signal was cubic.
The SHG and THG measurements of the sample materials gave rise to the intensity
patterns similar to the particle arrangements on the sample. However, the quality of the
samples was not perfect and the particles were placed too close to each other for our
purposes. Thus, the results we got are not totally reliable. We confirmed that all three
samples have both SHG and THG responses and the SHG responses of the chiral sam-
ples were different for the two circular input polarizations, meaning that SHG-CD mi-
croscopy could be used to characterize these kinds of samples. However, for THG, the
CD response was so low, that it is better not to make any conclusions about it. In the
future, it will be interesting to study the origin of the CD effects more carefully and to
find out whether THG-CD would also be a viable method. Furthermore, a wide spectral
behaviour of the nonlinear CD signals would also be worthwhile to study.
All  in  all,  the  user  interface  developed  in  this  Thesis  seems to  work  properly,  and
can, in the future, be used for many kinds of nonlinear microscopy measurements. The
interface is relatively easy to edit and new devices can be included in the program. The
program is not restricted to SHG and THG microscopy only, but can be used, for in-
stance, to nanolithography purposes. However, for microscopy measurements, the sam-
ple quality is a very important issue, as samples of poor quality cannot be measured
with high reliability.
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APPENDIX 1: SPECIFICATIONS OF SPECTRAL FILTERS
Filter
Edge/central
wavelength
(nm)
Wavelength range
for transmission
(nm)
Used for
FF409-Di03-
25x36
409 415-950
first filter at
SHG arm
FI01-531/22-25 531 520-542
second filter at
SHG arm
Infrared block <900 nm
first filter at
THG arm
FI01-355/40-25 355 335-375
second filter at
THG arm
FI01-340/12-25 340 334-346
verification of
THG signal
FI01-376/20-25 376 366-386
verification of
THG signal
FI01-470/28-25 470 456-484
verification of
SHG signal
FI01-580/14-25 580 573-587
verification of
SHG signal
FI01-629/56-25 629 601-657
verification of
SHG signal
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