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Abstract
We study the integrability of two-dimensional autonomous systems in the plane of the form
x˙ =−y +Xs(x, y), y˙ = x + Ys(x, y), where Xs(x, y) and Ys(x, y) are homogeneous polynomials
of degree s with s  2. Writing this system in polar coordinates, we study the existence of polynomial
inverse integrating factors and we give some related invariants, from which we can compute a formal
first integral for the system. Finally, we give a family of systems with s = 4 and with a centre at the
origin, via inverse integrating factors, in which radial and angular coefficients do not independently
vanish in Lyapunov constants.  2002 Éditions scientifiques et médicales Elsevier SAS. All rights
reserved.
AMS classification: Primary 34A05; Secondary 34C05
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1. Introduction and statement of the main results
We consider two-dimensional autonomous systems of differential equations of the form
x˙ = P(x, y)=−y +X(x,y), y˙ =Q(x,y)= x + Y (x, y), (1)
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where X(x,y) and Y (x, y) are polynomials with real coefficients and without linear terms.
We assume that P(x, y) and Q(x,y) are coprime polynomials. We say that
χ = P(x, y) ∂
∂x
+Q(x,y) ∂
∂y
(2)
is the vector field associated to differential system (1).
These systems have a linear centre at the origin perturbed by polynomials without linear
terms. In the local study of these systems we find three problems closely related to one
another: the determination of the origin’s stability, the existence and the number of local
limit cycles around the origin and the determination of first integrals when they exist.
Poincaré [8] developed an important technique for the general solution of these
problems: it consists on finding a formal power series of the form
H(x,y)=
∞∑
n=2
Hn(x, y), (3)
where H2(x, y)= (x2 + y2)/2 and Hn(x, y) are homogeneous polynomials of degree n,
so that
H˙ = ∂H
∂x
P + ∂H
∂y
Q=
∞∑
n=2
V2k
(
x2 + y2)k, (4)
where V2k are real numbers called Lyapunov constants. The determination of these con-
stants allows the solution of the three mentioned problems.
The vanishing of all Lyapunov constants is a necessary condition to have a centre at the
origin in system (1); in this case, the series H(x,y)would be a first integral of the system if
it was convergent. Poincaré proved that, if all Lyapunov constants vanish, then it is always
possible to find a power series of the form (3) convergent in some neighbourhood of the
origin. Then, this power series is an analytical first integral defined in some neighbourhood
of the origin. On the other hand, it is not always possible to express this first integral (in
case it exists) by means of elementary functions.
Lyapunov constants are polynomials whose variables are the coefficients of the terms
of the polynomials X(x,y) and Y (x, y). Let us consider the ideal generated for these
Lyapunov constants V2k . Since X(x,y) and Y (x, y) are polynomials of degree n, then the
ideal generated by V2k has a finite number of generators by Hilbert’s Base theorem. Let
M(n) be the minimum number of generators. It was shown by Shi Song Ling [11] that,
under certain hypothesis about Lyapunov generator constants, the number of limit cycles
around the origin is at least M(n).
A particular class of systems of the form (1) are when X(x,y) and Y (x, y) are
homogeneous polynomials. That is
x˙ =−y +Xs(x, y), y˙ = x + Ys(x, y), (5)
where
Xs(x, y)=
s∑
k=0
akx
kys−k, Ys(x, y)=
s∑
k=0
bkx
kys−k,
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are homogeneous polynomials of degree s, with s  2; being ak and bk, k = 0,1, . . . , s,
arbitrary real coefficients.
These systems have been studied by several authors in order to obtain information about
the number of the small amplitude limit cycles and to determine the cyclicity of the origin,
see for instance [1,10,13]. The cases when the origin of system (5) is a centre have been
studied by Bautin [1] for s = 2 and by Sibirskii [12] for s = 3. Some centre cases of
system (5) when s = 4 or s = 5 have been determined by Chavarriga and Giné, see [4]
and [5].
The results developed in [3] give an explicit method for obtaining an inverse integrating
factor which is used to construct some particular class of vector fields with a given inverse
integrating factor. In [6], which is a natural generalisation of the results developed in [3],
it is shown that if V (x, y) is a product of n linear factors, each factor elevated to αi , we
always obtain a partial differential equation of nth order, where only partial differentials
appear respect to one variable, and we can consider this partial differential equation like a
linear differential equation respect to this variable.
Definition 1. Let U be an open subset of R2 and Σ a set of orbits contained in U such that
U \Σ is open. We say that a Ck , k  0, function H :U \Σ →R is a first integral (weak)
for system (1) defined in U if H(x,y) is constant on each solution of system (1) contained
in U \Σ , and H(x,y) is non-constant on any open subset of U \Σ .
If k > 0, this definition implies that H˙ = ∂H
∂x
P + ∂H
∂y
Q is zero in U \Σ .
Definition 2. An invariant algebraic curve or an algebraic solution of system (1) is an
algebraic curve f (x, y)= 0 such that:
f˙ = ∂f
∂x
P + ∂f
∂y
Q= kf
where k(x, y) is a polynomial called the cofactor of f (x, y).
Definition 3. A Darboux integral of system (1) is a non-constant function
H = f λ11 f λ22 · · ·f λrr ,
where fi(x, y) is an invariant algebraic curve for system (1) with cofactor ki(x, y) and
λi ∈C, for i = 1,2, . . . , r , r ∈N, verifying:
r∑
i=1
λiki(x, y)≡ 0.
In this case it is easy to see that:
H˙ = ∂H
∂x
P + ∂H
∂y
Q= 0.
This relation is verified in all R2 \Σ , where Σ = {(x, y) ∈R2 | (f1 · f2 · · ·fr )(x, y)= 0},
that is, a Darboux integral is a first integral for system (1) defined in whole R2 except for
the points such that fi(x, y)= 0 for an i = 1, . . . , r .
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Particularly, if λi ∈ Z, ∀i = 1,2, . . . , r , we say that H is a rational first integral for
system (1).
Definition 4. Let W be an open set. A function V :W → R of class Ck(W), k > 1, that
satisfies the linear partial differential equation
∂V
∂x
P + ∂V
∂y
Q=
(
∂P
∂x
+ ∂Q
∂y
)
V, (6)
is called an inverse integrating factor of system (1) on W .
We note that {V = 0} is formed by orbits of system (1). The function µ= 1/V defines
on W \ {V = 0} an integrating factor of system (1), which allows to compute a first integral
of the system on W \ {V = 0}. The first integral H associated to the inverse integrating
factor V can be computed through the integral
H(x,y)=
(∫
P(x, y)
V (x, y)
dy
)
+ f (x), (7)
satisfying ∂H
∂x
=−Q(x,y)
V (x,y)
.
In [7] and [9] it has been shown that the inverse integrating factor plays a fundamental
role in the problem of the centre and in the determination of the limit cycles. More
precisely, Giacomini, Llibre and Viano [7] prove that {V = 0} contains the limit cycles
of system (1) which are in W .
The following result, proved in [9], gives the relationship between the integrating factor
ant the existence of a centre:
Theorem 1. System (1) has a centre at the origin if and only if there is a nonzero analytic
integrating factor in a neighbourhood of the origin.
If we have an inverse integrating factor analytic in a neighbourhood of the origin and
such that V (0,0) = 0, we can consider the integrating factor µ = 1/V which is nonzero
and analytic in a neighbourhood of the origin and therefore, by Theorem 1 the origin is a
centre. Conversely, if the origin is a centre, then by Theorem 1, there exists an integrating
factor µ which is nonzero and analytic in a neighbourhood of the origin and we have that
V = 1/µ is an inverse integrating factor analytic in a neighbourhood of the origin and such
that V (0,0) = 0.
We can write system (5) (see [2]) in polar coordinates x = r cos(ϕ) and y = r sin(ϕ) as
r˙ = Ps(ϕ)rs, (8)
ϕ˙ = 1+Qs(ϕ)rs−1,
where Ps(ϕ) and Qs(ϕ) are trigonometrical polynomials of the form
Ps(ϕ) = Rs+1 cos
(
(s + 1)ϕ + ϕs+1
)+Rs−1 cos((s − 1)ϕ + ϕs−1)+ · · ·
+
{
R1 cos(ϕ + ϕ1) if s is even;
R0 if s is odd;
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Qs(ϕ) = −Rs+1 sin
(
(s + 1)ϕ + ϕs+1
)+ R¯s−1 sin((s − 1)ϕ+ ϕ¯s−1)+ · · ·
+
{
R¯1 sin(ϕ + ϕ¯1) if s is even;
R¯0 if s is odd;
where Ri, R¯i, ϕi and ϕ¯i are real constants.
If we do the change R = rs−1, the system (8) becomes
R˙ = (s − 1)Ps(ϕ)R2,
(9)
ϕ˙ = 1+Qs(ϕ)R.
The expression V (R,ϕ) is an inverse integrating factor for system (5) if
1
r
∂
∂r
[
Ps(ϕ)r
s+1
V (R,ϕ)
]
+ ∂
∂ϕ
[
1+Qs(ϕ)rs−1
V (R,ϕ)
]
= 0. (10)
Since V = 0 is a particular solution for system (5) we can apply the technique used in
[2–5] for the study and determination of the first integrals for systems which are a linear
centre perturbed by homogeneous polynomials. This technique consists on the research of
polynomial particular solutions of system (9), which can be written in polar coordinates,
x =R cosϕ and y =R sinϕ,
V (R,ϕ)= 1+ V1(ϕ)R + V2(ϕ)R2 + · · · + Vp(ϕ)Rp = 0, (11)
where Vk(ϕ), k = 1,2, . . . , p, are homogenous trigonometrical polynomials of degree
k(s − 1) in the variables cosϕ and sinϕ. The following proposition, proved in [3], gives
the differential system that must verify these homogeneous trigonometrical polynomials
Vk(ϕ), k = 1,2, . . . , p.
Proposition 1. Expression (11) is a particular solution of system (9) if the homogeneous
trigonometric polynomialsVk(ϕ), k = 1,2, . . . , p, verify the following differential system:
V ′k+1 + V ′kQs + k(s − 1)VkPs = VkV ′1, k = 1,2, . . . , p− 1,
(12)
V ′pQs + p(s − 1)VpPs = VpV ′1,
where ′ = d/dϕ.
By using the functions xi, i = 1,2, . . . , p, defined implicitly by
V1 =
p∑
j=1
xj , V2 =
p∑
j,k=1, j<k
xjxk, . . . , Vp = x1x2 · · ·xp, (13)
320 J. Chavarriga et al. / Bull. Sci. math. 126 (2002) 315–331
we can write expression (11) as V (R,ϕ) =∏pi=1(1 + xi(ϕ)R). The following theorem,
proved in [6], gives the differential system that must verify functions xi(ϕ), for i =
1,2, . . . , p.
Theorem 2. If V (R,ϕ) = ∏pi=1(1 + xi(ϕ)R)αi is an inverse integrating factor for
system (1) where αi are real numbers, then the functions xi(ϕ), i = 1,2, . . . , p, must
verify the following system of differential equations
dxi
dz
=
xi
z−xi
a +∑pj=1 αj xjz−xj , i = 1,2, . . . , p, (14)
where z=Qs(ϕ) and a = (s + 1)/(s − 1).
The proof is obtained developing V (R,ϕ) in powers of R and imposing that it is
an inverse integrating factor. By straightforward calculations, it is easy to see that xi(ϕ)
verifies:
(xi −Qs)dxidϕ = (s − 1)Psxi, i = 1,2, . . . , p, (15)
with the condition
(s + 1)Ps + dQsdϕ =
p∑
i=1
αi
dxi
dϕ
. (16)
Doing the variable change z=Qs(ϕ), we obtain the system of differential equations (14).
Note that system (14) is symmetric with respect to variables xi, i = 1,2, . . . , p, with the
corresponding αi .
Definition 5. Let us consider a system of differential non-autonomous equations:
dxi
dt
= fi(x1, x2, . . . , xp, t), i = 1, . . . , p, (17)
and we define an analytic invariant for system (17) with respect to t in some open subset
of U ⊂Rp+1 as a non-constant analytic function I (x1, x2, . . . , xp, t) which is constant for
every solution, (x1(t), x2(t), . . . , xp(t)), in U of system (17). That is,
d
dt
I
(
x1(t), x2(t), . . . , xp(t), t
)≡ 0.
In the case when all αi = 1, for i = 1,2, . . . , p, that is, when we have a polynomial
inverse integrating factor, the following result gives invariants with respect to z for
system (14).
Theorem 3. System (14) with αi = 1 for i = 1,2, . . . , p has the following analytic
invariants with respect to z:
ui = x
−a+(p−1)
i (z− xi)∏p
j=1, j =i (xi − xj )
, i = 1,2, . . . , p. (18)
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Each of these ui , for i = 1,2, . . . , p, is defined in Rp+1 \Σi , where
Σi =
{
(x1, x2, . . . , xp, z) ∈Rp+1
∣∣∣∣xi
p∏
j=1, j =i
(xi − xj )= 0
}
.
The following proposition tells us the cases in which the former analytic invariants are
functionally dependent.
Proposition 2. Functions ui for i = 1,2, . . . , p, given in (18) are not functionally
independent if a ∈N and a  p− 1.
Since a = (s + 1)/(s − 1) and s ∈N the only cases where a ∈N are
(i) s = 2, then a = 3 and if p  4, functions ui are not functionally independent,
(ii) s = 3, then a = 2 and if p  3, functions ui are not functionally independent.
The next theorem gives an explicit expression for a formal first integral of system (8).
Theorem 4. Consider system (8) and assume that
V =
p∏
i=1
(
1+ rs−1xi
)
with xi = xj if i = j
is an inverse integrating factor of system (8). Then, there exist constants C,c1, c2, . . . ,
cp ∈R such that
(i)
p∑
i=1
cix
a
i =Qs −
p∑
i=1
xi =−(s + 1)
∫
Ps dϕ+C, (19)
p∑
i=1
cix
a−1
i =−1, (20)
p∑
i=1
cix
a−k
i = 0 for k = 2,3, . . . , p− 1, (21)
where a = (s + 1)/(s − 1).
(ii) H =
∞∑
k=−1
(−1)k
(
p∑
i=1
cix
a+k
i
)
r(s+1)+k(s−1)
a + k , (22)
is a formal first integral of system (8).
In [2] all the cases where system (9) with s = 2 and s = 3 has a centre at the origin
are characterized. Moreover, it is shown that a necessary condition for having a centre
is that angular parameters and radial parameters vanish independently in Lyapunov con-
stants. In [4] and [5], some cases where system (9) with s = 4 and s = 5 has a centre are
characterized and the following results are obtained.
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Theorem 5. System (8) for s = 4 has a centre at the origin in the following cases:
(i) ϕ¯1 = ϕ1, ϕ¯3 = ϕ3, 5R3 + 3R¯3 = 0 and 5R1 + R¯1 = 0.
(ii) ϕ¯1 = ϕ1, ϕ¯3 = ϕ3, ϕ5 = 5ϕ1 and ϕ3 = 3ϕ1.
(iii) ϕ¯1 = ϕ1, ϕ¯3 = ϕ3, ϕ5 = 2ϕ1 + ϕ3, R¯3 = 3R3, R¯1 = 2R1, R5 =R3, and |R1| = 2|R3|.
(iv) ϕ¯1 = ϕ1, ϕ¯3 = ϕ3, R5 = 0 and

(iv.1) R3R¯1 − 3R¯3R1 = 0,
(iv.2) R¯1 = 3R1 and R¯3 =−3R3,
(iv.3) R¯1 =R1 = |3R3| and R¯3 =−3R3.
Theorem 6. System (8) for s = 5 has a centre at the origin in the following cases:
(i) R0 = 0, ϕ¯2 = ϕ2, ϕ¯4 = ϕ4, 6R4 + 4R¯4 = 0 and 6R2 + 2R¯2 = 0.
(ii) R0 = 0, ϕ¯2 = ϕ2, ϕ¯4 = ϕ4, ϕ6 = 3ϕ2 and ϕ4 = 2ϕ2 + π/2.
(iii) R0 = 0, ϕ¯2 = ϕ2, ϕ¯4 = ϕ4, ϕ6 = ϕ4 + ϕ2 + π/2, R¯4 = R4 = R6, R¯2 = R2 = R¯0 and
|R2| = |R4|.
(iv) R0 = 0, ϕ¯2 = ϕ2, ϕ¯4 = ϕ4, R6 = 0 and

(iv.1) R4R¯2 − 2R¯4R2 = 0,
(iv.2) R¯0 = 0, R¯2 =R2 = 2|R4| and R¯4 =−2R4,
(iv.3) R¯0 = 0, R¯2 =R2, R4 = 0 and |R2| = |R¯4|.
These theorems do not cover all the possible centre cases, for s = 4 or s = 5. The
authors thought that all systems, coming from a centre perturbed by polynomials without
linear terms and whose origin is a centre, implied an independent vanishing of the angular
and radial parameters in the Lyapunov constants. If we assume independence between
radius and angles, Theorems 5 and 6 give all possible centre cases for s = 4 and s = 5. The
present article gives a uniparametrical family with degree s = 4 which has a polynomial
inverse integrating factor and which it is not included in Theorem 5. Then, we have a new
non-linear centre in which the vanishing of Lyapunov constant is not verified for the radial
and angular parameters in an independent way.
Theorem 7. System (8) defined by the polynomials
P4(t) = (2+ c− 4c
2)
2
cos(5t)+ (−1+ 4c)s
2
sin(5t)+ 3c
2
cos(3t)
− 3s
2
sin(3t)+ (1− 2c) cos t + s sin t,
(23)
Q4(t) = (−1+ 4c)s2 cos(5t)−
(2+ c− 4c2)
2
sin(5t)+ (3− 4c)s
2
cos(3t)
+ (3− 4c)c
2
sin(3t)− s cos t + (1− 2c) sin t,
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where c = cosψ and s = sinψ, ψ ∈ R, has a polynomial inverse integrating factor not
identically zero at the origin and do not correspond to any of the centre cases given in
Theorem 5.
This paper is organized as follows. In the next section the proofs of Theorems 3 and 4
and Proposition 2 are given. The particular case described in Theorem 7 is proved in
Section 3.
2. Proof of the main results
Proof of Theorem 3. For each i such that i = 1,2, . . . , p we write
Ai =
p∏
j=1, j =i
(xi − xj ) and D = a +
p∑
j=1
xj
z− xj .
We have that,
dui
dz
= x
−a+p−2
i
A2i
[(
(−a + p− 1)dxi
dz
(z− xi)+ xi
(
1− dxi
dz
))
Ai
− xi(z− xi)dAidz
]
.
Since dxidz = xiD(z−xi) , we have
dxi
dz
− dxj
dz
= z(xi − xj )
D(z− xi)(z− xj )
and, therefore,
(z− xi)dAidz =
(z− xi)Ai
D
p∑
j=1, j =i
z
(z− xi)(z− xj ) =
Ai
D
p∑
j=1, j =i
z
z− xj .
Then,
dui
dz
= x
−a+p−1
i
AiD
[
−a + p− 1+D − xi
z− xi −
p∑
j=1, j =i
z
z− xj
]
= x
−a+p−1
i
AiD
[
−a + p− 1+ a +
p∑
j=1
xj
z− xj −
xi
z− xi −
p∑
j=1, j =i
z
z− xj
]
= x
−a+p−1
i
AiD
[
p− 1+
p∑
j=1, j =i
xj − z
z− xj
]
= x
−a+p−1
i
AiD
[
p− 1+
p∑
j=1, j =i
(−1)
]
= 0. ✷
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Proof of Proposition 2. Let us consider also
dxi
dz
− dxj
dz
= z(xi − xj )
D(z− xi)(z− xj )
and, as we did before, we write
D = a +
p∑
j=1
xj
z− xj .
Defining vi = lnui for i = 1,2, . . . , p, and taking logarithms on (18) we get,
vi = lnui = (−a + p− 1) lnxi + ln(z− xi)−
p∑
j=1, j =i
ln(xi − xj ).
From this expression we can calculate dvidxj which is given by
dvi
dz
=


−a + p− 1
xi
− 1
z− xi −
p∑
j=1, j =i
1
xi − xj , if i = j ,
1
xi − xj if i = j .
We consider the matrix V = ( ∂vi
∂xj
)i=1,...,p, j=1,...,p whose determinant is of the form
detV = (−1)p (a − 1)(a − 2) · · · (a − (p− 1))∏p
i=1 xi(z− xi)
×
(
azp − (a − 1)
(
p∑
i=1
xi
)
zp−1 + · · · + (−1)p(a − p)
p∏
i=1
xi
)
.
So, if a ∈ N and a  p − 1, we have detV = 0 and, therefore, functions ui , for i =
1,2, . . . , p, are functionally dependent. ✷
Proof of Theorem 4. We prove (i) and (ii) separately.
(i) From Proposition 2 we have that functions ui are invariant for system (8). Let us
consider constants ci such that ui = ci for i = 1,2, . . . , p. We write
x
−a+p−1
i (z− xi)
Ai
= ci
where Ai =∏pj=1, j =i (xi − xj ). Multiplying by xa−ki and adding from i = 1 to p, we get
p∑
i=1
x
p−1−k
i (z− xi)
Ai
= z
p∑
i=1
x
p−1−k
i
Ai
−
p∑
i=1
x
p−k
i
Ai
=
p∑
i=1
cix
a−k
i .
We define Ml =∑pi=1 xliAi for l ∈N and, since z=Qs , last equality can be written
QsMp−1−k −Mp−k =
p∑
i=1
cix
a−k
i , (24)
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We write Ml with a common denominator and we get Ml =Nl/A, where the denominator
is A=∏pi,j=1, j =i (xi − xj ) and the polynomial Nl =∑pi=1 xli AAi . Let us consider Nl as a
polynomial in variable x1 and we have
Nl = A
A1
xl1 +
p∑
i=2
xli
A
Ai
, (25)
where the first term is of degree l in x1 since A/A1 does not depend on x1, and the second
term is of degree p− 2 in x1.
We see that x2, x3, . . . , xp are roots of Nl : evaluating Nl(x1) in xk for each k =
2,3, . . . , p we have
A
A1
∣∣∣∣
x1=xk
xlk + xlk
A
Ak
∣∣∣∣
x1=xk
(26)
since Ai |x1=xk = 0 if i = 1, k. Expression (26) is identically null because
(x1 − xk)
(x1 − xk)Bx
l
k + xlk
(x1 − xk)
(xk − x1)B = 0
where B is a polynomial which does not have the factor (x1 − xk). Therefore, the
polynomial A1 divides Nl .
• If l  p−2, Nl is a polynomial of degree l with p−1 roots. Then,Nl ≡ 0 andMl ≡ 0.
Using (24) with k = 2, . . . , p− 1, we obtain the relation (21).
• If l = p − 1, Np−1 is a polynomial of degree p − 1 and A1 divides it. Then,
Np−1 = kA1 where k is a constant with respect to x1. We notice that the coefficient of
x
p−1
1 in (25) is A/A1 and therefore, k = A/A1 and Np−1 = A. Then Mp−1 = 1 and
using (24) with k = 1 we obtain the relation (20).
• If l = p, Np is a polynomial of degree p divided by A1. Then, Np = (k1x1 + k2)A1.
We notice that
A1 = xp−11 −
(
p∑
i=2
xi
)
x
p−2
1 + · · · .
Then, we have
Np = k1xp1 + k1
(
p∑
i=2
xi
)
x
p−1
1 + k2xp−11 + · · ·
and, therefore,
k1 = A
A1
and k2 = A
A1
p∑
i=2
xi.
This means Np =A∑pi=1 xi and Mp =∑pi=1 xi . Using (24) with k = 0 we have
p∑
i=1
cix
a
i =QsMp−1 −Mp.
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Since Mp−1 = 1 and Mp =∑pi=1 xi we obtain (19).
We have that V =∏pi=1(1+ rs−1xi), with xi = xj if i = j , and after some calculations,
we get
∂V
∂r
= V
p∑
i=1
(s − 1)xirs−2
1+ rs−1xi ,
∂V
∂ϕ
= V
p∑
i=1
rs−1 dxidϕ
1+ rs−1xi . (27)
Since V is an inverse integrating factor of system (8) we have
∂V
∂r
rsPs + ∂V
∂ϕ
(
1+ rs−1Qs
)= (1
r
∂rs+1Ps
∂r
+ ∂(1+ r
s−1Qs)
∂ϕ
)
V. (28)
Substituting (27) in (28) and simplifying by V and rs−1, we have(
p∑
i=1
xiPs(s − 1)rs−1
1+ rs−1xi
)
+
(
p∑
i=1
dxi
dϕ (1+ rs−1Qs)
1+ rs−1xi
)
=
(
(s + 1)Ps + dQsdϕ
)
. (29)
Equating the lowest term in r of (29), after writing with a common denominator, we have
p∑
i=1
dxi
dϕ
=
(
(s + 1)Ps + dQsdϕ
)
,
and integrating with respect to ϕ we get
∑p
i=1 xi +C = (s + 1)
∫
Ps dϕ+Qs .
(ii) We have
H =
∞∑
k=−1
(−1)k
(
p∑
i=1
cix
a+k
i
)
r(s+1)+k(s−1)
a + k .
The computation of H˙ gives
H˙ =
∞∑
k=−1
(−1)k
(
p∑
i=1
cix
a+k
i
)
(s + 1)+ k(s − 1)
a + k r
s+k(s−1)rsPs
+
∞∑
k=−1
(
p∑
i=1
ci(a + k)xa+k−1i
dxi
dϕ
)
r(s+1)+k(s−1)
a + k
(
1+ rs−1Qs
)
=
∞∑
k=−1
(−1)krs+1+k(s−1)
p∑
i=1
cix
a+k−1
i
[(
(s − 1)Psxi +Qs dxidϕ
)
rs−1 + dxi
dϕ
]
.
From (15) we have that (s − 1)Psxi +Qs dxidϕ = xi dxidϕ . Then,
H˙ =
∞∑
k=−1
(−1)krs+1+k(s−1)
(
p∑
i=1
cix
a+k
i
dxi
dϕ
rs−1 +
p∑
i=1
cix
a+k−1
i
dxi
dϕ
)
,
which is a telescoping sum. Therefore, using (19)–(21),
H˙ =−r2
p∑
i=1
cix
a−2
i
dxi
dϕ
= −r
2
a − 1
d
dϕ
(
p∑
i=1
cix
a−1
i
)
= −r
2
a − 1
d
dϕ
(−1)= 0. ✷
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3. A particular case
We consider the case s = 4 and p = 3, then a = 5/3. We study a system of the form,
r˙ = P4(ϕ)r4, (30)
ϕ˙ = 1+Q4(ϕ)r3,
where P4(ϕ) and Q4(ϕ) are trigonometrical polynomials given by
P4(ϕ)=R5 cos(5ϕ + ϕ5)+R3 cos(3ϕ + ϕ3)+R1 cos(ϕ + ϕ1), (31)
Q4(ϕ)=−R5 sin(5ϕ + ϕ5)+ R¯3 sin(3ϕ + ϕ¯3)+ R¯1 sin(ϕ + ϕ¯1)
where Ri, R¯i, ϕi and ϕ¯i are real constants.
If system (30) has an inverse integrating factor of the form
V = 1+ V1(ϕ)R+ V2(ϕ)R2 + V3(ϕ)R3
= 1+ V1(ϕ)r3 + V2(ϕ)r6 + V3(ϕ)r9
= (1+ x1(ϕ)r3)(1+ x2(ϕ)r3)(1+ x3(ϕ)r3),
therefore we obtain a polynomial inverse integrating factor of degree 9. Applying
Theorem 4 we know that there exist constants C,c1, c2, c3 such that
c1x
5/3
1 + c2x5/32 + c3x5/33 =Q4 − (x1 + x2 + x3)=−5
∫
P4 +C,
c1x
2/3
1 + c2x2/32 + c3x2/33 =−1, (32)
c1x
−1/3
1 + c2x−1/32 + c3x−1/33 = 0.
We choose functions yi for i = 1,2,3 such that xi = y3i , and functions A,B where
y1 = A +
√
B , y2 = A −
√
B , with A = a1 cos t + a2 sin t , y3 = a3 cos t + a4 sin t and
B is determined by the last equation of (32). Imposing that (32) is satisfied we obtain
y1 = − sin t +
√
− sin t(sin t − 2 sin(t +ψ)),
y2 = − sin t −
√
− sin t(sin t − 2 sin(t +ψ)), (33)
y3 = −2 cos(t +ψ/2) sin1/3(ψ/2),
and
c1 = c2 =− sec
2(ψ/2)
4
, c3 =− sec
2(ψ/2)
4 sin2/3(ψ/2)
, C = 0. (34)
Moreover, we have
P4(t) = (2+ c− 4c
2)
2
cos(5t)+ (−1+ 4c)s
2
sin(5t)+ 3c
2
cos(3t)
− 3s
2
sin(3t)+ (1− 2c) cos t + s sin t,
(35)
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Q4(t) = (−1+ 4c)s2 cos(5t)−
(2+ c− 4c2)
2
sin(5t)+ (3− 4c)s
2
cos(3t)
+ (3− 4c)c
2
sin(3t)− s cos t + (1− 2c) sin t,
where c = cosψ and s = sinψ . If we change from polar coordinates to cartesian
coordinates x = r cos t and y = r sin t , the system (30) with P4 and Q4 from (35) becomes
x˙ = 2x4 − y − 6x2y2 − 12cx2y2 + 4cy4 − 2c2x4 + 18c2x2y2 − 4c2y4
− 6sx3y + 10sxy3 + 10csx3y − 14csxy3, (36)
y˙ = x − 2x3y + 6xy3 − 8cxy3 + 2c2x3y − 6c2xy3 − 6sx2y2 + 2sy4
− 6csx2y2 + 2csy4,
with the polynomial inverse integrating factor
V (x, y) = (1− 2y + 2y2 − 2cy2 − 2sxy)(1+ 6x2y + 2y3 − 4cy3 − 6c2x2y
+ 2c2y3 − 2sx3 − 6sxy2 − 2csx3 + 6csxy2)(1+ 2y + 2y2 + 4y3 (37)+ 4y4 + 2cy2 − 4cy3 − 8cy4 + 4c2y4 + 2sxy − 4sxy2 − 8sxy3
+ 8csxy3 + 4s2x2y2).
We can make the following change of variable, from (x, y) to (u, v),
x =− (2+ α)u+ αv
2s
, y = u+ v
2
, (38)
where α = cosψ − 1 and therefore sinψ = √−2α− α2. We also rescale time by dtdτ =
sinψ . Notice that we are assuming that ψ = 0,π because otherwise we would have
cosψ = 1 and α = 0 or sinψ = 0 and this would not be a correct variable change.
System (36) becomes
du
dτ
= v(−α + 2u3),
(39)
dv
dτ
= u(−2− α − (2+ α)u3 − (3α+ 6)u2v − 3αuv2 + (2− α)v3),
and the inverse integrating factor takes the form
W(u,v) = (−α + 2u3)(1− u+ u2 − v + uv)(1+ u+ u3 + u4 + v + uv
+ 2u2v + 2u3v + v2 + uv2 + u2v2). (40)
We see that the system defined by the polynomials P4(t) and Q4(t) given in (35) has
a centre at the origin because it has a polynomial inverse integrating factor in cartesian
coordinates which is nonzero at the origin, see [9].
We may find a Darboux first integral for system (39). We change variable v to w by the
relationship v =w− u and we have the following family of systems:
du
dτ
= (−α+ 2u3)(w− u),
(41)
dw
dτ
= −2u− αw+ 2u3w− 6u2w2 + (2− α)uw3.
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Taking α = 2k3, the polynomial inverse integrating factor becomes:
V (v,w)= g1g2g3g4g5g6, (42)
where
g1 = 1−w+ uw,
g2 = −1− i
√
3+ (1− i√3 )w+ 2uw,
g3 = −1+ i
√
3+ (1+ i√3 )w+ 2uw,
(43)
g4 = 2(u− k),
g5 = u+ 1+ i
√
3
2
k,
g6 = u+ 1− i
√
3
2
k.
The first integral for system (42) associated to this inverse integarting factor is the
following Darboux integral:
H(u,w)= g−21 g−2/k4
(
gk2g6
)(1+i√3)/k(
gk3g5
)(1−i√3)/k
. (44)
We note that this first integral is defined in the origin and H(0,0) = 0 for k = 0.
We show that this system, written in the form (31), is not one of the systems described
in Theorem 5 and, therefore, radial parameters and angular parameters do not vanish
independently in the Lyapunov constants.
Since we want to write polynomials P4(t) and Q4(t) in the form (31), we do a variable
change from t to ϕ. This change can be a rotation of angle θ , i.e. ϕ = t + θ , and the
polynomials may appear multiplied by some λ = 0. Equating the coefficients of P4 and Q4
of (35) and (31) we get the following relationships,
R5 cos(ϕ5 − 5θ)= λ2+ c− 4c
2
2
, R5 sin(ϕ5 − 5θ)= λs(1− 4c)2 ,
R3 cos(ϕ3 − 3θ)= λ3c2 , R3 sin(ϕ3 − 3θ)= λ
3s
2
,
R1 cos(ϕ1 − θ)= λ(1− 2c), R1 sin(ϕ1 − θ)= λ(−s),
R¯3 cos(ϕ¯3 − 3θ)= λs(3− 4c)2 , R¯3 sin(ϕ¯3 − 3θ)= λ
c(3− 4c)
2
,
R¯1 cos(ϕ¯1 − θ)= λ(−s), R¯1 sin(ϕ¯1 − θ)= λ(1− 2c).
(45)
From these relationships we deduce that
R1 = |λ|
√
2− 4c+ 3c2, R3 = |λ|32 , R5 = |λ|
√
5− 4c
2
,
(46)
R¯1 = |λ|
√
2− 4c+ 3c2, R¯3 = |λ| |3− 4c|2 ,
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and for the angular parameters,
cos(ϕ5 − 5θ)= ε(λ)2(2+ c− 4c
2)√
5− 4c , sin(ϕ5 − 5θ)= ε(λ)
2s(1− 4c)√
5− 4c ,
cos(ϕ3 − 3θ)= ε(λ)c, sin(ϕ3 − 3θ)= ε(λ)s,
cos(ϕ1 − θ)= ε(λ) (1− 2c)√
2− 4c+ 3c2 , sin(ϕ1 − θ)= ε(λ)
−s√
2− 4c+ 3c2 ,
cos(ϕ¯3 − 3θ)= ε(λ)ε(3− 4c)c, sin(ϕ¯3 − 3θ)= ε(λ)ε(3− 4c)s,
cos(ϕ¯ − θ)= ε(λ) (1− 2c)√
2− 4c+ 3c2 , sin(ϕ¯ − θ)= ε(λ)
−s√
2− 4c+ 3c2 ,
(47)
where ε(λ) means the sign of λ and ε(3− 4c) means the sign of 3− 4c.
Remark 1. Since c = cosψ we have that c ∈ [−1,1] and therefore (5 − 4c) > 0 and
(2 + c − 4c2) > 0 for all the values of the parameter ψ . If c = 3/4, then R¯3 = 0 and the
parameter of ϕ¯3 does not appear in the system. We have a well-defined set of parameters
depending on ψ . We see, from (46), that R1 = R¯1 and that there is no value of ψ such that
R5 = 0 or R1 = 0. We also notice, from (46), that ϕ1 = ϕ¯1 and that ϕ¯3 = ϕ3 + nπ where
n ∈ Z.
We see that, with these conditions, system (30) does not belong to any of the cases
described in Theorem 5. If ϕ¯3 = ϕ3, system (30) is not described in Theorem 5. If
3− 4c > 0, we have ϕ1 = ϕ¯1 and ϕ3 = ϕ¯3.
(i) If the system belongs to case (i) then 5R1 + R¯1 = 0 and using Remark 1, this implies
R1 = 0 which is not possible for any value of ψ .
(ii) If the system belongs to case (ii) then ϕ3 = 3ϕ1 and ϕ5 = 5ϕ1. Therefore we have that
cos(ϕ3 − 3θ)= cos(3(ϕ1 − θ))= 4 cos3(ϕ1 − θ)− 3 cos(ϕ1 − θ) and applying (47)
we deduce that this is only possible for c ∈ [−1,1] if c = 2 −√2. But then it is not
verified that cos(ϕ5 − 5θ)= cos(5(ϕ1 − θ)). So, there is no value of ψ such that the
system belongs to the case (ii) of Theorem 5.
(iii) If the system belongs to case (iii) then R¯1 = 2R1 and by the same argument given
in (i), this is not possible for any value of ψ .
(iv) If the system belongs to case (iv) then R5 = 0 but, using Remark 1, this is not possible
for any value of ψ . ✷
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