The chaotic representation property is given a meaning and established for a class of martingales X defined on some stochastic interval [0,T] and having only finitely many jumps before T -c.
For, k E IN*, the space H8 k = dtl".dtk) is the set of the class of square integrable functions with respect to dt, ...dtk, which are symmetric with respect to the k parameters (t l , ... , tk)' The scalar product over H8 k is defined by and H8
= JR.
The well known examples of martingales having the chaotic representation property are the Brownian motion and the standard Poisson process [6] .
Moreover, He and Wang [5] have characterized the Levy processes which have the predictable representation property but until 1987 we did not know if these processes have the chaotic representation property.
In 1987, the author [2J proved that for the Levy processes the chaotic representation property and the predictable representation property are equivalent.
In 1988, Emery [3] showed that a martingale earlier discovered by Azerna [1 J has the chaotic representation property, introducing at the same time other examples which satisfy the "structure equation" of the form
He later proved in [4] that if the predictable process iP(t) is such that the integral At = iP-2(s)ds is a.s. finite for all t, then the predictable representation property implies the chaotic representation property. This applies to structure equations with iP of the form
,,;::2 where 4>n are deterministic and the T,,'s are the successive jumps of the solution X to the structure equation
The hypothesis At < 00 implies that there are only finitely many jumps on finite intervals since At is the predictable compensator of the number of jumps
The aim of this work is to study the following problem: Dropping the finiteness assumption for At and putting Too = sup" T", we will allow Too to be finite. The above formulas define (in law) the martingale X only on the interval [0, TooJ. We will prove that X still has the chaotic representation property, in the following sense: If M is a chaotic martingale independent of X(possibly defined on an enlargement of !1), the martingale has the chaotic representation property (we will see in Lemma 2.2. that this does not depend on the choice of M).
2.Chaoticity before a stopping time
This section is devoted to giving a rigorous meaning to the chaotic representation property for a martingale defined only up to some stopping time.
Definition. Let (Xt)t;::o be a martingale such that < X, X >t is equal to t, (F t) be its filtration and T be a stopping time of (F t). We 
4) Every martingale (X;)t>o (possibly defined on an enlargement of ny, verifying < X',X' >t= t, with restriction X to [O,T], is chaotic on [O,T].
Proof. The implications 2) => 1) => 3) are trivial and 3) is equivalent to 4) by Lemma 2.1. So it suffices to prove 3) => 2). The proof is completely similar to the proof of Proposition (1, iii) of [4] £2(F T =) , the latter is also included in the chaotic space of X.
2) Using Lemma 2.2, it suffices to apply 1) to the martingale y, _ { x,
where B is a Brownian motion independent of X.
3.Construction of the martingale
This section is devoted to constructing the martingale X announced in the introduction.
The set n = JRf is the set of the sequences w = (5 n , n E IN) with 50 equal to zero and 5 n E JR+ for all n E IN.
The sequence w defines the following increasing sequence: 
TnSt
The predictable projection of N(dt,dx) with respect to the probability JP is given by Proof. Let n E IN., f be a bounded measurable function on and 9 be a bounded measurable function on JR.
Let us consider the predictable process
We have to prove that
From the equality and using the conditional law of T n+1, with respect to (T 1 , ... , Tn), we obtain
IE[ t" ( Z(t,x)N(dt,dx)]
Jo JR.
An integration by parts gives
Thus,
which is exactly what was to be proved. 
4.Examples
Let (An,n E IN*) be a sequence of strictly positive real numbers and (Tn,n E IN*) be the successive jumps such that the sojourn times (T n + 1 -Tn' n E IN) being independent exponentially distributed variables. Another example is given by the structure equation
with m is such that f(m) =I°and f is a deterministic continuous function. If f(x) = (3x we find again the Azema martingale with parameter (3 {-I, O} on the interval [0, T=], where Tco is the first time when X =°('1'= is also the first accumulation point of jump times of X). 
Remark.

