Abstract. Given a reduced irreducible root system, the corresponding nil-DAHA is used to calculate the extremal coefficients of nonsymmetric Macdonald polynomials, also called E -polynomails, in the limit t → ∞ and for antidominant weights, which is an important ingredient of the new theory of nonsymmetric q-Whittaker function. These coefficients are pure q-powers and their degrees are expected to coincide in the untwisted setting with the extremal degrees of the so-called PBW-filtration in the corresponding finitedimensional irreducible representations of the simple Lie algebras for any root systems. This is a particular case of a general conjecture in terms of the level-one Demazure modules. We prove this coincidence for all Lie algebras of classical type and for G 2 , and also establish the relations of our extremal degrees to minimal qdegrees of the extremal terms of the Kostant q-partition function; they coincide with the latter only for some root systems.
Introduction
The nil-DAHA, more specifically the theory of the so-called E-dag polynomials, is employed in this paper to obtain new surprising formulas for the extremal degrees of the PBW-filtration in finite-dimensional irreducible representations of simple Lie algebras of classical type and G 2 in the untwisted setting. This is expected to hold for any untwisted (reduced) root systems with certain expectations in the twisted setting. This correspondence is a particular case of a general conjecture in terms of the level-one Demazure modules.
The key step here is in establishing the additivity of the formulas for the extremal dag-degrees and for the extremal PBW-degrees in the (anti)dominant sector (dominant in PBW-theory and antidominant for the E-dag polynomials); then the fundamental weights are sufficient to consider. The extremal dag-degrees for the latter are provided for ABCDF G, to be systematically considered in further works.
We also discuss the relation of our formulas to the minimal q-degrees of the extremal part of the Kostant q-partition function. This function is connected with both theories, nil-DAHA and PBW, but its minimal q-degrees coincide with ours for all (anti)dominant weights only for types A, twisted B, untwisted C and twisted G 2 . The extremal part of the Kostant q-partition function is generally not additive.
Our result is a special case of a general conjecture connecting full Edag polynomials with the Demazure level-one modules supplied with the sum of the Kac-Moody-degree and the PBW-degree. Upon the restriction to the W -extremal vectors, the Kac-Moody filtration vanishes and we obtain a surprising application of DAHA, double affine Hecke algebras, to the classical theory of finite-dimensional representations of simple Lie algebras, which seems the first "nonaffine" DAHA application of this scale. However our proof is of technical nature and does not clarify the real reasons of this correspondence (and those behind the general affine conjecture).
1.1. E-polynomials and E-dag polynomials. The dag-polynomials are the limits of the nonsymmetric Macdonald polynomials as t = ∞; they are dual to the generalized nonsymmetric q-Hermite polynomials (corresponding to t → 0), called for short E-bar polynomials in this paper. The duality is with respect to the inner product in terms of the standard multiplicative theta-function associated with a given root system. See [Op, Ma, Ch1, Ch2] for general theory of nonsymmetric Macdonald polynomials, also called E-polynomials.
The formulas for the extremal q-degrees of E-dag polynomials are presented in this paper for classical root systems and G 2 , as well as computer-generated formulas for F 4 and for E 6 (provided only partially; they were calculated for E 7 too). For the classical root systems, the extremal degrees for the fundamental weights can be calculated by a relatively straightforward induction. The q-positivity of complete Edag polynomials was conjectured in [CO1], which is a theorem for their extremal parts and for antidominant weights (see Theorem 3.1 below; it was announced in [CO1], Corollary 2.6).
The formulas for extremal q-degrees of E-dag polynomials for all weights are a significant ingredient of the new theory of nonsymmetric q-Whittaker function [CO1] . This link is expected to be important to understand their meaning, but we present (and partially justify) the PBW-E † correspondence in an entirely algebraic way in this paper.
1.2. Hall-Littlewood and E-bar polynomials. An important development of the classical theory of finite-dimensional representations of semisimple finite-dimensional Lie algebras was the introduction of the so-called BK-filtration (see [Ko, Br, JLZ] ) and establishing its relation with Lusztig's q-analogs of weight multiplicities, defined in [Lu] via the affine Kazhdan-Lusztig polynomials upon their restriction to the lattice of radical weights. This theory is directly connected with the Hall-Littlewood polynomials, equivalently, Macdonald's p-adic spherical functions. We use this theory as a natural pattern, but the PBWfiltration and the BK-filtration are really different, as well as the corresponding polynomials. The Hall-Littlewood polynomials are the limit q → 0 of the Macdonald symmetric polynomials. Such limit (among other simplifications) results in explicit formulas for these polynomials, instead of obtaining them as eigenfunctions of certain q-difference operators in the general theory. The E-bar polynomials (t → 0) have important applications too. They coincide with the level-one Demazure characters in the twisted setting [San, Ion1] for all weights, not only (anti)dominant. They are also related to the characters of the local and global Weyl modules (see, e.g. [FeL] , [FoL] and [CL] ). Let us mention here wellknown and fruitful relations of the Schubert polynomials and quantum Schubert polynomials to nil-Hecke algebras and similar objects; see [FGP] and references therein. This can be connected with our usage of nil-DAHA.
Also, the E-bar polynomials and the global (symmetric) q-Whittaker function, which is a quadratic generating function of the E-bar polynomials for antidominant weights, are directly related to the GromovWitten invariants of flag varieties and affine flag varieties; see [GL] and [BF] . The main link is via the Harish-Chandra-type asymptotic expansions of global q-Whittaker functions, but there are other important aspects of this relation. The global q-Whittaker and q-hypergeometric functions are actually of algebraic nature (in contrast to those without q in the classical harmonic analysis on symmetric spaces).
1.3. PBW-filtration and E-dag polynomials. The main result of this paper is in establishing the correspondence between the extremal E-dag polynomials and the PBW-filtration. This is the extremal part of Conjecture 2.7 from [CO1] (with participation of E. F.) on the coincidence of the E-dag polynomials and the corresponding characters of Demazure level-one modules for the sum of the Kac-Moody grading and that defined via the PBW-filtration. It was/is stated only for (anti)dominant weights, which is significant, and for the ADE root systems; the twisted case is in progress.
Calculating the PBW-filtration is generally a difficult problem; no systematic methods beyond (nonaffine) types A, untwisted C and untwisted G 2 are known at the moment [F1, FFL1, FFL2, FFL3, Gor] . This becomes especially involved in the Kac-Moody case (the setting of Conjecture 2.7 from [CO1] and Conjecture 7.5 below). The extremal coefficients of the E-dag polynomials for antidominant weights can be calculated for all root systems (using computers for F 4 , E 6,7,8 ), so the problem with their identification is currently due to the lack of methods on the PBW-side of this surprising correspondence.
The twisted setting is not a problem for the E-dag polynomials (it is actually a preferred setup). However by now there is no twisted PBWtheory. Actually, the PBW-E † correspondence is quite a challenge even when it is justified (untwisted classical root systems and G 2 for the extremal terms). We hope that this correspondence is of geometric nature (to be discovered) similar to the theory of E-dag polynomials the Hall-Littlewood polynomials, though the latter two families seem significantly simpler than the E-dag one.
2. Affine root systems 2.1. Basic notations. Let R = {α} ⊂ R n be a root system of type A, B, ..., F, G with respect to a Euclidean form (z, z ′ ) on R n ∋ z, z ′ , W the Weyl group generated by the reflections s α , R + the set of positive roots (R − = −R + ) corresponding to fixed simple roots α 1 , ..., α n , Γ the Dynkin diagram with {α i , 1 ≤ i ≤ n} as the vertices. Accordingly,
The root lattice and the weight lattice are:
Zω i , where {ω i } are fundamental weights: (ω i , α ∨ j ) = δ ij for the simple coroots α ∨ i . Replacing Z by Z ± = {m ∈ Z, ±m ≥ 0} we obtain Q ± , P ± . Here and further see [Bo] .
The form will be normalized by the condition (α, α) = 2 for short roots in this paper. The normalization leads to the inclusions Q ⊂ Q ∨ , P ⊂ P ∨ , where P ∨ is generated by the fundamental coweights {ω
We will constantly use
Two maximal roots will be considered in this paper, the standard maximal positive root θ lng = θ and the maximal short root θ sht = ϑ ∈ R + . The latter is the maximal positive coroot because of the choice of normalization.
2.2. Affine root systems. The affine untwisted root system is
We identify z ∈ R n with [z, 0], so R ⊂ R. Accordingly R ± = { α : j > 0 or j = 0, α > 0}. We add α 0 = [−θ, 1] to the set of simple roots and denote the completed Dynkin diagram by Γ.
The other affine extension of R is the twisted affine root system R ν formed by vectors α = [α,
We will frequently omit the super-index ν in the twisted case using the same notation R and α 0 as in the untwisted case, unless misunderstanding is not impossible. Also, the notation R will be frequently used for the sake of uniformity in the formulas stated for both settings.
The twisted completed Dynkin diagram Γ ν is obtained from Γ by adding short α ν 0 (−ϑ, to be more exact). One can obtain it from the completed Dynkin diagram from [Bo] for the dual system R ∨ by reversing all arrows.
The set of indices of the images of α 0 by all the automorphisms of Γ will be denoted by
We will use the same notation O for the orbit of α ν 0 in Γ ν . In the twisted setting the elements ω r for r ∈ O ′ are minuscule weights: (ω r , α ∨ ) ≤ 1 for all α ∈ R + . We set here and below ω 0 = 0.
2.3. Affine Weyl groups. In the twisted or untwisted case, they are generated by all s α for α ∈ R + ; we write W = s α , α ∈ R + . One can take the simple reflections s i = s α i (0 ≤ i ≤ n) as its generators and introduce the corresponding notion of the length (see below). Note that the only difference between the twisted and untwisted cases is in the definition of α 0 . We will add the super-index ν to emphasize (when necessary) that the twisted case is considered; for instance, W ν = s α , α ∈ R ν + denotes the twisted affine Weyl group. Given α = [α, j] and a ∈ P ,
. These formulas do not depend on the setting, twisted or untwisted. We extend the form (·,
Thus one can use the inner product ( z, α ∨ ) in (2.3) instead of (z, α ∨ ). The group W is the semidirect product W ⋉Q ∨ of its subgroups W = s α , α ∈ R + and Q ∨ in the untwisted setting and W ν = W ⋉Q in the twisted setting, where the elements of Q and Q ∨ act in R n+1 via the second formula in (2.3). For instance for α ∈ R,
By l( w), we mean the length of the minimal (reduced) decomposition of w in terms of simple reflections. It can be also defined as the cardinality ♯{λ( w)} of the λ-set of w :
In the twisted case, R ν must be used instead of R in the definition of the λ-sets. We will use that l(b) = 2(ρ, b) for b ∈ P and l(b) = 2(ρ, b) for b ∈ P ∨ . Using the uniform notation, l(b) = 2(ρ , b), where = ∅ in the untwisted case and = ν in the twisted case;ρ ν = ρ.
Extended Weyl groups.
We define W and W ν , correspondingly, as W ⋉P ∨ and W ⋉P acting in R n+1 via (2.3):
Given a ∈ P ∨ + , P + , let w a 0 be the longest element in the subgroup W a ⊂ W of the elements preserving a. This subgroup is generated by simple reflections. We set
where w 0 is the longest element in W, 1 ≤ i ≤ n. More generally, u a is the greatest element from W such that the decomposition a = π a u a is reduced, i.e. l(a) = l(π a ) + l(u a ); it can be defined in this way for any w ∈ W instead of a ∈ P + .
Recall that O is the orbit of α 0 or α ν 0 in Γ or Γ ν under the action of the group of its automorphisms. Also, O ′ def == O\{0} and π 0 = id; in the twisted setting O ′ is the set of indices of minuscule weights (coweights in the untwisted case). The elements π r = π ωr for the indices r ∈ O leave Γ invariant. They form a group denoted by Π, which is isomorphic to P/Q by the natural projection {ω r → π r } in the twisted case and by {ω ∨ r → π r } in the untwisted case. We set l(π r ) = 0, extending (2.5) to W . Switching to u r (r ∈ O ′ ), these elements preserve the set {−θ sht,lng } ∪ {α i , i > 0}; recall that ϑ = θ sht and θ = θ lng are taken in the twisted/untwisted cases.
The relations π r (α 0 ) = α r distinguish the indices r ∈ O. Moreover, one has
Here backepsilon is ν in the twisted case or ∅ in the untwisted case.
2.5. Classical Weyl groups. For A n , the nonaffine Weyl group is W = S n+1 . The standard one-line notation w = (w 1 , · · · w n+1 ) will be used for permutations; s ij = (ij) is the transposition of i and j, s i = s i i+1 for 1 ≤ i ≤ n. We will also switch to w(k) = w k when it is convenient.
For the other classical root systems, using the permutations with signs is standard. We represent W = {w = (w i ) : 1 ≤ i ≤ n}, where (|w i |) is a permutation of the set of {1, 2, . . . , n}. The signs of w i can be arbitrary for B n , C n and the total of negative w i must be even for D n (n > 3). They are composed naturally; namely, we interpret such w as transformations {ǫi → ǫw i : 1 ≤ i ≤ n} of the set {±i : 1 ≤ i ≤ n}, where ǫ = ±1.
For instance, w 0 = (n+1, . . . , 1) for A n , w 0 = (−1, . . . , 2−n, −n, 1−n) for D n with odd n, and w 0 = (−1, −2, . . . , −n) otherwise.
The simple reflections are s i for i < n for A n , s n = (1, 2, . . . , n − 1, −n) for B n , C n and s n = (1, 2, . . . , n − 2, −n, 1 − n) for D n (n > 3).
We will also use the formulas for the fundamental weights and θ lng,sht following the notation from [Bo] . Recall that ω 1 , ω n , ω n−1 are minuscule for D n (n ≥ 4) and all fundamental roots are such for A n . For B n , C n , the set O ′ is correspondingly {1}, {n} in the untwisted case and {n}, {1} for the twisted setting.
For 1 ≤ i ≤ n, let us list the stabilizers
: {(ζ j |w j | for j ≤ i + 1 = n}, where ζ j = 1 except for ζ j = −1 when j = n or |w j | = n.
Extremal dag-polynomials
Let Z q [X b , b ∈ P ] be the algebra of Laurent polynomials in terms of X b satisfying X b+c = X b X c with the coefficients in Z q def == Z[q, q −1 ]. The construction below is for formal q, but one can substitute any q = 0 (including roots of unity). In contrast to the previous considerations, where P and P ∨ were used depending on the setting, The indices of X b will be always from the lattice P for both, the twisted and untwisted settings.
Instead of giving in this section the definition of E-dag polynomials and then restricting ourselves to their extremal parts, we will introduce the latter directly using mainly Proposition 2.5,(i) from [CO1] . Section 7 contains a systematic approach via general E-polynomials.
3.1. The T-operator. We set
where the latter formula generally may require fractional powers of q.
To establish a connection with [CO1],
given by (2.37) there and naturally extended to i = 0. Note that the inequalities in (3.2) are opposite to those in (2.37) due to applying * , which sends
, which is needed for i = 0: For any reduced decomposition w = π r s i l · · · s i 1 , where r ∈ O and l = l( w), the product T Due to the multiplier q (ρ ,b) in (3.4), X b will have the coefficient 1 in E † b . And this is the only way to obtain monic monomials in E † b , which can be observed using the same argument.
The fact that X b is a unique monomial in E † b with the coefficient that is not q m for m < 0 can be seen using the limit of the extremal part of the nonsymmetric Macdonald polynomial E b (X; q, t) for b ∈ P − upon t → ∞ and q → ∞. Here one can involve, for instance, the general theory of Matsumoto spherical functions, corresponding to the limit q → ∞ of the E-polynomials (see [Ch3] 
Then the definition of E † b for b ∈ P − can be rewritten as follows:
This formula readily gives that E † b contains the monomial X b (with the coefficient 1) and it occurs only for X b , as it is stated in the theorem. Indeed, we can always pick X b when applying (3.5) due to the fact that the nonaffine parts of all α j are negative (so their affine extensions are strictly positive integers). Then q (ρ ,b)ρ (X b ) = X b and there will be always nontrivial powers of q for any other choices.
Let us check (3.7). Generally, the G-operators extend
hold, so we can we extend T ♮ i themselves:
(3.8)
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Thus T ♮ α are given by formulas (3.5) upon q → q −1 and for inequalities from (3.2), i.e. opposite to those in (3.5). The following is straightforward:
Then we move w 0 to the right using that w 0 (ρ ) = −ρ , which implies that the automorphism −w 0 transforms π ρ = π r s i l · · · s i 1 to another reduced decomposition of π ρ . The product of T ♮ in (3.9) does not depend on the choice of the reduced decomposition; thus (3.7) is checked.
3.3. Total additivity. The following is the key in establishing the connection to the PBW-filtration.
Theorem 3.2. For arbitrary b, c ∈ P + (we say, totally), the additivity of the extremal dag-degrees holds :
e (b + c, w) = e (b, w) + e (c, w), where w ∈ W and (as above) backepsilon means ν in the twisted case and ∅ in the untwisted case.
Proof. We will expand the argument that provided the pure q-powers in the expansion from (3.4). The process of applying consecutive T ♮ i when calculating T (M b ) for b ∈ P − is either by adding s α i (q m X d ) for any existing monomial q m X d , or annihilating it or leaving it unchanged. Using the passage to q = 1, as when establishing (3.4), we obtain that for each a ∈ W (b), there exists a unique a • ∈ W (b) and a unique sequence of selections of either s ip (q m X d ) or q m X d from the first line of (3.2) at each s ip in π ρ = π r s i l · · · s i 1 satisfying (α ip , d) < 0 such that the resulting monomial from T (X a• ) is nonzero and proportional to X a . Recall that the places where
The inequalities (d, α ip ) < 0 from (3.2) and i = i p can be recalculated to the form (b, β) < 0 for proper β ∈ R + (depending on the particular step and the previous selections). This root β must be positive. Indeed, if it is not, then (b, β) = 0 since b ∈ P − . Note that if (b, β) = 0, then we can pick an arbitrary term (from two) in the first line of (3.2) in this case (they coincide), so the procedure is uniform for (b, β) ≤ 0.
Assuming now that (b, α) < 0 for all α ∈ R + , we see that this sequence of selections is uniquely determined by u, w ∈ W such that u(b) = a • , w(b) = a. We conclude that if the resulting monomial is nonzero for one b, then it is nonzero for all b ∈ P − including those from the boundary of the negative Weyl chamber.
Finally, the resulting coefficient of X a is the product of the (negative) powers of q calculated at all elements s 0 in the reduced decomposition of π ρ where the term s 0 (q m X d ) was selected. Obviously, its q-degree is a linear function of b ∈ P − , which proves the required additivity. This leads to an algorithm of finding q-degrees, which we hope to discuss in further works.
Proposition 2.5 from [CO1] can be extended to prove the following stronger version of Theorem 3.2 based on the exact analysis of the elements a • = u(b) that appeared in its proof. It is not too difficult to obtain the formulas for e(b, w) for antifundamental weights b = −ω i for classical root systems; their calculation is based on a relatively straightforward induction with the respect to l(w) (to be continued in further works). The formulas for the exceptional root systems were calculated mainly using computers; they are long for E 7,8 . We provide them for G 2 , F 4 and (partially) for E 6 .
3.4. The case of A n . All fundamental weights are minuscule for A n (g = sl n+1 ) and we do not actually need the T-operator to calculate E † −ω i . One can directly send t → ∞ in following special case of the Haiman-Haglund-Loehr formula [HHL] for E-polynomials. The variables x i (1 ≤ i ≤ n + 1) correspond to ε i from the A n -table from [Bo] .
Proposition 3.4.
where ♯ is the cardinality of a set and x J = i k=1 x j k . Proof. To prove the formula (3.10) we fix a number k ≤ min(i, n + 1 − i) and look at the coefficient in E −ω i of the monomial
(we note that n i (J) = k, since n−k + 2 ≥ i+ 1). We use Theorem 3.5.1 (formula (26)) of [HHL] to compute this coefficient; the notation is from this paper. The composition µ in our case is simply (0, . . . , 0, 1, . . . , 1) with i units. Let us denote the entries of a filling σ of µ by σ i , . . . , σ 1 from left to right. We want to find all non-attacking σ such that x σ = x J . They are given by
Therefore the summation in the (special case of the) HHL formula runs over the permutation group S i−k ; for a permutation g, we set σ k+i = g(i). For any g ∈ S i−k and the corresponding σ, one has maj( σ) = 0 and coinv( σ) is the number of inversions in g (here σ is the augmented filling). The factor
for any such g. We thus obtain that the coefficient of
.
To complete the proof of the proposition, we recall the invariance of E −ω i with respect to the action of the product of symmetric groups S i × S n−i+1 .
As an immediate application,
where b = −ω i , c = w(b ) and n(−b, w) depends only on b − c (see the next subsection). The calculation of E † −ω i for A n is simple to perform using directly (3.4) and this approach can be extended to any classical root systems. We will discuss a systematic combinatorial theory of the operator T and the calculations for the fundamental weights elsewhere.
Kostant q-partition function
In this and the next section we switch from using b, c ∈ P to the standard λ, µ ∈ P in the Lie theory. The main reason of this split of notation is that b is mainly antidominant in the theory of Macdonald polynomials, which corresponds dominant λ in what will follow. Also, we used b to ensure the maximal compatibility with [CO1] (and quite a few other papers on the Macdonald polynomials).
The definition of the extremal q-degrees of Lusztig's q-analogous of Kostant partition function is as follows. Let n(λ, w) for λ ∈ P + and w ∈ W be the minimal number of terms in the decomposition of λ − w(λ) in terms of positive roots. In the twisted setting, we count long roots with multiplicity ν lng . Recall that ν α = (α, α)/2 and ν sht = 1. To avoid possible confusions we will frequently (but not always) use the notation n ν (λ, w) in the twisted case. Let us begin with considering some simple examples.
4.1. The case of reflections. In the untwisted setting, one has
except for G 2 and α = α 1 + α 2 or α = 2α 1 + α 2 (in the notation from [Bo] ). Let us check this. 
Due to the last inequality, (4.2) can be valid only for short α; moreover, all {β j } must be long and also the root system must be G 2 . For G 2 , n(λ, s α ) = (λ, α ∨ ) occurs due to the following relations:
Hence the exceptional cases are n(λ, s α ) = 2k + r when α = α 1 + α 2 or α = 2α 1 + α 2 and (λ, α ∨ ) = 3k + r, 0 ≤ r ≤ 2. Otherwise (4.1) holds.
The twisted setting. Now long roots are counted with multiplicity ν lng and (4.2) readily gives that n ν (λ, s α ) = (λ, α ∨ ) for any short α > 0. For long α > 0, let k be the number of long roots
then M must be smaller than (m − k)ν lng . As above, m is (λ, α ∨ ) reduced by the number of β j = α; so we assume that β j = α. We arrive at the inequality
which can hold (again) only in the case of G 2 . For G 2 , the exceptional cases are n ν (λ,
Finally, except for G 2 , the formula for n ν reads as
4.2. Maximal roots. Let us consider now λ = θ, ϑ (they are dominant). Then n(θ, w) = 1 and n ν (θ, w) = ν lng for the maximal long root θ, correspondingly, in the untwisted and twisted setting provided (w(θ), θ) > 0 and w(θ) = θ and excluding the case θ − w(θ) = 2α 1 + α 2 for twisted G 2 . Indeed, then θ − w(θ) is a long (positive) root due to (w(θ), θ) > 0 unless w(θ) = θ. When θ − w(θ) = 2α 1 + α 2 for twisted G 2 , one has 2α 1 + α 2 = α 1 + (α 1 + α 2 ) and n ν (θ, w) = 2 in this case. Switching here to the short maximal root ϑ and imposing the conditions (w(ϑ), ϑ) > 0 and w(ϑ) = ϑ (otherwise, n(ϑ, w) = 0), one obtains that n(ϑ, w) = 1 = n ν (ϑ, w) for any, twisted or untwisted, setting (including G 2 ). Indeed, ϑ − w(ϑ) is a short root in this case.
Let us impose now the opposite inequality (w(θ), θ) < 0 and check that n(θ, w) = 2. In this case, α = −w(θ) ∈ R + and θ −w(θ) = θ + α is a sum of two positive (long) roots; the latter can not be a (single) root due to the maximality of θ. If ν lng = 1 (i.e. R is not simply-laced), then θ +α cannot be a sum β +γ of two positive roots where β (one of them) is short, since otherwise (θ + α, θ + α) = 8ν lng = (β + γ) 2 ≤ 4 + 6ν lng . This gives that n(θ, w) = 2 in the untwisted case.
Continuing this argument, θ + α cannot be a sum of 3 positive short roots, since otherwise |θ + α| 2 ≤ 12. This gives that (w(θ), θ) < 0 results in n ν (θ, w) = 2ν lng in the twisted case except for G 2 . Similarly, the condition (w(ϑ), ϑ) < 0 results in n(ϑ, w) = 2 = n ν (ϑ, w) for both settings and including the root system G 2 . Indeed, if the difference ϑ − w(ϑ) is a single root then it must be short, which contradicts the maximality of ϑ among short roots.
The remaining cases are when (w(θ), θ) = 0 or (w(ϑ), ϑ) = 0. Let us check that n(θ, w) = 2 under the first equality in the untwisted setting. Indeed, θ − w(θ) is not a root since any sum/difference of two pairwise orthogonal long roots can not be a root; so n(θ, w) ≥ 2. It is obviously exactly 2 if w(θ) < 0.
If w(θ) > 0, then one can find β ∈ R + such that w(θ) + β ∈ R + and (w(θ) + β, θ) > 0. This gives that
′ and n(θ, w) = 2 in this case. We use here that the condition (w(θ), θ) = 0 simply means that supp(w(θ)), a connected set in Γ formed by the simple roots that occur in the expansion of w(θ), does not contain the simple roots (one or two) adjacent to α 0 ∈ Γ. Then we connect supp(w(θ)) with α 0 by a segment; the sum of the simple roots in this segment (excluding α 0 and supp(w(θ))) gives β.
Similarly, (w(ϑ), ϑ) = 0 implies n ν (ϑ, w) = 2 in the twisted case. First of all, this condition is empty for G 2 . Then ϑ = ε 1 for B n (n ≥ 2) and F 4 in the notation from [Bo] ; therefore ϑ−w(ϑ) is always a (single) long root or 2ε 1 in these cases (due to (w(ϑ), ϑ) = 0). Finally, ϑ = ε 1 + ε 2 for C n (n ≥ 2) and (w(ϑ), ϑ) = 0 if and only if w(ϑ) = ±(ε 1 −ε 2 ) or w(ϑ) = ±ε i ± ε j for i, j > 2, i = j. Thus ϑ − w(ϑ) is a single long root or a sum of two short positive roots for C n as well as for B, F .
We leave the consideration of λ = θ in the twisted setting and λ = ϑ in the untwisted setting to the reader (correspondingly under (w(θ), θ) = 0 and (w(ϑ), ϑ) = 0). We arrive at the following lemma.
Lemma 4.1. Let θ ′ be θ or ϑ; we will exclude the case of G 2 if θ ′ = θ in the twisted setting. Then
Similar direct analysis can be used for minuscule weights, which we will omit in this paper. This is directly related to the fact that PBWand dag-degrees coincide with n(ω, w) for minuscule ω and when ω = θ ′ (sometimes even for both, θ and ϑ), which follows from the formulas we provide below.
Extremal additivity.
Theorem 4.2. The additivity n(λ, w) + n(µ, w) = n(λ + µ, w) holds for arbitrary λ, µ ∈ P + and any w ∈ W for the following root systems:
Moreover, the total additivity (any w ∈ W, λ ∈ P + ) holds only for these root systems and twisted G 2 .
Proof. The counterexamples for the total additivity (the second part of the theorem) will be given below. Let us prove the first part.
We start with the case of A n . Then the positive roots are
where α i,i = α i are the simple roots. The Weyl group is equal to the symmetric group S n+1 . The fundamental weights are denoted by
It is convenient to pass from the sl n -weights to the gl n -weights. To this end, we define
Then we have λ 1 ≥ λ 2 ≥ · · · ≥ λ n and this is exactly the gl n -weight of the highest weight vector. We write
We note that α ij = ε i −ε j and therefore our task is as follows. We must write the right hand side of (4.5) as a sum of n-tuples, corresponding to α i,j , i.e. with 1 at the i-th place, −1 at the j-th place and zeros elsewhere, minimizing the number s of summands. Obviously, s equals the sum of nonnegative terms on the right-hand side of (4.5), which can be readily calculated:
Clearly, this expression is linear in m i 's, which gives the required. The C n -case. Let us fix pairwise orthogonal weights ε 1 , . . . , ε n . The positive roots of sp 2n are of the form ε i − ε j , i < j and ε i + ε j , i ≤ j. The fundamental weights are given by
Hence any weight λ = m 1 ω 1 + · · · + m n ω n can be presented as a Young
The Weyl group W contains all the permutations from S n as well as all sign changes ε i → −ε i . So we can represent each element of w ∈ W as a map from the set {1, . . . , n} to the set {1, . . . , n, −n, . . . , −1}. We want to prove that
This formula actually follows from that in the A 2n−1 -case. Namely, to any dominant sp 2n -weight λ = (λ 1 , . . . , λ n ), we associate the sl 2n -weight λ defined by adding n zeros after λ n . Also, given w ∈ W (the Weyl group of type C n ), we associate with it w from the Weyl group for sl 2n defined as follows. If
All other values of w are insignificant. Now assume that λ − w(λ) is decomposed as a sum of positive roots of sp 2n and the number of summands is the minimal one. Obviously the roots
can not appear in this decomposition simultaneously; otherwise they can be summed up to a single root. Therefore each ε j enters such decomposition (of minimal possible length) with the same sign (in the corresponding positive roots) and no cancelations occur. Now let us attach to the sp 2n -roots in the form ε i + ε j the sl 2n -roots ε i − ε 2n+1−j and to the sp 2n -roots in the form ε i − ε j the sl 2n -roots ε i − ε j . Then the minimal length decomposition of λ − w(λ) into a sum of sp 2n positive roots induces the decomposition of λ − w( λ) into a sum of positive sl 2n -roots.
In the opposite direction, a decomposition of λ − w( λ) induces a decomposition of λ − w(λ). Hence
Obviously, this expression is linear in terms of λ.
The twisted B n -case is similar to the untwisted C n -case. The twisted G 2 is actually similar to A 2 ; the shorts roots mainly appear in the minimal decompositions because long ones are counted with the multiplicity ν lng = 3. We will publish the details elsewhere.
4.4. Counterexamples to additivity. Addressing the second part of the theorem, let us provide the examples when n(λ, w) + n(µ, w) = n(λ + µ, w) for some w ∈ W, λ, µ ∈ P + ; (4.6) then this inequality can be only in the following direction: n(λ, w) + n(µ, w) > n(λ + µ, w).
For untwisted B 3 in the notation from [Bo] , one can take
Here all A[. . .] are positive roots and therefore n(λ, w) < n(ω 1 , w) + n(ω 3 , w). Using the standard embeddings, this provides counterexamples for all untwisted B n (n > 3) and untwisted F 4 .
For twisted C 3 (i.e. that with n ν ), let λ = ω 1 + ω 3 and w = w 0 . Then
where A[. . .] are all positive short roots and n ν (λ, w) < n ν (ω 1 , w) + n ν (ω 3 , w). This automatically provides examples of (4.6) for all twisted C n (n ≥ 3) and twisted F 4 . Note that ω 1 − w(ω 1 ) = A[221] is a (single) long root, so it is counted as 1 in the untwisted setting; so the equality n(λ, w) = n(ω 1 , w) + n(ω 3 , w) holds in the untwisted case for this λ.
In the case of D 4 , let λ = ω 3 + ω 4 , w = w 0 . Then
where A[. . . .] are positive roots. This gives examples of (4.6) for any D n (n ≥ 4) and E 6,7,8 .
For untwisted G 2 , let λ = c 1 ω 1 + c 2 ω 2 . The simplest weight when
, which gives n(λ, w) = 5. However, ω 1 −w(ω 1 ) = A[10]+A[32] and ω 2 −w(ω 2 ) = 2A [32] , which makes the right-hand side of (4.10) equal to 6. For w = s 2α 1 +α 2 , one has
4.5. Fundamental weights. It is not difficult to calculate n(λ, w) for fundamental weights λ = ω i (1 ≤ i ≤ n) and the corresponding minimal decompositions of ω i − w(ω i ) for the classical root systems (for any w ∈ W ).
We represent w ∈ S n+1 as permutations w = (w j , 1 ≤ j ≤ n + 1) and use the permutations with signs w = (w 1 , · · · , w n ) for w ∈ W in types BCD. Recall that (|w i | : 1 ≤ i ≤ n) is a permutation of {1, 2, · · · , n}; the signs of w i can be arbitrary for B n , C n and with even number of minuses for D n .
We use ♯{ . } for the number of elements of a given set and . for the integer part. The formulas below for a i (w) and (later) a i (w) will depend only on the left coset wW i , where
A n : a i = ♯{j ≤ i : w j > i} for 1 ≤ i ≤ n; (4.12) B n : a 1 = 2 if w 1 = −1, a 1 = 1 if |w 1 | > 1 and 0 otherwise, (4.13)
D n : a 1 = 2 if w 1 = −1, a 1 = 1 if |w 1 | > 1 and 0 otherwise, (4.15)
(1 if w n = −n) + ♯{j < n : −n < w j < 0} /2 , a n = (♯{1 ≤ i ≤ n : w j < 0})/2 .
In the twisted setting (we mark it by ν), let B ν n : a i = ( ♯{j ≤ i : w j > i or w j < 0} ) ν i for 1 ≤ i ≤ n; (4.16) C ν n : a 1 = 2 if w 1 = −1, a 1 = 1 if |w 1 | > 1 and 0 otherwise, (4.17) a i = ♯{j ≤ i : w j > i or w j < 0} for 1 < i < n, a n = ♯{1 ≤ j ≤ n : w j < 0} plus 1 if this ♯ equals 1.
Proposition 4.3. Defining γ via formulas (4.12)-(4.17), one has n(ω i , w) = a i (w) = (γ w , ω i ) for 1 ≤ i ≤ n, where these numbers depend only on the left coset wW i .
Corollary 4.4. For the classical root systems satisfying the total additivity of n(λ, w) (twisted or untwisted) listed in Theorem 4.2, one has n(λ, w) = (γ w , λ) for any λ ∈ P + .
The PBW filtration
The Kostant q-partition function obviously gives the graded PBWcharacters of the Verma modules (calculated from the highest vectors). It is linked to the nil-DAHA and dag-polynomials as well, but it will be not discussed in this paper. We switch in this section to the finitedimensional representations of simple Lie algebras, which is the key in the PBW-E † correspondence.
5.1. General setup. Given a root system R, let g be the corresponding simple Lie algebra with the Cartan decomposition g = n ⊕ h ⊕ n − and the Weyl group W . We fix the Borel subalgebra b = h ⊕ n and the Cartan basis f α of n − , α running through the set of positive roots. For a dominant integral weight λ, let V λ be the corresponding irreducible g-module of highest weight λ with highest weight vector v λ . In particular, V λ = U(n − )v λ . The PBW filtration on the universal enveloping algebra U(n − ) induces the increasing PBW filtration on V λ :
The associated graded space is denoted by V a λ . V a λ is naturally a cyclic representation of the symmetric algebra S(n − ) coming from the action of n − , since f α F s ⊂ F s+1 , as well a representation of the Borel subalgebra b because b preserves each F s . These two actions are combined in the action of the degenerate Lie algebra g a (see [F1] ). The spaces V a λ are naturally graded:
For a vector v ∈ V a λ (s), we say that the PBW degree of v is equal to s; the PBW degree of a vector w ∈ V λ equals s if w ∈ F s \ F s−1 .
Let us consider λ = θ as an example. The highest weight representation V θ is isomorphic to the adjoint representation. In particular, the highest weight vector v θ is e θ and the lowest weight vector is f θ . We note that ad(f θ ) 2 e θ is proportional to f θ . Since V θ = U(b)f θ and the PBW filtration is b-invariant, the maximal PBW degree of a vector in V θ is two. This agrees with the considerations of Section 4.2.
The following facts about the representations V λ will be used below:
(1) For any dominant weights λ and µ, there exists an embedding of g-modules V λ+µ → V λ ⊗ V µ sending a highest weight vector v λ+µ ∈ V λ+µ to the tensor product of highest weight vectors v λ ⊗ v µ . (2) For any w ∈ W , there is only one way to decompose the extremal weight w(λ + µ) into a sum of a weight of V λ and a weight of V µ . Namely, this decomposition is nothing but w(λ + µ) = w(λ) + w(µ). (3) The weight subspace of V λ is one-dimensional for the weight w(λ) and any w. We fix a vector v w(λ) in this subspace.
5.2. Extremal PBW degree. We will restrict ourselves to the extremal vectors only, which correspond to considering the extremal Edag polynomials above. The extremal PBW degree d(λ, w) is the PBW degree of the vector v w(λ) defined in the previous subsection. Aiming at the total additivity of d(λ, w), let us begin with the following inequality.
Proof. Let γ 1 , . . . , γ N be a sequence of roots from R + such that
Let us prove that d(λ+µ, w) = d(λ, w)+d(µ, w). We will use the following notion of essential collections due to Vinberg; see [V] , [Gor] , [F2] . First, we order the set of positive roots in a sequence β 1 , β 2 , . . . , β N in such a way that if β i > β j then i < j. A collection will be a sequence σ = (λ; p β 1 , . . . , p β N ), where λ is a dominant weight and p β i ∈ Z ≥0 (we will call them exponents). To such σ, we attach a vector
Second, we introduce a total ordering in the set of collections with fixed λ (we only compare collections with coinciding λ). For a collection σ, let
For example, a 1 (σ) is the sum of all p i in (5.1). Then we order collections lexicographically via a i 's, i.e. σ > τ if a 1 (σ) > a 1 (τ ) or if a 2 (σ) > a 2 (τ ) when a 1 (σ) = a 1 (τ ) and so on.
In particular, if σ is essential, then the PBW-degree of the vector v(σ) equals exactly a 1 (σ), i.e. is the sum of all exponents p β i .
Theorem 5.3. (i) For the component-wise addition of collections (including λ), the essential collections form a semigroup, i.e. if σ and τ are essential then so is σ + τ .
(ii) The total additivity for dominant λ, µ holds:
Proof. Part (i) is the key here; this is due to Vinberg (see [V] , [F2] ). To justify (ii), let σ and τ be essential collections such that
Then σ + τ is essential and therefore v(σ + τ ) does not vanish in the PBW-graded module. This results in d(λ + µ, w) = d(λ, w) + d(µ, w).
Fundamental modules.
The numbers d(λ, w) are completely determined by the values of the PBW degrees in fundamental representations due to Theorem 5.3. We will compute such values for types A, C (in this subsection), and then for D, B and G 2 .
Type A. Let g = sl n , w ∈ S n and let λ = ω k be a fundamental weight. We claim that
In particular, it gives that d(ω k , w) = n(ω k , w), where n(λ, w) is defined via the q-Kostant function. Moreover, d(λ, w) = n(λ, w) for all λ and w since d(λ, w) and n(λ, w) are both additive in λ.
Recall that the fundamental module V ω k is isomorphic to the wedge power Λ k (V ), where V is the n-dimensional vector representation of sl n . Let e 1 , . . . , e n be the standard basis of V . Then the space V ω k has a basis e J labeled by the subsets J ⊂ {1, . . . , n}, consisting of k elements. Namely,
We set
It is easy to see that e J ∈ F deg k , but e J / ∈ F deg k −1 (i.e. the PBW degree of the vector e J in V ω k is exactly deg k J). Now it suffices to use that the extremal vector v w(ω k ) is proportional to e w(1),...,w(k) , which gives (5.2).
Type C. Let g = sp 2n , w ∈ W and let λ = ω k be a fundamental weight. Recall that the Weyl group of type C contains the permutation group S n as well as all sign changes ε i → −ε i . We claim that
The proof can be either deduced from [FFL2] or directly via the embedding sp 2n ⊂ sl 2n . As in type A, we obtain that d(λ, w) = n(λ, w) for all λ and w.
Types D and B.
For the type D, let ω 1 , . . . , ω n be the set of fundamental weights of so 2n . We fix a basis e 1 , . . . , e 2n of the vector representation V ω 1 of so 2n . In the following we always assume that the orthogonal algebra so 2n is defined as the Lie algebra of the Lie group leaving invariant the symmetric form on C 2n defined by the 2n × 2n-matrix in the basis e For a n × n matrix A, let A τ be the transpose of a matrix with respect to the diagonal given by i + j = 2n + 1, i.e. A τ = (a τ i,j ) with the entries a τ i,j = a 2n+1−j,2n+1−i for A = (a i,j ). The Lie algebra so 2n can be then described as the following set of matrices:
with the Cartan subalgebra being h = diag(t 1 , . . . , t n , −t n . . . , −t 1 ) and the Borel subalgebra the upper triangular matrices in the presentation above.
Recall that V ω 1 is the 2n-dimensional vector representation of so 2n and one has V ω k ≃ Λ k (V ω 1 ) for 1 ≤ k ≤ n − 2. Also, the extremal vectors in V ω k , k = 1, . . . , n − 2 are the wedge products of the basis vectors e i . We have the following proposition:
Proposition 5.5. Let k = 1, . . . , n − 2. Then the PBW degree of the extremal vector v w(ω k ) (w ∈ W ) equals the q-Kostant degree n(ω k , w) unless there exists a subset I ⊂ {1, . . . , k} such that ♯{I} = 2s + 3 for s ≥ 0 and
In the latter case d(ω k , w) = n(ω k , w) + 1.
Proof. Using the explicit realization of the orthogonal algebra given above, one easily checks that generally the shortest possible monomial f β 1 . . . f βm such that β i = ω k − w(ω k ) (β i are positive roots of so 2n ) acts nontrivially on the highest weight vector. Let us show that (5.3) describes exactly the cases where we need to use one additional root vector.
Let I ⊂ {1, . . . , k} and
To simplify the notation, let I = {1, . . . , m} (rename the indices in the general case). Then the shortest monomial in terms of f β 's changing the highest weight ω k (that of v ω k ) to the weight of u can be represented as follows. In terms of the standard matrices E pq = (a ij = δ ip δ jq ), it is
for a proper permutation σ ∈ S m . It is easy to see that the result of application of (5.4) to the highest weight vector e 1 ∧ · · · ∧ e k vanishes for odd m. However, the vector u can be reached in this case by using one additional positive root. Namely, for I = {1, . . . , m} (as above), we begin with applying E k+1,1 − E 2n,2n−k to the highest weight vector and then continue using the shortest possible sequence (in the q-Kostant sense) as in (5.4).
The representations V ω n−1 and V ωn are exceptional; they are spin representations (see [FH] , Lecture 20). The following proposition follows directly from their explicit realization.
Proposition 5.6. The PBW degree of the extremal vectors in the spin representations coincide with the q-Kostant degree.
Type B. The odd orthogonal case g = so 2n+1 is parallel to the even one. In particular, the fundamental representations V ω k , k = 1, . . . , n − 1 are the wedge powers of the vector representation and V ωn is the spin representation.
Proposition 5.7. The PBW degree of an extremal vectors v w(ω k ) in the fundamental representation V ω k of so 2n+1 coincide with the q-Kostant degree n(ω k , w) unless k = 3, . . . , n − 1 and there exists a subset I ⊂ {1, . . . , k} such that ♯{I} = 2s + 3 for s ≥ 0 and
e 2n+i−i .
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5.5. The system G 2 . Let α 1 , α 2 be the standard simple roots. The six positive roots are as follows:
We note that the ordering of the roots is fixed in such a way that if β i > β j then i < j. Such choice of ordering is important for the construction below.
≥0 consisting of collections (s i ) 6 i=1 subject to the relations:
It is proved in [Gor] that the set If k = 0, l = 1, then we have
Now it is easy to check that the PBW degrees of the extremal vectors in V a ω 1 and V a ω 2 coincide with the q-Kostant degrees from the table in subsection 6.2 in the untwisted case.
For instance, let w = (212121). Then the difference ω 1 − w(ω 1 ) = 4α 1 + 2α 2 equals β 1 + β 6 and f β 1 f β 6 is indeed an element of our basis for k = 1, l = 0. This justifies the value a 1 = 2 in the table Section 6.2. For ω 2 , ω 2 − w(ω 2 ) = 6α 1 + 4α 2 = 2β 1 and f 2 β 1 is in the basis for k = 0, l = 1, which matches a 2 = 2 in this table.
Let us consider the counterexample for the additivity of q-Kostant extremal degrees for G 2 from Section 4.4. Let λ = 2ω 1 + ω 2 and w = w 0 . Then λ − w(λ) = 14α 1 + 8α 2 = 4β 1 + 2β 6 . Taking the values s 1 = 4, s 6 = 2 and s 2 = s 3 = s 4 = s 5 = 0 in (5.5) for k = 2, l = 1, the PBW degree of the extremal vector corresponding to w 0 equals 6, while the q-Kostant degree is 5.
Extremal dag-degrees
Let us list the modifications of formulas (4.13), (4.15), (4.17) necessary for the extremal dag-degree vs. a i = a i (w) for the Kostant q-partition function.
6.1. Classical root systems. First of all, no modifications are necessary for the classical root systems covered by Theorem 4.2. In the cases of untwisted B 3 and D 4 , no modifications are needed as well at level of fundamental weights, though the numbers n(λ, w) do not satisfy the total additivity for these root systems. We set B n (n ≥ 4) : a i = a i + 1 for 3 ≤ i ≤ n − 1 provided (6.1) |w j | ≤ i for j ≤ i and ♯{j ≤ i : sgn(w j ) = −1} = 3 + 2s(s ∈ Z + );
D n (n ≥ 5) : a i = a i + 1 for 3 ≤ i ≤ n − 2 provided (6.3) |w j | ≤ i for j ≤ i and ♯{j ≤ i : sgn(w j ) = −1} = 3 + 2s(s ∈ Z + ).
The numbers a i (w) as well as a i (w) depend only on w mod W i , i.e. on the coset wW i . Note that the only difference between these three cases is in the range 3 ≤ i ≤ n − 1, n, n − 2 of the indices i; the increase from a i to a i is always by 1 in the exceptional cases listed above. For the sake of uniformity, we will use the notation a i for the coefficients a i that are not included in (6.1-6.3), i.e. remain unchanged. Sometimes (not always) we will use the notation a ν i in the twisted case, as in (6.2).
Theorem 6.1. (i) For any classical root systems under twisted or untwisted setting, the dag-degrees of for any λ ∈ P + are e ν (λ, w) = ( γ ν w , λ), e(λ, w) = ( γ w , λ), where
for the coefficients a i defined above ( means ν or ∅ in the twisted or untwisted cases).
(ii) For any classical untwisted root systems, e(λ, w) = d(λ, w) for all λ ∈ P + and w ∈ W , which follows from Theorem 5.3 and the calculations of the PBW-degrees for the fundamental representations performed in the previous sections.
6.2. The case of G 2 . Next, let us provide γ w , γ ν w and γ w , γ ν w for G 2 in the untwisted and twisted cases. In the untwisted case, γ w = γ w for all w. Note that γ ν w = γ ν w in spite of the total additivity for n ν (λ, w) for twisted G 2 .
The untwisted coefficients a i (w) (i = 1, 2) are given in the 4th column in the table below; the twisted coefficients a ν i (w) are in the 5th (for R ν ) and their tilde-corrections a ν i (w) are in the last column. The elements w from W (the dihedral group of order 12) will be presented simply using their reduced decompositions w = s i l · · · s i 1 , where l = l(w).
We mark the changed values from a ν i (w) to a ν i (w) by star; such changes affect only ω 2 (the second value) and do not occur for the untwisted G 2 .
The table of a-coefficients for G 2 : 
e(λ, w) = ( γ w , λ) and e ν (λ, w) = ( γ ν w , λ) for any λ ∈ P + . (6.5) For untwisted G 2 , e(λ, w) = d(λ, w) for any λ ∈ P + , w ∈ W .
Let us provide (computer-generated) formulas for the deviations of the dag-degrees for F 4 and E 6 vs. those calculated on the basis of the Kostant q-partition function. We set A[i] = X α i for 1 ≤ i ≤ n; accordingly,
For a given fundamental weight ω i , let (6.6) where W i = W ω i is the centralizer of ω i . Recall that the dag-degree e(λ, w) depends only on w(λ), so the summation here is over W/W i . Only singular monomials in E † i are considered in the following two subsections i.e. those with q-degrees different from the corresponding ones obtained via the Kostant q-partition function. The notation will be E ‡ i for such singular subsums (1 ≤ i ≤ n). The singular monomials are of obvious interest since they describe (proven for ABCD and G) the extremal weights λ in the untwisted gmodules V ω i ∋ v =vac such that α f α (v) = 0 for the shortest possible sequence {α ∈ R + } satisfying ω i − λ = α.
Accordingly, we provide the corresponding singular extremal terms of the Kostant q-partition function, namely the polynomials
All monomials with e(ω i , w) = n(ω i , w) are counted in K sing i , since the inequality can be only in this direction: e(ω i , w) > n(ω i , w).
6.3. The system F 4 . We begin with the twisted singular sums E ‡ for F 4 ; to avoid any misunderstanding we put ν . The results of our computer calculations are as follows: 
Finally, ( E
Untwisted F 4 .
One has: Finally, E ‡ 4 = 0 = K sing 4 . See the Appendix for the complete list of (computer-generated) E † i for the twisted and untwisted F 4 . 6.4. Singular monomials for E 6 . We will omit in this paper the complete list of E † -polynomials in this case (known for E 6,7 ) and will provide only the subsums of the singular monomials, E ‡ , i.e. those with q-degrees different from the corresponding ones obtained via the Kostant q-partition function.
First of all, E ‡ i = 0 = K sing i for i = 1, 2, 6. For the other i , the results of our calculations are as follows. .
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The corresponding K is obtained from E ‡ 5 when q 4 in the denominators is replaced by q 3 .
Generalizations, perspectives
Following [CO1], we will provide in this section the definition of the full dag-polynomials (not only their extremal parts). We begin with the general nonsymmetric Macdonald polynomials E b (X; q, t); see [Op, Ma, Ch1] . The twisted and untwisted settings will be considered; accordingly, we set = ν and = ∅ as above. We note that paper [CO1] is written in the twisted setting, but the untwisted case is parallel. 7.1. Nonsymmetric polynomials. The affine Demazure-Lusztig operators are
. We note that only the formula for T 0 involves q :
, where
For W ∋ w = π r s i l · · · s i 1 , where l = l( w), the element T w = π r s i l · · · s i 1 does not depend on the choice of the reduced decomposition of w. For the sake of uniformity, letP be P in the twisted case (for = ν) andP = P ∨ in the untwisted case ( = ∅).
depends only on b − c and (following Bernstein-Zelevinsky-Lusztig) this can be used to define Y b for any b ∈ P . We set ρ = ρ for = ∅ and ρ =ρ for = ν.
For generic parameters q, t, the nonsymmetric polynomials (also called
can be defined as eigenfunctions of the operators Y a (a ∈P ). This fixes them uniquely up to proportionality. More explicitly,
where u b ∈ W is the element of minimal length such that For
. We will also use ι(b) = b ι = −w 0 (b) and will extend this automorphism to R n+1 as follows:
. . , n under the action of the automorphism −w 0 extended to the completed Dynkin diagram Γ by the relation α ι 0 = α 0 . We naturally set s
One has:
we will use ≻ when the inequality is strict in the Bruhat order. The polynomials E b are normalized by the condition
Generalizing formula (2.54) from [CO1],
Recall that ρ ν =ρ (when = ν, i.e. in the twisted case).
7.2. Bar-and dag-polynomials. We define them as follows:
See [CO1] for the justification of their existence (minor modifications are needed in the untwisted case). Here the theory of DAHA and nil-DAHA is the foundation (as well as in the general theory of Epolynomails).
We will use T i Then (7.6 ) results in the following generalization of (2.50) from [CO1] to the case of arbitrary b (not only antidominant).
Proposition 7.1. For b ∈ P , let c ∈ P be any element such that
where (q m X b ) * = q −m X −b and {ǫ p } are defined as follows in terms of the sequence
, and so on, (7.10) from (3.6) representing λ(π c ). We pick ǫ p = ′ if the nonaffine component of u . Thus the necessary t-degree is
We will omit the details (see [CO1]). We note some connection of the t-degrees in (7.11) with the expansion of the µ-function, the kernel serving the nonsymmetric Macdonald polynomials and related to the q-Kostant function, analyzed in certain cases in [Ion2] (see his D λ ).
To obtain the second formula in (7.9), we use that
7.3. The extremal parts. Let E b and E † b be the extremal parts of E b and E † b , i.e. the subsums of the terms C a X a , where C a ∈ Z[q ±1 ], for a ∈ W (b) such that a b, i.e. those satisfying (7.5).
The polynomial E b is simply a b X a (Proposition 2.4 from [CO1]). It results from the formula
and T ′ w for w ∈ W (or any w ∈ W ) is defined using the homogeneous Coxeter relations for T ′ i , which readily follow from the fact that T 
X a , where (X b + ) here can be performed by induction or using the connection between the nil-Hecke algebras and the Bruhat order. We will need below the following variant of this calculation.
Lemma 7.2. For b ∈ P + and u, v ∈ W such that l(uv) = l(u) + l(v),
for the Bruhat order ≥ and the ordering from (7.5).
The polynomials E † b are significantly more involved than E b , but they can be linked to the latter via the following extension of formula (3.7). (7.14) where
If ǫ p = ∅ for some p in (7.14), then there can be generally negative terms upon applying the corresponding T j ι p ; subtract X b from (7.12) to obtain the formula for T i (without ′). Therefore the argument that proved Theorem 3.1 can not be immediately used to establish that all nonzero coefficients of E † b are in the form q −m for m ≥ 0. This actually holds true for any b ∈ P , but the justification is more involved; it is based on the method used in the proof of Theorem 3.1 and formula (2.52) from [CO1] and will be not discussed here. However the following application of (7.14) is straightforward. 
, where the summation is over w ∈ W such that l(w) = l(w The simplest case of the proposition is when I = Γ and u b = w 0 . Then c = 0 and u c =id= π c ; we obtain that E † b = X b for regular dominant b, which of course holds for any b ∈ P + (not only regular) due to (7.5).
If I = ∅ then u b =id and b ∈ P − . This case is covered by Theorems 3.1,3.2; here c =ρ . We note that the monomials X a for a b can be missing (with zero coefficients) in E associated with I a and I b "intersect" exactly by the image of the E-dag polynomial corresponding to I a ∪ I b (if the latter set contains no segments).
The best way to justify this is by using (7.15) for u b ι = i∈I s i . Let us take one s i• here for the sake of definiteness; then formula (7.15) and Theorem 3.3 result in 
where the left-hand side is 7.4. The affine conjecture. Let g be the Kac-Moody algebra associated with R , b + and n + its Borel subalgebra and its nilpotent subalgebra. Following Conjecture 2.7 from [CO1], we will consider only the simply-laced cased. Thus = ∅ and g = g[z, z
−1 ] ⊕ Cc with the standard central element c and the commutator; g is the simple Lie algebra associated with R.
Given
It is generated by the vacuum vector v • defined with respect to b + , i.e. satisfying n + (v • ) = 0.
The Demazure module D b is the following b + -module: without δ(v) ), the following formula is due to [San, Ion1] :
As a matter of fact, b can be taken in (7.18) from P and any twisted root systems is allowed here.
Restricting ourselves to the W -extremal vectors (their d-grading is zero), the conjecture states that q −b,w) , which was proven above for all classical root systems in the untwisted setting (including B, C) and G 2 . We do not suggest any affine conjecture(s) apart from the ADE-systems in this paper, though the theory of PBWfiltration seems quite doable in the twisted setting.
7.5. The systems A 1 −A 3 . We generally do not have systematic tools for calculating the PBW-filtration in the Kac-Moody case. However this can be done in sufficiently small examples. We note that Conjecture 7.5 can be checked partially, since it implies certain inequalities (sometimes strong enough) for the q-degrees of C † c (b) vs. C c (b). These inequalities were checked numerically in quite a few cases.
The examples provided below are of theoretical nature; the PBWcalculations were performed using the explicit realization of the level one Demazure modules (see [CL] , [FoL] ).
The case of A 1 . Then the E-polynomials E † -polynomial can be computed explicitly (see e.g. formula (1.30
This proves Conjecture 7.5 in type A 1 (see e.g. [CL] for the character of the corresponding Demazure module). Indeed, the coefficient of X k corresponds to the character of the sl 2 -weight subspace of weight k of the Demazure module. The weight of the cyclic vector is exactly −n , which corresponds to the term X −n at j = 0. It is easy to see that the PBW-degrees of all vectors of the sl 2 -weight equal to (−n + 2j) are j . Therefore it suffices to note that the q-binomial coefficient (7.19) where CT=Constant Term. The character for d(v) + δ(v) equals
Let us provide the full bi-character at zero-level of D −2θ corresponding to the weight function
It does coincide with (7.20) when τ = q. We do not have any general conjectures concerning the full bi-characters of level-one Demazure modules.
Examples for A 3 . Let us list the full bi-characters (for q d(v) τ δ(v) ) and the corresponding E-polynomials for small b in the case of A 3 , namely, for b = −2ω 1 , b = −ω 1 − ω 3 and b = −ω 1 − ω 2 . We set
The case of b = −2ω 1 . The full bi-character equals
Upon the substitution τ → q , the bi-character becomes E † b | q →q −1 here and below. Let us provide the corresponding E-polynomial (we use SAGE software for this and the next two E-polynomials):
Setting here and below t → ∞ and q → q −1 , one obtains the bicharacter where τ = q.
The case of b = −ω 1 − ω 3 . The full bi-character equals
The case of b = −ω 1 − ω 2 . The full bi-character equals
(1−qt) 3 (1+qt)
Appendix: the system F 4
Let us provide formulas for the dag-polynomials in the untwisted and twisted cases of F 4 . Recall (6.6) and that .
