Algunos cálculos de K-grupos algebraicos by Moreno Ramírez, Juan José
UNIVERSIDAD DE EL SALVADOR
FACULTAD DE CIENCIAS NATURALES Y MATEMA´TICA
ESCUELA DE MATEMA´TICA
Trabajo de graduacio´n titulado
Algunos ca´lculos de K-grupos
algebraicos
Presentado por
Juan Jose´ Moreno Ramı´rez
Para optar al grado de
Licenciado en Matema´tica
Ciudad Universitaria, 23 de Noviembre de 2,017

UNIVERSIDAD DE EL SALVADOR
FACULTAD DE CIENCIAS NATURALES Y MATEMA´TICA
ESCUELA DE MATEMA´TICA
Algunos ca´lculos de K-grupos
algebraicos
Presentado por:
Juan Jose´ Moreno Ramı´rez
Para optar al grado de
Licenciado en Matema´tica
Bajo la direccio´n del
MSc. Gabriel Alexander Chicas Reyes
HACIA LA LIBERTAD POR LA CULTURA

UNIVERSIDAD DE EL SALVADOR
Maestro Roger Armando Arias
Rector
Dr. Manuel de Jesu´s Joya
Vicerrector Acade´mico
Ing. Nelson Bernabe´ Granados
Vicerrector Administrativo
Maestro Cristo´bal Rı´os
Secretario General
Licda. Beatriz Mele´ndez
Fiscal General
Licda. Claudia Marı´a Melgar de Zambrana
Defensora de los Derechos Universitarios

FACULTAD DE CIENCIAS NATURALES Y MATEMA´TICA
Lic. Mauricio Herna´n Lovo Co´rdoba
Decano
Lic. Carlos Antonio Quintanilla Aparicio
Vicedecano
Lic. Damarys Melany Herrera Turcios
Secretarı´a de Facultad
ESCUELA DE MATEMA´TICA
Dr. Jose´ Nerys Funes Torres
Director
MSc. Alba Idalia Co´rdova Cue´lla
Secretaria

Dedicatoria
Reflexione´ muchas veces hacer mi dedicatoria, quiza´s no sea oportuno
decir el nu´mero de ocasiones pero aclaro que los desvelos, los viajes de San
Salvador hasta mi canto´n fueron de algu´n modo componiendo todas las pa-
labras que debı´an caber en este apartado muy personal e ı´ntimo. Quiero
dedicar la culminacio´n de este trabajo a la memoria de mi hermano O´scar
Manuel. ¿Que´ puedo decir de vos? ¡Absolutamente todo! Au´n siendo menor
que yo y, en la lo´gica, aparentemente era tu mentor o “ejemplo”, siempre
fuiste de admiracio´n. Nos convertimos en amigos y en co´mplices de mu-
chos logros junto con nuestra familia. Parezco un desquiciado escribiendo
esto como si pretendiera que lo fueras a leer, no obstante, las palabras que
aca´ residira´n dentro una biblioteca o que se´ yo, son palabras que siempre
escuchaste de mı´ y todo eso me hace sentir seguro. No hay tormento en
mi vida luego de tu ausencia, no estoy reprimido ni nada por el estilo. So-
lamente estoy triste, extrana´ndote junto con todos en casa. Eso es todo ac-
tualmente. Pero en mi interior existe siempre ese grito que no es revulsivo
sino ma´s bien amargo y lleno de terror de saber que no iba a estar con vos
jama´s. Todo esto me estruja, constituye la parte ma´s suceptible de mi vida.
He estado clı´nicamente deprimido y he aparentado hasta donde puedo la
estabilidad de mis emociones. Intente´ devolverme a la vida y quise´ iniciar
desde alguna condicio´n inicial pero los intentos han resultado equı´vocos
porque no quiero adaptarme. Con vos son˜a´bamos con celebrar mis logros
como e´ste y por tanto, te doy un homenaje lleno de respeto y de muchı´simo
amor a trave´s de cada ecuacio´n o razonamiento lo´gico que aca´ exista. Todo
es por vos y luchare´ junto con “los de la casa” como si nada hubiera pasado.
Lo digo con esperanza y todo el a´nimo del universo, pues, no le dare´ tregua
a lo que viene ni se la he dado; no le he dado ventaja de nada. Fuimos mu-
chos los afectados luego de tu muerte y eso habla de lo especial que fuiste.
A todos nos ensen˜aste a vivir con dignidad y darle la espalda a las incre-
dulidades de las personas hacia uno. Fuiste un personaje increı´ble, lleno de
vida, un completo artı´sta, un altruista incomparable. Tu´ legado es notable y
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ası´ seguira´ sie´ndolo. A pesar de lo mal que probablemente sonara´ pero re-
construir lo que hiciste en mi no sera´ fa´cil, sera´ como unir un rompecabezas
sin simetrı´a, sin idea de que´ figura debo recrear, de piezas no numerables.
Insisto una vez ma´s, comparto a tu memoria esta tesis y te doy el home-
naje ma´s modesto pero sincero. Te´rmino con un par de poemas hechos por
Juan Ramo´n Jime´nez y Ame´rico Ochoa:
Melancolı´a CXXXV - Platero y yo
Juan Ramo´n Jime´nez
Esta tarde he ido con los nin˜os a visitar la sepultura de Platero, que
esta´ en el huerto de la Pin˜a, al pie del pino redondo y paternal. En
torno, abril habı´a adornado la tierra hu´meda de grandes lirios
amarillos.
Cantaban los chamarices alla´ arriba, en la cu´pula verde, toda pintada
de cenit azul, y su trino menudo, florido y reidor, se iba en el aire de
oro de la tarde tibia, como un claro suen˜o de amor nuevo.
Los nin˜os, ası´ que iban llegando, dejaban de gritar. Quietos y serios,
sus ojos brillantes en mis ojos, me llenaban de preguntas ansiosas.
-¡Platero amigo!-le dije yo a la tierra- ; si, como pienso, esta´s ahora en un prado del
cielo y llevas sobre tu lomo peludo a los a´ngeles
adolescentes, ¿me habra´s, quiza´, olvidado? Platero, dime: ¿te acuerdas
au´n de mı´?
Y, cual contestando a mi pregunta, una leve mariposa blanca, que antes
no habı´a visto, revolaba insistentemente, igual que un alma, de lirio en lirio...
Versos obtenidos de A la hora del sol
Premio centroamericano Juan Ramo´n Molina (Poesı´a), 1988
escrito por Ame´rico Ochoa
Yo no querı´a estar
encarcelado
y busque´ la tierra
y encontre´ mis ojos
me vı´ a oscuras
se encendio´ la luz y mi reloj
y me vı´ descalzo.
Yo no querı´a estar
encarcelado
Busque´ la tierra
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se encendio´ la luz
Me vı´ por fin
encontre´ mis ojos
mi reloj
mi tugurio
mis remiendos
mi ropa blanca
mi hambre
mi tos
mis labios rotos
mi madre llorando
mi hermano muerto
Yo no querı´a estar encarcelado
busque´ la tierra
y encontre´ la lucha
mi libertad
tus ojos
O´scar Manuel Moreno Ramı´rez
(1993 - 2015)
“Don’t cry over the split milk!”
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Resumen
Moreno Ramı´rez, Juan Jose´. 2017. Algunos ca´lculos de K-grupos algebraicos.
Trabajo de graduacio´n de Licenciatura en Matema´tica. San Salvador,
Universidad de El Salvador.
La teorı´a K algebraica es una rama de las matema´ticas que cimenta su estu-
dio en calcular ciertos grupos abelianos a partir de un anillo dado y que se
conecta con a´reas como geometrı´a, teorı´a de anillos y teorı´a de nu´meros. Los
K-grupos obtenidos tienen mucha informacio´n acerca de los anillos que los
generan; sin embargo, existe mucha dificultad notoria de calcularlos. Esta
investigacio´n comprende un desarrollo progresivo de diferentes etapas que
inicia desde la recopilacio´n bibliogra´fica hasta la comprensio´n de muchas
teorı´as que van inmersas y que son fundamentales, como teorı´a de mo´du-
los y teorı´a de categorı´as. En este sentido, pueden exhibirse los K-grupos K0,
K1 y K2 de manera sistema´tica a pesar de que la obtencio´n de cada uno sigue
me´todos diferentes y nada predecibles. Lo antes mencionado dificulto´ hacer
un resultado general que haga compacto la aprehensio´n de esta investiga-
cio´n. Por consiguiente, este trabajo exhibe: el ca´lculo de K0 de un dominio
de factorizacio´n u´nica, el ca´lculo de K1 de un cuerpo y una construccio´n pa-
ra el ca´lculo del K-grupo de orden 2 del anillo Z y exponemos el teorema
de Matsumoto para el ca´lculo de K2 de un cuerpo.
Palabras clave: K-grupos, grupo de Grothendieck, grupo de Whitehead,
grupo de Milnor, grupo de Steinberg, sı´mbolos de Steinberg, extensiones
centrales, teorema de Matsumoto.
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Introduccio´n
“El descubrimiento es el privilegio del nin˜o:
el nin˜o que no tiene miedo de estar una vez ma´s equivocado,
de parecerse a un idiota,
de no ser serio,
de no hacer las cosas como todos los dema´s”
Alexander Grothendieck (1928-2014)
Estos versos parecen haber sido escritos expresamente, ma´s que para cual-
quier otro campo del conocimiento, au´n ma´s que para cualquier espı´ritu
artı´stico, sino que resuena a tremenda voz en el quehacer de un matema´ti-
co; el cual se ve retado muchas veces a conseguir respuestas maravillosas y
que el fruto ma´s notorio de su trabajo es el descubrimiento.
El presente documento esta´ dentro de una rama de la matema´tica relativa-
mente nueva, que nacio´ a finales de los cincuenta en algunos trabajos de
A. Grothendieck sobre la algebrizacio´n de la teorı´a de categorı´as y la cual se
conoce con el nombre de Teorı´a K algebraica y que tiene conexiones con geo-
metrı´a, topologı´a, teorı´a de anillos y teorı´a de nu´meros. En palabras simples
podemos definir a la teorı´a K algebraica como el estudio de funtores Kn que
relaciona categorı´as pequen˜as y la categorı´a de grupos abelianos. Las preo-
cupaciones de los primeros pioneros en esta a´rea fue estudiar la categorı´a
de mo´dulos proyectivos finitamente generados sobre un anillo arbitrario Λ
y esto constituyo´ el centro del afa´n, pues, encontraron relaciones con gru-
pos lineales los cuales tienen un rol de importancia en casi todos los objetos
de las matema´ticas. En este sentido, hemos indicado que fue Grothendieck
quie´n fue el primero en estudiar el grupo K0(C) (en ese tiempo escrito como
K(C)) donde para un esquema X, C es la categorı´a P(X) de haces localmen-
te libres de OX-mo´dulos. El grupo K0(C) clasifica las clases de isomorfismo
en C y Grothendieck busco´ nombrar a la teorı´a que refleja “clase”. E´l uso´ la
letra K de la palabra alemana “Klassen” que su traduccio´n es clases para
nuestro idioma espan˜ol. En pocas palabras, esta es la razo´n de por que´ apa-
rece la K en la teorı´a K. Todo esto se concibio´ alla´ por el an˜o de 1,957 (al-
XIII
gunos asumen que fue en 1,958). Otra nocio´n importante es que la teorı´a
K algebraica se considera como las primeros intentos de generalizar partes
del a´lgebra lineal, notablemente la teorı´a de la dimensio´n de espacios vec-
toriales, y determinantes, para mo´dulos sobre anillos arbitrarios. Por con-
siguiente, al haber plasmado el origen de todo este meollo, coloquialmente
hablando, los objetos aritme´ticos, topolo´gicos o geome´tricos son asignados
en otros objetos llamados K-grupos. Los objetos obtienen su nombre a partir
de su notacio´n, es decir, dado un anillo Λ, podemos construir grupos, que
se denotan como K0(Λ), K1(Λ), K2(Λ),..., Kn(Λ),... n ∈N los cuales son los
K-grupos de orden n, en este marco, au´n ma´s, debemos estudiar los funtores
entre la categorı´a de anillos Ring y la categorı´a de grupos abelianos Ab
Kn : Ring −→ Ab, n ∈N.
Los K-grupos son grupos en un sentido del a´lgebra abstracta. Ellos contie-
nen informacio´n detallada sobre el objeto original pero calcularlos es una
tarea notoriamente difı´cil. Por ejemplo, un ejemplo excepcional es el ca´lculo
de los K-grupos del anillo de los nu´meros enteros.
Bajo toda esta perspectiva, este documento se compone de dos partes: la pri-
mera parte trata de los temas preliminares para poder entrar en esta a´rea;
constituimos un capı´tulo de los conceptos ba´sicos y hacemos un repaso de
las definiciones de teorı´a de grupos, teorı´a de anillos y teorı´a de mo´dulos, con-
cretando en cada seccio´n un recuento de definiciones, proposiciones y re-
sultados que nos dotarı´an para la comprensio´n exhaustiva de las secciones
siguientes. En este sentido, continuamos el recorrido estudiando teorı´a de ca-
tegorı´as y en la cual damos las definiciones y propiedades principales, para
luego hablar de las trasformaciones naturales y dar la definicio´n de categorı´a
abeliana.
La segunda parte se desglosa en tres capı´tulos: el grupo de Grothendieck K0 de
un anillo, el grupo de Whitehead K1 de un anillo y el grupo de Steinberg y el grupo
K2. Para el capı´tulo sobre el grupo de Grothendieck proveemos las defini-
ciones, proposiciones y teoremas que dan claridad a la hora de calcular este
K-grupo de orden 0 para un anillo arbitrario; los resultados principales es
el ca´lculo de K0 para dominios de factorizacio´n u´nica y anillos locales. Algo
importante es que el ca´lculo de K0 de un anillo no necesariamente nos lleva
a determinar todas las clases de isomorfismo, sino que el ca´lculo determina
todas las clases de isomorfismo que son estables, por ende exponemos el
concepto de mo´dulos establemente isomorfos.
Asimismo, para el capı´tulo 3, sobre el grupo de Whitehead K1, iniciamos
con la definicio´n de matriz elemental y el grupo de matrices de orden n× n
con entradas en un anillo conmutativo que tienen determinante distinto de
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cero que conoceremos como grupo lineal general. Por lo que iniciamos tam-
bie´n dando diversos resultados para poder llegar la construccio´n del grupo
de Whitehead (llamado tambie´n grupo de Bass-Whitehead). Establecemos las
propiedades funtoriales de K1 y exponemos el resultado que dice que el K-
grupo de orden 1 de un cuerpo es isomorfo al grupo de sus elementos in-
vertibles.
Y para terminar con la parte dos, en el capı´tulo sobre el grupo de Steinberg y
el grupo K2, iniciamos con los resultados sobre extensiones centrales de gru-
pos. A continuacio´n se propone la definicio´n del grupo de Steinberg y se
relaciona e´ste con el grupo de matrices elementales de orden n, y de ahı´ la
concepcio´n del K-grupo de orden 2, el cual debemos a John Milnor, que es el
nu´cleo entre el grupo de Steinberg y el grupo de matrices elementales. Des-
de luego, analizamos las propiedades de K1 y la propiedad ma´s importante
es su funtorialidad. En este sentido, de entre tantos resultados, uno de los
ma´s notables es que el K-grupo de orden 2 de un anillo es igual al centro del
grupo de Steinberg, el cual, se le atribuye a Michel Andre´ Kervaire (1,927 -
2,007). Para continuar, trabajamos con los elementos del grupo de Steinberg
para obtener relaciones muy importantes, la cual establece que el grupo de
Steinberg es la extensio´n central universal del grupo de matrices elemen-
tales. Luego, nos embarcamos a mostrar el ca´lculo de K2 para el anillo de
los nu´meros enteros Z; la construccio´n es debida a Milnor y presentamos
el lema de Silvester que es la base de dicha construccio´n. Para finalizar el
capı´tulo, presentamos el ca´lculo de K2 para un cuerpo, el cual se le conoce
como teorema de Matsumoto, que afirma que K2 de un cuerpo:
K2(F) ∼= F× ⊗Z F×/〈a⊗ (1− a)|a 6= 0, 1〉
y damos una explicacio´n de co´mo Matsumoto demostro´ este resultado, usan-
do la definicio´n de sı´mbolos, los cuales son usados en teorı´a de nu´meros vas-
tamente, y son usados en la construccio´n del teorema de Matsumoto para el
ca´lculo del K-grupo de orden 2 de un cuerpo. Al mismo tiempo, presenta-
mos las aplicaciones de K2 en otros objetos, por ejemplo: formas cuadra´ticas.
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Parte I
Preliminares
1

Capı´tulo 1
Conceptos ba´sicos
Referencias
A lo largo de dicho capı´tulo se hizo una revisio´n exhaustiva en los siguientes
libros que se citara´n a continuacio´n con el propo´sito de abordar el estudio
de los temas preliminares. El lector puede revisar cada referencia donde se
le proveera´ los detalles de las pruebas a cada proposicio´n. Ve´anse entonces:
(Northcott, 1960), (Weibel, 1994), (Cartan y Eilenberg, 1956), (Stammbach y
Hilton, 1971), (Mac Lane, 1998), (Pareigis, 1970), (Borceux, 1994), (Anderson
y Fuller, 1992), (Atiyah y MacDonald, 1969), (Fuchs, 1970), (Kashiwara y
Schapira, 2005), (Gruenberg, 1970), (Mitchell, 1965), (Barr, Grillet, y van Os-
dol, 1971).
1.1. Teorı´a de Mo´dulos
1.1.1. Definicio´n
Sea Λ un anillo conmutativo con 1 6= 0.
Definicio´n 1.1.1.1 Un Λ-mo´dulo o mo´dulo sobre Λ es una pareja (M, µ) donde
M es un grupo abeliano aditivo y µ : Λ×M→ M es una funcio´n escrita (α, x) 7→
αx tal que los siguientes axiomas se satifacen:
α(x + y) = αx + αy
(α+ β)x = αx + βx
(αβ)x = α(βx)
1x = x
esto para α, β ∈ Λ; x, y ∈ M
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An˜adimos que, unΛ-mo´dulo es un sistema algebraico M con una operacio´n
binaria + : M×M → M con un conjunto de operaciones unarias M → M,
una para cada α ∈ Λ. µ se llama multiplicacio´n escalar de M y los elementos
de Λ se llaman escalares. Si Λ es un cuerpo K, entonces un Λ-mo´dulo es un
K-espacio vectorial.
Definicio´n 1.1.1.2 Sean M, N Λ-mo´dulos. Una funcio´n f : M → N es un ho-
momorfismo de Λ-mo´dulos (o es Λ-lineal) si
f (x + y) = f (x) + f (y)
f (αx) = α f (x)
para todo α ∈ Λ y todo x, y ∈ M.
Ası´ f es un homomorfismo de grupos abelianos los cuales conmutan con la
accio´n de cada α ∈ Λ. Si Λ es un cuerpo, un homomorfismo de Λ-mo´dulos
es la misma cosa que las transformaciones lineales de espacios vectoriales.
Proposicio´n 1.1.1.3 La composicio´n entre dos homomorfismos de Λ-mo´dulos es
nuevamente un homomorfismo de Λ-mo´dulos.
El conjunto de todos los homomorfismos de Λ-mo´dulos de M a N puede
considerarse como un Λ-mo´dulo como sigue: definamos f + g y α f por las
reglas
( f + g)(x) = f (x) + g(x)
(α f )(x) = α f (x)
para todo x ∈ M. Mediante esta definicio´n, los axiomas para Λ-mo´dulos se
satisfacen. Este Λ-mo´dulo es denotado por HomΛ(M, N).
Los homomorfismos u : M′ → M y v : N → N′ inducen funciones u¯ :
Hom(M, N) → Hom(M′, N) y v¯ : Hom(M, N) → Hom(M, N′) definidos
como sigue:
u¯( f ) = f ◦ u, v¯( f ) = v ◦ f .
Estas funciones son homomorfismos de Λ-mo´dulos.
Para cualquier mo´dulo M existe un isomorfismo natural HomΛ(Λ, M) ∼=
M: cualquier homomorfismo de Λ-mo´dulos f : Λ → M es determinado
unicamente por f (1), el cual puede ser cualquier elemento de M.
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Definicio´n 1.1.1.4 Un submo´dulo N de un Λ-mo´dulo M es un subgrupo de M
y para todo α ∈ Λ, αN = {αx|x ∈ N}.
Esto nos da a entender que, N es un submo´dulo de M si N es un subgrupo
del grupo abeliano M y es cerrado bajo la multiplicacio´n escalar.
Si consideramos el anillo Λ como un Λ-mo´dulo, un submo´dulo de Λ es
un subconjunto Γ de Λ cerrado bajo la suma y tal que αΓ ⊂ Γ para todo
α ∈ Λ. Dicho subconjunto se llama ideal del anillo Λ.
Definicio´n 1.1.1.5 Sea f : M → N un homomorfismo de Λ-mo´dulos. El nu´cleo
de f , denotado con ker f , es el conjunto de todos los elementos x ∈ M tales que
f (x) = 0. La imagen de f , denotada con im f , es el conjunto de f (x) tales que
x ∈ M.
Proposicio´n 1.1.1.6 Sea f : M → N un homomorfismo de Λ-mo´dulos. Enton-
ces, si M′ es un submo´dulo de M, f (M′) es un submo´dulo de N y si N′ es un
submo´dulo de N, f−1(N′) es un submo´dulo de M.
Corolario 1.1.1.7 La imagen de f : M → N, im f , es un submo´dulo de N; y el
nu´cleo de f , ker f , es un submo´dulo de M.
Definicio´n 1.1.1.8 Llamaremos endomorfismo a un homomorfismo f : M →
M y diremos que es automorfismo si dicha f es biyectiva.
1.1.2. Teoremas de isomorfismo
Se proporcionara´n tres teoremas que son u´tiles para determinar si dos
mo´dulos son isomorfos. Se seguira´ considerando a Λ como un anillo con-
mutativo con 1 6= 0.
Proposicio´n 1.1.2.1 Sea (Ni)i∈I una familia de submo´dulos de un Λ-mo´dulo M.
Entonces
⋂
i∈I
Ni es un submo´dulo de M.
Sea S un subconjunto de un Λ-mo´dulo M. S esta´ contenido al menos en
un submo´dulo de M. Por la proposicio´n 1.1.2.1, la interseccio´n de todos
los submo´dulos de M que contienen a S es un submo´dulo de M. Dicha
interseccio´n es el submo´dulo ma´s pequen˜o de M que contiene a S.
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Definicio´n 1.1.2.2 La interseccio´n
⋂
i∈I
Ni de los submo´dulos Ni de un Λ-mo´dulo
M que contiene a un subconjunto S de M se llama submo´dulo generado por S,
denotado por 〈S〉. Si ⋂
i∈I
Ni = M, S ⊂ Ni, decimos entonces que M esta´ generado
por S y que S es un conjunto de generadores de M.
Definicio´n 1.1.2.3 Decimos que un elemento x de un Λ-mo´dulo M es una com-
binacio´n lineal de elementos de un subconjunto S de M si existe un nu´mero finito
de elementos {xi}ni=1 de S tal que x = α1x1 + . . . + αnxn, αi ∈ Λ.
Definicio´n 1.1.2.4 Sea N un submo´dulo de unΛ-mo´dulo M, entonces el mo´dulo
cociente M/N es el grupo cociente abeliano M/N provisto de una multiplicacio´n
escalar µ : Λ × M/N → M/N dada por µ(α, x + N) = αx + N; α ∈ Λ,
x + N ∈ M/N.
Definicio´n 1.1.2.5 Llamamos coimagen y conu´cleo de un homomorfismo de Λ-
mo´dulos f : M→ N a los mo´dulos cocientes de M y N:
coim f = M/ker f
coker f = N/im f
respectivamente.
Proposicio´n 1.1.2.6 Un homomorfismo de Λ-mo´dulos f : M→ N es
1. monomorfismo si, y so´lo si, ker f = 0.
2. epimorfismo si, y so´lo si, coker f = 0.
Proposicio´n 1.1.2.7 Sean f : M′ → M, g : M → M′′ dos homomorfismos de
Λ-mo´dulos y h = g ◦ f la composicio´n. Entonces,
1. si h es monomorfismo, f es monomorfismo, y
2. si h es epimorfismo, g es epimorfismo.
Definicio´n 1.1.2.8 Diremos que un homomorfismo f : M → N es trivial si
f (x) = 0 para todo x ∈ M. Es decir, im f = 0. Equivalentemente, f = 0 si,
y so´lo si, ker f = M.
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Teorema 1.1.2.9 (Primer teorema de isomorfismo) Sea N un submo´dulo del
Λ-mo´dulo M y f : M → M′ un homomorfismo de Λ-mo´dulos tal que N ⊂ ker f .
Entonces existe un homomorfismo u´nico h : M/N → M′ tal que h ◦ pi = f
M
f
##
pi // M/N
h

M′
adema´s, para dicho homomorfismo h, im h = im f y ker h = (ker f )/N.
Si ocurre que N = ker f , entonces h es un monomorfismo. Ası´ que f (M) =
im f ∼= M/ker f = M/N.
Definicio´n 1.1.2.10 El homomorfismo de inclusio´n de un submo´dulo N de un
Λ-mo´dulo se denotara´ con ι : N → M.
Teorema 1.1.2.11 (Segundo teorema de isomorfismo) Sean N, N′ submo´du-
los de un Λ-mo´dulo M. Se tiene entonces que
1. Para el homomorfismo de inclusio´n ι : N → N + N′, ι(N ∩ N′) ⊂ N′ y
adema´s
2. ι induce un isomorfismo ι′ : N/(N ∩ N′) ∼=−→ (N + N′)/N′
¿Que´ pasa cuando tomamos el mo´dulo cociente de un mo´dulo cociente? El
siguiente teorema responde esta interrogante.
Teorema 1.1.2.12 (Tercer teorema de isomorfismo) Sean M′′ ⊂ M′ ⊂ M Λ-
mo´dulos, entonces, (M/M′′)/(M′/M′′) ∼= M/M′.
1.1.3. Sucesiones exactas
Definicio´n 1.1.3.1 Diremos que una sucesio´n de Λ-mo´dulos
. . . −→ Mi−1 fi−1−→ Mi fi−→ Mi+1 fi+1−→ . . .
es semiexacta en M, si im fi−1 ⊂ ker fi. Si es semiexacta en cada Λ-mo´dulo, la
llamaremos sucesio´n semiexacta.
Proposicio´n 1.1.3.2 Una sucesio´n de Λ-mo´dulos
. . . −→ Mi−1 fi−1−→ Mi fi−→ Mi+1 fi+1−→ . . .
es semiexacta en M, si, y so´lo si, la composicio´n fi ◦ fi−1 = 0.
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Definicio´n 1.1.3.3 Diremos que una sucesio´n de Λ-mo´dulos
. . . −→ Mi−1 fi−1−→ Mi fi−→ Mi+1 fi+1−→ . . .
es exacta en M, si es semiexacta e im fi−1 ⊃ ker fi. Si es exacta en cadaΛ-mo´dulo,
la llamaremos sucesio´n exacta.
Esto equivale a decir que una sucesio´n es exacta en Mi si, y so´lo si, im fi−1 =
ker fi. A una sucesio´n exacta de la forma
0 −→ M′ f−→ M g−→ M′′ −→ 0
la llamaremos sucesio´n exacta corta.
Definicio´n 1.1.3.4 Sean M, M′, N, N′ Λ-mo´dulos, con f , f ′, g, g′ homomorfis-
mos de Λ-mo´dulos. Decimos que el diagrama
M
f ′
//
g′

N
f

M′
g
// N′
conmuta si f ◦ f ′ = g ◦ g′.
Proposicio´n 1.1.3.5 Sean M′  M  M′′ y N′  N  N′′ dos sucesiones
exactas cortas, y supongamos que, el siguiente diagrama conmutativo
M′ // //
h′

M // //
h

M′′
h′′

N′ // // N // // N′′
dos de los tres homomorfismos h′, h, h′′ son isomorfismos. Entonces el tercero es
tambie´n isomorfismo.
Proposicio´n 1.1.3.6 Consideremos el siguiente diagrama conmutativo con reglo-
nes exactos
M′
f ′
//
h′

M
f
//
h

M′′
h′′

// 0
0 // N′
g′
// N
g
// N′′
Entonces existe un homomorfismo ∂ : ker h′′ −→ coker h′ tal que la siguiente
sucesio´n es exacta
ker h′ // ker h k // ker h′′ ∂ // coker h′ k
′
//// coker h′′
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1.1.4. Suma y producto directo
Sea (Mi)i∈I una familia de Λ-mo´dulos. Sea ∏
i∈I
Mi su producto carte-
siano, es decir,∏
i∈I
Mi =
{
f : I −→ ⋃
i∈I
Mi| f (i) ∈ Mi para todo i ∈ I
}
. Que-
remos definir en∏
i∈I
Mi una estructura de Λ-mo´dulo. Definamos
+ :∏
i∈I
Mi ×∏
i∈I
Mi −→∏
i∈I
Mi
mediante
f + g : I −→ ⋃
i∈I
Mi
i 7→ ( f + g)(i) = f (i) + g(i).
∏
i∈I
Mi la operacio´n + forma un grupo abeliano. El elemento identidad es la
funcio´n
0 : I −→ ⋃
i∈I
Mi
i 7→ 0(i) = 0.
Definamos µ : Λ×∏
i∈I
Mi −→∏
i∈I
Mi mediante
(α, f ) 7→ µ(α, f ) = α f : I −→ ⋃
i∈I
Mi
i 7→ (α f )(i) = α( f (i)).
Y mediante esta definicio´n junto a la de+ hemos dotado a∏
i∈I
una estructura
de Λ-mo´dulo.
Definicio´n 1.1.4.1 ∏
i∈I
Mi se llama producto directo de la familia (Mi)i∈I de
Λ-mo´dulos Mi, i ∈ I.
Definicio´n 1.1.4.2 Sea
⊕
i∈I
Mi =
{
f ∈∏
i∈I
Mi| f (i) = 0 para casi toda i ∈ I
}
.⊕
i∈I
Mi se llama suma directa de la familia (Mi), i ∈ I.
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Si el conjunto de ı´ndices I es finito, tenemos
∏
i∈I
Mi =
⊕
i∈I
Mi
Para cada j ∈ I tenemos un epimorfismo de Λ-mo´dulos
pj :∏
i∈I
−→ Mi ∀j ∈ I
f 7→ pj( f ) = f (j), ∀ f ∈∏
i∈I
Mi
al que llamaremos proyeccio´n natural de producto directo∏i∈I Mi en Mj. La res-
triccio´n de pj a
⊕
i∈I
Mi se llamara´ proyeccio´n natural de la suma directa
⊕
i∈I
Mi
en Mj.
Tambie´n para cada j ∈ I existe un monomorfismo ιj : Mj −→
⊕
i∈I
Mi, dado
por
x 7→ ιj(x)(i) =
{
x si i = j
0 si i 6= j
que se llama inclusio´n natural del Λ-mo´dulo Mj en la suma directa
⊕
i∈I
Mi.
Vamos a denotar f (i) con fi. Entonces, los elementos de
⊕
i∈I
Mi son familias
( fi)i∈I . Con la notacio´n escogida, la suma y la multiplicacio´n escalar son
( fi)i∈I + (gi)i∈I = ( fi + gi)i∈I y α( fi)i∈I = (α fi)i∈I .
Teorema 1.1.4.3 (Propiedad universal de la suma directa) Si M es unΛ-mo´du-
lo y
{
ϕj : Mj −→ M
}
j∈I es una familia de homomorfismos de Λ-mo´dulos, enton-
ces existe un homomorfismo u´nico ϕ :
⊕
i∈I
Mi −→ M tal que ϕ ◦ ιj = ϕj, para
toda j ∈ I.
Se debe notar que el teorema caracteriza, junto con las inclusiones, a la suma
directa, salvo un isomorfismo. Si I = {1, 2}, el teorema nos dice que, dados
ϕ1 : M1 −→ M y ϕ2 : M2 −→ M junto con las inyecciones ι1 : M1 −→
M1 ⊕M2 y ι2 : M2 −→ M1 ⊕M2, existe un homomorfismo u´nico ϕ : M1 ⊕
M2 −→ M tal que hace conmutar el siguiente diagrama:
M
M1
ϕ1
99
ι1 // M1 ⊕M2
ϕ
OO
M2
ι2oo
ϕ2
ee
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Ahora tomemos un S, S un Λ-mo´dulo; y sea ι′1 : M1 −→ S, ι′2 : M2 −→ S
inyecciones que cumplen (1.1.4.3). Sea M = M1 ⊕ M2 y ϕj = ιj, j = 1, 2.
Como (S, ι′j) satisface (1.1.4.3), existe un homomorfismo u´nico ϕ : S −→
M1 ⊕M2 tal que el siguente diagrama conmuta
M1 ⊕M2
M1
ι′1 //
ι1
99
S
ϕ
OO
M2
ι2
ee
ι′2oo
Tomando a M = S en (1.1.4.3) con ϕ′j = ι
′
j tal que M1⊕M2 cumplas las con-
diciones de (1.1.4.3). Entonces existe un homomorfismo ϕ′ : M1⊕M2 −→ S
tal que el siguiente diagrama es conmutativo
M = S
M1
ϕ′1=ι′1
99
ι1 // M1 ⊕M2
ϕ′
OO
M2
ι2oo
ϕ′2=ι′2
ee
Luego obtenemos el diagrama
M1 ⊕M2
M1
ι1
99
ι1
%%
ι′1 // S
ϕ′
OO
M2
ι′2oo
ι2
ee
ι2yy
M1 ⊕M2
ϕ′
OO
Por la unicidad de (1.1.4.3) obtenemos que ϕ ◦ ϕ′ = 1M1⊕M2 . De igual ma-
nera se puede concluir que ϕ′ ◦ ϕ = 1S. Entonces, ϕ y ϕ′ son isomorfos.
A continuacio´n estableceremos la propiedad llamada universal del produc-
to directo. Un elemento del producto es una familia ( f j)j∈I de elementos
f j ∈ Mj sin ninguna restriccio´n, y las f j pueden ser diferentes de cero para
todo j ∈ I.
Teorema 1.1.4.4 (Propiedad universal del producto directo) Si M es un Λ-
mo´dulo y
{
ψj : M −→ Mj
}
j∈I es una familia de homomorfismos, entonces existe
un homomorfismo u´nico ψ : M −→∏
j∈I
Mj tal que pj ◦ ψ = ψj, j ∈ I.
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Definicio´n 1.1.4.5 Diremos que una sucesio´n exacta corta
M′ //
f
// M
g
// // M′′
se escinde si existe un homomorfismo g′ : M′′ −→ M tal que g ◦ g′ = 1M′′ .
Proposicio´n 1.1.4.6 Si
M′ //
f
// M
g
// // M′′
es una sucesio´n exacta corta que se escinde, entonces M ∼= M′ ⊕M′′.
Teorema 1.1.4.7 Si un Λ-mo´dulo M posee submo´dulos N y N′ tales que N ∩
N′ = 0 y N + N′ = M, entonces ϕ : N ⊕ N′ −→ M, dado por ϕ((y, y′)) =
y + y′, es isomorfismo.
Corolario 1.1.4.8 Sean f : M′ −→ M y g : M −→ M′′ tales que g ◦ f es un
isomorfismo. Entonces M ∼= im f ⊕ ker g.
1.1.5. HomΛ(M, N)
Sea Λ un anillo conmutativo con 1 6= 0.
Antes se establecio´ que HomΛ(M, N) es el conjunto de homomorfismos de
Λ-mo´dulo M en elΛ-mo´dulo N. Tomemos f , g : M −→ N Λ-homomorfismos
y definamos f + g : M −→ N mediante ( f + g)(x) = f (x) + g(x). De in-
mediato se comprueba que esta definicio´n hace de HomΛ(M, N) un grupo
abeliano. Definamos una multiplicacio´n escalar: sea α f : M −→ N, α ∈ Λ,
mediante (α f )(x) = α( f (x)). Utilizando la conmutatividad de Λ, es fa´cil
comprobar que HomΛ(M, N) tiene una estuctura de Λ-mo´dulo.
Sea ψ : N′ −→ N un homomorfismo de Λ-mo´dulos y (M f−→ N) un ele-
mento de HomΛ(M, N′). Asociemos a f un homomorfismo (M
g−→ N) ∈
HomΛ(M, N) mediante una funcio´n
ψ∗ = HomΛ(M,ψ) : HomΛ(M, N′) −→ HomΛ(M, N)
dada por ψ∗( f ) = ψ ◦ f . Por medio de esta definicio´n ψ∗ es un homomor-
fismo (de grupos abelianos si Λ es no conmutativo) de Λ-mo´dulos, llamado
homomorfismo inducido por ψ.
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Proposicio´n 1.1.5.1 Sean ψ : N′ −→ N y ψ′ : N −→ N′′ homomorfismos de
Λ-mo´dulos y M un Λ-mo´dulo.
1. si 1N : N −→ N es la identidad, entonces
1N∗ : HomΛ(M, N) −→ HomΛ(M, N)
es la identidad, y
2. (ψ′ ◦ ψ)∗ = ψ′∗ ◦ ψ∗
Sea ϕ : M′ −→ M un homomorfismo de Λ-mo´dulos y (M g−→ N) ∈
HomΛ(M, N). Asociemos a g un homomorfismo (M′
f−→ N) ∈ HomΛ(M′, N)
mediante una funcio´n
ϕ∗ = HomΛ(ϕ, N) : HomΛ(M, N) −→ HomΛ(M′, N),
dada por ϕ∗(g) = G ◦ ϕ. Es claro que ϕ∗ es un homomorfismo de Λ-mo´du-
los, llamado homomorfismo inducido por ϕ.
Proposicio´n 1.1.5.2 Sean ϕ : M′ −→ M y ϕ′ : M −→ M′′ homomorfismo de
Λ-mo´dulos y N un Λ-mo´dulo.
1. si 1M : M −→ M es la identidad, entonces
1M∗ : HomΛ(M, N) −→ HomΛ(M, N)
es la identidad.
2. (ϕ′ ◦ ϕ)∗ = ϕ∗ ◦ ϕ′∗.
Proposicio´n 1.1.5.3 Sean {Mi}i∈I y {Ni}i∈I familias de Λ-mo´dulos, M y N son
Λ-mo´dulos. Entonces
1. HomΛ
(⊕
i∈I
Mi, N
)
∼=−→
ρ
∏
i∈I
HomΛ(Mi, N).
2. HomΛ
(
M,∏
i∈I
Ni
)
∼=−→
ξ
∏
i∈I
HomΛ(M, Ni).
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Proposicio´n 1.1.5.4 Sean
N′
ψ
// N
ψ′
// N′′
una sucesio´n exacta de Λ-mo´dulos. Entonces, para cualquier Λ-mo´duloo M, la
sucesio´n inducida
0 // HomΛ(M, N′)
ψ∗
// HomΛ(M, N)
ψ′∗ // HomΛ(M, N′′)
es exacta.
Proposicio´n 1.1.5.5 Sean
M′
ϕ
// M
ϕ′
// M′′
una sucesio´n exacta de Λ-mo´dulos. Entonces, para cualquier Λ-mo´duloo M, la
sucesio´n inducida
0 // HomΛ(M′′, N)
ϕ′∗ // HomΛ(M, N)
ϕ∗
// HomΛ(M′′, N)
es exacta.
1.1.6. Mo´dulos libres y proyectivos
Consideraremos la suma directa
⊕
j∈J
Λj de la familia de anillos Λj, j ∈ J,
donde cada Λj es isomorfo a un anillo fijo Λ, es decir, Λj = Λ, j ∈ J. Sea
ι : Λj −→
⊕
j∈J
Λj la inclusio´n natural. Escribamos ιj(1) = ej, donde
ej = δj,j′ =
{
1 si j = j′
0 si j 6= j′, j′ ∈ J
Luego, cada x ∈⊕
j∈J
Λj puede escribirse en forma u´nica como x = ∑
j∈J
xjej.
A la funcio´n g : J −→ ⊕
j∈J
Λj, dada por g(j) = ej, la llamaremos funcio´n
cano´nica. Veamos que la pareja
⊕
j∈J
Λj, g
 es una solucio´n de un problema
universal.
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Proposicio´n 1.1.6.1 Para todo Λ-mo´dulo M y para toda funcio´n f : J −→ M,
existe un homomorfismo u´nico φ :
⊕
j∈J
Λj −→ M tal que f = φ ◦ g.
Definicio´n 1.1.6.2 Diremos que la familia (xj)j∈J de elementos de un Λ-mo´dulo
M es:
1. linealmente independiente si es φ es inyectiva.
2. una familia de generadores si φ es sobreyectiva.
3. una base si φ es biyectiva.
En otras palabras, la familia (xj)j∈J es linealmente independiente si
φ
(
∑
j∈J
λjej
)
=∑
j∈J
λjxj = 0 implica que λj = 0 para toda j ∈ J, λj ∈ Λ. Decir
que φ es sobreyectiva equivale a decir que todo elemento de M se puede
escribir como ∑
j∈J
λjxj, es decir, como una combinacio´n lineal. Decir que φ es
biyectiva equivale a decir que todo elemento x ∈ M se puede escribir de
una, y solamente una , manera en la forma x = ∑
j∈J
λjxj, para toda j ∈ J. Se
dira´ que una familia (xj)j∈J es linealmente dependiente si dicha familia no
es linealmente independiente.
Por definicio´n,
⊕
j∈J
Λj es libre, y la familia (ej)j∈J es una base (llamada cano´ni-
ca). Frecuentemente se identifica a J con el conjunto de ej mediante una bi-
yeccio´n dada por j 7→ ej. Diremos que un subconjunto X de M es linealmente
independiente si la familia definida por la funcio´n identidad de X en X es li-
nealmente independiente, y X sera´ una base de M si la familia definida por
la identidad de X en X es una base de M. Por lo tanto, toda familia definida
por una funcio´n biyeccio´n de un conjunto de ı´ndices J en un conjunto X de
M es linealmente independiente o base, respectivamente. Tambie´n diremos
que el subconjunto X es linealmente dependiente si X no es linealmente in-
dependiente.
Diremos que un Λ-mo´dulo L es libre con base en el conjunto X si X es una
base para L. Si un Λ-mo´dulo posee un conjunto finito de generadores, dire-
mos que es finitamente generado.
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Proposicio´n 1.1.6.3 1.
⊕
j∈J
Λj es un Λ-mo´dulo libre con base {ej}j∈J .
2. Si L es un Λ-mo´dulo libre con base X, entonces es isomorfo a
⊕
j∈J
Λj.
Corolario 1.1.6.4 Sea {Li}i∈I una familia de Λ-mo´dulos libres. Entonces
⊕
i∈I
Li
es un Λ-mo´dulo libre.
Proposicio´n 1.1.6.5 Todo Λ-mo´dulo M es cociente de un Λ-mo´dulo libre.
Definicio´n 1.1.6.6 Una Λ-mo´dulo P se llamara´ proyectivo si, para todo homo-
morfismo f : P −→ N y para todo epimorfismo ϕ : M  N de Λ-mo´dulos, existe
un homomorfismo h : P −→ N talque ϕ ◦ h = f .
P
f

h
~~
M
ϕ
// // N // 0
Proposicio´n 1.1.6.7 Si P es un Λ-mo´dulo proyectivo y
N′ // // N // // N′′
es una sucesio´n exacta, entonces la sucesio´n inducida
0 // HomΛ(P, N′) // HomΛ(P, N) // HomΛ(P, N′′) // 0
es exacta.
Proposicio´n 1.1.6.8 Si L es un Λ-mo´dulo libre, entonces, para todo homomorfis-
mo f : L −→ N y para todo epimorfismo ϕ : M  N, existe un homomorfismo
h : L −→ M tal que f = ϕ ◦ h.Es decir, si L es libre, entonces L es proyectivo.
Proposicio´n 1.1.6.9 P =
⊕
i∈I
Pi es un Λ-mo´dulo proyectivo si, y so´lo si, Pi es
proyectivo.
Teorema 1.1.6.10 Sea P un Λ-mo´dulo. Entonces los siguientes enunciados son
equivalentes:
1. P es proyectivo.
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2. Toda sucesio´n exacta corta
0 // M
f
// N
g
// P // 0
se escinde.
3. P es un sumando directo de un Λ-mo´dulo libre.
4. Para cualquier sucesio´n exacta corta
0 // N′ // // N // // N′′ // 0
la sucesio´n inducida siguiente es exacta:
0 // HomΛ(P, N′) // HomΛ(P, N) // HomΛ(P, N′′) // 0
1.1.7. Mo´dulos inyectivos
Definicio´n 1.1.7.1 Un Λ-mo´dulo I se llamara´ inyectivo si, para todo homomor-
fismo f : M −→ I y para todo monomorfismo ψ : M  N de Λ-mo´dulos, existe
un homomorfismo h : N −→ I tal que h ◦ ψ = f .
0 // M
f
  
//
ψ
// N
h

I
Proposicio´n 1.1.7.2 Si I es un Λ-mo´dulo inyectivo y
0 // M′
ϕ
// M
ϕ′
// M′′ // 0
es un sucesio´n exacta, entonces la sucesio´n inducida
0 // HomΛ(M′′, I)
ϕ′∗
// HomΛ(M, I)
ϕ∗
// HomΛ(M′, I) // 0
Proposicio´n 1.1.7.3 Si I =
⊕
j∈J
Ij es un Λ-mo´dulo inyectivo, entonces Ij es inyec-
tivo.
Proposicio´n 1.1.7.4 Sea {Ij}j∈J una familia de Λ-mo´dulos inyectivos, entonces
el producto directo ∏j∈J Ij es inyectivo.
17
1.1. TEORI´A DE MO´DULOS
Teorema 1.1.7.5 Sea I unΛ-mo´dulo. Entonces los siguientes enunciados son equi-
valentes:
1. I es inyectivo.
2. Toda sucesio´n exacta corta
0 // I // M // M′′ // 0
se escinde.
3. I es isomorfo a un sumando directo de un Λ-mo´dulo inyectivo.
4. Para cualquier sucesio´n exacta corta
0 // I // M // M′′ // 0
la sucesio´n inducida siguiente es exacta
0 // HomΛ(M′′, I)
ϕ′∗
// HomΛ(M, I)
ϕ∗
// HomΛ(M′, I) // 0
1.1.8. M⊗Λ N
Definicio´n 1.1.8.1 Una funcio´n f : M × N −→ T es bilineal si cumple las
siguientes propiedades:
f (x1 + x2, y) = f (x1, y) + f (x2, y)
f (x, y1 + y2) = f (x, y1) + f (x, y2)
f (λx, y) = λ f (x, y)
f (x,λy) = λ f (x, y)
para x, x1, x2 ∈ M; y, y1, y2 ∈ N y λ ∈ Λ
Dados dos Λ-mo´dulos M y N, vamos a construir un nuevo Λ-mo´dulo T
con la propiedad de las que las funciones bilineales M × N −→ U este´n
en correspondencia uno a un con los homomorfismos (funciones lineales)
T −→ U para todo Λ-mo´dulo U.
Definicio´n 1.1.8.2 El producto tensorial de M y N es la pareja (T, f ), donde
f : M× N −→ T es bilineal, tal que si U es un Λ-mo´dulo y g : M× N −→ U
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es bilineal, entonces existe un homomorfismo u´nico de Λ-mo´dulos h : T −→ U tal
que el siguiente diagrama es conmutativo
M× N f //
g
##
T
h

U
El producto tensorial de dos Λ-mo´dulos, si existe, es u´nico. Es decir, dados
(T, f ) y (T′, f ′) dos productos tensoriales de M y N, existe un isomorfis-
mo entre T y T′. Entonces podemos hablar del producto tensorial de M y N
y lo denotaremos con M⊗Λ N. El producto tensorial posee una propiedad
universal: dada una funcio´n bilineal g : M× N −→ U, existe un homomor-
fismo u´nico h que hace conmutativo el siguiente diagrama
M× N f //
h
&&
M⊗ N
h

U
Veamos que, dados dos Λ-mo´dulos M y N, siempre existe su producto ten-
sorial: sea L el Λ-mo´dulo libre con base M × N (los elementos de L son
combinaciones lineales con coeficientes en Λ de parejas ordenadas (x, y) tal
que x ∈ M, y ∈ N). Sea K el submo´dulo de L generado por los elementos
de la forma
1. (x + x′, y)− (x, y)− (x′, y)
2. (x, y + y′)− (x, y)− (x, y′)
3. (λx, y)− (x,λy), λ ∈ Λ.
Definamos M⊗ N = L/K. Denotemos con x ⊗ y la clase lateral (x, y) + K.
Ahora, f : M× N −→ M⊗ N dado por f (x, y) = x⊗ y es bilineal. Debido
a lo anterior, podemos alternativamente definir M⊗ N como el Λ-mo´dulo
generado por todos los sı´mbolos x⊗ y, x ∈ M, y ∈ N, sujeto a las relaciones
1. (x1 + x2)⊗ y = x1 ⊗ y + x2 ⊗ y
2. x⊗ (y1 + y2) = x⊗ y1 + x⊗ y2
3. λx⊗ y = x⊗ λy; x, x1, x2 ∈ M, y, y1, y2 ∈ N y λ ∈ Λ.
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Proposicio´n 1.1.8.3 Sean ψ : N′ −→ N y ψ′ : N −→ N′′ homomorfismos de
Λ-mo´dulos y M un Λ-mo´dulo. Entonces
1. si 1M : M −→ M y 1N : N −→ N son los homomorfismos de identidad
entonces 1M ⊗ 1N es la identidad de M⊗ N, y
2. (1M ⊗ ψ′) ◦ (1M ⊗ ψ) = (1M ⊗ (ψ′ ◦ ψ)).
Proposicio´n 1.1.8.4 Sean ϕ : M′ −→ M y ϕ′ : M −→ M′′ homomorfismos de
Λ-mo´dulos y N un Λ-mo´dulo. Entonces
1. si 1M : M −→ M y 1N : N −→ N son los homomorfismos de identidad,
entonces 1M ⊗ 1N es la identidad de M⊗Λ N, y
2. (ϕ′ ⊗ 1N) ◦ (ϕ⊗ 1N) = ((ϕ′ ◦ ϕ)⊗ 1N).
Proposicio´n 1.1.8.5 1. Sean M y N Λ-mo´dulos con N =
⊕
i∈I
Ni. Entonces
M⊗Λ
(⊕
i∈I
Ni
)
∼=
⊕
i∈I
(M⊗Λ N)
2. Sean M y N Λ-mo´dulos y M =
⊕
i∈I
Mi. Entonces(⊕
i∈I
Mi
)
⊗Λ N ∼=
⊕
i∈I
(Mi ⊗Λ N)
Proposicio´n 1.1.8.6 1. Si
N′
ψ
// N
ψ′
// // N′′
es una sucesio´n exacta de Λ-mo´dulos y M un Λ-mo´dulo, entonces
M⊗Λ N′ 1M⊗ψ // M⊗Λ N 1M⊗ψ
′
// M⊗Λ N′′ // 0
es una sucesio´n exacta.
2. Si
M′
ϕ
// M
ϕ′
// // M′′
es una sucesio´n exacta de Λ-mo´dulos y M un Λ-mo´dulo, entonces
M′ ⊗Λ N ϕ⊗1N // M⊗Λ N ϕ
′⊗1N
// M′′ ⊗Λ N // 0
es una sucesio´n exacta.
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Consideremos el caso en que Λ no necesariamente sea conmutativo. En ge-
neral, no podemos proporcionar a M⊗ N una estructura de mo´dulo.
Definicio´n 1.1.8.7 Sea Λ un anillo con 1 (no necesariamente conmutativo), con
M un Λ-mo´dulo derecho y N un Λ-mo´dulo izquierdo. El producto tensorial de
M y N sobreΛ, M⊗Λ N, es el grupo abeliano obtenido como el cociente del grupo
abeliano libre generado por x⊗ y, x ∈ M, y ∈ N entre el subgrupo generado por
1. (x + x′)⊗ y− (x⊗ y + x′ ⊗ y)
2. x⊗ (y + y′)− (x⊗ y + x⊗ y′)
3. λx⊗ y− x⊗ λy, x, x′ ∈ M, y, y′ ∈ N, λ ∈ Λ.
M⊗Λ N es el cociente de M⊗Z N bajo las relaciones xλ⊗ y = x⊗ λy.
1.2. Categorı´as
Definicio´n 1.2.0.8 Una categorı´a C consta de
1. una clase de objetos A, B, C.
2. para cada par de objetos A, B ∈ C, un conjunto HomC(A, B) cuyos elemen-
tos se llaman morfismos f de A en B, denotados con f : A −→ B.
3. para cada terna de objetos A, B, C ∈ C, una ley de composicio´n HomC(A, B)×
HomC(B, C) −→ HomC(A, C) que satisface las siguientes axiomas:
a) HomC(A, B) = HomC(D, E) si, y so´lo si, A = D, B = E.
b) Si f : A −→ B, g : B −→ C y h : C −→ D, entonces h(g f ) = (hg) f .
c) Para todo objeto A ∈ C existe un morfismo 1A : A −→ A tal que para
cualesquiera f : A −→ B y g : C −→ A, se tiene que f 1A = f y
1Ag = g.
Al morfismo 1A lo llamaremos morfismo de identidad. En HomC(A, B) dire-
mos que A es el dominio y B el codominio de f . La composicio´n de dos
morfismos f y g, escrita indistintamente g ◦ f = g f , estara´ definida si, y
so´lo si, el codominio de f es igual al dominio de g. Diremos que un morfis-
mo f : A −→ B es invertible o isomorfismo si existe un morfismo g : B −→ A
tal que g f = 1A y f g = 1B. Diremos entonces que los objetos A y B son
isomorfos, escribie´ndolo A ∼= B. Ahora, veamos co´mo se relaciona una ca-
tegorı´a con otra.
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Definicio´n 1.2.0.9 Sean C y C ′ dos categorı´as. Un funtor covariante F : C −→
C ′ es una regla que asocia
1. a cada objeto A ∈ C, un objeto A′ ∈ C ′
2. a cada morfismo ( f : A −→ B) ∈ HomC(A, B), un morfismo
(F( f ) : F(A) −→ F(B)) ∈ HomC ′(F(A), F(B))
que satisface las siguientes condiciones:
3. F( f ◦ g) = F( f ) ◦ F(g), y
4. F(1A) = 1F(A)
Definicio´n 1.2.0.10 Sean C y C ′ dos categorı´as. Diremos que F : C −→ C ′ es un
funtor contravariante si satisface (I) y (IV) de la definicio´n anterior y, adema´s, las
siguientes dos condiciones:
1. A cada morfismo ( f : A −→ B) ∈ HomC(A,B) le asocia un morfismo
(F( f ) : F(B) −→ F(A)) ∈ HomC ′(F(B), F(A))
2. F( f ◦ g) = F(g) ◦ F( f ).
1.2.1. Transformaciones naturales
Definicio´n 1.2.1.1 Sean C yD dos categorı´as y F, G : C −→ D dos funtores. Una
transformacio´n natural τ de F a G, τ : F −→ G, es una coleccio´n de morfismos
τA : F(A) −→ F(A) en D, uno para cada objeto A ∈ C, tal que, para cualquier
morfismo f : A −→ B en C, (G( f )) ◦ τA = τB ◦ (F( f )), es decir, que el siguiente
diagrama
F(A)
τA //
F( f )

G(A)
G( f )

F(B) τB
// G(B)
conmuta.
Si esto sucede, diremos que τA : F(A) −→ G(A) es natural en A.
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Definicio´n 1.2.1.2 Sean C y D categorı´as, F, G : C −→ D funtores y τ : F −→
G una transformacio´n natural. Diremos que τ es una equivalencia natural o iso-
morfismo natural si τA : F(A) −→ G(A) es un isomorfismo para toda A ∈ C.
Si esto sucede, diremos que los funtores F y G son equivalentes en forma natural.
Definicio´n 1.2.1.3 Sean C y D categorı´as. Sea F : C −→ D un funtor. Diremos
que F es una equivalencia si existe un funtor G : D −→ D tal que GF, 1 : C −→
C con equivalentes en forma natural, y FG, 1 : D −→ D tambie´n son equivalentes
en forma natural. Si F es una equivalencia, diremos que las categorı´as C y D son
equivalentes.
Se dira´ que una categorı´a es una categorı´a pequen˜a si su clase de objetos es un
conjunto. En el caso en que C sea una categorı´a pequen˜a y D es cualquier
categorı´a, podemos hablar de la categorı´a de todos los funtores F : C −→ D
y la denotamos con DC .
Definicio´n 1.2.1.4 Sean C y C ′ dos categorı´as. El producto cartesiano C × C ′
consiste en las parejas (A, A′), A ∈ C, A′ ∈ C ′ y los morfismos
HomC×C ′((A, A′), (B, B′)) = HomC(A, B)× HomC ′(A′, B′).
Definicio´n 1.2.1.5 C se llamara´ subcategorı´a de D si
1. C ⊂ D
2. C(A, B) ⊂ D(A, B) para toda pareja (A, B) ∈ C × C
3. La composicio´n de cualesquiera dos morfismos en C es la misma que su com-
posicio´n en D, y
4. 1A es la misma en C que en D.
Diremos que una subcategorı´a C ⊂ D es plena si HomC(A, B) = HomD(A, B)
para toda pareja (A, B) ∈ C × C.
Diremos que un funtor F : C −→ D es pleno si F envı´a a HomC(A, B) sobre
HomD(F(A), F(B)) para toda A, B ∈ C. Tambie´n diremos que F es fiel si F
envı´a a HomC(A, B) inyectivamente en HomD(F(A), F(B)). F se llamara´ en-
caje pleno si F es pleno, fiel e inyectivo en objetos. Se debe observar que F(C)
no es ni siquiera una subcategorı´a de D pero, si F es un encaje pleno, enton-
ces F(C) es una subcategorı´a plena de D.
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Ahora estableceremos el proceso de dualizacio´n: sea C una categorı´a. Po-
demos formar una nueva categorı´a COp llamada categorı´a opuesta de C cuyos
objetos son los mismos que los de C, pero HomCOp(A, B) = HomC(B, A).
Afirmamos que un funtor contravariante F : C −→ D es un funtor cova-
riante de COp en D. Decimos que COp se obtiene de C invirtiendo flechas.
Este proceso, llamado dualizacio´n, se puede aplicar a definiciones o teore-
mas, e incluso a demostraciones. No obstante, muchas veces se encuentran
limitaciones para aplicarlo.
1.2.2. Categorı´as abelianas
Definicio´n 1.2.2.1 Sea C una categorı´a y sean A, B dos objetos de C. El producto
de A y B en C consta de un objeto P en C y dos morfismos, p : P −→ A y q : P −→
B, tales que, para cualesquiera dos morfismos f : X −→ A y g : X −→ B en C,
existe un morfismo u´nico h : X −→ P tal que el siguiente diagrama conmuta:
X
f

h

g

A Ppoo q // B
es decir, f = ph y g = qh.
Definicio´n 1.2.2.2 Se C una categorı´a y sean A, B dos objetos de C. El copro-
ducto de A y B en C consta de un objeto Q en C y dos morfismos i : A −→ Q y
j : B −→ Q tales que, para cualesquiera dos morfismos f : A −→ X y g : B −→ X
en C existe un morfismo u´nico h : Q −→ X tal que el siguiente diagrama conmuta:
X
A
i
//
f
??
Q
h
OO
B
j
oo
g
__
es decir, f = hi y g = hj.
Los morfismos p y q se llaman proyecciones y los morfismos i, j se llaman
inyecciones. Se acostumbra escribir P = A× B y Q = A unionsq B. E´stas definicio-
nes se pueden generalizar de manera obvia para el caso de una familia de
objetos Aii∈J de una categorı´a C.
Dada una categorı´a C cualquiera, no se puede asegurar que el producto o
coproducto exista siempre. Lo que se puede asegurar es que, si el producto
o coproducto existe, entonces es u´nico.
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Proposicio´n 1.2.2.3 Sean P y P′ dos productos para A y B, objetos de C. Entonces
existe un isomorfismo u´nico h′ : P −→ P′ tal que f = ph′ y g = qh′.
Definicio´n 1.2.2.4 Sean f : X −→ A y g : Y −→ A morfismos en una cate-
gorı´a C. El producto fibrado o cuadrado cartesiano de ( f , g) es una pareja de
morfismos ϕ : B −→ X, γ : B −→ Y con f ϕ = gγ tal que, si ϕ′ : C −→ X y
γ′ : C −→ Y son tales que f ϕ′ = gγ′, entonces existe una u´nica h : C −→ B tal
que ϕ′ = ϕh y γ′ = γh.
C
γ′
""
ϕ′

h

B
ϕ
//
γ

X
f

Y g // A
Denotamos con (B, (ϕ,γ)), o simplemente con B = Y ∧ X, el producto fibrado de
( f , g).
Definicio´n 1.2.2.5 Sean f : A −→ X y g : A −→ Y morfismos en una categorı´a
C. El coproducto fibrado (suma fibrada o cuadrado cocartesiano) de ( f , g) es
una pareja de morfismos ϕ : X −→ B y γ : Y −→ B con ϕ f = γg tal que si
ϕ′ : X −→ C y γ′ : Y −→ C son, tales que ϕ′ f = γ′g, entonces existe una u´nica
h : B −→ C tal que ϕ′ = hϕ y γ′ = hγ.
A
g

f
// X
ϕ
 ϕ′

Y
γ′ //
γ
// B
h

C
Denotamos con (B, (ϕ,γ)), o simplemente con B = X ∨ X, el coproducto fibrado
de ( f , g).
Definicio´n 1.2.2.6 Una categorı´a aditiva A es una categorı´a con objeto cero en
la cual cualesquiera dos objetos poseen un producto y el conjunto de morfismos
HomA(X, Y) es un grupo abeliano tal que la composicio´n
HomA(X, Y)× HomA(Y, Z) −→ HomA(X, Z)
es bilineal.
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Definicio´n 1.2.2.7 Una categorı´a abeliana es una categorı´a aditiva que adema´s
satisface las siguentes propiedades
1. Todo morfismo posee un nu´cleo y un conu´cleo.
2. Para α un monomorfismo y β un epimorfismo, α ∈ ker β si, y so´lo si, β ∈
coker α.
3. Todo morfismo puede factorizarse como α = βγ, con β monomorfismo y γ
epimorfismo.
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Parte II
Teorı´a K algebraica cla´sica
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Capı´tulo 2
El grupo de Grothendieck K0 de
un anillo
Referencias
Exponemos las principales referencias que se usaron durante la preparacio´n
del presente capı´tulo (como tambie´n sirvieron para los que le siguen). Ve´an-
se entonces: (Milnor, 1971), (Rosenberg, 1995), (Magurn, 2002), (Weibel, 2013),
(Bass, 1968), (Swan, 1968), (Silvester, 1981), (Atiyah, 1967), (Arlettaz, 2000),
(Kuku, 2007), (Steinberg, 1968).
2.1. Definiendo K0(Λ)
La K-teorı´a algebraica se ocupa, ampliamente, de las propiedades de
ciertos grupos K0(Λ), K1(Λ), K2(Λ), . . ., construidos a partir de un cierto
anillo Λ. Por lo cual, estamos en posicio´n de describir el primero de e´stos
grupos.
Definicio´n 2.1.1 Sea Λ un anillo. Definimos el grupo de Grothendieck K0(Λ)
como el grupo abeliano dado por los siguientes generadores y relaciones: tomamos
un generador [P] para cada clase de isomorfismo de Λ-mo´dulos proyectivos finita-
mente generados P y una relacio´n [P] + [Q] = [P ⊕ Q] para cada par P, Q de
Λ-mo´dulos proyectivos finitamente generados.
Todavı´a ma´s formalmente, escribamos con F = F(Λ) al grupo abeliano
cuyos generadores libres 〈P〉 son las clases de isomorfismo de Λ-mo´dulos
proyectivos finitamente generados P (es decir, 〈P〉 = 〈P1〉 si y so´lo si P = P1)
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y sea R el subgrupo de F generado por todas las expresiones de la forma
〈P〉 + 〈Q〉 − 〈P ⊕ Q〉. Entonces, K0(Λ) = F/R. De hecho, esta´ es una de-
finicio´n particular del grupo de Grothendieck K0(Λ), pero es la, digamos,
“tradicional” para el ca´lculo de K-grupos, ya que la definicio´n no particular
considera una categorı´a de Λ-mo´dulos izquierdos ΛMod (categorı´a abelia-
na) y de e´sta se estudia una subcategorı´a C de ΛMod. Y ahora, tomamos la
clase de isomorfismo 〈M〉 de unΛ-mo´dulo M (objeto de la subcategorı´a C) y
se construye al grupo abeliano libre F con base {〈M〉 |M ∈ Ob(C)} y sea R el
subgrupo de F generado por las expresiones de la forma 〈M′〉+ 〈M′′〉− 〈M〉
donde
0 // M′ // // M // // M′′ // 0 (2.1)
recorre todas las sucesiones exactas cortas en C. Entonces se define K0(C) =
F/R, el grupo de Grothendieck de C; se denota con [M] a la imagen de 〈M〉
en K0(C). Siempre que se tenga una sucesio´n exacta corta como en (2.1)
se tendra´n expresiones [M] = [M′] + [M′′] en K0(C). En particular, y fue
lo que se definio´ al inicio, consideraremos una subcategorı´a especı´fica de
ΛMod. Sea C = ΛP, la subcategorı´a de los Λ-mo´dulos (izquierdos) proyec-
tivos finitamente generados. Y se denota a K0(ΛP) simplemente con K0(Λ).
Definicio´n 2.1.2 Sea Λ un anillo. El grupo K0(Λ) es el grupo de Grothendieck
Proj f .g.(Λ)+ asociado al monoide Proj f .g.(Λ) de las clases de isomorfismos de Λ-
mo´dulos proyectivos finitamente generados.
Hablemos sobre las clases de isomorfismo deΛ-mo´dulos proyectivos finita-
mente generados. Ellos forman un conjunto Proj f .g.(Λ), que puede conver-
tirse en un monoide conmutativo con una operacio´n + definida como 〈P〉+
〈Q〉 = 〈P⊕ Q〉 y el 0-mo´dulo como el elemento identidad; no es un grupo
y tampoco un monoide con cancelacio´n en general
P1 ⊕Q ∼= P2 ⊕Q; P1 ∼= P2.
Por tanto, es conveniente en dotar a Proj f .g.(Λ) de una estructura de gru-
po para gozar de una propiedad de cancelacio´n, au´n si esto se traduzca en
la pe´rdida de informacio´n. Al estudiar el K-grupo, K0(Λ), en sı´ mismo no-
tamos que su naturaleza parte (y es una generalizacio´n) de la idea como
surge Z a partir del monoide conmutativo N de los enteros positivos o de
la manera en la que un anillo es “localizado” mediante el uso de inversos
formales de ciertos elementos.
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Proposicio´n 2.1.3 Sea S un monoide conmutativo. Entonces existe el grupo de
Grothendieck asociado a S, que es un grupo abeliano S+ = G junto con un mor-
fismo de monoides ϕ : S −→ G tal que para cualquier grupo H y un morfismo de
monoides ψ : S −→ H existe un u´nico morfismo θ : G −→ H haciendo que el
siguiente diagrama conmute (ψ = θ ◦ ϕ):
S
ψ 
ϕ
// G
θ

H
Demostracio´n. Construyamos el grupo de Grothendieck asociado a S. De-
finamos a G como el conjunto de clases de equivalencia de pares (x, y) con
x, y ∈ S, donde (x, y) ∼ (u, v) si y so´lo si existe un k ∈ S tal que
x + v + k = u + y + k
en S. Denotemos por [(x, y)] a la clase de equivalencia de (x, y). La suma
esta´ definida por la regla
[(x, y)] + [(x′, y′)] = [(x + x′, y + y′)].
Notar que para cualquier x y y en S, [(x, x)] = [(y, y)], puesto que x + y =
y + x y denotemos a este elemento con 0, es decir, [(x, x)] = 0 el cual es el
elemento identidad para G, ya que para cualquier x, y y z en S
(x + z, y + z) ∼ (x, y)
lo cual es cierto si y so´lo si existe un k ∈ S tal que x + z + y + k = x +
y + z + k en S. De la definicio´n vemos que tambie´n satisface la propiedad
asociativa. Y por u´ltimo observemos que
[(x, y)] + [(y, x)] = [(x + y, y + x)] = [(x + y, x + y)] = 0
y de esta´ manera [(x, y)] = −[(y, x)], es el elemento inverso en G. Estudie-
mos la existencia del morfismo θ. La aplicacio´n ψ : S −→ H se extiende a
un mapeo Z-lineal ψˆ : FZ(S) −→ H. Para x, y ∈ S,
ψˆ((x + y)− x− y) = ψ(x + y)− ψ(x)− ψ(y) = 0H.
Ası´ que ψˆ induce un homomorfismo de grupos θ : G −→ H con θ(ϕ(x)) =
θ(x¯) = ψ¯(x) = ψ(x) para cada x ∈ S. Completamos la prueba estudiando la
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unicidad del morfismo θ: Si G′ y ψ′ satisfacen la misma propiedad, entonces
S
ψ ##
ψ′
// G′
θ

H = G
θ′
HH (2.2)
En este caso tenemos que ψ′ = θ′ ◦ ψ y por hipo´tesis que ψ = θ ◦ ψ′. Luego,
ψ = θ ◦ ψ′
ψ = θ ◦ θ′ ◦ ψ
Y por tanto, θ ◦ θ′ = idG. De la misma manera vemos que
ψ′ = θ′ ◦ ψ
ψ′ = θ′ ◦ θ ◦ ψ′
y ası´ θ′ ◦ θ = idG′ . En otras palabras, G ∼= G′ y el morfismo θ es u´nico salvo
isomorfismo.

Observacio´n 2.1.4 Podemos ver adema´s que, S  S+ es un funtor Mon −→
Grp, adicionalmente para cualquier morfismo de monoides f : S1 −→ S2 obtene-
mos canonicamente
S1

f
// S2

S+1 f+
// S+2
Este funtor (−)+ : Mon −→ Grp es adjunto a la izquierda al funtor olvidadizo
Grp −→ Mon:
HomGrp(S+, G) ∼= HomMon(M, G)
Podemos aprovechar en este lenguaje otra forma de adaptar la definicio´n
del K-grupo K0(Λ).
Hemos dicho que K0(Λ) es un funtor; en otras palabras, si tenemos un
homomorfismo deΛ-mo´dulos ϕ : R −→ R′, existe un homomorfismo indu-
cido K0(ϕ) = ϕ∗ : K0(R) −→ K0(R′) satisfaciendo las condiciones usuales
K0(1R) = 1K0(R), K0(ϕ ◦ ψ) = (ϕ ◦ ψ)∗ = ϕ∗ ◦ ψ∗.
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Observacio´n 2.1.5 Sea f : R −→ S un morfismo en Ring y M un R-mo´dulo (iz-
quierdo) proyectivo finitamente generado. Entonces Rn ∼= M⊕N como R-mo´dulos
(izquierdo) para algu´n n ∈N, ası´ viendo a S como un S− R-bimo´dulo, tenemos
Sn ∼= (S⊗R R)n ∼= S⊗R Rn ∼= S⊗R (M⊕ N)
y por tanto
Sn ∼= (S⊗R M)⊕ (S⊗R N)
y por consiguiente S⊗R M es un S-mo´dulo proyectivo finitamente generado. Adema´s,
si M ∼= N como R-mo´dulos, entonces S⊗R M ∼= S⊗R N como S-mo´dulos. Por
tanto tenemos un mapeo bien definido
Proj f g(R) −→ Proj f g(S)
dado por
〈M〉 7→ 〈S⊗R M〉
De hecho, ya que el producto tensorial se distribuye sobre sumas directas,
el mapeo anterior induce un homomorfismo de grupo
f∗ : K0(R) −→ K0(S)
dado por
[M] 7→ [S⊗R M].
En este momento, usando la observacio´n (2.1.5) tenemos el siguiente teore-
ma:
Teorema 2.1.6 K0 es un funtor covariante de Ring a la categorı´a Ab de grupos
abelianos donde K0 envı´a morfismos f a f∗
Demostracio´n. Sean f : R −→ S y g : S −→ T morfismos en Ring. Entonces
para un generador [M] ∈ K0(R) tenemos
(g ◦ f )∗([M]) = [T ⊗R M]
= [(T ⊗S S)⊗R M]
= [T ⊗S (S⊗R M)]
= g∗( f∗([M]))
= (g∗ ◦ f∗)([M])
Y por otro lado, si id : R −→ R es un morfismo identidad en Ring, entonces
id∗([M]) = [R⊗R M] = [M] = id([M])
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
En general, si [M] = [N] no siempre tenemos que M ∼= N. Veamos un
criterio que constituira´ cuando [M] = [N] en K0(Λ).
Proposicio´n 2.1.7 Sean P y Q dos Λ-mo´dulos proyectivos finitamente generados.
Entonces [P] = [Q] en K0(Λ) si, y so´lo si, existe un entero n ≥ 0 tal que P⊕Λn ∼=
Q⊕Λn.
Demostracio´n. (⇐=)
Supongamos que P⊕Λn ∼= Q⊕Λn entonces
[P⊕Λn] = [Q⊕Λn] =
def
[P] + [Λn] = [Q] + [Λn]
y como K0(Λ) es un grupo, podemos cancelar y por lo tanto, [P] = [Q] en
K0(Λ).
(=⇒)
Ahora supongamos que [P] = [Q]. Trabajemos en Proj f g(Λ) y conside-
remos las clases de isomorfismo de los Λ-mo´dulos P y Q, es decir, 〈P〉
y 〈Q〉 en Proj f g(Λ). Dada la hipo´tesis, tenemos que 〈P〉 − 〈Q〉 ∈ R (re-
cordando que R es el subgrupo generado por las expresiones de la forma
〈E〉 + 〈F〉 − 〈E ⊕ F〉), y por lo cual existen finitos Λ-mo´dulos proyectivos
finitamente generados Pi, Qi, P′j y Q
′
j tales que
〈P〉 − 〈Q〉 =∑
i
(〈Pi〉+ 〈Qi〉 − 〈Pi ⊕Qi〉)−∑
j
(
〈P′j 〉+ 〈Q′j〉 − 〈P′j ⊕Q′j〉
)
por consiguiente
〈P〉+∑
j
(〈P′j 〉+ 〈Q′j〉)+∑
i
(〈Pi⊕Qi〉) = 〈Q〉+∑
i
(〈Pi〉+ 〈Qi〉)+∑
j
(〈P′j ⊕Q′j〉)
〈P〉+
(
∑
j
〈P′j 〉+∑
j
〈Q′j〉+∑
i
〈Pi ⊕Qi〉
)
= 〈Q〉+
(
∑
i
〈Pi〉+∑
i
〈Qi〉+∑
j
〈P′j ⊕Q′j〉
)
Los te´rminos de cada lado de esta ecuacio´n son los mismos, excepto posible-
mente en el orden en el cual e´stos se exhiben. Para captar esta idea, hagamos
A =
⊕
i
Pi, B =
⊕
i
Qi, C =
⊕
j
P′j y D =
⊕
j
Q′j y obtenemos que
P⊕ A⊕ B⊕ C⊕ D ∼= Q⊕ A⊕ B⊕ C⊕ D
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o que es lo mismo
P⊕ X ∼= Q⊕ X
donde X ∼= A ⊕ B ⊕ C ⊕ D. Es de esta manera que X es un Λ-mo´dulo
proyectivo y finitamente generado, luego, existe un Λ-mo´dulo Y tal que
X⊕Y ∼= Λn para algu´n n ∈N, de este modo
P⊕Λn ∼= P⊕ (X⊕Y) ∼= (P⊕ X)⊕Y ∼= (Q⊕ X)⊕Y ∼= Q⊕ (X⊕Y)
y por tanto
P⊕Λn ∼= Q⊕Λn.

Definicio´n 2.1.8 Dos Λ-mo´dulos P y Q son isomorfos establemente si existe
un nu´mero natural n tal que P⊕Λn ∼= Q⊕Λn.
Esta definicio´n nos capacita para decir que dos elementos de K0(Λ) son
iguales si, y so´lo si, son isomorfos establemente. El ca´lculo de K0(Λ) no ne-
cesariamente nos lleva a determinar todas las clases de isomorfismo, sino
que K0(Λ) determina todas las clases de isomorfismo estables.
Consideremos a V como un espacio vectorial de dimensio´n infinita sobre
un cuerpo F. Luego, V ⊕ V ∼= V (dos espacios vectoriales son isomorfos
si y so´lo si tienen la misma dimensio´n). Expresemos Λ ∼= HomF(V, V) =
EndF(V). Λ es un anillo si, para f , g ∈ Λ, definimos f + g y f g por ( f +
g)(v) = f (v) + g(v) y ( f g)(v) = f (g(v)) para todo v ∈ V. Como Λ-mo´du-
los,
Λ⊕Λ ∼= HomF(V, V)⊕ HomF(V, V)
∼= HomF(V ⊕V, V)
∼= HomF(V, V)
∼= Λ
Si describimos esto no tan implı´citamente, vemos que si v 7→ (v1, v2) es un
isomorfismo de V −→ V ⊕ V, esto induce un isomorfismo Λ −→ Λ ⊕ Λ
dado por ( f , g) 7→ ( f , g), donde ( f , g)(v) = f (v1) + g(v2). De esta manera,
Λ2 ∼= Λ y ma´s generalmente, Λn ∼= Λ. Ahora lo ma´s importante, en K0(Λ),
tenemos entonces que [Λ] = [Λ⊕Λ] = [Λ] + [Λ] lo cual implica que [Λ] =
0 y por lo tanto, [Λn] = 0. En conclusio´n, el K-grupo de orden 0 de Λ es
trivial, es decir, K0(Λ) = 0.
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Observacio´n 2.1.9 Sea P unΛ-mo´dulo proyectivo finitamente generado. Por con-
siguiente, tenemos que P ⊕ Q ∼= Λn, para algu´n mo´dulo Q; pero Λn ∼= Λ, es
ası´ que, P⊕Q ∼= Λ y podemos considerar a P y Q como ideales (izquierdos) de Λ.
Por lo que los elementos del anillo Λ son de la forma x = p+ q con p ∈ P y q ∈ Q.
Por un lado, si escribimos 1 = p+ q con p ∈ P y q ∈ Q entonces consideremos un
r ∈ P y hagamos
r = rp + rq.
Luego,
r︸︷︷︸
∈P
− rp︸︷︷︸
∈P
= rq ∈ P
pero como q ∈ Q, tenemos que r− rp = rq ∈ P ∩Q = 0. Ası´,
rq = 0 y r− rp = 0
por lo que r = rp. En particular, p2 = p y pq = 0. Y podemos estudiar simi-
larmente el caso en que si r ∈ Q, rp = 0 y rq = r y concluir que q2 = q y
qp = 0.
De este modo, probemos que, comoΛ-mo´dulos, P ∼= HomF(pV, V) don-
de V es un espacio vectorial de dimensio´n infinita sobre un cuerpo F y
HomF(pV, V) = {α : pV −→ V (donde α es aplicacio´n F-lineal)}. Prime-
ro, definamos
β : P −→ HomF(pV, V)
tal que
m 7→ β(m) = mα(pv)
= m(pv) para todo v ∈ V
y β esta´ bien definida, pues dados m1, m2 ∈ P, m1 = m2 =⇒ m1(pv) =
m2(pv) y por tanto β(m1) = β(m2). Ahora, tomando m1, m2 ∈ P
β(m1 + m2) = (m1 + m2)(pv)
= m1(pv) + (m2)(pv)
β(m1 + m2) = β(m1) + β(m2)
y para λ ∈ Λ,
β(λm) = λm(pv) = λ(m(pv)) = λβ(m).
Es ası´ que, β es un homomorfismo de Λ-mo´dulos.
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Estudiemos si β es un monomorfismo. En este apartado cabe hacer mencio´n
que β se puede definir por restriccio´n, puesto que, P ⊂ Λ ∼= HomF(V, V) y
pV ⊂ V. Sea y ∈ ker β, entonces
β(y) = 0
y(pv) = 0
(yp)v = 0
lo cual implica que yp = 0. Pero por la observacio´n (3.1.10), yp = y y enton-
ces y = 0. Luego, β es un homomorfismo inyectivo.
Veamos ahora que β es un epimorfismo. Sea λ ∈ HomF(pV, V), λ es un ma-
peo F-lineal pV −→ V. Definamos para un r ∈ Λ arbitrario que λ(pv) = rv
para todo v ∈ V. Entonces,
rqv = λ(pqv) = λ((pq)v) = λ(0 · v) = λ(0) = 0
esto como consecuencia que pq ∈ P ∩Q. Es ası´ que
rqv = 0 =⇒ rq = 0
y ası´ r = rp + rq = rp pues P⊕Q ∼= Λ y por tanto r ∈ P por la observacio´n
(3.1.10). Luego, β es un epimorfismo.
Todavı´a un poco ma´s, si ahora tomamos un v ∈ V, v = vp + vq, enton-
ces obtenemos que V = pV + qV. Si escogemos que pv = qu para algunos
v, u ∈ V
pv = qu =⇒ p2v = pqu =⇒ p2v = (pq)u = 0 · u = 0
=⇒ pV ∩ qV = 0. Por tanto, V ∼= pV ⊕ qV y como V es un espacio vec-
torial de dimensio´n infinita debemos tener que o bien V ∼= pV o´ V ∼= qV,
posiblemente ambas opciones. En el primer caso, si V ∼= pV, entonces
P ∼= HomF(pV, V)
∼= HomF(V, V)
∼= Λ
Por lo que en K0(Λ), [P] = [Λ], y por lo discutido anteriormente, [P] =
[Λ] = 0. Por un argumento ana´logo, podemos obtener que Q ∼= Λ y como
Λ ∼= P⊕ Q obtenemos que [Λ] = [P⊕ Q] = [P] + [Q] resulta que [Q] = 0
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nuevamente. Y ası´, K0(Λ) = 0.
A partir de la observacio´n (2.1.5) el homomorfismo de grupos K0( f ) = f∗ :
K(R) −→ K(S) esta´ bien definido y por el teorema (2.1.6), K0, resulta ser
un funtor (covariante) entre las categorı´as Ring y Ab respectivamente. Sea
ahora J un ideal bila´tero del anillo R. Introducimos ası´ el siguiente
Lema 2.1.10 Sea f : R −→ S un homomorfismo de anillos conmutativos sobre-
yectivo. Entonces K0( f ) : K0(R) −→ K0(S) esta´ dado por [P] 7→ [P], donde
P = P/JP y tambie´n J = ker f .
Demostracio´n. Sea P un R-mo´dulo. Como J es un ideal de R entonces JP es
un submo´dulo de P y luego P/JP es un R-mo´dulo. Consideremos el mapeo
F : S× P/JP −→ P/JP
dado por
(s, p) 7→ rp
donde f (r) = s y p = p + JP. Comprobemos que F es un mapeo bien
definido. Sean (s1, p), (s2, p) ∈ S × P/JP. Si (s1, p) = (s2, p), como pares
ordenados, s1 = s2 y como f es sobreyectivo tenemos que s1 = f (r1) y
s2 = f (r2). Por lo que si f (r1) = f (r2) entonces
f (r1)− f (r2) = f (r1 − r2) = 0 =⇒ r1 − r2 ∈ J = ker f
=⇒ (r1 − r2)p ∈ JP
=⇒ r1p− r2p ∈ JP
y de esta manera obtenemos que r1p = r2p. Veamos el siguiente diagrama
S× P //

g
&&
P
pi

S× P/JP
F
// P/JP
F junto con la aplicacio´n natural (proyeccio´n cano´nica) pi : P −→ P/JP bus-
camos que g : S× P −→ P/JP definida por g(s, p) = rp, sea una aplicacio´n
bilineal, esto es,
1.
g(s, p1 + p2) = r(p1 + p2)
= rp1 + rp2
= rp1 + rp2
g(s, p1 + p2) = g(s, p1) + g(s, p2).
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2. como s = f (r) entonces para s1 + s2 = f (r1) + f (r2) = f (r1 + r2)
g(s1 + s2, p) = (r1 + r2)p
= r1p + r2p
= r1p + r2p
g(s1 + s2, p) = g(s1, p) + g(s2, p).
3. Sea λ ∈ S. Puesto que f es sobreyectivo existe un µ ∈ R tal que f (µ) =
λ, luego λs = f (µ) f (r) = f (µr) y ası´
g(λs, p) = µrp
= µrp + JP
= µ(rp + JP) = µ(rp)
g(λs, p) = λg(s, p).
4. Sea λ ∈ S, entonces
g(s,λp) = r(µp)
= (rµ)p
= (µr)p, µ, r ∈ R
= µ(rp)
g(s,λp) = λg(s, p).
Y por lo anterior la aplicacio´n g : S× P −→ P/JP es una aplicacio´n bilineal
y por tanto induce gˆ : S ⊗R P −→ P/JP definida por 1⊗ p 7→ p (por la
propiedad universal). Pero ahora, gˆ−1 dada por p 7→ 1⊗ p es bien definida,
desde luego que, si p1, p2 ∈ P/JP, y si p1 = p2 entonces p1 − p2 ∈ JP,
adema´s
1⊗ (p1 − p2) = 1⊗ p1 − 1⊗ p2
(rλ ∈ J, todo λ) 1⊗∑
λ
rλpλ =
∑
λ
(1⊗ rλpλ) =
∑
λ
( f (rλ)⊗ pλ) =
(puesto que rλ ∈ J) ∑
λ
(0⊗ pλ) =
0 =
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Y de esta manera gˆ ◦ gˆ−1 = gˆ−1 ◦ gˆ = Id, por tanto S ⊗R P ∼= P/JP. Y es
ası´ como K0( f ) dado por [P] 7→ [P] tiene sentido.

Ahora usemos el resultado del lema (2.1.10) para demostrar el siguiente teo-
rema que nos asistira´ muchı´simo al momento de calcular los K0-grupos de
un producto de anillos.
Teorema 2.1.11 K0(Λ1 ×Λ2) ∼= K0(Λ1)⊕ K0(Λ2).
Demostracio´n. Tenemos la aplicacio´n i1 : K0(Λ1) −→ K0(Λ1 × Λ2) que va-
mos a definir de esta manera: Sea P un Λ1-mo´dulo proyectivo finitamente
generado; vamos a desvirtuar a P para considerarlo como un (Λ1 × Λ2)-
mo´dulo haciendo que Λ2 actu´e trivialmente, es decir, (m, n)p = mp para
m ∈ Λ1, n ∈ Λ2 y p ∈ P. Vamos a reconocer a e´ste mo´dulo escribiendo P˜ y
definimos a i1 haciendo que [P] 7→ [P˜]. Veamos que esta bien definido: sean
[P1], [P2] ∈ K0(Λ1), luego
[P1] = [P2] ⇐⇒ ∃n ∈N : Λn1 ⊕ P1 ∼= Λn1 ⊕ P2 (como Λ1-mo´dulos)
=⇒ (Λ1 ×Λ2)⊗Λ1 Λn1 ⊕ P1 ∼= (Λ1 ×Λ2)⊗Λ1 Λn1 ⊕ P2
=⇒ [(Λ1 ×Λ2)⊗Λ1 Λn1]⊕ [(Λ1 ×Λ2)⊗Λ1 P1] ∼= ...
... ∼= [(Λ1 ×Λ2)⊗Λ1 Λn1]⊕ [(Λ1 ×Λ2)⊗Λ1 P2]
=⇒ [(Λ1 ×Λ2)⊗Λ1 Λ1]n ⊕ [(Λ1 ×Λ2)⊗Λ1 P1] ∼=
...
[
(Λ1 ×Λ2)⊗Λ1 Λ1
]n ⊕ [(Λ1 ×Λ2)⊗Λ1 P2]
=⇒ (Λ1 ×Λ2)n ⊕ [(Λ1 ×Λ2)⊗Λ1 P1] ∼= (Λ1 ×Λ2)n ⊕ [(Λ1 ×Λ2)⊗Λ1 P2]
=⇒ (Λ1 ×Λ2)n ⊕ P˜1 ∼= (Λ1 ×Λ2)n ⊕ P˜2 (como (Λ1 ×Λ2)-mo´dulos)
⇐⇒ [P˜1] = [P˜2].
luego, i1 esta´ bien definida. Y asimismo podemos definir i2 : K(Λ2) −→
K0(Λ1 × Λ2) de la misma manera, de modo que ahora al tomar un Λ2-
mo´dulo proyectivo finitamente generado, digamos Q, debemos transfor-
marlo a un (Λ1×Λ2)-mo´dulo haciendo que Λ1 actu´e trivialmente; por con-
siguiente estamos diciendo que (m, n)q = nq para m ∈ Λ1, n ∈ Λ2 y q ∈ Q.
Ahora tomemos una aplicacio´n pi1 : K0(Λ1×Λ2) −→ K0(Λ1), la cual conse-
guimos usando el funtor K0 en la aplicacio´nΛ1×Λ2 −→ Λ1, y pi1 esta dada
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por [P] 7→ [P/Λ2P] por el lema (2.1.10). Si P es un Λ1-mo´dulo entonces
Λ2P˜ = {t · p| t ∈ Λ1, p ∈ P˜}
= {t · (λp1)|t ∈ Λ,λ ∈ (Λ1 ×Λ2), p1 ∈ P}
= {t · ((m, n)p1 := mp1)}, (donde λ = (m, n), m ∈ Λ1, n ∈ Λ2)
= {t · (mp1) = 0} (ya que Λ2 actu´a trivialmente)
= 0
de esta manera P˜/Λ2P˜ = {(m, n)p = mp |(m, n) ∈ (Λ1 ×Λ2), p ∈ P} = P
(como Λ1-mo´dulos) puesto que mp /∈ Λ2P˜, de donde hemos obtenido que
pi1 ◦ i1 = Id, explı´citamente
[P] 
i1 // [P˜] 
pi1// [P˜/Λ2P˜]
=
cc
Y podemos tambie´n considerar pi2 : K0(Λ1 × Λ2) −→ K0(Λ2) y definir de
la misma manera y resultara´ que pi2 ◦ i2 = Id.
Para cualquierΛ1-mo´dulo P, tenemos queΛ1P = P, por consiguienteΛ1P˜ =
P˜ y por tanto P˜/Λ1P˜ = 0. En otras palabras, (pi2 ◦ i1)([P]) = pi2(i1([P])) =
pi2([P˜]) = [P˜/Λ1P˜] = [0] = 0 y ası´ pi2 ◦ i1 = 0. Y similarmente pi1 ◦ i2 = 0.
Finalmente, sea M un (Λ1 ×Λ2)-mo´dulo y sea x ∈ M.
x ∈ M =⇒ x = (λ1,λ2)m, λ1 ∈ Λ1,λ2 ∈ Λ2
=⇒ x = ((λ1, 0) + (0,λ2))m
=⇒ x = (λ1, 0)m + (0,λ2)m
=⇒ x = λ1m︸︷︷︸
∈Λ1 M
+ λ2m︸︷︷︸
∈Λ2 M
=⇒ x ∈ Λ1M +Λ2M.
Y si adema´s y ∈ Λ1M +Λ2M tenemos
y ∈ Λ1M +Λ2M =⇒ y = λ1m + λ2m
=⇒ y = (λ1, p2)m + (p1,λ2)m
=⇒ y = ((λ1, p2) + (p1,λ2))m
=⇒ y = (λ1 + p1, p2 + λ2)m
=⇒ y = (λ∗1 ,λ∗2)m, λ∗1 ∈ Λ1,λ∗2 ∈ Λ2
=⇒ y ∈ M.
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Esto resulta que M = Λ1M+Λ2M. Ahora consideremos a z ∈ Λ1M∩Λ2M,
esto es,
z ∈ Λ1M ∩Λ2M =⇒ z ∈ Λ1M y z ∈ Λ2M
=⇒ z = λ1m y z = λ2m donde m ∈ M,λ1 ∈ Λ1,λ2 ∈ Λ2
=⇒ z = (λ1m, 0) y z = (0,λ2m)
=⇒ λ1m = 0 y λ2m = 0
=⇒ z = 0
y de esta manera, Λ1M ∩ Λ2M = 0, y por tanto M = Λ1M ⊕ Λ2M. Esto
lo utilizamos con el objetivo, fenomenal por cierto, de que los (Λ1 × Λ2)-
mo´dulos pueden exhibirse como suma directa por el reciente resultado. Y
en K0(Λ1 ×Λ2):
[M] ∈ K0(Λ1 ×Λ2) =⇒ [M] = [Λ1M⊕Λ2M]
= [Λ1M] + [Λ2M]
= i1pi1[Λ1M] + i2pi2[Λ2M] esto en K0(Λ1 ×Λ2)
es decir, IdK0(Λ1×Λ2) = i1pi+i2pi2, si M es finitamente generado y proyectivo.
De donde, K0(Λ1×Λ2) esta´ creado por las ima´genes de i1 e i2; y concluimos,
por lo tanto, que se verifica que K0(Λ1 ×Λ2) ∼= K0(Λ1)⊕ K0(Λ2).

Observacio´n 2.1.12 Si deseamos calcular el K-grupo de orden cero del producto
cartesiano de los anillos Λ1,Λ2, . . . ,Λk, el teorema (3.2.3) nos ayuda a extender
inductivamente el ca´lculo, pues
K0(Λ1 ×Λ2 × . . .×Λk) ∼= K0(Λ1)⊕ K0(Λ2)⊕ . . .⊕ K0(Λk) =
k⊕
j=1
K0(Λj)
Vamos a iniciar el ca´lculo de K0 de anillos de un intere´s ma´s pra´ctico. Sea Λ
un anillo local. Si I es un ideal de Λ tenemos que Λ/I es un cuerpo ya que
I es un ideal maximal. Hagamos I = rad Λ. Ahora, si M es un Λ-mo´dulo
proyectivo finitamente generado, podemos asumir que M ⊕ N ∼= Λk para
algu´n k. Por consiguiente, M/IM y N/IN son Λ/I-mo´dulos, por tanto, son
mo´dulos libres, digamos de rangos m y n, respectivamente, con m + n = k.
Elegimos elementos de la base y los ordenamos de una manera conveniente
ası´: x1, . . . , xm ∈ M y xm+1, . . . , xk ∈ N. Se desea mostrar que el conjunto
{x1, . . . , xk} es una base libre para Λk; esto mostrara´ particularmente que
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{x1, . . . , xm} es un conjunto generador linealmente independiente para M,
adema´s que M es libre con rango determinado u´nicamente por
rnk(M) := dimΛ/I M/IM.
Sea {e1, . . . , ek} la base esta´ndar de Λk. Como tenemos dos conjuntos gene-
radores de Λk, cada elemento puede ser expresado en te´rminos del otro, y
existen elementos aij y bij de tal manera que
ei =
k
∑
j=1
aijxj, y xj =
k
∑
j=1
bijej .
Ası´ conseguimos que
ei =
k
∑
j=1
aij
k
∑
l=1
bilel
y obtenemos entonces
k
∑
j=1
k
∑
l=1
(
aijbjl − δij
)
el = 0 ,
y si A = (aij) y B = (bij), e´sto significa que AB− I = 0 y entonces AB = I.
Por otro lado, sustituyendo en la otra forma, obtenemos que:
k
∑
j=1
k
∑
l=1
(
bijajl − δij
)
xl = 0
y como los xl son linealmente independientes mo´dulo el ideal I de Λ, esto
muestra que BA− I ∈ rad Mn(Λ) y por la Proposicio´n (......), BA es inverti-
ble, por tanto B es invertible. Como A es inversa a la izquierda para B, esto
muestra que tambie´n es inversa a la derecha, es decir, BA = I. Esto prueba
{x1, . . . , xm} es una base libre para Λk. Por lo que todo Λ-mo´dulo proyecti-
vo generado finitamente es libre con rango definido u´nicamente. Ası´, para
la clase de isomorfismo de un Λ-mo´dulo proyectivo finitamente generado
M, podemos definir un morfismo tal que [M] 7→ rnk(M). En este sentido,
para un generador [M] ∈ K0(Λ) hemos de tener que
[M] = [Λn] = n[Λ]
donde n = rnk (M). De lo que se concluye que K0(Λ) esta´ generado por
[Λ]. Ahora supongamos que
[0] = k[Λ] = [Λk] , k ∈N.
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Esto implica que existe un r ∈N y verifica que
Λr ⊕ 0 ∼= Λr ⊕Λk
entonces
r = rnk(Λr ⊕ 0) = rnk(Λr ⊕Λk) = r + k
de donde r = 0. Por tanto [Λ] no tiene orden finito en K0(Λ) = 〈[Λ]〉,
entonces
K0(Λ) ∼= Z.
Este resultado lo resumimos en el siguiente
Teorema 2.1.13 Sea Λ un anillo local. Entonces K0(Λ) ∼= Z.
De igual importancia es si Λ es un dominio de ideales principales (DIP) y
consideramos los mo´dulos proyectivos finitamente generados sobre Λ. Sea,
entonces, M unΛ-mo´dulo. Podemos asumir que M esta´ contenido en algu´n
Λn, con n ∈N0. En este sentido, se argumenta por induccio´n sobre n que M
es isomorfo a Λk,con k ∈ N0, para algu´n k ≤ n. Si n = 0, no hay nada que
probar (M esta´ contenido en un mo´dulo de rango 0, es decir, M ⊂ Λ0 = {0}
y se deduce que M ∼= {0}mediante la inyeccio´n cano´nica). Asumamos que
el resultado es va´lido para valores pequen˜os de n y sea pi : Λn −→ Λ la
proyeccio´n cano´nica. Observar que pi mapea a M sobre un Λ-submo´dulo
de Λ, es decir, un ideal de Λ. Si pi(M) = 0, entonces podemos ver a M
contenido en ker pi ∼= Λn−1 y aca´ se usa la hipo´tesis inductiva. Por otro
lado, pi(M) es un ideal distinto de cero y entonces es isomorfo a Λ como
un Λ-mo´dulo (esto porque Λ es un DIP). Luego al tomar la restriccio´n de pi
sobre el mo´dulo M,
0 // ker pi|M // M pi|M // Λ // 0
tenemos que M es isomorfo a ker pi|M ⊕Λ. Como podemos ver, ker pi|M
esta´ contenido en Λn−1, aplicamos la hipo´tesis inductiva para concluir que
es isomorfo a Λk
′
, con k′ ≤ n− 1.
Por lo tanto, M ∼= Λk con k = k′ + 1 ≤ (n− 1) + 1 = n. Adema´s esto nos
dice que M es un mo´dulo libre. El argumento anterior nos muestra adicio-
nalmente que cada submo´dulo de unΛ-mo´dulo libre es libre en dominio de
ideales principales. Ahora estudiando e´ste tipo de Λ-mo´dulo en las clases
de isomorfismo, vemos que
M ∼= Λk =⇒ [M] = [Λk]
=⇒ [M] = [Λ⊕ . . .⊕Λ︸ ︷︷ ︸
k veces
]
=⇒ [M] = k[Λ]
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donde k es el rango de M, es decir, k = rnk(M). Entonces K0(Λ) esta´ gene-
rado por [Λ] y podemos usar las nociones ana´logas que se exhibio´ para los
anillos locales. Esto da lugar al siguiente
Teorema 2.1.14 Sea Λ un dominio de ideales principales. Entonces K0(Λ) ∼= Z.
2.2. Resultados
Veamos, en el marco de lo expuesto anteriormente, algunos ejemplos
para calcular el grupo de Grothendieck K0 para varios anillos.
Ejemplo 2.2.1 Sea K un cuerpo. Entonces cada K-mo´dulo finitamente generado
es un espacioK-vectorial de dimensio´n finita. Tomemos unK-mo´dulo M y supon-
gamos que la dimK(M) = n. Entonces tenemos que que M ∼= Kn. Tomando
clases de isomorfismo esto da lugar a que [M] = [Kn] = n[K] y ası´ el gru-
po K0(K) esta´ generado por [K]. Pasemos a calcular su orden: supongamos que
[Kp] = p[K] = [0] para algu´n p ∈ N0. De la definicio´n (2.1.8) tenemos que
existe un m ∈N tal que
Km ⊕ 0 ∼= Km ⊕Kp
luego m = dimK(Km ⊕ 0) = dimK(Km ⊕Kp) = m + p, por consiguiente
p = 0. Por tanto, m no tiene orden finito en K0(K) = 〈[K]〉. Por tanto de la
clasificacio´n de los grupos cı´clicos obtenemos que
K0(K) ∼= Z
Es ası´, los K-mo´dulos son K-espacios vectoriales, necesariamente libres y por tan-
to proyectivos. A este respecto, los K-mo´dulos proyectivos finitamente generados
son losK-espacios vectoriales de dimensio´n finita. Tambie´n pudimos calcular el K-
grupo K0 considerando la funcio´n dimK : K0(K) −→ Z definida como [M] 7→
dimK(M) = n. Si
0 // M′ // M // M′′ // 0
es una sucesio´n exacta corta de K-espacios vectoriales que se escinde, entonces
M ∼= M′ ⊕ M′′ y de lo cual dimK(M) = dimK(M′ ⊕ M′′) = dimK(M′) +
dimK(M′′), ahora dimK es un homomorfismo de K0(K) aZ. Como dimK(K) = 1,
dimK es sobreyectivo. Sea [P] ∈ ker (dimK) =⇒ dimK(P) = 0 lo que implica que
P ∼= K0 = 0 y ası´ ker (dimK) = {[0]}. Por lo tanto, K0(K) ∼= Z.
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Ejemplo 2.2.2 Dada una categorı´a abeliana A con sumas directas contables (o
productos). Tomemos Ak ∈ Ob(A) con k ∈ J, J un conjunto de ı´ndices numerable.
Sea B =
⊕
i∈J
Ai. Entonces Ak ⊕ B = Ak ⊕
⊕
i∈J
Ai ∼=
⊕
i∈J
Ai = B. Ası´ [B] =
[Ak ⊕ B] = [Ak] + [B] y entonces [Ak] = 0. Por tanto K0(Ak) es trivial.
Este procedimiento es frecuentemente conocido como “the Eilenberg swind-
le” que literalmente se traduce al espan˜ol como “la estafa de Eilenberg”, y
el cual, da un medio para probar que el grupo de Grothendieck de una gran
variedad de categorı´as abelianas es cero. Esta´ es un razo´n por la que, por
ejemplo, se debe restringir a los mo´dulos proyectivos finitamente genera-
dos en la definicio´n de K0 de un anillo. La idea esta basada, esencialmente,
en la paradoja del Hotel de Hilbert.
Ejemplo 2.2.3 Sean A y B dos categorı´as abelianas equivalentes. Escojamos dos
funtores F y G tales que F : A −→ B y G : B −→ A; como son equivalentes
implica que FG : B −→ B, FG es naturalemente isomorfo a idB y asimismo GF es
naturalemente isomorfo a idA. Por lo tanto
K0(FG) = K0(F)K0(G) : K0(B) −→ K0(B)
y tambie´n
K0(GF) = K0(G)K0(F) : K0(A) −→ K0(A).
Por lo que K0(FG) es naturalemente isomorfo a idK0(B) y K0(GF) es naturalmente
isomorfo a idK0(A). Por lo tanto K0(A) es equivalente a K0(B).
Podemos observar con ma´s claridad lo que este ejemplo muestra. Suponga-
mos los anillos R y R′ son isomorfos, esto es, hay un homomorfismo f tal
que f : R −→ R′ es biyectivo. En consecuencia existe un homomorfismo
g : R′ −→ R tal que f ◦ g = idR′ y g ◦ f = idR. Por el teorema (2.1.6), K0
es un funtor covariante y entonces K0( f ◦ g) = K0( f ) ◦ K0(g) = idK0(R′) y
tambie´n K0(g ◦ f ) = K0(g) ◦ K0( f ) = idK0(R). Es ası´ que, K0(R) ∼= K0(R′),
esto es, la categorı´a de R-mo´dulos proyectivos finitamente izquierdos RP es
equivalente a la categorı´a de R′-mo´dulos proyectivos finitamente generados
izquierdos R′P (que al mismo tiempo ambas categorı´as son subcategorı´as de
la categorı´a abeliana RMod).
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Capı´tulo 3
El grupo de Whitehead K1 de un
anillo
3.1. K1 de un anillo Λ
Definicio´n 3.1.1 Se denotara´ con Mn(Λ) al anillo de las matrices cuadradas de
orden n, donde Λ es el anillo al cual pertenecen las entradas y, respecto a Λ, se
dira´ que es un anillo con unidad.
Definicio´n 3.1.2 Sea GLn(Λ) el grupo de las unidades de Mn(Λ), Mn(Λ)×, es
decir, GLn(Λ) es el grupo de las matrices invertibles de Mn(Λ). Reconoceremos a
GLn(Λ) bajo el nombre de grupo general lineal.
Definicio´n 3.1.3 Una matriz que difiere de la matriz identidad por un elemento
λ ∈ Λ fuera de la diagonal, se le conoce como matriz elemental y la denotaremos
como eλij, con i 6= j, es decir, una matriz de la forma
eλij =

1 0 0 . . . 0 . . . 0
0 1 0 . . . 0 . . . 0
0 0 1 . . . λ . . . 0
...
...
... . . .
... . . .
...
0 0 0 . . . 1 . . . 0
...
...
... . . .
... . . .
...
0 0 0 . . . 0 . . . 1

.
Observacio´n 3.1.4 Una matriz elemental eλij tiene la forma tanto de una matriz
superior y una matriz inferior segu´n la posicio´n que adopte el elemento λ en el
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arreglo. Entonces
det(eλij) = 1
si λ no esta´ en la diagonal principal de la matriz, y
det(eλij) = λ
si λ esta´ en la diagonal principal. Esto se debe a que el determinante de una matriz
triangular es igual al producto de todos los elementos de la diagonal de eλij.
De la Observacio´n (3.1.4) vemos que una matriz elemental eλij tienen deter-
minante distinto de cero, por tanto es invertible y ası´ eλij ∈ GLn(Λ). Sin
pe´rdida de generalidad, fijemos a n = 3 y calculemos la matriz inversa de
eλij para i = 2 y j = 3:1 0 00 1 λ
0 0 1
∣∣∣∣∣∣
1 0 0
0 1 0
0 0 1
 R2−λR3−−−−→
1 0 00 1 0
0 0 1
∣∣∣∣∣∣
1 0 0
0 1 −λ
0 0 1

por lo que la matriz inversa de eλij es e
−λ
ij . Es claro que podemos expresar
cada matriz elemental en la forma
eλij = In + λeij
donde In es la matriz identidad de orden n y eij es una matriz cuyas entra-
das son todas cero excepto en la posicio´n ij-e´sima que esta´ 1.
Sean eλij y e
µ
ij dos matrices elementales de orden n con i 6= j . Entonces te-
nemos que el producto
eλij · eµij = (In + λeij)(In + µeij)
= In · In + In · µeij + λeij · In + λeij · µeij︸ ︷︷ ︸
=0
= In + µeij + λeij
= In + (λ+ µ)eij
eλij · eµij = eλ+µij .
Y particularmente, eλij · (eλij)−1 = eλij · e−λij = eλ−λij = e0ij = In.
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Recordemos que el conmutador de dos elementos a y b de un grupo se de-
fine como
[a, b] = aba−1b−1.
Sean eλij, e
µ
kl ∈ GLn(Λ) con i 6= j y k 6= l. El conmutador de eλij y e
µ
kl es
[eλij, e
µ
kl] = e
λ
ij · eµkl · (eλij)−1 · (e
µ
kl)
−1
= eλij · eµkl︸ ︷︷ ︸
I
· e−λij · e−µkl︸ ︷︷ ︸
I I
.
Dividamos los ca´lculos de los productos (I) y (I I). Sabemos que eλij = In +
λeij y que e
µ
kl = In + µeij, entonces si j 6= k e i = l:
eλij · eµkl = (In + λeij)(In + µekl)
= In + µekl + λeij + λeij · µekl
= In + µekl + λeij + (λµ) eij · ekl︸ ︷︷ ︸
=0
= In + µekl + λeij.
Luego
e−λij · e−µkl = [In + (−λ)eij][In + (−µ)ekl]
= In + (−µ)ekl + (−λ)eij + (−λ)eij · (−µ)ekl
= In + (−µ)ekl + (−λ)eij + (λµ) eij · ekl︸ ︷︷ ︸
=0
= In + (−µ)ekl + (−λ)eij.
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Y esto implica que
eλij · eµkl · e−λij · e
−µ
kl = (In + µekl + λeij)[In + (−µ)ekl + (−λ)eij]
= In + (−µ)ekl + (−λ)eij + µekl + µekl · (−µ)ekl +
+ µekl · (−λ)eij + λeij + λeij · (−µ)ekl + λeij · (−λ)eij
= In + (−µ)ekl + (−λ)eij + µekl + (−µµ) ekl · ekl︸ ︷︷ ︸
=0
+
+ (−λµ)ekl · eij + λeij + (−λµ) eij · ekl︸ ︷︷ ︸
=0
+(−λλ) eij · eij︸ ︷︷ ︸
=0
= In + (−µ)ekl + (−λ)eij + µekl + (−λµ)ekl · eij + λeij
= In + (−µ+ µ)ekl︸ ︷︷ ︸
=0
+ (−λ+ λ)eij︸ ︷︷ ︸
=0
+(−λµ)ekl · eij
= In + (−λµ)ekj, ya que ekl · eij = ekj
= e−λµkj .
Por tanto, [eλij, e
µ
kl] = e
−λµ
kj cuando i = l y j 6= k.
Si ahora tomamos que i 6= l y j = k, obtendremos que
eλij · eµkl = (In + λeij)(In + µekl)
= In + µekl + λeij + λeij · µekl
= In + µekl + λeij + (λµ)eij · ekl
= In + µekl + λeij + (λµ)eil
y
e−λij · e−µkl = [In + (−λ)eij][In + (−µ)ekl]
= In + (−µ)ekl + (−λ)eij + (−λ)eij · (−µ)ekl
= In + (−µ)ekl + (−λ)eij + (λµ)eij · ekl
= In + (−µ)ekl + (−λ)eij + (λµ)eil.
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Posteriormente tendremos que
eλij · eµkl · e−λij · e
−µ
kl =
[
In + µekl + λeij + (λµ)eil
] [
In + (−µ)ekl + (−λ)eij + (λµ)eil
]
= In + (−µ)ekl + (−λ)eij + (λµ)eil + µekl + µekl · (−µ)ekl +
+ µekl · (−λ)eij + µekl · (λµ)eil + λeij + λeij · (−µ)ekl +
+ λeij · (−λ)eij + λeij · (λµ)eil + (λµ)eil + (λµ)eil · (−µ)ekl +
+ (λµ)eil · (−λ)eij + (λµ)eil · (λµ)eil
= In + (−µ)ekl + (−λ)eij + (λµ)eil + µekl + (−µµ) ekl · ekl︸ ︷︷ ︸
=0
+
+ (−λµ) ekl · eij︸ ︷︷ ︸
=0
+(µλµ) ekl · eil︸ ︷︷ ︸
=0
+λeij + (−λµ)eij · ekl +
+ (−λλ) eij · eij︸ ︷︷ ︸
=0
+(λλµ) eij · eil︸ ︷︷ ︸
=0
+(λµ)eil + (−λµµ) eil · ekl︸ ︷︷ ︸
=0
+
+ (−λµλ) eil · eij︸ ︷︷ ︸
=0
+(λµλµ) eil · eil︸ ︷︷ ︸
=0
= In + (−µ)ekl + (−λ)eij + (λµ)eil + µekl ++λeij +
+ (−λµ)eij · ekl + (λµ)eil
= In + (−µ+ µ)ekl︸ ︷︷ ︸
=0
+ (−λ+ λ)eij︸ ︷︷ ︸
=0
+(λµ)eil +
+ (−λµ)eij · ekl + (λµ)eil
= In + (λµ)eil + (−λµ)eil + (λµ)eil, porque eij · ekl = eil
= In + (λµ)eil + (λµ− λµ)eil
= In + (λµ)eil
= eλµil .
Y es ası´ que [eλij, e
µ
kl] = e
λµ
il . Falta considerar el caso en que i 6= l y j 6= k. Para
ello consideramos de la misma manera a eλij = In + λeij y e
µ
kl = In + µekl y
procedemos a calcular su producto:
eλij · eµkl = (In + λeij)(In + µekl)
= In + µekl + λeij + λeij · µekl
= In + µekl + λeij + (λµ) eij · ekl︸ ︷︷ ︸
=0
= In + µekl + λeij
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y
e−λij · e−µkl = [In + (−λ)eij][In + (−µ)ekl]
= In + (−µ)ekl + (−λ)eij + (−λ)eij · (−µ)ekl
= In + (−µ)ekl + (−λ)eij + (λµ) eij · ekl︸ ︷︷ ︸
=0
= In + (−µ)ekl + (−λ)eij.
A continuacio´n, observamos que el producto de eλij · eµkl · e−λij · e
−µ
kl es pra´cti-
camente la misma cosa cuando estudiamos el caso de j 6= k e i = l; lo que
cambiara´ sera´ por la nueva consideracio´n para los ı´ndices. Entonces, vea-
mos el producto bajo esta restriccio´n:
eλij · eµkl · e−λij · e
−µ
kl = (In + µekl + λeij)[In + (−µ)ekl + (−λ)eij]
= In + (−µ)ekl + (−λ)eij + µekl + µekl · (−µ)ekl +
+ µekl · (−λ)eij + λeij + λeij · (−µ)ekl + λeij · (−λ)eij
= In + (−µ)ekl + (−λ)eij + µekl + (−µµ) ekl · ekl︸ ︷︷ ︸
=0
+
+ (−λµ) ekl · eij︸ ︷︷ ︸
=0
+λeij + (−λµ) eij · ekl︸ ︷︷ ︸
=0
+(−λλ) eij · eij︸ ︷︷ ︸
=0
= In + (−µ)ekl + (−λ)eij + µekl + λeij
= In + (−µ+ µ)ekl︸ ︷︷ ︸
=0
+ (−λ+ λ)eij︸ ︷︷ ︸
=0
= In
Y por lo tanto, [eλij, e
µ
kl] = In cuando j 6= k e i 6= l. En resumen, tenemos la
siguiente
Proposicio´n 3.1.5 Sean eλij, e
µ
kl ∈ GLn(Λ). Entonces se cumple que
[
eλij, e
µ
kl
]
=

In, si j 6= k, i 6= l
eλµil , si j = k, i 6= l
e−λµkl , si j 6= k, i = l .
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Sea
J = {matrices elementales eλij, λ ∈ Λ}.
J es no vacı´o, porque para λ1 = 0 = λ− λ ∈ Λ, e0ij = eλ−λij = eλije−λij = In
y al menos In ∈ J. Por la Observacio´n (3.1.4) vimos que eλij ∈ GLn(Λ) y por
consiguiente J ⊂ GLn(Λ). Ahora consideremos el subgrupo generado por
el conjunto J, 〈J〉:
〈J〉 =
{
k
∏
i=1
Xαii : Xi ∈ J, αi ∈ Z
}
.
Veamos que 〈J〉 es subgrupo de GLn(Λ). Sean x, y ∈ 〈J〉, entonces
x · y−1 =
k
∏
i=1
Xαii ·
(
l
∏
j=1
Y
β j
j
)−1
=
k
∏
i=1
Xαii ·
l
∏
j=1
(
Y
β j
j
)−1
=
k
∏
i=1
Xαii ·
l
∏
j=1
Y
−β j
j
=
k
∏
i=1
Xαii ·
l
∏
j=1
Y−1j︸︷︷︸
∈J

β j
︸ ︷︷ ︸
∈〈J〉︸ ︷︷ ︸
∈〈J〉
Por tanto, 〈J〉 ≤ GLn(Λ). Cla´sicamente, e´ste subgrupo es conocido como
grupo elemental lineal y nos adaptaremos al contexto simboliza´ndolo como
En(Λ), es decir, En(Λ) := 〈J〉.
Observacio´n 3.1.6 Sean m y n enteros positivos tales que m ≤ n y sea Λ un
anillo con unidad. Consideremos la funcio´n
Ωm,n : GLm(Λ) −→ GLn(Λ)
definida como
A 7→
(
A 0
0 In−m
)
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donde In−m es la matriz identidad de orden (n−m)× (n−m) y las matrices cero,
0, son de taman˜o apropiado. Probemos que Ωm,n es un homomorfismo de grupos.
Tomemos dos matrices de orden m con determinante no nulo, A, B ∈ GLm(Λ).
Entonces
Ωm,n(AB) =
(
AB 0
0 In−m
)
=
(
A 0
0 In−m
)(
B 0
0 In−m
)
= Ωm,n(A)Ωm,n(B)
Luego efectivamenteΩm,n es un homomorfismo entre los grupos GLm(Λ) y GLn(Λ).
Si reconocemos a cada matriz A ∈ GLn(Λ) con la matriz(
A 0
0 1
)
∈ GLn+1(Λ)
conseguimos inclusiones GL1(Λ) ⊂ GL2(Λ) ⊂ GL3(Λ) ⊂ . . . .
Definicio´n 3.1.7 Para un anillo con unidad Λ definimos
GL(Λ) =
∞⋃
n
GLn(Λ)
al que llamamos grupo lineal general estable de Λ.
Por la Observacio´n (3.1.6) la inclusio´n de
GLn(Λ) //
Ωn,n+1
// GLn+1(Λ)
se restringe a la inclusio´n de En(Λ) ⊂ GLn(Λ), teniendo que
En(Λ) // // En+1(Λ).
Definicio´n 3.1.8 Para un anillo con unidad Λ definimos
E(Λ) =
∞⋃
n
En(Λ)
que conoceremos como grupo elemental estable de Λ.
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Lema 3.1.9 [Whitehead] Para un anillo Λ tenemos que E(Λ) es el subgrupo con-
mutador de GL(Λ), es decir,
E(Λ) = [GL(Λ), GL(Λ)]
Demostracio´n. Probemos primero que E(Λ) ⊃ [GL(Λ), GL(Λ)].
Sean X, Y ∈ GLn(Λ) entonces se tiene que [X, Y] = XYX−1Y−1 ∈ [GLn(Λ), GLn(Λ)].
Luego identificamos a la matriz [X, Y] = XYX−1Y−1 en GL2n(Λ) mediante
el morfismo Ωn,2n, es decir,
[X, Y] 7→
[XY] 0
0 I2n−n
 . (3.1)
En GL2n(Λ), la ecuacio´n (4.2) adopta lo siguiente:[XY] 0
0 In
 =
XY(YX)−1 0
0 (YX)−1YX

=
X 0
0 X−1
Y 0
0 Y−1
(YX)−1 0
0 YX
 . (∗)
Lo que se desea es que (4.2) pueda ser expresado como el producto de ma-
trices elementales en GL2n(Λ). Entonces bastara´ con que cada matriz en (∗)
pueda reducirse a I2n mediante operaciones elementales. Como para cada
X ∈ GLn(Λ), tenemos queX 0
0 X−1
 =
 0 X
−X−1 0
0 −I
I 0

en GL2n(Λ) y tambie´n 0 X
−X−1 0
 =
In X
0 In
 In 0
−X−1 In
In X
0 In
 .
Luego vemos que las matricesIn X
0 In
 y
 In 0
−X−1 In

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pertenecen a E2n, puesto que
In + ∑
1≤i≤n
n<j≤2n
aijeij = ∏
1≤i≤n
n<j≤2n
(In + aijeij)
y adema´s la matriz 0 −I
I 0

puede reducirse a I2n mediante operaciones elementales de renglo´n, enton-
ces  0 −In
In 0
 ∼
In −In
In 0
 ∼
In 0
0 In
 .
Por tanto hemos obtenido que [GLn(Λ), GLn(Λ)] ⊂ E2n(Λ) y por lo tanto
[GL(Λ), GL(Λ)] ⊂ E(Λ).
Ahora probemos que E(Λ) ⊂ [GL(Λ), GL(Λ)].
Mediante la Proposicio´n (3.1.5), hemos visto que cada matriz elemental pue-
de expresarse como el conmutador de otras dos matrices elementales, en-
tonces podemos exhibir esta idea diciendo que
eλij = [e
λ
ik, e
1
kj] (N)
es decir, para i.j ∈ {1, . . . , n} y λ ∈ Λ existe un k ∈ {1, . . . , n} diferentes de
i y j tal que se cumple (N) para n ≥ 3. Por lo que [En(Λ), En(Λ)] = En(Λ)
y, en conclusio´n, [E(Λ), E(Λ)] = E(Λ) ⊂ GL(Λ).
Po lo tanto,
[GL(Λ), GL(Λ)] = E(Λ).

Observacio´n 3.1.10 Para elementos x y y de un grupo de un grupo G, es claro
que xy = yx si, y so´lo si, el conmutador [x, y] es igual a la identidad. Para probarlo,
vemos que
xy = yx ⇐⇒ xy(yx)−1 = yx(yx)−1
⇐⇒ xyx−1y−1 = e
⇐⇒ [x, y] = e.
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Adema´s, resulta que tambie´n
[x, y]−1 = [y, x].
Al subgrupo generado por todos los elementos de la forma [x, y] se le conoce
como subgrupo conmutador de G y se simboliza por [G, G]. Sea [m, n] ∈ [G, G]
y g ∈ G entonce tenemos que
g[m, n]g−1 = gmnm−1n−1g−1
= gm(g−1g)n(g−1g)m−1(g−1g)n−1(g−1g)g−1
= (gmg−1)(gng−1)(gm−1g−1)(gn−1g−1)(gg−1)
= (gmg−1)(gng−1)(gmg−1)−1(gng−1)−1
= [gmg−1, gng−1] ∈ [G, G].
Por lo tanto, [G, G] C G. Al cociente
Gab = G/[G, G]
es conocido como la abelianizacio´n de G. Como se tiene que
[x[G, G], y[G, G]] = [pi0(x),pi0(y)]
= pi0([x, y])
= [x, y][G, G]
= [G, G] ,
(donde pi0 : G −→ G/[G, G] dada por x 7→ x[G, G]) por la Observacio´n
(3.1.10) deducimos que Gab es un grupo abeliano.
Proposicio´n 3.1.11 Supongamos que G es un grupo. Un subgrupo H contiene a
[G, G] si, y so´lo si, H C G y G/H es abeliano.
Demostracio´n. “⇐=” Supongamos que H C G y que G/H es abeliano, en-
tonces para todo x, y ∈ G,
[x, y]H = xyx−1y−1H
= (xH)(yH)(x−1H)(y−1H)
= (xH)(x−1H)(yH)(y−1H)
= (xx−1H)(yy−1H)
= H.
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Entonces [x, y] ∈ H y por tanto [G, G] ⊂ H.
“=⇒” Supongamos que [G, G] ⊂ H. Entonces
(xH)(xH) = xyH
= xy(y−1x−1yx)H
= x (yy−1)︸ ︷︷ ︸
=e
x−1yxH
= xx−1yxH
= yxH
= (yH)(xH),
entonces G/H es un grupo abeliano y ası´ H C G (todo subgrupo de un
grupo abeliano es un subgrupo normal).
Definicio´n 3.1.12 Para cada anilloΛ, el grupo de Whitehead (Bass-Whitehead)
de Λ es el K-grupo algebraico
K1(Λ) = GL(Λ)ab = GL(Λ)/E(Λ).
3.2. Determinantes y SK1
Ahora, sea f ∈ HomRing(R, S), es decir, sea f un morfismo entre los
objetos R y S de la categorı´a Ring, por tanto un homomorfismo de anillos.
Entonces existen homomorfismos de grupos
fn : GLn(R) −→ GLn(S)
dado por
(aij) 7→ ( f (aij)),
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puesto que
fn((aij)(bij)) = fn
((
n
∑
k=1
aikbkj
))
=
(
f
(
n
∑
k=1
aikbkj
))
=
(
n
∑
k=1
f (aij) f (bij)
)
= ( f (aij))( f (bij))
= fn(aij) fn(bij).
Esto da lugar a construir un diagrama
GLn(R)
fn
// GLn(S)
GLm(R)
ΩRm
OO
fm
// GLm(S)
ΩSm
OO
conmutativo, es decir, que fn ◦ΩRm = ΩSm ◦ fm para m ≤ n pues, tomando
una matriz (xij) ∈ GLm(R) obtenemos
( fn ◦ΩRm)((xij)) = fn(ΩRm((xij)))
= fn
(
(xij) 0
0 In−m
)
=
(
( f (xij)) f (0)
f (0) f (In−m)
)
=
(
( f (xij)) 0
0 In−m
)
.
Por otro lado
(ΩSm ◦ fm)((xij)) = ΩSm( fm((xij)))
= ΩSm(( f (xij)))
=
(
( f (xij)) 0
0 In−m
)
De lo anterior se deduce que fn ◦ΩRm = ΩSm ◦ fm.
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Recordando que GL(Λ) =
⋃
n=1
GLn(Λ) tenemos de nueva cuenta un ho-
momorfismo
GL(R) −→ GL(S)
para anillos R y S. Esto a su vez induce un homomorfismo tomando su
abelianizacio´n (cociente sobre su subgrupo conmutador) definido tal que
f 1∗ : K1(R) −→ K1(S)
dado por
[A]E(R) 7→ [ fn(A)]E(S).
Teorema 3.2.1 K1 : Ring −→ Ab es un funtor donde K1 envı´a morfismos f a f 1∗ .
Demostracio´n. Supongamos que f : R −→ S y g : S −→ T son dos homo-
morfismos de anillos. Para cada A ∈ GLn(R) tenemos que
(g ◦ f )1∗([A]E(R)) = [(g ◦ f )n(A)]E(T)
= [gn( fn(A))]E(T)
= g1∗([ fn(A)]E(S))
= g1∗( f 1∗ ([A]E(R)))
= g1∗ ◦ f 1∗ ([A]E(R))
Ası´ tambie´n si id : R −→ R es el morfismo identidad en Ring, entonces
id1∗([A]E(R)) = [id(A)]E(R) = [A]E(R).

NN
Podemos considerar el determinante de una matriz como una aplicacio´n
entre los grupos
det : GL(Λ) −→ U(Λ) = Λ∗
donde U(Λ) = Λ∗ denota las unidades del anillo Λ.
Sea
SL(Λ) := ker (det : GL(Λ) −→ Λ∗)
y lo llamaremos grupo especial lineal de Λ el cual es un subgrupo de
GL(Λ) que consiste de aquellas matrices con determinante igual a 1. Ob-
servemos que hemos podido definir det debido a que detn : GLn(Λ) −→ Λ∗
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es invariante bajo la inclusio´n GLn(Λ) GLn+1(Λ). Veamos que la aplica-
cio´n det es un homomorfismo.
Sean A, B ∈ GLn(Λ) entonces por la definicio´n del determinante aplicado
al producto de matrices tenemos que
detn(AB) = detn(A)detn(B)
y por lo cual det es un homomorfismo.
El homomorfismo det induce un homomorfismo
det1 : GL(Λ)/E(Λ) = K1(Λ) −→ Λ∗
puesto que E(Λ) ⊂ SL(Λ) ⊂ ker(det) definido tal que para cada [A] ∈
K1(Λ) ([A] = AE(Λ)), [A] 7→ det1([A]) = det(A).
Podemos construir una aplicacio´n inversa
Λ∗ = GL1(Λ)
g◦ f
''
//
f
// GL(Λ)
g

K1(Λ)det
1
]]
u 
f (u)
// U 
g(U)=(g◦ f )(u)
// [U]
y sea entonces ι1 := g ◦ f .
Definamos ahora
ker(det1 : K1(Λ) −→ Λ∗) = SL(Λ)/E(Λ) = SK1(Λ).
Esto da lugar a considerar una sucesio´n exacta corta
1 // SK1(Λ) //
θ // K1(Λ)
det1 // // Λ∗ // 1
donde θ es la inclusio´n (se comprueba que im(θ) = ker(det1)) y puesto que
existe ι1 : Λ∗ −→ K1(Λ) como se dedujo´, y tal que det1(ι1(u)) = u para todo
u ∈ Λ∗ la sucesio´n exacta corta se escinde y
K1(Λ) ∼= SK1(Λ)⊕Λ∗. (3.2)
Como puede considerarse conocido (en algunas ocasiones)Λ∗, el ca´lculo
de K1(Λ) se limita al de SK1(Λ).
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Observacio´n 3.2.2 Sea Γ un cuerpo y sea A = (aij) ∈ GLn(Γ). La primera
columna de A no puede consistir solamente de ceros porque si ası´ fuera, la matriz
A no serı´a invertible. Luego, ai1 6= 0 para algu´n i = 1, . . . , n. Si i = 1, muy bien.
Si no,
e11ie
−1
il e
1
li =

0 . . . 1 . . .
... 1
...
−1 0 0 . . .
0 . . . 0 1
 ,
entonces usamos e11ie
−1
il e
1
li para multiplicar a A y poner algo distinto de cero en la
posicio´n (1, 1). Luego podemos asumir muy bien que a11 6= 0. Sumando −ai1a−111
veces la primera columna a la ij-e´sima fila para i 6= 1. podemos cancelar todas las
otras entradas en la primera columna. Esto reduce A a la formaa11 ∗
0 A′

con A′ una matriz de orden (n− 1)× (n− 1), y de hecho det(A) = a11det(A′).
Repetimos este proceso para A′, ası´ vamos transformando a la matriz A, por opera-
ciones elementales de renglo´n, a la forma
a11 ∗ ∗
0 a22 ∗
0 0 A′′

con A′′ una matriz de orden (n− 2)× (n− 2). Continuando, por induccio´n, ve-
mos que A puede ser transformada a una matriz triangular superior invertible a
trave´s de las operaciones elementales de renglo´n. Ahora asumamos que A es una
matriz triangular superior invertible. Sumando mu´ltiplos del u´ltimo renglo´n a los
otros renglones, podemos eliminar todas las entradas en la u´ltima columna a ex-
cepcio´n de ann. Entonces sumando mu´ltiplos de los (n− 1)-e´simos renglones a los
otros renglones, podemos cancelar todas las entradas de en la columna (n− 1)-e´si-
ma excepto para an−1,n−1. Siguiendo por induccio´n, podemos reducir por renglones
a A en una matriz diagonal invertible D = (dij). Adema´s, las operaciones elemen-
tales de renglo´n no cambian el determinante, esta matriz diagonal D tiene el mismo
determinante como nuestra matriz original A.
Finalmente, tenemos que transformar a D en una matriz diagonal con a lo sumo
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una entrada en la diagonal diferente de 1. Ası´ como en la prueba del Lema (3.1.9),
hemos de concluir que las matrices de la forma
diag(1, . . . , 1, a, a−1, 1, . . . , 1) =

1 . . . 0 0 . . . 0
... . . .
...
...
...
...
0 . . . a 0 . . . 0
0 . . . 0 a−1 . . . 0
...
...
...
... . . .
...
0 . . . 0 0 . . . 1

son matrices elementales. Multiplicando previamente a D por tales matrices, trans-
formamos a D en una matriz diagonal con a lo sumo una entrada en la diagonal,
decir en la posicio´n (1, 1), diferente de 1. Esta entrada debe ser la misma como el
determinante, luego si A tiene determinante 1, vemos que puede ser transformada
por operaciones elementales de renglo´n a la matriz identidad. En otras palabras,
A ∈ E(Γ).
Ası´ las cosas, para cualquier matriz A ∈ SL(Λ) = ker(det), y podamos
transformar la matriz A 0
0 Ik
 ,
para una adecuada k, en la matriz identidad In+k mediante operaciones ele-
mentales por renglo´n o columna, afirmamos que A es una matriz elemental
y por tanto SL(Λ) = E(Λ). Esto depende sin duda alguna del anillo Λ. En
el caso de la Observacio´n (3.2.2), si Λ es un cuerpo K, SL(K) = E(K). Y
podemos establecer el siguiente
Teorema 3.2.3 Si Λ es un cuerpo, entonces K1(Λ) ∼= Λ∗
Demostracio´n. De la ecuacio´n (3.2) tenemos que
K1(Λ) ∼= SK1(Λ)⊕Λ∗.
Como SK1(Λ) = SL(Λ)/E(Λ) y para un cuerpo Λ se tiene SL(Λ) = E(Λ),
conseguimos que SK1(Λ) es trivial. Entonces
K1(Λ) ∼= 0⊕Λ∗ ∼= Λ∗.
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Observacio´n 3.2.4 El teorema (3.2.3) fue el resultado de que si cualquier matriz
con entradas en un anillo Λ es reducida a la matriz identida mediante operaciones
elementales por renglo´n o columna entonces SK1(Λ) es trivial. Como e´ste proceso
de reduccio´n puede ser aplicado no so´lo a cuerpos sino tambie´n a un dominio eucli-
diano o un anillo local o un anillo conmutativo finito, podemos extender el teorema
(3.2.3) en forma ana´loga.
Ejemplo 3.2.5 Calculemos K1(Z). Sabemos que Z∗ = {−1, 1}, por lo que nos
podemos limitar al ca´lculo de K1(Λ) al ca´lculo de SK1(Z).
Sea X 6= In ∈ SLn(Z). Esta´ matriz posee como entradas nu´meros enteros e identi-
fiquemos e´sta matriz con una de orden n + 1, es decir,
X′ =
X 0
0 1
 .
Mediante un proceso finito de pasos podemos transformar X′ en una matriz identi-
dad como se extendio´ en la Observacio´n (3.2.2). Por tanto, X ∈ En(Z) y como fue
arbritraria, SLn(Z) = E(Z). Ası´, K1(Z) = {−1, 1}.
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Capı´tulo 4
El Grupo de Steinberg y el grupo
K2
4.1. Extensiones centrales
Definicio´n 4.1.1 Se define el centro de un grupo G como el conjunto de los ele-
mentos de G que conmutan con todos los elementos de G, y lo simbolizaremos por
Z(G), es decir,
Z(G) = {g ∈ G : xg = gx ∀x ∈ G}.
Definicio´n 4.1.2 Un grupo G se dice perfecto si G es igual a su subgrupo con-
mutador, es decir, G = [G, G].
Definicio´n 4.1.3 Una extensio´n central de un grupo G por un grupo A es una
sucesio´n exacta corta
1 // A // X
φ
// G // 1
tal que A esta en Z(X), el centro de X.
Si φ y A son claros desde el contexto, es decir, si sabemos reconocer a φ y
a A de algu´n modo segu´n sea el caso, podemos, por abuso del lenguaje,
refirnos al grupo X como una extensio´n central del grupo G. En este sentido,
podemos dar, a continuacio´n, una definicio´n ana´loga a la definicio´n (4.1.3).
Definicio´n 4.1.4 Por una extensio´n central de un grupo G se entiende a un par
(X, φ) que consiste de un grupo X y un homomorfismo φ de X a G que cumple que
ker φ ⊂ Z(X).
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Definicio´n 4.1.5 Una extensio´n central (U, ν) de un grupo G es universal si,
para cada extensio´n central (X, φ) de G, existe un u´nico homomorfismo h : U −→
X tal que ν = φ ◦ h, es decir, el siguiente diagrama es conmutativo:
U
∃!
''
ν // G
X
φ
OO
Proposicio´n 4.1.6 Si una extensio´n central universal existe, es u´nica salvo iso-
morfismos.
Demostracio´n. Supongamos que (U, µ) y (V, ν) son extensiones centrales
universales de un grupo G. Queremos probar que U ∼= V. Por definicio´n
(4.1.5), sean h : U −→ V y h′ : V −→ U tales que ν ◦ h = µ y µ ◦ h′ = ν, es
decir, que el siguiente diagrama
U ii
h′
µ
//
h
44
G
V
ν
OO
conmuta. De lo anterior,
ν ◦ h = µ =⇒ µ ◦ h′ ◦ h = µ
=⇒ µ ◦ (h′ ◦ h) = µ
por tanto h′ ◦ h = IdV . Asimismo tenemos que
µ ◦ h′ = ν =⇒ ν ◦ h ◦ h′ = ν
=⇒ ν ◦ (h ◦ h′) = ν
y por lo cual, h ◦ h′ = IdU. Por lo tanto U ∼= V.

Definicio´n 4.1.7 Una extensio´n central (X, φ) de un grupo G se escinde si ad-
mite una seccio´n, esto es un homomorfismo s : G −→ X.
Lema 4.1.8 Sean (X, φ) y (Y,ψ) extensiones centrales de un grupo G. Si Y es
perfecto existe al menos un homomorfismo de Y a X sobre G.
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Demostracio´n. Supongamos que f1 y que f2 son homomorfismos de Y a X.
Lo que se desea es mostrar que al tomar dos homomorfismos arbitrarios de
Y a X ambos homomorfismos son iguales, es decir, f1(α) = f2(α) ∀α ∈ Y.
Lo que tenemos por el momento, podemos verlo en el siguiente diagrama.
G
X
φ
99
Y
f1
gg
f2
rr
ψ
ee
Puesto f1 y f2 son homomorfismos de Y a X, tenemos que para algu´n y ∈ Y,
φ( f1(y)) = ψ(y) y asimismo φ( f2(y)) = ψ(y). Luego obtenemos que
φ( f1(y)) = φ( f2(y))
f1(y) = f2(y).
En todo caso hablamos de un isomorfismo y esto es trivial segu´n lo mostra-
do. Sin embargo, seas β, β′ ∈ ker φ ⊂ Z(X) y tomemos z, y ∈ Y. Podemos
considerar en X las relaciones
f1(y) = f2(y)β
y
f1(z) = f2(z)β′ .
En este sentido vemos que
φ( f1(y)) = φ( f2(y)β)
= φ( f2(y))φ(β)
= φ( f2(y))
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y bajo condiciones φ es bien definida.
f1(yz) = f1(y) f1(z)
= f2(y)β f2(z)β′
= f2(y)
[
f2(y)−1 f1(y)
]
︸ ︷︷ ︸
∈Z(X)
f2(z)
[
f2(z)−1 f1(z)
]
︸ ︷︷ ︸
∈Z(X)
= f2(y) f2(z)
[
f2(y)−1 f1(y)
]
︸ ︷︷ ︸
∈Z(X)
[
f2(z)−1 f1(z)
]
︸ ︷︷ ︸
∈Z(X)
= f2(y) f2(z)
[
f2(z)−1 f1(z)
]
︸ ︷︷ ︸
∈Z(X)
[
f2(y)−1 f1(y)
]
︸ ︷︷ ︸
∈Z(X)
f1(yz) f1(y)−1 = f2(y) f2(z)
[
f2(z)−1 f1(z)
]
︸ ︷︷ ︸
∈Z(X)
f2(y)−1
= f2(y) f2(z) f2(y)−1
[
f2(z)−1 f1(z)
]
︸ ︷︷ ︸
∈Z(X)
f1(yz) f1(y)−1 f1(z)−1 = f2(y) f2(z) f2(y)−1 f2(z)−1
f1(yzy−1z−1) = f2(yzy−1z−1)
f1([y, z]) = f2([y, z]).
Ahora usamos la hipo´tesis que Y es perfecto, y como Y esta´ generado por
conmutadores, por tanto, esto prueba que f1 = f2, ∀α = [y, z] ∈ Y.

Lema 4.1.9 Sea (Y,ψ) una extensio´n central de G. Si Y no es perfecto, entonces
para una extensio´n central (X, φ) elegida adecuadamente existe ma´s que un homo-
morfismo de Y a X sobre G.
Demostracio´n. Si Y no es perfecto, existe un homomorfismo distinto de cero ϕ
de Y sobre algu´n grupo abeliano, digamos Yab = Y/[Y, Y]. Esto es ası´ pues-
to que si por un momento asumimos que Y es, en efecto, un grupo perfecto,
entonces al tomar el homomorfismo cano´nico Y −→ Y/[Y, Y], definido por
α 7→ α[Y, Y] ∀α ∈ Y, vemos que α es un producto finito de conmutadores
[aj, bj] con j ∈ {1, 2, 3, . . . , k}, es decir, α =
k
∏
j=1
[aj, bj], por lo tanto α ∈ [Y, Y]
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y α[Y, Y] = 0. Asumiendo que Y es un grupo perfecto, el homomorfismo
cano´nico se vuelve el homomorfismo nulo. Por consiguiente, el homomor-
fismo
ϕ : Y −→ Y/[Y, Y]
es no nulo.
Elijamos X = G × Y/[Y, Y] y un homomorfismo φ de G × Y/[Y, Y] a G
definido por φ(g,λ) = g, ∀ (g,λ) ∈ G×Y/[Y, Y]. Veamos,
ker φ = {(a, b) ∈ G×Y/[Y, Y] : φ(a, b) = a = 0}
= {(0, b) ∈ G×Y/[Y, Y]}
y como para un (x, y) ∈ G×Y/[Y, Y],
(x, y)(0, b) = (0, yb)
= (0, by) ya que yb ∈ Y/[Y, Y] y Y/[Y, Y] es abeliano.
= (0, b)(x, y)
y por lo tanto (0, b) ∈ Z(G×Y/[Y, Y]), por lo cual ker φ ⊂ Z(G×Y/[Y, Y])
y de esta forma (G×Y/[Y, Y], φ) es una extesio´n central sobre G. Haciendo
f (m) = (ψ(m), 1) y g(m) = (ψ(m), ϕ(m))
tenemos dos homomorfismos de Y a G×Y/[Y, Y] sobre G.
Y
ψ
&&
f
((
g .. G×Y/[Y, Y]
φ
uuG
Ası´ el lema queda demostrado.

Lema 4.1.10 Si (X, φ) es una extensio´n central de un grupo perfecto P, entonces
el subgrupo conmutador [X, X] es perfecto, y lo mapea sobre P.
Demostracio´n. Sea (X, φ) una extensio´n central de P. Probemos que φ es un
homomorfismo sobreyectivo. Sea p ∈ P. Entonces p tiene la forma p =
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l
∏
j=1
[xj, yj] ya que P esta´ generado por productos de conmutadores. Desarro-
llando [xj, yj] obtenemos que
p =
l
∏
j=1
[xj, yj] =
l
∏
j=1
(
xjyjx−1j y
−1
j
)
.
Como φ es un homomorfismo sobreyectivo de X a P, puesto que es una
extensio´n central, tenemos que para cada q ∈ P existe un α ∈ X tal que
φ(α) = q; es ası´ que que para cada xj y yj en P existen µj y νj en X de
manera que φ(µj) = xj y φ(νj) = yj. Obtenemos entonces que
p =
l
∏
j=1
(
φ(µj)φ(νj)φ(µj)
−1φ(νj)−1
)
=
l
∏
j=1
(
φ(µj)φ(νj)φ
(
µ−1j
)
φ
(
ν−1j
))
=
l
∏
j=1
(
φ
(
µjνjµ
−1
j ν
−1
j
))
= φ
(
l
∏
j=1
(
µjνjµ
−1
j ν
−1
j
))
= φ
(
l
∏
j=1
[µj, νj]
)
luego para cada p ∈ P existe un
l
∏
j=1
[µj, νj] ∈ [X, X] tal que se cumple que
φ
(
l
∏
j=1
[µj, νj]
)
= p. Ası´, φ de [X, X] a P es sobreyectivo.
Ahora probemos que [X, X] es un grupo perfecto, es decir, que [X, X] =
[[X, X], [X, X]]. Veamos la inclusio´n [[X, X], [X, X]] ⊂ [X, X].
Sea w ∈ [[X, X], [X, X]] entonces w tiene la forma w =
m
∏
k=1
[rk, sk] con rk y
sk en [X, X]. Por consiguiente, rk = [a, b] y sk = [c, d] con a, b, c, d ∈ X,
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electos ası´ sin perder la generalidad de la prueba. Es ası´ que
w =
m
∏
k=1
[rk, sk]
=
m
∏
k=1
(
rkskr−1k s
−1
k
)
=
m
∏
k=1
(
[a, b][c, d][a, b]−1[c, d]−1
)
=
m
∏
k=1
(aba−1b−1)︸ ︷︷ ︸
∈X
(cdc−1d−1)︸ ︷︷ ︸
∈X
(aba−1b−1)−1︸ ︷︷ ︸
∈X
(cdc−1d−1)−1︸ ︷︷ ︸
∈X

︸ ︷︷ ︸
∈X
por tanto, w ∈ [X, X] y en consecuencia [[X, X], [X, X]] ⊂ [X, X].
Ahora probemos que [X, X] ⊂ [[X, X], [X, X]]. Puesto que φ es un homo-
morfismo sobreyectivo de [X, X] a P, todo elemento x ∈ X puede ser escrito
como el producto x′c con x′ ∈ [X, X] y c ∈ ker φ ⊂ Z([X, X]). Entonces cada
generador [x, y] de [X, X] adopta la forma
[x, y] = [x′c′, y′c′′] para x′, y′ ∈ [X, X] y c′, c′′ ∈ ker φ
= (x′c′)(y′c′′)(x′c′)−1(y′c′′)−1
= (x′c′)(y′c′′)(c′−1x′−1)(c′′−1y′−1)
= x′(c′y′)(c′′c′−1)(x′−1c′′−1)y′−1
= x′(y′c′)(c′′c′−1)(x′−1c′′−1)y′−1
= x′(y′c′)(x′−1c′′−1)(c′′c′−1)y′−1
= x′y′(c′x′−1)(c′′−1c′′c′−1)y′−1
= x′y′(x′−1c′)(c′′−1c′′c′−1)y′−1
= x′y′x′−1(c′c′′−1c′′c′−1)y′−1
= x′y′x′−1y′−1(c′ c′′−1c′′︸ ︷︷ ︸
=e
c′−1)
= x′y′x′−1y′−1
= [x′, y′] ∈ [[X, X], [X, X]],
y ası´ [X, X] ⊂ [[X, X], [X, X]]. Por tanto [X, X] es un grupo perfecto.

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Observacio´n 4.1.11 A la pareja ([X, X], φ|[X,X]) se le conoce como extensio´n
central perfecta de P.
4.2. Grupo de Steinberg
Introduciremos un grupo abstracto definido por generadores y relacio-
nes las cuales esta´n disen˜adas para imitar el comportamiento de las matri-
ces elementales. De nuevo, sean i, j enteros tales que i 6= j entre 1 y n y sean
λ, µ ∈ Λ, donde Λ denota un anillo.
Definicio´n 4.2.1 Para n ≥ 3 el grupo de Steinberg Stn(Λ) es el grupo definido
por generadores (sı´mbolos formales) xλij, 1 ≤ i, j ≤ n, i 6= j, y λ ∈ Λ sujeto a las
relaciones
xλijx
µ
ij = x
λ+µ
ij
[
xλij, x
µ
kl
]
=

1 para j 6= k, i 6= l,
xλµil para j = k, i 6= l.
Definamos un homomorfismo cano´nico
φ : Stn(Λ) −→ GLn(Λ)
dado por
xλij 7→ φ
(
xλij
)
= eλij .
E´sta asignacio´n da lugar a un homomorfismo puesto que cada una de las
relaciones entre generadores de St(Λ), tomemos xλij y x
µ
ij, obtenemos que
φ
(
xλijx
µ
ij
)
= φ
(
xλ+µij
)
= eλ+µij
= eλije
µ
ij
= φ
(
xλij
)
φ
(
xµij
)
.
La imagen de φ,
im φ = {y ∈ GLn(Λ) : ∃ x ∈ Stn(Λ) tal que φ(x) = y}
72
ALGUNOS CA´LCULOS DE K-GRUPOS ALGEBRAICOS
y ası´ vemos que la imagen de φ contiene matrices elementales de orden n,
de lo cual, podemos afirmar que φ (Stn(Λ)) ⊂ GLn(Λ) y que de hecho la
imagen de φ es igual al subgrupo generado por todas las matrices elemen-
tales de orden n, En(Λ).
Quitando las restricciones 1 ≤ i, j ≤ n sobre los generadores xλij, la misma
presentacio´n define el grupo de Steinberg
St(Λ) := St∞(Λ),
o podemos verlo como el lı´mite lı´m−→ Stn(Λ), dado por los mapeos
Stn(Λ) −→ Stn+1(Λ)
De esta manera obtenemos un grupo correspondiente y un homomorfismo
correspondiente
φ : St(Λ) // // E(Λ).
Definicio´n 4.2.2 El grupo K2 de un anillo Λ esta´ dado por
K2(Λ) = ker (St(Λ) E(Λ) ⊂ GL(Λ)) .
Por consiguiente, tenemos la siguiente sucesio´n exacta
1 // K2(Λ) // St(Λ)
φ
// GL(Λ) // K1(Λ) // 1 .
Es claro que si K2(Λ), entonces St(Λ) ∼= E(Λ), y ası´ las relaciones de Stein-
berg forman un conjunto de relaciones que definen a E(Λ). Podemos ima-
ginar de alguna manera a K2(Λ) como el conjunto de relaciones no triviales
entre matrices elementales.
Observacio´n 4.2.3 Cualquier relacio´n
eλ1i1 j1e
λ2
i2 j2
. . . eλrir jr = I
entre matrices elementales, obtenemos que
I =
r
∏
k=1
eλkik jk
=
r
∏
k=1
φ
(
xλkik jk
)
= φ
(
r
∏
k=1
xλkik jk
)
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entonces
r
∏
k=1
xλkik jk ∈ K2(Λ). Lo que nos indica que cada matriz elemental da origen
a un elemento xλ1i1 j1 x
λ2
i2 j2
. . . xλrir jr de K2(Λ), y cada elemento de K2(Λ) puede ser
obtenido en esta forma.
Como por ejemplo la matriz
e112e
−1
21 e
1
12 =
(
0 1
−1 0
)
=
(
senpi/2 cospi/2
−cospi/2 senpi/2
)
en E2(Z) representa una rotacio´n de 90o y al multiplicar 4 veces e´sta matriz
por ella misma obtenemos la matriz identidad I2, es decir, tienen un periodo
4. La relacio´n (
e112e
−1
21 e
1
12
)4
= I2
en E2(Z) da origen a un elemento
(
x112x
−1
21 x
1
12
)4
en K2(Z).
Si f : Λ −→ Λ′ es un homomorfismo de anillos, f induce un homomor-
fismo de grupos
St( f ) : St(Λ) −→ St(Λ′)
dado por
xλij 7→ x f (λ)ij .
Teorema 4.2.4 St(−) es un funtor covariante de la categorı´a Ring hacia la cate-
gorı´a Gr.
Demostracio´n. Sean los homomorfismos f : A −→ B y g : B −→ C en la
categorı´a Ring. Entonces tenemos que para un xλij ∈ St(A)
St(g ◦ f )
(
xλij
)
= xg◦ f (λ)ij
= xg( f (λ))ij
= St(g)
(
x f (λ)ij
)
= St(g)
(
St( f )
(
xλij
))
= (St( f ) ◦ St(g))
(
xλij
)
.
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Por otro lado, si tenemos Id : A −→ A en Ring entonces
St(Id)
(
xλij
)
= xId(λ)ij
= xλij
= Id
(
xλij
)
.
En lo que concluimos que St(g ◦ f ) = St(g) ◦St( f ) y que St(IdA) = IdSt(A),
por lo tanto St(−) es un funtor covariante.

Como pudimos ver en la Definicio´n (4.2.2), K2(Λ) = ker φ ⊂ St(Λ); si
restringie´semos St( f ) : St(Λ) −→ St(Λ′) a un homomorfismo
K2( f ) : K2(Λ) −→ K2(Λ′) ,
para cada homomorfismo f : Λ −→ Λ′, esto da origen a un diagrama
1 // K2(Λ)
K2( f )

// St(Λ)
St( f )

// E(Λ) ⊂ GL(Λ)
E( f )

// K1(Λ)
K1( f )

// 1
1 // K2(Λ′) // St(Λ′) // E(Λ′) ⊂ GL(Λ′) // K1(Λ′) // 1
que conmuta. Esto hace que K2 sea un funtor entre las categorı´as Ring y Gr
en el sentido de la Observacio´n (4.2.3).
Corolario 4.2.5 K2 : Ring −→ Gr es un funtor covariante que envı´a homomor-
fismos entre anillos f a homomorfismos entre grupos K2( f ) := f∗
Demostracio´n. Sea m ∈ K2(A), entonces m tiene la forma m =
r
∏
k=1
xλkik jk . Ne-
cesitamos demostrar que K2(g ◦ f ) = K2(g) ◦ K2( f ). Sean f : A −→ B y
g : B −→ C homomorfismos en Ring. Apliquemos K2(g ◦ f ) al generador
75
4.2. GRUPO DE STEINBERG
m y tenemos que
K2(g ◦ f )(m) = K2(g ◦ f )
(
r
∏
k=1
xλkik jk
)
=
r
∏
k=1
(
K2(g ◦ f )
(
xλkik jk
))
=
r
∏
k=1
(
x(g◦ f )(λk)ik jk
)
=
r
∏
k=1
(
xg( f (λk))ik jk
)
=
r
∏
k=1
(
K2(g)
(
x f (λk)ik jk
))
= K2(g)
(
r
∏
k=1
(
x f (λk)ik jk
))
= K2(g)
(
r
∏
k=1
K2( f )
(
xλkik jk
))
= K2(g) ◦ K2( f )
(
r
∏
k=1
xλkik jk
)
= (K2(g) ◦ K2( f ))(m) ,
y hemos demostrado que K2(g ◦ f ) = K2(g) ◦K2( f ). Sea ahora Id : A −→ A
en Ring. Luego obtenemos que
K2(Id)(m) = K2(Id)
(
r
∏
k=1
xλkik jk
)
=
r
∏
k=1
xId(λk)ik jk
=
r
∏
k=1
xλkik jk
= Id
(
r
∏
k=1
xλkik jk
)
= Id(m)
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y con ello llegamos a que K2(IdA) = IdK2(A). Por lo tanto, K2(−) es un
funtor covariante entre las categorı´as Ring y Gr.

Teorema 4.2.6 (Steinberg) Para cada anillo Λ, K2(Λ) = Z(St(Λ)).
Demostracio´n. Primero veamos que “K2 ⊇ Z(St(Λ))”.
Sea p ∈ Z(St(Λ)). Si p en St(Λ) conmuta con cada elemento de St(Λ), es
decir, pq = qp con q ∈ St(Λ), entonces φ(p) tambie´n conmuta con cada
matriz elemental en E(Λ). Pero
Z(E(Λ)) = {X ∈ E(Λ) | XY = YX, ∀Y ∈ E(Λ)} = {I∞} ,
el centro de E(Λ) es trivial, entonces φ(p) = I y por lo tanto p ∈ ker φ =
K2(Λ).
Ahora probemos que “K2 ⊆ Z(St(Λ))”.
Sea m ∈ K2(Λ), esto implica que φ(m) = I. Debemos probar que m conmuta
con cada generador xλij de St(Λ). Escojamos un entero α lo suficientemente
grande tal que m puede ser expresado como un producto de generadores
xλij con i < α y j < α. En lo que sigue, vamos a apoyarnos en un subgrupo
a partir de St(Λ), el cual denotaremos por Pα y se define como el subgrupo
generado por los elementos xλiα con 1 ≤ i ≤ α − 1 y λ ∈ Λ. Por las relacio-
nes de la Definicio´n (4.2.1), vemos que Pα es un grupo abeliano; en efecto,
dados dos generadores de Pα, tomemos xαiα y x
µ
jα, con i 6= j, calculando su
conmutador obtenemos que
[
xλiα, x
µ
jα
]
= 1 =⇒ Pα es un grupo abeliano, y(
xλjα
)−1
= x−λjα .
Sea ω ∈ Pα. E´ste elemento ω adopta la forma
ω =
α−1
∏
i=1
(
xλiiα
)βi
, (4.1)
y e´sta es la u´nica manera de escribir a cada elemento de Pα. En efecto,
supongamos que un ω en Pα puede ser expresado de dos maneras distintas
ω =
α−1
∏
i=1
(
xλiiα
)βi
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y que tambie´n
ω =
α−1
∏
i=1
(
x∆iiα
)γi
.
de donde βi 6= γi. E´sto da lugar a una igualdad
α−1
∏
i=1
(
xλiiα
)βi
=
α−1
∏
i=1
(
x∆iiα
)γi
=⇒
α−1
∏
i=1
(
xλiiα
)βi · α−1∏
i=1
(
x∆iiα
)−γi
= e
α−1
∏
i=1
(
xλiβiiα
)
·
α−1
∏
i=1
(
x−∆iγiiα
)
= e
α−1
∏
i=1
(
xλiβiiα
)
·
(
x−∆iγiiα
)
= e
α−1
∏
i=1
xλiβi−∆iγiiα = e
=
α−1
∏
i=1
x0iα
=⇒ λiβi − ∆iγi = 0
λiβi = ∆iγi
βi = γi
(
∆i
λi
)
pues λi 6= 0 ,
si en este punto hacemos que λi = ∆i, seguimos en el caso de que ω esta´ ex-
presado de dos maneras distintas y en consecuencia
∆i
λi
= 1 y por tanto
βi = γi. Lo que significa que ω se expresa de manera u´nica como (4.1).
Tomando la imagen φ de este elemento ω tenemos que
φ(ω) =
α−1
∏
i=1
eλiiα =

1 λ1
1 λ2
. . . ...
1 λα−1
1

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esta´ en Eα(Λ), φ es inyectiva sobrer Pα. Si para i 6= j y {i, j, k} ⊆ {1, . . . , α−
1} y tomemos λ, µ ∈ Λ, entonces
xλijx
µ
kα
(
xλij
)−1
= xλijx
µ
kα
(
xλij
)−1 (
xµkα
)−1
xmukα︸ ︷︷ ︸
=e
=
[
xλij, x
µ
kα
]
xkα
=

xµkα si j 6= k
xλµiα x
µ
kα si j = k
y ambos resultados pertenecen a Pα. Y esto muestra que
xλijPα
(
xλij
)−1
= xλijPαx
−λ
ij ⊂ P ,
para i, j < α. Ahora, como m es un producto de xλij con i, j < α se sigue que
mPαm−1 ⊂ Pα .
Si p ∈ Pα, entonces mpm−1 ∈ Pα tambie´n, entonces
φ
(
mpm−1
)
= φ(m)φ(p)φ(m)−1
y como tenemos por hipo´tesis que φ(m) = I, obtenemos que
φ
(
mpm−1
)
= φ(p) .
La inyectividad de φ sobre Pα implica que mpm−1 = p y de e´sta manera
hemos obtenido que mp = pm para todo p ∈ Pα.
Existe un argumento similar, m conmuta con cada elemento de un subgru-
po generado por aquellos xλαi con 1 ≤ i ≤ α− 1. Podemos identificar a este
subgrupo denota´ndolo como P∗α. Entonces si i 6= j e i, j ∈ {1, . . . , α− 1}, y
λ ∈ Λ, entonces m conmuta con
xλij =
[
xλiα, x
1
αj
]
.
Como α es arbitrariamente grande, podemos continuar incrementanto a α
por cualquier cantidad y el argumento se sigue sosteniendo. Entonces m
conmuta con cada generador de St(Λ), por lo tanto m ∈ Z(St(Λ)).
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
Observacio´n 4.2.7 Por el Teorema (4.2.6) vemos que K2(Λ) es un grupo abeliano.
Por lo tanto, a partir del Corolario (4.2.5), K2 es un funtor entre la categorı´a Ring
y la categorı´a Ab.
Teorema 4.2.8 Una extensio´n central (U, ν) de G es universal si, y so´lo si U es
un grupo perfecto, y cada extensio´n central de U se escinde.
Demostracio´n. “⇐=” Supongamos que cada extensio´n central de U se escin-
de. Tomemos una extensio´n central (X, φ) de G. Debemos obtener un ho-
momorfismo de U a X y demostrar que e´ste homomorfismo es u´nico para
concluir que (U, ν) es una extensio´n central universal.
A partir del producto cartesiano U × X (que es un grupo), formemos un
conjunto con aquellos pares ordenados (u, x) de U × X que cumplen que
ν(u) = φ(x) en G. De hecho es cierto que
{(u, x) ∈ U × X | ν(u) = φ(x)} ⊂ U × X
y vemos que si m, n ∈ {(u, x) ∈ U × X | ν(u) = φ(x)} entonces m = (u1, x1)
y n = (u2, x2) para u1, u2 ∈ U, x1, x2 ∈ X de modo que ν(u1) = φ(x1) y
ν(u2) = φ(x2), luego obtenemos que
mn−1 = (u1, x1)(u2, x2)−1
= (u1, x1)
(
u−12 , x
−1
2
)
=
u1u−12︸ ︷︷ ︸
∈U
, x1x−12︸ ︷︷ ︸
∈X
 .
Por consiguiente
ν
(
u1u−12
)
= φ
(
x1x−12
)
ν (u1) ν
(
u−12
)
= φ (x1) φ
(
x−12
)
ν (u1) ν (u2)
−1 = φ (x1) φ (x2)−1 ,
es ası´ que mn−1 ∈ {(u, x) ∈ U × X | ν(u) = φ(x)} y este conjunto tiene es-
tructura de grupo; au´n ma´s {(u, x) ∈ U × X | ν(u) = φ(x)} ≤ U × X y lo
denotaremos por U ×G X.
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Podemos construir un homomorfismo pi de U ×G X a U definiendo
(u, x) 7→ pi(u, x) = u, ∀(u, x) ∈ U ×G X
puesto que dados (u1, x1) y (u2, x2) en U ×G X:
pi ((u1, x1)(u2, x2)) = pi(u1u2, x1x2)
= u1u2
= pi(u1, x1)pi(u2, x2) .
pi es sobreyectivo pues tomando un w ∈ U, por definicio´n de como fue
definido pi, w = pi(p) con p ∈ U ×G X; luego p es de la forma p = (u, x)
con u ∈ U y x ∈ X.
=⇒ w = pi(p) = pi(u, x) =
def.
u
=⇒ w = u
=⇒ p = (w, x)
luego existe un p = (w, x) ∈ U ×G X tal que w = pi(p) = pi(w, x).
Sea ahora w ∈ ker pi. Esto implica que
pi(w) = e, w ∈ U ×G X
pi(u, x) = e
u = e ;
Adema´s con esto tenemos
ν(u) = ν(e) = pi(x)
e = pi(x)
=⇒ x ∈ ker pi ⊂ Z(X);
luego vemos que
ker pi = {(e, x) | x ∈ Z(X)}.
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A este respecto, elijamos un w ∈ ker pi y un z ∈ U ×G X y vemos que
wz = (e, x)(u1, x1)
= (eu1, xx1)
= (u1, xx1)
=
u1, x1x︸︷︷︸
∈X
 , x ∈ Z(X)
= (u1, x1)(e, x)
= zw ,
w conmuta con cada z = (u1, x1) ∈ U ×G X, por lo que w ∈ Z (U ×G X) y
por supuesto que ker pi ⊂ Z (U ×G X).
Por lo tanto comprobamos que (U ×G X,pi) es una extensio´n central de U.
Y adema´s, dicha extensio´n central admite una seccio´n
U
f−→ U ×G X
definida por
u 7→ f (u) = (u, h(u))
donde h : U −→ X es un homomorfismo. Y vemos que
f (u1u2) = (u1u2, h(u1u2))
= (u1u2, h(u1)h(u2))
= (u1, h(u1))(u2, h(u2))
= f (u1) f (u2) .
De acuerdo a los Lemas (4.1.8) y (4.1.9), el homomorfismo h es u´nico pues
por hipo´tesis U es un grupo perfecto. Por lo tanto, (U, ν) es una extensio´n
central universal de G.
“=⇒” Sea (U, ν) una extensio´n central universal de G. Usando los Lemas
(4.1.8) y (4.1.9), para cualquier otra extensio´n central de G, digamos (P, ϕ),
existe un u´nico homomorfismo de U a P, salvo isomorfismo. Luego U es
un grupo perfecto. Ahora nuestro objetivo es demostrar que cada extensio´n
central de U se escinde.
Tomemos una extensio´n central (X, φ) de U. Esto produce
X
φ
// U ν // G
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y mostraremos que la composicio´n ν ◦ φ produce una extensio´n central de
G. Sea x0 ∈ X. Si ν(φ(x0)) = e entonces φ(x0) ∈ ker ν ⊂ Z(U). La aplicacio´n
x 7→ x0xx−10
define un homomorfismo de X a X sobre U, pues
xy 7→ x0xyx−10 = x0x x−10 x0︸ ︷︷ ︸
=e
yx−10
=
(
x0xx−10
) (
x0yx−10
)
.
Restringiendo al subgrupo conmutador [X, X] y usando los Lemas (4.1.8)
y (4.5.21), observamos que el homomorfismo resultante de [X, X] a [X, X]
sobre U es la identidad. Se argumenta esto pues [X, X] ⊂ X y esto implica,
que XC X y a su vez X/[X, X] es un grupo abeliano. Entonces
k
∏
j=1
[
xj, yj
] 7→ x0 k∏
j=1
[
xj, yj
]
x−10 =
k
∏
j=1
[
xj, yj
] (
x0x−10
)
, ∀
k
∏
j=1
[
xj, yj
] ∈ [X, X]
=
k
∏
j=1
[
xj, yj
]
.
Ası´ x0 conmuta con los elementos de [X, X]. Sin embargo, X esta´ generado
por [X, X] junto con ker φ, se sigue que x0 conmuta con todos los elementos
de X. De esta manera (X, ν ◦ φ) es una extensio´n central de G. Por hipo´tesis
(U, ν) es universal, entonces existe un homomorfismo f : U −→ X sobre
G. La composicio´n φ ◦ f es un homomorfismo de U a U sobre G, que es por
tanto igual a la identidad. Ası´ f es una seccio´n de (X, φ). Esto muestra que
cada extensio´n central de U se escinde.

4.3. Ca´lculos en el grupo de Steinberg
En esta seccio´n, veremos un par de procedimientos para construir los
elementos de K2(Λ). Tomemos en principio dos matrices A, B ∈ E(Λ). Sean
ahora dos representantes a, b ∈ St(Λ) de manera tal que
φ(a) = A , φ(b) = B .
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El conmutador [a, b] = aba−1b−1 ∈ ker (φ : St(Λ) −→ E(Λ)) = K2(Λ). Se
denotara´ a este elemento del grupo de Steinberg como
A ? B = [a, b]
para e´se conmutador. Lo siguiente es muy interesante: las matrices elemen-
tales A y B no dependen de los representantes a y b en St(Λ). Por ejemplo,
si para un aˆ ∈ St(Λ) tenemos que φ (aˆ) = A, en consecuencia obtenemos
que
φ(aˆ) = A = φ(a) .
Lo que implica que
φ
(
a−1 aˆ
)
= 1 =⇒ a−1 aˆ := Z ∈ K2(Λ)
y que por tanto aˆ = aZ. Luego,
A ? B = [aˆ, b]
= aˆbaˆ−1b−1
= (aZ)b(aZ)−1b−1
= (aZ)b(Z−1a−1)b−1
= a(ZbZ−1)a−1b−1
= aba−1b−1
= [a, b] .
Proposicio´n 4.3.1 A ? B es invariante bajo automorfismos internos de E(Λ)
(
PAP−1
)
?
(
PBP−1
)
= A ? B
Demostracio´n. Sean a, b, p ∈ St(Λ) y consideremos el automorfismo definido
por p. Entonces tenemos que a 7→ ap = pap−1 y asimismo b 7→ bp = pbp−1.
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Entonces vemos que
[ap, bp] = [pap−1, pbp−1] =
(
PAP−1
)
?
(
PBP−1
)
=
(
pap−1
) (
pbp−1
) (
pap−1
)−1 (
pap−1
)−1
=
(
pap−1
) (
pbp−1
) (
pa−1p−1
) (
pb−1p−1
)
= p
(
aba−1b−1
)
p−1
= p[a, b]p−1 = [a, b]p
= [a, b]
= A ? B .

Proposicio´n 4.3.2 La construccio´n A ? B tiene la propiedad que
B ? A = (A ? B)−1
y es bimultiplicativa
(A1A2) ? B = (A1 ? B) (A2 ? B) .
Demostracio´n. Tenemos las siguientes identidades para conmutadores que se
satisfacen dado un grupo G arbitrario y x, y, z ∈ G.
[x, y] = [y, x]−1
[xy, z] = [x, z]y[y, z] .
Tomemos en este caso representantes en a1, a2, b ∈ St(Λ), luego, φ(a1) =
A1, φ(a2) = A2 y φ(b) = B. Entonces aplicando las identidades anteriores a
la construccio´n ? obtendremos por consiguiente que
B ? A = [b, a]
= bab−1a−1
=
(
b−1
)−1 (
a−1
)−1
b−1a−1
=
(
aba−1b−1
)−1
= [a, b]−1
= (A ? B)−1
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Ahora, nos falta probar la bimultiplicidad.
(A1A2) ? B = [a1a2, b]
= [a1, b]
a2 [a2, b]
= [a1, b] [a2, b] ... por la Proposicio´n 4.3.1.
= (A1 ? B) (A2 ? B)

Para u ∈ Λ× consideremos los elementos
wij(u) := xuijx
−u−1
ji x
u
ij
y
hij(u) := wij(u)wij(−1) .
Observemos que
wij(u)wij(−u) = xuijx−u
−1
ji x
u
ij
(
x−uij x
−(−u−1)
ji x
−u
ij
)
= xuijx
−u−1
ji x
u
ijx
−u
ij︸ ︷︷ ︸
=1
x−(−u
−1)
ji x
−u
ij
= xuij x
−u−1
ji x
−(−u−1)
ji︸ ︷︷ ︸
=1
x−uij
= xuijx
−u
ij
wij(u)wij(−u) = 1
y tambie´n que
hij(1) = wij(1)wij(−1)
= x1ijx
−1
ji x
1
ij
(
x−1ij x
−(−1)
ji x
−1
ij
)
= x1ijx
−1
ji
(
x1ijx
−1
ij
)
︸ ︷︷ ︸
=1
x−(−1)ji x
−1
ij
= x1ij
(
x−1ji x
−(−1)
ji
)
︸ ︷︷ ︸
=1
x−1ij
= x1ijx
−1
ij
hij(1) = 1 .
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Sean a, b, c, d ∈ Λ y enteros positivos i 6= j, denotemos por(
a b
c d
)(i,j)
a aquella matriz que es obtenida a partir de la matriz identidad I ∈ GL(Λ)
intercambiando la i, i-coordenada con a, la i, j-coordenada con b, la j, i-coordenada
con c, y la j, j-coordenada con d. Entonces e´stas matrices pueden ser multi-
plicadas de manera ordinaria como si trataran de matrices de 2× 2:
A(i,j)B(i,j) = (AB)(i,j)
Es ası´ que:
φ
(
xλij
)
=
(
1 λ
0 1
)(i,j)
Entonces
φ
(
wij(u)
)
=
(
1 u
0 1
)(i,j) ( 1 0
−u−1 1
)(i,j) (1 u
0 1
)(i,j)
=
(
0 u
−u−1 0
)(i,j)
y adema´s
φ
(
hij(u)
)
=
(
0 u
−u−1 0
)(i,j) (0 −1
1 0
)(i,j)
=
(
u 0
0 u−1
)(i,j)
.
Esta´n matrices son muy cercanas a las matrices elementales usadas para
la eliminacio´n de Gauss-Jordan en la resolucio´n de sistemas de ecuaciones.
Por ejemplo, para φ
(
xλij
)
, al hacer unos ajustes por operaciones elementales
de renglo´n, digamos sumar −λ veces el j-renglo´n al i-renglo´n, e´ste ajuste
nos resulta que φ
(
xλij
)
= eλij. Cuando Λ es conmutativo tenemos que el
determinante es invariante.
Definicio´n 4.3.3 Sea W ⊂ St(Λ) el subgrupo generado por los wij(u) para ente-
ros positivos i 6= j y u ∈ Λ×. Sea H ⊂ St(Λ) el subgrupo generado por los hij(u).
Por construccio´n H ≤W.
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Los subgrupos W y H de St(Λ) esta´n relaciones mediante φ a un subgrupo
esta´ndar de GL(Λ). Para cada entero positivo n, existe un homomorfismo P
del grupo sime´trico Sn a GL(Λ), tomando σ a la matriz permutacio´n
P(σ) =
n
∑
i=1
eσ(i)i,
puesto que,
P(σ)P(τ) =∑ eσ(i)i∑ eτ(j)j =∑ eσ◦τ(j)j = P(σ ◦ τ) .
Denotando por Pn(Λ) (la imagen de P) al subgrupo generado por las matri-
ces P(σ) vemos que Pn(Λ) ≤ GLn(Λ).
Tambie´n existe un homomorfismo∆ del producto cartesiano de gruposΛ××
. . .×Λ× hacia GL(Λ), tomando (d1, . . . , dn) a la matriz diagonal
∆(d1, . . . , dn) =
n
∑
i=1
dieii .
La imagen de ∆, Dn(Λ) es un subgrupo de GLn(Λ). Vemos tambie´n que
∆(d1, . . . , dn)P(σ) = ∑ dieii∑ eσ(j)j
= ∑ dσ(j)eσ(j)j
= ∑ eσ(i)iedσ(i)ejj
= P(σ)∆(dσ(1), . . . , dσ(n)) .
Entonces Pn(Λ)Dn(Λ) es un subgrupo de GLn(Λ). Los elementos en Pn(Λ)Dn(Λ)
son las matrices monomiales, a saber, las matrices de n× n en las que cada fila
y cada columna tiene exactamente una entrada distinta de cero, y e´stas en-
tradas distintas de cero provienen de Λ×. En GL(Λ), e´stos subgrupos esta´n
encajados: Pn(Λ) ⊆ Pn+1(Λ), Dn(Λ) ⊆ Dn+1(Λ), y sus uniones
P(Λ) =
∞⋃
n=1
Pn(Λ), D(Λ) =
∞⋃
n=1
Dn(Λ)
son subgrupos de GL(Λ). Los elementos de P(Λ) son las matrices obtenidas
a partir de I∞ permutando finitamente sus filas (renglones); las matrices en
D(Λ) son las matrices diagonales con entrada en la diagonal desdeΛ×, pero
finitamente muchos de e´sas entradas son iguales a 1. A su vez,
P(Λ)D(Λ) =
∞⋃
n=1
(Pn(Λ)Dn(Λ)) ,
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el cual es el grupo de todas las matrices monomiales sobre Λ.
Como P(Λ) ∩ D(Λ) = {I∞}, vemos que comparandon las entradas, cada
matriz monomial tiene exactamente una expresio´n
P(σ)∆(d1, d2, . . .)
con σ ∈ S∞ y di ∈ Λ×, con di = 1 para finitamente muchos i. Por lo tanto,
para cada entero i 6= j y para cualquier u ∈ Λ×,
φ(wij(u)) =
(
0 1
1 0
)(i,j) (−u−1 0
0 u
)(i,j)
,
es una matriz monomial. Entonces φ (W) es un grupo de matrices mono-
miales:
φ (W) ⊆ (P(Λ)D(Λ)) ∩ E(Λ) .
Podemos resumir e´ste resultado en el siguiente
Lema 4.3.4 Si Λ es conmutativo entonces la imagen φ(W) ⊂ GL(Λ) es el con-
junto de todas las matrices monomiales con determinante 1.
Como
φ
(
hij(u)
)
=
(
u 0
0 u−1
)(i,j)
podrı´amos embeber de alguna manera la imagen de hij(u) mediante φ en
E3(Λ) haciendo el arreglo habitual,
φ
(
hij(u)
)
=
u 0 00 u−1 0
0 0 1
 .
Si
P =
−1 0 00 0 1
0 1 0

es una matriz de permutacio´n en E3(Λ), podemos observar que el automor-
fismo interno definido por P en E3(Λ) produce que para toda φ
(
hij(u)
)
Pφ
(
hij(u)
)
P−1 =
u 0 00 1 0
0 0 u−1
 .
De esta manera φ (H) es un grupo de matrices diagonales:
φ(H) ⊆ D(Λ) ∩ E(Λ).
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Proposicio´n 4.3.5 El nu´cleo del homomorfismo
φ|W : W −→ GLn(Λ)
esta´ en el centro de Stn(Λ).
Demostracio´n. Sea Cn := ker φ|W. Sea tambie´n w ∈ Cn entonces φ(w) = I con
w ∈W. Queremos probar que w conmuta con cada sı´mbolo xλij. Tomando la
conjugacio´n de xλij por el elemento w tenemos que
wxλijw
−1 := xµkl ∈ Stn(Λ)
para k 6= l y µ ∈ Λ. Ahora aplicando φ obtenemos
φ
(
wxλijw
−1
)
= φ
(
xµij
)
φ(w)φ
(
xλij
)
φ(w)−1 = eµkl
I · eλij · I−1 = eµkl
I · eλij = eµkl · I
eλij = e
µ
kl
en GLn(Λ). Esto implica que xλij = x
µ
kl y que por tanto
w · xλij = xλij · w
y ası´ w ∈ Z(Stn(Λ)).

Dado un w ∈ W podemos expresar a φ(w) con una matriz monomial, es
decir, como un producto PD entre una matriz permutacio´n y una matriz
diagonal, el siguiente lema nos permitira´ hacer ca´lculos con elementos de
W y los sı´mbolos xλij ∈ Stn(Λ).
Lema 4.3.6 La conjugada wxλijw
−1 es igual a x
viλv−1j
pi(ij) .
Demostracio´n. Sea eλij ∈ GL(Λ). Sin pe´rdida de generalidad, pensemos que
eλij es una matriz de 2× 2, es decir, eλij ∈ GL2(Λ) con i = 1 y j = 2. Ahora,
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para un w ∈ W arbitrario su imagen mediante φ corresponde a una matriz
monomial. Tomando la conjugacio´n de eλij por φ(w) tenemos
φ(w)φ
(
xλij
)
φ(w)−1 = φ(w)eλijφ(w)
−1 ∈ GL2(Λ).
Como φ(w) es monomial, significa que φ(w) := PD, donde P es una matriz
de permutacio´n que corresponde a la permutacio´n
pi =
(
1 2
2 1
)
y D es una matriz diagonal
D =
(
v1 0
0 v2
)
.
Luego tenemos
PDeλij(PD)
−1 = PDeλijD
−1P−1
=
(
0 1
1 0
)(
v1 0
0 v2
)(
1 λ
0 1
)(
v−11 0
0 v−12
)(
0 1
1 0
)
=
(
0 v2
v1 0
)(
1 λ
0 1
)(
0 v−11
v−12 0
)
=
(
0 v2
v1 v1λ
)(
0 v−11
v−12 0
)
=
(
1 0
v1λv−12 1
)
= ev1λv
−1
2
pi(1),pi(2) ,
en GL(Λ). Esto implica que en W
wxλ12w
−1 = xv1λv
−1
2
pi(1),pi(2) .

Lo anterior tiene por consecuencia el siguiente
Corolario 4.3.7 La conjugacio´n por w transforma wij(u) en wpi(i),pi(j)
(
viuv−1j
)
y a su vez, hij(u) en hpi(i),pi(j)
(
viuv−1j
)
hpi(i),pi(j)
(
viv−1j
)−1
.
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Demostracio´n. Vemos que
wwij(u)w−1 = wxuijx
−u−1
ji x
u
ijw
−1
= wxuij w
−1w︸ ︷︷ ︸
=1
x−u
−1
ji w
−1w︸ ︷︷ ︸
=1
xuijw
−1
=
(
wxuijw
−1
) (
wx−u
−1
ji w
−1
) (
wxuijw
−1
)
= x
viuv−1j
pi(i),pi(j)x
−viu−1v−1j
pi(j),pi(i) x
viuv−1j
pi(i),pi(j)
= wpi(i),pi(j)
(
viuv−1j
)
.
Mientras tanto
whij(u)w−1 = w
(
wij(u)wij(−1)
)
w−1
= wwij(u)w−1w︸ ︷︷ ︸
=1
xij(−1)w−1
=
(
wwij(u)w−1
) (
wwij(−1)w−1
)
= wpi(i),pi(j)
(
viuv−1j
)
wpi(i),pi(j)
(
−viv−1j
)
;
adema´s, de la parte derecha de la ecuacio´n anterior tenemos que
wpi(i),pi(j)
(
−viv−1j
)
= x
−viv−1j
pi(i),pi(j)x
−
(
−viv−1j
)−1
pi(j),pi(i) x
−viv−1j
pi(i),pi(j)
=
(
x
viv−1j
pi(i),pi(j)
)−1(
x
−
(
viv−1j
)−1
pi(j),pi(i)
)−1(
x
viv−1j
pi(i),pi(j)
)−1
=
(
x
viv−1j
pi(i),pi(j)x
−
(
viv−1j
)
pi(j),pi(i) x
viv−1j
pi(i),pi(j)
)−1
wpi(i),pi(j)
(
−viv−1j
)
= wpi(i),pi(j)
(
viv−1j
)−1
;
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por consiguiente hemos obtenido que
whij(u)w−1 = wpi(i),pi(j)
(
viuv−1j
)
wpi(i),pi(j)
(
−viv−1j
)
= wpi(i),pi(j)
(
viuv−1j
)
wpi(i),pi(j)
(
viv−1j
)−1
= wpi(i),pi(j)
(
viuv−1j
)
wpi(i),pi(j)(−1)wpi(i),pi(j)(−1)−1︸ ︷︷ ︸
=1
wpi(i),pi(j)
(
viv−1j
)−1
=
(
wpi(i),pi(j)
(
viuv−1j
)
wpi(i),pi(j)(−1)
)(
wpi(i),pi(j)(−1)−1wpi(i),pi(j)
(
viv−1j
)−1)
=
(
wpi(i),pi(j)
(
viuv−1j
)
wpi(i),pi(j)(−1)
) (
wpi(i),pi(j)
(
viv−1j
)
wpi(i),pi(j)(−1)
)−1
whij(u)w−1 = hpi(i),pi(j)
(
viuv−1j
)
hpi(i),pi(j)
(
viv−1j
)−1

Veamos una aplicacio´n directa del corolario (4.3.7) como una ilustracio´n.
En inicio, sea w = wij(u) de tal manera que la permutacio´n asociada pi
trasponga i y j y que vi = −u−1, vj = u. Tomando la conjugada de clases de
w asimismo tenemos
wwij(u)w−1
Cor. 4.3.7
= wpi(i),pi(j)
(
−u−1uu−1
)
wij(u)wij(u)wij(u)−1︸ ︷︷ ︸
=1
= wji
(
−u−1
)
wij(u) = wji
(
−u−1
)
.
Por tanto tenemos la siguiente
Proposicio´n 4.3.8 wij(u) = wji
(−u−1).
Ahora, si w = h12(u) y elejimos una permutacio´n pi que no trasponga los i y
los j, es decir, la permutacio´n identidad y tomamos v1 = u y v2 = u−1. Por
consiguiente calculamos la conjugacio´n de w a h13(v) y obtenemos que
wh13(v)w−1
Cor. 4.3.7
= hpi(1),pi(3)
(
v1vv−13
)
hpi(1),pi(3)(v1v
−1
3 )
−1
= h13
(
uv(1)−1
)
h13
(
u(1)−1
)−1
= h13(uv)h13(u)−1
= h13(uv)h13(u)−1
= h13(uv)h13(u)−1
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y multiplicando a ambos lados de la ecuacio´n anterior por h13(v)−1 conse-
guimos que
wh13(v)w−1h13(v)−1 = h13(uv)h13(u)−1h13(v)−1
h12(u)h13(v)h12(u)−1h13(v)−1 = h13(uv)h13(u)−1h13(v)−1
[h12(u), h13(v)] = h13(uv)h13(u)−1h13(v)−1 ,
y lo podemos resumir como la siguiente
Proposicio´n 4.3.9 El conmutador de [h12(u), h13(v)] es igual a la expresio´n h13(uv)h13(u)−1h13(v)−1.
O en general, tenemos la
Proposicio´n 4.3.10 Supongamos que u, v ∈ Λ× y que uv = vu. Para cualesquie-
ra tres diferentes enteros positivos i, j y k,[
hik(u), hij(v)
]
= hij(uv)hij(u)−1hij(v)−1 .
Demostracio´n. Mediante un ca´lculo directo vemos que[
hik(u), hij(v)
]
= hik(u)hij(v)hik(u)−1hij(v)−1 .
Hagamos w = hik(u) y tomemos la permutacio´n identidad y que las entra-
das en la diagonal de φ(w) tienen ui = u y uj = 1. Entonces
hik(u)hij(v)hik(u)−1hij(v)−1 =
(
whij(v)w−1
)
hij(v)−1
= hpi(i),pi(j)(uivu
−1
j )hpi(i),pi(j)(uiu
−1
j )
−1hij(v)−1
= hij (uv) hij(u)−1hij(v)−1 .

Usando la proposicio´n ??, no resulta ser tan laborioso mostrar que, para
cualquiera enteros positivos m 6= n e i 6= j con [hmn(u), hij(v)] ∈ K2(Λ),
este conmutador puede ser escrito en la forma
[
hik(µ), hij(ν)
]
por la conmu-
tatividad de las unidades µ y ν. La idea es la siguiente. Por ejemplo,[
hij(u), hij(v)
]
= hij(u)hij(v)hij(u)−1hij(v)−1
= hij(uvu)hij(uu)−1hij(v)−1
= hij
(
u2v
)
hij
(
u2
)−1
hij(v)−1
=
[
hik
(
u2
)
, hij(v)
]
.
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Y asimismo la proposicio´n ?? nos demuestra que el conmutador
[
hik(u), hij(v)
]
es independiente del subı´ndice k. Con el fin de identificar los elementos de
K2(Λ), consideramos el comportamiento de los hij. Si tomamos h, h′ ∈ H,
todas las entradas en la diagonal de la matriz φ(h) conmuta con las corres-
pondientes entradas de la matriz φ(h′) si y so´lo si
φ
(
[h, h′]
)
=
[
φ(h), φ(h′)
]
= 1 ,
es decir, si y so´lo si [h, h′] es un elemento de K2(Λ). La proposicio´n ?? nos
otorga el respaldo suficiente para calcular e´stos tipos de conmutadores.
Definicio´n 4.3.11
[
hik(u), hij(v)
]
= {u, v}ij
La siguiente proposicio´n nos demostrara´ que {u, v}ij es tambie´n indepen-
diente de i y j.
Proposicio´n 4.3.12 Si µ, ν ∈ Λ× con µν = νµ, e i 6= j son cualquiera enteros
positivos, tenemos que
{µ, ν}ij = {µ, ν}12 .
Demostracio´n. Al tomar la conjugacio´n de clases de una matriz diagonal por
la matriz φ
(
wpq(1)
)
, el efecto intercambia la entrada p, p con la entrada q, q.
Entonces, conjugando con una w ∈ W apropiada, dicha matriz permuta la
diagonal mediante cualquier arreglo pi en S∞. Escojamos tal w de manera
que pi(1) = i, pi(2) = 2 y pi(3) = k. Luego
φ
(
wh13(u)w−1
)
= φ (hik(u)) , y
φ
(
wh12(u)w−1
)
= φ
(
hij(u)
)
.
Por lo tanto, hik(u)
(
wh13(u)w−1
)−1
= β1 y hik(u)
(
wh12(u)w−1
)−1
= β2 de
donde β1, β2 ∈ K2(Λ). Es ası´ que
hik(u) = β1wh13(u)w−1, y
hij(u) = β2wh12(u)w−1
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Entonces
{µ, ν}ij =
[
hik(µ), hij(ν)
]
=
[
β1
(
wh13(µ)w−1
)
, β2
(
wh12(ν)w−1
)]
= β1
(
wh13(µ)w−1
)
β2
(
wh12(ν)w−1
) (
β1
(
wh13(µ)w−1
))−1 (
β2
(
wh12(ν)w−1
))−1
= β1
(
wh13(µ)w−1
)
β2
(
wh12(ν)w−1
) (
wh13(µ)w−1
)−1
β−11
(
wh12(ν)w−1
)−1
β−12
=
(
wh13(µ)w−1
) (
wh12(ν)w−1
) (
wh13(µ)w−1
)−1 (
wh12(ν)w−1
)−1
= w {µ, ν}12 w−1
= {µ, ν}12 ,
puesto que {µ, ν}12 ∈ K2(Λ).

Definicio´n 4.3.13 Supongamos que Λ es un anillo. Un sı´mbolo de Steinberg
sobre Λ es un elemento
{µ, ν}Λ = {µ, ν}12
de K2(Λ), donde µ y ν son unidades de Λ. Cuando la eleccio´n del anillo Λ es
evidente apartir del contexto, solamente se escribira´ {µ, ν} por {µ, ν}Λ.
Definicio´n 4.3.14 Denotemos porS al subgrupo de St(Λ) generado por los sı´mbo-
los de Steinberg.
Veamos ahora una consecuencia que relaciona el sı´mbolo de Steinberg
{µ, ν} con la estructura aditiva del anillo Λ.
Proposicio´n 4.3.15 Si ambos µ y 1− µ son unidades, entonces {µ, 1− µ} = 1.
Adema´s para cualquier unidad µ la identidad {µ,−µ} = 1 se verifica.
Demostracio´n. Tomemos un ν que lo podemos escoger igual a 1− µ o´ a −µ
indistintamente. El objetivo es comprobar la igualdad
h12(µ)h12(ν) = h12(µν) .
Sabemos por definicio´n que h12(ξ) = w12(ξ)w12(−1) para todo ξ ∈ Λ×.
Entonces ajustando la ecuacio´n anterior obtenemos que
w12(µ)w12(−1)w12(ν)w12(−1) = w12(µν)w12(−1)
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y e´sto es suficiente para mostrar que
w12(µ)w12(−1)w12(ν) = w12(µν). (4.2)
Si en principio ν = 1− µ, por la Proposicio´n 4.3.8
w12(−1) = w21(1) = x121x−112 x121 ;
sustituyendo en la ecuacio´n (4.2) vemos que
w12(µ)w12(−1)w12(ν) = w12(µ)w21(1)w12(ν)
= w12(µ)
[
x121x
−1
12 x
1
21
]
w12(ν)
=
[
w12(µ)x121w12(µ)
−1w12(µ)
]
x−112
[
w12(ν)w12(ν)−1x112w12(ν)
]
.
De acuerdo al corolario 4.3.7 obtenemos
w12(µ)w12(−1)w12(ν) =
[
xµ·(−µ
−1)−1
pi(2),pi(1) w12(µ)
]
x−112
[
w12(ν)x
ν·(−ν−1)−1
pi(2),pi(1)
]
= x−µ
2
12 w12(µ)x
−1
12 w12(ν)x
−ν2
12
= x−µ
2
12
(
xµ12x
−µ−1
21 x
µ
12
)
x−112
(
xν12x
−ν−1
21 x
ν
12
)
x−ν
2
12
= x−µ
2+µ
12 x
−µ−1
21 x
µ+ν−1
12 x
−ν−1
21 x
−ν2+ν
12
= xµ(−µ+1)12 x
−µ−1
12 x
µ+ν−1
12 x
−ν−1
12 x
ν(−ν+1)
12 .
Como ν = 1−µ entonces tenemos que µ+ ν− 1 = 0; ası´ tambie´n−µ2+µ =
µ(−µ+ 1) = µν y tambie´n −ν2 + ν = ν(−ν+ 1) = νµ = µν, sustituyendo
en la ecuacio´n anterior nos resulta que
xµ(−µ+1)12 x
−µ−1
12 x
µ+ν−1
12 x
−ν−1
12 x
ν(−ν+1)
12 = x
µν
12 x
−µ−1
12 x
0
12x
−ν−1
12 x
µν
12
= xµν12 x
−µ−1−ν−1
12 x
µν
12
= xµν12 x
−(µν)−1
12 x
µν
12
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puesto que
−µ−1 − ν−1 = − 1
µ
− 1
ν
= −
(
ν+ µ
µν
)
= −
(
1− µ+ µ
µν
)
= −
(
1
µν
)
= −(µν)−1 .
Y por tanto xµν12 x
−(µν)−1
12 x
µν
12 = w12(µν) y desde luego, h12(µ)h12(ν) = h12(µν).
A esta altura resulta claro ver que el sı´mbolo de Steinberg de {µ, ν} es
{µ, ν} = [h12(µ), h12(ν)]
= h12(µν)h12(µ)−1h12(ν)−1
= h12(µν) (h12(ν)h12(µ))
−1
= h12(µν)h12(νµ)−1
= h12(µν)h12(µν)−1
= 1 .
Para calcular el sı´mbolo {µ,−µ}, procedemos como se hizo anteriormente
partiendo de la relacio´n (4.2) en la que es suficiente que
w12(µ)w12(−1)w12(−µ) = w12(−µ2)
para que
h12(µ)h12(−µ) = h12(−µ2).
Ahora, el elemento w12(−µ) es igual a w12(µ)−1 puesto que
w12(−µ) = x−µ12 x−(−µ)
−1
21 x
−µ
12
=
(
xµ12
)−1 (
x−µ
−1
21
)−1 (
xµ12
)−1
=
(
xµ12x
−µ−1
21 x
µ
12
)−1
= w12(µ)−1 .
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Entonces
w12(µ)w12(−1)w12(−µ) = w12(µ)w21(1)w12(µ)−1
= wpi(2),pi(1)
(
−µ−1(−µ−1)
)
= w12
(
µ−2
)
= w12(−µ2) .
Por tanto
{µ,−µ} = [h12(µ), h12(−µ)]
= h12(−µ2)h12(µ)−1h12(−µ)−1
= h12(−µ2) (h12(−µ)h12(µ))−1
= h12(−µ2)h12(−µ2)−1
= 1 .

Teorema 4.3.16 Si Λ es un cuerpo finito o si Λ es el anillo de los enteros mo´dulo
una potencia de un primo impar, entonces {µ, ν} = 1 para todo µ y ν en Λ×.
Demostracio´n. Primero supongamos que Λ = Fq es un cuerpo con q ele-
mentos. Entonces F×q es un grupo cı´clico de orden q − 1 generado por un
elemento ν. Sean entonces νr, νs ∈ F×q y calculemos su sı´mbolo de Stein-
berg.
{νr, νs} =
{
ν . . . ν︸ ︷︷ ︸
r veces
, νs
}
= {ν, νs} . . . {ν, νs}︸ ︷︷ ︸
r veces
= {ν, νs}r
= {ν, ν}sr ;
entonces K2(Fq) es cı´clico generado por {ν, ν}. Adema´s como {ν, ν}−1 =
{ν, ν} por su antisimetrı´a, entonces {ν, ν}2 = 1. Por lo que {ν, ν}n es trivial
si n es par. Por lo que so´lo debemos ocuparnos en mostrar si {ν, ν}n = 1 si
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n es impar.
Si q es par
{ν, ν}q−1 = {νq−1, ν}
= {1, ν}
= 1 ;
y esto es cierto pues
{ν, ν}2 = {ν2, ν}
= {1, ν} .
Supongamos en su lugar que q es impar. La mitad de los elementos de F×q
son cuadrados 1, ν2, ν4, . . . , νq−3 y la otra mitad son no cuadrados. Elimi-
nando al 1, el conjunto F×q \ {1} tiene ma´s no cuadrados que cuadrados. La
funcio´n
F×q \ {1} −→ F×q \ {1}
definida por
µ 7→ 1− µ
es su propia inversa. Es por tanto biyectiva. Entonces para algu´n no cua-
drado µ, 1− µ es tambie´n un no cuadrado. Entonces µ = νt y 1− µ = νu,
entonces
1 = {µ, 1− µ}
=
{
νt, νu
}
= {ν, ν}ut
y ut := n es impar. Por lo tanto, para un cuerpo finito F×q con q elementos
resulta que {µ, ν} = 1 para µ, ν ∈ F×q .
Ahora si Λ = Z/pnZ con p un primo impar, entonces un argumento si-
milar al de antes se aplica ya que (Z/pnZ)× es cı´clico y adema´s un entero es
un residuo cuadra´tico mo´dulo pn si, y so´lo si, es un residuo cuadra´tico mo´dulo p.
Luego si en Z/pnZ hay q = 2k elementos entonces tenemos que
{ν, ν}q−1 =
{
νq−1, ν
}
= {1, ν}
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ahora por la antisimetrı´a del sı´mbolo de Steiberg
{ν, ν}−1 = {ν, ν}
y ası´
1 = {ν, ν}2
=
{
ν2, ν
}
= {1, ν}
para el caso en que q = 21 = 2. Por lo tanto, {ν, ν}q−1 = 1.

Proposicio´n 4.3.17 Todos los sı´mbolos hjk(µ) pueden ser expresados en te´rminos
de los h1k(µ) con j = 1. De hecho e´stos sı´mbolos satisfacen las identidades
hjk(µ)hkj(µ) = 1, y hij(µ)−1hjk(µ)−1hki(µ)−1 = 1 .
Demostracio´n. Veamos, a partir del conmutador
[
hik(µ), wjk(1)
]
se tiene
[
hik(µ), wjk(1)
]
= hik(µ)wjk(1)hik(µ)−1wjk(1)−1
= (wik(µ)wik(−1))wjk(1) (wik(µ)wik(−1))−1 wjk(1)−1
= wik(µ)wik(1)wjk(1)wik(1)−1wik(µ)−1wjk(1)−1
= wik(µ)wpi(j),pi(k)(1)wik(µ)
−1wjk(1)−1
= wik(µ)wjk(1)wik(µ)−1wjk(1)−1
= wpi(j),pi(k)
(
vjv−1k
)
wjk(1)−1
= wjk(µ)wjk(1)−1
= hjk(µ) ;
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sin embargo, por otro lado:[
hik(µ), wjk(1)
]
= hik(µ)wjk(1)hik(µ)−1wjk(1)−1
= hik(µ)wjk(−(−1))hik(µ)−1wjk(1)−1
= hik(µ)
(
wjk(1)−1
)−1
hik(µ)−1wjk(1)−1
= hik(µ)
(
wjk(1)hik(µ)wjk(1)−1
)−1
= hik(µ)
(
hpi(i),pi(k)
(
vi · µ · v−1k
)
hpi(i),pi(k)
(
vi · v−1k
))−1
= hik(µ)
(
hij(µ)hij(1)
)−1
= hik(µ)hij(µ)−1 .
Entonces hemos obtenido que
hjk(µ) = hik(µ)hij(µ)−1 . (4.3)
A partir de la ecuacio´n (4.3) si multiplicamos por hkj(µ) tenemos
hjk(µ)hkj(µ) = hik(µ)hij(µ)−1hkj(µ)
= hik(µ)hij(µ)−1hij(µ)hik(µ)−1
= 1 .
Por tanto
hjk(µ)hkj(µ) = 1 . (4.4)
Y adema´s, por (4.3)
hjk(µ) = hik(µ)hij(µ)−1
hik(µ)−1hjk(µ) = hij(µ)−1
1 = hij(µ)−1
(
hik(µ)−1hjk(µ)
)−1
1 = hij(µ)−1hjk(µ)−1hik(µ)
y por la ecuacio´n (4.4), haciendo hik(µ) = hki(µ)−1 tenemos
hij(µ)−1hjk(µ)−1hki(µ)−1 = 1 .

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Teorema 4.3.18 Sea Λ cualquier anillo conmutativo. El subgrupo
ker φ|W := Cn =W∩ (ker φ) ⊂ Stn(Λ)
esta´ generado por los sı´mbolos {µ, ν}.
Demostracio´n. Recordemos de la Definicio´n 4.3.3 que H es el subgrupo gene-
rado por todos los elementos hij(µ) con µ ∈ Λ×. De acuerdo al Corolario
4.3.7, una consecuencia inmediata es que HCW. En W, usaremos “≡” para
denotar la congruencia mo´dulo H. Como
hij(α) = wij(α)wij(−1) = wij(α)wij(1)−1
se sigue que
wij(α) ≡ wij(1) (mo´d. H) .
Tenemos adema´s que
wji(1)wij(1)wji(1)−1 = wji(−1) = wji(1)−1 ,
y vemos a continuacio´n que
wji(1) = wij(1)−1 = wij(−1)
y que por lo cual
wji(1) ≡ wij(1) (mo´d. H) .
Ası´ que cada w ∈ W es congruente mo´dulo H a un producto de factores
wij(1) con i < j. Si pi es una trasposicio´n de (i, l) entonces
wil(1)wjk(1)wil(1)−1 ≡ wpi(j),pi(k)(1) (mo´d. H) ,
entonces
wil(1)wjk(1) ≡ wpi(j),pi(k)(1)wil(1) (mo´d. H) , (4.5)
para i, j > 1. La relacio´n (4.5) nos ayuda a colocar todas los casos de wjk(1)
a la izquierda. Luego usemos las relaciones
wjk(1)2 ≡ wjk(1)wjk(−1) = 1 (mo´d. H) ,
y
wjl(1)wjk(1) ≡ wjk(1)wjl(1) (mo´d. H)
para k 6= l para eliminar los wjk(1) uno o dos a la vez. Al final habra´ co-
mo ma´ximo un solo wjk(1) a la izquierda. Pero este u´nico wjk(1) no pue-
de ocurrir ya que de lo contrario φ(C) no corresponderı´a a la permutacio´n
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identidad. De igual manera podemos eliminar todas las veces que aparezca
wj+1,k(1), y ası´, continuando inductivamente hasta que hayamos probado
que C ≡ 1 (mo´d. H). Ası´ C puede ser expresado como un producto de
elementos hjl. Aplicando la Proposicio´n 4.3.17 se sigue que C puede ser ex-
presado como un producto de elementos h1k y sus inversas.
Ahora en S tenemos que
h1k(µη) ≡ h1k(µ)h1k(η) (mo´d. S)
y
h1l(µ)h1k(η) ≡ h1k(η)h1l(µ) (mo´d. S) .
Se sigue que el elemento C puede expresarse como un producto de la forma
C ≡ h12(µ2)h13(µ3) . . . h1n(µn) (mo´d. S) .
Esto implica que φ(C) es la matriz diagonal
diag
(
µ2, . . . µn, µ−12 , . . . , µ
−1
n
)
.
Pero φ(C) = 1 por hipo´tesis, por tanto µ2 = µ3 = . . . = µn = 1 y tenemos
que
C ≡ 1 (mo´d. S) ,
es decir, todo elemento de Cn esta generado por los elementos de S.

Definicio´n 4.3.19 Sea T el subgrupo de Stn(Λ) generado por todos los xλij con
1 ≤ i < j ≤ n y λ ∈ Λ.
Proposicio´n 4.3.20 Cada elemento de T puede ser escrito como un producto en
orden lexicogra´fico
∏
i<j
x
λij
ij ,
con λij ∈ Λ. Entonces φ es isomorfismo entre T y el grupo de matrices triangulares
superiores en GL(Λ) con 1 en la diagonal.
Demostracio´n. Para cada i, sea Ti el subgrupo de St(λ) generado por aquellos
xλij con j > i y λ ∈ Λ. E´stos generadores conmutan pues si tomamos xλi1 j1 y
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xλ
′
i2 j2
tal que (i1, j1) < (i2, j2) entonces
[
xλi1 j1 , x
λ′
i2 j2
]
= 1 y ası´ Ti es abeliano.
Por la Definicio´n 4.2.1 cada elemento de Ti puede ser escrito en la forma
n
∏
k=1
xλi,i+ki,i+k = x
λi,i+1
i,i+1 x
λi,i+2
i,i+2 . . . x
λi,i+n
i,i+n .
Supongamos que i < k < l e i < l. Para α, β ∈ Λ, por Definicio´n 4.2.1
implica que
xαklx
β
ij =
{
x−βαil x
β
ijx
α
kl , si j = k
xβijx
α
kl , si j 6= k .
y
xβijx
α
kl =
{
xαklx
βα
il x
β
ij , si j = k
xαklx
β
ij , si j 6= k.
Ası´ que si i < k < l, entonces xαklTi = Tix
α
kl. Por tanto TkTi = TiTk si i < k, y
por consiguiente para todos los pares i, k. Supongamos que t ∈ T. Entonces
t pertenece a algu´n producto
Ti(1)Ti(2) . . . Ti(r) ⊆ T1T2 . . . Tn−1
= Tn−1 . . . T2T1
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para un suficientemente grande n. Entonces t tiene la expresio´n t =∏
i<j
x
λij
ij
y si aplicamos φ
φ(t) = φ
(
∏
i<j
x
λij
ij
)
= ∏
i<j
φ
(
x
λij
ij
)
= ∏
i<j
e
λij
ij
= ∏
i<j
(
I∞ + λijeij
)
= I∞ +∑
i<j
λijeij
=

1 λ12 λ13 . . . λ1n
1 λ23 . . . λ2n
. . . . . . ...
. . . λn−1,n
1
⊕ I∞
es una matriz triangular superior con 1 en cada entrada de su diagonal. Para
probar que φ es un isomorfismo necesitamos evaluar si φ es biyectivo. Para
ello,
ker φ|T = {γ ∈ T : φ (γ) = I∞}
por lo que si γ ∈ T entonces φ(γ) = I∞ y como γ = ∏
p<q
xλpqpq con λpq ∈ Λ
hemos obtenido que eλpqpq = I∞⇐⇒ λpq = 0 para cada p, q y que por lo tanto
γ = 1 ∈ T ⊆ St(Λ). Y de esta manera ker φ|T =
{
1St(Λ)
}
y φ es inyectivo.
Ahora vemos si φ es un epimorfismo. Tomemos una matriz triangular su-
perior en GL(Λ), T. Entonces T := φ|T(ω) con ω ∈ T. Y por construccio´n,
el epimorfismo es claro. Luego, en resumen, φ es un isomorfismo.

Proposicio´n 4.3.21 Si Λ es un cuerpo o un anillo con divisio´n entonces cada ele-
mento de Stn(Λ) pertenece a TWT.
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Demostracio´n. Naturalmente por la Definicio´n 4.2.1, cada elemento del grupo
Stn(Λ) esta´ generado por los sı´mbolos formales xλij con j = i± 1 (puesto que
en principio tomamos los ı´ndices i 6= j). Ya que
wij(1)xλijwij(−1) = x
viλv−1j
pi(i),pi(j)
= x−λ
pi(i),pi(j) ∈ Stn(Λ) ,
y si la permutacio´n correspondiente a w, pi, transpone los ı´ndices i en j te-
nemos
wij(1)xλijwij(−1) = x−λji ,
se sigue que Stn(Λ) esta´ generado por T y los wij(1) ∈ W con j = i ± 1.
Con lo que es suficiente para probar la proposicio´n que TWT es cerrado
bajo multiplicacio´n por la derecha por wi,i+1(1). Para ello hagamos para
simplificar la notacio´n que j = i + 1. Sea α ∈ TWT entonces α = t1wt2 con
ti ∈ T para i = 1, 2 y w ∈ W. Como en la Proposicio´n 4.3.20, el elemento t2
de T puede ser expresado como xλijt3, donde t3 es un producto de factores
xµkl con k < l y (k, l) 6= (i, j). Entonces
t1wt2wij(1) = t1w
(
xλijt3
)
wij(1)
= t1wxλijwij(1)wij(−1)t3wij(1)
= t1wxλijwij(1)t4 ,
donde
t4 = wij(−1)t3wij(1) ∈ T .
Luego, basta con comprobar que wxλijwij(1) ∈ TWT.
Sea pi la permutacio´n correspondiente a w.
Caso 1. Si pi(i) < pi(j) = pi(i + 1), entonces
wxλijwij(1) = wx
λ
ijw
−1wwij(1)
= x
viλv−1j
pi(i),pi(j)wwij(1)
= xλ
′
pi(i),pi(j)wwij(1) ∈ TW ⊆ TWT.
Caso 2. Si pi(i) > pi(j) y λ es una unidad, entonces
xλij = wij(λ)x
−λ
ij x
λ−1
ji .
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Ahora si sustituimos xλij en wx
λ
ijwij(1) obtenemos
wxλijwij(1) = w
(
wij(λ)x−λij x
λ−1
ji
)
wij(1)
= wwij(λ)x−λij x
λ−1
ji wij(1)
= wwij(λ)x−λij wij(λ)
−1wij(λ)xλ
−1
ji wij(1)
= wx
vi(−λ)v−1j
pi(i),pi(j) wij(λ)x
λ−1
ji wij(1)
= wx
vi(−λ)v−1j
pi(i),pi(j) w
−1wwij(λ)xλ
−1
ji wij(1)
= x
vpi(i)
(
vi(−λ)v−1j
)
v−1
pi(j)
(pi◦pi)(i),(pi◦pi)(j) wwij(λ)x
λ−1
ji wij(1)
=
(
x
vpi(i)
(
vi(−λ)v−1j
)
v−1
pi(j)
(pi◦pi)(i),(pi◦pi)(j) wwij(λ)
)(
wij(1)wij(−1)xλ−1ji wij(1)
)
=
(
x
vpi(i)
(
vi(−λ)v−1j
)
v−1
pi(j)
(pi◦pi)(i),(pi◦pi)(j) wwij(λ)
)(
wij(1)x
v′ j(λ−1)v′
−1
i
pi(j),pi(i)
)
=
(
x
vpi(i)
(
vi(−λ)v−1j
)
v−1
pi(j)
(pi◦pi)(i),(pi◦pi)(j) wwij(λ)
)(
wij(1)x−λ
−1
pi(j),pi(i)
)
=
(
xλ
′
(pi◦pi)(i),(pi◦pi)(j)wwij(λ)
) (
wij(1)x−λ
−1
pi(j),pi(i)
)
= xλ
′
(pi◦pi)(i),(pi◦pi)(j)︸ ︷︷ ︸
∈T
wwij(λ)wij(1)︸ ︷︷ ︸
∈W
x−λ
−1
pi(j),pi(i)︸ ︷︷ ︸
∈T
∈ TWT .
Caso 3. Si λ /∈ Λ×, entonces λ = 0 porque Λ es un cuerpo. Entonces
wxλijwij(1) = wwij(1) ∈W ⊆ TWT .
Luego de los Casos 1, 2 y 3 demostramos que TWT es cerrado por multipli-
cacio´n a la derecha por wi,i+1(1). Y debido a e´sto cada elemento del grupo
de Stn(Λ) pertenece a TWT.

Teorema 4.3.22 Si Λ es un cuerpo o un anillo con divisio´n entonces, entonces el
kernel de φ : Stn(Λ) −→ En(Λ) ⊆ GLn(Λ), esta´ contenido en W, y por lo
tanto ker φ = Cn. Por consiguiente el grupo de Steinberg Stn(Λ) es una extensio´n
central de En(Λ).
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Demostracio´n. Sea ζ ∈ ker φ. Entonces φ(ζ) = In.
Pero ζ = t1wt2 ∈ Stn(Λ) por la Proposicio´n 4.3.21 con ti ∈ T para i = 1, 2 y
w ∈W. Es ası´ que
φ(ζ) = φ (t1wt2)
= φ(t1)φ(w)φ(t2) .
Entonces
φ(t1wt2) = In =⇒ φ(t1)φ(w)φ(t2) = In
=⇒ φ(w) = φ(t1)−1φ(t2)−1
=⇒ φ(w) = φ
(
t−11 t
−1
2
)
.
Hemos llegado a que la matriz monomial φ(w) es igual a una matriz trian-
gular superior φ
(
t−11 t
−1
2
)
con entradas en su diagonal de 1. Por lo que
φ(w) = φ
(
t−11 t
−1
2
)
= In
y e´sto implica que w ∈ φ|W := Cn := Z(Stn(Λ)) por Proposicio´n 4.3.5 y
φ
(
t−11 t
−1
2
)
= In
φ
(
t−11
)
= φ(t2)
t−11 = t2
puesto que por la Proposicio´n 4.3.20 φ es un homomorfismo inyectivo sobre
T. Es ası´ que
ζ = t1wt2 =⇒ ζ = t1wt−11 = w ∈W .
Por consiguiente, ker φ ⊆W.
Y por la Proposicio´n 4.3.5 tenemos que ker φ = Cn.

Combinando los teoremas 4.3.16, 4.3.18 y 4.3.22 y pasando por el lı´mite di-
recto cuando n −→ ∞ como en la Definicio´n 4.2.2, esto implica el siguiente
Corolario 4.3.23 Si Λ es un cuerpo entonces K2(Λ) esta´ generado por los sı´mbo-
los de Steiberg {µ, ν}. En particular si Λ es un cuerpo finito entonces K2(Λ) = 1.
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Demostracio´n. Si Λ es un cuerpo entonces por la Definicio´n 4.2.2 tenemos
que el kernel de φ es K2(Λ). Por el teorema 4.3.22, K2 ⊆W y por el teorema
4.3.18 lı´m
n−→∞Cn = W ∩ K2(Λ) = K2(Λ) y por lo tanto, K2(Λ) esta´ generado
por los sı´mbolos {µ, ν}. Adema´s, si Λ es un cuerpo finito, para µ, ν ∈ Λ×
tenemos que {µ, ν} = 1 por teorema 4.3.16, y de nuevo, por el teorema 4.3.18
obtenemos que K2(Λ) = 1.

4.4. Ca´lculo de K2(Z)
4.4.1. Construccio´n de Milnor
El objetivo ma´s importante de esta seccio´n es demostrar el siguiente
Teorema 4.4.1.1 El grupo Stn(Z) es una extensio´n central
1 // Cn // Stn(Z) // En(Z) // 1
donde Cn es el grupo cı´clico de orden 2 generado por el sı´mbolo
{−1,−1} =
(
x112x
−1
21 x
1
12
)4
.
Histo´ricamente, la prueba del teorema 4.4.1.1 esta´ basada en un trabajo
cla´sico que se le atribuye Wilhelm Magnus1 en su artı´culo u¨ber n-dimensionale
gitter transformationen en el an˜o de 1935 en la revista Acta Math nu´mero 64.
Sin embargo, el espı´ritu de la demostracio´n conlleva una idea ma´s simpli-
ficada. John Milnor baso´ la prueba del Teorema 4.4.1.1 en un trabajo, que
para la e´poca, fue ine´dito y estaba por ser publicado. Estamos hablando de
la investigacio´n de John Richard Silvester que llevaba por tı´tulo A presenta-
tion of GLn(Z) y GLn(K[X]) que estaba por aparecer en ese entonces. Una
mencio´n que se debe hacer es que Silvester y tambie´n K. Dennis, usaron el
mismo me´todo para probar el isomorfismo K2(F(X)) ∼= K2(F) donde F(X)
denota el anillo de polinomios en una indeterminada sobre un cuerpo F
y luego Dennis extendio´ el resultado al caso de un anillo de divisio´n. Co-
mo la prueba de Silvester es inductiva, debemos considerar los casos para
n = 1, 2. Para n = 1, simplemente definimos St1(Z) como trivial. Para
n = 2, la definicio´n de acuerdo a Steinberg es como sigue.
1Matema´tico alema´n (1907-1990).
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Definicio´n 4.4.1.2 Para cualquier anillo Λ, sea St2(Λ) el grupo con generadores
xλ12 y x
λ
21, con λ ∈ Λ, y definiendo las relaciones
xλijx
µ
ij = x
λ+µ
ij
y
wij(µ)xλjiwij(−µ) = x−µλµij
para µ ∈ Λ× donde wij(µ) por definicio´n es igual a xµijx−µ
−1
ji x
µ
ij.
El ana´logo del teorema 4.4.1.1 es el siguiente. Introduciremos la notacio´n xij
para el generador x1ij.
Teorema 4.4.1.3 El grupo St2(Z) es una extensio´n central
1 // C2 // St2(Z) // E2(Z) // 1
donde C2 es un grupo cı´clico libre generado por el elemento
(
x12x−121 x12
)4
.
De esta manera, debemos demostrar los teoremas 4.4.1.1 y 4.4.1.3 mediante
la propuesta hecha por Silvester. Manos a la obra.
Consideremos un conjunto que consiste de todas las n-adas de enteros (a1, a2, . . . , an),
que denotaremos por Zn = Z× . . .Z︸ ︷︷ ︸
n veces
. Ahora, destaquemos la accio´n del
grupo de Steinberg Stn(Z) sobreZn y consideremos aZn como un Stn(Z)-
mo´dulo y que lo hacemos actuar a la derecha. Es decir
Zn × Stn(Z) −→ Zn
donde tomamos un elemento ω ∈ Zn × Stn(Λ) que tiene la forma ω =
(z, ρ) con z ∈ Zn y ρ ∈ Stn(Λ) respectivamente y lo mapeamos ω =
(z, ρ) 7→ zρ y que vamos a definir la operacio´n zρ como sigue. Por ejem-
plo, si n = 2 la accio´n esta´ determinada por las relaciones
(a1, a2)x12 = (a1, a1 + a2), (a1, a2)x21 = (a1 + a2, a2)
en donde xij = x1ij para i 6= j variando entre 1 y 2 para nuestro caso n = 2.
Para el caso generalizado, si escojemos xeij y si n = 2 para darnos la idea ma´s
clara, tenemos que
(a1, a2)xe12 = (a1, ea1 + a2), (a1, a2)x
e
21 = (a1 + ea2, a2) .
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Definamos una norma sobre Zn mediante
‖(a1, a2, . . . , an)‖ = |a1|+ |a2|+ . . . + |an| .
Sea ±β una base cano´nica de vectores de Zn, tal que ‖β‖ = 1.
El subgrupo de Stn(Λ) generado por los elementos
wij = wij(1) = xijx−1ji xij
sera´ denotado por W =Wn.
¿Que´ ocurre si wij actu´a sobre algu´n vector arbitrario en Zn? Si, de nuevo,
n = 2
(a1, a2)w12 = (a1, a2)x12x−121 x12
= ((a1, a2)x12) x−121 x12
= (a1, a1 + a2)x−121 x12
= (a1 − a1 − a2, a1 + a2)x12
= (−a2, a1 + a2)x12
= (−a2, a1 + a2 − a2)
(a1, a2)w12 = (−a2, a1) .
A partir de e´ste resultado obtenemos la siguiente
Proposicio´n 4.4.1.4 La accio´n de W sobre Zn preserva la norma.
Demostracio´n. Sin pe´rdida de generalidad, hagamos n = 2 y observemos que
‖(a1, a2)wij‖ = ‖(−a2, a1)‖
= | − a2|+ |a1|
= |a1|+ |a2|
= ‖(a1, a2)‖

Lema 4.4.1.5 (Silvester) Cada elemento en Stn(Λ) puede ser expresado como un
producto
g1g2 . . . grw
con w ∈ Wn, donde cada gk es uno de los generadores de Steinberg x±1ij , de tal
forma que
‖βg1‖ ≤ ‖βg1g2‖ ≤ ‖βg1g2 . . . grw‖ .
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Demostracio´n. Tomemos una sucesio´n {gk}rk=1 de elementos de Steinberg.
Podemos asociar una sucesio´n 1 = τ0, τ1, τ2, . . . , τk de enteros positivos que
esta´n definidos mediante la expresio´n
τk = ‖βg1g2 . . . gk‖ .
En la sucesio´n considerada 1, τ1, τ2, . . . , τk pueden existir cambios a partir de
la monotonicidad y la cual puede ser calculada aproximadamente por un
par (λ, µ) de enteros positivos. Si la sucesio´n 1, τ1, τ2, . . . , τk no es mono´tona,
existe algu´n a tal que τa > τa+1. Entonces hagamos que
λ := Ma´x {a tal que τa > τa+1}
que es el valor ma´s grande de τa para el cual la sucesio´n no es mono´tona.
Pero pueden haber muchos valores distintos de a para el cual e´ste ma´ximo
se alcanza; para manejar este problema hagamos
µ := Ma´x {a tal que τa = λ > τa+1} .
De otro modo, si la sucesio´n es mono´tona (1 ≤ τ1 ≤ . . . ≤ τk), hacemos
λ = µ = 1.
Los pares (λ, µ) esta´n ordenados lexicogra´ficamente, ası´ que: (λ, µ) > (λ′, µ′)
si, y so´lo si, λ > λ′ o´ λ = λ′ y µ > µ′.
La demostracio´n del consiste en mostrar que cada palabra g1 . . . gkw con
(λ, µ) > (1, 1) puede ser alterada, usando las relaciones de Steinberg, para
decrecer el par (λ, µ). Luego de repetir este proceso un nu´mero finito de ve-
ces, debemos conseguir la palabra requerida con (λ, µ) = (1, 1).
Supongamos que el par (λ, µ) > (1, 1). Luego
λ = τµ > τµ+1 .
Si decidimos tomar a µ = 0 tendrı´amos que
λ = τ0 > τ1
pero es imposible. Ası´ que tengamos en cuenta que µ ≥ 1 y que
τµ−1 ≤ τµ .
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Para establecer mejor las ideas y compendiar la notacio´n, supongamos que
el generador gµ es igual a x12. El caso general puede ser reducido a este caso
especial de la siguiente manera: Si gµ = xij, podemos sin complicacio´n algu-
na renumerar las coordenadas para sustituir i y j por 1 y 2 respectivamente.
Si gµ = x−1ij entonces conjugando cada ga por wij y reemplazando β por
βw−1ij y w por wijw, obtenemos un problema equivalente, con gµ sustituido
por xji. Y luego procedemos como antes.
Asumamos entonces que gµ = x12. Hagamos que
βg1g2 . . . gµ = (a, b, c, . . .) ∈ Zn ,
resulta que
βg1g2 . . . gµ−1 = (a, b− a, c, . . . ) .
Por tanto la desigualdad τµ−1 ≤ τµ puede ser escrito como
|b− a| ≤ |b|
ya que
τµ−1 ≤ τµ
‖βg1g2 . . . gµ−1‖ ≤ ‖βg1g2 . . . gµ‖
|a|+ |b− a|+ |c|+ . . . ≤ |a|+ |b|+ |c|+ . . .
|b− a| ≤ |b| .
Como consecuencia, e´sto es claramente equivalente a
|a| ≤ 2|b| , y si a 6= 0 entonces ab > 0 . (4.6)
La prueba del lema se dividira´ en siete casos, dependiendo de gµ+1. Con-
sideremos los casos donde gµ+1 conmuta con gµ = x12.
Caso 1. Supongamos que gµ = xe1j con j ≥ 3. Sin pe´rdida de generali-
dad podemos asumir que j = 3 y n = 3. Ası´ gµ+1 transforma (a, b, c) en
(a, b, ea + c), con
|c| > |ea + c| .
Entonces la palabra g1 . . . gkw reemplazando el producto gµgµ+1 = x12xe13
por xe13x12. Entonces la transformacio´n
(a, b− a, c) gµ // (a, b, c) gµ+1 // (a, b, a + c)
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sera´ reemplazado
(a, b− a, c) // (a, b− a, ea + c) // (a, b, ea + c) .
Los nu´meros asociados τa no han cambiado, excepto que τµ = ‖(a, b, c)‖ es
reemplazado por un nu´mero τ′µ = ‖(a, b− a, ea + c)‖ que satisface
τµ−1 > τ′µ .
Un poco de inspeccio´n muestra que el par (λ′, µ′) asociado con la nueva su-
cesio´n es menor que (λ, µ).
Caso 2. Si gµ+1 = xeij con i y j mayores que 2, la demostracio´n es la mis-
ma como en el caso 1.
Caso 3. Supongamos que gµ+1 = geµ = xe12. Si e = −1, entonces pode-
mos cancelar el factor gµgµ+1, ası´ reduciendo (λ, µ). Pero e no puede ser
+1, pues
(a, b, c)gµ+1 = (a, b + a, c)
entonces debemos tener que
|b− a| ≤ |b| < |b + a|
lo cual es imposible.
Caso 4. Si gµ+1 = xe32 (o´ x
e
i2 con i ≥ 3) luego es necesario dar un argumento
menos simple. Observemos que el producto x12xe32 en el grupo de Stein-
berg tambie´n puede ser expresado como xe32x12, o´ como x
e
13x
e
32x
−e
13 , o´ como
xe31x12x
e
31. Esto significa que la transformacio´n
(a, b− a, c) // (a, b, c) // (a, b + ec, c)
corresponde al producto x12xe32; puede ser sustituido por
(a, b− a, c) // (a, b− a + ec, c) // (a, b + ec, c)
o por
(a, b− a, c) // (a, b− a, c + ea) // (a, b + ec, c + ea) // (a, b + ec, c)
o incluso por
(a, b− a, c) // (a + ec, b− a, c) // (a + ec, b + ec, c) // (a, b + ec, c) .
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Eso nos muestra que la primera sustitucio´n reducira´ (λ, µ) dando que
|b− a| > |b− a + ec| . (4.7)
De igual manera la segunda sustitucio´n reducira´ (λ, µ) si
|c| > |c + ea| , (4.8)
y la tercera sustitucio´n reducira´ (λ, µ) si
|a| > |a + ec| . (4.9)
Por lo que debemos demostrar que al menos una de las tres desigualdades
anteriores es va´lida. Observemos primero que la desigualdad τµ > τµ+1
implica que
|b| > |b + ec| .
Por tanto, b y ec deben de tener el mismo signo. Si a 6= 0, entonces se tiene
de la primera desigualdad (4.16), que a y ec tienen el mismo signo y por lo
tanto las desigualdades (4.8) y (4.9) son verificables. Sin embargo, si a = 0
entonces (4.7) es tambie´n va´lida. E´stos detalles completan la discusio´n del
caso 4.
Caso 5. Si gµ+1 = xe21, entonces el producto gµgµ+1 corresponde a la trans-
formacio´n
(a, b− a) // (a, b) // (a + eb, b) (4.10)
con
|a| > |a + eb| .
Si e fuera +1, entonces a y b deberı´an tener signo opuesto, contradicien-
do (4.16); ası´ que podemos asumir que e = −1. Sustituyendo el producto
x12x−121 por x21w21(−1), y notanto que el elemento w21(−1) puede pasar por
gµ+2gµ+3 . . . gk por el Corolario 4.3.7, vemos que la transformacio´n (4.10)
puede ser sustituida por
(a, b− a) x21 // (b, b− a) .
Evidentemente esto disminuye a (λ, µ).
Caso 6. Supongamos que gµ+1 es igual a xe23 (o´ x
e
2j con j ≥ 3). En este caso
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la palabra x12xe23 puede ser sustituida por x
e
13x
e
23x12 o´ por x
e
23x
e
13x12 o´ por
x21xe13x
−1
12 w12. Concernientemente, la transformacio´n
(a, b− a, c) // (a, b, c) // (a, b, c + eb)
puede ser sustituida por una de las siguientes:
(a, b− a, c) // (a, b− a, c + ea) // (a, b− a, c + eb) // (a, b, c + eb) ,
(a, b− a, c) // (a, b− a, c + eb− ea) // (a, b− a, c + eb) // (a, b, c + eb) ,
o´ por
(a, b− a, c) // (b, b− a, c) // (b, b− a, c + eb) // (b,−a, c + eb) .
Ası´ (λ, µ) pueden disminuir si
|c| > |c + ea| , (4.11)
|c| > |c + eb− ea| , o´ (4.12)
|a| > |b| ; (4.13)
usando la desigualdad |b− a| ≤ |b|. La desigualdad τµ > τµ+1 implica que
|c| > |c + eb| ,
y que c y b tienen signo opuesto, y
|b| ≤ 2|c| .
Si a = 0, entonces la desigualdad (4.12) es satisfecha. Pero si a 6= 0, entonces
ab > 0, por la desigualdad (4.16), tenemos que ea y c tienen signo opuesto.
Ahora bien |a| ≤ 2|c|, lo cual implica (4.11), o´ |a| ≥ 2|c| que implica (4.13).
Caso 7. Si gµ+1 = xe31 (o´ x
e
i1 con i ≥ 3), entonces x12xe31 es igual a
xe31x12x
−e
32 y a x
e
31x
−e
13 x
−e
32 x
e
13. Por tanto la transformacio´n
(a, b− a, c) // (a, b, c) // (a + ec, b, c)
117
4.4. CA´LCULO DE K2(Z)
puede ser sustituida por
(a, b− a, c) // (a + ec, b− a, c) // (a + ec, b + ec, c) // (a + ec, b, c)
o incluso por
(a, b− a, c) // (a + ec, b− a, c) // (a + ec, b− a,−ea) // (a + ec, b,−ea)

(a + ec, b, c)
Por tanto (λ, µ) puede ser reducida si
|b + ec| ≤ |b| , o´ (4.14)
|c| ≥ |a| . (4.15)
La desigualdad τµ > τµ+1 para este caso implica que
|a| > |a + ec|
es ası´ que a y ec tienen el mismo signo, y
|c| < 2|a| .
En conclusio´n b y ec tienen signo opuesto (esto por (4.16)), es ası´ que |c| ≤
2|b| lo cual implica (4.14), o´ |c| ≥ 2|b| el cual junto con (4.16) implica (4.15).

Lema 4.4.1.6 El nu´cleo del homomorfismo natural
φ : Stn(Z) −→ En(Z)
esta´ contenido en el subgrupo Wn.
Demostracio´n. Como vector cano´nico β enZn, tomemos el n-e´simo vector ba-
se (0, 0, . . . , 0, 1). Por el lemma 4.4.1.5, cualquier elemento dado en el nu´cleo
de φ puede ser escrito como un producto g1 . . . gkw con
1 ≤ ‖βg1‖ ≤ ‖βg1g2‖ ≤ . . . ≤ ‖βg1 . . . gkw‖ = 1 .
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La ecuacio´n ‖βg1‖ = 1 implica que el generador de Steinberg g1 debe dejar
invariante a β, y se sigue inductivamente que cada ga debe dejar invariante
a β. Adema´s, puesto que φ (g1 . . . gkw) = 1, el elemento w ∈ Wn debe tam-
bie´n dejar fijo a β.
Ası´ la palabra g1 . . . gkw no puede contener a cualquier generador xeij con
i = n. Puede contener a algunos xeij con j = n, pero si es ası´, usando las rela-
ciones de Steinberg, podemos forzar a que los tales xein este´n a la izquierda.
Haciendo el producto de todos estos xein sea igual a x, significa que podemos
escribir g1 . . . gkw como un producto
xξ(y)w
donde ξ denota el homomorfismo natural
ξ : Stn−1(Z) −→ Stn(Z) .
Tomando el caso cuando n = 4 para ilustrar mejor esta idea, tenemos que
ambas matrices φ(x) y φ(xξ(y)w) tienen la forma
1 0 0 ∗
0 1 0 ∗
0 0 1 ∗
0 0 0 1
 y

∗ ∗ ∗ 0
∗ ∗ ∗ 0
∗ ∗ ∗ 0
0 0 0 1

respectivamente. Pero el producto de estas matrices es In, entonces
φ(x) = φ(ξ(y)w) = In
y se sigue que x = 1.
Ahora escribamos a w como un producto ξ(w′)Z con
w′ ∈Wn−1, Z ∈Wn ∩ ker φ .
Se sigue que el elemento original g1 . . . gkw del ker φ puede ser expresado
como un producto ξ(yw′)Z. Ahora, yw′ pertenece al nu´cleo de
Stn−1(Z) −→ En−1(Z) ,
por tanto yw′ ∈Wn−1 por la hipo´tesis inductiva. Por lo tanto, ξ(yw′) ∈Wn.

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Ahora debemos demostrar los teoremas 4.4.1.1 y 4.4.1.3.
Demostracio´n de 4.4.1.1. A partir del resultado del lema 4.4.1.6, el nu´cleo
del homomorfismo natural φ : Stn(Z) −→ En(Z) esta´ contenido en el
subgrupo Wn de Stn(Z), se sigue inmediatamente que al tomar la restric-
cio´n de φ a Wn tenenemos que e´ste nu´cleo esta´ contenido en el centro del
grupo de Steinberg Stn(Z), lo cual muestra que Stn(Z) es una extensio´n
central de En(Z) y al tomar el lı´mite directo cuando n → ∞ tenemos que
K2(Z ⊆ Z(Stn(Z))) y que por tanto esta´ generado por los sı´mbolos {u, v}
donde u, v ∈ Z×, es decir, u y v son 1 o´ −1. Es ası´ que en K2(Z) esta´ por
formado por los elementos {1, 1}, {−1, 1}, {1,−1} y {−1,−1}.
Haciendo ca´lculos directos tenemos que
{1, 1}ij =
[
hik(1), hij(1)
]
= hij((1)(1))hij(1)−1hij(1)−1 por 4.3.10
= hij(1)hij(1)−1hij(1)−1
= hij(1)−1
=
(
wij(1)wij(−1)
)−1
= wij(−1)−1wij(1)−1
= wij(−(−1))wij(−1)
= wij(1)wij(−1)
= x1ijx
−1
ji x
1
ijx
−1
ij x
1
jix
−1
ij
= 1 .
Adema´s que
{−1, 1}ij =
[
hik(−1), hij(1)
]
= hij((−1)(1))hij(−1)−1hij(1)−1
= hij(−1)hij(−1)−1hij(1)−1
= hij(1)−1
= 1
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basa´ndonos en el resultado precedente. Tambie´n podemos ver que
{1,−1}ij =
[
hik(1), hij(−1)
]
= hij((1)(−1))hij(1)−1hij(−1)−1
= hij(−1)hij(1)−1hij(−1)−1
=
(
wij(−1)wij(−1)
) (
wij(1)wij(−1)
)−1 (wij(−1)wij(−1))−1
= wij(−1)wij(−1)wij(−1)−1︸ ︷︷ ︸
=1
wij(1)−1wij(−1)−1wij(−1)−1
= wij(−1)wij(1)−1wij(−1)−1wij(−1)−1
= wij(−1)wij(−1)wij(−1)−1wij(−1)−1
= 1 .
Mientras queda
{−1,−1} = [hik(−1), hij(−1)]
= hij((−1)(−1))hij(−1)−1hij(−1)−1
= hij(1)hij(−1)−1hij(−1)−1
= hij(−1)−1hij(−1)−1
=
(
hij(−1)hij(−1)
)−1
=
(
wij(−1)wij(−1)wij(−1)wij(−1)
)−1
= wij(−1)−1wij(−1)−1wij(−1)−1wij(−1)−1
= wij(−(−1))wij(−(−1))wij(−(−1))wij(−(−1))
= wij(1)wij(1)wij(1)wij(1)
=
(
wij(1)
)4
=
(
x1ijx
−1
ji x
1
ij
)4
.
Que por tanto
{−1,−1} =
(
x1ijx
−1
ji x
1
ij
)4
,
y es ası´ que
{−1,−1}{−1,−1} = {(−1)(−1), (−1)(−1)} por bimultiplicidad
= {1, 1}
= 1
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lo que muestra que {−1,−1}{−1,−1} = {−1,−1}2 tiene orden 2. Por tanto
K2(Z) es un grupo cı´clico generado por {−1,−1} y debido a la caracteriza-
cio´n de los grupos cı´clicos de orden finito tenemos que
K2(Z) ∼= Z/2Z .

Demostracio´n de 4.4.1.3. La relacio´n w12w21 = 1 en Stn(Z) implica que el gru-
poW2 es cı´clico. Adema´s φ (w12) tiene orden 4, el nu´cleo de φ esta generado
por (w12)
4.

4.5. Teorema de Matsumoto
En esta seccio´n, el principal objetivo es exhibir las ideas de la demostra-
cio´n del ca´lculo del grupo K2(F), donde F es un cuerpo. El resultado al que
estamos haciendo referencia se debe principalmente al aporte realizado por
Hideya Matsumoto en 1969 y es comu´nmente conocido como teorema de Mat-
sumoto, ver en (Matsumoto, 1969).
Para cualquier cuerpo F, H. Matsumoto, describio´ al grupo K2(F) mediante
generadores y relaciones. Anteriormente en 4.3.23 hemos visto que K2(F) es
generado por ciertos sı´mbolos {x, y} para x, y ∈ F× = F− {0}, y que para
lo cual hemos hecho un estudio en los detalles que muestran la demostra-
cio´n en (Milnor, 1971). Habiendo dicho esto, lo que deseamos es estudiar el
siguiente
Teorema 4.5.1 (Matsumoto) El grupo abeliano K2(F) tiene una presentacio´n,
en te´rminos de generadores y relaciones, de la siguiente manera. Los generadores
{x, y}, con x.y ∈ F×, esta´n sujetos u´nicamente a las siguientes relaciones y a sus
consecuencias:
1. {x, 1− x} = 1 para x 6= 0, 1,
2. {x1x2, y} = {x1, y}{x2, y},
3. {x, y1y2} = {x, y1}{x, y2}.
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Idea de la demostracio´n de 4.5.1
Brindaremos las ideas que giran entorno a la demostracio´n del teorema
4.5.1. Previamente estudiamos que Cn, que es el nu´cleo de la extensio´n cen-
tral
Stn(F) −→ SLn(F) ,
es generado por los sı´mbolos {x, y} (de Steinberg) correspondientes y sa-
tisfacen efectivamente 4.3.11, 4.3.18, 4.3.22 y 4.3.23. Y de acuerdo con tales
resultados, una consecuencia inmediata es que K2(F) =
∞⋃
n=1
Cn.
La demostracio´n de 4.5.1 tiene a su base una reformulacio´n de su enun-
ciado usando los conceptos de sı´mbolos que aparecen en el a´rea de teorı´a de
nu´meros. Entonces podemos embarcar camino a entender esta reformula-
cio´n diciendo que
Definicio´n 4.5.2 Sea F un cuerpo (conmutativo) y sea A un grupo abeliano. Un
sı´mbolo de Steinberg c o simplemente sı´mbolo es una aplicacio´n
c : F× ×F× −→ A
que satisface que
1. c(x1x2, y) = c(x1, y)c(x2, y) y c(x, y1y2) = c(x, y1)c(x, y2);
2. c(x, y) = 1 para todo (x, y) ∈ F× ×F× tal que x + y = 1.
Desde luego podemos ahora reformular el enunciado de 4.5.1 como sigue
Teorema 4.5.3 (Teorema de Matsumoto usando sı´mbolos) Dado cualquier sı´mbo-
lo c sobre F×, con valores en un grupo abeliano A, satisfaciendo la identidad
c(x, 1− x) = 1 ,
existe uno y solamente un homomorfismo de K2(F) a A, el cual lleva el sı´mbolo
{x, y} a c(x, y) para todo x, y ∈ F×.
¿Por que´ usar sı´mbolos? En primera instancia, se usa c para construir una
extensio´n central
1 −→ A −→ G −→ SLn(F) −→ 1 .
Ahora, para llegar a dicha extensio´n central, necesitamos hacer sistema´tica-
mente lo siguiente:
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1. Primero hacer la extensio´n central sobre el subgrupo D de GLn(F),
el cual anteriormente denotamos como el subgrupo de las matrices
diagonales;
2. luego la extensio´n se realiza sobre el grupo M de las matrices mono-
miales
3. y finalmente se realiza la extensio´n sobre el grupo SLn(F).
Paso 1
En primer te´rmino, como hemos indicado como bosquejo de lo que debe
hacer, para realizar la extensio´n central sobre el subgrupo D, necesitamos
construir
1 −→ A −→ H −→ D −→ 1 ,
sea H = D× A y definamos la operacio´n en H como sigue:
(d, a)(d′, a′) =
(
dd′, aa′∏
i≥j
c(ui, vj)
)
.
donde d = diag (u1, . . . , un) y d′ = diag (v1, . . . , vn).
Tomemos ahora
φ : H −→ D
como la proyeccio´n cano´nica sobre la primera componente, es decir,
(d, a) 7→ φ(d, a) = d .
Vemos que
(d, a)(d′, a′) 7→ φ ((d, a)(d′, a′)) = φ(dd′, aa′∏
i≥j
c(ui, vj)
)
= dd′
= φ(d, a)φ(d′, a′)
∴ φ es en efecto un homomorfismo.
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Ahora calculemos su nu´cleo,
ker φ = {(d, a) ∈ H : φ(d, a) = eD = I}
= {(d, a) ∈ H : d = eD = I}
= {(I, a) ∈ H}
= I × A .
Tomemos un λ ∈ ker φ = I × A y elijamos un ω ∈ H arbitrario. Entonces
λω = (I, a)(x, y)
=
(
Ix, ay∏
i≥j
c(ui, vj)
)
=
(
xI, ya∏
i≥j
c(ui, vj)
)
y, a ∈ A y A es abeliano.
= (x, y)(I, a)
= ωλ
y esto implica que λ ∈ Z(H). Por tanto, ker φ ⊆ Z(H). Y hemos comprobado
que (H, φ) es una extensio´n central de D.
Tambie´n tenemos dos resultados a partir de la extensio´n central de D.
Proposicio´n 4.5.4 Si φ(h) = diag(u1, . . . , un) y φ(k) = diag(v1, . . . , vn), en-
tonces hkh−1k−1 es igual al producto
c(u1, v1)c(u2, v2) . . . c(un, vn)
Proposicio´n 4.5.5 Los sı´mbolos hij(u) satisfacen las identidades
hji(u) = hij(u)−1 = hik(u)−1hkj(u)−1
y
hij(u)hij(v) = c(u, v)hij(uv) .
y que podemos comprobar usando la propiedad antisime´trica del sı´mbolo
c y haciendo un tipo de distincio´n especial en los ı´ndices i y j que esta´ deta-
llado en (Milnor, 1971).
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Paso 2
Habiendo abordado el primer paso, debemos ahora estudiar la extensio´n
central del grupo de matrices monomiales. En este punto, la construccio´n es
ma´s laboriosa y quiza´s menos obvia que la anterior. Deseamos construir
un grupo W que contenga a H y mapeando sobre el grupo de las matri-
ces monomiales M. Como un primer paso construiremos un subgrupo W0
generado por ciertos sı´mbolos wij(±1). Hay dos posibilidades.
Caso 1. Si c(−1,−1) = 1 definimos W0 como el grupo M0 que consiste
de matrices monomiales en SLn(F) cuyas entradas distintas de cero son
±1. Definimos wij(1) = wji(−1) como la matriz monomial con entra-
da ij-e´sima 1 y entrada ji-e´sima −1, cuyas otras entradas distintas de
cero son 1 a lo largo de la diagonal. Definimos φ0 : W0 −→ M0 como
la aplicacio´n identidad.
Caso 2. Si c(−1,−1) 6= 1, entoncesF debe ser un cuerpo de caracterı´sti-
ca cero lo cual se argumento en 4.3.16. Por tanto F contiene al anillo
Z, y podemos identificar M0 con el grupo de todas las matrices mono-
miales en SLn(Z). SeaW0 el grupo basado sobre M0 en la extensio´n cen-
tral Stn(Z) −→ SLn(Z). Ası´ una aplicacio´n natural φ0 : W0 −→ M0
esta´ definida, y elementos wij(±1) ∈W0 son definidos como en 4.4.
Es ası´ que luego debemos relacionar este grupo W0 al grupo H definiendo
una accio´n de W0 sobre H. Adema´s la accio´n de un elemento w0 depen-
dera´ u´nicamente de φ0(w0), trabajaremos de primer momento con matrices
monomiales.
Para cada permutacio´n pi de {1, . . . , n} sea ppi la matriz permutacio´n aso-
ciada. Cada matriz monomial m puede ser escrita u´nicamente como el pro-
ducto ppidiag(u1, . . . , un) de una matriz permutacio´n y una matriz diagonal,
dentro de GLn(F).
Proposicio´n 4.5.6 Para cada matriz monomial m = ppidiag(u1, . . . , un) hay uno
y so´lo un automorfismo α(m) de H el cual deja a A fijo puntualmente y lleva
cada hij(v) a c(uiu−1j , v)hpi(i),pi(j)(v). Este automorfismo α(m) depende homo-
morficamente de m y coincide con el automorfismo interno h 7→ h1hh−11 cuando
m = φ (h1) es una matriz diagonal.
A fin de construir un grupo W, generado por H y W0, tambie´n necesita-
mos descibir la interseccio´n H ∩W0. Sea H0 ⊂ H el subgrupo generado
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por los sı´mbolos hij(−1). E´ste subgrupo puede ser identificado con el sub-
grupo de W0 generado por los sı´mbolos correspondientes dij(−1), en el ca-
so que W0 ∼= M0; o por los sı´mbolos correspondientes hij(−1) en el caso
W0 ⊂ Stn(Z).
Definicio´n 4.5.7 Sea W el espacio H×W0 el cual es obtenido mediante la iden-
tificacio´n de (hh0, w0) con (h, h0w0) para cada h0 ∈ H0. Definimos la operacio´n
producto en W por
(h, w0)(h′, w′0) =
(
h
(
w0hw−10
)
, w0w′0
)
,
usando la accio´n de W0 sobre H descrita en 4.5.6.
Proposicio´n 4.5.8 La operacio´n producto en 4.5.7 es compatible con las identifica-
ciones, y hace que el conjunto W en un grupo. Adema´s, definiendo φ : W −→ M
mediante φ(h, w0) = φ(h)φ(w0), el grupo W es una extensio´n central de M con
kernel isomorfo a A.
Sea T el grupo de las matrices triangulares superiores con ceros por debajo
de la diagonal y unos sobre la diagonal.
Lema 4.5.9 Cada matriz s en SLn(F) puede ser escrita como un producto tmt′ con
t y t′ y m en M. A pesar de que las matrices t y t′ no son determinadas de forma
u´nica, la matriz monomial m es u´nicamente determinada por s. Ası´ una retraccio´n2
bien definida ρ : SLn(F) −→ M esta´ dada por la fo´rmula ρ(tmt′) = m.
Paso 3
Hasta aca´ nos hemos enfocado en dos de las tres observaciones. Estamos
listos para dar la construccio´n ingeniosa de Matsumoto de una extensio´n
central de SLn(F). Sea
X ⊂ SLn(F)×W
el conjunto de todos los pares (s, w) satisfaciendo la condicio´n
ρ(s) = φ(w) .
Adema´s no hay manera obvia de hacer a este conjuntoX en un grupo, hace-
mos algo ma´s en su lugar. Sea G el grupo de las permutaciones de X el cual
2Sea X un espacio topolo´gico y A un subespacio de X. Entonces un mapeo continuo
ρ : X −→ A es una retraccio´n si la restriccio´n de ρ a A es el mapeo identidad sobre A.
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esta´ generado por ciertas permutaciones λ(h), µ(t) y ηα, definidas como lo
hacemos en este momento.
Para cada h ∈ H sea λ(h) la permutacio´n
λ(h)(s, w) = (φ(h)s, hw)
del conjunto X . Resulta ser claro que esta transformacio´n preserva la con-
dicio´n ρ(s) = φ(w), y que λ mapea el grupo H inyectivamente en el grupo
de todas las permutaciones de X .
Para cada t ∈ T sea µ(t) denota la permutacio´n
µ(t)(s, w) = (ts, w) .
Claramente µ mapea a T inyectivamente en el grupo de las permutaciones
de X .
Para cada α = (i, i+ 1) sea ηα que denota la permutacio´n definida haciendo
ηα(s, w) igual tanto a (mα(1)s, wα(1)w) a medida que ρ (mα(1)s) es igual a
mα(1)ρ(s) o´ dα(u)−1ρ(s). Claramente esta definicio´n es elaborada para pre-
servar la condicio´n ρ(s) = φ(w). No es dı´ficil ver que
ηαηα = λ (h−α(−1)) ,
lo que muestra que ηα en efecto un permutacio´n (se ha usado la identidad
c(u,−u) = 1).
E´stas permutaciones λ(h), µ(t) y ηα deben ciertamente generar algu´n sub-
grupo G del grupo de todas las permutaciones de X .
Proposicio´n 4.5.10 Este grupo G actu´a de modo simplemente transitivo sobre
X . En otras palabras, dado cualquier (s, w) y (s′, w′) en X , hay uno y so´lo un
g ∈ G con g(s, w) = (s′, w′).
Ası´ como el prueba de 4.3.21, observamos que SLn(F) es generado por T
y los elementos mα(1). Ası´ operando (s, w) por alguna sucesio´n de per-
mutaciones µ(t) y ηα podemos ciertamente transformar la primera com-
ponente s de (s, w) a s′. Esto significa, podemos encontrar un g0 ∈ G con
g0(s, w) = (s′, w∗). Ahora ya que ambos (s′, w′) y (s′, w∗) pertenecen a X ,
concluimos que w′ = w∗ mo´dulo el subgrupo A de W. Por tanto operan-
do sobre (s′, w∗) por un λ(a) adecuado obtenemos (s′, w′). Esto prueba la
existencia de g con g(s, w) = (s′, w′).
Teorema 4.5.11 El grupo G es una extensio´n central de SLn(F) con nu´cleo λ(A) ∼=
A.
128
ALGUNOS CA´LCULOS DE K-GRUPOS ALGEBRAICOS
Conclusio´n
Ahora probaremos el teorema 4.5.1. Sea c : F× × F× −→ A un sı´mbolo
universal de Steinberg sobre el campo F. En otras palabras sea A un grupo
abeliano el cual esta´ definido por generadores c(u, v) sujetos u´nicamente a
las relaciones
c(u1u2, v)− c(u1, v)c(u2, v), c(u, v1v2)− c(u, v1)c(u, v2)
y
c(u, 1− u) = 1
y a las consecuencias de e´stas relaciones.
Sea {u, v} ∈ K2(F) el sı´mbolo de Steinberg de la seccio´n 4.3. Adema´s {u, v}
es bimultiplicativo y satisface que {u, 1− u} = 1, entonces existe uno y so´lo
un homomorfismo
η : A −→ K2(F)
el cual lleva c(u, v) a {u, v} para todo u y v en F. Lo que debemos probar es
que η es un isomorfismo.
Sea
1 // A // G // SLn(F) // 1
la extensio´n central universal del teorema 4.5.11. Pasando al lı´mite directo
cuando n→ ∞, obtenemos un extensio´n central correspondientes
1 // A // G // SL(F) // 1 .
Pero ya vimos que la extensio´n
1 // K2(F) // St(F) // SL(F) // 1
es la extensio´n central universal de SL(F). Es ası´ que existe uno y so´lo un
homomorfismo
ξ : St(F) −→ G
el cual cubre a la identidad de SL(F). Claramente ξ mapea K2(F) en A.
Comparando con 4.5.4, y recordando que H ∼= λ(H) ⊂ G, vemos que ξ lleva
{u, v} a c(u, v) para todo u y v. Pero η lleva c(u, v) a {u, v} para todo u y
v. Adema´s K2(F) esta´ generado por los sı´mbolos {u, v}, y A esta´ generado
por los sı´mbolos c(u, v), y ası´ completamos la prueba que K2(F) ∼= A.
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
En (Dalawat, 2004) aparece un pregunta sumamente importante: ¿existe un
sı´mbolo universal c : F× × F× −→ UF sobre F? En otros te´rminos, ¿existe
un grupo conmutativo UF y un sı´mbolo c sobre F con valores en UF tales
que, dado cualquier sı´mbolo c′ : F× × F× −→ A (siendo A un grupo con-
mutativo), existe un u´nico homomorfismo f : UF −→ A de grupos tal que
c′ = f ◦ c? Claramente, si sı´mbolo universal existe, es u´nico, salvo isomor-
fismo.
La existencia de un sı´mbolo universal no es difı´cil de ver: so´lo tomemos
UF como el cociente de F× ⊗Z F× por el subgrupo generado por aquellos
elementos x⊗ y con x, y ∈ F× para lo cual x + y = 1.
Definicio´n 4.5.12 Sea F un campo. El sı´mbolo universal sobre F es denotado por
{, } : F× ×F× −→ K2(F) ,
o ma´s precisamente por {, }F.
El teorema 4.5.1 junto a su gene´rico 4.5.3 sugieren una posible generaliza-
cio´n algebraica del funtor K2(−) a dimensiones mayores: John Milnor defi-
nio´ en (Milnor, 1970) lo siguiente.
Definicio´n 4.5.13 Para cualquier cuerpo F, el a´lgebra tensorial sobre F× es
T∗
(
F×
)
=
∞⊕
n=1
Tn
(
F×
)
,
donde F× es considerada como un grupo abeliano y
Tn
(
F×
)
= F× ⊗Z F× ⊗Z . . .⊗Z F×︸ ︷︷ ︸
n veces
.
En e´sta a´lgebra, podemos considerar el ideal I generado por todos los ele-
mentos de la forma u ⊗ (1 − u) cuando u ∈ F×. Entonces la teorı´a K de
Milnor de F esta´ definida por
KM∗ (F) = T∗
(
F×
)
/I .
Para cada entero positivo n, los elementos de KMn (F) son los sı´mbolos {u1, u2, . . . , un}
con los ui en F× satisfaciendo las condiciones escritas multiplicativamente:
1. {u, u−1} = 1,
2. {u, 1− u} = 1,
3. {u, v} = {v, u}−1.
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Aplicaciones
El hecho que el grupo K2(F) es trivial para cada cuerpo finitoF tendra´ mu-
chas consecuencias cuando K2 sea relacionado con otros objetos, como for-
mas cuadra´ticas, a´lgebras simples centrales (ASC), formas diferenciales, etce´te-
ra.
K2 y formas cuadra´ticas
Sea F un cuerpo en el cual 2 es invertible.
Definicio´n 4.5.14 Un espacio cuadra´tico (regular) sobre un cuerpo F es un F-
espacio vectorial V (de dimensio´n finita) dotado con una forma bilineal sime´trica
b.
Es posible elegir una base para V y a1, . . . , an ∈ F× tales que tenemos
b (γ,γ) = a1γ21 + a2γ
2
2 + · · ·+ anγ2n (4.16)
para todo γ = (γ1,γ2, . . . ,γn) (n = dim V) en V. Las clases de isometrı´a
de F-espacios cuadra´ticos forman un monoide con suma directa ortogo-
nal como la ley de la suma: este monoide es integral. El grupo correspon-
diente de las diferencias Wˆ(F) es llamado el grupo de Grothendieck de
F. La clase de la forma 4.16 en Wˆ(F) es denotada por 〈a1, a2, . . . , an〉 =
〈a1〉 + 〈a2〉 + · · · + 〈an〉. El producto tensorial sobre F vuelve a Wˆ(F) en
un anillo cuya multiplicacio´n esta´ caracterizada por 〈xy〉 = 〈x〉〈y〉 y donde
〈1〉 es el elemento neutro. Tamando dimensiones nos da una sobreyeccio´n
cano´nica de anillos dim : Wˆ(F) −→ Z. Denotemos por Iˆ como el nu´cleo de
e´ste aplicacio´n, el cual se conoce como ideal de aumentacio´n.
Sea h = 〈1,−1〉 = 〈1〉 + 〈−1〉 la clase del plano hiperbo´lico; esto corres-
ponde a la espacio cuadra´tico L ⊕ HomF(L,F), (γ,γ∗) 7→ γ∗(γ), donde
L de un recta vectorial como F-espacio vectorial. El subgrupo H genera-
do por h es un ideal en Wˆ(F) (un espacio cuadra´tico 〈a1, a2, . . . , an〉 “re-
presenta al 0” si, y solamente si, 〈a1, a2, . . . , an〉 = 〈b1, b2, . . . , bn−2〉+ h pa-
ra algu´n espacio cuadra´tico 〈b1, b2, . . . , bn−1〉); tenemos que H ∩ Iˆ = {0}.
El cociente W(F) = Wˆ(F)/H es llamado anillo de Witt de F; la iamgen
I = Iˆ/(H ∩ Iˆ) = Iˆ del ideal Iˆ es un ideal maximal en W(F) con Z/2Z
como el cociente. Estamos principalmente interesados en la F2-a´lgebra gra-
duada asociada al anillo filtrado
· · · ⊂ I3 ⊂ I2 ⊂ I ⊂ W(F) .
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Existe un homomorfismo c1 : F× −→ I/I2 dado por
c1(x) = 〈x〉 − 〈1〉 .
Lema 4.5.15 ((Milnor, 1970)) El mapeo c2(x, y) = s1(x)s1(y) es un sı´mbolo con
valores en I2/I3 sobre F; el homomorfismo correspondiente de K2(F) es trivial
sobre 2K2(F).
Existe por tanto un u´nico homomorfismo de F2-a´lgebras graduadas
c : K(F)/2K(F) −→ Z/2Z⊕ I/I2 ⊕ I2/I3 ⊕ · · · (4.17)
extendiendo c1 y c2.
Milnor mostro´ que el mapeo 4.5.15 es siempre sobreyectivo y conjeturo´ (1970)
que este es biyectivo para todos los cuerpos F (en los cuales 2 es invertible).
E´l probo´ la biyectividad para cuerpos globales.
La conjetura finalmente fue probada por Orlov, Vishik y Voevodsky, en (Orlov,
Vishik, y Voevodsky, 1996).
Teorema 4.5.16 ((Orlov y cols., 1996)) El mapeo 4.5.15 es un isomorfismo de
F2-a´lgebras graduadas.
Continuando asumiendo que 2 es invertible en el cuerpo F, sea F una clau-
sura algebraica separable de F y Γ = Gal(F/F) el grupo de los automorfismos
de F sobre F. Consideremos la sucesio´n exacta
{1} // {1,−1} // F× // F× // {1}
de Γ-mo´dulos discretos. La sucesio´n de cohomologı´a larga asociada propor-
ciona (al identificar al Γ-mo´dulo {1,−1} =2 F× con Z/2Z) una inyeccio´n
δ1 : F×/F×
2 −→ H1(Γ,Z/2Z) el cual es un isomorfismo por el teorema 90
de Hilbert: H1(Γ,F×) = {0}.
Lema 4.5.17 ((Tate, 1970)) El mapeo δ2(x, y) = δ1(x) ^ δ1(y) es un sı´mbolo
con valores en H2(Γ,Z/2Z) sobre F; el homomorfismo correspondiente de K2(F)
es trivial sobre 2K2(F).
Existe por tanto un homomorfismo u´nico de F2-a´lgebras graduadas
δ : K(F)/2K(F) −→ Z/2Z⊕ H1(Γ,Z/2Z)⊕ H2(Γ,Z/2Z)⊕ · · · (4.18)
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extendiendo δ1 y δ2. Hemos visto que δ1 es un isomorfismo; luego en 1981
Merkurjerv demostro´ que δ2 es un isomorfismo. En 1970, Milnor demostro´ que
δ es un isomorfismo cuando F es cuerpo finito, un cuerpo local, un cuerpo
global o un cuerpo ordenado maximalmente. Su conjetura que menciona-
mos, que se referı´a a que e´ste es un isomorfismo para todos los cuerpos (en
el que 2 es un elemento invertible), fue demostrada por Voevodsky en 1996
y obtuvo una medalla. Tiempo despue´s, Rost y ana´logamente Merkurjev y
Suslim probaron que δ3 es un isomorfismo.
Teorema 4.5.18 ((Orlov y cols., 1996)) El mapeo 4.18 es un isomorfismo de F2-
a´lgebras graduadas.
Una consecuencia de los teoremas 4.5.16 y 4.5.18, el anillo graduado aso-
ciado al anillo filtradoW(F) es cano´nicamente isomorfo al anillo de coho-
mologı´a de los Γ-mo´dulosZ/2Z. Para ver hasta do´nde llega este resultado,
observar que los intentos previos para construir mapeos entre los dos ha
sido e´xitosa solamente en grados bajos o inferiores.
K2 y a´lgebras simples centrales
Definicio´n 4.5.19 Sea F un cuerpo (conmutativo). Un F-a´lgebra (de dimensio´n
finita, asociativa) A es llamada simple si los u´nicos ideales bilaterales de A son
{0} y A.
Definicio´n 4.5.20 Un F-a´lgebra A se dice central si F es precisamente el centro
de A.
Wedderburn demostro´ que cada F-a´lgebra simple centralA es isomorfo a la
a´lgebra de matrices Mn(D) de un cuerpo D (o dominio de integridad) sobre
F; el par (n, D) es u´nicamente determinado por A, salvo isomorfismo. Dos
tales a´lgebras A y A′ se dicen similares si los correspondientes cuerpos (do-
minios de integridad) con isomorfos. Las clases de similitud de F -a´lgebras
simples centrales forman un grupo B(F), conocido como el grupo de Brouer
de F como producto tensorial como ley de multiplicacio´n. Es un grupo de
torsio´n, como un argumento de restriccio´n-correstriccio´n lo muestra.
El grupo B(F) puede tambie´n ser visto como el grupo de las clases de
F-isomorfismo de F-a´lgebras las cuales llegan a ser isomorfos, sobre una
clausura algebraica separable F de F, para Mn
(
F
)
(algu´n n), con producto
tensorial de a´lgebras dando una ley de grupo.
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Ahora sea n > 0 un entero y asumamos que F contiene un raı´z n-e´sima
primitiva α de 1, es decir, α ∈ F× es de orden n, y ası´ n es invertible en F.
Para a, b ∈ F×, consideremos el F-a´lgebra Aα(a, b) con la presentacio´n
xn = a yn = b xy = αyx .
Es una F-a´lgebra simple central cuya clase cα(a, b) ∈ B(F) es anulada por
n, es decir, pertenece a nB(F) que es un grupo de n-torsio´n.
Lema 4.5.21 ((Tate, 1970)) El mapeo (a, b) 7→ cα(a, b) es un sı´mbolo con valores
en nB(F) sobre F.
Teorema 4.5.22 ((Merkurjev y Suslin, 1982)) El mapeo asociado es un isomor-
fismo
K2(F)/nK2(F) −→n B(F) .
Ası´ cada a´lgebra simple central cuya clase es anulada por n es similar a un
producto de a´lgebras en la de presencia de las raı´ces n-e´simas de 1. Al ele-
gir a α como una raı´z primitiva n-e´sima de 1 en F nos permite identificar a
nB(F) con H2(Γ,Z/2Z). El lema implica que existe un u´nico homomorfis-
mo de (Z/2Z)-a´lgebras graduadas
δα : K(F)/nK(F) −→ Z/2Z⊕ H1(Γ,Z/2Z)⊕ H2(Γ,Z/2Z)⊕ · · · (4.19)
la cual se restringe al sı´mbolo cα sobre F××F×. Pero veamos lo que sucede
cuando una primitiva raı´z n-e´sima de 1 puede no estar a disposicio´n en F.
Ma´s generalmente, sin asumir la existencia de una raı´z primitiva n-e´sima
de 1 en F pero simplemente que n es invertible en F, tenemos una sucesio´n
exacta
{1} // Z/nZ(1) // F× On // F× // {1}
de Γ-mo´dulos discretos, donde Z/nZ(1) =n F
× es el grupo de las raı´ces
n-e´simas de 1 en F× con su Γ-accio´n natural. La sucesio´n exacta larga de
cohomologı´a y el teorema 90 de Hilbert proporciona un isomorfismo δ1 :
F×/F×n −→ H1(Γ,Z/nZ(1)). Considerando el producto cup sobre la coho-
mologı´a
^ : Hr(Γ,Z/nZ(r))× Hs(Γ,Z/nZ(s)) −→ Hr+s(Γ,Z/nZ(r + s))
que da un mapeo bilineal δ2 : F×/F×
n ×F×/F×n −→ H2(Γ,Z/2Z(2)).
Lema 4.5.23 ((Tate, 1970)) El mapeo δ2(x, y) = δ1(x)^δ1(y) es un sı´mbolo so-
bre F.
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Eligiendo una raı´z n-e´sima primitiva α de 1 cuando existe una en F, y usan-
do eso para identificar los grupos nB(F), H2(Γ,Z/nZ) y H2(Γ,Z/nZ(2)),
el sı´mbolo δ2 se vuelve el mismo como el sı´mbolo cα del lema 4.5.21. El ma-
peo (4.19) asociado a cα es ası´ el mismo en este caso como el de la
Conjetura 4.5.24 ((Bloch y Kato, 1986)) El homomorfismo asociado de las (Z/nZ)-
a´lgebras graduadas
δ : K(F)/nK(F) −→ Z/nZ⊕ H1(Γ,Z/nZ(1))⊕ H2(Γ,Z/nZ(2))⊕ · · ·
(4.20)
es un isomorfismo para todos los cuerpos F en los cuales n es invertible.
El teorema principal de (Merkurjev y Suslin, 1982) dice que el mapeo δ2 :
K2(F)/nK2(F) −→ H2(Γ,Z/nZ(2)) es siempre un isomorfismo; Tate probo´ en
1976 esto para cuerpos globales. Mientras que Bloch, Gabber y Kato proba-
ron esta conjetura cuando F es un cuerpo de caracterı´stica 0 dotado con una
evaluacio´n discreta de caracterı´stica residual p 6= 0 y n es una potencia de p.
La conjetura de Bloch-Kato hace una prediccio´n muy importante de el a´lge-
bra graduada
⊕
r
Hr(Γ,Z/nZ(r)) es generada por elementos de grado 1.
Por lo tanto, los grupos de Galois deberı´an ser muy especiales entre los gru-
pos profinitos a este respecto.
K2 y extensiones abelianas
Sea F un cuerpo, F˜ la extensio´n abeliana maximal de F y Γ = Gal
(
F˜|F
)
el
grupo (conmutativo, profinito) de los F-automorfismos de F˜.
Asumamos que F es finito. Sabemos que entonces existe un mapeo natural
ρ : K0(F) = Z −→ Γ, dado por n 7→ ϕn donde ϕ es el automorfismo x 7→ xq,
q = CardF. La imagen de ρ es densa en Γ.
Luego, sea F un cuerpo local, es decir, una extensio´n finita de Qp (p pri-
mo) o un cuerpo isomorfo a K((T)) donde K es un cuerpo finito. Entonces
existe un mapeo natural
ρ : K1(F) = F× −→ Γ
cuya imagen es densa en Γ. Este mapeo y sus propiedades forman el conte-
nido esencial de la teorı´a de extensiones abelianas de cuerpos locales.
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Lo que acabamos de ver son las versiones en las dimensiones 0 y 1 de una
teorı´a general de cuerpos locales de dimensio´n n. Tal cuerpo F (n > 1) es
completo con respecto a una evaluacio´n discreta cuyo cuerpo residual es un
cuerpo local de dimensio´n n− 1.
Teorema 4.5.25 ((Kato y Saito, 1986)) Sea F un cuerpo local de dimensio´n n.
Existe un homomorfismo natural
ρ : Kn(F) −→ Γ = Gal
(
F˜|F
)
cuya imagen es densa.
Adema´s, este “mapeo de reciprocidad” es compatible con las normas de
extensiones abelianas finitas. Ası´ para un cuerpo local F de dimensio´n 2, el
grupo Gal
(
F˜|F
)
es generado por elementos de la forma ρ({x, y}) (x, y ∈
F×), y todas las relaciones entre estos elementos son consecuencias de la
bilinealidad y “{x, y} = 1 cuando x + y = 1”.
K2 y la unicidad de las leyes de reciprocidad
Sea F un cuerpo local distinto de C y sea µ(F) =∞ F× el grupo de las raı´ces
de 1 en F. E´ste grupo es cı´clico y su orden m es invertible en F. Considere-
mos la extensio´n L = F
(
m
√
F×
)
de F; es una extensio´n abeliana maximal
de exponente m. Esto es de grado finito como subgrupo cerrado F×m ⊂ F×
de ı´ndice finito.
El cociente F×/F×m admite dos descripciones. Primero, por la teorı´a de
extensiones abelianas de cuerpos locales, el cociente es isomorfo al grupo
G = Gal(L|F) de F-automorfismos de L. Por otro lado, obtenemos un iso-
morfismo
δ : F×/F×m −→ H1(G, µ(G))
a partir de la sucesio´n exacta corta
{1} // µ(F) // L× Om // L× // {1}
de G-mo´dulos discretos. Como la accio´n de G sobre µ(F) es trivial. tenemos
H1(G, µ(F)) = Hom(G, µ(F)). Ası´ obtenemos un isomorfismo
F×/F×m −→ Hom
(
F×/F×m, µ(F)
)
,
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es decir, una dualidad perfecta deZ/mZ-mo´dulos. El correspondiente ma-
peo bilineal
(−,−)ν : F× ×F× −→ µ(F)
pasa a ser un sı´mbolo, conocido como “sı´mbolo residual de norma” tradu-
cido literalmente de “norm residue symbol” o todavı´a ma´s conocido como
sı´mbolo de Hilbert. Este sı´mbolo es un sı´mbolo continuo universal sobre F el
cual es un resultado que demostro´ Calvin Moore. Adema´s, e´sto muestra
que el mapeo sobreyectivo natural
K2(F) −→ µ(F)
admite una seccio´n y su nu´cleo es un grupo divisible de forma u´nica, cu-
ya demostracio´n debemos a Tate y a Merkurjerv. De hecho, para cualquier
divisor d de m obtenemos un sı´mbolo continuo con valores en dµ(F) sobre
F al elevar el sı´mbolo residual de la norma a la potencia n/d. Ahora sea F
un cuerpo global, µ(F) ⊂ F× el grupo de las raı´ces de 1 en F y, para cada
elemento real o ultrame´trico ν de F, sea µ (Fν) el grupo de las raı´ces de 1
en el cuerpo local Fν. Poner m = Card (Fν), mν = Cardµ (Fν); m divide
a mν para cada ν. Tenemos tambie´n que los elementos imaginarios de F no
desempen˜an ninguna funcio´n en lo que sigue: C× es conexo y por tanto el
sı´mbolo continuo universal sobre C es trivial.
Consideremos a
⊕
ν
µ (Fν); donde ν recorre a los elementos reales o ul-
trame´tricos de F. Tenemos un homomorfismo natural de esta suma directa
a µ(F) en la ν-e´sima componente es el mapeo β 7→ βmνm . Tambie´n, para
x, y ∈ F×, tenemos (x, y)ν = 1 para casi todo ν. Ası´ conseguimos una suce-
sio´n
K2(F)
λ //
⊕
ν µ (Fν) // µ(F) // 1 . (4.21)
La ley de reciprocidad “explı´cita” nos dice que esta´ sucesio´n es un complejo.
Tate probo´ que la sucesio´n (4.21) es exacta paraF = Q. En general, uno tiene
una “ley de reciprocidad u´nica” en el siguiente sentido:
Teorema 4.5.26 ((Chase, 1972)) La sucesio´n (4.21) es exacta para cada cuerpo
global F.
Cuando F es un cuerpo de caracterı´stica p, Tate probo´ que ker (λ) es un
grupo finito de orden primo para p. Para cuerpos de nu´meros, la finitud
de ker (λ) fue probada por Brumer en el caso abeliano real completamente
y por Garland en general, como una consecuencia de su teorema, en cuya
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prueba uso´ geometrı´a riemanniana y formas a´rmonicas, sobre el anulamien-
to e H2(SLn(O),R) (n > 6) para el anillo de los enteros O de F. Ahora estos
resultados finitos son corolarios de los resultados generales de Quillen.
K2 y los valores especiales de funciones L
(L-functions)
Sea C una curva absolutamente conexa, proyectiva, suave sobre Q de ge´ne-
ro g > 1. Sea N el conductor y L(C, s) la L-funcio´n o funcio´n L asociada
la Gal
(
Q|Q)-representacio´n H1 (CQ,Ql), para cualquier nu´mero primo l.
L(C, s) converge cuando la parte real de s es mayor que 3
2
.
Conjetura 4.5.27 La funcio´n
Λ(C, s) = N
s/2
(2pi)gs
Γ(s)gL(C, s)
admite una continuacio´n analı´tica en todo C y satisface la ecuacio´n funcional
Λ(C, s) = ωΛ(C, s− 2),
con ω = +1 o´ ω = −1.
Se seguirı´a que Λ(C, 0) ∈ R×. La conjetura es verdadera para curvas mo-
dulares. Es tambie´n verdadera para curvas de ge´nero 1, como un resultado
de los trabajos de Wiles y otros mostrando que todas la Q-curvas elı´pticas
son cocientes (de los jacobianos) de curvas modulares. Nos interesa mucho
el valor especial de Λ(C, 0).
Sea F = Q(C) el cuerpo de las funciones de C. Esto es tambie´n el cuerpo
de funciones de cualquier haz sobre Z (Z-haz) plano, propio, regular cuya
fibra gene´rica es C. Fijemos ahora un haz Σ. Cada punto P de Σ da origen a
una evaluacio´n discreta νP de F y por tanto a un homomorfismo
hP : K2(F) −→ k(P)× ,
donde k(P) es un cuerpo residual en P. Denotamos por K2(C,Z) a la in-
terseccio´n de nu´cleos de todos e´stos homomorfismos; K2(C,Z) es indepen-
diente del haz Σ. Pongamos K2(C,Q) = K2(C,Z)⊗ZQ.
Conjetura 4.5.28 El espacio vectorial K2(C,Q) es g-dimensional.
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Sea X = C(C) un curva analı´tica compleja deducida a partir de C. Esto es
una superficie orientable conexa compacta de ge´nero g y viene dotada con
una involucio´n real analı´tica, inducida por la conjugacio´n compleja.
Para ( f , g) ∈ F××F×, recordemos que F = Q(C), consideremos la 1-forma
ν f ,g = log| f |dArg(g)− log|g|dArg( f ) (4.22)
sobre el complemento in X de los divisores de f y g; es bilineal en f y g. Esta
1-forma es cerrada, como dν f ,g es la parte imaginaria de dlog( f ) ∧ dlog(g),
lo cual se anula.
Sea S un subconjunto finito de X y ω una 1-forma cerrada (suave) sobre
X− S. Para cualquier lazo suave orientado γ en X− S, tenemos el nu´mero
(γ,ω)X,S =
1
2pi
∫
γ
ω
el cual depende solamente sobre la clase de γ en H1(X− S,Z).
Sean f , g ∈ F× tales que f + g = 1 y tomar a S como el complemento en X de
los divisores de f , g. Tenemos que (γ, ν f ,g)X,S = 0, puesto que ν f ,g = dD( f ),
donde D es la funcio´n dilogaritmo, una funcio´n real analı´tica de z 6= 0, 1 en
C:
D(z) = Arg(1− z)log|z| − Im
(∫ z
0
log(1− t)dt
t
)
.
Adema´s, para s ∈ S, sea γs un lazo suave alrededor de s en X, y sea f , g ∈
F×. Se puede comprobar que(
γs, ν f ,g
)
X,S = log|ts({ f , g})| ,
donde ts es el sı´mbolo en el lugar de F determinado por s. Ası´, si { f , g}
pasa a pertenecer en K2(C,Z), entonces
(
γs, ν f ,g
)
X,S = 0 para cada s ∈ S.
Ası´ obtenemos un par
〈−,−〉 : H1(X,Z)× K2(C,Z) −→ R .
Los invariantes de H1(X,Z)+ bajo la conjugacio´n compleja pertencen en el
nu´cleo izquierdo de 〈−,−〉. Esta es la restriccio´n a los “anti-invariantes” lo
cuales dan un “mapeo regulador”:
〈−,−〉 : H1(X,Q)− × K2(C,Q) −→ R , (4.23)
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viniendo cuando integramos la 1-forma contra los 1-ciclos, como se ha visto.
Observar que dimH1(X,Q)− = g.
Conjetura 4.5.29 El par 〈−,−〉 (4.23) es perfecto.
Eligiendo lasQ-bases para H1(X,Q)− y K2(C,Q), el par (4.23) da una matriz
en GLg(R). La clase de sus determinantes en R×/Q× es independiente de
la eleccio´n de las Q-bases.
Conjetura 4.5.30 El determinante de (4.23) es igual a Λ(C, 0) en R×/Q×.
Una versio´n de´bil ha sido probada para curvas elipticas teniendo multipli-
cacio´n compleja. Similares conjeturas han sido avanzadas para curvas sobre
cualquier cuerpo de nu´meros. La comprobacio´n nume´rica sea ha llevado a
cabo en algunos casos.
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