Introduction
As a result of urbanization and population growth, the nation's highway congestion is increasing [1, 2] . Safety and efficiency concerns motivated a major research effort to address this problem about two decades ago. Automated guideways were suggested for more efficient travel, but due in part to a lack of technology at the time, the idea was abandoned a few years after it had originated [3, 4] .
Today, there is a renewed interest in increasing the safety and efficiency of our highways, using technological advances as a main ingredient. In lapan, Europe, and the USA, Intelligent Vehicle/Highway Systems (IVHS) have been suggested for traffic management, real-time traffic information, and automated vehicle control [5] [6] [7] [8] [9] [10] [11] . Both "vehicle platooning" which consists in controlling groups of closely separated automatic vehicles to follow a lead vehicle [5] , and "automatic chauffeuring" for independent vehicle control fit into the last category.
This paper presents an intelligent guidance system for automatic chauffering, capable either of driving the vehicle in a fully automatic way or of giving the human driver useful advice. Previous papers have shown how a dynamic expert system can be used to build an intelligent guidance system for headway and lane control (or IGHLC) [12] [13] . That system made the assumption that information about the traffic situation, road condition, vehicle state, and intentions of other vehicles would be available without error (see [12] for a discussion of possible sources of information). In a realistic environment, it is unlikely that all of these would be known deterministically. Major sources of uncertainty include the computer vision system, roadway conditions, and actions taken by other drivers. A useful guidance system must be capable of producing reasonable decisions, even when the knowledge it uses is uncertain. This paper investigates how IGHLC can be extended to handle stochastic situations.
The first section of this paper briefly introduces IGHLC and presents a set of reasonable deterministic driving rules. The second section describes the types of uncertainties affecting the driving decision, analyzes their impact on the deteministic driving rules, and proposes a methodology for a stochastic guidance system that extends IGHLC to account for uncertainty. The third section shows how this methodology can be implemented and compares results obtained from the deterministic and stochastic systems. The final section summarizes the benefits and limitations of the proposed methodology. automates the guidance function [13] (Fig. 1) . The human driver provides the expert system with a goal and with a driving style to follow. Typically, the goal is a desired cruising velocity, and the driving style gives the expert system information about the levels of safety and aggressiveness the driver desires. The task of the expert system is to analyze the traffic situation at every iteration of the control loop, to plan a trajectory that is optimal with respect to the driver's requests, and to issue corresponding commands to the controllers. Two controllers achieve "inner-loop" control of the vehicle. IGHLC is composed of a variety of subsystems, each performing a well-defined function (Fig. 2) . At every iteration of the control loop, the Top-Level Executive function is used to guide the other sub-systems toward the determination of the value of the two parameters that command the controllers. This determination begins with an analysis of the traffic situation performed by the Situation Assessment function. Among other things, the analysis concludes whether the situation is safe or unsafe. This distinction is necessary because many of the rules needed during "normal" driving are not valid in unsafe situations, when the primary objective is to avoid danger. Two ratios are defined to represent Vehicle A's threat to the IGHLC vehicle:
and Clearly, the safety of a given situation for the IGHLC vehicle depends not only on one vehicle but on all the vehicles in its lane or predicted to enter its lane. Consequently, we define the global time ratio t G as the minimum of the individual time ratio t R (A) for all vehicles, A, to A n , in or predicted to enter the IGHLC vehicle's lane. Similarly, the global braking ratio b G is defined to be the maximum of the individual braking ratio b R {A) for all vehicles in or predicted to enter the IGHLC vehicle's lane. Given these global ratios, a traffic situation is defined to be safe if t G > 1 and b G < 111. The first inequality states that the IGHLC vehicle is separated from all other vehicles in its lane by at least t d s, while the second one states that no vehicle (including the IGHLC vehicle) requires more than 50 percent of its braking power to avoid an accident involving the IGHLC vehicle. Either one of these inequalities alone is not sufficient to guarantee a safe position. Vehicle A can be infinitcsimally close in front of the IGHLC vehicle, causing an unsafe global time ratio without causing a high global braking ratio if it is travelling faster. Conversely, if Vehicle A is stopped in front of the IGHLC vehicle, a very large amount of braking may be necessary, even when the global time ratio is relatively high.
• According to the situation, control is passed to either the Normal Expert or the Emergency Expert subsystem (Fig.  2) . Both subsystems use a Trajectory Generator to produce candidate plans for the vehicle, based on parameters describing the traffic situation, road geometry, vehicle state, and driver inputs. Once the options have been identified, the More precisely, x K is the distance between the IGHLC vehicle and Vehicle A, measured positively if Vehicle A is ahead and negatively if Vehicle A is behind. This distance takes into account the lengths of the vehicles.
candidate trajectories are compared, and the best one is selected.
In an unsafe situation, the Emergency Expert selects the trajectory that minimizes danger. A trajectory leading to a crash is always considered worse than one that avoids accidents. If several options are capable of avoiding accidents, the Emergency Expert selects the trajectory offering minimum total cost. The total cost of a given candidate trajectory T is defined by
where c t and c b are real coefficients,
ift c <l (4) is the cost associated to the global time ratio at a given point on T, and b^R is the global braking ratio at the final position on the trajectory. The first part of the total cost guarantees that the IGHLC vehicle keeps safe distances from the other vehicles during the trajectory; if other vehicles are predicted to get too close (e.g., if a vehicle in an adjacent lane is predicted to enter the IGHLC vehicle's lane with insufficient security distance), the time-ratio cost becomes large, signalling the dangerous situation. However, because the timeratio cost is independent of braking distances, it does not guarantee a safe final position. A vehicle four seconds ahead of the IGHLC vehicle at the final time could be considered safe even if the IGHLC vehicle were so much faster that it couldn't avoid a collision. Because the second part of the total cost takes into account braking distances, final positions that lead to accidents are detected. In summary, the timeratio cost measures the instantaneous safety of a situation, and the braking-ratio cost measures the safety of the evolution of a situation. Because the evolution is explicitly predicted for all times in the time interval except for the final time, only the latter requires the additional braking-ratio cost. In a safe situation, the Normal Expert's task is to select a trajectory that not only is safe but that satisfies the driver's goal. However, in this type of situation many state laws restrict what the vehicle is allowed to do [14] 
A Stochastic Driving Methodology
The IGHLC system presented in the previous section assumed perfect knowledge in its determination of the best possible strategy. In a real environment however, many factors will make this knowledge uncertain. This section describes what kinds of uncertainties can be expected and proposes a methodology to extend IGHLC to account for them.
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Types of Uncertainties. Perhaps the most obvious uncertainty affecting IGHLC lies in the parameters describing the road geometry and the coordinates and velocities of the surrounding vehicles. The IGHLC must operate with estimates of the coordinates and velocities rather than with the actual values, and all measurements contributing to these estimates are degraded by some degree of measurement error [15] . Specification of the road geometry also is subject to uncertainty. As a consequence, the states of the IGHLC and surrounding vehicles are random variables whose means and covariances must be estimated continually.
Furthermore, there are uncertainties in the dynamic model of the IGHLC vehicle. For example, inexact knowledge of the deceleration capabilities of the vehicle arises from the effects of weather on the road surface and tire friction. Because of possible errors in the detection system, more vehicles may exist than are detected. Conversely, some of the detected vehicles might not exist at all. Since IGHLC does not assume the future actions of the surrounding vehicles to be known, estimates of these actions must be obtained by careful anaysis of the traffic situation and driving behavior of the surrounding vehicles.
Certainty-Equivalent Decision
Making. This section shows how the IGHLC can be extended to account for the uncertainties presented in the previous section, introducing what is called Certainty-Equivalent Decision Making. The basic idea behind Certainty-Equivalent Decision Making is to replace statements of the form "If condition is true then perform action" by "If the probability of condition being true is higher than some threshold then perform action." It is clear that in going from deterministic to stochastic inputs, a subjective stochastic strategy must be chosen. CertaintyEquivalent Decision Making offers the advantage of being based on probability theory, which is a well studied and widely accepted topic, while being simple to implement.
Using knowledge of the traffic situation, the probability that the traffic situation is safe is computed. Depending on whether or not this probability is higher than a threshold, the situation is considered safe or unsafe. If it is judged safe, the probability that there is an obstacle ahead is computed. The rules in IGHLC consider left or right lane changes as functions of this probability. If the traffic situation is considered unsafe, IGHLC rules fire computational routines that search for trajectories yielding a minimal probability of a crash. If for several trajectories this probability is below some threshold (chosen small), IGHLC chooses the trajectory that yields the lowest expected value of the total cost / tot , defined by Eqs. (3) and (4) .
As seen in the previous paragraph, once the IGHLC rules have chosen to examine certain types of trajectories (e.g., left-lane changes), these trajectories must be generated numerically and evaluated (the evaluation is shown in the next section). The trajectories are generated by stochastic simulations of the traffic situation. During a simulation, the current expected values and covariances of the coordinates (relative to the IGHLC vehicle) and velocities (absolute), which can be obtained with standard estimation techniques like adaptive Kalman filtering [15] , are propagated. The result of a given simulation depends on the actions that are assumed for the surrounding vehicles. To predict the expected motions of a vehicle, the typical driving behavior of humans is modeled. The longitudinal behavior model assumes that a human driver regulates speed to the desired velocity, unless an obstacle is blocking the way. In that case it assumes that the obstacle will be followed from a safe distance (and that the driver will examine left lane changes). The system includes deterministic rules 2 to predict the desired velocity given the type of vehicle and past driving behavior. To predict lateral motions, it is assumed that a human driver performs a lane change depending on the type of situation (safe or unsafe), on the motivation for the lane change (obstacles motivate left lane changes, for example), on the safety and availability of the lane change, and on the observed indications of the lane change (e.g., high lateral speed, turn signals). The logic corresponding to this model can be represented as a tree, which is partially shown in Fig. 3 . Depending on the case, the lateral model predicts that a given lane change may, may not, will, or will not happen.
Because the traffic situation is known only in a probabilistic way, several actions may be plausible for a vehicle. Using the probability distributions of the coordinates and velocities of the surrounding vehicles, a probability can be computed for each one of these actions. These probabilities can in turn be used to define a stochastic cost function that weighs the cost obtained in each case by the probability of that case occuring. In practice however, such an implementation turns out to be computationally intensive. Consequently, it is necessary to choose (subjectively) a strategy to decide which actions of the surrounding vehicles to assume in the simulation. It is not clear that assuming the most probable action is the best strategy. Some drivers prefer to plan for the action that represents the most danger to them. The simulation routines in IGHLC follow the latter strategy. 2 Certain prediction rules make use of numerical procedures (written in C) to perform calculations. Also, in the presented system, the rules are deterministic (i.e., they assume that the actions of drivers can be predicted with models if all states are known deterministically). See [16] for an implementation with stochastic rules that consider multiple plausible actions even if all states are known deterministically (representing driver model uncertainty).
Implementation of Certainty-Equivalent Decision Making
The previous section presented a set of'driving rules that extend deterministic logic by considering the probabilities and expected values of certain propositions and expressions. This section shows how these probabilistic terms can be computed, and it gives comparative results about the actions of the deterministic and stochastic systems.
Certain assumptions are made to simplify the probabilistic computations involved. Some of the parameters, such as the knowledge of the existence of surrounding vehicles, are assumed well enough known to neglect their uncertainty. Others are assumed to follow standard probability distributions. If sensor data are processed by an estimator, a variance can be computed along with an expected value for each of the desired parameters [15] . Since the estimators are included in the control loop, measurement noise and disturbances are added at every iteration. The central limit theorem states that under these conditions, the distributions of the estimates tend to guassian distributions [17] , since they are the sums of large numbers of other distributions as time goes on. In IGHLC, all uncertain parameters are assumed to be characterized by gaussian distributions.
Probability Computations. This section presents the computation of the probability that a given traffic situation results in a crash for the IGHLC vehicle. The computations of the other two probabilities presented in the previous section are similar. If time is discretized into {t 0 , t x , ..., L} along the candidate trajectory, the probability of a crash is given by Pr(crash) = Pr crash(f 0 ) or crash(fj) ... or crash(^) or situation at pleads to a crash (5) where "situation at t* leads to a crash" means that after that point, the IGHLC vehicle can not avoid a crash with the vehicle in front or behind it. The problem in the computation of this probability is that crash (t 0 ) and crash (tj) for example are dependent propositions; knowing deterministically that there was no crash at time t 0 affects the probability distributions of the random variables involved at time t t . As a result, the above probability turns out to be too complex to compute in real time, and a simplification must be found. Instead of computing the overall probability of a crash for the whole intended trajectory, the system determines the worst instantaneous crash-probability at the discrete instants on that trajectory (i.e., it computes the maximum of the probabilities of the propositions that make up eq. 5). While still keeping much of the physical meaning of danger-metric for the trajectory, this instaneous probability has the advantage of being sufficiently simple to be computed in real time.
The probability that a given traffic situation results in a crash for the IGHLC vehicle depends on the vehicles ahead of and behind it. If the IGHLC vehicle has better information about its own velocity than about the velocities of the surrounding vehicles (e.g., if the own velocity is provided by the speedometer and the velocities of surrounding vehicles are derived by image processing), which is assumed here, then the two propositions "IGHLC vehicle crashes into Vehi-cle Aj" and "IGHLC vehicle crashes into Vehicle A 2 " become independent because the random variables describing the states of Vehicles A l and A 2 are independent. If the IGHLC vehicle is surrounded by n Vehicles A,, A 2 , ..., A n , the probability of having a crash is given by Pr(crash) =1-11 Pr(No crash with A,)
/=i
Since all needed probabilities are of the same form, we compute the probability that the IGHLC vehicle is currently crashing or will crash into the vehicle in front of it (this probability is used to determine the safety at the predicted final positions on trajectories). If v designates the velocity of the IGHLC vehicle, and x A and v A designate the longitudinal coordinate and velocity of Vehicle A (specifically, x A is the longitudinal coordinate of the back of vehicle A, the front of the IGHLC vehicle being the reference point). (<r
Theoretically, an accident would occur when x A becomes negative, but Eq. 7 uses x A > 1 instead of x A > 0 in order to obtain finite braking ratios for situations that do not represent crashes. Using Bayes's rule for continuous random variables and defining / to be the probability density function of the difference Av = v 4 -v, we obtain Pr (No Crash with A)
where $ is the cumulative distribution function of a gaussian distribution with zero mean and standard deviation equal to 1. The integral in the above expression does not have a closed-form solution, and an approximation must be made to obtain a numerical evaluation in real time. Ideally, if $ could be approximately by a polynomial, the integral could be evaluated by parts. However, since $ tends to 0 and 1 at -«> and +< x > respectively, no polynomial approximation is possible over the set of real numbers. Figure 4 shows how <1> can be approximated using a piecewise-linear function. This approximation also enables the integral to be computed by parts; however the interval must be cut into pieces because the actual approximation of $ depends on the value of (3. Using $(*) = 
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Since c x and c v are independent random variables, the expected value E(c) can be determined by the product of their expected values [17] . Since v A is gaussian with mean v A and standard deviation u v and x A is gaussian with mean x A and standard deviation <r r , we have
The integrand of Eq. (23) is a well-behaved function on [-1; +1]; consequently Gauss Integration can be used to obtain an accurate approximation [18] . Using a fourth-degree Legendre polynomial (which yields an exact integral for polynomials of degree < 7), eq. 23 becomes uncertainty and show how the stochastic logic accommodates it, the following traffic situation is considered (Fig.  5) . The IGHLC vehicle is travelling at a speed of 80 ft/s, its maximum possible deceleration is 10 ft/s , and its desired time separation is 2 s. Vehicle A is travelling in front of the IGHLC vehicle. The estimators report the expected distance to A to be 170 ft with a standard deviation of 10 ft, and the expected velocity of A to be 25 ft / s, with a standard deviation of 5 ft/s. The deterministic logic computes t R = 1.0625 and b R = 0.8897 (using the expected values and without taking into account any uncertainty). Since t R > 1 and 0.5 <b R < 1, the deterministic system concludes that this situation is unsafe, but it avoids a crash. Using the stochastic logic, the probability of a crash is determined to be 0.2665. Although the deterministic time and braking ratios indicate that an accident can be avoided, the stochastic logic establishes that there is in fact a fair possibility of having an accident.
To demonstrate the effect of uncertainty on the expected value computations, consider the traffic situation shown in If the IGHLC vehicle remains in its lane, it is certain to crash into A,. The deterministic braking ratios for A 2 and A 3 are 0.2404 and 0.3000. The deterministic logic concludes that a left lane change should be performed.
Computing the expected values of the braking ratios for A 2 and A 3 with the stochastic logic yields 0.3597 for A 2 and 0.3003 for A 3 . The higher uncertainties in the position and velocity of A 2 make the left lane change the worse choice. The stochastic logic correctly concludes that a right lane change should be performed.
Uncertainty can make the difference between a good situation and a bad one. Certainty-Equivalent Decision Making enables IGHLC to account for uncertainties that could otherwise lead to misjudgments.
Conclusions
This paper has shown how the deterministic driving logic in IGHLC can be extended to account for uncertainty using Certainty-Equivalent Decision Making. This methodology is based on probability theory, which gives it a strong and rigorous background, and it is simple to implement because the basic structure of the system can be retained. The stochastic driving logic obtained has been tested on traffic situations involving high uncertainties, and the results to date are promising.
