Male mosquitoes detect flying females using antennal hearing organs sensitive to nanoscale mechanical displacements and that harbor motile mechanosensory neurons. The mechanisms supporting neuronal motility, and their function in peripheral sensory processing, remain, however, puzzling. The mechanical and neural responses reveal a transition that unmasks the onset of synchronization between sensory neurons. This synchronization constitutes an unconventional, mechanically driven, process of communication between sensory neurons. Enhancing auditory sensitivity and selectivity, synchronization between mechanosensors in the mosquito arises from entrainment to twice-frequency forcing and is formally analogous to injection-locking in high-power laser technology. This discovery opens up the enticing possibility that other sensory systems, even nonsensory cell ensembles, coordinate their actions through mechanical signaling.
H
earing organs convert acoustic energy into mechanical energy that, in turn, is transduced into action potentials from mechanically sensitive neurons. One particular challenge associated with this process is the extremely low energy content of sound waves. Physically, the sound energy imparted to the ear is weak, even compared with that conveyed by photons onto the retina of visual animals. In effect, energy thresholds for hearing can be close to thermal noise (Ϸ4 zJ), or one-hundredth of the energy of 1 single green photon (1, 2) . Hearing has long been suggested, first by Gold (3) , to operate in analogy to a regenerative amplifier, whereby the mechanically sensitive cells add their own mechanical energy to the oscillation they sense in the first place. Known as the cochlear amplifier in mammals and humans, this process assists sound-induced vibrations to nonlinearly amplify weak sounds and enhance frequency selectivity (4) . Hearing organs usually comprise a large collection of mechanosensory cells (neurons in insects, epithelial hair cells in vertebrates) that can be viewed as an ensemble of mechanically coupled sensors. In mosquitoes and flies, auditory neurons have an unconventional dual sensory and motor function (5, 6 ) that is used to generate power, actively enhancing the mechanical response of the antenna to sound (5, 6) .
More generally, coupled nonlinear oscillators undergo a variety of synchronization phenomena (7, 8) , examples of which include fireflies flashing in unison (9) and chemical waves in the Belousov-Zhabotinsky (BZ) chemical reaction (10, 11) . Of particular importance is the class of synchronization called frequency entrainment (12) , where coupled oscillators lock to the rhythm of an external stimulus. For example the suprachiasmatic nucleus of mammals, which controls circadian rhythms, is entrained to the day-night cycle by photoreceptors in the eye (7, 13) . Further examples, borrowed from technology, include van der Pol's early investigations into entrainment of triode generators (14) , and the synchronization of multiple resonances in coupled nanomechanical oscillators (15) . Entrainment of many oscillators can be used as a method to enhance the salience of weak signals; for example, in a technique known as injection locking, an array of many lasers that each receive the same input from a weak laser source can be used as a noise-reduced amplifier, because the output of each laser of the array is entrained to the weak input signal. By combining the output of all of the lasers in the array, the ensemble has far more power, and less noise, than the original signal, because the coherent output of the laser ensemble interfere constructively (12, 16) (for a schematic, see Fig. 4 ).
Phenomenologically, active hearing in mosquitoes may be analogous to laser injection locking, whereby the entrainment of coupled mechanosensory oscillators manifests itself as an enhanced coherent mechanical response to weak acoustic forcing. By investigating this possibility in the ensemble of numerous mechanosensory neurons in the mosquito auditory system, we cannot only take advantage of its active characteristics (17) but also its amenability to mechanical and neural measurements.
For mosquitoes, accurate and sensitive signal detection is crucial to mating success. With an ensemble of 16,000 mechanosensory neurons, the male's antenna is arguably the most complex auditory receiver found in insects (18) (Fig. 1) . Males use this sensor to detect the sound of a female flying. Female mosquitoes are extremely weak sound emitters, a fact that imposes severe physical constraints on the sensitivity of the male auditory system. In effect, for any oscillator-sensor, there exists an unavoidable physical compromise between being sensitive to frequency and time. High-frequency selectivity is at the cost of temporal resolution in an oscillator-sensor, and conversely, the ability for a sensor to respond quickly to sound has the effect of broadening the bandwidth of the oscillator, therefore decreasing selectivity and increasing susceptibility to unwanted noise. This tradeoff can be represented by a parameter for any oscillator called the quality factor, Q, which denotes the number of cycles needed to dissipate 99% of the oscillator's energy, and conversely, the number of cycles to reach its maximal response when stimulated. The Q factor is also related to the 2 parameters that unambiguously describe a simple harmonic oscillator: natural frequency 0 ϭ ͌ k/m and damping ␥, where k/m is the ratio of stiffness to mass. A high-Q oscillator has high frequency selectivity but low temporal resolution, in that the sensor will take Q cycles to reach its maximal response; a low-Q oscillator behaves in the opposite way. Choosing between high-and low-Q detection is a problem for many sensory systems, both physical and biological.
Filtering out environmental noise, a male mosquito needs to detect and pursue a female whose sound is transient and weak. A flying female creates a sound particle displacement of only 3.5 nm at a distance of 10 cm (17) , within the males detection range (6) . Moreover, to keep his auditory attention on a passing female mosquito, a male requires a fast temporal response to her sound, because the sound intensity varies dramatically with distance (17) .
A low-Q oscillator is required for high temporal resolution, yet this results in weak frequency selectivity, increasing the impact of noise on the detection mechanism. Males are able to alter the Q of their oscillators; previous research has indicated an increasing Q as sound intensity decreases (6) . How motile neurons at the base of the antenna can actively elicit this change in the Q of the entire antennal oscillator and produce amplification (17) remains unknown.
Using microscanning laser Doppler vibrometry, we proceeded to investigate the underlying mechanisms for nonlinearity and Q control in the male antenna. Single-frequency stimuli were introduced and their intensity varied quasistatically, to tease out the changes in dynamic behavior of the oscillator (Fig. 1C Inset) . Importantly, a stimulus frequency was chosen within the range 350-450 Hz, reflecting the possible sounds emitted by females, and over a range of intensities a male is expected to experience in free flight with the female (17) . As the stimulus intensity is increased from zero, a strong transition in the dynamics of the oscillator occurs, resulting in amplification (Fig. 1) . This amplification is accompanied by a change in the relative phase between antennal oscillation and stimulus. After reaching its maximum, a gradual decrease in stimulus amplitude results in a hysteretic response: Remarkably, the changes in both antennal response and relative phase persist, exceeding the level obtained previously for the same, yet increasing, stimulus level ( Fig. 1 C  and D) . This amplificatory process is illustrated by noting the energies of oscillation for the hysteretically amplified response E 1 and the initial nonamplified response E 0 . The fractional energy increase ⌬E due to active metabolic mechanisms is calculated by ⌬E/E 0 ϭ (E 1 Ϫ E 0 )/E 0 . Of the 25 animals studied, 3 showed no amplification, and 1 had a fractional energy increase of 1,100%. This increase for the rest of the animals was 72.7 Ϯ 63.5% (mean Ϯ SD; n ϭ 21). In freshly dead or anesthetized mosquitoes, neither amplification nor hysteresis could be observed.
Crucially, this remarkable nonlinear behavior is the result of a change in state of the oscillator; the antennal system undergoes a transition that endows the antenna with amplification. This is clearly observed in the power spectra of the oscillator before and after amplification (Fig. 2 ). Before amplification, the antennal power spectrum is that of a low-Q oscillator. With amplification, and relative phase changes, the bandwidth of the power spectrum dramatically decreases; there is a transition to a high-Q oscillator ( Fig. 2 A) . By injecting small amounts of white noise during an entire single-frequency sweep, we can observe the response spectra before, during, and after the transition (Fig.  2B ) through conventional Fourier analysis. Amplification, as noted by gain variation (Fig. 2B) , and spectral change (indicated by Q) occur concomitantly, revealing the entire nonlinear behavior to be the result of this 1 transition. Fitting the data to a simple harmonic oscillator model ( Fig. 1 A) , we can note the changes in damping ␥, natural frequency f 0 ϭ 0 /2, and Q. There is a significant decrease in damping due to the transition, changing by 422.9 Ϯ 68.5 s Ϫ1 (mean Ϯ SE., n ϭ 5, p ϭ 0.003). The natural frequency (which relates to antennal stiffness) shows a significant decrease of 22.3 Ϯ 8.0 Hz (p ϭ 0.049). Finally, there is a significant increase in Q of 3.2 Ϯ 1.0 (p ϭ 0.033). These results show a new regime of dynamic behavior in the mosquito; previous research noted only a decrease in Q for increasing stimulus (6) . We observe for an increasing stimulus, however, an initial tuning in, as the oscillator response is amplified and the bandwidth decreases.
Altogether, the nonlinear mechanical response, its dependence on physiological processes, and the observed hysteretic transition point to a remarkable property of the neuronal ensemble in the auditory apparatus of the mosquito. Modification of Q of an oscillator can be achieved through force-feedback. Neurons at the base of the antenna are deemed to be motile, harboring axonemal cilia (18) . Their motility is apparent in the antennal self-oscillation observed in both mosquitoes (6) and Drosophila (5). Neuronal motility is considered to be the source of nonlinear amplification (6, 17) . However, insect mechanosensory neurons do not communicate synaptically with each other and are not efferently innervated. Furthermore, neurons actuating individually are unlikely to generate enough force to cause the antenna to oscillate. It is therefore hypothesized that the mechanism for enhancing hearing sensitivity and selectivity in mosquitoes relies on the concerted action of many hundreds or thousands of neurons to generate force collectively and coherently at the stimulus frequency. Such a mechanism represents a transition in the behavior of the neuronal ensemble, the collective oscillator. The collective force generated is proposed to modify the dissipation and/or stiffness of the oscillator, as induces an amplification. Decreasing sound (black) highlights the stability of this amplified state for lower sound levels. The maximum hysteretic difference is noted by the energies E 0 and E1, from which a fractional energy increase can be calculated. (D) Relative phase between antennal response and sound particle velocity highlights the transitional behavior and the hysteresis.
observed experimentally and, in doing so, can control the overall amplitude sensitivity and frequency selectivity.
Consequently, one can describe the antennal response amplitude R of a passive oscillator (12, 19) , with an additional term to represent the active mechanism, such that
where ␥, ⌬, and F are the dissipation, detuning (difference between antennal resonance and stimulus frequency), and forcing respectively, and i ϭ ͌ Ϫ1. The additional parameter A is a complex force term that acts to modify both dissipation and stiffness (through its real and imaginary parts)-and as a complex number, its amplitude and phase relate directly to the amplitude and the timing of neuronal force generation. Note that, if there is no force generation from neurons (A ϭ 0), then Eq. 1 reduces to the simple harmonic frequency response in the steady state.
Of interest therefore is the dynamics and physical basis for the parameter A. Occasionally, mosquito antennae undergo spontaneous self-oscillations (6) that, in phase space, trace out an ellipse and are therefore quasisinusoidal (Fig. 3) ; this is in contrast to the limit cycles of, say, Drosophila, whose antennal limit cycle is of a relaxation type (20) . Systems with limit cycles that are quasisinusoidal are practically equivalent to linear oscillators with weak nonlinear perturbations, and as such, the mosquito antennal auditory system can be considered to be weakly nonlinear (12) . On this basis, the neuronal ensemble is poised to generate an oscillatory force that, in the absence of sound stimuli, can result in the self-oscillation of the antenna. As a consequence, weak external stimulation of this neuronal ensemble can entrain this latent oscillatory force. We can therefore use the normal form for a dynamic oscillatory instability, a Hopf bifurcation, to approximate this phenomenon. Use of normal forms has allowed excellent descriptions of the dynamics of the vertebrate ear, exploiting the generality of the dynamics (21, 22) . For the mosquito, the net force produced by the ensemble of excitable neurons can be described by the complex Ginzburg-Landau equation for forced oscillatory media (12, 23, 24) such that
where a 1 , a 2 , and a 3 are complex, and A is the complex conjugate of A. Strongly resonant forcing, where the frequency of the stimulus is close to some integer multiple of the system's natural resonance, 0 , is governed by n, which signifies the forcing is of the type n:1 (corresponding to : 0 ) (23). Eq. 2 has been used to describe waves and patterns in the well-known BZ reaction and domain walls in parametrically driven systems, among others (11, 25) . In this context, Eq. 2 is used to explore whether the postulate of an emerging order parameter for synchronous coherent forcing in the neuronal ensemble can explain and reproduce the observed nonlinear dynamics. Of particular interest is the parameter a 1 , whose real and imaginary parts represent linear dissipation and reactance of the neuronal ensemble. It should be noted there is a lack of knowledge of the nature of the coupling between the antenna and the spatial distribution of neurons. Therefore, all simulations were done in the spatially independent case, where a 3 ϭ 0; a justified simplification because the net effect of a synchronized force from neurons is the proposed mechanism to be tested. It is essential that n 1 to model effectively the antennal dynamics. This requirement is dictated by experiment: n ϭ 2 ensures that the unsynchronized, zero-force state is stable (23) and therefore, for low-level stimuli, the system behaves linearly as observed in the data. Physically, this imposition corresponds to twice-frequency forcing: The neurons are stimulated twice per antennal cycle. This model is essentially postulating that neurons are stimulated at twice their natural frequency, a value defined by their refractory period. It is this nonusual mechanism that is responsible for interesting nonlinear behavior.
With this constraint, numerical simulations show that the transition is faithfully reproduced in the model system. Amplification and hysteresis is present, as is the relative phase change (Fig. 3) . A comparison can be made between the damping and stiffness of the antennal oscillator during the transition (taken from fitted curves of gain spectra) and the behavior of the order parameter A. Both experiment and model show a transition of decreasing stiffness and damping (Fig. 3) occurring theoretically when the amplitude of the oscillator R Ͼ a 1 , or qualitatively speaking, when the stimulus is large enough to counteract inherent dissipation and being off-resonance and hence entrain the neuron ensemble. As a subtle but perhaps important aside, it should be noted that as a 3 ϭ 0 in our simulations, strictly speaking Eq. 2 is an ordinary differential equation, with no information on the spatial behavior of the neuronal ensemble. Simulating more realistic coupling between neurons and flagellum, and therefore specifying a spatial dimension, is beyond the scope of this report. Our model specifies a global synchronization: All neurons involved in force generation contribute to create a stable output of the neuronal ensemble A, in which the simple timing of this output, cycle-by-cycle, is sufficient to recreate the observed nonlinear behavior.
For the mosquito auditory system, twice-frequency forcing theoretically implies that neurons are stimulated, and perhaps also signal, at twice the stimulus frequency. To test this prediction, neural activity was measured as compound action potentials (CAPs) from pedicelar neurons in response to controlled acoustic forcing. The recordings reveal that the neural response occurs at twice the stimulus frequency (Fig. 4) . Frequency doubling of CAPs has been observed in mosquitoes previously, although their origin and function remained elusive (18, 26, 27) . In Fourier space, there are significant peaks at both the 1:1 and 2:1 resonance (Fig. 4) . Most convincingly, the relative phase between CAPs and sound stimulus cycles exhibits the same characteristic transition as that of the mechanical response, highlighting the direct coupling between antennal motion and coherent neuronal signaling. Taking the role of the excitable medium, the motile mechanosensory neurons are stimulated at twice their natural frequency, as demonstrated by the power spectrum of neuronal firing (Fig. 4) .
The entrainment of mechanosensory neurons to external stimulation benefits the mosquito in 2 significant ways. Primarily, entrainment enhances signal fidelity. Anatomically, axons from several thousand mechanosensory neurons converge to form the antennal nerve, the entire auditory input to the CNS. Clearly, a coherent, or coincident, neuronal signal has the advantage of providing a faithful representation of the temporal qualities of the stimulus. The ability to entrain neurons therefore allows for maximized signal quality to be conveyed to the CNS, in striking parallel with injection locking in lasers (12) (Fig. 4) . With motile, force-generating neurons, mosquitoes take a further step of sophistication, driving the antenna through mechanical feedback to control both the Quality factor and sensitivity. Interestingly, no efferent fibers to the antenna have been reported, indicating that these nonlinear effects are an autonomous, peripheral phenomenon, a property emerging from the auditory organ itself, and not controlled by the CNS; such autonomy is reflected by the mathematical model. This delegation of function to the periphery constitutes an efficient mechanism, sparing CNS processing power, that could find applications in the development of sensors with onboard processing capability.
Second, synchronized neuronal motility orchestrates the force generation of thousands of individual neurons to generate a net single force, fed back into the antennal oscillator (Fig. 4) , which, when in a 2:1 resonance, allows stable amplification and hysteresis as shown by the model. This synchronized force elicits amplification, improving sensitivity, and hysteresis, increasing the dynamic range of the amplified state. Collectively, these effects provide an explanation for the enhanced auditory capacity of males (17) .
The presence of the 2:1 resonance in electrophysiological recordings indicates 2 interesting possibilities: Neurons are signaling twice per cycle of antennal motion, or more likely, that the neuronal ensemble is split into domains of activity, firing at the stimulus frequency but each domain being in antiphase with its neighbor. Such an effect is the basis for complex pattern formation in, among other systems, the BZ chemical reaction (11) . Twice-frequency forcing, as an operating principle for the emergence of pattern formation in nonequilibrium systems (28) , may endow the peripheral auditory system of the mosquito with unsuspected complexity in peripheral neuronal activity. A more general implication is the possibility for the formation of patterns in the activity of cellular ensembles, neuronal and otherwise. The present results uncover the previously unsuspected complex neuromechanical properties of an excitable biological system. Enticingly, further research on other excitable cell ensembles, functioning as tissues and organs, may well reveal further unconventional properties, emerging from mechanical, chemical or electrical coupling of cellular oscillators.
Materials and Methods
Eggs of the Tanzanian mosquito Toxorhynchites brevipalpis were obtained from the London School of Tropical Hygiene and Medicine. During all stages, the predatory larvae were fed both liver powder and A. aegypti larvae. Adults were kept at 25-27°C and 70% relative humidity and fed with sugar water (5%). All experiments were performed at room temperature (22-25°C). A total of 25 males were used. Individual male mosquitoes were mounted in low-melting-point wax ventral side up with their flagella pointing vertically upwards. Motion of the male antenna was measured by microscanning laser Doppler vibrometry (PSV 300-F, OFV-056 measurement head with close-up attachment, PSV v.7.4 software; Polytec) situated on an antivibration table (TMC 784-443-12R; Technical Manufacturing Corp). A particle velocity (NR-3158; Knowles) microphone was placed near to the antennae and used as a measure of the input stimulus. Single-frequency amplitude-modulated sound was produced by a signal generator (33120A; Agilent), and when needed, white noise was generated by the Polytec software. Signals were fed through a custom-made summing amplifier, passed through an attenuator (50BR-009; JFW Industries), amplified (TA-FE570; Sony), and emitted from a loudspeaker (AP100MO, diameter: 117 mm; AUDAX) placed Ϸ10 cm from the insect. Neural activity in Johnston's organ was recorded extracellularly via an electrolytically sharpened tungsten electrode inserted directly into the pedicel. For grounding, a different electrode was inserted into the abdomen. Sound stimuli were broadcast through a loudspeaker with the microphone placed immediately behind the antennae to confirm the stimulus input. After preamplification with a custom-made amplifier (29) , the electrode signal was digitized and displayed on an oscilloscope and recorded by LabVIEW v.8.0 (National Instruments). Data from single frequency experiments were analyzed by using the A weak input signal (e.g., sound or laser) entrains an array of sensors, described as a synchronizable medium. The output, be it laser intensity or mechanoelectrical signals, is cleaner. In the mosquito case, the mechanical output as a synchronized oscillatory force is fed back to the input (dotted line), reinforcing the signal. This nonlinear behavior is predicted mathematically to alter Q and produce amplification.
programs Mathematica (v.5.1; Wolfram Research) and LabVIEW. To extract instantaneous amplitude and phase from the time series s(t), an analytic signal (t) ϭ s(t)ϩisH(t) was constructed (12) , where
is the Hilbert transform. Practically, a Hilbert transform was calculated by LabVIEW using conventional Fourier transforms: Briefly, the complex Fast Fourier transform of the original signal is manipulated such that the positive and negative frequencies are multiplied by Ϫi and i, respectively. The inverse Fast Fourier transform produces the Hilbert transform. Instantaneous amplitude X(t) and phase (t) of the signal s(t) could then be derived from noting that (t) ϭ X(t)exp(i(t)) (12) . Gain spectra showing the synchronous transition were obtained through conventional Fourier transforms. Normalized and rescaled model equations were numerically solved by using Mathematica, based on the complex SHO equation (Eq. 3) (12, 19, 30) . The order parameter for neuronal forcing A (Eq. 2) affects both dissipation and natural frequency through its real and imaginary parts, respectively. All simulations were done for the spatially independent CGLE (Eq. 2) (12) . The equations simulated were
dA dt ϭ a1A ϩ a2͉A͉ 2 A ϩ A ϩ K ϩ , ͉R͉ ϭ r͉͉, the last equation representing the antennal amplitude ͉R͉ as a scalar transformation of a normalized amplitude ͉͉, X 0 is the sound particle displacement, a is a normalized dissipation coefficient such that a ϭ ␥/2 (where ␥ is the damping coefficient, and is the angular stimulus frequency), b is a frequency detuning such that b ϭ 1 Ϫ 0 2 / 2 (where 0 is the angular natural frequency of the antenna), and N modulate the strengths of the coupling between flagellum and neurons, ϭ (t) is a pseudorandom noise term (the Random function in Mathematica), and K is a small term to bias the dynamics of the underlying pitchfork bifurcation (30) .
