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Abstract
A Model Unspecific Search in CMS (MUSiC) is presented in this work, along with its
results on the data taken in 2010 by the Compact Muon Solenoid (CMS) at the Large
Hadron Collider (LHC). This analysis shows a sensitivity to various models for new physics
and provides a broad view at the data, due to its minimal theoretical bias. Events are
classified with respect to their reconstructed objects: Muons, electrons, photons, jets and
missing transverse energy. Up to three kinematic variables in each of these classes are sys-
tematically scanned for continuous bin regions deviating significantly from the predictions
by the Standard Model of particle physics. No deviations beyond expected fluctuations
are observed, when taking systematic uncertainties into account. The sensitivity of the
analysis to certain models beyond the Standard Model is demonstrated.
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1. Introduction
With the first large scale data taking of LHC in 2010 a new energy regime of particle
physics opened up. Even with a comparatively low integrated luminosity of 36.1 pb−1,
the large increase in centre of mass energy, from 2 TeV at the Tevatron to 7 TeV allows
to probe energy regions that were out of reach before.
A large number of theories predicts how new physics may manifest itself, and many of
them are tested by dedicated analyses. As of now, no new physics has been detected, but
limits have been determined. Thus any existing new physics must either be hidden below
the currently achievable precision or it is realised in a way not yet considered. To avoid
missing something that sits in plain sight, but no-one had a look at yet, we implemented
a Model Unspecific Search in CMS : “MUSiC”[1, 2].
Analyses with similar strategies have been used successfully at other experiments[3, 4,
5, 6, 7, 8]. At CDF and D0 the SLEUTH algorithm checks the high energy tails for an
excess of events. It has been modified at H1 to include regions that do not necessarily
run to the end of the distributions. On the other hand the VISTA algorithm at CDF
employs a global fit to determine a set of nuisance parameters, which are covered in terms
of uncertainties in the other algorithms. It then looks at the global agreement of some
kinematic variables, but does not identify deviating regions.
MUSiC compares measured data to the Standard Model expectation by systematically
scanning kinematic distributions of many final states. In contrast to its predecessors it is
also sensitive to deficits. By not applying any model-specific selection it is sensitive to a
large number of signs for new physics and provides a global overview. However, this also
causes it to be less sensitive to specific models than a dedicated analysis. An additional
application of the algorithm could be to verify and improve the simulation of the Standard
Model.
The analysis identifies and rates deviations, but an additional interpretation is needed
to determine their causes, be it new physics, detector effects or a lack of understanding in
the simulation.
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2. The Standard Model and beyond
2.1. Standard Model
During the last century the current best understanding of matter and interactions has
been condensed into a single model, aptly called Standard Model. In the Standard Model
a small number of fundamental particles and an even smaller number of force fields are
needed to describe most of what is currently known about the microscopic world. Using
this approach one is able to predict the outcome of all experiments conducted so far, with
some notable exceptions that will be covered in Section 2.2. Introduced by Weinberg,
Glashow and Salam, it first only covered electroweak interactions[9, 10, 11], but was later
extended to also describe the strong force[12]. Detailed descriptions of the Standard Model
can e.g. be found in[13]; some key features are summarised in the following sections.
In the Standard Model all matter is build from fundamental, point-like particles without
any known internal structure. Interactions between those particles can be described by an
exchange of other point-like particles. The former are particles carrying a spin of 1/2, and
are called Fermions as they behave according to Fermi-Dirac statistics. The latter on the
other hand are called bosons, because they follow the Bose-Einstein statistics as they carry
an integer spin, which is usually 1. The number of matter particles in conserved, though
due to the existence of anti-particles, they can be produced and annihilated in pairs.
Force carrying particles, the bosons, on the other hand can be produced and annihilated
at will, as long as the charge is conserved. Anti-particles posses the same properties as
their respective normal particle, e.g. the mass, but all conserved quantum numbers are
inverted, e.g. the charge.
2.1.1. Matter particles
The fermions are split into two groups: The leptons, which do not participate in the strong
force, and the quarks, which do.
Leptons exist in a charged and an uncharged form, the latter being called neutrinos.
Currently three families of one charged and one uncharged lepton are known: The electron,
the muon and the tauon; each with its respective neutrino. The most important one is
the electron, which is to be found in the shells of atoms. The number of particles are
usually conserved for each family separately, i.e. it is possible to change an electron into
an electron neutrino, but it is not possible to change an electron into a muon. Generation
or annihilation of particles of one family is only possible with the associated production
or annihilation of anti-particles. However, due to a mixing phenomenon observed in the
neutrinos, it is possible to change the family[14, 15, 16].
All quarks are charged, either carrying 2/3 or −1/3 of the lepton charge; anti-quarks
carrying −2/3 or 1/3, respectively. Non-integer charges can not be observed in free parti-
cles, because stable quarks only exist in bound states, called hadrons, of either two (called
mesons) or three (called baryons) quarks. The quarks are also grouped into three families,
each containing one 2/3 charged quark and one −1/3 charged quark. The most important
quarks are the up and the down quark, which can be found in the two most important
3
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Family 1 2 3
up-type Name Up (u) Charm (c) Top (t)
Quarks Mass ≈ 2.5 MeV ≈ 1.3 GeV ≈ 173 GeV
down-type Name Down (d) Strange (s) Bottom (b)
Quarks Mass ≈ 5 MeV ≈ 100 MeV ≈ 4.2 GeV
charged Name Electron (e) Muon (µ) Tau (τ)
Leptons Mass 511 keV 106 MeV 1.78 GeV
uncharged Name e-Neutrino µ-Neutrino τ -Neutrino
Leptons Mass O(eV) O(eV) O(eV)
Table 2.1.: Fermions in the Standard Model, compiled from[19].
Force Relative strength Range [m] Carrier Mass [GeV]
Gravity 10−40 ∞ Graviton 0
Weak force 10−2 10−13 W±/Z0 80/91
Electromagnetic 10−2 ∞ Photon (γ) 0
Strong force 1 10−15 8 Gluons 0
Table 2.2.: Range, strength (at energy scales close to the Z mass) and mass of fundamental forces
and their carriers, compiled from[19].
baryons: The proton and the neutron, which make the cores of atoms. Similarly to the
leptons, the number of particles of each family is usually conserved, favouring reactions
transforming quarks within their families, but mixing of the families is still possible[17, 18].
Table 2.1 summarises the known fermions.
2.1.2. Force carriers
Classically the forces between matter particles are described by force fields. In quantum
mechanics, particles are associated to the fields. Then the forces can be described by the
exchange of these particles. Currently four forces are known, which are summarised in
Table 2.2.
Gravity does play an important role on large scales, where all participating objects are
neutral in respect to the charge of all other forces. However, in reactions found at colliders,
participating objects are not neutral and thus the other forces are far stronger than gravity,
which can hence be ignored. If gravity can be described by quantum mechanics, its carrier
is the graviton, though this particle has not been observed yet. All left-handed particles are
affected by the weak force, which is besides its name still strong enough to be important
when describing particle collisions. On macroscopic scales the weak force is visible in
some radioactive decays, but due to the mass of its carriers its range is limited. The
electromagnetic force is not limited in its range and can be observed in everyday physics.
In microscopic physics it is responsible for the shells of atoms and for binding molecules.
It only couples to particles carrying an electric charge. As described later, the carriers of
the weak and electromagnetic force mix into each other, generating the unified electroweak
force with the carriers γ, Z0 and W±. The strong force is indeed the strongest, but it is
only active on very small scales. This is due to the force carrier itself possessing colour,
which is the strong force equivalent of the charge. This means that the strong force couples
to its own carriers, and thus it does not get weaker with increasing distance like the other
forces, but instead the potential increases. This is the cause of the so called confinement,
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not allowing any free coloured particles to exist. Thus on larger scales all objects are
colour-neutral and no macroscopic effects of the strong force can be seen. It does however
play the important role of binding the nucleons in the atom core.
2.1.3. Gauge theories and symmetries
Most predictions of the Standard Model are based on symmetries, which introduce con-
served physical properties, e.g. the translation symmetry of space introduces momentum
conservation. In quantum dynamics particles exist as excitation of the quantum fields.
Mathematically speaking, the propagation of particles in space and time is defined by
quantum wave functions Ψ(x). If these functions are changed by certain transformations
U , as shown in Equation 2.1, the fundamental equations of physics, e.g. the equation of
motion, should not be changed.
Ψ(x)→ Ψ′(x) = UΨ(x) (2.1)
If the adjoint operator U † of U equals the inverse operator U−1 = U † for a transformation,
it is connected to a symmetry. Symmetry groups collect all transformations a physical
system is invariant under.
Symmetries introduce conserved properties, e.g. in Quantum Electrodynamics (QED)
transformations of the group U(1) lead to conserved electromagnetic charges and currents
in the theory. To also introduce forces acting between charges, the global transformation
U must be made local, i.e. space and time dependent:
U → U(x) (2.2)
Then the wave functions must be extended by a vector field A to keep the fundamental
equations invariant under the transformations. The fields transform like:
Ψ(x)→ Ψ′(x) = eiαχ(x)Ψ(x), Aµ → A′µ = Aµ − ∂µχ(x) (2.3)
The constant α and the scalar function χ(x) can be chosen arbitrarily, a process called
gauging, which is why it is called a gauge theory. A particle is associated to each field,
which is in this case the photon. The photon is a boson, because vector fields are associated
to spin 1 particles.
2.1.4. Electroweak unification
Interactions of charged particles can be described with the fields introduced by the U(1)
symmetry group, but the uncharged neutrinos interact as well. The next complex symme-
try group SU(2) introduces three exchange particles, two of them can be linearly combined
to the observed W bosons:
W± =
1√
2
(W1 ∓ iW2) (2.4)
The associated charge is called the weak isospin T , which is associated to left-handed
fermions, but not to right handed fermions. This matches the observation of W bosons
coupling only to left-handed particles.
While two of the SU(2) bosons do describe the couplings of the observed W boson,
one important fact is missing: Bosons introduced by symmetry transformations must
be massless, otherwise the invariance under gauge transformations is broken. This can be
solved by introducing another scalar field with a non-vanishing ground state, which breaks
5
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Particle Charge Weak isospin Weak hypercharge
Q T T3 Y
νL 0 1/2 1/2 −1/2
νR 0 0 0 0
lL −1 1/2 −1/2 −1/2
lR −1 0 0 −1
quL 2/3 1/2 1/2 1/6
qdL −1/3 1/2 −1/2 1/6
quR 2/3 0 0 2/3
qdR −1/3 0 0 −1/3
Table 2.3.: Charge, isospin and hypercharge of fermions.
the local symmetry. The field couples to all other fields, including itself. Being part of the
SU(2) group, this field has four degrees of freedom, of which three are used to give mass
to the three bosons. This process is called the Higgs-mechanism. The fourth degree of
freedom manifests itself as an additional spin 0 boson, the Higgs particle, which has not
been confirmed experimentally.
The remaining third boson W 3 of the SU(2) group is massive as well, thus it cannot be
the photon. Also it couples only to left-handed fermions, contradicting measurements of
the Z boson. Weinberg, Glashow and Salam solved this by combing electromagnetic and
weak force, called the GSW model. In the combined symmetry group SU(2) × U(1) the
remaining massive SU(2) boson W 3 and the massless U(1) boson B can mix:
γ = cos ΘW ·B + sin ΘW ·W 3 (2.5)
Z = − sin ΘW ·B + cos ΘW ·W 3 (2.6)
The mixing angle ΘW is called the weak mixing angle or Weinberg angle. The B boson
couples to the weak hypercharge Y , which is connected to the electromagnetic charge Q
and the third component of the weak isospin T3 via Q = T3 + Y . In the end the mixed
bosons γ and Z match the observed properties of the photon and the Z boson. Table 2.3
summarises the various charge properties of all fermions.
2.1.5. Quantum chromodynamics
In some physical processes quarks and leptons are basically equivalent, e.g. Z/γ → ff¯ with
f being any fermion. Experimental evidence shows that the decay into quarks is three
times more frequent than expected from the coupling constants and the ratio of the number
of quark flavors to the number of lepton flavours[20, 21]. Thus another quantum number
is needed which allows to distinguish three different kinds for each of the six quarks, i.e.
the total number of quarks states must be 18. The next complex symmetry group SU(3)
provides a system including a three-state charge. All quarks carry an additional charge,
whose states are conveniently called Red, Green and Blue, which is the reason why this
charge is also called colour. Anti-quarks carry anti-colour. The SU(3) groups contains
eight transformations which are usually referred to as rotations, thus eight additional
vector fields are introduced which interact with the colour charge. The quanta of these
fields are the eight coloured gluons, which in contrast to the quarks always carry two
colour charges, linearly combined from one colour and one anti-colour, thus the field
particles of this interaction are themselves affected by the field. This causes the strength
of the interaction to increase with increasing distance, resulting in the confinement effect:
6
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Coloured particles can never be free; a system of quarks must always be colour neutral
on larger scales. When two coloured particles are pulled away from each other, more and
more energy is added to the system. At some point the energy in the system is large
enough to create additional particles which restore colour neutrality. On the other hand
the shape of the strong potential also causes asymptotic freedom: Strongly interacting
particles appear to be unbound on scales smaller than the proton radius.
In a stable system colour neutrality can be achieved in two ways: First by combining
a coloured quark with another anti-quark carrying the anti-colour, which is realised in
mesons. Second the combination of all three colours also results in a colour-neutral system,
realised in baryons.
2.1.6. Parton Distribution Functions
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Figure 2.1.: PDFs for protons derived[22] by the MSTW group for two different values of Q. The
bands represent the uncertainties. The actual PDFs, here donated as f(x,Q2), are
scaled by the momentum fraction x for better presentation.
The Standard Model provides rules to calculate what happens if two quarks collide.
One can for instance compute the cross section of two partons pi and pj producing X:
σ(pipj → X). But due to the properties of QCD it is currently not possible to predict
from basic principles what happens if two protons collide, i.e. which of the various partons
in the proton actually take part in the interaction. Thus Parton Distribution Functions
(PDFs) have been introduced. Details can be found e.g. in [23].
PDFs encode phenomenologically the probability of finding a parton p (quark or gluon)
carrying a fraction x of the total proton momentum in its rest frame, if during the in-
teraction a momentum transfer Q takes place: PDF (p, x,Q2). Given the partonic cross
sections σ(pipj → X) for a combination of two partons pi and pj , this allows to calculate
7
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the total cross section in proton-proton (PP ) collisions:
σ(PP → X) =
∑
i,j
1∫
0
1∫
0
dx1 dx2 PDF (pi, x1, Q
2) PDF (pj , x1, Q
2) σ(pipj → X) (2.7)
Here i and j run over all partons pi that contribute to σij .
A special procedure, the DGLAP equations, allows to calculate PDF (pi, x1, Q
2) at
any Q as long as it is known at a specific Q0 6= Q. The form of the PDF (pi, x1, Q20)
cannot be calculated from first principles, thus suitably chosen smooth functions are fitted
to experimental data, e.g. acquired at lepton-hadron colliders like HERA. These fits are
performed by various groups, if which in this analysis CTEQ, MSTW and NNPDF are
used. Figure 2.1 shows the results of the MSTW group as an example.
2.2. Beyond the Standard Model
Observations of gravitational effects in galaxies suggest a much higher amount of matter
in the universe than visible[24]. The Wilkinson Microwave Anisotropy Probe[25] measured
about 4% of the total energy density in the universe to be matter, plus 23% dark matter
and the rest is mostly dark energy. Neither dark matter nor dark energy can be explained
by the Standard Model.
Besides this obvious deficit of the Standard Model, there are some flaws that are more
aesthetic than fundamental: The measurable mass of the Higgs boson depends on a funda-
mental mass parameter and on radiative corrections involving other bosons. Extrapolating
this to the Planck scale, a correction in the order of 1036 GeV2 results. This must be com-
pensated by the mass parameter to a precision of about 10−32 to reach a measurable Higgs
mass in the order of 100 GeV, which is suggested by theoretical[26] and experimental[27]
hints. There is no mechanism to explain this precise cancellation, called fine tuning, in
the Standard Model1.
While the electromagnetic and weak force are unified in the SU(2)×U(1) gauge group,
the strong force is treated independently in the SU(3) gauge group. Similar to the fine
tuning problem, nothing forces one to believe in a Grand Unified Theory, but it could
provide further insight. And last but not least the Standard Model does not provide any
explanation of the fermion mass hierarchy or why there are e.g. only three lepton families.
Also only left-handed neutrinos are described in the Standard Model, which cannot acquire
mass using the Higgs field. Experimental evidence[28] has however shown that neutrinos
can oscillate between families, which can only happen with massive neutrinos.
Some or all of these drawbacks can be solved by extending the Standard Model in
one way or another. These extensions then need to be tested experimentally to validate
or exclude them. For a conventional analysis at CMS one would now choose a specific
extension and devise a way to maximise the sensitivity of CMS for this model, i.e. maximise
the chance that a CMS measurement can either verify or exclude the model in question.
This is not the apprach of MUSiC. However, as described in Section 8.2, it is still useful
to select a few models to judge the sensitivity of MUSiC to certain kinds of deviations.
1It might be pure chance, but this would be a rather inelegant explanation.
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2.2.1. Heavy neutral vector boson
Z ′
q
q¯
l
l¯
(2.8)
The Standard Model knows four force carrying vector bosons, plus the Higgs boson.
However, there is no fundamental reason why there cannot be more, and indeed many
theories beyond the Standard Model predict additional bosons. One possible extension of
the Standard Model is hence an additional vector boson behaving similar to the Z boson,
but possessing a much higher mass. It is commonly called Z ′[29]. The high centre of mass
energy of the LHC allows to look for such bosons at masses higher than those probed at
previous accelerators.
Various models predict additional U(1) symmetry groups, which come with additional
vector bosons. Here the Sequential Standard Model is used, which assumes the same
fermion couplings as the SM Z boson. Thus the cross section calculations are the same as
in the Standard Model with a higher mass parameter. It should hence be visible in e.g. the
di-lepton mass over a background dominated by Drell-Yan lepton pairs (pp→ γ/Z → l+l−;
see Figure 2.8). This model serves as a benchmark to see if MUSiC or other analyses are
sensitive to deviations in the di-lepton mass.
2.2.2. Excited leptons
l∗
q
q¯
l¯
l
γ
(2.9)
In the Standard Model leptons are assumed to be fundamental and pointlike, but a
substructure is not ruled out experimentally. The discovery of a substructure would be
a clear sign of physics beyond the Standard Model. The LHC allows to probe smaller
substructures than excluded by existing limits.
If leptons are indeed made from other, smaller particles, one consequence would be
excited leptons: Higher excitation states of the bound substructure resulting in new leptons
with the same properties but a higher mass. These excited states can spontaneously decay
into the ground state and a photon, thus they show up in the combined mass spectrum
of a lepton and a photon (see Figure 2.9). The coupling between excited leptons and SM
particles can be described as a contact interaction[30]. The cross section of this interaction
depends on a scale below which the interaction takes place:
σ ∝ Λ−4 (2.10)
By choosing Λ the cross section can be varied in a large range for a given mass of the
excited lepton. If the cross section σ0 has been calculated at a given scale Λ0, the cross
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Figure 2.2.: Couplings of the Standard Model compared to those in the MSSM. No unification
at high energies occurs in the SM, but can be achieved in the MSSM. Plots adapted
from [32]
section can simply be adjusted to a scale Λ1:
σ1 = σ0 ·
(
Λ0
Λ1
)4
(2.11)
2.2.3. Supersymmetry
In the Standard Model, matter consists of fermions, and bosons are force carriers, thus
one possible extension is to introduce matter bosons and force carrying fermions. This
introduces a fundamental boson-fermion symmetry and is commonly called Supersymme-
try. The symmetry must however be broken to allow the Supersymmetric partners of the
Standard Model particles to be heavier, explaining why they have not been observed yet.
More details can be found in [31].
Whether a particle is part of the Standard Model or an additional supersymmetric par-
ticle is encoded in a quantum number, the R-parity, which may or may not be conserved.
The R-parity does not change when the number of supersymmetric particles is changed
in units of two. Thus if R-parity is conserved, supersymmetric particles can only be pro-
duced and annihilated in pairs. If one of the additional particles is stable, i.e. R-parity
is conserved, and only weakly interacting, then it is a dark-matter candidate. Also the
fine-tuning problem can be solved naturally in supersymmetric models, though additional
Higgs-like particles are needed.
Even minimal Supersymmetry2 introduces over 100 new free parameters, e.g. the masses
of the new particles. Thus it is not feasible as a benchmark model, because even little
changes in some of the parameters can change the model signatures quite drastically.
However, by assuming a grand unification close to the Planck scale (see Figure 2.2) and
conserved R-parity and by introducing a graviton to mediate the soft Supersymmetry
breaking, the number of free parameters can be reduced to five. This is called Constrained
2One additional particle for each Standard Model particle
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Figure 2.3.: Example[33] of a supersymmetric cascade decay. Leptons are shown in red, jets in
green and 6ET in blue.
Minimal Supersymmetric Standard Model or Minimal Supergravity. The five free param-
eters are:
• m0: Mass of spin 0 particles at the unification scale
• m1/2: Mass of spin 1/2 particles at the unification scale
• A0: Unified coupling constant
• tanβ: Ratio of the vacuum expectation values of the two Higgs fields at the elec-
troweak scale
• sign(µ): Sign of the unified mass term of Higgs-like particles at the electroweak scale
The properties of the supersymmetric extension can still vary strongly depending on the
actual values of these parameters, but it still allows to define benchmark points where
analyses and experiments can be compared.
In the chosen benchmark points heavy supersymmetric particles are produced in pairs
and then each of them undergoes cascade decays as shown in Figure 2.3. The excepted
signature is thus invisible energy combined with a number of leptons and jets.
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3.1. Large Hadron Collider
Physics beyond the Standard Model is expected to show up either in small deviations in
low energy precision measurements or in the high energy domain. The former is covered
by e.g. b-factories like KEKB, the latter by colliders at the energy frontier, e.g. LEP and
Tevatron. The closer the centre of mass energy of a collider is to the mass scale of a certain
physics process, the higher is the probability of this process taking place in a collision. To
probe the high energy domain of physics beyond the Standard Model the centre of mass
energy needs to be as high as possible. This is particularly true for a hadron collider,
where only fractions of the centre of mass energy of the hadron system are available at the
parton level. But the cross section can still be small even at high centre of mass energies,
thus the collider also needs to provide a high instantaneous luminosity to produce enough
events in a moderate time span. It takes a long time to plan, develop and build a new
collider, thus the next generation machine was already being planned while Tevatron and
LEP were still being operated. In 1994 CERN decided to build the Large Hadron Collider
LHC in the tunnel of LEP after this collider went out of operation, which happened in
2000.
The LHC is a proton-proton collider1, which allows much higher centre of mass energies
than an electron collider due to a greatly reduced synchrotron radiation. On the other
hand only a fraction of the proton-proton centre of mass energy is available for interactions
at the parton level. The remaining longitudinal momentum of both protons is mostly lost
into the beam pipe, thus the rest frame of the interaction is not known. Using only
protons no time consuming anti-proton generation is needed, which limits the luminosity
of Tevatron, but requires the installation of two systems for the two counter-rotating
beams.
The LHC had been designed to collide protons with a centre of mass energy of 14 TeV.
To reach such a centre of mass energy in a tunnel of nearly 27 km the beam-bending
dipoles need a field strength of more than 8 T. However, technical challenges limit the
field strength to about 4 T and thus the centre of mass energy to 7 TeV until the end of
2011. In this mode LHC delivered 47 pb−1[34] to CMS and ATLAS in 2010. CMS and
ATLAS are the two general purpose detectors that are part of the LHC project, while
LHCb and ALICE focus on b-physics and heavy ion physics, respectively. Most of the
collisions were delivered with 368 bunches per beam with a minimal distance of 150 ns
at a peak luminosity of 200 µb−1s−1 = 2 · 1032 cm−2s−1. This causes on average 2.7[35]
relevant collisions per bunch crossing, that is collisions with enough activity to be visible
in the CMS detector.
More details about the LHC can be found in [36, 37, 38].
1Other modes of operation, e.g. lead-lead collisions, are possible as well but of no interest for this analysis.
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Figure 3.1.: Perspective view of the CMS detector[40].
3.2. Compact Muon Solenoid
Both beams in LHC have the same energy, thus a symmetric detector layout is recom-
mendable for general purpose detectors. A spherical design put up technical difficulties,
thus a cylindrical shape wrapped around the beams has been chosen by CMS and ATLAS.
The barrel parts of those detectors are then closed at both ends by so called endcaps. In
such a layout a solenoid2 is the obvious choice for the magnet that allows to measure the
momentum of charged particles flying away from the interaction point. To measure the
various properties of different particles multiple detectors are needed, which are layered
around the interaction point. Both CMS and ATLAS have a similar general structure:
• The innermost layer provides points in space where charged particles passed through,
allowing to reconstruct their trajectory and momentum.
• The next layer provides calorimetric measurements of the energy of most particles.
• The outer layer again measures the position of charged particles that managed to
pass through all previous detector parts.
• One or more magnets provide the field needed to measure the momentum of charged
particles.
A brief tour through the CMS detector from the inside out follows, more details can be
found in [39]. A conceptual view of the CMS detector and its components can be seen in
Figure 3.1. The coordinate system used by CMS is defined in Appendix A.1.
2ATLAS also uses a toroid magnet in the muon system
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Figure 3.2.: Layout of the CMS inner tracking detector[39].
3.2.1. Inner tracking system
The first thing to be encountered by a particle is the beam pipe, which is needed to sustain
the required vacuum for the circulating beams, but a nuisance from a detector standpoint.
It has been made from beryllium, which minimises the effect on passing particles.
The first sensitive part of the detector in a particle’s path are the three layers of the
silicon pixel detector, mounted at radii between 4.4 and 10 cm. It is enclosed by two
discs at each end, giving the pixel detector a total length of 93 cm. Electrically charged
particles passing the layers are measured with a spatial resolution of the order of 10 µm.
Combined with the acceptance in pseudorapidity3 of up to |η| < 2.5 this allows an excellent
localisation of both collision vertices and secondary vertices from particle decays.
A typical particle crosses ten layers of silicon strip detectors located between 0.2 and
1.2 m from the interaction point. Together with twelve discs in the endcaps the whole
structure is 5.4 m long and also covers up to |η| < 2.5. Some modules are so called stereo
modules which consists of two layers right on top of each other, but one tilted slightly.
This allows to also measure the position of a hit along the strips. The strips provide a
spatial precision of down to 15 µm in φ direction, allowing a momentum resolution of
∆pT
pT
= 0.15
pT
TeV
⊕ 0.5% (3.1)
in a magnetic field of 3.8 T, when the detector is fully aligned. The spatial precision is
better than the pixel or strip spacing, because the deposited charge is spread over multiple
adjacent pixels or strips, and thus a charge centroid can be calculated.
Figure 3.2 shows the layout of the silicon tracking detectors in CMS.
3.2.2. Calorimeter
Most particles are absorbed in the next two layers of the detector, the electromagnetic
(ECAL) and the hadronic (HCAL) calorimeter, which measure the deposited energy. Fig-
ure 3.3 shows the position of the calorimeters outside of the tracker and inside of the coil.
3See Appendix A.1 for the definition of the CMS coordinate system.
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Figure 3.3.: Schematic view of the layout of the tracker and calorimeter of CMS [41].
Lighter objects that interact electromagnetically, i.e. electrons and photons, are ab-
sorbed in the first layer of the calorimeters, creating electromagnetic showers. During the
shower process atoms in the ECAL material are excited, emitting scintillation light, which
is measured using Avalanche Photo Diodes (APDs) in the barrel and Vacuum Phototriodes
(VPT) in the endcaps. The ECAL is made from lead-tungstate crystals (PbWO4). This
material provides about 26 radiation lengths in a crystal length of 23 cm in the barrel. It
also has a small Moliere radius, allowing a good spatial granularity of 0.0174× 0.0174 in
η × φ in the barrel. Barrel and endcap together cover a pseudorapidity range of |η| < 3.
A preshower detector at the inside of the endcaps, made from two layers of lead absorbers
and silicon detectors, improves the spatial resolution. Test beam measurements show an
energy resolution of:
∆E
E
=
2.8%√
E /GeV
⊕ 0.12
E /GeV
⊕ 0.3% (3.2)
Hadrons interact with the nucleons of the calorimeter materials. However, the nuclear
interaction length is larger than the radiation length, thus they are absorbed deeper in the
material and the developing showers penetrate further. A crystal calorimeter of sufficient
thickness would have been prohibitively expensive, thus the next detector layer after the
ECAL is a sandwich of brass absorbers and plastic scintillators, the HCAL. A total of 14
barrel layers of this sandwich provide five to ten nuclear interactions lengths, depending on
the angle of impact. Similarly 17 layers in the endcaps add up to ten interaction lengths
if the ECAL is included. The barrel HCAL covers up to |η| < 1.3 with a segmentation of
∆φ × ∆η = 0.087 × 0.087. The endcaps extend the range to |η| < 3 with a granularity
of 0.087× 0.087 to 0.17× 0.17. Another scintillator layer just outside of the magnet uses
the coil as an absorber for additional interaction lengths. The HCAL has been designed
to reach a resolution of[42]
∆E
E
=
100%√
E /GeV
⊕ 4.5% (3.3)
Additional forward calorimeters located at 11 m distance along the beam are used to
extend the range to |η| < 5. They consists of quarz fibres in a steel absorber to detect
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Figure 3.4.: One quadrant of the CMS detector with tracker, calorimeters and muon system[43].
the Cherenkov radiation of shower particles. Separate fibres at different depths allow to
distinguish between showers generated by hadrons and by electrons or photons.
3.2.3. Magnet coil
The magnetic field needed to measure the momentum of charged particles is provided
by a superconducting solenoid of 12.5 m length and 5.9 m open bore. It is located just
outside of the HCAL and generates a field of 3.8 T in the inside. Placing the calorimeters
inside of the magnet reduces the amount of absorbing matter in front of the calorimeters,
improving their energy resolution, though it requires the use of detectors tolerant against
very high fields. A solenoid provides a very homogeneous field in its inner volume, but
a rather complicated one at its ends and on the outside. The outside field is controlled
and bundled using iron discs and wheels interleaved with the muon system. This reduces
the field outside of the detector to a strength tolerable by normal electronics, while at the
same time providing a strong field to the muon system, thus allowing the muon system to
not only identify, but also to help in measuring the muon momenta.
3.2.4. Muon system
The last sensitive detector part to be passed by particles is the muon system. It consists
of four layers of gas-based detectors interleaved with three layers of iron return yoke. The
iron bundles the field, providing up to 1.6 T in its inside, again bending the trajectories of
charged particles and allowing momentum measurements. Figure 3.4 shows the location
of the muon system.
Muons are the only particles able to pass through copious amounts of matter but still
be visible in the tracking detectors. Sometimes hadronic showers pass through the ECAL,
HCAL and the coil, hitting the first layer of the muon system. This shower is then stopped
in the iron layers, while the muons continue their way and are thus easy to identify.
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In the barrel all but the outermost of the four layers of muon detectors, called stations,
are made from twelve layers of drift tubes (DT). They are aligned in both φ and η direc-
tion, providing information for both flight direction and momentum determination. The
outermost station contains only eight layers providing position measurements in the φ di-
rection for momentum determination. Each drift tube is a rectangular tube with a central
anode wire, allowing to measure the distance to the wire of a charged particle passage to
a precision of 250 µm.
In the endcaps a non-uniform magnetic field and the higher rate of passing particles rules
out the use of drift tubes. Instead cathode strip chambers (CSC) are employed, which are
multi-wire proportional chamber with their cathode walls split into strips with a width
of 8.4 to 16 mm. The anode wires and the cathode strips are mounted perpendicular to
each other, allowing a two-dimensional measurement in one chamber. The position along
the strips can only be determined to a precision of a few millimetres, but by weighting
the charge distribution of several adjacent strips, a precision of about 150 µm can be
achieved perpendicular to the strips. Thus the CSCs are mounted in the endcaps with
the strips pointing along the radial axis, providing the precision needed for momentum
measurements.
Both the DTs and the CSCs are sandwiched between resistive plate chambers (RPC). A
high voltage between two conductive plates causes an avalanche discharge when a charged
particle passes the RPC. The high resistance of the plates stops the avalanche before the
whole chamber is discharged. A striped design similar to the CSCs gives a reasonable
precision along the φ direction, but the main reason for the RPC is the fast response
and high timing resolution much better than the minimal LHC bunch crossing distance of
25 ns. This allows to assign hits to bunch crossings and to trigger quickly.
The muon system allows to identify muons, but also improves the momentum measure-
ment at high pT , e.g. at 1 TeV the resolution is improved to about 10%, compared to the
inner tracking system alone.
3.2.5. Trigger
Reading out 100 million analogue channels every 25 ns4 is not possible and wasteful,
because most of the time the majority of channels will show only noise.
The first decision whether to read out the data in the electronics is made by the Level
1 Trigger. In this step custom-built hardware does a very basic reconstruction in isolated
parts of the detector. The muon trigger system combines correlated hits into segments
and segments into tracks, which then need to pass thresholds in terms of curvature and
η. The ECAL trigger system groups 5 × 5 crystals and sums up their measured values.
Energy measurements of adjacent groups are combined to apply thresholds on ET and
isolation. The applied selection thresholds reduce the rate of events actually read out to
about 10 to 100 kHz.
Once the L1 trigger has tagged an event to be read out, the measurements of the various
detectors are combined in the event builder network to form a complete picture. The High
Level Trigger, or Event Filter then performs basic reconstructions taking into account
all detectors to decide whether the event is worth to be written out to the mass storage
systems. It is based on software running on a general purpose computer farm. The muon
HLT performs a track fit over hits in the muon system to determine the pT and applies
isolation criteria. The photon trigger reconstructs energy clusters and applies isolation
and quality criteria. The electron trigger additionally matches the cluster to tracking
4LHC design conditions
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information. In the end the HLT reduces the number of events written to the storage
system to a few hundreds per second.
3.3. Computing and the grid
The reconstruction described in Section 3.4, the simulation described in Section 4.2 and
the analysis itself need large amounts of computing power to be finished in time. It is
not feasible to concentrate all the needed infrastructure in one place, generating a single
point of failure and forcing most people to work remotely. Thus the Worldwide LHC
Computing Grid (WLCG) has been invented: A number of batch computing systems are
located at institution and universities that are part of the CMS collaboration. Central
workload management systems allow the users to define jobs that are automatically send
to available computing centres that host the required data.
Depending on their importance and function, the computing centres are grouped into
tiers.
• The Tier 0 (T0) is located at CERN. Its main task is to reconstruct the data coming
from CMS. It also provides long term storage for this data.
• Eleven Tier 1 (T1) centres are located in Europe, North America and Asia, of which
seven are used by CMS. Re-reconstruction of the data is performed at the T1s. They
also provide long term storage for Standard Model simulations. The distribution of
CMS data to the T2 is also routed through the T1s to reduce the load on the T0.
• About 150 Tier 2 (T2) centres are distributed all over the world, of which about
50 are used by CMS. Their main task is to provide computing power to the users,
allowing them to perform their analyses. The SM simulation is also performed at
the T2s and the output transferred to and stored at the T1s. For the user analyses
the data stored at the T0 and the T1s needs to be replicated at the T2s, with each
individual sample usually stored at a handful of T2s to provide redundancy.
• All user interactions with the grid resources are performed from local computing
resources, which are commonly known as Tier 3, though formally these resources
are not a part of the grid.
The three steps of the MUSiC analysis (see Section 6.1) are performed at T2s and on
local computing resources at the RWTH Aachen university. Prior to the classification
step (see Section 6.1.1) both measured and simulated data is skimmed, i.e. stripped of
information not needed in this analysis. The jobs performing this task are run on the
T2s that host the needed data, and the output is send to and stored at the RWTH
Aachen T2. Given that each event can be considered independently, parallelisation of
this task is straight forward. The classification step is performed at the RWTH Aachen
T2, storing output on the local RWTH Aachen resources. At the end of 2011 this step
can be performed in parallel for the individual measured and simulated samples, but
work is ongoing to allow parallelisation at the event level. The least step in MUSiC, the
scanning for deviations (see Section 6.1.2), is performed on local RWTH Aachen computing
resources. The algorithm is able to scan multiple distributions at once, but only on a single
computer. Thus to reduce the time needed for this step, a single computer with a high
number of CPU cores is needed.
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3.4. Reconstruction
Advanced algorithms are employed to translate the raw data coming from CMS detector
electronics into information that can be interpreted by a physicist. Ideally the resulting
information is as close as possible to how we currently think of the underlying physics,
e.g. in terms of Feynman diagrams. This procedure is called reconstruction. The recon-
struction algorithms are based on both the properties of particular particles as well as on
the way the detector is expected to respond to them.
3.4.1. Tracking
A particle hitting the silicon detector generates free charges which can be detected. These
charges spread over multiple adjacent strips or pixels. After calculating the charge cen-
troids of adjacent pixels or strips the silicon detectors deliver two- or three-dimensional
positions in space. Two5 or three of those points in the pixel detector and the first layers
of the strip tracker are combined into a first estimate of the particle trajectory[44]. This
trajectory is then extrapolated to the next tracker layers using a Kalman-filter[45] tech-
nique taking into account the magnetic field and the material budget. If an appropriate
hit is found close to the extrapolated position the track fit is updated. At the end a last
fit is performed over all hits associated to this trajectory.
Once a fit was successful, all hits associated to this track are removed. The full procedure
is repeated a number of times with increasingly loose thresholds for the seed and fit quality.
3.4.2. Muons
The reconstruction of tracks in the muon system alone works in a fashion very similar[46]
to the procedures in the silicon detectors. Hits in the individual layers of one station are
combined to form segments, which already provide a rough estimate of the trajectory.
The track estimate is then extrapolated to the innermost muon station, from where a first
filtering step is performed to make a track. It is then refined by running the final filter
from the outside in, resulting in a so called standalone muon.
A global muon is formed by first matching the standalone muon to a track in the silicon
detectors. The hits associated to the tracks in both detectors are then used to perform a
global fit of the trajectory.
3.4.3. Electrons and photons
Particles incident on the ECAL produce electromagnetic showers which in turn cause
several adjacent crystals to scintillate. Thus the first step is to combine the signals in
adjacent crystals into a cluster which ideally contains all the signals generated by a single
particle. The ECAL reconstruction is mainly aimed at electrons and photons. Electrons
usually radiate bremsstrahlung in the magnetic field of the solenoid. Due to the material
of the tracker, which amounts to about one radiation length, the electromagnetic show
can start before the ECAL is reached. In case of photons this effect is called conversion,
when one photon converts into an electron-positron pair. In both cases the total energy
is spread in φ due to the magnetic field and must be recombined to get the energy of the
original particle. In η no spread is expected due to the magnetic field, leaving only the
size of the shower, which is not expected to exceed five crystals.
5In case of two positions the interaction point is used as an additional constraint.
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In the barrel region the crystal grid is arranged along η and φ, thus the clustering is
straightforward[47]. Starting from the crystal with the highest energy entry, a region of five
crystals in η and a width of 0.6 in φ is defined centred on this crystal. The supercluster
is formed by combining all energy entries in the search region, if they exceed certain
thresholds. The procedure is then repeated with all crystals removed that are already
part of a cluster to form more superclusters. Local energy maxima in the superclusters
are used as local clusters.
In the endcaps the crystal grid is arranged along the vertical and the horizontal axis and
not along η and φ, thus a different algorithm is used. Squares of 5× 5 crystals are centred
on local energy maxima to form local clusters. A supercluster is formed by combining
all local clusters in a window of η × φ = 0.14 × 0.6 centred on the local cluster with the
highest energy. More superclusters are formed by repeating the procedures on all local
clusters not already part of a supercluster.
Any supercluster may be a photon, thus selection criteria (see Section 5.2.3) need to
be applied to increase their purity and suppress misidentified hadrons. Electrons on the
other hand are also visible in the form of a supercluster, but they are charged and thus
are expected to leave signals in the tracking detector. The cluster position is used to
determine a window in the pixel detector to look for track seeds[48]. The default track
reconstruction uses averaged assumptions about bremsstrahlung and multiple scattering
which are useful for all kinds of particles. Electrons however are expected to radiate a lot
more than hadrons and muons, thus a special Gaussian sum filter [49] algorithm is used
to take into account bremsstrahlung and the material budget. Any supercluster loosely
matched to a GSF-reconstructed track is considered to be an electron, thus additional
selection criteria need to be applied, as described in Section 5.2.2.
3.4.4. Particle Flow Reconstruction
All previously described reconstruction algorithms focus on a specific part of the detector
or on the properties of a specific kind of particle. They do not, however, take into account
other parts of the detector or objects which may have been reconstructed elsewhere. The
Particle Flow Reconstruction (PF) [50] on the other hand tries to reconstruct the event
as a whole, combining the information of all detector parts. In this analysis it is used
for reconstruction of 6ET and jets, where it provides a better resolution than the default
algorithms.
The basic idea of the PF algorithm is the linking, that is looking for measurements of
the same particle in multiple detectors. For instance one would expect an entry in the
calorimeters for each reconstructed track, but with different amounts of energy of different
kinds of particles. In case a link is found, the combination of the measurements improves
the resolution and in some cases reduces the impact of needed corrections. Accidentally
counting the same particle twice is also avoided once the link is made. The PF algorithm
uses the following basic particles:
• Muons: A track in the inner tracking system matched to a track in the muon system,
with little or no calorimeter entries, compatible to minimally ionising particles.
• Electrons: A track in the inner tracking system matched to entries in the ECAL
but without matched entries in the HCAL. Bremstrahlung is also considered while
reconstructing the electron.
• Photons: A cluster in the ECAL without a track nearby and without matching
entries in the HCAL.
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• Charged hadrons: A track with matching entries in both ECAL and HCAL.
• Neutral hadrons: Matching entries in ECAL and HCAL without a matched track.
The resulting set of objects can then be used or combined into other objects.
The 6ET is constructed by taking the negative vector sum of all objects. Jets are con-
structed by applying a clustering algorithm to the reconstructed objects. Compared to jets
constructed from calorimeter entries alone, this jets require smaller corrections to account
for e.g. lost energy and non-linear response.
3.4.5. Jets
Coloured particles emerging from the interaction undergo fragmentation and hadronisa-
tion, that is they radiate additional coloured particles, which are combined into hadrons
to form a burst of colourless particles. Compared to the masses of all resulting objects the
initial particles carry a lot of momentum, at least in interactions of interest for this anal-
ysis. Thus the system is highly boosted and all particles in the final state move roughly
in the same direction. The information of interest, i.e. the momentum of the initial par-
ticles, is preserved at this point, but to reconstruct it the outgoing particles need to be
combined again. This is done by jet clustering algorithms which try to revert the process
of fragmentation and hadronisation.
In this analysis the anti-kT sequential recombination algorithm[51] is used with a size
parameter of R = 0.5. Sequential recombination algorithms try to undo the fragmentation
process to reconstruct the properties of the initial particle. They work by defining a
distance dij between two objects i and j. The two objects with the smallest distance are
removed from the list of objects in consideration and combined into a new object, which is
then again part of the list. If the distance diB to the beam is smaller than any remaining dij
the object is classified as a complete jet and not considered anymore. Algorithms working
in this fashion are infrared safe6 and collinear safe7. Due to the particular definition of
dij of the anti-kT algorithm jets are also nearly cone-shaped, which is beneficial for jet
corrections. Any object, e.g. also isolated muons, are at the end part of the jet collection,
thus cleaning criteria need to be applied to only select hadronic jets.
The cluster algorithm may miss same objects which came from the fragmentation of
a specific particle, or they may pick up an object which came from somewhere else, e.g.
another jet. Also the calorimeters do not react linearly to particles of all energies. This
causes the energy of the reconstructed jet to deviate from the energy of the initial particle.
By comparing jets reconstructed in simulated events to the underlying generator informa-
tion correction factors are devised[52], which depend on pT and η. They are verified using
the pT balance of di-jet and photon+jet events. Nevertheless there might be a difference
between jets reconstructed in simulated events and those in data events, thus uncertainties
on the corrections need to be taken into account, the jet energy scale uncertainties.
3.4.6. Luminosity measurement
Besides the centre of mass energy there is one other value of crucial importance for the
Standard Model prediction: The integrated luminosity for one experiment. It can be
6A random distribution of soft objects in the detector does not change the outcome of the clustering
algorithm.
7Splitting of one particle into two collinear particles does not change the outcome of the clustering
algorithm
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inferred from the beam parameters using Equation 3.4.
L = fBXN
2
b
4piσxσy
(3.4)
The inputs to this equation are: The number of bunch crossings per time fBX , the number
of protons per bunch Nb and the horizontal and vertical beam widths σx and σy assuming
a Gaussian distribution of protons in the beam. The parameters fBX and Nb are known
with a sufficient precision, but σx and σy need to be determined using Van der Meer
scans[53], which provide detailed information about the radial beam profiles. The scans
interrupt the normal running of the accelerator and can thus only be performed a couple
of times per year. During routine operation the above equation only allows a precision of
worse than 10 %.
To increase precision, the luminosity is monitored online using the forward calorimeters
(HF)[54]. One approach is to determine the fraction of the HF that did not measure energy
entries in a collision. Another approach uses the linear relation between the average energy
in the HF and the instantaneous luminosity. The measurements are later refined using
oﬄine methods, such as the number of reconstructed vertices per event. All methods use
variables which are correlated to the instantaneous luminosity, but the precise relations
need to be calibrated using Van der Meer scans. After calibration, the methods reach a
precision of about 5 %.
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4.1. Data
During the 2010 runs LHC delivered an integrated luminosity of 47 pb−1[34] to CMS. Of
this total amount of data, CMS was able to record 36.1 pb−1 with all subdetectors running
and fully functional. These data have been certified to be suitable for physics analysis and
are hence used in this analysis. This amounts to about 3.5 · 1012 proton-proton collisions
with a total cross section of 98.3 mb[55], which took place in the CMS detector.
During the course of data taking the CMS online system has be run using a number of
evolving software versions, which reflected the understanding of the detector at the time
of running. After the end of the data taking the evolution converged and all the data was
reconstructed again using the newest version of the CMS software package, which at that
time was 3.9.7. Thus all available data is reconstructed in a consistent way. The data
used in this analysis is included in the re-reconstruction campaign known as December 22.
The data are written into so called streams1 depending on the High-Level triggers that
accepted the specific event. Events that fire e.g. any of the muon triggers are stored in
the muon stream, while events firing electron triggers are stored in the electron stream.
In case an event fires both muon and electron triggers, it ends up in both streams and is
effectively stored twice. MUSiC analyses events from muon, electron and photon streams
and is thus in danger of using the same event twice or even three times. Hence events
from the electron stream are excluded, if they also fire muon triggers, and events from the
photon stream are excluded if they also fired any of the muon or electron triggers. A total
of about 150 · 106 events ended up in the streams used by MUSiC and are analysed. This
number includes events counted more than once, whose duplicates are removed later on.
4.2. Standard Model Prediction
Analyses like MUSiC need a reliable prediction of what the experiment is expected to
measure, supposed the Standard Model is a valid description. The Standard Model as
described in previous sections is a mathematical model of the fundamental physics, but it
does not provide a detailed description of the measured data in experiments like CMS. To
make that link the following procedures are used:
4.2.1. Cross sections
Given the Standard Model or models of new physics, it is possible to determine the differ-
ential cross sections for various processes. For event generation purposes2 this differential
cross sections are determined from Feynman diagrams at leading order (LO), that is for
most processes tree-level diagrams without any loops. Diagrams with higher number of
particles and loops contain higher powers of the coupling constants in the calculations
and are hence called higher orders. They provide better precision when calculating cross
1Technically the streams correspond to different files.
2Explained later in this section
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sections. Usually the coupling constants are smaller than 1 and thus the effect of higher
orders is lower and can be treated as corrections. To determine the total cross section of
a process the differential cross section needs to be integrated, which most of the time can
only be done numerically using Monte-Carlo techniques.
Differential cross sections at leading order usually give a reasonable estimate of the
kinematic properties, but the total cross sections offer limited precision. Higher order cal-
culations are available at next-to-leading-order (NLO) and next-to-next-to-leading-order
(NNLO). For many processes used in this analysis higher order cross section calculations
are available, but no higher order event generation is used, because for technical reasons
there is currently only a small number of higher order generators available in the CMS
software framework. In this case it is a common approach to take the leading order events,
but normalise their weights to higher order calculations. The ration between the weight
using a LO cross section and the weight of a higher order calculation is called a k-factor.
Details can be found in the sections describing the respective samples.
Most NLO and NNLO calculations take into account higher orders in αs, that is the
strong coupling, but not in the electroweak coupling α. Usually higher order corrections
in αs show a higher effect, because the coupling constant is closer to 1.
In order to compare with CMS data, each event in a sample needs to be weighted by
w = kσLNMC with σ being the estimated cross section, L the integrated luminosity and NMC
the number of generated events in this sample. Ideally this weight is below 1, but if σ is
too high, not enough events can be generated due to limited computing resources.
4.2.2. Event generation
During the numerical integration of the differential cross section information about energy,
momentum and direction of the participating particles can be obtained as well. The result
is a set of events that resemble the underlying truth of the physical processes happening
in collisions. The core of the generators only work at parton level, that is they use Parton
Distribution Functions (PDFs, see Section 2.1.6) to choose one parton from each incoming
proton and then use the respective differential cross section to calculate the collision of
these two partons and the result is a small set of outgoing partons or leptons. In case
some of these particles posses a very short lifetime, their decays are also simulated.
For a full description of what happens at a proton-proton collision, some more steps
need to be performed. Both incoming and outgoing particles can radiate more particles,
e.g. all strongly interacting partons tend to radiate off additional gluons and charged
particles can radiate photons. All of the described events are presumed to take place
on a very small scale and thus quarks and gluons can be considered as free particles.
However, once these strongly interacting partons begin to move outwards and leave the
range of asymptotic freedom, they need to be turned into colour-neutral objects. This
step is called hadronisation, as the coloured partons are combined with spontaneously
generated partons to form colour-neutral hadrons. In case these hadrons are not stable,
they will again undergo decay simulation. Other outgoing particles with a sufficiently
short lifetime are forced to decay at this point, too. The remnants of the two protons
undergo interactions as well, producing more outgoing particles.
At the LHC not only single protons, but bunches of protons are brought to collision. If
the density of protons in the bunches is high enough, there is a high probability of not only
one pair, but multiple pairs of protons to interact. The consequence of this effect is called
pile-up, because of a number of potentially interfering collisions is piled upon the collision
of interest. Due to the construction of the detector it is usually not possible to completely
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separate the collision of interest and the pile-up. To interfere with the measurement there
must be at least some measurable activity in the active areas of the detector in the pile-up
collisions. Those interactions are usually called minimum bias. In the CMS simulation
this includes single and double diffractive events, low-pT interactions and all processes
with p1p2 → p3p4 with pi being any quark or gluon3. For each simulated event a varying
number of additional interactions randomly chosen from the above processes is added. The
number of additional collisions is drawn from a distribution that is similar to the data[35].
All stable particles left in the end are handed over to the detector simulation. Stable in
this context means a sufficiently long lifetime to travel at least one centimetre undecayed.
Some generators, like PYTHIA 6[56], can only be used for processes involving two in-
coming and two outgoing particles in the matrix element, though the subsequent decay
of the outgoing particles can produce more. An additional module, usually called parton
shower takes care of the aforementioned radiation of strongly interacting partons or pho-
tons. This module uses empirical models about the frequency and kinematic properties
of this radiation. While these models are usually tuned to match the data, they may un-
derestimate the number and energy of the additional particles. More advanced generators
like MadGraph[57] or Alpgen[58] can handle more outgoing particles and are thus able to
include at least some of the radiated partons in the initial process. The parton shower
is still needed, as the number of additional partons is usually limited, but the effect of
uncertainties in the shower models are greatly reduced.
4.2.3. Detector simulation
While the result of the generation step gives a picture of the underlying physics, it still does
not show what CMS is expected to measure. Thus a simulation of the detector response
is needed to convert the list of particles into the expected electrical signals. First the list
of stable particles is handed over to GEANT 4[59, 60], which simulates the interactions
between generated particles and materials in the CMS detector. Combining knowledge
about particles, detector geometry and properties of matter, GEANT is able to predict
the reaction of the detector material to passing particles and the reaction of the particles
while crossing the detector, e.g. the production of light when a charged particle crosses a
piece of scintillator.
In a second step the response of the detector and read-out electronics is simulated to
generate a set of data that is as close as possible to the data delivered by the experiment.
4.2.4. Reconstruction
As the simulated detector response is in the same format as the real data, it can be put
through the same reconstruction algorithms, described in section 3.4.
4.2.5. Monte-Carlo samples
Simulated samples to be compared with data need to be produced and reconstructed in a
way that is close to how the data were reconstructed. The MC samples used in this analysis
belong to the Fall 2010 production campaign, which has been generated, simulated and
reconstructed using the CMS software package in version 3.8.4.patch2. Changes in the
software between this version and the one used for the data are not expected to affect
reconstruction, as they just contain modifications in response to technical problems in the
data.
3PYTHIA[56] processes 11-13, 28, 53, 68, 92-95
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The following Standard Model processes have been used in this analysis. Due to the
selection criteria (see Section 5) MUSiC needs events containing leptons and photons, but
not hadrons alone. However, due to the finite probability of hadrons being reconstructed
as leptons or photons, some purely hadronic samples are used as well. In total 2 · 108
simulated events are used in this analysis. A summary table of this information can be
found in Appendix B.
W boson with associated jets
W±
q
q′
l±
ν
(4.1)
The electroweak process with the highest cross section predominantly shows up with one
charged lepton and missing energy as shown in Figure 4.1. The W boson can also decay
into jets, but this process is not expected to be visible in MUSiC due to the requirements
described in Section 5. Additional jets can be radiated off the two incoming quarks.
This sample has been generated using MadGraph[57] with all multiplicities of additional
particles grouped into one sample according to their respective relative frequencies. The
cross section of 31.3 nb[61] has been calculated at NNLO using FEWZ[62]. Due to the
high order of the calculation, a small uncertainty of only 5% is applied to the cross section.
Drell-Yan with associated jets
Z/γ∗
q
q¯
l
l¯
(4.2)
The electroweak Drell-Yan process (Figure 4.2) is dominant in events containing two
leptons. Again the visibility of the decay into jets is suppressed by the selection require-
ment. As before additional jets can be radiated off the two incoming quarks. This process
has been generated with Alpgen[58] and split into a number of subsamples, separated by
the number of additional jets and their transverse momenta. The LO cross section of each
sample has been scaled by a factor k = 1.24, such that the total cross section equals the
FEWZ NNLO prediction of 3.05 nb[61]. As for W-boson production, the uncertainty is
5%.
At LO the electromagnetic component of the calculation causes divergences if the mass
of the resonance approaches zero, thus a lower mass cut of 50 GeV has been applied to
this sample. However, MUSiC can analyse two-lepton masses below this cut, hence a
separate MadGraph sample with dilepton masses between 10 and 50 GeV has been used.
The same k-faktor has been applied, but the uncertainty is taken to be 10%, because the
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aforementioned NNLO calculation is also limited to higher masses. Just for the muon
channel there is another PYTHIA[56] sample with a mass between 2 and 10 GeV, with
again the same k-factor but an even higher uncertainty of 20%.
Top quark pair production
g
t
t¯
q
q¯
W+
b
b¯
W−
g
t
t¯
g
g
W+
b
b¯
W−
(4.3)
t
t
t¯
g
g
W+
b
b¯
W−
(4.4)
At leading order top quark pairs are dominantly produced with a gluon in the s-channel
(Figure 4.3) or the top itself in the t-channel (Figure 4.4). While this is by far not the
most probable strongly mediated process, it is very interesting as the top quark decays
before it hadronizes. With a branching fraction of almost 100% it will decay into a bottom
quark and a W-boson. The resulting two b-quarks on the other hand are stable enough
to leave the range of asymptotic freedom and form b-hadrons, which can be detected as
b-jets. Both W-bosons will decay either into a charged lepton and a neutrino, or into
two quarks. While the latter happens more often, the resulting one or two jets can not
easily be distinguished from other jets, which makes it hard to find this process in the
background of other jet dominated events. Also, in case both Ws decay hadronically, the
events do not pass the selection requirements. Hence for MUSiC two other outcomes are
interesting: In the semi-leptonic channel one of the W decays into a charged lepton plus
neutrino and the other into jets. In the fully leptonic channel both W-bosons decay into
leptons. Both kinds of events show up in distinct signatures with one or more charged
leptons, missing transverse energy and a number of hard jets. There are other productions
channels than shown above, but they have lower cross sections and are thus not important
here.
The sample used in this analysis has been generated with MadGraph, and it is scaled
to a cross section of 165 pb[61]. The cross section is based on a NNLL4 calculation[63].
Because of large higher order corrections, an uncertainty of 10% is used.
4Next-to-next-to-leading-logarithm
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Boson pair production
Z/γ∗
q
q¯
W+
W−
q′
q
q¯
W+
W−
(4.5)
W
q
q′
W
Z/γ
q′
q
q¯′
W
Z/γ
(4.6)
q
q
q¯
Z/γ
Z/γ
(4.7)
Vector bosons can also be produced in pairs, in all possible combinations of W , Z and
photon, as shown to LO in Figures 4.5, 4.6 and 4.7. Except for the photons, the bosons
will promptly decay, either leptonically or hadronically. Given the selection requirements
of this analysis, at least one of the bosons must decay leptonically or a photon must be
in the final state. The combinations without photons (WW, WZ and ZZ) are visible if at
least one boson decays leptonically. However, if the other one decays hadronically, they
are difficult to distinguish from single boson production with associated jets. The cross
section of these processes, relative to the single boson production, is very low and thus
both bosons decaying leptonically is the most interesting channel. This will show up as
either four charged leptons (ZZ) or two or three charged leptons and missing energy (WZ,
WW, and ZZ with one Z decaying into neutrinos). If the final state contains one photon,
the other boson must decay leptonically, otherwise it will be indistinguishable from photon
production with jets.
While the Wγ and Zγ processes are grouped into one sample, generated by MadGraph,
there are individual samples for WW, WZ and ZZ, all of them generated by Pythia. For
the Pythia samples NLO calculations using MCFM[64] exist and thus an uncertainty of
10% has been applied. On the other hand no higher order calculations are available for
the MadGraph samples and thus the uncertainty has been estimated to 50%.
Upsilon meson production
A number of hadrons with masses below 10 GeV are produced with significant cross sec-
tions and branching fractions to leptons. However, in this analysis the lowest cut on the
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lepton pT is 18 GeV, thus the hadron needs to be strongly boosted for the resulting lep-
tons to pass this requirement. The lower the mass is the higher the boost needs to be
and hence the lower the probability of this to happen. Eventually only the highest mass
hadrons show a significant contribution, which are Υ(1S), Υ(2S) and Υ(3S).
The MC samples have been generated with Pythia separately for the decays into elec-
trons and muons. According to [65] the cross sections calculated by Pythia are widely
overestimated. Thus we use the measured cross sections for the muon channel. No
measurements are available for the electron channel, but we assume lepton universality.
Though the electron and muon samples are generated in a slightly different fashion and
thus the muon cross section can not be used. Hence we use the same factor that is used
to scale the generated muon cross section to the measured one to modify the generated
electron cross section. This analysis uses a different kinematic selection than [65] and thus
an uncertainty on the cross section of 30% is applied.
Multi-jet production
This is a notoriously difficult background. Firstly, its Feynman graphs contain a large
number of strong interaction vertices and thus the process is very sensitive to higher order
effects. Secondly, its cross section is very high and thus the number of simulated events
is often insufficient. Given the selection requirements of this analysis, the process is not
expected to contribute, but there are two mechanisms that make it show up: On the
one hand a jet can be wrongly identified as a lepton, which happens predominantly for
electrons, or it can be wrongly identified as a photon. On the other hand some hadrons of
the jet can decay into leptons or photons, which are usually expected not to be isolated
and thus should not be selected. However, in some cases they can be sufficiently separated
from other jet constituents to appear isolated, or the jet actually consists of a single or very
few hadrons that then decays into leptons or photons. This leads to another uncertainty
in the prediction: A large cross section is paired with a small probability to pass the cuts,
which is hard to measure without very large samples and a very detailed understanding
of the fragmentation and detector response.
For most analyses, including this one, high energy jets are much more important, but
they are also much rarer. Thus the sample is split into a number of subsamples with dif-
ferent pT of the leading jets. This allows to increase the number of simulated events with
high energy jets and mitigate the problem of too small samples at high pT . Additionally
a number of enriched samples has been used. During the simulation of the hadronisation
events are selected when electromagnetic activity or muons are part of the decay products.
This greatly increases the chance that the event in question subsequently passes the selec-
tion criteria. These kinds of event are, though in a low fraction, also part of the normal
samples, thus the filters must be applied in reverse on the normal samples to avoid having
the same kind of physics twice in the SM prediction. Both the samples as well the total
cross sections come from Pythia and are thus only known at LO. To cover the effects of
the strong dependency on αS and the higher order corrections, an uncertainty of 50% is
used.
31
4. Analysis input
Photons with associated jets
q
q
g
q
γ
(4.8)
q
q
q¯
γ
γ
g
g
γ
γ
(4.9)
Single hard photons can be produced in association with jets or with more photons, as
shown in Figure 4.8 and 4.9. Similarly to the previous process, the single photon sample
is split in subsamples according to the pT of the photon and the jet, in case of only one
photon is generated. Additional samples are used for two photons. Again only LO cross
section predictions are available and thus the uncertainty is taken as 50%.
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In conventional analyses the selection strategy is usually geared towards maximising the
sensitivity to a certain signal, but this is not possible for a model independent analysis.
Thus the selection employed in MUSiC is aimed at excluding regions where the experimen-
tal and theoretical uncertainties are large or not well known. A total of 8.7 · 105 measured
events passes the selection criteria described in the following section and is used in the
analysis.
5.1. Event selection
First and foremost any measured event needs to fire at least one trigger to be recorded
and analysed. The triggers used in this analysis are shown in table 5.1. Due to the large
variety of triggers applied in response to the rapidly changing instantaneous luminosity,
additional criteria are required for a consistent treatment of all data and the simulation.
Thus events are accepted if there is at least one muon with pT > 25 GeV, one electron
with pT > 30 GeV, or one photon with pT > 90 GeV, which also fulfils the object selection
criteria. Figure 5.1 shows the efficiencies of the electron and muon triggers with respect
to the pT of reconstructed and selected objects. The electron and muon triggers reach
an efficiency of about 95% and 90%, respectively, while the photon triggers are close to
100%[66] due to their much simpler requirements.
To select only events from colliding proton bunches, at least one properly reconstructed
primary vertex is required. It must be reconstructed from at least five tracks and needs
to be inside an envelope of 2 cm perpendicular to the beam and 24 cm in each direction
from the nominal interaction region. The efficiency of this criterion exceeds 99.5 %[68].
Events with more than ten tracks are excluded, if the fraction of low quality tracks ex-
ceeds 25%, to reject events that are not from collisions, e.g. from beam-gas interactions[68].
Run range Muon Electron Photon
135808-140070 Mu9 Ele20 LW Photon30 8E29
140071-140362 Mu9 Ele20 LW Photon20 Cleaned
140363-140387 Mu9 Ele20 LW Photon30 8E29
140388-141949 Mu9 Ele20 LW Photon20 Cleaned
141950-144114 Mu9 Ele20 SW Photon30 Cleaned
144115-147116 Mu9 Ele17 SW EleId Photon30 Cleaned
147117-148818 Mu11 Ele17 SW TightEleId Photon50 Cleaned v1
148819-149063 Mu15 v1 Ele22 SW TighterEleId v2 Photon70 Cleaned v1
149064-149442 Mu15 v1 Ele22 SW TighterEleId v3 Photon70 Cleaned v1
Simulation Mu9 Ele17 SW EleId Photon20 Cleaned
Table 5.1.: High level trigger used for MUSiC in 2010 CMS data and simulation. The number
after the object name indicates the HLT pT threshold in GeV.
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Figure 5.1.: Efficiencies of the electron[66] and muon[67] triggers with respect to the ET or pT of
reconstructed and selected objects.
Both the light detectors of the HCAL as well as the electronic boxes may cause noise in
the HCAL, which is excluded using a special filter[69].
If there is an electron pointing within |∆φ| < 0.1 in the same direction as the 6ET 1,
then the event is not considered, to exclude events where significant amounts of energy
e.g. vanished in not instrumented or dead parts of the detector.
5.2. Object selection
5.2.1. Muons
A global fit including hits in the silicon tracker and the muon system is accepted as a good
muon if it fulfils the following criteria, based on[70]:
• Reconstructed transverse momentum of the global track: pT > 18 GeV
• Pseudorapidity of the global track must be in the reach of the trigger: |η| < 2.1
• Quality of the global fit: χ2NDOF < 10
• Global track fitted with at least 11 hits in the silicon tracker including the pixel
detector, of which at least one must be in the pixel detector, and at least one hit in
the muon system must be part of the successful fit. This excludes objects that did
not pass through the whole detector, as muons usually do.
• The global track must be associated to a successful track fit using only the silicon
tracker hits, and at least two muon stations with track segments matched to this
track. This reinforces the selection of objects passing through the whole detector,
similar to the criterion above.
1The 6ET must be larger than 30 GeV to be considered here.
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Figure 5.2.: Reconstruction efficiency of muons and electrons in a W boson sample, as a function
of the generated lepton’s pT after application of all selection criteria. The generator
particle is isolated and with the same η selection applied as the reconstructed object.
• The extrapolated trajectory must pass the nominal beam line at a maximum distance
of 2 mm, to exclude muons from cosmic rays.
• The muon must be isolation with the sum of track pT < 3 GeV within a cone of
∆R =
√
∆φ2 + ∆η2 < 0.3, excluding the track associated to the muon. This vetoes
muons originating from hadron decay in jets, which are not isolated, in contrast to
prompt muons.
Figure 5.2 shows the reconstruction efficiency after application of the above criteria
including event selection and triggers. The efficiency is thus the combined probability for
a generated particle to be part of an event that has been triggered and selected, and to be
reconstructed and selected. The efficiency is determined in W boson samples for generator
particles with the indicated pT , selected to be isolated and within |η| < 2.1 for muons. A
particle is considered to be reconstructed if a corresponding object has been reconstructed
and selected within a distance of ∆R < 0.2.
5.2.2. Electrons
Similar to muons, electrons leave hits in the tracking detectors. However, an electron does
not traverse the whole detector, but it is instead stopped in the ECAL, thus it is identified
by a track with a matching cluster in the ECAL. To be considered, an electron must pass
the following selection criteria, based on[71]:
• Reconstructed transverse energy of the ECAL cluster: ET >25 GeV
• The pseudorapidity |η| of the track must be less than 1.442 in the ECAL barrel and
1.56 < |η| < 2.5 in the ECAL endcap, in order to avoid the transition region between
barrel and endcap.
• The GSF tracking algorithm (see Section 3.4.3) is based on track seeds matched to
ECAL clusters.
• The extrapolated impact point of the track in the ECAL does not deviate from
the cluster position by more than 0.09 in φ and more than 0.005 or 0.007 in η in
the barrel and the endcap, respectively. This reduces the probability of a wrong
combination of a track and a cluster.
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• A strip of 1×5 crystals in η×φ including the seed crystal must contain at least 83%
of the cluster’s energy, a strip of 2× 5 must contain at least 94%. ECAL clusters of
electrons can be quite wide in φ due to radiation of Bremsstrahlung photons in the
magnetic field, they are however not expected to extend far in η direction.
• The spread of the energy σiηiη in units of crystals in η direction must be less than
0.03 in the endcaps. Details about this criterion can be found in Appendix A.2.
• The reconstructed energy in the HCAL behind the ECAL cluster must be less then
5% of the cluster’s energy. This reduces the number of charged hadrons reconstructed
as electrons.
• Isolation:
– Sum of the pT of tracks in a cone of ∆R < 0.3 must be less than 7.5 GeV in
the barrel and less than 15 GeV in the endcap.
– Isolation: In the barrel the transverse component of the energy in the HCAL in
a cone of ∆R < 0.3 must be smaller than 2 GeV + 0.03 ·ET with ET being the
transverse component of the supercluster’s energy. Similarly the HCAL energy
must be smaller than 2.5 GeV + 0.03 ·ET in the endcaps, but here the energy
is measured only in the first layer of the HCAL.
– Isolation: The energy measured in the second layer of the HCAL in the endcaps
behind the supercluster must be less than 0.5 GeV.
Sometimes the APDs2 of the ECAL are triggered by direct impact of particles and not
by the scintillation light of the crystals. This effect is called an ECAL spike. In this
case a very large discharge is measured which looks like a very large energy entry in one
single crystal, or occasionally in two neighbouring crystals. Electromagnetic showers in
the crystals however are expected to extend over multiple crystals. Also in the case of
direct firing the delay caused by the scintillation decay is missing, and thus the discharge
is detected earlier than expected. To exclude those spikes, the following criteria must be
fulfilled by electrons:
• The timing of the seed crystal, that is the crystal with the highest energy, must
be close to what is expected from electrons moving at relativistic speed and the
properties of the scintillator.
• Swiss cross variable 1 − E4Eseed must be less than 0.95, with E4 being the energy in
the four crystals sharing a surface with the seed crystal. This is roughly equivalent
to the seed crystal containing a maximum of 95% of the total cluster energy.
• Ratio R29 = Eseed+E2ndE9 of the seed energy plus the second highest energy entry
E2nd in the adjacent crystals to the energy E9 of all nine crystals surrounding and
including the seed crystal must be less than 0.9. Similar to the criteria above this
requires the energy concentrated on two adjacent crystals to be less than 90% of the
total energy.
The reconstruction efficiency using this selection as a function of pT is shown in Fig-
ure 5.2, which has been determined by comparing generator information to reconstructed
objects in W boson samples.
2Avalanche Photo-Diode
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5.2.3. Photons
A photon, in contrast to electrons, is not associated to a track and thus only reconstructed
from calorimeter measurements. Hence the selection criteria needs to be tighter to reliably
distinguish it from other objects causing hits in the ECAL. Photons are accepted, if they
pass the following selection criteria[72]:
• Reconstructed transverse energy of the ECAL cluster: ET > 25 GeV
• Weighted average of the pseudorapidity |η| of the cluster must be less than 1.442 in
order to use only photons in the barrel region, because the higher activity of jets in
the forward region causes a higher fake rate which needs to be studied in a future
analysis.
• There must be no track seed in the pixel detector along the extrapolated photon
trajectory, in order to reject electrons.
• The reconstructed energy in the HCAL behind the ECAL cluster must be less then
5% of the cluster’s energy to reduce the number of neutral hadrons reconstructed as
photons
• When calculating the energy of a photon, correction factors are applied to the energy
of the individual ECAL crystals to account for response variations. In some cases
these correction factors can be very large, negatively affecting both the resolution
as well as the spike removal. Thus photons with a reconstructed energy more then
twice as large as the raw energy are rejected.
• The spread of the energy in η direction in units of crystals must be σiηiη < 0.013.
Details about this criterion can be found in Appendix A.2.
• The same spike cleaning criteria as described for the electrons (Section 5.2.2) is
applied.
• Isolation:
– Sum of the pT of all tracks in a cone of ∆R < 0.4 around the cluster, excluding
an inner cone of ∆R < 0.04:
∑
ptracksT < 2 GeV + 0.001 · pγT
– Sum of the ET of all ECAL hits in a cone of ∆R < 0.4 around the cluster,
excluding all hits of the cluster itself:
∑
EECALT < 4.2 GeV + 0.006 · pγT
– Sum of the ET of all HCAL towers in a cone of ∆R < 0.4 around the cluster,
excluding an inner cone of ∆R < 0.15:
∑
EHCALT < 2.2 GeV + 0.0025 · pγT
Figure 5.3 shows the reconstruction efficiency when this selection criteria are applied.
5.2.4. Jets
To select jets that come from hadronised coloured partons the following criteria are
applied[73]:
• Reconstructed transverse energy ET >50 GeV
• Reconstructed pseudorapidity |η| < 2.5
• Made from more than one Particle Flow object in order to select jets that are not
just one single particle.
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Figure 5.3.: Reconstruction efficiency of photons as a function of the generated pT after appli-
cation of all selection criteria. The generator particle is isolated and with the same
η selection applied as the reconstructed object. Di-photon samples have been used,
with 25 GeV < pγT < 250 GeV and p
γ
T > 250 GeV, respectively.
• The jet must not by reconstructed only from neutral hadronic or electromagnetic
objects, to exclude jets that are only reconstructed in either the HCAL or the ECAL.
• For jets close to the edges of the tracker and the endcap calorimeters (|η| > 2.4):
– At least one charged object in the jet, to make sure tracker information has
been part of the reconstruction.
– The jet must not be reconstructed only from charged electromagnetic objects,
to ensure the HCAL has been part of the reconstruction.
Reconstruction efficiency studies similar to those shown for leptons and photons cannot
be performed in this analysis, because no jet triggers are used. However, the efficiency in
selected and triggered events has been measured to exceed 99.5 %[74].
5.2.5. MET
The 6ET is reconstructed from all Particle Flow objects. It must exceed 30 GeV to be
considered as part of the event.
5.3. Overlap cleaning
Particles passing the detector can be counted multiple times in a single event, if they are
reconstructed in different parts of the detector. Also the same entry in the detector can
be used for the reconstruction of multiple objects. Using the same energy entry more than
once must be avoided, and thus a cleaning of objects too close to each other is applied:
• Jets are removed if electrons or photons are closer than ∆R < 0.2
• Photons are removed if any selected electron shares its cluster
• Muons are removed if there is another muon close by (∆R < 0.2) with a better χ2
38
6. Analysis
6.1. The search algorithm
The goal of MUSiC is to look at large fraction of all events taken by CMS, though focused
on high energy processes. Nevertheless models of new physics rarely predict a general
excess in all kinds of events, but usually in just a couple of final states. Thus the first
step of the algorithm, after applying event and object selection, is to sort the events into
classes depending on their object content. Each class can now be treated as a single count-
ing experiment or a more detailed analysis can be performed by looking at a number of
histograms of kinematic variables, which are expected to be sensitive to new physics. To
identify possible signs of new physics the next step is to scan these distributions for devi-
ating regions. Both for the treatment as counting experiments as well as after identifying
deviating regions the last step is to determine the significance of any deviation.
6.1.1. First step: Classification
Each event includes a list of considered objects, that is at least one from the following list:
• Muons
• Electrons
• Photons
• Jets
Additionally each event may or may not contain a significant amount of missing energy.
More types of objects, particularly jets coming from τ leptons or b hadrons, are currently
under study, but are not part of this analysis at the time of writing. This list of objects is
well defined for each event and thus each event can be put into precisely one exclusive class.
Exclusive event classes ease the statistical treatment, because each event is in exactly one
class, which reduces correlations between classes. However, the signature of some sorts
of new physics is defined in one kind of objects, e.g. some heavy resonances show up in
at least two leptons of same flavor and opposite charge, but less well defined in other
objects, e.g. the number of additional jets is not fixed. Thus is can be beneficial to also
analyse inclusive classes, which are more sensitive to certain models of new physics. These
inclusive classes define just a minimal number of certain objects and take all events that
fulfil this requirement. But now one has to keep in mind that in this case events are usually
sorted into a number of classes and thus a single event can cause a number of deviations
in different classes. The gain in significance hence comes with increased difficulties in the
statistical interpretation. Figure 6.1 shows in which classes an exemplary event with one
electron, one muon and two jets is being sorted.
For very obvious deviations it might be enough to simply look at the total number of
events in each class, but in many cases new physics will only show up in certain kine-
matic configurations. Dedicated analyses can look at very specific kinematic variables to
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Figure 6.1.: Scheme of the exclusive and inclusive classes an event with one electron, one muon
and two jets is being sorted into
maximise their sensitivity, but this is not feasible for MUSiC. Nevertheless there are some
kinematic variables that are expected to be sensitive to a lot of new physics signals, of
which three are used (see Section 6.2.2). Moreover, dedicated analyses can focus on small
parts of the distributions of these kinematic variables by selecting just certain events, again
to maximise sensitivity. MUSiC on the other hand tries look at the whole distribution
and then scans for deviations, similar to the approach used at H1[4].
Lepton charges
The classification process of MUSiC can be run in two modes, ignoring or considering the
lepton charges. The first mode, which is the default, ignores the lepton charge and the
leptons are simply counted. For example, events containing two muons and one electron
are sorted into the 2µ+1e class. In the second mode the absolute total charge Q = |∑
l
ql| of
all leptons is calculated and used as part of the class definition. The aforementioned events
with two muons and one electron are then sorted into one of two classes, 2µ + 1e[1Q] or
2µ+1e[3Q], depending on whether all leptons carry the same charge or one of them carries
a different charge than the other two. The second mode provides additional information,
separating e.g. same-sign and opposite-sign events, but is also affected by an additional
uncertainty, see Section 6.3.7.
: The lepton charge can be misassigned, reconstruction a positive charge from a nega-
tively charged lepton and vice versa. For both muons and electrons this can happen at
very high pT with a nearly straight trajectory. Statistical fluctuations or
6.1.2. Second step: Scanning for deviations
To gain a broad overview each class can be considered as a single counting experiment
with three values:
• Number of measured events N .
• Number of expected events B.
• Systematic uncertainty on the number of expected events σ.
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With these three values it is now possible to calculate a probability, or p-value, which shows
how likely the statistical fluctuations of the Standard Model will generate deviations that
are even more extreme than the measured data. Additionally the statistical uncertainty
is taken into account, but it is calculated from B and thus not part of the input to the
p-value. Details about the used p-value can be found in Section 6.2.1.
New physics can show up as a deviation in anything between a single bin, e.g. a narrow
resonance in a mass spectrum, and the whole distribution, e.g. Supersymmetry in the 6ET
distribution. Thus the MUSiC algorithm can also take a closer look into the classes by
scanning the kinematic distributions of each class for deviations. This is done by defining
regions, that is all possible combinations of adjacent bins. Figure 6.2 shows an example
with all regions that can be formed from three bins. Given a distribution with n bins, this
leads to a total number of N2 (N − 1) regions that can be formed.
For each of these regions again the three values N , B and σ are calculated: The regions
with the smallest p-value, that is the region with the most improbable deviation, is called
the Region of Interest.
When treating each class as a simple counting experiment the p-value can be interpreted
as a probability, but by selecting the region with the smallest p-value a bias is introduced
and different a question needs to be answered: What is the probability of a deviation
like the one selected to show up anywhere in the distribution. The higher the number
of considered regions, the higher the probability to encounter a certain deviation just by
chance. This is called the Look-Elsewhere Effect and needs to be taken into account.
6.1.3. Look-Elsewhere Effect
To take into account the Look-Elsewhere Effect introduced by testing all regions, a new
probability p˜ needs to be defined and calculated. In the case of n independent regions,
this probability can easily be calculated (Equation 6.1).
p˜ = 1− (1− p)n (6.1)
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However, in MUSiC regions are not independent for two reasons:
• Bins can and usually will be part of multiple regions. Thus a single deviating bin
will cause the p-values of various regions to change.
• Some systematic uncertainties are correlated between bins. Deviations in these un-
certainties will cause many, maybe even all bins to deviate.
To take this effects into account a Monte Carlo approach is used. The Standard Model
expectation is taken as a template to draw pseudo-experiments that represent possible
outcomes of a CMS measurement. For each bin a pseudo-truth value is randomised using
the expectation value and all individual systematic uncertainties, taking into account
correlations between bins as described in Section 6.3. This value is used as the expectation
value of a Poisson distribution to draw a possible measurement for this bin. All bins
together form one possible outcome of the kinematic distribution in question. Each pseudo-
measurement is then fed through the scanning algorithm as the data, again determining
the most significant region and its p-value ppseudomin . The selected region does not need to
be, and usually is not, the same as the one selected on data. The new p-value including
the Look-Elsewhere Effect p˜ is then simply the fraction of pseudo-measurements with
ppseudomin ≤ pdatamin , as such showing the probability of finding any region that deviates even
more than the Region of Interest:
p˜ =
Npseudo(ppseudo < pdata)
Npseudo
(6.2)
While the Look-Elsewhere Effect in the described form does not need to be considered
when treating each class as a counting experiment, pseudo-experiments are still useful to
e.g. determine the expected distribution of p-values for all classes.
6.1.4. Presentation of results
No matter if each class is treated as a single counting experiment or if regions are selected
and the Look-Elsewhere Effect is taken into account, there is a danger of introducing an-
other bias by specifically looking at the class with the strongest deviation. Moreover a
deviation from the Standard Model might not show up as a single very significant distri-
bution, but instead in an increased number of classes with a slightly increased significance.
To account for both effects a graphic way of presenting the result has been chosen: The
distribution of the p or p˜ of all classes is plotted and can then be compared to the Standard
Model expectation. The expectation is determined again by using the pseudo-experiments,
this time to generate an ensemble of p-values of all classes. In the case of counting exper-
iments enough of these ensembles can be used to determine the expected shape of the p
distribution. When regions are selected, the p-values can be compared to more pseudo-
experiments to determine the expected ensemble of p˜ values. A large number of these
ensembles can then be used to determine the expected average shape of the p˜ distribution.
The observed shape of the p˜ distribution can then be compared to the expected shape,
see e.g. Figure 7.1.
It might be possible to compare in detail the ensemble of p˜ distributions to the mea-
sured distribution to determine a global significance. However, this would need a detailed
study of possible measures of agreement, which can not be performed in this analysis. A
very simple approach is to count the number of classes beyond a certain significance and
compare it to the fraction of pseudo-experiments with a similar or larger number.
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6.2.1. p-value
The p-value is calculated as shown in Equation 6.3.
p =

A ·
N∑
i=0
∞∫
0
e−µµi
i! · e
−(µ−B)2
2σ2 dµ if N < B
A ·
∞∑
i=N
∞∫
0
e−µµi
i! · e
−(µ−B)2
2σ2 dµ if N ≥ B
(6.3)
The first term
∞∑
i=N
e−µµi
i! (or
N∑
i=0
e−µµi
i! ) defines the probability of measuring N or more
(respectively N or less) events, if the expected number of events is µ. The second term
e
−(µ−B)2
2σ2 then describes the credibility of a true expectation value µ in case the simulated
expectation value is B with a total uncertainty of σ. Thus the total systematic uncertainty
σ must contain all known systematic effects1 that could cause the measured data to deviate
from the prediction. The normalisation factor A is needed because the Normal distribution
in Equation 6.3 is truncated at 0. It is calculated as shown in equation 6.4.
A−1 =
∞∑
i=0
∞∫
0
e−µµi
i!
· e−(µ−B)
2
2σ2 dµ =
∞∫
0
e
−(µ−B)2
2σ2 dµ (6.4)
It has been shown[75] that this p-value has reasonable statistical properties2, though it
still has a number of drawbacks:
(a) There is no precise analytic solution, thus the integration must be approximated nu-
merically. A partial integration approach could also be implemented, but would re-
quire a large number of evaluations of the error function3, which is again a numerical
approximation.
(b) All uncertainties are summarised in one single value σ assuming a Normal distribution.
The total uncertainty is formed by summing the individual uncertainties in quadrature,
hence they are assumed to follow a Normal distribution as well. This is valid for
uncertainties that are known as absolute numbers, but it is not precise for relative
uncertainties. A Normal distribution is also not correct for the uncertainty introduced
by limited number of simulated events.
(c) The Normal distribution is truncated at zero, which leads to overcoverage[75] in case
of deficits and if the uncertainty is of the same order as the expectation itself.
However, up to now no alternative approach has been found to be feasible, because there
are some requirements:
1. Regions made from multiple bins are formed by summing up the observed events as
well as the prediction and uncertainties. Any feasible p-value must use distributions
with a well defined, but still simple behaviour in this case.
1Including those introduced by the limited MC sample size.
2The p-value, which is calculated from an experimental sample drawn from a truth distribution, is usually
close to or larger than the underlying true probability.
3The error function can be used to calculate
∞∫
x
e
−(µ−B)2
2σ2 dµ
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2. During a full scan the p-value needs to be calculated very often, in the order of 1010
times. Thus the calculation needs to be fast.
3. Given the large number of calculations, it must be numerically stable, as no human
supervision is possible.
The drawbacks b and c can be partially solved by using different distributions, e.g. a
Lognormal, but it turned out this breaks requirement 1[76]. Using a different approach
to take into account the uncertainty due to limited simulated sample size partially solves
drawback b while still fulfilling requirement 1, but is not numerically stable and too slow
(requirements 3 and 2)[77].
Skipping regions of interest
A region should be ignored, i.e. considered not significant, in three cases:
1. Zero observed events and an expectation that is close to zero relative to its uncer-
tainty, i.e. closer than three standard deviations. As stated above, the used p-value
overcovers in this situation. But even without overcoverage a region like this can
never be of interest, because the measured value is too close to the expectation if
one includes the systematic uncertainties.
2. Similarly a region can be ignored in case the observed value is less than three standard
deviations away from the expectation. This requirement is applied, though it is
optional, as its sole purpose is to avoid the time consuming p-value calculation as
often as possible.
3. Zero observed events in case of an expectation below one. Besides a small perfor-
mance increase, this requirement mitigates the artificial increase of the number of
classes and regions by adding unimportant Standard Model processes with very low
cross sections.
These requirements are applied to all considered regions and can thus lead to a class with
all regions skipped. In case this happens the whole class is ignored and does not show up
in the resulting p˜ distribution. The class is nevertheless considered in the simplified case
of treating the classes as counting experiments.
6.2.2. Kinematic variables
The following variables are filled into histograms:
Sum of scalar transverse momenta
Many models of new physics predict deviations from the Standard Model in the regime of
high energy or high mass. The Standard Model on the other hand predominantly covers
regions with comparatively low energy. The sum of scalar transverse momenta (
∑
pT ) is
strongly correlated to the total amount of energy that took part in the interaction and
is hence sensitive to new physics of this kind. This variable is sometimes called effective
mass.
This sum is calculated from all objects including 6ET in exclusive classes. In inclusive
classes the sum is calculated from the objects defining the class, but not including the
additional objects. For instance in the inclusive class containing at least one electron and
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two jets, the sum is calculated from the electron with the highest transverse momentum
and similarly the two jets with the highest transverse momentum. Softer electrons and
jets as well as all other particles are ignored.
Combined mass
New particles can be produced as resonances and then show up as very clear signals in
the combined mass of their decay products. Thus the invariant mass (M) of a number of
objects is a sensitive kinematic variable, too. The choice of objects to form the mass is the
same as described for the sum of transverse momenta, though it can only be calculated
in classes containing at least two objects. In case the 6ET passes the selection threshold
(see Section 5.2.5), not the normal invariant mass is calculated, but the transverse mass,
where the z-component is ignored.
Missing transverse energy
In the Standard Model only neutrinos are able to leave the detector unseen. New physics
on the other hand might contain new invisible particles of higher mass or neutrinos with
unexpectedly high momentum. Both will show up as large amounts of missing transverse
energy (6ET ), which is thus also a sensitive variable. It is however only analysed if it exceeds
the selection threshold (see Section 5.2.5), because the low energy region is dominated by
the Standard Model and the detector resolution.
6.2.3. Resolution and bin width
New physics signals, particularly resonances, can be very narrow, though the measured
width can never be narrower than the resolution of the detector. Thus choosing a bin
width much larger than the resolution could mean to lose a small and narrow signal in
the background. It can be shown, for simple assumptions, that the ideal size of a region
in terms of significance is around half the width of the resonance (see Section A.3). There
is no gain in choosing a bin width significantly smaller than the resolution, because the
MUSiC algorithm will anyway merge smaller bins into a larger region to minimise the p-
value. Small bins actually implicate a large number of bins and thus an even larger number
of regions4. Increasing the number of regions however increases the Look-Elsewhere Effect,
thus reducing the resulting significance of the deviation. Even worse, a higher number of
regions increases the chance of a random fluctuation somewhere else in the distribution
beating the true signal as the most significant deviation. In summary, a bin size as large
as possible, but not larger than the resolution, should be chosen to maximise sensitivity
to new physics signals. Also in terms of p-value evaluations, hence computing time, it
is beneficial to reduce the number of regions. Thus a bin width close to the expected
resolution is chosen, see Appendix A.3.
As mentioned above resonances can be very narrow, but they are only expected to occur
in the combined mass distribution. Deviations in the
∑
pT and 6ET distributions on the
other hand are expected to be wider, in case they are caused by new physics. To account
for this, any considered region in the
∑
pT and 6ET distributions needs to be at least three
bins wide, while a single bin is enough in the combined mass distribution.
To ensure a consistent appearance of distributions with a constant bin width and those
with a variable bin width, the number of events per bin needs to be normalised to the
4The number of regions is proportional to the square of the number of bins
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Figure 6.3.: Histograms of a probability density function (black), normalised (blue) and not nor-
malised (red) to the bin width. The height of the red bins equals the number of
counts in this bin, while the area of the blue bins equals the area of the function.
bin width. Then a smooth function will stay smooth even at places where the bin width
changes dramatically. While this provides an intuitive grasp of the shape of the distribu-
tion, the resulting fractional number of events per bin can be confusing when trying to
visually count events. To mitigate this effect it is advantageous to choose a bin width that
is an integer multiple of some value; 10 GeV has been chosen in this analysis. Figure 6.3
shows two histograms obtained from a probability function (shown in black), which is
falling linearly. The red histogram, not normalised to the bin width, shows the actual
number of counts in this bin. The bin width is growing exponentially and thus the counts
per bin increases in spite of the falling function. The blue histograms is normalised to the
bin width and thus the area in each bin is proportional to the number of counts in this bin
and thus proportional to the integral of the function in the range of this bin. In this case
the shape of the histogram provides a more intuitive view of the shape of the function.
For the different kinematic variables different resolution functions need to be chosen.
Even if the resulting kinematic variables are similar in different events, the resolution can
be different, depending on the number and configuration of objects in the events. However,
this information is lost when one looks at the kinematic distributions, thus the resolution
functions need to be simple functions of one parameter, that is the kinematic variable,
returning the resolution at this position. The influence of the event configuration can be
partly taken into account by taking different resolution functions for different event classes.
However, even in this case the event topology is not unambiguously defined, e.g. the
∑
pT
resolution of an event containing one muon and one jet depends on the individual energies
of the two particles. Hence some simplifications need to be made to gain a reasonable
estimate of the resolution. These simplifications are used to estimated the resolution, but
when the histograms are filled the correct calculations are used.
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Sum of scalar transverse momenta
It is a reasonable assumption that on average each participating object will carry an equal
fraction of the total
∑
pT , i.e. p
′
T ≈
∑
pT
N with N being the total number of objects in
the event class. Then the resolution can be estimated with:
σ∑ pT
(∑
pT
)
≈
√∑
i
Ni ·σ2i
(
p′T
)
(6.5)
Here Ni is the number of objects of one type, e.g. muons, and σi the resolution of these
objects. The resolutions of the various objects can be found in Appendix A.4.
Combined mass
The resolution of the combined mass of all participating objects depends even more on
the event topology, thus a bold but helpful assumption needs to be made: All objects are
assumed to be at η = 0 and equally spaced around φ. In this simplified case the combined
mass equals the
∑
pT , with the same resolution.
Missing transverse energy
As shown in Appendix A.4, the resolution of 6ET depends on the total
∑
pT of the event.
Obviously the
∑
pT can be quite different even for events with similar 6ET and thus the
resolutions can vary. For events with significant amounts of 6ET it can however be assumed
that the
∑
pT will be of the same order of magnitude as the 6ET itself. Then the resolution
of the 6ET can be approximated with its resolution for 6ET =
∑
pT .
6.2.4. Low statistics treatment
There will always be some regions of the phase space where the number of simulated events
is insufficient. This can either be because of the high cross sections of certain SM processes
or because the process in question is so rare it has not been simulated separately due to
time and computing power constrains. The effect is an incomplete or non-existent SM
prediction for some classes or kinematic regions. Without a prediction it is not possible
to calculate a p-value and thus to judge the significance of measured events at this region.
While a dedicated production of simulated events to cover these regions would be the
optimal solution, it is not always possible. Thus the MUSiC algorithm needs to be able to
deal with this situation, calculating at least an estimate for the p-value. To accomplish this
a procedure called uncertainty filling is employed. This procedure (see Figure 6.4)consists
of the following steps, which are performed for any SM process being part of the considered
class:
1. Determine the lowest bin Bmin that can be filled in a distribution. In the
∑
pT
distribution this is defined by the sum of the pT thresholds of the participating
objects. The lower limit on the combined mass can always be estimated to be zero.
The 6ET threshold defines the lowest 6ET that can be filled in a class.
2. Determine the highest filled bin Bmax of the considered process, and it centre value
Kmax of the considered kinematic variable. In almost all cases the SM prediction
in a class is expected to drop steeply with the increase of the kinematic variables.
It is assumed that the considered process will not contribute anymore at e.g. twice
the reach of the highest filled bin. Thus the bin containing the value 2 ·Kmax of the
kinematic variable is taken as the highest bin to be filled.
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Figure 6.4.: Example of the uncertainty added to an arbitrary SM process by the algorithm. The
lowest filled bin in this example is the first bin, the highest filled bin at 310 GeV and
the number of empty bins to be filled is 20.
3. Count all bins (N emptybin ) without MC events for the considered process between the
lower and the upper limit.
4. Increase the uncertainty of those bins by
√
1/N emptybins . This is based on the assump-
tion that each empty bin provides additional information: No event has been in this
bis. Thus more empty bins provide more information, causing the fill-up per bin
to decrease. This choice also means that changing the bin size does not change the
fill-up.
In case a SM process does not contribute to a class at all, it is not treated at all and
considered to be non-existent. Figure 6.4 shows the effect of the algorithm on an arbitrary
SM process. This is just an example without a specific physical meaning. The upper edge
of the highest filled bin is 320 GeV, thus the algorithm fills up to 640 GeV. Below the
upper filling limit 20 bins are empty, thus the uncertainty of the empty bins is increased
by
√
1
20 .
This procedure yields useful results (see e.g. Figures 7.5, 7.10 and 7.14) as long as the
number of simulated events is not much lower than the number of expected events. If
this is not the case and the number of simulated events is lacking severely, no reliable
prediction can be made.
6.3. Systematic uncertainties
The Standard Model simulation is not expected to perfectly describe the data. This is
because parts of the simulation itself depend on measurements with limited precision,
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while at other places the theoretical knowledge is imperfect. All of these effects can lead
to discrepancies between simulation and data, but these deviations are not a sign for new
physics. The precise effects of this imperfect knowledge are not known, but it is usually
possible to estimate the size of a deviation that could still be explained by such effects.
These uncertainties of the Standard Model predictions are described mathematically as
probability density functions, called priors, which encode the credibility of predicted values
deviating from the mean prediction. Depending on the cause of the uncertainty, the
determination of those priors can be straightforward or highly non-trivial. For example
the uncertainty of the predicted number of events follows a Poisson distribution around
the simulated number of events under simple assumptions5. On the other hand there can
only be estimates for the uncertainty caused by limited order perturbative cross section
calculations. Due to mathematical limitations described in Section 6.2.1, the MUSiC
algorithm can only use normal distributions as priors.
The individual uncertainties described below are calculated for each region of interest
and then added in quadrature to determine the total systematic uncertainty. This total
uncertainty, the predicted value and the measured number of events can then be used to
calculate the significance of the currently considered region as shown in Section 6.2.1.
6.3.1. Integrated luminosity
To normalise the Standard Model prediction the integrated luminosity delivered by the
LHC must be known, which has been measured to a relative precision of 4 %[78] in 2010.
The total uncertainty on the number of predicted events introduced by this effect is thus
calculated by taking the mentioned fraction of the total number of predicted events after
summing up all bins in a region. The effect of this uncertainty is correlated over all bins
in all event classes, that is for each pseudo-experiment the luminosity is set to one value
for all classes.
6.3.2. Cross sections
The other component of the normalisation is the cross section prediction. The total cross
section includes inputs from the Parton Distribution Functions, discussed in Section 6.3.3,
and the partonic cross section. The uncertainty on the partonic cross section is mainly due
to the limited order in αS of the calculations. A detailed study of the effects of missing
higher orders cannot be performed in this analysis, thus the following estimations are used:
• For electroweak process known to NNLO an uncertainty of 5 % is used.
• An uncertainty of 10 % is used for electroweak processes known to NLO and QCD
processes known to NNLO or NNLL.
• For processes known to LO an uncertainty of 50 % is used.
Some exceptions to this rules are detailed in the next paragraph. This estimates are
conservatively chosen and can be refined in future incarnations of this analysis.
Leptonic Drell-Yan processes M(ll) > 50 GeV and W-boson production have been cal-
culated to NNLO[79] and are assigned an uncertainty on the cross section of 5 %. The
same LO-to-NNLO factor is used for DY masses below 50 GeV, but higher uncertainties
of 10 % and 20 % are used for masses between 10 and 50 GeV and below 10 GeV, respec-
tively. To processes with two W or Z bosons an uncertainty of 10 % has been assigned,
5Assuming a uniform prior for the true number of events.
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because they are only known to NLO[61]. While tt¯ has also been calculated to NNLO[63],
it is more sensitive to higher orders of αS and thus an uncertainty of 10 % is used. For
Υ resonances the measured cross section[65] value is used, but to account for different
kinematics in the measurement, an uncertainty of 30 % is assigned. An uncertainty of
50 % is applied to processes for which only LO calculations are available (e.g. multi-jets
and photon+jets).
The cross section uncertainty is assumed to be uncorrelated for different processes, but
it is taken as correlated over all bins in all classes for each process. Hence the uncertainty
is calculated from the mentioned fractions after summing up all bins of a region for each
individual process. The individual uncertainties are then added in quadrature to obtain
the total uncertainty. When generating pseudo-experiments a cross section value is drawn
for each process which is then used in all classes.
6.3.3. Parton distribution functions
The PDFs are determined by fitting to experimental data, see Section 2.1.6. The fits itself
introduce an uncertainty on the final results, as does the uncertainty of the measurements.
Additionally not all measurements are compatible and additional uncertainties need to be
introduced to cover this. The CTEQ and MSTW groups employ the Hessian method[80]
to generate PDFs that represent these uncertainties additionally to the best fit PDFs.
To determine the effect of those uncertainties on the final variables one can run the full
event generation and simulation for all PDFs. However, it is much more effective in terms
of computing power to reuse the existing events and apply weights for different PDFs,
known as reweighting[23]. The result are N predictions Xi of the analysed variable, e.g.
the number of expected events, that represent the possible uncertainty band around the
central prediction X0. The predictions can be combined into a single uncertainty on the
analysed variable by using the equation[23] shown in Equation 6.6:
σ+Fit =
√√√√ N∑
i=1
(
max
(
X+i −X0, X−i −X0, 0
))2
σ−Fit =
√√√√ N∑
i=1
(
max
(
X0 −X+i , X0 −X−i , 0
))2 (6.6)
Another uncertainty is introduced by the limited precision of the αS measurements.
Both CTEQ and MSTW thus provide two additional PDFs[81, 82] each which represent
the best fit results using values for αS varied by the measured uncertainty. Again using
the reweighting method, two more uncertainties σ±αS on the analysed variable can be calcu-
lated. The uncertainties introduced by the fit and by αS can be added in quadrature[83],
as shown in Equation 6.7.
σ±Fit+αS =
√
σ±Fit
2
+ σ±αS
2
(6.7)
The NNPDF group on the other hand employs a special Monte Carlo approach[84] to
generate additional PDFs that follow the uncertainty distributions of the data. The best fit
then simply corresponds to the mean of those PDFs, while the uncertainty on the analysed
variable is equal to the standard deviation. Similar sets of PDFs have been generated for
αS values around the measured value. A total uncertainty on the analysed variable can
now be calculated by taking all PDFs, including those with deviating αS values, but with
a lower weight the further αS is away from the measured value. Another way of giving the
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αS(MZ) 0.116 0.117 0.118 0.119 0.120 0.121 0.122
Ni 1 4 12 16 12 4 1
Table 6.1.: Number of NNPDF replicas per PDFs set for different values of αS
various sets of PDFs a different weight is by using a corresponding number of PDFs from
each set[83]. The number of PDFs used for the different αS sets in shown in Table 6.1.
Then the combined uncertainty on the analysed variable for NNPDF can be calculated
using Equation 6.8.
σNNPDF =
√√√√√ 1∑
Ni − 1
NαS∑
i=1
Ni∑
j=1
(Xi,j −X0)2 (6.8)
There are prescriptions how to calculate the uncertainties on the PDFs of each CTEQ,
MSTW and NNPDF individually. All groups are trying to describe the same underlying
physics, thus their results are not expected to deviate beyond the uncertainties. However,
in some cases they do differ by larger amounts, and hence there is no statistically motivated
method of combining the different results. Conservatively, the maximum deviations of the
analysed variable in both directions are used, as shown in Equation 6.9.
2 ·σPDF = max(XCTEQ + σ+CTEQ, XMSTW + σ+MSTW, XNNPDF + σNNPDF)
−min(XCTEQ − σ−CTEQ, XMSTW − σ−MSTW, XNNPDF − σNNPDF) (6.9)
A practical prescription including details of the implementation can be found in[85],
which is based on [86, 87].
In the MUSiC algorithm, the analysed variable is the number of events per class or per
bin, thus the described recipe is applied to each one, resulting in one uncertainty on the
number of events per bin. Possible deviations caused by uncertain PDF predictions are
not expected to vary strongly for neighbouring bins, but it is not possible to gauge this
effect for all possible bin combinations. Thus is it assumed that the PDF uncertainty is
fully correlated for all bins in all classes. When forming regions the PDF uncertainties on
the number of events are summed up linearly for all bins and then added in quadrature to
the total uncertainty. In each pseudo-experiment one value is drawn, which is interpreted
as the number of standard deviations, and is used in all bins to vary the prediction, e.g.
if the drawn value is 1.2σ, each bin is varied by 120 % of the calculated PDF uncertainty.
6.3.4. Jet energy scale
The measured energy of reconstructed jets does not exactly match the energy of the un-
derlying parton that caused the jet. There are fluctuations that vary in each measurement,
affecting the jet energy resolution, but the energy is also reduced systematically due to
e.g. undetected particles. These and other effects are taken into account by applying cor-
rections, which depend on the type of the jet algorithm and the position of the jet in the
detector. In 2010 these corrections are determined using simulated events exploiting the
known underlying physics of those events, then they are verified using methods based on
measured data. Nevertheless they are still not expected to provide a perfect match, and
the limited knowledge has been encoded in pT and η dependent uncertainty functions for
the jet energy scale with values between 3 and 5 %[52]. Again there is no physical reason
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for the miscalibration to be similar across the whole detector, but it is still expected to be
similar for jets that are close to each other. In the MUSiC algorithm uncertainties must
either be fully correlated or not at all, thus jet energies are assumed to deviate in the same
direction across the whole detector.
Variations of the jet energy affect the analysed kinematic variables, but can also affect
the class an event ends up in, if jets close to the cut threshold are pushed across it. Thus
the analysis is performed three times: Once with the original jets, once with the energy of
all jets increased by value given by the uncertainty functions and once with the energies
lowered by the same value. The shifted energy will cause some jets to end up in different
bins and some events to end up in different classes, when jets move across the selection
threshold. The result are three different predictions of the number of events per bin, which
are used to determine the jet energy scale uncertainty on the number of events in each bin.
As the used normal uncertainty prior needs one single value, the two uncertainties of the up
and down variations are averaged. Similarly to the PDF uncertainty, the deviation caused
by the uncertain jet energy scale is not expected to vary strongly for neighbouring bins,
thus the uncertainty is handled in the same way as the PDF uncertainty when drawing
pseudo-data.
Some of the effects that affect the jet energy measurement also affect the 6ET measure-
ment, and thus a correlated uncertainty must be applied. The objects used to calculate the
6ET can be split into clustered and unclustered energy, that is energy that is or is not part
of a jet. The uncertainty on clustered energy on the other hand is closely related to the
jet energy uncertainty. To estimate this effect, first the unclustered energy is calculated
by subtracting the transverse components of the original jets from the 6ET . Then the jets
modified by the aforementioned procedure are added back on the unclustered energy, thus
forming a new 6ET object with the effect of the jet energy scale uncertainty included. Both
uncertainties on jets and 6ET are hence strongly correlated and are treated as one single
uncertainty. The uncertainty on unclustered energy is currently not taken into account
and could be studied in future analyses.
6.3.5. Reconstruction efficiencies
The probability that a certain physics object is actually measured, reconstructed and
identified correctly by the detector, called efficiency, is usually close to, but rarely at 100%.
Additionally it may be different for measured data and simulated events, due to effects in
the detector that are not properly simulated. In simulated events the efficiency can easily
be determined by comparing to the MC truth, but there are also methods to determine it
in measured data[88, 89]. Due to the multitude of final states in MUSiC it is impossible
to correct the simulation to the measured values, thus the differences between simulated
and measured efficiencies are used as estimations for the uncertainties on the efficiencies.
The total uncertainty on NMC simulated events in a region in a class containing
6 Ni (e.g.
Ne for electrons) objects of type i (e.g. electrons) with efficiency uncertainty σi (e.g. σe for
the uncertainty on the electron efficiency) can be calculated as shown in Equation 6.10.
σ2Eff = N
2
MC ·
(
N2e ·σ2e +N2µ ·σ2µ +N2γ ·σ2γ +N2Jet ·σ2Jet
)
(6.10)
Dedicated studies found uncertainties of 4 % for muons[88], and 3 % for electrons[89, 88]
and photons[89]. The jet efficiency exceeds 99.5 %[74], and thus a small uncertainty of
1 % is assumed conservatively. The given fractions are relative to the efficiencies, e.g. an
6Here the number of reconstructed objects is used, thus it includes the effects of the inefficiency. However,
the efficiency is expected to be close to 1 and thus the effect on the uncertainty is negligible.
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uncertainty of 5 % on an efficiency of 90 % corresponds to a variation between 85.5 % and
94.5 %.
Imagine a bin in the 1µ+ 2e class containing 100 expected events. In this bin the effect
of the reconstruction efficiency uncertainty amounts to:
σEff = NMC
√
N2e ·σ2e +N2µ ·σ2µ = 100 ·
√
(2 · 0.03)2 + (1 · 0.04)2 ≈ 7.2 (6.11)
Both the efficiency for one kind of object as well as the efficiency difference between
data and simulation can vary depending on the presence of other objects, that is it can
vary between event classes. A detailed study of those variations can be performed but
is beyond the scope of this work, thus it is assumed that if the efficiency deviates by a
certain fraction, it will do so for all classes. Thus the uncertainty is treated similarly to
the aforementioned correlated uncertainties: One value is drawn for each object in each
pseudo-experiment and is then used for all classes.
6.3.6. Misidentification fraction
A certain fraction of reconstructed objects does not originate from a corresponding physical
object coming from the hard interaction, but is due to misidentified other objects or effects.
This fraction is determined by looking for appropriate MC truth objects for each kind of
reconstructed object in a cone of ∆R < 0.2, e.g. isolated electrons in the MC truth
for isolated reconstructed electrons. This definition works well for objects coming directly
from the hard interaction, e.g. muons in a DY process, but it leads to high misidentification
fractions in some processes, e.g. QCD. In this particular process a jet might e.g. consist
of only one pi0 decaying into a pair of nearly collinear photons. The resulting photon
object in the ECAL is nonetheless considered a fake, because the generated photons are
part of a jet. The behaviour of these kinds of objects depends on theoretical assumptions
that are hard to model, e.g. details of the jet showering, and thus a high uncertainty is
unavoidable. In any way not the absolute fraction is of interest for detecting deviations,
but the difference in misidentification fractions between simulation and data.
The effects of a deviating misidentification fraction are determined using a simple as-
sumption: If e.g. the electron misidentification fraction is lower by 50% in data compared
to simulation, then each simulated event containing one misidentified electron actually
corresponds to 0.5 events in data. To determine the effect of this deviation, the analysis
is run one more time7, increasing the weight of each event containing one misidentified
electron by the uncertainty on the misidentification fraction. To fully see the effects of all
individual misidentification fractions and their combinations one would need to run the
analysis a large number of times, which is unfeasible. Thus all misidentification uncertain-
ties are treated in one additional run, where all fractions are increased at the same time
by their individual uncertainty. The result is again two predictions for each bin, one corre-
sponding to the expectation value and the other one to the 1σ deviation. The uncertainty
per bin can now be calculated from both predictions. When forming regions or drawing
pseudo-data, this uncertainty is treated in a similar fashion as the PDF uncertainties.
The uncertainties on the misidentification fractions have been estimated to be 30 % for
photons[89], 50 % for muons[88] and 100 % for electrons[48]. Due to the abundance of jets
comparted to other objects, their misidentification fraction is very low and thus the effect
of the uncertainty can be neglected.
7Up and down variations are equal in the procedure.
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6.3.7. Charge misassignment
In case the charge of muons and electrons is considered at all, the assigned charge may
be wrong. For both muons and electrons this can happen at very high pT with a nearly
straight trajectory. Statistical fluctuations or systematic shifts in the tracking detectors
can cause the curvature of the reconstructed track to flip. The radiation of bremsstrahlung
of electrons in the tracker material can also cause the track to be reconstructed with a
wrong curvature.
The probability of this effect is determined similarly to the misidentification fraction,
using the MC truth. Also the uncertainty on this fraction is determined using the same
approach as used for the misidentification fraction, that is running the analysis a second
time using an increased weight for events containing leptons with the wrong charge. The
relative uncertainty on the missassignment probability used for both muons and electrons
is 50 %[90], i.e. the weight of an event containing one misassigned lepton is increased by
50 %.
6.3.8. Simulated number of events
The number n of simulated events passing the cuts does not represent the true expectation
value µ, but is itself just a sample, which will follow a Poisson distribution around µ on
repeated trials. Assuming a flat prior, the Bayesian posterior of µ based on a certain n is
again a Poisson, this time with parameter n. This posterior can now be used as a prior for
the uncertainty on n. The MUSiC p-value however can only deal with Gaussian priors,
thus the standard deviation σMC =
√
n is used as an uncertainty. These uncertainties
are independent for each bin and each simulated sample, thus the uncertainties of both
bins and samples in a region are simply added in quadrature to the total uncertainty
of the region. When drawing pseudo-data, the prediction for each sample is randomised
individually in each bin.
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The MUSiC analysis has been applied to the LHC collision data taken by CMS in 2010. In
total 8.7 · 105 measured events have been selected and are used to fill the classes. First the
classes are treated as counting experiments, that is the total number of measured events
is compared to the expected number. Then up to three kinematic distributions per class
are analysed in detail to look for deviations.
Previous results of a former version of this analysis have been published in [91].
7.1. Classes as counting experiments
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Figure 7.1.: p-value distributions of data-vs-SM (black crosses) compared to SM-vs-SM (shaded
area) for exclusive and inclusive event classes.
A total of 113 exclusive and 126 inclusive event classes contain at least one measured
event or a Standard Model expectation of more than one event. Those include final states
with up to four leptons, up to two photons and up to eight jets. The charge of the leptons
has not been taken into account, which means events containing same-sign leptons and
events containing opposite-sign leptons end up in the same class, presuming the total
number of leptons is the same. Standard Model predictions exist for all classes containing
measured events. The p-values of all classes can be found in Figure 7.1. Figures 7.2 and 7.3
show the number of measured events, SM prediction and total systematic uncertainty of the
55 exclusive and inclusive classes with the smallest p-values, i.e. whose deviations are most
significant, sorted by increasing p-value. Similar figures (C.1, C.2) for the remaining classes
and tables detailing the results can be found in Appendix C.1. The p-value distributions
of the measured data compared to the SM prediction agrees within statistical uncertainties
with the p-value distribution determined from pseudo-experiments. Thus there is no class
where the number of events deviates more from the prediction than what is expected from
statistical and systematic uncertainties. The Standard Model prediction can be considered
to be a valid description of the data within the sensitivity of MUSiC.
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Figure 7.2.: Number of events (black markers) measured by CMS, simulated number of SM events
(light shaded area) and total systematic uncertainty (dark bars) of the 55 most
significant exclusive classes, sorted by p-value, which is displayed on the right.
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Figure 7.3.: Number of events (black markers) measured by CMS, simulated number of SM events
(light shaded area) and total systematic uncertainty (dark bars) of the 55 most
significant inclusive classes, sorted by p-value, which is displayed on the right.
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7.2. Detailed scans of kinematic distributions
Even in classes where the total number of events agrees, the shape of the distribution of
the kinematic variables might be in disagreement to the prediction. This can be the case
because either the bulk of the distribution is correctly described, hiding deviations in areas
with lower number of events, e.g. in the high energy regions. Or because events are moved
with respect to the kinematic variables, without changing the overall number of events.
Both effects can be detected using detailed scans of the kinematic distributions.
7.2.1. Sum of transverse momenta
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Figure 7.4.: Distributions of p˜ of data-vs-SM (black crosses) compared to SM-vs-SM (shaded
area) for the
∑
pT variable of exclusive and inclusive classes.
The sum of transverse momenta can be calculated for all classes, thus all distributions
from the 113 and 126 classes of the previous section are analysed. However, in some
distributions all considered regions are skipped due to the requirement of a deviation of
at least three times the systematic uncertainty, and thus no p-value has been calculated.
These classes do not show up in the p˜ distributions, but they are listed in the tables in
Appendix C.2.1.
Figure 7.4 shows the p˜ distribution of all exclusive and all inclusive classes. The distribu-
tion of significance observed in data agrees within uncertainties with the SM expectation,
expect for the bin 0.0032 < p˜ < 0.01 of the exclusive classes, where one class is expected,
but four are observed. In about 3%1 of all MC pseudo-experiments four or more classes
with p˜ < 0.01 can be observed, thus the deviating classes are worth a look, which is done
later in this section. Thus not only the total number of events per class is consistent with
the SM prediction, as shown in the previous section, but also the
∑
pT distributions agree
within statistical and systematic uncertainties.
Figures 7.5, 7.6 and 7.7 show some distributions that are dominated by W boson, γ+jets
and tt¯production and can hence be used to verify the SM predictions. These plots contain
the following information:
• The name of the event class, the calculated p-value for the selected region and the p˜
of this region taking into account the Look-Elsewhere Effect at the top of the plot.
1(2.8± 1.2)% due to the limited number of completely diced pseudo-experiments
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Figure 7.5.: pT distribution of the leading muon in exclusive and inclusive single muon classes.
 / GeV
T
 pΣ
100 150 200 250 300
Ev
en
ts
 / 
10
 G
eV
-110
1
10
210
310
 excl.γClass: 1 =0.00667
data
p =0.125p~
L dt = 36.1 / pb∫
Data
+Jetsγ
Multi-jet
W+Jets
Drell-Yan
Di-Boson
tt
BG uncert
 / GeV
T
 pΣ
0 100 200 300 400 500 600
Ev
en
ts
 / 
10
 G
eV
-110
1
10
210
310
410
 incl.γClass: 1 =0.296
data
p =0.821p~
L dt = 36.1 / pb∫
Data
+Jetsγ
Multi-jet
Drell-Yan
W+Jets
Di-Boson
tt
Upsilon
BG uncert
Figure 7.6.: pT distribution of the leading photon in exclusive and inclusive single photon classes.
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Figure 7.7.:
∑
pT distribution of tt¯ dominated classes.
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Figure 7.8.: Second most significant exclusive and most significant inclusive class.
• The integrated luminosity and the kinematic variable at the bottom of the plot.
• The Region of Interest indicated by the two dashed blue lines.
• The number of measured events per 10 GeV (black markers) and the SM prediction
(stacked coloured bars).
• The total systematic uncertainty of the SM expectation (grey shaded area).
Figure 7.5 shows the pT distribution of the exclusive and inclusive single muon class,
which is equivalent to the pT of the leading muon. These distributions are dominated by
W-boson production, and the data are well described by the SM simulation, resulting in
p˜ values close to 1.
In Figure 7.6 comparable distributions for photons are shown, which exhibit a particular
feature of the current selection algorithm affecting inclusive classes: If no lepton passes the
trigger thresholds, the photon needs at least 90 GeV for the event to be selected. But in
case a lepton did pass the trigger threshold, a lower pT of at least 25 GeV is enough for the
photon to enter the inclusive distribution. This causes the step at 90 GeV in the inclusive
distribution. In the exclusive distribution no other selected objects are allowed and thus
no lepton can pass the trigger threshold, so there are no events below 90 GeV. Compared
to the muons in Figure 7.5 the photon distribution deviates further from the mean SM
expectation, but this can be explained by the inferior LO knowledge of the Photon+Jets
prediction compared to the NNLO prediction of the W-boson production. However, this
inferior knowledge has been taken into account in the systematic uncertainties, and the
measured number of events agrees with the expectation within uncertainties.
In a class with two leptons of different flavor, two jets and missing energy the tt¯ produc-
tion process can easily be discerned from the other SM processes, as shown in Figure 7.7.
The inclusive class contains about 30% more events than the exclusive class. In both the
inclusive and exclusive class the measured data are well described by the SM prediction
and no significant deviation is observed.
Figures 7.8 and 7.9 show the two most significant exclusive and inclusive distributions.
The 2γ + 1jet class shown in Figure 7.8 shows up with a similar significance both in the
inclusive and exclusive case. A close look reveals that both regions of interest contain the
same events, in other words the deviating events do not contain any additional selected
objects. Just the higher number of expected events in the inclusive distribution leads to
a slightly reduced significance. A similar, though less obvious effect can be observed in
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Figure 7.9.: Most significant exclusive and second most significant inclusive class.
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Figure 7.10.: Inclusive classes containing events from the exclusive class in Figure 7.9
Figure 7.9, where the region of interest of the inclusive 1e+ 1µ+ 1jet + 6ET class contains
the same 4 events (plus two more) as the exclusive 1e+1µ+3jet+ 6ET class. However, due
to the two jets that are not part of the calculation in the inclusive class, the determined
pT sum is smaller. Figure 7.10 shows two other inclusive classes that contain the events
from the exclusive class in question. Again the same four events are selected, in case of
the inclusive 1e + 1µ + 3jet + 6ET even precisely the same region of interest. This is one
example for why inclusive classes put up statistical difficulties, as four unexpected events
cause deviations in at least three classes.
Figure 7.11 shows two more exclusive classes with a small p-value. The single event in
the 4µ class might be a statistical fluctuation which needs to be checked when more data
is available. The 1µ + 2γ + 6ET class on the other hand is a typical case of a class that
lacks a decent SM prediction due to a limited number of simulated events. A p-value can
be calculated using the uncertainty filling algorithm, but to make a statement about this
deviation more data and more simulated events are needed in a future analysis.
7.2.2. Combined mass
The combined mass can only be calculated in classes containing at least two objects, thus
the 1µ, 1e and 1γ classes are excluded, and the number of analysed exclusive and inclusive
classes drops to 110 and 123, respectively. In events with 6ET above the selection threshold
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Figure 7.11.: Two of the four most significant exclusive classes
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Figure 7.12.: Distributions of p˜ of data-vs-SM (black crosses) compared to SM-vs-SM (shaded
area) for the combined mass variable of exclusive and inclusive classes.
the z components is ignored when the mass is calculated, which is then called transverse
mass. As shown in Figure 7.12 the distribution of p˜ agrees with the SM prediction within
uncertainties. Details can be found in Appendix C.2.2.
Again a number of distributions dominated by individual physics processes, here Drell-
Yan, can be checked to verify the prediction. Figure 7.13 shows the combined mass of the
two leading muons in the exclusive class without additional selected objects and in the
inclusive class with potentially more selected objects. Due to the NNLO prediction and
the low misidentification rate of muons the prediction has small uncertainties and describes
the data very well. The small differences between the exclusive and inclusive distribution
show that the inclusive class is dominated by exclusive events. This effect also explains
the selection of very similar regions of interest in the 2e classes shown in Figure 7.14:
A deviation in the exclusive events that is also visible in the inclusive distribution. The
higher misidentification rate of electrons causes a higher fraction of multi-jet events in the
class and thus higher uncertainties in the mass ranges away from the Z-peak.
Even if the p˜ distribution agrees with the expectations, it is still wise to have a look at
the most significant classes to validate the method. Figure 7.15 shows the most significant
exclusive and inclusive classes. The most significant exclusive class is the same as in the
pT sum distribution, and also looks very similar to this distribution, which shows the
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Figure 7.13.: Two-muon mass of the DY dominated exclusive and inclusive 2µ classes.
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Figure 7.14.: Two-electron mass of the DY dominated exclusive and inclusive 2e classes.
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Figure 7.15.: Most significant exclusive and inclusive class in the combined mass distribution.
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Figure 7.16.: Second most significant exclusive and inclusive class in the combined mass distri-
bution.
strong correlation between pT sum and mass if many objects are in the events. It also
underlines the difficulties in the statistical interpretation of the relation of deviations in
multiple distributions in one class. Here the fact that the deviation can be seen in both
the pT sum and in the mass is not a sign for increased significance, because the deviation
is caused by the same four events. The second most significant exclusive class and the two
most significant inclusive classes are compatible with statistical fluctuations, consistent
with the agreement in the p˜ distribution.
7.2.3. Missing transverse energy
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Figure 7.17.: Distributions of p˜ of data-vs-SM (black crosses) compared to SM-vs-SM (shaded
area) for the 6ET variable of exclusive and inclusive classes.
Most classes exist with and without 6ET , thus 51 classes containing 6ET have been
analysed. The p˜ distributions in Figure 7.17 show some deviations slightly beyond the
uncertainties, which are worth a closer look.
Some classes, which are expected to contain large 6ET , can be checked to verify that the
Standard Model is a good description in general. Figure 7.18 shows the 6ET distribution of
the exclusive and inclusive 1µ+ 6ET classes, which is dominated by W boson production.
In contrast to all previously shown distributions the region of interest in the inclusive class
64
7.2. Detailed scans of kinematic distributions
MET / GeV
0 50 100 150 200 250
Ev
en
ts
 / 
10
 G
eV
-210
-110
1
10
210
310
410
510
+MET excl.µClass: 1 =0.0374
data
p =0.801p~
L dt = 36.1 / pb∫
Data
W+Jets
Drell-Yan
Multi-jet
Di-Boson
tt
Upsilon
+Jetsγ
BG uncert
MET / GeV
0 100 200 300 400 500 600
Ev
en
ts
 / 
10
 G
eV
-210
-110
1
10
210
310
410
510
+MET incl.µClass: 1 =0.142
data
p =0.995p~
L dt = 36.1 / pb∫
Data
W+Jets
Drell-Yan
Multi-jet
tt
Di-Boson
Upsilon
+Jetsγ
BG uncert
Figure 7.18.: 6ET of 1µ + 6ET classes, which are dominated by W boson production. The region
of interest of the inclusive class, which in this case selects a deficit, runs from the
blue line to the end of the distribution.
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Figure 7.19.: 6ET of the tt¯ dominated 1e+ 1µ+ 2jets + 6ET classes.
contains a deficit of events, which is the reason why it runs from the visible blue line to
the end of the distribution. In this region 2.1 ± 0.5 events are expected but none has
been seen. This deviation however is not significant and the data are well described by
the SM prediction. The previously shown 1e + 1µ + 2jets + 6ET events are mostly from
tt¯ production with fully-leptonic decays. Thus a significant 6ET is expected, which can
be seen in Figure 7.19. One can see that not only the pT sum as shown before is well
described, but also the 6ET distribution.
As one can see in Appendix C.2.3, the majority of the deviating classes in the 6ET variable
are classes of the type 2µ + N jets + 6ET . Figures 7.20 and 7.21 show some examples. It
appears the significance of the deviation drops with increasing number of jets, which is
equivalent to an increasing fraction of tt¯ events. A similar, though less prominent effect
can be seen in the comparable electron classes, e.g. Figure 7.22, but in the mixed-flavour,
tt¯ dominated classes (Figure 7.23) no deviation can be seen. This suggests that events
containing real 6ET (that is tt¯) are less affected than DY events, which are not supposed
to contain physical 6ET . Presumably the pile-up simulation (see Section 4.2.2) used by
CMS is thus not perfect, causing less additional 6ET than measured. This can be studied
in future analyses using more data.
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Figure 7.20.: Deviating 6ET distribution in the 2µ+ 1jet + 6ET classes
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Figure 7.21.: Deviating 6ET distribution in the 2µ+ 2jets + 6ET classes
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Figure 7.22.: Electron distributions comparable to the deviating 2µ+ 2jets + 6ET classes
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Figure 7.23.: Mixed-flavour lepton classes comparable to the deviating 2µ+ 2jets + 6ET classes
7.2.4. Conclusions
In all three analysed kinematic distributions (
∑
pT , combined mass and 6ET ) the SM
prediction agrees with the measured data within statistical and systematic uncertainties.
The most significant deviations need to be studied in future incarnations of this analysis
using more data and further insights in detector understanding and SM prediction.
7.3. Charge analysis
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Figure 7.24.: P-value distributions of data-vs-SM (black crosses) compared to SM-vs-SM (shaded
area) for exclusive and inclusive event classes, taking into account the total charge
of the leptons.
In this section the lepton charge is considered when assigning events to classes. The
absolute charge sum of all leptons is used as an additional parameter to define the class, e.g.
same-sign di-muon events end up in the 2µ[2Q] class, while opposite-sign di-muon events
end up in the 2µ[0Q] class. Figure 7.24 shows the p˜ distributions obtained taking the
charge into account. The distributions agree within uncertainties with the distributions
of Section 7.1. Similarly the p˜ distributions when analysing the kinematic variables in
detail, Figures 7.25, 7.26 and 7.27, agree with the charge-agnostic analysis results shown
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Figure 7.25.: Distributions of p˜ of data-vs-SM (black crosses) compared to SM-vs-SM (shaded
area) for the
∑
pT variable of exclusive and inclusive classes, taking into account
the total charge of the leptons.
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Figure 7.26.: Distributions of p˜ of data-vs-SM (black crosses) compared to SM-vs-SM (shaded
area) for the combined mass variable of exclusive and inclusive classes, taking into
account the total charge of the leptons.
in Figures 7.4, 7.12 and 7.17.
Figures 7.28 and 7.29 show some typical examples of classes where the SM simulation
predicts mostly opposite-sign leptons. It is obvious that the charge misidentification rate
is much higher for electrons than muons. Figure 7.30 on the other hand shows a class
where the number of opposite-sign and same-sign lepton events is in the same order of
magnitude. The opposite-sign events are mostly tt¯, that is both leptons come directly
from the hard interaction. The same-sign events on the other hand are mostly W-boson
production, which means that one lepton comes from the W boson, but the other one
comes from associated jets. Thus there is no charge correlation between the two leptons
and same-sign events can occur.
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Figure 7.27.: Distributions of p˜ of data-vs-SM (black crosses) compared to SM-vs-SM (shaded
area) for the 6ET variable of exclusive and inclusive classes, taking into account the
total charge of the leptons.
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Figure 7.28.: Combined mass of the 2µ class with opposite-sign and same-sign muons.
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Figure 7.29.: Combined mass of the 2e class with opposite-sign and same-sign electrons.
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Figure 7.30.: 6ET distribution of the 1e+1µ+ 6ET class with opposite-sign and same-sign leptons.
7.3.1. Conclusions
To look for deviations in the lepton charge behaviour, classes containing multiple leptons
are split into multiple classes depending on the total charge of the observed leptons. The
SM prediction agrees within statistical and systematic uncertainties with the measured
data. The observed p˜ distributions are compatible with those obtained in the charge-
unaware analysis.
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8. Sensitivity examples
To claim the absence of a certain type of signal the analysis in question needs to be sensitive
to this kind of signal. Proving this is straightforward for a conventional analysis: Use a
MC generator capable of generating events containing this signal, put it through the same
simulation as the SM prediction, apply the analysis, and verify that a significant deviation
with respect to the SM prediction is visible. Given the generalised sensitivity of a model
independent analysis it is not feasible to check the sensitivity for all possible deviations.
However, a procedure similar to a dedicated analysis can be used to determine whether the
analysis is sensitive to certain benchmark signals. The sensitivity studies presented here
use only exclusive classes, in order to allow a more straightforward statistical interpretation
of the results.
8.1. Incomplete Standard Model
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Figure 8.1.: Distributions of p˜, without tt¯ in the list of SM backgrounds.
One way to check the sensitivity for deviations from the Standard Model is to purposely
use a modified Standard Model known to be wrong, e.g. with missing processes that are
known to exist. Figure 8.1 shows the p˜ distribution in case the tt¯ process is not in the list
of SM backgrounds. One can see a generalised tendency towards a higher-than-expected
significance with some classes exceeding three or even four σ. As indicated, the classes
deviating most are those including fully leptonic top decays, that is precisely the processes
that should be visible to MUSiC given the selection that is used. The two most significant
classes can be seen in Figure 8.2.
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Figure 8.2.: Distributions of
∑
pT of the most and second most significant class, without tt¯ in
the list of SM backgrounds.
8.2. Beyond the Standard Model
Simulated signals of physics processes beyond the Standard Model can be used in pure
simulation studies to determine the sensitivity of MUSiC to certain deviations. There
are no obvious reasons to pick one or the other BSM model, but some of them are often
studied, of which a subset will be used here.
Obviously there are no measured data for BSM processes, thus the procedures in Sec-
tion 6.1.2 must be modified to determine the expected significance. Similar to what is
described in Section 6.1.3, pseudo-data are generated using the SM expectation, but this
time including the BSM process of choice. These pseudo-data are compared to the SM
prediction to determine the region of interest and its significance. A sufficiently high num-
ber, e.g. 100, of full sets of pseudo-data can then be used to find the median p-value for
each class. This information is useful to determine the expected data distribution in a
single class presuming the chosen BSM model is true. Thus a hypothetical real measure-
ment is expected to yield either a higher or a lower significance with equal probability. To
get the expected p˜ distribution the individual p˜ distributions containing all classes of one
complete pseudo-experiment are averaged, similar to how the expected p˜ distribution of
the background is determined in Section 6.1.4.
Given a certain BSM process, cross section, and integrated luminosity, it is now pos-
sible to judge whether MUSiC would have been able to detect this signal or not at this
luminosity. With fixed model parameters and cross sections the minimal luminosity for a
significant deviation can be determined. Similarly a fixed luminosity allows to determine
the regions in parameter space that promise a significant deviation. In the following sec-
tions at least one class showing a median p˜ of around or less than 10−4 is considered a
significant deviation.
The plots of the kinematic distributions are similar to those in Section 7.2, with some
notable exceptions:
• The red line shows the expected distribution taking both SM background as well as
the chosen signal.
• The printed p-value is the median value described before.
• The printed p˜ is associated to the median p-value.
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Figure 8.3.: Expected p˜ distributions taking Z ′ as a possible BSM signal.
• The black markers show one possible CMS measurement presuming the chosen signal
describes nature. This outcome has been selected to be the one that yielded the
median p-value.
8.2.1. Heavy vector bosons
Simulated samples involving hypothetical heavy neutral vector bosons, usually called Z ′,
have been produced with various masses, of which 500 GeV, 750 GeV and 1000 GeV have
been used here. The samples have been restricted such that the Z ′ can only decay into
electrons and muons. For those samples the cross sections times branching ratios calculated
by PYTHIA are 4.0 pb, 0.84 pb and 0.18 pb, respectively. The luminosities at which at
least one class is expected to exceed a median significance of 10−4 has been estimated with
MUSiC to be 5 pb−1 for a mass of 500 GeV, 50 pb−1 for a mass of 750 GeV, and 400 pb−1
for a mass of 1000 GeV. Thus with the luminosity of 2010 MUSiC is expected to be
sensitive to Z ′ with a mass of 500 GeV, with a bit of luck to a mass of 750 GeV, but not to
a mass of 1000 GeV, which is close to the limit[92] of dedicated analyses. Figure 8.3 shows
the expected p˜ distributions of the various signal samples at their respective luminosities.
An excess of classes with high significance can be observed. In this and all following p˜
distributions the last bin includes the overflow, e.g. for the 500 GeV Z ′ about one class
is expected to show a p˜ of 3.2 · 10−6 or less. Figure 8.4 shows the di-lepton mass in the
exclusive di-muon and di-electron classes. The di-muon spectrum provides a clear signal,
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Figure 8.4.: Mass distributions in the two-lepton classes with a 500 GeV Z ′ as possible BSM
signal.
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Figure 8.5.: Mass distributions in the two-muon classes with a 750 GeV and 1000 GeV Z ′ as
possible BSM signals.
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Figure 8.6.: Expected p˜ distributions for excited electrons and muons as possible BSM signals.
while the di-electron spectrum is negatively affected by the higher jet-to-electron fake rate,
allowing some multijet background to pass the selection. In both cases it can be seen that
the SM prediction for such high masses becomes spurious, which is even more obvious in
Figure 8.5. The uncertainty filling algorithm (see Section 6.2.4) still allows to calculate a
p-value, however the calculated values should be considered with care. It still means that
such a deviation would have been seen by MUSiC, but in this case special SM samples
would be needed to be generated to allow a detailed analysis.
8.2.2. Excited leptons
The heavy vector bosons served as an example for searching for the minimal integrated
luminosity needed to be sensitive to a certain model. In contrast models with excited
leptons have two free parameters: The mass M and a scale Λ which only affects the cross
section. Thus it is possible to look for the range of Λ at a given integrated luminosity where
the analysis is sensitive. While lepton universality has been assumed in the Z ′ models,
equally treating decays into electrons and muons, it is assumed that the existence of a
composite muon does not also mean that the electron is not fundamental and vice versa.
Figure 8.6 shows the expected p˜ distributions for excited electrons and muons, respectively.
Both excited electrons and excited muons can be detected at 36 pb−1 if the cross section
exceeds 0.3 pb, which is equivalent to a scale Λ < 2950 GeV. Thus in contrast to the
Z ′, electrons and muons are equally sensitive in the search for excited leptons. Dedicated
analyses obtained limits[88] of 0.19 pb electrons and 0.16 pb for muons. Similar to the
effect seen in the higher mass Z ′ analyses, the predicted significances need to be considered
with care, because they are based on the results of the uncertainty filling algorithm (see
Section 6.2.4), which can be seen in Figures 8.7 and 8.8. Surprisingly, the most significant
class with the excited muon signal is not 2µ + 1γ but 2µ + 1γ + 6ET , though no real 6ET
is expected in these events. This effect cannot be observed in the excited electron events.
Thus it is probably caused by the decreasing resolution of the momentum measurement
at increasing pT , causing an imbalance between the two muons.
8.2.3. mSUGRA
Both Z ′ and excited lepton models are examples where the final state signature is clear and
thus a single class or maybe a few classes are expected to deviate from the SM prediction.
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Figure 8.7.: Two classes with the highest expected significance taking excited muons as a possible
BSM signal.
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Figure 8.8.: Two classes with the highest expected significance taking excited electrons as a
possible BSM signal.
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Figure 8.9.: Expected p˜ distributions for mSUGRA LM0 and LM2 at 36 pb−1 and 500 pb−1,
respectively.
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Figure 8.10.: With the mSUGRA LM0 signal, classes with one lepton, four jets and 6ET show the
highest median significance.
In mSUGRA on the other hand the signatures are less constrained and deviations can be
expected in a large number of final states, but these deviations are not necessarily very
strong. Figure 8.9 shows the expected p˜ distributions taking the mSUGRA benchmark
points LM01 and LM22 with integrated luminosities of 36 pb−1 and 500 pb−1, respectively.
Taking LM0, one can see not only one class expected to deviate strongly, but a generalised
excess of classes with an increased, but not necessarily very high significance. In Figure 8.9
the two classes with the highest median significance expected when taking LM0 as signal
are shown. Both classes are on average not expected to deviate strongly, which is true for
all other lepton+jets+ 6ET classes as well. But there are enough classes where LM0 can
show up that the total number of classes expected to exceed three standard deviations is
still about three. These classes are similar to the final states used by dedicated mSUGRA
analyses.
The other p˜ distribution shown in Figure 8.9 is an example for a signal MUSiC is not
able to detect even at an integrated luminosity of 500 pb−1.
1m0 = 200 GeV, m1/2 = 160 GeV, tanβ = 10, sgn(µ) = +, A0 = −400
2m0 = 185 GeV, m1/2 = 350 GeV, tanβ = 35, sgn(µ) = +, A0 = 0
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8.2.4. Sensitivity studies conclusions
It has been shown in this section that MUSiC is able to detect and successfully tag devi-
ations e.g. caused by missing SM backgrounds. It is also sensitive to certain kinds of new
physics signals, but it is usually not able to compete with dedicated searches. This under-
lines the conclusions of the scans of 2010 LHC data, showing no significant deviations.
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To the greatly increased integrated luminosity of 4.7 fb−1 of the 2011 LHC run made the
analysis more challenging, e.g. due to higher pile-up or the introduction of SM process
with small cross sections which have not been simulated properly. While most of these
difficulties have been solved at end of 2011, some still affect a number of classes, causing
deviations. Thus a full scan of the 2011 data is not yet feasible, however it is still possible
to have a look at some classes, particularly those with large deviations in 2010 data.
Besides the obvious differences between 2010 and 2011 caused by much more data, there
are also differences e.g. caused by changed trigger thresholds, thus the results are not
always comparable. Only the muon and electron triggers were used, hence only classes
containing at least one muon or electron can be analysed. The muon and electron trigger
thresholds has been raised to 32 GeV and 82 GeV, respectively.
Two of the deviating
∑
pT distributions in 2010 are shown in comparison to 2011 in
Figures 9.1 and 9.2. In contrast to the results obtained in 2010, the deviations are of very
little significance, as visible in the p˜ values of 0.93 and 0.63, respectively. This means
that deviations in 2010 were either just statistical fluctuations, or the underlying cause
has been eliminated by improved detector understanding or other technical changes in the
CMS software. Similarly, the deviation in the combined mass distribution of the exclusive
1e+1µ+3Jets+ 6ET class, correlated to the
∑
pT distribution in Figure 9.2, is not present
in 2011 anymore, as shown in Figure 9.3. And finally Figures 9.4 and 9.5 show that the
deviations in the 2µ+N jets + 6ET classes vanished as well.
In conclusion, some of the most significant deviations in the 2010 data cannot be ob-
served in the 2011 data anymore. Other deviations and those which have been introduced
by the increased integrated luminosity need to be studied in future analyses.
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Figure 9.1.: pT distributions of the exclusive 4µ class containing 2010 and 2011 data. This class
shows large deviations in 2010, but little deviations in 2011.
79
9. Preview 2011
 / GeV
T
 pΣ
0 200 400 600 800 1000 1200
Ev
en
ts
 / 
10
 G
eV
-310
-210
-110
1
10
+3jet+MET excl.µClass: 1e+1 =0.000104
data
p =0.00355p~
L dt = 36.1 / pb∫
Data
tt
W+Jets
Drell-Yan
Di-Boson
+Jetsγ
BG uncert
2010
 / GeV
T
 pΣ
0 200 400 600 800 1000 1200 1400 1600 1800
# 
ev
en
ts
 / 
10
 G
eV
-210
-110
1
10
210
+3jet+MET excl.µClass: 1e+1 =0.073datap =0.926p
~
L = 4.7 / fb∫
Data
tt
W+Jets
Drell-Yan
Multi-Boson
+Jetsγ
BG uncert
2011
Figure 9.2.: pT distributions of the exclusive 1e+1µ+3Jets+ 6ET class containing 2010 and 2011
data. This class shows large deviations in 2010, but little deviations in 2011.
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Figure 9.3.: Combined mass distributions of the exclusive 1e+ 1µ+ 3Jets + 6ET class containing
2010 and 2011 data. This class shows large deviations in 2010, but little deviations
in 2011.
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Figure 9.4.: 6ET distributions of the 2µ + 1Jet + 6ET class containing 2010 and 2011 data. This
classes was one of the most significant classes in 2010 data.
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Figure 9.5.: 6ET distributions of the 2µ + 2Jets + 6ET class containing 2010 and 2011 data. This
classes was one of the most significant classes in 2010 data.
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10. Conclusion
The implementation and results of the Model Unspecific Search in CMS (MUSiC) using
the 2010 CMS data have been presented. Taking into account systematic uncertainties,
automatic scans of a large number of event classes have been performed to compare the
measured data to the Standard Model predictions. An event class is defined by a number
of objects (muons, electrons, photons, jets and 6ET ) and includes all events containing
these object. Events and objects are selected using robust criteria. Besides considering
the event classes as counting experiments, detailed scans of kinematic distributions have
been performed as well, to reveal deviations in the shape of the kinematic distributions. To
calculate the significance of the identified deviations, the systematic uncertainties and the
Look-Elsewhere Effect have been considered. No deviations beyond expected statistical
and systematic effects have been observed. To evaluate the sensitivity of the analysis to
certain kinds of new physics or other types of deviations, simulation studies have been
performed.
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Appendix A.
Miscellaneous
A.1. Coordinate system
The coordinated system used by CMS is centred on the nominal interaction point. The
x axis points inwards to the centre of LHC and the y axis vertically upwards. The z axis
thus points in the direction of the counterclockwise rotating beam. The azimuthal angle
φ starts at the x axis and the polar angle θ at the z axis. The pseudorapidity is defined
as η = − ln(tan(θ/2)).
A.2. Shower shape variable
The spread of energy in η in the cluster of ECAL crystals being part of an electron or
photon object can be quantified with[93]:
σ2iηiη =
5×5∑
i
wi(ηi − η5×5)2
5×5∑
i
wi
(A.1)
with i running over all crystals in a 5x5 matrix around the seed crystal, ηi being the η
position of the ith crystal, and η5×5 the energy weighted mean of the η positions of all
crystals in the matrix. The weights are defined as wi = 4.2 + ln
(
Ei
E5×5
)
.
However, this variable turned out to be unstable near the cracks of the ECAL and needs
different thresholds for different parts of the detector[94, 95]. Thus a slightly different
variable σiηiη[93] is used, which does not employ the actual η position of the crystals, but
instead just enumerates them starting from η = 0, which is equivalent to using an average
crystal width.
A.3. Resolution and region width
A simple, but illustrative example for a possible deviation MUSiC should be able to detect
is a normal distributed signal above a flat background, as shown in Figure A.1(a). Using
the number of expected signal events S and background events B in the indicated region,
one can calculate the estimated significance Z = S/
√
B. One can now calculate the
expected significance depending on the region width in units of standard deviations of the
signal distribution, as shown in Figure A.1(b). The absolute normalisation of signal and
background changes the scale of the vertical axis, but does not change the general shape.
Ideally a single bin with a width of 3σ is centred on the deviation, as shown in Fig-
ure A.1(a). However, if the deviation is split between two bins, a total region width of
6σ results in a greatly reduced significance. The difference in significance between the
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centred and the split case decreases with decreasing bin size. A reasonable compromise is
a bin width equal to the standard deviation, which is used in MUSiC. In the centred case
the significance is still maximal, while in the split case a region of either 2 or 4 standard
deviations can be chosen by the algorithm, both avoiding too large drops in significance.
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Figure A.1.: A normally distributed signal (red) in front of a flat background (blue). The ex-
pected measurement, signal and background combined, is shown in black. The green
lines indicate a Region of Interest centred on the signal. Figure (b) shows the ex-
pected significance depending on the region width in units of standard deviations
of the signal distribution.
A.4. Object resolutions
The estimated resolutions of the considered physics objects have been collected from var-
ious sources. Those resolutions are not critical for this analysis, as they are only used to
determine the bin width. Also they are only used as the input for rough estimations, thus
they do not need to be very precise.
Muons
A detailed study of the expected muon resolution based on simulations can be found
in [96]. Based on the top left plot in Figure 2 of [96], the following function is used:
σpT
pT
=
(
1.6 + 0.015 · pT
GeV
)
% (A.2)
Electrons and photons
In this analysis only the ECAL measurement is used to determine the electron energy and
thus the resolution is similar to those of photons, which are based solely on the ECAL. For
both objects the equation and numbers of page 16 of [97] are used, which are compatible
to test-beam measurements:
σ2E = 3.88 · 10−2 GeV2 + 6.25 · 10−4 GeV ·E + 2.704 · 10−5 ·E2 (A.3)
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Jets
The resolution of jets depends not only on the energy, but also on the rapidity. Conser-
vatively, the worst case (2 < η < 2.5) of Table 4 in [98] in conjunction with Equation 7
of [98] is used: (
σpT
pT
)2
=
(
1.05 GeV
pT
)2
+ 0.218 ·
( pT
GeV
)−0.81
(A.4)
Missing transverse energy
The 6ET resolution is expected to be proportional to the square-root of the total
∑
pT of
the events. The following function has been fitted approximately to the values in Figure 11
of [99]:
σ 6ET = 0.567 ·
√∑
pT
GeV
·GeV (A.5)
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Appendix B.
Standard Model samples
Process Events Cross section
W → lν + Jets 15 M 31 nb
Table B.1.: Details of the simulated W sample. Cross section is NNLO. Generator is MadGraph.
Process Generator M(ll) pT (ll) Events Cross section
DY → µµ PYTHIA 2 – 10 – 1 M 94 nb
DY → ll + Jets MadGraph 10 – 50 – 178 k 413 pb
DY → ll + 0Jets Alpgen > 50 – 1.4 M 2.4 nb
DY → ll + 1Jet Alpgen > 50 0 – 100 300 k 471 pb
DY → ll + 1Jet Alpgen > 50 100 – 300 265 k 11 pb
DY → ll + 1Jet Alpgen > 50 300 – 800 110 k 91 fb
DY → ll + 1Jet Alpgen > 50 800 – 1600 33 k 170 ab
DY → ll + 2Jets Alpgen > 50 0 – 100 118 k 128 pb
DY → ll + 2Jets Alpgen > 50 100 – 300 129 k 11 pb
DY → ll + 2Jets Alpgen > 50 300 – 800 109 k 142 fb
DY → ll + 2Jets Alpgen > 50 800 – 1600 11 k 374 ab
DY → ll + 3Jets Alpgen > 50 0 – 100 55 k 28 pb
DY → ll + 3Jets Alpgen > 50 100 – 300 55 k 4.9 pb
DY → ll + 3Jets Alpgen > 50 300 – 800 54 k 103 fb
DY → ll + 3Jets Alpgen > 50 800 – 1600 11 k 306 ab
DY → ll + 4Jets Alpgen > 50 0 – 100 44 k 5.7 pb
DY → ll + 4Jets Alpgen > 50 100 – 300 44 k 1.6 pb
DY → ll + 4Jets Alpgen > 50 300 – 800 11 k 49 fb
DY → ll + 4Jets Alpgen > 50 800 – 1600 11 k 172 ab
DY → ll + 5Jets Alpgen > 50 0 – 100 11 k 1.4 pb
DY → ll + 5Jets Alpgen > 50 100 – 300 11 k 588 fb
DY → ll + 5Jets Alpgen > 50 300 – 800 11 k 24 fb
DY → ll + 5Jets Alpgen > 50 800 – 1600 11 k 89 ab
Table B.2.: Details of the simulated DY samples. Cross sections are NNLO for M > 50 GeV,
otherwise LO with k-factor of 1.24.
Process Events Cross section
tt¯+ Jets 1.1 M 165 pb
Table B.3.: Details of the simulated tt¯samples. Cross section is NNLL. Generator is MadGraph.
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Process Generator Events Cross section
W +W PYTHIA 2 M 43 pb (NLO)
W + Z PYTHIA 2.2 M 18 pb (NLO)
Z + Z PYTHIA 2.1 M 5.9 pb (NLO)
W/Z + γ + Jets MadGraph 2.2 M 173 pb (LO)
Table B.4.: Details of the simulated di-boson samples.
Process Events Cross section
Υ(1S)→ ee 183 k 6 nb
Υ(1S)→ µµ 2.3 M 7.4 nb
Υ(2S)→ ee 220 k 4.3 nb
Υ(2S)→ µµ 1.1 M 1.9 nb
Υ(3S)→ ee 112 k 1.2 nb
Υ(3S)→ µµ 938 k 1 nb
Table B.5.: Details of the simulated Υ samples. Cross sections are measured (µµ) or LO with
k-factor (ee). Generator is PYTHIA.
Process pT (partons) Events Cross section
standard QCD 0 – 5 550 k 47 mb
standard QCD 5 – 15 1.6 M 37 mb
standard QCD 15 – 30 5 M 810 µb
standard QCD 30 – 50 3 M 50 µb
standard QCD 50 – 80 2.7 M 5.5 µb
standard QCD 80 – 120 2.6 M 642 nb
standard QCD 120 – 170 2.4 M 93 nb
standard QCD 170 – 300 3.1 M 23 nb
standard QCD 300 – 470 3 M 1.1 nb
standard QCD 470 – 600 1.9 M 67 pb
standard QCD 600 – 800 1.8 M 15 pb
standard QCD 800 – 1000 2 M 1.8 pb
standard QCD 1000 – 1400 1 M 319 fb
standard QCD 1400 – 1800 980 k 10 fb
standard QCD > 1800 508 k 346 ab
BC→EM enriched QCD 20 – 30 2.2 M 130 nb
BC→EM enriched QCD 30 – 80 1.9 M 131 nb
BC→EM enriched QCD 80 – 170 957 k 8.6 nb
EM enriched QCD 20 – 30 37 M 2.4 µb
EM enriched QCD 30 – 80 42 M 3.8 µb
EM enriched QCD 80 – 170 7.9 M 137 nb
µ enriched QCD 15 – 20 2.7 M 1.5 µb
µ enriched QCD 20 – 30 11 M 1.2 µb
µ enriched QCD 30 – 50 11 M 578 nb
µ enriched QCD 50 – 80 11 M 144 nb
µ enriched QCD 80 – 120 833 k 29 nb
µ enriched QCD 120 – 150 949 k 4.4 nb
µ enriched QCD > 150 923 k 2.8 nb
Table B.6.: Details of the simulated QCD samples. Cross sections are LO. Generator is PYTHIA.
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Process pT (γ) Events Cross section
γ+Jets 0 – 15 1 M 84 µb
γ+Jets 15 – 30 1 M 172 nb
γ+Jets 30 – 50 1 M 17 nb
γ+Jets 50 – 80 1 M 2.7 nb
γ+Jets 80 – 120 1 M 447 pb
γ+Jets 120 – 170 1 M 84 pb
γ+Jets 170 – 300 1 M 23 pb
γ+Jets 300 – 470 1 M 1.5 pb
γ+Jets 470 – 800 1 M 132 fb
γ+Jets 800 – 1400 1 M 3.5 fb
γ+Jets 1400 – 1800 1 M 13 ab
γ+Jets > 1800 1 M 0.3 ab
γ + γ (Born) 10 – 25 479 k 236 pb
γ + γ (Born) 25 – 250 534 k 22 pb
γ + γ (Born) > 250 496 k 8.1 fb
γ + γ (Box) 10 – 25 793 k 358 pb
γ + γ (Box) 25 – 250 778 k 12 pb
γ + γ (Box) > 250 736 k 208 ab
Table B.7.: Details of the simulated γ samples. Cross sections are LO. Generator is PYTHIA.
Process M(Z ′) Events Cross section
Z ′ → ee 500 55 k 2 pb
Z ′ → ee 750 55 k 357 fb
Z ′ → ee 1000 50 k 91 fb
Z ′ → µµ 500 55 k 2 pb
Z ′ → µµ 750 55 k 357 fb
Z ′ → µµ 1000 55 k 91 fb
Table B.8.: Details of the simulated Z ′ samples. Cross sections are LO. Generator is PYTHIA.
Process M(l∗) Events Cross section
ee∗ → eeγ 400 22 k depends on Λ; O(pb)
µµ∗ → µµγ 400 22 k depends on Λ; O(pb)
Table B.9.: Details of the simulated excited lepton samples. Cross sections are LO. Generator is
PYTHIA.
Process Events Cross section
mSUGRA LM0 220 k 39 pb
mSUGRA LM2 220 k 600 fb
Table B.10.: Details of the simulated mSUGRA samples. Cross sections are LO. Generator is
PYTHIA.
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C.1. Classes as counting experiments
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Figure C.1.: Number of events (black markers) by CMS, simulated number of SM events (light
shaded area) and total systematic uncertainty (dark bars) of the remaining exclusive
classes, sorted by p-value, which is displayed on the right.
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Figure C.2.: Number of events (black markers) by CMS, simulated number of SM events (light
shaded area) and total systematic uncertainty (dark bars) of the remaining inclusive
classes, sorted by p-value, which is displayed on the right.
C.1.2. Table of exclusive classes
Event class p-value Data SM± σsys
2µ + 2 Jets + 6ET 0.0068 38 22.3 ± 3.1
1µ + 2γ + 6ET 0.019 1 0.018 ± 0.012
1γ + 2 Jets + 6ET 0.03 218 125 ± 47
1γ + 1 Jet + 6ET 0.031 724 397 ± 1.7e+02
1µ + 1γ + 6ET 0.032 29 47.4 ± 7.5
1µ + 1γ + 1 Jet 0.034 28 16.4 ± 4.0
3µ 0.037 2 0.30 ± 0.05
2µ + 1 Jet + 6ET 0.037 56 40.3 ± 5.1
Continued on next page. . .
94
C.1. Classes as counting experiments
Event class p-value Data SM± σsys
4µ 0.051 1 0.052 ± 0.011
1 e + 1µ + 1γ 0.056 1 0.052 ± 0.039
2 e + 1 Jet + 6ET 0.064 42 27.0 ± 7.6
3 e + 1 Jet + 6ET 0.076 1 0.078 ± 0.039
1γ + 5 Jets + 6ET 0.08 3 0.86 ± 0.48
1µ + 8 Jets + 6ET 0.087 1 0.091 ± 0.033
2γ + 3 Jets 0.087 1 0.090 ± 0.046
1µ + 1γ 0.088 66 91 ± 16
1γ + 6 Jets + 6ET 0.094 1 0.096 ± 0.051
1γ + 6ET 0.13 154 107 ± 40
2µ + 6ET 0.16 53 44.1 ± 5.0
1γ + 3 Jets 0.16 183 130 ± 51
1 e + 1γ + 2 Jets 0.16 5 13 ± 14
1µ + 1γ + 3 Jets 0.16 1 0.178 ± 0.053
2γ + 1 Jet + 6ET 0.17 2 0.65 ± 0.41
2γ + 6ET 0.17 1 0.192 ± 0.066
1 e + 6 Jets + 6ET 0.18 0 1.86 ± 0.51
1 e + 1µ + 3 Jets 0.18 4 1.8 ± 1.2
1γ + 2 Jets 0.18 1437 1.07e+03 ± 4e+02
3µ + 1 Jet + 6ET 0.18 1 0.204 ± 0.069
1µ + 5 Jets 0.18 11 7.2 ± 2.5
1µ + 6ET 0.2 100419 1.074e+05 ± 8.3e+03
1 e + 4 Jets + 6ET 0.21 92 68 ± 27
1γ + 4 Jets + 6ET 0.21 11 6.9 ± 3.7
1 e + 1γ + 6ET 0.22 28 35.4 ± 6.6
2γ + 1 Jet 0.23 12 8.4 ± 3.3
2γ 0.23 18 13.6 ± 4.2
1 e + 2 Jets 0.23 10061 1.6e+04 ± 1.7e+04
2µ + 5 Jets + 6ET 0.23 1 0.269 ± 0.066
1 e 0.24 393267 6.0e+05 ± 6.1e+05
1 e + 1µ + 6ET 0.25 32 52 ± 35
1µ + 2 Jets + 6ET 0.25 1815 1.56e+03 ± 3.7e+02
1 e + 1 Jet 0.25 132581 2.0e+05 ± 2.1e+05
2 e + 1γ + 1 Jet 0.25 0 1.47 ± 0.42
1 e + 1µ + 5 Jets + 6ET 0.25 1 0.294 ± 0.091
1γ 0.25 1348 1.08e+03 ± 4e+02
2 e + 2 Jets + 6ET 0.26 17 13.7 ± 2.8
1 e + 6ET 0.27 89283 9.49e+04 ± 9.1e+03
1 e + 4 Jets 0.27 129 1.8e+02 ± 1.8e+02
1µ + 4 Jets 0.27 71 55 ± 25
2 e + 3 Jets + 6ET 0.28 5 3.49 ± 0.72
1 e + 1γ 0.3 474 633 ± 5.2e+02
1 e + 3 Jets 0.3 1139 1.4e+03 ± 1.5e+03
2µ + 3 Jets 0.31 10 12.7 ± 2.0
1 e + 1µ + 1 Jet 0.32 52 65 ± 67
2µ + 1γ + 2 Jets 0.32 1 0.39 ± 0.10
1γ + 1 Jet 0.32 7994 6.8e+03 ± 2.6e+03
Continued on next page. . .
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Event class p-value Data SM± σsys
2µ + 1γ 0.32 15 18.5 ± 4.1
2 e + 1µ + 6ET 0.33 1 0.41 ± 0.10
1γ + 3 Jets + 6ET 0.34 42 35 ± 15
2µ + 2 Jets 0.34 122 114 ± 16
1µ 0.35 71362 7.8e+04 ± 1.6e+04
2 e + 1γ 0.35 5 6.9 ± 1.7
2µ + 3 Jets + 6ET 0.37 7 5.81 ± 0.95
1 e + 1µ 0.37 101 118 ± 89
2µ + 4 Jets + 6ET 0.37 2 1.30 ± 0.24
1µ + 1γ + 1 Jet + 6ET 0.37 10 12.3 ± 3.1
2 e + 4 Jets 0.37 0 1.01 ± 0.24
1µ + 1 Jet + 6ET 0.38 6476 6.23e+03 ± 7.9e+02
1µ + 3 Jets + 6ET 0.39 344 376 ± 1.1e+02
2γ + 2 Jets 0.39 3 2.1 ± 1.3
1µ + 4 Jets + 6ET 0.39 77 84 ± 22
1µ + 1γ + 2 Jets + 6ET 0.4 2 3.4 ± 1.7
1 e + 5 Jets 0.4 17 19 ± 18
3 e 0.4 1 2.0 ± 1.9
2 e + 6ET 0.41 44 39 ± 18
1 e + 1γ + 1 Jet 0.41 79 80 ± 77
2µ + 1 Jet 0.42 889 867 ± 1.1e+02
2µ 0.42 11595 1.14e+04 ± 1.2e+03
1µ + 3 Jets 0.43 514 465 ± 2.4e+02
1 e + 2µ + 1 Jet + 6ET 0.43 1 0.54 ± 0.44
1 e + 2µ 0.44 4 4.6 ± 4.4
1 e + 2 Jets + 6ET 0.44 1676 1.76e+03 ± 1.0e+03
2µ + 4 Jets 0.45 2 1.53 ± 0.24
2 e + 1 Jet 0.45 523 511 ± 96
2 e + 2 Jets 0.45 70 73 ± 15
1 e + 3 Jets + 6ET 0.45 368 382 ± 2.2e+02
1µ + 1 Jet 0.46 13380 1.40e+04 ± 6.4e+03
1 e + 5 Jets + 6ET 0.46 15 14.2 ± 5.1
1 e + 1γ + 3 Jets + 6ET 0.46 1 0.65 ± 0.29
1 e + 1 Jet + 6ET 0.46 7409 7.1e+03 ± 3.2e+03
1γ + 4 Jets 0.47 24 26 ± 12
1 e + 1µ + 2 Jets + 6ET 0.47 23 22.3 ± 5.1
1 e + 1µ + 3 Jets + 6ET 0.48 5 5.9 ± 1.3
1 e + 7 Jets 0.48 1 0.58 ± 0.58
1µ + 6 Jets + 6ET 0.48 3 2.65 ± 0.59
1µ + 2 Jets 0.48 5310 5.1e+03 ± 2.9e+03
2 e 0.49 9239 9.2e+03 ± 1.3e+03
2 e + 4 Jets + 6ET 0.51 1 0.72 ± 0.15
1 e + 1γ + 3 Jets 0.51 1 0.70 ± 0.57
1 e + 1γ + 2 Jets + 6ET 0.51 3 2.7 ± 1.9
1 e + 1µ + 1 Jet + 6ET 0.51 40 40 ± 16
2 e + 3 Jets 0.52 8 8.6 ± 1.6
1 e + 1µ + 2 Jets 0.53 9 8.9 ± 5.9
Continued on next page. . .
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Event class p-value Data SM± σsys
1µ + 5 Jets + 6ET 0.55 15 15.2 ± 3.2
1 e + 1γ + 1 Jet + 6ET 0.56 8 8.2 ± 2.4
1γ + 5 Jets 0.58 3 3.1 ± 1.9
1µ + 1γ + 2 Jets 0.59 1 1.43 ± 0.42
2µ + 1γ + 1 Jet 0.6 3 3.24 ± 0.84
1 e + 1µ + 4 Jets + 6ET 0.6 1 1.38 ± 0.37
1 e + 2µ + 1 Jet 0.62 1 1.1 ± 1.1
1 e + 1µ + 4 Jets 0.62 1 0.9 ± 1.0
2γ + 2 Jets + 6ET 0.67 1 1.02 ± 0.86
1µ + 1γ + 3 Jets + 6ET 0.69 1 1.05 ± 0.67
1 e + 2µ + 6ET 0.7 1 1.01 ± 0.66
C.1.3. Table of inclusive classes
Event class p-value Data SM± σsys
2µ + 1 Jet + 6ET +X 0.0053 106 71.7 ± 9.2
2µ + 6ET +X 0.01 160 117 ± 14
2µ + 2 Jets + 6ET +X 0.011 48 30.3 ± 4.3
1γ + 1 Jet + 6ET +X 0.032 1027 595 ± 2.3e+02
3µ +X 0.035 4 1.18 ± 0.20
1γ + 5 Jets + 6ET +X 0.037 4 1.04 ± 0.52
1γ + 6ET +X 0.046 1240 786 ± 2.7e+02
1µ + 2γ + 6ET +X 0.047 1 0.045 ± 0.028
1µ + 1γ + 6ET +X 0.057 43 65 ± 12
1γ + 2 Jets + 6ET +X 0.057 283 177 ± 65
4µ +X 0.06 1 0.062 ± 0.012
2 e + 1 Jet + 6ET +X 0.071 66 46 ± 11
2γ + 6ET +X 0.091 5 1.9 ± 1.1
1µ + 8 Jets + 6ET +X 0.091 1 0.096 ± 0.033
2γ + 3 Jets +X 0.1 1 0.108 ± 0.051
3 e + 1 Jet + 6ET +X 0.11 1 0.109 ± 0.068
1γ + 6 Jets + 6ET +X 0.11 1 0.115 ± 0.053
1γ + 4 Jets + 6ET +X 0.11 15 8.2 ± 4.0
2γ +X 0.12 39 26.7 ± 8.4
1µ + 8 Jets +X 0.12 1 0.128 ± 0.041
1µ + 2γ +X 0.13 1 0.136 ± 0.072
1 e + 6 Jets +X 0.13 1 5.0 ± 2.8
2 e + 1γ + 1 Jet +X 0.14 0 2.08 ± 0.52
2γ + 1 Jet +X 0.15 19 12.4 ± 4.7
1µ + 1γ +X 0.16 159 197 ± 34
1γ + 2 Jets +X 0.16 1943 1.43e+03 ± 5.2e+02
2 e + 1γ +X 0.17 5 9.1 ± 2.2
2µ + 2 Jets +X 0.18 183 160 ± 21
2 e + 6ET +X 0.21 111 86 ± 29
1γ + 3 Jets +X 0.21 272 205 ± 82
2 e + 2 Jets + 6ET +X 0.22 23 18.3 ± 3.7
2µ + 4 Jets + 6ET +X 0.23 3 1.63 ± 0.30
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Appendix C. Additional results
Event class p-value Data SM± σsys
1 e + 1γ + 2 Jets +X 0.23 10 18 ± 16
3µ + 1 Jet + 6ET +X 0.23 1 0.27 ± 0.09
1µ + 6ET +X 0.24 109456 1.159e+05 ± 9.1e+03
2µ + 3 Jets + 6ET +X 0.24 10 7.5 ± 1.2
1γ + 3 Jets + 6ET +X 0.24 59 45 ± 18
1µ + 1γ + 1 Jet +X 0.25 47 39.3 ± 9.2
1 e + 1 Jet +X 0.26 154390 2.3e+05 ± 2.4e+05
1γ + 5 Jets +X 0.26 7 4.6 ± 2.4
1 e + 2 Jets +X 0.26 13653 2.0e+04 ± 2.0e+04
2µ + 4 Jets +X 0.26 5 3.40 ± 0.55
1γ + 1 Jet +X 0.26 10803 8.7e+03 ± 3.3e+03
1 e + 1µ + 1γ +X 0.26 1 0.31 ± 0.13
1 e +X 0.27 646871 9.3e+05 ± 8.5e+05
1µ + 1γ + 1 Jet + 6ET +X 0.27 13 17.5 ± 4.5
1 e + 4 Jets + 6ET +X 0.27 110 88 ± 34
2µ + 5 Jets + 6ET +X 0.27 1 0.322 ± 0.077
1γ +X 0.28 12943 1.07e+04 ± 3.8e+03
1 e + 1γ + 6ET +X 0.29 40 48 ± 10
2γ + 1 Jet + 6ET +X 0.29 3 1.7 ± 1.0
2 e + 3 Jets + 6ET +X 0.29 6 4.41 ± 0.90
2γ + 2 Jets +X 0.3 5 3.3 ± 1.9
3 e + 6ET +X 0.3 1 0.36 ± 0.12
3µ + 1 Jet +X 0.31 1 0.37 ± 0.11
1 e + 1µ + 5 Jets + 6ET +X 0.31 1 0.38 ± 0.10
1µ + 5 Jets +X 0.31 32 27.7 ± 6.4
1 e + 1γ +X 0.32 605 784 ± 6.1e+02
1µ + 2 Jets + 6ET +X 0.32 2336 2.10e+03 ± 5.1e+02
2µ + 1 Jet +X 0.33 1134 1.07e+03 ± 1.3e+02
2µ + 1γ +X 0.33 19 22.8 ± 5.1
1 e + 6ET +X 0.34 99098 1.04e+05 ± 1.3e+04
1µ +X 0.34 213013 2.26e+05 ± 3.1e+04
1 e + 3 Jets +X 0.34 1789 2.1e+03 ± 1.9e+03
1µ + 1 Jet + 6ET +X 0.35 8920 8.4e+03 ± 1.3e+03
1µ + 1γ + 2 Jets + 6ET +X 0.36 3 4.8 ± 2.1
1 e + 1µ + 6ET +X 0.36 105 125 ± 58
1 e + 1µ +X 0.37 278 326 ± 2.2e+02
1 e + 4 Jets +X 0.37 258 294 ± 2.4e+02
1γ + 6 Jets +X 0.38 1 0.45 ± 0.34
1 e + 1γ + 1 Jet +X 0.38 97 108 ± 94
1µ + 5 Jets + 6ET +X 0.39 21 19.1 ± 4.0
1µ + 3 Jets + 6ET +X 0.39 458 495 ± 1.3e+02
1µ + 4 Jets +X 0.4 186 172 ± 51
1 e + 1µ + 3 Jets +X 0.41 12 10.6 ± 3.8
1 e + 5 Jets +X 0.41 34 38 ± 25
1 e + 1µ + 5 Jets +X 0.41 1 0.54 ± 0.26
2µ +X 0.41 12805 1.25e+04 ± 1.3e+03
2 e + 4 Jets +X 0.41 1 2.01 ± 0.42
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C.1. Classes as counting experiments
Event class p-value Data SM± σsys
1γ + 4 Jets +X 0.42 42 38 ± 18
2µ + 5 Jets +X 0.42 1 0.54 ± 0.11
1 e + 1µ + 1 Jet +X 0.42 138 150 ± 97
2 e + 1 Jet +X 0.42 667 642 ± 1.2e+02
1 e + 2µ +X 0.42 7 8.0 ± 7.1
1µ + 6 Jets + 6ET +X 0.43 4 3.36 ± 0.75
1µ + 4 Jets + 6ET +X 0.44 101 106 ± 26
3 e +X 0.44 2 2.8 ± 2.4
1µ + 2 Jets +X 0.45 8393 7.8e+03 ± 3.7e+03
1µ + 7 Jets + 6ET +X 0.45 1 0.61 ± 0.17
2µ + 1γ + 2 Jets +X 0.45 1 0.60 ± 0.13
1 e + 5 Jets + 6ET +X 0.45 16 17.7 ± 6.3
1µ + 1γ + 3 Jets +X 0.46 2 1.59 ± 0.71
3 e + 1 Jet +X 0.46 1 0.58 ± 0.48
1 e + 2 Jets + 6ET +X 0.46 2208 2.3e+03 ± 1.3e+03
1 e + 1µ + 2 Jets +X 0.46 44 43 ± 15
1 e + 7 Jets +X 0.46 1 1.7 ± 1.4
1µ + 3 Jets +X 0.47 1072 1.04e+03 ± 3.9e+02
1 e + 1γ + 3 Jets +X 0.48 2 1.66 ± 0.83
1µ + 1γ + 2 Jets +X 0.48 6 7.0 ± 2.5
2 e +X 0.48 9957 9.9e+03 ± 1.4e+03
1 e + 1 Jet + 6ET +X 0.48 9709 9.4e+03 ± 4.5e+03
1 e + 1γ + 2 Jets + 6ET +X 0.49 4 3.6 ± 2.2
2 e + 1µ + 6ET +X 0.49 1 0.71 ± 0.28
1µ + 1 Jet +X 0.49 29330 2.9e+04 ± 1.1e+04
1 e + 1µ + 3 Jets + 6ET +X 0.5 7 7.8 ± 1.8
1 e + 3 Jets + 6ET +X 0.5 489 480 ± 2.6e+02
1 e + 1µ + 1 Jet + 6ET +X 0.51 71 72 ± 23
2 e + 2 Jets +X 0.51 101 101 ± 20
1µ + 7 Jets +X 0.51 1 0.74 ± 0.20
3µ + 6ET +X 0.51 1 0.73 ± 0.14
1 e + 1µ + 4 Jets +X 0.51 3 2.8 ± 1.5
1 e + 1µ + 4 Jets + 6ET +X 0.51 2 1.77 ± 0.46
1 e + 1µ + 2 Jets + 6ET +X 0.52 30 30.5 ± 7.1
1 e + 2µ + 1 Jet +X 0.54 2 2.2 ± 2.0
2µ + 3 Jets +X 0.55 22 22.1 ± 3.3
1 e + 1γ + 3 Jets + 6ET +X 0.55 1 0.84 ± 0.32
2 e + 3 Jets +X 0.55 14 14.2 ± 2.6
1µ + 6 Jets +X 0.56 4 4.4 ± 1.1
1 e + 1γ + 1 Jet + 6ET +X 0.56 12 12.0 ± 4.0
1 e + 2µ + 6ET +X 0.57 2 2.0 ± 1.4
2 e + 4 Jets + 6ET +X 0.58 1 0.89 ± 0.19
1 e + 2µ + 1 Jet + 6ET +X 0.6 1 0.93 ± 0.78
2µ + 1γ + 1 Jet +X 0.6 4 4.15 ± 0.98
1µ + 1γ + 3 Jets + 6ET +X 0.63 1 1.28 ± 0.68
2γ + 2 Jets + 6ET +X 0.66 1 1.04 ± 0.86
2 e + 1µ +X 0.71 1 1.08 ± 0.36
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Appendix C. Additional results
C.2. Distribution scans
C.2.1. Sum of transverse momenta
Exclusive classes
Event class p-value p˜ Region (GeV) Data SM± σsys
1 e + 1µ + 3 Jets + 6ET 0.0001 0.0036 780 - 970 4 0.209 ± 0.066
2γ + 1 Jet 7.8e-05 0.0042 190 - 220 8 0.89 ± 0.49
1µ + 2γ + 6ET 0.0006 0.0075 270 - 300 1 0 ± 0.00075
4µ 0.0017 0.0083 110 - 140 1 0.00171 ± 0.00054
1γ + 3 Jets 0.00044 0.015 220 - 280 7 0.59 ± 0.67
1γ + 5 Jets + 6ET 0.0025 0.036 600 - 760 2 0.051 ± 0.046
1µ + 1γ + 1 Jet 0.001 0.036 110 - 150 20 6.8 ± 2.1
3µ 0.0082 0.045 50 - 80 1 0.0039 ± 0.0083
2γ + 3 Jets 0.009 0.05 660 - 750 1 0.0060 ± 0.0079
1µ + 1γ + 3 Jets 0.0087 0.059 220 - 280 1 0.0057 ± 0.0077
2 e + 1µ + 6ET 0.0066 0.06 290 - 320 1 0.0066 ± 0.0024
1 e + 1µ + 1γ 0.022 0.062 110 - 140 1 0.018 ± 0.017
3 e + 1 Jet + 6ET 0.0085 0.064 350 - 380 1 0.0045 ± 0.0083
1 e + 1µ + 3 Jets 0.0094 0.082 260 - 320 3 0.24 ± 0.28
1µ + 8 Jets + 6ET 0.018 0.085 1220 - 1440 1 0.016 ± 0.011
1 e + 1µ + 1 Jet + 6ET 0.0027 0.095 610 - 670 3 0.18 ± 0.15
1γ + 6 Jets + 6ET 0.021 0.096 1230 - 1420 1 0.015 ± 0.017
2γ + 6ET 0.014 0.1 160 - 190 1 0.0140 ± 0.0070
1γ 0.0067 0.12 230 - 260 9 1.5 ± 1.7
1 e + 2µ + 1 Jet + 6ET 0.024 0.15 380 - 410 1 0.017 ± 0.021
2 e + 2 Jets + 6ET 0.0059 0.16 260 - 340 11 4.05 ± 0.79
1 e + 1µ + 5 Jets + 6ET 0.042 0.17 690 - 810 1 0.042 ± 0.019
1µ + 1γ + 6ET 0.0076 0.17 80 - 130 16 33.7 ± 5.1
1γ + 2 Jets + 6ET 0.0051 0.17 440 - 500 31 12.9 ± 4.9
3µ + 1 Jet + 6ET 0.021 0.18 200 - 230 1 0.015 ± 0.019
1γ + 1 Jet + 6ET 0.009 0.18 620 - 820 21 7.7 ± 3.8
1γ + 4 Jets + 6ET 0.01 0.18 960 - 1100 5 0.74 ± 0.71
2µ + 2 Jets + 6ET 0.0046 0.18 260 - 520 31 16.8 ± 2.4
2µ + 1 Jet + 6ET 0.0037 0.19 190 - 860 55 33.7 ± 4.2
2γ 0.0076 0.2 110 - 140 3 0.33 ± 0.17
2µ + 5 Jets + 6ET 0.04 0.2 510 - 620 1 0.040 ± 0.02
2µ + 6ET 0.0056 0.2 190 - 450 11 4.19 ± 0.58
3 e 0.033 0.21 60 - 90 1 0.018 ± 0.033
2 e + 1 Jet + 6ET 0.0053 0.23 240 - 270 11 3.91 ± 0.86
2µ + 2 Jets 0.0063 0.24 480 - 690 0 5.31 ± 0.71
2µ + 1γ + 2 Jets 0.051 0.24 230 - 270 1 0.051 ± 0.026
2µ + 4 Jets 0.038 0.25 340 - 430 2 0.301 ± 0.058
1 e + 2µ + 6ET 0.05 0.26 230 - 260 1 0.042 ± 0.038
1 e + 4 Jets + 6ET 0.027 0.3 1200 - 1450 3 0.56 ± 0.26
1 e + 3 Jets 0.042 0.31 910 - 1030 6 1.6 ± 1.3
1 e + 7 Jets 0.091 0.31 450 - 580 1 0.01 ± 0.12
2 e + 3 Jets + 6ET 0.029 0.31 540 - 630 3 0.64 ± 0.15
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C.2. Distribution scans
Event class p-value p˜ Region (GeV) Data SM± σsys
1µ + 5 Jets 0.028 0.32 750 - 1060 3 0.53 ± 0.32
2 e + 6ET 0.023 0.32 560 - 590 1 0.009 ± 0.026
1µ + 2 Jets + 6ET 0.0083 0.33 970 - 2140 0 5.15 ± 0.85
1µ + 6 Jets + 6ET 0.056 0.35 490 - 690 3 0.84 ± 0.17
1µ + 1γ + 3 Jets + 6ET 0.041 0.35 600 - 690 1 0.038 ± 0.026
1 e + 1µ + 6ET 0.04 0.38 450 - 480 1 0.021 ± 0.040
2 e + 2 Jets 0.013 0.4 1330 - 1450 1 0.008 ± 0.012
1 e + 2µ + 1 Jet 0.12 0.46 170 - 200 1 0.09 ± 0.10
2γ + 1 Jet + 6ET 0.064 0.47 310 - 340 1 0.024 ± 0.072
2µ + 4 Jets + 6ET 0.13 0.48 550 - 830 2 0.63 ± 0.12
2 e + 4 Jets + 6ET 0.13 0.52 460 - 550 1 0.139 ± 0.061
1γ + 5 Jets 0.084 0.54 1240 - 1420 1 0.038 ± 0.094
2µ + 3 Jets + 6ET 0.053 0.54 700 - 790 2 0.361 ± 0.075
1µ + 3 Jets + 6ET 0.017 0.54 1380 - 1580 2 0.16 ± 0.10
1 e + 5 Jets 0.22 0.54 1060 - 1240 1 0.11 ± 0.27
1 e + 5 Jets + 6ET 0.053 0.57 390 - 680 13 6.8 ± 2.0
1 e + 1γ + 3 Jets + 6ET 0.13 0.57 380 - 440 1 0.124 ± 0.086
1 e + 1µ + 4 Jets 0.19 0.6 520 - 610 1 0.03 ± 0.26
1µ + 4 Jets + 6ET 0.037 0.63 920 - 1160 6 2.27 ± 0.54
1 e + 1 Jet + 6ET 0.061 0.64 780 - 840 4 1.15 ± 0.72
2 e + 3 Jets 0.049 0.64 360 - 480 0 3.10 ± 0.40
1 e + 1µ + 2 Jets 0.18 0.64 520 - 580 1 0.06 ± 0.23
1 e + 1γ + 2 Jets + 6ET 0.12 0.64 280 - 340 2 0.44 ± 0.42
1 e + 1γ + 1 Jet 0.16 0.65 540 - 600 1 0.05 ± 0.21
1 e + 1µ + 4 Jets + 6ET 0.22 0.65 580 - 670 1 0.258 ± 0.088
1µ + 1γ + 2 Jets + 6ET 0.13 0.65 340 - 400 2 0.37 ± 0.51
1µ + 3 Jets 0.056 0.66 550 - 680 11 5.6 ± 1.6
1µ + 6ET 0.023 0.66 190 - 250 25 39.0 ± 3.5
1γ + 6ET 0.13 0.69 340 - 420 2 0.53 ± 0.36
1µ + 1 Jet + 6ET 0.024 0.69 730 - 910 0 3.93 ± 0.64
2µ + 1γ + 1 Jet 0.098 0.7 110 - 140 1 0.085 ± 0.078
1γ + 1 Jet 0.27 0.7 980 - 1040 1 0.31 ± 0.19
1µ + 1 Jet 0.019 0.71 390 - 470 3 9.6 ± 1.1
2 e + 1γ 0.096 0.73 130 - 3620 0 2.58 ± 0.69
2µ + 3 Jets 0.049 0.73 320 - 430 1 4.96 ± 0.71
1 e + 6 Jets + 6ET 0.17 0.75 450 - 2090 0 1.86 ± 0.46
2γ + 2 Jets 0.16 0.75 610 - 670 1 0.02 ± 0.23
1 e + 6ET 0.022 0.77 250 - 280 12 4.9 ± 1.8
1µ + 2 Jets 0.11 0.78 1000 - 1130 1 0.05 ± 0.12
2 e + 1 Jet 0.031 0.79 440 - 2920 1 5.66 ± 0.93
1µ 0.18 0.81 190 - 250 2 0.75 ± 0.24
1µ + 5 Jets + 6ET 0.074 0.82 390 - 520 0 2.87 ± 0.73
1 e + 2 Jets + 6ET 0.3 0.83 1260 - 1380 1 0.36 ± 0.20
1 e + 1γ + 1 Jet + 6ET 0.085 0.84 280 - 310 3 0.97 ± 0.33
1µ + 1γ + 1 Jet + 6ET 0.075 0.84 340 - 370 2 0.39 ± 0.24
2 e 0.059 0.85 360 - 410 2 0.29 ± 0.25
2µ 0.072 0.86 220 - 2950 3 7.5 ± 1.1
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Appendix C. Additional results
Event class p-value p˜ Region (GeV) Data SM± σsys
2µ + 1 Jet 0.07 0.88 370 - 2610 7 13.3 ± 2.0
1 e + 1µ + 2 Jets + 6ET 0.092 0.92 500 - 580 4 1.61 ± 0.46
2 e + 1γ + 1 Jet 0.25 0.93 140 - 2250 0 1.47 ± 0.42
1µ + 1γ + 2 Jets 0.28 0.97 260 - 320 1 0.34 ± 0.13
2 e + 4 Jets 0.38 1 340 - 1790 0 1.01 ± 0.27
1 e + 2 Jets – – 880 - 970 4 1.4 ± 1.4
1 e + 1 Jet – – 780 - 840 2 0.63 ± 0.68
1 e + 3 Jets + 6ET – – 1180 - 1300 2 0.79 ± 0.47
1γ + 4 Jets – – 1190 - 1360 1 0.19 ± 0.27
1 e – – 620 - 650 0 0.000106 ± 8.3e-05
1 e + 1γ – – 630 - 680 0 0.0159 ± 0.0095
1 e + 1γ + 6ET – – 250 - 420 0 0.77 ± 0.27
1 e + 1γ + 2 Jets – – 530 - 650 0 0.078 ± 0.034
1 e + 1γ + 3 Jets – – 300 - 400 0 0.096 ± 0.029
1 e + 1µ – – 260 - 560 0 0.101 ± 0.025
1 e + 1µ + 1 Jet – – 340 - 370 0 0.081 ± 0.037
1 e + 2µ – – 390 - 430 0 0.00119 ± 0.00057
1 e + 4 Jets – – 1600 - 3400 0 0.030 ± 0.022
1γ + 2 Jets – – 1030 - 1270 0 1.63 ± 0.63
1γ + 3 Jets + 6ET – – 1740 - 1890 0 0.043 ± 0.017
1µ + 1γ – – 180 - 1240 0 0.79 ± 0.28
1µ + 4 Jets – – 1040 - 1310 0 0.078 ± 0.022
2γ + 2 Jets + 6ET – – 1670 - 2920 0 0.00044 ± 0.00018
2µ + 1γ – – 170 - 330 0 0.81 ± 0.27
Inclusive classes
Event class p-value p˜ Region (GeV) Data SM± σsys
2γ + 1 Jet +X 0.0001 0.0069 190 - 220 8 0.93 ± 0.50
1 e + 1µ + 1 Jet + 6ET +X 0.00014 0.01 610 - 730 6 0.62 ± 0.24
4µ +X 0.002 0.011 110 - 140 1 0.00202 ± 0.00061
1 e + 1µ + 3 Jets + 6ET +X 0.0009 0.023 780 - 970 4 0.38 ± 0.11
1µ + 8 Jets +X 0.0076 0.026 1270 - 1510 1 0.0053 ± 0.0064
2µ + 6ET +X 0.00039 0.027 190 - 470 55 29.4 ± 3.9
1µ + 2γ + 6ET +X 0.0037 0.029 260 - 290 1 0 ± 0.0047
2γ +X 0.00077 0.037 120 - 150 13 3.1 ± 1.4
1γ + 4 Jets + 6ET +X 0.0021 0.048 960 - 1100 7 1.02 ± 0.80
1γ + 6ET +X 0.0011 0.054 380 - 420 19 5.1 ± 2.7
2γ + 3 Jets +X 0.013 0.064 660 - 750 1 0.009 ± 0.011
2µ + 1 Jet + 6ET +X 0.00093 0.072 190 - 1280 103 64 ± 8.2
1γ + 3 Jets +X 0.0026 0.073 220 - 280 8 1.3 ± 1.0
1γ + 5 Jets + 6ET +X 0.0055 0.073 600 - 760 2 0.097 ± 0.049
3µ +X 0.0094 0.074 70 - 150 4 0.78 ± 0.15
2 e + 1 Jet + 6ET +X 0.0014 0.079 200 - 250 27 11.0 ± 2.9
3 e + 1 Jet + 6ET +X 0.012 0.08 360 - 390 1 0.0105 ± 0.0087
2γ + 6ET +X 0.0034 0.082 240 - 270 3 0.10 ± 0.22
1µ + 8 Jets + 6ET +X 0.018 0.084 1220 - 1440 1 0.016 ± 0.011
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C.2. Distribution scans
Event class p-value p˜ Region (GeV) Data SM± σsys
1 e + 1µ + 2 Jets + 6ET +X 0.003 0.1 720 - 840 4 0.48 ± 0.22
1γ + 6 Jets + 6ET +X 0.022 0.11 1230 - 1420 1 0.017 ± 0.017
1µ + 2γ +X 0.023 0.11 190 - 220 1 0.006 ± 0.027
3 e + 6ET +X 0.02 0.11 260 - 290 1 0.019 ± 0.010
1 e + 1µ + 3 Jets +X 0.0075 0.12 510 - 810 7 1.90 ± 0.61
1γ + 2 Jets + 6ET +X 0.0043 0.13 260 - 320 49 21.8 ± 8.0
1µ + 1γ + 6ET +X 0.005 0.14 100 - 130 15 34.4 ± 5.6
1γ + 1 Jet + 6ET +X 0.0043 0.15 560 - 660 42 18.3 ± 6.7
2 e + 2 Jets + 6ET +X 0.0049 0.17 260 - 320 10 3.35 ± 0.72
3µ + 1 Jet + 6ET +X 0.026 0.17 200 - 230 1 0.02 ± 0.021
2 e + 1µ + 6ET +X 0.026 0.18 310 - 340 1 0.025 ± 0.014
1µ + 7 Jets +X 0.046 0.18 1160 - 1370 1 0.043 ± 0.030
2µ + 2 Jets + 6ET +X 0.0051 0.18 300 - 670 39 22.4 ± 3.2
1µ + 7 Jets + 6ET +X 0.052 0.2 1210 - 1420 1 0.054 ± 0.021
3 e +X 0.034 0.22 60 - 90 1 0.019 ± 0.033
1 e + 1µ + 1γ +X 0.06 0.22 90 - 120 1 0.061 ± 0.027
1 e + 2µ + 6ET +X 0.031 0.23 230 - 290 2 0.23 ± 0.14
3 e + 1 Jet +X 0.023 0.23 330 - 360 1 0.018 ± 0.018
1 e + 1µ + 6ET +X 0.0096 0.25 320 - 350 5 1.16 ± 0.32
1µ + 4 Jets + 6ET +X 0.008 0.25 1060 - 1210 5 1.12 ± 0.27
1 e + 1µ + 5 Jets + 6ET +X 0.059 0.25 690 - 810 1 0.059 ± 0.032
2µ + 5 Jets + 6ET +X 0.054 0.25 510 - 620 1 0.056 ± 0.024
2 e + 1µ +X 0.047 0.26 200 - 230 1 0.049 ± 0.015
1γ + 4 Jets +X 0.021 0.26 760 - 1240 15 5.7 ± 2.9
2µ + 1γ + 2 Jets +X 0.061 0.26 230 - 270 1 0.063 ± 0.029
1µ + 1 Jet +X 0.0047 0.26 450 - 510 12 27.5 ± 3.8
2µ + 4 Jets + 6ET +X 0.032 0.28 490 - 580 2 0.27 ± 0.06
1 e + 1µ + 1 Jet +X 0.016 0.28 400 - 480 7 2.02 ± 0.93
1γ + 3 Jets + 6ET +X 0.014 0.29 820 - 1060 16 6.0 ± 2.9
3µ + 1 Jet +X 0.052 0.29 160 - 190 1 0.052 ± 0.028
1 e + 2 Jets + 6ET +X 0.016 0.3 890 - 980 0 5.6 ± 1.7
2µ +X 0.0093 0.32 240 - 270 1 7.03 ± 0.85
2γ + 1 Jet + 6ET +X 0.023 0.34 410 - 450 2 0.04 ± 0.23
1µ + 4 Jets +X 0.017 0.35 940 - 1140 6 1.72 ± 0.65
2γ + 2 Jets +X 0.031 0.35 590 - 670 2 0.04 ± 0.27
1 e + 2µ + 1 Jet + 6ET +X 0.05 0.35 390 - 420 1 0.039 ± 0.041
1µ + 1γ + 1 Jet +X 0.012 0.36 110 - 150 24 11.9 ± 3.1
2µ + 3 Jets + 6ET +X 0.022 0.37 700 - 790 3 0.58 ± 0.11
1 e + 4 Jets +X 0.071 0.37 1140 - 1300 3 0.64 ± 0.62
2µ + 4 Jets +X 0.043 0.38 340 - 520 4 1.27 ± 0.20
2 e + 1 Jet +X 0.0069 0.38 440 - 1060 4 13.4 ± 1.9
2µ + 5 Jets +X 0.11 0.39 560 - 680 1 0.113 ± 0.033
1 e + 1µ + 2 Jets +X 0.019 0.4 440 - 710 11 4.4 ± 1.4
1 e + 1µ + 5 Jets +X 0.1 0.41 630 - 750 1 0.107 ± 0.052
1 e + 1µ + 4 Jets +X 0.07 0.44 580 - 690 2 0.33 ± 0.27
1 e + 7 Jets +X 0.095 0.45 450 - 580 1 0.01 ± 0.12
1 e + 1µ + 4 Jets + 6ET +X 0.074 0.45 580 - 700 2 0.44 ± 0.12
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Appendix C. Additional results
Event class p-value p˜ Region (GeV) Data SM± σsys
1 e + 1γ + 2 Jets + 6ET +X 0.047 0.46 280 - 340 3 0.63 ± 0.42
2 e + 1γ +X 0.035 0.48 130 - 3620 0 3.83 ± 0.97
2 e + 4 Jets + 6ET +X 0.14 0.49 460 - 550 1 0.15 ± 0.06
2 e + 2 Jets +X 0.013 0.5 270 - 330 38 23.2 ± 3.5
1µ + 1γ + 3 Jets + 6ET +X 0.069 0.51 570 - 660 1 0.068 ± 0.040
2 e + 3 Jets + 6ET +X 0.052 0.51 540 - 630 3 0.81 ± 0.18
3µ + 6ET +X 0.23 0.51 160 - 190 1 0.262 ± 0.072
1γ + 6 Jets +X 0.094 0.52 1140 - 1340 1 0.05 ± 0.10
1 e + 2µ +X 0.14 0.53 230 - 260 1 0.14 ± 0.11
1µ + 6 Jets +X 0.068 0.53 600 - 1150 0 2.90 ± 0.65
2 e + 6ET +X 0.024 0.54 300 - 560 0 4.09 ± 0.86
1µ + 5 Jets +X 0.035 0.54 1000 - 1180 3 0.65 ± 0.23
1γ + 5 Jets +X 0.085 0.55 1000 - 1300 3 0.81 ± 0.58
1 e + 2µ + 1 Jet +X 0.11 0.56 340 - 370 1 0.091 ± 0.086
1 e + 1γ + 3 Jets + 6ET +X 0.13 0.57 380 - 440 1 0.136 ± 0.086
1µ + 6 Jets + 6ET +X 0.085 0.57 490 - 690 3 1.0 ± 0.21
1 e + 4 Jets + 6ET +X 0.088 0.58 1200 - 1450 3 0.98 ± 0.35
1µ + 1γ + 3 Jets +X 0.11 0.62 510 - 600 1 0.123 ± 0.039
2 e +X 0.01 0.67 290 - 360 0 4.78 ± 0.62
1 e + 3 Jets + 6ET +X 0.098 0.67 1140 - 1260 4 1.59 ± 0.61
2µ + 1 Jet +X 0.029 0.68 430 - 530 4 10.5 ± 1.3
1 e + 1γ + 1 Jet + 6ET +X 0.06 0.71 370 - 400 2 0.33 ± 0.22
1µ + 1γ + 1 Jet + 6ET +X 0.043 0.72 320 - 360 4 1.02 ± 0.62
1 e + 5 Jets + 6ET +X 0.081 0.73 390 - 520 5 2.07 ± 0.74
1 e + 1 Jet + 6ET +X 0.071 0.74 1000 - 1060 2 0.38 ± 0.23
1µ + 5 Jets + 6ET +X 0.057 0.75 1150 - 1330 2 0.37 ± 0.14
1µ + 1γ +X 0.1 0.75 200 - 230 3 1.07 ± 0.35
1µ + 3 Jets + 6ET +X 0.043 0.75 1380 - 1580 2 0.29 ± 0.16
2µ + 1γ + 1 Jet +X 0.097 0.76 110 - 140 1 0.085 ± 0.077
1 e + 1γ + 3 Jets +X 0.21 0.77 320 - 380 1 0.22 ± 0.13
1 e + 6ET +X 0.068 0.78 430 - 470 7 3.2 ± 1.0
2µ + 2 Jets +X 0.034 0.78 170 - 200 19 11.1 ± 1.8
1µ + 1γ + 2 Jets +X 0.13 0.78 280 - 340 3 1.05 ± 0.63
2 e + 3 Jets +X 0.065 0.82 360 - 420 0 2.84 ± 0.46
1γ +X 0.3 0.82 580 - 610 1 0.35 ± 0.19
2 e + 1γ + 1 Jet +X 0.14 0.82 140 - 2250 0 2.08 ± 0.52
1µ +X 0.12 0.84 370 - 480 4 1.84 ± 0.36
2µ + 3 Jets +X 0.076 0.86 260 - 320 7 3.54 ± 0.50
1 e + 1γ + 1 Jet +X 0.19 0.87 540 - 600 1 0.12 ± 0.22
1 e + 1µ +X 0.15 0.88 260 - 7000 0 2.06 ± 0.56
1µ + 1 Jet + 6ET +X 0.056 0.9 1030 - 1420 6 2.57 ± 0.54
1µ + 2 Jets +X 0.088 0.91 800 - 1080 5 9.9 ± 1.2
1µ + 3 Jets +X 0.16 0.93 960 - 1100 4 2.02 ± 0.62
2µ + 1γ +X 0.2 0.93 170 - 4410 0 1.74 ± 0.47
1µ + 6ET +X 0.1 0.97 490 - 550 4 1.70 ± 0.39
2 e + 4 Jets +X 0.3 0.98 520 - 2900 0 1.21 ± 0.21
1µ + 2 Jets + 6ET +X 0.2 1 1000 - 1240 2 4.44 ± 0.79
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C.2. Distribution scans
Event class p-value p˜ Region (GeV) Data SM± σsys
1 e + 1 Jet +X – – 840 - 920 5 2.1 ± 1.4
1 e + 3 Jets +X – – 1070 - 1210 5 2.0 ± 1.3
1 e +X – – 490 - 520 1 0.35 ± 0.33
1 e + 1γ +X – – 650 - 710 0 0.027 ± 0.015
1 e + 1γ + 6ET +X – – 230 - 270 0 0.99 ± 0.35
1 e + 1γ + 2 Jets +X – – 470 - 630 0 0.52 ± 0.19
1 e + 2 Jets +X – – 1270 - 1430 0 0.81 ± 0.38
1 e + 5 Jets +X – – 1120 - 1490 0 0.84 ± 0.41
1 e + 6 Jets +X – – 400 - 520 0 0.203 ± 0.058
1γ + 1 Jet +X – – 1020 - 1080 0 0.84 ± 0.36
1γ + 2 Jets +X – – 1150 - 1310 0 1.92 ± 0.75
1µ + 1γ + 2 Jets + 6ET +X – – 440 - 520 0 0.338 ± 0.082
2γ + 2 Jets + 6ET +X – – 1750 - 5080 0 0.00058 ± 0.00023
C.2.2. Combined mass
Exclusive classes
Event class p-value p˜ Region (GeV) Data SM± σsys
1 e + 1µ + 3 Jets + 6ET 0.0001 0.0048 780 - 970 4 0.209 ± 0.064
1γ + 3 Jets 5.4e-05 0.0062 280 - 400 31 8.3 ± 3.5
1µ + 2γ + 6ET 0.004 0.016 280 - 290 1 0.0029 ± 0.0033
1µ + 1γ + 1 Jet 0.00039 0.025 90 - 120 5 0.29 ± 0.33
3µ 0.0031 0.036 80 - 140 2 0.079 ± 0.016
1µ + 1γ + 3 Jets 0.002 0.037 280 - 300 1 0 ± 0.0025
1 e + 5 Jets 0.00051 0.038 540 - 580 4 0.11 ± 0.24
3 e + 1 Jet + 6ET 0.0028 0.045 370 - 380 1 0.0016 ± 0.0026
1γ + 5 Jets + 6ET 0.0021 0.045 600 - 760 2 0.051 ± 0.040
2 e + 1µ + 6ET 0.0023 0.047 310 - 320 1 0.0022 ± 0.0013
4µ 0.0066 0.047 200 - 210 1 0.0067 ± 0.0015
1 e + 1µ + 1γ 0.0094 0.055 120 - 130 1 0.0069 ± 0.0077
2µ + 2 Jets 0.00049 0.061 170 - 220 20 6.9 ± 1.7
1µ + 8 Jets + 6ET 0.013 0.08 1220 - 1360 1 0.0108 ± 0.0088
1γ + 6 Jets + 6ET 0.019 0.084 1230 - 1290 1 0.015 ± 0.016
2γ + 6ET 0.0062 0.11 180 - 190 1 0.0059 ± 0.0035
2γ + 3 Jets 0.008 0.11 840 - 880 1 0.0060 ± 0.0065
2 e 0.00011 0.12 240 - 280 17 3.9 ± 1.6
1 e + 1µ + 1 Jet + 6ET 0.0022 0.12 610 - 670 3 0.18 ± 0.14
2µ + 5 Jets + 6ET 0.015 0.15 580 - 620 1 0.013 ± 0.011
2γ + 1 Jet 0.0027 0.16 320 - 340 4 0.44 ± 0.25
1 e + 1µ + 5 Jets + 6ET 0.025 0.16 730 - 770 1 0.021 ± 0.017
1µ + 1γ + 6ET 0.0047 0.16 90 - 140 17 37.0 ± 5.6
1µ + 4 Jets 0.0035 0.17 520 - 600 18 5.3 ± 2.9
1 e + 2µ + 1 Jet + 6ET 0.012 0.18 380 - 390 1 0.007 ± 0.011
2 e + 1 Jet + 6ET 0.003 0.18 200 - 260 20 8.4 ± 1.9
1γ + 6ET 0.0043 0.19 150 - 190 28 9.4 ± 5.2
2µ + 3 Jets + 6ET 0.0075 0.19 700 - 730 2 0.123 ± 0.037
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Appendix C. Additional results
Event class p-value p˜ Region (GeV) Data SM± σsys
2 e + 2 Jets + 6ET 0.0044 0.22 240 - 320 10 3.30 ± 0.71
2 e + 1 Jet 0.0019 0.23 320 - 330 17 6.9 ± 1.0
2µ + 2 Jets + 6ET 0.0042 0.23 260 - 520 31 16.6 ± 2.4
1γ + 2 Jets + 6ET 0.0043 0.24 380 - 400 18 5.9 ± 2.8
1 e + 2µ + 6ET 0.017 0.25 230 - 240 1 0.007 ± 0.018
2µ + 4 Jets 0.016 0.25 370 - 400 1 0.0150 ± 0.0098
3µ + 1 Jet + 6ET 0.071 0.26 220 - 230 1 0.061 ± 0.055
1 e + 1γ + 1 Jet 0.0041 0.28 280 - 360 20 4.8 ± 4.1
1γ + 4 Jets + 6ET 0.0076 0.28 960 - 1100 5 0.74 ± 0.62
2µ + 1 Jet + 6ET 0.0048 0.28 220 - 860 43 25.6 ± 3.2
2µ + 1γ + 2 Jets 0.027 0.3 250 - 270 1 0.021 ± 0.022
1 e + 4 Jets + 6ET 0.01 0.31 1250 - 1300 2 0.10 ± 0.10
2 e + 3 Jets + 6ET 0.015 0.31 540 - 600 3 0.49 ± 0.12
1 e + 1µ + 3 Jets 0.015 0.33 750 - 780 1 0.005 ± 0.016
1γ + 1 Jet + 6ET 0.0082 0.34 620 - 820 21 7.6 ± 3.8
1µ + 1γ + 3 Jets + 6ET 0.02 0.34 600 - 630 1 0.016 ± 0.015
2 e + 6ET 0.015 0.34 560 - 570 1 0.007 ± 0.015
1 e + 1µ + 6ET 0.017 0.36 450 - 460 1 0.007 ± 0.018
1µ + 5 Jets 0.019 0.36 1000 - 1120 3 0.48 ± 0.23
2µ + 1γ + 1 Jet 0.015 0.36 120 - 130 1 0.006 ± 0.017
2µ + 6ET 0.0094 0.37 330 - 450 3 0.40 ± 0.12
2µ + 4 Jets + 6ET 0.04 0.39 830 - 870 1 0.033 ± 0.030
1 e + 2µ 0.03 0.39 240 - 250 1 0.024 ± 0.023
1µ + 1γ + 2 Jets 0.026 0.4 500 - 520 1 0.012 ± 0.026
1µ + 6ET 0.0083 0.44 280 - 300 7 2.1 ± 0.43
1µ + 2 Jets 0.032 0.46 1040 - 2070 0 4.4 ± 1.5
1 e + 1γ 0.023 0.47 220 - 230 5 0.7 ± 1.0
2 e + 1γ 0.024 0.48 240 - 250 1 0.019 ± 0.019
2γ 0.013 0.48 90 - 140 4 0.73 ± 0.37
1 e + 1µ 0.045 0.52 140 - 150 5 1.3 ± 1.1
1µ + 2 Jets + 6ET 0.0098 0.53 910 - 2140 1 7.1 ± 1.0
1µ + 6 Jets + 6ET 0.055 0.53 490 - 690 3 0.83 ± 0.16
2 e + 4 Jets + 6ET 0.064 0.55 520 - 550 1 0.066 ± 0.028
2γ + 1 Jet + 6ET 0.033 0.57 410 - 420 1 0.013 ± 0.036
1 e + 1γ + 6ET 0.023 0.58 50 - 60 1 0.003 ± 0.028
1µ + 1γ + 1 Jet + 6ET 0.02 0.58 200 - 220 5 1.41 ± 0.41
1 e + 1γ + 3 Jets + 6ET 0.1 0.6 380 - 400 1 0.083 ± 0.088
1 e + 2µ + 1 Jet 0.093 0.61 340 - 350 1 0.067 ± 0.086
1 e + 1γ + 3 Jets 0.038 0.61 570 - 600 1 0.016 ± 0.040
1 e + 1µ + 1 Jet 0.036 0.62 340 - 380 5 0.7 ± 1.3
1 e + 7 Jets 0.11 0.63 1080 - 1150 1 0.01 ± 0.15
2µ 0.019 0.66 120 - 140 84 61.2 ± 6.8
3 e 0.11 0.66 90 - 100 1 0.08 ± 0.11
1 e + 1 Jet + 6ET 0.05 0.66 1160 - 1180 1 0.008 ± 0.061
1 e + 5 Jets + 6ET 0.053 0.69 390 - 680 13 6.8 ± 2.0
1 e + 3 Jets + 6ET 0.06 0.7 1180 - 1220 2 0.34 ± 0.22
1µ + 4 Jets + 6ET 0.024 0.71 1060 - 1160 3 0.56 ± 0.20
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C.2. Distribution scans
Event class p-value p˜ Region (GeV) Data SM± σsys
1 e + 1µ + 4 Jets + 6ET 0.088 0.71 580 - 610 1 0.091 ± 0.045
2 e + 2 Jets 0.013 0.72 270 - 330 24 13.5 ± 1.9
1µ + 3 Jets + 6ET 0.018 0.73 1380 - 1580 2 0.179 ± 0.095
1 e + 1µ + 4 Jets 0.079 0.75 690 - 730 1 0.01 ± 0.10
2µ + 1 Jet 0.018 0.76 220 - 230 51 34.6 ± 4.1
1µ + 1γ + 2 Jets + 6ET 0.098 0.78 340 - 400 2 0.36 ± 0.38
1γ + 3 Jets + 6ET 0.048 0.78 320 - 340 2 0.18 ± 0.28
1µ + 1 Jet + 6ET 0.021 0.79 550 - 910 11 21.6 ± 2.8
2γ + 2 Jets 0.073 0.83 290 - 310 1 0.003 ± 0.095
1 e + 1µ + 2 Jets + 6ET 0.047 0.83 520 - 540 2 0.33 ± 0.10
1γ + 4 Jets 0.063 0.84 560 - 600 3 0.18 ± 0.83
1 e + 1γ + 1 Jet + 6ET 0.066 0.85 390 - 400 1 0.060 ± 0.047
2γ + 2 Jets + 6ET 0.075 0.86 480 - 500 1 0.001 ± 0.099
1µ + 5 Jets + 6ET 0.066 0.89 1210 - 1270 1 0.062 ± 0.045
1 e + 1γ + 2 Jets + 6ET 0.087 0.89 440 - 460 1 0.046 ± 0.093
1γ + 5 Jets 0.083 0.9 1360 - 1420 1 0.034 ± 0.093
1 e + 2 Jets + 6ET 0.15 0.91 1040 - 1100 2 0.57 ± 0.44
1µ + 1γ 0.077 0.92 100 - 140 4 9.2 ± 1.7
1γ + 1 Jet 0.17 0.93 1290 - 1320 1 0.08 ± 0.21
1 e + 6 Jets + 6ET 0.17 0.93 450 - 2090 0 1.86 ± 0.47
2µ + 3 Jets 0.072 0.93 380 - 550 1 4.49 ± 0.70
1µ + 1 Jet 0.19 0.94 620 - 680 0 1.77 ± 0.51
1 e + 1µ + 2 Jets 0.1 0.94 710 - 740 1 0.03 ± 0.13
1 e + 1γ + 2 Jets 0.079 0.94 840 - 1110 3 0.07 ± 0.98
2 e + 3 Jets 0.076 0.94 480 - 510 2 0.447 ± 0.095
1 e + 6ET 0.026 0.99 250 - 260 6 1.5 ± 1.1
2µ + 1γ 0.23 1 100 - 120 0 1.54 ± 0.39
2 e + 1γ + 1 Jet 0.25 1 150 - 2100 0 1.47 ± 0.41
2 e + 4 Jets 0.38 1 400 - 2980 0 1.01 ± 0.25
1γ + 2 Jets – – 610 - 640 48 23.4 ± 9.6
1 e + 1 Jet – – 1230 - 1260 3 0.2 ± 1.6
1 e + 2 Jets – – 2080 - 2440 0 0.47 ± 0.32
1 e + 3 Jets – – 1970 - 2030 0 0.19 ± 0.16
1 e + 4 Jets – – 310 - 340 0 0.180 ± 0.089
1µ + 3 Jets – – 1200 - 2010 0 3.5 ± 1.2
Inclusive classes
Event class p-value p˜ Region (GeV) Data SM± σsys
2γ +X 0.00012 0.013 100 - 140 17 3.9 ± 1.6
3µ +X 0.00068 0.015 80 - 140 4 0.367 ± 0.076
1γ + 3 Jets +X 0.0003 0.03 260 - 400 35 11.2 ± 4.6
1 e + 1µ + 1 Jet + 6ET +X 0.00038 0.03 610 - 710 5 0.47 ± 0.21
1 e + 1µ + 3 Jets + 6ET +X 0.00083 0.047 780 - 970 4 0.377 ± 0.098
3 e + 1 Jet + 6ET +X 0.0031 0.049 370 - 380 1 0.0025 ± 0.0023
1µ + 2γ + 6ET +X 0.0047 0.055 280 - 290 1 0.0032 ± 0.0041
2µ + 6ET +X 0.00057 0.055 130 - 450 92 53.1 ± 8.0
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Appendix C. Additional results
Event class p-value p˜ Region (GeV) Data SM± σsys
4µ +X 0.0083 0.056 200 - 210 1 0.0084 ± 0.0019
1µ + 1 Jet +X 0.00056 0.061 530 - 560 3 16.3 ± 2.6
2µ + 1 Jet + 6ET +X 0.00067 0.066 200 - 310 61 34.3 ± 4.5
1µ + 8 Jets + 6ET +X 0.013 0.075 1220 - 1360 1 0.0108 ± 0.0088
2µ + 2 Jets +X 0.00067 0.083 170 - 220 22 8.3 ± 1.8
1γ + 5 Jets + 6ET +X 0.0053 0.085 600 - 760 2 0.097 ± 0.043
1µ + 8 Jets +X 0.012 0.085 1970 - 2070 1 0.0107 ± 0.0083
1γ + 4 Jets + 6ET +X 0.0015 0.087 960 - 1100 7 1.02 ± 0.71
2 e + 1µ + 6ET +X 0.0053 0.087 310 - 320 1 0.0023 ± 0.0055
1γ + 6 Jets + 6ET +X 0.019 0.094 1230 - 1290 1 0.015 ± 0.016
1 e + 2µ + 6ET +X 0.0043 0.095 230 - 260 2 0.080 ± 0.049
3 e + 6ET +X 0.011 0.099 220 - 230 1 0.0113 ± 0.0033
3 e + 1 Jet +X 0.0051 0.12 640 - 660 1 0.0005 ± 0.0061
1µ + 2γ +X 0.011 0.13 190 - 200 1 0.003 ± 0.013
3µ + 1 Jet +X 0.0086 0.13 180 - 190 1 0.0024 ± 0.0097
2γ + 3 Jets +X 0.0082 0.13 840 - 880 1 0.0060 ± 0.0068
1 e + 2µ +X 0.0065 0.13 220 - 270 3 0.29 ± 0.18
1 e + 1µ + 1γ +X 0.012 0.14 120 - 130 1 0.0110 ± 0.0081
2 e +X 0.00021 0.15 240 - 260 15 3.4 ± 1.4
1µ + 1γ + 1 Jet +X 0.0019 0.15 90 - 100 4 0.26 ± 0.31
1µ + 1γ + 6ET +X 0.0028 0.15 90 - 140 19 44.8 ± 7.5
2 e + 1 Jet + 6ET +X 0.0018 0.15 200 - 260 29 13.2 ± 2.8
1µ + 7 Jets +X 0.017 0.16 1960 - 2050 1 0.016 ± 0.011
2µ + 2 Jets + 6ET +X 0.003 0.19 300 - 360 17 7.2 ± 1.1
2γ + 6ET +X 0.0059 0.19 210 - 220 2 0.01 ± 0.11
1µ + 7 Jets + 6ET +X 0.027 0.2 1210 - 1280 1 0.027 ± 0.014
2µ + 5 Jets +X 0.015 0.2 1330 - 1390 1 0.0144 ± 0.0086
2µ + 5 Jets + 6ET +X 0.021 0.21 580 - 620 1 0.018 ± 0.014
2µ + 4 Jets + 6ET +X 0.015 0.21 520 - 580 2 0.177 ± 0.043
1 e + 1µ + 4 Jets +X 0.0079 0.22 1010 - 1060 2 0.06 ± 0.10
2γ + 2 Jets +X 0.0045 0.22 670 - 850 3 0.13 ± 0.24
2γ + 1 Jet +X 0.0039 0.23 320 - 340 4 0.49 ± 0.26
1 e + 1µ + 5 Jets + 6ET +X 0.03 0.24 730 - 770 1 0.027 ± 0.020
1γ + 6ET +X 0.006 0.24 250 - 270 19 5.1 ± 3.9
2 e + 2 Jets + 6ET +X 0.0045 0.24 240 - 320 11 3.84 ± 0.81
2µ +X 0.005 0.27 410 - 430 3 0.31 ± 0.11
1γ + 1 Jet + 6ET +X 0.0043 0.27 280 - 290 51 21.9 ± 8.8
1µ + 5 Jets +X 0.0062 0.29 1300 - 1360 4 0.64 ± 0.22
1γ + 2 Jets + 6ET +X 0.0062 0.3 240 - 320 53 24.7 ± 9.0
1 e + 1µ + 2 Jets + 6ET +X 0.0078 0.32 700 - 840 4 0.65 ± 0.28
1γ + 5 Jets +X 0.011 0.32 1770 - 1920 2 0.06 ± 0.14
2 e + 1µ +X 0.025 0.33 250 - 260 1 0.025 ± 0.011
2γ + 1 Jet + 6ET +X 0.013 0.33 410 - 440 2 0.03 ± 0.17
1 e + 2µ + 1 Jet +X 0.018 0.33 340 - 370 2 0.14 ± 0.14
1 e + 2µ + 1 Jet + 6ET +X 0.024 0.35 380 - 390 1 0.016 ± 0.021
3µ + 1 Jet + 6ET +X 0.071 0.35 220 - 230 1 0.061 ± 0.055
2µ + 1γ + 2 Jets +X 0.029 0.35 250 - 270 1 0.024 ± 0.022
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C.2. Distribution scans
Event class p-value p˜ Region (GeV) Data SM± σsys
1µ + 1γ + 3 Jets + 6ET +X 0.024 0.38 600 - 630 1 0.022 ± 0.015
1 e + 4 Jets + 6ET +X 0.012 0.38 280 - 300 2 0.02 ± 0.16
1µ + 6 Jets +X 0.017 0.38 700 - 750 2 0.19 ± 0.06
3 e +X 0.018 0.38 250 - 260 1 0.013 ± 0.015
1 e + 1µ + 5 Jets +X 0.028 0.4 1080 - 1130 1 0.021 ± 0.023
2µ + 1γ + 1 Jet +X 0.015 0.41 120 - 130 1 0.006 ± 0.017
2 e + 3 Jets + 6ET +X 0.024 0.42 540 - 600 3 0.58 ± 0.14
1γ + 3 Jets + 6ET +X 0.013 0.43 820 - 1060 16 6.0 ± 2.8
1 e + 1γ + 1 Jet +X 0.0071 0.46 280 - 320 14 4.1 ± 2.4
2µ + 4 Jets +X 0.03 0.47 370 - 400 1 0.029 ± 0.016
1 e + 1γ +X 0.019 0.48 220 - 240 12 3.1 ± 2.8
1µ + 4 Jets + 6ET +X 0.011 0.49 1060 - 1210 5 1.10 ± 0.45
2µ + 3 Jets + 6ET +X 0.021 0.49 700 - 790 3 0.56 ± 0.10
1γ + 6 Jets +X 0.032 0.5 1950 - 2040 1 0.003 ± 0.039
1 e + 5 Jets +X 0.022 0.51 2510 - 2980 2 0.05 ± 0.21
1γ + 4 Jets +X 0.017 0.52 1480 - 1540 3 0.32 ± 0.34
2 e + 1 Jet +X 0.0057 0.53 320 - 330 20 9.8 ± 1.4
3µ + 6ET +X 0.11 0.53 170 - 180 1 0.121 ± 0.057
1µ + 6ET +X 0.013 0.55 280 - 330 15 7.38 ± 0.96
1 e + 1γ + 6ET +X 0.018 0.56 50 - 70 3 0.46 ± 0.24
2 e + 4 Jets + 6ET +X 0.064 0.58 520 - 550 1 0.066 ± 0.027
1 e + 1µ + 4 Jets + 6ET +X 0.076 0.58 580 - 700 2 0.44 ± 0.12
2 e + 6ET +X 0.019 0.59 560 - 570 1 0.013 ± 0.017
2 e + 2 Jets +X 0.0086 0.6 510 - 550 13 5.51 ± 0.99
2 e + 3 Jets +X 0.022 0.6 720 - 750 3 0.57 ± 0.10
1 e + 2 Jets + 6ET +X 0.02 0.6 890 - 980 0 5.3 ± 1.7
1 e + 1µ + 1 Jet +X 0.032 0.63 300 - 320 9 3.5 ± 1.5
1µ + 4 Jets +X 0.023 0.63 940 - 1090 23 11.8 ± 3.5
1γ + 1 Jet +X 0.027 0.64 760 - 780 13 5.0 ± 2.6
1 e + 1γ + 3 Jets + 6ET +X 0.11 0.64 380 - 400 1 0.089 ± 0.091
1 e + 1µ + 3 Jets +X 0.029 0.64 750 - 1050 5 1.54 ± 0.47
1µ + 1γ + 3 Jets +X 0.06 0.64 280 - 300 1 0.009 ± 0.075
1µ + 1γ + 2 Jets +X 0.03 0.66 500 - 520 2 0.12 ± 0.23
1 e + 4 Jets +X 0.07 0.66 2290 - 2860 2 0.24 ± 0.35
1µ + 1γ + 2 Jets + 6ET +X 0.04 0.67 520 - 540 1 0.030 ± 0.033
2 e + 1γ +X 0.039 0.68 240 - 250 1 0.038 ± 0.022
1µ + 5 Jets + 6ET +X 0.035 0.68 1150 - 1270 2 0.28 ± 0.10
1µ + 1γ +X 0.028 0.7 30 - 40 2 7.9 ± 1.5
1 e + 3 Jets + 6ET +X 0.044 0.71 1140 - 1220 4 1.15 ± 0.49
1µ + 6 Jets + 6ET +X 0.082 0.71 1170 - 1230 1 0.086 ± 0.034
1µ + 3 Jets +X 0.027 0.71 1530 - 2010 0 4.5 ± 1.3
1 e + 1 Jet + 6ET +X 0.037 0.72 1000 - 1040 2 0.24 ± 0.18
1 e + 1γ + 3 Jets +X 0.059 0.76 450 - 480 1 0.049 ± 0.047
2γ + 2 Jets + 6ET +X 0.075 0.77 480 - 500 1 0.001 ± 0.099
1 e + 7 Jets +X 0.12 0.78 1080 - 1150 1 0.03 ± 0.15
1 e + 1µ + 6ET +X 0.042 0.82 450 - 460 1 0.041 ± 0.024
2 e + 4 Jets +X 0.11 0.82 640 - 680 1 0.120 ± 0.059
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Appendix C. Additional results
Event class p-value p˜ Region (GeV) Data SM± σsys
1 e + 1µ + 2 Jets +X 0.049 0.84 710 - 740 2 0.31 ± 0.17
2µ + 1γ +X 0.072 0.88 80 - 90 7 3.34 ± 0.85
1µ + 1γ + 1 Jet + 6ET +X 0.057 0.89 200 - 220 5 1.88 ± 0.60
1 e + 5 Jets + 6ET +X 0.074 0.89 640 - 680 4 1.34 ± 0.67
1 e + 1µ +X 0.14 0.9 280 - 370 0 2.23 ± 0.71
1µ + 3 Jets + 6ET +X 0.045 0.9 1380 - 1580 2 0.31 ± 0.14
1µ + 2 Jets +X 0.069 0.9 1390 - 2070 2 6.3 ± 1.2
1 e + 1γ + 2 Jets + 6ET +X 0.1 0.91 440 - 460 1 0.075 ± 0.096
1µ + 2 Jets + 6ET +X 0.047 0.91 1000 - 1120 0 3.19 ± 0.52
1 e + 6ET +X 0.081 0.92 360 - 370 3 0.88 ± 0.45
1 e + 2 Jets +X 0.21 0.93 2180 - 2230 1 0.10 ± 0.25
1µ + 1 Jet + 6ET +X 0.056 0.94 1030 - 1420 5 1.91 ± 0.50
2µ + 1 Jet +X 0.039 0.95 350 - 370 26 16.8 ± 2.2
1 e + 1γ + 1 Jet + 6ET +X 0.088 0.95 360 - 400 2 0.44 ± 0.25
1 e + 1γ + 2 Jets +X 0.1 0.96 840 - 930 2 0.09 ± 0.56
2 e + 1γ + 1 Jet +X 0.14 0.98 150 - 3030 0 2.08 ± 0.52
2µ + 3 Jets +X 0.081 0.99 880 - 960 3 0.98 ± 0.21
1 e + 1 Jet +X – – 1230 - 1260 5 1.6 ± 2.4
1 e + 3 Jets +X – – 2150 - 2210 1 0.19 ± 0.48
1 e + 6 Jets +X – – 700 - 850 0 0.42 ± 0.09
1γ + 2 Jets +X – – 80 - 130 0 0.084 ± 0.028
C.2.3. Missing transverse energy
Exclusive classes
Event class p-value p˜ Region (GeV) Data SM± σsys
1µ + 2γ + 6ET 0.00088 0.005 90 - 120 1 0 ± 0.0011
2µ + 1 Jet + 6ET 0.00062 0.016 50 - 80 21 8.5 ± 1.2
2µ + 2 Jets + 6ET 0.0013 0.028 30 - 90 36 18.6 ± 2.5
2µ + 3 Jets + 6ET 0.0026 0.042 60 - 90 6 1.27 ± 0.23
1γ + 5 Jets + 6ET 0.017 0.057 10 - 40 3 0.41 ± 0.27
2 e + 1µ + 6ET 0.019 0.064 100 - 130 1 0.0183 ± 0.0094
1µ + 8 Jets + 6ET 0.017 0.069 20 - 50 1 0.016 ± 0.010
1γ + 1 Jet + 6ET 0.0061 0.074 120 - 270 6 1.32 ± 0.53
1 e + 1µ + 3 Jets + 6ET 0.0064 0.076 130 - 170 3 0.351 ± 0.091
3 e + 1 Jet + 6ET 0.027 0.078 10 - 40 1 0.025 ± 0.016
1µ + 1γ + 6ET 0.0085 0.095 30 - 60 20 40.3 ± 6.4
1 e + 3 Jets + 6ET 0.0023 0.12 170 - 280 0 6.7 ± 1.1
1γ + 6 Jets + 6ET 0.052 0.13 40 - 70 1 0.049 ± 0.033
2µ + 5 Jets + 6ET 0.045 0.14 10 - 40 1 0.046 ± 0.019
1µ + 3 Jets + 6ET 0.0036 0.15 140 - 170 0 6.8 ± 1.5
1 e + 2µ + 6ET 0.04 0.15 80 - 110 1 0.037 ± 0.025
1 e + 1µ + 6ET 0.029 0.16 230 - 260 1 0.005 ± 0.035
2µ + 4 Jets + 6ET 0.037 0.19 60 - 90 2 0.292 ± 0.071
2γ + 6ET 0.11 0.19 10 - 40 1 0.12 ± 0.042
3µ + 1 Jet + 6ET 0.084 0.2 10 - 40 1 0.080 ± 0.055
Continued on next page. . .
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C.2. Distribution scans
Event class p-value p˜ Region (GeV) Data SM± σsys
2γ + 1 Jet + 6ET 0.13 0.21 10 - 40 2 0.51 ± 0.37
1γ + 6ET 0.019 0.21 180 - 210 2 0.186 ± 0.097
1 e + 1µ + 5 Jets + 6ET 0.072 0.21 70 - 100 1 0.075 ± 0.026
1 e + 2µ + 1 Jet + 6ET 0.19 0.32 40 - 70 1 0.19 ± 0.14
1γ + 3 Jets + 6ET 0.093 0.34 200 - 230 1 0.01 ± 0.12
1 e + 1µ + 4 Jets + 6ET 0.093 0.34 120 - 150 1 0.098 ± 0.032
1µ + 1γ + 3 Jets + 6ET 0.23 0.41 70 - 100 1 0.17 ± 0.26
2 e + 6ET 0.12 0.42 130 - 160 1 0.133 ± 0.058
1 e + 1γ + 3 Jets + 6ET 0.22 0.43 10 - 40 1 0.21 ± 0.20
1 e + 1µ + 1 Jet + 6ET 0.047 0.44 180 - 250 2 0.31 ± 0.16
2 e + 4 Jets + 6ET 0.18 0.45 10 - 40 1 0.202 ± 0.049
1µ + 1 Jet + 6ET 0.021 0.52 210 - 270 2 8.2 ± 1.5
2 e + 3 Jets + 6ET 0.11 0.54 70 - 100 2 0.56 ± 0.17
1 e + 1γ + 6ET 0.11 0.58 60 - 1610 1 4.06 ± 0.93
1µ + 6 Jets + 6ET 0.098 0.58 150 - 180 1 0.102 ± 0.047
1 e + 6ET 0.035 0.63 170 - 260 8 3.47 ± 0.73
1µ + 4 Jets + 6ET 0.045 0.68 110 - 140 1 5.10 ± 0.77
1 e + 5 Jets + 6ET 0.09 0.7 100 - 550 0 2.50 ± 0.44
2 e + 1 Jet + 6ET 0.14 0.74 80 - 140 1 3.67 ± 0.72
1 e + 1γ + 1 Jet + 6ET 0.13 0.75 50 - 80 4 1.78 ± 0.69
1µ + 2 Jets + 6ET 0.056 0.75 270 - 690 0 3.05 ± 0.57
1µ + 6ET 0.037 0.76 210 - 250 3 0.68 ± 0.23
1 e + 6 Jets + 6ET 0.17 0.76 30 - 450 0 1.86 ± 0.46
1 e + 1 Jet + 6ET 0.056 0.76 200 - 230 11 6.01 ± 0.99
1µ + 5 Jets + 6ET 0.082 0.79 60 - 90 7 3.48 ± 0.84
1 e + 4 Jets + 6ET 0.087 0.81 210 - 240 2 0.48 ± 0.15
2µ + 6ET 0.14 0.81 60 - 7000 3 6.30 ± 0.87
1 e + 2 Jets + 6ET 0.061 0.82 230 - 260 5 1.95 ± 0.54
1 e + 1µ + 2 Jets + 6ET 0.31 0.94 150 - 180 1 0.38 ± 0.12
1µ + 1γ + 1 Jet + 6ET 0.28 0.94 90 - 370 0 1.36 ± 0.41
2 e + 2 Jets + 6ET 0.315 0.97 100 - 130 1 0.40 ± 0.10
Inclusive classes
Event class p-value p˜ Region (GeV) Data SM± σsys
2µ + 1 Jet + 6ET +X 7.2e-05 0.0032 60 - 90 34 14.0 ± 2.1
2µ + 3 Jets + 6ET +X 0.00059 0.012 60 - 90 8 1.69 ± 0.30
1µ + 2γ + 6ET +X 0.0076 0.018 90 - 120 1 0 ± 0.0096
2µ + 6ET +X 0.00069 0.021 40 - 90 79 46.9 ± 5.9
2µ + 2 Jets + 6ET +X 0.00091 0.024 30 - 90 46 24.6 ± 3.3
1µ + 8 Jets + 6ET +X 0.017 0.062 20 - 50 1 0.016 ± 0.010
1γ + 5 Jets + 6ET +X 0.011 0.07 20 - 50 4 0.64 ± 0.38
3 e + 1 Jet + 6ET +X 0.032 0.093 10 - 40 1 0.030 ± 0.019
1 e + 1µ + 3 Jets + 6ET +X 0.0081 0.12 110 - 170 5 1.13 ± 0.28
1γ + 6 Jets + 6ET +X 0.056 0.13 40 - 70 1 0.054 ± 0.034
2 e + 1 Jet + 6ET +X 0.0077 0.13 10 - 40 38 19.5 ± 5.1
1 e + 1µ + 6ET +X 0.0099 0.15 230 - 260 2 0.113 ± 0.088
Continued on next page. . .
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Appendix C. Additional results
Event class p-value p˜ Region (GeV) Data SM± σsys
2µ + 5 Jets + 6ET +X 0.057 0.18 10 - 40 1 0.059 ± 0.023
3µ + 1 Jet + 6ET +X 0.084 0.19 10 - 40 1 0.080 ± 0.056
2 e + 1µ + 6ET +X 0.061 0.2 80 - 110 1 0.062 ± 0.029
3 e + 6ET +X 0.099 0.21 10 - 40 1 0.104 ± 0.030
1γ + 1 Jet + 6ET +X 0.015 0.23 210 - 270 3 0.44 ± 0.21
1γ + 2 Jets + 6ET +X 0.029 0.29 70 - 100 16 7.2 ± 2.9
1γ + 6ET +X 0.01 0.3 200 - 230 3 0.36 ± 0.20
2µ + 4 Jets + 6ET +X 0.06 0.31 60 - 90 2 0.389 ± 0.086
1 e + 2µ + 6ET +X 0.13 0.32 80 - 110 1 0.129 ± 0.086
1 e + 1µ + 5 Jets + 6ET +X 0.1 0.34 70 - 100 1 0.107 ± 0.032
1 e + 1µ + 1 Jet + 6ET +X 0.032 0.36 150 - 190 5 1.58 ± 0.48
2γ + 6ET +X 0.1 0.37 90 - 120 1 0.01 ± 0.13
1 e + 3 Jets + 6ET +X 0.017 0.37 180 - 210 0 4.30 ± 0.66
1 e + 1µ + 2 Jets + 6ET +X 0.029 0.39 150 - 180 3 0.63 ± 0.16
1γ + 3 Jets + 6ET +X 0.099 0.41 200 - 230 1 0.02 ± 0.13
1µ + 7 Jets + 6ET +X 0.15 0.43 20 - 50 1 0.167 ± 0.045
3µ + 6ET +X 0.19 0.44 10 - 40 1 0.207 ± 0.063
1µ + 1γ + 3 Jets + 6ET +X 0.25 0.47 70 - 100 1 0.21 ± 0.26
1 e + 1µ + 4 Jets + 6ET +X 0.12 0.47 120 - 150 1 0.124 ± 0.055
2 e + 4 Jets + 6ET +X 0.22 0.51 10 - 40 1 0.245 ± 0.060
1µ + 3 Jets + 6ET +X 0.025 0.53 270 - 330 4 1.05 ± 0.23
1 e + 1γ + 3 Jets + 6ET +X 0.23 0.57 10 - 40 1 0.23 ± 0.20
1 e + 5 Jets + 6ET +X 0.05 0.6 100 - 550 0 3.28 ± 0.74
1µ + 5 Jets + 6ET +X 0.046 0.61 90 - 150 0 3.37 ± 0.76
1 e + 6 Jets + 6ET +X 0.13 0.66 40 - 450 0 2.19 ± 0.53
1 e + 1 Jet + 6ET +X 0.041 0.7 170 - 200 16 26.4 ± 3.2
2 e + 3 Jets + 6ET +X 0.16 0.7 30 - 90 6 3.56 ± 0.67
1µ + 6 Jets + 6ET +X 0.15 0.73 150 - 180 1 0.161 ± 0.042
1µ + 4 Jets + 6ET +X 0.063 0.74 110 - 140 2 6.7 ± 1.5
2 e + 6ET +X 0.15 0.79 130 - 160 3 1.30 ± 0.35
1 e + 4 Jets + 6ET +X 0.087 0.82 140 - 210 1 4.35 ± 0.87
1µ + 1γ + 1 Jet + 6ET +X 0.17 0.87 90 - 550 0 1.94 ± 0.56
1 e + 6ET +X 0.14 0.93 270 - 300 1 3.56 ± 0.61
1µ + 2 Jets + 6ET +X 0.15 0.93 220 - 250 8 5.00 ± 0.76
1 e + 2 Jets + 6ET +X 0.15 0.96 230 - 260 6 3.42 ± 0.76
2 e + 2 Jets + 6ET +X 0.33 0.96 70 - 100 0 1.10 ± 0.30
1 e + 1γ + 6ET +X 0.32 0.97 110 - 650 0 1.23 ± 0.41
1µ + 6ET +X 0.14 0.98 390 - 7000 0 2.08 ± 0.50
1µ + 1 Jet + 6ET +X 0.17 0.99 280 - 350 8 5.25 ± 0.77
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