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Abstract
A honeycomb lattice half-filled with fermions has its excitations described by mass-
less Dirac fermions, e.g. graphene. We investigate the experimental feasibility of
loading ultracold fermionic atoms in a two-dimensional optical lattice with hon-
eycomb structure and we go beyond graphene by addressing interactions between
fermions in such a lattice. We analyze in great detail the optical lattice generated
by the coherent superposition of three coplanar running laser waves with respective
angles 2pi/3. The corresponding band structure displays Dirac cones located at the
corners of the Brillouin zone and the excitations obey Weyl-Dirac equations. In an
ideal honeycomb lattice, the presence of Dirac cones is a consequence of the point
group symmetry and it is independent of the optical potential depth. We obtain
the important parameter that characterizes the tight-binding model, the nearest-
neighbor hopping parameter t, as a function of the optical lattice parameters. Our
semiclassical instanton method is in excellent agreement with an exact numeri-
cal diagonalization of the full Hamilton operator in the tight-binding regime. We
conclude that the temperature range needed to access the Dirac fermions regime
is within experimental reach. We also analyze imperfections in the laser configu-
ration as they lead to optical lattice distortions which affect the Dirac fermions.
We show that the Dirac cones do survive up to some critical intensity or angle
mismatches which are easily controlled in actual experiments. The presence of the
Dirac cones can be understood in terms of geometrical configuration of hopping
vii
viii ABSTRACT
parameters. In the tight-binding regime, we predict, and numerically confirm, that
these critical mismatches are inversely proportional to the square root of the optical
potential strength. To study the interactions between fermions, we focus on attrac-
tive fermionic Hubbard model on a honeycomb lattice. The study is carried out
using determinant quantum Monte Carlo algorithm and we extract the frequency-
dependent spectral function using maximum entropy method. By increasing the
interaction strength U (relative to the hopping parameter t) at half-filling and zero
temperature, the system undergoes a quantum phase transition at Uc/t ≈ 5 from
a disordered phase to a phase displaying simultaneously superfluid behavior and
density order. Meng et al. reported recently a lower critical strength and they
showed that the system first enters a pseudo-spin liquid phase before becoming
superfluid. We attributed the discrepancy in the numbers to the “relatively high”
temperature at which our simulations were performed. We were not able to iden-
tify the pseudo-spin liquid phase because computing the relevant time-displaced
pair Green’s function is computationally too expensive for us. Doping away from
half-filling, and increasing the interaction strength at finite but low temperature
T , the system appears to be a superfluid exhibiting a crossover between a BCS and
a molecular regime. These different regimes are analyzed by studying the spectral
function. The formation of pairs and the emergence of phase coherence throughout
the sample are studied as U is increased and T is lowered.
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In 2004, researchers in Manchester successfully isolated single-atomic planes of
carbon atoms through the mechanical exfoliation of graphite using Scotch tape [1].
Since then, graphene has attracted much attention due to theoretical interests in
fundamental physics as well as its potential applications in electronics, such as the
recently announced graphene-based field effect transistors (FETs) that operate at
a much higher speed (100 GHz) compared to conventional silicon-based FETs [2].
In these free-standing graphene sheets, the hybridized sp2-orbitals lead to a
planar honeycomb structure of the carbon atoms with σ-bonds between nearest
neighbors, separated by 1.42 A˚. The unaffected pz-orbitals, which are perpendicular
to the planar structure, bind covalently to form a pi-band. Since each carbon atom
has one valence electron from the pz-orbital, the pi-band is half-filled. The energy
band spectrum shows “conical points” where the valence and conduction bands are
connected, and the Fermi energy at half-filling is located precisely at these points
as only half of the available states are filled. Around these points, the energy
varies proportionally to the modulus of the wave-vector and the excitations (holes
or particles) of the system are described by two-dimensional massless Weyl-Dirac
fermions, propagating at about one 300th of the speed of light [3, 4]. Graphene
1
2 CHAPTER 1. INTRODUCTION
sheets thus allow for table-top experiments on two-dimensional (2D) relativistic
field theories, with a replacement of the velocity of light by the so-called Fermi
velocity in graphene. Triggered by the Manchester discovery, an intense activity
has flourished in the field, and continues to flourish, as witnessed by Refs. [5–10],
for example. The reported and predicted phenomena include the Klein paradox
(the perfect transmission of relativistic particles through high and wide potential
barriers) [8], the anomalous quantum Hall effect induced by Berry phases [4, 11],
and its corresponding modified Landau levels [12].
The attempt to understand graphene physics is not without difficulty. For
example, intrinsic ripples have been observed in suspended graphene [13, 14]. As
a consequence, there are fluctuations in the nearest-neighbor hopping amplitudes
that depend on the deformation tensor [9]. This inhomogeneity may be taken into
account using an effective Dirac-like Hamiltonian but with the addition of vector
potentials. Other complications include electron-phonon interactions [15] and the
presence of a charge inhomogeneity in graphene [16].
On the other hand, the experimental successes in achieving Bose-Einstein con-
densation (BEC) [17–19] and Fermi degeneracy [20–22] in ultracold atomic gases
enable us to focus on the particle statistics and the inter-particle interactions. Fol-
lowing the discovery of the stability of Li2 molecules despite their high vibrational
excitation [23], much effort has been dedicated to achieve condensation of fermionic
pairs. Various experiments were performed to study fermionic superfluidity, such
as the direct demonstration through the observation of vortices [24]. Other excit-
ing discoveries include the population imbalance in fermionic mixtures [25–29] and
the (indirect) observation of fermionic superfluidity in optical lattice [30]. These
recent advances in experiments with cold atoms [31] thus offer us the possibility
to simulate condensed-matter phenomena by loading ultracold atoms into opti-
cal lattices without the complications of graphene. The great advantage is that
3the relevant parameters (shape and strength of the light potential, atom-atom in-
teraction strength via Feshbach resonances [32], etc.) are accessible and can be
accurately controlled while spurious effects that destroy the quantum coherence
are absent, such as the analog of the electron-phonon interaction. Cold atom ex-
periments thus provide us an exact physical realization of theoretical models like
the Hubbard model.
In Ref. [33], Zhu et al. proposed to observe Dirac fermions with cold atoms in
a honeycomb optical lattice. In the first part of this work, we analyze in details
this scheme that is capable of reproducing in atomic physics the unique situation
found in graphene. It consists of creating a two-dimensional honeycomb optical
lattice and loading it with ultracold fermions like the neutral 6Li atoms. We calcu-
late the important nearest-neighbor hopping parameter in terms of optical lattice
parameters and conclude that the temperature range needed to access the Dirac
fermion regime is within experimental reach. We further consider imperfections in
the laser configurations that lead to distortions in the optical lattice. Our analysis
shows that Dirac fermions survive up to some critical beam intensity imbalance
or aligment angle mismatch in the experimental setup, which are easily controlled
in actual experiments. We also explain the relation between the critical values
and the optical potential strength. The existence of Dirac fermions in a perfect
honeycomb can be accounted for by the point group symmetry, but in a distorted
lattice, it is explained by the geometrical relation of hopping parameters in the
tight-binding regime.
In the second part, we address the question of attractive interactions between
the atoms. Specifically, we study the phenomenon of BCS-BEC crossover in the
honeycomb lattice as there are some unsolved questions that cannot be studied
using graphene. Such an interacting system can be described by a Hubbard model
and this model (or effective models that are derived from it, such as the t-J model)
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Figure 1.1: Schematic phase diagram of hole-doped (right side) and electron-doped
(left side) high-Tc superconductors. The various regions shown are superconductor
(SC), antiferromagnetic (AF), pseudogap and normal metals. Reprinted figure with
permission from Ref. [34] as follows: Andrea Damascelli et al., Reviews of Mod-
ern Physics 75 473 (2003) (http://rmp.aps.org/abstract/RMP/v75/i2/p473_1).
Copyright (2003) by the American Physical Society.
is believed to be the underlying model for high-Tc superconductors [35, 36]. In a
typical high-Tc superconductor, there are layers of CuO2 planes that are separated
by some ‘spacer’ elements, e.g. Ca, Sr and Y. This CuO2 plane is approximated
by a simple square lattice of lattice parameter being roughly 3.84 A˚, with the Cu
atoms sit at the lattice points and the O atoms at the midpoints between nearest
Cu atoms. When the Hubbard model on a square lattice is half-filled, the nesting of
the Fermi surface generally leads to ordered phases (such as the antiferromagnetic
phase in Fig. 1.1) even for arbitrarily small interaction strengths [37]. Using t-
J model and introducing slave boson to enforce the constraint against double
occupancy, the superconducting phase (SC) is shown to emerge by doping the
antiferromagnetic Mott insulator [35]. On the contrary, in a honeycomb lattice,
the peculiar nature of the Fermi surface (i.e. reduced to a finite number of Dirac
points) leads to special physics at and around half-filling. In this honeycomb
lattice and with repulsive interactions, Paiva et al. have found a quantum phase
transition (QPT) at half-filling between a metallic and an ordered phase when
the interaction strength is increased [38]. However, when the attractive system
5is slightly doped away from half-filling, the nature of the system is yet to be
determined. Since graphene has a single interaction strength that cannot be tuned
with present technology1, this QPT at half-filling is not accessible in experiments
with graphene but is in the reach of cold atom experiments.
The study of interactions is carried out through determinant quantum Monte
Carlo simulations of the attractive fermioninc Hubbard model. We determine the
QPT to occur at around 5.0 < Uc/t < 5.1, where Uc is the critical interaction
strength. Doping away from half-filling, and increasing the interaction strength
at finite but low temperature T , the system appears to be a superfluid exhibiting
a crossover between a Bardeen-Cooper-Schrieffer (BCS) and a molecular regime
at a doping as low as 5%. These different regimes are analyzed by studying the
spectral function. The formation of pairs and the emergence of phase coherence
throughout the sample are studied as U is increased and T is lowered.
After our work on interacting fermions on a honeycomb lattice was published [42],
it was brought to our attention that before becoming an antiferromagnetic Mott in-
sulator (density-ordered superconductor) with repulsive (attractive) interactions,
the interacting system on a half-filled honeycomb lattice first enters a spin liq-
uid (pseudo-spin liquid) phase, followed by the ordered phase as the interaction
strength increases [43–46]. Unfortunately, to probe such a three-step transition,
we are required to measure (imaginary)-time-displaced pair correlations, which are
too time-consuming using our algorithm and not feasible within our time frame.
In Chapter 6, we will explain in more details the findings of Ref. [43] in order to
make the picture more complete, even though it is not our work.
1The on-site interaction strength in graphene is estimated to be U ≈ 3.6t based on experi-
ments performed on polyacetylene [10, 39], but Refs [40, 41] predicted graphene to be a marginal
Fermi liquid with strong unscreened Coulomb interactions between the electrons based on renor-
malization group theory. Since we are not aware of any experimental evidence showing graphene
to be an AF Mott insulator, which is a phase characteristic of half-filled bipartite Hubbard model
with strong repulsion, we adopt the view point that graphene is weakly interacting.
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Chapter 2
General properties of a
honeycomb lattice
2.1 Lattice and symmetries
A solid crystal, such as a graphene sheet, consists of a periodic arrangement of
atoms. The positively-charged nuclei (with screening from the other electrons)
form attractive centers for the valence electrons. This periodic potential felt by
the electrons, and similarly the optical potential experienced by the trapped atoms
in an optical lattice, is most conveniently described in terms of a crystal structure.
For simplicity, we consider a crystal structure as composed of a periodic array of
sites in space, generated by the repeated translations of a primitive unit cell called
basis. More specifically, it can be viewed as a Bravais lattice with the Bravais
lattice points replaced by identical primitive unit cells. A primitive unit cell can
contain more than one lattice site, and the lattice sites within a unit cell can
have different local environment, such as sites a and b in the primitive unit cell
Σ in Fig. 2.1, in contrast to the Bravais lattice points that have identical local
environment. A suitable choice of lattice sites is the positions of atoms in a solid
7
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crystal and the optical potential minima in an optical potential. With this choice,
the positions of carbon atoms in a graphene sheet and the positions of the potential
wells in an optical lattice (discussed in Chapter 3) form a lattice with honeycomb
structure, which is the core lattice studied in this work. For convenience sake and
to conform to common terminology used in literature, we will now refer to a lattice
with honeycomb structure as a honeycomb lattice. For more pedagogic details on
crystallography, readers are advised to read Ref. [47].
A periodic potential V (r) with honeycomb structure, where r is the position
vector of a single electron in a graphene sheet or a trapped atom in an optical
lattice, may be represented pictorially by a honeycomb lattice (Fig. 2.1). Its un-
derlying Bravais lattice is a triangular lattice,
B = {m1a1 +m2a2 ∣∣ m1,m2 = 0,±1,±2, . . .}, (2.1)
defined in such a way that the value of the periodic potential remains unchanged
by any displacement R ∈ B, V (r + R) = V (r). The two linearly independent










∣∣a1∣∣ = ∣∣a2∣∣ is the common length of the Bravais primitive vectors. The
choice of primitive unit cell is not unique and we have opted for the diamond-shaped
primitive cell Σ delineated by the two primitive lattice vectors for convenience sake
(Fig. 2.1). An alternative choice that incorporates the symmetry properties of the
Bravais lattice is the Wigner-Seitz cell ; see Fig. 2.3. It is defined with respect to
a Bravais lattice point as the region of space that is closer to that point than any
other Bravais lattice point; see p. 73–75 of Ref [47].











Figure 2.1: The underlying Bravais lattice B of a two-dimensional honeycomb
lattice is the two-dimensional triangular Bravais lattice with a two-point basis a and
b. The grey-shaded area is the primitive cell Σ. The honeycomb lattice parameter
a is defined as the distance between nearest-neighbor sites.
The basis contains two sites, labeled as a and b sites, hence a honeycomb
lattice is commonly known as a bipartite lattice or a triangular lattice with a two-
point basis. Each lattice site has three nearest neighbors that belong to the other
sublattice. The three vectors that connect an a site to its three nearest neighbors,






















∣∣cj∣∣ = Λ/√3 is the lattice parameter1. Furthermore, a is the distance
from an a site to a neighboring b site, or the distance from the center of the
hexagon of lattice sites to any one of its corners.
It is important to study the symmetry properties of the lattice structure because
physical problems can be greatly simplified through symmetry-based arguments.
1According to conventions in crystallography, a lattice parameter (or lattice constant) refers to
the constant distance between unit cells, i.e. Λ. Here, we instead define it as the nearest-neighbor
distance a for convenience in later calculations.
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The lattice remains invariant under certain coordinate transformations induced by
the associated symmetry transformation operators. Correspondingly, the periodic
potential, and hence the single-particle Hamilton operator H, is invariant under
such transformations (the transformations are norm-preserving such that the ki-
netic energy operator is invariant as well). The implication of the invariance of H
is that we can label the eigenstates of the Hamilton operator by the eigenvalues
of the symmetry operators; see Appendix A.1. If there are several commuting
symmetry operators, all of which commute with H, the eigenstates of H can be
chosen as the simultaneous eigenstates of these symmetry operators [48].
The symmetry operators that commute with H generally involve translations,
rotations, reflections, and inversions [49]. The complete set of symmetry operators
that transform the lattice into itself is called the space group. Within the space
group of a honeycomb lattice, we pay special attention to two subgroups called the
translation group and the point group.
2.2 Translation group of a honeycomb lattice
In the previous section, we have already mentioned the translation group of a
honeycomb lattice, i.e. the Hamilton operator is invariant under any translation R





P ·R with R ∈ B, (2.4)
where P is the two-dimensional momentum operator. The corresponding eigen-
values are given by e−ik ·R (see Appendix A.2), where k is a wave vector that lies
in the Wigner-Seitz cell of the reciprocal lattice, which is more commonly known
as the first Brillouin zone (1st BZ); see Fig. 2.2.

















































































































Figure 2.2: The triangular reciprocal lattice B˜ associated with the triangular
Bravais lattice of Fig. 2.1 and Fig. 3.3. It is spanned by the reciprocal primitive
vectors b1 and b2 of Eq. (2.7), and is also a triangular lattice (as indicated by the full
dots). The shaded region identifies the first Brillouin zone Ω which is here a regular
hexagon. Its center is conventionally named Γ in the solid-state literature. Opposite
edges are in fact identical as they only differ by a translation in the reciprocal lattice.
This feature is emphasized by drawing the identical edges with the same (solid,
dashed or dash-dotted) line. For the same reason, the three corners Ka (a = 1, 2, 3)
are to be identified with each other, and likewise the three corners K ′a are really only
one point in Ω. Thus only two of the six corners, collectively labeled as K and K ′
and known as the Dirac points, are different. Also shown are the wave vectors of
the three coplanar plane waves (dashed arrows; see Eq. (2.8)).
The reciprocal lattice B˜ is a regular pattern in k space defined by linear com-
binations of the reciprocal primitive vectors b1 and b2 with integer coefficients,
B˜ = {n1b1 + n2b2 ∣∣ n1, n2 = 0,±1,±2, . . .}. (2.5)
The bis are constructed based on the orthogonal relation
ai · bj = 2piδij for i, j = 1, 2, (2.6)
which in turn implies that the Bravais lattice B and the reciprocal lattice B˜ con-
12 CHAPTER 2. GENERAL PROPERTIES OF A HONEYCOMB LATTICE










∣∣bi∣∣ = 4pi/(√3Λ) = 4pi/(3a).
A domain in reciprocal space of utmost importance is the first Brillouin zone
Ω. It is a regular hexagon but with the subtle feature that opposite edges are to
be identified with each other since they can be related by a displacement vector in
B˜ 2. By the same token the three corners Ka (respectively K ′a) have to be identified
with one another and we collectively denote them by K (respectively K ′). These
two different corners K and K ′ are known as the Dirac points in the graphene
literature for a reason that will become clear in the next two sections. As we
shall see in Chapter 3, upon denoting K ≡K1 and K ′ ≡K ′1, their positions in Ω
happen to be the wave vectors ki of the lasers that generate the optical honeycomb
potential,
K = −K ′ = 1
3
(b2 − b1) = k1 (2.8)
and K2 = k2 = K − b2, K3 = k3 = K + b1, as well as Ka = −K ′a.
At this point, it is worth mentioning Bloch’s theorem that associates each eigen-
state |ψk〉 of H with a wave vector k ∈ Ω such that
ψk(r−R) = e
−ik ·Rψk(r), (2.9)
where 〈r|H|ψk〉 = Hψk(r) = kψk(r) and k is the eigenenergy of H. It is easy
to see that Eq. (2.9) is simply a consequence of the previous discussion that an
2In Appendix A.2, either k = −pi
a
or k = pi
a
is kept in the range of k inclusively for the same
reasoning.
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energy eigenstate is simultaneously an eigenstate of the translation operators, i.e.
TR|ψk〉 = e−ik ·R|ψk〉
〈r|TR|ψk〉 = 〈r−R|ψk〉 = ψk(r−R)

⇒ ψk(r−R) = e−ik ·Rψk(r). (2.10)
From Eq. (2.9), we obtain a function uk(r) that has the periodicity of the Bravais
lattice,
uk(r) ≡ e−ik · rψk(r)
= e−ik · (r−R)ψk(r−R) from Eq. (2.9)
= uk(r−R). (2.11)
Hence, we arrive at an alternate formulation of Bloch’s theorem, which is also
frequently called Floquet’s theorem (since it was first proven by Floquet in the
periodic one-dimensional system),
ψk(r) = e
ik · ruk(r). (2.12)
This form of a single-particle wave function is more useful in the analysis of point
group symmetry of the Bravais lattice, which is carried out in the next section.
Since k is a good quantum number, the eigenenergy k of |ψk〉 is often plotted
as a function of k, either along certain high symmetry lines in the k-space or on
a 2D plane. When we restrict the plotted k to lie within the 1st BZ (also known
as reduced zone scheme), we can clearly see that there are allowed and forbidden
energy ranges. These allowed energy ranges are often called energy bands. The
earliest calculation of the band structure of graphite (multi-layers of graphene) was
provided by Wallace [50].






















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 2.3: Rotations and reflections that belongs to the point group of a hon-
eycomb lattice. The shaded hexagon centered at origin O is the Wigner-Seitz cell,
reflecting the symmetries of the lattice. The dotted and dashed lines represent the
mirror planes of reflections Xi and Yi respectively.
2.3 Point group of a honeycomb lattice
The point group of a honeycomb lattice can be obtained by setting all translations
in its space group to be zero. Refering to Fig. 2.3, we define the origin O as the
center of the hexagonal Wigner-Seitz cell with six honeycomb lattice sites sit at
the corners of this hexagon. The point group is then built up by the following
operations (besides identity operation E) [48, 49]:





about the origin O,
• Y1, Y2, Y3, reflections in lines connecting opposite corners of the hexagon cen-
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tered at the origin O,





about the origin O,
• X1, X2, X3, reflections in lines connecting midpoints of opposite edges of the
hexagon centered at the origin O,
• and inversion I that takes r into −r.
The last three sets of operations interchange the roles of a and b sites. Hence,
the operations are included (not included) in the point group if the two sublattices
are treated as equivalent (inequivalent) and the order of the point group is 12 (6).
According to Schoenflies system of notation, the point group is called C6v (C3v);
see p. 54–56 of Ref. [48]. Some of the point group operations are shown in Fig. 2.3.
Consider the action of a point group operation G, with the corresponding trans-
formation operator PG , on a Bloch wave function ψk(r),
PGψk(r) = ψk(G−1r) = eik · (G
−1r)uk(G−1r) = ei(Gk) · ruk(G−1r). (2.13)
Since G−1R ∈ B if R ∈ B, we can obtain another function3 u′Gk(r) ≡ uk(G−1r)
that has the periodicity of the Bravais lattice,
u′Gk(r−R) = uk(G−1r − G−1R)
= uk(G−1r) from Eq. (2.11)
= u′Gk(r). (2.14)
3When there is no degeneracy, u′ differs from u only by a phase factor. However, when there
is degeneracy, u′ can be a linear combination of the degenerate functions u; see Ref. [48].
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Representation
Class
E R, R−1 X1, X2, X3
Γ(1) 1 1 1
Γ(2) 1 1 −1
Γ(3) 2 −1 0
Table 2.1: Character table of small representations of the group of K(K ′). Rep-
resentations Γ(1) and Γ(2) are one-dimensional representations while Γ(3) is a two-
dimensional representation. Of special interest is Γ(3) for degenerate eigenstates.
The resulting equation,
PGψk(r) = ei(Gk) · ru′Gk(r) ≡ ψ′Gk(r), (2.15)
implies that the point group operation acts on an energy eigenfunction ψk(r) with
wave vector k to produce another eigenfunction ψ′Gk(r), also in Bloch form, but
with its wave vector transformed to Gk. The search for eigenenergies can thus
be simplified by finding all the symmetry-related k vectors with the associated
eigenfunctions of the same energy. An example would be to consider the situation
where the two sublattices are inequivalent, such as when site a and site b have
different potential depths4; see Sec. 4.1. The point group is reduced to identity
operation E, rotations R and R−1 as well as reflections Y1, Y2 and Y3. Yet, the
Bloch wave functions at K and K ′ are still degenerate because they are connected
by the reflections Yi.
The action of all point group operators on a given k generate a set of wave
vectors known as the star of k, e.g. all the corners of 1st BZ in Fig. 2.2 belong
to the star of K. We pay special attention to group operations that leave a given
k invariant up to a reciprocal lattice vector, i.e. Gk → k + b, b ∈ B˜, and these
operators form a subgroup of the point group called the group of the wave vector
4We have assumed that the only changes made are the potential depths. There is no change
to the local environment around the lattice sites.
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Table 2.2: Explicit matrix representation of Γ(3). The matrix representations of
Γ(1) and Γ(2) are identical to their characters. The matrix representation of Γ(3)
can be obtained by first considering the action of the operator on r = xex + yey,





k. We can obtain an irreducible representation of the group of k called the small
representation by studying the transformation of a function of r under the group
operation5. The various small representations in a honeycomb lattice have been
reported by Lomer [49]. Following the discussion on labeling energy eigenfunctions
by eigenvalues of commuting symmetry operators, we can label the various Bloch
wave functions ψk(r) by the small representations of k. Using Eq. (2.15), we
know how do the various uk(r) transform among themselves and hence their small
representation labels.
Special interests are attached to the point K and K ′ in the 1st BZ due to
the elementary excitations around these points that obey relativistic equation of
motion; see Sec. 2.4. Both groups of vector K and K ′ consist of identity oper-
ation E, rotations R and R−1 as well as reflections Xi [49, 51]. The characters
of the small representations and their explicit matrix representations are given in
Refs. [49, 51]; see Table 2.1 and 2.2. In real graphene, the pz-orbital of a carbon
atom, which is perpendicular to the graphene sheet, binds covalently with neigh-
boring carbon atoms to form a pi-band [10]. Similarly, in a honeycomb optical
lattice, the deep optical potential well is crudely approximated by a harmonic po-
tential. The corresponding harmonic oscillator ground state, which is a Gaussian
5See p. 18–20 of Ref. [48] on the concept of an irreducible representation.
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function, contributes to the formation of a tight-binding band that has vanishing
density of states at the Dirac points K and K ′ [52]. Both the pi-band in real
graphene and the tight-binding band in honeycomb optical lattice contain two de-
generate Bloch wave functions of wave vector K (also at K ′) that belong to the
two-dimensional representation Γ(3). Consequently, the energy band is gapless; see
the next section.
2.3.1 Point group symmetry and honeycomb potential
At this point, it may be suitable to briefly discuss the possible form of a regu-
lar honeycomb potential restricted by its point group symmetry [53]. Due to its














ei(nb1 +mb2) · r Vn,m, (2.16)
where b1 and b2 are the reciprocal primitive vectors defined previously. The matrix
element Vk,k′ represents the coupling between a Bloch state ψk′(r) and another
state ψk(r) by the potential and the sum Vk−k′ =
∑
k′′∈B˜ V[k′′+(k−k′)]/2,[k′′−(k−k′)]/2
means that, in terms of the coupling due to potential alone, only the difference
in the momentum is physically relevant. The indices (n,m) thus represent the
projection of this difference in momentum along b1 and b2. The invariance of the
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Table 2.3: Explicit matrix representation of G in the basis of indices (n,m), where
(n,m) is defined by Eq. (2.16). The indices can be grouped into sets such that
indices within the same set are transformed among themselves under the point group
operations.
potential under a point group operation implies that















′b2) · r Vn′,m′ . (2.17)
Hence, we can equate two Fourier coefficients Vn,m and Vn′,m′ via the relation
n′b1 + m′b2 = nGb1 + mGb2. The relation can be rewritten into matrix represen-
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and the representation of G is given in Table 2.3.
For any non-zero Vn,m, the Vn′,m′s generated through the group operations are
necessarily non-zero too. There is an additional constraint that V (r) must be real,
hence V ∗n,m = V−n,−m. Together, these conditions enable us to group the Vn,ms into
sets of closely related Fourier coefficients.
Other than the trivial constant solution V (r) = V0,0, the simplest case is ob-
tained when all coefficients vanish except for the set associated with V1,0 = V0,
that is (n,m) = {±(1, 0),±(0, 1),±(1, 1)} and by convention, V0,0 = 3V0. This
yields the honeycomb potential of the discussed optical lattice; see Eq. (3.7).
2.4 Tight-binding model and Dirac fermions
2.4.1 Wannier functions
Consider a collection of potential wells (with a given depth) located at the lattice
points of a periodic lattice. When the lattice parameter is infinitely large, we can
essentially view the wells as isolated and an atom trapped in a particular well would
be in the vibrational levels localized at the lattice sites. If we are to shrink the
lattice parameter, at some point, we have to modify the identification of the atomic
states in the lattice with the vibrational levels of isolated wells. This modification
is necessary when the spatial extent of a vibrational level is comparable to the
lattice parameter, which is the typical distance between two neighboring potential
wells, since an atom in that vibrational level can now be affected by the presence of
neighboring wells [47]. This motivates us to use a tight-binding model to describe a
system where there is non-negligible overlap between localized vibrational states of
neighboring potential wells, but not so much as to completely destroy the isolated
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well picture.
The tight-binding model is closely related to the idea of Wannier functions [54].
In turn, the relation of Wannier functions to the Bloch functions of Eq. (2.12) can
be established by considering a Bloch function as a function of k instead of r.
Since ψk(r) is periodic in the reciprocal space, i.e. ψk+q(r) = ψk(r) ∀q ∈ B˜, we







where Nc is the total number of unit cells and n is a band index. We may invert


















eik · (r −R)unk(r−R). from Eq. (2.11) (2.20)
Clearly, φn,r,R is a function of r−R and in fact, it is a Wannier function of energy
band index n centered at lattice point R, i.e. wn(r − R) ≡ 〈r|wnR〉 = φn,r,R.
There is a subtlety in the definition of a Wannier function, that is we can rewrite
it as




e−ik ·R+ iϕ(k)ψnk(r), (2.21)
where ϕ(k) is now an arbitrary real function, because the Bloch function is de-
termined only within an overall phase factor. By manipulating the phase factor,
it is possible to find a corresponding set of Wannier functions that decrease expo-
nentially at infinity for each energy band in a 1D infinite lattice with a center of
symmetry [55, 56].
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So far, we have assumed a Bravais lattice to illustrate the relation between
Wannier functions and Bloch functions, such that the energy band has a simple
structure with a single energy value attached to each k point. In general, when
the energy band has a complex structure such that there are several branches
which intersect at some k-points (the tight-binding band of a honeycomb lattice
is a complex band with two branches intersecting at the Dirac points), it is still
possible to attach a Wannier function that falls off exponentially at infinity to each
lattice site [57–59]. However, the Wannier function wn,a(r−Ra) of one sublattice
site Ra may not be identical with wn,b(r−Rb) defined on a site Rb that belongs to
another sublattice, in the sense that wn,a(r) does not necessarily equal to wn,b(r),
but are related through space group operation which transforms Ra to Rb, e.g.
wn,a(r) = wn,b(−r) due to the inversion symmetry of the potential. In fact, the
Wannier functions attached to a lattice site Ra should form a basis of an irreducible
representation of a group GRa , which contains all space group operations that leave
Ra invariant [57], i.e. the Wannier functions should display symmetry properties
associated with the local potential structure.
The Bloch wave function of a honeycomb lattice has now to be written as a
linear combination of quasi-Bloch wave functions6,
ψnk(r) = αnkψ
(a)
nk (r) + βnkψ
(b)
nk (r) with |αnk|2 + βnk|2 = 1, (2.22)








eik ·Rawn,a(r −Ra) with a = a,b (2.23)
and essentially live on the type-a sublattice and type-b sublattice, respectively.
The Wannier functions of Eq. (2.21) has an additional useful property, that is,
6This is reminiscent of the linear combinations of atomic orbitals (LCAO) method.
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the Wannier functions centered at different lattice sites or of different bands are
orthonormal to each other, i.e.
〈wn,R|wn′,R′〉 =
∫
(dr)w∗n(r −R)wn′(r −R′) = δRR′δnn′ . (2.24)
This property is easily proven with the orthonormality of Bloch wave functions.
Hence, the orthonormality and exponentially decaying property of Wannier func-
tions invite us to consider them as the localized single-particle states centered at
each lattice sites. We can thus describe the system in a hopping picture, where
we envision the particle as hopping from site to site with some quantum mechan-
ical tunneling amplitudes due to the overlap of Wannier functions. If we further
consider a tight-binding picture, particles are only allowed to hop between nearest
neighbors.
2.4.2 Tight-binding model
The eigenenergies nk of H are found by the equation
H|ψnk〉 = nk|ψnk〉. (2.25)
Substituting Eqs. (2.22), (2.23) and (2.24) into Eq. (2.25) and assuming that par-
ticles can only tunnel between nearest-neighbor lattice sites, i.e. 〈wRi |H|wRj〉
is non-vanishing only if Ri and Rj are two nearest neighbors, we get the 2 × 2
homogeneous linear system

 a − nk Zk







 = 0, (2.26)
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ik.ci with ti = 〈wRa |H|wRbi 〉. (2.27)
Here, Rbi = Ra+ci is a short-hand notation for the three b sites next to the a site.
To have a non-trivial solution, the determinant of the 2 × 2 matrix in Eq. (2.26)
has to vanish, hence we obtain the band structure of a tight-binding model on a
honeycomb lattice,
±,k = 0 ±
√
ε2 + |Zk|2, (2.28)
where 0 = (a + b)/2 is the mean on-site energy and ε = |(a − b)|/2 is half of
the on-site energy difference. As it should be, the tunneling parameters ti remain
unchanged under any energy shift inH due to orthonormality of Wannier functions.
Furthermore, such a shift only results in a corresponding shift in 0 but not the
k-dependent square-root term in Eq. (2.28). Hence, the physics of the problem is
not lost if we redefine the energy scale such that 0 = 0.
As expected from the fact that the honeycomb lattice consists of two distinct
sublattices, we find two bands7: a conduction band (+) and a valence band (−).
In each band, the number of Bloch states is the same as the number of unit cells
Nc. If we have a perfect honeycomb lattice such that the tis are independent of
the hopping direction, i.e. ti = −t for i = 1, 2, 3 and t > 0, then Zk vanishes when
1 + eik · a1 + eik · a2 = 0, (2.29)
which is solved by the corners K and K ′ of Ω since K · a2 = K ′ · a1 = 2pi/3.
We thus see that the conduction and the valence bands are gapped by ε when the
7According to previous discussions onWannier functions, we should call them the two branches
of a complex band. However, to conform to common terminology in the literature, from now
onwards, we will call them bands.
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lattice is filled with particles. For spin-1
2
fermions, there are a total of 2Nc states
in each band. When there is exactly one particle per site (a situation known as
half-filling), all levels in the valence bands are filled at zero temperature and the
Fermi energy EF (the energy of the highest filled level) precisely cuts the energy
surface at the K and K ′ points. In this case, the low-energy excitations of the
system can be described by linearizing the band spectrum in the neighborhood of
K and K ′. Denoting by q = p/~ the small displacement from either K or K ′, the
linearization of Zk gives
|Zk| ≈ 3at
2
|q| = ~v0|q| = |p|v0, (2.30)
where the quantity v0 = 3at/(2~) is called the Fermi velocity in the solid state
community, even though it has nothing to do with the standard Fermi velocity√
2EF/m, which depends on the actual mass of the particle.







that is typical of a relativistic dispersion relation with particle-hole symmetry. The
effective mass m∗, defined through ε = m∗v20, appears thus as the rest mass of the
excitations and relates to the energy imbalance of the two sublattices. The Fermi
velocity v0 is the analog of the velocity of light in relativity.
To relate to field theory, the one-particle quantum dynamics is more conve-
niently described using second quantization. With the hopping picture in mind,
we introduce a set of fermionic annihilation and creation operators {fiσ, f †iσ}, where
i and j label the sites while σ stands for the spin index or any other pertinent
quantum number of the particle. These creation (annihilation) operators create
(annihilate) particles localized to the lattice sites, with their position wave func-
26 CHAPTER 2. GENERAL PROPERTIES OF A HONEYCOMB LATTICE
tions described by the correponding Wannier functions. The second quantized














f †iσfiσ − f †jσfjσ
)
, (2.32)
where 〈i, j〉 means that only nearest neighbors are included in the sum and tij
is a direction-dependent hopping parameter8. This model accounts for hopping
to neighboring sites through the first term but does not permit a change in the
internal quantum number σ during the hop. A possible energy mismatch of ε
between the a and b sites are included through the second term.
The Hamilton operator in Eq. (2.32) can be recast into a form reminiscent of




























bkσ might be interpreted as the creation operators for quasi-Bloch
functions that live on sublattice a and sublattice b respectively; see Eq. (2.23).


















where the matrix representation of H is the same as Eq. (2.26) after a shift in the
energy scale by 0.
8The hopping parameter can be chosen to be real in the absence of external fields.
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2.4.3 Dirac fermions
Let us now consider a perfect honeycomb lattice such that tij = −t, t > 0 for all
nearest-neighbor hoppings9. To obtain the effective Hamilton operator for Dirac
fermions, we consider small q expansion around the two Dirac points K and K ′.




(iqx − qy) and ZK′+q ≈ −3at
2
(iqx + qy) ≈ −Z∗K+q. (2.35)









εσz + ~v0(qxσy + qyσx), k = K + q
εσz + ~v0(qxσy − qyσx), k = K ′ + q
(2.36)

















If we now define the Dirac matrices for the (2+1)-dimensional Dirac algebra by
γµ = (γ0, γ1, γ2) = (σz,−iσx,−iσy) such that they satisfy the commutation rela-
tions
{γµ, γν} = 2gµν , [γµ, γν ] = −2iµνλγλ, gµν = (1,−1,−1), (2.38)
where µνλ is a Levi-Civita symbol, we can rewrite Eq. (2.34) into (keeping only




ψ1(q)(~γ · q +m∗v0)ψ1(q) + ψ2(q)(~γ · q −m∗v0)ψ2(q), (2.39)
9As we shall see in Sec. 3.4, it is indeed that tij < 0 for nearest neighbor.












 , ψi = ψ†iγ0. (2.40)
Writing in coordinate space, where q → i
~
∇ and we define a four-component Dirac






at Eq. (2.41), which is an effective Hamilton operator that that resembles the











This is why the name Dirac points is given to K and K ′; see Refs. [3, 10, 60] for
more details.
In contrast to the spin components of an electron, which belong to the internal
degree of freedom, the spin components of ψ1 and ψ2 refer to the sublattices, i.e.
“spin-↑” corresponds to sublattice-a while “spin-↓” corresponds to sublattice-b,
hence these spins are commonly called pseudo-spins10 in the literature on graphene.
Furthermore, since q is the small difference between the Bloch wave-vector k and
K or K ′, a Dirac fermion in a honeycomb lattice thus physically represents a
long wavelength modulation of the Bloch function on top of the ±2pi/3 phase
change (given by K · ai and K ′ · ai) from a unit cell to its neighboring cell.
Hence, if we are making comparisons between high-energy physics of Dirac fermions
and the condensed matter phenomena observed in experiments with fermions on
a honeycomb lattice, we have to make careful distinction between these various
10This pseudo-spin is to be distinguished from the pseudo-spin encountered in the Hubbard
model on bipartite lattice. See Chapter 6.
















Figure 2.4: The tight-binding band structure of graphene (in units of the tunneling
strength t) as a function of k ∈ Ω in units of κ. The origin of energy has been chosen
at the Dirac points and the axis ranges are
∣∣kx/κ∣∣ ≤ 1/2 and ∣∣ky/κ∣∣ ≤ √3/3. The
bottom contour lines are lines of constant
∣∣∣∣/t.
physical quantities.
2.4.4 Band structure and density of states
When ε vanishes, as is the case of real graphene where all lattice sites have the
same energy, then ±,k = ±
∣∣Zk∣∣ and the two bands are degenerate at the corners of
Ω where they display circular conical intersections; see Fig. 2.4. In the literature,
this situation is referred to as a semi-metal or a zero-gap semi-conductor and the
corresponding low-energy excitations are known as massless Dirac fermions. The
total band width is W = 6t and, at half-filling, the Fermi energy EF = 3t (taking
the energy origin at the lower band minimum) precisely slices the energy bands at
the Dirac points. Hence the Fermi surface reduces to these two points, so that the
density of states vanishes there [10]; see Fig. 2.5.
An analytical expression of the density of states is given in Refs. [10, 61, 62]
(see Appendix A.3 for detailed derivation). As a function of the reduced energy
E = /t, the non-interacting density of states per unit cell per spin component
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Figure 2.5: The noninteracting density of states per unit cell and per spin com-
ponent ρ(E) as a function of the reduced energy E = /t. The origin of energy has
been chosen at the Dirac points. When E  1, then ρ(E) ≈ 2∣∣E∣∣/(√3pi) and the
density of states vanishes at E = 0, a signature of the semi-metal behavior. Note
the logarithmic Van Hove singularity at
∣∣E∣∣ = 1.



































∣∣E∣∣2 − 1)2 for ∣∣E∣∣ ≤ 1,
4










∣∣E∣∣2 − 1)2 for 1 ≤ ∣∣E∣∣ ≤ 3,
where










is a complete elliptical integral of the first kind.
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2.5 Summary
The crystallographic properties of an ideal honeycomb lattice have been discussed.
We can label a single-particle state by its crystal momentum due to translation
invariance. We have shown that the presence of conical intersections at the Dirac
points is a consequence of point group symmetry. The possible form of a generic
honeycomb potential is obtained based on point group symmetry and we argued
that the optical potential proposed in the next chapter is the simplest honeycomb
potential in the sense of Fourier expansion. Using the concept of Wannier functions,
we provided justification for a tight-binding description of fermions localized at the
lattice sites. This paves the way for the use of Hubbard model in Chapter 5 and
6. Based on tight-binding model, we derive the Weyl-Dirac Hamiltonian, which
describes the elementary excitations when the lattice is half-filled (each lattice site
is occupied by a spin-1
2
fermion).
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Chapter 3
Ideal honeycomb optical lattice
3.1 Radiative forces and optical lattices
A two-level atom (with angular frequency separation ωat and excited-state angular
frequency width Γ) that interacts with a monochromatic laser field with complex
amplitude E(r, t) = E(r) e−iωLt gets polarized and experiences radiative forces
due to photon absorption and emission cycles [64, 66]. When the light frequency is
tuned far away from the atomic resonance, i.e. when the light detuning δ = ωL−ωat
is much larger than Γ, the field-induced saturation effects are negligible and the
atom essentially keeps staying in its ground state. In this situation, the atom-field
interaction is dominated by stimulated emission processes where the atomic dipole
absorbs a photon from one Fourier component of the field and radiates it back into
the same or another one of these Fourier modes. In each such stimulated cycle,
there is a momentum transfer to the atom and, as a net result, the atom experiences
an average force in the course of time. This dipole force exerted by the field onto
the atom in its ground state is conservative. It derives from the polarization energy
shift of the atomic levels (AC Stark or light shifts; see Fig. 3.1) [65, 67] and the
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Figure 3.1: Eigenenergies of a two-level atom interacting with an external electric
field (blue-detuned, δ > 0). The ground state |g〉 and the excited state |e〉 (with
spontaneous damping rate Γ) are separated by energy ~ωat. The incoming electric
field has a frequency ωL and a corresponding Rabi frequency Ω, which increases with
light field intensity. The solid circle represents a “dressed-atom”, i.e. a system of
atom plus photon [63, 64]. Under perturbation from the external electric field, the
atomic levels and the “dressed-atom” have their energies shifted by the a.c. Stark
effect [65]. This shift increases with Rabi frequency when the light field is blue-
detuned, hence the dipole force (empty-head arrow) will push the “dressed-atom”
towards intensity minima.








with δ  Γ and δ  Ω, (3.1)
where I(r) = ε0c
∣∣E(r)∣∣2/2 is the light field intensity (time-averaged energy current
density) at the center-of-mass position r of the atom and Is is the saturation





where pd is the dipole moment of the atom.
For multi-level atoms, the situation is more complicated as the dipole potential
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now depends on the particular atomic ground state sub-level under consideration.
However, if the laser detuning δ is much larger than the fine and hyperfine structure
splittings of the atomic electronic transition, then all ground state atomic sub-levels
will essentially experience the same dipole potential. This common potential turns
out to be given by Eq. (3.1) as well. Hence, by conveniently tailoring the space
and time dependence of the laser field, one can produce a great variety of dipole
potentials and thus manipulate the ground state atomic motion.
Optical lattices are periodic intensity patterns of light obtained through the
interference of several monochromatic laser beams [68]. By loading ultracold atoms
into such artificial crystals of light one obtains periodic arrays of atoms. Indeed, as
seen from Eq. (3.1), when the light field is blue-detuned from the atomic resonance
(δ > 0), the atoms can be trapped in the field-intensity minima whereas for red-
tuned light (δ < 0) they can be trapped at the field intensity maxima. Such
arrays of ultracold atoms trapped in optical lattices have been used in a wide
variety of experiments. As recently demonstrated by the observation of the Mott-
Hubbard transition with degenerate gases [69], they have proven to be a unique
tool to mimic, test and go beyond phenomena observed until now in the condensed-
matter realm [70, 71]. They also have a promising potential for the implementation
of quantum simulators and for quantum information processing purposes [72–74].
3.2 Possible laser configurations of a perfect lat-
tice
As is discussed in Sec. 2.3.1, the simplest honeycomb potential could be decom-
posed into six Fourier components (besides the trivial constant solution) with equal
coefficients. To create this simplest possible optical lattice with honeycomb struc-
ture, we can superpose three coplanar traveling coherent plane waves that have












Figure 3.2: The coplanar three-beam configuration used to generate the honey-
comb lattice. All beams have the same frequency, strength and linear polarization
orthogonal to their common propagation plane. The honeycomb lattice under con-
sideration is obtained for blue-detuned beams with respective angles 2pi/3. For these
symmetric laser beams, the time-averaged radiation pressure — albeit small at large
detuning — vanishes in this configuration. By reversing the propagation direction
of one of the lasers, such that k1 = k2 + k3, say, a triangular lattice of a different
geometry is formed. We will, however, exclusively deal with the k1 + k2 + k3 = 0
case.
the same angular frequency ωL = ckL, the same field strength E0 > 0, the same
polarization and the three wave vectors ka form a trine: their sum vanishes and
the angle between any two of them is 2pi/3,







with a, b = 1, 2, 3 [68]. As is illustrated in Fig. 3.2, we choose the xy-plane as the
common plane of propagation and, to be specific, use









for the parameterization of the wave vectors.
Further, we take all fields to be linearly polarized orthogonal to the plane, so
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that the three complex field amplitudes are given by
Ea(r, t) = E0 e
i(ka · r − φa)e−iωLt ez (3.5)
where φa is the phase of the ath field for time t = 0 at r = 0
1. We note that a










removes the phases φa from Eq. (3.5), so that the simple choice φ1 = φ2 = φ3 = 0
is permissible, and we adopt this convention. In an experimental implementation,
one would need to stabilize the phase differences φa − φb to prevent a rapid jitter
of the lattice that could perturb the atoms trapped in the potential minima.
The dipole potential (3.1) generated by the electric field E =
∑
a Ea is of the
form
V (r) = V0







where I0 is the intensity associated with the field strength E0. The total dimen-
sionless field amplitude f(r) and the dimensionless optical potential v(r) are given
by
f(r) = 1 + exp(−ib1 · r) + exp(ib2 · r) (3.8)
and
v(r) = 3 + 2 cos(b1 · r) + 2 cos(b2 · r) + 2 cos ((b1 + b2) · r) , (3.9)
where the reciprocal primitive vectors are b1 = k3 − k1 and b2 = k1 − k2. In terms
of the laser wave vector kL or the laser wavelength λL = 2pi/kL, we express the
1We have used the same symbol t for real time and tunneling amplitude. However, it is clear
from the context the meaning of t and there should not be any confusion.
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various important parameters of a honeycomb lattice as







(magnitude of reciprocal lattice vector) κ =
∣∣ba∣∣ = √3kL,










Contour plot of the dipole potential (3.7) generated by blue detuned lasers is
shown in Fig. 3.3. We mention in passing that red detuned (δ < 0) lasers give
V0 < 0 and there is only one potential minimum in each primitive cell Σ. Upon
trapping atoms in these potential minima, one gets a triangular lattice that is not
of graphene type. This situation is interesting in view of quantum magnetism and
frustration phenomena [71] but it is irrelevant to the system studied in this work.
When the optical lattice is instead blue-detuned (δ > 0), V0 is positive and
atoms are “weak-field seekers”. The potential minima coincide with the minima
of the electric field strength, and the maxima coincide as well. By an appropriate
choice of the coordinate system, the maxima locate at the Bravais sites and the
dimensionless potential (3.9) has its maximal value of v(0) = 9 at the corners
O,P,Q,R of the diamond-shaped primitive cell Σ; see Fig. 2.1 and Fig. 3.3.
Two different potential minima, given by the zeros of the total dimensionless





(a1 + a2) =
Λ√
3
ex and rb = 2ra , (3.11)
respectively. The minima are organized in a honeycomb structure reminiscent of
the positions of the carbon atoms in graphene sheets, hence there are two different
sublattices of potential minima, one made up of a sites and the other made up of
b sites. Halfway between two neighboring minima, the potential has saddle points
where v(r) = 1. They are located at the center and at the middle of the edges of Σ;
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Figure 3.3: Left: The honeycomb pattern composed of the triangular lattices
of minima at sites a and b, of maxima at sites c, as well as of the saddle points
between neighboring a and b sites (marked by dots). The bottom plot shows the
potential along the x axis which is one of the . . . abcabc. . . lines with x = 0 at a
c site. The saddle points s appear as local maxima here, with a height that is one
ninth of the global maxima at sites c. Cold atoms trapped in this optical potential
would be found at the a and b sites. Right: Equipotential lines for the optical
honeycomb potential (3.7). Along the straight black lines that connect the saddle
points, we have V (r) = V0. The (red) closed circular curves filling out a hexagonal
area are centered at the points of maximal potential; from inside out the respective
values are V (r) = 8V0, 5V0, 2V0, and 1.05V0. The closed curves filling out areas of
the shape of equilateral triangles are centered at the minima that constitute the a
sublattice (blue) or the b sublattice (green); along the curves the potential has the
values V (r) = 0.95V0, 0.6V0, 0.3V0, and 0.05V0. One primitive diamond-shaped unit
tile Σ spanned by a1 and a2 is traced out. It contains two different minima, one of
a-type (in blue, on the left inside) and one of b-type (in green, on the right inside).
The trine of the a→ b displacement vectors (2.3) is indicated as well. Finally, for
completeness, we also trace out the Bravais Wigner-Seitz unit tile. It is a hexagon
centered at a potential maximum and with potential minima at its corners.
see Fig. 3.3. As the saddle points on opposite sides of Σ are connected by Bravais
displacements, there are therefore three nonequivalent triangular sublattices of
saddle points, and we thus count three saddle points per primitive cell. In the
vicinity of the minima, the potential is isotropic such that the local potential may
be approximated by an isotropic harmonic oscillator potential. In contrast, the
local potential at the saddle point is anisotropic.













































































Figure 3.4: Schematic diagram of producing a honeycomb optical lattice by
superposing three independent standing waves, which are created using counter-
propagating laser beams. Frequency beating and polarization selection can be used
so that the interference between the standing waves are time-averaged to zero.
All the matters discussed above are clearly illustrated in Fig. 3.3, where we
clearly identify the various triangular sublattices. Cold fermionic atoms trapped
in this optical potential would be found at the a and b sites, similar to the binding
of electrons in graphene to the carbon atoms.
Before closing this section, we would like to remark that there are many pos-
sible laser configurations to create a honeycomb optical potential besides the one
proposed in Fig. 3.2. Three other possible configurations include: (1) reversing
the propagation direction of one of the lasers in Fig. 3.2 such that k1 = k2 + k3,
(2) superposing three independent standing waves (created by counter-propagating
laser beams), of the same wavelength and with equal intensity, whose wave vectors
form the trine of Fig. 3.2; see Fig. 3.4, and (3) passing a strong laser beam through
a hologram to generate the desired trapping patterns, a method known as holo-
graphic optical tweezers (HOTs) [75–78]; see Fig. 3.5. All alternatives will result
in the dimensionless optical potential (3.9) but with a redefinition of the reciprocal
primitive vectors bi. Other configurations that involve more laser beams may not
be feasible in practice due to space limitations.
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Figure 3.5: Schematic diagram of the holographic optical tweezers method. A
single collimated laser beam is split into several beams by a computer-generated
diffraction grating (the spatial light modulator). The diffracted beams then pass
through the objective lens and create an optical trap at the focal plane of the objec-
tive lens. Reprinted from Ref. [76], Copyright(2002), with permission from Elsevier.
In the second alternative, we can choose the linear polarization of a standing
wave to be in-plane and the other two waves to have their linear polarizations per-
pendicular to the plane. Acoustic-optical modulator can then be used to introduce
a frequency difference2 between the three pairs of standing waves. Due to the fre-
quency differences, the (residual) interference between any two standing waves is
time-averaged to zero [69]. The orthogonal polarizations will further minimize the
interference on top of the frequency beating. Similar to the configuration proposed
in Fig. 3.2, we need to stabilize the phase difference to prevent a rapid jitter of the
lattice.
Finally, in the HOT method, a single laser beam is used and, usually, it does not
require a complex hologram. Several algorithms have been proposed to generate
the hologram that most accurately produces the desired pattern, among which
the fastest algorithm is to compute the position-dependent phase associated with
2In Ref. [69], a frequency difference of 30 MHz was reported.
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a linear combination of the desired beams and to simply discard the associated
amplitude variations [79]. However, the resulting trapping pattern tends to contain
many ghost traps at symmtery-dictated positions and there are large variations in
the trap intensities from their designed values [78]. A probably more versatile
variant of it called generalized phase gradient method was proposed by Palima
et al., in which the phase mask is simply patterned after the desired intensity
pattern [80].
3.3 Optical lattice and graphene
In graphene sheets, the electrostatic potential that governs the dynamics of elec-
trons, the sum of the Coulomb potentials of the carbon ions, exhibits the sym-
metries associated to a honeycomb pattern. Microscopically, the optical dipole
potential of Eqs. (3.7) and (3.9) differs markedly from the graphene potential. In
particular, the very strong forces that the electrons in graphene experience close to
the ions have no counterpart in the optical lattice, and the interaction between the
atoms loaded into the optical potential is quite different from the electric repul-
sion between electrons. Nevertheless, the common symmetry group implies great
similarities between the band structures of the two potentials. In the respective
parameter regimes, when the spatial overlap between neighboring atomic orbitals
or between vibrational states of neighboring optical potential wells is small, the
tight-binding approximation is valid and the effective Hamilton operators are vir-
tually identical, i.e. Eq. (2.32). In particular, experiments made with atoms offers
new knobs to play with and, with due attention to the difference between the
two physical systems, these observations may deepen our understanding about
phenomena observed with graphene samples.
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3.4 Tunneling parameter in a perfect honeycomb
lattice
In an ideal honeycomb lattice, the effective tight-binding model (2.32) is charac-
terized by a single parameter t, which is simply the tunneling parameter between
neighboring lattice sites. Since the optical potential (3.7) is regular, we can at-
tempt to calculate t analytically using Eq. (2.27) under certain approximations,
or to extract the value of t from a numerically calculated band structure using
Eq. (2.30). The calculated t is expressed in terms of experimentally-controlled
parameters, thus provides a useful guide to experimentalists. Both methods for
obtaining t will be illustrated in the following subsections.
3.4.1 Gaussian approximation of Wannier function
By analogy with the LCAO method, we rely on the harmonic approximation of the
potential wells around sites a and b, that is to approximate the lowest energy band
Wannier functions w0,a and w0,b by the corresponding harmonic ground state wave
functions. The small perturbation is given by the difference between the exact
full Hamilton operator and the Hamilton operator of a local harmonic oscillator.
Equation (2.27) has to be modified accordingly by writing the actual Wannier state





|R(n)a 〉 ≈ |R(0)a 〉+ |R(1)a 〉, a = a,b (3.12)
where the superscript denotes the order of approximation and
∣∣R(0)a 〉 is the nor-
malized local harmonic oscillator ground state. To enforce the orthonormality of
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Wannier states (2.24), we have, to first order approximation,
〈R(0)a |R(0)b 〉 ≈ −〈R(1)a |R(0)b 〉 − 〈R(0)a |R(1)b 〉. (3.13)
Next, we employ the completeness of energy states |nlho〉 of local harmonic os-
cillator (LHO), i.e. 1 =
∑
n |nlho〉〈nlho|, to express 〈R(0)a |H|R(1)b 〉 in terms of
harmonic oscillator ground state. Since the trapped atoms only populate the low-
est vibrational levels when the potential wells are sufficiently deep, the Hamilton
operator has negligible off-diagonal elements that connect LHO ground state to
LHO excited states. Hence,
〈R(0)a |H|R(1)b 〉 =
∑
n
〈R(0)a |H|n(a)LHO〉〈n(a)LHO|R(1)b 〉 ≈ 〈R(0)a |H|R(0)a 〉〈R(0)a |R(1)b 〉,
〈R(1)a |H|R(0)b 〉 ≈ 〈R(1)a |R(0)b 〉〈R(0)b |H|R(0)b 〉. (3.14)
Substituting Eqs. (3.12), (3.13) and (3.14) into Eq. (2.27), we arrive at
0 ≈ E0,
t ≈ −〈R(0)a |(H − E0)|R(0)b 〉, (3.15)
where E0 = 〈R(0)a |H|R(0)a 〉 = 〈R(0)b |H|R(0)b 〉. This is identical to the expression
(32) in [52]. A simple check on expression (3.15) shows that the approximated
t is invariant under arbitrary energy shift in the Hamilton operator, i.e. H →
H + constant.
From the optical potential (3.7), we find






r2 for a = a,b with ~ω0 = 3
√
V0ER , (3.16)
where ER = ~
2k2L/(2m) is the recoil energy of the atom. In terms of ` =
√
~/(mω0),
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a (r) = w
(0)






From this we get Ea = Eb = E0 ≈ ~ω0 and the overlap integrals are simply










Keeping in mind that V0  E0  ER in the tight-binding regime, 〈R(0)a |R(0)b 〉  1

















to leading order. However, since the hopping amplitude is given by the overlap
integral of the localized wave functions wa and wb of two neighboring sites, we
see that the value of t crucially depends on the tails of these wave functions.
Wannier functions often decay exponentially [57, 58] and, therefore, they cannot
be realistically approximated by Gaussian wave functions. Hence Eq. (3.19) can,
at best, serve as a rough underestimate [81]. In the next section we will derive
a reliable and accurate estimate of the tunneling amplitudes in the tight-binding






m/(k2LV0) as length, velocity, energy, and time
units, respectively, the Schro¨dinger equation can be conveniently recast into a
dimensionless form that features an effective Planck’s constant ~e (we keep the
same symbols for the rescaled variables for simplicity and t in the equation refers












with v(r) given by Eq. (3.9), here expressed in rescaled units. In the tight-binding
approximation it is assumed that V0  ER, and thus ~e  1. In this situation,
semiclassical methods, which relies on the asymptotic expansion in ascending pow-
ers of ~e, provide very efficient and very accurate ways for evaluating dynamical
and spectral quantities of interest. They generally amount to evaluating integrals
with the aid of semiclassical expressions for the quantum propagator, derived from
its Feynman-path integral formulation through stationary-phase approximations
around the classical trajectories [82].
For example, it is well-known that the energy splitting between the two lowest
energy levels of an atom moving in a one-dimensional symmetric double well can
be accurately calculated using the WKB method [82]. This WKB method can
be extended to several dimensions and in the sequel we will derive a semiclassical
estimate of t for the honeycomb lattice using the method proposed by Mil’nikov and
Nakamura [83]. It amounts to evaluating t using the classical complex trajectory
(in rescaled units) that connects a and b through the classically forbidden region
— the so-called instanton trajectory.
Using ~ω0 as an order of magnitude for the vibrational level inside a potential
well, we see that in the rescaled units, this energy is ~ω0/V0 = 3~e/
√
2  1. So
we can simply look for the instanton trajectory at zero energy. In rescaled units,







where S0 is the (rescaled) classical action along the zero-energy instanton trajec-
tory, and the numerical factor α is obtained from integrating out the fluctuations
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around the zero-energy instanton trajectory (see below).
As the zero-energy instanton fully runs in the classically forbidden region, the
variables take on complex values. For our particular case, the good parameteri-
zation turns out to keep r real while taking the time t = iτ and p = −ip˜ purely
imaginary with τ and p˜ real. Hamilton’s classical equations of motion in the new
variables are just obtained from the original ones by flipping v(r) to −v(r). The
symmetry of the potential dictates that the zero-energy instanton trajectory is







− v(xex) = energy = 0 (3.22)
with the instanton trajectory given by r0 = xex. In the following we calculate
the instanton between a and a+c1. We first re-express the instanton trajectory in
the rescaled form r0(τ) = kLax0(τ)ex such that it is now measured in units of the
inter-well distance a, followed by a shift of origin to the saddle point between two




























The boundary conditions are x0 = 1, x˙0 = 0 when τ → −∞ and x0 = 2, x˙0 = 0
when τ →∞, meaning that the instanton starts at a with zero velocity and ends
at b with zero velocity, the whole process requiring an infinite amount of time.
This is indeed what is expected as both endpoints of the instanton are unstable
in the reversed potential picture. Since the energy associated with this instanton
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≈ 2.237 , (3.25)
where f(x, y) is given by (3.8).
The computation of α proves technically more demanding. Following Ref. [83],














Here ω2a(τ) = (∂
2
av)(r0) (a = x, y) is the second derivative of the rescaled potential
along the zero-energy instanton trajectory r0(τ) while ω0 is the frequency of the
rescaled harmonic potential approximation around a; see Eq. (3.16). In rescaled
units, we have ω0 = 3/
√
2. The prime in the formula for α1 means that the
determinant is calculated by excluding the eigenspace of the operator −∂2τ + ω2x
with the smallest eigenvalue.
The determinants of the differential operators involved in the computation of α
stem from the linear stability analysis of the dynamical flow in the neighborhood
of the zero-energy instanton trajectory as encapsulated in the monodromy matrix.
They can be straightforwardly computed from solutions of the linear Jacobi-Hill
equations of degree 2 associated with these differential operators [84]. For example,
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where the Jacobi fields J(τ) and J0(τ) satisfy the differential equations
d2J(τ)
dτ 2
− ω2y(τ)J(τ) = 0 , (3.28a)
d2J0(τ)
dτ 2
− ω20J0(τ) = 0 , (3.28b)
with initial conditions
J0(−T ) = J(−T ) = 0 ,
J˙0(−T ) = J˙(−T ) = 1 . (3.29)
The interested reader is referred to [83, 84] for details. We simply give here some
of the important steps to arrive at the final result for the honeycomb lattice. α1
is contributed by the Gaussian fluctuations around the instanton with the spatial
coordinate lying on the classical path (the straight line connecting two neighboring
lattice sites), hence it is computed similar to a 1D problem. It can be simplified










− ω2x(τ)J(τ) = 0. (3.31)
It is easily verified that the time derivative of the instanton η(τ) ≡ x˙0(τ) is a

















50 CHAPTER 3. IDEAL HONEYCOMB OPTICAL LATTICE
and P = 3
√
2. With ω0 = 3/
√







In contrast, the pre-factor α2 is contributed by the Gaussian fluctuations with




such that J0(T ) ≈ 12ω0 exp(2ω0T ) for large T . To solve
Eq. (3.28a), J(T ) is re-expressed in terms of η(τ), which is another solution of
Eq. (3.28a) with the initial conditions
η(−T ) = 1, η˙(−T ) = ω0 (3.33)
such that
J(τ) = η(−T )η(τ)
∫ τ
−T
η−2(τ ′)dτ ′. (3.34)
At τ = T , we thus have
J(T ) = η(T )
∫ T
−T
η−2(τ ′)dτ ′. (3.35)
For large negative τ , we can neglect the difference between ωy(τ) and ω0,






x0(τ)≈1 ≈ ω0, (3.36)
to arrive at
η(τ) ≈ eω0(τ + T ). (3.37)
Since [−∂2τ +ω2y(τ)] does not have vanishing eigenvalues, η(τ) is exponentially large
everywhere in the interval [−T, T ] except near τ = −T when T is large. We can
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+ ν(τ)2 = ω(τ)2, ν(−T ) = ω0, (3.39)




dτ ′ν(τ ′) (3.40)






dτ (ν(τ)− ω0) . (3.41)





dτ (ν(τ)− ω0) ≈ 0.449 and α = α1α2 ≈ 1.565 . (3.42)
Recasting the semiclassical calculation of the tunneling amplitude in units of the
















The same type of scaling laws has been obtained in the case of the two-dimensional
square optical lattice [81, 85]. In the square-lattice geometry, however, the poten-
tial is separable and the semiclassical calculation proves much simpler as it reduces
to using the well-known Mathieu equation for a one-dimensional periodic potential.
3.4.3 Exact numerical diagonalization
Plugging Bloch’s theorem (2.12) into Eq. (3.20), we get a family of partial dif-
ferential equations for the unks labeled by the Bloch vector k ∈ Ω in the same

















Figure 3.6: Numerically calculated band structure of the two lowest energy bands
for ~e = 0.25 at discrete points in the Brillouin zone Ω. The same conventions as in
Fig. 2.4 are adopted. The value of t is determined by requiring that ± = ±3t at the
center Γ of the Brillouin zone. The similarity with Fig. 2.4 shows that at V0 = 32ER
the tight-binding regime has already been reached.
rescaled units as in the previous paragraph. The band structure is then extracted
by numerically solving





(−i∇+ k)2 + v(r) (3.44)
for each k ∈ Ω (expressed now in units of kL).
The unks being B-periodic as in Eq. (2.11), they are conveniently Fourier ex-






Substituting Eq. (3.45) into Eq. (3.44), we can obtain the matrix representation
of Hk in the basis of CnQ, where CnQs are ordered according to the increasing
order of |Q|. This matrix representation is sparse and banded, i.e. the lowest two
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eigenvalues have relatively few non-zero CnQs, leaving CnQs with large |Q| to be
practically zero. The actual computation can thus be carried out by enlarging the
size of the matrix until the lowest few eigenvalues converge to the required accuracy
and the number of non-zero CnQs for all the converged eigenvalues are smaller than
the size of the matrix. Typically, the convergence of the lowest 15 eigenvalues is
sufficient to ensure the accuracy of the lowest two eigenvalues. The energy bands
obtained in this way are exact and one can investigate their dependance on ~e as
done in Fig. 3.6 and Fig. 3.7.
The essential feature is to realize that for an ideal honeycomb lattice, the band
degeneracies at points K and K ′ are generic and do not depend on the actual value
of the effective Planck’s constant. Indeed the existence of two degeneracy points
in the first Brillouin zone for the honeycomb lattice is a general consequence of the
point group symmetries of the lattice; see Sec. 2.3.
This can be nicely illustrated in the weak V0 limit (or equivalently when ~e is
large). In this case, the particles are quasi-free since the energy of the bands are
larger than V0, that is above the saddle point separating the a and b sites (see
Fig. 3.7), hence unk(r) ≈ 1 and CnQ is very small compared to Cn0. The band
spectrum can be understood in two steps. First, one folds the parabolic dispersion
relation of the free particle into the first Brillouin zone (repeated-zone scheme [47])
and then one couples crossing levels at Bragg planes by the weak potential. At K1,
three plane waves fold with the same kinetic energy, namely K1 = k1, K2 = k2 and
K3 = k3 (see Fig. 2.2). The weak periodic potential then couples these three plane
wave states and the coupling matrix elements are all identical. As an illustration,
substituting Eq. (3.45) into Eq. (3.44), we can obtain the coupling matrix in CnQ
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Figure 3.7: Band structure for nearly-free particles moving in a weak honeycomb
optical potential in units of V0. The first 2 levels are plotted as a function of ky/kL at
kx/kL =
√
3/2, so along the vertical edge of Ω from K2 to K
′
3; see Fig. 2.2. The solid




10 and the dashed ones for ~e =
√
5.
As one can see the band structure is rather flat in the band centre but the levels
curvature increases when ~e is increased. For small V0 values, the energy of the
bands are larger than V0, that is above the saddle point separating the a and b sites,
emphasizing that the corresponding Bloch states are not anymore localized in these
two sites. The Dirac degeneracies in the ground state obtained at the Brillouin zone
corners are generic and can be inferred from group-theoretic considerations. Note
however that the conical intersections do not extend much over the first Brillouin
zone when the potential is weak but start to spread when ~e is decreased.





























 , where V0 = ±
∣∣V0∣∣. (3.46)
In energy units of
∣∣V0∣∣, the eigenstates of this 3 × 3 matrix split into a singlet
1√
3





eigenvalue = ±2. When V0 is negative, the singlet is the ground state which is
consistent with the triangular Bravais lattice obtained in this case (δ < 0). When
V0 is positive (δ > 0), the doublet becomes the ground state and features the tip
of the conical intersection between the two sub-bands when the quasi-momentum
is moved away from K; see Fig. 3.7.














Figure 3.8: The hopping parameter t in units of the recoil energy ER (crosses) as a
function of the inverse of the effective Planck’s constant ~e =
√
2ER/V0 as obtained
from the exact numerical computation. The harmonic approximation (dashed curve)
and the semiclassical calculation (solid curve) of the hopping parameter have been
added for comparison even if their range of validity is restricted to the tight-binding
regime ~e  1.
The transition from a quasi-free particle to a tight-binding description occurs
as CnQ of higher energy becomes important such that the 3× 3 matrix has to be
enlarged. The transition value of ~e can be estimated when the energy difference






(4− 1) ≈ 12 ⇒ ~e ≈
√
8. (3.47)
This transition is shown in Fig. 3.7 with two values around ~e =
√
8.
From the exact numerical calculation, one can extract the slope of the dispersion
relation at the Dirac points3 and then the corresponding tunneling strength t as
a function of ~−1e ; see Fig. 3.8. Figure 3.9 gives the comparison between the
exact calculation, the harmonic and the semiclassical calculations as a function
of ~−1e in the tight-binding regime where ~e  1. As one can see, the harmonic
approximation is way off whereas the semiclassical estimate proves excellent. The
deviation of the semi-classical estimate from the numerical t as one leaves the
3In the tight-binding regime, the slope is identical to 3at
2
plus a negligible contribution from
the next-nearest-neighbor tunneling amplitude.











Figure 3.9: The hopping parameter t (in units of the recoil energy ER) as a func-
tion of the inverse effective Planck’s constant ~e =
√
2ER/V0 in the tight-binding
regime where ~e  1. As one can see, the harmonic approximation (dashed curve)
is completely off. For example at V0 = 32ER (or ~e = 0.25), t is underestimated by
a factor 10 and the discrepancy gets worse as V0 increases. On the other hand, the
agreement between the semiclassical calculation (solid curve) and the exact numer-
ical computation (crosses) just proves excellent.
tight-binding regime might be a consequence of the significant contribution of the
next-nearest-neighbor tunneling amplitude to the slope of the dispersion relation.
However, our conjecture remains to be verified.
3.4.4 Reaching the massless Dirac fermion regime
In a typical experiment, V0 > 10ER and t ≈ 0.0583ER at V0 = 10ER. As can
be seen from Fig. 3.7, for the conical intersection at the Dirac points to spread
significantly over the Brillouin zone Ω, one needs to reach the tight-binding regime
where V0 is large enough (typically V0 > 10ER will do). Taylor expansion of
∣∣Zk∣∣




∣∣q∣∣√1 + 2g(θ)a∣∣q∣∣, (3.48)
where g(θ) = cos3 θ − 3
4
cos θ, q being the small displacement from a Dirac point
and θ is the angle between q and a1. Since 0 <
∣∣g(θ)∣∣ < 1
4
, it is sufficient to have






Figure 3.10: Cut of the linear dispersion approximation along Oy at kx = 0 in the
first Brillouin zone Ω as compared to the actual band spectrum in the tight-binding
regime. At half-filling, the Fermi energy cuts the band spectrum at the Dirac points
K and K ′. Doping the system away from half-filling moves the Fermi energy up
or down but the system can still be described in terms of massless Dirac fermions
provided a
∣∣q∣∣  2, i.e. provided the change in the Fermi energy is much less than
the band-width W = 6t itself. By the same token, thermal excitations of the system
can still be described as thermal massless Dirac fermions provided kBT W .
a
∣∣q∣∣  2 for the band structure to be well approximated by a linear dispersion
relation around the Dirac points. The available energy range ∆E is thus set by the
band-width W = 6t, namely ∆E  W . So tuning the filling factor away from half-
filling and residual thermal fluctuations will keep the system in the massless Dirac
fermions regime provided µ, kBT  W (Fig. 3.10). For example, at V0 = 32ER,
the temperature constraint, as derived from Eq. (3.43), is T < TR/50 whereas it
is T < TR/2 at V0 = 10ER. Choosing
6Li atoms as the experimental candidate,
the resonant recoil temperature TR = 3.5 µK [86] and T < 1.75 µK at V0 = 10ER
while the current state-of-art technology is able to achieve minimum temperature
of 0.05TR = 0.175 µK with 10
5 atoms (MIT experiments using Na atoms, see
Ref. [31]). There is thus room left for reaching the massless Dirac fermions regime
within the current state-of-art cooling technology.
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3.5 Summary
We have proposed four ways for realizing a perfect honeycomb optical lattice. With
the given optical potential, we estimated the tunneling amplitude using LCAO
method, semi-classical method and exact diagonalization of the Hamilton operator.
A comparison shows that the the semi-classical evaluation agrees well with the
exact diagonalization in the regime ~e  1. We attributed the inaccuracy of the
LCAO method to the incorrect approximation of the tail behaviour of the Wannier
function. We showed that the temperature needed to access the massless Dirac
fermion regime is within the reach of current technology. Finally, we have also
provided an estimate of the optical potential strength at which our description of




The description of elementary excitations as massless Dirac fermions depends upon
the very presence of the two conical intersections in the band structure. However,
the existence of conical degeneracies is in turn based on group-theoretical argu-
ments on the hexagonal symmetry of an ideal honeycomb lattice (see Sec. 2.3). In
practice, it is impossible to control the laser configuration to the point of infinite
accuracy, where all intensities and alignment angles are the same. Such imper-
fection would break the hexagonal symmetry that, following the group-theoretical
arguments presented in Sec. 2.3, only one-dimensional representation is possible,
therefore the conical degeneracies, if exist, cannot be predicted from the space
group symmtery of the lattice anymore. We will show in the following that the
massless Dirac fermion is indeed quite robust in the tight-binding regime and will
survive small imperfections that are easily within experimental reach.
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4.1 Possible distortions of the optical lattice
To simplify the analysis, we consider in-plane laser beams with different (positive)
strengths En = snE0 and with respective angles away from 2pi/3, see Fig. 4.1(a). It
is important to note that we will always stick to imperfections which are compatible
with a two-point Bravais cell. They will only induce distortions of the hexagonal




















Figure 4.1: (a) The asymmetric in-plane 3-beam configuration. Three monochro-
matic and linearly-polarized laser beams with wave vectors kn interfere with different
strengths En = snE0 (n = 1, 2, 3). The respective angles depart from 2pi/3. (b) Dis-
torted optical lattice obtained with ϑ3 = ϑ2 = 5 × 10−2 and s1 = 1, s2 = 1.03,
s3 = 0.97. The color convention is the same as in Fig. 3.3. For weak enough distor-
tions, the primitive diamond-shape cell Σ still contains two field minima as evidenced
in the plot.
The new optical lattice potential is now given by V ′(r) = V0
∣∣f ′(r)∣∣2 with the
new total dimensionless field amplitude
f ′(r) = s1 + s3 exp(−ib′1 · r) + s2 exp(ib′2 · r). (4.1)
Here the b′n (n=1,2) feature the new reciprocal lattice basis vectors defined by
b1 = k3 − k1 and b2 = k1 − k2 and the new parameterization of the wave vectors










cos(pi/6− θ3)ex − sin(pi/6− θ3)ey
)
. (4.2)
They define in turn a new set of Bravais lattice basis vectors a′n giving rise to a
new primitive diamond-shaped cell Σ′. Unless the angle mismatches vanish, the
new Bravais and reciprocal lattices are no longer hexagonal but oblique with no
special symmetry except for inversion. As a consequence, the new first Brillouin
zone Ω′ is still a hexagon but no longer a regular one.
Since we assume a two-point primitive cell, the minima of the new optical
potential still identify with zeros of f ′(r). We can differentiate Eq. (4.1) to obtain
the minima that satisfy
cos(b′1 · r) =
s22 − s23 − s21
2s1s3
,
cos(b′2 · r) =
s23 − s22 − s21
2s1s2
, (4.3)
subject to the condition s2 sin(b
′
2 · r) = s3 sin(b′1 · r) such that both b′1 · r and
b′2 · r lie in the same quadrant. Correspondingly, the new displacement vectors
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4.2 Criteria for massless Dirac fermions
The criteria for the existence of massless Dirac fermions is obtained by consider-
ing unbalanced tunneling amplitudes within the tight-binding regime [87]. The
situation corresponds to slightly distorted honeycomb lattice where each lattice
site still possesses three nearest neighbors but the tunneling amplitudes in the
three directions might be unequal. In a real graphene, such distortion can be
achieved through stretching the graphene sheet. The tight-binding energy is given
by ±,k = ±
∣∣Zk∣∣, where Zk is defined in Eq. (2.27). The degeneracies are found
at points kD ∈ Ω canceling Zk = 0. This condition boils down to geometrically
sum up three vectors to zero in the two-dimensional plane, with the three vectors
forming a closed triangle when connected head to tail; see Fig. 4.2. As such, a
solution is only possible provided the hopping amplitudes satisfy one of the norm
inequalities given by ∣∣∣∣∣t2∣∣− ∣∣t3∣∣∣∣∣ ≤ ∣∣t1∣∣ ≤ ∣∣t2∣∣+ ∣∣t3∣∣ (4.5)
and cyclic permutations such that the sum of magnitude of any two vectors is
greater than the third one. If this is the case, defining the angles ϕ1,2 = arg t2,3 −
arg t1, the Dirac points solve




cos(kD ·a′2 − ϕ2) =
∣∣t2∣∣2 − ∣∣t3∣∣2 − ∣∣t1∣∣2
2
∣∣t1t3∣∣ , (4.6)
subject to the condition
∣∣t2∣∣ sin(kD ·a′1 − ϕ1) + ∣∣t3∣∣ sin(kD ·a′2 − ϕ2) = 0. (4.7)

















Figure 4.2: The condition Zk = 0 is equivalent to cancel the resultant vector u
of three vectors, each with length
∣∣tn∣∣ and polar angle αn = k · cn + arg(tn). There
will always be a solution provided one of the norm inequalities
∣∣∣∣∣t2∣∣− ∣∣t3∣∣∣∣∣ ≤ ∣∣t1∣∣ ≤∣∣t2∣∣+ ∣∣t3∣∣ (and cyclic permutations) is satisfied.
We find the important result that the system self-adapts to changes in the hop-
ping amplitudes by shifting the Dirac points away from the corners of the Brillouin
zone until the norm inequalities (4.5) break and degeneracies disappear. Thus,
provided the hopping imbalance is not too strong, the massless Dirac fermions do
survive imperfections in the system and the hexagonal symmetry breaking.
We illustrate this important feature in the simple case of only one unbalanced
hopping amplitude, namely t1 = −γt, t2 = t3 = −t. We further choose γ real and
0 <
∣∣γ∣∣ ≤ 2 for the Dirac points to exist. We then find two Dirac points Dγ and D′γ
given by kD = −k′D = ϕ0(b2 − b1) where ϕ0 ∈ [0, 1/2] solves cos(2piϕ0) = −γ/2.
This means that the two Dirac points Dγ and D
′
γ move along opposite paths
in the Brillouin zone Ω. The fact that Dirac points always come in by pairs of
opposite location in Ω is generic [88]. When γ is increased from 0 to 2, Dγ starts
at k0 = (3kL/4) ey for γ = 0, then moves along axis Oy and reach corner K1 at
γ = 1. Note that when γ → 0, the physical situation is that of weakly coupled
“zig-zag” linear chains. For γ > 1, Dγ leaves Ω but a translation in reciprocal
lattice brings it back on the vertical edges of Ω (technically we get two copies of
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D′
2
















Figure 4.3: When the three hopping amplitudes tn are unbalanced, the Dirac
points are shifted in the Brillouin zone Ω and disappear when the norm inequality∣∣∣∣∣t2∣∣− ∣∣t3∣∣∣∣∣ ≤ ∣∣t1∣∣ ≤ ∣∣t2∣∣+ ∣∣t3∣∣ is no longer satisfied. We depict here how the Dirac
pointsDγ andD
′
γ move in Ω when only one hopping amplitude is unbalanced, namely
t1 =−γt and t2 = t3 = −t. Points Dγ (thick path) and D′γ (thin path) move along
opposite paths. Increasing γ from 0, point Dγ starts at D0 and moves upward. It
reaches point K1 at γ = 1 (balanced amplitudes case) then moves along the vertical
edge of Ω where it reaches its middle point D2 at γ = 2. The Dirac points cease to
exist when γ > 2. For negative γ, Dγ moves downward from D0 (dotted thick path),
reaches the zone center Γ for γ = −2 and then ceases to exist for γ < −2.
the same point). Dγ reaches the middle of the vertical edge at γ = 2 where it
merges with D′γ into a single Dirac point, see Fig. 4.3. As soon as γ > 2, the
degeneracy is lifted and the massless Dirac fermions do not exist anymore. For
negative γ, Dγ and D
′
γ move back from ±(3kL/4) ey to the centre Γ of the Brillouin
zone where they merge and disappear, see Fig. 4.3. The fact that Dirac points can
only merge at the centre and mid-edge points of Ω is also generic [88].
As a side remark, the linear dispersion around the shifted Dirac points is no








⊥ and v‖ 6= v⊥. Similar anisotropic
dispersion relation may be achieved by applying a periodic potential to a homo-
geneous sample of graphene [89]. However, the origins of the anisotropy are quite
different in the two situations. In the former case of distorted lattice, the ex-
citations travel with larger group velocity in the direction with larger tunneling
amplitude, which is intuitively clear. In the latter case of graphene under periodic
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potential, it is noted that the group velocity is largest in the direction of crossing
potential barrier and this phenomenon has been attributed to chiral tunneling of
Dirac fermions [89, 90].
In the next section, we will examine separately the effect of field strength imbal-
ance and alignment angle mismatch in the spirit of unequal tunneling amplitudes.
4.3 Transition between semi-metal and band in-
sulator
4.3.1 Critical field strength imbalance
To give an estimate of the critical field strength imbalance beyond which the Dirac
points cannot survive, we consider the simplest case of only one unbalanced laser
beam and no angle mismatch, namely θ2 = θ3 = 0, s1 = 1 + η and s2 = s3 = 1.
In this case the Bravais lattice, the reciprocal lattice, the primitive cell Σ and the
Brillouin zone Ω are not modified, but the positions of minima within Σ are shifted.
The new optical potential V ′(r) = V0v′(r) reads
v′(r) = v(r) + 2η δv(r) + η(η + 2),
δv(r) = cos(b1 ·r) + cos(b2 ·r), (4.8)
where v(r) is given by Eq. (3.9). Note that when only one field strength is un-
balanced, the corresponding potential still displays a reflection symmetry. In the
present case, it is the Ox-reflection symmetry because V ′(r) is invariant under the
exchange b1 ↔ b2. Requiring now that the primitive cell Σ exhibits two field min-
ima imposes −1 ≤ η ≤ 1. Their positions in Σ are given by r′
a,b = ϕa,b (a1 + a2)
with cos(2piϕa,b) = −(1 + η)/2. Their mid-point r′s = (r′a + r′b)/2 = (a1 + a2)/2
is a saddle point and defines the potential barrier height V ′
s
to cross to go from a







Figure 4.4: Slightly distorted lattice obtained with vanishing mismatch angles and
one unbalanced field strength, namely s1=10/9 and s2=s3=1. The color convention
is the same as in Fig. 3.3. In this particular case the hexagon of field minima is
slightly squeezed along the horizontal axis Ox and the vectors c′n connecting a given
minimum to its three nearest neighbors have now different lengths. In the situation
depicted
∣∣c′2∣∣= ∣∣c′3∣∣ 6= ∣∣c′1∣∣. In turn, due to the reflection symmetry about Ox, the
tight-binding hopping amplitudes satisfy
∣∣t2∣∣= ∣∣t3∣∣ 6= ∣∣t1∣∣.
and b in Σ. One finds V ′
s
= (η − 1)2V0.
As a whole the field minima organize in a hexagon which is stretched (η neg-
ative) or compressed (η positive) along Ox, see Fig. 4.4. As a consequence two
of the three new vectors c′n joining one minimum to its three nearest neighbors
will have equal length. In the present situation we get
∣∣c′2∣∣ = ∣∣c′3∣∣ 6= ∣∣c′1∣∣. The
potential barrier height V ′′
s
to cross to go from a to b along c′2 and c
′
3 is given by
the corresponding saddle points located at the middle of the edges of Σ. One finds
V ′′
s
= (η + 1)2V0.
Now, when η is increased from 0, the minima move closer along c′1 and move
away along c′2 and c
′
3. At the same time, the potential barrier V
′
s
along c′1 is lowered
and the the potential barrier V ′′
s
along c′2 and c
′
3 is increased. As a net effect, in
the tight-binding picture, we expect the tunneling amplitude
∣∣t1∣∣ to increase while∣∣t2∣∣ and ∣∣t3∣∣ decrease. We get the opposite conclusion when η is lowered from 0.
Since the potential is invariant through b1 ↔ b2, we further have
∣∣t2∣∣ = ∣∣t3∣∣ and
we recover the case of one unbalanced hopping amplitude analyzed in the previous
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section.
By inspection of the semiclassical expression (3.21), we expect the ratio
∣∣t1/t2∣∣
to scale as exp(∆S(η)/~e) at leading order, where ∆S(η) is the action difference
between the two instanton trajectories linking sites a and b along c′2 and c
′
1 re-
spectively. For small enough η we expect ∆S(η) to grow linearly with η, the slope
being positive since the ratio
∣∣t1/t2∣∣ should increase with η. The Dirac degeneracies
disappear when this ratio is 2 (see previous section), thus we get the semiclassical
prediction that this will happen when η ∝ ~e. This result can also be inferred
by saying that the Dirac points will disappear as soon as the perturbing potential
2ηδV (r), see Eq. (4.8), strongly mixes the unperturbed states. This will happen
when the corresponding coupling energy equals the mean level spacing of the un-
perturbed system, which is approximately ~ω0 in the tight-binding regime, and we
get back to the prediction η ∝ ~e.
To check our semiclassical prediction we have computed, for each value of the
effective Planck’s constant ~e, the ground state and first excited-state levels for
different values of η and we have extracted the corresponding critical value ηc for
which the Dirac degeneracies are lifted. Figure 4.5 gives an example of the band
structure obtained at ~e = 1/
√
40 ≈ 0.16 for η ranging from 0 to 0.054. We have
then plotted ηc as a function of ~e, see Fig. 4.6. We have fitted the data with the
quadratic fit function α~e+β~
2
e and found α ≈ 0.1074 and β ≈ 0.0624 enforcing the
very good agreement obtained with our linear prediction in the semiclassical regime
~e  1. The quadratic correction could certainly be inferred from semiclassical
higher-order corrections.
We would like to emphasize at this point that increasing or decreasing η from
0 is not symmetrical. When η is decreased from 0, the Dirac degeneracies are
predicted to disappear when
∣∣t1/t2∣∣ → 0. However the best that we can do is to
let η → −1. This unfortunately means that one laser beam is almost extinguished

















Figure 4.5: The band diagram for the two lowest levels as a function of η for
V0 = 80ER (~e ≈ 0.158). The bands are plotted along the vertical straight line
joining the Dirac points K2 and K
′
3 of the balanced situation; see Fig. 2.2. The
origin of energy is fixed at the Fermi energy for a half-filled band and all bands have
been shifted such that the upper and lower bands intersect at zero energy difference.
and the situation is more that of very weakly coupled one-dimensional chains, an
interesting situation that is proposed for spin-gap system [91]. We thus see that
decreasing slightly η from 0 does not harm the Dirac degeneracies. They move
inside Ω but do survive. On the other hand, increasing slightly η from 0 does
destroy the Dirac degeneracies as soon as η ∼ ~e.
As one can see from the plots, the tolerance about the intensity mismatch of
the laser beams increases with ~e, or equivalently when the optical lattice depth
V0 decreases. On the other hand, as we have already seen, the Dirac cones do
not extend much over the Brillouin zone if V0 is too small. So there is a trade-off
to make. The situation is however really favorable since the intensity mismatch
tolerance is already in the 10% range for V0 ∼ 10ER. This means that the massless
Dirac fermions prove quite robust and should be easily accessed experimentally.
4.3.2 Critical in-plane angle mismatch
We now estimate the critical angle mismatch when all laser beams have the same
intensities (s1 = s2 = s3 = 1). We see from Eq. (4.1) that the new optical potential
still displays the exchange symmetry b′1 ↔ b′2 and thus a reflection invariance with
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Figure 4.6: The critical laser strength imbalance ηc at which the Dirac degeneracies
are lifted as a function of the effective Planck’s constant ~e =
√
2ER/V0. The solid
line corresponds to a quadratic fit of the numerical data. The linear coefficient is
α ≈ 0.1074 while the quadratic one is β ≈ 0.0624. As one can see our numerical
results are in good agreement with our semiclassical prediction ηc ∝ ~e. The degree
of control of the intensity imbalance of the laser fields gets more stringent as the
optical lattice depth V0 is increased. Nevertheless, at already V0 = 20ER (~e ≈ 0.3),








Figure 4.7: Distorted lattice obtained with balanced field strengths sn = 1 and
angle mismatch θ3=−θ2=−pi/10. The color convention is the same as in Fig. 3.3. In
this particular case the hexagon of field minima is stretched along the horizontal axis
Ox and the vectors c′n connecting a given minimum to its three nearest neighbors
have now different lengths. In the situation depicted
∣∣c′2∣∣= ∣∣c′3∣∣ 6= ∣∣c′1∣∣. In turn, due
to the reflection symmetry about Ox, the tight-binding hopping amplitudes satisfy∣∣t2∣∣= ∣∣t3∣∣ 6= ∣∣t1∣∣.
respect to their bisectrix. In the following we stick to the simple case where
θ3 = −θ2 = θ and θ is small. In this case both the Bravais lattice, the reciprocal
lattice, the Brillouin zone Ω and the diamond-shaped primitive cell Σ get modified.
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Figure 4.8: The critical angle mismatch θc (in units of pi) beyond which the
Dirac degeneracies disappear as a function of the effective Planck’s constant ~e =√
2ER/V0. The dashed line corresponds to a quadratic fit of the numerical data.
The linear coefficient is 0.109 while the quadratic one is −0.0577. As one can see our
numerical results are in good agreement with our semiclassical prediction θc ∝ ~e.
The degree of control of the angle mismatch gets more stringent as the optical
lattice depth V0 is increased. Nevertheless, at already V0 = 20ER (~e ≈ 0.3), the
angle mismatch should be less than 5◦ which is not particularly demanding.
The new reciprocal basis vectors turn out to be b′1 = b1 + δb1, b
′
2 = b2 + δb2
where δb1 = (θ/
√
3) b2 and δb2 = (θ/
√
3) b1. Since the exchange symmetry b1 ↔
b2 is again preserved, the new potential continues to display the Ox-reflection
invariance. Figure 4.7 gives a plot of the new potential structure for θ = −pi/10.
This situation boils down again to the case of one unbalanced tunneling am-
plitude. Indeed, the angle between the b′1 and b
′
2 decreases when θ is increased
from 0. In turn the angle between the corresponding a′n increases and the hexagon
structure made by the a and b minima get compressed along Ox. The opposite
conclusion holds when θ is decreased from 0. We get again the situation where∣∣t2∣∣ = ∣∣t3∣∣ 6= ∣∣t1∣∣ and ∣∣t1/t2∣∣ ≥ 1 when θ ≥ 0 and vice-versa. Like for the field
strength imbalance, the situations θ > 0 and θ < 0 are not symmetric. The
masless Dirac fermions prove more sensitive to closing the angle between the b′n,
which corresponds to θ3 = −θ2 = θ > 0. This is because
∣∣t1/t2∣∣ increases and the
threshold
∣∣t1/t2∣∣ = 2 is more rapidly hit. This is the situation we explore.
Applying the same reasoning as before, we thus predict the critical angle mis-
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match beyond which the massless Dirac fermions are destroyed to scale as θc ∝ ~e.
Again, to get θc as a function of ~e, we numerically compute the band structure at
a given ~e for different in-plane mismatch angles θ and then extract the value θc for
which the Dirac degeneracy is lifted. We then repeat the procedure for different
~e. As one can see, our prediction is in very good agreement with the numerical
calculations (see Fig. 4.8) and well supported by a quadratic fit. As θc increases
with ~e, there is a trade-off to make between reaching the tight-binding regime
where V0 is large and achieving an experimentally reasonable angle mismatch tol-
erance which requires V0 to be small. The trade-off turns out to be a favorable one
since already for V0 = 20ER (~e ≈ 0.3), one gets a tolerance of about 5◦ on the
laser beams alignment. We expect the same type of scaling for small out-of-plane
angle mismatches. Furthermore, when several small distortions combine, their ef-
fects should add up and thus the critical imperfection threshold should still scale
with ~e.
As an overall conclusion we see that massless Dirac fermions are quite robust
to moderate lattice distortions. Demonstrating them in an experiment should not
be particularly demanding in terms of the control of the laser configuration.
4.4 Distorted lattice with weak optical potential
We have seen in Chapter 3 that massless Dirac fermions exist in an ideal honeycomb
optical lattice (regardless of the optical potential strength) because of the point
group symmtery while their existence in a deep optical lattice (the tight-binding
regime) can be analyzed in terms of a geometrical relation between three tunneling
amplitudes to the nearest neighbors. We shall attempt in the following to reconcile
these two pictures on the origin of massless Dirac fermions and extend the reasoning
to a distorted lattice with arbitrary weak optical potential strength. The analysis












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4.9: The neighbors of an a-site. From inside out, the circles (centered
on an a-site) pass through 3 nearest neigbors (solid circles, b-sites), 6 next-nearest
neighbors (dashed circles, a-sites) and 3 next-next-nearest neighbors (dotted circles,
b-sites).
is broken down into asking two questions: (1) under what condition would the
two bands intersect, and (2) under what condition would the dispersion relations
around the intersection points remain to be conical.
The first question has been addressed in Ref. [88]. As we decrease the optical
potential strength from a tight-binding regime, we have to include the next-nearest-
neighbor hoppings, followed by the next-next-nearest-neighbor hoppings and so on,
as the optical potential strength is decreased, see Fig. 4.9. The Hamilton opera-
























ik ·R with ts(R) = 〈wRa |H|wRa+R〉 (4.10)






ik · (c′1 +R) with td(R) = 〈wRa |H|wRa+c′1+R〉. (4.11)
In this convention, ts is the tunneling parameter between sites of the same sublat-
tice while td refers to the tunneling parameter between sites of different sublattices.
In particular, ts(0) is the on-site energy 0 and td(0) = −t is the nearest-neighbor
tunneling parameter, following our convention in the tight-binding regime. For
each value of k ∈ Ω, the two bands are split by the energy 2|Z˜k|, hence we may
continue to use Fig. 4.2 for analysis on the band intersection points, but we have
to change the closed triangle to a closed polygon, with the number of sides deter-
mined by the number of tunneling amplitudes included in the analysis. Clearly,
any arbitrary small distortion of the lattice (that does not break the equivalence
between the two sublattices) will distort the closed polygon such that the bands
intersect at two k points other than the K and K’ points. In fact, this was in-
vestigated in Ref. [88] and it was found that the intersection points would move
and merge at fixed points in the 1BZ when the values of tunneling parameters
are changed. Therefore, we may conclude that it is sufficient to explain the band
intersection points within the tunneling picture.
The second question is about how far does the conical region extend around
an intersection point. This question has to be answered by analyzing Yk and
this was not carried out in Ref. [88], since the paper focused on the tight-binding
regime. In Fig. 4.10, we illustrate the effect of the next-nearest-neighbor tunneling
parameter tnn in an ideal honeycomb lattice. Each lattice site has six next-nearest
neighbors (Fig. 4.9) with equal tunneling parameters in these six directions. As the
optical potential strength is decreased, tnn increases in magnitude and results in
the bending of the upper band. Consequently, the region around the Dirac points
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Figure 4.10: Effect of the next-nearest-neighbor tunneling parameter tnn. The
on-site energy 0 is set to zero and the nearest-neighbor tunneling parameter is set




= 0) move closer to K2 and K
′
3 when tnn becomes comparable
to −t.
with linear dispersion relation is reduced, as we have discussed in the previous
chapter. Nevertheless, the symmetry of the perfect honeycomb lattice guarantee
that YK+q = constant + O(q2) for small |q|, hence there is a finite region with
conical dispersion around the Dirac points for arbitrary weak potential strength
such that Dirac fermions are robust to arbitrary small distortion. In these sense,
symmetry of the lattice seems to be important.





10 in Fig. 3.7 is well fitted with the tunneling picture by
including tunneling to a total of twelve neighbors. The choice of parameters are
the on-site energy 0 = 5.36021, the nearest-neigbor tunneling parameter −t =
−1.75509, the next-nearest-neighbor tunneling parameter tnn = −0.506245 and
the next-next-nearest-neighbor tunneling parameter tnnn = −0.339996, all in units
of V0.
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Figure 4.11: The energy dispersion along the straight line connecting point K3
(ky/kL = −0.5) and K ′2 (ky/kL = 0.5) in Fig. 4.3 for several imbalance intensity
distortion parameters η at ~e = 10. For each value of η, a solid circle (which has
the same color as the curve) marks the point of intersection of the energy bands.
The massless Dirac fermions vanish when the lower band intersects the upper band
at the point where the upper band bends downwards (marked by the black arrow),
hence giving a criteria of critical distortion parameters distinct from that of the
tight-binding regime.
We shall now demonstrate the answers to the two questions by calculating the
energy dispersion using the nearly-free electron model; see Eqs. (3.44), (3.45) and
(3.46). We consider a point k that lies on the straight line connecting K3 and K
′
2 in
Fig. 4.3. The distortion being considered is the unbalanced laser intensity analyzed
in Sec. 4.3.1. Choosing a total of twelve coefficients (C0, C±b1 , C±b2 , C±(b1+b2),
Cb2−b1 , C−2b1 , C−2b1−b2 , C−b1−2b2 and C−2b1−2b2) as basis, we construct a 12 × 12
matrix, with its eigenvalues giving the dispersion relation of the perturbed system.
To check the accuracy of this method, a dispersion relation exactly the same as
Fig. 3.7 is obtained for −0.5 ≤ ky/kL ≤ 0 at ~e =
√
10 1.
We numerically diagonalize the matrices at ~e = 10 for different values of
1In Fig. 3.7, the energy dispersion is plotted along the line connecting K2 and K
′
3. By
inversion, it is identical to the dispersion along the line connecting K3 and K
′
2.
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distortion parameter η and find that, similar to the tight-binding regime, the Dirac
points also move towards the center of the edge of 1BZ and merge as the honeycomb
lattice is distorted; see Fig. 4.11. This observation has been explained in answering
our first question. However, the dispersion relation is different from the tight-
binding energy dispersion, the important difference being the downward bending
of the upper branch for a small distance away from K3. This has been shown as an
effect of the next-nearest-neigbor tunneling (plus tunneling to farther neighbors of
the same sublattice) in our analysis of second question. From the figure, the effect
of distortion appears to be shifting the lower band upwards while shifting the upper
band downwards. Consequently, the massless Dirac fermions will vanish when the
lower band intersects the upper band at the point where the upper band bends
downwards, hence giving a criteria of critical distortion parameters distinct from
that of the tight-binding regime. Therefore, the picture of tunneling parameters
forming a closed polygon only guarantees that the upper and the lower bands
intersect at some points in the 1BZ, but it does not guarantee that the elementary
excitations around these points of intersection to be described by the Weyl-Dirac
Hamiltonian. Nevertheless, since the bending always exists at some distance from
K3 for arbitray weak optical potential, we can conclude that the massless Dirac
fermions are robust to arbitrary small distortion at weak optical potential. In this
sense, the existence of Dirac fermions appears to be a combined effect of symmetry
of the perfect lattice and the tunneling picture.
4.5 Inequivalent potential wells
We briefly mention here how to distort the optical lattice in a systematic manner
as it allows for an experimental control of the mass of the Dirac fermions as well
as for a continuous switch from a honeycomb lattice to a triangular one [52, 53].
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In Sec. 2.3.1, we observed that the honeycomb potential (3.7) is the simplest of
all graphene-type potentials, characterized by choosing V0,0 and V1,0 real (in fact,
positive) while putting all unrelated coefficients in Eq. (2.16) to zero. Now, letting
V1,0 to acquire a phase ϕ, such that e
−iϕV1,0 is positive, will break the reflection
symmetry of the honeycomb potential.
In the r-dependent part of the dimensionless potential (3.9), this phase ϕ is
introduced by the replacement
3∑
a=1
cos(ba · r) →
3∑
a=1
cos(ba · r + ϕ) , (4.12)
where b3 = −b1 − b2. This is implemented by the second alternative method
suggested near the end of Sec. 3.2, that is by superimposing three independent
standing waves, of the same wavelength and with equal intensity. As a consequence
of the incoherent superposition, the time-shift of (3.6) is not available, and the r
replacement alone cannot remove all three phases of the standing waves. One can,
however, shift r such that the three phases are the same, and then one has an
intensity pattern proportional to the right-hand side of (4.12).
Most of the hexagon structure of Fig. 3.3 remains unchanged by this modifica-
tion: lattice sites a, b, c continue to be the locations of local minima and maxima,
whereas the saddle points s acquire new positions on the . . .abcabc. . . lines.
Figure 4.12 confirms that, for small ϕ values, the minima of the honeycomb
dipole potential are still organized in a hexagonal pattern but we now have dif-
ferent potential depths at sites a and b. The potential energy mismatch is 2 ≈
8V0
∣∣ϕ∣∣/√3. In view of (2.28) and (2.31), this means that the Dirac fermions ac-
quire a mass m∗ ∝
∣∣ϕ∣∣ or, in other words, that the Dirac degeneracies are lifted.
The possibility of fine-tuning the mass of the Dirac fermions through the parameter
ϕ is an interesting experimental knob to play with.











































































































































































































































































































































































































































































Figure 4.12: For various values of the phase parameter ϕ of (4.12), the plot shows
the potential energy along a . . .abcabc. . . line in Fig. 3.3. The top plot, for ϕ = 0,
repeats the bottom-left plot of Fig. 3.3 for reference. The degeneracy between sites
a and b is lifted for the small ϕ value of ϕ = pi/24, the saddle points have moved
closer to the b sites, where we continue to have local minima. In this situation the
Dirac fermions acquire a massm∗ ∝
∣∣ϕ∣∣. When ϕ = pi/6, the saddle points s coincide
with the b sites, and we have cubic saddle points there. Finally, in the bottom plot,
we have ϕ = pi/3 and the saddle points are halfway between adjacent b and c sites,
with potential maxima at both of them. Except for a displacement, the potential in
the bottom plot is the negative of the potential in the top plot, and thus identical
with the honeycomb potential (3.7) for red rather than blue detuning of the three
running wave lasers. For ease of comparison, the potential constants are adjusted
such that the maxima and minima are at V = 0 and V = 9V0, respectively, for all ϕ
values.
Increasing
∣∣ϕ∣∣ further, one can also see that, for the particular values ∣∣ϕ∣∣ = pi/6
and pi/2, the three sublattices of saddle points merge into a single triangular lattice,
which coincides with the a, b, or c lattice, respectively; see Fig. 4.12.
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This merging of a potential minimum or maximum with three saddle points,
leads to a peculiar third-order saddle point. For ϕ = pi/6, say, the s sites merge
with the b sites and we have
∑
a












∣∣r − rb∣∣ κ−1, hence a cubic saddle point rather than the usual quadratic
saddle point.
An unpolarized ultracold gas of spin-1
2
fermions loaded into such a potential
at half-filling would lead to two fermions per well. By driving the system through
attractive interactions, one could even get a Mott insulator of fermion pairs. By
switching off all interactions and setting ϕ = 0, one should be able to study oscil-
lations of atoms between the a and b sublattices.
4.6 Other kinds of distortions
There are many other kinds of lattice distortions encountered in an actual exper-
iment, e.g. the presence of a harmonic trap, the gaussian profile of laser beams
and the jitter of optical lattice due to phase fluctuations. In the following, we
shall give some specific references on the effects of the disorders and how they
were circumvented by other researchers, but these references do not exhaust the
possibilities.
• Harmonic trap: A harmonic trapping potential is needed to confine the atoms
and to restrict the size of the atomic cloud, but this harmonic trap breaks
the translation symmetry of the honeycomb optical lattice and it is no longer
meaningful to discuss the energy band structure, which is a dispersion re-
lation between single-particle energy and the crystal momentum. However,
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Block and Nygaard show that a local density approximation can be used
to understand the density of states of the harmonically-confined lattice sys-
tem [92]. Furthermore, they show that the Dirac points do survive locally
in the trap (demonstrated by plotting the density of states as a function of
energy and distance from the trap center) and the Dirac points give rise to
a unique spatial density profile for a non-interacting Fermi gas.
• Gaussian beam profile: In the calculations performed, we have assumed that
the laser fields are described by plane waves. In real experiments, the cross-
sections of the laser beams show a Gaussian intensity profile. Consequently,
there is an energy offset between neighboring lattice wells and, when the
sample size is much smaller than the beam waists, this energy offset can be
approximated by a harmonic potential [73, 92]. Hence, we can apply the
analysis done for a harmonic trap.
• Phase fluctuations: When the phase fluctuations of the laser beams are much
slower than the typical time scale of the dynamics of the trapped atoms, the
atoms will follow the lattice translation adiabatically. However, when the
fluctuations are fast, the rapid jitter of the optical lattice could perturb the
trapped atoms. To stabilize the relative phase difference between the laser
beams, the use of a Michelson-type interferometer is reported in Ref. [93]
and a phase stability better than 0.1◦ for as long as 30 ms was achieved.
4.7 Summary
We have analyzed the distorted honeycomb optical lattice and we have shown that
in the tight-binding regime (~e  1), the presence of Dirac fermions is determined
by the geometrical relations of the three direction-dependent tunneling amplitudes.
For small distortions, the Dirac points move around in the 1st BZ and they vanish
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when distortion parameter exceeds a threshold value. Based on a semi-classical
evaluation of t, we argued that Dirac fermions disappear when the perturbation
due to the lattice distortion equals the energy level spacing of local harmonic
oscillator. Our analysis is supported by the numerical data obtained from separate
considerations of distortions due to imbalance laser intensities and mis-alignment
of the laser beams. Our results show that the precision needed in experiments to
observe massless Dirac fermions is achievable. Furthermore, we can easily tune
the laser parameters across the transition so that we can ascertain if a physical
phenomenon originates from massless Dirac fermions. In an attempt to understand
the universal origin of massless Dirac fermions, we showed that massless Dirac
fermions can exists in a distorted lattice with weak potential. However, the criteria
of the critical distortion parameter is distinct from that in the tight-binding regime.
We also proposed a laser configuration that breaks the equivalence between the
two sublattices by changing a phase of the standing waves. This relative phase is
not removable by a redifinition of spatial and temporal origin. The resulting quasi-
particles are massive. In the last part of the chapter, we briefly examined other
possible forms of distortion and outlined the solutions used by other researchers
to circumvent the problem.
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Chapter 5
Interacting system I: Model and
methods
5.1 Feshbach resonance: tuning interactions be-
tween fermions
The recent advances in cold atom experiments enable us to simulate condensed
matter phenomena using optical lattices. One of the notable achievements in cold
atom experiments is the ability to tune the interaction strength between fermionic
atoms using Feshbach resonances [81, 94]. The concept of Feshbach resonances was
first proposed in nuclear physics in the context of reactions forming a compound
nucleus [95]. The basic idea behind it can be illustrated using a two-channel
model [31, 81]. Atoms are prepared in an open channel with a corresponding
interaction potential Vop(r). As two atoms undergo a collision at low incident
energy, the open channel is coupled to another closed channel with potential Vcl(r).
When the magnetic moments of the colliding states in the open and close channel
differ, we can tune the energy of a bound state in the close channel with respect
to the open channel by the means of a magnetic field. A scattering resonance
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Figure 5.1: Atoms entering in the triplet state (open channel) are coupled to a
singlet bound molecular state (closed channel). The bound state can be brought into
resonance with the incoming state by changing the external magnetic field strength.
The Feshbach resonance occurs at B0 in the figure. Reprinted from Ref. [31], with
kind permission of Societa` Italiana di Fisica.
occurs when the energy of the bound state is close to 0 such that it resonantly
couples to the collision state in the open channel; see Fig. 5.1. The situation is
similar to the Breit-Wigner problem where the resonance introduces an additional
scattering phase shift. Since the scattering length is related to an effective s-wave
interaction, we are able to change the effective interaction strength between the
cold atoms simply by using an external uniform magnetic field. Besides magnetic
field, Feshbach resonance induced optically using one- or two-photon transitions
has been reported recently [96]. Also, when atoms are loaded into an optical lattice,
we may simply tune the more relevant parameter, the ratio of the interaction
strength over the tunneling amplitude, by changing the laser intensities, hence the
lattice depth and the tunneling amplitude.
The van de Waals attraction between atoms gives rise to a centrifugal barrier
in the effective potential for atoms in scattering states with non-zero angular mo-
mentum l in the relative motion. This barrier height, in terms of temperature,
is of the order of 1 mK for typical atomic masses. Since experiments are usually
carried out at temperature well below that, the l 6= 0 scattering states are frozen
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Figure 5.2: Magnetic-field dependence of 22S1/2 ground state of
6Li. F is the
quantum number for total atomic angular momentum and mF is its value projected
in the direction of magnetic field. At high field, the good quantum numbers are mS
andmI , which are the projection of spin angular momentum and nuclear angular mo-
mentum, respectively. The labels |1〉–|6〉 are used in some literature, such as Ref. [97].
Possible candidates for simulation of Hubbard model are |1〉 and |2〉. For this choice,
a Feshbach resonance is found at magnetic field near B = 830G (1G = 10−4T ) [98].
There is an additional advantage that, at such a strong magnetic field, the hy-
perfine splittings might be neglected and the two fermionic species will experience
the same optical dipole potential; see Sec. 3.1. Adapted from Ref. [86], which is
licensed under the Creative Commons Attribution-NonCommercial-ShareAlike Li-
cense (http://creativecommons.org/licenses/by-nc-sa/1.0).
out and the collision process is dominated by s-wave collisions if fermionic atoms
of two different hyperfine states are used. In the tight-binding regime where atoms
are localized in optical potential wells, the inter-atomic interactions are on-site,
i.e. two fermionic atoms with different hyperfine states interact only if they are at
the same lattice site. Denoting the two hyperfine states as spin-↑ and spin-↓, the
physics of these effective spin-1/2 interacting fermions is encapsulated within the
Hubbard model with on-site interactions [99, 100].
Potential candidates of the fermionic species are hyperfine states |1〉 = |F =






〉 and |2〉 = |F = 1
2
,mF = −12〉 of 6Li; see Fig. 5.2. The choice has
three advantages: (1) the scattering length is zero at zero external field so that
we can change the system from interacting to non-interacting by simply turning
off the magnetic field [86], (2) near the Feshbach resonance (at magnetic field
B ≈ 830G), the hyperfine energy is small compared to the Zeeman energy, hence
the two fermionic species will experience the same optical dipole potential and (3)
for the “broad” resonance involved, we can remove the closed channel molecular
state from the picture by introducing an effective potential (e.g. an attractive
spherical well or a regularized contact interaction) acting on the atoms in the
open channel such that the physics is independent of the nature of the molecular
state [31].
However, the chosen species are high-field seekers, hence they cannot be trapped
in a magnetic trap. The problem can be solved either by trapping and cooling the
atoms directly in an optical trap or magnetically trap and cool some other 6Li
atomic mixture, followed by transfering the mixture to an optical trap and finally
convert the mixture to the required species using some methods [86].
A realization of Feshbach molecules using the 6Li states (|1〉 and |2〉) has been
decribed in both Refs. [23] and [101]. A gas of 6Li atoms is first prepared in state |1〉
in a Nd-doped yttrium aluminium garnet (Nd-YAG) crossed beam optical dipole
trap. Magnetic field is then increased from 5 to 1060 G, and a Zeeman transition
between |1〉 and |2〉 is driven with a 76 MHz rf field to prepare a balanced mixture
of the two states. The coherence between the two state is lost after 100 ms such
that any single atom from the trap is described by either the state |1〉 or |2〉 but not
a linear combination of them. At this magnitude of magnetic field strength, the
good quantum numbers are the electronic spin angular momentum S and the total
nuclear angular momentum I (the electronic orbital angular momentum L = 0)
instead of the total angular momentum F . In this scenario, we have two atoms (one
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from state |1〉 ≈ |mS = −12 ,mI = 1〉 and the other from |2〉 ≈ |mS = −12 ,mI =
0〉 [86]) colliding with parallel electronic spins, hence an electronic spin triplet, in
the open channel; see Fig. 5.1. The differing nuclear spins will ensure that the Pauli
exclusion principle is obeyed. Since the electronic spin singlet and triplet have a
magnetic moment difference of 2µB [102, 103], where µB is the Bohr magneton, a
Feshbach resonance can be obtained by changing the energy of the colliding atoms
in the open channel close to that of an electronic spin singlet bound state in the
closed channel.
5.2 Hubbard model
In the following, we shall consider cold fermionic atoms loaded into a general hon-
eycomb optical lattice in the tight-binding regime with on-site interactions between
the fermions. The two sublattices are equivalent such that the non-interacting va-
lence and conduction bands are not gapped. The second quantized grand-canonical
Hamilton operator that describes this system thus reads


















where 〈i, j〉 denotes pairs of nearest neighbors on the lattice, σ =↑, ↓ denotes
the two possible spin states of the fermions, f †iσ and fiσ are the creation and
annihilation operators of a fermion with spin state σ at site i and niσ = f
†
iσfiσ is
the corresponding number operator. HK is the same as Eq. (2.32), which describes
the hopping process between nearest neighbors, except that we have specialized
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into an ideal honeycomb lattice with equal hopping amplitudes in all directions,
t =
∣∣tij∣∣. HV describes the on-site interaction, where U > 0 when the interaction
is attractive while U < 0 when interaction is repulsive. In subsequent analysis, we
will be mostly dealing with the fermionic attractive Hubbard model (FAHM) as
we focus on BCS-BEC crossover on a honeycomb lattice. Lastly, µ is the chemical







It is defined such that µ = 0 corresponds to a half-filled lattice, i.e. ρ = 1, for all
interaction strength U .
In general, the eigenvalue problem for the Hamilton operator (5.1) is difficult to
solve analytically due to the presence of quartic terms in HV . Hence, we often have
to resort to mean-field approximations or to quantum Monte Carlo (QMC) method
to solve it numerically. In the following, we will explain briefly determinant quan-
tum Monte Carlo (DQMC) algorithm that is used in our study and the maximum
entropy method (MaxEnt) that is used to extract frequency-dependent informa-
tion through analytic continuation of the imaginary-time data from DQMC. Since
the content is technical in nature, readers may instead proceed to the next chapter
for analysis on DQMC data and the Hubbard model.
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5.3 Numerical methods
5.3.1 Determinant quantum Monte Carlo (DQMC)
Probability density function
To calculate the equilibrium property of the system at finite but low temperature,
we first look at its grand partition function,
Z = Tr(e−βH), (5.2)
where β = 1/(kBT ) is the inverse temperature and Tr is the sum over all num-
ber of particles and over all site occupations. The trace could be evaluated by
breaking the exponential into a product of three pieces using the Suzuki-Trotter
decomposition, which says that
e−∆τ(A+B) = e−∆τAe−∆τB +O(∆τ 2) (5.3)
for small ∆τ , hence



















l=1(HK,l +HV,l +Hµ,l) and β = M∆τ . It is to be noted
1
here that the Trotter index l in Hl actually goes with the states of Hl, hence the
matrix elements of e−∆Hl , while the second-quantized form of Hl is just identical
1I want to thank Professor Wang Jiansheng for pointing this out to me.
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to H. Hence, the index l is there just for us to keep track of the index of the
matrix element of H, but not to H itself. We have also set ~ = 1 for convenience.
For our purpose, a sufficiently small value of ∆τ is 0.125/t.
The quartic terms in e−∆τHV,l can be written as a bilinear form using the
discrete Hubbard-Stratonovich (HS) transformation [104]. Since we are dealing
with attractive interactions (U ≥ 0), the HS transformation is carried out by
coupling the auxiliary HS field hil to the total number of fermions, ni↑l + ni↓l at












eλhil(ni↑l+ni↓l−1) with coshλ = e
U∆τ
2 . (5.5)
We now rewrite the grand-canonical partition function into a form with only bi-






























where V σil = λhil + µ∆τ , Kij = −
∣∣tij∣∣ if site i and site j are nearest neighbours,
N is the total number of lattice sites and Trh denotes the sum over all possible HS
field configurations.
With the exponents in bilinear form, the fermionic operators could be traced
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where Bσl ≡ e−τKeV
σ
l and the effective probability distribution function (PDF)2
ρ(h) = ρ↑(h) × ρ↓(h) is a product of the spin-↑ and spin-↓ components, with the
spin-σ component proportional to det[1+BσM(h)B
σ
M−1(h) . . . B
σ
1 (h)]. We can thus
interpret Zeff as the effective grand-canonical partition function.
For each data point (temperature, interaction strength, lattice and density),
20 simulations of different random seeds are performed, each with 1000 to 2000
warm-up sweeps and 2000 measurement sweeps3. The statistical average of the 20
simulations is then reported. In a typical simulation, a random HS field configu-
ration is first generated. In each sweep itself, the Metropolis algorithm is used to
perform local moves to flip the HS variable at a given site and a given imaginary
time. The updating of the HS variables involve fast rank-one updates that are
discussed in greater details in Refs. [105] and [107]
Measurement: Correlation functions
From Eq. (5.4), we see that the Hamilton operator has acquired a new label, the
imaginary time τ = l×∆τ . With it, we can introduce a convenient mathematical
tool called the Matsubara Green’s function, which is a time-ordered product not
along the real time but along the imaginary time axis. It is especially useful
for time-dependent correlation function because the analytical continuation to the
physically relevant retarded function in frequency space is just trivial. In general,
we define the imaginary time evolution of an operator O by
O(τ) = e(τ − τ ′)H O(τ ′) e−(τ − τ ′)H . (5.8)
2Since the determinants could be negative, the correct PDF is
∣∣ρ(h)∣∣. However, because the
two determinants have the same sign in our study,
∣∣ρ(h)∣∣ = ρ(h). The minus sign problem is
thus avoided [106].
3A sweep literally means sweeping through each site in a lattice once. The lattice has a spatial
dimension of two and a temporal dimension of one.
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The correspondence of the above equation to the real time evolution can be done
by the substitution τ = it, where t is a complex time.
Numerical data that could be obtained from DQMC are correlation functions.
They are divided into equal-‘time’ and unequal-‘time’ correlation functions, with
the most important of all being the single-particle Green’s functions. Given two



































and 〈·〉 denotes the quantum statistical average at temperature T .
The important equal-‘time’ single-particle Green’s functions of the l-time slice
can thus be obtained as the elements of an N ×N matrix,
〈fiσ(l)f †jσ(l)〉h = [gσl ]ij ,
g
σ












On the other hand, obtaining unequal-‘time’ single-particle Green’s functions is
computationally more expensive as it involves inverting matrices of dimensions
(Np) × (Np), where p is an integer in the range 1 ≤ p ≤ M [108]. Again, the
Green’s functions could be expressed as the elements of some N ×N matrices,
〈fiσ(l1)f †jσ(l2)〉h = [Bσl1Bσl1−1 . . . Bσl2+1gσl2+1]ij , l1 > l2,
〈f †iσ(l1)fjσ(l2)〉h = [(1− gσl2+1)(Bσl1Bσl1−1 . . . Bσl2+1)−1]ij , l1 > l2. (5.12)
5.3. NUMERICAL METHODS 93
Having computed the equal- and unequal-‘time’ Green’s functions for a fixed HS
configuration, we can calculate all correlation functions in terms of the single-
particle Green’s functions using Wick’s theorem. Indeed, it can be shown by
expanding in eigenstates that Wicks’ theorem holds for a fixed HS configura-
tion4 [37, 109],
〈f †i1(l1)fi2(l2)f †i3(l3)fi4(l4)〉h = 〈f †i1(l1)fi2(l2)〉h〈f †i3(l3)fi4(l4)〉h
+〈f †i1(l1)fi4(l4)〉h〈fi2(l2)f †i3(l3)〉h. (5.13)
The spin indices have been omitted in Eq. (5.13) since the spin-↑ and spin-↓ chan-
nels can be easily factorized.
Anticipating discussions on the BCS-BEC crossover in the next chapter, we
briefly mention here some of the physical quantities or correlation functions mea-
sured in our DQMC simulations.
• Density-density correlation:
The presence of a density wave is signaled by the spatial modulation in the
density-density correlation function,
Dij = 〈ninj〉, (5.14)
where ni =
∑
σ niσ measures the total number of fermions on site i. We
define the density wave structure factors of the uniform sector Sudw(q) and
the staggered sector Ssdw(q) in terms of the density-density correlations for
4Given a fixed HS configuration, the effective Hamilton operator becomes quadratic and
Wick’s theorem thus holds.













eiq · (ri − rj)(−1)i+j Dij ,
with the site index i being even on a sites and odd on b sites while ri is the
position vector of the center of the primitive unit cell that the site i belongs
to. We will focus on the structure factor from the staggered sector that varies
uniformly over unit cells, Sdw = S
s
dw(q = 0). It will diverge linearly with
the total number of sites N = 2Nc of the system when the fermions tend to
accumulate at one sublattice at an instant.
• Pair Green’s functions:
In a Bose condensed phase, the phase coherence between pairs is signaled by
long-range order (or quasi-long-range order for a superfluid at finite temper-




〈∆†i∆j + ∆i∆†j〉, (5.16)




i↓ creates a pair on site i. In a way similar to the density
correlations, we define a pair structure factor in the uniform sector P u(q)












eiq · (ri − rj)(−1)i+j Gpij .
In particular, we focus on the s-wave pair structure factor Ps = P
u(q = 0). 5
5The s index indicates the symmetry of the wave function, by analogy with the notation of
5.3. NUMERICAL METHODS 95
This pair structure factor diverges linearly with N when long-range order is
achieved.
• Time-displaced on-site Green’s function:












for −β ≤ τ ≤ β so as to extract the spectral function A(ω) through a





1, τ ≥ 0
0, τ < 0
(5.19)
and the presence of infinitesimal η reminds us that the second term con-
tributes at equal times. A more general definition of the Green’s function is



















eik · (rj − ri)Gij(τ), (5.21)
the hydrogen orbitals. Here, the on-site pair is invariant by rotation.
6Interested readers are strongly encouraged to read Refs. [110] and [111] for a much more
detailed discussion on Green’s function and its analytical properties. The information is too
much to be contained in one or two pages that what is presented here is simply a rough outline.
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which contains information on the system in the momentum space. However,
we did not compute this more general quantity because of the much longer
computational time involved.
By its definition, the Green’s function G(τ) is antiperiodic under shifts of β,
i.e.
G(τ − β) = −G(τ) for 0 ≤ τ ≤ β, (5.22)
hence we can Fourier transform it to obtain its representation at the Mat-







dτ G(τ) eiωnτ , (5.23)






G(iωn) e−iωnτ . (5.24)
If we now restrict the range of τ to 0 ≤ τ ≤ β and insert a complete set of
eigenstates of H in between fiσ(τ) and f
†





















iωn − (Em − Ej) |〈m|f
†
iσ|j〉|2, (5.26)
where Em is the eigenvalue of H and |m〉 is the corresponding normalized
eigenstate. In fact, −G(iωn) is described by the same function on the complex
frequency plane as the retarded (advanced) Green’s function at frequencies
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Figure 5.3: A typical Green’s function G(τ) obtained in a DQMC simulation. The
parameters chosen are lattice linear size L = 9, density ρ = 1.2, interaction strength
U = 2t and inverse temperature β = 10/t. Note that G(τ) → 1 − 0.5ρ as τ → 0+
and G(τ)→ 0.5ρ as τ → β−.
infinitesimally above (below) the real axis, such that the retarded (advanced)
Green’s function can be obtained from −G(iωn) through analytic continua-






iωn − ω′ , (5.27)













)∣∣〈m|f †iσ|j〉∣∣2(e−βEm+e−βEj ). (5.28)
If we have used G(k, τ) instead of G(τ) in Eqs. (5.22) to (5.27), we can
then extract the momentum-dependent spectral function A(k, ω), which can
be measured directly in the angle-resolved photo-emission experiments, and
A(ω) =
∑
kA(k, ω). Clearly, −G(ω) (with ω now takes on complex values)
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has simple poles on the real line of ω with the weights of the poles given by
the spectral function. In the limit of zero temperature, the spectral function











where |0〉 is the non-degenerate ground state7. The first term measures
particle excitations while the second term measures hole excitations. Thus,
the spectral function essentially reflects the one-particle excitation spectrum,
hence it enables us to distinguish between metallic, semi-metallic or gapped
(solid or superfluid) states of the system. In the non-interacting limit, |0〉 is
the state of the Fermi sea and f †iσ (fiσ) only connects the ground state to
the excitated states with one more particle (hole) added above (below) the
Fermi sea. As a result,
∑
i
∣∣〈0|f †iσ|m〉∣∣2 = 1 for the excited states described
and Em − E0 is reduced to the eigenenergies of the single-particle Hamilton
operator. A comparison between Eqs. (5.29) and (2.42) reveals that A(ω) is
reduced to the density of states (with a factor of one half that comes from
defining A(ω) as per site while defining ρ(ω) as per unit cell).
5.3.2 Maximum entropy method (MaxEnt)
We have explained in Sec. 5.3.1 that DQMC simulations can provide us imaginary-
time-dependent correlation functions G(τ), from which we may extract the dy-
namical spectra A(ω). The relation between G(τ) and A(ω) can be obtained by














7We can easily generalize the expression to degenerate ground states.





Figure 5.4: The contour in the complex ω-plane that is used to obtain the relation
between G(τ) and A(ω). The crosses on the imaginary axis denote the Matsubara
frequencies.
and perform the sum over Matsubara frequencies using contour integration in the
complex ω-plane. We first note that the function β/(1 + e−βω) has poles at the
Matsubara frequencies, ω = iωn, with unity residues. Applying the Cauchy’s



















where the contour C1 (solid line) is defined in Fig. 5.4. We can add the two
semi-circles with a very large radius (dotted lines), C2 and C3, to the contour




≈ e(τ − β)|Re(ω)| ensures that C2 makes no contribution to the
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and there is only a pole (ω = ω′) that is enclosed by the contour (see Fig. 5.4).


















Yet, the inversion is an ill-posed problem as it is similar to performing an inverse
Laplace transform with the noisy and incomplete Monte Carlo data.
In our study, the inversion is handled through a Bayesian-based maximum
entropy approach; see [112] for detailed reviews. It regards the spectral function
A(ω) as the argument of a probability function and information about A(ω) prior
to Monte Carlo simulations is encoded in prior probability while the likelihood
function is the conditional probability of producing the generated Monte Carlo
data G˜(τ) from a given A(ω). The MaxEnt approach consequently outputs the
A(ω) that maximizes the posterior probability, which is proportional to the product
of prior probability and likelihood function [113].
Maximizing the likelihood function amounts to performing a least-square fit
to the Monte Carlo data. On the other hand, the prior probability is specified in
terms of information theoretic entropy. This entropy is defined relative to a default
model m(ω) such that in the absence of data, the output A(ω) is m(ω). The choice
of m(ω) is arbitrary, but it is usually chosen as the smoothest function consistent
with prior knowledge of the spectral function, such as sum rules. Hence, a flat
model with a magnitude to satisfy the sum rule in the frequency range of interest
is typically chosen.
There is one more free parameter left, the Lagrange multiplier α that connects
χ2 (related to least-square fit of data) and entropy S (related to prior knowledge














































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 5.5: Finite honeycomb lattice of linear dimension L = 6. The total number
of sites is N = 2L2 = 72. Due to periodic boundary conditions, the finite size lattice
can be wrapped onto the surface of a torus in a twisted manner. As L increases, the
two radii of the torus also increase. The 1st BZ of the non-interacting particles can
also be mapped onto a torus with the values of two radii determined by the lattice
parameter. Single-particle states are evenly distributed on this toroidal surface, with
the total number of states determined by the number of unit cells.
on spectral functions). However, this Lagrange multiplier can also be determined
using Bayesian logic [114], therefore, the method leaves no parameters to adjust
arbitrarily.
In summary, the calculation is carried out by parameterizing A(ω) as N δ-
functions on a uniform grid of frequencies ωl. The amplitudes Al of the δ-functions
are sampled from a probability distribution p(A) ∼ exp[−χ2/Θ +αS]. An anneal-
ing procedure is used starting from large Θ, which is then slowly reduced. For










where τl refers to the discretized imaginary time, ∆G˜(τl) is the error in the Monte
Carlo data G˜(τl) and G(τl) is calculated according to Eq. (5.34), are typically below
10.













































Figure 5.6: Total average density ρ vs chemical potential µ for U/t = 0 (left) and
U/t = 1 (right) at βt = 16 and different lattice sizes L. The left figure is obtained
by analytical calculation at U = 0. The right figure is obtained from numerical data
generated by DQMC. For sizes that are not multiples of three, there is no state at
half-filling and a small gap appears for small system sizes. There is no such gap
when L is a multiple of three. For sizes that are multiples of three, plateaus appear
away from half-filling. These plateaus are also finite-size effects and they disappear
when L→∞. The dotted line in the left figure is obtained by an exact evaluation of
the derivative ∂ρ/∂µ|µ=0 in the non-interacting limit when L→∞. The two figures
show that the “magic number 3” effect is present even when the interaction strength
U is comparable to the hopping parameter t.
5.4 Finite size lattice
In the DQMC simulations, we have used the honeycomb lattice depicted in Fig. 5.5
with periodic boundary conditions. There are L unit cells in each direction defined
by the primitive vectors a1 and a2. A finite honeycomb lattice of side L then
contains Nc = L
2 unit cells and N = 2L2 sites. In the non-interacting case, the
discretized energy levels are given by [3, 52]
±(k1, k2) = ±t
∣∣1 + ei2pik1/L + ei2pik2/L∣∣ ,
where k1, k2 ∈ {0, 1, · · · , L− 1}. When L is a multiple of three, there always exist
pairs (k1, k2) such that ±(k1, k2) = 0, i.e. there are four states (two per spin state)
located exactly at the points where the two bands meet and only two of these
states will be occupied if ρ = 1. This does not happen when L is not a multiple
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of three. As a consequence, on small finite-size systems, a small gap of order 1/L
appears around half-filling when L is not a multiple of three (see Fig. 5.6). To
avoid confusion between this gap, which is a finite-size effect, and the Mott gaps
generated by interactions that are expected to appear in ordered phases, we used
(especially at half-filling) sizes L that are multiples of three. This limits strongly
the sizes that can be studied. In the most favorable cases, we went up to L = 15,
that is N = 450 sites.
For the most time-consuming calculations done in this work, i.e. L = 15, we
spent about a week of CPU time to compute the pair Green’s function in a single
simulation involving 2000 warm-up sweeps and 2000 measurement sweeps. The
processor model that we had used is Intel(R) Xeon(R) X5482 which can operates
at a maximum speed of 3.20GHz.
5.5 Summary
We had explained the tuning of interaction strength between fermionic atoms
through Feshbash resonances and justified the use of the Hubbard model with
on-site interactions to describe the cold atoms trapped in an optical lattice. We
also briefly explained the DQMC algorithm, which provides us with simulated
data on correlation functions, and the MaxEnt method, which enables us to ex-
tract frequency-dependent spectral function from the DQMC data. The finite size
effects present in the honeycomb lattice was briefly explained. It poses serious
limitations on the possible lattice sizes and makes a finite size scaling analysis of
DQMC results difficult.
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Chapter 6
Interacting system II: Data and
Analysis
6.1 BCS-BEC crossover
In the continuum at zero temperature, as the interacting fermionic gas is driven
from the weak to the strong attractive coupling limit, there is a crossover from
a BCS regime of weakly-bound delocalized pairs to a Bose-Einstein condensate
(BEC) of tightly-bound pairs (later called molecules for simplicity) [115–117]. At
finite temperature, the Mermin-Wagner theorem prevents continuous symmetries
to be broken in a two-dimensional system [118, 119], hence there is no supercon-
ducting phase transition in a Hubbard model [120, 121]. However, at finite but
sufficiently low temperature, a similar BCS-molecule crossover is observed except
that there is only quasi-long-range order and, consequently, no true condensate but
only a superfluid. This could be understood as a consequence of the Berezinskii-
Kosterlitz-Thouless (BKT) [122–124] transition at some critical temperature Tc.
In this picture, the superconducting gap parameters (defined on each lattice site)
are complex variables and play the role of classical spins lying on the xy-plane
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which couple antiferromagnetically. We thus have an XY model of spins with an-
tiferromagnetic interactions. Above Tc, free vortices of spins exist in the system
and the spin-spin correlation function vanishes over a long distance. Below Tc, the
vortices can only exist in pairs and the spin-spin correlation function still vanishes
over a long distance, but now exhibits a power-law decay.
Even though our work [42] studies interacting particles on a lattice represented
by a simple fermionic Hubbard model [99, 100], some aspects of the continuum
limit, such as the BCS-BEC crossover, are expected to be reproduced in the discrete
model. Zhao and Paramekanti have explored the attractive fermionic Hubbard
model on a honeycomb lattice using mean-field theory [125] and they found a
quantum phase transition (QPT) between a semi-metal and a superfluid at half-
filling. Away from half-filling, they recovered the crossover already observed in the
continuum limit. Recently, Su et al. used DQMC methods to study the BCS-BEC
crossover on the honeycomb lattice away from half-filling and concluded that it
was similar to the one obtained for the square lattice [126]. In the present work,
we use DQMC simulations and large system sizes to study the pair formation at
half-filling and attempt to determine the critical value of the coupling strength
at which pairs form. We then study pairing away from half-filling by analyzing
several quantities, including spectral functions.
At this point, we would like to mention a recent work by Meng et al. [43],
published after this thesis was first drafted. Their work is similar to ours, but
the numerical computations were performed using projective (temperature T = 0)
determinant QMC simulations in the canonical ensemble at a large lattice size (up
to L = 18) with much lower temperature (βt = 40) and smaller imaginary time step
(∆τ = 0.05/t) compared to ours. They found that, in between a semi-metal and
an AF-ordered Mott insulator, the system at half-filling first turns into a quantum
spin liquid [44–46] as the repulsive interaction strength increases and they related
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the spin liquid to a short-range resonating valence bond liquid, a picture that was
proposed for high-Tc superconductor. We will discuss their work in more detailed
in Sec. 6.3.
6.2 Mean-field theory of a perfect honeycomb
lattice
Before we move on, let us briefly mention the mean-field approach and its results
with the important caveat that the correctness of the theory depends crucially
on the spatial dimension d of the system. Above an upper critical dimension
(which is 4 for an Ising model without external magnetic field and may varies for
other models), the theory is good at all temperatures; it can provide the critical
exponents and it is a starting point for systematic corrections, such as including
the quadractic fluctuations around the mean-field solution. Below the upper but
above a lower critical dimension, the mean-field theory works relatively well except
near the critical point. Unfortunately, d = 2 is just the lower critical dimension
at which our mean-field approach fails [111]. Nevertheless, as we shall see later,
the mean-field theory surprisingly gives us a qualitatively correct picture when
compared with Monte Carlo results, even though the numbers are quantitatively
wrong.
The key idea to derive a mean-field theory is to first rewrite the partition
function (5.2) into a path-integral form through fermionic coherent states, followed
by a proper choice of order parameters to decouple the interaction terms. Once
this is done, a stationary phase approximation is applied to the partition function
to yield the mean-field solution (this is similar to finding the classical trajectory for
the propagation of particles) [127]. Without going into the path-integral formalism,
we can also obtain the mean-field solution by interpreting the interactions between
108 CHAPTER 6. INTERACTING SYSTEM II: DATA AND ANALYSIS
fermions as interactions between fermions and an effective field proportional to the
order parameter. We have thus converted the many-body Hamilton operator (5.1)
into a one-body problem, which can be solved easily. Alternatively, we can choose
not to re-express the interaction terms but to keep only relevant terms, such as the
“pairing” terms, in HV of Eq. (5.1). A minimization of this remaining Hamilton
operator within the class of generalized BCS state yields identical results [36].
In the following, we shall follow the path-integral approach to obtain the mean-





where {φ∗iσ(τ), φiσ(τ)} are Grassmann variables with anti-periodic boundary con-
dition, φiσ(β) = −φiσ(0), while D[φ∗]D[φ] is just a short-hand notation for the














H[φ∗, φ] = K[φ∗, φ] + V [φ∗, φ], (6.2)
where K[φ∗, φ] includes the kinetic energy and chemical potential while V [φ∗, φ] is
contributed by the interaction terms.
In the momentum space representation, the kinetic energy and the chemical


















where µ˜ = µ−U/2 is the actual chemical potential measured in experiments while
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the attractive interaction term becomes















The presence of Nc in the denominator is due to our considerations of a finite
lattice with Nc unit cells. Correspondingly, the sum over each of the reciprocal
space vectors {k,k′, q} involves Nc values. From Eq. (6.4), we can see that the on-
site interactions translate into interactions between all pairs of fermions with the
same value of total momentum q but this value of q is preserved by the interaction.
This is a consequence of translational invariance of the pair interaction potential
HV . Hence, instead of the crystal momentum k of a single particle (see Sec. 2.2),
we may use the momentum q of the center-of-mass of a pair to label a two-particle
eigenstate of the interacting Hamilton operator.
The Hubbard-Stratonovich transformation is introduced to decouple the inter-







































where {∆∗s,q,∆s,q} are bosonic fields with complex values. It will be apparent later
that they serve as the order parameters as well as the effective fields which interact
with the fermions.
In order to cast the partition function into a convenient form so that the Eu-
clidean action could be written in matrix form, we employ two properties of the
Grassmann variables,
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s′,k′σ′φs,kσ = 0. Using this,
∑
k,k′,s=±
φ∗s,k↓(s,k − µ˜)φs,k′↓ = −
∑
k,k′,s=±
φs,k′↓(s,k − µ˜)φ∗s,k↓. (6.6)






























∗,∆, φ∗, φ] (6.8)
with the Euclidean action given by























The inverse Green’s function G−1k (q, τ) is given by
G−1k (q, τ) =





G˜−10↓ (−k + q, τ)

 , (6.11)
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where
G−10σ (k, τ) =

−∂τ + µ˜σ −Zk
−Z∗k −∂τ + µ˜σ

 , G˜−10σ (k, τ) =

 ∂τ + µ˜σ −Z∗k











The significance of q is it being the momentum of a weakly-bound pair. It could be
non-zero when the two spin populations are unbalanced. However, since µ↑ = µ↓
in our study, bound pairs possess zero momentum to minimize their energy. Let
us consider the evolution of our system from a normal state into a superfluid. In
the normal state, the system is charaterized by ∆q = 0 ∀q, hence we break up
the inverse Green’s function into a non-interacting part and the self-energy. We
rewrite the sum in the Euclidean action as
∑
k,q
Φ†k(q, τ)[−G−1k (q, τ)]Φk(q, τ) =
∑
k




Φ†k(q, τ)Σq(τ)Φk(q, τ), (6.12)
where the non-interacting part is
[G−10 (τ)]k =

G−10↑ (k, τ) 0
0 −G˜−10↓ (−k, τ)

 (6.13)
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(iωn + µ˜σ)2 − |Zk|2

 iωn + µ˜σ Zk






are the Matsubara frequencies for fermions. When the Grass-











− Tr [log(−G−1k (q, τ))]
}
, (6.16)
and we employ the identity






to expand the effective action in powers of {∆∗,∆} close to the transition. We
further consider static s-wave pairing, i.e. ∆a,0(τ) = ∆b,0(τ) = ∆0 and put the
remaining ∆s,q 6=0 to zero. The effective action can then be expressed in the form
Seff = αs|∆0|2 + βs|∆0|4 + . . .. At a finite temperature, due to the factor of 1/U
in Eq. (6.16), αs is arbitrarily large when U = 0, hence an ordered phase is not
favourable. A phase transition occurs when the coefficient αs changes sign from
positive to negative value such that the ∆0 = 0 solution is no longer a stable
minimum. The value of ∆0 at which the action is minimal can thus be treated as
an order parameter for the pair phase coherence. Setting αs = 0 at the transition
and performing the evaluation at ∆0 = 0, we can then find the critical interaction
strength Uc at which the phase coherence starts to exist. The corresponding mean-
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with ξs,k = s,k − µ˜. (6.18)
Away from half-filling (µ˜ 6= 0), the gap equation (6.18) can be satisfied for arbi-
trarily small U due to contributions from single-particle states at the Fermi level1.
However, at µ˜ = 0, the gap equation can only be satisfied for a minimum non-zero
Uc due to the vanishing density of states at the Fermi level. A numerical evaluation
of the gap equation at T = 0 yields Uc = 2.23t. As will be shown later, our DQMC
results show that the transition actually occurs at Uc ≈ 5t, a significant deviation
from the mean-field prediction.
6.3 Half-filled lattice
6.3.1 Spin and pseudo-spin symmetries in the Hubbard
model
It is hard to solve the Hubbard model (5.1)2, but it does not prevent us from
gaining some understanding on the system by analyzing the symmetries of the
Hamilton operator, the most important of all being the SO(4) symmetry, which
is composed of a spin SU(2) symmetry, a pseudo-spin SU(2) symmetry and a
particle-hole Z2 symmetry. In the present context of attractive interactions, the
pseudo-spin plays a more important role than the spin SU(2) symmetry due to its
relation to s-wave pairing and density wave. Below, we shall present this symmetry
in the way illustrated by Zhang [130].
The Hubbard model (5.1) defined on a bipartite lattice possesses a set of oper-
1The Fermi level lies at µ˜ instead of µ in the mean-field approximation.
2To date, the Hubbard model has no known analytical solution except for some limiting cases.










(ni − 1) (6.19)
that obey the commutation relations [J0, J±] = J±, [J+, J−] = 2J0 of an SU(2)
algebra. Again, the index i is even on sublattice a while odd on sublattice b.
Instead of having states of the system to form the irreducible representation of






∆i, ∆+ = −∆†−







form an irreducible tensor of rank l = 1 under these SU(2) algebra, in the sense
that
[J0,∆m] = m∆m, [J±,∆m] =
√
l(l + 1)−m(m+ 1)∆m±1, (6.20)
where m = 0,±1. Physically, this means that the on-site pairing and density
wave can be ‘rotated’ into each other by the pseudospin generators. To obtain the
relation between the density wave structure factor Sdw and pair structure factor
Ps (see Eqs. (5.16) and (5.18)), we construct an irreducible tensor of rank l = 0
under the pseudo-spin symmetry,
Ξ = ∆+∆− + ∆−∆+ −∆0∆0. (6.21)
At half-filling, the pseudo-spin generators commute with the Hamilton operator
(5.1), thus the thermal average of Ξ is invariant under pseudo-spin rotations.
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µ/t ρ Sdw/2 Ps
0 1.0 1.125 ± 0.005 1.127 ± 0.001
0.9202 1.5 0.3356 ± 0.0004 10.5 ± 0.1
Table 6.1: Comparison of Ps and Sdw/2 for L = 12, βt = 20, U/t = 3, and different
values of µ/t. At half-filling, those quantities are equal within statistical error bars
as a consequence of the SU(2) pseudo-spin symmetry of the FAHM. Sdw and Ps are
small because U < Uc and the system is in its semi-metallic phase. This symmetry
is broken when µ 6= 0 and this is confirmed by the numerical data showing that the
two quantities are indeed unequal. Sdw remains small but Ps is large due to the
presence of quasi-long-range order.


























Doping −µ(ni↑ + ni↓) Zeeman field −µ(ni↑ − nhi↓)
Zeeman field −hz(ni↑ − ni↓) Doping −hz(ni↑ + nhi↓)
























Table 6.2: An attractive Hubbard model on a bipartite lattice can be transformed
into a repulsive Hubbard model through a partial particle-hole transformation. The
correspondence between the various physical quantities of the two models are shown.
We expect that the three components in Ξ contribute equally, hence 〈∆+∆− +
∆−∆+〉 = −2〈∆0∆0〉. A straight-forward substitution yields Ps = Sdw/2. Indeed,
our DQMC data shown in Table 6.1 support our analysis. Away from half-filling,
the pseudo-spin generators no longer commute with the Hamilton operator and
the equality between Ps and Sdw no longer holds.
The pseudo-spin generators in Eq. (6.19) may be written in a more transparent
way to show its relation to the spin generators [131, 132]. We define the spin and
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where σ is the vector of standard Pauli matrices. Clearly, the spin vector can be
transformed into the pseudo-spin operator and vice versa through a partial particle-
hole transformation [133–136], where a spin-↓ particle annihilation operator fi↓ is
replaced by a spin-↓ hole creation operator h†i↓,
(−1)ih†i↓ = fi↓, (6.24)
while the spin-↑ particle operators remain unchanged. The form of the kinetic
term is left unchanged in the spin-↓ holes representation. The number operator
ni↓ is accordingly transformed into 1 − nhi↓, where nhi↓ = h†i↓hi↓ is the number op-
erator for holes, and, up to a redefinition of the chemical potential µ, the sign of
the interaction term is reversed. Consequently, at half-filling (µ=0), the attrac-
tive model is exactly mapped onto the repulsive Hubbard model. Through correct
mapping of physical quantities, we are able to understand the physics of particles
interacting attractively in the picture of repulsive Hubbard model; see Table. 6.2.
For example, the repulsive Hubbard model can be reduced to a Heisenberg model
with antiferromagnetic (AF) coupling in the strong interaction limit. Since the
antiferromagnetic ordering in the repulsive model is immediately translated into
pairing correlations and density ordering in the attractive model, pairing and den-
sity ordering are expected at strong interaction and the equality Ps = Sdw/2 is just
a consequence of the fact that the spin-spin correlations are the same along the
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three coordinate axes in the repulsive model,
∑
i,j
(−1)i+j〈S˜xi S˜xj 〉 =
∑
i,j
(−1)i+j〈S˜yi S˜yj 〉 =
∑
i,j
(−1)i+j〈S˜zi S˜zj 〉, (6.25)
















6.3.2 Weak and strong coupling limit of the Hubbard model
The non-interacting limit of the Hubbard model (5.1) has been explained in Sec. 2.4.
At half-filling, the system corresponds to a semi-metal with vanishing density
of states at the Fermi level. Furthermore, its low-energy excitations are Dirac
fermions. On the other hand, since a doubly-occupied or fully-empty site has
its interaction energy −|U |/2 less than a singly-occupied site, the ground state is
dominated by doubly-occupied or fully-empty sites in the limit of infinitely strong
attractive interactions. We can thus project the Hamilton operator onto a subspace
with exactly N/2 doubly-occupied sites to obtain an effective Hamilton operator
that describes the ground state in this limit [137, 138]. The derivation of this






Ji · Jj . (6.27)
Interested readers may refer to Appendix B.1 for the derivation. This effective
Hamilton operator describes a Heisenberg model of pseudo-spins locked onto the
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Figure 6.1: A schematic picture of resonating valence bond on the honeycomb
lattice. A solid line represents a spin singlet between two lattice sites while an
empty cirlce represents a hole. The dotted lines trace out the honeycomb lattice.
A hole can move freely among the liquid of singlets while it costs energy to make a
spin triplet excitation.
lattice sites. These pseudo-spins are free to rotate in three-dimension and they
interact antiferromagnetically with the nearest neighbors. At T = 0, the ground
state displays long-range AF order of pseudo-spins3, i.e. there are long-range phase
coherence and density order.
In between the two limiting phases, it was suggested that the system can exist
as a (pseudo-)spin liquid [44–46]. Although there are various kinds of (pseudo-)spin
liquids, the one that might be relevant to us (reflected by the numerical evidence
from Ref. [43]) is the spin liquid with resonating valence bonds; see Fig. 6.1. It was
suggested by Anderson to be the model for high-Tc superconductor [139]. From
Eq. (6.27), it can be seen that it is energetically favourable to have a pseudo-spin
singlet between two neighboring sites rather than a pseudo-spin triplet. Therefore,
it is likely for the sytem to exist as a liquid of pseudo-spin singlets. When there
is a hole (i.e. a site without a pseudo spin, which correspond to a singly-occupied
lattice site in our model), the hole can move freely among the liquid of singlets
because the total number of singlets is conserved. However, it costs energy to
3Mermin-Wagner theorem does not rule out phase transition at T = 0. See p. 66–67 of
Ref. [131].
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excite a pseudo-spin singlet to a pseudo-spin triplet, hence there is a gap in the
pseudo-spin excitation spectrum. Furthermore, the singlet-singlet correlations are
short-range. It was also suggested that superconductivity can be obtained in a
repulsive Hubbard model by doping this spin liquid sufficiently strongly [139].
6.3.3 Transition from semi-metal to pseudo-spin liquid to
superfluid and density wave
Paiva et al. [38] have studied the ground state of the fermionic repulsive Hubbard
model (FRHM) on a honeycomb lattice a few years ago. They found a QPT from
an antiferromagnetic phase at large coupling to a metallic phase at low coupling,
the critical coupling strength being bounded by 4 ≤ Uc/t ≤ 5. We use finite-size
scaling and larger system sizes L to improve the numerical accuracy and narrow
down the region of this QPT. Spin wave theory applied to Heisenberg models
implies that the structure and pair structure factors at T = 0 scale with the
number of lattice sites N = 2L2 like [38, 131, 140, 141]
2Ps(N) = Sdw(N) ≈ aN + b
√
N + c
where a, b, c are U -dependent nonnegative constants. In the disordered phase
Sdw(N) is expected to reach a constant finite value as N goes to infinity, meaning
that the coefficients a and b should then vanish. In the ordered phase, a should
be strictly positive so that both Ps and Sdw diverge linearly with N , signaling the
emergence of density and phase coherence orders. For system sizes up to L = 15,
and using the vanishing of coefficient a to define the onset for the DW-SF phase, we
infer that the critical interaction strength Uc falls within the range 5.0 < Uc/t < 5.1
(Fig. 6.2). Meng et al. carried out similar procedure and found that Uc is around
4.3t; see the curve of ms in Fig. 6.3. The discrepancy between our results and





















ρ = 1, βt = 10
Figure 6.2: Scaling of the density wave structure factor Sdw with lattice size L at
half-filling (the total number of lattice sites is N = 2L2). The dashed lines are a fit
of the form Sdw/N = a+ b/
√
N + c/N . Close to or above the transition (U/t & 5.0),
the coefficients a and b take on finite positive values implying that both density and
phase coherence orders emerge in the thermodynamic limit N → ∞. As it is seen,
Sdw/N then essentially scales linearly with 1/
√
N and achieves the finite value a
when N → ∞. Below the transition (U/t . 5), the coefficients a and b vanish,
meaning that the system reaches its disordered phase in the thermodynamic limit
N → ∞. As it is seen, Sdw/N then essentially scales as 1/N and goes to zero
when N → ∞. The QPT point is thus signaled by the vanishing of the coefficient
a, from which we can infer that the critical interaction strength lie in the range
5.0 < Uc/t < 5.1.
theirs may be accounted for by our simulations being carried out at a “not low
enough” temperature.
In the study by Paiva et al., the metallic phase appearing at low U was not
studied in detail. In particular the question of the metallic or semi-metallic nature
of the system was not addressed. Calculating the spectral function A(ω) for dif-
ferent values of U (Fig. 6.4), we find that the system is always a semi-metal when
it is not in an ordered phase. The density of states drops around the Fermi level
(located at ω = 0) for U/t < 5 but without forming a gap. Instead, we observe
a tiny metallic peak at the Fermi level. This peak is a finite-size effect due to
6.3. HALF-FILLED LATTICE 121
Figure 6.3: Phase diagram for the repulsive Hubbard model on the honeycomb
lattice at half-filling. The semi-metal (SM) and the antiferromagnetic Mott insula-
tor (AFMI) is separeted by a gapped spin liquid (SL) phase. ∆sp(K) is the single-
particle gap at the Dirac point while ∆s is the spin gap. The staggered magnetization
is given by ms and its saturation value is
1
2 . Reprinted by permission from Macmil-
lan Publishers Ltd: Nature (Ref. [43], http://www.nature.com/nature/journal/
v464/n7290/full/nature08942.html), copyright (2010).
the four states per spin located exactly at the Fermi level (in the non-interacting
limit) when the system size is a multiple of three. On the contrary, for sizes that
are not multiples of three, we do observe a small gap. Both this gap and the peak
are finite-size effects that are reduced when we increase the size of the system. We
then conclude that A(ω) is zero (or very small) only at the Fermi level but without
the formation of a gap. This is the signature of a semi-metallic phase. Indeed, a
metal would be signaled by a persistent peak at the Fermi level (or at least a large
non-zero density). The transition to the DW-SF ordered phase (without taking
into account the pseudo-spin liquid phase) is signaled by the opening of the gap
in A(ω) for U/t ≥ 5, which corresponds to the value for the transition previously
obtained by the finite-size scaling analysis of Sdw.
In comparison, Meng et al. also measured the single-particle gap at the Dirac
point to determine if the system has left the semi-metallic region. The single-
particle gap is obtained by fitting the single-particle Green’s function at the Dirac
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L = 9, ρ = 1, βt = 10
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Figure 6.4: Spectral function A(ω) at half-filling (ρ = 1) for different values of the
interaction strength U . The lattice size is L = 9 and βt = 10. The Fermi level is
located at ω = 0. For U/t < 5, the system is a semi-metal as witnessed by the dip
around the Fermi level. The non-vanishing density of states at the Fermi level is due
to finite-size effects (see Fig. 5.6). For U/t > 5, a gap opens as the system enters
the DW-SF ordered phase. The small peaks situated at |ω| ≈ 2.5 t are also a result
of finite-size effects.
point K with the formula e−τ∆sp and they concluded that the semi-metallic region
extends up to U ≈ 3.5t; see Fig. 6.3. They also tried to circumvent the problem of
tiny metallic peak at the Fermi level that comes from finite-size effects by applying a
weak vector potential through the lattice to break the degeneracy between the four
states per spin at the Dirac points, hence the values of single-particle gap measured
by Meng et al. are larger than ours4. They further provide evidence of a spin
liquid by calculating the spin excitation gap, ∆s (see Fig. 6.3) and singlet-singlet
correlations (not shown). However, to obtain the spin gap (in our case, it is the
pair excitation gap), we need to calculate the time-displaced pair Green’s function
and the calculation involved is computationally too expensive for us. Interested
readers are advised to refer to Ref. [43] for their detailed findings.
4Lowering the temperature also has the effect of increasing the gap value, as we will see in
the next section. This is because contributions to A(ω) from excited states are reduced at lower
temperature.
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6.4 Doping away from half-filling
6.4.1 Superfluid in doped system
At zero temperature, when the FAHM is doped away from the DW-SF ordered
phase obtained at half-filling when U > Uc, say by increasing ρ from 1, we can
crudely picture the system as applying an external magnetic field µ that couples
to the z-component of the pseudo-spin in the Heisenberg model (6.27). The AF
order in the z-direction is then broken and the pseudo-spins are now aligned with




(determined by the density ρ), we may describe the system by an XY model of
pseudo-spins, coupled antiferromagnetically in the xy-plane. We thus expect the
density order to disappear and the phase coherence order to persist. However, one
also expects phase coherence to be established throughout the sample when the
system is sufficiently doped away from the semi-metallic phase obtained at half-
filling when U < Uc. Indeed in this case the Fermi surface is no longer limited to
isolated points and BCS pairing becomes possible. Therefore, we expect the phase
coherence order to establish at zero temperature for all values of the interaction U
for
∣∣δρ∣∣ = ∣∣ρ−1∣∣ that are sufficiently large. With an order parameter of dimension
two (a phase gradient pictured as a vector lying in the xy-plane), the system
undergoes the Berezinskii-Kosterlitz-Thouless (BKT)[122–124] transition at some
critical temperature Tc, leading to a quasi-long-range phase order, i.e. a superfluid
phase, at T < Tc before the appearance of the Bose-Einstein condensate at T = 0.
How about a system with its density arbitrarily close to half-filling? Due to the
vanishing density of states, there might be a small region around half-filling that
displays metallic behaviour when doped away from half-filling. In this case, there
would be a critical doping ρc at small U before entering the superfluid phase (see
Fig. 6.5). According to mean-field theory [125], a superconductor exists anywhere



















Figure 6.5: Does the FAHM supports an extended semi-metallic region? At half-
filling (ρ = 1), there is a phase transition from a semi-metal (SM) to a pseudo-spin
liquid (PSL) at an interaction strength Us [43], then to a superfluid (SF) with density
order (DW) at a critical interaction strength Uc. Away from half-filling, the system
is a superfluid for U > Uc. However, for U < Uc, there might exist a small region
(shaded in figure) around half-filling with metallic behaviour but is not a superfluid.
The system is investigated at three different densities and at interaction strength
U = 3t < Us < Uc (dashed line). DQMC results indicate that the boundary point ρc
of this region (if it exists) at U = 3t is less than 1.05. The investigation of a smaller
density is computationally too expensive.
away from half-filling, albeit the superconducting gap function or, equivalently,
〈∆†i〉, decays exponentially with respect to 1/(U
√
ρ− 1) in the BCS regime, hence
the shaded region in Fig. 6.5 does not exist. In their previous study [126], Su et al.
compared DQMC results to random phase approximation (RPA) calculations and
shown that there is a so-called BCS-BEC crossover extending from small to large
values of the interaction when the system is off half-filling. When U is increased, the
ground state of the system evolves continuously from a BCS state (where fermions
with opposite spins form loose pairs of plane waves with opposite momenta) to a
BEC of bosonic molecules (where fermions with opposite spin form tightly-bound
pairs). We have extended their study to larger lattices (up to L = 15) and lower
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U/t = 3, ρ = 1.10
Figure 6.6: Evolution of the pair structure factor Ps as a function of the inverse
temperature βt for several lattice sizes L. The interaction strength has been fixed at
U = 3t and the total average fermionic density at ρ = 1.1. The dashed lines are fits
using the 3-parameter function F (βt), Eq. (6.28). A plateau is reached when βt is
much greater than the energy gap induced by finite-size effects between the ground
state and the first excited state. As can be seen, the plateau is reached at larger
βt when the lattice size increases. It is also reached at larger βt when ρ → 1 (not
shown).
temperatures (up to βt = 20) and we have also analyzed new observables. In the
following, we will show that the system is a superfluid which possesses preformed
pairs that develop quasi-long-range phase coherence at low temperature.
We first study the behavior of the pair and density wave structure factors, Ps
and Sdw, away from half-filling. Since a finite lattice is used, the energy of the
system is discretized with a finite energy gap (∼ 1/L) between the ground state
and the excited states. As the temperature is decreased, these physical quantities
will saturate at finite values when the ground state contributes dominantly to
the thermal averages. We obtain the low-temperature limit of these quantities
by decreasing the temperature until we observe a plateau signaling that we have
reached the T = 0 limit (Fig. 6.6) and this saturation temperature decreases as
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Figure 6.7: Evolution of the pair and density wave structure factors Ps and Sdw
as a function of the number of lattice sites N for different total average fermionic
densities ρ. The interaction strength has been fixed at U = 3t. Full symbols have
been obtained for inverse temperatures up to βt = 20 (see text). Open symbols for
Ps are the plateau values at T = 0 as extracted from the fits in Fig.6.6. The density
wave structure factors Sdw always go to zero as the system size L =
√
N/2 tends to
infinity whereas the phase coherence ordering signal Ps never vanishes. The dashed
lines are guides to the eyes. For the same parameters at half-filling the system would
be semi-metallic and Sdw and Ps would both vanish.




1 + v exp(−wβt) (6.28)
to fit our numerical data Ps(βt). The plateau value lim
β→∞
Ps is then approximated by
u. We have also observed in our numerical simulations that this plateau is reached
at lower and lower temperatures as we approach half-filling. This is because the
BKT critical temperature Tc goes to zero like 1/| ln δρ| as δρ = |1 − ρ| → 0 [141]
and lower temperatures are required to achieve phase coherence.
Figure 6.7 shows how Ps and Sdw scale with the number of lattice sites N . For
each chosen lattice size L and fermionic density ρ, we have run our simulations for
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the lowest temperature that could be numerically achieved. The temperature range
that we have been able to explore was up to βt = 20. As expected Sdw always goes
to zero and Ps always extrapolates to a non-zero value. We may then conclude,
from direct measurement, that the BEC at zero temperature always appears as
soon as the system is doped away from half-filling. Even with the smallest doping
that we have been studying (ρ = 1.05, 5% doping), we have observed a clear
persistence of the phase coherence ordering in the large-size limit.
6.4.2 Pair formation in the doped system
To observe the molecule formation along the BCS-BEC crossover, we have studied







In the non-interacting limit (U/t → 0), spin-up and spin-down particles are un-
correlated. Hence 〈ni↑ni↓〉 = 〈ni↑〉〈ni↓〉 = ρ↑ρ↓. Since we consider here equal spin
populations ρ↑ = ρ↓ = ρ/2, we find ρp = ρ2↑. In the molecular limit (U/t → ∞),
fermions can only exist in pair at a site. Hence 〈ni↑ni↓〉 = 〈ni↑〉 = ρ↑ and ρp = ρ↑.





as a function of U/t. The crossover between a regime of loosely-bound pairs and a
regime of more tightly-bound pairs (molecules) is nicely evidenced by the smooth
evolution of this rescaled quantity between the two limits ρ˜p = 0 and ρ˜p = 1 as
the interaction is increased. For the intermediate values of the interactions used in
our simulation, we see that the pairs are not tightly-bound yet. The ρ˜p = 1 limit
is obtained only for extremely large values of U/t.
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L = 9, βt = 10
Figure 6.8: Evolution of the rescaled density ρ˜p of on-site pairs, Eq. (6.30), as
a function of the interaction strength U/t for two different total average fermionic
densities ρ. The system size has been fixed at L = 9 and the inverse temperature is
βt = 10. In the non-interacting limit (U/t→ 0), spin-up and spin-down particles are
uncorrelated, hence 〈ni↑ni↓〉 = 〈ni↑〉〈ni↓〉 = ρ↑ρ↓ = ρ2↑ for equal spin populations. In
this case ρ˜p = 0. In the molecular limit (U/t→∞), fermions can only exist in pair
at a site, hence 〈ni↑ni↓〉 = 〈ni↑〉 = ρ↑. In this case ρ˜p = 1.
The second evidence for molecule formation along the BEC-BCS crossover
comes from the evolution of the spectral function A(ω) when the interaction
strength U (Fig. 6.9) and the temperature T (Fig. 6.10) are varied. At large
interactions (U ≥ 4), a clear gap is found at the Fermi level ω = 0 provided the
temperature is low enough, showing the formation of molecules. On the contrary,
when the interaction is weaker (U ≤ 3), the gap does not open within the same
range of temperatures. However, we observe that the value of A(ω) at the Fermi
level ω = 0 decreases when the temperature is lowered (Fig. 6.10). We interpret
this behavior as the precursor to the formation of a small BCS gap at very low
temperatures. This dip in A(ω) at the Fermi level is different from the one due
to the vanishing of the non-interacting density of states at the Dirac points that
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Figure 6.9: Evolution of the spectral function A(ω) as a function of the interaction
strength U at density ρ = 1.2, inverse temperature βt = 12 and lattice size L = 9.
When U = 0, the chemical potential is numerically found to be µ/t = 0.8768, locat-
ing the Dirac points in the residual gap (due to finite-size effects and temperature
rounding) around ω/t = −1. The fact that the density of states vanishes linearly
with ω around ω/t = −1 also supports this identification of the location of the Dirac
points. As U is increased, a dip develops in the spectral function at the Fermi level
(located at ω = 0) and the BCS-BEC gap eventually opens while the Dirac points
are gradually destroyed.











L = 9, U/t = 2
ρ = 1.2












Figure 6.10: Evolution of A(ω) as a function of inverse temperature βt at ρ = 1.2,
interaction strength U = 2t and lattice size L = 9. As the temperature is lowered, a
dip develops in the spectral function at the Fermi level located at ω = 0. Eventually
a gap opens when the temperature is low enough (not shown). The gap opening at
the Fermi level is obtained even at weak interactions, a situation characteristic of
the existence of a small BCS gap.
was observed at half-filling in the semi-metal case. The Dirac dip is still present in
the U ≤ 3 cases for ω < 0 (Fig. 6.9), showing that the interaction strength is not
large enough to strongly modify the structure of the Fermi sea, except very close
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∼ L = 12, U/t = 3, ρ = 1.50
Figure 6.11: Evolution of the pair structure factor Ps (circles) and the rescaled
density of on-site pairs ρ˜p (squares) as a function of the inverse temperature βt at
interaction strength U = 3t. The total average fermionic density is set at ρ = 1.5
and the system size is L = 12. Two different energy scales are clearly identified
as Ps, signaling the emergence of phase coherence, saturates at βt ≈ U/t whereas
ρ˜p, signaling the molecule formation, saturates at βt ≈ t/U . We recover here (in
dimensionless units) the two energy scales t2/U and U , typical of the emergence of
phase coherence and of the formation of tightly-bound pairs.
to the Fermi level. This is characteristic of the BCS case. On the other hand, the
Dirac dip disappears at strong interactions (Fig. 6.9, bottom), showing now that
the original Fermi sea structure has been completely modified by the interaction.
6.4.3 Pair phase coherence and temperature scales in doped
system
A nice feature of the strongly-interacting regime is the existence of two very dif-
ferent energy scales. One corresponds to the formation of bound pairs (molecules)
and is typically of the order of U itself. The second corresponds to the emergence
of phase coherence between these pairs and is of the order of the hopping parame-
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L = 12, U/t = 3, ρ = 1.5
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Figure 6.12: Evolution of the pair Green’s function as a function of distance for
different temperatures. The total average fermionic density is set at ρ = 1.5, the
interaction strength at U = 3t and the lattice size is L = 12. The vertical axes
are plotted in logarithmic scale while the horizontal axes are plotted with linear
(left) and logarithmic (right) scales. For large site separation |i − j|, we observe a
transition from an exponential decay (linear behavior in the log-linear plot) at high
temperature to a weak algebraic decay (linear behavior in the log-log plot) at low
temperature. This is the signature of the BKT transition where the system leaves
the disordered phase to enter a phase with quasi-long-range order as the temperature
is lowered. However, due to the limited system size, the weak algebraic decay of the
pair Green’s function is difficult to infer unambiguously.
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ter for pairs, typically t2/U [138]. These two energy scales are clearly identified by
comparing the evolution of Ps and ρp when the temperature is varied, see Fig. 6.11.
We thus can conclude that, even if the pairs are not tightly-bound at the inter-
mediate values of U/t we used (as it shown in Fig. 6.11), we clearly observe the
formation of pairs before the emergence of phase coherence, which is expected in
the BEC regime. To investigate this phenomenon further, we show in Fig. 6.12 the
pair Green’s function (5.16) as a function of distance for different temperatures.
There is a range of temperatures (0.1 < βt < 5) where the pair Green’s function
is clearly decreasing exponentially with distance (up to some boundary effects).
This means that no phase coherence is achieved and the system is in a disordered
regime. In other words, the corresponding temperatures are above the BKT tran-
sition temperature Tc. For this same temperature range, ρp has already reached
its zero-temperature limit (Fig. 6.11). This is clear evidence for the existence of
preformed pairs which will eventually develop quasi-long-range phase coherence
at a much lower temperature. For temperatures T < Tc, the Green’s function
should decay algebraically with distance with an exponent η = T/(4Tc) [141]. For
βt ≥ 10, the pair Green’s function behavior is consistent with a power-law decay,
but it is difficult to extract the corresponding exponent due to finite-size effects.
6.5 Summary
We have shown that the coexistence of superfluid and density order at half-filling
is a result of pseudo-spin symmetry and confirmed it by Monte Carlo results. We
found that the system enters a phase superfluid and density wave at interaction
strength U ≈ 5t. However, Meng et al. found that the critical strength is lower
(at U ≈ 4.3t). We attributed the discrepancy to the high temperature at which
our results were computed. Meng et al. also found (in a repulsive model) a spin
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liquid phase before the transition into antiferromagnetic Mott insulator, but the
relevant quantity (time-displaced pair Green function in the attractive model) is
computationally too expensive for us. Doping away from half-filling, the system
appears as superfluid without density wave at a doping as low as 5%. Spectral
functions extracted with the MaxEnt method indicate the formation of a BCS gap
at the Fermi level as the temperature is lowered at a given interaction strength, or
as the interaction strength is increased at a given temperature. The presence of
a superfluid is also confirmed by the power-law decay of pairing correlation below
a certain temperature, which is a signature of the BKT transition. Above the
transition temperature, we have demonstrated formation of on-site pairs without
long-range coherence. Two temperature scales are thus observed, involving pair
formation and pair phase coherence, respectively.
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Chapter 7
Conclusions
Motivated by the current active research in graphene physics, we have explained
and analyzed how to reproduce massless Dirac fermions by loading ultracold fermionic
atoms into an optical lattice with honeycomb structure. We described the simplest
possible laser configuration that gives rise to an optical potential where field min-
ima are organized in a honeycomb structure and we have thoroughly detailed the
corresponding crystallographic features. The band structure of a perfect honey-
comb lattice displays two conical degeneracies located at the corners of the first
Brillouin zone, as dictated by symmetry.
When the lattice is loaded with fermions at half-filling, the Fermi level cuts
the energy band precisely at these degeneracy points known as the Dirac points.
Around half-filling, we can cast the tight-binding Hamilton operator into a form
reminiscent of the Weyl-Dirac Hamilton operator that governs the dynamics of
massless Dirac fermions. We evaluate the important parameter of the tight-binding
model, the tunneling amplitude t between nearest neighbors in the terms of an
effective Planck’s constant of the problem, ~e =
√
2ER/V0 (with V0 the optical
potential strength and ER the recoil energy). A semi-classical evaluation of t
agrees well with an exact numerical calculation of the band spectrum in the tight-
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binding limit. From this, we derive the required temperature to reach the Dirac
fermion regime to be in the micro Kelvin range.
In view of the impossibility of controlling the experimental parameters with
infinite precision, we examined the robustness of massless Dirac fermions to imper-
fections of the laser configurations, e.g. field strength imbalance and mis-alignment
of the laser beams. The massless Dirac fermions turn out to be quite robust as
the equality of the beam intensities should be controlled within the few percent
range while the respective beam angles should equal 2pi/3 within the few degrees
range. By appropriately controlling these lattice distortions, one can even move
the Dirac points around in the Brillouin zone and modify the group velocity of
Dirac fermions in certain directions.
A great advantage of the honeycomb optical lattice over the real graphene
is our ability to tune the interactions between fermionic atoms through Feshbach
resonance. We studied the Hubbard model with on-site interactions to describe the
physics of these atoms trapped in the optical lattice. In particular, we investigated
the attractive regime and showed that there is a quantum phase transition at T = 0
between a disordered phase and a DW-SF phase exhibiting crystalline as well as
superfluid orders. The critical interaction strength at which this QPT takes place
is bounded by 5.0 ≤ Uc/t ≤ 5.1. We have also shown that, before the transition,
the system is semi-metallic and that the interactions do not markedly change the
nature of this phase. We compared our results with the work by Meng et al. that
was published recently. We attributed the discrepancy in the critical interaction
strength to the relatively high temperature at which our results were obtained.
We also missed the pseudo-spin liquid phase found by Meng et al., as we did not
calculate the time-displaced pair Green’s function. Such a calculation would be
computationally demanding for us. Away from half-filling, within our numerical
accuracy, the system seems to become superfluid even for doping as low as 5%. We
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show four pieces of evidence to support this identification: (1) a finite-size analysis
of the pair structure factor Ps, (2) the existence of two different energy scales for
strong enough interactions, one for pair formations (∼ U since it is the cost to
break a pair) and one for establishing phase coherence of pairs (∼ t2/U since it
is the cost for a pair to hop in the XY pseudo-spin model), (3) the formation of
a BCS gap at the Fermi level, and (4) the exponential decay of the pair Green’s
function above the BKT transition temperature and a power-law decay below it.
At strong interactions, the presence of the DW-SF phase can be understood as a
consequence of the effective model at half-filling being the Heisenberg pseudo-spin
model with antiferromagnetic coupling. For weak interactions, both at and away
from half-filling, we have observed that the spectral function A(ω) is qualitatively
the same as in the non-interacting case. Only the states close to the Fermi level
are affected by these weak interactions. As there are no available states in the
half-filled case close to the Fermi level, the interactions hardly play a role and the
system remains a semi-metal (at half-filling) up to U = 3.5t (value from Meng et
al.). For larger interaction strength, the system enter a pseudo-spin liquid phase
with a resonating valence bond picture. It costs energy in making both a single-
particle excitation and a pair excitation and there is no long-range pair phase
coherence in such a system. When the interactions are very strong, tightly-bound
pairs form and the system enters a different phase. In this case, the description in
terms of individual fermions and plane-wave states is no longer relevant.
Currently, there is a lack of experimental evidence to confirm our theoretical
findings on the Hubbard model. The closest material is graphene, with an es-
timated repulsive interaction strength of 3.6t based on experimental values from
polyacetylene [10, 39], which amounts to a single point on the phase diagram. At
room temperature, we have βt ≈ 100 in graphene, an inverse temperature five
times larger than the largest βt that we have simulated. So far, graphene is found
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to display a semi-metallic behaviour, which agrees with our Monte Carlo results
for half-filled lattice at U < 5t. Since many graphene phenomena can be explained
using non-interacting massless Dirac fermions, and since our results on spectral
functions show that the spectral function A(ω) varies linearly with ω at half-filling
(a characteristic of single-particle excitations being massless Dirac fermions), it
is thus possible that the properties of the half-filled honeycomb lattice before the
phase transition at U ≈ 5t can be explained with a Fermi-liquid type theory. Even
though many people have already worked on such a theory (or other related theo-
ries) [40, 142–145], we have yet to obtain conclusive evidence on the Fermi-liquid
/ non-Fermi-liquid / marginal Fermi-liquid properties of graphene.
Another interesting property of graphene is its DC and AC conductivity. The
minimal DC conductivity was first reported as a universal value independent of
sample and temperature [4, 11]. Various attempts were made to explain this min-
imal value as a characteristics of ideal lattice without any scattering processes,
including explanation based on Zitterbewegung of relativistic Dirac fermions (see
Ref. [9] and references therein.) and extrapolation of AC conductivity to zero
frequency limit [146]. However, another experimental report has cast doubt on
the universality of the minimal DC conductivity [147]. On the other hand, the dy-
namical or AC conductivity is comparatively well understood [15, 148, 149]. There
is a universal background value of the order of e2/h at small frequency that can
be accounted for by interband transitions and this universal value has been con-
firmed experimentally [93]. When interactions between fermions are present, using
the BCS picture, we found that there are additional intraband contributions to
the dynamical conductivity when the interacting system is away from half-filling.
There is again a difficulty in obtaining experimental data for comparison, since
the electrons in graphene appear to be interacting repulsively, while conductivity
is a quantity that has not been measured in cold atom experiments. Recently,
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there was experimental realization of synthetic electric and magnetic fields acting
on neutral atoms [150, 151]. This was achieved by coupling different magnetic sub-
levels through Raman processes to produce spatially-dependent or time-depedent
effective vector potential. This experimental success indicates that we are a step
closer to the experimental verification of our theoretical results and we may gain
further understanding into the physics of fermions in a honeycomb lattice.
Other novel physics in a honeycomb lattice that might be produced using cold
atom experiments include exotic pairing in fermionic population with spin imbal-
ance and Anderson localization with disordered potential. Our group has started
theoretical works in these directions and we hope that our findings will shed light
on the physics involved.
In conclusion, trapping ultracold fermions in an optical lattice offers a better
tool than graphene to explore the fundamental physics of a honeycomb lattice.
There are certain technological barriers to be overcome, e.g. it is harder to reach
the relevant temperature for observing the interesting physics in cold atom ex-
periments, but we believe that this is just a matter of time. With the combined
experimental results on graphene and cold atoms, we should have a better under-
standing of the physics of spin-1/2 fermions in a honeycomb lattice.
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Appendix A
Symmetry
A.1 Labeling of energy eigenstates through sym-
metry
To show that we can label an energy eigenstate by eigenvalues of some symmetry
operators, we note that a symmetry operator G that leaves H invariant implies
that they commute,
GHG−1 = H ⇒ GH = HG. (A.1)
Choosing the eigenfunctions of G as the basis, we can express the matrix represen-







Since G is diagonal in the given basis, we are left with the relation
(Gii − Gkk)Hik = 0. (A.3)
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If Gii 6= Gkk, the ith state and the kth state belong to different symmetries and
Hik must be equal to zero. Hence, there are no off-diagonal matrix elements of H
that connects states of different symmetries.
A.2 Eigenvalues of translation operators
To obtain the eigenvalues of the translation operators of a triangular lattice, let us
first consider the simplest case of a one-dimensional lattice along x-direction with




pna with n = 0, 1, . . . , L− 1, (A.4)
where p is the 1D momentum operator and a is the lattice spacing between two
neighboring sites. Due to the periodicity of the lattice, we know that under L
translations, a particle will return to its original position, hence
TLR = 1 (A.5)
and the eigenvalues of TR are the L-th roots of unity, i.e.
e−i
2pim
L with m = 0, 1, . . . , L− 1. (A.6)









a = e−ika, (A.7)
where k = 0, 2pi
La
, · · · , 2pi(L−1)
La
and k = kex is a wave vector that labels a single-
particle quantum state. In the limit L → ∞, 0 ≤ k < 2pi
a
and b = 2pi
a
ex
is the primitive vector of the reciprocal lattice. The eigenvalues of the trans-
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lation operators remain unchanged if the wave vector is translated through b,
i.e. k → k + b, hence we can redefine the range of k to be −pi
a
≤ k < pi
a
.
This is just the 1st BZ of the 1D lattice. The definition of the wave vectors can
be generalized to a 2D lattice by finding the two linearly independent primitive
vectors bi of the reciprocal lattice that satisfy the relation
ai · bj = 2piδij, for i, j = 1, 2. (A.8)
A.3 Analytical expression of density of states
We follow closely here the derivation given in Ref. [62]. In the thermodynamic












3 + 2 cos x+ 2 cos y + 2 cos(x+ y)− E).
(A.9)
However, it is easier to calculate the number of frequencies whose squared-values
lie between E2 and E2 + d(E2), i.e. we seek the frequency distribution g(E2)d(E2)

















































1− u2 , (A.10)












sgn(u)δ(1 + 4z − E2)√
(z − u(u− 1))(u(u+ 1)− z) with z = u(u+ v).
(A.11)
In the third line of Eq. (A.10), we have employed the substitutions,
x = 2θ + φ,
y = 2θ − φ, (A.12)
where 0 ≤ θ, φ ≤ pi. In the fourth line, the factor of two comes from the fact that
cos 2θ is even with respect to θ = pi/2 and we continue to make the substitutions
u = cos 2θ,
v = cosφ. (A.13)





and it can be evaluated following Ref. [62]. This is done by defining w = p(z) and
the solution z = q(w) such that dz = q′(w)dw where q′(w) = dq(w)/dw. Finally,
the defining property of Dirac delta function,
∫ α
β
dw δ(w)F (w) =


F (0), αβ < 0
0 otherwise
(A.15)





f (q(0)) q′(0), p(a)p(b) < 0
0. otherwise
(A.16)




u(u− 1) for u > 0,




u(u+ 1) for u > 0,




[w − (1− E2)],
p(z) = 1 + 4z − E2 = 4[z − q(0)],
f(z) =
1√








[q(0)−a][b−q(0)] , [q(0)− a][b− q(0)] > 0
0. otherwise
(A.18)































where α ≥ β ≥ γ ≥ 0 and F (pi/2, k) is the complete elliptical integral of the first
kind. For |E| ≤ 1, we have 1 ≥ λ+ ≥ λ− ≥ 0 while we have λ+ ≥ 1 ≥ λ− ≥ 0
when 1 ≤ |E| ≤ 3. If we now let Z0 = 4β(α − γ) and Z1 = 4α(β − γ), then
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Z0 and Z1 are given by the expression (2.44) for the defined range. Substituting






































B.1 Strong coupling limit at half-filling
We consider a half-filled lattice with N pairs of fermions. The projectors Pl onto









where the variational parameter x ranges from 0 (forbidding double occupancy) to
1 (leaving state unchanged). A projector can be easily extracted by an appropriate
number of differentiation of Π(x) with respect to x followed by setting x to zero.
For example, setting x = 0 in Π(x) immediately gives the projector onto the
subspace with zero doubly-occupied sites, P0 =
∏
i[1 − ni↑ni↓]. We consider two
specific projectors: PN/2 that projects onto the subspace with exactly N/2 doubly-




Pl that projects onto the subspace with at least one
broken pair, such that
PN/2 + Pη = 1. (B.2)
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Using Eq. (B.2), we can rewrite the Hamilton operator as
H = PN/2HPN/2 + PηHPη︸ ︷︷ ︸
H0
+PN/2HPη + PηHPN/2︸ ︷︷ ︸
Hη
. (B.3)
We now seek a canonical transformation to eliminate the effect of Hη to the lowest
order so as to remove non-diagonal elements that connect the two subspaces. This
is carried out by first defining
H(λ) = H0 + λHη, (B.4)
then looking for the canonical transformation of the form
U(λ) = eiλS , S = S† (B.5)
such that the transformed Hamilton operator Heff(λ) obeys
Heff(λ) = e
iλSH(λ)e−iλS = H0 + λ2H ′ +O(λ3). (B.6)
In the end, we set λ = 1. In this sense, λ is just a bookkeeping device, not an
expansion parameter of any sort. Expanding Eq. (B.6), we have
Heff(λ) = H0 + λ(Hη + i[S, H0]) + λ2
(





and S is determined by cancelling the linear term:
[H0,S] + iHη = 0. (B.8)
Setting λ = 1, we obtain
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HK terms
Initial state Final state
iσ¯ iσ jσ jσ¯ iσ¯ iσ jσ jσ¯
(1− niσ¯)f †iσfjσ(1− njσ¯) 0 0 1 0 0 1 0 0
niσ¯f
†
iσfjσ(1− njσ¯) 1 0 1 0 1 1 0 0
(1− niσ¯)f †iσfjσnj,σ¯ 0 0 1 1 0 1 0 1
niσ¯f
†
iσfjσnjσ¯ 1 0 1 1 1 1 0 1
Table B.1: The HK terms act on the initial states and changes them to the final
states. Each HK term will give non-zero value for only one initial state and one final
state. Acting on any other consifigurations besides those given in the table will give
zero. The 0(1) in the table elements means that there is no(one) particle of a given
spin at the given site, where the spin and position are labeled by the table headings.
To solve for S, we apply projectors PN/2 and Pη on Eq. (B.8) to arrive at
PN/2SPη = [iPN/2HηPN/2 + (PN/2HPN/2)(PN/2SPη)](PηHPη)−1. (B.10)
At this point, we make the assumption that the eigenenergies of the Hubbard
Hamilton operator (5.1) are separated into disjointed regions in each of which
the spectrum is either continuous of semi-continuous. This is certainly true in the
strongly coupling limit where the energy separation between regions (labeled by the
number of broken pairs) is of the order U . We can thus approximate PN/2HηPN/2
by its average value over all states within the subspace of N/2 doubly-occupied
sites. Since PN/2HηPN/2 is now a number, we can solve Eq. (B.10) by iteration.
The solution takes the form
PN/2SPη = iPN/2HηPη(PηHPη − PN/2HPN/2)−1. (B.11)
We may adopt a similar approach to approximate the value of PηHPη. Since
we are really interested in the low-energy behaviour of the system, we only keep
the lowest band in the subspace defined by Pη, i.e. states with only one broken
pair and replace PηHPη by its average over all states with one broken pair. We
thus expect 〈PηHPη〉 − 〈PN/2HPN/2〉 ≈ U , where U is the energy cost of having
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a broken pair (two singly-occupied sites instead of two doubly-occupied or fully-
empty sites). Substituting the expression into Eq. (B.9), the resulting effective
Hamilton operator is










We are more interested in the low-energy sector with only doubly-occupied sites,
hence we neglect the term PηHeffPη to obtain
Heff = PN/2HPN/2 − 1
U
PN/2HPηHPN/2. (B.13)
Notice that the kinetic energy term HK does not conserve the number of doubly-
occupied sites and PN/2HV PN/2 is a constant, the effective Hamilton operator is
further reduced to
Heff = − 1
U
PN/2HPηHPN/2 = − 1
U
PN/2HKPηHKPN/2, (B.14)
since HV conserves the number of doubly-occupied sites. Writing the identity
operator as the sum of two terms,
1 = (1− niσ¯) + niσ¯, (B.15)
where σ¯ = −σ, each term in HK is written as a sum of four terms,
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The meaning of the four terms is illustrated in Table B.1. Clearly, the first and
the fourth terms preserve the number of doubly occupied sites, while the second
and the third terms changes the number of doubly occupied sites by ±1. Only
the second term contributes to PN/2HKPη while only the third term contributes
to PηHKPN/2. Hence,












iσfjσ(1− njσ¯)Pη(1− nk,σ¯′)f †k,σ′fl,σ′nl,σ¯′

PN/2. (B.17)
The summation in fact consists of two sums, one represents the hopping of a
pair from a site (the l-th site) to a neighbouring site (the k-th site), while the other
represents a pair which is virtually broken and reformed (one particle of the pair
hops to a neighbouring site and hops back to reform the pair). Writing explicitly,








lσfkσ(1− nkσ¯)(1− nk,σ¯)f †k,σfl,σnl,σ¯
+nkσf
†
















(1− nk↑)(1− nk↓)nl↑nl↓ + f †k↑f †k↓fl↓fl↑
)
. (B.18)









, a pair at kth site
−1
2
, no pair at kth site
0, single particle at kth site
(B.19)
Since we are only interested in the subspace where there is either a pair or no pair
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of particles at the kth site, we can rewrite Jzk as




Next, we combine the terms in Eq. (B.18) that involve virtual hopping from the







(1− nk↑)(1− nk↓)nl↑nl↓ + ∆†k∆l





































Jk · Jl, (B.21)
where 〈k, l〉 sums over all nearest neighbour sites. The term 1
2
has been removed
from the last line as it does not affect the effective Hamiltonian and the resulting
effective Hamiltonian describes a Heisenberg pseudo-spin system in the given bi-
partite lattice. Clearly, the ground state of the system displays antiferromagnetic
ordering of the pseudo-spins.
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