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Tiivistelmä
Viimeisen vuosikymmenen aikana sosiaalisen median nousu on luonut uusia ta-
poja sekä sisällön tuottamiseen että sisällön seuraamiseen ja etsimiseen. Suositut
sosiaalisen median palvelut keräävät miljoonia, jopa satoja miljoonia käyttäjiä.
Sosiaalisen median myötä kuka tahansa näistä edellä mainituista käyttäjistä voi
astua sisällöntuottajan rooliin. Tämä suuri määrä potentiaalisia sisällöntuotta-
jia johtaa suuriin datamääriin, joiden hallinta johtaa haasteisiin sekä ohjelmisto-
että palvelinarkkitehtuureissa.
Tämän pro gradu -tutkielman tavoitteena on tehdä katsaus siihen, miten suositut
sosiaalisen median palvelut, kuten Twitter, Reddit ja Wikipedia ovat ratkaisseet
nämä haasteet.
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1 Johdanto
Sosiaalinen media on lyönyt itsensä läpi 2000-luvulla. WWW-sivustojen suosi-
tuimmuutta mittaava Alexa listaa vuonna 2015 kymmenen suosituimman internet-
sivuston joukkoon neljä sosiaalisen median sivustoa [Alexa, 2015]. Tältä listalta
löytyvät sosiaalisen median ja sosiaalisen verkostoitumisen sivusto Facebook, vi-
deoiden jakopalvelu Youtube, yhteisöllinen tietosanakirja Wikipedia sekä mikro-
blogipalvelu Twitter.
Historiallisesti ensimmäinen sosiaalisen verkostoitumisen palvelu oli todennä-
köisesti vuonna 1997 perustettu Sixdegrees-sivusto. Sixdegrees sulki ovensa vuon-
na 2001, ja vaikkei Sixdegrees saavuttanutkaan taloudellista menestystä, seurasi
sitä pian joukko uusia sosiaalisen verkostoitumisen sekä sosiaalisen median pal-
veluja. [Boyd & Ellison, 2007] Tällaisia palveluja olivat muun muassa Friendster,
MySpace ja Facebook. 2000- ja 2010-lukujen aikana sosiaalisen median palve-
lujen määrä on kasvanut runsaasti. Vuonna 2015 Wikipedia listaa yli kaksisa-
taa sosiaaliseen mediaan sekä sosiaaliseen verkostoitumiseen keskittyvää palvelua
[Wikipedia, 2015b].
Sosiaalinen media terminä tarkoittaa mediaa, jossa käyttäjät ottavat aiempaa
aktiivisemman roolin ja osallistuvat palvelun sisällön kuluttamisen ohella myös
sen luomiseen. Perinteisillä verkkosivustoilla sisällön synnyttämisestä on usein
vastannut sivuston ylläpitäjä tai omistaja. Esimerkiksi uutissivustolla uutisartik-
kelien kirjoittamisesta on saattanut vastata pieni joukko journalisteja. Uutissivus-
ton käyttäjien rooliksi on jäänyt ainoastaan uutisten lukeminen, eli sisällön kulut-
taminen. Sosiaalisen median erottaa perinteisestä mediasta se, että sosiaalisessa
mediassa suuri osa käyttäjistä toimii sekä sisällöntuottajina että sisällönkulutta-
jina. Sosiaalisen median palvelussa päivittäistä sisältöä saattaa tuottaa kymme-
nen tai sata miljoonaa ihmistä. Sosiaalinen media tarjoaakin ennennäkemättömät
mahdollisuudet ilmaista omat mielipiteensä ja ajatuksensa. Vastapainona kasva-
neelle sisällön määrälle, sosiaalisen median palvelut tarjoavat myös uusia tapoja
löytää sisältöä, esimerkiksi mahdollistamalla ainoastaan valikoitujen käyttäjien
luoman sisällön seuraamisen.
Sosiaalinen media ja sosiaalinen verkostoituminen esiintyvät usein sosiaalisissa
palveluissa rinnakkain. Siinä missä sosiaalisen median palvelun voidaan luonneh-
tia sallivan käyttäjien luoda sisältöä palveluunsa, voidaan sosiaalista verkostoitu-
mista sallivaa palvelua luonnehtia siten, että se sallii käyttäjien itsensä muodos-
tamat sosiaaliset verkostot.
Facebook, yksi suosituimmista sosiaalisen median palveluista, keräsi vuonna
22013 yli 1,2 miljardia kuukausittaista käyttäjää [Kiss, 2014]. Monet vähemmänkin
suositut palvelut keräävät kymmeniä tai satoja miljoonia kuukausittaisia käyttä-
jiä. Mikroblogipalvelu Twitter arvioi vuonna 2013 kuukausittaiseksi käyttäjämää-
räkseen yli 200 miljoonaa käyttäjää [Sec, 2013a]. Linkkien ja uutisten jakamiseen
käytetty, internetin etusivuksi itseään kutsuva, Reddit arvioi vuoden 2013 kuu-
kausittaiseksi käyttäjämääräkseen 60 miljoonaa käyttäjää [Martin, 2013]. Arvioi-
den mukaan vuonna 2013 jopa 73 % aikuisista internetin käyttäjistä käytti vä-
hintään yhtä sosiaalisen median palvelua [Duggan & Smith, 2013b]. Sosiaalisen
median käyttäjät käyttävät palveluja myös usein hyvin aktiivisesti. Esimerkik-
si Facebookin käyttäjistä jopa 63 % käytti sivustoa päivittäin [Duggan & Smith,
2013a]. Tämä tarkoittaisi reilua kuuttasataa miljoonaa päivittäistä käyttäjää. Li-
säksi Facebookin arvioitiin tallentavan dataa päivittäin yli 500 teratavua vuonna
2012 [Constine, 2012].
Sosiaalisen median keräämät suuret käyttäjämäärät sekä käyttäjien aiemmas-
ta eroavat käyttäytymismallit ovat johtaneet uudenlaisiin suorituskyky- ja teho-
vaatimuksiin sekä ohjelmisto- että palvelinarkkitehtuureissa. Esimerkiksi Face-
bookin on arvioitu hyödyntävän toistasataatuhatta palvelinta palvellakseen käyt-
täjiään [Higginbotham & Kern, 2013, Gruener, 2012]. Tämä eroaa merkittävästi
esimerkiksi perinteisistä yritysjärjestelmistä, jotka ovat useimmiten koostuneet
vain muutamasta tai maksimissaan muutamasta kymmenestä palvelimesta.
Tämän pro gradu -tutkielman tavoitteena on tutkia, minkälaisia ohjelmisto-
sekä palvelinarkkitehtuuriratkaisuja suositut sosiaalisen median palvelut ovat pää-
tyneet käyttämään hyväkseen. Tavoitteena on tutkia onko tutkielmassa läpikäy-
tävien palvelujen taustalta löydettävissä yleisesti käytettyjä arkkitehtuurillisia
suunnittelumalleja tai piirteitä, jotka takaavat niille niiden kyvyn skaalautua.
2 Termien määrittely
Voidaksemme paremmin ymmärtää, minkälaisia haasteita sosiaalisen median pal-
veluiden ohjelmistoarkkitehtuureissa on tarve ratkaista, lähdetään liikkeelle tut-
kimalla, mitä termit sosiaalinen media, arkkitehtuuri ja skaalautuvuus tarkoitta-
vat.
2.1 Sosiaalisen median piirteet ja kuvaus
Sosiaalisen median palveluksi voidaan kuvailla palvelua, jossa palvelun käyttäjät
ovat päävastuussa sekä palvelun sisällön tuottamisesta että myös sen kuluttami-
sesta.
Monet sosiaalisen median palvelut muistuttavat tietyiltä piirteiltään toisiaan.
Yhteisiä piirteitä ovat esimerkiksi palveluun rekisteröityneet käyttäjät, käyttä-
jien palveluun tuoma sisältö sekä usein tämän sisällön ympärille muodostuvat
keskustelut.
Vaikka palveluista löytyy yhtenäisiä piirteitä, ei tämä kuitenkaan tarkoita sitä,
että palvelut soveltuisivat vain yhteen käyttötarkoitukseen. Päinvastoin sosiaali-
sen median palvelut soveltuvat useisiin erilaisiin käyttötarkoituksiin. Taulukkoon
2.1 on listattu joitain vuonna 2014 toiminnassa olleita suosittuja sosiaalisen me-
dian ja sosiaalisen verkostoitumisen palveluja. Taulukko 2.1 ei kata kaikkia sosi-
aalisen median palveluja, mutta se osoittaa kuitenkin sen, että sosiaalisen median
palveluja käytetään hyvin vaihtelevasti erilaisiin käyttötarkoituksiin. Kattavampi
lista löytyy esimerkiksi Wikipediasta, joka listaa yli kaksisataa sosiaaliseen medi-
aan ja sosiaaliseen verkostoitumiseen keskittyvää palvelua [Wikipedia, 2015b].
Sosiaalisen median palvelujen yhteisiä piirteitä on kuvailtu eri henkilöiden toi-
mesta. Tutustutaan seuraavaksi siihen, miten Boyd ja Ellison [2007] sekä Kietz-
mann et al. [2011] luonnehtivat näitä piirteitä. Boyd ja Ellison [2007] määritte-
levät sosiaalisen verkostoitumisen ja median palveluiksi palvelut, jotka täyttävät
seuraavat ehdot:
1. Palvelu mahdollistaa julkisen tai osittain julkisen proﬁilin luomisen ja tal-
lentamisen.
2. Palvelu mahdollistaa käyttäjälle tavan kertoa, keiden muiden käyttäjien
kanssa hänellä on kontakti.
3. Palvelu mahdollistaa omien kontaktien listaamisen sekä heidän proﬁiliensa
läpikäynnin.
4Palvelun WWW-osoite Kuvaus
https://www.facebook.com/ Facebook on yhteisöpalvelu.
https://twitter.com/
Twitter on mikroblogipalvelu, joka sallii
maksimissaan 140 merkin mittaisten
viestien julkaisemisen.
http://www.reddit.com/
Reddit on palvelu uutisten, linkkien ja
keskusteluiden jakamiseen.
http://www.last.fm/
Last.fm tallentaa tiedon siitä, mitä
musiikkikappaleita kukin sen käyttäjä
kuuntelee ja sallii tämän tiedon jakamisen
muille käyttäjille.
https://www.ﬁtocracy.com/
Fitocracy on palvelu liikuntasuoritusten
seurantaan ja jakamiseen.
https://www.ﬂickr.com/ Flickr on palvelu kuvien jakamiseen.
https://www.youtube.com/ Youtube on palvelu videoiden jakamiseen.
https://www.linkedin.com/
LinkedIn on palvelu ammatillisten proﬁilien
jakamiseen ja ammatilliseen verkostoitumiseen.
http://www.wikipedia.org/
Wikipedia on yhteisöllisesti kirjoitettu
tietosanakirja.
https://www.tumblr.com/ Tumblr on palvelu blogien kirjoittamiseen.
https://www.couchsurﬁng.com/
Couchsurﬁng on palvelu ilmaisten tai
halpojen yksityisten ihmisten tarjoamien
majoituspaikkojen tarjoamiseen.
Taulukko 2.1: Suosittuja sosiaalisen verkostoitumisen ja sosiaalisen median pal-
veluja.
Kietzmann et al. [2011] pyrkivät luonnehtimaan sosiaalisen median palveluja
hieman tarkemmalla tasolla. Kietzmann et al. [2011] kuvailevat sosiaalisen median








Identiteetillä tarkoitetaan käyttäjän palveluun jakamiaan henkilökohtaisia tie-
toja, kuten nimeä, ikää, sukupuolta ja ammattia. Identiteettiin voi liittyä myös
muita tietoja. Esimerkiksi LinkedInissä käyttäjä saattaa kertoa tiedot koulu- ja
urataustastaan. Facebookissa omaan identiteettiin saattaa liittyä tiedot siitä, mis-
tä asioista on tykännyt.
Läsnäolo kertoo sen, onko käyttäjä paikalla kyseisessä palvelussa vai ei. Läs-
näolotieto saattaa olla oleellinen esimerkiksi deittailuun tai keskusteluun keskit-
tyvissä palveluissa. Joissain muissa palveluissa, kuten esimerkiksi LinkedInissä,
tämän kaltaiselle tiedolle on vähemmän käyttöä.
Jakaminen viittaa jonkin objektin jakamiseen sosiaalisen median palvelussa.
Tällainen objekti voi olla esimerkiksi video Youtubessa, twiitti Twitterissä tai
linkki verkkosivulle Redditissä.
Relaatiot viittaavat käyttäjien toisiinsa muodostamiin suhteisiin. Esimerkiksi
Twitterin sallima seuraaja-seurattu-suhde on relaatio. Vastaavasti relaatioita ovat
linkittäytyminen toiseen käyttäjään LinkedInissä tai kaverilinkitys Facebookissa.
Keskustelut viittaavat käyttäjien keskenään käymiin keskusteluihin. Usein nä-
mä keskittyvät palvelussa jaetun sosiaalisen objektin ympärille. Esimerkiksi Red-
ditissä jaetun linkin ympärille syntyy usein pitkä viestiketju, johon käyttäjät kom-
mentoivat linkin sisältöä sekä edelleen kommentoivat muiden käyttäjien aiemmin
lisäämiä kommentteja.
Maine viittaa maineeseen, joka käyttäjälle on sosiaalisen median palvelussa
muodostunut. Mainetta kuvaavat muun muassa Redditissä karmapisteet, Face-
bookissa tykkäysten määrät ja Twitterissä seuraajien lukumäärä.
Ryhmillä viitataan käyttäjien keskenään muodostamiin ryhmiin. Ryhmien si-
sällä voi olla mahdollista käydä esimerkiksi keskusteluja, jotka näkyvät vain ryh-
män jäsenille [Kietzmann et al., 2011]. Ryhmän perustaminen saattaa mahdol-
listaa myös esimerkiksi leikkimielisten kilpailujen järjestämisen. Näin voi tehdä
esimerkiksi urheilusuorituksia seuraavassa Fitocracyssä.
Kietzmann et al. [2011] toteavat, ettei kaikista sosiaalisen median palveluista
välttämättä löydy jokaista edellä mainittua piirrettä. Esimerkiksi läsnäolotieto ei
6välttämättä ole mielenkiintoinen tieto kaikissa palveluissa ja voi olla siten jätetty
pois.
2.1.1 Sosiaaliset objektit
Monia sosiaalisen median palveluja yhdistää jonkin sosiaalisen objektin (object
of sociality) jakaminen, jonka ympärille varsinaiset sosiaaliset piirteet, kuten kes-
kustelut, muodostuvat [Kietzmann et al., 2011]. Redditissä jaetaan linkkejä, uuti-
sia ja keskusteluja, Fitocracyssä jaetaan tietoja liikuntasuorituksista, Youtubessa
jaetaan videoita, Flickr:ssä kuvia ja Tumblr:ssä blogeja. Muut palvelun käyttäjät
pääsevät (usein eri tavoin rajoitetusti) näkemään muiden jakamia objekteja, ja
usein muilla käyttäjillä on mahdollisuus ilmaista mielipiteensä näistä objekteis-
ta. Mielipiteen ilmaisu voi tapahtua kommentoimalla kyseistä objektia, kuten on
mahdollista Redditissä ja Youtubessa. Muita mahdollisuuksia ovat muun muassa
objektin pisteyttäminen sen mukaan, kuinka hyvä tai mielenkiintoinen se oli. Tä-
mä onnistuu esimerkiksi Facebookissa tykkäyksen antamisella ja Redditissä plus-
ja miinuspisteiden antamisella. Ohjelmistoarkkitehtuurin näkökulmasta sosiaali-
set objektit sekä niihin liittyvät kommentit, tykkäämiset ja muu metadata ovat
usein sosiaalisen palvelun palvelimille suurimman kuorman aiheuttava osa. Esi-
merkiksi Facebookin arvioitiin vuonna 2012 tallentaneen päivittäin 2,7 miljardia
tykkäystä [Constine, 2012].
2.1.2 Sosiaalinen verkosto
Monet sosiaalisen median palvelut käyttävät termiä sosiaalinen verkosto (social
graph) kuvaamaan käyttäjien välisiä relaatioita [Pointer, 2010, Constine, 2013].
Sosiaalinen verkosto muodostuu relaatioista, joita käyttäjät muodostavat toisiin-
sa. Esimerkiksi Twitterissä käyttäjä voi seurata toista käyttäjää. Relaatiot voi-
daan tällaisessa tapauksessa esittää suunnattuna graaﬁna.
Graaﬁn solmusta lähtevien suunnattujen kaarien lukumäärä (ulkoaste) ja sol-
muun tulevien suunnattujen kaarien lukumäärä (sisäaste) voi vaihdella merkit-
tävästi palvelusta, käyttäjästä ja relaation tyypistä riippuen. Esimerkiksi Twit-
terissä suosittua henkilöä saattaa seurata useampi kymmenen miljoonaa käyttä-
jää [Twitaholic, 2015]. Toisaalta normaalia käyttäjää seuraa useimmiten maksi-
missaan muutama sata muuta käyttäjää. Twitterin seuraaja-seurattu-relaatiossa
graaﬁn solmun sisäasteen arvo voi siis vaihdella nollan ja useamman kymmenen
miljoonan välillä. Jotkin palvelut myös rajoittavat relaatioiden määrää. Esimer-
kiksi Facebookissa käyttäjällä on mahdollista olla maksimissaan 5000 ystävää
7[Facebook, 2015b].
2.2 Ohjelmistoarkkitehtuuri
Tarkastellaan seuraavaksi sitä, mitä ohjelmistoarkkitehtuuri tarkoittaa ja minkä-
laisia käsitteitä sen yhteydessä käytetään.
Ohjelmistoarkkitehtuurin tarkoitus voidaan määritellä eri tavoin. Maier ja
Rechtin [2000, 29] luonnehtivat arkkitehtuurin järjestelmän kuvaukseksi. Heidän
mukaansa järjestelmä on edelleen kokoelma asioita, jotka yhdessä tuottavat tu-
loksia, joita osat yksinään eivät ole kykeneviä tuottamaan.
Maier ja Rechtin [2000, 31] määrittelevät edelleen onnistuneelle järjestelmälle
kaksi yleispiirrettä: järjestelmän tulisi suorittaa määritellyn tehtävänsä hyväksyt-
tävillä kustannuksilla, ja sen tulisi kyetä tekemään tämä hyväksyttävän kestoisen
ajan ajan. Järjestelmän käyttämän ohjelmistoarkkitehtuurin tulisi tukea näiden
tavoitteiden saavuttamista.
Toisen kuvauksen tarjoaa Fowler [2002, 11], joka toteaa arkkitehtuurin olevan
korkean tason kuvaus järjestelmän osista, tai kuvaus osista ja päätöksistä, joita
on hankala muuttaa.
Ohjelmisto- ja järjestelmäarkkitehtuureille on myös olemassa ISO/IEC/IEEE-
standardi 42010:2011. Standardin mukaan arkkitehtuuri koostuu järjestelmän
perustavanlaatuisista piirteistä, sisältäen järjestelmän elementit sekä relaatiot
ja toteuttaen järjestelmän suunnittelua sekä sen evoluutiota. ISO/IEC/IEEE-
standardi 42010:2011 määrittelee arkkitehtuurikuvauksen kuvaukseksi näistä piir-
teistä. [ISO/IEC/IEEE, 2011]
Arkkitehtuurikuvaus katsoo arkkitehtuuria eri näkökulmista (viewpoint) nä-
kymiä (view) käyttäen. Esimerkiksi Kruchtenin hyvin tunnettu 4+1 malli [Kruch-
ten, 1995] kategorisoi näkökulmat viiteen eri kategoriaan. Näkökulma voi vaa-
tia järjestelmän kuvaamista esimerkiksi lähdekoodin rakenteen, luokkahierarkian,
tietoturvan, suorituskyvyn, käytettävyyden tai vaikkapa skaalautuvuuden näkö-
kulmasta. Näkökulma määrittelee, mitä tulisi kuvata ja mitä piirteitä kuvauksella
tulisi olla. Näkymän tavoitteena on esittää nämä asiat kyseessä olevan järjestel-
män arkkitehtuurin näkökulmasta.
2.3 Skaalautuvuus
Tehdään vielä katsaus siihen, mitä skaalautuvuudella tarkoitetaan. Yksinkertai-
nen määritelmä löytyy esimerkiksi Dictionary.comista [Dictionary, 2015], jossa
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yksinkertaisen määritelmän tarjoaa Edberg [2013b], joka yksinkertaistaa skaa-
lautuvan arkkitehtuurin tavoitteet siihen, että minkä tahansa käytössä olevan
resurssin määrää pitää aina pystyä kasvattamaan, ja tämän tulee johtaa suori-
tuskyvyn kasvuun.
Yksityiskohtaisempia määritelmiä tarjoavat esimerkiksi Bondi [2000] ja Fow-
ler [2002]. Bondi [2000] määrittelee skaalautuvuuden siten, että järjestelmällä tu-
lee olla kyky käsitellä tai prosessoida kasvavaa määrää elementtejä tai objekteja
ilman, että se ajautuu tilanteeseen, jossa se ei enää kykene toimimaan. Lisäksi
järjestelmän pitäisi olla tarpeen vaatiessa sellainen, että sen prosessointikykyä on
mahdollista helposti kasvattaa. Bondi kuvailee ei-skaalautuvan järjestelmän sel-
laiseksi, jossa prosessointikykyä ei ole mahdollista kasvattaa joko ollenkaan tai
ilman merkittäviä lisäkustannuksia.
Fowler [2002, 17] määrittelee skaalautuvuuden sen määreeksi, miten resurs-
sien lisääminen vaikuttaa suorituskykyyn. Skaalautuvaksi järjestelmäksi Fowler
määrittelee järjestelmän, joka sallii resurssien lisäämisen ja samassa suhteessa
kasvavan kyvyn suorittaa niitä tehtäviä, joita järjestelmän tavoitteena on suorit-
taa.
Järjestelmän skaalautuvuus voidaan luokitella kahteen kategoriaan: horison-
taaliseen sekä vertikaaliseen skaalautuvuuteen. Vertikaalinen skaalautuvuus (sca-
le up) tarkoittaa yksittäisen resurssin tehojen kasvattamista. Esimerkiksi palve-
limen prosessorin vaihtamista nopeampaan, muistin lisäämistä palvelimelle tai
vaikkapa palvelimen levyjärjestelmän päivittämistä tehokkaampaan. Horisontaa-
linen skaalautuvuus (scale out) tarkoittaa kykyä lisätä palvelimien lukumäärää
ja näiden lisättyjen palvelinten kykyä ottaa vastuulleen oma osansa palveluun
kohdistuvasta kuormituksesta.
Bondi [2000] luokittelee skaalautuvan järjestelmän piirteet edelleen neljään eri
kategoriaan. Hän nimeää ja kuvaa kategoriat seuraavasti:
• Kuormitusskaalautuvuus (load scalability): järjestelmä on kuorman suhteen
skaalautuva, jos se toimii ilman tarpeettomia viiveitä ja resurssejaan tuh-
laamatta kevyen, keskitasoisen sekä raskaan kuormituksen alaisena.
• Tilaskaalautuvuus (space scalability): järjestelmä on tilan suhteen skaalau-
tuva, mikäli sen muistivaatimukset eivät kasva kohtuuttomasti, kun järjes-
telmän käsittelemien elementtien tai objektien määrä kasvaa.
• Tila-aikaskaalautuvuus (space-time scalability): järjestelmä on tilan ja ajan
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kohtuuttomasti, vaikka käsiteltävien elementtien tai objektien määrä kas-
vaisi kertaluokkaa suuremmaksi.
• Rakenteellinen skaalautuvuus (structural scalability) : järjestelmä on raken-
teellisesti skaalautuva, mikäli sen toteutus tai sen käyttämät standardit ei-
vät estä käsiteltävien elementtien tai objektien määrän kasvattamista. Mi-
käli esimerkiksi objektit yksilöidään tunnisteella, jonka koko on 32 bittiä,
loppuu käytettävissä olevien tunnisteiden määrä, kun objektien määrä ylit-
tää 232 kappaleen määrän. Tämä voi olla hyväksyttävää, jos järjestelmään
tallennettavien objektien määrän ei oleteta kasvavan yli tämän määrän jär-
jestelmän käyttöaikana.
Edellä kuvatut määritelmät keskittyvät pääosin skaalautuvuuteen järjestel-
män prosessointikyvyn kasvattamisen näkökulmasta. Skaalautuvuutta voidaan
kuitenkin katsoa myös toisesta näkökulmasta. Järjestelmän pitäisi olla myös ky-
kenevä sopeuttamaan prosessointikykyään pienemmäksi, mikäli sille ei ole hetkel-
lisesti tarvetta. Prosessointikykyä pienemmäksi sopeuttamalla voidaan esimerkik-
si säästää palvelinten käyttökustannuksissa.
Järjestelmän kyvystä skaalautua tarpeen mukaan joko pienemmäksi tai suu-
remmaksi käytetään termiä elastinen skaalautuvuus [Hewitt, 2010, 16]. Elastinen
skaalautuvuus on mahdollista muun muassa pilviympäristöissä (cloud environ-
ments), joissa palvelinresursseja on mahdollista ottaa käyttöön sekä poistaa käy-
töstä pienillä viiveillä.
Elastisuuden ohella pilviympäristöt voivat tarjota kyvyn muuttaa järjestel-
män kokoa automaattisesti esimerkiksi tiettyinä kellonaikoina tai järjestelmään
kohdistuvan kuorman mukaan. Esimerkiksi Amazon Web Services tarjoaa ky-
seisen palvelun Elastic Compute Cloud -palvelunsa ohella nimellä auto scaling.
[Amazon, 2015c]
3 Esimerkkitapaukset
Tarkempaan tarkasteluun on valittu kolme sosiaalisen median palvelua. Kritee-
reinä valintaa tehtäessä on käytetty seuraavia ehtoja:
• Palvelun tulee olla riittävän suosittu, jotta sen käyttäjämäärät ja siten pal-
velun koko ovat mielenkiintoisia.
• Palvelun arkkitehtuurin tulee olla riittävän julkinen, jotta sen kuvaaminen
ja tutkiminen on mahdollista.
• Kirjoittajalla tulee olla kokemusta palvelun käyttämisestä.
Edellä mainittujen kriteerien pohjalta tarkasteltaviksi palveluiksi on valittu
Twitter, Reddit sekä Wikipedia. Tässä luvussa käydään edellä mainittujen sosi-
aalisen median palvelujen toiminnalliset piirteet sekä tutkielman aiheen kannalta
mielenkiintoiset arkkitehtuurilliset piirteet läpi niiltä osin, kuin niistä löytyy jul-
kista tietoa.
Edellä mainittujen palvelujen osalta pyritään kuvaamaan seuraavat piirteet:
• Yleinen kuvaus : kuvaus palvelun omaamista toiminnallisista piirteistä.
• Laadulliset vaatimukset : lyhyt kuvaus tutkielman kannalta oleellisista laa-
dullisista vaatimuksista.
• Arkkitehtuuri : kuvaus palvelun arkkitehtuurista tietovuon, tietosäilöjen ja
skaalautuvuuden näkökulmista.
Lisäksi tutkielmassa sivutaan pintapuolisemmin joitain tekniikoita, joita on
käytetty Facebookissa ja Instagrammissa.
Palveluiden arkkitehtuurien kuvaukset pohjautuvat internetissä vapaasti jul-
kaistuihin dokumentaatioihin sekä esitelmiin. Monet tutkielmassa käytetyt läh-
teet ovat muutaman vuoden ikäisiä, joten on oletettavaa, että tiedot ovat jo osin
vanhentuneita. Uudempia lähteitä ei kaikkien tietojen osalta ole saatavilla. Lisäk-
si on selvää, että arkkitehtuureista on mahdollista muodostaa vain hyvin korkean
tason kuvaus. Lisäksi tutkielman laajuuden puitteissa ei ole mahdollista porau-
tua kovin syvälle eri järjestelmien yksityiskohtiin, ja toisaalta tämä ei kaikissa




Twitter kutsuu itseään mikroblogipalveluksi. Twitterissä on mahdollista julkaista
maksimissaan 140 merkin mittaisia tekstimuotoisia viestejä. Viesteistä käytetään
yleisesti termiä twiitti (tweet) ja viestien julkaisemisesta termiä twiittaaminen
(tweeting). Viestit ovat oletuksena julkisia, eli kaikki muut käyttäjät pääsevät
lukemaan niitä.
Viestit voivat sisältää tekstisisällön lisäksi aihetunnisteita (hashtag). Aihetun-
nisteet ovat avainsanoja, jotka alkavat #-merkillä. #-merkkiä seuraa jokin vapaa-
muotoinen teksti, jolla ilmaistaan se, minkälaiseen aiheeseen viesti liittyy. Aihe-
tunnisteiden ohella viestit voivat sisältää mainintoja (mention) toisiin käyttäjiin.
Viestissä on mahdollista mainita toinen käyttäjä lisäämällä viestiin @-merkki ja
heti sen perään toisen käyttäjän käyttäjätunnus.
Julkaistut viestit löytyvät Twitteristä aikajanojen (timeline) avulla. Twitter
käyttää kyseistä termiä julkaistujen viestien käänteiseen aikajärjestykseen lajitel-
lusta osajoukosta.
Käyttäjän kotisivulla näkyy kotisivun aikajana (home timeline). Toista käyt-
täjää seuraamalla (following) toisen käyttäjän viestit päivittyvät oman kotisivun
aikajanaan sitä mukaa, kun seuratut käyttäjät julkaisevat viestejä.
Twitterissä on mahdollista seurata useita käyttäjiä. Seuraamissuhde voi olla
yhdensuuntainen. Seuratun käyttäjän ei tarvitse hyväksyä seuraamista eikä hä-
nen ole pakko seurata hänen seuraajiaan (followers). Suosituimmilla käyttäjillä
saattaa olla Twitterissä jopa kymmeniä miljoonia seuraajia [Twitaholic, 2015].
Kotisivun aikajanan lisäksi käyttäjän on mahdollista luoda listoja (list), joihin
hän lisää itse valitsemansa joukon seurattuja käyttäjiä. Käyttäjä voi näin luoda
erillisiä tiettyihin aihealueisiin keskittyneitä aikajanoja.
Kotisivun aikajanan lisäksi Twitteristä löytyy myös muutama muu aikajana.
Käyttäjän aikajana (user timeline) sisältää käänteisessä aikajärjestyksessä kaikki
käyttäjän itse lähettämät viestit. Lisäksi Twitteristä löytyy hakutoiminto, joka
näyttää hakutulokset haun aikajanassa (search timeline). Haun aikajana sisältää
viestit, jotka vastaavat käyttäjän antamia hakuehtoja.
Tietyt viestin alkuun lisättävät lyhenteet tulkitaan Twitterissä tietyllä ta-
paa. Viesti on mahdollista uudelleentwiitata (re-tweet) vastaamalla (reply) toi-
sen käyttäjän viestiin kopioimalla toisen käyttäjän aiemmin lähettämä viesti ja
lisäämällä viestin alkuun lyhenne RT ja maininta (@) toisen käyttäjän käyttäjä-
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tunnuksesta.
Twitter mahdollistaa myös yksityisten viestien (Direct Message) lähettämi-
sen omille seuraajille. Yksityisen viestin lähettäminen tapahtuu vastaavasti kuin
uudelleentwiittaaminen, mutta RT-lyhenteen sijaan käytetään lyhennettä DM.
Toinen tapa päästä käsiksi Twitterin dataan ovat Push-pohjaiset www-sovel-
luspalvelut (web service), joissa dataa ja päivityksiä välitetään käyttäjälle tai
toiselle sovellukselle sitä mukaa, kun uutta dataa tai päivityksiä Twitteriin muo-
dostuu. Esimerkiksi Twitterin mobiiliasiakasohjelmat ottavat vastaan Twitterin
niille välittämiä päivityksiä.
Twitter tarjoaa kehittäjien käyttöön Streaming API -nimisen palvelun [Twit-
ter, 2015c]. Palvelu mahdollistaa HTTP-yhteyden avaamisen Twitterin palveli-
melle sekä suodattimien määrittämisen, joiden perusteella vastaanotettavat vies-
tit valikoidaan. Yhteyden ottamisen jälkeen Twitter välittää suodattimiin osuvia
viestejä ja päivityksiä asiakasohjelmistolle sitä mukaa, kun viestejä tai päivityksiä
Twitteriin muodostuu.
Lisäksi Twitter tarjoaa Firehose-nimisen palvelun, joka välittää viestejä kai-
kista Twitterin julkisista tapahtumista kolmansille osapuolille. Streaming API
rajoittaa vastaanotettavien viestien määrää sallimalla maksimissaan 5000 käyt-
täjätunnisteen tai maksimissaan neljänsadan avainsanan määrittämisen [Twit-
ter, 2015b]. Firehose ei vastaavia rajoitteita aseta, vaan se välittää vastaanotta-
valle taholle kaikki Twitterissä tapahtuvat julkiset tapahtumat. Firehosen avul-
la kolmannet osapuolet voivat vastaanottaa viestejä, jotka ilmaisevat esimerkiksi
uusia Twitterissä julkaistuja viestejä, muutoksia käyttäjien proﬁileihin sekä muun
muassa muutoksia seuraaja-seurattu-suhteisiin. Firehosen käyttö on sallittu vain
valikoiduille tahoille. [Twitter, 2015a]
3.1.2 Laadulliset vaatimukset
Twitter kuvailee tavoitteekseen halun olla maailman suurin viestiväylä. Twitterin
tavoitteisiin kuuluu reaaliaikaisuus. Viestin lähettämisen jälkeen kyseinen viesti
pitäisi näkyä maksimissaan muutaman minuutin, ja mielellään paljon pienemmän
ajan sisällä kaikille käyttäjille, jotka seuraavat viestin lähettänyttä käyttäjää.
[Krikorian, 2012b]
Twitter kertoi vuonna 2013 aktiivisten käyttäjien määräkseen noin 150 mil-
joonaa käyttäjää. [Krikorian, 2012b] Vuoden 2013 loppupuolella Twitterin kautta
oli koko Twitterin historian aikana julkaistu kaikkineen yli 300 miljardia twiittiä
[Sec, 2013b].
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Twitterissä tapahtuu merkittävästi enemmän luku- kuin kirjoitusoperaatioita.
Vuonna 2013 Twitter käsitteli noin 300000 lukuoperaatiota sekunnissa ja noin
50007000 kirjoitusoperaatiota sekunnissa. [Krikorian, 2012b]
Vuoden 2014 toisella neljänneksellä Twitterin aikajanat keräsivät 173 miljar-
dia katselukertaa keskimääräisen kuukausittaisen määrän ollessa tällöin reilut 43
miljardia katselukertaa [Twitterinc, 2014].
Vuonna 2013 Twitterissä julkaistiin keskimäärin 5700 uutta viestiä per sekun-
ti. Viestien määrät saattavat kuitenkin hetkittäin kasvaa merkittävästi, kuten ta-
pahtui esimerkiksi 3.8.2013, kun Japanin televisiossa esitettiin Laputa: linna tai-
vaalla -animaatioelokuva. Tällöin julkaistujen viestien määrä nousi hetkellisesti
143199 viestiin per sekunti. [Krikorian, 2013]
Twitterin hakupalvelu vastasi vuonna 2012 kahteen miljardiin päivittäiseen
kyselyyn. Yhden haun prosessointi kesti keskimäärin 50 millisekuntia, ja keski-
määrin uudet viestit olivat hakupalvelun löydettävissä 10 sekunnin kuluessa nii-
den luonnista. [Busch et al., 2012]
Viestien julkaisemisen reaaliaikaisuusvaatimus on haasteellinen erityisesti pal-
jon seurattujen käyttäjätilien kohdalla. Twitter päivittää kaikkien seuraajien ai-
kajanat aina heti viestin julkaisemisen jälkeen. [Krikorian, 2012b] Sadalla suosi-
tuimmalla Twitter-käyttäjätilillä on yhdeksästä miljoonasta aina yli viiteenkym-
meneen miljoonaan seuraajaa. Twitterin seuratuimmalla käyttäjällä, Kate Per-
ryllä, oli vuonna 2015 lähemmäs 70 miljoonaa seuraajaa. [Twitaholic, 2015] Kun
Kate Perry julkaisee Twitterissä viestin, pitäisi tämän viestin näkyä lähes reaa-
liaikaisesti 70 miljoonaan seuraajan aikajanassa. Mikäli viestit eivät päivity seu-
raajille riittävän nopeasti, saattaa lopputuloksena olla rikkinäiseltä vaikuttava
viestinvaihto. Esimerkiksi Kate Perry julkaisee viestin ja käyttäjä A näkee viestin
ennen käyttäjää B. Tällaisessa tilanteessa käyttäjä A saattaa vastata viestiin ja
sopivassa tilanteessa käyttäjä B saattaa nähdä A:n vastauksen ennen Kate Perryn
julkaisemaa viestiä [Krikorian, 2012b].
3.1.3 Arkkitehtuuri
3.1.3.1 Historia
Twitter sai alkunsa vuonna 2006. Ensimmäinen versio Twitteristä näytti varsin
karulta, kuten voidaan nähdä Twitterin perustajan Jack Dorseyn [2006] julkaise-
masta kuvasta 3.1. Twitterin alkutaipaleella käyttäjämäärät olivat vielä pieniä ja
palvelun arkkitehtuuri oli sitä myöten nykyiseen verrattuna yksinkertainen.
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Kuva 3.1 Twitter-palvelun ensimmäinen versio. Kuvan on julkaissut Twitterin
perustaja Jack Dorsey [2006].
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Krikorian [2012a] kuvailee Twitterin alkuperäistä arkkitehtuuria neljään ker-
rokseen jaetuksi yhtenäiseksi sovellukseksi, jonka tavoitteena oli toteuttaa kaikki
Twitterin kaipaamat toiminnot. Twitter oli tässä vaiheessa toteutettu Ruby on
Railssin pohjalle ja Twitter kutsui arkkitehtuuriaan nimellä Monorail. Krikoria-
nin kuvaus arkkitehtuurista näkyy kuvassa 3.2.
Kuva 3.2 Twitter-palvelun arkkitehtuuri alkuaikoina. Kuvan on julkaissut Kri-
korian [2012a].
Krikorian [2012a] kuvailee Monorail-arkkitehtuuria siten, että käyttäjältä tu-
leva pyyntö päätyi ensin kuormantasaajalle, josta se päätyi yksittäiselle Unicorn
HTTP-palvelimen [Unicorn, 2015] prosessille, joka käsitteli koko pyynnön koko-
naisuudessaan. Krikorian mainitsee, että tallennusjärjestelmä oli eriytetty eril-
leen, mutta muuten pyynnöt käsiteltiin käytännössä yhden sovelluksen toimesta.
Twitter on 2010-luvun aikana siirtynyt yhden sovelluksen arkkitehtuurista
kohti palvelukeskeistä arkkitehtuuria (Service Oriented Architecture), mahdollis-
taakseen sekä paremman suorituskyvyn että myös kehitystyön skaalautuvuuden
[Krikorian, 2014].
3.1.3.2 Arkkitehtuuri 2010-luvulla
Twitterin toiminnot rakentuvat uusien viestien vastaanottamisen sekä näiden
viestien käyttäjille välittämisen ympärille. Kuvassa 3.3 on kuvattu Twitterin tie-
tovuota tilanteessa, jossa käyttäjä luo uuden viestin. Tietovuokaavio pohjautuu
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Krikorianin [2012a, 2012b, 2014] ja Degenhardtin [2014] esitelmiin Twitterin ark-
kitehtuurista sekä Twitterin kehitystiimin blogikirjoitukseen [Twitter, 2011] Twit-
terin hakuarkkitehtuurista.
Kuva 3.3 Tietovuokaavio uuden Twitter-viestin käsittelystä.
Kuvassa 3.3 esitetyllä tavalla viesti saapuu käyttäjän asiakasohjelmistolta (se-
lain, mobiiliasiakasohjelma tai muu ohjelmisto) Twitterin kirjoitusrajapinnalle
(Write API). Kirjoitusrajapinnalta viesti välitetään Twitterin erinäisille sisäisille
palveluille, joista on seuraavissa aliluvuissa kuvattu oleellisimmat.
3.1.3.3 Viestien tallentaminen
Viestin tallentamisen alkuvaiheilla Twitter generoi viestille uniikin tunnisteen.
Viesti tunnistetaan 20 tavun mittaisella tunnisteella. Tunnisteen ensimmäiset 8
tavua sisältävät viestin yksilöivän uniikin tunnisteen. Seuraavat 8 tavua sisältävät
tunnisteen, jolla yksilöidään viestin luonut käyttäjä. Viimeiset neljä tavua sisäl-
tävät viestiin liittyvää metadataa, kuten esimerkiksi tiedon siitä, onko kyseessä
uudelleentwiittaus. [Krikorian, 2012a]
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Alkuaikoina Twitter käytti MySQL:n auto increment -toimintoa viestien tun-
nisteiden generointiin. Tämä ratkaisu ei kuitenkaan ollut skaalautuva Twitterin
mittakaavassa [Krikorian, 2012a]. Twitter siirtyi sittemmin käyttämään itse ke-
hittämäänsä, Snowﬂake-nimistä hajautettua palvelua uniikkien tunnisteiden ge-
nerointiin. Snowﬂake generoi 64-bittisiä tunnisteita, jotka koostuvat aikaleimas-
ta, Snowﬂake-instanssin tunnisteesta sekä järjestysnumerosta. [Twitter, 2015d]
Twitterin tapa generoida uniikki tunniste muistuttaa Universally Unique Iden-
tiﬁer -tunnisteen (UUID) generointia, vaikkakin Twitterin generoima 64-bittinen
tunniste on kooltaan 128-bittistä UUID:tä pienempi [Leach et al., 2005].
Koska Twitterissä tapahtuu merkittävästi enemmän luku- kuin kirjoitusope-
raatioita, on arkkitehtuuri optimoitu ennen kaikkea lukuoperaatioiden suoritta-
mista silmällä pitäen. Tämä näkyy esimerkiksi aikajanojen päivittämisessä, joka
tehdään aina heti viestiä tallennettaessa, jolloin raskaalta prosessoinnilta välty-
tään myöhemmin, kun aikajana generoidaan ja esitetään käyttäjälle.
3.1.3.4 Kotisivun aikajanan päivittäminen ja noutaminen
Aktiivisten käyttäjien kotisivujen aikajanat tallennetaan Redis-ryppääseen. Re-
dis on kokonaan keskusmuistissa toimiva avain-arvo-tietokanta. Kukin aikajana
tallennetaan kolmelle Redis-ryppään instanssille. [Krikorian, 2012a] Tällä suo-
jaudutaan yksittäisten instanssien rikkoutumisia vastaan. Aktiivisiksi käyttäjik-
si tulkitaan ainoastaan ne käyttäjät, jotka ovat käyttäneet Twitteriä viimeisen
kuukauden aikana. Redis-rypäs sisälsi vuonna 2013 Krikorianin mukaan joitain
teratavuja keskusmuistia. [Krikorian, 2012b]
Mikäli käyttäjä ei ole sisäänkirjautuessaan aktiivinen, eli hänen aikajanaansa
ei ole tallennettu Redis-instansseille, joutuu Twitter etsimään käyttäjän seuraa-
mat käyttäjät sekä koostamaan näiden julkaisemista viesteistä aikajanan, jonka
se palauttaa käyttäjälle sekä tallentaa Redis-instansseille [Krikorian, 2012a].
Redis-instansseille ei tallenneta varsinaisia viestejä, vaan ainoastaan viestien
tunnisteet, joiden avulla viestien sisällöt voidaan myöhemmässä vaiheessa koostaa
sopivan muotoisiksi eri palveluja hyödyntäen. Twitterissä luotujen viestien sisällöt
tallennetaan T-bird -nimiseen palveluun.
Aina kun uusi viesti luodaan, lisätään viittaus kyseiseen viestiin kaikkien vies-
tin luonutta käyttäjää seuraavien käyttäjien kotisivuaikajanoihin. Käytännössä
tämä tarkoittaa kunkin käyttäjän kohdalla kolmen Redis-instanssin päivittämis-
tä. Twitter käyttää tästä termiä hajaannuttaminen (fan-out).
Koska uusi twiitti kirjoitetaan aina kaikkien aktiivisiksi tulkittujen seuraajien
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aikajanoihin, on kirjoitusoperaation aikavaativuus O(n), missä n on seuraajien
lukumäärä. Toisaalta koska kotisivujen aikajanat ovat koko ajan Redis-instanssien
keskusmuistissa, ei kotisivun aikajanan generointia varten ole tarve tehdä mitään
aikavaativuudeltaan monimutkaista. Aikajana saadaan generoitua, kun etsitään
yksi niistä kolmesta Redis-instanssista, jolle käyttäjän aikajana on tallennettu.
Redis-instanssilta otetaan talteen lista viestien tunnisteista ja näiden pohjalta
noudetaan varsinaiset viestit T-bird-palvelusta. Aikajanan generoinnin tietovuota
on kuvattu kuvassa 3.4.
Kuva 3.4 Tietovuokaavio kotisivun aikajanan generoinnista käyttäjälle.
3.1.3.5 Hakutoiminto
Toinen palvelu, johon viestit viedään heti luomisen jälkeen on Twitterin haku-
toiminnon taustalla oleva käänteishakemistoon (reverse index) pohjautuva indek-
sointipalvelu. Twitter indeksoi viestit myöhemmin tapahtuvia hakuja varten käyt-
tämällä heidän itse kehittämäänsä Earlybird -ohjelmistoa. Earlybird -ohjelmisto
rakentuu Lucene-kokotekstihakukirjaston (full-text search library) [Lucene, 2015]
päälle. [Busch et al., 2012]
Twitter mukauttaa hakutuloksia käyttäjäkohtaisesti ottamalla huomioon esi-
merkiksi hakua suorittavan käyttäjän sosiaalisen verkoston. Hakua suorittavan
käyttäjän seuraamien käyttäjien viestit saavat haussa korkeamman pisteytyksen
ja ovat siten todennäköisemmin mukana hakutuloksissa. Twitter pyrkii paranta-
maan hakutuloksia poistamalla niistä moninkertaistetut viestit, joita ilmaantuu
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varsinkin silloin, kun ihmiset twiittaavat suosituista tapahtumista. [Twitter, 2011]
Twitter käyttää ennen Earlybirdeille tehtävää tallennusta tapahtuvasta esikä-
sittelystä nimeä Ingestion. Esikäsittelyvaiheessa viestit tokenoidaan ja niihin li-
sätään metadataa, kuten tieto käyttäjän käyttämästä kielestä. Updater -niminen
palvelu välittää edelleen hakuindekseihin päivityksiä indeksien luonnin jälkeen,
ja mahdollistaa näin hakutulosten mukauttamisen esimerkiksi käyttäjien suorit-
tamien aktiviteettien mukaan [Twitter, 2011].
Hakua suoritettaessa, käyttäjän hakupyyntö päätyy Blender -nimiselle palve-
lulle, joka näkyy kuvan 3.5 tietovuokaaviossa. Blender välittää hakutermit useal-
le Earlybird-palvelimelle samanaikaisesti [Krikorian, 2012a]. Earlybird-palvelimet
käsittelevät pyynnöt toistensa kanssa rinnakkain. Hakutulokset palautuvat Blender-
palvelulle, joka tarkentaa hakutuloksia esimerkiksi poistamalla niistä moninker-
taistetut esiintymät [Twitter, 2011].
Kuva 3.5 Tietovuokaavio käyttäjän suorittaman haun käsittelystä.
Twitter sirpaloi (shard) jokaisen viestin tietylle joukolle Earlybird-instansseja
laskemalla viesteille hajautusarvot (hash) ja käyttämällä näitä hajautusarvoja
osituksen perustana (hash partitioning) [Twitter, 2011].
3.1.3.6 Muut palvelut
Aikajanojen ja indeksoinnin päivittämisen lisäksi käyttäjän luoma uusi viesti vie-
dään heti myös sekä WWW-sovelluspalvelujärjestelmälle että eräajojärjestelmäl-
le.
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Eräajojärjestelmä vastaa vähemmän reaaliaikaisesta prosessoinnista. Twitte-
ristä on mahdollista saada esimerkiksi yhteenvetosähköposteja viime aikoina jul-
kaistuista viesteistä. Eräajojärjestelmä vastaa muun muassa tästä toiminnallisuu-
desta [Krikorian, 2012a].
WWW-sovelluspalvelujen (Streaming API ja Firehose) vastuulla on viestien
välittäminen lähes reaaliaikaisesti asiakasohjelmistoille sekä muille osapuolille,
jotka tahtovat vastaanottaa Twitteriin tallennettua dataa.
Edellä mainittujen piirteiden ohella Twitterin taustalta löytyy lisäksi vielä mo-
nia muita toimintoja. Twitter muun muassa varmuuskopioi dataa taustalta löyty-
vään HBase-tietokantaryppääseen. Lisäksi Twitter käyttää HBaseä muun muas-
sa käyttäjähaun taustalla sekä aikasarjamuotoisen datan tallentamiseen. [HBase,
2015e]
3.1.3.7 Erikoistapaukset
Suositut käyttäjät muodostavat Twitterissä poikkeuksen. Tällaisia käyttäjiä ovat
esimerkiksi aiemmin mainittu Kate Perry, jolla on lähemmäs 70 miljoonaa seuraa-
jaa. Mikäli esimerkiksi Kate Perryn kohdalla suoritettaisiin normaali hajaannut-
tamisoperaatio (fan-out), jossa kaikkien seuraajien aikajanat päivitettäisiin heti,
tarkoittaisi tämä kaikkineen lähemmäs 70 miljoonan kirjoitusoperaation suoritta-
mista. Ja koska kukin aikajana on replikoitu kolmelle Redis-instanssille, johtaisi
tämä kaikkineen lähemmäs 210 miljoonaan kirjoitusoperaatioon.
Krikorian [2012a] kuvaileekin, että Kate Perryn kaltaisten hyvin suosittujen
henkilöiden kohdalla voi olla parempi jättää hajaannuttaminen tekemättä, ja sen
sijaan lisätä suosittujen käyttäjien viestit heidän seuraajiensa aikajanoihin vasta
siinä vaiheessa, kun aikajanoja generoidaan näytettäväksi.
3.1.3.8 Huomioita
Twitterin arkkitehtuuri on suunnattu tarkasti tietyn tehtävän suorittamiseen: nii-
den viestien vastaanottamiseen, joita käyttäjän seuraamat käyttäjät lähettävät.
Suuri osa Twitterin arkkitehtuurista rakentuu sen ympärille, että kotisivujen aika-
janat saataisiin päivitettyä tehokkaasti ja reaaliaikaisesti. Tämä johtaa kuitenkin
tiettyihin rajoitteisiin sen suhteen, miten Twitteriä on mahdollista käyttää. Jois-
sain tilanteissa voisi olla kätevämpää seurata tiettyjä aihetunnisteita kuin tiettyjä
ihmisiä. Tämä ei kuitenkaan onnistu muuten, kuin etsimällä kyseisiä aihetunnis-
teita hakutoiminnon avulla. Aikajanojen reaaliaikainen päivittäminen olisi toden-
näköisesti monimutkaisempaa, jos käyttäjien olisi mahdollista seurata myös aihe-
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tunnisteita. Erittäin suosittuja käyttäjiä on Twitterissä suhteellisen pieni määrä.
Erittäin suosittuja aihetunnisteita saattaisi kuitenkin olla hyvin paljon suurempi
määrä.
Twitter asettaa myös joitain muita rajoitteita. Lähetettyjä viestejä ei ole esi-
merkiksi mahdollista muokata jälkikäteen. Twitter eroaa tämän osalta esimerkiksi
perinteisistä keskustelufoorumeista, joissa viestien muokkaaminen jälkikäteen on
yleisesti mahdollista. Toisaalta Twitter toimii tältä osin vastaavaan tapaan kuin
tekstiviestien lähetys kännykällä tai sähköpostiviestien lähettäminen tietokoneel-
la toimii. Ja tämä on osaltaan myös luonnollista, koska yksi tapa lähettää viestejä
Twitteriin on tekstiviestin lähettäminen Twitterin tarjoamaan puhelinnumeroon.
3.2 Reddit
3.2.1 Yleinen kuvaus
Reddit on linkkien, uutisten ja keskusteluiden jakamiseen suuntautunut sosiaa-
lisen median palvelu. Redditissä on mahdollista julkaista tekstimuotoisia vies-
tejä. Viestit voivat olla WWW-linkkejä toisille sivustoille (usein kuvalinkkejä)
tai tekstimuotoisia viestejä. Viestin julkaiseminen muodostaa uuden viestiketjun
(thread). Viestiketjussa muut käyttäjät voivat kommentoida (comment) alkupe-
räisen viestin sisältöä. Viestiketjujen sekä viestiketjuissa esiintyvien kommenttien
vieressä näkyy aina plus- ja miinusäänestyspainikkeet (up/down voting). Kukin
käyttäjä voi äänestää kutakin viestiketjua ja kommenttia yhden kerran, joko li-
säten (up vote) tai vähentäen (down vote) viestiketjulta tai kommentilta yhden
pisteen. Pisteistä käytetään yleisesti nimitystä karmapiste (karma point).
Viestit ja viestiketjut julkaistaan aina tietyllä ennalta luodulla aihealueella.
Aihealueista Reddit käyttää nimitystä subreddit. Viestiketjua ei luomisen jälkeen
voi siirtää aihealueelta toiselle. Aihealue on tietyllä tapaa samantapainen kuin
Twitterin aihetunniste. Se liittää viestin tiettyyn aiheeseen. Reddit käyttää ai-
healueista myös nimitystä yhteisö (community), koska aihealueet keräävät usein
juuri jostain tietystä aiheesta kiinnostuneita ihmisiä yhteen. Erona Twitterin ai-
hetunnisteisiin on kuitenkin se, että toisin kuin Twitterissä, Redditin aihealueen
tulee olla etukäteen perustettu.
Redditissä ei ole mahdollista seurata yksittäisiä käyttäjiä, vaan käyttäjät seu-
raavat aihealueita. Reddit sallii kuitenkin toisten käyttäjien merkkaamisen ystä-
viksi, minkä jälkeen näiden käyttäjien avaamia viestiketjuja ja kommentteja on
helpompi seurata.
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Redditin etusivulla näytetään viestiketjut niiltä aihealueilta, joita käyttäjä
seuraa. Oletuksena uudet käyttäjät seuraavat muutamaa kymmentä oletusaihea-
luetta. Lisäksi jokaisella aihealueella on oma etusivunsa, jolla näytetään vain ky-
seisen aihealueen sisältämiä viestiketjuja.
Yksittäisen aihealueen seuraamisen sijaan Redditissä on mahdollista luoda
myös listoja, joiden avulla on mahdollista luoda uusia "etusivuja", joissa näyte-
tään viestiketjuja kaikista listaan liitetyistä aihealueista. Reddit käyttää näistä
käyttäjien luomista listoista nimeä Multireddit. [Goodman, 2013]
Mielenkiintoisesti Redditin aihealueen seuraaminen muistuttaa melko lähei-
sesti käyttäjän seuraamista Twitterissä. Vastaavasti Redditin listat muistuttavat
monella tapaa Twitterin listoja. Suurimpana erona on se, että toisin kuin Twit-
terissä, Redditissä seurataan käyttäjien sijaan aihealueita.
Redditin etusivulla sekä kullakin aihealueella on mahdollista lajitella viestiket-
jut muutamilla eri tavoilla. Yksi vaihtoehto on seurata uusimpia (new-lajittelu)
aihealueelle lisättyjä viestiketjuja. Toinen yleinen tapa on seurata suosittuja vies-
tiketjuja (hot-lajittelu). Hot-lajittelu huomioi viestiketjun sijainnissa viestiket-
jun iän (suosien uudempia ketjuja), annettujen karmapisteiden kokonaismäärän
(plus- sekä miinuspisteet) sekä plus- ja miinuspisteiden välisen suhteen.
Käyttäjän julkaisemien viestiketjujen ja kommenttien perusteella kullekin käyt-
täjälle määritellään käyttäjäkohtaiset karmapisteet. Käyttäjäkohtaiset karmapis-
teet kertovat käyttäjän aktiivisuudesta sekä siitä, miten muut käyttäjät ovat rea-
goineet käyttäjän viestiketjuihin sekä kommentteihin. Käyttäjäkohtaiset karma-
pisteet määrittelevät käyttäjän mainetta samantapaisesti kuin Twitterissä seu-
raajien lukumäärä.
3.2.2 Laadulliset vaatimukset
Vuoden 2015 huhtikuussa Reddit keräsi noin 169 miljoonaa uniikkia kävijää sivus-
tolleen. Aktiivisia aihealueita Reddit listasi toukokuun 2015 alussa hieman vajaat
9500 kappaletta. [Reddit, 2015a] Aktiivisiksi aihealueiksi Reddit laskee ne aihea-
lueet, joille on edellisen päivän aikana lisätty vähintään viisi uutta viestiketjua
tai kommenttia [Goodman, 2014].
Yksittäisiä sivun katselukertoja tapahtui vuoden 2015 huhtikuussa hieman
reilut 7,5 miljardia kappaletta. Plus- ja miinuspisteitä käyttäjät jakoivat tuona
aikana kaikkiaan hieman vajaat 25 miljoonaa kappaletta. [Reddit, 2015a]
Redditiin tallennettiin vuonna 2013 hieman yli 40 miljoonaa viestiketjua, 404
miljoonaa kommenttia, sekä kaikkineen 6,7 miljardia plus- ja miinuspistettä. Si-
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vujen katselukertoja Reddit keräsi 56 miljardia kappaletta vuonna 2013. [Martin,
2013]
3.2.3 Arkkitehtuuri
Redditissä pyynnön käsittely haarautuu ylimmällä tasolla kolmeen eri haaraan.
Haarautuminen tapahtuu sen mukaan, minkälainen pyyntö on kyseessä. Kuvas-
sa 3.6 esitetään tätä tietovuota Huﬀmanin ja Williamsin [2014] kuvauksen poh-
jalta. Mikäli pyynnön suorittaa sisäänkirjautumaton käyttäjä, palautetaan vas-
taus pyyntöön kolmannen osapuolen, Akamain [Akamai, 2015], sisällönjakelu-
välimuistista (Content Delivery Network). Tällaisessa tilanteessa pyynnön kä-
sittely ei vaadi sisällön dynaamista generointia, joten pyyntö ei aiheuta kuor-
maa Redditin järjestelmälle. Muu staattinen sisältö, kuten pikkukuvat, CSS-
tyylitiedostot ja JavaScript-tiedostot, tallennetaan ja palautetaan suoraan Amazo-
nin Simple Storage Servicestä (Amazon S3). Edelleen näistä tiedostoista ei muo-
dostu juurikaan kuormaa Redditin järjestelmälle, vaan kuorman hoitaa kolman-
nen osapuolen palvelu. Redditin oma järjestelmä huolehtii sisäänkirjautuneille
käyttäjille näkyvän, dynaamisen sisällön generoimisesta.
Kuva 3.6 Redditin korkean tason tietovuo Huﬀmanin ja Williamsin [2013] mu-
kaan.
Reddit käyttää palvelujensa toteuttamiseen Amazon Elastic Compute -pilveä
(Amazon EC2). Reddit siirtyi käyttämään EC2:ta vuoden 2009 toukokuussa [Ed-
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berg, 2013b]. Harveyn [2014a] mukaan Redditin toiminnasta vastasi vuonna 2014
parhaimmillaan noin 300400 EC2-instanssia (EC2 instance). Tarkkaa tietoa yk-
sittäisten instanssien suorituskyvystä ei ole, mutta Harvey [2014a] listaa Redditin







• 30 muuta palvelinta.
Kuvassa 3.7 kuvataan Redditin tietovuota tilanteessa, jossa järjestelmään kir-
joitetaan dataa. Kuvaus pohjautuu Huﬀmanin ja Williamsin [2014] esitykseen.
Kirjoituspyyntö päätyy ensin kuormantasaukseen. Reddit käyttää sovelluspal-
velimille suuntautuvaan kuormantasaukseen HAProxyä (HighAvailability Proxy)
[Huﬀman & Williams, 2014, Edberg, 2013b]. Kuormantasaukselta pyyntö oh-
jataan sovelluspalvelimille, jotka välittävät päivityksiä suoraan Memcached- se-
kä Cassandra-palvelimille. Välittömien päivitysten lisäksi kirjoituspyynnöstä voi
muodostua prosessointipyyntöjä, jotka tallennetaan viestijonoon.
3.2.3.1 Viestijono
Reddit pyrkii suorittamaan raskaampaa prosessointia vaativat työt viestijonon
kautta. Reddit käyttää RabbitMQ-viestijonoa tähän käyttötarkoitukseen [Red-
dit, 2015b]. Koska käyttäjän lähettämään pyyntöön voidaan lähettää vastaus jo,
ennen kuin kaikkea taustaprosessointia on tehty, kyetään käyttäjän pyyntöön
vastaamaan nopeammin. Viestijonon käyttäminen toimii myös yhtenä kuorman-
tasauksen muotona. Viestien tallentaminen viestijonoon on kevyempi operaatio
kuin itse viestien käsittely. Ruuhkatilanteessa, jossa viestijonossa olevien viestien
määrä alkaa kasvamaan, on mahdollista lisätä viestejä käsittelevien instanssien
lukumäärää tai odottaa ruuhkan helpottamista.
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Kuva 3.7 Redditin tietovuo datan kirjoitustilanteessa Huﬀmanin ja Williamsin
[2014] mukaan.
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Reddit käyttää viestijonoa esimerkiksi plus- ja miinuspisteiden päivittämiseen,
uusien kommenttien käsittelyyn, pikkukuvien (thumbnail) luontiin sekä hakuin-
dekseille tehtävien päivitysten läpivientiin [Harvey, 2012].
Viestien käsittelyyn Reddit käyttää kahta eri tapaa. Redditillä on käytös-
sään EC2-instansseja, jotka purkavat viestijonoa. Näiden instanssien lisäksi Red-
dit käyttää Amazonin Elastic MapReduce -palvelua (Amazon EMR) prosessoin-
niltaan vaativampien töiden suorittamiseen. Tällaisia töitä ovat esimerkiksi Red-
ditin hot-listojen päivitykset. Amazonin Hadoop-pohjainen EMR-palvelu osittaa
suoritettavan työn useille eri instansseille ja kokoaa lopuksi lopputuloksen palve-
lua kutsuneen tahon käytettäväksi. MapReducelta saadut tulokset tallennetaan
edelleen Cassandra-instansseille. [Huﬀman & Williams, 2014]
3.2.3.2 Memcached ja Cassandra
Reddit käyttää sekä avain-arvo-tietokanta Memcachedia että sarakeperhetieto-
kanta Cassandraa välimuisteina, jotta sisältö pystyttäisiin tarjoilemaan käyttä-
jille nopeammin. Reddit lajittelee esimerkiksi aihealuilla näkyviä viestiketjuja
ennalta ja tallentaa näitä listauksia Cassandraan [Huﬀman & Williams, 2014].
Memcached on kuvattu tarkemmin luvussa 5.10.1 ja Cassandra luvussa 5.10.2.
Cassandra mahdollistaa automaattisesti sekä tallennettavan datan sirpaloimi-
sen että replikoimisen eri pilvi-instansseille. Sirpaloimalla datan eri instansseil-
le, kohdistuu yhdelle instanssille pienempi kuorma ja Cassandra-palvelinryppään
suorituskyky on näin mahdollista pitää parempana. Cassandra mahdollistaa myös
uusien instanssien lisäämisen ryppääseen sekä jo järjestelmään tallennetun datan
jakamisen myös näille uusille instansseille.
Lisäksi Reddit käyttää hyväkseen Cassandran Bloom-suodattimia (Bloom ﬁl-
ter) negatiivisten hakujen (negative lookup) suorittamiseen [Edberg, 2013b]. Bloom-
suodattimien avulla voidaan tehokkaasti varmistaa, ettei tietty tietue kuulu tiet-
tyyn etsittyyn joukkoon [Bradberry & Lubow, 2013, 61] Negatiivisia hakuja käy-
tetään esimerkiksi sen selvittämiseen, mitä viestiketjuja tai kommentteja käyttäjä
ei ole vielä äänestänyt.
3.2.3.3 PostgreSQL ja ThingDB
Reddit käyttää relaatiotietokantanaan PostgreSQL:ää. Redditin käyttämä skeema
mahdollistaa avain-arvo-parien tallentamisen tietokantaan. Reddit kutsuu käyttä-
määnsä skeemaa ThingDB -skeemaksi (TDB tai TDB2). Skeemaa koostuu pääosin
kolmesta taulusta. Nämä taulut ovat thing, data ja relation.
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Lähes kaikki Redditissä käytetyt dataobjektit tallennetaan thing-tauluun. Ob-
jekteja ovat esimerkiksi viestiketjut, kommentit, aihealueet ja käyttäjien käyttä-
jäproﬁilit. Thing-taulun rivi sisältää ainoastaan uniikin tunnisteen, plus- ja mii-
nuspisteiden lukumäärät sekä muutaman muun yleisesti käytetyn kentän. Thing-
riviin liittyvät avain-arvo-parit tallennetaan data-tauluun, joka koostuu viittauk-
sesta thing-tauluun sekä avain- ja arvokentistä. Koska thing- ja data-taulut eivät
määrittele mitä niihin tallennetaan, on skeema avoin uusien objektityyppien sekä
niihin liittyvien attribuuttien lisäämiselle.
Thing- ja data-taulujen lisäksi ThingDB-skeemasta löytyy vielä kolmas, re-
lation-niminen, tietokantataulu. Relation-taulun avulla on mahdollista linkittää
eri thing-rivejä toisiinsa. Relation-taulu toimii vastaavaan tapaan kuin thing- ja
data-taulutkin, ja sallii helposti uusien relaatiotyyppien lisäämisen. ThingDB-
skeema on kuvattu tietokantakaaviona kuvassa 3.8. Tietokantakaavio pohjautuu
Edbergin [2013a] ja Harveyn [2014b] kuvaukseen ja sen tarkoituksena on tarjota
mielikuva ThingDB:n skeemasta, ei niinkään kuvata yksityiskohtaisesti kaikkia
skeemasta löytyviä tauluja ja sarakkeita.
Kuva 3.8 Tietokantakaavio Redditin ThingDB:stä.
ThingDB:n tyylinen avain-arvo-parien tallentaminen relaatiotietokantaan ei
sinällään ole uusi keksintö. ThingDB:n skeemaa kutsutaan yleisesti entiteetti-
attribuutti-arvo-skeemaksi (Entity-Attribute-Value schema) [Anhøj, 2003].
ThingDB:n etuihin kuuluu hyvä mahdollisuus eri datatyyppien sirpaloimi-
seen eri tietokantoihin. Reddit käyttää tätä hyväkseen ja vuonna 2013 Redditin
tietokanta oli sirpaloitu neljälle isäntä-orja-kokoonpanossa olevalle PostgreSQL-
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ryppäälle. Kullakin isännällä oli omat tietokantansa, joihin oli tallennettu eri
tyyppisiä dataobjekteja. Kunkin isännän takana oli käytössä yksi tai useampi or-
jainstanssi, joille pyrittiin ohjaamaan lukuoperaatiot. Redditillä oli käytössään
sovelluslogiikkaa, joka pyrki huomaamaan liiallisesti kuormittuneet orjainstanssit
ja joka pyrki käyttämään muita vähemmän kuormittuneita orjainstansseja, jos
tämä oli mahdollista. [Edberg, 2013b]
Isäntä- ja orjainstanssien väliseen replikointiin Reddit käyttää Londistea [Huﬀ-
man & Williams, 2014]. Londiste mahdollistaa asynkronisen replikoinnin isän-
täinstanssilta yhdelle tai useammalle orjainstanssille [PostgreSQL, 2014].
3.2.3.4 Aktiivinen sisältö
Redditissä sisältö menettää arvoaan ajan myötä. Uudemmat viestiketjut arvoste-
taan korkeammalle Redditin lajittelualgoritmeissa ja ne päätyvät siten todennä-
köisemmin eri aihealueiden etusivuille kuin esimerkiksi pari päivän ikäiset viesti-
ketjut.
Koska Redditin aihealueiden etusivuilla näkyvä sisältö on hyvin ajankohtais-
ta ja vain pieni osa käyttäjistä päätyy yleensä vanhemman sisällön pariin, on
Redditissä mahdollista tallentaa aktiivinen data pääosin välimuisteihin. Edberg
[2013a] kuvailee, että suuri osa, jopa 98 % aktiivisesta sisällöstä, on tallennettu
Memcachediin.
Pienentääkseen järjestelmään muodostuvaa kuormitusta Reddit ei salli kom-
menttien lisäämistä tai plus- ja miinuspisteiden antamista viestiketjuihin, jotka
ylittävät tietyn iän [Edberg, 2013b]. Viestiketjut päätyvät tilaan, jossa ainoas-
taan niiden lukeminen on mahdollista. Lisäksi aihealueita ei voi selata loputto-
miin. Aihealueet on jaettu sivuihin, joista jokaisella näkyy 25 viestiketjua. Kunkin
aihealueen osalta käyttäjän tavoitettavissa on ainoastaan ensimmäiset 1000 sivua
[Huﬀman & Williams, 2014].
3.2.3.5 Mediatiedostojen käsittely
Redditille on ominaista, että viestiketjussa on linkki kuva- tai videotiedostoon.
Reddit ei säilö näitä kuva- tai videotiedostoja itse. Sen sijaan Redditin viesti-
ketjut sisältävät aina vain linkin kolmannen osapuolen järjestelmästä löytyvään
kuva- tai videotiedostoon. Tällaisia kolmannen osapuolen palveluja ovat esimer-
kiksi videoidenjakopalvelu Youtube ja kuvienjakopalvelu Imgur.
Vaikkei Reddit säilökään varsinaisia mediatiedostoja itse, säilöö se kuitenkin
mediatiedostoista luomansa pikkukuvat (thumbnail). Reddit käyttää pikkukuvien
29
säilömiseen Amazonin Simple Storage Serviceä (Amazon S3). Redditiä selatessa,
selain noutaa mediatiedostot suoraan S3:sta. [Edberg, 2013b]
3.2.3.6 Hakutoiminto
Hakutoiminnon Reddit on toteuttanut käyttäen Amazonin CloudSearch-palvelua
[Amazon, 2015a]. CloudSearch indeksoi käyttäjiensä osoittaman datan.
CloudSearch skaalaa käyttämiensä pilvi-instanssien määrän ja suorituskyvyn
siten, että se mahdollistaa aina sekä suorituskykyisen indeksoinnin että pienen
viiveen hakupyyntöihin vastatessa. Datamäärän kasvaessa CloudSearch pyrkii
alkuvaiheessa kasvattamaan suorituskykyä siirtämällä datan suorituskykyisem-
mälle pilvi-instanssille. Jos tämä ei riitä, toteuttaa CloudSearch automaattises-
ti hakuindeksin sirpaloinnin useammalle pilvi-instanssille. Hakupyyntöjen mää-
rän kasvaessa, CloudSearch replikoi hakuindeksin useammalle rinnakkaiselle pilvi-
instanssille, vähentäen näin yhteen instanssiin kohdistuvien hakupyyntöjen mää-
rää. [Amazon, 2015b]
3.2.3.7 Muuta
Tietyissä tilanteissa käyttäjän lähettämän pyynnön käsittely ei onnistu. Reddi-
tissä on ollut vuosien varrella yleistä, että käyttäjät ovat aina välillä törmänneet
sivuun, joka toteaa, että sivua ei kyetä palauttamaan, koska sen generoinnissa
kului liian kauan aikaa. Tähän tilanteeseen voidaan päätyä mikäli sovelluspalve-
limilla tapahtuu virhe kyseisen sivun generoinnissa tai mikäli sovelluspalvelimia
edeltävillä palvelimilla huomataan, että pyynnön käsittelyssä kestää liian kauan
[Williams, 2014].
Redditillä on käytössään kokonaan oma joukko palvelimia Googlen palvele-
miseksi. Googlen indeksointibotit pyrkivät indeksoimaan kaiken saatavilla olevan
datan, ja suuri osa tästä datasta on sellaista, ettei se ole enää välimuisteissa. Huﬀ-
man kuvailee Googlen käyttävän sivustoa täysin eri tavoin kuin normaalit käyt-




Wikipedia on yhteisöllinen tietosanakirja, jonka sisältö on Wikipedian käyttä-
jäyhteisön luomaa. Wikipedia kuvaa tavoitteekseen olla suurin, kattavin ja par-
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haiten saatavilla oleva tietosanakirja [Wikipedia, 2014g]. Wikipedia sai alkunsa
vuonna 2001. Wikipedian alkuperäisenä tavoitteena oli nopeuttaa sisällön muo-
dostamista vertaisarvioituun Nupediaan [Wikipedia, 2015a].
Wikipedia rakentuu sivuista (page). Suurin osa Wikipedian sisällöstä koostuu
artikkelisivuista (article). Kunkin artikkelin tehtävänä on tarjota tietosanakir-
jamuotoinen yhteenveto yhdestä tietystä aiheesta. Kukin artikkeli on kirjoitet-
tu tietyllä kielellä (esimerkiksi englanniksi tai suomeksi). Artikkelit luokitellaan
päätasolla kielen mukaan. Esimerkiksi englanniksi kirjoitettu artikkeli on aina osa
englanninkielistä Wikipediaa ja suomeksi kirjoitettu artikkeli on aina osa suomen-
kielistä Wikipediaa. Sama artikkeli ei välttämättä esiinny kaikissa Wikipedian
kieliversioissa. Saman artikkelin eri kieliversiot sisältävät linkit muihin kieliver-
sioihin. Artikkelisivujen lisäksi Wikipediasta löytyy muun muassa käyttäjäsivuja,
ohjesivuja sekä keskustelusivuja.
Sivut kirjoitetaan wikiteksti -nimisellä (wikitext) merkkauskielellä. Wikiteks-
ti mahdollistaa monia eri tapoja, joilla tekstiä voidaan muotoilla, muun muassa
yleiset tekstin lihavointi- ja kursivointitoiminnot. Wikiteksti mahdollistaa myös
kuvien, matemaattisten kaavojen ja esimerkiksi taulukoiden lisäämisen tekstin
sekaan. Wikitekstin sallimat merkkauskäytännöt ovat muodostuneet vuosien var-
rella pikkuhiljaa sen muotoisiksi kuin mitä ne nykyään ovat. Tämän päivän
Wikiteksti-kieltä kuvaillaankin varsin monimutkaiseksi [Brown & Wilson, 2012,
190]. Kielen monimutkaisuuden johdosta Wikitekstin parsiminen ja kääntäminen
selaimen ymmärtämälle HTML-kielelle on yksi Wikipedian haastavimpia toimin-
toja [Brown & Wilson, 2012, 190].
Wikitekstin avulla sivulle on mahdollista myös liittää ennalta määriteltyjä
mallinteita (template). Mallinteet mahdollistavat useilla eri sivuilla esiintyvien
sisältöjen määrittämiseen yhteen paikkaan ja myöhemmin tämän sisällön sisäl-
lyttämisen eri sivuille. Mallinne muodostuu muiden sivujen tapaan wikitekstistä.
Mallinteissa on ollut myös mahdollista käyttää wikitekstin sallimaa ohjelmoin-
tikieltä. Tämä melko rajoitettu ja vaikeaselkoinen ohjelmointikieli on sisältänyt
yleiset ohjelmointikielissä esiintyvät rakenteet, kuten if- ja else-lausekkeet. Mallin-
teille on ollut myös mahdollista välittää parametreja, ja siten ohjata niiden sisäl-
tämän ohjelmakoodin suorittamista. Vuodesta 2013 lähtien Wikipedia on sallinut
Lua-ohjelmointikielen käyttämisen mallinteissaan [Harihareswara, 2013].
Wikipedian sivut sisältävät versiohistorian. Historiasta on mahdollista nähdä
jokaisen sivun osalta tiedot kaikista sivuun kohdistuneista muokkauksista. His-
toria kertoo, kuka muokkauksen on tehnyt, milloin se on tehty sekä sen, miten
sivun osia on muokkauksessa muutettu.
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Wikipediaan on mahdollista sekä luoda uusia artikkeleita että muokata jo
olemassa olevia artikkeleita. Artikkeleiden lisääminen ja muokkaaminen onnis-
tuu joko rekisteröityneenä tai anonyyminä käyttäjänä. Anonyyminä käyttäjänä
toimittaessa Wikipedia tallentaa muokkauksen tehneen käyttäjän IP-osoitteen.
Wikipedian sivut on jaoteltu nimiavaruuksiin (namespaces). Nimiavaruuksien
tehtävänä on erottaa eri aihealueiset sivut toisistaan [Brown & Wilson, 2012,
189]. Artikkelit kuuluvat päänimiavaruuteen (Main-nimiavaruus). Päänimiava-
ruuden lisäksi Wikipedia sisältää nimiavaruudet esimerkiksi käyttäjä- ja ohjesi-
vuja (User- ja Help-nimiavaruudet) varten. Lähes kaikille nimiavaruuksille löytyy
rinnakkainen keskustelunimiavaruus (Talk-nimiavaruus). Rinnakkainen keskuste-
lunimiavaruus tarjoaa paikan, jonka alla Wikipedian käyttäjät voivat keskustella
kustakin Wikipedian sisältämästä sivusta. Kaikkineen eri nimiavaruuksia Wiki-
pediasta löytyy 30 kappaletta [Wikipedia, 2014f]. Kuvassa 3.9 näkyy pää- sekä
käyttäjänimiavaruudet sekä näitä vastaavat keskustelunimiavaruudet.
Kuva 3.9 Kuvaus Wikipedian nimiavaruuksista ja sivuista.
Nimiavaruuksien sisällä sivuja voidaan edelleen jakaa aihealueisiin liittämällä
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sivut kategorioihin (category). Kategoriat löytyvät Category-nimiavaruuden alta.
Sivu on mahdollista liittää tiettyyn kategoriaan lisäämälle sivulle wikiteksti [[Ca-
tegory:XYZ]]. Tämän jälkeen kyseinen sivu listataan automaattisesti kategorian
XYZ listaussivulla. Kategorioilla voi olla myös alikategorioita. Tämä mahdollistaa
sivujen hierarkkisen luokittelun. [Wikipedia, 2014a]
Tekstimuotoisen sisällön lisäksi mediatiedostot, kuten kuvat, videot, ääni-
tallenteet sekä PDF-tiedostot, muodostavat merkittävän lisän moniin artikkelei-
hin. Jokaista Wikipediaan tallennettavaa tiedostoa kohden Wikipediaan muodos-
tuu myös uusi tiedostoa vastaava sivu tiedostonimiavaruuteen (File-nimiavaruus).
Tiedostoa vastaava sivu sisältää tiedot esimerkiksi tiedoston lisääjästä ja tiedos-
ton käyttöoikeuksista. Artikkeleita varten kuvista luodaan pikkukuvat (thumb-
nail) tarpeen mukaan. Wikipediaan on mahdollista myös upottaa mediasisältöä
Wikipedian ulkopuolelta. Esimerkiksi Wikipedian sisarprojekti, Wikimedia Com-
mons, sisältää yli 24 miljoonaa tiedostoa, joita on mahdollista hyödyntää myös
Wikipediassa [Wikimedia, 2015b].
Helpottaakseen sekä ylläpidon kuormaa että parantaakseen artikkelien yhte-
näisyyttä, Wikipedia käyttää botteja toistuvien tehtävien suorittamiseen. Bot-
ti saattaa esimerkiksi saada herätteen, kun Wikipediaan luodaan uusi artikkeli,
ja botti voi tämän herätteen pohjalta tarkistaa, täyttääkö artikkeli Wikipedian
asettamat yleiset laatuvaatimukset. Wikipediassa oli vuoden 2015 alkupuolella
kaikkiaan 160 aktiivista bottia eri tehtävien suorittamiseen [Wikipedia, 2014d].
Yksittäisellä botilla voi olla useita eri tehtäviä, joita sen kuuluu suorittaa [Wi-
kipedia, 2014c]. Botit muodostavat merkittävän osan Wikipediassa tapahtuvista
artikkelien muokkauksista. Englanninkielisen Wikipedian osalta botit ovat suo-
rittaneet kaikkineen kymmeniä miljoonia muokkauksia ja niiden osuus kaikista
muokkauksista englanninkielisessä Wikipediassa on noin 12 prosenttia [Wikipe-
dia, 2014e].
Wikipedia tarjoaa lisäksi WWW-sovelluspalvelun (web service, API), jonka
avulla Wikipedian toimintoja voidaan hyödyntää ohjelmallisesti esimerkiksi edel-
lä kuvattujen bottien toimesta [Wikipedia, 2015c].
Edellä kuvattujen toimintojen lisäksi Wikipediasta löytyy useita verkkosivuil-
la yleisesti esiintyviä toimintoja, kuten esimerkiksi hakutoiminto, jonka avulla
voidaan etsiä tiettyjä avainsanoja sisältäviä artikkeleita, sekä ATOM- ja RSS-
syötteet, joiden avulla on mahdollista seurata esimerkiksi uusien sivujen luontia
sekä artikkeleihin tehtyjä muutoksia. Näiden lisäksi Wikipediasta löytyy vielä




Wikipedia eroaa olennaisesti monista muista sosiaalisen median palveluista sillä,
että sen toiminnan takana on voittoa tavoittelematonWikimedia Foundation. Wi-
kipedia kerää rahoituksensa kaikkiin kuluihinsa lahjoituksina. Wikipedia ei näytä
sivustollaan mainoksia, eikä se kerää rahaa sijoittajilta. Tämän kaiken takana on
Wikipedian tavoite turvata oma itsenäisyytensä sekä riippumattomuutensa. Tä-
mä tarkoittaa sitä, että käytännössä Wikipedialla on selvästi rajoitetumpi määrä
varoja käytettävissä infrastruktuuriinsa kuin monilla muilla vastaavan kokoluo-
kan sivustoilla.
Vuonna 2014 Wikipedia-palvelun taustalla oli kaikkineen vain noin 1000 pal-
velinta [Liambotis, 2014] ja reilut 200 työntekijää [Wikipedia, 2015d]. Vertai-
lun vuoksi vastaavantapaisen määrän kuukausittaisia sivunkatselukertoja keräävä
Facebook käyttää palvelunsa ylläpitämiseen ja kehittämiseen arvioiden mukaan
toistasataatuhatta palvelinta [Higginbotham & Kern, 2013, Gruener, 2012]. Vas-
taavasti vuonna 2015 Facebookin palkkalistalla oli yli 8300 työntekijää [Facebook,
2015a].
Lisäksi Wikipedia eroaa esimerkiksi Redditistä ja monista muista toimijois-
ta sillä, että Wikipedia toimii Wikimedia Foundationin itse omistamissa data-
keskuksissa. Wikipedia ei käytä ulkopuolisia pilvipalvelutarjoajia, toisin kuin esi-
merkiksi Reddit. Perusteena tähän on jälleen tarve toiminnan itsenäisyydelle sekä
riippumattomuudelle.
Lisäksi Wikipedia pyrkii olemaan hyvin avoin toimintansa suhteen. Wikipe-
dian käyttämät ohjelmistokomponentit ovat avointa lähdekoodia. Samoin Wiki-
pedian infrastruktuuri on kuvattu suhteellisen avoimesti [Liambotis, 2014].
Vuonna 2013 koko Wikipedia keräsi noin 7300 katselukertaa per sekunti.
EnglanninkielinenWikipedia kattoi näistä katselukerroista lähes puolet, noin 3500
katselukertaa per sekunti. [Wikimedia, 2015a] Vuonna 2014 Wikipedian arvioitiin
keränneen kaikkineen noin 400 miljoonaa uniikkia kävijää joka kuukausi. HTTP-
pyyntöjä Wikipedian arvioitiin käsitelleen noin 100000 kappaletta joka sekunti.
[Mediawiki, 2015b] HTTP-pyyntöjen määrä vaikuttaa noin kymmenkertaiselta
varsinaisiin katselukertoihin verrattuna. Tämä selittynee sillä, että yhden sivun
esittämistä varten on yleensä tarve tehdä useampi HTTP-palvelupyyntö tyyli-
tiedostojen, JavaScript-lähdetiedostojen sekä kuvien noutamisen takia. Korkeim-
millaan Wikipedia vastasi noin 190000 HTTP-pyyntöön sekunnissa [Liambotis,
2014].
Wikipedia koostuu eri kieliversioista. Esimerkiksi englanninkielinen Wikipedia
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löytyy WWW-osoitteesta http://en.wikipedia.org/, kun taas esimerkiksi ruotsin-
kielinen Wikipedia sijaitsee osoitteessa http://sv.wikipedia.org/. Kaikkineen eri
kieliversiota oli vuoden 2015 alkupuolella 288 kappaletta. Kahdessatoista näis-
tä kieliversioissa oli yli miljoona artikkelia. Viisikymmentä seuraavaksi suurinta
kieliversiota sisälsivät nekin kukin yli satatuhatta artikkelia. Toisaalta viisikym-
mentä pienintä kieliversiota sisälsivät vuoden 2015 alkupuolella kukin alle tuhat
artikkelia. [Wikipedia, 2014b]
Kaikkineen eri kieliversioihin on tallennettu yli 34 miljoonaa artikkelia. Mikäli
mukaan lasketaan myös muut kuin pelkät artikkelisivut (esimerkiksi keskustelusi-
vut), sisältävät eri kieliversiot kaikkineen yli 128 miljoonaa sivua. Muokkauksia
Wikipediaan on tallennettu kaikkineen lähes 2 miljardia kappaletta. [Wikipedia,
2014b]
Suosituin kieliversio, englanninkielinenWikipedia, sisälsi syyskuussa 2014 noin
4,7 miljoonaa artikkelia. Näitä artikkeleita oli ajan saatossa muokattu yhteensä
yli 744 miljoonaa kertaa. Katselukertoja englanninkielisen Wikipedian sivuille
kertyi 8,7 miljoonaa kappaletta tunnissa. [Wikipedia, 2014h, Wikimedia, 2015d]
Vertailun vuoksi, suomenkielisestä Wikipediasta artikkeleita löytyi syyskuussa
2014 hieman yli 356 tuhatta kappaletta ja katselukertoja per tunti oli hieman va-
jaat 72 tuhatta kappaletta [Wikimedia, 2015d]. Erot sekä artikkelimäärissä että
sivujen katselukerroissa voivat siis olla yli satakertaiset eri kieliversioiden välillä.
Englanninkieliseen Wikipediaan luotiin vuosina 20132014 noin 800 uutta
artikkelia joka päivä. Muokkauksia englanninkielinen Wikipedia keräsi vuosina
20132014 joka kuukausi 2,84,8 miljoonaa kappaletta. [Wikimedia, 2015e]
Tekstimuotoisten sivujen ohella Wikipediaan tallennetaan mediatiedostoja,
kuten kuva-, ääni- ja videotiedostoja. Vuonna 2014 Wikipediaan oli tallennettu 30
miljoonaa tiedostoa sekä 320 miljoonaa näistä generoitua pikkukuvaa (thumbnail)
[Liambotis, 2014].
Yllä esitetyistä numeroista nähdään, että Wikipediassa, kuten Twitterissä ja
Redditissäkin, tapahtuu merkittävästi enemmän luku- kuin kirjoitusoperaatioita.
Vastaavaan tapaan kuin Twitterin ja Redditin kohdalla, myös Wikipediassa suo-
rituskyvyn optimointi on painottunut erityisesti lukuoperaatioiden suorituskyvyn
optimointiin.
3.3.3 Arkkitehtuuri
Wikipedian ensimmäinen versio käytti Perl-pohjaista UseModWikiä alustanaan.
Wikipediaa ajettiin alkuvaiheessa yhdellä palvelimella ja UseModWikin tieto-
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kanta oli tiedostopohjainen. UseModWikin rajoitteet tulivat kuitenkin nopeas-
ti vastaan sivuston suosion kasvettua ja Wikipedian kehitystiimi siirtyi käyttä-
mään heidän itse kehittämäänsä PHP-skriptiä vuoden 2002 alkupuolella. Tätä
PHP-skriptiä jatkokehitettiin vuosien varrella ja siitä syntyi lopulta avoimen läh-
dekoodin Mediawiki-niminen ohjelmisto, joka on tarkasti räätälöity vastaamaan
Wikipedian tarpeisiin. [Brown & Wilson, 2012, 180] Tämän päivän Wikipedia
rakentuu MediaWiki-ohjelmiston ympärille.
Arkkitehtuurin kuvaus pohjautuuWikipedian infrastruktuurista vastanneiden
Ryan Lanen [2011], Aaron Schulzin [2014] sekä Faidon Liambotisin [2014] esi-
telmiin Wikipedian toiminnasta sekä arkkitehtuurista. Lisäksi kuvaus pohjautuu
Wikipedian itsensä julkisesti ylläpitämään dokumentaatioon, joka löytyy WWW-
osoitteesta: https://wikitech.wikimedia.org/wiki/Main_Page.
3.3.3.1 Kuormantasaus
Ensimmäinen askel Wikipedialle lähtevän pyynnön käsittelyssä on nimikysely-
pyyntö (domain name server query) nimipalvelimelle (domain name server), jo-
ka kertoo, mihin IP-osoitteeseen HTTP-palvelupyyntö pitäisi lähettää. Wiki-
pedia suorittaa ensimmäisen askeleen kuormantasauksessa tällä tasolla [Liam-
botis, 2014]. Wikipedialla on käytössään kolme auktoritatiivista nimipalvelinta
(authoritative name server), joiden avulla nimikyselypyynnöt käsitellään [Wiki-
tech, 2014a]. Nimipalvelimilla on käytössä gdnsd -niminen ohjelmisto, joka yh-
dessä geoip-lisäosan kanssa muodostaa nimikyselypyynnöille vastaukset sen mu-
kaan, miltä maantieteelliseltä alueelta pyynnöt ovat peräisin [Liambotis, 2014,
Wikitech, 2014a]. Varsinaiset HTTP-palvelupyynnöt pyritään ohjaamaan maan-
tieteellisesti lähimmälle datakeskukselle, jotta pyyntö kyettäisiin käsittelemään
mahdollisimman nopeasti.
Vuoden 2014 lopulla Wikipedialla oli käytössä kaikkiaan viisi eri sijaintia pal-
velinryppäilleen. Wikipedia käyttää palvelinryppäistään nimiä eqiad, codfw, ulsfo,
esams ja knams. Näistä kolmen ensimmäistä on fyysiseltä sijainniltaan USA:ssa
ja loput kaksi Amsterdamissa, Hollannissa. [Liambotis, 2014] Eqiad -ryppään vas-
tuulla on Wikipedian primääritoiminnot, kuten MediaWiki-ohjelmiston suorit-
taminen, hakupalvelujen tuottaminen ja muut Wikipedian tarjoamat palvelut.
Codfw-rypäs tarjoaa samoja palveluja kuin eqiad-rypäskin, ja toimii sen ohella
eqiadin korvaajana mahdollisissa vikatilanteissa. Ulsfo- sekä esams-ryppäät toimi-
vat välimuisteina. Knamsin ainoana tehtävänä on verkkoyhteyksien tarjoaminen
esams-ryppäälle. [Wikimedia, 2014]
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Datakeskuksessa pyyntö päätyy LVS-DR-kuormantasaajalle (Linux Virtual
Server Direct Routing) [Wikitech, 2014d]. LVS-DR-kuormantasauksessa pyyntö
saapuu ensin reitittimelle, josta se ohjautuu ohjaajapalvelimelle (Director). Oh-
jaajapalvelin valitsee taustalla olevasta palvelinryppäästä yhden oikean palveli-
men (real server), jolle se ohjaa pyynnön käsiteltäväksi. Oikea palvelin käsittelee
pyynnön ja palauttaa pyynnön suoraan asiakkaalle, sivuuttaen ohjaajapalveli-
men. [Kopper, 2005] Pyynnön käsittelyä on kuvattu kuvassa 3.10.
Kuva 3.10 Pyynnön käsittely LVS-DR-kuormantasauksella.
3.3.3.2 Pyynnön käsittely ja datan tallennus
Wikipedia käyttää Varnish-ohjelmistoa edustapalvelimillaan (reverse proxy). Var-
nish-palvelimet toimivat HTTP-välimuisteina (caching HTTP reverse proxy). LVS-
DR välittää pyynnön ensin Varnish frontend -palvelimelle yksinkertaisella kierto-
vuorottelualgoritmilla (round robin algorithm). Varnish frontend -palvelin muo-
dostaa pyynnöstä johdonmukaisen hajautusarvon (consistent hash, kuvattu lu-
vussa 5.4.1). Johdonmukaisen hajautusarvon perusteella valitaan Varnish bac-
kend -palvelin, jolta pyynnössä etsitty data parhaassa tapauksessa löytyy. Mikä-
li Varnish backend -palvelin ei sisällä haettua dataa, ohjataan pyyntö edelleen
sovelluspalvelimille. [Wikitech, 2014c, Liambotis, 2014] Edustapalvelinten kuor-
mantasausta on kuvattu kuvassa 3.11.
Mikäli haettua sivua ei löydy edustapalvelimen välimuistista, on se tarve ge-
neroida. Sivujen generointi tapahtuu MediaWiki-ohjelmiston avulla.
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Kuva 3.11 Varnish-edustapalvelinten kuormantasaus.
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MediaWiki-ohjelmisto vaatii taustalleen relaatiotietokannan, johon se tallen-
taa wikiin tallennetun datan. Wikipedia käyttää primäärinä datasäilönään (pri-
mary datastore) MySQL-taustaista MariaDB:tä. Jokainen Wikipedian kieliver-
sio sijaitsee omassa tietokannassaan [Lane, 2011]. Wikipedian primääri datasäi-
lö on sirpaloitu seitsemään eri tietokantapalvelinryppääseen. Yhden Wikipedia-
kieliversion koko tietokanta sijaitsee aina yhdessä tietokantapalvelinryppäässä.
[Liambotis, 2014] Tämänkaltaisella sirpaloimisella voidaan esimerkiksi estää englan-
ninkieliseen Wikipediaan kohdistuvaa kuormitusta aiheuttamasta vahinkoa mui-
den kieliversioiden Wikipedioille. Kukin rypäs muodostuu 611 palvelimen isäntä-
orja-kokoonpanosta. Konﬁguraatiossa yksi palvelin toimii isäntänä ja loput orjina.
[Liambotis, 2014] Isäntä-orja-kokoonpanon toimintatapaa on kuvattu tarkemmin
luvussa 5.7.
Primäärin datasäilön ohella Wikipedialla on toinen joukko relaatiotietokanta-
palvelimia, joista se käyttää nimitystä external storage (ES). Wikipedia käyttää
external storagea wikitekstien tallentamiseen [Wikitech, 2014b] [Brown &Wilson,
2012, 184]. External storage on sirpaloitu datan iän mukaan. External storage
koostuu useasta isäntä-orja-kokoonpanossa olevasta tietokantaryppäästä. Kukin
rypäs koostuu yhdestä isäntäpalvelimesta sekä pääosin kahdesta orjapalvelimes-
ta [Schultz, 2014]. Kaikki muut paitsi viimeisimpänä käyttöön lisätty rypäs ovat
tilassa, jossa niiltä voidaan ainoastaan lukea dataa. Kirjoitukset suoritetaan vii-
meisimpänä lisätyn ryppään isäntäpalvelimelle. Lisäämällä tietyin väliajoin uu-
den ryppään käyttöön, Wikipedia kykenee sirpaloimaan tietokannan datan iän
mukaan. [Wikitech, 2014b] MediaWikin taustalta löytyvät datasäilöt on kuvattu
kuvassa 3.12.
Kuva 3.12 Wikipedian käyttämät relaatiotietokantapohjaiset datasäilöt.
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Kuormantasauksen ja isäntä-orja-kokoonpanojen ohella tämän päivän Wiki-
pedia käyttää erityisesti eri välimuistiratkaisuja kyetäkseen palvelemaan kaikkia
käyttäjiään rajallisilla resursseillaan. MediaWiki-ohjelmisto on kykenevä hyödyn-
tämään erilaisia välimuistiratkaisuja. [Mediawiki, 2015a] Wikipedia käyttää tätä
hyväkseen ja käyttää MediaWiki-ohjelmiston taustalla välimuistina Memcache-
dia [Liambotis, 2014]. MediaWiki-ohjelmisto tallentaa Memcachediin objekteja,
joita se on muodostanut tietokantahakujen pohjalta. Välimuistin tavoitteena on
tallentaa usein tarvittuja objekteja, ja siten pienentää sekä taustalla oleviin tie-
tokantoihin että itse MediaWiki-palvelimiin kohdistuvaa kuormaa.
Memcached toimii täysin keskusmuistin varassa. Ollakseen kykenevä toipu-
maan mahdollisista virhetilanteista paremmin, Memcachedin sisältämiä objekte-
ja varastoidaan myös erilliseen tietokantapalvelinryppääseen. [Schultz, 2014]
Memcachedin ohella Wikipedia käyttää Redistä. Wikipedia tallentaa Redis-
instansseille muun muassa MediaWiki-ohjelmiston työjonot (job queue). Lisäksi
Wikipedia tallentaa Redikseen esimerkiksi käyttäjien istuntotiedot sekä järjestel-
män generoimat lokiviestit [Schultz, 2014, Wikitech, 2014g].
Wikipedia käyttää MediaWiki-ohjelmiston taustalla siis kaikkineen viittä eri
datasäilöä. Nämä säilöt on kuvattu kuvassa 3.13.
Kuva 3.13Wikipedian käyttämät relaatiotietokantapohjaiset sekä muistinvarai-
set datasäilöt.
MediaWiki-ohjelmisto itsessään on melko monoliittinen. Varsinkin aiemmin se
on pyrkinyt suorittamaan itsenäisesti kaikki Wikipedian kannalta tarpeelliset teh-
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tävät. Tämä tilanne on kuitenkin jonkin verran muuttunut, ja Wikipedia käyttää
tätä nykyä esimerkiksi wikitekstin HTML:ksi muuntamiseen erillistä, Parsoid-
nimistä, www-sovelluspalvelua [Wikitech, 2015]. Wikitekstin parsiminen on mo-
nimutkainen ja raskas operaatio. Pitkien ja monimutkaisten artikkelien osalta
yksi muuntokerta wikitekstistä HTML:ksi voi viedä useita kymmeniä sekunte-
ja [Wicke, 2013], joten tällaisen raskaan ja hitaan palvelun siirtäminen muista
toiminnoista erilleen on ollut luonnollista.
3.3.3.3 Mediatiedostojen käsittely
Relaatiotietokantojen sekä muistinvaraisten avain-arvo-säilöjen lisäksi Wikipedia
käyttää erillistä OpenStack Swift -järjestelmää (myöhemmin vain Swift) Wikipe-
diaan tallennettujen mediatiedostojen säilömiseen. [Wikitech, 2014f] Swift kuvaa
itseään hajautetuksi, lopulta yhtäpitäväksi (eventually consistent) objektisäilök-
si. Myös Swift on MediaWiki-ohjelmiston tavoin sekä LVS-DR-kuormantasauksen
että Varnish-edustapalvelinten takana [Wikitech, 2014f].
Järjestelmän luotettavuuden kasvattamiseksi jokainen mediatiedosto replikoi-
daan kolmelle Swift-palvelimelle. Tarvittaessa Swift-järjestelmästä on mahdollista
pyytää viimeisin versio mediatiedostosta. Tällöin Swift käy läpi ne kolme palve-
linta, joille kyseinen tiedosto on tallennettu ja palauttaa näistä kaikista ajanta-
saisimman version. [Schultz, 2014]
Wikipedia ei luo alkuperäisistä kuvatiedostoista pikkutiedostoja (thumbnail)
ennalta. Sivuille lisätään linkit pikkutiedostoihin ja pikkutiedostot generoidaan
vasta, kun jokin asiakasohjelma pyytää niitä. Generoinnin jälkeen pikkutiedostot
tallennetaan muiden mediatiedostojen tapaan Swiftiin. [Wikitech, 2014f] Swiftiin
oli vuonna 2014 tallennettu noin 30 miljoonaa alkuperäistiedostoa sekä noin 320
miljoonaa näistä generoitua pikkukuvaa [Liambotis, 2014]
3.3.3.4 Hakutoiminto
Wikipedia käyttää sivujen indeksointiin, ja siten hakupalvelujen tuottamiseen,
ElasticSearchiä [Mediawiki, 2015c]. ElasticSearchin avulla Wikipedialla on käy-
tössään hajautettu sekä reaaliaikaisen hakupalvelu. ElasticSearchin avulla Wiki-
pediassa on mahdollista suorittaa kokotekstihakuja (full text search).
Wikipedia tallentaa ElasticSearchiin pääosin toisistaan erilliset hakuindeksit
kullekin projektilleen. Esimerkiksi englanninkieliselle Wikipedialle on oma ha-
kuindeksinsä. Englanninkielinen Elasticsearch-hakuindeksi oli vuonna 2014 sir-
paloitu kahdellekymmenelle eri palvelimelle. Kunkin palvelimen hakuindeksi oli
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edelleen replikoitu kahdelle muulle palvelimelle. [Schultz, 2014] Englanninkie-
lisen Wikipedian hakutoiminnon taustalla oli siis vuonna 2014 kaikkineen 60
Elasticsearch-instanssia.
3.3.3.5 Muuta
Wikipedia lisää tietyissä tapauksissa artikkeleihin dynaamista sisältöä. Tällais-
ta sisältöä voi olla esimerkiksi bannerit, joilla kannustetaan käyttäjiä tekemään
lahjoituksia Wikipedialle, tai ilmoitetaan ylläpitotoimista. Bannereita ei ole mah-
dollista lisätä suoraan artikkeleihin, koska tällöin kaikki artikkelit pitäisi poistaa
välimuisteista ja kaikki kyseiset artikkelit pitäisi generoida uudelleen, jotta ne
saataisiin takaisin välimuisteihin. Wikipedia käyttää ratkaisuna sivulla esiintyvää
JavaScript-koodia, jonka avulla se kykenee tarvittaessa lisäämään sivulle dynaa-
mista sisältöä. [Schultz, 2014]
Wikipedia käyttää työjonoja pitkäkestoisten töiden eräajotyyppiseen suorit-
tamiseen. Yksi esimerkki pitkäkestoisesta työstä on mallinteen (template) päivit-
täminen. [Schultz, 2014] Mallinteen päivittäminen aiheuttaa sen, että myös kaikki
mallinteen sisällyttävät sivut pitää päivittää. MediaWiki-ohjelmisto luo jokaista
artikkelia kohden yhden eräajotyön työjonoon. [Mediawiki, 2014] Tällaisen päi-
vityksen suorittaminen olisi hankalaa, jos se pitäisi tehdä heti sen jälkeen, kun
käyttäjä on painanut mallinteen tallenna-painiketta ja käyttäjän pitäisi odottaa
muutoksen tallentuvan. Käyttäjäystävällisempi sekä suorituskykyisempi tapa on
siirtää tällainen raskas työ työjonoon ja prosessoida se taustaprosessointina.
MediaWiki-ohjelmisto on kykenevä lähettämään HTCP-pyynnön (Hypertext
Caching Protocol) tilanteessa, jossa sivua päivitetään ja se on tarve poistaa
Varnish-edustapalvelinten välimuisteista. [Wikitech, 2013]
3.3.3.6 Huomioita
Wikipedia näyttää eroavan esimerkiksi Twitteristä yhdellä merkittävällä taval-
la. Twitterin arkkitehtuuri on selkeästi SOA-mallinen. Yksittäiset tehtävät on
jaettu erillisille palveluille. Wikipedian kohdalla tilanne ei kuitenkaan ole tämä.
MediaWiki-ohjelmisto on merkittävä osa koko Wikipediaa ja se muodostaa yh-
den suuren rakennuspalikan, jonka ympärille Wikipedia on lisännyt eri ratkaisuja
suorituskyvyn ylläpitämiseksi.
Toisaalta Wikipediassakin on nähtävissä joitain SOA-arkkitehtuurin piirtei-
tä. Tällaisia ovat esimerkiksi Parsoid- ja Mathoid-palvelut, jotka muuntavat wiki-
tekstiä sekä matemaattisia lausekkeita HTML:ksi sekä SVG:ksi (Scalable Vector
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Graphics). Molemmat palvelut toimivat itsenäisesti, eivätkä pidä sisällään riip-
puvuutta MediaWiki-ohjelmistoon. [Wikitech, 2015, Wikitech, 2014e]
Toisaalta myös MediaWiki-ohjelmisto on hyvin selvästi mukautunut Wikipe-
dian tarpeita vastaavaksi. MediaWiki-ohjelmisto tukee esimerkiksi isäntä-orja-
kokoonpanoja sekä monia eri välimuistiratkaisuja, joiden avulla MediaWikin nor-
maalisti synnyttämää prosessointikuormaa kyetään keventämään.
3.4 Huomioita
Kaikkia kolmea edellä kuvattua palvelua yhdistää tietyt piirteet. Tällaisia piir-
teitä ovat esimerkiksi käyttäjien luoma sisältö, korkea lukuoperaatioiden määrä
suhteessa kirjoitusoperaatioihin sekä sen myötä kaikille yhteiseksi piirteeksi muo-
dostuva välimuistien laajamittainen käyttö.
Twitter Lukuoperaatiot 300000
Kirjoitusoperaatiot 5000
Reddit Sivujen katselukerrat 1774
Uusien viestiketjujen lukumäärä 1,3
Uusien kommenttien lukumäärä 12,8
Annettujen äänien lukumäärä 212,7
Wikipedia (kaikki) Sivujen katselukerrat 7309
HTTP-pyynnöt 100000
Wikipedia (EN) Sivujen katselukerrat 3515
Uudet artikkelit 0,01
Muokkauskerrat 1,2
Taulukko 3.1: Kirjoitus- ja lukuoperaatioiden lukumäärät eri palveluissa vuonna
2013. Lukumäärät on annettu muodossa kappaletta per sekunti.
Taulukkoon 3.1 on listattu Twitterin, Redditin ja Wikipedian osalta luku- ja
kirjoitusoperaatioiden määriä. Luvut eivät ole toisensa kanssa täysin vertailukel-
poisia ja samoin niiden tarkkuus vaihtelee hieman. Luvut on listattu taulukkoon,
jotta edellä kuvattujen palveluiden mittasuhteita ja käyttömalleja olisi helpompi
hahmottaa.
Taulukosta 3.1 näkyy muun muassa, että lukuoperaatioiden määrät ovat Twit-
terissä 60-kertaiset, Redditissä hieman vajaa 10-kertaiset ja englanninkielisessä
43
Wikipediassa peräti lähemmäs 3000-kertaiset verrattuna kirjoitusoperaatioiden
määrään. Kuten edellä on kuvattu, kaikki kolme palvelua ovat täten pyrkineet
optimoimaan ennen kaikkea lukuoperaatioiden suorituskykyä.
Vaikka kaikki kolme palvelua ovat keskittyneet lukuoperaatioiden suoritusky-
vyn optimointiin, on niiden lähestymistavoissa kuitenkin eroja. Redditille ja en-
nen kaikkea Twitterille on tärkeää kyetä näyttämään ajantasaista sisältöä käyttä-
jilleen. Kumpikin palvelu vetoaa käyttäjiinsä nimenomaan sen avulla, että niistä
löytyy jokaisena vuorokauden hetkenä uutta sisältöä. Twitterissä ja Redditissä
käyttäjien palveluun lisäämä sisältö menettää arvoaan ajan hampaissa hyvin no-
peasti. Wikipedian kohdalla tilanne on kuitenkin toinen. Tietosanakirjassa esiin-
tyvät artikkelit eivät menetä iän karttuessa arvoaan, monesti päin vastoin. Wiki-
pediassa artikkelien laatu usein paranee ajan mittaan. Tämä tarkoittaa sitä, että
suuri osa Wikipediaan vuosien varrella karttuneesta sisällöstä on edelleen mie-
lenkiintoista. Wikipedian artikkelit eivät myöskään kärsi kovin siitä, mikäli niistä
puuttuu esimerkiksi muutama minuutti sitten tapahtunut päivitys.
Myös käyttötavoissa ja sisällön löytämisessä on eroja. Redditissä ja Twitte-
rissä käyttäjät seuraavat sisältöä joko toisia käyttäjiä tai aihealueita seuraamal-
la. Wikipedian artikkeleihin käyttäjät saapuvat useammin hakukoneilla tehtyjen
hakujen tai toisista artikkeleista löytyneiden linkkien kautta.
Dynaamisuutensa vuoksi erityisesti Twitter joutuu generoimaan käyttäjien
noutamat aikajanat aina uudelleen. Tämä vaade on johtanut siihen, että Twit-
ter tallentaa välimuisteihin kaiken tarvittavan datan ja pyrkii generoimaan tästä
lopputuloksen mahdollisimman nopeasti. Wikipedian kohdalla tilanne on toinen.
Wikipedia kykenee suorittamaan raskaan sivun generoinnin kerran ja voi sen jäl-
keen jättää sivun ja sen useat välivaiheiset osat useisiin eri välimuisteihin.
Tutkimuskohteina Twitter, Reddit ja Wikipedia ovat tietyiltä osiltaan sa-
manlaisia, tietyiltä osiltaan kovin erilaisia. Samankaltaisuuksia löytyy esimerkik-
si avoimen lähdekoodin käyttämisestä sekä lähdekoodin julkaisemisesta avoimena
lähdekoodina. Wikipedia käyttää toteutuksessaan ainoastaan avointa lähdekoo-
dia ja julkaisee myös kaiken itse tekemänsä ohjelmakoodin avoimena lähdekoo-
dina. Vastaavasti Reddit julkaisee lähes kaiken ohjelmakoodinsa avoimena lähde-
koodina. Myös Twitter seuraa tätä samaa linjaa, mutta pitää monesti pidemmän
viiveen, ennen kuin julkaisee lähdekoodiaan julkisesti.
Kaikki kolme esimerkkitapausta myös kuvaavat arkkitehtuureitaan ainakin
jossain määrin julkisesti. Kaikista avoimmin näin tekee Wikipedia. Vaikka Wiki-
pedia pyrkii olemaan erittäin avoin arkkitehtuurinsa suhteen, on sen tarjoamassa
dokumentaatiossa silti toivomisen varaa. Selvää yhtenäistä arkkitehtuuridoku-
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menttia ei Wikipedian osalta löydy, ja tietojen ajantasaisuus jää paikka paikoin
arvailujen varaan. Lisäksi eri lankojen yhdistely kokonaisuuden hahmottamisek-
si voi viedä enemmän aikaa kuin mitä olisi tarpeen, mikäli dokumentaatio olisi
paremmin muotoiltu.
Vaikkei dokumentaatiotilanne ole Wikipedian kohdalla aivan täydellinen, on
se kuitenkin merkittävästi parempi kuin Twitterin osalta.
Sekä Reddit että Wikipedia tarjoavat asennusohjeet, joiden avulla sekä Reddit-
ohjelmistopaketin että MediaWikin voi pystyttää omalle palvelimelleen. Red-
ditin ohjeet löytyvät osoitteesta: https://github.com/reddit/reddit/wiki/
Install-guide ja MediaWikin asennusohjeet osoitteesta: http://www.mediawiki.
org/wiki/Manual:Installation_guide.
4 Sosiaalisen median ominaispiirteitä
Tässä luvussa kerrataan ja käydään läpi piirteitä, jotka ovat ominaisia sosiaalisen
median palveluille sekä oleellisia skaalautuvuuden näkökulmasta.
4.1 Datan piirteitä
4.1.1 Yleistä
Sosiaalisen median palveluun syötetylle datalle näyttää olevan tyypillistä se, että
sitä lisätään suhteellisen usein, mutta pieniä määriä kerrallaan. Twitterissä 140
merkin rajoite per viesti asettaa syötettävän datan koolle selvän rajan. Redditissä
monet viestiketjut aloitetaan yksittäisellä linkillä toiselle sivustolle, jonka jälkeen
yksittäiset kommentit ovat useimmiten maksimissaan muutamien tekstikappalei-
den mittaisia. Wikipediassa artikkeleille on tyypillistä, että ne voivat olla hieman
pidempiäkin, mutta yksittäinen muokkaus ei usein ole kooltaan kovin suuri. Toi-
saalta kerralla lisättävän datan määrä riippuu tietenkin siitä, minkälainen palvelu
on kyseessä. Edellä kuvattu ei luonnollisesti päde esimerkiksi videoidenjakopal-
velu Youtubeen.
Sosiaalisen median palveluihin tallennetulle datalle on myös ominaista, ettei
se ole välttämättä kovin tärkeää. Mikäli karmapiste katoaa Redditissä tai mikäli
yksittäinen twiitti ei Twitterissä tallennu, ei tämä yleensä aiheuta kenellekään
taloudellisia menetyksiä tai uhkaa kenenkään terveyttä. Yleensä pienet virheet
tai viiveet aiheuttavat lähinnä yksittäisten käyttäjien turhautumista.
Data voidaan karkeasti luokitella kahteen kategoriaan: käyttäjien palvelun
sisällä muodostamaan dataan, johon kuuluvat esimerkiksi sisältö, kommentit ja
relaatiot sekä käyttäjien palveluun lisäämiin mediatiedostoihin, joihin kuuluvat
muun muassa kuva-, ääni- ja videotiedostot.
Sosiaalisen median palveluille on ominaista, että käyttäjät lisäävät palveluun
jatkuvalla syötöllä uutta sisältöä ja toisaalta myös se, että he odottavat pääsevän-
sä käsiksi muiden käyttäjien lisäämään sisältöön hyvin lyhyen ajan sisällä sisällön
lisäämisen jälkeen. Jatkuvasti ja nopeasti päivittyvä sisältö on yksi niistä piirteis-
tä, jotka tekevät sosiaalisen median palveluista sosiaalisen median palveluja.
4.1.2 Datan hakeminen
Monet sosiaalisen median palvelut tarjoavat hakupalvelun, jonka avulla on mah-
dollista etsiä järjestelmään tallennettua dataa. Hakupalvelujen on tarve skaalau-
tua sekä data- että käyttäjämääriin.
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Busch et al. [2012] kuvailevat joitain ominaisuuksia, joita Twitterin hakupal-
velulta vaaditaan, mutta jotka yhtälailla pätevät muihinkin sosiaalisen median
palveluihin:
• Alhainen latenssi ja korkea suorituskyky : Alhainen latenssi on tärkeä, kos-
ka käyttäjät odottavat saavansa hakutulokset nopeasti. Toisaalta hakupal-
velun pitäisi samaan aikaan olla kykenevä suorittamaan hakuja suuresta
datamassasta ja mahdollisesti palvelemaan suurta määrää samanaikaisia
käyttäjiä.
• Kyky indeksoida suuri määrä sisääntulevaa dataa sekä saattaa tämä haku-
palvelun saataville nopeasti : Esimerkiksi Twitterissä sisääntulevien uusien
viestin määrä voi olla hyvinkin suuri, jopa yli satatuhatta viestiä per se-
kunti [Krikorian, 2013]. Tällaiset datamäärät pitää kuitenkin kyetä proses-
soimaan, indeksoimaan sekä saattaa käyttäjien saataville mahdollisimman
nopeasti. Sosiaalisen median palvelut keskittyvät monesti ajankohtaisiin ta-
pahtumiin, joten datan indeksointi ei saa kestää tunteja, päiviä tai viikkoja.
• Kyky suorittaa samanaikaisia luku- sekä kirjoitusoperaatioita: Sosiaaliselle
medialle on tyypillistä jatkuva uuden sisällön muodostuminen. Tämä tar-
koittaa sitä, että hakuindeksejä on tarve kyetä päivittämään koko ajan.
Hakuindeksien täytyy kuitenkin olla myös käytettävissä koko ajan. Niitä ei
voi esimerkiksi lukita jatkuvasti tapahtuvien kirjoitusoperaatioiden ajaksi.
Toisaalta Busch et al. [2012] kuvailevat myös joitain ominaisuuksia, jotka hel-
pottavat hakupalvelun optimointia. Toisin kuin esimerkiksi Google-haun tapai-
sissa WWW-sivustoja indeksoivissa palveluissa, sosiaalisen median palveluissa ei
ole tarvetta miettiä, milloin jotain tiettyä sisältöä on tarve päivittää hakuindek-
siin. Sosiaalisen median palvelu voi syöttää datan hakupalveluunsa sitä mukaa,
kun sitä syntyy tai kun sisältöä päivitetään.
4.1.3 Negatiiviset haut
Monille sosiaalisen median palveluluille on ominaista se, että ne tarjoavat ta-
van pisteyttää muiden käyttäjien lisäämää sisältöä. Esimerkiksi Redditin osalta
toiminta nojaa merkittävästi juuri sisällön pisteyttämisen varaan. Perinteisesti
yksi käyttäjä saa antaa vain yhden pisteen kullekin palvelussa esiintyvälle sisäl-
lölle. Sosiaalisen median palvelulla on siis usein tarve kyetä tunnistamaan, onko
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käyttäjä jo antanut äänensä jollekin tietylle sisällölle vai ei. Naiivi tapa tämän
tiedon tallentamiseen relaatiotietokannassa olisi uuden relaation lisääminen si-
sällön ja käyttäjän välille, sekä uuden tietokantarivin luominen äänen antamisen
yhteydessä. Paremmin tämän tiedon noutamiseen soveltuvat kuitenkin esimerkik-
si Bloom-suodattimet, joiden avulla voidaan tehokkaasti varmistaa, ettei tietue
kuulu tiettyyn etsittyyn joukkoon [Bradberry & Lubow, 2013, 61].
4.2 Käyttäjien piirteitä
4.2.1 Flash crowds
Yksi sosiaalisen median palveluissa esiintyvä haaste, kuten monissa muissakin
WWW-pohjaisissa palveluissa, on kyky vastata tilanteisiin, joissa palvelun käyt-
täjämäärä kasvaa hetkellisesti merkittävästi. Ari et al. [2003] käyttää tällaisista
tilanteista nimitystä ﬂash crowd. Flash crowd on tilanne, jossa palvelun kuormi-
tus saattaa hetkellisesti muuttua kymmen- tai jopa satakertaiseksi.
Yksi esimerkki ﬂash crowd -tilanteesta sattui Twitterin osalta 3.8.2013, kun
Japanin televisiossa esitettiin Laputa: linna taivaalla -animaatioelokuva. Tällöin
Twitterissä julkaistujen viestien määrä nousi hetkellisesti 143199 viestiin per se-
kunti. Tavanomainen viestimäärä oli samana vuonna keskimäärin vain noin 5700
uutta viestiä per sekunti. [Krikorian, 2013]
Toinen esimerkki ﬂash crowd -tilanteesta löytyy esimerkiksi Wikipediasta.
Vuoden 2008 USA:n presidentinvaalien aikaan Sarah Palinia koskeva artikkeli
koki ﬂash crowd -ilmiön. Ilmiö näkyy Erik Zachten julkaisemassa kuvassa 4.1
[Wikimedia, 2015c].
Kuva 4.1 Flash crowd -tilanne englanninkielisessä Wikipediassa vuoden 2008
USA:n presidentinvaalien aikana. Kuvan on julkaissut Erik Zachte.
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Myös Redditin osalta löytyy esimerkki tilanteesta, jossa palvelun kuormi-
tus kasvoi merkittävästi. Tällainen tilanne tapahtui muun muassa vuonna 2012,
kun Yhdysvaltojen presidentti Obama mahdollisti kysymysten kysymisen hänel-
tä Redditin välityksellä. Reddit lisäsi tässä tilanteessa käyttöönsä kaikkineen 60
sovelluspalvelinta lisää. [Reddit, 2012]
4.2.2 Thundering herd
Toinen ﬂash crowdia muistuttava tilanne muodostuu silloin, kun palvelu on ollut
hetken pois toiminnasta teknisen tai muun syyn johdosta. Tässä tilanteessa käyt-
täjät saattavat jäädä odottamaan palvelun palaamista takaisin käyttöön. Palve-
lun palattua takaisin käyttöön saattavat palvelun käyttöönpalaamista odottaneet
käyttäjämassat aiheuttaa palvelun hetkittäisen ylikuormittumisen ja siten ajaa
palvelun takaisin tilaan, jossa se ei ole enää käytettävissä. Erdberg käyttää ter-
miä thundering herd tilanteesta, jossa palvelu palaa takaisin käyttöön ja käyttäjät
rynnivät käyttämään sitä [Edberg, 2013a].
4.3 Muita huomioita
Tutkielmassa käsitellyille sosiaalisen median palveluille on ominaista, että nii-
den käyttäjäkunta on globaalia. Tämä tarkoittaa sitä, että palvelun tulee olla




Tässä tutkielmassa on määritelty sosiaaliselle medialle ominaiseksi piirteeksi se,
että sosiaalisessa mediassa käyttäjät sekä luovat että kuluttavat sisältöä. Tutkiel-
massa on keskitytty sosiaalisen median palveluihin, joilla on suuria käyttäjämää-
riä. Suuret käyttäjämäärät yhdistettynä näiden käyttäjien jatkuvasti palveluun
lisäämään uuteen sisältöön muodostavat sen arkkitehtuurillisen haasteen, johon
tämä tutkielma pyrkii etsimään vastauksia.
Tässä luvussa syvennytään kuvaamaan arkkitehtuurillisia malleja, joita on
käytetty muun muassa luvussa 3 kuvatuissa sosiaalisen median palveluissa. Nä-
mä mallit mahdollistavat skaalautuvuuden sosiaalisen median kehyksessä, mutta
kuvatut mallit eivät sinällään ole uusia tai sosiaaliseen median kehykseen sidot-
tuja.
Skaalautuvuuden perustana näyttää pohjimmiltaan olevan kyky pitää yksit-
täiseen palvelimeen kohdistuva rasitus kohtuullisena, järjestelmään kohdistuvasta
kuormasta riippumatta. Koska järjestelmään kohdistuvaa kuormitusta ei ole mah-
dollista rajata, ja koska yksittäisen palvelimen tehoja ei ole mahdollista kasvat-
taa määräänsä enempää (vertikaalinen skaalautuvuus), näyttää ratkaisukeinoksi
jäävän horisontaalinen skaalautuvuus eli kyky hajauttaa palvelun toiminnoista
aiheutuva kuormitus useille eri palvelimille.
Sosiaalisen median palvelujen käsittelemät datamäärät voidaan mieltää big
data -kategorian alle. Big datalla tarkoitetaan datamääriä, jotka ovat niin suuria,
että niitä on hankala tallentaa, hallinnoida ja analysoida perinteisillä tietokanta-
ratkaisuilla. [Hansmann & Niemeyer, 2014]
Palvelulta vaadittavien piirteiden suhteen tavoitteet voidaan kiteyttää vastaa-
maan Gualtierin [2012] esittämiä tavoitteita, joita kaivataan järjestelmiltä, jotka
käsittelevät big dataa:
• järjestelmän kyky tallentaa data
• järjestelmän kyky prosessoida data
• järjestelmän kyky noutaa ja suorittaa hakuja tallennettuun dataan.
Tutkielmassa läpikäytyjen esimerkkitapausten, Twitterin, Redditin ja Wikipe-
dian, pohjalta on havaittavissa ainakin seuraavat piirteet, joiden avulla palvelut
pyrkivät skaalautumaan:
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• tekniikat kuormituksen hajauttamiseksi ja vähentämiseksi
• laskennan siirtäminen myöhemmäksi
• tietokanta- ja tallennusratkaisujen monimuotoisuus
• datan sirpalointi
• datan replikointi.
Tässä luvussa syvennytään käsittelemään niitä tekniikoita, joiden avulla jär-
jestelmässä tapahtuvaa prosessointia sekä datan tallentamista kyetään sekä ha-
jauttamaan että tehostamaan.
5.2 Palvelupyynnön käsittely
WWW-pohjaisissa palveluissa, kuten Twitterissä, Redditissä ja Wikipediassa, jär-
jestelmään kohdistuva kuorma muodostuu suurelta osin HTTP-palvelupyynnöistä.
Palvelun käyttäjä avaa palvelun sivun selaimessa ja tästä muodostuu joukko
pyyntöjä, joiden avulla selain noutaa sivun sisällön sekä sivuun liittyvät staattiset
resurssit, kuten kuva-, tyyli- ja JavaScript-tiedostot.
Luokitellaan selaimelta tai muulta asiakasohjelmalta palveluun kohdistuvat
pyynnöt seuraavasti: karkealla tasolla pyynnöt jakaantuvat luku- ja kirjoitus-
pyyntöihin, joista edelleen muodostuu palveluun luku- ja kirjoitusoperaatioita.
Lukupyynnöt jakaantuvat edelleen pyyntöihin, joilla noudetaan sisältöä, staat-
tisia resursseja, kuten tyyli- ja JavaScript-tiedostoja tai mediatiedostoja, kuten
kuva- ja äänitiedostoja. Mediatiedostot voivat olla palvelun ulkoasuun kuuluvia
tiedostoja tai käyttäjien palveluun lisäämää sisältöä. Suorien lukuoperaatioiden
ohella palveluun voi kohdistua myös hakupyyntöjä. Hakupyyntöjen pohjalta pal-
velu etsii käyttäjän haluaman sisällön ennen lukuoperaation suorittamista. Lu-
kuoperaation lopputuloksena palvelu palauttaa selaimelle vastauksen, joka sisäl-
tää pyydetyn resurssin.
Edelleen kirjoituspyynnöt voidaan jakaa muutamaan eri vaihtoehtoon. Kirjoi-
tuspyyntöjen avulla palveluun voidaan lisätä sisältöä, päivittää vanhaa sisältöä,
mahdollisesti poistaa sisältöä sekä esimerkiksi päivittää käyttäjätiliin tai käyttä-
jän sosiaaliseen verkostoon liittyviä tietoja. Kirjoitusoperaation myötä palveluun
voidaan tallentaa tekstimuotoista sisältöä tai mediatiedostoja. Kirjoitusoperaatio
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johtaa monissa tapauksissa palvelun sisällä eri operaatioiden suorittamiseen, ku-
ten datan tallentamiseen, hakuindeksien päivittämiseen ja välimuistien päivittä-
miseen. Kirjoitusoperaatio voi johtaa myös eräajotyylisten tehtävien liipaistumi-
seen ja suorittamiseen. Lisäksi esimerkiksi Twitterissä uuden viestin tallentami-
sen myötä Twitterille muodostuu tarve edelleen välittää kyseinen viesti WWW-
sovelluspalvelujensa välityksellä muille, palvelun ulkopuolisille, osapuolille.
HTTP-pyynnöt käsitellään toisistaan riippumattomasti. Pyynnön käsittelyta-
pa riippuu pyynnön laadusta. Esimerkiksi Reddit tarjoilee lukuoperaatioiden osal-
ta sisältönsä Akamain sisällönjakelupalvelua hyödyntäen, mikäli pyynnön suorit-
taa sisäänkirjautumaton käyttäjä. Sisäänkirjautuneiden käyttäjien kohdalla Red-
dit haarauttaa pyynnön käsittelyn sen mukaan, ollaanko noutamassa staattisia
resursseja vai dynaamista sisältöä. Staattisten resurssien osalta pyynnöt ohjautu-
vat sellaisenaan Amazon pilvipalveluvalikoimasta löytyvälle Simple Storage Ser-
vicelle (S3). Dynaaminen sisältö muodostetaan Redditin omien sovelluspalvelin-
ten avulla.
Wikipedia toimii lukupyynnön käsittelyn osalta samankaltaisesti, pyrkien en-
sisijaisesti tarjoamaan sisällön omilta Varnish-edustapalvelimiltaan. Mikäli sisäl-
töä ei näiden palvelinten välimuisteista löydy, jakaantuu pyyntö joko sovellus-
palvelinten suoritettavaksi tai mikäli pyyntö koskee mediatiedostoja, ohjautuu
pyyntö taustalta löytyvälle Swift-mediatiedostovarastolle.
Sisältöä palvelusta noudettaessa pyyntö ohjautuu ensi vaiheessa joko suoraan
palvelun hyödyntämille välimuisteille tai kuormantasauksen kautta sovelluspal-
velimille ja sieltä edelleen eri välimuisti- ja tietokantapalvelimille, sekä muille
palvelun taustalta löytyville palvelimille.
5.3 Kuormantasaus
Ensimmäinen vaihe pyynnön käsittelyssä on pyynnön vastaanottaminen ja pää-
töksen tekeminen siitä, missä ja millä tavoin pyyntö olisi parasta käsitellä. Pyyn-
nöstä riippuen vastaus pyyntöön voidaan noutaa joko välimuistipalvelimilta (edus-
tapalvelimet tai sisällönjakelupalvelimet) tai sovelluspalvelimilta. Ennen pyyn-
nön käsittelyä on kuitenkin kyettävä päättämään, mille palvelussa esiintyvällä
palvelinresurssille pyyntö olisi parasta ohjata. Yksinkertaisimmassa tapauksessa
pyynnöt pyritään ohjaamaan palvelinresursseille esimerkiksi kiertovuorottelual-
goritmia (round robin) hyödyntäen siten, että palveluun kohdistuva kuormitus
jakaantuu palvelimille tasaisesti. Monimutkaisemmissa tapauksissa pyynnön oh-
jaukseen voi kuitenkin vaikuttaa myös muut tekijät, kuten esimerkiksi tietover-
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kossa olevat hetkittäiset viiveet tai jopa sähkön sen hetkinen hinta [Busch et al.,
2012].
Palvelun ollessa globaali ja käyttäjämäärältään riittävän suuri, palvelun toi-
minnot hajautetaan usein maantieteellisesti toisistaan erillään oleviin palvelinkes-
kuksiin. Palvelun toiminnot hajauttamalla on mahdollista saavuttaa etuja esimer-
kiksi luotettavuuden, kustannusten sekä käyttäjille muodostuvien, maantieteelli-
sestä sijainnista aiheutuvien, viiveiden suhteen. Ensimmäinen askel kuormanta-
sauksessa on tällaisessa tapauksessa sopivimman palvelinkeskuksen valitseminen.
Esimerkiksi Wikipedian kohdalla tämä askel on toteutettu Wikipedian itsensä
ylläpitämien nimipalvelimien avulla. Näiden nimipalvelinten avulla nimikysely-
pyynnöille muodostetaan vastaukset, joiden avulla asiakasohjelmistot ohjataan
maantieteellisesti lähimmälle palvelinkeskukselle.
Palvelinkeskuksessa pyynnön käsittelyyn osallistuu edelleen joukko eri resurs-
seja. Pyyntöön saatetaan kyetä muodostamaan vastaus edustapalvelinten vä-
limuistien avulla, tai pyyntö saatetaan joutua ohjaamaan taustalta löytyville
sovellus- ja muille palvelimille.
Pyyntöä ensimmäistä kertaa sovelluspalvelimille ohjatessa, voidaan pyynnön
käsittelyyn yleensä valita mikä tahansa käytettävissä oleva sovelluspalvelin. Algo-
ritmi palvelimen valintaan voi olla tällöin hyvin yksinkertainen. Sekä Reddit että
Wikipedia hyödyntävät sovelluspalvelimen valintaan kiertovuorottelualgoritmia.
Kiertovuorottelualgoritmissa palvelimet on listattu listaan ja pyynnöt ohjataan
järjestyksessä aina edellistä seuraavalle palvelimelle. Listan viimeisen palvelimen
jälkeen siirrytään jälleen listan alkuun.
Mikäli sovelluspalvelimella ylläpidetään tilatietoa käyttäjän istunnosta, voi
olla tarpeellista, että kaikki käyttäjän pyynnöt saadaan ohjattua samalle pal-
velimelle. Redditin käyttämä HAProxy ratkaisee tämän lisäämällä vastaukseen
evästeen, josta löytyy käytetyn sovelluspalvelimen tunniste (sticky session). Se-
lain lähettää evästeen automaattisesti myöhempien pyyntöjen mukana, joten HA-
Proxy kykenee ohjaamaan yksittäisen käyttäjän pyynnön aina yhdelle ja samalle
palvelimelle.
Tutkielmassa tutkituista palveluista Reddit käyttää kuormantasaukseen HA-
Proxy-ohjelmistoa ja Wikipedia LVS-DR:ää, jonka toimintaperiaate on kuvattu
luvussa 3.3.3. Twitterin osalta tarkkoja tietoja kuormantasauksesta ei ole, vaikka
Twitterinkin osalta löytyy viitteitä HAProxyn käytöstä [HAProxy, 2015].
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5.4 Välimuistien käyttäminen
Kaikki kolme tutkittua esimerkkitapausta hyödyntävät eri tasoisia välimuisteja
pienentääkseen sovellus- ja tietokantapalvelimille kohdistuvaa kuormitusta. Väli-
muistin tavoitteeksi muodostuu kyky pitää käsillä sellaista dataa, jota tarvitaan
usein, tai jonka noutaminen tai muodostaminen on järjestelmälle kallista.
Esimerkiksi Twitterin osalta Aniszczyk [2012] tiivistää Twitterin tarpeet vä-
limuisteille kahteen kategoriaan:
1. Muistinvarassa toimivien välimuistien käytöllä Twitter voi poistaa kuormaa
tietokannoilta ja nopeuttaa datan noutoa verrattuna tilanteeseen, jossa data
noudettaisiin kiintolevyiltä.
2. Välimuistien käyttö mahdollistaa prosessointikuormituksen vähentämisen
sallimalla sellaisten objektien väliaikaisen tallentamisen, joiden muodosta-
minen on laskennallisesti kallista.
Välimuisteihin tallennettu data voi olla tietokannasta noukittua dataa tai se
voi olla järjestelmässä suoritetun laskennan erivaiheisia lopputuloksia. Esimerkik-
si Wikipedia tallentaa Varnish-välimuisteihin kokonaisia HTML-muotoisia sivu-
ja sekä mediatiedostoja. Pinnan alla Wikipedia käyttää MediaWiki-ohjelmiston
piirteitä hyväkseen ja käyttää Memcachedia useiden MediaWiki-ohjelmiston tar-
vitsemien objektien tallentamiseen.
Vaikka välimuistien ensisijainen tehtävä on kuorman vähentäminen, voidaan
välimuistien käytöllä saavuttaa myös muita etuja. Välimuistien avulla voidaan esi-
merkiksi mahdollistaa palvelun käytettävyys tilanteessa, jossa järjestelmän sovellus-
tai tietokantapalvelimiin kohdistuu virhe- tai päivitystilanne. Esimerkiksi Reddit
kykenee tarjoamaan staattista sisältöä käyttäjien luettavaksi Akamain sisällönja-
kelupalvelun sekä Memcachedin avulla, vaikka jokin osa Redditin muusta järjes-
telmästä olisikin virhetilassa [Edberg, 2013a].
Välimuistit voidaan edelleen luokitella sen mukaan, lasketaanko niihin arvot
ennalta vai tallentavatko ne prosessoinnin lopputuloksen vasta pyynnön suoritta-
misen jälkeen. Wikipedia näyttää suosivan artikkelien sekä laskennan välitulos-
ten tallentamista vasta siinä vaiheessa, kun niille on tarvetta. Twitter ja Reddit
suosivat välimuistien osittaista täyttämistä jo ennalta. Tämä selittynee osin pal-
velujen eriluonteisilla käyttötavoilla. Esimerkiksi Redditissä suosituimmat osiot
ovat ennalta hyvin tiedossa, ja siten tätä tietoa voidaan helposti käyttää hyväk-
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si palvelun suorituskyvyn kohentamiseen. Vastaavaan tapaan Twitter ylläpitää
välimuisteissa ainoastaan aktiivisiksi katsomiensa käyttäjien aikajanat.
5.4.1 Hajautetut välimuistit
Välimuistien osalta kohdataan sama haaste kuin muidenkin järjestelmään kuu-
luvien palvelinten osalta. Yksittäiselle välimuistipalvelimelle tallennetun datan
määrä ja siten siihen kohdistuva rasitus olisi kyettävä pitämään kohtuullisena.
Lisäksi yksittäiselle välimuistipalvelimelle ei usein ole mahdollista tallentaa kaik-
kea sitä dataa, joka välimuisteihin tahdottaisiin säilöä.
Palvelun tulee siis kyetä tallentamaan eri välimuistipalvelimille toisistaan eril-
liset osajoukot dataa. Tästä seuraa se, että pyyntöä vastaanotettaessa pyyntö tu-
lee kyetä ohjaamaan sille välimuistipalvelimelle, jolta etsitty data todennäköisim-
min löytyy. Kuormantasaus välimuistipalvelimille vaatii siis monimutkaisempaa
lähestymistapaa kuin esimerkiksi sovelluspalvelimille suoritettava kuormantasaus.
Hajautettujen välimuistien (distributed cache) toteuttamiseen on esitetty usei-
ta eri tekniikoita. Malpani et al. [1995] esittivät, että välimuistipalvelimille koh-
distuvat pyynnöt voitaisiin jakaa sattumanvaraisesti eri palvelimille. Mikäli haet-
tua tietuetta ei löytyisi tältä sattumanvaraisesti valitulta palvelimelta, lähettäisi
kyseinen palvelin ryhmälähetyksenä (multicast) kyselyn kaikille muille järjestel-
män välimuistipalvelimille. Mikäli jokin välimuistipalvelin vastaisi pyyntöön so-
pivan aikaikkunan sisällä, noudettaisiin tietue sieltä. Jos vastausta ei saataisi,
noudettaisiin tietue sovellus- tai tietokantapalvelimilta ja tallennettaisiin väli-
muistiin, jotta se löytyisi sieltä seuraavilla hakukerroilla. Muun muassa Karger et
al. [1997] toteavat kuitenkin, että ratkaisu on huono, koska välimuistipalvelinten
määrän kasvaessa ryhmälähetysviestien määrä kasvaa liian suureksi.
Monet esitetyt ratkaisut hajautettujen välimuistien toteuttamiseen tekevät
oletuksen, että eri välimuistien on tarve tavalla tai toiselle tietää, mitä tietuei-
ta muut rinnakkaiset välimuistit sisältävät. Intuitiivisesti tämä tuntuu oikealta
päätelmältä.
Chankhunthod et al. [1996] esittävät ratkaisun, jossa välimuistit muodostavat
puurakenteen. Pyyntö kohdistetaan puun lehtisolmuun. Mikäli lehtisolmulla on
haettu tietue, palauttaa se sen suoraan. Jos lehtisolmulla ei ole haettua tietuetta,
kysyy lehtisolmu tietuetta sisariltaan sekä vanhemmaltaan. Pyyntö jatkaa puussa
rekursiivisesti eteenpäin, kunnes puun juurisolmu saavutetaan ja pyyntö ohjataan
tarpeen vaatiessa tietueen alkuperäiselle lähteelle.
Gadde et al. [1997] esittävät ratkaisun, jossa tieto eri välimuistipalvelimien si-
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sältämistä tietueista tallennettaisiin keskitettyyn hakemistoon. Välimuistiin koh-
distuva pyyntö voitaisiin tässä tapauksessa ohjata mille tahansa välimuistipalve-
limelle. Mikäli kyseiseltä palvelimelta ei löytyisi haettua tietuetta, voisi kyseinen
palvelin kysyä keskitetyltä hakemistolta, mistä tietue löytyy, ja noutaa sen hake-
miston osoittamasta osoitteesta.
Edelleen Fan et al. [2000] ehdottavat toteutusta, jossa kultakin välimuistipal-
velimelta löytyisi yhteenveto tietueista, jotka muilta välimuistipalvelimilta löyty-
vät. Tässä ratkaisussa ei olisi tarvetta lähettää ryhmälähetyskyselyjä tai ylläpitää
keskitettyä hakemistopalvelinta. Toisaalta välimuistipalvelimien olisi silti edelleen
tarpeen kommunikoida keskenään, mitä tietueita miltäkin palvelimelta löytyy.
Paras tilanne olisi kuitenkin se, jossa pyyntö kyettäisiin ohjaamaan oikealle
välimuistille ilman, että välimuistien tarvitsee ylläpitää tietoa toisistaan. Yhden
mahdollisuuden tähän tarjoaa esimerkiksi HAProxy, joka osaa laskea pyydetys-
tä URL-osoitteesta hajautusarvon ja tarjoaa mahdollisuuden ohjata pyyntö tä-
män hajautusarvon pohjalta hajautusarvoa vastaavalle palvelimelle. Oikea palve-
lin löydetään jakamalla hajautusarvo palvelinten painoarvoilla ja ottamalla loppu-
tuloksesta jakojäännös [Tarreau, 2015]. Algoritmi on muotoa hash(URL) mod w,
jossa hajautusarvofunktio hash muuntaa merkkijonon numeeriseksi arvoksi.
Edellä kuvattu naiivi algoritmi aiheuttaa kuitenkin ongelmia, mikäli järjestel-
mään on tarve lisätä uusia välimuistipalvelimia tai poistaa vanhoja. Palvelimen
poistaminen tai uuden lisääminen tarkoittaa edellä kuvatun algoritmin tapauk-
sessa jakajan arvon muuttumista, ja siten sitä, että kunkin välimuistiin tallen-
netun tietueen osalta pitäisi laskea uudelleen, mille palvelimelle tietue kuuluu ja
tarvittaessa siirtää resurssi kyseiselle palvelimelle.
Karger et al. [1997, 1999] ehdottivat 1990-luvun lopulla ratkaisuksi johdon-
mukaisten hajautusarvojen (consistent hashing) käyttöä. Heidän ehdottamassaan
toteutuksessa sekä URL-merkkijonoille että välimuistipalvelimille lasketaan ha-
jautusarvot. Hajautusarvofunktion tulee muuntaa merkkijonot sekä välimuisti-
palvelinten tunnisteet numeerisiksi arvoiksi, jotka ovat välillä [0, 1]. Karger et al.
[1999] kuvaa, että näin saadut numeeriset arvot voidaan mieltää yksikköympy-
rän arvoiksi. Karger et al. [1999] kuvaa edelleen, että palvelimet voidaan asettaa
tämän lasketun arvon pohjalta yksikköympyrän kehälle. Välimuistiin tallennet-
taville tietueille lasketaan vastaavaan tapaan hajautusarvot ja tietueet sijoite-
taan yksikköympyrän kehälle. Tämän jälkeen tietueet tallennetaan lähimmälle
välimuistipalvelimelle, joka löytyy yksikköympyrän kehää myötäpäivään kiertäen
kuvan 5.1 esittämällä tavalla.
Johdonmukaisia hajautusarvoja käytettäessä kunkin palvelimen tallennustila
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Kuva 5.1 Objektien o1, o2, o3, o4 ja o5 jakautuminen palvelimille P1, P2, P3 ja
P4.
voidaan edelleen jakaa useampaan osaan. Karger et al. [1999] esitti alkuperäises-
sä mallissaan, että kukin palvelin osoitetaan yksikköympyrän kaarelle laskemalla
palvelimen tunnisteesta hajautusarvo. Tätä mallia on edelleen mahdollista laa-
jentaa jakamalla kunkin palvelimen käytettävissä oleva tallennustila pienempiin
lohkoihin (virtual node) ja antamalla kullekin lohkolle oman tunnisteensa. Jokai-
nen lohko voidaan edelleen sijoittaa erikseen yksikköympyrän kehälle käyttämällä
esimerkiksi kaavaa hash(palvelimen_tunniste + lohkon_tunniste). Tästä syn-
tyvää lopputulosta on hahmoteltu kuvassa 5.2.
Kuva 5.2 Objektien o1, o2, o3, o4 ja o5 jakautuminen palvelimille P1, P2, P3 ja
P4. Kunkin palvelimen tallennustila on jaettu kolmeen virtuaaliseen lohkoon.
Edellä kuvattua tallennustilan lohkoihin jakamista käytetään esimerkiksi Amazo-
nin pilvipalveluvalikoimasta löytyvässä DynamoDB:ssä [DeCandia et al., 2007]
sekä Memcachedin ja Redisin kaltaisessa avain-arvo-tietokanta Riak:ssa [Riak,
2015b]. DeCandia et al. [2007] kuvailevat tämänkaltaisen lohkomisen eduiksi si-
tä, että palvelinta poistettaessa data jakaantuu tasaisemmin poistettavalta pal-
velimelta muille palvelimille ja vastaavasti uutta palvelinta lisättäessä uusi pal-
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velin pienentää tasaisemmin muiden palvelinten kuormaa. Lisäksi DeCandia et
al. [2007] huomattavat, että lohkomisella mahdollistetaan myös toisistaan suori-
tuskyvyltään eroavien palvelinten käyttäminen. Mikäli palvelin on tehokkaampi,
voidaan sen tallennustila jakaa useampaan lohkoon ja se saa siten automaattisesti
suuremman kuorman vastuulleen.
Tutkituista esimerkkitapauksista kaikki näyttävät päätyneen hyödyntämään
välimuistitoteutuksissaan johdonmukaisia hajautusarvoja tavalla tai toisella. Esi-
merkiksi Wikipedian kohdalla pyynnöt jaetaan Varnish-välimuistipalvelimille kah-
den toisistaan erillisen askeleen kautta. Ensimmäisen askeleen myötä pyyntö vä-
litetään LVS-DR-kuormantasauksen avulla kiertovuorottelualgoritmilla Varnish
frontend -palvelimelle, jonka ainoana tehtävänä on laskea pyynnöstä muodostu-
va hajautusarvo ja siten välittää pyyntö oikealle Varnish backend -palvelimelle,
josta haetun sisällön oletetaan löytyvän.
Tutkituissa tapauksissa on myös ajan saatossa esiintynyt myös joitain köm-
mähdyksiä välimuistitoteutusvalintojen suhteen. Erityisesti Redditin arkkiteh-
tuuri näyttää alkuvaiheilla kompastelleen välimuistitoteutuksensa kanssa. Huﬀ-
man ja Williams [2014] kuvailevat, miten palvelun alkuaikoina jokaisella sovel-
luspalvelimella oli paikallinen (local) välimuisti. Sovelluspalvelimia oli useita, ja
jokainen näistä palvelimista synkronoi tietonsa kaikkien muiden sovelluspalvelin-
ten kanssa Spread-ohjelmistoa [Spread, 2015] käyttäen. Tämä ratkaisu ei luon-
nollisesti ollut skaalautuva, koska jokaisen uuden palvelimen lisääminen kasvatti
verkkoliikenteen määrää.
5.4.2 SSD-kiintolevyt keskusmuistin jatkeena
Keskusmuistin varassa toimivaa välimuistia on mahdollista laajentaa ottamalla
keskusmuistin ohelle käyttöön SSD-pohjaisia kiintolevyjä (Solid State Disk hard
drive). Kiintolevyt ovat kautta historian tarjonneet suuremman tallennuskapasi-
teetin, pienemmin kustannuksin kuin tavallinen keskusmuisti. Perinteiset pyöri-
viin magneettilevyihin pohjautuvat kiintolevyt ovat kuitenkin aina olleet selväs-
ti keskusmuistia hitaampia muun muassa datan haku- ja siirtoaikojen suhteen.
SSD-kiintolevyt muuttavat kuitenkin tätä asetelmaa. SSD-kiintolevyt sallivat se-
kä hyvin pienillä viiveillä suoritettavat datan haut että kyvyn nopeisiin luku- ja
kirjoitusoperaatioihin. Muun muassa Edberg kuvailee, että SSD-kiintolevyt olisi
parempi mieltää hitaaksi keskusmuistiksi kuin tavallisten perinteisten kiintolevy-
jen korvaajiksi [Edberg, 2013b].
Tätä näkemystä tukee myös Twitterin käytössä ollut (mahdollisesti edelleen
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käytössä oleva) ja avoimena lähdekoodina julkaistu Fatcache-ohjelmisto. Fatcac-
hen dokumentaatio [Fatcache, 2013] kuvailee, että vaikka SSD-kiintolevyjen suo-
rituskyky on selvästi keskusmuistia heikompi, tarjoavat ne selkeitä etuja kokon-
sa, hintansa sekä muun muassa sähkönkulutuksensa puolesta. Fatcachen doku-
mentaatio kuvailee, että mikäli käytettävä välimuisti on verkkoyhteyden pääs-
sä, aiheuttaa verkkoyhteys usein SSD-kiintolevyjen suorituskykyä suuremman
pullonkaulan. Tällaisessa tilanteessa erot keskusmuistiin tallentamisen ja SSD-
kiintolevylle tallentamisen välillä kääntyvät SSD-kiintolevylle tallentamisen puo-
lelle. [Fatcache, 2013]
Välimuistikäytön lisäksi SSD-kiintolevyjen avulla on mahdollista parantaa
myös tavallisten tietokantapalvelimien suorituskykyä. Edberg kuvailee SSD-kiin-
tolevyjen käyttöönoton parantaneen merkittävästi Redditin käytössä olleen Post-
greSQL-tietokannan suorituskykyä. [Edberg, 2013b]
5.5 Relaatiotietokannat
Relaatiotietokannat ovat olleet suosittuja välineitä datan tallentamiseen aina 1990-
luvulta lähtien. Relaatiotietokannat ovat tuttuja kehittäjille, ja sekä niiden hyvät
että huonot puolet tunnetaan hyvin. Kaikki kolme tutkittua esimerkkitapausta
käyttävät relaatiotietokantoja hyväkseen. Tutkitaan seuraavaksi, minkälaisia piir-
teitä relaatiotietokannat tarjoavat, ja miten ne vastaavat palvelujen kaipaamiin
skaalautuvuustarpeisiin.
Relaatiotietokantojen yhteydessä puhutaan transaktioista (transaction). Tran-
saktioilla tarkoitetaan relaatiotietokantojen kykyä niputtaa useampi luku- ja/tai
kirjoitusoperaatio yhdeksi nipuksi, ja käsitellä tätä nippua atomisena kokonaisuu-
tena vastaavasti kuin käsiteltäisiin yhtä yksittäistä operaatiota. Relaatiotietokan-
tojen kykyä käsitellä transaktioita atomisesti ja siten pitää tietokanta eheänä ku-
vataan kirjainlyhenteellä ACID, joka muodostuu sanoista atomisuus (Atomicity),
eheys (Consistency), eristyneisyys (Isolation) sekä pysyvyys (Durability). ACID-
piirteet on kuvattu useissa lähteissä. Elmasri ja Navathe [2007, 606] kuvaavat ne
seuraavasti:
• Atomisuus : atomisuudella viitataan siihen, että järjestelmässä suoritettu
transaktio joko tapahtuu kokonaan tai on kokonaan tapahtumatta. Järjes-
telmä siirtyy aina yhdestä eheästä tilasta toiseen, tai on kokonaan siirty-
mättä.
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• Eheys : eheydellä tarkoitetaan esimerkiksi vierasavaimien ja muiden tieto-
kantaan asetettujen rajoitteiden määrittämää eheyttä, ja tietokannan kykyä
pitää tilansa aina eheänä.
• Eristyneisyys : eristyneisyydellä viitataan siihen, ettei transaktion suoritta-
minen saa häiritä muita samaan aikaan järjestelmässä suoritettavia tran-
saktioita.
• Pysyvyys : pysyvyys tarkoittaa sitä, että onnistuneesti suoritetun transak-
tion jälkeen data on kirjoitettu järjestelmään pysyvästi, ja se ei saa sieltä
enää kadota esimerkiksi virran katkeamisen tai muun vastaavan virhetilan-
teen johdosta.
Jotta ACID-piirteet kyettäisiin takaamaan, on tietokantamoottorin käytän-
nössä kyettävä rajoittamaan samanaikaisuutta. Yleisesti käytetty tapa on datan
lukitseminen transaktion keston ajaksi siten, etteivät muut transaktiot kykene
joko lukemaan tai päivittämään kyseistä dataa samanaikaisesti. Lukitseminen ai-
heuttaa usein sen, että eri transaktiot päätyvät odottamaan toistensa lukitsemia
resursseja. Tällaisessa tilanteessa transaktioiden suoritus voi myös päätyä umpi-
kujaan (deadlock). Toistensa kanssa umpikujaan päätyneistä transaktioista osa
täytyy perua, jotta muut transaktiot kyettäisiin suorittamaan loppuun. Peru-
tut transaktiot voidaan suorittaa tämän jälkeen uudelleen. Lukkojen luonteesta
johtuen niitä käytettäessä tietokannan suorituskyky usein hiipuu sitä enemmän,
mitä suurempi kuorma siihen kohdistuu. Skaalautuvuuden näkökulmasta tämä ei
luonnollisesti ole hyvä piirre.
Vaikka ACID-piirteet ovat hyödyllisiä datan eheyden ja oikeellisuuden varmis-
tamisen kannalta, aiheuttavat ne samalla ongelmia suorituskyvyn sekä skaalautu-
vuuden suhteen. Yksinkertaisimmin ACID-piirteet kyetään säilyttämään, mikäli
koko tietokanta sijaitsee yhdellä palvelimella.
Mikäli relaatiotietokanta on tahdottu pitää yhdellä palvelimella, on vaihtoeh-
doiksi suorituskyvyn kohentamiseksi pääosin jääneet palvelimen suorituskyvyn
kohentaminen sekä tehokkaampien levyjärjestelmien käyttäminen. Lisäksi tieto-
kannan dataa on voitu osittaa (partition) levyjärjestelmään siten, että yhden
ison tietokantatiedoston sijaan tietokantaan tallennettua dataa on pilkottu usei-
siin pienempiin tiedostoihin, jotka on edelleen voitu sijoittaa toisistaan erillisille
fyysisille massamuisteille. Vaikka näin on kyetty rakentamaan suorituskykyisiä
ratkaisuja, ei kyseinen malli kuitenkaan tue hyvin esimerkiksi sosiaalisen median
palveluille ominaista jatkuvaa käyttäjä- ja datamäärien kasvua.
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Mikäli kuormaa on haluttu jakaa useammalle tietokantapalvelimelle, on vaih-
toehtoina olleet muun muassa erilaiset rypäsjärjestelmät (cluster system). Rypäs-
järjestelmissä usean palvelimen kokoonpano toimii yhdessä näyttäen käyttäjälle
yhdeltä järjestelmältä. Ryppään tavoitteena on tarjota sen käyttäjälle vastaavat
piirteet, jotka käyttäjä saisi yksittäistä tietokanta käyttäessä, mutta paremmalla
suorituskyvyllä. Rypäsjärjestelmät luokitellaan sen mukaan, toimivatko palveli-
met täysin toisistaan erillään (shared nothing architecture) [Stonebraker, 1986],
onko niiden kesken jaettu massamuistia (shared disk architecture) tai onko niiden
kesken jaettu keskusmuistia (shared memory architecture) [Elmasri & Navathe,
2007, 859].
ACID-piirteet kyetään rypäsjärjestelmissä toteuttamaan hajautettuja tran-
saktioita (distributed transaction) käyttäen. Yhden vaihtoehdon hajautettujen
transaktioiden toteuttamiseen tarjoaa two-phase commit -protokolla (2PC pro-
tocol). 2PC-protokollassa transaktion eteenpäin viemisestä huolehtii erillinen koor-
dinaattori (coordinator), joka varmistaa, että transaktio saadaan joko kokonaan
suoritettua kaikilla siihen osallistuvilla palvelimilla, tai virhetilanteen sattuessa
kokonaan peruttua [Elmasri & Navathe, 2007, 674]. Hajautetun transaktion suo-
rittamiseen on ehdotettu myös muita ratkaisuja, kuten Paxos-algoritmia, jossa
ei ole tarvetta keskitetylle koordinaattorille [Lamport, 2001, Gray & Lamport,
2006]. Tutkittujen esimerkkitapausten osalta ei näy viitteitä rypästietokantajär-
jestelmien käytöstä.
Käytännössä suorituskyky muodostuu usein haasteeksi relaatiotietokantojen
yhteydessä, ja usein suorituskykyä on pyritty kasvattamaan ACID-piirteiden kus-
tannuksella. Muun muassa Sadalage ja Fowler [2012, 53] huomauttavat, että esi-
merkiksi transaktioiden eristyneisyystasoa on ollut usein tapana tiputtaa perin-
teisissäkin järjestelmissä suorituskyvyn kohentamiseksi. Näin toimimalla menete-
tään kuitenkin osittain ACID-piirteisiin kuuluva eristyneisyys.
Muita tapoja suorituskyvyn kohentamiseen on ollut muun muassa transak-
tioiden tarjoaman turvallisuuden korvaaminen kompensaatiolla (compensation).
Kompensaatiossa virheet tai epäyhtenevyydet datassa sallitaan joksikin aikaa, ja
ne pyritään huomaamaan sekä korjaamaan myöhemmin.
Toinen yleisesti relaatiotietokantojen yhteydessä käytetty optimointikeino on
denormalisaatio (de-normalization), jossa toisistaan erillistä, mutta kuitenkin toi-
siinsa liittyvää dataa ei eroteta erillisiin tietokantatauluihin. Denormalisoinnin
avulla on mahdollista vähentää JOIN-lauseiden käsittelystä aiheutuvaa kuormaa.
Sekä JOIN-lauseiden välttely että denormalisaatio sotivat kuitenkin omalla taval-
laan tarkoitustaan vastaan, koska nimensä mukaisesti relaatiotietokantojen kan-
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tava ajatus on datassa esiintyvien relaatioiden kuvaaminen.
Muihin optimointitapoihin kuuluu muun muassa tavoite suorittaa kyselyt pää-
asiassa indeksejä käyttäen. Muun muassa Wikipedia kuvaa ohjeistuksessaan, et-
tä kaikki tietokantakyselyt tulisi kyetä suorittamaan indeksejä hyväksikäyttäen.
Toisaalta vastapainona jokainen indeksi vaatii sekä levytilaa että prosessointite-
hoa datan päivitysten yhteydessä. Indeksien määrän kasvaessa riittävän suurek-
si, voi niiden järjestelmään aiheuttama kuorma kääntyä niiden tuottamia hyö-
tyjä vastaan. Oman vaihtoehtonsa tarjoaa Reddit, jonka käyttämä EAV-skeema
(Entity-Attribute-Value schema) mahdollistaa kyselyiden suorittamisen pääosin
pääavaimen perusteella, tehden muut indeksit pääosin tarpeettomiksi.
Edellä kuvatut menetelmät mahdollistavat relaatiotietokannan suorituskyvyn
kasvattamisen, mutta näyttää kuitenkin siltä, että tutkitut esimerkkitapaukset
ovat turvautuneet datan varastoinnissa ennen kaikkea datan replikointiin (replica-




Hajauttamalla ja toisintamalla tietokannan dataa useammalle palvelimelle, voi-
daan sekä järjestelmään kohdistuvaa luku- että kirjoituskuormitusta jakaa useam-
malle palvelimelle. Dataa hajauttaessa ja toisintaessa on kuitenkin tarve ottaa
huomioon tiettyjä hajautetuille järjestelmille ominaisia piirteitä. Gilbert ja Lynch
[2002] kuvaavat Brewerin vuonna 2000 PODC-konferenssissa esittämän teoree-
man mukaisesti, että hajautetun järjestelmän osalta on kolme piirrettä, joista
hajautetun järjestelmän on mahdollista toteuttaa maksimissaan kaksi. Gilbertin
ja Lynchin [2002] kuvaamat, CAP-kirjainlyhenteen takaa löytyvät piirteet ovat:
• Eheys (consistency): järjestelmä sisältää vain yhden, ajantasaisen, version
datasta.
• Saatavuus (availability): järjestelmän tulee kyetä vastaamaan sille lähetet-
tyyn pyyntöön, mikäli yksikin järjestelmään kuuluva solmu on toiminnassa.
• Osioinnin sietokyky (partition tolerance): kyky sietää tilanteita, joissa verk-
koyhteys järjestelmän eri solmujen välillä on katkennut.
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Kuva 5.3 CAP-teoreema määrittää kolme piirrettä: eheyden (C), saatavuuden
(A) ja osioinnin sietokyvyn (P).
Valintojen mahdollisuutta on havainnollistettu kuvassa 5.3. Gilbertin ja Lync-
hin [2002] esittämää todistusta mukaillen katsotaan, miten järjestelmä toimii eri
tilanteissa.
Oletetaan järjestelmä, jossa on kuvan 5.4 mukaisesti solmut a ja b. Olete-
taan, että solmulle a saapuu kirjoitusoperaatio, jota seuraa samaan tietueeseen
kohdistuva lukuoperaatio solmulle b. Mikäli solmu a ei ole kykenevä vastaanot-
tamaan kirjoitusoperaatiota ilman verkkoyhteyttä solmuun b tai mikäli solmu b
ei ole kykenevä vastaamaan lukuoperaatioon ilman verkkoyhteyttä solmuun a,
ei järjestelmä kykene toteuttamaan osioinnin sietokykyä (P). Tilanteessa, jossa
verkkoyhteys solmujen a ja b välillä vaaditaan, kykenee järjestelmä kuitenkin
intuitiivisesti toteuttamaan eheys- ja saatavuuspiirteet.
Kuva 5.4 Esimerkki osioista kirjoitus- ja lukuoperaatioiden yhteydessä.
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Mikäli järjestelmä on kykenevä sietämään osiointia ja solmujen a ja b välillä
ei ole verkkoyhteyttä, menetetään CAP-piirteistä joko eheys tai saatavuus. Jos
solmu a ei ole kykenevä ottamaan kirjoitusoperaatiota vastaan tai mikäli solmu
b ei ole kykenevä vastaamaan lukuoperaatioon, voi järjestelmä kyetä pitämään
sisältämänsä datan eheänä (C), mutta järjestelmä ei kykene toteuttamaan saa-
tavuuspiirrettä (A).
Jos solmu a on kykenevä ottamaan kirjoitusoperaation vastaan, ja solmu b on
kykenevä palauttamaan vastauksen lukuoperaatioon, toteuttaa järjestelmä saa-
tavuuspiirteen (A), mutta se ei ole kykenevä toteuttamaan eheyspiirrettä, koska
solmu b ei ole kykenevä palauttamaan aiemmin solmu a:lle kirjoitettua dataa.
Käytännössä osioinnin sietokyky on usein tarpeellista, ja valinta on tarpeen
tehdä eheyden ja saatavuuden välillä. Muun muassa Bailis et al. [2013] kuvailevat
eri lähteisiin viitaten, miten osioita muodostuu tietoverkkoihin yleisesti. Valinta
näyttää edelleen monissa tapauksissa kallistuvan näistä kahdesta jäljelle jäävästä
piirteestä saatavuuden puoleen. [Hale, 2010, Bailis & Ghodsi, 2013]
Eheys uhrataan useissa tapauksissa siten, että järjestelmä voi olla aika ajoin
epäeheässä tilassa, mutta mikäli järjestelmään ei riittävän pitkään aikaan tule
uusia kirjoitusoperaatiota, päätyy järjestelmä lopulta eheään tilaan. Tämänkal-
taisesti toimivasta järjestelmästä käytetään termiä lopulta yhtäpitävä (eventually
consistent). [Bailis & Ghodsi, 2013] Kaikki kolme tutkittua esimerkkitapausta
käyttävät lopulta yhtäpitäviä tallennusratkaisuja.
Bailis ja Ghodsi [2013] huomauttavat lisäksi, että eheyttä uhrataan usein myös
viiveiden pienentämiseksi. Mikäli kirjoitusoperaation ei tarvitse tapahtua synkro-
nisesti kaikille järjestelmän solmuille, tai mikäli lukuoperaation ei tarvitse tarkis-
taa luettavan datan tuoreutta usealta solmulta, ovat operaatiot usein nopeampia
suorittaa. Bailis ja Ghodsi [2013] toteavat myös, että lopulta yhtäpitävät tietokan-
nat kykenevät usein palauttamaan itsensä eheään tilaan melko pienellä viiveellä
kirjoitusoperaation jälkeen. Bailis ja Ghodsi [2013] toteavat, että esimerkiksi sa-
rakeperhetietokanta Cassandra palauttaa itsensä monissa tilanteissa eheäksi vain
200 millisekuntia kirjoitusoperaation jälkeen.
Edberg [2013b] summaa vielä, että käytännössä järjestelmän päätyessä osioi-
tuun tilaan valinta täytyy tehdä saatavuuden ja eheyden välillä. Mikäli järjestel-




ACID-piirteiden vastakohdaksi voidaan mieltää BASE-piirteet. BASE on kirjain-
lyhenne sanoille Basically Available, Soft state ja Eventually consistent. [Pritc-
hett, 2008] Basically availablella viitataan siihen, että kaikkiin pyyntöihin kye-
tään vastaamaan. Vastaus ei kuitenkaan välttämättä sisällä ajantasaisinta dataa
tai vastaus voi olla myös virhevastaus. Eventually consistent viittaa siihen, että
mikäli järjestelmään ei muodostu järjestelmän ulkopuolelta uusia kirjoitusoperaa-
tioita, päätyy se lopulta yhtäpitävään tilaan, jossa kaikilla järjestelmän solmuilla
on käytössään ajantasaisin data. Soft state viittaa siihen, että järjestelmän ti-
la on vähemmän vakaa kuin esimerkiksi ACID-piirteet omaavissa järjestelmissä.
Järjestelmän tila voi muuttua, vaikkei käyttäjä suorittaisikaan juuri kyseisellä
hetkellä kirjoitusoperaatioita siihen. Tämän piirteen aiheuttaa muun muassa se,
että järjestelmä saattaa esimerkiksi itsekseen päivittää replikoitua dataa solmulta
toiselle. BASE-piirteillä pyritään kuvaamaan niitä rajoitteita, joita hajautetuille
järjestelmille herkästi muodostuu.
Eri piirteitä, esimerkiksi suhdetta järjestelmän eheyden ja saatavuuden välil-
lä, on myös mahdollista vaihdella sen mukaan, mille piirteille on tarvetta. Esi-
merkiksi Xie et al. [2014] ehdottavat Salt-nimistä järjestelmää, jossa osa tran-
saktioista suoritetaan ACID-piirteet täyttävästi ja osa ainoastaan BASE-piirteet
täyttävästi. Xie et al. [2014] kuvaavat, että tämänkaltaisella lähestymistavalla on
mahdollista nostaa järjestelmän suorituskykyä menettämättä kuitenkaan ACID-
piirteitä niissä kohdin, joissa niille on aidosti tarvetta. Monet luvussa 5.10 kuvatut
NoSQL-tietokannat ottavat vastaavantapaisen lähestymistavan tarjoten käyttäjil-
leen mahdollisuuden valita jopa jokaisen operaation kohdalla erikseen, minkälaiset
eheysvaatimukset operaation tulee toteuttaa.
5.7 Replikointi
5.7.1 Yleistä
Replikoinnilla tarkoitetaan saman datan kopioimista useammalle palvelimelle ku-
van 5.5 osoittamalla tavalla. Näin lukupyyntöön voi vastata mikä tahansa palve-
lin (replika), jolle data on kopioitu. Replikoinnin tavoitteina voi olla suoritusky-
vyn kasvattaminen tai vikasietoisuuden parantaminen, usein molemmat. Datan
replikointia käyttää hyväkseen kaikki tutkitut esimerkkitapaukset. Näistä sekä
Wikipedia että Reddit käyttävät replikointiin isäntä-orja-kokoonpanoa, jossa kir-
joitusoperaatiot ohjataan isäntäpalvelimelle, joka edelleen välittää datan kaikille
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orjapalvelimille. Lukupyynnöt hajautetaan orjapalvelimille.
Kuva 5.5 Replikoinnissa samat tietueet kopioidaan useille palvelimille.
Isäntä-orja-kokoonpanoon voi kuulua yksi tai useampi isäntäpalvelin (master)
sekä yksi tai useampi orjapalvelin (replikaatti, slave, replica, standby). Yksittäi-
nen palvelin voi konﬁguraatiosta riippuen toimia myös molemmissa rooleissa. Kir-
joitusoperaatiot ohjataan replikoinnissa isäntäpalvelimelle ja lukuoperaatiot or-
japalvelimille. Datan vastaanottamisen jälkeen data replikoidaan (replicate) or-
japalvelimille.
Replikoinnilla voidaan keventää erityisesti yksittäiseen palvelimeen kohdis-
tuvaa lukukuormitusta. Toisaalta myös kirjoituskuormituksen vastaanottaminen
helpottuu, koska isäntäpalvelimen ei ole tarve ottaa vastaan järjestelmään koh-
distuvia lukuoperaatioita.
Kuvassa 5.6 on kuvattu MySQL-relaatiotietokannan isäntä-orja-kokoonpanon
tietovuota. MySQL:ssä kunkin orjan vastuulla on noutaa binääriloki (binary log)
isännältä. MySQL:n binääriloki pitää sisällään tietokantaan tehdyt päivitykset,
joten orjat kykenevät päivittämään omat tietokantansa sen pohjalta. Replikointi
tapahtuu MySQL:ssä asynkronisesti ja kukin orja noutaa dataa itsellensä omaan
tahtiinsa. [MySQL, 2015]
Replikointiin isännän ja orjien välillä on useita eri ratkaisumalleja. Esimerkiksi
Redditin PostgreSQL:n yhteydessä käyttämä Londiste kopioi isännällä tapahtu-
vat muutokset PgQ-viestijonoon, jonka kautta orjat kykenevät saamaan datassa
tapahtuvat muutokset itselleen.
Replikointi on mahdollista suorittaa joko synkronisesti tai asynkronisesti. Synk-
ronisessa replikoinnissa kirjoituspyynnön lähettäjän on tarve odottaa, että kirjoi-
tusoperaatio saadaan suoritetuksi kaikille replikointiin osallistuville palvelimille.
Synkronisella replikoinnilla kyetään varmistamaan, että data on kaikilla palveli-
milla varmasti ajantasaista. Vastapainona synkroninen replikointi aiheuttaa her-
kästi viiveitä, koska pyyntöä ei voida kuitata valmiiksi, ennen kuin synkronoin-
ti on kokonaan valmis. Asynkronisessa replikoinnissa kirjoituspyyntö kuitataan
valmiiksi heti, kun se on saatu suoritettua sen vastaanottaneella palvelimella.
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Kuva 5.6 Tietovuokaavio MySQL:n isäntä-orja-kokoonpanosta.
Data replikoidaan muille palvelimille vasta tämän jälkeen. Tutkituista esimerkki-
tapauksista sekä Reddit että Wikipedia käyttävät asynkronista replikointia.
Natanzon ja Bachmat [2013] toteavat myös, että synkronista replikointia käy-
tettäessä järjestelmän suorituskyvyn määräytyy replikoinnissa mukana olevan
heikoimman lenkin mukaan. Mikäli synkronointi tapahtuu maantieteellisesti toi-
sistaan erillään olevien datakeskusten välillä, muodostuu myös maantieteellisestä
etäisyydestä oma fysiikan lakien mukainen viiveensä, joka kannustaa asynkronisen
replikoinnin puoleen [Bailis et al., 2013].
Isäntä-orja-kokoonpanossa olevien palvelinten määrää ei voi kasvattaa loput-
tomiin. Dhamane et al. [2014] toteavat, että koska dataan muodostuvat päivityk-
set on tarve replikoida kaikille orjapalvelimille, muodostuu tästä lopulta kuorman
kasvaessa pullonkaula, ja järjestelmän suorituskykyä ei ole mahdollista tietyn pis-
teen jälkeen enää kasvattaa vain orjainstanssien määrää lisäämällä.
Isäntä-orja-kokoonpanon haittapuoliin kuuluu isäntäpalvelin, josta muodos-
tuu herkästi järjestelmän pullonkaula. Kuorman kasvaessa ratkaisukeinoksi muo-
dostuu usein isäntäpalvelimen tehojen nostaminen. Tästä voi kuitenkin aiheutua
tarve päivittää myös orjapalvelimet, jotta ne kykenevät edelleen vastaanottamaan
isäntäpalvelimelle tallennettavan datan riittävän nopeasti. Toinen vaihtoehto on
sallia konﬁguraatioon useampi isäntäpalvelin.
Replikointi ei rajoitu välttämättä ainoastaan yksittäisten palvelinten välisek-
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si datan kopioinniksi. Mikäli järjestelmä sijaitsee useammassa datakeskuksessa,
voidaan myös kokonaiset datakeskukset mieltää isäntä-orja-rooleihin ja suorittaa
replikointi näiden välillä.
Myös luvussa 5.4 kuvatut välimuistit voidaan mieltää yhdeksi replikoinnin
esiintymäksi.
5.7.2 Replikointiviive ja sen käsittely
Replikointia suorittaessa yhdeksi haasteeksi muodostuu replikointiviive (replica-
tion lag). Replikointiviiveellä viitataan aikaan, joka kuluu ennen kuin isäntäpal-
velimelle vastaanotettu data on kopioitu orjalle. Koska replikointia ei suoriteta
heti, aiheutuu herkästi tilanne, jossa osalla solmuista on ajankohtaista dataa ja
osalla ei.
Järjestelmään kohdistuvan kuorman kasvaessa myös replikointiviive usein kas-
vaa. Kuorman kasvaessa järjestelmän tulisi kyetä samanaikaisesti sekä palvele-
maan suurempaa määrää luku- ja kirjoituspyyntöjä, että tämän ohella kyetä vas-
taamaan näistä pyynnöistä aiheutuneeseen suurempaan replikointikuormaan.
Luvussa 3 kuvatuista esimerkkitapauksista Wikipedia käyttää MySQL:n repli-
kointitoimintoa. Wikipedian käyttämäMediaWiki-ohjelmisto pyrkii varmistamaan
suorituskyvyn säilymisen tietyillä toimilla. Wikipedian järjestelmät muun muas-
sa lopettavat yksittäisille orjainstanssille suoritettujen lukuoperaatioiden suorit-
tamisen, mikäli orjainstanssin replikointiviive kasvaa yli 30 sekunnin kestoiseksi
[Brown & Wilson, 2012, 184]. Lisäksi Wikipedia sisältää toiminnon, joka siirtää
sen tilaan, jossa ainoastaan lukuoperaatiot ovat sallittuja, jos replikointiviive kas-
vaa yli 30 sekunnin kestoiseksi kaikkien orjainstanssien osalta [Brown & Wilson,
2012, 184].
Replikointiviive eri orjainstanssien välillä voi luonnollisesti aiheuttaa tilan-
teen, jossa eri käyttäjät näkevät eri versioita datasta. Käytännössä kuitenkin
esimerkiksi Wikipedian kohdalla hieman vanhentuneen datan näkeminen ei ole
kovin suuri ongelma. Artikkeli näyttää sitä lukevan käyttäjän silmiin kunnolli-
selta, vaikka siitä puuttuisikin jonkin toisen käyttäjän hetki sitten tekemä päivi-
tys. Mikäli käyttäjä on tehnyt artikkeliin muutoksia, pyrkii MediaWiki-ohjelmisto
suorittamaan muutosta seuraavat lukuoperaatiot sellaiselta orjainstanssilta, joka
on jo noutanut kyseisen muutoksen itselleen. Täten mahdollistetaan reaaliaikais-
ten päivitysten esittäminen yksittäiselle käyttäjälle ja siten eheä käyttökokemus
[Brown & Wilson, 2012, 184185].
Vastaavia haasteita ja ratkaisutapoja on käytetty aikoinaan muun muassa
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Facebookilla. Vuonna 2008 Facebookilla oli käytössään kaksi datakeskusta. Lu-
kupyynnöt ohjattiin kummallekin keskukselle, mutta kirjoituspyynnöt näistä ai-
noastaan toiselle. Keskusten välillä esiintyneen replikointiviiveen kuvailtiin olleen
20 sekunnin luokkaa. Vastaavaan tapaan kuin Wikipediankin kohdalla, Faceboo-
killa oli tarve kyetä näyttämään juuri kirjoitettu data käyttäjälle kirjoituspyyn-
nön jälkeen. Facebook toteutti tämän tarpeen ohjaamalla kirjoitusoperaation suo-
rittaneen käyttäjän lukupyynnöt 20 sekunnin ajan kirjoitusoperaation vastaanot-
taneelle datakeskukselle. [Sobel, 2008]
5.7.3 Päätösvaltaisuus
Replikoinnin yhteydessä voidaan kuvata päätösvaltaisuutta (quorum) muuttu-
jien N , R ja W avulla. Näiden muuttujien avulla voidaan määrittää se, millä
varmuudella data saadaan kirjoitettua järjestelmään ja millä varmuudella luettu
data on ajantasaista. Muun muassa Sadalage ja Fowler [2012, 57] kuvaavat näitä
muuttujia seuraavasti:
• N (node): määrittää, kuinka monelle solmulle kukin järjestelmään tallen-
nettava tietue kopioidaan.
• R (read): tietuetta järjestelmästä luettaessa, R määrittää kuinka monen
solmun pitää palauttaa sama versio tietueesta, ennen kuin se voidaan lukea.
• W (write): tietuetta järjestelmään kirjoittaessa, W määrittää kuinka mo-
nen solmun tulee kuitata tietue tallennetuksi, ennen kuin tietue katsotaan
onnistuneesti tallennetuksi.
Sadalage ja Fowler [2012, 57] kuvailevat, että mikäli R+W > N , on luettava
data aina ajantasaista. Muuttujien arvoja ja niiden välisiä suhteita muuttamalla
voidaan määrittää, miten eheästi data tulee tallentaa tai lukea, ja tätä kautta
vaikuttaa sekä järjestelmän piirteisiin että suorituskykyyn. Monet luvussa 5.10
kuvatut NoSQL-tietokannat sallivat R- ja W-asetusten määrittämisen jokaisen
luku- ja kirjoitusoperaation kohdalle erikseen.
5.8 Sirpalointi
Sirpaloinnilla (sharding, horizontal partitioning) viitataan tapaan pilkkoa järjes-
telmään tallennettu data siten, että kullekin järjestelmän tietokantapalvelimelle
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tallennetaan ainoastaan osa koko järjestelmän datasta. Tietokantapalvelimet toi-
mivat tällaisessa tilanteessa toisistaan riippumattomasti (shared nothing). Kun-
kin palvelimen vastuulle jää kyseiselle palvelimelle tallennetun datan osajoukon
hallinnointi. Koska sirpaloidussa järjestelmässä yksittäisen palvelimen vastuul-
la on pienempi määrä järjestelmään kuuluvasta datasta, kohdistuu siihen täten
luonnollisesti myös pienempi määrä sekä luku- että kirjoitusoperaatioita.
Kuva 5.7 Sirpaloinnissa kukin palvelin ottaa vastuun tietystä osajoukosta dataa.
Kuvassa 5.7 on esitetty esimerkki siitä, miten eri tietueet on sijoitettu eri tie-
tokantainstansseille. Toisena vaihtoehtona jakaa dataa solmujen kesken on pilk-
koa tietueet pienempiin osiin ja sijoittaa nämä eri osat eri tietokantainstansseille
(vertical partitioning).
Data voidaan jakaa eri instansseille eri menetelmin. Esimerkiksi Wikipedia
on pilkkonut tietokantansa siten, että jokainen eri kieliversio on sijoitettu omaan
erilliseen tietokantaansa. Reddit on käyttänyt samansuuntaista tapaa, pilkkoen
datan datatyypin mukaan eri palvelimille. Twitter on puolestaan aiemmin käyt-
tänyt itse luomaansa Gizzard -nimistä väliohjelmistoa (middleware), jonka avul-
la Twitter on kyennyt automatisoimaan datan sirpaloinnin tietokantapalvelimille
[Gizzard, 2013].
5.8.1 Sirpalointimenetelmät
Tavat, joilla data voidaan sirpaloida, voidaan jakaa kahteen kategoriaan: staat-
tiseen sirpalointiin (static sharding, ﬁxed sharding) ja dynaamiseen sirpalointiin
(dynamic sharding). Staattisessa sirpaloinnissa päätös siitä, mille instanssille da-
ta kuuluu tehdään etukäteen. Koska sirpalointi vaatii yleensä erillistä sovellusker-
roksen toteutusta, ei tätä päätöstä ole usein helppo muuttaa jälkikäteen. [Bell et
al., 2014] Esimerkiksi Wikipedia, jossa data on jaoteltu kieliversioiden mukaan,
kuuluu staattisen sirpaloinnin piiriin. Dynaamisessa sirpaloinnissa käytetään eril-
listä hakemistoa, jonka kautta kyetään selvittämään, miltä instanssilta haettu
data löytyy [Bell et al., 2014]. Twitterin aiemmin käyttämä Gizzard on esimerk-
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ki dynaamisesta sirpaloinnista. Gizzard ylläpitää erillistä hakemistotaulua, jonka
avulla kyselyt ohjataan oikeille tietokantapalvelimille [Gizzard, 2013].
Päätös siitä, mille instanssille data kuuluu, voidaan tehdä eri menetelmin.
Dataa voidaan jakaa datan kategorian mukaan, esimerkiksi Wikipediassa kieli-
version mukaan (list partitioning). Toinen vaihtoehto on jakaa dataa arvojoukon
mukaan (range partitioning), käyttäen esimerkiksi datan luontipäivämäärää sen
määrittämiseen, mille instanssille data kuuluu. Tästä esimerkkinä löytyy Wiki-
pedian wikitekstien tallentamiseen käyttämä external storage -tietokanta, jossa
tietyin aikavälein palvelinjoukkoon lisätään uusi palvelin ja kirjoitusoperaatiot
ohjataan palvelimen lisäämisen jälkeen ainoastaan kyseiselle viimeisenä lisätylle
palvelimelle. Kolmannen vaihtoehdon tarjoaa hajautusarvojen laskentaan poh-
jautuva menetelmä (hash partitioning), johon voidaan lisäksi yhdistää luvussa
5.4.1 kuvattu johdonmukaisten hajautusarvojen käyttäminen.
5.8.2 Esimerkkitapaus, sirpalointi Instagrammilla
Tavallisten relaatiotietokantojen yhteydessä sirpalointia ei välttämättä ole help-
poa toteuttaa jälkikäteen. Sirpalointi vaatii yleensä tukea järjestelmän sovellus-
kerrokselta, joten sirpaloinnin etukäteinen suunnittelu helpottaa sen toteuttamis-
ta. Yhden esimerkin tästä tarjoaa kuvien jakopalvelu Instagrammin käyttämä
PostgreSQL-tietokantaympäristö. Instagrammilla sirpalointi päätettiin toteuttaa
kokonaan etukäteen jakamalla tietokanta viiteentuhanteen virtuaaliseen instans-
siin (logical shard, virtual shard). Virtuaaliset instanssit sijoitettiin alkuvaihees-
sa pienelle määrälle fyysisiä tietokantapalvelimia. Instagram loi jokaista sirpalet-
ta varten erillisen skeeman (nimiaravuuden) PostgreSQL-tietokantaan. [Krieger,
2013] Käyttäjä- ja datamäärien kasvaessa virtuaalisia sirpaleita on ollut mahdol-
lista siirtää suuremmalle joukolle fyysisiä palvelimia kuvan 5.8 esittämällä tavalla.
Instagrammin tarjoamasta esimerkistä voidaan tehdä kaksi johtopäätöstä:
1. Sirpalointi on mahdollista myös täysin tavallisten relaatiotietokantojen yh-
teydessä.
2. Sirpalointi on perinteisten relaatiotietokantojen yhteydessä helpompi to-
teuttaa, mikäli siihen kyetään varautumaan etukäteen.
Instagram luo pääavaimet datalle käyttäen itse kehittämäänsä algoritmia.
Pääavaimen pituus on 64 bittiä ja se koostuu 41-bittisestä aikaleimasta, 13-
bittisestä sirpaletunnisteesta, joka kertoo mille virtuaaliselle instanssille rivi on
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Kuva 5.8 Tietokannan jakaminen virtuaalisiin sirpaleisiin ja niiden siirtäminen
useammille fyysisille palvelimille järjestelmän kuorman ja suorituskyky tarpeiden
kasvaessa.
tallennettu, sekä 10-bittisestä automaattisesti kasvavasta kokonaisluvusta. [Krie-
ger, 2013] Tapauksissa, joissa dataa noudetaan pääavaimen perusteella, on data
helppoa noutaa juuri oikealta instanssilta, koska sirpaleen tunniste on upotettu
pääavaimen sisään.
Sirpalointia ja replikointia voidaan käyttää myös samanaikaisesti, kuten kuva
5.9 esittää. Sirpaloinnin ohessa tehtävällä replikoinnilla voidaan kasvattaa sekä
järjestelmän luotettavuutta että suorituskykyä.
5.9 Tiedon tallentamisen monimuotoisuus
Edellä kuvattujen menetelmien ohella yksi perusta tutkielmassa käsitellyille so-
siaalisen median palveluille vaikuttaa olevan useiden erityyppisten tietokantojen
luova hyödyntäminen. Kaikki kolme tutkittua palvelua käyttävät muistinvarai-
sia avain-arvo-säilöjä, kuten Redistä ja Memcachedia. Näiden lisäksi taustalta
löytyy relaatiotietokantoja, sarakeperhetietokantoja (column family database),
graaﬁtietokantoja (graph database) sekä säilöjä mediatiedostojen tallentamiseen
ja hakuindeksien ylläpitämiseen. Tämä lähestymistapa eroaa esimerkiksi perin-
teisistä yritysjärjestelmistä, joissa on usein totuttu näkemään yhden operatiivisen
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Kuva 5.9 Sirpalointi ja replikointi yhdessä.
järjestelmän taustalla vain yksi keskitetty relaatiotietokanta.
Sadalage ja Fowler [2012, 118119] käyttävät tämänkaltaisesta, useiden eri-
tyyppisten, tietokantojen yhdistelystä termiä polyglot persistence, joka voitai-
siin suomentaa esimerkiksi tiedon tallentamisen monimuotoisuudeksi. Sadalage
ja Fowler toteavat, että useiden eri tietokantatyyppien käyttämisellä saavutetaan
etuja, koska eri säilöt ovat erikoistuneita omiin tiettyihin tehtäviinsä, ja kykenevät
siten suoriutumaan niistä tehokkaammin.
Taulukkoon 5.1 on kerätty tutkielmassa käsitellyistä palveluista löytyvät eri
tietokannat. Taulukko ei todennäköisesti ole kaiken kattava, mutta taulukkoa voi-
daan kuitenkin pitää palveluissa esiintyvän monimuotoisuuden suhteen suuntaa
antavana.
5.10 NoSQL-tietokannat
Sosiaalisen median palvelujen taustalta löytyvien tietokantojen monimuotoisuu-
den taustalta löytyy pääosin NoSQL-tietokantoja (Not only SQL). NoSQL-tie-
tokannat tarjoavat relaatiotietokantojen ohelle vaihtoehtoja datan tallentamiseen
eri muodoissa, sekä usein myös automatisoituja ratkaisuja datan replikointiin, sir-
palointiin ja eritasoisten eheysvaatimusten toteuttamiseen. NoSQL-tietokannat






Käydään seuraavaksi nämä neljä eri tietokantatyyppiä läpi ja katsotaan, min-
kälaisia piirteitä ne tarjoavat, miten ne ovat käytössä tutkielman esimerkkita-
pauksissa ja miten ne tukevat skaalautuvuustavoitteita.
5.10.1 Avain-arvo-tietokannat
5.10.1.1 Redis
Avain-arvo-tietokannat ovat ehkä yksinkertaisimmasta päästä NoSQL-tietokantojen
joukossa. Avain-arvo-tietokannoissa kukin tietue tunnistetaan yhden avainta ku-
vaavan arvon perusteella. Tietueen muoto, joka avaimeen voidaan liittää, vaih-
telee. Avain-arvo-tietokantoihin kuuluva Redis [Redis, 2015b] sallii esimerkiksi
tietueen tyypiksi merkkijonon, hajautusarvon, listan, joukon, lajitellun joukon ja
monia muita tietotyyppejä. Lisäksi Redis sallii monien operaatioiden suorittami-
sen näille tietuille, esimerkiksi alkioiden lisäämisen listaan. [Redis, 2015a]
Redis toimii keskusmuistin varassa, joten tämä asettaa rajoitteita sille, miten
paljon dataa yhdelle Redis-instanssille on mahdollista tallentaa. Redisin vahvuuk-
Twitter Reddit Wikipedia
Memcached x x xAvain-arvo-












säilöt OpenStack Swift x
Taulukko 5.1: Eri palvelujen käyttämät datasäilöt.
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siin kuuluu erilaisten tietorakenteiden tallentaminen, mutta Redis ei tarjoa tukea
replikoinnille tai sirpaloinnille. Redis mahdollistaa myös datan tallentamisen mas-
samuistille. Massamuistille dataa tallennettaessa Redis sallii eri vaihtoehtoja sille,
miten luotettavasti data tulee massamuistille tallentaa ja miten paljon tämä saa
vaikuttaa suorituskykyyn [Redis, 2015c].
Muun muassa Twitter ja Wikipedia käyttävät Redistä järjestelmiensä taus-
talla.
5.10.1.2 Memcached
Esimerkkitapausten joukossa myös Memcached [Memcached, 2015] näyttää saa-
vuttaneen suosiota. Memcached eroaa Redisistä muun muassa sen osalta, että
Memcached ei tue monimutkaisia tietorakenteita tai datan tallentamista mas-
samuistille. Sen sijaan Memcachedin ominaispiirteisiin kuuluu erityisesti yksin-
kertaisuus, kaikkien operaatioiden suorittaminen O(1)-ajassa sekä kyky toimia
hajautetusti.
Kaikkien Memcachediin tallennettujen tietueiden yhteyteen tallennetaan myös
erääntymisaika (expiration time), jonka jälkeen kyseinen tietue voidaan poistaa
välimuistista. Uutta tietuetta lisätessä Memcached poistaa pisimpään käyttämät-
tömänä olleen tietueen (riippumatta siitä, onko se erääntynyt vai ei), mikäli vä-
limuistille asetettu muistiraja on täyttynyt.
Jokaiselle Memcached-instanssille on mahdollista määritellä maksimimäärä
muistia, jonka se saa käyttöönsä. Tietueet Memcached kykenee sijoittamaan eri
instansseille käyttäen luvussa 5.4.1 kuvattuja johdonmukaisia hajautusarvoja.
5.10.1.3 Muut
Avain-arvo-tietokantojen parista löytyy myös muita mielenkiintoisia toteutuksia,
kuten muun muassa Riak [Riak, 2015a] ja LinkedInin kehittämä ja käyttämä
Project Voldemort [Voldemort, 2015].
Sekä Riak että Project Voldemort tukevat sekä replikointia että sirpalointia.
Lisäksi kummatkin tukevat virtuaalisolmujen käyttöä (virtual node). Sekä palve-
limet että data jaetaan johdonmukaisia hajautusarvoja käyttäen kehälle (ring).
Toisin kuin Redis ja Memcached, sekä Riak että Project Voldemort tallentavat
tietueet myös massamuistille.
Mielenkiintoisesti sekä Riak että Project Voldemort vaikuttavat päällepäin
kypsemmiltä ja monipuolisemmilta avain-arvo-tietokannoilta kuin Redis ja Memcac-
hed. Silti esimerkkitapaukset ovat päätyneet näiden sijaan Redisiin ja Memcache-
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diin. Yksi syy tähän on todennäköisesti se, että sekä Redis että Memcached toimi-
vat muistinvaraisesti ja kykenevät siten todennäköisesti tarjoamaan korkeamman
suorituskyvyn.
5.10.2 Sarakeperhetietokannat
Sarakeperhetietokannat tarjoavat relaatiotietokannoista eroavan mallin tallentaa
dataa. Sarakeperhetietokantojen yhteydessä puhutaan usein myös tauluista, ri-
veistä ja sarakkeista, mutta osalla näistä termeistä on sarakeperhetietokantojen
yhteydessä eri merkitys.
Sarakeperhetietokannan kantava ajatus on se, että yksi tietue muodostuu
joukosta avain-arvo-pareja, jotka määritellään kullekin tietueelle erikseen. Yh-
teen tietueeseen voidaan liittää yhdestä aina useaan miljoonaan avain-arvo-paria.
Käyttöliittymässä tietueeseen liittyvä avain-arvo-pari voidaan mieltää käyttöliit-
tymässä näkyväksi kentäksi sekä siihen tallennetuksi arvoksi. Tämä ajattelutapa
erottaa sarakeperhetietokannat esimerkiksi avain-arvo-tietokannoista, joissa yksi
tietue muodostuu yhdestä avaimesta ja yhdestä siihen liitetystä arvosta. Sarake-
perhetietokannassa jokaisella rivillä on uniikki tunniste, jonka avulla rivi ja siihen
liittyvät avain-arvo-parit löydetään. Avaimista käytetään sarakeperhetietokanto-
jen yhteydessä nimitystä sarake (column) ja avaimiin liitetyistä arvoista nimeä
solu tai sarakkeen arvo (cell tai column value). Toisin kuin relaatiotietokannoissa,
sarakeperhetietokannoissa ei tunneta tyhjää (null) arvoa. Mikäli kentässä ei ole
arvoa, jätetään kyseinen avain-arvo-pari yksinkertaisesti pois rivin tiedoista.
Jokaiselle avain-arvo-parille määritellään nimiavaruus, johon se kuuluu. Täs-
tä nimiavaruudesta käytetään termiä sarakeperhe (column family, simple column
family). Sarakeperhe on tapa ryhmitellä samantapaisia avain-arvo-pareja yhdeksi
joukoksi ja määritellä näille avain-arvo-pareille yhteisiä piirteitä. Yksittäiseen sa-
rakkeeseen viitataan usein käyttämällä notaatiota sarakeperhe:sarake. Kuva 5.10
visualisoi sarakeperhetietokannan tietomallia.
Sarakeperheelle voi olla mahdollista määritellä esimerkiksi, että kyseiseen sa-
rakeperheeseen kuuluvat avain-arvo-parit tulisi tiivistää (compress). Koska saman
sarakeperheen alla tulisi olla samankaltaisia avain-arvo-pareja, kyetään tiivistä-
minen usein suorittamaan tehokkaammin kuin esimerkiksi relaatiotietokannoissa
rivejä tiivistämällä. Sarakeperheelle voi olla myös mahdollista lisätä vihje siitä,
että sarakeperheeseen kuuluvat sarakkeet ja niiden arvot tulisi koittaa pitää mas-
samuistin ohella keskusmuistissa suorituskyvyn nostamiseksi.
Sarakeperhe voidaan mieltää (lajitelluksi) sanakirjaksi, jossa sarakkeiden ar-
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Kuva 5.10 Visualisointi sarakeperhetietokannan tietomallista.
vot löytyvät sarakkeiden nimien avulla. Tavallisten sarakeperheiden lisäksi jotkin
sarakeperhetietokannat tarjoavat ylimääräisen ulottuvuuden tiedon lajitteluun,
super-sarakeperheen (super column family). Super-sarakeperhe on muuten vas-
taava kuin tavallinen sarakeperhe, mutta se pitää sisällään avain-arvo-sanakirjan,
jossa arvot ovat sarakeperheitä. Super-sarakeperhe voidaan mieltää sanakirjaksi
sarakkeita, joiden alta löytyy alisarakkeita, ja näille alisarakkeille arvoja.
Sarakeperhetietokannan tietomalli vastaa käytännössä muun muassa Reddi-
tin käyttämää EAV-skeemaa. Ei olekaan yllättävää, että Reddit on lisännyt Post-
greSQL-ryppäänsä rinnalle myös sarakeperhetietokantoihin kuuluvan Cassandra-
ryppään.
5.10.2.1 Bigtable
Chang et al. [2006] kuvasivat vuonna 2006 Googlen käyttämän Bigtable-tieto-
kannan. Bigtable on sarakeperhetietokantoihin kuuluva, massiivisen hajautuksen
mahdollistava tietokanta.
Toisin kuin relaatiotietokantaympäristöissä, Bigtablea ei ole tarkoitus suorit-
taa kalliilla suuren suorituskyvyn tarjoavalla palvelinkokoonpanolla. Tämän si-
jaan Bigtablen kantava ajatus on se, että sitä suoritetaan suurella joukolla täysin
tavallisia PC-tietokoneita. Tämä johtaa vaatimuksiin kyetä hajauttamaan tieto-
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kannan toiminnot suurelle joukolle palvelimia sekä kykyyn selviytyä väistämättä
eteen tulevista palvelinten vikaantumisista.
Bigtablen kyky skaalautua on hyvin erilainen kuin esimerkiksi aiemmin kuva-
tuilla, relaatiotietokantapohjaisilla, isäntä-orja-kokoonpanoilla. Chang et al. [2006]
kuvaavat Googlen käyttötapauksia vuodelta 2006, joissa tallennetut datamäärät
vaihtelivat 0,5 teratavusta 800 teratavuun. Sarakkeisiin tallennettujen arvojen
määrän vaihdellessa 0,9 miljardin ja 1000 miljardin välillä. Google kuvasi käyttä-
neensä tuolloin kaikkineen 24500 palvelinta Bigtablen taustalla.
Google kuvaa 8069 palvelimen ryppään kyenneen vastaamaan 1,2 miljoonaan
kyselyyn sekunnissa, ottaen vastaan 741 MB/s sisäänpäin tulevaa liikennettä ja
tuottaen vastineeksi 16 GB/s ulospäin lähtevää liikennettä [Chang et al., 2006].
Bigtable-paperin julkaisusta on lähes vuosikymmen ja voidaan olettaa, että ny-
kyaikaisella tekniikalla suorituskyky on vielä merkittävästi parempi.
Bigtablen kuvaillaan mahdollistavan lähes lineaarinen skaalautuvuus palve-
linmäärän kasvaessa. Chang et al. kuvailevat, että palvelinmäärän kasvaessa 500-
kertaiseksi, Bigtable-ryppään suorituskyky kyettiin kasvattamaan 300-kertaiseksi.
[Chang et al., 2006]
Sarakeperhepiirteiden lisäksi Bigtable mahdollistaa sarakkeisiin tallennettujen
arvojen versioinnin. Versioinnin Bigtable suorittaa tallentamalla jokaisen arvon
rinnalle aikaleiman. Tietty sarakkeen arvo löytyy Bigtablestä yhdistämällä rivin
tunnisteen, sarakkeen nimen sekä sarakkeen arvon aikaleiman. [Chang et al., 2006]
Bigtable rakentuu Googlen aiemmin rakentaman hajautetun tiedostojärjes-
telmän GFS:n (Google File System) [Ghemawat et al., 2003] päälle. Siinä missä
Bigtable tarjoaa hajautetun tietokannan rivien ja niihin liittyvien avain-arvo-
parien tallentamiselle, tarjoaa GFS tiedostojärjestelmän, johon Bigtablen data-
ja lokitiedostot on mahdollista tallentaa luotettavasti ja hajautetusti [Chang et
al., 2006]. GFS tarjoaa tehokkaan tavan tallentaa, noutaa ja replikoida tiedosto-
ja, joiden koot vaihtelevat sadoista megatavuista gigatavuihin [Ghemawat et al.,
2003]. Bigtable tehtäväksi muodostuu erikoistuminen näihin tiedostoihin tallen-
netun datan hallinnointiin.
GFS:n ohella Bigtable nojaa myös toiseen Googlen kehittämään ohjelmis-
toon, Chubbyyn [Burrows, 2006]. Burrows [2006] kuvailee Chubbyä hajautetuksi
lukitsemispalveluksi. Chubby tarjoaa muun muassa kyvyn määrittää Bigtable-
ryppäälle isäntäpalvelin. Isäntäpalvelimen määrittämisen lisäksi Bigtable hyö-
dyntää Chubbyä metadatan tallentamiseen. Asiakasohjelman suorittaessa kyse-
lyä Bigtable-ryppäälle, lähtee kyselyn suorittaminen liikkeelle kyselystä Chubby-
ryppäälle, joka tarjoaa metadatan pohjalta asiakasohjelmalle vihjeen siitä, miltä
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Bigtable-ryppään palvelimilta sen tulisi etsiä hakemaansa dataa. Chubby toimii
Bigtablen tapauksessa hieman vastaavassa asemassa kuin juuripalvelimet inter-
netin DNS-järjestelmässä (Domain Name System).
Bigtable itsessään ei ole käytössä tutkituissa esimerkkitapauksissa, mutta Twit-
terin ja Redditin käytössä olevien HBasen ja Cassandran juuret juontavat Googlen
Bigtableen sekä Bigtablen taustalta löytyvään GFS:ään.
5.10.2.2 HBase
Läheisimmin Bigtablen jalanjäljissä kulkee Apache HBase -tietokanta [HBase,
2015a], joka on käytössä muun muassa Twitterillä [HBase, 2015e]. Bigtablen ta-
voin HBase tarjoaa merkittävän kyvyn skaalautua horisontaalisesti. HBase mai-
nostaa itseään iskulauseella "miljardeja rivejä x miljoonia sarakkeita" [HBase,
2015a].
HBasen tietokanta muodostuu nimiavaruuksista, tauluista, sarakeperheistä,
riveistä sekä sarakkeista. Nimiavaruuden avulla HBasessa on mahdollista ryhmi-
tellä tauluja sekä määritellä tiettyjä piirteitä näille tauluryhmille, kuten mille
palvelimille kyseisten taulujen dataa voidaan tallentaa. Rivit, sarakeperheet ja
sarakkeet on edelleen ryhmitelty taulujen alle. [HBase, 2015b]
HBasessä jokainen sarake voi Bigtablen tavoin sisältää yhden tai useamman
version sarakkeen arvosta. Eri versiot sarakkeen arvoista tunnistetaan arvon yh-
teyteen tallennettavalla aikaleimalla. Oletuksena HBase noutaa aikaleiman mu-
kaan aina tuoreimman arvon. Sarakeperheelle on mahdollista määrittää, kuin-
ka monta eri versiota siitä pidetään tallennettuina tai kuinka pitkään ajallisesti
vanhoja versioita säilötään. Rajojen ylittyessä HBase poistaa vanhat arvot au-
tomaattisesti. [HBase, 2015d] Lisäksi HBase sallii predikaattien määrittelemisen,
joiden avulla voidaan tehdä päätös vanhan arvon poistamisesta [George, 2011,
18].
HBase käsittelee yhteen riviin kohdistuvia muutoksia atomisesti. HBase ei
tarjoa atomisuus- tai transaktiopiirteitä, jotka kattaisivat useampia rivejä. [HBa-
se, 2015c] Tarvittaessa sovelluskerros voi kuitenkin hyödyntää solujen yhteyteen
tallennettuja aikaleimoja monimutkaisempien eheysvaatimusten toteuttamiseen.
HBase-muodostuu ryppäästä, johon kuuluu yksi isäntäpalvelin sekä yksi tai
useampi orjapalvelin. Vastaavaan tapaan kuin saraketietokannan sarake ei suo-
raan vastaa relaatiotietokannan saraketta, eivät myöskään termit isäntä- tai orja-
palvelin vastaa suoraan relaatiotietokantamaailman vastineita. HBase-ryppäässä
isäntäpalvelimen vastuulla on valvoa orjapalvelimia sekä esimerkiksi siirtää HBase-
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tietokannan sirpaleita suuren kuorman alaisilta orjapalvelimilta pienemmän kuor-
man alaisille orjapalvelimille. Yksikään luku- tai kirjoitusoperaatio ei kulje isän-
täpalvelimen kautta.
HBase tallentaa datan Region-tiedostoihin. Kunkin taulun rivit tallennetaan
omiin Region-tiedostoihinsa. Rivit ovat Region-tiedostoissa järjestyksessä rivin
tunnisteen mukaan. Region-tiedoston kasvaessa riittävän suureksi se laitetaan kes-
keltä kahtia ja sirpaloidaan kahdeksi pienemmäksi tiedostoksi. [George, 2011, 21]
Koska rivit ovat järjestetty rivin tunnisteiden mukaan, käyttää HBase sirpalointi-
menetelmänään sirpalointia arvojoukon mukaan. Yhden Region-tiedoston kook-
si suositellaan 520 gigatavua. [HBase, 2015b] HBase tallentaa Region-tiedostot
Region-palvelimille (orjapalvelimilla). Kullekin Region-palvelimelle suositellaan
tallennettavaksi 20200 Region-tiedostoa [HBase, 2015b].
Datan jakaminen automaattisesti sopivan kokoisiin Region-tiedostoihin hel-
pottaa kuorman jakamista eri palvelinten välillä. HBase kykenee siirtämään Region-
tiedostoja tietokannan ollessa käytössä palvelimelta toiselle sen mukaan, minkä-
laisen kuorman alaisuudessa eri palvelimet ovat [George, 2011, 22].
HBase-rypäs vaatii rinnalleen Apache ZooKeeper-ryppään [ZooKeeper, 2015].
ZooKeeper toimii HBasen yhteydessä vastaavassa asemassa kuin Chubby Googlen
Bigtablen yhteydessä. ZooKeeper ylläpitää rekisteriä siitä, mitä palvelimia HBase-
ryppääseen kuuluu ja miltä palvelimilta löytyy mitäkin metadataa. Lisäksi Zoo-
Keeperin avulla kyetään varmistamaan, että HBase-ryppäässä on ainoastaan yksi
isäntäpalvelin.
Mielenkiintoiseksi kysymykseksi muodostuu se, miten HBase ylläpitää tietoa,
mistä data löytyy. Dataa noutava asiakasohjelma joutuu tekemään useamman ky-
selyn löytääkseen etsimänsä rivit. Ensimmäinen kysely suoritetaan ZooKeeper-
ryppäälle, jolta löytyy tieto siitä, miltä Region-palvelimelta sopiva hbase:meta-
taulu löytyy. Seuraavaksi asiakasohjelma suorittaa kyselyn Region-palvelimen
hbase:meta-tauluun selvittääkseen tarkasti, mistä asiakasohjelman etsimä data
löytyy. Viimeiseksi asiakasohjelma tekee vielä erillisen kyselyn noutaakseen da-
tan. Asiakasohjelma tallentaa omaan välimuistiinsa hbase:meta-taulusta haettuja
tietoja, joten ensimmäisen kyselyn jälkeen seuraavat kyselyt ovat nopeampia. Ku-
va 5.11 esittää HBase-kokoonpanoa sekä asiakasohjelman suorittamaan kyselyä.
Skaalautuvuuspiirteiden yhtenä kustannuksena on se, että HBase on käytän-
nössä suunniteltu ainoastaan järeään käyttöön, eli se ei sovellu pienten sovellusten
tietokannaksi. Minimin HBase-kokoonpanolle kuvaillaan olevan viiden palvelimen
luokkaa [HBase, 2015b]. Lisäksi HBase kaipaa rinnalleen ZooKeeper-ryppään, jon-
ka koon tulisi olla 37 palvelinta [George, 2011, 62].
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Kuva 5.11 HBase yleisesti.
5.10.2.3 Cassandra
Apache Cassandran [Cassandra, 2015a] kehitysjuuret juontavat Facebookiin, jon-
ka saapuneet-kansion (inbox) hakutarpeisiin Cassandra Facebookilla alunperin
kehitettiin [Lakshman, 2008].
Cassandra muistuttaa monilta piirteiltään HBasea ja sitä kautta Googlen Big-
tablea. Bigtablesta ja HBasesta poiketen, Cassandra ottaa kuitenkin esimerkiksi
replikointiin ja sirpalointiin mallia Amazonin DynamoDB:stä [DeCandia et al.,
2007]. Lisäksi toisin kuin Bigtable ja HBase, Cassandran yhteydessä ei tarvita
erillistä isäntäpalvelinta, eikä se vaadi rinnalleen erillistä ZooKeeperiin tai Chub-
byyn rinnastettavaa koordinoijarypästä.
Cassandra, vastaavasti kuin DynamoDB:kin, käyttää luvussa 5.4.1 kuvattuja
johdonmukaisia hajautusarvoja datan sirpalointiin. Cassandra asettaa ryppää-
seensä kuuluvat palvelimet kehälle (ring) siten, että jokaiselle palvelimelle vali-
taan kehältä useampi paikka (virtual node). [Cassandra, 2015d]
Cassandrassa rivit kuuluvat aina jonkin tietyn avainavaruuden (keyspace) alle.
Cassandran avainavaruus on tietyiltä piirteiltään vastaavantapainen kuin HBa-
sestä löytyvä taulun käsite. Varsinaista taulun käsitettä Cassandrasta ei kuiten-
kaan löydy, joten avainavaruus on Cassandran ainoa tapa luokitella rivit. Kulle-
kin avainavaruudelle on mahdollista määrittää tiettyjä asetuksia, kuten se, kuinka
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monelle palvelimelle avaruuteen kuuluvat rivit tulisi replikoida, miten palvelimet
tulisi asetella kehälle sekä mitä sarakeperheitä kyseiseen nimiavaruuteen kuuluu
[Hewitt, 2010, 46].
Replikoinnin Cassandra toteuttaa vastaavasti kuin Amazonin DynamoDB [Cas-
sandra, 2015d]. Replikoinnissa määritellään, kuinka monelle muulle palvelimelle
data pitäisi kopioida. Tämän jälkeen data kopioidaan kehällä alkuperäistä palve-
linta seuraaville palvelimille. [DeCandia et al., 2007] Mikäli Cassandra-palvelimia
on useammissa datakeskuksissa, mahdollistaa Cassandra replikointikonﬁguraa-
tion, jossa data replikoidaan aina myös vähintään yhteen toiseen datakeskukseen,
mahdollistaen näin paremman virheensietokyvyn. [Cassandra, 2015d]
Cassandra-ryppään palvelimet vaihtavat tietoa toisistaan juoruamisprotokol-
lan avulla (gossip protocol). Juoruaminen tapahtuu sekunnin välein ja siinä juo-
ruava palvelin ottaa yhteyttä kolmeen muuhun satunnaisesti valittuun palveli-
meen ja vaihtaa näiden kanssa tietoja ryppään muista palvelimista [Hewitt, 2010,
88-89]. Cassandra pyrkii olemaan aina saatavilla kirjoitusoperaatioita varten. Tä-
mä tarkoittaa sitä, että mikäli palvelin, jolle data oikeasti kuuluisi, on vikaantu-
nut, voidaan kirjoitusoperaatio suorittaa myös jollekin toiselle palvelimelle. Mikä-
li oikea palvelin palaa myöhemmin takaisin ryppääseen, pyritään tämä huomaa-
maan juoruamisen yhteydessä ja siirtämään data tässä vaiheessa oikealle palveli-
melle (hinted handoﬀ) [Hewitt, 2010, 93].
Lukuoperaatiota käsiteltäessä, lukupyyntö ohjautuu rivin tunnisteesta laske-
tun hajautusarvon mukaisesti yhdelle Cassandran kehältä löytyvälle palvelimel-
le. Tästä palvelimesta käytetään nimitystä koordinoija (coordinator). [Kjellman,
2014] Käyttäjä voi määritellä sekä luku- että kirjoitusoperaatioiden yhteydessä
sen, kuinka monen palvelimen tulee kuitata operaatio onnistuneeksi, ennen kuin
pyyntöön voidaan vastata [Cassandra, 2015b]. Lukuoperaation yhteydessä tämä
tarkoittaa sitä, että koordinoija tarkistaa tarvittavan määrän replikoita, ennen
kuin data palautetaan käyttäjälle.
Lukuoperaation yhteydessä koordinoija suorittaa kaikille haetun avaimen si-
sältäville replikapalvelimille yhteenvetokyselyn (digest query) [Cassandra, 2015c].
Yhteenvedossa replikat palauttavat ainoastaan rivin sisällön pohjalta lasketun
hajautusarvon sekä rivin aikaleiman [Cassandra, 2015b]. Yhteenvetokyselyn tar-
koituksena on suorittaa tehokkaasti tarkistus sen suhteen, mitä versioita datas-
ta eri replikoilla on. Mikäli replikoilta löytyy vanhentuneita versioita tietueesta,
korjataan nämä lukuoperaation yhteydessä (read repair). Mikäli lukuoperaation
yhteydessä annetaan vaatimus siitä, että datasta pitää löytyä ajantasaisin ver-
sio, suoritetaan vanhentuneiden versioiden korjaaminen ennen datan palauttamis-
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ta. Muussa tapauksessa korjaaminen tehdään vasta datan palauttamisen jälkeen
[Cassandra, 2015e].
Koska Cassandra käyttää HBasestä poiketen johdonmukaisia hajautusarvoja,
ja koska Cassandrassa ei ole keskitettyä isäntää, eroaa Cassandran kuormanta-
saaminen HBasestä. HBasessä kuormantasauksesta vastaa isäntä, joka kykenee
monitoroimaan Region-palvelimien kuormaa sekä siirtämään Region-tiedostoja
raskaan kuorman alaisilta palvelimilta kevyemmän kuorman alla oleville palveli-
mille. Cassandrassa vastaavaa mekanismia ei ole, vaan Cassandran kohdalla on
tarve luottaa siihen, että palvelimet on pilkottu riittävän moneen osaan kehälle
ja kuorma jakaantuu siten riittävän tasaisesti. Mikäli erillistä kuormantasausta
on tarve suorittaa, on se kuitenkin mahdollista erillisen työkalun avulla [Hewitt,
2010, 215-218].
5.10.3 Muut NoSQL-tietokannat
Avain-arvo- ja sarakeperhetietokantojen ohella myös graaﬁtietokannat vaikutta-
vat tarjoavan oman lisänsä sosiaalisen median palvelujen taustalta löytyviin tieto-
kantaratkaisuihin. Graaﬁtietokannoille on ominaista kyky tallentaa objektien vä-
lisiä relaatioita tehokkaasti. Graaﬁtietokannat sopivatkin siten hyvin esimerkiksi
sosiaalisen median palveluissa esiintyvän sosiaalisen verkoston tallentamiseen.
Esimerkkitapausten osalta Twitter tarjoaa selvimmän esimerkin tarpeesta so-
siaalisen verkoston tallentamiselle. Vähemmän yllättäen Twitterin taustalta löy-
tyykin Twitterin itsensä kehittämä FlockDB-graaﬁtietokanta [Pointer, 2010]. Flock-
DB soveltuu mainiosti esimerkiksi Twitterissä esiintyvien seuraaja-seurattu-suh-
teiden tallentamiseen. Wikipedian ja Redditin osalta palveluissa ei esiinny var-
sinaista sosiaalista verkostoa ja siten näyttää siltä, ettei niiden taustalta löydy
myöskään graaﬁtietokantoja.
Edellä mainittujen tietokantatyyppien lisäksi NoSQL-tietokantaperheeseen kuu-
luvat dokumenttitietokannat. Dokumenttitietokannoissa yksi tietue muodostuu
yhdestä dokumentista. Dokumentti voi olla esimerkiksi JSON-tietue (JavaScript
Object Notation). Dokumenttitietokannoissa dokumentti eroaa relaatiotietokan-
tojen relaatioista siten, että dokumentin muotoa ei ole ennalta määritelty. Sa-
rakeperhetietokannoista dokumenttitietokannan dokumentti eroaa sillä, että do-
kumenteissa ei ole rajattu sisäkkäisten sarakkeiden tai arvojen määrää. Doku-
menttitietokannoissa esiintyy yhtäläisyyksiä relaatiotietokantoihin sen suhteen,
että ne sallivat usein rikkaampien kyselyjen muodostamisen kuin esimerkiksi sa-
rakeperhetietokannat. Toisaalta dokumenttitietokannat eivät välttämättä sovellu
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vastaavalla tapaa tilanteisiin, joissa yksittäisellä rivillä on miljoonia sarakkeita.
Dokumenttitietokannat vastaavat hyvin tilanteeseen, jossa esimerkiksi WWW-
sivulla yksi dokumentti vastaa kaikesta yhdellä WWW-sivulla tarvittavasta in-
formaatiosta.
Dokumenttitietokanta MongoDB lupailee vastaavankaltaista skaalautuvuut-
ta kuin muutkin NoSQL-tietokannat, ja tarjoaa muun muassa tuen replikoin-
nille [MongoDB, 2015b] ja sirpaloinnille [MongoDB, 2015c]. Toinen suosittu do-
kumenttitietokanta, CouchDB [CouchDB, 2015], tarjoaa samankaltaisia piirteitä
kuin MongoDB.
Esimerkkitapauksissa ei dokumenttitietokantoja esiinny, mutta esimerkkita-
pausten ulkopuolelta muun muassa Foursquare hyödyntää dokumenttitietokanta
MongoDB:tä [MongoDB, 2015a].
5.10.4 Muita skaalautuvia toteutuksia
Googlen Bigtablen ja Amazonin DynamoDB:n jalanjäljissä on seurannut myös
muita mielenkiintoisia, hajautettuja tietokantaratkaisuja. Näiden joukossa on muun
muassa Yahoon kehittämä PNUTS [Cooper et al., 2008] sekä Googlen myö-
hemmin kehittämät Megastore- sekä Spanner-tietokannat [Baker et al., 2011,
Corbett et al., 2013]. Monista muista NoSQL-tietokannoista poiketen edellä mai-
nitut tarjoavat myös muun muassa osittain relaationaalisia piirteitä. Lisäksi nii-
den skaalautuvuuspiirteet on suunniteltu esimerkiksi HBaseä ja Cassandraa suu-
remmiksi. Esimerkiksi Spannerin tavoitteisiin kuuluu kyky skaalautua miljoonille
palvelimille ja satoihin datakeskuksiin. Lisäksi Spannerin tavoitteeksi kuvaillaan
kyky tallentaa biljoonia tietueita. [Corbett et al., 2013] Nämä tavoitteet luonnol-
lisesti ylittävät esimerkiksi Redditin ja Wikipedian tarpeet.
5.11 Mediatiedostojen tallentaminen
Sosiaalisen median palveluissa yhtenä sosiaalisena objektina (tai sen osana) voivat
olla mediatiedostot, kuten kuva-, ääni- ja videotiedostot. Näiden tiedostojen tal-
lentaminen aiheuttaa omat haasteensa. Sekä Reddit että Wikipedia ovat ottaneet
käyttöönsä erilliset järjestelmät, joiden avulla he huolehtivat näiden tiedostojen
tallennuksesta.
Wikipedian taustalta löytyy OpenStack Swift -niminen [Swift, 2015c] järjes-
telmä mediatiedostojen tallentamiseen ja hallinnointiin. Swift hyödyntää vastaa-
vankaltaisia menetelmiä siihen kohdistuvan kuormituksen hallitsemiseksi kuin ai-
emmin kuvatut NoSQL-tietokannat. Swift-ryppääseen kuuluvat palvelimet jae-
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taan kehälle ja Swiftiin tallennettavat mediatiedostot sirpaloidaan niille lasket-
tujen hajautusarvojen pohjalta. Swiftin kehälle jaetut palvelimet jaetaan lisäksi
virtuaalisolmuihin. [Swift, 2015b] Lisäksi Swift tukee replikointia. [Swift, 2015a]
Swiftin lisäksi Wikipedia käyttää Swiftin edustalla Varnish-välimuistipalvelimia.
Reddit on päätynyt mediatiedostojen osalta hyödyntämään ulkoisia palve-
luntuottajia, käyttäen Amazonin S3-palvelua mediatiedostoista luotujen pikku-
tiedostojen tallentamiseen. Varsinaisia mediatiedostoja Reddit ei tallenna itse
ollenkaan, vaan Redditiin on mahdollista ainoastaan lisätä linkkejä esimerkiksi
kuvien jakopalvelupalvelu Imguriin ja videoiden jakopalvelu Youtubeen.
5.12 Hakuindeksien tallentaminen
Palveluun tallennettu data on hyödyllistä ainoastaan, mikäli se on mahdollista
saattaa käyttäjien ulottuville. Dataan on mahdollista päästä käsiksi eri keinoin.
Twitterin tarjoama seuraaja-seurattu-suhde ja sen kautta seuraajille automaat-
tisesti välittyvät viestit ovat yksi keino. Redditin ja Wikipedian tavat luokitella
dataa eri kategorioihin ja mahdollistaa datan löytäminen tällä tavoin on toinen
keino. Käytännössä nämä eivät kuitenkaan näytä riittäviltä, vaan kaikki kolme
esimerkkitapausta mahdollistavat myös vapaamuotoisten hakujen suorittamisen.
Kaikki kolme esimerkkitapausta käyttävät erillistä alijärjestelmää hakukyse-
lyiden prosessointiin. Erillisen alijärjestelmän käyttäminen tarkoittaa sitä, että
hakujen prosessointi ei aiheuta ylimääräistä kuormaa muulle järjestelmälle. Vas-
tapainona hakujen suorittaminen erillisessä alijärjestelmässä tarkoittaa sitä, että
järjestelmän sisältämä data tulee kyetä päivittämään myös tähän erilliseen ali-
järjestelmään.
Twitter hyödyntää hakuindeksien tallentamiseen itse optimoimiaan Lucene-
instansseja, joista se käyttää nimeä Earlybird. Wikipedian taustalta löytyy Luce-
neen ja Solr:in pohjautuva ElasticSearch, ja Reddit on päätynyt käyttämään
Amazonin pilvipalveluvalikoimasta löytyvää CloudSearch-palvelua. Hakuindek-
sien tallentamisessa näkyy samoja tekniikoita skaalautuvuuden suhteen kuin muun-
kin datan tallentamisessa. Peruspiirteinä hakuindeksit sirpaloidaan ja replikoi-
daan useille eri palvelimille.
Myös palvelujen ulkopuoliset tahot, kuten Google, voivat indeksoida palvelu-
jen sisältämää dataa. Muun muassa Reddit on varautunut tähän lisäkuormaan
ylläpitämällä omia erillisiä palvelimia, joita käytetään palvelemaan ainoastaan
Googlelta muodostuvaa kuormaa [Huﬀman & Williams, 2014].
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5.13 Muita tapoja vaikuttaa järjestelmän kuormitukseen
Tehdään lopuksi vielä lyhyt katsaus siihen, miten järjestelmän kuormitukseen
voidaan vaikuttaa, ja miten tällä voidaan mahdollisesti vaikuttaa järjestelmän
kykyyn skaalautua.
5.13.1 Vanhan datan arkistointi
Dataa voidaan jakaa eri tietovarastoihin sen mukaan, minkälaisesta datasta on
kyse. Eräs tapa hajauttaa järjestelmään kohdistuvaa kuormaa on datan hajaut-
taminen datan iän mukaan. Vanhaa dataa saatetaan käyttää hyvin eri tavoin
kuin järjestelmään syötettyä uudempaa dataa. Yksi mahdollisuus järjestelmän
suorituskyvyn parantamiseen onkin vanhan datan siirtäminen joko erilliseen tie-
tokantaan tai peräti kokonaan erilliseen järjestelmään tai arkistoon. Mikäli van-
haa dataa ei kyetä siirtämään pois varsinaisen järjestelmän harteilta, aiheuttaa
tämä herkästi ajan mittaan ongelmia järjestelmän ikääntyessä ja järjestelmään
tallennetun datamäärän kasvaessa.
Reddit tarjoaa hyvän esimerkin datan jakamisesta sekä uuteen että tietyn ai-
karajan ylittäneeseen, vanhaan dataan. Redditissä viimeisimmät ja suosituimmat
viestiketjut keräävät selvästi enemmän aktiivisuutta kuin vanhemmat viestiket-
jut. Redditin Edberg [2013b] kuvailee, että vanhan datan osalta on helpompaa,
mikäli siitä päästään joko kokonaan eroon tai mikäli se kyetään ainakin saatta-
maan vain-luku-tilaan. Edberg [2013b] mainitsee, että palvelun käyttäjät huo-
maavat datan poistamisen tai sen tilan muuttamisen vain harvoin. Reddit toimii
tämän ajatuksen pohjalta, ja sallii vanhojen viestiketjujen ja kommenttien osal-
ta ainoastaan niiden lukemisen. Uusien kommenttien tai plus- ja miinuspisteiden
antamista Reddit ei salli, vähentäen näin järjestelmään kohdistuvien kirjoituso-
peraatioiden määrää.
Järjestelmään tallennetun datan voidaan ajatella jakautuvan neljään katego-
riaan:
1. Välimuisteihin, jotka säilövät aktiivisessa käytössä olevan datan.
2. Järjestelmän normaaliin operatiiviseen dataan, joka on tallennettu tieto-
kantoihin.
3. Arkistoituun dataan, joka on edelleen saavutettavissa, mutta johon ei voida
enää tehdä muutoksia.
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4. Dataan, joka ei syystä tai toisesta ole enää käyttäjille mielenkiintoista ja on
siten poistettu järjestelmästä.
Kuvassa 5.12 havainnollistetaan tätä jakaumaa.
Kuva 5.12 Datan luokittelu datan iän mukaan.
Twitterissä datan suhteen määrittävänä tekijänä on käyttäjän aktiivisuus. Ak-
tiivisiksi käyttäjiksi tulkitaan käyttäjät, jotka ovat käyttäneet Twitteriä viimeisen
kuukauden aikana. Tällaisten käyttäjien aikajanat pidetään välimuisteissa, jotta
kyseisiä käyttäjiä kyettäisiin palvelemaan nopeammin.
Edellä kuvattu datan jakautuminen ei kuitenkaan päde kaikissa tapauksissa.
Esimerkiksi Wikipediassa vastaavaa vanhan tai vanhentuneen datan käsitettä ei
samassa mielessä esiinny. Wikipediassa artikkelit eivät menetä ajan myötä arvo-
aan. Toisaalta Wikipediassakin muodostuu eroja esimerkiksi sen suhteen, kuinka
suosittuja eri artikkelit ovat, ja tätä myöten tiettyjen artikkeleiden pitäminen väli-
muisteissa voi olla suotuisampaa kuin toisten artikkeleiden. Lisäksi Wikipedia on
toteuttanut external storage -tietokantansa siten, että kirjoitusoperaatiot kohdis-
tetaan ainoastaan ryppääseen viimeisimpänä lisätyille palvelimille. Ryppääseen
lisätään ajan kuluessa uusia palvelimia. Koska ryppään vanhemmille palvelimil-
le säilöttyyn dataan ei enää tehdä kirjoitusoperaatioita, on kyseessä käytännössä
eräänlainen datan arkistointi.
Tämä malli on tuttu myös perinteisistä yritysjärjestelmistä, joissa operatiivi-
nen data säilötään usein yhteen OLTP-tietokantaan (Online Transaction Proces-
sing) ja tämän lisäksi data synkronoidaan erilliseen OLAP-tietokantaan (Online
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Analytical Processing) muun muassa raporttien muodostamista varten [Fow-
ler, 2014]. Tämänkaltaista datan replikointia on havaittavissa myös muun muas-
sa Twitterin ja Redditin osalta. Twitter luo esimerkiksi yhteenvetosähköpostit
raporttitietokanta-henkisesti [Krikorian, 2012a]. Reddit puolestaan ylläpitää erä-
ajoin Cassandra-tietokantaryppäänsä sisältämää dataa, jota se edelleen käyttää
kasvattamaan järjestelmänsä suorituskykyä [Huﬀman & Williams, 2014].
5.13.2 Viestijonojen käyttäminen
Järjestelmään kohdistuvan kirjoituskuormituksen käsittelyä on mahdollista siir-
tää myöhemmäksi viestijonojen avulla. Viestijonojen avulla järjestelmään koh-
distuvia kirjoitusoperaatioita voidaan puskuroida ja puskuria voidaan tyhjentää,
kun järjestelmän kuormitus on palautunut normaaliksi.
Viestijonojen käyttäminen mahdollistaa myös järjestelmän eri komponenttien
välisen kommunikaation ilman suoraa komponenttien välistä yhteyttä, helpottaen
täten järjestelmän komponenttien erottamista toisistaan.
5.13.3 Prosessointi eräajoina sekä prosessoinnin hajauttaminen
Yksi tapa pienentää operatiiviseen järjestelmään kohdistuvaa rasitusta on siirtää
raskasta prosessointia ja analysointia myöhemmäksi, ja suorittaa sitä eräajotyy-
lisesti. Muun muassa Wikipedia käyttää tätä tekniikka mallinteiden (template)
päivitysten yhteydessä. Mallinteen päivitys on raskas operaatio, joka aiheuttaa
päivityksiä kaikille mallinteen sisältäville sivuille. Wikipedia on ratkaissut tämän
ongelman siirtämällä mallinteen päivitykset taustalla tapahtuviksi eräajotöiksi.
[Schultz, 2014]
Lisäksi Googlen vuonna 2004 esittelemä MapReduce-laskentamalli mahdollis-
taa raskaiden prosessointitehtävien pilkkomiseen ja hajauttamisen suurelle mää-
rälle palvelimia [Dean & Ghemawat, 2004]. MapReduce-laskentamalli soveltuu
erityisen hyvin horisontaalisesti skaalautuvien NoSQL-tietokantojen yhteyteen.
Muun muassa Reddit sekä Twitter hyödyntävät MapReduce-laskentamallia da-
tan prosessoinnissaan [Twitter, 2012, Huﬀman & Williams, 2014].
5.13.4 Datan esikarsinta
Yksi tapa vähentää kuormitusta on käyttää yhdistelmää useammista eri nopeuk-
silla toimivista algoritmeista tehtävän suorittamiseen. Busch et al. [2012] antavat
esimerkkinä hakupalvelut, joissa usein ensisijainen haku tehdään nopealla algo-
ritmilla karkean hakutuloksen aikaansaamiseksi ja tämän jälkeen tähän karkeaan
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hakutulokseen sovelletaan raskaampaa ja siten hitaampaa algoritmia hakutulok-
sen laadun parantamiseksi.
5.13.5 Rajoitusten asettaminen
Myös erilaisten rajoitusten sekä järjestelmään sisään tulevan datan sopivuuden
tarkistaminen on tärkeää. Esimerkiksi Twitterin erikoispiirteisiin kuuluu viestien
pituuden rajoittaminen 140 merkkiin. Vaikka rajoitteen taustalla on todennäköi-
sesti historialliset syyt (tekstiviestien maksimipituus), auttaa se myös rajoitta-
maan palveluun lisättävän datan määrää.
Myös Edberg [2013b] kuvailee rajoitusten asettamisen tärkeyttä mainitsemalla
tapauksen, jossa yksittäinen käyttäjä oli lisännyt Redditiin gigatavujen pituisen
merkkijonon viestiketjun kommentiksi, ja aiheuttanut tällä merkittävän haitan
järjestelmän suorituskyvylle.
Reddit rajoittaa muun muassa sitä, kuinka kauas ajassa taaksepäin aihealueil-
le lisättyjä viestiketjuja voidaan selata [Huﬀman & Williams, 2014]. Vastaavia
rajoitteita löytyy muun muassa Facebookista, jossa kaverien määrä on rajoitettu
viiteentuhanteen kaveriin [Facebook, 2015b].
5.13.6 Dynaamisen sisällön muodostamisvastuun siirtäminen selaimelle
Perinteisissä WWW-sovelluksissa sivujen dynaamisesta generoinnista on vastan-
nut järjestelmään kuulunut WWW-palvelin. WWW-palvelimen vastuulla on ollut
noutaa data taustapalvelimilta ja sen jälkeen generoida HTML-sivu, johon data
on ollut valmiiksi upotettu. Selaimen tehtäväksi on jäänyt ainoastaan valmiiksi
generoidun HTML-sivun esittäminen.
Nykyaikaisissa yhden sivun WWW-sovelluksissa (single page application) vas-
tuu datan upottamisesta ja siten dynaamisen HTML-sivun muodostamisesta on
kuitenkin siirtynyt selaimen vastuulle. Dynaamisen HTML:n generointiin vaadit-
tava kuorma saadaan näin siis siirrettyä pitkälti selaimen vastuulle. Yhden sivun
sovelluksissa selain ylläpitää WWW-sovelluksen tilaa ja sivulta toiselle vaihdet-
taessa selaimen ei siten tarvitse pyytää palvelimelta kuin pieni osa niistä resurs-
seista, jotka tarvitaan vanhemman mallisissa WWW-sovelluksissa.
Esimerkkitapauksista sekä Reddit että Wikipedia turvautuvat nykyisellään
vielä HTML:n generointiin palvelinpuolella. Merkittävin syy tähän on epäilemät-
tä palveluiden ikä ja toisaalta esimerkiksi Wikipedian kohdalla vaadittavien muu-
tosten suuri määrä. Toisaalta esimerkiksi Wikipedia sallii pienet dynaamiset li-
säykset JavaScriptiä hyödyntäen. Tällaisia lisäyksiä ovat muun muassa varojen
89
keruun yhteydessä käyttäjille näytettävät bannerit. Lisäksi esimerkiksi Edberg
[Edberg, 2013b] toteaa Redditin osalta, että yhtenä tavoitteena on ollut muuttaa
Redditin esitystapaa siten, että sivujen muodostaminen olisi kokonaan selaimen
vastuulla.
Siirtämällä dynaamisen HTML:n muodostaminen selaimen vastuulle voidaan
mahdollistaa myös tehokkaammat välimuistiratkaisut sekä esimerkiksi sisällön-
jakelun ulkoistaminen erillisille sisällönjakelupalveluille, kuten esimerkiksi Aka-
maille.
5.13.7 Dynaamisen sisällön vähentäminen
Dynaamisen sisällön määrää voidaan myös pyrkiä vähentämään. Muun muassa
Wikipedia käyttää tätä ohjenuoraa. Tavallisella Wikipedian artikkelisivulla ei ole
dynaamisia elementtejä. Tämä mahdollistaa artikkelisivujen tallentamisen sellai-
senaan välimuistipalvelimille [Schultz, 2014].
Reddit hyödyntää vastaavaa tekniikkaa vanhan sisällön osalta, estäen kom-
menttien lisäämisen sekä plus- ja miinuspisteiden antamisen vanhoille viestiket-
juille.
Lisäksi sekä Reddit että Wikipedia siirtyvät tietyissä tilanteissa tilaan, jos-
sa ainoastaan sisällön lukeminen on mahdollista. Redditin aktiivinen sisältö tal-
lentuu Akamain-välimuisteihin sekä Memcachediin, joten Redditin lukeminen on
mahdollista, vaikka esimerkiksi taustalla olevat PostgreSQL-ryyppäät olisivat ko-
konaan pois käytöstä [Edberg, 2013a]. Vastaavasti Wikipedia käyttää vain-luku-
tilaan siirtymistä viimeisenä oljenkortenaan tilanteissa, joissa sen järjestelmiin
muodostuu liiallinen kuormitus [Brown & Wilson, 2012, 184]. Wikipedia kykenee
tällä tavoin helpottamaan sen isäntä-orja-kokoonpanossa olevien orjapalvelinten
kuormaa ja antamaan niille tilaa kiriä kiinni replikoinnissa. Samaan aikaan suuri
osa sisällöstä voidaan tarjoilla Varnish-edustapalvelimilta.
5.13.8 Virheiden salliminen
Edellä mainittujen keinojen ohella eräs tapa on sallia pienten virheiden tapah-
tuminen. Edberg toteaa, että järjestelmän luotettavuus on käytännössä riippu-
vainen siitä, miten paljon järjestelmään on käytettävissä rahaa [Edberg, 2013a].
Resursseja kasvattamalla järjestelmän luotettavuutta on mahdollista parantaa.
Toisaalta sosiaalisen median kehyksessä luotettavuus ei välttämättä ole yhtä mer-
kittävällä sijalla kuin vaikkapa Marsin pinnalle lähetettävissä avaruusluotaimissa.
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Mikäli esimerkiksi Redditissä yksittäinen plus- tai miinuspiste jää tallentumatta
tai Twitterissä yksittäinen twiitti katoaa, ei tätä käytännössä kukaan huomaa.
6 Loppupäätelmät
Tässä tutkielmassa on käsitelty tapoja, joilla sosiaalisen median palvelut kykene-
vät skaalautumaan, ja siten tallentamaan ja käsittelemään käyttäjiensä muodos-
tamat suuret datamäärät.
Skaalautuvuuden osalta merkittäväksi piirteeksi näyttää muodostuneen kyky
horisontaaliseen skaalautuvuuteen ja siten kyky pitää yksittäiseen järjestelmän
resurssiin kohdistuva kuormitus kohtuullisena. Lopulta kyseessä on suurten ko-
konaisuuksien pilkkominen pienemmiksi ja hallittavammiksi. Vastaavaan tapaan
kuin suurta ohjelmistokehitysprojektia ei ole mahdollista tehdä pilkkomatta sitä
pienempiin palasiin, ei myöskään sosiaalisen median taustalta löytyviä toiminto-
ja voi upottaa yhdelle palvelimelle tai yhteen järjestelmään. Ratkaisuksi näyttää
täten muodostuneen eri toimintojen pilkkominen omiksi kokonaisuuksikseen sekä
edelleen näiden kokonaisuuksien pilkkominen riittävälle määrälle toisistaan eril-
lisiä palvelimia.
Huomion arvoista on se, että skaalautuvuuteen on selvästi jouduttu etsimään
uusia ratkaisumalleja. Muun muassa Twitter, Facebook ja LinkedIn ovat Googlen
ja muiden johdolla aktiivisesti kehittäneet uusia tietokanta- ja muita ratkaisuja
skaalautuvuuden haasteiden ratkaisemiseksi. Sosiaalisen median taustalta löyty-
vät yritykset näyttävätkin enemmän ohjelmistokehitystä toteuttavilta yrityksiltä
kuin miltään muulta.
Skaalautuvuus saavutetaan monissa tapauksissa vaihtamalla joitain muita
ominaisuuksia pois. Näin tapahtuu esimerkiksi silloin, kun tietokantaratkaisussa
päädytään hylkäämään ACID-vaateet ja tyydytään heikompiin BASE-piirteisiin.
Monissa tapauksissa myös datan eheydestä luovutaan, jotta järjestelmän saa-
tavuus, viiveet ja osioiden sietokyky kyettäisiin pitämään parempina. Monissa
tapauksissa tämä luo myös tarpeen ylimääräisille ratkaisuille, joiden avulla piilo-
tetaan esimerkiksi replikointiviiveet palvelun käyttäjiltä.
Cassandran ja HBasen kaltaiset massiivisen horisontaalisen skaalautuvuuden
mahdollistavat järjestelmät ovat myös muuttaneet tapaa, jolla palvelimia käyte-
tään. Erikoistuneet viansietokykyiset palvelimet ovat osin siirtyneet syrjemmälle.
Horisontaalinen skaalautuvuus ja tietokantaratkaisuihin sisäänrakennettu vian-
sietoisuus ovat mahdollistaneet kokoonpanot, joissa pääasemassa on kuluttaja-
markkinoille suunnatut PC-laitteistot.
Tässä tutkielmassa on kuvattu eri tapoja hajauttaa järjestelmään kohdistu-
vaa kuormitusta, siirtää prosessointia myöhemmäksi sekä tapoja pienentää järjes-
telmään kohdistuvaa kuormitusta. Vaikka esimerkiksi horisontaalinen skaalautu-
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vuus ja siten esimerkiksi datan sirpalointi esittävät merkittävää osaa järjestelmän
skaalautuvuuden näkökulmasta, ei skaalautuvuutta kuitenkaan saavuteta millään
yksittäisellä keinolla. Tutkielman esimerkkitapausten perusteella skaalautuvien
järjestelmien rakentaminen muodostuukin eri ratkaisumallien yhdistelmistä. Tut-
kielmaan on pyritty nostamaan keskeisimmät ratkaisumallit, jotka esimerkkita-
pausten arkkitehtuurikuvausten perusteella on hahmotettu.
Skaalautuvuus on ajankohtainen aihe, sillä yhä useampi yritys joutuu nyky-
maailmassa ratkomaan big datan aiheuttamia haasteita. Skaalautuvat ratkaisut
tulevat epäilemättä kehittymään ja kypsymään entisestään tulevaisuudessa. Mo-
net tekniikat, kuten hyvän horisontaalisen skaalautuvuuden tarjoavat sarakeper-
hetietokannat, ovat yleistyneet vasta viime vuosina. Lisäksi esimerkiksi Googlen
Megastore- sekä Spanner-tietokantojen kehitys osoittaa, ettei tarve vielä entises-
tään skaalautuvammille ratkaisuille ole päättynyt. Tulevaisuudessa muun muassa
esineiden internet (Internet of Things) [Atzori et al., 2010] tullee lisäämään tar-
vetta vielä kyvykkäämmille ratkaisuille datan tallentamiseen ja hallitsemiseen.
Tutkielmassa on keskitytty skaalautuvuuteen datan tallentamisen ja käsitte-
lyn näkökulmasta. Tämä ei kuitenkaan ole ainoa näkökulma, josta skaalautuvuut-
ta voidaan katsoa. Skaalautuvuuden taustalta löytyy myös muita piirteitä, kuten
esimerkiksi tarve kyvylle monitoroida automatisoidusti järjestelmän tilaa. Tämä
aiheutuu luonnollisesti siitä, että palvelinmäärän kasvaessa ei jokaisen palvelimen
tilaa ole enää mahdollista seurata manuaalisesti. Vastaavia tarpeita muodostuu
muun muassa palvelinten konﬁguroinnin ja päivitysten hallinnan osalta. Näiden
ohella järjestelmiin kohdistuu usein esimerkiksi turvallisuus-, käytettävyys- ja saa-
tavuusvaateita.
Järjestelmän koon kasvaessa myös ohjelmistojen eri komponenttien hallinnoin-
ti ja organisointi muodostuvat monimutkaisemmiksi. Esimerkiksi Twitterin hyö-
dyntämä SOA-arkkitehtuuri tarjoaa tähän yhden ratkaisumallin. SOA-arkkitehtuuri
tarjoaa ratkaisumallin myös kehittäjätiimien määrän kasvattamiseen, mahdollis-
taen eri tiimeille eri vastuualueet. Muita näkökulmia skaalautuvuuden suhteen
avautuu muun muassa kustannusten hallinnasta, pilvipalvelujen hyödyntämises-
tä ja monesta muusta seikasta, joihin tässä tutkielmassa ei oteta kantaa.
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