Abstract-The basic idea of the paper is to use neurocomputational features of weakly connected neural networks of oscillators in pattern recognition. Stable synchronized states of the neural networks where artificial neurons are lasers with equal natural frequencies are prespecified with connection matrices. A set of memorized patterns are associated with the prescribed equilibria in phase relations with which neurons oscillate. Any pattern to be recognized in the neighborhood of the memorized patterns will reach the corresponding stable synchronized state. Phase locking takes part in the recognition mechanism. Kuramoto's model is used in designing equilibria of laser networks.
I. INTRODUCTION
A novel computing paradigm, emerging from a network of artificial neural oscillators, has been studied [1] [2] [8] . Typically, simple analog units, artificial neurons, in the network process information in parallel. Such neural networks perform pattern recognition and associative recall via selforganization of neurons.
One candidate network is the weakly connected neural networks where artificial neurons are identical coupled lasers. With such a network, the possibility that the laser oscillators interact via phases, which corresponds to the phase modulation (PM) encoding, was proposed [9] . The approach is in the spirit of FM interaction theory.
In this paper, we propose a different phase modulation encoding mechanism with such neural network for the purpose of decoding from a visual scene. Elements of the oscillator network interact with each other via phases, rather than amplitudes and memorized patterns correspond to synchronized states where each unit of the oscillator network oscillate with equal frequencies and with prescribed phase relations. These equilibria in phase relations are prespecified with connection coefficients among oscillatory units. The mechanism of recognition is related to phase locking.
One of the applications of the mechanism of recognition with the coupled laser networks is to decode or detect visual inputs from cortical waves in visual cortices of freshwater turtles. A large-scale model of turtle visual cortex was used to study the dynamics of propagating waves in the cortex, and detection and estimation of visual inputs [11] 
II. THE MODEL OF A LASER NETWORK
The network of coupled lasers has been described in detail [9] Below is the brief description. The lasers are written with the dimensionless rate equations as follows:
where E i and N i are the complex electric field and the excess carrier number of the ith laser, the derivatives˙= d/ds, s = tτ −1 p is the time measured in units of the photon lifetime τ p , µ = τ p /τ s is the ratio of photon to carrier time scales, where τ s is the carrier lifetime, P is the pumping above threshold, α is the linewidth enhancement factor, ω is normalized optical frequency, and c i j are complex connection coefficients.
It is convenient to use polar coordinates E i = r i e iφ i and c i j = s i j e iψ i j to rewrite the model (1) and (2) in the forṁ
In the case of weak connection, the dynamical analysis of the model (3),(4) and (5) shows that
and the phase φ i (t) → ωt + φ 0 i , where φ 0 i is determined by the initial conditions. The phase differences, but not phases, play a key role in the neurocomputing mechanism proposed in this paper. To illustrate the main idea, we would like to review a model proposed by Kuramoto [10] .
III. PHASE LOCKING WITH A NETWORK OF KURAMOTO MODELS
If all r i (t) → r 0 , then the phase model (3) for α = 0 has Kuramoto's form [10] 
where 
The stationary points of (7) are given by φ − ψ 12 = nπ, out of which the stable points are given precisely by
For φ 1 , φ 2 in the interval [−π, π), we have φ = ψ 12 and φ = ψ 12 + 2π are the two stable points if ψ 12 < 0, and φ = ψ 12 and φ = ψ 12 − 2π are the two stable points if ψ 12 > 0. Up to mod 2π, the two stable points of φ are actually the same indicating that (7) converges globally to an unique equilibrium point.
Memory with two elements:
In order to use (7) for the purpose of memorizing an input pattern, we would require that it has multiple equilibria. This is achieved by rescaling the phase variables as follows:
Rewriting (6) with respect to the new variables, we obtaiṅ
By definingφ =φ 1 −φ 2 , analogously we obtaiṅ
If ψ 12 > 0, the two stable stationary points of (9) are given by 2 −π in the interval [−π, π). The case, ψ 12 < 0, can be analogously described. Additionally it can be verified that if
thenφ (t) converges to the first stable point
2 . Otherwise it converges to ψ 12 2 − π. In Fig. 1 we plot the phase variablē φ (t) as a unit complex number e iφ (t) .
The main idea we would like to explore is to utilize the convergence properties of (9) to distinguish between a pair of complex patterns. Let us define the following two vectors in C 2 as follows:
where π 1 and π 2 are any two complex numbers such that as follows
2 − π. Thus the two patterns p 1 and p 2 are mapped to the two stable equilibria of (9) under the map ξ . Patterns which are close to either p 1 or p 2 would be attracted towards the corresponding equilibrium. This principal can therefore be used as a memory.
Usually we are not interested in a set of complex patterns. Rather we would like to memorize a pattern of real vectors. Assume that we have pair of vectors in R 2 which we would like to memorize. We consider a map
The dynamics of (9) can be used to memorize the two vectors v 1 and v 2 . This point is illustrated by choosing
Combining the two maps (11) and (13) we obtain
If we now assume that the vector (t 1 t 2 ) is chosen such that
it would follow that
we would conclude from (10) thatφ (t) converges to
2 . Thus all vector patterns that satisfy (14) would be categorized as pattern 1. These are precisely given by
Analogously all vectors that satisfy
would be categorized as pattern 2.
Memorizing more than two patterns: In order to memorize more than two patterns, for example 3 patterns, the phase variables can be rescaled as
In this case we can rewrite (9) aṡ 
The map ξ can be chosen identical to (11) and the map T is defined as
where i = 1, 2, 3. In order to memorize vectors (1 0 0) T , (0 1 0) T , and (0 0 1) T , we define
The phase difference variableφ is initialized at 3 . All the other regions of convergences have been sketched in Fig. 2 .
Memorizing patterns with third order dynamics:
Another way to memorize more than two patterns is to use a higher order Kuramoto model that introduces multiple equilibria. One way to achieve this is to consider the following third order dynamics:
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Four patterns of vectors in C 3 are defined as follows:
where we assume that
For here onwards, it is quite easy to define a transformation that would map R 4 to C 3 and would be defined in such a way that u i is mapped to P i , where u i is the i th standard unit vector.
IV. TWO ILLUSTRATIVE EXAMPLES:
In this section we use two illustrative examples to show how Kuramoto model can be used to memorize three patterns.
A. Decoding from a sequence of visual images
The convergence properties of the Kuramoto model can be easily linked with the task of recognizing scenes such as the one in Fig. 3 used as visual input to the cortex model [15] . Each scene has already been encoded as a vector in R 60 that was used as a cortical input. An initial estimate of the cortical input is provided by the ARMA models [5] . In this section we propose to obtain a refined estimate using the Kuramoto model. Our task is to distinguish between 3 patterns along any horizontal line in Fig. 3 . This would therefore be an alternative to the one described so far utilizing the ARMA models This is achieved by defining a map encoding of the vectors in R 60 for the top three images in Fig. 3 . For each of the other 3 horizontal axis of Fig. 3 , the corresponding triplet of estimated vectors are mapped as an initial condition ofφ (t) and the recognition results with third order Kuramoto model are plotted in Fig. 5 . The point of this illustration is that the Kuramoto model can be used to track a moving scene. Every image of the scene has been correctly classified and they all fall within the region of attraction. 
B. Decoding the location of three stationary targets
The location of stationary inputs can be identified using statistical hypothesis testing from the associated β strands [4] . In this section we follow this thread and show that the beta strands can also be memorized using the Kuramoto model.
We consider a set of 3 stationary inputs (Left, Center, and Right) and assume that the corresponding β strands are already obtained. At any given time, t, the strands are given by a vector in R Q where Q = 20. Like before, we define a map
where M = 2 or 3, and v i is assumed to be the vector representation of the mean strand and p i are the first three patterns in (17). For each of the 3 inputs, we obtain multiple simulations of the cortical movie and obtain the associated strands. We initialized Kuramoto model and classify each of the strands and this process has been sketched in Fig. 6 and Fig. 7 . The percentage of wrong detection with the third order Kuramoto model has been plotted in Fig. 8 , one for each time. It is not surprising to observe that for a longer delay, the probability of error rises.
V. INITIALIZATION AND RECOGNITION
Above we illustrated that Kuramoto models can be used to recognize patterns with the proposed mechanism of recognition. The final goal is to implement physically pattern recognition with laser networks. It is easy to set initial values in a computer simulation. But it might be difficult in real laser systems since one does not have direct access to the phase of a laser. One mechanism to set initial values of real laser systems is to entrain the network to a relatively strong external input having appropriate phase relation associated [9] . Suppose the vector v to be recognized is mapped into a complex vector p ∈ C M , we may entrain the network to the associated periodic input ε pe iωt , where ε is much larger than the strength of connections in laser networks, so that the phases phases converge to the desired values. The lasers lock to the signal. After the initialization stage is complete and the lasers have phase relations defined by the vector v. We remove the forcing signal. Then the recognition starts from the defined phase relations and the network converges to the appropriate synchronized state. In this paper we only simulated the pattern recognition of three stationary targets with the networks of two lasers in order to show this mechanism to set initial values of lasers. anisms of pattern recognition. The mechanism of recognition proposed in this paper can perform pattern recognition with a small number of oscillatory units in neural networks. The prescribed equilibria in phase relations can be easily designed by the connection coefficients.
