We propose two primal heuristics for nonconvex mixed-integer nonlinear programs. Both are based on the idea of rounding the solution of a continuous nonlinear program subject to linear constraints. Each rounding step is accomplished through the solution of a mixed-integer linear program. Our heuristics use the same algorithmic scheme, but they differ in the choice of the point to be rounded (which is feasible for nonlinear constraints but possibly fractional) and in the linear constraints. We propose a feasibility heuristic, that aims at finding an initial feasible solution, and an improvement heuristic, whose purpose is to search for an improved solution within the neighborhood of a given point. The neighborhood is defined through local branching cuts or box constraints. Computational results show the effectiveness in practice of these simple ideas, implemented within an open-source solver for nonconvex mixed-integer nonlinear programs.
need not be convex. This is the most expressive class of single-objective mathematical programs, in that all single-objective deterministic optimization problems can be cast in this form. MINLPs generalize both Nonlinear Programs (NLPs) and Mixed-Integer Linear Programs (MILPs), and hence inherit difficulties from both classes. In recent years, some attempts have been made in developing exact solvers for nonconvex MINLPs [2, 29] . These solvers are based on the Branch-and-Bound (BB) algorithm, where lower bounds (we assume a minimization problem) at each node of the BB tree are typically obtained by solving a Linear Program (LP) that defines a relaxation of the corresponding MINLP. Examples of LP-based BB solvers for nonconvex MINLPs are Baron [25] , Couenne [2] , and Lindoglobal [20] .
For most MINLP solvers, obtaining good upper bounds as quickly as possible is of great practical importance. In this paper we study two heuristics for this purpose. Our primal heuristics are based on the same algorithmic scheme: first, we obtain a feasible point for the continuous relaxation by solving an NLP. Then we round the solution to this NLP, subject to linear constraints, to obtain an integral feasible point. This rounding is accomplished through the solution of an MILP. Finally, we fix the integer variables and act on the continuous variables to generate an MINLP feasible point.
We design two heuristics of this type in such a way that they are fast in practice: the first one has the purpose of obtaining an initial feasible solution, the second one acts on a feasible solution and tries to compute a better one, searching within a neighborhood of the starting point. The difference between the two lies in the definition of the NLPs that are solved to obtain the point to be rounded, and in the linear constraints to which the rounding phase is subject.
The rest of this paper is organized as follows. In Section 2 we provide the necessary notation and preliminaries. In Section 3 we introduce the basic scheme for our heuristics. Section 4 describes the linear inequalities called no-good cuts that are employed by our heuristics. Then, the basic scheme is specialized to define a feasibility heuristic that finds a first solution (Section 5), and an improvement heuristic (Section 6). Some issues related to dealing with a nonconvex optimization problem are discussed in Section 7. In Section 8 we provide computational experiments on a set of benchmark instances to show the practical usefulness of the heuristics that we propose. Section 9 concludes the paper. The appendix contains more details on the computational experiments.
Notation and Preliminaries
Consider the following mathematical program:
3 where f and all g i 's are possibly nonconvex functions, N = {1, . . . , n} is the set of variables, M = {1, . . . , m} the set of constraints, and x = (x i ) i∈N is the vector of variables with finite lower/upper bounds x L = (x L i ) i∈N , x U = (x U i ) i∈N . The variables with indices in N I ⊂ N are constrained to take on integer values in the solution. Difficulties arise from the integrality of the variables in N I , as well as nonconvex nonlinear objective and constraints (if present). Exact solution methods typically require that the functions f and g be factorable, that is, they can be computed in a finite number of simple steps, starting with model variables and real constants, using unary and binary operators.
When the function f is linear and the g j 's are affine, P is an MILP, for which efficient Branch-and-bound methods have been developed [24, 31] . State-ofthe-art MILP solvers (e.g. Cplex, Gurobi, or Xpress) are capable to solve, in reasonable time, problems with thousands of variables. Branch-and-Bound methods for MINLPs attempt to closely mimick their MILP counterparts, but many difficulties have to be overcome. In particular, obtaining lower bounds is not straightforward. The continuous relaxation of each subproblem may be a nonconvex NLP, which is NP-hard. One possibility is to compute a convex relaxation (simply convexification from now on) of the feasible region of the problem, so that lower bounds can be easily computed.
In the following, we assume that a linear convexification of the original problem is available; that is, the objective function f and all constraints g j are replaced by suitable linear terms which underestimate the original functions over all the feasible region. The computation of this linear convexification is a key step for LP-based Branch-and-Bound solvers for nonconvex MINLPs, and has been investigated extensively in the past [21, 28] . The accuracy of the convexification greatly depends on the variable bounds. If the interval over which a variable is defined is large, the convexification of functions which contain that variable may be a very loose estimate of the original functions, leading to a poor lower bound. Furthermore, bounds can be tightened by branching or by applying various techniques, such as Feasibility Based Bound Tightening [26, 27] and Optimality Based Bound Tightening [3, 26] . A good incumbent solution not only provides a better upper bound to be used as a cutoff value within the branch-and-bound, but also allows for the propagation of tighter bounds through bound tightening techniques based on expression trees. Reduced cost-based bound tightening also benefits from a better upper bound. Therefore, finding good feasible solutions is doubly important for BB algorithms for MINLPs.
Much work has been done on primal heuristics for MILPs and convex MINLPs: see e.g. Local Branching [13] , RINS [11] , Feasibility Pump [5, 12] . Bonami and Gonçalves [6] describe how to modify several heuristics for linear integer programs in order to deal with the nonlinear convex case. On the other hand, not much work has been carried out on heuristics for nonconvex MINLPs. A VNS-based heuristic is given in [19] . In a technical report [23] , we described a way to perform Local Branching on nonconvex MINLPs in a computationally efficient way; in this paper, we extend those ideas to a more general framework. An earlier version of this work was published in [22] . Very recently, a Feasibility Pump for nonconvex MINLPs was also proposed [8, Chapter 2], [9] .
Main algorithmic ideas
The heuristics presented in the paper follow a common scheme, whose main component is the rounding of a feasible solution to the continuous relaxation of P, subject to linear constraints. These linear constraints always include the convexification of the original feasible region, but are not limited to it. We introduce some notation.
Let Q be the continuous relaxation of P, that is, P without integrality requirements on the variables. In the following, we denote a solution x ∈ Q a constraint feasible or NLP feasible point. An MINLP feasible point is a feasible solution to the original problem P. We denote by F the convexification of the feasible region of P amended with integrality constraints on the variables x i with i ∈ N I . Since we assume that the convexification involves linear constraints only, F is the intersection of a polyhedron with R |N \NI | × Z |NI | . A feasible solution to F is denoted an integral feasible point. With a slight abuse of notation, for a problem P and an inequality S, we denote by P ∩ S the problem which is obtained by intersecting the feasible region of P with the points that satisfy S; in other words, we append S to the list of constraints. Given a point y ∈ R n , we denote by Q(y) the problem:
Q(y) is the NLP that we obtain from P by fixing the integer variables of y; therefore, if y has integer components y j ∈ Z ∀j ∈ N I and Q(y) has a feasible solution z, then z is feasible for the original problem P.
The heuristics described in this paper require an additional ingredient: a no-good cut N G(x) for a given pointx. No-good cuts were originally introduced in [1] , and have been used by the Constraint Programming community and in several other contexts (see e.g. [9, 10, 18] ). In general, a no-good cut forx takes the form N G(x) = x −x ≥ ǫ, where the norm is typically the 1-norm, but is not restricted to be so. In this paper, for the most part we will employ canonical no-good cuts with 1-norm. However, to simplify notation, in the remainder we label N G(x) any linear inequality violated byx. In some cases (see Section 4), we use inequalities that do not take the form x −x ≥ ǫ.
We now describe the main steps carried out by the heuristics proposed in this paper. Our idea is to start from a feasible solution x ′ to Q, and look for an integral solution x I which is close to x ′ and is in F . This can be achieved by solving the following problem:
which is equivalent to rounding x ′ subject to the linear constraints that constitute a relaxation of the feasible region of P. Note that (3) can be formulated as an MILP; it suffices to introduce an n-vector of extra variables and 2n constraints, to obtain the following problem, which can be easily shown to be equivalent to (3):
Therefore, the point x I = arg min x∈F x − x ′ 1 can be obtained by solving (4) with an MILP solver; we call this a rounding iteration. x I is certainly integral feasible, but it is not necessarily constraint feasible with respect to the original problem P. To regain MINLP feasibility, we solve Q(x I ) with an NLP solver and hopefully obtain a feasible solution x * to P. If a termination criterion is not satisfied (which may depend on the feasibility of x * or on different conditions), we iterate the algorithm by setting F ← F ∩ N G(x I ), and resolving (4), i.e. we try a different rounding of x ′ .
The basic scheme described above is formalized in Algorithm 1; we call this heuristic Iterative Rounding (IR). In Sections 4, 5 and 6 we define the elements which are necessary for our algorithm: (i) the no-good cuts; (ii) how to compute the initial point x ′ to be rounded; and (iii) termination conditions. Depending on these details, and on additional constraints for the rounding phase, we obtain different heuristics. Note that all subproblems which have to be solved to apply Algorithm 1 need not be solved to optimality: in principle, only feasibility is required. However, typically Q(x I ) is solved to (at least) local optimality, because early termination could yield a solution with a worse objective function value. if Termination condition is satisfied then 8:
Algorithm 1 Basic algorithm
Set stop ← true 9: else 10:
Set R ← R ∩ N G(x I ) 11: if x * feasible then 12: return x * 13: else 14:
return failure Some of the ideas that led to devising our IR scheme have also been employed by the recently developed Feasibility Pump (FP) for nonconvex 6 MINLPs [8, Chapter 2], [9] , even though the aim of the FP is to find any feasible solution, whereas in our case, we want to find a good solution. We briefly highlight the main differences between the two approaches:
1. FP generates two trajectories of points, one of which is NLP feasible, and the other is integral on the integer variables, until the two trajectories converge to an MINLP feasible solution. It alternates between them in such a way that, at each step, the point generated in one trajectory tries to get closer to the other trajectory. IR generates only one NLP feasible point x ′ (in different ways, see Sections 5 and 6), and then generates several integer feasible points close to x ′ . 2. FP generates integer feasible points by solving an MILP involving the linear constraints included in the original problem P, if present, and Outer Approximation cuts [5] that are computed from convex constraints by the heuristic during its execution. IR generates integer feasible points by solving an MILP involving a linearization of the original problem, and (in some cases) linear constraints that define a neighborhood for the search: see Section 6. 3. FP uses a tabu list [15] to avoid cycling, and resorts to no-good cuts if the tabu list fails. IR uses (different kinds of) no-good cuts at each iteration.
In general, IR focuses on the integer part of the problem: the nonlinearities (and the continuous variables) are dealt with only subsequently -the MILP solver does most of the work. Computational experiments (Section 8) show that IR is not as successful as FP in finding feasible solutions; on the other hand, it finds solutions of much better quality. Our explanation for this fact is that FP, unlike IR, generates a trajectory of points that possibly deteriorate the objective function value with the aim of reaching feasibility. IR keeps a point x ′ with good objective value fixed instead, i.e. it does not trade objective function value for feasibility, at least in the first iterations. Details on the different choices for the point x ′ will be discussed in Section 5 and 6. Intuition tells us that the no-good cuts are likely to play an important role in practice, hence the following question arises: how do we efficiently cut off an integral point x I from a polyhedron F by means of linear constraints? This will be discussed in the next section.
No-good cuts
The term no-good cut is used in the literature to indicate an inequality of the form N G(x) = x −x ≥ ǫ (see [1] ) that prevents x from getting too close tox. This can be useful whenever we perform some kind of search, to avoid looking in a region that we know not to be promising (or already searched).
There are several issues that should be taken into account when designing the no-good cuts used within our heuristics. The most important aspect is the number of integer solutions that we want to cut off. On the one hand, there is an advantage if a no-good cut N G(x I ) cuts off the given point x I only, so that all remaining integer solutions can potentially be found in the subsequent rounding iterations. On the other hand, if we cannot regain MINLP feasibility by solving Q(x I ), then it is appealing to cut off a whole neighborhood of x I , in order to diversify the computed integer solutions. Hence, we have to carefully balance these two objectives.
We employ two types of no-good cuts. They are described in detail below.
Type 1
Given an integer feasible point x I that we want to cut off, let
} be the sets of integer variables at their lower and upper bound respectively. We assume that integer variables have integer bounds. The first type of no-good cut can only be used if |B L |+|B U | ≥ 1; under this condition, we can employ the linear inequality:
The effect of (5) is to cut off all points in a norm-1 neighborhood of x I of size δ − 1 (restricted to the space of the B L ∪ B U variables); therefore, this is a proper no-good cut. This type of constraint is very flexible, and it allows us to choose exactly the size of the neighborhood of x I that we want to exclude at each rounding iteration. However, there are some drawbacks to this approach. If B L ∪ B U = N I , then we are cutting off feasible integer points of F based on the projection onto the space of the B L ∪ B U variables. This implies that we will cut off any integer solution y such that
we may exclude more solutions than we want to. This suggests that no-good cuts of Type 1 should be employed when |B L | + |B U | is of the same order of |N I |. After some computational experimentation on a small set of instances (taken from MINLPLib [7] ), we decided to use Type 1 no-good cuts only when:
Note that, if P has binary variables, then B L ∪ B U = ∅. Thus, if a "sufficient" number of the integer variables are restricted to be binary, we can always employ no-good cuts of Type 1. If all integer variables are binary, (5) is a reverse local branching constraint [13] , which requires δ variables to flip their value with respect to x I . The inequality (5) can be dense if |B L | + |B U | is large; however, it is a linear inequality with unitary coefficients and integer right hand side, and only a limited number of these cuts can be added to (4) at a given time (one per iteration of the main loop of the heuristic), thus it is not computationally burdensome.
How do we choose δ? Our intuition is that it should be problem-dependent. Indeed, consider a mixed binary problem (i.e. a problem where all integer constrained variables are binary): in this case, binary variables typically encode key decisions of the model, therefore even if only one binary variable is required to change its value with respect to x I , we expect that this should be sufficient to diversify the solution obtained at the following rounding iteration. Now consider a problem with general integer variables with very loose bounds: in this case, if we set δ = 1, then we can expect that there exists some integer feasile solution y to F that also satisfies (5) and is very "close" to x I , i.e. they encode almost the same solution from a modeling standpoint. So we risk that, in the following rounding iteration, we obtain another point that is very similar to x I , and most likely will not lead to an MINLP feasible point satisfying the termination condition of the heuristic. Our approach is to choose δ based on the bounds of the integer variables:
i.e. δ is equal to the average distance between the bounds of the variables involved in (5) , rounded to the nearest integer. For the mixed binary case, this translates to δ = 1; when general integer variables are involved in the formulation, we believe that choosing δ this way should guarantee sufficient diversification of the integer points generated during the rounding phase. Note that efficient bound tightening techniques are very important for this approach whenever general integer variables are present: not only do they increase the chance that B L ∪ B U = ∅, but they also allow a more meaningful estimation of δ. Finally, δ is always finite as we assume that all integer variables are bounded.
If the condition (6) is not satisfied, we employ a different scheme to generate no-good cuts; this will be discussed in the next section.
Type 2
No-good cuts of Type 1 (5) cannot be employed in a straightforward manner when none of the integer components of the point we wish to cut, x I , is at one of its bounds. Note that this implies that P does not have any binary variable. It is possible to write a linear inequality similar to (5) for the case where no variables are at one of their bounds, following [13] . However, this would require the addition of one binary variable and two constraints for every integer variable involved in the inequality, because this is a more general case where the no-good cut is nonconvex. In other words, since we do not know in which direction each original variable is going to move, we need to introduce some kind of disjunctive constraint, hence the extra binary variables. This is not an efficient way of dealing with this issue: the MILP (4) would rapidly become very large, increasing running time.
We opted for a simpler approach. Whenever we cannot or decide not to employ Type 1 no-good cuts because (6) is not satisfied, we randomly choose 9 one variable i ∈ N I , and "branch" on x i , i.e., impose the constraint
Clearly, this cuts off x I , but it can potentially cut a large number of feasible solutions to F , and the MILP (4) could rapidly become infeasible after the addition of no-good cuts of Type 2 -even though unexplored integer feasible solutions exist.
To deal with this issue, we keep a list L of the variables that were "branched" on at previous iterations. L = ∅ when the heuristic starts. Throughout the procedure, the set of candidate branching variables is
In other words, we never branch twice on the same variable, unless |L| ≥ |N I |, i.e. there are no more integer variables to branch on. Whenever we detect infeasibility of (4) and Type 2 no-good cuts were employed, we remove all Type 2 no-good cuts from the MILP (4), but we do not erase L; then, we branch on some variable in N I \ L from the last integral feasible solution obtained. If |L| ≥ |N I |, cycling could happen since the list of forbidden branchings L is ignored; however, this is an extremely rare occurrence in practice, and in general we eventually escape the cycle due to the random choice of the branching variable. Therefore, we did not take steps to prevent this type of cycling.
Note that both types of no-good cuts have pros and cons. The first one is more flexible, but can only be applied under certain conditions, whereas the second type can always be used, but is not as appealing as the first type. Both are linear inequalities with integer coefficients, and are therefore computationally efficient: the size of the LP relaxation of (4) does not increase substantially if we introduce a small number of no-good cuts, hence we can keep computing time under control. As remarked in Section 3, only the no-good cuts of Type 1 satisfy the definition of no-good cut given in [10] , whereas those of Type 2 do not; we label both of them "no-good cuts" because this allows a significant simplification of the notation.
Feasibility-based Iterative Rounding
Based on Algorithm 1, we tailor a heuristic aimed at discovering a first feasible solution. Recall that we need to specify how to obtain an initial constraint feasible point x ′ , and a stopping criterion. For this heuristic, we are satisfied with finding a feasible solution to the original problem P; hence, we stop as soon as such a point is found.
How do we choose x ′ ? Ideally, we would like to find a feasible solution to P that yields a good objective function value. Hence, it is a natural choice to set x ′ as the solution to Q, i.e. a (locally) optimal solution of the continuous relaxation of the original problem. Note that, since Q is in general nonconvex, computing a global optimum would require a significant computational effort. Thus, we pick x ′ as the first local optimum of Q provided by an NLP solver.
Our intuition is that, if we are able to find an MINLP feasible point by rounding an x ′ with good objective function value for Q, then the feasible solution discovered this way will likely yield a good objective value for P as well. However, we may not be able to find a suitable rounding. If this happens, we try to generate a new x ′ , which satisfies the constraints of Q by a larger amount; we hope that this will yield better chances of discovering, through (4), a rounding that leads to an MINLP feasible point. In other words, we initially focus on the objective function value, and if we cannot discover MINLP feasible points, we switch our focus on feasibility.
More specifically, we try to round a sequence of h NLP feasible points x ′,1 , . . . , x ′,h , where each x ′,i , i = 1, . . . , h is obtained by solving with an interior point method (see e.g. [30]) the barrier problem associated with Q with a different minimum value µ ′,i for the barrier parameter µ. For i = 1, . . . , h, we set µ ′,i = ω(i − 1), where ω > 0 is a parameter; that is, we do not allow the log-barrier term in the objective function to go to zero, except during the computation of x ′,1 (which is a local optimum of Q). This way, each point in the sequence x ′,1 , . . . , x ′,h should be more in the interior of the feasible region with respect to its predecessors, at the expense of a worse objective function value.
We call this heuristic Feasibility-based Iterative Rounding (F-IR); we give a description in Algorithm 2. In practice, it is also reasonable to put a maximum Algorithm 2 Feasibility-based Iterative Rounding 1: Input: parameters ω, h, MaxIter 2: Output: feasible solution x * 3: Initialization: stop ← false 4: for j = 0, . . . , h − 1 do 5:
Set NumIter ← 0 6:
Solve the log-barrier problem of Q with µ ′ = ωj to obtain x ′ 7:
Set R ← F 8:
while ¬stop do 9:
Compute x I = arg min x∈R x − x ′ 1 with an MILP solver 10:
Solve Q(x I ) with an NLP solver and obtain point x * 11:
if (x * MINLP − feasible) ∨ (NumIter ≥ MaxIter ) then 12:
Set stop ← true 13: else 14:
Set R ← R ∩ N G(x * ) 15:
Set NumIter ← NumIter + 1 16: if x * feasible then 17: return x * 18: else 19:
return failure time limit on the main loop, to avoid spending too much time running the heuristic if the auxiliary NLPs or MILPs that are solved turn out to be timeconsuming. 11 6 Improvement-based Iterative Rounding
Most BB solvers for MILPs employ improvement heuristics, i.e., heuristics that start from a feasible solution (the incumbent) and seek another feasible solution with a better objective function value. Typically, this is carried out by exploring a neighborhood of the incumbent. This neighborhood can be defined and explored in different ways, hence the number of existing improvement heuristics. Local branching [13] and RINS [11] are two among the most successful, within the domain of MILPs.
We have devised an improvement heuristic for nonconvex MINLPs using the scheme described in Section 3. In particular, given the incumbentx, i.e. the solution that we aim to improve, we want to define a neighborhood N (x) ofx, and search for a better solution within this neighborhood with the machinery that we have introduced above. This means that the solution to the rounding problem (4) is restricted to be within N (x); hence, N (x) must be defined with linear constraints, so that we can still employ an MILP solver for the solution of (4) . Note that the neighborhood should be small, so that it can be explored effectively, but also large enough that it has a good probability of comprising an improved solution. Therefore, we have to carefully balance this tradeoff.
We define the neighborhood to explore by means of a local branching constraint [13] , if possible. Define, as in Section 4.1, B L and B U as the sets of variables at lower/upper bound at the incumbentx. If either or both of them are nonempty, we define a local branching neighborhood through the following constraint:
If all integer variables in the original problem are binary, we can always use this constraint, whose effect is to allow only k variables to flip their value with respect tox. This neighborhood has been shown to be very effective in practice on difficult MILP instances [13] , in the sense that improved solutions can typically be found within this neighborhood even with a small right hand side, e.g. k = 10 or 15. It was also shown to be effective within the MINLP world [19, 23] . Again, we face the problem of choosing k; for the binary case, we can follow the suggestion of [13] and use a small k ∈ [10, 20] ; for general integer variables, we will choose a k based on the distance between the bounds involved in (8) , as in Section 4.1. This will be discussed in the computational experiments, Section 8. If the number of variables at their bounds inx is not large enough (which implies that there are few or no binary variables), then we define the neighborhood as a box on the integer variables only centered onx, where the length of each side of the box is equal to half of the distance between the original bounds of the corresponding variable.
More formally:
We iterate the rounding phase until we find an MINLP feasible solution that has a better objective function value with respect to the incumbentx, up to a maximum number of times. We have now defined all necessary ingredients; the improvement heuristic proceeds as indicated in Algorithm 3. We call this heuristic Improvement-based Iterative Rounding (I-IR). In practice, we will also set a maximum allowed time for the heuristic to run.
Algorithm 3 Improvement-based Iterative Rounding
Compute x I = arg min x∈R x − x ′ 1 with an MILP solver 8:
Solve Q(x I ) with an NLP solver and obtain point x * 9:
if
return failure
For a mixed binary problem, if |B| is the number of binary variables and k is the rhs of (8), Algorithm 3 will stop after at most
iterations, returning either an improved incumbent or no solution. Trivially, this follows from the fact that there are at most k i=1
|B| i different realizations of the vector of binary variables in the neighborhood ofx defined by the local branching constraints (each vector differs on at most k components fromx), and each one is generated at most once.
Considerations on efficiency
Our heuristic scheme is mainly focused on dealing with the integer part of P: no particular effort is made to make sure that the nonlinear part of the constraints is satisfied (except choosing a point to round x ′ which is NLP feasible). However, the nonlinear constraints, and in particular the nonconvex ones, can be a source of trouble, as we will see in the remainder of this section. We now state some basic facts on the theoretical behaviour of our heuristic, which depend on the convexity/nonconvexity of the constraints.
Nonconvexity and no-good cuts
In defining the no-good cuts (Section 4) we disregard the continuous variables of P. Our no-good cuts impose a minimum amount of diversification of the integer variables with respect to the point x I that is cut off. This implies that all integral feasible points whose components in N I are equal to those of x I , but the continuous variables are different, are cut off as well. Since we do not employ a global optimizer to solve the nonlinear nonconvex problem Q(x I ), an NLP solver may fail to find a feasible solution, but an MINLP feasible point x * such that x * i = x I i ∀i ∈ N I may exist (note that if Q(x I ) is convex, i.e. P is convex when the integer variables are fixed, this situation cannot occur). If this is the case, we would generate a no-good cut N G(x I ), preventing the possibility of discovering x * .
Solving Q(x I ) to global optimality would require a significant computational effort and could be as difficult as the original problem P; within a heuristic method such as the one described in this paper, with no guarantee of finding an MINLP feasible point even by globally solving Q(x I ) due to the use of no-good cuts, the approach would be time-consuming, therefore we are content with local solutions.
Termination for the convex mixed-binary case
If all integer variables of P are restricted to be binary, and Q is such that Q(y) is a convex NLP for each integral vector y ∈ F , then our Iterative Rounding heuristic eventually finds an MINLP feasible point if one exists, and indeed a global optimum, provided that the maximum number of iterations is set to 2 |B| , where B is the set of binary variables. This follows from the fact that, in this case, the heuristic solves a sequence of convex NLP problems Q(y) for all possible assignments y of the integer variables which are feasible to F (which are at most 2 |B| ), and repetition is not allowed because of the no-good cuts of Type 1 (5) with δ = 1. One of these NLPs must yield the global optimum.
Computational Experiments
In this section, we provide computational experiments to assess the practical usefulness of the proposed heuristics. Detailed results for all the experiments can be found in the appendix. In the rest of this section, we only provide aggregated results.
Both F-IR and I-IR where implemented within Couenne [2] , an open-source BB solver for nonconvex MINLPs. Through the rest of this section, the convexification of the feasible region of the original problem P is assumed to be the one provided by Couenne at the root node of the BB tree, after the bound tightening phase which is carried out with the default parameters. We used Cplex 12.1 [17] as the MILP solver, and Ipopt [30] as the NLP solver. We set a time limit of 5 seconds and at most 50 nodes for the solution of all MILPs arising during the application of the heuristics; however, if no integral solution is found by Cplex after one of these two limits is hit, we continue the search (for another 5 seconds or 50 nodes). This is iterated until a solution is found, or until we hit the global time limit for the application of the heuristic. No time limit was given for the solution of NLPs, but the NLP solver is stopped after 3000 iterations. All experiments were run on one core of a machine equipped with an Intel Xeon clocked at 3.20 Ghz and 2.5 GB of RAM, running Linux.
Cplex was parameterized in the following way: MIPEmphasis = HIDDENFEAS, FPHeur = 2, LBHeur = 1, RINSHeur = 99. The node selection strategy was set to depth first (NodeSel = 0). These parameters are meant to drive the MILP solver towards finding an early feasible solution of good quality. Cut generation did not seem to help in this task, but it required additional time; since we are not interested in proving optimality of the computed solution, i.e. increasing the lower bound, cuts were disabled (CutsFactor = 1.0).
Recent versions of Cplex provide a solution pool that can be used to obtain multiple integer points x I during the solution of (4). Each point could be used for the NLP searches Q(x I ). We decided not to pursue this approach for the following reasons. First, the solutions stored in the pool typically have larger 1-norm distance to the rounded point x ′ than the best solution found. This is because the objective function of (4) is the distance to x ′ , and by default the solution pool stores the integer points discovered during Branch-and-Bound only. Since the additional integer candidates are farther from x ′ than the best solution found, we believe that they are less likely to lead to a good MINLP feasible solution. Solving the NLP subproblems Q(x I ) can be time-consuming, therefore we want to maximize the chances that their solution yields an MINLP feasible point. Another reason is that for problems with continuous and general integer variables, it is difficult to specify the amount of diversification that the solutions in the pool should satisfy. Finally, generating many integer solutions with good objective value requires modifications of Cplex's default parameters that result in an overall slowdown of the Branch-and-Bound search. For these reasons, we do not use solutions in the pool as integer candidates for the NLP subproblems Q(x I ). However, note that Cplex automatically takes advantage of these solutions in subsequent Branch-and-Bound searches after problem modification (e.g. addition of no-good cuts), for instance to derive solutions for the modified problem.
Test instances
Our test set initially consisted of the 251 instances included in MINLPLib [7] (http://www.gamsworld.org/minlp/minlplib.htm) in March 2010. MINLPLib is a freely available collection of convex and nonconvex MINLPs taken from different sources; we reformulated them in AMPL format to make them readable for Couenne. We then eliminated instances because of the following reasons:
1. The instance cannot be read in AMPL due to unimplemented operators; 15 2. Couenne is not able to process the root node due to numerical problems or because the processing time exceeds 30 minutes; 3. The problem is found to be infeasible; 4. An MINLP-feasible solution is found at the root node by Couenne when processing the LP relaxation.
Note that in principle we could have kept instances that satisfy criterion 4), but these are mostly very easy instances, which are therefore uninteresting in this context: there is no need to apply sophisticated and possibly timeconsuming heuristics if feasible solutions can be found at almost no cost using the simple heuristics incorporated in default Couenne. 99 instances satisfied one of the rejection criteria above; we are left with 152 instances, which are listed in Table 1 . Details on these instances can be found at: http://www.gamsworld.org/minlp/minlplib/minlpstat.htm. 
Number of rounding iterations
To determine the maximum number of rounding iterations that yields the best practical performance, we set up an experiment as follows. We applied F-IR and I-IR (if a feasible solution is found by F-IR) on all instances in the test set at the root node, where F-IR is parameterized with h = 5 (we try to round at most 5 different points x ′ ) and ω = 0.2 (every time we solve the barrier problem to obtain a point x ′ , we increase µ ′ by 0.2), and the rhs of (8) for I-IR is chosen as k = min{15, max{1, |N I |/2}} + δ − 1, where δ is equal to the average distance between the bounds of the variables involved in the inequality as in (7) . Note that for a mixed binary case, this is equivalent to picking k = 15 except for very small problems; if general integer variables are involved, then the rhs is increased. These values for the parameters were dictated by our experience while developing the heuristics, and were found to perform well in a practical setting. With this setup, we test three values for the maximum number of rounding iterations MaxIter : 5, 10 and 20. We set a maximum running time for the combined heuristics of 300 seconds when MaxIter = 5, 10, and of 1000 seconds for MaxIter = 20 (to make sure that we allow enough time to apply more rounding phases than for smaller values of this parameter). Note that, after the time limit is hit, the heuristic will not immediately exit if it is solving an NLP; in that case, it will return as soon as the NLP solution process ends.
Detailed results are reported in Table 6 . A brief summary of the results is given in Table 2 : we report, for each value of MaxIter , the number of instances for which a feasible solution is found (first column), the number of instances for which a solution at least as good as the remaining values of MaxIter is found (second column), the number of instances for which a solution strictly better than the remaining values of MaxIter is found (third column) and the average CPU time (fourth column). For the computation of the second column, instances such that no feasible solution was found (by any method) are excluded. The average time is a geometric average, computed adding 1 to each value before the calculation, and subtracting 1 from the result; this way, we avoid troubles when computing the logarithm of numbers close to zero. These results suggest that increasing the number of rounding iterations does not have an effect on the number of feasible solutions found, but it has a major impact on the quality of the solutions discovered. Indeed, setting MaxIter = 20 typically yields solution of better quality, as is shown by the fact that on 90 instances out of 107, our heuristics with MaxIter = 20 find a feasible point which is at least as good as the ones found by using a smaller value of the parameter, and in 30 cases, it is strictly better. On the other hand, this leads to longer CPU times: on average, one application of the heuristics with MaxIter = 20 takes more than one minute. However, the runs that take the longest time are the unsuccessful ones, i.e., when no feasible solution is found: in only 3 cases a successful run terminates after 500 seconds.
It should be noted that increasing MaxIter does not always yield better objective values. This can be seen in Table 6 for example on the fo7, m7, o7 instances. In most of these instances, all integer variables are general integers, and many Type 2 no-good cuts are used. The randomness involved in Type 2 no-good cuts partially explains this behaviour. In other cases, we found that the quality of the solutions is volatile because of the time limit imposed for solving the rounding MILP (4), which may lead to slightly different integer solutions in different runs. In our experiments this happens especially on instances involving products between variables. We do not have an explanation of why this is the case.
Another observation is that on some instances, the heuristic terminates very quickly without a solution (examples are batchdes, eg int s, ex1225, nvs15). There are several reasons for this. The rounding iterations take a short time for one or more of these factors: the instance is very small, there are no continuous variables (hence we skip solution of the NLP subproblem), or Cplex finds that the rounding MILP (4) is infeasible. In the latter case, the heuristic terminates immediately without a solution. In the remaining cases, it can happen that the subsequent NLP subproblem is quickly solved to optimality, but the solution returned by the NLP subsolver is deemed infeasible by Couenne. Hence, the heuristic's main loop takes little time but no feasible solution is found.
In the following, we keep MaxIter = 10, and set the maximum execution time of the heuristics at the root to 300 seconds, in order to balance CPU time and quality of the solutions; we remark that, from a practical point of view, smaller values of MaxIter yield a much faster heuristic, whereas larger values yield better solutions at the expense of computing times.
Feasibility-based Iterative Rounding
We now focus our attention on F-IR only, and analyse its results on our set of test instances, for different values of the parameters. There are two parameters whose influence should be assessed: the number h of different points x ′ that are successively rounded and the factor ω by which the value of the minimum barrier parameter µ ′ is increased whenever we generate a new x ′ (see Section 5) .
The parameter h has a considerable effect on the running times: each point x ′ is rounded up to MaxIter times through the solution of an MILP, which may be time consuming. Therefore, small values of h yield a faster heuristic, whereas larger values increase running times but allow more possibilities of finding a feasible point. Furthermore, h and ω should always be considered together: for instance, consider the case h = 5, ω = 0.2 and the case h = 10, ω = 0.1. It is easy to see that the sequence of points x ′ generated in the first case is a subsequence of the points generated in the second case (assuming that the solution of each log-barrier subproblem is unique). In general, h determines the amount of effort that we are willing to invest into generating a feasible solution, and ω determines how much we are willing to lose in terms of objective function value to favour feasibility.
Based on our previous experience [22] and on these observations, we picked h = 5 and varied ω. We tested 4 different values: ω = 0.05, 0.1, 0.2, 0.25. Full results are reported in Table 7 ; a summary can be found in Table 3 . Table 3 Summary of the results reported in Table 7 . In the first row we report the number of instances for which a feasible solutions is found. In the second row we report the number of instances for which an algorithm yields a solution that is strictly better than all remaining algorithms. The third row shows the geometric average of the CPU time.
By looking at Tables 7 and 3, we can see that varying ω indeed has an effect on the solution returned by F-IR. In particular, increasing ω typically leads to more feasible solutions found (with the exception of switching from ω = 0.20 to ω = 0.25), which is expected: a larger ω means that we put our focus on feasibility, possibly disregarding the objective function value. However, it seems that the objective function value is usually good even for large values of ω. This is because, for a large number of instances, a feasible solution is found by rounding the solution to Q, i.e. the continuous relaxation of P, therefore the value of ω does not have any effect. There are cases where ω is important, though, as can be seen in all instances where the different algorithms compared in Table 7 find different solutions. There does not seem to be a clear winner in terms of solution quality. Since ω = 0.20 yields the largest number of feasible solutions with shortest average CPU time, we use ω = 0.20 in the rest of this paper.
Improvement-based Iterative Rounding
In this section we study the effects of applying an improvement phase (I-IR) on the solutions returned by F-IR. We design an experiment as follows: we apply F-IR with h = 5 and ω = 0.2, with a time limit of 300 seconds. Then we apply I-IR (if a feasible solution is found), with different values of the rhs of the local branching constraint k; we keep applying I-IR as long as the incumbent improves, or until the time limit of 300 seconds is hit. MaxIter is set to 10 as usual, which means that after 10 failed rounding iterations, the heuristic returns with a failure (keeping the best solution found up to that point, if any).
These experiments are meant to assess the usefulness of the improvement heuristic I-IR. Note that the application of I-IR is in principle not restricted to using a solution found by F-IR: any feasible solution discovered during Branchand-Bound can be employed as a starting point. However, for comparison purposes it is much easier for us to only consider solutions found by F-IR, as they are found at the root node in a short time. In our implementation of I-IR within Couenne, the heuristic is called after a new feasible solution is found, during Branch-and-Bound; in this section we initialize I-IR with the solutions discovered by F-IR only.
Here we only consider the 107 instances for which a feasible solution is found by F-IR with h = 5 and ω = 0.2, so that I-IR can start at the root node. Our choice of k depends on the bounds of the integer variables involved in the constraint (8): we pick k = min{k ′ , max{1, |N I |/2}} + δ − 1, where k ′ is a given value and δ is defined as in (7) . For instances where only binary variables are involved, k = k ′ ; otherwise, if general integer variables with loose bounds are present, then k is increased accordingly, to allow exploration of a larger neighbourhood around the incumbent. We test 3 different values of k ′ : k ′ = 10, k ′ = 15, k ′ = 20, as suggested in [13] .
Detailed results can be found in Table 8 . Table 4 summarizes the results of the experiment. We report, for each value of k ′ (as well as for F-IR employed alone) the average CPU time and the average distance from the best solution found. To compute the latter, for each parameterization of the heuristic and for each instance, we calculate the increase in objective function value with respect to the best solution reported on that instance by any of the heuristic runs. This value is then averaged with a geometric mean as usual, and with an arithmetic mean as well. The reason for reporting the arithmetic mean is that in several cases the relative distance with respect to the best solution is 0% for all algorithms, therefore the geometric mean tends to be very small and thus misrepresents the differences. Additionally, we report the (arithmetic) average number of solution improvements through I-IR. Table 4 shows that the improvement heuristic I-IR really pays off: the objective function value improves considerably with respect to applying F-IR alone, although this comes at the cost of some CPU time. In particular, for roughly half of the instances, I-IR is able to improve on the solution returned by F-IR, and on average F-IR finds a solution that is in relative terms 22% worse than that reported by one of the tested parameterizations of I-IR.
All three values for the parameter k ′ yield similar results, with a slight advantage for k ′ = 15, that is able to improve on a few more solutions than its competitors, achieving better average behaviour. In particular, I-IR k ′ = 15 is able to perform a marginally larger number of improving steps (i.e. moving from one incumbent to a better one). Table 4 Summary of the results reported in Table 8 . In the first row, we report the number of instances for which I-IR improves over F-IR alone. In the second and third row, we report the average objective function value increase of the solutions with respect to the best solution found for each instance. The fourth row contains the average number of times that I-IR returned an improved solution (note that I-IR can improve the solution more than once per instance), while the last row shows the average CPU time.
Overall, I-IR seems very effective, even though CPU time increases on average by a factor of 5: we are able to greatly improve the quality of the solutions returned, while still requiring, on average, only ≈ 30 seconds at the root node.
Comparison with existing heuristics
We conclude our computational experiments with a comparison of the heuristics proposed in this paper with two existing heuristics for nonconvex MINLPs: the Feasibility Pump [9] and RECIPE [19] . The Feasibility Pump is discussed at the end of Section 3. RECIPE is based on the Variable Neighbourhood Search metaheuristic [16] and explores the solution space of a problem using a combination of different solvers. We compare the results obtained by: the Feasibility Pump; RECIPE (with minlp bb and Ipopt as subsolvers, see [19] ); an application of F-IR + I-IR at the root node (with a time limit of 300 seconds, parameters h = 5, ω = 0.2, k ′ = 15). It is important to remark that a faster machine than ours is used for the computational experiments in [9] and [16] .
Iterative Feasibility Rounding
Pump Table 5 Summary of the results reported in Table 9 . In the first row, we report the number of feasible solutions found. In the second row, we indicate the number of instances for which one of the heuristics discovers a solution strictly better than the other ones. In the third row, we report the average relative increase of objective function value with respect to the best known solutions. In the last row, we report average CPU times.
Detailed results are reported in Table 9 . A summary is given in Table 5 . We report the number of instances for which each heuristic finds a feasible solution (over 152 instances), the number of instances for which a heuristic returns a solution that is strictly better than the one found by the other heuristics, the average relative distance from the best solution known for the instance 1 , and the average CPU time 2 . We remark that on the four netmod instances, saa 2 and oil2, we do not have results for the FP, as they are not reported in [9] . However, these instances are not taken into account when computing the averages. Note that on saa 2 and oil2, our heuristic fails to find any feasible point, whereas close to optimal solutions are found on the four netmod instances. Table 5 highlights the main practical differences between Iterative Rounding, Feasibility Pump and RECIPE. If we compare FP and IR, we see that FP finds more feasible solutions, and is on average much faster (almost 3 times faster -even though part of this difference is due to the more powerful machine used for the experiments). A comparison between RECIPE and IR shows that RECIPE finds more feasible solutions, but is considerably slower (more than 5 times slower even with a faster machine). In terms of solution quality, RECIPE comes out as the winner, with IR close behind. Indeed, solutions found by RECIPE and IR are very close to the best known solutions (the average increase in the objective function value is 0.35% and 4.56% respectively), whereas FP does not make any effort to find good solutions (the average objective function increase is 2989.77%). As a consequence, IR finds a better solution than FP on 92 instances out of 152. FP reports a better objective value than IR in 45 cases, the majority of which correspond to instances on which FP finds a feasible solution whereas IR does not. Overall, Table 5 shows that RECIPE is clearly the better algorithm in terms of solution quality, but it can take considerable CPU time. FP and IR are faster alternatives: FP excels at finding feasible solution, but of poor quality; IR finds fewer feasible solutions, but typically very close to the best known points.
Concluding remarks
We have presented two heuristics for finding feasible solutions to nonconvex MINLP problems, based on a common Iterative Rounding scheme. Our computational experience shows that these heuristics find solutions for the majority of the MINLPs in our test set. The main advantage of these heuristics over other heuristics for MINLP is the fact that they obtain a good solution in a relatively short time, and hence are a fair trade off between fast heuristics such as the Feasibility Pump, which does not aim at finding tight upper bounds, and procedures such as RECIPE that obtain good solutions but at a high computational cost. It is worth pointing out that the improvement heuristic I-IR can be applied during the whole Branch-and-Bound search, and is not limited to the root node as tested in this paper. 
Appendix: detailed tables of results
We report here detailed results for the experiments discussed in Section 8. The tables follow the same order in which they are discussed in the paper. In order to facilitate comparison, in all tables below we omit rows that correspond to very similar results and retain those where different methods obtain significantly different results, in terms of objective function value or CPU time.
Number of rounding iterations
In Table 6 we report detailed results for the experiments discussed in Section 8.2. For each instance, we record the objective value of the solution returned by the heuristics (or "-" if none is found) and the corresponding CPU time in seconds. For clarity, we omit the results on those instances for which the objective function is the same for all three variants. Note that for all of these eliminated rows the CPU time increases with the number of iterations, and follows the same pattern shown in the table: for MaxIter = 20, the CPU time is between 2 and 5 times that required for MaxIter = 5. Table 6 : Results obtained at the root node by applying F-IR followed by I-IR as long as the solution keeps improving, or up to the time limit.
Feasibility-based Iterative Rounding
In Table 7 we report detailed results for the experiments discussed in Section 8.3. Again, the results on those instances whose objective function is independent on ω are omitted. This time, however, the CPU time for all eliminated rows is also independent of ω. Table 7 : Results obtained at the root node by applying F-IR with h = 5 and different values of ω. Table 8 presents detailed results for the experiments in Section 8.4, where we apply I-IR varying the value k ′ . Recall that k ′ is involved in the computation of the local branching constraint (8) because we pick k = min{k ′ , max{1, |N I |/2}}+ δ − 1, where δ is defined as in (7) . In the last two columns, we report results obtained by applying F-IR only (i.e. the improvement heuristic I-IR is not employed) for comparison. The column labeled "# impr" indicates the number of times that I-IR was able to improve the solution on each instance; since the heuristic is applied as long as the solution keeps improving, this number can be greater than one. We omit all rows of instances where the resulting objective value is the same.
Improvement-based Iterative Rounding
Obj Time impr  Obj Time impr  Obj Time impr  Obj Time  Table 8 : Results obtained at the root node by applying F-IR with h = 5 and ω = 0.2, followed by I-IR with different valued of k ′ .
Comparison with existing heuristics
In Table 9 we report detailed results of the experiments discussed in Section 8.5. This table shows results for all instances, as each heuristic exhibits a radically different behavior on each instance. The results with the Feasibility Pump are taken from [9] , the results with RECIPE are taken from [19] . Note that in [9] , CPU times are rounded to the nearest second, and no more than 2 digits after the decimal point are reported for objective function values; therefore, we do the same for all the results. In the last column of Table 9 , we report the best known solution for each instance, as obtained from the MINLPLib website. For the instances where the Feasibility Pump could not find a feasible solution, CPU time is not available and is indicated by "-". The experiments with RECIPE reported in [19] have a time limit of 2 hours per instance. Whenever this time limit is hit, we report ">2h" as CPU time, and we assume a value of 7200 seconds when computing the average CPU time. Table 9 : Comparison between the Iterative Rounding heuristic applied at the root node with a time limit of 300 seconds, the Feasibility Pump for nonconvex MINLPs, and RECIPE. In the last column we report the best solution known for the instance as reported on the MINLPLib website.
