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Introduction
Contexte des équations aux q-différences
Les équations aux q-différences sont des équations fonctionnelles qui s’apparentent d’une
certaine manière aux équations différentielles. L’homographie z 7→ qz, qui agit sur la variable
complexe de façon inversible, est considérée comme un opérateur noté σq, sur les fonctions de
la variable complexe, et défini par f (z) 7→ f (qz). Par le phénomène de « confluence », on peut
se ramener au cadre différentiel grâce à l’opérateur δq :=
σq−1
q−1 qui « tend » vers l’opérateur x
d
dx
lorsque q tend vers 1.
L’étude des équations aux q-différences remonte au XVIIIe siècle avec Euler, puis sera re-
prise plus tard par Heine qui définira les équations q-hypergéométriques. Les travaux actuels
sur la classification des équations aux q-différences linéaires analytiques et la théorie de Ga-
lois sont largement influencés par les travaux de Birkhoff et Guenther (1913, 1941) et d’Adams
(1929) sur la factorisation convergente.
Comme dans le cas différentiel, on peut associer localement en 0 un polygone de Newton
à une équation aux q-différences. Les pentes de ce polygone sont rationnelles et constituent un
invariant. Si le polygone de Newton ne contient qu’une pente nulle l’équation est dite fuch-
sienne, sinon elle est dite irrégulière.
Etudier les équations aux q-différences linéaires analytiques revient à étudier les systèmes :
Y(qz) = A(z)Y(z),
où A(z) est une matrice carrée inversible à coefficients analytiques, c’est à dire dans K =
C({z}). Au lieu de parler des systèmes, nous utiliserons une structure plus élaborée : les
modules aux q-différences, pour nous ce sera un couple (Kn,ΦA) où K est le corps de sé-
ries de Laurent convergentes et ΦA : Kn → Kn est un automorphisme σq-linéaire défini par
ΦA(X) = A−1σq(X). A un module aux q-différences est associé un polygone de Newton, il est
invariant par isomorphisme, et a donc des pentes rationnelles.
Birkhoff et Guenther affirmaient déjà qu’un système se ramène demanière équivalente à un
système dont la matrice A est à coefficients polynomiaux, ce qui signifie en terme de module
aux q-différences, que le module aux q-différences associé à la matrice A est isomorphe à un
module aux q-différences dont la matrice est à coefficients polynomiaux. Un module pur iso-
cline (c’est à dire dont le polygone de Newton n’a qu’une seule pente), à pente entière µ ∈ Z,
admet de manière évidente une forme normale où la matrice A est du type zµC, C ∈ GLn(C).
M. van der Put et M. Reversat dans [18], ont donné une forme normale pour les modules purs
isoclines à pente non entière. Ils montrent qu’un module irréductible (qui n’admet pas de sous-
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module autre que {0} et lui-même) de pente dr , pgcd(d, r) = 1, est de la forme :
E(r, d, br) = (Kr,ΦB) où B =

0 1 0
...
. . .
0 1
brq
d(r−1)
2 zd 0 . . . 0
 .
Unmodule indécomposable (qui ne peut être sommedirecte non triviale de deux sous-modules
aux q-différences) pur isocline de pente dr , pgcd(d, r) = 1, est de la forme E(r, d, b
r) ⊗ Um où
Um est le module aux q-différences unipotent associé à la matrice de Jordan unipotente de
taille m. Ainsi, un module pur isocline de pente non entière est somme directe de modules
indécomposables.
En ce qui concerne les modules aux q-différences à plusieurs pentes entières, J-P. Ramis,
J. Sauloy et C. Zhang ont élaboré une méthode explicite permettant de se ramener de manière
équivalente à unematrice à coefficients polynomiaux de Laurent, dansC[z, z−1]. Autrement dit,
tout module aux q-différences à pentes entières est isomorphe à un module de mêmes pentes
ayant une matrice à coefficients polynomiaux de Laurent uniques sous certaines conditions.
Cette forme s’appelle la forme normale de Birkhoff-Guenther, c’est un des outils conduisant à
la classification analytique locale des modules aux q-différences à pentes entières.
Un autre aspect étudié des équations aux q-différences est la théorie de Galois. Diverses
approches existent pour définir le groupe de Galois associé à une équation aux q-différences.
Une difficulté qui apparaît en comparaison aux équations différentielles est le fait que le corps
des constantes est ici très gros puisqu’il s’agit du corps des fonctions elliptiques.
Van der Put et Singer dans [19] au chapitre 12 construisent une théorie de Picard-Vessiot en
définissant des solutions symboliques. Dans ce cas, le corps des constantes est C.
L’approche adoptée par Sauloy dans [24] est différente car elle est analytique. Elle utilise
la théorie tannakienne et combine dualité tannakienne et matrice de connexion de Birkhoff.
Dans ce même article, Sauloy obtient par voie tannakienne une description matricielle explicite
du groupe de Galois local en 0 des équations aux q-différences à pente nulle comme un sous-
groupe de Lie de l’enveloppe proalgébrique de Z. Ramis et Sauloy en déduisent par la suite
une description matricielle explicite du groupe de Galois local formel des équations aux q-
différences à pentes entières.
La classification analytique locale des équations aux q-différences par Ramis, Sauloy et
Zhang et la construction des opérateurs de Stokes pour les systèmes à pentes entières ont
permis de compléter l’étude du groupe de Galois local des équations à pentes entières. Ils
construisent ainsi un sous-groupe Zariski dense du groupe de Galois local, engendré par le
groupe de Galois formel et les q-dérivations étrangères ∆˙c¯ construites à partir des opérateurs
de Stokes.
Le but de cette thèse est de compléter la classification analytique locale des modules aux
q-différences en étendant la classification analytique isoformelle aux pentes non entières et
en construisant des opérateurs de Stokes pour les systèmes ayant des pentes non entières. Le
deuxième objectif est la compréhension du groupe de Galois local en autorisant les pentes non
entières. Le cas abélien à deux pentes est résolu. Nous obtenons également une description
explicite du groupe de Galois formel et un théorème de Zariski-densité.
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Ce que contient cette thèse
La description complète des formes normales associées aux modules aux q-différences purs
isoclines par van der Put et Reversat est notre point de départ pour étendre une partie des
résultats évoqués précédemment.
Le premier chapitre est consacré à l’introduction des modules aux q-différences et des pre-
mières propriétés les concernant. Nous rappelons la construction du polygone de Newton et
introduisons la filtration canonique par les pentes due à Sauloy dans [26], qui conduit entre
autre à définir le module gradué associé à un module aux q-différences.
Nous démontrons de manière plus matricielle les théorèmes de [18] concernant les formes
normales desmodules purs isoclines à pente non entière, en utilisant le procédé de ramification.
Enfin, nous étudions le produit tensoriel de deux modules aux q-différences purs isoclines.
Nous constatons dans la proposition 1.32 que le produit tensoriel de deux irréductibles est
isomorphe à une somme directe de modules irréductibles, et cet isomorphisme est explicite :
Proposition 1.32. Soient E(r1, d1, b
r1
1 ) et E(r2, d2, b
r2
2 ) deux modules aux q-différences irréduc-
tibles. Soient p = pgcd(r1, r2), m = ppcm(r1, r2) et d ∈ Z, r ≥ 1 tels que pgcd(d, r) = 1 et
d1
r1
+ d2r2 =
d
r et soit k :=
m
r . On a un isomorphisme de modules aux q-différences :
E(r1, d1, b
r1
1 )⊗ E(r2, d2, b
r2
2 )
∼=
p/k⊕
n=1
k−1⊕
i=0
k−1⊕
j=0
E(r, d, qik ξ
j
k (b1b2)
r).
Ce résultat est une des clefs de la classification analytique isoformelle à deux pentes.
Le deuxième chapitre a pour but de compléter la classification analytique isoformelle, ce
qui consiste à décrire les classes d’équivalence analytiques de modules ayant le même gradué
et à chercher pour cela un représentant unique pour chaque classe. L’espace de ces classes
analytiques est noté F(P1, . . . , Ps) lorsque P1 ⊕ · · · ⊕ Ps est le module gradué fixé (les modules
Pi étant purs isoclines).
Nous rappelons les résultats obtenus pour les pentes entières qui ont conduit Ramis, Sauloy
et Zhang à la forme normale de Birkhoff-Guenther pour un module à pentes entières. Cette
forme normale donne le représentant unique cherché dans le cas des pentes entières.
Nous avons essayé de reproduire leur démarche pour obtenir un résultat analogue pour les
pentes non entières. Nous reprenons ainsi des outils comme la transformée de q-Borel et plus
particulièrement la transformée de qr-Borel de degré d. Malheureusement, notre généralisation
aux pentes non entières s’arrête aux modules à deux pentes, les méthodes employées résistent
à partir de trois pentes.
Dans le cas à deux pentes non nécessairement entières, la matrice d’un tel module est de la
forme :
AU =
(
B1 U
0 B2
)
, (1)
où B1 et B2 sont des matrices associées à deuxmodules purs isoclines. Nousmontrons qu’il suf-
fit d’étudier le cas où B1 est la matrice associée à un module irréductible et B2 = 1, notamment
grâce à l’isomorphisme entre F(P1, P2) et F(P1⊗ P∨2 , 1), et à la proposition 1.32. Nous donnons
ensuite une méthode explicite pour choisir U sous forme polynomiale et en ce qui concerne
l’unicité de ce choix, nous obtenons le théorème 2.19 :
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Théorème 2.19. L’application C-linéaire ϕ de Vr,d = (∑
d−1
l=0 Cz
l)r dans ∑d−1l=0 Cz
l définie par
ϕ((u1, . . . , ur)) =
r
∑
j=1
σr−j(uj)
induit un isomorphisme de C-espaces vectoriels :
F(E, 1) ∼=
Vr,d
Kerϕ
∼= Imϕ ∼=
d−1
∑
l=0
Czl .
(E désigne un module irréductible de pente − dr )
Dans le troisième chapitre, nous calculons les opérateurs de Stokes pour les modules aux
q-différences à deux pentes non nécessairement entières. Ces opérateurs traduisent dans ce
chapitre une ambiguïté de sommation ; l’aspect galoisien sera traité dans le dernier chapitre.
A l’aide de fonctions Theta dont les zéros sont sur les courbes elliptiques Eqr , nous dé-
montrons qu’il y a, de même que pour les pentes entières, un isomorphisme entre l’espace des
classes analytiquesF(E, 1) et le H1 du fibré associé aumodule irréductible de pente non entière
E, fibré que l’on note FE ; c’est l’objet du paragraphe 3.2.2 page 60.
Pour établir ce résultat, nous calculons des cocycles explicites associés à un module pur
isocline de pente non entière. Le cas de référence est celui d’un module irréductible de pente
non entière dr pour lequel le proposition 3.3 permet de construire des cocycles ayant des pôles
sur la courbe elliptique Eqr , ceci est la principale différence avec les pentes entières où les pôles
sont sur la courbe elliptique Eq :
Proposition 3.3. Pour tout U ∈ (C[z]d−1)r, pour tout ¯¯c ∈ Eqr \ Σ(A0), il existe un unique
vecteur de fonctions méromorphes F˜¯¯c sur C∗, F˜¯¯c = t( f1, . . . , fr), dont les fi ont pour pôles la qr-spirale
[−cq−i+1; qr], de multiplicité ≤ d et tel que σq(F˜¯¯c)− BF˜¯¯c = U.
L’ensemble Σ(A0) est égal à {c ∈ C∗/∃n ∈ Z, cd = brq
−d(r−1)
2 qrn} modulo qr et l’ensemble Σ(A0) est
fini.
Cette proposition nous permet ainsi de construire des sections holomorphes F˜¯¯c, ¯¯c′(AU) du
fibré FE sur des ouverts de la courbe elliptique Eq (AU désigne ici une matrice de la forme (1)
telle que B1 soit la matrice associée au module E et B2 = 1). Ces sections constituent les cocycles
cherchés et permettent d’obtenir le théorème suivant :
Théorème 3.6. On a un isomorphisme de C-espaces vectoriels :
F(E, 1) ∼= H1(Eq,FE)
induit par :
MU = (Kr+1,ΦAU ) 7→ (F˜¯¯c, ¯¯c′(AU)).
Comme pour les pentes entières, les cocycles calculés grâce à la proposition 3.3 permettent
de construire des opérateurs de Stokes pour tout module aux q-différences à deux pentes non
nécessairement entières. Cependant, comme dans le deuxième chapitre, nous ne parvenons pas
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à surmonter les difficultés qui apparaissent au-delà de deux pentes, elles sont dues au fait que
les pôles ne sont plus sur Eq mais sur des courbes elliptiques Eqr a priori distinctes entre elles.
Enfin, le quatrième et dernier chapitre aborde la théorie de Galois dans le cadre des équa-
tions aux q-différences à pentes non entières. C’est par la théorie tannakienne, et non par
une théorie de Picard-Vessiot, que nous définissons le groupe de Galois des équations aux
q-différences comme le groupe des automorphismes tenseur-compatibles d’un foncteur fibre.
Le groupe de Galois associé à la catégorie tannakienne des modules aux q-différences purs
est décrit explicitement dans le cas des pentes entières dans [21]. Nous donnons dans ce cha-
pitre une description matricielle explicite du groupe de Galois Gp,r, dit formel, de la sous-
catégorie tannakienne des modules aux q-différences purs dont le dénominateur des pentes
est fixé. Ainsi avec les notations énoncées au paragraphe 4.2.2 à la page 79, nous obtenons le
théorème suivant :
Théorème 4.6. Soit ϕ ∈ Gp,r. Alors il existe t ∈ C∗, γ ∈ E∨q et λ ∈ C tels que ϕ = (t,γ,λ) et
i∗(ϕ) = (tr,γ,λ). De plus, si A est la matrice sous forme normale associée à un irréductible E(r, d, ar),
il existe une matrice Ga,d(z0,r) ∈ GLr(C) telle que :
ϕ(A) = G−1a,d (z0,r) t
dγ(a) γ(Tr) Ga,d(z0,r)

1 0
γ(qr)
. . .
0 γ(qr)(r−1)

d
et Ga,d(z0,r) = diag(1, α0 , α0α1, . . . , α0 · · · αr−2), αj = a−1q
−jd
r z−d0,r ,
Tr =
 0 10 . . . 1
1 . . . 0
 ∈ GLr(C).
Il faut noter que ce théorème conduit à la même description du groupe de Galois formel
universel obtenue par la théorie de Picard-Vessiot de van der Put et Reversat dans [18].
La théorie tannakienne étant liée aux représentations de groupes, et les modules aux q-
différences à deux pentes étant des extensions de modules purs isoclines, c’est naturellement
que l’on étudie dans ce chapitre les extensions des représentations du groupe de Galois G de
la catégorie tannakienne engendrée par les modules aux q-différences à deux pentes dont le
gradué est fixé P1 ⊕ P2. Avec les notations du paragraphe 4.3.3 à la page 93, nous obtenons
alors le théorème 4.24 :
Théorème 4.24. Soient ρ1 la représentation du groupe G associée à P1, et ρ2 celle associée à P2, S
le sous-groupe des Stokes de G et G0 le groupe de Galois formel. On a un isomorphisme de C-espaces
vectoriels :
Ext(ρ2, ρ1)
∼
→ LG0(S,L(V2,V1)).
Nous montrons ensuite que les opérateurs de Stokes calculés au troisième chapitre pour
un module à deux pentes, sont des éléments du groupe de Galois de ce module. Pour cela,
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nous définissons le foncteur d’itération itr qui permet de rendre les pentes entières et nous
exprimons nos opérateurs de Stokes en fonction de ceux du module itéré à pentes entières.
Pour finir, nous démontrons un théorème de Zariski-densité, analogue au théorème 3.5
de [22], pour le groupe de Galois Gr(K, q) des modules dont le dénominateur des pentes est
fixé et vaut r :
Théorème 4.42. Soit r ∈ N∗. Le sous-groupe de Sr(K, q) associé aux résidus ∆˙ ¯¯c ◦ itr et le groupe
de Galois formel Gp,r(K, q) engendrent un sous-groupe Zariski-dense dans Gr(K, q).
Les résidus ∆˙ ¯¯c ◦ itr sont en lien direct avec les cocycles permettant la classification par le H1
pour les pentes entières.
Perspectives
De nombreuses questions restent néanmoins en suspens. La ramification et l’itération sont
deux procédés qui sont apparus pour rendre les pentes entières, nous les avons utilisés à tour
de rôle, l’itération est en partie responsable de l’apparition de la courbe elliptique Eqr dans la
proposition 3.3. Néanmoins, il n’est pas encore très clair pourquoi l’une ou l’autre intervient.
La classification analytique isoformelle demeure incomplète puisque le passage à plus de
deux pentes n’est pas résolu dans cette thèse, les calculs peuvent être explicites mais se com-
pliquent et nous voyons difficilement comment les généraliser (voir pour cela le paragraphe
2.3.5). Le même obstacle reste à franchir pour le calcul des opérateurs de Stokes. Dans ce der-
nier cas, c’est l’apparition des différentes courbes elliptiques Eqr qui en est la cause (voir para-
graphe 3.3.2). Dans sa thèse [12], Charlotte Hardouin a résolu le problème à trois pentes dans
le cadre différentiel au paragraphe 5.3.1 pages 63-64 ; ce serait peut-être une piste à exploiter.
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Chapitre 1
Rappels sur les modules aux
q-différences
Les deux premiers paragraphes de ce chapitre mettent en place le contexte des modules aux
q-différences en donnant les premières définitions de modules aux q-différences, morphismes,
polygone de Newton ; ce sont des rappels provenant essentiellement de [26]. Le troisième pa-
ragraphe concerne les formes normales des modules aux q-différences purs isoclines, nous dé-
montrons de manière différente, plus matricielle, des résultats de [18]. Enfin, le dernier para-
graphe traite du produit tensoriel des modules aux q-différences purs isoclines et donne des
isomorphismes explicites pour le décrire.
1.1 Définitions
1.1.1 Notations
Soit K := C({z}) = C{z}[z−1] le corps des séries de Laurent convergentes, c’est le corps des
fractions de C{z}. Et le corps Kˆ := C[[z]][z−1 ] désigne le corps des séries formelles de Laurent,
corps des fractions de C[[z]].
Soit q ∈ C∗ tel que |q| > 1, l’opérateur σq, automorphisme du corps K (et aussi de Kˆ), est défini
par :
σq( f (z)) = f (qz).
(K, σq) (resp. (Kˆ, σq)) est appelé un corps aux q-différences.
Nous définissons également DK,σq := K < σq, σ
−1
q > l’anneau de Ore des opérateurs aux
q-différences ∑
f inie
aiσiq. Il est muni d’une structure d’algèbre, caractérisée par la relation de com-
mutation : pour tout x ∈ K, pour tout k ∈ Z, σkq .x = σ
k
q (x).σ
k
q . C’est un anneau euclidien à
gauche. (cf. [23])
La surjection canonique de C∗ sur Eq := C∗/qZ induit une bijection de Cq := {z ∈ C∗/1 ≤
|z| < |q|}, appelé couronne fondamentale, sur Eq.
Pour tout r ∈ N∗, ξr = e
2ipi
r désigne une racine primitive re de l’unité. Nous choisissons dès
à présent τ ∈ C∗ tel que q = e2ipiτ , Imτ < 0, τ est fixé une fois pour toutes. Posons qr = e
2ipiτ
r
une racine re de q de sorte que les relations de compatibilités suivantes sont satisfaites : qrr = q
et qsrs = qr.
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1.1.2 Modules aux q-différences, morphismes
Un système aux q-différences est du type : σq(X) = AX avec A ∈ GLn(K). Une solution
analytique est vectorielle ou matricielle à coefficients dans le corps K, une solution formelle
dans le corps Kˆ.
Définition 1. Un module aux q-différences M sur (K, σq) est un couple (V,Φ) où V est un K-
espace vectoriel de dimension finie et Φ un automorphisme σq-linéaire sur V, c’est à dire, pour
tout a ∈ K, et tout X ∈ V, Φ(aX) = σq(a)Φ(X).
Un morphisme de modules aux q-différences M = (V1,Φ1) → N = (V2,Φ2) est une application
K-linéaire F : V1 → V2 telle que Φ2 ◦ F = F ◦Φ1.
Par choix d’une base duK-espace vectorielV, unmodule aux q-différencesM est isomorphe
à un couple (Kn,ΦA) où :
∀X ∈ Kn, ΦA(X) = A−1σq(X), A ∈ GLn(K).
Résoudre le système aux q-différences σq(X) = AX revient à chercher les points fixes de l’opé-
rateur ΦA.
Un morphisme de (Kn,ΦA) dans (Kp,ΦB) est une matrice F ∈ Mp,n(K) telle que :
σq(F)A = BF.
Un isomorphisme de (Kn,ΦA) dans (Kn,ΦB) est une matrice F ∈ GLn(K) telle que F[A] = B,
c’est à dire :
B = σq(F)AF−1 =: F[A].
Cela correspond à une transformation de jauge, c’est à dire un changement d’inconnue dans le
système aux q-différences σq(X) = AX où on pose Y = FX ; on a alors
σq(X) = AX ⇔ σq(Y) = BY.
Remarque 1.1. Lorsque l’on étudie les systèmes aux q-différences dont la matrice A est à coef-
ficients rationnels, dans C[z, z−1], un morphisme F de (Kn,ΦA) dans (Kp,ΦB), est solution du
système :
σq(F) = BFA−1 ⇔ F(qz) = B(z)F(z)A(z)−1.
Une solution de ce système est a priori locale, méromorphe dans un voisinage de zéro mais
comme |q| > 1, elle devient automatiquement méromorphe sur C.
Remarque 1.2. Nous définissons de même les modules aux q-différences et les morphismes de
modules aux q-différences sur le corps des séries formelles Kˆ muni de σq.
1.1.3 Opérations sur les modules aux q-différences
Nous donnons ici les principales opérations sur les modules aux q-différences provenant
de [26] ou [23].
Sous-modules, quotients
Un sous-module aux q-différences de M = (V,Φ) est un module N = (W,Ψ) tel que
W ⊂ V et Φ|W = Ψ. Un quotient du module aux q-différences M est un module N = (W ′,Ψ′)
tel queW ′ soit un quotient de K-espace vectoriel V et que l’application canonique M → N soit
un morphisme de modules aux q-différences.
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Hom interne
Le Hom interne de deux modules aux q-différences M = (V,Φ) et N = (W,Ψ) est défini
par :
Hom(M,N) = (L(V,W), TΦ,Ψ)
où TΦ,Ψ est l’automorphisme σq-linéaire défini par :
TΦ,Ψ : f 7→ Ψ ◦ f ◦Φ−1.
Dual
Le dual d’un module aux q-différences M = (V,Φ), noté M∨, est Hom(1,M) où 1 = (K, σq)
est le module trivial. Au niveau matriciel, si M = (Kn,ΦA) alors M∨ = (Kn,ΦA∨) où A∨ =
tA−1.
Produit tensoriel
Le produit tensoriel de deux modules aux q-différences M = (V,ΦM) et N = (W,ΦN)
est M ⊗ N = (V ⊗K W,ΦM ⊗ ΦN) où ΦM ⊗ ΦN est l’automorphisme σq-linéaire de V ⊗K W
défini par x⊗ y 7→ Φ(x)⊗Ψ(y). Nous le définissons en revenant à la construction du produit
tensoriel selon [16], de la manière suivante. L’application :
Φ : V ×W → V ⊗K W
(m, n) 7→ Φ(m)⊗Ψ(n)
est bien définie mais elle n’est pas bilinéaire, c’est pour cela que l’on doit revenir à la définition.
Soit (V ×W) le K-espace vectoriel libre engendré par V ×W et soit R le sous-espace vectoriel
de V ×W engendré par tous les éléments du type :
(m, n1 + n2) − (m, n1)− (m, n2)
(m1 +m2, n) − (m1, n)− (m2, n)
(am, n) − a(m, n)
(m, an) − a(m, n)
, a ∈ K,m,m1,m2 ∈ V, n, n1, n2 ∈W.
Alors V ⊗K W s’identifie à (V ×W)/R. On étend Φ à (V ×W) en posant :
Φ
(
∑ ai(mi, ni)
)
:= ∑ σq(ai)Φ((mi, ni)), ai ∈ K,mi ∈ V, ni ∈ W.
Pour que Φ factorise à V ⊗K W, il suffit que Φ s’annule sur R et c’est le cas puisque :{
Φ(m, n1 + n2) = ΦM(m)⊗ΦN(n1 + n2) = Φ((m, n1)) + Φ((m, n2))
Φ((m, an)) = σq(a)Φ((m, n)) = Φ(a(m, n))
,
car ΦN est σq-linéaire (les deux autres égalités s’obtiennent de la mêmemanière en invoquant la
σq-linéarité de ΦM). Nous obtenons alors l’automorphisme σq-linéaire Φ : V ⊗K W → V ⊗K W.
Il y a un isomorphisme canonique entre M⊗ N et N ⊗M. Au niveau matriciel, en identifiant
Km ⊗ Kn à Kmn, l’opérateur ΦA ⊗ΦB s’identifie à ΦA⊗B (cf. annexe A).
Le module trivial 1 := (K, σq) est un élément unité pour le produit tensoriel.
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Il y a de plus un isomorphisme canonique M∨ ⊗ N ∼= Hom(M,N). Si M = N, on a
M∨ ⊗ M ∼= Hom(M,M) = (L(V,V), TΦM,ΦM). Le couple (K.{IdV},Ψ) est un module aux
q-différences tel que Ψ(λIdV ) = σq(λ)IdV , on a donc un isomorphisme canonique de mo-
dules aux q-différences entre (K.{IdV},Ψ) et 1 = (K, σq). De plus l’inclusion (K.{IdV},Ψ) →
Hom(M,M) est un morphisme de modules aux q-différences. Nous avons alors une inclusion :
1→ M∨ ⊗M.
Nous avons de plus la formule d’adjonction :
Hom(M⊗ N, P) ∼= Hom(M, Hom(N, P)). (1.1)
Ramification, restriction des scalaires
Supposons que (K′, σq′) soit une extension du corps aux q-différences (K, σq), telle que K′ =
K(z1/r) =: Kr est une extension de degré r du corps K et σq′ := σqr . On a σq′ |K = σq. A partir
d’un module aux q-différences M = (V,Φ) de rang n sur K, nous obtenons un module aux
qr-différences de rang n sur Kr, M′ = (V ′,Φ′) où V ′ = Kr ⊗K V et Φ′ = σq′ ⊗Φ. Nous avons
également un isomorphisme de Kr-espaces vectoriels : DKr,σqr
∼= Kr ⊗K DK,σq .
Gardons les mêmes notations, nous pouvons aussi restreindre les scalaires. Un module
M′ = (V ′,Φ) aux q′-différences sur (K′, σq′), peut être vu comme un module aux q-différences.
En effet, on a K ⊂ K′, et par restriction des scalaires de V ′ sur K, on peut voir V ′ comme un
K-espace vectoriel. De plus, l’automorphisme Φ : V ′ → V ′ est en particulier σq-linéaire puisque
σq′ |K = σq. Un module aux q′-différences de rang n sur K′ est par restriction des scalaires un
module aux q-différences de rang rn sur K.
Ainsi, la catégorie des modules aux q-différences est une catégorie abélienne tensorielle
rigide et C-linéaire.
1.1.4 Liens entre équations, systèmes et modules
Définition 2. Soit M = (V,Φ) un module aux q-différences de rang n et soit e un vecteur du
K-espace vectoriel V. Le vecteur e est un vecteur cyclique si la famille e = (e,Φ(e), . . . ,Φn−1(e))
est une base du K-espace vectoriel V.
Dans ce cas, Φn(e) =
n−1
∑
i=0
aiΦi(e) où ai ∈ K. On a alors :
Φ(e) = e

0 0 a0
1
. . . a1
. . . 0
...
0 1 an−1
 =: eB
et M est isomorphe à (Kn,ΦB−1).
Définition 3. Un polynôme P ∈ DK,σq est dit standard unitaire si P =
n
∑
i=0
aiσiq avec a0 6= 0 et
an = 1.
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Théorème 1.3. (théorème 2.2.1 de [23]) Tout module aux q-différences est un DK,σq-module à gauche
de longueur finie, et il est isomorphe à un DK,σq/DK,σqP où P ∈ DK,σq est standard unitaire.
Démonstration. Soit M = (V,Φ) un module aux q-différences. Le module M est muni d’une
structure de DK,σq-module en posant :
∀x ∈ V, (
n
∑
i=0
aiσiq).x =
n
∑
i=0
aiΦi(x).
D’après le lemme du vecteur cyclique (le lemme 1.3.1 de [7] en donne une preuve élémentaire),
tout module aux q-différences admet un vecteur cyclique e.
Soit P le polynôme P = σnq −
n−1
∑
i=0
aiσiq tel que P(Φ)(e) := Φ
n(e)−
n−1
∑
i=0
aiΦi(e) = 0, alors M est
isomorphe à DK,σq/DK,σqP.
Toute équation aux q-différences de la forme Q. f = 0, où Q est un polynôme de DK,σq ,
peut se ramener, par la multiplication par un inversible de DK,σq ( aσ
j
q , a ∈ K∗), à une équation
P. f = 0 où P =
n
∑
i=0
aiσiq est standard unitaire. Nous pouvons alors associer, à cette équation, un
système aux q-différences σq(X) = AX de la manière suivante :
X =

f
σq( f )
...
σn−1q ( f )
 et A =

0 1 0 . . . 0
0 0 1 0
...
...
...
. . .
...
0 0 . . . 0 1
−a0 −a1 −a2 . . . −an−1
 .
Le DK,σq-module à gauche DK,σq/DK,σqP et le module M = (K
n,ΦA) ne sont pas isomorphes.
En fait, M est dual de DK,σq/DK,σqP.
Remarque 1.4. Lorsque l’on trouve un vecteur cyclique e de M, on a vu que M ∼= (Kn,ΦB−1).
Notons Q = σnq −
n−1
∑
i=0
aiσiq le polynôme tel que Q(Φ)(e) = 0. Nous remarquons que la matrice
du système associé au polynôme Q est A = tB. On a :
DK,σq/DK,σqQ ∼= (K
n,ΦA)∨ = (Kn,ΦtA−1) = (K
n,ΦB−1) ∼= M.
Un changement d’inconnue de l’équation P. f = 0, du type f = ug, où u est à coefficients
dans une extension de K (u sera par exemple solution de σq(u) = zu qui n’a pas de solution
dans K), est une transformation de jauge
P 7→ P[u] := u−1Pu. (1.2)
Si P est standard unitaire, alors P[u] =
n
∑
i=0
ai
σiq(u)
u σ
i
q ( pour plus de détails cf. [26]).
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1.2 Polygone de Newton et quelques propriétés
1.2.1 Polygone et fonction de Newton
Soit v la valuation z-adique de K ou Kˆ définie par : v (∑ anzn) = min
an 6=0
n et v(0) = −∞.
Définition 4. Le polygone de Newton associé à l’opérateur P = ∑ aiσiq ∈ DK,σq est l’enveloppe
convexe dans R2 de {(i, j) ∈ Z×R/j ≥ v(ai)}.
Comme P = ∑ aiσiq n’a qu’un nombre fini de termes non nuls, la frontière de son
polygone de Newton est formée de deux demi-droites verticales (vers le haut) et de k vecteurs
(ri, di) ∈ N∗ × Z, notons µi = di/ri les pentes de ces vecteurs indexés de gauche à droite.
Nécessairement, les pentes µi sont rationnelles, c’est à dire dans Q, et µ1 < · · · < µk. La fonction
de Newton associée à P est définie par rP(µi) = ri et rP(µ) = 0 sinon. La donnée de la fonction
de Newton est équivalente à la donnée du polygone de Newton à translation près.
Exemple 1.5. Soit P = σq − a, a ∈ C∗. On a a0 = a et v(a0) = 0, a1 = 1 et v(a1) = 0, le
polygone de Newton n’a qu’un vecteur de coordonnées (1, 0) et donc une pente nulle, il a la
forme suivante :
0 1
0
1
2
Exemple 1.6. Soit P := σq − (1− z), on a a0 = −(1− z) et v(a0) = 0, a1 = 1 et v(a1) = 0, le
polygone de Newton n’a qu’un vecteur de coordonnées (1, 0) et donc une pente nulle, il a la
forme suivante :
0 1
0
1
2
On a rP(0) = 1 et rP(µ) = 0 si µ 6= 0.
Une équation q-hypergéométrique se présente sous la forme suivante :
P :=
(
cd
q2
− abz
)
σ2q +
(
−
c+ d
q
+ (a+ b)z
)
σq + (1− z) (1.3)
où a, b, c, d ∈ C∗. Regardons sur deux cas particuliers son polygone de Newton.
Exemple 1.7. Prenons cd = 0, c+ d 6= 0, et ab 6= 0, on a :
P1 := −abz σ2q +
(
−
c+ d
q
+ (a+ b)z
)
σq + (1− z),
alors le polygone de Newton de P2 admet deux pentes 0 et 1 :
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0 1 2
0
1
2
Exemple 1.8. Prenons c = d = 0 et ab 6= 0, a+ b 6= 0 on a :
P2 = −abz σ2q + (a+ b)z σq + 1− z,
alors le polygone de Newton de P1 admet une unique pente 1/2 :
0 1 2
0
1
2
Théorème 1.9. (théorème 2.2.1 de [23]) Tous les opérateurs P tel que M ∼= DK,σq/DK,σqP ont la même
fonction de Newton, que l’on note alors rM.
Nous pouvons donc associer un ensemble de pentes S(M) = {µ1, . . . , µk} à un module aux
q-différences M .
Définition 5. Un module qui a une seule pente est dit pur isocline et un module somme directe
de modules purs isoclines est dit pur. Plus particulièrement, un module pur isocline de pente
nulle est appelé un module fuchsien.
1.2.2 Effets sur les pentes des opérations sur les modules aux q-différences
Nous donnons ici les effets sur les pentes du polygone de Newton des principales opéra-
tions sur les modules aux q-différences provenant de [26] ou [23].
1. Pour un sous-module aux q-différences ou un quotient N d’un module aux q-différences
M, nécessairement S(N) ⊂ S(M) et rN(µ) ≤ rM(µ). En particulier, si M est pur isocline
de pente µ, ses sous-modules et ses quotients sont purs isoclines de pente µ.
Proposition 1.10. Soient M et N deux modules aux q-différences tels que
S(M) ∩ S(N) = ∅,
alors un morphisme F de M dans N est nécessairement nul.
2. Soit 0 → M′ → M → M′′ → 0 une suite exacte de modules aux q-différences, alors
S(M) = S(M′) ∪ S(M′′) et rM = rM′ + rM′′ . Ainsi, une extension de modules purs iso-
clines de pente µ est un module pur isocline de pente µ.
3. Le produit tensoriel de deux modules aux q-différences M = (V,Φ) et N = (W,Ψ),
M⊗ N = (V⊗K W,Φ⊗Ψ) additionne les pentes : S(M⊗N) = S(M) + S(N). On a pour
tout µ ∈ Q,
rM⊗N(µ) = ∑
µ1+µ2=µ
rM(µ1)rN(µ2).
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4. SoitM∨ le dual d’unmodule aux q-différencesM. En ce qui concerne les pentes, S(M∨) =
−S(M), autrement dit, une pente µ du module M devient −µ pour le dual. Pour les
fonctions de Newton, on a pour tout µ ∈ Q : rM∨(µ) = rM(−µ).
5. La ramification de degré r multiplie les pentes par r. En effet, soit Kr = K(z1/r) une
extension de degré r du corps K, muni de l’automorphisme σqr . Soit M un module aux
q-différences, le module ramifié M′ = Kr ⊗K M vérifie pour tout µ ∈ Q, rM(µ) = rM′(rµ).
Ce sera un procédé pour rendre les pentes entières.
1.2.3 Filtration canonique
D’après [26], dans le cas formel, tout module aux q-différences M sur Kˆ tel que S(M) =
{µ1, . . . , µk} admet une décomposition en somme directe de modules purs isoclines Pi de pente
µi :
M = P1 ⊕ · · · ⊕ Pk.
Et dans ce cas Pi est de rang rM(µi).
Dans le cas analytique, pour tout module aux q-différences M sur K, tel que S(M) =
{µ1, . . . , µk} et µ1 < · · · < µk, il existe une unique tour de sous-modules :
{0} = M0 ⊂ M1 ⊂ · · · ⊂ Mk = M
telle que pour tout i = 1, . . . , k, Pi = Mi/Mi−1 est pur isocline de pente µi et de rang rM(µi).
Nous posons alors grM = P1 ⊕ · · · ⊕ Pk, appelé gradué de M, et c’est un module pur. Tout
module aux q-différences sur Kˆ est isomorphe à son gradué.
Plus précisément, nous introduisons le foncteur gr de la catégorie des modules aux q-
différences qui à unmodule aux q-différences associe son gradué. Selon [26], si on note F≥µ(M)
le plus grand sous-module de M dont les pentes sont supérieures ou égales à µ , ils forment
alors une filtration descendante par les pentes. Si f est un morphisme de modules aux q-
différences de M dans N alors f (F≥µ(M)) ⊂ F≥µ(N).
On note également F>µ(M) le plus grand sous-module de M dont les pentes sont stricte-
ment supérieures à µ et M(µ) := F≥µ(M)/F>µ(M), alors :
grM :=
⊕
µ∈S(M)
M(µ),
et gr est donc un foncteur de la catégorie des modules aux q-différences dans la sous-catégorie
des modules aux q-différences purs.
En ce qui concerne les morphismes, nous avons la proposition suivante :
Proposition 1.11. (proposition 3.2.2 de [26])
Si f est un morphisme entre deux modules aux q-différences M et N, alors :
∀µ ∈ Q, f (F≥µ(M)) = f (M) ∩ F≥µ(N)
cela induit alors un morphisme gr f : gr(M) → gr(N).
Le foncteur gr est aussi un foncteur exact de la catégorie desmodules aux q-différences dans
la sous-catégorie des modules aux q-différences purs. Il est de plus fidèle et tenseur-compatible
(théorème 3.3.3 de [26]). Dans le cas formel, il est isomorphe au foncteur identité (remarque
3.3.5 de [26]).
Le paragraphe suivant va décrire la forme d’un module pur isocline.
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1.3 Formes normales des modules aux q-différences
D’après 2.2.2 de [23], tout module aux q-différences pur isocline de pente entière µ est iso-
morphe à un module de la forme (Kn,ΦzµA), où A ∈ GLn(C) est telle que ses valeurs propres
sont dans la couronne fondamentale Cq (définie au paragraphe 1.1.1) , autrement dit,
Sp(A) ⊂ Cq
(Sp(A) étant le spectre de la matrice A). La matrice A est unique à conjugaison près dans
GLn(C). C’est ce que l’on appelle la forme normale du module M. Nous allons maintenant
donner les formes normales associées à des modules aux q-différences de pentes non entières,
résultats dus à van der Put et Reversat dans [18].
1.3.1 Modules irréductibles
Définition 6. Un module aux q-différences irréductible est un module aux q-différences qui
n’admet pas de sous-modules aux q-différences autre que {0} et lui-même.
En tant que DK,σq-module, un module irréductible est simple.
Théorème 1.12. (proposition 1.3 de [18]) Pour tout module aux q-différences irréductible M sur Kˆ =
C((z)), il existe des uniques entiers d ∈ Z, r ≥ 1 avec pgcd(d, r) = 1, et un unique c ∈ C∗,
1 ≤ |c| < |q|, tels que :
M ∼= E(r, d, c) := DKˆ,σq/DKˆ,σq(σ
r
q − q
−d(r−1)
2 c−1z−d).
Démonstration. Nous démontrons ce théorème dans un contexte plus matriciel que dans [18].
Soit M un module aux q-différences irréductible de rang r sur Kˆ. Il est nécessairement pur
isocline sinon si µk est sa plus grande pente, il admettrait un sous-module de pente µk et de
rang rM(µk) (cf. théorème 3.1.1 de [26]). Le polygone de Newton de M admet donc un unique
vecteur à coordonnées entières (r, d) et M est pur isocline de pente µ := dr , d ∈ Z. Deux cas se
présentent.
Premièrement, si µ est entière, alors M est de rang un. En effet, la catégorie des DK,σq-
modules étant abélienne et M étant de longueur finie, il existerait des sous-modules propres
de M, 0 = M0 ⊂ M1 ⊂ · · · ⊂ Mr = M tels que les quotients Mj/Mj−1 soient de rang un
dans le cas des pentes entières (d’après les factorisations formelles et convergentes de 1.2 et
le théorème 2.2.3 de [26]). Et réciproquement, si M est de rang un alors il est pur isocline de
pente entière ; comme nous savons déjà classer ce type de module, nous allons nous intéresser
au second cas.
Deuxièmement, si µ = dr est non entière (pour l’instant, rien n’est imposé sur le pgcd de d
et r) alors r ≥ 2.
Supposons alors µ non entière et r ≥ 2. Soit Kˆr := Kˆ(z1/r)muni de l’automorphisme σqr qui
étend σq, où qr désigne la racine re de q définie au paragraphe 1.1.1. Par extension des scalaires,
on définit le module aux qr-différences M′ = Kˆr ⊗Kˆ M (cf. paragraphe 1.1.3). Alors M
′ est de
pente entière égale à d et de rang r sur Kˆr, il admet donc un dévissage :
0 = M′0 ⊂ M
′
1 ⊂ · · · ⊂ M
′
r−1 ⊂ M
′
r = M
′
tel que pour tout j = 1 . . . r, le quotient M′j/M
′
j−1 soit de rang un sur Kˆr.
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Le corps Kˆ étant un sous-corps de Kˆr, on peut considérer, par restriction des scalaires, M′
comme un module aux q-différences (sur Kˆ) ainsi que les M′j. L’inclusion
1 M ⊂ M′ est un
morphisme de modules aux q-différences que l’on note :
M
f
→ M′.
Soit M′j0 le plus petit sous-module de M
′ tel que Im f ⊂ M′j0 , le morphisme f induit alors un
morphisme non nul f¯ :
M
f¯
→ M′j0/M
′
j0−1.
Comme M est un module irréductible et que f¯ est non nul, nécessairement f¯ est injectif sinon
le noyau de ce morphisme serait un sous-module propre de M (le noyau est stable par Φ). De
plus, M′j0/M
′
j0−1
est de rang un sur Kˆr, il est ainsi de rang r sur Kˆ ; par raison de dimension, on
a un isomorphisme de modules aux q-différences sur Kˆ :
M ∼= M′j0/M
′
j0−1.
Par conséquent, M provient, par restriction des scalaires, d’un module de rang un sur Kˆr, iso-
morphe à un unique (Kˆr,Φbzd/r) où 1 ≤ |b| < |qr|.
Pour alléger la notation, on pose Φ = Φbzd/r . On a :
∀m ∈ Z, ∀x ∈ Kˆr, Φm(x) = q
−dm(m−1)
2
r b−mz
−md
r σmqr (x).
Supposons que pgcd(d, r) = 1, alors les z−dm/r pour m = 0, . . . , r − 1 sont linéairement in-
dépendants sur Kˆ. Ainsi, les Φm(1), m = 0, . . . , r − 1 le sont aussi et forment une base cy-
clique du module aux q-différences M (1 est un vecteur cyclique). On remarque que Φr(1) =
q
−d(r−1)
2 b−rz−d, et en notant P := σrq − q
−d(r−1)
2 b−rz−d on a :
M ∼= DKˆ,σq/DKˆ,σqP.
Le fait que pgcd(d, r) = 1 assure queDKˆ,σq/DKˆ,σqP est bien irréductible (le polygone deNewton
ne peut être cassé).
Si au contraire , pgcd(d, r) = t 6= 1, on note d = d′t et r = r′t ; les Φm(1) engendrent un
sous-module de rang r′ < r, et M n’est pas irréductible.
Nous avons donc montré que :
M ∼= E(r, d, c) := DKˆ,σq/DKˆ,σq(σ
r
q − q
−d(r−1)
2 c−1z−d)
où c := br et 1 ≤ |c| < |q|, et pgcd(d, r) = 1.
Pour terminer la démonstration, il reste à prouver l’unicité, autrement dit, si on a un isomor-
phisme E(r, d, c) ∼= E(r′, d′, c′) avec les conditions requises alors (r, d, c) = (r′, d′, c′). L’égalité
des rangs impose r = r′ et l’égalité des pentes d = d′. De plus, par extension des scalaires dans
Kˆr, on a l’isomorphisme de modules aux qr-différences :
DKˆr,σqr/DKˆr,σqr (σ
r
qr − q
−d(r−1)
2 c−1z−d) ∼= DKˆr,σqr/DKˆr,σqr (σ
r
qr − q
−d(r−1)
2 c′−1z−d)
1. Si N = (W,Ψ) est un sous-module aux q-différences de M = (V,Φ), alors l’inclusion des K-espaces vectoriels
sous-jacentsW → V est un morphisme injectif de modules aux q-différences.
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par la transformation de jauge (cf. paragraphe 1.1.4 et formule (1.2)) P 7→ P[θ], où θ vérifie
σqr(θ) = z
−d/rθ dans une extension du corps Kˆr, on obtient :
(σrqr − q
−d(r−1)
2 c−1z−d)[θ] =
σrqr(θ)
θ
σrqr − q
−d(r−1)
2 c−1z−d
= q
−dr(r−1)
2
r z−dσrqr − q
−d(r−1)
2 c−1z−d
= q
−d(r−1)
2 z−d(σrqr − c
−1).
On a alors :
DKˆr,σqr/DKˆr,σqr (σ
r
qr − c
−1) ∼= DKˆr,σqr/DKˆr,σqr (σ
r
qr − c
′−1).
Par la décomposition en somme directe de r modules simples (factorisation formelle), on ob-
tient des isomorphismes du type :
DKˆr,σqr/DKˆr,σqr (σqr − b
−1) ∼= DKˆr,σqr/DKˆr,σqr (σqr − b
′−1)
où b est une racine re de c et b′ est une racine re de c′. Ces deux derniers DKˆ,σq-modules sont
de rang un. Cet isomorphisme correspond donc à un isomorphisme u entre les modules aux
qr-différences (Kˆr,Φb) et (Kˆr,Φb′), donc u ∈ Kˆr \ {0} tel que b′ =
σqr (u)
u b (morphisme entre des
module de rang un). Or, il existe m ∈ Z tel que u = zm(1+ f ), v( f ) > 0, d’où b′ = qmr b et
c′ = qmc. La condition 1 ≤ |c|, |c′| < |q| impose c = c′.
Remarque 1.13. D’après le théorème, un module irréductible de rang r strictement supérieur à
1 est alors de pente µ = d/r tel que pgcd(r, d) = 1. Et réciproquement, un module de rang
r strictement supérieur à 1 et de pente µ = d/r tel que pgcd(r, d) = 1, est irréductible. Il est
donc isomorphe à E(r, d, c) que l’on peut aussi écrire (Kˆr,ΦB), où B est la matrice inversible
suivante :
B :=

0 1 0
...
. . .
0 1
q
d(r−1)
2 czd 0 · · · 0
 .
Par la suite, nous noterons souvent, c = br et E(r, d, br). L’écriture E(r, d, br) ne dépend que de
br et non du choix de b. Et par convention, si r = 1, E(1, d, c) = (Kˆ,Φczd).
Plus généralement, nous étendrons la notation E(r, d, c) à tout module de rang r et de pente
d/r (pgcd(d, r) = 1), donc irréductible, de la forme (Kˆr,ΦB) avec c ∈ C∗ mais pas nécessaire-
ment dans Cq.
Corollaire 1.14. (cf. [18]) Le théorème précédent est encore vrai pour un module aux q-différences
irréductible sur K := C({z}) et un module irréductible sur K de rang r et de pente dr , telle que
pgcd(r, d) = 1, sera encore noté E(r, d, c) = (Kr,ΦB).
Démonstration. Les arguments utilisés dans la démonstration précédente sont aussi valables
dans le cas analytique.
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Remarque 1.15. Le dual d’un module irréductible E(r, d, c) est E(r, d, c)∨ = E(r,−d, c−1). En
effet,
t
0 1 0
...
. . .
0 1
q
d(r−1)
2 czd 0 · · · 0

−1
=

0 1 0
...
. . .
0 1
q
−d(r−1)
2 c−1z−d 0 · · · 0
 .
Corollaire 1.16. Soient d ∈ Z∗, r ∈ N∗ tels que d et r soient premiers entre eux et soit c ∈ C∗, on a
un isomorphisme de modules aux q-différences :
E(r, d, c) ∼= E(r, d, qc).
Démonstration. Si on note e = t(1, 0, . . . , 0) le vecteur cyclique associé au premier, et E(r, d, c) =
(Kr,Φ), on a Φr(e) = q
−d(r−1)
2 c−1z−d e. Il suffit de prendre z−uΦv(e) comme nouveau vecteur
cyclique (d’où un isomorphisme à coefficients dans K) où u, v ∈ Z sont les coefficients de
Bézout tels que ur+ vd = 1. En effet,
Φr
(
z−uΦv(e)
)
= q−(ur+vd)q
−d(r−1)
2 c−1z−d z−uΦv(e).
D’où le corollaire.
Exemple 1.17. Nous allons voir sur l’exemple de l’équation q-hypergéométrique évoquée dans
l’exemple 1.8 la forme normale explicite qui lui est associée. Avec c = d = 0 et ab 6= 0, a+ b 6= 0
le polynôme associé à l’équation est :
P2 = −abz σ2q + (a+ b)z σq + 1− z
et nous avons vu que le polygone de Newton de P2 admet une unique pente 1/2.
Mettons P2 sous forme standard unitaire, il devient :
P := σ2q − ασq − β où α =
a+ b
ab
et β =
1
ab
(
1
z
− 1).
Soit M = DK,σq/DK,σqP le module aux q-différences associé, il est de rang 2 et de pente 1/2,
donc irréductible. De plus, M est isomorphe à (K2,ΦA) (cf. paragraphe 1.1.4) où :
A =
t(
0 1
β α
)−1
=
(
−α
β 1
1
β 0
)
.
D’après l’annexe B, il existe un isomorphisme analytique de modules aux q-différences trans-
formant A en :
A′ =
(
0 1
abz 0
)
.
Ainsi, (K2,ΦA′) est la forme normale cherchée si ab ∈ Cq, sinon on s’y ramène (corollaire 1.16).
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1.3.2 Modules indécomposables
Définition 7. Un module aux q-différences indécomposable sur Kˆ ou K est un module aux q-
différences qui ne peut être somme directe non triviale de deux sous-modules aux q-différences.
Théorème 1.18. (corollaire 1.6 de [18]) Soit M un module aux q-différences, pur isocline et indécom-
posable sur K (ou Kˆ). Il existe des uniques entiers d ∈ Z∗, r ≥ 1 et m ≥ 1 avec pgcd(d, r) = 1 et un
unique c ∈ C∗ vérifiant 1 ≤ |c| < |q| tels que :
M ∼= E(r, d, c)⊗K Um.
Um désigne le module aux q-différences unipotent (Km,ΦWm) (ou de même sur Kˆ), oùWm ∈
GLm(C) est le bloc de Jordan suivant :
Wm :=

1 1 0
. . . . . .
. . . 1
0 1
 .
Remarque 1.19. Si M est indécomposable sur Kˆ alors M est automatiquement pur isocline car
dans le cas formel, M est somme directe de ses sous-modules purs.
Démonstration. Nous donnons ici une démonstration différente, plus matricielle, que dans [18].
Soit M un module pur isocline, indécomposable sur K. Notons µ = d/r sa pente, d ∈ Z et
r ≥ 1, pgcd(d, r) = 1. Le cas où la pente est entière est déjà connu, on suppose alors r > 1.
Soit n le rang de M sur K, alors n = r × m, m ≥ 1. On considère alors l’extension de corps
Kr = K(z1/r) muni de l’automorphisme σqr qui étend σq, on notera z
′ := z1/r . Ainsi, (Kr, σqr)
est un corps aux qr-différences et par extension des scalaires, on obtient le module aux qr-
différences M′ = Kr ⊗K M qui est pur de pente entière d ∈ Z et de rang n sur Kr. On note
M = (V,ΦM) et M′ = (V ′,ΦM′), tel que V ′ = Kr ⊗V et ΦM′ = σqr ⊗ΦM.
D’après la classification desmodules purs à pentes entières, on sait qu’il existe une base e =
(e1, . . . , en) de V sur Kr telle que ΦM′(e) = ez′−dA−1 où A ∈ GLn(C) et son spectre, noté Sp(A),
est tel que Sp(A) ⊂ Cqr , autrement dit les valeurs propres α de A vérifient 1 ≤ |α| < |q|
1/r , et
on a (M′,ΦM′) ∼= (Knr ,Φz′dA).
Le corps Kr = K(z′) est une extension algébrique de K de degré r, son groupe de Galois,
Gal(Kr/K), est cyclique d’ordre r. Soit τ ∈ Gal(Kr/K), l’automorphisme défini par τ(z′) = ξrz′
où ξr = e
2ipi
r ; τ engendre Gal(Kr/K).
L’automorphisme τ agit sur le module aux qr-différences M′ par τ ⊗ idM, que l’on notera
encore τ : pour tout a ∈ Kr et tout m ∈ V, τ(a ⊗ m) = τ(a) ⊗ m. Cette application τ est K-
linéaire. De plus τ et σqr commutent, donc τ et ΦM′ commutent. Par conséquent, τ induit un
automorphisme du module aux qr-différences M′ et, induit également un automorphisme noté
τ˜ sur (Knr ,Φz′dA). On obtient alors le diagramme commutatif suivant :
M′ = Kr ⊗K M
τ
∼=
M′ = Kr ⊗K M
∼=
(Knr ,Φz′dA)
τ˜
(Knr ,Φz′dA)
.
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Notons B ∈ GLn(Kr) la matrice définie par :
τ(e) = eB.
Alors τ˜ est défini de la manière suivante : si w ∈ Knr , τ˜(w) = Bτ(w) où
si on note w =
w1...
wn
 alors τ(w) =
τ(w1)...
τ(wn)
 .
On a vu que τ et ΦM′ commutaient, donc τ˜ et Φz′dA commutent aussi, ce qui se traduit matri-
ciellement par :
τ ◦ΦM′(e) = τ(ez
′−dA−1) = eBξ−dr z
′−dA−1
ΦM′ ◦ τ(e) = ΦM′(eB) = ez
′−dA−1σqr(B)
⇒ ξ−dr BA
−1 = A−1σqr(B).
On a donc l’égalité suivante :
AB = ξdr σqr(B)A. (1.4)
On peut aussi remarquer que, puisque que τn = idM′ , on a Bτ(B) · · · τn−1(B) = In (où In
désigne la matrice identité de taille n). On va montrer qu’en fait, B ∈ GLn(C).
En effet, si on écrit B ∈ GLn(Kr) :
B = ∑
i>>−∞
Biz′i où Bi ∈ Mn(C)
alors, comme A ∈ GLn(C),
(1.4)⇔ ∑
i>>−∞
ABiz′i = ∑
i>>−∞
ξdr q
i
rBiAz
′i
⇔ ∀i >> −∞, ABi = ξdr q
i
rBiA.
Le lemme d’algèbre linéaire suivant impose Bi = 0 pour i 6= 0.
Lemme 1.20. (1.1.3 de [26] ou lemme 3.6 de [25]) Soient A et B deux matrices dans Mn(C), l’endo-
morphisme de Mn(C), X 7→ AX− XB est un isomorphisme si, et seulement si Sp(A) ∩ Sp(B) = ∅.
On a effectivement, Sp(A) ∩ Sp(ξdr q
i
rA) = ∅ si i 6= 0 car le spectre de A est dans Cqr , donc
Bi = 0 pour i 6= 0. Ainsi, on obtient B ∈ GLn(C) et l’égalité (1.4) devient alors :
AB = ξdr BA (1.5)
Ceci nous permet de voir que le spectre de A est invariant par la multiplication par ξdr . En effet,
soit α une valeur propre de A, et v 6= 0 un vecteur propre associé à la valeur propre α, comme
B est inversible, alors Bv 6= 0. On a alors ABv = ξdr αBv, donc ξ
d
r α est valeur propre de A.
Cette deuxième égalité et le lemme suivant, 1.21, nous permettent également de décompo-
ser Cn en sous-espaces stables par A de la manière suivante :
Cn = V0 ⊕ BV0⊕ · · · ⊕ Br−1V0.
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Lemme 1.21. Soit Eαl := Ker(A− αl In)
nl le sous-espace caractéristique de A associé à la valeur propre
αl, l = 1, . . . , k. Alors pour tout i = 0, . . . , r− 1, BiEαl est le sous-espace caractéristique Eξ idr αl .
Démonstration du Lemme 1.21. Soit en effet v0 ∈ Eαl :
(A− αl In)
nlv0 = 0⇔ Bi(A− αl In)
nlv0 = 0
⇔ (ξ−idr A− αl In)
nlBiv0 = 0
⇔ (A− ξ idr αl In)
nlBiv0 = 0.
On retrouve le fait que pour i = 0, . . . , r − 1, ξ idr αl est encore valeur propre de A et de plus
Biv0 ∈ Eξ idr αl . Et réciproquement, si v1 ∈ Eξ idr αl alors B
−iv1 ∈ Eαl .
On pose alors : V0 = Eαl1 ⊕ · · · ⊕ Eαls les valeurs propres de A étant ,
Sp(A) = {αl1 , . . . , αls , ξ
d
r αl1 , . . . , ξ
d
r αls , . . . , ξ
d(r−1)
r αl1 , . . . , ξ
d(r−1)
r αls}.
On a bien Cn = V0⊕ BV0⊕ · · · ⊕ Br−1V0 et dimC V0 = m (n = r×m).
Résonnons par l’absurde et supposons que V0 se décompose en somme directe de deux
sous-espaces vectoriels A-stables : V0 = W10 ⊕W
2
0 . Alors,
Cn = (W10 ⊕W
2
0 )⊕ B(W
1
0 ⊕W
2
0 )⊕ · · · ⊕ B
r−1(W10 ⊕W
2
0 )
= (W10 ⊕ BW
1
0 ⊕ · · · ⊕ B
r−1W10 )⊕ (W
2
0 ⊕ BW
2
0 ⊕ · · · ⊕ B
r−1W20 )
= V1⊕V2
et V1 et V2 sont des sous-espaces vectoriels A-stables et invariants par B.
Prenons une base de Cn construite par concaténation d’une base de V1 et d’une base de V2.
Dans cette base, la matrice A devient diagonale par blocs ; il existe une matrice P ∈ GLn(C)
telle que :
A = P−1
(
A1 0
0 A2
)
P.
Notons (Kn1r ,Φz′dA1) et N2 = (K
n2
r ,Φz′dA2), ce sont des modules aux qr-différences invariants
par ˜˜τ induit par τ˜ dans cette nouvelle base de Knr . Alors P induit un isomorphisme de modules
aux qr-différences :
M′ ∼= N1 ⊕ N2.
On a alors une décomposition de M′ = M′1 ⊕ M
′
2 où M
′
1 et M
′
2 sont des sous-modules aux
qr-différences de M invariants par τ.
D’après le lemme 1.22 qui suit, il existe alorsM1 etM2, deux sous-modules aux q-différences
de M tels que M = M1 ⊕ M2. Mais par hypothèse, M est indécomposable, donc V0 ne se
décompose pas en sous-espaces vectoriels A-stables. Ce qui signifie que A n’a qu’un seul bloc
de Jordan sur V0 du type : b 1 0. . . 1
0 b

donc, on a :
M′ ∼=
r⊕
i=1
(Kr,Φξ idr bz′d)⊗U
′
m où U
′
m = (K
m
r ,ΦWm).
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Ainsi, M est un sous-module indécomposable du module aux q-différences sur K :
r⊕
i=1
E(r, d, br)⊗Um
et ainsi par raison de dimension,
M ∼= E(r, d, br)⊗Um
il suffit alors de poser c := br.
Lemme 1.22. Les sous-modules aux q-différences de M sont en bijection avec les sous-modules aux
qr-différences de M′ = Kr ⊗M invariants par τ. La bijection est : N 7→ Kr ⊗K N.
La démonstration qui suit est une adaptation de la proposition 11.1.4 page 187 de [30].
Démonstration. Soit N un sous-module aux q-différences de M = (V,ΦM) alors N′ = Kr ⊗K N
est un sous-module aux qr-différences de M′ invariant par τ.
Réciproquement, soit N′ = (W ′,ΦN ′) un sous-module de M′ = (V ′,ΦM′) invariant par
τ (on rappelle que V ′ = Kr ⊗ V). On cherche N, sous-module de M, tel que N′ = Kr ⊗K N.
Posons W˜ := {w ∈ W ′/τ(w) = w}, c’est un K-espace vectoriel et il est stable par ΦM′ , car τ et
ΦM′ commutent.
Comme M′ = Kr ⊗ M, il est clair que V est isomorphe au K-espace vectoriel V˜ = {v ∈
V ′/τ(v) = v} par v 7→ 1 ⊗ v. Cet isomorphisme induit un isomorphisme de modules aux
q-différences entre M = (V,ΦM) et (V˜,ΦM′ |V˜).
Comme W˜ est stable par ΦM′ , alors (W˜,ΦM′ |W˜) est un sous module aux q-différences du mo-
dule (V˜,ΦM′ |V˜). Ainsi, par le même isomorphisme, (W˜,ΦM′ |W˜) est isomorphe à un sous-
module aux q-différences de M noté N = (W,ΦM|W). Le module Kr ⊗ N est donc un sous-
module aux qr-différences de N′, montrons que ce sont les mêmes. Pour cela, il suffit demontrer
que Kr ⊗W = W ′.
Par l’absurde, soit P un supplémentaire deW dans V et supposons qu’il existe x ∈ W ′ \ {0}
et x1, . . . , xl ∈ P, a1, . . . , al ∈ Kr tels que x =
n
∑
i=1
ai ⊗ xi et tel que n soit minimal pour cette
propriété. On peut même supposer a1 = 1. On a :
τ(x) =
n
∑
i=1
τ(ai)⊗ xi = 1⊗ x1 +
n
∑
i=2
τ(ai)⊗ xi
d’où
τ(x)− x =
n
∑
i=2
(τ(ai)− ai)⊗ xi ∈ N′.
Par minimalité de n, nécessairement τ(x)− x = 0 et donc x ∈ W˜, on arrive à une contradiction.
D’où N′ = Kr ⊗K N.
Remarque 1.23. E(r, d, c) = (Kr,ΦB) où
B :=

0 1 0
...
. . .
0 1
q
d(r−1)
2 czd 0 · · · 0

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donc un module indécomposable M est isomorphe à un module (Kn,ΦB⊗Wm).
Remarque 1.24. Si m = 1, alors M est irréductible et M ∼= E(r, d, c). D’après la démonstration
précédente, si on choisit b ∈ C∗ tel que c = br, la matrice A telle que (M′,ΦM′) ∼= (Krr ,Φzd/rA)
est :
A :=

b 0
ξrb
. . .
ξ
(r−1)
r b
 .
La matrice de l’isomorphisme G dans Kr tel que σqr(G) B = z
d/rA G est :
G =

1 1 . . . 1
ξ−1r ξ
−2
r . . . 1
ξ−2r ξ
−4
r . . . 1
...
...
ξ
−(r−1)
r ξ
−2(r−1)
r . . . 1


g1
g2 0
. . .
0
. . .
gr

et gi = q
d(r−1)
2 br−iq
d(i−1)(2r−i)
2
r q
−id(r−1)
r z
−d(i−1)
r . En fait, cette matrice est même valable si d et r ne
sont pas premiers entre eux.
Le théorème 1.18 ne dit rien pour un module aux q-différences indécomposable à plusieurs
pentes. L’étude des modules à plusieurs pentes sera l’objet du chapitre suivant. Par contre,
comme un module pur isocline est somme directe de modules purs isoclines indécomposables,
nous disposons donc d’une forme normale pour tout module aux q-différences pur isocline.
En ce qui concerne les morphismes entre deux modules purs isoclines en formes normales,
on a la proposition suivante :
Proposition 1.25. Un morphisme entre deux modules purs isoclines de même pente µ ∈ Q dont les
matrices sont en formes normales est à coefficients dans C[z, z−1].
Démonstration. Supposons que µ est entière. La démonstration, dans ce cas, provient de [24],
lemme 2.1.3.2. Soient M = (Kn,ΦzµA) et N = (Kp,ΦzµB) deux modules purs isoclines de pente
µ tels que les matrices A ∈ GLn(C) et B ∈ GLp(C). Un morphisme de M dans N est une
matrice F ∈ Mp,n(K) telle que :
σq(F)zµA = zµBF ⇔ σq(F)A = BF (1.6)
Ecrivons F = ∑
i>>−∞
Fizi, Fi ∈ Mp,n(C). L’équation 1.6 devient :
∀i >> −∞, qiFiA = FiB.
Or, il existe i0 >> −∞ tel que pour tout i ≥ i0, qiSp(A) ∩ Sp(B) = ∅. En utilisant le lemme
1.20, on en déduit alors que pour tout i ≥ i0, Fi = 0. Autrement dit, F est à coefficients dans
C[z, z−1]. On peut même affiner ce résultat en supposant Sp(A), Sp(B) ⊂ Cq, et dans ce cas, F
est à coefficients dans C.
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Supposons maintenant µ non entière, c’est à dire µ = dr avec r ≥ 2 et pgcd(r, d) = 1. Soient
M = (Kn,ΦC) et N = (Kp,ΦD) deux modules purs isoclines de pente µ. Alors, les matrices C
et D sont diagonales par blocs :
C =
C1 0. . .
0 Ck
 et D =
D1 0. . .
0 Ds

où les blocs Cj et Di correspondent à des matrices du type B⊗ˆUm demodules indécomposables
(cf. Annexe A pour le produit tensoriel de deux matrices). Un morphisme de M dans N est une
matrice F = (Fi,j) ∈ Mp,n(K), Fi,j étant un bloc correspondant aux blocs Cj et Di, et vérifiant :
σq(F)C = DF ⇔ ∀i = 1, . . . , k, ∀j = 1, . . . , s, σq(Fi,j)Cj = DiFi,j.
Il suffit alors de vérifier la proposition pour C = B⊗ˆUm et D = B′⊗ˆUn matrices correspondant
à un module indécomposable, B et B′ étant des matrices associées à deux irréductibles de taille
r. Un morphisme F satisfait l’équation :
σq(F)B⊗ˆUm = B′ ⊗UnF ⇔ σq(F)
B B 00 . . . B
0 B
 =

B′ B′ 0
0
. . . . . .
B B
0 B
 F
ce qui équivaut au système suivant :
σq(F1,1)B = B′F1,1 + B′F2,1
...
σq(Fs,1)B = B′Fs,1
σq(F1,1)B+ σq(F1,2)B = B′F1,1 + B′F2,1
...
σq(Fs,1)B+ σq(Fs,2)B = B′Fs,1
...
les Fi,j étant des matrices de taille r. Grâce au lemme 1.26 suivant, on montre que les Fi,1 sont à
coefficients dans C[z, z−1], puis par récurrence sur j, Fi,j aussi.
Lemme 1.26. Soit B et B′ les matrices en forme normale associées à deux modules irréductibles de pente
d
r . Pour tout U ∈ Mr(C[z, z
−1]), les solutions holomorphes sur C∗ de l’équation :
σq(P)B = B′P+U
sont à coefficients dans C[z, z−1].
Démonstration. Notons P = (pi,j), pi,j ∈ K et U = (ui,j), ui,j ∈ C[z, z−1].σq(p1,1) . . . σq(p1,r)... ...
σq(pr,1) . . . σq(pr,r)

 0 1 0... 1
bzd 0 · · ·
 =
 0 1 0... 1
b′zd 0 · · ·

p1,1 . . . p1,r... ...
pr,1 . . . pr,r

+
u1,1 . . . u1,r... ...
ur,1 . . . ur,r

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équivaut au système suivant :
bzdσq(p1,r) = p2,1 + u1,1
bzdσq(p2,r) = p3,1 + u2,1
...
...
bzdσq(pr,r) = b′zdp1,1 + ur,1
σq(p1,1) = p2,2 + u1,2
σq(p2,1) = p3,2 + u2,2
...
...
σq(pr,1) = b′zdp1,2 + ur,2
...
σq(p1,r−1) = p2,r + u1,r
σq(p2,r−1) = p3,r + u2,r
...
...
σq(pr,r−1) = b′zdp1,r + ur,r
⇔

p1,1 = bb′
−1
σq(pr,r)− b−1z−dur1
p2,2 = bb′
−1
σ2q (pr,r)− σq(b
−1z−dur1)− u1,2
...
...
pr,r = bb′
−1
σrq(pr,r)− (σ
r−1
q (b
−1z−dur1 + σ
r−2
q (u1,2) + . . .+ ur−1,r)
pour i = 1, . . . , r− 1 :
pr−i+1,1 = bzdσq(pr−i,r)− ur−i,1
pr−i+2,2 = bqdzdσ2q (pr−i,r)− (σq(ur−i,1) + ur−i+1,2)
...
...
pr,i = bq(i−1)dzdσiq(pr−i,r)− (σ
i−1
q (ur−i,1) + . . . σq(ur−2,i−1) + ur−1,i)
p1,i+1 = bb′−1qidσi+1q (pr−i,r)− (b
′zd)−1(σiq(ur−i,1) + . . . σq(ur−1,i) + ur,i+1)
...
...
pr−i,r = bb′−1qidσrq(pr−i,r)− (b
′zd)−1(σiq(ur−i,1) + . . .+ ur,i+1)
−(σri−2q (u1,i+2) + . . .+ σq(ur−i−2,r−1) + ur−i−1,r).
Dans chacun des cas, i = 0, . . . , r− 1, nous sommes ramenés à résoudre une équation du type :
bb′−1qidσrq( f )− f = α , α ∈ C[z, z
−1]. (1.7)
Posons alors f = ∑
n∈Z
fnzn et soient n0 < n1 ∈ Z tels que α =
n1
∑
n=n0
αnzn, alors :
1.7⇔ ∀n ∈ Z, (bb′−1qid+rn − 1) fn = αn.
Or pour n < n0 ou n > n1, l’équation devient : (bb′−1qid+rn − 1) fn = 0. Les coefficients b et b′
étant fixés et |q| > 1, il n’y a qu’un nombre fini de n (voire aucun) pour lesquels le coefficient
(bb′−1qid+rn− 1) est nul, donc il n’y a qu’un nombre fini de fn non nuls, ainsi f ∈ C[z, z−1].
26 CHAPITRE 1. RAPPELS SUR LES MODULES AUX Q-DIFFÉRENCES
1.4 Produit tensoriel et modules purs isoclines
1.4.1 Produit tensoriel de deux modules aux q-différences irréductibles
Unmodule aux q-différences irréductible de pente entière µ ∈ Z est nécessairement de rang
un et de la forme (K,Φazµ) et nous avons vu qu’un module irréductible de pente non entière
est de la forme E(r, d, c). Nous allons regarder comment se comporte le produit tensoriel de
deux modules aux q-différences irréductibles. Cet aspect est évoqué dans [18] page 681, nous
donnons ici plus de détails.
Proposition 1.27. Le produit tensoriel d’un module aux q-différences irréductible de pente non entière
d
r et d’un module irréductible de pente entière µ ∈ Z, donc de rang un, est isomorphe à un module aux
q-différences irréductible de pente d+µrr :
E(r, d, c)⊗ (K,Φazµ) ∼= E(r, d+ µr, car)
et cet isomorphisme est explicite.
Démonstration. L’isomorphisme de E(r, d, c) ⊗ (K,Φazµ) dans E(r, d+ µr, car) est donné par la
matrice G ∈ GLr(K),
G =

1 0
azµ
a2qµz2µ
. . .
0 ar−1q
µ(r−2)(r−1)
2 z(r−1)µ

telle que :
σq(G) azµ

0 1 0
...
. . .
0 1
q
d(r−1)
2 czd 0 · · · 0
 =

0 1 0
...
. . .
0 1
q
(d+µr)(r−1)
2 carzd+µr 0 · · · 0
 G.
Remarque 1.28. Le cas r = 1 (pente entière) est contenu dans cette proposition.
Dans le cas où les deux modules irréductibles sont de pentes non entières, nous obtenons
une somme directe d’irréductibles de même pente. Pour obtenir ce résultat, nous utilisons les
deux lemmes qui suivent.
Lemme 1.29. Soient E(r1, d1, c1) et E(r2, d2, c2) deux modules aux q-différences irréductibles. Notons
c1 = b
r1
1 et c2 = b
r2
2 . On a un isomorphisme explicite de modules aux q-différences qui ne dépend pas du
choix de b1 et b2 :
E(r1, d1, b
r1
1 )⊗ E(r2, d2, b
r2
2 )
∼=
p−1⊕
i=0
E˜(m, t, qiu2d1(b1b2)m)
où p = pgcd(r1, r2), m = ppcm(r1, r2), r1 = pu1, r2 = pu2, t = u2d1 + u1d2.
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E˜(m, t, ami ) est un module aux q-différences de rang m, de pente
t
m =
d1
r1
+ d2r2 et égal à (K
m,ΦAi)
avec Ai de la forme suivante :
Ai =

0 1 0
...
. . .
0 1
ami q
t(m−1)
2 zt 0 · · · 0
 où ami = qiu2d1(b1b2)m.
Remarque 1.30. Les modules E˜ ne sont a priori pas irréductibles et, t et m ne sont pas premiers
entre eux. Nous remarquons, en revanche, que ce lemme introduit une dissymétrie que nous
parvenons à corriger à la proposition 1.32.
Démonstration. Notons Mi := E(ri, di, b
ri
i ) = (K
ri ,Φi) où Φi := ΦBi et
Bi =

0 1 0
...
. . .
0 1
q
di(ri−1)
2 brii z
di 0 · · · 0
 .
Le vecteur e = t(1, 0, . . . , 0) de taille r1 est un vecteur cyclique associé à M1, en effet, e =(
e,Φ1(e), . . . ,Φ
r1−1
1 (e)
)
est une base de Kr et Φr11 (e) = q
−d1(r1−1)
2 b−r11 z
−d1 e. Ainsi Φ1(e) = eB−11 .
Et on note, de même, f le vecteur cyclique associé à M2, on a Φ
r2
2 ( f ) = q
−d2(r2−1)
2 b−r22 z
−d2 f .
Quelques formules nous seront utiles (on les écrit pour i=1 mais elles sont analogues pour
i=2), pour tout k ∈ N, et pour tout l ∈ {0, . . . , r1 − 1} :
Φ
kr1
1 (e) = q
−d1(r1−1)k
2 b−kr11 q
−d1r1
k(k−1)
2 z−kd1 e
Φ
kr1+l
1 (e) = Φ
l
1(Φ
kr1
1 (e))
= q
−d1(r1−1)k
2 b−kr11 q
−d1r1
k(k−1)
2 q−lkd1 z−kd1 Φl1(e).
Considérons la base Cˆ de la convention ⊗ˆ qui permet d’identifier Kr1 ⊗ Kr2 et Kr1r2 , Cˆ =
(e⊗ f ,Φ1(e)⊗ f , . . . ,Φ
r1−1
1 (e)⊗ f , . . . , e⊗Φ
r2−1
2 ( f ), . . . , e⊗Φ
r2−1
2 ( f )) .
Nous cherchons une base de Kr1 ⊗ Kr2 formée de vecteurs cycliques pour Φ = Φ1 ⊗Φ2. Le
vecteur e ⊗ f n’est a priori pas cyclique, en effet notons m = ppcm(r1, r2) ≤ r1r2, la famille
(e⊗ f ,Φ(e ⊗ f ), . . . ,Φm−1(e ⊗ f )) est libre sur K mais si m 6= r1r2, ce n’est pas une base. De
manière générale, posons p = pgcd(r1, r2), on remarque que :
∀i, 0 ≤ i ≤ p− 1, {Φi1(e)⊗ f , Φ(Φ
i
1(e)⊗ f ), . . . , Φ
m−1(Φi1(e)⊗ f )}
est une famille libre sur K. La concaténation de ces p familles :
e⊗ f , Φ1(e)⊗Φ2( f ), . . . , Φm−11 (e)⊗Φ
m−1
2 ( f )
Φ1(e)⊗ f , Φ21(e)⊗Φ2( f ), . . . , Φ
m
1 (e)⊗Φ
m−1
2 ( f )
...
Φ
p−1
1 (e)⊗ f , Φ
p
1 (e)⊗Φ2( f ), . . . , Φ
p−1+m−1
1 (e)⊗Φ
m−1
2 ( f )
28 CHAPITRE 1. RAPPELS SUR LES MODULES AUX Q-DIFFÉRENCES
forme une base B de Kr1 ⊗ Kr2 l’identifiant à Kr1r2 .
En effet, il y a p×m = r1r2 vecteurs et ce sont des vecteurs de la base de départ Cˆ multipliés
par un scalaire de K, il suffit de vérifier qu’ils y sont tous, autrement dit qu’un même vecteur
n’apparait pas deux fois. Soient 0 ≤ k ≤ k′ ≤ m− 1 et 0 ≤ j ≤ j′ ≤ p− 1 :
Φk+i1 (e)⊗Φ
k
2( f ) = λΦ
k′+j
1 (e)⊗Φ
k′
2 ( f ) ⇔
{
r1 |(k′ − k+ j− i)
r2 |(k′ − k)
⇒ ∃α, β ∈ Z, j− i = αr1 + βr2
Or, j− i < p = pgcd(r1, r2), nécessairement j− i = 0, donc m|(k′ − k), d’où k = k′.
De plus, r1 = pu1, r2 = pu2 et donc m = pu1u2, on a donc :
Φm(Φi1(e)⊗ f ) = Φ
pu1u2+i
1 (e)⊗Φ
pu1u2
2 ( f ))
=
[
q
−d1(r1−1)u2
2 b−u2r11 q
−d1r1
u2(u2−1)
2 q−iu2d1 z−u2d1 Φi1(e)
]
⊗
[
q
−d2(r2−1)u1
2 b−u1r22 q
−d2r2
u1(u1−1)
2 z−u1d2 f
]
= q
−(u2d1+u1d2)(m−1)
2 q−iu2d1 (b1b2)−m z−(u2d1+u1d2) Φi1(e)⊗ f
Les vecteurs Φi1(e)⊗ f sont donc cycliques et engendrent des sous-modules E˜i de M1⊗M2 de
rang m et de même pente tm .
La matrice de passage P de la base Cˆ dans la base B, c’est à dire telle que B = CˆP vérifie :
σq(P)
A0 0. . .
0 Ap−1
 = B1⊗ˆB2 P.
C’est donc l’isomorphisme de modules aux q-différences annoncé, il est explicite car on sait
exprimer les vecteurs de B en fonction de ceux de Cˆ . Pour simplifier, nous donnons la matrice
P dans le cas où r1 = r2 :
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P =

1 0 · · · 0 0 0 · · · 0 0 0 · · · 0 0 0 · · · 0
0
...
... 1
...
... 0
...
...
...
...
...
...
...
...
...
...
... 1
...
... 0
...
...
0 0 · · · 0 0 0 · · · 0
... 0 · · · 0 1 0 · · · 0
0 0 · · · 0 0 0 · · · 0 0 a′ · · · 0
... 1
...
... 0
...
... 0
...
...
...
...
... 1
...
...
...
...
0 0 · · · 0 0
... 0 0 · · · 0
0 · · · 0 0 0 · · · 0 a′ 0 · · · 0 0 0 · · · 0 0
...
...
...
...
... 0
...
... σq(a′)
...
...
...
...
... 0
...
...
...
...
... 0
...
... σr−2q (a
′)
0 · · · 0 1 0 · · · 0 0 0 · · · 0
... 0 · · · 0 0

(1.8)
où a′ =
(
br1q
d1(r1−1)
2 zd1
)−1
.
Nous pouvons faire beaucoup mieux grâce au lemme suivant qui permet de voir que les E˜
sont en fait somme directe de modules irréductibles :
Lemme 1.31. On a un isomorphisme explicite de modules aux q-différences :
E˜(m, t, am) ∼=
k−1⊕
j=0
E(r, d, ξ jka
r)
où pgcd(d, r) = 1, m = kr et tm =
d
r .
Démonstration. Vu la forme de la matrice associée à E˜(m, t, am) =: (Km,Φ), le vecteur e =
t(1, 0, . . . , 0) est cyclique, c’est à dire {e,Φ(e), . . . ,Φm−1(e)} est une base de Km et on a Φm(e) =
a−mq
−t(m−1)
2 z−t e.
On cherche des vecteurs f0, f1, . . . , fk−1 tels que la famille
{ f0,Φ( f0), . . . ,Φ( f r−10 ), . . . , fk−1, . . . ,Φ
r−1( fk−1)}
soit une base de Km et
Φr( f j) = ξ
−j
k a
−rq
−d(r−1)
2 z−d f j. (1.9)
On pose :
f j = a1(j)e+ a2(j)Φ
r(e) + · · ·+ ak(j)Φ
m−r(e)
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alors
(1.9)⇔

a−mq
−t(m−1)
2 z−tσrq(ak(j)) = ξ
−j
k a
−rq
−d(r−1)
2 z−da1(j)
σrq(a1(j)) = ξ
−j
k a
−rq
−d(r−1)
2 z−da2(j)
...
σrq(ak−1(j)) = ξ
−j
k a
−rq
−d(r−1)
2 z−dak(j)
.
On vérifie alors que :
ai(j) = ξ
ij
k ci avec ci = a
−m+irq
−(k−i)d
2 r(k+i−2)−1z(i−1)d
convient.
La matrice de passage de la base {e,Φ(e), . . . ,Φm−1(e)} à la famille { f0,Φ( f0), . . . ,
Φr−1( f0), . . . , fk−1, . . . ,Φr−1( fk−1)} est :
c1 0 . . . 0 ξkc1 0 . . . . . .
0 σq(c1)
... 0 ξkσq(c1)
...
. . . 0
. . .
0 . . . 0 σr−1q (c1) . . .
c2 0 . . . 0 ξ2kc2 0 . . . . . .
0 σq(c2)
... 0 ξ2kσq(c2)
...
. . . 0
. . .
0 . . . 0 σr−1q (c2) . . .
...
ck 0 . . . 0 ck 0 . . . . . .
0 σq(ck)
... 0 σq(ck)
...
. . . 0
. . .
0 . . . 0 σr−1q (ck) . . .

.
Cette matrice est inversible (on voit apparaître un déterminant de Vandermonde) donc on
a bien obtenu une nouvelle base ; et cette matrice réalise l’isomorphisme de modules aux q-
différences souhaité.
On obtient ainsi :
Proposition 1.32. Soient E(r1, d1, b
r1
1 ) et E(r2, d2, b
r2
2 ) deux modules aux q-différences irréductibles.
Soient p = pgcd(r1, r2), m = ppcm(r1, r2) et d ∈ Z, r ≥ 1 tels que pgcd(d, r) = 1 et
d1
r1
+ d2r2 =
d
r et
soit k := mr . On a un isomorphisme de modules aux q-différences :
E(r1, d1, b
r1
1 )⊗ E(r2, d2, b
r2
2 )
∼=
p/k⊕
n=1
k−1⊕
i=0
k−1⊕
j=0
E(r, d, qik ξ
j
k (b1b2)
r).
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Nous rétablissons ici la symétrie perdue au lemme 1.29.
Démonstration. Montrons d’abord que k divise p. Si on note ri = pui alors u2d1 + u1d2 = kd et
m = kr = pu1u2. Les entiers k et ui sont premiers entre eux car si a divise k et u1, par exemple,
alors a divise u2d1 ; mais comme k et u2 sont nécessairement premiers entre eux alors soit a = 1,
soit a divise d1. Or d1 et r1 étant premiers entre eux, d1 et u1 le sont aussi, donc a = 1 dans tous
les cas.
Comme k divise m par définition, et que k et les ui sont premiers entre eux alors k divise p.
De plus, k divise donc ri et par conséquent, k et di sont premiers entre eux.
Les deux lemmes précédents nous donnent un isomorphisme explicite :
E(r1, d1, b
r1
1 )⊗ E(r2, d2, b
r2
2 )
∼=
p−1⊕
i=0
k−1⊕
j=0
E(r, d, qiu2d1k ξ
j
k(b1b2)
r).
D’après le lemme 1.16 et comme k est premier à u2d1, il suffit que l’indice i aille de 0 à k− 1,et
il y a ainsi p/k blocs identiques, autrement dit, on a un nouvel isomorphisme :
E(r1, d1, b
r1
1 )⊗ E(r2, d2, b
r2
2 )
∼=
p/k⊕
n=1
k−1⊕
i=0
k−1⊕
j=0
E(r, d, qiu2d1k ξ
j
k(b1b2)
r).
De plus, il existe i0 tel que q
i0u2d1
k = qk × q
n (car k et u2d1 sont premiers entre eux) et i0
est premier à k. D’après le lemme 1.16, on a un isomorphisme qui permet de multiplier par q
le coefficient c de E(r, d, c), donc prendre les puissances de qu2d1k mod q revient à prendre les
puissances de qk.
Remarque 1.33. Il se peut que la somme des pentes soit entière, d1r1 +
d2
r2
= µ ∈ Z. Dans ce cas,
nécessairement r1 = r2 = n. Donc r = 1 et on a :
E(n, d1, bn1 )⊗ E(n, d2, b
n
2 )
∼=
n−1⊕
i=0
n−1⊕
j=0
(K,Φ
qinξ
j
nb1b2zµ
).
En particulier,
E(r, d, br)⊗ E(r, d, br)∨ ∼=
r−1⊕
i=0
r−1⊕
j=0
(K,Φ
qirξ
j
r
).
Nous retrouvons l’inclusion 1→ E(r, d, br)⊗ E(r, d, br)∨.
1.4.2 Produit tensoriel de modules unipotents
Lemme 1.34. On a un isomorphisme de modules aux q-différences :
Un ∼= U∨n .
Démonstration. Soit Un = (Kn,ΦWn), montrons que Un est isomorphe à U
∨
n . En effet,
∀X ∈ Kn, ΦWn(X) =

1 −1 . . . (−1)n−2 (−1)n−1
0 1 −1 . . . (−1)n−2
...
. . . . . . . . .
...
0 1 −1
0 . . . . . . 0 1
 σq(X).
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On note Φ := ΦWn et B = {e1, e2, . . . , en} la base canonique de K
n, on cherche une base
B′ = {e′1, . . . , e
′
n} telle que Φ(B
′) = B′tWn. Notons Φ′ := Φ − Id. Montrons que en est un
vecteur cyclique pour Φ′ :
Φ′(en) = (−1)n−1e1 + (−1)n−2e2 + · · · − en−1
Φ′2(en) = (−1)n−1(n− 2)e1 + (−1)n−2(n− 3)e2 + · · ·+ en−2.
Par récurrence montrons que pour tout 1 ≤ k ≤ n− 1,
(Pk) : Φ′k(en) = (−1)n−1a
(k)
1 e1 + (−1)
n−2a(k)2 e2 + · · ·+ (−1)
ken−k, avec a
(k)
i > 0.
C’est vrai pour k = 1, 2, supposons la propriété vraie pour k ≤ n− 2, montrons qu’elle est vraie
pour k+ 1. On a, en posant 1 = a(k)n−k :
Φ′k+1(en) = Φ′(Φ′k(en)) = Φ(Φ′k(en))−Φ′k(en)
= (−1)n−1
n−k
∑
i=1
a(k)i e1 + (−1)
n−2
n−k
∑
i=2
a(k)i e2 + · · ·++(−1)
ka(k)n−ken−k
−
(
(−1)n−1a(k)1 e1 + (−1)
n−2a(k)2 e2 + · · ·+ (−1)
ken−k
)
= (−1)n−1
n−k
∑
i=2
a(k)i e1 + (−1)
n−2
n−k
∑
i=3
a(k)i e2 + · · ·+ (−1)
k−1a(k)n−ken−k−1
= (−1)n−1
n−k
∑
i=2
a(k)i e1 + (−1)
n−2
n−k
∑
i=3
a(k)i e2 + · · ·+ (−1)
k−1en−k−1.
Ainsi Pk est vraie pour tout 1 ≤ k ≤ n − 1 et on a Φ′n(en) = 0. On voit de plus que B′ =
{en,Φ′(en), . . . ,Φ′n−1(en)} est une base de Kn et on a Φ(B′) = B′tWn. La matrice P ∈ GLn(C)
telle que B = B′P réalise l’isomorphisme de modules aux q-différences souhaité puisqueWn =
P−1
t
W−1n P.
Lemme 1.35. On a un isomorphisme de modules aux q-différences :
U2 ⊗Un ∼= Un+1⊕Un−1.
Démonstration. SoitU2 = (K2,ΦW2), on note B = {e1, e2} la base canonique de K
2 et Φ1 := ΦW2 ,
de sorte que Φ1(B) = BW−12 et :
W−12 =
(
1 −1
0 1
)
.
De la même manière, soit Un = (Kn,ΦWn), on note C = { f1, . . . , fn} la base canonique de K
n et
Φ2 := ΦWn , de sorte que Φ2(C) = CW
−1
n et :
W−1n =

1 −1 . . . (−1)n−2 (−1)n−1
0 1 −1 . . . (−1)n−2
...
. . . . . . . . .
...
0 1 −1
0 . . . . . . 0 1
 .
On note également Φ := Φ1 ⊗Φ2, pour i = 1, 2, Φ′i := Φi − Id et Φ
′ = Φ− Id.
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Nous allons montrer pour commencer que e2 ⊗ fn est un vecteur cyclique pour Φ′ qui en-
gendre un sous-module de U2⊗Un isomorphe à Un+1. Montrons que
E1 = {e2 ⊗ fn,Φ′(e2 ⊗ fn), . . . ,Φ′n(e2 ⊗ fn)}
est une base de Kn+1, que Φ′n+1(e2 ⊗ fn) = 0 et Φ(E1) = E1tWn+1), et d’après le lemme précé-
dent, nous aurons l’isomorphisme souhaité avec Un+1. On a :
Φ′(e2 ⊗ fn) = −e1 ⊗Φ2( fn) + e2 ⊗Φ2( fn)− e2 ⊗ fn
= −e1 ⊗Φ2( fn) + e2 ⊗Φ′2( fn)
∀k = 1, . . . , n, Φ′k(e2 ⊗ fn) = −e1 ⊗Φ′2
k−1
(Φ2( fn)) + e2 ⊗Φ′2
k
( fn).
Or, pour tout k = 1, . . . , n,
Φ′2
k−1
(Φ2( fn)) = ( fn−k+1 + ∑
i<n−k+1
(−1)n−ibi fi))
et nous renvoyons à la démonstration du lemme précédent pour
Φ′2
k
( fn) = (−1)n−1a
(k)
1 f1 + (−1)
n−2a(k)2 f2 + · · ·+ (−1)
k fn−k.
On remarque que Φ′n(e2 ⊗ fn) = −2e1 ⊗ f1 et Φ′n+1(e2 ⊗ fn) = 0. Ainsi E1 engendre bien une
base d’un sous-module de U2⊗Un isomorphe à Un+1.
Enfin, le vecteur e1 ⊗ fn et ses itérés par Φ′, plus précisément, la famille
E2 = {e1 ⊗ fn,Φ′(e2 ⊗ fn), . . . ,Φ′n−2(e2 ⊗ fn) + e′}
(où e′ est à déterminer) engendre un sous-module de U2⊗Un isomorphe à Un−1. En effet,
Φ′(e1 ⊗ fn) = e1 ⊗Φ2( fn)− e1 ⊗ fn = e1 ⊗Φ′2( fn)
∀k = 1, . . . , n− 1, Φ′k(e1 ⊗ fn) = e1 ⊗Φ′2
k
( fn).
On a
Φ′n−1(e1 ⊗ fn) = (−1)n−1e1 ⊗ f1 =
1
2
(−1)n−2Φ′n(e2 ⊗ fn)
et Φ′(e1 ⊗ f1) = 0.
On pose alors : E2 = {e1 ⊗ fn,Φ′(e2 ⊗ fn), . . . ,Φ′n−2(e2 ⊗ fn) − (−1)n−1e1 ⊗ f1}. On a donc
Φ(E1 ∪ E2) = E1 ∪ E2 A où A est de la forme suivante :
A =

1 0 . . . 0 0 . . . 0
1 1
. . .
...
...
...
. . . . . . 0
...
...
0 . . . 1 1 0 . . . 0
0 . . . . . . 0 1 0 0
...
... 1
. . . 0
0 . . . . . . 0 0 1 1

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Pour finir, on a l’isomorphisme de modules aux q-différences souhaité, réalisé par la matrice
P ∈ GLn+2(C) telle que
{e1 ⊗ f1, e1 ⊗ f2, . . . , e2 ⊗ f1, . . . , e2 ⊗ fn} = E1 ∪ E2P
puisqu’alors :W2⊗ˆWn = P−1AP.
Proposition 1.36. Supposons m ≤ n. On a un isomorphisme de modules aux q-différences :
Um ⊗Un ∼=
m−1⊕
k=0
Um+n−1−2k.
Démonstration. Nous cherchons à déterminer l’ensemble Km,n tel que :
Um ⊗Un ∼=
⊕
s∈Km,n
Us (1.10)
On a déjà K1,n = n et d’après le lemme 1.35, K2,n = {n− 1, n+ 1}. De plus, toujours d’après le
lemme 1.35 et d’après 1.10 :
U2⊗ (Um ⊗Un) ∼=
⊕
s∈Km,n
(Us−1⊕Us+1)
U2⊗ (Um ⊗Un) ∼= (U2⊗Um)⊗Un
∼= (Um−1⊗Un)⊕ (Um+1⊗Un) .
Ainsi : Km−1,n ∪ Km+1,n = (Km,n − 1) ∪ (Km,n + 1) où Km,n ± 1 signifie que l’on ajoute ±1 aux
éléments de Km,n. Fixons n et montrons par récurrence forte sur m que :
Km,n = {n−m+ 1, n−m+ 3, . . . ,m+ n− 3,m+ n− 1}.
Supposons la propriété vraie pour m, et supposons m+ 1 ≤ n (sinon on échange m et n). On a
Km,n = {m+ n− 2k, k = 0, . . . ,m− 1} et Km−1,n = {m+ n− 2k, k = 1, . . . ,m− 1}. Or , on a
vu que : Km−1,n ∪ Km+1,n = (Km,n− 1) ∪ (Km,n + 1) et on a :
(Km,n− 1) ∪ (Km,n + 1) = {m+ n− 2− 2k, k = 0, . . . ,m− 1}
∪ {m+ n− 2k, k = 0, . . . ,m− 1}
= {m+ n− 2k, k = 1, . . . ,m}
∪{m+ n− 2k, k = 0, . . . ,m− 1}
= Km−1,n ∪ {m+ n− 2k, k = 0, . . . ,m}.
Par identification, Km+1,n = {m+ n− 2k, k = 0, . . . ,m}. Q.E.D.
Chapitre 2
Classification analytique isoformelle
La filtration canonique par les pentes permet d’associer à chaque module aux q-différences
surK un unique gradué noté grM, tel que grM = P1⊕ · · · ⊕ Pk, pour tout i = 1, . . . , k, le module
pur isocline Pi est de pente µi et µ1 < · · · < µk. Dans cette partie, nous souhaitons étudier les
classes de modules aux q-différences sur K, donc analytiques, dont le gradué est fixé (dans un
sens que nous définirons).
Dans le cas des pentes entières, cela conduit entre autre (selon une approche de [23]) à la
forme normale de Birkhoff-Guenther et permet d’avoir une forme normale explicite sous forme
matricielle des représentants de chaque classe. Nous allons ici adopter la même approche en
autorisant les pentes non entières. Nous utilisons le même outil, la transformée de q-Borel,
en l’adaptant, et obtenons des formes normales à coefficients polynomiaux. Cependant, nous
savons uniquement traiter le cas à deux pentes, où au moins l’une d’entre elles est non entière.
La méthode employée échoue dès qu’il y a trois pentes.
2.1 Espace des classes analytiques isoformelles
2.1.1 Définitions et premières propriétés
Fixons une classe formelle M0 = P1 ⊕ · · · ⊕ Pk où Pi est pur de pente µi ∈ Q et de rang
ri ∈ N∗. De plus, nous supposons que µ1 < · · · < µk.
Définition 8. L’ensemble F(P1, . . . , Pk) est défini comme l’ensemble des classes d’équivalence
de paires (M, u) avec M unmodule aux q-différences sur K et u : grM → M0 un isomorphisme,
où (M, u) ∼ (M′, u′) s’il existe un morphisme f : M→ M′ tel que u = u′ ◦ gr f (cf. 1.2.3).
Théorème 2.1. (Théorème 3.1.4 de [23]) L’ensemble F(P1, . . . , Pk) est un espace affine de dimension
sur C égale à :
∑
i<j
rirj(µj − µi).
Regardons matriciellement ce qui se passe pour la classe formelle fixée M0 :
M0 = (Kn,ΦA0) où A0 =
B1 0. . .
0 Bk

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les matrices Bi ∈ GLri(K) représentent des modules purs Pi = (K
ri ,ΦBi) de pente µi et de rang
ri, tels que µ1 < · · · < µk.
Toute classe de F(P1, . . . , Pk) peut être représentée par MU = (Kn,ΦAU ) où :
AU =
B1 Ui,j. . .
0 Bk
 ∀1 ≤ i < j ≤ k, Ui,j ∈ Mri,r j(K), (2.1)
on notera [MU ] la classe du module MU dans F(P1, . . . , Pk). Et un morphisme, respectant la
graduation, de MU dans MV est une matrice :
F =
Ir1 Fi,j. . .
0 Irk
 ∀1 ≤ i < j ≤ k, Fi,j ∈ Mri,r j(K) (2.2)
telle que σq(F)AU = AVF.
L’ensemble des matrices du type (2.2) forme un sous-groupe algébrique unipotent de GLn
que l’on notera : Sr1,...,rk .
Ainsi, deuxmodulesMU etMV sont équivalents s’il existe un isomorphisme F ∈ Sr1,...,rk(K)
tel que F[AU] = AV et on notera dans ce cas MU ∼ MV et A0 ∼ AU.
2.1.2 Le cas des pentes entières
Dans le cas où les pentes sont entières, µi ∈ Z, les Pi ont pour matrices Bi = zµiAi, Ai ∈
GLri(C) et, d’après la proposition 3.3.4 page 40 de [23] chaque classe de F(P1, . . . , Pk) admet un
unique représentant de matrice associée :
AU =
z
µ1A1 Ui,j
. . .
0 zµkAk
 ∀1 ≤ i < j ≤ k, Ui,j ∈ Mri,r j(µ j−1⊕
l=µi
Czl).
C’est ce que l’on appelle la forme normale de Birkhoff-Guenther.
2.2 Cas particulier du problème à deux pentes : extensions
L’espace des classes analytiques isoformelles à deux pentes est particulier car d’une part,
c’est un espace vectoriel sur C et d’autre part, vu les formes normales des modules purs iso-
clines pour les pentes non entières et entières, on peut se ramener à étudier un seul cas :F(E, 1)
où E est un module irréductible.
Soient P1 et P2 deux modules aux q-différences de pentes µ1 < µ2, purs isoclines. L’espace
des classes analytiques isoformelles F(P1, P2) est alors un C-espace vectoriel qui s’identifie
naturellement à Ext(P2, P1), le C-espace vectoriel des extensions du module aux q-différences
P2 par le module aux q-différences P1 (cf. proposition 2.3.9 page 25 de [23]).
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Nous retrouvons alors la dimension de cet espace, en notant n1 et n2 les rangs respectifs de
P1 et P2 :
dimCF(P1, P2) = n1n2(µ2 − µ1).
2.2.1 Extensions de modules aux q-différences
Soient P1 = (V1,Φ1) et P2 = (V2,Φ2) deux modules aux q-différences de pentes µ1 < µ2,
purs isoclines. Une extension de P2 par P1 est une suite exacte de modules aux q-différences :
0→ P1 → M → P2 → 0
donnant lieu à la suite exacte de K-espaces vectoriels : 0→ V1 → V → V2 → 0 où M = (V,Φ).
Et on a le diagramme commutatif suivant :
0 V1
Φ1
V
Φ
V2
Φ2
0
0 V1 V V2 0.
Pour le point de vue matriciel, pour i = 1, 2, Pi est isomorphe à (Kni ,ΦAi), Ai ∈ GLni(K), une
extension de P2 par P1 est donc un module de la forme MU = (Kn1+n2 ,ΦAU ) où :
AU =
(
A1 U
0 A2
)
, U ∈ Mn1,n2(K).
En vue de l’étude de F(P1, P2), nous aurons besoin des propositions suivantes concernant
les extensions.
Proposition 2.2. (corollaire A.4.4 de [23]) Soit 0→ P1 → M → P2 → 0 une suite exacte de modules
aux q-différences. On a alors la suite exacte longue de cohomologie suivante :
0→ Hom(M′, P1)→ Hom(M′,M)→ Hom(M′, P2)
→ Ext(M′, P1)→ Ext(M′,M)→ Ext(M′, P2) → 0.
Proposition 2.3. Soient P1 et P3 deux modules aux q-différences sur K = C({z}) purs isoclines de
même pente µ1 et soit P2 un module aux q-différences sur K = C({z}) pur isocline de pente µ2 > µ1,
alors on a :
Ext(P2, P1 ⊕ P3) ∼= Ext(P2, P1)⊕ Ext(P2, P3).
Remarque 2.4. Dans [29], Jean-Pierre Serre montre une proposition analogue pour les groupes
algébriques et il n’y a en fait pas besoin d’hypothèses sur P1, P2, P3. Plus généralement, il n’y
a en effet pas besoin d’hypothèse sur P1, P2, P3, voir pour cela [4], paragraphe 5, proposition
7. Nous démontrons cependant cette proposition avec ces hypothèses car nous l’utiliserons tel
quel et cela simplifie la démonstration.
Démonstration. On a la suite exacte courte de modules aux q-différences suivante :
0→ P1 → P1⊕ P3 → P3 → 0
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d’où la suite exacte longue de cohomologie :
0→ Hom(P2, P1)→ Hom(P2, P1⊕ P3)→ Hom(P2, P3) →
→ Ext(P2, P1) → Ext(P2, P1⊕ P3)→ Ext(P2, P3)→ 0
Or µ1 < µ2, d’après la proposition 1.10, Hom(P2, P1) = 0 et Hom(P2, P3) = 0 donc il nous reste
la suite exacte de C-espaces vectoriels :
0→ Ext(P2, P1)→ Ext(P2, P1 ⊕ P3) → Ext(P2, P3)→ 0,
d’où la proposition.
Proposition 2.5. Soit Um le module aux q-différences unipotent de rang m (et de pente nulle), Um =
(Km,ΦWm), et soient P1, P2 deux modules aux q-différences purs isoclines de pentes µ1 < µ2. Alors :
Ext(P2, P1 ⊗Um) ∼= Ext(P2, P1)m.
Démonstration. On a la suite exacte courte de modules aux q-différences suivante :
∀m ≥ 1, 0→ Um−1
u
→ Um
v
→ 1→ 0
où u(x1, . . . , xm−1) = (x1, . . . , xm−1, 0) et v(x1, . . . , xm) = xm sont bien des morphismes de
modules aux q-différences.
En tensorisant par P1, on a encore la suite exacte de modules aux q-différences :
0→ P1⊗Um−1 → P1⊗Um → P1 → 0
et la suite exacte longue associée (cf. 2.2), dont les Hom sont nuls (les pentes de P2 et P1 étant
distinctes), donne la suite exacte courte de C-espaces vectoriels suivants :
0→ Ext(P2, P1 ⊗Um−1)→ Ext(P2, P1 ⊗Um)→ Ext(P2, P1) → 0.
Ainsi on a pour tout m ≥ 1 :
Ext(P2, P1 ⊗Um) ∼= Ext(P2, P1⊗Um−1)⊕ Ext(P2, P1)
∼= Ext(P2, P1)m.
Proposition 2.6. (cf. proposition 2.1.3 de [23] et [12]) Soient P1 et P2 deux modules aux q-différences.
Alors, on a un isomorphisme fonctoriel :
Ext(P2, P1) ∼= Ext(1, P∨2 ⊗ P1).
Remarque 2.7. Tout comme dans la proposition 2.3, il n’y a pas besoin d’hypothèses sur les
modules P1 et P2. Dans sa thèse [12], Charlotte Hardouin montre que pour deux objets X et
Y dans une catégorie tannakienne neutre, il y a un isomorphisme entre Ext(1,Hom(X,Y)) et
Ext(X,Y).
Démonstration. Nous renvoyons à la preuve de la proposition 2.1.3 page 15 de [23] mais en
donnons l’idée générale. Le foncteur covariant P1  Hom(P2, P1) est obtenu par composition
du foncteur P1  P∨2 ⊗ P1 avec le foncteur P Ext(1, P). Par la formule d’adjonction 1.1, nous
obtenons
Hom(P2, P1) = Hom(1,Hom(P2, P1)) = Hom(1, P∨2 ⊗ P1).
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2.2.2 Applications à l’étude de F (P1, P2)
Conséquences de la proposition 2.3
Nous avons vu qu’il y a une correspondance naturelle entre F(P1, P2) et Ext(P2, P1). Repre-
nons les notations de la proposition 2.3, nous avons donc l’isomorphisme suivant :
F(P1 ⊕ P3, P2) ∼= F(P1, P2)⊕F(P3, P2) (2.3)
qui est défini par :
[MU ] = [(Kn1+n3+n2 ,ΦAU )] 7→ ([MU1 ], [MU2 ])
où MU1 = (K
n1+n2 ,ΦAU1 ), MU2 = (K
n3+n2 ,ΦAU2 ) et en identifiant P1 à (K
n1 ,ΦB1) et P3 à
(Kn3 ,ΦB3),
AU =
B1 0 U10 B3 U2
0 0 B2
 , AU1 = (B1 U10 B2
)
et AU2 =
(
B3 U2
0 B2
)
,
U1 ∈ Mn1,n2(K), U2 ∈ Mn3,n2(K).
En effet, la classe formelle fixée est P1 ⊕ P3 ⊕ P2 et s’identifie à M0 = (Kn1+n3+n2 ,ΦA0) où :
A0 =
B1 0 00 B3 0
0 0 B2

et MU = (Kn1+n3+n2 ,ΦAU ) est un représentant d’une classe de F(P1 ⊕ P3, P2). On rappelle que
A0 ∼ AU signifie que M0 et MU sont dans la même classe d’équivalence. Alors ,
A0 ∼ AU ⇔
 I 0 σq(F1)0 I σq(F2)
0 0 I
B1 0 00 B3 0
0 0 B2
 =
B1 0 U10 B3 U2
0 0 B4
 I 0 F10 I F2
0 0 I

⇔
{
σq(F1)B2 = B1F1 +U1
σq(F2)B2 = B3F2 +U2
⇔

(
I σq(F1)
0 I
)(
B1 0
0 B2
)
=
(
B1 U1
0 B2
)(
I F1
0 I
)
(
I σq(F2)
0 I
)(
B3 0
0 B2
)
=
(
B3 U2
0 B2
)(
I F2
0 I
) ,
ainsi MU est équivalent à M0 si, et seulement si, MU1 est équivalent au module P1 ⊕ P2 dans
F(P1, P2) et MU2 est équivalent au module P3 ⊕ P2 dans F(P3, P2).
Remarque 2.8. Nous nous sommes contentés ici de regarder lorsque A0 et AU sont équivalents
car dans le cas à deux pentes, F(P1, P2) est un espace vectoriel, on a en effet :
AU ∼ AV ⇔ ∃F ∈ Mn1,n2(K), σq(F)B2 = B1F+V −U ⇔ A0 ∼ AV−U.
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Conséquences de la proposition 2.6
De plus, d’après la proposition 2.6, on a un isomorphisme :
F(P1, P2) ∼= F(P1 ⊗ P∨2 , 1). (2.4)
En identifiant Pi à (Kni ,ΦBi), cet isomorphisme est défini par :
[MU ] = [(Kn1+n2 ,ΦAU )] 7→ [M
′
U ′ ] = [(K
n1n2+1,ΦA′
U′
)]
où,
AU =
(
B1 U
0 B2
)
, U ∈ Mn1,n2(K)
A′U ′ =
(
B1⊗ˆB∨2 U
′
0 1
)
, U′ =̂UB−12 ∈ Mn1n2,1(K).
En effet, M0 est équivalent à MU si, et seulement si, il existe F ∈ Mn1,n2(K) tel que :
σq(F)B2 = B1F+U ⇔ σq(F) = B1FB−12 +UB
−1
2
⇔ σq Fˆ = B1⊗ˆB∨2 Fˆ+
̂UB−12
(cf. Annexe A). La dernière équation signifie que M′0 est équivalent à M
′
U ′ .
Le lien entre les modules M := MU et M′ := M′U ′ est explicité par la proposition suivante :
Proposition 2.9. Le module M′ est en fait un produit fibré, tel que :
M′ =
(
M⊗ P∨2
)
×P2⊗P∨2 1.
Démonstration. On a la suite exacte de modules aux q-différences suivante :
0→ P1 → M → P2 → 0
qui en tensorisant par P∨2 , elle devient :
0→ P1 ⊗ P∨2 → M⊗ P
∨
2 → P2 ⊗ P
∨
2 → 0. (2.5)
On pose M′′ = M⊗ P∨2 ×P2⊗P∨2 1 ; on a le lemme suivant :
Lemme 2.10. Le diagramme de suites exactes de modules aux q-différences suivant, est commutatif :
0 P1 ⊗ P∨2 M⊗ P
∨
2 P2⊗ P
∨
2 0
0 P1 ⊗ P∨2
id
M′′ 1 0.
Démonstration du lemme. Pour plus de commodité, on note P1 = (V1,Φ1), P2 = (V2,Φ2). On a
M = (V1×V2,Φu) tel que
Φu(x1, x2) = (Φ1(x1) + u(x2),Φ2(x2)),
2.2. CAS PARTICULIER DU PROBLÈME À DEUX PENTES : EXTENSIONS 41
u ∈ Lσq(V2,V1) (ensemble des applications σq-linéaires de V2 dans V1), d’un point de vue
matriciel, u correspond à −B1UB−12 σq (puisque ΦU = (AU)
−1σq). On identifie pour la suite
N ⊗ P∨2 = Hom(P2,N) (cf. § 1.1.3) La suite exacte de modules aux q-différences (2.5) devient :
0→ Hom(P2, P1) → Hom(P2,M)→ Hom(P2, P2)→ 0.
En effet, au niveau des K-espaces vectoriels sous-jacents on a la suite exacte :
0→ L(V2,V1)→ L(V2,V1)×L(V2,V2)→ L(V2,V2)→ 0
avec L(V2,V1)muni de l’automorphisme σq-linéaire f 7→ Φ1 ◦ f ◦Φ−12 , L(V2,V2)muni de l’au-
tomorphisme σq-linéaire g 7→ Φ2 ◦ g ◦Φ−12 et L(V2,V1)×L(V2,V2) muni de l’automorphisme
σq-linéaire
( f , g) 7→ Ψu( f , g) = Φu ◦ ( f , g) ◦Φ−12 = (Φ1 ◦ f ◦Φ
−1
2 + u ◦ g ◦Φ
−1
2 ,Φ2 ◦ g ◦Φ
−1
2 ).
Donc c’est l’extension de modules aux q-différences Hom(P2, P2) par Hom(P2, P1) qui cor-
respond à l’élément de Lσq(L(V2,V2),L(V2,V1)), g 7→ u ◦ g ◦Φ
−1
2 .
D’après [4] (AX.113), on a un morphisme
Hom(N, M˜)× Ext(M˜, M˜′)→ Ext(N, M˜′).
En posant N = 1, M˜ = P2 ⊗ P∨2 et M˜
′ = P1 ⊗ P∨2 , par le morphisme 1 → Hom(P2, P2), on
effectue le « pullback » et on a :
0 Hom(P2, P1) Hom(P2,M) Hom(P2, P2) 0
0 Hom(P2, P1)
id
Hom(P2,M)×Hom(P2,P2) 1 1 0.
(2.6)
Au niveau des K-espaces vectoriels sous-jacents, la deuxième suite exacte du diagramme donne
la suite exacte de K -espaces vectoriels :
0→ L(V2,V1)→ (L(V2,V1)×L(V2,V2))×L(V2,V2) K → K → 0
avec L(V2,V1) muni de l’automorphisme σq-linéaire f 7→ Φ1 ◦ f ◦ Φ−12 , K muni de l’automor-
phisme σq-linéaire σq.
Or, (L(V2,V1)×L(V2,V2))×L(V2,V2) K = {( f , g,λ)/g = λId} = {( f ,λ)}, il est donc muni
de l’automorphisme σq-linéaire Ψu × σq|{( f ,λ)} :
( f ,λ) 7→
(
Φ1 ◦ f ◦Φ−12 + u ◦ (λId) ◦Φ
−1
2 ),Φ2 ◦ (λId) ◦Φ
−1
2 )
)
7→
(
Φ1 ◦ f ◦Φ−12 + σq(λ)u ◦Φ
−1
2 , σq(λ)
)
Le module M′′ correspond donc à l’extension de 1 par (L(V2,V1),Φ1 ⊗ Φ∨2 ) définie par l’élé-
ment de Lσq(K,L(V2,V1)), λ 7→ σq(λ)(u ◦ Φ
−1
2 ). Remarquons que u ◦ Φ
−1
2 a pour matrice
−B1UB−12 B2 = −B1U.
Avec les mêmes notations que le lemme, M′ est donc identifié au module (L(V2,V1) ×
K,Φv) où Φv( f ,λ) = (Φ1 ◦ f ◦ Φ−12 + σq(λ)v, σq(λ)), v ∈ Lσq(K,L(V2,V1)), d’un point de
vue matriciel v correspond à −B1Uσq. Ce qui correspond exactement au module M′ que nous
avions défini, donc ce sont les mêmes.
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Applications
Un module pur isocline de pente µ ∈ Z est isomorphe à un module de la forme (Kn,ΦzµA)
qui, par la décomposition de Jordan de A, est lui même isomorphe à un module de la forme⊕
i(K,Φaizµ)⊗Umi , où ai ∈ Cq est valeur propre de A.
En ce qui concerne les pentes non entières, nous avons vu qu’un module pur isocline de
pente non entière est somme directe de modules indécomposables, autrement dit isomorphe
à
⊕
i E(r, d, ci) ⊗Umi . Par conséquent, si on se donne deux modules aux q-différences P1 et P2
de pentes entières ou non, l’étude de F(P1, P2) réside essentiellement, d’après l’isomorphisme
explicite (2.3), dans celle de F(E1⊗Um1 , E2⊗Um2) avec E1, E2 irréductibles de pente entière ou
non. Le cas des pentes entières étant déjà connu, il nous reste à étudier deux cas : celui où l’une
des deux pentes est entière mais pas l’autre et celui où les deux pentes sont non entières.
Mais d’après l’isomorphisme explicite (2.4), F(E1⊗Um1 , E2⊗Um2) est isomorphe à F(E1⊗
E∨2 ⊗Um1⊗U
∨
m2 , 1). De plus, d’après la proposition 1.36,Um1 ⊗U
∨
m2 est isomorphe à une somme
directe de modules unipotents.
Ainsi, il ne nous reste plus qu’à étudier F(E1 ⊗ E∨2 ⊗Um, 1). Or, dans le chapitre 1 propo-
sition 1.32, nous avons vu que le produit tensoriel de deux irréductibles (qu’il y ait une pente
entière ou non) est isomorphe à une somme directe de modules irréductibles. Au final, le seul
cas à étudier est donc F(E⊗Um, 1), où E est un module irréductible de pente non entière.
2.3 Théorèmes de classification
2.3.1 Transformées de q-Borel et de qr-Borel
Définition, Proposition 1. (définition 2.3.3 de [23]) Soit f (z) = ∑
n>>−∞
fnzn ∈ C({z}), sa trans-
formée de q-Borel de degré 1 est définie par :
Bq,1( f )(ξ) = ∑
n>>−∞
q
−n(n−1)
2 fnξn.
C’est une série de Laurent de rayon de convergence infini.
Remarque 2.11. Cette transformée de q-Borel est construite à partir des coefficients du dévelop-
pement de la fonction θq dont nous parlerons au chapitre suivant.
Démonstration. Elle est bien définie et de rayon de convergence infini car, f ∈ C({z}) a un
rayon de convergence positif et |q| > 1.
Lemme 2.12. (cf. [23]) Soit L un opérateur C-linéaire de C({z}) dans lui-même, de la forme L =
azσq − 1, a ∈ C∗. On a :
C({z}) = C⊕ ImL,
et la projection pi de C({z}) sur C parallèlement à ImL est donnée par : pi(α) = Bq,1(α)(1/a).
Démonstration. On peut trouver la démonstration de ce lemme dans [25] mais nous en donnons
les grandes lignes car il est intéressant pour la suite de voir comment apparaît la transformée
de q-Borel.
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Il s’agit de résoudre
(∗) azσq( f )− f = α où α ∈ C({z}).
On note f := ∑
n>>−∞
fnzn et α := ∑
n>>−∞
αnzn. On remarque le fait suivant :
azσq( f )− f = α ⇔ ∀n >> −∞, aqn−1 fn−1 − fn = αn
⇔ ∀n >> −∞, aq−
(n−1)(n−2)
2 fn−1 − q−
n(n−1)
2 fn = q−
n(n−1)
2 αn
⇔ ∀n >> −∞, (aξ − 1) Bq,1( f ) = Bq,1(α).
L’équation (∗) a une solution f ∈ C({z}) si, et seulement si, Bq,1(α)( 1a ) = 0. On peut montrer
que si Bq,1(α)( 1a ) = 0 alors f est convergente. En effet, si f est solution, elle vérifie :
Bq,1( f ) =
Bq,1(α)
aξ − 1
= −∑
n
(
n
∑
k>>−∞
q
−k(k−1)
2 αka
n−k
)
ξn.
On pose alors :
fn = − q
n(n−1)
2
(
n
∑
k>>−∞
q
−k(k−1)
2 αka
n−k
)
= q
n(n−1)
2 an
(
∞
∑
k=n+1
q
−k(k−1)
2 αka
−k
)
.
Par hypothèse, α est convergente donc il existe A, B > 0 tels que |αn| ≤ ABn, donc :
| fn| ≤ q
n(n−1)
2 |a|n
(
∞
∑
k=n+1
|q|
−k(k−1)
2 |αk||a|
−k
)
≤ Aq
n(n−1)
2 |a|n
(
∞
∑
k=n+1
|q|
−k(k−1)
2
(
B
|a|
)k)
≤ A|a|n
∞
∑
k=n+1
|q|
−(n+k−1)(k−n)
2
(
B
|a|
)k
≤ A|a|n
∞
∑
k=0
|q|
−(2n+k)(k+1)
2
(
B
|a|
)k+n+1
≤
(
A
1
|a|
B
∞
∑
k=0
|q|
−k(k−1)
2
(
B
|a|
)k)
Bn.
D’où la convergence de f .
Ainsi, pour tout α ∈ C({z}),
α = Bq,1(α)(
1
a
)︸ ︷︷ ︸
∈C
+ α− Bq,1(α)(
1
a
)︸ ︷︷ ︸
∈ImL
.
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Remarque 2.13. D’après la démonstration, nous disposons donc d’un moyen de voir si une
équation du type azσq( f ) − f = α admet une solution convergente. La condition nécessaire
et suffisante est que Bq,1(α)( 1a ) = 0.
Nous pouvons de plus généraliser ce lemme et aussi définir la transformée de qr-Borel de
degré d.
Lemme 2.14. Soit L′ un opérateur de C({z}) à valeurs dans lui-même de la forme L′ = azdσrq − 1,
a ∈ C∗ et d, r > 0. Soit k ∈ Z fixé, alors on a :
C({z}) =
k+d−1⊕
l=k
Czl ⊕ ImL′.
Démonstration. Si r = d = 1, c’est le lemme précédent.
Si r, d > 0, on pose Z := zd et σ′ := σrq , d’où σ
′(Z) = qrdZ. Alors on a :
C({z}) = V0 ⊕V1 ⊕ · · · ⊕Vd−1 où Vi = z
iC({Z})
(ici, k = 0, de manière générale, en fixant k ∈ Z, on aurait pu choisir Vi = zk+iC({Z})).
On pose Li := L|Vi (c’est bien un opérateur de Vi dans lui-même), alors Li = aZσ
′ − 1 et on a le
diagramme commutatif suivant :
ziC({Z})
Li
1/zi
ziC({Z})
C({Z})
L′i
C({Z})
zi
avec L′i = aq
riσ′ − 1. D’après l’étape précédente C({Z}) = C ⊕ ImL′i. Or ImLi = z
i ImL′i donc
Vi = ziC⊕ ImLi. D’où le lemme.
Remarque 2.15. Fixons k ∈ Z, on note pir,d,k la projection de C({z}) sur
⊕k+d−1
l=k Cz
l parallèle-
ment à ImL′. La démonstration du lemme 2.14 la donne de manière explicite. La projection pii
de Vi = zk+iC({Z}) sur zk+iC est :
∀β ∈ Vi, pii(β) = zk+iBqrd,1(
β
zk+i
(Z))
(
a−1q−r(i+k)
)
.
On a alors :
∀α ∈ C({z}), pir,d,k(α) = pi0(α(0)) + · · ·+ pid−1(α(d−1)),
où α = α(0) + · · ·+ α(d−1), α(i) = ∑
n≡k+i mod d
αnzn ∈ Vi.
On a ainsi une condition nécessaire et suffisante pour que l’équation azdσrq( f ) − f = α ait
une solution dans C({z}) : il faut et il suffit que pir,d,k(α) = 0.
Remarque 2.16. Une autre condition nécessaire et suffisante peut être obtenue avec une trans-
formée de qr-Borel définie selon [21] de la manière suivante : soit θqr la fonction méromorphe
suivante (dont nous reparlerons au chapitre 3) :
θqr(z) = ∑
n∈Z
qr
−n(n+1)
2 zn,
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et :
θdqr(z) = ∑
n∈Z
bnzn
elle vérifie σrq
(
θdqr
)
= zd θdqr , donc pour tout n ∈ Z,
qrnbn = bn−d.
Définition 9. La transformée de qr-Borel de degré d de f (z) = ∑
n>>−∞
fnzn ∈ C({z}) est définie
par :
Bqr,d( f )(ξ) = ∑
n>>−∞
b−n fnξn.
De même que la transformée de q-Borel de degré 1, elle a un rayon de convergence infini.
Bien sûr, si r = d = 1, on retrouve la transformée de q-Borel de degré 1.
D’après [21], nous avons alors une condition nécessaire et suffisante du même type que
2.13, l’équation azdσrq( f )− f = α admet une solution f ∈ C({z}) si, et seulement si,
∀a′ ∈ {a′ , a′d = a},Bqr ,d(α)(a
′−1) = 0. (2.7)
2.3.2 F (E, 1)
Commençons par étudier le cas où la première pente est non entière négative et la deuxième
nulle.
Lemme 2.17. Soit E = E(r,−d, c) un module irréductible de pente non entière négative −dr . Pour tout
a ∈ C∗, F(E, (K,Φa)) est isomorphe à F(E′′, 1), E′′ = E(r,−d, car).
Démonstration. Il est facile de voir que F(E, (K,Φa)) est isomorphe à F(E′, (K,Φa)), où E′ :=
(Kr,Φa−1B). En effet, soit MU un représentant d’une classe de F(E, (K,Φa)) , il a pour matrice
associée (cf. 2.1) :
AU =
(
B U
0 a
)
U ∈ Cr.
L’application [MU ] = [(Kr+1,ΦAU )] 7→ [M
′
a−1U] = [(K
r+1,Φa−1AU )] réalise l’isomorphisme sou-
haité car :
A0 ∼ AU ⇔ ∃F ∈ Sr,1(K), F[A0] = AU cf. notation de (2.2)
⇔ ∃F ∈ Sr,1(K), σq(F)A0 = AUF
⇔ ∃F ∈ Sr,1(K), σq(F)a−1A0 = a−1AUF
⇔ a−1A0 ∼ a−1AU.
Enfin, d’après la proposition 1.27, E′ := (Kr,Φa−1B) est isomorphe à E(r,−d, ca
r), si on note G
cet isomorphisme, l’isomorphisme entre F(E′, (K,Φa)) et F(E′′, 1) est induit par l’application
M′U = (K
r+1,ΦA′U ) 7→ M
′′
U ′ = (K
r+1,ΦA′′
U′
) où :
A′′U ′ = σq(G
′)A′UG
′−1 =
(
B′′ U′
0 1
)
, U′ := σq(G)U
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et G′ a pour matrice : (
G 0
0 1
)
.
De plus,
A′0 ∼ A
′
U ⇔∃F ∈ Sr,1(K), σq(F)A0 = AUF
⇔∃F ∈ Sr,1(K), σq(G′FG′−1)A′′0 = A
′′
U ′G
′FG′−1,
on a bien G′FG′−1 ∈ Sr,1(K).
D’après le lemme, il suffit de traiter F(E, 1) où E = E(r,−d, c) = (Kr,ΦB) est un module
irréductible de pente non entière négative −dr .
Soit donc E = E(r,−d, c) un module aux q-différences irréductible de pente µ = −d/r < 0
et de rang r, tel que E = (Kr,ΦB) avec :
B :=

0 1 0
...
. . .
0 1
c′z−d 0 · · · 0
 où c′ = q−d(r−1)2 c ∈ C∗.
Rappelons qu’une classe de F(E, 1) admet un représentant dont la matrice associée a la forme
suivante (cf. (2.1)) :
AU =
(
B U
0 1
)
où U = t(u1, . . . , ur) ∈ Kr.
Dans [3], Birkhoff et Guenther montrent que toute classe de F(E, 1) admet au moins un re-
présentant polynomial (U à coefficients polynomiaux), dans le lemme suivant, nous avons un
moyen effectif d’en trouver un. Ce représentant, nous le verrons dans le théorème suivant, est
non unique contrairement au cas des pentes entières.
Soit Vr,d le C-espace vectoriel (∑
d−1
l=0 Cz
l)r de dimension rd.
Lemme 2.18. L’application linéaire de Vr,d dans F(E, 1) définie par :
U ∈ Vr,d 7→ [MU ]
est surjective. Donc toute classe de F(E, 1) admet un représentant (non unique) MU avec U ∈ Vr,d. Un
tel représentant peut être donné par l’application C-linéaire Πr,d : Kr → Vr,d définie par :
U = (u1, . . . , ur) 7→ (v1, . . . , vr) tel que zdσr−iq (vi) = pir,d,d
(
zdσr−iq (ui)
)
,
(où pir,d,d est l’application C-linéaire définie dans la remarque 2.15, et où on a choisi ici k = d).
2.3. THÉORÈMES DE CLASSIFICATION 47
Démonstration. Soit MU un représentant d’une classe de F(E, 1) de matrice AU, on note U =
t(u1, . . . , ur), alors
A0 ∼ AU ⇔∃F =
t( f1, . . . , fn) ∈ Kr, σqF = BF+U (2.8)
⇔

σq( f1) = f2 + u1
...
σq( fr−1) = fr + ur−1
σq( fr) = c′z−d f1 + ur
(2.9)
⇔

f2 = σq( f1)− u1
f3 = σ2q ( f1)− (σq(u1) + u2)
...
fr = σr−1q ( f1)− (σ
r−2
q (u1) + · · ·+ σq(ur−2) + ur−1)
σrq( f1) = c
′z−d f1 + σr−1q (u1) + · · ·+ σq(ur−1) + ur.
(2.10)
Il s’agit alors de résoudre une équation du type : azdσrq( f ) − f = α, avec a = c
′−1 ∈ C∗ et
α = azd
(
σr−1q (u1) + · · ·+ σq(ur−1) + ur
)
.
D’après le lemme 2.14, pour k = d ∈ Z fixé, cette équation a une solution dans K si et
seulement si, pir,d,d(α) ∈
⊕d+d−1
l=d Cz
l est nul. On pose alors
zdσ(r−i)q (vi) =
(
pir,d,d(z
dσr−iq (ui))
)
,
on a donc pir,d,d
(
zdσr−iq (vi)− z
dσr−iq (ui)
)
= 0. Ainsi, les équations
azdσrq(gi)− gi = z
dσr−iq (vi)− z
dσr−iq (ui)
admettent une solution gi dans K, on pose alors f = g1 + · · ·+ gr . Ainsi, en reprenant le même
système et en remplaçant U par V −U, A0 ∼ AV−U donc AU ∼ AV avec V ∈ Vr,d.
Théorème 2.19. L’application C-linéaire ϕ de Vr,d dans ∑
d−1
l=0 Cz
l définie par
ϕ((u1, . . . , ur)) =
r
∑
j=1
σr−j(uj)
induit un isomorphisme de C-espaces vectoriels :
F(E, 1) ∼=
Vr,d
Kerϕ
∼= Imϕ ∼=
d−1
∑
l=0
Czl
plus précisément,
Vr,d
ϕ
F(E, 1)
∼
d−1
∑
l=0
Czl .
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La dimension de F(E, 1) est d’après le début du chapitre égale à d, nous le retrouvons avec
ce théorème.
Démonstration. D’après le lemme précédent, on peut supposer qu’une classe de F(E, 1) est re-
présentée par MU oùU ∈ Vr,d. On reprend le système (2.10) de la démonstration du lemme pré-
cédent, on a maintenant α = azd
(
σr−1q (u1) + · · ·+ σq(ur−1) + ur
)
∈
⊕d+d−1
l=d Cz
l, donc l’équa-
tion azdσrq( f ) − f = α admet une solution convergente si et seulement si α = 0, ce qui est
équivalent à ϕ(U) = σr−1q (u1) + · · · + σq(ur−1) + ur = 0. Ce qui nous assure que l’application
de F(E, 1) dans
d−1
∑
l=0
Czl est injective.
Pour montrer la bijectivité, on peut invoquer la dimension ou alors, voir que u ∈
d−1
∑
l=0
Czl a
pour antécédent la classe [MU ] où U =
t(0, . . . , 0, u), puisque [MU ] 7→ ϕ(U) = u.
Remarque 2.20. D’après la démonstration, un morphisme F vérifiant σq(F)− BF = U avec U ∈
Vr,d est lui même à coefficients dans Vr,d, puisqu’alors f1 = 0 et pour tout i > 1, on a fi =
−
(
σi−2q (u1) + · · ·+ σq(ui−2) + ui−1
)
.
Ce théorème permet de voir, qu’un représentant d’une classe de F(E, 1) peut être choisi tel
que sa matrice soit de la forme AU où U =
t(u1, . . . , ur) est à coefficients polynomiaux dans
C[z]d−1. Concrètement, un tel module aux q-différences est dans la classe de A0 si et seulement
si, ϕ((u1, . . . , ur)) = 0.
A partir de ce résultat, on est en mesure de traiter complètement le cas F(E1, E2) avec E1 et
E2 deux irréductibles. Nous allons traiter explicitement ce cas sur un exemple.
Exemple 2.21. Prenons E1 = E(3, 1, a3) irréductible de rang trois et de pente 13 , a ∈ C
∗, et de
matrice associée B1, et prenons E2 = E(2, 1, b2) irréductible de rang deux et de pente 12 , b ∈ C
∗,
de matrice associée B2. On a bien 13 <
1
2 . D’après (2.4), F(E1, E2) est isomorphe à F(E1⊗ E
∨
2 , 1)
et d’après la proposition 1.32, E1 ⊗ E∨2 est de pente
−1
6 et est isomorphe à E(6,−1, (ab
−1)6).
Concrètement regardons ce qui se passe. On a :
B1 =
0 1 00 0 1
a′ 0 0
 , B2 = (0 1b′ 0
)
où on note a′ = a3qz et b′ = b2q1/2z. D’après 1.32, le module E1 ⊗ E∨2 de matrice B1⊗ˆB
∨
2 est
isomorphe au module E(6,−1, (ab−1)6) de matrice C :
C =

0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
(ab−1)6q
−5
2 z−1 0 0 0 0 0
 .
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L’isomorphisme P de E(6,−1, (ab−1)6) dans E1 ⊗ E∨2 tel que σq(P)C = B1⊗ˆB
∨
2 P est :
P =

1 0 0 0 0 0
0 0 0 0 σq(a′−1)b′σ2q (b
′) 0
0 0 b′ 0 0 0
0 0 0 a′−1σq(b′) 0 0
0 1 0 0 0 0
0 0 0 0 0 σ2q (a
′−1)σq(b′)σ3q (b
′)
 .
Une classe de F(E1, E2) sera supposée dans cet exemple de la forme MU ayant, pour plus de
commodité dans les calculs, pour matrice :
(
B1 UB2
0 B2
)
.
Alors,
A0 ∼ AU ⇔∃F ∈ M3,2(K), σq(F)B2 = B1F+UB2
⇔∃F ∈ M3,2(K), σq(Fˆ) = B1⊗ˆB∨2 Fˆ+ Uˆ
⇔∃F ∈ M3,2(K), σq(P−1Fˆ) = CP−1Fˆ+ σq(P−1)Uˆ.
On pose U′ = σq(P−1)Uˆ. On est ramené à traiter le cas de F(E, 1). En posant d’après le lemme
2.18, vi = z−1Bq6,1(zσ
i
q(u
′
i))(c) où c = (ab
−1)6q
−5
2 , on peut maintenant supposer U′ ∈ (z−1C)6.
Donc A0 ∼ AU si, et seulement si, ϕ(U′) = σ5q (u
′
1) + σ
4
q (u
′
2) + · · ·+ u
′
6 = 0. Or U
′ = σq(P−1)Uˆ)
donc on a U de la forme (*) suivante :
u1,1 = u′1 ∈ z
−1C
u2,2 = u′2 ∈ z
−1C
u3,1 = b′u′3 ∈ C
u1,2 = a′−1σq(b′)u′4 ∈ z
−1C
u2,1 = σq(a′−1)b′σ2q (b
′)u′5 ∈ C
u3,2 = σ2q (a
′−1)σq(b′)σ3q (b
′)u′5 ∈ C.
On remarque que U est connu selon ses diagonales (on reverra cela lorsque l’on regardera le
cas général F(E1, E2)).
Ainsi, on pose
ϕ′(U) = σ5q (u1,1) + σ
4
q (u2,2) + σ
3
q (b
′−1)σ3q (u3,1) + σ
2
q (a
′)σ3q (b
′−1)σ2q (u1,2)
+ σ2q (a
′)σq(b′−1)σ3q (b
′−1)σq(u2,1) + σ2q (a
′)σq(b′−1)σ3q (b
′−1)u3,2 ∈ C,
avec U de la forme (*). Ainsi, si on suppose U de la forme (*) alors [MU ] 7→ ϕ′(U) est un
isomorphisme entre F(E1, E2) et C.
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2.3.3 F (E⊗Um, 1)
Soit E = E(r,−d, c) un module aux q-différences irréductible de pente µ = −d/r < 0 et de
rang r, tel que E = (Kr,ΦB) avec :
B :=

0 1 0
...
. . .
0 1
c′z−d 0 · · · 0
 où c′ = q−d(r−1)2 c ∈ C∗.
En prenant la convention ⊗ˆ, le module E⊗Um a pour matrice :
C =

B B 0
0 B
. . .
. . . B
0 0 B
 .
Un module MU représentant une classe de F(E⊗Um, 1) a alors pour matrice :
AU =

B B 0 U1
0
. . . . . .
...
... B B Um−1
0 . . . 0 B Um
0 0 1
 .
Ainsi :
A0 ∼ AU ⇔ ∃F = (F1, . . . , Fm) ∈ (Kr)m,
σq(F1)
...
σq(Fm−1)
σq(Fm)
 =

B B 0
0 B
. . .
. . . B
0 0 B


F1
...
Fm−1
Fm
+

U1
...
Um−1
Um

⇔

σq(F1) = BF1 + BF2 +U1
σq(F2) = BF2 + BF3 +U2
...
σq(Fm−1) = BFm−1 + BFm +Um−1
σq(Fm) = BFm +Um.
Reprenons le lemme 2.18, on pose :
– Vm = Πr,d(Um) alors il existe Fm ∈ Kr tel que σq(Fm) = BFm +Vm −Um.
– Vm−1 = Πr,d(BFm +Um−1) alors il existe Fm−1 ∈ Kr tel que σq(Fm−1) = BFm−1 + Vm−1−
(BFm +Um−1)...
Et ainsi de suite, on montre par récurrence que :
Lemme 2.22. Toute classe de F(E⊗Um, 1) admet un représentant MU tel que U ∈ Vmr,d.
2.3. THÉORÈMES DE CLASSIFICATION 51
SupposonsmaintenantU ∈ Vmr,d. On a A0 ∼ AU implique ϕ(Um) = 0 et d’après la remarque
2.20, alors le morphisme Fm tel que σq(Fm) = BFm + Um est connu explicitement en fonction
de Um et est aussi à coefficients dans Vr,d, et BFm aussi. En effet, soit Ψ, l’application linéaire
suivante :
Ψ(U) =

u1
σq(u1) + u2
...
σr−2q (u1) + · · ·+ σq(ur−2) + ur1
ϕ(U)
 .
Alors BFm = −Ψ(Um).
Donc A0 ∼ AU implique ϕ(Um) = 0 et ϕ(−Ψ(Um) +Um−1). Par récurrence, on montre que
A0 ∼ AU implique F1, . . . , Fm ∈ Vr,d et ϕ(Um) = 0, pour tout i = 1, . . .m − 1, ϕ(BFm−i+1 +
Um−i) = 0. D’où la proposition suivante :
Proposition 2.23. L’application C-linéaire ψ de (Kr)m dans (
d−1
∑
l=0
zl)m définie par :
U = (U1, . . . ,Um) ∈ (Vr,d)
m 7→ ψ(U) = (ϕ(S1), . . . , ϕ(Sm))
où
Si = (−1)iΨm−i(Um) + (−1)i−1Ψm−i−1(Um−1) + · · · − Ψ(Um−i+1) + Um−i
induit un isomorphisme entre F(E ⊗Um, 1) et (
d−1
∑
l=0
zl)m qui à une classe [MU ] avec U ∈ Vmr,d associe
Ψ(U).
Démonstration. D’après ce qui précède il est injectif, par raison de dimension il est bijectif.
Remarque 2.24. D’après la proposition 2.5 dans le paragraphe sur les extensions, on pouvait
en déduire que F(E ⊗ Um, 1) est isomorphe à F(E, 1)m. Nous n’avions cependant pas donné
l’isomorphisme explicite. Grâce à la proposition précédente cet isomorphisme est induit par
l’application :
(U1, . . . ,Um) ∈ Vmr,d 7→ (S1, . . . , Sm) ∈ V
m
r,d
avec les mêmes notations que la proposition.
2.3.4 F (E1, E2)
Bien qu’il ne soit pas nécessaire de regarder ce cas-là, nous avions essayé d’avoir une pro-
position analogue au théorème 2.19. Nous nous étions basés sur le lemme 1.29.
Soit E1 = E(r1, d1, b
r1
1 ) et E2 = E(r2, d2, b
r2
2 ) deux modules aux q-différences irréductibles de
pentes µ1 = d1/r1 < d2/r2 et de rangs r1, r2, tels que Ei = (Kri ,ΦBi) avec :
Bi :=

0 1 0
...
. . .
0 1
cizdi 0 · · · 0
 où ci = q di(ri−1)2 brii ∈ C∗.
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Rappelons que d’après (2.1), une classe de F(E1, E2) admet un représentant dont la matrice
associée a la forme suivante :
AU =
(
B1 UB2
0 B2
)
où U = (ui,j) ∈ Mr1,r2(K),
C’est pour faciliter les calculs qui suivent que l’on écrit UB2 plutôt que U dans la matrice.
On note :
b′′i = ciz
di et b′i = b
′′
i
−1.
Dans le paragraphe 2.2.2 , nous avions vu que : M0 est équivalent à MU si, et seulement si, il
existe F ∈ Mn1,n2(K) tel que :
σq(F)B2 = B1F+UB2 ⇔ σq(F) = B1FB−12 +U
⇔ σq Fˆ = B1⊗ˆB∨2 Fˆ+ Û
(cf. Annexe A). On pose U′ = Û. D’après le lemme 1.29, il existe une matrice P ∈ GLr1r2K telle
que :
σq(P)
A0 0. . .
0 Ap−1
 = B1⊗ˆB∨2 P
et où les matrices Ai sont de taille m = ppcm(r1, r2) et correspondent à des modules de pente
t
m =
d1
r1
− d2r2 . Si p = pgcd(r1, r2), ri = pui alors :
Ai =

0 1 0
...
. . .
0 1
ami q
t(m−1)
2 zt 0 · · · 0
 où ami = qiu2d1(b1b−12 )m.
Alors,
σqP−1Fˆ =
A0 0. . .
0 Ap−1
 P−1Fˆ+ σq(P−1)U′. (2.11)
On pose U′′ = σq(P−1)U′ et
U′′ =
 U
′′
0
...
U′′p−1
 , U′′i ∈ Km.
Le théorème correspondant à l’étude de F(E, 1) va s’appliquer de la même manière à chaque
blocs Ai puisque les matrices sont de la même forme et le fait que d et r soient premiers entre
eux n’intervenait pas.
D’une part, on peut alors supposerU′′i ∈
(
u1d2−u2d1−1
∑
l=0
Czl
)m
et d’autre part, l’équation (2.11)
a donc une solution si, et seulement si, pour tout i = 0, . . . , p− 1, ϕ(U′′i ) = 0.
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Il s’agit maintenant d’exprimer ces conditions dans la base de départ. Nous avions expri-
mer P dans la démonstration du lemme 1.29, et on s’aperçoit si on oublie les coefficients, que
σq(P−1)Û renvoie les diagonales de la matrice U = (ui,j) i = 1, . . . , r1 et j = 1, . . . , r2, en effet :
U′′ = σq(P−1)Û =
t(
(a1+s,1 u1+s, ¯¯1, a2+s,2 u2+s, ¯¯2, . . . , am+s,m um+s, ¯¯m)s=0,...,p−1
)
étant convenu que a¯ ≡ amod r1 et a¯ ∈ {1, . . . , r1}, ¯¯a ≡ amod r2 et ¯¯a ∈ {1, . . . , r2} autrement dit
pour s = 0, . . . , p− 1, U′′s+1 = (a1+s,1 u1+s, ¯¯1, a2+s,2 u2+s, ¯¯2, . . . , am+s,m um+s, ¯¯m) et où
ai+s,i = σ
li,s+1
q
(
b′′1 σ
r1
q (b
′′
1 ) · · · σ
(ki,s−1)r1
q (b′′1 )
)
× σ
l′i+1
q
(
b′2σ
r2
q (b
′
2) · · · σ
(k′i−1)r2
q (b′2)
)
tel que i− 1+ s = ki,sr1 + li,s, li,s ∈ {0, . . . , r1 − 1} et i− 1 = k′ir2 + li, l
′
i ∈ {0, . . . , r2 − 1}. Et on
a ai+s,s ∈ C∗z−αi,s , αi,s = (k′i − 1)d2 − (ki,s − 1)d1.
Proposition 2.25. Soit Vr1,r2,d1,d2 le C-espace vectoriel suivant :{
U ∈ Mr1,r2(K)/∀s = 0, . . . , p− 1, ∀i = 1, . . . ,m, ui+s, ¯¯i ∈
αi,s+u1d2−u2d1−1
∑
l=αi,s
Czl
}
alors l’application :
ϕ : Vr1,r2,d1,d2 −→
(
u1d2−u2d1−1
∑
l=0
Czl
)p
U 7−→
(
m
∑
i=1
σm−iq (ai+s,iui+s, ¯¯i)
)
s=0,...,p−1
où ai+s,i = σ
li,s+1
q
(
b′′1 σ
r1
q (b′′1 ) · · · σ
(ki,s−1)r1
q (b′′1 )
)
× σ
l′i+1
q
(
b′2σ
r2
q (b′2) · · · σ
(k′i−1)r2
q (b′2)
)
,
induit un isomorphisme de C-espaces vectoriels :
F(E1, E2) ∼=
Vr1,r2,d1,d2
Kerϕ
∼=
(
u1d2−u2d1−1
∑
l=0
Czl
)p
dimCF(E1, E2) = r1d2 − r2d1.
Plus précisément,
Vr1,r2,d1,d2
ϕ
F(E1, E2)
u1d2−u2d1−1
∑
l=0
Czl .
Démonstration. La démonstration réside dans ce qui précède le théorème et repose essentielle-
ment sur le théorème 2.19. La seule difficulté ici est le changement de base qui introduit des
coefficients un peu compliqués.
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Pour décrire l’effet de l’isomorphisme ϕ voici, sur un exemple, comment nous devons nous y
prendre.
Prenons r1 = 3 et r2 = 4, les coefficients associés à ui,j dans ϕ(U) sont : σ11q u1,1 . . . u1,2 σ5qσq(b′′1 )σ4q (b′′1 )σ3q (b′2)u1,3 σ8qσq(b′′1 )u1,4σ7qσq(b′2)σ2q (b′′1 )u2,1 σ10q u2,2 . . . u2,3 σ4qσ2q (b′′1 )σ5q (b′′1 )σ4q (b′2)u2,4
. . . u3,1 σ6qσ
2
q (b
′
2)σ
3
q (b
′′
1 )u3,2 σ
9
qu3,3 . . . u3,4

Pour former U′′ la démarche est la suivante : on commence par le premier coefficient de la
matrice et on suit la première diagonale (u1,1, u2,2, u3,3, u1,4, u2,1, . . . ). Les coefficients u1,1, u2,2 et
u3,3 restent inchangés.
Dès que l’on revient à la première ligne (c’est à dire pour u1,4, u1,3, . . . ), on multiplie le
coefficient u1,j par σq(b′′1 ), u1,4 est donc multiplié par σq(b
′′
1 ).
Si de plus devant ui,j on a déjà multiplié par un terme x alors on multiplie par σq(x) le
coefficient ui+1,j+1, u2,1 (qui est le suivant après u1,4) est donc multiplié par σ2q (b
′′
1 ).
En plus des deux règles précédentes, lorsque l’on revient à la première colonne (c’est à dire
pour u2,1,...), on multiplie le coefficient ui,1 par σq(b′2), devant u2,1, il y a au final σq(b
′
2)σ
2
q (b
′′
1 ). Et
pour u3,2 puisque l’on ne repasse ni à la première ligne ni à la première colonne, on le multiplie
par σq(σq(b′2)σ
2
q (b
′′
1 )) = σ
2
q (b
′
2)σ
3
q (b
′′
1 ). On arrive à u1,3 qui est doncmultiplié par σq(b
′′
1 ) (puisque
l’on revient à la première ligne) et par σq(σ2q (b
′
2)σ
3
q (b
′′
1 )) et ainsi de suite...
Quand on revient au point de départ u1,1, on a obtenu un premier vecteur U′′1 . Ici c’est fini
puisque m = r1r2.
Dans le cas général, on recommence alors avec le deuxième coefficient de la première co-
lonne u2,1 et on applique exactement les mêmes règles.
Pour trouver l’application ϕ, il suffit ensuite d’appliquer les opérateurs décroissants σm−iq
pour i = 1, . . . ,m aux coefficients de chaque vecteur U′′s+1.
2.3.5 Remarques sur le problème à trois pentes et plus
Nous avons signalé dans l’introduction que le problème à trois pentes et plus n’est pas
résolu dans cette thèse. L’obstruction provient, en ce qui concerne la classification analytique
isoformelle, du fait que l’espaceF(P1, P2, P3) n’a plus une structure naturelle d’espace vectoriel.
Nous pouvons cependant écrire les calculs explicitement et en déduire grâce au lemme 2.18
page 46 que toute classe de F(P1, P2, P3) admet un représentant à coefficients polynomiaux. En
effet, une classe de F(P1, P2, P3) admet un représentant de la forme M = (Kn,ΦAU ) où :
AU =
B1 U1,2 U1,3B2 U2,3
0 B3
 Ui,j ∈ Mri,r j(K).
Ainsi, deuxmodules de matrices AU et AV sont dans la même classe si, et seulement si, il existe
F1,2 ∈ Mr1,r2(K), F2,3 ∈ Mr2,r3(K) et F1,3 ∈ Mr1,r3(K) tels que :
σq(F1,2)B2 = B1F1,2 +V1,2−U1,2
σq(F2,3)B3 = B2F2,3 +V2,3−U2,3
σq(F1,3)B3 = B1F1,3 +V1,3 +V1,2F2,3− (σq(F1,2)U2,3 +U1,3).
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En appliquant ce qui a été fait précédemment (en particulier le fait que F(P1, P2) ∼= F(P1 ⊗
P∨2 , 1) et le lemme 2.18), on voit facilement que l’on peut choisir lesVi,j sous forme polynomiale.
De plus, ce fait se généralise de la même manière à un nombre quelconque de pentes.
En revanche, au niveau de la classification, nous pourrions obtenir un théorème analogue
au théorème 2.19 page 47 en écrivant les calculs explicitement mais cela semble difficile à gé-
néraliser lorsqu’il y a plus de pentes.
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Chapitre 3
Opérateurs de Stokes d’un module aux
q-différences
3.1 Fibré vectoriel et module aux q-différences
Dans cette partie, nous allons apporter un point de vue plus géométrique, celui des fibrés
vectoriels sur la courbe elliptique, dans le but de calculer les opérateurs de Stokes.
3.1.1 Fibré associé à un module aux q-différences
Soit M = (Kn,ΦA) un module aux q-différences avec A ∈ GLn(C[z, z−1]), en forme nor-
male. On peut lui associer un fibré vectoriel holomorphe FM sur la courbe elliptique Eq :=
C∗/qZ en procédant de la manière suivante (cf. [27]) :
FM =
C∗ × Cn
(z,X) ∼ (qz, A(z)X)
−→ Eq.
Se donner une section de ce fibré sur un ouvert V de Eq revient à se donner z 7→ X(z) de
pi−1(V) ⊂ C∗ dans Cn, holomorphe, (où pi : C∗ → Eq est la surjection canonique), et telle que
X(qz) = A(z)X(z) ⇔ σq(X)− AX = 0.
Dans le cas des pentes entières, si M est de pente négative, d’après [27], il y a isomorphisme
du typeF(M, 1) ∼= H1(Eq,FM). Nous verrons que cet isomorphisme est obtenu par le calcul de
cocycles privilégiés, en imposant les pôles sur la courbe elliptique Eq à F tel que σq(F)− AF =
U, et à l’aide de fonctions Theta.
Dans le cas des pentes non entières, nous utiliserons des outils similaires et prouverons
l’existence d’un isomorphisme du même type. La différence notable avec le cas des pentes
entières est l’obligation d’imposer des pôles sur une autre courbe elliptique, Eqr .
3.1.2 Fonctions Theta et notations
La q-spirale logarithmique de a ∈ C∗ est [a; q] := aqZ, tous les points de [a; q] ont la même
image par la projection canonique pi : C∗ → Eq.
Et de même la qr-spirale sera [a; qr ] := aqrZ.
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La fonction θq, solution analytique sur C∗ de l’équation σq(θ) = zθ, est définie par :
θq(z) = ∑
n∈Z
q
−n(n+1)
2 zn.
Et par la formule du triple produit de Jacobi, on a :
θq(z) = ∏
n≥1
(1− q−n) ∏
n≥1
(1+ q−nz) ∏
n≥0
(1+ q−nz−1).
Ses zéros sont simples, il s’agit de la q-spirale −qZ = [−1; q].
Plus généralement, on définit la fonction θq,c, c ∈ C∗. C’est une solution analytique sur C∗
de l’équation σq(θ) = zc θ et elle vaut :
θq,c(z) = ∑
n∈Z
q
−n(n+1)
2
(z
c
)n
.
La formule du triple produit de Jacobi donne encore :
θq,c(z) = ∏
n≥1
(1− q−n) ∏
n≥1
(1+ q−n
z
c
) ∏
n≥0
(1+ q−n
( z
c
)−1
).
Ses zéros sont simples et il s’agit de la q-spirale [−c; q].
Et, pour tout d ∈ N∗, θdq,c est solution de σq(θ) =
( z
c
)d
θ et a pour zéros [−c; q] demultiplicité
d.
Enfin, pour r ∈ N∗ en remplaçant q par qr, on obtient la fonction θqr,c solution de σrq(θ) =( z
c
)
θ et qui a pour zéros simples la qr-spirale [−c, qr ].
Proposition 3.1. Les fonctions Theta sont liées par la formule suivante :
r−1
∏
i=0
σiq(θqr,c) =
∏
n≥1
(1− q−rn)r
∏
n≥1
(1− q−n)
θq,c.
Démonstration. On vérifie cette égalité à l’aide des formules du triple produit de Jacobi asso-
ciées aux fonctions θqr,c et θq,c.
3.2 Isomorphisme et « cocycles privilégiés »
3.2.1 Rappels et cas des pentes entières
Soit M0 un module aux q-différences pur de pentes entières, fixé.
On note M0 = P1 ⊕ · · · ⊕ Ps où chaque Pi est un module pour isocline de rang ni et de pente
µi ∈ Q, telles que µ1 < · · · < µs. On note Pi = (Kni ,ΦAi), la matrice associée au module M0 est
alors :
A0 =

A1
A2 0
0
. . .
As
 .
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Soit M un module aux q-différences dont le module gradué est M0. On peut alors supposer
que la matrice telle que M = (Kn,ΦAU ) est sous forme standard, c’est à dire :
AU =

A1
A2 Ui,j
0
. . .
As
 .
Un morphisme de M0 = (Kn,ΦA0) dans M = (K
n,ΦAU ) sera de forme imposée de telle
sorte qu’il respecte la graduation. On notera pour cela Sn1,...,ns (cf. chapitre 2 (2.2)) l’ensemble
des matrices de GLn de la forme suivante :
F =
In1 Fi,j. . .
0 Ins
 ∀1 ≤ i < j ≤ s, Fi,j ∈ Mni,nj .
Dans Kˆ, d’après le cas formel et les propriétés du foncteur gr évoqués au paragraphe 1.2.3,
il existe un unique morphisme formel Fˆ ∈ Sn1,...,ns(Kˆ) de M0 dans M, il vérifie alors Fˆ[A0] =
AU ⇔ σq(Fˆ)A0 = AU Fˆ.
Dans la cas où les modules correspondant à Ai sont de pentes entières, on peut écrire Ai =
zµiA′i. On note c¯ la classe de c ∈ C
∗ dans Eq. Et on a le théorème suivant :
Proposition 3.2. (théorème 3.7 de [25], théorème 3.1 de [27])
Pour tout c¯ ∈ Eq \ Σ(A0), il existe un unique F := Sc¯ Fˆ(AU) dans Sn1,...,ns à coefficients mé-
romorphes sur C∗ tel que le bloc Fi,j ait pour pôles la q-spirale [−c; q] de multiplicité ≤ µj − µi et
F[A0] = AU.
De plus, Eq \ Σ(A0) = {c¯ ∈ Eq/∀i < j, qZcµiSp(A′i) ∩ q
Zcµ jSp(A′j) = ∅}.
Le morphisme Sc¯ Fˆ(AU) est donc de la forme :
In1
In2 Fi,j
0
. . .
Ins
 avec Fi,j méromorphe sur C∗.
Ce morphisme peut être vu comme « sommation dans la direction c¯ ∈ Eq » du morphisme Fˆ.
Si on prend deux directions de sommation c¯, d¯ ∈ Eq, on obtient l’automorphisme méromorphe
sur C∗ de M0 :
Sc¯,d¯ Fˆ(AU) =
(
Sc¯ Fˆ(AU)
)−1
Sd¯Fˆ(AU),
appelé opérateur de Stokes car il traduit une ambiguïté de sommation. Ces morphismes sont
en fait Galoisiens, on le reverra au prochain chapitre.
Dans [25] et plus particulièrement dans [27], ils permettent de réaliser un isomorphisme
entre F(P1, . . . , Ps) et H1(Eq,ΛI(M0)) où ΛI(M0) est le faisceau en groupes défini pour tout V
ouvert de Eq par :
Γ(V,ΛI(M0)) = {F ∈ Sn1,...,ns(O(pi
−1(V)), F[A0] = A0}
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pi étant la surjection canonique de C∗ sur Eq et O(U) désigne l’ensemble des fonctions holo-
morphe sur U.
En effet, si on note Vc¯,d¯ l’ouvert Eq \ {−c,−d}, Sc¯,d¯Fˆ(AU) est holomorphe sur Vc¯,d¯. Ainsi,
Sc¯,d¯Fˆ(AU) ∈ Γ(Vc¯,d¯,ΛI(M0)).
Si on note Vc¯ l’ouvert Eq \ {c¯}, l’ensemble de ces ouverts forment un recouvrement U de Eq
et les Sc¯,d¯ Fˆ(AU) définissent des éléments de Z
1(U ,ΛI(M0)). L’application AU 7→ (Sc¯,d¯Fˆ(AU))
induit l’isomorphisme entre F(P1, . . . , Ps) et H1(Eq,ΛI(M0)) (théorème 3.3 de [27]).
Dans le cas à deux pentes où M0 = P⊕ 1 (qui est celui que l’on va généraliser aux pentes
non entières), avec P module pur isocline de pente entière négative, les Sc¯,d¯ Fˆ(AU) sont les
cocycles privilégiés qui permettent de réaliser l’isomorphisme entre F(P, 1) et H1(Eq,FP).
Ceci provient du fait que dans ce cas particulier le faisceau ΛI(M0) est isomorphe au fibré
FP d’après [27].
On a ici
Sc¯,d¯Fˆ(AU) =
(
Ir Fc¯,d¯
0 1
)
, Fc¯,d¯ = Fd¯ − Fc¯,
Fc¯ étant le vecteur décrit par la proposition 3.2 pour ce cas particulier. Il vérifie σq(Fc¯)− BFc¯ =
U.
Ainsi, les Fc¯,d¯ sont des sections sur les ouvertsVc¯,d¯ du fibré FP et ils constituent des cocycles.
L’application AU 7→ (Fc¯,d¯) induit l’isomorphisme entre F(P, 1) et H
1(Eq,FP) (cf. pages 27-28
de [27]).
Dans le paragraphe suivant, nous généralisons le dernier point concernant les fibrés, aux
modules de pentes non entières. Comme dans le cas de la classification analytique isofor-
melle, nous sommes malheureusement uniquement capables de calculer des cocycles ana-
logues aux précédents pour des modules aux q-différences à deux pentes, d’où cette restriction
au deuxième aspect.
3.2.2 Pour les pentes non entières
Prenons à présent E = E(r,−d, br) un module aux q-différences irréductible de pente
−d/r < 0. On a E = (Kr,ΦB) où
B =

0 1 0
...
. . .
0 1
b′z−d 0 · · · 0
 où b′ = q−d(r−1)2 br ∈ C∗.
Dans le but de relier F(E, 1) et H1(Eq,FE), nous allons construire des cocycles privilégiés
en imposant des pôles non pas sur Eq mais sur Eqr . IciM0 = (Kr+1,ΦA0) et une classe deF(E, 1)
est représentée par un module MU = (Kr+1,ΦAU ) où :
A0 =
(
B 0
0 1
)
et AU =
(
B U
0 1
)
U ∈ (C[z]d−1)
r.
On peut en effet supposerU ∈ (C[z]d−1)r d’après le lemme 2.18, on le suppose donc dans toute
cette partie.
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On cherche comme dans le cas des pentes entières, des sections du fibré FE holomorphes
sur des ouverts de Eq. Une telle section revient, on l’a vu au premier paragraphe, à cher-
cher une application F holomorphe sur un ouvert de C∗ telle que σq(F) = BF. Pour cela, on
cherche un isomorphisme, donc une matrice, entre les modules aux q-différences (Kr+1,ΦA0)
et (Kr+1,ΦAU ).
On impose alors l’isomorphisme cherché avec une matrice dansSr,1 :(
Ir F
0 1
)
et qui vérifie σq(F)− BF = U.
On a déjà vu dans le cas général qu’il existe un unique morphisme Fˆ formel vérifiant cette
équation mais, a priori, les modules associés aux matrices A0 et AU ne sont pas dans la même
classe analytique, donc F n’est pas à coefficients dans K. Nous allons chercher F méromorphe
sur C∗.
On notera ¯¯c la classe de c ∈ C∗ dans Eqr et O(C∗) désigne l’ensemble des fonctions holo-
morphes sur C∗.
Proposition 3.3. Pour tout U ∈ (C[z]d−1)r, pour tout ¯¯c ∈ Eqr \ Σ(A0), il existe un unique vec-
teur de fonctions méromorphes F˜¯¯c sur C∗, F˜¯¯c = t( f1, . . . , fr), dont les fi ont pour pôles la qr-spirale
[−cq−i+1; qr], de multiplicité ≤ d et tel que σq(F˜¯¯c)− BF˜¯¯c = U.
L’ensemble Σ(A0) est égal à {c ∈ C∗/∃n ∈ Z, cd = brq
−d(r−1)
2 qrn} modulo qr et l’ensemble Σ(A0) est
fini.
Remarque 3.4. Nous constatons l’apparition de la courbe elliptique Eqr et non plus de Eq pour
décrire les pôles. Cependant, F˜¯¯c n’a pas pour unique pôle −c, chaque coordonnée de F˜¯¯c a pour
pôle −cq−i+1, donc F˜¯¯c est holomorphe sur Eq \ {c¯}.
Remarque 3.5. L’hypothèseU ∈ (C[z]d−1)r, peut être affaiblie dans cette proposition. Il suffit en
effet que U ∈ Kr pour obtenir l’existence et l’unicité d’un tel morphisme. Cette hypothèse sera
en revanche utile pour le théorème suivant, c’est elle qui assurera que les F˜¯¯c, ¯¯c′(U), que nous
introduirons plus tard, ne dépendront que de la classe de MU dans F(E, 1).
Démonstration. On cherche F à coefficients méromorphes sur C∗ telle que σq(F) − BF = U.
En imposant des conditions sur les pôles de F à l’aide de fonctions Theta, on souhaite obtenir
l’unicité d’un tel F.
Posons F = T−1G avec G ∈ (O(C∗))r et T ∈ GLr(O(C∗)) diagonale :
T =
θ1 0. . .
0 θr

Ainsi,
F =
g1/θ1...
gr/θr
 .
Et on a :
σq(F)− BF = U ⇔ σq(G)− T[B]G = σq(T)U.
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Pour obtenir un unique G il faut et il suffit que le module aux q-différences dematrice A = T[B]
soit fuchsien (unique pente nulle) et que les valeurs propres de A soient distinctes de qn, ∀n ∈
Z . En effet, notons G = ∑
n∈Z
Gnzn, et V = σq(T)U = ∑
n∈Z
Vnzn alors :
σq(G)− AG = V ⇔ ∀n ∈ Z, qnGn − AGn = Vn
⇔ ∀n ∈ Z, Gn = (qn Ir − A)
−1Vn
(c’est un cas particulier du lemme 1.20).
Cherchons un tel A :
A = T[B] = σq(T)BT−1 =

0 σq(θ1)θ2 0
. . . 0
0 σq(θr−1)θr
b′z−d σq(θr)θ1 0 . . . 0
 .
Choisissons alors A de la forme suivante :
0 1 0
...
. . .
0 1
c′ 0 . . . 0
 , c′ ∈ C∗.
Ses valeurs propres sont les racines re de c′. Donc G sera unique si, et seulement si, pour tout
n ∈ Z, c′ 6= qrn. Il faut maintenant déterminer les θi tels que :
θ2 = σq(θ1)
θ3 = σ2q (θ1)
...
σrq(θ1) = c
′b′−1zdθ1.
Soit c ∈ C∗, on pose c′ = b′c−d et
θ1 =
(
θqr,c
)d .
Les zéros de θ1 sont de multiplicité d et sont la qr-spirale [−c; qr ]. La formule du triple produit
de Jacobi donne alors
θi+1 = σ
i
q
(
θdqr,c(z)
)
= ∏
n≥1
(1− q−rn)d ∏
n≥1
(1+ q−rnqi
z
c
)d ∏
n≥0
(1+ q−rnq−i
(z
c
)−1
)d,
les zéros des θi sont donc de multiplicité d et sont la qr-spirale [−cq−i+1, qr].
On pose alors F˜c = T−1G. Pour la matrice T choisie, il existe et est alors unique sous la
condition que pour tout n ∈ Z, cd 6= b′qrn. Pour terminer, il faut vérifier que F˜c ne dépend que
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de ¯¯c, c’est à dire F˜c = F˜cqr . On note G =
t(g1, . . . , gr), U =
t(u1, . . . , ur), on a :
σq(G)− AG = σq(T)U ⇔

σq(g1)− g2 = σq(θ1)u1
σq(g2)− g3 = σq(θ2)u2
...
σq(gr)− c′g1 = σq(θr)ur
(3.1)
⇔

g2 = σq(g1)− σq(θ1)u1
g3 = σ2q (g1)− σ
2
q (θ1)(σq(u1) + u2)
...
σrq(g1) = c
′g1 + σrq(θ1)ϕ(U),
(3.2)
où ϕ(U) = σr−1q (u1) + · · ·+ σq(ur−1) + ur est l’application définie au théorème 2.19.
Remplaçons c par cqr, soit θ′1 =
(
θqr,cqr
)d et θ′i = σi−1q (θ′1). On remarque que :
θ′1 =
(
θqr,cqr
)d
=
(
qr
( z
c
)−1
θqr,c
)d
= qrd
(z
c
)−d
θ1.
En effet, d’après la formule du triple produit de Jacobi, on a :
θq,cq(z) = ∏
n≥1
(1− q−n) ∏
n≥1
(1+ q−n−1
z
c
) ∏
n≥0
(1+ q−n+1
(z
c
)−1
)
= ∏
n≥1
(1− q−n) ∏
n≥2
(1+ q−n
z
c
) ∏
n≥−1
(1+ q−n
(z
c
)−1
)
=
1+ q
( z
c
)−1
1+ q−1 zc
θq,c
=q
( z
c
)−1
θq,c.
Comme c est remplacé par cqr , c′ est remplacé par c′q−rd. Si on note F˜cqr = T′−1G′, l’équation
vérifiée par g′1 est donc :
σrq(g
′
1) = c
′q−rdg′1 + σ
r
q(θ
′
1)ϕ(U)⇔ σ
r
q(g
′
1) = c
′q−rdg′1 + c
dz−dσrq(θ1)ϕ(U)
⇔ σrq
(
q−rd
(z
c
)d
g′1
)
= c′q−rd
(z
c
)d
g′1 + σ
r
q(θ1)ϕ(U).
Or g1 est l’unique solution holomorphe sur C∗ de σrq(g1) = c
′g1 + σrq(θ1)ϕ(U) , donc g1 =
q−rd
( z
c
)d g′1. On vérifie facilement que giθi = g′iθ′i , donc F˜c = F˜cqr .
Posons F˜¯¯c, ¯¯c′(AU) = F˜¯¯c′ − F˜¯¯c = t( f ¯¯c, ¯¯c′ , σq( f ¯¯c, ¯¯c′), . . . , σr−1q ( f ¯¯c, ¯¯c′)) où f ¯¯c, ¯¯c′ = f ¯¯c′ − f ¯¯c vérifient
l’équation :
σrq( f ¯¯c)− b
rq−d(r−1)/2z−d f ¯¯c = ϕ(U),
ϕ étant l’application définie au théorème 2.19. Les fonctions F˜¯¯c, ¯¯c′(AU) sont holomorphes sur
Eq \ {−c,−c′} et vérifient σq(F˜¯¯c, ¯¯c′)− BF˜¯¯c, ¯¯c′ = 0. Ce sont des sections du fibré FE sur les ouverts
Vc¯,c¯′ = Eq \ {−c,−c′}.
64 CHAPITRE 3. OPÉRATEURS DE STOKES D’UN MODULE AUX Q-DIFFÉRENCES
Théorème 3.6. On a un isomorphisme de C-espaces vectoriels :
F(E, 1) ∼= H1(Eq,FE)
induit par :
MU = (Kr+1,ΦAU ) 7→ (F˜¯¯c, ¯¯c′(AU)).
Démonstration. D’après la proposition précédente, à toute matrice AU, U ∈ (C[z]d−1)
r on peut
associer pour tous ¯¯c, ¯¯c′ ∈ Eqr \ Σ(A0) un unique vecteur de fonctions holomorphes sur Vc¯,c¯′ ,
F˜¯¯c, ¯¯c′(AU). Pour commencer, montrons que les F˜¯¯c, ¯¯c′(AU) ne dépendent que de la classe de MU
dans F(E, 1). Soit alors U′ ∈ C[z]d−1 tel que [MU ] = [MU ′ ], c’est à dire, d’après le théorème
2.19, ϕ(U) = ϕ(U′). On avait dans la démonstration précédente :
F˜¯¯c(U) =
 g1, ¯¯c/θ ¯¯c...
gr, ¯¯c/σr−1q (θ ¯¯c)

où θ ¯¯c =
(
θqr,c
)d, et g1, ¯¯c est l’unique application holomorphe sur C∗ vérifiant :
σrq(g1, ¯¯c) = b
′c−dg1, ¯¯c + σ
r
q(θ ¯¯c)ϕ(U).
On remarque donc que g1, ¯¯c est le même pour U ou U′. D’après le système 3.2, on a :
F˜¯¯c, ¯¯c′(AU) =

g1, ¯¯c′
θ ¯¯c′
−
g1, ¯¯c
θ ¯¯c
σq(g1, ¯¯c′ )−σq(θ ¯¯c′ )u1
σq(θ ¯¯c′ )
−
σq(g1, ¯¯c)−σq(θ ¯¯c)u1
σq(θ ¯¯c)
...
σr−1q (g1, ¯¯c′ )−σ
r−1
q (θ ¯¯c′ )(σ
r−2
q (u1)+···+ur−1)
σr−1q (θ ¯¯c′ )
−
σr−1q (g1, ¯¯c)−σ
r−1
q (θ ¯¯c)(σ
r−2
q (u1)+···+ur−1)
σr−1q (θ ¯¯c)

=

g1, ¯¯c′/θ ¯¯c′ − g1, ¯¯c/θ ¯¯c
σq (g1, ¯¯c′/θ ¯¯c′ − g1, ¯¯c/θ ¯¯c)
...
σr−1q (g1, ¯¯c′/θ ¯¯c′ − g1, ¯¯c/θ ¯¯c)
 .
On voit ici que F˜¯¯c, ¯¯c′(AU) ne dépend que de g1, ¯¯c et g1, ¯¯c′ , qui eux-même ne dépendent que de
ϕ(U) donc F˜¯¯c, ¯¯c′(AU) = F˜¯¯c, ¯¯c′(AU ′) .
L’application [MU] 7→ F˜¯¯c, ¯¯c′(AU) est bien définie et induit alors une application
α : F(E, 1)→ Z1(U ′,FE)
où U ′ est un recouvrement de Eq que nous allons décrire. On a qrZ ⊂ qZ d’où une application
surjective p : Eqr → Eq telle que le diagramme suivant soit commutatif :
C∗
pir
pi1
Eqr = C∗/qrZ
p
Eq = C∗/qZ,
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pi1 et pir étant les surjections canoniques. On peut voir que p est un revêtement de Eq, c’est une
application ouverte. On pose :
W ¯¯c = Eq \ p ({ ¯¯c}) .
C’est un ouvert de Eq et en faitW ¯¯c = Vc¯. Ainsi F˜¯¯c est holomorphe surW ¯¯c. On pose alors :
U ′ =
⋃
¯¯c∈Eqr\Σ(A0)
W ¯¯c,
c’est un recouvrement ouvert de Eq. L’application α : F(E, 1) → Z1(U ′,FE) est donc bien
définie et C-linéaire, il est facile de voir que F˜¯¯c, ¯¯c′(AU+U ′) = F˜¯¯c, ¯¯c′(AU) + F˜¯¯c, ¯¯c′(AU ′) et F˜¯¯c, ¯¯c′(λU) =
λF˜¯¯c, ¯¯c′(U) pour tout λ ∈ C.
L’application α est injective. En effet, supposons que F˜¯¯c, ¯¯c′(U) = 0 et montrons que [MU] =
[M0]. On a F˜¯¯c, ¯¯c′(U) = 0 ⇔ F˜¯¯c = F˜¯¯c′ . Donc, pour ¯¯c 6= ¯¯c′, F˜¯¯c et F˜¯¯c′ n’ont pas de pôles sur C∗.
Ainsi, nous avons une fonction F holomorphe sur C∗ telle que σq(F)− BF = U. Le lemme qui
suit montre que nécessairement F est méromorphe en 0. Le morphisme
(
Ir F
0 1
)
est alors un
isomorphisme dans K de M0 dans MU , d’où [MU ] = [M0].
Lemme 3.7. Une solution holomorphe dans C∗ de l’équation σq(F) − BF = U est automatiquement
méromorphe sur C.
Démonstration du lemme. Notons F = t( f1, . . . , fr) alors
σq(F)− BF = U ⇔

f2 = σq( f1)− u1
...
fr = σr−1q ( f1)− (σ
r−2
q (u1) + · · ·+ σq(ur−2) + ur−1)
σrq( f1) = b
′z−d f1 + σr−1q (u1) + · · ·+ σq(ur−1) + ur.
Posons f1 = ∑
n∈Z
anzn et ϕ(U) = σr−1q (u1) + · · ·+ σq(ur−1) + ur =
d−1
∑
k=0
vnzn, la dernière équation
équivaut à pour tout n ∈ Z, qrnan = b′an+d + vn.
Pour n < 0 l’équation devient qrnan = b′an+d. Notons sn le reste de la division euclidienne
de n par d, n = −knd+ sn (kn ≥ 0). Alors
an = b′q−rnan+d = b
′knq−r(knn+
kn(kn−1)d
2 )asn .
Donc quand n tend vers −∞, an serait de l’ordre de qrn
2
donc il y aurait divergence. Nécessai-
rement, an = 0 pour n << 0.
On voit de même que l’application α¯ : F(E, 1) → H1(U ′,FE) est C-linéaire et injective. En
effet, la classe de cohomologie de F˜¯¯c, ¯¯c′(AU) est nulle si F˜¯¯c, ¯¯c′(AU) = X ¯¯c′ − X ¯¯c avec X ¯¯c et X ¯¯c′ des
sections holomorphes surW ¯¯c etW ¯¯c′ ; l’argument est donc le même que pourmontrer l’injectivité
de α.
Comme en cohomologie de Cech, H1(U ′,FE) est plongé dans H1(Eq,FE) (qui en est la
limite inductive sur les recouvrements ouverts de Eq), l’application induite par α¯ de F(E, 1)
dans H1(Eq,FE) est C-linéaire et injective. C’est un isomorphisme par raison de dimension. On
sait en effet que dimC F(E, 1) = d et dimC H1(Eq,FE) = d d’après [11] page 64.
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Ce résultat se généralise à un module indécomposable de la forme M = E ⊗ Um. Avec la
convention ⊗ˆ, M a pour matrice carrée de taille mr associée :
C =

B B 0
. . . . . .
B B
0 B
 .
Soit maintenant,
AU =
(
C U
0 1
)
, U =
U1...
Um
 , Ui ∈ (C[z]d−1)r
et la matrice A0 associée au gradué (c’est à dire U = 0). Alors, on a la proposition analogue
suivante :
Proposition 3.8. Pour tout U ∈ (C[z]d−1)
n, pour tout ¯¯c ∈ Eqr \ Σ(A0), il existe un unique vecteur
de fonctions méromorphes F˜¯¯c = (Fi)i=1...m sur C∗, Fi = t( f1,i, . . . , fr,i), dont les fk,i ont pour pôles la
qr-spirale [−cq−i+1; qr], de multiplicité ≤ d et tel que σq(F˜¯¯c)− BF˜¯¯c = U.
L’ensemble Σ(A0) est égal à {c ∈ C∗/∃n ∈ Z, cd = brq
−d(r−1)
2 qrn} modulo qr et il est fini.
Démonstration. On reprend la même démonstration que dans le cas F(E, 1) en posant F =
T′−1G où
T′ =
T 0. . .
0 T
 et T′[C] =

T[B] T[B] 0
. . . . . .
T[B] T[B]
0 T[B]
 ,
cette dernière matrice est fuchsienne et σq(F)− CF = U ⇔ σq(G)− T′[C]G = σq(T′)U.
Enfin, comme un module pur isocline M de pente non entière −d/r (pgcd(d, r) = 1) et de
rang n est somme directe de modules indécomposables de même pente. On peut alors étendre
le résultat précédent à ce cas général. En effet, le module M est somme directe de modules
indécomposables donc de la forme E(r, d, bri )⊗Umi . La matrice associée à M est donc :
C =

B1⊗ˆWm1 0 0
0 B2⊗ˆWm2
. . . 0
0 Bs⊗ˆWms
 ,
où par convention Bi⊗ˆWmi =

Bi Bi 0
. . . . . .
Bi Bi
0 Bi
 .
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La matrice AU associée à une classe de F(M, 1) est de la forme :
AU =

B1⊗ˆWm1 0 0 U1
0 B2⊗ˆWm2 U2
. . . 0
...
0 Bs⊗ˆWms Us
0 0 1

U =
U1...
Us
 ∈ (C[z]d−1)n .
En appliquant la dernière proposition 3.8 à chaque bloc Bi⊗Wmi associé àUi ∈ (C[z]d−1)
rmi ,
i = 1, . . . , s, on obtient pour i = 1, . . . , s, pour tout ¯¯c ∈ Eqr \ Σ(A0), un unique vecteur F˜i, ¯¯c vé-
rifiant les propriétés de la proposition 3.8. D’où un unique vecteur de fonctions méromorphes
sur C∗, F˜¯¯c = (Fi)i=1...s associé à MU vérifiant σq(F˜¯¯c)− CF˜¯¯c = U.
L’ensemble Σ(A0) est égal à {c ∈ C∗/∃n ∈ Z, ∃i ∈ {1, . . . , s}, cd = bri q
−d(r−1)
2 qrn} modulo qr et
il est fini.
Nous montrons de la même manière, que les vecteurs de fonctions méromorphes sur C∗,
F˜¯¯c, ¯¯c′ = F˜¯¯c′ − F˜¯¯c forment des cocycles et permettent d’obtenir l’isomorphisme :
F(M, 1) ∼= H1(Eq,FM).
3.3 Opérateurs de Stokes dans le cas à deux pentes
Dans le cas des pentes entières, les cocycles calculés dans le cas général à plusieurs pentes
fournissent des opérateurs de Stokes, dans le sens où ils traduisent une ambiguïté de somma-
tion, et nous sommes capables de les déterminer pour tout module aux q-différences à pentes
entières. Dans ce cas, ces opérateurs de Stokes sont mêmes galoisiens, nous en parlerons au
chapitre suivant.
Nous allons généraliser le calcul précédent à un module aux q-différences à deux pentes
non nécessairement entières, il fournit alors des opérateurs de Stokes (qui ne sont a priori pas
galoisiens). Pour les calculer, nous sommes guidés de la même manière que pour l’étude de
F(P1, P2) par l’isomorphisme F(P1, P2) ∼= F(P1⊗ P∨2 , 1) explicité au chapitre 2 dans la formule
(2.4).
3.3.1 Calcul des opérateurs de Stokes
Supposons que E1 et E2 sont deuxmodules aux q-différences irréductibles de pentes µ1 < µ2
et de matrices associées B1 et B2, l’un des deux peut être de pente entière. Nous cherchons
alors un isomorphisme méromorphe sur C∗ entre les modules aux q-différences (Kr1+r2 ,ΦA0)
et (Kr1+r2 ,ΦAU ) où :
A0 =
(
B1 0
0 B2
)
et AU =
(
B1 U
0 B2
)
, U ∈ Mr1,r2(K)
et la matrice cherchée de la forme :
(
Ir1 F
0 Ir2
)
∈ Sr1,r2 qui vérifie σq(F)B2 − B1F = U. Or,
σq(F)B2− B1F = U ⇔ σq(Fˆ)− B1⊗ˆB∨2 Fˆ =
̂UB−12
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(cf. convention ⊗ˆ en annexe A et la formule (2.4)).
C’est donc équivalent à chercher F tel que σq(F)− B1⊗ˆB∨2 F = U
′, U′ =̂UB−12 . Il suffit donc
de calculer les cocycles associés à M′ = (Kr1r2+1,ΦA′
U′
) où :
A′U ′ =
(
B1⊗ˆB∨2 U
′
0 1
)
, U′ =̂UB−12 .
Or B1⊗ˆB∨2 est la matrice associée à E1 ⊗ E
∨
2 qui, d’après la proposition 1.32, est isomorphe à
une somme directe de modules aux q-différences irréductibles de rang r et de même pente −dr .
Il existe alors un isomorphisme de modules aux q-différences P (donné par la proposition) tel
que E1 ⊗ E∨2 soit isomorphe à un module ayant une matrice diagonale par blocs notée B, les
blocs étant les matrices Bi,j,l , i, j = 0, . . . , k− 1 et l = 1, . . . ,
p
k :
Bi,j,l =

0 1 0
...
. . .
0 1
q
−d(r−1)
2 bi,jz−d 0 · · · 0
 bi,j = qikξ jk(b1b−12 )r
et σq(P)B1⊗ˆB∨2 = BP. Ces matrices Bi,j,l correspondent à des modules irréductibles E(r,−d, bi,j)
de pente −d/r et de rang r et il y a donc pour tout i, j, p/k blocs identiques Bi,j,l.
Soit M′′ = (Kr1r2+1,ΦA′′
U′′
) où σq(P′)A′U ′ = A
′′
U ′′P
′,
P′ =
(
P 0
0 1
)
et A′′U ′′ =
(
B U′′
0 1
)
.
On note A′′0 la matrice du gradué de M
′′ correspondant à U′′ = 0. Notons U′′ = (U′′i,j,l)i,j,l et
A′′U ′′ =

B0,0,1 0 . . . 0 U′′0,0,1
0 Bi,j,l
. . .
... U′′i,j,l
...
. . . . . . 0
...
0 . . . 0 Bk−1,k−1,p/k U′′k−1,k−1,p/k
0 . . . . . . 0 1
 .
On applique la proposition 3.3, à chaque bloc Bi,j,l associé au vecteurU′′i,j,l ∈ K
r (cf. remarque
3.5), pour tout ¯¯c ∈ Eqr \ Σ(A′′0 ), il existe un unique vecteur de fonctions méromorphes sur C
∗,
F˜¯¯c,(i,j,l) vérifiant les conditions polaires de la proposition 3.3 et tel que σq(F˜¯¯c,(i,j,l))− Bi,j,l F˜¯¯c,(i,j,l) =
U′′i,j,l.
L’ensemble Σ(A′′0 ) est égal à {c ∈ C
∗/∃n ∈ Z, ∃i, j ∈ {0, . . . k− 1}, cd = bi,jq
−d(r−1)
2 qrn} modulo
qr et il est fini.
On note F˜¯¯c(A′′U ′′) = (F˜¯¯c,(i,j,l)) le vecteur obtenu en concaténant les vecteurs correspondant
aux blocs (i, j, l) et vérifiant chacun les conditions polaires de la proposition 3.3. Soit alors
F˜¯¯c(A′U ′) = P
−1F˜¯¯c(A′′U ′′). On définit ainsi F˜¯¯c(AU) par :
˜̂F¯¯c(AU) = F˜¯¯c(A′U ′) = P
−1F˜¯¯c(A
′′
U ′′).
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(La notation Fˆ est définie en annexe A, et signifie que l’on prend les colonnes de la matrice F et
qu’elles sont mises « bout à bout ».)
Ce dernier vérifie σq(F˜¯¯c(AU))B2 = B1F˜¯¯c(AU) + U et est méromorphe sur C∗, il vérifie les
conditions polaires (∗) suivantes : si
P ˜̂F¯¯c(AU) =

F0,0,1
...
Fi,j,l
...
 , Fi,j,l vecteur colonne de taille r,
chaque Fi,j,l vérifie les conditions polaires de la proposition 3.3, c’est dire, Fi,j,l =
t( f1, . . . , fr) tel
que pour s = 1, . . . , r, fs ait pour pôles la qr-spirale [−cq−s+1; qr] de multiplicité ≤ d.
On pose : Σ(A0) := Σ(A′′0 ). On a donc la proposition suivante :
Proposition 3.9. Pour tout U ∈ Mr1,r2(K), pour tout ¯¯c ∈ Eqr \ Σ(A0) il existe une unique matrice
F˜¯¯c(AU) de taille r1 × r2 à coefficients méromorphes sur C∗ et vérifiant les conditions polaires (∗), telle
que σq(F)B2 = B1F+U.
On obtient alors un isomorphisme méromorphe sur C∗ du module (Kr1+r2 ,ΦA0) sur le mo-
dule (Kr1+r2 ,ΦAU ), que l’on note S˜ ¯¯c Fˆ(AU) =
(
Ir1 F˜¯¯c(AU)
0 Ir2
)
.
Et on note également F˜¯¯c, ¯¯c′(AU) = F˜¯¯c′(AU)− F˜¯¯c(AU) et les opérateurs de Stokes associés au
module (Kr1+r2 ,ΦAU ) sont les automorphismes méromorphes de (K
r1+r2 ,ΦA0) :
S˜ ¯¯c, ¯¯c′ Fˆ(AU) =
(
Ir1 F˜¯¯c, ¯¯c′(AU)
0 Ir2
)
, ¯¯c, ¯¯c′ ∈ Eqr \ Σ(A0).
De même que précédemment, cette proposition se généralise à tout module à deux pentes
dont au moins une est non entière mais nous ne le détaillerons pas car les calculs deviennent
vite illisibles mais sont explicites.
Nous sommes ainsi capables de calculer les opérateurs de Stokes associés à tout module
aux q-différences à deux pentes. Ces opérateurs de Stokes n’ont pour l’instant pas de proprié-
tés galoisiennes, ils traduisent simplement une ambiguïté de sommation. Néanmoins, ils ont
vocation à être galoisiens.
3.3.2 Problème à trois pentes
Nous avons indiqué que nous ne sommes pas capables de calculer les opérateurs de Stokes
dans le cas à trois pentes et plus. Cela provient de l’apparition de différentes courbes elliptiques
Eqri . En effet, prenons le cas où :
AU =
B1 U1,2 U1,3B2 U2,3
0 B3
 Ui,j ∈ Mri,r j(K)
et les Bi sont des matrices de modules irréductibles de pente
di
ri
. Le calcul des opérateurs de
Stokes revient à trouver F1,2, F2,3 et F1,3 méromorphes sur C∗ tels que :
σq(F1,2)B2 = B1F1,2 +U1,2
σq(F2,3)B3 = B2F2,3 +U2,3
σq(F1,3)B3 = B1F1,3 +U1,3 +U1,2F2,3.
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En appliquant les résultats précédents, nous allons trouver F1,2 avec des pôles sur Eqr1,2 et F2,3
avec des pôles sur Eqr2,3 où
d2
r2
− d1r1 =
d
r1,2
, de sorte que dr1,2 soit une fraction irréductible et
de même d3r3 −
d2
r2
= d
′
r2,3
. Et nous sommes bloqués pour trouver F1,3 puisqu’a priori nous lui
chercherons des pôles sur Eqr1,3 , où
d3
r3
− d1r1 =
d′′
r1,3
est une fraction irréductible, mais r2,3 et r1,3
peuvent être distincts et dans ce cas la dernière équation peut être sans solution.
3.3.3 Résidus
Une seule pente non entière
Regardons simplement le cas de AU =
(
B U
0 1
)
, B étant la matrice associée à un module
irréductible de pente −dr < 0 :
B =

0 1 0
...
. . .
0 1
b′z−d 0 · · · 0
 où b′ = q−d(r−1)2 br ∈ C∗.
Nous savons calculer des opérateurs de Stokes pour cette matrice, les S˜ ¯¯c, ¯¯c′ Fˆ(AU) pour ¯¯c, ¯¯c′ /∈
Σ(A0) = {c ∈ C∗/∃n ∈ Z, cd = brq
−d(r−1)
2 qrn} modulo qr.
Pour unmodule aux q-différences à pentes entières, ces opérateurs définissent des éléments
du groupe de Galois, et pour obtenir un théorème de densité, on cherche à avoir un nombre fini
de générateurs. C’est pour cela que l’on regarde leurs résidus en les directions interdites qui
sont en nombre fini sur la courbe elliptique Eq. Regardons ici ce qui se passe pour les résidus
lorsque les pentes ne sont pas entières. Nous montrerons au prochain chapitre que les résidus
des opérateurs de Stokes pour les modules aux q-différences à deux pentes non nécessairement
entières sont galoisiens.
Fixons z0 ∈ C∗ et ¯¯c0 /∈ Σ(A0) ∪ {−z0}.
Si on note :
F˜¯¯c(AU) =
 f1...
fr

alors F˜¯¯c(AU) vérifie les équations suivantes (cf. système (2.10) au chapitre 2) :
f2 = σq( f1)− u1
f3 = σ2q ( f1)− (σq(u1) + u2)
...
fr = σr−1q ( f1)− (σ
r−2
q (u1) + · · ·+ σq(ur−2) + ur−1)
σrq( f1) = b
′z−d f1 + σr−1q (u1) + · · ·+ σq(ur−1) + ur.
Et on a :
f1 =
g
θdqr,c
, g = ∑
n∈Z
gnzn ∈ O(C∗) vérifiant :
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cdσrq(g)− b
′g = zdθdqr,c
(
σr−1q (u1) + · · ·+ σq(ur−1) + ur
)
.
Soit v = zdθdqr,c
(
σr−1q (u1) + · · ·+ σq(ur−1) + ur
)
= ∑
n∈Z
vnzn, alors :
∀n ∈ Z, gn =
vn
cdqrn − b′
.
On a donc
f1(z) =
1
θdqr,c
(
∑
n∈Z
vn(cdqrn − b′)−1zn
)
.
Cela montre la proposition suivante :
Proposition 3.10. L’application c ∈ C∗ 7→ F˜¯¯c0, ¯¯c(AU)(z0) est méromorphe sur C
∗ et les pôles sont
Σ(A0).
Nous allons étudier les résidus de cette application en les pôles Σ(A0), il suffit, comme
F˜¯¯c0, ¯¯c(AU)(z0) = F˜¯¯c(AU)(z0)− F˜¯¯c0(AU)(z0), de regarder les résidus de F˜¯¯c(AU)(z0).
Choisissons alors c′ ∈ C∗ tel que ¯¯c′ ∈ Σ(A0). Alors il existe n ∈ Z tel que c′d = b′qrn. Quitte
à multiplier par une puissance de qr, on peut supposer c′ = b′qrn0 avec n0 ∈ {0, . . . , d− 1}. Ce
pôle n’apparait qu’une seule fois, on a alors :
Res ¯¯c= ¯¯c′ f1(z0) = Res ¯¯c= ¯¯c′
1
θdqr,c(z0)
vn0(c
dqrn − b′)−1zn00
= Res ¯¯c= ¯¯c′
1
θdqr,c(z0)
vn0z
n0
0︸ ︷︷ ︸
holomorphe en c sur C∗
×
1
cdqrn − b′
.
Donc,
Res ¯¯c= ¯¯c′ f1(z0) =
(
1
θdqr,c′(z0)
vn0z
n0
0
)
(dqrn0c′d−1)−1.
Si on note θdqr,c = ∑
n∈Z
anc−nzn et α =
(
σr−1q (u1) + · · ·+ σq(ur−1) + ur
)
= ∑
n>>−∞
αnzn , alors
v = zdθdqr,cα = ∑
p,n
apc−pαnzn+p+d
= ∑
n∈Z
(
∑
p∈Z
apc−pαn−p−d
)
zn.
Alors,
Res ¯¯c= ¯¯c′ f1(z0) =
(
1
θdqr,c′(z0)
(
∑
p∈Z
a−pαn0+p−dc
′p
)
zn00
)
(dqrn0c′d−1)−1
et
Res ¯¯c= ¯¯c′ fi(z0) =
(
1
θdqr,c′q−i+1(z0)
(
∑
p∈Z
a−pαn0+p−dc
′p
)
q(i−1)n0zn00
)
(dqrn0c′d−1)−1.
D’où le lemme suivant :
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Lemme 3.11.
Res ¯¯c= ¯¯c′ F˜¯¯c(z0) = z
n0
0 Bqr,d(z
d−n0 ϕ(U))(c′)(dqrn0c′d−1)−1

θ−dqr,c′(z0)
qn0θ−dqr,c′q−1(z0)
...
q(r−1)n0θ−d
qr,c′q−(r−1)
(z0)

où ϕ(U) =
(
σr−1q (u1) + · · ·+ σq(ur−1) + ur
)
∈ K.
Démonstration. Il suffit de voir que
(
∑p∈Z a−pαn0+p−dc
′p
)
= Bqr,d(zd−n0 ϕ(U))(c′).
Théorème 3.12. L’application z 7→ F˜¯¯c(AU) est analytique si, et seulement si, pour tout ¯¯c′ ∈ Σ(A0),
Res ¯¯c= ¯¯c′ F˜¯¯c(AU)(z0) = 0.
Démonstration. On a :
b′−1zdσrq( f1)− f1 = b
′−1zdϕ(U)
⇔ b′−1zd−n0σrq( f1)− z
−n0 f1 = b′−1zd−n0 ϕ(U)
⇔ ∀n, b′−1 fn+n0−dq
r(n+n0−da−n − fn+n0a−n = b
′−1αn0+n−da−n
⇔ ∀n, b′−1qrn0 fn+n0−da−n+d − fn+n0a−n = b
′−1αn0+n−da−n
⇔
(
b′−1qrn0ξd − 1
)
Bqr,d(z
−n0 f1)(ξ) = b′−1Bqr,d(z
d−n0 ϕ(U))(ξ).
D’après l’équation (2.7), f1 est donc analytique si, et seulement si, pour tout ¯¯c′ ∈ Σ(A0),
Bqr,d(zd−n0 ϕ(U))(c′) = 0.
On notera par la suite :
∀ ¯¯c ∈ Σ(A0), ∆˜ ¯¯c(AU) := Res ¯¯c= ¯¯d log S˜ ¯¯d Fˆ(AU)(z0).
Au moins une pente non entière
Ce résultat s’étend au cas à deux pentes non entières. Soit
AU =
(
B1 U
0 B2
)
où B1 et B2 sont les matrices associées aux irréductibles E(r1, d1, b
r1
1 ) et E(r2, d2, b
r2
2 ) tels que
d1
r1
− d2r2 =
−d
r .
Reprenons les mêmes notations précédant la proposition 3.9. Pour tout ¯¯c ∈ Eqr \ Σ(A0), on
a calculé les morphismes méromorphes sur C∗ associé à AU notés F˜¯¯c(AU). Ce calcul se faisait
en se ramenant à A′U ′ :
A′U ′ =
(
B1⊗ˆB∨2 U
′
0 1
)
.
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Par l’isomorphisme P, la matrice B1⊗ˆB∨2 devient diagonale par blocs, et chaque bloc est une
matrice Bi,j,l associée à un irréductible :
Bi,j,l =

0 1 0
...
. . .
0 1
q
−d(r−1)
2 bi,jz−d 0 · · · 0
 bi,j = qikξ jk(b1b−12 )r.
Si on écrit,
P ˜̂F¯¯c(AU) =

F0,0,1
...
Fi,j,l
...
 , Fi,j,l vecteur colonne de taille r,
on a vu que Fi,j,l correspond au morphisme F˜¯¯c associé à Bi,j,l et U′′i,j,l. On applique alors les
résultats précédents.
Soit ¯¯c′ ∈ Σ(A0) alors il existe i, j ∈ {0, . . . k − 1} et n0 ∈ Z, que l’on peut supposer dans
{0, . . . , d− 1}, tels que c′d = bi,jq
−d(r−1)
2 qrn. Pour un couple (i′, j′) distinct de (i, j), c′ n’est pas un
pôle de Fi′,j′,l donc pour tout l, seul le résidu en c′ des Fi,j,l, l = 1, . . . , p/k, n’est pas nul. Et on
a :
Res ¯¯c= ¯¯c′Fi,j,l(z0) = Bqr,d(z
d−n0 ϕ(U′′i,j,l))(c
′)(zn00 dq
rn0c′d−1)−1

θdqr,c′(z0)
θdqr,c′q−1(z0)
...
θdqr,c′q−r−1(z0)

U′′i,j,l est le vecteur colonne correspondant au bloc (i, j, l). On a alors :
Res ¯¯c= ¯¯c′ ˜̂F¯¯c(AU)(z0) = P(z0)
−1

...
Res ¯¯c= ¯¯c′Fi,j,l(z0)
...
 .
D’où le théorème suivant.
Théorème 3.13. Le théorème 3.12 est encore vrai dans ce cas.
On notera par la suite :
∀ ¯¯c′ ∈ Σ(A0), ∆˜ ¯¯c′(AU) := Res ¯¯c= ¯¯c′ log S˜ ¯¯cFˆ(AU)(z0).
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Chapitre 4
Groupe de Galois
Dans ce chapitre, nous cherchons à expliciter le groupe de Galois des équations aux q-
différences. Pour cela, nous utilisons la théorie tannakienne. Dans [21] et [22], les coauteurs
expliquent que dans le cadre des équations aux q-différences, la théorie de Picard-Vessiot avec
un groupe défini sur C échoue, parce qu’en prenant le parti de n’utiliser que des fonctions
explicites (les fonctions θ...), le corps des constantes est trop gros.
Nous suivons un cheminement analogue à [21] et [22] où est traité le cas des pentes en-
tières de manière explicite. Nous commençons par étudier et décrire explicitement le groupe
de Galois formel attaché à un module aux q-différences de pentes non entières. Pour passer
au cas analytique, nous montrerons ensuite que les opérateurs de Stokes calculés au chapitre
trois pour les modules à deux pentes ont des propriétés Galoisiennes. Enfin, nous donnerons
un théorème de densité exhibant un sous-groupe Zariski-dense du groupe de Galois dans le
cas des pentes non entières qui sera l’analogue du théorème 3.5 de [22].
4.1 Un peu de théorie tannakienne
Nous allons rappeler la théorie tannakienne que nous utiliserons dans ce chapitre, elle est
basée essentiellement sur [6].
Définition 10. (cf. [6] p. 104-105 et 112 pour plus de détails)
Une catégorie tensorielle C est une catégorie munie d’un foncteur produit tensoriel de C ×C
dans C vérifiant les contraintes usuelles d’associativité, commutativité exprimées par les dia-
grammes commutatifs suivants :
– il existe un isomorphisme fonctoriel ΦX,Y,Z : X ⊗ (Y⊗ Z) ∼= (X ⊗ Y)⊗ Z tel que :
X ⊗ (Y⊗ (Z⊗ T))
ΦX,Y,Z⊗T
1⊗ΦY,Z,T
(X ⊗ Y)⊗ (Z⊗ T)
ΦX⊗Y,Z,T
((X ⊗ Y)⊗ Z)⊗ T
X ⊗ ((Y⊗ Z)⊗ T)
ΦX,Y⊗Z,T
(X ⊗ (Y⊗ Z))⊗ T
ΦX,Y,Z⊗1
– il existe un isomorphisme fonctoriel ΨX,Y, : X ⊗Y ∼= Y ⊗ X compatible avec le précédent
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tel que :
X ⊗ (Y ⊗ Z)
ΦX,Y,Z
1⊗ΨY,Z
(X⊗ Y)⊗ Z
ΨX⊗Y,Z
Z⊗ (X ⊗Y)
ΦZ,X,Y
X ⊗ (Z⊗ Y)
ΦX,Z,Y
(X⊗ Z)⊗ Y
ΨX,Z⊗1
(Z⊗ X)⊗Y
De plus, la catégorie possède un objet unité pour ce produit tensoriel. Elle est dite rigide si
Hom(X,Y) existe pour tous objets X,Y, Hom doit vérifier des propriétés de compatibilité avec
le produit tensoriel.
Définition 11. Une catégorie tensorielle rigide abélienne C telle que End(1) = C est une caté-
gorie tannakienne neutre s’il existe un foncteur fidèle, exact et tenseur-compatible C-linéaire :
ω : C → Vect f
C
, où Vect f
C
est la catégorie des espaces vectoriels de dimension finie sur C. Dans
ce cas, le foncteur ω est un foncteur fibre.
Remarque 4.1. D’après la proposition 1.16 de [6], dans une catégorie tannakienne, le produit
tensoriel ⊗ est bi-additif, commute aux limites inductives et projectives, et il est en particulier
exact.
Nous définissons alors le groupe de Galois G associé à une catégorie tannakienne C comme
étant le groupe proalgébrique des automorphismes ⊗-compatibles du foncteur fibre ω,
G = Aut⊗(ω).
Ce groupe ne dépend pas, à isomorphisme près, du foncteur fibre ω (cf. [6] p. 148-149).
Un élément de G est donc un automorphisme du foncteur ω, ϕ = (ϕ(X))Xobjet de C indexé
sur les objets de la catégorie, tel que ϕ(X) : ω(X) → ω(X) est un automorphisme C-linéaire
de ω(X). De plus, si X et Y sont deux objets de la catégorie C et f un morphisme alors ϕ(Y) ◦
ω( f ) = ω( f ) ◦ ϕ(X).
Via l’isomorphisme noté TX,Y qui identifie ω(X ⊗ Y) et ω(X)⊗ ω(Y), on a le diagramme
commutatif suivant :
ω(X⊗ Y)
TX,Y
ϕ(X⊗Y)
ω(X)⊗ ω(Y)
ϕ(X)⊗ϕ(Y)
ω(X⊗ Y)
TX,Y
ω(X)⊗ ω(Y)
.
Ainsi, ϕ(X⊗ Y) s’identifie à ϕ(X)⊗ ϕ(Y).
D’après Deligne-Milne [6], théorème 2.11, on a le théorème suivant :
Théorème 4.2. Le foncteur fibre ω définit une équivalence de catégories entre C et la catégorie des
représentations rationnelles C-linéaires de dimension finie de son groupe de Galois notée RepG.
A tout objet M on peut associer la représentation ρM : G → GL(ω(M)), définie par ϕ ∈
G 7→ ϕ(M). Le foncteur qui à M associe ρM définit cette équivalence de catégories.
Définition 12. La catégorie tannakienne< M > engendrée par un objet M d’une catégorie tan-
nakienne C est la sous-catégorie pleine dont les objets sont les sous-quotients des constructions
tensorielles de M (produits tensoriels et somme directes finies construits à partir de M et son
dual).
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Le groupe de Galois
GM := Aut⊗(ω|<M>) (4.1)
associé à la catégorie tannakienne engendrée par M (obtenu par restriction du foncteur fibre)
est un groupe algébrique d’après la proposition 2.20 de [6]. En effet, la représentationdu groupe
GM associée à l’objet M est :
ρm : ϕ ∈ GM 7→ ϕ(M) ∈ GL(ω(M)).
Cette représentation est injective. Un élément de GM est ϕ = (ϕ(Y))Y objet de<M>, comme les
objets de < M > sont des constructions tensorielles de M, ϕ est entièrement déterminé par
ϕ(M).
L’image ImρM est un sous-groupe algébrique de GL(ω(M)), que l’on notera plutôt G(M) =
{ϕ(M), ϕ ∈ GM} ; G(M) et GM sont isomorphes. Ceci donne une structure de groupe algé-
brique à GM. De plus, G est la limite projective des GM, d’où la structure de proalgébrique de
G.
4.2 Groupe de Galois formel
4.2.1 Notations
Soient q′ ∈ C∗, |q′| > 1 et (K′, σq′) un corps aux q′-différences tel que (K′, σq′) = (K, σq) ou
(Kr, σqr) ou (K, σqr). Nous noterons :
Ep(K′, q′) : la catégorie des modules aux q′-différences purs sur K′.
Ep,0(K′, q′) : la catégorie des modules aux q′-différences purs à pente nulle sur K′ ( on dit encore
modules fuchsiens).
Ep,r(K′, q′), r ∈ N∗ : la catégorie des modules aux q′-différences purs de pentes kr , k ∈ Z, sur
K′.
Pour r = 1, il s’agit de la catégorie des modules aux q-différences purs de pentes entières.
Lorsque rien n’est précisé, Ep, respectivement Ep,r désignent les catégories Ep(K, q), respective-
ment Ep,r(K, q).
Proposition 4.3. Ces catégories sont des catégories tensorielles abéliennes rigides neutres.
A partir de maintenant, nous supposons que les modules aux q-différences purs isoclines
sont en formes normales, ainsi leurs matrices associées sont à coefficients dans C[z, z−1].
Plaçons-nous sur (K, σq). Soit z0 ∈ C∗, ωz0 désigne le foncteur fibre de la catégorie Ep dans
la catégorie des C-espaces vectoriels de dimension finie, défini par :
ωz0 : Ep → Vect
f
C
(Kn,ΦA)  Cn
(Kn,ΦA)
F
→ (Kp,ΦB) F(z0).
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Remarque 4.4. Lorsque les matrices associées aux modules purs isoclines sont en forme nor-
male, les morphismes entre de tels modules sont à coefficients dans C[z, z−1] (cf. proposition
1.25), donc le foncteur est bien défini. En revanche, si on étudie un système aux q-différences
quelconque, il se peut que l’on soit obligé de changer le point base z0.
Remarque 4.5. La catégorie des modules aux q-différences purs sur K en forme normale est
équivalente à la catégorie formelle des modules aux q-différences sur Kˆ. En effet, lorsque nous
avons évoqué la filtration canonique, un module aux q-différences sur Kˆ est nécessairement
pur et les morphismes sont convergents.
Ce foncteur fibre fait de Ep une catégorie tannakienne et permet de définir les groupes de
Galois tannakiens associés aux catégories précédentes sur (K, σq).
Le groupe de Galois associé à la catégorie Ep est le groupe des automorphismes⊗-compatibles
du foncteur fibre ωz0 et on note :
Gp := Aut⊗(ωz0).
Un élément de Gp est un automorphisme ϕ où pour tout module M de la catégorie, ϕ(M) ∈
GL(ωz0(M)). Les espaces vectoriels ωz0(M ⊗ N) et ωz0(M)⊗ ωz0(N) s’identifient et en parti-
culier, pour tous objets M et N, ϕ(M ⊗ N) = ϕ(M)⊗ ϕ(N). De plus, si F est un morphisme
analytique de modules aux q-différences purs, pour tout ϕ ∈ Gp, le diagramme suivant est
commutatif :
ωz0(M)
F(z0)
ϕ(M)
ωz0(N)
ϕ(N)
ωz0(M)
F(z0)
ωz0(N).
(4.2)
Les catégories, Ep,0, respectivement Ep,r, r > 0, sont des sous-catégories pleines, abéliennes,
tensorielles rigides de Ep, et le foncteur fibre ωz0 se restreint à ces catégories, qui sont donc
tannakiennes neutres. Leurs groupes de Galois associés, sont donc définis par :
Gp,0 = Aut⊗(ωz0 |Ep,0)
respectivement,
Gp,r = Aut⊗(ωz0 |Ep,r).
On notera, s’il y a ambiguïté, Gp(K, q), Gp,0(K, q) et Gp,r(K, q). Comme Ep,0 et Ep,r sont des sous-
catégories pleines de Ep et Ep,0 est une sous catégorie pleine de Ep,r, d’après la proposition 2.21
de [6] les morphismes de groupes suivants sont surjectifs :
Gp → Gp,0, Gp → Gp,r et Gp,r → Gp,0.
Par la suite, un module aux q-différences pur sera toujours un couple (Kn,ΦA), où A est
une matrice dans GLn(C[z, z−1]) en forme normale. Au lieu d’écrire ϕ(M), on fera référence
à la matrice en forme normale en notant ϕ(A). Ainsi, un élément ϕ de groupe de Galois est
déterminé par les ϕ(A), A étant la matrice associée au module. (Pour plus de détails, cf. [24] §
1.1.2 où onmontre qu’il y a une équivalence de catégories entre la catégorie des couples (Kn, A)
et celle des modules aux q-différences).
Notre but est de décrire explicitement les matrices ϕ(A) pour tout matrice A en forme
normale.
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4.2.2 Groupe de Galois formel avec le dénominateur de la pente fixé
La catégorie Ep est la formalisée de la catégorie E des modules aux q-différences. Ainsi, Gp
s’identifie au groupe de Galois formel de E et nous l’appellerons souvent de cette manière.
En ce qui concerne les pentes entières, le groupe de Galois formel est décrit explicitement
dans [24] et [21] :
Gp,1 = C∗ ×
Gp,0︷ ︸︸ ︷
E∨q × C
où E∨q := Homgr(Eq,C
∗) désigne les morphismes de groupes « abstraits » de Eq dans C∗.
Sur un module M = (Kn,ΦzµA) où A ∈ GLn(C), un élément ϕ = (t,γ,λ) ∈ Gp,1 agit de la
manière suivante :
ϕ(A) = tµγ(As)Aλu
où t ∈ C∗, µ est la pente de M, λ ∈ C, A = AsAu est la décomposition de Dunford multiplica-
tive, As désigne la partie semi-simple et Au la partie unipotente. On définit γ(As) de la manière
suivante : si As = P diag(a1 , . . . , an) P−1, P ∈ GLn(C), ai ∈ C∗ alors
γ(As) = P diag(γ(a1), . . . ,γ(an)) P−1
(cela ne dépend pas de la diagonalisation ).
Et comme Au est une matrice unipotente Aλu = ∑
k≥0
(λk) (Au − In)
k est bien défini.
Le but est de trouver l’analogue pour les pentes non entières.
Description du groupe Gp,r
Nous cherchons ici à décrire le groupe de Galois formel des modules aux q-différences à
pentes non entières.
Fixons le dénominateur de la pente r ∈ N∗, rappelons que ξr = e2ipi/r est une racine primitive
re de 1 (paragraphe 1.1.1) et qr = e2ipiτ/r est une racine re de q = e2ipiτ . Et soit z0,r racine re de
z0. Nous souhaitons décrire le groupe de Galois Gp,r associé à la catégorie Ep,r des modules aux
q-différences purs de pentes kr , k ∈ Z.
Un élément de la catégorie Ep,r est somme directe de modules E(s, t, c) ⊗ Um indécom-
posables de pente kr =
tm
sm et de modules de pentes entières. Or pour tout ϕ ∈ Gp,r, on a
ϕ(E(s, t, c)⊗Um) = ϕ(E(s, t, c))⊗ ϕ(Um).
Et si s divise r, alors l’inclusion ir,s des catégories Ep,s ⊂ Ep,r induit un morphisme surjectif
i∗r,s des groupes de Galois associés : Gp,r → Gp,s, de sorte que pour tout ϕ ∈ Gp,r, ϕ(E(s, t, c)) =
i∗r,s(ϕ)(E(s, t, c)).
Donc pour étudier l’image de la matrice associée à un module de Ep,r par un élément du
groupe de Galois, il suffit de connaître l’image par les éléments des groupes de Galois Gp,s
de tout module irréductible de Ep,s. Nous allons donc étudier l’image ϕ(A), ϕ ∈ Gp,r, où A
est la matrice associée à E(r, d, ar) module aux q-différences irréductible de pente dr (a ∈ C
∗,
pgcd(d, r) = 1), et est de la forme :
A =

0 1
...
. . .
0 1
arq
d(r−1)
2 zd 0 . . . 0
 .
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La catégorie Ep,1 est une sous-catégorie pleine de Ep,r, on note i cette inclusion. On a alors
un morphisme de groupes i∗ : Gp,r → Gp,1 (restriction à une sous-catégorie) tel que i∗(ϕ)(B) =
ϕ(B) pour toute matrice à pente entière B qui est donc à la fois dans Ep,r et Ep,1. Comme nous
savons décrire l’action du groupe de Galois sur un module à pente entière, nous allons nous
ramener dans ce cadre pour décrire ϕ(A). On obtient alors le théorème suivant :
Théorème 4.6. Soit ϕ ∈ Gp,r. Alors il existe t ∈ C∗, γ ∈ E∨q et λ ∈ C tels que ϕ = (t,γ,λ) et
i∗(ϕ) = (tr,γ,λ). De plus, si A est la matrice sous forme normale associée à un irréductible E(r, d, ar),
il existe une matrice Ga,d(z0,r) ∈ GLr(C) telle que :
ϕ(A) = G−1a,d (z0,r) t
dγ(a) γ(Tr) Ga,d(z0,r)

1 0
γ(qr)
. . .
0 γ(qr)(r−1)

d
et Ga,d(z0,r) = diag(1, α0 , α0α1, . . . , α0 · · · αr−2), αj = a−1q
−jd
r z−d0,r ,
Tr =
 0 10 . . . 1
1 . . . 0
 ∈ GLr(C).
Remarque 4.7. Il est clair que t ne dépend que de ϕ, on a ϕ(z) = tr, et on vérifie facilement que
ϕ(A) ne dépend que de ar. La matrice Ga,d(z0,r) ne dépend que de A.
Remarque 4.8. 1. La matrice Tr est semblable à la matrice diagonale diag(1, ξr , . . . , ξr−1r ), on
a Tr = V−1diag(1, ξr , . . . , ξr−1r )V où V est la matrice de Vandermonde :
V =

1 1 · · · 1 1
ξ−1r ξ
−2
r ξ
−(r−1)
r
...
ξ−2r ξ
−4
r ξ
−2(r−1)
r
...
...
...
...
...
ξ
−(r−1)
r ξ
−2(r−1)
r · · · ξ
−(r−1)2
r 1

.
2. Pour tout γ ∈ E∨q , γ(qr)
r = 1 et γ(ξr)r = 1, donc γ(qr) et γ(ξr) sont des racines re de
l’unité. En particulier, si on note γ(ξr) = ξkr , alors γ(Tr) = T
k
r .
Démonstration. Voir annexe C.
Ainsi un élément du groupe de Galois Gp,r est un triplet ϕ = (t,γ,λ) où t ∈ C∗,γ ∈ E∨q ,λ ∈
C, λ agissant sur la partie unipotente (Um). Quelle est alors la loi de groupe de Gp,r ?
Soient ϕ et ϕ′ deux éléments du groupe de Galois, si γ(qr) = ξ lr et γ
′(ξr) = ξk
′
r , on a pour A
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représentant la matrice sous forme normale d’un irréductible E(r, d, ar) :
ϕ(A)ϕ′(A) = tdγ(a)Ga,d(z0,r)
−1 γ(Tr)

1 0
γ(qr)
. . .
0 γ(qr)(r−1)

d
×
t′dγ′(a) γ′(Tr)

1 0
γ′(qr)
. . .
0 γ′(qr)(r−1)

d
Ga,d(z0,r)
= (tt′)dγγ′(a)Ga,d(z0,r)
−1 Tkr

1 0
γ(qr)
. . .
0 γ(qr)(r−1)

d
Tk
′
r

1 0
γ′(qr)
. . .
0 γ′(qr)(r−1)

d
Ga,d(z0,r)
= (tt′)dγγ′(a)Ga,d(z0,r)
−1 γ(qr)−k
′dTkk
′
r

1 0
γγ′(qr)
. . .
0 γγ′(qr)(r−1)

d
Ga,d(z0,r)
= (tt′γ(qr)−k
′
)dγγ′(a)Ga,d(z0,r)
−1 Tkk
′
r

1 0
γγ′(qr)
. . .
0 γγ′(qr)(r−1)

d
Ga,d(z0,r).
On a donc (t,γ,λ)(t′,γ′,λ′) = (tt′γ(qr)−k
′
,γγ′,λ + λ′).
Comme γ(qr) est une racine re de l’unité, on a γ(qr)k
′
= γ′(γ(qr)) (au sens de la composition
γ′ ◦ γ et non de la multiplication dans E∨q ). On note εr(γ,γ
′) = 1
γ′(γ(qr))
= ξ−lk
′
r si γ(qr) = ξ
l
r et
γ′(ξr) = ξk
′
r . La loi de groupe est donc :
(t,γ,λ)(t′,γ′,λ′) = (tt′εr(γ,γ′),γγ′,λ + λ′).
L’élément neutre est le triplet (1, 1, 0) et (t,γ,λ)−1 = (t−1 1
εr(γ,γ−1)
,γ−1,−λ).
Il est facile de vérifier que la loi de groupe est bien associative, puisque εr vérifie la propriété
suivante (et sa symétrique) :
εr(γγ
′,γ′′) = εr(γ,γ′′)εr(γ′,γ′′).
Autrement dit, εr : E∨q × E
∨
q → µr est un morphisme de groupes, µr désignant le groupe des
racines re de l’unité.
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Proposition 4.9. Le groupe C∗ est central dans Gp,r et on a : Gp,r = Hr × C où
1→ C∗ u→ Hr
v
→ E∨q → 1, u(t) = (t, 1), v((t,γ)) = γ
est une extension centrale.
Démonstration. Il suffit de vérifier que (t,γ)(t′, 1) = (t′, 1)(t,γ).
Remarque 4.10. L’extension 1 → C∗ → Hr → E∨q → 1 est centrale mais elle n’est pas scindée.
En effet, pour choisir une section s : E∨q → Hr telle que v ◦ s = IdE∨q , la seule possibilité serait
de poser s(γ) = (1,γ), mais ce n’est pas un morphisme de groupes, puisque (1,γ)(1,γ′) =
(εr(γ,γ′),γγ′).
Ramification
Nous considérons Ep,r(K, q) la catégorie des modules aux q-différences purs sur K de pentes
k
r et son groupe deGalois associéGp,r(K, q). Nous avons vu que l’opération de ramification défi-
nie en 1.1.3 multiplie les pentes par le degré de l’extension du corps K choisie. Nous souhaitons
introduire le foncteur de ramification ramr qui permet de rendre les pentes entières.
Soit Kr = K(z1/r) une extension de degré r du corps K et qr racine re de q, on a vu que
(Kr, σqr) est un corps aux qr-différences. La catégorie Ep,1(Kr, qr) est la catégorie des modules
aux qr-différences purs sur Kr de pentes entières. On définit alors le foncteur de ramification de
degré r noté ramr :
ramr : Ep,r(K, q) → Ep,1(Kr, qr)
M  ramr(M) = M′ := Kr ⊗K M
M F→ N  M′ F
′
→ N′ où F′(a⊗m) = a⊗ F(m).
Si le module aux q-différences M est de pente kr et de rang n sur K alors ramr(M) est de pente
k et de rang n sur Kr. Le foncteur ramr est exact, fidèle et tenseur compatible.
Soit z0,r la racine re de z0 choisie au théorème 4.6 et ωz0,r , l’analogue du foncteur fibre ωz0 , sur
la catégorie Ep,1(Kr, qr), on note alors Gp,1(Kr, qr) le groupe de Galois associé à cette catégorie,
c’est par définition le groupe des automorphismes tenseur-compatibles du foncteur fibre ωz0,r .
Lemme 4.11. On a un morphisme de groupes :
ram∗r : Gp,1(Kr, qr) → Gp,r(K, q)
et ce morphisme est une immersion fermée.
Démonstration. On remarque que ωz0 = ωz0,r ◦ ramr . Ainsi, par dualité tannakienne, on a un
morphisme de groupes :
ram∗r : Gp,1(Kr, qr)→ Gp,r(K, q).
Montrons que ce morphisme est une immersion fermée. D’après la proposition 2.21 page 139
de [6], il suffit de montrer que tout objet de la catégorie Rep(Gp,1(Kr, qr)) est isomorphe à un
sous-quotient de ram∗r (X), X objet de Rep(Gp,r(K, q)). Or, grâce au théorème 4.2, la catégorie
Rep(Gp,1(Kr, qr)) est équivalente à Ep,1(Kr, qr) et Rep(Gp,r(K, q)) est équivalente à Ep,r(K, q).
Il suffit alors de montrer que tout objet de Ep,1(Kr, qr) est un sous-quotient d’un objet ramr(M)
où M est un objet de Ep,r(K, q). Soit M′ un module aux qr-différences de Ep,1(Kr, qr), supposons
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qu’il est de rang n sur Kr et de pentes entières µi, i = 1, . . . , s. Comme K est un sous-corps de
Kr, par restriction des scalaires, on peut voir M′ comme un module aux q-différences de rang
rn sur K et de pentes µi/r. On note M˜′ ce module. En ramifiant, ramr(M˜′) = Kr ⊗K M˜′ est donc
un module aux qr-différences sur Kr, pur de rang rn et de pentes µi. Il est clair que M′ est alors
un sous-module de ramr(M˜′).
Exemple 4.12. Illustrons sur un exemple la démonstration précédente. Soit M′ = (Kr,Φazd/r).
Alors, nous avons vu au premier chapitre (remarque 1.24) pendant l’étude de la forme normale
d’un module irréductible que M˜′ = E(r, d, ar) et que ramr(M˜′) est isomorphe à un module
ayant pour matrice :
zd/r
a 0ξra
0
. . .
 .
Remarque 4.13. Nous pouvons améliorer cet exemple en faisant l’analogie avec la section 1.4
de [14] en prenant pour revêtement Π : (Kr, σqr) → (K, σq), défini par z 7→ z
r. Son groupe
de Galois est alors Z/rZ. On constate que Π∗ = ramr et en prenant pour Π∗, le foncteur de
restriction des scalaires, nous avons alors pour tout objet X de Ep,1(Kr, qr) :
Π∗Π∗X ∼=
⊕
g∈µr
g(X), (4.3)
où si g = ξ lr , g(X) est le module tel que les valeurs propres de la matrice associée à X sont mul-
tipliées par ξ lr. D’après l’exemple précédent, cette affirmation est vraie pour X = (Kr,Φazd/r).
Par la décomposition de Jordan, tout objet de Ep,1(Kr, qr) a une matrice de la forme :z
µ1
r As,1Au,1
. . .
zµkr As,kAu,k
 ,
avec µi ∈ Z, As,i la partie semi-simple et Au,i la partie unipotente. Ainsi, la formule (4.3),
est vraie pour X = (Knr ,ΦzµAs) où As est semi-simple et se généralise facilement grâce à la
démonstration du théorème 1.18.
Ainsi ram∗r (Gp,1(Kr, qr)) est un sous-groupe fermé de Gp,r(K, q). On a la proposition sui-
vante :
Proposition 4.14.
ram∗r (Gp,1(Kr, qr)) = {ϕ = (t,γ,λ) ∈ Gp,r(K, q)/γ(qr) = 1}.
Démonstration. Soit A la matrice associée à unmodule irréductible E(r, d, ar). Soit ψ un élément
de ram∗r (Gp,1(Kr, qr)), alors il existe ϕ ∈ Gp,1(Kr, qr) tel que ψ = ϕ ◦ ramr . Alors, regardons
ψ(A) = ϕ(ramr(A)). La matrice ramr(A) correspond à un module aux qr-différences de pente
entière d. On a vu à la remarque 1.24 qu’il existe une matrice G à coefficients dans Kr telle que
σqr(G) A = z
d/r diag(a, ξr a, . . . , ξr−1r a) G et :
G =

1 1 . . . 1
ξ−1r ξ
−2
r . . . 1
ξ−2r ξ
−4
r . . . 1
...
...
ξ
−(r−1)
r ξ
−2(r−1)
r . . . 1


g1
g2 0
. . .
0
. . .
gr

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et gi = q
d(r−1)
2 ar−iq
d(i−1)(2r−i)
2
r q
−id(r−1)
r z
−d(i−1)
r .
Donc ϕ = (t,γ′,λ) ∈ Gp,1(Kr, qr) = C∗ × E∨qr × C tel que ϕ(z
1/r) = t et d’après le dia-
gramme (4.2) :
ψ(A) = G(z0,r)−1tdγ′(a)γ′(diag(1, ξr , . . . , ξr−1r ))G(z0,r).
Notons
V =

1 1 · · · 1 1
ξ−1r ξ
−2
r ξ
−(r−1)
r
...
ξ−2r ξ
−4
r ξ
−2(r−1)
r
...
...
...
...
...
ξ
−(r−1)
r ξ
−2(r−1)
r · · · ξ
−(r−1)2
r 1

,
on a vu que V−1diag(1, ξr , . . . , ξr−1r )V = Tr.
On remarque de plus que VGa,d(z0,r) = αG(z0,r), où α ∈ C∗ et Ga,d(z0,r) est la matrice
apparaissant dans le théorème 4.6. On constate alors que
ψ(A) = Ga,d(z0,r)
−1tdγ′(a)γ′(Tr)Ga,d(z0,r).
D’où la proposition.
4.2.3 Groupe de Galois formel universel
Nous allons décrire ici le groupe de Galois pur universel, noté Gp et associé à la catégorie
des modules aux q-différences purs sur K. Dans leur article [18], van der Put et Reversat le
décrivent déjà en construisant une théorie de Picard-Vessiot de solutions abstraites. A partir de
notre description explicite des groupes de Galois Gp,r, nous arrivons au même résultat qu’eux.
Soient, r, s ∈ N∗, si r divise s alors Ep,r est une sous-catégorie pleine de Ep,s. Grâce à la
proposition 2.21 de [6], on a donc un morphisme surjectif de groupes :
ϕr,s : Gp,s → Gp,r, ϕr,s(t,γ,λ) = (ts/r,γ,λ).
(Ce sont bien des morphismes de groupes.)
Le groupe de Galois Gp est la limite projective des groupes de Galois Gp,r pour le système
projectif décrit par les morphismes ϕr,s, lorsque r divise s..
Nous avions Gp,r = Hr × C, on a alors la proposition suivante :
Proposition 4.15. Le groupe de Galois pur universel est Gp = H ×C où :
1→ Q∨ u→ H v→ E∨q → 1, u(α) = (α, 1), v((α,γ)) = γ
est une extension centrale. Les morphismes ϕr : Gp → Gp,r sont ϕr(α,γ,λ) = (α( 1r ),γ,λ).
Un élément de Gp est donc un triplet (α,γ,λ), α ∈ Q∨, γ ∈ E∨q et λ ∈ C. La loi de groupe est :
(α,γ,λ)(α′,γ′,λ′) = (αα′ε(γ,γ′),γγ′,λ + λ′)
où ε : E∨q × E
∨
q → Q
∨ est un morphisme de groupes tel que, pour r ∈ N∗, ε(γ,γ′)( 1r ) = εr(γ,γ
′).
On rappelle que Q∨ = Homgr(Q,C∗) (Q est muni de la loi +) et E∨q = Homgr(Eq,C
∗).
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Démonstration. Cette démonstration se déroule en trois étapes. Dans le lemme 4.16, on montre
que lim
←−
(Hr × C) = lim←−(Hr)× C. Donc Gp = lim←−(Hr)× C. Puis dans le lemme 4.17, on montre
que lim
←−
(C∗r ) = Q
∨ (pour le système projectif induit par les ϕr,s que nous expliciterons). Enfin,
on décrit que H = lim
←−
Hr.
Lemme 4.16. lim
←−
(Hr × C) = lim←−(Hr)×C.
Démonstration du lemme 4.16. On considère le système projectif (Hr × C, ϕr,s). Soit lim←−Hr muni
desmorphismes ψr : lim←− Hr → Hr, la limite projective du système projectif (Hr, ϕr,s|) où ϕr,s| est
la restriction de ϕr,s à Hs, on a bien ϕr,s(Hs) ⊂ Hr. On veutmontrer que
(
(lim
←−
(Hr)× C,ψr × id
)
est la limite projective du système (Hr×C, ϕr,s). Pour cela, nous allons utiliser la caractérisation
de la limite projective par sa propriété universelle.
Soit (P,Ψr) un groupe muni de morphismes de groupes Ψr : P → Gp,r tels que pour r, s ∈
N∗ tels que r divise s, on a Ψr = ϕr,s ◦Ψs le diagramme suivant :
P
Ψs Ψr
g
lim
←−
(Hr)× C
ψr×idψs×id
Hs × C ϕr,s Hr × C.
(4.4)
On doit montrer qu’il existe un unique morphisme de groupes g : P→ lim
←−
(Hr)×C rendant le
diagramme commutatif. Or, il existe un unique morphisme de groupes g˜ : P → lim
←−
(Hr) tel le
diagramme suivant soit commutatif :
P
ps◦Ψs pr◦Ψr
g˜
lim
←−
(Hr)
ψrψs
Hs ϕr,s| Hr
où pr : Hr × C → Hr est la projection canonique.
Soit alors u ∈ P,tel que Ψr(u) = (hr,λ), on pose g(u) = (g˜(u),λ). l’application g est bien
définie, c’est bien un morphisme de groupes et le diagramme (4.4) est commutatif. De plus, g
est unique. Supposons qu’il existe g′ rendant le diagramme commutatif alors g′(u) = (v,λ′).
On a nécessairement λ = λ′ et pour tout s, ψs(v) = ps ◦ Ψs(u), donc v = g˜(u) par unicité de g˜.
On a donc montré que lim
←−
(Hr × C) = lim←−(Hr)×C.
Lemme 4.17. On considère C∗ muni du système projectif suivant : soient r, s ∈ N∗, si r divise s, on
pose :
ρr,s : C∗s → C
∗
r
t 7→ ts/r.
Alors lim
←−
(C∗r ) = Q
∨.
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Démonstration du lemme 4.17. Montrons que (Q∨, ρr) où ρr : Q∨ → C∗r est défini par ρr(α) =
α
( 1
r
)
est la limite projective de ce système projectif. Soit (P,Ψr) où P est un groupe et Ψr : P→
C∗r des morphismes de groupes et soit le diagramme suivant :
P
Ψs Ψr
g
Q∨
ρrρs
C∗s ρr,s
C∗r .
(4.5)
On cherche un unique morphisme de groupes g rendant le diagramme (4.5) commutatif.
On a :
Q∨ = {α : (Q,+)→ (C∗,×) morphismes de groupes } .
Si r divise s alors ρr,s ◦ Ψs = Ψr, autrement dit pour tout u ∈ P, Ψs(u)s/r = Ψr(u). On définit
g : P → Q∨ par g(u) = α où on pose pour tout r ∈ N∗, α
( 1
r
)
= Ψr(u) et α(0) = 1, de sorte
que pour tout s ∈ Z∗, α
( s
r
)
= α
( 1
r
)s
. Ceci définit bien un élément de Q∨. Un tel g rend le
diagramme (4.5) commutatif et c’est un morphisme de groupes. En effet, soient u1, u2 ∈ P tels
que g(u1u2) = α et g(u1) = α1, g(u2) = α2 alors :
∀r ∈ N∗, α
(
1
r
)
= Ψr(u1u2) = Ψr(u1)Ψr(u2) = α1
(
1
r
)
α2
(
1
r
)
.
De plus g est unique car si g′ est un autre morphisme de groupes faisant commuter le dia-
gramme alors pour tout u ∈ P, pour tout r ∈ N∗, g(u)
( 1
r
)
= Ψr(u) = g′(u)
( 1
r
)
; or g(u) est
dans Q∨ donc entièrement déterminé par l’image des fractions 1r .
Pour tout r ∈ N∗, on avait la suite exacte suivante :
1→ C∗ → Hr → E∨q → 0.
Considérons le morphisme de groupes suivant :
ε : E∨q × E
∨
q → Q
∨
(γ,γ′) 7→ ε(γ,γ′),
où ε(γ,γ′) : Q → C∗ est un morphisme de groupes défini pour tout r ∈ N∗ par ε(γ,γ′)( 1r ) =
εr(γ,γ′) (cf. définition de εr après le théorème 4.6).
Pour l’instant, on a Gp = lim←−(Hr)× C. On pose H = lim←− Hr. Montrons que :
H = {(α,γ) ∈ Q∨ × E∨q / ∀α, α
′ ∈ Q∨, ∀γ,γ′ ∈ E∨q , (α,γ)(α
′,γ′) = (αα′ε(γ,γ′),γγ′)}
muni des morphismes :
ψr : H → Hr
(α,γ) 7→
(
α
(
1
r
)
,γ
)
,
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qui vérifient bien ϕr,s| ◦ ψs = ψr, est la limite projective cherchée. Par une démonstration simi-
laire aux lemmes précédents, on montre que c’est bien la limite projective cherchée. En effet,
soit (P,Ψr) tel que le diagramme suivant soit commutatif :
P
Ψs Ψr
g
H
ψrψs
Hs ϕr,s| Hr.
(4.6)
On pose pour tout u ∈ P, g(u) = (α,γ) où Ψr(u) = (t,γ) et α est défini par α
( 1
r
)
= t. Il faut
vérifier que g est bien un morphisme de groupes : soient u1, u2 ∈ P, on pose g(u1u2) = (α,γ),
g(u1) = (α1,γ1) et g(u2) = (α2,γ2). On a :
g(u1)g(u2) = (α1α2ε(γ1,γ2),γ1γ2).
Et, par définition, pour tout r ∈ N∗ :
α
(
1
r
)
= Ψr(u1u2) = Ψr(u1)Ψr(u1) = (α1
(
1
r
)
α2
(
1
r
)
εr(γ1γ2),γ1γ2),
donc g(u1u2) = g(u1)g(u2). Il est clair que g est unique.
Et on a le diagramme de suites exactes suivant :
1 Q∨
ρr
lim
←−
Hr = H
ψr
E∨q
id
1
1 C∗ Hr E
∨
q 1,
ρr : Q∨ → C∗ est définie par α 7→ α
( 1
r
)
. Les extensions sont centrales.
On retrouve exactement la description donnée dans [18] à la page 693.
4.3 Représentations et groupe de Galois
4.3.1 Notations, définitions
Par analogie avec les notations formelles, notons pour un corps aux q′-différences (K′, σq′)
tel que (K′, σq′) = (K, σq), (Kr, σqr) ou (K, σqr) :
E(K′, q′) : la catégorie des modules aux q′-différences sur K′. Et lorsqu’il s’agira de (K, σq), on
notera simplement E .
Er(K′, q′), r ∈ N∗ : la catégorie des modules aux q′-différences sur K′ de pentes kr , k ∈ Z et de
même, sur (K, σq), on notera simplement Er.
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Tout module aux q-différences admet un unique gradué. Nous avons vu que le foncteur gr
de E dans Ep (cf. §1.2.3), qui à un module aux q-différences M associe son gradué et à un mor-
phisme de modules aux q-différences associe le morphisme gradué, est fidèle exact et tenseur-
compatible.
Nous pouvons donc considérer qu’un élément de E a une matrice sous forme standard :
AU =
A1 Ui,j. . .
0 As
 ,
où Ai est la matrice d’unmodule pur isocline en forme normale et d’après le deuxième chapitre,
les Ui,j sont des matrices à coefficients dans C[z, z−1].
Nous avions défini sur Ep, le foncteur ωz0 , on définit alors sur E , le foncteur
ωˆz0 := ωz0 ◦ gr.
C’est un foncteur fibre sur E . La catégorie E munie de ce foncteur fibre est tannakienne soit,
G := Aut⊗(ωˆz0),
son groupe de Galois.
De plus, Ep est une sous-catégorie de E , si on note i cette inclusion, gr ◦ i = id et par dualité
tannakienne, on a :
G
i∗
Gp
gr∗
et i∗ ◦ gr∗ = id.
Si on note S = Ker i∗, S est alors appelé le groupe de Stokes (ses éléments sont triviaux sur les
modules purs), on obtient la suite exacte scindée :
1→ S→ G → Gp → 1.
Ainsi, le groupe de Galois G est le produit semi-direct de S par Gp, G = S o Gp. Le groupe
Gp agit par conjugaison sur les éléments de S : on notera pour tout g0 ∈ Gp et tout s ∈ S,
sg0 = g0 s g−10 ∈ S.
Pour tout r ∈ N∗, le foncteur ωˆz0 se restreint aux sous-catégories abéliennes tensorielles
rigides Er et l’inclusion i se restreint aussi : Ep,r ⊂ Er, par conséquent, on peut définir :
Gr := Aut⊗(ωˆz0 |Er)
le groupe de Galois de la catégorie tannakienne Er et on note Sr = Ker(i∗|Gr), la suite exacte
de groupes 1 → Sr → Gr → Gp,r → 1 est encore scindée et on a le diagramme commutatif
suivant :
1 S G Gp 1
1 Sr Gr Gp,r 1.
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On peut aussi restreindre le foncteur à la catégorie tannakienne engendrée par un objet M de
E , auquel cas on notera SM, GM et Gp,M et on a la suite exacte scindée de groupes algébriques :
1→ SM → GM → Gp,M → 1.
Par la théorie tannakienne evoquée au paragraphe 4.1, toute catégorie tannakienne est équi-
valente à la catégorie des représentations rationnelles de son groupe de Galois. Désormais,
lorsqu’on parlera de représentations, il est sous-entendu qu’elles sont rationnelles.
A tout objet M de E , on peut associer la représentation ρM : G → GL(ωˆz0(M)), ϕ 7→ ϕ(M).
Comme on l’a vu dans le paragraphe 4.1 à la page 77, le groupe GM s’identifie au sous-
groupe algébrique ImρM = G(M) = {ϕ(M)/ϕ ∈ GM} de GL(ωˆz0(M)).
4.3.2 Groupe de Stokes d’un objet à deux pentes
Soient M1 = (Kr1 ,ΦA1) et M2 = (K
r2 ,ΦA2) deux modules aux q-différences purs isoclines
de pentes µ1 < µ2. Soit M = (Kn,ΦAU ) module aux q-différences à deux pentes de gradué
M0 = M1 ⊕M2 et tel que :
AU =
(
A1 U
0 A2
)
U ∈ Mr1,r2(K)
(la matrice U est supposée à coefficients polynomiaux en z et z−1, ce qui est possible d’après le
deuxième chapitre).
Par restriction à la catégorie tannakienne engendrée par M, nous avons encore la suite
exacte scindée de groupes algébriques :
1→ S(M)→ G(M)→ Gp(M)→ 1
où G(M) est le sous-groupe algébrique de GL(ωˆz0(M)) = GLn(C) qui est l’image ρM(GM) de
la représentation associée à l’objet M dans < M > (cf. formule 4.1 page 77) et S(M) l’image
ρM(SM).
Les modules M1 et M2 sont des objets de la catégorie < M > car M1 est un sous-module de
M et M2 un quotient.
Comme nous l’avons déjà précisé, nous désignons un module (Kn,ΦA) par sa matrice, ainsi
nous notons ωˆ(A) au lieu de ω(M). On a ωˆz0(A) = ωˆz0(M) = ωz0(M).
Pour i = 1, 2, notons alors Vi le C-espace vectoriel ωˆz0(Ai). Soient ρ1 : GM → GL(V1) la
représentation du groupe GM associée à A1 considéré comme objet de < M >, et ρ2 : GM →
GL(V2) la représentation associée à A2. Si on note ρM la représentation de G associée à un AU,
on a la suite exacte de représentations suivante :
0→ ρ1 → ρM → ρ2 → 0.
Ainsi, en particulier, on a une suite exacte des C-espaces vectoriels sous-jacents
0→ V1 → ωˆz0(M)→ V2 → 0.
Ainsi ωˆz0(M) = V1 × V2, pour tout g ∈ G, et pour tout (v1, v2) ∈ V1 × V2, on a de manière
générale pour toute extension de représentations, ρM(g)(v1, v2) = (ρ1(v1) + α(v2), ρ2(v2)), que
l’on écrit :
ρM(g) =
(
ρ1(g) α(g)
0 ρ2(g)
)
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où α est une application de G → L(V2,V1) de telle sorte que ρM soit une représentation de
groupe, autrement dit, α vérifie :
∀g, g′ ∈ G, α(gg′) = ρ1(g)α(g′) + α(g)ρ2(g′).
Pour tout s ∈ S, comme les modules M1 et M2 sont purs, on a ρ1(s) = s(M1) = Ir1 et
ρ2(s) = s(M2) = Ir2 . Le groupe des Stokes de M, S(M) est un espace vectoriel, en tant que
sous-groupe algébrique d’un espace vectoriel, le groupe de matrices unipotentes
Sr1,r2(C) =
{(
Ir1 X
0 Ir2
)
,X ∈ Mr1,r2(C)
}
isomorphe à Mr1,r2(C). On note s(M) son algèbre de Lie, c’est un sous-espace vectoriel de
gr1,r2(C) =
{(
0 X
0 0
)
,X ∈ Mr1,r2(C)
}
.
On considère toujours M = (Kn,ΦAU ) qui est, en particulier, un représentant d’une classe
analytique isoformelle de F(M1,M2), on a le lemme suivant :
Lemme 4.18. L’algèbre de Lie s(M) est nulle si et seulement, si M est un représentant de la classe nulle
de F(M1,M2), autrement dit, il existe un isomorphisme analytique respectant la graduation entre M0
et M.
Démonstration. La réciproque est évidente. Montrons que si s(M) = 0 alors il existe un mor-
phisme de modules aux q-différences respectant la graduation entre M0 et M. Soit g ∈ GM,
comme 1 → SM → GM → Gp,M → 1 est une suite exacte scindée de groupes algébriques, il
existe s ∈ SM et g0 ∈ Gp,M tel que g = sg0 donc
ρM(g) = ρM(s)ρM(g0) =
(
ρ1(g0) 0
0 ρ2(g0)
)
=
(
ρ1(g) 0
0 ρ2(g)
)
= ρM0(g).
On a donc un isomorphisme d’extensions entre ρM et ρM0 , par dualité tannakienne, il existe un
isomorphisme respectant la graduation de M0 dans M.
Quelques exemples
Exemple 4.19. Prenons M1 = (K,Φa) et M2 = (K,Φbz), alors Au =
(
a u
0 bz
)
, nous pouvons
même supposer que u ∈ C. On a Gp(M) = C∗ × C∗ et il agit sur S(M) de la manière suivante :
soient w, x ∈ C∗, et
(
1 α
0 1
)
∈ S(M), alors
(
w 0
0 x
)(
1 α
0 1
)(
w−1 0
0 x−1
)
=
(
1 wαx−1
0 1
)
∈ S(M).
Ainsi, si
(
1 α
0 1
)
appartient à S(M) alors pour tout t ∈ C∗,
(
1 tα
0 1
)
appartient aussi à S(M).
Donc s(M) = 0 ou s(M) = C.
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Exemple 4.20. Prenons maintenant M1 = E(r,−d, br), r > 1 et M2 = 1, M = (Kr+1,ΦAU ) et
nous pouvons supposerU ∈ C[z]d−1. Le groupe de Galois formel de M est :
Gp(M) =
{(
C 0
0 1
)
/C = t−dγ(b)

0 α−10
...
. . .
0 α−1r−2
α0 · · · αr−2 0

k

1
ξ lr
. . .
ξ
l(r−1)
r

−d
, t ∈ C∗,γ ∈ E∨q ,γ(ξr) = ξ
k
r ,γ(qr) = ξ
l
r
}
.
Le groupe de Galois Gp(M) agit de la même manière sur S(M) :
si
(
C 0
0 1
)
∈ Gp(M) et
(
Ir X
0 1
)
∈ S(M) alors
(
Ir CX
0 1
)
∈ S(M)
donc, si X ∈ s(M) alors CX ∈ s(M).
Lemme 4.21. Les espaces vectoriels stables par Gp(E(r,−d, br)) sont {0} et Cr.
Démonstration. Supposons queX = t(x1, x2, . . . , xr) ∈ s(M) ⊂ Cr alors pour tout l ∈ {0, . . . , r−
1}, 
1
ξ lr
. . .
ξ
l(r−1)
r


x1
x2
...
xr
 =

x1
ξ lrx2
...
ξ
(r−1)l
r xr
 ∈ s(M),
car r et d sont premiers entre eux ( ξdr est donc une racine primitive re de l’unité).
D’après le lemme C.2 provenant de la démonstration du théorème 4.6, on a :
r−1
∑
j=0
ξ
kj
r =
{
0 si k 6= 0 mod r
r sinon .
Alors pour tout j ∈ {0, . . . , r− 1} :
r−1
∑
l=0
ξ
r−jl
r

x1
ξ lrx2
...
ξ
(r−1)l
r xr
 =

0
...
0
xj+1
0
...
0

∈ s(M).
De plus, grâce aux matrices de permutation
0 α−10
...
. . .
0 α−1r−2
α0 · · · αr−2 0

k
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alors pour tout k ∈ {1, . . . , r}, xjEk ∈ s(M) où Ek est le vecteur élémentaire dont les coordon-
nées sont nulles sauf la ke qui vaut 1. On conclut alors que s’il existe X 6= 0 dans s(M) alors
s(M) = Cr.
Ainsi, comme dans l’exemple précédent, s(M) = {0} ou Cr. On peut étendre le lemme
précédent au cas d’un module indécomposable.
Lemme 4.22. Les espaces vectoriels stables par Gp(E(r,−d, br)⊗Um) sont {0} et Crm.
Démonstration. Un élément de Gp(E(r,−d, br)⊗Um) est une matrice C⊗Wλm où C est une ma-
trice de Gp(E(r,−d, br)) et λ ∈ C. Soit V un espace vectoriel stable par Gp(E(r,−d, br)⊗Um)
et soit X ∈ V tel que
X =
X1...
Xm
 ∈ Crm, Xi ∈ Cr.
Prenons λ = 0. Alors,
C⊗ ImX =
CX1...
CXm
 ∈ V.
De même que dans la démonstration précédente, on montre pour tout j = 1, . . . , r,Ej,jX1...
Ej,jXm
 ∈ V,
où Ej,j est la matrice élémentaire dont tous les coefficients sont nuls sauf celui à la place (j, j).
Prenons λ = 1, alors, Ej,jX1 + Ej,jX2...
Ej,jXm
 ∈ V.
On montre par récurrence que pour tout k = 1, . . . ,m,
Ej,jXk
...
Ej,jXm
0
...
0

∈ V.
donc pour tout j, pour tout x ∈ C

Ejx
0
...
0
 ∈ V et même,

0
...
0
Ejx
0
...
0

∈ V.
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Par les matrices de permutations, on en déduit que soit X = 0 est le seul vecteur de V soit
V = Crm.
Pour tout objet M de la catégorie E dont la matrice est sous forme standard :
AU =
A1 Ui,j. . .
0 As
 ,
le groupe algébrique S(M) est un sous-groupe algébrique de Sr1,...,rs(C) où ri désigne la taille
de Ai (cf. (2.2) pour la notation et [21]).
De manière générale, S est un groupe pro-unipotent, on notera alors s son algèbre de Lie.
De même pour Sr, on note sr son algèbre de Lie. On étend alors l’action par conjugaison du
groupe de Galois formel sur l’algèbre de Lie.
4.3.3 Extensions de représentations du groupe de Galois
Considérons C la catégorie tannakienne engendrée par les modules aux q-différences à deux
pentes dont le gradué est fixé. Plus précisément, fixons M0 = (Kn1+n2 ,ΦA0)module pur à deux
pentes tel que :
A0 =
(
A1 0
0 A2
)
.
Les modules (Kn1 ,ΦA1) et (K
n2 ,ΦA2) sont purs isoclines de pentes µ1 < µ2.
La catégorie C est engendrée par les modules aux q-différences M = (Kn1+n2 ,ΦAU ) où :
AU =
(
A1 U
0 A2
)
U ∈ Mn1,n2(K).
Par abus de notation, nous désignerons un module aux q-différences par sa matrice associée.
Ainsi, pour tout U ∈ Mn1,n2(K), on a une suite exacte de modules aux q-différences :
0→ A1 → AU → A2 → 0.
On note pour simplifier, ω := ωz0 et ωˆ = ω ◦ gr et ici G le groupe de Galois de la catégorie
C obtenu par restriction du foncteur ωˆ, S le groupe des Stokes et G0 le groupe de Galois de <
M0 >, qui est aussi le groupe deGalois formel associé à la catégorie C (voir la fin du paragraphe
4.3.1). La suite exacte scindée de groupes suivante est toujours valable :
1→ S→ G → G0 → 1.
Proposition 4.23. Le groupe des Stokes de la catégorie C est un groupe vectoriel, c’est à dire pro-
unipotent et commutatif.
Démonstration. Soit M un objet de C, < M > est une sous-catégorie pleine de C, on a donc
des morphismes de groupes surjectifs j∗M : G → GM et pour M
′
> M, et des morphismes de
groupes algébriques surjectifs j∗M,M′ : GM′ → GM. Le diagramme suivant est commutatif :
1 S
j∗M
G
j∗M
G0
j∗M
1
1 SM GM G0,M 1.
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Nous avons vu dans le paragraphe 4.3.2, que pour tout module M = (Kn1+n2 ,ΦAU ), le
groupe des Stokes SM est isomorphe au sous-groupe algébrique deGLn1+n2(C),Sn1,n2(C), donc
S(M) est un espace vectoriel. Ici, on a :
S = lim
←−
SM
pour le système projectif M′ > M s’il existe X tel que M′ = M⊕ X, et par restriction, on a un
morphisme linéaire j∗M,M′ : SM′ → SM.
D’après [6], on a G = lim
←−
GM, or pour tout M, SM est un sous-groupe de GM et les mor-
phismes j∗M,M′ se restreignent à S, ceci nous assure que S = lim←− SM en tant que groupe pro-
algébrique. Comme les SM pour M = (Kn1+n2 ,ΦAU ) sont des espaces vectoriels et les j
∗
M,M′
des applications linéaires, S est naturellement muni d’une structure d’espace vectoriel donc en
particulier de groupe vectoriel.
Pour i = 1, 2, Vi désigne le C-espace vectoriel ωˆ(Ai). Soient ρ1 : G → GL(V1) la représenta-
tion du groupe G associée à A1 et ρ2 : G → GL(V2) la représentation associée à A2. Si on note
ρ la représentation de G associée à un AU, on a la suite exacte de représentations suivante :
0→ ρ1 → ρ → ρ2 → 0.
Comme dans le paragraphe 4.3.2 , on a :
ρ(g) =
(
ρ1(g) α(g)
0 ρ2(g)
)
où α est une application de G → L(V2,V1) de telle sorte que ρ soit une représentation de
groupe, autrement dit, α vérifie :
∀g, g′ ∈ G, α(gg′) = ρ1(g)α(g′) + α(g)ρ2(g′). (4.7)
Etudions à présent Ext(ρ2, ρ1).
Théorème 4.24. On a un isomorphisme de C-espaces vectoriels :
Ext(ρ2, ρ1)
∼
→ LG0(S,L(V2,V1)).
Le groupe G0 agit sur S et sur L(V2,V1)) qui sont donc des G0-modules. L’espace vectoriel
LG0(S,L(V2,V1)) est ainsi l’ensemble des applications linéaires α de S dans L(V2,V1) tel que
pour tout g0 ∈ G0, α(sg0 ) = ρ1(g0)α(s)ρ2(g0)−1 où α(sg0 ) := α(g0sg−10 ).
Remarque 4.25. Nous signalons ici une analogie avec le corollaire 5.11 de [18], mais nous ne
l’avons pas regarder en détail.
Démonstration. Le groupe G agit sur L(V2,V1) par :
∀g ∈ G, ∀A ∈ L(V2,V1), g.A := ρ1(g)Aρ2(g)−1.
On définit H1(G,L(V2,V1)) comme étant le quotient Z1(G,L(V2,V1))/B1(G,L(V2,V1)) où
Z1 est l’ensemble des cocycles et B1 celui des cobords définis par :
Z1(G,L(V2,V1)) = { f : G → L(V2,V1) / ∀g, g′ ∈ G, f (gg′) = g. f (g′) + f (g)}
B1(G,L(V2,V1)) = { f ∈ Z1(G,L(V2,V1)) / ∃A ∈ L(V2,V1), ∀g ∈ G, f (g) = g.A− A}
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de sorte que tout soit rationnel.
Toute matrice AU donne une représentation du groupe G, ρ : G → GL(V1×V2) :
ρ(g) =
(
ρ1(g) α(g)
0 ρ2(g)
)
.
On pose pour tout g ∈ G, Zρ(g) = α(g)ρ2(g)−1. Alors, Zρ est un cocycle de dimension un pour
la cohomologie du groupe G à valeurs dans L(V2,V1). En effet,
dZρ(gg′) = g.Zρ(g′)− Zρ(gg′) + Zρ(g)
= ρ1(g)α(g′)ρ2(gg′)−1− α(gg′)ρ2(gg′)−1 + α(g)ρ2(g)−1
= ρ1(g)α(g′)ρ2(gg′)−1− ρ1(g)α(g′)ρ2(gg′)−1− α(g)ρ2(g)−1 + α(g)ρ2(g)−1
= 0.
Donc Zρ ∈ Z1(G,L(V2,V1)). Soit un cobord B, il existe A ∈ L(V2,V1) tel que pour tout g ∈ G,
B(g) = g.A− A. Donc Zρ et Zρ′ sont cohomologues si, et seulement si,
∀g ∈ G, Zρ(g) = Zρ′(g) + g.A− A⇔ α(g) = α
′(g) + ρ1(g)A− Aρ2(g)
⇔ ρ(g) =
(
Id −A
0 Id
)(
ρ1(g) α′(g)
0 ρ2(g)
)(
Id A
0 Id
)
,
autrement dit, la représentation ρ est isomorphe à la représentation ρ′, de sorte qu’elles ont la
même classe dans Ext(ρ2, ρ1). On montre de même que [Zρ] = 0 si et seulement si, ρ est dans la
même classe que ρ1 ⊕ ρ2. On obtient donc une application bien définie et injective :
Ext(ρ2, ρ1) → H1(G,L(V2,V1)), ρ 7→ [Zρ].
Cette application est de plus une bijection car si on se donne un cocycle Z, on pose pour tout
g ∈ G, α(g) := Z(g)ρ2(g) et α est dans L(V2,V1) ; comme Z est un cocycle α vérifie la propriété
(4.7), qui fait de ρ définie par
ρ(g) =
(
ρ1(g) α(g)
0 ρ2(g)
)
une représentation du groupe G dans Ext(ρ2, ρ1). On obtient une bijection d’ensembles :
Ext(ρ2, ρ1)
∼
→ H1(G,L(V2,V1)).
A ce stade, il nous reste deux choses à montrer :
1. H1(G,L(V2,V1)) ∼= LG0(S,L(V2,V1)),
2. la bijection précédente est un isomorphisme linéaire.
Lemme 4.26. H1(G,L(V2,V1)) ∼= LG0(S,L(V2,V1)) par [Zρ] 7→ Zρ |S.
Démonstration du lemme 4.26. Soit g ∈ G, comme G = SoG0, on peut écrire g = sg0 où s ∈ S et
g0 ∈ G0. Soit Z un cocycle de Z1(G,L(V2,V1)) , on a :
Z(g) = Z(sg0) = s.Z(g0) + Z(s) = ρ1(s)Z(g0)ρ2(s)−1 + Z(s).
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Or, ρi(s) = s(Ai) = Id pour i = 1, 2 car Ai est la matrice d’un module pur isocline et par
définition, S est trivial sur les modules purs. Donc, Z(g) = Z(g0) + Z(s) et un cobord pour S
est nécessairement nul puisque B(s) = s.A− A = A− A = 0.
On a donc H1(G,L(V2,V1)) ⊂ H1(G0,L(V2,V1)) × LG0(S,L(V2,V1)) défini par [Z] 7→
([Z|G0 ],Z|S). En effet pour tout s ∈ S, on a Z(s
g0) = ρ1(g0)Z(s)ρ2(g0)−1 donc Z|S est dans
LG0(S,L(V2,V1)). L’application est bien définie et injective.
Montrons que H1(G0,L(V2,V1)) = 0. Soit Z′ un cocycle dans Z1(G0,L(V2,V1)) = 0, Z′
donne une représentation rationnelle de G0 :
ρ : G0 → GL(V1×V2), g0 7→
(
1 Z′(g0)
0 1
)(
ρ1(g) 0
0 ρ2(g)
)
,
telle que la suite de représentations de G0, 1 → ρ1 → ρ → ρ2 → 1 est exacte. Or, la catégorie
des représentations rationnelles de G0 est équivalente à la catégorie < M0 >. Donc, par dualité
tannakienne, cette suite exacte correspond à la suite exacte dans < M0 > : 1 → M1 → M →
M2 → 1. Nécessairement M = M1 ⊕ M2 puisque < M0 > est constituée de modules purs.
D’où ρ = ρ1 ⊕ ρ2 et Zρ(g0) = Z′(g0) = 0.
Ainsi, si g = sg0, pour Z ∈ H1(G,L(V2,V1)), Z(g) = Z(s). L’application donnée par
l’énoncé du lemme est injective. La surjectivité est assurée en posant, si α ∈ LG0(S,L(V2,V1))
et pour tout g ∈ G, g = sg0, Z(g) = Z(sg0) := α(s), ce qui donne bien un cocycle :
Z(gg′) = Z(sg0s′g′0) = Z(ss
′g0g0g′0) = α(ss
′g0 ) = α(s) + g0.α(s′) = Z(g) + g.Z(g′).
Pour finir la démonstration du théorème, on montre que la bijection entre Ext(ρ2, ρ1) et
LG0(S,L(V2,V1)) est un isomorphisme linéaire.
La structure de C-espace vectoriel sur Ext(ρ2, ρ1) est décrite dans [23] dans la section A.4
(elle est décrite pour les extensions de modules). Un élément de Ext(ρ2, ρ1) est une représenta-
tion du groupe G de la forme :
ρ : G → GL(V), ∀g ∈ G, ρ(g) =
(
ρ1(g) α(g)
0 ρ2(g)
)
,
l’addition est donnée par :
ρ + ρ′ : g 7→
(
ρ1(g) α(g) + α′(g)
0 ρ2(g)
)
,
l’élément neutre pour la loi + est la représentation ρ1 ⊕ ρ2 où pour tout g ∈ G, α(g) = 0. Et
enfin la multiplication par un scalaire λ ∈ C est définie par :
λρ : g 7→
(
ρ1(g) λα(g)
0 ρ2(g)
)
.
L’application que l’on a construite :
κ : Ext(ρ2, ρ1)→ LG0(S,L(V2,V1)), ρ 7→ Zρ|S = α|S
est donc C-linéaire, d’où l’isomorphisme annoncé.
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Remarque 4.27. Ce théorème est à mettre en parallèle avec la suite d’inflation restriction de [28]
chapitre VII page 126. En notant A = L(V2,V1), on a en effet, ici aussi, la suite exacte suivante :
0→ H1(G/S, AS)→ H1(G, A)→ H1(S, A)G0 → H2(G/S, A),
induite par S ⊂ G et i∗ : G → G0.
Mais ici S agit trivialement sur A donc AS = A et le H1(S, A) est simplement Hom(S, A),
ainsi H1(S, A)G0 = LG0(S, A). On a en fait :
0→ H1(G0, A)→ H1(G, A)→ LG0(S, A)→ 0.
La surjectivité a été donnée par le lemme 4.26, on la démontre donc à la main et non en utilisant
le fait que le H2 est nul, l’argument qui est intervenu est le fait queG = SoG0. Par un argument
d’origine tannakienne, on a montré que H1(G0, A) est nul, on retrouve alors l’isomorphisme du
lemme.
Exemple 4.28. Dans cet exemple, nous allons montrer « à la main » que H1(G0,L(V2,V1)) = 0.
Prenons
A0 =
(
a 0
0 bz
)
, a, b ∈ C∗.
Alors,
G0 =
{(
γ(a) 0
0 tγ(b)
)
, t ∈ C∗,γ ∈ E∨q
}
= C∗ × C∗,
dans ce cas, G0 est commutatif. Soit Z ∈ Z1(G0,L(V2,V1)), nous voulons montrer que Z est
un cobord, autrement dit, qu’il existe c ∈ C, tel que pour tout g0 ∈ G0, Z(g0) = g0.c − c =
(λg0 − 1)c où, si g0 = (u, v) ∈ C
∗ ×C∗, λg0 = uv
−1.
Le groupe G0 est commutatif et Z est un cocycle, pour tous g0, g′0 ∈ G0, on a :
Z(g0g′0) = Z(g
′
0g0)⇔ Z(g0) + g0.Z(g
′
0) = Z(g
′
0) + g
′
0.Z(g0)
⇔ (λg0 − 1)Z(g
′
0) = (λg′0 − 1)Z(g0).
Deux cas se présentent :
– λg0 = 1 et λg′0 6= 1, alors Z(g0) = 0
– λg0 6= 1 et λg′0 6= 1, alors
Z(g′0)
λg′0
−1 =
Z(g0)
λg0−1
.
Or il existe g′0 tel que λg′0 6= 1 sinon pour tout γ ∈ E
∨
q , pour tout t ∈ C
∗, γ(a) = γ(b)t, ce qui
implique γ(a) = γ(b) = 0. Fixons un tel g′0. Soit λg0 = 1 et dans ce cas, Z(g0) = 0 soit λg0 6= 1
et dans ce cas, en posant c = Z(g
′
0)
λg′0
−1 ∈ C, on a Z(g0) = (λg0 − 1)c. Ainsi, Z est un cobord et donc
H1(G0,L(V2,V1)) = 0.
Pour l’instant nous disposons de peu d’information sur le groupe G, nous connaissons le
groupe de Galois formel et le théorème précédent nous apporte une information indirecte sur
S :
dimC LG0(S,L(V2,V1)) = dimC Ext(A2, A1) = r1r2(µ2 − µ1).
(On rappelle que Rep(G) est équivalente à C.)
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4.3.4 Liens entre le groupe de Galois d’un élément de F (P1, P2) et de son corres-
pondant dans F (P1 ⊗ P∨2 , 1)
Dans le deuxième chapitre, sur la classification analytique isoformelle, si P1 = (Kn1 ,ΦA1)
et P2 = (Kn2 ,ΦA2) sont deux modules purs isoclines de pentes µ1 < µ2, nous avons vu
que F(P1, P2) et F(P1 ⊗ P∨2 , 1) sont isomorphes. Si on prend un représentant d’une classe de
F(P1, P2), M = (Kn1+n2 ,ΦAU ) avec :
AU =
(
A1 U
0 A2
)
son correspondant dans F(P1 ⊗ P∨2 , 1) est M
′ = (Kr1r2+1,ΦA′
U′
) où :
A′U ′ =
(
B1⊗̂B∨2 U
′
0 1
)
U′ =̂UB−12 (cf convention produit tensoriel de deux matrices).
Nous cherchons à établir un lien entre leurs groupes de Galois respectifs.
D’après la proposition 2.9 établie lors de l’étude de F(P1, P2), le module M′ est un produit
fibré, on a :
M′ = (M⊗ P∨2 )×P2⊗P∨2 1.
Comme il y a une équivalence de catégories entre la catégorie des modules aux q-différences
et celle des représentations de son groupe de Galois, regardons ce qui se passe au niveau du
produit fibré des représentations associées.
Produit fibré des représentations du groupe de Galois
Nous suivons ici le schéma de la proposition 2.9. On note W1 = ωˆz0(P1) et W2 = ωˆz0(P2).
On a les représentations du groupe de Galois associées à P1 et P2 :
ρ1 : G → GL(W1) et ρ2 : G → GL(W2).
La représentation associée à M est une extension de ρ2 par ρ1, on la note :
ρv : G → GL(W1 ×W2)
telle que pour tout (x1, x2) ∈ W1 ×W2, ρv(g)(x1, x2) = (ρ1(g)(x1) + v(g)(x2), ρ2(g)(x2)), où
v : G → L(W2,W1) vérifie :
∀g, g′ ∈ G, v(gg′) = ρ1(g)v(g′) + v(g)ρ2(g′).
On a une suite exacte de représentations :
0→ ρ1 → ρv → ρ2 → 0
en identifiant ρ⊗ ρ∨2 et Hom(ρ2, ρ), on a la suite exacte
0→ Hom(ρ2, ρ1)→ Hom(ρ2, ρv)→ Hom(ρ2, ρ2)→ 0
où
– Hom(ρ2, ρ1) correspond à la représentation G → L(W2,W1) telle que
g 7→ (p ∈ L(W2,W1) 7→ ρ1(g) ◦ p ◦ ρ2(g)−1);
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– Hom(ρ2, ρ2) correspond à la représentation G → L(W2,W2) telle que
g 7→ (q ∈ L(W2,W2) 7→ ρ2(g) ◦ q ◦ ρ2(g)−1)
– Hom(ρ2, ρv) correspond à la représentation G → L(W2,W1)×L(W2,W2) telle que
g 7→
(
(p, q) 7→ (ρ1(g) ◦ p ◦ ρ2(g)−1 + v(g) ◦ q ◦ ρ2(g)−1, ρ2(g) ◦ q ◦ ρ2(g)−1)
)
.
On effectue alors le pullback par 1 → Hom(ρ2, ρ2) où 1 est la représentation triviale et ce
morphisme est décrit par C → L(W2,W2), λ 7→ λId. On obtient alors une représentation :
G → (L(W2,W1)×L(W2,W2))×L(W2,W2) C
définie par :
g 7→
(
(p, q,λ) 7→ (ρ1(g) ◦ p ◦ ρ2(g)−1 + v(g) ◦ q ◦ ρ2(g)−1, ρ2(g) ◦ q ◦ ρ2(g)−1,λ)
)
,
c’est à dire par l’identification q = λId :
g 7→
(
(p,λ) 7→ (ρ1(g) ◦ p ◦ ρ2(g)−1 + λv(g) ◦ ρ2(g)−1,λ)
)
.
Donc on a :
G(M) =
{
ρv(g) =
(
ρ1(g) v(g)
0 ρ2(g)
)}
et
G(M′) =
{(
(ρ1 ⊗ ρ
∨
2 )(g) V(g)
0 1
)}
où (ρ1 ⊗ ρ∨2 )(g))(p) = ρ1(g) ◦ p ◦ ρ2(g)
−1
où V(g) ∈ L(W2,W1) et V(g)(p) = v(g) ◦ p ◦ ρ2(g)−1.
En ce qui concerne les groupes de Stokes, on a alors :
S(M) = {
(
IdW1 v(s)
0 IdW2
)
, s ∈ S}
et
S(M′) = {
(
IdL(W2,W1) V(s)
0 1
)
, s ∈ S}
et V(s) s’identifie à v(s) via l’identification de L(W2,W1) avec W1 ⊗W∨2 . On obtient donc la
proposition suivante :
Proposition 4.29. L’isomorphisme de C-espaces vectoriels qui identifie Mr1,r2(C) et Mr1r2,1(C) donne
lieu à l’isomorphisme :
S(M) ∼= S(M′).
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4.4 Foncteur d’itération et opérateurs de Stokes
4.4.1 Le foncteur itr
Il y a plusieurs procédés pour rendre les pentes d’un module aux q-différences entières,
nous avons déjà vu la ramification. Lorsque les opérateurs de Stokes ont été calculés au troi-
sième chapitre, pour se ramener à des pentes entières, nous n’avons pas utilisé la ramification,
en revanche, nous avons vu apparaître l’itération qui, elle aussi, permet de rendre les pentes
entières.
Soit r ∈ N∗, nous nous plaçons dans la catégorie Er(K, q) des modules aux q-différences
sur K de pentes kr , k ∈ Z. Définissons le foncteur d’itération d’ordre r, noté itr , foncteur de la
catégorie Er(K, q) dans la catégorie E1(K, qr) :
itr : Er(K, q) → E1(K, qr)
M = (Kn,ΦA) itr(M) = (Kn,ΦrA)
F : M → N  F : itr(M)→ itr(N).
Remarque 4.30. En fait, ΦrA = Φσr−1q (A)...σq(A)A. De plus, les morphismes restent invariants par
itr.
Lemme 4.31. Le foncteur itr multiplie les pentes par r.
Démonstration. D’après la remarque, c’est clair pour les pentes entières, et pour les pentes non
entières, nous pouvons le voir en ramifiant.
Proposition 4.32. Le foncteur itr est exact, fidèle et tenseur-compatible.
Démonstration. Il est clairement fidèle puisque les morphismes sont inchangés. Pour la même
raison, et parce que le K-espace vectoriel sous-jacent est inchangé, il est exact. Pour voir qu’il
est tenseur-compatible, il suffit de constater que ΦrA⊗B = Φ
r
A ⊗Φ
r
B.
Nous remarquons que ωˆz0 |Er(K,q) = ωˆz0 |E1(K,qr) ◦ itr , ainsi par dualité tannakienne, nous ob-
tenons le diagramme commutatif suivant :
1 Sr(K, q) Gr(K, q) Gp,r(K, q) 1
1 S1(K, qr)
it∗r
G1(K, qr)
it∗r
Gp,1(K, qr)
it∗r
1.
Remarque 4.33. Le morphisme it∗r n’est pas une immersion fermée. Le module (K,Φz) de la
catégorie Er(K, q) ne peut être de la forme itr(K,Φa), sinon il faudrait que z = σr−1q (a) . . . σq(a)a,
mais cela n’est pas possible dans K.
Par contre, it∗r (S1(K, q
r)) est tout de même un sous-groupe de Sr(K, q). Par conséquent,
si on trouve un morphisme F : gr(AU) → gr(AU) tel que F(z0) ∈ S1(K, qr)(itr(AU)) alors
F(z0) ∈ Sr(K, q)(AU). Nous allons voir dans le paragraphe suivant, que cet argument permet
de montrer que les Stokes calculés au chapitre précédent sont galoisiens.
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4.4.2 Opérateurs de Stokes à deux pentes
Les opérateurs de Stokes pour un module M = (Kn,ΦAU ) à pentes entières, dont nous
avons parlé au début du chapitre trois, sont pour tous c¯, d¯ /∈ Σ(A0) les morphismes méro-
morphes sur C∗, Sc¯,d¯ Fˆ(AU). Fixons c0 /∈ Σ(A0) ∪ { ¯¯z0} et posons :
∀c¯ ∈ Eq, ∆˙c¯(AU) := Resd¯=c¯ log Sc¯0,d¯ Fˆ(AU)(z0).
On appelle les ∆˙c¯, les q-dérivations étrangères et d’après [21], ce sont des morphismes « Lie-
like » de la l’algèbre de Lie s1 de S1.
Pour les pentes non entières, nous avons introduit des notations similaires pour les opé-
rateurs de Stokes à deux pentes (cf. chapitre 3 §3.3.1 et 3.3.3) : S˜ ¯¯c, ¯¯dFˆ(AU) pour l’opérateur de
Stokes, automorphisme méromorphe sur C∗ de A0, et ∆˜ ¯¯c(AU) pour le résidu en ¯¯c ∈ Σ(A0).
Pour une pente non entière et une nulle
Soit M = (Kr+1,ΦAU ) un module aux q-différences dont le gradué est E(r,−d, b
r) ⊕ 1, la
matrice AU est de la forme suivante :
AU =
(
B U
0 1
)
,
B :=

0 1 0
...
. . .
0 1
b′z−d 0 · · · 0
 où b′ = q−d(r−1)2 br ∈ C∗.
Soient hl = (1,γl, 0), l ∈ Z, des éléments du groupe de Galois formel Gp,r, γl ∈ E∨q . On
pose γ0 = 1, le morphisme trivial. De plus, on a C∗ = U × qR (U est l’ensemble des nombres
complexes demodule 1), on définit alors γ1 ∈ E∨q tel que γ1 soit trivial surU et pour tout x ∈ R,
γ1(qx) = e2ipix. En particulier, γ1(ξr) = 1 et γ1(qr) = ξr .
Et enfin, on définit pour l ≥ 2, γl = (γ1)l, au sens de la composition de E∨q (pour tout c ∈ Eq,
γl(c) = (γ1(c))l). On remarque en particulier que pour tout l ∈ Z, γl(qr) = ξ lr et pour tous
l, l′ ∈ Z, γlγl′ = γl+l′ .
Pour tout ¯¯c ∈ Eqr \Σ(A0), on a calculé au chapitre précédent un isomorphismeméromorphe
sur C∗ de M0 dans M noté :
S˜ ¯¯cFˆ(AU) =
(
Ir F˜¯¯c(AU)
0 1
)
et les résidus ∆˜ ¯¯c(AU) = Res ¯¯d= ¯¯c log S˜ ¯¯d Fˆ(AU) :
∆˜ ¯¯c(AU) =
(
0 Res ¯¯d= ¯¯c F˜ ¯¯d(AU)
0 0
)
.
Et pour le module aux qr-différences à pentes entières de matrice itr(AU), on a, pour tout
¯¯c ∈ Eqr \ Σ(itr(A0)),
S ¯¯c Fˆ(itr(AU)) =
(
Ir F¯¯c(itr(AU))
0 1
)
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∆˙ ¯¯c(itr(AU)) =
(
0 Res ¯¯d= ¯¯cF ¯¯d(itr(AU))
0 0
)
.
Lemme 4.34. Pour tout ¯¯c ∈ Eqr \ Σ(itr(A0)),
F˜¯¯c(AU) =
r−1
∑
j=0
r−1
∑
l=0
1
r
γl(q
dj
r )
γl(b)
hl(B)Fcq−j(itr(AU)).
Démonstration. On rappelle que F˜¯¯c(AU) =
t( f1, . . . , fr) et le système suivant est vérifié (cf. sys-
tème (2.10)) : 
f2 = σq( f1)− u1
f3 = σ2q ( f1)− (σq(u1) + u2)
...
fr = σr−1q ( f1)− (σ
r−2
q (u1) + · · ·+ σq(ur−2) + ur−1)
σrq( f1) = b
′z−d f1 + σr−1q (u1) + · · ·+ σq(ur−1) + ur
et f1 =
g
θdqr,c
avec g holomorphe sur C∗.
Or, on a
itr(B) = z−d

b′ 0 . . . 0
0 b′q−d
. . .
...
...
. . . . . . 0
0 . . . 0 b′q−(r−1)d

et
itr(AU) =
(
itr(B) V
0 1
)
, V =
r−2
∑
k=0
σr−1q (B) · · · σ
k+1
q (B)σ
k
q (U) + σ
r−1
q (U).
On a Σ(itr(AU)) = {c ∈ C∗/∃i = 0, . . . , r− 1, cd = b′q−id} mod qr. De plus, on vérifie facile-
ment que :
σq(F)− BF = U ⇒ σrq(F)− itr(B)F = V.
Notons à présent, F¯¯c(itr(AU)) =
t( f1, ¯¯c, f2, ¯¯c, . . . , fr, ¯¯c), d’après l’unicité des fi, ¯¯c, on constate
que :
f1 = f1, ¯¯c
f2 = f2,cq−1
...
fr = fr,cq−r+1.
Ainsi,
F˜¯¯c(AU) = E1,1Fc(itr(AU)) + E2,2Fcq−1(itr(AU)) + · · ·+ Er,rFcq−r+1(itr(AU)),
où Ei,j désigne la matrice élémentaire ayant des zéros partout sauf à la place (i, j) où le coeffi-
cient vaut 1.
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On remarque d’après le lemme C.2, que :
r−1
∑
l=0
1
r
γl(q
dj
r )

1 0 . . . 0
0 γl(qr)−d
. . .
...
...
. . . . . . 0
0 . . . 0 γl(qr)−(r−1)d
 = Ej+1,j+1.
Comme
hl(B) = γl(b)

1 0 . . . 0
0 γl(qr)−d
. . .
...
...
. . . . . . 0
0 . . . 0 γl(qr)−(r−1)d
 .
On obtient ainsi la formule souhaitée.
Proposition 4.35. Pour tout ¯¯c ∈ Eqr \ (Σ(itr(A0)) ∪ { ¯¯z0}),
∆˜ ¯¯c(AU) =
r−1
∑
j=0
r−1
∑
l=0
1
r
γl(q
dj
r )
γl(b)
hl(A0).∆˙cq−j(itr(AU)) ∈ s(M).
Démonstration. C’est une conséquence du lemme précédent appliqué en z = z0 en prenant le
résidu en ¯¯c et du fait que S ¯¯c, ¯¯dFˆ(itr(AU)) ∈ S(M).
Remarque 4.36. Cette formule reste la même si on remplace AU par la matrice sous forme stan-
dard
(
1 V
0 B∨
)
, V = −UB∨, du module dual de M.
Tout objet de la catégorie tannakienne engendrée par le module aux q-différences M, notée
< M >, est en particulier dans la catégorie Er(K), donc le foncteur itr rend les pentes entières,
ainsi on peut définir, pour tout objet N = (Kn,ΦA) de < M >, un élément de l’algèbre de Lie
s(N) :
∀ ¯¯c ∈ Eqr \ (Σ(itr(grA)) ∪ { ¯¯z0}), ∆˜ ¯¯c(A) :=
r−1
∑
j=0
r−1
∑
l=0
1
r
γl(q
dj
r )
γl(b)
hl(grA).∆˙cq−j(itr(A)) ∈ s(N).
Proposition 4.37. Les opérateurs ∆˜ ¯¯c sont des morphismes « Lie-like » appartenant à l’algèbre de Lie
sM et de plus,
∆˜ ¯¯c(.) :=
r−1
∑
j=0
r−1
∑
l=0
1
r
γl(q
dj
r )
γl(b)
hl .∆˙cq−j(itr(.))
et on a la formule d’inversion :
∆˙ ¯¯c(itr(.)) =
r−1
∑
j=0
r−1
∑
l=0
1
r
γl(q
dj
r )
γl(b)
hl .∆˜cq j(.).
Démonstration. Les opérateurs ∆˙
cq−j
(itr(.)) sont des morphismes « Lie-like » appartenant à l’al-
gèbre de Lie sM, c’est à dire
∆˙
cq−j
(itr(A⊗ B)) = ∆˙cq−j(itr(A))⊗ 1+ 1⊗ ∆˙cq−j(itr(B)).
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La formule reliant ∆˜ ¯¯c(.) et les ∆˙cq−j(itr(.)) est linéaire donc les morphismes ∆˜ ¯¯c(.) sont des mor-
phismes « Lie-like » appartenant à l’algèbre de Lie sM.
Montrons maintenant la formule d’inversion :
r−1
∑
j′=0
r−1
∑
l′=0
1
r
γl′(q
dj′
r )
γl′(b)
hl′ .∆˜
cq j′
(.) =
r−1
∑
j′=0
r−1
∑
l′=0
1
r
γl′(q
dj′
r )
γl′(b)
hl′ .
r−1
∑
j=0
r−1
∑
l=0
1
r
γl(q
dj
r )
γl(b)
hl .∆˙
cq j′−j
(itr(.))
=
r−1
∑
j=0
r−1
∑
j′=0
1
r2
r−1
∑
l=0
r−1
∑
l′=0
γl(q
dj
r )γl′(q
dj′
r )
γl+l′(b)
hlhl′ .∆˙
cq j′−j
(itr(.))
=
r−1
∑
j=0
r−1
∑
j′=0
1
r2
(
r−1
∑
k=0
k
∑
l=0
γl(q
dj
r )γk−l(q
dj′
r )
γk(b)
hk +
2r−2
∑
k=r
r−1
∑
l=k−r+1
γl(q
dj
r )γk−l(q
dj′
r )
γk(b)
hk
)
.∆˙
cq j′−j
(itr(.))
=
r−1
∑
j=0
r−1
∑
j′=0
1
r2
(
r−1
∑
k=0
k
∑
l=0
γl(q
dj
r )γk−l(q
dj′
r )
γk(b)
hk +
r−1
∑
k=0
r−1
∑
l=k+1
γl(q
dj
r )γk−l(q
dj′
r )
γk(b)
hk
)
.∆˙
cq j′−j
(itr(.))
( car hk(A0) = hk−r(A0))
=
r−1
∑
j=0
r−1
∑
j′=0
1
r2
(
r−1
∑
k=0
r−1
∑
l=0
γl(q
dj
r )γk−l(q
dj′
r )
γk(b)
hk
)
.∆˙
cq j′−j
(itr(.))
=
r−1
∑
j=0
r−1
∑
j′=0
1
r2
(
r−1
∑
k=0
γk(q
dj′
r )
γk(b)
r−1
∑
l=0
γl(q
d(j−j′)
r ) hk
)
.∆˙
cq j′−j
(itr(.))
=
r−1
∑
j=0
1
r
(
r−1
∑
k=0
γk(q
dj
r )
γk(b)
hk
)
∆˙c(itr(.)) car
r−1
∑
l=0
γl(q
d(j−j′)
r ) = 0, sauf si j = j′ d’après le lemme C.2
=
r−1
∑
k=0
1
r
1
γk(b)
(
r−1
∑
j=0
γk(q
dj
r )
)
hk.∆˙c(itr(.))
= ∆˙c(itr(.)) car
r−1
∑
j=0
γk(q
dj
r ) = 0 sauf pour k = 0.
Pour deux pentes non entières
Lorsque l’on calcule les opérateurs de Stokes dans le chapitre précédent pour un module à
deux pentes non entières, du type M = (Kr1+r2 ,ΦAU ), où :
AU =
(
B1 U
0 B2
)
et pour i = 1, 2, Bi est la matrice associée au module irréductible E(ri, di, bri ) de rang ri et
de pente diri tel que
d1
r1
<
d2
r2
; cela revient, de manière équivalente, à calculer ceux du module
M′ = (Kr1r2+1,ΦA′
U′
) où :
A′U ′ =
(
B1⊗̂B∨2 U
′
0 1
)
U′ =̂UB−12 (cf convention produit tensoriel de deux matrices).
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On a vu à la proposition 4.29 que S(M) et S(M′) s’identifient, par conséquent, il suffit de mon-
trer que les opérateurs de Stokes associés à M′ sont galoisiens.
Or, on peut généraliser les résultats précédents pour le module M′ qui a pour module gradué
E(r1, d1, b
r1
1 )⊗ E(r2,−d2, b
−r2
2 )⊕ 1. En effet, on a vu que
E(r1, d1, b
r1
1 )⊗ E(r2,−d2, b
−r2
2 )
∼=
p/k⊕
n=1
k−1⊕
i=0
k−1⊕
j=0
E(r,−d, qikξ
j
k(b1b
−1
2 )
r)
avec d1r1 −
d2
r2
= −dr et pgcd(d, r) = 1, d > 0, p = pgcd(r1, r2), m = ppcm(r1, r2), ri = pui et
m = kr.
Autrement dit, comme au paragraphe 3.3.1, il existe un isomorphisme de modules aux q-
différences P tel que E1 ⊗ E∨2 soit isomorphe à un module ayant une matrice diagonale par
blocs notée B, les blocs étant les matrices Bi,j,l , i, j = 0, . . . , k− 1 et l = 1, . . . ,
p
k :
Bi,j,l =

0 1 0
...
. . .
0 1
q
−d(r−1)
2 bi,jz−d 0 · · · 0
 bi,j = qikξ jk(b1b−12 )r
et σq(P)B1⊗ˆB∨2 = BP.
Soit M′′ = (Kr1r2+1,ΦA′′
U′′
) où σq(P′)A′U ′ = A
′′
U ′′P
′,
P′ =
(
P 0
0 1
)
et A′′U ′′ =
(
B U′′
0 1
)
.
On note A′′0 la matrice du gradué de M
′′ correspondant à U′′ = 0. Notons U′′ = (U′′i,j,l)i,j,l et
A′′U ′′ =

B0,0,1 0 . . . 0 U′′0,0,1
0 Bi,j,l
. . .
... U′′i,j,l
...
. . . . . . 0
...
0 . . . 0 Bk−1,k−1,p/k U′′k−1,k−1,p/k
0 . . . . . . 0 1
 , S ¯¯c Fˆ(A
′′
U ′′) =
(
Ir1r2 F˜¯¯c(A
′′
U ′′)
0 1
)
.
En adaptant légèrement la formule précédente, on obtient la relation suivante :
Lemme 4.38. Pour tout ¯¯c ∈ Eqr \ Σ(itr(A′′0 )),
F˜¯¯c(A
′′
U ′′) =
k−1
∑
i=0
r−1
∑
j=0
m−1
∑
l=0
1
m
γl(q−im q
dj
r )
γl(b1b
−1
2 )
hl(B).Fcq−j(itr(A
′′
U ′′)).
Démonstration. On a bi,j = (qimξ
j
mb1b−12 )
r. D’après la formule du lemme 4.34, on a donc :
F˜¯¯c(AU ′′i,j,l) =
r−1
∑
j′=0
r−1
∑
l′=0
1
r
γl′(q
dj′
r )
γl′(bi)
hl′(Bi,j,l)F
cq−j′
(itr(AU ′′i,j,l)),
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où
bi = qimb1b
−1
2 , AU ′′i,j,l =
(
Bi,j,l U′′i,j,l
0 1
)
.
On a γl′(qimξ
j
mb1b−12 ) = γl(q
i
mb1b
−1
2 ) = γl′(bi).
L’interêt de cette formule est que :
r−1
∑
l′=0
1
r
γl′(q
dj′
r )
γl′(bi)
hl′(Bi,j,l) = Ej′+1,j′+1
où Ej′+1,j′+1 est la matrice élémentaire de taille r× r dont tous les coefficients sont nuls sauf le
(j′ + 1, j′ + 1).
Comme
F˜¯¯c(A
′′
U ′′) =

...
F˜¯¯c(AU ′′i,j,l)
...
 ,
on aurait donc envie de garder la même formule pour F˜¯¯c(A′′U ′′) en remplaçant Bi,j,l par B. Le
problème est que cette formule dépend de i. A l’aide du lemme C.2, la formule suivante va
encore convenir et convient pour chaque bloc (i, j, l) car elle ne dépend plus de i :
F˜¯¯c(AU ′′i,j,l) =
k−1
∑
i′=0
r−1
∑
j′=0
m−1
∑
l′=0
1
m
γl′(q−i
′
m q
dj′
r )
γl′(b1b
−1
2 )
hl′(Bi,j,l).F
cq−j′
(itr(AU ′′i,j,l)).
En effet,
hl′(Bi,j,l) = γl′(q
i
mb1b
−1
2 )

1 0 . . . 0
0 γl′(qr)−d
. . .
...
...
. . . . . . 0
0 . . . 0 γl′(qr)−(r−1)d
 ,
donc,
k−1
∑
i′=0
m−1
∑
l′=0
1
m
γl′(q−i
′
m q
dj′
r )
γl′(b1b
−1
2 )
hl′(Bi,j,l) =
k−1
∑
i′=0
m−1
∑
l′=0
1
m
γl′(q
i−i′
m q
dj′
r )

1 0 . . . 0
0 γl′(qr)−d
. . .
...
...
. . . . . . 0
0 . . . 0 γl′(qr)−(r−1)d
 .
Or pour tout s = 0, . . . , r − 1,
m−1
∑
l′=0
γl′(qi−i
′
m q
d(j′−s)
r ) = 0 sauf si i = i′ et j′ = s. En effet,
γl′(qi−i
′
m q
d(j′−s)
r ) = (ξ
(i−i′)
m ξ
d(j′−s)
r )
l′ , et si i 6= i′, ξ(i−i
′)
m ξ
d(j′−s)
r est une racine me de 1 différente
de 1, donc la somme est nulle d’après le lemme C.2. On a bien ξ(i−i
′)
m ξ
d(j′−s)
r différent de 1 , car,
si ξ(i−i
′)
m ξ
d(j′−s)
r = 1 alors ξ
(i−i′)
m serait une racine re de 1 donc cela voudrait dire que k divise
(i− i′), mais c’est impossible car −k+ 1 ≤ i− i′ ≤ k− 1.
Pour résumer, pour tout i = 0, . . . , k− 1,
k−1
∑
i′=0
m−1
∑
l′=0
1
m
γl′(q−i
′
m q
dj′
r )
γl′(b1b
−1
2 )
hl′(Bi,j,l) = Ej′+1,j′+1,
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où Ej′+1,j′+1 est la matrice élémentaire de taille r× r dont tous les coefficients sont nuls sauf le
(j′+ 1, j′+ 1). Donc, cette formule a la même effet que celle du lemme 4.34, mais elle ne dépend
plus de i.
Ainsi, la matrice
k−1
∑
i=0
m−1
∑
l=0
1
m
γl(q−im q
dj
r )
γl(b1b
−1
2 )
hl(B)
est une matrice diagonale par blocs, chaque bloc est de taille r et vaut Ej+1,j+1. Ainsi, appliquée
à F
cq−j
(itr(A′′U ′′)), elle ne renvoie que les coefficients égaux à ceux de F˜¯¯c(A
′′
U ′′) ayant pour pôles
[−cq−j; qr].
Ainsi, on obtient alors la formule annoncée.
Et en fait cette formule appliquée en z0 est encore valable pour M′, c’est à dire :
Lemme 4.39. Pour tout ¯¯c ∈ Eqr \ Σ(itr(A′0))
F˜¯¯c(A
′
U ′)(z0) =
k−1
∑
i=0
r−1
∑
j=0
m−1
∑
l=0
1
m
γl(q−im q
dj
r )
γl(b1b
−1
2 )
hl(B1⊗ˆB
∨
2 ).Fcq−j(itr(A
′
U ′))(z0).
Démonstration. On a en effet,
F˜¯¯c(A
′
U ′) = P
−1F˜¯¯c(A
′′
U ′′).
Et, grâce au diagramme (4.2), P(z0)−1hl(B)P(z0) = hl(B1⊗ˆB∨2 ) et P(z0)
−1F
cq−j
(itr(A′′U ′′))(z0) =
F
cq−j
(itr(A′U ′))(z0).
On peut comme précédemment définir des éléments de l’algèbre de Lie des Stokes à partir
de ceux que l’on sait calculer sur le module à deux pentes M′. Pour tout objet N = (Kn,ΦA) de
< M′ >, on définit un élément de l’algèbre de Lie s(N) par la formule suivante :
∀ ¯¯c ∈ Eqr \ (Σ(itr(grA)) ∪ { ¯¯z0}), ∆˜ ¯¯c(A) :=
k−1
∑
i=0
r−1
∑
j=0
m−1
∑
l=0
1
m
γl(q−im q
dj
r )
γl(b1b
−1
2 )
hl(grA).∆˙cq−j(itr(A)).
Proposition 4.40. Les opérateurs ∆˜ ¯¯c sont des morphismes « Lie-like » appartenant à l’algèbre de Lie
sM′ et de plus,
∆˜ ¯¯c(.) :=
k−1
∑
i=0
r−1
∑
j=0
m−1
∑
l=0
1
m
γl(q−im q
dj
r )
γl(b1b
−1
2 )
hl .∆˙cq−j(itr(.))
et on a la formule d’inversion :
∆˙ ¯¯c(itr(.)) =
k−1
∑
i=0
r−1
∑
j=0
m−1
∑
l=0
1
m
γl(q−im q
dj
r )
γl(b1b
−1
2 )
hl .∆˜cq j(.).
Démonstration. La démonstration est la même que celle de la proposition 4.37.
Nous obtenons donc des opérateurs de Stokes galoisiens du groupe de Galois du module
M′. Or d’après la proposition 4.29, le groupe de Stokes du module M et celui du module M′
sont les mêmes.
Les résidus ∆˜ ¯¯c(AU) sont donc dans l’algèbre de lie s(M). On peut alors espérer avoir des
générateurs du groupe de Stokes associé au module M.
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4.5 Théorème de densité
Dans le cas des pentes entières, Ramis et Sauloy ont montré le théorème suivant :
Théorème 4.41. (théorème 3.5 de [22]) Le groupe de Galois formel Gp,1 et le sous-groupe de Stokes
associé aux q-dérivations étrangères ∆˙ engendrent un sous-groupe Zariski-dense du groupe de Galois
des modules aux q-différences à pentes entières G1.
Nous généralisons ici ce théorème au groupe de Galois Gp en nous inspirant des résultats
du paragraphe précédent, où l’analogue des q-dérivations étrangères semble être les ∆˙ ¯¯c ◦ itr .
Théorème 4.42. Soit r ∈ N∗. Le sous-groupe de Sr(K, q) associé aux résidus ∆˙ ¯¯c ◦ itr et le groupe de
Galois formel Gp,r(K, q) engendrent un sous-groupe Zariski-dense dans Gr(K, q).
Remarque 4.43. Si on prend r = 1, on se trouve dans le cas des pentes entières et on retrouve le
théorème de Ramis et Sauloy.
Démonstration. Nous utilisons un théorème de densité de Chevalley (le même que dans [22])
qui se traduit dans notre contexte par :
Théorème. Soit H un sous-groupe de Gr(K, q). Pour que H engendre un sous groupe Zariski-dense
de Gr(K, q), il suffit que pour tout objet M de Er(K, q) et pour toute droite D de ωˆz0(M) invariante par
l’action de tous les éléments de H, D soit invariante par tous les éléments de Gr(K, q).
Ceci est une adaptation d’un théorème de Chevalley qui dit que pour tout sous-groupe
fermé H d’un groupe algébrique G, il existe un représentation rationnelle G → GL(V) et une
droite D ⊂ V telles que H = {g ∈ G/gD = D}.
Prenons H = Gp,r(K, q)× exp({∆˙ ¯¯c ◦ itr/c ∈ C∗}). Soit (Kn,ΦAU ) un objet de Er(K, q). Grâce
à la filtration canonique par les pentes, on peut supposer que AU est de la forme suivante :
AU =

A1
A2 Ui,j
0
. . .
As

de telle sorte que les matrices Ai correspondent à des modules purs isoclines de pentes ki/r,
ki ∈ Z, telles que k1 < k2 < · · · < ks. Le gradué associé a pour matrice :
A0 =

A1
A2 0
0
. . .
As
 .
Soit D une droite de ωˆz0(M) = C
n et X un vecteur directeur de cette droite que l’on écrit par
blocs :
X =
X1...
Xs
 .
La droite D est supposée invariante par Gp,r(K, q), cela signifie donc que pour toute matrice
B ∈ Gp,r(K, q), BX et X sont colinéaires.
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Et être invariante par ∆˙ ¯¯c ◦ itr signifie que ∆˙ ¯¯c ◦ itr(AU)X = 0 puisque ∆˙ ¯¯c ◦ itr est dans l’al-
gèbre de Lie de S(M). On doit montrer que pour tout D ∈ sr(K, q), D(M)X = 0.
Les pentes sont rangées par ordre strictement croissant, l’action de C∗ du groupe de Galois
formel impose alors que seul le bloc Xi correspondant à une unique pente µi est non nul. En
effet, pour tout t ∈ C∗, t
k1X1
...
tksXs

doit être colinéaire à X.
On amontré au lemme 4.22 que les sous-espaces stables par le groupe de Galois formel d’un
module de pente non entière indécomposable de rang n sont {0} et Cn, un module de pente
non entière est somme directe de modules indécomposables, la même démonstration montre
que si µi est non entière Xi = 0, et c’est terminé.
Par contre, si µi est entière, alors Ai = zµiA′i, Ramis et Sauloy ont montré au lemme 2.2 de
[22] que Xi est vecteur propre de A′i. Il existe alors λ valeur propre de A
′
i telle que A0X = λz
µiX.
On peut même supposer que i = s puisque si on note M′ le sous-module de M de pentes
plus petites que ki/r et de rang n′ = n1+ · · ·+ ni, l’inclusion donnée par la matrice Inc =
(
In′
0
)
est un morphisme de modules aux q-différences. Par fonctorialité, le vecteur X′ = IncX et la
matrice A′ correspondant à M′ vérifient les mêmes hypothèse que X et AU.
On a alors un morphisme analytique :
λzµs X−→ A0.
De plus, il existe un unique morphisme formel tangent à l’identité Fˆ : A0 → AU. D’où un
morphisme formel G = FˆX : λzµs → AU. Si on montre que ce morphisme est analytique alors
on aura le diagramme commutatif suivant pour tout D ∈ S :
C
G0(z0)=X
D(λzµs)
Cn
D(AU)
C
G0(z0)
Cn
où G0 est le morphisme gradué associé à G. Mais D(λzµs) = 0 car le module est pur, donc
D(AU)X = 0.
Il nous reste juste à montrer que G = FˆX est analytique. Par hypothèse ∆˙ ¯¯c ◦ itr(AU)X = 0.
Le foncteur itr ne change pas les morphismes en l’appliquant à G on a :
itr(λzµs)
X
→ itr(A0)
Fˆ
→ itr(AU).
On se ramène ainsi aux pentes entières et on a les mêmes hypothèses que le lemme 3.6 de [22]
qui permet de montrer que G est un morphisme analytique (ceci provient essentiellement du
fait que les résidus sont nuls en toutes les directions de sommation, on pourra comparer ce fait
au théorème 3.12).
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Corollaire 4.44. Soit M = (Kn,ΦAU ), avec AU =
(
B1 U
0 B2
)
où pour i = 1, 2, Bi est la matrice
associée au module irréductible E(ri, di, bri ). Les ∆˜ ¯¯c et leurs conjugués par l’action du groupe de Galois
formel Gp,M engendrent une sous-algèbre de Lie Zariski-dense de sM.
Démonstration. C’est une conséquence du théorème précédent et de la proposition 4.40.
Annexe A
Formulaire pour le produit tensoriel
matriciel
Lorsque nous avons abordé le produit tensoriel de deux modules aux q-différences, nous
avons évoqué le produit tensoriel de deux matrices grâce à l’identification de Km ⊗ Kn avec
Kmn. Nous allons voir précisément les conventions adoptées.
Notons e1, . . . , em la base canonique de Km et f1, . . . , fn celle de Kn. La famille (ei ⊗ f j)i,j
est une base de Km ⊗ Kn, l’ordre dans lequel on place les vecteurs de la base donne lieu à
plusieurs identifications de Km ⊗ Kn avec Kmn. Nous utiliserons uniquement la première que
nous appellerons convention « ⊗ˆ ».
La première consiste à prendre la base Ĉ = (e1⊗ f1, e2⊗ f1, . . . , em⊗ f1, . . . , e1⊗ fn, . . . , em⊗
fn). Soient deux matrices A = (ai,j) ∈ Mm(K) et B = (bi,j) ∈ Mn(K). Sous cette convention, le
produit tensoriel de A et B est noté A⊗ˆB et on a :
A⊗ˆB =

Ab1,1 Ab1,2
Ab2,1 Ab2,2
. . .
...
...
Abn,1 Abn,n
 .
Si F,G ∈ Mm,n(K) alors :
AFB = G ⇔ (A⊗ˆtB)Fˆ = Gˆ
où Fˆ consiste à mettre les colonnes de F « bout à bout » :
Fˆ =

f1,1
f2,1
...
fm,1
...
f1,n
...
fm,n

.
La deuxième consiste à prendre la base C˜ = (e1⊗ f1, e1⊗ f2, . . . , e1⊗ fn, . . . , em⊗ f1, . . . , em⊗
fn). Soient deux matrices A = (ai,j) ∈ Mm(K) et B = (bi,j) ∈ Mn(K). Sous cette convention, le
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produit tensoriel de A et B est noté A⊗˜B, c’est le produit de Kronecker des deux matrices, c’est
à dire :
A⊗˜B =

a1,1B a1,2B
a2,1B a2,2B
. . .
...
...
am,1B am,mB
 .
Si F,G ∈ Mm,n(K) alors :
AFB = G ⇔ (A⊗˜tB)F˜ = G˜
où F˜ consiste à transposer les lignes de F en colonne et les mettre « bout à bout » :
F˜ =

f1,1
f1,2
...
f1,n
...
fm,1
...
fm,n

.
Annexe B
La pente 1/2
Sur le cas particulier d’un module aux q-différences irréductible de pente 1/2, nous cher-
chons la forme normale explicite qui lui est associée. Soit P = σ2q − ασq − β un polynôme de
DK,σq standard unitaire avec α ∈ K et v(α) := n ≥ 0, β ∈ K et v(β) = −1, de sorte que le
polygone de Newton de P admet une unique pente 1/2.
Soit A ∈ GL2(K) telle que DK,σq/DK,σqP soit isomorphe à M = (K
2,ΦA) (cf. 1.1.4) :
A =
t(
0 1
β α
)−1
=
(
−α
β 1
1
β 0
)
.
Tout d’abord, nous pouvons nous ramener à α = 0.
B.1 Ramenons-nous à α = 0
Notons pour simplifier M = (K2,Φ). Nous cherchons un vecteur cyclique e ∈ K2 tel que
Φ2(e) = βe. Soit alors e = t(u, v) ∈ K2, on a :
Φ(e) =
(
0 β
1 α
)(
σq(u)
σq(v)
)
=
(
βσq(v)
σq(u) + ασq(v)
)
Φ2(e) =
(
0 β
1 α
)(
σq(β)σ2q (v)
σ2q (u) + σq(α)σ
2
q (v)
)
=
(
βσ2q (u) + βσq(α)σ
2
q (v)
σq(β)σ2q (v) + ασ
2
q (u) + ασq(α)σ
2
q (v)
)
.
D’où,
Φ2(e) = βe ⇔
{
σ2q (u) + σq(α)σ
2
q (v) = u
σq(β)σ2q (v) + ασ
2
q (u) + ασq(α)σ
2
q (v) = βv
⇔
{
σ2q (v) =
u−σ2q (u)
σq(α)
σq(β)σ2q (v) + ασ
2
q (u) + ασq(α)σ
2
q (v) = βv
.
113
114 ANNEXE B. LA PENTE 1/2
Donc v =
σ−2q (u)−u
σ−1q (α)
et on doit alors résoudre :
(
σq(β) + ασq(α)
)
σ2q (v) + ασ
2
q (u) = βv
⇔
(
σ3q (β) + σ
2
q (α)σ
3
q (α)
)
σ4q (v) + σ
2
q (α)σ
4
q (u) = σ
2
q (β)σ
2
q (v)
⇔ −σ3q (
β
α )σ
4
q (u) +
(
σ3q (
β
α ) + σ
2
q (α) +
σ2q (β)
σq(α)
)
σ2q (u)−
σ2q (β)
σq(α)
u = 0
⇔ σ4q (u)−
(
1+
σ3q (α)σ
2
q (α)
σ3q (β)
+
σ2q (β)
σq(α)
σ3q (α)
σ3q (β)
)
σ2q (u) +
σ2q (β)
σq(α)
σ3q (α)
σ3q (β)
u = 0.
Posons a2 := 1+
σ3q (α)σ
2
q (α)
σ3q (β)
+
σ2q (β)
σq(α)
σ3q (α)
σ3q (β)
et a0 =
σ2q (β)
σq(α)
σ3q (α)
σ3q (β)
.
Soit Q = σ4q − a2 σ
2
q + a0, vu les hypothèses, v(α) = n ≥ 0 et v(β) = −1, on a a0 =
q2n+1 + a0,1z+ . . . et a2 = 1+ q2n+1 + a2,1z+ . . . . Donc, le polygone de Newton associé à Q n’a
qu’une seule pente et elle est nulle. L’équation caractéristique associée (c’est à dire en z = 0
cf. [1]) est :
Q = S4 − (1+ q2n+1)S2 + q2n+1.
Les exposants associés à cette équation sont les racines de l’équation caractéristique, et sont
égaux à ±1 et ±qn+
1
2 . La racine 1 est une racine non résonnante (cela signifie que ∀k ∈ N∗,
Q(qk) 6= 0 ), d’après [1], l’équation Q.u = 0 admet une solution convergente de la forme
u = 1+ ∑
k≥1
ukz
k.
De plus, u 6= 1 sinon v = 0 entraîne une contradiction. Donc il existe k ≥ 1, minimal, tel que
uk 6= 0 et v =
uk
αn
(q−2k − 1)q−nzk−n + . . . , où α = αnzn + . . . .
Il ne reste plus qu’à vérifier qu’alors {e,Φ(e)} forme une base de K2. On a :
det(e,Φ(e)) = uσq(u) + αuσq(v)− βvσq(v)
et on a :
uσq(u) = 1+ . . .
αuσq(v) = uk(q
−2k − 1)qk−2nzk + . . . (k ≥ 1)
β vσq(v) = β−1
(
uk
αn
(q−2k − 1)
)2
qk−3nz2(k−n)−1.
Nécessairement, 2(k − n) − 1 6= 0 et le coefficient constant de det(e,Φ(e)) vaut alors 1. Ainsi
{e,Φ(e)} forme une base de K2. Donc M est isomorphe à M′ = (K2,ΦA′) où :
A′ =
(
0 1
1
β 0
)
.
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B.2 Forme normale
Nous voudrions trouver un isomorphisme tel que M′ soit isomorphe à (K2,ΦB) où B est de
la forme :
B =
(
0 1
bz 0
)
.
Nous cherchons à présent un isomorphisme F tel que :
σq(F)B = A′F.
Ce qui équivaut à résoudre de système suivant :
σq( f1,1) = f2,2
σq( f1,2) = b−1z−1 f2,1
σq( f2,1) = 1β f1,2
σq( f2,2) = 1βb
−1z−1 f1,1
⇔

σq( f1,1) = f2,2
σq( f2,1) = 1β f1,2
σ2q ( f1,1) =
1
βb
−1z−1 f1,1
σ2q ( f1,2) =
1
σq(β)
b−1z−1 f1,2.
(B.1)
Les polynômes de DK,σq associés aux deux dernières équations ont chacun un polygone de
Newton à une seule pente et cette pente est nulle. Les équations caractéristiques attachées à ces
deux dernières équations sont donc :
Q1 = S2 −
1
β−1
b−1 (B.2)
Q2 = S2 −
q
β−1
b−1. (B.3)
Il suffit de prendre b := 1β−1 , dans ce cas, 1 est racine non résonnante de B.2, d’après [1], l’équa-
tion σ2q ( f1,1) =
1
βb
−1z−1 f1,1 admet une solution convergente de la forme f = 1+ ∑k≥1 fkz
k.
Ainsi le système B.1 admet au moins une solution convergente en prenant :
f1,1 = f , f2,2 = σq( f ), f1,2 = f2,1 = 0,
la matrice
(
f 0
0 σq( f )
)
réalise l’isomorphisme voulu et
B =
(
0 1
1
β−1z 0
)
.
Pour avoir réellement la forme normale, il faudrait que b = q
1
2 cz avec c ∈ Cq. On peut alors
utiliser les matrices inversibles suivantes :
F2k =
(
zk 0
0 qkzk
)
qui permet de multiblier b par q2k
F2k+1 =
(
0 zk
bqkzk+1 0
)
qui permet de multiblier b par q2k+1.
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Annexe C
Démonstration du théorème 4.6
Introduction
Nous rappellons que Ep,1 est la catégorie des modules aux q-différences à pentes entières
purs sur K = C({z}). Les objets de cette catégorie sont sommes directes de modules purs
isoclines en forme normale (seule 0 est une singularité). Le groupe de Galois : Gp,1 = Aut⊗(ωz0)
où ωz0 est un foncteur fibre défini par :
ωz0 : E
(0)
p →VectC
(Kn,ΦA) Cn
F : (Kn,ΦA)→ (Kp,ΦB) F(z0).
Nous connaissons explicitement Gp,1 = C∗ ×
G(0)p,0︷ ︸︸ ︷
Homgr(Eq,C∗)× C. Sur un module M =
(Kn,ΦzµA) où A ∈ GLn(C), un élément ϕ ∈ G
(0)
p,1 agit de la manière suivante :
ϕ(A) = tµγ(As)Aλu
où t ∈ C∗, µ est la pente de M, A = AsAu est la décomposition de Dunford multiplicative et
λ ∈ C∗.
Rappelons également que r ∈ N∗ est fixé et Ep,r désigne la catégorie des modules aux
q-différences sur Kˆ de pentes kr , k ∈ Z. Nous voulons décrire son groupe de Galois Gp,r. Il
suffit pour cela de décrire ϕ(A), ϕ ∈ G(0)p,r , où A est la matrice associée à E(r, d, ar) (a ∈ C∗,
pgcd(d, r) = 1), et est de la forme :
A =

0 1
...
. . .
0 1
arq
d(r−1)
2 zd 0 . . . 0
 .
La catégorie Ep,0 est une sous-catégorie pleine de Ep,r, on note j cette inclusion. On a alors
un morphisme de groupes j∗ : Gp,r → Gp,0 (restriction à une sous-catégorie) tel que j∗(ϕ)(B) =
ϕ(B) pour toute matrice fuchsienne (à pente nulle) B qui est donc à la fois dans Ep,r et Ep,0.
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Considèrons un autre module irréductible E(r, r − d, br) de pente 1− dr et de matrice as-
sociée B. Comme le produit tensoriel additionne les pentes : E(r, d, ar) ⊗ E(r, r − d, br) est de
pente 1 et on peut aussi remarquer que E(r, d, ar)⊗ · · · ⊗ E(r, d, ar)︸ ︷︷ ︸
r f ois
est de pente d, autrement
dit, on se ramène de cette manière à des modules de pente entière.
Nous adopterons ici la convention ⊗ˆ pour le produit tensoriel matriciel et pour simplifier
les notations, nous noterons simplement ⊗.
C.1 Etude de la partie non fuchsienne
Soit ϕ ∈ Ker(j∗), c’est un élément du groupe de Galois Gp,r trivial sur la partie fuchsienne.
Comme E(r, d, ar) ⊗ E(r, r − d, br) est de pente 1, il est isomorphe en tant que module aux q-
différences sur K (et Kˆ) à un module (Kr
2
,ΦzC), C ∈ GLr2(C). D’où ϕ(A)⊗ ϕ(B) est semblable
à ϕ(zC). On pose ϕ(z) = tr, t ∈ C∗, alors :
ϕ(A)⊗ ϕ(B) = tr Ir2
si on identifie Kr ⊗ Kr avec Kr
2
en prenant pour base {e ⊗ f ,ΦA(e) ⊗ f , . . . ,Φr−1A (e) ⊗ f , e ⊗
ΦB( f ),ΦA(e)⊗ΦB( f ) . . .} (c’est la base de la convention ⊗ˆ ; e étant le vecteur cyclique associé
à A et f le vecteur cyclique associé à B, ici e et f sont simplement le premier vecteur de la base
canonique de Kr.
Ceci implique que nécessairement ϕ(A) et ϕ(B) sont diagonales. Posons alors :
ϕ(A) =
a1 0. . .
0 ar
 et ϕ(B) =
b1 0. . .
0 br

a1 0. . .
0 ar
⊗
b1 0. . .
0 br
 =

a1b1 0
a2b1
. . .
0 arbr
 = tr Ir2 .
Par conséquent ϕ(A)⊗ ϕ(B) = tr(αIr)⊗ ( 1α Ir), α ∈ C
∗. On pose alors ϕ(A) = a1 Ir et ϕ(B) =
b1 Ir tels que a1b1 = tr.
Or
r f ois︷ ︸︸ ︷
ϕ(A)⊗ · · · ⊗ ϕ(A) = trd Irr donc :
ar1 Irr = t
rd Irr ⇒ ar1 = t
rd ⇒ a1 = (ξ lrt)
d, l ∈ {0, . . . , r− 1}
et de même b1 = (ξ l
′
r t)
r−d. Comme a1b1 = tr, on a alors l = l′ donc :
ϕ(A) = (αdt)
d Ir, ϕ(B) = (αdt)
r−d Ir αd racine re de 1
et il est clair que αd de dépend éventuellement que de d et ϕ. Montrons qu’en fait αd ne dépend
que de ϕ. Soient d et d′ deux entiers premiers avec r (alors pgcd(dd′, r) = 1), on note Ad la
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matrice de E(r, d, ar) et Ad′ la matrice de E(r, d′, a′r) :
ϕ(Ad)⊗ · · · ⊗ ϕ(Ad)︸ ︷︷ ︸
r−d′ f ois
⊗ ϕ(Ad′)⊗ · · · ⊗ ϕ(Ad′)︸ ︷︷ ︸
d f ois
= (αdt)
d(r−d′) × (αd′ t)
dd′ I = α−dd
′
d × α
dd′
d′ t
rd I
⇒ (α−1d αd′)
dd′ = 1⇒ αd = αd′ .
Ainsi, quitte à changer t en αt, on a alors :
si ϕ ∈ Kerj∗, ϕ(A) = td Ir.
Théorème C.1. Si ϕ ∈ Ker j∗ ⊂ Gp,r, il existe t ∈ C∗ tel que, pour tout d ∈ Z tel que pgcd(d, r) = 1
et pour tout a ∈ C∗, alors ϕ(A) = td Ir où A est la matrice associée au module irréductible E(r, d, ar)
et ϕ(z) = tr .
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C.2 Etude de la partie fuchsienne
Dans la partie précédente, nous avons étudié l’effet de la pente sur un élément du groupe
de Galois. Nous avons utilisé pour cela, le produit tensoriel de deux irréductibles pour rendre
la pente entière. En gardant la même méthode, nous étudions maintenant l’effet de la partie
fuchsienne. Mais à présent, il faut voir en détail qu’elle est la forme de ce produit tensoriel de
modules. Effectuons quelques rappels sur le produit tensoriel de deux irréductibles.
C.2.1 Rappels sur le produit tensoriel de deux irréductibles
Soient E(r1, d1, b
r1
1 ), et E(r2, d2, b
r2
2 ) deuxmodules aux q-différences irréductibles dematrices
associées B1, B2. On identifie comme précédemment Kr1 ⊗ Kr2 = Kr1r2 en prenant pour base
C, {e ⊗ f ,Φ1(e) ⊗ f , . . . ,Φr−11 (e) ⊗ f , e ⊗ Φ2( f ),Φ1(e) ⊗ Φ2( f ) . . .} (e et f étant les vecteurs
cycliques associés à chacun des modules irréductibles).
On note p =pgcd(r1, r2) et m =ppcm(r1, r2). Pour pouvoir faire des calculs explicites, nous
reprenons les étapes qui ont conduit à la proposition 1.32. Le lemme 1.29 nous donne la base B
définie par :
e⊗ f , Φ1(e)⊗Φ2( f ), . . . , Φm−11 (e)⊗Φ
m−1
2 ( f )
Φ1(e)⊗ f , Φ21(e)⊗Φ2( f ), . . . , Φ
m
1 (e)⊗Φ
m−1
2 ( f )
...
Φ
p−1
1 (e)⊗ f , Φ
p
1(e)⊗Φ2( f ), . . . , Φ
p−1+m−1
1 (e)⊗Φ
m−1
2 ( f ).
La matrice B1⊗ B2 ∈ GLr1r2(K) devient dans la base B sous forme diagonale par blocs de taille
m : 
0 1
. . . 1
c1 0
0 1
. . . 1
c2 0
. . .
0 1
. . . 1
cp 0

.
Où ci = q
(u2d1+u1d2)(m−1)
2 q(i−1)u2d1(b1b2)mzu2d1+u1d2 avec ri = pui pour i = 1, 2. Chaque bloc est de
taille m et correspond à un module de pente d1r1 +
d2
r2
. On note P la matrice de passage de C à B,
B = CP.
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Revenons au cas particulier E(r, d, ar)⊗ E(r, r− d, br), ici p = r, m = r , u1 = u2 = 1. On a :
A⊗ B = σq(P)

0 1
. . . 1
c˜1 0
. . .
0 1
. . . 1
c˜r 0

P−1, où c˜j = q
r(r−1)
2 (ab)rq(j−1)dzr
et la matrice P est égale à :

1 0 · · · 0 0 0 · · · 0 0 0 · · · 0 0 0 · · · 0
0
...
... 1
...
... 0
...
...
...
...
...
...
...
...
...
...
... 1
...
... 0
...
...
0 0 · · · 0 0 0 · · · 0
... 0 · · · 0 1 0 · · · 0
0 0 · · · 0 0 0 · · · 0 0 a′ · · · 0
... 1
...
... 0
...
... 0
...
...
...
...
... 1
...
...
...
...
0 0 · · · 0 0
... 0 0 · · · 0
0 · · · 0 0 0 · · · 0 a′ 0 · · · 0 0 0 · · · 0 0
...
...
...
...
... 0
...
... σq(a′)
...
...
...
...
... 0
...
...
...
...
... 0
...
... σr−2q (a
′)
0 · · · 0 1 0 · · · 0 0 0 · · · 0
... 0 · · · 0 0

où a′ =
(
arq
d(r−1)
2 zd
)−1
et les blocs délimités sont de taille r. Et on a P−1 qui vaut P−1 =
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
1 0 · · · 0 0 0 · · · 0 0 0 0 0 · · · 0 0
0
...
...
... 1
...
...
... 0
...
...
...
...
...
...
...
...
...
...
... 1
...
...
...
0 0 · · · 0 0 0 · · · 0 0 0
... 0 · · · 0 1
0 1 · · · 0 0 0 0 0 0 · · · 0
... 0
...
...
... 1
...
...
...
...
...
...
...
...
... 0
...
...
0 0 · · · 0 0 0 0 a′−1 0 · · · 0
0 0 · · · 0
0
...
...
a′−1
...
...
... 0 · · · 0
0 · · · 0 1 0 0 · · · 0 0 0 0 0 0 · · · 0 0
...
... 0 a′−1
...
...
... 0
...
...
...
...
...
...
... 0
...
...
... σq(a′−1)
... 0
... 0
...
0 · · · 0 0
... 0 · · · 0 0
... 0
... 0 · · · σr−2q (a
′−1) 0

Il nous suffit donc d’étudier l’image par ϕ ∈ Gp,r des blocs du type : Cj =
 0 1. . . 1
c˜j 0
,
c˜j = q
r(r−1)
2 crjz
r, cj = abq
(j−1)d
r .
C.2.2 Etude des blocs Cj
Soit ϕ ∈ Gp,r. La matrice Cj représente un module de pente 1 donc il faut trouver un chan-
gement de base pour lequel la matrice est de la forme zA, A ∈ GLr(C). On a en fait :
Cj =
 0 1. . . 1
c˜j 0
 = σq(Qj)−1z

cj 0 0
0 cjξr
. . .
. . . . . . 0
0 0 cjξr−1r
Qj
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où Qj =

1 1 · · · 1 1
ξ−1r ξ
−2
r ξ
−(r−1)
r
...
ξ−2r ξ
−4
r ξ
−2(r−1)
r
...
...
...
...
...
ξ
−(r−1)
r ξ
−2(r−1)
r · · · ξ
−(r−1)2
r 1

︸ ︷︷ ︸
V

g(j)1 0 0
0 g(j)2
. . .
. . . . . . 0
0 0 g(j)r

︸ ︷︷ ︸
Gj
et g(j)i = c
r−i
j q
r(r−1)
2 q−i(r−1)qr−1 · · · qr−i+1z−(i−1) cf. remarque 1.24. En restriction à la catégorie
des modules à pentes entières, Ep,1, ϕ| = (tr,γ,λ), tr ∈ C∗,γ ∈ Homgr(Eq,C∗),λ ∈ C. On a
donc :
ϕ
z

cj 0 0
0 cjξr
. . .
. . . . . . 0
0 0 cjξr−1r

 = trγ(cj)

1 0 0
0 γ(ξr)
. . .
. . . . . . 0
0 0 γ(ξr)r−1

d’où ϕ(Cj) = Qj(z0)−1 trγ(cj)

1 0 0
0 γ(ξr)
. . .
. . . . . . 0
0 0 γ(ξr)r−1
 Qj(z0)
Pour continuer, nous avons besoin d’expliciter Q−1j et grâce au lemme suivant, l’inverse de la
matrice de Vandermonde V est :
V−1 =
1
r

1 ξr ξ2r · · · ξ
(r−1)
r
1 ξ2r ξ
4
r · · · ξ
2(r−1)
r
...
...
1 ξ(r−1)r ξ
2(r−1)
r · · · ξ
(r−1)2
r
1 1 1 · · · 1
 .
Lemme C.2. Soit ξr une racine re primitive de l’unité, disons ξr = e2ipi/r, et soit k ∈ Z alors :
r
∑
j=1
(ξkr )
j =
{
0 si k 6= 0mod r
r sinon
.
Démonstration. – Si k est premier à r alors ξkr est une racine primitive re de l’unité donc la
somme est celle de toutes les racines re de l’unité, donc elle est nulle
– Si k et r ne sont pas premiers entre eux, on peut supposer k ∈ {0, 1, . . . , r − 1}. Si k = 0
alors ∑rj=1 (ξ
k
r )
j = r sinon soit d = pgcd(r, k), alors r = dr′ et k = dk′ avec k′ et r′
premiers entre eux, alors ξkr = e
2ipik′/r′ = ξk
′
r′ est une racine primitive r’
e de l’unité. D’après
le point précédent, ∑r
′
j=1 (ξ
k
r )
j = 0. Or, ∑rj=1 (ξ
k
r )
j = ∑r
′
j=1 (ξ
k
r )
j + · · ·∑rj=dr′−r′+1 (ξ
k
r )
j =
d∑r
′
j=1 (ξ
k
r )
j = 0.
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Ainsi,
ϕ(Cj) = t
rγ(cj) Gj(z0)
−1 V−1

1 0 0
0 γ(ξr)
. . .
. . . . . . 0
0 0 γ(ξr)r−1
V Gj(z0)
et V−1

1 0 0
0 γ(ξr)
. . .
. . . . . . 0
0 0 γ(ξr)r−1
V =
(
1
r
r
∑
l=1
ξ
i(l−1)
r γ(ξr)
l−1ξ
−j(l−1)
r
)
1≤i,j≤r
=
(
1
r
r
∑
l=1
ξ
−(j−i)(l−1)
r γ(ξr)
l−1
)
1≤i,j≤r
=
(
1
r
r−1
∑
l=0
(ξ
−(j−i)
r γ(ξr))
l
)
1≤i,j≤r
.
On a γ(ξr)r = 1 donc γ(ξr) est une racine re de l’unité, il existe alors k ∈ [0, . . . , r − 1] tel que
γ(ξr) = ξkr . D’après le lemme, nous pouvons facilement décrire ce produit :
– si k = 0, ϕ(Cj) = trγ(cj)Ir
– si k = 1, j− i = 1mod r ⇔ (i, j) = (r, 1) ou (i, i+ 1) donc
ϕ(Cj) = trγ(cj)Gj(z0)−1
0 1. . . 1
1 0
Gj(z0)
– si k = 2, ϕ(Cj) = trγ(cj)Gj(z0)−1

0 0 1
. . . 1
1 0
0 1 0
Gj(z0)
de manière générale : ϕ(Cj) = trγ(cj) Gj(z0)−1 Tkr Gj(z0) où
Tr =
0 1. . . 1
1 0
 est semblable à

1 0 0
0 ξr
. . .
. . . . . . 0
0 0 ξr−1r
 .
On a même γ(Tr) = Tkr donc ϕ(Cj) = t
rγ(cj) Gj(z0)−1 γ(Tr) Gj(z0).
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C.2.3 Application à E(r, d, ar)⊗ E(r, r − d, br)
Maintenant on a alors :
ϕ(A⊗ B) = P(z0)
 ϕ(C1) . . .
ϕ(Cr)
 P(z0)−1
= trγ(ab)P(z0)G(z0)−1

γ(Tr) 0
γ(qr)dγ(Tr)
. . .
0 γ(qr)d(r−1)γ(Tr)
G(z0)P(z0)−1
G(z0) étant la matrice diagonale de blocs diagonaux Gj(z0) j = 1, . . . , r. Pour la suite des cal-
culs, nous allons mettre les coefficients qui apparaissent dans P(z0) avec la matrice G(z0)−1,
autrement dit on pose : G′(z0) =
g(1)1
−1
0
. . .
0 g(r)1
−1
g(r)2
−1
a′ 0
g(1)2
−1
. . .
0 g(r−1)2
−1
g(r−1)3
−1
a′ 0
g(r)3
−1
σq(a′)
g(1)3
−1
0
. . .

où on note désormais par abus g(j)i := g
(j)
i (z0), a
′ := a′(z0), σlq(a
′) := a′(qlz0) :
g(j)i = (ab)
r−iq(j−1)d(r−i)r q
r(r−1)
2 q−i(r−1)qr−1 . . . qr−i+1 z−(i−1)0 .
Et donc P(z0)G(z0)−1 = G′(z0)P′, P′ étant la matrice P mais avec uniquement des coefficients égaux à
0 ou 1. Donc,
ϕ(A⊗ B) = trγ(a)γ(b)G′(z0)P
′

γ(Tr) 0
γ(qr)dγ(Tr)
. . .
0 γ(qr)d(r−1)γ(Tr)
 P′−1G′(z0)−1.
Notons alors γ(Tr) = (ji,j)1≤i,j≤r, nous obtenons :
P′

γ(Tr) 0
γ(qr)dγ(Tr)
. . .
0 γ(qr)d(r−1)γ(Tr)
 P′−1 =
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
j11 0 j12 0 j1r
j11γ(qr)d
...
. . . j1rγ(qr)d 0
. . . 0 j12γ(qr)d(r−2)
. . .
...
j11γ(qr)(r−1)d j12γ(qr)d(r−1) 0 · · · 0 0
0 j21γ(qr)(r−1)d j22γ(qr)d(r−1)
j21 0 j22
j21γ(qr)d
...
. . .
. . . 0 j22γ(qr)d(r−2)
0 jr1γ(qr)d jrrγ(qr)d
...
. . . jrrγ(qr)2d
0 jr1γ(qr)d(r−1)
. . .
jr1 0 · · · 0 jrr

La structure de cette matrice fait nettement apparaître un produit tensoriel Ta ⊗ Tb où
Ta = γ(Tr)

1 0
γ(qr)
. . .
0 γ(qr)(r−1)

d
et Tb = γ(Tr)

1 0
γ(qr)
. . .
0 γ(qr)(r−1)

r−d
Ainsi,
ϕ(A⊗ B) = trγ(a)γ(b) G′(z0) γ(Tr)⊗ γ(Tr) G′(z0)−1×
1 0
γ(qr)
. . .
0 γ(qr)(r−1)

d
⊗

1 0
γ(qr)
. . .
0 γ(qr)(r−1)

r−d
(G′(z0) étant diagonale, elle commute avec les matrices contenant les puissances de γ(qr)).
Il nous faut pour finir calculer G′(z0) γ(Tr) ⊗ γ(Tr) G′(z0)−1 et trouver quelles sont les
deux matrices qui ont pour produit tensoriel celle-ci. Il suffit pour cela de calculer G′(z0) Tr ⊗
Tr G′(z0)−1 (puisque γ(Tr) = Tkr ) :
G′(z0) Tr ⊗ Tr G′(z0)−1 =
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
0 g
(1)
2
g(1)1
... g
(2)
2
g(2)1
...
. . .
0 g
(r−1)
2
g(r−1)1
a′−1g(r)2
g(2)1
0 . . . . . . 0
0 a
′σq(a′)−1g
(r)
3
g(r)2
... g
(1)
3
g(1)2
...
. . .
0 g
(r−2)
3
g(r−2)2
a′−1g(r−1)3
g(r−1)2
0 . . . . . . 0
. . .
0 a
′g(2)1
g(2)r
... σq(a)
′g(3)1
g(3)r
...
. . .
0
σr−2q (a
′)g(r)1
g(r)r
g(1)1
g(1)r
0 . . . . . . 0

On doit alors trouver deux matrices U et V telles que :
 0 u2. . . ur
u1 0
⊗
 0 v2. . . vr
v1 0
 = G′(z0) Tr ⊗ Tr G′(z0)−1.
En remarquant que
g(j)i
g(j)k
= (ab)k−iq(j−1)(k−i)r q
(k−i)(k+i−3)
2 zk−i0
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On a alors :
u1v1 = (ab)r−1q
(r−1)(r−2)
2 zr−10
u2v1 = a−1br−1q
d(r−1)
r q
(r−1)(r−2)
2 q
−d(r−1)
2 zr−d−10
ujv1 = a
−1br−1qd(j−1)(r−1)r q
(r−1)(r−2)
2 q
−d(r−1)
2 q−(j−2)dzr−d−10
urv1 = a−1br−1q
d(r−1)2
r q
(r−1)(r−2)
2 q
−d(r−1)
2 q−(r−2)dzr−d−10
u1v2 = ar−1b−1q
−d(r−1)
r q
d(r−1)
2 zd−10
u2v2 = (ab)−1z−10
ujv2 = (ab)−1q
−d(j−2)
r z−10
urv2 = (ab)−1q
−d(r−2)
r z−10
...
Soit z0,r la racine re de z0 choisie au départ, il existe α(d) ∈ C∗ tel que :
u1 = α(d)a
r−1q
d(r−1)(r−2)
2
r z
d(r−1)
0,r
u2 = α(d)a
−1z−d0,r
uj = α(d)a
−1q−d(j−2)r z−d0,r
ur = α(d)a
−1q−d(r−2)r z−d0,r
v1 = α−1(d)b
r−1q
(r−d)(r−1)(r−2)
2
r z
(r−d)(r−1)
0,r
v2 = α−1(d)b
−1z−(r−d)0,r
vj = α
−1
(d)b
−1q−(r−d)(j−2)r z
−(r−d)
0,r
vr = α−1(d)b
−1q−(r−d)(r−2)r z
−(r−d)
0,r
Autrement dit, nous avons :
ϕ(A) = tdα(d)γ(a)

0 α−10
. . .
0 α−1r−2
α0α1 · · · αr−2 0 . . . 0

k
1 0
γ(qr)
. . .
0 γ(qr)(r−1)

d
où αj = aq
jd
r zd0,r et γ(Tr) = T
l
r . Par les mêmes considérations que la partie non fuchsienne, on
montre que α(d) ne dépend que de d et ϕ, et que α(d) = αd(1) est une racine r
ede 1. Quitte à
changer t en α(1)t, on peut considérer que α(d) = 1.
Et si on note :
Ga,d(z0,r) =

1
α0
α0α1
α0α1 · · · αr−2

−1
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on obtient la formule annoncée au théorème 4.6 :
ϕ(A) = G−1a,d (z0,r) t
dγ(a) γ(Tr) Ga,d(z0,r)

1 0
γ(qr)
. . .
0 γ(qr)(r−1)

d
.
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Résumé en français : 
 
 Le but de cette thèse est d'étudier des équations aux q-différences irrégulières et d'obtenir des 
descriptions matricielles explicites du groupe de Galois local. La description du groupe de Galois local des 
équations à pentes entières est due à Ramis et Sauloy, elle s'est faite  grâce à l'étude de la classification 
analytique locale par Ramis, Sauloy et Zhang, qui a conduit à la forme normale de Birkhoff-Guenther,  et 
grâce à la compréhension du phénomène de Stokes pour les équations aux q-différences.  
 
 Sur la base des travaux de van der Put et Reversat sur les formes normales des modules purs 
isoclines à pentes non entières, nous poursuivons la classification analytique locale des modules aux 
q-différences. Le premier théorème de cette thèse concerne  le cas  à deux pentes non nécessairement 
entières : nous obtenons un isomorphisme entre l'espace des classes analytiques isoformelles et un quotient 
d'un espace des matrices à coefficients polynomiaux.   
Par le calcul de cocycles explicites dans le cas à deux pentes, nous obtenons également un isomorphisme 
entre l'espace des classes analytiques à deux pentes et le premier groupe de cohomologie du fibré associé. 
A partir de ces cocycles, nous calculons des opérateurs de Stokes, qui s'avèrent galoisiens, pour les 
modules aux q-différences à deux pentes.  
 
 Un des principaux théorèmes en théorie de Galois de cette thèse est la description matricielle 
explicite du groupe de Galois local formel, défini par voie tannakienne. 
Ce théorème et le lien que l'on établit entre les opérateurs de Stokes que l'on a calculés et ceux de Ramis et 
Sauloy pour les pentes entières, nous permettent de construire un sous-groupe Zariski-dense du groupe de 
Galois local des équations aux q-différences dont le dénominateur des pentes est fixé. 
 
 
English summary : 
 
 The aim of this thesis is to study irregular q-differences equations and to obtain explicit matricial 
descriptions of the local Galois group. The description of the local Galois group of equations with integral 
slopes is due to Ramis and Sauloy, it was done thanks to the study of local analytic classification by Ramis, 
Sauloy and Zhang, which leads to the normal form of Birkhoff-Guenther, and  thanks to the understanding 
of the Stokes phenomenon for q-differences equations. 
 
 We begin with van der Put and Reversat work on normal forms of pure isoclinic modules with no 
integral slopes and  we continue the local analytic classification of q-differences modules. The first theorem 
of this thesis  deals with the case of two slopes which are not necessarily  integral : we obtain an 
isomorphism between the space of isoformal analytic classes and a space of matrices with polynomial 
coefficients.  
By computing explicit cocycles in the case of two slopes, we also obtain an isomorphism between the space 
of isoformal analytic classes with two slopes and the first cohomology group of associated vector bundle. 
From these cocycles, we work out Stokes operators for q-differences modules with two slopes, which turn 
out to be galoisian. 
 
 One of the main theorems in Galois theory of this thesis is the explicit matricial description of the 
formal local Galois group defined by tannakian theory.  
This theorem and the link we establish between our Stokes operators and those of Ramis and Sauloy for 
integral slopes, allow us to construct a Zariski-dense subgroup of the local Galois group of q-differences 
equations for which the slopes denominator is fixed. 
 
 
