Abstract. Let M be an invariant subspace of H 2 over the bidisk. Associated with M , we have the fringe operator F M z on M ⊖wM . It is studied the Fredholmness of F M z for (generalized) zero based invariant subspaces M . Also ker F M z and ker (F M z ) * are described.
Introduction
Let H 2 = H 2 (D 2 ) be the Hardy space over the bidisk D 2 with two variables z, w. We write f the Hardy space norm of f ∈ H 2 . We denote by T z , T w the multiplication operators on H 2 by z, w. A nonzero closed subspace M of H 2 is said to be invariant if T z M ⊂ M and T w M ⊂ M . The structure of invariant subspaces of H 2 is fairly complicated and at this moment it seems to be out of reach (see [1, 3, 6, 7] ). We have
so the space M ⊖ wM contains many informations of an invariant subspace M . In [7] , Yang studied the operator F M z on M ⊖ wM defined by F M z f = P M⊖wM T z f, f ∈ M ⊖ wM, where P A is the orthogonal projection from H 2 onto A ⊂ H 2 , and he called F M z the fringe operator of M .
Let N = H 2 ⊖ M . We set Thus zI(E) + wI(E) ⊂ I(E) ∩ H 0 , so we get (2.1). Since H 0 is closed, zI(E) + wI(E) is closed. Since zh, wh ∈ I(E) and h(0, 0) = 1, we have P I(E) z = 0 and P I(E) w = 0. Let g ∈ I(E) ⊖ (C · P I(E) z + C · P I(E) w). Then g ⊥ 1, g ⊥ z and g ⊥ w. Hence g ∈ H 0 , so g ∈ I(E) ∩ H 0 . Thus by (2.1), I(E) ⊖ (C · P I(E) z + C · P I(E) w) ⊂ zI(E) + wI(E).
Since P I(E) z, P I(E) w ⊥ zI(E) + wI(E), we have I(E) = (zI(E) + wI(E)) ⊕ (C · P I(E) z + C · P I(E) w).
Hence Ω(I(E)) = C · P I(E) z + C · P I(E) w. Since P I(E) z ⊥ wh and P I(E) w ⊥ wh, we have C · P I(E) z = C · P I(E) w. Hence dim Ω(I(E)) = 2.
By Lemmas 2.1, 2.2 and Proposition 2.8, we conclude the assertion. [7] ). The following is a generalization of this fact. 
. We may write f = zϕ(z)f 1 + wf 2 for some
Hence zhf 1 ∈ zM and
so there is a sequence of polynomials {p n } n such that
Since p n − p n (z, 0) = wq n for some polynomial q n , we have
Hence w(zgf 1 + f 2 ) ∈ wM . Therefore by (2.3), f ∈ zM + wM . Thus we get (2.2).
Since zϕ(z)H 2 + wH 2 is closed, by (2.2) zM + wM is closed. By Lemma 2.2, F M z has closed range. Let f ∈ Ω(N ). Then wf ∈ M . Similarly as the last paragraph, we have wf ∈ wM , so f ∈ M . Hence f = 0. By Lemma 2.1, we have ker F Corollary 2.12. Let h ∈ H ∞ satisfy |h(e iθ , 0)| > δ > 0 for almost every
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Proof. We may write h = h 1 (z) + wh 2 for some h 1 (z), h 2 ∈ H ∞ . If h 1 (0) = 0, then by Proposition 2.4 we have the assertion. So we assume that h 1 (0) = 0. Let h 1 (z) = ϕ(z)f (z) be an inner-outer factorization of h 1 (z). We have ϕ(0) = 0. By the assumption, f (z) is invertible in H ∞ . Then we have 
Generalizations
Let M be an invariant subspace of H 2 satisfying that M ⊂ I(E) and
We recall that
, as a generalization of zero based invariant subspaces we assume that
We shall study about Ω(N ), Ω(M ) and the Fredholmness of F M z under the above situation.
∈ Ω(N ). This is a contradiction. Thus we get f ∈ z n w m H 2 .
By Corollary 3.3, to study Ω(N ) we may assume that M ⊂ zH 2 and M ⊂ wH 2 .
Proof. Since M ⊂ zH 2 and M ⊂ wH 2 , (n, 0) / ∈ A M (0, 0) and (0, m) / ∈ A M (0, 0) for some n, m ∈ N. By (3.1) and (3.2), we get the assertion.
Suppose that (0, 0) ∈ E and E = {(0, 0)}. Let
Then by (3.3) and (3.4), we have M ⊂ M 0 .
. By the assumption, we have g ∈ M . Thus we get the assertion.
We may rewrite A M (0, 0) as follows;
Here we use the notations given in Lemma 3.4.
for every (n, m) ∈ A M (0, 0). By (3.3) and (3.4), we have z and
. Thus we get the assertion. Proof. By the assumption, there is f 0 ∈ M 0 such that f 0 (0, 0) = 1. For each 1 ≤ j ≤ k, we have z nj w mj , z nj w mj f 0 = 0. By Lemma 3.4 and (3.5), we have z
Then f j ∈ N and f j = 0. Since M = M , it is not so difficult to show that zf j , wf j ∈ M for every 1
Therefore dim k j=1 C · f j = k. By Theorem 3.8, we get dim Ω(N ) = k. We shall show an example satisfying conditions in Theorem 3.9.
So in Lemma 3.4, we have
and k = ℓ. By Theorem 3.9, we have dim Ω(N ) = ℓ. In Theorem 3.8, we have dim Ω(N ) ≤ k. In Example 3.11, we showed an example of M satisfying dim Ω(N ) < k. In Theorem 3.9, if (0, 0) / ∈ Z(M 0 ), then dim Ω(N ) = k. In the following, we shall show an example of M satisfying that (0, 0) ∈ Z(M 0 ) and dim Ω(N ) = k.
Note that (n 1 , m 1 ) = (0, 3), (n 2 , m 2 ) = (2, 1) and k = 2 in Lemma 3.4. Moreover
and M = M . In Theorem 3.8, we have Σ = {(0, 3), (2, 1)} and
We have
Then by Theorem 3.8, dim Ω(N ) = 2 = k.
Suppose that (0, 0) ∈ E and E = {(0, 0)}. Let M be an invariant subspace of H 2 such that M I(E), Z(M ) = E and M = M . Moreover we assume that M ⊂ zH 2 and M ⊂ wH 2 . To describe Ω(M ), we set
Let n 1 , n 2 , . . . , n k , m 1 , m 2 , . . . , m k ∈ N satisfy the conditions given in Lemma 3.4. Put
where #Γ denotes the number of elements in Γ.
Lemma 3.13. P M z sj w tj = 0 and P M z sj w tj ∈ Ω(M ) for every 1 ≤ j ≤ k + 1.
and
Corollary 3.14. dim
and k = 4. We also have
and 
For each positive integer n, let
Since Z(M ) = Λ and M M 0 = [z − w], we have A M (0, 0) = {(0, 0)}, so n j +m j ≥ 1 for every 1 ≤ j ≤ k. Hence there are integers 1 ≤ ℓ 1 < ℓ 2 < · · · < ℓ p such that for each 1 ≤ i ≤ p there is 1 ≤ j ≤ k satisfying n j + m j = ℓ i and
Then by (4.3),
Let 1 ≤ σ 1 < σ 2 < · · · < σ q be the integers such that for each 1 ≤ i ≤ q there is 1 ≤ j ≤ k + 1 satisfying s j + t j = σ i and {(s j , t j ) :
{(s j , t j ) : 1 ≤ j ≤ k + 1, s j + t j = σ i }.
Set Γ = {(s j , t j ) : 1 ≤ j ≤ k + 1} and Γ i = {(s j , t j ) : 1 ≤ j ≤ k + 1, s j + t j = σ i }. Then 
