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ABSTRACT
We map the trends of elemental abundance ratios across the Galactic disk, spanning R = 3− 15 kpc
and midplane distance |Z| = 0 − 2 kpc, for 15 elements in a sample of 20,485 stars measured by the
SDSS/APOGEE survey (O, Na, Mg, Al, Si, P, S, K, Ca, V, Cr, Mn, Fe, Co, Ni). Adopting Mg rather
than Fe as our reference element, and separating stars into two populations based on [Fe/Mg], we find
that the median trends of [X/Mg] vs. [Mg/H] in each population are nearly independent of location in
the Galaxy. The full multi-element cartography can be summarized by combining these nearly universal
median sequences with our measured metallicity distribution functions and the relative proportions
of the low-[Fe/Mg] (high-α) and high-[Fe/Mg] (low-α) populations, which depend strongly on R and
|Z|. We interpret the median sequences with a semi-empirical “2-process” model that describes both
the ratio of core collapse and Type Ia supernova contributions to each element and the metallicity
dependence of the supernova yields. These observationally inferred trends can provide strong tests of
supernova nucleosynthesis calculations. Our results lead to a relatively simple picture of abundance
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2ratio variations in the Milky Way, in which the trends at any location can be described as the sum
of two components with relative contributions that change systematically and smoothly across the
Galaxy. Deviations from this picture and future extensions to other elements can provide further
insights into the physics of stellar nucleosynthesis and unusual events in the Galaxy’s history.
1. INTRODUCTION
In the present-day Galaxy, iron-peak elements are pro-
duced in approximately equal measure by core collapse
supernovae (CCSN) and Type Ia supernovae (SNIa).
Oxygen and magnesium production is dominated by
CCSN, while heavier α-elements such as silicon, sul-
fur, and calcium are expected to have significant con-
tributions from SNIa (see, e.g., Timmes et al. 1995;
Kobayashi et al. 2006; Nomoto et al. 2013; Andrews
et al. 2017; Rybizki et al. 2017). The distribution of
stars in the space of [α/Fe]-[Fe/H] has long been one
of the crucial diagnostics of chemical evolution, with
[α/Fe] providing a rough chemical “clock” because of
the differing timescales of CCSN and SNIa enrichment
(McWilliam 1997).1 In the solar vicinity this distribu-
tion is bimodal, with populations of “high-α” and “low-
α” stars at sub-solar [Fe/H]. The older, high-α popula-
tion is kinematically hotter and geometrically thicker,
allowing chemical separation of the the “thick” and
“thin” disks (Fuhrmann 1998; Prochaska et al. 2000;
Bensby et al. 2003), though this identification is blurred
in the outer Galaxy by disk flaring (Minchev et al. 2015,
2017; Bovy 2016; Mackereth et al. 2017).
The Apache Point Observatory Galactic Evolution
Experiment (APOGEE; Majewski et al. 2017) of the
Sloan Digital Sky Survey (SDSS; York et al. 2000; Eisen-
stein et al. 2011; Blanton et al. 2017) has extended the
maps of the [α/Fe]-[Fe/H] distribution over a large range
of the Milky Way disk (Anders et al. 2014; Nidever
et al. 2014; Hayden et al. 2015, hereafter H15), spanning
R = 3−15 kpc and vertical height |Z| = 0−2 kpc. With
a large sample and precise, well characterized abundance
measurements, APOGEE data allow measurement of
the intrinsic spread of [α/Fe] in the thin and thick disk
populations at a given [Fe/H] (Bertran de Lis et al.
2016). This paper extends “chemical cartography” of
the Galactic disk to many of the other elements mea-
sured by APOGEE: O, Na, Mg, Al, Si, P, S, K, Ca, V,
Cr, Mn, Co, and Ni. These elements trace a variety of
nucleosynthetic pathways with different dependences on
stellar mass and metallicity. Their relative abundances
can teach us about both the nucleosynthetic processes
1 We follow standard notation in which the bracketed abun-
dance ratio [X/Y] = log(X/Y)− log(X/Y) where (X/Y) is the
solar abundance ratio and log denotes a base-10 logarithm.
themselves and the history of star formation and chem-
ical enrichment across the Galaxy.
For practical reasons, previous studies of many el-
ements for large stellar samples have usually focused
on the solar neighborhood (e.g., Timmes et al. 1995;
Reddy et al. 2003, 2006; Bensby et al. 2003, 2005, 2014;
Kobayashi et al. 2006; Adibekyan et al. 2012). These
studies show that the chemical dichotomy of the thick
and thin disks can be traced through many individual α
elements, that trends for iron-peak elements track those
of iron as expected, that neutron capture elements (r-
and s-process) frequently show distinctive behavior with
metallicity and age, and that multiple principal compo-
nents are needed to represent the distribution of local
stars in the multi-dimensional abundance space (Ting
et al. 2012; Andrews et al. 2017). Analogous to H15, this
paper extends such analyses to span the Galactic disk,
taking advantage of APOGEE’s much larger survey vol-
ume and sample size. We defer discussion of C and N
to a separate paper (S. Hasselquist et al., submitted)
because their abundances in the evolved stars observed
by APOGEE are strongly affected by internal mixing on
the red giant branch rather than reflecting birth abun-
dances. One consequence of our choice is that the ele-
ments discussed in this paper are ones whose production
is likely dominated by CCSN and SNIa. Future studies
that combine APOGEE measurements with abundances
from optical surveys such as Gaia-ESO (Gilmore et al.
2012), LAMOST (Luo et al. 2015), and GALAH (De
Silva et al. 2015) can probe elements produced in in-
termediate mass stars or by exotic mechanisms such as
neutron star mergers.
H15’s examination of metallicity distribution func-
tions (MDFs) and [α/Fe] ratios showed that the bi-
modality between high-α and low-α populations per-
sists across much of the disk, but that the relative frac-
tion of stars in the two populations depends strongly
on Galactic location. The high-α stars trace a locus
in [α/Fe]-[Fe/H] space that is nearly independent of lo-
cation and resembles the evolutionary track of simple
chemical evolution models. The universality of this locus
limits the variation of star formation efficiency during
the formation of the high-α population (Nidever et al.
2014). The distribution of stars along the low-α locus
shifts towards lower [Fe/H] at larger radii, in accord
with standard descriptions of the disk’s stellar metal-
licity gradient (Cheng et al. 2012b). The skewness of
the MDF changes systematically with radius in the way
3expected if it has been shaped by radial mixing of stars
across the disk (Scho¨nrich & Binney 2009; Minchev &
Famaey 2010; H15). Most stars in the inner Galaxy lie
along the high-α sequence, but the distribution of stars
along this sequence shifts to higher [Fe/H] at lower |Z|
in a way that suggests “upside-down” formation of the
inner disk from a gas layer that gets thinner over time
(Freudenburg et al. 2017). The fraction of high-α stars
decreases drastically in the outer Galaxy even at large
|Z|, as suggested by earlier results (Bensby et al. 2011;
Cheng et al. 2012a).
For Mg and Fe abundance distributions, this pa-
per confirms and further quantifies the trends found
in APOGEE data by Anders et al. (2014), Nidever
et al. (2014), and H15 and in Gaia-ESO data by Miko-
laitis et al. (2014). For other elements we find that
the “cartography” is relatively simple: once we sepa-
rate the high-α and low-α populations and adopt Mg as
our reference element, the median sequences of [X/Mg]
vs. [Mg/H] are nearly independent of Galactic location.
These sequences encode important constraints on su-
pernova nucleosynthesis, and they appear to do so in
a way that is insensitive to local variations in chemical
enrichment history. We interpret these sequences us-
ing a semi-empirical, “2-process” nucleosynthesis model
that describes the element abundances in a given star as
the sum of IMF-averaged CCSN and SNIa contributions
(IMF = initial mass function). This model proves quite
successful in describing our observed trends, though this
success and the position-independence of median se-
quences may not extend to elements that have larger
contributions from other enrichment channels.
After describing our data sample in §2, we turn in §3
to maps of abundance ratio trends in zones of R and
|Z|. Finding that these trends are nearly independent
of location, we examine them more closely using a high
signal-to-noise ratio (SNR) subset of the full disk sam-
ple in §4. In §5 we define the 2-process model and apply
it to the interpretation of the observed median trends.
In §6 we present MDFs and relative normalizations of
the high- and low-α populations as a function of Galac-
tic position, which in combination with our abundance
ratio trends provides an approximate description of the
full multi-element cartography for the elements exam-
ined here. We summarize our conclusions and discuss
directions for future work in §7.
2. DATA
We use data from the fourteenth data release (DR14;
Abolfathi et al. 2018) of the SDSS/APOGEE survey
(Majewski et al. 2017). Targeting for the APOGEE
survey is described by Zasowski et al. (2013), Zasowski
et al. (2017), and the DR14 paper. Roughly speak-
ing, the APOGEE disk sample consists of evolved stars
with 2MASS (Skrutskie et al. 2006) magnitudes 7 <
H < 13.8 sampled on a grid of sightlines accessi-
ble from the northern hemisphere at Galactic latitudes
b = −8◦,−4◦, 0◦,+4◦,+8◦ over a wide range of Galactic
longitudes. H-band spectra are obtained with the 300-
fiber APOGEE spectrograph (J. C. Wilson et al., sub-
mitted) on the Sloan Foundation 2.5m telescope (Gunn
et al. 2006) at Apache Point Observatory. Nidever
et al. (2015) describe the APOGEE data processing
pipeline, which provides the input to the APOGEE Stel-
lar Parameters and Chemical Abundances Pipeline (AS-
PCAP;Garc´ıa Pe´rez et al. 2016; Holtzman et al. 2015),
which fits effective temperatures, surface gravities, and
elemental abundances using a grid of synthetic spectral
models (Me´sza´ros et al. 2012; Zamora et al. 2015) and
a linelist described by Shetrone et al. (2015). Further
details related to the DR14 data set, including the em-
pirical calibration of abundance scales, are described
by Holtzman et al. (2018). Jo¨nsson et al. (2018) dis-
cuss comparisons between ASPCAP DR14 abundances
and measurements from optical spectra observed for the
same stars in other surveys. We refer to results of these
comparisons at several points in the paper.
To minimize the possibility of systematic issues with
abundances with effective temperature and/or surface
gravity, we restrict the analysis to stars with 1<log g<2,
roughly corresponding to 3700 K < Teff < 4600 K. This
surface gravity cut eliminates red clump (core helium
burning) stars, leaving only stars on the upper giant
branch. It also ensures that the stars in our sample
can be observed by APOGEE over most of the distance
range considered in this paper, minimizing distance-
dependent changes in the population being analyzed.
As data quality cuts, we require a signal-to-noise ratio
of SNR> 80 per pixel in the apStar combined spec-
tra (≈ 0.22A˚), and we require that no “ASPCAP bad”
flags are set. For the analyses in §4 we apply a higher
SNR threshold of 200. Like H15, we focus on Galac-
tic disk stars, with radial cuts 3 kpc < R < 15 kpc and
vertical cuts |Z| < 2 kpc. We use spectrophotometric
distance determinations similar to those used by H15;
these compare well with other distance estimates, e.g.,
from Queiroz et al. (2018) and Wang et al. (2016). We
use only stars targeted as part of the main APOGEE
survey (flag EXTRATARG=0) to avoid any selection biases
associated with special target classes. These cuts leave
us with 20,485 stars, of which 13,350 have SNR> 200.
Figure 1 shows the distribution of our sample stars
in the familiar [Mg/Fe] − [Fe/H] plane, displaying the
usual bimodality of [Mg/Fe] at sub-solar [Fe/H]. As
4Figure 1. Density in the [Mg/Fe] vs. [Fe/H] plane for our
full sample of 20,485 stars. The black line marks our adopted
division between “high-α” and “low-α” populations. Recog-
nizing that the physical distinction between these popula-
tions is the amount of iron enrichment from SNIa, we refer
to them through most of the paper as “low-[Fe/Mg]” and
“high-[Fe/Mg],” respectively.
shown by H15 and below, the location of the high-α and
low-α sequences is nearly independent of position within
the Galactic disk, though the relative number of stars
on these sequences depends strongly on position. The
white line on Figure 1 indicate the boundary we will use
to separate these two populations:[Mg/Fe] > 0.12− 0.13[Fe/H], [Fe/H] < 0[Mg/Fe] > 0.12, [Fe/H] > 0. (1)
While the two sequences converge at [Fe/H] & 0, mak-
ing the distinction of two populations ambiguous in this
regime, our boundary follows a shallow valley in the 2-d
distribution, and it is useful to separate high-metallicity
stars with different fractions of SNIa enrichment even if
the distribution is not clearly bimodal.
3. ABUNDANCE RATIO MAPS
3.1. Abundances relative to Mg
Many studies of multi-element stellar abundances ex-
amine distributions of [X/Fe] vs. [Fe/H]. Here we choose
Mg as our reference element instead of Fe, so our basic
diagrams are [X/Mg] vs. [Mg/H]. Because Mg is pro-
duced almost entirely by CCSN, it is a simpler tracer of
chemical enrichment than Fe, and it has the same mean-
ing (total enrichment from CCSN) on both the high-α
and low-α sequences. While oxygen would also be a
suitable reference element, we choose Mg because it is
more robustly measured in APOGEE (where O mea-
surements come largely from OH and CO lines and are
more sensitive to Teff) and because it is more accessi-
ble to optical surveys. Jo¨nsson et al. (2018) find that
Mg is APOGEE’s most accurately measured α element
relative to external measurements. Other authors have
used Mg as a reference element in abundance ratio stud-
ies with similar motivation (e.g., Wheeler et al. 1989;
Timmes et al. 1995; Fuhrmann 1998; Cayrel et al. 2004).
In a similar spirit, we refer to the high-α and low-α pop-
ulations hereafter as low-[Fe/Mg] and high-[Fe/Mg], re-
spectively, since the physical distinction between them
arises from the absence or prevalence of SNIa iron en-
richment rather than an enhancement of α elements rela-
tive to CCSN iron. (One could more simply say low-iron
and high-iron, but it is the iron relative to α-elements
that matters for our purposes, so we adopt the more
specific terms to avoid confusion.) We examine median
abundance ratio trends separately for these two popula-
tions, and we find that the combination of this practice
and our choice of reference element greatly simplifies the
description of abundance trends as a function of Galac-
tic position.
Figure 2 illustrates this simplification for the case of
Al. The left half of the figure shows [Al/Fe] vs. [Fe/H] for
all sample stars in nine zones of R, |Z|, with red and blue
points marking stars in the low-[Fe/Mg] (high-α) and
high-[Fe/Mg] (low-α) populations, respectively. Large
points connected by the black line show the median
abundance ratio of all stars in bins of [Fe/H]. This me-
dian trend changes shape with Galactic position, and its
shape has no obvious physical interpretation. The scat-
ter about the median trend is large at all locations. How-
ever, the median trends for the low-[Fe/Mg] and high-
[Fe/Mg] populations individually (red and blue curves)
are nearly independent of location, and the scatter about
the median trend within each population is fairly small.
The changing shape of full sample median reflects the
changing ratio of low-[Fe/Mg] to high-[Fe/Mg] stars as
a function of Galactic position and metallicity. Put sim-
ply, thin-disk stars have low [Al/Fe] at a given [Fe/H]
because they have extra Fe from SNIa enrichment, and
the median [Al/Fe] vs. [Fe/H] is therefore shaped by the
ratio of thin-disk to thick-disk stars.
The right half of the figure plots [Al/Mg] vs. [Mg/H]
for the same stars in the same zones. With Mg rather
than Fe as reference element, the median trends are
nearly identical for low-[Fe/Mg] and high-[Fe/Mg] stars,
which is expected because Al production is dominated
by CCSN and thus unaffected by the presence of SNIa
iron. The full sample median, shown by the large points
and black line, is nearly independent of position. The
trend is physically sensible for an odd-Z element such as
Al: the [Al/Mg] ratio rises with increasing [Mg/H] be-
cause the yield of odd-Z elements increases with metal-
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Figure 2. (Left) Distribution of sample stars in [Al/Fe] vs. [Fe/H] in nine Galactic zones, with radial ranges R/ kpc = 3− 6
(left column), 6 − 10 (middle column), 10 − 15 (right column) and vertical positions |Z|/ kpc = 0 − 0.5 (bottom row), 0.5 − 1
(middle row), 1−2 (top row). Red and blue points show stars in the low-[Fe/Mg] (high-α) and high-[Fe/Mg](low-α) populations,
respectively, based on the division marked in Figure 1. Large points connected by the black solid line show the median [Al/Fe]
in bins of [Fe/H] in each Galactic zone. Red and blue curves show the median trends for the two populations in the full sample;
these curves are the same in all panels. (Right) Same as the left panels, but with Mg rather than Fe as the reference element.
licity. Some other elements exhibit significantly different
trends in the two populations because of differing SNIa
contributions, but the near independence of Galactic po-
sition continues to hold.
3.2. Dual chemical sequences in [Fe/Mg]
Figure 3 plots the distribution of stars in [Fe/Mg] and
[Mg/H], now in six radial zones and the same three ver-
tical zones. Small points show stars in the low-[Fe/Mg]
population (red) and high-[Fe/Mg] population (blue). In
each zone, large points show the median [Fe/Mg] in bins
of [Mg/H] for the two populations. Points are plotted
only if a bin contains at least 15 stars in a given pop-
ulation. Red and blue curves (the same in each panel)
show median relations for the entire sample.
This figure is similar to figure 4 of H15, but our choice
of Mg as reference element inverts the y-axis and rescales
the x-axis. Numerous studies show that the low-[Fe/Mg]
population is more prominent at small R and large |Z|
— i.e., the chemically defined thick disk has a smaller
scale length and larger scale height (Bensby et al. 2011;
Bovy et al. 2012; Cheng et al. 2012a; Mikolaitis et al.
2014; Nidever et al. 2014; H15). In the high-[Fe/Mg]
(thin-disk) population, the mode of [Mg/H] shifts from
roughly +0.3 in the inner Galaxy to roughly −0.3 in the
outer Galaxy (see Fig. 22 below), reflecting the stellar
metallicity gradient. Radial trends in the low-[Fe/Mg]
population are weaker, though in the inner disk the
[Mg/H] distribution shifts to higher metallicity with de-
creasing |Z|. Most importantly from the point of view
this paper, the median trends of [Fe/Mg] with [Mg/H]
for the two populations are nearly constant throughout
the disk, as shown by the close agreement between the
points in each zone and the corresponding curves. This
constancy of the low-[Fe/Mg] and high-[Fe/Mg] locus
confirms similar findings by Nidever et al. (2014) and
H15 with the larger sample and improved measurements
of the DR14 data set. There are small shifts in the me-
dian locus of high-[Fe/Mg] stars at |Z| = 1 − 2 kpc, a
point we discuss further in §5.6 below.
Figure 4 shows a similar map of abundance ratio
trends for [O/Mg] vs. [Mg/H]. Like Mg, O is an α-
element whose production should be dominated by
CCSN. The behavior is remarkably simple: for both low-
[Fe/Mg] and high-[Fe/Mg] populations, median trends
are nearly flat at [O/Mg] = 0 at all Galactic posi-
tions. This flatness indicates that IMF-averaged yields
of Mg and O are independent of metallicity over the
range investigated here, or at least that any metallicity
dependence is the same for the two elements. In the full-
sample median, the trend for low-[Fe/Mg] stars is offset
from that of high-[Fe/Mg] stars by about −0.02 dex in
[O/Mg]. We cannot be certain that this small offset is
not an artifact of abundance measurement systematics
that differ in the two populations. The abundance of
oxygen is determined largely from OH lines and its value
is sensitive to Teff ; Jo¨nsson et al. (2018) discuss possible
metallicity dependent systematics in Teff . However, we
have checked that the distributions of Teff and log g are
nearly identical for the low-[Fe/Mg] and high-[Fe/Mg]
subsets of our sample, so there is no obvious reason
for Teff -dependent systematics to produce an offset in
[O/Mg] between the populations.
Figure 5 shows results for [Al/Mg] in the same for-
mat, while Figure 6 shows results for Mn, an odd-Z
element near the iron peak. As seen previously in Fig-
ure 2, the median trends for Al show an increasing
[Al/Mg] towards higher [Mg/H] as expected for an ele-
ment whose yield increases with metallicity. The trends
for low-[Fe/Mg] and high-[Fe/Mg] stars are nearly iden-
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Figure 3. [Fe/Mg] vs [Mg/H] for 18 Galactic zones: from left to right, R/ kpc =3-5, 5-7, 7-9, 9-11, 11-13, 13-15; from top
to bottom, |Z|/ kpc =1-2, 0.5-1, 0-0.5. Red and blue points show stars in the low-[Fe/Mg] and high-[Fe/Mg] populations,
respectively. Large black points show the median [Fe/Mg] in 0.1-dex bins of [Mg/H] for each population in each zone, with
triangles showing the high-[Fe/Mg] population and circles the low-[Fe/Mg] population; red and blue curves show corresponding
median relations for the full sample. For each zone, points are plotted only if an [Mg/H] bin has at least 15 stars. Error bars
denote the interquartile range of [Fe/Mg] for the stars in each bin. The statistical errors in the median are much smaller than
this range (by ∼ √Nstars).
tical, consistent with Al having no significant SNIa con-
tribution, and they are independent of Galactic position
within the statistical noise of our sample. For Mn, on
the other hand, the metallicity dependence is stronger
and the trends for low-[Fe/Mg] and high-[Fe/Mg] stars
are offset and have different slopes. The higher [Mn/Mg]
in high-[Fe/Mg] stars is a sign that a substantial frac-
tion of Mn is produced in SNIa, again consistent with
theoretical expectations (see further discussion below).
The trends within each population are again nearly inde-
pendent of Galactic position. At high |Z| the [Mn/Mg]
trend of the high-[Fe/Mg] population lies below the
global median trend by 0.05-0.1 dex, a larger difference
than seen for Fe, O, or Al, but small compared to the
separation from the low-[Fe/Mg] trend.
For the other elements considered, median trends are
also nearly independent of Galactic position. In §5.6
we will discuss the small deviations from this universal
behavior, but we turn first to a discussion and charac-
terization of the global median trends and their inter-
pretation.
4. GLOBAL TRENDS AND THEIR IMPLICATIONS
Given the approximate constancy of the median se-
quences, we investigate the nucleosynthetic trends by
combining all of the data from different zones into sin-
gle diagrams. To maximize the accuracy, we restrict this
combined sample to stars with SNR > 200 per pixel; an
advantage of large samples is the ability to choose stars
with the highest quality data. This high-SNR subsample
still spans the full range of R and |Z|, though relative to
the full sample it has a smaller fraction of stars at small
and large R. As an additional check for systematic ef-
fects in the abundance measurements, we have examined
the trends for the coolest stars in our high-SNR subsam-
ple (Teff < 4000 K, approximately 13% of the total) and
for the hottest stars (Teff > 4400 K, approximately 9%
of the total). In general we find no significant difference
in global trends for these coolest and hottest subsets,
with the exception of Al and V, discussed in §4.2 and
§4.3, respectively.
Our discussion of nucleosynthetic sources for differ-
ent elements is based on that of Andrews et al. (2017,
see their §4.2 and Appendix B), which is in turn de-
rived from CCSN yields of Chieffi & Limongi (2004)
and Limongi & Chieffi (2006), SNIa yields from the
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Figure 4. Same as Figure 3, but for [O/Mg].
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Figure 5. Same as Figure 3, but for [Al/Mg].
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Figure 6. Same as Figure 3, but for [Mn/Mg].
9W70 model of Iwamoto et al. (1999), and AGB yields
from Karakas (2010). As a useful intuitive reference,
we show in Figure 7 a version of the periodic table con-
structed by J. Johnson and I. Ivans, in which individual
elements are color-coded according to their production
mechanisms.2 This coding is informed by both theo-
retical predictions and empirical data, but it is neces-
sarily uncertain; for example, the attribution of heavy
r-process elements to neutron star mergers remains a
conjecture, strengthened by the spectroscopic observa-
tions of the neutron star merger event GW170817 (Pian
et al. 2017). For the elements examined in this paper,
one can see from the figure that O, Na, Mg, and Al are
thought to originate almost entirely from CCSN, that
Si, P, S, K, and Ca are thought to come predominantly
from CCSN but with significant SNIa contributions, and
that V, Cr, Mn, Fe, Co, and Ni are thought to come at
least 50% from SNIa, though with significant CCSN con-
tributions in each case. These characterizations apply
to solar system abundances; at low metallicity, the rela-
tive contributions of SNIa would be lower, and contribu-
tions could be different in a galaxy or stellar population
with a different IMF or a radically different star forma-
tion history. The more detailed calculations presented
by Andrews et al. (2017) present a similar picture and
show predictions as a function of [Fe/H]. Figure 13 of
Rybizki et al. (2017) is another useful reference for rel-
ative CCSN, SNIa, and AGB contributions to different
elements, with two different yield sets.
4.1. α-elements
Figure 8 plots [X/Mg] vs. [Mg/H] for the α-elements
O, Si, S, and Ca. For an element produced purely
by CCSN with metallicity-independent IMF-averaged
yield, the [X/Mg] ratio is expected to be independent
of [Mg/H], and it should be the same for low-[Fe/Mg]
and high-[Fe/Mg] stars (see further discussion at the end
of §5.5). This is nearly the case for O, though there is
a slight offset between the two sequences and a slightly
elevated [O/Mg] at low metallicities. For Si the metal-
licity trend is stronger and more continuous, and the
separation of the two sequences is larger, consistent with
the moderate SNIa contribution expected for Si. How-
ever, while the expected SNIa contribution (relative to
CCSN) is larger for S than for Si, we find no separa-
tion between the two [S/Mg] sequences. Ca is expected
to have the largest SNIa contribution among these ele-
ments, and it shows the largest separation between the
2 For alternative forms of this graphic and
a link to its Creative Commons license, see
http://www.astronomy.ohio-state.edu/∼jaj/nucleo.
low-[Fe/Mg] and high-[Fe/Mg] populations. We quan-
tify the relative CCSN vs. SNIa contributions and the
metallicity dependence of these contributions in §5 be-
low.
The possibility of systematics in APOGEE oxygen
measurements was mentioned in §3.2. For Si, S, and
Ca, Jo¨nsson et al. (2018) show that the APOGEE mea-
surements are in fairly good agreement with indepen-
dent estimates from optical spectra of the same stars,
and that the global loci of [X/Fe] vs [Fe/H] for these
elements are in generally good agreement with loci de-
termined independently in local samples.
For a more direct comparison to our [X/Mg]-[Mg/H]
distributions, we have used the samples of Adibekyan
et al. (2012) and Bensby et al. (2014) and applied the
[Mg/Fe] criterion of Equation (1) to define two popula-
tions. Figure 9 plots individual stars from the two opti-
cal samples over contours that show the density of stars
in our full APOGEE DR14 disk sample. In contrast to
the Jo¨nsson et al. (2018) star-by-star comparisons, the
stars in the optical samples are different from those in
the APOGEE data. The Adibekyan et al. (2012) data
do not include oxygen abundances, and neither data set
includes sulfur abundances.
The Bensby et al. (2014) data show a sloped trend
of [O/Mg] vs. [Mg/H], in contrast to the flat trends
found in the APOGEE data set. Given the challenges
of inferring oxygen abundances from either optical spec-
tra (principally non-LTE corrections) or near-IR spectra
(principally the impact of Teff on OH molecular abun-
dances), we cannot be sure which of these trends is more
accurate.3 The APOGEE trend is much easier to un-
derstand physically, since Mg and O are both produced
mainly during hydrostatic evolution in high mass pro-
genitors of CCSN, and it is not clear what mechanism
could create a metallicity-dependent [O/Mg] ratio.
For [Si/Mg] the APOGEE data are in good agree-
ment with the Adibekyan et al. (2012) sample and fair
agreement with the Bensby et al. (2014) sample. With-
out separating the two populations, either of the optical
samples might suggest a rising trend of [Si/Mg] with
[Mg/H], but the APOGEE data show that the trends
are slightly falling within each population. In the so-
lar neighborhood optical samples, the low-[Fe/Mg] stars
are preferentially lower [Mg/H], leading to the net ris-
ing trend. A trend of [Si/Fe] vs. [Fe/H] would be further
complicated by the differing [Fe/Mg] ratios of the two
populations.
3 “Non-LTE corrections” refer to corrections to inferred abun-
dances that account for departures from local thermodynamic
equilibrium (LTE) in stellar atmospheres.
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Figure 7. Periodic table of elements color-coded by nucleosynthetic origin, for solar system abundance ratios. Green and light
blue represent contributions from CCSN and SNIa, respectively, which dominate the production of elements considered in this
paper. Yellow represents contribution from AGB stars. Heavy r-process elements are here attributed to merging neutron stars,
though the extent to which these dominate r-process production remains uncertain. Elements in gray have short radioactive
decay times, so terrestrial incidence of these elements does not originate in stellar sources. B, Be, and some Li are produced by
cosmic ray spallation. Essentially all H, most He, and some Li originate in the hot early universe.
For [Ca/Mg] the APOGEE data are in good agree-
ment with the Bensby et al. (2014) data. The Adibekyan
et al. (2012) data show slightly higher [Ca/Mg] for
the low-[Fe/Mg] population and an extension to high
[Ca/Mg] for lower metallicity stars in the high-[Fe/Mg]
population.
4.2. Light odd-Z elements
Figure 10 plots [X/Mg] vs. [Mg/H] for Na, Al, P, and
K, elements with odd atomic number whose production
is dominated by CCSN. Predicted yields for these light
odd-Z elements increase with stellar metallicity because
their production requires a neutron excess, and this ex-
cess requires elements heavier than H and He (Truran &
Arnett 1971; Timmes et al. 1995; Woosley et al. 2002).
Specifically, higher initial CNO abundances in CCSN
progenitors lead to more 14N production during hydro-
gen burning, the 14N is converted to 22Ne during helium
burning, and destruction of 22Ne by α-captures becomes
a source of free neutrons.
Our results for Al are in qualitative agreement with
expectations, with [Al/Mg] increasing with [Mg/H] and
similar trends for low-[Fe/Mg] and high-[Fe/Mg] popula-
tions. Trends for [K/Mg] are nearly flat, though slightly
increasing. For both Na and P we find large differences
in [X/Mg] for the low-[Fe/Mg] and high-[Fe/Mg] popula-
tions, counter to expectations if production of these ele-
ments is dominated by CCSN. We caution that our typ-
ical abundance errors for these elements are relatively
large even for these SNR > 200 spectra, ranging from
0.05 to 0.2 dex for Na and 0.05 to 0.1 dex for P depend-
ing on Teff and [M/H].
There is an obvious artifact in the [Na/Mg]− [Mg/H]
diagram: a diagonal gap that corresponds to a nar-
row but sharp minimum in the [Na/H] distribution at
[Na/H] ≈ 0 − 0.1, which is most pronounced for stars
with log g < 1.5. This feature is not present in APOGEE
DR12 or DR13 [Na/H] abundances; stars with [Na/H] in
this range in DR12 or DR13 are assigned systematically
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Figure 8. [X/Mg] vs. [Mg/H] for α-elements, for all sample
stars with SNR > 200. Red and blue points show the low-
[Fe/Mg] and high-[Fe/Mg] populations, containing 2038 and
11,311 stars, respectively.
higher [Na/H] in DR14. Despite an extensive investiga-
tion, we do not fully understand the origin of this ar-
tifact, but it highlights the fact that APOGEE sodium
abundance measurements rely on two fairly weak lines,
one of which is significantly blended with a CO feature.
As discussed by Jo¨nsson et al. (2018), the APOGEE
measurements for Na and Al are generally in good agree-
ment with independent optical measurements for the
same stars, and the loci in [Na/Fe]-[Fe/H] and [Al/Fe]-
[Fe/H] are similar to those found in local studies. Fig-
ure 11 shows [Na/Mg] and [Al/Mg] comparisons to the
Adibekyan et al. (2012) and Bensby et al. (2014) sam-
ples, indicating reasonable agreement, somewhat bet-
ter for Bensby et al. (2014) than for Adibekyan et al.
(2012). P is relatively unstudied, so there is little in
the way of external validation. For K, Jo¨nsson et al.
(2018) find substantial systematic differences with mea-
surements made from optical spectra, so our K results
should be interpreted with caution.
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Figure 9. Comparison of APOGEE loci in [X/Mg] vs.
[Mg/H] to optical abundance measurements of solar neigh-
borhood stars from Adibekyan et al. (2012) and Bensby et al.
(2014), for O, Si, and Ca. Logarithmically spaced red and
blue contours show the density of low-[Fe/Mg] and high-
[Fe/Mg] stars, respectively, from the APOGEE disk sample.
Points show individual stars from the optical samples, with
the same color coding. The Adibekyan et al. (2012) data
set does not have O abundances, and neither data set has S
abundances.
For Al specifically, we find that the coolest stars in
our sample (Teff < 4000 K) imply a steeper trend of
[Al/Mg] vs. [Mg/H]; the median [Al/Mg] of these stars
matches that of the full sample near [Mg/H] = 0, but
it is slightly higher at high-[Mg/H] and lower by about
0.05 dex at [Mg/H] ≈ −0.3. The visually estimated
trend slope through the main locus of points is about
0.20 for the full sample and about 0.35 for the coolest
stars (precise numbers depend on binning and trimming
of outliers, especially for the smaller cool, subset). The
hottest stars (Teff > 4400 K) have slightly higher me-
dian [Al/Mg] (by about 0.05 dex) at [Mg/H] ≈ −0.3;
it is difficult to translate this difference into a trend
slope because there are few hot stars in our sample with
[Mg/H] > 0. Neither the coolest nor hottest subsam-
ples show an offset of [Al/Mg] between the low-[Fe/Mg]
and high-[Fe/Mg] populations, so the inference that Al
production is dominated by CCSN remains robust.
For the other α-elements and light odd-Z elements, we
find no clear differences in median trends for the coolest
or hottest stars in the sample, within the limits set by
sample size and scatter in the abundance ratios.
4.3. Iron-peak elements
Figure 12 plots [X/Mg] vs. [Mg/H] for V, Cr, Mn, Fe,
Co, and Ni, all “iron-peak” elements for which SNIa are
expected to contribute much of the enrichment. Starting
with [Fe/Mg], we see the familiar two sequences and the
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Figure 10. Same as Figure 8 for light odd-Z elements.
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Figure 11. Same as Figure 9 but for Na and Al. The
Adibekyan et al. (2012) and Bensby et al. (2014) data sets
do not include P or K measurements.
gap between them at sub-solar [Mg/H], though the per-
fect separation of red and blue points is a consequence of
our defining the boundary between the two populations
in this plane. The plateau of the low-[Fe/Mg] sequence
is at [Fe/Mg] ≈ −0.3. The median trend of the high-
[Fe/Mg] sequence is almost flat, though here as in other
studies (e.g., Casagrande et al. 2011) we find a “banana-
shaped” boundary in which the highest [Fe/Mg] stars
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Figure 12. Same as Figure 8 for iron-peak elements. Ele-
ments in the left column have odd atomic numbers; those in
the right column have even atomic numbers.
are concentrated at solar or slightly sub-solar [Mg/H],
and the upper envelope of the population falls slightly
at higher and lower [Mg/H]. Trends for Ni are similar to
those for Fe, but the separation of the two populations is
smaller, suggesting a larger relative CCSN contribution
for Ni (see further discussion in §5).
V, Mn, and Co have odd atomic numbers, and all three
of these elements show increasing [X/Mg] with increas-
ing [Mg/H]. The metallicity-dependence is strongest and
the separation of the two populations largest for Mn,
while Co has the weakest dependence and smallest pop-
ulation separation. It is not obvious that classic CCSN
nucleosynthesis models predict a metallicity dependence
for odd-Z iron group elements (see §VIII.D of Woosley
et al. 2002). Cr is an even-Z element, and the [Cr/Mg]
tracks are for the most part similar to the [Fe/Mg]
tracks. However, there is a significant downturn of
[Cr/Mg] at super-solar [Mg/H], suggesting that yields
become metallicity-dependent in this regime.
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APOGEE abundances for V, Cr, and Ni are gen-
erally consistent with independent optical analyses of
the same stars (Jo¨nsson et al. 2018), and they ex-
hibit similar [X/Fe]-[Fe/H] trends to those in local sam-
ples. APOGEE performs an internal calibration de-
signed to remove abundance trends with Teff in open
clusters. This Teff correction is relatively large for Co,
leaving more room for systematic errors in Co abun-
dances induced by metallicity-dependent systematics in
Teff . APOGEE [Co/H] ratios also have significant scat-
ter and a weak metallicity trend relative to optical mea-
surements. For Mn, APOGEE measurements agree with
independent analyses using similar methodology. How-
ever, applying non-LTE corrections to Mn abundances
flattens the observed trend of [Mn/Fe] with [Fe/H] by
boosting Mn at lower metallicity (Bergemann & Gehren
2008; Battistini & Bensby 2015). APOGEE measure-
ments match the optical measurements without non-
LTE corrections.
Figure 13 shows [X/Mg]-[Mg/H] comparisons to the
Adibekyan et al. (2012) and Bensby et al. (2014) sam-
ples for iron-peak elements. For V, Mn, and Co, we take
values from Battistini & Bensby (2015), who present
measurements for a subset of the Bensby et al. (2014)
stars. Agreement for the iron-peak elements is gener-
ally good, with the most significant difference being the
lowest [Ni/Mg] values in the Bensby et al. (2014) sam-
ple. The separation between the low-[Fe/Mg] and high-
[Fe/Mg] populations in [V/Mg] and [Mn/Mg] is also
smaller for the Battistini & Bensby (2015) data than
for the APOGEE data.
For the coolest stars in the sample (Teff < 4000 K), we
find that the [V/Mg]-[Mg/H] trends are shifted upward
by about 0.1 dex relative to that of the full sample.
The slopes of these trends and the separation between
the low-[Fe/Mg] and high-[Fe/Mg] populations remain
similar. For other iron-peak elements, the trends for the
coolest stars show no obvious offsets or slope differences
relative to the full sample. The hottest stars (Teff >
4400 K) have slightly higher (∼ 0.05 − 0.1 dex) [V/Mg]
at [Mg/H] ≈ −0.3 but show no other obvious offsets or
slope differences.
5. A SEMI-EMPIRICAL MODEL OF ELEMENT
YIELDS
5.1. Model definition
As a semi-empirical description of our observed trends
that incorporates basic physical expectations about the
origin of these elements, we adopt a “2-process model”
in which each star’s abundances are represented as the
sum of a “core collapse process” with amplitude Acc
and an “SNIa process” with amplitude AIa, with these
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Figure 13. Same as Figure 9 but for iron-peak elements.
The Adibekyan et al. (2012) data set does not include V, Cr,
or Mn. In the right column, results for V, Co, and Mn come
from Battistini & Bensby (2015).
amplitudes multiplying coefficients pX that are specific
to each element. The abundance of element X is(
X
H
)
= Accp
X
cc(Z) +AIap
X
Ia(Z) . (2)
The dependence of each process pXcc and p
X
Ia on Z al-
lows for metallicity-dependent IMF-averaged yields of
element X. The model makes no specific assumption
about the chemical evolution history that leads to a
given star’s value of Acc and AIa (see further discussion
in §5.5). Our comments about theoretical expectations
throughout this section are again based on the references
discussed at the beginning of §4.
We normalize Acc = 1 at solar abundance, so
pXcc, ≡ pXcc(Z) =
(
X
H
)
cc,
(3)
is the contribution of core collapse supernovae to the so-
lar abundance ratio of element X. With this normaliza-
tion, one can take (X/H) to represent either a number
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density ratio or a mass-fraction ratio. We assume (1)
that Mg is a pure CCSN element with an IMF-averaged
yield that is independent of metallicity, (2) that the
IMF-averaged CCSN and SNIa iron yields are indepen-
dent of metallicity, and (3) that the observed high-α
plateau at [Mg/Fe] = +0.3 corresponds to pure CCSN
enrichment. One can therefore infer Acc and AIa for a
given star from its Mg abundance and its [Mg/Fe] ratio:
Acc = 10
[Mg/H] , (4)
Acc
Acc +AIa
= 10[Mg/Fe]−0.3 , (5)
or equivalently
AIa
Acc
= 100.3−[Mg/Fe] − 1 . (6)
Since 100.3 ≈ 2, Equation (6) implies that AIa ≈ Acc = 1
for a star with solar abundances.
In principle one can generalize this model to allow
metallicity-dependent Mg or Fe yields or a different
plateau value of [Mg/Fe], but we will not do so here.
For other elements we do allow metallicity dependence,
which for simplicity we model as power laws of slopes
αcc and αIa between abundance and (Mg/H):
pXcc(Z) =p
X
cc, · 10αcc[Mg/H] (7)
pXIa(Z) =p
X
Ia, · 10αIa[Mg/H] . (8)
For each element, there are three model parameters: the
slopes αcc and αIa and the relative SNIa contribution at
solar metallicity, described by the ratio
RXIa ≡
pXIa,
pXcc,
. (9)
The normalization convention of Equation (3) together
with AIa, = Acc, = 1 implies
pXcc, + p
X
Ia, =
(
X
H
)

. (10)
The ratio AIa/Acc (eq. 6) describes the relative contri-
bution of the SNIa and CCSN processes to a given star,
while RXIa describes the relative contribution of these two
processes to a given element X at solar [Mg/H]. Our
model assumptions (1) and (2) correspond to parameter
values RMgIa = α
Mg
cc = α
Mg
Ia = 0 and α
Fe
cc = α
Fe
Ia = 0, re-
spectively, while assumption (3) implies RFeIa = 1. The
metallicity dependence of an [X/Mg]− [Mg/H] trend is
related to but not the same as the implied metallicity
dependence of the yield of element X, a point we discuss
further in §5.5.
Once the model parameters are determined, one can
use a star’s measured [Mg/H] and [Mg/Fe] to predict
the abundances of other elements. Specifically, because
pMgIa = α
Mg
cc = 0, one has a relation for the ratio(
X
Mg
)
=
Accp
X
cc(Z) +AIap
X
Ia(Z)
Accp
Mg
cc
. (11)
Scaling to solar abundances and using (Acc/AIa) = 1
gives
(X/Mg)
(X/Mg)
=
pXcc(Z) + (AIa/Acc)p
X
Ia(Z)
pXcc(Z) + pXIa(Z)
(12)
=
pXcc(Z)
pXcc(Z)
× 1 + (AIa/Acc)p
X
Ia(Z)/p
X
cc(Z)
1 + pXIa(Z)/pXcc(Z)
.
(13)
One can combine this result with the definitions (7)-(9)
to obtain
[X/Mg] = αcc[Mg/H]
+ log
[
1 +RXIa(AIa/Acc) · 10(αIa−αcc)[Mg/H]
1 +RXIa
]
,
(14)
where the value of AIa/Acc is inferred from the [Mg/Fe]
ratio via Equation (6).
For a pure CCSN element, with RXIa = 0, Equa-
tion (14) implies [X/Mg] = αcc[Mg/H]. If the metallic-
ity dependence is also αcc = 0, the element simply tracks
Mg, with [X/Mg] = 0 for all stars regardless of their
SNIa enrichment. For any element with metallicity-
independent yields, Equation (14) simplifies to
[X/Mg] = log
[
1 +RXIa(AIa/Acc)
1 +RXIa
]
, (15)
which leads to [X/Mg] = − log(1 +RXIa) for a “plateau”
star with no SNIa enrichment and [X/Mg] = 0 for any
star with equal SNIa and CCSN amplitudes (AIa/Acc =
1). For example, Fe has RXIa = 1, and Equation (15)
implies [Fe/Mg] = −0.3 for pure CCSN enrichment and
[Fe/Mg] = 0 for equal SNIa and CCSN contributions.
5.2. α-elements
The parameters of the 2-process model, different for
each element, can in principle be fit to the entire sample
of stars, without dividing them into low-[Fe/Mg] and
high-[Fe/Mg] populations. Here, however, we fit the
model to the median sequences of the two populations,
i.e., to the median [X/Mg] values of SNR > 200 stars in
0.1-dex bins of [Mg/H] over the range −0.8 ≤ [Mg/H] ≤
+0.5. The median sequences themselves are listed in
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Table 1. Median sequences, α-elements, low-[Fe/Mg] stars
[Mg/H] [O/Mg] [Si/Mg] [S/Mg] [Ca/Mg]
-0.744 0.037 0.061 0.074 -0.108
-0.639 0.010 0.000 0.043 -0.130
-0.541 -0.015 -0.021 0.051 -0.137
-0.437 -0.017 -0.032 0.072 -0.128
-0.349 -0.019 -0.034 0.020 -0.132
-0.254 -0.024 -0.047 0.027 -0.132
-0.146 -0.028 -0.065 0.006 -0.142
-0.050 -0.026 -0.072 -0.032 -0.142
0.044 -0.029 -0.082 -0.046 -0.144
0.146 -0.028 -0.090 -0.073 -0.138
0.237 -0.030 -0.096 -0.089 -0.125
0.346 -0.043 -0.102 -0.108 -0.115
0.448 -0.030 -0.095 -0.099 -0.100
Note—Median [X/Mg] ratios of α-elements for stars in the
low-[Fe/Mg] (high-α) population with SNR> 200,
computed in 0.1-dex bins of [Mg/H]. The SNR threshold is
lowered to 100 for the first two bins, with [Mg/H] < −0.6.
Median values of [Mg/H] within each bin are given in the
left column.
Tables 1-6. We perform unweighted least-squares fits;
since the model is simple and the (tiny) statistical er-
rors on the median abundance ratios are smaller than
systematic errors, a weighted χ2 fit is unwarranted. All
of the model fits are poor in a formal χ2 sense. We per-
form one set of fits with the SNIa metallicity index set
to αIa = 0 so that there are only two parameters, and a
second set of fits with free αIa. We find best-fit param-
eters by a simple grid search with steps of 0.01 in each
free parameter, and we do not infer parameter errors
because the fits are formally poor and we do not expect
the model to be a complete description of the data.
Figure 14 shows results for the α-elements, for which
the full [X/Mg]− [Mg/H] distributions were shown pre-
viously in Figure 8. The small separation of the two
[O/Mg] median sequences leads to a small but non-zero
value of RXIa = 0.07. Even this level of SNIa contribution
is higher than theoretically expected. The sequence sep-
aration and inferred RXIa could represent a contribution
to O from some other source, such as AGB stars, that
has a delayed enrichment time profile resembling that
of SNIa. Alternatively, the separation could arise from
a systematic error in our oxygen abundance determina-
tions that is correlated with [Fe/Mg], such that we sys-
tematically underestimate [O/Mg] in low-[Fe/Mg] stars,
though we have not identified a systematic that would
lead to this behavior (see previous discussion in §4.1).
The median trends show a small but clear metallicity
dependence at [Mg/H] < −0.3, but this dependence is
Table 2. Median sequences, α-elements, high-[Fe/Mg] stars
[Mg/H] [O/Mg] [Si/Mg] [S/Mg] [Ca/Mg]
-0.744 0.064 0.051 0.134 -0.042
-0.639 0.036 0.023 0.089 -0.057
-0.541 0.026 0.037 0.051 -0.060
-0.437 0.023 0.029 0.036 -0.055
-0.349 0.019 0.018 0.030 -0.048
-0.254 0.018 0.011 0.015 -0.037
-0.146 0.017 0.006 0.002 -0.022
-0.050 0.015 0.000 -0.008 -0.014
0.044 0.009 -0.011 -0.024 -0.015
0.146 0.002 -0.022 -0.035 -0.018
0.237 -0.000 -0.029 -0.041 -0.017
0.346 -0.011 -0.037 -0.051 -0.015
0.448 -0.024 -0.058 -0.067 -0.033
Note—Same as Table 1 but for stars in the high-[Fe/Mg]
(low-α) population.
Figure 14. Median sequences and the 2-process model for
α-elements. Triangles show the median [X/Mg] of stars in
0.1-dex bins of [Mg/H] in the low-[Fe/Mg] (red) and high-
[Fe/Mg] (blue) populations, respectively. These sequences
are derived from the same set of stars plotted in Figure 8.
Solid curves show fits of the 2-process model to the median
sequences with the metallicity-dependence of the SNIa con-
tribution set to zero. Dotted curves show fits in which the
index αIa of the SNIa metallicity dependence is free. The
fitted values of RXIa, the ratio of amplitudes of the SNIa pro-
cess to the CCSN process at [Mg/H] = 0, are listed in each
panel, together with the fitted metallicity slopes αcc and αIa
(see eqs. 7-9). Of these elements, Ca has the largest relative
SNIa contribution, and Si and S have the strongest metallic-
ity dependence.
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not well described by a power law over the full [Mg/H]
range so our model does not fit it well.
For Si our fit implies a larger but still sub-dominant
SNIa contribution, RXIa = 0.22− 0.25, qualitatively con-
sistent with expectations. There is a significant trend
of decreasing [Si/Mg] with increasing [Mg/H]. The fit
with free αIa better describes the full locus of the high-
[Fe/Mg] sequence, but only at the 0.04-dex level, and
given the uncertainties of the data and the simplicity of
the power-law model it is not clear that this improve-
ment is physically significant. The decreasing yield for
CCSN appears more robust, and the inferred slope αcc
is similar whether or not αIa is forced to zero (−0.13 vs.
−0.17). We emphasize again that our model assumes
a metallicity-independent yield for Mg by construction,
and one should more accurately view the value of αcc as
reflecting the metallicity dependence relative to that of
Mg.
As previously noted, the similar [S/Mg] of the two
populations implies, at face value, very little SNIa con-
tribution to sulfur enrichment; our model fits yield
RXIa = 0.11 or 0.12. This result runs somewhat counter
to theoretical yield models, which predict that the rel-
ative SNIa contribution increases, or at least does not
decrease, for heavier α-elements. The inferred metallic-
ity dependence, αcc = −0.17 or −0.19, is similar to that
for Si. For Ca we infer a larger RXIa = 0.44− 0.50, as ex-
pected for this heavier element, and weaker metallicity
dependence. In this case, allowing free αIa produces a
qualitatively better fit for both sequences across the full
[Mg/H] range, with inferred αIa = 0.30.
O and Mg are produced primarily during the hydro-
static evolution of massive stars, before they explode as
CCSN, and their expected yields increase rapidly with
progenitor mass. Si and Ca, on the other hand, are pro-
duced mainly by explosive nucleosynthesis during the
CCSN event itself, and their expected yields are less
mass-dependent. The hydrostatic/explosive element ra-
tio can therefore provide a diagnostic of the stellar IMF;
for example, McWilliam et al. (2013), Vincenzo et al.
(2015), and Carlin et al. (2018) have used this ratio to
argue that the IMF in the Sagittarius dwarf galaxy was
deficient in high mass stars relative to the Milky Way
disk. In principle, the offsets found here for Si and Ca
could arise from a change in the IMF between the low-
[Fe/Mg] and high-[Fe/Mg] populations. However, given
the constancy of these trends through the disk and the
clear dependence on [Fe/Mg], it is more natural to asso-
ciate them with SNIa contributions to these elements,
which are theoretically expected in any case. These
SNIa contributions should be accounted for when using
the hydrostatic/explosive ratio to test for IMF varia-
Table 3. Median sequences, odd-Z elements, low-[Fe/Mg]
stars
[Mg/H] [Na/Mg] [Al/Mg] [P/Mg] [K/Mg]
-0.744 ....... -0.156 -0.458 -0.164
-0.639 ....... -0.108 -0.303 -0.120
-0.541 -0.388 -0.122 -0.333 -0.118
-0.437 -0.344 -0.111 -0.285 -0.104
-0.349 -0.329 -0.101 -0.281 -0.101
-0.254 -0.301 -0.065 -0.266 -0.087
-0.146 -0.280 -0.059 -0.284 -0.087
-0.050 -0.226 -0.029 -0.280 -0.077
0.044 -0.230 0.008 -0.274 -0.066
0.146 -0.297 0.024 -0.262 -0.071
0.237 -0.161 0.029 -0.263 -0.062
0.346 -0.110 0.055 -0.279 -0.063
0.448 0.010 ...... -0.387 -0.024
Note—Same as Table 1 but for light odd-Z elements.
Blank entries mark bins where the median value is a
non-detection.
Table 4. Median sequences, odd-Z elements, high-[Fe/Mg]
stars
[Mg/H] [Na/Mg] [Al/Mg] [P/Mg] [K/Mg]
-0.744 -0.143 -0.269 0.068 -0.082
-0.639 -0.174 -0.149 -0.013 -0.041
-0.541 -0.137 -0.077 0.019 -0.047
-0.437 -0.112 -0.081 -0.022 -0.054
-0.349 -0.106 -0.059 -0.036 -0.044
-0.254 -0.099 -0.052 -0.040 -0.038
-0.146 -0.091 -0.042 -0.038 -0.030
-0.050 -0.099 -0.025 -0.044 -0.027
0.044 -0.107 0.001 -0.070 -0.028
0.146 0.011 0.024 -0.111 -0.025
0.237 0.069 0.049 -0.148 -0.011
0.346 0.067 0.069 -0.200 0.001
0.448 -0.017 ...... -0.256 0.014
Note—Same as Table 3 but for stars in the high-[Fe/Mg]
(low-α) population.
tions, and our 2-process model fits provide a convenient
way to do so.
5.3. Light odd-Z elements
Figure 15 presents similar median sequences and
model fits for the light odd-Z elements. Note that
the [X/Mg] axis-range is expanded on these plots rela-
tive to the α-element plots. For sodium the large gap
in [Na/Mg] between the low-[Fe/Mg] and high-[Fe/Mg]
sequences implies, in the context of our model, a large
SNIa contribution, with inferred RXIa = 0.93 − 1.07.
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Figure 15. Same as Figure 14 but for light odd-Z ele-
ments. The unusual feature in the observed median trend
for [Na/Mg] is caused by the analysis artifact discussed in
§4.2. Na and P exhibit a large sequence separation implying
a large SNIa contribution, contrary to theoretical expecta-
tions. Al and K have small inferred SNIa contributions and
slowly rising metallicity trends.
These values imply that slightly over half of the sodium
in solar metallicity stars would come from SNIa, in
strong disagreement with supernova models. Some Na
production from AGB stars is expected (Ventura &
D’Antona 2005; Karakas 2010), but at least in the cal-
culations of Andrews et al. (2017) and Rybizki et al.
(2017) these predicted contributions are much smaller
than the CCSN contribution. The broad trend of in-
creasing [Na/Mg] with increasing [Mg/H] is expected
for an odd-Z element. The sharp changes of slope near
[Mg/H] = 0 on both sequences are affected by the previ-
ously discussed abundance artifact evident in Figure 10.
Unsurprisingly, the power-law metallicity dependence
of the model is a poor fit to these median sequences,
and the values of αcc and αIa should be considered un-
reliable. Statistical errors for the Na abundances are
large (mean of 0.068 dex) because the Na lines in the
APOGEE spectral range are weak. However, there is no
obvious systematic error that would cause a difference of
[Na/Mg] for stars in the low-[Fe/Mg] and high-[Fe/Mg]
populations, so the implication of a substantial non-
CCSN contribution to sodium enrichment appears more
robust.
For aluminum we find a low SNIa contribution, with
best fit RXIa = 0.02, and an increasing metallicity trend
with αcc = 0.22. The temperature effects discussed in
§4.2 imply some systematic uncertainty in αcc, as the
slope for the coolest stars in our sample is steeper than
that of the full sample. For potassium we find a larger
but sub-dominant SNIa contribution, RXIa = 0.24, and
a positive but weak metallicity trend, with αcc = 0.06.
Existing supernova yield calculations underpredict ob-
served potassium abundances by a substantial factor
(see, e.g., fig. 9 of Andrews et al. 2017 or fig. 14 of Ry-
bizki et al. 2017).
For phosphorous, as for sodium, the large gap between
the two median sequences implies a large SNIa contribu-
tion in the context of our model, with RXIa ≈ 1.6. This is
again surprising relative to model predictions (Rybizki
et al. 2017), in which CCSN contributions dominate over
SNIa and AGB production. The metallicity dependence
of the high-[Fe/Mg] sequence is curved and not well fit
by our power-law model, even with αcc and αIa both
free to vary. As with sodium, statistical errors (mean of
0.076 dex) and potential systematic errors are large, so
we are cautious about drawing physical conclusions from
the phosphorous results. However, there is no obvious
systematic that would lead to different [P/Mg] ratios for
the low-[Fe/Mg] and high-[Fe/Mg] populations.
5.4. Iron-peak elements
Figure 16 shows median sequences for iron-peak ele-
ments, with the odd-Z elements V, Mn, Co, on the left
and the even-Z elements Cr, Fe, Ni on the right. By con-
struction the model for Fe has RXIa = 1.0, αcc = αIa =
0.0, and fits the observed median sequences perfectly.
For Cr the inferred process ratio is RXIa = 1.12; the
metallicity trend is mostly flat, but there is a downturn
of [Cr/Mg] at super-solar [Mg/H] in the high-[Fe/Mg]
population, similar to the behavior for P. For Ni the in-
ferred RXIa = 0.63, implying a larger CCSN contribution.
The inferred metallicity dependence is again weak. Note
that the median sequence for the low-[Fe/Mg] stars (red
points) turns up at high [Mg/H] even with αcc = αIa = 0
because the value of [Fe/Mg] is higher, i.e., the upturn
reflects the larger contribution of SNIa elements at the
high-metallicity end of the low-[Fe/Mg] sequence.
All of the odd-Z iron-peak elements show clear metal-
licity trends, steeper than those of the light odd-Z ele-
ments. The large separation of the median sequences for
Mn implies a large SNIa contribution, larger than that
of any other element considered here, with RXIa = 1.58
(1.97) for the fit with αIa = 0 (αIa free). The inferred
RXIa for V and Co are 0.74 and 0.25, respectively (for
αIa = 0). In the case of Mn, allowing a metallicity trend
for the SNIa process noticeably improves the fit to the
observations. For V and Co the improvement is less
clear, though the inference of a metallicity-dependent
CCSN process is robust.
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Table 5. Median sequences, iron-peak elements, low-[Fe/Mg] stars
[Mg/H] [V/Mg] [Cr/Mg] [Mn/Mg] [Fe/Mg] [Co/Mg] [Ni/Mg]
-0.744 -0.403 -0.277 -0.615 -0.298 -0.389 -0.260
-0.639 -0.374 -0.292 -0.566 -0.292 -0.282 -0.215
-0.541 -0.363 -0.303 -0.536 -0.295 -0.244 -0.203
-0.437 -0.355 -0.261 -0.523 -0.285 -0.194 -0.191
-0.349 -0.336 -0.268 -0.499 -0.281 -0.177 -0.182
-0.254 -0.307 -0.257 -0.468 -0.266 -0.136 -0.174
-0.146 -0.273 -0.249 -0.443 -0.263 -0.096 -0.175
-0.050 -0.225 -0.240 -0.402 -0.253 -0.072 -0.171
0.044 -0.193 -0.231 -0.351 -0.236 -0.058 -0.168
0.146 -0.155 -0.215 -0.273 -0.203 -0.052 -0.161
0.237 -0.116 -0.209 -0.206 -0.171 -0.045 -0.146
0.346 -0.044 -0.205 -0.143 -0.151 -0.020 -0.132
0.448 ...... -0.233 -0.074 -0.146 0.066 -0.129
Note—Same as Table 1 but for iron-peak elements. Blank entries mark bins in which the median value is a non-detection.
Table 6. Median sequences, iron-peak elements, high-[Fe/Mg] stars
[Mg/H] [V/Mg] [Cr/Mg] [Mn/Mg] [Fe/Mg] [Co/Mg] [Ni/Mg]
-0.744 -0.163 -0.123 -0.224 -0.054 -0.221 -0.035
-0.639 -0.194 -0.072 -0.209 -0.067 -0.167 -0.014
-0.541 -0.222 -0.044 -0.178 -0.058 -0.090 0.002
-0.437 -0.204 -0.058 -0.176 -0.062 -0.071 -0.011
-0.349 -0.175 -0.059 -0.164 -0.061 -0.047 -0.018
-0.254 -0.149 -0.049 -0.140 -0.053 -0.037 -0.024
-0.146 -0.125 -0.036 -0.102 -0.037 -0.036 -0.027
-0.050 -0.090 -0.033 -0.063 -0.023 -0.030 -0.026
0.044 -0.051 -0.043 -0.025 -0.022 -0.004 -0.019
0.146 0.007 -0.065 0.010 -0.028 0.031 -0.009
0.237 0.047 -0.096 0.047 -0.035 0.076 -0.004
0.346 -0.034 -0.129 0.082 -0.046 0.125 0.001
0.448 ...... -0.165 0.057 -0.066 0.111 -0.018
Note—Same as Table 5 but for high-[Fe/Mg] stars.
Battistini & Bensby (2015) have examined [X/Fe]
trends for V, Mn, and Co in the local Galactic disk,
in comparison to bulge, halo, and globular cluster sam-
ples. For Mn they find a significant rise of [Mn/Fe]
with increasing [Fe/H], qualitatively similar to our re-
sults for [Mn/Mg]. However, the trend largely disap-
pears if they include non-LTE corrections in their Mn
abundance determinations. Their trends for V and Co
are closer to those of α-elements, with decreasing [X/Fe]
over the range −0.8 > [Fe/H] > 0. In light of our re-
sults, it seems that the different behavior of V and Co
relative to Mn might be explained by the combination
of a lower SNIa fraction and a weaker metallicity depen-
dence. This combination allows an underlying positive
metallicity trend to be masked by the trend of higher
SNIa iron contribution at higher [Fe/H], analogous to
our results for [Al/Fe] shown in Figure 2. However, all
three of these element abundances are challenging to
measure, so further investigation using both optical and
near-IR samples is warranted.
5.5. Relation of median sequences to
metallicity-dependent yields
Figs. 14-16 suggest metallicity-dependent yields for
some elements, especially the odd-Z elements below and
near the iron peak. However, the trend of an element
ratio with [Mg/H] depends on the chemical evolution
history as well as on the yield metallicity-dependence
itself, because the metals present in the interstellar
medium (ISM) at a given time come from stars that
19
Figure 16. Same as Figure 14 but for iron-peak elements.
With the exception of Co, all elements show substantial SNIa
contributions, with RXIa > 0.5. The odd-Z elements (left col-
umn) show strong metallicity trends while the even-Z ele-
ments (right column) do not.
formed over a range of previous times, when the compo-
sition of the ISM (and thus of newly forming stars) may
have been different. Thus, even if the stellar IMF and
nucleosynthetic processes within stars remain constant
throughout the Galactic disk, one might expect location-
dependent trends of [X/Mg] with [Mg/H] because of dif-
ferences in star formation history, accretion, or outflows.
To address this issue, we use one-zone chemical evolu-
tion models similar to those of Weinberg et al. (2017);
we compute their evolution numerically instead of ana-
lytically so that we can include a hypothetical element
with a metal-dependent yield. In these models, the pre-
dicted [X/Mg]-[Mg/H] trends prove insensitive to details
of the evolutionary history, which makes the relation of
observed trends to IMF-averaged yields straightforward
to interpret and largely explains why we find median se-
quences that are constant throughout the Galactic disk.
The top row of Figure 17 shows results for four mod-
els, each of which assumes a constant star formation
efficiency timescale τ∗ ≡ Mgas/M˙∗ = 2 Gyr and an ex-
ponential star formation history M˙∗(t) ∝ e−t/τsfh with
τsfh = 6 Gyr. Star formation drives an outflow with mass
loading factor η = M˙out/M˙∗ = 5, 2.5, 1.5, or 0.5, which
ejects gas at the current ISM metallicity. We adopt a
t−1.1 power-law delay time distribution for SNIa (Maoz
& Mannucci 2012; Maoz et al. 2012) with a minimum
delay time of 0.15 Gyr. The left panel shows evolution-
ary tracks in the [Mg/Fe] − [Fe/H] plane. As discussed
by Andrews et al. (2017) and Weinberg et al. (2017), the
abundances of one-zone models with constant parame-
ters typically approach late-time equilibrium values that
depend primarily on the element yield and the outflow
parameter η.
The top right panel shows model tracks of [X/Mg] vs.
[Mg/H] for an element with IMF-averaged yield
yX = yMg (ZX,/ZMg,)× 10αcc[Mg/H] , (16)
where ZX, is the solar abundance of element X and
we have adopted αcc = 0.2 for this example. We assume
that element X is produced entirely by CCSN, so results
in this panel are independent of the adopted iron yields
and SNIa delay time distribution. At early times the ra-
tio ZX/ZMg of newly forming stars is lower than the yield
ratio yX/yMg, shown by the circles, because much of the
ISM enrichment came from stars with metallicity lower
than the current ISM value. However, once the [Mg/H]
ratio approaches its equilibrium value, the [X/Mg] track
bends slightly upward and settles at the value implied by
the yield ratio. The [X/Mg]− [Mg/H] tracks are there-
fore not pure power-laws, and their effective slopes are
steeper than those of the yield trend itself. Models with
exponential star formation history and a yield slope of
0.20 produce a trend slope of αcc ≈ 0.35, similar to that
inferred for Mn (see Figure 16). The model tracks end
at different [Mg/H] because of the different values of η,
but where they overlap they are nearly identical.
The lower panels of Fig 17 show tracks for four mod-
els that have η = 2.5, τ∗ = 2 Gyr, and αcc = 0.2 but
four different star formation histories. The tracks for
a constant SFR are nearly identical to those for an ex-
ponentially declining SFR except that they terminate
at a slightly lower equilibrium metallicity. We have
experimented with shorter τsfh and different values of
τ∗ and again find almost no difference in the [X/Mg]
vs. [Mg/H] tracks except for changes in endpoint. The
green dot-dashed curve shows a model with a star forma-
tion history M˙∗(t) ∝ te−t/τsfh that rises linearly at early
times and declines exponentially at late times, peaking
at t = τsfh = 6 Gyr. With a rising SFR, the track of
[X/Mg] vs. [Mg/H] is closer to the yield ratio because
most of the ISM enrichment at a given time comes from
stars near the current ISM metallicity. The blue dot-
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Figure 17. Evolutionary tracks of [Mg/Fe] vs. [Fe/H] (left
panels) and [X/Mg] vs. [Mg/H] (right panels) for a hypo-
thetical CCSN element with a metallicity-dependent yield
(eq. 16). Upper panels show models with M˙∗(t) ∝ e−t/τsfh ,
all with τsfh = 6 Gyr but with four different values of the
outflow mass-loading parameter η as marked. Circles on
the η = 2.5 track in the left panel mark 1 Gyr intervals
(tmax = 12 Gyr). Circles in the right panel show the value
of [X/Mg] corresponding to the yield ratio yX/yMg. Mod-
els in the lower panels have η = 2.5 and four different star
formation histories: constant, exponential with τsfh = 6 Gyr,
linear-exponential (M˙∗(t) ∝ te−t/τsfh) with the same τsfh, or
exponential with a gas influx and subsequent burst of star
formation at t = 6 Gyr. The predicted trend of [X/Mg] with
[Mg/H] is only weakly dependent on the outflow rate or star
formation history, and it is close to but steeper than the
trend of yX/yMg with [Mg/H].
ted curve shows a model that is identical to the fidu-
cial exponential model at early times but experiences
an influx of pristine gas at t = 6 Gyr, which doubles the
gas mass and lowers all abundances by a factor of two.
The doubled gas supply induces a burst of star forma-
tion that temporarily enhances [Mg/Fe] by boosting the
CCSN rate relative to the SNIa rate. In the [X/Mg] vs.
[Mg/H] diagram, the primary effect is an instantaneous
excursion to lower [Mg/H] at fixed [X/Mg], with a return
track that loops downward because the lower metallic-
ity reduces the yield yX. Gas inflows and bursts of star
formation are thus a potential source of scatter in ele-
ment ratios, but even this fairly strong inflow/burst has
a moderate impact on the [X/Mg]− [Mg/H] track, and
it will affect only those stars formed during the burst.
Figure 18 shows [X/Mg] − [Mg/H] tracks for three
different choices of the yield index and an exponential
or linear-exponential star formation history. In each
Figure 18. Tracks of [X/Mg] vs. [Mg/H] for three differ-
ent values of the yield index αcc = −0.1 (red), 0.2 (black),
and 0.4 (blue). Solid and dotted curves show models with
exponential and linear-exponential star formation histories,
respectively, all with τsfh = 6 Gyr, τ∗ = 2 Gyr, and η = 1.5.
Circles show the values of [X/Mg] corresponding to the yield
ratio.
case the track for a linear-exponential history is just
slightly steeper than the yield metallicity-dependence.
The track for an exponential history is steeper by about
0.1, with effective slopes of approximately 0.55, 0.30,
−0.20 for αcc = 0.4, 0.2, and −0.1.
From these numerical experiments we conclude (1)
that the [X/Mg]− [Mg/H] track for a given metallicity-
dependent yield is only weakly sensitive to the chemical
enrichment history, and (2) that the [X/Mg] − [Mg/H]
track is moderately steeper than the actual metallicity
dependence of the yield. The first conclusion largely
explains why median sequences are nearly independent
of Galactic position even for elements with metallicity-
dependent yields. The second conclusion implies that
the results of our 2-process model can be used as a
first-cut empirical guide to the metallicity dependence
of nucleosynthetic yields for the elements examined in
this paper, though to test an ab initio yield model it
would be better to predict median sequences directly
and compare to our measurements. We have also not
examined the relation of αIa to the yield metallicity de-
pendence for SNIa. Our median sequences run from
about [Mg/H] = −0.8 to [Mg/H] = 0.45, and the metal-
licity dependence in this regime cannot necessarily be
extrapolated to much lower metallicities, where the stel-
lar physics or nucleosynthesis physics could change in
important ways.
Our inferences apply to IMF-averaged yields. For
some elements, the CCSN yield is expected to depend
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directly on metallicity at a given supernova progeni-
tor mass. For essentially all elements, the expected
CCSN yield at a given metallicity depends strongly on
the supernova progenitor mass.4 Even if the metallic-
ity dependence at fixed progenitor mass is weak, the
IMF-averaged yield can depend on metallicity if the
IMF changes with metallicity or if the boundary be-
tween which stars explode as supernovae and which col-
lapse directly to black holes (Pejcha & Thompson 2015;
Sukhbold et al. 2016) changes with metallicity. The suc-
cess of our model in explaining the observed APOGEE
sequences for even-Z elements, with small inferred val-
ues of αcc, provides qualitative evidence against changes
in the IMF or in the mass ranges of exploding stars over
the lifetime and metallicity range of the disk. However,
specific scenarios for such changes should be tested di-
rectly against the observations.
5.6. Offsets of median trends
As noted in §3, some elements show small offsets in
the median sequence for high-[Fe/Mg] stars far from the
plane. Figure 19 examines this behavior more closely,
comparing the median sequences of SNR > 80 stars with
R = 5− 9 kpc and |Z| = 1− 2 kpc to the global median
trends derived from the full disk sample of SNR > 200
stars. For [Fe/Mg] (top left panel), the median locus of
the high-[Fe/Mg] population (blue points) is displaced
downward by 0.03-0.07 dex, as seen previously in Fig-
ure 3. The low-[Fe/Mg] locus is only slightly shifted,
with most points showing displacement less than 0.02
dex. The top right panel shows similar behavior for
[Ni/Mg]. Open squares show the predictions of the 2-
process model, with parameters inferred by fitting the
full sample median sequences, applied to the median
[Fe/Mg] values of this high-|Z| sample. They fit the ob-
served median sequences almost perfectly, implying that
the slightly lower [Ni/Mg] values for high-|Z| stars arise
because these stars have a lower average SNIa/CCSN ra-
tio even within the high-[Fe/Mg] population. The pre-
dicted (and observed) displacements are smaller than
those for [Fe/Mg] because the SNIa contribution to Ni
is smaller, with RXIa = 0.59 instead of 1.0. Predicted
(and observed) displacements are much smaller for the
low-[Fe/Mg] population because the [Fe/Mg] − [Mg/H]
locus is itself nearly unchanged.
The middle left panel shows similar results for
[Mn/Mg]. Here the 2-process model explains most
of the displacement of the high-|Z| median sequence,
4 For illustrative plots of both points, see Appendix B of An-
drews et al. (2017), based on the supernova yields of Chieffi &
Limongi (2004) and Limongi & Chieffi (2006).
Figure 19. Offsets of median sequences at high |Z| and in-
terpretation of these offsets in terms of the 2-process model.
(Top left:) Light blue and red points show [Fe/Mg] vs.
[Mg/H] for SNR > 80 stars at R = 5 − 9 kpc and |Z| =
1− 2 kpc in the high-[Fe/Mg] and low-[Fe/Mg] populations,
respectively. Large filled circles show the median [Fe/Mg]
in 0.1-dex bins of [Mg/H] for bins with at least 15 stars.
Solid lines show the median trends derived from the full disk
sample of SNR > 200 stars; at large |Z|, stars in the high-
[Fe/Mg] population have systematically lower [Fe/Mg] than
stars near the midplane, while the low-[Fe/Mg] sequence is
nearly unchanged. (Top right:) Similar results for [Ni/Mg].
Open squares and connecting dashed lines show the median
trend predicted by applying the 2-process model to the me-
dian [Fe/Mg] values for the high-|Z| stars. (Other panels:)
Similar results for Mn, Ca, Si, and O. Good agreement be-
tween the open squares and the filled circles shows that the
offsets of median [X/Mg] sequences at high |Z|, where they
are seen, can be explained by the lower median SNIa/CCSN
ratio of these stars.
but it still slightly overpredicts the [Mn/Mg] values.
The remaining panels show results for three α-elements:
Ca, Si, and O. The model fits imply that Ca has the
largest SNIa contribution, so it has the largest pre-
dicted displacements of the high-|Z| [X/Mg] locus, in
good agreement with the data. The model also success-
fully predicts the smaller offset for [Si/Mg]. Even the
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tiny (0.01− 0.02 dex) drop in the [O/Mg] locus accords
with the small but non-zero RXIa = 0.07 found for oxygen
in the full sample fits.
Martig et al. (2016) find that within the high-[Fe/Mg]
(low α/M) population, higher α/M ratios correlate with
older stellar ages (see their fig. 5). It is plausible that
these older stars have a larger scale height because of
the longer time available for dynamical heating, so that
they are preferentially represented in a high-|Z| sam-
ple. Relative to their mid-plane peers, the systemati-
cally smaller SNIa element fraction for these stars lowers
their [Fe/Mg] ratios, and our results show that it also
explains the offsets in median sequences at high |Z| for
other elements. The smaller the SNIa contribution to a
given element, the smaller the offset.
The ability of the 2-process model to explain the sys-
tematic offsets of high-|Z| sequences is a reassuring sign
that it is representing the underlying physics that gov-
erns abundance ratios, not merely fitting a data set with
empirical parameters. For well measured elements, we
also find that the dispersion of abundance ratios relative
to the star-by-star prediction of the 2-process model is
smaller than the dispersion relative to the median abun-
dance ratio of stars in the same population. For exam-
ple, for SNR > 200 stars, the rms scatter of [Ni/Mg]
ratios relative to the median sequences is 0.038 dex,
while the rms scatter relative to the 2-process model
predictions is 0.030 dex, a 37% reduction of variance.
In physical terms, the dispersion of [Fe/Mg] ratios at
fixed [Mg/H] within a given population represents a dis-
persion of SNIa vs. CCSN enrichment, and other ele-
ment ratios respond accordingly. Quantifying the intrin-
sic scatter of abundance ratios relative to the 2-process
model (or median trends) requires careful assessment of
the contribution of measurement errors to the observed
scatter; we defer this task to a future paper.
6. SEQUENCE FRACTIONS, MDFS, AND
METALLICITY GRADIENTS
Because the median trends we find are nearly in-
dependent of location, our full multi-element cartog-
raphy can be summarized approximately by the com-
bination of these global trends, the relative contribu-
tions of low-[Fe/Mg] and high-[Fe/Mg] populations as
a function of Galactic position, and the distribution of
[Mg/H] for each population as a function of Galactic
position. In this section we turn our attention to the
second and third of these components. While sample
selection should have minimal impact on the sequences
of [X/Mg] at a given [Mg/H], they can have a larger
and more model-dependent effect in shaping these pop-
uation statistics. Specifically, for a given star formation
history and enrichment history, the MDF of an evolved
star sample can differ from the MDF of long-lived main
sequence stars because the ratio of red giants to main
sequence stars changes with the age of the stellar pop-
ulation. Modeling the inner Galaxy population of H15,
Freudenburg et al. (2017) find that the net impact on the
MDF is small, but in general one should forward-model
the sample selection to test a scenario of Galactic chem-
ical enrichment. Our statistics here should be taken as
those of 1 < log g < 2 stars.
Figure 20 shows the fraction of low-[Fe/Mg] and high-
[Fe/Mg] stars in bins of [Mg/H] in each of our 18 Galac-
tic zones. As expected, the low-[Fe/Mg] (“chemical
thick-disk”) population dominates at high-|Z|, small
R, and low-[Mg/H]. For R > 5 kpc the high-[Fe/Mg]
(“chemical thin-disk”) population dominates near the
midplane at nearly all [Mg/H]. In the outer Galaxy,
R > 11 kpc, the “chemical thin-disk” population flares,
and high-[Fe/Mg] stars dominate even at |Z| = 1−2 kpc
(Minchev et al. 2015, 2017; Bovy 2016; Mackereth et al.
2017). The high-[Fe/Mg] population usually dominates
at super-solar [Mg/H], but our division at [Mg/Fe] =
+0.12 in this regime is somewhat arbitrary (see Fig-
ure 1), and the population fractions at [Mg/H] > 0 are
sensitive to this choice.
Figure 21 shows the [Mg/H] MDFs in each of our
18 zones, for the full sample and for the low-[Fe/Mg]
and high-[Fe/Mg] populations individually. Our results
are similar to those of H15, who showed distributions of
[Fe/H] and [α/H] in the same zones. Most strikingly, the
midplane MDF changes shape from negatively skewed in
the inner Galaxy to approximately symmetric at the so-
lar annulus to positively skewed in the outer Galaxy.
As discussed by H15, the inner Galaxy form resembles
the prediction of generic one-zone evolution models, and
the symmetric or positively skewed forms in the outer
Galaxy can arise if radial migration from smaller R
is responsible for populating the high-metallicity tails.
The MDF at |Z| = 1 − 2 kpc is roughly symmetric for
R < 9 kpc, though it too is positively skewed at larger
R. For the low-[Fe/Mg] population, the change of shape
is much less pronounced than for the high-[Fe/Mg] pop-
ulation.
Figure 22 summarizes and quantifies these trends by
plotting the mode, dispersion, and skewness of the
[Mg/H] distribution as a function of radius, for all
SNR > 80 stars with [Mg/H] > −0.8 in each of the three
|Z| bins. To reduce noise in the estimates, the mode
is computed after applying kernel density estimation to
create a smoothed histogram from a fine-grained [Mg/H]
distribution; the dispersion and skewness are computed
directly from the central moments of the stellar distribu-
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Figure 20. Fraction of stars in the low-[Fe/Mg] population (red dashed) and high-[Fe/Mg] population (blue solid) in 0.1-dex
bins of [Mg/H] in the same Galactic zones used in Figs. 3-6. Low-[Fe/Mg] (“chemical thick-disk”) stars are more prevalent at
high |Z|, small R, and low [Mg/H]. Data are shown only where the total number of stars per bin exceeds 30.
tion with no binning or smoothing. Near the midplane,
the modal metallicity declines from [Mg/H] = +0.3
at R = 4 kpc to [Mg/H] = −0.3 at R = 14 kpc, ex-
hibiting a roughly constant gradient of −0.06 dex kpc−1.
Gradients are shallower at large |Z| because the modal
[Mg/H] is smaller in the inner Galaxy. The dispersion
of the MDF is approximately constant with radius, with
σ[Mg/H] ≈ 0.2− 0.25 dex for |Z| < 0.5 kpc and a slightly
higher σ[Mg/H] ≈ 0.25− 0.3 dex for |Z| = 1− 2 kpc. The
skewness plot shows the reversal of the midplane MDF
shape between R = 6 kpc and R = 12 kpc, with skew-
ness changing from −1.3 to +1.0. At |Z| = 0.5 − 2 kpc
the skewness is roughly flat at ≈ −0.4 out to R = 8 kpc,
then rises steadily to ≈ +0.7 at R = 14 kpc. The values
of the skewness are sensitive to the adopted lower cut-
off at [Mg/H] = −0.8; including lower metallicity stars
reduces the skewness values, though it does not change
the qualitative trends.
Because the MDF shape changes with radius, the de-
rived metallicity gradient depends on what statistic one
uses to characterize the stellar metallicity. The mode is
arguably the best choice, because it likely corresponds
to the typical metallicity of stars formed in situ at each
radius, while the tails of the MDF, and thus the mean of
the distribution, will be more affected by radial migra-
tion of stars. Our mode gradient of −0.06 dex kpc−1 is
comparable to that derived from Cepheid stars, approx-
imately −0.045 dex kpc−1 for [Mg/H] (Genovali et al.
2015) and −0.05 dex kpc−1 for [Fe/H] (Luck 2018). Gas
phase oxygen abundances of HII regions yield similar
estimates of radial gradients, e.g., −0.06 dex kpc−1 from
(Rudolph et al. 2006). In principle, the median or mean
metallicity gradient of the full stellar population could
differ significantly from that of gas and young stars, but
the metallicity gradients found in the Gaia-ESO survey
by Mikolaitis et al. (2014) are at most slightly shallower,
−0.045 dex kpc−1 for [M/H].
7. CONCLUSIONS AND PROSPECTS
Extending earlier work on “chemical cartography” of
the Galactic disk with APOGEE (Hayden et al. 2014;
Nidever et al. 2014; H15), we have examined the dis-
tribution of stellar abundance ratios as a function of
Galactocentric radius R and midplane distance |Z|, us-
ing 20,485 evolved stars selected from the SDSS DR14
APOGEE data set. For the elements considered in this
paper, we find that the description of multi-element car-
tography in the Milky Way disk is approximately sep-
arable. The proportion of stars on the low-[Fe/Mg]
(“high-α”) and high-[Fe/Mg] (“low-α”) sequences varies
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Figure 21. Distributions of [Mg/H] for all sample stars (black), low-[Fe/Mg] stars (red) and high-[Fe/Mg] stars (blue) in the
same 18 Galactic zones shown in Figure 20. Distributions are computed in bins of 0.1 dex in [Mg/H], but they are plotted as
curves rather than histograms for visual clarity. Near the midplane, the full sample distribution shifts from negatively skewed
at small R to positively skewed at large R, a trend that is present but weaker at high |Z| (see Figure 22 below).
strongly with R, |Z|, and [Mg/H]. However, along
each sequence the median [X/Mg] ratio depends only
on [Mg/H], with at most subtle dependence on Galac-
tic position. The position-dependent distribution in the
[Fe/Mg]− [Mg/H] plane constrains the history of chem-
ical enrichment and stellar radial migration across the
disk. The nearly universal [X/Mg]− [Mg/H] trends pro-
vide insights on nucleosynthesis by core collapse and
Type Ia supernovae.
7.1. Mg as a reference element
This separability of multi-element cartography is not
evident if one simply plots [X/Fe] − [Fe/H] distribu-
tions in different Galactic zones. The relation appears
in our analysis because we adopt a pure CCSN element,
Mg, as our reference, and because we separately exam-
ine trends in the low-[Fe/Mg] and high-[Fe/Mg] popu-
lations. These choices suppress misleading trends that
would otherwise arise because of the changing SNIa con-
tribution to [Fe/H]. We would obtain similar results if
we used O, or a weighted mix of α-elements, in place
of Mg, but we have chosen Mg as our reference to al-
low simpler examination of trends within the α-elements
and straightforward comparison to other surveys (which
usually measure Mg more accurately than O). Standard
nucleosynthesis calculations predict that Mg is produced
almost entirely by CCSN and that its IMF-averaged
yield is nearly independent of metallicity (Andrews et al.
2017).
7.2. Position-dependent [Fe/Mg]-[Mg/H] distributions
For the [Fe/Mg]-[Mg/H] distributions (summarized
in Figs. 20-22), our results are qualitatively similar to
those of H15, who used the DR12 APOGEE data set
and the [α/M] and [M/H] ratios. Like H15 and Nide-
ver et al. (2014) we find that the locus traced by low-
[Fe/Mg] (high-[α/M]) stars is nearly constant in all
Galactic zones where we have enough stars to measure it.
The fraction of low-[Fe/Mg] stars increases with |Z| at
fixedR — the well-known “chemical thick-disk” (Bensby
et al. 2003). At fixed |Z|, the low-[Fe/Mg] fraction is
highest in the inner Galaxy and decreases outward. For
the inner Galaxy, the mode of the MDF shifts to higher
metallicity when moving from high |Z| to the midplane,
a result interpreted by Freudenburg et al. (2017) as a
sign of “upside down” disk formation (Bird et al. 2013).
Near the midplane, the mode of the MDF moves to lower
[Mg/H] with increasing R, the well known radial metal-
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Figure 22. Mode (top panel), dispersion (middle panel),
and skewness (bottom panel) of the [Mg/H] MDF as a func-
tion of Galactocentric radius, for the all-star distributions
(black histograms) of Figure 21. Solid, dashed, and dotted
lines show results for |Z|/ kpc = 0− 0.5, 0.5− 1, and 1− 2,
respectively.
licity gradient. The gradient is progressively weaker,
though still present, at larger |Z|, as predicted in chem-
ical evolution models where the high-|Z| population is
comprised of older stars (Minchev et al. 2014, see their
fig. 10). The rms width of the MDF is roughly inde-
pendent of position, but the shape changes from nega-
tively skewed at small R to positively skewed at large
R, a trend that is most obvious near the midplane.
H15 interpret this change of shape as a sign of stellar
radial migration — in particular, the high metallicity
tail of the MDF at large R is comprised of stars that
formed in the inner Galaxy (see, e.g., Minchev et al.
2013, fig. 3). These results provide rich and informa-
tive tests for Galactic chemical evolution models and
hydrodynamic cosmological simulations. Recent simu-
lation studies suggest that explaining the Milky Way’s
observed bimodal [α/Fe]-[Fe/H] distributions is a sig-
nificant challenge (Grand et al. 2018; Mackereth et al.
2018).
7.3. Implications for nucleosynthetic yields
The approximate constancy of the median [X/Mg] −
[Mg/H] sequences allows us to combine the full disk red
giant sample and select only those stars with SNR > 200
spectra, yielding the distributions shown in Figs. 8-
12 and the median sequences tabulated in Tables 1-
6. To interpret these sequences we have developed a
semi-empirical “2-process” nucleosynthesis model that
assumes (a) Mg is produced purely by CCSN with
a metallicity-independent IMF-averaged yield, (b) Fe
is produced by CCSN and SNIa with a metallicity-
independent yield, (c) other elements are the sum of a
CCSN process and an SNIa process, each of which may
have a power-law dependence of (X/Mg) on (Mg/H),
with a relative amplitude RXIa at solar [Mg/H]. The fits of
this model to the observed median sequences are shown
in Figs. 14-16. As shown in Figs. 17-18, the derived
power-law slope αcc can be interpreted approximately as
the implied metallicity dependence of the IMF-averaged
CCSN yield in the sample range −0.8 ≤ [Mg/H] ≤ +0.4,
though the observed slope is somewhat steeper than the
true yield slope by an amount that depends, slightly,
on the star formation history. Constraints on the SNIa
slope αIa are often weak, and they are sensitive to
the assumption of a power-law form for the CCSN de-
pendence, so predictions of metallicity dependent SNIa
yields should be tested by constructing a full forward
model and allowing for uncertainties in star formation
history and in the CCSN yield model. The measure-
ment of the relative amplitude RXIa is more robust, as it
follows directly from the separation of the low-[Fe/Mg]
and high-[Fe/Mg] sequences in the [X/Mg]− [Mg/H] di-
agram.
Our median sequences and 2-process fits provide a
trove of quantitative constraints for supernova nucle-
osynthesis models. Many of the results are as expected.
Among the α-elements, O shows little SNIa contribu-
tion, while Si and Ca show progressively larger SNIa
components. Among light odd-Z elements, Al and K
are dominated by CCSN, with a positive metallicity-
dependent yield. The iron-peak elements show large
SNIa contributions, with minimal metallicity depen-
dence for the even-Z elements (Cr, Fe, Ni) and strong
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metallicity dependence for the odd-Z elements (V, Mn,
Co). Of the elements considered in this paper, Mn has
the largest SNIa contribution and the strongest metal-
licity dependence of the median sequences.
Some of our results are more surprising. The two me-
dian sequences for [S/Mg] are nearly identical, imply-
ing almost no SNIa contribution to sulfur abundances.
The implied metallicity dependence of Si yields is per-
haps unexpectedly strong, while that of K is perhaps
unexpectedly weak. Both [Na/Mg] and [P/Mg] show
large separations of the low-[Fe/Mg] and high-[Fe/Mg]
sequences, implying large SNIa contributions to these el-
ements. Our inferred SNIa contribution to Ni is substan-
tially lower than for Fe, with RNiIa = 0.6 vs. R
Fe
Ia = 1.0.
7.4. Extensions and applications of the 2-process model
Our model does not allow for contributions from other
nucleosynthetic sources, such as AGB stars. To the ex-
tent that the time delay distribution for AGB enrich-
ment mimics that of SNIa enrichment, an AGB contri-
bution could masquerade as an SNIa contribution in our
model. However, the AGB contribution to the elements
considered here is expected to be small. The small offset
in [O/Mg] between the low-[Fe/Mg] and high-[Fe/Mg]
sequences could plausibly represent an AGB contribu-
tion to oxygen, though it could also arise from model-
dependent systematics in the APOGEE oxygen mea-
surements. We have not considered more exotic scenar-
ios in which, e.g., the stellar IMF or the mass range of
CCSN progenitors or the properties of SNIa explosions
change substantially with time or metallicity. The suc-
cess of our simple model provides some generic evidence
against such scenarios — for example, a change in the
high-mass IMF would be expected to change the ratios
of explosive nucleosynthesis elements (Si, S, Ca) to the
hydrostatic elements O and Mg (McWilliam et al. 2013;
Vincenzo et al. 2015; Carlin et al. 2018). However, any
specific model must be tested for its ability to reproduce
the trends observed here.
The 2-process model can be applied to individual stars
as well as median sequences, predicting a star’s [X/Mg]
ratios given only its [Mg/H] and [Fe/Mg] measurements.
Specifically, one uses Equation (6) to infer the star’s rel-
ative SNIa enrichment contribution AIa/Acc, then uses
Equation (14) to predict [X/Mg]; the predicted value of
[X/H] can be obtained by adding the measured [Mg/H].
In future work we will examine both the scatter in
[Fe/Mg] at fixed [Mg/H] (see Bertran de Lis et al. 2016
for a recent study of [O/Fe] scatter) and correlated star-
by-star deviations from the predictions of the 2-process
model. The former provides constraints on the stochas-
ticity of star formation in the galaxy, since bursts or
oscillations in the star formation rate drive variations
in the ratio of CCSN to SNIa enrichment (Weinberg
et al. 2017; J.W. Johnson et al., in prep.). The lat-
ter could reveal signatures of additional nucleosynthesis
channels beyond the IMF-averaged CCSN and SNIa pro-
cesses in the current model. By removing two known
strong effects on elemental abundance patterns — the
ratio of CCSN to SNIa enrichment and the metallicity-
dependent yields of some elements — the deviation-
from-model approach may allow one to tease informa-
tion from subtler observational clues.
In the longer term we aim to apply these methods to
a wider range of elemental abundances and thus probe a
larger set of nucleosynthesis channels. This can include
APOGEE C and N abundances for main sequence or
sub-giant stars that are not affected by mixing on the
giant branch, the s-process elements Nd and Ce that are
detectable in APOGEE spectra (Hasselquist et al. 2016;
Cunha et al. 2017), and the many elements accessible
in optical spectroscopic samples. We also plan to in-
vestigate whether bulge and halo star samples show the
same supernova nucleosynthesis patterns found here for
disk stars, or instead exhibit differences that could be
a sign of changing IMFs or radically different yields at
low metallicity.
A basic challenge of chemical evolution modeling is
that abundance patterns depend on both the enrichment
history of the host galaxy and on nucleosynthetic yields
that are difficult to predict robustly from first princi-
ples. The approximate separability found here suggests
one way to make progress, by analyzing abundance dis-
tributions in a way that isolates empirical constraints on
nucleosynthesis from the broad-brush effects of galactic-
scale evolution. To the extent that we can decompose
star-by-star abundance patterns into sums of individual
processes, the amplitudes of these processes may them-
selves be the best quantities to use in future chemical
cartography, charting the contributions of distinct en-
richment channels in different zones of the Galaxy. Pre-
cise kinematic information from Gaia also makes it fea-
sible to change mapping variables from present-day R
and |Z| to more intrinsically informative quantities such
as guiding center radius, orbital ellipticity, and vertical
action. The continuing explosive growth of Galaxy-scale
multi-element abundance surveys offers bright prospects
for uncovering the physical origin of the elements and
the history of the Milky Way.
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