Abstract: The limit of vanishing Debye length (charge neutral limit ) in a nonlinear bipolar drift-di usion model for semiconductors without pn-junction (i.e. with a unipolar background charge ) is studied. The quasineutral limit (zero-Debye-length limit) is performed rigorously by using the so-called entropy functional which yields appropriate uniform estimates.
Introduction and Formal Asymptotics
The scaled semiconductor drift-di usion equations read 8 > > > > > > < > > > > > > : n t = n div(r(n ) n + n E ) p t = p div(r(p ) p ? p E ) ? 2 divE = n ? p ? C (1:1) with x 2 R d , bounded with smooth boundary, t 0 and E = ?r : The unknowns n ; p ; E ; are the electron density, the hole density, the electric eld and the electric potential, respectively. The given function C = C(x) is the doping pro le describing xed background charges. The dimensionless positive parameters n ; p and are the scaled mobilities of electrons and holes and the scaled Debye length, respectively. The constants n ; p > 0 are the adiabatic or isothermal (if n = p = 1) exponents. We consider an insulated semiconductor modeled by the initial-boundary value problem for (1.1) subject to the boundary and initial conditions:
(r(n ) n + n E ) = 0;
(r(p ) p ? p E ) = 0; rE = 0; x 2 @ ;
(1:2) n (t = 0; x) = n 0 (x); p (t = 0; x) = p 0 (x); x 2 ;
(1:3) where is the normal vector along the boundary @ .
A necessary solvability condition for the Poisson equation (1:1) 3 subject to the Neumann boundary conditions for the eld in (1.3) is global charge neutrality, Z (n ? p ? C)dx = 0:
Since the total numbers of electrons and holes are conserved, it is su cient to require the corresponding condition for the initial data:
(1:4)
We are mainly interested in the behavior of the solutions of the problem (1.1)-(1.4) in the vanishing Debye length limit ! 0. It is important to mention that the quasineutral limit is a well-known challenging problem for the (bipolar) hydrodynamic model and for the kinetic Vlasov Poisson model. In both cases there exist only partial results concerning the quasineutral limit BG, CG, G1, G2, GLMS], but the full problem is still unsolved. Therefore, it is natural to study the quasineutral limit on the level of the drift-di usion model. The existence analysis of the bipolar drift-di usion problem was done by J] (and references therein).
Before stating our main results, we perform the quasineutral limit ! 0 formally in the system (1.1). Setting = 0 in (1.1) we obtain the system 8 > > > > > > < > > > > > > :
(1:5) where n; p; E = ?r are the formal limits of n ; p ; E as ! 0.
Because of the singular perturbation character of the problem (the Poisson equation becomes an algebraic equation in the limit) we cannot a priorily expect that all initial and boundary conditions hold for the limiting problem. However, by the conservation form of the continuity equations the property of zero ux through the boundary will prevail in the limit:
(rn n + nE) = 0; (rp p ? pE) = 0 on @ ; (1:6) while the boundary condition for the electric eld E does not. Initial conditions for the limiting problem are satis ed in the sense of H ?1 ( ).
Simple manipulations of (1.5) give the parabolic-elliptic system (see GLMS]) 8 > > < > > :
(1:7)
If, further, C 0 the limiting problem becomes p t = Ddiv(r(p n + p p )); D = n p n + p : (1:8) This fact is well-known in plasma physics, see C, G1, G2, JP].
The quasineutral limit ! 0 has been carried out formally in R]. However, there are very few rigorous results concerning the quasineutral limit in the drift-di usion equations for semiconductors G1, G2, GLMS, R] . To our knowledge the rst and only rigorous result for the standard ( isothermal n = p = 1) drift-di usion case was obtained in GLMS] , where the two cases were discussed: either C 0 or C does not change sign. For the isentropic case n ; p > 1, Gasser G1, G2] performed this limit rigorously under two assumptions, namely, the initial data have to be equal (n 0 = p 0 ) and C 0. A similar analysis for related models of plasmas physics has been carried out in BGS, CG, JP]. We study the quasineutral limit rigorously in the present paper for the general case n > 0; p > 0 when the doping pro le is a constant or does not change sign, generalizing the results of GLMS] to nonlinear adiabatic di usion. Also, in this paper we employ multiplier techniques instead of the invariant region method used in GLMS] in order to obtain lower and upper bounds on the densities.
The paper is organized in the following way. Section 2 is devoted to a priori estimates and section 3 gives rigorous results of the quasineutral limit.
2 A Priori Estimates.
We present a priori estimates on the solutions of (1.1)-(1.3) in this section. The main tools are the entropy method and energy arguments.
Lemma 2.1( G1, G2]) Let n 0 ; p 0 2 L q ; 1 q +1 be nonnegative and uniformly in . Let C 2 L 1 ( ). Then the solutions of (1.1)-(1.3) satisfy n ; p 0,
(2:1) Moreover, there exists a positive constant M( ) such that
(2:2) To establish some estimates uniformly in , we introduce the entropy e (t) = Z (n (n ) n?1 ? Since the function z 7 ! z is non-decreasing, we obtain, with the help of (2.5) and Lemma We take a ? = min(C; ) and thus n (0; x)?a ? 0, a ? ?p ?C 0 hold. Therefore, the second integral on the right hand side of (2.6), with the help of zz ? 0, is non-positive. The rst integral on the right hand side can be estimated by (using Lemma 1. Applying the Gronwall inequality we conclude the assertion for n . The same method can be applied to the p equation in (1.1) and then the assertion for p holds. This completes the proof.
3 The Limit ! 0
We establish the main result on the quasineutral limit of (1.1)-(1.3) in this section.
Theorem 3.1 Assume the initial data n 0 ; p 0 0 are such that the initial entropy e (t = 0) is uniformly bounded as ! 0 and that there are functions n 0 ; p 0 2 L 1 ( ) such that n 0 ! n 0 ; p 0 ! p 0 strongly in L 1 ( ) as ! 0. Also, let one of the following assumptions hold:
(A) (i) C(x) const:, (ii) there exists a positive constant independent of such that n 0 + C > 0; p 0 in , (iii) 0 < n ; p < 1; (B) (i) there exists a positive constant C such that C(x) C > 0 (or C(x) ?C < 0) and C(x) 2 W 1;1 ( ), (ii) n 0 ; p 0 are bounded away from 0 uniformly as ! 0, where q n ; q p ; s > 1 depend on n and p . Furthermore, the limit (n; p; E) satis es the system (1.5)-(1.6) in D 0 (Q T ) and the initial data n(t = 0; x) = n 0 (x); p(t = 0; x) = p 0 (x) in the sense of H ?1 ( ).
Proof The assumptions on the initial data and the entropy inequality in Lemma 2.2 allow to conclude In the next step we prove strong convergence of n and p in L qn (Q T ) and L qp (Q T ), respectively.
From (3.2) we have
Also, we have
(with 1 < 2 n 2 n?1
2) and therefore r(n ) n? 
From (3.6) and (3.7) we conclude by Si] fn g compact in L 1 ((0; t); L ( )),1 < 8 > > < > > :
Therefore n ! n a.e. in L 1 (Q T ):
we obtain r(n ) n ; (n ) n 2 L 1 (Q T ); Next we have to deal with the other nonlinearities (n ? p ? C)E and n E ; p E . For this purpose we have to estimate the electric eld. In the range n 2 using the lower bound we have kE k 2 L 2 
whereas in the range n > 2 we conclude Combining this result with the estimate on E (for n > 2) we obtain s 4 jE j 2 L 2 (Q T ) uniformly in for some s 4 : 0 < s 4 < 1:
These estimates on E allow for n 2 the conclusion jE j(n ? p ? C) = 1?s 4 ( s 4 jE j)( n ?p ?C ) ! 0 strongly in L 1 (Q T ).
For n 2 we simply use the L 2 bound jE j(n ? p ? C) = jE j n ?p ?C ! 0 strongly in L 1 (Q T ).
We now turn to n E and p E . Due to p E = n E ? (n ? p ? C)E ? CE ; it su ces to treat n E . In the case n 2 we use the estimate on E and the estimate on n (( n n?1 ) = n ) n jE j ! nE in D 0 (Q T ).
For n 2, we use the L 2 -estimate on E and the L -estimate ( < n d+1 d ) on n we have n E ! nE in D 0 (Q T ) with the help of 2d d+1 < n 2: Therefore we can perform all limits in the nonlinear terms and conclude the proof.
Remark 3.1 In the case of constant doping pro le the proof is much simpler due to the lower and upper L 1 uniform bounds on n and p (see Lemma 2.3). Moreover, n ! n; p ! p strongly in L q (Q T ) for any L 2 (Q T ). 
