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A GENERALIZATION OF RIEMANN’S THETA FUNCTIONS
FOR SINGULAR CURVES
YUKITAKA ABE
Abstract. Let X be a compact Riemann surface of genus g. Jacobi’s inver-
sion theorem states that the Abel-Jacobi map ϕ : X(g) −→ J(X) is surjective,
where X(g) is the symmetric product of X of degree g and J(X) is the Jacobi
variety of X. Riemann obtained the explicit solution of the Jacobi inversion
problem introducing Riemann’s theta functions. We study such a problem for
singular curves. We define a generalization of Riemann’s theta functions and
Riemann’s constants. We obtain similar results for singular curves.
1. Introduction
Let X be a compact Riemann surface of genus g. A basis of the space of holo-
morphic 1-forms on X gives the Abel-Jacobi map ϕ : X(g) −→ J(X), where X(g)
is the symmetric product of X of degree g and J(X) is the Jacobi variety of X . We
know that it is biholomorphic. Moreover, Riemann obtained the explicit solution
of the Jacobi inversion problem introducing Riemann’s theta functions.
In this paper we generalize the above argument to singular curves. We con-
structed generalized Jacobi varieties of singular curves completely analytically, and
established fundamental properties in [2] and [5]. We treat only singular curves
with an ordinal double point to avoid complicated expression. However we think
that the method is valid for general singular curves.
The paper is organized as follows. In Section 2 we recall some fundamental
properties of singular curves and their analytic Albanese varieties. We also give
a remark on the Remmert-Morimoto decomposition of commutative complex Lie
groups and the meromorphic function fields on their standard compactifications. In
Section 3 we state the precise setting in this paper. We define a generalized theta
function in Section 4. We use it through the paper. In Section 5 we generalize
Riemann’s constants and solve explicitly the Jacobi inversion problem for singular
curves (Theorem 5.1). In the last section, we show that the image of a singular
curve excluded a small neighbourhood of a singular point is contained in the zero
set of a generalized theta function (Theorem 6.6).
2. A remark on analytic Albanese varieties
We shall review here some fundamental properties of singular curves and their
analytic Albanese varieties. We refer to [2] for details.
Let X be a compact Riemann surface with the structure sheaf OX . Take a finite
subset S of X . We consider an equivalence relation R on S. We define the quotient
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set S := S/R of S by R. We set
X := (X \ S) ∪ S.
We induce to X the quotient topology by the canonical projection ρ : X −→ X.
ThenX is a compact Hausdorff space. According to Serre ([6]), we define a modulus
m with support S by the data of an integer m(P ) > 0 for each point P ∈ S. Let
ρ∗OX be the direct image of OX by the projection ρ. For any Q ∈ S we denote by
IQ the ideal of (ρ∗OX)Q formed by germs of functions f with ordP (f) ≥ m(P ) for
any P ∈ ρ−1(Q). We define a sheaf Om on X by
Om,Q :=
{
(ρ∗OX)Q = OX,Q if Q ∈ X \ S,
C+ IQ if Q ∈ S.
Then we obtain a 1-dimensional compact reduced complex space (X,Om), which
we denote by Xm.
Conversely, any reduced and irreducible singular curve is obtained as above.
Let g be the genus of X . For any Q ∈ Xm we set δQ := dim ((ρ∗OX)Q/Om,Q).
The genus of Xm is defined by π := g + δ, where δ :=
∑
Q∈Xm δQ. We denote by
Ωm the duality sheaf on Xm. We have
dimH0(Xm,Ωm) = dimH
1(Xm,Om) = π.
We take a basis {ω1, . . . , ωπ} of H0(Xm,Ωm). Let {α1, β1, . . . , αg, βg} be a
canonical homology basis of X . We set S = {P1, . . . , Ps}. We consider a small
circle γj centered at Pj with anticlockwise direction for j = 1, . . . , s. Then the set
{α1, β1, . . . , αg, βg, γ1, . . . , γs−1} forms a basis of H1(X \ S,Z) = H1(Xm \ S,Z).
Let H0(Xm,Ωm)
∗ be the dual space of H0(Xm,Ωm). We set
A := H0(Xm,Ωm)
∗/H1(Xm \ S,Z).
Consider 2g + s− 1 vectors(∫
αi
ρ∗ω1, . . . ,
∫
αi
ρ∗ωπ
)
, i = 1, . . . , g,
(∫
βi
ρ∗ω1, . . . ,
∫
βi
ρ∗ωπ
)
, i = 1, . . . , g
and (∫
γj
ρ∗ω1, . . . ,
∫
γj
ρ∗ωπ
)
, j = 1, . . . , s− 1
in Cπ . Let Γ be a subgroup of Cπ generated by these vectors over Z. We have
A ∼= Cπ/Γ as a complex Lie group. We call A with the structure as a complex Lie
group the analytic Albanese variety of Xm, and write it as Alb
an(Xm). We define
a period map ϕ with base point P0 ∈ X \ S by
ϕ : X \ S −→ A, P 7−→
[(∫ P
P0
ρ∗ω1, . . . ,
∫ P
P0
ρ∗ωπ
)]
.
This is the Abel-Jacobi map in the case of singular curves. The map ϕ is extended
to a bimeromorphic map ϕ : (X \ S)(π) −→ A (Theorem 5.19 in [2]).
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We give a remark on the canonical form of connected commutative complex Lie
groups. Let Cn/Γ be a connected commutative complex Lie group. By the theorem
of Remmert-Morimoto we have the canonical form
Cn/Γ ∼= Cp × (C∗)q ×G,
where G is a toroidal group of dimension r and n = p + q + r. The complex
dimension of the complex linear subspace spanned by Γ is said to be the complex
rank of Γ. We denote it by rankCΓ. Obviously, rankCΓ = q + r in the above case.
Then Cn/Γ = Cp × (Cq+r/Γ) and Cq+r/Γ ∼= (C∗)q ×G.
We consider X = Cn/Γ with rankC = n. We denote by R
n+m
Γ the real lin-
ear subspace generated by Γ. An m-dimensional complex linear subspace CmΓ :=
Rn+mΓ ∩
√−1Rn+mΓ is the maximal complex linear subspace contained in Rn+mΓ . We
can always take a period matrix P of X as follows:
(2.1) P =
(
0 Im T
In−m R1 R2
)
with det(Im(T )) 6= 0,
where Ik is the unit matrix of degree k and R1 and R2 are real matrices.
Remark 2.1. X = Cn/Γ is a toroidal group if and only if the real (n −m, 2m)-
matrix (R1 R2) satisfies the irrationality condition (for example, see Proposition
2.2.2 in [3]).
If the irrationality condition is not satisfied, then we have the Remmert-Morimoto
decomposition
X ∼= (C∗)q × Y,
where q ≥ 1 and Y = Cr/Λ is a toroidal group. In this case, we have n = q+ r and
rank Λ = r +m. Let σX : C
n −→ X be the projection. We set B := (C∗)q × Y =
Cq+r/(Z ⊕ Λ). We also have the projection σB : Cn −→ B. There exists an
isomorphism ϕ : X −→ B. If Φ : Cn −→ Cn is the linear extension of ϕ, then
Φ(CmΓ ) = C
m
Λ and the following diagram is commutative:
Cn
Φ−−−−→ Cn
σX
y yσB
X −−−−→
ϕ
B
Let ΛT be the discrete subgroup of C
m
Γ with rank ΛT = 2m generated by column
vectors of the (m, 2m)-matrix (Im T ) in (2.1). Then T := C
m
Γ /ΛT is an m-
dimensional complex torus. From the projection µ : Cn −→ CmΓ we obtain a
principal (C∗)n−m-bundle τ : X −→ T. Replacing fibers (C∗)n−m with (P1)n−m,
we have the associated (P1)n−m-bundle τ : X −→ T. A toroidal group is said to
be a quasi-abelian variety if it satisfies generalized Riemann conditions. We refer
to [3] for the definition of the kind of a quasi-abelian variety and other properties.
In the above situation we have the following lemma.
Lemma 2.2. If T is an abelian variety, then Y is a quasi-abelian variety of kind
0.
Proof. There exists an ample Riemann form HT for T. We set H0 := HT ◦ (µ× µ).
Then H := H0 ◦ (Φ−1 × Φ−1) is a hermitian form on Cn. By the definition, H is
positive definite on CmΛ and the imaginary part ImH of H is Z-valued on Λ × Λ.
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Since HT is positive definite, we have rank (ImH)Rr+m
Λ
= 2m, where (ImH)
R
r+m
Λ
is
the restriction of ImH onto Rr+mΛ ×Rr+mΛ . ThereforeH|Cr×Cr is an ample Riemann
form of kind 0 for Y . 
In the rest of this section, we assume that T is an abelian variety. Then Y
is a quasi-abelian variety of kind 0 by the above lemma. Let Y be the standard
compactification of Y (see [2] or [3]). Then B = (P1)q × Y is the standard com-
pactification of B. Let Mer(B) be the field of meromorphic functions on B. We
denote by Mer(B)|B the restriction of Mer(B) onto B. Then σ∗B
(
Mer(B)|B
)
is
a W-type subfield ([4]). Similarly we define Mer(X) and Mer(X)|X . We have a
representation of functions in Mer(B) (see Section 6 in [1] or Section 6.7.3 in [3]).
Any function in Mer(X) has a similar representation. The field σ∗X
(
Mer(X)|X
)
is finitely generated over C, non-degenerate and of transcendence degree n. Fur-
thermore, it admits an algebraic addition theorem. Therefore it is isomorphic to a
W-type subfield (Theorem 2.5 in [5]). Since the Remmert-Morimoto decomposition
is unique, we obtain
Mer(X)|X ∼= Mer(B)|B.
This remark shows that instead of the canonical form, it is sufficient to consider
Mer(X)|X for X = Cn/Γ with period matrix (2.1) in the proof of Proposition 7.1
in [2].
3. Singular curves of genus π = 2
Let X = C/Λ be an elliptic curve with period matrix (1 τ), where Im(τ) > 0.
Take a subset S = {P1, P2} of X with P1 6= P2. Let m be a modulus with support
S defined by m(P1) = m(P2) = 1. The relation R on S is the identification of P1
and P2. Then S := S/R = {Q}. We construct a singular curve Xm with an ordinal
double point Q from m. Let {α, β} be a homology basis of X . We may assume
that closed curves α and β do not pass through P1 and P2. We take small circles
γ1 and γ2 centered at P1 and P2 with radii δ > 0 and ε > 0 respectively. Here
these circles have anticlockwise direction. We consider a simply connected domain
X◦ obtained by cutting X open along α and β. We set X◦S := X
◦ \ {P1, P2}. Let
ρ : X −→ Xm be the projection. Take a basis {ω, η} of H0(Xm,Ωm) such that ρ∗ω
is a holomorphic 1-form on X . We may assume that ω and η are normalized as
(3.1)
(∫
γ1
ρ∗ω
∫
α
ρ∗ω
∫
β
ρ∗ω∫
γ1
ρ∗η
∫
α
ρ∗η
∫
β
ρ∗η
)
=
(
0 1 τ
1 r1 r2
)
,
where r1, r2 ∈ R. Let Γ be a discrete subgroup of C2 generated by the above
three column vectors. The quotient group C2/Γ is a toroidal group if and only if
(r1 r2) satisfies the irrationality condition. When the irrationality condition is
not satisfied, we have C2/Γ ∼= C∗ × T, where T is a 1-dimensional complex torus.
In both cases we may consider C2/Γ as an analytic Albanese variety of Xm as
shown in the previous section. Then we set A = Alban(Xm) = C
2/Γ. The matrix
(1 τ) in (3.1) gives a complex torus Tτ . We note Tτ = X . The analytic Albanese
variety A has the structure of principal C∗-bundle σ : A −→ Tτ over Tτ . Let
σ : A −→ Tτ be the associated P1-bundle. If A is toroidal, then A is the standard
compactification of a quasi-abelian variety A of kind 0. If A is not toroidal, then
we have A ∼= C∗ × T =: B. The standard compactification of B is B = P1 × T. As
shown in the previous section, we have Mer(A)|A ∼= Mer(B)|B.
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4. Theta functions
We write e(x) := exp(2π
√−1x). We consider theta functions for Tτ . We first
define a theta function θ(z, τ) by
(4.1) θ(z, τ) :=
∑
n∈Z
e
(
1
2
n2τ + nz
)
, z ∈ C.
It satisfies the following equations
(4.2)

θ(z + 1, τ) = θ(z, τ),
θ(z + τ, τ) = e
(
−1
2
τ − z
)
θ(z, τ).
Next we define theta functions with characteristics. For any a, b ∈ R we define
(4.3) θ
[
a
b
]
(z, τ) :=
∑
n∈Z
e
[
1
2
(n+ a)2τ + (n+ a)(z + b)
]
.
Then the function θ(z, τ) in (4.1) is written as θ(z, τ) = θ
[
0
0
]
(z, τ). We have the
translation relation
(4.4) θ
[
a
b
]
(z + p+ qτ, τ) = e
[
−1
2
q2τ − q(z + b) + ap
]
θ
[
a
b
]
(z, τ)
for any p, q ∈ Z.
We define a theta factor ρ0 : Λ × C −→ C∗ by ρ0(1, z) = 1 and ρ0(τ, z) =
e
(− 12τ − z). We denote by AF (ρ0) the set of all automorphic forms for ρ0. Then
we have θ
[
0
0
]
(z, τ) ∈ AF (ρ0). Since dimAF (ρ0) = 1, AF (ρ0) is generated by
θ
[
0
0
]
(z, τ). We define an into isomorphism ι : Λ −→ Γ by
ι(λ) := p
(
1
r1
)
+ q
(
τ
r2
)
for any λ = p+ qτ ∈ Λ. We take coordinates (z, w) of C2 which represent a period
matrix of Γ as (3.1). For any γ ∈ Γ, (γz , γw) is the representation of γ in these
coordinates (z, w). We have ι(λ)w = pr1 + qr2 for λ = p + qτ . Therefore, we can
define a homomorphism ψ : Λ −→ C×1 = {ζ ∈ C; |ζ| = 1} by ψ(λ) := e (ι(λ)w) for
λ ∈ Λ. For any α ∈ Z, ψ−αρ0 is also a theta factor. The space AF (ψ−αρ0) of all
automorphic forms for ψ−αρ0 has the same dimension as AF (ρ0). If we set
(4.5) f(z, w) =
∑
finiteDβ(z)e(w)
β∑
finiteCα(z)e(w)
α
with Cα(z) ∈ AF (ψ−αρ0) and Dβ(z) ∈ AF (ψ−βρ0), then f ∈ σ∗A
(
Mer(A)|A
)
(Section 5 in [1], see also Section 6.7 in [3]). Using ψ−α(1) = e(−αr1), ψ−α(τ) =
e(−αr2) and the translation relation of theta functions, we obtain θ
[−αr1
αr2
]
(z, τ) ∈
AF (ψ−αρ0) for any α ∈ Z. Since dimAF (ψ−αρ0) = 1, the space AF (ψ−αρ0) is
generated by θ
[−αr1
αr2
]
(z, τ).
The maximal complex linear subspace C1Γ contained in R
3
Γ is the z-plane. Let
σΓ : C
2 −→ C1Γ be the projection. We define a factor of automorphy ρ˜0 : Γ×C2 −→
C∗ by ρ˜0 := ρ0 ◦ (σΓ × σΓ). Let AF (ρ˜0) be the set of all automorphic forms for ρ˜0.
Any ϕ ∈ AF (ρ˜0) is represented as
(4.6) ϕ(z, w) =
∑
α∈Z
Cα(z)e(w)
α, Cα ∈ AF (ψ−αρ0)
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with lim|α|→∞ |α|
√|Cα(z)| = 0 uniformly on every compact subsets of C1Γ. We set
AF0(ρ˜0) := {ϕ ∈ AF (ρ˜0) with finite terms in (4.6)}.
The space AF0(ρ˜0) is generated by{
θ
[−αr1
αr2
]
(z, τ)e(w)α;α ∈ Z
}
.
Then the following function is fundamental:
(4.7) Θ(z, w) := θ
[
0
0
]
(z, τ) + θ
[−r1
r2
]
(z, τ)e(w).
Fixing P0 ∈ X◦S , we define a period map ϕ = (ϕ1, ϕ2) on X \ S by
ϕ1(P ) :=
∫ P
P0
ρ∗ω and ϕ2(P ) :=
∫ P
P0
ρ∗η.
Omitting τ , we write θ
[
0
0
]
(z) = θ
[
0
0
]
(z, τ) without confusion. For any c = (c1, c2) ∈
C2 we define
(4.8) Tc(P ) := Θ(ϕ1(P )− c1, ϕ2(P )− c2).
Then Tc(P ) is a multi valued holomorphic function on X \ S. By the proof of
Proposition 7.1 in [2], we see that Tc(P ) is meromorphic on X . It has a simple pole
at P2 and is holomorphic on X \ {P2}. We note limP→P1 e(ϕ2(P )− c2) = 0.
5. Generalization of Riemann’s constants
Take c = (c1, c2) ∈ C2 such that θ
[
0
0
]
(ϕ1(P1)− c1) 6= 0. Since θ
[−r1
r2
]
(ϕ1(P )− c1)
is not identically zero and P2 is the pole of e(ϕ2(P )− c2), Tc(P ) is not identically
zero. Let n(Tc) be the number of zeros of Tc. The point P2 is the only pole of Tc.
Then we obtain
(5.1)
n(Tc)− 1 = 1
2π
√−1
∫
∂X◦
d logTc
=
1
2π
√−1
(∫
α
+
∫
β
+
∫
α−1
+
∫
β−1
)
d logTc
by the argument principle. Let α− and β− be the corresponding edges of X◦ to α
and β respectively. For P on α, we denote by P− the corresponding point to P on
α−. In this case we have
(5.2) ϕ(P−) = ϕ(P ) + (τ, r2).
Similarly, we have
(5.3) ϕ(P−) = ϕ(P )− (1, r1)
for P on β. By (5.2) and (5.3) we obtain
(5.4) Tc(P
−) = e
[
−1
2
τ − (ϕ1(P )− c1)
]
Tc(P )
if P is on α, and
(5.5) Tc(P
−) = Tc(P )
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if P is on β. Therefore, the right hand side of (5.1) is
1
2π
√−1
[∫
α
d logTc −
∫
α
(−2π√−1dϕ1 + d logTc)
]
=
∫
α
ρ∗ω = 1.
Hence we have n(Tc) = 2.
Let U1 and U2 be open disks enclosed by γ1 and γ2 respectively. Since P1 and
P2 are not zeros of Tc, the zeros of Tc are in X
◦ \ (U1 ∪ U2) if ε > 0 and δ > 0
are sufficiently small. Let Q1, Q2 ∈ X◦ \ (U1 ∪ U2) be the zeors of Tc. We define a
divisor D := Q1+Q2 ∈ Div(Xm), where Div(Xm) is the group of divisors prime to
S (see [2]).
We determine the image W := ϕ(D) of D. Let t be a coordinate on U2 with
t(P2) = 0. Then Tc(P ) is written as a function of t as follows:
(5.6) Tc(t) =
c−1
t
+ h2(t; c),
where c−1 6= 0 and h2(t; c) is a holomorphic function of t depending on c. Therefore
we have
(5.7)
T′c(t)
Tc(t)
= −1
t
+ h3(t; c),
where h3(t; c) is a holomorphic function of t depending on c. We set H3(t; c) :=∫ t
0 h3(t; c)dt. We define a map d(t) : C
2 −→ C2 by
(5.8) d(t)(c) = (d1(c), d2(t)(c)) :=
(
c1, c1r1 +
1
2π
√−1H3(t; c)
)
for c = (c1, c2) ∈ C2.
The circle γ2 is written as t = εe(u), 0 ≤ u ≤ 1. We set a(ε) :=
∫ 1
0 ϕ2(εe(u))du.
We note that a(ε) does not depend on c = (c1, c2). We may assume that α and
β have the common initial point Q0. We define a generalized Riemann’s constant
κ(ε) = (κ1, κ2(ε)) by
κ1 := −1
2
τ − ϕ1(Q0) + ϕ1(P2) +
∫
α
ϕ1ρ
∗ω,
κ2(ε) :=
(
−1
2
τ − ϕ1(Q0)
)
r1 + a(ε) +
∫
α
ϕ2ρ
∗ω.
Theorem 5.1. Using the above notations, we obtain
(5.9) W = ϕ(D) ≡ d(ε)(c) + κ(ε) mod Γ.
Proof. By the argument principle we obtain
(5.10)
W =
1
2π
√−1
∫
∂(X◦\(U1∪U2))
ϕd logTc
=
1
2π
√−1
(∫
α
+
∫
β
+
∫
α−1
+
∫
β−1
−
∫
γ1
−
∫
γ2
)
ϕd logTc.
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If P is on α, then we define ϕ−(P ) := ϕ(P−) and T−c (P ) := Tc(P
−), where P−
is the corresponding point to P on α−. We consider
(5.11)
1
2π
√−1
(∫
α
+
∫
α−1
)
ϕd logTc
=
1
2π
√−1
∫
α
(ϕ− ϕ−)d logTc + 1
2π
√−1
∫
α
ϕ−(d logTc − d logT−c ).
By (5.2) and (5.4) we have
ϕ(P )− ϕ−(P ) = −(τ, r2),
logT−c (P ) = 2π
√−1
[
−1
2
τ − (ϕ1(P )− c1)
]
+ logTc(P )
for P on α. Therefore we obtain
1
2π
√−1
(∫
α
+
∫
α−1
)
ϕd logTc
≡
∫
α
ϕdϕ1 −
(
1
2π
√−1
∫
α
d logTc
)
(τ, r2) mod Γ
(5.12)
by (5.11). Let Q′ be the terminal point of α. Then we have ϕ(Q′) = ϕ(Q0)+(1, r1)
and
Tc(Q
′) = θ
[
0
0
]
(ϕ1(Q0) + 1− c1) + θ
[−r1
r2
]
(ϕ1(Q0) + 1− c1)e(ϕ2(Q0) + r1 − c2)
= Tc(Q0).
Therefore we obtain
(5.13)
∫
α
d logTc = 0.
From (5.12) and (5.13) it follows that
(5.14)
1
2π
√−1
(∫
α
+
∫
α−1
)
ϕd logTc ≡
∫
α
ϕdϕ1 mod Γ.
We carry out a similar calculation on β. We have
1
2π
√−1
(∫
β
+
∫
β−1
)
ϕd logTc
=
∫
β
(ϕ− ϕ−)d logTc + 1
2π
√−1
∫
β
ϕ−(d logTc − d logT−c ),
(5.15)
where ϕ− and T−c are similarly defined on β. By (5.3) and (5.5) we obtain ϕ−ϕ− =
(1, r1) and Tc = T
−
c on β. Hence the right hand side of (5.15) is(
1
2π
√−1
∫
β
d logTc
)
(1, r1).
Let Q′′ be the terminal point of β. Since ϕ(Q′′) = ϕ(Q0) + (τ, r2), we obtain
Tc(Q
′′) = θ
[
0
0
]
(ϕ1(Q
′′)− c1) + θ
[−r1
r2
]
(ϕ1(Q
′′)− c1)e(ϕ2(Q′′)− c2)
= e
[
−1
2
τ − (ϕ1(Q0)− c1)
]
Tc(Q0),
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hence
1
2π
√−1
∫
β
d logTc =
1
2π
√−1 (logTc(Q
′′)− logTc(Q0))
= −1
2
τ − (ϕ1(Q0)− c1).
Thus we obtain
1
2π
√−1
(∫
β
+
∫
β−1
)
ϕd logTc
=
[
−1
2
τ − (ϕ1(Q0)− c1)
]
(1, r1).
(5.16)
Next we consider
∫
γj
ϕd logTC for j = 1, 2. Since ϕ1(P ) is holomorphic at P1
and Tc(P1) 6= 0, ϕ1d logTc is holomorphic at P1. Then we have
(5.17)
∫
γ1
ϕ1d logTc = 0.
Furthermore, we obtain
(5.18)
1
2π
√−1
∫
γ2
ϕ1d logTc = −ϕ1(P2),
for Tc has the pole of order 1 at P2. We note
(5.19)
∫
γ1
ϕ2d logTc =
∫
γ1
d(ϕ2 logTc)−
∫
γ1
(logTc)dϕ2.
Let t be a local coordinate on U1 with t(P1) = 0. Since dϕ2 = ρ
∗η has a pole of
order 1 at P1, we have the following representation
dϕ2 =
(
1
2π
√−1
1
t
+ h(t)
)
dt,
where h(t) is a holomorphic function. There exists a single-valued branch of logTc
on U1. Then we obtain∫
γ1
(logTc)dϕ2 =
1
2π
√−1
∫
γ1
(logTc)
1
t
dt
= logTc(P1).
(5.20)
The circle γ1 is parametrized as t = δe(u), 0 ≤ u ≤ 1. Then we have∫
γ1
d(ϕ2 logTc) = ϕ2(δe(1)) logTc(δe(1))− ϕ2(δe(0)) logTc(δe(0))
=
(∫
γ1
ρ∗η
)
logTc(δ)
= logTc(δ).
Therefore, we obtain
(5.21)
∫
γ1
d(ϕ2 logTc) = logTc(δ)
by (5.19). It follows from (5.19), (5.20) and (5.21) that
(5.22) lim
δ→0
∫
γ1
ϕ2d logTc = 0.
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The functions Tc(t) and T
′
c(t)/Tc(t) are represented as in (5.6) and (5.7) respec-
tively. Then we obtain
(5.23)
∫
γ2
ϕ2d logTc = −
∫
γ2
ϕ2(t)
1
t
dt+
∫
γ2
ϕ2(t)h3(t; c)dt.
If we parametrize γ2 as t = εe(u), 0 ≤ u ≤ 1, then we have
(5.24)
∫
γ2
ϕ2(t)
1
t
dt = 2π
√−1a(ε).
Since d(ϕ2H3) = H3dϕ2 + ϕ2dH3, we have
(5.25)
∫
γ2
ϕ2(t)h3(t; c)dt =
∫
γ2
d(ϕ2H3)−
∫
γ2
H3ρ
∗η.
Furthermore we have∫
γ2
d(ϕ2H3) = ϕ2(εe(1))H3(εe(1); c)− ϕ2(εe(0))H3(εe(0); c)
=
(∫
γ2
ρ∗η
)
H3(ε; c)
= −H3(ε; c).
We have the representation of ρ∗η on U2 as
ρ∗η =
(
− 1
2π
√−1
1
t
+ h1(t)
)
dt,
where h1(t) is a holomorphic function. Then we obtain∫
γ2
H3ρ
∗η = − 1
2π
√−1
∫
γ2
H3(t; c)
1
t
dt
= −H3(0; c) = 0.
Therefore we have ∫
γ2
ϕ2(t)h3(t; c)dt = −H3(ε : c)
by (5.25). Hence we obtain
(5.26)
∫
γ2
ϕ2d logTc = −2π
√−1a(ε)−H3(ε; c).
Letting δ → 0, we finally obtain
W ≡
∫
α
ϕρ∗ω +
[
−2
2
τ − (ϕ1(Q0)− c1)
]
(1, r1)
+
(
ϕ1(P2), a(ε) +
1
2π
√−1H3(ε; c)
)
= d(ε)(c) + κ(ε) mod Γ
by (5.10), (5.14), (5.16), (5.17), (5.18), (5.22) and (5.26). 
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6. The image of X \ S
Let t be the local coordinate on U2 in the previous section. We consider Tc(P )
as a function of t on U2 as follows:
Tc(t) = θ
[
0
0
]
(ϕ1(t)− c1) + θ
[−r1
r2
]
(ϕ1(t)− c1)e(ϕ2(t)− c2).
By a straight calculation we obtain
(6.1) h3(t; c) =
h2(t; c) + h
′
2(t; c)t
c−1 + h2(t; c)t
by (5.6) and (5.7), where h′2(t; c) is the derivative of h2(t; c) by t. Especially we
have
(6.2) h3(0; c) =
1
c−1
h2(0; c).
We determine c−1 and h2(t; c). Fix a point P˜2 ∈ U2 \ {P2} and set t0 := t(P˜2).
Then we have
e(ϕ2(t)) = e
(
ϕ2(t0) +
∫ t
t0
ρ∗η
)
.
Using the representation of ρ∗η on U2 in the previous section, we obtain
e(ϕ2(t)) = e
(
ϕ2(t0) + log t0 +
∫ t
t0
h1(t)dt
)
1
t
.
If we set
g(t) = e
(
ϕ2(t0) + log t0 +
∫ t
t0
h1(t)dt
)
,
then we have
Tc(t) = θ
[
0
0
]
(ϕ1(t)− c1) + θ
[−r1
r2
]
(ϕ1(t)− c1)g(t)e(−c2)1
t
.
Therefore we obtain
(6.3) c−1 = θ
[−r1
r2
]
(ϕ1(P2)− c1)g(0)e(−c2)
and
h2(t; c) = θ
[
0
0
]
(ϕ1(t)− c1)
+
{
θ
[−r1
r2
]
(ϕ1(t)− c1)g(t)− θ
[−r1
r2
]
(ϕ1(P2)− c1)g(0)
}
e(−c2).
(6.4)
Hence we obtain
(6.5) h3(0; c) =
θ
[
0
0
]
(ϕ1(P2)− c1)e(c2)
θ
[−r1
r2
]
(ϕ1(P2)− c1)g(0)
by (6.2), (6.3) and (6.4).
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The Jacobian matrix Jd(t) of the map d(t) is
Jd(t)(c) =
(
∂d1
∂c1
(c) ∂d1
∂c2
(c)
∂d2(t)
∂c1
(c) ∂d2(t)
∂c2
(c)
)
=
(
1 0
∂d2(t)
∂c1
(c) 1
2π
√−1
∂H3(t;c)
∂c2
)
.
(6.6)
Then, if we set Nt := {c ∈ C2; ∂H3(t; c)/∂c2 = 0}, then d(t) is a locally biholomor-
phic map on C2 \Nt. We define a map d′(t) : C2 −→ C2 by
d′(t)(c) = (d′1(c), d
′
2(t)(c)) :=
(
c1,
1
2π
√−1h3(t; c)
)
for any c = (c1, c2) ∈ C2. For any t ∈ U2 we define the period group Γ˜t of d(t) by
Γ˜t := {c˜ ∈ C2; d(t)(c+ c˜) = d(t)(c) for all c ∈ C2}.
Similarly,
Γ˜′t := {c˜ ∈ C2; d′(t)(c+ c˜) = d′(t)(c) for all c ∈ C2}
is the period group of d′(t).
Lemma 6.1. There exists a neighbourhood U2,0 of P2 relatively compact in U2 such
that Γ˜′t = {0} × Z for all t ∈ U2,0.
Proof. By (6.3) and (6.4) we can write as
h2(t; c) = α1(t; c1) + α2(t; c1)e(−c2)
and c−1 = β(c1)e(−c2), where α1(t; c) and α2(t; c1) are holomorphic in (t, c1).
Furthermore we have
h′2(t; c) = α
′
1(t; c1) + α
′
2(t; c1)e(−c2),
where α′1(t; c1) and α
′
2(t; c1) are derivatives of α1(t; c1) and α2(t; c1) by t respec-
tively. It follows from (6.1) and the above representations that
(6.7) h3(t; c) =
A(t; c1) +B(t; c1)e(−c2)
C(t; c1) +D(t; c1)e(−c2) ,
where A(t; c1), B(t; c1), C(t; c1) and D(t; c1) are holomorphic in (t, c1). By (6.5) we
have (
A(0; c1) B(0; c1)
C(0; c1) D(0; c1)
)
=
(
θ
[
0
0
]
(ϕ1(P2)− c1) 0
0 θ
[−r1
r2
]
(ϕ1(P2)− c1)g(0)
)
.
Then, there exists a relatively compact open neighbourhood U2,0 of P2 in U2 such
that
(6.8)
∣∣∣∣A(t; c1) B(t; c1)C(t; c1) D(t; c1)
∣∣∣∣ 6= 0
for all t ∈ U2,0. If we fix c1, then the period group of h3(t; c) with respect to c2 is
Z. Therefore, we obtain Γ˜′t = {0} × Z for all t ∈ U2,0. 
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Let Γ˜ :=
⋂
t∈U2,0 Γ˜t. We have {0} × Z ⊂ Γ˜t for any t ∈ U2,0. Then {0} ×Z ⊂ Γ˜.
Since h3(t; c) = ∂H3(t; c)/∂t, we obtain Γ˜ ⊂ Γ˜′t for any t ∈ U2,0. Therefore we
obtain Γ˜ = {0} × Z by Lemma 6.1.
We note that h3(t; c) is not a bounded function with respect to c2 by (6.7), hence
so is H3(t; c).
Lemma 6.2. Take any c ∈ C2 and any t ∈ U2,0 \ {P2}. If
(6.9) d(t)(c + c˜) = d(t)(c),
then c˜ = (0, q) for some q ∈ Q.
Proof. Assume that c˜ satisfies (6.9). Since d(t)(c) = (d1(c), d2(t)(c)) and d1(c) = c1,
we have c˜ = (0, c˜2) with c˜2 ∈ C. We note that any (0, k) with k ∈ Z satisfies (6.9). If
1 and c˜2 are linearly independent over R, then H3(t; c) is bounded in c2. Therefore
1 and c˜2 are linearly dependent over R. If 1 and c˜2 are linearly independent over
Z, then H3(t; c) is constant with respect to c2 by the uniqueness theorem. Hence 1
and c˜2 are linearly dependent over Z. Thus we have c˜2 ∈ Q. 
We denote c˜(q) := (0, q) for q ∈ Q. We set T := {t ∈ U2,0; Γ˜ 6= Γ˜t}.
Proposition 6.3. The set T is a nowhere dense subset of U2,0.
Proof. Take any t ∈ T . Then there exists c˜ ∈ Γ˜t \ Γ˜. By Lemma 6.2 c˜ = c˜(q) for
some q ∈ Q \ Z. Let
Tq := {t′ ∈ U2,0; c˜(q) is a period of d(t′)}.
Then t ∈ Tq. However, there exists t0 ∈ U2,0 such that c˜(q) is not a period of d(t0).
Then there exists c0 ∈ C2 such that d(t0)(c0 + c˜(q)) 6= d(t0)(c0). If we set
A := {t′ ∈ U2,0; d(t′)(c0 + c˜(q)) = d(t′)(c0)},
then A is a discrete subset of U2,0. Since Tq ⊂ A, Tq is also a discrete subset. Hence
T is a nowhere dense subset for T ⊂ ⋃q∈Q\Z Tq. 
For any ε0 > 0 we can take ε with 0 < ε < ε0 such that there exists tε ∈ U2,0
with |tε| = ε and Γ˜tε = {0} × Z, by the above proposition.
Proposition 6.4. Let tε ∈ U2,0 be as above. Then, d(tε) : C2 \ Ntε −→ Ω is a
covering space, where Ω := d(tε)(C
2 \Ntε).
Proof. Take any v0 ∈ C2\Ntε . We set u0 := d(tε)(v0). There exist a neighbourhood
V0 of v0 and a neighbourhood U0 of u0 such that d(tε)|V0 : V0 −→ U0 is biholomor-
phic. We set Vk := V0 + c˜(k) for k ∈ Z. Since Γ˜tε = {0} × Z, d(tε)|Vk : Vk −→ U0
is biholomorphic.
It remains to prove that d(tε)
−1(U0) =
⊔
k∈Z Vk (disjoint union). It is sufficient
to show that for any v˜0 ∈ d(tε)−1(u0) there exists k ∈ Z with v˜0 ∈ Vk. Suppose that
there exists v˜0 ∈
(
C2 \Ntε
) \ (⊔k∈Z Vk) such that d(tε)(v˜0) = u0. Let c˜ := v˜0− v0.
Then we have d(tε)(v0+ c˜) = d(tε)(v0). Therefore, c˜ = c˜(q) = (0, q) for some q ∈ Q
by Lemma 6.2. However, q /∈ Z by the assumption. For any p ∈ Q \ Z we define
Ap := {v ∈ V0; d(tε)(v + c˜(p)) = d(tε)(v)}.
Then Ap is an analytic subset of codimension 1. There exist a neighbourhood V˜0
of v˜0 and a neighbourhood U˜0 of u0 with U˜0 ⊂ U0 such that d(tε)|V˜0 : V˜0 −→ U˜0 is
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biholomorphic and V˜0 ∩ Vk = ∅ for any k ∈ Z. Since
⋃
p∈Q\ZAp is a thin set, we
can take v˜ ∈ V˜0 \
(⋃
p∈Q\ZAp
)
. Then, v˜ has the following property:
if d(tε)(v˜ + ˜˜c) = d(tε)(v˜), then ˜˜c ∈ {0} × Z.
Let v := (d(tε)|V0)−1 (d(tε)(v˜)) ∈ V0. Then d(tε)(v) = d(tε)(v˜). We set ˜˜c :=
v − v˜. If we take a sufficiently small V˜0, then ˜˜c /∈ {0} × Z. Obviously, we have
d(tε)(v˜ + ˜˜c) = d(tε)(v˜). Then ˜˜c must be in {0} × Z by the property of v˜. This is a
contradiction. Thus we obtain d(tε)
−1(U0) =
⊔
k∈Z Vk. 
Let arg(tε) = θ in Proposition 6.4. If we take a new local coordinate te
−√−1θ,
then we have tε = ε. Therefore, we may assume that d(ε) : C
2 \ Nε −→ Ω :=
d(ε)(C2 \Nε) is a covering space.
Take any u ∈ Ω + κ(ε). Then, there exists a neighbourhood U of u − κ(ε) such
that d(ε)−1(U) =
⊔
k∈Z Vk and d(ε)|Vk : Vk −→ U is biholomorphic. We define
(6.10) βk(u) := (d(ε)|Vk )−1 (u− κ(ε))
for any u ∈ Ω + κ(ε) and any k ∈ Z.
Lemma 6.5. Let Θ be the fundamental function defined in (4.7). Take any u ∈
Ω+κ(ε). Then, Θ(u−βk(u)) = 0 if and only if Θ(u−βℓ(u)) = 0, for any k, ℓ ∈ Z.
Proof. By the definition we have βk(u)− βℓ(u) ∈ {0} × Z. Since Θ(u) is invariant
by {0} × Z, the statement holds. 
From the above lemma it follows that
Z(ε) := {u ∈ Ω + κ(ε); Θ(u− βk(u)) = 0 for some k}
is well-defined as an analytic subset of Ω+κ(ε). We define the image of (X \S)\U2
by W1(ε) := ϕ((X \ S) \ U2).
Theorem 6.6. The image W1(ε) is contained in Z(ε).
Proof. Take any p1 ∈ (X \ S) \ U2. It suffices to show that ϕ(p1) ∈ Z(ε). Let p˜1
and p˜2 be points arbitrarily close to p1 and P0 respectively. We define a divisor
D := p˜1 + p˜2 ∈ Div(Xm). We set c := ϕ(D) ∈ Ω + κ(ε). We may assume that c is
a general point. Let q1 and q2 be the zeros of Tβk(c)(P ) = Θ(ϕ(P )− βk(c)), where
βk(c) is defined in (6.10). If E := q1 + q2 is the divisor given by q1 and q2, then we
have
ϕ(E) ≡ d(ε)(βk(c)) + κ(ε) mod Γ
by Theorem 5.1. Since
d(ε)(βk(c)) = d(ε)
(
(d(ε)|Vk )−1 (c− κ(ε))
)
= c− κ(ε),
we obtain
ϕ(E) ≡ ϕ(D) mod Γ.
Then E = D, for c is general. Hence we have
(6.11) Θ (ϕ(p˜1)− βk(ϕ(p˜1) + ϕ(p˜2))) = 0.
We note ϕ(P0) = (0, 0). Letting p˜1 → p1 and p˜2 → P0 in (6.11), we obtain
Θ (ϕ(p1)− βk(ϕ(p1))) = 0.
Thus we have ϕ(p1) ∈ Z(ε). 
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