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On Maslov Conjecture about Square Root Type Singular
Solutions of the Shallow Water Equations∗
S. Yu. Dobrokhotov† K. V. Pankrashkin‡ E. S. Semenov§
1 Introduction
About twenty years ago, V. P. Maslov [1] put forward the idea that numerous quasilinear hyper-
bolic systems have only finite number of singular solution in general position. These solutions
are shock waves, “infinitely narrow” solitons and point singularities of the type of the square
root of a quadratic form. He has also stated conjecture that such solutions for shallow water
equation can describe the dynamics of mesoscale vortices in the atmosphere, and trajectories of
singularities correspond to trajectories of these vortices. Interesting integrability properties of
such solutions were found in works [2, 3, 4, 5], where the shallow water equations on the β-plane
with variable Coriolis force [6, 7] were considered :
∂η
∂t
+ 〈∇, ηu〉 = 0, ∂u
∂t
+ 〈u,∇〉u − ωTu+∇η = 0. (1)
Here x = (x1, x2) ∈ R2, and the unknowns are the two-dimensional vector u = (u1,u2), and the
function η that is the geopotential of the atmosphere or the free surface elevation in the surface
waves theory, T =
(
0 1
−1 0
)
, ∇ = ( ∂∂x1 , ∂∂x2 ), ω = ω˜+βx2 is the doubled Coriolis frequency
on the β-plane, and ω˜, β are some physical constants. The angle brackets stand for the inner
product.
On the some time interval t ∈ [0, T ], the mentioned singular solutions have the following
form: (
u(x, t)
η(x, t)
)
=
(
u(x, t)
ρ(x, t)
)
+
(
U(x, t)
R(x, t)
)
F (S(x, t)), (2)
where F (τ) =
√
τ . Here the “background” u = (u1, u2), ρ and the “vector amplitude” U =
(U1, U2), R are smooth (vector) functions. The phase function S is a smooth non-negative
function vanishing only on the trajectory x = X(t) of the singularity and satisfies additionally
the following condition: Condition (i) The matrix H(t) = (∂2S/∂xi∂xj)(X(t), t) is strictly
positive and has distinct eigenvalues.
Some arguments in favor of the importance of solutions of the form (2) are given in [1, 2,
3, 4, 5, 8, 9]; these solutions are elements of some algebra of singular solutions of quasilinear
hyperbolic systems. The solutions of the form (2) are selected from a much wider class of singular
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solutions by the general position condition (i). This class consists of solutions of the form (2)
with functions F satisfying the following conditions: Condition (ii) a. F (τ) is a continuous
functions as τ ≥ 0, F (0) = 0; b. F (τ) is smooth for τ > 0, limτ→+0 F ′(τ) =∞.
Obviously, the function F in (2) is not determined uniquely by the condition (ii): we can
multiply it on any non-vanishing smooth function and add any smooth function vanishing on
the trajectory X(t). Moreover, the function S can be also multiplied by non-vanishing smooth
function.
As was noted, it was announced in [1], that for numerous hyperbolic systems the condition (i)
”kills” (modulo mentioned possible changes in (2)) all the solutions (2) excepting F =
√
τ in
the sense that if F 6= √τ , then all the x-derivatives of U and R are zero on the trajectory X(t).
The proof of this conjecture was given first by V. N. Zhikharev [8], but his arguments were not
complete even they contained many elegant constructions. It is impossible to rectify his proof,
because it needs really considering of the problem from the very beginning.
Our aim is to give a complete proof of the Maslov conjecture for equations (1). There is
no enough place in this paper for the whole proof, so here we only give the general scheme,
accent the principal moments and the ideas, formulate basic main and auxiliary statements,
and illustrate proofs for some of them. The complete proof will appear in [10]. Our approach
is based on algebraic construction rather than to them related to differential equations, and it
seems, that the similar considerations are valid for much wider class of hyperbolic quasilinear
system.
Theorem Suppose that the functions specifying the solution (2) satisfy the conditions (i) and
(ii), and some x-derivatives of U and R are non-zero. Then without loss of generality we can
assume F =
√
τ .
2 Auxiliary constructions
First of all, we pass to the moving coordinate system (x′, t) with x′ = x−X(t), then system (1)
is written as (we omit the prime on the new x variable and put V = x˙, v = u− V )
ηt + 〈∇, ηv〉 = 0, vt + 〈v,∇〉v +∇η + V˙ − ωT(v + V ) = 0.
Substitute now function (2) into this system, then we obtain the system
F ′(τ)A+ F (τ)B + F (τ)F ′(τ)C + F 2(τ)D + E = 0. (3)
Here
A =
(
ΛR+ ρ〈U,P 〉
RP + ΛU
)
, B =
(
Rt + 〈∇, ρU +Ru〉
Γ(U) + 〈U,∇〉u+∇R− wTU
)
, C =
(
2R〈U,P 〉,
〈U,P 〉U
)
,
D =
(
〈∇, RU〉
U˙
)
, E =
(
ρt + 〈∇, ρu〉
Γ(u) +∇ρ+ V˙ − ωT(u+ V ).
)
,
where τ = S(x, t), P = ∇S, Λ = St + 〈u, P 〉, U˙ = 〈U,∇〉U , Γ = ∂/∂t + 〈u,∇〉. Since the
function S can be represented in the form (see condition (i)) S = 12 〈x,H(t)x〉+O(|x|3), by using
the Morse lemma [11] there exists a smooth change of variables x = x(y, t) such that S = y2.
The vectors A, B, C, D, and E depend smoothly on y. We can also introduce polar coordinates
τ , ϕ, y1 =
√
τ cosϕ, y2 =
√
τ sinϕ, and substitute them into system (3), then for each ϕ we
obtain a system of first order differential equations with coefficients depending smoothly on
√
τ ,
ϕ, e.c. A = A(x(y(
√
τ , ϕ))). To simplify the notation we do not write all these arguments and
keep only dependence of coefficients on x.
2
We will intensively exploit the fact that F does not depend on ϕ.
Our proof is divided now into three main parts:
• to obtain from (3) more simple equations admitting exact formulas for their solutions,
• to select from these solutions only those satisfying (ii);
• to show inconsistency of system (3) corresponding to all the obtained solutions except
F =
√
τ .
3 Model equations
Since we have a system of three equations for a single function F , one can try to eliminate terms
with F ′ and FF ′ and to obtain a quadratic equation. Unfortunately, because of degeneracy, it
is not always possible, and we have to find another way of simplification for equations (3).
We set P⊥ = TP , U⊥ = TU. Let G(x, t) be a smooth scalar or vector function. Then to G
we can assign the Taylor expansion at x = 0:
G ∼
∞∑
n=0
G(n)(x, t),
where G(n)(x, t) is a homogeneous polynomial of x of degree n. By o(|x|∞) we denote smooth
functions vanishing to the infinite order at x = 0.
Lemma 1 (On model equations) Let the condition (i) is fulfilled and system (3) has a solu-
tion F satisfying condition (ii), then
A. there exist smooth functions α, β, γ, δ of (x, t) such that F satisfies the Riccati equation
α(x, t)F ′(τ) + β(x, t)F 2(τ) + γ(x, t)F (τ) + δ(x, t) = 0, (4)
where x-derivatives of the function α do not vanish at x = 0.
B. F satisfies one of the following three equations:
- the quadratic equation
a(x, t)F 2(τ) + b(x, t)F (τ) + c(x, t) = 0, (5)
if 〈U,P⊥〉 6= o(|x|∞), 〈U˙ , U⊥〉 6= o(|x|∞), and 〈U,P 〉 = o(|x|∞), or 〈U,P⊥〉 = o(|x|∞),
- the linear differential equation
a(x, t)F ′(τ) + b(x, t)F (τ) + c(x, t) = 0, (6)
if 〈U,P⊥〉 6= o(|x|∞), 〈U˙ , U⊥〉 6= o(|x|∞),
- the cubic equation
a(x, t)F 3(τ) + b(x, t)F 2(τ) + c(x, t)F (τ) + d(x, t) = 0, (7)
if 〈U,P⊥〉 6= o(|x|∞), 〈U˙ , U⊥〉 6= o(|x|∞), 〈U,P 〉 6= o(|x|∞).
Here also a, b, c, d are smooth functions and some x-derivatives of a do not vanish at the point
x = 0.
C. if ψ = o(|x|∞), then Fn∂mF/∂τmψ = o(|x|∞) for any integer n and integer m ≥ 0.
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Prior to proving lemma 1, we prove a useful auxiliary assertion.
Lemma 2 Let a smooth vector function z satisfy 〈z, P 〉 = 0, then there exists a smooth function
α such that z = αP⊥. It follows from here, that if z = z
(k) is k-st-order homogeneous polynomial
in x, z(k) 6= 0, then the same assertion is valid with z replaced by z(k), P replaced by P (1), and
α replaced by (k − 1)-st-order homogeneous polynomial α(k−1).
Obviously, it suffices to prove the assertion pertaining to z. We pass from the coordi-
nates x to the Morse coordinates y. Then we have P = t(∂x/∂y)−1 t(y1, y2). Consequently,
〈(∂x/∂y)−1w, y〉 = 0. We set w = (∂x/∂y)−1z and represent the components w1 and w2 of
the vector w in the form w1 = w
0
1(y1, t) + y2w˜1(y, t) and w2 = w
0
2(y2, t) + y1w˜2(y, t), where w
0
i
and w˜i are smooth functions. Then the orthogonality condition for z and P acquires the form
y1w
0
1(y1, t)+ y2w
0
2(y2, t)+ y1y2(w˜1+ w˜2) = 0. In this equation, we in turn set y1 = 0 and y2 = 0,
thus obtaining w01 = w
0
2 = 0. Next, we divide it by y1y2 and obtain w˜1 = −w˜2 ≡ g˜(y, t) and
(∂x/∂y)−1z = gTY . Now note that T tQ = detQQ−1T for any non-degenerate 2× 2 matrix Q.
Therefore,
z = g
(∂x
∂y
)
Ty = g det
(∂x
∂y
)
T t
(∂x
∂y
)−1
y = g
(∂x
∂y
)
P⊥.
The proof of the lemma 2 is complete.
To prove the lemma 1, we use mostly pure algebraic procedures. Two cases are studied
separately:
(a) 〈U,P⊥〉 6= o(|x|∞), (b) 〈U,P⊥〉 = o(|x|∞).
Study first the case (a). Let us transforms the system (3). The coefficients of the transformed
systems will be indicated by primes; we do not write system themselves, but only their coeffi-
cients, which are again referred to (3).
Let us multiply the first equation of (3) by U in the sense of the inner product, and the
second and the third equation by 2R; then we subtract the first equation from the second and
the third ones; this leads to the equations with coefficients
A′ =
(
ΛR+ ρ〈U,R〉
2R2P + (ΛR− ρ〈U,P 〉)U
)
, C ′ =
(
2R〈U,P 〉
0
)
, D′ =
(
〈∇, RU〉
2RU˙ − 〈∇, RU〉U
)
.
In the primed system, we multiply the second and the third equations by U⊥ and P⊥, this results
in system (3) with coefficients
A′′ =
 ΛR+ ρ〈U,P 〉2R2〈U⊥, P 〉
(ρ〈U,P 〉 − ΛR)〈U,P⊥〉
 , C ′′ =
 2R〈U,P 〉0
0
 ,
D′′ =
 〈∇, RU〉2R〈U˙ , U⊥〉
2R〈U˙ , P⊥〉 − 〈∇, RU〉〈U,P⊥〉
 .
The second equation in the obtained system is the requested Riccati equation (4). The conclusion
C. of the lemma follows directly from the Riccati equation.
Consider now the following sub-cases:
(a.1) 〈U˙ , U⊥〉 = o(|x|∞), (a.2) 〈U˙ , U⊥〉 6= o(|x|∞).
In case (a.1) the term 〈U˙ , U⊥〉F 2 in the obtained Riccati equation can be included into the
coefficient E′′2 , and we arrive at the equation (6).
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Now proceed with the case (a.2). Suppose first (a.2.1) 〈U,P 〉 6= o(|x|∞). Let us express
F ′ through F 2 and F from the Riccati expression and substitute this expression into the first
equation. This results in the cubic equation (7) with non-degenerate coefficient at F 3. If
(a.2.2) 〈U,P 〉 = o(|x|∞), we multiply the first equation of the double primed system by 〈U⊥, P 〉
and add it to the third equation of the same system; as a result the coefficients of F ′ and FF ′
in the obtained equation are o(|x|∞), and these terms can be included into the corresponding
E-coefficient. The coefficient of F 2 is D′′′3 = 2(R〈U˙ , P⊥〉 − 〈∇, RU〉〈U,P⊥〉). Under lemma 2, U
can be represented in the form U = αP⊥ + βP , where α, β are smooth function, β = o(|x|∞),
and some derivatives of α do not vanish at x = 0. Some calculations reduce expression for D′′′3
to the form 2α2〈P,QP 〉+ ζ, where the matrix Q is given by
Q =

−R ∂
2S
∂x1∂x2
− 〈P⊥,∇R〉 R∂
2S
∂x21
R
∂2S
∂x22
−R ∂
2S
∂x2∂x1
− 〈P⊥,∇R〉
 ,
and ζ = o(|x|∞). Suppose now that D′′′3 = o(|x|∞), then by virtue of Lemma 2 we obtain
QP = γP + δP⊥, where γ, δ are smooth functions, and γ = o(|x|∞). This means, in particular,
that up to o(|x|∞) we have S′′x1x1 = −S′′x2x2 . But in this case the matrix H (see condition (i)) is
not positive definite. This contradiction finishes the proof for case (a).
The consideration of the case (b) is based on similar ideas, but needs more sophisticated
calculation.
4 Possible solutions to the model equations
Our previous consideration shows that coefficients of equations (3) are smooth functions of
√
τ
only. Nevertheless, using the assumption about the existence of solutions satisfying (ii), we show
that we can really suppose them smooth on τ .
The following assertion plays an important role in all our considerations:
Lemma 3 Let u, v be smooth functions of y and some derivatives of v at y = 0 do not vanish.
If a function Φ satisfies Φ(τ) = u(y1, y2)/v(y1, y2), then Φ(τ) = τ
nΨ(τ), where Ψ is a smooth
function, n is an integer number.
For the proof, we set y1 =
√
τ cosϕ,y2 =
√
τ sinϕ, α(τ, ϕ) = u(
√
τ cosϕ,
√
τ sinϕ),
β(τ, ϕ) =v(
√
τ cosϕ,
√
τ sinϕ), then α and β are smooth functions of
√
τ , and f(τ) = α(τ,ϕ)β(τ,ϕ) .
Let us extract the leading terms of α and β:
α = αm(ϕ)τ
m/2 + am(τ, ϕ)τ
m/2, β = βk(ϕ)τ
k/2 + bk(τ, ϕ)τ
k/2, am(0, ϕ), bk(0, ϕ) = 0. (8)
If p = m− k is odd, then at least in some sector the leading term of f is αm(ϕ)βk(ϕ) τp/2. Note that
αm and βk can be represented as homogeneous polynomials of order m and k, respectively, in
cosϕ and sinϕ, and one can readily see that the expression (8) in this case (odd p) depends on
ϕ. Therefore, the number p must be even. Then we can write
Ψ =
W
Z
, where Ψ(τ) =
f(τ)
τn
, W (τ, ϕ) = α(τ, ϕ)τ−m/2, Z(τ, ϕ) = β(τ, ϕ)τ−k/2. (9)
It is obvious thatW (0, ϕ), Z(0, ϕ) 6= 0, and therefore, Ψ is a smooth function of √τ and satisfies
Ψ(0) 6= 0. For brevity, we set ξ = √τ . Now for each N we can write Ψ = ∑Nl=0Ψlξl + o(ξN ),
W =
∑N
l=0Wl(ϕ)ξ
l + o(ξN ), Z =
∑N
l=0 Zl(ϕ)ξ
l + o(ξN ). Let us substitute these sums into (9)
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and match the coefficients of ξl; then for l ≤ N we obtain Wl =
∑l
j=0ΨjBl−j. By taking N
sufficiently large, we can obtain the last expression for every l. These equations for odd l read
as follows:
W1 = Ψ0Z1 +Ψ1Z0, W3 = Ψ0Z3 +Ψ1Z2 +Ψ2Z1 +Ψ3Z0,
W5 = Ψ0Z5 +Ψ1Z4 +Ψ2Z3 +Ψ3Z2 +Ψ4Z1 +Ψ5Z0, . . .
From the first of these equations, we obtain Ψ1 = 0 (indeed, W1 − Ψ0Z1 is a polynomial of
odd order in cosφ and sinφ and cannot be equal to the even-order polynomial Ψ1Z0). By
substituting this into the second equation, we obtain Ψ3 = 0, and so on. Finally, we see that
Ψl = 0 for all odd l. Recall that Ψl = d
lΨ/dξl(0), and there obviously exists a smooth function
Φ such that Ψ(ξ) = Φ(τ). Now we only need to recall that Ψ = τ−nf .
In what follows we use differentiation by ϕ: ∂z∂ϕ = −y2 ∂z∂y1 + y1 ∂z∂y2 . The important fact is
that if z is also smooth, then zϕ is also smooth.
Lemma 4 Let u, v be smooth functions of y and some derivatives of v at the point y = 0 do
not vanish. If all the derivatives of the function u′ϕv−uv′ϕ vanish at y = 0, then at least in some
sector ϕ1 ≤ ϕ ≤ ϕ2 we have u = τnαv, where n is an integer number, α is a smooth function of
τ
Let us consider quadratic equation (5) and linear differential equation (6). Divide both them
by a and differentiate by ϕ, then in both cases we obtain a linear equation uF + v = 0, where
u = b′ϕa − ba′ϕ, v = c′ϕ − ca′ϕ. If u has non-vanishing derivatives at y = 0, then Lemma 3
and condition (iia) imply smoothness F , and, therefore, F does not satisfy the condition (iib).
Therefore, all the derivatives of both u and v vanish at y = 0. By applying Lemma 4 we obtain
b = τ−nβa, c = τ−nγa, where n is a non-negative integer number and β, γ are smooth functions
of τ . Dividing now equations (5), (6) by a, we obtain the equations of the same type:
τnF 2 + βF + γ = 0, (10)
τnF ′ + βF + γ = 0, (11)
but with coefficients depending on τ smoothly.
Now consider the cubic equation (7). Divide it also by a and differentiate by ϕ, then we
obtain a quadratic equation uF 2+vF+w = 0, where u = b′ϕa−ba′ϕ, v = c′ϕ−ca′ϕ, w = d′ϕa−da′ϕ.
If u has non-vanishing derivatives at y = 0, then we have a quadratic equation, which is already
studied. If all the derivatives of u at y = 0 vanish, we can include the term uF 2 into w, and
obtain a linear equation vF +W , W = w + vF 2. Again by using Lemma 3 and condition (ii)
we show that all the derivatives of both v and W (and, consequently, w) vanish at y = 0. We
have again b = τ−nβa, c = τ−nγa, d = τ−nδa, where n is a non-negative integer number and β,
γ, δ are smooth functions of τ . Dividing (7) by a and multiplying by τn we reduce it to a cubic
equation with smooth on τ coefficients:
τnF 3 + βF 2 + γF + δ = 0, α = τn. (12)
Now we can use exact formulas for solutions of obtained equations.
For quadratic equation (10) we have F = (−β ± √β2 − 4γτn)/(2τn). If β2 − 4γτn 6=
o(|x|∞), then condition (ii) immediately gives us F = √τ . If ψ = β2 − 4γτn = o(|x|∞), then
condition (iia) gives us at least the representation F = f +
√
ψ with a smooth function f . Let
us substitute this representation into Riccati equation (4), than we obtain for
√
ψ a Riccati
6
equation with smooth coefficients. This means, that
√
ψ is a smooth function, and F does not
satisfy condition (iib).
Now let us consider linear equation (11). Consider different cases.
Suppose that β = o(|y|∞), then the function δ = βF + γ is smooth, F ′ = −δ/τn, and
condition (iia) implies smoothness of F . Let γ = o(|y|∞), then δ = γ/F is smooth, and we have
τnF ′/F + e = 0, where e = β + δ is a smooth function. Consequently, F
′(τ)
F (τ) = − e(y1,y2)τn , or
by Lemma 3, F
′(τ)
F (τ) = τ
mΦ(τ), where Φ is a smooth function. Then F (τ) = exp
∫
τmΦ(τ)dτ .
Without loss of generality we can suppose Φ(0) 6= 0. If m ≥ 0, then F (0) 6== 0. If m < −1, then
either F (0) =∞ or F ′(0) = 0. Suppose m = −1, then F (τ) = τκΨ(y), where κ = Φ(0), Ψ is a
smooth function non-vanishing at y = 0. The condition (ii) is satisfied if and only if 0 < κ < 1.
Now suppose that both β and γ have non-vanishing derivatives. Let us rewrite our equation
in form F ′ = AF +B, where A = τmβ0, B = τ
kγ0, where m, k are integers, β0, γ0 are smooth
functions non-vanishing at y = 0, then F can be written in a form
F (τ) =
(∫
B(τ) exp
(
−
∫
A(τ)dτ
)
dτ
)
exp
( ∫
A(τ)dτ
)
.
Suppose (a) m ≥ 0, then φ0 = exp
∫
α(τ) dτ is smooth and φ0(0) 6= 0. Also∫
B(τ) exp
(
−
∫
A(τ) dτ
)
dτ =
∫
B(τ)
φ0(τ)
dτ = τpψ1(τ) + q log τ + ψ2(τ)
for some smooth functions ψ1(τ) and ψ2(τ), p ≤ 0, q ∈ R, and F (τ) = qφ0(τ) log τ + τpφ1(τ) +
φ2(τ), where φ1 and φ2 are smooth functions. One can readily see that condition (iia) implies
q = 0; therefore, F cannot satisfy (iib).
Now suppose (b) m = −1, then ∫ A(τ) dτ = κ log τ +ψ(τ), for some κ 6= 0 and some smooth
function ψ, and, consequently, φ0 = exp
∫
a(τ) dτ = τκφ1(τ) for some smooth function φ1(τ)
with φ1(0) 6= 0. Suppose first that κ is integer, then∫
B(τ)
φ0(τ)
dτ = τpψ1(τ) + Z log τ + ψ2(τ),
where p ≤ 0, ψ1 and ψ2 are smooth functions, Z ∈ R, and F (τ) = τκΦ1(τ)+τ lΦ2(τ) log τ+Φ3(τ),
where Φ and Ψ are smooth functions and Φ(0) 6= 0. Condition (ii) permits us to rewrite this in
a form F (τ) = τ(Φ(τ) log τ +Ψ(τ)), where Φ and Ψ are smooth functions and Φ(0) 6= 0. If κ is
not integer, then
∫
B(τ)/φ0(τ) dτ = τ
l−κψ(τ)+C for some smooth function ψ and some integer
l. We have F (τ) = τ lψ(τ)φ1(τ) + Cφ1(τ)τ
κ. Condition (ii) implies 0 < κ < 1.
Now let (c) m ≤ −2, then we obtain
F (0) = C +
∫ 0
σ
(τmα0(τ)F (τ) + τ
nβ0(τ)) dτ. (13)
Let us extract leading terms of both summands in the integrand; they are given by µ1(τ) =
α0(0)τ
mF (τ) and µ2(τ) = β0(τ)τ
k. Taking into account condition (ii), we have
lim
τ→0
µ1(τ)
µ2(τ)
=
α0(0)
β0(0)
lim
τ→0
F (τ)
τk−m
=
{∞, k > m,
0, k ≤ m.
Thus, if k > m, then the leading term of the integrand in (13) is µ1(τ). Since 1/τ = o(µ1)
in this case, it follows that the integral in (13) diverges, which means that we have no desired
solutions. If k ≤ n, then the leading term is µ2(τ), and the integral in (13) obviously diverges
as well. Therefore our linear differential equation is considered.
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Cubic equation (12) by standard substitution F = z + g(τ), g = −β/(3τn) is reduced to
the canonical form z3 + pz + q = 0, where p = −(−γ/τn + β/(3τn)), q = δ/τn − 2β3/(3τn)2 −
βγ/(3τ2n). We use the Cardano formula
z =
−q
2
+
√
q2
4
+
p3
27
1/3 +
−q
2
−
√
q2
4
+
p3
27
1/3 ,
where the branches of a cubic root are chosen in such a way that the product of two summands
is equal to −p/3. Further analysis is based on the comparing of the orders of p and q in
the neighborhood of the point y = 0. This analysis is quite simple, although requires certain
calculations. We omit it here, and note only, that in the case q
2
4 +
p3
27 = o(|x|∞) we have to use
the Riccati equation (4) like it was done for the quadratic equation.
The following assertion summarizes all our considerations.
Lemma 5 Without loss of generality, the model equations (5), (6), (7) can have only the fol-
lowing solutions satisfying (ii):
(F1) F = τκ, (F2) F = τ log τ,
(F3) F = τ1/3 + στ2/3+n, (F4) F = τ2/3 + στ4/3+n,
where 0 < κ < 1, σ = ±1 or 0, n is an integer number. The quadratic equation (5) has only
solution of the type (F1) with κ = 1/2, the linear differential equation (6) has solutions of the
types (F1) and (F2), the cubic equation (7) has solutions (F1) with κ = 1/2, (F3) and (F4).
5 Original system of equations and the singularities of selected
types
Turn back to system (3), and substitute obtained singular solutions into the system.
Lemma 6 Suppose κ 6= 1/2, then up to o(|x|∞) the following relations hold:
(F1) : κA+BS = 0, κC +DS = 0, E = 0; (14)
(F2) : A+BS + CS = 0, C +DS = 0, A+ E = 0; (15)
(F3) :

A+ 3BS + (2 + 3n)CS2n+1 + 3DS2n+2 = 0,
C + 3DS + (2 + 3n)σASn + 3σBSn+1 = 0,
E + (1 + n)σCSn + 2σDSn+1 = 0;
(16)
(F4) :

2A+ 3BS + (4 + 3n)CS2n+2 + 3DS2n+3 = 0,
2C +DS + (4 + 3n)σASn + 3σBSn+1 = 0,
E + (2 + n)σCSn+1 + 2σDSn+2 = 0.
(17)
Each of these systems is consistent only if all the derivatives of U and R vanish on the trajectory
X(t). In other words, singular solutions of the types (F1)–(F4) with κ 6= 1/2 do not exist.
The proof of equalities (14)–(17) is obtained in a direct way. The proof of inconsistency is
more delicate.
Decompose all the functions into Taylor series and substitute these series into systems (14)–
(17), and equate coefficients at the least powers of x. The first three equations have the same
form
A(1) =
(
〈u(0), P (1)〉R(0) + ρ(0)〈U (0), P (1)〉
R(0)P (1) + 〈u(0), P (1)〉U (0)
)
= 0.
8
Lemma 7 U (0) = 0, R(0) = 0.
For the proof, let us multiply the first equation by 〈u(0), P (1)〉 and subtract the second equation
multiplied by P (1) in the sense of the inner product and then by ρ(0). We obtain
(〈u(0), P (1)〉2 − ρ(0)(P (1))2)R(0) = 0.
Since (P (1))2 is a quadratic form, ρ(0) 6= 0, and 〈u(0), P (1)〉 is a linear form, it follows that the
first factor in the resulting equation does not vanish. Consequently, R(0) = 0. Then it readily
follows from the first equation that 〈U (0), P (1)〉 = 0, and so U (0) = 0. Proof is complete.
Now suppose that for some k ≥ 1 we have already Uj = 0, Rj = 0, j < k. Let us write out
the least-order terms in the first vector equations in systems (14)–(17). They all have the same
form:
R(k)〈u(0), P (1)〉+ ρ(0)〈U (k), P (1)〉+ νS(2)(ρ(0)〈∇, U (k)〉+ 〈u(0),∇〉R(k)) = 0, (18)
R(k)P (1) + 〈u(0), P (1)〉U (k) + νS(2)(∇R(k) + 〈u(0),∇〉U (k)) = 0, (19)
where ν is a number depending on the system.
Lemma 8 Under condition u(0) 6= 0 we have U (k) = 0, R(k) = 0.
This assertion for system (18) - (19) was proved in [8, 10]. We omit it.
Lemma 9 Suppose that R(j) = 0 and U (j) = 0 for j < k, where k ≥ 1. Then R(k) = 0.
Since u(0) = 0, equation (19) becomes R(kP (1) + νS(2)∇R(k) = 0. Let us multiply it by x. By
the Euler identity 〈x,∇R(k)〉 = kR(k), and 〈P (1), x〉 = 2S(2). Hence R(k)(νk + 2) = 0, which
implies R(k) = 0. The proof is complete.
Thus, to finish the proof of lemma 6 we have to show that U (k) = 0 under the following
assumption: u(0) = 0 and R(j+1) = 0, U (j) = 0 for j < k, where k ≥ 1
Let us write out the first vector equations for the least powers of x in (14)–(17). They have
the same form:
〈U (k), P (1)〉+ νS(2)〈∇, U (k)〉 = 0, (20)
R(k+1)P (1) + Λ(2)U (k) + νS(2)(U
(k)
t + 〈u(1),∇〉U (k) + (21)
〈U (k),∇〉u(1) +∇R(k+1) − ω(0)TU (k)) = 0.
Now we distinguish between equations (14), (15) and equations (16), (17). We start from
equations (14) and (15). In the following, we need the second vector equations in systems (14)–
(15). We equate the coefficient of the least power in the expansion in powers of x with zero.
This results in the equations
R(k+1)〈U (k), P (1)〉+ νS(2)〈∇, R(k+1)U (k)〉 = 0 (22)
〈U (k), P (1)〉U (k) + νS(2)〈U (k),∇〉U (k) = 0. (23)
Lemma 10 Equations (20), (21) and (23) are compatible if and only if U (k) = 0.
Let us multiply the (21) by P (1) and use the expression for 〈U (k), P (1)〉. We obtain that
R(k+1) is divided by S(2): R(k+1) = R˜(k−1)S(2), Now we note that if U (k) = S(2)U˜ (k−2), then
the substitution U (k), R(k+1) into (20), (21), (23) gives the same system for U˜ (k−2), R˜(k−1) with
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ν˜ = ν/(1 + ν) instead of ν. Hence without loss of generality we can assume that U (k) is not
divisible by S(2) (otherwise, we arrive at the original system with k < 2 by finitely many steps).
From equations (20), the relation 2S(2) = (P (1), x), and Lemma 2 we obtain
U (k) = α(k−1)(t, x)x+ σ(k−1)(t, x)P
(1)
⊥ , (24)
where α(k−1) = −12ν〈∇, U (k)〉 and σ(k−1) is a (k − 1)-form with coefficients smooth functions of
t.
From (20), we express 〈U (k), P (1)〉 through 〈∇, U (k)〉S(2) and substitute into (23). Then we
obtain
〈U (k),∇〉U (k) = 〈∇, U (k)〉U (k).
Simple computations show that this equation can be rewritten as
det(
∂U (k)
∂x
) = 0.
It follows that the vectors
∂U
(k)
1
∂x and
∂U
(k)
2
∂x are collinear, i.e.,
∂U
(k)
1
∂x = γ0
∂U
(k)
2
∂x , where γ0(t) is a
smooth function. By integrating these relations with respect to x and with regard for the fact
that the U (k) are homogeneous polynomials in x, we readily obtain U
(k)
2 = U
(k)
1 γ0.
Let us substitute this expression into (24) and multiply both sides of the resulting relation
by Tx in the sense of the inner product; this gives
U
(k)
1 (x2 − γ0x1) = 2σ(k−1)S(2),
which contradicts the assumption that U (k) is not divisible by S(2), since (x2 − x1γ0) 6= 0. This
completes the proof of Lemma 10 as well as the part of Lemma 6 pertaining to equations (14)
and (15).
The consideration of the case of systems (16), (17) is based on the similar ideas, but needs
more sophisticated calculations; we omit them.
In conclusion let us note, that the corresponding system for F =
√
τ is
A+ 2SB = 0, C + 2SD + 2E = 0,
and, in contrast to the previous cases, it can be consistent if U and R have non-vanishing
derivatives. This case is studied in [3, 4, 5, 8].
References
[1] Maslov, V. P., Three algebras corresponding to non-smooth solutions of systems of quasilin-
ear hyperbolic system, Uspekhi Mat. Nauk, 1980, vol. 35. no. 2, pp. 252–253, (Russ. Math.
Surveys, 1980, vol. 35. no. 2).
[2] Bulatov, V. V., Vladimirov, Yu. V., Danilov, V. G., and Dobrokhotov, S. Yu. An example
of typhoon eye analysis on the basis of Maslov’s conjecture, Dokl. Ross. Akad. Nauk, 1994,
vol. 338, no. 1, pp. 102–105, (Russ. Phys. Doklady) .
[3] Dobrokhotov, S. Yu., Hugonio´t–Maslov chains for solitary vortices of the shallow water
equations. I., Russ. J. Math. Phys., 1999, vol. 6, no. 2, pp. 137–173.
[4] Dobrokhotov, S. Yu., Hugonio´t–Maslov chains for solitary vortices of the shallow water
equations. II., Russ. J. Math. Phys., 1999, vol. 6, no. 3, pp. 282–313.
10
[5] Dobrokhotov, S. Yu., Integrability properties of the truncated Hugonio´t–Maslov chains for
the trajectories of mesoscale vortices on shallow water, Theor. Math. Phys., 2000, vol. 125,
no. 3, pp. 1721–1740.
[6] Pedlosky, J., Geophysical Fluid Dynamics, Berlin: Springer, 1982.
[7] Dolzhanskii, F. V., Krymov, V. A., Manin D. Yu., Stability and Vortical Structures of Quasi
Two Dimensional Shear Flows, Uspekhi Fiz. Nauk, 1990, vol. 160, no. 7, pp.1–47.
[8] Zhikharev, V. N. On necessary conditions for the existence and uniqueness of the type
of solutions with propagating weak point singularity for the 2D hydrodynamic equations,
Deposited in VINITI, no. B86–8148, Moscow, 1986, in Russian.
[9] Danilov, V. G., Maslov, V. P., and Shelkovich, V. M., Algebras of singularities of generalized
solutions of strictly hyperbolic systems of first order quasilinear equations, Theor. Math.
Phys., 1998, vol. 114, no. 1, pp. 1–42.
[10] Dobrokhotov, S. Yu., Pankrashkin, K. V., Semenov, E. S., Proof of Maslov’s conjecture
about the structure of weak point singular solutions of the shallow water equations, Russ.
J. Math. Phys., 2001, vol. 8, no. 1, pp. 25–54.
[11] Milnor, J., Morse theory, Annals of mathematical studies, no. 51, Princeton: Princeton
University Press, 1993
11
