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Abstract
A novel optimal time-domain technique for pulse-width modulation (PWM)
in three-phase inverters is presented. This technique is based on the time-domain
per phase analysis of three-phase inverters. The role of symmetries on the struc-
ture of three-phase PWM inverter voltages and their harmonic contents are dis-
cussed. Numerical results highlighting improvements in the harmonic perfor-
mance of three-phase inverters are presented.
I. INTRODUCTION
Inverters are power electronics circuits which convert DC input voltages into sinusoidal
AC output voltages and currents of desired and controllable frequencies. They are
widely used in many applications, such as speed control of AC motors in variable-
frequency drives (VFDs) [1–3], uninterruptible power supplies (UPS) [5, 6] and for the
integration of renewable energy sources with the grid [7–9]. Pulse width modulation
(PWM) is mainly used to generate output AC voltages in inverters [1–3, 10]. The
principle of PWM is to generate inverter voltages which are trains of rectangular pulses.
The widths of these pulses are properly modulated to suppress lower-order voltage
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harmonics at the expense of higher order harmonics. Then, the higher order harmonics
are suppressed in output currents and voltages by inductors in the inverter circuit.
Usually, the H-bridge topology shown in Fig. 1 is used in the design of three-phase
inverters. There are a number of ways to generate pulse width modulated voltages
and currents for the three-phase circuit inverter shown in Fig. 1. Space Vector PWM
(SVPWM) is the most commonly used method to generate PWM pulses for such invert-
ers [1, 13]. Over the years, extensive research has been performed on optimal PWM in
the frequency domain, that improves upon the SVPWM technique [14]- [21]. In paral-
lel, PWM has been used to selectively eliminate lower-order harmonics. This technique
is usually termed as Selective Harmonic Elimination (SHE) and has been extensively
studied in the literature [22–25,27–30]. Other optimal PWM methods based in different
ideas have been explored as well [31–33].
The above referenced publications on PWM are concerned with the frequency har-
monic content of line-voltages in three phase inverters. In contrast, the emphasis in
this paper is on the harmonic contents of phase currents or voltages across the resis-
tors shown in Fig. 1. This is achieved by using the time-domain per-phase analysis to
find analytical expressions for phase currents, which are then used for minimization of
their harmonic-contents. Furthermore, in the framework of the developed technique,
specific lower-order harmonics can be completely eliminated by imposing certain con-
straints on the minimization problem. In this way, SHE is achieved simultaenously with
minimization of Total Harmonic Distortion (THD).
This manuscript is organized as follows. In Section II, we present a time-domain
analysis of PWM for three-phase inverters. The PWM voltages are fully characterized
by switching time-instants. The exact analytical solutions for currents and voltages in
the circuit shown in Fig. 1 can be obtained in terms of these time-instants. By using
these analytical solutions, the problem of optimal PWM design can be framed as a
minimization problem.
Symmetries play an important role in the formation of PWM line-voltages in three-
phase inverters. In Section III, we discuss the mathematical and physical aspects of
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symmetries involved in the performance of PWM inverters. It turns out that these sym-
metries considerations impose specific constraints on the switching time-instants that
describe PWM three-phase line-voltages. In Sections IV, some mathematical details of
the optimization technique are discussed, and numerical results are presented.
II. TIME-DOMAIN ANALYSIS
A. Per-Phase Analysis of Three-Phase Inverter
A three-phase H-bridge inverter is shown in Fig. 1. Here, V0 is the DC input voltage.
The 3-phase Y-type load connected to the inverter is modeled by using inductors (L)
and resistors (R). It is assumed that the load is balanced.
Figure 1: 3-phase H-Bridge Inverter
We now proceed to derive per-phase equations for the inverter. Using KVL, we find
from Fig. 1 that the phase-currents ia(t) , ib(t) and ic(t) satisfy the following equations:
L
dia
dt
(t) +Ria(t) = va(t)− vo(t), (1)
L
dib
dt
(t) +Rib(t) = vb(t)− vo(t), (2)
L
dic
dt
(t) +Ric(t) = vc(t)− vo(t), (3)
where va(t), vb(t), vc(t) and vo(t) are potentials of nodes a, b, c and o, respectively, mea-
sured with respect to some reference node, for instance, node n. Similarly, using KCL,
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we find
ia(t) + ib(t) + ic(t) = 0. (4)
Adding equations (1), (2) and (3) and using (4), we get the following expression for
vo(t):
vo(t) =
va(t) + vb(t) + vc(t)
3
. (5)
By substituting the last equation into equation (1), we find:
L
dia
dt
(t) +Ria(t) = va(t)− va(t) + vb(t) + vc(t)
3
=
2
3
va(t)− 1
3
[
vb(t) + vc(t)
]
=
1
3
[
va(t)− vb(t) + va(t)− vc(t)
]
.
(6)
Thus,
L
dia
dt
(t) +Ria(t) =
1
3
[
vab(t) + vac(t)
]
. (7)
Similarly, we can derive:
L
dib
dt
(t) +Rib(t) =
1
3
[
vbc(t) + vba(t)
]
, (8)
L
dic
dt
(t) +Ric(t) =
1
3
[
vca(t) + vcb(t)
]
. (9)
We note here that the right-hand sides of equations (7), (8) and (9) depend on the
PWM line-voltages which are generated by the inverter, while the left-hand sides of the
above equations contain the phase-currents. Thus, (7), (8) and (9) can be interpreted
as the per-phase model of the inverter. These equations shall be used to derive the
analytical solution of the phase-currents, and optimize the harmonic-performance of
the inverter. It is instructive to highlight the following similarity of the above time-
domain per-phase model of the inverter to the frequency domain per-phase analysis of
3-phase AC circuits under balanced operation. Indeed, once we obtain the analytical
solution for the phase current ia(t) from equation (7) [as discussed in the next section],
the analytical expressions for ib(t) and ic(t) are easily obtained as versions of ia(t)
time-shifted by T
3
and 2T
3
, respectively. This is the essence of per-phase analysis, where
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solution for currents and voltages in one phase yields the complete information about
currents and voltages in other phases by appropriate time-shifts.
It is interesting to point out that the right-hand sides of per-phase equations (7)-
(9) are two-level voltages produced by single-level pulse width modulated line-voltages
vab(t), vbc(t) and vca(t). This is in clear contrast with single-phase PWM inverters,
where the currents are driven by single level line-voltages.
B. Analytical Expression for Phase Currents
For three-phase inverters, the line-voltages are periodic trains of rectangular pulses,
as shown in Fig. 2. Let T be the time-period of these voltages, and the associated
frequency be ω = 2pi
T
. If the number of pulses in the interval
(
0, T
2
)
is N , then these
rectangular pulses can be described by a sequence of strictly monotonically increasing
switching time-instants t1, t2, ..., t2N .
We shall now proceed to derive the expressions for the phase currents ia(t), ib(t) and
ic(t) as functions of these switching time-instants. Let iab(t) and iac(t) be solutions to
the following equations:
L
diab
dt
(t) +Riab(t) = vab(t), (10)
L
diac
dt
(t) +Riac(t) = vac(t). (11)
Then, according to the superposition principle for linear differential equations, the
solution ia(t) to equation (7) can be written as:
ia(t) =
1
3
[
iab(t) + iac(t)
]
. (12)
Similar expressions can be written for the other phase currents.
We begin by solving equation (10) for iab(t) in terms of the switching time-instants
that describe the line-voltage vab(t). Let vab(t) be a train of rectangular pulses as shown
in Fig. 2, and hence it can be described by the time-instants t1, t2, ..., t2N . The voltage
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Figure 2: Structure of Output Line-Voltage
vab(t) must have half-wave symmetry to eliminate even harmonics. This means that:
vab
(
t+
T
2
)
= −vab(t). (13)
Thus, vab(t) can be completely characterized by its values in the interval 0 ≤ t ≤ T2 .
It is clear that the following formula is valid for vab(t):
vab(t) =

0, if t2j < t < t2j+1,
V0, if t2j+1 < t < t2j+2,
(14)
where j = 0, 1, 2, ...., N, and
t0 = 0, t2N+1 =
T
2
. (15)
From equations (10) and (14), we find that:
iab(t) =

A2j+1e
−R
L
t, if t2j < t < t2j+1,
A2j+2e
−R
L
t + V0
R
, if t2j+1 < t < t2j+2,
(16)
where the constants A2j+1 and A2j+2 must be determined by using the continuity of
electric current iab(t) at times t2j and t2j+1 as well as the half-wave symmetry boundary
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condition:
iab
(
T
2
)
= −iab(0), (17)
imposed by the half-wave symmetry [see equation (13)] of vab(t).
From formula (16), using the continuity of iab(t) at the time-instants t1, t2, ..., t2N , as
well as the boundary condition (17), we arrive at the following simultaneous equations:
A2 − A1 = −V0
R
e
Rt1
L , (18)
A3 − A2 = V0
R
e
Rt2
L , (19)
...
A2j − A2j−1 = −V0
R
e
Rt2j−1
L , (20)
A2j+1 − A2j = V0
R
e
Rt2j
L , (21)
...
A2N+1 − A2N = V0
R
e
Rt2N
L , (22)
and
A1 + A2N+1e
−RT
2L = 0. (23)
These are linear simultaneous equations with a sparse two-diagonal matrix. These
equations can be analytically solved as follows. Adding all the equations from (18) to
(22), we find
A2N+1 − A1 = V0
R
2N∑
j=1
(−1)je
Rtj
L . (24)
Solving equations (23) and (24), we derive:
A2N+1 =
V0
R
∑2N
j=1 (−1)je
R
L
tj
1 + e−
RT
2L
, (25)
A1 = −V0
R
∑2N
j=1 (−1)je
R
L
tj
1 + e−
RT
2L
e−
RT
2L . (26)
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Having found A1 all other A-coefficients can be computed using the following formula:
Aj = A1 +
V0
R
j−1∑
n=1
(−1)neRL tn for j = 2, 3, ..., 2N. (27)
The above formula is obtained by adding the first j − 1 equations (18)-(22).
By using the above formulas for the A-coefficients in equation (16), we find the
general analytical solution for the current iab(t, t1, t2, ..., t2N) in terms of the switching
time-instants that describe the voltage vab(t).
Next, we find the analytical expression for iac(t). We observe that, in order to
eliminate all harmonics of orders divisible by three in the line-voltages, the following
translational-symmetry condition must be satisfied:
vab(t) = vbc
(
t+
T
3
)
= vca
(
t− T
3
)
. (28)
Furthermore,
vba(t) = −vab(t),
vcb(t) = −vbc(t),
vac(t) = −vca(t).
The above two equations imply that iac(t) is a time-shifted version of iab(t). Namely,
iac(t) can be expressed as a function of the switching time-instants t1, t2, ..., t2N as
follows:
iac(t, t1, ..., t2N) = −iab
(
t+
T
3
, t1, ..., t2N
)
. (29)
Substituting the analytical expression for iab(t) given by equations (16) and (25)-(27)
as well as equation (29) in equation (12), we arrive at the following expression for ia(t):
ia(t) =
1
3
[
iab(t, t1, t2, ..., t2N)
− iab
(
t+
T
3
, t1, t2, ..., t2N
)]
.
The latter implies that:
ia(t) = ia(t, t1, t2, ..., t2N), (30)
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which means that the analytical expression for the phase-current ia(t) in terms of the
switching time-instants t1, t2, ..., t2N that describe three-phase line-voltages can be ob-
tained.
Before proceeding with the further discussion, we make the following important ob-
servation. Equations (28) and (29) imply that all three-phase line-voltages can be de-
scribed by a single sequence of strictly monotonically increasing switching time-instants
t1, t2, ..., t2N . However, it turns out that not any given sequence of strictly monotoni-
cally increasing time-instants t1, t2, ..., t2N may, in general, represent three-phase PWM
line-voltages. The reason is that time-symmetries of line voltages, as well as the KVL
requirement that the voltages vab(t), vbc(t) and vca(t) must add up to zero, impose
specific constraints on the switching time-instants that describe 3-phase PWM line-
voltages. Furthermore, there are also constrains imposed by the fact that only two
switches in the same leg of the three-phase inverter in Fig. 1 are usually operated
simultaneously. The detailed discussion of these constraints is presented in section III.
C. Time-Domain Optimization
Now, we shall describe the central idea of the optimal time-domain pulse width modu-
lation technique.
We begin with deriving the expression for the fundamental harmonic component
of ia(t). The fundamental harmonic components of the line-voltages vab(t), vbc(t) and
vca(t) can be written as follows:
vab,1(t) = Vm sin(ωt), (31)
vbc,1(t) = Vm sin
(
ωt− 2pi
3
)
, (32)
vca,1(t) = Vm sin
(
ωt+
2pi
3
)
. (33)
Using equations (10) and (11), along with (29), (31) and (33), the corresponding funda-
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mental harmonic components of currents iab(t) and iac(t) can be expressed as follows:
iab,1(t) =
Vm√
R2 + (ωL)2
sin(ωt− φ), (34)
iac,1(t) = − Vm√
R2 + (ωL)2
sin
(
ωt+
2pi
3
− φ
)
, (35)
where
tanφ =
ωL
R
. (36)
By using equations (34) and (35) as well as formula (12), the fundamental harmonic
component of ia(t) can be obtained. Namely,
ia,1(t) =
Vm√
3
√
R2 + (ωL)2
sin
(
ωt− φ− pi
6
)
, (37)
which can also be written as:
ia,1(t) = Im sin
(
ωt− φ− pi
6
)
, (38)
where
Vm =
√
3Im
√
R2 + (ωL)2. (39)
Next, we want to find the switching time-instants t1, t2, ..., t2N in equation (30) by
minimizing in certain sense the difference:
e(t, t1, t2, ..., t2N) = ia(t, t1, t2, ..., t2N)− ia,1(t). (40)
Namely, the optimal time-domain pulse width modulation problem can be stated as
follows: find such time-instants t1, t2, ..., t2N that the following quantity E2 reaches its
minimum value:
E2(t1, ..., t2N) =
∫ T
2
0
[
ia(t, t1, ..., t2N)
− Im sin
(
ωt− φ− pi
6
)]2
dt
It is apparent that this is the least squares optimization. In mathematical terms, the
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latter means the optimization of the error-function ia(t)− ia,1(t) in the L2-norm. It is
worthwhile to relate the function E2(t1, ..., t2N) to the total harmonic distortion (THD)
in phase-current ia(t). The latter is denoted by THDI , and it is defined as:
THDI =
√∑∞
n=2 I
2
n
I2f
, (41)
where If is the amplitude of the fundamental harmonic component in ia(t), while
In is the amplitude of its n
th harmonic. It can be easily verified, by substituting
ia(t, t1, ..., t2N) in (41) in terms of its Fourier series expansion and using the orthogonal-
ity property of trigonometric functions that the error integral E2(t1, ..., t2N) and THDI
are related by the following equation:
E2(t1, ..., t2N) =
[
(If − Im)2 + I2f (THDI)2
] · T
4
. (42)
The last formula is a special case of the well known Parseval’s equality for the Fourier
series. It is evident from the above formula that the minimization of the function
E2(t1, .., t2N) leads to a minimization of the THD in the phase-currents.
It turns out that specific order harmonics in the function e(t, t1, ..., t2N) defined
in (40) can be completely eliminated within the structure of the stated optimization
technique. This is done by using constrained optimization. This approach can also be
used to ensure that the fundamental harmonic component If of the phase-current has
the desired value Im. Namely, the following constraint can be imposed on the switching
time-instants that describe the line-voltage vab(t):
2V0
pi
2N∑
j=1
(−1)j+1 cosωtj = Vm, (43)
where Vm is defined by formula (39).
Similarly, constraints can be imposed to completely eliminate specific order harmon-
ics. For instance, in order to eliminate the mth harmonic, the following constraint can
be used [1, 22,26]:
2N∑
j=1
(−1)j cos(mωtj) = 0. (44)
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Thus, the optimization technique can be structured to eliminate specific lower-order
harmonics, and minimize the total harmonic content of the remaining higher-order har-
monics. It is worthwhile to mention that by using the method of Lagrange multipliers,
the stated problem can be reduced to unconstrained optimization.
III. CONSTRAINTS ON SWITCHING TIMES IMPOSED
BY SYMMETRIES
A. Symmetries
Symmetries play an important role in pulse width modulation of line-voltages in three-
phase inverters. Our subsequent discussion deals with the following symmetries.
S1. Translational Symmetry: The three-phase line-voltages vab(t), vbc(t) and
vca(t) are time-shifted versions of each other. Namely, the following identity is valid:
vab(t) = vbc
(
t+
T
3
)
= vca
(
t− T
3
)
. (45)
Translational symmetry ensures that the fundamental harmonic components of the line-
voltages form a balanced, positive sequence of three-phase voltages [3]. Furthermore,
it can be shown that translational symmetry results in the elimination of all harmonics
of orders divisible by three.
S2. Half-Wave Symmetry: This symmetry implies that:
vab(t) = −vab
(
t+
T
2
)
. (46)
The same half-wave symmetry is valid for vbc(t) and vca(t). It can be shown that half-
wave symmetry results in the elimination of even-order harmonics in the line-voltages.
S3. Quarter-wave symmetry: The objective of PWM is to generates output
voltages that approximate ideal sinusoidal voltages. Hence, it makes intuitive sense to
impose the following quarter-wave symmetry condition on the PWM voltages:
vab(t) = vab
(
T
2
− t
)
. (47)
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Figure 3: Structure of 3-phase Line-to-line-voltages
It is interesting to point out that quarter-wave symmetry (47), half-wave symmetry
(46) and periodicity imply that the line-voltage vab(t) has odd-symmetry. Indeed:
vab(t) = vab
(
T
2
− t
)
= −vab(T − t) = −vab(−t). (48)
In addition to the above fundamental symmetry conditions, the three-phase line-
voltages must satisfy the following constraints.
C1. KVL constraint: The sum of three-phase line-voltages vab(t), vbc(t) and vca(t)
equals zero.
vab(t) + vbc(t) + vca(t) = 0. (49)
C2. Switching pattern constraint: These are constraints related to the fact that
only the states of the two switches in the same leg of the inverter can be simultaneously
changed. This prevents unnecessary switchings and helps minimize switching-losses
[1, 16].
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B. Role of symmetries on structure of PWM line-voltages
Next, we discuss the implications of the above symmetries and constraints on the struc-
ture of the three-phase PWM line-voltages.
The desired fundamental-components of the line-voltages are shown Fig. 3(a). We
begin by dividing the interval 0 ≤ t ≤ T into six equal subintervals of length T
6
. In each
of these subintervals, the PWM pulses of the line-voltages can be grouped together to
form a pulse-group. Thus, for each line-voltage, each subinterval of length T
6
can be
characterized by a unique pulse-group.
We first describe the pulse-groups that constitute the PWM line-voltage vab(t). We
label these three pulse-groups in the interval 0 ≤ t ≤ T
2
as p+, q+ and r+, respectively.
Since vab,1(t) is positive in the interval 0 ≤ t ≤ T2 , vab(t) shall switch between values
0 and +V0 in this interval, as shown in Fig. 2. Hence, pulse-groups for vab(t) in the
interval 0 ≤ t ≤ T
2
are marked by superscript “+”. Furthermore, as a consequence of
half-wave symmetry (46), pulses in the interval T
2
≤ t ≤ T are negative copies of the
pulses in 0 ≤ t ≤ T
2
(see Fig. 2). Hence, they can be represented by pulse-groups marked
using the labels p−, q− and r−, as shown in Fig. 3(b). The pulses that constitute the
pulse-groups p−, q− and r− have the same widths but opposite polarities as compared
to the corresponding pulses in the p+, q+ and r+ groups, respectively. Thus, p+, q+,
r+, p−, q− and r− are six distinct pulse-groups which constitute the line-voltage vab(t).
Furthermore, quarter-wave symmetry (47) for vab(t) implies the pulses in the p group
are mirror images (with respect to t = T
4
) of those in the r group.
Next, the translational symmetry (45) can be used to determine the pulse-groups
in the six subintervals for the line-voltages vbc(t) and vca(t). Since these line-voltages
are time-shifted versions of vab(t), the pulse-groups in each of the subintervals for vbc(t)
and vca(t) are as shown in Fig. 3(b).
Now, we discuss the implications of the KVL constraint. From Figure 3(b), we
observe that in the time interval 0 ≤ t ≤ T
6
, the line-voltages vab(t), vbc(t) and
vca(t) have pulses of the p
+, q− and r+ groups, respectively. Similarly, for the sub-
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sequent time intervals of length T
6
, the pulse-groups of these three line-voltages are:
(q+, r−, p−), (r+, p+, q−), (p−, q+, r−), (q−, r+, p+) and (r−, p−, q+), respectively. It is
apparent that for each of these time intervals, two of the line-voltages are represented
by pulses from the p and r groups of the same sign, while the other line-voltage pulses
belong to the q group of the opposite sign. Thus, KVL equation (49) as well as the
translational symmetry implies that for each pulse in the q+ (or q−) group, there are
corresponding pulses of the opposite polarity in the p− (or p+) group and the r− (or r+)
group, such that their total sum is equal to zero. Furthermore, since half-wave symme-
try ensures that pulses in the q+ and q− groups have the same width but opposite signs,
we can arrive at the following important conclusion: half-wave symmetry, translational
symmetry and the KVL constraint imply that each pulse in the q group is the sum of
two specific pulses of the same sign: one from the p group and one from the r group.
C. Constraints on Switching Time-Instants
We now proceed to discuss the constraints that switching time-instants t1, t2, ..., t2N
must satisfy to represent three-phase PWM line-voltages.
First, we determine the number of pulses in three-phase PWM line-voltages. Let
the number of pulses in the p group be P . Because of quarter-wave symmetry, pulses
in the r group are mirror images of pulses in the p group of the same sign. For this
reason, the number of pulses in the r group also equals P . Let the number of pulses in
the q group be Q. It is apparent from Fig. 3 and KVL that pulses in the q groups must
be wider than the pulses in the p and r groups. Furthermore, it was found in the last
subsection that pulses in the q group are sums of pulses in the p and r groups of the
same sign. This implies that for every pulse in the q group, there must exist one pulse
in the p group and one pulse in the r group which add to form the given pulse in the q
group. This implies that Q = P . Thus, we conclude that the number of pulses in the
p, q and r groups are the same and equal to P . This means that N = 3P = 3Q. It is
desirable that vab
(
t = T
4
)
= V0 (since vab,1(t) reaches maximum at
T
4
). For this reason
and quarter-wave symmetry, Q is odd. That is, Q = 2M + 1, where M is a natural
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number, and hence N = 3(2M + 1).
Next, we proceed to obtain the algebraic relations that the switching time-instants
t1, t2, ..., t6P must satisfy in order to represent three-phase PWM line-voltages. Consider
the pulses for line-voltage vab(t) (see Fig. 2) in the interval 0 ≤ t ≤ T6 , that is the pulses
in the p+ group. Each such pulse can be indexed by l, where l = 0, 1, 2, ..., P . The
switching time-instants associated with the lth pulse in the p+ group are t2l−1 and t2l.
Clearly, time-instants t2P+2l−1 and t2P+2l correspond to the lth pulse in the q+ group,
while t4P+2l−1 and t4P+2l correspond to the lth pulse in the r+ group.
Our discussion in the previous subsection suggests that switching time-instants for
pulses is the q+ and r+ groups can be obtained from time-instants t2l−1 and t2l in
the p+ group. Indeed, since the pulses in r+ group are mirror images of those in the
p+ group, the corresponding time-instants for pulses in the r+ group can be obtained
from quarter-wave symmetry. Furthermore, as a consequence of half-wave symmetry,
translational symmetry and KVL, each pulse in the q+ group is the sum of specific
pulses in the p+ and r+ groups , and hence the time-instants for pulses in the q+ group
can also be obtained in terms of switching time-instants in the p+ group. We now
proceed to derive these relations.
Figure 4: Relation between time-instants in p and r groups
The algebraic relations between switching time-instants for pulses in the p+ and
r+ groups are easily obtained using the quarter-wave symmetry (47), as shown in Fig.
4. As a consequence of quarter-wave symmetry, for every time-instant defining a rising
(falling) edge of a pulse in the p+ group, there is a corresponding time instant defining a
falling (rising) edge of a pulse in the r+ group, and these two time-instants are related.
16
Figure 5: Structure of pulses when l = odd
Thus, for the lth pulse in the p+ group, the corresponding time-instants for pulses the
r+ group can be obtained as follows:
t4P+2l−1 =
T
2
− t2P−(2l−2), (50)
t4P+2l =
T
2
− t2P−(2l−1), (51)
where t2P−(2l−2) and t2P−(2l−1) are time-instants for pulses in p+ group, and l = 1, 2..., P .
We now proceed to obtain switching time-instants for pulses in the q+ group in
terms of switching time-instants in the p+ group. It can be shown that the single-leg
switching constraints (C2) lead to two specific patterns on how the KVL constraint (C1)
is realized [1, 2]. Namely, for odd-pulses (i.e. when l is odd), the KVL compensation
of the corresponding p, q and r pulses occur as shown in Fig. 5. Whereas, for even-
pulses (i.e. when l is even), this compensation occurs as shown in Fig. 6. These
figures are used below to derive the formulas for switching time-instants for pulses in
the q+ group in terms of switching time-instants for pulses in the p+ group. In this
way, specific constraints on the switching time-instants for pulses in the p+ group are
also established.
When l is odd, (see Fig. 5), the rising-edge of the pulse in p+ group corresponds
to the rising-edge of the pulse in the q+ group, the falling-edge of the pulse in the p+
group corresponds to the rising-edge of the pulse in the r+ group, while falling-edges of
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the pulses in the q+ and r+ groups are related. Thus, the time-instant t2P+2l−1 in the
q+ group is related to t2l−1 in the p+ group as follows (see Fig. 5):
t2l−1 = t2P+2l−1 − T
6
, (52)
which leads to
t2P+2l−1 = t2l−1 +
T
6
, when l is odd. (53)
Similarly, the switching time-instant t2P+2l in the q
+ group is related to t4P+2l in the
r+ group as:
t2P+2l − T
6
= t4P+2l − T
3
. (54)
But, using formula (51), we can replace t4P+2l by
T
2
− t2P−(2l−1) , where t2P−(2l−1) is a
time-instant in the p+ group. Thus, the above equation is reduced to:
t2P+2l =
T
3
− t2P−(2l−1), when l is odd. (55)
Equations (53) and (55) relate time-instants in q+ group to time-instants in the p+
group when l is odd.
From Fig. 5, it is also clear that when l is odd,, time t2l in the p
+ group and t4P+2l−1
in the r+ group are related. Indeed, from Fig. 5 and using formula (50), we can derive:
t2l = t4P+2l−1 − T
3
=
T
6
− t2P−(2l−2), (56)
which leads to
t2l + t2P−(2l−2) =
T
6
, when l is odd. (57)
Interestingly, both the switching time-instants t2l and t2P−(2l−2) in equation (57) belong
to the p+ group. This reveals that not all switching time-instants in the p+ group are
completely independent. Instead, there exist among them mutual algebraic relations
of the form (57). A similar relation also holds when l is even. This means that the
number of independent variables involved in the optimization of the function E2 needs
to be performed is considerably smaller than 2N = 6P .
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Figure 6: Structure of pulses when l = even
Proceeding in the same way as before, the following equations can be derived when
l is even by using Fig. 6:
t2P+2l−1 =
T
3
− t2P−(2l−2), (58)
t2P+2l = t2l +
T
6
, (59)
t2l−1 + t2P−(2l−1) =
T
6
. (60)
To summarize, we have established that equations (50), (51), (53), (55), (57), (58),
(59) and (60) specify the algebraic relations that the switching time-instants t1,..., t2P ,
t2P+1,...,t4P , t4P+1, ... ,t6P must satisfy to represent three-phase PWM line-voltages with
symmetries (S1)-(S3) under the constraints (C1) and (C2). Imposing these relations
as equality constraints on the optimization, a symmetry-preserving time-domain PWM
optimization technique can be developed. This matter is further discussed in the next
section.
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IV. SYMMETRY-PRESERVING OPTIMAL PWM AND
NUMERICAL RESULTS
In section I, we defined the function E2 in equation (41) and expressed it as a function
of switching time-instants t1, t2,..., t2N . We discussed how minimizing of E2 leads to the
minimization of the harmonic content of the PWM output current [see equation (42)].
In Section III, we established that N = 3P , where P is the number of pulses in each of
the p+, q+ and r+ groups. Using the notation introduced in the previous sections, we
can write the objective function as E2(t1, ..., t2P , t2P+1, ..., t4P , t4P+1, ..., t6P ).
We also established that switching time-instants in the q+ and r+ groups can be
obtained from switching time-instants in the p+ group, using equations (50),(51),(53),
(55), (58) and (59). Moreover, equations (57) and (60) reveal that some switching
time-instants in the p+ group are also related. It can be shown that, when P is odd,
there are only 3P−1
2
independent time-instants, in the sense that with a knowledge of
these 3P−1
2
time-instants, all the 6P time-instants can be completely determined using
equations (50)-(60). This dramatic reduction in the number of independent variables
over which the optimization is performed
(
from 6P to 3P−1
2
)
greatly simplifies the nu-
merical computation of the optimization problem.
It is apparent that the time-instants t1, t2, ..., t6P must be strictly monotonically
increasing. This constraint can be expressed as the following (non-strict) inequality
constraints:
tj+1 ≥ tj + τ > tj, for all j = 1, ..., 6P − 1, (61)
and
T
2
≥ t6P + τ > t6P , where τ > 0. (62)
The inequality constraints in (61) and (62) are used to numerically implement [34–36]
the strict monotonicity condition since most numerical optimization solvers do not
accept strict inequalities as inputs. It is worthwhile to mention that, if we define:
∆ti = ti − ti−1, for all i = 1, ..., 6P + 1, (63)
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then, the strict monotonicity constraint can be expressed as:
∆ti > 0, for all i = 1, ..., 6P + 1. (64)
The latter inequalities define a convex region (cone) [34]. For this reason, it may be
advantageous to use the variable ∆ti for numerical minimization.
It is apparent that the optimal PWM depends on the parameters R, L and T .
It turns out that this dependence can be expressed in terms of a function of only one
dimensionless parameter. Indeed, this can be accomplished by introducing the following
dimensionless parameter:
α =
RT
L
, (65)
and using the scaled-time:
β =
t
T
,
(
βj =
tj
T
, for all j = 1, 2, ..., 2N
)
(66)
as well as voltages:
vR,ab(t) = Riab(t), (67)
v˜R,ab(β) = vR,ab(βT ), (68)
vR,a(t) = Ria(t), (69)
v˜R,a(β) = vR,a(βT ), (70)
and coefficients
Bj = RAj, for all j = 1, 2, ..., 2N + 1. (71)
Now, equations (16), (25), (26) and (27), can be rewritten as follows
v˜R,ab(β) =

B2j+1e
−αβ, if β2j < β < β2j+1,
B2j+2e
−αβ + V0, if β2j+1 < β < β2j+2,
(72)
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where,
B2N+1 = V0
∑2N
j=1 (−1)jeαβj
1 + e−
α
2
, (73)
B1 = −V0
∑2N
j=1 (−1)jeαβj
1 + e−
α
2
e−
α
2 , (74)
and
Bj = B1 + V0
j−1∑
n=1
(−1)neαβn for j = 2, 3, ..., 2N. (75)
It is evident that (since N = 3P ):
v˜R,ab(β) = v˜R,ab(β, β1, ..., β6P ). (76)
Thus, using the formula (69) along with equation (30) and equations (67)-(68), we
obtain:
v˜R,a(β, β1, .., β6P ) =
1
3
[
v˜R,ab(β, β1, ..., β6P )
− v˜R,ab
(
β +
1
3
, β1, ..., β6P
)]
.
It is clear from the above equation that v˜R,a(β, β1, ..., β6P ) depends only on the param-
eter α. Similarly, the desired fundamental component of the output voltage vR,a(t) can
be expressed as:
v˜R,a,1(β) = vR,a,1(βT ) = VR,m sin
(
2piβ − φ− pi
6
)
, (77)
where
VR,m =
Vm√
3
√
1 + 4pi
2
α2
, (78)
and
tanφ =
2pi
α
. (79)
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If we define the function:
E˜2(β1, ...,β6P ) =
∫ 1
2
0
[
v˜R,a(β, β1, ..., β6P )
− VR,m sin
(
2piβ − φ− pi
6
)]2
dβ,
it can be easily verified that
E˜2(β1, .., β6P ) =
R2
T
E2(t1, .., t6P ). (80)
Hence, using the above time-scaling, the effects of the parameters R, L and T on the
solutions to the optimization problem can be accounted for by using only the parameter
α.
Now, the current-harmonics optimization problem in the standard form [34–36] can
be stated as follows.
Minimize the function: E˜2(β1, β2, ...) as defined in (80), subject to the strict-monotonicity
constraints defined in (61)-(62), as well as constraints (43) and (44) expressed in terms
of the βj variables.
This is the standard problem for constrained non-linear optimization that can be
numerically solved using techniques such as Interior Point Methods and Sequential
Quadratic Programming [35,36].
Below, some sample calculations performed by using the mentioned techniques are
presented. These calculations have been performed in MATLAB. Interior-Point Method
and Sequential Quadratic Programming methods have been used for optimization. In
these calculations, the value of the bus voltage V0 has been taken to be 300 V, and the
desired frequency has been chosen to be 60 Hz. The optimization has been performed
for different values of inductance L and load resistance R (i.e. for different values of
α) as well as for various number of pulses P . Note that P is related to the switching
frequency fsw via the following relation:
fsw = 6Pf (81)
23
Figure 7: Comparison of conventional SVPWM with Optimal PWM for Im = 5A and
R = 27Ω and different values of P and L.
where f = ω
2pi
. The initial guess for the switching time-instants has been computed
according to the conventional Space Vector PWM (SVPWM). The comparative results
of the performed calculations are presented in Fig. 7 and Table 1.
Next, we report the computational results on PWM optimization with elimination of
specific lower order harmonics. A major advantage of the time-domain technique is
that once the switching time-instants defining PWM voltages are known, exact ampli-
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Table 1: Improvement in THD after optimization when Im = 5A and R = 27Ω
P
fsw L THD (in %) % improvement
(in kHz) (in mH) SVPWM Optimal PWM
5 1.80 5 28.04 23.52 16.12%
7 2.52 3 30.65 25.65 16.17%
9 3.24 3 26.83 21.86 18.52%
11 3.96 2 30.10 24.19 19.63%
tudes of lower-order harmonics can be computed without any approximation. Some of
these computations for conventional SVPWM and optimized PWM are shown in Fig.
8. From this figure, it can be seen that in some cases optimization of total harmonic
content of the PWM current may result in a slight increase in the percentage of lower-
order harmonics. This can be resolved by imposing additional nonlinear constraints of
the form (44) on the optimization such that specific lower-order harmonics can be elimi-
nated. It is apparent from this figure that imposing SHE constraints yields sub-optimal
performance, as far as THD in the current is concerned. However, even after imposing
SHE constraints, better performance than conventional SVPWM, is still achieved in
terms of THD.
V. CONCLUSION
A per-phase analysis of three-phase inverters is developed and time-domain analytical
expressions are derived for the phase-currents in terms of switching time-instants that
describe three-phase PWM voltages. Using these analytical expressions, minimization
of harmonics in the output currents and voltages is posed as a standard optimization
problem. The use of constrained optimization is proposed for selective harmonic elim-
ination. Furthermore, it is demonstrated that three-phase voltage symmetries, KVL
and switching patterns impose specific algebraic constraints on switching time-instants
of three-phase PWM voltages. This leads to a significant reduction in the number
of independent variables over which the optimization is performed. It is worthwhile to
stress that the obtained symmetry constraints on switching-time instants of three-phase
PWM voltages are of general nature. These constraints can be essential in the design
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(a) P = 7, L = 3 mH [α = 150] (b) P = 9, L = 1 mH [α = 450]
(c) P = 7, L = 1 mH [α = 450]
Figure 8: Computed lower order harmonics for SVPWM, optimal PWM and optimiza-
tion with the elimination of (a) 5th order harmonic, (b) 5th and 7th order harmonics (c)
5th, 7th and 11th order harmonic for for Im = 5A and R = 27Ω. Values of parameters
P,L and α are as specified. Computed THD values are also reported.
of different PWM techniques. In the final section of the paper, it is demonstrated
that dependence of the optimized PWM on parameters R,L and T can be expressed in
terms of a function of only one dimensionless parameter α by appropriate time-scaling.
The numerical results revealing improvements in the harmonic performance of invert-
ers using the optimal time-domain optimization technique are presented. The impact
of the optimization on lower-order harmonics is analyzed, and elimination of specific
lower-order harmonics using constrained optimization is demonstrated.
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