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Diese Arbeit befaßt sieh mit der informationstheoretischen Anwendung 
der Variationsrechnung, insbesondere mit der Kapazitätbestimmung einiger 
spezieller Informationskanäle . 
Eines der Hauptresultate dieser Arbeit ist die Verallgemeinerung eines 
Variationsprinzips '>on Shannon durch die Anwendung des Renyischen Infor-
mationsmaßes. Es wird bewiesen, daß jede kontinuierliche, positive Wahr-
scheinliehkeitsdichtefunktioll mit ihren Nehenhedingungen eine Lösung cines 
Entropie-1Iaximalisicrungsproblems darstellt. 
1. Einleitung und Problemstellung 
Die Amn>ncIung der Val'iationsrechnung in der Infol'mationstheorie 
ennöglichte die Optimierung der Entropie von kontinuierlichen Wal1rschein-
lichkeitsvariablen, und zwar bei speziellen Nehenbedinglmgen [1-4]. 
Dies ermöglicht die Charakterisierung einiger kontinuierlicher \\1 ahr-
seheinlichkcitsdichtefunktionen als Lösungen von Entropie-Maximalisierungs-
prohlemen, ,\-elche mit entsprechenden Nehenbedingungen versehen sind. 
Betrachten wir jetzt ein Optimierungsprohlem, welches Shannon in 
seiner i)A mathematieal theory of communication« [5] behandelt: 
- J f(x)lnf(x)dx = Max! 
f(x) 0; falls x > 0 
f(x) = 0, falls x< 0 
.\ f(x) clx = 1 (3), J xf(x)dx 
o 
(1) 
(2) 
m (4) 
Die Lösung obiger Aufgahe - wie das Shannon bewiesen hat - ist 
die folgende Dichtefunktion : 
f(x) 
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~( 0 falls x< 0 1 -~ 
- e m falls x > 0 lm 
(5) 
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Gestaltet mall die Variations aufgabe (I-et) S0, claß diese statt der Shannon-
schen die Renyische Entropie bzw. deren Maximum enthalte, so gelangt man 
Zllill IO.lg(~ncten 1,7 ariationsprohlem: 
~2 
I-x 
LI j"(;c)dx] = Max! 
o 
(1*) 
fiX) 0, {aUs x >ol J \-
~ fex) 0, falls 
-? /' ° J ~V .~, 
J =1 (3*), J :ccf(:cc)dx = m ( 4*) 
o o 
Nach des obigen Problems ·w·ird hewesien, daß jede kontinuierliche 
nr",,'c,,'c'" W ahl'scheinIichkeitsclichtefunktion als die Lösung eines Entropie-
- mit Nebenbedingungen auf-
ge faßt v;erden kann. Schließlich wird die Kapazität eines speziellen Infor-
mation"kanals ermittelt. 
2. Die l\1.axiIIlallisier'Ullg der Reiljischen Llltroplc unter isopcrimetrische·u 
Die Extremalcu der Yariationsaufgabe (1*) - (4*) sind beweishar aus 
der Gl~~ichung 
1 1 
---- ----xr-1(x) 
(1 x)ln 2 
\' ·t'''(x) (7" J • M' 
o 
;. +- /-lX = ° (6) 
zu hestiInmen. Die "\\7cl'te der PararneteT I. und ,u sind aus den Nehcn-
hedingungen (3*), (4*) zu berechnen. 
Läßt man die sehr langwierigen Detaihechnungen weg, so erhält man 
als Lösung die Funktion 
fO 
fex) = I x [1 
l(2x-I) 
wenn 
1 
__ I __ x_ XJ"-I, 
(h - I)m 
x 
--<-1 
x-I 
falls x< 0 
falls x> 0 (7) 
Die Lösung des Shannonschen Optimierungsproblems kann aus (7) durch 
Limesbildung abgeleitet werden: Aus (7) folgt nämlich: 
falls x< 0 
1
0 • 
limf(x) = 1 _ oe 
,,-1 -l 111, 
m 
falls x> O. (9) 
T"ARIATIOSSPRI:I'ZIPIES DEn DYFORJfATIO.vSTHEORIE 
3. Ableitung von positiven Dichtefnnktioncn 
cl ul'ch Infol'lllationsontillierun a 
- ~ t) 
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Es \\-ird he\v·iesen~ daß jede 1~ontil1l1ierliche und positiv-e Wahl'scheill'" 
lichkeitsclichtefunktion als eine Lösung eines Entropie-Maximalisierungsprob-
IeIn~3 au,±gefal;lt "\verden kann. 
Weun nämlich rp(x) eine 
Extl'cnlal(·n dz:l" hiel' tGIg{cUCiCn 
Dichtefunktion darstellt, so sind di~ 
I= s f(x) Inf(x)dx = liIax! (10) 
f(x)---·O (11). ,\ f(x)clx = 1 (12), J In q; . f(x) dx = S rp In rpdx (13) 
f(x) = W(pu(x) (14) 
\YO.i}el (0 und /-l' I'~Gnstanten si:nd. 
Aus (1:2) 
(J) (15) 
(13) und (14): 
\' '" '- DJrp' 111 J rp In rpdx (16) 
Daraus folgt, v,,-egcn (10), (15) und (16): 
-ln 0) ,n S rp In rpdx (17) 
Die erste Ableitung nach ,n der Funktion I((i) ist 
I'(fh) = - f rp In rpdx + 
J cp!'-dx 
1 f q;-tJ.lnrpdx (18) 
welche nur an der Stelle ,n = 1 gleich Null ist. 
Die zweite Ableitung nach der Funktion JCu) ist an der Stelle 
I"(l) J rp In rp dx - ( J rp In rp dx)2 < 0 
So besitzt I(0) an der Stelle ,LL 1 ein Maximum. 
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Aus Gleichung (15) folgt im Falle von fL = 1 und OJ = 1 und schließlich 
wegen (14): 
fex) = <p(x) 
Die Ungleichung (19) soll noch bewiesen werden. 
Für heliehige reale Zahl I. gilt 
J <p(x) [ln<p - 1.]2 dx > 0 
(20) 
(21) 
Es wird ausgenutzt, daß in (21) q;(x) eine Wahrscheinlichkeitsdichte-
funktion ist, und daraus folgt, daß 
hzw. 
J q; In~ rpdx - 2 J (p In (pdx;. 1.2 > 0 
(I. - .\ q; 111 g:dx)2 -+- J q:lll'2(fdx - ( J g:Illg:dx)2 > 0 
Durch die Wahl folgt aus (23) (19), daß 
;. = J q; In Cf dx 
4. Bestimmung der Kunalkapazität durch 
die Optimierung von Doppelintegralen 
(22) 
(23) 
(24) 
Betrachten wir einen Informatiomkanal mit ~ Eingangs- und i) Aus-
gangssignalen, bei welchen die gemeinsame Dichtefunktion von .; undlJ, 
fex, y) ist. 
Gegeben seien die hedingte Diehtefunktion der \\1 ahrscheinlichkeits-
variahlen 1] unter der Bedingung ~ = x, f(y [x), sowie die auf die Variahle x 
hezogene profizierte Diehtefunktion q(y) von fex, y), und schließlich das 
Shannonsche Informationsmaß der auf die Variable y bezogenen, projizierten 
Dichtefunktion p(x) von fex, y). 
So wird für die Bestimmung der Kapazität des betrachteten Informa-
tionskanals die Lösung des folgenden Variationsprohlems henötigt: 
c = f f fex, y) In fex, y) dx dy = Max! 
p(x) q(y) 
o 0 
f(y I x) = fex, y) -= OJ(x, y) 
p(x) 
(25) 
(26) 
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s p(x) lnp(x)dx = m (27) 
S p(x) dx = 1, (28) p(x) 0, (29) 
o 
falls f(x, y) = 0 oder x oder y = Null. 
Es ist sofort resichtlich, daß durch die Einführung der Bezeichnung 
v(x) = w(x, y) In . dy 
J
" w(xo)t) 
q(y) 
(30) 
o 
die Variationsaufgahe in folgender Form aufgeschriehen werden kann: 
c J l'(x)p(x)dx }lax! (31) 
Jp(x)dx=I (32) 
p(x) ~> 0 (33) 
.\ p!X)lllp(x)dx m (34) 
(kr Lagrangeschell Multiplikatoren läßt sich yerhältnis-
daß die Lösung des Optimienclgsprohlems (31)-(34) mäßig einfach hp.·wP'j~p,,, 
die folgende ist: 
p(x) f 
"(x) .c.,;. 
----I 
e Ir "" 
10 . falls x ~> o~ (35) falls x -< 0 
wobei der '\Verte der Parameter /. und .u aus dem folgenden Gleichungssystem 
zu ermitteln sind: 
= "(x) I-!:.. J e-P-dx = e ,11 
o 
v(xl J v(x) e-/'- dx = (p i. 
o 
1 
pm)e ,Il 
(36) 
(37) 
Wegen (31), (35), (37) und (38) beträgt die Kapazität des Informatiollskanals 
C = fL(I - m) - }. 
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m. Xo. 3. 
Es gelang das Variationsprinzip von Shannon durch Anwendung des Renyischen 
Informationsmaßes zu verallgemeinern. Es wurdc bewiesen, daß jede kontinuierliche positive 
Wahrscheinlichkeitsdichtefunktion mit ihren K ehenbedingungen eine Lösung eines Entropie-
I'\faximalhierungsprohlems darstellt. 
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