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Abstract. This paper proposes a new method for bimodal information fusion in 
audio-visual speech recognition, where cross-modal association is considered in 
two levels. First, the acoustic and the visual data streams are combined at the 
feature level by using the canonical correlation analysis, which deals with the 
problems of audio-visual synchronization and utilizing the cross-modal correla-
tion. Second, information streams are integrated at the decision level for adap-
tive fusion of the streams according to the noise condition of the given speech 
datum. Experimental results demonstrate that the proposed method is effective 
for producing noise-robust recognition performance without a priori knowledge 
about the noise conditions of the speech data. 
1   Introduction 
In the field of speech-based human-computer interaction, it becomes important to 
utilize the acoustic and the visual cues of speech simultaneously for effective recogni-
tion of spoken language by computers. Audio-visual speech recognition (AVSR) 
systems which additionally observe lip movements along with acoustic speech have 
been proposed and shown to produce enhanced noise-robust performance due to the 
complementary nature of the two modalities [1]. The speakers' lip movements contain 
significant cues about spoken language and, besides, they are not affected by acoustic 
noise. Therefore, the visual speech signal is a powerful information source for com-
pensating for performance degradation of acoustic-only recognition systems in noisy 
environments. 
How to integrate the two modalities is an important issue in constructing AVSR 
systems showing good recognition performance. Generally, approaches for this can 
be classified into two broad categories: The first one is early integration (EI), or fea-
ture fusion, in which the features from the two signals are concatenated to form a 
composite feature vector and then inputted to a recognizer [2]. The other one is late 
integration (LI), or decision fusion, where independent recognition results for the two 
feature streams are combined at the final decision stage [3,4]. Each approach has its 
own advantages against the other one. For example, constructing an AVSR system 
based on the EI approach is relatively simple, while, in the LI approach, it is easy to 
implement an adaptive weighting of the two modalities according to the noise condi-
tion of the given speech data for noise-robust recognition performance [5]. 
Since the acoustic speech signal and the visual observation of the lip movements 
are two complementary aspects of the speech production process, there apparently 
exist strong cross-modal correlation which can be extracted from temporally aligned 
streams of the two signals and used for noise-robust recognition. On the other hand, it 
is known that temporal asynchrony is involved in the audio-visual correlation struc-
ture. Unfortunately, either of the two integration approaches does not model well 
such characteristics of audio-visual speech: The EI approach temporally correlates the 
two feature streams but assumes perfect synchrony between them. In the LI approach, 
conditional independence of one stream upon the other one is assumed and their tem-
poral correlation is largely ignored, so that the complementary nature of the two mo-
dalities is considered only at the decision level. 
In this paper, we propose a new integration method which explicitly exploits the 
cross-modal correlation of audio-visual speech and, thereby, enhances performance of 
AVSR. Our method associates the acoustic and the visual information in two levels: 
First, by using the canonical correlation analysis (CCA), each feature vector is pro-
jected to a new space where the correlation between the projected features is maxi-
mized, and the resultant features are concatenated for feature-level integration. In 
order to consider the asynchronous characteristics of the two signals, the correlation 
analysis is conducted with features of multiple frames. Second, decision-level asso-
ciation is performed between the streams of the acoustic data and the data integrated 
at the feature level, which adaptively combines the streams for robustness of recogni-
tion over various noise conditions. Experimental results demonstrate that the pro-
posed method significantly enhances noise-robustness in comparison to conventional 
EI and LI techniques in diverse noise conditions. 
The rest of the paper is organized as follows: The following section overviews ex-
isting researches related to our work. Section 3 describes the proposed system using 
two-level association. In Section 4, the performance of the proposed method is dem-
onstrated via experiments on isolated-word recognition tasks. Finally, concluding 
remarks are given in Section 5. 
2   Related Work 
2.1   Audio-Visual Information Fusion 
The primary goal of AVSR, i.e. robust recognition over various noise conditions, is 
achieved only by an appropriate information fusion scheme. Successful audio-visual 
information fusion should take advantage of the complementary nature of the two 
modalities to produce a synergetic performance gain. On the other hand, the inte-
grated recognition performance may be even worse than the performance of any mo-
dality if the integration is not performed properly, which is called "attenuating fusion" 
[1].  
As briefly explained in the introduction, EI and LI are the two main categories for 
audio-visual integration. In the former approach, the feature vectors of the two signals 
are concatenated and fed into a recognizer. This scheme has an advantage of simplic-
ity. In the latter approach, the features of each modality are independently processed 
by the corresponding recognizer and then the outputs of the two recognizers are inte-
grated for the final decision. Although which approach is more suitable is still argu-
able, there are advantages of using LI over EI for implementing noise-robust AVSR 
systems. First, it is easy to adaptively control relative contributions of the two modali-
ties to the final decision with the LI approach because the modalities are processed 
independently. Such an adaptive control scheme is effective for producing noise-
robust recognition performance over various noise conditions [3,4,5]. Second, while 
the EI approach assumes a perfect synchrony of the modalities, the LI approach al-
lows flexibility for modeling the temporal relation of the acoustic and the visual sig-
nals. Previous studies suggest that audio-visual speech is not perfectly synchronized 
but there exist asynchronous characteristics between them: For some pronunciations, 
the lips and the tongue start to move up to several hundred milliseconds before the 
actual speech sound is produced [6]. It was demonstrated that the lips move to their 
initial position about 200 ms before the onset of the acoustic speech signal [7]. Also, 
audio-visual speech does not require precise synchrony and there exists an intersen-
sory synchrony window during which the performance of human speech perception is 
not degraded for desynchronized audio-visual signals [8].  
A drawback of LI is that the audio-visual correlation is not fully utilized for recog-
nition due to separate processing of the two signals. In this paper, we solve this prob-
lem by feature-level association of the acoustic and the visual features. Previous re-
searches for utilizing the audio-visual correlation are reviewed in the following sub-
section. 
2.2   Audio-Visual Correlation Analysis 
Previous researches on analysis of the audio-visual correlation have done mostly for 
speaker recognition and speaker detection. Fisher and Darrell [9] proposed a speaker 
association method used in multi-speaker conversational dialog systems, where an 
information theoretic measure of cross-modal correspondence is derived based on a 
probabilistic multimodal generation model so that the highly correlated part in a video 
sequence with the speech signal can be detected. In [10], an audio-visual feature 
combination method was introduced to improve speaker recognition performance; the 
two feature vectors are transformed by using CCA to utilize the audio-visual correla-
tion. The idea of transforming the feature vectors of the acoustic and the visual mo-
dalities can be also found in other work: Bredin and Chollet [11] used the co-inertia 
analysis to measure audio-visual correspondence and showed that their method can be 
used to detect replay attacks in bimodal identity verification. Slaney and Covell [12] 
proposed a linear projection method to measure the degree of synchronization be-
tween the acoustic and the image data based on CCA. 
Researchers found that it is necessary to consider asynchronous characteristics of 
the acoustic and the visual modalities when the cross-modal correlation of the two 
modalities is analyzed. Bregler and Konig [2] showed that the mutual information 
between them reaches the maximum when the visual signal is delayed up to 120 mil-
liseconds. Based on this result, Eveno and Basacier [13] allowed a delay between the 
two signals up to 80 milliseconds in defining a liveness score for audio-visual biomet-
rics. Sargin et al. [10] experimentally showed that feature combination with asyn-
chrony of 40 milliseconds produces the largest cross-modal correlation and the best 
speaker recognition performance. 
 
 
Fig. 1. Proposed system architecture 
 
3   Proposed System 
3.1   Overall System 
The overall structure of our AVSR system is shown in Fig. 1. First, compact features 
are extracted from each signal. Then, the feature-level association takes place to com-
bine the two feature streams with considering correlations and synchronization of the 
two modalities. The combined and the acoustic features are separately fed into the 
corresponding recognizers which are composed of hidden Markov models (HMMs). 
We observed that, since the feature-level association does not consider relative im-
portance (or reliability) of the acoustic and the visual modalities, the integrated fea-
tures produce worse performance than the audio-only ones for low-noise conditions 
while the recognition performance by using them is better than that by the visual-only 
ones for high-noise conditions. Therefore, the acoustic features are utilized again at 
the decision step in order to improve recognition performance especially for low-
noise conditions. The decision-level association adaptively fuses the outputs of the 
two recognizers according to the noise condition of the speech signal, which produces 
the final recognition result. 
3.2   Acoustic Feature Extraction 
From the acoustic speech, we extract the popular Mel-frequency cepstral coefficients 
(MFCCs) [14]. While a window function having the length of 25 ms proceeds by 10 
ms at a time, the 12-th order MFCCs and their temporal derivatives (delta terms) are 
extracted. To reduce channel distortions contained in the speech, the cepstral mean 
subtraction method is applied [14]. 
3.3   Visual Feature Extraction 
The images in the database used in this paper contain the face region around the 
speakers’ lips. From the grayscale images, the visual features are obtained as follows 
[15]: First, variations within and across images such as illuminations and skin color 
of the speakers are reduced by left-to-right brightness balancing and pixel value nor-
malization. Then, the two mouth corners are detected by applying thresholding. The 
lip region is cropped based on the found corners, and then normalized so that rota-
tion- and scale-invariant lip region images are obtained. Next, for each pixel point, 
the mean pixel value over an utterance is subtracted to reduce unwanted variations 
across image sequences. Finally, 12-dimensional features are obtained by applying 
the principal component analysis (PCA) to the mean-subtracted images. Also, their 
delta terms are computed and used together as in the acoustic features. 
3.4   Feature-Level Association 
The first step for feature-level association is to make the two feature vector sequences 
have the same frame rate. The acoustic feature sequence usually has a higher rate than 
the visual one. Thus, we perform interpolation of the visual features by using cubic 
splines to obtain the acoustic and the visual features of the same frame rate (100 Hz 
in our case). 
Let xt and yt be the NA-dimensional acoustic feature vector and the NV-dimensional 
visual one after interpolation at time t, respectively. In order to consider the correla-
tion between them, CCA is performed with xt and yt-τ:t+τ=[yt-τ, yt-τ+1, …, yt+τ] which is 
the collection of the visual feature vectors within a window having the length of 2τ+1. 
The parameter τ determines the length of the window. In this paper, we use a symmet-
ric window for simplicity. Correlation analysis for multiple frames has the following 
implications: First, it can simultaneously deal with various degrees of audio-visual 
asynchrony which may be different for different pronunciations. Second, the correla-
tion between neighboring frames is considered and thus dynamic characteristics of 
speech can be captured. It is known that such inter-frame correlation is important for 
noise-robust human speech understanding [16].  
The objective of CCA is to find the two transformation matrices HA and HV for xt 
and yt-τ:t+τ, respectively, which maximize the correlation of the transformed features ut 
and vt: 
: .
T
t A t
T
t V t t
H
H τ τ− +
=
=
u x
v y
 (1) 
Specifically, the first columns of HA and HV are obtained by solving the following 
maximization problem: 
:
1 1 , 2 2
:
( )( )
, arg max
( ) ( )A V
T T
A t V t t
A V T T
A t V t t
E
E E
τ τ
τ τ
− +
− +
⎡ ⎤⎣ ⎦=
⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦h h
h x h y
h h
h x h y
 . (2) 
The solution of the above problem, which can be found by solving an eigenvalue 
problem, forms the first pair of canonical basis vectors. Then, the second pair is ob-
tained for the residuals in the same manner after the components along the first basis 
vectors are removed from the original data. This procedure is iteratively applied so 
that the extracted basis vectors compose the transformation matrices HA and HV. The 
dimension of ut and vt, N, is given by the minimum between the dimensions of xt and 
yt-τ:t+τ, i.e. N=min{NA, (2τ+1)NV}. The columns of HA and HV, {hAi} and {hVi}, 
i=1,2,…,N, form a set of orthonormal basis vectors for each data. More details of a 
general description of CCA can be found in [17]. 
The two transformed feature vectors, ut and vt, are concatenated for feature-level 
association. Since continuous HMMs having Gaussian mixture models with diagonal 
covariance matrices are used for recognition, the concatenated features are trans-
formed further by using the maximum likelihood linear transform (MLLT) [18] so 
that each component of the feature vector is uncorrelated with each other. 
3.5   Decision-Level Association 
The decision-level association is performed by a weighted sum of the outputs of the 
two recognizers (i.e. HMMs): For a given audio-visual datum O, the recognized ut-
terance u* is given by [3,4] 
{ }* arg max log ( | ) (1 ) log ( | )i iA Aiu P O P Oγ λ γ λ= + − V  , (3) 
where iAλ  and iAVλ  are the HMMs for the acoustic and the feature-level associated 
features of the i-th class, respectively, and log ( | )iAP O λ  and  are their 
outputs, i.e. log-likelihoods. The weighting factor γ, whose value is between 0 and 1, 
determines how much each recognizer contributes to the final recognition result. It is 
necessary to generate an appropriate value of γ for each given audio-visual datum to 
produce noise-robust recognition performance. For this, we use the neural network-
based method [19] where a feedforward neural network (NN) receives the “reliabil-
ity” measures of the two recognizers as its inputs and produces an appropriate weight-
ing factor as its output.  
log ( | )iAVP O λ
The reliability of each data stream can be measured from the corresponding 
HMMs’ outputs. When the acoustic speech does not contain noise, the acoustic 
HMMs’ outputs show large differences, which implies large discriminability between 
the classes. On the contrary, the differences become small for data containing much 
noise. Among various possible definition of the reliability measure based on this 
observation, we use the following one which has been shown to produce the best 
performance [5,20]: 
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where C is the number of classes. In other words, the reliability of a data stream is 
defined by the average difference between the maximum log-likelihood and the other 
ones computed from the HMMs for the stream.  
The NN is trained so as to model the input-output mapping between the two reli-
abilities and the proper integration weight so that it works as an optimal weight esti-
mator. Training is done by the following steps: First, we calculate the reliabilities of 
the two recognizers’ outputs for the training data of a few selected noise conditions. 
We use ∞ dB, 20 dB, 10 dB and 0 dB speech data corrupted by white noise. Then, for 
each datum, the weight value for correct recognition, which appears as an interval, is 
searched exhaustively. For a low-noise condition, a relatively large interval of the 
weight produces the correct recognition results because of large differences between 
the HMMs’ outputs; when the speech contain much noise, the interval of the weight 
for correct recognition becomes small. Finally, the NN is trained with the pairs of the 
reliabilities and the found weight values. When a test datum of unknown noise condi-
tion (which may not be considered during training) is presented, the NN produces an 
estimated proper weight for the datum via its generalization capability. 
4   Experiments 
The performance of the proposed method is demonstrated via experiments on the 
isolated-word audio-visual speech database which contains sixteen Korean city names 
[19]. For each word, three utterances of 56 speakers (37 males and 19 females) are 
recorded. It should be noted that the database includes more significant amounts of 
data for speaker-independent recognition experiments than many of the previously 
reported databases [21,22,23].  
The acoustic signal is recorded at the rate of 32 kHz, which is downsampled to 16 
kHz for feature extraction. The 12-th order MFCCs and their delta terms are extracted, 
as explained in Section 3.2. The visual signal contains the face region around the 
speakers' mouths and is recorded at the rate of 30 Hz. Twelve features based on PCA 
and their delta terms are extracted for each frame (Section 3.3). 
The recognition task is performed in a speaker-independent manner. To increase 
reliability of the experiments, we use the jackknife method where the data of 56 
speakers are divided into four parts and we repeat the experiments four times with the 
data of three parts (42 speakers) for training and the remaining part (14 speakers) for 
test. 
For simulating noisy conditions, we chose four real-world noise data from the 
NOISEX-92 database [24]: white noise (WHT), F-16 cockpit noise (F16), factory 
noise (FAC) and operation room noise (OPS). Each noise signal is added to the clean 
acoustic speech to produce speech data of various signal-to-noise (SNR) values. 
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Fig. 2. Recognition performance in error rates (%) with respect to the value of τ for clean 
audio-visual speech data 
For recognizers, left-to-right continuous HMMs are used. We use the whole-word 
model which is a standard approach for small vocabulary recognition tasks. The num-
ber of states in each HMM is set to proportional to the number of the phonetic units 
of the corresponding word. We use three Gaussian functions for the Gaussian mixture 
model in each state. 
4.1   Results of Feature-Level Association 
In the correlation analysis method presented in Section 3.4, it is necessary to deter-
mine an appropriate window size τ. We determine its value by examining recognition 
performance for clean speech. Fig. 2 shows the recognition error rate with respect to 
the value of τ. In the figure, τ=0 means that CCA is performed for perfectly synchro-
nized audio-visual features without using the temporal window. It is observed that, by 
using τ larger than 0, we can obtain reduced error rates compared to the case of τ=0. 
This implies that considering audio-visual asynchrony by using the temporal window 
in CCA improves recognition performance. The best performance is obtained when 
τ=5, which is used through our experiments henceforce. 
Next, we compare various EI techniques including the proposed one. In Fig. 3, the 
proposed method explained in Section 3.4 (noted by “CCA(w)+MLLT”) is compared 
with three other methods: “EI” means the conventional feature fusion method where 
concatenated acoustic and visual feature vectors are used for recognition. 
“EI+MLLT” indicates the case where MLLT is additionally applied to the “EI” fea-
tures for modeling with diagonal covariance matrices in HMMs. “CCA(d)+MLLT” is 
a variant of the method presented in [10]; in this method, CCA is performed with 
desynchronized features (i.e. xt and yt-τ) and the transformed features are concatenated 
for recognition. For fair comparison, we additionally applied MLLT to the projected 
features. Here, the amount of the time delay is set to four as in [10]. 
From the figure, it is observed that the proposed method shows the best perform-
ance over various conditions. Although the recognition performance is improved by 
modeling asynchrony by using a relative delay between the two data sequences (i.e. 
“CCA(d)+MLLT”) in comparison to the case without considering the delay 
(“EI+MLLT”), the fixed delay is not sufficient for modeling the asynchrony and thus 
“CCA(d)+MLLT” is outperformed by our method considering asynchrony over mul-
tiple frames. 
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Fig. 3. Comparison of EI techniques for (a) WHT, (b) F16, (c) FAC and (d) OPS 
4.2   Results of Two-Level Association 
Table 1 shows the performance of the proposed AVSR system in comparison to that 
of unimodal and conventional bimodal recognition systems. For the case of LI, the 
decision-level adaptive fusion method explained in Section 3.5 is used. Note that the 
visual-only recognition is not influenced by acoustic noise and thus constant for all 
noise conditions. On the other hand, the performance of the audio-only recognition is 
significantly degraded when the acoustic signal contains much noise. From the results 
of bimodal recognition (i.e. EI, LI and the proposed method), it is observed that using 
bimodal information reduces the error rate significantly for low SNR conditions com-
pared to the audio-only recognition. However, EI has a defect that its performance for 
high SNRs is worse than that of the audio-only recognition because EI does not con-
trol proper amounts of relative contributions of the two modalities according to the 
noise condition. For the same reason, EI is always outperformed by LI which adap-
tively adjusts the degrees of the relative contributions of the modalities. Finally, the 
proposed method shows the best performance among the unimodal and the bimodal 
recognition schemes. On average for all conditions, the relative error reduction by the 
proposed method over LI is 45.2%. 
Table 1. Performance of unimodal and bimodal recognition in error rates (%) 
Noise SNR (dB) Video-only Audio-only EI LI Proposed 
Clean 0.9 3.8 1.2 0.3 
25 2.3 5.2 1.6 0.6 
20 5.8 6.5 2.7 1.4 
15 14.7 8.3 4.5 3.1 
10 29.5 13.6 8.5 6.5 
5 51.5 19.6 13.7 12.9 
WHT 
0 74.2 27.4 19.7 21.4 
25 1.1 4.0 1.2 0.6 
20 1.4 4.5 1.4 0.6 
15 3.2 6.3 1.8 1.1 
10 10.9 10.8 4.5 2.4 
5 35.9 17.8 9.4 7.3 
F16 
0 81.6 29.1 19.5 18.8 
25 1.0 3.7 1.2 0.4 
20 1.0 4.1 1.3 0.4 
15 1.5 4.7 1.5 0.5 
10 2.9 5.7 2.3 0.9 
5 9.3 10.8 4.0 2.1 
FAC 
0 45.3 20.1 9.7 6.0 
25 1.0 4.1 1.2 0.4 
20 1.6 4.8 1.3 0.6 
15 2.8 6.3 1.9 0.6 
10 9.0 9.5 3.5 1.5 
5 32.3 16.3 8.3 4.6 
OPS 
0 
22.0 
80.8 27.9 19.2 12.6 
 
5   Conclusion 
We have proposed a two-level association method for AVSR in which audio-visual 
correlation and asynchrony are considered at the feature level and the adaptive fusion 
of the multimodal information is performed at the decision stage. The experimental 
results demonstrated that the proposed correlation analysis over multiple frames can 
effectively exploit the audio-visual correlation present in an asynchronous manner. 
Moreover, it was shown that the proposed two-level association method consistently 
produces improved robustness over various noise conditions in comparison to the 
conventional unimodal and bimodal recognition schemes. An advantage of the pro-
posed method is that it does not require a priori knowledge about the noise condition 
of the given audio-visual datum for robust recognition performance. 
While a temporal window of a fixed length was used in our correlation analysis 
and its effectiveness was shown through the experiments, using a window having an 
utterance-dependent length may be more beneficial because an appropriate window 
length may vary for each utterance. Such a variable window length can be determined 
via statistical and linguistic analysis of audio-visual speech or optimization through 
training. Further study in this direction would be desirable. 
Investigating the validity of the proposed method for diverse recognition tasks 
would be also desirable. For example, connected-word or continuous speech recogni-
tion tasks can be considered, whereas this paper addressed an isolated word recogni-
tion task. In such cases, there exist unmanageably many possible word or phoneme 
sequence hypotheses to be considered for the decision-level association. Solutions for 
this could be to consider only N-best hypotheses from each data stream and test 2N 
combined pairs [7], or to incorporate the adaptive weighting scheme into joint model-
ing of the streams by using complex models such as multi-stream HMMs [4]. Also, 
while we simulated the noisy conditions by adding noise to the clean speech, it would 
be interesting to examine with speech data recorded in noisy environments how the 
Lombard effect affects the performance of the proposed method, especially the corre-
lation analysis performed in the feature-level association. 
Another possibility of audio-visual association other than the feature-level and the 
decision-level associations is to analyze and exploit the audio-visual correlation at the 
signal level. This could lead to acoustic speech enhancement performed prior to fea-
ture extraction [25] and be used in conjunction with the proposed AVSR scheme.  
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