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, 2 $s_{1}$ , $\{a_{1}, a_{3}\}$
, { $a_{1}$ , a2} , 3 ( )
1 $s_{1}$ $a_{1}$ , 2 $s_{1},$ $s_{2}$
.
, , .
$X_{1}-(U_{1})-X_{2}-(U_{2})$ –. . . $-(U_{N})-X_{N+1}$ (2)
, $X_{n}$ $U_{n}$ .
, . ,









$x_{1}-(U_{1})-x_{2}-(U_{2})$ –. . . $-(U_{N})-x_{N+1}$
, $T_{D}^{*}$ . ,
, $Ts$ , $T_{D}$ . , $S,$ $D$ \supset




, 3 . ([6], [7])
, $\pi=\{\pi_{1}, \pi_{2}, \ldots, \pi_{N}\}$ :
$\pi_{n}$ : $Xarrow U$, $n=1,2,$ $\ldots,$ $N$
. , $n$ $x_{n}$ , $\pi$ $n$ $u_{n}$
$u_{n}=\pi_{n}(x_{n})$ , $n=1,2,$ $\ldots,$ $N$
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., $\sigma=\{\sigma_{1}, \sigma_{2}, \ldots, \sigma_{N}\}$ :
$\sigma$ : $X^{n}arrow U$, $n=1,2,$ $\ldots,$ $N$
. , $n$ $x_{1},$ $x_{2},$ $\ldots,$ $x_{n}$ , $\sigma$ $n$
$u_{n}$
$u_{n}=\sigma_{n}(x_{1}, x_{2}, \ldots, x_{n})$ , $n=1,2,$ $\ldots,$ $N$
.
( ) , $\gamma=$
$\{\gamma_{1}, \gamma_{2}, \ldots, \gamma_{N}\}$ :
$\gamma_{n}$ : $(X\cross U)^{n-1}\cross Xarrow U$, $n=1,2,$ $\ldots,$ $N$
. , $n$ $x_{1},$ $u_{1},$ $x_{2},$ $u_{2},$ $\ldots,$ $u_{n-1},$ $x_{n}$ , $\gamma$
$n$ $u_{n}$
$u_{n}=\gamma_{n}(x_{1}, u_{1}, x_{2}, u_{2}, \ldots, u_{n-1}, x_{n})$ , $n=1,2,$ $\ldots,$ $N$
.
, 3 $U$ , $U$ $2^{U}$
. $2^{U}$ ,
. , $3\cross 2=6$
.
, , , , ,
$U$ , $2^{U}$ ‘\mbox{\boldmath $\zeta$} 1$\rangle$
. “ ” .
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$T_{S}^{*}$ , . ,




2 (1) $\}$ , $(arrow U)$ .
$\{\pi_{1}(s_{1})=a_{2}, \pi_{2}(s_{3})=a_{1}\}$
, $(arrow 2^{U})$ :
$\{\pi_{1}(s_{1})=\{a_{2}\}, \pi_{2}(s_{3})=\{a_{1}\}\}$
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$\sigma_{2}(s_{1}, s_{2})=\{a_{2}\}$ , $\sigma_{2}(s_{1}, s_{3})=\{a_{1}\}$
$\sigma_{3}(s_{1}, s_{2}, s_{2})=\{a_{1}\}$ ,
$\sigma_{3}(s_{1}, s_{3 , s_{2})=\{a_{2}\}\}$
















, 2 $(arrow U)$ :
$\{\sigma_{1}(s_{1})=a_{1}, \sigma_{2}(s_{1}, s_{1})=a_{2}, \sigma_{2}(s_{1}, s_{2})=a_{1}\}$
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2 $(arrow U)$ :




$\gamma_{2}(s_{1}, a_{1}, s_{1})=a_{2}$ ,





$f$ : $X\cross Uarrow X$ , . ,
$f$ } $\mathrm{h}$ , $x$ , $u$ , $f(x, u)$
. $f$ , $T_{D}$ . ,
$x_{1}$ , ([4]) .
${\rm Max} r_{1}(x_{1}, u_{1})\circ r_{2}(x_{2}, u_{2})\circ\cdots\circ r_{N}(x_{N}, u_{N})\circ rc(x_{N+1})$
$\mathrm{s}.\mathrm{t}$ . (i) $x_{n+1}=f(x_{n}, u_{n})$ $n=1,2,$ $\ldots N$ (3)
(ii) $(x_{1}, u_{1}, x_{2}, u_{2}, \ldots, x_{N}, u_{N}, x_{N+1})\ll t$
(iii) $t\in T_{D}$
,
$r_{n}$ : $X\cross Uarrow \mathrm{R}$ $n$
$r_{G}$ : $Xarrow \mathrm{R}$
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, $\circ$ ( ( $(x\circ y)\circ z=x\circ(y\circ z)$ ) . , (ii) i ,
$t\mathrm{B}\supset$ . , $x_{1}$
, ( ) .
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$\gamma_{1}(s_{1})=$ { $a_{1}$ , a2}
$\gamma_{2}(s_{1}, a_{1}, s_{2})=\{a_{2}\}$ ,
$\gamma_{2}(s_{1}, a_{2}, s_{2})=\{a_{1}\}\}$
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