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Abstract
We study the non-equlibrium dynamics of an electronic model of competition between an unconventional
charge density wave (a bond density wave) and d-wave superconductivity. In a time-dependent Hartree-
Fock+BCS approximation, the dynamics reduces to the equations of motion of operators realizing the
generators of SU(4) at each pair of momenta, (k,−k), in the Brillouin zone. We also study the non-
equilibrium dynamics of a quantum generalization of a O(6) non-linear sigma model of competing orders
in the underdoped cuprates (Hayward et al., Science 343, 1336 (2014)). We obtain results, in the large
N limit of a O(N) model, on the time-dependence of correlation functions following a pulse disturbance.
We compare our numerical studies with recent picosecond optical experiments. We find that, generically,
the oscillatory responses in our models share various qualitative features with the experiments.
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I. INTRODUCTION
A remarkable series of recent optical experiments1–4 have explored time-dependent non-
equilibrium physics in the cuprate superconductors at the picosecond time scale. Our work is
specifically motivated by the observations of Ref. 1: these experiments observed terahertz oscil-
lations in the reflectivity of underdoped of YBCO in a time-domain, pump-probe experiment.
The onset temperature of the reflectivity oscillations was the same as the onset temperature of
charge ordering in the recent X-ray measurements,5–7 and so the oscillations were interpreted1
as an oscillation in the amplitude of the charge order. The reflectivity oscillations also showed
a remarkable pi phase shift, and a temperature-dependent frequency, across the superconducting
critical temperature Tc. The authors interpreted these phenomena in a classical phenomenological
model of competition between superconductivity and charge order.
Our purpose here is to develop a more microscopic and quantum model of these oscillations.
We will do this by examining two distinct models.
The first is a simple ‘hot spot’ electronic model for the competition between unconventional
charge density wave (CDW) order (a bond density wave) and superconductivity (SC) which was
proposed in Ref. 8. The CDW ordering wavevectors of this first model are (±Q0,±Q0), where
Q0 is determined by the positions of the hot spots. We will extend the equilibrium results to
time-dependent phenomena using a time-dependent Hartree-Fock-BCS theory similar to that used
in Ref. 9 for the quench dynamics of BCS superconductors. This model has the advantage of
dealing directly with the underlying fermionic degrees of freedom. However, our analysis has
the disadvantage that the spatial correlations of the order parameter are treated in a mean-field
manner. Our results for this model appear in Sections II–V.
The second model, described in Sections VI–VIII, has a more complete treatment of spatial
fluctuations of the CDW and SC orders, but works instead with an effective model for these
bosonic order parameters alone. Also, the CDW wavevectors can now be either along the cardinal
directions or the diagonals: so they can also take the experimentally observed values of (±Q0, 0),
(0,±Q0). This model for the competing order parameters has an energy functional which is
drawn directly from recent work by Hayward et al.10 They argued for a non-linear sigma model
for a 6-component order parameter: two of the components, ~Ψ, represented d-wave SC, while
the remaining four, ~Φ, represented the complex order parameters for CDWs along the x and y
directions; we will implicitly assume that ~Ψ (~Φ) is a 2 (4) component real vector. The thermal
fluctuations in Ref. 10 were restricted to be on the space constrained by ~Ψ2 + ~Φ2 = 1, and we will
also impose this constraint. However, we need to extend the model of Ref. 10 to include a kinetic
energy term to describe the dynamic questions of interest here. In Sections II–V, the dynamics
is derived from the equations of motion of the underlying electrons, and so for the non-linear
2
sigma model the analogous procedure is to integrate out the fermionic degrees in a path-integral
formulation of the Hamiltonian. While integrating out fermions is a delicate matter in a metal due
to the presence of Fermi surface, we argue that for our purposes the consequences are simple. The
key point is the observation that both the ~Ψ and ~Φ gap out the same important portion of the Fermi
surface in the anti-nodal region (near the “hot spots”). As our study is restricted to the manifold
~Ψ2 + ~Φ2 = 1, we can always assume that the antinodal Fermi surface is gapped. Consequently,
integrating out the fermions only induces analytic time derivative terms in the effective action for
~Ψ and ~Φ, and we will only keep terms containing upto 2 time derivatives. We will ignore the small
damping that can be induced by the gapless fermions in the nodal regions because both the CDW
and SC orders do not couple strongly to these fermions.
We will conclude the paper in Section IX with a summary of our results, and a comparison of
the distinct methodologies employed in the paper.
II. HOT SPOT MODEL
We begin by reviewing the equilibrium properties of the simple “hot spot” model of competing
orders presented in Ref. 8. The model is defined in terms of 4 species of fermions ψaα, a = 1 . . . 4,
α =↑, ↓ located near “hotspots” on the Fermi surface as shown in Fig. 1. Their kinetic energy is
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FIG. 1. Definitions of the ψ1,2,3,4 fermions around the Fermi surface. Each fermion resides around a
curved patch of the Fermi surface shown by the thick lines. The red (green) hot spots are where the
superconducting and bond density wave orders are positive (negative).
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given by
H0 =
∑
k
[
1(k)ψ
†
1α(k)ψ1α(k) + 2(k)ψ
†
2α(k)ψ2α(k) +
1(−k)ψ†3α(k)ψ3α(k) + 2(−k)ψ†4α(k)ψ4α(k)
]
. (1)
We take the origin of momentum space at the hot spots, and orient the x-axis orthogonal to the
Fermi surface for the ψ1,3 fermions; so we can write
1(k) = kx + γk
2
y. (2)
We have taken the Fermi velocity to be unity, while γ measures the curvature of the Fermi surface.
The dispersion 2(k) has the form obtained by rotating 1(k) so that the direction orthogonal to
the Fermi surfaces of the ψ2,4 has a linear dispersion. After rescaling momenta appropriately, we
can choose the convenient momentum space cutoffs −pi < kx, ky < pi, and the value γ = 1/pi.
Next, we add interactions between these fermions. The microscopic exchange (J) interactions
and Coulomb repulsion (V ) when projected onto the hot spots lead to
H1 =
∫
d2x
[
−J
(
ψ†1α~σαβψ2β + ψ
†
2α~σαβψ1β
)
·
(
ψ†3γ~σγδψ4δ + ψ
†
4γ~σγδψ3δ
)
(3)
−V
(
ψ†1αψ2α + ψ
†
2αψ1α
)(
ψ†3βψ4β + ψ
†
4βψ3β
)]
The full Hamiltonian H0 + H1 has an exact SU(2)×SU(2) pseudospin rotation symmetry11 when
γ = 0 and V = 0.
Next, we review the Hartree-Fock-BCS theory of the hotspot model H0 + H1. The supercon-
ducting (SC) order parameter, ∆, involves pairing of particles on antipodal points on the Fermi
surface, while the charge density wave (CDW) order, Π, involves pairing of particles with holes on
the antipodal point;8 consequently, the CDW ordering wavevector has the values (±Q0,±Q0), as
4
is clear from Fig. 1.
∆1(k) =
〈
εαβψ
†
1α(k)ψ
†
3β(−k)
〉
; ∆1 ≡
∑
k
∆1(k)
∆2(k) =
〈
εαβψ
†
2α(k)ψ
†
4β(−k)
〉
; ∆2 ≡
∑
k
∆2(k)
Π1(k) =
〈
ψ†1α(k)ψ3α(k)
〉
; Π1 ≡
∑
k
Π1(k)
Π2(k) =
〈
ψ†2α(k)ψ4α(k)
〉
; Π2 ≡
∑
k
Π2(k) (4)
It was found8 that optimal state has a d-wave signature for both the superconducting and charge
orders, with ∆1 = −∆2 and Π1 = −Π2. For the charge order, this d-wave structure implies that
the charge modulation is primarily on the bonds of the underlying lattice.12 With the above orders,
the mean field Hamiltonian is
HMF = H0 +
(3J − V )
2
(
−∆1 εαβψ2α(k)ψ4β(−k)
+∆∗2 εαβψ
†
1α(k)ψ
†
3β(−k)−∆2 εαβψ1α(k)ψ3β(−k)
+∆∗1 εαβψ
†
2α(k)ψ
†
4β(−k)
)
+
(3J + V )
2
(
Π1 ψ
†
4α(k)ψ2α(k) + Π
∗
2 ψ
†
1α(k)ψ3α(k)
+Π2 ψ
†
3α(k)ψ1α(k) + Π
∗
1 ψ
†
2α(k)ψ4α(k)
)
. (5)
Ref. 8 presented the solution of the equilibrium properties of the Hartree-Fock-BCS equations
for a variety of values of J and V . Here, we reproduce in Fig. 2 the solution at one set of parameter
values to illustrate the basic temperature dependence of the mean-field order parameters. Note
that the CDW order, Π1 has an onset at a higher T . However, at the superconducting Tc, it starts
‘competing’ for the Fermi surface with the SC order ∆1, and so decreases with decreasing T .
III. EQUATIONS OF MOTION
We will follow the same general strategy as in Ref. 9: we will work with Heisenberg equations of
motion from the Hamiltonian HMF , where the mean field order parameters ∆1 and Π1 take their
instantaneous average values.
An important feature of this method for the present model is that that commutators of the
operators ∆1(k) and Π1(k) with HMF do not close among themselves: they produce additional
operators whose equations of motion we have to also consider. By repeatedly evaluating commu-
5
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FIG. 2. Superconducting (∆1) and bond (Π1) orders in the hot spot model as a function of T .
tators of the operators so generated, we find that we also have to consider the operators
Ni(k) = ψ
†
iα(k)ψiα(k) , Pi(k) = εαβψ
†
iα(k)ψ
†
iβ(−k) (6)
where i = 1 . . . 4; note
Pi(−k) = Pi(k) , N †i (k) = Ni(k). (7)
Among all the operators introduced so far, the operator
N1(k) +N3(k)−N1(−k)−N3(−k) (8)
commutes with all other operators. The remaining 15 operators
N1(k) +N3(−k), N1(k) +N1(−k)− 1, N3(k) +N3(−k)− 1,
∆1(k),∆1(−k),∆†1(k),∆†1(−k),
Π1(k),Π1(−k),Π†1(k),Π†1(−k),
P1(k), P
†
1 (k), P3(k), P
†
3 (k) (9)
form the Lie algebra of SU(4). This is to be compared with the SU(2) algebra of Ref. 9 of the
operators P1(k), P
†
1 (k), N1(k) +N1(−k)− 1.
It is now a straightforward, but tedious, exercise to evaluate the commutators of this SU(4)
algebra, and so generate the equations of motion associated with HMF . We display the explicit
form of these equations of motion in Appendix A.
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FIG. 3. Oscillation of CDW order parameter Π(left) and SC order parameter ∆(right) as a function of
time in the quench case, from low temperature at the bottom to high temperature at the top, temperatures
are taken from 0.025 to 0.375 with 0.05 step. Note that here we are plotting the absolute value of the
order parameters. Also, we have added constants to the curves to make them evenly spaced. The initial
value J0 = 1.2, V0 = 0.9, the quench is taken as ∆J = 0,∆V = −0.1. The initial Tc at equilibrium can
be computed to be 0.25, the final Tc to be 0.33.
IV. QUENCH
First let us consider the quench case. By quench, we mean the coupling changes abruptly, i.e.
V (t) = V0 + ∆V θ(t) , J(t) = J0 + ∆J θ(t) (10)
where θ(t) is the step function, and ∆V and ∆J are the sizes of the steps. Similar problems have
been considered in the BCS system.9 We take the system to be at equilibrium at the beginning
with both CDW and SC order, at a fixed temperature which can be both below and above super-
conducting critical temperature Tc in Fig. 2. The evolutions of order parameters can be obtained
using Heisenberg equations of motions. We obtained oscillations of the CDW order parameter Π,
and the SC order parameter ∆ as a function of time at different temperatures, as shown in Fig. 3
for the parameters J0 = 1.2, V0 = 0.9, ∆J = 0,∆V = −0.1. We find that at high temperature
which is larger than Tc, ∆ stays zero, while the oscillation of Π is suppressed.
As in Ref. 1, we use a decaying sinusoidal function to fit the data. Unlike the experimental
data, the amplitude of the oscillation does not decay to zero at long times in the present mean-field
model. Later we will analyze the fourier spectrum of the oscillation, but for now we proceed with
a naive fitting to the following function
f(t) = ae−b(t−t0) sin(c(t− t0) + 2pid) + e (11)
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FIG. 4. Fitting of CDW order parameters Π in the left panel of Fig. 3, the dashed lines are fitting lines
using Eq. 11. We used the data after time = 5 and later fittings also obey this rule.
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FIG. 5. Left to right: amplitude a, frequency c and phase d of the fit Eq. 11 fitting the data in Fig. 4
as a function of temperature. The blue line denotes initial equilibrium Tc = 0.25, the green line denotes
after quench, the equilibrium Tc = 0.33.
which works quite well over the time window studied. The fit is shown in Fig. 4. We have set
an onset t0 in the fitting function, the fitting phase d will depend on the choice of t0, since the
frequency c does not stay constant over the temperature range. In all of the fits we choose t0 = 5.5,
which will give nearly pi phase shift in the later pulse case. The fitting phase d here just helps us
to better see the phase shift rather than simply estimating by eye.
In Fig. 5, we show the variation of the amplitude a, frequency c, phase d in Eq. 11 as a function
of temperature. The most important feature is that the amplitude a is enhanced below the initial
Tc at equilibrium, which is also a key feature in the O(6) field theory description that will be
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FIG. 6. Left: spectral fitting of the left panel in Fig. 3. The inserted figure is the power spectrum at
T = 0.225 near Tc. Right: peak frequencies from the left panel as a function of temperature.
discussed in later sections. This resembles the oscillatory behavior in the experiment Ref. 1. Also
the frequency varies against temperature, and there is a phase shift in the oscillations upon crossing
Tc. Here the phase shift is smaller than pi by our choice of t0 = 5.5.
We can further use spectral analysis to fit the simulation data. Using the Lomb-Scargle al-
gorithm, we can find frequencies’ spectral power as shown, for example, in the inserted figure in
Fig. 6. We choose frequencies which have spectral power larger than ten percent of the largest
power to fit the oscillation. Including frequencies from main peak also large side peaks, the fit
result is quite good. However the peak frequencies are quite similar as the fitting number c that
we found using the simple decaying sinusoidal function as shown in the middle panel of Fig. 5.
To understand the fitting frequency behavior above Tc, we have ∆ = 0, and the mean-field
Hamiltonian Eq.(5) reduces to
HMF = H0 +
(3J + V )
2
(
Π1 ψ
†
4α(k)ψ2α(k) + Π
∗
2 ψ
†
1α(k)ψ3α(k)
+Π2 ψ
†
3α(k)ψ1α(k) + Π
∗
1 ψ
†
2α(k)ψ4α(k)
)
. (12)
From the commutation relations in Eq. (A1), we can make the identification so that these operators
satisfy the SU(2) algebra:
Π1 → S+,Π†1 → S−,
N1 −N3
2
→ Sz (13)
Furthermore if we ignore the curvature of the Fermi surface, then 1(k) = −1(−k), the above
9
Hamiltonian becomes
HMF =
∑
k
[
21(k)Sz(k) +
3J + V
2
(
−〈S−〉S+(k)− 〈S+〉S−(k)
)]
(14)
here we have used Π2 = −Π1 and only considered 1, 3 hotspot field (the 2, 4 channel would be
similar). And this resembles the well-known pseudospin formulation of the BCS system, as studied
in Ref. 9. For a small deviation, the frequency would be proportional to the order parameter Π.
This explains the fact that the oscillation frequency decrease rapidly above Tc.
We have also computed the positive quench case in Fig. 22 of Appendix B, where J0 = 1.2, V0 =
0.9, ∆J = 0,∆V = 0.1. We also get amplitude enhancement below Tc, although the effect is not
that big.
V. PULSE
Since in the experiment,1–4 the disturbance is a short-time optical pulse, it should be more
reasonable to consider a pulse in our time-dependent Hamiltonian, i.e.
J(t) = J0 + ∆J
(
1− tanh2(ωt)) , V (t) = V0 + ∆V (1− tanh2(ωt)) (15)
We have chosen ω = 1,∆V = 0.1 as shown in Fig. 7. Fig. 8 shows the fit using Eq. 11 and
the fitting parameters are shown in Fig. 9. We have similar amplitude enhancement effect and
temperature dependent frequencies, however, simply by eye, the first valley at low temperature
becomes a peak upon crossing Tc. In Fig. 9, we can see that there is a nearly pi (or −pi) phase
shift crossing Tc. The spectral analysis is shown in Fig. 10, the peak frequencies are quite closed
to the fitting frequencies. From the inserted figure in the left panel, near Tc side peak will grow
then becomes the main peak. This reflects the frequency abrupt change near Tc in the right panel.
Fig. 11 shows a direct comparison of our simulation and the experimental data. Both data
indicate enhancement of CDW oscillation below Tc. If we put back the real energy scale Tc ≈ 75K1
in the simulation, the fitting frequency is of the order THz, which is also the same order found
in Ref. 1. The difference is that the frequency is more dependent on temperature in the numerics
than in the experiment.
We also calculated the case ∆V = −0.1 as shown in Figs. 23–25 of Appendix B. Other than
the phase shift to the opposite direction, the other results are quite similar. In the experiment,1
the pump duration is 60 fs. In the simulation above, if we put back the energy scale, the choice
of ω = 1 means that the pulse duration is of the order 100 fs. We checked the case when we set
ω = 4 (duration 25fs) as shown in Figs. 26–28 of Appendix B. Because the duration is shorter,
10
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FIG. 7. Oscillation of CDW order parameter Π(left) and SC order parameter ∆(right) as a function of
time in the pulse case, from low temperature at the bottom to high temperature at the top, temperatures
are taken from 0.025 to 0.375 with 0.05 step. The initial value J0 = 1.2, V0 = 0.9, the pulse is taken
as ∆J = 0,∆V = 0.1, ω = 1. The initial Tc at equilibrium can be computed to be 0.25, at the largest
derivation V = V0 + ∆V , the corresponding equilibrium Tc to be 0.2.
the oscillation amplitude gets smaller, however the frequency and phase shift do not change much
from the ω = 1 case.
Finally, we examined the quench or pulse J case, i.e. ∆J 6= 0. In this case, our numerics
showed no clear enhancement of oscillation below Tc. We showed one case when pulse ∆J =
0.1,∆V = 0 in Fig. 29: no obvious enhancement or phase shift is observed crossing Tc. In the
experiment, the pump light suppresses the superconductivity condensation, which enhances the
CDW as mentioned in Ref. 1. In our model the nearest neighbor repulsion J favors CDW and
suppresses the condensation, while anti-ferromagnetic coupling J favor both. Therefore, disturbing
in V mimics the pump effect in the experiment.
VI. QUANTUM NON-LINEAR SIGMA MODEL
In the sections above, we worked with a model of electrons with an underlying Fermi surface,
and then examined the dynamics implied by the electron dispersion on order parameters consisting
of fermion bilinears. In the following, we will work directly with the competing order parameters,
via an effective Hamiltonian for the bosonic order parameters themselves. This approach will allow
for spatial fluctuations of the order parameters, and hence goes beyond the mean-field treatment
of the previous sections. However, our analysis will be limited here to a “collisionless” large N
limit in which true thermalization does not take place in the long-time limit.
As we noted in Section I, the CDW of the present model can have the experimentally observed
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FIG. 8. Fitting of CDW order parameters Π in the left panel of Fig. 7, the dashed lines are fitting lines
using Eq. 11.
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FIG. 9. Left to right: amplitude a, frequency c and phase d of the fit Eq. 11 fitting the data in Fig. 8 as
a function of temperature. The blue line denotes initial equilibrium Tc = 0.25, the green line denotes at
the largest derivation V = V0 + ∆V , the equilibrium Tc = 0.2.
wavevectors of (±Q0, 0), (0,±Q0).
Our model for the competing order parameter has an energy functional which is drawn directly
from recent work by Hayward et al.10 as we discussed in Section I. And this is supplemented with
a “relativistic” time derivative term, as also discussed in Section I, thus ignoring any damping that
may arise from the gapless fermions at the nodes of the d-wave superconductor.
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FIG. 10. Left: spectral fitting of the left panel in Fig. 7. The inserted figure is the power spectrum at
T = 0.225 near Tc. Right: peak frequencies from the left panel as a function of temperature.
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FIG. 11. Comparison of the numerics (dashed red line) from Fig. 9 and experiment data1(red and blue
dots). Left panel is amplitude against temperature, where dashed grey line denotes initial Tc before
perturbation in the experiment, the blue line denotes initial Tc in the numerics, the green line denotes
the equilibrium Tc at the largest derivation V = V0 + ∆V in the numerics. The right panel shows the
comparison in frequency and phase.
In Lorentzian signature, the path integral of such an O(6) model takes the following form:∫
DΨDΦDσ eiS, (16)
where
S =
Nρs
2
∫
d3x
(
(∂~Ψ)2 + λ(∂~Φ)2 − (g~Φ2 − µ(~Φ.~Φ)2 + σ(~Φ2 + ~Ψ2 − 1))
)
, (17)
13
where the σ integral imposes the condition
~Φ2 + ~Ψ2 = 1, (18)
and ~Ψ is an N/3 dimensional vector, whereas ~Φ a 2N/3 dimensional vector. The symmetries of
the problem also allow a linear time-derivative term Ψ1∂tΨ2, which is allowed by the absence of
particle-hole symmetry about the Fermi surface. However, the particle-hole asymmetry is small
and we will ignore it in our analysis. Also we have chosen the velocity of ‘light’ in our relativistic
formulation to be unity by rescaling the time co-ordinate.
The subsequent procedure we follow is very much the same as in Ref 13, which is further
elaborated and extended in Ref. 14, accommodating more general dynamical evolution beyond a
strict quantum quench. The models considered in these previous works, however, focus on the
linear sigma model. Our path-integral treatment parallels that in Ref. 15 and particularly Ref. 16
where the Schwinger Keldysh formalism is employed. We note however that this is identical to the
approach taken elsewhere,13,14 and that one can show that the self-consistent mean-field equation
of a general linear sigma model with a φ4 coupling, considered for example in Ref. 14, reduces to
a NLSM by taking the large φ4 coupling limit while holding the ratio of the φ4 and φ2 couplings
constant.
To proceed with the path-integral, we can linearize the action by introducing the auxiliary field
ρ:
S =
Nρs
2
∫
d3x
(
(∂~Ψ)2 − σ~Ψ2 + (∂~Φ)2 − (g + ρ+ σ)/λ~Φ2 − ρ
2
4µ
+ σ
)
(19)
Note that we have rescaled Φ to obtain a canonical kinetic term for Φ above. ρ is defined accord-
ingly.
Integrating out ~Φ, ~Ψ, gives an effective action in the remaining path integral
∫
DσDρ eiN/2Seff
Seff =
i
3
tr ln(+ σ) + 2i
3
tr ln(+ (g + ρ+ σ)/λ) +
∫
d3x(−ρsρ
2
4µ
+ ρsσ). (20)
The corresponding gap equations are
ρs=
1
3
∫
d2k
(2pi)2
(GΨ(k, t) + 2/λGΦ(k, t)) ,
ρ(t)=
4µ
3ρsλ
∫
d2k
(2pi)2
GΦ(k, t), (21)
where GΨ, GΦ are spatially Fourier transformed equal time correlation functions. We have sup-
pressed the details of the Schwinger-Keldysh time contour, whose only consequence in the leading
large N calculation is to determine the boundary conditions of the Green’s functions that we will
14
review below.
These Green’s functions can be conveniently parametrized by the (spatially Fourier transformed)
time dependent field as follows:14,16
Φk(t) = Φk(ti)
√
ΩΦk (ti)
ΩΦk (t)
cos(
∫
ΩΦk (t)dt) + ΠΦ k(ti)
sin(
∫ t
dt′ΩΦk (t
′)))√
ΩΦk (ti)Ω
Φ
k (t)
, (22)
and similarly we can parametrize Ψ using these time dependent functions. ie
Ψk(t) = Ψk(ti)
√
ΩΨk (ti)
ΩΨk (t)
cos(
∫ t
ΩΨk (t)dt) + ΠΨ k(ti)
sin(
∫ t
dt′ΩΨk (t
′)))√
ΩΨk (ti)Ω
Ψ
k (t)
. (23)
Πa k denotes the conjugate field of a ∈ {Φ,Ψ}, and that ti is some initial time which we could beq
taken to approach −∞.
These ΩΦk (t) satisfies the equation
Ω¨Φk
2ΩΦk
− 3
4
(
Ω˙Φk
ΩΦk
)2
+ (ΩΦk )
2 = k2 +m2Φ(t). (24)
Similarly,
Ω¨Ψk
2ΩΨk
− 3
4
(
Ω˙Ψk
ΩΨk
)2
+ (ΩΨk )
2 = k2 +m2Ψ(t). (25)
The effective mass is given by
m2Φ(t) = (g + ρ+ σ)/λ, m
2
Ψ(t) = σ. (26)
From now on, we take µ = 0 and so ρ = 0.
VII. EQUILIBRIUM PROPERTIES
Before delving into time-dependent scenarios, we review the properties of the theory at equilib-
rium.
At equilibrium, the time ordered Green’s function at finite temperature is given by
GT a(k, t1 − t2) = e
−iωk|t1−t2|
2ωk
coth(
βωk
2
), ωk =
√
k2 +m2a. (27)
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The gap equation (21) therefore becomes
6piβρs =
(
log[
sinh(β
2
√
m2Ψ + Λ
2)
sinh(β
2
mΨ)
] +
2
λ
log[
sinh(β
2
√
g+m2Ψ+λΛ
2
λ
)
sinh(β
2
√
g+m2Ψ
λ
)
]
)
(28)
where Λ is the UV cutoff. We have substituted λm2Φ = m
2
Ψ + g.
This expression can be compared with the classical case of Ref. 10, where only the zero Mat-
subara frequency is kept in the thermal Green’s function for each species a i. e.
Ga(ωn, k) ∼ T
k2 +m2a
. (29)
The gap equation in this case reduces to
6piβρs =
(
log[
√
m2Ψ + Λ
2
mΨ
] +
2
λ
log[
√
g +m2Ψ + λΛ
2√
g +m2Ψ
]
)
(30)
We compare the Green’s function GΦ(k = 0) plotted against temperature at fixed ρs. In the
low temperature limit the quantum GΦ falls off much slower than linearly in T because of the
behavior of cot(βmΦ/2) in the Green’s function. We recall that m
2
Φ = (m
2
Ψ + g)/λ.
Note that in both the quantum calculation and the classical approximation, GΦ(k = 0) exhibits
a maximum at some temperature Tp. The peak marks the change between the low temperature
behavior where fluctuations are dominated by the superconductivity Ψ component, and the high
temperature behavior which is characterized by fluctuations exploring all directions.10
VIII. PULSE-LIKE DISTURBANCE IN ρs
In the experiments reported in Ref. 1–4, the system is perturbed by pulses of lasers over a
short duration of the order of tens of femtoseconds. As a first brush, to mimic the effect of such a
disturbance, we consider perturbing the system by a time dependent ρs. To be precise, we take
ρs = ρ0 + δρ(tanh(vt)
2 − 1). (31)
To compute using the saddle point approximation, we should rescale Φ,Ψ:
Φ˜ =
√
ρsΦ, Ψ˜ =
√
ρsΨ. (32)
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FIG. 12. Equal-time two point function of the charge order Φ at vanishing momentum k plotted against
temperature at constant ρs, at cutoff Λ = 5 and λ = g = 1. Left: the quantum Green’s function. Right:
the classical Green’s function. The peak position is presumed to be near the onset of superconductivity:
this onset suppresses the charge order fluctuations, leading to a peak in GΦ with decreasing temperature.
This leads to a change of the expression for the effective mass:
m2Φ =
(
σ + g
λ
− (K + (∂K)2)
)
m2Ψ = (σ − (K + (∂K)2)), (33)
where
K =
1
2
ln ρs. (34)
When λ = 1, these functions K can be absorbed in the definition of m2Ψ = σ − (K + (∂K)2).
We can evolve the system beginning at vt < −1, where the time dependence is negligible, and
allow the system to react to the shaking. The equal time Green’s function in this case, using also
the parameterizations (22,23), and the initial conditions
〈φa(ti)φa(ti)〉 = 1
2Ωa(ti)
, 〈Πa(ti)Πa(ti)〉 = Ω
a(ti)
2
, (35)
takes the form16
Ga(k, t) =
1
2Ωak(t)
coth(
β0Ω
a(ti)
2
), a ∈ {Ψ,Φ} (36)
and Ωa(ti → −∞) =
√
k2 +ma(−∞)2 where ma(−∞) is the initial mass of each field before the
application of the disturbance, and that it is set by the initial temperature β0 and ρ0 by solving
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the gap equation self-consistently at t = −∞. The gap equation (21) then becomes
λm2Φ(t)−m2Ψ(t) = g,
m2Ψ(t) =
A
2B
,
A = −3ρ¨s +
∫
dk
2pi
k
((
2(ΩΨk (t)
2 − k2) + 1
2
(
Ω˙Ψk (t)
ΩΨ(t)
)2
)
GΨ(k, t) +[
4
λ
(
ΩΦk (t)
2 − k2 − g
λ
)
+
1
λ
(
Ω˙Φk (t)
ΩΦk (t)
)2
]
GΦ(k, t)
)
,
B =
∫
dk
2pi
k
(
GΨ(k, t) +
2
λ2
GΦ(k, t)
)
(37)
The above is obtained by replacing the Green’s function in the gap equation by the explicit forms
(36), and then differentiating the gap equation with respect to time twice.
A natural regularization scheme would be to place the system on a lattice with lattice constant
a. To do so, we make the replacement
k2 → (4− 2 cos(akx)− 2 cos(aky))
a2
, (38)
and that kx, ky take values between −pi/a to pi/a.
A. Numerical Results
We consider dynamical oscillations of the system at various different choice of parameters g, λ
and initial temperatures T = 1/β0, subjected to different disturbances applied for different dura-
tions. We plot the oscillations of the self-consistent effective mass m2Ψ(t) as a function of time.
These results are presented in Figs. 13, 14, 17 and 18. For each set of parameters g, λ we obtain
the time evolution at 10 different initial temperatures, and we indicate the position of these initial
conditions in the equilibrium GΦ(k = 0) − T plot . We look particularly at the vicinity of the
peak, and observe the changes in the oscillations as temperature is increased across the peak.
In all these cases, the self-consistent mass mΨ(t) displays a large peak while the disturbance is
applied, and exhibits oscillatory behavior after the time-dependent disturbance is withdrawn.
The disturbances applied in the cases in figures 13 and 14 are relatively slow compared to the
initial values of mΨ and that mΨ(t = −∞) ∼ mΦ(t = −∞). In these cases, the subsequent
oscillations are sinusoidal with a distinct frequency and a decaying amplitude. In these cases, we
fit the oscillations by the function
f(t) = exp(−at)b sin(ct+ 2pid) + e+ ft. (39)
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FIG. 13. Left Panel: Oscillations of m2Ψ as a function of time at 10 different initial temperatures, from
low temperatures at the bottom of the picture to high temperatures at the top, at constant ρ0 = 0.0756
(corresponding to choosing mΨ = 1/10 at T = 1/100, λ = 1, g = 0.2, and a = 1) . Integral along kx and
ky is each divided into 90 steps. The pulse parameter is taken as v = 1/5, δρ = 1/500. These 10 initial
temperatures correspond to 10 points on the equilibrium plot of GΦ(k = 0) against T , as shown on the
right panel. The color of the markers match the color of the curves on the left. Note that variation of the
mass before t = 10 is a huge peak resulting from the disturbance which is not shown in the picture.
An infinitesimal, approximately linear downward drift of the oscillations appears at sufficiently
high temperatures (i.e. f < 10−3 at a = 1). This is most likely numerical error since the oscillation
amplitudes are also extremely small. We include in the fit function the linear term in order to
remove the effect of this drift to improve accuracy for the frequency fit. In all cases, e is very close
to the original value of mΨ(t = −∞). The results of the fit for a, b, c, d corresponding to the data
presented in figures 13 and 14 are presented in figures 15 and 16 respectively.
A most distinctive feature is that there is a large suppression in the oscillation amplitude as
the temperature T increases across Tp, the temperature corresponding to maximal GΦ(k = 0) at
equilibrium. This strongly resembles the experimental results1 where oscillations are enhanced
below the critical temperature Tc of superconductivity, which is also observed in the electron
‘hotspot’ model considered in the previous section. A second feature is that the characteristic
frequency of the oscillations increase with temperature at a rate faster than linearly, and the rate
of increase does not appear to level off at high temperatures. One can inspect the ratio of the
oscillation frequencies and peak temperature Tp. Consider say the results from figure 14. The
oscillation frequency is roughly ω ∼ 0.3− 1, whereas Tp ∼ 0.3, giving a ratio of order between 1 –
3. In the experiments, the oscillation frequencies are of order 2pi×2/ps and the critical temperature
is of order ∼ 50K, giving a ratio of
~ω/(kBT ) ∼ 2pi × 0.3, (40)
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FIG. 14. Left Panel: Oscillations of m2Ψ as a function of time at 15 different initial temperatures, from
low temperatures at the bottom of the picture to high temeperatures at the top, at constant ρ0 = 0.1067
(corresponding to mΨ = 1/5 at T = 1/100, g = 0.1, λ = 6/10, and a = 1). Integral along kx and ky
is each divided into 90 steps. The pulse parameter is taken as v = 1/5, δρ = 1/500. These 15 initial
temperatures correspond to 15 points on the equilibrium plot of GΦ(k = 0) against T , as shown on the
right panel. The color of the markers match the color of the curves on the left. Note that variation of the
mass before t = 10 is a huge peak resulting from the disturbance which is not shown in the picture.
which is very close to our data.
We note that the accuracy we can achieve for the value of a, the rate of exponential decay of the
amplitude is much lower than frequency c and the amplitude b itself. This is particularly true at
higher temperatures, where the oscillation amplitudes are very small, which explains the apparent
larger fluctuations. However, it is clear that the point at which oscillatory behavior begins is
shifted toward later times as temperature increases, a trend most apparent as we inspect figure 14,
where the first trough has a reducing depth until it disappears altogether as initial temperature
is increased. For that matter, there is not an obvious definition of a relative phase between
oscillations with different initial temperatures, although simply by eye-balling the oscillations, it
is very suggestive of a phase shift with temperatures.
The data presented in figure 17 corresponds to parameters chosen at g = 0.4, λ = 0.6, ρ0 =
0.1067. At very low temperatures, the onset of oscillatory behavior appears to begin even before
the time dependent disturbance is withdrawn, a feature that eventually disappears as temperature
is increased.
Another feature demonstrated most clearly in figure 17 is that the height of the first peak
responding to the time dependent disturbance increases as temperature is increased. We have
checked that this is true for all our data sets.
In the left panel of figure 18 we show oscillations at 10 differerent temperatures with the same
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FIG. 15. Coefficients a, |b|, c, d of the fit function f(t) = exp(−at)b sin(ct+ 2pid) + e+ ft fitting the data
presented in figure 13 are plotted against temperature.
.
initial conditions as in figure 13, except that the pulse disturbance is more abrupt, set at v = 1/3.
We note that the waveform looks much less regular at low temperatures corresponding to a regime
in which the mass scale mΨ  v. At higher temperatures corresponding to higher mΨ the waveform
returns to sinusoidal. Suspecting that there are more than one Fourier component with significant
amplitude, we inspect the power spectrum of these oscillations. A plot of the power spectrum
of data obtained using initial temperature T close to Tp is shown in the right panel of figure 18.
(i.e. The set of data corresponding to the magenta curve in figure 18). There is a distinct second
peak in all the Fourier transforms, and we can track the variation of the frequencies of the two
significant peaks with initial temperatures, shown in figure 19.
It is also of interest to inspect the Green’s function GΨ(k) at different times. A typical plot
is shown in figure 20. At t = −∞ the Green’s function is a thermal Green’s function. As the
time-dependent disturbance sets in, one can see that all the departure from the thermal Green’s
function occurs at low momenta. At late times long after the withdrawal of the disturbance, the
Green’s function appears to approach the original thermal value.
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FIG. 16. Coefficients a, |b|, c, d of the fit function f(t) = exp(−at)b sin(ct+ 2pid) + e+ ft fitting the data
presented in figure 14 are plotted against temperature.
.
B. Remark: pulses in g
Let us also remark on the response of the system upon shaking the parameter g.
Consider g as a function of time given by
g(t) = g0 + δg(tanh
2(vt)− 1). (41)
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FIG. 17. Left Panel: Oscillations of m2Ψ as a function of time at 15 different initial temperatures, from
low temperatures at the bottom of the picture to high temeperatures at the top, at constant ρ0 = 0.1067
(corresponding to mΨ = 0.0041 at T = 1/100, g = 0.4, λ = 6/10, and a = 1). Integral along kx and
ky is each divided into 90 steps. The pulse parameter is taken as v = 1/5, δρ = 1/500. These 15 initial
temperatures correspond to 15 points on the equilibrium plot of GΦ(k = 0) against T , as shown on the
right panel. The color of the markers match the color of the curves on the left. Note that in this picture
we display the entire oscillations including the large peak. This is because at sufficiently low temperatures
there are extra higher frequency oscillations that begin earlier.
The gap equation is then modified to
λm2Φ(t)−m2Ψ(t) = g(t),
m2Ψ(t) =
A
2B
,
A =
∫
dk
2pi
k
((
2(ΩΨk (t)
2 − k2) + 1
2
(
Ω˙Ψk (t)
ΩΨ(t)
)2
)
GΨ(k, t) +
4
λ
(
ΩΦk (t)
2 − k2 − g(t)
λ
+
1
λ
(
Ω˙Φk (t)
ΩΦk (t)
)2
)
GΦ(k, t),
B =
∫
dk
2pi
k
(
GΨ(k, t) +
2
λ2
GΦ(k, t)
)
(42)
Below we find the plots at different T in figure 21. The oscillations following a kick in g
are qualitatively the same as what happens when ρs is taken as the time-dependent disturbance
instead. In particular, the oscillations are sinusoidal with a decaying amplitude, and that the
amplitude falls off as temperature increases. What is interesting however is that contrary to a
time-dependent ρs, the initial large response to the disturbance before oscillatory behavior sets in
has a large amplitude at low temperatures which decreases with increasing temperatures.
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FIG. 18. Left Panel: 10 oscillations taking the same initial conditions as in figure 2 except that the pulse
is more abrupt, with v = 1/3. At low temperatures corresponding to a regime mΨ  v the oscillation
waveforms look much less regular. Right Panel: a typical plot of the power spectrum of the oscillations,
obtained using the magenta curve on the left. The fit makes use of 11 significant frequencies in the power
spectrum.
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FIG. 19. Frequency variation of the higher and lower frequency peaks in the power spectrum with initial
temperature.
IX. CONCLUSIONS
In the first part if the paper, we studied the non-equilibrium dynamics of SC and CDW order
parameters in the t-J-V model,8 using a time-dependent Hartree-Fock computation. We examined
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FIG. 20. A plot of GΨ(k) as a function of k at different times. The parameters take values g = 0.4, λ =
0.6, ρ0 = 0.1067, and the pulse is characterized by v = 1/5, δρ = 1/5000. In fact it corresponds to the
pulse leading to oscillations displayed in the red curve (the third curve from the bottom of the left panel
in figure 17).
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FIG. 21. Oscillations of m2Ψ as a function of time at 10 different initial temperatures. The parameters
g0, λ and T take the same values as the 10 plots in figure 13. Here v = 1/5 and δg = 1/50.
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two setups: quench and pulse in the interaction parameters, and compared with a recent optical
experiment.1 We used a decaying sinusoidal function to fit the oscillation which gives qualitatively
good fitting parameters compared with the spectral analysis, other than the fact that near Tc,
there are relatively large side peaks in the spectrum. When perturbing with the nearest neighbor
Coulomb interaction V , we found an enhanced oscillation amplitude of the CDW order below
the superconducting critical temperature in both setups. We interpret this enhancement as a
competition between the charge order and superconducting order. The oscillation frequency is of
the order of terahertz if we plug in the energy scale from the information of Tc. The frequency
of the oscillations has a strong dependence on temperature, which is however different from that
in the experiments. The change in frequency makes it subtle to define the relative phase between
oscillations at different temperatures. But in the pulse case crossing Tc, if we choose a particular
phase starting point in the fit function, we find a nearly pi phase shift, as is evident by eye
from Fig. 7. When perturbing the exchange interaction J , in both setups, there is no obvious
enhancement in the oscillation amplitude crossing Tc because of the similar enhancement effects
of J on both SC condensation and charge density waves.
In the second part of the paper, we considered the dynamical evolution of a large N NLSM
inspired by Ref. 10 subjected to a short pulse like disturbance to mimic the effect of a pulse of
laser radiation on the underdoped cuprates. We considered in detail oscillations of the system
upon sending a short pulse in the coupling ρs at different initial temperature T , helicity moduli
λ and relative energetic cost of superconductivity and charge density wave order g. We find that
for disturbance with a rate of change v taken at the same order as the effective mass scales of
the system, the subsequent oscillation after the withdrawal of the disturbance is, to a very good
approximation, sinusoidal with an exponentially decaying amplitude. The amplitude is greatly
suppressed as initial temperature is increased, particularly beyond the maximal point in the equi-
librium GΦ(k = 0)− T plot. The characteristic oscillation frequency increases faster than linearly
with increasing temperature. The onset of oscillatory behavior begins at a later time at large tem-
peratures making a comparison of relative phases between different oscillations ambiguous, even
though the data is suggestive of a phase shift as temperature changes. The increase in oscillation
frequency, the presence of a phase shift and a strongly suppressed oscillation amplitude across the
critical temperatures are features qualitatively consistent with the experiments.1 For more abrupt
disturbances or at very low temperatures such that mΨ is several orders of magnitudes less than
mΦ however, the oscillatory behavior is characterized by more than one frequency.
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Appendix A: Equations of motion
It is a simple matter to evaluate the commutators of the operators in Eq. (9):
[N1(k),∆1(k)] = ∆1(k)[
N1(k),∆
†
1(k)
]
= −∆†1(k)
[N1(k),Π1(k)] = Π1(k)[
N1(k),Π
†
1(k)
]
= −Π†1(k)
[N1(k), P1(k)] = P1(k)[
N1(k), P
†
1 (k)
]
= −P †1 (k)
[N3(k),∆1(−k)] = ∆1(−k)[
N3(k),∆
†
1(−k)
]
= −∆†1(−k)
[N3(k),Π1(k)] = −Π1(k)[
N3(k),Π
†
1(k)
]
= Π†1(k)
[N3(k), P3(k)] = P3(k)[
N3(k), P
†
3 (k)
]
= −P †3 (k)[
∆1(k),∆
†
1(k)
]
= N1(k) +N3(−k)
[∆1(k),Π1(−k)] = −P1(k)[
∆1(k),Π
†
1(k)
]
= −P3(k)[
∆1(k), P
†
1 (k)
]
= Π†1(−k)[
∆1(k), P
†
3 (k)
]
= Π1(k)[
Π1(k),Π
†
1(k)
]
= N1(k)−N3(k)[
Π1(k), P
†
1 (k)
]
= −∆†1(−k)
[Π1(k), P3(k)] = ∆1(k)[
P1(k), P
†
1 (k)
]
= N1(k) +N1(−k)− 1[
P3(k), P
†
3 (k)
]
= N3(k) +N3(−k)− 1 (A1)
and some others that follow under k→ −k and/or Hermitian conjugates.
A similar set of relations follow from 1 → 2 and 3 → 4, yielding a second SU(4) algebra.
However, we will not need these because we will always assume ∆2 = −∆1 and Π2 = −Π1.
Then we can use HMF in Eq. (5) to obtain the equations of motion of the average values of the
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operators in Eq. (9):
d∆1(k)
dt
= −i
[
−1(k)∆1(k)− 1(k)∆1(k) + (3J − V )
2
∆2(N1(k) +N3(−k)) + 3J + V
2
(−Π∗2P1(k)−Π2P3(k))
]
d∆1(−k)
dt
= −i
[
−1(−k)∆1(−k)− 1(−k)∆1(−k) + (3J − V )
2
∆2(N1(−k) +N3(k)) + 3J + V
2
(−Π∗2P1(k)−Π2P3(k))
]
d∆†1(k)
dt
= −i
[
1(k)∆
†
1(k) + 1(k)∆
†
1(k)−
(3J − V )
2
∆∗2(N1(k) +N3(−k))−
3J + V
2
(−Π2P †1 (k)−Π∗2P †3 (k))
]
d∆†1(−k)
dt
= −i
[
1(−k)∆†1(−k) + 1(−k)∆†1(−k)−
(3J − V )
2
∆∗2(N1(−k) +N3(k))−
3J + V
2
(−Π2P †1 (k)−Π∗2P †3 (k))
]
dΠ1(k)
dt
= −i
[
−1(k)Π1(k) + 1(−k)Π1(k) + (3J − V )
2
(−∆2P †3 (k) + ∆∗2P1(k)) +
3J + V
2
Π2(N1(k)−N3(k))
]
dΠ1(−k)
dt
= −i
[
−1(−k)Π1(−k) + 1(k)Π1(−k) + (3J − V )
2
(−∆2P †3 (k) + ∆∗2P1(k)) +
3J + V
2
Π2(N1(−k)−N3(−k))
]
dΠ†1(k)
dt
= −i
[
1(k)Π
†
1(k)− 1(−k)Π†1(k)−
(3J − V )
2
(−∆∗2P3(k) + ∆2P †1 (k))−
3J + V
2
Π∗2(N1(k)−N3(k))
]
dΠ†1(−k)
dt
= −i
[
1(−k)Π†1(−k)− 1(k)Π†1(−k)−
(3J − V )
2
(−∆∗2P3(k) + ∆2P †1 (k))−
3J + V
2
Π∗2(N1(−k)−N3(−k))
]
dP1(k)
dt
= −i
[
−(1(k) + 1(−k))P1(k) + (3J − V )
2
∆2(Π1(−k) + Π1(k))− 3J + V
2
Π2(∆1(−k) + ∆1(k))
]
dP †1 (k)
dt
= −i
[
(1(k) + 1(−k))P †1 (k)−
(3J − V )
2
∆∗2(Π
†
1(−k) + Π†1(k)) +
3J + V
2
Π∗2(∆
†
1(−k) + ∆†1(k))
]
dP3(k)
dt
= −i
[
−(1(−k) + 1(k))P3(k) + (3J − V )
2
∆2(Π
†
1(k) + Π
†
1(−k))−
3J + V
2
Π∗2(∆1(k) + ∆1(−k))
]
dP †3 (k)
dt
= −i
[
(1(−k) + 1(k))P †3 (k)−
(3J − V )
2
∆∗2(Π1(k) + Π1(−k)) +
3J + V
2
Π2(∆
†
1(k) + ∆
†
1(−k))
]
dN1(k)
dt
= −i
[
3J − V
2
(∆∗2∆1(k)−∆2∆†1(k)) +
3J + V
2
(Π∗2Π1(k)−Π2Π†1(k))
]
dN1(−k)
dt
= −i
[
3J − V
2
(∆∗2∆1(−k)−∆2∆†1(−k)) +
3J + V
2
(Π∗2Π1(−k)−Π2Π†1(−k))
]
dN3(k)
dt
= −i
[
3J − V
2
(∆∗2∆1(−k)−∆2∆†1(−k)) +
3J + V
2
(−Π∗2Π1(k) + Π2Π†1(k))
]
dN3(−k)
dt
= −i
[
3J − V
2
(∆∗2∆1(k)−∆2∆†1(k)) +
3J + V
2
(−Π∗2Π1(−k) + Π2Π†1(−k))
]
(A2)
Also note that the operators P1 + P2 and P3 + P4 (and their Hermitian conjugates) commute
with the original Hamiltonian H for V = 0; these operators generate the pseudospin symmetry
between the SC and CDW order parameters.
One quality that remains constant during the oscillation is the mean field energy 〈HMF 〉, if the
interaction parameters are constant with respect to time, like during the time after the quench.
This can be easily verified using Eq. (A2). And this can be used to check the validity of the
numerics.
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〈HMF 〉 =
∑
k
[
1(k)N1(k) + 1(−k)N3(k) + 2(k)N2(k) + 2(−k)N4(k)
]
+
3J − V
2
(∆1∆
∗
2 + ∆2∆
∗
1) +
3J + V
2
(Π1Π
∗
2 + Π
∗
1Π2) (A3)
Notice that we have added back some subtractions terms to Eq. (5). Then the time derivative
of 〈HMF 〉 becomes
1
2
d 〈HMF 〉
dt
=
∑
k
−i1(k)
[
3J − V
2
(∆∗2∆1(−k)−∆2∆†1(−k)) +
3J + V
2
(Π∗2Π1(−k)−Π2Π†1(−k))
]
− i1(−k)
[
3J − V
2
(∆∗2∆1(−k)−∆2∆†1(−k)) +
3J + V
2
(−Π∗2Π1(k) + Π2Π†1(k))
]
− i3J − V
2
∆∗2
[
−1(k)∆1(k)− 1(k)∆1(k) + (3J − V )
2
∆2(N1(k) +N3(−k)) + 3J + V
2
(−Π∗2P1(k)−Π2P3(k))
]
− i3J − V
2
∆2
[
1(k)∆
∗
1(k) + 1(k)∆
∗
1(k)−
(3J − V )
2
∆∗2(N1(k) +N3(−k))−
3J + V
2
(−Π2P ∗1 (k)−Π∗2P ∗3 (k))
]
− i3J + V
2
Π∗2
[
−1(k)Π1(k) + 1(−k)Π1(k) + (3J − V )
2
(−∆2P ∗3 (k) + ∆∗2P1(k)) +
3J + V
2
Π2(N1(k)−N3(k))
]
− i3J + V
2
Π2
[
−1(k)Π∗1(k) + 1(−k)Π∗1(k)−
(3J − V )
2
(−∆∗2P3(k) + ∆2P ∗1 (k))−
3J + V
2
Π∗2(N1(k)−N3(k))
]
= 0 (A4)
where we have assumed time-independence of J and V , which is true in the quench case.
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Appendix B: More simulations of the hot spot model
Here we describe multiple additional initial conditions for the hot spot model as a supplement
to the main text.
In Fig. 22, we considered the quench case, where ∆V = 0.1,∆J = 0. We still have amplitude
enhancement below Tc, although the enhancement is not that big. Besides, there is also a phase
shift upon crossing Tc.
0 5 10 15 200
0.1
0.2
0.3
0.4
time
| Π |
0.025
0.075
0.125
0.175
0.225
0.275
0.325
0.375
T
0 5 10 15 200
0.1
0.2
0.3
0.4
time
| ∆ |
0.025
0.075
0.125
0.175
0.225
0.275
0.325
0.375
T
FIG. 22. Oscillation of CDW order parameter Π(left) and SC order parameter ∆(right) as a function of
time in the quench case, from low temperature at the bottom to high temperature at the top, temperatures
are taken from 0.025 to 0.375 with 0.05 step. The initial value J0 = 1.2, V0 = 0.9, the quench is taken as
∆J = 0,∆V = 0.1. The initial Tc at equilibrium can be computed to be 0.25, the final Tc to be 0.2.
In Figs. 23–25, we showed the pulse case, where ∆V = −0.1, ∆J = 0. We have used both
decayed sinusoidal fitting and spectral analysis to characterize oscillation properties. Fitting pa-
rameters are found to be similar to those in Figs. 7–10, although the phase shift has the opposite
sign. In the spectral analysis, near Tc the side peaks gets larger and become the main peak: that
is why we observe frequency change against temperature in this region.
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FIG. 23. Oscillation of CDW order parameter Π(left) and SC order parameter ∆(right) as a function of
time in the pulse case, from low temperature at the bottom to high temperature at the top, temperatures
are taken from 0.025 to 0.375 with 0.05 step. The initial value J0 = 1.2, V0 = 0.9, the pulse is taken as
∆J = 0,∆V = −0.1, ω = 1. The initial Tc at equilibrium can be computed to be 0.25, at the largest
derivation V = V0 + ∆V , the corresponding equilibrium Tc to be 0.33.
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FIG. 24. Left to right: amplitude a, frequency c and phase d of the fit Eq. 11 fitting the data in Fig. 23
as a function of temperature. The blue line denotes initial equilibrium Tc = 0.25,the green line denotes
at the largest derivation V = V0 + ∆V , the equilibrium Tc = 0.33.
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FIG. 25. Left: spectral fitting of the left panel in Fig.23. The inserted figure is the spectral power at
T = 0.225 near Tc. Right: peak frequency from the left panel as a function of temperature.
In Fig .26 - 28, we made the pulse sharper with ω = 4. If we put energy scale Tc ≈ 75K
in the simulation, this gives the pulse duration is about 25 fs. We also found similar amplitude
enhancement and phase shift crossing Tc, except that here the overall oscillation amplitude gets
smaller because of the shorter disturbance. With more simulations, we found that as long as the
pulse duration does not exceed the oscillation period, these effects are quite robust.
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FIG. 26. Oscillation of CDW order parameter Π(left) and SC order parameter ∆(right) as a function of
time in the pulse case, from low temperature at the bottom to high temperature at the top, temperatures
are taken from 0.025 to 0.375 with 0.05 step. The initial value J0 = 1.2, V0 = 0.9, the pulse is taken
as ∆J = 0,∆V = 0.1, ω = 4. The initial Tc at equilibrium can be computed to be 0.25, at the largest
derivation V = V0 + ∆V , the corresponding equilibrium Tc to be 0.2.
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FIG. 27. Left to right: amplitude a, frequency c and phase d of the fit Eq. 11 fitting the data in Fig. 26
as a function of temperature. The blue line denotes initial equilibrium Tc = 0.25,the green line denotes
at the largest derivation V = V0 + ∆V , the equilibrium Tc = 0.2.
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FIG. 28. Left : Fitting Fig. 26 using spectral analysis. The inserted figure is the power spectrum at
T = 0.225 near Tc. Right: Peak frequency as a function of temperature.
Finally, we considered quench J case in Fig. 29. However, now the behavior is quite different,
as we discussed in the main text; V rather than J affects SC and CDW differently, which mimics
the effect of the pump in the experiment.
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FIG. 29. Oscillation of CDW order parameter Π(left) and SC order parameter ∆(right) as a function of
time in the quench case, from low temperature at the bottom to high temperature at the top, temperatures
are taken from 0 to 0.5 with 0.1 step. The initial value J0 = 1.2, V0 = 0.9, the quench is taken as
∆J = 0.1,∆V = 0.
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Appendix C: A different corner in parameter space for the O(6) model
In the main text, we have been inspecting a region of parameter space where g is of the order
of 1/10 of the lattice cutoff a. We present here results from a vastly different parameter space, in
which we reduce g by a factor of 10. At equilibrium, the correlation functions are plotted in figure
30, which has a much stronger resemblance to the classical results in.10
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FIG. 30. Equilibrium equal time correlation functions of Φ at zero momentum vs temperatures at three
different values of λ and g and mΨ = 1/500 at T = 1/100.
In figure 31 below we present the oscillations at λ = 1, g = 0.04. We note that comparing with
figure 17, we find that this feature where the initial large response to the disturbance changes sign
close to the peak temperature Tp becomes a completely generic feature in this regime of parameter
space. Note that right across the peak temperature (see blue and green curves in the middle of the
right panel) the initial trough disappears, and this skipped trough leads to a more convincing pi
phase shift actually happening independently how the data is fitted. We note that in all our data
sets collected this always happens close to Tp, in this case and also g = 0.01, just above Tp, and
whereas in the case in figure 17, just below. Another feature is that ultimately the frequency still
stays at roughly the scale set by Tp despite dramatically reducing g while keeping Tp roughly the
same. The oscillation amplitude is highest close to Tp but decreases again as temperature is further
lowered, although not as steeply as in the high temperature regime. The fit of the exponential
decay at very high temperature is a gross underestimate, because the oscillation amplitude is
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extremely small and that it is strongly affected by the starting point of the fit. We also present in
figure 33 results of numerical fits of the oscillations by the fit function in equation 39. To improve
the results of the fits, we note that close to the peak temperature, there are in fact two major
Fourier components with similar amplitudes (see figure 32). Therefore, between T = 0.5− 0.6 we
modify the fit function to
fmodified(t) = e
−at(b sin(ω1t+ d1) + b2 sin(ω2t+ d2)) (C1)
We take the higher frequency peak and its amplitude in the plot of frequencies and amplitudes
verses temperature in figure 33 .
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FIG. 31. Left Panel: Oscillations of m2Ψ as a function of time at 13 different initial temperatures, from
low temperatures at the bottom of the picture to high temeperatures at the top, at constant ρ0 = 0.1058
(corresponding to mΨ = 0.002 at T = 1/100, g = 0.04, λ = 1, and a = 1). Integral along kx and ky is each
divided into 90 steps. The pulse parameter is taken as v = 1/5, δρ = 1/500. These 13 initial temperatures
correspond to 13 points on the equilibrium plot of GΦ(k = 0) against T , as shown on the right panel.
The color of the markers match the color of the curves on the left. Note that in this picture we display
the entire oscillations including the large peak.
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FIG. 32. Power spectrum at T = 0.47.
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