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ABSTRACT
The discovery of the Higgs boson in 2012 was an important and exciting moment
in the world of high energy particle physics. But unanswered questions, including
the Higgs mass fine tuning problem remain, motivating current and future physics
searches beyond the Standard Model. Composite Higgs theories predict new, heavy
fermions which stabilize the Higgs mass. One such particle, the X5/3 , is a fermionic
top quark partner with an exotic 5/3 electric charge and can be produced via pair or
single production. The X5/3 search in the same-sign dilepton final state is presented,
showing results of the search for pair and single produced X5/3 using the data from
proton-proton collisions at a center-of-mass energy of 13 TeV collected by the Com-
pact Muon Solenoid (CMS) experiment between 2015 and 2016. No significant excess
of events with respect to the predicted Standard Model backgrounds is observed, and
limits are placed on the mass at 95% confidence level. The mass of the X5/3 is ex-
cluded below 1200 (1160) GeV for a X5/3 with right (left) handed couplings to the
W boson.
v
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1Chapter 1
Introduction
1.1 Standard Model
Particles physics describes the mechanics that govern the actions and interactions of
the fundamental constituents of matter. The Standard Model (SM), the theoretical
framework of particle physics, has been hugely successful in describing three of the
four fundamental forces (electromagnetic, weak, and strong forces) and all observed
elementary particles. Fundamental particles that make up matter are fermions, and
the particles that mediate the forces and interactions between these fermions are
bosons. Fermions have half-integer spin, while bosons have integer spin. The particle
content of the Standard Model is summarized in Figure 1·1.
1.1.1 SM Symmetries
In classic mechanics, non-relativistic particles can be described by a Lagrangian L :
L = LK − V (1.1)
where LK is the kinetic energy, and V is the potential energy. A symmetry of L
is a transformation of a variable in L that leaves L unchanged. Familiar examples
include translations, rotations, and reflections. Under these transformations, the laws
of physics remain the same, which experimentally is very useful: imagine how hard
it would be to digest results if the laws of physics change when we rotate the setup
or when we try to run the same experiment in a different city! Symmetries can be
2Figure 1·1: Fundamental particles of the Standard Model
3either ”global,” which means there is no dependence on any spacetime coordinates or
”local,” which means there is.
In the perspective of group theory, the standard model symmetries can be ex-
pressed as SU(3)c ⊗ SU(2)W ⊗ U(1)Y where the first term comes from strong force
color interactions, the second term from the weak forces, and the last term from weak
hypercharge.
1.2 Electroweak Interactions
Two of the SM forces, the electromagnetic and the weak forces, are described by
a local gauge symmetry with the symmetry group SU(2)W ⊗ U(1)Y . In the SU(2)
symmetry group, the conserved quantum number is T3, the weak isospin, while in
U(1) it is YW , the weak hypercharge. There are three generators T
1,2,3 for SU(2)
group:
T a =
1
2
σa (1.2)
where σa are the Pauli matrices:
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
(1.3)
The commutation relation between the generators follow:
[T a, T b] = iabcTc (1.4)
There is an associated gauge field for each generator of each symmetry group,
which preserves symmetry under local gauge transformations: W 1,2,3µ from the SU(2)
group which has a gauge coupling g and Bµ with gauge coupling g
′.
4These gauge fields have field-strength tensors given by:
W aµν = δµW
a
ν − δνW aµ − gabcW bµW cν (1.5)
Bµν = δµBν − δνBµ (1.6)
1.2.1 Fermions
A field can be projected into its left-handed and right-handed components:
ψR,L =
1
2
(1± γ5)ψ (1.7)
where γ5 is a product of the four gamma matrices:
γ5 = iγ0γ1γ2γ3 =

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 , (1.8)
Under the SM electroweak gauge symmetry, the right and left-handed components
of fermionic fields transform differently and are thus separated. The left-handed fields
are grouped into SU(2) doublets:
L =
(
ν
e
)
L
, Q =
(
u
d
)
L
(1.9)
with L being the doublet of leptons and their corresponding neutrinos and Q being
the doublet of quarks. The right-handed fields are grouped into SU(2) singlets.
In order to understand the interactions of quarks and leptons, let us consider the
kinematic term of the Lagrangian kinematic term:
LK = −iψγµ∂µψ (1.10)
where the ψ is the fermion wave function (both the left and right handed components),
5and γµ are the gamma matrices:
γ1 =
(
0 σ1
−σ1 0
)
, γ2 =
(
0 σ2
−σ2 0
)
,
γ3 =
(
0 σ3
−σ3 0
)
, γ4 =
(
0 I2
I2 0
)
(1.11)
where I2 is the 2x2 identity matrixTo preserve local symmetry, for a transformation
like ψ → eiθ(x)ψ, we need a new term in the Lagrangian that it remains invariant
under such a transformation. Let’s imagine adding a gauge field A, that transforms
as A→ A− ∂µθ(x). We can define a modified version of the normal derivative called
the “covariant derivative” such that the new invariant kinematic component of the
Lagrangian can be rewritten as:
LK = −iψγµDµψ (1.12)
which for this simple example gives the covariant derivative as:
∂µ → ∂µ − iA = Dµ (1.13)
which shows an interaction between the fermion and the field A. Using the SM gauge
fields discussed above, fermions transform as follows:
L→ eiσ
i
2
αi(x)eiθ(x)YWL, Q→ eiσ
i
2
αi(x)eiθ(x)YWQ
eR → eiθ(x)YW eR, uR →eiθ(x)YWuR, dR → eiθ(x)YW dR (1.14)
For left-handed quarks and leptons the electroweak part of the covariant derivative
is:
Dµ = ∂µ − ig
2
σiW iµ − i
g′
2
YWBµ (1.15)
6where W iµ and Bµ are the gauge fields discussed above.
Like in the simpler example earlier, this covariant derivative preserves Lagrangian
invariance under both SU(2)W and U(1)Y transformations, and also generates an
interaction between left-handed fermions and the gauge fields, which in this case are
the electroweak bosons (W i and B). In contrast, the covariant derivative for the
right-handed quarks and leptons do not have the SU(2) interactions, and acts on the
right-handed fields only (eR, qR). The left-handed fermions, therefore, have weak
isospin of T3 = ±12 , while the right-handed fermions have no isospin T3 = 0. The
hypercharge YW can be defined with respect to the isospin and electric charge Qe:
YW = 2(Qe − T3) (1.16)
Table 1.1 lays out the different values of hypercharge and electric charge for the
fermions as well as the Higgs field (φ).
Field T3 YW Qe
νL 1/2 −1/2 0
eL −1/2 −1/2 −1
νR −− −− −−
eR 0 −1 −1
uL 1/2 1/6 2/3
dL −1/2 1/6 −1/3
uR 0 2/3 2/3
dR 0 −1/3 −1/3
φ −1/2 1/2 0
Table 1.1: Summary of the values of weak isospin, hypercharge, and
electric charge for the fermions and the Higgs field (φ).
The kinetic term of the Lagrangian for fermions can be written as:
LK = −i(LiγµDµLi +QiγµDµQi + eiRγµDµeiR + uiRγµDµuiR + diRγµDµdiR) (1.17)
where we take the covariant derivative as the appropriate form depending on the
7fermionic fields with which it is interacting.
1.2.2 Bosons
For a gauge field A that transforms as described above, the electroweak kinetic term
for bosons have a field strength tensor of the form:
Fµν = ∂µAν − ∂νAµ (1.18)
Together with the transformations described above for fermions, this produces a
combined SM electroweak field which transforms like:
Bµ → Bµ − 1
g′
∂µθ(x)
Wµ → U †LWµUL −
1
g
(∂µU
†
L)UL (1.19)
where UL = e
iσiW i . Finally, we have a kinematic term for each gauge field that is
symmetric under SU(2)W ⊗ U(1)Y : F µνFµν .
1.3 The Higgs Mechanism
The Higgs mechanism of the Standard Model involes the introduction of the complex
scalar field φ that is a doublet of SU(2)W , is charged under U(1)Y , and that has
a non-zero vacuum expectation value (VEV), which spontaneously breaks the local
SU(2)W ⊗ U(1)Y down to a global U(1) symmetry whose conserved quantity is the
electric charge. In the unitary gauge this field is expressed as
φ =
1√
2
(
0
h+ v
)
(1.20)
8where h is the predicted scalar boson (the Higgs boson) and v is its VEV. Starting
again with the kinetic Lagrangian term for the new field and finding the covariant
derivative one can give masses to the gauge bosons. The covariant derivative for a
Higgs, because it is charged under SU(2)W ⊗ U(1)Y , is
Dµ = ∂µ − ig
′
2
Bµ − ig
2
σiW iµ (1.21)
Hence, using the kinetic term of the Lagrangian
LKin−φ = −|Dµφ|2 (1.22)
and letting the field go to its VEV,
φ→ 1√
2
(
0
v
)
(1.23)
One can see that the following terms are generated:
LKin−φ → −1
8
(
0 v
)
(g′Bµ + gσiW iµ)(g
′Bµ + gσi(W i)µ)
(
0
v
)
(1.24)
Then using the fact that only combinations of σiσi and σ3I2 give non-zero results,
one arrives at the following expression:
LKin−φ = −v
2
8
(g2(W 1)2 + g2(W 2)2 + g2(W 3)2 − 2gg′W 3B + g′2B2 (1.25)
At this stage one can see that the VEV of the Higgs field mixes the electroweak fields
W 3 and B. Taking into account that the Lagrangian term from the VEV generates
terms all second order in the electroweak fields, and that any mass term for the
electroweak fields would also be second order, one can rewrite the above term as a
9mass matrix connecting the two sets of fields:
LKin−φ =− 1
2
V Tµ M
2V µ,
(1.26)
Vµ =

W 1
W 2
W 3
B

µ
, M2 =
v2
4

g2 0 0 0
0 g2 0 0
0 0 g2 −gg′
0 0 −gg′ g′2
 (1.27)
Clearly the W 1,2 fields are eigenstates with MW =
gv
2
. These can further be redefined
into linear combinations that act with well-defined charges (i.e. fully rotate the SU(2)
doublets from one component to the other or vice-versa): W± = 1√
2
(W 1 ∓ iW 2) with
each of these also having a mass gv
2
. The bottom-right corner of the matrix mixes
the remaining two fields, but can be diagonalized to find combinations with defined
masses. Defining two useful quantities sin(θW ) =
g′√
g2+g′2
, cos(θW ) =
g√
g2+g′2
, the
eigenstates after diagonalization are:
Zµ =cos(θW )W
3
µ − sin(θW )Bµ
Aµ =sin(θW )W
3
µ + cos(θW )Bµ (1.28)
which have masses of
v
√
g2+g′2
2
and 0 respectively. Rewriting the kinetic Lagrangian
term for the Higgs field after spontaneous symmetry breaking with everything above,
one obtains:
LKin−φ = −M2W (W+)µ(W−)µ +
1
2
M2ZZµZ
µ (1.29)
with MW =
gv
2
and MZ =
v
√
g2+g′2
2
= MW
cos(θW )
and the effects of spontaneous symmetry
breaking generating masses for the three electroweak bosons while leaving a fourth
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massless are immediately evident.
The Higgs mechanism, together with the symmetry statements of the SM, is a
statement of the behavior of a field, in particular how it behaves at low energies.
This description changes our understanding of “what” the gauge bosons are. In
particular it turns 3 of them into massive particles.
1.3.1 Effects of the Higgs on Fermions
The new Higgs field will also allow for writing Lagrangian terms for fermion masses
that respect the SU(2)W ⊗ U(1)Y symmetries, but first the effects it has on the
coupling of fermions to the gauge bosons will be discussed. Returning to our old
friend the covariant derivative and re-writing it in terms of the newly defined fields
of equation 1.28 we now find it looks thus:
Dµ = ∂µ−ig
2
σ1W 1µ−i
g
2
σ2W 2µ−iAµ
gg′√
g2 + g′2
(I3+YW )−iZµ( g
2√
g2 + g′2
I3− g
′2√
g2 + g′2
YW )
(1.30)
which has the nice characteristic of giving a coherent picture of the electric charges
of the fermions by defining the magnitude of the charge of an electron as e = gg
′√
g2+g′2
and the fraction a fermion has of the charge as Q = I3 + YW . This can be seen in
Table 1.1, which also lists the values of I3 and YW for the new Higgs field φ.
Aside from the compact and more physically representative form of the fermionic
covariant derivative that one can write after spontaneous symmetry breaking, the
Higgs mechanism also allows for one to write mass terms for the fermions that are in-
variant under the electroweak symmetries, an insight first discovered by Weinberg [9].
Thanks to the Higgs field being charged under the SU(2)W interactions, terms like
the following are now allowed in our Lagrangian:
11
LMferm ∼ λie†LφeR → vλie†LeR (1.31)
where the expression on the right is after spontaneous symmetry breaking and the λi
are couplings of the different fermions to the Higgs field (known as Yukawa couplings).
One can clearly see that the mass of the fermions is then mf =
λfv√
2
. Taking inspiration
from the derivation of the masses of bosons, one can write the interactions between
the fermions and the Higgs as a matrix equation involving all three generations. For
example writing terms for the quarks gives:
LMf ∼ d†LMddR + u†LMuuR
Md =
 md 0 00 ms 0
0 0 mb

Mu =
 mu 0 00 mc 0
0 0 mt

(1.32)
However this of course assumes that the mass eigenstates are identical to the flavor
eigenstates. The decay of the Kaon into pions however clearly shows that transitions
between generations are possible. In order to explain this decay, one can write a new
set of mass eigenstates, related to the flavor eigenstates as follows:
u′R = Ω
u
RuR, u
′
R = Ω
u
LuL
d′R = Ω
d
RdR, d
′
R = Ω
d
LdL (1.33)
where the Ω matrices are whatever rotations are necessary to rotate the flavor
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eigenstates into mass eigenstates and operate on the flavor space (i.e. they are 3x3
operators acting among the different quark generations). Then, turning to the charged
weak interactions one can make the replacement
Q†γµWµQµ ∼ (u′L)†WdL → u†L(ΩuL)†ΩdLWdL (1.34)
where the Lorentz indices are dropped for simplicity. The pair of transformations
(ΩuL)
†ΩdL generates the mixing between the different quark generations allowing the
charged weak interactions to change the flavor generation of quarks. Hence the de-
cay of a Kaon to pions is allowed. This pair of operators is known as the Cabibo-
Kobayashi-Maskawa (or CKM) Matrix [10].
1.3.2 The Higgs Potential
Throughout this chapter we have presumed a non-zero VEV for the Higgs field and
now we will turn to the requirements necessary to generate such a VEV. Invoking
electroweak invariance, the potential must be a function only of terms involving φ†φ
as this is the only electroweak invariant operator involving those fields. The renor-
malizable Higgs self-interaction,
LPot.−H = λ
2
(
v2
2
− φ†φ)2 (1.35)
is minimized by the vacuum expectation value 〈φ†φ〉0 = v2/2. This leads to three
massless (Goldstone) bosons and one massive scalar h with mass Mh =
√
λv. The
three massless bosons disappear as such from the physical spectrum reappearing as
the longitudinal, i.e., helicity zero, components of the now-massive W and Z bosons.
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1.4 Quantum Chromodynamics
Quantum Chromodynamics (QCD) are based on a non-Abelian SU(3) symmetry.
Each quark contains a ’color’, i.e. QCD quantum number, and transforms as a triplet
of SU(3).
The SU(3) force carriers, the gluons, have a field strength tensor similar to the
SU(2) force carriers:
Gaµν = ∂µG
a
ν − ∂νGaµ − gsfabcGbµGcν (1.36)
where gs is the QCD coupling.
1.4.1 Confinement and Spontaneous Symmetry Breaking in QCD
To illustrate the dynamics of the QCD Lagrangian only the first generation quarks
will be discussed. As the first generation quarks have masses much smaller than the
typical scale of QCD interactions (a few MeV viz. ∼ 200 MeV), at first approximation
those terms can be ignored and one can write the QCD Lagrangian of quarks and
gluons as:
LQCD = iψ¯LγµDµψL + iψ¯RγµDµψR − 1
4
GµνaGaµν (1.37)
where ψL/R is a two component vector in u, d flavor space for left/right handed quarks
respectively. Immediately one can see that this set of terms has an SUL(2)⊗SUR(2),
or chiral, symmetry, allowing for transformations of the form:
ψL → ULψL, ψR → URψR (1.38)
What is not obvious from the QCD Lagrangian are the phenomena of confinement
and asymptotic freedom. Namely that the quarks do not exist in a free state, but
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are bound into hadrons which are singlets of SU(3)c. For a full treatment the reader
is referred to Ref. [11], and we mention merely that the driving interaction behind
this phenomenon is that the interaction between two quarks via gluons has a linear
potential. The associated phenomenon of confinement, asymptotic freedom, is that
at higher energies (i.e. shorter distances) the quarks interact as free particles. Hence
confinement can be thought of as a VEV of the QCD, specifically of < a†q > as a
quark condensate. A notable characteristic of this condensate is that it breaks the
chiral symmetry above and hence would be explicitly forbidden if there are no other
terms in the Lagrangian that break this symmetry.
Fortunately, we know of such a term, and it is provided by the VEV of the
Higgs field: mqq
†
LqR. Further, because the masses of the up and down quarks are
significantly smaller than the confinement scale (ΛQCD ∼ 1GeV), the symmetry is
only approximately broken and one can use the formalism of pseudo-Nambu Goldstone
Bosons [12, 13, 14] to intuit that this approximate symmetry breaking will generate
a small number of quark condensates with masses well below the confinement scale:
in our case the three ∼ 140 MeV pions.
1.5 Motivations for Research Beyond the Standard Model
1.5.1 Higgs Mass and Fine Tuning
Calculations of the Higgs mass include quadratically divergent contributions from
loop corrections, most notably corrections from loops from top quarks, electroweak
gauge boson, and of the Higgs itself. These corrections are calculated in Ref. [15]:
∆M2t = −
3
8pi2
λ2tΛ
2
top, ∆M
2
gauge =
9
64pi2
g2Λ2gauge, ∆M
2
H =
1
16pi2
λ2Λ2H (1.39)
where ∆M2t , ∆M
2
gauge, and ∆M
2
H are the corrections from loops of the top quark,
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the electroweak boson, and the Higgs respectively. The quadratically divergent terms
Λtop, Λgauge, and ΛH represent energy cutoffs, above which the contributing diagrams
have to be recast using new physics mechanisms.
In order for the Higgs mass to be light, with no new physics below the Planck
scale, the corrections have to be fine tuned to one part in 1034 [16, 17]. This fine
tuning problem, also known as the ”Naturalness Problem” is a driving motivation
for new physics beyond the standard model. In particular, asking for fine tuning of
only 10% produces the corresponding energy cutoff values at which new physics could
appear:
Λtop . 2 TeV, Λgauge . 5 TeV, ΛH . 10 TeV (1.40)
We therefore have strong motivation for new BSM particles at the TeV scale,
which are producible at the LHC, that could help constrain the Higgs mass. Of
particular interest in BSM searches is the top sector which could have new physics
appearing at below 2 TeV.
1.5.2 Composite Higgs and the X5/3
In composite Higgs theories, the Higgs boson is the ”pion” of new strong dynamics
that are introduced by these theories. Extensions of the SM symmetry group intro-
duce new top quark partners which cancel out the divergent correction to the Higgs
mass due to the top quark loop [18]. The minimal symmetry group is SU(5)⊗U(1)X ,
where X is a new hypercharge, which gets broken to SUL(2) ⊗ SUR(2) ⊗ U(1)X .
The expanded sector contains vector-like quarks which come in doublets of the SU(2)
symmetries. The expanded matter content can include a vector-like quark with an
exotic electric charge of 5/3 times that of the electron [18], which is referred to as the
X5/3 . The dominant decay must be to top quarks (X5/3 → tW ) in order for this new
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particle to help solve the fine tuning problem mentioned above. The X5/3 carries a
QCD color charge and can be pair-produced by either qq¯ or gg fusion (see Figure 1·2)
with cross sections that are independent of the parameters of new physics other than
the mass of the X5/3 . The X5/3 can also be single-produced like gq → X5/3tq (see
figure 1·3). The clean same-sign dilepton final state, combined with a relatively light
possible mass, makes the X5/3 a compelling candidate for searches probing composite
Higgs theories.
Figure 1·2: Feynman diagrams of X5/3 pair production via QCD pro-
cesses.
Figure 1·3: Feynman diagram of X5/3 single production.
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Chapter 2
Large Hadron Collider
The Large Hadron Collider (LHC) is the world’s most powerful particle accelerator.
Located at the European Organization for Nuclear Research (CERN) near Geneva,
Switzerland, the main circular tunnel of the collider measures 26.7 km in circum-
ference. Four major particle physics detectors are supported throughout the ring,
including the Compact Muon Solenoid (CMS) experiment the source of the data in
this thesis.
2.1 Acceleration
The LHC utilizes a series of successively more powerful accelerators to accelerate
protons to the necessary energy.Protons are first accelerated to an energy of 50 MeV
in a linear accelerator, the LINAC2. These protons are then fed into a series of three
circular accelerators: the Proton Synchrotron Booster (PSB) ring, which brings the
proton energy up to 1.4 GeV; then the Proton Synchrotron (PS) ring, which brings
the energy up to 25 GeV; and then the Super Proton Synchrotron (SPS) ring, which
brings the energy up to 450 GeV. These 450 GeV protons are then injected into the
LHC main ring. Figure 2·1 shows a diagram of the CERN accelerator complex. Other
parts of the CERN accelerator complex not specifically mentioned above are used for
heavy ion acceleration, beam studies, and accelerator research and development.
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Figure 2·1: Diagram of the CERN accelerator complex culminating
which accelerates proton for use in collisions in the LHC. From Ref. [1].
19
2.2 Luminosity
Luminosity is a measurement of the number of collisions a particle beam can gener-
ate as a function of time. The luminosity depends on beam parameters such cross
sectional beam size β∗, its longitudinal focusing, and the crossing angle. A summary
of the beam parameters for 2012, 2015, and 2016 data taking at the LHC is shown in
Table 2.1. The LHC is designed for a luminosity of 1034cm2s−1. The design luminosity
was first achieved in 2012, while running at a center-of-mass energy of 8 TeV. In 2016,
while running at a center-of-mass energy of 13 TeV, peak instantaneous luminosities
of 1.4 ∗ 1034cm2s−1 was achieved. At the LHC, protons are delivered in concentrated
bunches and after acceleration and focusing, collisions occur with each proton bunch
crossing.
Parameter 2012 2015 2016
energy per beam (TeV) 4 6.5 6.5
bunch spacing (ns) 25 25 25
β∗ (cm) 60 80 40
crossing angle (µrad) 290 290 240
peak luminosity (1034cm2s−1) > 0.7 ∼ 0.5 1.4
Table 2.1: Summary of LHC operation parameters during 2012, 2015,
and 2016 data taking.
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Chapter 3
The CMS Detector
The Compact Muon Solenoid (CMS) experiment is a general-purpose particle detector
at LHC that is located near the village of Cessy, France. CMS experiment is a multi-
layered detector designed to reconstruct electrons, photons, hadrons, and muons with
high resolution and efficiency. Neutrinos are not detected directly, but can be inferred
from an imbalance in the total sum of every other particle’s transverse momenta.
This imbalance suggests neutrinos in the form of missing transverse energy (MET
or EmissT ). A central feature of the detector is its large solenoid magnetic which
creates a 3.8 T magnetic field which bends the paths of charged particles as they
radiate out from the collision origin. The inner most layer of the detector is a silicon
tracker which precisely measures the momenta of charge particles. In the next layer is
the electromagnetic calorimeter (ECAL) which is designed to primarily characterize
electrons and photons. Follow this layer is the hadronic calorimeter (HCAL) which
primarily characterizes hadrons. After this layer is the solenoid magnetic mentioned
above. And finally, muons are characterized in outermost layer, a system of muon
detectors. An illustration and a cross-sectional summary of the CMS detector is
shown in Figure 3·1
3.1 Geometry
CMS uses a right-handed coordinate system with the nominal collision point as its
origin. The x axis points toward the center of LHC ring, the y axis points upward
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Figure 3·1: An illustrative view of CMS detector and a cross-sectional
view of its subsystems [2].
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away from the center of the Earth, and the z axis points along the beam-line in the
counterclockwise direction. In cylindrical coordinates, the radial distance r is measure
from the origin, the polar angle θ is measure from the z axis, and the azimuthal angle
φ is measured in the x-y plane. Another handy measurement that is often used in
place of the polar angle is the pseudo-rapidity (η ≡ − ln tan θ
2
).
3.2 Solenoid Magnet
Enclosing the tracker, ECAL, and HCAL is the cylindrical superconducting solenoidal
magnet. Measuring 12.9 m in length and 5.9 m in diameter, it is the largest super-
conducting magnetic ever built. Inside the solenoid, it produces a 3.8 T magnetic
field that run parallel to the beam-line. This high field strength allows for good pT
resolution for high energy particles, even in the TeV range. The solenoid is made of
NbTi wires and operates at a temperature of 4 K while carrying a current of 18, 160 A.
The flux is returned through an iron yoke with sits outside the solenoid.
3.3 Tracker
In the inner-most layer of the CMS Detector is the silicon tracker subdetector, which
measures 5.8 m in length and 2.5 m in diameter. The tracker is designed to precisely
measure charge particle trajectories for particles with pT as low as 1 GeV. It also
reconstructs not only the primary vertices, but also secondary vertices from the decay
of long lived particles and vertices from pileup collisions. The detector design features
high positional granularity for tracks, a fast response, and low per layer average
particle occupancy. All this needs to be accomplished while minimizing the amount
of material used in the detector to reduce, as much as possible, undesired material
interactions, such as electron bremsstrahlung, photon conversion, nuclear interactions,
and multiple Coulomb scattering. In order to reduce the average particle occupancy
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in the inner layer where the occupancy is the higher, the tracking system utilizes two
types of silicon detectors: silicon pixels in the inner layers and silicon strips in the
outer layers. A schematic of the tracking system is shown in Figure 3·2.
Figure 3·2: A r-z slice schematic of the CMS tracker [2].
3.3.1 Silicon Pixel Tracker
Between a radius of 4.2 cm and 10.2 cm, is the inner portion of the tracker system, the
silicon pixel detector. The detector consists of two endcap disks and three barrel layers
at radii of 4.4, 7.3, and 10.2 cm. There 66 million pixels at size of 100x150 µmcovering
layers of the pixel tracker. The spatial resolution of track hits are on average between
10-15 µm. A relative layout of silicon pixel tracker is shown in Figure 3·3.
3.3.2 Silicon Strip Tracker
The outer portion of the tracker system is the CMS strip tracker, which consists of
four tracker inner barrel (TIB) layers, six tracker outer barrel (TOB) layers, three
tracker inner disks (TID), and eighteen tracker end-cap (TEC) disks. Silicon strips
on all these layers are oriented in the r−φ plane and have widths between 320µmand
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Figure 3·3: The CMS silicon pixel tracker. The relative position of
the two endcap disk and three barrel are shown [3].
500µm, with narrower strips closer to the experimental origin and wider strips further
out radially. While most of the layers are single layer detectors, some layers consist of
two single layer detectors glued back-to-back with the second layer rotated an angle
of 100 mrad from the first, which helps give a longitudinal measurement in addition
to the r − φ position. A diagram showing the configuration of the strip tracker is
shown in Figure 3·4.
3.4 ECAL
A crucial consideration in the design of the CMS electronic calorimeter (ECAL) is
the high energy resolution necessary for the detection of the two photon decay of
the Higgs boson. The choice of lead tungstate (PbWO4) was selected for the ECAL
due to its high density (8.28 g/cm3), its small radiation length (0.89 cm), and its
short Molie`re radius (2.2 cm). These qualities allow for high spatial resolution and
for the ECAL crystals to absorb almost all of the energy (99%) of electromagnetic
showers in their 23 cm length. The scintillation decay time of the lead tungstate is
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Figure 3·4: Diagram of the CMS strip tracking detector. Layers
colored in red are for a single module and layers colored in blue are for
double sided modules [4].
also conveniently on the same order as the LHC bunch crossing time. In the 25 ns
window, 80% of the light from an shower will be emitted.
The ECAL is composed of three main components: a barrel calorimeter (EB),
endcap calorimeters (EE), and a preshower detector (ES). A schematic and diagram
of the ECAL is shown in Figure 3·5.
3.4.1 Barrel ECAL
The cylindrical-shaped barrel ECAL detector covers the η range from -1.479 to 1.479.
The EB detector is composed of 36 supermodules, which each has 1700 PbWO4
crystals. Each crystal has an η-φ resolution of 0.0174 x 0.174. These crystals readout
in 5x5 groups called super crystals, which form the triggering for the energy clustering
in the ECAL.
3.4.2 Endcap ECAL
Two ECAL endcaps cover an |η| range between 1.556 and 3.0. Each side of the endcap
consists of two half-disk dees, which each has 3662 crystals. Each of the half disk
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Figure 3·5: The CMS ECAL and a quadrant diagram showing the
relative position of the three ECAL components [3].
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contains 138 of the same standard 5x5 super crystals used in the barrel ECAL, and
also contains 18 partial super crystals that that have special shapes to fill in space
along the inner and outer radii.
3.4.3 Endcap Preshower
The ECAL endcap preshower detector is a sampling calorimeter, whose main purpose
is to distinguish real photons from the diphoton decays of neutral pions. Neutral pions
in the high η region often have large Lorentz boosts in the longitudinal direction,
which can cause the two photons resulting from the diphoton decay of the neutral
pion to be too close together for the standard ECAL crystals to distinguish them
from each other. The detector is comprised of two layers: lead absorber plates in the
first layer and silicon strip sensor, which measure the energy deposits, in the second
layer. The strips have a width of 2mm (compared to the roughly 3cm resolution of
the ECAL crystals).
3.5 HCAL
The hadronic calorimeter specializes in measurements of hadron jets. The CMS
HCAL is designed to produce good jet energy resolution as well as good resolution for
measuring missing transverse energy, from which neutrinos and exotic particles can
be inferred. The HCAL is composed of four sub-detectors, the HCAL barrel (HB)
detector, the HCAL outer (HO) detector, the HCAL endcap (HE) detector, and the
HCAL forward (HF) detector.
The HCAL sub-detectors are all sampling calorimeter made with layers for absorb-
ing and scintillating. The materials in these absorber-scintillator layers are mostly
brass and plastic in the HB, HE, and HO detectors, and mostly steel and quartz in
the HF detector. A schematic drawing of the HCAL can be seen in Figure 3·6.
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Figure 3·6: A schematic drawing CMS detector showing the relative
positioning of the HCAL sub-detectors in the r-z plane. Different values
of the pseudorapidity eta are shown by the dashed lines. From Ref. [5].
3.5.1 Hadronic Barrel Calorimeter
The hadronic barrel detector is a sampling calorimeter that covers the pseudorapidity
range —η—< 1.3. The HB detector is consists of two half-barrel section, HB+ and
HB-. Each section has 36 segmented azimuthal wedges each with four azimuthal
sectors. The detector has a 0.087 x 087 η − φ resolution.
3.5.2 Hadronic Outer Calorimeter
The hadronic outer detector is a sampling calorimeter that covers the pseudorapidity
range |η| < 1.3 and is used to provide sufficient sampling depth in this region. The
central ring consists of two layers of scintillators at radial lengths 3.82 m and 4.07 m,
which are located on both sides of a tail catcher iron, a piece of iron with thickness 19.5
cm. Other rings that comprise the rest of the HO only have one layer of scintillator
at radial lengths 4.07 m.
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3.5.3 Hadronic Endcap Calorimeter
The hadronic endcap detector is a sampling calorimeter that covers the pseudorapidity
range 1.3 < |η| < 3.0 and is designed like the HB detector described above. For 1.3
< |η| < 1.74, the HE detector has a φresolution of 0.087, while in the range 1.74
< |η| < 3.0, the φresolution is 0.174. There is not a consistent ηresolution. The
ηresolution ranges from 0.087 for low —η—to 0.35 at high —η—.
3.5.4 Hadronic Forward Calorimeter
The hadronic forward detector covers the very forward region 3.0 < |η| < 5.0. De-
signed to operate in the high radiation of the forward region, quartz fibers are pick
for scintillation For absorption, the detector uses of steel. The 0.6 mmdiameter fibers
are embedded in grooves inside the steel and are evenly spaced 5 mmapart in a square
grid, running parallel to the beam line. Each groove contains two fibers, providing
two longitudinal measurements. The HF has an ηresolution of 0.175 and a φresolution
of generally 0.174, but in the highest —η—region, the φresolution is 0.35.
3.6 Muon System
High quality muon detection is a central feature in the CMS design. The highly pen-
etrating nature of muons allows the CMS muon system to be located outside of the
solenoid magnet. The muon system consists of a barrel section and two endcap sec-
tions on either end of the barrel. Three types of gaseous detectors are used the muon
system: Drift Tubes (DTs), Cathode Strip Chambers (CSCs), and Resistive Plate
Chambers (RPCs). A schematic layout of a single quadrant of the muon detector in
the r − z is shown in Figure 3·7.
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Figure 3·7: Layout of one quadrant of the CMS muon system in the
r − z plane [6] .
3.6.1 Barrel Muon System
The muon system barrel covers a pseudorapidity range of —η—< 1.2. Drift tube
chambers are used in the barrel and are located inbetween layers of the magnetic flux
return plates. The DTs are organized into Super Layers (SLs), which consists of 4
layers of offset individual tubes. A combination of two vertically stacked SLs work
together as part of a single DT Station, one to measure the r − φ plane position of
the muon and the other to measure r − z plane position. A third SL measures the
coordinates in the r−φ plane. The spatial resolution of the DTs are between 80 and
120 µm [21]. A schematic for a DT SL and a cross-sectional view of a single DT can
be viewed in Figure 3·8.
3.6.2 Endcap Muon System
The endcap muon system covers a pseudorapidity range of 0.9 <—η—< 2.4 and
consists of 4 disks of Cathode Strip Chambers detectors. Every CSC detector has of
seven layers of cathode strips alternating between with six gas gaps that contain anode
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Figure 3·8: The layout of a single Drift Tube Station (left) and a
cross-sectional view of a single Drift Tube. Sourced from Ref. [8].
Figure 3·9: Schematic drawing of the barrel muon detectors in r − φ
plane [7].
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wires. The azimuthally running anode wires are used in measuring the muon radial
position. The cathode strips are used in measuring the φ coordinate. A diagram of a
single CSC detector is shown in Figure 3·10.
Figure 3·10: A schematic drawing of a CSC detector [7].
3.6.3 Resistive Plate Chambers
In the pseudorapidity region —η—< 1.6, Resistive Plate Chambers help determine
the exact bunch crossing associated a given muon track. While spatial resolution of
the RPCs (between 0.8 and 1.2 cm [21]) is significantly worse than DTs or CSCs, the
time resolution (roughly 1 ns) is the best. The high timing resolution is also utiltized
in the veto of background cosmic rays.
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Chapter 4
Search for X5/3
4.1 Analysis Strategy
The analysis takes advantage of the rare same-sign dilepton topology as the primary
search handle; note that the same-sign dileptons always come from the same X5/3
object in both single and pair production. The large number of extra jets and leptons
in the signal process provide us with secondary search handles. These other highly
energetic objects allow us to significantly discriminate between signal and background
based on both the number of them (the number of constituents) as well as the scalar
sum (now including as well the same-sign dileptons) of their pT , which will be called
HlepT . The single production analysis also includes an additional search handle due
to the presence of a forward jet, typical of a bremsstrahlung process. In general, all
the backgrounds and much of the analysis strategy is shared between the pair and
single analyses, and unless otherwise specified, any description in this section can be
assumed to apply to both analyses.
The overall strategy is a cut-and-count analysis using a combination of the rar-
ity of our topology with the discrimination of the above variables to select a region
where signal dominates the background contribution. The contribution of each of
three categories of background sources (the Standard Model backgrounds, the charge
misidentification background, and the fake/non-prompt lepton background) are rel-
atively equal in size and detailed in Section 4.5. The main background uncertainty
for the analysis comes from the estimate of the fake/non-prompt background events
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where at least one lepton is a product of a fake or non-prompt source. This back-
ground will be refer to as simply the ”Non-Prompt” background.
4.2 Datasets
4.2.1 Observed Dataset
Proton-proton collision data collected at CMS at center-of-mass energy (
√
s) of 13 TeV
in 2016 are used for both pair and single-produced X5/3 analyses. The data include
two different triggering eras, 2016-early and 2016-late (details below), corresponding
to 17.7 fb−1 and 18.2 fb−1 , respectively, for a total of 35.9 fb−1 . Each triggering era
is treated as an independent measurement with appropriate correlation of systematic
variables when using the full combined dataset.
4.2.2 Background Monto Carlo
Background samples are produced via Monte Carlo processes using Madgraph 5
(aMC@NLO 2.2.2) [22], Pythia 8.212 [23], and Powheg 2.0 [24]. Table 4.1 lists the
background samples along with their cross sections. When possible, the next-to-next-
to-leading order (NNLO) cross sections are used, but for rarer processes (e.g. WWZ)
the next-to-leading order (NLO) values are used. Cross sections are taken from CMS
internal compilations [25, 26].
4.2.3 Signal Monte Carlo
The X5/3 Monte Carlo signal events are generated using a combination of MGAM-
CNLO 2.2.2 [27] and MADSPIN [28] for each of two coupling scenarios, fully left-
or right-handed mixing of the new composite doublet with the SM top/bottom weak
doublet and referred to by the abbreviations LH and RH respectively. The MAD-
GRAPH generator is used both to produce X5/3 events and decay each X5/3 to a top
quark and a W boson. The decays of the top quarks and W bosons are simulated
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Samples used to estimate rare SM background contributions.
Sample Name Order σ (pb)
tt¯W NLO 0.2043
tt¯Z¯ NLO 0.2529
tt¯H NNLO 0.215
tt¯tt¯ NLO 0.009103
WZ¯ → 3`ν NLO 4.42965
Z¯Z¯ → 4` NLO 1.212
W±W± LO 0.03711
WWZ NLO 0.1651
WZZ NLO 0.1651
ZZZ NLO 0.01398
Samples used only for cross checks or other studies.
Sample Name Order σ (pb)
W → `ν NNLO 29925
Z¯ → `+`− NNLO 5730
tt¯ NNLO 831.76
QCD (15<pT <30) LO 1837410000
QCD (30<pT <50) LO 140932000
QCD (50<pT <80) LO 19204300
QCD (80<pT <120) LO 2762530
Table 4.1: Background Monte Carlo samples used, the order at which
they are produced, and their cross sections. Decays are inclusive unless
otherwise specified, except for tt¯H. In order to reduce the sample size,
tt¯H samples do not include decays where the Higgs decays to bb¯, which
is not relevant for our analysis since the same sign dilepton selection
would require the Higgs decay to include an isolated energetic lepton.
36
with MADSPIN with each allowed to decay fully inclusively. The signal events are
simulated at leading order (LO) for various mass values between 700 and 1600 GeV
in 100 GeV steps with the signal cross sections then normalized to the next-to-next-
to-leading order using Top++2.0 [29, 30, 31, 32, 33, 34]. Table 4.2 lists the signal
samples along with the NNLO cross sections.
At CMS, each proton bunch crossing often creates more than one proton-proton
collision occuring close together; these overlapping collisions are referred to as pileup.
In 2016, the average pileup was greater than 25 interactions per bunch crossing. Both
signal and background MC samples are reweighted such that their pileup distribution
matches that of the data of their respective analysis. Parton showering, hadroniza-
tion, and the underlying event for all samples are simulated with PYTHIA 8.212,
using NNPDF 3.0 [35] parton distribution functions (PDF) with the CUETP8M1 un-
derlying event tune [36], except for the tt¯ sample which uses the CUETP8M2T4 [37]
tune.
4.3 Trigger
The 2016 dataset is divided into two different triggering eras, 2016-early and 2016-late.
The change in the later era is the introduction of asymmetric lepton pT thresholds.
This asymmetry allows for a lower offline pT requirement on the sub-leading lepton
which preserves more signal efficiency for left-handed X5/3 , which has a lower pT spec-
trum for the second lepton in the event. Table 4.3 details the triggering requirements
in the different eras.
4.3.1 Double Electron Trigger
The efficiency of the dielectron trigger is measured using the tag-and-probe technique.
By requiring the tag electron to pass one leg of the trigger, the probe electron can
provide an unbiased measurement of the efficiency of the other leg. The two legs are
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Sample σNNLO (pb)
X5/3 X5/3 M-700 0.455
X5/3 X5/3 M-800 0.196
X5/3 X5/3 M-900 0.0903
X5/3 X5/3 M-1000 0.0440
X5/3 X5/3 M-1100 0.0224
X5/3 X5/3 M-1200 0.0118
X5/3 X5/3 M-1300 0.00639
X5/3 X5/3 M-1400 0.00354
X5/3 X5/3 M-1500 0.00200
X5/3 X5/3 M-1600 0.001148
X5/3 M-700 0.745
X5/3 M-800 0.532
X5/3 M-900 0.388
X5/3 M-1000 0.285
X5/3 M-1100 0.212
X5/3 M-1200 0.159
X5/3 M-1300 0.120
X5/3 M-1400 0.0917
X5/3 M-1500 0.0706
X5/3 M-1600 0.0541
Table 4.2: Signal Monte Carlo samples and their corresponding cross
sections.
Signal Region Triggers
Channel Era Leading lepton pT Sub-leading lepton pT
Dielectron 2016-early 33 GeV 33 GeV2016-late 37 GeV 27 GeV
Electron-muon 2016-early 30 GeV 30 GeV2016-late 37 GeV 27 GeV
Dimuon 2016-early 30 GeV 11 GeV2016-late 30 GeV 11 GeV
Control Region Triggers
Lepton Flavor Era lepton pT
Electron
2016-early 17 GeV
2016-late 17 GeV
Muon
2016-early 17 GeV
2016-late 17 GeV
Table 4.3: Lepton pT thresholds for early and late 2016 triggering
eras.
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referred to by their lepton flavor and pT threshold: “Ele37” and “Ele27.” The overall
trigger efficiency is then the AND of the two single-electron efficiencies. Both the tag
and the probe electrons are required to pass the offline identification and isolation
requirements used in the analysis (detailed below). The efficiency is measured w.r.t.
electron pT and separated into three bins of |η| in order to match the detector regions
which have different requirements on the offline electron ID.
The resulting efficiency measurements plotted as a function of pT are fit with a
cumulative distribution function of a Gaussian distribution. The magnitude, mean,
and standard deviation of the integrated Gaussian function are left floating in the fit,
which takes the following form:
f(pT , p
TO
T , Aeff , σpT ) = Aeff ∗
pT∫
−∞
1√
2piσ2pT
e
−(x−pTOT )
2
2σ2pT dx (4.1)
where the parameters pT
TO is the turn on value of pT for the trigger, Aeff is the
amplitude of the plateau efficiency, and σpT is the online-offline pT resolution.
Figures 4·1, 4·3, and 4·2 show the plotted efficiencies and fits while Tables 4.4, 4.6,
and 4.5 report the values of the plateau efficiencies obtained for the Ele37 and Ele27
electrons respectively. The offline pT thresholds of 35, 40 and 30 GeV (corresponding
to the Ele33, Ele37, and Ele27 triggers respectively) are above the turn on, and fall
in the fully efficient plateau, so a flat efficiency is assumed for each of the separate |η|
bins and the ratio of data to MC plateau is taken as a data-to-simulation scale factor
on the performance of the trigger.
4.3.2 Electron-Muon Trigger
Similar to the double electron trigger, the cross-trigger efficiency is also measured
using a per-lepton tag-and-probe strategy. The online IDs used in the electron legs of
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η Region Data Plateau Efficiency MC Plateau Efficiency
|η| < 0.8 97.97% 99.18%
0.8 < |η| < 1.442 98.58% 99.42%
1.556 < |η| < 2.4 99.21% 99.40%
Table 4.4: Efficiency of the Ele33 electron in the three |η| regions used
in the analysis.
Figure 4·1: Efficiency of an electron passing the Ele33 trigger.
η Region Data Plateau Efficiency MC Plateau Efficiency
|η| < 0.8 98.62% 99.20%
0.8 < |η| < 1.442 98.69% 99.47%
1.556 < |η| < 2.4 99.24% 99.40%
Table 4.5: Efficiency of the Ele27 electron in the three |η| regions used
in the analysis.
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Figure 4·2: Efficiency of an electron passing the Ele27 trigger.
η Region Data Plateau Efficiency MC Plateau Efficiency
|η| < 0.8 98.48% 99.15%
0.8 < |η| < 1.442 98.38% 99.37%
1.556 < |η| < 2.4 98.82% 99.44%
Table 4.6: Efficiency of the Ele37 electron in the three |η| regions used
in the analysis.
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Figure 4·3: Efficiency of an electron passing the Ele37 trigger.
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the cross trigger are identical to those used in the double-electron trigger, so the same
efficiencies are used for the electrons of the cross trigger. Measurement of the muons
of the cross trigger, Mu37 or Mu27, uses the tag-and-probe method, as described
above.
The efficiencies are measured as a function of muon pT in 5 different |η| regions
and the results are shown in Figures 4·4, 4·6, and 4·5 for Mu37 and Mu27. As with
the electron triggers, these efficiencies are used to derive a data-to-simulation scale
factor in order to correctly scale the MC to match the performance of the data.
4.3.3 Double Muon Trigger
Both 2016 triggering eras use the same double muon trigger. The efficiency of this
trigger Dimuon is measured using the Reference Method, which relies on an appropriate
trigger to make a selection on the data. The final efficiency can then be calculated
with measurements of the efficiency of the reference trigger Ref and the conditional
relationship between the reference trigger and the double muon trigger Dimuon|Ref :
Dimuon = Ref ∗ Dimuon|Ref (4.2)
A single muon trigger with a pT threshold of 17 GeV(HLT Mu17) is used as the
reference trigger, and its efficiency is measured using a tag-and-probe method (see
Figure 4·7). The reference trigger efficiency is calculated using:
Ref = 1− (1− Mu17(µ1)) ∗ (1− Mu17(µ2)) (4.3)
where subscript 1 denotes the efficiency of the leading muon to fire HLT Mu17 and
subscript 2 denotes the same for the sub-leading muon.
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Figure 4·4: Efficiency of a muon to fire Mu30 of
HLT Mu30 Ele30 CaloIdL GsfTrkIdVL. Top Row: Muons with
0 < |η| < 0.4 left, and with 0.4 < |η| < 0.9 right. Middle Row: Muons
with 0.9 < |η| < 1.2 left, and with 1.2 < |η| < 2.1 right. Bottom:
Muons with 2.1 < |η| < 2.4
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Figure 4·5: Efficiency of a muon to fire Mu27 of
HLT Mu27 Ele37 CaloIdL GsfTrkIdVL. Top Row: Muons with
0 < |η| < 0.4 (left), and with 0.4 < |η| < 0.9 (right). Middle Row:
Muons with 0.9 < |η| < 1.2 (left), and with 1.2 < |η| < 2.1 (right).
Bottom: Muons with 2.1 < |η| < 2.4
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Figure 4·6: Efficiency of a muon to fire Mu37 of
HLT Mu37 Ele27 CaloIdL GsfTrkIdVL. Top Row: Muons with
0 < |η| < 0.4 (left), and with 0.4 < |η| < 0.9 (right). Middle Row:
Muons with 0.9 < |η| < 1.2 (left), and with 1.2 < |η| < 2.1 (right).
Bottom: Muons with 2.1 < |η| < 2.4
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The efficiency of the dimuon trigger given that HLT Mu17 has fired (Dimuon|Ref) is
calculated by first skimming the tag-and-prove events while requiring either the tag
or the probe to have fired HLT Mu17 and querying if the muon pair also fired the
dimuon trigger. Together with the HLT Mu17 efficiency, this conditional efficiency is
used to calculate the final efficiency of the HLT Mu30 TkMu11 double muon trigger.
The efficiencies and corresponding data-to-simulation scale factors are binned by
the |η| of the two muons (see Figure 4·9). As with the electrons above, the muons
in trigger efficiency measurement are required to pass the same offline identification
and isolation requirements used in the analysis (defined Section 4.4.2 below).
4.4 Object Reconstruction
The same-sign dilepton final state searches of the X5/3 rely on the reconstruction of
electrons, muons, jets (collimated decay products of quark hadronization), and EmissT .
Because the primary signature of the final states is comprised of leptons, optimization
of the lepton reconstruction, identification, and isolation requirements are critical to
maximize signal efficiency while maintaining a low background of fake leptons.
4.4.1 Electrons
A candidate electron is reconstructed from a collection of energy clusters in the ECAL
matched to a track [38]. A multivariate analysis (MVA) is used for identification of
electrons. To select good electron candidates, the MVA identification makes use of
variables related to shower shape, the probability of the electron being produced by
a photon conversion, track quality, the distance from the track to the primary vertex,
and the compatibility between the track and matched electromagnetic clusters [39].
The analysis defines two levels of electron identification and isolation requirement:
a “loose” definition and a more stringent “tight” definition. For signal selection
the tight definition is used. Loose definitions are used to estimate the data-driven
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Figure 4·7: Efficiency of HLT Mu17 versus pT . Top Row: Muons
with 0 < |η| < 0.4 (left), and with 0.4 < |η| < 0.9 (right). Middle Row:
Muons with 0.9 < |η| < 1.2 (left), and with 1.2 < |η| < 2.1 (right).
Bottom: Muons with 2.1 < |η| < 2.4
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Figure 4·8: Efficiency of the tag-and-probe pair to fire
HLT Mu30 TkMu11 given one of the pair fired HLT Mu17 for data
(top), MC (bottom).
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Figure 4·9: Data-to-simulation scale factor taken from compar-
ing data and MC efficiencies of the tag-and-probe pair to fire
HLT Mu30 TkMu11 given one of the pair fired HLT Mu17.
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backgrounds. Table 4.7 shows the requirements on the MVA discriminator for both
the loose and tight working points.
In addition, in order to pass the tight definition, the electron is required have
value of mini-isolation less than 0.1, where mini-isolation (Imini) is defined as the sum
of energy around the electron in a varying cone size divided by the pT of the electron.
The value of Imini is pileup corrected using effective area corrections described in [40].
The radius used for the isolation cone (R) is defined as:
R =
10
min(max(pT/GeV, 50), 200)
(4.4)
The use of mini-isolation leads to significantly larger signal efficiencies than using
relative isolation (which differs by having a fixed cone size), especially at larger signal
masses.
After identification and isolation requirements, kinematic requirements are placed:
• |η| < 2.4
• |η| < 1.4442 OR |η| > 1.566 - veto electrons that fall in the gap between the
EB and EE calorimeters
Tag-and-probe methods are use to derive data-to-simulation scale factors for elec-
tron ID efficiency (see Figure 4·10 and 4·11) and for the Imini requirement (see
Figures 4·12 and 4·13) and are binned by electron pT and η. The standard CMS
tag-and-probe procedure for electrons is followed [41]. In general, all scale factors are
within 5% of unity.
Electron Charge Consistency
In CMS, the electron charge is measured with three methods: one based on the curva-
ture of the electron track reconstructed using a Gaussian Sum Filter (GSF) algorithm,
51
Figure 4·10: Electron ID efficiencies for data (top) and simulation
(bottom). Electrons in the narrow gap regions between the endcap and
the barrel are discarded, and so that region is binned separately.
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Figure 4·11: Electron ID data-to-simulation scale factors. Scale fac-
tors in all regions are consistent with unity.
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Figure 4·12: Electron isolation efficiencies for data (top) and simula-
tion (bottom). Electrons in the narrow gap regions between the endcap
and the barrel are discarded, and so that region is binned separately.
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Figure 4·13: Electron isoltation data-to-simulation scale factors.
Scale factors in all regions are consistent with unity.
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a second based on the curvature of the electron track reconstructed using standard
CMS tracking matched to the GSF track, and a third based on the difference in φ
between electron’s energy deposit in the ECAL and its hits in the pixel detector [42].
We will refer to these three different methods as GSF, CTF, and ScPix, respectively.
Putting consistency requirements on these different methods lowers the rate of charge
misidentification for electrons. At low electron pT , all three methods are required to
agree. However, at higher electron pT , the reliability of the ScPix charge decreases.
To check the performance of these methods, the accuracy and the disagreeability
of each method is checked using signal MC events that has a reconstructed electron
which matches to a generator electron, i.e. a requirement of ∆R < 0.1 between the
reconstructed and the generator electron. Using MC truth information, the accuracy
is a measurement of how often a given method gives the correct charge, i.e. the
probability that the method’s reconstructed charge and the charge of the matched
generator electron are in agreement. The disagreeability of a method is the probability
that that method reconstructs a charge that disagrees with the charges reconstructed
by both of the other two method, i.e. when the other two methods agree and the
method in question does not.
Figure 4·14 plots the accuracy and the complement of the disagreeability as a
function of electron pT and η. While the relative accuracy and disagreeability between
the methods is fairly equal with respect to η, the ScPix method becomes both less
accurate and more disagreeable than the GSF and CTF methods at high pT . A
relaxed charge consistency is therefore defined: for electrons with pT <100 GeV, the
charges from all three methods must agree, but for electrons with pT >100 GeV only
the two charges from the tracker-based methods, the GSF and CTF methods, are
required to agree.
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Figure 4·14: The accuracy (top) and disagreeability of the GSF, CTF,
and ScPix methods of measuring the charge of an electron as a function
of η (left) and pT (right). Measured using samples assuming a 1000 GeV
left handed X5/3 .
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4.4.2 Muons
Muons are reconstructed using a global track fit of hits in the muon chambers and
hits in the silicon tracker. In the dimuon channel the two muons are required to be
either separated in φ (∆φ > 1.25) or to not be both forward and on the same side
of the detector. The analysis defines two levels of muon identification and isolation
requirement: a loose definition and a more stringent tight definition. For signal
selection the tight definition is used. Loose definitions are used in the estimate of
the background contribution to the signal region of non-prompt muons. The tight
definition requires that the global fit of the track between the muon chambers and
the silicon tracker is high quality and additionally places the following requirements
on the muon:
• dZ - the minimum longitudinal distance from the track to the primary vertex
< 5 mm
• dXY - the minimum radial distance from the track to the primary vertex < 2 mm
• Number of valid hits in the muon system >= 1 per station
• Number of stations in the muon system matched to the track>= 2
• Number of valid hits in the pixel tracker >= 1
• Number of tracker layers with hits from the muon track >= 6
As with electrons, to pass the tight definition, muons are also required to have a
mini-isolation of less than 0.1. Tag-and-probe methods are also use to derive data-
to-simulation scale factors for muon ID efficiency (see Figures 4·15 and 4·16) and
for the Imini requirement (see Figures 4·17 and 4·18) and are binned by muon pT
and η. The standard CMS tag-and-probe procedure for muons is followed [43]. In
general, all scale factors are very close to unity.
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Figure 4·15: Muon ID efficiencies in data (top) and MC (bottom).
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Electron η Loose Working Point Tight Working PointMVA Discriminant Imini MVA Discriminant Imini
0.0 < |η| < 0.8 > −0.041 < 0.40 > 0.674 < 0.1
0.8 < |η| < 1.479 > 0.383 < 0.40 > 0.774 < 0.1
1.479 < |η| < 2.4 > −0.515 < 0.40 > 0.170 < 0.1
Table 4.7: Requirements on electron MVA discriminator value and
Imini for both the loose and tight working points.
Figure 4·16: Muon ID data-to-simulation scale factors.
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Figure 4·17: Muon mini-Isolation efficiencies in data (top) and MC
(bottom).
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Figure 4·18: Muon mini-Isolation data-to-simulation scale factors.
4.4.3 Jets
Jets are clustered from the reconstructed particle flow (PF) candidates using the anti-
kt algorithm [44, 40, 45] with a distance parameter of 0.4. When a jet that overlaps
with leptons (i.e. any electron or muon passing the loose definition) the leptons are
removed by matching lepton PF candidates to jet constituents and subtracting the
energy and momentum of the matched candidates from the jet four-vector. Jet energy
corrections are applied to account for any residual non-uniformity, non-linearity of the
detector response, and the level of pileup in the event [46]. The analysis applies the
following criteria on the jets:
• pass the loose pileup jet ID
• |η| < 2.4
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• pT > 30 GeV
Then, jets in MC samples are smeared using the standard CMS technique [47], in
order to correct for differences between the data and MC with respect to jet energy
resolution (JER).
4.4.4 Missing ET
After taking all of the reconstructed particles in the event, one can find the vector
sum of all the transverse momenta. The magnitude of this vector is defined as the
missing transverse energy EmissT . While the E
miss
T in the event is not used in the
definition of the signal region, it plays a role in defining a control region used to
predicted non-prompt lepton background.
4.5 Same-sign Dilepton Background Estimation
There are three categories of background processes that may enter our same-sign
dilepton signal region:
• Same-sign prompt (SSP) leptons: rare SM processes that decay to a pair of
prompt same-sign leptons.
• Opposite-sign prompt leptons (ChargeMisID): SM processes that decay to a
pair of prompt opposite-sign leptons, where one of the leptons has its charge
misidentified, thus resulting in the leptons having the same sign.
• Same-sign leptons where at least one of the lepton is misreconstructed from
a fake or non-prompt lepton (NonPrompt): processes that in themselves do
not have a pair of prompt same-sign leptons, but contain some object faking
a lepton (e.g., semi-leptonic tt¯ decays where in addition to one prompt lepton
there is a jet that fakes a lepton).
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4.5.1 Standard Model Background
Standard Model processes can produce two prompt same-sign leptons when either
multiple same-charge W bosons are produced or when W bosons are produced in
conjunction with a Z boson. The processes that have the largest cross sections for
this background type are diboson production (WZ¯ and Z¯Z¯). However rarer processes,
such as tt¯W , tt¯Z¯, tt¯H, WWZ¯, Z¯Z¯Z¯, WZ¯Z¯, and WW+jets can also contribute. The
contribution to the background of SM process with two prompt same-sign leptons is
estimated using simulation.
4.5.2 Charge Misidentification Background
In order to estimate the background contribution from events with leptons whose
charge have been misidentified, we must know the probability that this misidentifi-
cation happens. According to detailed studies using cosmic ray data events [48] and
MC simulation [49], the charge mis-identification probability for muons within the
relevant pT range is negligible and is taken to be zero. Measurement of the electron
charge misidentification is done in data in order to be robust against inaccurate or
incomplete detector simulation. However, simulated events are used to estimate the
systematic uncertainties present in our data driven estimation. To measure the charge
misidentification rate, it is first useful to select events where we can be very certain
of the relative charges of a pair of electrons. We may do this by selecting events with
pairs of electrons whose invariant mass is within 10 GeV of the Z-boson. The charge
misidentification rate can then be measured by counting the fraction of these events
where the electron charges have the same sign.
Due to the relaxed charge consistency for electrons above 100 GeV detailed above
in 4.4.1, the electron charge misidentification probability is binned into three pT re-
gions: (30,100), (100,200), and (200,Infinity) GeV. The additional split above 200
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GeV is motivated by a preliminary study using the partial 2016 dataset which sug-
gested the that misidentification probability increased with electron pT , as one would
expect: as pT increases, track curvature becomes more difficult to measure correctly.
The full 2016 dataset shows that the charge misidentification rate stay relatively flat
w.r.t. electron pT for electrons with pT > 100 GeV (see figure 4·19), at least when
compared the variation w.r.t |η| (see figure 4·20). Because of this relatively flat be-
havior and low statistics at higher pT , further separation of the high pT region is not
done.
The electron misidentification probability is binned in electron |η| for each of the
three pT regions (see Table 4.8). In the highest pT region, the number of |η| bins is
reduced in order to preserve statistics.
Electron pT Electron |η| Charge MisID Rate (%)
30<pT <100
0.0 < |η| < 0.4 0.0091± 0.0008
0.4 < |η| < 0.8 0.0123± 0.0010
0.8 < |η| < 1.4442 0.0486± 0.0019
1.566 < |η| < 2.0 0.4187± 0.0087
2.0 < |η| < 2.4 0.4742± 0.0119
100<pT <200
0.0 < |η| < 0.4 0.2556± 0.0339
0.4 < |η| < 0.8 0.2320± 0.0356
0.8 < |η| < 1.4442 0.9950± 0.0629
1.566 < |η| < 2.0 3.3525± 0.1691
2.0 < |η| < 2.4 4.3225± 0.2695
200 < pT < ∞
0.0 < |η| < 0.8 0.793± 0.135
0.8 < |η| < 1.4442 1.640± 0.265
1.566 < |η| < 2.4 6.055± 0.685
Table 4.8: The electron charge misidentification probabilities binned
by electron pT and |η|
4.5.3 Fake/Non-prompt Lepton Background
Sources of instrumental background come from either fake leptons (e.g. , a jet mis-
identified as a lepton) or non-prompt leptons (i.e. , leptons not from the decay of a
real W/Z-boson). Such leptons will, in general, be referred to as NonPrompt. We use
the tight-loose method to derive an estimate for the contribution from these sources
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Figure 4·19: Electron charge misidentification rate w.r.t. pT .
of background, primarily expected to arise from tt¯, Z + jets, andW + jets events.
This method finds a relation between the number of events with one or more
fake leptons to the number of events where one or more leptons pass only a loose
identification requirement, essentially, mapping from the tight and loose definition
phase space (information available experimentally) to the phase space of prompt and
fake leptons (the information needed to determine the non-prompt background). The
relationship can be shown by this matrix equation:
 NTTNTL
NLT
NLL
 =
 p1p2 p1f2 f1p2 f1f2p1(1− p2) p1(1− f2) f1(1− p2) f1(1− f2)(1− p1)p2 (1− p1)f2 (1− f1)p2 (1− f1)f2
(1− p1)(1− p2) (1− p1)(1− f2) (1− f1)(1− p2) (1− f1)(1− f2)

 NPPNPF
NFP
NFF

(4.5)
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Figure 4·20: Electron charge misidentification probability measured
in data and parametrized as a function of electron |η| for electrons with
pT below 100 GeV (top left), between 100 and 200 GeV (top right),
and above 200 GeV (bottom).
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where the first index denotes qualities of the leading lepton and the second index
denotes qualities of the sub-leading lepton; the T subscripts indicates the lepton passes
both tight and loose definitions, while the L subscripts indicate the lepton only passes
the loose definition and not the tight definition; the P subscripts indicates the lepton
is prompt, while the F subscripts indicate the lepton was fake or nonprompt; N
are the total number of events that have leading and sub-leading leptons with the
qualities indicated by its subscript; and p (and f) are, respectively, the prompt (and
fake) rates, the probabilities that a prompt (or fake) lepton that passes the loose
definition will also pass the tight definition. The p/f variables with subscript 1(2)
are the appropriate prompt/fake rate for the lepton flavor of leading (sub-leading)
lepton.
Inverting the matrix gives a set of equations relating the numbers of events with
at least one non-prompt lepton:
NPF =
1
(p1   f1)(p2   f2) ⇤ ((f1   1)(1  p2)NTT + f1(1  p2)NLT + (1  f1)(p2)NTL   f1p2NLL)
NFP =
1
(p1   f1)(p2   f2) ⇤ ((p1   1)(1  f2)NTT + p1(1  f2)NLT + (1  p1)(f2)NTL   p1f2NLL)
NFF =
1
(p1   f1)(p2   f2) ⇤ ((1  p1)(1  p2)NTT + p1(1  p2)NLT + (1  p1)(p2)NLT   p1p2NLL)
(4.6)
The total number of background events from events with at least one non-prompt
lepton is then:
NNonPrompt = p1f2NPF + f1p2NFP + f1f2NFF . (4.7)
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Inverting the matrix gives a set of equations relating the numbers of events with
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PF
1
(p1 f1)(p2   f2) ⇤ ((f1   1)(1  p2)NTT + f1(1  p2)NLT + (1  f1)(p2)NTL   f1p2NLL)
1
(p1 f1)(p2   f2) ⇤ ((p1   1)(1  f2)NTT + p1(1  f2)NLT + (1  p1)(f2)NTL   p1f2NLL)
1
(p1 f1)(p2   f2) ⇤ ((1  p1)(1  p2)NTT + p1(1  p2)NLT + (1  p1)(p2)NLT   p1p2NLL)
(4.6)
The total number of background events from events with at least one non-prompt
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NNonPrompt = p1f2NPF + f1p2NFP + f1f2NFF . (4.7)
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Prompt Rate
The prompt rate is measured using a tag-and-probe method in Drell-Yan data, very
similar to the measurement of the charge misidentification probability. In this data
set, the lepton pairs whose dilepton mass reconstructs to the Z-boson mass are ex-
tremely likely to have come from a Z-boson decay and are thus both prompt. Events
are required to have at least one tight lepton. In a given event, a tight lepton is
selected as the tag. If an event has multiple tight leptons, the tag is randomly se-
lected by taking the tight lepton that is leading in φ. The probe lepton, then, is the
lepton in the event that with the tag lepton most closely reconstructs to the Z-boson
mass. We then only consider events where the dilepton mass is within 10 GeV of the
Z-boson mass. Then, the fraction of these probes that pass the tight lepton definition
is the prompt rate probability.
The muon prompt rate is found to be flat w.r.t. to both η and pT (as shown in
Figure 4·21), and so an average value of 0.943 is used. The electron prompt rate is
found to be flat w.r.t to η but exhibits a dependence on the electron pT , and so the
electron prompt rate is binned by electron pT . Table 4.9 reports the electron prompt
rate for each of the pT bins.
pT bin (GeV) Prompt Rate
30<pT <40 0.904
40<pT <50 0.928
50<pT <60 0.934
60<pT <70 0.942
70<pT <80 0.947
80<pT <90 0.953
90<pT <100 0.955
100<pT <125 0.948
125<pT <150 0.951
150<pT <200 0.946
200<pT <300 0.935
300<pT <400 0.920
400<pT <500 0.902
pT >500 0.800
Table 4.9: Electron prompt rate values binned by electron pT .
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Figure 4·21: Fake rate for muons (top row) and electrons (bottom
row) w.r.t. lepton pT (left) and η (right). Measured in data using tag
and probe method with sample enriched with opposite signed leptons
from Drell Yan events.
Fake Rate
The fake rate is the probability that fake or non-prompt loose leptons pass the tight
definition. To measure it in data, we select for a control sample where the loose
leptons is very likely to be a fake. In our analysis, we make selections to enrich the
sample with events with QCD dijet events where one of the jets is misidentified as a
lepton. To do this we make the following requirements:
• The presence of an away jet defined as AK4 jet with pT >30 GeV and ∆R >1.0
of the lepton
• 25 GeV < pT < 35 GeV; with pT being that of the lepton
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And then to eliminate events that come from the decay of Z or W-bosons, we
apply the additional requirements.
• Require that the events have one and only one lepton passing the loose ID
definition
• Require that the invariant mass between the lepton and any jet, , be outside 10
GeV of the Z-boson mass: mlj < 81.1 or mlj > 101.1 GeV
• Low lepton transverse mass, MT < 25 GeV
• Low missing transverse energy, EmissT < 25 GeV
The fake rates for both electron and muons are found to have a dependence on
lepton η , and so it is binned w.r.t. η (see Figure 4·22). The distribution of the non-
prompt background is shown vs. HlepT for each combination of leading and sub-leading
leptons being electrons or muons in Figure 4·23 and in Table 4.10.
Prompt-lepton contamination in the selected sample was checked using the QCD
multijet, W-jets, and DY-jets MC samples listed in table 4.1. The percentage of
events from the W-Jets and DY-jets samples after the above selection is only 0.2%.
The QCD multijet samples dominate the selection.
4.6 Kinematic Requirements
4.6.1 Preliminary Event Selection
Leptons in each event are required to pass the tight definition and then ordered by
pT . In the event that there are multiple same-signed lepton pairs, the lepton pair
with the largest pT scalar sum is chosen.
Once an event is confirmed to have a same-signed lepton pair, the events go
through further selctions:
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Figure 4·22: Fake rate for electrons (left) and muons (right) as a
function of η. Measured in data using selection enriching sample for
QCD dijet events.
Figure 4·23: Non-prompt background composition for dielectron
channel (top left), electron-muon channel where the electron is the
leading lepton (top right), electron-muon channel where the muon is
the leading lepton (bottom right), and dimuon channel (bottom left).
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2016-early
Channel Ntt Ntl Nlt Nll
Di-electron 3 4 3 2
Electron-Muon 16 5 10 1
Di-Muon 3 3 2 0
2016-late
Channel Ntt Ntl Nlt Nll
Di-electron 7 5 3 1
Electron-Muon 10 9 9 1
Di-Muon 9 7 4 1
Table 4.10: 2016 dataset composition for both triggering eras after
full analysis selection. For the same-flavor channels first index denotes
the leading lepton and second index denotes the sub-leading lepton.
For the electron-muon channel the first index denotes the muon in the
same-sign pair while the second index denotes the electron. Nlt, for
example, refers to the number of events with a loose muon and a tight
electron.
• Number of jets >= 2
• Dielectron Z-Veto: In the dielectron channel, veto any events with invariant di-
electron mass Mee that’s within 15 GeV window of the Z-boson mass. 76.1 GeV
< Mee < 106.1 GeV (This reduces both SSP and the ChargeMidID background)
• Z-boson Veto: veto any event where either lepton in the same-sign pair recon-
structs to within a 15 GeV window of the Z-boson mass with any other lepton
in the event which is not in the same-sign pair. (This reduces both SSP and
the ChargeMidID background)
• Quarkonia Veto: Large dilepton invariant mass, Mll > 20 GeV (This reduces
the QCD background)
Combined with the same sign dilepton requirement, these selections are referred
to as preliminary selection.
The plots shown below (figures 4·24-4·27) are made after preliminary selection
for pair production. The uncertainties shown in figures 4·24-4·27 include both the
statistical uncertainties as well as systematic uncertainties detailed below.
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Figure 4·24: Leading lepton pT distribution after preliminary selec-
tion in X5/3 pair production analysis.
4.6.2 Final Event Selection
After preliminary selection, the analysis takes advantage of the large number of high
pT jets and leptons expected in the events to further select for the signal region using
variables defined as the number of constituents (Nconst), the total number of jets and
additional leptons (not in the same-sign pair) in the event and HlepT , a scalar sum of
the all the jet pT and all lepton pT (including the same-sign pair) in the event.
Optimizing with respect to Nconstfinds optimal selections of Nconst>5 and Nconst>3
for pair and singly produced X5/3 , respectively. The H
lep
T selection is optimized for
expected significance and the optimization is then check against expected limit, in
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Figure 4·25: Subleading lepton pT distribution after preliminary se-
lection in X5/3 pair production analysis.
order to choose a requirement that performs well in both (see figures 4·28 - 4·30). For
the pair and singly produced X5/3 analysis, the optimal requirement is found to be
1200 GeV and 1000 GeV, respectively.
Because the singly produced X5/3 has softer requirements on Nconstand H
lep
T , an
additional analysis handle is required, the presence of a forward jet. The minimum
|η| requirement for the most forward jet in the event is optimized and found to be
|η| >2.9 (see figure ??).
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Figure 4·26: HlepT distribution after preliminary selection in X5/3 pair
production analysis.
4.7 Systematic Uncertainties
In this analysis, there are three main categories of uncertainties: object reconstruc-
tion, Monte Carlo cross section, and the data-driven background estimates. By far the
most dominant source of background uncertainty is in the data-driven background
estimates, specifically in the the estimate of the fake rate used in the non-prompt
background estimation.
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Figure 4·27: Number of constituent particles distribution after pre-
liminary selection in X5/3 pair production analysis.
4.7.1 Object Reconstruction Uncertainties
Lepton
Uncertainties from lepton reconstruction arise from uncertainties in the lepton iden-
tification, isolation, and triggering. Using the uncertainties of the data-to-simulation
scale factors from section 4.4, we derive values of uncertainty from each of the three
sources. The uncertainties from lepton identification are 1% for both electrons and
muons, from lepton isolation are 1% and 3% for electrons and muons respectively,
and from lepton triggering are 3% for both electrons and muons.
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Figure 4·28: HlepT optimization for expected significance in X5/3 pair
production analysis. The optimal requirement is 1300 GeV; however,
the statistics for the control sample used in the non-prompt background
begin to run out above 1200 GeV and so, to have a more statistically
robust requirement, the requirement is set to 1200 GeV, which also
performs well across our mass range of interest.
Jet Energy Scale and Resolution, Pileup Weighting, and Luminosity
Uncertainty from jet reconstruction arise from uncertainties in the jet energy scale
(JES) and on the jet energy resolution (JER) used in MC to smear the jet energy.
The uncertainty from the JES is measured by first scaling all the jets up or down by
one standard deviation of the scale uncertainty and then comparing the full selection
yield difference between the nominal scaling against the scaled up and scaled down
yields. Across all samples, the largest yield difference measured is 9%. For samples
with limited statistics in the signal region, this largest yield difference is conservatively
applied.
The uncertainty from JER is measure by smearing all the jets up or down by
one standard deviation of the smearing uncertainty and then, like for JES, the full
selection yields of the nominal smearing is compared to yields from this up smearing
and down smearing. Across all background MC samples, the largest yield difference
measured is up to 2%, which is conservatively applied for all background samples.
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Figure 4·29: HlepT optimization for expected significance in X5/3 single
production analysis. An optimized requirement of 1000 GeV works well
across high masses and reasonably across lower masses.
Across all signal MC samples, the largest yield difference measured is up to 1%,
which is conservatively applied for all background samples.
Uncertainties due to the pileup weighting of the MC samples is measured in a
similar method as described above for JES and JER above. The minimum bias cross
section is vary up and down by 5% and resulting yields are compared to the nominal
yield. Across all background MC samples, the largest yield difference measured is up
to 4%, which is conservatively applied for all background samples. Across all signal
MC samples, the largest yield difference measured is up to 1%, which is conservatively
applied for all background samples.
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Figure 4·30: HlepT optimization for expected limit in X5/3 single pro-
duction analysis.An optimized requirement of 1000 GeV works well
across high masses and reasonably across lower masses.
Table 4.11 summarizes the uncertainty values of the JES, JER, and pileup uncer-
tainties for the all MC samples. Also applied is a 2.6% uncertainty in the luminos-
ity [50].
4.7.2 Monte Carlo Cross Section
The two factors of the normalization uncertainty in background MC samples are the
uncertainty in the energy scale normalization and uncertainty in the sample generat-
ing PDFs.
For samples with sufficient statistics (i.e. ttW , ttZ, ttH, WZ, and ZZ), the
energy scale normalization uncertainty is measured by scaling by up and down by
the relevant MC weights as prescribed in the standard CMS analysis group [50] The
uncertainties in the PDF for these samples are measured from the root mean squared
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Figure 4·31: Minimum |η| optimization for forward jet for expected
significance in X5/3 single production analysis. An optimized require-
ment is found at |η| >2.9.
of the PDF weight distribution for events in the full selection signal region. The
PDF and normalization uncertainties are added in quadrature and reported in Table
4.11. The uncertainties range from between 10-30%. The background MC samples
with low statistics (i.e. tttt, W+W+, WWZ, WZZ, and ZZZ), are conservatively
assigned 50% cross sections uncertainty.
For signal MC samples, the PDF uncertainty is measured described above for
background MC and a range of 2%-3.5% uncertainty is found.
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Background Process JES JER Pileup Cross Section
TTW 3% 2% 4% 19%
TTZ 3% 2% 4% 12%
TTH 3% 2% 4% 30%
WZ 9% 2% 4% 24%
ZZ 4% 2% 4% 10%
TTTT 2% 2% 4% 50%
W+W+ 9% 2% 4% 50%
WWZ 9% 2% 4% 50%
WZZ 9% 2% 4% 50%
ZZZ 9% 2% 4% 50%
X5/3 3% 1% 1% 2–3.5%
Table 4.11: Systematic uncertainties on MC. Values are reported for
uncertainties from jet energy scale (JES), jet energy resolution (JER),
pileup, and MC cross section.
4.7.3 Data-Driven Background Estimates
Charge-Mis ID Measurement
There are two sources of uncertainty in the charge misidentification measurement.
The first is the discrepancies between the event topology of where the ChargeMisID
rate is measured and where it is ultimately applied (e.g. measured in data using
Drell-Yan events but applied to tt¯ events). The second is due to variations in the
ChargeMisID rate in the high pT region. Finally, there is uncertainty from any
discrepancies in the closure of the method.
To estimate the uncertainty due to event topology discrepancies, the ChargeMisID
rate is measured using MC truth information for both Drell-Yan and tt¯ samples. A
25% difference is measured.
To measured variations in the high pT region, the ChargeMisID rate is plotted as
a function of electron pT in Figure 4·32 using the 2016 dataset. As one would expect,
there is a small pT dependence as the ChargeMisID rate increases with higher pT ;
however, the variation between the rates in the high pT region is significantly smaller
than the variation in |η| within those regions.
To check the closure of the method, a control region in data is selected using
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dielectron events in the Z-peak. The agreement between predicted and observed
events is checked as a function of electron pT and η. There is good agreement seen
in both.
A total 30% uncertainty is applied to account for all the above uncertainties on
the estimate of background events from charge misidentification.
Figure 4·32: Charge misidentification probability as a function of
electron pT . Variation due to electron pT in the high pT region (pT
>100 GeV) is small compared to the variation due to electron η.
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Fake Rate Measurement
The uncertainty on the non-prompt background has a high dependency on our mea-
surement of the fake rate. Our measurement of the fake rate has two sources of
uncertainty. The first is the variations between the fake rate at low pT , where we
measure it, and at high pT , where we apply it. The second is variations between the
fake rate depending on the source of the fake lepton. Figures 4·33 and 4·34 illustrate
these variations for fake electron and muon respectively, using MC truth information
in tt¯ samples.
A total 50% uncertainty is applied to account for all the uncertainties on the
estimate of the background events from fake/non-prompt sources.
Figure 4·33: Electron fake rate w.r.t. pT plot for various fake lepton
sources.
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Figure 4·34: Muon fake rate w.r.t. pT plot for various fake lepton
sources.
4.8 Results
Tables 4.12 and 4.13, for pair and single production analyses, respectively, report the
total expected number of background events, the expected number of events for a
right-handed X5/3 of mass 1000 GeV, and the total number of observed events.
For pair production, 48 events are observed, which is consistent with the SM
background prediction of 53.1± 10.0 events. No significant excess is observed above
the background prediction. Consequently, 95% confidence level (95% CL) upper limits
are set on the production cross section of pp→X5/3X5/3→ tW+t¯W− for right-handed
and left-handed X5/3 using Bayesian statistics and assuming a flat prior on the signal
cross section. These limits are calculated using the theta framework with systematic
uncertainties treated as nuisance parameters with log-normal priors. Figure 4·35
shows both the expected and observed limits after combining all same-sign dilepton
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channels.
For single production, 185 events are observed, which is consistent with the SM
background prediction of 161.14±33.72 events. No significant excess is observed above
the background prediction, so 95% CL upper limits are set on the production cross
section of pp → X5/3 → tW+ for right-handed and left-handed X5/3 using Bayesian
statistics and assuming a flat prior on the signal cross section.
Figure 4·36 shows the expected and observed limits for X5/3 single production.
Channel SSP MC NonPrompt ChargeMisID Total Background 1000 GeV X5/3 Observed
Di-electron 4.1± 0.6 3.5± 2.1 2.4± 0.8 10.0± 2.3 11.6 10
Electron-Muon 10.7± 1.4 8.5± 4.6 1.7± 0.5 20.9± 4.8 26.9 26
Di-muon 5.9± 0.8 3.8± 2.2 - 9.7± 2.4 16.1 12
All 20.7± 2.6 15.8± 8.2 4.1± 1.3 40.6± 8.7 54.6 48
Table 4.12: Yields from pair production analysis. Shown are
yields from SM processes with two same-sign prompt leptons (SSP
MC), same-sign non-prompt (NonPrompt), and opposite-sign prompt
(ChargeMisID) backgrounds after the full analysis selection, as well as
the expected number of signal events for a right handed 1000 GeV X5/3
. Errors shown include both statistical and systematic uncertainties.
Channel SSP MC NonPrompt ChargeMisID Total Background 1000 GeV X5/3 Observed
Di-electron 15.28± 2.07 12.00± 6.36 15.75± 4.78 43.02± 8.22 28.30 50
Electron-Muon 37.10± 4.90 32.20± 16.44 9.24± 2.81 78.54± 17.38 63.70 95
Di-muon 21.73± 2.95 17.84± 9.24 - 39.57± 9.71 38.72 40
All 74.11± 9.81 62.05± 31.36 24.99± 7.55 161.14± 33.72 130.72 185
Table 4.13: Yields from single production analysis. Shown are
yields from SM processes with two same-sign prompt leptons (SSP
MC), same-sign non-prompt (NonPrompt), and opposite-sign prompt
(ChargeMisID) backgrounds after the full analysis selection, as well as
the expected number of signal events for a right handed 1000 GeV X5/3
. Errors shown include both statistical and systematic uncertainties.
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Figure 4·35: Expected and Observed Limits for pair produced X5/3 .
Figure 4·36: Expected and Observed Limits for singly produced X5/3
.
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Chapter 5
Conclusions
5.1 Summary
We have presented searches for the X5/3 , a heavy top partner with 5e/3 electric
charge decaying to same-sign dileptons using 35.9 fb−1 of data collected at center of
mass energy
√
s = 13 TeV from the CMS detector at the LHC. There is no significant
excess above the expected Standard Model values. From the pair production analysis
observed (expected) limits are placed on the X5/3 mass of 1.16 (1.20) TeV for a right-
handed X5/3 and 1.10 (1.15) TeV for a left-handed X5/3 . From the single production
analysis, observed and expected limits are placed on the X5/3 mass of 1.40 TeV for a
right-handed X5/3 1.10 TeV for a left-handed X5/3 .
5.2 Future of Analyses
The 2016 dataset has already started to probe the TeV mass range of the X5/3 .
At the current limits, the relative cross sections of the pair and single production
analyses are about equivalent, but as the limit increases, the single production cross
section will begin to dominate, and hence both searches for both production modes
will play important roles throughout the lifetime of the the X5/3 search.
For future X5/3 searches, increase sensitivity will benefit from the larger dataset
and increased center of mass energy of the current data taking runs at CMS. Im-
provements in the analyses with this data could also greatly improve the expected
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sensitivity of the X5/3 searches. By far, the dominant uncertainty of the background
estimation comes from the measurement of the fake/non-prompt background, specif-
ically in the measurement of the fake rate. With the fake rate depending so much
on the source of the fake lepton and because we truly do not know what the source
of a detected fake lepton is, our measurement has to bring along a substantial un-
certainty. A new solution that circumvents this limitation could certainly improve
the sensitivity of future searches. The increased statistics and center of mass energy
of new data will mean that more background events will be intermingled with signal
events in our signal regions, so a shift from a simple cut-and-count method to a more
sophisticated multivariate analysis technique could also be a big enhancement for the
analyses.
The presented analyses has already shown that the same-sign dilepton final state
of the X5/3 is a promising avenue for probing composite Higgs theories for physics
beyond the Standard Model. Increases statistics, increased center of mass energy,
and new or improved analysis tools further the reach of these searches and others.
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