Abstract: Most of existing fuzzy forecasting models partition historical training time series into fuzzy time series and build fuzzy-trend logical relationship groups to generate forecasting rules. The determination process of intervals is complex and uncertainty. In this paper, we present a novel In order to compare the performance of the proposed model with that of the other models, we apply the proposed method to forecast the Taiwan Stock Exchange Capitalization Weighted Stock Index (TAIEX) time series datasets. The experimental results and the comparison results show that the proposed method can be successfully applied in stock market forecasting or such kinds of time series. We also apply the proposed method to forecast Shanghai Stock Exchange Composite Index (SHSECI) to verify its effectiveness and universality.
Introduction
In stock market, it is well known that historic time series imply the fluctuation rules and can be used to forecast the future of its fluctuation trends. In 1993, Song and Chissom proposed the fuzzy time series forecasting model [25] [26] [27] . Since then, researchers have proposed various fuzzy time series forecasting models and employed them to predict stock market [3, [5] [6] 21] , electricity load demand [13, 22] , project cost [11] , and the enrollment at Alabama University [14, 24] , etc. In order to improve the accuracy of the forecasting model, some researchers combine fuzzy and non-fuzzy time series heuristic optimization methods for stock market forecasting [1, [19] [20] 30] .
Most of these fuzzy time series models follow the basic steps as Chen(1996) proposed [4] :
Step 1: Define the universe U and the number and length of the intervals.
Step 2: Fuzzify the historical training time series into fuzzy time series.
Step 3: Establish fuzzy logical relationships(FLR) according to the historical fuzzy time series and generate forecasting rules based on fuzzy logical groups(FLG).
Step4: Calculate the forecast values according to the FLG rules and the right-hand side(RHS) of the forecasted point.
Concerning the determination of suitable intervals, various proposals provide different methods, e.g. same 2 of 13 length method [4] , unequal length method [28] , distribution and average-based length method [16] , GEM-based partitioning method [30] , etc. Some authors even employ PSO techniques to determine the length of the intervals [6] . In fact, addition to the determination of intervals, the definition of the universe of discourse also has an effect on the accuracy of forecasting results. In these models, min data value, max data value and two suitable positive numbers must be determined to make a proper bound of the universe of discourse. Concerning the establishment of fuzzy logical relationships, in order to reflect the recurrence and the weights of different FLR in the forecasting rules, Yu(2005) used chronologically-determined weight in the defuzzification process [29] . Cheng et al. (2008) used the frequencies of different right-hand sides (RHS) of FLG rules to determine the weight of each LHS [9] . Many other researchers proposed different defuzzification method based on Cheng's method [5] [6] [7] [8] 13] .
In this paper, we present a novel method to forecast the fluctuation of stock market. Unlike existing models, The remaining content of this paper is organized as follows: Section 2 introduces some preliminaries of fuzzy-fluctuation time series based on Song and Chissom's fuzzy time series [25] [26] [27] . Section 4 introduces the process of PSO machine learning method. Section 4 describes a novel approach for forecasting based on high-order fuzzy-fluctuation trends and PSO heuristic learning process. In Section 5, the proposed model is used to forecast the stock market using TAIEX datasets from 1997 to 2005 and SHSECI from 2007 to 2015. Conclusions and potential issues for future research are summarized in Section 6.
Preliminaries
Song and Chissom [25] [26] [27] combined fuzzy set theory with time series and presented the following definitions of fuzzy time series. In this section, we will extend fuzzy time series to fuzzyfluctuation time series (FFTS) and propose the related concepts.
..,l } be a fuzzy set in the universe of discourse U , it can be defined by its membership function, 
Pso-based machine learning method
In this paper, particle swarm optimization (PSO) is employed to estimate parameters in Eq.(2). PSO method was introduced as an optimization method for continuous nonlinear functions [18] . It is a stochastic optimization technique, which is similar to social models such as birds flocking or fish schooling. During the optimization process, particles are distributed randomly in the design space and their location and velocities are modified according to their personal best and global best solutions. Let m+1 represents the current time step,
v indicate the current position, current velocity, previous position and previous velocity of particle i, respectively. The position and velocity of particle i are manipulated according to the following equations:
where w is an inertia weight which determines how much the previous velocity is preserved [23] , c1 and c2 are Let the design space is defined by min max [x ,x ] . If the position of particle i exceeds the boundary, then , 1 i m v + is modified as follows [12] :
A novel forecasting model based on high-order fuzzy-fluctuation trends
In this paper, we propose a novel forecasting model based on high-order fuzzy-fluctuation trends and PSO machine learning algorithm. In order to compare the forecasting results with other researchers' work [2, 3, 5, 7, 10, 17, 29, 30] , authentic Taiwan Stock Exchange(TAIEX 1999) is employed to illustrate the forecasting process. The data from January to October are used as training time series and the data from November to December are used as testing dataset. The basic steps of the proposed model are as follows.
Step 1: Construct FFTS for historical training data can be represented by its previous n days' fuzzy-fluctuation number. Therefore, the total of FFLRs for historical training data is pn=T-n-1.
S(t)(t = 2,3,...,T) . It is
Step 3: Determine the parameters for the forecasting model based on PSO machine learning algorithm
In this paper, PSO method is employed to determine the parameters k (k = 1,2,...,n) φ and a general error ε in Eq.(2). The personal best position and global best position are determined by minimizing the root of the mean squared error (RMSE) in the training process.
where n denotes the number of values forecasted, forecast(t) and actual(t) denote the forecasting value and actual value at time t in the training process, respectively. For determined k (k = 1,2,...,n) φ and ε , the forecast value at time t is as follows:
The pseudo-code for PSO-based machine learning algorithm is shown in Fig.1 .
PSO-based machine learning algorithm for the training process:
INPUT: X : training time series, containing T cases, denoted as
S : a fuzzy-fluctuation time series of training data, containing T-1 cases, denoted as
S[2],S[3],...,S[i]...,S[T]
.
n: the number of nth-order.
itern: the number of iterations.
xmin , xmax: lower and upper bounds of space.
w, c1, c1: parameters described in Eq. (3) and Eq.(4).
OUPUT: Φ[k]
and ε: parameters for the forecasting model, k=1,2,…n.
1.
Initialize the position and velocity for each particle i , like following:
pn:=T-1-n; /* the number of particles. */ 
4.
Output Φ[k] and ε Fig. 1 . Pseudo-code of PSO-based machine learning algorithm
Step 4: Forecast test time series
For each data in the test time series, its future number can be forecasted according to Eq. (7), based on the observed data point X(t-1), its n-order fuzzy-fluctuation trends and the parameters generated from the training dataset.
Empirical analysis
A. Forecasting TAIEX Many researches use TAIEX1999 as an example to illustrate their proposed forecasting methods [2, 3, 5, 7, 10, 17, 29, 30] . In order to compare the accuracy with their models, we also use TAIEX1999 to illustrate the proposed method.
[
Step 1] Calculate the fluctuation trend for each element in the historical training dataset of TAIEX1999. Then, use the whole mean of the fluctuation numbers of training dataset to fuzzify the fluctuation trends into FFTS as shown in Table I . [
Step 2] Based on the FFTS from January 5, 1999 to October 30 shown in Table I , establish nth-order FFLRs for the forecasting model. For example, suppose n=6, following FFLRs of FFTS can be generated: Table II . The other forecasting results are shown in Table III and Fig.2 . where n denotes the number of values forecasted, forecast(t) and actual(t) denote the predicted value and actual value at time t, respectively. As to the proposed method for 6th-order, the MSE, RMSE, MAE, MPE are 9862.33, 99.31, 75.22, 0.01, respectively.
In order to compare the forecasting results with different parameters such as the number n of the nth-order and the element number g of linguistic set used in the fluctuation fuzzifying process, different experiments under different parameters were carried out. Each kind of experiments was repeated 30 times. The forecasting errors of the averages for the experiments are shown in Table IV and Table V . In table V, g=3 represents that the linguistic set is {Down, Equal, Up}, g=5 means {Greatly down, Slightly down, Equal, Slightly up, Greatly up}, g=7 means { Very Greatly down, Greatly down, Slightly down, Equal, Slightly up, Greatly up, Very Greatly up }, and "none" means that the fluctuation values won't be fuzzified at all.
From Table IV and Table V , we can see that the RMSEs are lower when n is equal to six or more. As to parameter g, obviously, fuzzified fluctuation trends perform better than none fuzzified ones, and it is proper to let g=3.
Let n=6 and g=3, employ the proposed method to forecast the TAIEX from 1997 to 2005. The forecasting results and errors are shown in Fig. 3 The following Table VII shows a comparison of RMSEs for different methods for forecasting TAIEX1999. From this table, we can see that the performance of proposed method is acceptable. The greatest advantage of the proposed method is that it put forward a method relying completely on machine learning mechanism. Though RMSEs of some of the other methods outperform the proposed method, they often need to determine complex discretization partitioning rules or use adaptive expectation model to justify the final forecasting results. The method proposed in this paper is more simply and easily to be realized by a computer program completely. 
B. Forecasting SHSECI
The SHSECI (Shanghai Stock Exchange Composite Index) is the most famous stock market index in China. In the following, we apply the proposed method to forecast the SHSECI from 2007 to 2015. For each year, the authentic datasets of historical daily SHSECI closing prices from January to October are used as the training data, the datasets from November to December are used as the testing data. The forecasting results and the RMSEs of forecast errors are shown in Fig. 4 and Table VIII, respectively. From Fig.4 . and Table VIII , we can see that the proposed method can successfully predict the stock market.
Conclusion
In this paper, a novel forecasting model is proposed based on high-order fuzzy-fluctuation logical trends and PSO machine learning method. The proposed method is based on the fluctuations of the time series. PSO method is employed to looking for the best parameters to minimize the RMSE for historical training dataset. Experiments shows that these parameters generated from training dataset can be successfully used for future dataset as well. In order to compare the performance with that of other methods, we take TAIEX1999 as an example. We also forecasted TAIEX1997-2005 and SHSECI 2007-2015 to verify its effectiveness and universality. In the future, we will consider other factors which might affect the fluctuation of the stock market, such as the trade volume, the beginning value, the end value, etc. We also will consider the influence of other stock markets, such as the Dow Jones, the NASDAQ, the M1b and so on.
