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Abstract - This paper presents classification 
results of different power quality disturbances. 
SVM and RBF neural networks are considered 
as appropriate classifiers for power quality 
issues, however SVM networks show better 
performance. Simulation of disturbed signals by 
parametric equations enabled the assessment of 
signal parameters influence on classification 
rate. Positive results encouraged further 
research. Model of supply system suffering from 
sags was simulated. Independent from line 
length and sag duration the classifier was set to 
recognize different sag types. The idea of space 
phasor was applied to obtain distinctive 
patterns from three phase system. Wavelet 
transform was used to find the beginning of 
sags. Positive classification results were 
obtained. 
 
 
1. INTRODUCTION 
 
The power quality issues raise recently vivid 
attention by the industry and scientific community 
[1], [2]. Different reasons can be named [3]. 
The deregulation of the electricity marked has 
caused growing need for standardization and 
performance criteria [4]. Electricity customers have 
become more aware of their rights for low-cost 
electricity of high reliability and quality. 
Generation of electrical energy take place in large 
power stations connected to the transmission 
system and smaller units connected at low voltage 
levels. Wind generators are often connected via 
power electronic devices. The problems of voltage 
stability and harmonic generation arise [5]. 
Electronic and power electronic equipment has 
become more sensitive to voltage disturbances than 
its counterparts years ago [2]. Modern power 
electronic equipment is not only sensitive to 
voltage disturbances it also causes disturbances for 
other customers [6]. 
The ideal voltage curve in a three phase public 
electrical network should be characterized as 
follows [4]: pure sinus form, constant frequency 
according to the grid frequency, equal amplitudes 
in each phase according to the voltage level, 
defined phase-sequence with an angle of 120° 
between them. Every phenomenon which affects 
those parameters will be seen as decrease in 
voltage quality. 
Some main disturbances types are named in [7]. In 
the first attempt five typical disturbances were 
simulated using parametric equations. Positive 
results encouraged further research. 
One of the common disturbances is voltage sag 
originating in short circuits. Model of supply 
system was build to determine the classification 
ability of different sag types for neural networks 
classifiers. The influence of line length, sag 
duration, and resistance was evaluated, totally 
2800 cases. 
 
2. SUPPORT VECTOR MACHINES 
 
In recent years, a new approach was developed to 
construct and train neural networks, which is free 
of such disadvantages [8], as local minima or 
complexness of the architecture. New networks are 
called Support Vector Machines (SVM) [8, 9]. 
SVM implements a special training algorithm 
maximizing the separating margin between two 
classes, given by a set of data pairs (sample, class) 
 
( ),i ix d        (1) 
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SVMs are unidirectional, have two layers and can 
implement different activation functions: linear, 
polynomial, radial or sigmoidal.  
For linear separable training pairs of two classes 
(1) the separating hyper plane is given by 
( ) 0Tg x w x b= + =     (2) 
A hyper plane (2) is considered optimal when the 
separating margin between two classes is maximal 
and this is achieved by computing 
1min
2
T
w
w w        (3) 
and considering ( ) 1Ti id w x b+ ≥      (4) 
This problem means minimizing the Lagrange 
function 
( ) ( )
1
1
, , 1
2
p
T T
i i i
i
J w b w w d w x bα α
=
= − + −  ∑  (5) 
If two classes are not linearly separable the 
equations (3) and (4) have different forms 
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( ) 1Ti i id w x b ξ+ ≥ −      (7) 
where ξ  is so called fulfilling variable. 
In this case, the SVM maps the input vectors into a 
high dimensional space through some nonlinear 
mapping, where an optimal hyper plane is 
constructed. 
Good classification properties of SVM have been 
obtained [9]. An simplified structure of SVM 
neural network is shown in Fig. 1. 
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FIGURE 1. Simplified structure of SVM neural 
network 
 
3. RADIAL BASIS FUNCTION NETWORKS 
 
Radial basis networks [10, 11, 12] consist of two 
layers: a hidden radial basis layer and an output 
linear layer (Fig. 2). The hidden-layer neurons 
have centroids ci and smoothing factors (bias) bi 
(i=1,2,…,N , where N is the number of vectors in 
the hidden-layer). These neurons compute the 
vector distance between the input vector p and the 
centroid ci. The neuron outputs are nonlinear, 
radially symmetric functions of the distance. A 
commonly used transfer function for a radial basis 
neuron is the Gaussian exponential function 
f(
2xx) e−=       (8) 
Thus, the output of the neuron is strongest when 
the input vectors p are the nearest to the ci. The 
bias bi allows the sensitivity of the radial basis 
neuron to be adjusted. 
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FIGURE 2. Architecture of Radial Basis Function 
neural network 
 
The network is initialized by setting the centroids 
ci equal to the training patterns (training input 
vectors) p(T).  
If an input vector is presented to such a network, 
each neuron in the radial basis hidden-layer will 
have at the output a value according to how close 
the input vector is to one of the input training 
vectors. The output weight wi pass the output value 
to the linear neuron in second layer. 
 
4. SPACE PHASOR 
 
In order to construct sufficiently distinctive 
patterns for the SVM classifier, the idea of the 
space phasor was applied [13]. Construction of a 
space phasor requires three-phase signal. Complex 
space vector f is given by (9) 
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and 
1 2
2
f jf+=f      (10) 
A further step in transforming the input data for the 
classifier and obtaining slightly different patterns 
can be undertaken. It means stopping the spinning 
space vector by multiplication with the operator 
j te ω , where ω is the angular velocity of the 
fundamental component. 
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5. CLASSIFIACATION OF SIGNALS GIVEN 
BY EQUATIONS 
 
5.1. Signal Simulation 
 
Signal modeling by parametric equations for 
classifier tests makes it possible to change the 
curve shape (signal parameters) in wide range and 
controlled manner. Signals belonging to six main 
groups were simulated, which are typical for one 
and three phase systems. Signal without 
disturbances, pure sinusoid, was a special reference 
class. Equations representing signals in each class 
are summarized in the Table 1 
 
TABLE 1. Parametric Equations for Simulation of 
disturbed signals 
Event Equation 
pure sinusoid ( ) ( )sinv t tω=  
sudden sag ( ) ( ) ( )( )( ) ( )1 21 1 1 sinznv t t t t t tα ω= − − − −  
sudden swell ( ) ( ) ( )( )( ) ( )1 21 1 1 sinprv t t t t t tα ω= + − − −  
harmonics 
( ) ( ) ( )
( ) ( )
3
5 7
sin sin 3 ...
          sin 5 sin 7
h
h h
v t t t
t t
ω α ω
α ω α ω
= +
+ +
 
voltage flicker ( ) ( )( ) ( )1 sin sinf fv t t tα β ω ω= +  
oscillatory 
transient 
( ) ( ) ( )( )( )
( )( )
1
1
sin exp /
           ...sin
osc osc
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v t t t t
t t
ω α τ
ω
= + − − ⋅
−
 
 
One phase signal equations are given but three 
phase signals were actually simulated. In each 
phase the signal was identical, only shifted by 
120°. 
The signal amplitude was normalized (1 p.u.) and 
frequency of main component was set to 50 Hz. 
The pattern for the classifier was recorded using 
nine periods’ measurement window by sampling 
frequency w 5 kHz. Every input vector  
had 900 points. 
The ranges parameter changes are given in the 
Table 2. Only the pure sinusoid, as a reference 
signal, was unchanged. 
Fig. 3 depicts oscillatory transients in three phase 
signal. The time constant was 0.0208 s and 
oscillations frequency 222 Hz (oscillations period 
0.0045 s). Fig. 4 shows trajectory of rotating space 
phasor. For an undisturbed signal it would be a 
circle. The rotating space phasor is used as pattern 
for the classifiers. 
Fig. 5 and Fig. 6 are examples of another common 
disturbance and its representation with rotating 
space phasor. The amplitude of the depicted 
voltage flicker was 0.14% of the main component 
and frequency was 22% of 50 Hz (11 Hz). 
TABLE 2. Parameters Change Range 
Event Parameters change range 
pure sinusoid amplitude:  1 frequency: 50 Hz 
sudden sag 
duration:   ( )2 1 0...9t t T− =  
amplitude:  0.3...0.8znα =  
sudden swell 
duration:   ( )2 1 0...8t t T− =  
amplitude         0.3...0.8prα =  
harmonics 
order:   3,5,7 
amplitude:        0...0.9hα =  
voltage flicker 
frequency:         5...10ff Hz=  
amplitude:         0.1...0.2fα =  
oscillatory transiets 
time constant:         0.008...0.04osc sτ =  
frequency :         100...400oscf Hz=  
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FIGURE 3. Oscillatory transient in three phase 
voltage signal 
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FIGURE 4. Oscillatory transient, rotating space 
phasor 
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FIGURE 5. Voltage flicker in a three phase signal 
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FIGURE 6. Voltage flicker, rotating space phasor 
 
For this class of disturbances typical are circles 
with slightly changing radius. They are 
significantly different from the oscillatory 
transients’ trajectory. 
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FIGURE 7. Harmonics (3,5,7) in three phase signal 
-1.5 -1 -0.5 0 0.5 1 1.5-1.5
-1
-0.5
0
0.5
1
1.5
imaginery part
re
al
 p
ar
t
 
FIGURE 8. Harmonics, rotating space phasor 
 
Fig. 7 shows a three phase signal distorted by 
harmonics and Fig. 8 the trajectory of a rotating 
space vector. Characteristic are loops and coming 
back of the space phasor. 
 
5.2. Classification Results 
 
Every class of disturbed signals was represented by 
50 different signals. The parameters of the signals 
covered the range given in the Tab. 3. Ten signal 
of each class with with parameters evenly covering 
the change range (Tab. 2) were transformed to 
space phasors and used for training. Remaining 
vectors were used in the test phase. The 
classification results are summarized in the Tabs. 3 
and 4, for RBF and SVM classifier respectively. 
The tables should be interpreted as follows. The 
column indicates the class. Every row gives the 
information how many simulated signals were 
actually correctly recognized (bold) or 
misinterpreted as other disturbances. The number 
in every cell is the relation between classified and 
total number of vectors in each class. SVM 
classifier shows slightly better performance. 
 
TABLE 3. Classification Results of RBF Classifier 
 Sinus Swel Flick Hrm Osc Sag 
Sinus 1.0 0.0 0.0 0.0 0.0 0.0 
Swell 0.275 0.725 0.0 0.0 0.0 0.0 
Flick 0.0 0.0 1.0 0.0 0.0 0.0 
Hrm 0.025 0.0 0.0 0.975 0.0 0.0 
Osc 0.350 0.0 0.0 0.0 0.650 0.0 
Sag 0.275 0.0 0.0 0.0 0.0 0.725 
 
TABLE 4. Classification Results of SVM 
Classifier 
 Sinus Swel Flick Harm Osc Sag 
Sinus 1.0 0.0 0.0 0.0 0.0 0.0 
Swell 0.025 0.975 0.0 0.0 0.0 0.0 
Flick 0.0 0.0 1.0 0.0 0.0 0.0 
Harm 0.025 0.0 0.0 0.975 0.0 0.0 
Osc 0.0 0.0 0.0 0.0 1.0 0.0 
Sag 0.025 0.0 0.0 0.0 0.0 0.975 
 
6. MODEL OF SUPPLY SYSTEM 
AFFECTED BY VOLTAGE SAGS 
SIMULATION AND CLASSIFICATION 
RESULTS 
 
6.1. Supply System Modeling 
 
The study involved a 15 kV supply system 
modeled in the Matlab environment using Power 
System Blockset. The diagram of the system is 
shown in Fig. 9. 
 
SYS S1 S2
S3
S4
L1
L2
short
circuit
T1
LOAD 1
LOAD 2
 
FIGURE 9. Model of the supply system 
The System (SYS) describes the initial short circuit 
apparent power Sk”=3 GVA and voltage level of 
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110 kV. T1 is a two-winding (delta/star isolated) 
110/15kV distribution transformer with 
Sn=10 MVA. L1 and L2 are typical overhead lines 
with the lengths 0.5 km and 5 km respectively. 
Both lines are charged with RL loads LOAD 1 
(2 MW) and LOAD 2 (3 MW). S1 to S4 are buses. 
The short circuit occurs at the end of the line L1. 
Two fault types were simulated: two-phase and 
three-phase short circuits. The faults were 
simulated with a fault block, which allowed 
switching off a fault not as an ideal breaker, but 
during the zero crossing time. Detailed information 
about the system parameters are summarized in the 
Tab. 5. 
 
TABLE 5. Model of the supply system-parameters 
System SYS Sk’’=3 GVA 
c=1.1 
UN=110 kV 
Trafo T1 SN 10 MVA 
n=110/16.5 
∆UZ=11% 
∆PCu=64 kW 
∆PFe=15kW 
I0=0.5% 
Line SN L1 UN=15 kV 
r1=1.85 Ω/km (positive seq.) 
r0=2.0 Ω/km (zero seq.) 
x1=0.42 Ω/km (positive seq.) 
x0=1.5 Ω/km (zero seq.) 
b1=2.8  µS/km (positive seq.) 
b0=1.4 µS/km (zero seq.) 
Line L2 see L1 
Short circuit simulation of different types 
LOAD 1 Load RL, P=2 MW, QL=2 kvar 
LOAD 2 Load RL, P=3 MW, QL=2 kvar 
 
Different sag types were simulated: ABC, AB, BC, 
CA. This sag types were chosen according to faults 
seen as one of voltage sags origins in supply 
networks. Parameters change range of the supply 
system is given in the Tab. 6. Signal modeling 
through parametric equation allowed direct 
influence on the signal form. In this case it is done 
indirectly through change of models parameters 
such as faulted line length. This approach was 
useful in evaluation of the influence of system 
parameters change on classification of different 
voltage sags. Sampling frequency and 
measurement window length were constant for all 
research. 
 
 
 
 
 
 
 
 
TABLE 6. Parameters change range of supply 
model 
Parameter Parameters Change Range 
L1 line length   0.5-2.5 km, change step 0.5 km 
Short circuit duration 0.051-0.61 s, change step 0.04 s 
Measurement window 
length  0.8 s 
Sampling frequency 20 kHz 
Resistance Rsc 0-150 Ω 
 
6.2. Detection of Sag Beginning 
 
Wavelet transform is a useful tool for analysis of 
transients in signals [14, 15]. It can be also 
successfully applied for the detection of sags 
beginning. It was made using Wavelet Toolbox for 
Matlab [15] and Daubechies wavelets. The scaling 
and wavelet function are depicted in Fig. 10. 
The application of Daubechies wavelet is shown in 
Fig. 11. The upper diagram depicts the real part of 
rotating space phasor of a three phase signal. Sag 
period marks significant decrease in amplitude. 
Beneath are the details of the signal. Even the 1st 
detail shows remarkable increase in value at the 
beginning of the sag. Using this method it is 
possible to detect the beginning of a sag with high 
accuracy of some samples, mostly 2-3. 
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FIGURE 10. Scaling and Wavelet function 
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FIGURE 11. Signal and its 3 details 
6.1 Simulation and Classification Results 
 
The neural classifier was set to recognize different 
sag types (ABC, AB, BC, CA) independent from 
supply system parameters such as faulted line 
length, short circuit resistance and duration of the 
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sag. Totally 2800 different signals were simulated 
(according to parameters variation in the Tab.VI) 
and analyzed. 
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FIGURE 12. Three phase voltage sag 
 
Fig. 12 shows an example of a symmetrical three 
phase voltage sag. Rotating space phasor of this 
sag shows Fig. 13. Fig. 14 and Fig. 15 depict 
unsymmetrical voltage sag and its representation 
by rotating space phasor. The ellipse position 
depends on sag type and is significant for the 
classifier. 
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FIGURE 13. Voltage sag, rotating space vector 
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FIGURE 14. Two phase voltage sag 
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FIGURE 15. Two phase voltage sag, rotating space 
vector 
 
Using rotating space phasor as input signal for 
SVM classifier satisfactory classification results 
were reached. For short circuit resistance RSC≈0 Ω 
only two randomly chosen training vectors were 
sufficient to recognize others errorless. However 
the training vectors shouldn’t be from one edge of 
the vectors set. 
This changed for higher values of RSC. Tab. VII 
shows results of ABC sags classification for RSC=5 
Ω. To improve the classification the number of 
training vectors was increased up to 10 and RSC for 
training vectors was set to 0. The classification 
mistakes accrued for ABC sags of shortest duration 
(0.051 to 0.131 s.). Two phase unsymmetrical sags 
were classified correctly. All other parameters 
varied in the range given in the Tab. VI. 
 
TABLE VII. Classification of abc Sags for Rsc=5Ω 
L1 line 
length ABC AB BC AC 
0.5 km 0.9 0.0 0.1 0.0 
1.5 km 0.9 0.1 0.0 0.0 
2.5 km 0.8 0.0 0.0 0.2 
 
Table VIII shows the most severe case of the 
research. It marks the limit of classification 
abilities. 10 used training vectors were obtained for 
RSC≈0 Ω. The test vectors were obtained for 
RSC=150 Ω. All other parameters varied in the 
range given in the Tab. VI. No one symmetrical 
sag has been classified. Only unsymmetrical sags 
were recognized. 
 
TABLE VIII. Classification of Sags for Rsc=150Ω 
 ABC AB BC AC 
ABC 0.0 0.0 0.0 1.0 
AB 0.0 0,8667 0,1333 0.0 
BC 0.0 0.0 0.9000 0.1 
AC 0.0 0.0 0.0 1.0 
 
7. CONCLUSION 
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Power quality disturbances simulated by 
parametric equations were used to evaluate the 
classification abilities of RBF and SVM classifiers. 
After many tests, the SVM networks had shown 
slightly better classification performance and were 
used for further research on voltage sag 
classification. 
The space vector representation of a three-phase 
signal was considered as appropriate input pattern 
for the classifiers. 
Voltage sags originate mainly in faults on another 
feeder of the network. Four types of voltage sags 
were simulated. The influences of line length, fault 
duration and resistance variation on the 
classification rate were investigated. The wavelet 
transform turn out to be an adequate method for 
finding the beginning of an PQ event. 
Satisfactory classification rates were achieved with 
Support Vector Machines during this investigation.  
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