The use of carbon fiber reinforced composite materials is an accepted technology that is being used in practice to strengthen existing reinforced concrete (R/C) elements. An artificial neural network (ANN) model was developed using past experimental data on flexural failure of R/C beams strengthened by carbon FRP. The input parameters cover the carbon sheet properties, beam geometrical properties and reinforcement properties; the corresponding output is the ultimate load capacity. The ANN prediction and the measured experimental values are compared with load prediction of ACI440.2R-02 formulas. A sensitivity study of parameters that affect ultimate load of R/C beams strengthened by carbon FRP is carried out. It is concluded that ANN can predict, to a good degree of accuracy, the ultimate load capacity of R/C beams strengthened by carbon FRP and it is a viable tool to carry out parametric study of flexural behavior of R/C beams strengthened by carbon FRP.
Introduction
Carbon fiber is a tension load element that can be used to strengthen concrete structures against flexure, shear, or compression, depending on how the carbon fiber strips are oriented and where they are placed. It is a proven method of providing structural strengthening that is lighter, non corrosive, and less labor intensive than the application of steel plates or exterior post-tensioning. It is also an effective technique to rehabilitate and expend the life expectancy of a deteriorated structure when the cost of replacing it. Repairing structures with carbon fiber is usually motivated by requirements for earthquake strengthening, higher service loads, or simply to substitute for deteriorated steel reinforcement. The use of carbon fiber reinforced composite materials is an accepted technology that is being used in practice to strengthen existing reinforced concrete elements. A significant number of studies, experimental and analytical, have been conducted on flexural strengthening of reinforced concrete beams using composites. The tests have indicated that the strengthened specimens fail predominantly by debonding of the composites from the surface of the concrete before reaching the rupture strength of the laminates. [1] CFRP composites, used in the repair of beams and slabs as external tensile reinforcement, increase the strength (ultimate limit state) and the stiffness (serviceability limit state) of the structure, smaller deflections, or simply to substitute for deteriorated steel reinforcement. Unfortunately, the increase in strength and stiffness is sometimes realized at the expense of a loss in ductility, or capacity of the structure to deflect in elastically while holding a load close to its capacity. In recent years several researchers used ANN to predict structural behavior of reinforced concrete. Neural networks are an information processing techniques based on the way biological nervous systems, such as the brain, process information. The fundamental concept of neural networks is the structure of the information processing system [2] . Composed of a large number of highly interconnected processing elements or neurons, a neural network system uses the human-like technique of learning by example to solve problems. The neural network is configured for a specific application, such as data classification or pattern recognition, through a learning process called training. Just as in biological systems, learning involves adjustments to the synaptic connections that exist between the neurons. Neural networks can differ on the way their neurons are connected; the specific kinds of computations their neurons do; the way they transmit patterns of activity throughout the network; and the way they learn including their learning fate. Neural networks are being applied to an increasing large number of real world problems. Their primary advantage is that they can solve problems that are too complex for conventional technologies; problems that do not have an algorithmic solution or for which an algorithmic solution is too complex to be defined. The multi-layer perceptron is the most widely used type of neural network. It is both simple and based on solid mathematical grounds. Input quantities are processed through successive layers of ''neurons''. There is always an input layer, with a number of neurons equal to the number of variables of the problem, and an output layer, where the perceptron response is made available, with a number of neurons equal to the desired number of quantities computed from the inputs. The layers in between are called ''hidden'' layers. Each neuron of a layer other than the input layer computes first a linear combination of the outputs of the neurons of the previous layer, plus a bias. The coefficients of the linear combinations plus the biases are called the weights. Neurons in the hidden layer then compute a non-linear function of their input. Generally, the non-linear function is the sigmoid function. Once the networks are considered to be trained, testing data are presented to it and outputs are compared with the experimental or observed results. In this study, a multi-layer feed-forward neural network is used. In a multi-layer feed-forward neural network, the artificial neurons are arranged in layers, and all the neurons in each layer have connections to all the neurons in the next layer. Associated with each connection between these artificial neurons, a weight value is defined to represent the connection weight. Fig.(1) shows architecture of a multi-layer feed-forward neural network with an input layer, an output layer, and one hidden layer. The operation of the network consists of a forward pass through the network. A number of learning rules are available. The back propagation learning algorithm is used in this study.
Hegazy et-al. [3] analyzed the Neural Network Approach for Predicting the Structural Behavior of Concrete Slabs. Neural networks have been used as a means to develop efficient predictive models of the structural behavior of concrete slabs. Four neural networks have been developed to model the load deflection behavior of concrete slabs, the four neural networks were trained and tested using the experimental results of 38 full-scale slabs. Haj-Ali et-al [4] presented a new approach to generate nonlinear and multi-axial constitutive models for fiber reinforced polymeric (FRP) composites using artificial neural networks (ANNs). The new nonlinear ANN constitutive models are complete and have been integrated with displacement-based FE software for the nonlinear analysis of composite structures. The proposed ANN constitutive models are trained with experimental data obtained from off-axis tension/compression and pure shear (Arcan) tests. The proposed ANN constitutive model is generated for plane-stress states with assumed functional response in some parts of the multiaxial stress space with no experimental data. The ability of the trained ANN models to predict material response is examined directly and through FE analysis of a notched composite plate. B. B. Adhikary and H. Mutsuyoshi [5] presents the development of artificial neural network models for predicting the ultimate shear strength of steel fiber reinforced concrete (SFRC) beams. Two models are constructed using the experimental data from the literature and the results are compared with each other and with the formula proposed by Swamy et al. and Khuntia et al. It is found that the neural network model, with five input parameters, predicts the shear strength of beams more closely than the network with four input parameters. Moreover, the neural network models predict the shear strength of SFRC beams more accurately than the above-mentioned formulas. In this study an ANN with back-propagation is used to predict the ultimate load capacity of RC beams strengthened with Carbon FRP. Seventeen parameters are used as input for the ANN at first stage. Several network architectures with different number of hidden layers and different number of neurons in the hidden layers were tried to reach a reasonable architecture.
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A parametric study for behavior of RC beams strengthened with Carbon FRP is carried out through the study.
Ultimate Flexural Strength of R.C. Beams Strengthened by CFRP
There are several modes of failures in concrete structural elements. Flexural failure is one of the most serious and undesirable modes of failure due its severity and brittleness. R/C members resist bending moment using several mechanisms. Experimental investigations to predict the flexural strength of R/C members have been carried out by several researchers and several empirical formulas [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] , based on experimental results, have been developed, Some of these formulas are used in prominent design codes such as the American Concrete Institute (ACI 440 R2) [6] . These formulas are used to predict the bending moment of concrete beams strengthen by CFRP, carry two point load as shown in figure (2) and they are functions of several flexural parameters. Accurate prediction of the ultimate flexural strength of reinforced concrete beams strengthening by Carbon FRP is of prime importance for developing a reliable method for their design. For this purpose, many experiments have been carried out to investigate the behavior of such beams. The data collected from these experiments constitute the basis of some of the expressions available in the literature for analytically predicting the ultimate strength of these beams. 
ACI 440.2R-02 [6]
In order to prevent debonding of the FRP laminate, a limitation should be placed on the strain level developed in the laminate. ACI 440.2R-02 [6] applies limit values for the ultimate strain of FRP sheet given by the following equations: = 1 60 360000 0.9, 180000 = 1 60 90000 0.9, > 180000
, , , are the environmental reduction factor for various FRP materials, ultimate strain , modulus of elasticity, thickness, effective strain and number of layers of CFRP sheet .the nominal bending moment at failure is given by : 2 2 2 Where the reduction factor for CFRP sheet. The ultimate bending moment is calculated by the following equation:
Based on ACI440, to provide ductility, the design bending moment is calculated provided that the tension steel strain be greater than 0.005. Therefore, a strength-reduction factor should be used as below: 
Artificial Neural Network Models and Training 3.1. Experimental Data:
From the experimental data collected from the literature cover the flexural strength of the specimens, the ultimate load capacity are calculated, which are simply supported and subjected to two point loads acting symmetrically with respect to the centerline of the span see figure (2) . This case provides a larger amount of data than other cases do, which is essential for better training of a network. During the collection of the data, specimens that do not have flexural failures have been excluded from the training set. The basic parameters that control the ultimate load of beams, based on previous research works are listed in table (1) The experimental data include 85 beam results, which are taken from the tests carried out by references [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] , the data are rearranged in such a way that 17 basic parameters are listed as input values and the ultimate load is included as the corresponding output value. The data collected contain the ranges as in table 1.
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Training of the Neural Networks
Back propagation networks are known for their ability to generalize well on a wide variety of problems. They are used for a vast majority of working neural network applications. The standard type of back-propagation network in which every layer is connected or linked to the immediately previous layer. The number of input and output neurons was set equal to the number of inputs and outputs respectively. From the 85 beams data collected from experimental work, obtained by the simulations, 75 of them was used in the training of the neural networks, 10 was used for tests with the obtained networks. Perceptron Multilayer (PML) networks, with back-propagation algorithm were used for the training. The multi-layer feed forward back-propagation technique is implemented to develop and train the neural network of current research where the sigmoid transform function adopted. The Levenberg-Marquardt (LM) techniques built in MATLAB proved to be efficient training functions, and therefore, are used to construct the NN model [24] . This training function is one of the conjugate gradient algorithms that start training by searching in the steepest descent direction (negative of the gradient) on the first iteration. The LM algorithm is known to be significantly faster than the more traditional gradient descent type algorithms for training neural networks. It is, in fact, mentioned as the fastest method for training moderately sized feed-forward neural network [25] . While each iteration of the LM algorithm tends to take longer than each iteration of the other gradient descent algorithms, the LM algorithm yields far better results using far less iteration, leading to a net saving in computer processor time over the other methods. One concern, however, is that it may over fit the data. The network should be trained to recognize general characteristics rather than variations specific to the data set used for training.
Network Data Preparation
Preprocessing of data by scaling was carried out to improve the training of neural network To avoid the slow rate of learning near end points specifically of the output range due to the property of the sigmoid function which is asymptotic to values 0 and 1, the input and output data were scaled between the interval 0.1 and 0.9. The linear scaling equation:
Was used in this study for a variable limited to minimum ( ) and maximum ( ) Values given in Table 1 with: = It should be noted that any new input data should be scaled before being presented to the network and the corresponding predicted values should be un-scaled before use
The Model FS17-1
At first time the model with seventeen inputs (FS17-1) was trained and tested using the experimental data. A four-layer feed forward neural network was developed. The properties of the models are shown in table 2. The relative importance for various input parameters are shown in Fig. 4 . As the figure indicates, the major important parameter is the carbon thickness (26.58%) while the most of other input parameters has insignificant importance on the predicting of ultimate load (10.24%-2.43 %), hence the parameters with low importance can be omit from input parameters of network. Beside the carbon thickness, four parameters were select from the residual sixteen parameters, for developed new ANN model, these are (length of carbon (Lf), yield strength of steel (fy), concrete strength (fc) and concrete cover (cov)).
The Model FS5-1
The second ANN model was developed with five input parameters and ultimate load as output. From 85 data, 60 unique data were obtained and divided into 51 training and 9 testing data. The properties of the FS5-1 model are shown in table 2. (5) Shows a plot of actual tested parameters against corresponding ANN predictions. A linear correlation can be observed and the correlation coefficient was found to be ( 0.97923), thus it can be concluded that the ANN can successfully modeled the ultimate load of reinforced concrete beams strengthen by carbon FRP using only five input parameters instead of seventeen parameters. To compare the neural network results with aforementioned ACI 440 R2 Code formulas, the same test data are used to calculate the predicted ultimate load capacity using the 
Parametric Studies and Sensitivity Analysis
One advantage of neural network models is that parametric studies can be easily done by simply varying one input parameter and all other input parameters are set to constant values. Through parametric studies, it can verify the performance of the Fs5-1 model in simulating the physical behavior of reinforced concrete beams strengthen by carbon FRP.
Effect of Carbon Thickness
Fig (7) shows the ANN prediction of variation of load capacity and carbon thickness for a rectangular beam with yield strength fy=400 MPa, concrete strength = 40 MPa and concrete cover cov=40 mm and with different values of carbon length. As the figure shows, the ultimate load increases with increasing the carbon thickness. Fig (8) shows the ANN prediction of variation of load capacity and carbon thickness for a rectangular beam with yield strength fy=400 MPa, carbon length Lf= 300 mm and concrete cover cov=40 mm and with different values of concrete strength for the same beam. The figure again shows that the ultimate load increase with increasing the carbon thickness on the other hand the figure shows insignificant effect of concrete strength on the ultimate load of reinforced concrete beams strengthen by carbon FRP. This result is conform with that obtained by Bobin and et-al [22] . 
Effect of Concrete Strength.
Fig (8) and Fig (9) shows the ANN prediction of variation of load capacity and concrete strength for a rectangular beam of different values of carbon thickness and length respectively. For the same carbon thickness or length there is no significant increase in the ultimate load capacity of the rectangular beam with increase of concrete strength. 
Effect of Carbon Length.

Effect of concrete cover
Conclusion
In this investigation, the feasibility of using a back propagation neural network to predict the ultimate load capacity of rectangular reinforced concrete beams strengthen with carbon FRB was carried out. The ANN prediction and experimental values are compared with the load prediction of ACI 440 R2 formulas. A sensitivity study of the parameters that affect load capacity of reinforced concrete beams was carried out. It can be concluded from this study that:
Back propagation neural network (BPNN) with sigmoid function can be used successfully to predict the ultimate load capacity of rectangular reinforced concrete beams strengthen with carbon FRB accurately. ANN predictions of ultimate load capacity are more accurate than the ultimate load capacity prediction of ACI 440 R2 formulas. ANN is an effective tool for running parametric study among several parameters that affect physical phenomenon in engineering as verified for the case of ultimate load capacity of reinforced concrete beams. 39 ANN is effective tools for execution importance studies of the input parameters that affect the predicting the out parameters, the input parameters with low importance can be omit to develop new ANN with significant importance parameters only.
Carbon thickness is the major important parameters that affecting the prediction of the ultimate load capacity of rectangular reinforced concrete beams strengthen with carbon FRB.
For the same carbon thickness or length there is no significant increase in the ultimate load capacity of the rectangular beam with increase of concrete strength.
The ultimate load increase with increasing the carbon length.
The ultimate load capacity of the rectangular beam increase with increasing of concrete cover.
