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Cílem této práce je popsat základní vlastnosti kontextových kompresních metod. Proces
modelování je uveden společně s principem aritmetického kódování. Postupně jsou předsta-
veny metody PPM, CTW a PAQ a je nastíněna možná implementace pravděpodobnostního
modelu základní metody PPM. Je provedeno srovnání výkonnosti kontextových, slovníko-
vých a v současnosti používaných metod komprese dat. Na základě dosažených výsledků
jsou shrnuty možnosti využití metody PPM.
Abstract
The aim of this thesis is to describe basic properties of the context-based compression me-
thods. Modelling procedure is presented together with the principle of an arithmetic coding.
Gradually the PPM, CTW and PAQ methods are introduced together with the possible
implementation of the basic PPM probability model. The performance of context-based,
dictionary and the most currently used methods of data compression is being compared.
Based on obtained results, the possible usage of PPM methods is summarized.
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Během několika posledních let došlo k nevídanému rozmachu výpočetní techniky a s ní
také telekomunikačních služeb. Téměř většina lidí disponuje dnes alespoň jedním osobním
počítačem nebo notebookem. Účel jejich použití se liší, někteří je využívají pro zábavu,
jako hraní her, poslech hudby, brouzdání po internetu, v jiných případech mohou sloužit
jako prostředek komunikace. To, co obě činnosti spojuje, je potřeba ukládání a přenosu dat.
Jelikož objemy těchto dat nejsou v dnešní době často zanedbatelné, začala se projevovat
snaha o jejich zmenšení. Za tímto účelem byly vyvinuty algoritmy komprese dat.
Co je to komprese dat, a to že se kompresní algoritmy dělí na ztrátové a bezeztrátové, je
předmětem druhé kapitoly. Je zde také uvedeno členění bezeztrátových kompresních metod
na statistické a slovníkové, včetně jejich stručného popisu. Objeví se rovněž zmínka o mo-
delování a kódování, jež jsou důležitými procesy při kompresi a dekompresi dat. Bude před-
staveno Braillovo písmo a Morseova abeceda, které lze považovat za průkopníky v oblasti
komprese textu. V závěru kapitoly bude vysvětlen princip jedné z nejstarších statistických
kompresních metod, Huffmanova kódování.
Třetí kapitola pojednává o aritmetickém kódování, které je dalším z řady statistických
metod. V úvodu této kapitoly bude vysvětlena podstata aritmetického kódování a postup
konstrukce semiadaptivního pravděpodobnostního modelu. Následně bude na příkladu před-
veden průběh kódování a dekódování. Zbylá část kapitoly je věnována implementaci aritme-
tického kodéru s použitím celočíselné aritmetiky. Je zde vysvětlen princip škálování, způsob
reprezentace pravděpodobnostního modelu a úskalí a přínosy jednotlivých implementací.
Podstatná část této práce je obsažena ve čtvrté kapitole, která se zaobírá kontextovými
metodami. Je zde ujasněn způsob, jakým metoda PPM predikuje pravděpodobnost násle-
dujícího symbolu. Bude uvedena datová struktura trie, která je využita pro reprezentaci
adaptivního pravděpodobnostního modelu. Dále budou představeny některé z pokročilejších
derivací metody PPM.
Poslední kapitola obsahuje srovnání kontextových, slovníkových a v současnosti pou-
žívaných metod komprese dat. Jednotlivé metody jsou srovnány na základě kompresního
poměru dosaženého kompresí korpusu Silesia a Calgary. Do grafů jsou vyneseny závislosti




Zvyšující se standardy a požadavky na kvalitu zapříčinily rozvoj odvětví zvaného komprese
dat. Kompresi dat lze chápat jako proces zhuštění, při kterém dochází ke zmenšení objemu
dat, ale přitom se nemění jejich význam. Komprese je dosaženo pomocí redukce nebo odstra-
nění přebytečné informace, tzv. redundance. Redundance vzniká nedokonalým kódováním
dat, nutností rychlého přístupu k datům nebo přidáváním zabezpečovací informace.
Postup odstranění redundance definuje kompresní algoritmus. Podstatnou nevýhodou
komprese je, že zkomprimovaná data jsou znovu použitelná až poté, co se zpětně dekom-
primují, tj. uvedou pomocí dekompresního algoritmu do původního stavu.
Dvojice těchto algoritmů společně tvoří kompresní metodu. Kompresní metody jsou vždy
navrženy pro určitý typ dat, na kterém dosahují nejlepších výsledků. Typy kompresních
metod a jejich popis jsou obsahem následující kapitoly.
2.1 Typy kompresních metod
Kvalita komprese je dána tím, jak se liší zdrojová data od rekonstruovaných. V závislosti
na kvalitě se kompresní metody dělí do dvou základních kategorií [17].
Bezeztrátové kompresní metody jsou metody, u kterých při kompresi nedochází ke
ztrátě informace. Dekompresí je tedy možné získat původní datový tok. Většina základních
kompresních metod je bezeztrátových a používají se všude tam, kde je důležité, aby data
před kompresí a data po dekompresi byla totožná. Nejčastější využití nalézají při kompresi
textových souborů, binárních souborů apod., kde by ztráta informace vedla k nenávratnému
poškození souboru.
Ztrátové kompresní metody tolerují při kompresi ztrátu informace. Kompresí sou-
boru dochází ke změně nebo zanedbání jistých hodnot, aby bylo dosaženo vyššího kompres-
ního poměru. Ztrátové metody mají uplatnění v kompresi obrázků, videa a zvuku a byly
navrženy s ohledem na nedokonalosti lidských smyslů. Při přenosu zvuku se komprimují
jednotlivé vzorky zvukového signálu. Jako média může být například použito mobilního te-
lefonu nebo kompaktního disku. Podle použitého zařízení k reprodukci lze tolerovat určitou
ztrátu informace, která v případě použití mobilního telefonu může být několikrát vyšší než
u kompaktního disku.
3
Bezeztrátové kompresní metody se dále dělí podle způsobu, jakým je dosaženo komprese
dat, na statistické a slovníkové.
Statistické metody jsou založeny na pravděpodobnosti výskytů jednotlivých symbolů.
Využívají toho, že některé symboly se v komprimovaných datech vyskytují častěji. Tyto
symboly jsou nahrazovány kratšími kódy než ty, které se vyskytují sporadicky. Do této
kategorie spadají Huffmanovo a aritmetické kódování. Ke statistickým metodám se také řadí
kontextové metody, které využívají znalosti předchozích symbolů k predikci následujícího.
Slovníkové metody fungují na principu vyhledávání opakujících se sekvencí symbolů.
První výskyty jednotlivých sekvencí jsou zapsány do komprimovaného souboru. Všechny
další výskyty jsou nahrazeny odkazem na předchozí výskyt. K nejznámějším metodám patří
LZ77, LZ78 a LZW.
2.2 Základní pojmy
V této části jsou uvedeny některé důležité pojmy související s kompresí dat [20].
Kompresní poměr
Porovnat výkonnost kompresních metod je možné několika způsoby. Jednotlivé kompresní
algoritmy lze například srovnat na základě algoritmické, paměťové a časové složitosti. Tento
přístup ale není příliš objektivní. Podstatnější je, jak si jednotlivé metody vedou při kom-
presi různých dat.
Kompresní poměr je v dnešní době nejpoužívanějším ukazatelem pro srovnání výkon-
nosti kompresních algoritmů. Je definován jako podíl velikosti zkomprimovaných a zdro-
jových dat a udává jakou část původní velikosti zabírají zkomprimovaná data. Pokud je





Z kompresního poměru lze odvodit veličinu bpc (bits per character), která udává průměrný
počet výstupních bitů potřebných k reprezentaci jednoho znaku.
bpc =
velikost komprimovaných dat · 8
velikost zdrojových dat
(2.2)
Entropie dat a redundance
Všechny kompresní metody vycházejí ze skutečnosti, že běžně používané způsoby reprezen-
tace dat jsou navrženy tak, aby umožňovaly snadnou manipulaci s daty, a proto obsahují
řadu redundancí. Metody kódování používané pro uložení dat neberou ohled na skutečnost,
že v datech se mnohdy některé části opakují nebo se některé hodnoty vyskytují ve větší
míře než jiné. Důsledkem toho je skutečnost, že pro uložení dat se používá větší prostor,
než je nezbytně nutné. Z pohledu komprese je důležité, zda délka dat odpovídá obsažené
informaci. Informaci lze kvantifikovat pomocí entropie jednotlivých symbolů, kterými jsou
data reprezentována.
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Entropie symbolu, tj. počet bitů potřebných k reprezentaci informace, je závislá od
pravděpodobnosti jeho výskytu.
Hi = −log2 pi (2.3)
Vedle entropie jednotlivých symbolů lze stanovit také entropii dat, tj. průměrnou ent-




pi log2 pi (2.4)
Redundance je definována jako rozdíl mezi průměrnou a skutečnou entropií dat, kterou
je například možné vyjádřit pomocí veličiny bpc.
R = bpc−Havg (2.5)
2.3 Modelování a kódování
V závilosti od potřebné kvality rekonstruovaných dat lze volit mezi ztrátovou a bezeztráto-
vou kompresí. Volba konkrétní metody je závislá na několika faktorech. Zřejmě nejdůleži-
tějším z nich je typ komprimovaných dat. Pokud by se použila metoda, která je předurčena
pro kompresi textu, ke kompresi obrázků, není zaručeno, že bude dosaženo stejného kom-
presního poměru [17].
Z tohoto důvodu byl průběh komprese a dekomprese rozdělen do dvou částí. První z nich
je modelování, při kterém se popíše pravidelnost a redundance dat pomocí modelu [20].
U statistických metod model obsahuje pravděpodobnosti výskytu jednotlivých symbolů.
Celkem jsou rozlišovány tři druhy modelů.
Statický model je nezávislý na komprimovaných datech. Pravděpodobnosti jednotlivých
symbolů jsou získávány zpracováním velkých objemů dat. Účinnost komprese je závislá na
tom, do jaké míry komprimovaná data odpovídají datům, ze kterých byl model vytvořen.
Může nastat situace, kdy se některé symboly v komprimovaných datech vyskytují častěji
než model předpokládá. Pokud by ke kódování bylo použito Huffmanova kódu, došlo by





Obrázek 2.1: Statický model
být nahrazovány kratším kódem. Bohužel rozdělení pravděpodobnosti modelu je odlišné,
a proto budou těmto symbolům přiřazovány kódy delší.
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Semiadaptivní model je vytvořen kodérem před kompresí samotných dat. Obsahuje
tedy pravděpodobnostní rozložení odpovídající kódovaným datům. Podstatnou nevýhodou





Obrázek 2.2: Semiadaptivní model
Tento model se typicky používá u Huffmanova kódování. Při jeho konstrukci kodér nej-
prve určí pravděpodobnosti výskytů jednotlivých symbolů a pomocí nich vytvoří strom
s Huffmanovým kódem. Před samotnou kompresí dat je nutné tento strom uložit do vý-
stupního souboru, z něhož dekodér později načte informace o jeho struktuře, provede jeho
rekonstrukci a dekomprimuje data.
Adaptivní model model se vytváří v průběhu kodóvání, je tedy z časového hlediska
ušetřen jeden průchod komprimovanými daty. Podstatné také je, že není nutné model s daty






Obrázek 2.3: Adaptivní model
Vytvořený model je východiskem pro příslušný kompresní algoritmus, který na jeho
základě provede kódování. Kódování je proces injektivního zobrazení prvků jedné množiny
prvkům množiny druhé, při kterém se každému symbolu vstupní abecedy přiřadí jedno-
značný kód z množiny kódových slov.
Kód [19] lze chápat jako uspořádanou trojici (S, C, f), kde S je množina zdrojových
jednotek, C je množina kódových slov a f je zobrazení z S do C.
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2.4 Braillovo písmo a Morseova abeceda
První pokusy o reprezentaci textu pomocí kódů se objevily kolem roku 1820 [11]. V té
době vytvořil Louis Braille písmo, které umožňovalo slepým číst. Toto písmo je používáno,
po několika úpravách, až dodnes.
Braillův kód je tvořen mřížkou šesti bodů uspořádaných do obdélníku 2×3. Na každém
z těchto bodů může nebo nemusí být do papíru vytlačena hmatatelná tečka. Každý bod nese
informaci jednoho bitu, což dává celkem 64 kódů, z nichž je jeden vyhrazen pro mezeru.
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Tabulka 2.1: Písmena abecedy zapsané pomocí Braillova písma
Jelikož anglická abeceda čítá pouze 26 znaků, je zbylých 38 kódů nevyužito. Část z nich
reprezentuje interpunkční znaménka a prefixy, pomocí kterých je například možné zapsat
velké písmeno či číslici. Zbylé kombinace jsou využity k reprezentaci často používaných slov
a řetězců anglického jazyka.
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Tabulka 2.2: Vybraná slova a řetězce v Braillově písmě
Objem komprese dosažený Braillem je malý, ale významný, protože knihy v Braillově
kódu jsou značně rozměrné. Jeden znak v Braillově písmě zabírá plochu asi deseti normál-
ních znaků. Proto i tato malá komprese přináší úsporu.
Výraznější komprese dosáhl Samuel Morse uvedením Morseovy abecedy v r. 1843, která
nalezla využití v telegrafii. V případě Braillova písma se všem znakům přiřazovaly stejně
dlouhé kódy, zde je tomu jinak. Morse využil poznatku, že některé znaky se v přenášených
a b c d e f g h i j k l m
a b c d e f g h i j k l m
n o p q r s t u v w x y z
n o p q r s t u v w x y z
Tabulka 2.3: Písmena abecedy zapsané pomocí Morseovy abecedy
zprávách vyskytují častěji než ostatní. Proto se rozhodl pro použití kódu s proměnnou
délkou, kde častějším znakům jsou přiřazeny kratší kódy. Kódy s proměnnou délkou musí
splňovat prefixovou vlastnost, tj. žádný kód nesmí být prefixem delšího kódu.
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2.5 Huffmanovo kódování
Huffmanovo kódování [11] patří k nejstarším kompresním metodám. K reprezentaci kódů
jednotlivých znaků využívá prefixové vlastnosti, tak jako Morseova abeceda. Pravděpodob-
nosti výskytů znaků mohou být získány ze statického nebo semiadaptivního modelu, který
musí být seřazen v sestupném pořadí. Existuje také adaptivní modifikace algoritmu, v níž
se model aktualizuje po zakódování každého znaku. Nevýhodou tohoto přístupu je nutnost
průběžného přidělování kódů znakům.
Před zahájením kódování je nejprve nutné zkonstruovat Huffmanův strom. Při jeho
konstrukci se postupuje od listů, které obsahují pravděpodobnost výskytu znaku, směrem
ke kořeni.
Konstrukce jednoduchého stromu bude ukázána na následujícím příkladu. Bude při ní
použito modelu uvedeného v tabulce 2.4. V prvním kroku jsou vytvořeny listy stromu.
hodnota znaku a b c d e
pravděpodobnost 0,4 0,2 0,2 0,1 0,1
Tabulka 2.4: Pravděpodobnosti výskytu kódovaných znaků
V každém dalším se strom rozšíří o nový uzel, kterému se přiřadí dva volné uzly s nejnižší
pravděpodobností. Hrany vzniklé mezi těmito uzly se ohodnotí 1 a 0. Pravděpodobnost













Obrázek 2.4: Huffmanův strom pro uvedený pravděpodobnostní model
přidaného uzlu se určí jako součet pravděpodobností synovských uzlů. Postup se opakuje,
dokud není pravděpodobnost uzlu rovna 1.
Kód znaku lze získat tahem od kořene k listu. Nejkratší kód je přiřazen znaku s největší
pravděpodobností výskytu. V tomto případě se jedná o znak a a je mu přiřazen kód 1.
Zbylým znakům jsou přiřazeny postupně kódy: 01, 001, 0001 a 0000.
Kompresní poměr dosahovaný při použití Huffmanova kódování je nízký. V současné
době jsou k dispozici mnohem účinnější kompresní metody. Některé z nich budou uvedeny




Aritmetické kódování [16] je další z řady bezeztrátových kompresních metod. Funguje na
podobném principu jako Huffmanovo kódování, ale na rozdíl od něj nepřiřazuje kód jed-
notlivým symbolům vstupní abecedy, ale přiřadí jedno kódové slovo celému vstupnímu
řetězci. Kódové slovo je reprezentováno reálným číslem z intervalu 0,0 ≤ n < 1,0. Každý
zakódovaný znak tento interval zúží úměrně své pravděpodobnosti, podrobnější výklad lze
nalézt v kapitole 3.2. Komprese je dosažena zakódováním častěji se vyskytujících symbolů
pomocí menšího počtu bitů, tzn. symbol s vysokou pravděpodobností omezí interval méně
než symbol s nižší frekvencí výskytů, tudíž přispěje menším počtem bitů k reprezentaci
nových mezí intervalu. Jelikož počet čísel v tomto intervalu je roven nekonečnu, je možné
každé vstupní posloupnosti přiřadit unikátní hodnotu.
Je patrné, že je výhodnější generovat jedno kódové slovo pro skupinu nebo posloupnost
znaků, nežli nahrazovat každý znak samostatným kódem. Tento přístup lze také aplikovat na
Huffmanovo kódování, nevýhodou je ale exponenciální paměťová náročnost vzniklé množiny
kódů. Pokud vstupní abeceda čítá k znaků a délka posloupnosti je rovna m, bude výsledná
množina obsahovat km kódových variant.
Aritmetické kódování je vhodné použít v případě, kdy pravděpodobnosti výskytů jedno-
tlivých znaků jsou zkosené, tzn. některé znaky se vyskytují s mnohonásobně vyšší pravdě-
podobností než jiné. Dá se konstatovat, že s využitím této metody je možné se více přiblížit
skutečné entropii kódovaných dat a snížit tak jejich redundanci. Výjimka nastane v případě,
kdy pravděpodobnosti výskytů jednotlivých znaků budou zápornými mocninami 2. V tomto
případě Huffmanovo kódování dosahuje hodnot skutečné entropie a použití aritmetického
kódování ztrácí smysl.
3.1 Pravděpodobnostní model dat
Základní algoritmus je koncipován jako dvouprůchodový. V prvním průchodu je nutné určit
počty výskytů jednotlivých znaků. Následně je vytvořen pravděpodobnostní model, který je
použit v druhém průchodu při procesu kódování. Vytvořený model je semiadaptivní, a proto
je nutné jej distribuovat současně se zakódovanými daty. V případě použití adaptivního
modelu lze počet průchodů omezit na jeden, viz kapitola 3.4.
Pro zjednodušení konstrukce modelu bude zavedeno zobrazení, pomocí kterého se všem
znakům vstupní abecedy Λ = {a1, a2, . . . , am} přiřadí určité číslo i = 1, . . . ,m, které bude
považováno za diskrétní náhodnou veličinu X tohoto znaku [17].
X(ai) = i ai ∈ Λ (3.1)
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Hustotu pravděpodobnosti diskrétní náhodné veličiny X lze vyjádřit následovně:
P (X = i) = p(ai) (3.2)
K určení horní meze intervalu lze použít distribuční funkce diskrétní náhodné veličiny X.
F (i) = P (X ≤ x) =
i∑
x=1
P (X = x) (3.3)
Nyní je možné interval rozdělit na podintervaly a určit kumulované frekvence, které bu-
dou později využity při procesu kódování a dekódování s použitím celočíselné aritmetiky,
viz kapitola 3.5.2.





V následujících dvou kapitolách bude detailně popsán postup kódování a dekódování řetězce
COCONUTS. Než se tak stane, je nejprve nutné vytvořit pravděpodobnostní model pro
tento řetězec. K jeho konstrukci bude využito výše uvedených poznatků. Získané počty
znak i fi P (X = i) F (i) interval fkumi
 0 0 - 0 - -
C 1 2 2/8 = 0,25 0,25 〈0; 0,25) 0
O 2 2 2/8 = 0,25 0,5 〈0,25; 0,5) 2
N 3 1 1/8 = 0,125 0,625 〈0,5; 0,625) 4
U 4 1 1/8 = 0,125 0,750 〈0,625; 0,750) 5
T 5 1 1/8 = 0,125 0,825 〈0,750; 0,825) 6
S 6 1 1/8 = 0,125 1 〈0,825; 1) 7
celková kumulovaná frekvence 8
Tabulka 3.1: Pravděpodobnostní model dat pro řetězec COCONUTS
výskytů znaků jsou zapsány do výstupního toku před zahájením kódování a jsou později
využity dekodérem k rekonstrukci pravděpodobnostního modelu.
3.2 Průběh kódování
Po zhotovení modelu může být zahájen proces kódování [17]. Nejprve se inicializuje dolní a




Tento interval se následně rozdělí na podintervaly v poměru odpovídajícím pravdě-
podobnostem výskytů jednotlivých znaků. Při určování mezí podintervalů bude využito
hodnot uvedených v pravděpodobnostním modelu, viz tabulka 3.1. Výskyt znaku C omezí
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hodnotu kódového slova (anglicky tag, krátce t) do podintervalu 〈0; 0,25), pokud by se
jednalo o znak O, meze by nabyly hodnot 〈0,25; 0,5) atd.
Po zakódování prvního znaku řetězce COCONUTS se interval zuží na 〈0; 0,25). Vznikl
tedy nový interval o šířce 0,25, který bude následně rozdělen na další podintervaly s vy-
užitím stejných poměrů jako v předchozím kroku: znaku C přísluší podinterval 〈0; 0,625),





















































Obrázek 3.1: Dělení intervalu při kompresi řetězce COCONUTS
Nyní budou uvedeny obecné rovnice pro výpočet dolní a horní meze intervalu:
l(n) = l(n−1) + (u(n−1) − l(n−1)) · F (i− 1) (3.6)
u(n) = l(n−1) + (u(n−1) − l(n−1)) · F (i) (3.7)
S přečtením každého znaku dochází k rekurzivnímu dělení intervalu na podintervaly.
Šířka intervalu se s každým zakódovaným znakem zmenšuje a je proto nutné použít vyšší
přesnosti k reprezentaci jeho mezí. Níže uvedená tabulka zachycuje průběh kódování části
n znak i l(n) u(n) u(n) − l(n)
0  0 0 1 1
1 C 1 0 0,25 0,25
2 O 2 0,0625 0,125 0,0625
3 C 1 0,0625 0,078125 0,015625
4 O 2 0,06640625 0,0703125 0,00390625
Tabulka 3.2: Průběh kódování části řetězce COCONUTS
řetězce COCONUTS. Posloupnost COCO lze reprezentovat libovolným reálným číslem z in-
tervalu 〈0,06640625; 0,0703125), který vznikl po zakódování posledního znaku O. Aby byl
proces dekódování jednodušší, bude na výstup zapsána hodnota dolní meze – 0,06640625.
Tuto hodnotu lze binárně reprezentovat jako 0,00010001. Jelikož horní mez intervalu
nemůže nikdy nabýt hodnoty rovné 1, je možné zapsat na výstup pouze desetinnou část,
tj. 00010001.
Použití aritmetiky s pohyblivou řádovou čárkou není příliš efektivní z hlediska rychlosti
prováděných aritmetických operací. V kapitole 3.5.2 bude nastíněno, jak lze aritmetický
kodér implementovat s využitím celočíselné aritmetiky.
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3.3 Průběh dekódování
Před zahájením kódování byly na výstup zapsány jednotlivé znaky vstupní abecedy a jim
odpovídající počty výskytů. Tyto údaje jsou nyní využity k rekonstrukci pravděpodobnost-
ního modelu. Po jeho zhotovení se inicializuje dolní mez l(0) = 0 a horní mez u(0) = 1 a
dojde k rozdělení intervalu na podintervaly.
Proces dekódování je zahájen načtením hodnoty kódového slova. V uvedeném případě
je vstupní posloupnost COCO reprezentována reálným číslem 0,06640625. Pro dekódování
prvního znaku posloupnosti je potřeba najít podinterval, který toto číslo obsahuje. Musí
být proto určena taková hodnota i, pro kterou platí:
t ∈ [F (i− 1), F (i))
Podmínka je splněna pro i = 1, které odpovídá znaku C, viz tabulka 3.1. Tento znak se
zapíše na výstup a eliminuje se jeho vliv na kódové slovo odečtením dolní meze a vydělením
šířkou jemu odpovídajícího podintervalu. Postup se opakuje, dokud není dekódována celá
vstupní posloupnost.
t =
t− F (i− 1)
F (i)− F (i− 1) (3.8)
Následující tabulka zobrazuje průběh dekódování řetězce COCO. Po dekódování posled-
ního znaku je hodnota kódového slova rovna 0. Jelikož je nám počet zakódovaných znaků
t znak i F (i− 1) F (i) F (i)− F (i− 1)
0,06640625 C 1 0 0,25 0,25
0,265625 O 2 0,25 0,5 0,25
0,0625 C 1 0 0,25 0,25
0,25 O 2 0,25 0,5 0,25
0 ukončení dekódování
Tabulka 3.3: Průběh dekódování řetězce
znám, mělo by nyní dojít k ukončení dekódování, bohužel se tak nestane. Dekodér bude
v dekódování pokračovat a na výstup bude neustále zapisovat znak C.
Ukončení dekódování lze řešit dvojím způsobem. Prvním z nich je rozšíření vstupní
abecedy o speciální znak, po jehož dekódování se proces ukončí. Druhá možnost je předat
dekodéru informaci o počtu zakódovaných znaků.
3.4 Adaptivní aritmetické kódování
Adaptivní aritmetické kódování, na rozdíl od výše uvedeného přístupu, nepočítá předem
frekvence symbolů, ale odvozuje je až při samotném kódování. Kódovací algoritmus sestává
z adaptivního pravděpodobnostního modelu a aritmetického kodéru. Pravděpodobnostní
model se aktualizuje vždy po zpracování symbolu. V případě kodéru se aktualizace provádí
po zakódování symbolu, u dekodéru je aktualizace provedena po dekódování a rozpoznání
symbolu.
Při inicializaci modelu je nutné symbolům vstupní abecedy přiřadit jeden výskyt. Před-




Obsahem následujících podkapitol je podrobný popis implementace aritmetického kodéru
a dekodéru. Budou uvedeny dva přístupy k aktualizaci mezí intervalu. První z nich byl
představen v roce 1987 v článku Arithmetic Coding for Data Compression [23]. Druhý
přesně o 20 let později – Arithmetic Coding revealed [4].
3.5.1 Reprezentace pravděpodobnostního modelu
Při konstrukci pravděpodobnostního modelu byl zaveden pojem kumulované frekvence,
viz kapitola 3.1. Tato frekvence bude nyní využita pro zakódování symbolu. Celkem je
nutné určit tři kumulované frekvence:
• LowCount je součet výskytů symbolů s ordinální hodnotou menší než ordinální hod-
nota kódovaného symbolu
• HighCount je hodnota LowCount rozšířená o počet výskytů kódovaného symbolu
• TotalCount je součet všech výskytů symbolů vstupní abecedy
Budou uvedeny a srovnány dva způsoby jak pravděpodobnostní model reprezentovat.
Srovnání bude provedeno na základě časových složitostí následujících operací:
• určení kumulované frekvence symbolu
• vyhledání symbolu s odpovídající kumulovanou frekvencí
• aktualizace pravděpodobnostního modelu
Nejjednodušší datovou strukturou pro reprezentaci modelu je jednorozměrné pole. Roz-
sah indexu tohoto pole závisí od počtu znaků vstupní abecedy. Pokud bude použita abeceda
o 256 znacích, index bude nabývat hodnot 0–256, kde hodnoty 0–255 odpovídají ordinální
hodnotě symbolu a index 256 je vyhrazen pro symbol EOF. Hodnotou prvku pole může být
buď počet výskytů daného symbolu nebo kumulovaná frekvence. U první zmíněné varianty





HighCount(i) = LowCount(i) + f [i] (3.10)
Po zakódování symbolu je nutné model aktualizovat. Aktualizace je dosaženo inkremen-
tací f[i] a proměnné TotalCount, která byla předem inicializována na velikost vstupní abe-
cedy, v našem případě 257.
Při vyhledávání symbolu se jednotlivé počty výskytu sčítají, počínaje indexem 0, do-
kud je průběžná kumulovaná frekvence menší než hledaná. Ordinální hodnota hledaného
symbolu je rovna indexu posledního přičteného prvku.
Tato varianta umožňuje rychlou aktualizaci pravděpodobnostního modelu. Určení ku-
mulovaných frekvencí a vyhledání symbolu se provádí s lineární časovou složitostí.
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K reprezentaci pravděpodobnostního modelu 3.1 byl použit druhý přístup. Jeho výhodou
je možnost určení kumulované frekvence symbolu s konstantní časovou složitostí a použití
binárního vyhledávání k nalezení symbolu.
LowCount(i) = fkum[i] (3.11)
HighCount(i) = fkum[i + 1] (3.12)
Pole bylo dodatečně rozšířeno o jeden prvek, s indexem 257, udržující hodnotu Total-
Count. Jednotlivé prvky jsou inicializovány postupně hodnotami 0–257. Při aktualizaci je
nutné inkrementovat všechny kumulované frekvence počínaje indexem i+1.
operace nad modelem
reprezentace
počty výskytů kumulované frekvence
kumulovaná frekvence O(n) O(1)
vyhledání symbolu O(n) O(log n)
aktualizace modelu O(1) O(n)
Tabulka 3.4: Časové složitosti operací nad pravděpodobnostním modelem
3.5.2 Použití celočíselné aritmetiky
Jak již bylo zmíněno v předchozí kapitole, není použití aritmetiky s pohyblivou řádovou
čárkou příliš vhodné z hlediska pomalejších aritmetických operací a ztráty přesnosti při
kódování dlouhých posloupností. Bude tedy uvedeno, jak lze tuto problematiku efektivně
řešit pomocí celočíselné aritmetiky.
V kapitole 3.2 byl představen postup, jak zakódovat vstupní posloupnost do reálného
čísla ležícího v intervalu 〈0; 1). V případě použití celočíselné aritmetiky je princip obdobný
s tím, že použitý interval obsahuje konečně mnoho celočíselných hodnot a jejich počet je
závislý od šířky použitého datového typu.
K reprezentaci mezí intervalu nemusí být využito všech bitů datového typu. Při použití
m bitů nabudou meze následujících hodnot:
l = 0 (3.13)
u = 2m − 1 (3.14)
Při volbě počtu bitů je nutné mít na paměti, že interval musí být zprava otevřený, proto lze
k reprezentaci mezí intervalu použít maximálně b−1 bitů, kde b je počet bitů použitého da-
tového typu. V případě použití všech b bitů by mohlo při aktualizaci mezí dojít k přetečení,
které by způsobilo výjimku v pohyblivé řadové čárce nebo neočekávané chování programu.
Interval zprava otevřený lze získat odečtením 1 od horní meze.
Princip kódování a dekódování s použitím celočíselné aritmetiky bude předveden na
vstupním řetězci COCONUTS. Kumulované frekvence pro tento řetězec jsou uvedeny v prav-
děpodobnostním modelu 3.1. Rovnice 3.6 a 3.7 je potřeba upravit do tvaru, ve kterém budou
tyto frekvence využity [23].
l = l +
⌊




u = l +
⌊





U první rovnice si je možné všimnout, že k rozdílu horní a dolní meze intervalu je přič-
tena 1. Je tak zrcadleno její odečtení při určování hodnoty horní meze intervalu, viz rov-
nice 3.14. Tento krok je nutné provést, aby byla získána skutečná šířka intervalu, která je
o 0,999 . . . větší než rozdíl horní a dolní meze.
Následuje ukázka průběhu kódování řetězce COCONUTS. K určení hodnot LowCount a
HighCount bylo použito rovnic 3.11 a 3.12 a celkové kumulované frekvence uvedené v prav-
děpodobnostním modelu 3.1. Šířka intervalu je vymezena 8 bity. Z níže uvedené tabulky je
n znak i LowCount HighCount TotalCount ln un
0  0 0 0 8 00000000 (0) 11111111 (255)
1 C 1 0 2 8 00000000 (0) 00111111 (63)
2 O 2 2 4 8 00010000 (16) 00011111 (31)
3 C 1 0 2 8 00010000 (16) 00010011 (19)
4 O 2 2 4 8 00010001 (17) 00010001 (17)
Tabulka 3.5: Průběh kódování části řetězce COCONUTS
patrné, že hodnoty dolní a horní meze konvergují, až se vzájemně překryjí. Od této chvíle
v kódování již nelze pokračovat. Tomuto jevu lze zabránit pomocí škálování, o kterém bude
zmínka v následující podkapitole. Jelikož aktuální šířka intervalu je rovna 0, lze posloupnost
COCO reprezentovat pouze jedinou hodnotou.
Dekodér provádí aktualizaci mezí intervalu až po rozpoznání zakódovaného znaku.
Pro dekódování znaku je nutné nejprve určit jeho kumulovanou frekvenci.
CumCount =
⌊
(t− l + 1) · TotalCount− 1
u− l + 1
⌋
(3.17)
Následně se prohledá pravděpodobnostní model a určí znak, kterému tato kumulovaná
frekvence odpovídá. Po jeho nalezení je možné aktualizovat meze dosazením do 3.15 a 3.16.
n t ln un CumCount znak i LowCount HighCount TotalCount
1 17 0 255 0 C 0 0 2 8
2 17 0 63 2 O 2 2 4 8
3 17 16 31 0 C 0 0 2 8
4 17 16 19 3 O 2 2 4 8
Tabulka 3.6: Průběh dekódování řetězce
Při použití vztahů 3.15, 3.16 a 3.17 může nastat přetečení při násobení. Přetečení se
lze vyhnout zvolením dostatečně širokého datového typu, vhodného počtu bitů k repre-
zentaci intervalu a prováděním renormalizace pravděpodobnostního modelu po zpracování
určitého počtu znaků. Vhodnějším řešením je zavedení proměnné step, která udává jaká
část intervalu odpovídá jednomu výskytu znaku.
step =




Pro správnou funkčnost je nutné patřičně upravit rovnice pro aktualizaci mezí intervalu
a určení kumulované frekvence zakódovaného znaku.
l = l + step · LowCount (3.19)





Zavedením proměnné step byl také snížen počet prováděných operací dělení, což bude
mít zaručeně kladný vliv na dobu provádění algoritmu.
3.5.3 Škálování
Hlavním nedostatkem celočíselné aritmetiky je omezený rozsah hodnot daný šířkou použi-
tého datového typu. Toto omezení lze odstranit pomocí změny měřítka intervalu. Kdy a
jakým způsobem měřítko změnit je možné určit podle toho, ve které části intervalu se ak-
tuální podinterval nachází. Princip škálování bude nejdříve předveden s použitím reálných
čísel, později bude zobecněn na celá čísla. Při postupném zužování intervalu může nastat
jedna ze tří následujících situací [17]:
• E1 – podinterval je zcela obsažen v dolní polovině intervalu, tj. 〈0; 0,5)
• E2 – podinterval je zcela obsažen v horní polovině intervalu, tj. 〈0,5; 1)
• E3 – podinterval leží ve středu intervalu, tj. 〈0,25; 0,75)
Jakmile se podinterval zúží natolik, že bude zcela obsažen v dolní nebo horní polovině
intervalu, začne konvergovat a už nikdy tuto polovinu neopustí. U E3 je to obdobné, s tím
rozdílem, že dochází ke konvergenci ke středu intervalu.
Nejvýznamnější bit reálných čísel ležících v intervalu 〈0; 0,5) je roven 0, u intervalu
〈0,5; 1) je to 1. Tato vlastnost je využita u dekodéru, který na základě tohoto bitu je schopen
určit, v které části intervalu se kódové slovo nachází. Proto když se nejvýznamnější bit dolní
a horní meze shoduje, lze ho zapsat do výstupního toku a provést změnu měřítka.
E1 : 〈0; 0,5)→ 〈0; 1); E1(x) = 2 · x (3.22)
E2 : 〈0,5; 1)→ 〈0; 1); E2(x) = 2 · (x− 0,5) (3.23)
V případě E1 škálování se hodnota dolní a horní meze vynásobí dvěma. U E2 se násobení
provede po odečtení poloviny šířky intervalu.
Poslední případ je trochu složitější než předchozí dva. Zde je nutné zohlednit hodnotu
prvních dvou nejvýznamnějších bitů dolní a horní meze, které mohou nabývat hodnot 10
a 01, resp. 01 a 10. V případě, že takováto situace nastane, je nutná následující změna
měřítka:
E3 : 〈0,25; 0,75)→ 〈0; 1); E3(x) = 2 · (x− 0,25) (3.24)
Po jejím provedení je zaručeno, že bude platit jedna z následujících nerovností [23]:
ln < 0,25 < 0,5 ≤ un (3.25)
ln < 0,5 < 0,75 ≤ un (3.26)
Pokud je splněna ta druhá, je nutné E3 škálování opakovat.
16
Provedení E1 nebo E2 škálování je vyjádřeno vysláním bitu s hodnotou 1 nebo 0. Při E3
škálování se na výstup žádné bity nezapisují, ty jsou zapsány až při následujícím škálování.
V případě, že po provedeném E3 škálování následuje E1 škálování, zapíše se na výstup
bit s hodnotou 0 následovaný bity s hodnotou 1. Jejich počet je roven počtu provedených
E3 škálování. U E2 škálování se zapíše bit s hodnotou 1 následovaný bity s hodnotou 0.
U reálných čísel se změna měřítka prováděla vynásobením dvěma. V případě použití
celočíselné aritmetiky může být tato operace nahrazena aritmetickým posunem vlevo. Při
posunu se na pozici nejméně významného bitu dolní meze zapíše 0, u horní meze 1. Následuje
pseudokód škálování u kodéru.
while ( 1 ) {
// podmínka E1 škálování
if ( u < INTERVAL HALF ) {
zápis 0 na výstup while ( E3 > 0 ) {




// podmínka E2 škálování
else if ( l ≥ INTERVAL HALF ) {
zápis 1 na výstup while ( E3 > 0 ) {
zápis 0 na výstup
E3−−
}
l − = INTERVAL HALF
u − = INTERVAL HALF
}
// podmínka E3 škálování
else if ( l ≥ FIRST QUARTER and u < THIRD QUARTER ) {
l − = FIRST QUARTER






posun l o jeden bit vlevo, zápis 0 do LSB
posun u o jeden bit vlevo, zápis 1 do LSB
}
Algoritmus 1: Škálování u kodéru
Škálování u dekodéru je obdobné. Kromě hodnot mezí intervalu je také nutné škálovat
hodnotu kódového slova. Při jejím škálovaní se na pozici nejméně významného bitu zapisuje
hodnota následujícího bitu vstupního toku.
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while ( 1 ) {
// podmínka E1 škálování
if ( u < INTERVAL HALF ) {
}
// podmínka E2 škálování
else if ( l ≥ INTERVAL HALF ) {
l − = HALF
u − = HALF
t − = HALF
}
// podmínka E3 škálování
else if ( l ≥ FIRST QUARTER and u < THIRD QUARTER ) {
l − = FIRST QUARTER
u − = FIRST QUARTER





posun l o jeden bit vlevo, zápis 0 do LSB
posun u o jeden bit vlevo, zápis 1 do LSB
posun t o jeden bit vlevo, zápis bitu ze vstupu do LSB
}
Algoritmus 2: Škálování u dekodéru
3.5.4 Ukončení kódování
Poslední fází kódování je jeho ukončení, při němž musí být zaručeno, že výsledná hodnota
kódového slova leží v podintervalu odpovídajícímu poslednímu zakódovanému znaku. Pro
splnění tohoto požadavku lze využít poznatku, že šířka podintervalu je vždy rovna alespoň
jedné čtvrtině a že meze podintervalu splňují jednu z nerovnic 3.25 nebo 3.26. Pokud je spl-
něna první nerovnice, je zřejmé, že část podintervalu je obsažena v první čtvrtině intervalu,
proto bude na výstup zapsán bit s hodnotou 0 následovaný E3 bity. V druhém případě je
část podintervalu obsažena v třetí čtvrtině, proto bude na výstup zapsán bit s hodnotou 1.
E3 bity není nutné zapisovat, jelikož dojde k automatickému zarovnání bity s hodnotou 0.
if ( l < FIRST QUARTER ) {
zápis 0 na výstup // zápis E1 bitů
for ( i = 0; i ≤ E3; i++ ) {




zápis 1 na výstup // zápis E1 bitů
}




Tato kapitola je zaměřena na metody, které využívají kontextu k zajištění efektivní kom-
prese. Kontextem symbolu bude myšleno N předcházejících ho symbolů, kde N určuje řád
kontextu.
Pravděpodobnost symbolu nebude závislá pouze od počtu jeho výskytů, ale také podle
kontextu, ve kterém se doposud vyskytl. Tímto způsobem je možné docílit zkosených prav-
děpodobností a dosáhnout tak vyššího kompresního poměru.
Se znalostí kontextu je možné predikovat následující symbol na vstupu. Lze tvrdit, že
v daném kontextu se některý symbol vyskytuje častěji než jiný.
4.1 Prediction by Partial Matching (PPM)
Prediction by Partial Matching je bezeztrátová kompresní metoda využívající N řádů kon-
textů a adaptivního pravděpodobnostního modelu. PPM společně s aritmetickým kódová-
ním vytváří efektivní kompresní algoritmus a dosahuje vysokých kompresních poměrů.
V roce 1984 John Clearly a Ian Witten [8] představili první dvě varianty – PPMA a
PPMB. Postupně byly odvozeny další, které se od sebe lišily řádem použitého kontextu
a způsobem určování pravděpodobnosti escape symbolu. Escape symbol je speciální sym-
bol, o který je rozšířena vstupní abeceda, sloužící ke změně řádu kontextu. Z hlediska
paměťového a výpočetního byly ale tyto metody náročnější než původní dvě.
S pozdějším vývojem výpočetní techniky, hlavně zvyšováním kapacity pamětí, se pro-
jevila snaha o zvyšování řádu kontextu. Doporučuje se, aby se délka kontextu pohybovala
mezi 3–6 symboly.
4.1.1 Pravděpodobnostní model dat
Kapitola 3.1 popisuje použití semiadaptivního pravděpodobnostního modelu k zakódování
posloupnosti COCONUTS. Řád tohoto modelu je roven 0, jelikož obsahuje pouze výskyty
symbolů vstupní abecedy. Použití semiadaptivního modelu společně s PPM není příliš
vhodné z hlediska jeho nutné distribuce se zakódovanými daty.
Obsahem této podkapitoly je konstrukce adaptivního pravděpodobnostního modelu,
který využívá PPM k udržování kontextu a symbolů, jenž ho následovaly. Pro názornost
bude uveden pravděpodobnostní model vzniklý po zakódování posloupnosti abracadabra [7].
Při jeho vytváření bude použita varianta PPMC. Druhá část pojednává o volbě abstraktní
datové struktury vhodné pro reprezentaci tohoto modelu.
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Každému kontextu přísluší v pravděpodobnostním modelu množina symbolů, které
ho doposud následovaly. Tato množina zároveň obsahuje frekvenci escape symbolu, která
se inkrementuje při každém rozšíření množiny o nový symbol. Pokud se v rámci daného
kontextu objeví na vstupu symbol, který je již v množině obsažen, frekvence escape sym-
bolu se nemění. U kontextu řádu 0 si lze všimnout, že frekvence escape symbolu je rovna 5,
což odpovídá kardinalitě této množiny. Pravděpodobnost predikce symbolu je možné určit
dělením počtu jeho výskytů celkovou kumulovanou frekvencí výskytů všech symbolů dané
množiny.
řád 2 řád 1 řád 0 řád −1
predikce f p predikce f p predikce f p predikce f p
ab → r 2 23 a → b 2 27 → a 5 516 → Λ 1 1|Λ|
→ Esc 1 13 → c 1 17 → b 2 216
→ d 1 17 → c 1 116
ac → a 1 12 → Esc 3 37 → d 1 116
→ Esc 1 12 → r 2 216
b → r 2 23 → Esc 5 516
ad → a 1 12 → Esc 1 13
→ Esc 1 12
c → a 1 12
br → a 2 23 → Esc 1 12
→ Esc 1 13
d → a 1 12
ca → d 1 12 → Esc 1 12
→ Esc 1 12
r → a 2 13
da → b 1 12 → Esc 1 13
→ Esc 1 12
ra → c 1 12
→ Esc 1 12
Tabulka 4.1: Pravděpodobnostní model po zpracování řetězce abracadabra (N = 2)
Predikci následujícího symbolu, s využitím kontextu řádu 2, lze demonstrovat na pří-
kladu. Byla zakódována celá posloupnosti abracadabra a následujícím symbolem je c. Kon-
text ra byl v minulosti následován pouze jedním symbolem. Jedná se o symbol c a počet jeho
výskytů je roven 1. Aritmetickému kodéru bude zaslána pravděpodobnost predikce, která
je rovna 12 . Jelikož aritmetický kodér komprimuje blízko k entropii, bude tento symbol za-
kódován pomocí − log2 12 = 1 bitu. Po zakódování symbolu je nutné aktualizovat model.
Zvýší se proto počet výskytů kontextu ra následovaného symbolem c na 2. Frekvence se
musí zvýšit také u kontextu řádu 1 (predikce a→ c) a 0 (predikce → c).
Nyní bude ukázáno, co by se stalo v případě, kdyby následujícím symbolem bylo d.
Predikce s použitím aktuálního kontextu selže, jelikož kontext ra nebyl doposud následován
tímto symbolem, a proto nelze určit její pravděpodobnost. Je proto nutné vyslat escape
symbol s pravděpodobností rovnou 12 a zkrátit kontext o jeden znak. Kontext a predikuje
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výskyt symbolu d s pravděpodobností rovnou 17 . Při aktualizaci modelu se množina symbolů
následujících kontext ra rozšíří o nový symbol d. Jelikož se množina rozšířila o nový prvek,
je také nutné zvýšit frekvenci escape symbolu na 2.
Pokud by se na vstupu objevil symbol, který není možné predikovat pomocí žádného




16 . Dekodér by tuto skutečnost zrcadlil postupným snižováním řádu. Dekódováním
posledního escape symbolu by dosáhl řádu −1. Tento řád obsahuje všechny symboly vstupní
abecedy, v našem případě 256 symbolů s ordinální hodnotou 0–255. Frekvence jejich výskytu
je rovna 1 a při aktualizaci modelu se nemění. Následující dekódovaný symbol by tedy
odpovídal některému symbolu z této množiny. Po jeho určení by došlo k aktualizaci všech
řádů kontextu a rozšíření příslušných množin o tento symbol.
#, 1 a, 1... ... ... ord 255, 1
Obrázek 4.1: Řád −1 obsahující symboly vstupní abecedy
O adaptivním pravděpodobnostním modelu již byla zmínka při popisu aritmetického
kódování, viz kap. 3.4. Celý model byl staticky vytvořen při inicializaci kodéru a v průběhu
kódování docházelo pouze k aktualizaci počtů výskytů jednotlivých symbolů. Pravděpo-
dobnostní modelu u PPM lze také tímto způsobem vytvořit, ale došla by nám nejspíš velmi
brzy paměť, jelikož pro reprezentaci každého kontextu by bylo potřeba inicializovat pole
čítající 256 položek.
Jednotlivé položky musí obsahovat ordinální hodnotu symbolu a ukazatel na kontext
vyššího řádu. Při použití 32bitového překladače by každá z nich zabírala 5 bajtů. Pro
reprezentaci modelu řádu k by bylo tedy nutné alokovat celkem 256k položek.
řád modelu 0 1 2 3
počet položek 256 65 536 16 777 216 4 294 967 296
potřebná paměť 1,25 kB 320 kB 80 MB 20 GB
Tabulka 4.2: Paměťová náročnost staticky alokovaného modelu
Z výše uvedené tabulky je patrné, že tento přístup není příliš efektivní. Maximální dosa-
žitelná délka kontextu je rovna 3, což ve většině případů není postačující. Hlavní nevýhodou
je, že model obsahuje kontexty, které se v kódovaných datech nemusí vůbec vyskytnout.
Výhodnější je použití jednorozměrného pole a hashovacích funkcí pro určení indexů
jednotlivých kontextů. Jelikož je nalezení optimální hashovací funkce obtížné, bude před-
stavena datová struktura, která umožňuje rozšiřovat model v průběhu kódování.
Pro reprezentaci pravděpodobnostního modelu bude využito abstraktní datové struk-
tury trie [11], které se také jinak říká prefixový strom. Slovo trie pochází z anglického
retrieval – získávání, vyhledávání. Jedná se o n-ární strom, kde každý uzel reprezentuje
jeden symbol kontextu. V případě PPM je kontext řádu N řetězec, který zahrnuje všechny
kratší kontexty řádu N − 1 až 0, takže každý kontext může přidat do trie jenom jeden
symbol. Maximální výška tohoto stromu je N + 1, bez ohledu na to, kolik vstupních dat se
přečetlo. Jeho šířka roste se čtením dalších vstupních symbolů, ale ne konstantní rychlostí.
Někdy se nové uzly přidávají, jindy dochází pouze k jejich aktualizaci.
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Obrázek 4.2 zachycuje konstrukci stromu pro řetězec abracadabra. Pro zjednodušení ne-
bude do výsledného stromu zahrnut řád −1, který obsahuje všechny symboly vstupní abe-
cedy, viz obr. 4.1. Symboly, které byly přidány nebo byl aktualizován jejich počet výskytů,
















































































































































Obrázek 4.2: Konstrukce trie pro řetězec abracadabra (N = 2)
přečtený symbol jeden uzel. To jsou kontexty řádu 1. Úroveň 2 obsahuje kontexty řádu 2,
atd. Uzly reprezentující escape symboly nejsou uvedeny.
Určit symboly, které následovaly určitý kontext, je možné průchodem od kořene směrem
k jednotlivým listům. V každé úrovni stromu je použit jako klíč následující znak kontextu.
Například kontext a (obrázek 11) byl v minulosti následován třemi symboly, a to b, c a d
s četnostmi postupně 2, 1 a 1.
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Ve skutečnosti by uzel reprezentující kontext a neobsahoval tři ukazatele na jednotlivé
symboly, ale pouze ukazatel na první z nich, který reprezentuje hlavičku lineárního seznamu.










a, 3 b, 1 r, 1 c, 1 d, 1
b, 1 c, 1
Obrázek 4.3: Použití lineárního seznamu k uložení symbolů následujících kontext
Lze si také všimnout, že jak se kontextový strom postupně rozrůstá, snižuje se počet
přidaných uzlů. Při kódování posledních tří znaků nebyl strom rozšířen o žádný nový uzel,
došlo pouze k aktualizaci počtů výskytů jednotlivých symbolů.
Hlavní výhodou datové struktury trie je aktualizace kontextů s lineární časovou složi-
tostí. Aby bylo toto možné, je nutné každý uzel rozšířit o ukazatel, který ukazuje na uzel,
reprezentující kratší kontext. Tento ukazatel se nazývá plazivým ukazatelem a bude značen









































Obrázek 4.4: Použití plazivých ukazatelů při aktualizaci modelu
Následuje výčet prvků, které musí každý uzel trie obsahovat:
1. Ordinální hodnotu symbolu.
2. Počet výskytů symbolu.
3. Ukazatel na delší kontext.
4. Ukazatel na kratší kontext.
5. Ukazatel na následující symbol.
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4.1.2 Průběh kódování a dekódování
PPM při kódování a dekódování úzce spolupracuje s aritmetickým kodérem. V části zabý-
vající se jeho implementací, viz kap. 3.5, byly uvedeny dva způsoby určování kumulovaných
frekvencí symbolu. Z těchto dvou nám vyhovuje pouze ten první, jelikož adaptivní prav-
děpodobnostní model udržuje počty výskytů kontextu následovaného určitým symbolem.
Je proto možné použít rovnic 3.9 a 3.11 k určení kumulovaných frekvencí, které jsou později
zaslány aritmetickému kodéru k zakódování symbolu. Celý průběh kódování lze popsat ná-
sledujícím pseudokódem:
1. Inicializace aritmetického kodéru a pravděpodobnostního modelu.
2. Vyhledání nejdelšího dostupného kontextu.
3. Přečtení následujícího symbolu. Jedná-li se o ukončovací symbol, přejde se na krok 6.
4. Prohledání množiny symbolů následujících kontext.
(a) Symbol byl nalezen. Aritmetickému kodéru jsou zaslány jeho kumulované frek-
vence.
(b) Symbol nebyl nalezen. Aritmetickému kodéru jsou zaslány kumulované frekvence
escape symbolu a sníží se řád kontextu. Opakuje se krok 4.





















Obrázek 4.5: Průběh kódování PPM – vývojový diagram
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Vyhledání kontextu a aktualizace pravděpodobnostního modelu se u dekódování pro-
vádí stejným způsobem. Aritmetický dekodér postupně určuje kumulované frekvence zakó-
dovaných symbolů. Se znalostí kumulované frekvence je možné prohledat množinu symbolů
následujících kontext a určit symbol, kterému tato frekvence odpovídá.
1. Inicializace aritmetického dekodéru a pravděpodobnostního modelu.
2. Vyhledání nejdelšího dostupného kontextu.
3. Určení kumulované frekvence zakódovaného symbolu.
4. Prohledání množiny symbolů následujících kontext.
(a) Symbol byl nalezen. Jedná-li se o ukončovací symbol, přejde se na krok 6.
(b) Symbol nebyl nalezen. Sníží se řád kontextu. Pokračuje se krokem 3.























Obrázek 4.6: Průběh dekódování PPM – vývojový diagram
Jelikož řád −1 obsahuje všechny symboly vstupní abecedy, je zaručeno, že vždy dojde
k nalezení symbolu. V počátcích kódování bude často docházet k přepínání kontextu na nižší
řády a bude tak generováno větší množství escape symbolů. Je proto vhodné přiřadit escape
symbolu vysokou pravděpodobnost, aby jeho zakódování bylo provedeno s co nejmenším
počtem bitů. Vzniklá režie a pravděpodobnost se bude postupným zpracováním vstupu
snižovat.
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4.1.3 Srovnání metod PPM
V této kapitole budou stručně popsány současně nejpoužívanější metody. První tři uve-
dené, PPMA, PPMB a PPMC, pracují s kontexty omezené délky a liší se pouze v určování
jednotlivých pravděpodobností. Pokročilejší metody, jako PPM* a PPMZ pracují již s kon-
texty neomezené délky a dosahují lepších kompresních poměrů v řádu jednotek procent.
Poslední zmíněná metoda, PPMII, využívá dědičnosti ke zmenšení paměťové náročnosti
pravděpodobnostního modelu.
PPMA
Pokud kumulovanou frekvenci množiny symbolů následujících kontext označíme jako nf ,









PPMB [8] využívá poznatku, že některé symboly se mohou v určitém kontextu vyskyt-
nout pouze jednou. K rozšíření množiny o nový symbol dochází teprve tehdy, když je kon-
text tímto symbolem následován podruhé. Četnost escape symbolu je rovna kardinalitě








Metoda PPMC [13] dědí některé vlastnosti od PPMA a PPMB. Se znalostí kumulované






















Tabulka 4.3: Srovnání metod PPMA, PPMB, PPMC
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PPM*
Metoda PPM* [7] je výpočetně náročnější než předchozí metody, jelikož využívá kontextu
neomezené délky. Tento přístup vyžaduje velké množství paměti a použití složitějších da-
tových struktur. Při určování pravděpodobností se využívá tzv. deterministického a ne-
deterministického kontextu. Deterministický kontext je takový kontext, který poskytuje
pouze jedinou predikci, tzn. doposud byl následován pouze jedním symbolem, na počtu
jeho výskytů nezáleží. PPM* prochází všechny dostupné kontexty pro načtený symbol S a
hledá takový, který je deterministický. Pokud takový kontext není nalezen, vrátí nejdelší
nedeterministický kontext. Výsledkem tedy je, že se po většinu času používají nedeter-
ministické kontexty, které jsou stejně dlouhé, jako při použití klasické metody PPM. Na
rozdíl od PPM, kde se četnost vysílání escape symbolu se zpracováváním vstupu zmenšuje,
u PPM* tomu tak není, z důvodu častého přepínaní mezi jednotlivými řády při hledání
deterministického kontextu.
PPMZ
Metoda PPMZ [3] je vylepšením metody PPM*, ale na rozdíl od ní pracuje pouze s velmi
dlouhými deterministickými kontexty. PPMZ prochází všechny dostupné kontexty pro nač-
tený symbol S a hledá takový, který je deterministický. Pokud takový kontext není nalezen,
zavolá se procedura LOE, která stanoví podle určité heuristiky řád z intervalu 〈0, 12〉 a
ten bude použit pro predikci pravděpodobnosti aktuálního symbolu. LOE každému řádu
kontextů přiřazuje tzv. hodnocení spolehlivosti a podle něj určuje, které kontexty jsou
nespolehlivé pro právě kódovaná data. Dalším významným rysem je způsob odhadování
pravděpodobnosti escape symbolu označovaný jako SEE. PPMZ řeší problémy nedetermi-
nistických a neomezených kontextů a lokální estimace řádu.
PPMII
Metoda PPMII [18] nabízí kompromis mezi paměťovou a výpočetní náročností. Základním
principem PPMII je dědění pravděpodobnosti z kontextu nižšího řádu. Pokud se určitý
symbol v kontextu délky k + 1 vyskytl poprvé, využijeme počet jeho výskytů v kontextu
délky k k určení jeho pravděpodobnosti. Tímto způsobem se pravděpodobnostní model
rychleji aktualizuje a dochází také k odstranění řídkých pravděpodobností kontextů vyšších
řádů. Z důvodu efektivního výpočtu pravděpodobnosti escape symbolu jsou kontexty roz-
děleny celkem do tří tříd. Jediným nedostatkem PPMII je vyšší paměťová náročnost při
používání kontextů vyšších řádů.
4.2 PAQ
PAQ je skupina bezeztrátových kompresních metod využívajících context mixing algoritmu.
Na rozdíl od metody PPM, která v závislosti od kontextu určuje pravděpodobnost následu-
jícího symbolu, PAQ pracuje se vstupním souborem na úrovni bitů, predikuje tedy pouze,
jestli následující bit bude mít hodnotu 1 nebo 0. K predikci využívá více nezávislých mo-
delů [12]. Každý z těchto modelů má určitou váhu při určování výsledné pravděpodobnosti.
• bland model – nejjednodušší model, predikuje hodnotu následujícího bitu
• n-gram model – pro n ∈ 〈1, 8〉, predikuje hodnotu následujícího bitu s využitím n− 1
předchozích bajtů a bitů 0–7 právě čteného bajtu
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• string matching model – obsahuje kruhový buffer, ve kterém vyhledává n-gramy delší
než 8 bajtů a na základě nich predikuje další bit
• bigram model – predikuje hodnotu následujícího bitu s využitím 1–2 předchozích slov
délky 1–8 znaků a bitů 0–7 právě čteného bajtu
Všechny metody komprimují vstupní soubor po jednom bitu, ale liší se parametry použitých
modelů a způsobem, jak se určuje výsledná pravděpodobnost.
• PAQ1–PAQ3 – výstupy jednotlivých modelů jsou dvojice (n0i, n1i), kde n0i určuje
počet bitů s hodnotou 1 a n1i, počet bitů s hodnotou 1. Index i určuje řád kontextu.
Delší kontexty mají větší váhu při určování výsledné pravděpodobnosti.
• PAQ4–PAQ6 – Princip stanovování pravděpodobnosti je obdobný jak u předchozích
metod, liší se pouze přidělováním vah. Váhy jsou přidělovány v závislosti od přesnosti
modelů.
• ≥ PAQ7 – výstupy jednotlivých modelů jsou pravděpodobnosti, které jsou sdruženy
s využitím umělých neuronových sítí.
4.3 Context Tree Weighting (CTW)
Metoda CTW [22] – váhování kontextového stromu – považuje vstupní tok, stejně jako me-
tody PAQ, za posloupnost bitů. CTW využívá historie zakódovaných bitů k odhadu prav-
děpodobnosti, že následující bit nabude hodnoty 1. Historii ukládá do stromu hloubky d,
kde uzly představují podřetězce doposud zpracovaného vstupu. Hloubka d stromu je během
kompresního procesu konstantní. Po načtení dalšího bitu se vyhledá příslušný podřetězec
ve stromu, odhadne se pravděpodobnost a strom se aktualizuje. Pravděpodobnost společně
s hodnotou bitu se odešle aritmetickému kodéru k zakódování. Vstupní bity vycházejí z urči-
tého informačního zdroje, který může nebo nemusí používat paměť. U zdrojů bez paměti




Obsahem této kapitoly je srovnání výkonnosti kompresních metod. Jak již bylo zmíněno,
každá kompresní metoda je předurčena ke kompresi určitého typu dat. Aby bylo možné
metody mezi sebou porovnat, byla navržena jednotná testovací data, tzv. korpusy. Jedná
se o množinu souborů, které jsou vybírány na základě těchto kritérií:
• musí být zaručeno, že se typ souboru bude používat i v budoucnu
• soubor nesmí být chráněn autorským zákonem a musí být veřejně dostupný
• soubor by neměl být větší než je nezbytně nutné
K nejrozšířenějším korpusům patří Calgary Corpus [6] a Canterbury Corpus [2]. Bohužel
některé typy souborů obsažených v těchto korpusech se v dnešní době již nepoužívají. Proto
byl pro testování zvolen Silesia Corpus [10], který byl publikován před několika lety a
obsahuje většinu dnes rozšířených formátů. Jeho podrobný popis je předmětem následující
podkapitoly.
Výhodou použití korpusu je možnost srovnání dosažených výsledků s implementacemi
uvedenými v jiných publikacích. Některé uvedené kompresní poměry byly proto převzaty
z disertační práce, za jejíž účelem byl vytvořen Silesia Corpus, viz [9].
Jako součást této práce byl implementován aritmetický kodér a metody PPMA, PPMC.
Tyto kompresní metody budou srovnány na základě kompresního poměru s následujícími:
PPMII Metoda navržena Shkarinem [18] jako vylepšení stávajících PPM metod.
Kompresní poměry byly získány za použití programu PPMonstr.
CTW Metoda váhování kontextového stromu navrhována Willemsem [22].
Výsledky komprese korpusu Calgary byly převzaty z publikace [1].
LZ77 Implementace slovníkové metody LZ77 [24], která je použita v Unixovém
kompresním programu gzip.
LZW Metoda LZW [21] je další ze slovníkových metod. Využívá ji například
Unixový komprimační program compress.
ACB Associative Coder of Buyanovsky [5] je velmi účinná slovníková metoda.
Kompresní poměry byly získány za použití programu acb 2.00c.
LZMA Jedná se o upravený Ziv-Lempel algoritmus, který byl navržen Pavlo-
vem [14] a implementován v kompresním programu 7-zip.
RAR Kompresní program RAR 2.90 [15].
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5.1 Silesia Corpus
Silesia Corpus je předurčen ke srovnání bezeztrátové komprese. Obsahuje soubory pokrý-
vající aktuálně používané datové formáty. Jejich velikosti se pohybuje mezi 5 až 49 MB.
K současně nejrozšířenějším typům souborů patří multimediální soubory a databáze.
Jelikož při kompresi multimédií se využívá ztrátové komprese, neobsahuje korpus žádný
soubor tohoto typu. Jedinou výjimkou jsou medicínské obrazy, u kterých ztrátu informace
nelze tolerovat. Do korpusu byly zahrnuty celkem tři různé formáty databázových dat a
dva medicínské obrazy v podobě magnetické rezonance a rentgenového snímku.
Většina souborů korpusu Calgary obsahuje prostý nebo formátovaný text. Aby byla tato
vlastnost zachována, byly do korpusu přidány dvě publikace, z nichž první je reprezentována
prostým textem a druhá uložena ve formátu PDF, a dva soubory ve značkovacím jazyce
HTML a XML. Zdrojové kódy v jazyce C, Lisp a Pascal byly nahrazeny DLL knihovnou a





Obsahuje fragmenty 14 publikací Charlese Dickense, které jsou
dostupné v elektronické podobě na stránkách projektu Gu-





Tar archiv složený z 525 souborů následujících typů: spusti-
telné soubory, jar archivy, HTML, XML, text atd. Soubory
jsou součástí instalace webového prohlížeče Mozilla 1.0.
mr
9,6 MB
3D obrázek Obraz magnetické rezonance lidské lebky. Soubor je uložen ve
formátu DICOM a obsahuje 19 vrstev.
nci
32 MB
databáze Část databáze chemických struktur obsahující informace
o strukturách, jejich komponentách, 2D a 3D souřadnice,





DLL knihovna otevřeného projektu OpenOffice ve verzi 1.01.
osdb
9,7 MB
databáze Vzorková MySQL databáze sloužící k testování výkonnosti da-






Nekomprimovaný soubor ve formátu PDF, který vznikl překla-
dem zdrojových kódů ve formátu LATEX. Obsahuje publikaci





Tar archiv obsahující zdrojové kódy, dokumentaci a grafiku









HTML Slovník anglického jazyka uložený v prostém HTML formátu.
xml
5,1 MB
XML Obsahuje 11 souborů v XML formátu. Tento soubor byl na-
vržen jako součást korpusu pro testování programu předurče-





Rentgenový snímek dětské ruky v 4096 odstínech šedi.
Tabulka 5.1: Složení korpusu Silesia
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5.2 Komprese korpusu
Zřejmě nejzajímavější částí této kapitoly jsou výsledky dosažené při kompresi korpusu.
Jednotlivé soubory byly zkomprimovány aritmetickým kodérem a PPMA, PPMC kodéry.
Dosažené kompresní poměry (v bpc) [b/B] byly zaznamenány do tabulky 5.2 současně
s dobou komprese a množstvím paměti alokované pro uložení pravděpodobnostního modelu.
Doba komprese byla určena pomocí linuxového příkazu time jako součet položek user a
sys. K určení množství alokované paměti byl použit operátor jazyka C sizeof.
soubor
AC PPMA PPMC
bpc čas [s] bpc čas [s] řád M [MB] bpc čas [s] řád M [MB]
dickens 4,54 2,30 2,07 24,81 4 12,93 2,04 32,54 5 35,82
mozilla 6,26 22,41 3,70 737,65 3 395,16 3,14 862,03 4 765,62
mr 3,69 2,42 2,08 41,19 2 4,65 2,02 40,98 2 4,65
nci 2,45 4,41 0,61 26,90 5 21,52 0,60 31,28 7 59,74
oofice 6,64 2,72 4,53 48,43 2 24,93 4,08 68,06 4 158,81
osdb 6,60 4,18 2,83 126,69 3 84,31 2,41 139,44 4 153,76
reymont 4,85 1,57 1,62 9,35 5 19,44 1,58 8,86 5 19,44
samba 6,11 7,64 2,27 199,98 5 270,78 2,04 200,66 5 270,78
sao 7,53 4,47 5,93 37,00 1 2,01 5,83 97,43 2 86,23
webster 5,00 10,29 1,52 131,71 5 91,79 1,50 133,48 5 91,79
xml 5,52 1,55 1,06 8,12 7 54,16 0,97 8,08 7 54,16
x-ray 6,61 4,32 4,03 36,04 2 16,56 3,82 36,91 2 16,56
Tabulka 5.2: Kompresní poměry (v bpc) dosažené kompresí korpusu Silesia
Uvedené kompresní metody jsou srovnány v tabulce 5.3. Metoda, která dosáhla při kom-
presi souboru nejlepšího kompresního poměru, je vyznačena tučně. Nejlepšího průměrného
kompresního poměru dosáhla metoda PPMII, následována metodami ACB a LZMA.
soubor PPMA PPMC PPMII LZ77 LZW ACB LZMA RAR
dickens 2,07 2,04 1,80 3,02 3,15 1,93 2,22 2,50
mozilla 3,70 3,14 2,42 2,97 5,30 2,44 2,09 2,60
mr 2,08 2,02 1,86 2,95 3,02 2,01 2,20 2,71
nci 0,61 0,60 0,42 0,71 0,91 0,37 0,41 0,53
ooffice 4,53 4,08 3,23 4,02 5,47 3,26 3,16 3,57
osdb 2,83 2,41 1,84 2,95 3,46 2,08 2,26 2,63
reymont 1,62 1,58 1,14 2,20 2,27 1,31 1,59 1,89
samba 2,27 2,04 1,34 2,00 3,26 1,45 1,40 1,64
sao 5,93 5,83 5,19 5,88 7,43 5,20 4,89 5,56
webster 1,52 1,50 1,26 2,33 2,68 1,44 1,62 1,94
xml 1,06 0,97 0,56 1,00 1,70 0,58 0,68 0,74
x-ray 4,03 3,82 3,64 5,70 6,62 4,04 4,22 5,28
průměr 2,69 2,50 2,06 2,98 3,77 2,18 2,23 2,63
Tabulka 5.3: Srovnání kompresních poměrů (v bpc) na korpusu Silesia
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5.3 Srovnání komprese různých typů souborů
Z tabulky 5.2 je patrné, že řád, při kterém bylo dosaženo nejlepšího kompresního poměru,
je závislý od formátu komprimovaných dat.
Tabulka 5.4 obsahuje 5 vybraných souborů a kompresní poměry získané jejich kompresí
při použití metody PPMC. Řád, při kterém bylo dosaženo nejlepšího kompresního poměru
je vyznačen tučně. Závislost kompresního poměru na řádu kontextu je zobrazena v grafu 5.1.
soubor
Řád kontextu/Kompresní poměr (v bpc) [b/B]
0 1 2 3 4 5 6 7 8 9 10
dickens 4,54 3,51 2,81 2,29 2,06 2,04 2,14 2,29 2,47 2,65 2,80
mr 3,69 3,22 2,02 2,02 2,05 2,18 2,26 2,39 2,48 2,61 2,68
nci 2,45 1,95 1,34 0,99 0,70 0,61 0,60 0,60 0,61 0,62 0,62
ooffice 6,64 5,12 4,25 4,10 4,08 4,14 4,21 4,28 4,33 4,37 4,40
xml 5,52 3,49 2,10 1,41 1,12 1,03 0,99 0,97 0,98 0,99 1,00
Tabulka 5.4: Kompresní poměry (v bpc) získané metodou PPMC s řádem kontextu 0 až 10
Soubory byly vybrány s ohledem na jejich různorodost a strukturu obsažených dat.
První zvolený soubor dickens obsahuje prostý text. Redundance tohoto souboru je vysoká,
jelikož je použita pouze určitá část znakové sady a zbylé její kódové kombinace nejsou
využity. Strukturované soubory nci a xml obsahují určitou redundanci v podobě opakují-





















Obrázek 5.1: Graf závislosti kompresního poměru (v bpc) na řádu kontextu
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určité shluky voxelů. Obsahem posledního souboru ooffice jsou binární data, u kterých nelze
vypozorovat žádný vzor.
V uvedeném grafu 5.1 si lze všimnout, že soubory obsahující opakující se sledy symbolů
dosahují nejlepšího kompresního poměru při použití vyšších řádů kontextů. Například sou-
bor ve formátu XML dosáhl minima při použití řádu 7, kdežto soubor obsahující binární
data již při řádu 4. Je možné také zpozorovat, že od určitého řádu kontextu se kompresní
poměr začne prudce zhoršovat, viz soubor dickens. Toto je způsobeno nutností přepínání na
kratší kontext při určování predikce následujícího symbolu, tzn. vzniká redundance v po-
době častějšího kódování escape symbolů.
Se zvyšováním řádu kontextu roste exponenciálně množství paměti potřebné pro repre-
zentaci pravděpodobnostního modelu. Tato vlastnost je zobrazena v grafu 5.2, který byl
sestrojen na základě hodnot uvedených v tabulce 5.5.
soubor
Řád kontextu/Alokovaná paměť [MB]
0 1 2 3 4 5 6 7 8 9 10
dickens 0 0,08 0,71 3,67 12,93 35,82 81,25 156,91 267,64 414,67 596,06
mr 0 0,09 4,65 14,98 48,38 104,47 184,05 286,97 412,36 560,02 728,95
nci 0 0,03 0,28 2,73 9,88 21,52 37,85 59,74 88,49 127,19 175,25
ooffice 0 1,98 24,93 78,66 158,81 263,01 384,91 518,92 661,03 808,90 961,16
xml 0 0,15 1,64 5,49 12,26 22,59 36,60 54,16 74,90 98,39 12,29



























Obrázek 5.2: Graf závislosti alokované paměti na řádu kontextu
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5.4 Calgary Corpus
Korpus Calgary [6] byl vytvořen Ianem Wittenem, Timothym Bellem a Johnem Clearym
v roce 1987 za účelem srovnání bezeztrátových kompresních metod předurčených ke kom-
presi textu. Po určité době byl nahrazen korpusem Canterbury [2], který byl vyvinut pro
testování novějších kompresních metod.
Korpus obsahuje celkem 18 souborů různých formátů. Některé typy dat jsou obsaženy
ve více souborech. K nejjednodušším formátům patří prostý text, který je výhradně v ang-
lickém jazyce. Dále je obsažen jeden soubor obsahující bibliografické informace a novinový
článek. V neposlední řadě byly do korpusu zařazeny zdrojové kódy v jazyce C, Lisp a Pascal.
Poslední soubor obsahuje záznam terminálové relace. Popis 14 nejpoužívanějších souborů









































Witten, I.; Neal R.; Cleary J.: Arithmetic Coding for Data Com-





Witten, I.: Computer security v Unixovém formátu troff.
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501 kB




















Záznam terminálové relace při používání editoru EMACS.
Tabulka 5.6: Složení korpusu Calgary
Pro úplnost jsou uvedeny kompresní poměry dosažené kompresí korpusu, viz tab. 5.7.




bpc čas [s] bpc čas [s] řád M [MB] bpc čas [s] řád M [MB]
bib 5,22 0,02 2,45 0,08 3 0,89 2,25 0,10 4 1,76
book1 4,53 0,14 2,61 0,74 3 1,99 2,55 1,02 4 5,78
book2 4,8 0,11 2,42 0,81 4 5,35 2,28 0,78 4 5,35
geo 5,66 0,02 5,31 0,19 1 0,44 4,89 0,19 1 0,44
news 5,2 0,08 3,08 0,48 3 3,09 2,79 0,70 4 6,63
obj1 6,0 0,00 5,23 0,04 2 0,44 4,36 0,04 3 0,79
obj2 6,27 0,07 3,41 0,64 4 5,86 2,92 0,63 4 5,86
paper1 5,02 0,00 2,95 0,05 3 0,63 2,74 0,04 3 0,63
paper2 4,63 0,01 2,79 0,06 3 0,68 2,66 0,06 3 0,68
pic 1,22 0,03 0,89 0,56 1 0,10 0,88 0,56 1 0,10
progc 5,24 0,00 3,08 0,03 3 0,58 2,79 0,03 3 0,58
progl 4,8 0,00 2,24 0,04 3 0,51 2,09 0,06 4 1,00
progp 4,91 0,01 2,21 0,04 3 0,46 2,05 0,04 3 0,46
trans 5,55 0,01 2,01 0,08 4 1,22 1,83 0,08 4 1,22
Tabulka 5.7: Kompresní poměry (v bpc) dosažené kompresí korpusu Calgary
soubor PPMA PPMC PPMII CTW LZ77 LZW ACB LZMA RAR
bib 2,45 2,25 1,68 1,79 2,51 3,35 1,94 2,20 2,39
book1 2,61 2,55 2,14 2,19 3,25 3,30 2,32 2,72 3,10
book2 2,42 2,28 1,78 1,87 2,70 3,29 1,94 2,22 2,54
geo 5,31 4,89 4,16 4,46 5,35 6,08 4,56 4,18 5,24
news 3,08 2,79 2,14 2,29 3,06 3,90 2,32 2,52 2,89
obj1 5,23 4,36 3,50 3,68 3,84 5,23 3,50 3,53 3,67
obj2 3,41 2,92 2,12 2,31 2,63 4,17 2,20 2,00 2,43
paper1 2,95 2,74 2,15 2,25 2,79 3,77 2,34 2,61 2,73
paper2 2,79 2,66 2,13 2,21 2,89 3,52 2,34 2,66 2,78
pic 0,89 0,88 0,72 0,79 0,82 0,97 0,75 0,65 0,76
progc 3,08 2,79 2,17 2,29 2,68 3,87 2,33 2,55 2,66
progl 2,24 2,09 1,40 1,56 1,81 3,03 1,51 1,68 1,76
progp 2,21 2,05 1,42 1,60 1,81 3,11 1,50 1,69 1,75
trans 2,01 1,83 1,19 1,34 1,61 3,27 1,29 1,43 1,55
průměr 2,91 2,65 2,05 2,19 2,70 3,63 2,20 2,33 2,59




Tato práce se zabývala implementací a srovnáním kompresních metod založených na kon-
textovém modelování. Jako její součást byla vytvořena knihovna obsahující tři kompresní
metody. Základem této knihovny je aritmetický kodér, který je dále využit metodami PPMA
a PPMC. Princip těchto algoritmů byl popsán v příslušných kapitolách a byla také nastíněna
možná implementace.
Výkonnost implementovaných metod byla porovnána na korpusu Silesia a Calgary.
U prvního uvedeného korpusu dosáhla kompresní metoda PPMC v průměru o 7,6 % le-
pších kompresních poměru než metoda PPMA, u korpusu Calgary byl rozdíl dokonce 9,8 %.
Z uvedených kompresních poměru je patrné, že metody PPMA a PPMC si vedou nejlépe
při kompresi strukturovaných souborů. V tomto případě dosahují nejlepších kompresních
poměrů při použití řádu kontextu 5 až 7.
Při kompresi binárních souborů si lépe vedly slovníkové a univerzální algoritmy. Kom-
presní poměr u PPM byl značně ovlivněn náhodností dat a nutností častého kódování
escape symbolu při snižování řádu kontextu. Nejlepších kompresních poměrů bylo v tomto
případě dosaženo při použití řádu kontextu 2 až 3. Zvyšování řádu nad tuto hranici vede
k exponenciálnímu nárůstu paměti potřebné k reprezentaci pravděpodobnostního modelu
a postupnému zhoršování kompresního poměru.
Z provedeného srovnání metod lze usoudit, že kompresní poměry dosažené při použití
metody PPM jsou závislé na charakteru komprimovaných dat. Nevýhodou použití těchto
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- Technická zpráva ve formátu PDF
- Zdrojové soubory technické zprávy ve formátu LATEX
- Zdrojové soubory a Makefile pro vytvoření knihovny a konzolové aplikace
- Programová dokumentace ve formátu Doxygen
- Soubory korpusu Silesia a Calgary a skript pro jejich kompresi
- Výsledky komprese korpusu Silesia a Calgary ve formátu PDF
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