Investigating subphotospheric dissipation in gamma-ray bursts using
  joint Fermi-Swift observations by Ahlgren, Björn et al.
Draft version June 6, 2019
Typeset using LATEX twocolumn style in AASTeX62
Investigating subphotospheric dissipation in gamma-ray bursts using joint Fermi-Swift observations
Bjo¨rn Ahlgren,1 Josefin Larsson,1 Vlasta Valan,1 Daniel Mortlock,2, 3, 4 Felix Ryde,1 and Asaf Pe’er5
1KTH Royal Institute of Technology, Department of Physics,
and the Oscar Klein Centre
AlbaNova, SE-106 91 Stockholm, Sweden
2Imperial College London, Department of Mathematics,
Statistics Section, London SW7 2AZ, UK
3Imperial College London, Astrophysics group,
Blackett Laboratory, Prince Consort Road, London SW7 2AZ, UK
4Stockholm University, Department of Astronomy,
and the Oscar Klein Centre
AlbaNova, SE-106 91 Stockholm, Sweden
5University College Cork, Physics Department, Cork, Ireland
(Accepted May 29, 2019)
Submitted to ApJ
ABSTRACT
The jet photosphere has been proposed as the origin for the gamma-ray burst (GRB) prompt emis-
sion. In many such models, characteristic features in the spectra appear below the energy range of the
Fermi GBM detectors, so joint fits with X-ray data are important in order to assess the photospheric
scenario. Here we consider a particular photospheric model which assumes localized subphotospheric
dissipation by internal shocks in a non-magnetized outflow. We investigate it using Bayesian inference
and a sample of 8 GRBs with known redshifts which are observed simultaneously with Fermi GBM and
Swift XRT. This provides us with an energy range of 0.3 keV to 40 MeV and much tighter parameter
constraints. We analyze 32 spectra and find that 16 are well described by the model. We also find
that the estimates of the bulk Lorentz factor, Γ, and the fireball luminosity, L0,52, decrease while the
fraction of dissipated energy, εd, increase in the joint fits compared to GBM only fits. These changes
are caused by a small excess of counts in the XRT data, relative to the model predictions from fits to
GBM only data. The fact that our limited implementation of the physical scenario yields 50% accepted
spectra is promising, and we discuss possible model revisions in the light of the new data. Specifically,
we argue that the inclusion of significant magnetization, as well as removing the assumption of internal
shocks, will provide better fits at low energies.
Keywords: gamma-ray burst: general, radiation mechanisms: thermal
1. INTRODUCTION
The prompt phase of gamma-ray bursts (GRBs) is
characterized by strongly variable gamma-ray emission
that typically lasts less than a minute. While almost all
models agree that this emission originates from internal
processes in a relativistic jet, the mechanism produc-
ing the emission is not understood. GRB spectra are
Corresponding author: Bjo¨rn Ahlgren
bjornah@kth.se
often described using empirical models, particularly a
smoothly broken power law known as the Band function
(Band et al. 1993). This function has often been inter-
preted in terms of synchrotron radiation, see e.g. Ta-
vani (1996); Briggs et al. (1999); Abdo et al. (2009);
Zhang et al. (2016). However, it was argued by Preece
et al. (1998) that fits with the Band function show that
a large fraction of observed spectra are harder than
can be accounted for by synchrotron radiation. This
has been one of the reasons for considering other emis-
sion mechanisms. There are also some GRBs observed
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with very hard spectra, which can be well described by
blackbody or multi-color blackbody models, (Ryde 2004;
Ryde et al. 2011; Ghirlanda et al. 2013; Larsson et al.
2015). Although pure blackbody emission is clearly too
hard to describe most observed spectra, there are several
possible broadening mechanisms which soften the low-
energy slope of photospheric emission, including geomet-
ric effects (Pe’er 2008; Lundman et al. 2013), and sub-
photospheric dissipation (Rees & Me´sza´ros 2005; Pe’er
et al. 2006; Giannios 2006; Beloborodov 2010; Vurm
et al. 2011; Chhotray & Lazzati 2015). Photospheric
emission also provides a viable explanation for the Yo-
netoku relation (Yonetoku et al. 2004, 2010), as shown
by Ito et al. (2018). See also Parsotan et al. (2018) for
further discussion on photospheric emission as an origin
of the Yonetoku relation, as well as for the related Amati
(Amati et al. 2002) and Golenetskii (Golenetskii et al.
1983) relations.
To evaluate different physical models for the prompt
emission it is important to directly fit the models to
data. Indeed, considerable work in recent years have
shown that inferences about emission processes based
on fits with the Band function, including the aforemen-
tioned hardness-problem, can be misleading (Burgess
et al. 2014; Burgess 2017; Burgess et al. 2018; Ahlgren
et al. 2019). Examples of previous physical models fit-
ted to data include a physical synchrotron model (fit to
GRBs observed by the BATSE instrument; Lloyd & Pet-
rosian 2000), the ICMART model (fit to GRB 080916C;
Zhang & Yan 2011), and the external shock model (fit
to GRB 141028A; Burgess et al. 2016). Unfortunately,
fitting these models to data is generally time consuming,
making broad usage difficult. However, there have re-
cently been new development, with Burgess et al. (2018)
showing successful fits to a sample of 19 GRBs using a
physical synchrotron model.
Another recent example is provided in Ahlgren et al.
(2019) (A19 from now on), where we tested a spe-
cific photospheric model for localized subphotospheric
dissipation by internal shocks with no magnetic fields
(DREAM, introduced in Ahlgren et al. 2015; A15 from
now on). We analyzed time-resolved spectra of 36 GRBs
observed by the Gamma-ray Burst Monitor (GBM; Mee-
gan et al. 2009) on board the Fermi Gamma-ray Space
Telescope and found that ∼ 30% of the spectra could
be well described by the model, with 10 GRBs having
at least half of their spectra accepted. The model con-
sistently failed to describe the GRBs with the highest
luminosities, which may be a result of the specific dissi-
pation scenario considered. The level of dissipation was
found to be around ∼ 5%, consistent with the internal
shock scenario, and the luminosity and Lorentz factor
of the model were found to be correlated. The latter
has independently been reported in other studies (Lu¨
et al. 2012; Ghirlanda et al. 2018). In our study there
was no correlation between the fitted Band function α
and β parameters and any properties of the fits using
the DREAM model. The current implementation of the
physical scenario is still being improved upon, and the
large number of well-described spectra motivates further
exploration of the model scenario.
While Fermi observes GRB prompt emission over a
wider energy range than any other GRB mission, it is
limited by its lower energy bound of 8 keV. Physical
models (including DREAM) often predict distinct spec-
tral features below this energy and observations of the
prompt emission down to soft X-rays therefore have the
potential to be very constraining. For instance, in the
case of DREAM, the curvature at low energies is a result
of incomplete Comptonization of the seed photon black-
body, which may be located at energies as low as ∼1 keV
in the observer frame. The X-ray Telescope (XRT; Bur-
rows et al. 2005) on board the Neil Gehrels Swift Obser-
vatory observes in the 0.3−10 keV energy band, but the
observations are limited by the fact that they typically
start ∼ 100 s after a trigger from the Burst Alert Tele-
scope (BAT). For most GRBs the prompt gamma-ray
emission has already ended by this time.
Studies of early XRT observations have shown that the
emission is due to a combination of late prompt emission
and early afterglow emission from the interaction be-
tween the jet and circumstellar medium (O’Brien et al.
2006; Burrows et al. 2007). The former is manifested by
flares in the light curve, which have properties similar
to the prompt gamma-ray emission (Chincarini et al.
2010). Given these considerations, we note that it is
possible to study the prompt emission from soft X-rays
to gamma rays in GRBs for which the Swift/XRT light
curve is dominated by flares and the prompt gamma-ray
emission has a sufficiently long duration.
In previous joint analyses of XRT and GBM prompt
emission, Oganesyan et al. (2017, 2018) found that many
spectra exhibit a second spectral break at around a
few keV. They performed fits using a doubly smoothly
broken power-law, and interpret their results in terms
of synchrotron radiation. Additionally, Nappo et al.
(2017) performed a time resolved joint analysis of data
from several instruments, including GBM and XRT, of
GRB 151027A, where they detect the presence of a ther-
mal component at low energies. These different re-
sults are interesting also from the perspective of pho-
tospheric models, as these often have a curvature at en-
ergies around a few keV.
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In this work we present further investigation of the
model presented in A19 by performing joint analysis to
data from Fermi/GBM and Swift/XRT using Bayesian
inference. The only difference to the model presented in
A19 is a small expansion of the parameter space. We an-
alyze a sample of 8 GRBs which have overlapping GBM
and XRT observations and known redshifts. The goal
is to use the large energy window offered by the joint
observations to provide new constraints on the physical
scenario and parameter space of our model. We also
want to assess the impact of the XRT data in prompt
emission analysis.
In Section 2 we describe the physical scenario and how
it is implemented as a numerical model. We describe the
data sample and analysis in Sections 3 and 4, followed by
a presentation of the results in Section 5 and discussion
in Section 6. In Section 7 we summarize our findings.
Throughout the paper we assume standard Λ-CDM cos-
mology using the constants H0 = 67.3, Ωλ = 0.685, and
ΩM = 0.315 (Planck Collaboration et al. 2014).
2. MODEL
We study a photospheric emission model, in which lo-
calized subphotospheric dissipation occurs due to inter-
nal shocks. Moreover, we assume no magnetization and
ignore off-axis emission and other geometrical effects.
The model used in this work is identical to that of A19,
apart from a small expansion of the parameter space.
For completeness, we here briefly describe the physical
scenario and its numerical implementation. For a more
detailed description of the model, including validation
tests, see A19 and the references given below.
2.1. Physical scenario
The physical scenario we consider is a hot fireball (for
an overview, see e.g. Pe’er 2015), with localized sub-
photospheric dissipation at a moderate optical depth.
We assume that a central engine emits a hot plasma of
baryons, electrons and photons, at a luminosity L0 =
L0,5210
52 erg s−1. The outflow accelerates due to the
thermal pressure from the photons until it obtains its
coasting bulk Lorentz factor, Γ. We assume a dissipa-
tion radius, rd = rph/τ = LσT/(4piτΓ
3c3mp), where rph
is the photospheric radius and τ is the optical depth
(see e.g. Pe’er et al. 2006). The internal shock assump-
tion furthermore implies that rd = Γ
2r0, where r0 is the
nozzle radius. This relation couples the photon temper-
ature at the dissipation site to Γ, L0,52 and τ . At rd,
a fraction εdεe of the bulk kinetic energy of the outflow
begins to dissipate to the electrons, and a fraction εdεb
to the magnetic fields. The dissipation is assumed to
continue until 2rd. In the particular scenario considered
here, we assume that εb = 10
−6 and εe = 0.9, i.e. that
magnetic fields are negligible and that almost all the en-
ergy is dissipated to the electrons.We also assume that
the heated electrons are Maxwellian distributed. The
remaining ∼ 0.1εd energy is considered not dissipated.
The parameterization with εd, εe and εb is for practical
reasons only and that the total efficiency in this case
is given by is εdεe. Further, we assume that τ = 35,
which means that we test a scenario where the dissi-
pation occurs moderately deep below the photosphere.
Tests have shown that this is often a good approximation
since many bursts are largely insensitive to this param-
eter (see A19 for further discussion).
Since we assume a scenario where the dissipation oc-
curs below the photosphere, the heated electrons will
interact with the photon field in a non-equilibrium sit-
uation. In our model we consider Compton and inverse
Compton scattering, pair production as well as pair an-
nihilation. In principle we also account for synchrotron
and synchrotron self-absorption. However, these effects
are very small in the case of negligible magnetization.
For localized dissipation in outflows with negligible
magnetization, hadronic collisions (Beloborodov 2010)
and internal shocks (Kobayashi et al. 1997; Daigne &
Mochkovitch 1998; Rees & Me´sza´ros 2005) have been
suggested as possible dissipation mechanisms. The sce-
nario we consider here is based on the internal shock
scenario (Pe’er 2015).
To simulate the physical scenario we use the kinetic
code by Pe’er & Waxman (2005), which treats all pro-
cesses described above. Our treatment does not include
any spatial effects, such as geometric broadening (Pe’er
2008; Lundman et al. 2013), or jet hydrodynamics (Laz-
zati et al. 2009). We also assume that the photosphere is
sharp, as opposed to a fuzzy photosphere (Beloborodov
2011; Be´gue´ et al. 2013). While we restrict ourselves to
a specific dissipation scenario, alternative scenarios are
also possible, see e.g. Vurm et al. (2011).
2.2. Table model
In order to perform fits with the model we construct
an XSPEC compatible table model (Arnaud et al. 1999),
which consists of a grid of spectra simulated for differ-
ent parameter values. Model predictions for parameters
between the grid points are obtained by linear interpo-
lation during the fitting. The simulations are costly to
perform, which means that we are not able to explore
all available parameter space. In A19 we presented a
model in 3 dimensions with 891 grid points, consisting
of the level of dissipation, εd, the luminosity, L0,52, and
the bulk Lorentz factor, Γ.
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For this study we have expanded the model with addi-
tional grid points in Γ, extending the range down to 50
from 100 and from 500 up to 1000. We added these grid
points to obtain a better coverage of values of Γ inferred
from observations (Ghirlanda et al. 2018). We have also
added one additional grid point in L0,52, at 1000. This
grid point has been added to account for the possibility
of very luminous bursts with narrow jets. There are no
differences in the underlying code used to construct the
grid. The model is now spanned by
Γ = 50, 100, 150, 200, 250, 300, 350,
400, 450, 500, 600, 700, 800, 900, 1000
L0,52 = 0.1, 0.5, 1, 5, 10, 50, 100, 200, 300, 1000
εd = 0.01, 0.025, 0.05, 0.75, 0.1, 0.15,
0.2, 0.25, 0.3, 0.35, 0.4.
As noted in A19, high values of εd would yield a re-
acceleration of the outflow, which is not accounted for
in our code. Thus, we limit εd to values where the ef-
fects of such a re-acceleration are expected to be small.
In A19 we demonstrated that the finite resolution of
the grid introduces systematic uncertainties of 5 − 8%
in the best-fit parameter values, which is smaller than
the typical statistical uncertainties. When creating a ta-
ble model we also obtain one parameter for the redshift
and one for the normalization. The latter is set by the
redshift as d2L(z = 1)/d
2
L(zobs), where dL(z) is the lumi-
nosity distance. Both of these parameters are kept fixed
in the fits.
In line with previous work, we denote this version of
the table model DREAM1.3, using the naming conven-
tion introduced in A19.1 Throughout this work, ‘model’
refers to DREAM1.3, unless otherwise stated. The un-
derlying physical model scenario is referred to explicitly
as ‘physical scenario’, to avoid confusion. The physical
scenario we are testing is subphotospheric dissipation
with localized dissipation at a moderate optical depth
in a jet with negligible magnetization.
3. OBSERVATIONS
3.1. Sample selection
We examine all GRBs with a known redshift which
have overlapping observations in the Swift XRT and
Fermi GBM detectors, up until 2018-11-01. As men-
tioned in Section 2.2, the redshift is needed in order to
obtain the luminosity distance for the model. We also
1 This naming convention was introduced because of the plan
to make the model publicly available. It is then convenient to be
able to distinguish between different versions of the model used in
different articles.
require the overlapping interval to be at least 5 seconds
long and that it is possible to bin the XRT data into at
least two time bins using the method outlined in Sec-
tion 4 below. Finally, we require that at least one time
bin has a signal-to-noise ratio (SNR) in one GBM NaI
detector of at least 3, as described in Section 4 (the SNR
in the XRT is always higher than this). Note that we
do not use data from the BAT, also on board the Swift
satellite, due to its narrower energy range (15−150 keV)
compared to GBM. Contrary to the burst sample in A19
we do not perform a fluence cut in this sample selection.
These criteria result in a relatively small sample of 8
GRBs, the properties of which are summarized in Ta-
ble 1. In Fig. 1, we show the count rate light curves of
all bursts, including both GBM and XRT data.
XRT observations typically start ∼ 100 s after the
GBM trigger (corresponding to the time it takes for
Swift to slew following a BAT trigger). For most
GRBs in the sample the GBM and XRT data over-
lap for 40 − 50 s at the end of the prompt emission.
However, there are two exceptions: GRB 080928 and
GRB 140206A. These bursts have XRT data from the
start of the GBM trigger. This is because BAT trig-
gered on precursors at −204 s and −56 s, respectively,
relative to the GBM trigger (not included in Fig. 1).
Fig. 1 also shows that all the XRT light curves con-
tain flares, as expected if the emission belongs to the
prompt phase. In most cases the GBM and XRT light
curves are clearly correlated. However, we note that
this correlation is less prominent in GRB 100814A and
GRB 100906A. This could be due to that the GBM data
are particularly weak in these intervals. Additionally, in
GRB 151027A, there is a clear delay in the XRT with
respect to the GBM.
Comparing with the sample in A19, six bursts
(GRB 100728A, GRB 100814A, GRB 100906A, GRB 140206A,
GRB 140512A, and GRB 151027A) are contained in
both samples. In A19 we found that only two of these
bursts, GRB 140512A and GRB 151027A, had more
than half of their analyzed time bins well described by
our model. We discuss this further in section 6.3.
3.2. Data reduction
3.2.1. Fermi data
In the Fermi analysis we use data observed with
the GBM. Specifically we use the Time-Tagged Event
(TTE) data from both the NaI and BGO detectors.
We include up to three NaI detectors with an angle of
incidence less than 60◦ in the analysis, as well as the
BGO detector with the lowest angle of incidence (Bhat
et al. 2016). However, there is one exception where we
have excluded an additional NaI from the analysis. In
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Figure 1. Count rate light curves for all GRBs in our sample. GBM and XRT data are marked in red and blue, respectively.
The time refers to the GBM trigger. The count rate for the GBM is the summed count rate for all NaI and BGO detectors used
in the analysis. The GBM and XRT light curves are binned in 1 and 2 second bins, respectively. The start and end time for all
time bins identified by the Bayesian blocks algorithm in the overlapping region are marked by dashed black lines. Gray shading
indicates that the bin has not been analyzed due to low SNR in the GBM (see Section 4). Green shading indicates that the fit
passed the PPC (see Section 4.4). Similarly, red shading indicates that the fit did not pass the PPC. Yellow shading indicates
that the fit passed the PPC but is considered rejected on other grounds (see Sections 5.2 and 6.1). Note that the XRT light
curves are background subtracted, whereas the GBM light curves include background.
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GRB Redshift GBM Detectors T90,GBM T0,XRT
a Overlap NH,gal NH,intr PC data interval
(s) (s) (s) (1022 cm−2) (1022 cm−2) (s)
080928 1.692 NaI3, NaI6, NaI7, BGO0 14.3 - 27.2 37 0.072 0.47+0.16−0.16 4262− 12612
100728A 1.567 NaI0, NaI1, NaI2, BGO0 165.4 134.2 44 0.165 3.16+0.44−0.42 1333− 7548
100814A 1.44 NaI7, NaI8, BGO1 150.5 96.1 55 0.018 0.00+0.09 5923− 34841
100906A 1.727 NaI8, NaI11, BGO1 110.6 83.8 27 0.353 1.24+0.63−0.64 10592− 99797
140206A 2.73 NaI10, NaI11, BGO1 27.3 -5.6 34 0.070 1.08+0.51−0.44 126574− 956006
140512A 0.725 NaI0, NaI1, NaI3, BGO0 148.0 108.9 41 0.147 0.31+0.06−0.05 4581− 12859
151027A 0.81 NaI0, NaI3, BGO0 123.4 93.4 18 0.037 0.58+0.13−0.13 11633− 63739
161117A 1.549 NaI1, NaI2, NaI10, BGO0 122.2 72.5 53 0.043 0.99+0.38−0.34 46352− 69247
aWith respect to the GBM trigger.
Table 1. Summary of data sample, including which GBM detectors were used for the different bursts and for how long we have
overlapping data of GBM and XRT. The overlap indicates the overlap between the start of the XRT data and the Fermi T90.
Redshifts were acquired from http://www.mpe.mpg.de/∼jcg/grbgen.html. We also present the values of the column densities,
NH,gal and NH,intr. The PC data interval indicates the time interval after the BAT trigger used when determining NH,intr.
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Figure 2. The counts spectrum of GRB 151027A in the
time interval 115.2 − 120.0 s, fitted with a cutoff power law
model. The detectors corresponding to the different data
sets are given by the legend. There are large and systematic
discrepancies between the best fit model and the data in the
NaI6 detector. This is caused by some unknown issue with
the detector response. This detector is therefore excluded
from the analysis.
GRB 151027A we use only the NaI0 (19◦) and NaI3
(37◦) detectors, ignoring the n6 (25◦) detector, which
has a significantly different spectrum in several bins (ex-
ample in Fig. 2). This may be due to blockage of the
detector by a part of the satellite, or some other issue
with the detector response (Goldstein et al. 2012).
The background is determined from a polynomial fit
to the light curve, which gives a model for the back-
ground with Gaussian errors. We account for temporal
evolution of the background spectrum and the changing
position of the spacecraft by using rsp2 response files
when available.
3.2.2. XRT data
For the spectral analysis of XRT data we use observa-
tions taken in the Windowed Timing (WT) mode, which
is used when the count rate is high. We also download
late time Photon Counting (PC) data for each GRB, in
order to determine the intrinsic column density (NH,intr)
for the absorption at low energies (see Section 4.3).
The WT data are downloaded as locally-reprocessed
data from the UK Swift Science Data Centre XRT GRB
repository2. We create time bins of the spectrum locally,
as described in Section 4. These time bins are then used
to specify the limits on time-sliced spectra, which we cre-
2 http://www.swift.ac.uk/xrt live cat/
ate and download from the online repository. All spec-
tra are grouped such that each energy bin contains at
least one count. This the recommended approach when
fitting with the cstat fit statistic in XSPEC3. The back-
ground is supplied online when downloading the data.
The background spectrum is constructed by sampling in
an area around the burst position and it is assumed to
be Poisson distributed.
All XRT spectra were checked for known calibration
issues following Valan et al. (2018). This includes redis-
tribution issues, which may cause a bump below 1 keV
and/or a turn-up below ∼0.6 keV. Pile-up is automat-
ically dealt with by the online tool. We find redistri-
bution issues in GRB 100728A and GRB 151027A. We
accommodate these by ignoring channels below 0.6 keV
in these bursts.
4. DATA ANALYSIS
We perform a time resolved spectral analysis using
time bins defined by a Bayesian blocks binning (Scar-
gle et al. 2013) of the XRT data. We use battblocks4
with default settings to bin the XRT light curve. The
GBM data are binned in matching time bins. We use
HEASARC’s online tool xTime5 to convert between
Swift mission time and Fermi mission time.
We calculate the SNR of each spectrum as described in
Vianello (2018). For the GBM data we use the Poisson-
Gaussian significance, whereas we for the XRT data use
the Poisson-Poisson significance. The XRT data consis-
tently have a high SNR, but as in A19 we choose to apply
an SNR cut to the GBM data in order to only analyze
spectra which contain a significant signal in GBM. Thus,
we only analyze spectra with SNR> 3 in the brightest
NaI detector. This leaves us with 32 out of 51 time-
resolved spectra to analyze.
4.1. Fitting
We set up the analysis as a Bayesian inference proce-
dure. Bayes’ theorem states that the posterior probabil-
ity is
Pr(θ|y) = Pr(θ) Pr(y|θ)∫
Pr(θ) Pr(y|θ)dθ ∝ Pr(θ) Pr(y|θ),
where θ are our model parameters and y the observed
data. Pr(θ) is the prior, Pr(y|θ) the likelihood, and the
denominator the marginalized likelihood (also referred
to as the evidence). We use PyMultiNest (Buchner et al.
3 see the XSPEC manual appendix https://heasarc.gsfc.nasa.
gov/xanadu/xspec/manual/XSappendixStatistics.html
4 Heasoft version 6.17
5 https://heasarc.gsfc.nasa.gov/cgi-bin/Tools/xTime/xTime.pl
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2014), a python implementation of MultiNest (Feroz &
Hobson 2008; Feroz et al. 2009, 2013), to sample from
the model posterior using 600 live points. We have cho-
sen this particular number by testing the analysis with
different number of live points to ensure stability.
For the Fermi data, we consider the energy range 8-
1000 keV and 200 keV - 40 MeV for the NaI and BGO
detectors, respectively. We also ignore the interval 30-
40 keV in the NaI detectors, because of the iodine K-
edge (Bissaldi et al. 2009). For the XRT data we con-
sider the nominal energy range 0.3-10 keV. However,
we lower the high-energy limit in cases when the signal
stops below 10 keV. Additionally, the low-energy limit
is modified in the presence of calibration issues, as de-
scribed in Section 3.2.2 (which affects GRB 100728A
and GRB 151027A).
For the Fermi data we use a likelihood for a Poisson
distributed signal with Gaussian background. In XSPEC
the corresponding statistic is known as pgstat (for a de-
scription of pgstat, see e.g. Burgess et al. 2018). For the
XRT data we adopt the Cash statistic (Cash 1979), for
data with a Poisson signal and background. In XSPEC
this statistic is referred to as cstat. Note that pgstat
and cstat denote the log likelihood, log [Pr(y|θ)], for the
respective data sets. For the joint analysis we consider
the fit statistic as the sum of the pgstat and cstat statis-
tics. We perform the analysis using PyXspec, a python
implementation of HEASARC’s XSPEC 12.8.1g (Arnaud
1996).
The GBM detectors are calibrated with a relative un-
certainty on the order of 10 % in effective area (Bissaldi
et al. 2009). In A19 we found that the best-fit pa-
rameter values did not change significantly whether or
not we allowed for an effective area correction between
the GBM detectors. There is no information on the
possible difference in effective area calibration between
GBM and XRT. However, we expect that the uncer-
tainty is greater between GBM and XRT than between
the GBM detectors. We thus keep the relative nor-
malization between the GBM detectors fixed to unity,
whereas we introduce a free relative normalization pa-
rameter, NR = normXRT norm
−1
GBM, between the GBM
and XRT data (also referred to as the cross calibration
constant). We let this parameter be fit separately in
each time bin.
4.2. Priors
We choose most of our priors to be uninformative. For
the luminosity, L0,52, and the level of dissipation, εd, we
choose log-uniform priors. This means that each decade
in these parameters correspond to an equal prior prob-
ability. For the Lorentz factor, Γ, we choose a uniform
prior.
Finally, for the effective area correction between the
two instruments, NR, we choose a normal distribution
prior centered around 1 with a standard deviation of 0.1.
Thus, we have
Pr(log εd) = U(0.01, 0.4)
Pr(logL0,52) = U(0.1, 1000)
Pr(Γ) = U(50, 1000)
Pr(NR) = N (µ = 1, σ = 0.1).
4.3. Absorption
When analyzing X-ray data below 2 keV, Galactic
as well as intrinsic (extra-Galactic) absorption becomes
relevant. We account for this absorption by using the
multiplicative XSPEC models tbvarabs (for Galactic ab-
sorption) and ztbabs (for intrinsic absorption). We use
the values of the solar abundance vector from Wilms
et al. (2000) and the cross-section values listed in Verner
et al. (1996). We obtain the weighted total Galac-
tic column density, including the molecular component,
NH,gal, from the Swift NH,tot online tool
6 (Willingale
et al. 2013). In the case when the fraction of molec-
ular hydrogen lies in the range of 10-30% we have re-
placed the tbvarabs model by tbabs, where the fraction
of molecular hydrogen is fixed to 20%. This is the case
for GRB 080928, GRB 151027A, and GRB 161117A.
We determine the intrinsic absorption by fitting late
time PC data with a tbabs*ztbabs*pow model. At late
times the XRT data are dominated by afterglow emis-
sion. These data are fainter and are thus captured in
PC mode. Pure afterglow spectra are typically well de-
scribed by power laws, and at late times we expect little
spectral evolution (e.g. Racusin et al. 2009). Thus, this
method is a good way to determine the intrinsic ab-
sorption in a way that does not introduce any degener-
acy between the spectral model we wish to test and the
absorption. For each burst we create a time averaged
spectrum consisting of as late PC data as possible. In
order to avoid spectral evolution we also require the light
curve at these times to be well described by a power law
without any breaks. We use the light curve fits from the
online catalogue7 to choose these time intervals, which
we present in Table 1. The fitting to determine NH,intr
is performed using XSPEC’s native Maximum-Likelihood
scheme.
Both NH,gal and NH,intr are assumed constant for the
duration of the burst and kept fixed in all fits with the
6 http://www.swift.ac.uk/analysis/nhtot/index.php
7 http://www.swift.ac.uk/xrt live cat/
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DREAM model. In Table 1 we summarize the values
of NH,gal and NH,intr used. Comparing to the NH,intr
distributions of Campana et al. (2012), we note that
the value for GRB 100728A is at the high end of the
distribution. Additionally, for GRB 100814A, we find
values of NH,intr consistent with 0.
4.4. Posterior predictive checks
Since we are performing a Bayesian analysis we can
use posterior predictive checks (PPCs; Gelman et al.
1996; Meng 1994; Lynch & Western 2004; Gelman &
Shalizi 2013) to assess the quality of our fits. We draw
replicated data from the posterior predictive distribu-
tion (PPD) using the XSPEC command ‘fakeit’. We then
use this new data to assess the quality of our spectral
fits. The PPD is the probability of observing some repli-
cated data, conditioned on the observed data, and can
be written as
p(yrep|y) =
∫
p(yrep|θ)p(θ|y)dθ,
where θ, y, and yrep are the model parameters, observed
data, and replicated data, respectively. p(θ|y) is the
posterior from which we sample using MultiNest. Thus
it is easy to construct a posterior predictive p-value (ppp-
value),
pb = Pr (T (y
rep) > T (y)|y) ,
which corresponds to the classical p-value averaged over
the posterior, p(θ|y), and where T is a test statistic (Ru-
bin 1984). We let T be the fit statistic and calculate pb
for each fit based on 1000 realizations from the PPD.
We consider a fit rejected if pb < 0.05.
We stress that an accepted fit only indicates that we
cannot reject the fit at the given significance level. It
does not mean that the model necessarily can fully de-
scribe the data. Additionally, the ppp-value of a rejected
fit does not tell us how or where the model fails to de-
scribe the data. There are many variants of PPCs which
can be used to assess the model fitness. We complement
our current choice of PPC with manual inspection of
posteriors and fits.
5. RESULTS
In this section we present the results of the Bayesian
analysis described in Section 4. When performing
Bayesian inference we prefer to consider the posterior
in its entirety. However, it is often convenient to also
use point estimates, here particularly when comparing
to the results of A19 and to give an overview of the
results in a table. Thus, for point estimates we use the
mean of the marginalized posterior for the parameter
in question. The associated uncertainties correspond
to the 1σ credible interval centered around the mean,
symmetrical in terms of cumulative likelihood. In Fig. 3
we present examples of corner plots from an accepted
and rejected fit, respectively. In Fig. 4 we show the cor-
responding fits in data space. Corner plots showing the
full posterior of all fits are available as online material.
Additionally, online we also provide plots corresponding
to those in Fig. 4 for all accepted fits.
5.1. Accepted fits and parameter estimates
A total of 32 time bins were analyzed (17 spectra
were not analyzed due to SNR< 3 in the GBM), with
21 bins being accepted under the posterior predictive
checks presented in Section 4.4. In Table 2 we summa-
rize the number of accepted bins for each burst in our
sample. We also provide an additional column of spec-
tra which are accepted after further examination of the
posterior and fits. This leaves a total of 16 accepted
spectra, as presented further in Section 5.2. In Table 3,
we present the point estimates of all fits accepted under
the PPC. We note that GRB 140512A, GRB 151027A,
and GRB 161117A have at least half of the analyzed
time bins accepted while having more than 1 analyzed
spectrum (see Fig. 1).
In Fig. 5 we show the distribution of the relative nor-
malization parameter, NR. We note that these values
are generally larger than unity, as discussed further in
Section 5.2 below. There are too few analyzed and ac-
cepted bins to make any reliable inferences about the
temporal evolution. However, as can be seen in Ta-
ble 3, the parameter estimates do not vary erratically
throughout a burst. Additionally, we note that the pa-
rameters evolve according to the trends we observed in
A19. There the most prominent trends were found to
be that L0,52 follows the light curve.
5.2. The impact of XRT data
To examine how the XRT data affect the fits we also
perform the analysis with the GBM data only. In Fig. 6
we show how parameter estimates change depending on
whether we include XRT data in the analysis. It is clear
that there are systematic differences in all parameters,
although it is most striking for εd and Γ. The effect is
especially prominent for Γ, with all estimates of Γ de-
creasing as we introduce XRT data. For εd we note that
there is a tendency that estimates are higher when we
include XRT data. We stress that the parameter esti-
mates with and without XRT-data are still consistent
within 3σ uncertainties in the majority of cases.
However, 5 fits remain with non-overlapping pos-
teriors at this level. The spectra in question are
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Figure 3. Corner plots showing the full posterior for GRB 100906A at 96.8 - 100.5 s and GRB 080928 at −1.0 - 12.6 s, in
the left and right panel, respectively. The former passed the PPC, whereas the latter did not. The different contours show
the highest posterior density (HPD) regions corresponding to 68 and 95 % of the probability volume of the joint posterior
distributions. The axes of all corner plots are scaled to show the part of the parameter space where the posterior is non-zero.
The plots were generated using the python package getdist. The complete figure set of corner plots for all analyzed spectra (32
images) is available in the online journal.
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Figure 4. 95% point-wise credible bands of the model shown together with observed counts for GRB 100906A at 96.8 - 100.5 s
and GRB 080928 at −1.0 - 12.6 s, in the left and right panel, respectively. These are the fits corresponding to the corner plots
in Fig. 3. Note that the fit in the left panel passed the PPC whereas the fit in the right panel did not. The legend shows which
credible band corresponds to which detector. The data have been visually re-binned to 2σ in the GBM data and 5σ in the XRT.
The complete figure set for all accepted fits (16 images) is available in the online journal.
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GRB Analyzed Accepted (PPC) Accepted (total) Accepted (total)
(GBM+XRT) (GBM+XRT) (GBM)
080928 1 0 0 1
100728A 3 1 1 1
100814A 1 1 1 1
100906A 5 4 2 4
140206A 3 0 0 0
140512A 5 4 3 5
151027A 6 5 5 5
161117A 8 6 4 6
Σ 32 21 16 23
Table 2. The number of analyzed time-resolved spectra for each burst, together with the number of bins that passed the PPC
as described in Section 4.4. The fourth column shows the number of accepted spectra after additional consideration has been
taken to the posterior distributions and manual inspection of the fits. The fifth column shows the number of bins which are
accepted when we consider GBM data only.
GRB Time bin
(s)
εd L0,52 Γ rd
(1012 cm)
Nr
100728A 134.2-150.5 0.38+0.01−0.01 15.7
+0.6
−0.6 89.5
+1.3
−1.3 11.0
+0.4
−0.4 1.32
+0.07
−0.07
100814A 147.0-150.9 0.27+0.05−0.05 11.9
+1.4
−1.7 96.9
+1.5
−3.8 6.6
+0.5
−0.4 0.98
+0.09
−0.09
100906A 96.8-100.5 0.07+0.02−0.02 53.6
+5.8
−5.8 110
+8
−8 20.6
+2.9
−2.9 1.10
+0.08
−0.09
100906A 100.5-105.0 0.09+0.02−0.02 72.5
+7.0
−7.2 114
+8
−9 25.2
+4.0
−3.8 1.00
+0.08
−0.08
100906A 105.0-110.0 0.08+0.02−0.02 74.8
+8.0
−7.5 113
+9
−9 26.4
+4.2
−4.0 1.12
+0.08
−0.08
100906A 110.0-115.4 0.02+0.01−0.01 89.3
+10.3
−10.0 113
+9
−9 31.5
+4.7
−4.6 1.10
+0.08
−0.08
140512A 108.9-114.2 0.37+0.02−0.02 1.7
+0.1
−0.1 95.5
+1.2
−1.2 1.0
+0.0
−0.0 0.99
+0.09
−0.09
140512A 128.2-142.6 0.40+0.00−0.00 3.6
+0.1
−0.1 95.8
+0.4
−0.4 2.1
+0.0
−0.0 1.19
+0.05
−0.05
140512A 142.6-145.6 0.28+0.05−0.05 1.4
+0.2
−0.2 82.9
+5.1
−5.0 1.3
+0.1
−0.1 0.96
+0.09
−0.09
140512A 145.6-156.0 0.22+0.02−0.02 1.2
+0.1
−0.1 86.2
+2.2
−2.0 0.9
+0.0
−0.0 1.04
+0.08
−0.08
151027A 97.1-105.7 0.31+0.04−0.04 1.6
+0.2
−0.2 81.6
+3.6
−3.7 1.5
+0.1
−0.1 1.09
+0.08
−0.08
151027A 105.7-109.1 0.39+0.01−0.01 4.2
+0.2
−0.2 94.6
+1.0
−1.0 2.5
+0.1
−0.1 1.05
+0.07
−0.07
151027A 109.1-112.1 0.38+0.01−0.01 5.6
+0.2
−0.2 94.7
+1.0
−1.0 3.3
+0.1
−0.1 1.07
+0.08
−0.07
151027A 112.1-115.2 0.35+0.04−0.04 4.5
+0.4
−0.4 86.5
+2.8
−2.9 3.5
+0.2
−0.2 1.14
+0.08
−0.07
151027A 115.2-120.0 0.21+0.04−0.04 3.2
+0.4
−0.5 77.5
+5.0
−6.1 3.5
+0.3
−0.3 1.20
+0.08
−0.08
161117A 72.5-90.2 0.07+0.01−0.01 20.1
+2.3
−2.1 153
+10
−7 2.8
+0.2
−0.2 0.93
+0.08
−0.08
161117A 90.2-92.7 0.09+0.02−0.02 35.7
+5.6
−5.4 162
+13
−13 4.2
+0.4
−0.5 1.00
+0.09
−0.09
161117A 92.7-100.2 0.07+0.01−0.01 35.5
+2.8
−2.5 137
+4
−4 7.0
+0.4
−0.4 1.08
+0.09
−0.08
161117A 100.2-104.1 0.08+0.01−0.01 52.2
+4.6
−4.0 134
+6
−5 10.9
+0.7
−0.9 1.05
+0.09
−0.09
161117A 131.0-138.5 0.09+0.01−0.01 36.0
+2.2
−2.2 97.4
+0.8
−0.8 19.6
+1.1
−1.1 1.01
+0.07
−0.07
161117A 138.5-144.2 0.05+0.01−0.01 26.9
+2.5
−2.4 94.1
+1.3
−1.2 16.2
+1.3
−1.3 0.94
+0.09
−0.09
Table 3. Point estimates of model parameters and rd for all 21 fits which passed the PPC in our sample. We also include
values of rd, which is not one of the fit parameters, but obtained from the relation rd = rph/τ = LσT/4piτΓ
3c3mp, as given in
Section 2.1
12 Ahlgren et al.
1.0 1.1 1.2 1.3
NR
0
1
2
3
N
um
be
r 
of
 fi
ts
Figure 5. Histogram of the cross calibration constant. The
histogram includes the 21 fits which have passed the PPC.
GRB 100906A (time bins 3 and 4), GRB 140512A (time
bin 3) and GRB 161117A (time bins 3 and 4). This
indicates that the model cannot describe these data ad-
equately. These fits are not rejected by the PPC since
it only considers the overall spectral shape, and not the
consistency of different subsets of the data. In Fig. 7 we
show an example of these non-overlapping posteriors for
a spectrum from GRB 100906A. The fact that the pos-
teriors in the left panel are disjunct indicates that the
joint fit to GBM-XRT is rejected by the fit in the GBM
energy range, and vice versa. We therefore treat these
spectra as rejected, even though they passed the PPC.
These fits are marked in yellow in Fig. 1. We comment
on this further in section 6.1. In Fig. 7 we also show
an example of posteriors that is more representative of
the accepted sample as a whole, where there is signifi-
cant overlap of the posteriors. Additionally, this figure
illustrates that the quality of the constraints improve
significantly when XRT data are added. This is a result
of both the increased energy range and the quality of
the XRT data.
In Table 2, we also present the number of fits which
passed the PPC when we do not include the XRT data.
Not surprisingly, we note that we obtain additional ac-
cepted fits when we remove the XRT data (2 extra spec-
tra pass the PPC). This is because the model becomes
less constrained, making it harder to reject the fits.
However, most fits remain accepted when XRT data are
introduced, indicating that the model is overall consis-
tent with the XRT data. It is no surprise that there
are spectra which are poorly described by the model.
As already found based on fits to GBM data in A19,
GRB 100728A and GRB 140206 are not well described
by the model.
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Figure 6. Comparison of parameter estimates from the
analysis with and without XRT data. We show parameter
estimates of the three free model parameters, εd, L0,52 and Γ
in the top, middle, and bottom panel, respectively. The red
line corresponds to a 1 : 1 relation. The figure only includes
data points from fits that passed the PPC. The error bars
represent the 1σ uncertainties.
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Figure 7. Posteriors for the joint GBM-XRT analysis and the analysis of GBM data only in blue and red, respectively. The
left and right panels show the case of GRB 100906A at 100.5 - 105.0 s (the third time bin) and GRB 161117A at 138.5-144.2 s
(the eighth time bin), respectively. The contours denote the 68, 95 and 99.7% HPD regions. The fit in the left panel is rejected
manually due to the disjunct posterior distributions, whereas the fit in the right panel shows an accepted fit. The complete
figure set for all fits that passed the PPC (21 images) is available in the online journal.
In order to illustrate why the parameters change when
XRT data are added, we show in Fig. 8 the best fit
model to the eighth time bin of GRB 161117A when the
analysis has been performed with and without the XRT
data (right and left panels, respectively). We let the best
fit be represented by the model at the posterior mean. In
this example the best-fit model for the GBM data clearly
under-predicts the XRT data (left panel of Fig. 8). We
note that the posteriors have significant overlap within
the 3σ credible region (right panel of Fig. 7).
Further, we find a similar excess of counts at low en-
ergy in the majority of spectra. This is consistent with
our finding of the cross calibration constant generally
being larger than unity (see Fig. 5). This is because the
cross calibration constant is often able to account for
some of this excess. For the remaining counts, the logic
of the change in parameters is that Γ decreases in or-
der to accommodate the need for additional low-energy
counts, which shifts the spectrum to lower energies. In
order to maintain the spectral peak, εd increases. L0,52
decreases to adjust the low energy slope and to preserve
the total energy in the spectrum.
6. DISCUSSION
We have studied a specific version of the subphoto-
spheric dissipation model assuming localized dissipation
due to internal shocks (rd = Γ
2r0) in a flow with negli-
gible magnetization. In A19 we found that this model
was unable to describe the brightest part of the GRB
population. Since characteristic features in the model
occur below the GBM energy range, we have in this pa-
per included data in the soft X-ray range in order to
further constrain the model. We find that 50% of the
analyzed spectra can be described by the model. Below
we discuss these results.
We begin the discussion by considering possible uncer-
tainties in the analysis and the impact these may have
on the results (section 6.1). This also includes a dis-
cussion of the limitations of the PPC and additional
evaluation of the fits. We then examine what differ-
entiates accepted and rejected fits (section 6.2). This
is followed by a comparison to the results of A19 (sec-
tion 6.3). We also discuss the possibility of additional
emission components in the XRT data (section 6.4.1).
Finally, we discuss the implications of these results for
DREAM, and what changes to the subphotospheric dis-
sipation scenario can be made to accommodate this (sec-
tion 6.4.2).
6.1. Uncertainties in the analysis
The main uncertainties in the analysis are the relative
normalization, NR, and the intrinsic absorption, NH,intr.
We have investigated the effect of allowing for larger val-
ues of NR by changing its prior to N (µ = 1, σ = 0.5).
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Figure 8. Examples of best fit models to GRB 161117A at 138.5-144.2 s. The magenta, black, blue, green and red colours
represent data and model for the XRT, NaI2, NaI1, NaI10 and BGO0 detectors, respectively. The left panel shows the result
of fitting DREAM1.3 to only the GBM data, with the XRT data being added to the figure without having been used in the
analysis. Note that the extrapolation of the fit down to 0.3 keV includes absorption. The right panel shows the fit to all data.
The parameters are εd = 0.017, L0,52 = 35.2, Γ = 152, and εd = 0.046, L0,52 = 26.9, Γ = 94.1 in the left and right plot,
respectively. Our PPC accepts both the fit in the left (without the XRT data) and right figure, respectively. Note that plotting
only the best-fit model in νFν is not the best representation of either the data or the posterior. This representation is chosen
here to provide a qualitative comparison with model spectra for the discussion in Section 6.4.
Only 6 of 32 spectra have a marginalised posterior mean
for NR which changes more than 10% when we use this
prior. Furthermore, Oganesyan et al. (2017) find that
the relative calibration between Swift and GBM data
agrees within 15%. This is compatible with our original
prior, and supports the conclusion that the relative cali-
bration differences have been adequately accounted for.
Additionally, tests show that the results are not sensitive
to our choice of priors for the other parameters.
We also examined the sensitivity of the results to the
value of NH,intr. We did this by performing the analysis
using the 1σ lower and upper bounds on NH,intr from
Table 1. Using the lower bounds of NH,intr, only 1 fit
change any of its parameter estimates (i.e. the mean of
the corresponding marginalized posterior) by more than
10%. Similarly, only 2 fits change when using the up-
per bounds. These spectra are GRB 080928 at −0.982
- 12.637 s for high absorption and GRB 100906A at
115.367 - 121.375 s for both high and low absorption.
Both of these spectra are rejected in the original anal-
ysis. This indicates that our results are also robust to
uncertainties in NH,intr.
Using Bayesian inference, information about degen-
eracies in the model fits is available through the posteri-
ors. Inspecting the corner plots of all fits, we note that
there is a tendency to a Γ - εd degeneracy. However, it
is sufficiently weak to indicate that the changes in Γ and
εd that we observe in Fig. 6 when including XRT data
are not caused primarily by model degeneracies. How-
ever, there is a slightly stronger degeneracy present in Γ
- L0,52. This is interesting given the Γ - L0,52 correlation
found in A19. Upon closer inspection we find that this
degeneracy is generally small and it was demonstrated
in A19 that the correlation is not caused by model de-
generacies. There is also a weak degeneracy between εd
- L0,52. This is not surprising given that εdL0,52 sets
the total energy in the spectrum, which is expected to
remain constant. Notably, we find no degeneracies be-
tween the cross calibration constant, NR, and the other
fit parameters.
Regarding the PPC, the chosen ppp-value threshold of
pb > 0.05 will naturally affect the number of accepted
spectra. However, we note that the number of spectra
do not vary much for small alterations of pb, with 21
and 22 accepted spectra for pb > 0.1 and pb > 0.01,
respectively (compared to the 21 accepted spectra at
pb > 0.05). Thus, despite the small number of analyzed
and accepted spectra, our conclusions are not particu-
larly sensitive to the choice of threshold value in the
PPC.
As noted in Section 5.2, 5 spectra exhibit significant
(> 3σ) inconsistencies between the posteriors from the
joint GBM-XRT fits and the GBM data only fits (indi-
cated with yellow shading in Fig. 1). Manual inspection
shows that these fits deteriorate when XRT data are
added, but not enough to cause the PPC to reject the
fits. However, the posteriors are sufficiently inconsistent
for us to label these fits as rejected for the purpose of
this analysis. The fact that the fits still pass the PPC is
likely a result of the model’s flexibility and the relatively
low SNR of the GBM data. This may also be affected
by calibration uncertainties.
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Figure 9. Histograms of the logarithm of the isotropic
equivalent luminosity, Liso. We show two bins per decade,
spaced uniformly. The bars have been separated for visual
clarity. Blue and green bars indicate fits which failed and
passed the PPC, respectively. Liso was obtained from fits
with a cut-off power law.
6.2. Accepted and rejected fits
In order to investigate why the model fails to describe
about half of the analyzed spectra we search for sys-
tematic trends between whether a fit is rejected and the
properties of the data. We find only weak correlations
between if a fit is rejected and its corresponding param-
eter estimates. As shown in Fig. 9, there is a tendency
of rejecting fits as the model luminosity becomes larger.
It also appears that fits with the most extreme values
of the cross calibration constant, NR, are rejected (see
Fig. 10). Although there are not enough data points
to ascertain any statistically significant correlations, the
luminosity relation is well-known from A19. Further-
more, a cross calibration constant that deviates signifi-
cantly from unity suggests that the model cannot ade-
quately describe the data and is compensating for it by
improbable values of the artificial normalization param-
eter. Thus, these correlations are not surprising. There
is also an indication that the rejected fits coincide with
the peaks of the light curves (see Fig. 1). This is likely a
result of the model’s difficulty in describing spectra with
a high luminosity. It could also indicate that the XRT
peak flux is dominated by another emission mechanism
(discussed further in Section 6.4.1). However, as that
this trend is not clear for all bursts, it may simply be a
result of the small number of bins in the analysis.
We find no significant correlation between if a fit
passes the PPC and the observed flux in the GBM or
XRT, the SNR in any detector, or any of the model pa-
rameters obtained when fitting with a power law and
cutoff-power law for the XRT and GBM data, respec-
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Figure 10. Histograms of the cross calibration constant NR.
Blue and green bars indicate fits which failed and passed the
PPC, respectively. The bars have been separated for visual
clarity.
tively. Due to the small number of analyzed bins we
cannot draw any strong conclusions from this.
6.3. Comparison to A19
The DREAM model was initially introduced in A15
where it was fit to two GRBs. In A19 we implemented
significant improvements to the model and fit it to a
larger sample of 36 GRBs. Here we have further tested
the model by including XRT data at low energies in the
analysis. This is because of the distinctive model predic-
tions in this range, which result from the assumptions of
internal shocks and negligible magnetization. The other
main differences from A19 are that we have expanded
the parameter space of the model slightly and analyzed
the data using Bayesian inference. The model parame-
ter space was extended with several new grid points in Γ,
extending the grid down to Γ = 50 and up to Γ = 1000,
and one point in L0,52, extending it up to L0,52 = 1000.
The joint GBM-XRT fits mainly inhabit the low Γ part
of this extended parameter space.
The higher L0,52 and Γ would lead to additional ac-
cepted fits in the A19 sample. The difference in SNR
cut would also lead to a larger number of analyzed spec-
tra. Performing fits with the new model to the GBM
data of the GRBs in the current sample primarily af-
fects GRB 100728A and GRB 100906A. The fraction of
accepted fits increase from 4 to 44 % and from 26 to
41 % in the bright interval before the XRT observations
start for GRB 100728A and GRB 100906A, respectively.
We note that these GRBs are still not fully described by
the model and that the highest L0,52 of both bursts push
the limit of what is physically plausible.
One of the main conclusions of A19 was that DREAM
is unable to account for the brightest GRBs. Fig. 9
is reminiscent of the corresponding Fig. 11 in A19, al-
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though the peak of the distribution is shifted to lower
luminosities in this work (due to the sample in A19 be-
ing biased towards high luminosity bursts). However, we
do not observe the problem of under-predicting the ob-
served luminosity in this analysis. Fig. 9 can instead be
attributed to the fact that higher luminosities result in
less flexibility for the model. It is then harder to describe
data which results in high estimates of the luminosity,
even when achieving a sufficiently high luminosity is not
an issue. This was also discussed in A19. However, as
pointed out in Section 6.2, Fig. 9 could also be the result
of the small number of analyzed spectra.
6.4. Implications of XRT data
As noted in Section 5.2, the inferred parameter esti-
mates change systematically as we add XRT data. How-
ever, for a majority of spectra, the changes are within
reasonable uncertainties of the fits to the GBM only
data. Conversely, five spectra exhibit significant incon-
sistencies between the posterior of the joint GBM-XRT
analysis and the GBM only analysis, and are thus re-
jected, as discussed in Section 6.1. The fact that the
XRT data make a significant difference in the analysis
of prompt emission has also been found by Oganesyan
et al. (2017, 2018). It is clear that there are spectra in
this sample which the DREAM model cannot describe.
This may of course be due to the fact that it simply does
not represent the correct dissipation scenario or emission
process for these bursts. However, there are also other
possibilities that do not necessarily rule out the physi-
cal scenario considered here. We discuss these in turn
below.
6.4.1. Presence of additional components
It is possible that the emission observed by XRT is of
a (partly) different origin than that observed by GBM.
Since DREAM is a one-zone model and we consider no
additional components in the analysis, this could help
explain some of the cases where we are unable to find
good fits. Additional components can originate from
different emission sites within the jet itself (e.g. an opti-
cally thin component), a region outside the jet (e.g. co-
coon emission), or by interactions of the jet with the
surrounding medium (e.g. afterglow). However, we note
that all XRT light curves have flares, suggesting that
this emission is closely related to prompt emission. Ad-
ditionally, most light curves exhibit significant similar-
ities in the GBM and XRT light curves (see Fig. 1).
The main difference that can be seen is that the XRT
light curves are often stronger at the end of the bursts,
resembling a kind of delay. This may reflect the com-
monly observed softening of the prompt emission, with
the spectral peak moving to lower energies with time. A
particularly clear example is GRB 151027A, which has
very bright XRT emission peaking ∼ 15 s later than the
GBM light curve. Additionally, GRB 100906A shows
a similar delay while also having weak GBM emission
in the overlap, leading to a clear difference in the light
curve morphology between the XRT and GBM.
GRB 151027A is the only GRB in our sample with
an extra component reported in the literature. Nappo
et al. (2017) find a blackbody component at soft X-rays
from joint fits to GBM, BAT, and XRT data. This was
confirmed by Valan et al. (2018), performing an anal-
ysis of XRT data using a power law plus a blackbody.
We note that the DREAM model provides adequate fits
in the early times of XRT data, when the flux from
the additional blackbody is low. When the blackbody
becomes significant, we instead obtain a poor fit (see
Nappo et al. 2017; Valan et al. 2018 for discussions on
the blackbody flux). Nappo et al. (2017) suggests that
the blackbody originates from the re-acceleration of the
fireball. Another possibility is that the thermal compo-
nent originates from a hot cocoon surrounding the jet,
as discussed by Valan et al. (2018). Neither scenario
can be described using the DREAM model, since it is
a one-zone photospheric model with no hydrodynamical
evolution. Alternatively, an extra blackbody component
may indicate dissipation occurring just below the photo-
sphere, which is known to produce double-peaked spec-
tra (see A15). This scenario would not be captured by
the current version of the model due to the assumption
of dissipation at τ = 35.
Performing the same analysis of the XRT data as in
Valan et al. (2018), we find no significant blackbody in
any of the other bursts. However, additional compo-
nents may have different spectral shapes, which could
account for the excess seen in some of the GRBs. This
is unlikely to be the only explanation for all the poor
fits though, as the model clearly fails to describe many
intervals in GRBs where the light curves are well corre-
lated (cf. Fig. 1).
6.4.2. Model implications
In A19 we argued that a different dissipation scenario
than internal shocks is needed for the brightest GRBs.
The study presented in this paper has revealed addi-
tional issues at soft X-rays in some bursts. Assuming
no additional components are present, this suggests that
the current implementation of the model does not cap-
ture all the relevant conditions and processes. Here we
discuss what assumptions should be modified in order
to better describe the observed data.
Because the parameter space was designed partially
based on fits to GBM data, the introduction of XRT
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data provides new information on what the appropriate
parameter space is. Examining the example in Fig. 8, we
note that the XRT data in the left plot are highly remi-
niscent of what we expect for synchrotron photons in the
XRT energy range for our model. In Fig. 11, we show
examples of what model spectra look like using different
values of the magnetization parameter, εb. Although the
spectrum in Fig. 8 can be successfully described by our
model without synchrotron, the corresponding parame-
ter estimates change. Using a model with synchrotron
photons in the XRT energy range might provide an ac-
ceptable fit with smaller changes in parameter estimates.
This is in no way proof of the presence of synchrotron
photons, but it does provide us with strong motivation
to expand the parameter space to test a scenario with a
significant contribution from synchrotron radiation.
Additionally, the effects of geometric broadening are
expected to be largest in the XRT energy range, (Lund-
man et al. 2013). The general effect of geometric broad-
ening is a softening of the low-energy spectral slope, cre-
ating a relative excess of photons at these energies. This
again resembles what we see in Fig. 8, although the effect
is expected to be smaller than what we see for εb. Ex-
panding the parameter space in other free parameters,
e.g. the optical depth, τ , could also help improve the fits.
Tests conducted in A19 showed that this parameter has
only a small impact on the fits. However, given the sig-
nificantly tighter constraints provided by the XRT data,
it is possible that τ would make a difference, since it gov-
erns the degree by which the seed blackbody is Comp-
tonized. Particularly, a lower τ may help describe the
double-peaked spectra in GRB 151027A, as discussed
above. Thus, although the XRT data suggest that we
should reject our current model for several bursts, there
is additional parameter space which should be explored
before rejecting the physical scenario altogether for these
GRBs. The very large number of simulations required
for this will be presented in a future work.
As noted above, almost all light curves exhibit some
degree of lag between the GBM and XRT data. Apart
from being caused by spectral evolution of the prompt
emission or by separate emission processes this discrep-
ancy could originate from high latitude emission (see
e.g. Zhang et al. 2007). High-latitude emission has a
lower Doppler boost than the on-axis emission, which
in the framework of our model would be identified as
a lower Lorentz factor. Thus, the fact that we consis-
tently find lower values of Γ when we include the XRT
data is intriguing. If there is indeed significant high-
latitude emission present in the overlapping time inter-
nal of XRT and GBM data, this could help explain the
systematic shift to lower Γ. If this is the case it indicates
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Figure 11. Example of how the model spectra change as
a function of the energy dissipated into magnetic fields, εb.
The model spectra in this figure were produced with εd =
0.1, L0,52 = 50 and Γ = 300. The values of εb for each
spectrum is given by the legend.
that we cannot neglect the geometry of the emission re-
gion at late times, when high latitude emission becomes
increasingly prevalent.
Finally, as discussed in A19, the assumption of inter-
nal shocks by setting rd = Γ
2r0 should be re-evaluated.
Letting r0 be a free model parameter would allow us to
set the blackbody temperature more freely. Since inter-
nal shocks are expected to have an efficiency on the or-
der of 1 - 10% (Mochkovitch et al. 1995; Kobayashi et al.
1997; Panaitescu et al. 1999) the increased values of εd
when introducing the XRT data are also problematic.
The internal shock assumption is also identified in A19
as a likely cause for the luminosity problem observed
there. Thus, in order to further assess the scenario of
subphotoshperic dissipation in GRBs, we must drop the
assumption that rd = Γ
2r0.
7. SUMMARY AND CONCLUSIONS
We have performed a time-resolved Bayesian analy-
sis of all GRBs that have known redshifts and a sig-
nificant overlap of GBM and XRT data. This gives us
an energy range of 0.3 keV - 40 MeV, which encapsu-
lates most distinct spectral features predicted by many
physical models. Following the work in A19, we have
constructed and tested DREAM1.3, a table model for
localized subphotospheric dissipation by internal shocks
in a low-magnetization outflow. Our sample consist of
8 GRBs which all have at least one spectrum with sig-
nificant signal in both the XRT and GBM (SNR> 3).
Binning the data with Bayesian blocks and performing
the SNR cut, we obtained 32 spectra. We use a PPC
complemented by a manual inspection to assess the qual-
ity of the fits. Our main results can be summarized as
follows:
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• 16 of 32 analyzed spectra are well described by the
model. No GRB is fully described by the model,
but in three GRBs at least half of the fits are ac-
cepted.
• The main problem for the model is a small excess
of photons at low energies, relative to the extrap-
olation of the GBM only fits. Even in the case of
accepted fits, this leads to systematic changes in
parameter estimates when we add the XRT data.
Specifically, Γ and L0,52 decrease whereas εd in-
creases, albeit within the 3σ uncertainties of the
GBM only fits.
• For GRB 151027A the sole rejected bin can likely
be explained by the presence of an additional emis-
sion component, as previously reported by Nappo
et al. (2017) and Valan et al. (2018).
• The inclusion of XRT data have a large impact
on model assessment and leads to much tighter
parameter constraints than when using only GBM
data.
From these results we see that subphotospheric dissi-
pation with internal shocks cannot describe all prompt
emission. However, even for the GRBs where all an-
alyzed spectra are rejected we cannot completely rule
out this dissipation scenario. The model only has three
free parameters and is thus a limited implementation of
the physical scenario. It is encouraging that this sim-
ple implementation can describe half of the analyzed
spectra. The following are the most promising future
improvements:
• The introduction of synchrotron photons. This is
realized by letting εb be a free parameter.
• Dissipation at different optical depths, character-
ized by the model parameter τ . In particular, low
values of τ can result in double-peaked spectra (see
A15). This is especially relevant for the case of
GRB 151027A, where dissipation just below the
photosphere is a possible alternative explanation
for the rejected spectrum.
• The removal of the assumption of internal shocks
(rd = Γ
2r0), such that r0 is instead set indepen-
dently of other model parameters. This would de-
couple the initial blackbody temperature, which
sets the position of the low-energy cutoff, from Γ
and L0,52.
The work of implementing these improvements will be
presented in future work.
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