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VISCOSITY LIMITS FOR 0TH ORDER PSEUDODIFFERENTIAL
OPERATORS
JEFFREY GALKOWSKI AND MACIEJ ZWORSKI
Abstract. Motivated by the work of Colin de Verdie`re and Saint-Raymond [CS-L20]
on spectral theory for 0th order pseudodifferential operators on tori we consider vis-
cosity limits in which 0th order operators, P , are replaced by P + iν∆, ν > 0.
By adapting the Helffer–Sjo¨strand theory of scattering resonances [HeSj86], we show
that, in a complex neighbourhood of the continuous spectrum, eigenvalues of P+iν∆
have limits as the viscosity, ν, goes to 0. In the simplified setting of tori, this justifies
claims made in the physics literature – see for instance [RGV01].
1. Introduction
Spectral properties of 0th order pseudo-differential operators arise naturally in the
problems of fluid mechanics – for an early example see Ralston [Ra73]. Recently, Colin
de Verdie`re and Saint-Raymond [CS-L20], [CdV19] investigated such operators under
natural dynamical conditions motivated by the study of (linearized) internal waves –
see the review article of Dauxois et al [D*18] and the introduction to [CS-L20] for a
physics perspective and references. Dyatlov–Zworski [DyZw19b] provided proofs of the
results of [CS-L20] based on the analogy to scattering theory – see Melrose–Zworski
[MZ96], Hassell–Melrose–Vasy [HMV04] and [DyZw19a]. This analogy was developed
further by Wang [Wa19] who defined and described a scattering matrix in this setting.
Tao [Ta19] constructed an example of an embedded eigenvalue.
Motivated by the physics literature – see for instance Rieutord et al [RGV01] – we
consider here operators with a viscosity term
Pν := P + iν∆,
where P is a 0th order pseudodifferential operator on the torus (1.1) satisfying (1.2) and
the dynamical assumption (1.3). The operator ∆ is the usual Laplacian on the torus.
The assumption (1.3) guarantees continuity of the spectrum at 0 [CS-L20], [DyZw19b].
We then show that as ν → 0+ the eigenvalues of Pν in a complex neighbourhood of
0,tend to a discrete set associated to P alone – see Figure 1 for a numerical illustration.
Key words and phrases. FBI transform, viscosity, forced waves, analyticity.
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Figure 1. We display the resonances of P as red stars (a full expla-
nation using the deformed operator Pθ is given in Appendix B). The
paths of the eigenvalues of P + iν∆ as ν → 0+ are shown by the
green curves with the arrows denoting the direction of the path as
ν decreases. P is chosen as in (B.4) with Va =
1
2
(ξ3 − 1)e−ξ2 and
Vm = (1 + (e − 1)(ξ − 2)2)e−(ξ−2)2 . For an animated version of this
figure see https://math.berkeley.edu/~zworski/vis_dynam.mov.
This justifies claims seen in related models of the physics literature†. Our approach is
again based on analogy to scattering theory, in this case to the general approach to
scattering resonances due to Helffer–Sjo¨strand [HeSj86].
To state our results precisely, we start with the class of pseudodifferential operators:
Pu(y) :=
1
(2pih)n
∫
Rn
∫
Rn
e
i
h
〈y−y′,η〉p(y, η)u(y′)dy′dη (1.1)
where p ∈ Sm(T ∗Tn), Tn := Rn/2piZn, has an analytic continuation from T ∗Tn satis-
fying
|p(z, ζ)| ≤M, for | Im z| ≤ a, | Im ζ| ≤ b〈Re ζ〉. (1.2)
†For example a claim from [RGV01]: “The aim of this paper is to present what we believe to be
the asymptotic limit of inertial modes in a spherical shell when viscosity tends to zero.”
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The integral in the definition (1.1) of Pu is considered in the sense of oscillatory
integrals (see for instance [Zw12, §5.3]) and we extend both y 7→ u(y) and y 7→ p(y, η)
to periodic functions on Rn.
The dynamical assumption is formulated using an escape function:
∃G ∈ S1(T ∗Tn), C > 0 HpG(x, ξ) > 0, for (x, ξ) ∈ {p = 0} ∩ {|ξ| > C}. (1.3)
(For the definition of the symbol class S1(T ∗Tn) see (3.1) and [DyZw19a, §E.1] and
for a discussion of escape functions [DyZw19a, §6.4].) We make our assumption at
p = 0 but the value 0 can be replaced by any real number λ by changing the operator
to P − λ. We could also replace p in (1.3) by the principal symbol of P . Examples
of operators satisfying our assumptions are given in Appendix B (see also [DyZw19b]
and [Ta19]).
We denote by ∆ =
∑n
j=1 ∂
2
xj
the usual Laplacian on Tn and state a precise version
of our main result:
Theorem 1. Suppose that P is given by (1.1) with p satisfying (1.2) and (1.3). Then
there exist an open neighbourhood of 0 in C, U and a set
R(P ) ⊂ {Imω ≤ 0} ∩ U
such that for every K b U , R(P ) ∩K is discrete, and
specL2(P + iν∆) −→ R(P ), ν → 0+, (1.4)
uniformly on K.
Numerical illustrations of this theorem are presented in Appendix B.
Another way to state the theorem is to say that R(P ) = {ωj}Nj=1 (where N =∞ is
allowed) and specL2(P + iν∆) = {ωj(ν)}∞j=1 then (after suitable re-ordering)
ωj(ν)→ ωj, ν → 0+,
uniformly on compact sets and with agreement of multiplicities. In fact, the proof
gives a more precise statement implying smoothness of projectors acting on spaces X
of Theorem 2 – see [DyZw15, Proposition 5.3]. Since the statement is essentially the
same we do not reproduce it here.
The Laplacian ∆ can be replaced by any second order (or any order) elliptic differen-
tial operator with analytic coefficients and the set R(P ) is independent of that choice.
The next theorem shows that R(P ) is defined intrinsically for operators satisfying our
assumptions:
Theorem 2. Suppose that P satisfies the assumptions of Theorem 1 and U is the open
set presented there. Then there exists a Hilbert space X such that for ω ∈ U ,
P − ω : X → X is a Fredholm operator ,
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and R(ω) := (P −ω)−1 : X → X , forms a meromorphic family of operators with poles
of finite rank. The set of these poles in U is the set R(P ) in Theorem 1 (with inclusion
according to multiplicity). Moreover,
R(P ) ∩ R = specpp,L2(P ) ∩ U.
The space X = HΛ is defined in §4 and for some δ > 0,
Aδ ⊂ X ⊂ A−δ,
where, for s ∈ R, the spacesAs is given by formal Fourier series with Fourier coefficients
bounded by e−|n|s, n ∈ Zn. Hence X contains the space of analytic functions extending
to a sufficiently large complex neighbourhood of Tn and is contained in the dual of
such space – see (4.2) for precise definitions.
We briefly recall similar results in different settings. Dyatlov–Zworski [DyZw15]
showed that if X is the generator of an Anosov flow on a compact manifold and Q is
a self-adjoint second order elliptic operator, then the eigenvalues of X + iνQ converge
to the Pollicott–Ruelle resonances of the Anosov flow. These resonances appear in
expansions of correlations – see [DyZw15] for a discussion and references. Drouot
[Dr17] proved an analogue of this result for kinetic Brownian motion in which X is a
generator of an Anosov geodesic flow and Q is the “spherical Laplacian” on the fibers.
Dang–Rivie`re [DaRi17] showed that for Morse–Smale gradient flows, the eigenvalues
of L∇gf + iν∆g (which agree with the eigenvalues of the Witten Laplacian) converge
to the Pollicott-Ruelle resonance of the gradient flow. That generalized a result of
Frenkel–Losev–Nekrasov [FLN11] who, motivated by quantum field theory, considered
the case of the height function on the sphere.
The complex absorbing potential method (see [DyZw19a, §4.9] for a description and
references) is also related to viscosity limits: to obtain discrete complex spectrum a
complex potential, say −i|x|2, is added to a Schro¨dinger operator. In cases where
scattering resonances can be defined, the spectrum of this new operator converges to
the resonances – see [Xi19], [Zw18].
The essential ingredient in the proof of Theorems 1 and 2 is the theory of complex mi-
crolocal deformations inspired by works of Sjo¨strand [Sj82],[Sj96] and Helffer–Sjo¨strand
[HeSj86]. The starting object there is an FBI transform. In our case we need an FBI
transform which respects the analytic structure of the underlying compact analytic
manifold. Hence, if M is a compact analytic manifold, we define (using a measure on
M coming from a real analytic metric)
Tu(x, ξ, h) := h−
3n
2
∫
M
K(x, ξ, y, h)u(y)dy, (1.5)
where
(x, ξ, y)→ K(x, ξ, y, h)
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is holomorphic in a fixed complex conic neighbourhood of T ∗M ×M and, uniformly
in that neighbourhood,
K(x, ξ, y, h) = χ(x, y)a(x, ξ, y, h)e
i
h
ϕ(x,ξ,y,h) +O(e−〈Re ξ〉/Ch),
ϕ(x, ξ, x) = 0, dyϕ(x, ξ, y)|y=x = −ξ, Im d2yϕ(x, ξ, y)|y=x ∼ 〈Re ξ〉I.
(1.6)
Denoting by M˜ a complex neighbourhood of M , χ satisfies
χ ∈ C∞(U), χ|V ≡ 1, V b U ⊂ M˜ × M˜ are small neighbourhoods of ∆(M˜),
and a is analytic symbol of order n/4 in ξ. (Here ∆(M˜) denotes the diagonal {(x, x) :
x ∈ M˜}.)
Existence of such kernels K can be obtained by choosing a real analytic metric with
exponential map TxM 3 (x, v) 7→ expx(v), and then putting
ϕ(x, ξ, y) = −ξ(exp−1x (y)) + i2〈ξ〉d(x, y)2.
We can then solve the ∂¯-equation with the right hand side given by ∂¯x,y applied to the
first term on the right hand side of (1.6).
In this paper, in view of our applications and for the sake of clarity, we consider an
explicit K(x, ξ, y, h) available in the case of tori, Tn := Rn/(2piZ)n:
K(x, ξ, y, h) = cn〈ξ〉n4
∑
k∈Z
e
i
h
(〈x−y−2pik,ξ〉+ i
2
〈ξ〉(x−y−2pik)2). (1.7)
Although the analysis works in the more general setting of analytic compact manifolds
and FBI transforms satisfying (1.5) and (1.6), we can avoid additional complications
such as the study of analytic symbols when the inverse of T is not exact (see Proposition
2.2) and of operators annihilating Tu which do not commute exactly (see Proposition
5.1) by using (1.7). One motivation for this project was to present the theory of
exponential weights which are not compactly supported – see §4. The expository article
[GaZw19] is intended as an introduction to these methods in the simpler setting of
compactly supported weights, see also Martinez [Ma02] and Nakamura [Na95] for a
very clear approach to compactly supported weights in Rn (or more generally weights
ψ satisfying ∂αψ ∈ L∞ for |α| > 0).
In an independent development Guedes Bonthonneau–Je´ze´quel [GeJe20] presented a
similar theory in a more general setting of Gevrey regularity and arbitrary real analytic
compact manifolds. Their motivation came from microlocal study of dynamical zeta
functions and trace formulas for Anosov flows, see [DyZw16],[Je19] and references given
there.
The paper is organized as follows:
• In §2 we define an FBI transform, T on tori and construct its exact left inverse
S. The FBI transform takes functions on Tn to functions on T ∗Tn.
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• The geometry of complex deformation and their relation to exponential weights
is reviewed in §3. The complex deformation of our FBI transform, TΛ, is then
investigated in §4 where the space X = HΛ is also defined. Here, Λ is a complex
deformation of T ∗Tn associated to G in (1.3) using (3.2).
• §5 is motivated by the study of Bergman kernels by Boutet de Monvel–Sjo¨strand
[BoSj76], [Sj96] and of Toeplitz operators by Boutet de Monvel–Guillemin
[BoGu81]: we construct a parametrix for the orthogonal projector onto the
image of X under TΛ.
• The action of pseudo-differential operators of the form (1.1) on the space X
is described in §6. We also present the compactness and trace class properties
needed in our proofs of the Fredholm property and of the viscosity limit for P
and P + iν∆.
• Finally, §6 is devoted to the proofs of Theorems 1 and 2.
• Appendix A reviews some aspects almost analytic machinery of Melin–Sjo¨strand
[MeSj74], see also [GaZw19, §5]. In Appendix B we discuss the (very) special
case of escape functions which are linear in ξ. In that case we can use an
analogue of the method of complex scaling – see [DyZw19a, §§4.5,4.7] and ref-
erences given there. This method lends itself to numerical experimentation and
some results of that are presented in Appendix B as well.
Acknowledgements. We would like to thank Semyon Dyatlov for many enlighten-
ing discussions and Johannes Sjo¨strand for helpful comments on the first version of
[GaZw19]. Partial support by the National Science Foundation grants DMS-1900434
and DMS-1502661 (JG) and DMS-1500852 (MZ) is also gratefully acknowledged. The
authors would also like to thank the Mathematical Sciences Research Institute where
both authors were members in Fall 2019.
2. A semiclassical FBI transform on Tn = Rn/2piZn
We start by defining an FBI transform on Tn which respects the real analytic struc-
ture of Tn and is invertible with error exponentially small in h and in frequency.
As stated in §1 we achieve this with the following transform:
Tu(x, ξ) := h−
3n
4
∫
Tn
∑
k∈Zn
e
i
h
ϕ(x,y−2pik,ξ)〈ξ〉n4 u(y)dy, u ∈ C∞(Tn),
ϕ(x, ξ, y) := 〈x− y, ξ〉+ i
2
〈ξ〉(x− y)2.
(2.1)
This sum is rapidly convergent since Imϕ ≥ 〈ξ〉|x− y|2/2.
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Remark. As already emphasized in §1, the crucial feature of T is the structure of its
integral kernel, K(x, ξ, y), which is analytic in all variables and is given by
e
i
h
ϕ(x,ξ,y)a(x, ξ, y)χ(d(x, y)) +O(e−〈ξ〉/h),
ϕ(x, ξ, y) = 〈exp−1y (x), ξ〉+ i2〈ξ〉d(x, y)2,
where a is a classical analytic symbol and χ ∈ C∞c (R) is supported in a small neigh-
bourhood of 0 and is equal to 1 near 0.
Extending u to Rn as a 2piZn periodic function, we observe that
Tu(x, ξ) = h−
3n
4
∫
Rn
e
i
h
ϕ(x−y,ξ)〈ξ〉n4 u(y)dy
and, moreover, Tu(x, ξ) is 2piZn periodic in x.
Lemma 2.1. The operator T : C∞(Tn)→ C∞(T ∗Tn) extends to an operator
T : L2(Tn)→ L2(T ∗Tn), ‖T‖L2(Tn)→L2(T ∗Tn) ≤ C,
with C independent of h.
Proof. Suppose that v ∈ C∞c (T ∗Tn). We extend v periodically in x and consider
TT ∗v(x, ξ) = h−
3n
2 〈ξ〉n4
∫
R3n
〈η〉n4 e ihΦv(y, η)dydηdw,
where
Φ := 〈x− w, ξ〉+ 〈w − y, η〉+ i
2
(〈ξ〉(x− w)2 + 〈η〉(y − w)2).
Completing the square and integrating in w, we then obtain
TT ∗v(x, ξ) = h−n
∫
T ∗Tn
〈ξ〉n4 〈η〉n4
(〈ξ〉+ 〈η〉)n2
∑
k∈Zn
e
i
h
Ψ(x−y+2pik,ξ,η)v(y, η)dydη.
where
Ψ(z, ξ, η) :=
i
2
(ξ − η)2
〈ξ〉+ 〈η〉 +
i
2
〈η〉〈ξ〉z2
〈ξ〉+ 〈η〉 +
〈η〉ξ + 〈ξ〉η
〈ξ〉+ 〈η〉 · z.
Schur’s test for boundedness together with density of C∞c (T
∗Tn) in L2(T ∗Tn) complete
the proof of the lemma. 
Our next goal is to find an inverse for T . To do this, we define
Sv(y) = h−
3n
4
∫
T ∗Tn
∑
k∈Zn
e−
i
h
ϕ∗(x−2pik,y,ξ)b(x− y − 2pik, ξ)v(x, ξ)dxdξ
ϕ∗(x, ξ, y) = ϕ¯(x, ξ, y).
(2.2)
Then, as before, extending v periodically in x,
Sv(y) = h−
3n
4
∫
T ∗Rn
e
i
h
ϕ∗(x,y,ξ)b(x− y, ξ)v(x, ξ)dxdξ.
We then have
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Proposition 2.2. Putting
b(w, ξ) = 2
n
2 (2pi)−
3n
2 〈ξ〉n4 (1 + i
2
〈w, ξ/〈ξ〉〉), (2.3)
in (2.2) gives
STu = u, u ∈ L2(Rn). (2.4)
Proof. Using definition (2.1) and (2.2) we have
STu = h−
3n
2
∫
Rn×Rn×Rn
e
i
h
(〈x−y,ξ〉+ i
2
〈ξ〉(z−y)2+ i
2
〈ξ〉(x−z)2)〈ξ〉n4 b(x− z, ξ)u(y)dydzdξ
= h−n
∫
Rn×Rn
e
i
h
〈x−y,ξ〉− 〈ξ〉
4h
(x−y)2a(x, y, ξ;h)u(y)dydξ.
(2.5)
For our choice of b we have
a(x, y, ξ;h) = h−
n
2 e
〈ξ〉
4h
(x−y)2
∫
Rn
e−
〈ξ〉
2h
[(x−z)2+(z−y)2]〈ξ〉n4 b(x− z, ξ)dz
= h−
n
2 e
〈ξ〉
4h
(x−y)2
∫
Rn
e−
〈ξ〉
2h
[(x−w−y)2+w2]〈ξ〉n4 b(x− w − y, ξ)dw
= h−
n
2 〈ξ〉n4
∫
Rn
e−
〈ξ〉
h
v2b
(
1
2
(x− y)− v, ξ, h) dv
= (2pi)−n(1 + i
4
〈x− y, ξ/〈ξ〉〉).
(2.6)
The proof is now concluded using (2.7) below. 
For the reader’s convenience we include the derivation of Lebeau’s inversion formula
used in the proof of Proposition 2.2 (see [Ho¨I, (9.6.7)]):
Lemma 2.3. For u ∈ C∞c (Rn),
u(x) = (2pih)−n
∫
R2n
e
i
h
〈x−y,ξ+ia〈ξ〉(x−y)〉(1 + ia〈x− y, ξ/〈ξ〉〉)u(y)dydξ, a > 0. (2.7)
Proof. For u ∈ C∞c (Rn) the Fourier inversion formula gives
u(x) = (2pih)−n lim
→0+
∫
e
i
h
(〈x−y,ξ〉+i〈ξ〉)u(y)dydξ,
where the integral converges absolutely for  > 0. We deform the contour of integration
in ξ to Γa(x, y) given by
ξ 7→ η := ξ + ai〈ξ〉(x− y), ξ ∈ Rn, 0 < a 1.
This deformation is justified since on Γ,
Im〈x− y, η〉 ≥ c〈η〉(x− y)2.
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and for a sufficiently small, 〈η〉 := (1 + η2) 12 has an analytic branch with positive real
part. In particular, we have, using that d〈ξ〉 = ∑i〈ξ〉−1ξidξi.
u(x) = (2pih)−n lim
→0
∫
Γa
∫
Rn
e
i
h
(〈x−y,η〉+i〈η〉)u(y)dydη1 ∧ dη2 ∧ · · · ∧ dηn
= (2pih)−n lim
→0
∫
R2n
e
i
h
(〈x−y,ξ+ia(x−y)〉+i〈η〉) det(ηξ)u(y)dydξ
= (2pih)−n
∫
R2n
e
i
h
〈x−y,ξ+ia(x−y)〉(1 + ia〈x− y, ξ/〈ξ〉〉)u(y)dydξ.
Since the right hand side is analytic in {a ∈ C : Re a > 0} it follows that the formula
remains valid for all a > 0. 
3. Geometry of complex deformations
Following [HeSj86] and [Sj96] we will study the FBI transform (2.1) when T ∗Tn is
replaced by an I-Lagrangian R-symplectic manifold submanifold of
T˜ ∗Tn := {(z, ζ) | z ∈ Cn/2piZn, ζ ∈ Cn} ' T ∗(Cn/2piZn).
We recall that T˜ ∗Tn is equipped with the complex symplectic form
σ := dζ ∧ dz :=
n∑
j=1
dζj ∧ dzj = d(ζ · dz).
For a real 2n-dimensional submanifold of T˜ ∗Tn, Λ, we say
Λ is I-Lagrangian ⇐⇒ Im(σ|Λ) ≡ 0,
and that
Λ is R-symplectic ⇐⇒ Re(σ|Λ) is non-degenerate.
The specific submanifolds used here are given as follows. For a function G(x, ξ) ∈
C∞(T ∗Tn;R), assume that for some sufficiently small 0 (to be chosen in the construc-
tions below),
sup
|α|+|β|≤2
〈ξ〉−1+|β||∂αx∂βξG(x, ξ)| ≤ 0, |∂αx∂βξG(x, ξ)| ≤ Cαβ〈ξ〉1−|β|. (3.1)
(The second condition merely states that G ∈ S1(T ∗Tn) in the standard notation of
[Ho¨III].) We then define
Λ := {(x+ iGξ(x, ξ), ξ − iGx(x, ξ)) | (x, ξ) ∈ T ∗Tn} ⊂ T˜ ∗Tn. (3.2)
By considering G(x, ξ) as a periodic function of x, we can also think of Λ as a sub-
manifold of T ∗Cn.
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A submanifold given by (3.2) is always I-Lagrangian:
ζ · dz|Λ = (ξ − iGx) · d(x+ iGξ)
= ξ · dx+Gx ·Gξξdξ +Gx ·Gξxdx+ i(−Gx · dx+ ξ · dGξ),
and
d(−Gx · dx+ ξ · dGξ) = dξ ∧Gξxdx+ dx ∧Gxξdξ = 0.
The smallness of 0 enters for the first time in guaranteeing that Λ is R-symplectic:
d(ξ · dx+Gx ·Gξξdξ +Gx ·Gξxdx) = dξ ∧ dx+Gxxdx ∧Gξξdξ +Gxξdξ ∧Gξξdξ
+Gxξdξ ∧Gξxdx+Gxxdx ∧Gξxdx.
The left hand side is non-degenerate if 0 in (3.1) is small enough.
Since Im ζ · dz|Λ is closed, there exists H ∈ C∞(Λ;R) such
dH = − Im ζdz|Λ, (3.3)
with the normalization H ≡ 0 when G ≡ 0. Using the parametrization (3.2) we have
the following explicit expression for
H(x, ξ) = G(x, ξ)− ξ ·Gξ(x, ξ). (3.4)
Any I-Lagrangian and R-symplectic manifold is automatically maximally totally
real in the sense that
TρΛ ∩ iTρΛ = {0}, ρ ∈ Λ.
In fact, suppose thatX, iX ∈ TρΛ, then for all Y ∈ TρΛ, Re σ(Y, iX) = − Imσ(Y,X) =
0, as Imσ vanishes on TρΛ. But then the non-degenerary of Reσ shows that X = 0.
The real symplectic form on Λ defines a natural volume form dm(α) = (σ|Λ)n/n!. If
(z, ζ) = (x+ iGξ, ξ − iGx) we sometimes write
dmΛ(α) = dzdζ = dα, α = (z, ζ) ∈ Λ, β = Reα. (3.5)
Let Γ be a small conic connected neighbourhood of T ∗Tn in T ∗Cn/Zn and let G˜(z, ζ)
be a symbolic almost analytic extension of G(x, ξ) supported in Γ:
|∂¯zG˜(z, ζ)|+ 〈Re ζ〉∂¯ζG˜(z, ζ)| ≤ 〈Re ζ〉O(| Im z|∞ + | Im ζ/〈Re ζ〉|∞),
sup
|α|+|β|≤2
|∂αz ∂βζ G˜(z, ζ)| ≤ C0〈Re ζ〉1−|β|, |∂αz ∂βζG(x, ξ)| ≤ Cαβ〈Re ζ〉1−|β|,
for (z, ζ) ∈ Γ – see [MeSj74, Theorem 1.3] (for a brief review of basic concepts of
almost analytic machinery see Appendix A).
We use an almost analytic change of variables in Γ to identify the totally real sub-
manifold Λ with T ∗Rn (on Λ the differentials of that transformation are complex
linear): it is the inverse of the map
F : (z, ζ) 7→ (w, ω) := (z + iG˜ζ(z, ζ), ζ − iG˜z(z, ζ)), (3.6)
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Using this identification we define
CΛ(w, ω) = F (F−1(w, ω)), (w, ω) ∈ Γ, CΛ|Λ = IΛ. (3.7)
We also denote by σΛ the almost analytic extension of σ|Λ to Γ.
Notation: The different identifications lead to potentially confusing notational issues.
We will typically use coordinates
α = (αx, αξ) = (x, ξ) 7→ β = (βx, βξ) = (x+ iGξ(x, ξ), ξ − iGx(x, ξ)) ∈ Λ
and consider the complexification of α using the identification (3.6). In that case for
α ∈ Γ, α¯ denotes CΛ(α). It is not given by taking (z, ζ) 7→ (z¯, ζ¯) in the original
coordinates on T˜ ∗Tn (for one thing, it would not be the identity on Λ). Sometimes it
is convenient to use β ∈ Λ as the variable in formulae and integrations. The choice
should be clear from the context.
4. Complex deformations of the FBI transform
For Λ given by (3.2) we define an operator TΛ by prescribing its Schwartz kernel:
TΛ(z, ζ, y) := T ((z, ζ), y)|(z,ζ)∈Λ.
We then define an operator SΛ by
SΛv(y) :=
∫
Λ
S(x, β)v(β)dβ, β = (z, ζ) ∈ Λ, dβ = dz ∧ dζ|Λ,
where S(x, z, ζ) is the kernel of the operator S:
S(x, z, ζ) := h−
3n
4
∑
k∈Zn
e−
i
h
ϕ∗(z−2pik,x,ζ)b(z − x− 2pik, ζ), (4.1)
with b given in (2.3).
Note that if we parametrize Λ as in (3.2) with α = (x, ξ) we may also write
SΛv(y) :=
∫
T ∗Tn
SΛ(x, z(α), ζ(α))v(α)dmΛ(α),
where dz ∧ dζ|Λ = dmΛ(α). Finally, we sometimes write αx = z(α) and αξ = ζ(α).
In order to make sense of the composition SΛTΛ, we start by analyzing TΛ on a space
of analytic functions on Tn. For δ ≥ 0 let
Aδ = {u ∈ L2(Tn) : ‖u‖2Aδ :=
∑
n∈Zn
|û(n)|2e4|n|δ <∞},
û(n) :=
1
(2pi)n
∫
Tn
u(x)e−i〈x,n〉dx.
(4.2)
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Let also A−δ denote the dual space of Aδ. Note that A−δ is a space of hyperfunctions
but on tori it can be identified with formal Fourier series with coefficients satisfying∑
n∈Zn
|û(n)|2e−4|n|δ <∞.
(In that case û(n) can be defined using the pairing of the hyperfunction u with the
analytic function x 7→ e−i〈x,n〉/(2pi)n.) We note that u ∈ Aδ extends to a (periodic)
holomorphic function in | Im z| < 2δ and (by the Fourier inversion formula and the
Cauchy–Schwartz inequality),
∀ δ′ < 2δ ∃C such that for u ∈ Aδ, sup
| Im z|<δ′
|u(z)| ≤ C‖u‖Aδ . (4.3)
Lemma 4.1. Define
Ωδ := {(z, ζ) ∈ T ∗(Cn/2piZn) : | Im ζ| ≤ δ〈Re ζ〉, | Im z| ≤ δ, |Re ζ| ≥ 1}.
There exist c0, δ0 > 0 such that for (z, ζ) ∈ Ωδ and 0 < δ < δ0,
|Tu(z, ζ)| ≤ e−δc0|ζ|/h‖u‖Aδ , |Stu(z, ζ)| ≤ e−c0δ|ζ|/h‖u‖Aδ . (4.4)
where St is defined by
Stu(z, ζ) :=
∫
Tn
S(y, z, ζ)u(y)dy
where the kernel S is defined in (4.1).
Proof. Extended u to a periodic function on Rn we write
Tu(z, ζ) = h−
3n
4
∫
Rn
e
i
h
(〈z−y,ζ〉+ i
2
〈ζ〉(z−y)2)〈ζ〉n4 u(y)dy.
Since u is analytic on | Im y| ≤ δ, we may deform the contour in the y integration to
Γ(z, ζ) given by
w 7→ y(w) = w + z − iδ Re ζ〈Re ζ〉 , w ∈ R
n.
Then,
Tu(z, ζ) = h−
3n
4
∫
e
i
h
(〈−w+iδ Re ζ〈Re ζ〉 ,ζ〉+ i2 〈ζ〉(w−iδ Re ζ〈Re ζ〉 )2)〈ζ〉n4 u (y(w)) dw.
For | Im ζ| ≤ δ〈Re ζ〉, |Re ζ| ≥ 1, with δ small enough,
Re〈ζ〉 ≥ 1
2
|ζ|, | Im〈ζ〉| ≤ 1
16
|ζ|, |ζ| ≥ 1
2
.
Hence for w ∈ R and (z, ζ) ∈ Ωδ the real part of the phase in the integral above is
bounded by
−1
2
δ|ζ|+ 1
16
δ|w||ζ| − 1
4
(|w|2 − δ2)|ζ|+ 1
16
δ|ζ| ≤ −c0|ζ| − c0|w|2, c0 > 0.
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In view of (4.3) the integrand is then bounded by exp(−c0(|ζ|+ |w|2)/h)‖u‖Aδ which
gives the first bound in (4.4). The proof for St is identical since the phase agrees with
that of T . 
A natural Hilbert space on the FBI transform side is defined by the norm
‖v‖2L2(Λ) =
∫
Λ
|v(α)|2e−2H(α)/hdα.
The next lemma gives boundedness of SΛ and T
t
Λ on exponentially decaying functions
on Λ:
Lemma 4.2. There exist δ0 > 0 and C0 > 0 big enough such that for 0 < 0 < δ0 in
(3.1) we have
SΛ : e
−C0δ〈ξ〉/hL2(Λ)→ Aδ, T ∗Λ : e−C0δ〈ξ〉/hL2(Λ)→ Aδ.
for all 0 < δ < δ0, where the adjoint T
∗
Λ is defined using the L
2(Λ, e−2H/h) inner
product.
Proof. Let v ∈ e−c〈ξ〉/hL2(Λ) and | Im y| ≤ aδ. Then,
SΛv(y) = h
− 3n
4
∫
Λ
e
i
h
(〈y−αx,αξ〉+ i2 〈αξ〉(αx−y)2)b(y − αx)v(α)dα.
where b is given in (2.3). Therefore, by the Cauchy–Schwartz inequality,
|SΛv(y)|2 ≤ Ch− 3n2 J(y)‖eC0δ〈ξ〉/hv‖2L2(Λ),
where
J(y) :=
∫
Λ
e−2 Im(〈y−αx,αξ〉+
i
2
〈αξ〉(αx−y)2)/h+2H(α)/h〈|y − αx|〉2e−2C0δ〈|αξ|〉/hdα
Writing β = Reα we now estimate
− Im〈y − αx, αξ〉 = 〈Gξ − Im y, βξ〉 − 〈βx − Re y,Gx〉
≤ (aδ + 0)|βξ|+ 0〈βξ〉|βx − Re y|.
Similarly,
Re(〈αξ〉)(αx − y)2 ≤ −(1− C0)〈βξ〉(|βx − Re y|2 − C2 − Ca2δ2),
and 2H(α) ≤ C0〈βξ〉 (see (3.4)). Hence for C0  C, the phase in J(y) is bounded by
−C1δ〈βξ〉〈Re y − βx〉2, C1 > 0.
That proves SΛv in analytic and uniformly bounded in | Im y| ≤ aδ. In particular
SΛv ∈ Aδ. A similar argument applies to T ∗Λ. 
Together, Lemmas 4.1 and 4.2 imply that there are δ1, δ2 > 0 such that SΛTΛ is well
as an operator Aδ1 → Aδ2 and as an operator A−δ2 → A−δ1 .
We can now show that SΛTΛ is the identity on Aδ and A−δ for δ > 0 small enough.
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Proposition 4.3. There is δ1 > 0 such that for all 0 < |δ| < δ1, SΛ and TΛ as above,
SΛTΛ = I : Aδ → Aδ.
Proof. Assume first that δ > 0 and let v ∈ Aδ. Then, by Lemma 4.1 for δ > 0 small
enough, TΛv ∈ e−cδ|αξ|L2(Λ) and is given by
TΛv(α) =
∫
Tn
TΛ(α, y)v(y)dy.
Then, again for δ > 0 small enough, Lemma 4.2, shows that SΛTΛv is well defined and
given by
SΛTΛv(x) =
∫
Λ
∫
Tn
SΛ(x, α)TΛ(α, y)v(y)dydα. (4.5)
The decay in |αξ| allows a contour deformation in α in (4.5) and then an application
of Proposition 2.2. This gives,
SΛTΛv(x) =
∫
T ∗Tn
∫
Tn
S(x, α)T (α, y)v(y)dydα = v(y), v ∈ Aδ.
To define TΛv for v ∈ A−δ, δ > 0, we note that Lemma 4.2 shows that if w ∈
e−Cδ〈ξ〉/hL2(Λ), then T ∗Λw ∈ Aδ. Therefore,
〈TΛv, w〉L2(Λ) := 〈v, T ∗Λw〉L2(Tn)
is well defined and TΛ : A−δ → eCδ〈ξ〉/hL2(Λ).
For u ∈ Ac1δ, c1  1, c1δ < δ0 (with δ0 of Lemma 4.1), we formally have
〈SΛTΛv, u〉L2(Tn) := 〈TΛv, S∗Λu〉L2(Λ). (4.6)
Since S∗Λu = St|Λu¯e2H(α)/h, and H(α) ≤ C0〈Reαξ〉, Lemma 4.1 shows that
S∗Λu ∈ eC0〈ξ〉/h−c0c1δ|ξ|/hL2(Λ).
and hence for c1 > 0 large enough (and δ1 small enough so that c1δ1 < δ0), the pairing
on the right hand side of (4.6) is well defined and
〈SΛTΛv, u〉 = 〈v, T ∗ΛS∗Λu〉.
We can now deform the contour in the the α integral which gives
T ∗ΛS
∗
Λu(x) =
∫
Tn
∫
Λ
TΛ(α, x)SΛ(y, α)u(y)dydα = u(y).
Hence for v ∈ Aδ and u ∈ Ac1δ, 〈SΛTΛv, u〉L2(Tn) = 〈v, u〉L2(Tn). Since Ac1δ, c1 ≥ 1 is
dense in Aδ, the claim follows. 
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We now define natural spaces on which TΛ, SΛ act:
Definition. Let δ0 be as in Lemma 4.1. We define the Sobolev space of order t adapted
to Λ as
H tΛ := Aδ0
‖·‖Hm
Λ , ‖u‖2HtΛ :=
∫
Λ
〈Reαξ〉2t|TΛu(α)|2e−2H(α)/hdα (4.7)
where we used the notation from (3.5) and (3.3). We then have an isometry
TΛ : H
t
Λ → 〈ξ〉−tL2(Λ),
where the notation on the right hand side is the shorthand for 〈Reαξ〉−t. 
Remarks: 1. There exists δ > 0 such that
Aδ ⊂ HmΛ ⊂ A−δ.
The left inclusion is immediate from the definition. On the other hand, for u ∈ HmΛ ,
TΛu ∈ 〈ξ〉mL2(Λ) and in particular, by Lemma 4.2 SΛTΛu ∈ A−δ for some δ > 0. But,
SΛTΛu = u and hence u ∈ A−δ.
2.Let ΠΛ denote the orthogonal projection from L
2(Λ) → TΛ(H0Λ). The properties of
ΠΛ show that TΛ(H
t
Λ) = ΠΛ(〈ξ〉−tL2(Λ)).
Lemmas 4.1 and 4.2 show that (with h dependent norms and changing c0 to c0/2),
TΛ : Aδ → e−δc0〈ξ〉L2(Λ), SΛ : e−δC0〈ξ〉/hL2(Λ) 7→ Aδ.
This means that
TΛSΛ : e
−δC0〈ξ〉/hL2(Λ)→ e−δc0〈ξ〉/hL2(Λ). (4.8)
Proposition 4.4. The operator TΛSΛ in (4.8) extends to an operator
TΛSΛ = O(1) : 〈ξ〉mL2(Λ)→ 〈ξ〉mL2(Λ).
Moreover,
TΛSΛ = KΛ +ON(e
−C/h)〈ξ〉NL2(Λ)→〈ξ〉−NL2(Λ),
where the Schwartz kernel of KΛ is given by
KΛ(α, β) = h
−ne
i
h
Ψ(α,β)k(α, β)χ(d(αx, βx))χ(min(〈βξ〉, 〈αξ〉)−1|αξ − βξ|), (4.9)
where k ∈ S0(Λ× Λ), α, β ∈ Λ, χ ∈ C∞c (R), and
Ψ =
i
2
(αξ − βξ)2
〈αξ〉+ 〈βξ〉 +
i
2
〈βξ〉〈αξ〉(αx − βx)2
〈αξ〉+ 〈βξ〉 +
〈βξ〉αξ + 〈αξ〉βξ
〈αξ〉+ 〈βξ〉 · (αx − βx). (4.10)
We will prove the proposition in two lemmas which for future use are formulated in
greater generality. We first study the kernel of the composition TΛSΛ.
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Lemma 4.5. Let ΛG1 and ΛG2 be given by (3.2) with Gi satisfying (3.1). Then,
TΛG2SΛG1 = K +ON(e
−c/h)〈ξ〉NL2(Λ1)→〈ξ〉−NL2(Λ2),
where for some χ ∈ C∞c (R) and k ∈ S0(ΛG2 ×ΛG1), the Schwartz kernel of K is given
by
K(α, β) = h−ne
i
h
Ψ(α,β)k(α, β)χ(d(αx, βx))χ(min(〈αξ〉, 〈βξ〉)−1|αξ − βξ|),
(α, β) ∈ ΛG2 × ΛG1 and where Ψ is as in (4.10).
Proof. The kernel of TΛG2SΛG1 (again extending everything to be periodic on R
n and
using integration with respect dβ = (σ|Λ)n/n!) is given by
h−
3n
2
∫
e
i
h
(ϕ(α,y)−ϕ∗(β,y))〈αξ〉n4 b(βx − y, βξ)dy,
where α ∈ ΛG1 , β ∈ ΛG2 , and b is given by (2.3). To analyse it, we first observe that
for 0 small enough
Imϕ(α, y)− ϕ∗(β, y) ≥ 1
4
|〈αξ〉|(|Re(αx − y)|2 − | Im(αx − y)|2)
+
1
4
|〈βξ〉|(|Re(βx − y)|2 − | Im(βx − y)|2) + Im〈αx − y, αξ〉+ Im〈y − βx, βξ〉
Now, fix δ > 0, and assume that | Im y| ≤ δ. Then for 0 ≤ δ in (3.1), we have
Imϕ(α, y)− ϕ∗(β, y) ≥ c|〈αξ〉||αx − y|2 + c|〈βξ〉||βx − y|2 − Cδ2(|〈αξ〉|+ |〈βξ〉|)
+ Im〈αx − y, αξ〉+ Im〈y − βx, βξ〉.
Therefore, deforming the contour in y using
y 7→ y + iδ(βξ − αξ)〈βξ − αξ〉 , y ∈ R
n,
we have (on the new contour)
Imϕ(α, y)− ϕ∗(β, y) ≥ c|〈αξ〉||αx − y|2 + c|〈βξ〉||βx − y|2 + δ|αξ − βξ|
− Cδ2(|〈αξ〉|+ |〈βξ〉|) + Im〈αx, αξ〉 − Im〈βx, βξ〉.
Using
| Im βx|+ | Imαx|+ |〈αξ〉|−1| Imαξ|+ |〈βξ〉|−1| Im βξ| ≤ C0  δ,
we then obtain
Imϕ(α, y)− ϕ∗(β, y) ≥ c|〈αξ〉||αx − y|2 + c|〈βξ〉||βx − y|2
+ cδ|αξ − βξ| − Cδ2(|〈αξ〉|+ |〈βξ〉|)
In particular when
|αx − βx| ≥ δ or |αξ − βξ| ≥ 2cδmin(|〈αξ〉|, |〈βξ〉|)/C,
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the integrand is bounded by
e−(|〈αξ〉|+|〈βξ〉|)(1+|αx−βx|)/Ch.
Therefore, modulo an ON(e
−C/h)〈ξ〉NL2(Λ1)→〈ξ〉−NL2(Λ2) error, the kernel is given by
k(α, β) := h−
3n
2
∫
Rn
e
i
h
(ϕ(α,y)−ϕ∗(β,y))hk1(α, β, y)χ˜dy
χ˜ := χ(d(αx, βx))χ(min(〈αξ〉, 〈βξ〉)−1|αξ − βξ|),
where χ is a suitable cut-off function and k1 ∈ 〈Reαξ〉n4 〈Re βξ〉n4 S0(ΛG2 × ΛG1 × Rn),
and the dependence on the last variable is periodic and holomorphic on | Im y| ≤ c.
We claim that k(α, β) is given by
h−ne
i
h
Ψ(α,β)k(α, β)χ˜, (4.11)
where k ∈ S0(ΛG2 × ΛG2). To see this we note that the critical point in y is given by
yc =
i(βξ − αξ) + 〈αξ〉αx + 〈βξ〉βx
〈αξ〉+ 〈βξ〉 .
We then deform the contour to y 7→ y + yc. The phase becomes
(αx − βx)〈αξ〉βξ + αξ〈βξ〉〈αξ〉+ 〈βξ〉 +
i(〈αξ〉+ 〈βξ〉)
2
y2 +
i
2
〈αξ〉〈βξ〉(βx − αx)2
〈αξ〉+ 〈βξ〉 +
i
2
(βξ − αξ)2
〈αξ〉+ 〈βξ〉 .
and the method of steepest descent gives (4.11). 
The next lemma gives the first part of Proposition 4.4:
Lemma 4.6. For all m ∈ R, there are C, h0 > 0 such that for 0 < h < h0,
‖TΛSΛ‖〈ξ〉mL2(Λ)→〈ξ〉mL2(Λ) ≤ C.
Proof. By Lemma 4.5, we need to show uniform boundedness of K with the kernel
given by
K(α, β) = h−ne
i
h
Ψ(α,β)k(α, β)χ(d(αx, βx))χ(min(〈αξ〉, 〈βξ〉)−1|αξ − βξ|).
where Ψ is as in (4.10), k ∈ S0.
In particular, conjugating by 〈αξ〉meH(α)/h, we need to show that the operator with
the kernel
h−ne
i
h
(Ψ(α,β)−iH(β)+iH(α))
(〈αξ〉
〈βξ〉
)m
k(α, β)χ(|αx − βx|)χ
( |αξ − βξ|
min(〈αξ〉, 〈βξ〉)
)
is bounded on L2(Λ).
To establish this we define
Φ(α, β) := Ψ(α, β)− iH(β) + iH(α), (4.12)
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where we see that Φ(α, α) = 0. Next, we note that
dαΦ|α=β = αξdαx + idαH. (4.13)
Therefore (see (3.3)), Im dαΦ|α=β = 0. Similarly, Im dβΦ|α=β = 0 and hence Im Φ
vanishes quadratically at α = β.
In the case of no deformation (that is, for Λ = T ∗Tn)
Im Φ ≥ c〈αξ〉|αx − βx|2 + c〈αξ〉−1|αξ − βξ|2, α, β ∈ T ∗Tn.
Since Λ is a small conic perturbation of T ∗Tn, this remains true on Λ. Hence,
|K(α, β)| ≤ Ch−ne(c〈αξ〉|αx−βx|2+c〈αξ〉−1|αξ−βξ|2)/h〈αξ〉n4 〈βξ〉n4 χ˜,
χ˜ = χ(d(αx, βx))χ(min(〈αξ〉, 〈βξ〉)−1|αξ − βξ|).
The Schur’s test for boundedness on L2 then shows that K is uniformly bounded on
L2(Λ). 
The following lemma shows that compact changes of the Lagrangian Λ change the
norm on L2(Λ) but not the elements in the space.
Lemma 4.7. Let G1 and G2 satisfy (3.1). Then, for all M,N > 0,
1l|ξ|≤M TΛG2SΛG1 = Oh(1) : 〈ξ〉NL2(ΛG1)→ 〈ξ〉−NL2(ΛG2).
Proof. By Lemma 4.5 we only need to show that the operator 1l|ξ|≤M K is bounded.
However, the structure of the Schwartz kernel described in that lemma shows that
the kernel of 1l|ξ|≤M K is smooth and compactly supported. Except for a loss in the
constant due to different weights the boundedness follows. 
5. Asymptotic description of the projector
The main part of this section consists of a construction of a parametrix for the
orthogonal projector onto the (closure of the) image of TΛ. It is inspired by [Sj96,
§1] which in turn follows ideas of [MeSj74], [BoSj76], [BoGu81] and [HeSj86]. A de-
tailed presentation in a simpler case of compactly supported weights can be found in
[GaZw19, §6] and it can be used as a guide to the more notationally involved case at
hand. We then use the argument from [BoGu81] and [Sj96] to relate the parametrix
to the exact projector.
5.1. The structure of the parametrix. We seek an operator of the following form
BΛu(α) = h
−n
∫
T ∗Tn
eiψ(α,β)/h−2H(β)/ha(α, β, h)u(β)dmΛ(β),
dmΛ(β) := (σ|Λ)n/n! = dα, β = Reα, α ∈ Λ,
(5.1)
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where ψ and a satisfy (for all k, k′, `, `′ ∈ Nn)
suppψ, supp a ⊂ {(α, β) : d(αx, βx) ≤ , |αξ − βξ| ≤ 〈αξ〉},
∂kαx∂
`
αξ
∂k
′
βx∂
`′
βξ
ψ(α, β) = O(〈αξ〉1−|`|−|`′|), ψ(α, β) = −ψ(β, α),
(5.2)
and
a(α, β, h) ∼
∞∑
j=0
(〈αξ〉−1h)jaj(α, β), a(α, β) = a(β, α),
∂kαx∂
`
αξ
∂k
′
βx∂
`′
βξ
aj(α, β) = O(〈αξ〉−|`|−|`′|).
(5.3)
The basic properties we need are self-adjointness and idempotence:
BΛ = B
∗,H
Λ , BΛ ≡ B2Λ, (5.4)
where A ≡ B means that A−B = O(hN)〈ξ〉NL2(Λ)→〈ξ〉−NL2(Λ) for all N .
The deeper requirement comes from relating the image of BΛ to that of TΛ:
Proposition 5.1. Suppose that Zj, differential operators with holomorphic coefficients
in Γ, are defined by
Zj := 〈ζ〉−1(hDzj − ζj) + 12〈ζ〉−3ζj(hDz − ζ)2 − ihDζj − n4h〈ζ〉−2ζj.
If
ZΛj = Zj|Λ (5.5)
in the sense of restriction of holomorphic operators to totally real submanifolds, then
for u ∈ Aδ,
ZΛj TΛu(α) = 0, j = 1, · · · , n. (5.6)
Proof. Putting
Wj = 〈ζ〉−n4Zj〈ζ〉n4 = 〈ζ〉−1(hDzj − ζj) + 12〈ζ〉−3ζj(hDz − ζ)2 − ihDζj − n2h〈ζ〉−2ζj,
we check that
Wj(e
i
h
(〈z−y+2pik,ζ〉+ i
2
〈ζ〉(z−y+2pik)2)) = 0,
for all y ∈ Tn and k ∈ Zn. The definition of TΛ then immediately gives (5.6). 
We note that Zj’s commute and hence we also have
[ZΛj , Z
Λ
k ] = 0.
We write
zΛj := 〈ζ〉−1(z∗j − ζj) + 12〈ζ〉−3(z∗ − ζ)2ζj − iζ∗j |Λ, {zΛj , zΛk } = 0
for the principal symbol of ZΛj (in a sense which will be explained after the rescaling
below). The vanishing of the Poisson bracket reflects the fact that zΛj vanish on the
involutive manifold {(α, dαϕ(α, y) : α ∈ Λ , y ∈ Tn} – see Lemma 5.3 below.
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Since BΛ is supposed to be a parametrix for a self-adjoint projection onto the image
TΛ, Proposition 5.1 shows that we should have
ZΛj BΛ ≡ 0, BΛ(ZΛj )∗,H ≡ 0, (5.7)
where the definition of ≡ is given in (5.10) below.
To explore the second condition in terms of the kernel of BΛ we denote by A
∗ the
formal adjoint of an operator A on L2(Λ, dmΛ) (no weight). We also define a transpose
of A by ∫
Λ
Au(α)v(α)dmΛ(α) =
∫
Λ
u(α)Atv(α)dmΛ(α).
We note the general fact (A∗)t = J ◦ A ◦ J , Ju := u¯. Then, with KΛ(α, β) :=
h−neiψ(α,β)/ha(α, β, h),
(ABΛ)
∗,Hu(α) =
∫
Λ
KΛ(α, β)A
∗(e−2H(•)/hu(•))(β)dmΛ(β)
=
∫
Λ
(A∗)t (KΛ(α, •)) (β)e−2H(β)/hu(β)dmΛ(β)
=
∫
Λ
(J ◦ A ◦ J) (KΛ(α, •)) (β)e−2H(β)/hu(β)dmΛ(β).
Using (5.7) and the above calculation with A = ZΛj gives
Z˜Λj (KΛ(α, •)) ≡ 0, Z˜Λj := J ◦ ZΛj ◦ J. Ju := u¯, (5.8)
The principal symbols are given by
z˜Λj (β, β
∗) = z¯Λj (β,−β∗), z¯Λj := zΛj (β¯, β¯∗), (5.9)
and by almost analytic continuation are defined in Γ.
Remark: Here we recall that the complex conjugation of β and β∗ is defined as
in (3.7).
Lemma 5.3 will discuss some properties of zΛj and z¯
Λ
j after a linear rescaling. Here we
point out that zΛj is a restriction to Λ of a holomorphic function in Γ but z¯
Λ
j (α, α
∗) =
ζΛj (α, α
∗), (α, α∗) ∈ T ∗Λ, is not.
5.2. A general construction. Here we establish the following
Proposition 5.2. Let ZΛj and Z˜
Λ
j be given by (5.5) and (5.8) respectively. Suppose
that b = b(α, h) satisfies (5.3) (with no dependence on β).
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Then there exist ψ(α, β) and a(α, β, h) satisfying (5.2) and (5.3) and such that
ψ(α, α) = −2iH(α), aj(α, α) = bj(α),
e−
i
h
ψ(α,β)ZΛj (α, hDα, h)
(
e
i
h
ψ(α,β)a(α, β, h)
)
= O∞
e−
i
h
ψ(α,β)Z˜Λj (β, hDβ, h)
(
e
i
h
ψ(α,β)a(α, β, h)
)
= O∞
, (5.10)
where
O∞ := O
(
d(αx, βx)
∞ + (〈αξ〉−1|αξ − βξ|)∞ + (〈αξ〉−1h)∞
)
.
The phase ψ(α, β) and amplitudes aj(α, β) are uniquely determined by bj(α) up to
O∞ and
−H(α)− Imψ(α, β)−H(β) ≤ −(d(αx, βx)2 + 〈αξ〉−1|αξ − βξ|2)/C, (5.11)
for some C > 0.
We will see that a and ψ are essentially determined by their values on the diagonal
in Λ×Λ. Therefore, the construction of ψ and a can be done locally and we now work
near α0 = (x0, ξ0) ∈ Λ, where we identify Λ with T ∗Tn as in (3.6).
For α, β in a conic neighbourhood of α0 we rescale Zj using the following change of
variables:
α˜x := αx − α0x, α˜ξ := 〈α0ξ〉−1(αξ − α0ξ),
β˜x := βx − α0x, β˜ξ := 〈α0ξ〉−1(βξ − α0ξ).
(5.12)
In this new coordinates the operators ZΛj become
ZΛj = ζ
Λ
j (α˜, h˜Dα˜) + h˜ζ
1
j (α˜, h˜Dα˜) + h˜
2ζ2j (α˜), ζ
Λ
j = zj|Λ,
zj(z, ζ, z
∗, ζ∗) := λ(ζ)(z∗j − ζj−θj)+12λ(ζ)3(z∗ − ζ−θ)2(ζj + θj)− iζ∗j ,
h˜ :=
h
〈α0ξ〉
, λ(ζ) :=
〈α0ξ〉
〈〈α0ξ〉(ζ + θ)〉
, θ :=
α0ξ
〈α0ξ〉
,
(5.13)
where we still have {ζΛj , ζΛk } = 0. The operators Z˜Λj are defined using (5.8).
We now define the rescaled phase and amplitudes:
ψ˜(α˜, β˜) := 〈α0ξ〉−1ψ(α, β), H˜(α˜) := 〈α0ξ〉−1H(α), G˜(α˜) = 〈α0ξ〉−1G(α),
a˜j(α˜, β˜) := 〈α0ξ〉jaj(α, β), b˜j(α˜) := 〈α0ξ〉jbj(α),
(5.14)
so that
a(α, β) ∼
∞∑
j=0
h˜j a˜j(α˜, β˜), b(α) ∼
∞∑
j=0
h˜j b˜j(α˜).
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Hence (5.10) becomes
ψ˜(α˜, α˜) = −2iH˜(α), a˜j(α˜, α˜) = b˜j(α˜),
e−
i
h˜
ψ˜(α˜,β˜)ZΛj
(
e
i
h˜
ψ˜(•,β˜)a˜(•, β˜, h˜)
)
(α˜) = O
(
|α˜− β˜|)∞ + h˜∞
)
,
e−
i
h˜
ψ˜(α˜,β˜)Z˜Λj
(
e
i
h˜
ψ(α˜,•)a˜(α˜, •, h˜)
)
(β˜) = O
(
|α˜− β˜|)∞ + h˜∞
)
,
(5.15)
where now ψ˜ and a˜j are smooth functions in a neighbourhood of 0 ∈ R2n × R2n.
To simplify notation we now drop˜ in h˜, ψ˜, H˜, G˜ and a˜. (5.16)
This will apply until the end of the construction of the phase and the amplitude.
5.2.1. Eikonal equations. Here we work in the coordinates (5.12) and use the conven-
tion (5.16). Hence we assume that Λ is a neighbourhood of 0 in T ∗Rn.
Let ζΛj and ζ˜
Λ
j be the principal symbols of Z
Λ
j and Z˜
Λ
j respectively – see (5.13). The
eikonal equations we want to solve are
ζΛj (α, dαψ(α, β)) = O(|α− β|∞),
ζ˜Λj (β, dβψ(α, β)) = O(|α− β|∞),
(5.17)
for α, β ∈ Λ. We also put
ζ¯Λj (α, α
∗) := ζ˜Λj (α,−α∗),
see (5.8) and (5.9). We note that for (α, α∗) ∈ T ∗Λ, ζ¯Λj (α, α∗) = ζΛj (α, α∗). The next
lemma records the Poisson bracket properties of ζΛj on Λ:
Lemma 5.3. Let {•, •} denote the Poisson bracket on T ∗Rn defined using the (real)
symplectic form σΛ := (σT ∗Cn)|Λ and coordinates (3.6). Let
Σ := {ζΛj (ρ) = 0 : ρ ∈ T ∗R2n, |x∗ − ξ − θ| < λ(ξ)−1}, ρ = (x, ξ, x∗, ξ∗),
where λ is defined in (5.13).
Then, for ζΛj defined above we have {ζΛj , ζΛk } = 0, and, for ‖G‖C2  1,(
1
2i
{ζΛj , ζ¯Λk }(α, α∗)
)
1≤j,k≤n  cI, c > 0, (5.18)
for (α, α∗) ∈ Σ ∩ nbhdT ∗R2n(0).
The positivity condition in Lemma 5.3 will be used in two places. First, it is used to
guarantee that the Lagrangian used to construct the phase solving (5.17) is strictly
positive (see (A.16)). Next, when G is only smooth, this condition will be crucial
when proving (5.30) (see also [GaZw19, (6.29)]) and hence that the Lagrangian we
construct is almost analytic. The proof of the Lemma will also show that there are
solutions to ζΛj (ρ) = 0 with |x∗ − ξ − θ| ≥ λ(ξ) (λ(ξ) ∼ 1 for ξ in a neighbourhood
of 0). However, (5.18) may not be satisfied at these points and hence (at leais not
appropriately positive.
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Proof. It is enough to check (5.18) for G = 0. In that case Σ is contained in in
{(α, dαϕ(α, y) : α ∈ R2n, y ∈ Cn} where ϕ(α, y) is the rescaled phase of our FBI trans-
form (this follows from the fact that ζΛj are principal symbols of operators annihilating
T ). Hence,
Σ := {(x, ξ, ϕx, ϕξ) : y ∈ Cn, |ξ + θ − ϕx| < 1 , x, ξ ∈ Rn} ∩ T ∗R2n
= {(x, ξ, ξ + θ, 0)}, ϕ = ϕ(x, ξ, y) := 〈x− y, ξ + θ〉+ i
2
λ(ξ)−1(x− y)2, (5.19)
where λ was defined in (5.13). (We just check that if x∗ = ϕx(x, ξ, y), ξ∗ = ϕξ(x, ξ, y)
then y = x− iλ(ξ + θ − x∗) and ξ∗ = iλ(ξ + θ − x∗) + 1
2
i∂ξλ(ξ + θ − x∗)2. As x∗ and
ξ∗ are real we obtain that either x∗ = ξ + θ as claimed or
λ|ξ + θ − x∗| = 2λ2|∂ξλ|−1 = 2λ−1|ξ + θ|−1 = 2〈R(ξ + θ)〉
R|ξ + θ| ≥ 2
which contradicts the condition in (5.19). Hence ξ = x∗ − θ and y = x.)
Since {ζΛj , ζΛk } = 0 we see that
1
2i
{ζΛj , ζ¯Λk } = {Im ζΛj ,Re ζΛk }
= −∂ξj
(
λ(ξ)(x∗k − ξk−θk)+12λ(ξ)3(x∗ − ξ−θ)2(ξk + θk)
)
= λ(ξ)δjk,
when evaluated at x∗ = ξ+ θ. Hence, for G = 0, the matrix is (5.18) is given by λ(ξ)I
and λ(ξ) ∼ 1 for ξ bounded. Hence for G small the matrix stays positive definite. 
From the geometric point of view, the framework for construction of the phase is
the same as in [GaZw19, §2.2] (see also [GaZw19, §6.1] for a presentation in a simpler
case). It is convenient to remove the weight by putting
ψH(α, β) := iH(α) + ψ(α, β) + iH(β).
We also define,
ζHj (α, α
∗) := ζΛj (α, α
∗ − idH(α)),
ζ¯Hj (α, α
∗) := ζ¯Λj (α, α
∗ + idH(α)) = ζHj (α¯, α¯∗).
(5.20)
(Here again the α¯ and α¯∗ are defined after an identification of Λ with T ∗Rn.) Lemma
5.3 remains valid for ζHj .
The Eikonal equations (5.17) become
ζHj (α, dαψH(α, β)) = O(|α− β|∞),
ζ¯Hj (β,−dβψH(α, β)) = O(|α− β|∞),
(5.21)
for α, β ∈ Λ. Since we demand that ψ(α, α) = −2iH(α), it follows that ψH(α, α) = 0,
and by differentiation,
0 = dα(ψH(α, α)) = dαψH(α, β)|β=α + dβψH(α, β)|β=α, α ∈ Λ. (5.22)
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To construct ψH we will construct CH , a Lagrangian relation for which ψH will be the
generating function:
CH = {(α, dαψH(α, β), β,−dβψH(α, β)) : (α, β) ∈ nbhdC4n(Diag(Λ× Λ))}. (5.23)
We first assume that G, and hence H, are real analytic and have holomorphic exten-
sions.
Writing ρ = (x, ξ, x∗, ξ∗), the eikonal equations require that we should have (up to
equivalence of almost analytic manifolds and exactly on T ∗Λ)
CH ⊂ S × S, S := {ρ : ζHj (ρ) = 0, ρ ∈ nbhdC4n(R4n), |x∗ − ξ − θ| < 1},
S := {ρ¯ : ρ ∈ S} = {ρ : ζ¯Hj (ρ) = 0, ρ ∈ nbhdC4n(R4n), |x∗ − ξ − θ| < 1}.
(5.24)
The condition (5.22) means that
CH ∩ pi−1(∆C2n×C2n) = ∆((S ∩ S¯)× (S ∩ S¯)), (5.25)
where ∆(A × A) := {(a, a) : a ∈ A}. In fact, (5.22) shows that this must be true for
CH ∩ pi−1(∆R2n×R2n) and then it follows by analytic continuation (or an equivalence of
almost analytic manifolds once we move to the C∞ category). We have the following
additional property which comes from the choice of the weight H:
Lemma 5.4. Let S and S¯ be defined in (5.24). The for H satisfying (3.3) we have
(S ∩ S¯)R = SR = {(α,Re(zdζ|Λ) : α ∈ nbhdR2n(0)}. (5.26)
Proof. As in the proof of Lemma 5.3 it is useful to go to the origins of the symbols ζHj
(5.20): ZΛj ’s, with symbols ζ
Λ
j annihilate the phase in TΛ and that shows that, after
switching to ζHj ,
Sα := S ∩ T ∗αΛC = {(α, dαϕ(α, y) + idH(α)) : y ∈ Cn} ,
ϕ(α, y) := 〈z − y, ζ + θ〉+ i
2
λ−1(ζ)(z − y)2,
z = αx + iGξ(αx, αξ), ζ = αξ − iGx(αx, αξ).
where λ(ζ) and θ were defined in (5.13).
In the case G = 0 (and hence H = 0), Sα and S¯α := S¯∩T ∗αΛC intersect transversally
in one point. This remains true for a small perturbation induced by G with ‖G‖C2  1
(this corresponds to symbolic norms before rescaling). Hence we are looking for a
solution to
dαϕ(α, y) + idH(α) = dαϕ(α, y′)− idH(α). (5.27)
Now, at y = y′ = αx we have dαϕ(α, y) = ζdz|Λ and in view of the definition of dH in
(3.3), (5.27) holds. It follows that for α ∈ Λ, that is for α real,
Sα ∩ S¯α = {(α,Re(zdζ|Λ)} = Sα ∩ T ∗Λ, Λ ' nbhdT ∗Rn(0).
But this proves (5.26). 
VISCOSITY LIMITS FOR 0TH ORDER OPERATORS 25
Since
CH ⊂
n⋂
j=1
(pi∗Lζ
H)−1(0) ∩ (pi∗Rζ¯Hj )−1(0), piL(ρ, ρ′) := ρ, piR(ρ, ρ′) := ρ′,
it follows that the complex vector fields Hpi∗LζHj and Hpi∗Rζ¯Hj are tangent to CH . By
checking the case of T ∗Λ = T ∗Rn (no deformation and hence H ≡ 0) we have (see
[GaZw19, §2.2]) that S ∩ S¯ is a symplectic submanifold (with respect to the complex
symplectic form) of complex dimension 2n. The independence of HζHk , Hζ¯Hj , j, k =
1, · · ·n (again easily seen in the unperturbed case) shows that
BCn(0, )×BCn(0, )× (S ∩ S¯) 3 (t, s, ρ) 7→ (exp〈t,HζH 〉(ρ), exp〈s,Hζ¯H 〉(ρ)) ∈ C8n,
is a bi-holomorphic map to an embedded (complex) 4n dimensional submanifold. This
implies that
CH =
{
(exp〈t,HζH 〉(ρ), exp〈s,Hζ¯H 〉(ρ)) : ρ ∈ S ∩ S¯, t, s ∈ BCn(0, )
}
, (5.28)
where 〈t,H•H 〉 :=
∑n
k=1 tkH•Hk , • = ζ, ζ¯. Checking again in the unperturbed case, we
have that for ρ ∈ S ∩ S¯
pi∗ : TρCH → Tpi(ρ)C4n is onto. (5.29)
We now explain how to use almost analytic extensions off Λ in the C∞ case. We
first identify Λ with T ∗Rn using (3.6) and extending G almost analytically to C4n. The
symplectic form is now the almost analytic extension of the symplectic form dζ ∧dz|Λ.
Hence we define (see the Appendix for the definitions)
CH =
{(
exp ̂〈t,HζH 〉(ρ), exp ̂〈s,Hζ¯H 〉(ρ)
)
: ρ ∈ S ∩ S¯, t, s ∈ BCn(0, )
}
.
We claim that
| Im exp ̂〈t,HζH 〉(ρ)| ≥ |t|/C, | Im exp ̂〈s,Hζ¯H 〉(ρ)| ≥ |s|/C, ρ ∈ S ∩ S¯. (5.30)
In fact, in view of Lemma 5.3 at ρ ∈ T ∗Λ ∩ S and for ‖G‖C2 small, we can assume
{ζΛj , ζ¯Λk }(ρ)/2i is positive definite. The changes of variable leading to ζHj is a sym-
plectomorphism and hence we have the same property for ζHj . By changing ζ
H
j by a
linear transformation we can then assume that {ζHj , ζ¯Hk }(ρ)/2i = δkj. Hence we can
make a linear symplectic change of variables at any point of T ∗Λ giving new variables
(x, y, ξ, η), x, y, ξ, η ∈ Rn, centered at 0 ∈ R4n, such that
ζHj = c(ηj + iyj) +O(|x|2 + |y|2 + |ξ|2 + |η|2), c > 0.
This continues to hold for the almost analytic continuations of ζHj . That means that
near 0,
S ∩ S¯ = {(z, 0, ζ, 0) + F (z, ζ)) : (z, ζ) ∈ nbhdC2n(0)}, F = O(|z|2 + |ζ|2), (5.31)
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We also note that for (z, ζ) ∈ R2n (which corresponds to the interection with T ∗Λ),
S ∩ S¯ is real. This means that in (5.31),
ImF (z, ζ) = O((| Im z|+ | Im ζ|)(|z|+ |ζ|)).
Hence,
| Im exp ̂〈t,HζH 〉((z, 0, ζ, 0) + F (z, ζ))| = |(Im z, c Im t, Im ζ, cRe t)|
+O((| Im z|+ | Im ζ|+ |t|)(|z|+ |ζ|) + |t|2)
≥ |t|/C, if |z|, |ζ|  1,
with the corresponding estimate for ζ¯H . Lemma A.1 and (5.30) now show the almost
analyticity of CH and Lemma A.2 shows that CH is Lagrangian in the almost analytic
sense:
(pi∗LωT ∗C2n − pi∗RωT ∗C2n)|CH ∼ 0.
(See the appendix for the review of the almost analytic machinery and notation.)
Lemma 5.4 shows that ∆((S ∩ S¯R × (S ∩ S¯)R) = (CH)R is a submanifold, Lemma 5.3
shows that CH is therefore a strictly positive almost analytic Lagrangean submanifold
and hence, using (5.29), Lemma A.4 now gives ψH = ψH(α, β) such that,
dα¯,β¯ψH(α, β) = O (| Imα|∞ + | Im β|∞ + | ImψH(α, β)|∞) ,
and (5.23) holds in the sense of equivalence of almost analytic manifolds (that is with
∼ of (A.2) replacing the equality). In addition, in view of (5.26) and (5.30),
dαψH(α, β)|β=α = Re(ζ · dz|Λ),
dβψH(α, β)|β=α = −Re(ζ · dz|Λ),
α ∈ nbhdR2n(0), (5.32)
and dα(ψH(α, α)) ∼ 0. Hence we can choose ψH(α, α) = 0. We also see that
dα ImψH(α, β)|β=α = 0, dβ ImψH(α, β)|β=α = 0, α ∈ nbhdR2n(0),
which means that ImψH(α, β) = O(|α − β|2), α, β ∈ nbhdR2n(0), and the comparison
with the case of G = 0 shows that
ImψH(α, β) ∼ |α− β|2. (5.33)
Finally we return to (5.21): (recall that ζHj are the almost analytic extensions of ζ
H
j
from T ∗Λ and that {ζHj , ζHk } ∼ 0):
̂〈s,Hpi∗LζH 〉pi∗LζHj =
n∑
k=1
(HskζHk ζ
H
j +HskζHk ζ
H
j )
= O(| ImZ|∞), Z = (α, β, α∗, β∗),
with similar estimates for pi∗Rζ¯j’s. Hence using the definition (A.2). This implies that
pi∗Lζ
H
j , pi
∗
Rζ¯
H
j ∼ 0 on CH .
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In view of the discussion above (CH equivalent to the right hand side of (5.23)) we
obtain
ζHj (α, dαψH(α, β)) = O(| Imα|∞ + | Im β|∞ + | Im dαψH |∞ + | Im dβψH |∞),
with the same estimate for ζ¯Hj (β,−dβψH(α, β)). This and (5.33) give (5.17).
This completes the construction of the phase needed in Proposition 5.2. The con-
struction of CH satisfying (5.26), (5.25) and (5.24) is equivalent, in the almost analytic
sense, to the construction of ψH satisfying (5.33) and (5.22) that gives uniqueness of
ψH .
We have achieved more as the definition of CH shows that, in the analytic case
(5.28), CH ◦ CH = CH (see [GaZw19, Lemma 2] for a simple linear algebra case). In
general we have CH ◦ CH ∼ CH which for real values of α and β means that
c.v.γ (ψH(α, γ) + ψH(γ, β)) = ψH(α, β) +O(|α− β|∞).
We now return to our original ψ in (5.1), ψ(α, β) = −iH(α) + ψH(α, β) − iH(β).
Our construction shows that
(5.17) holds, ψ(α, α) = −2iH(α), ψ(α, β) = −ψ(β, α), α, β ∈ Λ. (5.34)
The value of dαψ on the diagonal, ζ ·dz|Λ is determined by (3.3) and (5.32). In addition,
ψ is uniquely determined, up to O(|α− β|∞), by (5.34).
Returning to the original problem of solving (5.17) we record our findings in
Proposition 5.5. With the convention of (5.16), suppose that H is given by (3.3)
and ζΛj , ζ˜
Λ
j are defined in (5.13). Then there exists ψ ∈ C∞(Λ× Λ), Λ = nbhdR2n(0),
such that (5.17) hold and ψ(α, α) = −2iH(α). The function ψ is uniquely determined
modulo O(|α− β|∞). Moreover we have,
c.v.γ (ψ(α, γ) + 2iH(γ) + ψ(γ, β)) = ψ(α, β) +O(|α− β|∞),
−H(α)− Imψ(α, β)−H(β) ≤ −|α− β|2/C, C > 0,
(dαψ)(α, α) = ζ · dz|Λ.
(5.35)
5.2.2. Transport equations. Keeping the convention (5.16) we now solve the transport
equations arising from (5.15). we start with a formal discussion (valid when all the
objects are analytic). We first note that in view of (5.17) and (5.35) for any b(α, β) ∈
analytic in a neighbourhood of 0 (in the notation of (5.13) and (5.16)),
ZΛj (α, hDα)
(
e
i
h
ψ(α,β)b(α, β)
)
= he
i
h
ψ(α,β)((Vj + cj)b(α, β) +O(h)),
Z˜Λj (β, hDβ)
(
e
i
h
ψ(α,β)b(α, β)
)
= he
i
h
ψ(α,β)((V˜j + c˜j)b(α, β) +O(h)).
(5.36)
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Here,
Vj := 〈Vj(α, β), ∂α〉, Vj(α, β)` := ∂α∗` ζΛj (α, dαψ(α, β)),
cj(α, β) :=
1
2
2n∑
`=1
∂α`Vj(α, β) + ζj1(α, dαψ(α, β))
− i
2n∑
k,`=1
∂2αkα`ψ(α, β)∂
2
α∗kα
∗
`
ζΛj (α, dαψ(α, β)),
with similar expressions coming from the applications Z˜Λj (β, hDβ): Vj, cj, replaced by
V˜j, c˜j, and with the roles of α and β switched.
A key observation here is that the holomorphic vector fields HζΛj (α) and Hζ¯Λj (β) are
tangent to
C = {(α, dαψ(α, β), β, dβψ(α, β)) : α, β ∈ nbhdC2n(0)},
and that they commute. In the parametrization of C by (α, β), they are given by Vj
and −V˜j, respectively. Hence,
[Vj, Vk] = 0, [Vj, V˜k] = 0, [V˜k, V˜k] = 0. (5.37)
Hence, we seek a of the form
a(α, β) ∼
∞∑
k=0
hkak(α, β),
where, we want to solve
Vjak(α, β) + cj(α, β)ak(α, β) = F
j
k−1(a0, · · · , ak−1)(α, β), F j−1 ≡ 0, (5.38)
with the corresponding expression involving V˜j.
Solving (5.38) means that
ZΛj (α, hDα)
(
e
i
h
ψ(α,β)
K−1∑
k=0
hkak(α, β)
)
= hK+1e
i
h
ψ(α,β)F jK−1(α, β),
Z˜Λj (β, hDβ)
(
e
i
h
ψ(α,β)
K−1∑
k=0
hkak(α, β)
)
= hK+1e
i
h
ψ(α,β)F˜ jK−1(α, β).
(5.39)
Since
[ZΛj (α, hDα), Z
Λ
k (α, hDα)] = 0, [Z˜
Λ
j (β, hDβ), Z˜
Λ
k (β, hDβ)] = 0,
[ZΛj (α, hDα), Z˜
Λ
k (β, hDβ)] = 0,
we have from (5.37) and (5.36),
Vjck = Vkcj, Vkc˜j = V˜jck, V˜kc˜j = V˜j c˜k. (5.40)
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Similarly, (5.39) gives
(Vj + cj)F
`
K−1 = (Vk + ck)F
j
K−1, (V˜j + c˜j)F˜
`
K−1 = (V˜k + c˜k)F˜
j
K−1,
(Vj + cj)F˜
`
K−1 = (V˜k + c˜k)F
j
K−1.
(5.41)
Equations (5.40) and (5.41) provide compatibility conditions for solving (5.38):
(Vj + cj)ak = F
j
k−1, (V˜` + c˜`)ak = F
`
k−1, ak(α, α) = bk(α),
where the bk’s are prescribed. In fact, since the V`’s and V˜j ’s are independent when
α = β (as complex vectorfields),
C2n × Cn × Cn 3 (ρ, t, s) 7→ (α, β) =
(
exp〈V, t〉(ρ), exp〈V˜ , s〉(ρ)
)
∈ C2n × C2n,
〈V, t〉 :=
n∑
j=1
tjVj, 〈V˜ , s〉 :=
n∑
`=1
sjV˜`,
is a local bi-holomorphic map onto of nbhdC4n(diag(Λ × Λ)) (almost analytic in the
general case). In view of this and of (5.37), (5.40), the following integrating factor,
g = g(α, β), is well defined (in the analytic case) on nbhdC4n(diag(Λ× Λ)):
g(e〈V,t〉(ρ), e〈V˜ ,s〉(ρ)) := −
n∑
j=1
∫ 1
0
(tjcj + sj c˜j)|(α,β)=(eτ〈V,t〉(ρ),eτ〈V˜ ,s〉(ρ))dτ,
and satisfies
Vjg(α, β) = cj(α, β), V˜jg(α, β) = c˜j(α, β), j = 1, · · · , n.
We then define ak(α, β) inductively as follows: at (α, β) = (e
〈V,t〉(ρ), e〈V˜ ,s〉(ρ)),
ak(α, β) = e
g(α,β)bk(ρ)
+ eg(α,β)
∫ 1
0
e−g(γ,γ
′)(tjF
j
k−1(γ, γ
′) + sjF˜
j
k−1(γ, γ
′))|
(γ,γ′)=(eτ〈V,t〉(ρ),eτ〈V˜ ,s〉(ρ))dτ.
The compatibility relations (5.41) then show that (5.38) hold.
We now modify this discussion to the C∞ case using almost analytic extensions as
in §A.3 and that provides solutions of (5.38) for (α, β) ∈ Λ× Λ valid to infinite order
at diag(Λ× Λ) with any initial data on the diagonal.
Hence we have solved (5.15) locally near (α, β) = (0, 0). We now return to the
original coordinates and note the uniqueness of the local construction gives us ψ and
a in (5.10) satisfying (5.2) and (5.3). This completes the proof of Proposition 5.2.
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5.3. Projection property. It remains to choose a|∆ so that B2Λ ≡ BΛ. From (5.35)
we already know that the phase in (5.1) has the correct composition property and
hence we need to find the amplitude a(α, β). From Proposition 5.2 it is enough to
determine a on the diagonal. For that we consider the kernel of B2Λ on the diagonal:
KB2Λ(α, α) = h
−2n
∫
Λ
e
i
h
(ψ(α,β)+2iH(β)+ψ(β,α))a(α, β, h)a(β, α, h)dmΛ(β). (5.42)
We note that the support property of a in (5.2) implies that the integration takes place
over a bounded set |βξ| ≤ C〈αξ〉. Application of complex stationary phase to (5.42)
yields
KB2Λ = h
−ne
i
h
ψ(α,β)c(α, β), c(α, α) ∼
∑
j
hjL2ja(α, γ, h)a(γ, α, h)|γ=α, (5.43)
where L2j are differential operators of order 2j in γ and
L0|∆ = f(α), |f(α)| > 0, ∆ := ∆(Λ× Λ).
Since ψ(α, β) = −ψ(β, α), f(α) ∈ R. (Strictly speaking we should again proceed with
the rescaling (5.12) and we are tacitly using the convention (5.16) here.)
Writing a ∼∑j hjaj, we have
c(α, β) ∼
∑
j
hjcj(α, β), cj(α, α) =
∑
k+`+m=j
L2ka`(α, γ)am(γ, α)|γ=α.
We note that if a(α, β) = a(β, α) then BΛ is self-adjoint and hence so is B
2
Λ. That
means in particular that c(α, α) is real. Hence if a`(α, β) = a`(β, α) for ` ≤ M , then
c`|∆ ∈ R for ` ≤M . Since
bM(α, α) = 2f(α)a0(α, α)aM(α, α) +
∑
k+`+m=M
`,m<M
L2ka`(α, γ)am(γ, α)|γ=α,
it follows that
a`(α, β) = a`(β, α), ` < M =⇒
∑
k+`+m=M
`,m<M
L2ka`(α, γ)am(γ, α)|γ=α ∈ R. (5.44)
We iteratively solve the following sequence of equations∑
k+`+m=j
L2ka`(α, γ)am(γ, α)|γ=α = aj(α, α) (5.45)
with aj|∆ real. Proposition 5.2 then gives us the desired a(α, β). First, let
a0(α, α) =
1
f(α)
∈ C∞(T ∗Rn;R)
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so that f(α)a0(α, α)
2 = a0(α, α) (i.e. (5.45) is solved for j = 0). The proof of Propo-
sition 5.2 (see §5.2.2) shows that we can then find a0(α, β) so that (5.39) holds with
K = 0 and a0|∆ = 1/f(α).
Assume now that (5.45) is solved for j ≤M − 1. Then, (5.45) with j = M reads
aM(α, α) =
∑
k+`+m=M
L2ka`(α, γ)am(γ, α)|γ=α
= 2aM(α, α) +
∑
k+`+m=M
`,m<M
L2ka`(α, γ)am(γ, α)|γ=α
Putting
aM(α, α) = −
∑
k+`+m=M
`,m<M
L2ka`(α, γ)am(γ, α)|γ=α
we solve (5.45) for j = M . From (5.44) we see that aM(α, α) is real. The argument
in §5.2.2 provides the construction of aM from a`, ` < M and ak|∆. Taking an almost
analytic continuation with aM(α, β) = aM(β, α) then completes the construction of
aM and hence by induction and the Borel summation lemma we have, in the notation
of Proposition 5.2,
c = a+O∞. (5.46)
This gives the following
Proposition 5.6. There exists a unique choice of bj(α) in Proposition 5.2 for which
the operator BΛ defined by (5.1) satisfies
BΛ = B
∗,H
Λ , BΛ = B
2
Λ +O(hN)〈ξ〉NL2(Λ)→〈ξ〉−NL2(Λ), (5.47)
for all N .
Proof. In view of (5.46) we need to check that for r = O∞ (in the notation of Propo-
sition 5.2), for all N ,
R = O(hN)〈ξ〉NL2(Λ)→〈ξ〉−NL2(Λ), Ru(α) := h−n
∫
Λ
r(α, β, h)e
i
h
ψ(α,β)u(β)dmΛ(β).
But this is an immediate consequence of (5.11) and Schur’s criterion for boundedness
on L2. 
5.4. Construction of the projector. We now show that the exact orthogonal pro-
jector ΠΛ : L
2(Λ)→ H(Λ) satisfies
ΠΛ = BΛ +O(h∞)〈ξ〉NL2(Λ)→〈ξ〉−NL2(Λ), (5.48)
for all N . For that we follow the proof of [Sj96, Proposition 1.1, formula (1.46)] which
is related to an earlier construction in [BoGu81, Step 3, Proof of Corollary A.4.6].
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We start with the exact projector PΛ:
PΛ(L
2
Λ(Λ)) = H(Λ), P
2
Λ = PΛ, PΛ = O(1)L2(Λ)→L2(Λ),
given by
PΛ = TΛSΛ.
For a real valued f ∈ S(Λ),
f(α) ∼
∞∑
k=0
fk(α)(h/〈αξ〉)k, f0(α) > 1/C,
we define the following self-adjoint operator:
Af := PΛfP
∗,H
Λ , Afu(α) =: h
−n
∫
Λ
e
i
h
ψ1(α,β)af (α, β, h)u(β)e
−2H(β)/hdmΛ(β),
where ψ1 and af were obtained using the method of complex stationary phase (again
it is justified using using the rescaling (5.12))
We claim that ψ1 = ψ + O∞ (in the notation of Proposition 5.2. Indeed, since
A∗,Hf = Af and PΛ = TΛSΛ, the arguments leading to (5.17) apply and ψ1 satisfies the
same eikonal equations. Similarly, af (α, β, h) satisfies transport equations implied by
(5.10). Arguing as in the proof of Lemma 4.6 we find the value of ψ1|∆ to be
ψ1(α, α) + 2iH(α) = c.v.β
(
Ψ(α, β)−Ψ(α, β)
)
= 0.
We then invoke the uniqueness statement in Proposition 5.2.
If we can choose f so that af |∆ = a|∆ + O((h/〈αξ〉)∞), with a in (5.1), then the
same uniqueness statement shows that af = a+O∞. Hence
af |∆ = a|∆ +O((h/〈αξ〉)∞) =⇒ Af = BΛ +O(h∞)〈ξ〉NL2(Λ)→〈ξ〉−NL2(Λ). (5.49)
determined by its value on the diagonal and we find that using Ψ given in (4.10) and
satisfying (4.13)
ψ1(α, α) + 2iH(α) = c.v.β
(
Ψ(α, β)−Ψ(α, β) + 2iH(α)− 2iH(β)
)
= 0.
But this means that (5.34) holds for ψ1 and hence ψ1(α, β) = ψ(α, β) +O(|α− β|∞).
We next choose f so that Af = BΛ +O(h∞)〈ξ〉NL2(Λ)→〈ξ〉−NL2(Λ).
Writing af (α, β) ∼
∑∞
k=0(h/〈αξ〉)jaf,j(α, β), we proceed as in §5.2.2: with different
L2k’s, g := L0|∆ 6= 0,
af,j(α, α) =
∑
k+`=j
L2kf`(α) = g(α)fj(α) +
∑
k+`=j
`<j
L2kf`(α).
(In our special case, the amplitude in P is constant which is not the case in gen-
eralizations – but the argument works easily just the same.) Using this, solving
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af,j(α) = aj(α) for f is immediate. As in the construction of the amplitude of BΛ
in §5.2.2 we see that f is real valued and that f0 is bounded from below.
We can now follow [Sj96] and complete the proof of (5.48). We record this statement
as
Proposition 5.7. Suppose that ΠΛ is orthogonal projector from L
2(Λ) to H(Λ) and
that BΛ is given by Proposition 5.6. Then
ΠΛ = BΛ +O(h∞)〈ξ〉NL2(Λ)→〈ξ〉−NL2(Λ), (5.50)
for all N .
Proof. To start we observe that for u ∈ H(Λ), ‖u‖L2(Λ) > 0,
〈Afu, u〉L2(Λ) = 〈PΛfP ∗Λu, u〉L2(Λ) = 〈fP ∗Λu, P ∗Λu〉L2(Λ)
≥ min
α∈T ∗Rn
f(α)‖P ∗Λu‖2L2(Λ) ≥
|〈P ∗Λu, u〉|2
C‖u‖2L2(Λ)
= ‖u‖2L2(Λ)/C.
Hence,
‖u‖L2(Λ)/C ≤ ‖Afu‖L2(Λ) ≤ C‖u‖L2(Λ), u ∈ H(Λ),
Afu = 0, u ∈ H(Λ)⊥, A∗f = Af ,
(5.51)
and
ΠΛ =
1
2pi
∫
γ
(λ− Af )−1dλ, (5.52)
where γ is a positively oriented boundary of an open set in C containing [1/C,C] and
excluding 0. From (5.49) and Proposition 5.6 we know that
Af = A
2
f +O(h∞)〈ξ〉NL2(Λ)→〈ξ〉−NL2(Λ), (5.53)
and we want to use this property to show that ΠΛ is close to Af . For that we note
that if A = A2 then, at first for |λ|  1,
(λ− A)−1 =
∞∑
j=0
λ−j−1Aj = λ−1 + λ−1
∞∑
j=0
λ−jA = λ−1 + Aλ−1(λ− 1)−1.
Hence, it is natural to take the right hand side as the approximate inverse in the case
when A2 − A is small:
(λ− Af )(λ−1 + Afλ−1(λ− 1)−1) = I − (A2f − Af )λ−2(λ− 1)−1.
In view of (5.53) and for h small enough, the right hand side is invertible for λ ∈ γ
with the inverse equal to I +R, R = O(h∞)〈ξ〉NL2(Λ)→〈ξ〉−NL2(Λ). Hence for λ ∈ γ,
(λ− Af )−1 = λ−1 + λ−1(λ− 1)−1Af +O(h∞)〈ξ〉NL2(Λ)→〈ξ〉−NL2(Λ).
Inserting this identity into (5.52) and using Cauchy’s formula gives
ΠΛ = Af +O(h∞)〈ξ〉NL2(Λ)→〈ξ〉−NL2(Λ),
34 JEFFREY GALKOWSKI AND MACIEJ ZWORSKI
which combined with (5.49) implies (5.50). 
6. Deformation of pseudodifferential operators
In this section we analyse pseudodifferential operators with analytic symbols acting
on spaces HmΛ defined in §4. That means describing the action on the FBI side of
operators P :
TΛPu = (TΛPSΛ)(TΛu) = (ΠΛTΛPSΛΠΛ)(TΛu). (6.1)
The class of pseudodifferential operators we consider is given by
Pu(y) :=
1
(2pih)n
∫
Rn
∫
Rn
e
i
h
〈y−y′,η〉p(y, η)u(y′)dy′dη (6.2)
where p ∈ Sm(T ∗Tn) has an analytic continuation from T ∗Tn satisfying
|p(z, ζ)| ≤M〈ζ〉m, for | Im z| ≤ a, | Im ζ| ≤ b〈Re ζ〉. (6.3)
The integral in the definition (6.2) of Pu is considered in the sense of oscillatory
integrals (see for instance [Zw12, §5.3]) and we extend both y 7→ u(y) and y 7→ p(y, η)
to periodic functions on Rn.
6.1. Pseudodifferential operators as Toeplitz operators. We start with a lemma
which describes the middle term in (6.1):
Lemma 6.1. Suppose P is defined by (6.2) with p satisfying (6.3). Then, for G
satisfying (3.1) with 0 > 0 small enough, the Schwartz kernel of TΛPSΛ is given by
KP (α, β) = c0h
−ne
i
h
Ψ(α,β)aP (α, β) + r(α, β) (6.4)
where Ψ is as in (4.10),
aP ∼
∞∑
j=0
hj〈αξ〉−jaj, a0(α, α) = p|Λ(α), (6.5)
aj ∈ S0(Λ× Λ) is supported in a conic neighbourhood of ∆(Λ× Λ) and
|r(α, β)| ≤ e−Re(〈αξ〉〈αx−βx〉+〈αξ−βξ〉)/Ch. (6.6)
Proof. We first note that for each β ∈ Λ, vβ(y′) = e− ihϕ∗(β,y′)b(βx−y′, βξ) is a Schwartz
function and hence the integral
h−
3n
4
1
(2pih)n
∫
e
i
h
(〈y−y′,η〉−ϕ∗(β,y′))p(y, η)b(βx − y′, βξ)dy′dη
defines a Schwartz function of y. In particular, the kernel of TΛPSΛ is given by
h−
3n
2
(2pih)n
∫
e
i
h
(ϕ(α,y)+〈y−y′,η〉−ϕ∗(β,y′))p(y, η)b(βx − y′, βξ)〈αξ〉n4 dy′dηdy.
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To obtain (6.4) we start by deforming the contour in η: η 7→ η + iδ1〈η〉 y−y′〈y−y′〉 . The
phase Φ is then given by
Φ = 〈αx − y, αξ〉+ i〈αξ〉
2
(αx − y)2 + i〈βξ〉
2
(βx − y′)2
+ 〈y′ − βx, βξ〉+ 〈y − y′, η〉+ iδ1〈η〉(y − y
′)2
〈y − y′〉 .
We then deform the contour in y, y′ as follows
y 7→ y + iδ1 η − αξ〈η − αξ〉 , y
′ 7→ y′ + iδ1 βξ − η〈βξ − η〉 .
The phase Φ becomes
Φ = 〈αx − y, αξ〉+ i〈αξ〉
2
(αx − y)2 + i〈βξ〉
2
(βx − y′)2 + 〈y′ − βx, βξ〉+ 〈y − y′, η〉
+ iδ1
[(αξ − η)2
〈αξ − η〉 +
(βξ − η)2
〈βξ − η〉 + 〈η〉
(y − y′)2
〈y − y′〉
]
+
i〈αξ〉
2
[
− 2iδ1 〈αξ − η, αx − y〉〈αξ − η〉 − 
2 (αξ − η)2
〈αξ − η〉2
]
+
i〈βξ〉
2
[
− 2iδ1 〈η − βξ, βx − y
′〉
〈βξ − η〉 − 
2 (βξ − η)2
〈βξ − η〉2
]
+O
(
δ21〈η〉
y − y′
〈y − y′〉
[ |(αξ − η)〈βξ − η〉+ (η − βξ)〈αξ − η〉|
|〈αξ − η〉〈βξ − η〉|
])
+O
( δ31〈η〉
〈y − y′〉
[ |(αξ − η)〈βξ − η〉+ (η − βξ)〈αξ − η〉|2
|〈αξ − η〉〈βξ − η〉|2
])
We first consider the case when 〈αξ〉 ≥ C〈βξ〉. Then,
|αξ − η|+ |βξ − η| ≥ c(〈αξ〉+ 〈βξ〉+ 〈η〉).
and in particular,
Im Φ ≥ c(〈αξ〉+ 〈βξ〉+ 〈η〉+ c(|αx − y|+ |βx − y|),
which produces produces a term which can be absorbed into r satisfying (6.6).
Similar arguments, show that we can assume that 〈αξ〉, 〈η〉, and 〈βξ〉 are propor-
tional.
We now suppose that
|αξ − βξ|
〈αξ〉+ 〈βξ〉 + |αx − βx| > δ.
Then, the imaginary part of the phase is bounded below by
Im Φ ≥ c(〈αξ〉+ 〈βξ))(1 + |αx − βx|)
+ c(|αx − y|+ |y − y′|+ |βx − y|+ |η − αξ|+ |η − βξ|).
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In particular when
|αξ − βξ|
〈αξ〉+ 〈βξ〉 + |αx − βx| > δ.
the integral is bounded by Ce−(〈αξ〉+〈βξ〉)(1+|αx−βx|)/h. Hence, we can insert a cutoff
χ
(
δ−1
[ |αξ − βξ|
〈αξ〉+ 〈βξ〉 + |αx − βx|
])
into the integral.
With this cutoff inserted, we deform in y, y′ to the critical point
y 7→ y + yc(α, β), y′ 7→ y′ + yc(α, β),
where
yc(α, β) =
αx〈αξ〉+ βx〈βξ〉
〈αξ〉+ 〈βξ〉 + i
βξ − αξ
〈αξ〉+ 〈βξ〉 .
This contour deformation is justified since the cutoff function guarantees that
|αξ − βξ|
〈αξ〉+ 〈βξ〉 + |αx − βx| ≤ δ.
The phase is then given by
Φ =
i
2
(
(βξ − αξ)2 + 〈αξ〉〈βξ〉(αx − βx)2
〈αξ〉+ 〈βξ〉 + 〈αξ〉y
2 + 〈βξ〉(y′)2
)
+
〈
αx − βx, αξ〈βξ〉+ βξ〈αξ〉〈αξ〉+ 〈βξ〉
〉
+ 〈y − y′, η − ηc(α, β)〉
with
ηc(α, β) =
αξ〈βξ〉+ βξ〈αξ〉
〈αξ〉+ 〈βξ〉 + i
〈αξ〉〈βξ〉(βx − αx)
〈αξ〉+ 〈βξ〉 .
We would now like to shift the countour to η 7→ η + ηc. However, p only has an
analytic continuation to | Im η| ≤ b〈η〉 and Im ηc is not, in general, bounded. Therefore,
when |η|  |ηc|, we cannot make this deformation. To finish the proof, we consider
two cases.
We first assume that |ηc(α, β)| ≤ b/2. Then, the contour deformation η 7→ η + ηc is
justified, and we may perform complex stationary phase to complete the proof.
We now consider the more involved case when
|ηc| ≥ b
2
 1 > 0.
In that case we use the deformation
y 7→ y + iδ1 (η − ηc)〈η − ηc〉 , y
′ 7→ y′ − iδ1 (η − ηc)〈η − ηc〉
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to obtain the phase〈
αx − βx, αξ〈βξ〉+ βξ〈αξ〉〈αξ〉+ 〈βξ〉
〉
+
i
2
[(βξ − αξ)2 + 〈αξ〉〈βξ〉(αx − βx)2
〈αξ〉+ 〈βξ〉 + 〈αξ〉y
2 + 〈βξ〉(y′)2
]
+
〈
y − y′, (η − ηc)
(
1− δ1〈η − ηc〉
)〉
+ 2iδ1
(η − ηc)2
〈η − ηc〉
(
1− δ1
2〈η − ηc〉
)
.
Finally, let χ ∈ C∞c ((1/2, 2)) withe χ ≡ 1 on (3/4, 3/2), and shift contours
η 7→ η + ηcχ
( |η|
|ηc|
)
.
Note that this deformation is now justified since |η| ≥ c|ηc| on the deformation and
| Im ηc| ≤ c1〈|ηc|〉. The phase is then given by
i
2
[(βξ − αξ)2 + 〈αξ〉〈βξ〉(αx − βx)2
〈αξ〉+ 〈βξ〉 + 〈αξ〉y
2 + 〈βξ〉(y′)2
]
+
〈
αx − βx, αξ〈βξ〉+ βξ〈αξ〉〈αξ〉+ 〈βξ〉
〉
+
〈
y − y′, (η − (1− χ)ηc)
(
1− δ1〈η − (1− χ)ηc〉
)〉
+ 2iδ1
(η − (1− χ)ηc)2
〈η − (1− χ)ηc〉
(
1− δ1
2〈η − (1− χ)ηc〉
)
.
and, since on |ηc| ≥ b/2 1,
C1|Re(η − (1− χ)ηc)| ≥ | Im(η − (1− χ)ηc)|,
we have that the imaginary part of the phase satisfies
Im Φ ≥ Im Ψ(α, β) + c(|〈αξ〉||y|2 + 〈βξ〉|y′|2) + cδ1|η − (1− χ)ηc|
− |y − y′|| Im((1− χ)ηc)|
≥ Im Ψ(α, β) + c(|〈αξ〉||y|2 + |〈βξ〉||y′|2) + cδ1|η − (1− χ)ηc| − C1 |(1− χ)ηc|
2
|〈αξ〉+ 〈βξ〉|
≥ Im Ψ(α, β) + c(|〈αξ〉||y|2 + |〈βξ〉||y′|2) + cδ1|η − (1− χ)ηc| − C1|(1− χ)2ηc|
≥ Im Ψ(α, β) + c(|〈αξ〉||y|2 + |〈βξ〉||y′|2) + cδ1|η − (1− χ)ηc|
where we have used that αξ and βξ are comparable and taken 1  δ1 small enough.
Thus, we may apply the method of complex stationary phase to obtain the result. 
The next result gives the description on the rightmost term in (6.1). For a simpler
case capturing the idea of the proof see [GaZw19, Theorem 2].
Proposition 6.2. Suppose P is defined by (6.2) with p satisfying (6.3). Then, for G
satisfying (3.1) with 0 > 0 small enough,
ΠΛTΛPSΛΠΛ = ΠΛbPΠΛ +O(h∞)〈ξ〉NL2(Λ)→〈ξ〉−NL2(Λ)
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where
bP ∼
∞∑
j=0
hjbj, bj ∈ Sm−j, b0 = p|Λ.
Proof. Lemma 6.1 shows that we need to prove
ΠΛKPΠΛ = ΠΛbΠΛ +O(h∞)〈ξ〉NL2(Λ)→〈ξ〉−NL2(Λ), (6.7)
where KP is given by (6.4). Propositions 5.6 and 5.7 show that, modulo negligible
terms the Schwartz kernel of the left hand side is given by∫
Λ
∫
Λ
e
i
h
(ψ(α,γ)+Ψ(γ,γ′)+ψ(γ′,β)+2iH(γ)+2iH(β))a(α, γ)aP (γ, γ
′)a(γ′, β)dγdγ′,
where the support property of a (see (5.2)) shows that integration is over a compact
set. An application of complex stationary phase produces a phase (with critical values
taken for almost analytic continuation – see [MeSj74, Theorem 2.3, p.148])
ψ1(α, β) = c.v.γ,γ′(ψ(α, γ) + Ψ(γ, γ
′) + ψ(γ′, β) + 2iH(γ)).
If we show that ψ1(α, α) = −2iH(α) then the uniqueness part of Proposition 5.2 shows
that (modulo negligible terms) we can take ψ1 = ψ. To see this we claim that for α = β
the critical point is given by γ = γ′ = α, that is
dγ(ψ(α, γ) + Ψ(γ, γ
′) + ψ(γ′, α) + 2iH(γ))|γ=γ′=α=0 = 0,
dγ′(ψ(α, γ) + Ψ(γ, γ
′) + ψ(γ′, α) + 2iH(γ))|γ=γ′=α=0 = 0.
(6.8)
To see this, we first use the formula (4.10) for Ψ to obtain
dγΨ(γ, γ
′)|γ=γ′ = ζdz|Λ = −dγ′Ψ(γ, γ′)|γ=γ′ . (6.9)
This immediately gives the second equation in (6.8).
We then consider
dγ(ψ(α, γ) + Ψ(γ, γ
′) + ψ(γ′, β) + 2iH(γ))|γ′=α =
dγ(ψ(α, γ) + 2iH(γ) + ψ(γ, γ
′)− ψ(γ, γ′) + Ψ(γ, γ′))|γ′=α.
The last line in (5.35) and (6.9) give
dγ(−ψ(γ, γ′) + Ψ(γ, γ′)|γ=γ′ = 0.
Therefore to obtain the first equation in (6.8), it is enough to have
dγ(ψ(α, γ) + 2iH(γ) + ψ(γ, γ
′))|γ=γ′=α = 0,
which follows from the first line of (5.35) together with ψ(α, α) = −2iH(α). Since
ψ(α, α) = −2iH(α) the critical value is given by ψ1(α, α) = ψ(α, α).
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It follows that
ΠΛKPΠΛu(α) = h
−n
∫
Λ
e
i
h
ψ(α,β)c(α, β, h)e−2H(β)u(β)dβ
+O(h∞‖u‖〈ξ〉NL2(Λ))〈ξ〉−NL2(Λ),
where c satisfies (5.3) (and the support property in (5.2)). Arguing as in (5.7)–(5.8)
we see that the terms in the expansion of c satisfy transport equations of (5.38) and
hence are determined by their values on the diagonal.
Assume that we have obtained bj, j = 0, · · · , J − 1 (the case of J = 0, that is no
bj’s is also allowed as the first step) so that
ΠΛKPΠΛ = ΠΛ
(
J−1∑
j=0
〈αξ〉−jhjbj
)
ΠΛ +R
J
Λ, (6.10)
where
RJΛu(α) = h
J−n〈αξ〉−J
∫
Λ
e
i
h
ψ(α,β)aJ(α, β)e−2H(β)/hu(β)dβ, aJ ∼ aJ0 +h〈αξ〉−1aJ1 +· · · ,
with aJk satisfying the transport equations of §5.2.2. If we apply the method of sta-
tionary phase to the kernel of the first term on right hand side of (6.10) we obtain, by
the inductive hypothesis, a kernel with the expansion
e
i
h
ψ(α,β)(a0 + · · ·+ hJ−1〈αξ〉−J+1aJ−1 + hJ〈αξ〉−JrJ0 + hJ+1〈αξ〉−J−1rJ1 + · · · ),
where aj’s are the same as in (6.5). Again all the terms satisfy transport equations
and hence are uniquely determined from their values on the diagonal. Hence, if we put
bJ(α) := r
J
0 (α, α) + a
J
0 (α, α),
we obtain (6.10) with J replaced by J+1. When J = 0, bJ(α) = a0(α, α) = p|Λ(α). 
6.2. Compactness properties of the spaces H t(Λ). We next study the compact-
ness and trace class properties for operators the spaces Hm(Λ).
We start with
Lemma 6.3. There is h0 > 0 such that for all s ∈ R and 0 < h < h0
(hDα)
γΠΛ = O(1) : 〈ξ〉s−|γ|L2(Λ)→ 〈ξ〉sL2(Λ), (6.11)
and
t > s =⇒ H t(Λ) ↪→ Hs(Λ) is compact. (6.12)
Proof. To prove (6.11) we show the equivalent fact that the operator
〈ξ〉−s(hDα)γΠΛ〈ξ〉s−|γ| : L2(Λ)→ L2(Λ)
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is uniformly bounded. By Proposition 4.4, the kernel of this operator is given, modulo
acceptable errors, by
h−ne
i
h
Ψ(α,β)
(
((∂αΨ)
γk(α, β) +O〈αξ〉|γ|−1)
) 〈βξ〉s−|γ|〈αξ〉−sχ˜,
χ˜ := χ(|αx − βx|)χ(min(〈βξ〉, 〈αξ〉)−1|αξ − βξ|), χ ∈ C∞c (R),
where, Ψ is defined in (4.10). Now, on the support of the integrand, c〈αξ〉 ≤ 〈βξ〉 ≤
C〈βξ〉 and therefore, |∂αΨ| ≤ C〈βξ〉. In particular, after conjugation by eH/h, the kernel
is bounded by
Ch−nec(〈αξ〉|αx−βx|
2+〈αξ〉−1|αξ−βξ|2)/hχ˜
and hence, by Schur’s test, for boundedness on L2 is uniformly bounded on L2.
To see (6.12) we prove a slightly stronger statement, namely that TΛ(H
t(Λ)) ↪→
〈ξ〉−sL2(Λ) is compact. For that we observe that for u ∈ TΛ(H t(Λ)), u = ΠΛu and
(6.11) shows that for m ∈ Z and k ∈ N,
ΠΛ : 〈ξ〉−mL2(Λ)→ Hk,m−k(Λ), Hr,s(Λ) := 〈hDx,ξ〉−r〈ξ〉−sL2(Λ).
Hence, by interpolation,
ΠΛ : 〈ξ〉−tL2(Λ)→ Hr,t−r(Λ), r ≥ 0, t ∈ R.
Setting r = (t− s)/2 > 0 we obtain continuity of TΛ(H t(Λ)) ↪→ Hr, s+t2 (Λ). The lemma
then follows from Rellich’s theorem: Hr,s+r(Λ) ↪→ 〈ξ〉sL2(Λ), r > 0, is compact. 
The next lemma provides trace class properties needed in the study of determinants:
Lemma 6.4. For t > 3n+ s the inclusion H t(Λ) ↪→ Hs(Λ) is of trace class.
Proof. First, note that for all r ∈ R, mr(α, α∗) := 〈αξ〉 r2 〈α∗〉r is an order function in
the sense of [Zw12, Section 4.4.1] and for r < −2n∫
T ∗Λ
mr(α, α
∗)dαdα∗ <∞.
Therefore (see [Zw12, (C.3.6)] or [DiSj99, Chapter 8]) if 〈ξ〉−sA〈ξ〉s ∈ Ψ(mr) for r <
−2n, then A : 〈ξ〉−sL2(Λ)→ 〈ξ〉−sL2(Λ) is of trace class.
On the other hand, Lemma 6.3 shows that
A := 〈αξ〉−r2 〈hDα〉− r2 = O(1) : T (H t(Λ))→ 〈ξ〉−sL2(Λ), r = 2(s− t)
3
.
Also, A ∈ Ψ(m−r) is elliptic and invertible and hence A−1 ∈ Ψ(mr). Therefore A−1 is
of trace if r = 2(s−t)
3
< −2n, that is when t > 3n+ s. We conclude that
‖ I ‖L1(T (Ht(Λ)),〈ξ〉−sL2(Λ)) ≤ ‖A−1‖L1(〈ξ〉−sL2(Λ),〈ξ〉−sL2(Λ))‖A‖T (Ht(Λ))→〈ξ〉−sL2(Λ) <∞,
where L1 denotes the trace class. 
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7. 0th order operators and viscosity limits
Recall that the constructions in the previous sections depend only on finitely many
S1 norms of G determining
Λ = ΛG = {(x+ iGξ, ξ − iGx) | (x, ξ) ∈ T ∗Tn}.
(Unless we worked with different G’s, we suppress the dependence on G in ΛG.) There-
fore, we start by fixing h > 0, 0 > 0 small enough and N0 > 0 large enough such that
if
sup
|α|+|β|≤N0
〈ξ〉1−|β||∂αx∂βξG| ≤ 0, (7.1)
the constructions of TΛ, SΛ, are valid and
BΛ − ΠΛ : 〈ξ〉NL2(Λ)→ 〈ξ〉−NL2(Λ).
7.1. Elliptic regularity in deformed spaces. We begin with the following prelim-
inary elliptic regularity lemma.
Lemma 7.1. Suppose that G ∈ S1(T ∗Tn) satisfies (7.1) and
sup
|α|+|β|≤1
|〈ξ〉1−|β|∂αx∂βξG| ≤ 1, (7.2)
for a fixed 1. Suppose also that E is given by (6.2) with e (replacing p) satisfying (6.3)
and
|e(z, ζ)| ≥ c1|ζ|m, |ζ| ≥ C, | Im z| ≤ 1, | Im ζ| ≤ 1〈ζ〉.
Then E : HsΛ → Hs−mΛ is a Fredholm operator and there exists C1 = C1(s, 1, E,N) > 0
such that
1
2
c1‖u‖HsΛ ≤ ‖Eu‖Hs−mΛ + C1‖u‖H−NΛ .
Proof. The assumptions on e guarantee that
|e|Λ(α)| ≥ c1|αξ|m, |αξ| ≥ C, α ∈ Λ.
Proposition 6.2 then shows
ΠΛTΛESΛΠΛ = ΠΛbEΠΛ +R
′
with
bE ∼
∑
j
bj, bj ∈ Sm−j, b0 = e|Λ
and
‖R′‖〈ξ〉NL2(Λ)→〈ξ〉−s+mL2(Λ) ≤ C ′2 = C ′2(s, 1, E,N).
Since |b0| ≥ c1|αξ|m on |αξ| ≥ C, there is b∞ ∈ S−∞ such that with b := bE + b∞
|b| ≥ 2
3
c1〈|αξ|〉m,
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and
ΠΛTΛESΛΠΛ = ΠΛbΠΛ +R,
‖R‖〈ξ〉NL2(Λ)→〈ξ〉−s+mL2(Λ) ≤ C2 = C2(s, 1, E,N).
For u ∈ Hs(Λ) we compute
‖Eu‖2
Hs−mΛ
= 〈ΠΛTΛESΛΠΛTΛu,ΠΛTΛESΛΠΛTΛu〉〈ξ〉−s+mL2
= 〈(b+R)TΛu, (b+R)TΛu〉〈ξ〉−s+mL2
≥ 〈|b|2TΛu, TΛu〉〈ξ〉−s+mL2 − 2 sup〈ξ〉−m|b|C2‖u‖H−NΛ ‖u‖HsΛ − C
2
2‖u‖2H−NΛ
≥ 1
4
c21‖u‖2HsΛ − C
2
1‖u‖2H−NΛ
with C1 = C1(s, 1, E,N). Therefore,
1
2
c1‖u‖HsΛ ≤ ‖Eu‖Hs−mΛ + C1‖u‖H−NΛ . (7.3)
We now note that for all s,
〈E∗u, v〉HsΛ = 〈u,Ev〉HsΛ = 〈TΛu,ΠΛTΛESΛΠΛTΛv〉〈ξ〉−sL2(Λ)
= 〈TΛu, (b+R)TΛv〉〈ξ〉−sL2(Λ)
= 〈(b¯+R∗)TΛu, TΛv〉〈ξ〉−sL2(Λ).
(7.4)
Using (7.4), we obtain
‖E∗u‖2
Hs−mΛ
= 〈E∗u,E∗u〉Hs−mΛ = 〈(b¯+R
∗)TΛu, (b¯+R∗)TΛu〉〈ξ〉−s+mL2
≥ 1
4
c21‖u‖2HsΛ − C
2
1‖u‖2H−NΛ .
Therefore
1
2
c1‖u‖HsΛ ≤ ‖E∗u‖Hs−mΛ + C1‖u‖H−NΛ . (7.5)
Combining (7.3) and (7.5) with s replaced by m − s, and applying Lemma 6.3, we
have for N > m − s that Hs−mΛ → H−NΛ is compact. Thus, we have proved that
E : HsΛ → Hs−mΛ is a Fredholm operator. 
7.2. Zeroth order operators on deformed spaces. We now work in the setting
of Theorem 2. Let P ∈ Ψ0 satisfy the assumptions there, G0 ∈ S1(T ∗Tn) and C > 0
such that
HpG0 > 0, {|ξ| > C} ∩ {p = 0}. (7.6)
Define the R-symplectic I-Lagrangian submanifold Λθ ⊂ T˜ ∗Tn by
Λθ = {(x+ iθ∂ξG0, ξ − iθ∂xG0) | (x, ξ) ∈ T ∗Tn}.
We work with the spaces HmΛθ as defined in (4.7). Observe that for |θ| small enough,
θG0 satisfies (7.1). To avoid cumbersome notation, we will suppress the dependence
of Λθ on θ.
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For u ∈ HmΛ we have TΛPu = ΠΛTΛPSΛTΛu. By Proposition 6.2
ΠΛTΛPSΛΠΛ = ΠΛbPΠΛ +R1, ΠΛTΛ∆SΛΠΛ = ΠΛa∆ΠΛ +R2, (7.7)
where Ri : 〈ξ〉NL2(Λ)→ 〈ξ〉−NL2(Λ),
bP − p|Λ ∈ S−1, a∆ + (ζ)2|Λ ∈ S−1.
Now,
p|Λ = p(x, ξ)− iθHpG0 +O(θ2)S0 .
In particular, by (7.6), there are c, C > 0 such that for θ > 0 small enough,
Im p|Λ ≤ (−c+ C〈ξ〉−1)θ, on
∣∣Re p|Λ∣∣ ≤ c.
In particular, there exists b∞ ∈ S−∞ such that for e0 := bP + b∞, there are c0, C0 > 0
satisfying
|e0| > c0θ > 0, Im e0 ≤ −c0θ on |Re e0| < c0, | Im e0| ≤ C0(θ + 〈ξ〉−1)
(7.8)
By (7.7), we also have
ΠΛTΛPSΛΠΛ = ΠΛe0ΠΛ +R0 (7.9)
with R0 : 〈ξ〉NL2(Λ)→ 〈ξ〉−NL2(Λ) uniformly over 0 ≤ θ ≤ θ0.
To analyse the contribution of the Laplacian we note that
Re(ζ)2|Λ ≥ (1− Cθ2)|ξ|2, | Im(ζ)2|Λ| ≤ Cθ|ξ|2.
Therefore, for θ > 0 small enough, we can find a∞ ∈ S−∞ such that
Re(a∆ + a∞) ≥ 1
2
〈ξ〉2, | Im(a∆ + a∞)| ≤ Cθ|ξ|2 + C|ξ|, (7.10)
and we have
ΠΛTΛ(P + iν∆)SΛΠΛ = ΠΛeνΠΛ +Rν , eν := e0 − iν(a∆ + a∞) (7.11)
where, by (7.7) and (7.9), Rν : 〈ξ〉NL2(Λ) → 〈ξ〉−NL2(Λ) uniformly in 0 ≤ ν ≤ 1,
0 ≤ θ ≤ θ0.
The next lemma gives us crucial properties of eν :
Lemma 7.2. There exist c1, θ0, ν0 > 0 such that for all 0 ≤ ν ≤ ν0 and 0 < θ ≤ θ0
|eν | > c1θ > 0,
Im eν ≤ −c1θ on |Re eν | < c1.
(7.12)
Proof. We consider two cases. First, suppose |ξ| ≥Mν−1/2. Then, by (7.10) and (7.8),
there are c2, C2 > 0 such that
Im eν ≤ −c2M2 + C2(θ +M−1ν1/2).
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Therefore, setting
M = max
(
1, 2
√
C2/c2
)
,
(7.12) holds on |ξ| ≥Mν−1/2 (uniformly in 0 ≤ ν ≤ 1 and 0 ≤ θ ≤ 1).
We next consider the case |ξ| ≤Mν−1/2. If c0 ≥ 2|Re eν |, then
c0
2
≥ |Re eν | ≥ |Re e0| − CθM2 − Cν1/2M.
Choosing θ0 and ν0 small enough, we obtain |Re e0| ≤ c0 and hence
Im eν ≤ Im e0 ≤ −c0θ,
which completes the proof of (7.12). 
7.3. Fredholm properties and meromorphy of the resolvent. We add a lo-
calized absorbing potential to P + iν∆ to obtain invertibility. That is, for q ∈
C∞c (Λ; [0,∞)) we define
Pq,ν := P + iν∆− iQ, Q := SΛΠΛqΠΛTΛ. (7.13)
This family includes the operator P = P0,0 and the viscous operator P + iν∆ = P0,ν .
We note that
ΠΛTΛQSΛΠΛ = ΠΛTΛSΛΠΛqΠΛTΛSΛΠΛ
= ΠΛPΛΠΛqΠΛPΛΠΛ = ΠΛqΠΛ,
(7.14)
where we recall that PΛ = TΛSΛ satisfies ΠΛ = PΛΠΛ. We record the following Lemma
for use later.
Lemma 7.3. The adjoint of P : Hs(Λ)→ Hs(Λ) satisfies
〈P ∗u, v〉Hs(Λ) = 〈(ΠΛ e¯0 ΠΛ +R∗0)Tu, Tv〉〈ξ〉−sL2(Λ),
and the adjoint of Pq,ν : H
s+2(Λ)→ Hs(Λ), ν > 0 satisfies
〈P ∗q,νu, v〉Hs(Λ) = 〈(ΠΛ (e¯ν − iq) ΠΛ +R∗ν)Tu, Tv〉〈ξ〉−sL2(Λ).
Proof. The lemma follows from (7.4). 
We start by proving that P − ω is Fredholm on HsΛ. In particular, the next lemma
proves the first part of Theorem 2 with X = HsΛ.
Lemma 7.4. There is ω0 > 0 such that for Imω > −ω0θ and |Reω| < ω0,
P − ω : HsΛ → HsΛ
is a Fredholm operator. For Imω  1, P −ω is invertible with inverse R(ω) satisfying
‖R(ω)‖HsΛ→HsΛ ≤
C
Imω
, Imω ≥ C, |Reω| < ω0.
In particular, R(ω) : HsΛ → HsΛ is a meromorphic family of operators for ω ∈
(−ω0, ω0) + i(−ω0θ,∞).
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Proof. First, observe that by (7.11) with ν = 0, for all N > 0 there is CN > 0 such
that for u ∈ HsΛ,
‖(P − ω)u‖2HsΛ = |〈(P − ω)u, (P − ω)u〉HsΛ|
=
∣∣∣〈ΠΛTΛ(P − ω)SΛΠΛTΛu,ΠΛTΛ(P − ω)SΛΠΛTΛu〉〈ξ〉−sL2∣∣∣
≥ |〈|e0 − ω|2TΛu, TΛu〉〈ξ〉−sL2| − |〈R0TΛu, (e0 − ω)TΛu〉〈ξ〉−sL2|
− |〈(e0 − ω)TΛu,R0TΛu〉〈ξ〉−sL2| − |〈R0TΛu,R0u〉〈ξ〉−sL2|
≥ 1
2
(|Re(e0 − ω)|2 + | Im e0 − ω|2)‖u‖2HsΛ − CN‖u‖
2
H−NΛ
.
By (7.12), there is c1 > 0 such that Im e0 ≤ −c1θ on |Re e0| ≤ c1. Therefore, on
|Re e0| ≤ c1,
|e0 − ω|2 ≥ (c1θ + Imω)2 ≥ c
2
1θ
2
4
+ max(Imω, 0)2,
where we have taken ω0 =
c1
2
and Imω ≥ −ω0θ. Then, using |Reω| ≤ ω0, on
|Re e0| ≥ c1, there is C > 0 such that
|e0 − ω|2 ≥ c
2
1
4
+ min(| Imω|2 − C, 0) ≥ c1(1 + | Imω|2).
In particular,
‖u‖2HsΛ ≤ C(1 + | Imω|
2)−1[‖(P − ω)u‖2HsΛ + CN‖u‖
2
H−NΛ
]. (7.15)
By almost exactly the same argument, using Lemma 7.3, we obtain
‖u‖HsΛ ≤ C(1 + | Imω|2)−1[‖(P ∗ − ω¯)u‖HsΛ + CN‖u‖H−NΛ ]. (7.16)
Next, by Lemma 6.3, for N > −s, the embedding HsΛ → H−NΛ is compact. Therefore,
P − ω : HsΛ → HsΛ is Fredholm.
Finally, taking Imω  1, we may absorb the H−NΛ error into the left hand sides
of (7.15) and (7.16) to obtain that P − ω : HsΛ → HsΛ is invertible with the desired
estimate. The meromorphic Fredholm theorem (see e.g [DyZw19a, Theorem C.9]) then
shows that R(ω) is a meromorphic family of operators on (−ω0, ω0) + i(−ω0θ,∞). 
We next study the meromorphy of the inverse of Pq,ν − ω, where Pq,ν is given in
(7.13):
Lemma 7.5. There exists 0 > 0 such that the following holds. For all s ∈ R, K ∈ N,
ω ∈ C, q ∈ C∞c (T ∗Tn) and ν > 0 there are C0 = Cs,ν,K, and C1 = Cs,ν,K,N such that
for all G satisfying (7.1),
(Pq,ν − ω)K : HsΛ → Hs−2KΛ
is a Fredholm operator and
‖u‖HsΛ ≤ C0‖(Pq,ν − ω)Ku‖Hs−2KΛ + C1‖u‖H−NΛ . (7.17)
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Moreover, Pq,ν − ω : HsΛ → Hs−2Λ is invertible for Imω  1 with inverse Rq,ν(ω)
satisfying
‖Rq,ν(ω)‖HsΛ→Hs+2Λ ≤ Cν
−1, Imω ≥ C(1 + ν).
In particular, for all ν > 0, Rq,ν(ω) : HsΛ → Hs+2Λ is a meromorphic family of operators
for ω ∈ C.
Proof. We first note that
|σ(∆)(z, ζ)| = |ζ2| ≥ |Re ζ|2 − | Im ζ|2
and hence ∆K satisfies the hypotheses of Lemma 7.1 for any 1 < 1. In particular, by
that lemma (iν∆)K : HsΛ → Hs−2KΛ is a Fredholm operator and satisfies
‖u‖HsΛ ≤ CK1 ν−K‖(iν∆)Ku‖Hs−2KΛ + ν
−KCs,N,K‖u‖H−NΛ , (7.18)
for any G satisfying (7.1).
Next, observe that (Pq,ν−ω)K− (iν∆)K : HsΛ → Hs−2K+2Λ and Hs−2K+2Λ → Hs−2KΛ is
compact by Lemma 6.3. Therefore, (Pq,ν−ω)K : HsΛ → Hs−2KΛ is a Fredholm operator.
Finally, using (7.18),
‖u‖HsΛ ≤ Cν,K‖(iν∆)Ku‖Hs−2KΛ + Cs,ν,N,K‖u‖H−NΛ
≤ Cν,K‖(Pq,ν − ω)Ku‖Hs−2KΛ + Cs,ν,K‖u‖Hs−2Λ + Cs,ν,N,K‖u‖H−NΛ .
Estimating ‖u‖Hs−2Λ by ‖(Pq,ν − ω)
K‖Hs−2K−2Λ and iterating we obtain (7.17).
For invertibility, let Imω  1 and consider
‖(Pq,ν − ω)u‖Hs−2Λ ‖u‖Hs−2Λ
≥ − Im〈(Pq,ν − ω)u, u〉Hs−2Λ
≥ − Im〈ΠΛ(iνa− iq − ω)ΠΛTΛu, TΛu〉〈ξ〉−s+2L2(Λ) − CN‖u‖2H−NΛ
(7.19)
where a = a∆ + a∞ is as in (7.10). In particular, for Imω > 0,
Im iνa− iq − ω ≤ −cν|ξ|2 + Cν|ξ| − Imω,
and for Imω ≥ CN + 1 + Cν,
Im iνa− iq − ω ≤ −CN − 1− cν|ξ|2.
Using this in (7.19), we obtain
‖(Pq,ν − ω)u‖Hs−2Λ ≥ Cν‖u‖HsΛ .
This same argument implies that
‖(P ∗q,ν − ω¯)u‖Hs−2Λ ≥ Cν‖u‖HsΛ .
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and hence Pq,ν − ω is invertible with inverse as claimed. The meromorphic Fredholm
theorem (see e.g [DyZw19a, Theorem C.9]) then shows that Rq,ν(ω) is a meromorphic
family of operators for ω ∈ C. 
7.4. A parametrix for the resolvent of P0,ν−ω. We next find q so that the compact
perturbation Pq,ν of P0,ν is invertible. This inverse will be used to approximate the
inverse of P0,ν .
Lemma 7.6. There are ω0, ν0, θ0 > 0 so that for all  > 0 and θ ∈ (0, θ0), there is q =
q(, θ) ∈ C∞c (Λ; [0,∞)) such that for all ν ∈ (0, ν0], and ω ∈ (−ω0, ω0) + i(−ω0θ,∞),
the operators
Pq,ν − ω : Hs+2Λ → HsΛ, and Pq,0 − ω : HsΛ → HsΛ
are invertible with inverse Rq,ν(ω) := (Pq,ν − ω)−1 satisfying
‖Rq,ν(ω)‖HsΛ→Hs−Λ ≤ 1
Proof. First, observe that by (7.11) and (7.14)
ΠΛTΛPq,νSΛΠΛ = ΠΛ(eν − iq)ΠΛ +Rν .
Therefore,
‖(Pq,ν − ω)u‖2HsΛ
≥ |〈〈ξ〉|eν − iq − ω|2〈ξ〉〈ξ〉−TΛu, 〈ξ〉−TΛu〉〈ξ〉−sL2|
− |〈Rν〈ξ〉〈ξ〉−TΛu,Rν〈ξ〉〈ξ〉−TΛu〉〈ξ〉−sL2 |
− 2|〈Rν〈ξ〉〈ξ〉−TΛu, (eν − iq − ω)〈ξ〉〈ξ〉−TΛu〉〈ξ〉−sL2|
≥ 1
2
|〈〈ξ〉|eν − iq − ω|2〈ξ〉〈ξ〉−TΛu, 〈ξ〉−TΛu〉〈ξ〉−sL2|
− 3‖Rν‖2〈ξ〉−s+L2(Λ)→〈ξ〉−sL2(Λ)‖〈ξ〉−TΛu‖2〈ξ〉−sL2(Λ).
(7.20)
Let θ0, ν0, and c1 be as Lemma 7.2 and fix χ = χ ∈ C∞c (Λ; [0, 1]) with
χ ≡ 1 on 〈ξ〉2 < 16 max(3 sup0≤ν≤1 ‖Rν‖
2
〈ξ〉−s−L2(Λ)→〈ξ〉−sL2(Λ), 1)
c21 min(1, θ
2)
.
Then, let q = Mχ for M to be chosen later and ω0 ≤ c1/2. On supp(1− χ),
1
2
〈ξ〉2|eν − iq − ω|2 ≥ 12〈ξ〉2(|Re eν − Reω|2 + | Im eν − q − Imω|2)
≥ 1
2
〈ξ〉2(min((|c1| − |Reω|)2, |c1θ + Imω|2)
≥ 1
8
〈ξ〉2c21 min(1, θ2)
≥ 1 + 3‖Rν‖2〈ξ〉−s−L2(Λ)→〈ξ〉−sL2(Λ).
On χ ≡ 1, we have
1
2
〈ξ〉2|eν − iq − ω|2 ≥ 14〈ξ〉2(M2 − 4(ω0θ + |eν |)2) ≥ 14(M2 − C)
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for some C > 0 independent of ν, ω0, θ ∈ [0, 1]. Therefore, for ω0 := min(c1/2, 1) and
M2 := C + 4 + 12 sup
0≤ν≤1
‖Rν‖2〈ξ〉−s−L2→〈ξ〉−sL2
we have
inf
Λ
1
2
〈ξ〉2|eν − iq − ω|2 ≥ 1 + 3 sup
0≤ν≤1
‖Rν‖2〈ξ〉−s−L2(Λ)→〈ξ〉−sL2(Λ).
In particular, using this in (7.20) yields
‖u‖Hs−Λ ≤ ‖(Pq,ν − ω)u‖HsΛ . (7.21)
As in the proofs of Lemma 7.4, an identical argument using ‖(P ∗q,ν − ω¯)u‖2HsΛ implies
‖u‖Hs−Λ ≤ ‖(P
∗
q,ν − ω¯)u‖HsΛ . (7.22)
Since, P0,ν−Pq,ν : Hs+2Λ → HNΛ for any N , Pq,ν−ω is a Fredholm operator. In particu-
lar, (7.21) and (7.22) imply that Rq,ν(ω) exists and satisfies the requisite bounds. 
7.5. Convergence of the poles of R0,ν(ω). We now finish the proof of Theorem 1.
Proof of Theorem 1. First, observe that by Lemma 7.6 for ω ∈ (−ω0, ω0)+i(−ω0θ,∞),
and ν ∈ [0, ν0] the inverse Rq,ν : HsΛ → HsΛ exists and satisfies
(I +iRq,ν(ω)Q) = Rq,ν(ω)(P0,ν − ω).
Moreover, by Lemmas 7.4 and 7.5, there is Cν > 0 such that for ω ∈ (−ω0, ω0) +
i(Cν ,∞), R0,ν(ω) : HsΛ → HsΛ exists. Therefore, for ω in this region, the inverse
(I +iRq,ν(ω)Q)
−1 = R0,ν(ω)(Pq,ν − ω) : HsΛ → HsΛ
exists.
Now, for any N > 0, Q : HsΛ → Hs+N+Λ and Rq,ν(ω) : Hs+N+Λ → Hs+NΛ , with
uniform bounds in ν ≥ 0. Therefore, Lemma 6.4 implies that for any s
Rq,ν(ω)Q : HsΛ → HsΛ,
is trace class with uniformly bounded trace class norm. In particular, for ω ∈ (−ω0, ω0)+
i(−ω0θ,∞) the operator
I +iRq,ν(ω)Q : HsΛ → HsΛ,
is Fredholm with index 0. Thus, by the meromorphic version of Fredholm analyticity
(see for instance [DyZw19a, Theorem C.10])
(I +iRq,ν(ω)Q)−1 : HsΛ → HsΛ
is a meromorphic family of operators satisfying
R0,ν(ω) = (I +iRq,ν(ω)Q)−1Rq,ν(ω). (7.23)
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For q chosen in Lemma 7.6, Rq,ν(ω) is analytic in (−ω0, ω0) + i(−ω0θ,∞). Hence, the
eigenvalues of P0,ν on H
0
Λ agree, with multiplicity, with the zeroes of
fν(ω) := detH0Λ(I +iRq,ν(ω)Q).
Lemma 7.7. We have
fν(ω) −→
ν→0
f0(ω)
uniformly on compact subsets of ω ∈ (−ω0, ω0) + i(−ω0θ,∞).
Proof. First, note that
ν−1[(Rq,ν(ω)−Rq,0(ω))Q] = −iRq,ν(ω)∆Rq,0(ω)Q.
Since Q : HsΛ → Hs+NΛ for any N , and, by Lemma 7.6, Rq,ν : HsΛ → Hs−Λ with uniform
bounds in ν, Rq,ν(ω)∆Rq,0(ω)Q : H
s
Λ → Hs+NΛ is uniformly bounded in ν for any N .
In particular, Lemma 6.4 implies
ν−1‖(Rq,ν(ω)−Rq,0(ω))Q‖L1(HsΛ→HsΛ) ≤ C.
By [DyZw19a, Proposition B.29]
|detHsΛ(I + A)− detHsΛ(I +B)| ≤ ‖A−B‖L1(HsΛ→HsΛ)e
1+‖A‖L1(Hs
Λ
→Hs
Λ
)+‖B‖L1(Hs
Λ
→Hs
Λ
) .
Therefore, since Rq,νQ : HsΛ → HNΛ is uniformly bounded in ν for any N , the lemma
is proved. 
Finally, we show that the eigenvalues of P0,ν on H
s
Λ agree with those on L
2. Together
with Lemma 7.7, this will complete the proof of Theorem 1.
Lemma 7.8. Let ν > 0, and G0, G1 satisfy (7.1). Suppose that u ∈ HsΛG1 and
(P0,ν − ω)Ku = 0 (7.24)
Then u ∈ HkΛG0 for any k. In particular, the spectrum of P0,ν on L
2(Tn) agrees with
that on HsΛ.
Proof. Let G = (1 − χ(|ξ|))G1 + χ(|ξ|)G0 with χ ∈ C∞c (R), χ ≡ 1 on [−1/2, 1/2]
and suppχ ⊂ (−1, 1). Note that G satisfies (7.1) and lim→0G = G0 pointwise. In
particular, G = G0 on 2|ξ| < −1 and G = G1 on |ξ| > −1.
Suppose that u ∈ HsΛG1 satisfies (7.24). Then,
‖u‖HsΛG = ‖〈ξ〉
sTΛGu‖L2(ΛG )
≤ ‖1|ξ|≤−1〈ξ〉kTΛGu‖2L2(ΛG ) + ‖1|ξ|>−1〈ξ〉sTΛG1u‖2L2(ΛG1 )
≤ ‖1|ξ|≤−1〈ξ〉sTΛGSΛG1TΛG1u‖2L2(ΛG ) + ‖1|ξ|>−1〈ξ〉sTΛG1u‖2L2(ΛG1 )
≤ C‖〈ξ〉sTΛG1u‖L2(ΛG1 ),
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where in the last line we use Lemma 4.7. In particular, u ∈ Hs(ΛG) for each fixed
 > 0.
Since u ∈ HsΛG , we can apply (7.17) together with (7.24) to obtain
‖u‖HkΛG ≤ Ck,N,ν‖u‖H−NΛG .
where Cs,N,ν does not depend on . Writing this on the FBI transform side, we have
‖〈ξ〉kTΛGu‖L2(ΛG ) ≤ Ck,N,ν‖〈ξ〉−NTΛGu‖L2(ΛG )
≤ Ck,N,ν
(‖1|ξ|≤MTΛGu‖L2(ΛG ) +Mk−N‖〈ξ〉kTΛGu‖L2(ΛG )).
Now, choosing M ≥ (2Ck,N,ν) 1N−k large enough, and subtracting the last term to the
left hand side, we obtain
‖〈ξ〉kTΛGu‖L2(ΛG ) ≤ Ck,N,ν‖1|ξ|≤MTΛGu‖L2(ΛG ) = Ck,N,ν‖1|ξ|≤MTΛG0u‖L2(ΛG0 )
= Ck,N,ν‖1|ξ|≤MTΛG0SΛG1TΛG1u‖L2(ΛG0 )
≤ Ck,s,N,ν‖〈ξ〉sTΛG1u‖L2(ΛG1 ),
where in the last line we apply Lemma 4.7.
In particular, sending → 0+, we have that
lim sup
→0
‖〈ξ〉kTΛGu‖L2(ΛG ) ≤ C‖u‖HsΛ1 .
Finally, by Fatou’s lemma together with the fact that G → G0, this implies
‖u‖HkΛG0 = ‖〈ξ〉
kTΛG0u‖L2(ΛG0 ) ≤ C‖u‖HsΛ1 ,
and in particular, u ∈ HkΛG0 as claimed. 
This completes the proof of Theorem 1. 
7.6. Poles of the resolvent R0,0(ω) in the upper half plane. Finally, we study
the behavior of R0,0(ω) = R(ω) for Imω ≥ 0 and complete the proof of Theorem 2.
(That resolvent was defined in Lemma 7.4.)
Lemma 7.9. Suppose that
ω1 ∈ {|Reω| < ω0, Imω ≥ 0} \ specpp,L2(P ).
Then, R(ω) is analytic near ω1. Moreover, for s ∈ R, Imω > 0 and u ∈ L2(Tn)∩HsΛ,
R(ω)u = RL2(ω)u where RL2 denotes the L2 resolvent for P .
Conversely, if ω1 ∈ (−ω0, ω0) ∩ specpp,L2(P ), then ω1 is a pole of R(ω) and
R(ω) = A(ω) + Πω1
ω − ω1 ,
where A(ω) : HsΛ → HsΛ is analytic near ω1 and Πω1 is the orthogonal projection onto
the L2 eigenspace of P at ω1.
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Proof. For Imω > 0, the spectral theorem shows that the resolvent of P ,
RL2(ω) := (P − ω)−1 : L2(Tn)→ L2(Tn)
exists and is analytic. Also, Lemma 7.4 shows that R(ω) = R0,0(ω) is a meromorphic
family of operators in (−ω0, ω0) + i(−c0θ,∞).
Lemma B.5 implies that for u ∈ Aδ (defined in (4.2)) and Imω  1, RL2(ω)u ∈ Aδ
Since P : HΛ → HΛ and Aδ ⊂ HΛ, R(ω)(P − ω)|Aδ = IAδ . Therefore, for u ∈ Aδ,
RL2(ω)u = [R(ω)(P − ω)]RL2u = R(ω)
[
(P − ω)RL2(ω)
]
u = R(ω)u.
Since Aδ are dense in both L2(Tn) and HsΛ,
R(ω)u = RL2(ω)u, Imω > 0, Reω ∈ (−ω0, ω0), u ∈ L2(Tn) ∩HsΛ.
This proves the first part of the lemma.
To prove the secod part, let ω1 ∈ (−ω0, ω0) and Πω1 : L2(Tn) → L2(Tn) be the
orthogonal projection onto the ω1 eigenspace for P (possibly the zero operator if ω1 is
not an embedded eigenvalue for P ). By [DyZw19b, Lemma 3.2], the ω1 eigenfunctions
of P are smooth and hence P˜ = P + Πω1 has the same symbol as P and no embedded
eigenvalue at ω1. Moreover, we may choose  > 0 so small that ω1 is the only embedded
eigenvalue for P in |ω − ω1| < . Then, for 0 < |ω − ω1| < , Imω > 0,
RL2(ω) = (P˜ − ω)−1 + (P − ω)−1Πω1(P˜ − ω)−1
= (P˜ − ω)−1 + Πω1
(ω1 − ω)(1 + ω1 − ω) .
Note that by [DyZw19b, Lemma 3.3] for ω ∈ (ω1 − , ω1 + ), the limiting absorption
resolvent (P˜ − ω − i0)−1 : H1/2+0 → H−1/2−0 exists.
The meromorphy of R(ω) : HsΛ → HsΛ (Lemma 7.4) gives
R(ω) = A(ω) +
K∑
j=1
Bj
(ω − ω1)j (7.25)
where A : HsΛ → HsΛ is holomorphic near ω1. Therefore, for |ω − ω1| < , Imω > 0,
and u ∈ L2(Tn) ∩HsΛ,
(ω − ω1)KA(ω)u+
K∑
j=1
(ω − ω1)K−jBju
= (ω − ω1)K
[
(P˜ − ω)−1 − Πω1
1 + ω1 − ω
]
u− (ω − ω1)K−1Πω1u.
(7.26)
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Let u ∈ Aδ ⊂ HsΛ ∩H
1
2
+0. Then, using (7.26) with ω = ω1 + ir, we obtain
BKu = lim
r→0+
[(ir)KA(ω1 + ir)u+
K∑
j=1
(ir)K−jBju]
= lim
r→0+
(ir)K
[
(P˜ − ω1 − ir)−1 − Πω1
1− ir
]
u− (ir)K−1Πω1u
= δK1Πω1u
Since Aδ is dense in both H
1
2
+0 and HsΛ, BK = δK1Πω1 . In particular, we may
write (7.25) with K = 1 and by the same argument obtain B1 = Πω1 . 
Appendix A. Review of some almost analytic constructions
Here we include some facts about almost analytic functions and manifolds. For an
in-depth presentation see [MeSj74, §1-3] and [Tr81, Chapter X].
A.1. Almost analytic manifolds. Let U be an open subset of Cm and let UR :=
U ∩ Rm. We define an almost analytic function as follows:
f ∈ Caa(U) ⇐⇒ ∂z¯f(z) = OK(| Im z|∞), z ∈ K b U.
This definition is non-trivial only for UR 6= ∅. We write f ∼ 0 in U if f(z) =
OK(| Im z|∞), z ∈ K b U ⊂ Cm. We note that (see [Tr81, Lemma X.2.2]) that
for f ∈ C∞ that implies ∂αf ∼ 0 in U .
We also need the notion of an almost analytic manifold. Let Λ ⊂ Cm be a smooth
manifold and ΛR := Λ ∩ Rm. We say that Λ is almost analytic if near any point
z0 ∈ ΛR, there exist a neigbourhood U of z0 in Cm and functions f1, . . . , fk ∈ C∞(Cm)
such that:
Λ ∩ U = {z : fj(z) = 0, 1 ≤ j ≤ k}, ∂zfj(z0) are linearly independent,
|∂z¯fj(z)| = O(| Im z|∞ + | sup
1≤`≤k
f`(z)|∞),
see [MeSj74, Theorem 1.4].
A special case is given by
fj(z) = zj − hj(z′), z′ := (zk+1, · · · , zn). (A.1)
Equivalence of two almost analytic manifolds can be defined as follows (see [MeSj74,
Definition 1.6, Proposition 1.7]): suppose Λ1 ∩ Rm = Λ2 ∩ Rm and that Λk is defined
by (A.1) with h = hk, k = 1, 2, respectively. Then
Λ1 and Λ2 are equivalent as almost analytic submanifolds (denoted Λ1 ∼ Λ2)
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if and only if, on compact subsets,
|h1(z′)− h2(z′)| = O(| Imh1(z′)|∞)
or, equivalently,
|h1(z′)− h2(z′)| = O(| Im z′|∞ + | Imh1(z′)|∞).
(A.2)
We now consider almost analytic vector fields:
V =
m∑
j=1
aj(z)∂zj , aj ∈ Caa(Cn),
which we identify with real vector fields V̂ such that for u holomorphic V̂ f = V :
V̂ := V + V¯ = 2 ReV
=
m∑
j=1
Re aj(z)(∂zj + ∂z¯j) + i Im aj(z)(∂zj − ∂z¯j)
=
m∑
j=1
Re aj(z)∂Re zj + Im aj(z)∂Im zj .
Example. Suppose M ⊂ Cm, dimRM = 2k is almost analytic. Then vector fields
tangent to M are spanned by almost analytic vector fields, Vj = aj(z) · ∂z, ∂z¯aj(z) =
O(| Im z|∞), z ∈M , j = 1, · · · k. In fact, using [MeSj74, Theorem 1.4, 3◦] we can write
M locally near any z ∈ M ∩ Rm as {(z′, h(z′)) : z′ ∈ Ck}, h = (hk+1, · · · , hm) : Ck →
Cm−k, ∂z¯h = O(| Im z′|∞ + | Imh(z′)|∞). We then put
Vj = ∂zj +
m∑
`=k+1
∂zjh`(z
′)∂z` . (A.3)
The real vector fields V̂j then span the vector fields tangent to M . 
Following [MeSj74] and [Sj74] we define the (small complex time) flow of V as follows
for s ∈ C, |s| ≤ δ
Φs(z) := exp ŝV (z). (A.4)
The right hand side is the flow out at time 1 of the real vector field ŝV . Unless
the coefficients in V are holomorphic [V̂ , îV ] 6= 0 which means that exp(s + t)V 6=
exp sV exp tV for s, t ∈ C. However, we still have [îV , V̂ ] ∼ 0.
Lemma A.1. Suppose that Γ ∈ Cm is an embedded almost analytic submanifold of
real dimension 2k and V is an almost analytic vector field. Assume that,
V̂ , îV are linearly independent with span transversal to Γ, (A.5)
and that, in the notation of (A.4),
| Im Φt(z)| ≥ |t|/CK , z ∈ K b Γ. (A.6)
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Then for any U b Cm, there exists δ such that
Λ :=
{
exp t̂V (ρ) : ρ ∈ Γ ∩ U, |t| < δ, t ∈ C
}
is an almost analytic manifold, ΛR = ΓR and dimRe Λ = 2k + 2.
We will use the following geometric lemma:
Lemma A.2. Suppose Zj ∈ C∞(Rm;T ∗Rm), j = 1, · · · , J , are smooth vector fields
and, for s ∈ RJ ,
〈s, Z〉 :=
J∑
j=1
sjZj ∈ C∞(Rm;T ∗Rm).
Then for f ∈ C∞(Rm)
f(e〈s,Z〉(ρ)) =
P∑
p=1
1
p!
(〈s, Z〉)kf(ρ) +OK(|s|P+1), ρ ∈ K b Rm. (A.7)
while for Y ∈ C∞(Rm;T ∗Rm),
e〈s,Z〉∗ Y (ρ) =
P∑
p=1
1
p!
adk〈s,Z〉 Y (ρ) +OK(|s|P+1), ρ ∈ K b Rm. (A.8)
For a proof see for instance [Je14, Appendix A]. We recall that F∗Y (F (ρ)) :=
dF (ρ)Y (ρ).
Proof of Lemma A.1. Let ι : Γ ↪→ Cm be the inclusion map. Then
∂ exp(t1V̂ + t2 îV ) ◦ ι(ρ) : T(0,ρ)(R2t × Γ)→ TρCm
is given by (T,X) 7→ T1V̂ +T2îV +ι∗X, which, thanks to our assumptions, is surjective
onto a 2k + 2 (real) dimensional subspace of T ∗Cm. Hence, by the implicit function
theorem Λ is a 2k + 2 dimensional embedded submanifold of Cm.
To fix ideas we start with the simplest case of Γ = {0} ⊂ Cn. In that case {Λ =
{Φt(0) : t ∈ C, |t| < δ}, and from our assumption | Im Φt(0)| ∼ |t1V̂ + t2îV | ∼ |t|. The
tangent space is given by
TΦt(0)Λ = {∂tΦt(0)T + ∂t¯Φt(0)T¯ : T ∈ C} ⊂ C2.
If we show that
∂t¯Φt(0) = O(|t|∞) (A.9)
then d(TΦt(0)Λ, iTΦt(0)Λ) = O(t∞) and almost analyticity of Λ follows from [MeSj74,
Theorem 1.4, 1◦]. The estimate (A.9) will follow from showing that for any holomorphic
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function f , ∂α1t1 ∂
α2
t2 ∂t¯f(Φt(0))|t=0 = 0. But this follows from (A.7) and the fact that
[V̂ , îV ] ∼ 0 at 0. Indeed,
∂α1t1 ∂
α2
t2 ∂t¯f(Φt(0))|t=0 = ∂α1t1 ∂α2t2 ∂t¯
( ∞∑
k=0
1
k!
(
t1V̂ + t2îV
)k
f(0)
)
|t=0
= ∂α1t1 ∂
α2
t2
( ∞∑
k=0
1
k!
(
t1V̂ + t2îV
)k
(V̂ + iîV )f(0)
)
|t=0
= V̂ α1 îV
α2
(V̂ + i îV )f(0) = V̂ α1 îV
α2
(V − V )f(0) = 0.
(A.10)
The fact that V̂ and îV commute to infinite order at 0 was crucial in this calculation.
Holomorphy of f was used to have Ŵf = Wf .
We now move the general case. For z ∈ Γ, TΦt(z)Λ is spanned by
∂tΦt(z)T + ∂t¯Φt(z)T¯ , T ∈ C, dΦt(z)X, X ∈ TzΓ. (A.11)
We can repeat the calculation (A.10) with 0 replaced by z to see that, using the
assumption (A.6) and the fact that Im Φt(z) = Im z +O(t),
∂t¯Φ(z) = O(|t|∞ + | Im z|∞) = O(| Im Φt(z)|∞). (A.12)
To consider dΦt(z)X = (Φt)∗Y (Φt(z)) we choose a vector field tangent to Γ, Y , Yc(z) =
X. We choose
Yc = Ŵc, Wc =
k∑
j=1
cjVj, c ∈ Ck, (A.13)
a constant coefficient linear combination of vector fields (A.3). Then dΦt(z)X =
(Φt)∗Yc(Φt(z)) and we want to show that
c 7→ (Φt)∗Yc(Φt(z)) is complex linear modulo errors O(| Im Φt(z)|∞). (A.14)
In view of (A.11) that shows that d(TΦt(z)Λ, iTΦt(z)Λ) = O(| Im Φt(z)|∞) and from
[MeSj74, Theorem 1.4, 1◦] we conclude that Λ is almost analytic.
To establish (A.14) we use (A.8) with 〈s,X〉 = s1V̂ + s2îV , s1 = Re t, s2 = Im t.
Since [V̂ , îV ] ∼ 0 and V̂ ∼ îV /i at Imw = 0, we see that
(Φt)∗Yc(w) =
∞∑
p=0
tp
p!
adp
V̂
Wc(w) +O(|t|K+1 + | Imw|∞). (A.15)
Because of the form of Wc (see (A.3) and (A.13))
adp
V̂
Wc(w) = âd
p
V Wc(w) +O(| Imw′|∞ + | Imh(w′)|∞),
and
c 7→ adpV Wc(w) is complex linear.
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Since w = Φt(z), z ∈ Γ,
| Imw′|+ | Imh(w′)| = O(| Im z′|+ | Imh(z′)|+ |t|)
= O(| Im z|+ |t|) = O(| Imw|+ |t|) = O(| Imw|),
since | Imw| = | Im Φt(z)| ≥ |t|/C. Combining this estimates with (A.15) gives (A.14).

A.2. Almost analytic generating functions. We now recall how to obtain gener-
ating functions for almost analytic strictly positive Lagrangian manifolds. We recall
that an almost analytic submanifold of T ∗Cn, Λ, is Lagrangian if
(ωC)|Λ ∼ 0, ωC :=
n∑
j=1
dζj ∧ dzj.
In addition we say that Λ is strictly positive ([MeSj74, Definition 3.3]) if ΛR is a
submanifold of T ∗Rm and for all ρ ∈ ΛR,
1
i
σ(V, V¯ )(ρ) > 0, for all V ∈ TρΛ \ (TρΛR)C. (A.16)
Lemma A.3. Suppose that Λ is a strictly positive almost analytic Lagrangian sub-
manifold of nbhdT ∗Cm(0) given by
{(z, ζ(z)) | z ∈ nbhdCm(0)}.
Then there is C > 0 such that for x ∈ nbhdRm(0),
1
C
d(x, pi(ΛR)) ≤ | Im ζ(x)| ≤ Cd(x, pi(ΛR)). (A.17)
Proof. Since ΛR is a submanifold of T
∗Rm, we may choose real coordinates on Rm such
that (near 0)
ΛR = {(x′, 0, ζ(x′, 0)) | (x′, x′′) ∈ Rk × Rm−k}.
Then, with ρ = (x′, 0, ζ(x′, 0)), (TρΛR)C = {(δz′ , 0, ∂x′ζ(x′, 0)δz′) | δz′ ∈ Ck}, and it
follows that for all δx′′ ∈ Rm−k,
(0, δx′′ , ∂x′′ζ(x
′, 0)δx′′) ∈ TρΛ \ (TρΛR)C.
Strict positivity of Λ then implies that
1
i
σ
(
(0, δx′′ , ∂x′′ζ(x
′, 0)δx′′), (0, δx′′ , ∂x′′ζ(x′, 0)δx′′)
)
= 2〈Im ∂x′′ζδx′′ , δx′′〉 > 0.
Since in our coordinates,
1
C
|x′′| ≤ d(x, pi(ΛR)) ≤ C|x′′|,
(A.17) follows. 
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With this lemma in place we can find generating functions in the almost analytic
setting:
Lemma A.4. Suppose that Λ is a strictly positive almost analytic Lagrangian sub-
manifold of nbhdT ∗Cm(0) and that pi∗ : T(0,0)Λ → T0Cm is onto. Then there exists
Ψ ∈ C∞(nbhdCm(0)) satisfying
∂z¯Ψ = O(| Im z|∞ + | Im Ψ(z)|∞), (A.18)
such that, as almost analytic manifolds,
Λ ∼ {(z,Ψz(z)) : |z| < }, Ψz(0) = 0. (A.19)
Proof. Since Λ is an almost analytic Lagrangian, we have σ|Λ ∼ 0 (vanishes to infinite
order at ΛR) while the projection property shows that, near z = 0, Λ = {(z, ζ(z)) : z ∈
Cm}, ζ(0) = 0. Hence d(ζ(z)dz) ∼ 0 and (see [MeSj74, Theorem 1.4, 3◦])
∂z¯ζ(z) = O(| Im z|∞ + | Im ζ(z)|∞).
We note that for z = x ∈ Rn, Lemma A.3 together with the strict positivity at
ΛR = {(0, 0)} show that
|x′′|/C ≤ | Im ζ(x)| ≤ C|x′′|, x ∈ Rn, |x| < . (A.20)
where pi(ΛR) is given by {|x′′| = 0}. We now see that
0 ∼ σ|Λ =
n∑
j=1
∂zζj(z) ∧ dzj +O(| Im z|∞ + | Im ζ(z)|∞)C∞(Cn;∧2nCn),
and in view of (A.20)
∂zkζj(x)− ∂zjζk(x) = O(|x′′|∞), x ∈ Rn, |x| < .
For x ∈ Rn, define Ψ by a simple version of the Poincare´ lemma: Ψ(x) = ∫ 1
0
ζ(tx) ·xdt.
Then
∂xjΨ(x) =
∫ 1
0
(
n∑
k=1
tzk∂xjζk(tx) + ζj(tx)
)
dt
=
∫ 1
0
(
n∑
k=1
tzk∂xkζj(tx) + ζj(tx)
)
dt+O(|x′′|∞)
=
∫ 1
0
∂t(tζj(tx))dt+O(|x′′|∞) = ζj(x) +O(| Im ζ(x)|∞),
(A.21)
in the last argument we used (A.20) again. We now define Ψ(z) as an almost analytic
extension of Ψ. From [MeSj74, Proposition 1.7(ii)] we obtain (A.19). 
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A.3. Integration of almost analytic vector fields. Here we show how to solve
transport equations arising in §5.2.2. For clarity we present a simpler case (see also
[GaZw19, §5.2.2]). Thus we assume that V is an almost analytic vector field on Cn (
w = (w1, w
′) ∈ Cn, w1 ∈ C, w′ ∈ Cn−1) satisfying
| Im exp(t̂V )(0, w′)| ≥ |t|/C, w′ ∈ BCn−1(0, ), t ∈ C, |t| < , dw1(V ) 6= 0.
Then (t, w′) 7→ exp(t̂V (0, w′)) =: z(t, w′) is a diffeomorphism for  small enough. We
solve
V a ∼ b, a(0, w′) = a0(w′), (A.22)
by putting
a(z) := a1(z) + a2(z), a1(z) = a0(w
′(z)), a2(z(t, w′)) :=
∫ 1
0
tb(z(ts, w′))ds.
We calculate the action of V on a1 using almost analyticity of b, the properties of
z(t, w′) and (A.7):
(V a2)(z(t, w
′)) ∼
∫ 1
0
∞∑
k=0
sk
k!
V t̂V
k
tb(z(0, w′))ds+O(|t|∞)
∼
∫ 1
0
∞∑
k=0
sk
k!
t̂V
k+1
b(z(0, w′))ds+O(|t|∞) +O(| Im z(0, w′)|∞)
∼
∞∑
k=0
1
(k + 1)!
t̂V
k+1
b(z(0, w′)) +O(|t|∞) +O(| Im z(0, w′)|∞)
= b(z(t, w′)) +O(|t|∞ + | Im z(0, w′)|∞)
= b(z(t, w′)) +O(| Im z|∞).
Similarly, V a1 ∼ 0 and we obtain (A.22).
Appendix B. Physical deformations and numerical results
The purpose of this appendix is to illustrate our results by numerical examples. We
have not yet implemented the general theory numerically. However, in some circum-
stances, it is enough to consider physical deformations of Tn rather than the more
complicated phase space deformations. In particular, this is possible when there exists
G(x, ξ) linear in ξ satisfying HpG > 0 on {p = 0}∩{|ξ| ≥ C}. This type of deformation
is analogous to the method of complex scaling (rediscovered as the method of perfectly
matched layers in numerical analysis) – see [DyZw19a, §§4.5,4.7] for an introduction
and references.
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B.1. Deformations of analytic pseudodifferential operators. For u ∈ D ′(Tn)
we extend u to be 2piZn periodic on Rn. We consider
(Pu)(x) = lim
→0+
lim
δ→0+
1
(2pi)n
∫
ei〈x−y,ξ〉−|ξ|
2−δ|x−y|2p
(
x, ξ
)
u(y)dydξ,
|p(z, ζ)| ≤ C〈Re ζ〉m, | Im z| ≤ a, | Im ζ| ≤ b〈Re ζ〉,
p(x, ξ) = p(x+ 2pik, ξ), k ∈ Zn.
(B.1)
and G(x, ξ) ∈ S1(T ∗Tn) such that
G(x, ξ) = 〈G0(x), ξ〉, G0 ∈ C∞(Tn;Rn).
Remark: Observe that (B.1) agrees with the definition of the standard left quantiza-
tion of the symbol p as in (6.2).
We consider the complex deformed operator, Pθ, defined by the property that when
u is analytic in a sufficiently large neighbourhood of Tn (or simply for u being a
trigonometric polynomial),
Pθ
(
u|Γθ
)
= (Pu)|Γθ , Γθ := {x+ iθG0(x) | x ∈ Tn}.
We start by deriving a formula for the kernel of Pθ:
Lemma B.1. Suppose u ∈ Cω(Tn) extends analytically to | Im z| < a. Then, for
| Im z| < a, the limit
v(z) = lim
→0+
lim
δ→0+
1
(2pi)n
∫
ei〈z−y,ξ〉−|ξ|
2−δ(z−y)2p(z, ξ)u(y)dydξ,
exists and, moreover, v(z) is the analytic continuation of Pu.
Proof. For each fixed , δ, the resulting function of z is manifestly analytic in a neigh-
bourhood of Tn (or Rn if we think of periodic functions). Therefore, in order to see
that v itself is analytic, we need only show that the limit exists and the convergence
is uniform on compact subsets of | Im z| < a. For this, we deform the contour in y to
Γ(z) : y 7→ y + i Im z,
so that we have
v(z) = lim
→0+
lim
δ→0+
1
(2pi)n
∫ ∫
Γ(z)
ei〈z−y,ξ〉−|ξ|
2−δ|z−y|2p(z, ξ)u(y)dydξ
= lim
→0+
lim
δ→0+
1
(2pi)n
∫
ei〈Re z−y,ξ〉−|ξ|
2−δ|Re z−y|2p(z, ξ)u(y + i Im z)dydξ.
This contour deformation is justified for each fixed δ since the integrand is super
exponentially decaying in y. Now, integrating by parts in ξ using
L =
1 + 〈Re z − y − 2i,Dξ〉
1 + |Re z − y|2 + 4|ξ|2 ,
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we have for any N > 0
v(z) = lim
→0+
lim
δ→0+
1
(2pi)n
∫
ei〈Re z−y,ξ〉−|ξ|
2−δ|Re z−y|2(Lt)
N
(
p(z, ξ)
)
u(y + i Im z)dydξ.
In particular, since |∂αξ p| ≤ Cα〈Re ξ〉m−|α|, the integrand is bounded by CN〈Re z −
y〉−N〈ξ〉me−|ξ|2 uniformly in δ > 0 and compact subsets of | Im z| < a. Hence, for N
large enough, the limit in δ exists and is uniform in compact subsets of | Im z| < a. It
is given by
v(z) = lim
→0+
1
(2pi)n
∫
ei〈Re z−y,ξ〉−|ξ|
2
(Lt)
N
[
p(z, ξ)
]
u(y + i Im z)dydξ.
Defining B := (1 + 〈ξ,Dy〉)/(1 + |ξ|2) we have, for any N > 0,
v(z) = lim
→0+
1
(2pi)n
∫
Γ
ei〈Re z−y,ξ〉−|ξ|
2
(Bt)N
[
(Lt)
N
[
p(z, ξ)
]
u(y + i Im z)
]
dydξ.
Since |∂αy u(y + i Im z)| ≤ Cα and |∂αx∂βξ p(x, ξ)| ≤ Cαβ〈Re ξ〉m−|β|, the integrand is
bounded by
CN〈Re z − y〉−N〈ξ〉m−N ,
uniformly in  > 0 and compact subsets of | Im z| < a. In particular, the limit in 
exists, is uniform in compact subsets of | Im z| < a, and is given by
v(z) =
1
(2pi)n
∫
Γ
ei〈Re z−y,ξ〉(Bt)N
[
(Lt0)
N
[
p(z, ξ)
]
u(y + i Im z)
]
dydξ.
Thus, we see that v is analytic on | Im z| < a and agrees with Pu on Im z = 0. In
particular, by uniqueness of analytic continuation, v(z) = (Pu)(z). 
We now move to the representation for the Scwartz kernel of Pθ:
Lemma B.2. The kernel of Pθ acting on 2piZn periodic functions on Rn is given by
Kθ(x, y) =
1
(2pi)n
∫
ei〈x−y,ξ〉p
(
γθ(x), (eθ(x, y)
−1)tξ
)det(∂yγθ(y))
det eθ(x, y)
dξ (B.2)
where the integral is interpreted as an oscillatory integral,
γθ := x+ iθG0(x),
and eθ(x, y) satisfies
eθ(x, y)(x− y) = γθ(x)− γθ(y).
In particular, Pθ ∈ Ψm and its principal symbol is given by
σ(Pθ) = p(γθ(x), (∂γθ(x)
−1)tξ).
Remark: Note that the symbol in (B.2) is not 2piZn periodic in x. However, it is of
the form a(x, x− y, ξ) where a is 2piZn periodic in the first variable. Therefore, it still
maps periodic functions to periodic functions.
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Proof. By Lemma B.1, for u analytic on | Im z| < a and θ small enough
(Pθu|Γθ)(γθ(x))
= lim
→0+
lim
δ→0+
1
(2pi)n
∫
ei〈γθ(x)−y,ξ〉−|ξ|
2−δ(γθ(x)−y)2p(γθ(x), ξ)u(y)dydξ.
Now, since for each fixed δ > 0, the integrand is super exponential decaying in y, we
may deform the contour in y to Γθ, to obtain
(Pθu|Γθ)(γθ(x)) = lim
→0+
lim
δ→0+
1
(2pi)n
∫
ei〈γθ(x)−γθ(y),ξ〉−|ξ|
2−δ(γθ(x)−γθ(y))2
p(γθ(x), ξ) det(∂yγθ(y))u(γθ(y))dydξ.
(B.3)
Next, using that for each fixed  > 0, the integrand is super exponentially decaying in
ξ and that, with eθ(x, y)(x − y) = γθ(x) − γθ(y), we have eθ = I +O(θ〈x − y〉−1), we
can deform the contour in ξ to Γ1 = ξ 7→ (eθ(x, y)t)−1ξ, to obtain
(Pθu|Γθ)(γθ(x)) = lim
→0+
lim
δ→0+
1
(2pi)n
∫
ei〈x−y,ξ〉−((e
t
θ)
−1ξ)2−δ(γθ(x)−γθ(y))2
p
(
γθ(x), (eθ(x, y)
−1)tξ
)det(∂yγθ(y))
det eθ(x, y)
u(γθ(y))dydξ.
Now, integrating by parts as in the proof of Lemma B.1, results in the formula (B.2).
To prove the final claim, let χ ∈ C∞c (−1, 1) with χ ≡ 1 near 0. Then, for any δ > 0,
we have by (B.2) that with
P ′θ =
1
(2pi)n
∫
ei〈x−y,ξ〉p
(
γθ(x), (eθ(x, y)
−1)tξ
)det(∂yγθ(y))
det eθ(x, y)
χ(δ−1|x− y|)dξ,
the error Pθ − P ′θ is smoothing and maps periodic functions to periodic functions. In
particular, Pθ is a pseudodifferential operator on Tn with symbol
σ(Pθ) = p(γθ(x), (∂γθ(x)
−1)tξ),
proving the last claim in the lemma. 
B.2. The resolvent of the deformed operator. We now consider the setting of
Theorem 1. Namely, we assume that P is a self-adjoint 0th order pseudodifferential
operator and study the properties of Pθ.
Proposition B.3. Suppose that P ∈ Ψ0 is self adjoint and satisfies (B.1) and that
G = 〈G0, ξ〉 ∈ S1 has HpG > 0 on {p = 0} ∩ {|ξ| > C}. Then there are ω0, θ0 > 0
such that for 0 < θ < θ0, ω ∈ (−ω0, ω0) + i(−ω0θ,∞), and all s ∈ R,
Rθ(ω) := (Pθ − ω)−1 : Hs(Tn)→ Hs(Tn)
is meromorphic with finite rank poles.
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Proof. First, note that there is ω1 > 0 such thatHpG > c > 0 on {|p| < ω0}∩{|ξ| > C}.
We compute
σ(Pθ)(x, ξ) = p(x, ξ) + iθ〈∂xp(x, ξ), G0(x)〉+ 〈∂ξp(x, ξ)), (∂γθ(x)−1)t − I)ξ〉+O(θ2)
= p(x, ξ) + iθ(〈∂xp(x, ξ), G0(x)〉 − 〈∂ξp(x, ξ), (∂xG0)t(x)ξ〉+O(θ2)
= p(x, ξ)− iθHpG(x, ξ) +O(θ2).
Therefore, for θ > 0 small enough, and ω0 = min(c, ω1), Pθ − ω is elliptic when
Imω ≥ −ω0θ, |Reω| < ω0.
In particular, Pθ − ω : Hs → Hs is Fredholm for ω ∈ [−ω0, ω0] + i(−ω0θ,∞).
Moreover, since Pθ : H
s → Hs is bounded, if Imω  1, Pθ−ω is invertible by Neumann
series and hence Pθ−ω has index 0. By the meromorphic Fredholm theorem [DyZw19a,
Theorem C.9], its inverse Rθ(ω) = (Pθ − ω)−1 : Hs → Hs is a meromorphic family of
operators with finite rank poles for ω ∈ (−ω0, ω0) + i(−ω0θ,∞). 
Proposition B.4. Let P and G as in Proposition B.3. There are θ0, ω0 > 0 such that
for 0 < θ < θ0, the poles of Rθ(ω) for ω ∈ (−ω0, ω0)+ i(−ω0θ,∞) agree with multiplic-
ity with those of RHΛ(ω) where RHΛ(ω) the resolvent of P on HsΛ from Lemma 7.4.
We will need the following lemma.
Lemma B.5. For P as in (B.1), there are C > 0 and δ > 0 such that for Imω ≥ C,
RL2(ω) : Aδ → Aδ.
Proof. We start by showing that P : Aδ → Aδ is bounded. For this, note that for
j ∈ Zn,
P̂ u(j) =
∑
k∈Zn
û(k)p̂(j − k, k)
where p̂(j, ξ) denotes the Fourier series for p(x, ξ) in the x variable. Note that by (B.1),
there is C > 0 such that
|p̂(k, ξ)| ≤ C〈ξ〉me−a|k|.
Therefore, for δ < a
2
,
‖Pu‖2Aδ =
∑
j
∣∣∣∑
k
û(k)p̂(j − k, k)
∣∣∣2e4|j|δ
≤
∑
j
(∑
k
|û(k)|2e4|k|δ
)(∑
k
|p̂(j − k, k)|2e4(|j|−|k|)δ
)
= ‖u‖2Aδ
(∑
k,j
e−2a|j−k|e4(|j|−|k|)δ
)
≤ C‖u‖2Aδ
(∑
j
e(4δ−16
aδ
4δ+2a
)|j|
)
≤ C‖u‖2Aδ .
Since Imω > ‖P‖Aδ→Aδ , RL2(ω) = −
∑∞
k=0 ω
−k−1P k the proof is complete. 
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Proof of Proposition B.4. Let ω0 be the minimum of ω0 from Proposition B.3 and
Lemma 7.4 and suppose that ω ∈ (ω0, ω0) + i(−ω0θ,∞) with Imω  1. Then,
Rθ(ω) : Hs(Γθ)→ Hs(Γθ) and RL2(ω) : Aδ → Aδ.
Let u ∈ Aδ. Then we have RL2(ω)u ∈ Aδ and
(Pθ − ω)
(
[RL2(ω)u]|Γθ
)
= ((P − ω)RL2(ω)u)|Γθ = u|Γθ .
In particular, [RL2(ω)u]|Γθ = Rθ(ω)(u|Γθ).
For u, v ∈ Aδ, and Imω  1,
〈Rθ(ω)u|Γθ , v|Γθ〉L2(Γθ) = 〈
[RL2(ω)u|Tn]∣∣Γθ , v|Γθ〉L2(Γθ).
By Lemma 7.9, when Imω > 0 and u ∈ Aδ, we have RHΛ(ω)u = RL2(ω)u. Then,
deforming the contour of integration in the inner product to Tn,
〈Rθ(ω)u|Γθ , v|Γθ〉L2(Γθ) = 〈
[RL2(ω)u|Tn]∣∣Γθ , v|Γθ〉L2(Γθ)
= 〈RL2(ω)u, v〉L2(Tn)
= 〈RHΛ(ω)u, v〉L2(Tn) = 〈RHΛ(ω)u, v〉A−δ(Tn),Aδ(Tn).
Since Aδ ⊂ H0Λ ⊂ A−δ, both sides of this equality continue meromorphically from
Imω  1 to ω ∈ (−ω0, ω0) + i(−ω0θ,∞) and the equality continues to hold for ω in
this set. Finally, since Aδ is dense in HsΛ and Aδ|Γθ is dense in L2(Γθ), this equality
implies that the poles of Rθ and RHΛ coincide with an agreement of multiplicities. 
B.3. Numerical examples and discretization. In our numerical study, we consider
operators of the form
P = 〈D〉−1Dx2 + sin(x1)(I −Vm(Dx1)) + (I −Vm(Dx1)) sin(x1) + Va(Dx1), (B.4)
with V•(ξ1), • = a,m, satisfying
|V•(ξ1)| ≤ Ce−c|Re ξ1|2 , | Im ξ1| < b〈Re ξ1〉, • = a,m. (B.5)
Then, P satisfies the assumptions of Proposition B.3 with G0 = (−2 cos(x1), 0).
Since the deformation G does not involve x2, we may decompose
L2(T2) =
∞⊕
n=−∞
einx2L2(x1)
and use that Dx2|einx2L2x1 = n I .
In order to discretize the operator Pθ|einx2L2x1 , we replace Tx1 by
2pi
N
(Z/NZ) and
denote by X1, Y1 ∈ [2piN (Z/NZ)]N vectors with jth entry X1(j) = 2pijN . We will represent
the Fourier dual to 2pi
N
(Z/NZ) as −N
2
+ Z/NZ and index vectors on the Fourier side
with K ∈ {−N
2
,−N
2
+ 1, . . . , N
2
− 1}. We then compute a matrix which approximates
the action of Pθ on the Fourier series side.
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Figure 2. We display the eigenvalues of Pθ acting on e
inx2L2x1 for three
different values of θ and −20 ≤ n ≤ 20. P is chosen as in (B.4) with Va =
0 and Vm = ((1− ξ2) + eξ2)e−ξ2 . These choices guarantee the existence
of an embedded eigenvalue at 0 [Ta19, Example 1]. Note that once the
eigenvalues emerge from the continues spectrum, they are independent
of the choice of θ.
Letting γθ(x) := x+ iθG0(x), and FN the matrix for the Discrete Fourier transform,
(FN)K,j := −e
−2piijK/N
√
N
, −N
2
≤ K ≤ N
2
− 1, 0 ≤ j ≤ N − 1
we obtain for a vector u ∈ CN ,
FN u
γ′θ
= ΓFNu, Γ := FN Diag
( 1
γ′θ(X1)
)
F∗N ,
so that
[FN(Dx1)θu] ≈ [ΓKFNu]
where
K = Diag(K).
At this point we discretize (〈D〉− 12 )θ using the functional calculus of [SjZw91, Section
4]. In particular, writing
〈D〉θ = (1 + n2)I + (ΓK)2,
we have
FN [(〈D〉− 12 )θu] ≈ (
√
〈D〉θ)−1FNu
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Figure 3. We display the eigenvalues of Pθ on e
inx2L2x1 with θ = 0.8
as well as those for P + iν∆ for five values of ν approaching zero and
−20 ≤ n ≤ 20. P is chosen as in (B.4) with Va = 0 and Vm = ((1 −
ξ2) + eξ2)e−ξ
2
. These choices guarantee the existence of an embedded
eigenvalue at 0 [Ta19, Example 1].
where the square root is taken in the sense of matrices and all eigenvalues are taken
with non-negative real part.
Remark: Note that the functional calculus definition of (〈D〉−1/2)θ agrees with the
definition (B.3) with p = (1 + n2 + ξ2)−
1
2 . To see this observe that at θ = 0, the two
operators agree and hence their analytic extensions to Γθ agree.
The operators [Va/m(D)]θ are computed by using (B.3) to write
(Va/m(D))θu(x) =
∑
k
1
2pi
∫
ei(γθ(x)−γθ(y))kVa/m(k)u(y)dy.
This sum converges since Va/m satisfies (B.5). We then evaluate x and y on
2pi
N
(Z/NZ)
in the above kernel to obtain the matrix approximation on the Fourier transform side.
More precisely, putting
(V̂θ•)ij :=
∑
k
1
2pi
∫
ei(γθ(X1(i))−γθ(Y1(j)))kV•(k), • = a,m,
we have
FNV•(D)θu ≈ Vθ•FNu, Vθ• = FNV̂θ•F∗N .
Note that this approximation is valid since we take |V (ξ)| ≤ Ce−C|ξ| and therefore the
sum in k converges rapidly. Finally, writing
Sθ = FN Diag(sin(γθ(X1)))F∗N ,
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Our total operator is then approximated by
Pθ|einx2L2x1 ≈ F
∗
NP
θ
NFN , PθN := n(
√
〈D〉θ)−1 + Sθ(I −Vθm) + (I −Vθm)Sθ + Vθa.
Since FN is unitary, we compute the eigenvalues of PθN to approximate the eigenvalues
of Pθ|einx2L2x1 .
When approximating P + iν∆, these computations are much simpler and we use the
standard Fourier series approximations
P + iν∆ ≈ F∗NPνNFN , PνN := n〈D〉−1/2 + S(I −Vm) + (I −Vm)S + Va − iνK2,
where
〈D〉−1/2 := Diag(〈K〉−1/2), V• := Diag(V•(K)), S = FN Diag(sin(X1))F∗N .
The results of several numerical experiments are displayed in Figures 1, 2, and 3.
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