We conduct a comprehensive examination of the gender differences in pay focusing on multiple perspectives emanating from economics, social psychology, and gender studies. Data are drawn from surveys of MBA students conducted by the Graduate Management Admissions Council. Although women in both samples earn significantly less on average than men, when the effects of the study's variables are considered via multiple regression analysis, no significant difference in annual salary is observed. Our results show the importance of simultaneously considering the impact of human capital, job and firm characteristics, demographics, and cognitive skills. Structural differences are noted in the models estimated separately for men and women. However, the results from decomposing NOT THE PUBLISHED VERSION; this is the author's final, peer-reviewed manuscript. The published version may be accessed by following the link in the citation at the bottom of the page.
I. Introduction
Research focusing on the underlying determinants of the gender wage gap has a rich history and has generated interest from economists, sociologists, psychologists, and members of other disciplines. Four primary categories of variables predicting the wage gap have emerged from this work: human capital, job characteristics, firm characteristics, and demographics. In addition, recent research has focused on the importance of cognitive ability in predicting earnings. However, we are not aware of any research which attempts to address the impact of these multiple perspectives in a single study. At this stage of the research it seems important to determine whether a primary, dominant explanation of gender wage differences exists or if an additive effect is present whereby each perspective contributes separately in explaining the wage gap.
Our main purpose is to ascertain whether or not women receive lower salaries than men after simultaneously controlling for other factors. In addition, we test for the significance of variable groupings, and whether the effects of these variables, individually or jointly, are different for women than for men. Additionally, structural differences in the estimated models for men and women are examined. We utilize data obtained from two projects commissioned by the Graduate Management Admissions Council (GMAC).
1 Questionnaire respondents were either currently enrolled in MBA programs or were registered to take the Graduate Management Admissions Test (GMAT). All respondents had obtained undergraduate degrees, thus our sample consists of individuals pursuing careers in professional and managerial fields. Although our results may not be generalized to the entire population of workers, over 200,000 individuals take the GMAT annually. Thus, the samples clearly represent a significant proportion of the workforce who are focused on management careers.
II. Background

Human Capital Variables
Human capital theory is probably the most frequently investigated explanation for gender pay differences. Human capital theory posits that a worker's knowledge and skills come from education and training, including learning on the job, which generate a stock of productive capital (Ehrenberg and Smith, 2003) . The value of this human capital stems from how the labor market values these skills. Human Capital research is quite broad and somewhat fragmented. Several investigations report that the choice of college major is significant in explaining gender differences (Brown and Corcoran, 1997; Gerhart, 1990; Loury, 1997) , although a recent investigation found that the importance of college major may have declined (Joy, 2003) . Work experience is a key, if not the key, determinant of earnings (Loury, 1997; Mitra, 2002; Murname et al., 1995; O'Neill and Polachek, 1993; Weinberger, 1998; Wellington, 1994) . Stanley and Jarrell (1998) report that large biases in estimating the gender earnings gap are likely when labor force experience is omitted. Gender differences in full-time work experience have explained a significant portion of gender differences in pay (Frieze et al., 1990; Frieze, 1987, 1989; Schneer and Reitman, 1990) . When controlling for labor force experience, length of service with an employer is positively related to earnings (Brett and Stroh, 1997; Brown and Corcoran, 1997; Chauvin, 1994; Topel, 1991; Wellington, 1994) .
It is noteworthy that men and women have different employment patterns, as women are more likely to leave the workforce for significant periods of time. Blau et al. (2002) discuss the implications of traditional roles on the expected work life of women and the predicted negative effect on earnings. Support for this relationship was reported by Frieze et al. (1990) , Schneer and Reitman (1990), and Wellington (1994) . Some contrary evidence has been observed. In studies of MBA graduates by Murrell et al. (1989) , Olson and Frieze (1989) , and by Schneer and Reitman (1994) , employment gaps were neither positively nor negatively related to salary. The above articles clearly show how the accumulation of human capital Joy (2003) reports that job and industry along with hours worked, accounted for just over half of the wage gap between men and women. Company size is positively related to compensation level according to studies by Cox and Harquail (1991) , Mitra (2002) , and Schneer and Reitman (1995) . In order to maintain flexibility and achieve work-family balance, women may work in smaller organizations. This is important to investigate and may account for a portion of the wage gap. Number of hours worked is positively related to compensation among executives (Judge et al., 1995; Schneer and Reitman, 1995; Wallace, 1989; Wellington, 1994) . Schneer and Reitman (1995) find that women worked fewer hours than men.
Job and Employer Characteristics
Taking on more responsibility in organizations is a generally recognized way to increase one's wages. However, findings indicate gender differences in the association between earnings and supervisory as well as budgetary responsibility (Ferber and Spaeth, 1984; Spaeth, 1985; Ferber, Green, and Spaeth, 1986) . Several studies report that women progress more slowly in their careers and, receive lower salaries (Cox and Harquail, 1991; Murrell et al., 1996; Schneer and Reitman, 1990) . Organizations may be less willing to invest in the careers of women because women are perceived to be twice as likely as men to leave (Schwartz, 1989; Stroh et al., 1996) . Wellington (1994) reports that employer-provided training was significantly related to earnings for both genders, and men had significantly more training than women.
Women in the United States tend to be employed in occupations staffed primarily by women (Fields and Wolff, 1991) . The high concentration of women in a few occupations may stem from discriminatory hiring practices (Sorensen, 1990 ). An alternative explanation is that the "crowding phenomena" stems from occupational choices of women that result from socialization and sexrole stereotypes (Subich et al., 1989 ). Bergmann's (1974) seminal work on the "crowding phenomenon" demonstrates that regardless of the reason for gender-based occupational segregation, the outcome can be significant male-female pay differentials, as substantiated by several studies which report lower compensation levels in occupations staffed primarily by women (Groshen, 1991; Kilbourne et al., 1994; Macpherson and Hirsch, 1995; Sorensen, 1989 Sorensen, , 1990 . Note that Fields and Wolf (1991) present data which reveal that occupational segregation by gender declined between 1970 and 1980. Blau et al. (2002) report that occupation segregation continued to decline during the 1980s and 1990s, significant occupational segregation was still present in 1999. Thus, including a measure of occupational segregation is still warranted.
Research investigating these variables is somewhat fragmented. By examining these variables in a single study we can better ascertain the cumulative effects of job and organizational characteristics on wages. In addition, by estimating separate equations for men and women we will be able to determine if a differential effect exists.
Cognitive Ability
Several studies have investigated the impact of cognitive ability on earnings.
2 Paglin and Rufolo (1990) present data suggesting that differences in earnings for occupations with high proportions of men, compared to occupations with high proportions of women, are related to the occupation's mathematical and quantitative requirements. They report that GRE verbal scores are unrelated to earnings. Mitra (2002) reports similar findings. Alternatively, Brown and Corcoran (1997) find that SAT verbal scores are significantly related to earnings, whereas SAT quantitative scores are not related to earnings. Brown and Corcoran's analysis includes measures of enrollment in quantitative courses, which are significantly related to pay. Inclusion of the latter measures may explain why quantitative scores are not significant in this investigation.
Each previous investigation addressing these variables has a shortcoming. Paglin and Rufalo (1990) study average earnings, average GRE verbal scores, and average GRE quantitative scores associated with college majors rather than directly measuring the cognitive ability of individual subjects. They conclude that earnings differences associated with majors are explained in part by GRE quantitative scores, but that GRE verbal scores are not related to differences in earnings.
Studies by Murname et al. (1995) , Brown and Corcoran (1997) , and Mitra (2002) are superior to Paglin and Rufalo's study in that direct measures of cognitive ability for individuals are investigated. However, a shortcoming shared by these three investigations is that the measures of cognitive ability were obtained about the time subjects were high school seniors or had just finished high school. Earnings data were collected about six years later by Murname et al. (1995) and Brown and Corcoran (1997) , and about 12 years later by Mitra (2002) . Both Murname et al. and Mitra report that quantitative ability is related to earnings, but verbal ability is not. Brown and Corcoran, on the other hand, report that verbal ability is related to earnings, but quantitative ability is not related.
These three studies can be criticized because the relative standing of subjects with regard to measures of verbal and quantitative ability are almost certainly influenced by the college experience. In addition, as pointed out above, Brown and Corcoran include measures of college major and enrollment in quantitative courses, which are both significantly related to earnings.
Demographic Characteristics
Several studies find that marital status affects compensation (Joy, 2003; Judge et al., 1995; Kilbourne et al., 1994; Landau and Arthur, 1992; Mitra, 2002) . Typically married employees receive higher salaries, presumably because married individuals are more stable. However Mitra (2002) reports that among white-collar, professional, and highly skilled workers, marriage has a significant negative association with hourly wages for females and a significant positive association with hourly wages for men. Race differences in earnings have frequently been reported (Blau et al., 2002; Mitra, 1999; Weinberger, 1998) . The presence of children should influence labor force attachment, education investment decisions, and earnings of women (Blau et al., 2002; Waldfogel, 1997) . Stanley and Jarrell (1998) conclude that in studies of gender wage discrimination, age makes a material difference in wage equations and excluding age may result in omitted variable bias. The importance of demographic characteristics has been established and should be considered in combination with the other variables.
III. Comprehensive Investigation
We propose a comprehensive model which includes human capital variables, job and employer characteristics, cognitive skills, and demographic characteristics that explains gender differences in pay. The contribution of each set of explanatory variables will be assessed. The measures for each set of explanatory variables are: 
IV. Data
Two separate samples sponsored by the GMAC are used to investigate gender differences in pay. The National Opinion Research Center (NORC) collected the first sample, and second sample was conducted by Battelle Research Center.
Sample 1
NORC conducted a survey for GMAC during 1985 of first-year graduate students pursuing an MBA or MBA-equivalent degree. Ninetyone of the 100 schools contacted agreed to participate. Schools accredited by the International Association for Management Education as well as nonaccredited schools were sampled. The participating has been granted for this version to appear in e-Publications@Marquette. Springer does not grant permission for this article to be further copied/distributed or hosted elsewhere without the express permission from Springer. 8 schools distributed the surveys to first-year students who returned the completed questionnaires directly to NORC.
A total of 2,054 responses were received from the original random sample of 2,794 full-time and part-time students, a 73.5 percent response rate. One hundred and thirty-four students who completed a short form via a telephone interview were dropped from further analysis due to incomplete information. We limited our analysis to individuals who were working full-time. This action, along with missing data, reduced our final sample to 519 individuals who were working full-time and attending graduate school as part-time students. The profile of these students was 31 percent female, 28 years of age, with five years of work experience beyond the bachelor degree.
Sample 2
The second sample is drawn from a study conducted by Battelle Memorial Institute for the GMAC of individuals who register to take the GMAT. Approximately 250,000 individuals register to take the test every year. Based on a stratified random sample of test registrants, questionnaires were sent to 7,006 individuals who signed up to take the test between June 1990 and March 1991. Completed questionnaires were received from 5,790 individuals (82.6 percent response rate). We focus on those who were employed full-time and responded to the items relevant to this investigation, resulting in a final sample of 2,460 individuals. The respondents had an average age of 29 years, 40 percent of the participants were women, and the average work experience beyond their bachelor degree was just over six years.
Variables
Current annual salary is measured in both samples. Individuals report their total annual salary, including bonuses and incentive payments. Independent variables are collected to measure the various influences on current salary identified by current professional literature. These influences are grouped according to the following categories: (1) human capital, including both formal education and labor force experience; 3 (2) individual job characteristics such as budgetary and supervisory responsibilities, hours worked per week, and gender density of occupation; 4 (3) characteristics of the particular firm worked for; (4) demographic characteristics of the employee, including race as well as gender, age, and marital status; 5 and (5) cognitive skills as measured by GMAT score results. Table 1 reports descriptions as well as the mean values (by gender) for each of our variables.
There are some differences in the variables collected for each sample. A measure of employment gap is computed for each sample. For the first sample we tabulate a categorical measure of gaps in labor force participation since completing the bachelor degree: (1) no gap in labor force participation; (2) One to six months' gap in labor force participation; (3) seven to 12 months' gap in labor force participation; (4) greater than 12 months' gap in labor force participation. For the second sample, the gap measure is equal to the number of years not in the labor force since age 21. A job training measure is available only for the first sample. Quantitative and verbal scores for the GMAT exam are available only for the second sample. Table 1 reveals other differences and similarities between the two samples. Both samples reveal significant differences in the mean values for men and women for the following variables: ENGINEER, LABORFRC, DENSITY, MANUF, and MARRIED. In both samples men have more labor force experience, and are more likely to have an engineering undergraduate major, to be employed by a manufacturing firm, and to be married than women. In both samples women are more likely to be in an occupation that had a high proportion of women.
6 Both samples reveal no significant differences in the mean values for men and women for the following variables: PHYSSCI, BUDGET, HISPANIC, and ASIAN. In Sample 1 the labor force gap measure has a significantly different mean for men than for women (GAPMORE), whereas in Sample 2 there is no significant difference in labor force gaps for men and women. In Sample 1 men are more likely to be employed by larger firms than women, whereas in Sample 2 there is no significant difference in the mean values of SIZE for men and women.
In Sample 2 there are more significantly different means between men and women than in Sample 1. In Sample 2 women are more likely to be business and social science majors than men, but the differences are insignificant in Sample 1. In Sample 2 men have significantly longer tenure with current employer, work more hours per week, and supervise more subordinates than women, whereas the mean values of these variables are not significantly different in Sample 1. In Sample 2 men are significantly older, less likely to be black, and more likely to be white than women, whereas the mean values of these variables are not significantly different in Sample 1. In Sample 2 men have significantly higher verbal and quantitative GMAT scores than women, although women score higher in the verbal than in the quantitative test and men score higher in the quantitative test than in the verbal.
V. Specification
It has become a standard practice in the salary discrimination literature to use a semi-log model and to report several specifications.
7
The semi-log model permits the estimated coefficients to be interpreted as measuring the percentage change in salary per unit change in the explanatory variable. With only a few exceptions the literature has converged on a methodology that employs a singleequation model or multiple-equation models to measure differentials in salary that can be attributed to gender, holding constant a variety of other determinants of salary. In addition to the differences in variables described previously, the specifications for Sample 1 and Sample 2 also differ in the treatment of the LABORFRC variable, which appears in linear form in Sample 1 and in quadratic form in Sample 2.
8
Herein the single-equation model, in which MALE is included as an independent variable, is presented first. This model is used to address several questions. (1) Do women receive lower salaries than men, other factors constant? (2) Are the groupings of variables into categories of human capital, job characteristics, firm characteristics, demographic characteristics, and cognitive skills jointly significant? (3) Are the effects of these variables different for women than for men, individually or jointly? (4) Are there structural differences in the estimated models for men and women? The first question is examined with a one-tailed t-test of the coefficient on MALE. The second question is examined with F-tests of joint significance of the respective variables. The third question is examined with F-tests of joint significance of the respective variables interacted with MALE. The fourth question is examined with Chow tests to determine if a structural difference exists in the estimated models for male and female. Results of the single-equation models are reported in Tables 2,  3 , and 4.
As mentioned in Section 2, the effect of the DENSITY variable has two possible explanations. The first is that discriminatory hiring practices limit women to fewer occupational choices than men, and the second is that women choose these occupations over others for a variety of personal reasons that may be a result of socialization or sexrole stereotypes. Including this variable in a model that investigates gender differentials in salary is subject to debate, because women are by definition over-represented in female-dominated occupations, and if that over-representation is due to differential treatment of men and women, the variable should not be included in a salary model. To include it under such circumstances would underestimate gender differentials as measured by the MALE variable. For this reason, we present two estimates of the single-equation models; one that includes the DENSITY variable, and one that omits it.
A finding that the estimated structural equation is significantly different for women than for men reinforces the use of the multipleequation model for estimating the size of the male-female differential. The multiple-equation model, suggested simultaneously by Blinder (1973) and Oaxaca (1973) , is used to decompose differentials in salaries earned by men and women. This methodology requires the estimation of separate regression equations for men and women. Salary differentials are then decomposed into two components: the first due to differences in endowments, the second due to differences in coefficients (including the constant term). The first applies assumed nondiscriminatory coefficients to the different characteristic endowments of men and women. Differences due to differences in endowments are considered to be explained and therefore nondiscriminatory. The second component applies the female endowments to the differences in coefficients. The second component is considered to be unexplained, and possibly the result of discrimination. 9 Blinder and Oaxaca assume the appropriate set of nondiscriminatory coefficients to be those estimated for either the male or the female model. Neumark (1988) pools the male and female data to estimate a nondiscriminatory set of coefficients. Salary differentials are decomposed using both techniques in this study. Results of the wage decompositions are reported in Table 5 . Table 2 reports two sets of estimates for Sample 1 and three sets of estimates for Sample 2. Model 1 represents the single-equation regression equation including all of the variables in each sample. Model 2 represents the single-equation that omits the DENSITY variable. Two specifications that omit the DENSITY variable are reported for Sample 2; one with GMAT scores included (Model 2a) and one without GMAT scores (Model 2b). We do this so that the results using Sample 2 can be directly compared to the results using Sample 1. Table 3 reports the estimates from Sample 1 that include the interactions between gender and the other groups of variables, including the human capital variables, the job characteristic variables, the firm characteristic variables, the demographic variables, and the cognitive skill variables. Table 4 reports corresponding estimates of interactions from Sample 2. Table 5 reports the results of the salary decomposition calculations. Five models are decomposed, each using both the Oaxaca method and the Neumark method. They are Models 1 and 2 from Sample 1, and Models 1, 2a, and 2b from Sample 2.
VI. Results
VII. Discussion
Results of the estimates are, in general, consistent with a priori expectations and, with a few notable exceptions, consistent with one another. In all models in both samples, the estimated coefficients for HOURS, LOG(BUDGET), MANUF, SIZE, and AGE are significantly positive. Similarly, the estimated coefficients for PHYSSCI and DENSITY are significantly negative in all models in both samples. Estimated coefficients for TENURE, SUPER, and HISPANIC are insignificant in all models in both samples. accessed by following the link in the citation at the bottom of the page. Research, Vol. 28, No. 2 (Spring 2007) : pg. 327-346. Permalink. This article is © Springer and permission has been granted for this version to appear in e-Publications@Marquette. Springer does not grant permission for this article to be further copied/distributed or hosted elsewhere without the express permission from Springer.
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Subcategories of variables describing human capital, job characteristics, firm characteristics, demographic characteristics, and cognitive skills of variables are tested for joint significance in both samples. Among the human capital variables, BUSINESS, PHYSSCI, and SOCSCI represent formal education, and are jointly significant in both samples (note that ENGINEER is the reference UG major). LABORFRC, TENURE, and GAP measures capture on-the-job training, (or lack thereof in the case of the GAP measures) and are jointly significant in both samples. HOURS, SUPER, BUDGET, TRAINING, and DENSITY all represent job characteristic variables, and are jointly significant in both models. Firm characteristics are represented by MANUF and SIZE, and are jointly significant in both samples. Among the demographic characteristics, MARRIED, AGE, and GENDER were grouped together and found to be jointly significant in both samples. The race variables, BLACK, HISPANIC, and ASIAN, are jointly significant in Sample 1 but not in Sample 2 (note that WHITE is the reference race). Finally, the cognitive skill variables, QUANTSC and VERBSC are positive as expected, and individually and jointly significant in Sample 2, but unavailable for Sample 1.
Notable differences in the coefficients estimated for the two samples include the estimates for GAP, MARRIED, and MALE. In Sample 1 none of the GAP variables are significant (nor are they jointly significant) whereas in Sample 2 GAP is significant and negative as expected. This may be due to the fact that GAP is a continuous variable in Sample 2, but is proxied by four binary variables in Sample 1 (NOGAP is the reference gap variable). Similarly MARRIED is insignificant in Sample 1 and significant and positive in Sample 2. However, the sign and size of the estimated coefficients are similar in both sample, so the lack of significance in Sample 1 (p-value = 0.08) may be explainable by the lower number of observations in Sample 1. Finally the coefficient estimated for MALE is significant and positive in Sample 1, and insignificant in Sample 2.
Model 2 in Sample 1, and Models 2a and 2b in Sample 2 are estimated to explore further the effect of gender on salary. Omitting DENSITY from the specifications has the expected effect of increasing the coefficient estimated for MALE, from 0.064 to 0.086 in Model 2 of Sample 1, and from 0.005 to 0.022 in Model 2a of Sample 2. In order to determine if the reason for the small and insignificant coefficient for MALE in Sample 2 is because the cognitive skill variables are accounted for, Model 2b is estimated, omitting QUANTSC and VERBSC. In this model, the coefficient estimate for MALE equals 0.046, and it is significant at the 1 percent level. From this we can conclude that one possible explanation for measured differences in salary between men and women is the lack of controls for cognitive skills.
The subcategories of variables describing human capital, job characteristics, firm characteristics, demographic characteristics, and cognitive skills all were interacted with the MALE variable, to investigate whether or not the effects of these variables on salary are different for women than for men, individually or jointly. Table 3 shows that, for Sample 1 only LABORFRC and SIZE have a significantly different effect on salary for men than for women. Men are rewarded better than women for labor force experience, and women are rewarded better than men as the size of the firm they work for increases. None of the other interactive variables is significant, either individually or jointly. Table 4 shows that, for Sample 2, AGE, ASIAN, and QUANTSC and VERBSC have significantly different effects on salary for men than for women. Men are rewarded better than women as they age; Asian women are rewarded better than men; and, whereas women are rewarded better than men for their quantitative skills, men are rewarded better than women for their verbal skills. Additionally, the labor force experience variables, when interacted with gender, are jointly significant. This last finding is consistent with the result reported in Table 3 for Sample 1.
To test whether or not the model is structurally different for men than for women, the data are sorted according to gender, and Chow tests rejects the null hypothesis that there are no significant differences between the models estimated for men and women. These results indicate that it is appropriate to use the multiple-equation approach for calculating explained and unexplained differences in salary for men and women in both samples. Table 5 reports the results of the salary gap decompositions. In addition to the results of the wage decompositions, Table 5 reports the percentage differential computed from the single-equation models as an unexplained salary gap.
In Table 5 , the percentage gap reported under "endowments" can be interpreted as an explained differential, and the gap reported under "coefficients" can be interpreted as unexplained. In each case, unexplained salary gaps are smaller using the decomposition techniques than using the single-equation estimate. Regardless of the methodology used to calculate salary differentials, they disappear to negligible levels when DENSITY and GMAT scores are included in the regression estimates, as in the Sample 2 estimates for Model 1.
To summarize the results, we return to the empirical questions posed above. (1) Do women receive lower salaries than men, other factors constant? Salary differentials between men and women disappear when cognitive skills are accounted for. (2) Are the groupings of variables into categories of human capital, job characteristics, firm characteristics, demographic characteristics, and cognitive skills jointly significant? All of theses categories of variables are jointly significant, with the exception of race variables in Sample 2. This finding supports the premise that many factors contribute to salary differentials, and all need to be included in empirical studies. (3) Are the effects of these variables different for women than for men, individually or jointly? Our results show that men are rewarded better than women for work experience, whether measured by time in the labor force or age. Interestingly, women are rewarded better than men for quantitative skills, whereas men are rewarded better than women for verbal skills. For both genders, the rarer combinations are rewarded better. (4) Are there structural differences in the estimated models for men and women? There are structural differences in the models estimated separately for men and women. However, when the separate models are used to decompose salary differentials, the resulting calculations of salary gaps are quite consistent with the estimates from the single-equation models. has been granted for this version to appear in e-Publications@Marquette. Springer does not grant permission for this article to be further copied/distributed or hosted elsewhere without the express permission from Springer.
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VIII. Conclusions
The importance of including variables that represent a variety of different theoretical and conceptual perspectives is clear. Despite obvious gender differences in salary, the direct effect of gender on pay is eliminated when all of the study variables are introduced into the regression equation. Our results indicate that the differences in salaries for young professional men and women cannot be easily attributed to a single factor, rather it is an overall additive effect generated by market factors, personal decisions, and job and organizational characteristics. Workforce experience, hours worked, gender density, and quantitative ability are the strongest individual predictors of salary. Although some of these variables tend to negatively affect women, e.g., gender density, it is difficult to conclude whether the differences are due to market factors or discrimination.
Our findings clarify the relationship among verbal ability, quantitative ability, and the gender earnings gap. Because our investigation includes measures of verbal and quantitative ability secured after or near college graduation, one can have more confidence in our findings. Among college graduates, both verbal ability and quantitative ability are related to earnings among men as well as women.
Although existing research indicates that the gap in pay is narrowing and our results show no direct effect of gender on pay, clearly women still earn significantly less. What factors will be drivers for continuing to narrow the gender wage gap? As overt forms of discrimination are diminishing (Cianni and Romberger, 1995) , continued efforts to provide developmental opportunities in organizations for women must be encouraged. Furthermore, the deterioration of gender-based stereotypes will eliminate occupational barriers and reduce misperceptions concerning the aptitudes and abilities of women. Related to this, our findings indicate that women in our sample score lower on measures of cognitive abilities and are more likely to be employed in occupations with a higher percentage of women. These two factors negatively affect earning potential. Recent research indicates that differences in cognitive ability in mathematics may be due, in part, to socialization and self-esteem. Sex-role socialization has created the perception of math as a male-oriented domain (Fennema and Sherman, 1977) where teachers and parents have provided greater encouragement to boys than to girls (Entwisle and Baker, 1983; Fox et al., 1979) . Women have tended to shy away from advanced math and science classes in high school and college. This lack of preparation will be reflected in tests scores on the SAT, ACT, and GMAT. As women receive encouragement and gain confidence, gender-based differences in cognitive ability are likely to gradually disappear. This will result in a continued shift in the employment patterns.
Our data sets clearly represent a limited stratum of the American labor force, focusing on employed individuals who are pursuing an MBA or planning to pursue an MBA. Although this limits the generalizability of our study, the number of subjects is substantial and such individuals represent an important segment of the labor force.
Notes
1
The GMAC is composed of a consortium of business schools that owns and administers the GMAT through the Educational Testing Service (ETS).
2
General mental ability or "g" has been shown to be strongly related to both educational and occupational performance and is a better predictor than any other trait (Jenson, 2000; Schmidt and Hunter, 2004) . In fact, "g" is an extremely important predictor of performance in jobs which are more cognitively complex (Gottfredson, 2004) . Gender and racial differences in cognitive ability tests have been reported. Studies using cognitive ability tests to predict GPA and work performance have shown that single equation models may not predict performance as well as separate equations for men and women (Linn, 1982) . A possible explanation for this noted difference is that cognitive ability tests may be biased against women and minority groups. However, committees appointed by the National Academy of Sciences (Hartigan and Wigdor, 1989; Wigdor and Garner, 1982) find no evidence of bias. Hunter and Schmidt (2000) state "substantively strong methods have shown that professionally developed tests of cognitive ability and educational achievement are not biased against minority groups." Furthermore, Jensen (1998) reports that factor analysis of a broad variety of different cognitive ability tests administered to a various races and genders produces the same general intelligence factors.
Whereas cognitive ability is an important predictor of performance, there are factors that may help to explain gender and racial differences in performance. For example, O'Reilly and Chatman (1994) report that performance is a function of the joint effect of both ability and motivation. They find intelligence and hard work, in combination, were better predictors of success than just intelligence by itself.
3
Respondents indicated the actual number of years of full-time work experience beyond college graduation. Age (or age-years of education-6) is often used as a proxy for actual work experience when true measures are lacking. We included measures of both age and years of full-time work experience. Three-digit occupation codes were used in computing the gender density measure.
5
As per the literature we included children in the initial specification of the models. Number of children was insignificant in both samples, had no effect on other estimated coefficients, and reduced sample size. Based on these findings, we dropped this variable from the study. Blau et al. (2002) suggest that the presence of children should influence education investment decisions of women. This may explain why number of children is insignificant, i.e., women who believe they would not be employed in a full-time job following completion of a MBA are not in our sample because they do not pursue an MBA. 6 This is true almost by the definition of the variable. Although it is possible that, for the particular samples we use, the women could have been in male-dominated occupations, in the entire population it must be the case that proportionally more women are in the female-dominated occupations.
7
Both the linear and semi-log functional forms were estimated herein. The semi-log form was chosen on the basis of the test in which an adjusted sum of squared residuals from the semi-log estimate is calculated and compared to the sum of squared residuals from the linear form (Ramanathan, 1998: 277) . Signs and significance of estimated coefficients do not change from linear to semi-log specification.
8
Linear and quadratic specifications were tested for both LABORFRC and AGE variables in both samples. Only in the case of LABORFRC in the Sample 2 estimates was the squared term significant. Considering the unexplained portion to be the result of discrimination is problematic, given the inexactness of econometric modeling and the very nature of unexplained residuals. See Follett et al. (1993) for a critique of the use of statistical analysis in the assessment of discrimination.
10
Variance inflation factors (VIF) were calculated for each of these variables to determine the extent to which multicollinearity may contribute to the
