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Application of the Enhanced Semidefinite
Relaxation Method to Construction of the Optimal
Anisotropy Function
Daniel ˇSevcˇovicˇ and Ma´ria Trnovska´
Abstract—In this paper we propose and apply the enhanced
semidefinite relaxation technique for solving a class of non-
convex quadratic optimization problems. The approach is
based on enhancing the semidefinite relaxation methodology by
complementing linear equality constraints by quadratic-linear
constrains. We give sufficient conditions guaranteeing that the
optimal values of the primal and enhanced semidefinite relaxed
problems coincide. We apply this approach to the problem
of resolving the optimal anisotropy function. The idea is to
construct an optimal anisotropy function as a minimizer for
the anisotropic interface energy functional for a given Jordan
curve in the plane. We present computational examples of
resolving the optimal anisotropy function. The examples include
boundaries of real snowflakes.
Index Terms—Enhanced semidefinite relaxation method,
semidefinite programming, anisotropy function, Wulff shape
I. INTRODUCTION
IN this paper we propose and apply the enhanced semidef-inite relaxation technique for solving the following non-
linear optimization problem:
min xTP0x+ 2q
T
0 x+ r0
s.t. xTPlx+ 2q
T
l x+ rl ≤ 0, l = 1, · · · , d,
Ax = b,
H0 +
∑n
j=1 xjHj  0,
(1)
where x ∈ Rn is the variable and the data: P0, Pl are
n × n real symmetric matrices, q0, ql ∈ Rn, r0, rl ∈ R,
A is an m × n real matrix of the full rank, b ∈ Rm and
H0, H1, · · · , Hn are k × k complex Hermitian matrices.
The last constraint in (1) is referred to as the linear matrix
inequality (LMI). The relation H  0 means that the matrix
H is positive semidefinite. The optimal value of problem
(1) will be denoted by pˆ1. Optimization problems of the
form (1) arise from various applications of combinatorial
optimization, engineering, physics and other fields of applied
research. In these problems the objective function x 7→
xTP0x + 2q
T
0 x + r0 need not be necessarily convex, in
general.
Our aim is to propose and then apply a novel method
for solving non-convex optimization problems of the form
(1). The method is based on enhancing the usual semidefi-
nite relaxation methodology by complementing linear equal-
ity constraints by quadratic-linear constraints. In the usual
semidefinite relaxation procedure the quadratic term X :=
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xxT is relaxed by the linear matrix inequality X  xxT .
Notice that for the case there are neither linear constraints
(A = 0) nor LMI constraints (Hj = 0, j = 0, 1, · · · , n)
and d = 1 the method of semidefinite relaxation for (1) was
analyzed in [4, Appendix C.3]. We also refer the reader to
papers by Boyd and Vanderberghe [5], [6], Bao et al. [1],
Nowak [15] and Shor [18] for an overview of semidefinite
relaxation techniques for solving various classes of non-
convex quadratic optimization problems. Optimal solutions
of a second order cone programming problem with box and
linear constraints of have been studied by Hasuike in [13].
Our idea of enhancing such a semidefinite relaxation
technique consists in adding the linear constraint AX = bxT
between the unknown vector x and the semidefinite relax-
ation X  xxT . Let us emphasize that usual semidefi-
nite relaxation techniques just replace the quadratic terms
forming the matrix xxT by an n × n matrix X such that
X  xxT . In our contribution, we propose to enhance such
a relaxation by adding a new constraint AX = bxT which
can be deduced from Ax = b in the case X = xxT . With
regard to Proposition 2.2 this constraint binds matrices X
and xxT to be close to each other in the sense of the rank-
defect of their difference.
We apply this method to the problem of construction
the optimal anisotropy function. The anisotropy function σ
describing the so-called Finsler metric in the plane occurs
in various models from mathematical physics. It particular,
it enters the anisotropic Ginzburg-Landau free energy and
the nonlinear parabolic Allen-Cahn equation with a diffusion
coefficient depending on σ (cf. Belletini and Paolini [2],
Benesˇ et al. [3], [10]). It is also important in the field
of differential geometry and its applications to anisotropic
motion of planar interfaces (see e.g. Perona and Malik [16],
Weickert [22], Mikula and the first author [14]). In all
aforementioned models the anisotropy function σ enters the
model as an external given data. On the other hand, consider-
ably less attention is put on understanding and construction
the anisotropy function σ itself. In the application part of
this paper we present a novel idea how to construct an
optimal anisotropy function by means of minimizing the total
anisotropic interface energy Lσ(Γ) for a given Jordan curve
Γ in the plane. It leads to a solution to the optimization
problem: infσ Lσ(Γ) where Lσ(Γ) =
∫
Γ
σ(ν)ds. Here the
unknown anisotropy function σ is a nonnegative function of
the tangent angle ν of the curve Γ. The tangent angle ν is
defined by the relation: n = (− sin ν, cos ν)T , where n is the
unit inward normal vector to Γ. In this paper we show how
such an optimization problem can be reformulated as a non-
convex quadratic programming problem with linear matrix
inequalities of the form (1). The method of the enhanced
semidefinite relaxation of (1) can be also used in other
applications leading to non-convex constrained problems.
The paper is organized as follows. In Section II we
present the enhanced semidefinite relaxation method for
solving the optimization problem (1). The method is based on
enhancing the classical semidefinite relaxation methodology
by means of complementation of linear equality constraints
by quadratic-linear constrains. We give sufficient conditions
guaranteeing that the optimal values of primal and en-
hanced semidefinite relaxed problems coincide. In Section
III we investigate the problem of construction of the optimal
anisotropy function minimizing the total anisotropic interface
energy of a given Jordan curve in the plane. We propose
two different criteria for the anisotropy function based on the
linear and second order quadratic type of constraints. Section
IV is devoted to representation of the optimal anisotropy
problem by means of the Fourier series expansion of the
anisotropy function. In Section V we show that the optimiza-
tion problem is semidefinite representable and it fits into the
general framework of the class of non-convex optimization
problems having the form (1). In Section VI we present
several numerical experiments for construction of the optimal
anisotropy function for various Jordan curves in the plane
including, in particular, boundaries of real snowflakes.
II. ENHANCED SEMIDEFINITE RELAXATION METHOD
Our aim is to investigate problem (1) by means of methods
and techniques of non-convex optimization. Namely, we
will apply a method of the semidefinite relaxation of (1)
in combination with complementation of (1) by quadratic-
linear constraints. The method will be referred to as the
enhanced semidefinite relaxation method for solving (1). In
the recent paper [20] the theoretical and numerical aspects
of the method have been investigated.
For a transpose of the matrix X we will henceforth write
XT . For complex conjugate of a complex matrix H we will
write H∗, i. e. H∗ = H¯T . The sets of real n×n symmetric
(A = AT ) and complex Hermitian matrices (H = H∗) are
denoted by Sn and Hn, respectively. We will write A  0
(A ≻ 0), if a real symmetric matrix or a complex Hermitian
matrix A is positive semidefinite (positive definite).
First, it should be obvious that problem (1) is equivalent
to the following augmented problem:
min xTP0x+ 2q
T
0 x+ r0
s. t. xTPlx+ 2qTl x+ rl ≤ 0, l = 1, · · · , d,
Ax = b, AxxT = bxT ,
H0 +
∑n
j=1 xjHj  0.
(2)
It contains the additional quadratic-linear constraint AxxT =
bxT which clearly follows from the equality constraint
Ax = b. The optimal value of (2) is equal to the value
pˆ1. The method of semidefinite relaxation is based on the
idea that all the terms in (2) of the form X = xxT are
relaxed by a convex constraint X  xxT , i. e. the matrix
X−xxT is positive semidefinite. Enhancement of (1) means
that the equality constraint Ax = b will be complemented
by the quadratic-linear constraint AxxT = bxT . This is a
dependent constraint. On the other hand, in combination
with the semidefinite relaxation of X = xxT , the original
quadratic-linear constraint AxxT = bxT will be transformed
to the set of linear equations AX = bxT between the
unknown vector x and the n × n semidefinite relaxation
matrix X such that X  xxT .
Since xTPlx = tr(xTPlx) = tr(PlxxT ) construction of a
semidefinite relaxation of (2) is rather simple and it consists
in relaxing the equality X = xxT by the semidefinite
inequality X  xxT . The enhanced semidefinite relaxation
of (1) now reads as follows:
min tr(P0X) + 2qT0 x+ r0
s. t. tr(PlX) + 2qTl x+ rl ≤ 0, l = 1, · · · , d,
Ax = b, AX = bxT , X  xxT ,
H0 +
∑n
j=1 xjHj  0.
(3)
Notice that, using the property of the Schur complement the
inequality X  xxT can be rewritten as the linear matrix
inequality, i. e.
X  xxT ⇐⇒
(
X x
xT 1
)
 0
(cf. Zhang [25]). The optimal value of (3) will be denoted by
pˆ2. Since the resulting semidefinite relaxed problem (3) is a
convex optimization problem it can be efficiently solved by
using available solvers for nonlinear programming problems
over symmetric cones, e. g. SeDuMi or SDPT3 solvers [21].
A. Equivalence of problems (1) and (3)
In this section we provide a sufficient condition guarantee-
ing that the primal problem (2) and its enhanced semidefinite
relaxation (3) yield the same optimal values pˆ1 and pˆ2,
respectively. First we compare optimal values of (1) and (3).
Next, under additional assumptions, we show equivalence of
optimal values and optimal solutions to (1) and (3).
Theorem 2.1: Suppose that problem (1) is feasible. Then
the enhanced semidefinite relaxation problem (3) is also
feasible. For the optimal values pˆ1 of (1) and pˆ2 of (3) we
have pˆ1 ≥ pˆ2.
Proof. Let x ∈ Rn be a feasible solution to (1). Clearly, x
is feasible to the augmented problem (2) as well. Set X =
xxT . As tr(PlX) = tr(PlxxT ) = tr(xTPlx) = xTPlx for
l = 0, 1, . . . , d, we have that the pair (x,X) is feasible to
(3). Finally, xTP0x+2qT0 x+r0 = tr(P0X)+2qT0 x+r0 ≥ pˆ2
because (x,X) is feasible to (3). Hence pˆ1 ≥ pˆ2 ≥ −∞.
Theorem 2.2: Assume Pl  0, l = 1, . . . , d, are positive
semidefinite matrices. Suppose that (xˆ, Xˆ) is an optimal
solution to (3) satisfying the inequality
tr(P0Xˆ) ≥ xˆTP0xˆ. (4)
Then xˆ is an optimal solution to (1) and pˆ1 = pˆ2. Moreover,
we have tr(P0Xˆ) = xˆTP0xˆ.
Proof. It follows from basic properties of positive semidefi-
nite matrices that
tr(PM) ≥ 0 for any P  0,M  0, P,M ∈ Sn. (5)
Now, if (xˆ, Xˆ) is an optimal solution to (3) then M = Xˆ −
xˆxˆT  0. Then tr(Pl(Xˆ − xˆxˆT )) ≥ 0 and so xˆTPlxˆ ≤
tr(PlXˆ) for l = 1, . . . , d. Hence xˆ is a feasible solution to
(1). Taking into account inequality (4) and Theorem 2.1 we
conclude pˆ2 = tr(P0Xˆ)+2qT0 xˆ+r0 ≥ xˆTP0xˆ+2qT0 xˆ+r0 ≥
pˆ1 ≥ pˆ2. Therefore pˆ1 = pˆ2 and tr(P0Xˆ) = xˆTP0xˆ, as
claimed.
In the next proposition we give a sufficient condition
guaranteeing inequality (5). It is closely related to the Finsler
characterization of positive semidefinitness of a matrix P0
over the null subspace {x ∈ Rn|Ax = 0} (cf. [8]).
Proposition 2.1: The inequality tr(P0X) ≥ xTP0x is
satisfied by any (x,X) feasible to (3) provided that there
exists ̺ ∈ R such that P0 + ̺ATA  0.
Proof. Suppose that P0+ ̺ATA  0 for some ̺. By (5) we
have 0 ≤ tr((P0+̺ATA)(X−xxT )) = tr(P0X−P0xxT )+
̺ tr(AT [AX−AxxT ]) = tr(P0X)−xTP0x, because AX =
bxT = AxxT for any (x,X) feasible to (3).
Finally, we show that any feasible solution (x,X) to the
enhanced semidefinite relaxation problem (3) is tight in the
sense that the gap matrix X−xxT is a positive semidefinite
matrix of the rank at most of n−m.
Proposition 2.2: Suppose that an m × n real matrix A
has the full rank m. Then rank(X −xxT ) ≤ n−m for any
feasible solution (x,X) to (3). In particular, X  xxT but
X 6≻ xxT .
Proof. Let Y := X − xxT . Then Y  0 and AY = AX −
AxxT = (b − Ax)xT = 0. Since AY = 0 the range S(Y )
of the matrix Y is a subspace of the null space N(A) of the
matrix A. Thus rank (Y ) = dimS(Y ) ≤ dimN(A) = n−m,
as claimed.
III. APPLICATION OF THE METHOD FOR CONSTRUCTION
OF OPTIMAL ANISOTROPY FUNCTION
In many applications arising from material science, differ-
ential geometry, image processing knowledge of the so-called
anisotropy function σ plays an essential role. In the case of
the Finsler geometry of the plane the anisotropy function
σ = σ(ν) depends on the tangent angle ν of a curvilinear
boundary Γ enclosing a two dimensional connected area. The
total anisotropic interface energy Lσ(Γ) of a closed curve
Γ ∈ R2 can be defined as follows Lσ(Γ) =
∫
Γ
σ(ν)ds. The
anisotropy function σ is closely related to the fundamental
notion describing the generalized (Finsler) geometry in the
plane. Such a geometry can be characterized by the so-called
Wulff shape Wσ . Given a 2π-periodic nonnegative anisotropy
function σ = σ(ν) the Wulff shape in the plane is defined
as Wσ =
⋂
ν∈[0,2pi]
{
x | − xTn ≤ σ(ν)
}
, where n =
(− sin ν, cos ν)T is the unit inward vector. It is well known
that the boundary ∂Wσ can be parameterized as follows:
∂Wσ = {x(ν) | x(ν) = −σ(ν)n + σ
′(ν)t, ν ∈ [0, 2π]}
where t ≡ (t1, t2)T = (cos ν, sin ν)T is the unit tangent
vector to the boundary ∂Wσ of the Wulff shape. Its curvature
κ is given by κ = [σ(ν) + σ′′(ν)]−1 (see [19] for details).
Hence the Wulff shape Wσ is a convex set if and only if
σ(ν)+σ′′(ν) ≥ 0 for all ν ∈ R. Henceforth, we will assume
the anisotropy function σ ∈ K belongs to the cone of 2π-
periodic functions
K = {σ ∈W 2,2per(0, 2π) | σ ≥ 0, σ + σ
′′ ≥ 0}, (6)
where W 2,2per(0, 2π) denotes the Sobolev space of all real val-
ued 2π-periodic functions having their distributional deriva-
tives square integrable up to the second order.
For a boundary ∂Wσ of the convex set Wσ the tangent
angle ν can be used as a parameterization of ∂Wσ . Moreover,
as κ = ∂sν we can calculate the area |Wσ| of the Wulff shape
as follows:
|Wσ| = −
1
2
∫
∂Wσ
x
T
n ds = 1
2
∫
∂Wσ
σ(ν) ds
=
1
2
∫ 2pi
0
σ(ν)[σ(ν) + σ′′(ν)]dν (7)
=
1
2
∫ 2pi
0
|σ(ν)|2 − |σ′(ν)|2dν,
because dν = κds = [σ + σ′′]−1ds. If σ ≡ 1 then the
boundary ∂W1 of W1 is a circle with the radius 1, and
|W1| = π.
The main contribution of this part of the paper is to
propose a method how to construct the anisotropy function
σ with respect to minimization of the total interface energy
Lσ(Γ) provided that the Jordan curve (a closed C1 smooth
non-selfintersecting curve in the plane) is given. In practical
applications, such a curve Γ can represent a boundary of
an important object like e. g. a boundary of a snowflake
for which anisotropic growth model we want to construct
the underlying anisotropy function σ. Or, it may represent a
boundary of a typical object in the image we want to segment
by means of the anisotropic diffusion image segmentation
model.
In what follows, we will analyze two different approaches
for construction of the optimal anisotropy function σ. We
will show that imposing the first order constraint on the
anisotropy function does not lead to satisfactory results and
the second order constraint should be taken into account
when resolving the optimal anisotropy function σ.
First we notice the following homogeneity properties of
the interface energy and the area of the Wulff shape hold
true:
Ltσ(Γ) = tLσ(Γ), |Wtσ | = t
2|Wσ|, (8)
for any σ ∈ K and all t > 0. Moreover, infσ∈K Lσ(Γ) = 0
for σ ≡ 0 ∈ K. In order to obtain a nontrivial anisotropy
function minimizing the interface energy Lσ(Γ) of a given
curve Γ we have to impose additional constraints on σ. We
will distinguish two cases - linear and quadratic constraints
on σ. More precisely, given a Jordan curve Γ in the plane
we construct the optimal anisotropy function σ as follows:
1) (First order linear constraint imposed on σ)
The anisotropy function σ is a minimizer of
inf
σ∈K
Lσ(Γ)
s.t. σavg = 1,
(9)
where σavg = 12pi
∫ 2pi
0
σ(ν)dν is the average of σ.
2) (Second order constraint imposed on σ)
The anisotropy function σ is a minimizer of
inf
σ∈K
Lσ(Γ)
s.t. |Wσ | = 1,
(10)
where |Wσ| is the area of the Wulff shape.
With regard to the homogeneity properties (8), the con-
strained problem (10) can be also viewed as a solution to
the inverse Wulff problem stated as follows:
inf
σ∈K
Πσ(Γ), where Πσ(Γ) =
Lσ(Γ)
2
4|Wσ|A(Γ)
is the anisoperimetric ratio of a curve Γ for the underlying
anisotropy function σ. In [19] Yazaki and the author showed
the following anisoperimetric inequality:
Lσ(Γ)
2
4|Wσ|A(Γ)
≥ 1, (11)
where A(Γ) is the area enclosed by Γ. The equality is
attained if and only if Γ is homothetically similar to ∂Wσ .
It is a generalization of the anisoperimetric inequality due
to Wulff [23] (see also Dacorogna and Pfister [7]) originally
shown for π- periodic anisotropy function σ only.
IV. FOURIER SERIES REPRESENTATION OF THE
ANISOTROPY FUNCTION
Since the anisotropy function σ ∈ K is a 2π-periodic real
function of a real variable ν ∈ R it is useful to represent σ
by means of coefficients of its Fourier series expansion. A
function σ ∈ W 2,2per(0, 2π) can be represented by its complex
Fourier series:
σ(ν) =
∞∑
k=−∞
σke
ikν , σk =
1
2π
∫ 2pi
0
e−ikνσ(ν)dν (12)
are complex Fourier coefficients. Since σ(ν) is assumed to
be a real valued function we have σ−k = σ¯k for any k ∈ Z
and σ0 ∈ R.
In what follows, we will express the anisotropic interface
energy Lσ(Γ), the average value σavg as well as the area
|Wσ| of the Wulff shape in terms of the Fourier coefficients
σk, k ∈ Z. Furthermore, we will provide a necessary and
sufficient semidefinite representable condition for σ to belong
to the cone K.
A. Representation of the interface energy
In terms of Fourier coefficients σk, k ∈ Z, the interface
energy Lσ(Γ) can be represented as follows:
Lσ(Γ) =
∫
Γ
σ(ν)ds =
∞∑
k=−∞
σk
∫
Γ
eikνds
=
∞∑
k=−∞
c¯kσk = c0σ0 + 2ℜ
∞∑
k=1
c¯kσk, (13)
where the complex coefficients
ck :=
∫
Γ
e−ikνds, k ∈ Z, (14)
depend on the Jordan curve Γ only. Using the unit tangent
vector t = (t1, t2)T = (cos ν, sin ν)T to Γ the coefficients
ck, k ∈ Z, can be calculated as follows:
ck =
∫
Γ
e−ikνds =
∫
Γ
(t1 − it2)
kds .
Notice that c0 =
∫
Γ ds is the length L(Γ) of the curve Γ.
In Fig. 1 we plot moduli of |ck|, k ≥ 1, of a dendrite
type of a curve Γ (top) and the boundary of a real snowflake
(bottom). For the analytic description of the curve shown
in Fig. 1 (a), we refer to Section VI. In order to compute
the above path integral, the curve Γ was approximated by
a polygonal curve poly(x(0),x(1), · · ·x(K)) with vertices
x
(0),x(1), · · ·x(K). The unit tangent t(j) vector at x(j) has
been approximated by t(j) ≡ (x(j+1) − x(j−1))/‖x(j+1) −
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Fig. 1. Jordan curves (a,c) corresponding to the boundary of a
dendrite and a real snowflake, respectively. The spectrum of moduli
|ck|, k ≥ 1, is shown in (c,d), respectively
x
(j−1)‖. Here ‖x‖ is the Euclidean norm of a vector x.
Since ds = ‖∂ux‖du ≈ 12‖x
(j+1)−x(j−1)‖ the coefficients
{ck, k ∈ Z} were approximated as follows:
ck =
∫
Γ
(t1 − it2
)kds
≈
1
2
K−1∑
j=1
(
t
(j)
1 − it
(j)
2
)k
‖x(j+1) − x(j−1)‖. (15)
B. Representation of the average value of the anisotropy
function
The representation of the average value σavg =
1
2pi
∫ 2pi
0 σ(ν)dν is rather simple because
σavg =
1
2π
∫ 2pi
0
σ(ν)dν = 1
2π
∫ 2pi
0
∞∑
k=−∞
σke
ikν = σ0.
(16)
C. Representation of the Wulff shape area
The area |Wσ| of the Wulff shape can be easily expressed
in terms of Fourier coefficients as follows:
|Wσ| =
1
2
∫ 2pi
0
|σ(ν)|2 − |σ′(ν)|2dν
=
1
2
∫ 2pi
0
∞∑
k,m=−∞
σ¯mσk(1−mk)e
i(k−m)νdν
= π
∞∑
k=−∞
(1− k2)|σk|
2 (17)
= πσ20 + 2π
∞∑
k=1
(1− k2)|σk|
2.
D. Finite Fourier modes approximation
In order to compute the optimal anisotropy function σ we
approximate σ by its finite Fourier modes approximation
up to the order N . To this end, we introduce the finite
dimensional sub-cone KN of K where
KN = {σ ∈ K | ∃(σ0, σ1, · · · , σN−1)
T ∈ CN ,
σ(ν) =
N−1∑
k=−N+1
σke
ikν}. (18)
Here σ−k = σ¯k . For any σ ∈ KN we have
Lσ(Γ) = c0σ0 + 2ℜ
N−1∑
k=1
c¯kσk,
|Wσ | = πσ
2
0 + 2π
N−1∑
k=1
(1− k2)|σk|
2.
E. Criteria for non-negativity of partial Fourier series
Following the classical Riesz-Fejer factorization theorem
(cf. [17, pp. 117–118]), in [12] McLean and Woerdeman de-
rived a semidefinite representable criterion for non-negativity
of a partial finite Fourier series sum. Their criterion reads as
follows:
Proposition 4.1: [12, Prop. 2.3] Let σ0 ∈ R, σk = σ¯−k ∈
C for k = 1, · · · , N − 1. Then the finite Fourier series ex-
pansion σ(ν) =
∑N−1
k=−N+1 σke
ikν is a nonnegative function
σ(ν) ≥ 0 for ν ∈ R, if and only if there exists a positive
semidefinite Hermitian matrix F ∈ HN , F  0, and such
that, for each k = 0, 1, · · · , N − 1,
N∑
p=k+1
Fp,p−k = σk.
Using Proposition 4.1 and taking into account that σ(ν) +
σ′′(ν) =
∑N−1
k=−N+1(1− k
2)σke
ikν for any σ ∈ KN we end
up with the following representation of the cone KN :
Lemma 4.1: σ ∈ KN if and only if there exist F,G ∈
HN , F,G  0, such that, for any k = 0, · · · , N − 1,
N∑
p=k+1
Fp,p−k = σk,
N∑
p=k+1
Gp,p−k = (1− k
2)σk.
V. SEMIDEFINITE PROGRAMMING (SDP)
REPRESENTABILITY OF THE MINIMAL ANISOTROPIC
INTERFACE ENERGY PROBLEM
In this section we will show how the optimization prob-
lems (9) and (10) for construction of the optimal anisotropy
function σ can be reformulated in terms of the non-convex
quadratic optimization problem (1). In order to compute the
function σ we restrict ourselves to the finite dimensional
subspace formed by anisotropy functions belonging to the
finite dimensional cone KN for given finite number of
Fourier modes N ∈ N.
First we rewrite problems (9) and (10) in terms of real
and imaginary parts xℜ, xℑ ∈ RN of the complex vector
σ ∈ KN representing the anisotropy function σ, i. e.
x =
(
xℜ
xℑ
)
≡ [xℜ;xℑ] ∈ R
n, σk = xℜ,k + i xℑ,k,
for k = 0, . . . , N−1, where n = 2N . Let ck, k = 0, . . . , N−
1 be Fourier coefficients associated to the given Jordan
curve Γ (see (14)). If we set α = (α0, · · · , αN−1)T , β =
(β0, · · · , βN−1)
T ∈ RN where αk = 2ℜck, βk =
2ℑck, k ≥ 1, α0 = c0, β0 = 0, then the anisotropic interface
energy Lσ(Γ) can be expressed as follows: Lσ(Γ) = αTxℜ+
βTxℑ.
A. SDP representation of problem (9) with linear constraints
Using the representation of Lσ(Γ) and semidefinite repre-
sentation of KN problem (9) with the linear constraint on σ
can be rewritten as optimization problem (1)
min 2qT0 x
s.t. σ0 = 1,∑N
p=k+1 Fp,p−k = σk,∑N
p=k+1Gp,p−k = (1− k
2)σk,
for k = 0, · · · , N − 1,
F,G  0,
(19)
where 2q0 = [α;β] ∈ Rn, n = 2N . It means that matrices
Pl = 0 for l = 0, 1 in (1). In this case problem (1) is just
a convex semidefinite programming problem with the linear
value function and linear matrix inequality constraints. It can
be solved directly by computational tools for solving SDP
optimization problems over symmetric cones like e. g. the
Matlab software package SeDuMi by Sturm [21].
Notice that problem (19) is feasible because x ≡ [xℜ;xℑ]
where xℜ,0 = 1, xℜ,k = 0, k ≥ 1, xℑ = 0 is a feasible
solution corresponding to the constant anisotropy function
σ ≡ 1. Since 2q0 is the positive vector and x ≥ 0 for any x
feasible to (19) we have pˆ1 > −∞.
B. SDP representation of problem (10) with quadratic con-
straints
According to the scaling property (8) problem (10) with
quadratic constraint imposed on σ is equivalent (up to a
positive scalar multiple of the optimal function σ) to the
following finite dimensional optimization problem:
max
σ
|Wσ|
s.t. Lσ(Γ) = L(Γ), σ ∈ K
N ,
(20)
i. e. we maximize the area |Wσ| of the Wulff shape under
the constraint that the interface energy Lσ(Γ) is fixed to
the predetermined constant, e. g. the total length L(Γ). The
choice of the scaling constraint Lσ(Γ) = L(Γ) is quite
natural because in the case Γ is a circle, the anisotropy
function σ ∈ K maximizing |Wσ| under the constraint
Lσ(Γ) = L(Γ) is just unity, σ ≡ 1. Taking into account
representation of the Wulff shape area from Section IV, part
D, and introducing the real n× n matrix P0:
P0 = diag(p0, p1, · · · , pN−1, q0, q1, · · · , qN−1), (21)
where p0 = q0 = −π, pk = qk = 2π(k2 − 1) for k ≥ 1, the
optimization problem (20) can be rewritten as follows:
min xTP0x
s.t. Ax = b,∑N
p=k+1 Fp,p−k = σk,∑N
p=k+1Gp,p−k = (1− k
2)σk,
for k = 0, · · · , N − 1,
F,G  0, F,G ∈ HN , x ∈ R2N ,
(22)
where A is a 1×n real matrix, A = (αT , βT ) and b = L(Γ).
Since the matrix P0 is indefinite problem then (22) is a non-
convex optimization problem with LMI constraints having
the form of (1). Notice that the semidefinite constraints
imposed on matrices F and G can be rewritten in terms
of the LMI constraint in (1) by using a standard basis in the
space of complex N ×N Hermitian matrices.
With regard to results from Section II the enhanced
semidefinite relaxation of problem (22) has the form:
min tr(P0X)
s.t. Ax = b, AX = bxT ,
X  xxT ,∑N
p=k+1 Fp,p−k = σk,∑N
p=k+1Gp,p−k = (1− k
2)σk,
for k = 0, · · · , N − 1,
F,G  0, F,G ∈ HN , x ∈ R2N , X ∈ S2N .
(23)
Similarly as in the case of problem (19), both problems
(22) as well as (23) are feasible because x ≡ [xℜ;xℑ]
where xℜ,0 = 1, xℜ,k = 0, k ≥ 1, xℑ = 0 is a feasible
solution to (22) and (x,X), X = xxT , is feasible to
(23). Moreover, the optimal value pˆ1 is finite. Indeed, it
follows from the anisoperimetric inequality Πσ(Γ) ≥ 1 that
−xTP0x = |Wσ| =
Lσ(Γ)
2
4Πσ(Γ)A(Γ)
≤ L(Γ)
2
4A(Γ) < ∞, for any
σ = xℜ + i xℑ ∈ K
N , x = [xℜ;xℑ], which is a feasible
solution to (22). Hence pˆ1 > −∞.
VI. NUMERICAL EXPERIMENTS BASED ON
MINIMIZATION OF THE INTERFACE ENERGY
A. The case of a linear constraint
First, we present results of numerical resolution of the
optimal anisotropy function σ based on a solution to problem
(9). It should be obvious that, up to a positive multiple of
σ, the optimal solution σ to the maximization problem (20)
is also an optimal solution to the minimal interface energy
problem with the linear constraint σavg ≡ 12pi
∫ 2pi
0
σ(ν)dν =
σ0 = 1 imposed on σ ∈ KN , i. e.
min
σ
Lσ(Γ)
s.t. σ0 = 1, σ ∈ K
N .
(24)
Notice that a minimizer σ to (24) need not be unique. Indeed,
let Γ be a circle with a radius r > 0. Then the tangent angle
ν can be used for parameterization of a convex curve Γ such
that dν = κds = r−1ds (cf. [14], [19]). We obtain
Lσ(Γ) =
∫
Γ
σ(ν)ds = r
∫ 2pi
0
σ(ν)dν = 2πr, σavg = 2πr
for any σ ∈ KN such that σavg = 1. But this means that any
σ ∈ K with σavg = 1 is a minimizer to (24).
In Fig. 2 we plot two examples of Jordan curves Γ in
the plane. In Fig. 2 (a) we plot a Jordan curve representing
the boundary of the Wulff shape ∂µW . In this example the
function µ is the Kobayashi three-fold anisotropy function
µ(ν) = 1 + ε cos(mν) with m = 3 and ε = 0.99/(m2 − 1).
Clearly, µ ∈ KN for any N ≥ 4. Unfortunately, resolution
of the optimal σ based on a solution to (24), i. e. (9) does
not recover the original anisotropy function µ as one may
expect in this case. The optimal anisotropy function σ has the
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Fig. 2. Jordan curves corresponding to boundaries of the Wulff shape
Wµ (a) and a snowflake (d). The optimal anisotropy functions σ ∈ KN
computed by means of a solution to the SDP (9) are shown in (b) and (e),
respectively. The Wulff shape and Frank diagram are depicted in (c) and (f)
flattened Wulff shape having sharp corners. We also plotted
the corresponding Frank diagram defined as follows:
Fσ = {x = −rn | 0 ≤ r ≤ 1/σ(ν), ν ∈ [0, 2π]},
where n = (− sin ν, cos ν)T . The next example of a curve Γ
representing a boundary of a real snowflake shown in Fig. 2
(d) is even worse. The optimal anisotropy function σ obtained
by solving (24) has two local maxima corresponding thus to
the two-fold anisotropy rather than hexagonal one, as one
may expect in this case.
B. The case of a quadratic constraint
In this section we present results of resolution of the
optimal anisotropy function by means of a solution to (10) in
which σ is minimizer of the anisotropic energy Lσ(Γ) subject
to the quadratic constraint |Wσ | = 1. As it was already
discussed in Section V, the optimization problem (10) leads
to a non-convex SDP problem (20) which we can solve by
means of the enhanced semidefinite relaxation problem (23).
It was solved numerically by using the powerful nonlinear
convex programming Matlab solver SeDuMi developed by
J. Sturm [21]. Notice that it implements self-dual embedding
method proposed by Ye, Todd and Mizuno [24]. It is worth
to note that without complementing (20) by the quadratic-
linear constraint AX = bxT in (23) the SeDuMi solver was
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Fig. 3. A Jordan curve corresponding to the boundary of the Wulff shape
Wµ (a). The optimal anisotropy functions σ ∈ KN computed by means of
a solution to the enhanced semidefinite relaxed program (23) are shown in
(b). The Wulff shape and Frank diagram are depicted in (c)
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Fig. 4. A Jordan curve corresponding to the boundary of a snowflake (a).
The optimal anisotropy function σ ∈ KN computed by means of a solution
to (23) is shown in (b). The Wulff shape and Frank diagram are depicted
in (c). The reciprocal value of the curvature κ−1 = σ + σ′′ is depicted in
(d)
unable to solve the problem because of its unboundedness. In
order to call SeDuMi solver we have uased the CVX Matlab
programming framework (cf. Henrion et al. [9])
In Fig. 3 we plot the same three-fold Jordan curve Γ
as in Fig. 2 (a). Using the quadratic constraint on σ (see
(10) and (23)) the optimal anisotropy function σ coincides
with the Kobayashi three-fold anisotropy function µ(ν) =
1+ε cos(mν) (see (a,b,c)) with m = 3 (cf. [11]). In the case
of a real snowflake boundary shown in Fig. 4 (a), resolution
of the optimal anisotropy function yields the Wulff shape
as it can be seen from Fig. 4 (c). There is just a small
TABLE I
DEPENDENCE OF THE TIME COMPLEXITY OF COMPUTATION WITH
RESPECT TO THE NUMBER OF FOURIER MODES N AND ITS
EXPERIMENTAL ORDER OF TIME COMPLEXITY (EOTC)
N CPU(s) eotc
50 5 –
100 39 2.87
150 124 2.86
200 407 4.13
250 1609 4.32
300 2267 4.12
relative deviation (less than 2%) of the function σ(ν) from
the constant value σ ≡ 1. The same phenomena is however
true for the Kobayashi function µ(ν) = 1 + ε cos(mν) with
m = 6 and ε = 0.99/(m2− 1). The behavior of the optimal
anisotropy can be better observed from Fig. 4 (d) in which we
plot the reciprocal value of the curvature κ−1 = σ(ν)+σ′′(ν)
of the optimal Wulff shape. It has at least six separated spots
of local minima close to zero value corresponding to high
values of the curvature κ.
In Fig. 5 (a) we present a simple test example of a
Jordan curve Γ given by the parameterization: Γ = {x(u) =
r(u)(sin(2πu), cos(2πu))T | u ∈ [0, 1]} where r(u) = 3 +
exp(cos(18πu)) cos(8πu). The curve Γ has been discretized
by K = 1000 grid points and the Fourier coefficients
were computed according to (15). We chose N = 50
Fourier modes in this example. In the last numerical example
shown in Fig. 6 (a) we present computation of the optimal
anisotropy function σ for a boundary Γ of a real snowflake.
We again used N = 50 Fourier modes and K = 700 grid
points for approximation of the boundary of a snowflake. The
resulting optimal anisotropy function σ again corresponds to
the Wulff shape with hexagonal symmetry. It can be seen
from the plot of Fig. 6 (d) in which we can observe six
distinguished local minima of the reciprocal value κ−1 of
the curvature.
In Table I we present results of numerical computations for
various numbers N of Fourier modes for the curve Γ shown
in Fig 5 (a). We calculated the experimental order of time
complexity (eotc) by comparing elapsed times Tk for dif-
ferent Nk as follows: eotck = ln(Tk+1/Tk)/ ln(Nk+1/Nk).
It turns out that the time complexity measured by the eotc
is below the order of 4.5. On the other hand, for practical
purposes, taking N ≈ 100 Fourier modes is sufficient.
Numerical computations were performed on a Quad-Core
AMD Opteron Processor with 2.4GHz frequency, 32GB of
memory. We also computed the relative gap in the optimal
solution pair (xˆ, Xˆ) to (23). It is defined as follows:
gap(xˆ, Xˆ) =
|tr(P0Xˆ)− xˆTP0xˆ|
|xˆTP0xˆ|
.
With regard to Theorem 2.2 a value of gap(xˆ, Xˆ) below
the given small tolerance level indicates that xˆ is indeed
the optimal solution to the original problem (20) and so
the constructed function σ ∈ KN is an optimal anisotropy
function minimizing the anisotropic energy and satisfying
quadratic constraints (10). For the number of Fourier modes
N ≈ 100 the value of gap(xˆ, Xˆ) was less than 10−4.
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Fig. 5. A curve Γ (a); the optimal anisotropy function σ ∈
KN , N = 50 (b); the Wulff shape Wσ and Frank diagram Fσ
(c); the reciprocal value of the curvature κ−1 = σ + σ′′ (d)
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Fig. 6. A curve Γ (a); the optimal anisotropy function σ ∈
KN , N = 50 (b); the Wulff shape Wσ and Frank diagram Fσ
(c); the reciprocal value of the curvature κ−1 = σ + σ′′ (d)
VII. CONCLUSIONS
In this paper we analyzed a novel method of enhanced
semidefinite relaxation for solving a class of non-convex
quadratic optimization problems. We applied this method-
ology to the practical problem of construction of the optimal
anisotropy function minimizing the anisotropic energy for a
given Jordan curve in the plane.
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