Abstract. In this paper we study a symmetry group of vector space. Basis manifold is a homogeneous space of a symmetry group. This concept leads us to the definition of active and passive transformations on basis manifold. Active transformation can be expressed as a transformation of vector space. Passive transformation gives ability to define concepts of invariance and of geometrical object.
Introduction
This paper was written under the great influence of the book [1] . The studying of a homogenous space of a group of symmetry of a vector space leads us to the definition of a basis of this space and a basis manifold. We introduce two types of transformation of a basis manifold: active and passive transformations. The difference between them is that the active transformation can be expressed as a transformation of an original space. As it is shown in [1] passive transformation gives ability to define concepts of invariance and of geometrical object.
Two opposite points of view about a geometrical object meet in definition 6.3. On the one hand we determine coordinates of the geometrical object relative to a given basis and introduce the law of transition of coordinates during transformation of the basis. At the same time we study the set of coordinates of the geometrical object relative to different bases as a single whole. This gives us an opportunity to study the geometrical object without using coordinates.
Representation of Group
Definition 2.1. We call the map t : M → M nonsingular transformation, if there exists inverse map.
Definition 2.2. Transformations is left-side transformations if it acts from left
We denote l(M ) the set of left-side nonsingular transformations of set M . We denote r(M ) the set of right-side nonsingular transformations of set M .
We denote δ identical transformation. Proof. Since (2.2) and (2.3), we have
This completes the proof.
Theorem 2.7. Let l(M ) be a group with respect to multiplication (2.8) (t 1 t 2 )u = t 1 (t 2 u) and δ be unit of group l(M ). Let map (2.1) be a homomorphism of group
Then this map is representation of group G which we call left-side covariant representation.
Theorem 2.8. Let r(M ) be a group with respect to multiplication (2.10) u(t 1 t 2 ) = (ut 1 )t 2 and δ be unit of group r(M ). Let map (2.4) be a homomorphism of group
Then this map is representation of group G which we call right-side covariant representation.
Proof. Since f is homomorphism of group, we have f (e) = δ. Since (2.10) and (2.11), we have
According definition 2.5 f is representation.
Theorem 2.9. Let l(M ) be a group with respect to multiplication
and δ be unit of group l(M ). Let map (2.1) be an antihomomorphism of group
Then this map is representation of group G which we call left-side contravariant representation.
Proof. Since f is antihomomorphism of group, we have f (e) = δ. Since (2.12) and (2.13), we have
According definition 2.4 f is representation.
Theorem 2.10. Let r(M ) be a group with respect to multiplication (2.14) u(t 2 t 1 ) = (ut 1 )t 2 and δ be unit of group r(M ). Let map (2.4) be an antihomomorphism of group
Then this map is representation of group G which we call right-side contravariant representation.
Proof. Since f is antihomomorphism of group, we have f (e) = δ. Since (2.14) and (2.15), we have
Example 2.11. The group operation determines two different representations on the group: the left shift which we introduce by the equation
and the right shift which we introduce by the equation
Lemma 2.12. Let representation
Proof. Statement follows from chain of equations
Definition 2.13. Let f be representation of the group G in set M . For any v ∈ M we define orbit of representation of the group G as set
Lemma 2.14. Suppose
Proof. From (2.18) it follows that there exists a ∈ G such that
Since (2.2), we see that from (2.21) it follows that w ∈ O(u, g ∈ G, f (g)u). Thus
Since (2.7), we see that from (2.19) it follows that
Lemma 2.15. Suppose f 1 is representation of group G in set M 1 and f 2 is representation of group G in set M 2 . Then we introduce direct product of representations f 1 and f 2 of group
Proof. To show that f is a representation, it is enough to prove that f satisfies the definition 2.4.
3. Single Transitive Representation of Group Definition 3.1. We call kernel of inefficiency of representation of group G a set
Lemma 3.2. A kernel of inefficiency is a subgroup of group G.
If an action is not effective we can switch to an effective one by changing group G 1 = G|K f using factorization by the kernel of inefficiency. This means that we can study only an effective action. Definition 3.3. We call a representation of group transitive if for any a, b ∈ V exists such g that a = f (g)b We call a representation of group single transitive if it is transitive and effective.
Lemma 3.4. Representation is single transitive if and only if for any a, b ∈ V exists one and only one g ∈ G such that a = f (g)b Definition 3.5. We call a space V homogeneous space of group G if we have single transitive representation of group G on V .
Lemma 3.6. If we define a single transitive representation f of the group G on the manifold A then we can uniquely define coordinates on A using coordinates on the group G.
If f is a covariant representation than f (a) is equivalent to the left shift L(a) on the group G. If f is a contravariant representation than f (a) is equivalent to the right shift R(a) on the group G.
Proof. We select a point v ∈ A and define coordinates of a point w ∈ A as coordinates of the transformation a such that w = f (a)v. Coordinates defined this way are unique up to choice of an initial point v ∈ A because the action is effective.
If f is a covariant representation we will use the notation
Because the notation
is compatible with the group structure we see that the covariant representation f is equivalent to the left shift. If f is a contravariant representation we will use the notation
is compatible with the group structure we see that the contravariant representation f is equivalent to the right shift.
Lemma 3.7. Left and right shifts on group G are commuting.
Proof. This is the consequence of the associativity on the group G
Lemma 3.8. If we defined a single transitive representation f on the manifold A then we can uniquely define a single transitive representation h such that diagram
Proof. We use group coordinates for points v ∈ A. For the simplicity we assume that f is a covariant representation. Then according to lemma 3.6 we can write the left shift L(a) instead of the transformation f (a).
Let points v 0 , v ∈ A. Then we can find one and only one a ∈ G such that
We assume h(a) = R(a) For some b ∈ G we have
The lemma 3.8 is really very interesting. However its meaning becomes more clear when we apply this lemma to basis manifold, see section 5.
According to lemma 3.7 the diagram
Changing b we get that w 0 is an arbitrary point of A. We see from the diagram that if v 0 = v than w 0 = w and therefore h(e) = δ. On other hand if v 0 = v then w 0 = w because the representation f is single transitive. Therefore the representation h is effective.
In the same way we can show that for given w 0 we can find a such that w = h(a)w 0 . Therefore the representation is single transitive.
In general the representation f is not commutative and therefore the representation h is different from the representation f . In the same way we can create a representation f using the representation h. 
We see that the representation of h depends on its argument.
Linear Representation of Group
Suppose we introduce additional structure on set M . Then we create an additional requirement for the representation of group.
Since we introduce continuity on set M , we suppose that transformation
is continuous in u. Therefore, we get ∂u
Suppose M is a group. Then representations of left and right shifts have great importance.
Definition 4.1. Let M be vector space V over field F . We call the representation of group G in vector space V linear representation if f (a) is homomorphism of space V for any a ∈ G.
Remark 4.2. Let transformation f (a) be linear homogenous transformation. f β γ (a) are elements of the matrix of transformation. We usually assume that the lower index enumerates rows in the matrix and the upper index enumerates columns.
According to the matrix product rule we can present coordinates of a vector as a row of a matrix. We call such vector a row vector. We can also study a vector whose coordinates form a column of a matrix. We call such vector a column vector.
Left-side linear representation in column vector space
is contravariant representation
Right-side representation in column vector space
Remark 4.3. Studying linear representations we clearly use tensor notation. We can use only upper index and notation u
•.
α instead of u α . Then we can write the transformation of this object in the form
This way we can hide the difference between covariant and contravariant representations. This similarity goes as far as we need.
Basis in Vector Space
Assume we have vector space V and contravariant right-side effective linear representation of group G = G(V). We usually call group G(V) symmetry group. Without loss of generality we identify element g of group G with corresponding transformation of representation and write its action on vector v ∈ V as vg.
This point of view allows introduction of two types of coordinates for element g of group G. We can either use coordinates defined on the group, or introduce coordinates as elements of the matrix of the corresponding transformation. The former type of coordinates is more effective when we study properties of group G. The latter type of coordinates contains redundant data; however, it may be more convenient when we study representation of group G. The latter type of coordinates is called coordinates of representation.
A maximal set of linearly independent vectors F =< e (i) > is called a basis. In case when we want to show clearly that this is the basis of space V we use notation
Any homomorphism of the vector space maps one basis into another. Thus we can extend a covariant representation of the symmetry group to the set of bases. We write the action of element g of group G on basis F as R(g)F. However not every two bases can be mapped by a transformation from the symmetry group because not every nonsingular linear transformation belongs to the representation of group G. Therefore, we can present the set of bases as a union of orbits of group G.
Properties of basis depend on the symmetry group. We can select basis F vectors of which are in a relationship which is invariant relative to symmetry group. In this case all bases from orbit O(F, g ∈ G, R(g)F) have vectors which satisfy the same relationship. Such a basis we call G-basis. In each particular case we need to prove the existence of a basis with certain properties. If such a basis does not exist we can choose an arbitrary basis. Proof. According to definition 5.1 at least one transformation of representation is defined for any two bases. To prove this lemma it is sufficient to show that this transformation is unique.
Consider elements g 1 , g 2 of group G and a basis F such that
Because any vector has a unique expansion relative to basis F it follows from (5.2)
is an identical transformation of vector space V. g 1 = g 2 because representation of group G is effective on vector space V. Statement of the lemma follows from this. According to lemma 3.6 because basis manifold F (V) is a homogenous space of group G we can introduce on F (V) two types of coordinates defined on group G.
In both cases coordinates of basis
Basis F creates coordinates in V. In different types of space it may be done in different ways. In affine space if node of basis is point A than point B has the same coordinates as vector −→ AB relative basis F. In a general case we introduce coordinates of a vector as coordinates relative to the selected basis. Using only bases of type G means using of specific coordinates on A n . To distinguish them we call this G-coordinates. We also call the space V with such coordinates G-space.
According to lemma 3.8 another representation, commuting with passive, exists on the basis manifold. As we see from remark 3.9 transformation of this representation is different from a passive transformation and cannot be reduced to transformation of space V. To emphasize the difference this transformation is called a passive transformation of vector space V and the representation is called passive representation. We write the passive transformation of basis F, defined by element g ∈ G, as L(g)F.
5.1. Basis in Affine Space. We identify vectors of the affine space A n with pair of points −→ AB. All vectors that have a common beginning A create a vector space that we call a tangent vector space T A A n .
A topology that A n inherits from the map A n → R n allows us to study smooth transformations of A n and their derivatives. More particularly, the derivative of transformation f maps the vector space T A A n into T f (A) A n . If f is linear then its derivative is the same at every point. Introducing coordinates A 1 , ..., A n of a point A ∈ A n we can write a linear transformation as
Derivative of this transformation is defined by matrix P i j . and does not depend on point A. Vector (R 1 , ..., R n ) expresses displacement in affine space. Set of transformations (5.3) is the group Lie which we denote as GL(A n ) and call affine transformation group. Definition 5.4. Basis manifold F (A n ) of affine space is set of bases of this space.
A active transformation is called affine transformation. An passive transformation is called quasi affine transformation.
If we do not concern about starting point of a vector we see little different type of space which we call central affine space CA n . In the central affine space we canidentify all tangent spaces and denote them T CA n . If we assume that the start point of vector is origin O of coordinate system in space then we can identify any point A ∈ CA n with the vector a = −→ OA. This leads to identification of CA n and T CA n . Now transformation is simply map
and such transformations build up Lie group GL n .
Definition 5.5. Central affine basis F =< e i > is set of linearly independent vectors e i = (e 1 i , ..., e n i ). Definition 5.6. Basis manifold F (CA n ) of central affine space is set of bases of this space.
Basis in Euclid
Space. When we introduce a metric in a central affine space we get a new geometry because we can measure a distance and a length of vector. If a metric is positive defined we call the space Euclid E n otherwise we call the space pseudo Euclid E nm .
Transformations that preserve length form Lie group SO(n) for Euclid space and Lie group SO(n, m) for pseudo Euclid space where n and m number of positive and negative terms in metrics. We can prove existence of orthonormal basis using Gram-Schmidt orthogonalization procedure.
Definition 5.8. Basis manifold F (E n ) of Euclid space is set of orthonornal bases of this space.
A active transformation is called movement. An passive transformation is called quasi movement.
Geometrical Object of Vector Space
An active transformation changes bases and vectors uniformly and coordinates of vector relative basis do not change. A passive transformation changes only the basis and it leads to change of coordinates of vector relative to basis.
Let passive transformation L(a) ∈ G defined by matrix (a
relative to basis F and have expansion
relative to basis F ′ . From (6.1) and (6.3) it follows that
Comparing (6.2) and (6.4) we get (6.5)
Because a i j is nonsingular matrix we get from (6.5) (6.6)
Coordinate transformation (6.6) does not depend on vector v or basis F, but is defined only by coordinates of vector v relative basis F. Suppose we select basis F. Then the set of coordinates (v i ) relative to this basis forms a vector spaceṼ isomorphic to vector space V. This vector space is called coordinate vector space. This isomorphism is called coordinate isomorphism.
Denote by δ k = (δ i k ) the image of vector e k ∈ F under this . Theorem 6.1. Coordinate transformations (6.6) form right-side contravariant effective linear representation of group G which is called coordinate representation.
Proof. Suppose we have two consecutive passive transformations L(a) and L(b).
Coordinate transformation (6.6) corresponds to passive transformation L(a). Coordinate transformation
corresponds to passive transformation L b . Product of coordinate transformations (6.6) and (6.7) has form (6.8)
and is coordinate transformation corresponding to passive transformation L ba . It proves that coordinate transformations form contravariant right-side linear representation of group G. Suppose coordinate transformation does not change vectors δ k . Then unit of group G corresponds to it because representation is single transitive. Therefore, coordinate representation is effective.
Let homomorphism of group G to the group of passive transformations of vector space W be coordinated with symmetry group of vector space V. This means that passive transformation L(a) of vector space W corresponds to passive transformation L(a) of vector space V.
is called geometrical object in coordinate representation defined in vector space V. For any basis F ′ V = L(a)F V corresponding point (6.10) of orbit defines coordinates of geometrical object relative basis
is called geometrical object defined in vector space V. For any basis F ′ V = L(a)F V corresponding point (6.10) of orbit defines coordinates of a geometrical object relative to basis F ′ V and the corresponding vector
is called representative of geometrical object in basis F ′ V . We also say that w is a geometrical object of type A Since a geometrical object is an orbit of representation, we see that according to lemma 2.14 the definition of the geometrical object is a proper definition.
Definition 6.2 introduces a geometrical object in coordinate space. We assume in definition 6.3 that we selected a basis in vector space W. This allows using a representative of the geometrical object instead of its coordinates. Proof. To define representative of geometrical object, we need to select basis F V , basis F W = (E α ) and coordinates of geometrical object w α . Corresponding representative of geometrical object has form
Suppose we map basis F V to basis F ′ V by passive transformation L(a). According building this forms passive transformation (6.9) and coordinate transformation (6.10). Corresponding representative of geometrical object has form 
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