Problems concerning the approximation of convex valued multifunctions by continuous ones are considered. Approximation results of the type obtained by GeΓman, Cellina, and Hukuhara for Pompeiu-Hausdorff upper semicontinuous multifunctions are shown to hold for some larger classes of multifunctions. Moreover, it is proved that PompeiuHausdorff semicontinuous multifunctions, with convex bounded values, are continuous almost everywhere (in the sense of the Baire category). As an application, an alternative proof is given of Kenderov's theorem stating that a maximal monotone operator is almost everywhere singlevalued.
1. Introduction and preliminaries. Let X be a metric space. Let Y be a normed space. Denote by ^(7) (resp. V b (Y) 9 V k (Y)) the class of all nonempty subsets of Y which are convex (resp. convex bounded, convex compact). In any metric space, S(u, r) stands for the open ball around u with radius r > 0.
We shall consider the following approximation problems (for the terminology see below) : I. Given a multifunction F: X -> V b (Y) and an ε > 0, find an Λ-continuous multifunction G: X -> V b (Y) such that //(graph G, graph F) < ε (where h denotes the Pompeiu-Hausdorff pseudometric).
II. Given a multifunction F: X -> V(Y)
and an ε > 0, find a continuous single-valued function g: AΓ-> Y such that /z*(graph g, graph F) < ε (where Λ* denotes the separation function).
III. Given a multifunction F: X -> V b (Y) 9 find a sequence {G n } of A-continuous multifunctions G n \ X-* ^b{Y) satisfying for each x e X, h (G n (x) , F(x)) -^ 0 as n -> +oo, and G n (x) D F(S(x,σ n (x))) for some σ n (x) > 0.
Apparently, the idea of constructing continuous approximations for a multifunction goes back to Von Neumann [29] . When F is upper semicontinuous in the sense of the Pompeiu-Hausdorff separation Λ* "/**-u.s.α", the approximation problems I, II, and III have been investigated by GeΓman (see references in [2] ), Cellina [5, 6] , and Hukuhara [17] , respectively. Further results can be found in [23] , [24] , [13] , [8] .
In this paper, following some ideas of GeΓman, Cellina, and Hukuhara, we shall consider the above approximation problems for more general classes of multifunctions. §2 is devoted to the approximation problem I. It is shown that such problem is solvable for F in the class of locally convexifying and locally bounded multifunctions. In view of Corollary 2.1, this class seems to be a natural setting for solving problem I. In §3 the approximation problem II is considered and some results of the type proved by Cellina [5, 6] , are obtained. In §4 we treat the problem III. Furthermore, we characterize some classes of semicontinuous multifunctions by the convergence properties of appropriate Λ-continuous approximations. In §5 we give some applications. For example, using an approximation result of §4, it is proved that each Λ*-u.s.c. multifunction F: X -» V b (Y) is Λ-continuous except at points of a Baire first category set (see [15] , [22] , [7] , [12] , [20] , [21] for similar results). Also we deduce a theorem due to Kenderov [18] stating that a maximal monotone operator is almost everywhere single-valued.
Let us introduce, now, notation and terminology. Throughout this paper X and Z denote metric spaces, while Y denotes a (real) normed space. The distance function in X, Z is denoted by d, and the norm of Y by || ||. 2 Z (resp. 2 y ) stands for the family of all nonempty subsets of Z (resp. Y). We shall consider the following subsets For any A c Y, coA and co>4 denote respectively the convex hull and the closed convex hull of A. Let X be an arbitrary metric space, with distance d. By S(x,σ) we denote the open ball in X with center at x and radius σ > 0. In a normed space, for notational convenience we set S = 5(0,1). For any set A c X we denote by A and int A respectively the closure and the interior of A.
Given a point a G X and a nonempty set B c X 9 we put If A and B are nonempty subsets of X, we define h*(A 9 B) = s\φ{r(a,B)\aeA} 9 h(A 9 B) = max{Λ*(^,5), h*(B 9 A)}.
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h*(A,b) is called the (generalized) separation of A from B. As it is well known [4, p. 38] , h is a (generalized) pseudometric in 2^; when h is restricted to the space of the nonempty closed subsets of 3C, it becomes the Pompeiu-Hausdorff (generalized) metric. In particular, on the space of the nonempty bounded (resp. bounded closed) subsets of a normed space, h is the usual Pompeiu-Hausdorff pseudometric (resp. metric). For A c SC (A Φ 0) and ε > 0, we set N e (A) = {x e 3T\r(x 9 A) < ε}. Observe that if h*(A,B) < ε (resp. A c N e (B)) 9 then A c N ε (B) (resp. h*(A, B) < ε). From these it follows easily that h* (A,B) Pi(x) = 1 for each x e X We say that a partition 9P of unity is subordinated to a given open covering {Lζ } f e 7 of X if, for every / e /, the support of each p t lies in the corresponding U t . It is well known [9, p. 170 ] that each open covering of a metric space admits a partition of unity subordinated to it. For any given partition & = { p ι } J e j of unity on Jf and any A <z X we set Π supρj9 z Φ 0}.
Observe that each Λ: G Z has a neighborhood V such that ^(F) is finite.
By a multifunction F: X -» 2 Z we mean a mapping i 7 with domain X and range contained in Note that F(^4) is a subset of Z.
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We shall review some definitions of upper semicontinuity "u.s.c." and lower semicontinuity "l.s.c." for multifunctions. For the reader's convenience, the definitions are compared in a series of remarks and examples (for the proofs see [1] , [16] , [26] 
Z is called /z*-u.s.c. if for every x 0 G X and for every ε > 0 there is a δ > 0 such that h*(F(x), F(x 0 )) < ε for every x G S(x o ,δ).
Z is called iί-closed if graph i 7 is a closed set in I X Z.
In the abbreviation "Λ*-u.s.c", A* is written to emphasize the role of the Pompeiu-Hausdorff (generalized) separation A*. In Definition 1.3, K stands for Kuratowski. x' e S(x o ,δ) such that h*(F(x) 9 F(x')) < ε for every x e 5(jc 0? δ). JF is called weakly Λ*-u.s.c. if it is weakly Λ*-u.s.c. at each x 0 e X.
If x' = JC 0 the above definition reduces to that of an &*-u.s.c. multifunction. While each /**-u.s.c. multifunction is weakly /i*-u.s.α, the converse is not true in general.
It is easy to see that a weakly /**-u.s.c. multifunction is not necessarily inclosed. The next example shows that a ^-closed multifunction can fail to be weakly Λ*-u.s.c. 
Continuous multi-valued approximations for multifunctions.
In this section we consider the problem of approximating a multifunction with convex bounded values by another one which is Λ-continuous. THEOREM 
Let F: X -> V b (Y) be locally convexifying and locally bounded. Then for every ε > 0 there is an h-continuous multifunction G: X -> ^b(Y) with the following properties:
(i) for each x e Xthere is a σ(
Proof. Let ε > 0. Let z e X. Since F is locally bounded and locally convexifying, there is a δ z = δ(z, ε) (0 < δ z < ε/2) such that F(S(z,δJ) is bounded and coF(S(z 9 It is routine to verify that (2.1) defines an /z-continuous multifunction G: and so, since x is arbitrary in X, (i) is fulfilled. From (i) it follows that graph F c graph G. Therefore to prove (ii) it is sufficient to show that /ι*(graph G, graph F) < ε. To this end, let (Jc, y) G graph G. Set D^(x) = {z 1? z 2 , . . . , z k ) and δ z = max{δ v δ 22 ,...,δ z j. Since S(z,δ 2 /3)cS(z ίo ,y, we have
But j G G(Jc) thus, for some x f G S{z i9 8 ) and some t/ G ε*S, we have |=/ + w, where / G F(x'). Clearly, d(X,x') < d(x,z lo ) + ψ /o ,x') < δ Z/ /3 + δ Z/Q < ε and IIJ; -y'\\ < ε. Therefore r((x, y), graph F) < ε, for (x\ y') lies in graph F. Since (x, y) is arbitrary in graph G, it follows that Λ*(graph G, graph F) < ε. This completes the proof. REMARK 2.1. In addition to the hypotheses of Theorem 2.1, suppose that F is compact (that is whenever B c X is bounded, the set F(B) is contained in a compact convex subset of Y). Then, arguing as before one can prove the existence of a compact Λ-continuous multifunction G: 
In addition, suppose that for every ε > 0 there exists an h-continuous multifunction G: X-* Φ^Y) satisfying the conditions (i) and (ii) of Theorem 2.1. Then F is locally convexifying.
Proof. For a contradiction, suppose that F is not locally convexifying. There exist then an jc e X, an ε > 0, and a decreasing sequence {δ n } of positive numbers δ n converging to zero, such that On the other hand, by hypothesis there is an Λ-continuous multifunction G: X -> ^k{Y) which satisfies the condition (i) of Theorem 2.1, and is such that
Set A = A(x). By (2.2) we have that h(F(S(x, δj), A) -> 0 as n -> 4-oo, and so also h(coF(S(x,
For some σ(jc) > 0 we have
, provided n is large enough. Since y e co^ί C COF(S(x,δ n )) c G(JC), it follows that (x, J>)G graph G. Hence by (2.4) we obtain Λ*(graph G, graph F) > 0, and thus Λ(graph G, graph F) > 0, a contradiction to (2.5). Therefore F is locally convexifying. This completes the proof. PROPOSITION 2.1. Each compact multifunction F: X -» ^(Γ) satisfies the condition (2.2).
. Let x 0 G X It suffices to prove that h*(F (S(x 09 δ) ), A Q ) -> 0 as δ -> 0, where A o = A(x 0 ). If this is not true, there exists an ε > 0 and two sequences {x n } c X and {j; w } c 7 such that x n -> x 0 , j n e .F(JC W ), and r(^n, ^4 0 ) > ε (π G N). By the compactness of F we assume (without loss of generality) that y n -> y 0 G y, and so r(j> 0 , yί 0 ) > ε. On the other hand, given any p > 0, for n e N large enough we have x n G 5(JC 0 , p), which implies that ^G^^^p)). Consequently ^e^Sίxo^p)). Since p > 0 is arbitrary, it follows that y 0 G ^4 0 , a contradiction. This completes the proof.
From Remark 2.1, Proposition 2.1, and Theorem 2.2 we have: 
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Proof. Let ε > 0. Let z e X. From the hypothesis, there exists a σ λ (z) > 0 and θ λ (z) > 0 such that coJF(S'(z,σ 1 (z))) + Θ^S c (^(z). By the /z-continuity of G l9 there exists a p z , 0 < p z < σ x (z), such that G λ (z) c G^JC) + \θ λ (z)S for every c G S(z,ρ 2 ). Hence, coi^z^z))) + θ λ (z)S c G x (x) 4-^^(zJS and so, since G λ (x) is a convex closed set, by Radstrom lemma [27] we have (2.6) coFiSiz.σ^z))) + \θ Ύ (z)S c G^JC) for every x e Sίz^J.
On the other hand f 7 is locally convexifying, thus there is a δ z , 0 < δ z < min{ ρ z , ε/2}, such that (i) for every n G N α«J x G X ^Λere w α σ n (x) > 0 such that
Proof. Set ε rt = 1/^z, « G N. By Theorem 2.1 there is an Λ-continuous multifunction G: X -> ^(F) with the following two properties: //(graph G, graph F) < 1/2; for each xGl there is a σ x (;c) > 0 such that F (S(x, σ^x) )) c G(x). Define G^. X -> ^(7) by G x (x) = G(x) +(1/2)5. Observe that: G x is closed valued and Λ-continuous; /ι(graph G l9 graph F) < ε x ; and co^^x^^x))) 4-(1/2)5 c G λ (x) for each x G X Since i 7 and G x satisfy the hypotheses of Lemma 2.1 (with ^(Λ;) = 1/2), there is a closed valued //-continuous multifunction G 2 : X-* V b (Y) with the following properties: //(graph G 2 , graph F) < ε 2 ; G 2 (x) c G λ (x) for each x G X; for every x G X there exist a σ 2 ,σ 2 (x) (x) . By induction, using Lemma 2.1, one constructs a sequence {(?"} of closed valued Λ-continuous multifunctions G n : X -> ^(Γ) enjoying the properties (i)-(iii) of the theorem. This completes the proof.
Continuous single-valued approximations for multifunctions.
In this section we treat the problem of approximating a multifunction with convex values by a single-valued continuous function. LEMMA 
Let F: X -> 2 Y be an arbitrary multifunction. Let δ: X -> R be a l.s.c. positive function. Then the multifunction G: X -> ^(Y) defined by G(x) = coF(S(x,δ(x))) is l.s.c.

Proof. Let V be open in Y. We claim that the set U = [x G X\G(x)
C\VΦ 0} is open in X. In fact, let x 0 G U (the case U = 0 is trivial). 
. Let F: X -+ V(Y) be weakly h*-u.s.c. Then for every ε > 0 there exists a l.s.c. multifunction G: X -> V(Y) such that //(graph G, graph F) < ε.
Proof. Let F: X -> ^(7) be weakly λ*-u.s.c. Let ε > 0. Denote by δ the corresponding l.s.c. function defined in Lemma 3.2. Let G: X -* ^(Y) be defined by G(x) = coF(S(x 9 δ(x))). By Lemma 3.1, G is l.s.c.
Since graph F c graph G, we only need to show that Λ*(graph G, graph i 7 ) < ε. To this end, let (x, y) G graph G. Then j^ G G(x) and so, for some ^ G F(X ), X. G 5(x, δ(x)), and λ z > 0 (with \ x + λ 2 4-+λ k = 1), we have y = λ^ + λ 2 y 2 + ••• +^^7^. Since max{ J(x /? x)|/ = 1, 2, . . . , k) < δ(x), there is a p G Δ(X) with max{i/(x,, x)|/ = 1,2,...,k}< p < δ(x), and there is an x' G S(x, p) such that Λ*(F(z), F(x')) < ε for every z G S(x, p). Thus F(z) c ^(x') 4-εS for every z G 5(x, p). In particular, F(x z ) c F(x') + εS for i = 1,2,..., k and consequently, y G F(x r ) + εS. Thus j > = j' + v for some / G F(x') and some υ G εS. Clearly (x', ^') G graph F and e((x,/), (*',/)) = maxfέ/ίx^O. Ib "/I} < max{p,ε} = ε.
This implies r((x, y), graph i 7 ) < ε. Since (x, y) is arbitrary in graph G we have &*(graph G, graph F) < ε. This completes the proof. 
such that F(S(x 9 σ)) <z G no (x).
Hence co F(S(x 9 σ)) c G n°o (x) and so A*(coF(S(jc,σ)), F(x))< h*{G nQ {x\ F(x)) < ε, which implies that F is strictly Λ*-u.s.c. Trivially F is locally bounded. Hence (a) is satisfied.
(a) => (b). Let n G N. Since F satisfies (a), for every z e X there is δ z " = δ(z,«), 0 < δ; < l/«, such that the set F(S(z,δ?)) is bounded (in the norm of 7) and so coF(S(z,δ 2 n )) G ^ ( ,δ"/3) ).
Clearly G n is well defined. We shall show that G n is /z γ -continuous. In fact, let x G X and let F be a neighborhood of Jc which meets only a finite number of the sets supp/?". Let D^{V) = {z l9 z 29 ... 9 The sequence {G n } satisfies (ii). To see this, let ί e I and let ε > 0. Since F is strictly Λ*-u.s.c, there is a σ = σ(x, ε) > 0 such that
Fix an integer n 0 > 1/σ and let n > n 0 be any. Let D^x) = { z 1? z 2 ,..., z k ) (the points z,. depend on n). For each u e ^(z^ δ^/3) we have To this end, suppose that {G n } satisfies the conditions stated in (c). We claim that {G n } satisfies also (iii'). Suppose the contrary. Then there exist x e X, ε > 0, and a subsequence, {G n } say, of {G n ) such that h(G n (x) y F(x)) > ε for every n e N. For each n e N take y n e <5, 7 (jc) such that r(y n ,F(x)) > ε. Since {y n } is contained in the compact set G x (x), we assume (without loss of generality) that y n -> y e G γ (x). Thus we have r(y, F(x)) > ε. Since (*, j n ) e graph G rt and (from the hypothesis) h(graph G n , graph F)-> 0 as Λ-> +00, there is a sequence {(x' n9 y' n )} c graph i 7 such that x^ -> x and >>"' -> 7. But graph F is closed, and SOJG F(JC), a contradiction. This completes the proof.
Some applications.
In this section we show that an Λ*-u.s.c. (resp. A*-l.s.c.) multifunction F: X -» ^b(Y) is Λ-continuous except at points of a first category set. This is proved using Λ-continuous approximations to F. for each x in some neighborhood ί/of JC 0 . Consequently, λ n (x Q ) < λ n (x) + 3η for each ie[/. Hence λ rt is l.s.c. Thus there is a Baire first category set X n c X, such that λ n restricted to X\X n , is continuous. Set X o = U^= 1 X n . Evidently X o is of the first category in X. Suppose X\ X Q Φ 0 (otherwise there is nothing to prove). Clearly each λ n is continuous on X\ X θ9 and at each point x e X\ X o we have λ n (x) -> 0 as n -> 4-oo.
We are going to see that F restricted to X\ X o is A γ -continuous. In fact, let x 0 G X\ X o and let ε > 0. Choose n 0 G N such that λ Wo (jc o ) < ε/4. Take δ > 0 so that c G 5
( (jc 0 ,δ)\X 0 implies λ^o(jc) < ε/2 and h y (G no (x) F(x),G n (x) )> because F(x) . Let x 0 e X and let η > 0. By virtue of the Λ*-l.s.c. of F, the fact that F(x) c G n (x) + (λ π (x) + τj)S, and the /ϊ-continuity of G n we have From now on, 7 will denote a separable real Banach space and 7* its (topological) conjugate. We denote the pairing between y* in 7* and y in 7 by (j, y*). We suppose that 7 is endowed with the norm topology.
A Proof. By Alaoglu's theorem the space rB* is τ σ compact. Since τ σ = τ γ it follows that rB* is a τ γ compact metric space. Suppose that G satisfies the hypotheses of the lemma but is not strictly /z*-u.s.c. Then there exist an x 0 e X, an ε > 0, and a sequence {δ n } of positive numbers 8 n converging to zero such that h*(coG (S(x 0 ,δ n ) ) 9 G(x 0 )) > ε for every n e N. Take y* e coG(5(x 0 ,δ rt )) such that r γ O*,G(x 0 )) > ε, w <= N. Passing to a subsequence, we suppose that y* -+ y* e rB* (in the metric γ). Hence r γ (y*,G(x 0 )) > ε. But in the space 7* with the σ(7*,7) topology, the set G( Proof. Observe that the Λ γ -continuous multifunction G from fj to 2 rB * takes on τ γ compact values. Consequently by Remark 1.9, G is continuous if rB* is assigned the τ γ topology or, equivalently, the τ σ topology.
Arguing as in [18] we shall prove that G is single-valued. In the contrary case, there exist an x 0 e ϋ and u*, v* G G(X 0 ) such that u 0 Φ v*. Clearly for some c e U we have |(c,ϋj -M*)| > 0 Without loss of generality we can assume that η = (c,v* -ι/*)>0. For π large enough, say n > n 0 , c n = x 0 + (l/n)c lies in tλ Since C/ is a dense subset of t/, there is a sequence {.*"} c t/ satisfying ||x π -cj| < l/« 2 , « > « 0 .
Let V = rB* Π {y* e 7*| \(c,y* -u%)\ < η/2} and observe that V is τ σ open, and G(x 0 ) Π V Φ 0. By the continuity of G the set {x e t/|G(jc) Π F # 0} is a neighborhood of x 0 in ϋ. Since ;c w -> x 0 , there is an Λ X > Λ 0 such that G{x n ) Π V Φ 0 for every n > n v Let j/ π * e (5(xJ ΓΊ F(« > ^i Proof. Let F satisfy the hyootheses of the theorem. It is well known [28] that int D(F) is a nonempty convex set whose closure is D(F), and F restricted to 'mXD(F) is locally bounded (in the norm of 7*). Furthermore (see [3] , [18] ) for every x e int D(F), F(x) is convex and σ(Y* 9 Y) closed, and F restricted to intD(F) is u.s.c. as a multifunction from int D(F) to 2 y *, where 7* is assigned the σ(7*, 7) topology.
For each n e N, set U n = {x e intD(F)\F(S(x 9 σ(x))) c nB*, for some σ(x) > 0}. Clearly the sets U n are open and U x c U 2 c Moreover for w large enough, say n > k, each £/" is nonempty and U w > * £/" = ώt D(F). The restriction of i 7 to U n satisfies the hypotheses of Lemma 5.1 (with X = U n and r = n) and so is strictly λ*-u.s.c. By Theorem 5.1 (with 7* in the place of 7) there is a set Z n c U n of the first Baire category in U n (and so with dense complement U n = U n \Z n ) such that the restriction of F to U n is /z γ -continuous. By virtue of Lemma 5. 
