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a b s t r a c t
In this paper, we introduce a piecewise variational iteration method for Riccati differential
equations, which is a modified variational iteration method (MVIM). The solutions of
Riccati differential equations obtained using the traditional variational iteration method
(VIM) give good approximations only in the neighborhood of the initial position. However,
the solutions obtained using the MVIM give good approximations for a larger interval,
rather than a local vicinity of the initial position. Some numerical examples are selected to
illustrate the effectiveness and simplicity of the method. Numerical results show that the
method does not share the drawback of the conventional VIM and is a satisfactory method
for Riccati differential equations.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper, a modified variational iteration method is presented for the following Riccati differential equation:{
u′(x) = p(x)+ q(x)u(x)+ r(x)u2(x), 0 ≤ x ≤ X,
u(0) = α, (1.1)
which plays a significant role in many fields of applied science [1]. For example, as is well-known, a one-dimensional
static Schrödinger equation is closely related to a Riccati differential equation. Solitary wave solution of a nonlinear
partial differential equation can be expressed as a polynomial in two elementary functions satisfying a projective Riccati
equation [2]. Such type of problems also arise in the optimal control literature. Therefore, the problem has attracted much
attention and has been studied by many authors. However, deriving its analytical solution in an explicit form seems to
be unlikely except for certain special situations. For example, some Riccati equations with constant coefficients can be
solved analytically by variousmethods [3]. Therefore, one has to go for numerical techniques or approximate approaches for
getting its solution. Recently, Adomian’s decompositionmethod has been proposed for solving Riccati differential equations
in [4]. Abbasbandy [5–7] solved a special Riccati differential equation—quadratic Riccati differential equation usingHe’s VIM,
homotopy perturbationmethod (HPM) and iterated He’s HPM and compared the accuracy of the obtained solutionwith that
derived by Adomian decomposition method.
The variational iteration method, which was proposed originally by He [8–13], has been proved by many authors to be
a powerful mathematical tool for various kinds of linear and nonlinear problems [14–26]. The reliability of the method and
the reduction in the size of computational work gave this method wider applications.
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In this paper, we present a MVIM for (1.1) and obtain a highly accurate numerical solution. The advantage of the MVIM
over the existingmethods for solving this problem is that the solution of (1.1) obtained using the present method is efficient
not only for a smaller value of x but also for a larger value.
The rest of the paper is organized as follows. In the next Section, the VIM is introduced. The MVIM is presented for (1.1)
in Section 3. The numerical examples are presented in Section 4. Section 5 ends this paper with a brief conclusion.
2. Analysis of the variational iteration method
Consider the differential equation
Lu+ Nu = g(x), (2.1)
where L and N are linear and nonlinear operators, respectively, and g(x) is the source inhomogeneous term. In [8–13], the
VIM was introduced by He where a correct functional for (2.1) can be written as
un+1(x) = un(x)+
∫ x
0
λ{Lun(t)+ Nu˜n(t)− g(t)}dt, (2.2)
where λ is a general Lagrangianmultiplier [9], which can be identified optimally via variational theory, and u˜n is a restricted
variation which means δu˜n = 0. By this method, it is firstly required to determine the Lagrangian multiplier λ that will be
identified optimally. The successive approximations un+1(x), n ≥ 0, of the solution u(x)will be readily obtained upon using
the determined Lagrangian multiplier and any selective function u0(x). Consequently, the solution is given by
u(x) = lim
n→∞ un(x).
In fact, the solution of problem (2.1) is considered as the fixed point of the following functional under the suitable choice
of the initial term u0(x):
un+1(x) = un(x)+
∫ x
0
λ{Lun(t)+ Nun(t)− g(t)}dt. (2.3)
As a well-known powerful tool, we have
Theorem 2.1 (Banach’s Fixed Point Theorem). Assume that X is a Banach space and
A : X → X
is a nonlinear mapping, and suppose that
‖ A[u] − A[v] ‖≤ α ‖ u− v ‖, u, v ∈ X
for some constants α < 1. Then A has a unique fixed point. Furthermore, the sequence
un+1 = A[un],
with an arbitrary choice of u0 ∈ X, converges to the fixed point of A.
According to Theorem 2.1, for the nonlinear mapping
A[u(x)] = u(x)+
∫ x
0
λ{Lu(t)+ Nu(t)− g(t)}dt,
a sufficient condition for convergence of the variational iteration method is strictly a contraction of A. Furthermore, the
sequence (2.3) converges to the fixed point of Awhich is also the solution of problem (2.1).
The efficiency of the variational iteration method depends on not only the identification parameter, but also the initial
approximation. For linear problems, under the suitable choice of the initial approximationswith someunknownparameters,
their exact solutions can be obtained by only one iteration step due to the fact that the Lagrangianmultiplier can be identified
exactly. For nonlinear problems, the Lagrangian multiplier is difficult to be identified exactly. To overcome the difficulty,
we apply restricted variations to nonlinear terms. Due to the approximate identification of the Lagrangian multiplier, the
approximate solutions converge to their exact solutions relatively slowly. It should be specially pointed out that the more
accurate the identification of the multiplier, the faster the approximations converge to their exact solutions.
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3. Piecewise variational iteration method for (1.1)
For (1.1), according to the VIM, we construct the correct functional as follows:
un+1(x) = un(x)+
∫ x
0
λ(t){u′n(t)− q(t)u˜n(t)− r(t)u˜2n(t)− p(t)}dt, 0 ≤ x ≤ X, (3.1)
where u˜n is a restricted variation, i.e. δu˜n = 0, λ is a general Lagrangian multiplier and can be easily identified as λ = −1.
So we can obtain the following iteration formula:
un+1(x) = un(x)+
∫ x
0
−1{u′n(t)− q(t)un(t)− r(t)u2n(t)− p(t)}dt, 0 ≤ x ≤ X . (3.2)
Unfortunately, the solution obtained using (3.2) gives a good approximation only in the neighborhood of the initial position.
But, in the optimal control problem, the required solution is the steady state one. To overcome the difficulty, we modify
iteration formula (3.2) in the following way.
Divide [0, X] into N equal subintervals1x = xj+1 − xj, j = 0, 1, . . . ,N − 1, with x0 = 0 and xN = X .
On [x0, x1], letu1,n+1(x) = u1,n(x)+
∫ x
x0
−1{u′1,n(t)− q(t)u1,n(t)− r(t)u21,n(t)− p(t)}dt, x0 ≤ x ≤ x1,
u1,0(x) = u(x0) = u(0).
(3.3)
Then we can obtain the n1-order approximation u1,n1(x) on [x0, x1].
On [x1, x2], letu2,n+1(x) = u2,n(x)+
∫ x
x1
−1{u′2,n(t)− q(t)u2,n(t)− r(t)u22,n(t)− p(t)}dt, x1 ≤ x ≤ x2,
u2,0(x) = u1,n1(x1).
(3.4)
Then we can obtain the n2-order approximation u2,n2(x) on [x1, x2].
In a similar way, on [xi−1, xi], i = 3, 4, . . . ,N , letui,n+1(x) = ui,n(x)+
∫ x
xi−1
−1{u′i,n(t)− q(t)ui,n(t)− r(t)u2i,n(t)− p(t)}dt, xi−1 ≤ x ≤ xi,
ui,0(x) = ui−1,ni−1(xi−1).
(3.5)
Then we can obtain the ni-order approximation ui,ni(x) on [xi−1, xi].
Therefore, according to (3.3)–(3.5), the approximation of (1.1) on the entire interval [0, X] can be obtained.
4. Numerical examples
Now we apply the MVIM presented in Section 3 to some Riccati differential equations. Numerical results show that the
MVIM is very effective.
Example 4.1. Consider the following Riccati differential equation [4–7]:{
u′(x) = 1+ 2u(x)− u2(x), 0 ≤ x ≤ 4,
u(0) = 0. (4.1)
The exact solution can be easily determined to be
u(x) = 1+√2 tanh
√2 x+ log
(
−1+√2
1+√2
)
2
 .
According to (3.3)–(3.5), taking N = 16, 160, ni = 5, i = 1, 2, . . . ,N , we can obtain the approximations of (4.1) on [0, 4].
The numerical results are shown in Figs. 1 and 2. Fig. 1 shows a comparison of approximations obtained using the present
method with the exact solutions. From Fig. 1, it is easily found that the present approximations are efficient for a larger
interval, rather than a local vicinity of the initial position. Clearly, the larger N is, the higher the accuracy of obtained
approximations. The comparison of absolute errors using the present MVIM and conventional VIM [6] is shown in Fig. 2.
From Fig. 2, we find that the solution derived by VIM [6] gives a good approximation only in the neighborhood of the initial
position.
Remark. The solutions of Example 4.1 derived by ADM [4], HPM [5] and VIM [6], give good approximations only in the
neighborhoodof the initial position. The approximations derivedby thepresentMVIMand iteratedHPM[7] are both efficient
for the whole interval. However, the present method is more accurate than iterated HPM [7].
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Fig. 1. Comparison of approximate solutions with the exact solutions for Example 4.1. Dashed line: approximate solution; solid line: exact solution.
(The left: N = 16; the right: N = 160.)
Fig. 2. Comparison of absolute errors using the present MVIM and VIM [6] for Example 4.1. (The left: MVIM; the right: VIM [6].)
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Fig. 3. Comparison of approximate solutions with the exact solutions for Example 4.2. Dashed line: approximate solution; solid line: exact solution.
(The left: N = 40; the right: N = 200).
Example 4.2. Consider the following Riccati differential equation:{
u′(x) = 1+ x2 − u2(x), 0 ≤ x ≤ 4,
u(0) = 1. (4.2)
The exact solution can be easily determined to be
u(x) = x+ e
−x2
1+ ∫ x0 e−t2dt .
According to (3.3)–(3.5), taking N = 40, 200, ni = 5, i = 1, 2, . . . ,N , we can obtain the approximations of (4.1) on [0, 4].
The numerical results are shown in Fig. 3.
5. Conclusion
In this paper, aMVIM (piecewise VIM) is presented to solve Riccati differential equations. Comparedwith othermethods,
the results of numerical examples demonstrate that the present method is more accurate than the existing methods.
Therefore, our conclusion is that the MVIM is quite effective for solving Riccati differential equations.
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