We have considered a Fraïssé class of finitely generated ordered real fields with a colour predicate. A predimension map is defined on finite sets and the Fraïssé limit of the class is axiomatized by a theory T, which is proved to be dependent. The theory is proved to be non-distal with dp-rank= ℵ 0 .
Introduction
Our aim is to provide a variant on the Fraïssé-Hrushovski construction to obtain a bi-coloured field without the independence property. This project follows the research program developed recently to construct "new" structures with nice model-theoretic, algebraic properties, see for example [1] , [6] [10], [2] , [12] . Here we take the first step of a more general plan of adapting the Fraïssé-Hrushovski construction to find new dependent (NIP) theories.
The basic knowledge in this area is assumed, although we refer the reader to [11] for an updated exposition of the subject.
The paper is organised as follows. In Section 1 we have provided the introductory lemmas and definitions, through which we have introduced a structure M as the Fraïssé limit of a certain class of ordered structures. In sections 2 we have presented a complete axiomatization T for M. In section 3 we investigate properties of T in the following way. By counting coheirs we prove that T is dependent; using the characterization of types provided in section 2, we present indiscernible sequences witnessing that the dp-rank(T) = ℵ 0 ; finally using the "external characterization of distality" we prove that our theory is non-distal.
Preserving the dependency while increasing the dp-rank and inducing non-distality, by a Hrushovski construction, suggests the possibility of applying the same method for obtaining even more exotic examples in this direction.
Preliminaries
Let L orp be the language of ordered rings augmented by a unary predicate p for a colour, and M be an L orp -structure. For A, a finite subset of M, we define δ(A) = tr(A) − |p(A)| where tr(A) denotes the transcendence degree of A (that is the size of a maximal algebraically independent over Q subset of it). Here we call an L orpstructure M finitely generated if its transcendence degree over Q is finite. We are interested in the class C + of finitely generated L orp -structures M such that δ(A) ≥ 0 for all finite subsets A of M. For a finite set A and an arbitrary set B with A ⊆ B ⊆ M, by A B, read as A is closed in B, we mean that δ(C/A) ≥ 0 for all finite A ⊆ C ⊆ B. Here δ(C/A) stands for δ(CA) − δ(A). It is easy to check that δ(CA/B) = δ(C/AB) + δ(A/B) for all finite A, B, C. We also say that A is closed in M, and denote it by A M, if A C for all A ⊆ C ⊆ M. For each finite set A ⊆ M there is a smallest set B closed in M containing A. We call this set the closure of A in M and denote it by cl M (A); although we may omit the subscript when it causes no ambiguity. For each x 1 , . . . , x n ∈ M − A if δ(x 1 , . . . , x k /A) ≥ 0 for all k < n and δ(x 1 , . . . , x n /A) < 0 then {x 1 , . . . , x n } ⊆ cl M (A). This suggests that the closure of A can be obtained by a tower of extensions as above.
We call an extension A B of finite sets minimal if there is no set C with A C B. It is easy to check that if A B then there are B 0 , B 1 , . . . , B n such that A = B 0 B 1 . . . B n = B and B i B i+1 is a minimal extension. Proof. We only need to prove that, under the conditions of the lemma, it is not possible to have |B − A| ≥ 2. If x 1 , . . . , x n ∈ B − A, then since the extension is minimal, δ(Ax i /A) > 0 for each i. That is, each x i is independent over A and ¬p(x i ). So 1 ≤ tr(x 1 , . . . , x n /A) = δ(B/A) = 0, which is impossible. Proof. We need only to prove that δ(B/A) ≤ 1. If δ(B/A) ≥ 2 then tr(B/A) = n, for some n > 2, and, assuming (B − A) ∩ p = ∅, there are at most n − 2 elements in B − A that are in p. Since A is closed in B, these elements are independent over A. If we add them to A then we obtains a set C which is closed in B, and this contradicts the minimality. Also if (B − A) ∩ p = ∅ then for each t ∈ B − A that is independent over A, we would have A ≤ At ≤ B, again contradicting the minimality.
Let B be a basis for M ∈ C + , by which we mean a maximal algebraically independent subset of it. Then we call C B := cl M (B) a core for M. We will usually omit the superscript B in C B whenever it causes no confusion. One can easily verify that if M ∈ C + and B is a basis for it, then we have
As the closure of a finite set is finite, this implies that for M ∈ C + the set p(M) of coloured elements of M is finite. The idea of the core of an L orp -structure helps us in the following to generalize the concepts of closed and minimal extensions from sets to L orp -structures.
An
are two respective cores of M 1 and M 2 , then one can define δ(M 2 /M 1 ) to be equal to δ(C 2 /C 1 ). Although we will not use this definition directly, we need the following lemma which says that this definition does not depend on the choices of the cores.
Proof. We have tr(C 2m2 /C 1m1 ) = tr(C 2 /C 1 ) and p(C 2m2 ) = p(C 2 ) and hence the result follows. For the second part note that by the first part,
Recall that a class K enriched with a binary relation ⊏ is called a Fraïssé class if it has the following properties:
• (JEP) For all structures M, N ∈ K there are an L-structure P ∈ K and embeddings f : M → P and g : N → P with f (M) ⊏ P and g(N) ⊏ P .
• (AP) for given embeddings f 0 : M → N 0 and
there are an L-structure P and embeddings g 0 : N 0 → P and g 1 :
• (HP) For all N ∈ K if there is an embedding f :
Theorem 1.4. The class C + is a Fraïssé class.
Proof. We only prove the amalgamation property (AP above), and the two other properties are easy to verify. Without loss of generality, the embeddings in question are assumed to be inclusion maps. 
. Now using lemma 1.3, by considering corresponding cores, it is easy to check that N 1 , N 2 P .
For the rest, for sets A, B, C, we let A ⊕ B C be as defined in the proof above. Note that since (C + , ) is a Fraïssé class, there exists a unique (up to isomorphism) countable structure M, called the Fraïssé limit of C + , which enjoys the following properties:
3. (Hereditarity) All finitely generated substructures of M are in the class
We call an L orp -structure rich if it has the three properties listed above.
In the next section we will prove that rich structures are indeed axiomatizable.
Axiomatization of the Fraïssé limit
Let M be the Fraïssé limit of C + . In the following we present a set of axioms (the theory T) which we will prove to axiomatize the full theory of M.
Let A ⊆ B be finite subsets of an L orp -structure M ′ ∈ C + . By pdiag(B/A) we mean the set of all quantifier-free L orp -formulas φ(x,ā) withā ∈ A that are satisfied in M ′ by B.
The underlying universe M is a real closed field each finite substructure N of which is in C + ; in other words, M is a real closed field and δ(A) ≥ 0 for all finite subsets A ⊆ M, 2. for all α, β ∈ M with α < β, and each n < ω there are algebraically independent elements a 1 , . . . , a n in an elementary extension N of M, all lying in the interval (α, β) and coloured ¬p(a i ) such that {a 1 , . . . , a n } ≤ N, 3. for all α, β ∈ M with α < β, and each n < ω there are algebraically independent elements a 1 , . . . , a n in an elementary extension N of M, all lying in the interval (α, β) and coloured p(a i ) such that {a 1 , . . . , a n } ≤ N.
We leave it to the reader to check that the items above can be expressed by a first order axiom-scheme. As we will prove later, these axioms indeed suggest the richness of M (if saturated) as a model of T. As mentioned above, this is also what one expects from the Fraïssé limit. Our aim in this section is to prove the following formal statement of the mentioned fact.
2. An L orp -structure M is rich if and only if it is an ω-saturated model of T.
The proof of the theorem above follows after a definition and some auxiliary lemmas. First let us prove directly that any rich structure is a model of T, although this also follows from Lemmas 2.8 and 2.7.
Proof. We first prove that M is a real closed field. It is clear that M is formally real, since all its substructures are in class C + . If f (x) is a polynomial of an odd degree with coefficientsā, then it has solution in the real closure of the structure generated byā. This structure can be suitably coloured to lye in C + , and hence can be viewed as a substructure of M. Hence f has a solution in M.
Let α, β ∈ M. Let N be the real closure of the set {α, β} with the inherited colours from M, and note that N M. Add formal independent elements x 1 , . . . , x n ∈ (α, β) to N and colour them ¬p. Let N ′ be the real closure of Nx 1 . . . x n in which all elements excluded from N are coloured ¬p. Then N ′ is in the class C + and N N ′ . By Homogeneity (item 2 above Definition 1.5), the structure N ′ can be embedded into M, and the images of the x i under this embedding are the desired elements in M to satisfy item 2 of the definition of T. The third item in the definition of T can be obtained in a similar way.
Definition 2.4.
• For a finite set A we define dim A to be min B⊇A δ(B); in other words, dim A = δ(cl(A)).
• We say that an element x is in the geometric closure of a set A, and denote it by x ∈ CL(A), if dim(xA) = dim(A).
It is routine to check that CL is a closure operator and defines a pregeometry whose corresponding dimension function is the function dim.
Proof. Assuming, for a contradiction, that Ax is not closed in M, let x 1 , . . . , x n be the elements which added to Ax bring the δ to the minimum. That is cl(Ax) = Axx 1 , . . . , x n and δ(x 1 , . . . , x n /Ax) < 0. As A M we know that δ(xx 1 , . . . , x n /A) ≥ 0. By
and the fact that δ(x/A) = 1 we deduce that δ(x 1 , . . . , x n /Ax) = −1. Hence δ(Axx 1 , . . . , x n ) − δ(A) − 1 = −1 which implies that δ(cl(Ax)) = δ(A), and this contradicts the fact that x ∈ CL(A).
Proof. In the following we will prove Homogeneity (item 2 before Definition 1.5). Universality and Herditariness follow similarly.
Let M be an ω-saturated model of T and M M and M N be given, where M, N are in the class C + . We need a copy (via an embedding) of N over M which is closed in M.
Let C M C N be the corresponding cores. Since they are finite, there is a finite chain of minimal extensions
Hence (without loss of generality) we assume that the extension C M C N is minimal. We first claim that there is a copy of
Since the extension is minimal, by Lemmas 1.1 and 1.2, either δ(C N /C M ) = 1 or δ(C N /C M ) = 0 and we have three cases to consider:
The reason is that, by axioms (the third item in Definition 2.1), in each interval (α, β) and for each n there are n independent elements x 1 , . . . x n such that {x 1 . . . x n } M, that is dim(M) ≥ n for all n. Hence there is an element y ∈ M − CL(C M ) with the same cut over C M as the cut of x. It is easy to verify that ¬p(y). By Lemma 2.5, the set C M y is closed in M. It is clear that
Case 2. Now consider the case where δ(C N /C M ) = 0 and C N = C M x for an element x independent over C M with p(x). Then by axioms and the fact that M is ω-saturated, we find an element y with the same cut in the algebraic closure of C M as the cut of x, and such that p(y). Again we claim that C M y is closed in M. Let y 1 , . . . , y n be in M − C M y. Assume for a contradiction that δ(y 1 , . . . , y n /C M y) < 0. This can only be possible when tr(y 1 , . . . , y n /C M y) = tr(y 1 , . . . , y n /C M ) − 1, and hence δ(y 1 , . . . , y n /C M y) = δ(y 1 , . . . , y n /C M ) − 1. But then δ(y 1 , . . . , y n y/C M ) = δ(y 1 , . . . , y n /C M y) + δ(y/C M ). Since δ(y/C M ) = 0, this implies that δ(y 1 , . . . , y n y/C M ) < 0, which is contradictory to the fact that C M is closed in M.
Case 3. If δ(C N /C M ) = 0 and C N = C M x for an algebraic x over C M , then by the second axiom scheme, there is an element y algebraic over C M with ¬p(y). Indeed axiom 3 and the fact that M is ω-saturated imply the existence of an element y such that y realises the same cut in the real closure of C M as x, and ¬p(y). We claim that C M y is closed in M. For let y 1 , . . . , y n be elements in M − C M y. Then tr(y 1 . . . y n /C M y) = tr(y 1 . . . y n /C M ). So δ(y 1 . . . y n /C M y) = δ(y 1 . . . y n /C M ) ≥ 0, and the latter is because C M M.
To this point, we have proved that there is a copy C of C N over C M closed in M. Now consider the real closure of C in M in which all elements beyond C are coloured ¬p. Since C M is closed in C and C is closed in M we know that C M is closed in M and hence the elements in the real closure of C M which are not in C M are coloured ¬p in M. Similarly, C M is closed in N and the elements beyond C M are coloured ¬p in N. That is in the claimed copy C we found in M, the colours are respected.
As in the following, by a slight alteration of the proof above, one obtains the"forth" step of the back and forth system we require for the proof of Theorem 2.2. We call two sets A and B partially isomorphic, if their coloured real closures are isomorphic.
Lemma 2.7. Let M be rich and N be an ω-saturated model of T. If A and B are partially isomorphic closed subsets, respectively of M and N, and x ∈ M − A, then there is an element y ∈ N − B such that cl M (xA) is partially isomorphic to cl N (yB).
Proof. Since A is closed in cl(xA), we can assume, without loss of generality, that the extension A cl(Ax) is minimal. This is because there is a tower of minimal extensions beginning from A and ending to cl(xA). By Lemmas 1.1 and 1.2, there are three cases to consider:
cl(Ax) = At with tr(t/A) = 1 and ¬p(t).

cl(Ax) = At with tr(t/A) = 0 and ¬p(t),
cl(Ax) = At with tr(t/A) = 1 and p(t),
In the first case, as in Case 1 in the proof of Lemma 2.6 we find an element t ′ ∈ N such that δ(t ′ /B) = 1 and t ′ ∈ CL(B). Then by lemma 2.5 we have Bt ′ N. In the second case, by axioms and the fact that N is ω-saturated, we find an element t ′ such that t ′ realises the same cut in the real closure of B as the cut of t in the real closure of A and ¬p(t ′ ). The fact that Bt ′ is closed in N follows as in the proof of Lemma 2.6 for case 2.
In the third case, again by the axioms and the fact that N is ω-saturated, we let t ′ be an element with the same cut in the real closure of B as the cut of t in the real closure of A, and p(t ′ ). Again the fact that Bt ′ is closed in N follows as in the proof of of Lemma 2.6, case 3. Now it is easy to verify that the coloured real closure of At and Bt ′ are isomorphic.
Lemma 2.8. Let M be rich and N be an ω-saturated model of T. If A and B are partially isomorphic closed subsets, respectively of M and N, and y ∈ N − B, then there is an element x ∈ M − A such that cl M (xA) is partially isomorphic to cl N (yB).
Proof. The real closure of B with its colours is closed in the real closure of By (since B is closed in N) . Now there is a -embedding of the real closure of A into the real closure of By. Also, the real closure of A is closed in M. Now by Homogeneity (item 2 in the Definition 1.5) of M there is an image of y in M with the desired properties. Theorem 2.2 can now be proven via Lemmas 2.7, 2.8, and 2.6: Corollary 2.9. The structure M is rich if and only if it is an ω-saturated model of T.
Proof. By Lemma 2.6 any ω-saturated model of T is rich. Now let M be rich and N be any ω-saturated model of T. By Lemmas 2.7 and 2.8, there is a back and forth system of partial isomorphisms between the closed substructures of M and the closed substructures of N. Note that for start, one can consider the empty set as a common closed substructure of both M and N. Hence, by elementary model theory, M is a model of T and it is ω-saturated.
From the back and forth argument above, it follows, in particular, that T is consistent and complete. Another immediate corollary is the following. In the following we distinguish between the type of an element and its L or -type with the notations tp Lorp and tp Lor . We also assume henceforth that M is a saturated model of T.
Corollary 2.11. Any definable subset of M n all whose elements are coloured p is of the form
Proof. Each {x 1 , . . . , x n } ⊆ p is closed. So ifx,ȳ ∈ p then we have the following implication:
By elementary model theory, this implies the statement of the corollary.
Corollary 2.10 can be rewritten in terms of formulas in the following form.
Lemma 2.12. Each L orp -formula is equivalent in T to a Boolean combination of formulae of the form
where φ is a quantifier-free L or -formula.
Remark 2.13. For any formula ρ of the form ∃u ∈ p φ(x, u), with φ an L or -formula, there exists L or -definable functions f 1 , . . . , f N such that ρ is equivalent to a formula of the form
where χ and ψ are L or -formulae. The reason is that for givenx if the set U = {u|φ(x, u)} is infinite then it contains an interval, and hence an element u ∈ p. Also the fact that U is infinite is expressible by an L or -formula χ.
Otherwise, if U is finite, by the fact that RCF has definable Skolem functions, there are functions f i (x) for i = 1, . . . , N such that each u ∈ U is of the form
It is worth mentioning that, by Corollary 2.11, an open definable subset O of M is contained in finitely many intervals I 1 , . . . , I n where O contains all points in I i ∩ p.
We finish this section by mentioning the fact that each L orp -structure M contains Q as a substructure all of whose elements are coloured ¬p.
3 Further properties
Dependency
Recall that a complete theory T is called dependent if there are no formula φ(x,ȳ) and sequences (a i ) i∈ω and (b J ) J⊆ω such that φ(ā i ,b J ) holds (in the monster model of T ) if and only if i ∈ J. Dependent theories are equivalently defined in the following way.
An extension q ∈ S(B) of a type p ∈ S(M) is called a coheir of it, if for each formula φ(x, b) ∈ q there is m ∈ M such that φ(m, b) holds. Each coheir is a non-forking extension and, as in the following fact, the number of coheirs of types over models can give information on whether a theory is dependent or stable.
Fact 3.1 (see for example [7] ). A theory T is dependent if and only if for each M |= T , any p ∈ S(M) has at most 2 |M |+|T | many global coheirs (that is coheirs q ∈ S(C), where C is the monster model).
It is well-known (and easy to check by definitions) that o-minimal theories, and in particular RCF and DLO, are dependent. We aim to show that the augmentation of our model of RCF by the colour predicate p does not increase the number of coheirs as much as to break the dependency of the theory. To prove this, we will reduce the question of coheirs of our types to DLO.
In the rest we are working in the theory T. Also we drop the subscript L orp and denote by tp(a/A) the tp Lorp (a/A).
In the light of Definition 2.4, for a finite set A we define dim(x/A) as dim(xA) − dim(A). If B is infinite we define dim(x/B) as min A⊆B dim(x/A), for finite sets A. By a routine check one can verify that if A B, then for each element a we have dim(a/A) = dim(a/B) if and only if cl(aB) = cl(aA)⊕ A B. Proof. This follows easily from Lemma 3.2 and Fact 3.3.
In the following, by counting the number of coheirs of a given type, we prove that the theory T is dependent. Theorem 3.6. The theory T is dependent.
Proof. Assume that M |= T, p = tp(a/M) ∈ S(M) and M ⊆ B. We assume that B is real closed field. As each coheir is a non-forking extension, by Lemma 3.5 the number of coheir extensions of p to B is bounded by |S ≤ (cl(aM)/B)|. But as we are looking for coheirs, we are interested in the cuts of cl(aM) in B that are satisfiable by elements of M. In other words we need to know the number of DLO coheir extensions of the DLO-type of cl(aM) over M to B. 
Dp-rank
A theory T is said to have dp-rank< κ, for a cardinal κ, if whenever (I i ) i∈κ are mutually indiscernible sequences of singletons and b is an arbitrary single element, then at least one of the sequences I i is indiscernible over b. For more on dp-rank we refer the reader to [7] . In the following we have shown that dp-rank(T) ≥ 2. That is, we will present two indiscernible sequences (a i ) i∈ω and (b i ) i∈ω and an element b such that
The following fact represents a standard way of finding mutually indiscernible sequences. Here by EM(I/A) for a sequence I, we mean the EhrenfeuchtMostovski type of the sequence I over a set A. By a ≡ σ A b we mean that a and b have the same type over A and σ is an automorphism that sends a to b and fixes A. Proof. To find our desired sequences (a i ) and (b i ) and the element b we do as follows. Let b be an element whose closure has only two elements, which we denote by * , (note that by the axioms, a 2-element closed set exists). Now similarly let a 0 , a 1 , b 0 , b 1 be elements whose closures have 2 elements, and assume that
and assume that the mentioned elements are ordered as follows:
Note that if (a i ) is a sequence containing a 0 , a 1 then it is clearly not indiscernible over b (by the order of c, d with respect to * as above). The same holds for any sequence (b i ) containing b 0 , b 1 (by the order of h, t with respect to as above). In the following we will find sequences (a i ) and (b i ) including a 0 , a 1 and b 0 , b 1 respectively which are mutually indiscernible.
First, by compactness and axioms, we find a sequence b i such that Let (a i ) be a sequence such that a i a j ≡ (b i ) a 0 a 1 , for all i < j, and let (a Corollary 3.9. dp-rank(T) ≥ n.
Proof. In the previous proof replace b with an element whose closures has n elements. Then arrange the sequences in a similar way to above, such that the closures of elements in the sequences have 2 elements and are in different cuts in the closure of b.
Our proof above can be modified to yield the following theorem. Theorem 3.10. dp-rank(T) ≥ ℵ 0 (and hence dprank(T) = ℵ 0 ).
Proof. In the previous proof, consider the countable real closure of b and arrange the mutually indiscernible sequences I k , k ∈ N, accordingly.
Distality
We bring the article to a close by proving that our theory is distal. Distality is a measure of how far a nip-theory is from being stable. For definition and a good extract we refer the reader to [7] . There are several criteria for distality, some of which not very easy to work with. The one we have chosen here is the initial definition based on indiscernible sequences, tagged as"external characterization of distality" in [8] .
For indiscernible sequences I and J by IJ we denote the sequence obtained by putting J after all of the elements of I.
A theory T is called distal if there are no sequences I and J, a tuple b and a set A such that
• I and J have no endpoints (as indiscernible sequences), and I < J,
• IJ is indiscernible over A,
• IbJ is an indiscernible sequence, which is not indiscernible over A.
As far the "order" part of our theory is concerned, one expects it to be distal, however the stable part, initiated by p, provides us quite easily with sequences refuting the distality by the above criterion. Proof. Let I, J be two increasing sequences of elements in p(C) and α, b be elements in p(C) such that I < b < J and α < I < J. Under these conditions, all elements in I ∪ J ∪ {α, b} are independent and the sequences IbJ and αIJ are indiscernible. It is possible, by saturation and genericity, to choose the mentioned sequences and elements with the additional property that p(α + a 0 + b) ∧ ¬p(α + b + b 0 ), where a 0 , b 0 are elements respectively in I, J. This implies non-distality, as IbJ is not indiscernible over {α} while IJ is so.
