The interest in using multiple graphics processing units (GPUs) to accelerate applications has increased in recent years. However, the existing heterogeneous programming models (e.g., OpenCL) abstract details of GPU devices at the per-device level and require programmers to explicitly schedule their kernel tasks on a system equipped with multiple GPU devices. Unfortunately, multiple applications running on a multi-GPU system may compete for some of the GPU devices while leaving other GPU devices unused. Moreover, the distributed memory model defined in OpenCL, where each device has its own memory space, increases the complexity of managing the memory among multiple GPU devices. In this article we propose a framework (called VirtCL) that reduces the programming burden by acting as a layer between the programmer and the native OpenCL run-time system for abstracting multiple devices into a single virtual device and for scheduling computations and communications among the multiple devices. VirtCL comprises two main components: (1) a front-end library, which exposes primary OpenCL APIs and the virtual device, and (2) a back-end run-time system (called CLDaemon) for scheduling and dispatching kernel tasks based on a history-based scheduler. The front-end library forwards computation requests to the back-end CLDaemon, which then schedules and dispatches the requests. We also propose a history-based scheduler that is able to schedule kernel tasks in a contention-and communication-aware manner. Experiments demonstrated that the VirtCL framework introduced a small overhead (mean of 6%) but outperformed the native OpenCL run-time system for most benchmarks in the Rodinia benchmark suite, which was due to the abstraction layer eliminating the timeconsuming initialization of OpenCL contexts. We also evaluated different scheduling policies in VirtCL with a real-world application (clsurf) and various synthetic workload traces. The results indicated that the VirtCL framework provides scalability for multiple kernel tasks running on multi-GPU systems.
Introduction
Advances in graphics processing technologies has led to a rapid growth in the use of graphics processing units (GPUs) to accelerate general-purpose computation during the past decade. The design of GPUs focuses on maximizing throughput, which provides them with several crucial benefits over conventional microprocessors, including excellent cost-effectiveness. As at 2014, the latest Nvidia GPU (GeForce GTX Titan Z [34] ) comprises 5760 processing elements that deliver a peak performance of more than 8 teraflops for single-precision operations, giving a price-to-performance ratio of less than US$ 0.2 per gigaflop. GPUs can also be used to achieve high energy efficiency. The Green500 list released in June 2014 showed an increasing trend in the use of heterogeneous supercomputing systems; for example, the first 15 systems are accelerated with Nvidia Kepler K20 GPUs that are coupled to Intel Xeon CPUs.
The use of multiple GPUs also provides an affordable solution for researchers with small budgets. A current four-device GPUbased workstation can provide one-tenth of the computing power of the fastest supercomputer in 2007, with the cost of the workstation being a tiny fraction of the cost of the supercomputer [24, 30] . Several studies have investigated the use of multiple GPUs [3, 11, 21, 22, 36, 37] . Overall a multi-GPU system can be seen as a loosely coupled, distributed shared memory (DSM) system. Each GPU device in such a system has its own memory, and the GPUs are connected to each other and to the central processing unit (CPU) by PCIe buses. The CPU acts as a central manager, whereas the GPU devices passively accept tasks from the CPU and interrupt the CPU after the tasks are finished.
To exploit the power of GPUs, several programming models for general-purpose computing on GPUs (GPGPU)-such as CUDA [31] and OpenCL [20] -have been developed to reduce the complexity of programming GPU devices. OpenCL is an open, royalty-free standard proposed by the Khronos group for programming diverse types of computing devices such as CPUs, GPUs, and digital signal processors; its strong support from the industry has made it the standard for heterogeneous multicore programming. OpenCL supports a wide range of applications-ranging from embedded software to high-performance computing solutions-via a low-level, portable abstraction.
OpenCL supports data-parallel and task-parallel programming paradigms. In the data-parallel programming model, OpenCL defines an index space, in which each point is a kernel instance (also called a work item) where data can be fetched for the computation. Each work item executes the same code, but the specific execution pathway through the code and the data being operated on can vary between work items. In the task-parallel programming model Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org. a single instance of a kernel is executed independently of any index space. Programmers are allowed to implement parallelism by enqueuing multiple tasks or native kernels developed using a programming model orthogonal to OpenCL. In summary, the OpenCL programming model provides a low-level abstraction layer that allows programmers to focus on the design of parallel software, while they are hidden from the details of hardware-related issues such as support for various heterogeneous devices. As a result, the OpenCL programming model has become the de facto standard for heterogeneous computing.
OpenCL allows programmers to access multiple GPUs in parallel, but it is not trivial to fully utilize the power of multiple GPU devices due to the lack of support for automatic management in the OpenCL programming model. Discrete GPU devices and CPU have separate memories, and when programs that are running on the CPU or kernels that are running on the GPUs need data outside their respective memory spaces, they must explicitly copy data between the distributed memory [19] . This process is particularly tedious and error-prone for multi-GPU systems. Moreover, programmers have to ensure the consistency of data that are shared between the CPU and GPU memories because the data may be moved across many GPU devices. If the memory coherence among GPU devices is not well maintained, the system may suffer from redundant data transfers or even data inconsistencies. In addition, the programmers are responsible for managing multiple GPU devices in the OpenCL programming model. GPU devices may be shared among many GPU programs, including graphics-rendering and GPGPU applications, and unfortunately the present OpenCL specification does not include any APIs to query the status of GPU devices. This may result in the programmer launching a program on a GPU device that is subject to severe resource contention, which would result in the program taking longer to complete, counteracting the benefit of using GPU accelerators in the first place. Figure 1 displays the turnaround times of two OpenCL kernel programs (M atrixM ultiplication and DCT [1] ) running on a GPU device (Nvidia GeForce GTX 580) that is either subject to severe contention or is idle (i.e., with no contention). The experimental results show that the turnaround time of kernel M atrixM ultiplication was fourfold longer for a kernel scheduled from a GPU subject to severe contention than for a GPU subject to no contention, with the difference being even greater for the DCT kernel. In view of this, Nvidia provides a set of APIs (called NVML [32] ) in its driver package that programmers can use to monitor the GPU devices. However, NVML provides only a small amount of information about device states, and also is not supported by every Nvidia GPU.
In order to solve the problems of memory inconsistency and poor performance due to device contention, we propose an OpenCLdevice abstraction and management framework, called VirtCL, for use in multi-GPU systems. VirtCL implements a run-time system that provides a high-level abstraction for OpenCL devices; this abstraction layer appears as a virtual OpenCL device and behaves like a black box between OpenCL applications and the OpenCL run-time system, as illustrated in Figure 2 . In other words, VirtCL receives kernel sources, input data, and kernel-launch commands from OpenCL applications, and selects appropriate devices for the kernel programs. VirtCL allows programmers to efficiently utilize the power of multiple GPUs, while it automatically schedules kernel programs to run on multiple GPU devices and manages the data communication among these devices. It is worth noting that VirtCL is not going to split single kernels for execution among several devices and that with VirtCL the user is still responsible for building kernels that can run in parallel with their own buffers, taking care of the synchronization, etc.
VirtCL is composed of two main components: a front-end library and a back-end run-time system (called CLDaemon). The library provides OpenCL applications with APIs that are identical to the OpenCL APIs and passes data and kernel programs from the applications to CLDaemon, with CLDaemon deciding which devices the kernel programs will execute on using a proposed scheduler. A memory consistency model is implemented in CLDaemon in order to ensure data correctness. Cooperating with the memory consistency model, a proposed kernel scheduler and dispatcher schedules and dispatches the kernel programs along with necessary datatransfer operations to maximize the throughput to the multiple GPU devices.
The remainder of this article is organized as follows: Section 2 describes related work, Section 3 introduces the design and implementation of VirtCL, Section 4 presents a performance evaluation, and conclusions are drawn in Section 5.
Related Work
During the past decade there has been a trend of developing programming models for GPGPU. CUDA [33] and OpenCL [20] are two popular frameworks that provide rich APIs for programmers to manage memory on GPUs and to distribute work to GPUs, but these low-level APIs burden programmers with the task of maintaining the coherence and consistency among the distributed memory spaces accessed by general-purpose CPUs and GPUs. Several methods have been proposed for making GPU development easier, such as Harmony [9] , GMAC [13] , and HiCUDA [14] . HiCUDA provides a compiler that generates CUDA code from sequential code that is annotated with simple directives. GMAC offers programmers a shared address space between general-purpose CPUs and accelerators (e.g., GPUs), and transparently takes care of the coherence and consistency of the data that are used in both CPUs and GPUs; this shared address space is similar to the DSM system in our proposed VirtCL framework. Harmony and HiCUDA each provide a simplified programming model based on CUDA. However, Harmony and GMAC currently only support programs programmed with CUDA and require programmers to rewrite their CUDA programs to work with the Harmony and GMAC systems, whereas our proposed VirtCL is designed to be compatible with the OpenCL APIs and can be adapted to legacy applications without modification.
VCL [4] and VOCL [39] are two similar methods targeted at improving the programmability of OpenCL on GPU-based clusters (i.e., clusters in which each computing node is equipped with a GPU). They allow most unmodified applications to utilize multiple OpenCL devices in a cluster by using the Message Passing Interface [26] for data management associated with remote GPUs. VCL and VOCL provide an abstraction layer that results in remote OpenCL devices appearing to applications as if they are local. In contrast, VirtCL abstracts multiple OpenCL devices in a single computing node as a single virtual device, and manages the data communication among the devices.
Kim et al. proposed a framework similar to ours that abstracts multiple GPUs into a single virtual compute device [21] . However, their study aimed at exploiting the computing power of multiple GPUs for a single OpenCL kernel by distributing the workload of the kernel to multiple GPUs, whereas the present study aimed to utilize multiple GPUs and to avoid resource contention for multiple OpenCL kernels that are issued from a single or multiple OpenCL applications. In addition, this previously proposed framework was implemented based on the CUDA run-time system and hence can only be applied to systems with Nvidia GPUs, whereas our proposed VirtCL framework can be applied to any OpenCL-enabled platform. In a similar study, Komoda et al. automated the utilization of multiple GPUs for a single parallel loop in OpenACC [7] programs, with minor extensions to the OpenACC directives [22] . However, their approach requires programmers to provide information about the memory access behaviors within parallel loops.
Design and Implementation of VirtCL

Overview
The VirtCL abstraction framework comprises two main components: (1) the front-end VirtCL run-time library and (2) the back-end kernel scheduling and dispatching system. The front-end library, which is linked with OpenCL applications, makes the OpenCL API available to applications and passes OpenCL requests-such as memory operations and kernel-launch commands-to the back-end kernel scheduling and dispatching system. The back-end run-time system, which is designed as a service daemon (called CLDaemon), is responsible for fulfilling OpenCL requests and manages OpenCL compute devices so as to utilize OpenCL resources without requiring programmers to deal with the scheduling problem. When an OpenCL kernel is passed to CLDaemon, the kernel scheduler in CLDaemon automatically selects an OpenCL device for the task while considering device contention and data location, and the task dispatcher in CLDaemon then issues commands to transfer data required by the kernel if necessary and to execute the kernel. Figure 3 illustrates the conceptual architecture of the VirtCL framework.
Front-end VirtCL Run-time Library
The front-end VirtCL run-time library, which is implemented as a shared library based on FreeOCL [6] , makes the OpenCL API available to applications. The run-time library wraps the API into a simpler communication interface between applications and the back-end CLDaemon service for reducing the amount of communication, and it uses Linux domain sockets and shared memories to communicate with CLDaemon. Table 1 lists the specifications of the interface and its corresponding OpenCL API calls. Other OpenCL commands, such as synchronization commands (clEnqueueMarker(), clEnqueueWaitForEvents(), and clEnqueueBarrier()) and kernel-launch commands (clEnqueueNativeKernel()), are directly handled by the front-end library since they are not relevant to GPU computation.
When the VirtCL run-time library is loaded in an OpenCL application, the library uses the VCL GET CONN command to check whether CLDaemon is running and to retrieve information about the virtual OpenCL device from CLDaemon, such as the size of local memory and the maximum capability of handling work items and work groups; CLDaemon must be launched before any execution of OpenCL applications, otherwise an error will be reported by the VCL GET CONN command. In our current implementation of VirtCL, clGetDeviceInfo() from an application returns a virtual device with properties that are commonly associated among physical devices in the system. This implementation may disallow VirtCL to run applications that are written to expect a very specific platform. However, the implementation can be further improved by returning more properties so as to increase the applicability of VirtCL. At the stage of context initialization, the kernel programs are built via the VCL COMPILE command, which passes the source codes of the kernel program and enforces CLDaemon to build the kernel programs by calling the vendor's implementation of clBuildProgram() for each physical device, while CLDaemon is designed with a cache mechanism that eliminates the need to recompile the kernel programs. The OpenCL application issues the VCL CREATE KERNEL and VCL CREATE MEMOBJ commands to specify which kernel program to execute and to allocate memory on the device for storing input and output data when clCreateKernel() and clCreateBuffer() (or clCreateImage()) are invoked, respectively. The VCL CREATE KERNEL command creates an abstract handle of the kernel program and behaves almost the same as clCreateKernel(). However, unlike clCreateBuffer() (or clCreateImage()) allocating memory on a physical device, the VCL CREATE MEMOBJ command allocates shared memory on the host site-which is shared between the application and CLDaemon-in order to realize the extra layer of device abstraction. After the context is initialized, the VCL WRITE MEMOBJ and VCL READ MEMOBJ commands are issued by clEnqueueWriteBuffer() (or clEnqueueWriteImage()) and clEnqueueReadBuffer() (or clEnqueueReadImage()) so as to transfer the input and output data to the shared memory that is allocated by VCL CREATE MEMOBJ, respectively, whereas the VCL NDRANGE KERNEL command is issued by clEnqueueNDRangeKernel() to pass the kernel arguments as well as the work-group size and the work-group dimension of a kernel to CLDaemon and to make a request for kernel execution. Finally, when the application stops executing, it issues the VCL END CONN command to release physical memory objects that were allocated for the application. VirtCL is designed to be compatible with OpenCL 1.2 [20] (note that image-related APIs are not supported in the current implementation), and legacy OpenCL applications can be linked with the VirtCL run-time library without changing any code. Moreover, recompilation of the host program is not necessary. If a legacy OpenCL application is linked with a native OpenCL library, programmers can change the linkage to the VirtCL front-end library by setting the environment variable LD PRELOAD=libVirtCL.so.
Back-end Task Scheduling and Dispatching System
Overview
The back-end system serves as a system service (CLDaemon) to fulfill OpenCL requests (e.g., kernel compilation, data transfers, and kernel execution) from host applications and to manage the underlying GPU resources so as to maximize the system throughput. CLDaemon comprises five main components: a kernel compiler, a memory manager, a kernel scheduler, a kernel dispatcher, and a kernel profiler. The kernel compiler implements the VCL COMPILE command and compiles source codes of OpenCL kernels into device-dependent binaries by utilizing the vendor's OpenCL API function, clBuildProgram(). The compiler also retrieves the input/output information of kernels for later use. The memory manager handles all of the accesses to memory objects from both the host and device sites, and generates data-transfer commands whenever necessary. The kernel scheduler and dispatcher implement the VirtCL kernel-launch command, VCL NDRANGE KERNEL. When CLDaemon receives a VCL NDRANGE KERNEL command from the front-end VirtCL library, the history-based kernel scheduler selects a device to execute the kernel, and the kernel dispatcher then dispatches the data-transfer commands (which are produced by the memory manager), if necessary, and the kernel-execution command to the selected device. After the kernel finishes executing, the kernel profiler records the execution-time information, which is used later by the kernel scheduler.
When CLDaemon is initiated, it queries all of the available physical GPU devices and creates a single OpenCL context and a set of command queues, the number of which is equal to twice of the number of the physical devices, before it can receive any OpenCL requests from the front-end VirtCL library. The single context is shared by all physical devices so as to make it possible for programs on these devices to cooperate with each other. Since modern GPU devices are usually equipped with DMA engines that allow a GPU device to process kernels while transferring data, each physical device is associated with two command queues: one is specifically for kernel-launch commands and the other is for data-transfer commands. After CLDaemon is initiated, some service threads are created in CLDaemon to serve requests (e.g., kernel compilation and memory-object allocations) for each OpenCL application that uses VirtCL-with one service thread created for each command queue in an OpenCL application-and to dynamically dispatch kernellaunch commands to a physical device. This multithreaded design enables commands from different command queues to be processed concurrently.
Kernel Compiler
The kernel compiler in CLDaemon compiles kernel functions into device binaries by calling clBuildProgram(). Since the proposed memory manager (see Section 3.3.3) maintains memory coherence based on the information about the read/write operations to memory objects within kernel functions, and unfortunately the current OpenCL standard does not directly define methods to retrieve such information from kernel functions, the kernel compiler also analyzes kernel functions so as to determine which memory objects are input and output to the kernel functions. In some cases this information can be obtained from the VirtCL front-end library without further analyses: (1) if an OpenCL memory object is created with an access flag such as CL MEM READ ONLY (or CL MEM WRITE ONLY), VirtCL recognizes the memory object as an input (or output) of kernel functions that use the memory object as an argument; or (2) if an OpenCL memory object is passed to a kernel function with an access qualifier such as read only/ read only (or write only/ write only), VirtCL determines that the memory object is an input (or output) of the kernel function.
Memory Manager
According to the OpenCL programming model, before a kernel program starts executing on a GPU device, its input data must be copied into the memory of that device; after the kernel finishes executing, its output data may be copied to the host memory or the memory of other GPU devices. On a system in which GPU devices are loosely coupled (i.e., there are multiple memory spaces, comprising a host-memory space and multiple device-memory spaces), data objects are actually shared among these memory spaces. However, this imposes an extra burden on programmers who want to accelerate their programs by using multiple GPUs, since they have to manage data shared across the distributed memory spaces. If the shared data objects are not well managed, there might be redundant data transfers, which may counteract the benefit of using multi- ple GPUs and thus result in low system throughput. For example, copying the output data of a kernel program running on a GPU device to the host memory and then copying the data from the host memory back to the memory of the same GPU device as inputs of another kernel program is obviously redundant. In view of this, the VirtCL abstraction framework provides a virtual memory spacewhich logically represents the device memory space of underlying physical devices-so as to shield programmers from the complicated memory-consistency problem. The memory manager generates data-transfer operations to move data items within the virtual memory space whenever necessary after the kernel scheduler decides which device will be used to execute a kernel program.
The multi-GPU system can be generally characterized as a general DSM system (see Figure 4 ), which involves a set of computing nodes (which can be the host or a device) connected by an interconnection network, where each node (except the host) contains a physically local memory space that maps to the globally shared memory space. Protic et al. defined three key issues that should be considered when accessing data items in the DSM address space [35] :
• Where the access is implemented. This corresponds to the implementation level of the DSM mechanism.
• How the access actually executes. This is dealt with by the DSM algorithm addressing two problems: how shared data are distributed and how memory coherence is maintained.
• The precise meaning of the memory "consistency" which is addressed by the memory consistency model.
We describe the memory manager in the VirtCL framework by considering these three aspects.
Implementation Level of DSM The DSM mechanism in the VirtCL framework is implemented in user-level, run-time library routines and built on top of the vendor's OpenCL run-time system so as to replicate shared memory objects.
DSM Algorithm
The VirtCL framework implements the DSM system based on a multiple-reader, single-writer (MRSW) algorithm and an invalidation-based memory coherence protocol with a centralized memory manager that resides on the host site. The centralized memory manager is designed to handle access requests to the DSM from the host and OpenCL devices, and it maintains a directory of shared memory objects that contains their ownership and copy-set information in order to ensure memory coherence and consistency. More specifically, each entry of the directory contains three fields: (1) owner, which is the last computing node in the DSM system that updates the shared memory object of the entry, (2) copyset, which is a set of computing nodes that have a copy of the last-updated shared memory object of the entry, and (3) rwlock, which is a read-write lock used to allow multiple concurrent readers but only one writer to access the shared memory object. Since a memory object is always created by the host site according the OpenCL programming model, the owner of a shared memory object is initially the host. Once the memory object has been written by a device, the device becomes the owner of that Report an illogical memory-object access error; 10 end 11 Unlock dir[m].rlock; memory object. The memory manager treats a VCL WRITE MEMOBJ (or VCL READ MEMOBJ) command as a write (or read) request to a shared memory object from the host, and it considers that a device chosen to execute a kernel program makes a write (or read) request to a shared memory object if the shared memory object is written (or read only) within the kernel program. Determining whether a shared memory object is written (or read only) within a kernel program is simply to determine whether the shared memory object is an output (or input) argument of the kernel, and this information can be obtained from the kernel compiler or the VirtCL front-end library, as described in Section 3.3.2.
Algorithms 1 and 2 outline the pseudo code of how the memory manager handles write and read requests to a shared memory object, respectively, so as to maintain memory coherence. The memory manager uses the read-replication (a.k.a. MRSW) strategy [38] to distribute shared data across the system and the write-invalidate (or write-back) protocol [25] to maintain memory coherence. The read-replication strategy allows multiple copies of a shared memory object to be held on multiple devices, and thereby reduces the average time cost of read operations to the shared memory object since these operations can be executed simultaneously, while the average cost of memory-write operations is lower for the writeinvalidate protocol than for the write-broadcast (or write-update) protocol [25] , which is the other common memory-coherence protocol. It is well known that a read/write miss occurs when a read/write request to a shared memory object is issued and the requester does not own or have a valid copy of the shared memory object. Algorithm 1 indicates that when a write request to a memory object is issued, the memory manager first acquires the write lock of the memory object and determines whether the writer owns or has a valid copy of the memory object by looking up the directory. If this is the case, the memory manager simply sets the owner of the memory object to the writer and invalidates any copies of the memory object; otherwise it writes a copy of the memory object from the owner's memory to the writer's memory before the memory object is written so as to ensure memory coherence in the case of the writer partially updating the memory object. The memory manager releases the write lock of the memory object after the write request has completed. Similarly, Algorithm 2 indicates that when a read request is made, the memory manager first acquires the read lock of the memory object. If a read miss is detected, the memory manager writes a copy of the memory object from the owner's memory to the reader's memory and maintains the copy-set information before the read operation to the memory object starts. The memory manager releases the read lock of the memory object after the read request has completed. The memoryReplication function accounts for how memory-object replication is performed when a read or write miss occurs. If the host is a requester (a reader or writer) to a memory object and does not own or have a valid copy of the memory object, the memory manager will issue a clEnqueueReadBuffer (or clEnqueueReadImage) to directly read the memory object from the owner's memory to the host memory. In contrast, if a device is a requester, the memory manager will issue two synchronous commands [clEnqueueReadBuffer and clEnqueueWriteBuffer (or clEnqueueReadImage and clEnqueueWriteImage)] to read the memory object from the owner's memory to the host memory and then to the device's memory (note that the first command is unnecessary if the host is the owner or has a valid copy of the memory object). Although a clEnqueueCopyBuffer (or clEnqueueCopyImage) can be directly used for device-to-device communication, its communication behavior depends on the vendor's implementation. The proposed two-step replication allows the kernel scheduler to fully control and better schedule communications among devices. The memoryReplication function also returns the event object that is returned by the last-issued command within this function such that a kernel-launch command that † The asterisk is replaced with "Buffer" or "Image" depending on whether m is a buffer object or an image object, respectively. is issued later from an out-of-order command queue will wait on an event object or objects that is/are returned by the invocation(s) of the memoryReplication function that is(are) made due to read/write request(s) to the memory object(s) that form part of the arguments of the kernel function to be launched. This process ensures the kernel function starts to execute after the memory object(s) required is(are) transferred to the scheduled device.
Memory Consistency Model The OpenCL programming model defines a relaxed memory consistency model between the host and OpenCL devices; that is, memory is only guaranteed to be consistent after certain synchronization points, such as queue events [20] . However, the behavior is undefined when multiple devices access a shared memory object. The proposed memory manager enforces the sequential consistency model [23] -which is the most intuitive memory consistency model-for the proposed DSM. Sequential consistency has two requirements: (1) program order (maintaining program order among operations from an individual computing node) and (2) write atomicity (maintaining a single sequential order among operations from all computing nodes). The former requirement is inherently fulfilled according to the OpenCL programming model, in which two kernel execution instances that write to the same memory object must be executed in the program order (or else the behavior is undefined), and the latter requirement is guaranteed by the locking mechanism of shared memory objects, as described in Algorithms 1 and 2.
Kernel Scheduler
When CLDaemon receives a VirtCL kernel-launch command (VCL NDRANGE KERNEL), the kernel scheduler is invoked to select a device on which to run the kernel task. Any conventional schedulers, such as round-robin and short-queue-first methods, can be used for this purpose. We propose a contention-and communication-aware scheduler, which uses histories to learn regression models that predict the turnaround time of the kernel task on each device (including the execution time of the kernel task and the associated time of transferring required data), and then schedules the kernel task to the device that has the minimum turnaround time for that particular task. This is achieved by assuming polynomial correlations between the size of the input data of a kernel task and the execution time of that task and between the size of a memory object and the time required to transfer that object. More specifically, given the size of the input data (size), the estimated execution time of a kernel task can be obtained by evaluating the quadratic regression function
where E(T ime | size) denotes the estimated T ime given the size of the input data (size), Fe() denotes the regression function for ExecutionTime, X(i, k) denotes the parameter vector (X0(i, k), X 1(i, k), X2(i, k)) for executing a kernel task k on device i, and ε is a random error component. Similarly, given the size of a memory object, the estimated times required to write and read that object can be obtained by evaluating
ReadTime ≈ E(ReadTime | size) = f r (size, R(i)) = R0(i) + R1(i)size + R2(i)size 2 + ε, respectively, where W (i) denotes a parameter vector (W0(i), W1(i), W2(i)) for writing data items to device i, and R(i) denotes a parameter vector (R0(i), R1(i), R2(i)) for reading data items to device i. We used a standard least-squares method [29] to estimate the unknown parameter vectors X(i, k), W (i), and R(i).
Algorithm 3 presents the pseudo code of the history-based kernel scheduler. Given a kernel task, the kernel scheduler estimates the turnaround time of the task on each device by predicting the time required to transfer input data to the device and to execute the kernel task on the device. In order to consider the impact of resource contention, the scheduler is informed of the remaining processing time of commands that are dispatched to the device; that is, those commands enqueued to either the kernel-launch command queue (kernelLaunchQueues) or data-transfer command queue (dataT ransf erQueues) of the device-as mentioned in Section 3.3.1, each device is designed to be associated with a kernellaunch command queue and a data-transfer command queue so that data transfer and kernel execution can be overlapped whenever possible. The scheduler calls the pseudoDataTransferScheduler procedure for each memory object required by the kernel task (i.e., for each argument of the kernel that is a memory object) in order to estimate the turnaround time of the required data transfer. The pseudoDataTransferScheduler procedure predicts and accumulates the execution time of the data-transfer command(s) that is(are) issued for transferring a memory object to the device; this(these) commands are issued by calling the memoryReplication function with the selected device as a requester. If the host owns or has a valid copy of the memory object, the scheduler accumulates the estimated time of writing the memory object to the device (f w (size(m), W (dev)), where size(m) returns the size of memory object m) to the pseudo schedule of 11 Call clEnqueueNDRangeKernel() to dispatch a kernel-launch command-which waits for the event object(s) that is(are) created due to the read/write request(s)-for executing kernel k on device dev; the device; otherwise it produces a pseudo schedule for reading the memory object from its owner and then writing it to the device, and estimates the processing time with regression functions f r (size(m), R(owner)) and fw(size(m), W (dev)). Similarly, the scheduler uses regression function f e(size, X(dev, k)) to estimate the execution time of kernel task k on device dev, where size is the size of memory object(s) required by kernel task k.
Kernel Dispatcher
The kernel dispatcher, the pseudo code of which is outlined in Algorithm 4, is responsible for distributing kernel tasks to physical devices. Once a kernel task is scheduled to a device, the kernel dispatcher first issues a read/write request (which is handled by the memory manager; see Section 3.3.3) to each of the memory objects that are determined as an input/output of the kernel task for the device in order to replicate data items that are required by the kernel task to the device. The kernel dispatcher then enqueues the actual kernel-launch command to the kernel-launch command queue of the scheduled device and ensures the command waits for the event object(s) that is(are) created due to the read/write request(s) so as to guarantee that all of the data required by the kernel task are copied to the device before the kernel task starts to execute.
Kernel Profiler
The kernel profiler is responsible for keeping the kernel's execution history for use in the regression analysis performed by the history-based kernel scheduler. The profiler measures the time taken to transfer a memory object to a device and to run a kernel task on a device by utilizing the clGetEventProfilingInfo() function in the OpenCL API.
Limitations
There are some limitations due to the current designs and implementations of the VirtCL framework.
1. VirtCL does not split single kernels for execution among several devices, and with VirtCL the user is still responsible for building kernels that can run in parallel with their own buffers, taking care of the synchronization, etc.
2. CLDaemon is designed to reuse a single OpenCL context in order to simplify the problem of synchronizing commands in multiple command queues in the kernel scheduler. However, an OpenCL context is created with only one specified platform, and currently each vendor supplies only a single platform per implementation. Therefore, VirtCL cannot work with devices in different platforms.
3. As mentioned in Section 3.2, our current implementation may disallow VirtCL to run applications that are written to expect a very specific platform.
4. VirtCL currently does not support image types of memory objects and interoperations with graphics APIs, such OpenGL and DirectX.
Evaluations and Discussion
All of the evaluations were conducted on a computer with two Intel Xeon E5620 CPUs (containing eight cores operating at 2.4 GHz), 64 GB of RAM, two Nvidia GeForce GTX 580 GPUs, and an Nvidia GeForce GTX 590 GPU (essentially equivalent to two GTX 580 GPUs) running the Linux 2.6.32-279 kernel and an Nvidia 343.22 GPU driver. The evaluations focused on two metrics: (1) the performance overhead due to the proposed abstraction layer and (2) the scalability of the proposed VirtCL framework. The benchmarks we used to evaluate our proposed VirtCL framework were collected from the AMD Accelerated Parallel Processing (APP) SDK [2] and the Rodinia 2.1 benchmark suite [8] . A real-world application (clsurf [27] ) was also used to evaluate the effectiveness and scalability of the VirtCL framework. Figure 5 shows the normalized execution times and their contributing components (which were measured by instrumenting gettimeofday(), the RDTSC instruction [18] , and clGetEventProfilingInfo()) for the Rodinia benchmark suite when using the native OpenCL library and the proposed VirtCL library on the aforementioned platform with only one GPU device. We used the largest workload sizes that the Rodinia benchmark suite provides or that could normally be performed without exceeding the available resource of GPU memory if a workload generator is provided. Table 2 lists the problem size and execution time of each benchmark. It is worth mentioning that four benchmarks (backprop, heartwall, leukocyte, and particlefilter) in the Rodinia 2.1 benchmark suite were not included since (1) leukocyte used image types of memory objects, which are currently not supported by VirtCL, (2) backprop and heartwall contained application bugs and thus failed to execute, and (3) the kernel compiler of VirtCL, which was implemented to equip with a simple dependency analyzer, failed to identify the output memory objects of particlefilter. VirtCL added a (geometric) mean overhead of 0.4% to the overall execution time due to the additional abstraction layer. More specifically, VirtCL added a (geometric) mean overhead of 6% to the de- vice execution. lavaMD had the smallest percentage (0.02%) overhead since it invoked only a large kernel and few data-transfer commands during the execution, whereas nn had the largest percentage overhead (67.7%) since it is a rather small and short application. The mean abstraction overhead excluding nn was 4.8%. Nevertheless, the overall execution times were reduced by a (geometric) mean of 7%, compared with the results obtained when using the native OpenCL library; this is attributable to VirtCL eliminating the time-consuming process of initializing an OpenCL context. When using VirtCL, all applications share a single OpenCL context, which is initialized when CLDaemon starts and remains active unless CLDaemon terminates; in contrast, when running with the native OpenCL library, each application requires an individual context initialization process. For instance, the context initialization in bfs, cfd, hotspot, lud, and nw contributed from 5.3% to 16.5% of their respective execution times, and the context initialization in nn, which had a short application time (0.06 seconds), contributed 88.8% of its execution time.
Abstraction Overhead
In our proposed VirCL framework, the idea of using a service daemon to reuse a single OpenCL context is to simplify the problem of synchronizing commands in multiple command queues in the kernel scheduler, since the OpenCL specification provides direct support for synchronizing commands within a context. This design happened to reduce the time-consuming initialization of OpenCL contexts. One potential problem of reusing a single context is security, which goes beyond the scope of this paper- memory objects that belong to one application might be accessible to other application within the single context. Figure 6 displays the breakdown of the overhead added to the device execution by using the VirtCL framework. The overhead was composed of (1) the socket communication between an OpenCL application and CLDaemon, which are two separate processes and have their own address spaces, (2) the wrapping process of datatransfer commands in the front-end library, (3) the wrapping process of kernel-launch commands in the front-end library, and (4) the execution of the back-end run-time system (i.e., CLDaemon). The figure indicates that the greatest contributor to the abstraction overhead was either the socket communication between the OpenCL application and CLDaemon or the wrapping process of data-transfer commands in the front-end library; the latter dominated when data-transfer commands were frequently enqueued in applications. In contrast, CLDaemon contributed less than 16% of the overall overhead.
Effectiveness and Scalability
We evaluated the effectiveness and scalability of the proposed VirtCL framework by running a real-world application (clsurf) and various synthetic workload traces that mimic a set of OpenCL applications (from the AMD APP SDK) running on the multi-GPU system.
Evaluations of clsurf
clsurf is an OpenCL implementation of the Speeded Up Robust Features (SURF) algorithm [5] , which represents a robust local feature detector that can be used in computer vision applications (e.g., 3D reconstruction, image registration, or object recognition). clsurf was implemented based on the OpenSURF library [10] , and it contains a series of kernels for processing an image or one frame of a video stream. We modified clsurf slightly by allowing multiple frames of a video stream to be processed in parallel (i.e., creating multiple instances of a processing task) in order to evaluate how the performance scales on a multi-GPU system. A 720p video stream (called parkrun [40] ) of 500 frames was used to evaluate the performance of clsurf. Figure 7 (a)-(d) show the throughputs (in frames per second) of clsurf for different numbers of parallel processing tasks when using the native OpenCL library (without/with a hand-coded, framebased round-robin scheduling of processing tasks) and the proposed VirtCL library (with different scheduling policies) on the experimental platform comprising one, two, three, and four GPU devices, respectively. The scheduling policies that were applied when selecting a device for a kernel task included (1) random (RND), (2) round-robin (RR), (3) shortest-queue-first (SQF), (4) communication-aware shortest-queue-first (SQF-C), which schedules a kernel to a device that holds a valid replication of its input data whenever possible based on the shortest-queue-first algorithm, and (5) the proposed history-based contention-and communication-aware (HB-CC) policies. Since clsurf was originally designed to parallelize the SURF algorithm on a single OpenCL device and thereby used only the first device returned from an initial query, the results (the first bar in each set of seven bars in Figure 7 ) were almost identical when using different numbers of underlying GPUs (in terms of the same number of parallel processing tasks) when using the native OpenCL library. clsurf requires a hand-coded scheduling of processing tasks to be incorporated to allow scaling with the number of underlying GPUs; the results of using this approach are plotted in the second bar in each set of seven bars. The proposed VirtCL framework eliminated the need for such a tedious hand-coding process by returning a single abstract OpenCL device to clsurf and binding a kernel task to a physical OpenCL device automatically. When running on the platform with only one GPU, it is obvious that the performance was almost the same when using the native OpenCL library (without/with a hand-coded scheduling) and the VirtCL library (with different scheduling policies), even when increasing the number of parallel processing tasks, since there was only one compute device available. However, as the number of underlying GPUs increased, VirtCL with the SQF-C or HB-CC scheduling policy successfully scaled up the throughput and even outperformed a handcoded scheduling since the OpenCL specification does not allow APIs to query the status of GPUs, and therefore the hand-coded scheduling did not consider whether a GPU was subject to contention. The results were poor for VirtCL with the RND, RR, or SQF scheduling policy, and even worse than that for the native OpenCL on multi-GPUs platforms, indicating that reducing communications among multiple GPUs crucially affects the efficacy of for multi-GPU programming.
Evaluations of Synthetic Workload Traces
We generated synthetic workload traces-which simulate multiple OpenCL applications from multiple users running on the multi-GPU system-using an M/G/1 queuing system [12] , in which the kernel-task-arrival process conforms to a Poisson distribution with a rate of λ and the service time (i.e., execution time) for each kernel task conforms to a general distribution, assuming a polynomial correlation between the size of the input data of a kernel task and the execution time of the kernel task, as described in Section 3.3.4. Such a queuing system is usually used to model performance of computer systems [16] . The sizes of the input data of kernel tasks were assumed to follow a bounded Pareto distribution [15, 17] , which has been used as a model for the file size distribution [28] . The probability density function for the bounded Pareto distribution with B(α, k, p) is defined as
where α is the shape parameter, which tends to be close to 1 in most cases, k is the smallest possible size, and p is the largest possible size [15] . Table 3 lists the size distribution and complexity of the Figure 7 . Scalability of the VirtCL framework for the clsurf application. Table 3 . Size distribution of input data and complexity of the applications in the synthetic workload traces. OpenCL applications (collected from the AMD APP SDK) in the synthetic workload traces. Figure 8 shows the service times of the synthetic traces (100-task trace and 400-task trace) for kernel tasks arriving at different rates when using the native OpenCL library and the VirtCL library with different scheduling policies. When using the native OpenCL library, each kernel in the traces competed with each other for the first GPU (returned by the vendor's run-time system) in the platform, since without information about which GPUs are busy or idle, programmers typically launch a kernel task on the first device that is returned from an initial query, resulting in a longer service time. In contrast, when using the VirtCL library, CLDaemon was able to dispatch multiple kernel tasks (from either one or multiple applications)-which were all launched on the virtual deviceto different GPUs, and this approach performed significantly better than the native approach. It is worth noting that Figure 8(b) does not show the results for when using the native OpenCL library since the 400-task trace failed to complete properly when using the native OpenCL library. Some tasks encountered an error (CL DEVICE NOT AVAILABLE) when creating its own context. We believe this is attributable to the current GPU implementation having a limit on the number of contexts that can be created concurrently. Since the workload of each application varied, the contention for GPUs was high when using the RND or RR scheduling policy, and this resulted in long service times. With the consideration of resource contention and even the data locality, the service times of the 100-task traces were reduced by 96.3%, 98.0%, and 99.1% when using the SQF, SQF-C, and HB-CC scheduling policies to run the most lightweight (λ = 50) of the three traces, respectively. The proposed HB-CC scheduling policy was almost the most effective policy for all of the synthetic traces and reduced the service times of the 100-and 400-task traces by averages of 59.8% and 57.2% compared with the RR scheduling policy, respectively. (b) 400-task traces Figure 8 . Service times of the synthetic traces for kernel tasks arriving at different rates: (a) 100-task synthetic traces and (b) 400-task synthetic traces.
Conclusion
We have proposed a framework, called VirtCL, for the abstraction and management of OpenCL devices on multi-GPU platforms. VirtCL allows multiple unmodified OpenCL kernel tasks to utilize multiple devices on a computer, especially a multiuser server, with minimized resource contention. This is achieved by providing an OpenCL-compatible front-end library that makes multiple physical OpenCL devices appear as a single virtual OpenCL device, and a back-end run-time system that dispatches computations and the associated communications among the multiple physical devices by using a contention-and communication-aware scheduler. The experimental results show that our VirtCL framework has a small abstraction overhead (mean of 6%) for the Rodinia benchmark suite, and that most benchmarks in the Rodinia suite ran faster when using VirtCL than when using the native OpenCL run-time system, which is attributable to VirtCL eliminating the time-consuming process of context initialization. The experiments also demonstrated that VirtCL is scalable to multi-GPU systems.
