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Abstract
We study the L2-time regularity of the Z -component of a Markovian BSDE, whose terminal condition is
a function g of a forward SDE (X t )0≤t≤T . When g is Lipschitz continuous, Zhang (2004) [18] proved that
the related squared L2-time regularity is of order one with respect to the size of the time mesh. We extend
this type of result to any function g, including irregular functions such as indicator functions for instance.
We show that the order of convergence is explicitly connected to the rate of decreasing of the expected
conditional variance of g(XT ) given X t as t goes to T . This holds true for any Lipschitz continuous
generator. The results are optimal.
c© 2010 Elsevier B.V. All rights reserved.
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Framework. In the past decade, a lot of attention has been paid to the numerical resolution
of Backward Stochastic Differential Equations (BSDEs in short). In this work, we focus on
Markovian BSDEs. For fixed initial condition x0 and terminal time T > 0, it is written as
X0 = x0,
dX t = b(t, X t )dt + σ(t, X t )dWt ,
−dYt = f (t, X t , Yt , Z t )dt − Z t dWt ,
YT = g(XT ),
(0.1)
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where g(XT ) ∈ L2, and W is a standard Brownian motion. A solution to (0.1) is a triplet
(X, Y, Z) adapted to the filtration of the Brownian motion, and in some appropriate L2 spaces
(defined later). When the generator f equals 0, Y is given by the conditional expectation
Yt = EFt (g(XT )) and Z is the predictable process arising from the predictable representation
theorem. This type of closed representation can be extended to f that are linear w.r.t. the
variables y and z (called linear BSDEs). In the other cases (truly nonlinear), usually no closed
representation is available and one needs to compute numerical solutions. As explained later, the
corner stone to derive a rate of convergence for numerical schemes solving (0.1) is the L2-time
regularity of Z . It is defined for a given time mesh pi = {0 = t0 < · · · < ti < · · · < tN = T } by
E(Z , pi) =
N−1∑
i=0
E
∫ ti+1
ti
|Z t − Z¯ ti |2dt, (0.2)
where Z¯ ti = 1ti+1−ti EFti
∫ ti+1
ti
Zsds. Note that Z¯ ti is the projection of (Zs)ti≤s≤ti+1 on the space
of Fti -measurable random variables, according to the scalar product 〈u, v〉 = E
∫ ti+1
ti
us · vsds.
The objective of this work is to provide tight estimates of E(Z , pi), according to the regularity of
the function g and the mesh size |pi | = sup0≤i<N (ti+1 − ti ). In all the sequel, we only consider
time mesh with N deterministic points.
A brief account on numerical methods for BSDEs. There are three main approaches for the
numerical solution of (Y, Z) (the simulation of the forward component X is standard). Firstly,
under appropriate conditions, Yt = v(t, X t ) where v solves a semi-linear PDE (and Z is
analogously related to the gradient of v) (see [16] for instance): hence one may solve this PDE
by deterministic methods and then, we get Y by simulating X . Secondly, one may approach the
BSDE by a sequence of linear BSDEs (Picard iteration scheme): this is efficiently achieved by
Gobet and Labart [10], by coupling the resolution with iterative control variates that drastically
improves the accuracy. The third approach is strongly related to the motivation of this work: it
uses a backward dynamic programming equation of the form (i < N )Y
pi
ti = EFti (Y piti+1 + (ti+1 − ti ) f (ti , X ti , Y piti+1 , Zpiti )),
Zpiti =
1
(ti+1 − ti )E
Fti (Y piti+1(Wti+1 −Wti )∗),
(0.3)
where ∗ denotes the transposition and Y pitN = g(XT ). In addition, possibly X can be replaced by
a process easier to simulate (Euler scheme for instance) and close to X . The Eqs. (0.3) defines an
explicit scheme but it could be implicit as well, replacing in f the quantity Y piti+1 by Y
pi
ti : this does
not modify the convergence results. The next big issue would be how to compute the conditional
expectations: we do not discuss these aspects here and we refer to [2] for quantization techniques,
to [3] for Malliavin calculus tools, to [13] for empirical regression methods. Let us focus on the
error estimate between (Y pi , Zpi ) and (Y, Z). Actually under standard Lipschitz assumptions on
f , it is now well known (even in the more general case where jumps are included in the equations,
see [9]) that the error can be estimated as follows:
e(Y pi − Y, Zpi − Z , pi) := sup
0≤i≤N
E(Y piti − Yti )2 +
N−1∑
i=0
E
∫ ti+1
ti
|Zpiti − Z t |2dt
≤ C(|pi | + E(Z , pi)).
Thus, it is clear that the L2-time regularity of Z plays a crucial role in the rate of convergence of
the dynamic programming Eq. (0.3).
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Known results on the L2-regularity of Z . In the BSDE framework, the best result to our
knowledge has been obtained by Zhang [18]: E(Z , pi) is of order |pi | when g is a Lipschitz
continuous function. Consequently, e(Y pi − Y, Zpi − Z , pi) is also of order |pi | and uniform
time grids (ti = iT/N ) are sufficient for the approximation scheme. However, in practice g
may be an indicator function: in that case, one expects that it worsens the rate of convergence
E(Z , pi) to 0. Actually, this downgrade phenomenon is well known when the generator f is null.
This problem is related to the approximation of stochastic integrals and of hedging strategy in
finance. In [12], it is proved for instance that for indicator functions in dimension 1, one gets
E(Z , pi) = O(N−1/2) for an uniform time grid. In fact, any rate N−α with α ∈ (0, 1) can be
obtained, by picking an appropriate non-smooth function gα . The larger α, the smoother gα is.
The above results are extended by Geiss and his coauthors (see [7,8] and references therein) by
considering functions g with a certain fractional regularity, i.e. belonging to a real interpolation
space for one-dimensional homogeneous diffusions in [7], or to a Besov space Bα2,2 (α ∈ (0, 1])
for multidimensional Brownian motions in [8]. For a uniform time grid, they prove that the
regularity index α exactly gives the order of convergence: E(Z , pi) = O(N−α). In addition, to
get the rate N using a grid with N points, one has to consider points appropriately concentrated
near T .
The purpose of this work is twofold: firstly, to extend this type of results to multidimensional
inhomogeneous SDEs and secondly, to deal with general BSDEs (i.e. with non-null generator).
Summary of our results. For the general SDE model, the characterization of the rate of
convergence of E(Z , pi) appears to be naturally related to the following space (α ∈ (0, 1])
L2,α =
{
g s.t. E(g(XT )2)+ sup
0≤t<T
E(g(XT )− EFt (g(XT )))2
(T − t)α < +∞
}
. (0.4)
It describes the rate of decreasing of the expected conditional variance of g(XT ) given Ft as
t goes to T . If X is a Brownian motion and T = 1, g in L2,α is equivalent to g in the Besov
space Bα2,∞ provided α ∈ (0, 1) (see [8, Corollary 2.3]). However, the current characterization
(0.4) is more flexible because it is adapted to the process and the time horizon T . This is inspired
by [7, Definition 2.7].
In addition, we show that this quantity is intrinsic to the time regularity of Z (even in the BSDE
case). For uniform grids, the rate of convergence is Nα (Theorem 3.2(a)). Also, one can take
non-uniform grids to get the rate N (Theorem 3.2(b)). To achieve these results, we first estimate
the error in the null generator case (thus extending the results by Geiss et al. in a non-trivial
way) (Theorems 1.1, 1.2 and Corollary 1.2). Then we prove that the non-null generator case
(involving (Z t )t ) is a perturbation of the null case (with (zt )t ), so that the former results still
apply (Theorem 3.1):
E(Z , pi) ≤ C(E(z, pi)+ |pi |).
More precisely, we establish that Z is the superposition of z plus a time smoother term
(Theorem 2.1). This result seems to be original in our framework. It allows us to reduce the study
of the L2 time regularity of Z to that of z (the former case) and that of the smoother term (which
is easier). The decomposition may also be interesting to get tight estimates on the behavior of Z
as t goes to T (Corollary 2.1). To our knowledge, such estimates are not available in the PDE
literature. Our proof relies on stochastic analysis techniques combining PDEs, martingales, Itoˆ
calculus and BSDEs in Lp (p ∈ (1, 2]). We mention that usually with these tools, g is supposed
to have a polynomial growth, ensuring that g(XT ) is in any Lp for p > 0. Here we stress the
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fact that we only assume g(XT ) ∈ L2 which is the minimal condition to discuss the existence
and uniqueness of the solution of (0.1) in L2 spaces. We finally discuss the choice of time grids
(uniform or alpha dependent) and the optimality of the results.
Preliminaries. Hereafter, W is a q-dimensional Brownian motion, defined on a filtered
probability space (Ω ,F ,P), where (Ft )0≤t≤T (T is a fixed terminal time) is the natural filtration
of W , augmented with P-null sets. We denote the conditional expectation E(X |Ft ) of a random
variable X by EFt (X).
A≤c B means A ≤ cB with a constant c depending on T, b, σ, f and universal constants.
For a r × c matrix A (r, c ≥ 1), that will be considered as an element of Rr×c, A∗ stands for its
transpose, A j for its j th column, and |A| for its Euclidean norm (|A| := √Tr(AA∗)).
If ϕ : Rp1 → Rp2 is a differentiable function, its gradient ∇xϕ(x) := (∂x1ϕ(x), . . . , ∂x p1ϕ(x))
takes values in Rp2×p1 . If p2 = 1, D2ϕ(x) := (∂2xi ,x jϕ(x))i, j=1...d stands for the Hessian matrix
of ϕ and takes values in Rp1×p1 .
(a) The forward component:
X t = x0 +
∫ t
0
b(s, Xs)ds +
∫ t
0
σ(s, Xs)dWs, (0.5)
where X, x0 ∈ Rd , b : [0, T ] ×Rd → Rd , σ : [0, T ] ×Rd → Rd×q . We will assume that the
coefficients of this SDE satisfy the following assumption.
(Ab,σ ) The functions b and σ are bounded and twice continuously differentiable with respect
to the space variable, with uniformly bounded and γ -Ho¨lder continuous derivatives, for some
γ ∈ (0, 1]. In addition, b and σ are 12 -Ho¨lder continuous in time. σ is also assumed to be
uniformly elliptic: there exists δ > 0 such that, ∀(t, x) ∈ [0, T ] × Rd , [σσ ∗](t, x) ≥ δ Id .
We denote by ∇Xs the gradient of Xs with respect to x0, and by (Dt Xs)0≤t≤s its Malliavin
derivative (see [15]). It is known that (∇Xs)s≥0 and (Dt Xs)s≥t satisfy the following linear SDEs
∇Xs = Id +
∫ s
0
∇x b(r, Xr )∇Xr dr +
q∑
j=1
∫ s
0
∇xσ j (r, Xr )∇Xr dW jr ; (0.6)
Dt Xs = σ(t, X t )+
∫ s
t
∇x b(r, Xr )Dt Xr dr +
q∑
j=1
∫ s
t
∇xσ j (r, Xr )Dt Xr dW jr . (0.7)
The following estimates are standard results in the SDE literature.
Lemma 0.1. Assume (Ab,σ ). For any p ≥ 2, there exits a constant C p such that
E sup
0≤s≤T
|Xs |p ≤ C p(1+ |x0|p) and E|Xs − X t |p ≤ C p|s − t | p2 .
From Eq. (0.6), one gets the following estimate, that will be used in this work (it is a standard
estimate if t = 0; one can deduce the estimate for t 6= 0 since ∇Xs[∇X t ]−1 is the derivative of
Xs with respect to X t ):
EFt sup
t≤s≤T
|∇Xs[∇X t ]−1|p ≤ C p. (0.8)
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Since
Dt Xs = ∇Xs(∇X t )−1σ(t, X t )1t≤s (0.9)
and σ is bounded, the same estimate applies to (Dt Xs)t≤s≤T .
(b) The backward component:
Yt = g(XT )+
∫ T
t
f (s, Xs, Ys, Zs)ds −
∫ T
t
ZsdWs . (0.10)
We define the space S p to be the set of continuous adapted processes Y such that
E[supt∈[0,T ] |Yt |p] < +∞, and Mp the set of predictable processes Z such that
E[(∫ T0 |Zs |2ds)p/2] < +∞. In the following, Y is always considered as a one-dimensional
process, but all our study would remain valid if it were multidimensional.
A solution to (0.10) is a triplet (X, Y, Z), where X is a continuous adapted Rd -valued process
with E(supt≤T |X t |2) < +∞, solution to the SDE (0.5), and (Y, Z) ∈ S2 ×M2. We make use
of the following assumption on the generator.
(Af ) The function f is continuous with respect to its four arguments, and continuously
differentiable with respect to (x, y, z) with uniformly bounded derivatives. Moreover,∫ T
0 | f (s, 0, 0, 0)|ds < +∞.
In Theorem 3.3, f is assumed to be only Lipschitz continuous in (x, y, z), but not necessarily
continuously differentiable.
Under the assumptions (Ab,σ ) and (Af ), and when E|g(XT )|2 < +∞, the FBSDE (0.1) has a
unique solution (X, Y, Z) ∈ S2 × S2 ×M2.
(c) Linear PDE and linear BSDE. Some of our intermediate results require the following mild
boundedness assumption on the terminal function g.
(Ag) g is an exponentially bounded measurable function: for some K ≥ 0 and κ ∈ [0, 2), we
have |g(x)| ≤ K exp(K |x |κ) for any x ∈ Rd .
Under the assumptions (Ab,σ ) (b and σ are bounded) and (Ag), we have g(X
t,x
T ) ∈
⋂
p≥1 Lp.
Then, one can define u(t, x) := E [g(X t,xT )] = ∫Rd p(t, x; T, y)g(y)dy where p is the
probability transition density function of X . It is well known that p is a smooth function for
t < T (see [6]) and this regularity transfers to u. Indeed, Gaussian-type estimates (Aronson
estimates) on p and its derivatives enable us to apply the Lebesgue derivation theorem (since g
is exponentially bounded). Direct computations give that, for any x ∈ Rd and t ∈ [0, T ),
|∂αx u(t, x)| ≤c(T − t)−|α|/2 exp(K 2(κ−1)+ |x |κ), (0.11)
available for any multi-index α of length |α| smaller than 3. Of course, the exponential
boundedness assumption is slightly too strong to ensure that u is smooth; however, assuming
only at this stage that g is such that E(g2(XT )) < +∞ leads to technicalities that we have not
been able to overcome.
To sum up, under (Ag), ∇x u, D2u, ∂3x u, ∂t u, ∂t∇x u exist and are continuous for t < T , and u is
the smooth solution (on [0, T )× Rd ) of the partial differential equation (PDE):
∂t u(t, x)+
d∑
i=1
bi (t, x)∂xi u(t, x)+
1
2
d∑
i, j=1
[σσ ∗]i, j (t, x)∂2xi ,x j u(t, x) = 0 for t < T,
u(T, x) = g(x). (0.12)
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Let (yt , zt )0≤t≤T be the solution of the linear BSDE:
yt = g(XT )−
∫ T
t
zsdWs . (0.13)
Then
yt = u(t, X t ), zt = ∇x u(t, X t )σ (t, X t ). (0.14)
(d) The space L2,α . For a measurable function g satisfying E|g(XT )|2 < +∞, we set
Vt,T (g) := E
∣∣∣g(XT )− EFt (g(XT ))∣∣∣2 , (0.15)
and, when g belongs to L2,α , we define K α(g) as
K α(g) := E|g(XT )|2 + sup
t∈[0,T )
Vt,T (g)
(T − t)α .
Notice that
⋃
α∈(0,1] L2,α obviously contains uniformly Ho¨lder continuous functions, but also
some non-smooth functions, such as the indicator function of a domain (under some conditions
on the functions b and σ and on the domain: see Gobet and Munos [11]).
Examples. – If g is β-Ho¨lder continuous, then g ∈ L2,β .
– If d = q = 1, X = W and g(x) = 1[0,+∞)(x), then g ∈ L2, 12 (see Section 1.2).
– More generally, for an indicator function of a smooth domain, g ∈ L2, 12 .
(e) The time net. In all what follows, pi := (tk)k=0...N is a deterministic time net, such that
0 = t0 < t1 < · · · < tN = T , and |pi | := supk=0...N (tk+1 − tk). We shall use the following net
(β ∈ (0, 1])
pi (β) :=
{
t (N ,β)k := T − T
(
1− k
N
) 1
β
, 0 ≤ k ≤ N
}
. (0.16)
Note that pi (1) = (t (N ,1)k ) coincides with the equidistant net. For β < 1, the points in pi (β) are
more concentrated near T .
(f) The constants. We emphasize the fact that, whenever a constant depends on the function g,
the dependence will be expressed explicitly, so that all the constants such as C or c do not depend
on g, but may depend on b, σ, f, α and other universal constants. They may also depend on T ,
but remain bounded when T → 0.
1. The BSDE with null generator ( f = 0) and bounded terminal condition g
1.1. Main results
In this section, we study the solution (yt , zt )0≤t≤T of the BSDE with null generator, and with
terminal condition g(XT ). We derive estimates that will be usefull for the next sections, and in
particular we study the L2-regularity of the integrand (zt )0≤t≤T . It is known for years that the
L2-time regularity of z is strongly related to the rate of explosion of the derivatives of u(t, x) as t
goes to T (see [12,7]). We give below standard and also new related estimates, that will be useful
in the proofs. The following estimate is standard:
E sup
0≤t≤T
|yt |2 + E
∫ T
0
|zs |2ds ≤c E|g(XT )|2, (1.17)
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and, it follows from (0.14) and (1.17), under the ellipticity assumption,
E sup
0≤t≤T
|u(t, X t )|2 + E
∫ T
0
|∇x u(s, Xs)|2ds ≤c E|g(XT )|2. (1.18)
We now bring together different estimates on ∇x u and D2u in terms of the suitable integrability
of Vt,T (g) as t goes to T .
Lemma 1.1 (L2-estimates for u and its derivatives). Assume (Ab,σ ) and (Ag). Then, there exists
a positive constant C, such that, for all t ∈ [0, T ),
E|u(t, X t )|2 ≤ E|g(XT )|2,
E|∇x u(t, X t )|2 ≤ C Vt,T (g)T − t ,
E|D2u(t, X t )|2 ≤ C Vt,T (g)
(T − t)2 .
For the proof, see Section 1.3. The powers of (T − t) appearing in Lemma 1.1 are standard, but
note that the L2-norms depend on Vt,T (g) but not on the L2-norm of g(XT ).
The following estimate, which is a consequence of Lemma 1.1, will be useful in our work.
Corollary 1.1. Assume (Ab,σ ), (Ag) and that g ∈ L2,α , for some α ∈ (0, 1]. Then, there exists a
positive constant C, such that
E
(∫ T
0
|∇x u(t, X t )| + |D2u(t, X t )|dt
)2
≤ CT αK α(g).
For the proof, see Section 1.3. We will show (see the proof of Theorem 1.2), that
N−1∑
k=0
E
∫ tk+1
tk
∣∣zs − z¯tk ∣∣2 ds ≤c 1N +
N−1∑
k=0
∫ tk+1
tk
(tk+1 − r)E|D2u(r, Xr )|2dr
(and we have equivalence if (X t )t is the Brownian motion).
Now, Geiss and Hujo [8, Lemma 3.8] showed that, if ϕ : [0, T ) −→ [0,∞) is a non-decreasing
continuous function, then
N−1∑
k=0
∫ t (N ,β)k+1
t (N ,β)k
(t (N ,β)k+1 − r)ϕ(r)dr ≤
c
N
⇐⇒
∫ T
0
(T − r)1−βϕ(r)dr <∞. (1.19)
If (X t )t is a Brownian Motion, (D2u(r, Xr ))r<T is an L2-martingale, implying that ϕ(r) =
E|D2u(r, Xr )|2 defines a non-decreasing continuous function.
In the following proposition, we give two (more explicit) new characterizations of the
integrability of (T − r)1−βϕ(r).
Proposition 1.1. Let β ∈ (0, 1), assume (Ab,σ ), and (Ag). Then the following assertions are
equivalent:
(i)
∫ T
0 (T − r)1−βE|D2u(r, Xr )|2dr < +∞.
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(ii)
∫ T
0 (T − r)−βE|∇x u(r, Xr )|2dr < +∞.
(iii)
∫ T
0 (T − r)−1−βVr,T (g)dr < +∞.
For the proof, see Section 1.3.
Remark 1.1. The characterizations given by Proposition 1.1 are no longer true when β = 1. A
counterexample is given by g(x) = x with (X t ) ≡ (Wt ), which gives u(t, x) = x : assertion
(i) is satisfied, but neither (ii) nor (iii) are. In fact, it can easily be seen that if we take any
infinitely smooth but non-constant function g (always with (X t ) ≡ (Wt )), the assertion (iii) is
never satisfied with β = 1.
That is why we did not define the space L2,β as the space of functions satisfying the assertion
(iii): otherwise, a Lipschitz continuous function such that g(x) = x would belong to L2,β with
β < 1 but not to L2,1. Thus, it would imply (see below) to work with the non-equidistant time
grid pi (β) instead of the equidistant one as it has usually been done when one has a Lipschitz
continuous terminal condition.
And it is clear that if g ∈ L2,α (α ≤ 1), then all the three assertions of Proposition 1.1 are
satisfied with β < α.
Now, we state tight estimates on ∇x u and D2u according to g ∈ L2,α for α ∈ (0, 1] (note that
α = 1 is allowed).
Lemma 1.2. Let α ∈ (0, 1], and assume (Ab,σ ) and (Ag). Then the three following assertions
are equivalent:
(i) g ∈ L2,α .
(ii) ∃Cα(g) > 0, such that, ∀t ∈ [0, T ), ∫ t0 E ∣∣D2u(s, Xs)∣∣2 ds ≤ Cα(g)(T−t)1−α .
(iii) ∃Cα(g) > 0, such that, ∀t ∈ [0, T ), E |∇x u(t, X t )|2 ≤ Cα(g)(T−t)1−α .
And, if g ∈ L2,α , one can take Cα(g) = C K α(g) in (ii) and (iii).
If α < 1 (resp. α = 1), the previous three assertions are also equivalent to (resp. lead to) the
following one.
(iv) ∃Cα(g) > 0, such that, ∀t ∈ [0, T ), E ∣∣D2u(t, X t )∣∣2 ≤ Cα(g)(T−t)2−α (and one can take
Cα(g) = C K α(g)).
Remark 1.2. The assumption “g ∈ L2,α” is natural in our framework, if we want a convergence
error for
∑N−1
k=0 E
∫ tk+1
tk
∣∣zs − z¯tk ∣∣2 ds which is polynomial with respect to the time-step |pi |. In
fact, Geiss and Hujo [8] (Corollary 2.3 and Theorem 3.1) showed that if B is the Brownian
motion, then the following assertions are equivalent (α ∈ (0, 1)):
(GH-i) g ∈ L2,α .
(GH-ii) ∃C > 0 such that for all N ≥ 1, ∑N−1k=0 E ∫ tk+1tk ∣∣zs − z¯tk ∣∣2 ds ≤ CNα where pi (1) = (tk =
kT/N )k=0...N is the equidistant net.
Lemma 1.2 shows that this result is valid for a general diffusion X instead of B (even for α = 1).
The previous estimates are sufficient to assert that if g ∈ L2,α , then the equidistant time net
provides an E(z, pi (1)) of order 1Nα .
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Theorem 1.1. Assume (Ab,σ ), (Ag) and that g ∈ L2,α , for some α ∈ (0, 1]. Then, with the
choice of the equidistant time net,
E(z, pi (1)) =
N−1∑
k=0
E
∫ t (N ,1)k+1
t (N ,1)k
∣∣∣zs − z¯t (N ,1)k ∣∣∣2 ds ≤ C K α(g)
(
T
N
)α
(where C does not depend on N).
Proof. One knows by (0.14) that zs = ∇x u(s, Xs)σ (s, Xs). Thus, by a projection argument, one
has
E
∫ tk+1
tk
|zs − z¯tk |2ds ≤ E
∫ tk+1
tk
|zs − ztk |2ds
= E
∫ tk+1
tk
|∇x u(s, Xs)σ (s, Xs)−∇x u(tk, X tk )σ (tk, X tk )|2ds.
Now, write ∇x u(s, Xs)σ (s, Xs) − ∇x u(tk, X tk )σ (tk, X tk ) = ∇x u(tk, X tk ){σ(s, Xs) − σ(tk,
X tk )} +
{∇x u(s, Xs)−∇x u(tk, X tk )} σ(s, Xs). Then, using the assumptions (Ab,σ ), and for
s ∈ [tk, tk+1],
E|∇x u(s, Xs)σ (s, Xs)−∇x u(tk, X tk )σ (tk, X tk )|2
≤c E
{(
|s − tk | 12 + |Xs − X tk |
)2 |∇x u(tk, X tk )|2}+ E|∇x u(s, Xs)−∇x u(tk, X tk )|2
= E1 + E2.
Clearly, and by means of Lemma 1.1,
E1≤c |pi |E|∇x u(tk, X tk )|2 ≤ |pi |
K α(g)
(T − tk)1−α ≤ |pi |
K α(g)
(T − s)1−α .
As in the proof of Proposition 1.1 (see (1.23)), one gets the general estimate (under (Ag))
E2 ≤c
∫ s
tk
E|∇x u(r, Xr )|2dr +
∫ s
tk
E|D2u(r, Xr )|2dr
≤c |pi | K
α(g)
(T − s)1−α +
∫ s
tk
E|D2u(r, Xr )|2dr
using (iii) Lemma 1.2. Therefore
E(z, pi) ≤c |pi |K α(g)
∫ T
0
1
(T − s)1−α ds +
N−1∑
k=0
∫ tk+1
tk
∫ s
tk
E|D2u(r, Xr )|2drds
= |pi |K α(g)T α +
N−1∑
k=0
∫ tk+1
tk
(tk+1 − r)E|D2u(r, Xr )|2dr, (1.20)
where we have used an integration by parts. Note that the above upper bound is available for any
time net pi . Now, if pi is the equidistant time net, E(z, pi (1)) is bounded (up to a constant c) by
K α(g)
T α+1
N
+ T
N
∫ T− TN
0
E|D2u(r, Xr )|2dr +
∫ T
T− TN
(T − r)E|D2u(r, Xr )|2dr.
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Using Lemma 1.1, one obtains
E(z, pi (1)) ≤c K α(g)T
α+1
N
+ T
N
∫ T− TN
0
K α(g)
(T − r)2−α dr +
∫ T
T− TN
K α(g)
(T − r)1−α dr
≤c K α(g)T
α+1
N
+ K α(g) T
N
((
T
N
)−1+α
− T−1+α
)
+ K α(g)
(
T
N
)α
≤c K α(g)
(
T
N
)α
. 
To get the rate 1N in the case α ∈ (0, 1), one should consider time nets with a higher concentration
of points near T to compensate the faster rate of explosion of (D2u). For non-equidistant time
nets, we state the following universal bounds.
Theorem 1.2. Assume (Ab,σ ), (Ag) and that g ∈ L2,α , for some α ∈ (0, 1]. Now, take β = 1, if
α = 1, and β < α otherwise. Then, ∃C > 0 such that, for any time net pi = {tk, k = 0 . . . N },
E(z, pi) ≤ C K α(g)T α|pi | + C K α(g)T α−β sup
k=0...N−1
(
tk+1 − tk
(T − tk)1−β
)
.
Proof. Owing to inequality (1.20), E(z, pi) is bounded by
C
(
|pi |K α(g)T α +
{
sup
k=0...N−1
sup
r∈[tk ,tk+1)
(
tk+1 − r
(T − r)1−β
)}
×
∫ T
0
(T − r)1−βE|D2u(r, Xr )|2dr
)
.
Now, for r ∈ [tk, tk+1),
tk+1 − r
(T − r)1−β =
(
1− T−tk+1T−r
)
(T − r)β ≤
(
1− T − tk+1
T − tk
)
(T − tk)β = tk+1 − tk
(T − tk)1−β ,
which leads to supr∈[tk ,tk+1)
(
tk+1−r
(T−r)1−β
)
= tk+1−tk
(T−tk )1−β . Then,
E(z, pi)≤c |pi |K α(g)T α + sup
k=0...N−1
(
tk+1 − tk
(T − tk)1−β
)∫ T
0
(T − r)1−βE|D2u(r, Xr )|2dr.
If β = α = 1, then, from Lemma 1.2, one has ∫ T0 E|D2u(r, Xr )|2dr ≤c K α(g).
And, if β < α < 1, then, from Lemma 1.1,∫ T
0
(T − r)1−βE|D2u(r, Xr )|2dr ≤c
∫ T
0
(T − r)1−β K
α(g)
(T − t)2−α dr ≤ K
α(g)T α−β .
We conclude that, in both cases,
∫ T
0 (T − r)1−βE|D2u(r, Xr )|2dr ≤c K α(g)T α−β . The proof is
complete. 
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Corollary 1.2. Assume (Ab,σ ), (Ag), and that g ∈ L2,α , for some α ∈ (0, 1]. Let β be as
in Theorem 1.2. Then, with the choice pi (β) (defined in (0.16))
E(z, pi (β)) =
N−1∑
k=0
E
∫ t (N ,β)k+1
t (N ,β)k
∣∣∣zs − z¯t (N ,β)k ∣∣∣2 ds ≤ C K α(g)T αN
(where C does not depend on N).
Proof. Recall that t (N ,β)k = T − T
(
1− kN
) 1
β . Since the function r 7→ T − T (1 − r) 1β is
concave on [0, 1], one has t (N ,β)k+1 − t (N ,β)k ≤ TβN
(
1− kN
) 1
β
−1
. Therefore,
t (N ,β)k+1 −t (N ,β)k
(T−t (N ,β)k )1−β
≤
T
βN
(
1− kN
) 1
β
−1
T 1−β
(
1− kN
) 1
β
(1−β) = T
β
βN . This, combined with Theorem 1.2, proves Corollary 1.2. 
1.2. Optimality of the time net
One may raise the following question: if α < 1 and g ∈ L2,α , is the time net pi (β) = {t (N ,β)k :
0 ≤ k ≤ N }, with β < α, optimal? In other words, can we take β = α so as to have a rate
of convergence of 1N ? It follows from the previous results that the answer is no. Let us give a
counterexample. Let g(x) = 1[0,∞)(x) and (X t ) ≡ (Wt ). Then u(t, x) = P(x + WT − Wt ≥ 0)
and
u′x (t, x) =
1√
2pi(T − t) exp−
x2
2(T − t) ,
E|∇x u(t, X t )|2 =
∫
R
1
2pi(T − t) exp
{
− x
2
T − t
}
1√
2pi t
exp
{
− x
2
2t
}
dx
= 1
2pi(T − t)
1√
2pi t
∫
R
exp
{
− T + t
2t (T − t) x
2
}
dx
= 1
2pi
√
T + t√T − t ,
which is equivalent to (T − t)−1/2, up to a constant, when t → T . Then, it follows from
Lemma 1.2 that g ∈ L2,α with α = 12 (but not with α > 12 ).
However, in order to have the rate 1/N with the grid pi (α), it is necessary, in view of the
equivalence (1.19), that assertion (i) of Proposition 1.1 holds with α = β, or equivalently
assertion (ii) with α = β. From the computations above, this is not satisfied.
Remark 1.3. If the assertion (iii) of Proposition 1.1 is satisfied for some β < 1, using analogous
arguments we obtain that the rate of convergence is 1
Nβ
with the equidistant time net pi (1), and
1
N with the non-equidistant net pi
(β).
1.3. Proofs
Proof of Lemma 1.1. – Estimate on u. One has u(t, X t ) = EFt g(XT ), so E|u(t, X t )|2 ≤
E(EFt |g(XT )|)2 ≤ E|g(XT )|2.
– First derivative of u. Suppose first that d = q . Then, under the ellipticity assumption, σ is
invertible. It is known that, ∀t ∈ [0, T ),∇u(t, .) can be represented as a conditional expectation
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(see Gobet and Munos [11] among others):
∇x u(t, X t ) = EFt
[
g(XT )H
(1)
t,T
]
,
where H (1)t,T is the random variable (called Malliavin weight) given by
H (1)t,T =
1
T − t
∫ T
t
σ−1(s, Xs)∇Xs[∇X t ]−1dWs .
One uses the estimate (0.8) to obtain
EFt |H (1)t,T |2 ≤
1
(T − t)2
∫ T
t
EFt |∇Xs[∇X t ]−1|2ds ≤c 1T − t .
Now, since EFt (H (1)t,T ) = 0, one can write ∇x u(t, X t ) = EFt [(g(XT ) − EFt g(XT ))H (1)t,T ]. The
Cauchy–Schwartz inequality yields
|∇x u(t, X t )|2≤c E
Ft |g(XT )− EFt g(XT )|2
T − t . (1.21)
So, we obtain E|∇x u(t, X t )|2≤c Vt,T (g)T−t .
If d 6= q (and always under the ellipticity assumption on σ ), there exists a d × d symmetric
invertible matrix Σ such that σσ ∗ = Σ 2 (see Stroock and Varadhan [17], Lemma 5.2.1, to define
a square root of σσ ∗). In addition, Σ satisfies the same regularity estimates as σ . Then, one can
carry on the proof above, replacing σ by Σ , since the PDE (0.12) satisfied by u depends on σ
only through σσ ∗.
Second derivative of u. Suppose first that d = q , hence σ invertible. It is also known (see
again Gobet and Munos [11]) that ∀t ∈ [0, T ), there exists a random variable H (2)t,T such
that D2u(t, X t ) = EFt
[
g(XT )H
(2)
t,T
]
, and we can prove (as for the previous estimate) that
H (2)t,T satisfies, E
Ft [H (2)t,T ] = 0 and EFt |H (2)t,T |2≤c(T − t)−2. Then the proof of the estimate of
E|D2u(t, X t )|2 is the same as for E|∇x u(t, X t )|2. Note that the existence of H (2)t,T relies on the
existence of ∇(∇X), which holds under (Ab,σ ) because b and σ are both of class C2+γ (γ > 0).
If d 6= q and σσ ∗ is elliptic, we proceed as for ∇x u using the matrix Σ = (σσ ∗)−1/2. 
Proof of Corollary 1.1. First, note that
E
(∫ T
0
|∇x u(t, X t )| + |D2u(t, X t )|dt
)2
≤ 2
{∫ T
0
(
E|∇x u(t, X t )|2
) 1
2
dt
}2
+ 2
{∫ T
0
(
E|D2u(t, X t )|2
) 1
2
dt
}2
,
using the generalized Minkowski inequality. Besides, from Lemma 1.1, and using that g ∈ L2,α ,
one obtains
E |∇x u(t, X t )|2≤c K
α(g)
(T − t)1−α and E
∣∣∣D2u(t, X t )∣∣∣2≤c K α(g)
(T − t)2−α .
Now, the required result easily follows. 
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Proof of Proposition 1.1. We prove that (i)⇒ (ii)⇒ (iii)⇒ (i).
(i)⇒ (ii). By Itoˆ’s rule,
∂xk u(t, X t ) = ∂xk u(0, X0)+
∫ t
0
{∇(∂xk u)σ} (s, Xs)dWs
+
∫ t
0
{
∂t∂xk u +∇(∂xk u)b +
1
2
Tr
[
σσ ∗D2(∂xk u)
]}
(s, Xs)ds.
In order to get rid of the terms ∂t∂xk u and D
2(∂xk u), differentiate the PDE (0.12) solved by u:
0 = ∂xk
(
∂t u +∇ub + 12Tr
[
σσ ∗D2u
])
=
(
∂t∂xk u +∇(∂xk u)b +
1
2
Tr
[
σσ ∗D2(∂xk u)
])
+
(
∇u∂xk b +
1
2
Tr
[
∂xk (σσ
∗)D2u
])
.
Consequently
∂xk u(t, X t ) = ∂xk u(0, X0)−
∫ t
0
{
∇u∂xk b +
1
2
Tr
[
∂xk (σσ
∗)D2u
]}
(s, Xs)ds
+
∫ t
0
{∇(∂xk u)σ} (s, Xs)dWs . (1.22)
Then,
E |∇x u(t, X t )|2 =
d∑
k=1
E|∂xk u(t, X t )|2
≤c E |∇x u(0, X0)|2 + E
(∫ t
0
{
|∇x u| + |D2u|
}
(s, Xs)ds
)2
+
∫ t
0
E|D2u(s, Xs)|2ds
≤c E |∇x u(0, X0)|2 +
∫ t
0
E|∇x u(s, Xs)|2ds +
∫ t
0
E|D2u(s, Xs)|2ds (1.23)
≤c K
α(g)
T 1−α
+ E|g(XT )|2 +
∫ t
0
E|D2u(s, Xs)|2ds := φ(t). (1.24)
Then, by integrating by parts, one has∫ T
0
(T − r)−βE|∇x u(r, Xr )|2dr ≤c lim
s↑T
∫ s
0
(T − r)−βφ(r)dr
= lim
s↑T
(
−
[
(T − r)1−β
1− β φ(r)
]s
0
+ 1
1− β
∫ s
0
(T − r)1−βφ′(r)dr
)
.
Note that the first term in the limit is bounded by T
1−β
1−β
(
K α(g)
T 1−α + E|g(XT )|2
)
.
The second term is bounded by 11−β
∫ T
0 (T − r)1−βE|D2u(r, Xr )|2dr , which is finite because
assertion (i) is in force.
(ii) ⇒ (iii): the proof is similar to the previous one. In view of (0.13)–(0.14), one has
E
∣∣g(XT )− EFr (g(XT ))∣∣2≤c ∫ Tr E|∇x u(s, Xs)|2ds := Ψ(r). Then, using an integration by
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parts, one obtains∫ T
0
(T − r)−1−βE
∣∣∣g(XT )− EFr (g(XT ))∣∣∣2 dr ≤c lim
s↑T
∫ s
0
(T − r)−1−βΨ(r)dr
≤c lim
s↑T
([
(T − r)−β
β
Ψ(r)
]s
0
+ 1
β
∫ s
0
(T − r)−βE|∇x u(r, Xr )|2dr
)
.
The second term is finite according to assertion (ii). The first one is bounded by
lims↑T (T−s)
−β
β
∫ T
s E|∇x u(r, Xr )|2dr ≤ lims↑T 1β
∫ T
s (T − r)−βE|∇x u(r, Xr )|2dr, because (T −
r)−β is increasing with respect to r . The limit above equals then to 0 since the related integral is
convergent.
(iii)⇒ (i). From Lemma 1.1, one has E|D2u(r, Xr )|2≤c Vr,T (g)(T−r)2 , from which we deduce (using
assertion (iii)) that∫ T
0
(T − r)1−βE|D2u(r, Xr )|2dr ≤c
∫ T
0
(T − r)−1−βVr,T (g)dr < +∞. 
Proof of Lemma 1.2. We prove that (i)⇒ (ii)⇒ (iii)⇒(i).
(i)⇒ (ii): one has∫ t
0
E|D2u(s, Xs)|2ds =
d∑
k=1
∫ t
0
E|∇(∂xk u)|2(s, Xs)ds ≤c
d∑
k=1
∫ t
0
E|∇(∂xk u)σ |2(s, Xs)ds,
by the ellipticity assumption. Then, by the isometry property and equality (1.22), one gets that∫ t
0 E|D2u(s, Xs)|2ds is bounded (up to a constant) by
d∑
k=1
E
(∫ t
0
∇(∂xk u)σ (s, Xs)dWs
)2
=
d∑
k=1
E
(
∂xk u(t, X t )− ∂xk u(0, X0)
+
∫ t
0
{
∇u∂xk b +
1
2
Tr
[
∂xk (σσ
∗)D2u
]}
(s, Xs)ds
)2
≤c E |∇x u(t, X t )|2 + E |∇x u(0, X0)|2 + E
(∫ t
0
{
|∇x u| + |D2u|
}
(s, Xs)ds
)2
≤c K
α(g)
(T − t)1−α +
K α(g)
T 1−α
+ K α(g)T α,
where we have used Lemma 1.1 and Corollary 1.1.
(ii)⇒ (iii): this is an immediate consequence of the inequality (1.24).
(iii)⇒ (i): from Eq. (0.13), one gets Vt,T (g)≤c
∫ T
t E |∇x u(s, Xs)|2 ds ≤c
∫ T
t
Cα(g)
(T−s)1−α ds ≤c Cα
(g)(T − t)α, which means that g ∈ L2,α .
The fact that (i) leads to (iv) follows from Lemma 1.1, and it is clear that, when α < 1, (iv)
leads to (ii). 
In the following section, we state some results on Z t−zt that, put together with those of Section 1,
will be crucial to study the L2-regularity of the Z -component of BSDEs with non-null generator.
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2. A representation and an estimate of Zt − zt when the terminal condition g is
exponentially bounded and belongs to L2,α
In this part, we derive new estimates on the Z component. If g were Ho¨lder continuous and
bounded, this could be achieved owing to usual PDE estimates of the gradient of semi-linear
PDEs (see [4] for a recent account on the subject). But in our setting, the terminal function g and
the driver are not bounded, which make the PDE results unavailable. Instead we use probabilistic
arguments.
2.1. The main result
We define
Y 0t := Yt − yt , Z0t := Z t − zt .
Then, the process (Y 0, Z0) is the solution, in S2 ×M2 (because (Y, Z) and (y, z) are in such
spaces), of the BSDE with null terminal condition and generator
f 0(t, x, y, z) := f (t, x, y + u(t, x), z +∇x u(t, x)σ (t, x)) ,
i.e.
Y 0t =
∫ T
t
f 0(s, Xs, Y
0
s , Z
0
s )ds −
∫ T
t
Z0s dWs .
We set
a0r := ∇x f 0(r, Xr , Y 0r , Z0r ); b0r := ∇y f 0(r, Xr , Y 0r , Z0r );
c0r := ∇z f 0(r, Xr , Y 0r , Z0r ).
These quantities play a key role in the further estimates. Note that
|a0r | ≤ C
(
1+ |∇x u(r, Xr )| + |D2u(r, Xr )|
)
; |b0r | ≤ C; |c0r | ≤ C. (2.25)
Hence, f 0 is Lipschitz continuous with respect to y and z, but not with respect to x because ∇x u
and D2u may explode as t goes to T .
Our purpose is to estimate Z − z = Z0, and it is known that usually the Z0-component is
related to the Malliavin derivative of the Y 0-component (see [5, Proposition 5.3]). But this is
stated under strong integrability conditions: namely in [5, Proposition 5.3], it is required that
E
∫ T
0
∫ T
0 |Dθ f 0(s, Xs, y, z)|2dsdθ <∞, for any y and z. This is not satisfied in our case (since
it essentially means that E
∫ T
0 |D2u(s, Xs)|2ds < +∞). However, we are going to prove that the
expected result (relating Z0 to Malliavin derivatives) holds in our setting (g ∈ L2,α). We proceed
by a localization of the generator (see Section 2.2).
Before giving our main result, we introduce (U, V ) the solution of the linear BSDE
Ut =
∫ T
t
{
a0r +Ur
(
b0r Id + b′r +
q∑
j=1
c0j,rσ
′
j,r
)
+
q∑
j=1
V jr
(
c0j,r Id + σ ′j,r
)}
dr
−
q∑
j=1
∫ T
t
V jr dW
j
r , (2.26)
1120 E. Gobet, A. Makhlouf / Stochastic Processes and their Applications 120 (2010) 1105–1132
where b′r and σ ′j,r denote respectively ∇x b(r, Xr ) and ∇xσ j (r, Xr ), and c0j,r is the j-th
component of c0r . It is well defined in S2×M2 (see Lemma A.1 in Appendix) because it follows
from Corollary 1.1 and inequality (2.25) that
E
(∫ T
0
|a0r |dr
)2
≤c T αK α(g) < +∞. (2.27)
Our main result is stated as follows.
Theorem 2.1. Assume (Ab,σ ), (Ag), (Af ) and that g ∈ L2,α , for some α ∈ (0, 1]. Then,
dP⊗ dt − a.s., one has
Z t − zt = Utσ(t, X t ).
In particular, since zt + Utσ(t, X t ) is continuous, Z has a continuous version: this extends the
results by Ma and Zhang [14], in the case when g is continuously differentiable with bounded
derivative. We work with this version in the sequel.
Remark 2.1. Z t− zt has also a closed representation as a conditional expectation: see Eq. (2.39)
in the proof.
It is now easy to derive pointwise and L2-estimates of Z t − zt as t goes to T . We will not use the
following estimates in the sequel, but we guess that they are interesting for themselves.
Corollary 2.1. Assume (Ab,σ ), (Ag), (Af ) and that g ∈ L2,α , for some α ∈ (0, 1]. Then, for all
t ∈ [0, T ), the following pointwise estimate and L2-estimate hold:
|Z t − zt | ≤ C
∫ T
t
√
EFt
[(
g(XT )− EFs g(XT )
)2]
T − s ds + C(T − t);
E |Z t − zt |2 ≤ C K α(g)(T − t)α + C(T − t)2.
Remark 2.2. When g is α-Ho¨lder continuous (i.e. |g(x)− g(y)| ≤ C(g)|x− y|α), the pointwise
estimate in Corollary 2.1 leads to |Z t − zt | ≤c C(g)(T − t) α2 + (T − t). Since (zt )0≤t≤T may
explode at time T , this is a way to assert that Z and z are equivalent for times close to T .
Proof of Corollary 2.1. Theorem 2.1 and the conditional version of estimate (A.2) yield
|Z t − zt | ≤c |Ut | ≤c
{
EFt
(∫ T
t
|a0r |dr
)2} 12
≤c
∫ T
t
(
EFt |a0r |2
) 1
2
dr
using the generalized Minkowski inequality for the last inequality. From (2.25), one has
EFt |a0r |2≤c 1 + EFt |∇x u(r, Xr )|2 + EFt |D2u(r, Xr )|2. Therefore, by means of the pointwise
estimates obtained in the proof of Lemma 1.1 (see inequality (1.21) for ∇x u(r, Xr )), one gets
(for t ≤ r < T )
EFt |a0r |2≤c 1+
EFt [(g(XT )− EFr g(XT ))2]
(T − r)2 ,
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and
|Z t − zt | ≤c
∫ T
t
1+
√
EFt [(g(XT )− EFr g(XT ))2]
T − r dr,
proving the pointwise estimate. Consequently, using the generalized Minkowski inequality and
g ∈ L2,α , one has
E |Z t − zt |2 ≤c
(∫ T
t
√
E[(g(XT )− EFr g(XT ))2]
T − r dr
)2
+ (T − t)2
≤c
(√
K α(g)
∫ T
t
1
(T − r)1− α2 dr
)2
+ (T − t)2
≤c K α(g)(T − t)α + (T − t)2. 
2.2. Proof of Theorem 2.1
Since a0r = ∇x f 0(r, Xr , Y 0r , Z0r ) may explode as t goes to T , we proceed by a time
localization of f 0 as follows: for ε > 0, we define
f ε(t, x, y, z) = f 0(t, x, y, z)1t≤T−ε
and (Y εt , Z
ε
t ) the solution, in S2 ×M2, of the localized BSDE:
Y εt =
∫ T
t
f ε(s, Xs, Y
ε
s , Z
ε
s )ds −
∫ T
t
Z εs dWs .
As for a0s , b
0
s and c
0
s , we define
aεs := ∇x f ε(s, Xs, Y εs , Z εs ), bεs := ∇y f ε(s, Xs, Y εs , Z εs ),
cεs := ∇z f ε(s, Xs, Y εs , Z εs ).
We assume (Ab,σ ), (Ag), (Af ), and that g ∈ L2,α , for some α ∈ (0, 1].
The idea of our proof of Theorem 2.1 is the following: we prove that Z ε converges to Z0 as
ε goes to 0 (Lemma 2.1) and that Dt Y εt converges to some Dt Y 0t satisfying a linear BSDE
(Lemma 2.4). Then, since Z εt = Dt Y εt (Lemma 2.2), we conclude that Z0t = Dt Y 0t . Finally, we
derive the BSDE (2.26) satisfied by (Ut )0≤t≤T from that satisfied by (Dt Y 0t )0≤t≤T .
Step 1: Stability.
Lemma 2.1. One has limε→0 E
[
sups∈[0,T ] |Y εs − Y 0s |2 +
∫ T
0 |Z εs − Z0s |2ds
]
= 0.
Proof. We denote Y εs − Y 0s by δYs and Z εs − Z0s by δZs . Then (δYs, δZs)0≤s≤T is the solution in
S2 ×M2 to the BSDE with a null terminal condition and the (random) generator
δ f (t, y, z) := f ε(t, X t , y + Y 0t , z + Z0t )− f 0(t, X t , Y 0t , Z0t )
=
[
f 0(t, X t , y + Y 0t , z + Z0t )− f 0(t, X t , Y 0t , Z0t )
]
1t≤T−ε
− f 0(t, X t , Y 0t , Z0t )1t>T−ε.
1122 E. Gobet, A. Makhlouf / Stochastic Processes and their Applications 120 (2010) 1105–1132
Since the function f 0(t, x, ., .) is Lipschitz continuous (and its Lipschitz constant is the same as
that of f ), |δ f (t, y, z)| ≤ C |y| + C |z| + 1t>T−ε| f 0(t, X t , Y 0t , Z0t )|. Then, thanks to a standard
stability result (see [1, Proposition 3.2]), one obtains the following estimate:
E
[
sup
s∈[0,T ]
|δYs |2 +
∫ T
0
|δZs |2ds
]
≤ CE
(∫ T
0
1s>T−ε| f 0(s, Xs, Y 0s , Z0s )|ds
)2
.
Now, one has f 0(s, Xs, Y 0s , Z
0
s ) = f (s, Xs, Ys, Zs), which is square integrable, since (Y, Z) is
the solution in S2×M2 of BSDE (0.1). Then, by the monotone convergence theorem, the above
upper bound converges to 0 as ε goes to 0. 
Step 2: Malliavin derivatives.
Lemma 2.2. For any fixed ε > 0, (Y ε, Z ε) belongs to L2
(
(0, T ),D1,2 × (D1,2)q).
Denoting their Malliavin derivatives by (Dt Y εs , Dt Z
ε
s ), one has dP⊗ dt − a.s.
Z εt = Dt Y εt .
Proof. This follows from [5, Proposition 5.3] and from its proof, and one has to carefully check
the assumptions. One has, for w = x, y, z,
∇w f ε(t, x, y, z) = ∇w f 0(t, x, y, z)1t≤T−ε,
and, if one defines θ := (t, x, y + u(t, x), z +∇x u(t, x)σ (t, x)), then
∇x f 0(t, x, y, z) = ∇x f (θ)+∇y f (θ)∇x u(t, x)+∇z f (θ)∇x [(∇x uσ)∗](t, x),
∇y f 0(t, x, y, z) = ∇y f (θ),
∇z f 0(t, x, y, z) = ∇z f (θ).
Thus, f ε is continuously differentiable in (y, z), with uniformly bounded derivatives. In addition,
in view of (0.11), we have
| f ε(t, x, 0, 0)| ≤c exp(K 2
(κ−1)+ |x |κ)√
ε
and |∇x f ε(t, x, y, z)| ≤c exp(K 2
(κ−1)+ |x |κ)
ε
.
This is sufficient to prove that E
∫ T
0 | f ε(t, X t , 0, 0)|4dt < ∞ and that f ε(t, X t , y, z) belongs
to D1,∞ for any t, y, z. According to [5, Proposition 5.3], it remains to check that the Malliavin
derivatives Dr,y,z f ε(t, X t ) := Dr f ε(t, X t , y, z) are Lipschitz in (y, z). This is not true under
(Af ), because the driver is only once continuously differentiable. But a careful inspection of the
latter reference shows that this requirement is made to simplify the estimates and actually, in our
Markovian setting, we do not need this assumption. Indeed, it is used to prove the convergence
of Ark(T ) = E(
∫ T
r |Dr,Y εt ,Zεt f ε(t, X t ) − Dr,Y ε,kt ,Zε,kt f
ε(t, X t )|dt)2 to 0, as k goes to ∞
(see [5, p. 61]). Here, the sequence (Y ε,k, Z ε,k)k is the usual Picard approximation of (Y ε, Z ε)
(ε is fixed). Clearly, in our setting,
|Dr,Y εt ,Zεt f ε(t, X t )− Dr,Y ε,kt ,Zε,kt f
ε(t, X t )| ≤c |∇ f (t, X t , yt + Y εt , zt + Z εt )
−∇ f (t, X t , yt + Y ε,kt , zt + Z ε,kt )|
exp(K 2(κ−1)+ |X t |κ)
ε
Dr X t ,
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where ∇ f = (∇x f,∇y f,∇z f ). Then it is easy to prove that Ark(T )→ 0 as k →∞, uniformly
in r (apply the general convergence result of Lemma 2.3). The remaining of the proof of [5] is
unchanged and Lemma 2.2 is proved. 
Note that, always from [5], (Dt Y εs )s≥t (ε > 0) satisfies the following linear BSDE:
Dt Y
ε
s =
∫ T
s
{
aεr Dt Xr + bεr Dt Y εr +
q∑
j=1
cεj,r Dt Z
ε
j,r
}
dr −
q∑
j=1
∫ T
s
Dt Z
ε
j,r dW
j
r , (2.28)
and, for s ∈ [0, t), (Dt Y εs , Dt Z εs ) = (0, 0). We introduce (Dt Y 0s ,Dt Z0s )t≤s≤T , as the unique
solution, in S p ×Mp (for p ∈ (1, 2)) to the following BSDE:
Dt Y 0s =
∫ T
s
{
a0r Dt Xr + b0rDt Y 0r +
q∑
j=1
c0j,rDt Z0j,r
}
dr −
q∑
j=1
∫ T
s
Dt Z0j,r dW jr . (2.29)
For s ∈ [0, t), (Dt Y 0s ,Dt Z0s ) := (0, 0). Note that BSDE (2.29) is well defined, applying
Lemma A.1. In fact, b0r et c
0
r are uniformly bounded, and from (2.25),
E
(∫ T
t
∣∣∣a0r Dt Xr ∣∣∣ dr)p
≤c E
[
sup
0≤r≤T
|Dt Xr |p
(∫ T
0
1+ |∇x u(r, Xr )| + |D2u(r, Xr )|dr
)p]
. (2.30)
This upper bound is finite using Ho¨lder’s inequality. Indeed, sup0≤r≤T |Dt Xr |p is in any Lq (see
remark after inequality (0.9)) and the integral term is in L2 (Corollary 1.1).
Note that Dt Y 0s is given by the following closed formula (which is standard for linear BSDEs,
see e.g. [5])
Dt Y 0s = EFs
∫ T
s
Γ sr a
0
r Dt Xr dr, (2.31)
where (Γ sr )r≥s is the adjoint process defined by the forward linear SDE
dΓ sr = Γ sr
(
b0r dr + c0r dWr
)
, Γ ss = 1.
Furthermore, define (∇Y 0s ,∇Z0s )0≤s≤T , to be the unique solution, in S p ×Mp (1 < p < 2), to
the following BSDE:
∇Y 0s =
∫ T
s
{
a0r∇Xr + b0r∇Y 0r +
q∑
j=1
c0j,r∇Z0j,r
}
dr −
q∑
j=1
∫ T
s
∇Z0j,r dW jr . (2.32)
This is a slight abuse of notation because (∇Y 0,∇Z0) solves the BSDE obtained by
differentiating with respect to x0 the BSDE solved by (Y 0, Z0), but we do not prove that
(∇Y 0,∇Z0) are the gradients of (Y 0, Z0) with respect to x0 (however, this is true, using extra
computations as before).
Then, from (0.9) it follows that
Dt Y 0s = ∇Y 0s [∇X t ]−1σ(t, X t ), Dt Z0s = ∇Z0s [∇X t ]−1σ(t, X t ). (2.33)
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Step 3: Convergence of Dt Y εs to Dt Y 0s as ε goes to 0. To justify this step, we repeatedly use the
lemma below.
Lemma 2.3. Let ϕ be a bounded continuous deterministic function. Let (Θε), (Θ) and (γ ) be
processes such that
(i) E
∫ T
0
|Θ0s |2ds < +∞;
(ii) lim
ε→0E
∫ T
0
|Θεs −Θ0s |2ds = 0;
(iii) ∃p > 0 such that E
(∫ T
0
|γs |ds
)p
< +∞.
Then, limε→0 E
(∫ T
0 |ϕ(Θεs )− ϕ(Θ0s )||γs |ds
)p = 0.
Proof. Let K1, K2 and δ be positive constants. It is clear that
E
(∫ T
0
|ϕ(Θεs )− ϕ(Θ0s )||γs |ds
)p
≤ (2‖ϕ‖∞)p E
(∫ T
0
|γs |1|γs |>K1ds
)p
+ K p1 (2‖ϕ‖∞)p E
(∫ T
0
1|Θ0s |>K2ds
)p
+ K p1 (2‖ϕ‖∞)p E
(∫ T
0
1|Θεs −Θ0s |>δds
)p
+ K p1 E
(∫ T
0
|ϕ(Θεs )− ϕ(Θ0s )|1|Θ0s |≤K2,|Θεs −Θ0s |≤δds
)p
. (2.34)
Let η > 0. Firstly, by assumption (iii), K1 can be chosen large enough to ensure that the first
term is bounded by η4 . Besides, from Chebyshev inequality, one has
E1|Θ0s |>K2 + E1|Θεs −Θ0s |>δ ≤
E|Θ0s |2/p
K 2/p2
+ E|Θ
ε
s −Θ0s |2/p
δ2/p
,
so that, owing to assumption (i), one can choose K2 large enough to make the second term in
(2.34) bounded by η4 . Thirdly, since ϕ is continuous on the compact ball {x : |x | ≤ K2 + 1}, it
is also uniformly continuous on the same compact, and one can choose δ small enough to ensure
that the last term in (2.34) is bounded by η4 . Finally, owing to assumption (ii), one can choose ε
small enough to make the third term in (2.34) bounded by η4 .
Therefore, we have proved that for any η > 0, E
(∫ T
0 |ϕ(Θεs )− ϕ(Θ0s )||γs |ds
)p ≤ η, provided
that ε is small enough. 
Lemma 2.4. For p ∈ [1, 2), one has limε→0 E[sups∈[t,T ] |Dt Y εs −Dt Y 0s |p] = 0.
Proof. (Dt Y εs −Dt Y 0s , Dt Z εs −Dt Z0s )t≤s≤T satisfies the linear BSDE:
Dt Y
ε
s −Dt Y 0s =
∫ T
s
[
(aεr − a0r )Dt Xr + (bεr − b0r )Dt Y 0r +
q∑
j=1
(cεj,r − c0j,r )Dt Z0j,r
]
dr
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+
∫ T
s
[
bεr
(
Dt Y
ε
r −Dt Y 0r
)
+
q∑
j=1
cεj,r
(
Dt Z
ε
r −Dt Z0j,r
)]
dr
−
q∑
j=1
∫ T
s
(
Dt Z
ε
r −Dt Z0j,r
)
dW jr .
Set ηε,ar := (aεr − a0r )Dt Xr , ηε,br := (bεr − b0r )Dt Y 0r and ηε,cr :=
∑q
j=1(c
ε
j,r − c0j,r )Dt Z0j,r . Using
the a priori Lp-estimate in Lemma A.1, one has
E[ sup
s∈[t,T ]
|Dt Y εs −Dt Y 0s |p] ≤c E
(∫ T
0
|ηε,ar |dr
)p
+ E
(∫ T
0
|ηε,br |dr
)p
+E
(∫ T
0
|ηε,cr |dr
)p
. (2.35)
Let us prove that each contribution with ηε,a. , η
ε,b
. and η
ε,c
. converges to 0.
Contribution with ηε,a. . It is clear that
|ηε,ar | ≤ |∇x f 0(r, Xr , Y εr , Z εr )−∇x f 0(r, Xr , Y 0r , Z0r )||Dt Xr |
+1r>T−ε|∇x f 0(r, Xr , Y 0r , Z0r )||Dt Xr |.
First, note that |∇x f 0(t, x, y, z)| ≤c 1+ |∇x u(t, x)| + |D2u(t, x)|. This implies that, uniformly
in ε,1r>T−ε|∇x f 0(r, Xr , Y 0r , Z0r )||Dt Xr | ≤c
(
1+ |∇x u(r, Xr )| + |D2u(r, Xr )|
) |Dt Xr |, whose
integral w.r.t. r belongs to Lp (this has been established in the proof of the existence of BSDE
(2.29)), and is consequently a.s. finite. It readily follows from the dominated convergence
theorem that E
(∫ T
0 1r>T−ε|∇x f 0(r, Xr , Y 0r , Z0r )||Dt Xr |
)p
converges to 0 as ε goes to 0.
Next, setting Θεr := (r, Xr , Y εr + u(r, Xr ), Z εr + ∇x u(r, Xr )σ (r, Xr )) and γr := (1 +
|∇x u(r, Xr )| + |D2u(r, Xr )|)|Dt Xr |, one has
|∇x f 0(Θεr )−∇x f 0(Θ0r )||Dt Xr | ≤c |∇ f (Θεr )−∇(Θ0r )|γr .
Owing to assumption (Af ), ∇ f is continuous and bounded. Assumptions (i) and (ii) of
Lemma 2.3 hold thanks to Lemma 2.1 and to the fact that Θ0r = (r, Xr , Yr , Zr ). Assumption
(iii) is checked since E(
∫ T
0 γsds)
p < +∞, for p ∈ (1, 2) (see inequality (2.30) previously
proved). It follows from Lemma 2.3 that E(
∫ T
0 |∇x f 0(Θεr )− ∇x f 0(Θ0r )||Dt Xr |dr)p converges
to 0 as ε goes to 0.
Finally,
E
(∫ T
0
|ηε,ar |dr
)p
→ 0. (2.36)
Contribution with ηε,b. . One has
|ηε,br | ≤c |∇y f (Θεr )−∇y f (Θ0r )||Dt Y 0r | + 1r>T−ε|∇y f 0(r, Xr , Y 0r , Z0r )||Dt Y 0r |.
Then, we follow exactly the same proof as that of the contribution of ηε,a. . One has only to
check that γr := |Dt Y 0r | satisfies assumption (iii) of Lemma 2.3. This readily follows from
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(Dt Y 0r )t≤r≤T ∈ S p, which ensures that E
(∫ T
0 γr dr
)p ≤c E supr∈[t,T ] |Dt Y 0r |p < +∞. Thus,
E
(∫ T
0
|ηε,br |dr
)p
→ 0. (2.37)
Contribution with ηε,c. . One has
|ηε,cr | ≤c |∇z f (Θεr )−∇z f (Θ0r )||Dt Z0r | + 1r>T−ε|∇y f 0(r, Xr , Y 0r , Z0r )||Dt Z0r |.
Similarly, we check the integrability of γr := |Dt Z0r |. Since (Dt Z0r )t≤r≤T ∈ Mp,
E
(∫ T
0 γr dr
)p ≤c E (∫ T0 |Dt Z0r |2dr) p2 < +∞. This gives
E
(∫ T
0
|ηε,cr |dr
)p
→ 0. (2.38)
From (2.35), (2.36), (2.37) and (2.38), the proof is complete. 
Step 4: Proof of Theorem 2.1.
From Lemma 2.2 and Lemma 2.4, we know that limε→0 E|Z εt − Dt Y 0t |p = 0. Besides, from
Lemma 2.1, Z ε converge to Z in L2(Ω × [0, T ]). Thus, we conclude that, (dP⊗ dt)− a.s.,
Z0t = Dt Y 0t = EFt
∫ T
t
Γ tr a
0
r Dt Xr dr, (2.39)
taking advantage of the explicit representation of Dt Y 0t in (2.31).
Then, from (2.33) and setting Ut := ∇Y 0t [∇X t ]−1, we have proved Z0t = Utσ(t, X t ). It
remains to show that U satisfies the BSDE (2.26). It is clear that
−dUt = (−d∇Y 0t )[∇X t ]−1 +∇Y 0t (−d[∇X t ]−1)− d〈∇Y 0t , [∇X t ]−1〉t .
Besides, it is known (see e.g. [11]) that
−d[∇X t ]−1 = [∇X t ]−1
{(
b′t −
q∑
j=1
(σ ′j,t )2
)
dt +
q∑
j=1
σ ′j,t dW
j
t
}
.
Then, from the expression of d∇Y 0t in (2.32), it follows that
−dUt =
(
a0t + b0t ∇Y 0t [∇X t ]−1 +
q∑
j=1
c0j,t∇Z0j,t [∇X t ]−1
)
dt −
q∑
j=1
∇Z0j,t [∇X t ]−1dW jt
+∇Y 0t [∇X t ]−1
{(
b′t −
q∑
j=1
(σ ′j,t )2
)
dt +
q∑
j=1
σ ′j,t dW
j
t
}
+
q∑
j=1
∇Z0j,t [∇X t ]−1σ ′j,t dt
= a0t dt +Ut
(
b0t Id + b′t +
q∑
j=1
c0j,tσ
′
j,t
)
dt
+
q∑
j=1
(
∇Z0j,t [∇X t ]−1 −Utσ ′j,t
) (
c0j,t Id + σ ′j,t
)
dt
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−
q∑
j=1
(
∇Z0j,t [∇X t ]−1 −Utσ ′j,t
)
dW jt .
By setting V jt := ∇Z0j,t [∇X t ]−1 −Utσ ′j,t , we obtain
−dUt =
{
a0t +Ut
(
b0t Id + b′t +
q∑
j=1
c0j,tσ
′
j,t
)
+
q∑
j=1
V jt
(
c0j,t Id + σ ′j,t
)}
dt
−
q∑
j=1
V jt dW
j
t . 
3. L2-regularity of Zt when the terminal condition g ∈ L2,α , but is not necessarily
exponentially bounded
3.1. The main results
In this section, we aim to establish an L2-regularity of the process (Z t )t , more precisely, to
have a good rate of convergence of
∑N−1
k=0 E
∫ tk+1
tk
∣∣Zs − Z¯ tk ∣∣2 ds, where
Z¯ tk :=
1
tk+1 − tk E
Ftk
∫ tk+1
tk
Zudu.
In Zhang [18], it was shown that, for BSDEs with Lipschitz continuous terminal conditions,
this rate is linear with respect to the time step |pi |. Here, we extend this result to non-Lipschitz
terminal functions g: we show that, if we suppose that g ∈⋃α∈(0,1] L2,α , we can obtain the same
rate |pi |α for the equidistant time net pi (1) or the rate |pi | for an appropriate choice of the time
net. In fact, we show that this L2-regularity of (Z t )0≤t≤T can be deduced, under the assumption
above on g, from that of the process (zt )0≤t≤T (Theorem 3.1). This is an interesting fact, since
the study of the martingale integrand of the initial nonlinear BSDE can be reduced to that of
the martingale integrand of the linear simpler BSDE with a null generator. We can then derive
the desired rate (Theorem 3.2). We state below these two main results, that hold even if g is not
exponentially bounded. Their proofs are postponed to the next paragraph.
Theorem 3.1. Assume (Ab,σ ), (Af ) and that g ∈ L2,α , for some α ∈ (0, 1]. Then, there is a
positive constant C such that, for any time net pi = {tk : k = 0 . . . N }
E(Z , pi) =
N−1∑
k=0
E
∫ tk+1
tk
∣∣Zs − Z¯ tk ∣∣2 ds ≤ CE(z, pi)+ C (K α(g)T α + T 2) |pi |.
Theorem 3.2. Assume (Ab,σ ), (Af ) and that g ∈ L2,α , for some α ∈ (0, 1]. Then, there is a
positive constant C (which does not depend on N) such that
(a) for the choice of the equidistant time net pi (1),
E(Z , pi (1)) ≤ C K
α(g)T α + T 3 N−1+α
Nα
;
(b) for the choice of pi (β), with β as in Corollary 1.2,
E(Z , pi (β)) ≤ C K
α(g)T α + T 3
N
.
1128 E. Gobet, A. Makhlouf / Stochastic Processes and their Applications 120 (2010) 1105–1132
Since all the bounds depend on the regularity of f only through ‖∇x f ‖∞, ‖∇y f ‖∞ and
‖∇z f ‖∞, we can state the following theorem.
Theorem 3.3. Assume (Ab,σ ) and that g ∈ L2,α , for some α ∈ (0, 1]. Then, Theorem 3.2 still
holds when the generator f is uniformly Lipschitz continuous in x, y and z (but not necessarily
continuously differentiable).
The above theorem is derived from Theorem 3.2 using standard stability results, we omit details.
3.2. Proof of Theorem 3.1
In order to be able to use the results of the previous sections, we begin by assuming that g is
exponentially bounded.
Step 1: Proof when g is exponentially bounded. Suppose for the moment that g is exponentially
bounded (and belongs toL2,α). Recalling that Z0t = Z t−zt = Utσ(t, X t ), we are going to exploit
the BSDE (2.26) satisfied by U in order to bound E
∫ tk+1
tk
|Z0s − Z¯0tk |2ds. From the BSDE (2.26)
satisfied by (Ut , Vt )t (Theorem 2.1), and using Lemma A.1, one obtains the following estimate:
E
[
sup
r∈[0,T ]
|Ur |2 +
∫ T
0
|Vr |2dr
]
≤c E
(∫ T
0
|a0r |dr
)2
.
Since |a0r | ≤c 1+ |∇x u(r, Xr )| + |D2u(r, Xr )|, we use Corollary 1.1 to obtain
E
[
sup
r∈[0,T ]
|Ur |2 +
∫ T
0
|Vr |2dr
]
≤c T αK α(g)+ T 2. (3.40)
Let 0 ≤ t ≤ s ≤ T . Always from BSDE (2.26), and using the estimate (3.40), one has
E|Us −Ut |2≤c E
(∫ s
t
|a0r |dr
)2
+ (s − t)2E sup
r
|Ur |2 + E
∫ s
t
|Vr |2dr
≤c E
(∫ s
t
|a0r |dr
)2
+
[
K α(g)T α + T 2
]
(s − t)2 + E
∫ s
t
|Vr |2dr. (3.41)
We go back to the regularity of Z . As we did in the proof of Theorem 1.1, we write, using
Theorem 2.1 to have Z0s = Usσ(s, Xs),
E
∫ tk+1
tk
|Z0s − Z¯0tk |2ds ≤ E
∫ tk+1
tk
|Usσ(s, Xs)−Utkσ(tk, X tk )|2ds.
Now, for s ∈ [tk, tk+1],
E|Usσ(s, Xs)−Utkσ(tk, X tk )|2
= E| (Us −Utk ) σ(s, Xs)−Utk (σ(tk, X tk )− σ(s, Xs)) |2
≤c E|Us −Utk |2 + |pi |E|Utk |2.
Then, using (3.40) and (3.41),
E|Usσ(s, Xs)−Utkσ(tk, X tk )|2 ≤c E
(∫ tk+1
tk
|a0r |dr
)2
+E
∫ tk+1
tk
|Vr |2dr +
[
T αK α(g)+ T 2
]
|pi |.
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Therefore,
N−1∑
k=0
∫ tk+1
tk
E
∣∣∣Z0s − Z¯0tk ∣∣∣2 ds
≤c |pi |
N−1∑
k=0
{
E
(∫ tk+1
tk
|a0r |dr
)2
+ E
∫ tk+1
tk
|Vr |2dr
}
+
[
T αK α(g)+ T 2
]
|pi |
≤c |pi |
{
E
(∫ T
0
|a0r |dr
)2
+ E
∫ T
0
|Vr |2dr + (T αK α(g)+ T 2)
}
≤c |pi |
(
T αK α(g)+ T 2
)
.
Now, since clearly
∣∣Zs − Z¯ tk ∣∣2 = ∣∣(zs + Z0s )− (z¯tk + Z¯0tk )∣∣2 ≤ 2 ∣∣zs − z¯tk ∣∣2+2 ∣∣Z0s − Z¯0tk ∣∣2, we
conclude that
N−1∑
k=0
E
∫ tk+1
tk
∣∣Zs − Z¯ tk ∣∣2 ds ≤c N−1∑
k=0
E
∫ tk+1
tk
∣∣zs − z¯tk ∣∣2 ds
+ |pi |
(
T αK α(g)+ T 2
)
.  (3.42)
Now, we suppose that g is not necessarily exponentially bounded (and g belongs to L2,α). We
use the following bounded approximation of g. For M > 0 and y ∈ R, we set
φM (y) := −M ∨ y ∧ M and gM := φM ◦ g. (3.43)
It is clear that, when M → +∞, gM (x) → g(x) for all x ∈ Rd such that |g(x)| < +∞, and
gM (XT )→ g(XT ) in L2.
We denote by (Y M , Z M ) (resp. (yM , zM )) the solution to BSDE (0.1) (resp. BSDE (0.13)) with
gM (XT ) as terminal condition instead of g(XT ).
Step 2: Some stability results when M goes to +∞.
Lemma 3.1. Assume (Ab,σ ) and that g ∈ L2,α , for some α ∈ (0, 1]. Then, gM ∈ L2,α and
K α(gM ) ≤ K α(g).
Proof. Recall that yt = EFt g(XT ), and set yMt := EFt gM (XT ) = EFtφM (yT ), where φM is
the function already defined by (3.43). Note that φM is Lipschitz-continuous, with a Lipschitz
constant equal to 1. One has
Vt,T (gM ) = E
∣∣∣yMT − yMt ∣∣∣2 = E ∣∣∣φM (yT )− EFtφM (yT )∣∣∣2
≤ E |φM (yT )− φM (yt )|2 ≤ E|yT − yt |2 = Vt,T (g),
where we used a projection property on L2(Ft ) for the first inequality.
In addition, clearly |gM (XT )| ≤ |g(XT )|, which readily finishes the proof. 
Lemma 3.2.
lim
M→+∞
N−1∑
k=0
E
∫ tk+1
tk
∣∣∣zMs − z¯Mtk ∣∣∣2 ds = N−1∑
k=0
E
∫ tk+1
tk
∣∣zs − z¯tk ∣∣2 ds; (3.44)
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lim
M→+∞
N−1∑
k=0
E
∫ tk+1
tk
∣∣∣Z Ms − Z¯ Mtk ∣∣∣2 ds = N−1∑
k=0
E
∫ tk+1
tk
∣∣Zs − Z¯ tk ∣∣2 ds. (3.45)
Proof. We only prove (3.44), since for (3.45), the arguments are the same. Write∣∣∣∣∣N−1∑
k=0
E
∫ tk+1
tk
∣∣∣zMs − z¯Mtk ∣∣∣2 ds − N−1∑
k=0
E
∫ tk+1
tk
∣∣zs − z¯tk ∣∣2 ds
∣∣∣∣∣
=
∣∣∣∣∣N−1∑
k=0
E
∫ tk+1
tk
(| zs − z¯tk |−| zMs − z¯Mtk |) (| zs − z¯tk |+| zMs − z¯Mtk |) ds
∣∣∣∣∣
≤
N−1∑
k=0
E
∫ tk+1
tk
∣∣∣(zs − zMs )− (z¯tk − z¯Mtk )∣∣∣ (∣∣zs − z¯tk ∣∣+ ∣∣∣zMs − z¯Mtk ∣∣∣) ds
≤
N−1∑
k=0
√
E
∫ tk+1
tk
∣∣(zs − zMs )− (z¯tk − z¯Mtk )∣∣2 ds
√
E
∫ tk+1
tk
(∣∣zs − z¯tk ∣∣+ ∣∣zMs − z¯Mtk ∣∣)2 ds.
Now,
E
∫ tk+1
tk
∣∣∣(zs − zMs )− (z¯tk − z¯Mtk )∣∣∣2 ds ≤ 2E ∫ T
0
∣∣∣zs − zMs ∣∣∣2 ds + 2E ∫ T
0
∣∣∣z¯tk − z¯Mtk ∣∣∣2 ds
≤ 4E
∫ T
0
∣∣∣zs − zMs ∣∣∣2 ds,
where we used a projection argument. By classical stability results for BSDEs, the term above
tends to 0 when M →+∞. Besides,
E
∫ tk+1
tk
(∣∣zs − z¯tk ∣∣+ ∣∣∣zMs − z¯Mtk ∣∣∣)2 ds ≤ 4E ∫ T
0
(
|zs |2 +
∣∣z¯tk ∣∣2 + ∣∣∣zMs ∣∣∣2 + ∣∣∣zMtk ∣∣∣2) ds
≤ CE|g(XT )|2,
where C does not depend on M (still using the classical a priori estimate for BSDEs). Thus, we
have proved (3.44). 
Step 3: Proof when g is not necessarily exponentially bounded. Applying (3.42) in Step 1 with
gM , one has
N−1∑
k=0
E
∫ tk+1
tk
∣∣∣Z Ms − Z¯ Mtk ∣∣∣2 ds ≤c N−1∑
k=0
E
∫ tk+1
tk
∣∣∣zMs − z¯Mtk ∣∣∣2 ds + |pi | (T αK α(gM )+ T 2) ,
and, since K α(gM ) ≤ K α(g) (Lemma 3.1),
N−1∑
k=0
E
∫ tk+1
tk
∣∣∣Z Ms − Z¯ Mtk ∣∣∣2 ds ≤c N−1∑
k=0
E
∫ tk+1
tk
∣∣∣zMs − z¯Mtk ∣∣∣2 ds + |pi | (T αK α(g)+ T 2) .
Passing to the limit when M →+∞ and using Lemma 3.2, we prove Theorem 3.1. 
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3.3. Proof of Theorem 3.2
(a) Equidistant time net pi (1). As a direct consequence of Theorems 1.1 and 3.1, one has
N−1∑
k=0
E
∫ t (N ,1)k+1
t (N ,1)k
∣∣∣∣Z Ms − Z¯ Mt (N ,1)k
∣∣∣∣2 ds ≤c K α(gM )( T αNα + T 1+αN
)
+ T
3
N
≤c K α(g) T
α
Nα
+ T
3
N
using Lemma 3.1. Passing to the limit when M → +∞ (Lemma 3.2), we prove estimate (a) of
Theorem 3.2.
(b) Time net pi (β). The proof is the same, using Theorem 3.1, Corollary 1.2 and Lemma 3.1.

Appendix
The following lemma gives an a priori estimate for linear BSDEs and is a direct consequence
of [1, Proposition 3.2] (applied with f (ω, t, y, z) of the form at + bt y + ct z).
Lemma A.1. Consider the linear BSDE
Ut = ξ +
∫ T
t
(
ar +Ur br +
q∑
j=1
V j,r c j,r
)
dr −
q∑
j=1
∫ T
t
V j,r dW
j
r (A.1)
where ξ ∈ R1×d , ar ∈ R1×d , br ∈ Rd×d , c j,r ∈ Rd×d ,Ur ∈ R1×d , V j,r ∈ R1×d ,Wr ∈ Rq ,
for some progressively measurable coefficients (ar )r , (br )r , (cr )r and a FT -measurable terminal
condition ξ .
If |br |, |c j,r | are uniformly bounded, and if E|ξ |p+E
(∫ T
0 |ar |dr
)p
< +∞, then there exists an
unique solution (U, V ) in S p ×Mp to BSDE (A.1), and the following estimate holds:
E sup
r∈[0,T ]
|Ur |p + E
(∫ T
0
|Vr |2dr
) p
2
≤ C
{
E|ξ |p + E
(∫ T
0
|ar |dr
)p}
. (A.2)
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