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Resumen
Este art´ıculo describe, en forma breve,
los trabajos de investigacio´n y desarrollo que
se esta´n llevando a cabo en la l´ınea de in-
vestigacio´n “Agentes Inteligentes” en la pro-
blema´tica vinculada a la integracio´n de tec-
nolog´ıas de acuerdo y aprendizaje dentro de
arquitecturas de razonamiento pra´ctico. Se
abordan temas vinculados a arquitecturas de
agentes inteligentes (en particular, arquitec-
turas BDI y Procesos de Decisio´n Markov),
mecanismos de votacio´n, argumentacio´n y ne-
gociacio´n como tecnolog´ıas de acuerdo, y a-
prendizaje automa´tico.
Palabras clave: sistemas multi-agen-
te, tecnolog´ıas de acuerdo, toma de de-
cisio´n, aprendizaje automa´tico.
Contexto
La l´ınea de investigacio´n “Agentes Inte-
ligentes” forma parte del proyecto “Herra-
mientas y mecanismos para la toma de de-
cisiones en agentes inteligentes artificiales”,
Proyecto de Investigacio´n consolidado de la
Universidad Nacional de San Luis. En este
proyecto el objetivo principal es avanzar en la
integracio´n de las investigaciones sobre herra-
mientas para la extraccio´n y ana´lisis inte-
ligente de contenido Web de calidad y de-
sarrollo e integracio´n de modelos y mecanis-
mos efectivos para la toma de decisiones, y
el aprendizaje automa´tico.
Las dos fuentes de financiamiento de este
proyecto son la Universidad Nacional de San
Luis y la Comisio´n Europea de Investigacio´n
e Innovacio´n, a trave´s del programa Marie
Curie Actions: FP7 People 2010 IRSES.
Introduccio´n
Aunque no existe en la actualidad un con-
senso en la definicio´n de agente artificial inte-
ligente (AAI), tal vez la acepcio´n ma´s comu´n-
mente aceptada es la dada por Wooldridge
y Jennings [28], donde un agente es un siste-
ma computacional basado en hardware o soft-
ware que posee las siguientes caracter´ısticas:
Autonomı´a: opera sin la intervencio´n
directa de humanos u otros agentes, y
tiene algu´n tipo de control sobre sus
acciones y estado interno.
Sociabilidad: puede interactuar y co-
municarse, cuando es apropiado, con
otros agentes o humanos.
Reactividad: percibe su ambiente y res-
ponde de manera oportuna a los cam-
bios que se producen en e´l.
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Pro-actividad: puede exhibir compor-
tamiento dirigido por un objetivo y to-
mar la iniciativa cuando sea apropiado.
Otra caracter´ıstica de agencia a conside-
rar en ambientes no determin´ısticos, descono-
cidos y altamente dina´micos que presentan la
mayor´ıa de los problemas de la vida real, es
la capacidad de aprendizaje y adaptacio´n
que tienen los agentes artificiales “embebidos”
en este tipo de ambientes. Como es bien sa-
bido, este tipo de capacidades son cruciales
para hacer frente a la potencial falta de cono-
cimiento inicial de los agentes como as´ı tam-
bie´n para la actualizacio´n del conocimiento
que se tiene sobre un ambiente y/o agentes
que cambian a lo largo del tiempo. De he-
cho, en la bibliograf´ıa fundamental relaciona-
da a los agentes artificiales inteligentes [18],
se considera incluso que la capacidad de a-
prendizaje automa´tico de los agentes direc-
tamente determina su grado de autonomı´a,
y que un agente sera´ auto´nomo en la me-
dida que tenga la capacidad de aprender a
determinar co´mo tiene que compensar el co-
nocimiento incompleto o parcial que le fue
proporcionado inicialmente por su disen˜ador.
Proveer a un agente de las capacidades
necesarias para exhibir el comportamiento fle-
xible descrito anteriormente, no es una tarea
trivial. De hecho, una de las a´reas de investi-
gacio´n ma´s activa en el a´mbito de agentes ha
sido la definicio´n de modelos y arquitecturas
de agentes que intentan dar una respuesta a
este problema. Existen arquitecturas que se
han concentrado en el aspecto de la reactivi-
dad [1, 6] y otras en cambio que han privile-
giado los mecanismos de deliberacio´n y plan-
ificacio´n necesarios para proveer un compor-
tamiento pro-activo [15]. Sin embargo, exis-
te actualmente un consenso generalizado de
que cualquier arquitectura realista de agente,
deber´ıa proveer un soporte adecuado para
todas estas capacidades. Las arquitecturas
h´ıbridas [9, 10] y las basadas en comporta-
mientos [14, 16] han intentado lograr un ba-
lance adecuado entre pro-actividad y reac-
tividad. Sin embargo, las arquitecturas que
mayor atencio´n han recibido para este pro-
po´sito son las denominadas arquitecturas
BDI [5]. Similarmente, aquellas personas que
se han orientado a los enfoques basados en
utilidad, han tomado a los Procesos de De-
cisio´n Markov [3] y los juegos estoca´sti-
cos [4], como los modelos principales para
disen˜ar e implementar agentes inteligentes.
En todas las arquitecturas mencionadas
previamente, el fin u´ltimo de los procesos in-
ternos y de razonamiento de los agentes, es
seleccionar las acciones que e´ste realizara´ so-
bre su ambiente. En este contexto, estos pro-
cesos orientados hacia las acciones suelen ser
referenciados como de razonamiento pra´cti-
co [27], para diferenciarlo del razonamien-
to teo´rico, que so´lo afecta las creencias del
agente sobre el mundo. Sin embargo, desde
un punto de vista ma´s general, estas propues-
tas tambie´n pueden ser consideradas como
modelos y arquitecturas para la toma de de-
cisiones de agentes inteligentes.
Por otra parte, en un sistema multi-agente
(SMA) [27] un conjunto de agentes interactu´a
para conseguir algu´n objetivo dif´ıcil de lograr
de forma individual. Usualmente, en este tipo
de sistemas, cada agente posee informacio´n
incompleta sobre su entorno y sobre s´ı mis-
mo, teniendo adema´s capacidades limitadas.
El entorno es dina´mico y cambiante, vie´ndose
afectado por las acciones de todos los agen-
tes. Por esta razo´n, no puede predecirse con
certeza el estado futuro de ese entorno. El
control del sistema es distribuido, los datos
esta´n descentralizados, y la computacio´n es
asincro´nica. Las caracter´ısticas mencionadas
previamente, que aumentan la complejidad
del sistema, proveen tambie´n las siguientes
ventajas: eficiencia (debido al paralelismo que
se logra al disponer de mu´ltiples agentes), ro-
bustez y confiabilidad (gracias a la redundan-
cia), escalabilidad y reusabilidad.
Actualmente, ha surgido un nuevo para-
digma para la pro´xima generacio´n de siste-
mas distribuidos y abiertos, donde las inte-
racciones entre agentes computacionales es-
ta´n basadas en el concepto de acuerdo. En el
pasado, dicho concepto, fue dominio de estu-
dio para filo´sofos y socio´logos, y fue aplicado
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solamente a la sociedad humana. Sin embar-
go, hoy en d´ıa, el acuerdo y todos los pro-
cesos y mecanismos involucrados en lograr
acuerdos entre diferentes agentes son tam-
bie´n tema de ana´lisis desde perspectivas orien-
tadas a la tecnolog´ıa, dando lugar a sistemas
computacionales donde las componentes in-
teractu´an utilizando protocolos de argumen-
tacio´n [2, 11], votacio´n [8, 14, 25], negocia-
cio´n [17, 12] y mercado [19], entre otros. Di-
cho enfoque constituye la visio´n denominada
Tecnolog´ıas de Acuerdo (en ingle´s, agree-
ment technologies (AT)) [13] que engloba me´-
todos, plataformas y herramientas para defi-
nir, especificar y verificar tales sistemas. Este
nuevo paradigma ha quedado de manifiesto
en el surgimiento de consorcios de investi-
gacio´n europeos especializados en la tema´tica1
como as´ı tambie´n en la Primera Conferen-
cia Internacional de Tecnolog´ıas de Acuerdo
(AT-2012) realizada en Octubre de 2012 en
Croacia2 y la segunda (AT-2013) a realizarse
en Agosto del corriente an˜o en China.3
Si bien las tecnolog´ıas de acuerdo han
recibido una atencio´n considerable en el a´rea
de SMA, su aplicacio´n dentro de las arquitec-
turas y modelos de agentes individuales para
la toma de decisiones racional es un a´rea que
no ha recibido, hasta el momento, la nece-
saria atencio´n. Ma´s alla´ de trabajos aislados
sobre el uso de votacio´n en sistemas basa-
dos en comportamiento [14, 16] y algunos
esfuerzos por incorporar argumentacio´n y/o
votacio´n en arquitecturas BDI [20, 21, 25]
existe una falencia notoria de propuestas ten-
dientes a sistematizar el uso de estas tec-
nolog´ıas en modelos de toma decisio´n ya es-
tablecidos, como las arquitecturas BDI y las
arquitecturas basadas en utilidades.
Este no es un dato secundario si conside-
ramos que el disen˜o modular de los agentes,
o bien la existencia de mu´ltiples criterios o
preferencias personales que pueden entrar en
conflicto, conducen naturalmente a situacio-




que funciona “dentro de la cabeza del agente”.
Por otra parte, si bien el aprendizaje au-
toma´tico (en ingle´s, Machine Learning (ML))
ha sido ampliamente desarrollado en modelos
como los MDPs [26], no existe una clara es-
pecificacio´n de co´mo estos procesos podr´ıan
llevarse a cabo en enfoques basados en ar-
quitecturas BDI, o de que´ manera ML y AT
se podr´ıan complementar y/o asistir mutua-
mente. De igual manera, y a excepcio´n de al-
gunos trabajos recientes en el a´rea [22, 23, 24],
tampoco existen suficientes investigaciones de-
dicadas a analizar la relacio´n entre los MDPs
y las arquitecturas BDI, lo que permitir´ıa en
primer lugar, integrar las ventajas y atenuar
o solucionar los problemas que cada una de
ellas exhibe por separado.
Esta idea de integracio´n tambie´n ha sido
planteada por el Massachusetts Institute of
Technology [7] en respuesta al estancamiento
producido en el a´rea de Inteligencia Artificial
respecto a algunos objetivos planteados ini-
cialmente en la disciplina:“En lugar de bus-
car la bala de plata para resolver el problema,
estamos considerando un amplio rango de mo-
delos, probando integrarlos y agregarlos”.
L´ıneas de Investigacio´n y
desarrollo
En base a lo anterior, se puede apreciar la
disposicio´n de enfoques y modelos muy po-
tentes para el desarrollo de agentes inteligen-
tes como los MDPs, las arquitecturas BDI,
las AT y ML. Por otra parte, si bien la inte-
gracio´n de algunos de estos enfoques ha co-
menzado a realizarse recientemente, no exis-
te, de acuerdo a nuestro conocimiento, pro-
puestas que avancen en una integracio´n de
todos ellos en forma simulta´nea y consider-
amos, que esto permitir´ıa modelos efectivos,
eficientes y flexibles para la toma de deci-
siones de alto nivel de AAI. Por lo tanto,
es en esta problema´tica donde se pretende
generar las principales contribuciones, tenien-
do como ejes principales de investigacio´n: 1)
Arquitecturas de Razonamiento Pra´ctico, par-
ticularmente los MDPs y las arquitecturas
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BDI; 2) Tecnolog´ıas de Acuerdo; y 3) Apren-
dizaje automa´tico.
Resultados y objetivos
Las principales motivaciones surgen de la
intencio´n de dar respuestas a las falencias
descriptas previamente, y plantear contribu-
ciones en el a´rea a partir del cumplimiento
de los siguientes objetivos:
1. Lograr un entendimiento ma´s profundo
de los distintos enfoques basados en AT
y aprendizaje automa´tico para su uso
en distintas componentes y procesos de
modelos de razonamiento pra´ctico, co-
mo las arquitecturas BDI y algoritmos
basados en MDP y sus variantes. Este
aprendizaje de los enfoques, deber´ıa in-
cluir la determinacio´n y comparacio´n
de las propiedades formales y los as-
pectos computacionales que involucran
estas te´cnicas y modelos.
2. Obtener, mediante un proceso adecua-
do de generalizacio´n, una arquitectura
abstracta para la incorporacio´n de AT
y aprendizaje en modelos basados en
MDPs y BDI. La idea es lograr un mo-
delo y una arquitectura gene´rica donde
estas componentes puedan ser fa´cilmen-
te integradas e intercambiadas. En este
sentido, nuestra idea es lograr un marco
de trabajo gene´rico para la integracio´n
de AT dentro de las arquitecturas de
razonamiento pra´ctico al igual que el
soporte para el aprendizaje.
3. Determinar, mediante la instanciacio´n
e implementacio´n de la arquitectura pro-
puesta en el punto anterior, en que´ me-
dida se adecu´a a la resolucio´n de pro-
blemas concretos del mundo real. Co-
mo potenciales dominios de aplicacio´n
se preve´ trabajar con robots o disposi-
tivos de comunicacio´n mo´viles (agentes
de hardware) y problemas vinculados al
a´rea de Web Intelligence.
En este contexto, ya se han logrado al-
gunos avances en estos temas, relacionados
al uso de votacio´n en los procesos internos
del agente [8, 25], mientras que en [20, 21]
se desarrollo´ la primera arquitectura concre-
ta de agente que integra al modelo BDI con
servicios Web y razonamiento argumentativo
en un mismo framework.
Formacio´n de Recursos Hu-
manos
Trabajos de tesis vinculados con las te-
ma´ticas descritas previamente:
1 tesis Doctoral en ejecucio´n.
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