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Introduction
Let f : U → Spec (K) be a smooth open curve over a field K ⊃ k, where k is an algebraically closed field of characteristic zero. Let ∇ : L → L ⊗ Ω 1 U/k be a possibly irregular absolute integrable (or vertical, see definition 2.16) connection on a line bundle L. The RiemannRoch problem in this context is to describe characteristic classes for the relative de Rham cohomology Rf * (L ⊗ Ω * U/K ) as a (virtual) vector space over K with an integrable connection, in terms of data on U. The 0-th characteristic class, the Euler characteristic dim R 0 − dim R 1 , is well-known to be given by
where g is the genus of the complete curve C, n is the number of missing points, and m i is the order of the polar part of the connection at the ith missing point. The purpose of this article is to give a formula for the first characteristic class, which is the determinant of the Gauß-Manin When the connection ∇ has at worst regular singular points at the points in D := C − U there is an analogous formula using linear series given by divisors of rational sections s of Ω 1 C/K (D) satisfying the rigidity condition res D (s) = 1. Indeed, these formulas are valid also for higher rank connections. One takes the determinant at zeroes and poles of s.
In the case of irregular singular points, a similar formula is possible at least in the case of line bundles, but the rigidification taken must depend on the polar part of the connection. Let (L, ∇) be an extension of (L, ∇) to C, D = i m i D i be a divisor with multiplicities m i ≥ 1 supported in C − U such that the relative connection We remark, of course, that part of our task will be to give a precise definition of the right hand side of the above formula. It will appear as a product followed by a trace, and this definition does not depend on the particular choice of L above. In particular, this gives a formulation if we don't assume that L is of degree 0, and also if we don't assume that m i ≥ 2 for at least one i, that is if ∇ has regular singular points (see theorem 4.5 ). The precise general formulation of our theorem is in 4.7. In the case that (s) is a sum of K-points c i , one may simply take the tensor product of the lines with connection L| c i . The right hand side of the formula depends only on the equivalence class of (s) in a generalized Picard (or divisor class) group of line bundles with trivializations along D. Thus, by analogy with (1.3), it is natural to write formula (1.7) in the form
(1.8)
The classical Riemann-Roch pattern begins to break down in that the characteristic class c 1 (Ω 1 C/K (D), triv ∇ ) depends on more than just the geometry of f : U → Spec (K). This reflects the fact that the de Rham cohomology of an irregular connection depends on more than topology.
There is an analogy here with the case of ℓ-adic sheaves. If E is an unramified ℓ-adic sheaf on a complete curve C over a finite field F q , then the global epsilon factor is given by
The basic result in the ramified ℓ-adic case ( [7] ) is that the global epsilon factor can be written as a product of local terms corresponding to points on the curve where the sheaf ramifies or where a chosen meromorphic 1-form has zeroes or poles. We know of no formula in the ℓ-adic case comparable to (1.8).
Our proof follows the main idea of Deligne [3] . For computing the ǫ-factor associated to a rank one Galois representation on a curve, he expresses the determinant of the cohomology as the cohomology on a symmetric product of (C − D) and reduces the computation to the geometry of the generalized jacobian. In the geometric situation one is further able to express the determinant Gauß-Manin connection as the connection arising by restricting a certain translation-invariant connection to one specific K-point of the generalized jacobian. The essential point seems to be that the de Rham cohomology of a connection of the form d + ω on a trivial bundle is somehow concentrated at the points where ω = 0.
It is our pleasure to acknowledge the intellectual debt we owe in this work to P. Deligne. We are also grateful to the Humboldt foundation for financing which enabled us to work together.
Connections and forms on Generalized Jacobians
Throughout this paper C will be a smooth projective curve over a field K containing an algebraically closed subfield k of characteristic 0, and D = m i c i is a divisor on C, with c i ∈ C(K). We write G = J D for the generalized Jacobian parametrizing isomorphism classes of degree 0 line bundles on C with trivialization along D. 
are the natural maps. The aim of this section is to describe invariant line bundles with connection on J D , comparing them via the cycle map i to line bundles with connection on (C − D) with a certain irregularity behavior along D.
When the line bundle in question is the trivial bundle, this amounts to studying invariant (absolute) differential forms on the generalized jacobian, so we should start with that. Before doing so, however, it is necessary to understand global functions on the generalized jacobian. We write
where J is the usual Jacobian of C, and G 0 is a semi-abelian variety. We have extensions
Here V is a vector group (isomorphic to Spec (Sym(V * )) for some vector space V ) and T is a torus, i.e. TK ∼ = G r m . Lemma 2.1. The semi-abelian variety G 0 admits a universal vectorial extension
In fact, this extension is given by the pullback to G 0 of the universal vectorial extension over J. In particular,
It will suffice to show the pullback vectorial extension is universal. Since Ext 1 (T, G a ) = (0) = Hom(T, G a ), any extension of G 0 by a vector group W is pulled back from a unique extension of J by W. This extension of J is a pushout from the universal vectorial extension, so the same holds for the pullbacks to G 0 . Lemma 2.2. Let π : G 0 → J be an extension of J by T as above. There exists, possibly after a finite field extension, a quotient torus T ։ S and a diagram
such that
Proof. There is a boundary map
Define N := ker(∂) ⊂ M := HomK(T, G m ). Let S = Hom(N, G m ) be the torus with character group N. For m ∈ M let L(m) be the line bundle on JK corresponding under the map (2.7). As an O JK -algebra
The map a in the diagram (2.5) comes from the above inclusion
For m ∈ M/N, (as is well known, cf. [8] III 16), L(m) has trivial cohomology in all degrees unless m = 0. The proposition follows by taking cohomology of (2.8).
Lemma 2.3. Let notation be as above. Let
be the universal vectorial extension. Then
With respect to the exact sequences
it suffices to show the boundary map
is injective. Composing on the right with the evident map, it suffices to show the maps (2.14) Sym
and the map in (2.14) is the map
Lemma 2.4. Let G = J D be a generalized jacobian as above. Then there exists a commutative affine algebraic group G over K and a map ψ : G → G such that 
This complex is exact at the middle term.
Proof. By proposition 4 on p. 168 of [9] , the cohomology in the middle is a subgroup of the group of extensions Ext(H, G a ). (Note, A = Map(H, G a ).) By the classification of commutative algebraic groups in characteristic 0, this ext group vanishes (cf [9] , pp. 170-172).
We write Ω 1 G (resp. Ω 1 G/K ) for the sheaf of 1-forms relative to k (resp. K). Now we would like to define invariant bundles, connections, differential forms, cohomology classes of O G . 
We next need to relate connections on the curve with invariant connections on the generalized Jacobian.
First, rather briefly, we consider the question of what poles invariant forms on G have when pulled back to C − D via the jacobian map C −D → G (defined once we have a basepoint in C −D). For simplicity, we continue to assume the c i are defined over K. Consider the diagram:
We want to compute the pullbacks i
where t ℓ is a formal parameter at c ℓ . Fix a splitting of the torseur 
and these maps are isomorphisms on
Corresponding to L| Spec (M )×C and the above trivialization, one gets a map u : Spec (M) → G. With respect to the above splitting, we view u as an element
As described in [9] VII 4, 21, the local shape of u around c ℓ is given by taking the rational function s ℓ − t ℓ , where the local coordinates around (c ℓ , c ℓ ) in C × C is (s ℓ , t ℓ ), and considering it as a unit in
(We change notation so s ℓ is the local paramenter in R ⊂ M.) Since u is well defined and non-vanishing in c i for i = ℓ, we have (2.24) that
The pullbacks to Spec (M) of the invariant relative differential forms on G are given by the pullback of invariant relative forms on J together with the coefficients of powers of the T i mod T
Then (2.26) implies that
Here we denote by Ω These are not all the absolutely invariant forms, however. One also has forms pulled back from J, but these are regular along D. Finally, from lemma 2.8 one has an exact sequence
We will see in the proof of proposition 2.13 below that these map to Ω 1 G (D ′ ). In sum, the above discussion shows that the maps in the following proposition are defined.
Proposition 2.9. Pullback gives isomorphisms
Proof. Pullback on invariant relative forms is injective, because G is generated by the image of C − D. It follows by dimension count that the first arrow (2.30) above is an isomorphism. For the absolute forms we may consider the diagram
The left and right hand vertical arrows are shown to be isomorphisms in the proof of proposition 2.13. Hence the isomorphism on invariant relative forms implies the isomorphism (2.31) on invariant absolute forms.
We now consider invariant connections on line bundles on G.
Lemma 2.10. Assume the toric subquotient T of G has trivial Picard group (e.g. T split). Then the map
Proof. This follows because
The second arrow is surjective because we have a diagram
The bottom row is not a priori exact, but
The middle vertical arrow is onto e.g. because the Picard group of the generic fibre of G → J is zero. Indeed, G → J is rationally split, and the kernel has trivial Picard group by hypothesis. (Since the function field of the generic fibre equals the function field of G, any divisor on G can be moved by rational equivalence to avoid the generic fibre, i.e. to be a pullback from the base.)
Finally, the right hand vertical arrow is injective because, after making a base change K ⊂ C, one can think of G and J as quotients of vector spaces by lattices, and the map on lattices is surjective ⊗Q.
an invariant connection on a line bundle on the generalized jacobian G. Suppose a lifts to an absolute connection
Proof. One has as in (2.17)
Exactness of the sequence in (2.17) implies that there exists an element
Proposition 2.12. One has an exact sequence
Proof. This is immediate from the lemma.
Recall our notation. C is a smooth, projective, geometrically connected curve over
Proposition 2.13. There exists a diagram of exact sequences, with vertical arrows isomorphisms:
Proof. The first step is to compute
We know by lemma 2.1 that this sequence pulls back from an extension of J by W ⊗ G a . Let
be the exact sequence of functions of filtration degree ≤ 1 as in lemma 2.3, and let ∂ :
be the boundary map in cohomology.
Lemma 2.14. We have
The corresponding spectral sequence looks like
be as in lemma 2.2, so S is the maximal quotient torus of G 0 .
The equation (2.6) identifies
, and the invariance condition might be looked at on J × S. Let us write
, where V consists of the regular functions which vanish at {0} ∈ S.
. So for i ≥ 1, this implies that ϕ f = 0 and for i = 0 this implies that F ∈ H 0 (O S ) inv = 0. In short:
Thus, it suffices to prove the lemma with G 0 replaced by H 0 , so we may assume the quotient torus S = (0). Since in this case
, one sees that pullback under the multiplication by N map, Nδ : G → G acts on E pq 1 by multiplication by N q . It follows that the spectral sequence (2.42) degenerates at E 2 . In particular the eigenspace where Nδ * acts by multiplication by N on
We remark here that H 0 (J, f il 1 ) is in a natural way a subspace of the regular functions on G, and (2.40) takes the quotient of this by H 0 (J, O J ) = K. This is because we have forced the rigidification condition in the definition 2.6.
We return to the proof of proposition 2.13. The exact sequence
By lemma 2.1, as a group extension of G 0 , the group G is defined by a unique map from H 0 (C, Ω 1 C/K ) to a vector space. We claim that this map is the dual of ψ. To see this, one identifies J and J ∨ . Then it is well know that the universal vectorextension on
) via the exponential map and the quasiisomorphism [4] 
Define a bundle E on C by pullback
, the top row of the diagram (2.49) pulls back uniquely from an extension of
such that the above extension of vector bundles coincides with
From this we get a diagram (defining t and u. Here i : C ֒ → J)
We get a diagram with exact rows
The diagram (2.53) gives isomorphisms
These are two of the desired arrows for the diagram in the proposition.
Lemma 2.15. The natural map on relative connections
is an isomorphism. proof of lemma. We note the following facts:
. Indeed, as remarked in the proof of lemma 2.10 one has
One checks that the kernel is generated by divisors of degree 0 supported on D.
(This is seen by noting
Since the left and right hand arrows are isomorphisms, it follows that the central arrow is as well, proving the lemma.
The assertions of the proposition follow easily from the lemma.
Finally, we need an analogous result for integrable connections. More precisely, we consider a slightly weaker condition. 
The group of line bundles with vertical curvature will be denoted
Proposition 2.17. With notation as above, we have isomorphisms
Proof. For example, in the absolute case, the curvature of a line bundle with invariant absolute connection on G is a section
It is easy to see that such a section lies in the subsheaf Ω
The isomorphism (2.60) follows from proposition 2.13 and the fact that pullback to C of invariant forms is injective by (2.30). The case of relative forms is similar and is left for the reader.
The Geometric Setup
We continue to work with a curve C/K and a line bundle
The notation D refers to log poles at D as in (1.4) .
Proof. Let e be a basis for L at c a point with multiplicity m ≥ 1 in D, and let x be a local parameter at c on C. Write
We must show x m−1 B i (x) is regular at c. But integrability of ∇ ′ implies that ∂A/∂τ i = ∂B i /∂x, from which the assertion is clear.
We know from proposition 2.17 that the restriction to C − D of an integrable absolute connection of the form (3.1) pulls back from a unique invariant integrable absolute connection
More precisely, we fix a basepoint c 0 ∈ (C − D)(K) and normalize our connection (3.1) to be trivial at the basepoint by tensoring with a pullback from Spec (K).
We consider now the basic geometric picture of Deligne [3] π : Sym 
as a line with connection on K.
Proof. Our hypotheses imply H
There is an action of the symmetric group S N on the pair
The resulting action on (H 1 DR ) ⊗N is alternating because of the odd degree cohomology, so the invariants are precisely det H 1 DR . There is an evident map
To show this map is an isomorphism, it suffices to remark that one has a trace map
the existence of such a trace follows from the projection formula and the trace in de Rham cohomology with constant coefficients. Now one uses the geometry of the map π and (3.4) to compute the determinant. Lemma 3.3. Let X be a smooth variety over a field of characteristic 0. Let A ⊂ X be a smooth subvariety of codimension p. Let (E, ∇) be an integrable connection on X. Then
Proof. Write H r A (F ) for the Zariski sheaf associated to the presheaf U → H r A (U, F ) for any Zariski sheaf F on X. For F locally free, H r A (F ) = (0) for r = p by purity. Duality theory gives (here X ⊃ A α ⊃ A runs through nilpotent thickenings)
We want to show that this map is an isomorphism, compatible with the connection, thus yielding a quasiisomorphism of complexes
The problem is local, so we can assume
in the derived category of Zariski sheaves on A, and in the derived category we may write
(3.12)
In this way, we reduce to verifying (3.9) in the case p = 1. So, suppose A : t = 0 in X = Spec (R). We have
. By [4] , since E has no singularity along t = 0, one has
Thus res : 
upto scalar. ∂(a) in the above refers to the evident boundary of this trivialization in
Proof. Let p(a) correspond to a line bundle M of degree N, we consider the exact sequence 
Note the (open) condition for an element in
Because B ⊂ G N , we must factor out by the action of G m , which we can normalize away by setting u 10 = 1. Thus we have
Using the localization sequence and lemma 3.4, we get an exact sequence
where p : G N → J N with J = J(C) the absolute Jacobian. The fact that the vertical arrows in this diagram are isomorphisms follows because the maps are maps of affine space bundles and the line bundles with connection are pulled back from the base.
To simplify the presentation, we will assume that m 1 ≥ 2. Another proof of our formula for the de Rham determinant in the case D = D = c i , (i.e. for regular singular points) will be given in theorem 4.5.
Lemma 3.6. Assume the line bundle L on C has degree 0, and that
Proof. The isomorphism on the right in (3.20) implies we must show 
has trivial cohomology. This is straightforward.
as a line with a connection over K.
Proof. Note m − 2 = N − 2g. Extending the top sequence in (3.20) one step to the left and using the previous lemma gives the left isomorphism. We have already seen the isomorphism on the right. We postpone until lemma 3.10 the proof that Ξ| B doesn't vanish at any other point of B.
By assumption we start with an absolute, invariant, integrable connection on L of degree 0 on J. Restricting to B, we get an absolute closed invariant 1-form Ψ, whose corresponding relative form is Ξ. Recall (3.19) we have coordinates u ij on B with u 10 = 1, u i0 = 0, and
Lemma 3.9. Under the assumption that 
is given by the closed form
Proof. Recall (2.27) the relative invariant forms on G := ker(G → J) are the τ ij defined by the expression
where the nonvanishing condition comes from the requirement that the form restricted to C − D gives a trivialization along D (see (2)). If we write ( mod T
we get the table
Note if we give u ij , du ij , ν ij all weight j, then τ ij will be homogeneous of weight j. Comparing (3.33) and (3.31), it follows that if we expand Ξ| B in terms of the du ij , omitting du 10 and du 1,m 1 −1 , we find
Here the a ij = 0. Looking at the weights, we see that for p ≤ m i − 2 
Using this, we can get n i = 0. If m i = 1 and i ≥ 2 the relation becomes
If a i,0 is not a positive integer, we can arrange n i = 0.
On the other hand, we claim that if m i = 1, then a i0 is the residue of i * ∇ along c i . Indeed (2.27) shows that in this case, τ i0 = d log u i0 , and u i0 is then just the local parameter in the point c i (see (2.26)). Thus the quasiisomorphism Proof. We have seen in the proof of lemma 3.8 that Ξ vanishes at a point in B. We must show it vanishes at at most one point. Let b = (. . . , b ij , . . . ) ∈ B be a point. Write b = (. . . , y ij , . . . ) with respect to the coordinates ν ij (3.32). Staring at (3.33), the conditions that Ξ| b = 0 are seen to be (recall i du i,m i −1 = 0 = du 10 ) for i ≥ 2
For i = 1 one gets the same list but with the last line (coefficient of du i0 ) omitted. Finally, using ν 10 = 1 and du 1,
Since λ i,m i −1 = 0, equations (3.41) and (3.42) admit a unique solution for the y ij . Since we know Ξ vanishes at at least one point of B, this point must lie in B.
Finally, we must calculate the Gauß-Manin connection on
Define Ψ to be an absolute invariant form lifting Ξ. By assumption our connection on C − D comes from an absolute integrable connection which, by proposition 2.17, comes from an absolute integrable connection on G. Restricting this connection to B gives our Ψ.
Lemma 3.11. With notation as above, there exists
If moreover ∇ is integrable, then η is closed.
Proof. Since Ξ is (relatively) closed on B, one can write
Lifting to an absolute form forces
Here the η j are linearly independent in Ω 1 K . Using dΨ = 0 modulo Ω 2 K ⊗ O B and taking residues along u i0 = 0 yields
We now compute the Gauß-Manin connection. We have the diagram of global sections
The connection is determined by its value on θ (3.29). To calculate, one lifts θ toθ ∈ Ω m−2 B/k and then applies d + Ψ. But forθ one can choose the form with the same expression (3.29). This form is closed, so
Here we write F = I a I u I , a i ∈ K and d K (F ) := da I u I . Proof. We have seen (lemma 3.8) that this point b is determined by the condition that
We have + terms involving only u ik ; k < j. (3.53)
where σ I is a sum of terms of weights < |I| and terms of weight |I| only involving u i0 , . . . , u i,j−1 . Note that b I = σ I (b) because g i,m i −1−j (b) = 0. In this way we reduce to the case u I = u p i0 . Our assumption on the weight implies m i ≥ 2, so
Together with (3.35) and g ij (b) = 0, this enables us to reduce to p = 0.
Finally, we must consider the case where the weight of I is m i − 1. If m i ≥ 2 we can use the above argument, except in the case
i0 . In this case, the a i,m i −1−j in (3.54) is a I in the expansion F = I a I u I , so = 0, so the corresponding a I = 0 and by (3.52) this term contributes nothing to Ψ| {b} . Similarly, by (3.50) there is no contribution to Ψ ∧ θ.
To summarize, we have proven Theorem 3.13. Let C/K be a complete smooth curve of genus g over a field 
is an O D -linear isomorphism and determines a trivialization of 
is an absolute connection with vertical curvature
is a quasiisomorphism. We assume ∇ /K has a pole at every c i ∈ D. Note this implies that ∇ /K does not factor through Ω
is acyclic. Take e a local basis of L at c i and z a local parameter, and suppose the connection can be written locally as
The assumption that ∇ /K does have a pole at c i implies that m ≥ 2, so z −1 e would represent a nontrivial element in H 0 of the complex (4.3), a contradiction.
By lemma 3.1 we know that the verticality condition implies that the absolute connection extends as
From now on, we fix such a (L, ∇).
As we have seen, the map L| D → L ⊗ Ω 
The aim of this section is to define a product
Here K 2 is the Milnor sheaf associated to K 2 , and the map
. For a more detailed study of characteristic classes for connections defined in the hypercohomology of such complexes, the reader is referred to [6] . In addition, we will define a trace Tr :
We write
We define ∪ by
Concretely, we can write the product in terms of Cech cocyles. Here C i refers to Cech cochains, δ is the Cech coboundary, and d is a boundary in the complex:
is a local lifting of µ i . Note we have replaced the complex K 2 → Ω 2 C with the quasiisomorphic complex
Proposition 4.2. The product ∪ extends to
Proof. The map
is surjective, and its kernel is the Z-module generated by (O(D i ), d i ) where d i is the connection with logarithmic poles along D i with residue -1. Let z 1 be a local coordinate around c 1 . Let U i be a Cech covering of C, with c 1 ∈ U 1 ⊂ V 1 , and c 1 / ∈ U i , i = 1. Assume c 1 is the only zero or pole of z 1 on U 1 . Let
1 ] * ) with Z 1 = z 1 and Z i = 1 for i = 1, the cocyle of (4.7) is just the coboundary
(Note Z j is invertible on U ij for i = j so the K 2 -cochain is defined.)
Now we define the trace. We have (with standard K-theoretic notation,
and of course
(4.13)
Lemma 4.3. The trace
Tr :
where the last term is a cocycle as in (4.12) or the quotient complex (4.16). For (L(νc), ∇(νc)) one replaces a by a − νz m−1 , leaving b and m unchanged.
By proposition 4.2, one has
) .
The nontrivial part in the last expression is computed in 
In particular, (da − (m − 1)b) |c = 0. The difference of the two products is therefore (0, 0, d log a ν ), which vanishes in Ω
Suppose now and the translation ∇ 0 is invariant, the second equality is a direct interpretation of the first one. Now we can formulate and prove a variant of theorem 3.13. to trivialize the connection at c 0 and applied the projection formula to this tensor connection.
