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QUANTIZATION OF THE CONFORMAL ARCLENGTH
FUNCTIONAL ON SPACE CURVES
EMILIO MUSSO AND LORENZO NICOLODI
Abstract. By a conformal string in Euclidean space is meant a closed critical
curve with non-constant conformal curvatures of the conformal arclength func-
tional. We prove that (1) the set of conformal classes of conformal strings is in
1-1 correspondence with the rational points of the complex domain {q ∈ C :
1/2 < Re q < 1/
√
2, Im q > 0, |q| < 1/√2} and (2) any conformal class has a
model conformal string, called symmetrical configuration, which is determined
by three phenomenological invariants: the order of its symmetry group and its
linking numbers with the two conformal circles representing the rotational axes
of the symmetry group. This amounts to the quantization of closed trajecto-
ries of the contact dynamical system associated to the conformal arclength
functional via Griffiths’ formalism of the calculus of variations.
Introduction
The Mo¨bius geometry of space curves was mainly developed in the first half of
the past century [9, 21, 37, 38] and later taken up starting from the early 1980’s
[4, 19, 35, 36]. Further developments of the subject as an instance of the conformal
geometry of submanifolds can be found in [2] and the literature therein. The
subject has also received much attention for its many fields of application, including
the theory of integrable systems [5, 8], the topology and Mo¨bius energy of knots
[1, 11, 18], and the geometric approach to shape analysis and medical imaging [34].
Let γ ⊂ Rn, n ≥ 3, be a smooth curve parametrized by arclength s. The
conformal arclength parameter ζ of γ is defined (up to a constant) by
(0.1) dζ =
(〈...γ , ...γ 〉 − 〈γ¨, γ¨〉2) 14 ds =: ηγ ,
where 〈 , 〉 is the standard scalar product on Rn. The 1-form ηγ , the infinitesimal
conformal arclength of γ, is conformally invariant. If ηγ |s 6= 0, for each s, the
curve is called generic.1 The conformal arclength ζ gives a conformally invariant
parametrization of a generic curve. We consider the conformally invariant varia-
tional problem on generic curves defined by the conformal arclength functional
(0.2) L[γ] =
∫
γ
ηγ .
2000 Mathematics Subject Classification. 53A30, 53A04, 53A55, 53D20, 58A17, 58-04.
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1Generic curves, either closed or not, constitute an open dense subset of all smooth curves in
the C∞ topology (cf. [4]).
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This variational problem was studied in [26] for n = 3 and more recently in [22] for
higher dimensions.2 Accordingly, the critical curves can be found by quadratures
and explicit parametrizations are given in terms of elliptic functions and integrals.
In this paper we address the question of existence and properties of closed critical
curves for the functional L. Actually, it suffices to consider the 3-dimensional case
only, since from the results in [22] we can see that any closed critical curve in Rn lies
in some R3 ⊂ Rn, up to a conformal transformation. It is known that a generic space
curve is determined, up to conformal transformations, by the conformal arclength
and two conformal curvatures (cf. Section 1). As for a closed critical curve with
constant conformal curvatures, one can see that it is conformally equivalent to a
closed rhumb line (loxodrome) of a torus of revolution (cf. Example 1).
The purpose of this paper is to study the class of closed critical curves with
non-constant conformal curvatures, for brevity called conformal strings. We begin
by describing our three main results. If γ, γ˜ : R → R3 are two curves and [γ], [γ˜]
denote their trajectories, then γ and γ˜ are said Mo¨bius (conformally) equivalent if
there is an element A of the Mo¨bius group G of R3, such that A · [γ] = [γ˜]. By a
conformal symmetry of a curve γ is meant an element A ∈ G, such that A · [γ] = [γ].
The set of all symmetries of γ is a subgroup Gγ of G. The symmetry group of a
closed curve with non-constant conformal curvatures is finite and its cardinality is
called the symmetry index of γ. Our first main result is the following.
Theorem A. The Mo¨bius classes of conformal strings are in 1-1 correspondence
with the rational points of the complex domain
Ω =
{
q ∈ C : 1
2
< Re q <
1√
2
, Im q > 0, |q| < 1√
2
}
.
The rational points of Ω are called the moduli of conformal strings.
Using this theorem and other technical results, we will prove that any Mo¨bius
class of strings is represented by a model string. This is our second main result.
Theorem B. The conformal strings corresponding to a modulus q ∈ Ω are Mo¨bius
equivalent to a model string γq = (x(t), y(t), z(t)) : R→ R3,
(0.3)

x(t) =
√
2
r(t)µ
√
k(t)2 − υ2 cos Θ2(t),
y(t) =
√
2
r(t)µ
√
k(t)2 − υ2 sin Θ2(t),
z(t) =
√
2
r(t)υ
√
µ2 − k(t)2 sin Θ1(t),
called the symmetrical configuration of q. Here
k(t) =
{√
a cn
(√
a− b t, aa−b
)
, b < 0,√
a dn
(√
a t, a−ba
)
, b > 0,
r(t) =
√
µ2 − υ2k(t) + υ
√
µ2 − k(t)2 cos Θ1(t),
where µ = 1√
2
√
a+ b+
√
4 + (a− b)2, υ = 1√
2
√
a+ b−√4 + (a− b)2,
Θ1(t) =
∫ t
0
µ
µ2 − k(u)2 du, Θ2(t) =
∫ t
0
υ
υ2 − k(u)2 du,
2We adhere to the standard terminology adopted for L in the literature. However, observe
that
(〈...γ , ...γ 〉 − 〈γ¨, γ¨〉2)1/4 has the dimension L−1, so that ηγ is dimensionless.
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and where a and b are real parameters, uniquely defined by q, such that a > 0,
a > b, b 6= 0, and ab > 1.
The symmetry group of a symmetrical configuration has a special structure,
which is described by the following.
Theorem C. Let γq : R → R3 be the symmetrical configuration corresponding to
the modulus q = q1 + iq2, where q1 = m1/n1, q2 = m2/n2, and the pairs (m1, n1),
(m2, n2) are coprime integers. Let n be the least common multiple of n1 and n2,
and consider the coprime integers h1 = n/n1 and h2 = n/n2. Then,
(1) n is the order of the symmetry group of γq;
(2) m1h1 and m2h2 are the linking numbers of γq with the Clifford circle
C = {(x, y, 0) ∈ R3 : x2 + y2 = 2}
and the z-axis, respectively.
An important consequence of the previous results is that the conformal shape
of a string is uniquely determined by three phenomenological invariants: the order
of its symmetry group and its linking numbers with the two axes of the symmetry
group. The explicit construction of a string from the phenomenological invariants
requires the inversion of the period map of L (cf. Section 2). In this respect,
some numerical experiments carried out with the software Mathematica suggest
that conformal strings are simple curves (cf. Section 6). However, a rigorous proof
of this fact is still missing. Another interesting problem is to find an estimate for
the asymptotic growth of %(n), the cardinality of the set of Mo¨bius classes of strings
with symmetry order n. Numerical experiments suggest a quadratic growth of %(n).
The theorems above have a conceptual explanation within the general scheme
of Griffiths’ formalism of the calculus of variations [12, 13, 28, 29, 30, 31, 32].
Using Griffiths’ formalism, the momentum space of the variational problem can be
identified with Y = G+ × A, where G+ is the identity component of the Mo¨bius
group of R3 and A is a 3-dimensional submanifold of g∗, the dual of the Lie algebra
of G+. Moreover, the restriction ξ ∈ Ω1(Y ) of the Liouville form of T ∗(G+) defines
an invariant contact structure on Y . By choosing a suitable set of coordinates on
A, say p1, p2 and p3, the characteristic curves of the contact form are given by
t ∈ R 7→ (F(t), p1(t), p2(t), p3(t)) ∈ Y,
where F is the canonical lift of a stationary curve γ, p1 and p2 are the confor-
mal curvatures, and p3 = p
′
1. From a theoretical point of view, the study of the
variational problem is equivalent to that of the dynamical system defined by the
characteristic vector field of the contact form ξ. One can easily see that the contact
momentum map is given by
J : (F, p) ∈ Y 7→ Ad∗(F )(ξ|(F,p)) ∈ g∗.
(For the construction of the momentum map in contact geometry, see for instance
[33].) Moreover, the action of G+ on Y is Hamiltonian and coisotropic, and the
characteristic vector field is collective completely integrable [10, 14, 17].3 Conse-
quently, the flow can be linearized on the fibers of the momentum map and its
trajectories can be found by quadratures (see [12] for a general description of the
3Here, we adopt the terminology used in [14]. In the literature, the term non-commutative
completely integrable systems is also used.
4 EMILIO MUSSO AND LORENZO NICOLODI
integration procedure). Theorems A and C say that the contact dynamical system
is quantizable, at least in the sense of “the old quantum theory” (Bohr’s atom the-
ory) [24], and that the quantum numbers of the closed (quantizable) trajectories
have a precise geometric meaning.
The paper is organized as follows. Section 1 collects some basic facts about the
conformal geometry of space curves. Section 2 recalls the Euler–Lagrange equations
of the variational problem and discusses the example of closed critical curves with
constant conformal curvatures. Then, after introducing the natural parameters of
a critical curve with non-constant periodic conformal curvatures, the period map
of the functional L is defined, and conformal strings are characterized in terms of
the natural parameters, via the period map. Section 3 deals with a technical result
about the period map, from which Theorem A follows directly. Section 4 proves
Theorem B, while Section 5 proves Theorem C. Section 6 discusses some examples.
Numerical and symbolic computations, as well as graphics, are made with the
software Mathematica. As basic references for the theory of elliptic functions and
integrals we use the monographs [3, 20] (see also [39]). For the few notions of knot
theory used in the paper we refer to [23]. A general reference for Mo¨bius geometry
is [15], to which we refer for an updated list of modern and classical references to the
subject (see also [16]). The main results of the paper were previously announced
in [27].
(Added in proof) Since acceptance of the manuscript, the paper [7] has appeared,
which studies the local and global conformal invariants of timelike curves in the
(1+2)-Einstein universe and addresses the question of existence and properties of
closed trajectories for the conformal strain functional.
Acknowledgments. The authors would like to thank the referees for their valuable
comments and suggestions.
1. Preliminaries
1.1. The conformal group. Let R4,1 denote R5 with the Lorentz scalar product
(1.1) (v, w) = −(v0w4 + v4w0) +
3∑
j=1
vjwj =
4∑
a,b=0
gabv
awb, gab = gba,
where v = (v0, . . . , v4), and with the space and time orientations defined, respec-
tively, by the volume form dv0 ∧ · · · ∧ dv4 and the positive light cone
(1.2) L+ = {v ∈ R4,1 : (v, v) = 0, v0 + v4 > 0}.
The Mo¨bius spaceM3 is the projectivization of L+, endowed with the oriented con-
formal structure induced by the scalar product and the space and time orientations.
If (e0, . . . , e4) is the standard basis of R4,1, the map
(1.3) J : x = (x1, x2, x3) ∈ R3 7→
 〈x, x〉
2
e0 +
3∑
j=1
xjej + e4
 ∈M3.
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is an orientation-preserving conformal diffeomorphism of R3 onto the Mo¨bius space
minus the point P∞ = [e0]. The inverse of J is the conformal projection
(1.4) P :
[
4∑
a=0
vaea
]
∈M3 \ {P∞} 7→ 1
v4
(v1, v2, v3) ∈ R3.
The Mo¨bius group G consists of all pseudo-orthogonal transformations preserving
the volume form. It is a 10-dimensional Lie group with two connected components.
The first component is the subgroup G+ consisting of all F ∈ G preserving the pos-
itive light cone and the second one consists of all F ∈ G switching the positive light
cone with the negative one. The group G acts effectively and transitively on the
left of M3 preserving the conformal structure. The classical Liouville theorem [6]
asserts that every conformal automorphism of M3 is induced by a unique element
of G. Consequently, the Mo¨bius group can be viewed as the pseudo-group of all con-
formal transformations of Euclidean 3-space. The orientation-preserving conformal
transformations are induced by the elements of G+, while the conformal transfor-
mations induced the elements of G− are orientation-reversing. For each F ∈ G+,
we denote by F0, . . . ,F4 its column vectors. Then, (F0, . . . ,F4) is a positive light
cone basis of R4,1, that is a positive-oriented basis such that
(Fa,Fb) = gab, F0,F4 ∈ L+, a, b = 0, . . . , 4.
Conversely, if (F0, . . . ,F4) is a positive light-cone basis, then the matrix F with
column vectors F0, . . . ,F4 i s an element of G+. The Lie algebra of G consists of
all skew-adjoint matrices of the scalar product (1.1), that is
g =
{
X ∈ gl(5,R) : tXg + gX = 0} ,
where g = (gab). The maximal compact abelian subgroups of G are conjugate to
the 2-dimensional torus
(1.5) T = {R(φ1, φ2) : φ1, φ2 ∈ [0, 2pi)} ∼= SO(2)× SO(2),
where
(1.6) R(φ1, φ2) =

1+cosφ2
2 0 0 −
sinφ2√
2
1−cosφ2
2
0 cosφ1 − sinφ1 0 0
0 sinφ1 cosφ1 0 0
sinφ2√
2
0 0 cosφ2 − sinφ2√2
1−cosφ2
2 0 0
sinφ2√
2
1+cosφ2
2
 .
Note that R(φ1, φ2) is the composition of the Euclidean rotation of angle φ1 around
the z-axis with the toroidal rotation of angle φ2 around the Clifford circle C =
{(x, y, 0) : x2 + y2 = 2}. The z-axis and the Clifford circle are the rotational axes
of T . The rotational axes of any other maximal torus FTF−1 are the images under
F of the axes of T .
1.2. Mo¨bius geometry of space curves. Let γ : I ⊂ R→ R3 be a smooth curve
parametrized by arclength s, I an open interval. Points where the infinitesimal
conformal arclength ηγ (cf. (0.1)) vanishes are called vertices of γ (cf. [4, 19]).
Generic curves, i.e., without vertices, can be parametrized by the conformal arc-
length parameter ζ, defined (up to a constant) by dζ = ηγ . If such a conformal
parametrization is defined for every ζ ∈ R, the curve is said complete. A frame field
along γ is a smooth map F : I → G+, such that P ◦F4 = γ. We have the following.
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Proposition 1.1 (cf. [4, 9, 22, 26, 36]). For any oriented generic curve γ : I → R3,
there is a unique frame field F : I → G+ along γ, the Vessiot frame, such that
(1.7) F−1dF =
 0 1 0 0 0k2 0 0 0 11 0 0 k1 0
0 0 −k1 0 0
0 k2 1 0 0
 ηγ ,
where k1, k2 are smooth functions, called the conformal curvatures. We call Γ =
F4 : I → L+ the canonical null lift of γ.
Remark 1. If γ is biregular and T = γ˙, N , B is its Frenet frame, with Frenet–Serret
equations T˙ = κN , N˙ = −κT + τB, B˙ = −τN , we have ...γ = −κ2T + κ˙N + κτB
and then ηγ =
4
√
κ˙2 + κ2τ2 ds (cf. [36, 37]). The conformal curvatures take the
form
(1.8) k1 = r
5
(
κ2τ3 + κκ˙τ˙ + τ(2κ˙2 − κκ¨)) , k2 = 1
2
(
r˙2 − 2rr¨ − r2κ2) ,
where r = (κ˙2 + κ2τ2)−1/4 (cf. [36]). For a geometric description of vertices and
the conformal arclength via the osculating circles of γ we refer to [19, 25].
Remark 2. The construction of F is explicit and only involves derivatives and sim-
plification of F−1dF by linear relations on entries. If γ : R → R3 is a periodic
parametrization of a closed curve, F is a periodic G+-valued map. The value of
F at t ∈ I depends on the fourth order jet of γ at t. If ηγ = dζ, any solution
of the linear system (1.7) is the Vessiot frame of the conformal parametrization
γ = P ◦ [F4] of a generic curve with curvatures k1 and k2. If F, F˜ : R→ G+ are two
solutions of (1.7), with initial conditions in G+, there is a unique A ∈ G+, such
that F˜ = AF. This shows that the conformal curvatures determine the curve, up
to an orientation-preserving conformal transformation.
A curve γ : R→ R3 is called chiral if its symmetry group Gγ is contained in G+.
Definition 1.1. A generic curve γ : R→ R3 parametrized by conformal arclength
is said quasi-periodic if its conformal curvatures are non constant, periodic, with a
common minimal period ω > 0; ω is called the conformal wavelength of γ.
The monodromy of a quasi-periodic curve is the element M := F(ω)F(0)−1 ∈ G+.
By construction, M satisfies
(1.9) F(t+ pω) = MpF(t), ∀t ∈ R, ∀p ∈ Z.
Therefore, M generates a subgroup Ĝγ ⊂ Gγ , the monodromy group of γ. If γ is
closed, the integral of ηγ along γ is nω, where n is the cardinality of Ĝγ .
If A is an orientation-reversing conformal transformation, the conformal curva-
tures of A·γ are −k1 and k2, respectively. Thus, generic curves whose first curvature
is nowhere vanishing are chiral. In this case, we assume that γ has positive chirality
(i.e., k1 > 0). If γ is a real-analytic curve with positive chirality, then Ĝγ = Gγ
and γ is closed if and only if M has finite order. Note that the symmetry index of
a real-analytic closed curve with positive chirality coincides with the order of the
monodromy.
2. Critical curves
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2.1. The Euler-Lagrange equations. The critical curves of the functional L
(0.2) are characterized by the Euler–Lagrange equations [26]
(2.1) k′′1 = 2k1(C1 − k21), k2 = −
3
2
k21 + C1,
where C1 is a constant of integration and k
′′
1 is the second order derivative of k1
with respect to the conformal arclength ζ.
Example 1 (Critical curves with constant conformal curvatures). Let γ be a crit-
ical curve with constant conformal curvatures. Then, either k1 = 0 and k2 ∈ R,
or k2 = −k21/2 and k1 ∈ R \ {0}. In the second case, we may assume k1 > 0.
The class of curves with constant conformal curvatures was studied in [36]: they
are equivalent to the rhumb lines of either a torus of revolution, or a round cone,
or else a circular cylinder. Since we deal with curves without vertices, the merid-
ians and the parallels must be excluded from the discussion. The rhumb lines of
a round cone, which possibly can degenerate into the punctured plane, are helices
over logarithmic spirals, while the rhumb lines of a circular cylinder are circular
helices. All of them are not closed. From the viewpoint of the conformal geometry,
any rotationally invariant torus4 is equivalent to a torus Tr generated by rotating
around the z-axis the circle in the xz-plane with radius (2 − r2)/2r and center
((r2 + 1)/2r, 0, 0), for some r ∈ (0,√2). The latter are the regular orbits of the
action of the group T (cf. (1.5)) on the Euclidean space. If
xr(θ, φ) =
4r cos θ
2+r2+(2−r2) cosφ ,
yr(θ, φ) =
4r sin θ
2+r2+(2−r2) cosφ ,
zr(θ, φ) =
√
2(r2−2) sinφ
2+r2+(2−r2) cosφ
are parametric equations of Tr, its rhumb lines are
αr,m,n : t ∈ R 7→ (xr(nt,mt), yr(nt,mt), zr(nt,mt)) ∈ R3,
where m,n ∈ R and mn 6= 0, n 6= ±m. The conformal curvatures of αr,m,n arek1 = −
(2+r2)mn
4
√
8m2n2(m2−n2)2r2(2−r2)2 ,
k2 =
(8n4r2+m4(r2−2)2)|mn(m2−n2)|
4
√
2rm2n2(m2−n2)(r2−2) .
They verify the inequality 2k21k2 < −1. Conversely, every curve with constant
conformal curvatures that satisfies the above inequality is equivalent to a rhumb
line of Tr, for some r ∈ (0,
√
2). Possibly, r can be computed in terms of the
constants k1 and k2. From this it follows that, up to conformal transformations,
the only closed critical curves with constant conformal curvatures are of the form
αr(q),q,1, where q is a positive rational number different from 1 and
r(q) =
√
2
q
√
2 + q2 − 2
√
1 + q2.
The trajectory of αr(q),q,1 is a torus knot of type (m,n), where m,n are coprime
integers such that m/n = q, see Figure 1.
4And, more generally, every compact Dupin cyclide.
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Figure 1. Closed critical curves with constant conformal curva-
tures and torus knots of type (3, 2) and (7, 3), respectively.
From now on we consider critical curves with non-constant conformal curvatures,
parametrized by the conformal arclength parameter. Then, (2.1) implies
(2.2) (k′1)
2 + k41 − 2C1k21 = C2,
where C2 is another constant of integration. This equation has non-constant peri-
odic solutions if and only if the polynomial P (t, C1, C2) = t
2 − 2C1t− C2 has two
distinct real roots, denoted by a, b and ordered in such a way that a > b, with a > 0
and b 6= 0. Then (2.1) can be rewritten in the form
(2.3) (k′1)
2 + (k21 − a)(k21 − b) = 0, k2 = −
3
2
k21 +
a+ b
2
.
The general solution of (2.3) is given by
(2.4) k1(t) = 1k(a,b)(2t+ h), k2(t) = −3
2
k1(t)
2 +
a+ b
2
,
where 1, 2 = ±1, h is any real constant, and k(a,b) is the Jacobi elliptic function
(2.5) k(a,b)(t) =
{√
a cn
(√
a− bt, aa−b
)
, b < 0,√
a dn
(√
at, a−ba
)
, b > 0.
By possibly reversing the orientation along the curve, acting with an orientation-
reversing conformal transformation and shifting the independent variable, we can
assume that 1 = 2 = 1 and h = 0. We have proved the following.
Proposition 2.1. The Mo¨bius classes of quasi-periodic critical curves are in 1-1
correspondence with the points (a, b) of the planar region
(2.6) S = {(a, b) : a > 0, a > b, b 6= 0} .
We call a and b the parameters of a quasi-periodic critical curve.
Remark 3. The Mo¨bius class of a critical curve with parameters a and b is repre-
sented by any conformal parametrization γ : R→ R3 with curvatures
(2.7) k1 = k(a,b), k2 = −3
2
k2(a,b) +
a+ b
2
.
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Note that the minimal period of k(a,b) is given by
(2.8) ω(a,b) =
{
4K
(
a(a− b)−1)/√a− b b < 0,
2K
(
b−1(a− b))/√a b > 0,
where
(2.9) K(m) =
∫ pi/2
0
1√
1−m sin2 t
dt
is the complete elliptic integral of the first kind.
2.2. Closure conditions. Let Σ denote the open subset of S ⊂ R2 defined by
(2.10) Σ = {(a, b) ∈ S : ab > 1} .
For every (a, b) ∈ Σ, let
(2.11)
µ(a, b) =
1√
2
√
a+ b+
√
4 + (a− b)2,
υ(a, b) =
1√
2
√
a+ b−
√
4 + (a− b)2,
and define
(2.12)
Φ1(a, b) :=
1
2pi
∫ ω(a,b)
0
µ(a, b)
k(a,b)(t)2 − µ(a, b)2 dt,
Φ2(a, b) :=
1
2pi
∫ ω(a,b)
0
υ(a, b)
k(a,b)(t)2 − υ(a, b)2 dt.
These integrals can be evaluated in term of the complete integral of the third kind
(cf., for example, [39])
(2.13) Π(n,m) =
∫ pi/2
0
dt
(1− n sin2 t)
√
1−m sin2 t
, −1 < n,m < 1.
As a result, we have
(2.14)
Φ1(a, b) =
µ(a, b)
pi
√
a(a− µ(a, b)2)Π
(
a− b
a− µ(a, b)2 ,
a− b
a
)
,
Φ2(a, b) =
υ(a, b)
pi
√
a(a− υ(a, b)2)Π
(
a− b
a− υ(a, b)2 ,
a− b
a
)
.
Definition 2.1. We call Φ = (Φ1,Φ2) : Σ → R2 the period map of the conformal
arclength functional. By construction, Φ is non constant and real analytic.
We are now in a position to state the following.
Theorem 2.2. A quasi-periodic critical curve with parameters a and b is a con-
formal string if and only if (a, b) ∈ Σ and Φ1(a, b), Φ2(a, b) ∈ Q.
For every (a, b) ∈ S, let γ : R→ R3 be the conformal parametrization of a quasi-
periodic critical curve with parameters (a, b) ∈ S, such that F(0) = Id, where F is
the Vessiot frame along γ. The claim is that γ is periodic if and only if (a, b) ∈ Σ
and Φj(a, b) ∈ Q, j = 1, 2. For brevity, let k denote the first conformal curvature
k1, let µ and υ denote the constants µ(a, b), υ(a, b), respectively, and let ω denote
the minimal period ω(a, b).
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Lemma 2.3 (cf. [26]). The canonical null lift Γ : R→ L+ of γ satisfies the linear
system
X ′ =
(
k′
k
Id− k
2 − a− b
k′2 + 1
X +
k′(k2 − a− b)
k(k′2 + 1)
X2(2.15)
+
1
k′2 + 1
X3 − k
′
k(k′2 + 1)
X4
)
X,
with the initial condition Γ(0) = e4, where
X =
 0 0 1 0 01 0 0 √a 0−b/2 0 0 0 1
0 −√a 0 0 0
0 1 −b/2 0 0
 ∈ g.
Using Lemma 2.3, an explicit integration of the critical curves was carried out
in [26] (see also [22]). The proof of Theorem 2.2 is a direct consequence of this
integration. According to the analysis carried out in [26], we are led to consider
three cases, depending on whether ab < 1, ab = 1, or ab > 1. It follows from
[26] that the conformal parametrizations of a quasi-periodic critical curve with
parameters a, b can only be periodic if ab > 1, in which case the following holds.
Lemma 2.4. A quasi-periodic critical curve with ab > 1 is closed if and only if
Φ1(a, b) and Φ2(a, b) are rational numbers.
Proof of Lemma 2.4. Assume that a > 0, a > b, and ab > 1. Then, the eigenvalues
of X are λ0 = 0, λ1,± = ±iµ, and λ2,± = ±iυ. Choose Y ∈ GL(5,C), such that
Xˆ = Y −1XY =
( 0 0 0 0 0
0 iµ 0 0 0
0 0 −iµ 0 0
0 0 0 iυ 0
0 0 0 0 −iυ
)
and consider the map V = Y −1Γ : R → C5. From (2.15), it follows that the
components v0, . . . , v4 of V satisfy
v′0 =
k′
k v0,
v′1 =
(
k′
k − ik
2−a−b
k′2+1 µ− k
′(k2−a−b)
k(k′2+1) µ
2 − i 1k′2+1µ3 + k
′
k(k′2+1)µ
4
)
v1,
v′2 =
(
k′
k + i
k2−a−b
k′2+1 µ− k
′(k2−a−b)
k(k′2+1) µ
2 + i 1k′2+1µ
3 + k
′
k(k′2+1)µ
4
)
v2,
v′3 =
(
k′
k − ik
2−a−b
k′2+1 υ − k
′(k2−a−b)
k(k′2+1) υ
2 − i 1k′2+1υ3 + k
′
k(k′2+1)υ
4
)
v3,
v′4 =
(
k′
k + i
k2−a−b
k′2+1 υ − k
′(k2−a−b)
k(k′2+1) υ
2 + i 1k′2+1υ
3 + k
′
k(k′2+1)υ
4
)
v4.
Using k′2 + (k2 − a)(k2 − b) = 0, the above equations take the form
v′1 = −
kk′ + iµ
µ2 − k2 v1, v
′
2 =
−kk′ + iµ
µ2 − k2 v2,
v′3 = −
kk′ + iυ
υ2 − k2 v3, v
′
4 =
−kk′ + iυ
υ2 − k2 v4.
Thus va = pawa, where p0, . . . , p4 ∈ C and w0, . . . , w4 are the complex-valued
functions given by
w0 = k, w1 =
√
µ2 − k2ei
∫ µ
µ2−k2 dt, w2 =
√
µ2 − k2e−i
∫ µ
µ2−k2 dt,
w3 =
√
υ2 − k2ei
∫
υ
υ2−k2 dt, w4 =
√
υ2 − k2e−i
∫
υ
υ2−k2 dt.
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Since k is a non-constant periodic function with minimal period ω, the functions
w0, . . . , w4 are periodic if and only if
Φ1 =
1
2pi
∫ ω
0
µ
k(t)2 − µ2 dt ∈ Q, Φ2 =
1
2pi
∫ ω
0
υ
k(t)2 − υ2 dt ∈ Q,
which proves the lemma. 
This proves Theorem 2.2. As a corollary, we have the following.
Proposition 2.5. The Mo¨bius classes of conformal strings are in 1-1 correspon-
dence with the elements of the countable set
Σ∗ =
{
(a, b) ∈ R2 : a > 0, a > b, ab > 1, Φ1(a, b), Φ2(a, b) ∈ Q
}
.
This Proposition will be used in the proof of Theorem A.
3. The proof of Theorem A
Theorem A asserts that the Mo¨bius classes of conformal strings are in one-to-one
correspondence with the rational points of the complex domain
Ω =
{
q ∈ C : 1/2 < Re q < 1/
√
2, Im q > 0, |q| < 1/
√
2
}
.
The proof of Theorem A will follow from Proposition 2.5 and the next result
about the period map Φ (cf. Definition 2.1).
Theorem 3.1. The period map Φ = (Φ1,Φ2) : Σ → R2 is a real-analytic diffeo-
morphism onto the domain
Ω˜ =
{
(x, y) ∈ R2 : −1/
√
2 < x < −1/2, x2 + y2 < 1/2, y > 0
}
.
The proof of Theorem 3.1 is based on a detailed study of the analytic properties of
Φ. This study is split into several technical results which will take up the remaining
part of the section.
3.1. Preparatory material. Note that Φ1, Φ2 : Σ → R, and hence the period
map Φ = (Φ1,Φ2), extend analytically to the domain
Σ˜ = {(a, b) : a > 0, ab ≥ 1} .
Slightly abusing notation, we will retain the same letters for the extensions of Φ1
and Φ2 to Σ˜. Let
(3.1) E : m ∈ [0, 1) 7→
∫ pi/2
0
√
1−m sin2 tdt ∈ R
be the elliptic integral of the second kind. Then, E(m) < K(m) and the ratio E/K
is a strictly decreasing function from [0, 1) onto (0, 1]. The power series of K and
E (cf. [20], p. 73, and [39]) are given by
(3.2)
K(m) =
pi
2
(
1 + 14m+
(
1·3
2·4
)2
m2 +
(
1·3·5
2·4·6
)2
m3 + · · ·
)
,
E(m) = pi2
(
1− 14m− 13
(
1·3
2·4
)2
m2 − 15
(
1·3·5
2·4·6
)2
m3 + · · ·
)
.
We also recall the expressions of the derivatives of the complete elliptic integral of
the third kind Π given in (2.13) (cf. [20], §3.7-3.9, and [39]),
(3.3)
{
∂nΠ|(n,m) = nE(m)+(m−n)K(m)+(n
2−m)Π(n,m)
2(m−n)(n−1)n ,
∂mΠ|(n,m) = E(m)2(m−1)(n−m) + Π(n,m)2(n−m) .
12 EMILIO MUSSO AND LORENZO NICOLODI
3.2. The derivatives of Φ1 and Φ2. Using (2.14) and (3.3), we have
(3.4)

(i) ∂aΦ1|(a,b) = X11(a,b)E(
a−b
a )+Y11(a,b)K(
a−b
b )
Z11(a,b)
,
(ii) ∂bΦ1|(a,b) = X21(a,b)E(
a−b
a )+Y21(a,b)K(
a−b
b )
Z21(a,b)
,
(iii) ∂aΦ2|(a,b) = X12(a,b)E(
a−b
a )+Y12(a,b)K(
a−b
b )
Z12(a,b)
,
(iv) ∂bΦ2|(a,b) = X22(a,b)E(
a−b
a )+Y22(a,b)K(
a−b
b )
Z22(a,b)
,
where the coefficients Xij(a, b), Yij(a, b), and Zij(a, b) are given by
X11(a, b) =
√
2
(
2z(a, b)− a2b+ a (4 + z(a, b)b) + b (4 + z(a, b)b)) ,
Y11(a, b) = −2
√
2
(
a+ z(a, b)− ab2 + b (3 + b(z(a, b) + b))) ,
Z11(a, b) = pi
√
az(a, b)(a− b)(a− b− z(a, b)) (a+ b+ z(a, b))3/2 ,
X21(a, b) = a(2b+ z(a, b)),
Y21(a, b) = −b(a+ b+ z(a, b)),
and by
Z21(a, b) =
√
2pib(a− b)z(a, b)√a(a+ b+ z(a, b)),
X12(a, b) =
√
2
(
2z(a, b) + a2b+ a(−4 + bz(a, b))− b(4− bz(a, b) + b2)) ,
Y12(a, b) = 2
√
2
(
a− z(a, b)− ab2 + b(3− bz(a, b) + b2)) ,
Z12(a, b) = pi
√
az(a, b)(a− b) (a− b+ z(a, b)) (a+ b− z(a, b))3/2 ,
X22(a, b) = a (z(a, b)− 2b) ,
Y22(a, b) = b (a+ b− z(a, b)) ,
Z22(a, b) =
√
2pi(a− b)bz(a, b)√a (a+ b− z(a, b)).
In the formulae above, z(a, b) stands for
√
4 + (a− b)2. These formulae have been
derived with the help of the software Mathematica. We now prove the following.
Proposition 3.2. The partial derivatives of Φ1 and Φ2 are strictly positive on
(3.5) Σ′ = {(a, b) : a > 1, ab > 1, b ≤ a} .
Proof. We begin by proving the following.
Lemma 3.3. ∂aΦ1|(a,b) > 0, for every (a, b) ∈ Σ′.
Proof of Lemma 3.3. Consider a > 1 and b ∈ (0, a]. Let b = (1 − m)a, with
m ∈ [0, 1), and let z˜(a,m) := √4 +m2a2. From (3.4)(i), we have
∂aΦ1|(a,(1−m)a) = X˜11(a,m)E(m) + Y˜11(a,m)K(m)
Z˜11(a,m)
,
where
X˜11(a,m) =
√
2 (−2z˜(a,m) + (2−m)a ((1−m)a(ma− z˜(a,m))− 4))) ,
Y˜11(a,m) = 2
√
2
(
(4−3m)a−(1−m)2ma3+z˜(a,m)+(1−m)2a2z˜(a,m)) ,
Z˜11(a,m) = pimaz˜(a,m)(z˜(a,m)− am) ((2−m)a+ z˜(a,m))3/2 .
First, we prove that ∂aΦ1|(a,(1−m)a) > 0, for every m ∈ (0, 1). If m ∈ (0, 1), then
Z˜11(a,m) > 0. So, if we set fm(a) = X˜11(a,m)/Y˜11(a,m), it suffices to show that
fm(a) +K(m)/E(m) > 0. The derivative of fm(a) with respect to a is
f ′m(a) = −
2m
4(2−m)a+(2−m)m2a3+2z˜(a,m)+(2−(2−m)m)a2z˜(a,m) .
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Thus, fm is a strictly decreasing function such that lima→∞ fm(a) = −(2 +m)/2.
This implies that
fm(a) +
K(m)
E(m)
> lim
a→∞ fm(a) +
K(m)
E(m)
=
K(m)
E(m)
− 2 +m
2
.
Deriving the function f˜(m) = K(m)E(m)−1 − (2 +m)/2, we find
f˜ ′|m = (E(m)−K(m))
2
2mE(m)2
+
mE(m)2
2(1−m)E(m)2 > 0.
Then, f˜ is strictly increasing and f˜(m) > limm→0 f˜ = 0, for every m ∈ (0, 1). This
implies ∂aΦ1|(a,(1−m)a) > 0, for every m ∈ (0, 1).
Next, we prove that ∂aΦ1|(a,a) > 0. Using the power series expansions of K(m)
and E(m), we find{
X˜11(a,m)E(m) + Y˜11(a,m)K(m) =
pi√
2
(2a+ z˜(a,m))m+ o(m),
Z˜11(a,m) = pia
√
az˜(a,m)2((2−m)a+ z˜(a,m))3/2m+ o(m).
From this, we have
∂aΦ1|(a,a) = lim
m→0
∂aΦ1|(a,(1−m)a) = 1
8a3/2
√
1 + a
> 0.

By similar arguments as in the proof of Lemma 3.3, one can prove that, for every
(a, b) ∈ Σ′, ∂bΦ1|(a,b) > 0, ∂aΦ2|(a,b) > 0, and ∂bΦ2|(a,b) > 0, which completes the
proof of Proposition 3.2. 
3.3. The image of Φ. Let Σ be as in (2.10). We will now prove the following.
Proposition 3.4. The Jacobian of Φ is strictly positive on Σ. In particular, the
image Φ(Σ) is a connected open set and Φ : Σ→ Φ(Σ) is a local diffeomorphism.
Proof. Let Φ∗ be the matrix of the differential of Φ. Using (3.4), the Jacobian
JΦ(a, b) of Φ at (a, b) is given by
JΦ(a, b) = det(Φ∗)|(a,b) =
E(a−bb )
(−2aE( b−aa ) + (a+ b)K(a−ba ))
2pi2a(a− b)b√(4 + (a− b)2)(ab− 1) .
Let w(a, b) denote the numerator of the right hand side. If we let b = (1 −m)a,
where m ∈ (0, 1) and a > 1/√1−m2, then
w(a, (1−m)a) = a(−2E(m) + (2−m)K(m)) > 0, ∀m ∈ (0, 1),
which implies the required result. 
We adopt the following conventions:
• Φ = (Φ1,Φ2) is considered as a function defined on Σ;
• Φ˜ denotes the analytic extension of Φ to Σ˜ = {(a, b) : a > 0, ab ≥ 1};
• Φ̂ denotes the restriction of Φ˜ to the closure Σ¯ of Σ.
Next, we prove the following.
Proposition 3.5. The mapping Φ is a real-analytic local diffeomorphism onto Ω˜.
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Proof. By Proposition 3.4, it suffices to prove that Ω˜ is the image of Φ. The
boundary of Σ consists of the simple arcs
∂+Σ = {(a, a) : a ≥ 1}, ∂−Σ = {(a, 1/a) : a ≥ 1}
which intersect at the point V = (1, 1), while the boundary of Ω˜ is made of the
three simple arcs
∂−Ω˜ = {(a, 0) : a ∈ [−1/
√
2,−1/2]},
∂0Ω˜ = {(−1/2, b) : b ∈ [0, 1/2]},
∂+Ω˜ = {(a,
√
a2 − 1/2) : a ∈ [−1/
√
2,−1/2]}
with vertices Q1 = (−1/
√
2, 0), Q2 = (−1/2, 0) and Q3 = (−1/2,−1/2), respec-
tively. The restriction Φ+ of Φ̂ to ∂+Σ is given by
Φ+ : (a, a) ∈ ∂+Σ 7→ 1
2
(
−
√
(a+ 1)a−1,
√
(a− 1)a−1
)
∈ ∂+Ω˜ \ {Q3}.
It is then a diffeomorphism of ∂+Σ onto ∂+Ω˜ \ {Q3}. Similarly, the restriction Φ−
of Φ̂ to ∂−Σ is the diffeomorphism onto ∂−Ω˜ \ {Q2} given by
Φ− : (a, 1/a) ∈ ∂−Σ 7→
(
− 1
pi
√
1+a2Π(1−a2, (a2−1)a−2), 0
)
∈ ∂−Ω˜ \ {Q2}.
Then Φ̂ maps the boundary of Σ to the boundary of Ω˜. Next, we show that the
image of Φ is contained in Ω˜. For, fix a > 1 and consider the curve defined by
φa(b) = Φ(a, b), for every b ∈ (1/a, a). From Proposition 3.2, we know that the
components φ1a and φ
2
a of φa are increasing functions. This implies
− 1√
2
< φ1a(a
−1) = −pi−1
√
1 + a2Π(1− a2, (a2 − 1)a−2)
< φ1a(b) < φ
1
a(a) = −
1
2
√
(a+ 1)a−1 < −1
2
,
and
0 = φ2a(1/a) < φ
2
a(b) < φ
2
a(a) =
1
2
√
(a− 1)a−1.
Combining these two inequalities, we find
0 < φ1a(b)
2 + φ2a(b)
2 < φ1a(a)
2 + φ2a(a)
2 = 1/2.
This shows that the image of Φ is contained in Ω˜. To prove equality, we need the
following technical lemma.
Lemma 3.6. Let {(an, bn)}n∈N ⊂ Σ be a sequence such that an → ∞. Then,
limn→∞ Φ1(an, bn) = −1/2.
Proof. The trajectory of φa is the graph of an increasing function
fa : (Φ1(a, a
−1),Φ1(a, a))→ R.
Given the sequence {(an, bn)}n∈N, we write Φ(an, bn) = (tn, fan(tn)), where tn is
an element of the open interval (Φ1(an, 1/an),Φ1(an, an)). From the limits
lim
a→∞ Φ̂1(a, a
−1) = − lim
a→∞
1
pi
√
1 + a2Π(1− a2, (a2 − 1)a−2) = −1
2
,
lim
a→∞ Φ̂1(a, a) = − lima→∞
1
2
√
(1 + a)a−1 = −1
2
,
QUANTIZATION OF THE CONFORMAL ARCLENGTH FUNCTIONAL 15
we have
−1
2
= lim
n→∞ tn = limn→∞Φ1(an, bn).

By Proposition 3.4, Φ : Σ → Ω˜ is a real-analytic local diffeomorphism onto its
image, and hence an open map. Consequently, X = Ω˜ \ Φ(Σ) is a closed subset
of Ω˜. The proof is complete if we show that Ω˜ \ Φ(Σ) is also open. Suppose it
is not open. Then, there is a point Q ∈ X, such that any open disk D(Q, 1/n)
centered at Q with radius 1/n, n ∈ N, intersects Φ(Σ). For every n ∈ N, choose
Qn ∈ D(p, 1/n) ∩Φ(Σ) and Pn ∈ Σ, such that Φ(Pn) = Qn. Two possibilities may
occur: either {Pn} is bounded, or else {Pn} is unbounded. In the first case, we may
assume that {Pn} converges to a limit point P . By construction, P belongs to Σ¯.
If P is an element of Σ, then Q = Φ(P ), which contradicts the fact that Q /∈ Φ(Σ).
So, P is an element of the boundary ∂Σ. This implies that Q = Φ̂(P ). On the
other hand, Φ̂ maps the boundary of Σ onto the boundary of Ω˜. Consequently, Q
would be an element of ∂Ω˜, which is absurd, since Q ∈ Ω˜. If {Pn} is unbounded,
by Lemma 3.6, the sequence made up with the abscissae of the points Qn = Φ(Pn)
converges to −1/2. So, the first coordinate of Q would be equal to −1/2 and hence
Q /∈ Ω˜, which is a contradiction. This concludes the proof of Proposition 3.5. 
3.4. Injectivity of Φ. By Proposition 3.2, we know that the first order partial
derivatives of Φ1 and Φ2 are strictly positive on Σ
′. Then, there is an open neigh-
borhood W of Σ′ such that the first order partial derivatives of Φ1 and Φ2 are
positive on W ′ = W ∩ Int(Σ˜). On this set, consider the nowhere vanishing vector
fields (see Figure 2)
(3.6) U1 =
(
1,−∂aΦ1
∂bΦ1
)
, U2 =
(
1,−∂aΦ2
∂bΦ2
)
.
By construction, the trajectories of the integral curves of U1 and U2 are graphs of
Figure 2. The vector fields U1/‖U1‖ and U2/‖U2‖, with some of
their integral curves.
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strictly decreasing functions, and hence they intersect ∂+Σ in at most one point.
In addition, for every Q = (x, y) ∈ Ω˜, we have
• the connected components of the level curve V1(x) = Φ−11 (x) ∩ Σ are con-
tained in the intersection of a trajectory of U1 with Σ.
• the connected components of the level curve V2(y) = Φ−12 (y) ∩ Σ are con-
tained in the intersection of a trajectory of U2 with Σ.
We now prove the following.
Lemma 3.7. The level curve V1(x′) is connected, for every Q′ = (x′, y′) ∈ Ω˜.
Proof. Consider the arcs ∂+Ω˜
′ = ∂+Ω˜ \ {Q1, Q3}, ∂−Ω˜′ = ∂−Ω˜ \ {Q1, Q2}, ∂+Σ′=
∂+Σ \{V } and ∂−Σ′ = ∂−Σ \{V }. From the proof of Proposition 3.5, we know
that the maps Φ̂|∂+Σ′ : ∂+Σ′ → ∂+Ω′ and Φ̂|∂−Σ′ : ∂−Σ′ → ∂−Ω′ are real-analytic
diffeomorphisms. For every Q′ = (x′, y′) ∈ Ω˜, let Q′± denote the intersections of
∂±Ω˜′ with the line x = x′ and let P ′+ = (a
′
+, a
′
+) and P
′
− = (a
′
−, 1/a
′
−) be the points
of ∂±Σ′, such that Φ̂(P ′±) = Q
′
±. Note that Φ̂
−1
1 (x
′) = Φ−11 (x
′) ∪ {P ′+, P ′−}.
• First, we prove that Φ̂−11 (x′) is compact. By continuity, Φ̂−11 (x′) is closed. Suppose
that Φ̂−11 (x
′) is unbounded. Then, there is a sequence {Pn} = {(an, bn)} ⊂ Φ−11 (x′),
such that limn→∞ an = +∞. By Lemma 3.6, {Φ1(Pn)} converges to −1/2. On the
other hand, the points Pn belong to V1(x′), and hence x′, which is the limit of the
sequence {Φ1(Pn)}, must be equal to −1/2. But this is absurd, since (x′, y′) ∈ Ω˜
and the abscissae of the points in Ω˜ are different from −1/2. This proves the
compactness of Φ̂−11 (x
′).
• Next, we prove that the points P ′± belong to the boundary of any connected
component of the level curve V1(x′). Let C be a connected component of V1(x′).
We know that C is the graph of a strictly decreasing function and that such a
function is bounded, by the compactness of Φ̂−11 (x
′). Since C is an embedded curve,
its boundary consists of two distinct points. On the other hand, C ⊂ Φ−11 (x′) ⊂
Φ̂−11 (x
′) = Φ−11 (x
′)∪ {P ′+, P ′−}. Using the fact that Φ−11 (x′) is an embedded curve,
we have that P ′+ and P
′
− are the two boundary points of C.
• To complete the proof, we show that two connected components of the level curves
intersect each other. The vector field U1 does not vanishes at the point P
′
+ and
P ′+ belongs to the boundary of C. Therefore, C is contained in the trajectory of
U1 passing through P
′
+. Choose local coordinates (u, v) defined on a cubical open
neighborhood A of the point P ′+, such that U1|A = ∂u and v(P ′+) = 0. In these
coordinates, the intersection C ∩A consists of the points P ∈ A such that v(P ) = 0
and 0 < u(P ) < , for some  > 0. So, if C and C ′ are two connected components of
V1(x′), there exist , ′ > 0, such that C ∩ A = {P ∈ A : v(P ) = 0, 0 < u(P ) < }
and C ′∩A = {P ∈ A : v(P ) = 0, 0 < u(P ) < ′}. This implies that C∩C ′ 6= ∅. 
A similar result also holds for the other family of level curves.
Lemma 3.8. The level curves V2(y′) are connected, for every Q′ = (x′, y′) ∈ Ω˜.
Proof. Let C be any connected component of V2(y′). Fix (a, b) ∈ C and take
a strictly decreasing function u : I → R whose graph coincides with C. Such
a function is defined on an open interval I of the form (a − 1, a + 2), where
1, 2 > 0 and a − 1 > 1. Let {an} ⊂ (a − 1, a) be a decreasing sequence, such
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that limn→∞ an = a∗ = a− 1. By construction, {u(an)} is an increasing sequence
and (an, u(an)) ∈ C ⊂ Σ, for every n. In particular, 0 < a−1n < u(an) < an < a,
which implies that {u(an)} is bounded. By possibly taking a subsequence, we may
assume that {u(an)} converges to a limit point b∗. Since {(an, u(an))} converges
to (a∗, b∗), the point (a∗, b∗) belongs to ∂C ∩ Σ¯.
• We prove that (a∗, b∗) is an element of ∂Σ. By contradiction, suppose that
(a∗, b∗) ∈ Σ. Then, C is contained in the trajectory, C ′, of the vector field U2|Σ
passing through (a∗, b∗). By definition, (a∗, b∗) ∈ C ′ and (a∗, b∗) /∈ C. Therefore,
C ′ is a connected subset of V2(y′) which contains properly C. This is absurd since
C is a connected component of V2(y′).
By construction, since 1/a∗ < u(an) and u(an) is an increasing sequence, b∗ 6= 1/a∗.
This shows that (a∗, b∗) does not belong to ∂−Σ. Therefore, (a∗, b∗) is an element of
∂+Σ and hence b
∗ = a∗ and a∗ > 1. The point (a∗, a∗) is independent of the choice
of the connected component. Otherwise, the restriction of Φ˜ to ∂+Σ could not be
injective. We are now in the same situation as in the last part of the proof of the
previous lemma, i.e., the point (a∗, a∗) belongs to the boundary of any connected
component of the level curve V2(y′). By arguing as above, we deduce the result. 
We are now ready to prove the last ingredient for the proof of Theorem 3.1.
Proposition 3.9. The mapping Φ is injective.
Proof. It suffices to show that # (V1(x) ∩ V2(y)) = 1, for every (x, y) ∈ Ω˜. By
contradiction, suppose the existence of (x, y) ∈ Ω˜, such that ](V1(x) ∩ V2(y)) > 1.
Let (a, b) and (a1, b1) be two distinct elements of Σ, such that Φ(a1, b1) = Φ(a, b) =
(x, y). From the above discussions, we know that the level curves V1(x) and V2(y)
are connected and graphs of two strictly decreasing functions, denoted by u and v,
respectively. The domain of definition is an open interval I ⊂ (1,+∞), containing
a and a1. By construction, u(a) = v(a) = b, u(a1) = v(a1) = b1, with a 6= a1.
On the other hand, V1(x) and V2(y) are contained in the trajectories of the vector
fields U1 and U2, respectively. From this, we have
u′(t) = −∂aΦ1
∂bΦ1
∣∣∣∣
(t,u(t))
, v′(t) = −∂aΦ2
∂bΦ2
∣∣∣∣
(t,v(t))
, ∀t ∈ I.
Now, Proposition 3.2 and Proposition 3.4 imply
(3.7)
∂aΦ1
∂bΦ1
∣∣∣∣
(α,β)
− ∂aΦ2
∂bΦ2
∣∣∣∣
(α,β)
> 0, ∀(α, β) ∈ Σ.
Then, the function h = v − u satisfies h(a) = h(a1) = 0, h′(a) > 0 and h′(a1) > 0.
This implies the existence of a2 ∈ I, different from a and a1, such that h(a2) = 0
and h′(a2) ≤ 0. Consequently, the Jacobian of Φ is non positive at (a2, b2) =
(a2, u(a2)) = (a2, v(a2)) ∈ Σ, contrary to Proposition 3.4. 
4. The proof of Theorem B
Theorem B asserts that any Mo¨bius class of conformal strings is represented by
a model conformal string. We will begin the proof by describing the model strings.
18 EMILIO MUSSO AND LORENZO NICOLODI
4.1. The symmetrical configuration of a string. We have just proved that
the Mo¨bius classes of conformal strings are in one-to-one correspondence with the
moduli, i.e., the elements of the countable set
(4.1) Ω∗ =
{
(q1, q2) ∈ Q2 : 1/2 < q1 < 1/
√
2, q2 > 0, q
2
1 + q
2
2 < 1/2
}
.
Thus, for every q = (q1, q2) ∈ Ω∗, there is a unique (a, b) ∈ Σ such that Φ1(a, b) =
−q1 and Φ2(a, b) = q2. For every (q1, q2) ∈ Ω∗, let
(4.2) Θ1(t) =
∫ t
0
µ
µ2 − k(u)2 du, Θ2(t) =
∫ t
0
υ
υ2 − k(u)2 du
and
(4.3) r(t) =
√
µ2 − υ2k(t) + υ
√
µ2 − k(t)2 cos Θ1(t),
where a, b are the parameters of q and k, µ, υ stand for ka,b, µ(a, b) and υ(a, b),
respectively. Note that (q1, q2) and (a, b) are related by
(4.4) q1 =
1
2pi
∫ ω
0
Θ′1(t)dt, q2 = −
1
2pi
∫ ω
0
Θ′2(t)dt,
where ω = ω(a, b) is the minimal period of k.
Definition 4.1. The symmetrical configuration of the conformal strings with mod-
ulus q = (q1, q2) is the parametrized curve γq = (x, y, z) : R→ R3, defined by
(4.5)

x(t) =
√
2
r(t)µ
√
k(t)2 − υ2 cos Θ2(t),
y(t) =
√
2
r(t)µ
√
k(t)2 − υ2 sin Θ2(t),
z(t) =
√
2
r(t)υ
√
µ2 − k(t)2 sin Θ1(t).
Theorem B is now a direct consequence of the following.
Theorem 4.1. Let q = (q1, q2) be any element of Ω∗ and (a, b) ∈ Σ∗ be the cor-
responding parameters. Any conformal string with parameters (a, b) is conformally
equivalent to the symmetrical configuration γq.
Proof. Consider the unique conformal parametrization γ : R → R3 of a conformal
string with parameters a, b whose Vessiot frame F satisfies the initial condition
F(0) = Id. It suffices to prove that γ is conformally equivalent to γq. By Lemma
2.4, the canonical lift Γ : R → L+ of γ takes the form Y˜ W , where Y˜ ∈ GL(5,C)
and W = t(w0, . . . , w4) is the C5-valued map defined by
(4.6)
w0 = k, w1 =
√
µ2 − k2eiΘ1(t), w2 =
√
µ2 − k2e−iΘ1(t),
w3 =
√
υ2 − k2eiΘ2(t), w4 =
√
υ2 − k2e−iΘ2(t),
On the other hand, the curve Γ˜ = t(γ˜0, . . . , γ˜4) : R→ L+, defined by
(4.7)

γ˜0(t) =
1√
2
(√
µ2 − υ2k(t)− υ√µ2 − k(t)2 cos Θ1(t)) ,
γ˜1(t) = µ
√
k(t)2 − υ2 cos Θ2(t),
γ˜2(t) = µ
√
k(t)2 − υ2 sin Θ2(t),
γ˜3(t) = υ
√
µ2 − k(t)2 sin Θ1(t),
γ˜4(t) =
1√
2
(√
µ2 − υ2k(t) + υ√µ2 − k(t)2 cos Θ1(t)) ,
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is a null lift of γq. From (4.6) and (4.7), it follows that W = ZΓ˜, for some Z ∈
GL(5,C). Consequently, Γ = LΓ˜, for a suitable L ∈ GL(5,C), which yields F =
LFq, where Fq is the Vessiot frame along γq. Thus L ∈ G+, which implies that γ
and γq are equivalent to each other. 
Remark 4. The map Φ can be inverted by numerical methods. Once we know the
parameters a and b which correspond to the modulus q, we can use (4.5) to find
the explicit parametrization of the symmetrical configuration γq.
5. The proof of Theorem C
Let Ω∗ be the countable set introduced in (4.1). For every q = (q1, q2) ∈ Ω∗,
let q1 = m1/n1 and q2 = m2/n2, with (m1, n1) = (m2, n2) = 1. Let n denote the
least common multiple of n1 and n2. Then, n = h1n1 and n = h2n2, where h1
and h2 are two positive coprime integers. Let γq be the symmetrical configuration
corresponding to q (cf. Definition 4.1). We are now ready to prove Theorem C
asserting that (1) n is the order of the symmetry group of γq and (2) m1h1 and
m2h2 are, respectively, the linking numbers of γq with the Clifford circle C ={
(x, y, 0) ∈ R3 : x2 + y2 = 2} and with the z-axis.
Proof of Theorem C. The curve γq is a real-analytic closed curve with positive chi-
rality (cf. Section 1.2, Definition 1.1). Therefore, the symmetry group of γq is gen-
erated by the monodromy of γq. By construction, the canonical null lift Γ : R→ L+
is as in (4.7) and the first conformal curvature is a strictly positive periodic func-
tion, with minimal period ω. Using (4.7), we find Γq(t+ ω) = R(2piq2, 2piq1)Γq(t),
where R(2piq2, 2piq1) is as in (1.6). Therefore, R(2piq2, 2piq1) is the monodromy of
γq. This implies that the symmetry group of γq is generated by R(2piq2, 2piq1). Let
[z] denote the z-axis with the downward orientation induced by the parametrization
α(s) = (0, 0,−s), and let [C] be the Clifford circle equipped with the orientation
induced by the rational parametrization
β : t ∈ R 7→ (−
√
2(t2 − 2)/(t2 + 2), 4t/(2 + t2), 0) ∈ R3.
Now we compute the Gauss linking integrals lk(γq, [z]) and lk(γq, [C]). If γq(t) =
(x(t), y(t), z(t)), the Gauss linking integral lk(γq, [z]) is given by
lk(γq, [z]) =
1
4pi
∫
[γq ]
∫
z
〈
γq − α
‖γq − α‖3 , dγq × dα
〉
= − 1
4pi
∫ nω
0
(∫ +∞
−∞
(
x(t)y′(t)− x′(t)y(t)
[x(t)2 + y(t)2 + (z(t) + s)2]
3/2
)
ds
)
dt
= − 1
2pi
∫ nω
0
x(t)y′(t)− x′(t)y(t)
x(t)2 + y(t)2
dt
= − n
2pi
∫ ω
0
Θ′2(t)dt = nΦ2 = nq2 = h2m2.
To compute the linking integral of γq with the Clifford circle we consider the o-
rientation-preserving conformal involution
Ψ : (x, y, z) ∈ R3 7→ 1
x2 + y2 + z2 + 2
√
2x+ 2
(5.1)
×
(
x2 + y2 + z2 + 2
√
2, 4z, 4y
)
∈ R3.
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This map takes (−√2, 0, 0) to the point at infinity and exchanges the roles of the
two axes of symmetry, i.e., Φ ◦ β = −α. A direct computation shows that the
parametric equations of γ∗ := Φ ◦ γq are
x∗(t) =
√
2
r∗(t)υ
√
µ2 − k(t)2 cos Θ1(t),
y∗(t) =
√
2
r∗(t)υ
√
µ2 − k(t)2 sin Θ1(t),
z∗(t) =
√
2
r∗(t)µ
√
k(t)2 − υ2 sin Θ2(t),
where r∗(t) =
√
µ2 − υ2k(t) + µ√k(t)2 − υ cos Θ2(t). We then have
lk(γq, [C]) = −lk(γ∗, [z]) = − 1
4pi
∫
[γ∗]
∫
z
〈
γ∗ − α
‖γ∗ − α‖3 , dγ∗ × dα
〉
=
1
4pi
∫ nω
0
(∫ +∞
−∞
(
x∗(t)y′∗(t)− x′∗(t)y∗(t)
[x∗(t)2 + y∗(t)2 + (z∗(t) + s)2]
3/2
)
ds
)
dt
=
1
2pi
∫ nω
0
x∗(t)y′∗(t)− x′∗(t)y∗(t)
x∗(t)2 + y∗(t)2
dt
=
n
2pi
∫ ω
0
Θ′1(t)dt = −nΦ1 = nq1 = h1m1,
which yields the required result. 
Figure 3. The graph of the function 4
√
%(n), 5 ≤ n ≤ 120.
6. Final remarks and examples
In this section we discuss some examples and comment on some numerical ex-
periments carried out with the software Mathematica.
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6.1. Euclidean and Clifford symmetries. Let γ be the symmetrical configura-
tion with modulus q = (q1, q2). Then, E(q1, q2) = R(2piq2, 2piq1)
n1 is the Euclidean
rotation of angle 2pim2n1/n2 around the z-axis. The subgroup of order h1 gener-
ated by E(q1, q2) is the Euclidean symmetry group of the symmetrical configuration.
Similarly, C(q1, q2) = R(2piq2, 2piq1)
n2 is the toroidal rotation of angle 2pim1n2/n1
around the Clifford circle. The cyclic subgroup of order h2 generated by C(q1, q2)
is the Clifford symmetry group of the symmetrical configuration. Denoting by ω
the conformal wavelength of γ, the arc [γ]0 = γ([0, ω)) ⊂ [γ] is the fundamen-
tal domain of the string and the trajectory [γ] is obtained from [γ]0 via Gγ , i.e.,
[γ] =
⋃
A∈Gγ A · [γ]0.
6.2. Quantum numbers. The symmetrical configurations are labeled by three
quantum numbers: the order of the symmetry group and the linking numbers
with the Clifford circle and the z-axis. We use the notation |n, `1, `2 > for the
symmetrical configuration with a symmetry group of order n and linking numbers
lk(γ, [C]) = `1 and lk(γ, [z]) = `2, respectively. Let %(n) be the cardinality of the
set of the symmetrical configurations with index of symmetry n. There are no
symmetrical configurations with n = 1, 2, 3, 4. Figure 3 reproduces the graph of the
function 4
√
%, for 5 ≤ n ≤ 120. This suggest that % has an asymptotic quadratic
growth.
Figure 4. Symmetrical configurations |9, 5, 1 >, |9, 5, 2 >, and
|9, 5, 3 >, respectively.
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Figure 5. The symmetrical configurations |9, 6, 1 > and |9, 6, 2 >, respectively.
Figure 6. The symmetrical configuration |63, 37, 24 >.
Example 2. In this final example, we consider the symmetrical configurations with
n = 9. This set consists of five elements: |9, 5, 1 >, |9, 5, 2 >, |9, 5, 3 >, |9, 6, 1 >,
and |9, 6, 2 >. The moduli of these strings are (5/9, 1/9), (5/9, 2/9), (5/9, 1/3),
(2/3, 1/9), and (2/3, 2/9), respectively. The Euclidean and the Clifford symmetry
subgroups of the first two strings are trivial. The Euclidean symmetry group of the
third string is trivial, while the Clifford symmetry group has order 3 (see Figure
4). The fourth and fifth strings have an Euclidean symmetry group of order 3 and
have no non-trivial Clifford symmetries (see Figure 5). The invariants a, b and
the conformal wavelength ω can be tabulated against the quantum numbers n, `1
and `2. For instance, the values of the natural parameters a, b and those of the
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conformal wavelength ω of the stings with n = 9 are
< a|9, 5, 1 > ≈ 18.6403, < b|9, 5, 1 >≈ 0.06069, < ω|9, 5, 1 >≈ 1.96996,
< a|9, 5, 2 > ≈ 16.9699 < b|9, 5, 2 >≈ 0.09982, < ω|9, 5, 2 >≈ 1.92188,
< a|9, 5, 3 > ≈ 13.3269, < b|9, 5, 3 >≈ 0.29125, < ω|9, 5, 3 >≈ 1.81376,
< a|9, 6, 1 > ≈ 2.6203, < b|9, 6, 1 >≈ 0.42577, < ω|9, 6, 1 >≈ 2.90618,
< a|9, 6, 2 > ≈ 1.7209, < b|9, 6, 2 >≈ 0.90777, < ω|9, 6, 2 >≈ 2.79219.
The shape of the strings becomes more complicated when n, `1 and `2 increase,
see for instance Figure 6, where the symmetrical configuration with n = 63, `1 = 37
and `2 = 24 is reproduced. This string has no non-trivial Euclidean symmetries
and the subgroup of its Clifford symmetries has order 3.
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