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ABSTRACT To fully understand the mechanisms of defibrillation, it is critical to know how a given electrical stimulus causes
membrane polarizations in cardiac tissue. We have extended the concept of the activating function, originally used to
describe neuronal stimulation, to derive a new expression that identifies the sources that drive changes in transmembrane
potential. Source terms, or virtual electrodes, consist of either second derivatives of extracellular potential weighted by
intracellular conductivity or extracellular potential gradients weighted by derivatives of intracellular conductivity. The full
response of passive tissue can be considered, in simple cases, to be a convolution of this "generalized activating function"
with the impulse response of the tissue. Computer simulations of a two-dimensional sheet of passive myocardium under
steady-state conditions demonstrate that this source term is useful for estimating the effects of applied electrical stimuli. The
generalized activating function predicts oppositely polarized regions of tissue when unequally anisotropic tissue is point
stimulated and a monopolar response when a point stimulus is applied to isotropic tissue. In the bulk of the myocardium, this
new expression is helpful for understanding mechanisms by which virtual electrodes can be produced, such as the
hypothetical "sawtooth" pattern of polarization, as well as polarization owing to regions of depressed conductivity, missing
cells or clefts, changes in fiber diameter, or fiber curvature. In comparing solutions obtained with an assumed extracellular
potential distribution to those with fully coupled intra- and extracellular domains, we find that the former provides a reliable
estimate of the total solution. Thus the generalized activating function that we have derived provides a useful way of
understanding virtual electrode effects in cardiac tissue.
INTRODUCTION
The question of how an applied electric field affects the
heart is of fundamental importance in cardiac electrophys-
iology, particularly as it relates to widespread clinical treat-
ment of defibrillation. The mechanisms of defibrillation,
while largely unresolved, are known to involve changes in
the transmembrane potentials of cardiac cells (Witkowski
and Kerber, 1991; Walcott et al., 1994). Thus the effects a
given electrical stimulus will have on the transmembrane
potential in a region of tissue (i.e., whether it depolarizes or
hyperpolarizes the membrane, and the magnitude of this
polarization) are very relevant.
Theoretical models and computer simulations have
proved to be valuable in understanding the mechanisms of
electrical stimulation of cardiac tissue (and of other excit-
able tissues as well). Obviously, theorizing alone cannot
replace rigorous and well-designed experiments, but the
proper framework for considering the problem of electrical
stimulation can help in making predictions and gaining
insight from previously obtained results. The body of the-
oretical and computational work that relates to cardiac stim-
ulation is considerable, and many possible mechanisms for
stimulation have been described (for review see Roth, 1994,
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Roth and Wikswo, 1996). These mechanisms can be divided
into effects that occur close to the stimulating electrodes or
tissue boundaries, so-called near-field or boundary effects,
and those that occur far away from the electrodes, in the
bulk of the myocardium, which we will refer to as bulk
effects. Examples of the former include the fall-off in po-
tential due to current redistribution near a tissue border, and
the "dog bone" pattern of membrane polarization and virtual
electrode effects caused by point stimulation of tissue
(Sepulveda et al., 1989; Knisley et al., 1994). Most inves-
tigations to date on possible bulk mechanisms have focused
on the predicted "sawtooth" potential pattern produced by
relatively high resistance gap junctions between adjacent
cells (Plonsey and Barr, 1986a; Krassowska et al., 1987;
Cartee and Plonsey, 1992; Trayanova and Pilkington,
1993), but recently it has been suggested that fiber curvature
and fiber branching may also contribute to membrane po-
larization away from the electrodes (Trayanova and Roth,
1992; Trayanova et al., 1993). With few recent exceptions
(Trayanova, 1996), the analyses of boundary and bulk ef-
fects have tended to proceed along different lines, and the
two cases have been considered to occur by different mech-
anisms. To date, little has been done to develop a common
framework for understanding different mechanisms of car-
diac stimulation.
Rattay, in analyzing the stimulation of a neuron by a point
source, used the phrase "activating function" to describe the
source term that acted to excite the fiber (Rattay, 1986,
1988). Building on the earlier work of McNeal (1976),
Rattay noted that the second derivative of extracellular
potential along the fiber axis drove changes in transmem-
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brane potential. Since these investigations several other
researchers have examined and applied these ideas to their
studies of electrical stimulation (Warman et al., 1992; Plon-
sey and Barr, 1995; Neunlist and Tung, 1995). It is now
widely recognized that although the activating function does
not describe the full response of the fiber, it can be useful
for predicting the locations and magnitudes of the current
sources that will influence the membrane, for determining
the initial change in transmembrane potential at all points
along the fiber, and for estimating the eventual pattern of
transmembrane potentials in the nerve fiber (Altman and
Plonsey, 1990; Roth, 1994; Durand, 1995). However, be-
cause a neuron is thin enough that it can be considered
isopotential across its diameter, this analysis has been con-
fined to the one-dimensional case and has not been widely
used to study cardiac stimulation, where the anisotropy
inherent in cardiac tissue (Clerc, 1976; Roberts et al., 1979)
can play an important role in stimulation. The application of
these concepts has also been limited because the activating
function implicitly assumes that the potentials outside the
tissue can be determined, are unchanging throughout the
stimulus, and are affected little by the tissue transmembrane
currents. In cardiac tissue, where the intracellular and ex-
tracellular domains are electrically coupled, it is not known
how well these assumptions will hold when strong stimuli
are applied. Thus, until now it has not been clear how
applicable the idea of the activating function may be to the
problem of stimulation of the heart.
In this study we demonstrate that the concept of the
activating function can be extended to higher dimensions.
We derive a general form for the activating function that
includes contributions of nonuniform fields and nonuniform
intracellular conductivities. We investigate the assumptions
inherent in this formulation, and show that this "generalized
activating function" is useful for understanding known
mechanisms of stimulation and for predicting new ways in
which virtual electrode effects can be produced. As has been
shown in one-dimensional simulations (Warman et al.,
1992; Neunlist and Tung, 1995; Plonsey and Barr, 1995),
the response of the tissue can be thought of as a convolution
of the activating function with the point response of the
tissue, so the transmembrane potential distribution appears
as a filtered version of the activating function.
THEORY
Derivation of the generalized activating function
Our analysis begins with the bidomain equations, which
describe the relationship between potential, conductivity,
and membrane current in multidimensional cardiac tissue.
In regions devoid of external stimulation, the appropriate
equations are (Henriquez, 1993)
V * (GiV(Di) = Im
V - (GeV(De) = -Im
(1)
where (Di and (De are the intracellular and extracellular
potentials, Im is the transmembrane current, and Gi and Ge
are tensors that describe the macroscopic intracellular and
extracellular conductivities, respectively. Membrane current
will consist of ionic and capacitive components, so
aVmIm =Iion +Cm dat (3)
where Ii., is the transmembrane ionic current, Vm is the
transmembrane potential, and Cm is the membrane capaci-
tance. Here, Cm, Im, and Iion are expressed in per-unit-
volume units and are related to the corresponding area-
specific variables by the tissue surface area-to-volume ratio
f3. In Eq. 3, we ignore the membrane potential of the resting
tissue, so Vm refers to deviations from this value. Combin-
ing Eqs. 1 and 3, and using the identity (Di = Vm + (De
yields
iion + Cm dt -V * (GiVVm) = V - (GiVe) (4)
The right-hand side is the activating function in its most
general form (which we will refer to as S). When a stimulus
is applied at diastole, initially Vm is zero everywhere in the
tissue, and ionic current is zero, so the first and third terms
on the left-hand side will drop out. Under these conditions,
we see that the activating function will drive the initial
change in membrane potential.
Exact and approximate steady-state solutions
Clearly, the generalized activating function represents a
source term for Vm, but thus far we have said nothing about
how the extracellular potential distribution is established.
The circumstances of the stimulation, such as the electrode
placement and the magnitude of the stimulating current, will
have a large influence on the potentials and fields that exist
outside the cells, and often a good prediction of these
potentials can be arrived at by considering these conditions.
For example, in some cases circumstances suggest that a
region of tissue will experience a uniform field. We refer to
this estimate as the primary potential distribution, and de-
note it by (P. However, tissue membrane currents, which in
general cannot be predicted a priori, will have a secondary
effect on (De, which can be seen by examining Eq. 2. Thus
we can write the extracellular potential as the sum of the
primary potential distribution, (DP, and a secondary poten-
tial, V, that reflects the influence of the tissue on these
potentials. In other words,,e = (P + F, where (De
represents the total, exact solution for extracellular potential
that is determined by solving Eqs. 4 and 2 simultaneously.
Since the extracellular potential gradient is part of the
generalized activating function, we can also write this term
as the sum of primary and secondary components. For
passive, steady-state conditions, Eq. 4 becomes
Vm
(2 -~ - V
- (GiVVm) = V - (GiV(DP) + V - (GiV4)s) (5)
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where the volume-specific membrane resistance, R' (in
Q _ cm3), is related to the area-specific resistance by 63. An
exact solution for membrane potential must take into ac-
count both components of the extracellular fields, but an
approximate solution can be obtained if only the primary
sources are considered, provided that the primary source
term dominates the secondary source term. We expect that
this will be the case in many situations, because the applied
fields, and hence extracellular currents, can be large com-
pared with the membrane currents. In some of our simula-
tions, we will examine the validity of this assumption as
well as investigate how a reliable estimate of the primary
potential distribution can be obtained.
Definition of conductivity tensor
Orthotropic anisotropy is the most general case of anisot-
ropy, and to characterize a domain of this sort we must
define conductivities in each of three principal directions
(Nielsen et al., 1991; Hunter et al., 1992). In light of the
fibrous structure of the heart, we denote these conductivities
as gl, along the fiber axis, and gt and gu, in the two principal
directions perpendicular to the fiber axis. In the fiber coor-
dinate system, the conductivity tensor is diagonal:
[gi 0 01
Gf= Ogto0 (6)
[0 0 guj
These conductivities represent averaged values that depend
on the resistivities of the domain fluids and microscopic
structure of the tissue (Neu and Krassowska, 1993). Let us
further define the unit vectors of the localized rectangular
Cartesian axes of the cardiac fiber to be (1, t, 'u) and those of
the global tissue axes to be (x, 9, z). In general, the fiber
conductivity tensor Gf can be transformed into the tissue
coordinate system by the rotation tensor A. If G is the
conductivity tensor in the global coordinate system, then
gx gxy gxz
G = gxy gy gy = AGfAT (7)
gXZ gyz Jz
where
lx tzux
A = ly ty uy (8)
Iz tz uz-
The columns of A are equal to the unit vectors of (1, t, u)
expressed in tissue coordinates, i.e., where
1 = lxXI+ + Iz£ (9a,b,c)
t = txx + tyy + tz2
u = uxX + u + U'Z
In the general case, the elements of A can be functions of
position.
Approximate time-dependent solution by
convolution integral
If we are interested in solving the approximate problem for
passive tissue, then the equation governing the response is
Vm a
-v*Vm
RV tmate (10)
This is a linear partial differential equation for Vm, with the
right-hand side acting as a source term. Because we assume
that the source is unchanging throughout the stimulus, the
transmembrane potential at any time during the stimulus can
be solved for by standard techniques. Specifically, if we can
determine the response of the tissue to an intracellular
current source located anywhere in the tissue, then by su-
perposition we can determine the total response by sum-
ming these impulse responses weighted by the magnitudes
of the current at each point. These weights are given by the
generalized activating function. Expressed mathematically,
if h(x, y, z, 71, 4, v, t) is the response at location (x, y, z) and
time t to a current source located at (71, 4, v), and S(x, y, z)
describes the sources everywhere in the tissue, then the
transmembrane potential at any location (x, y, z) is given by
Vm(x, y, z, t)
J J SQr)S,4, v)h(x, y, z, q, 4, v, t)dq d4:dv
-x0 J-0 J-0
(11)
This calculation is simplified considerably if the impulse
response at any point is a shifted copy of the response of a
current injected anywhere else in the tissue-in other words,
if the tissue is shift-invariant. This would be the case, for
example, in tissue with constant fiber direction. Under these
conditions the response to any source term is simply a
convolution of the tissue impulse response (transfer func-
tion) h(x, y, z, t) with the generalized activating function S(x,
y, z), or
Vm(X, y, Z, t) = f S(q, 4, v)h(x -X
(12)
y - z- v, t)dqd4:dv
This use of a convolution integral to compute the tissue
response is an extension to higher dimensions of the ap-
proach that others have used (Warman et al., 1992; Neunlist
and Tung, 1995; Plonsey and Barr, 1995). Not all situations
of interest are amenable to this approach, however, as the
cases that will be considered will demonstrate.
Examination of the activating function
We will now examine the generalized activating function in
more detail to gain an understanding of the terms that
1412 Biophysical Journal
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contribute to it. If we expand the term V * (GiV(De), we can
express the generalized activating function as
S = Gi:V(V(De) + (V * Gj) * VDe (13)
where the colon represents a tensor inner product. This
expansion is useful because it illustrates that the terms
contributing to the activating function are either products of
intracellular conductivities and second derivatives of poten-
tial or gradients of conductivity multiplied by gradients of
potential. Thus either the first or second derivative of po-
tential can act as a source, but the relative weights of these
two terms differ and are determined by tissue characteris-
tics. We can expand this expression for the general, three-
dimensional case to observe which products contribute, and
obtain
a2Cte a24De a2FD ak2I a2De a2\(g, + + +gyz 2gy axay + 2g,, axaz + 2gyz ayaz
= agx a4)e agxy adIe agxz a4)e + agxy ade + agy F.e
ax ax ax ay dx az ay ax ay ay
=agyzaeadgxz de + agyz aDe +agz a(de
+yaz +zax +zay az /z
(14)
In accordance with Eq. 13, all values of g in Eq. 14 refer to
intracellular conductivities. Although S appears quite com-
plex in this form, we will consider two simplified cases in
which it becomes more tractable.
Constant conductivity tensor
Assuming that the tensor describing conductivity is constant
over the entire domain (i.e., fiber orientation and fractional
cross-sectional areas are constant), all derivatives of the
components of G are zero. With a proper rotation of the
coordinate basis, the conductivity tensor will also be diag-
onal. Therefore,
a2'I)e a2dIe a2'I)e
S = gx aX2 + gy dy2 + gz az2
In this case, the applied potential gradient acts as a source,
and this source is proportional to gradients in intracellular
conductivity. Thus, without a spatially varying intracellular
conductivity profile, a uniform field cannot cause tissue to
become polarized.
METHODS
To illustrate the salient features of the cases described
above, steady-state transmembrane potentials were solved
for numerically in a two-dimensional, passive sheet of car-
diac tissue. Two models were used in this study: a model
with variable intracellular but forced extracellular potentials
(approximate model) and an exact, bidomain model in
which the equations for intra- and extracellular potentials
remained coupled to one another. In the first model, which
gives the approximate solution for Vm, the extracellular
potential distribution was assumed to be known based on
the stimulus conditions, and Im was replaced with g(Di-
(De) in Eq. 1, where g' = IIR' (in S/mm3). This equation
was discretized, (Di was solved for, and Vm was computed
from the known (De- For the bidomain case, the same sub-
stitution of Im was performed, but Eqs. 1 and 2 were solved
simultaneously. Solving for the transmembrane potentials
with both models allowed us to evaluate the assumption that
extracellular potentials are not significantly perturbed by the
tissue membrane currents.
Both models allow for arbitrary fiber orientation with
angle 0 (defined in the counterclockwise direction from the
x axis) at any point in the tissue. The tissue is assumed to
have constant longitudinal and transverse fiber conductivi-
ties everywhere in the sheet; thus the local conductivity
tensor Gf is spatially invariant, and Eq. 7 is used to calculate
the conductivity tensor at any given location. The rotation
matrix A is given by
A
cos 0 - sin 0
A= [sin 0 0(15)
where gx,, g gz, are equal, respectively, to g,, gt, gu, as
considered earlier (assuming that fibers run in the x direc-
tion). As in the one-dimensional case, second derivatives of
external potential act as source terms for the membrane
potential response. Furthermore, in the limiting case where
gy and g, are much smaller than gx, S can be reduced to
Rattay's familiar one-dimensional expression, a2De/ax2.
Constant extracellular field
Assuming that the external field strength is constant (i.e., be
varies linearly), a coordinate basis can be defined such that
F)e varies in only one direction. Defining this to be the x
direction,
S dx dy dz dx16)
(17)
and the conductivity tensor G by
gl COS2 0 + gt sin2 0 (g1- g) cos 0 sin 0
G [(g1-gg) cos 0 sin 0 g1sin2 0 + g COS2 0 (18)
Discretization and creation of linear system
For the solution of Eq. 1 (approximate model) or Eqs. 1 and
2 (exact bidomain), the cardiac sheet was discretized into
n X m elements, and the resulting set of simultaneous linear
equations was solved to find the steady-state potential dis-
tribution. The number of nodes and the space steps Ax and
Ay were different for different simulations considered and
will be noted as appropriate in the Results section. First and
second derivatives were transformed into finite on-center
differences to produce these equations. In the examples
considered, the elements of the conductivity tensor are
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defined analytically over the whole domain, so that the
derivatives of conductivity can be evaluated analytically.
Therefore, the discretized equation for potential in the
intracellular domain at node (j, k) is
4+1,k +(i
1k- 2 P,+ 4)j,k+l + k-I20kgx( J2 ) AY(y2
+ 2gx ( +lk+l k1 j-1,k+1 4j+l,k-i)
agx (A4l+l,k j-lkA agy ',k+l- 4,j,k-I
+axk 2Ax +ay 2Ay
a9Xyj(Aj,k+1 Oj,k-1 agxy5kJ+l,k A
L ax 2Ay / ay 2Ax /
gm(4,,k -4k) (19)
The system of linear equations that defined the potentials
in the tissue was solved with an LU decomposition routine
that took advantage of the bandedness and sparseness of the
system matrix. All simulations were implemented in MAT-
LAB (The Math Works, Natick, MA) on a Silicon Graphics
(Mountain View, CA) workstation.
Boundary conditions and stimulation
In one case, we simulate the response of a thin, two-
dimensional sheet of myocardium to a point source of
current situated above the center of the tissue in a semiin-
finite isotropic extracellular space. We solve the approxi-
mate problem in this case, and specify extracellular poten-
tials assuming a I/r falloff in potential from the source, as
would occur in an infinite isotropic volume conductor.
Because of symmetry, we need only solve for the potentials
in one quadrant of the tissue, and we assume that all edges
of the sheet are sealed (i.e., current cannot flow off the
tissue). To calculate the tissue impulse response in these
simulations, we assume the extracellular space is grounded
and inject a unitary intracellular current at the origin.
In other cases under consideration, we are interested in
examining the response of a region that is assumed to lie in
the tissue bulk, far from the electrodes. There, current will
distribute between the intra- and extracellular domains such
that the fields in both domains are equal if the fiber direction
is uniform. The relative magnitudes of these currents are
easily calculated from the intra- and extracellular conduc-
tivities. In the bidomain model, these "redistributed cur-
rents" are applied in both domains along the edges of the
tissue that are perpendicular to the direction of the applied
field. The tissue edges that run in the orthogonal direction
are sealed so that no current flows off these borders. The
magnitudes of the applied currents are scaled such that the
local potential gradients are both equal to 1-V/cm. In the
approximate model, a similar strategy is employed, except
that currents need to be specified only in the intracellular
domain. Because the potential difference between adjacent
extracellular nodes is well defined, the intracellular currents
needed to cause a 1-V/cm field are easily computed.
Model parameters
Model parameters are given in Table 1. Intracellular con-
ductivity, membrane conductivity, and surface area-to-vol-
ume ratio were chosen in accordance with those used by
Sepulveda et al. (1989). The computed intra- and extracel-
lular conductivities assume an intra- to extracellular volume
ratio of 0.7/0.3. We assume the extracellular space to be
isotropic. Although resistance measurements in tissue have
shown that this is probably not the case (Clerc, 1976), we
feel that this condition is not truly restrictive and will cause
only quantitative differences in our results, because our
tissue will have an unequal anisotropy ratio. In the two-
dimensional case, Roth has argued that the tissue anisotropy
ratio is more important than the anisotropy of either domain
per se in determining the response of the tissue to a point
stimulus (Roth, 1992). Even though we will simulate con-
ditions different from those examined by Roth (i.e., un-
bounded volume conductor in Fig. 1 and curving fibers in
Fig. 6), the response of our tissue to stimulation should be
qualitatively similar to that of tissue with an anisotropic
extracellular space, because the anisotropy ratios in the two
domains are unequal.
RESULTS
We begin by examining some well-known examples from
the cardiac stimulation literature that illustrate the utility of
the generalized activating function. After these, we will
show results that suggest other ways that cardiac cells in the
bulk of the myocardium can be polarized. First, we use the
approximate model to simulate the point stimulation of a
thin sheet of cardiac tissue. The stimulating cathode lies 50
,gm above the tissue in a semiinfinite isotropic conductive
medium, and the intracellular space has a conductivity 10
times greater in the longitudinal direction than in the trans-
verse direction. Thus, although the tissue lies in a plane,
extracellular potentials fall off in three dimensions, as was
the case in Rattay's simulations of a single neuron in an
TABLE I Model Parameters
Parameter Value Description
gli 2e-4 S/mm Longitudinal intracellular
conductivity
gti 2e-5 S/mm Transverse intracellular
conductivity
gle le-3 S/mm Longitudinal extracellular
conductivity
gte le-3 S/mm Transverse extracellular
conductivity
is 200 mm-' Membrane surface area to tissue
volume ratio
gm 3 g le-3 S/mm3 Membrane conductivity
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FIGURE 1 Point stimulation of an anisotropic sheet of cardiac tissue.
Intracellular conductance is 10 times higher in the x direction than in the y
direction, and the stimulating cathode is located 50 Am above the surface
in a semiinfinite, isotropic volume conductor. (A) Contours of induced
transmembrane potentials, in 10-mV incrememts. (B) Contours of the
generalized activating function, normalized to its peak value, in increments
of 0.1. (C) Response of the tissue to a unitary current injected at the origin,
normalized to its peak value.
unbounded volume conductor. When tissue with such un-
equal anisotropy is stimulated with a point electrode, a "dog
bone" pattern of polarization develops, as is shown in Fig.
1 A, which is a contour plot of the resulting transmembrane
potential profile. Because of symmetry about the origin,
only one quadrant of the tissue is displayed. As has been
predicted (Sepulveda et al., 1989; Roth, 1992) and experi-
mentally verified (Neunlist and Tung, 1995; Knisley, 1995;
Wikswo et al., 1995) in other studies, the potential induced
by the stimulus decays monotonically to zero in the trans-
verse (y) direction, and a region of oppositely polarized
tissue (what has been termed the virtual anode) exists in the
longitudinal (x) direction. Contours of the corresponding
generalized activating function (normalized to its peak
value) are displayed in Fig. 1 B. This term is defined by Eq.
16, except that the third term is zero since we are only
considering a two-dimensional sheet of tissue. The gener-
alized activating function, which defines the virtual sources,
resembles the Vm distribution, but the contour lines are
clustered much closer to the origin (note the different x and
y axis scales in Fig. 1, A and B). The tissue response, then,
which is a convolution of the activating function with the
tissue impulse response, is a spatially low-pass filtered
version of the activating function. The impulse response,
shown in Fig. 1 C, decays with distance from the source, so
the tissue acts to spread out the charge introduced into the
intracellular domain.
Virtual electrodes of opposite polarity result when a point
source stimulates unequally anisotropic tissue. However,
previous studies indicate that when the tissue is equally
anisotropic or isotropic, potential will fall off monotonically
from the source and no oppositely polarized regions will
exist (Jack et al., 1976; Sepulveda et al., 1989). In Fig. 2 we
see that the generalized activating function predicts this
phenomenon. The conditions of this simulation are identical
to those of Fig. 1, except that here the intracellular trans-
verse (y) conductance is identical to the longitudinal (x)
conductance. Fig. 2 A displays contours of the induced Vm,
which are seen to peak at the origin, where the point source
is located, and fall off monotonically in all directions. The
generalized activating function contours are shown in Fig. 2
B, and again we observe that the tissue response is a
low-pass filtered version of this term. Fig. 2, C and D,
illustrates why the generalized activating function predicts
oppositely polarized regions when the tissue is unequally
anisotropic, but only one polarity of Vm when the tissue is
isotropic. From Eq. 15, we see that the source term has two
components, gxa2'I4/x2 and gyd2'Fe/ay2, which are plotted
in Fig. 2, C and D, respectively. Surface plots are displayed
instead of the contour plots used previously, because these
can be visually summed more easily. The two partial second
derivatives of potential contribute to the activating function,
but their relative contributions depend on the longitudinal
and transverse conductivities. When they are equally
weighted and summed, the oppositely polarized virtual
sources in the x and y directions will mask each other such
that the overall activating function becomes the monopolar
source shown in Fig. 2 B. If they are unequally weighted,
though, sources of opposite polarity will exist side by side.
This is apparent when the extreme case of unequal anisot-
ropy, complete transverse uncoupling, is considered. This
situation leads to the most pronounced dog-bone pattern
(Roth, 1992) and is equivalent to setting either gx or gy to
zero, so that the activating function consists of only one of
the two terms.
A second mechanism of stimulation that is well studied in
the cardiac literature is the "sawtooth" polarization pattern
caused by resistive discontinuities at gap junctions between
adjacent cells (Plonsey and Barr, 1986a; Krassowska et al.,
1987; Cartee and Plonsey, 1992). Fig. 3 shows that this
mechanism can be understood in terms of the generalized
activating function as well. As schematically illustrated in
1415Sobie et al.
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FIGURE 2 Point stimulation of an isotropic
sheet of tissue. Conditions are identical to those
in Fig. 1, except that intracellular x and y con-
ductances are equal. (A) Contours of induced
transmembrane potentials, in 10-mV incre-
memts. (B) Contours of the generalized activat-
ing function, normalized to its peak value, in
increments of 0.1. (C) Surface plot of the nor-
malized x-component of the generalized activat-
ing function, gXa24?/dx2. (D) Surface plot of the
normalized y component of the generalized ac-
tivating function, gya2Je/ay2.
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Fig. 3 A, we impose a uniform electric field on a sheet of
tissue with a uniform fiber direction, and periodically vary
the longitudinal conductivity such that the conductance is
decreased by a factor of 1000 every 100 ,um. Both the field
and the fibers are assumed to be oriented along the x
direction. The generalized activating function in this case
reduces to one term, ag,/ax * aelax, because the field is
uniform (all second derivatives are zero), and all off-diag-
onal terms in the conductivity tensor are zero. This remain-
ing term is nonzero only where the conductance changes: it
is a positive virtual source where the conductance decreases
(in the direction of the field), and a negative source where
the conductance increases. Thus every location with de-
pressed conductivity represents a dipole source, as illus-
trated in Fig. 3 B. The response of the tissue to this stimulus
is displayed in Fig. 3 C, with the solid lines displaying the
approximate solution and the dotted lines the exact bido-
main solution. Here we only show a cross section of the
sheet, because all sections across the transverse direction are
equivalent. The exact and approximate solutions are so
close in this case that the dotted lines are obscured by the
solid lines. The pattern that develops is the familiar "saw-
tooth," which can now be thought of as a filtered version of
the distribution of periodic dipole sources. The maximum
and minimum potentials that develop are 4.53 mV and
-4.53 mV, respectively, for a 1-V/cm field.
In Fig. 4, we consider another situation in which discon-
tinuities in conductivity can induce secondary sources when
a uniform field is applied to tissue. Fig. 4 A displays tissue
containing a region where intracellular conductivity is de-
pressed, as might occur if cells are ischemic. We assume
that a uniform field is oriented as shown and that both
longitudinal and transverse conductivities are decreased by
a factor of 3 throughout the region. In this case the activat-
ing function is again ag,/ax - aelax, so a positive virtual
source is produced at the left edge and a negative source at
the right edge of the depressed region, as seen in Fig. 4 B.
The magnitudes of the sources are proportional to the ap-
plied field and to the change in conductivity, and the sources
are constant across the transverse extent of the region. The
tissue response is displayed in Fig. 4 C, and again we show
the approximate solution with solid contour lines and the
bidomain solution with dotted lines. With the 50 ,um X 100
,um depressed region that is simulated, and a 1-V/cm field,
the maximum depolarization/hyperpolarization produced is
± 3.91 mV with the bidomain solution and ±4.20 mV in the
approximate model. In Fig. 4 D we show the response of the
sheet when the conductivity in the depressed region is zero,
as would occur if this region represented necrotic tissue or
a hole in the tissue, such as, for example, a break caused by
a blood vessel. The change in conductivity along the edge of
this hole is greater than in the previous example, which
leads to stronger sources along the edges of the hole. Con-
sequently, the maximum potentials induced in the tissue are
±+9.46 mV (full bidomain) and ±9.45 mV (approximate).
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FIGURE 3 Stimulation of a sheet of tissue with periodically varying
conductivity. (A) Geometry. Intracellular conductivity is reduced by a
factor of 1000 every 100 gm, as indicated by the thick vertical lines. A
uniform 1-V/cm field is applied to the tissue as shown. (B) Generalized
activating function. Each gap junction, or periodic reduction in conductiv-
ity, causes a dipole source. (C) Tissue response. The approximate solution
(solid lines) masks the bidomain solution (dotted lines).
A change in fiber diameter is another condition that could
lead to membrane polarization in the tissue bulk. Qualita-
tively, when a fiber narrows, current is forced across the
membrane because of the increased resistance in the longi-
tudinal direction, and the membrane near the narrowing is
depolarized. A two-dimensional simulation of this is illus-
trated in Fig. 5. If we consider a 500-,um-wide tissue strip
that narrows to a width of 250 ,um over 1 mm, as indicated
in Fig. 5 A, positive virtual sources are produced along the
edges of the narrowing, as shown in Fig. 5 B. The Vm
profiles produced in this narrowing strip are shown with
solid and dotted lines in Fig. 5 C, from which we observe
that maximum depolarizations of 16.37 mV (bidomain) and
16.38 mV (approximate) are produced from a 1-V/cm stim-
ulus field.
As a final example, we consider the polarization pattern
that results when a uniform field is applied to fibers that are
curving around an anatomical obstacle. Fig. 6 A schemati-
cally illustrates half of the region of tissue that we are
simulating. If we flip the structure in Fig. 6 A around its left
edge to produce the left half of the region, we see that the
domain under consideration contains a long, oval-shaped
hole with fibers curving around it. Current is applied at the
left border of the tissue and is removed at the right edge.
Because of the symmetry about the center of the obstacle
with the field oriented as shown, each location on the half of
the tissue that is displayed is exactly oppositely polarized
from its "mirror image" on the other side. Fig. 6 B displays
contours of the generalized activating function that is com-
puted with the assumption that the extracellular field is
A
__ ._ _ _ . _. _ _ _. . w
__-__
B
E
-C
Positive Source Negative Source
C
0
1~~~~~~~~~~~~~~~~~~~~~~~~~~
D
15 3
-9) 3 1.5
FIGURE 4 Stimulation of a sheet of tissue containing a region of de-
pressed conductivity. (A) Geometry. Intracellular conductivity is depressed
in the shaded region, and a 1-V/cm field is applied as shown. (B) Gener-
alized activating function. A positive source is produced along the left edge
of the shaded region, and a negative source along the right edge. (C)
Contours of induced Vrn (in mV) for the approximate solution (solid lines)
and the bidomain solution (dotted lines) when conductance in the shaded
region is decreased by a factor of 3. (D) Contours of the tissue response
when conductance in the shaded region is zero.
uniform everywhere in the tissue. A hyperpolarizing source
is produced along the edge of the obstacle, which is similar
to the effect of the hole shown in Fig. 4 D, and the fiber
curvature produces a depolarizing activating function that
peaks near the edge of the obstacle, and where the fibers
have become perpendicular to the field. Thus the smooth
changes in conductivity due to fiber curvature cause distrib-
uted sources, and the discontinuity in conductivity at the
edge of the obstacle also causes polarization. A smaller
radius of curvature causes larger sources, and these sources
reach a maximum where the fiber is orthogonal to the field.
The transmembrane voltages induced by the stimulus are
shown in Fig. 6 C for the approximate (solid lines) and
bidomain (dotted lines) solutions. The two solutions are
qualitatively similar, with a hyperpolarized region near the
obstacle edge and a graded depolarization in the remainder
of the tissue. Although the locations of the peak hyper- and
depolarizations are very close, the magnitudes of these
peaks, -3.06 and + 10.35 mV for the approximate and
-2.22 and + 7.27 for the exact bidomain model, differ by as
much as 42%. Thus this approximate solution captures the
salient features of the true solution but is quantitatively
inaccurate.
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FIGURE 5 Membrane polarizations caused by
fiber narrowing. (A) Geometry. A 500-pum-wide
fiber narrows to 250 p.m over 1 mm, and a
1-V/cm field is applied along the fiber's longitu-
dinal axis. (B) Generalized activating function. As
the fiber narrows, positive sources are produced
along the edges of the fiber. (C) Tissue response.
Contours of the induced Vm (in mV) for the ap-
proximate (solid lines) and exact bidomain (dot-
ted lines) solutions.
A more accurate approximate solution could presumably
be obtained if a better estimate of the extracellular potentials
were used. Because in this example we are interested in
extracellular potentials that develop in the tissue bulk and
without the influence of tissue membrane currents, we hy-
pothesized that one way to obtain such an estimate would be
to solve for a primary potential distribution that satisfies
V * [(Gi + Ge)V'Dp] = 0
Equation 22 is Laplace's equation for a parallel combination
of intra- and extracellular conductivities, which would be
appropriate for potentials that develop in a region where
currents are in a quasiequilibrated distribution between the
two domains. (DP and the transmembrane potentials that
result from it were computed and compared against those
computed assuming a uniform field. The Vm contours for
this approximate solution are shown in Fig. 6 D (solid lines)
along with the exact bidomain solution (dotted lines). In
contrast to the approximate solution displayed in Fig. 6 C, in
this panel the approximate and bidomain contours match up
extremely well. To compare the accuracy of the two ap-
proximate solutions, we computed the average root-mean-
square error over all of the nodes (ERMS) between each
approximate solution and exact bidomain solution. For the
case of the curved fibers (Fig. 6), ERMS was 0.448 mV
assuming a uniform field, and 0.0063 mV when Eq. 20 was
solved. Thus a much more accurate approximate solution
was obtained by solving Eq. 20 and using this as our (P
distribution. We also compared the two approximate solu-
tions for the examples considered earlier and present the
errors for the uniform field and "parallel combination"
solutions as follows. For the sawtooth pattern shown in Fig.
B
Positive Source
E
Positive Source
C\
'1 5 45=5
*
~~~~~~~~~~~~~~~..... - ----
3, ERMS is 0.0026 and 0.88 mV, respectively, showing
substantially larger error when Eq. 20 was used. For the
region of depressed conductivity shown in Fig. 4, the errors
are 0.042 and 0.031 mV when conductivity is reduced by a
factor of 3 (Fig. 4 C) and 0.046 and 0.038 mV when
conductivity is zero in the depressed region (Fig. 4 D).
Finally, for the narrowing fiber shown in Fig. 5, ERMS is
0.25 and 0.15 mV, respectively.
DISCUSSION
In this study we have identified a new mathematical expres-
sion that describes the sources, or virtual electrodes, that
drive changes in transmembrane potential when cardiac
muscle is stimulated by applied electric fields. In general,
source terms exist where the applied field changes or intra-
cellular conductivity varies. In simulations of the steady-
state voltage distribution in a two-dimensional sheet of
cardiac tissue, we have shown that this expression, which
we term the generalized activating function, can predict and
lend understanding to such well-known phenomena as the
dog-bone and sawtooth patterns of polarization. It can also
be used to postulate additional ways that cells can be po-
larized in the tissue bulk, such as ischemic, necrotic, or
missing cells, changes in fiber diameter, or fiber curvature.
This analysis can help to unify much of the previous work
in the field of cardiac electrical stimulation. In the past,
investigators interested in these questions have tended to
divide the effects of electrical stimuli into categories and
treat various induced membrane polarizations as if they
occurred by different mechanisms. For instance, Kras-
sowska and co-workers, in considering tissue with periodi-
(20)
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FIGURE 6 Stimulation of fibers curving around an obstacle. (A) Geom-
etry. Intracellular conductivity is zero in the shaded region, the applied
field is oriented as shown, and the fibers curve around the obstacle as
shown. Where the muscle fibers curve, the fiber angle 0 is described by
0 = -tan- 1(x/y). (B) Generalized activating function. A hyperpolarizing
source is produced along the edge of the obstacle, and distributed depo-
larizing sources arise because of fiber curvature. Contours of this compo-
nent are plotted, normalized to the function's peak value. (C) Tissue
response. Contours of the induced Vm (in mV) for the approximate (solid
lines) and exact bidomain (dotted lines) solutions. Contour values on the
top half of the panel apply to the solid lines, and the values on the bottom
half (in italics) apply to the dotted lines. This approximate solution assumes
that a uniform 1-V/cm field is applied to the tissue. (D) Tissue response
with an alternative approximate solution. Contours of the induced Vm for
the approximate (solid lines) and bidomain (dotted lines) solutions. See text
for details of the approximate solution method.
cally varying conductivity, defined two space scales and
solved the "global" and "local" problems separately (Kras-
sowska et al., 1987, 1990); Trayanova and Roth speak of
"continuous" and "discrete" mechanisms for stimulation
(Trayanova and Roth, 1993); Fishler et al. discuss "near-
field" and "far-field" effects (Fishler et al., 1996); Plonsey
and Barr refer to "primary" and "secondary" sources (Plon-
sey and Barr, 1986a,b); and Trayanova et al. differentiate
between "surface" and "bulk" polarizations (Trayanova et
al., 1993). The generalized activating function provides a
formalism by which one can predict various effects of a
stimulus without having to separate these mechanisms into
classifications. For example, when a uniform field is applied
to a discontinuous, one-dimensional cardiac fiber, the po-
larizations that occur within a few space constants of the
stimulating electrodes are caused by the combination of the
field and the large changes in conductance at the fiber's
sealed ends, whereas the sawtooth oscillations in potential
that dominate in the center of the fiber are driven by the
product of the field strength and the changes in intracellular
conductance at the gap junctions between adjacent cells.
Furthermore, the formulation that we have introduced
provides, as far as we are aware, the most general expres-
sion derived to date that applies the concept of the activating
function to the study of cardiac tissue. Other researchers
have used this idea to lend understanding to their studies,
but, without a more inclusive formula, these have been
applicable only under specific conditions. Roth has used
Rattay's activating function to draw parallels between the
cardiac dog-bone potential pattern and effects observed
during neuronal stimulation (Roth, 1992); Trayanova et al.
have derived one-dimensional formulas that help explain
how fiber curvature and fiber branching cause potentials to
develop in the bulk of their spherical heart model (Tray-
anova et al., 1993); and Keener has recently noted that an
expression which includes the effects of spatially varying
conductivity acts as a source term in his study of sawtooth
effects in a one-dimensional strand of muscle (Keener,
1996). Our approach is comprehensive and can bring to-
gether these disparate applications of the notion of the
activating function.
Here we should point out that we give the term "virtual
electrode" a meaning that differs from that given to it in
previous works (Wikswo et al., 1991, 1995; Knisley et al.,
1994). The term "virtual cathode" has been used to refer to
the region of tissue that is depolarized, if any exists, when
excitable tissue is stimulated with an extracellular electrode.
However, we believe the term "virtual cathode" should
indicate the region where a depolarizing source is produced,
delineated by the activating or forcing function, which, as
our simulations show, is not the same as the region that is
eventually depolarized. The previous definition makes
sense from an experimental perspective, because sources
cannot be directly measured, but on theoretical grounds we
consider it more accurate to define the virtual electrode as
the source that acts to polarize the membrane, rather than
the polarization that is produced. This is a subtle, but
nonetheless important, distinction.
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Role of the generalized activating function
As we have seen above, when resting cardiac tissue is
electrically stimulated, the generalized activating function,
defined by V * (GiVWe), describes the sources that drive
changes in transmembrane potential or, in other words,
delineates the locations and magnitudes of the virtual elec-
trodes. When we expand this term for arbitrary, possibly
spatially varying, conductivity (Eq. 14), we observe that
membrane potentials can develop if the second derivative of
extracellular potential is nonzero, or if the applied field is
uniform and gradients in intracellular conductivity exist.
The reasons for this can be understood if we consider what
the circumstances must be for transmembrane potential not
to develop. If Vm = 0, then we must have (i = (e, and,
furthermore, any gradient in extracellular potential must be
matched in the intracellular space. If the extracellular field
is uniform and intracellular conductivity is unchanging in
space, then (D can match be by way of a constant intracel-
lular current density. However, if the extracellular field
varies in space, then the intracellular current density must
change to match this new extracellular field and maintain
zero transmembrane potential. Intracellular current density
can change only by way of a membrane current, and this
current will create a voltage where it crosses the membrane.
Therefore, a transmembrane potential must develop if the
applied field is nonuniform.
On the other hand, if the extracellular field is constant,
potentials can still develop in regions where the intracellular
conductivity is changing. In regions where Vm is zero,
current has divided (redistributed) between the intracellular
and extracellular spaces such that the potential gradients in
the two domains are equal. If the intracellular current en-
counters a region where conductance changes, the fractions
of the total current in each of the two domains will no longer
be appropriate. Current will cross the membrane to redis-
tribute the current, and a nonzero transmembrane potential
will result.
A corollary of the discussion above is that transmem-
brane potentials can develop only if the anisotropy ratios
between the intra- and extracellular spaces are not equal
everywhere. This can be seen by examining the primary
extracellular potential distributions that we have chosen:
each satisfies either V - (GeV(DP) = 0 or V - [(Gi +
Ge)V'pe] = 0. When tissue is equally anisotropic, the two
conductivity tensors are scalar multiples of one another. If
we substitute Ge = kGi into either of the above equations,
we see that the generalized activating function, V * (GiVDP),
is zero everywhere. Fig. 6 examines the effects of fiber
curvature under unequally anisotropic conditions, so to ver-
ify that the above reasoning is correct, we computed the
response of this model under the condition of equal anisot-
ropy. For the approximate solution we numerically solved
V * (GeV(DP) and used this potential distribution (no longer
a uniform field) in our model. As expected, significant
arose because of the anatomical obstacle in either the ap-
proximate or exact bidomain model (results not shown).
It should be noted that the expression we have derived is
not the only possible source term that can be considered to
operate when electrical stimuli are applied to the heart. This
tern is unique to the particular set of bidomain equations
that we have chosen to work with, but various linear trans-
formations of the bidomain equations can be performed to
yield different equivalent governing equations (Hooke et al.,
1994). These different sets of equations will lend them-
selves to manipulations that can yield alternative expres-
sions for source terms (e.g., Goel and Roth, 1994). Further-
more, if the sources for a variable besides transmembrane
potential, such as intracellular potential, are desired, then
different expressions will result, as have been derived for
the case of axonal stimulation (Rubinstein and Spelman,
1988; Rubinstein, 1991). Nevertheless, we feel that our
generalized activating function serves as a good intuitive
source term because it describes the initial change in Vm and
because it is a logical extension of the one-dimensional
activating function as originally proposed by Rattay (1986).
Even though we have only examined steady-state phe-
nomena in this study, we can gain at least a qualitative idea
of the temporal evolution of tissue tranmembrane voltages
by examining the relationship between the generalized ac-
tivating function (sources) and the tissue response. As oth-
ers have shown with Rattay's activating function in the
one-dimensional case (Warman et al., 1992; Neunlist and
Tung, 1995; Plonsey and Barr, 1995), the tissue response
can be considered a convolution of the generalized activat-
ing function with the tissue impulse response if the tissue is
shift-invariant. Thus all time dependence is contained in the
impulse response term because we assume that the activat-
ing function does not change in time (see below for a
discussion of this assumption). When current is injected into
passive tissue, potentials first develop in tissue very close to
the source, and over time, charge diffuses to more periph-
eral tissue, causing potentials to develop away from the
source. Thus, near the beginning of the stimulus, the poten-
tial distribution will resemble the activating function, and at
longer and longer times, as the impulse response spreads
out, the potentials induced in the tissue become more
smoothed out or low-pass filtered. Although we did not
specifically examine time-dependent phenomena in this
study, this intuition is consistent with other studies that have
examined the temporal evolution of dog-bone (Roth and
Trayanova, 1993; Roth and Wikswo, 1994) and sawtooth
(Cartee and Plonsey, 1992; Fishler, 1997) polarization
patterns.
In the most general case, where the tissue impulse re-
sponse varies from location to location, a convolution inte-
gral cannot be used to compute the tissue response (Figs.
3-6). To compute the approximate time-varying solution in
this case, Eq. 4 must be discretized and Vm computed at
each time step based on the time-invariant activating func-
tion and the spatial distribution of Vm at the previous time
potentials did not develop in the bulk of the tissue but only
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tionally difficult than a convolution integral, it would still
be less costly than solving the full bidomain system.
Exact versus approximate solutions
As discussed in the Theory section, if the extracellular
potential distribution caused by the applied stimulus is
known, then the generalized activating function describes
the source term for Vm exactly. In general, though, we
cannot determine the exact potentials without considerable
effort and would prefer to use the assumed extracellular
fields, or VFP, to estimate the sources. In the examples we
have presented above, we were able to identify (DP distri-
butions that provided accurate approximate solutions. No
qualitative differences were observed between the exact and
approximate solutions in the cases that we considered.
In many of our simulations we were able to easily esti-
mate an accurate extracellular potential distribution because
the circumstances of the stimulation suggested a simple
answer for this distribution (i.e., a uniform field). In the
example of Fig. 6, however, where fiber direction was
variable in the sheet, our initial estimate of a uniform field
provided an approximate solution that was qualitatively
similar to the exact solution but was quantitatively inaccu-
rate. In this instance, we had to first solve Laplace's equa-
tion with a parallel combination of intra- and extracellular
conductivities (Eq. 20) to determine the primary potential
distribution, and then use these potentials to obtain an
accurate estimate of Vm. This method is computationally
equivalent to solving two approximate problems, which is
nevertheless still easier than solving the full bidomain
system.
When we solved Eq. 20 to determine the primary extra-
cellular potentials and used this distribution to solve the
approximate problem, the error decreased greatly for the
case of curved fibers considered in Fig. 6, increased signif-
icantly for the sawtooth pattern shown in Fig. 3, and de-
creased slightly in all other cases considered. This approach
of first solving Laplace's equation for the parallel combi-
nation of intra- and extracellular conductivities seems to
provide a more accurate solution in situations where the
conductivity is changing gradually and currents may be
more fully redistributed but not work as well when the
conductivity changes abruptly. Further investigation is
needed to determine the best way of estimating the primary
potential distribution for an arbitrary fiber geometry.
Because our simulations only apply to specific geome-
tries and represent passive conditions, it is worthwhile to
consider other instances in which the approximate solution
may be more or less accurate. The restrictiveness of the
extracellular space should affect how much the membrane
currents perturb the applied extracellular fields, with a given
current producing larger fields in more confined spaces. Our
intra- to extracellular volume ratio of 0.7/0.3 is typical of
that used by other investigators and is consistent with the
To obtain an order of magnitude estimate of the perturba-
tions in extracellular fields caused by nonlinear and time-
dependent membrane currents, we can consider the extra-
cellular fields caused by a propagating wavefront. This
should represent an upper limit because large current den-
sities flow across the cell membrane during the depolariza-
tion phase of the action potential. Extracellular potentials
during propagation have been measured (Knisley et al.,
1991) and computed (Henriquez and Plonsey, 1990; Roth,
1991), both on the surface of a slab of tissue and in the
deeper layers of the muscle. These potentials reach maxi-
mum amplitudes on the order of 50 mV peak to peak deep
within the tissue. If we assume that depolarized tissue lies
1-2 mm from excitable tissue at the leading edge of a
cardiac wavefront, then the maximum fields produced by
the membrane currents should be on the order of 25-50
mV/mm, or 0.2-0.5 V/cm. These fields will be at least an
order of magnitude less than the primary fields applied
during a defibrillation shock, and will be even smaller near
the surface of cardiac tissue.
Applications to defibrillation
Even though there is still disagreement over the mecha-
nisms by which a strong electrical stimulus revives a fibril-
lating heart, defibrillation is generally acknowledged to be
impossible without changes in the transmembrane potentials
of cells in a significant majority of the myocardium (Dillon,
1992). Thus the question of how cells away from the elec-
trodes become polarized has been of major importance in
defibrillation research, and as noted in previous sections,
many different mechanisms have been proposed. A related
question concerns whether the extracellular potential gradi-
ent (electric field) or the gradient of the potential gradient is
the more important factor in determining whether cells are
affected by a given stimulus. This work shows that second
derivatives in extracellular potential cause sources that are
weighted by the tissue conductivity (Eq. 15), and as illus-
trated in Fig. 1 and Fig. 2, the relative contributions of these
weights influence the eventual shape of the generalized
activating function. In this respect our generalized activat-
ing function differs from Rattay's original formulation, as
he neglected the conductivity term in his definition. Sources
due to uniform extracellular fields are weighted by gradients
in intracellular conductivity (Eq. 16). Thus both gradients in
extracellular potential and changes in these extracellular
fields can act to cause polarization of cardiac tissue, but the
tissue architecture is equally important in determining the
polarities and relative magnitudes of the sources. Future
work will be necessary to assess the relative contributions of
these two source terms.
Some leading theories of defibrillation mechanisms pos-
tulate that a minimum extracellular potential gradient must
be produced throughout the myocardial volume for the
shock to succeed (Ideker et al., 1994). Because of this,
experimental measurements of Kleber and Riegger (1987).
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the potential gradients produced in the myocardial volume
and aims to create a potential distribution such that the
electric field is as uniform as possible and above a certain
value everywhere in the heart (Karlon et al., 1993; Panescu
et al., 1995; Schmidt and Johnson, 1995). Large computer
models of the human thorax are constructed to solve
Laplace's equation (Johnson et al., 1992), or, on the exper-
imental side, epicardial sock electrodes and intramural
plunge electrodes are used to measure the potentials caused
by the shock for a given set of electrode characteristics
(Tang et al., 1992; Wharton et al., 1992). Our research
suggests additional steps that can be taken to improve this
process and make it more biophysically based. With the
extracellular potentials measured in an experiment or com-
puted from a torso model and some estimate of fiber struc-
ture, the generalized activating function can be used to
calculate the sources. If desired, the membrane polarizations
caused by the shock can then be computed based on this
source term and an assumed tissue impulse response. By
following this procedure, an investigator would know not
only the extracellular fields, but would also have an estimate
of the changes in Vm caused by a given stimulus. To assess
whether a given shock would defibrillate, more information,
such as the action potential prolongation, or the induced
spatial excitatory response, would be needed, but simply
having an estimate of the induced Vms would represent a
significant improvement over the methods currently used.
CONCLUSIONS
In this study we have shown that the concept of the acti-
vating function, which has been a useful tool in the study of
neuronal stimulation for many years, can be generalized and
applied to the multidimensional problem of cardiac electri-
cal stimulation. The generalized activating function that we
have derived represents the virtual electrodes that are
present during a given electrical stimulus and describes how
transmembrane potentials will initially change when the
stimulus is applied. Sources can be due to extracellular
fields or gradients in these fields. However, the tissue char-
acteristics are also important in that they determine the
relative influence of a given source. In passive, steady-state,
two-dimensional computer simulations, we have shown that
the generalized activating function can predict many mech-
anisms of membrane polarization. If the extracellular po-
tentials caused by a given stimulus and the tissue architec-
ture can be reliably estimated, which should often be the
case when strong electrical stimuli are applied to the heart,
then the generalized activating function provides a method
for assessing the transmembrane potentials caused by a
shock with reduced effort, greater insight, and a relatively
high degree of accuracy.
This research was supported in part by grant HL-42866 from the National
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