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Abstract
In this paper, we establish the existence of an unbounded solution to a second order boundary value problem on the half line.Also
the existence of multiple unbounded positive solutions is discussed using the theory of ﬁxed point index.
© 2006 Elsevier B.V. All rights reserved.
MSC: 34B40; 34B16; 34B18
Keywords: Boundary value problems; Lower and upper solutions; Fixed point index
1. Introduction
In this paper, we consider the following problem:{
y′′(t) + (t)f (t, y(t)) = 0, t ∈ (a,+∞),
y(a) = 0, limt→+∞ y′(t) = 0,
(1.1)
where f ∈ C([a,+∞)×R+0 ,R+) satisﬁes limy→0+f (t, y)=+∞ for each t ∈ (a,+∞) (i.e. f (t, y)may be singular
at y = 0) and  ∈ C((a,+∞),R+0 ); here R+ = [0,+∞) and R+0 = (0,+∞).
Problems of the above type arise quite naturally in the study of radially symmetric solutions of nonlinear elliptic
equations, see [7,13], in the inﬁnite-domain model of phenomena in draining ﬂows, in superconductor problems and
in the theory of colloids (see [2–4,6]). In [5], Bobisud, using a diagonalization procedure, established the existence of
bounded solutions when f is singular at y = 0. Chen and Zhang obtained some sufﬁcient and necessary conditions for
the existence of positive solutions when f has no singularity at y = 0 in [7]. In [2,3], the authors proved the existence of
at least one bounded solution of the above problem and obtained an exponential asymptotic estimate in the case when f
is singular at y = 0. Palamides and Galanis considered the existence of unbounded positive solutions when f is singular
at t = 0 (see [15]). We refer the reader also to [12,14].
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Motivated by [10,15], we note that if (1.1) has no bounded solution it is still possible that (1.1) has one or more
unbounded solutions. In this paper, we consider the existence of unbounded positive solutions to (1.1) in a space of
unbounded functions when f is singular at y = 0 using the technique of upper and lower solutions and the theory of
ﬁxed point index in a cone (see [1,9,11]).
2. Preliminaries
Let Cl = {y : [a,+∞) → R|y(t) is continuous on [a,+∞) and limt→+∞ y(t) exists}. For y ∈ Cl , deﬁne ‖y‖l =
supt∈[a,+∞) |y(t)|. Then Cl is a Banach space (see [8]).
Let C∞ = {y : [a,+∞) → R|y(t) is continuous on [a,+∞) and limt→+∞ y(t)/(1 + t − a) exists}. For y ∈ C∞,
deﬁne ‖y‖∞ = supt∈[a,+∞) |y(t)/(1 + t − a)|. Then C∞ is a normed linear space (see [10]).
Remark. If (1.1) has an unbounded solution y with limt→+∞ y(t) = ∞ then limt→+∞ y(t)/(1 + t − a) = limt→+∞
y′(t) = 0, which implies that y ∈ C∞.
Let
(t) =
{
t − a, t ∈ [a, 1 + a]
1, t ∈ (1 + a,+∞) and ˜(t) =
(t)
1 + t − a , t ∈ [a,+∞).
Write P = {x ∈ C∞([a,+∞),R)|x(t)0 and x(t)(t)(x()/(1 + − a)), ∀ ∈ [a,+∞)}.
Suppose that z= x/(1+ t − a). Then of course f (t, x)= f (t, (1+ t − a)z)) and we let F(t, z)= f (t, (1+ t − a)z)
for all (t, z) ∈ [a,+∞) × R+0 .
Now we will list some conditions that will be needed in Sections 3 and 4:
(H1) there exist a k ∈ C([a,+∞),R+0 ), a g ∈ C(R+0 ,R+0 ) and a decreasing continuous function h ∈ C(R+0 ,R+0 )
such that
|F(t, z)|k(t)g(z), ∀z ∈ R+0 , t ∈ [a,+∞),
where g(z)/h(z) is an increasing function and
∫∞
a
(s)k(s)h(c˜(s)) ds < + ∞ for each c > 0;
(H2)
sup
c∈R+0
ch(c)∫∞
a
(s)k(s)h(c˜(s)) dsg(c)
> 1,
(H3) there exist a k1 ∈ C([a,+∞),R+0 ) and a g1 ∈ C(R+0 ,R+0 ) with F(t, z)k1(t)g1(z), ∀(t, z) ∈ [a,+∞)×R+0
such that
lim
z→+∞
g1(z)
z
= +∞,
where
∫∞
a
(s)k1(s) ds < + ∞;
(H4) for any c > 0, there exists a c ∈ C([a,+∞),R+0 ) such that F(t, z)c(t) for all (t, z) ∈ [a,+∞) × (0, c]
with
∫∞
a
(s)c(s) ds < + ∞.
Also the following lemmas are needed in Sections 3 and 4.
Lemma 2.1. C∞ is a Banach space.
Theorem 2.2 (see Corduneanu [8]). Let M ⊆ Cl([a,+∞),R). Then M is relatively compact in Cl([a,+∞),R) if
the following conditions hold:
(a) M is bounded in Cl ;
(b) the functions belonging to M are locally equicontinuous on [a,+∞);
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(c) the functions from M are equiconvergent, that is, given > 0, there corresponds T ()> 0 such that |x(t) −
x(+∞)|<  for any tT () and x ∈ M .
Now Theorem 2.2 immediately yields the following result.
Theorem 2.3. LetM ⊆ C∞([a,+∞),R).ThenM is relatively compact inC∞([a,+∞),R) if the following conditions
hold:
(a) M is bounded in C∞;
(b) the functions belonging to {y|y(t) = x(t)/(1 + t − a), x ∈ M} are locally equicontinuous on [a,+∞);
(c) the functions from {y|y(t) = x(t)/(1 + t − a), x ∈ M} are equiconvergent at +∞.
Now we introduce the following deﬁnition.
Deﬁnition 2.4 (see Guo and Lakshimikantham [11]). Suppose E is a real Banach space, P ⊆ E is a cone, U ⊆ P is
a relatively bounded open set and A : U is continuous and compact and Ax 
= x for all x ∈ U . Then, there exists an
integer i(A,U, P ) deﬁned by
i(A,U, P ) = deg(I − A · r, BR ∩ r−1(U), ),
where r is any continuous operator from E to P satisfying that r(x)= x for every x ∈ P , and R is big enough such that
BR = {x ∈ E|‖x‖<R} ⊃ U .
Lemma 2.5 (see Guo and Lakshimikantham [11]). Let be a bounded open set in real Banach space E, P be a cone of
E,  ∈  and A : ∩P → P be continuous and completely continuous. Suppose 	Ax 
= x, ∀x ∈ ∩P , 	 ∈ (0, 1].
Then i(A, ∩ P,P ) = 1.
Lemma 2.6 (see Guo and Lakshimikantham [11]). Let  be a bounded open set in real Banach space E, P be a cone
of E,  ∈  and A :  ∩ P → P be continuous and completely continuous. Suppose Axx, ∀x ∈  ∩ P . Then
i(A, ∩ P,P ) = 0.
Let
G(t, s) =
{
u(t)v(s), as t < + ∞,
u(s)v(t), a ts < + ∞,
where u(t) = 1 and v(t) = t − a for all t ∈ [a,+∞).
Lemma 2.7. Assume  ∈ C((a,+∞),R+) with ∫ +∞
a
(t) dt < + ∞ and let F(t) = ∫∞
a
G(t, s)(s) ds. Then
{
F ′′(t) + (t) = 0, t ∈ (a,+∞),
F (a) = 0, limt→+∞ F ′(t) = 0,
and F(t)(t)‖F‖∞, ∀t ∈ [a,+∞).
Proof. Obviously F is continuous on [a,+∞) and clearly{
F ′′(t) + (t) = 0, t ∈ (a,+∞)
F (a) = 0, limt→+∞ F ′(t) = 0.
Hence,
lim
t→+∞
F(t)
1 + t − a = 0 if limt→+∞ F(t)< + ∞
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and
lim
t→+∞
F(t)
1 + t − a = limt→+∞ F
′(t) = 0 if lim
t→+∞ F(t) = +∞,
so F ∈ C∞.
For t ∈ [a,+∞),  ∈ [a,+∞),
G(t, s)
G(, s)
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
t − a
s − a 
t − a
− a , ts,
s − a
− a 1, s t,
t − a
− a , t, s,
s − a
s − a = 1, t, s.
Then
G(t, s)
G(, s)
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
t − a
s − a 
t − a
− a 
t − a
1 + − a , ts,
s − a
− a 1
t − a
1 + − a , s t,
t − a
− a 
t − a
1 + − a , t, s,
s − a
s − a = 1
t − a
1 + − a , t, s
if t ∈ [a, a + 1] and
G(t, s)
G(, s)
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
t − a
s − a 
t − a
− a 
1
1 + − a , ts,
s − a
− a 1
1
1 + − a , s t,
t − a
− a 
1
1 + − a , t, s,
s − a
s − a = 1
1
1 + − a , t, s
if t ∈ (a + 1,+∞).
Consequently,
G(t, s)
G(, s)
(t) 1
1 + − a , ∀t ∈ [a,+∞),  ∈ [a,+∞).
Then
F(t) =
∫ ∞
a
G(t, s)
G(, s)
G(, s)(s) ds(t)
∫∞
a
G(, s)(s) ds
1 + − a
= (t) F ()
1 + − a , ∀(t, ) ∈ [a,+∞) × [a,+∞).
Since  is arbitrary, we have
F(t)(t)‖F‖∞, t ∈ [a,∞). 
D. O’Regan et al. / Journal of Computational and Applied Mathematics 205 (2007) 751–763 755
3. Lower and upper solution technique
In this section we consider the two-point boundary value problem{−x′′(t) = (t)f (t, x(t)), t ∈ (a,+∞),
x(a) = k1 > 0, limt→+∞ x′(t) = k2,
(3.1)
where f ∈ C([a,+∞)×R+0 ,R) and ∈ C((a,+∞),R+). In our ﬁrst result (Theorem 3.1) in this section we assume
the existence of an upper and a lower solution to (3.1).
Assume that 
 ∈ C([a,+∞),R+0 ) ∩ C2((a,+∞),R) satisﬁes{−
′′(t)(t)f (t, 
(t)), t ∈ (a,+∞),

(a)k1, limt→+∞ 
′(t)k2.
Then 
 is called a lower solution of (3.1). Similarly we can deﬁne an upper solution  of (3.1) by reversing the
inequalities. If there exists an upper solution  and a lower solution 
 with 
(t)(t) for ta then we deﬁne
D


 (t) = {x ∈ R|
(t)x(t)}, t ∈ [a,+∞).
Theorem 3.1. Assume that 
,  are lower and upper solutions of (3.1) with 
(t)(t), ∀t ∈ [a,+∞). Moreover,
suppose there exists a  ∈ C([a,+∞),R+) such that
sup
x∈D
 (t)
|f (t, x)|(t), ∀t ∈ [a,+∞)
and ∫ ∞
a
(s)(s) ds < + ∞.
Then (3.1) has at least one solution x∗ ∈ C∞ with 
(t)x∗(t)(t), t ∈ [a,+∞).
Proof. Let
f ∗(t, x) =
⎧⎪⎨
⎪⎩
f (t, 
(t)), x < 
(t),
f (t, x), 
(t)x(t),
f (t, (t)), x > (t)
and deﬁne the auxiliary problem{
x′′ + (t)f ∗(t, x) = 0, t ∈ (a,+∞),
x(a) = k1, limt→+∞ x′(t) = k2.
(3.2)
First we show (3.2) has at least one solution x∗.
Now for x ∈ C∞, deﬁne two operators by (A1x)(t) =
∫∞
a
G(t, s)(s)f ∗(s, x(s)) ds, t ∈ [a,+∞) and (Ax)(t) =
k1 + k2(t − a) + (A1x)(t), t ∈ [a,+∞).
(1) A : C∞ → C∞ is continuous.
For x ∈ C∞, one has
|(Ax)(t)| |k1 + (t − a)k2| + |(A1x)(t)|
k1 + (t − a)|k2| +
∫ ∞
a
G(t, s)(s)|f ∗(s, x(s))| ds
k1 + (t − a)|k2| + F(t), t ∈ [a,+∞),
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where F(t) is deﬁned by F(t) = ∫∞
a
G(t, s)(s)(s) ds, t ∈ [a,+∞). As in the proof of Lemma 2.7, it is easy to
prove that limt→+∞ (A1x)(t)/(1 + t − a) = 0 and so
lim
t→+∞
(Ax)(t)
1 + t − a = limt→+∞
k1 + k2(t − a)
1 + t − a + limt→+∞
(A1x)(t)
1 + t − a = k2.
Consequently, AC∞ ⊆ C∞.
Assume that {xn}n1 ⊆ C∞([a,+∞),R) and x0 ∈ C∞([a,+∞),R) with limn→+∞ xn = x0. Then xn(t) →
x0(t), n → +∞, t ∈ [a,+∞). Thus, the continuity of f ∗ implies that |f ∗(t, xn(t)) − f ∗(t, x0(t))| → 0, n →
+∞, ∀t ∈ [a,+∞). Moreover, since |f ∗(t, xn(t)) − f ∗(t, x0(t))|2(t), ∀t ∈ [a,+∞), the Lebesgue dominated
convergence theorem guarantees that
‖Axn − Ax0‖∞ = sup
t∈[a,+∞)
∣∣∣∣∣
∫∞
a
G(t, s)(s)f ∗(s, xn(s)) ds −
∫∞
a
G(t, s)(s)f ∗(s, x0(s)) ds
1 + t − a
∣∣∣∣∣

∫ ∞
a
(s)|f ∗(s, xn(s)) − f ∗(s, x0(s))| ds → 0, n → +∞,
which yields that A : C∞ → C∞ is continuous.
(2) We will show that AC∞ is relatively compact.
(a) For x ∈ C∞, one has
‖Ax‖∞ = sup
t∈[a,+∞)
|(Ax)(t)|
1 − a + t
 sup
t∈[a,+∞)
[
k1 + k2(t − a)
1 + t − a +
∫ ∞
a
G(t, s)
1 − a + t (s)|f
∗(s, x(s))| ds
]
 sup
t∈[a,+∞)
k1 + k2(t − a)
1 + t − a + supt∈[a,+∞)
∫ ∞
a
G(t, s)
1 + t − a(s)(s) ds,
which implies that AC∞ is bounded.
(b) For any T > 0, if t, t ′ ∈ [a, T ], and x ∈ C∞, we get∣∣∣∣ (Ax)(t)1 + t − a − (Ax)(t
′)
1 + t ′ − a
∣∣∣∣ 
∣∣∣∣k1 + k2(t − a)1 + t − a − k1 + k2(t
′ − a)
1 + t ′ − a
∣∣∣∣
+
∫ ∞
a
∣∣∣∣ G(t, s)1 + t − a − G(t
′, s)
1 + t ′ − a
∣∣∣∣(s)|f ∗(s, x(s))| ds

∣∣∣∣k1 + k2(t − a)1 + t − a − k1 + k2(t
′ − a)
1 + t ′ − a
∣∣∣∣
+
∫ ∞
a
∣∣∣∣ G(t, s)1 + t − a − G(t
′, s)
1 + t ′ − a
∣∣∣∣(s)(s) ds.
Then, for any > 0, there exists a > 0 such that
∣∣∣∣ (Ax)(t)1 + t − a − (Ax)(t
′)
1 + t ′ − a
∣∣∣∣< , ∀x ∈ C∞
if |t − t ′|< , t, t ′ ∈ [a, T ].
Since T is arbitrary, then the functions belonging to {(AC∞)(t)/(1+ t −a)} are locally equicontinuous on [a,+∞).
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(c) Now for x ∈ C∞, from the proof (1), one has
lim
t→+∞ supx∈C∞
∣∣∣∣ (Ax)(t)1 + t − a − k2
∣∣∣∣  limt→+∞
[ |k1 − k2|
1 + t − a +
F(t)
1 + t − a
]
= 0,
which yields that the functions from {((AC∞)(t))/(1 + t − a)} are equiconvergent at +∞.
Consequently, the conditions of Theorem 2.3 hold, which implies that AC∞ is relatively compact.
Schauder’s ﬁxed point theorem guarantees that A has at least one ﬁxed point x∗ ∈ C∞. Thus, x∗ is a solution
of (3.2).
Now, we show that x∗ satisﬁes 
(t)x∗(t)(t), ∀t ∈ [a,+∞), which implies that x∗ is a solution of (3.1).
In fact, suppose there is a t∗ ∈ (a,+∞) with x∗(t∗)> (t∗). Let t1 = inf{t |t < t∗, x∗(s)> (s),∀s ∈ [t, t∗]},
t ′1 = sup{t |t > t∗ , x∗(s)> (s),∀s ∈ [t∗, t]}. Deﬁne z(t) = (t) − x∗(t), t ∈ [t1, t ′1]. Then
(i)
z′′(t) = ′′(t) − x′′(t)
 − (t)f (t, (t)) + (t)f ∗(t, x∗(t))
= − (t)f (t, (t)) + (t)f (t, (t)) = 0, t ∈ (t1, t ′1); (3.3)
(ii)
z(t1) = (t1) − x∗(t1) = 0; (3.4)
(iii) If t ′1 < + ∞, then
z(t ′1) = (t ′1) − x∗(t ′1) = 0. (3.5)
From (3.3)–(3.5), the maximum principle yields z(t)0, t ∈ [t1, t ′1], which is a contradiction.
(iii)′ If t ′1 = +∞, we get z′(∞) = ′(∞) − x′(∞)0.
From (i), z′(t) is non-increasing on [t1,+∞). And from (iii)′, one has z′(t)0, t ∈ [t1,+∞), which implies that
z(t) is nondecreasing on [t1,+∞). Then, from z(t1) = 0, z(t)0, ∀t ∈ [t1,+∞), which is a contradiction, too. As a
result 
(t)x∗(t)(t), t ∈ [a,+∞).
Consequently (3.2) has at least one solution x∗ with 
(t)x∗(t)(t), t ∈ [a,+∞), i.e., x∗ is a solution
of (3.1). 
Using Theorem 3.1, we will obtain the following result.
Theorem 3.2. Assume that f ∈ C([a,+∞),R+) and conditions (H1), (H4) hold. Also assume that for some M > 0
there is an hM ∈ C([a,+∞),R+0 ) such that
f (t, x)hM(t), ∀(t, x) ∈ [a,+∞) × [M,+∞), (3.6)
with ∫ ∞
a
(s)hM(s) ds < + ∞. (3.7)
Then problem (1.1) has at least one positive solution x∗ ∈ C([a,+∞),R+) ∩ C2((a,+∞),R).
Proof. We can choose a decreasing sequence {n}∞n=1 with limn→+∞ n = 0 and 1 <M . First, consider the second
order problem{
x′′(t) + (t)hM(t) = 0, t ∈ (a,+∞),
x(a) = M, x′(∞) = M. (3.8)
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Notice (t) = M + M(t − a) + ∫∞
a
G(t, s)(s)hM(s) ds is a positive solution of (3.8). Obviously (t)M , ∀t ∈
[a,+∞), which implies that
f (t, (t))hM(t), t ∈ [a,+∞). (3.9)
Next consider the sequence of boundary value problems{
x′′(t) + (t)f (t, x) = 0, t ∈ (a,+∞),
x(a) = n, x′(∞) = n.
(3.10)n
Let 
n(t) ≡ n, t ∈ [a,+∞). Then, from f (t, x)0 when x > 0 and (3.9) we have{
′′n(t) + (t)f (t, 
n(t)) = (t)f (t, n)0, t ∈ (a,+∞),

n(a) = n, 
′n(∞) = 0< n
and {′′(t) + (t)f (t, (t)) = −(t)hM(t) + (t)f (t, (t))0, t ∈ (a,+∞),
(a) = M > n, ′(∞) = M > n.
Consequently, 
n and  are lower and upper solutions of (3.10)n respectively. By Theorem 3.1, (3.10)n has at least one
positive solution xn ∈ C∞ with 
n(t)xn(t)(t), t ∈ [a,+∞).
Notice
‖xn‖∞ = sup
t∈[a,+∞)
|xn(t)|
1 + t − a  supt∈[a,+∞)
(t)
1 + t − a = ‖‖∞, n ∈ {1, 2, . . .}. (3.11)
From (H4), there exists a ‖‖∞(t) ∈ C([a,+∞),R+0 ) such that
F(t, u)‖‖∞(t), ∀(t, u) ∈ [a,+∞) × (0, ‖‖∞], (3.12)
with
∫∞
a
(s)‖‖∞(s) ds <∞, t ∈ [a,+∞). It is easy to verify that
∫∞
a
G(t, s)(s)‖‖∞(s) ds ∈ C∞. Therefore,
from (3.12) and Lemma 2.7, we get
xn(t) = n(1 + t − a) +
∫ ∞
a
G(t, s)(s)f (s, xn(s)) ds
= n(1 + t − a) +
∫ ∞
a
G(t, s)(s)f
(
s, (1 + s − a) xn(s)
1 + s − a
)
ds
= n(1 + t − a) +
∫ ∞
a
G(t, s)(s)F
(
s,
xn(s)
1 + s − a
)
ds
n(1 + t − a) +
∫ ∞
a
G(t, s)(s)‖‖∞(s) ds > (t)q
∗, ∀t ∈ [a,+∞), n ∈ {1, 2, . . .},
where
q∗ = sup
t∈[a,+∞)
∫ ∞
a
G(t, s)
1 + t − a (s)‖‖∞(s) ds.
Thus, (H1) implies that
G(t, s)
1 + t − a(s)f (s, xn(s)) =
G(t, s)
1 + t − a (s)F
(
s,
xn(s)
1 + s − a
)
(s)k(s)g
(
xn(s)
1 + s − a
)
= (s)k(s)h
(
xn(s)
1 + s − a
)
g(xn(s)/(1 + s − a))
h(xn(s)/(1 + s − a))
(s)k(s)h(˜(s)q∗)g(‖‖∞)
h(‖‖∞) , (t, s) ∈ [a,+∞) × [a,+∞), n ∈ {1, 2, . . .}. (3.13)
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Then, for any T >a and t ′, t ′′ ∈ [a, T ], we get∣∣∣∣ xn(t ′)1 + t ′ − a − xn(t
′′)
1 + t ′′ − a
∣∣∣∣=
∣∣∣∣
∫ ∞
a
(
G(t ′, s)
1 + t ′ − a −
G(t ′′, s)
1 + t ′′ − a
)
(s)f (s, xn(s)) ds
∣∣∣∣

∫ ∞
a
∣∣∣∣ G(t ′, s)1 + t ′ − a − G(t
′′, s)
1 + t ′′ − a
∣∣∣∣(s)k(s)h(˜(s)q∗) ds g(‖‖∞)h(‖‖∞) , n ∈ {1, 2, . . .}.
Using a standard argument (see (b) in the proof of Theorem 3.1) it is easy to prove that the functions belonging to
{xn(t)/(1+ t −a)}n1 are locally equicontinuous on [a,+∞). The Lebesgue dominated convergence theorem, which
we can use since (3.13) holds, guarantees that
sup
n1
∣∣∣∣ xn(t)1 + t − a − n
∣∣∣∣= sup
n1
∣∣∣∣
∫ ∞
a
G(t, s)
1 + t − a(s)f (s, xn(s)) ds
∣∣∣∣

∫ ∞
a
G(t, s)
1 + t − a(s)k(s)h(˜(s)q
∗) ds g(‖‖∞)
h(‖‖∞) → 0, t → +∞,
which implies that the functions from {xn(t)/(1 + t − a)}n1 are equiconvergent at +∞. Consequently, {xn}n1
satisﬁes all the conditions of Theorem 2.3, which yields that {xn}n1 has a convergent subsequence {xni }i1 with
‖xni − x∗‖∞ → 0, i → +∞. From the continuity of f, we also have
f (s, xni (s)) → f (s, x∗(s)), i → +∞, s ∈ [a,+∞).
The Lebesgue dominated convergence theorem, which we can use since (3.13) holds, guarantees that
x∗(t) = lim
i→+∞ xni (t) = limi→∞
[
ni (1 + t − a) +
∫ ∞
a
G(t, s)(s)f (s, xni (s)) ds
]
=
∫ ∞
a
G(t, s)(s)f (s, x∗(s)) ds, t ∈ [a,+∞).
Then x∗ is a solution of (1.1) with x∗ ∈ C∞([a,+∞),R+) ∩ C2((a,+∞),R). 
4. The existence of multiple positive solutions to problem (1.1)
For f ∈ C([a,+∞)×R+0 , [0,+∞)), deﬁne a function sequence by fn(t, x)=f (t,max{(1/n)(1+ t−a), x}), n ∈{1, 2, . . .} and for x ∈ P (deﬁned in Section 2), deﬁne an operator sequence by
(Anx)(t) =
∫ ∞
a
G(t, s)(s)fn(s, x(s)) ds, n ∈ {1, 2, . . .}. (4.1)
We have the following lemma.
Lemma 4.1. Assume that (H1) hold. Then An : P → P is continuous and completely continuous for each n1.
The proof is similar to that for the operator A in Theorem 3.1 so we omit it.
Theorem 4.2. Assume that (H1), (H2), (H3) and (H4) hold. Then problem (1.1) has at least two positive solutions.
Proof. Lemma 4.1 guarantees that An : P → P is a continuous and completely continuous operator for each n1.
From condition (H2), we can choose an R> 0 such that
R∫∞
a
(s)k(s)h(R˜(s)) ds(g(R)/h(R))
> 1. (4.2)
Let 1 = {x ∈ C∞|‖x‖∞ <R}.
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We ﬁrst show that x 
= 	Anx for any x ∈ 1 ∩ P , 	 ∈ (0, 1] and nn0 > 1/R.
Suppose that there exists an nn0, an x0 ∈ 1 ∩ P and a 	0 ∈ (0, 1] such that x0 = 	0Anx0. Since x0 ∈ 1 ∩ P ,
one has x0(t)(t)‖x0‖∞ = (t)R, t ∈ [a,+∞), so x0(t)/(1 + t − a) ˜(t)R, ∀t ∈ [a,+∞). Therefore,
R = ‖x0‖∞ sup
t∈[a,+∞)
∫ ∞
a
G(t, s)
1 + t − a (s)fn(s, x0(s)) ds

∫ ∞
a
(s)k(s)g
(
max
{
1
n
,
x0(s)
1 + s − a
})
ds
=
∫ ∞
a
(s)k(s)h
(
max
{
1
n
,
x0(s)
1 + s − a
})
g(max{1/n, x0(s)/(1 + s − a)})
h(max{1/n, x0(s)/(1 + s − a)}) ds

∫ ∞
a
(s)k(s)h(R˜(s)) ds
g(R)
h(R)
,
which implies that
R∫∞
a
(s)k(s)h(R˜(s)) ds (g(R)/h(R))
1.
This contradicts (4.2).
As a result
i(An,1 ∩ P,P ) = 1, n ∈ {n0, n0 + 1, . . .}, (4.3)
which implies that there exists an xn ∈ 1 ∩ P such that Anxn = xn, n ∈ {n0, n0 + 1, . . .}.
Next we consider the function sequence {xn}∞n=n0 . Since ‖xn‖∞R, (H4) implies that there exists a R such that
fn(t, xn(t)) = f (t,max{(1/n)(1 + t − a), xn(t)})R(t), n ∈ {n0, n0 + 1, . . .}. It is easy to prove that∫∞
a
G(·, s)(s)R(s) ds ∈ C∞. Then Lemma 2.7 guarantees that
xn(t)
∫ ∞
a
G(t, s)(s)R(s) ds
(t) sup
∈[a,+∞)
∫∞
a
G(, s)(s)R(s) ds
1 + − a , t ∈ [a,+∞), n ∈ {n0, n0 + 1, . . .}.
Let
q∗ = sup
∈[a,+∞)
∫∞
a
G(, s)(s)R(s) ds
1 + − a .
From condition (H1), we have
∫∞
a
(s)k(s)h(q ∗˜(s)) ds < + ∞ and
∫ ∞
a
G(t, s)
1 + t − a(s)fn(s, xn(s)) ds =
∫ ∞
a
G(t, s)
1 + t − a (s)f
(
s,max
{
1
n
(1 + s − a), xn(s)
})
ds

∫ ∞
a
(s)k(s)g
(
max
{
1
n
,
xn(s)
1 + s − a
})
ds

∫ ∞
a
(s)k(s)h(q ∗˜(s)) ds g(R)
h(R)
, t ∈ [a,+∞), n ∈ {n0, n0 + 1, . . .}. (4.4)
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Then, for T >a and t ′, t ′′ ∈ [a, T ], we have for n ∈ {n0, n0 + 1, . . .},∣∣∣∣ xn(t ′)1 + t ′ − a − xn(t
′′)
1 + t ′′ − a
∣∣∣∣ 
∫ ∞
a
∣∣∣∣ G(t ′, s)1 + t ′ − a − G(t
′′, s)
1 + t ′′ − a
∣∣∣∣(s)fn(s, xn(s)) ds

∫ ∞
a
∣∣∣∣ G(t ′, s)1 + t ′ − a − G(t
′′, s)
1 + t ′′ − a
∣∣∣∣(s)k(s)h(˜(s)q∗) ds g(R)h(R) .
Using a standard argument (see (b) in the proof of Theorem 3.1) it is easy to see that the functions belonging to
{xn(t)/(1 + t − a)}nn0 are locally equicontinuous on [a,+∞). The Lebesgue dominated convergence theorem,
which we can use since (4.4) holds, guarantees that
sup
nn0
xn(t)
1 + t − a = supnn0
∫ ∞
a
G(t, s)
1 + t − a(s)fn(s, xn(s)) ds

∫ ∞
a
G(t, s)
1 + t − a (s)k(s)h(˜(s)q
∗) ds g(R)
h(R)
→ 0, t → +∞.
Thus, the functions from {xn(t)/(1 + t − a)}nn0 are equiconvergent at +∞. Consequently, {xn} satisﬁes all the
conditions of Theorem 2.3, which implies that {xn} has a convergent subsequence {xni } with limi→+∞ xni = x∗. Since
xni (t)(t)q∗, ∀i1, one gets x∗(t)(t)q∗, t ∈ [a,+∞). As a result∫ ∞
a
G(t, s)(s)f (s, x∗(s)) ds
∫ ∞
a
G(t, s)(s)k(s)h(˜(s)q∗) ds g(R)
h(R)
< + ∞, t ∈ [a,+∞).
From limi→+∞ xni (s) = x∗(s)q∗(s), s ∈ [a,+∞), the continuity of f implies that limi→+∞ fni (s, xni (s)) =
lim
i→+∞ f (s,max{(1/ni)(1 + s − a), xni (s)}) = f (s, x∗(s)), s ∈ (a,+∞). Then the dominated convergence theorem,
which we can use since (4.4) holds, guarantees that
x∗(t) = lim
i→+∞ xni (t) = limi→∞
∫ ∞
a
G(t, s)(s)f
(
s,max
{
1
ni
(1 + s − a), xni (s)
})
ds
=
∫ ∞
a
G(t, s)(s)f (s, x∗(s)) ds, t ∈ [a,+∞).
Obviously ‖x∗‖∞R. Also (4.2) guarantees ‖x∗‖∞ <R.
Let a∗ <b∗ < + ∞, a∗ > 1 + a, and 0<c∗ <mint∈[a∗,b∗](1/(1 + t − a)).
Suppose N∗ = (mint∈[a∗,b∗]
∫ b∗
a∗ G(t, s)/(1 + t − a)(s)k1(s) dsc∗)−1 + 1. From condition (H3), there exists an
R′ >R such that
g1(y)>N
∗y, ∀yR′.
Let
2 =
{
x ∈ C∞|‖x‖∞ < R
′
c∗
}
.
Without loss of generality, suppose thatR′ >max{1, R}. Now we showAnxx for all x ∈ 2 ∩P and n ∈ {1, 2, . . .}.
Suppose there exists ann ∈ {1, 2, . . .} and an x0 ∈ 2∩P withAnx0x0. Since x0 ∈ 2∩P , we get since (t)=1 for
t ∈ [a∗, a∗+1] (notea∗ >a+1),mint∈[a∗,b∗] x0(t)/(1+t−a)mint∈[a∗,b∗] (1/(1+t−a))‖x0‖∞ >c∗(R′/c∗)=R′ > 1,
so 1/(1+ t − a)max{(1/n)(1+ t − a), x0(t)} =max{1/n, x0(t)/(1+ t − a)} = x0(t)/(1+ t − a)>R′, t ∈ [a∗, b∗].
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Then for t ∈ [a∗, b∗],
x0(t)
1 + t − a 
(Anx0)(t)
1 + t − a =
∫ ∞
a
G(t, s)
1 + t − a(s)fn(s, x0(s)) ds

∫ b∗
a∗
G(t, s)
1 + t − a (s)fn(s, x0(s)) ds
=
∫ b∗
a∗
G(t, s)
1 + t − a(s)f
(
s,max
{
1
n
(1 + s − a), x0(s)
})
ds

∫ b∗
a∗
G(t, s)
1 + t − a (s)k1(s)g1
(
max
{
1
n
,
x0(s)
1 + s − a
})
ds
=
∫ b∗
a∗
G(t, s)
1 + t − a k1(s)(s)g1
(
x0(s)
1 + s − a
)
ds
>
∫ b∗
a∗
G(t, s)
1 + t − a (s)k1(s)N
∗ x0(s)
1 + s − a ds
>
∫ b∗
a∗
G(t, s)
1 + t − a (s)k1(s) dsN
∗c∗R
′
c∗
>
R′
c∗
.
This contradicts ‖x0‖∞ = R′/c∗.
Consequently, Lemma 2.6 yields that
i(An,2 ∩ P,P ) = 0, n ∈ {1, 2, 3, . . .}. (4.5)
And from (4.3), (4.5), we get
i(An, (2 − 1) ∩ P,P ) = −1, n ∈ {n0, n0 + 1, . . .}, (4.6)
which implies that An has a ﬁxed point yn ∈ (2 − 1) ∩ P , n ∈ {n0, n0 + 1, . . .}.
Now we consider {yn}∞n=n0 . Since yn ∈ (2 −1) ∩ P , it is easy to see that yn(t)(t)‖yn‖∞R(t), t ∈ [a,∞)
and ‖yn‖∞ <R′/c∗, n ∈ {n0, N0 + 1, . . .}. Using an argument similar to the one above for {xn} gives us that {yn} has
a convergent subsequence {ynj } with limj→+∞ ynj = y∗ and y∗ is a solution of (1.1). Clearly ‖y∗‖∞R′/c∗ and also
(4.2) and (4.6) guarantee that R< ‖y∗‖∞ <R′/c∗.
Consequently, x∗ and y∗ are two different positive solutions of problem (1.1). 
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