Abstract. Fix a finite semigroup S and let a 1 , . . . , a k , b be tuples in a direct power S n . The subpower membership problem (SMP) for S asks whether b can be generated by a 1 , . . . , a k . For bands (idempotent semigroups), we provide a dichotomy result: if a band S belongs to a certain quasivariety, then SMP(S) is in P; otherwise it is NP-complete.
Introduction
How hard is deciding membership in a subalgebra of a given algebraic structure? This problem occurs frequently in symbolic computation. For instance if F is a fixed field and we are given vectors a 1 , . . . , a k , b in a vector space F n , we often want to decide whether b is in the linear span of a 1 , . . . , a k . This question can be answered using Gaussian elimination in polynomial time in n and k.
Depending on the formulation of the membership problem, the underlying algebra may be part of the input. For example if we are given transformations on n elements, we may have to decide whether they generate a given transformation under composition. These functions belong to the full transformation semigroup T n on n elements. In this case n and the algebra T n are part of the input. Kozen proved that this problem is PSPACE-complete [9] . However, if we restrict the input to permutations on n elements, then the problem is in P using Sims' stabilizer chains [3] .
In this paper we investigate the membership problem formulated by Willard in 2007 [14] . Fix a finite algebra S with finitely many basic operations. We call a subalgebra of some direct power of S a subpower of S. The subpower membership problem SMP(S) is the following decision problem:
are usually represented by constraint relations. In the algebraic approach to the CSP, each relation is regarded as a subpower of a certain finite algebra S. Instead of storing all elements of a constraint relation, we can store a set of generators.
Checking whether a given tuple belongs to a constraint relation represented by its generators is precisely the SMP for S. The input size of SMP(S) is essentially (k + 1)n. We can always decide the problem using a straightforward closure algorithm in time exponential in n. For some algebras there is no faster algorithm. This follows from a result of Kozik [10] , who actually constructed a finite algebra with EXPTIME-complete SMP. However, there are structures whose SMP is considerably easier. For example, the SMP for a finite group is in P by an adaptation of Sims' stabilizer chains [15] . Mayr [11] proved that the SMP for Mal'cev algebras is in NP. He also showed that the SMP for every finite Mal'cev algebra which has prime power size and a nilpotent reduct is in P.
In this paper we investigate the SMP for bands (idempotent semigroups). For semigroups in general the SMP is in PSPACE by a result of Bulatov, Mayr, and the present author [1] . There is no better upper bound since various semigroups were shown to have a PSPACE-complete SMP, including the full transformation semigroup on 3 or more letters and the 6-element Brandt monoid [1, 13] . For commutative semigroups, however, the SMP is in NP. In [1] a dichotomy result was provided: if a commutative semigroup S embeds into a direct product of a Clifford semigroup and a nilpotent semigroup, then SMP(S) is in P; otherwise it is NP-complete [1] . These were also the first algebras known to have an NP-complete SMP. Similar to the case of commutative semigroups, we will establish a P/NPcomplete dichotomy for the SMP for bands in the present paper. Before that we introduce the notions of variety, identity, and quasiidentity.
Let v, w be words over variables x 1 , . . . , x k . For a semigroup S we define the function w S : S k → S such that, when applied to (s 1 , . . . , s k ) ∈ S k , it replaces every occurrence of x i in w by s i for all i ∈ {1, . . . , k} and computes the resulting product. We refer to w S as the (k-ary) term function induced by w. An expression of the form v ≈ w is called an identity over
A class V of semigroups is called a variety if there is a set Σ of identities such that V contains precisely the semigroups that satisfy all identities in Σ. Given identities v 1 ≈ w 1 , . . . , v m ≈ w m and p ≈ q over x 1 , . . . , x k , we call an expression µ of the form
A class V of semigroups is a quasivariety if there is a set Σ of quasiidentities such that V contains precisely the semigroups that satisfy all identities in Σ. Green's equivalences are denoted by L, R, J , D, H [7, p. 45] . For the preorders ≤ L , ≤ R , ≤ J see [7, p. 47 ].
The dichotomy result for the SMP for bands is based upon the following two quasiidentities.
We will see that for every band the last condition on the left hand side of both λ andλ is equivalent to
e. This will follow from Lemma 2.3. Thus the atomic formulas of λ andλ are really identities. Also note thatλ is the quasiidentity obtained when each word of λ is reversed. We obtain the following observation.
Lemma 1.1. A semigroup S satisfiesλ if and only if the dual semigroupS satisfies λ.
Proof. Straightforward.
We state the main result of this paper. For the proof see Section 4. This means that under the assumption P = NP, the finite bands with tractable SMP are precisely the finite members of the quasivariety determined by λ andλ. This quasivariety is not a variety by the following theorem. Theorem 1.3. There are a 9-element band S 9 and a 10-element band S 10 such that (a) S 9 and S 10 generate the same variety, (b) S 9 is a homomorphic image of S 10 , and (c) SMP(S 10 ) is in P, whereas SMP(S 9 ) is NP-complete.
See Definition 5.1 for the multiplication tables of S 9 and S 10 . This is the first example of two finite algebras which generate the same variety and induce tractable and NP-complete SMPs, respectively. The band S 10 is also the first finite algebra known to have a tractable SMP and a homomorphic image with NP-hard SMP. We will prove Theorem 1.3 in Section 5.
In the characterization of all varieties of bands [6] , the sequences of words G n , H n , and I n over x 1 , . . . , x n for n ≥ 2 play a fundamental role. We list the first four words of each sequence. 
For two words v and w we let [v ≈ w] denote the variety of bands that satisfy v ≈ w. We call a variety proper if it is smaller than the variety of all bands. Byv we denote the dual word of a word v, which is the word obtained when the order of the variables of v is reversed. The following result on the SMP for bands will be proved in Section 5. Figure 1 we obtain the following result. Corollary 1.7. The SMP for every regular band is in P.
Varieties of bands
The following lemma states the well-known fact that every band is a semilattice of rectangular bands. A band is called rectangular if it satisfies xyz ≈ xz. Proof. First assume x ≤ J y. Lemma 2.1 (b) implies x J xy. We have xyz = x(xy)z = xz by idempotence and Lemma 2.1 (c).
For the converse assume xyz = xz. Since S/J is a semilattice, we have x J xz = xyz. Thus xy J x, and Lemma 2.1 (b) yields x ≤ J y.
We will use the following well-known rules throughout this paper. 
(c) is proved similarly to (b).
From Lemma 2.3 follows that x ≤ J y holds in S if and only if it holds in some subsemigroup of S that contains x and y. The same is true for ≤ L and ≤ R .
We write [n] := {1, . . . , n} for n ∈ N. A tuple a in a direct power S n is considered as a function a : [n] → S. Thus the ith coordinate of this tuple is denoted by a(i) rather than a i . The subsemigroup generated by a set A = {a 1 , . . . , a k } may be denoted by A or a 1 , . . . , a k . Proof. We prove the statement for ≤ J . By Lemma 2.3 (a) the following are equivalent:
x ≤ J y,
For ≤ L and ≤ R the equivalence is proved similarly.
In the remainder of this section, we use some well-established results on the lattice of varieties of bands. For a full characterization the reader is referred to [6] . The following notation was introduced there. σ(w) for w = ∅, the last variable in w under the order of the first occurrence, starting from the left. We define σ(∅) := ∅.
From [6] we obtain the following upper bound on the length of h n (w) for n ≥ 2. This will allow us to prove that the SMP for every band is in NP.
Lemma 2.7. For every integer n ≥ 2 there is a polynomial p n such that for all k ∈ N and all k-ary terms t the length of h n (t) is at most p n (k).
Proof. We use induction on n. For the base case note that the length of h 2 (t) is 1 for all terms t. Now assume the assertion is true for some n ≥ 2. Let
Let k ∈ N, and t be a term over x 1 , . . . , x k . Let ℓ ≤ k be the number of variables actually occurring in t. By repeated application of the recursion in Definition 2.6 we obtain
The length of σs i (t) is 1 for all i by the definition of σ. Thus the length of each factor of the product is at most 1 + p n (k). Therefore the length of h n+1 (t) is bounded by ℓ(1 + p n (k)), which is at most p n+1 (k).
Lemma 2.8. Let S be a finite band. Then there is a polynomial p such that every k-ary term function on S is induced by a term of length at most p(k).
Proof. It is well-known that the variety of bands is not finitely generated. Thus S belongs to a variety [G n ≈ H n ] for some n ≥ 3 by [6] . Let p := p n be the polynomial from Lemma 2.7. Now let f be a k-ary term function on S induced by some term t. By [5, Theorem 4.5] S satisfies t ≈ h n (t). Thus h n (t) also induces f . By Lemma 2.7 the length of h n (t) is at most p n (k). Theorem 2.9. The SMP for a finite band S is in NP.
. , a k ). By Lemma 2.8 f is induced by a term t whose length is at most p(k). We can verify
Thus t is a witness for b ∈ a 1 , . . . , a k .
Quasiidentities
Recall the quasiidentities λ andλ from Section 1. For every finite band S we introduce two intermediate problems, Infix(S) and Suffix(S). If S satisfies λ, these problems can be solved in polynomial time. If S also satisfies the dual quasiidentityλ, then SMP(S) is in P. In Section 4 we will show that the SMP for the remaining finite bands is NP-complete.
For finite bands S, we define Infix(S) as follows.
n such that ∀a ∈ A : e ≤ J a. Output: Some y ∈ A such that dye = c if it exists; false otherwise.
We call an output y ∈ A a solution of Infix(S). The next result allows us to combine and reduce solutions of Infix(S) if S satisfies the quasiidentity λ. Proof. (a) Let x, y, z, h be as as above. We claim that
For proving (1) 
(b) Let x, y, z be as above. We prove that 
if ∃a 2 , a 3 ∈ A : a 2 ≥ J y, a 3 ≥ J y, dya 2 a 3 se = c then 6: y := ya 2 a 3 7:
continue for loop 9: end if 10: end until 11: return ya 1 ⊲ a 1 from line 4 12: end for 13: return false Proof. Before we deal with correctness and complexity, we need some preparation. We fix an instance c, d, e ∈ S n , A ⊆ S n of Infix(S). We claim that the until loop iterates at most O(n) times. (3) Let h be the height of the semilattice S/J . It suffices to show that the if branch in line 5 is entered at most n(h−1) times. Whenever this happens, y is modified. This modification has the form y := ya 2 a 3 . By line 5 a 3 ≥ J y, and thus ya 2 a 3 ≥ J y.
Hence ya 2 a 3 is strictly smaller than y in the preorder ≤ J . We can decrease y at most n(h − 1) times. We proved (3). In particular the algorithm stops.
Correctness of Algorithm 1. First assume Algorithm 1 returns some z = false. This can only happen in line 11, and thus z = ya 1 
S).
Conversely assume that Infix(S) has a solution z ∈ A . Our goal is to show that Algorithm 1 returns some solution rather than false. We apply Lemma 3.1 (a) and obtain d (z 1 a 2 a 3 ) From Lemma 3.1 (b) we obtain dya 2 e ′ = dya 2 (a 3 se) = c. This proves (7). We are ready to complete the proof of correctness. By the assumption of (4) and by (6) and (7) For finite bands S we define the intermediate problem Suffix(S). We will show that Suffix(S) is in P if S satisfies λ.
Suffix(S ) Input:
A ⊆ S n , b ∈ S n . Output: Some x ∈ A such that x L b if it exists; false otherwise.
As usual we call an output x ∈ A a solution of Suffix(S). Every solution x fulfills bx = b, and thus x is a 'suffix' of b. Hence the name of the problem. Proof. Before we prove correctness and complexity, we need some preparation. To show that the algorithm always stops, we claim that the while loop iterates at most O(n) times. x := ayx 7: end while 8 : return x Let h be the height of the semilattice S/J . In each iteration, either the algorithm terminates, or x is modified by x := ayx. By line 4 a ≥ J x. Thus also ayx ≥ J x. We have
Therefore the number of modifications of x is at most n(h − 1). We proved (8) .
Later in the proof we use the following: Now fix a value assigned to x in line 1 or line 6. After this assignment, the while loop is called. If x L b, then the algorithm returns x, which is a solution by (10) . Assume x L b. By (9) and (10) we have x > J b. We claim that a and y as defined in line 4 exist, that is 
Note that c i ≥ J b since S/J is a semilattice. This proves (11). Now we know that false is never returned in the while loop. By (8) 
Algorithm 3
Decides SMP(S) in polynomial time if the band S satisfies λ andλ. 
NP-hardness
In the previous section we showed that the SMP for a finite band that satisfies both λ andλ is in P. In this section we will prove our dichotomy result Theorem 1.2 by showing that the SMP for the remaining finite bands is NP-complete. Definition 4.1. Let S be a band. We say d, e, x, y, h witness S |= λ if they satisfy the premise of λ, but not the implication.
Witnesses have the following properties.
Lemma 4.2. Let S be a finite band such that d, e, x, y, h ∈ S witness
≤ J e ≤ J x, y and dxe = de.
We show the strictness of each inequality by assuming the opposite and deriving the contradiction dxe = de. (c) Assuming any equality, we derive the contradiction dxe = de. Nowdxē =dē, which is impossible. Hence (12) holds.
From the multiplication table we see that
Now (12), (13) 
Thus α is not injective, which yields a contradiction. We proved that T andT are not isomorphic. Now the (⇒) direction of the corollary is immediate from Lemma 4.3. The (⇐) direction follows from the fact that none of the four bands described by Lemma 4.3 satisfies λ. Proof. We may assume that S does not satisfy λ. Let d, e, x, y, h ∈ S witness S |= λ such that properties (a) to (c) of Lemma 4.3 hold. Denote h by 1 and let T := d, e, x, y, 1 . We reduce the Boolean satisfiability problem SAT to SMP(T ). SAT is NP-complete [2] and defined as follows. 
SAT
Fix a SAT instance C 1 , . . . , C n on k variables. For all j ∈ [k] we may assume that x j or ¬x j occurs in some clause C i . We define the corresponding SMP(T ) instance
For the next result recall G n , H n , and I n from Definition 1.4. 
Proof. From the multiplication tables it is immediate that α is a homomorphism. Using the software GAP [4, 12] it is easy to show that both S 9 and S 10 satisfy the identityḠ 3 Proof. By Corollary 4.4 S 9 does not satisfy λ. From the multiplication table for S 10 we see that every 9-element subsemigroup is of the form S 10 \ {s} for s ∈ {1, 2, 3, 5, 6}. None of these semigroups is isomorphic to S 9 or its dualS 9 . Thus S 10 satisfies λ andλ by Corollary 4.4. , then the dual bandS 9 belongs to V by a similar argument. Since the SMP for both S 9 andS 9 is NP-complete by Lemma 4.3, the result follows.
Conclusion and open problems
In [1] it was shown that the SMP for every finite semigroup is in PSPACE. Moreover, semigroups with NP-complete and PSPACE-complete SMPs were provided. In the present paper we presented the first examples of completely regular semigroups with NP-hard SMP. We established a P/NP-complete dichotomy for the case of bands. However, it is unknown if the SMP for every completely regular semigroup is in NP. Thus the following problem is open. Problem 6.1. Is the SMP for every finite completely regular semigroup in NP? In particular, is there a P/NP-complete dichotomy for completely regular semigroups?
So far there is no algebra known for which the SMP is neither in P nor complete in NP, PSPACE, or EXPTIME. In the case of semigroups, the following open problem arises. 
