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Abstract
This thesis describes an attempt to build a box model of the circulation in the eastern North
Atlantic and to use it with transient tracer data to infere rates of ventilation in the subtropcial
thermocline. The starting point is the analysis of former studies on box models, transient tracer
data and the combination of both. The advantages and pitfalls associated with the tracer age ap-
proach on the one hand and the inventory approach on the other hand are weighed and the choice
set upon the inventory approach is justified.
Next the data used is presented and processed, and the results are compared with the known
circulation patterns of the basin. The estimates computed fall in the expected and acceptable
range. The uncertainties, in particular on the boundary conditions, are acknowledged to be a cru-
cial factor on the following analysis yet only rough estimates can be produced. In particular, the
geostrophic velocities at the boundaries can only be determined lest an unknown constant.
No internally consistent model can be found that satisfies the linear conservation balances,
geostrophy and steadiness assumptions and the boundary conditions imposed. The circulation gen-
erated only satisfies mass balance and the boundary conditions to a certain extent. Experience
suggests that there are incompatibilities among the various constraints. Two different numerical
methods fail to find an acceptable solution.
Using the default circulation obtained, the forward problem is formulated and investigated. The
resulting tracer distribution and time history is incompatible with the observed field. As a conse-
quence, an attempt is made at the inverse problem in the hope that relaxation of the boundary
conditions will provide some insight into the general failure of the model. As there appears to be
no feasible solution though, the circulation is further inspected and it is concluded that given its
flaws, no boundary condition will be able to generate a tracer field even in partial agreement with
the observations. It is finally concluded that transient tracers can be used to dismiss grossly wrong
circulation models.
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Massachusetts Institute of Technology
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Introduction
Oceanic motion and atmospheric changes
The role of the ocean has become a key concern among the efforts to understand, model and
forecast climate. The atmosphere and the ocean communicate and exchange properties through
evaporation, precipitation and river runoff. For example, the ocean provides moisture and heat
to the atmosphere in the warm regions and gains heat from the atmosphere in cold regions, thus
contributing to our balanced climate and distributing heat more evenly than it would without an
ocean. Similarly, particulates and elements that are present in the atmosphere spread into the ocean
through precipitation in the upper layer, and then in the interior thanks to advection, subduction
and mixing. This process ventilates the ocean and this is what happened with tritium (3H) and
helium 3 (3He). Tritium is a radioactive isotope of hydrogen and was released in the atmosphere
by way of thermonuclear fusion bomb testings over the Atlantic in the late 50's. It then entered the
ocean, where it can be traced until it has completely decayed into 3He. Tritium is present in the
ocean in the form of tritiated molecules 3H-H-O. Typically, there is one tritium atom for 1017-1018
hydrogen atoms in the upper ocean, which is 1 to 10 tritium units (tu) (Robbins, 1997).
Advection is the transport of properties along streamlines, thanks to the mean motion of water.
Mixing or diffusion occurs across streamlines thanks to eddies. It is described using coefficients,
usually one for horizontal and one for vertical mixing. Subduction is the diving of surface water
from the mixed layer into the stratified thermocline. It ensures the renewal of waters in the interior
on time-scales of decades. The mixed layer changes faster (in the time span of hours or days).
The transfer from the surface into the interior thermocline seems to take place along isopycnal
surfaces, and there seems to be little transport across these surfaces. Ventilation rates are used to
characterize subduction.
This activity of the ocean, along with its enormous storing capacity have important implications
for the dynamics of changes in global climate. For example, carbon-dioxide concentrations in the
atmosphere are rising because of the burning of fossil-fuels. This changes the radiative properties
of the atmosphere and as a consequence its effectiveness in making the Earth a temperate, livable
planet. All or part of this carbon-dioxide will eventually dissolve in the ocean, but it is interesting
to know at what rate and what its fate will be thereafter. How fast can the ocean absorb it, will it
return to the atmosphere after some time and keep transfering from one medium to the other ? A
good understanding of the ventilation and subduction processes can help answering these questions
and many more and maybe make quantitative estimates and forecasts.
More generally, understanding the upper-ocean circulation is critical to understanding climate evo-
lution. Since a number of properties are conserved along streamlines when surface water dives into
the interior, ventilation also permits the interpretation of motion in deeper layers using measure-
ments taken close to the surface.
Transient tracers
Transient tracers are subject to three physical phenomena: diffusion, advection and decay. The
total quantity of such a tracer in the environment diminishes over time if there are no active sources.
Their concentration goes up at some point in time, high enough so that it cannot be confused with
natural activity. The reason for this is most often anthropogenic (sprays, cars, refrigerators, nuclear
weapons...). Then it decreases as they spread in the environment. These unintentional by-products
of human activity are usable by oceanographers if they are detectable, even once they have been
diluted in the ocean, and their input history is reasonably well known. This is the case of 3H/ 3He.
However, the same feature that makes transient tracers so attractive to study for oceanographers
also makes their interpretation much more delicate in terms of the ventilation. Given the general
undersampling of the ocean, most of the time the assumption of steadiness is made in order to
draw meaningful conclusions from models. This assumption does not always stand strong under
scrutiny for permanent tracers, and is even more contestable in the case of transient tracers.
A few words on the geochemistry of 3H/ 3He: tritium does occur naturally from the interaction of
cosmic rays and the upper atmosphere, but in negligible quantities compared to those resulting
from thermonuclear bomb detonations (up to a few hundreds tu in the atmosphere). It fell in the
ocean through precipitation, river runoff and water evaporation mainly. An estimate of the input
was computed by Doney, Jenkins and Ostlund in 1993. Tritium deposition peaked in the early
60's and in 1963 the atmospheric test ban treaty put a stop to its accumulation in the atmosphere.
Doney, Jenkins and Ostlund estimate the uncertainty on the cumulative tritium input through 1981
around 18%. Tritium decays into stable and inert 3He with a half life of 12.43 years. It only takes
a few weeks for sea water to absorb tritium from the atmsophere up to the point of saturation.
In deeper waters, excess 3He comes from the radioactive decay of 3H on the one hand and from
injection of terrigenic primordial 3He at the sea floor. But in the upper ocean, in particular the
North Atlantic, this latter component is small and does not affect the interpretation of 3H/ 3He
data.
Overview and structure of this thesis
Considerable work has been done since the late 50's by Roether, Boning, Doney, Dreisigacker,
Sarmiento, Wunsch, Weiss and many others on transient tracers in the ocean, from measuring
them to trying to infere circulation patterns from their behavior. Recently, a doctoral dissertation
by Paul E. Robbins focused on the physical mechanisms that ventilate the subtropical thermocline
of the eastern North Atlantic using an analysis of the existent historical database of natural and
anthropogenic tracers. It was an attempt to determine whether mixing and dissipation are really
secondary to advection in communicating surface properties to the interior. Robbins found that the
observed evolution of the coupled tracers was incompatible with an exclusively advective model.
Lateral mixing appeared to be a critical factor to the renewal of waters in the lower thermocline
(a > 26.8). Robbins also worked a lot with the "tracer age" of the coupled tritium and 3He system.
This permits one to observe the coupling mechanisms and allows to estimate the relative contri-
butions of advection and diffusion. However, tracer age is basically a ratio of concentrations, thus
making the problem highly non-linear.
This thesis looks at the same data set and area but in a linear manner. The first step is to build
a box model of the circulation in the region, the Northeastern Atlantic (10 to 400 West by 10 to
400 North, 0 to 1000m in depth. This "cube" is divided into smaller boxes that exchange volume
fluxes. Some boxes are removed from the model because the ocean bed is more shallow than 1000m
or because these boxes contain land (African coast and Canary Islands). Steadiness and geostrophy
are assumed to apply, in order to keep things simple and linear. The fluxes must be such that in
each box, at least mass, heat and salt are conserved. Also, boundary conditions must be respected,
like water velocity, density, salinity, and temperature.
It turns out that finding a consistent model is very difficult. A default solution that only conserves
mass is finally used to run the transient tracer model forward in time, in an attempt to see what
information this physically flawed circulation can bring about tritium ventilation in the thermocline.
The first chapter recalls some of the work that has already been done on transient tracers and
ventilation. It lays the groundwork and basis upon which this thesis builds. In the second chapter,
a stronger emphasis is put on box models and eclectic modelling, which is the methodology this
work follows. The third chapter briefly presents the known circulation and wind patterns in the
eastern North Atlantic and presents the parameter estimates I used and how I obtained them. The
fourth chapter describes the building of the model, the various problems encountered in solving
it and the default circulation finally adopted. The fifth chapter builds upon this choice with the
forward problem and attempts to solve the inverse problem.
Chapter 1
Previous work
1.1 Tracer age
In general, tracer age has the double advantage of potentially being steady and of reducing
uncertainties from surface boundary conditions. It provides an approximation of the elapsed time
since the last contact of the considered water with the surface. It is mathematically defined in
this case as T = In(1 + -Jr), where A is the e-folding time scale of the coupled tracers and
± 17.93 years. It can be interpreted as the water age only if initial surface concentrations of 3He
are observable or calculable, and if no other process than radioactive decay leads to the presence
(or absence) of 3He in subducted waters (e.g. mixing is excluded). If the circulation is steady,
tracer age will be too. Finally, tracer age is independent of the initial concentration of 3H in the
water, so that uncertainties about initial and boundary conditions are in great part eliminated. So
tracer age is a convenient variable to describe ventilation, however the necessary assumption that
no mixing with surrounding waters takes place is an important drawback. One can turn it into
a useful tool though: the discrepancies between independent water age estimates and tracer age
estimates can serve as an indicator of mixing rates. The other pitfall is non-linearity, which makes
matters much more complicated. Moreover, if one is given the concentrations at any time, one is
able to compute tracer age as a check-up on one's results, while the reverse is not true.
Robbins explored three types of model: a partial-differential equation, a one dimensional and a
two dimensional models of the circulation in a subtropical gyre. However he did not use the
tracer field data as a constraint on these models, like this thesis does, but rather he compared the
results of simulations on existing models with the observations, and focused on the interpretation
of the discrepancies and the investigation of results sensitivity. The argument to not use them as
constraints in an inverse model is that the tracers bring new information only if the model fails to
reproduce reality, in which case it needs to be modified. Yet others have integrated tritium as a
constraint on their models, and have succeeded at learning from doing so.
1.2 The boundary conditions issue
In 1988, Doney and Jenkins used a mixing box model to infer ventilation rates from tritium/3 He
data. Tritium and 3He have very different boundary conditions at the winter outcrops of the
isopycnals, which causes the thermocline ventilation rates computed from them to differ. While
tritium is diluted with sub-surface water in the winter (during the mixed-layer deepening), the
amount of 3He in the mixed layer can significantly be lowered by air-sea exchange, which yields
higher ventilation rates for 3He than for other non-gaseous tracers.
The ventilation equations are dependent on the "tension" of the tracer boundary conditions to
surface forcing (a tracer rapidly reset to surface values by air-sea exchange has a tense boundary
condition). The effective tracer ventilation time scale is the ratio of the box's ventilation time scale,
which is independent of tracers (the fluid renewal time scale), to this tension parameter. Trends
found in the tension parameter were consistent with expectations from geographic changes in gas
exchange rates and mixed layer depths.
They concluded that ventilation rates estimated from tracer distributions may strongly depend on
the surface boundary conditions. A tense tracer like 3He will have ventilation rates approaching
those of the fluid, while an elastic tracer weakly affected by surface forcing will have a ventilation
rate smaller than that of the fluid by a factor equal to the ratio of summer to winter mixed
layer depths. In the shallow eastern subtropical North Atlantic, tritium ventilation ages can be
2 to 3 times those of 3He. Some tracers exhibit spatial variations in their tension. Climatic
variations in water mass will be more readily observed in tense tracer inventories, because in elastic
tracer inventories, the response to perturbations wil be damped. Their conclusion concerning the
boundary conditions was later confirmed by an attempt to integrate steady and transient tracer
data into one model of the circulation.
1.3 Deducing the ocean circulation from transient tracer data
In 1990, Laurent M6mery and Carl Wunsch (6) made an attempt to deduce the circulation of
the North Atlantic from the historical record of tritium.
They first obtained a steady model of the circulation by inversion, using the dynamic method and
estimates of the Ekman fluxes. The model was divided into a series of boxes defined by hydrographic
sections, isopycnals and land boundaries. They solved for cross-isopycnal transfers, corrections to
the Ekman velocity and reference level velocities, knowing the geostrophic velocities (plus or minus
a constant) between each pair of station and estimates of the Ekman velocity. Using the Levitus
data set, they could not obtain a realistic behavior from the model, because the space/time av-
eraging yielded western boundary currents too broad and weak compared to actual instantaneous
values, and it made small but important water masses vanish (such as the North Atlantic Deep
Water). So they switched to the IGY data sets. This results in a 70 box model with 251 unknowns.
Approximate mass and salt conservation was required in each box and the Florida current was
imposed as well. The number of equations was 161.
Singular value decomposition was used to invert the system. It produced a circulation with ap-
parent residence times over 500 years in each box, corresponding to very small effective interior
mass sources or sinks. It shows a strong western boundary current in the upper ocean and a gen-
erally southward moving subtropical gyre. The surface water inflow into the Mediterranean and
the corresponding deep outflow are represented as well as the North Atlantic current. The deep
circulation appears a little too strong, which can be caused by too shallow reference levels. The
level of no motion was taken at 1100 db, although some (Rintoul, 1988) think that it may be as deep
as 3000db. The produced circulation is quantitatively in agreement with consistency requirements
for geostrophic flows, Gulf Stream transport, Ekman fluxes and meridional heat fluxes, which if
not realistic in the details, was good enough for the purpose of the paper.
Given the scarcity and crudity of the data available at the time, Wunsch and Memery used a ver-
tical linear interpolation and local averaging method to produce tritium concentrations that could
be assigned to the boxes and boundaries. Estimation of the rate of entry of 3H into the ocean
heavily depends on the understanding of the water cycle, which is not very detailed at the moment.
This puts a high uncertainty on the surface boundary conditions (a lower bound might be 20%).
Plausible time history guesses had to be made at the open ocean boundaries.
A forward computation was run with the flow field from the steady circulation model, initial con-
ditions set to 0 for tritium and with a time step of roughly two weeks from 1957 to 1986.There
were significant discrepancies between the observed field and the produced values, which means
that there was information to be gained from the use of transient tracer data. Tritium did not
penetrate the sub-surface layers of the ocean and concentrations were too small in the northern
part. Also, there was a considerable loss of tritium in the modelled region between the GEOSECS
and TTO surveys, bigger than observed. Finally, the sub-surface relative maximum was sharper in
the computed values than in the observations. The first possible cause was errors in the boundary
conditions, which led to the control problem.
Treating the boundary conditions as partly unknown allows to adjust them to values that reproduce
the observed field when used in the forward problem. If these values remain within the physically
acceptable range, then the circulation model is consistent and needs not be modified. The changes
brought to the boundary conditions were obtained by a perturbations method and singular value
decomposition (with non-negativity constraints). The conclusion of these computations was that
there are so many degrees of freedom in the tritium boundary conditions that it is difficult to
generate a contradiction between the circulation model and the observed field.
Conversely, the question of how accurately the boundary conditions need to be known to become
demanding constraints was addressed. The results are that they need to be known at the surface
and lateral boundaries within 25%. And if the surface boundary conditions are known within 20%
while the lateral integrated tritium behavior over the full model run is certain by 100%, there is no
contradicition between the observed field and the model.
However they did find some circulation patterns. Tritium is lost at both the northern and southern
borders, with a slight net gain at Gibraltar. The overall water movement they found is similar
to that found by Sarmiento (1983), except that Sarmiento found southward fluxes of tritium only
between 200 and 40'N while Wunsch and M6mery found them everywhere except in the northern
areas of their model. There were major difference in the boundary conditions between the two
models and Sarmiento's model included winter convection. The bottom line is that even the sign of
the net tritium fluxes cannot be determined with two circulation models that are both consistent
with steady tracer data.
This difficulty in dealing with the boundary conditions is one reason why Robbins chose a
completely different method to analyse the temporal evolution of tritium.
1.4 Paul Robbins's Results
By doing multiple regressions on 15 years of 3 H and 3 He measurements, Robbins found changes
in the large-scale structure of the tritium-3 He age field along isopycnal surface in the region. He
explored with two independent methods the possibility that these changes are solely reflecting
changes in the underlying physical circulation. The first method consists in computing (using sta-
tions data) the spatially averaged geostrophic shear between two locations. The constructed record
does not indicate significant change on the decadal time-scale and the results are not consistent
with the changes in the tracer age field required by a purely advective model. The second method
compares the ventilation of oxygen with that of the 3 H-3 He age by introducing an "apparent oxygen
utilization" that behaves as an uncalibrated tracer age. It turns out that oxygen ventilates in the
thermocline on similar time scales as tritium. Therefore any change in tritium age attributable to
a change in the circulation should correspond to a change in the AOU. This second experiment
does not support either the hypothesis that changes in 3H-3 He age are only due to changes in the
circulation of the subtropical gyre. Purely advective tracer age balance is therefore inconsistent
with the observations.
The one dimensional model is oriented along isopycnals within the subtropical thermocline (it is
assumed that the flow out of the mixed layer enters the thermocline adiabatically and advection
and diffusion of tracers occur mostly along isopycnals). It also assumes that all the water in the
thermocline comes from the mixed layer, excluding the influence of water that recirculates within
the gyre without reaching the surface. Even without changes in the circulation, mixing can alter
the large-scale structure of the tracer age field by acting as a temporary sink of age. The radiotracer
Peclet number measures the degree of distortions of the tracer age. Under the assumption that the
large-scale flow field is steady, the rate of change of the tracer age in the thermocline gives an in-
dication of the prior distortion. Robbins could produce estimates of the P6clet number and thanks
to it was able to quantify the relative importance of advection and diffusion on length scales of
order 1000km. Advective effects appear to be stronger near the surface and diminish while diffusive
effects become more important in the lower thermocline. When combined with estimates of the
meridional velocities, the P6clet number yields an estimate of the lateral diffusivity coefficient. The
tracer age does not show a great sensitivity to the boundary conditions in this model, as opposed
to the tritium inventory. The lateral diffusivity of the upper thermocline obtained through this
analysis is consistent with former estimates, while the apparent increase of mixing with depth is
not. This can indicate a failure of the model or spatial variability of the lateral diffusion coefficient.
The two-dimensional model is designed to advect and diffuse passive tracers along a flow field and
is based on the Stommel-gyre model employed earlier in various works. One anticyclonic gyre oc-
cupies the northern part of the model while a cyclonic one occupies the southern part. A stream
function describes the flow. This model introduces the possibility of indirect diffusive ventilation
since zones of recirculation can only gain or lose in tracer age through cross-stream lateral mixing.
The model reproduced observed tracer age when the lower thermocline is communicating with the
surface water more through diffusion than direct advection. The spread of tracer properties in the
upper ocean is still dominated by advection, but there needs to be a diffusive flux across a region of
weak flow to the lower ocean. The diffusive ventilation in the lower thermocline shows a time-scale
of order 5-10 years. On the other hand, applying the diffusive model to the upper thermocline
yields results that are inconsistent with observations.
1.5 Conclusions
Boundary conditions are a critical constraint (or lack thereof) on this type of model. The first
issue raised by them is their uncertainty, which is high, but not well known. The second one is that
they are exceedingly flexible constraints: major changes in the boundary conditions will not affect
the solution importantly. They are necessary to the determination of a solution, but not stringent
enough to discriminate between the infinity of feasible solutions in the case of an underdetermined
system, which is almost always the case. This is one reason why Robbins chose to use tracer age
instead of tracer inventories to constrain his models.
The advective-diffusive balance of tritium-3He incorporates a term that takes into account the ef-
fects of mixing and that can act either as a source or sink of age. Rapid changes in the boundary
conditions tend to cause the non-linear terms associated with mixing to become first order terms in
the total balance. Tracer age shows sensitivity to mixing, which reflects the ambiguity of the term
"age" in a diffusive environment. If there is no mixing, a water parcel stays together all the time
and no water from a different origin interferes with it, whereas cross-stream mixing blends young,
intermediate and old waters together, and it becomes difficult to even define an age for this water
parcel.
Robbins has shown that the temporal development of the diagnostic tritium-3 He age is largely
sensitive to the relative effects of mixing and advection for the ventilation of the thermocline. The
observed dependence on mixing is a property of the information that is contained in the combi-
nation of the two individual field and not in the inventory of one of them. He also showed that
estimates of eddy diffusivity based on the tritium-3 He observations are sensitive to the geometry
and magnitude of the mean advective flow. It seems that the two tracer fields remain tightly cou-
pled in strong advective flows only. So tracer age contains information about the relative strengths
of advection and diffusion and discrepancies between observations and estimates from a solely ad-
vective model give a relative measure of the mixing effects. On the other hand, tracer inventory
contains information on the sum of the two effects.
Efforts to include tritium data in the constraints of an inverse problem should not be abandonned
on the grounds that the boundary conditions introduce too much freedom in the model. This is
precisely why it is interesting to study these problems: after all, gaining knowledge of the boundary
conditions is a preliminary step to gaing knowledge on the circulation itself.
Chapter 2
Box models and transient tracers
This chapter presents some of the work that has been done on this type of models. It introduces
the formal models and methods used, and the different steps and obstacles met when one tries to
build a consistent model of the circulation using transient tracer data.
2.1 Eclectic modeling
In [10], C. Wunsch shows that it is possible to combine quantitatively the fragmentary and
sparse oceanic measurements like traditional hydrographic characteristics and transient tracers
data into an internally consistent model of the general circulation. These models rest on two
major assumptions: geostrophy and quasi-steady state. The model itself is built using conservative
balances, and then inferences are made from the extension to transient tracer data (here 3H/ 3 He).
Consider an advection-diffusion equation:
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where C is the transient tracer concentration, Iu is the velocity of the water, a a mixing coefficient
and Q a sources/sinks term. There are three steps involved in combining this kind of data with
traditional data:
solving the forward problem: given i', a, Q and adequate initial and boundary conditions, find C
at all times,
solving the inverse problem: given C and adequate initial and boundary conditions, find u, a,
and Q,
and solving the regularization problem, which will be discussed later.
The questions asked are: is the assumed or guessed circulation consistent with the tracer obser-
vations and the initial and boundary conditions, given their uncertainties ? Or can the circulation
reproduce the observed tracer field by adjusting the boundary conditions within their acceptable
range ?
[10] provides a helpful example of the application of this method. The area modelled is the
P-triangle described by Armi & Stommel (1983) and pictured in figure 2.1.
Jenkins et al. (1985) provided the hydrographic variables and the 3 H/ 3 He data. The tracer age was
not used as the state variable for the system because its interpretation is simple only when there is
no mixing involved, as Robbins showed. Wunsch first addressed the circulation as though it were
two-dimensionnal: 2D models are complex and can provide useful insights. The box model can be
visualized here as a "brick wall", along 30°N. To avoid having to differentiate between advective and
mixing effects, mass transfer between boxes i and j is described by a single parameter Ji,j. Hence the
representation of heat, salt and oxygen transfer: OiJij, Si Ji, and OiJij. This underparametrization
might seem simplistic, but it is sufficient to describe the system in a manner consistent with the
type of data. Moreover, a more sophisticated parametrization means a larger computational load.
Only if incompatibilities are found, does the parametrization need to be revised.
The constraints on the flows are the conservation of mass, heat, salt and oxygen in each interior
box. These are the minimum constraints that need to be satisfied before one can proceed to look
at the time dependent part of the problem. In terms of the J they are written as:
iJij - Jji = 0
jENi
oJ ,j - 1 ojij,i = o
jENi jENi
E sJ ,j- E sjJj , = o
jENi jENi
z oiJj - EojJj, = O
jENi jENi
Vi, Jij > 0, Ni being the set of indices that correspond to boxes neighboring box i.
A sink term needs to be added to the oxygen balance to reflect the biological production and
consumption. It is known as the Oxygen Utilization Rate. Boundary conditions were imposed
at the surface in the form of Ekman pumping and at the northern boundary in the form of the
meridional geostrophic flow. The model also included a requirement on the linear vorticity balance,
Pv = f , which becomes, once vertically integrated and approximated:
J(i 0north,i - Jiinorth) = f[(idowni - Jiidown) - (J - Ji pi)
inorth, idown and iup are the indices of the boxes immediately north, below and above box i. The
validity of the linear vorticity balance in ocean-scale basins has been questionned, but in this case
there was no reason not to use it.
Since these constraints would not hold exactly, bounds had been set both on the individual residues
for each box and each equation and for the residue on the global model, which ended up being
128x186 for 54 boxes (28 of which only were interior boxes) and infeasible. The infeasibility was
overcome by allowing the meridional geostrophic velocity at the surface of the northern boundary
to decrease from 1.5 to 0.5 cm/s. However, all the solutions that were found had unphysically high
OURs, pushing the author to a 3D model.
A few changes were brought to the 2D model to build the 3D one: only westward fluxes were
permitted, made of the thermal wind and offset by an unknown reference level velocity; the heat
balance equations were rendered non-binding in recognition that they are almost redundant with
the salinity and mass conservation equations. This way the new model was completely consistent,
permitting the author to go ahead to the time dependent problem.
2.2 Formulating the time dependent problem
The advection/diffusion equation for transient tracers in a box model takes the form:
SOCi iJ f ,j - C  ,-Q = O,
jENi jENi
i being the index of the box, Ni the set of indices of the neighboring boxes, Ci the tracer concentra-
tion in box i and Qi a source/sink term, and t the time. The forward problem is well-posed only if
it is given a full set of appropriate boundary and initial conditions. Discretized in space and time,
the equation becomes:
At + C(n)At
Ci(n + 1) = [1 - AAt - E Ji ]Ci(n) + Jj (n)
jENi jEN Vi
with A the decay constant, At the time step, V the volume of box i and t = nAt. This can be
synthetically written as C(n + 1) = AC(n) + Bq(n), with A representing the time stepping dynamic
model, Bq the boundary conditions, and C the vector of the concentrations in all the boxes. The
stability condition (that the concentration stay positive) implies that the elements of A should be
positive (Wunsch, 1988), which translates into:
1- at Jijj 7 - vi
jENi
(the condition on the other elements of A is naturally verified). This yields an upper bound on the
time step At < - -- -. The size of the time step determines the computational load, for it
determines the least number of computations needed between two observations. Wunsch found that
in his case (P-triangle model, 1988), it had to be less than one month. This also means that the
boundary conditions must be specified at monthly intervals. The uncertainty introduced by this
requirement is no longer as large as it used to be, thanks to the monthly computations of tritium
injection in the Northern Atlantic by Jenkins.
Even assuming that the boundary and intial conditions are well known, the system in three dimen-
sions is very large, and the thousands of operations necessary to produce estimates of the state
of the ocean unreasonably outnumber the few observations that we can compare the results to.
One needs to reduce the size of the system. To do so, Wunsch proceeded as follows: let the initial
concentration in boundary box io be 1, and then 0 the rest of the time, and all other boundary
concentrations 0 at all times. Compute the solution that corresponds to such boundary and initial
conditions for each box, and call it gio. These functions are computed with the time step At, and
are then averaged year by year to produce a new set Gio = 0io(t = nAt'), where At' is 1 year. The
solution at time t = nAt' can then be written as:
n
c(t) = Za (k)Gio(n-k)
ioEB k=O
where the aio are the time histories at the boundaries. Thus the total number of unknowns (e.g.
the number of concentrations in interior boxes plus the time histories of the boundaries) has been
reduced to the time histories at the boundaries.
One can then further reduce the number of degrees of freedom by postulating the form of the
aio. Wunsch chose to make the boundary time histories linear combination of the four first base
polynomials, 1, t, t and !. Since the initial conditions are set to 0, there is no constant. Each
ai0 is hence fully determined by the knowledge of three coefficients for each, no matter on how
many years one wants to run the simulations. In terms of B and q, q(t) = [t, , ]T, and B has 3
columns (for the three coefficients) and as many rows as there are concentrations. The rows that
correspond to interior concentrations are all zeroes.
If the forward computations are consistent with the observations, one has found a combination of
boundary conditions and circulation patterns that is compatible with reality and may be used to
understand other processes. However, the computations are often not consistent with the observa-
tions. There are two sources of failure in this type of mathematical problem: the dynamic model
one is assuming on the one hand, and the boundary conditions on the other hand. A dynamic
model has an infinite number of possible solutions, and the initial and boundary conditions are
used to discriminate between them. The initial conditions in the case of 3H/ 3He are known with
a good certainty, and at best they can simply offset the solution by a constant, which might not
be the type of discrepancy encountered. The boundary time histories on the contrary completely
determine the shape of the solution. And since they are not well known, there is plenty of room to
modify them until they produce an acceptable solution. Since they are also much easier to change
than the model of the circulation itself, one should start with the regularization problem before
trying the inverse problem.
2.3 The regularization problem
The regularization problem is, simply put, the problem of determining whether the boundary
conditions governing the evolution of a system can be found from noisy interior observations. This
is a problem common to several scientific fields like medicine, chemical engineering and meteorology.
The use of transient tracers to make direct inferences on the circulation requires at some point to
solve the advection/diffusion equation upstream and/or backwards in time. This is a highly unsta-
ble problem because diffusive processes progressively destroy information in the forward direction.
Wunsch (1987) formulated and solved the problem for oceanographic transient tracers in a simple
one dimension, finite differences case.
Part of the difficulty of using tracers quantitatively arises from separating errors in the forward
computation that come from flaws in the dynamical model from errors that come from the specifi-
cation of the tracer boundary conditions. Most of the time, these boundary conditions are known
crudely, simply because the domain to explore is enormous, and in some cases the signals are de-
caying with time. Initial conditions are sometimes difficult to assess as well, like for 3He, which
occurs naturally in the deep ocean.
Wunsch used the Simplex method to solve for the boundary conditions of the one dimensional
system. He first generated a solution with a given flow and diffusion process, with specified bound-
ary and initial conditions and then used it to test how much information can be gained from the
re-adjusting of boundary conditions. The Simplex not only produces a feasible solution, but also
its dual, which is a set of Lagrange multipliers associated with the constraints. These numbers give
a measure of how much the objective function would change if one were to modify the constraints
by one unit, in other words they are a measure of the sensitivity of the objective function to per-
turbations in the constraints. The dual showed that the information content was usually greatest
where the observations were changing the fastest, e.g. at the least steady times and places.
Having solved for the boundary conditions, Wunsch then used the data (±10- 4 ) to run his model
backwards, but with (deliberately) wrong estimates of the water velocity and diffusion coefficient.
The interior observations were consistent with the output of this wrong model of the circulation,
but when a single partially uncertain boundary value observation (1 ± 0.05) was added in the con-
straints, the Simplex found the system to be infeasible. This would show that once one has solved
the regularization problem, there is no concern left lying with the boundary conditions. Unfortu-
nately, this is true when one knows the solution ahead of time. When one only has a rough idea
of what it should look like, many combinations of boundary conditions are acceptable that might
still not be compatible with both the flow and the interior observations.
Now that the background and tools for the present analysis have been exposed, I turn my
attention to the actual problem this thesis deals with and how it connects to the physical circulation
in the eastern North Atlantic.
Chapter 3
Data
3.1 Circulation in the eastern North Atlantic
This section gives a brief overview of the known circulation in the area under scrutiny. The
model of the circulation needs to be consistent with earlier findings and estimates.
3.1.1 Wind forcing
Figure 3.1 shows the wind stress curl data I used to compute the Ekman velocity. It was
obtained by averaging monthly curl estimates from the WOCE database from August 1991 until
1998. The surface forcing of the region is characterized by mostly negative wind stress curl, except
in the tropical part. Where the wind-stress curl is negative, we should see downward pumping and a
southward meridional flow (assuming that the linear vorticity balance applies in the interior). The
tropical part of the region corresponds to the limit between the subtropical gyre and the equatorial
current and to the latitudes of wind inversion. The meridional shear in wind stress curl between
15 and 20'N reflects the proximity of the intertropical convergence zone.
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Figure 3.1: time averaged curl of wind stress (10-7 N/m - 3 ) from the WOCE database
3.1.2 Upper ocean
The circulation in the eastern North Atlantic is not very intense. The patterns are those of
the anti-cyclonic subtropical gyre for midlatitudes, where the water turns around and starts going
back westward. The model should also reflect the inflow of water from the North, on the eastern
part of the boundary, through the Portugal current, the eastward flow of water along the northern
boundary (but inside the domain) corresponding to the Azores current and a westward flow and
outflow along the southern boundary where the North Equatorial current is found.
Saunders (1982) estimated a net southward inflow of 10 Sv across 320 N in the upper 850m, others
suggested an alternate circulation between 30 and 500 N, and Stramma (1984) estimated the level
of no motion to lie between 1200 and 1500m. His computations suggest an inflow from the Azores
current rather than a straight southward transport, at least in the upper 200m. This suggests that
the Portugal current is weaker than expected from the wind field and that the circulation is fed
mostly by the eastward Azores current (12 Sv).
3.1.3 Subduction and ventilation
Thermocline waters in the subtropical gyre communicate with the atmosphere along the outcrop
where isopycnals reach the surface mixed layer. In the North Atlantic, surface density increases
steadily with latitude, and the outcrops are slightly tilted North-West to South-East. In the
area we are considering, they also are roughly parallel to each other, whereas in the region where
the Gulf Stream leaves the American coast, they are quite disturbed, reflecting meanders, and
north of Newfoundland, the cold Labrador current waters also sharpen the tilt and the meridional
shear. Marshall, Nurser and Williams (1993) have estimated the net subduction rate into the main
thermocline in the North Atlantic. The zero line is much further South than that of the wind-stress
curl, confirming that subduction depends on Ekman pumping but also on meridional transport in
the mixed layer and on lateral subduction through the base of the mixed layer. The mean lateral
circulation in the mixed layer leads to an enhancement of the vertical velocity at the base of the
layer while lateral subduction is associated with negative rates of subduction (obduction). But
overall, the patterns of subduction rate are similar to those of wind stress curl.
3.1.4 Variability
This is an area of weak mean circulation, so that even minor changes can impact the properties
fields (because they will not be dissipated very fast). Mesoscale variability is maximum in the most
recently subducted waters and disappears after one year. Changes in the wind forcing should yield
some seasonal variability and maybe some interannual variability too.
3.2 Origin of the data, hydrographic characteristics
The focus of this study is on the tritium- 3 He radioactive tracer that is present in the North
Atlantic as a result of bomb tests in the 1950's. The data relating to the tracer itself comes from
the WHOI Helium Isotope Laboratory. They were taken on various expeditions between 1979 and
1993 (Beta triangle survey, Transient Tracers in the Ocean Program, Subduction Experiment). I
also used the hydrographic characteristics associated with these data and the 1998 WOCE data on
wind stress and wind stress curl. These data were necessary to determine the parameters of the
model.
The model was initially made of 10 layers of 28 boxes each, as shown in figure 3.2. Each box is
50 by 50 by 100db deep, starting at the surface down to 1000db, and covering roughly the same
geographic area as Robbin's thesis (eastern North Atlantic, 100-40°N and 100-400W, minus the
land).
I used the hydrographic data from the WHOI/HIL web page for two things: first, to determine
the characteristics of each box and second to determine the geostrophic velocity at the bound-
aries. The provided data are pressure, temperature and salinity at various longitudes, latitudes
and depths, the tracer concentrations and other variables. The first thing to do was to sort out
the geographic points that didn't belong to the model because they were located outside of the
domain and its boundaries or because they did not have samples at depths belonging to the model.
Second I fed these numbers to the Sea Water Properties package to obtain density. I then averaged
the data inside the boxes to find a homogeneous estimate of the temperature, salinity, density and
tracer concentrations in the boxes and at the boundaries. Figures 3.4 to 3.8 show the resulting
characterisitics for each layer of the model. Layer n extends from 100(n - 1) decibars to 100n
decibars. The last 3 boxes of each layer have no data points in them, as can be seen on figure
3.3. For the first one of them, I took the average of the two immediate neighbors (box 26 is the
Figure 3.2: box model
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Figure 3.4: Characteristics for layers 1 and 2: in each box, the first number is the temperature in
oC, the second is salinity in psu and the third is potential density in kg/m 3
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Figure 3.5: Same as 3.4 for layer 3 and 4.
40W 1
14.5
35.96
28.1
16.4
36.24
27.5
17.2
36.41
27.7
17.4
36.41
27.5
7
12
17
21
jna
14.1
35.84
27.8
40W 25
40W 1
14.6
35.97
28.2
15.5
36.13
28.3
14.8
36.03
28.4
7
12
17
21
lflM
10.4
35.21
28.6
40W 25
4Wr... U-
.... 
5 ....
-...........
5W
-----'"'- ~"""'I"""
lnN
....~n~....
OWi A¢
'"~'~ ""
.... w .  ....
I I I I ....r~a~....
.. .. 1 ........... ..
A ttl
2 3
11.4
35.59
29.4
12.9
35.74
292
132
35.77
29
11.4
35.58
29.3
12.7
35.72
29.1
13.2
35.78
29
12.5
35.69
29.1
12
35.63
29.1
12.6
35.7
29.1
12.6
35.71
29.1
11.8
35.59
292
9.8 11.5 11 9.9
35.19 35.5 35.4 35.25
29.3 29.1 29.1 29.3
10.3
3526
29.1
9.9
3525
29.3
26 27 28 00
2 3 4
40N.. .
12.1
35.64
29.7
12
35.63
29.6
11.86
35.59
29.7
10.8
35.52
29.9
11.7
35.59
29.7
12.2
35.66
29.5
11.2
35.54
29.7
11.1
35.54
29.8
11.9
35.62
29.5
11.7
35.61
29.6
11.1
35.52
29.7
11.2 10.5 9.2 9.4
35.44 35.35 35.16 35.18
29.4 29.4 29.7 29.6
9.2
35.16
29.7
9.4
35.18
29.6
11.3
35.57
292
12.6
35.71
29.2
12.5
35.74
29.1
6 lOW
40N
11.3
35.61
29.3
,':II
low
11
15W
20
24
10N....
5 6 lOW
4N
10.8
35.54
29.9
11.3
35.57
29.8
11.4
35.61
29.8
11.2
35.77
30
10W
15W
20
24
1ON....
26 27 28 OW
Figure 3.6: Same as 3.4 for layer 5 and 6.
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Figure 3.7: Same as 3.4 for layer 7 and 8.
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Figure 3.8: Same as 3.4 for layer 9 and 10.
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average of boxes 25 and 22) and for the two others, I set the values equal to those found in the
boxes north of them. This is not rigorous and most of the time, the values in these boxes are clearly
wrong. However, interpolation from the rest of the data would have taken a long time, and given
the crudeness of all estimates, it might have been somewhat too sophisticated. If these values turn
out to be a real problem, the three offending columns can be removed from the model. I tried to
avoid coming to this end though, because most of the ocean is just like that, not sampled at all. So
it is interesting to see what insights we still can gain into these parts from data collected elsewhere.
It seems throughout the 10 layers that temperatures go up as one goes south, which is expected, ex-
cept in the last longitudinal stripe, where they go down again. This trend becomes more acute with
depth as well, temperatures finally keep rising with latitude in the western part of the region (800
decibars and below, 10 to 25 0W). Salinity follows a similar pattern. The center of the subtropical
gyre seems to retain warm salty water while the edges are cooler and fresher. For the deep layers
that exhibit rising properties northwards rather than a dome, the explanation is the spreading of
Mediterranean water. Also, with some exceptions (Mediterranean water) temperatures and salinity
decrease with longitude, confirming the "doming" pattern of the gyre. The resulting density reflects
expected patterns at the surface, with denser water to the North and a southwestern tilt in the
isopycnals outcrops. All this should be reflected in the properties of boxes 26, 27 and 28 for each
layer, but is not because of the way I computed the values there. This tells me that the uncertainty
on these boxes, besides being large, should also be asymmetrical.
Since the hydrographic characterisitics of each box are rough averages of scattered and scarce data,
any circulation feature smaller than a box should not be noticeable. However, one should still see
the bigger water masses. One thing that appears clearly is the Mediterranean Salt Water Tongue
spreading. From layer 6 to 10 (500 to 1000 decibars) the north-western boxes start to exhibit a
higher temperature and salinity than expected from the distribution in upper layers. These values
are in agreement with existing maps of the temperature and salinity at 1000m (meaning that the
box value is in the expected range).
3.3 Tracer distribution
To obtain the tracer distribution, I used the same general method as for the hydrographic
characteristics. For each year when measurements were available in the examined area, I averaged
the data in each box. In the end, I have interior estimates of the tritium concentration and of
the excess helium concentration for 1979, 1980, 1981, 1986, 1991, 1992, and 1993. There are no
measurements of the tritium concentration in 1991 though, only measurements of excess helium
were taken. Also, I aggregated the data from the two cruises in 1992 (October and November).
The data is also taken at various locations throughout the years, so that I don't have an estimate
of the concentrations in each box for every year. Figure 3.9 shows where and when measurements
were taken. Note that having measurements at a certain latitude and longitude does not mean that
samples were taken at all depths.
Figures 3.10 and 3.11 show the known time history of tritium distribution in some interior columns.
Figures 3.12 to 3.15 do the same for columns surveyed more often.
3.4 Boundary conditions
3.4.1 Geostrophic velocities
To find an estimate of the geostrophic velocity at the boundaries, I put together the data points
that formed lines parallel and reasonably close to the boundaries. I fed the hydrographic data at
these points to the Sea Water Properties package again to obtain the velocity between data points
81,92
79, 80, 81,
86,92,93
79, 86, 92
79, 80,
92, 93
81,92
79,80,81,
86,92,93
79,81,
92,93
79,81,
92,93
81,91,
92,93
91, 92, 93
81,92
79 92,93 92 92
26 27 28 20W
Figure 3.9: Columns where estimates
corresponding to the estimate(s)
of the tracer concentrations are available with the year
40W 1 6 10W
4ON
81
:10W
1192, 93
79,81,
92,93
Anf
7
12
17
21
iM
15W
20
24
ION
40W 25
"... .........
.... . .....
:10W
..........-
.. ' .............
10N
column 1
81
-
2 4
tritium CormI ntrmtion, t.u.
column 4
1 r
0
-- I O0
-200
-- 300
-400
--500
-80
-700
-- 1000
0
O
-100
-200
-300
--400
-- 00
-700
-- 0
0-
-100
-- 200
-300
-400
--500
-800
-- 700
-1000
0
-100 -
-200
-400
-800
-700 -
-800
0
trltium conentration t.u.
0
-200
-300
-. 400
-500
-700-Too
-80C)
-900
1000
0
-- O0
-100
-200
--300
-. 400
-500
-600
-700
-800
0
--200
-- 000
-- 00
--500
-700
-800
--100
column 2
.92
0 2 4
tritium oonoentrtlon, t.u.
Ccolumn r,
T S
83 2t
tritlum gonolanrtrtlon. t.u.
0 2o .
tritium 09108,trtICI. t.u.
-- too
-200
--300
--400
-Soo
-- 600
-700
-800
-000
-1000,
0
-100
-200
-300
-400
-- 500
-Soo
--600
-700
--900
-- 1000
0
0
-100
-200
-Soo
--400
-- 00
-700
-- 00
-900
-1000)
0
column 3
q92
o u
.11
Stritiuim 2o~nntrti6, t.u. iooLumn 0
+~
tritium ooncentritlor., t.u.
Figure 3.10: Tritium vs pressure in some interior boxes. Each curve corresponds to a different point
in time and is labeled by the year.
2 A4
tritlum oonocntrmtlon, t.u.
column 7 column 13
0
-100
-200 i
-300
-400 .i
--500
-- OO
-1 o
2 4
tritium oonC.ntrtiton, t.u.
colurmnr 2
O
-- o100
-- 00
--300
-- 400
-5000
-700
-800
-900
ISs'
-r
- both
1 83
-
oolumn 23
0
--100
-200
-- 300
-4500
-Soo-
-700
-800
0 2
0
-100
-200
-400
-- 5400
--600
oolumn 24
- 92
-- 700
-800
-- 000
trit--O0 oonolntrtion t.u.
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relative to that at the sea surface. Next I assumed that the level of no motion was at the bottom
of the model (1000m) in order to compute estimates of the absolute velocity. I also assumed that
the velocity was linear with depth (or pressure) between the points where I had estimates (because
I needed to assume some shape and linearity looks reasonable and makes averaging easier). I then
averaged velocities depthwise and along the boundary too, so as to obtain homogeneous estimates
for each box. Here is an example with the northern boundary. Figures 3.16 and 3.17 show where
the data points were located and at what depths they had samples, figure 3.18 shows the successive
shapes and values of velocity throughout the process. In some cases (beween points 3 and 4 and 4
and 5 for example) I had to (linearly) extrapolate the data, in others I had to interpolate it to obtain
estimates at all depths. Also, I had to scale some of the estimates because they were unphysically
weak. This was due to the fact that the two corresponding stations were too far apart to yield a
precise estimate, so the scaling was done with reference to the distance between the two closest
stations of the set. There is at least one data point in each box, which means at least two different
estimates of velocity. I took their average weighted by the space occupied by the corresponding
segments in the box as a homogeneous estimate. Figure 3.19 shows the final result for each of the
surface box on the boundary and the boxes below (boundary columns). I went through the same
process to obtain constraints on the western boundary (figures 3.20 and 3.21). Due to the lack of
data in some areas, systematic estimates of velocity could only be found along the northern and
western boundaries.
3.4.2 Ekman pumping velocities at the surface
I used the wind data from the 1998 WOCE experiment to find the Ekman velocity at the
surface, and more particularly the estimates of the wind stress curl. The WOCE data had been
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Figure 3.16: location of data points used to estimate the meridional geostrophic velocity at the
northern boundary
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Figure 3.17: segments across which velocity was computed with the data
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Figure 3.21: zonal velocities at the western boundary (in cm/s) vs pressure.
57
45
30 * . . . . . . . . . . . . . . . . . . . . . . . . .
4035. .
20-
-39 -38 -37
-200
-400
-600
-800
-1000-
-5
-200
-400
-600
-800
-1000
-5
interpolated on a fine 10xl grid, so that estimates of the curl were abundant. With these estimates
I computed a rough diagnostic of the Ekman pumping velocity displayed in figure 3.22. It is mostly
in agreement with other estimates shown earlier. To compute the Ekman velocity I needed density
as well. One problem was that the water samples had not been taken systematically on a grid
and thus I could not simply mix the two data sets. So I averaged the curl in each box on the one
hand, the density in each box on the other hand, and used these averages to find the mean Ekman
pumping velocity in each box.
Figure 3.24 shows the average obtained for each surface box. Comparing with other estimates
of the Ekman pumping velocity shows that the averages are a little low in magnitude, although
not irreasonably low (at most, they are smaller by a factor 2). However they do reflect the general
patterns found in this area. There is downward pumping in the higher latitudes of the region
above 150N with a pool of more intense pumping in the boxes centered around (35 0W, 30'N). The
zone of upward sucking in the lower latitudes, intensifying southwards is also found in previous
computations (Hellerman and Rosenstein, 1983, Boning, Doscher and Isemer, 1991), although
those computations find the zone of most intense downward pumping to be slightly higher north.
The general northeast tilt of the wind gyre is also more pronounced in these studies.
3.4.3 Tracer input history
This data is provided again by the WHOI/HIL web page. W. Jenkins wrote a Fortran program
based on [4] to interpolate an estimate of the monthly tritium deposition in the ocean on a 20 x50
grid for the North Atlantic, from 1960 until 1987. His computations take into account precipitation,
evaporation and river run-off inputs and outputs. The grid is shown in figure 3.25 for the area under
study. To obtain monthly estimates of the total deposition over each box, I averaged the deposition
rough estimate of the Ekman pumping velocity in 10-7 m/s
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Figure 3.22: estimate of WE from the wind curl
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Figure 3.23: averaged Ekman velocities at the surface (in cm/s)
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Figure 3.25: Grid on which Jenkins interpolated the tritium injection. The * represent points that
are missing data at some times.
from all the points inside each box and the points immediately outside of it (15 points per box).
Some points did not have any estimate at all, so box 11 only has 14 usable data points. Other
points have no estimates at some times.
The missing data at some points creates "holes" of various amplitude. For the two points in the
southwestern corner, only a few dozens times are missing, while for the two points in the center
however, only very sparse data are available. In most cases though, the missing times are isolated
(e.g. there are estimates at the points in time just before and just after), making it easy to linearly
interpolate the missing parts. In one case, there were some consecutive times missing, but in a very
particular pattern: for the point at 27.50W-23"N, out of each six missing points sequence, the three
first are consecutive and the three last are isolated. This makes computations and interpolation
much easier and realistic, because no big chunk of the estimates is missing. Figure 3.26 shows the
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Figure 3.26: tritium delivery at 27.50W-23N before and after linear interpolation
estimates at this last point before and after interpolation. After 1987, I extrapolated the surface
injection until 1994, keeping the same pattern and simply applying the natural exponential decay
to it.
There is a sharp increase in deposition, especially around the peak as one goes eastward. This
increase is sharper in the northern part of the domain, which makes sense given the way the winds
are blowing in this part of the world. A typical tritium input time history looks like the one
displayed in figure 3.27. The small wiggles reflect the seaonal cycles (more rain in the winter, more
evaporation in the summer) and shows the peak in 1964. It is on the same year for all boxes.
The estimates of deposition are in 1981tu.m/month, which means that they have been decay-
corrected to 1981: 3H(t)tu = 3H(t)1981tue- A(t-l ). I also computed the net height of water that
had "fallen" over each box monthly. I thought that I would divide the deposition by this quantity
before after
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Figure 3.27: surface tritium injection over box 10, decay-corrected and plain
to obtain the quantity of tritium that had fallen in the boxes. However, for some months there is
almost as much evaporation as precipitation, so that the tritium amount becomes unreallistically
large. I finally decided to divide the deposition by the thickness of the air-sea interface, which
I estimated to be 2m. These two operations finally allowed me to compute the total monthly
deposition of tritium over each surface box in tu/month. One example of the resulting input is
shown in figure 3.27.
3.4.4 Characteristics and tracer concentrations at the boundaries
There are no stations right at the boundaries, and most of the time there are even no stations
anywhere near the boundaries. My estimates of the boundary hydrographic characteristics are
linear extrapolations of the interior values, e.g. the temperature at the western boundary of box 1
is the linear extrapolation of the temperatures of boxes 1 to 6 with longitude, for example. Since
the boxes are supposed to be homogeneous, it was tempting to simply set the boundary values
to the ones in the boundary boxes. However, if there is no gradient in properties, no motion is
63
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generated (the easiest way for the model to conserve properties is to stay still). This is also true for
tracer concentrations, at the times when I have enough measurements to make such a computation,
except for 3H injection at the surface.
3.5 Uncertainties on the above estimates
3.5.1 Reference levels
I have assumed that the level of no motion is uniform at 1000db. This was for simplicity in
early computations, but is of course not realisitc. It is in general considered to be deeper (1100db
in Mimery and Wunsch, or more), and there is no reason why it should be the same everywhere.
There are two ways to deal with this important unknown: put a big enough uncertainty on the
boundary conditions so as to allow the numerical algorthim to make the correction itself (while
remaining within the acceptable range of values), or introduce new variables that represent the
constant unknown offset in geostrophic velocities. As we will see later, neither of these was easily
implemented. For example, at the northern boundary, columns 2, 4 and 5 show positive velocities
at almost all depths, although the flow is dominantly southward in this part of the Atlantic. These
probably need an important correction.
3.5.2 Geostrophic velocities
Geostrophic velocities were computed using the thermal wind relationship, which introduces
errors in itself. For the meridional velocity at the northern boundary, the set of stations I used is
actually much closer to the 350 N parallel than to the 40*N one, so that the results are probably
overestimated. The scaling also was somewhat arbitrary. For the zonal geostrophic velocities at
the western wall, the southern half of it had quite a good number of stations available, reasonably
close to the border. However, the estimates that are produced from their data are weak and mostly
eastward, which is not completely absurd since this is about where the subtropical gyre turns
around, but I would have expected stronger flows. For the northern half, the stations were more
scarce, but still close to the boundary. There the velocities seem much greater. Part of this large
difference is probably due to the scaling, which tends to increase estimates from stations that are
far appart. For both of the boundaries, the averaging assumes that velocity is linear between the
data points which of course is not the case. So that a box for which one pair of stations yields a
strongly negative flow and the next pair a strongly positive flow ends up being assigned a weak
flow. However, if this affects velocities, it does not affect fluxes too much: if there is a lot of water
flowing in and a lot of water flowing out, the net flow is likely to be close to zero.
It is difficult to come up with an error bar on the velocity estimates, for all the reasons mentioned
above and because we don't know where the level of reference really is. So I decided to give a
high tolerance to the boundary conditions in solving the system and to try to play around with the
reference levels. If the outcome is physically acceptable and close to my estimates (corrected for
the input reference levels), I would accept it as just as good as my estimates.
3.5.3 Hydrographic characteristics and tracer distribution
Since these properties were determined in the same fashion, so will their uncertainty. Uncer-
tainties on these estimates come from two sources: pre-existent errors in the measurements, and
errors from the averaging. It is clear that for a box that goes from 100 to 200m, one single mea-
surement at 190m in a corner will not produce a good estimate of its mean temperature. So the
averaging errors depend on the scatter of the data points and on their number in each given box.
This component of the error is likely to be much higher than that from the measurements.
It is difficult to come up with a formula that takes into account the fact that the averaging error is
smaller when the points are well distributed within the box and when there are more of them, so
Figure 3.28: histograms of variances for the hydrographic characteristics
one measure of the error was simply the variance, c = ' for density for eample, N being
the number of points in the box. This held for boxes that had a decent number of points in them,
not for boxes with only a few or even no point in them. For those, I had to make a guess based
on the results from the densely sampled boxes. So for the boxes that had between 9 and 2 points
only in them, the uncertainty on became aVW, and for the boxes with only 1 or 0 points in them,
I arbitrarily set the uncertainty on density to 0.5, that on salinity to 0.1 and that on temperature
to 5. This yields the histograms of "variances" shown in figure 3.28.
With all these estimates in hand, I now turn to the building of the model they help define.I rirrl4e0h netit ndniyt .5 hto aiiyt . n hto eprtr
to 5 Ths yeldsthehisogras o "v ianes"shon infigre .28
Wihalteeetmtsi anInwtr otebidnDo h oe hyhl eie
Chapter 4
Model description
4.1 Theory
The idea is to make a box model of the eastern North Atlantic (where the data are concentrated)
representing the steady circulation of the region and to run it with the tracer data. The area
studied is 100-400 North by 100-400 West, the land areas (African coast and Canary Islands) being
excluded. The area is gridded horizontally and vertically, thus being divided into rectangular boxes
of 50x5xl00m. The flow field is discretized as volume fluxes between the boxes and each box
is assumed to have homogeneous properties (density, temperature, salinity...). The fluxes reflect
advective and mixing effects and are found by constraining them with the conservation of mass,
heat and salinity for the interior boxes.
I defined the fluxes as positive when going out of the box. The fluxes Ji,j from box i to neighboring
boxes j obey to the following equations:
conservation of mass: Z piJi,j - pjJj,i = 0,
jENi
conservation of heat: E Oiij - 0jJ,i = 0,
jENi
conservation of salt: Si Jii - S Ji,i = 0,
iENi
Ni representing the indices of the boxes neighboring box i and pi being the density of the water in
box i, Oi the temperature and Si the salinity.
Without forcing, zero is a solution to these equations, so I needed the boundary conditions on
velocity to obtain a non trivial solution. The net fluxes to the north from the boxes on the
northern wall are set to the meridional geostrophic velocity, and the net fluxes to the west through
the western boundary are set to the zonal geostrophic velocity. I assumed that the vertical velocity
at the bottom layer is negligible, which is consistent with assuming earlier that the level of no
motion is at 1000m. At the surface, the net upward fluxes are set to the Ekman velocity. This
tranlates into:
Ji,iorth - Jinorth, i = v(i)s,
Ji,i,,.t - Jiwest, i = -Uwest(i)s,
Ji,i,, - Jiup, i = we(i)S,
where s is the surface area of the vertical section of the boxes ( 0iRx100m), S the surface area
of the horizontal section of the boxes ((5 0 Rr)2) and the J are coming into the boxes or going out
of them (R is the radius of the Earth).
There are 6 fluxes going out of each interior box, 280 interior boxes, 28 + 60 + 60 = 148 extra fluxes
subject to a boundary condition and 28+60+60 = 148 free fluxes. This amounts to 1976 unknowns.
For the equations now, each box needs to verify 3 constraints and the boxes on the boundaries need
to verify one additional condition per boundary side. The total number of equations is then 988.
The system to solve is in the form Ax = B subject to x > 0, which seems quite simple. Since the
system is highly underdetermined, there will bo no unique solution and inverting the matrix is not
an option. I will therefore try to minimize the L2 norm of the misfit n = Ax - B while keeping the
fluxes positive.
4.2 Finding a consistent model
4.2.1 Method
The system is written in the form Ax = B, A and B representing the constraints, and x the
unknown (e.g. the fluxes). A is mostly filled with zeros, which allowed me to store it as sparse in
Matlab. However, Matlab optimization routines are designed for full matrices, and the full system
is too big for Matlab. I tried to code a least squares solution to the problem but it gave physically
impossible solutions. The objective function was made of the mean square error, plus a "damping"
term on the diagonal because ATA is singular, plus a term forcing the positivity of the unknown:
J = IlAx - B112 + a2 11X112 + /[1...1]x. This gives unphysical solutions because the # term offsets all
elements of x without discrimination (whether they would have been positive or negative), and so
the fluxes were as big at the bottom as at the top, meaning that the circulation was as intense at
1000m as at the surface.
So I tested the built-in routines on smaller systems taken from the bigger system (like the 2 top lay-
ers constrained by the conservation of mass only and the forcing, which was about 200x300). I tried
the nnls algorithm, which stands for non-negative least squares. It minimizes (Ax - B)T(Ax - B)
subject to x > 0, with some tolerance. The actual stopping criterion is that the gradient of the
quadratic function be smaller than the tolerance. It did not converge and started looping on itself
after 6 iterations. There were two possile explanations for this: either the algorithm did not work
for highly singular systems, or it was because of my choice of variables.
4.2.2 Experimenting with non negative least squares
To verify these hypotheses, I changed the writing of the system to make it as explicit as possible,
which increases both the number of variables and of equations. The initial matrix was not stating
explicitly the boundary conditions as such, but including them in the conservation equations, which
loses some information but reduces the size of the system. Also, in order to find at what point the
algorithm breaks down, I started by grouping some boxes together to reduce the size of the system
while still working with the same numbers and files. So I started with 5 boxes, 6, 7, 15, 30, 45, 75,
140 and finally 280. Up to 30 boxes, the algorithm converges with a tolerance of 10-6, which is
even too precise since the fluxes should be of order 1 to 10 (Sv). At 45 boxes until 75, I needed to
increase the tolerance to 10- 4 .
Another important factor for convergence is the relative weights given to different equations. The
numbers that are stored in matrix A vary widely: the rows corresponding to the conservation of
mass show numbers of the order of 1000 while the rows corresponding to the conservation of heat
and salt show numbers of the order of 1 to 10 and finally the rows corresponding to the boundary
conditions have only ones and zeros. This caused the algorithm to diverge, so I had to divide all
the equations for a given balance by the same factor, thus bringing all the elements around 1.
I had to divide the mass conservation equations by 1000, the heat conservation equations by 20
and the salt conservation equations by 35. With this new matrix, for 140 boxes, I still could not
obtain a solution no matter what the tolerance was (from 10-6 to 1). Trying 112 boxes was in vain
too. Tolerance affects convergence in two ways: if it is too small, the algorithm diverges, which is
expected. But surprisingly, the same thing occurs for a large tolerance: for a tolerance of 1, from
15 boxes to anything bigger, it diverges. The tolerance in non-negative least squares is the number
that sets the threshold for determining whether an element of the current solution, x, is zero or
not. The algorthim diverges because many fluxes are less than 1, so that in the early iterations,
it updates the solution, but since the tolerance is so high, the updated solution is not discernable
from the old one. This leads to a dead end, the algorithm remaining stuck at the same point until
the maximum number of iterations is reached. So even though 10- 4 seems too precise, I did not
want to increase it unless I needed too. I tried the same system sizes with higher tolerances, but
nothing worked. We had to conclude that some incompatibilities were starting to appear in the
system.
4.2.3 A smaller box model
Running out of time, we decided that 112 boxes was big enough to experiment with, although
it was still far from our initial goal. The 112 boxes model is made of the eight upper layers of the
initial model, with boxes grouped by pairs depthwise (e.g. the new boxes are 200m deep instead
of 100 initially). So that the new model is actually made of four layers of twenty-eight boxes each.
This amounts to 824 unknowns for 412 equations. To determine what the source of incompatibility
was, I ran the algorithm while separating the constraints: mass balance alone (plus boundary
conditions of course), salt balance alone and heat balance alone. All of them did converge, so I
started combinations of two constraints. They all converged, except for the combination of salt
and heat balance, which was systematically diverging. Since heat balance is almost redundant with
salt and mass balance together, we decided to set it aside for the moment and examine the solution
obtained from the combination of mass and salt balance.
One possible test that can be done on these fluxes is that of steadiness. Since there are imbalances,
because of the tolerance first and because we did not incorporate the heat balance, how bad are
they ? If they are small enough to let the system be stationary over a reasonable period of time,
then the solution is good enough. If not, we need to keep working on it. So I computed the time
necessary for a box to change by 10C with this solution. This is done in the following way:
r = Aox, OC.Sv
At = xl, s.
r.10 6
r is the residue on heat balance from the solution in Sverdrups, Ae is the matrix that reflects this
balance, x is the solution, V is the volume of the box and At is the time it takes to the box to
change temperature by 10C. With the first solution, some boxes were only stationary for as little
as a couple of weeks, so I needed to change something. It was possible to obtain convergence with
all of the constraints by decreasing the weight given to the temperature balance. This comes down
to increasing the tolerance on this balance. The algorithm only lets you choose one number for
tolerance, but if the rows in the matrix are of different orders of magnitude, you can customize the
tolerance to each constraint. This means that there is a trade off between the weight, or importance
that one wants to give to each constraint and the tolerance that one wants to allow on it. The
higher the importance given to a constraint, the smaller the tolerance on it, which means that it
becomes harder to satisfy. However, I did not want the weights given to different constraints to
be too different, or otherwise I would be back to my starting point. If you give the algorithm a
tolerance of 10- 3 , but all the mass balance equations are divided by 1000, the actual tolerance
for mass balance is lkg/m 3.Sv. The lowest tolerance on heat balance with which I still obtained
convergence for all the constraints was 0.4*C.Sv. But the solution obtained with this setting still
had many boxes that were taking less than one year to change temperature. The next possibility
was to customize tolerance even further: leave it as it was for most boxes, but decrease it for those
boxes that were misbehaving. For the unsteady boxes, I lowered it to 0.1 and obtained a new
72
solution, that still had boxes below one year. They were different boxes though, meaning that the
problem had simply shifted from some boxes to others. Adjusting these settings was not enough
to obtain a physically meaningful solution.
4.2.4 Relaxed and additional constraints
To that point I had only played around with the weights and tolerances of the conservation
constraints, not with those of the boundary conditions. This resulted in very tight requirements
on the boundary conditions, which is somewhat pointless since the uncertainty on them is so large.
However, experience tought me that the weights of these equations could not be changed by much:
at most I could change it by a factor of order 10 only on just one of the open ocean boundaries, not
on both. Not surprisingly, the boxes that had the best fit for boundary conditions also had some
of the largest imbalances. So I started making guesses at the reference levels, in particular at the
northern boundary. These guesses were guided by what the circulation was supposed to be like in
this part of the ocean. A combination of reference level and weight adjustment on the boundary
conditions finally led to a better solution (the residuals were about two times smaller than what
they were before). One has to understand that even though the solution still was not good, finding
it was a relieving surprise, for it took many disappointing trials, as the outcome did not seem to
be sensitive at all to the changes in the boundary conditions.
Another specificity of non negative least squares also hinders the finding of a physically reasonable
solution in this case. The algorithm starts from zero and restores one element at a time to a non-
zero value, until it meets its stopping criterion. The criterion is that either all the elements have
been restored, and there are no zeros left, or that the gradient of IIAx - B112, AT (Ax - B) is small
enough for the elements that have not been examined yet and are still at zero. The other elements
have been changed according to the least squares minimization method, so that they are assured of
minimizing their "part" of the gradient (in the non negative solution space). Small enough means
within the bounds of the tolerance that one puts in. In other words, the algorithm stops at the first
stationary point it finds. Since I had imposed motion on two of the open ocean boundaries only
and at the surface, motion tended to concentrate along these boundaries only. The deeper and the
further east and south one went into the boxes, the fewer non zero fluxes there were. So I needed
to force motion somehow in the model by starting from a non-zero point. If some of the fluxes
had to be zero, the algorithm would bring them back to that value. Another interesting feature
that I could not explain was a tendency to turn incoming zonal fluxes into outgoing meridional
fluxes and vice versa, instead of propagating the flux in the same direction. This again was more
acute in deeper layers. Finally, the solution produced by the algorithm never has dynamic balances:
there are never two fluxes across a given interface. Knowing that the circulation should be mostly
southward, eastward in the northern part and westward in the southern part, this allows me to
put upper bounds on the fluxes without increasing the number of equations too much (the more
equations, the slower the search). So I added a number of equations that were basically setting
fluxes to 0 vith a very large tolerance (3Sv for downward fluxes, 12 Sv for net zonal fluxes, 7Sv for
net meridional fluxes). But since the tolerance was so large on these equations, their weight was
insignificant, and they were never statisfied.
4.2.5 An attempt at a linear programming solution
I kept searching for a solution with non negative least squares and started trying new search
methods. I tried linear programming, since it seemed to have been successful in previous papers
(Wunsch for example). I required that mass, heat and salt balance be satisfied as well as the
boundary conditions, that fluxes be positive, the vertical fluxes smaller than 5Sv, the zonal fluxes
smaller than 15Sv and the meridional fluxes smaller than 10Sv, which physically are high upper
bounds. My objective function was the maximization of the total southward transport. Although
I modified the Matlab code to adapt it to sparse matrices, it was still extremely slow and after 48
hours of continuous computing I still did not have a solution. I also received many warnings about
the rank deficiency in the matrix. That marked the end of my linear programming trials and I
went back to non-negative least squares.
4.2.6 Priority is given to conservation of mass
I tightened the mass balance requirements for the boundary boxes where boundary conditions
had been imposed. I also tightened it on interior boxes that had a large mass imbalance and finally
obtained a solution with good residence times for mass. Unfortunately, and despite upper bounds
imposed on the solution, some of the fluxes were unrealistically high (35Sv down from box 1 in the
last layer). I tried to push the algorithm further in adding the same tight requirements little by
little for salt or heat balance. Every time it fell in local minima and remained stuck there without
finding a solution. I also tried to tighten the requirement that the downward fluxes be small in the
three boxes that had the largest pumping, with the same result. I tried to put as a "fake" boundary
condition that these three fluxes were 3Sv (and later higher numbers), but again in vain. It became
clear that spending much more time looking for a good solution would be wasteful, since I could
only obtain minor improvements (or no improvement at all) by changing the constraint weights
some times radically. Moreover, time was running out, so we decided to proceed with the forward
problem using the best solution available.
The tolerance on mass balance was set to 0.5kg/m 3 .Sv by default, and reduced to 0.2kg/m 3 .Sv
for the western and northern boundary boxes below the first layer, O.lkg/m 3 .Sv for the entire first
layer and boxes 8, 10 and 13 in the second layer and finally 0.25kg/m 3 .Sv for boxes 1 and 5 in the
second layer, 2 and 12 in the third layer and boxes 1, 2 and 7 in the last layer. Only 3 boxes show
mass imbalances greater than their tolerance: boxes 8, 10 and 14 in the first layer. This results in
residence times all greater than 7 years, the samllest one being 7 years and 7 months for the first
box of the last layer.
The tolerance on salt balance was set to 0.07psu.Sv for all boxes. Few boxes satisfy this requirement,
and the residence times for salt are quite small (32 of them less than 10 years, minimum is 10 months
in box 14). Tolerance on the conservation of heat was set to 20C.Sv for the first and third layers,
30C.Sv for the second layer and 1C.Sv for the last layer. Again the residues are too big, 32
boxes have residence times smaller than one year (not the same boxes as for salt) and the smallest
residence time is barely 1 month, in the first box of the last layer again. Figures 4.1 to 4.5 show
the imbalances with their tolerances and the residence times for each conservation equation.
I also required that the downward fluxes be smaller than 3Sv, and the net southwards fluxes
be smaller than 7Sv. I had formerly included a similar requirement on zonal fluxes, but it did not
affect the solution at all (because its weight was 1 for a 12Sv upper bound) so I did not include
it. As will be seen below, these requirements are in most cases not satisfied at all, due to their
small weight compared to the conservation equations.
The tolerance on the surface and western boundary conditons was 10-3Sv, and was satisfied. I did
not insist on matching them exactly, but as I have said earlier, increasing the tolerance on all the
boundary conditions resulted in dead ends. Figures 4.6 to 4.9 show the fluxes in each layer. Since
some of the fluxes were very large (up to 36Sv), I had to use both length and width to design a
common scale for the arrows. Fluxes between 0 and 5Sv correspond to arrows of width 1, fluxes
between 5 and 10Sv correspond to arrows of width 2 and so on. Within each arrow width category,
there are 5 value "batches" (e.g 0 to 1, 1 to 2, 2 to 3, etc.) that determine the length of the arrow.
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I represented the vertical fluxes by circles. The downward fluxes are shaded, the upward fluxes are
clear. Fluxes flowing through the upper side of a box have a solid border, fluxes flowing through
the lower side of a box have a dashed border.
As one can see, the basin behaves somewhat like a bath tub: it fills from the surface and the northern
side on large surface areas and evacuates almost all the water only at specific points (box 20 of the
first layer and boxes 1, 3 and 5 of the last layer). As I explained earlier, the water moves only where
it is forced to do so, which is along the boundaries on which I imposed the velocity. The northern
half of the first layer globally moves eastward, although the Azores current appears more clearly
in the second layer (200 to 400db) than in the first one. The eastward outflow from box 6 in layer
2 could correspond to the Mediterranean inflow. Layer 2 does show an anti-cyclonic gyre pattern
in its northwestern half, although the shape is not as convex as one would expect it to be. The
southeastern corner on the contrary shows a cyclonic gyre pattern, but much weaker. Meridional
transport is dominantly southward in all the layers except the last one. Vertical transport gains
in magnitude as one goes deeper. Actually, all the individual fluxes gain in strength with depth:
for roughly the same total inflow in the model, there are fewer fluxes to redistribute water, so that
they need to be stronger. Also, since water cannot just accumulate into each layer, and it cannot
be sucked up either from the first layer, it gets pumped down and finally out through the bottom
or box 20 in the first layer.
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4.2.7 Boundary velocities and reference levels
The surface and western boundary velocities in the solution are very close to what I had com-
puted, for the tolerance on them was small (0.001Sv). I had to guess reference levels for the
geostrophic velocities though. I could keep almost all the western boundary velocities with the
same reference level, except for column 12. I had to add 1Sv to the fluxes in this column to keep
the system converging. This corresponds to +1.8cm.s - 1. This moves the level of no motion below
1000m, and probably quite far below as shown in figure 4.10. At the northern boundary how-
ever I had to change half of the reference levels so that the velocities would be negative (eg, they
would follow the general motion of the subtropical gyre). I subtracted 3Sv from the fluxes into
column 2, 1.5Sv those in column 4, and 3 again in column 5, which correspond to -5.42cm.s - 1
and -2.71cm.s - 1 . The resulting velocities are shown in figure 4.10. The reference level seems
to have moved all the way up to the surface. This is assuming that the velocities keep the same
monotoneously decreasing pattern at all depths. If on the contrary they start increasing again at
a certain depth, the level of no motion has moved up, but was initially much deeper than what I
thought.
So the best I could obtain was a solution that only conserved mass. It was not clear whether
the algorithm used or the linear model chosen were the source of incompatibility, and it seems
probable to me that it is the combination of the two. The determination of whether a different
algorithm would have done better and of what changes oin the model need to be made to obtain a
good solution from non negative least squares has to be left to future endeavors. I next attempted
to see whether the tritium data could be restrictive enough on the model to correct it.
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Chapter 5
The time dependent problem
At this point there was not enough time left to do both the forward and the inverse problems. So we
decided to see what the forward problem could teach us. I first solved it with boundary conditions
at the surface only, then at the northern boundary only and finally at both boundaries. Given
the scarcity of the data in the interior of the ocean, I simulated northern boundary conditions,
making a plausible guess as to their shape and amplitude. This would allow me to understand
the ventilation process for an imaginary transient dye, and then maybe draw conclusions on the
ventilation of tritium. The time step was two weeks.
5.1 Forward problem with surface boundary conditions only
The boundary conditions at the surface are those already described earlier. The solution was
computed for initial conditions set to 0. All the surface boxes exhibit positive tritium concentrations
over time, which is expected at least for those into which there is Ekman pumping. In the second
layer, boxes 1 to 6 also contain some tritium, as well as boxes 8, 9, 13, 17, 18, 21, 23, 24, 26 and
27. In the third layer, only box 2 shows tritium presence and in the last layer, boxes 2 and 3 also
have noticeable tritium concentrations.
Figures 5.1 to 5.5 show the tritium time histories for each column of boxes. The first thing to
notice is that the general shape of the injection function is preserved, except in a few boxes where
it tends to be much wider. Second, the seasonal wiggles tend to be integrated out with depth and
to disappear. Attenuation from one layer to the next is very strong. Boxes 2, 12 and 25 are the
only ones in the second layer that pump down water in the third layer. But box 12, layer 2 has no
tritium in it, so that it does not transfer it to the box below, and the same goes for box 25. Box 3
in layer 2 shows some tritium that is imported from neighbouring box 2, layer 2. But box 3 of layer
2 does not pump down any water, and box 3 in layer 3 only receives water from boxes that do not
contain tritium, so its concentration is zero as well. In layer 4 however, there is a huge eastward
flux from box 2 to box 3, which explains the presence of tritium in box 3 at this depth. Box 2 in
any layer gets its tritium either from the west (box 1 in the same layer) or from above (surface or
box 2 in the upper layer).
Also, in some boxes, tritium concentration tends to decrease more slowly with time after the peak.
This accumulation corrsponds to boxes with weak inflows and outflows (less than 0.5Sv). Since the
water does not flush these boxes very rapidly, tritium tends to stay longer in them.
Starting at box 23 until box 28, with the exception of box 25, the concentrations start behaving
strangely. These are the boxes that show Ekman suction instead of pumping, so that they do
not simply follow the atmospheric pattern. Box 25 receives much more water from box 21 than
it sucks up into the mixed layer, which can explain its "normal" look. But boxes 23, 24, 26, 27
and 28 are relatively isolated from their horizontal pumping neighbours, they mostly transfer water
among themselves and with their lower twins. So the tritium comes from the atmosphere, but the
circulation in this area is so weak that it takes much longer to dissipate and vanish. In the case of
box 24, which only exchanges water vertically with the atmosphere, tritium concentration has not
even reached the declining part of the curve yet. The concentrations in layer 2 start catching up
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Figure 5.1: Concentrations in interior boxes 1 to 4 vs time for a surface input. The various curves
refer to different boxes piled in the same column.
and passing the concentrations in layer 1, or even in the case of box 24, the concentration in layer 2
is higher than that in layer 1 at all times. This is due in part to the weakness of the vertical fluxes,
which delays the evolution in lower boxes more than in other boxes, and to the fact that the boxes
in layer 2 recirculate the water among themselves.
itium amcentratin coumn 1
tr
iti
um
 c
o
n
ce
n
tra
tio
n 
in
 tu
tri
tiu
m
 co
nc
en
tra
tio
n 
in 
tu
I i! I I ii I ! !
1 0 '*1 0o x C 0r 0
I I *1 ! I Ii1 Ia
tr
iti
um
 c
o
n
c
e
n
tr
at
io
n 
in
 tu
tr
iti
um
 co
n
ce
n
tra
tio
n 
in
 t
u
i I I
I ii ii I
o
lq
C
D
 
a
co
cn
Cc I '-I- 0 '*1
: 
P
tr
iti
um
 c
o
n
e
o
n
tr
at
io
n 
in
 t
u
tri
tiu
m
 co
nc
en
tra
tio
n i
n 
tu
tr
iti
um
 c
o
n
ce
n
tra
tio
n 
in
 tu
I
I 51 I
cr 0 0 C N N
)
0
tr
iti
um
 c
o
n
c
e
n
tr
at
io
n 
In
 tu
tr
ltl
um
 c
o
n
ce
n
tra
tio
n 
In
 tu
tri
tiu
m
 c
o
n
ce
n
tra
tio
n 
In
 tu
tr
iti
um
 c
o
n
ce
n
tra
tio
n 
In
 tu
northem boundary conditions
layer 1
10-
8-
0
-layer 2
6-
4-
layer 4
2-
60 65 70 75 80 85 90 95
time in years
Figure 5.6: Tritium concentration time histories at the northern boundary
5.2 Forward problem with northern boundary conditions only
The boundary time histories I assumed for tritium are shown in figure 5.6. They do not vary
with longitude, e.g. boxes 1 through 6 have the same boundary conditions to the North. The offset
is 1.5 tu.
These boundary conditions yield the interior time histories displayed in figures 5.7 to 5.10. The
boxes that remain tritium free at all times have not been represented.
One reassuring feature is that the anomaly in the southwestern boxes is repeated. However, it is
with much smaller magnitudes (about 10 to 80 times smaller). The only input into this group of
boxes comes from boxes 19 and 22 in the form of weak flows. The concentration in box 19 is 100
times smaller than it was with surface injection, and that in box 22 is 40 times smaller.
Box 1, layer 2 has a higher concentration than its upper twin. This is because even though the
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Figure 5.8: Same as 5.7 for boxes 8 to 15
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northern boundary concentration at that depth is smaller, the northerly flux into the box is stronger.
Boxes 1 to 6 all contain tritium, which is expected since they are the first boxes reached by the fluxes
from the boundary. In the last two layers, box 6 is completely isolated from both the boundary
and its neighbours, so that it does not gain any tritium.
On the other hand, the accumulation that could be seen in boxes 9, 11, 16, 18 and 19 does not
happen with this new type of boundary conditions. In boxes 11 and 16 the concentrations are even
null. These two boxes do not receive water from interior boxes, so they cannot receive tritium in
this case. Box 9 only has tritium in layer 2, that comes from the box to its east, box 10, and is
immediatley transfered to the box to its west, box 8. The only tritium input into box 18 is from
box 13 in this case, and it is a small flux, so that would explain why tritium does not accumulate in
box 18. The same goes for box 19: its only input in this configuration is from box 18, so if tritium
does not accumulate in box 18, neither will it in box 19. Box 22 does accumulate some tritium,
but much less than with a surface input. This is the same reason again, its only input in this case
is from box 18.
Overall I found these behaviors quite consistent with those observed in the surface injection case,
which is expected but always a good news.
5.3 Forward problem with both types of boundary conditions
Figures 5.11 to 5.15 show the resulting concentrations with the data points when and where
available. Since the input from the surface is strongly attenuated while that from the northern
boundary is not, most boxes in layers 2 to 4 simply replicate the behaviour they had without a
surface input. This indicates that subsurface layers are only indirectly influenced by what happens
at the surface through what flows into them horizontally. There are subsurface maxima, due to the
weak downward motion between most boxes: if transfer were instantaneous between two vertically
100
aligned boxes, these boxes' tritium concentrations would peak at the same time. But since transfer
is slow, peaking is delayed.
One immediate observation is that in most cases, the estimates from the model are too weak
compared to the data. Also, in the boxes where data is available at several points in time, it looks
like the peak should not be as sharp as it is, and that the data points are located on the downside
of the peak instead of far away in the flat part of the concentration time histories. The next step
therefore is to try and see how I can change the boundary conditions to get a better match between
my estimates and the data. It is clear however that I will not obtain a good match on the boxes
that are isolated unless I set the initial conditions to whatever the data are in these boxes.
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Figure 5.16: 16 basis functions for the boundary conditions
5.4 Adjustment of the boundary conditions
I tried to find compatible boundary conditions using the same method as Wunsch in [10]. I
assumed the shape of the boundary time history, and generated a solution for this normalized
condition in each one of the boxes that matter (e.g. that have an inflow from the North), while
the other boundary boxes remained at zero. Since the problem is linear, the actual solution is
a linear combination of these "basis" solutions: C(t) = I aiCi(t) + C,,,f(t) where Csurf is the
solution obtained for surface boundary conditions only. The a are the amplitudes that need to be
applied to the assumed shape to obtain the actual boundary conditions. Of course the a have to
remain bounded and to be such that the boundary time history in any given boundary box remains
positive (while some of the individual coefficients may be negative).
I started with 8 out of the 16 basis functions represented in figure 5.16. There are 21 northern
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boundary boxes that receive water from the boundary, 8 coefficients for each of them, which sums
up to 168 unknown parameters. These boundary conditions must be such that they are always
positive and the interior concentrations that result from them match the few data points we have.
There are 144 data points, once the boxes that do not communicate with the rest of the model have
been excluded. They have to be excluded because there is no way any boundary condition can fit
these data, since they are isolated by the circulation and cannot receive tritium inless thay contain
sources (which is not physically possible in the natural ocean). One cannot impose a constraint that
one knows cannot possibly be statisfied. There are 814 time steps, which totals 21 * 815 = 17115
constraints corresponding to the positivity of the boundary conditions at all times. It sounds
completely unreasonable to try and constrain 168 unknowns with over 17,000 equations. Even if
one reduces the positivity constraints to one time a year for example (which should be enough to
ensure positivity at all times, given the smoothness of the functions), it is still 858 constraints. So
I first tried to impose the "data matching" constraints only. 144 constraints for 168 unknowns is
a quite small system, but there was no feasible solution. I used linear programming with upper
and lower bounds at + and - 500 tu. The objective function was the minimization of the sum of
the coefficients, which corresponds to the minimization of the total input through the northern
boundary. The equality constraints (e.g. all the constraints) were dependent and the system of
equality constraints was not consistent. Looking at the basis solutions (e.g. the solutions generated
with one of the boundary boxes set to one of the basis functions), many of them are almost null.
Very few boxes contain tritium, and it turns out that these boxes are often not the ones in which
we have measurements, so that the constraint matrix is full of zeros and has entire rows of zeros (34
out of 144). Also, most of the constraints only bind the same few coefficients (that correspond to
boxes which do contain tritium and have measurements), so that many equations are contradictory.
This is due to the minimal circulation obtained from the steady tracers. If I input tritium from
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box 3 for example, for the first layer of the model the tritium is transported into boxes 4, 10, 15
and 20. In the 1979 cruise for example, no measurements were made in these boxes. So that these
non zero basis solutions are not used to constrain the coefficients. Conversely, measurements were
taken in box 8 during that same cruise. But since the basis solution in that box is zero, the data
point is not used to constrain the corresponding coefficients.
Since the contsraints that correspond to the data points are dependent and inconsistent with onean-
other, there is no point in trying to add the positivity constraint. The subsystem of the "data"
constraints will still be ill-posed. Instead, one could try to bring in tritium from the western bound-
ary as well (northern half). I should not hope too much from doing so though, because the reason
that makes the system inconsistent for the northern boundary is intrinsic to the circulation model,
and would be at play with a western boundary system too. I tried however, with the expected
result (e.g. the same as with northern boundary conditions, no feasible solution).
At this point it should be clear (if it weren't earlier) that the resolution of the inverse problem
would be a doomed undertaking. We just saw that no set of acceptable boundary conditions can
make up for the unphysical circulation in fitting the tritium data. Tiritum data cannot constrain
the boundary conditions enough when the circulation model is too far off reality. This seems to
indicate that to learn anything from transient tracer data, one needs to start with a pretty good
model of the circulation. And even in this case, as Wunsch showed in 10, tritium data is not
restrictive enough to actually constrain the model that they are used with.
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Conclusion
Summary
There are two different stances that one can take when working with coupled transient tracers:
one can choose to work with the tracer age or with tracer inventories. Inventories have the advan-
tage of keeping the problem linear and of permitting to calculate the tracer age if one wants to.
But they depend heavily on the boundary and initial conditions, which are most of the time not
well known. On the other hand tracer age eliminates the uncertainty associated with the surface
boundary conditions and the initial conditions. Its interpretation is delicate though, and it makes
problems inherently non-linear. It has been known for years that the knowledge of the boundary
conditions is central to any attempt at infering the circulation from transient tracers data. First
because they are physically different for the two pieces of coupled tracers (like tritium and 3He) and
second because of the numerical uncertainty they bear when they are known. In brief, tracer age is
more appropriate to try and separate the effects of mixing and advection, while tracer inventories
are better suited for models that look at the general transport.
Box models like the one used in this thesis are of the latter kind. They parametrize the flow so
as to avoid having to discriminate between advective and mixing effects, which also makes them
linear. This might seem a little simplistic, but already the number of unknowns grows much faster
than that of constraints in 3D (twice as fast in the case of this study). The models are governed
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by conservative balances. When the boundary conditions are poorly known, they may be included
in the set of unknown variables, although this increases the computational load. One approach to
this problem is to assume a priori the shape of the boundary conditions, and it might take several
trials before one hits the right initial guess.
Although data are scarce and scattered, the averaged estimates used in this thesis are within the
physically acceptable range. Given that the boxes need to be homogeneous, one cannot say that
the interior estimates are right or wrong, since the physical boxes are not homogeneous. But most
interior estimates fall into the range of values found in the boxes. This is true of all the boxes for
which measurements were available. As to the boundaries, the estimates of the wind stress curl
and Ekman velocity are mostly in agreement with those made by others. On the contrary, the
geostrophic velocities bear a great deal of uncertainty, because of the very few stations available
to compute them and because of the unknown reference levels. The tritium input at the surface is
based on computations reputed to have an 18% uncertainty attached to them, and it should not
be expected to be quantitatively precise, although it is qualitatively right.
Several months were spent trying to find an internally consistent model that satisfied linear mass,
salt and heat conservation. We had to revert to a smaller and coarser model first, and finally give
up hopes of satisfying anything but mass conservation. It is not clear why the combination of linear
balances and non negative least squares does not function. With this system size, there should be
no major incompatibilities among the equations and playing with their weights should resolve the
contradictions that may arise. The best we could obtain was a minimal solution, in the sense that
it leaves many boxes absolutely still (44 out of 112). This is due to the way the algorithm searches
and to the lack of boundary conditions forcing motion on three sides of the model. The reference
levels needed at the northern boundary were found to be significantly different from those initially
assumed, although they could not be resolved exactly.
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The forward problem associated with this circulation fell far short of matching the few data points
available. An attempt was made at the inverse problem at the northern and western boundaries
(that is where there are inflows into the model). I assumed a set of basis functions that served
to build the boundary times histories (as linear combinations) and tried to find the latter using
linear programming. The problem was infeasible due to the combination of two obstacles. First,
the flawed circulation rendered some of the available measurements useless, second, there were not
enough measurements. This means that I could have assumed any base function in the world, the
problem would still have been infeasible. It also means that more data is not necessarily the key,
for it might not have been sufficient in this case to make the problem feasible.
This proves (if it was needed) that a seriously flawed circulation hinders any form of inverse
model. But it also shows that if transient tracers cannot always constrain an assumed circulation
enough to modify it, they can rapidly dismiss one.
Discussion
Assuming that the non-negative least squares version that runs on Matlab is reliable, which I
think it is, the impossibility of finding an internally consistent linear model of the circulation might
indicate two things. A failure of box models beyond a certain system size, and/or a failure of linear
models. I see two possible interlaced sources of failure in box models. The first is the fact that
the boxes have to be homogeneous. This means that all the property gradients are averaged and
smoothed. Boxes located far away from a boundary solely depend on these gradients to get their
motion and energy. This has to do with the number of boxes between two boundaries and the size
of these boxes. Having many boxes between two boundaries means that the forced motion will get
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strongly attenuated just because of the number of boxes it has to go through. On the other hand
it means a better resolution and probably stronger and more accurate gradients, since the averages
will be made on smaller amounts of points. More boxes between two opposite boundaries means
smaller boxes and hence a better resolution of small scale processes, which I see as the second
possible pitfall. The boxes that only have very weak fluxes might not be as still as they seem, and
be indeed very active on small scales. They might be made of small patches of water with widely
different properties, but since the properties are averaged, this is not reflected in the model.
One way to overcome this twofold problem might be to set "internal boundary conditions". There
are many stations at the heart of the model, so why not use them to compute the velocity at the
boundaries between some interior boxes and force motion from within the model ? Using only their
data for the hydrographic property field leaves out much of the information they contain. This of
course increases the computational load, but I think it is worth a try, maybe on a small model to
start with and later on larger scales. It could be done simply by breaking a model into sub-models,
since each box is only influenced by its immediate neighbors, and once each sub-model has been
found consistent, re-building the original one from the pieces. This would probably require that
one tries different break-ups to make sure that the final solution does not depend on the partition
one chooses.
Linear balances may be an oversimplification of reality, but a sometimes necessary (and sufficient)
one. And any model is a simplification of reality anyway. I see two sources of incompatibility
between the various balances I used. The first one, suggested by successful trials with smaller
systems, is the size/resolution of the model (in other words, the number of boxes and hence of un-
known fluxes). The heat balance in particular does not lend itself easily to linear approximation, as
opposed to mass and salt balances, because mass and salt are additive properties (in the absence of
chemical reactions), while temperature is not. Introducing small non-linearities in the temperature
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balance might help obtaining a better fit. Alternatively, one could try eliminating the steadiness
assumption, which I see as the other potential cause of incompatibility. It would be a huge task
though, and there are other things that can be tried before coming to this end.
Former papers have shown that tritium data can only weakly constrain the circulation and/or the
boundary conditions. It seems that pretty much any reasonable set of boundary conditions with
any reasonable circulation model can fit the data. One might argue that it is precisely thanks to the
small quantity of data available. Yet in this thesis I could not come up with boundary conditions
that would generate acceptable interior tritium time histories. And as has been explained earlier,
it cannot be blamed on the postulated form of the boundary conditions. It seems to me that the
adopted approach to infering the ocean circulation from transient tracer data is not the most pro-
ductive one. An analogy can be drawn with algorithms and search methods. One usually gives a
starting point to the algorithm, most often random and quite far off target. The algorithm, if it is
good, should still be able to find a first feasible solution from that starting point, re-use it as a new
starting point and so on until it gets close enough to the solution. Similarly, the method adopted
here is to obtain (by one means or another) a first, independent estimate of the circulation and the
boundary conditions (which are both part of the unknowns), and modify this estimate thanks to
inverse methods (if it needs to be modified). The difference with an iterative algorithm is that the
potential modification uses the data one has, and this can only be done once. That is, unless one
decides to use independent sets of data separately (instead of combining them into a maybe more
reliable single set) in order to iterate the process a few times. What this thesis and the previous
works mentioned seem to say is that first with a good starting point, you can end anywhere near
of far from the solution, and without knowing how far from it you are. Second, the "convergence
of the algorithm" (imaginary) heavily depends on how good a starting point you feed it.
This is not to say that box models or transient tracers should be abandonned, on the contrary.
114
Finite differences, the box model sistership in fields such as mechanical engineering and fluid dy-
namics, have proven extremely valuable methods to understand and design systems and there is
no denying here that box models are a useful tool. But the available data could in my opinion
used more efficiently with these models (since there will never be enough data). They might also
bear some inherent restrictions and break down beyond a certian system size when associated with
linear balances. But the failure of this work to find a consistent model does not prove this at all,
it only suggests it as a possibility that needs to be explored in the future.
Future work
This thesis has presented an attempt to an analysis of tritium ventilation in the subtropical
thermocline. Its main conclusion is that it is difficult to obtain an internally consistent linear model
of the steady circulation, even of a relatively reasonable size, when so few boundary conditions are
known. This work can be pursued and extended in many directions.
Eclectic models involve numerous assumptions and decisions during their construction. One major
assumption is that of linearity, which might become too simplistic as the size of the boxes shrinks
and the chances of having contradictory equations increase.
The issue of boundary conditions once again proved to be crucial, and twofold. First there is the
problem of quantity: this model only had boundary conditions on three boundaries out of six. The
obvious consequence is that when a feasible solution was reached, motion was concentrated were
the forcing was, and about 40% of the model's volume remained still. More forcing would likely
have produced a better solution, although it would have increased the computational load. It would
be worth trying to find a solution with extra simulated boundary conditions. Second, the issue
of quality: I finally found a set of boundary conditions, within the acceptable range, that allowed
the algorithm to find a feasible solution. However, there are a number of different sets that could
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work just as well or even better. Moreover, the method used was trial and error, whereas a more
rigorous resolution (e.g. including the reference levels in the set of unknowns) would surely have
produced better results. Unfortunately, the attempts I gave to a more scientific method remained
unfruitful.
This leads me to another important direction for future work. The algorithm I used, non-negative
least squares, turns out to be ill-suited for this type of problem. First because of the way it searches,
second because of the limited number of adjustable parameters it offers. Linear programming (the
Simplex) would be the next thing I would try, but using software that is specifically designed to
handle big sparse matrices. A better solution might not be found, but one would come to the
realization that there is no good solution to be found (using this method) much faster. All these
suggestions should be tried before including more transient tracers into the model.
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