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Abstract Let L be the d-dimensional hypercubic lattice and let L0 be an
s-dimensional sublattice, with 2 ≤ s < d. We consider a model of inhomoge-
neous bond percolation on L at densities p and σ, in which edges in L\L0 are
open with probability p, and edges in L0 open with probability σ. We gen-
eralizee several classical results of (homogeneous) bond percolation to this
inhomogeneous model. The phase diagram of the model is presented, and
it is shown that there is a subcritical regime for σ < σ∗(p) and p < pc(d)
(where pc(d) is the critical probability for homogeneous percolation in L),
a bulk supercritical regime for p > pc(d), and a surface supercritical regime
for p < pc(d) and σ > σ
∗(p). We show that σ∗(p) is a strictly decreasing
function for p ∈ [0, pc(d)], with a jump discontinuity at pc(d). We extend
the Aizenman-Barsky differential inequalities for homogeneous percolation
to the inhomogeneous model and use them to prove that the susceptibility is
finite inside the subcritical phase. We prove that the cluster size distribution
decays exponentially in the subcritical phase, and sub-exponentially in the
supercritical phases. For a model of lattice animals with a defect plane, the
free energy is related to functions of the inhomogeneous percolation model,
and we show how the percolation transition implies a non-analyticity in the
free energy of the animal model. Finally, we present simulation estimates of
the critical curve σ∗(p).
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21 Introduction
Percolation [5] in Zd is a lattice model of polymeric gelation [35,37] and of
chemical gelation due to polymerisation of monomers or comonomers [16]. In
a percolation model the phenomenon of gelation is understood as a critical
phenomenon [7] with characteristic scaling about a critical point called the
percolation threshold. Studies of gelation from a percolation point of view
are now classical [38,41,26], and were reviewed in references [39,13,21,40,
14].
Surface phenomena in percolation have also received considerable atten-
tion [6,8,9,10,11,12]. This is a model of gelation along a defect plane or
surface, and was also interpreted as a model of branch polymer adsorption
in bulk [11] – results in references [8,11] suggest that a surface transition is
absent in two dimensional models.
Consider a model of inhomogeneous percolation in the hypercubic lattice
Zd with an s-dimensional hyperplane Zs as a defect plane (where 2 ≤ s < d).
This model has received some attention in the mathematical literature [33]
(see reference [29] for a model of inhomogeneous percolation with defect lines
in the bulk lattice).
Percolation along a defect plane may be considered as a model of gela-
tion along a surface defect, and it is known that this phenomenon is asso-
ciated with a surface transition in addition to the usual bulk percolation
phenomenon [10,9,11,33].
There is a significant number of results known for (homogeneous) bond
percolation [17,25]. Known results include the location of the critical bond-
percolation threshold in the square lattice [24] (see also [22]), the uniqueness
of the critical point [1,31] and the decay rate of the clusters at the origin
in the sub- and supercritical phases [2,3]. Analogous results for models of
inhomogeneous percolation are incomplete, and in this paper our aim is to
provide some mathematical results to extend the standard theorems of homo-
geneous percolation to a model of inhomogeneous percolation. This requires
generalisation of several of the classical results for homogeneous bond per-
colation. A secondary goal is examine the connection between lattice models
of branch polymers close to a surface or defect plane and percolation along
a defect plane.
1.1 Homogeneous percolation
In this section we define some terms and notation, and we briefly review
homogeneous percolation.
The d-dimensional hypercubic lattice L with vertices in Zd has unit length
edges joining nearest neighbour vertices (or points) in Zd. The set of edges
of L is denoted by E. We shall write x∼y to denote the edge that joins the
vertices x and y.
In bond percolation models, each edge e ∈ E has an associated random
variable ω(e) with possible values 0 and 1. We say that the edge e is open if
ω(e) = 1, and that e is closed if ω(e) = 0. In the present paper we always
assume that the random variables ω(e) are independent.
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Fig. 1 A schematic graph of the probability that the cluster at the origin is infinite
as a function of p in homogeneous bond percolation. This probability is zero for
p < pc(d) and positive for p > pc(d).
In the homogeneous percolation model, the probability that ω(e) = 1 is
the same for every e, and we denote this common value by p.
We call p the density of the model. We denote by PHp the homogeneous
(bond)-percolation measure on L at density p, and by EHp the expectation
with respect to PHp . (The superscript “H” will be used for functions describing
homogeneous percolation, in contrast to the inhomogeneous model to be
introduced below.)
The union of open edges is a subgraph G of L. In general, G is not a
connected graph, but is the union of a collection of connected subgraphs of
open edges. For a vertex x, let C(x) be the connected component of open
edges containing x. We call C(x) the open cluster at x.
When x is the origin, we write C instead of C(0).
The collection of closed edges incident with C(x) is the perimeter of C(x).
The size of the cluster C is the number of vertices in C, and is denoted
|C|. We shall also work with the number of edges in C, which we denote by
‖C‖.
The probability that the origin is in a cluster of infinite size is given by
θHd (p) ≡ θH(p) = lim
n→∞
PHp (|C|≥n) = PHp (|C|=∞) (1)
(we shall often omit the subscript d).
The fundamental property of percolation is that there exists a critical
density pc(d) ∈ (0, 1] in the d-dimensional lattice (see reference [17], section
1.4) such that
θHd (p)
{
= 0 if p < pc(d),
> 0 if p > pc(d).
(2)
It is easy to see that pc(1) = 1; however the result that pc(2) =
1
2 requires
considerably more effort [24]. In general, it can be shown that 0 < pc(d+1) <
pc(d) [25,32].
4The expected value of the size of the cluster at the origin is the suscepti-
bility defined by
χH(p) = EHp |C| =
[∞ · PHp (|C|=∞)]+ ∞∑
n=1
nPHp (|C|=n) (3)
(interpreting ∞ · 0 = 0).
If p > pc(d), then obviously χ
H(p) =∞. It is also known that χH(p) <∞
whenever p < pc(d) (see references [1,31], and also for example [17]). This
property is often referred to as the uniqueness of the critical point. The finite
component of the susceptibility is given by
χf,H(p) = EHp
(|C|1|C|<∞) = ∞∑
n=1
nPHp (|C|=n). (4)
Clearly χf,H(p) ≤ χH(p).
It is known that the limit
ζH(p) = − lim
n→∞
1
n logP
H
p (|C|=n) (5)
exists and that ζH(p) > 0 if p < pc(d) [27]. Hence, we have exponential decay
of PHp (|C| = n) in the subcritical regime. More explicitly, PHp (|C| = n) is
bounded from above by [3]
PHp (|C|=n) ≤ PHp (|C|≥n) ≤ 2 e
− n
2[χH(p)]2 for all n, if p < pc(d). (6)
In the supercritical phase the cluster size distribution of the cluster at
the origin has sub-exponential decay [2]:
PHp (|C|=n) ≥ e−γ(p)n
(d−1)/d
(7)
where γ(p) is a finite function of p ∈ (pc(d), 1]. By taking logarithms, dividing
by n and letting n→∞, this shows that ζH(p) = 0 for p > pc(d).
1.2 Inhomogeneous percolation
Let {e1, e2, . . . , ed} be the standard basis of unit vectors in the d-dimensional
hypercubic lattice L. Choose an integer s such that 2 ≤ s < d and let L0
be the s-dimensional sublattice of L which contains the origin and has basis
vectors {e1, e2, . . . , es}.
We shall view L0 as a “defect plane” or “adsorbing surface” in L. The set
of edges or bonds with both endpoints in L0 is E0, and we shall write that
L0 ⊆ L, since E0 ⊆ E.
Inhomogeneous bond percolation is set up in L with one density σ for the
defect plane E0 and another density p for the bulk (E\E0). Given p, σ ∈ [0, 1],
the inhomogeneous percolation probability measure P Ip,σ is given by
P Ip,σ(ω(e)=1) = P
I
p,σ(e is open) =
{
p if e ∈ E \ E0,
σ if e ∈ E0, (8)
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p = 0.25 σ = 0.5
L
L0
Fig. 2 Bond percolation in the square lattice L with a (one dimensional) defect
line L0. Edges in L0 are open with probability σ, and (bulk) edges in L\L0 are open
with density p. In this illustration a section of L centered at the origin is shown
and the densities were set at p = 0.25 and σ = 0.5.
with all edges independent. The corresponding expectation is EIp,σ.
Open clusters C(x) are defined as before. The probability that C (the
cluster at the origin) has infinite size is given by
θI(p, σ) = lim
n→∞
P Ip,σ(|C|≥n) = P Ip,σ(|C| =∞) (9)
(we suppress the dimensions d and s in this notation). We say that per-
colation occurs if θI(p, σ) > 0. Clearly, θI(p, p) = θH(p), and θI(p, σ) is
a non-decreasing function of its arguments—that is, θI(p, σ) ≤ θI(p′, σ′) if
p ≤ p′ and σ ≤ σ′.
Similarly, the susceptibility is defined by
χI(p, σ) = EIp,σ|C| =
[∞ · P Ip,σ(|C|=∞)] + ∞∑
n=1
nP Ip,σ(|C|=n) (10)
and we define
χf,I(p, σ) = EIp,σ
(|C|1|C|<∞) = ∞∑
n=1
nP Ip,σ(|C|=n). (11)
Figure 3 shows the three regimes of this model. We shall begin with a
formal definition of the three regimes R0, RL and RH , and then we shall
describe their properties.
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Fig. 3 The phase diagram of inhomogeneous percolation. The subcritical phase is
labeled by R0, and we distinguish two supercritical phases: The regime labeled by
RL is a surface supercritical phase, where percolation has occurred along L0 but
has not penetrated into the bulk of the lattice L. In the regime marked by RH
percolation occurs throughout the d-dimensional lattice L, since p > pc(d).
We define a critical curve σ = σ∗(p) by
σ∗(p) = inf{σ ∈ [0, 1] | θI(p, σ) > 0} for p ∈ [0, 1]. (12)
It is not hard to show that σ∗(p) = 0 for p > pc(d), and 0 < σ∗(p) < 1 for
0 ≤ p < pc(d) (see proposition 1). Accordingly, we define
R0 = {(p, σ) ∈ [0, 1]2 : p < pc(d) and σ < σ∗(p) },
RL = {(p, σ) ∈ [0, 1]2 : p < pc(d) and σ > σ∗(p) }, and
RH = {(p, σ) ∈ [0, 1]2 : p > pc(d) }.
By definition, we see that θI(p, σ) = 0 at every point of R0. Thus R0 is
the subcritical phase, in which every cluster is finite. Also by the definition
(12), we have
σ∗(0) = pc(s) . (13)
In RH , the infinite cluster extends throughout the bulk. Indeed, for given
(p, σ) in RH , the probability P Ip,σ(v ∈ C) is bounded away from 0 uniformly
for all v in L (see proposition 3). In contrast, for (p, σ) in RL, the probability
P Ip,σ(v ∈ C) decays to 0 exponentially rapidly in the distance from v to L0
(see lemma 2). Thus we call RL the surface supercritical phase, where the
infinite cluster stays close to the defect plane rather than penetrating into
the bulk, and we call RH the bulk supercritical phase, where the infinite
7cluster spreads throughout the whole lattice. Alternatively, for large N we
see that E(|C| ∩ [−N,N ]d) is proportional to Nd when (p, σ) is in RH , and
is proportional to Ns when (p, σ) is in RL.
From a slightly different perspective, if we fix p < pc(d), then increasing
σ takes the model through a percolation transition at σ∗(p) from R0 into
RL. This transition is often referred to as a “surface phase transition” in the
model ([12], see references [10,9] as well).
(We remark here that the case s = 1, a defect line, has simpler behaviour:
for every σ, we have θI(p, σ) = 0 if p < pc(d) and θ
I(p, σ) > 0 if p > pc(d) [29].
That is, there is no RL phase. For this reason, we assume s ≥ 2 throughout
this paper.)
If p is increased so that p > pc(d) then the model goes through a bulk
percolation threshold into a bulk super-critical regime RH — see proposition
1.
The boundary between the regimes R0 and RL will be denoted by R0,L.
Obviously, the critical curve σ = σ∗(p) for p ∈ [0, pc(d)) is a subset of R0,L.
We expect that they are equal (except perhaps for a point at p = pc(d)), but
we do not know this rigorously because we cannot prove that the curve is con-
tinuous on [0, pc(d)). The curve is obviously non-increasing, and Proposition
2 shows that it is strictly decreasing on [0, pc(d)].
There is a jump discontinuity in σ∗(p) at pc(d). Indeed, proposition 1
in section 2 shows that pc(s) > σ
∗(p) > pc(d) for every p in (0, pc(d)) and
that σ∗(p) = 0 if p > pc(d). Thus, the boundary between R0 and RH is
a vertical line segment at p = pc(d). For large enough d, Newman and Wu
[33] prove the stronger result that pc(s) > σ
∗(pc(d)) > pc(d) for 2 ≤ s ≤
d− 3. They conjecture that this is true whenever 2 ≤ s < d. We prove that
pc(s) > σ
∗(pc(d)) in general (see corollary 1). It would be much harder to
prove σ∗(pc(d)) > pc(d), since this would imply the longstanding conjecture
that θHd (pc(d)) = 0. In general, it seems hard to say much about σ
∗(pc(d)).
In section 3 we consider the uniqueness of the critical point. This requires
the generalisation of differential inequalities for homogeneous percolation in
reference [1] to the model in this paper. This is done in A, and the resulting
modified inequalities are used to show that if χI(p, σ) =∞, then (p, σ) cannot
be in the interior of R0 (see theorem 1).
In sections 4 and 5, we consider the distribution of the size of the cluster
C at the origin. In the subcritical regime R0, Theorem 3 shows that the
distribution of |C| has exponential tails; more precisely, for every n
P Ip,σ(|C|=n) ≤ 2 e−n/(2χ
H(p)χI(p,σ)). (14)
In the supercritical regime RH , there exists a γ(p) > 0 such that
P Ip,σ(∞>|C|≥n) ≥ P Ip,σ(|C|=n) ≥ e−γ(p)n
(d−1)/d
. (15)
See theorem 4 in section 5. This result should be compared with the situation
in regime RL, where we show in theorem 5 that there exist positive β1 and
β2 (depending on p and σ) such that
P Ip,σ(∞>|C|≥n) ≥ β1e−β2n
(s−1)/s(log2 n)d−s . (16)
8It follows that
lim
n→∞
1
n(d−1)/d
logP Ip,σ(∞>|C|≥n) = 0 in regime RL. (17)
This suggests two different behaviours for the tails of P Ip,σ(∞>|C|≥n) in the
regimes RL and RH .
In section 6 we consider briefly the relation of P Ip,σ(|C| = n) to a lattice
animal model of polymer collapse near a defect plane. We show that there is
a limiting free energy for the lattice animals which implies the existence of
the limits
ψI(p, σ) = lim
n→∞
1
n logP
I
p,σ(‖C‖ = n), ζI(p, σ) = lim
n→∞
1
n logP
I
p,σ(|C| = n).
(18)
Using our knowledge of the percolation transition, we show that the lattice
animal free energy is non-analytic on certain curves.
We coded the numerical algorithm of Newman and Ziff [34] for the inho-
mogeneous percolation model and collected data to determine the location of
the critical curve σ∗(p) for low dimensions. We present some results in section
7, including data on the case with the bulk density fixed at density p near
pc(d), where we obtain estimates of the curve σ
∗, consistent with reference
[6].
We conclude the paper in section 8 with a summary and some final re-
marks on the model.
2 The Phase Boundaries
This section proves properties of the critical curve σ = σ∗(p), which is defined
in equation (12) by
σ∗(p) = inf{σ ∈ [0, 1] | θI(p, σ) > 0}.
Let P Ip,σ and θ
I(p, σ) be defined as in equations (8) and (9), with the
homogeneous analogues PHp and θ
H(p) as defined in section 1.1. Observe
that P Ip,p = P
H
p , θ
I(p, p) = θH(p) ≡ θHd (p) and θI(0, σ) = θHs (σ).
The following proposition verifies the basic structure of Figure 3.
Proposition 1 The critical curve σ = σ∗(p) satisfies
(a) σ∗(0) = 0 for p > pc(d), and
(b) 0 < pc(d) ≤ σ∗(p) ≤ pc(s) = σ∗(0) if 0 ≤ p < pc(d).
In particular, σ∗ is discontinuous at p = pc(d).
It is hard to say much about the value of σ∗(p) at p = pc(d); see reference
[33].
9Proof (a) Consider percolation in the d-dimensional half-space L+ ⊂ L with
vertices Zd−1×N (where N = {1, 2, 3 . . .}) and the corresponding edges of E.
It is known that the critical density for homogeneous percolation in L+
is equal to pc(d) [4]. Thus, if C1 is the connected component containing the
vertex (0, . . . , 0, 1) in the subgraph induced by the open edges of L+, then
PHp (|C1|=∞) > 0 for p > pc(d). Moreover, by also considering the status
of the single edge from the origin to (0, . . . , 0, 1), we have P Ip,0(|C(0)|=∞) ≥
pPHp (|C1|=∞). Hence θI(p, 0) > 0 if p > pc(d). Part (a) follows.
(b) Fix p < pc(d). If σ < pc(d), then by monotonicity, θ
I(p, σ) ≤ θH(max{p, σ}) =
0 [since max{p, σ} < pc(d)]. This shows that σ∗(p) ≥ pc(d). We obtain
σ∗(p) ≤ σ∗(0) = pc(s) from equation (13) and the fact that σ∗ is non-
increasing in p.
The phase boundary σ∗(p) may be estimated for small p in a mean field
approximation using the approach in reference [6]. Consider percolation in
the defect lattice L0, which has critical density σc = pc(s). An infinite cluster
can grow in L0 either along edges x∼y ∈ L0, or if such an edge is closed,
then along a “bridge” of three edges in L \ L0 in a u-shape, and joining x
to y. That is, a bridge of x∼y is a sequence of three edges x∼r∼t∼y with
r, t ∈ L \ L0.
The probability that x∼y is open is σ, and the probability that a partic-
ular bridge of x∼y is open is p3. Since x∼y is bridged by 2(d − s) bridges,
the probability that at least one of them is open is 1− (1− p3)2(d−s). Hence,
the probability that either x∼y is open, or that it is closed and at least one
of its bridges is open, is given by σ + (1− σ)(1− (1− p3)2(d−s)).
An approximation is made by assuming that bridges of different edges
in L0 are open or closed independently. In this approximation a cluster will
grow to infinity along L0 using bridges if the density of open edges or closed
edges with an open bridge is greater than σc, i.e. if
σc < σ + (1− σ)
(
1− (1− p3)2(d−s)
)
. (19)
Solving for σ gives an estimate of σ∗(p) for small p :
σ∗(p) ' σc + (1− p
3)2(d−s) − 1
(1− p3)2(d−s) = σc − 2(d− s)(1− σc)p
3 +O(p6) (20)
(the approximation of [6] is different only because they consider a half-space
with L0 being the boundary plane). This result should be good for small
values of p in particular, because the assumption that bridges are independent
is better at low densities of edges in the bulk lattice.
2.1 Strict monotonicity of σ∗(p)
The next proposition serves two purposes. Firstly, it shows that σ∗ is a strictly
decreasing function for p ∈ [0, pc(d)]. Secondly, it proves that the cubic form
of the mean-field approximation of equation (20) (see reference [6]) is a rig-
orous upper bound for σ∗(p) when p is close to 0.
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Fig. 4 L is modified in the proof of proposition 2 by adding edges next to edges
β ∈ L0 as shown above for the case d = 3, s = 2 and J = 1. The set S(β) consists
of the three bold edges.
Proposition 2 Assume 2 ≤ s < d. Fix 0 ≤ p < pc(d). Then there is a
positive constant A (possibly depending on p) such that
σ∗(p+ δ) ≤ σ∗(p) − Aδ3 for all sufficiently small positive δ.
In particular, σ∗ is strictly decreasing on [0, pc(d)].
Proof Consider a modified lattice obtained by adding some new edges to L
as follows (see figure 4). For each vertex u ∈ L0, let b˜0[u] be the edge of E
joining u to u+ed. Introduce 2s new edges, b˜1[u], . . . , b˜2s[u], each joining u to
u+ed; thus we have 2s+ 1 parallel edges joining these two vertices. For each
edge β in E0, let β+ = β + ed (i.e., the edge in E obtained by translating β
one unit in the dth coordinate direction). Also, let β˜+ be a new edge parallel
to β+ (i.e., having the same endpoints). Let L˜ be the (inhomogeneous) lattice
with sites Zd and edges
E ∪ {b˜j [u] : u ∈ L0, 1 ≤ j ≤ 2s} ∪ {β˜+ : β ∈ E0} .
Let P ∗p,σ,t be the probability measure for bond percolation on L˜ with
parameters p, σ, t ∈ [0, 1] so that edges are independent and
P ∗p,σ,t(e is open) =

p if e ∈ E \ E0
σ if e ∈ E0
t if e = β˜+ for β ∈ E0
1− (1− t)1/2s if e = β˜j [u], u ∈ L0, 1 ≤ j ≤ 2s.
With each edge β ∈ E0, we associate a set S(β) of three edges in L˜ as
follows. Let u ∈ L0 and J ∈ {1, . . . , s} be such that β has endpoints u and
u+ eJ . Then define
S(β) = {β˜+, b˜J [u], b˜J+s[u+ eJ ]} .
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Thus the edges of S(β) form a three-step path from one endpoint of β to the
other. Note that for two distinct edges β1 and β2 in E0, the sets S(β1) and
S(β2) are disjoint. For each β ∈ E0, define the random variable Y (β) to be
1 if either β is open, or if all three edges in S(β) are open; and define Y (β)
to be 0 otherwise. Then
P ∗p,σ,t(Y (β) = 1) = σ + (1− σ)t(1− (1− t)1/2s)2
≥ σ + (1− σ)t
3
(2s)2
where we used the fact that tw ≤ 1− (1− t)w for t, w ∈ (0, 1). Since S(β) is
disjoint from E \ E0, it follows that
P ∗p,σ,t(|C|=∞) ≥ θI
(
p, σ +
(1− σ)t3
(2s)2
)
. (21)
Next, given a small positive δ, let t = δ/(1−p), so that 1−(1−p)(1−t) = p+δ.
Then for each u ∈ L0, we have
P ∗p,σ,t ( b˜j [u] is empty for all j = 0, . . . , 2s )
= (1− p)
(
(1− t)1/2s
)2s
= (1− p) (1− t) = 1− (p+ δ) . (22)
In addition,
P ∗p,σ,t( β
+ or β˜+ is occupied ) = 1 − (1− p)(1− t) = p+ δ . (23)
Combining equations (22) and (23) shows that percolation on L˜ governed by
P ∗p,σ,t is essentially the same as percolation on L governed by a modification
of Pp,σ in which some edges of E \ E0 have their density raised from p to
p+ δ. This shows that
θI (p+ δ, σ) ≥ P ∗p,σ,t(|C|=∞) . (24)
Combining equations (21) and (24) shows that θI(p + δ, σ) > 0 if σ + (1 −
σ)t3/(2s)2 > σ∗(p), which can be rearranged to yield the inequality
σ >
σ∗(p)− t3/(2s)2
1− t3/(2s)2 . (25)
Therefore the right-hand side of equation (25) is an upper bound for σ∗(p+δ).
The proposition follows (using the fact that σ∗(p) < 1).
Corollary 1 σ∗(pc(d)) < pc(s).
Proof By the strict monotonicity of σ∗ (proposition 2) and equation (13), we
have σ∗(pc(d)) < σ∗(0) = pc(s).
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3 Uniqueness of the critical point
It follows trivially from equation (10) that θI(p, σ) > 0 implies that χI(p, σ) =
∞. To show a converse is more difficult. We would like to prove that the per-
colation transition is at the same place as the transition from finite to infinite
susceptibility. Such an assertion, often called the “uniqueness of the critical
point”, is the subject of the following theorem, whose proof is the goal of this
section.
Theorem 1 Suppose that χI(p1, σ1) =∞. Then either
a) θI(p1, σ1) > 0, or
b) θI(p1, σ1) = 0 and θ
I(p1 + ∆,σ1 + ∆) > 0 for all small positive ∆; in
particular, (p1, σ1) is a boundary point of R0 .
By proposition 1(a), theorem 1 holds whenever p1 ≥ pc(d). If p1 ≥ σ1,
then χI(p1, σ1) = ∞ implies that χH(p1) = ∞ (by monotonicity), which in
turn implies that p1 ≥ pc(d) by our knowledge of the homogeneous case.
Thus theorem 1 holds whenever p1 ≥ σ1.
Consequently, for the rest of this section we shall assume that p1 < pc(d),
p1 < σ1, and χ
I(p1, σ1) = ∞. If we also have χf,I(p1, σ1) < ∞, then (by
comparing equations (10) and (11)), we must have θI(p1, σ1) > 0, and we
are done. Therefore we shall also assume that χf,I(p1, σ1) =∞.
The proof for the homogeneous case in reference [1] (see also reference
[17]) relies on augmenting the model to include a ghost vertex g. We follow
a similar approach in the inhomogeneous case.
Thus we introduce the ghost vertex g and edges Eg = {g∼x | x ∈ L}.
Edges in Eg are open with probability γ ∈ (0, 1). Define G to be the (random)
collection of vertices in L adjacent to g through open edges in Eg.
Percolation on E∪Eg has parameters (p, σ, γ). Since edges in Eg are open
with probability γ, it follows that
θI(p, σ, γ) = 1−
∞∑
n=1
(1− γ)n P Ip,σ(|C|=n) (26)
is the probability that there is an open path from the origin to the ghost
vertex g. Observe that by Abel’s theorem
lim
γ→0+
θI(p, σ, γ) = 1−∑∞n=1 P Ip,σ(|C|=n)
= 1− P Ip,σ(|C|<∞) = P Ip,σ(|C|=∞) = θI(p, σ).
Similarly, it is the case that
χI(p, σ, γ) :=
∞∑
n=1
n (1− γ)nP Ip,σ(|C|=n) = (1− γ)
∂θI
∂γ
(27)
for γ ∈ (0, 1). We also have
lim
γ→0+
χI(p, σ, γ) = χf,I(p, σ). (28)
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If p < σ, then theorem 8 in the Appendix shows that the functions θI(p, σ, γ)
and χI(p, σ, γ) satisfy the differential inequalities
q · ∇θI(p, σ, γ) ≤ 2dχH(p) θI(p, σ, γ)(1− γ)∂θ
I
∂γ
, (29)
θI(p, σ, γ) ≤ γ ∂θ
I
∂γ
+
(
θI(p, σ, γ)
)2
+χH(p) θI(p, σ, γ)
(
p · ∇θI(p, σ, γ)) (30)
where ∇ = ( ∂∂p , ∂∂σ ), p = (p, σ) and q = (1− p, 1− σ).
Theorem 2 Assume that p < pc(d), p ≤ σ, and χf,I(p, σ) =∞. Then there
exists an α = α(p, σ) such that
θI(p, σ, γ) ≥ αγ1/2
for all small positive values of γ.
Proof Suppose that p < pc(d), 0 < p ≤ σ < 1, and χf,I(p, σ) = ∞. If
θI(p, σ) > 0 then the theorem is trivial. Thus, assume that θI(p, σ) = 0. This
implies that limγ→0+ θI(p, σ, γ) = 0.
Observe that since p ≤ σ and 1− p ≥ 1− σ,
p · ∇θI = p∂θ
I
∂p
+ σ
∂θI
∂σ
≤ σ
1− σ
(
(1− p)∂θ
I
∂p
+ (1− σ)∂θ
I
∂σ
)
=
σ
1− σ q · ∇θ
I . (31)
With p and σ fixed, put θI(p, σ, γ) = f(γ). The properties of f(γ) are such
that f is strictly increasing and continuously differentiable on (0, 1) with
f(0) = 0 and f(1) = 1. Using equation (31) to eliminate ∇θI from the
differential inequalities (29) and (30), we obtain
f(γ) ≤ γ ∂f(γ)
∂γ
+ f2(γ) +
2d σ
1− σ
[
χH(p)f(γ)
]2
(1− γ)∂f(γ)
∂γ
. (32)
By the mean value theorem there exists a ψ ∈ (0, γ) such that
f ′(ψ) =
1
γ
f(γ).
As γ → 0+, ψ → 0+, so that by equations (27) and (28),
lim
γ→0+
γ
f(γ)
= 0.
Define the inverse function of f to be h. Then h is strictly increasing and
continuously differentiable with h(0) = 0 and h(1) = 1, and satisfying
lim
φ→0+
h(φ)
φ
= 0. (33)
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This shows that h′(φ) is bounded on (0, Φ] for some Φ > 0 . Also, note that
d h
dφ =
(
d f
dγ
)−1
.
By substituting γ = h(φ) and f(γ) = φ in equation (32) and simplifying,
we get
1
φ
dh
dφ
− h
φ2
≤ 2d σ
1− σ
(
χH(p)
)2
(1− h) + d h
dφ
. (34)
Observe that h is a strictly increasing function with bounds 0 ≤ h(φ) ≤ 1
where h(0) = 0 and h(1) = 1. Furthermore, since h′(φ) is bounded on (0, Φ],
equation (34) implies that there exists a β(p, σ) > 0 such that
1
φ
dh
dφ
− h
φ2
≤ β, if 0 < φ ≤ Φ.
Integrate this over φ ∈ (0, x) where x ≤ Φ to get
h(φ)
φ
|x
0
≤ βx.
By equation (33), this gives h(x) ≤ βx2 for all x ∈ (0, Φ]. In terms of f this
says γ ≤ β (f(γ))2 for γ ≤ h(Φ), or f(γ) ≥ αγ1/2 where α = β−1/2.
We shall now complete the proof of theorem 1 in the remaining situation
of interest, namely that p1 < pc(d), p1 < σ1 and χ
f,I(p1, σ1) = ∞. Let
θI ≡ θI(p, σ, γ) and κ = κ(p) = χH(p). Write equation (30) as
0 ≤ 1
θI
∂θI
∂γ
+
1
γ
(
θI − 1 + κp · ∇θI) . (35)
If θI(p1, σ1) > 0 then the proof is done, so assume that θ
I(p1, σ1) = 0.
Let ∆ > 0 be small, and define p = p1 + ∆/2 and σ = σ1 + ∆/2. Put
p = p(t) = p1 + t/2 and σ = σ(t) = σ1 + t/2, and define p(t) = (p(t), σ(t)).
We shall follow the method as presented in reference [17] to show that
θI(p, σ) > 0. We begin with the following claim. (Notice that κ = χH(p(t))
and θI = θI(p(t), σ(t)) now depend on t.)
Claim: θI − 1 + κp(t) · ∇θI ≤ d
dt
(
(p(t) + σ(t))(2κ θI − 1)).
Proof of claim:
d
dt
(
(p(t) + σ(t))(2κ θI − 1)) = 2κ θI − 1 + (p(t) + σ(t)) ddt (2κ θI)
= 2κ θI − 1 + (p(t) + σ(t))
(
κ′θI + κ
(
∂
∂pθ
I + ∂∂σ θ
I
))
≥ θI − 1 + κ(p(t) + σ(t))
(
∂
∂pθ
I + ∂∂σ θ
I
)
≥ θI − 1 + κp(t) · ∇θI
since κ ≥ 1, κ′ ≥ 0 and θI ∈ [0, 1] and is non-decreasing with p and σ. This
completes the proof of the claim.
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Fig. 5 Integrating equation (36) for t ∈ (0,∆) takes (p1, σ1) to (p, σ).
By the claim, equation (35) implies
0 ≤ 1
θI
∂θI
∂γ
+
1
γ
d
dt
(
(p(t) + σ(t))(2κ θI − 1)) . (36)
Integrate the first term with respect to γ ∈ (δ, ) to obtain∫ 
δ
1
θI
∂θI
∂γ
dγ = log θI(p(t), σ(t), )− log θI(p(t), σ(t), δ).
Now integrate the result with respect to t ∈ (0, ∆), and use the bounds
θI(p1, σ1, γ) ≤ θI(p(t), σ(t), γ) ≤ θI(p, σ, γ)
on θI to get∫ ∆
0
[∫ 
δ
1
θI
∂θI
∂γ
dγ
]
dt ≤ ∆ (log θI(p, σ, )− log θI(p1, σ1, δ)) . (37)
We integrate and bound the second term in equation (36) similarly, as
follows. The integral with respect to t is straightforward, and integrating the
result with respect to γ gives∫ 
δ
[
(p+ σ)
(
2κ(p)θI(p, σ, γ)− 1)− (p1 + σ1) (2κ(p1) θI(p1, σ1, γ)− 1)] dγ
γ
≤
∫ 
δ
[
(p+ σ)
(
2κ(p)θI(p, σ, )− 1)+ (p1 + σ1)] dγ
γ
= log(/δ)
(
2(p+ σ)κ(p)θI(p, σ, )−∆)
since (p + σ) − (p1 + σ1) = ∆. Using this and equation (37), the inequality
in (36) becomes
0 ≤ ∆
(
log θI(p, σ, )− log θI(p1, σ1, δ)
)
log − log δ + 2(p+ σ)κ(p) θ
I(p, σ, )−∆.
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By theorem 2, θI(p1, σ1, γ) ≥ αγ1/2. Hence − log θI(p1, σ1, δ) ≤ − logα −
1
2 log δ for small δ. Substituting this into the above and taking δ → 0+ gives
0 ≤ ∆
2
+ 2(p+ σ)κ(p) θI(p, σ, )−∆
which can be rearranged to give
∆
2
≤ 4κ(p) θI(p, σ, ).
Taking → 0+ completes the proof.
4 Exponential decay of the cluster size distribution
In this section the exponential decay of P Ip,σ(|C| = n) in the subcritical phase
is examined (corresponding to region R0 in figure 3). Proving this follows the
same general outline as for the similar result in homogeneous percolation,
with minor modifications.
The two-point connectivity function is defined by
τ Ip,σ(x, y) = E
I
p,σ1{x↔y} (38)
where 1{x↔y} is the indicator function of the event that there exists an open
path joining vertices x and y in Zd (or the indicator function of the event
that x and y belong to the same open cluster).
Naturally, the number of vertices in the cluster at the origin is |C| =∑
x 1{0↔x} and so the susceptibility defined in equation (10) may be ex-
pressed in terms of the two point connectivity function via
χI(p, σ) = EIp,σ|C| = EIp,σ
∑
x
1{0↔x} =
∑
x
EIp,σ1{0↔x} =
∑
x
τ Ip,σ(0, x) .
More generally, consider the open cluster C(y) at the site y and define
χI(p, σ; y) = EIp,σ|C(y)| = EIp,σ
∑
x
1{y↔x}
=
∑
x
EIp,σ1{y↔x} =
∑
x
τ Ip,σ(y, x).
By lemma 6 and equation (94) in the appendix,∑
x
τ Ip,σ(y, x) = χ
I(p, σ; y) ≤ χH(p)χI(p, σ; 0) for every y ∈ Zd. (39)
A similar and generalised bound on the (n+1)-point connectivity function
τ Ip,σ(y, x1, x2, x3, . . . , xn) defined by
τ Ip,σ(y, x1, x2, x3, . . . , xn)
= EIp,σ
(
1{y↔x1}1{y↔x2}1{y↔x3} . . .1{y↔xn}
)
(40)
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should be determined. This will give an upper bound on EIp,σ|C|n since
EIp,σ|C|n =
∑
x1,x2,...,xn
τ Ip,σ(0, x1, x2, x3, . . . , xn). (41)
In the case of the three-point connectivity function, the arguments given
in Chapter 6 of reference [17] can be extended to apply to the inhomogeneous
model considered in this paper. As such, we can state the following lemma
without proof.
Lemma 1 For all values of p and σ and vertices x0, x1 and x2,
τ Ip,σ(x0, x1, x2) ≤
∑
y
τ Ip,σ(y, x0) τ
I
p,σ(y, x1) τ
I
p,σ(y, x2).
Thus, by equation (39),
EIp,σ|C|2 ≤
∑
y,x1,x2
τ Ip,σ(y, 0) τ
I
p,σ(y, x1) τ
I
p,σ(y, x2) ≤
(
χH(p)χI(p, σ; 0)
)3
.
The generalisation of the above bound for the inhomogeneous model pro-
ceeds along the same line as the argument given by Aizenman and Newman
[3] for the case of homogeneous percolation, involving the characterisation of
connectivity functions as sums over labeled skeletons (trees with all interior
vertices of degree three) [17].
Following the arguments for the homogeneous case one arrives at the
bound
τ Ip,σ(x0, x1, . . . , xn) ≤
∑
S
∑
ψx
∏
u∼v∈S
τ Ip,σ(ψx(u), ψx(v)) (42)
in the notation of reference [17]. The summation over S is over all labeled
skeletons with n+ 1 exterior vertices (or end vertices). The summation over
ψx is a sum over all admissible mappings from the vertex set of a skeleton
S into Zd (this is a summation over all possible ψx(v) as v takes on values
in the interior vertices of S). The product is over all branches u∼v (edges
joining adjacent vertices u and v in the graph theoretic sense) of S.
Equation (42) must be summed over xj for 1 ≤ j ≤ n to obtain an upper
bound on EIp,σ|C|n. Since the xi are end-vertices in S, and are vertices in the
two-point functions, one may use equation (39) to bound these summations
from above. That reduces equation (42) to
EIp,σ|C|n ≤
(
χH(p)χI(p, σ)
)n ∑
S
∑
ψ
∏
u∼v
′
τ Ip,σ(ψ(u), ψ(v))
and the primed product is only over branches u∼v where u and v are vertices
in the skeleton which are either the origin, or are interior vertices of S.
Performing the summation over ψ and using equation (39) as a bound gives
EIp,σ|C|n ≤ Nn+1
(
χH(p)χI(p, σ)
)2n−1
(43)
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where
Nn+1 =
(2n− 2)!
2n−1(n− 1)! (44)
is the number of labeled skeletons with n+ 1 exterior (or end-)vertices. This
is the generalisation of lemma 1.
The bound in equation (43) is sufficient for the following theorem.
Theorem 3 Suppose that χI(p, σ) <∞. Then for every n,
Pp,σ(|C| ≥ n) ≤ 2 e−n/(2 (χ
H(p)χI(p,σ))2). (45)
Proof The proof follows the approach in Grimmett [17]. Use equation (43)
to see that
EIp,σ
(
|C| et|C|
)
=
∞∑
n=0
tn
n! E
I
p,σ
(|C|n+1)
≤ (χH(p)χI(p, σ)) [1 + ∞∑
n=1
tn
n!Nn+2
(
χH(p)χI(p, σ)
)2n]
=
χH(p)χI(p, σ)√
1− 2t (χH(p)χI(p, σ))2
whenever t ∈
[
0, 12
(
χH(p)χI(p, σ)
)−2)
. Markov’s inequality [19] then shows
that
P Ip,σ(|C|≥n) = P Ip,σ(|C|et|C|≥n etn) ≤
1
n etn
EIp,σ(|C|et|C|).
This shows that
P Ip,σ(|C|≥n) ≤
χH(p)χI(p, σ)
n etn
√
1− 2t (χH(p)χI(p, σ))2
.
The final step in the proof is to choose an appropriate value for t. The
last inequality is valid for 0 ≤ t < 12
(
χH(p)χI(p, σ)
)−2
, so put
t =
1
2 (χH(p)χI(p, σ))
2 −
1
2n
.
If n >
(
χH(p)χI(p, σ)
)2
then t > 0, and with this choice of t one gets
P Ip,σ(|C|≥n) ≤
√
e√
n
e
− n
2(χH(p)χI(p,σ))2
and equation (45) follows. Finally, (45) is trivially true for n ≤ (χH(p)χI(p, σ))2
because 2 e−1/2 > 1. This completes the proof.
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Since for each cluster C one has 1d‖C‖ ≤ |C| ≤ ‖C‖ + 1, it follows
that P Ip,σ(‖C‖≥n) ≤ P Ip,σ(|C|≥n/d) and we get the following a corollary of
theorem 3:
Corollary 2 Suppose that (p, σ) is in the interior of R0. Then there exists
a function λI(p, σ) > 0 such that
P Ip,σ(‖C‖=n) ≤ P Ip,σ(‖C‖≥n) ≤ e−nλ
I(p,σ).
5 The supercritical region
5.1 Subexponential decay of the supercritical cluster size distribution
It is a result of homogeneous percolation that PHp (|C|=n) does not decay
exponentially with n in the supercritical phase. Instead, it is known that
there exists a γH(p) > 0 such that
PHp (|C|=n) ≥ e−γH(p)n
(d−1)/d
if p > pc(d). (46)
A similar result [equation (15)] can be shown for the inhomogeneous
model with p > pc(d) by considering percolation in the half-space L+ [31].
We state this as the following theorem and defer its proof to section 6.2.
Theorem 4 If p > pc(d), then there exists a γI(p) > 0 such that
P Ip,σ(∞>|C|≥n) ≥ P Ip,σ(|C|=n) ≥ e−γI(p)n
(d−1)/d
.
In the case that p < pc(d) and θ
I(p, σ) > 0, the decay of the cluster size
distribution has a different subexponential lower bound, which we state in
theorem 5. We prove it using a variation of the method for homogeneous
percolation due to Aizenman, Delyon and Souillard [2].
Theorem 5 Assume that 0 < p < pc(d) and that θ
I(p, σ) > 0. Then there
exist positive constants β1 and β2 (which are functions of (p, σ)) such that
for all sufficiently large n,
P Ip,σ (∞>|C|≥n) ≥ β1 e−β2n
(s−1)/s(log2 n)d−s . (47)
To prove this result, we shall show that if p < pc(d) and θ
I(p, σ) > 0,
then there exist positive constants α1, α2 and α3 (depending on p and σ)
such that
P Ip,σ (∞>|C| ≥ α1ms) ≥ α2 e−α3m
s−1 h(m)d−s
for all sufficiently large m, (48)
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where h(m) =
⌈
log2m
⌉
. Theorem 5 follows from this by putting m =
(n/α1)
1/s. The rest of this subsection is devoted to proving equation (48),
with h(m) being any function that grows faster than logm and slower than
m.
Assume that p < pc(d) and θ
I(p, σ) > 0.
Let h : N → N be a specified function satisfying h(m) = o(m) and
logm = o(h(m)). For each m ∈ N, define the rectangular box B∗(m) centered
at the origin in L by
B∗(m) =
(
[−m,m]s × [−h(m), h(m)]d−s) ∩ L (49)
=
{
z ∈ Zd||zi| ≤ m for i = 1, . . . , s and |zi| ≤ h(m) for i = s+1, . . . , d
}
.
We separate the boundary of B∗(m) into a vertical part ∂vert(m) and a
horizontal part ∂hor(m):
∂vert(m) =
{
v ∈ B∗(m)||vi| = m for at least one i ≤ s
}
, and (50)
∂hor(m) =
{
v ∈ B∗(m) \ ∂vert(m)||vi| = h(m) for at least one i > s
}
.
Also, let ∂e(m) be the set of edges outside B
∗(m) incident on ∂vert(m):
∂e(m) = {x∼y ∈ E : x ∈ ∂vert(m), y 6∈ B∗(m)} .
Given v ∈ Zd and A ⊆ Zd, denote the event that v is connected to a point
of A by an open path by {v ↔ A} = ∪x∈A {v ↔ x}. For every v 6∈ L0,
P Ip,σ {v ↔ L0} = PHp {v ↔ L0} . (51)
Notice that if p < pc(d), then there exists a positive constant δp such that
PHp {v ↔ L0} ≤ e−δp dist(v,L0) (52)
where dist(v,L0) = min{‖v − x‖ |x ∈ L0} (and ‖ · ‖ is the Euclidean norm).
This is a consequence of the exponential decay of the cluster size distribution
in homogeneous percolation if p < pc (see for example reference [3]).
Since dist(v,L0) ≥ h(m) if v ∈ ∂hor(m), the following lemma for the
probability of the event {v ↔ L0} follows from equations (51) and (52).
Lemma 2 If p < pc(d), then there is a δp > 0 such that
P Ip,σ {v ↔ L0} ≤ e−δph(m) for every v ∈ ∂hor(m).
For x ∈ L0∩B∗(m), let Qm(x) be the event that there is an open path in
B∗(m) from x to ∂vert(m). Let Fm be the event that there is no open path
from ∂hor(m) to L0 whose edges are all outside of B
∗(m) ∪ ∂e(m).
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Fig. 6 The event Qm(x) that there is an open path in B
∗(m) from x ∈ L0 to
∂vert(m).
Lemma 3 Assume p < pc(d) and θ
I(p, σ) > 0. Then for sufficiently large
m,
P Ip,σ(Qm(x)) >
1
2θ
I(p, σ) for all x ∈ L0 ∩B∗(m). (53)
Also,
lim
m→∞
P Ip,σ(Fm) = 1. (54)
Proof Let Zm = {v ↔ L0 for some v ∈ ∂hor(m)}. Using
∣∣∂hor(m)∣∣ = o(md)
and logm = o(h(m)), we observe that as m→∞,
P Ip,σ(Zm) ≤
∑
v∈∂hor(m)
P Ip,σ(v ↔ L0) ≤
∣∣∂hor(m)∣∣ e−δph(m) = o(1) .
(55)
Equation (54) follows since F cm ⊆ Zm. For every x ∈ L0 ∩ B∗(m) we have{
C(x) ∩ ∂hor(m) 6= ∅
} ⊆ Zm, so equation (55) implies that
lim
m→∞
(
max
x∈L0∩B∗(m)
P Ip,σ
(
C(x) ∩ ∂hor(m) 6= ∅
))
= 0. (56)
Next, for every x ∈ L0 ∩B∗(m) we clearly have
{|C(x)| = ∞} ∩ {C(x) ∩ ∂hor(m) = ∅} ⊆ Qm(x).
Hence by equation (56), for sufficiently large m we have
P Ip,σ(Qm(x)) >
1
2P
I
p,σ (|C(x)|=∞) = 12θI(p, σ) for all x ∈ L0 ∩B∗(m),
which proves Equation (53).
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Let L(m) be the set of vertices in B∗(m) where Qm(x) occurs:
L(m) = {x ∈ L0 ∩B∗(m)|Qm(x) occurs}. (57)
Then the next lemma shows that P Ip,σ
(|L(m)| ≥ 12msθI(p, σ)) is not small
in the supercritical regime.
Lemma 4 Assume p < pc(d) and θ
I(p, σ) > 0. Then for large m we have
P Ip,σ
(|L(m)| ≥ 12msθI(p, σ)) ≥ 14θI(p, σ).
Proof Notice that |L(m)| ≤ |L0 ∩B∗(m)| = (2m+ 1)s. Moreover,
EIp,σ|L(m)| =
∑
x∈L0∩B∗(m)
P Ip,σ(Qm(x)) ≥ 12θI(p, σ) (2m+ 1)s
for large m, by lemma 3. Hence,
1
2θ
I(p, σ) (2m+ 1)s ≤ EIp,σ|L(m)|
≤ 12msθI(p, σ)P Ip,σ
(|L(m)|< 12msθI(p, σ))
+ (2m+ 1)sP Ip,σ
(|L(m)| ≥ 12msθI(p, σ))
≤ 12msθI(p, σ) + (2m+ 1)sP Ip,σ
(|L(m)| ≥ 12msθI(p, σ)) .
Solving for P Ip,σ
(|L(m)| ≥ 12msθI(p, σ)) then gives
P Ip,σ
(|L(m)| ≥ 12msθI(p, σ)) ≥ 12θI(p, σ) (1− ( m2m+1)s) ≥ 14θI(p, σ).
This completes the proof of the lemma.
Let Am be the event that all edges in ∂vert(m) are open, and all edges
of ∂e(m) are closed. Then, for some β2 > 0,
P Ip,σ(Am) = e
−O(|∂vert(m)|) ≥ e−β2ms−1(h(m))d−s . (58)
LetDm be the event that the number of vertices in L(m) is at least
1
2m
sθI(p, σ),
i.e.
Dm =
{|L(m)| ≥ 12msθI(p, σ)} (59)
(recall that L(m) is the set of vertices in L0 ∩B∗(m) that are connected by
open paths in B∗(m) to ∂vert(m)). Observe the following:
(i)
Am ∩Qm(0) ∩Dm ⊆
{|C(0)| ≥ 12msθI(p, σ)} .
In other words, if all the edges in ∂vert(m) are open and all edges of
∂e(m) are closed, and if Qm(0) and Dm occur, then the cluster at the
origin has size at least 12m
sθI(p, σ).
(ii)
Am ∩ Fm ⊆ {C(0) ∩ L0 ⊆ B∗(m)} ⊆ {|C(0)| <∞} ∪ Ym, where
Ym = {|C(0)| =∞ and C(0) ∩ L0 ⊆ B∗(m)}.
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(iii) The events Am, Fm, and Dm ∩Qm(0) are independent.
(iv) By the FKG Inequality, and Lemmas 3 and 4, for large m we have
P Ip,σ(Qm(0) ∩Dm) ≥ P Ip,σ(Qm(0))P Ip,σ(Dm) ≥ 18
(
θI(p, σ)
)2
.
(v) P Ip,σ(Ym) = 0, where Ym was defined in (ii). To see this, consider the new
percolation measure P ∗ in which each bond of E0 ∩ B∗(m + 1) is open
with probability σ, and every other bond is open with probability p. Then
P Ip,σ(Ym) = P
∗(Ym). Moreover, since p<pc(d), we have PHp (Ym) = 0, and
hence P ∗(Ym) is also 0 because PHp and P
∗ differ on only finitely many
edges.
Thus we conclude
P Ip,σ
(∞ > |C(0)| ≥ 12msθI(p, σ))
≥ P Ip,σ (Am ∩Qm(0) ∩Dm ∩ Fm ∩ Y cm) (by (i) and (ii))
= P Ip,σ (Am ∩Qm(0) ∩Dm ∩ Fm) (by (v))
= P Ip,σ(Am)P
I
p,σ(Dm ∩Qm(0))P Ip,σ(Fm) (by (iii)).
The proof of theorem 5 is completed by comparing this last lower bound with
equations (58) and (54), as well as (iv).
5.2 Long-range connectivity above pc(d)
Recall that the two-point connectivity function is τ Ip,σ(x, y) = P
I
p,σ(x↔ y).
The next result shows that this function is bounded away from 0 for any
given (p, σ) in RH .
Proposition 3 Fix p > pc(d) and σ ∈ [0, 1]. Then inf{τ Ip,σ(x, y) : x, y ∈
L} > 0.
Proof Let 0 be the origin in L. Since P Ip,σ(x↔ y) ≥ P Ip,σ(x↔ 0)P Ip,σ(x↔
0) by the FKG inequality, it suffices to prove that inf{P Ip,σ(v ↔ 0) : v ∈
L} > 0.
For v ∈ Zd, denote the d-th coordinate of v by vd. Define the half-lattice
L+(1) = {v ∈ L | vd ≥ 1}. (60)
Choose the origin in L+(1) at 1 = 0 + ed and let P+p be the (usual homoge-
neous) percolation measure in the half-lattice L+ (see for example reference
[4]). Since p>pc(d), with probability 1 there is an infinite cluster C+ in L+
[18], which is unique by the corollary to theorem 1.1 in [4]. Let C be the
cluster containing 0 in L. By noting that the edge 0∼1 is open with proba-
bility p, and using the FKG inequality and the fact that P+p (v ∈ C+) is an
increasing function of v1, we see that for any v ∈ L+(1) we have
P Ip,σ(v ∈ C) ≥ pP+p (v ∈ C(1))
≥ pP+p (v ∈ C+ and 1 ∈ C+)
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≥ pP+p (v ∈ C+)P+p (1 ∈ C+)
≥ p (P+p (1 ∈ C+))2 > 0. (61)
This is uniform for all v ∈ L+(1). A similar bound follows if −v ∈ L+(1).
If v ∈ L0, then since the edge v∼(v+ed) is open with probability p, we see
that
P Ip,σ(v ∈ C) ≥ pP Ip,σ(v + ed ∈ C) ≥ p2
(
P+p (1 ∈ C+)
)2
since v + ed ∈ L+(1). Therefore p2
(
P+p (1 ∈ C+)
)2
is a positive lower bound
for P Ip,σ(v↔ 0) that is uniform in v ∈ L.
6 Collapsing animals, and the function ζI(p, σ)
6.1 Lattice animals, collapse and (homogeneous) percolation
A lattice animal is a connected and finite subgraph of L. All animals will be
rooted at the origin, unless otherwise indicated.
The size of the animal is its number of vertices, and the perimeter of the
animal is the collection of lattice edges which are incident with the animal
but are not in the animal. The perimeter size is the number of edges in the
perimeter.
Let an(t) denote the number of distinct animals containing the origin,
having n edges, and having perimeter size t. For example, in Zd, a0(2d) = 1,
a1(2d+ 2) = 2d, and so on.
As before, denote the the cluster at the origin by C, and let |C| denote
the number of vertices in C and ‖C‖ be the number of edges in C. It is known
that the limits
ζH(p) = − lim
n→∞
1
n logP
H
p (|C|=n) and ψH(p) = − lim
n→∞
1
n logP
H
p (‖C‖=n)
(62)
exist [17]. Moreover, since 1d‖C‖ ≤ |C| ≤ ‖C‖+1 for all clusters C, it follows
that ζH(p) = 0 if and only if ψH(p) = 0.
The weight of the open cluster C at the origin in homogeneous percolation
is p‖C‖qt (where q = 1− p). The probability that C has n edges is
PHp (‖C‖=n) =
∑
t≥0
an(t) p
nqt. (63)
This shows that
ψH(p) = − log p− lim
n→∞
1
n log
∑
t≥0
an(t) q
t. (64)
A contact of an animal is a lattice edge that is not in the animal but
whose endpoints are both in the animal. Contacts are part of the perimeter
of a cluster — they are closed edges with both endpoints in the open cluster.
An edge is in a cycle in the open cluster at the origin if the cluster stays
connected when the state of the edge is changed to closed. In the context of
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the lattice animal, an edge is in a cycle if deleting it does not disconnect the
animal. The cyclomatic index c of a lattice animal is the maximum number
of edges which can be deleted without disconnecting the animal.
A model of lattice animals in the cycle-contact ensemble is constructed
by counting lattice animals with respect to cyclomatic index and contacts
[30]. Hence, let an(c, k) be the number of animals containing the origin with
n edges, cyclomatic index c, and k contacts. The partition function of the
model is
ZAn (x, y) =
∑
c ≥ 0
k ≥ 0
an(c, k)x
cyk. (65)
The parameters x and y are the cycle and contact activities (or generating
variables) in the model. The free energy of this model is known to exist [15],
and is defined by
FA(x, y) = lim
n→∞
1
n logZ
A
n (x, y). (66)
For animals in Zd, we have 2d v = 2n + t + k (where v is the number
of vertices), while from Euler’s relation we get c = n− v + 1. Eliminating v
from these two relations implies that the cyclomatic index and the number
of contacts are related to the perimeter by
t = 2d+ 2(d− 1)n− k − 2d c (67)
Hence, write equation (63) as
PHp (‖C‖=n) = pn
∑
c ≥ 0
k ≥ 0
an(c, k) q
2d+2(d−1)n−k−2d c (68)
Comparing the above expression to equation (65) shows that
PHp (‖C‖=n) = q2d
(
pq2(d−1)
)n
ZAn (q
−2d, q−1). (69)
Taking logarithms of both sides, dividing by n and letting n→∞ gives
ψH(p) = −2(d− 1) log q − log p−FA(q−2d, q−1). (70)
Since ψH(p) = 0 if p > pc(d) and ψ
H(p) > 0 for p < pc(d) (see section 1.1),
this proves that
FA(q−2d, q−1)
{
< −2(d− 1) log q − log p, if p < pc(d);
= −2(d− 1) log q − log p, if p > pc(d). (71)
In particular, F(x, y) is non-analytic at p = pc(d) where x = (1− p)−2d and
y = (1− p)−1, in which case the animals are weighted as critical percolation
clusters and the model undergoes a collapse phase transition which may be
interpreted as a model for gelation of a random medium. In this phase both
x and y are large, and the animals are rich in both cycles and contacts,
resulting in compact clusters.
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6.2 Proof of theorem 4
Our strategy is to bound P Ip,σ(|C|=n) from below by PHp (|C|=n−1), and
then to use the lower bound from homogeneous percolation (see equation
(7)).
Let L+ be the positive half-lattice, consisting of vertices {z ∈ Zd : zd ≥ 1}
and all induced edges. Let A+ be the set of animals D that are contained
in L+ and rooted at the vertex ed = (0, . . . , 0, 1). Then each D ∈ A+ is the
translation of exactly ‖D‖ animals which are rooted at the origin in L, and
conversely every animal containing the origin is the translation of at least
one animal in A+.
For n,m, t ≥ 0, let a[n,m, t] (respectively, a+[n,m, t]) be the number
of animals rooted at the origin (respectively, the number of animals in A+
rooted at ed) which have n vertices, m edges, and perimeter size t. Then the
preceding paragraph shows that a+[n,m, t] ≥ 1n a[n,m, t].
For each D ∈ A+, let Dˆ be the animal in L+ obtained by adding the edge
0∼ed to D. If D has m edges, and perimeter size t, then Dˆ has m+ 1 edges
(all in E\E0) and perimeter size t+ 2(d−1) with exactly 2s perimeter edges
in E0.
Thus we have (with q = 1− p)
P Ip,σ(|C| = n) ≥
∑
D∈A+:|D|=n−1
P Ip,σ(C = Dˆ)
=
∑
m,t≥0
a+[n− 1,m, t] pm+1qt+2(d−s−1)σ2s
≥ 1
n− 1 p q
2(d−s−1)σ2s
∑
m,t≥0
a[n− 1,m, t] pmqt
=
1
n− 1 p q
2(d−s−1)σ2sPHp (|C| = n− 1) .
Theorem 4 now follows from equation (7).
6.3 Lattice animals, adsorption and inhomogeneous percolation
In this section our aim is to make a link between inhomogeneous percolation
and a model of lattice animals, similar in nature to the association made in
section 6.1 for homogeneous percolation.
Our goal is to prove existence of the limits
ζI(p, σ) = − lim
n→∞
1
nP
I
p,σ(|C|=n) and ψI(p, σ) = − lim
n→∞
1
nP
I
p,σ(‖C‖=n)
(72)
and to relate these to singular points in the free energies of lattice animals.
We first show existence of the limits in equation (72).
LetA be the set of lattice animals in L containing the origin. Let an,m(t, r)
be the number of animals in A having n edges, of which m are in E0, and
whose perimeter consists of t edges in E \ E0 and r edges in E0.
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Fig. 7 Concatenation of two clusters in the inhomogeneous lattice. Two animals
are placed in a standard placing with a minimal distance of two lattice steps sepa-
rating them. The animals are joined into a single animal by adding two edges and
a single new vertex (marked above) along the lexicographic least path separating
the two animals.
Define the partition function of these animals by
ZIn(x, y, z) =
∑
t ≥ 0
r ≥ 0
∑
m≥0
an,m(t, r)x
tyrzm. (73)
Then the probability that the cluster at the origin has n edges is given by
P Ip,σ(‖C‖=n) = pn ZIn(q, τ, σ/p) (74)
where q = 1 − p and τ = 1 − σ. This shows that if the limiting free energy
F(x, y, z) = limn→∞ 1n logZIn(x, y, z) exists, then the limit ψI(p, σ) in equa-
tion (72) also exists. Existence of ζI(p, σ) is done using a similar approach,
but counting animals in a different ensemble (number of vertices).
The basic construction for showing the existence of F(x, y, z) is illustrated
in figure 7. Consider two animals ω1 and ω2, each intersecting L0 at vertices
we call visits. An edge-visit in these animals is an edge of the animal which
is also in E0. Observe that translations parallel to L0 preserve visits and
edge-visits.
The goal is to concatenate ω1 and ω2 into one animal from which the
original pair of animals can be uniquely recovered.
A placing (ωˆ1, ωˆ2) of two animals ω1 and ω2 is a pair of translations
(parallel to L0) ωˆ1 of ω1 and ωˆ2 of ω2 such that the minimum distance
between ωˆ1 and ωˆ2 is at least 2 steps.
There are infinitely many placings (ωˆ1, ωˆ2), but there are only finitely
many non-equivalent placings with a minimum distance of two (where two
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placings are equivalent if they only differ by an overall translation parallel to
L0).
Consider a placing (ωˆ1, ωˆ2) with the following properties: (1) each visit
in ωˆ1 is lexicographically less than each visit in ωˆ2; (2) the shortest path in
L from a vertex in ωˆ1 to a vertex in ωˆ2 has length two. These two properties
define a nonempty finite collection of placings (up to equivalence), one of
which is lexicographically least. This is the standard placing.
Observe that the total perimeter of the animals in a standard placing is
the sum of the perimeters of the two animals.
In each standard placing there is at least one path of length two joining
the two animals. In the set of such paths, there is a path P which is lexi-
cographically least. The animals ωˆ1 and ωˆ2 may be concatenated by joining
them into a single animal by adding two edges along P . This increases the
number of edges by 2 and decreases the total perimeter of the animals by
2. Observe that the center vertex of P is a cut-vertex in the concatenated
animal.
Consider the possible arrangements of the two added edges along P : (a)
The two added edges are disjoint with L0. (b) One edge in P is in L0, and
(c) both edges are in L0.
Next, account for the change in the perimeter of the animals upon con-
catenation. Suppose that ω1 is an animal with n1 edges and with m − m1
edges in L0, and with perimeter size t+r−(t1+r1), including r−r1 perimeter
edges in L0.
Similarly, suppose that ω2 is an animal with n2 edges and with m1 edges
in L0, and with perimeter size t1 + r1, including r1 perimeter edges in L0.
Putting these animals in a standard placing and concatenating them gives
an animal ω with n1+n2+2 edges in total, and there are either m edge-visits
(case (a)), or (m+ 1) edge-visits (case (b)), or (m+ 2) edge-visits (case (c)).
These different outcomes are due to the fact that new edges may be created
in L0 when the concatenation introduces two new edges.
It is necessary that ω1 and ω2 can be recovered from the concatenated
animal. Since the concatenation is done by adding two edges incident with one
another in a new cut-vertex, these edges can be located in ω by colouring
the new vertex red. This gives an animal with one red vertex of degree 2
(and the remaining vertices are all black). Note that the maximum number
of vertices in ω is n1 + n2 + 3.
By deleting the two edges incident on the red vertex, it is possible to
recover the two translated animals ωˆ1 and ωˆ2 in their standard placing. Ob-
serve that there are at most 2d−2 new perimeter edges associated with the
red vertex, and that at most 2s of these may be in the defect lattice L0.
We now account for the changes in the number of perimeter edges. The
concatenation deletes two perimeter edges, but the new red vertex creates
new perimeter edges. Thus, ω has perimeter between t + r − 2 and t + r −
2 + 2d− 2 of which between r and r + 2s are in L0.
The roots of the animals ωi are discarded when they are put in standard
placing, and so the number of choices for each ωˆi is at least an1,m−m1(t −
t1, r − r1)/(n1 + 1) for ωˆ1 and an2,m1(t1, r1)/(n2 + 1) for ωˆ2.
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The concatenated animal ω is similarly unrooted, and there are at most
(n1+n2+3) positions for the red vertex. Accounting for the different possible
numbers of edge-visits and perimeter sizes then shows that∑
m1,t1,r1
(
an1,m−m1 (t−t1,r−r1)
n1+1
)(
an2,m1 (t1,r1)
n2+1
)
≤ (n1 + n2 + 3)
∑2d−2
i=0
∑2s
j=0 [an1+n2+2,m(t− 2 + i, r + j)
+an1+n2+2,m+1(t− 1 + i, r − 1 + j) + an1+n2+2,m+2(t+ i, r − 2− j)] , (75)
where the summation over i and j accounts for new perimeter edges incident
on the red vertex.
Define φ(x, y) =
∑2d−2
i=0
∑2s
j=0 x
−iy−j . Multiply equation (75) by xtyrzm
and sum over m, t and r. This gives
Zn1(x, y, z)Zn2(x, y, z) ≤ (n1+n2+1)2(n1+n2+3)φ(x, y)
× [x2+z−1xy+z−2y2] Zn1+n2+2(x, y, z).(76)
Define λ(x, y, z) = φ(x, y)
(
x2 + z−1xy + z−2y2
)
. Then the above simplifies
to
Zn1(x, y, z)Zn2(x, y, z) ≤ (n1+n2+1)2(n1+n2+3)
×λ(x, y, z)Zn1+n2+2(x, y, z). (77)
This shows that the function Zn−2(x, y, z)/λ(x, y, z) satisfies a generalised
supermultiplicative inequality on N, and by references [20,23] one obtains
the following theorem.
Theorem 6 For x, y, z ∈ (0,∞) the limit
FI(x, y, z) = lim
n→∞
1
n logZ
I
n(x, y, z)
exists. Moreover, FI(x, y, z) is log-convex in each of its arguments. uunionsq
Log-convexity follows because ZIn(x, y, z) is a polynomial in {x, y, z} with
positive coefficients.
Comparison to equation (74) gives the following relationship between
FI(x, y, z) and ζI(p, σ):
FI(q, τ, σ/p) = − log p− ψI(p, σ) (78)
which is valid for p, σ ∈ (0, 1) and proves existence of the limit definition of
ψI(p, σ) in equation (72).
Existence of ζI(p, σ) can be similarly shown, as follows.
Let Av,n,m(t, r) be the number of edge animals at the origin as above,
but with v vertices, n edges of which m are in E0, and with perimeter having
t edges in E \ E0 and r edges in E0. Define the partition function
Yv(a, x, y, z) =
∑
t ≥ 0
r ≥ 0
∑
n ≥ 0
m ≥ 0
Av,n,m(t, r) a
nxtyrzm. (79)
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Then the probability that the animal at the origin has size v is given by
P Ip,σ(|C| = v) = Yv(p, q, τ, σ/p). (80)
Repeating the construction in figure 7 in this ensemble gives an outcome
similar to the above, but now with∑
n1,m1,t1,r1
(
Av1,n−n1,m−m1(t− t1, r − r1)
v1
)(
Av2,n1,m1(t1, r1)
v2
)
≤ (v1 + v2 + 1)
2d−2∑
i=0
2s∑
j=0
[Av1+v2+1,n+2,m(t− 2 + i, r + j) (81)
+Av1+v2+1,n+2,m+1(t−1+i, r−1+j) +Av1+v2+1,n+2,m+2(t+i, r−2+j)] .
Multiply this by anxtyrzm and summing the left hand side over {n, t, r,m}
gives
Yv1(a, x, y, z)Yv2(a, x, y, z) ≤ v1v2(v1 + v2 + 1)[
a−2φ(x, y)
(
x2 + xyz−1 + y2z−2
)]
Yv1+v2+1(a, x, y, z). (82)
Similarly to theorem 6, Yv(a, x, y, z) satisfies a generalised supermultiplica-
tive inequality on N, and by references [20,23] the following theorem is a
result.
Theorem 7 For a, x, y, z ∈ (0,∞) the limit
G(a, x, y, z) = lim
v→∞
1
v log Yv(a, x, y, z)
exists. Moreover, G(a, x, y, z) is log-convex in each of its arguments. uunionsq
Notice by equation (80) that ζI(p, σ) = −G(p, q, τ, σ/p) so that the limit
in equation (72) exists.
We claim that ζI(p, σ) = 0 in RH . To see this, suppose ζI(p, σ) > 0 at
some (p, σ) in RH . Then there exists an  > 0 and an N ∈ N such that
P Ip,σ(|C| = n) ≤ e−n for all n ≥ N. This shows that
P Ipσ(∞>|C|≥n) ≤
∑
m≥n
e−m =
e−n
1− e−
for any n ≥ N. But this contradicts theorem 4. Therefore ζI(p, σ) = 0.
A similar argument using theorem 5 shows that ζI(p, σ) = 0 in RL.
Since ζI(p, σ) = 0 in RH ∪RL, it follows that ψI(p, σ) = 0 in RH ∪RL.
On the other hand, by theorem 3, ζI(p, σ) ≥ 1
2χH(p)χI(p,σ)
> 0, provided
that p < pc(d) and σ ∈ (0, σ∗(p)) (this is in regime R0 in figure 3). This
shows that ψI(p, σ) > 0 in R0.
In terms of the free energy FI(x, y, z) in equation (78), this implies that
FI(q, τ, σ/p)
{
= − log p, in RH (i.e. when p > pc(d));
= − log p, in RL (when p < pc(d) and σ > σ∗(p));
< − log p, in R0 (when p < pc(d) and σ < σ∗(p)).
(83)
Thus, FI(q, τ, σ/p) is non-analytic along the line segment p = pc(d) and
σ ∈ (0, σ∗∗) (where σ∗∗ is the limit of σ∗(p) as p approaches pc(d) from the
left), as well as along the surface critical curve σ∗(p) for 0 ≤ 0 < pc(d).
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7 Numerical results
We performed a numerical study of inhomogeous percolation using the Newman-
Ziff algorithm [34] to sample clusters in the model. To describe the implemen-
tation, let B(L) be the d-dimensional hypercube of side length 2L defined by
B(L) = [−L,L]d ∩ L. The boundary of B(L) is ∂B(L), and it has a vertical
and a horizontal component, similar to equation (50):
∂vert(L) =
{
v ∈ B(L) | |vi| = L for at least one i ≤ s} (84)
∂hor(L) =
{
v ∈ B(L) | |vi| = L for at least one i > s} . (85)
The vertical component ∂vert(L) is composed of 2s (d−1)-dimensional hy-
percubes defined by
Ai =
{
v ∈ ∂vert(L) | vi = L
}
and A−i =
{
v ∈ ∂vert(L) | vi = −L
}
for i = 1, 2, . . . , s.
Consider a realisation of open edges in L at densities (p, σ). This real-
isation gives sets of open edges in B(L): Denote the set of open edges in
B(L)\L0 by P and the set of open edges in the defect plane B(L)∩L0 by S.
Let 1P,S,L (A1! A−1) be the indicator function that there is an open path
inside B(L) between two opposite vertical faces A1 and A−1 in ∂vert(L).
The average of 1P,S,L (A1! A−1) for all realisations of P at density p
and all S with |S| = s is denoted by Qp(s). That is, Qp(s) is the probability
that there is an open path in B(L) between A1 and A−1 when bulk edges
are open with probability p given that there are exactly s surface edges open
in B(L) ∩ L0. Then 0 ≤ s ≤ S where S is the total number of edges in
B(L) ∩ L0.
Following Newman and Ziff [34], let us construct
QL(p, σ) =
S∑
s=0
(
S
s
)
σs(1− σ)S−sQp(s). (86)
Clearly, QL(p, σ) decreases to zero with L in R0 (see figure 3). On the
other hand, it should approach a positive probability with increasing σ for
fixed p ≤ pc(d) when σ > σ∗(p). That is, if L→∞, then limL→∞QL(p, σ) =
0 in R0, and lim infL→∞QL(p, σ) > 0 in the surface regime RL. Hence, one
may estimate the critical curve σ∗(p) by estimating QL(p, σ) for finite values
of L and various (p, σ).
In figure 8 numerical estimates of QL(σ) ≡ QL(σ, p) as a function of
σ for p = 0.1 for the model with (d, s) = (3, 2) is presented (with L ∈
L = {5, 10, 15, 20, 25, 30, 35}). QL(σ) is small for σ small, and increases with
increasing σ. For different values of L all the curves pass almost through the
same point at a critical value of σ.
The normal scaling assumption for a function like QL(σ) is
QL(σ) ' Fp(Lφ(σ−σ∗(p))) (87)
where φ is a crossover exponent and F is a scaling function. In the case that
s = 2 the surface percolation at σ = σ∗(p) should be in the same universality
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Fig. 8 Plots of QL(p, σ) for p = 0.1 as a function of σ for d = 3 and s = 2.
Each curve is the average taken over 30000 realisations of bulk percolation clusters
with p = 0.1 and then determining QL(0.1, σ) as a function of σ. The value of L
increases in the set {5, 10, 15, 20, 25, 30, 35}. The curves intersect to high accuracy
in a single point for larger values of L, which gives an estimate of the location of
the critical point σ∗(0.1).
class as homogeneous percolation in two dimensions. If σ = σ∗(p) then this
shows that QL(σ
∗(p)) ' Fp(0) so that the value of QL(σ) is independent
of L at the critical point. This indicates that the point where all the curves
intersect in figure 8 is an estimate of the location of the critical point.
To find a numerical estimate of the crossing point, define the least square
width of the set of curves at surface density σ by
E2(σ) =
∑
L∈L
∑
K∈L
(QL(σ)−QK(σ))2 . (88)
E2(σ) is a measure of the square vertical width of the set of curves, and
minimizing it gives an estimate of the location (the value of σ) of narrowest
vertical waist in the set of intersecting curves. That is, this gives an estimate
for σ∗(p). An error bar can be estimated by determining the values of σ
where E2(σ) is twice its minimum. For example, the data in figure 8 gives
σ∗(0.1) = 0.49859 ± 0.00040. A plot of E2(σ) against σ for p = 0.1 is given
in figure 9.
If the data at L = 5 are dropped, then a similar analysis show that
σ∗(0.1) = 0.49879 ± 0.00059. Similarly, dropping both L = 5 and L = 10
from the analysis gives σ∗(0.1) = 0.499081±0.00050. Comparing these results
show that there is no improvement in the statistical estimate by dropping
data at small values of L, and so we take as our best estimate the result when
dropping L = 5 from the analysis, namely σ∗(0.1) = 0.49879± 0.00059.
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The curves in figure 9 show a systematic drift towards the right with
removing data at the smallest values of L. We estimate a systematic error in
the data by taking twice the absolute difference between the estimate over
all the data and the estimate with the data at L = 5 removed. This gives
σ∗(0.1) = 0.49879±0.00059±0.00042 where the last error bar is an estimated
systematic error.
By adding the two error bars our best estimate is obtained, σ∗(0.1) =
0.4988± 0.0011
A similar approach at p = 0 gives the results σ∗(0) = 0.49986 ± 0.00026
over all the data and σ∗(0) = 0.50003 ± 0.00034 if the data at L = 5 is
ignored. This gives our best estimate σ∗(0) = 0.50003 ± 0.00034 ± 0.00034
so that by combining the error bars, σ∗(0) = 0.50003 ± 0.00068 (consistent
with the exact value for bond percolation in the square lattice [22,24]; see
proposition 1(b)).
Similar analysis can be done at other values of p and the results are
tabulated in table 7. The stated error bar is the sum of the statistical and
systematic error. In figure 11 the results are plotted in the (p, σ)-plane. The
critical curve varies slowly with p for small p, but decreases quickly for p
approaching pc(3).
An interesting situation arises when p = pc(3). Simulations for d = 3 and
s = 2 can be done with p = 0.24881182 = p∗3 ≈ pc(3), very close to the critical
point (the uncertainty is only in the last digit) for percolation in the cubic
lattice (d = 3) [42], see reference [28]. In figure 10 estimates of QL(σ, pc(d))
are plotted against σ for L taking values in {5, 10, 15, 20, 25, 30, 35} for d = 3
and s = 2.
Fig. 9 A plot of E2(σ) against σ for p = 0.1, d = 3 and s = 2. The top curve is
for data when L = {5, 10, 15, 20, 25, 30}, the middle curve is obtained with L = 5
dropped, and the bottom curve is obtained when both L = 5 and L = 10 are
dropped. The minima in these curves are estimates of the location of the narrow
point in figure 8. The width of E2(σ) at twice its minimum height, and also at four
times its minimum height, is indicated by the square symbols on each curve.
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d = 3, s = 2 d = 4, s = 2
p σ∗(p) p σ∗(p)
0.000 0.5 0 0.5
0.050 0.50043± 0.00064 0.050 0.5007± 0.0013
0.100 0.4988± 0.0011 0.0750 0.4992± 0.0010
0.150 0.4929± 0.0018 0.1100 0.4956± 0.0010
0.170 0.4865± 0.0020 0.1200 0.4929± 0.0019
0.200 0.4746± 0.0024 0.1250 0.4914± 0.0014
0.215 0.4626± 0.0026 0.1300 0.4896± 0.0019
0.220 0.4575± 0.0020 0.1350 0.4873± 0.0026
0.225 0.4509± 0.0010 0.1400 0.4842± 0.0036
0.230 0.4405± 0.0021 0.1450 0.4796± 0.0063
0.235 0.4308± 0.0019 0.1500 0.4741± 0.0052
0.240 0.4138± 0.0046 0.1525 0.4703± 0.0030
0.245 0.3797± 0.0080 0.1550 0.4651± 0.0040
p∗3 0.2941± 0.0091 0.1575 0.4551± 0.0025
0.1585 0.4463± 0.0032
0.1595 0.4290± 0.0045
0.1600 0.4079± 0.0062
0.16013 0.3977± 0.0056
Table 1 Estimates of σ∗(p) for (d, s) = (3, 2) and (d, s) = (4, 2)
Minimizing E2(σ) over all the data gives σ∗(p∗3) = 0.2949 ± 0.0053 and
if the data point at L = 5 is dropped, then σ∗(p∗3) = 0.2941 ± 0.0075. This
gives the best estimate σ∗(p∗3) = 0.2941 ± 0.0075 ± 0.0016. Combining the
error bars give σ∗(p∗3) = 0.2941± 0.0091.
Notice that the numerical result for σ∗(p∗3) rules out the critical bulk
percolation density at pc(3) = 0.24881182(2) in its error bars. Since we do
not know that σ∗(p) is left-continuous at p = pc(3) this result cannot be
interpreted as evidence that limp→pc(3)− σ
∗(p) > σ∗(pc(3)) – this is so in
particular also because of the steepness of σ∗(p) as p approaches pc(3) from
below, as seen in figure 11.
Numerical simulations of the model with d = 4 and s = 2 were also done
for L ∈ {5, 8, 10, 12, 15, 20, 25, 30} and a select set of values of the bulk density
p approaching pc(4). In the case that p = 0.05 a plot of QL(σ) against σ is
similar to figure 8. Minimizing E2(σ) gives an estimate of the critical point
by locating the narrowest waist in the set of crossing curves. Over all the
data this gives σ∗(0.05) = 0.50043± 0.00070 and if the data point at L = 5
is dropped, σ∗(0.05) = 0.50070 ± 0.00067. Computing a systematic error as
before by doubling the absolute difference between the estimates gives a best
estimate of σ∗(0.05) = 0.50070± 0.00067± 0.00054 and combining the error
bars gives the σ∗(0.05) = 0.5007± 0.0013.
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Fig. 10 Critical behaviour in the model for p = pc(3) = 0.24881182(10) as a
function of σ for d = 3 and s = 2. The curves are numerical estimates of the
probability QL(p, σ), for L ∈ {5, 10, 15, 20, 25, 30, 35}. Each curve was computed
by taking the average of 30000 realisations of bulk percolation clusters at p = pc(3)
and then computing the average QL(p, σ) as a function of σ. The intersections
between the curves is a numerical estimate of the location of the critical point
σ∗(pc(3)).
The estimates in table 7 for other values of p ∈ (0, pc(4)) were similarly
estimated. In each case QL(σ) was computed over 30000 realisations of bulk
clusters.
We have also performed simulations at p∗4 = 0.16013 which is the best
estimate for the critical point pc(4) [36]. Minimizing E2(σ) over all the data
gives σ∗(p∗4) = 0.3962±0.0031 and if the data point at L = 5 is dropped, then
σ∗(p∗4) = 0.3977 ± 0.0025. This gives the best estimate σ∗(p∗3) = 0.3977 ±
0.0025± 0.0031. Combining the error bars give σ∗(p∗4) = 0.2941± 0.0056.
The critical curve σ∗(p) against p for (d, s) = (4, 2) is plotted in figure
13.
Similar to the case for (d, s) = (3, 2) the numerical data for (d, s) = (4, 2)
suggest that σ∗(p∗4) > pc(4) ≈ 0.160130 ± 0.000003 [36]. The estimate at p∗4
is far larger than pc(4), but as above this cannot be interpreted as evidence
that limp→pc(4)− σ
∗(p) > σ∗(pc(4)).
8 Conclusions
In this paper we have generalised homogeneous percolation in L to a model
of inhomogeneous percolation in a d-dimensional L with an s-dimensional
defect plane. We showed that there is a surface transition in this model,
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Fig. 11 Numerical estimates of the location of the critical curve σ∗(p) as a function
of p for (d, s) = (3, 2) are indicated by the data points (•). The solid curve is an
interpolation curve drawn through the data points.
as proposed by references [6,8,10,11,12]. There is a critical curve σ∗(p) for
p ∈ [0, 1], with the properties that σ∗(p) > pc(d) > 0 for p < pc(d) while
σ∗(p) = 0 if p > pc(d), and that σ∗ is a strictly decreasing function of p for
p < pc(d) (see propositions 1 and 2). It follows that σ
∗ is discontinuous at
p = pc(d). We expect that σ
∗ is continuous for p < pc(d), but we have not
yet proven this.
We have also examined the nature of the surface transition in this model.
We investigated the three phases: the subcritical phase R0 in which all clus-
ters are finite, the surface supercritical phase RL in which the infinite cluster
stays near the defect surface, and the bulk supercritical phase RH in which
the infinite cluster permeates the whole lattice. We generalised the differ-
ential inequalities of homogeneous percolation [1] to the model here and
showed (theorem 1) that the susceptibility χI(p, σ) is infinite if and only if
θI(p+ δ, σ+ δ) > 0 for all small δ > 0 (which happens whenever (p, σ) is not
in the interior of the subcritical phase R0).
In section 4 we considered the exponential decay of the cluster size dis-
tribution in the subcritical phase. We show that the cluster size distribution
decays exponentially (see theorem 3) in the subcritical phase (i.e., when
p < pc(d) and σ < σ
∗(p)). In contrast, theorems 4 and 5 prove subexpo-
nential decay of the cluster size distribution in the supercritical phases. Our
lower bound for P Ip,σ(|C| = n) in RH is exp(−cn(d−1)/d), the same as for
supercritical homogeneous percolation. However, in RL, where the infinite
cluster stays close to the defect plane and looks s-dimensional, our lower
bound (neglecting a logarithmic term) is exp(−cn(s−1)/s). We expect that
these lower bounds are essentially optimal in both supercritical phases, al-
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Fig. 12 Critical behaviour in the model for p = pc(4) = 0.160130 as a function
of σ for d = 4 and s = 2. The curves are numerical estimates of the probability
QL(p, σ), for L ∈ {5, 8, 10, 15, 20, 25, 30, 35}. Each curve was computed by taking
the average of 20000 realisations of bulk percolation clusters at critical density pc(4)
then determining QL(p, σ) as a function of σ. The intersections of the curves for
larger L is a numerical signal of critical behaviour in this model.
though we have not attempted to prove the corresponding (more challenging)
upper bounds.
We examined ζI(p, σ) and ψI(p, σ), the exponential decay rates of the
cluster size distribution (where “size” is measured by vertices for ζI and by
edges for ψI). We related these functions to the free energy of a model of
collapsing lattice animals interacting with a defect plane. We showed that
the existence of the free energy in the animal model implies the existence of
ζI and ψI , and we showed that the percolation transition had implications
about non analyticity of the free energy.
Finally we performed a numerical study of inhomogeneous percolation
using the Newman-Ziff algorithm. We plotted the box crossing probability
QL(p, σ) as a function of σ for various values of p ∈ [0, pc(d)]. Table 7 shows
these results for (d, s)=(3,2) and for (d, s)=(4,2), and includes an error bar
associated with each estimated σ∗(p) value.
For both d = 3 and d = 4 we find qualitatively similar phase boundaries.
In both cases the curves start at σc(0) =
1
2 and decreases with increasing
p. On approach to pc(d) the critical curve becomes sensitive to even small
changes in p, and σ∗(p) is discontinuous at p = pc(d). There are numerous
open question about the function σ∗(p), regarding its continuity and rate of
decrease with increasing p < pc(d).
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A Differential Inequalities for Inhomogeneous Percolation
In this appendix our aim is to prove the following differential inequalities
q · ∇θI(p, σ, γ) ≤ 2dχH(p) θI(p, σ, γ)(1− γ)∂θ
I
∂γ
, (89)
θI(p, σ, γ) ≤ γ ∂θ
I
∂γ
+
(
θI(p, σ, γ)
)2
+ χH(p) θI(p, σ, γ)
(
p · ∇θI(p, σ, γ)
)
(90)
where ∇ = ( ∂∂p , ∂∂σ ) and p ≤ σ. These are equations (29) and (30).
These inequalities are due to Aizenman and Barsky [1] for homogeneous bond
percolation (the proofs can be found in reference [17] as well), and we adapt their
proofs to the inhomogeneous model.
Let B(N) be the box of side-length 2N centered at the origin of L. Denote by
V (N) the vertices in B(N). We shall prove the above differential inequalities in
B(N), and then take N →∞.
Impose periodic boundary conditions on B(N) by identifying its opposite faces.
Denote this finite lattice by L(N). Denote the intersection of L(N) and L0 by L0(N).
Denote the set of edges in L0(N) by E0(N) and the set of edges in L(N) by E(N).
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Fig. 13 Numerical estimates of the location of the critical curve σ∗(p) as a function
of p for (d, s) = (4, 2) are indicated by the data points (•). The solid curve is an
interpolation curve drawn through the data points.
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As before, edges in E(N) \ E0(N) are open with the bulk probability p, and
edges in E0(N) are open with surface probability σ.
The open cluster in L(N) at the vertex x is CN (x), and the open cluster at
the origin is CN (0) ≡ CN . For y ∈ V (N), define the susceptibility χIN (p, σ; y) =
EIp,σ|CN (y)|.
Introduce the ghost vertex g and edges Eg(N) = {g∼x | x ∈ V (N)}. Edges
in Eg(N) are open with probability γ ∈ (0, 1). Define GN to be the collection of
vertices in L(N) adjacent to g through open edges in Eg(N).
For inhomogeneous percolation on E(N) ∪ Eg(N) with parameters (p, σ, γ), let
P Ip,σ,γ and E
I
p,σ,γ be the corresponding probability measure and expectation. For
y ∈ L(N), we define the associated quantities
θIN (p, σ, γ; y) = P
I
p,σ,γ(CN (y) ∩GN 6= ∅) (91)
χIN (p, σ, γ; y) = E
I
p,σ,γ
(|CN (y)|1{CN (y) ∩GN = ∅}) . (92)
That is, θIN (p, σ, γ; y) is the probability that there is an open path from y to g. Also
write
θIN (p, σ, γ) := θ
I
N (p, σ, γ; 0) and χ
I
N (p, σ, γ) := χ
I
N (p, σ, γ; 0) .
Then θIN (p, σ, γ) = θ
I
N (p, σ, γ; y) for all y ∈ L0(N), and similarly for χIN . We shall
frequently simplify notation by leaving out the arguments when there is no risk of
ambiguity, e.g. θIN ≡ θIN (p, σ, γ). We have
θIN (p, σ, γ) = 1−
∞∑
n=1
(1− γ)n P Ip,σ(|CN | = n) and
χIN (p, σ, γ) =
∞∑
n=1
n (1− γ)nP Ip,σ(|CN | = n).
We immediately obtain the following analogue of Equation (27):
χIN (p, σ, γ) = (1− γ)∂θ
I
N
∂γ
. (93)
The functions θI(p, σ, γ) and χI(p, σ, γ) are defined in the usual way for the
infinite lattice L with the ghost vertex g and edges Eg, and with L0 as defined
before:
θI(p, σ, γ) = θI(p, σ, γ; 0) = P Ip,σ,γ(|C| =∞)
χI(p, σ, γ) = χI(p, σ, γ; 0) = EIp,σ,γ(|C|1{C ∩G = ∅})
where C is the cluster at the origin. Note that for γ > 0, C ∩G is not empty with
probability one when |C| =∞.
The proof of the following lemma is similar to the proof for homogeneous per-
colation in appendix I of reference [17].
Lemma 5 For all γ ∈ (0, 1) and p, σ ∈ (0, 1),
lim
N→∞
θIN (p, σ, γ) = θ
I(p, σ, γ),
and similarly,
lim
N→∞
∂θIN
∂p
=
∂θI
∂p
, lim
N→∞
∂θIN
∂σ
=
∂θI
∂σ
, and lim
N→∞
∂θIN
∂γ
=
∂θI
∂γ
.
uunionsq
By equations (27) and (93) and lemma 5, we have
lim
N→∞
χIN (p, σ, γ) = χ
I(p, σ, γ). (94)
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A.1 Uniform bounds for vertex-dependent functions
Let PHp,γ and E
H
p,γ be the probability measure and expectation for homogeneous
percolation with a ghost field. Let χHN (p, γ) = E
H
p,γ(|CN |1{CN ∩GN = ∅}) be the
corresponding susceptibility in B(N). Also let χHN (p) = χ
H
N (p, 0).
Proving the differential inequalities requires the following useful lemma.
Lemma 6 Assume p ≤ σ and y ∈ B(N). Then
(a) θIN (p, σ, γ; y) ≤ χHN (p) θIN (p, σ, γ) for every γ ∈ (0, 1);
(b) χIN (p, σ; y) ≤ χHN (p)χIN (p, σ; 0) (where χIN (p, σ; y) := χIN (p, σ, 0; y)).
Proof Since χHN (p) ≥ 1, it is only necessary to consider the case that y 6∈ L0(N).
(a) Suppose that CN (y)∩GN 6= ∅. Then there is an open path from y to a point of
GN . This path either uses no edge of E0(N), or there exists an open self-avoiding
path pi from y to a vertex of GN which passes through an edge of E0(N). In the
latter case, let z be the earliest point of pi that is an endpoint of a bond in pi∩L0(N).
Then z ∈ L0(N), and the part of pi from y to z is disjoint from the part of the path
from z to a vertex of GN .
We formalize the above as follows. For given fixed y and for each z ∈ L0(N),
define the events
– A˜N is the event that there is an open path from y to GN in E(N) \ E0(N);
– D˜N (z) is the event that there is an open path from y to z in E(N) \ E0(N);
– D∗N (z) is the event that there is an open path from z to GN in B(N).
Observe that
P Ip,σ,γ(A˜N ) = P
H
p,γ(A˜N ) ≤ θIN (p, p, γ) ≤ θIN (p, σ, γ) (since p ≤ σ) . (95)
Using standard percolation notation, D˜N (z) ◦ D∗N (z) is the event that D˜N (z)
and D∗N (z) occur disjointly—that is, there exist two disjoint sets of open edges such
that the first set guarantees occurrence of D˜N (z) and the second set guarantees
occurrence of D∗N (z).
We then observe that
{CN (y) ∩GN 6= ∅} ⊂ A˜N ∪
⋃
z∈L0(N)
(
D˜N (z) ◦D∗N (z)
)
(96)
since occurrence of of the event {CN (y) ∩GN 6= ∅} implies that either A˜N occurs
or
(
D˜N (z) ◦D∗N (z)
)
occurs for some z ∈ L0(N).
From Equations (96) and (95) and the BK Inequality [17], we see that
P Ip,σ,γ (CN (y) ∩GN 6= ∅)
≤ P Ip,σ,γ
(
A˜N
)
+
∑
z∈L0(N)
P Ip,σ,γ
(
D˜N (z) ◦D∗N (z)
)
≤ θIN (p, σ, γ) +
∑
z∈L0(N)
P Ip,σ,γ(D˜N (z))P
I
p,σ,γ(D
∗
N (z))
≤ θIN (p, σ, γ) +
∑
z∈L0(N)
PHp (z ∈ CN (y))P Ip,σ,γ(CN (z) ∩GN 6= ∅)
=
1 + ∑
z∈L0(N)
PHp (z ∈ CN (y))
 θIN (p, σ, γ)
≤ χHN (p) θIN (p, σ, γ).
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(b) Fix y ∈ L(N) \ L0(N). Let D˜N (z) be defined as in part (a). For w ∈ B(N),
let {y ↔N w} denote the event that y and w are connected in B(N) by a path of
open edges.
Similarly to the proof of part (a), we see that for each w ∈ B(N)
P Ip,σ (y ↔N w) ≤ P Ip,σ
(
D˜N (w)
)
+
∑
z∈L0(N)
P Ip,σ
(
D˜N (z) ◦ {z ↔N w}
)
(97)
≤ P Ip,σ
(
D˜N (w)
)
+
∑
z∈L0(N)
P Ip,σ
(
D˜N (z)
)
P Ip,σ ({z ↔N w})
≤ PHp ({y ↔N w}) +
∑
z∈L0(N)
PHp ({y ↔N z})P Ip,σ ({z ↔N w}) .
Since p ≤ σ, we have χHN (p) ≤ χIN (p, σ; 0) = χIN (p, σ; z) for every z ∈ L0(N).
Using this and summing equation (97) over w, we obtain
χIN (p, σ; y) =
∑
w∈B(N)
P Ip,σ (y ↔N w)
≤
∑
w∈B(N)
PHp ({y ↔N w}) +
∑
w∈B(N)
∑
z∈L0(N)
PHp ({y ↔N z}) P Ip,σ ({z ↔N w})
= χHN (p) +
∑
z∈L0(N)
PHp ({y ↔N z}) χIN (p, σ; z)
≤
1 + ∑
z∈L0(N)
PHp ({y ↔N z})
χIN (p, σ; 0) ≤ χHN (p)χIN (p, σ; 0).
This completes the proof.
A.2 The first differential inequality
The first differential inequality is defined in terms of θIN ≡ θIN (p, σ, γ) as follows.
Lemma 7 For p, σ, γ ∈ (0, 1), let p = (p, σ) and ∇ ≡
(
∂
∂p ,
∂
∂σ
)
. Define q =
1− p = (1− p, 1− σ). If p ≤ σ, then we have
q · ∇θIN ≤ 2dχHN (p) (1− γ) θIN ∂θ
I
N
∂γ
.
Proof The proof is similar to the proof for homogeneous percolation (see for exam-
ple reference [17]) and proceeds by applying Russo’s formula to the event {CN ∩
GN 6= ∅}, conditioned on GN .
Let Γ be a realisation of GN , i.e. a subset of vertices of B(N) . The event
AN (Γ ) = {CN ∩ Γ 6= ∅} is increasing. Hence by Russo’s formula [17],
∂
∂pP
I
p,σ(AN (Γ )) =
∑
e∈E(N)\E0(N)
P Ip,σ(e is pivotal for AN (Γ )), (98)
∂
∂σP
I
p,σ(AN (Γ )) =
∑
e∈E0(N)
P Ip,σ(e is pivotal for AN (Γ )). (99)
First consider equation (98). An edge e = x∼y is pivotal for AN (Γ ) if and only
if the following all occur in E(N) \ {e}: (1) there is no open path from the origin
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to Γ , (2) exactly one of x and y is joined to the origin by an open path, and (3)
the other vertex is joined to a vertex of Γ by an open path. Hence,
(1− p) ∂∂pP Ip,σ(AN (Γ ))
=
∑
e∈E(N)\E0(N)
P Ip,σ(e is closed)P
I
p,σ(e is pivotal for AN (Γ ))
=
∑
x∼y∈E(N)\E0(N)
P Ip,σ(x ∈ CN , CN ∩ Γ = ∅, CN (y) ∩ Γ 6= ∅ ).
where the last summation is over all ordered pairs (x, y) of vertices such that the
(undirected) edge x∼y is in E(N) \E0(N). Put q = 1− p and average the left hand
side of the above over Γ :
q
∑
Γ
P Ip,σ,γ(GN = Γ )
∂
∂pP
I
p,σ(AN (Γ ))
= q ∂∂p
[∑
Γ
P Ip,σ,γ(CN ∩ Γ 6= ∅)P Ip,σ,γ(GN = Γ )
]
= q ∂∂pP
I
p,σ,γ(CN ∩GN 6= ∅)
= q ∂∂pθ
I
N (p, σ, γ).
Here it is important that the sum over Γ has a finite number of terms.
This shows that
q ∂∂pθ
I
N =
∑
x∼y∈E(N)\E0(N)
P Ip,σ,γ(x ∈ CN , CN ∩GN = ∅, CN (y) ∩GN 6= ∅ ).
Observe that CN and CN (y) must be disjoint on the right hand side.
Exactly the same set of arguments applied to equation (99) gives (with τ =
1− σ)
τ ∂∂σ θ
I
N =
∑
x∼y∈E0(N)
P Ip,σ,γ(x ∈ CN , CN ∩GN = ∅, CN (y) ∩GN 6= ∅ ). (100)
Adding the last two equations together then produces
q · ∇θIN =
∑
x∼y∈E(N)
P Ip,σ,γ(x ∈ CN , CN ∩GN = ∅, CN (y) ∩GN 6= ∅ ). (101)
The right hand side of equation (101) must be bounded next. This is done by
conditioning on the cluster at the origin. The last equation becomes
q · ∇θIN (102)
=
∑
x∼y
[∑
Ξ
P Ip,σ(CN = Ξ)P
I
p,σ,γ(CN ∩GN = ∅, CN (y) ∩GN 6= ∅ |CN = Ξ)
]
where the outer sum is over ordered pairs (x, y) such that x∼y ∈ E(N), and the
inner sum is over all connected graphs Ξ containing {0, x} and not containing y.
Conditioned on CN = Ξ, the events CN ∩ GN = ∅ and CN (y) ∩ GN 6= ∅ are
independent (the first depends only on vertices of Ξ, and the second depends only
on vertices and edges outside Ξ). Hence
P Ip,σ,γ(CN ∩GN = ∅, CN (y) ∩GN 6= ∅ |CN = Ξ)
= P Ip,σ,γ(CN ∩GN = ∅ |CN = Ξ)P Ip,σ,γ(CN (y) ∩GN 6= ∅ |CN = Ξ).
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The condition CN = Ξ in the last factor restricts the set of possible open paths
from y to a vertex in GN (since y 6∈ CN ). Hence
P Ip,σ,γ(CN (y) ∩GN 6= ∅ |CN = Ξ) ≤ P Ip,σ,γ(CN (y) ∩GN 6= ∅) = θIN (p, σ, γ; y).
This shows that
q · ∇θIN
≤
∑
x∼y
[∑
Ξ
P Ip,σ(CN = Ξ)P
I
p,σ,γ(CN ∩GN = ∅ |CN = Ξ) θIN (p, σ, γ; y)
]
=
∑
x∼y
[
P Ip,σ,γ(x ∈ CN , y 6∈ CN , CN ∩GN = ∅) θIN (p, σ, γ; y)
]
≤ χHN (p) θIN (p, σ, γ)
∑
x∼y
P Ip,σ,γ(x ∈ CN , y 6∈ CN , CN ∩GN = ∅) (103)
where the final inequality comes from lemma 6(a). It remains to bound the last
summation.∑
x∼y
P Ip,σ,γ(x ∈ CN , y 6∈ CN , CN ∩GN = ∅)
≤ 2d
∑
x
P Ip,σ,γ(x ∈ CN , CN ∩GN = ∅)
= 2dEIp,σ,γ
(|CN | 1{CN ∩GN = ∅})
= 2dχIN (p, σ, γ) = 2d (1− γ)∂θ
I
N
∂γ
by equations (92) and (93). Putting this all together then gives the desired inequal-
ity.
A.3 The second differential inequality
The second differential inequality is the following (again writing θIN for θ
I
N (p, σ, γ)).
Lemma 8 For p, σ, γ ∈ (0, 1) let p = (p, σ) and ∇ ≡
(
∂
∂p ,
∂
∂σ
)
. If p ≤ σ, then
θIN ≤ γ ∂θ
I
N
∂γ
+
(
θIN
)2
+ χHN (p) θ
I
N
(
p · ∇θIN
)
.
Proof Observe that
θIN (p, σ, γ) = P
I
p,σ,γ(CN ∩GN 6= ∅)
= P Ip,σ,γ(|CN ∩GN | = 1) + P Ip,σ,γ(|CN ∩GN | ≥ 2). (104)
The first term in equation (104) can calculated:
P Ip,σ,γ(|CN ∩GN | = 1) =
∞∑
n=1
nγ(1− γ)n−1 P Ip,σ,γ(|CN | = n)
=
γ χIN (p, σ, γ)
1− γ
= γ
∂θIN
∂γ
(105)
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by equation (93).
It remains to bound the second term in (104). Define the event
Ax = {x ∈ GN or x is joined to GN by an open path}.
Then Ax ◦ Ax is the event that there exist two distinct vertices v1 and v2 in GN
and two edge-disjoint open paths joining these vertices to x. If x ∈ GN , then one
these paths may be the singleton x.
It follows that
P Ip,σ,γ(|CN ∩GN | ≥ 2) = P Ip,σ,γ(A0 ◦A0) (106)
+P Ip,σ,γ(|CN ∩GN | ≥ 2, and A0 ◦A0 does not occur) .
By the BK inequality,
P Ip,σ,γ(A0 ◦A0) ≤
(
P Ip,σ,γ(A0)
)2
=
(
θIN (p, σ, γ)
)2
. (107)
The remaining term is the probability that |CN ∩GN | ≥ 2 but there do not exist
two edge-disjoint paths from the origin to distinct vertices in GN . If this occurs,
then there exists an edge x∼y in E(N) with the following properties:
– x∼y is open;
– If x∼y is deleted in L(N), then three events occur:
1. there is no open path from the origin to a vertex of GN ;
2. x is joined to the origin by an open path;
3. the event Ay ◦Ay occurs.
The probability that a particular edge x∼y has these properties is
pq−1 P Ip,σ,γ(x∼y is closed, x ∈ CN , CN ∩GN = ∅, Ay ◦Ay)
if x∼y ∈ E(N) \ E0(N); if x∼y ∈ E0(N), then we get the above expression with
σ(1− σ)−1 instead of pq−1. Therefore we obtain the bound
P Ip,σ,γ(|CN ∩GN | ≥ 2, and A0 ◦A0 does not occur) ≤ S1 + S2,
where
S1 = pq
−1 ∑
x∼y∈E(N)\E0(N)
P Ip,σ,γ(x ∈ CN , CN ∩GN = ∅, Ay ◦Ay) (108)
and S2 = στ
−1 ∑
x∼y∈E0(N)
P Ip,σ,γ(x ∈ CN , CN ∩GN = ∅, Ay ◦Ay), (109)
writing τ = 1− σ.
Consider a summand from equation (108) and (109) conditioned on CN = Ξ,
with x ∈ Ξ and y 6∈ Ξ. Using conditional independence of the events Ay and
{CN ∩GN = ∅}, and the BK inequality, we obtain
P Ip,σ,γ(x ∈ CN , CN ∩GN = ∅, Ay ◦Ay |CN = Ξ)
= P Ip,σ,γ(CN ∩GN = ∅ |CN = Ξ)P Ip,σ,γ(Ay ◦Ay |CN = Ξ)
≤ P Ip,σ,γ(CN ∩GN = ∅ |CN = Ξ)
(
P Ip,σ,γ(Ay |CN = Ξ)
)2
≤ P Ip,σ,γ(CN ∩GN = ∅ |CN = Ξ)P Ip,σ,γ(Ay |CN = Ξ)P Ip,σ,γ(Ay)
= P Ip,σ,γ(CN ∩GN = ∅, Ay |CN = Ξ) θIN (p, σ, γ; y).
Substitute this into equation (108) and average over Ξ. This gives the upper bound
S1 ≤ pq−1
∑
x∼y∈E(N)\E0(N)
P Ip,σ,γ(x ∈ CN , CN ∩GN = ∅, Ay) θIN (p, σ, γ; y) .
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Next, by equation (100) and lemma 6(a), we obtain (with θIN (p, σ, γ) ≡ θIN )
S1 ≤ pq−1
(
q
∂θIN
∂p
)
χHN (p) θ
I
N .
The analogous bound for equation (109) is
S2 ≤ στ−1
(
τ
∂θIN
∂σ
)
χHN (p) θ
I
N .
Hence,
P Ip,σ,γ (|CN ∩GN | ≥ 2, and A0 ◦A0 does not occur)
≤
(
p
∂θIN
∂p
+ σ
∂θIN
∂σ
)
χHN (p) θ
I
N .
Putting this together with equations (104), (106), (105) and (107) completes the
proof of the desired inequality.
A.4 The final differential inequalities
To complete the proof of the two differential inequalities (29) and (30), we take the
N → ∞ limit in lemmas 7 and 8. Using lemma 5 and equation (94), the result is
the following theorem.
Theorem 8 For p, σ, γ ∈ (0, 1), write p = (p, σ), ∇ ≡
(
∂
∂p ,
∂
∂σ
)
, q = 1 − p =
(1−p, 1−σ), and θI ≡ θI(p, σ, γ). If p ≤ σ, then
q · ∇θI ≤ 2d (1− γ)χH(p) θI ∂θ
I
∂γ
and
θI ≤ γ ∂θ
I
∂γ
+
(
θI
)2
+ χH(p) θI
(
p · ∇θI
)
.
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