Let (W; S) be a Coxeter system ( 1] ch. 4), where we assume S to be nite, with n elements, n 1. The theory of these groups exhibits a deep interplay between geometry and combinatorics; in fact, many basic combinatorial facts about them are most conveniently proved using an explicit geometric realization, and are best understood in that setting. This is also the approach taken by most computer programs dealing with these groups (say in the nite case, which is the principal case of interest in this paper.) In contrast, we would like to show here that once the exchange condition is known, all the computations in these groups can be explicitly handled at the combinatorial level, and point out in particular how parabolic decompositions appear naturally in these questions. This is particularly e cient in the case of nite groups, where we obtain a cascade of very small transducers (cf. sect. 3) handling the main \word processing" problems that one would like to deal with. In addition, we show how parabolic decompositions lead to a very e cient determination of the Bruhat order | a further indication of their relevance in computational questions. On a theoretical level, the results that we use are due to Deodhar ( 3], 4]); our contribution has been the realization of their practical value in terms of computer implementations.
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We also present a general algorithm for nding the normal form (cf. sect. 1) of an arbitrary word in a general Coxeter group. We did not attempt to analyze the complexity of this algorithm in general, but it certainly becomes very e cient when used for the construction of the transducer tables by induction on the length; once this is done, the general algorithm is not needed any more. Of course the transducer tables could also have been constructed using, for instance, a geometric realization of the group, but our algorithm has the advantages of simplicity, of handling the non-cristallographic cases with equal ease, and may also yield some additional information on the structure of normal forms.
It is natural in this setting to ask about the Knuth-Bendix relations for the presentation (cf. sect. 4). It turns out that for the nite Coxeter groups they can be readily read o from our transducer tables. We have indicated them in order to give some examples of complete presentations that appear to be inaccessible to the general-purpose methods used for instance in 8](a word of caution : some of the presentations given in that paper, such as the ones for H 3 and H 4 , are wrong.) For practical purposes, however, the transducer approach is much more e cient than the use of Knuth-Bendix relations. In order to serve the needs of those people, including the author, who feel that it is still necessary to treat some examples by hand if one is to get a good understanding of things, we have included the full transducer tables for all the irreducible nite Coxeter groups.
The ideas in this paper grew out of the development of our computer program Coxeter 2] , although not all of them have been implemented yet. The main purpose of this program is the computation of Kazhdan-Lusztig polynomials for nite Coxeter groups; the size of these computations for groups in the range of A 7 , E 6 or H 4 (which are among the largest currently covered by the program) explains our obsession with maximal e ciency. It is a pleasure to thank Bill Casselman for the stimulation provided through his comments and through his own programs in this area.
1. The structure of normal forms 1.1. We denote by S the free monoid over S. If a = (s 1 ; : : : ; s p ) 2 S , we denote by a = s 1 : : : s p its image in W. If a = w, we say that a is an expression for w; we say that a is reduced, if w has no expression of smaller length (the terminology in 5] is to call such words geodesics.) By de nition, the length of w is the length of any of its reduced expressions; it is denoted by l(w).
1.2. Let I be an arbitrary subset of S, and denote by W I the subgroup of W generated by I; these are called parabolic subgroups. It is well-known that each left coset for W I contains a unique shortest element; we call these elements minimal representatives with respect to I, and denote their set by W I . Then we have :
Proposition. | (cf. 7] sect. 5.12) The canonical multiplication map (v; x) ! vx from W I W I to W is bijective, and we have l(vx) = l(v) + l(x) for all v 2 W I , x 2 W I . 1.3. We choose once and for all an increasing sequence of subsets I 0 = ; I 1 : : : I n = S, with jI j j = j for 0 j n, and set W j = W I j . Set X j = W I j?1
Remark. | Let I S. Then it is well-known ( 1] ch. IV no. 1 prop. 7) that if v 2 W I , any reduced expression for v belongs to I ; hence NF (v) is the same, whether we consider v to be in W or in W I . 1.5 . Recall the basic combinatorial property of Coxeter groups, the exchange condition, which actually characterizes Coxeter groups among groups generated by involutions : (E) Let w 2 W, s 2 S and assume that l(ws) < l(w). 1.6. We denote by () the empty word in S , and by " the identity element in W. We will always use the convention that (s i ; : : : ; s j ) = () whenever i > j. From the exchange condition, it is clear that NF (w) can also be de ned as follows : NF (") = (), and if w 6 = ", NF (w) = (s 1 ; : : : ; s p ), where s 1 is the smallest s 2 S such that l(sw) < l(w), and (s 2 ; : : : ; s p ) = NF (s 1 w). In particular, X is composed of ", and of the elements whose normal form starts with s max , where s max is the unique element in I n n I n?1 .
From NF (w) we can read o the decomposition w = x 1 : : : x n de ned in cor. 1.3 as follows. Clearly, any interval (s i ; : : : ; s j ) in a normal form is again a normal form. Now let (s 1 ; : : : ; s p ) = NF (w). We de ne q to be the smallest integer 0 such that s q+1 = s max , q = p if there is no such integer. Then (s 1 ; : : : ; s q ) and (s q+1 ; : : : ; s p ) are normal forms, v = s 1 : : : s q is in W n?1 and since s q+1 = s max , s q+1 : : : s p is in X. So the normal form of the term x n in the decomposition of w can be read o from NF (w) as the last \slice", taken from the rst appearance of the generator s max (empty if there is no such appearance). The other components x j are constructed inductively from (s 1 ; : : : ; s q ).
We may also express this by saying that the language L of normal forms decomposes as a product L = L 1 : : : L n , where L j is the language of normal forms of the elements of X j .
1.7. The following simple lemma, due to Deodhar, is the key to all that follows : Lemma. | ( 3] (a) If l(ws) < l(w), there exists a unique j, 1 j p, such that NF(ws) = s 1 : : :ŝ j : : : s p . (b) If l(ws) > l(w), there exists a unique j, 0 j p, and a unique t < s j+1 such that NF(ws) = (s 1 ; : : : ; s j ; t; s j+1 ; : : : ; s p ). In other words, on right multiplication by a generator, the normal form is modi ed by either erasing or inserting a single term. Proof. Clearly, (a) implies (b) by exchanging the roles of w and ws. So we prove (a), by induction on n, and for xed n by induction on p. When n = 1 there is nothing to prove, so we assume n > 1 and also p > 1. Write w = vx, v 2 W n?1 , x 2 X, as in prop. 1.2, so that NF (w) is NF (v) followed by NF (x). If x = ", we apply induction on n. So we may assume x 6 = ".
From lemma 1.7, we have either xs 2 X, in which case NF (ws) is NF (v) followed by NF (xs), or xs = tx, t 2 I n?1 , in which case NF (ws) is NF (vt) followed by NF (x); and l(xs) < l(x) in the rst case, l(vt) < l(v) in the second. If l(x) < p, we may conclude in both cases by induction on p.
So assume w = x 2 X, and write x = s max w 0 . From 1.7 (a), xs 2 X. Hence NF (xs) is s max followed by NF (w 0 s), with l(w 0 s) < l(w 0 ), and again we may conclude by induction on p.
1.9. The normal forms induce a natural tree-structure on W, of which X is a sub-tree (except for its root ", it is even a full sub-tree.). To conclude this section, we would like to make some additional remarks about normal forms, which are useful in predicting the structure of these trees. (a) Let I, J be two subsets of S. Then it is well-known ( 1] ch. IV exercice 3) that each (W I ; W J ) double coset in W also posesses a unique element of minimal length. Let I W J be the set of these minimal representatives, and let y 2 I W J . Then it is easy to see the following. The stabilizer of W I y under the right action of W J is again a parabolic subgroup W K , where K = fs 2 J j ys 2 W I yg (from lemma 1.7, this is equivalent to the fact that there exists a t 2 I such that ys = ty.) The minimal coset representatives in W I yW J with respect to I are precisely the elements x = yz, where z runs through the minimal coset representatives in W J with respect to W K . Of course in this situation there is no concatenation of the normal forms, in general. In the Appendix, we have applied this with I = J = I n?1 . (b) Assume now that W is nite, and let I S. Then 2.2, we must have xs p = tx for some t < n; therefore, (s 1 ; : : : ; s p ; s p?1 ) cannot be reduced. Since it follows from our assumptions that all strict subwords are reduced, the only possible reduction is that of s 1 2.4. Using the preceding lemma, it is now easy to conclude. Notice that the normal form of the word (s 2 ; : : : ; s p ; s p?1 ) can be determined using the induction hypothesis. Indeed, although this word is of length p, we cannot have s 2 = s max since we already have s 1 = s max and (s 1 ; s 2 ) is part of a normal form. So either s max does not appear at all, and we can apply induction on n, or its rst appearance is not in the rst position, and the normalization problem breaks down into two problems of smaller length. So we are able to decide which case of the lemma applies. And if we are in case (b), NF (s 1 ; : : : ;ŝ j ; : : : ; s p ) can also be determined using the induction hypothesis, hence NF (s 1 ; : : : ; s p ) can be determined in all cases.
3. The nite case 3.1. Assume now that the group W is nite. The normalization procedure described in the previous section is pieced together from many instances of the problem of nding normal forms of words of the form (s 1 ; : : : ; s p ), where (s 1 ; : : : ; s p?1 ) is the normal form of a parabolic element in one of the X j . The number of these parabolic elements depends immensely on the choice of the ordering of the generators, but can be reduced to a very small number (growing logarithmically with the size of the group) if the ordering is wellchosen. Then the computations with parabolic elements may be done once and for all, the results stored in tables, and we get a very fast linear time normal-form algorithm for an arbitrary string in S .
Let jX j j be the cardinality of X j , so that jWj = Q n j=1 jX j j, and identify X j with the integers in 0; jX j j ? 1] by enumerating its elements in ShortLex order. For 1 j n, de ne a transducer T j with state set X j , alphabet I j (acting on the right), initial state " and accept set X j , as follows : if xs 2 X j , s de nes a transition from x to xs, and there is no output (or more precisely, the output is ()); if xs = tx, t 2 I j?1 , s de nes a transition from x to itself, and the output is (t). These tables may be constructed using, for instance, the normal form algorithm described in the previous section. Then in order to nd the normal form of an arbitrary word (s 1 ; : : : ; s p ) 2 S , start with the transducers T j all in their initial states, and read (s 1 ; : : : ; s p ) through T n ; let x n be the end state, and let (t 1 ; : : : ; t q ) be the output. Now read (t 1 ; : : : ; t q ) through T n?1 , and continue until reaching T 1 (notice that T 1 never has any output.) Now T j holds the term x j in the decomposition w = x 1 : : : x n in cor. 1.6, where w = s 1 : : : s p , and the desired normal form is obtained by concatenating the normal forms of the x j , which may be stored in lookup tables.
But of course in this situation it is better to keep the group elements as much as possible in the form of n-tuples of integers, and expand them to normal forms only when necessary. For example, if we have v = x 1 : : : x n and w = y 1 : : : y n , we may compute vw by starting with each X j in state x j and feeding NF (w) through the cascade of transducers as above.
3.2.
We outline an algorithm that will construct the transducer tables recursively, and very e ciently, as follows. The tricky part is that we do not know a priori which elements of W are in X (indeed, we might not even know the cardinality of W), and it is not practical to enumerate W in order to nd them. So the algorithm will also have to build up X as it goes.
By induction on n, we may assume that the transducer tables for all the T j , j < n, have already been constructed. Denote by X(p) the set of elements in X of length p.
We make the following remark. Let x 2 X(p), p > 1, (s 1 ; : : : ; s p ) = NF (x), and s 2 S. Then we have three mutually exclusive cases : (a) xs = tx for some t 2 I n?1 ; (b) xs 2 X but (s 2 ; : : : ; s p ; s) is not a normal form; (c) xs 2 X and NF (xs) = (s 1 ; : : : ; s p ; s) (this follows for instance from the normal form algorithm in sect. 2.) A moment's thought will show that as x runs through all the elements of X(p), the elements xs encountered in case (c) will perform a bijective enumeration of X(p + 1), together with their normal forms, and that if we run through X(p) in lexicographical order, we will also obtain the elements of X(p + 1) in lexicographical order. Notice that in fact all state transitions from y 2 X(p + 1) to x 2 X(p) are \inverse" to the corresponding state transition x ! y (for the same generator), hence in the course of lling in the transducer tables for the elements of X(p) we may also ll in all the \length-decreasing" state transitions for the elements of X(p + 1). This allows us to consider only length-increasing transitions; then in case (b) we obtain a transition to a state in X(p + 1) of the form x 0 s 0 , with x 0 < x. Now it is easy to describe the desired algorithm. If x = ", we get a transduction s ! s for all s 2 I n?1 , and a new element of X, viz. s max , when s = s max . If p = 1, we note that X(1) = fs max g; the corresponding state transitions are lled in by direct inspection as in sect. 2.2. Now let p > 1, and construct the tables for x 2 X(p) in lexicographical order, assuming that the tables for all elements of smaller length have already been constructed, and that the length-reducing transitions for X(p) have already been lled in as explained above. We already know NF (x) = (s 1 ; : : : ; s p ). Let s 2 S. By induction, we are able to determine (using the fast algorithm described in 3.1) whether or not (s 2 ; : : : ; s p ; s) is a normal form, and if it is not, to normalize it. If (s 2 ; : : : ; s p ; s) is not a normal form, we have xs = x 0 s 0 for some x 0 < x 2 X(p) and some s 0 2 S so we read o xs by induction.
Otherwise, we are in the situation of lemma 2.3, which in the present context we can use very e ectively, since all the necessary computations can be performed using only those parts of the transducer tables that are already known. If xs = tx, we have a transduction, and otherwise xs is a new element in X(p + 1). 4 . Knuth-Bendix rules 4.1. Recall that a set of rewrite rules in S is simply a set of ordered pairs R = f(a; b)g S S , with a > b in ShortLex for each (a; b) 2 R; we will usually write a ! b instead of (a; b). If a word c 2 S contains the left-hand side of a rule a ! b as an interval, in other words if c is of the form uav for some u; v 2 S , we say that the rule a ! b applies to c, and that ubv is the reduction of c corresponding to a ! b. If none of the rules in R applies to c, we say that c is R-reduced. Since reductions are strictly decreasing in ShortLex, it is clear that starting from an arbitrary word c we will reach an R-reduced word c 0 in a nite number of steps; but of course several distinct reduced c 0 might be obtained from a given c. We will write c R c 0 if there is a nite sequence of reductions taking c to c 0 ; any R-reduced c 0 such that c R c 0 will be called an R-reduction of c.
We say that a set of rules R is complete, if each c 2 S possesses a unique R-reduction c 0 ; in this case we say that c 0 is the R-normal form of c. We say that R is reduced if the following conditions hold :
for each a ! b 2 R, b is R-reduced; for each a ! b 2 R, a is reduced with respect to all \lower" rules (where the rules (a; b) are taken in lexicographical order, i.e. looking rst at a, then at b.)
Finally we say that c and c 0 in S are R-equivalent if there exists a nite sequence u 0 = c; u 1 ; : : : ; u s = c 0 in S such that for 1 j s we have either u j?1 R u j or u j R u j?1 (where of course we may always assume that u j and u j?1 are connected by a single rule).
By an easy induction on s, one sees that if R is complete, then c and c 0 are R-equivalent if and only if they have the same R-normal form, which is then also the unique smallest element in the common equivalence class of c and c 0 . Hence we may de ne for general R the R-normal form of c 2 S to be the unique smallest element in the R-equivalence class of c. 4 .2. In the theory of monoid presentations, the basic problem is to deal with an equivalence relation of the form above, corresponding to the set of relations of the presentation. If we orient each relation putting the larger element to the left, we obtain a set of rules, but of course this will not in general be complete. Clearly it would be very desirable to nd a complete set of rules de ning the same equivalence relation. In a certain sense this is always possible : we refer to 5] chap. 6 for a description of the celebrated Knuth-Bendix procedure that will construct from any nite set of rules R a (possibly in nite) complete and reduced set of rules R 0 such that R and R 0 de ne the same equivalence relation. In 5. Bruhat order 5.1. In this section we wish to recall some results of Deodhar's concerning the determination of the Bruhat order in a parabolic decomposition, and show how the necessary computations can be performed with essentially the same transducer tables that were constructed in sect. 3.2. We will also indicate the marvelous computational consequences of these results.
We recall the de nition of the Bruhat order on W. Let w 2 W, and let a = (s 1 ; : : : ; s p ) 2 S be a reduced expression for w. Then we say that v w in the Bruhat order, if there exists a strictly increasing sequence 1 j 1 < : : : < j q p such that v = s j 1 : : : s j q ; this condition does not depend on the choice of reduced expression for w, and obviously de nes an order relation.
Note in particular that if w 2 W, s 2 S, ws > w (resp. ws < w) if and only if l(ws) > l(w) (resp. l(ws) < l(w)). 5.9. Finally, we remark that the computation of a product v w can be carried out using essentially the same transducers as the ones that were used for the ordinary product.
In order to explain

Theorem ( 4]
The only di erence is that a transition (x; s) ! xs with xs < x should be replaced with (x; s) ! x (and still no output.) For the computation of v=w, replace state transitions (x; s) ! xs with xs > x, xs 2 W I with (x; s) ! x (and of course remember that the reduced decomposition of w should be fed through the transducers in reversed order).
Transductions should be left untouched, as they may lead to later reductions; this does not matter since transductions do not move x in any case. Then one should make a table of the elements a x;y , using the recursive procedure described in th. 5.3, and all the necessary data will be available. 5 .10. Example. | The coe cients a x;y in type A n We enumerate S = fs 1 ; : : : ; s n g as in the Appendix. For 1 i j we set x i j = s j s j?1 : : : s i , and x i j = " whenever i > j. Then X = fx i n g 1 i n+1 , and x i n x j n in the Bruhat order i j i. Assume j n; then there exists exactly one s 2 S such that x j n s < x j n , viz. s = s j . But for i > j, we have x i n s j = x j n if i = j + 1, s j x i n otherwise. From this, it is easy to see that we have in all cases : a x i n ;x : ; s n | we refrained from this enumeration in the body of the paper, in order to avoid running into triple subscripts.They correspond to columns in the table, to edges in the tree. Parabolic elements are numbered from 0 to jXj ? 1, in ShortLex order, and denoted by x j , 1 j jXj ? 1. They correspond to rows in the table, to vertices in the tree. In column j, row k, we write x q if x k s j = x q 2 X, s i if x k s j = s i x k . In column 0, we write the last term of NF x k (if k > 0); from the corresponding state transition, one then gets the parent of x k and hence the structure of the tree. We list all the KnuthBendix relations involving s n (except the trivial \reduction" rule (s n ; s n ) ! ()). The other Knuth-Bendix rules are obtained recursively from the data for the subgroups W j .
For our purposes, the numbering of the vertices in the Coxeter diagram is essential; it is necessary to distinguish between isomorphic groups with di erent numberings. This is the reason for the consideration of the \types" D 3 , E 4 , E 5 , F 3 . Also the non-irreducible groups D 2 and E 3 appear in the course of the descent. For the three families A n , n 1, B n , n 2, D n , n 3 of classical groups, the transducer tables lend themselves to a uniform description which we have expressed through \shifted embeddings" : we say that a table has been \shifted by m", m 1, if each x k has been replaced by x k+m , while the s i 's are left untouched.
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