Abstract-In this paper, the results of moving-target detection in multichannel UHF-band synthetic aperture radar (SAR) data are shown. The clutter suppression is done using finite-impulse response (FIR) filtering of multichannel SAR in combination with a two-stage fast-backprojection algorithm to focus the moving target using relative speed. The FIR filter coefficients are chosen with the use of space-time adaptive processing filtering. Two parameters are used for target focusing, target speed in range and in azimuth. When the target is focused, both speed parameters of the target are found. In the experimental results, two channels were used in order to suppress clutter. In the resulting SAR images, it is obvious that very strong scatterers and the forest areas have been suppressed in comparison to the moving target in the image scene. The gain obtained can be measured using signal-to-clutterand-noise-ratio gain, which is about 19 dB. Another way to measure the signal processing gain is the ability to suppress the strongest reflecting object in the SAR scene. The gain of the target in relation to this object is 25 dB. This shows that using UHF-band SAR ground moving target indication (GMTI) for suppressing forest and increasing the target signal can work.
I. INTRODUCTION
T ARGET detection and position estimation drove the mission requirements of the earliest radar systems. The first efforts used monopulse radar to help determine the position of a target. However, to be able to perform such tasks, the target should stand out in respect to the surrounding, i.e., it first has to be detected and its angle has to found with good precision. If a target cannot be found just by scanning in the angle, then knowledge of the target such as signature or Doppler generated by target motion can be used in order to detect it. To increase detection ability, many echoes can be stored and combined together for noise suppression. This suppression is due to the very short correlation time of noise and the longer correlation time for the echo of a target. However, we are interested not only in detecting an object and estimating its speed but also in obtaining an image of the object.
Synthetic aperture radar (SAR) has the ability to obtain high-resolution images of ground scenes, including targets. Normally, in a SAR image, it is hard to directly detect moving targets, particularly if the clutter is strong and the target is smeared and displaced due to the movement of the target during the SAR integration time. In order to reliably detect moving targets, new signal processing algorithms are needed. Much research has been made into algorithms to detect the moving targets, to estimate their parameters, and to obtain focused images of the targets.
Most SAR systems are equipped with only one antenna, and getting good results with moving-target detection, parameter estimation and, target focusing for single-channel SAR is challenging [1] - [9] . For instance, in [4] and [5] , the detection is made in the SAR raw data, by detecting the azimuth chirp of the moving target which is one characteristic of moving targets. In [2] , [3] , and [7] - [9] , focusing of the target in the final image is used to detect moving targets. As suggested in [6] , many images can be created along the aperture and change detection applied.
With the use of two or more channels, there are more degrees of freedom to detect a moving target by suppressing radar returns from unmoving (stationary) scene elements and/or by enhancing the signatures of moving targets. For the detection of moving targets in multichannel SAR, the displaced phase center antenna (DPCA) and along-track interferometry (ATI) techniques have be used. DPCA basically subtracts the signal of two different antennas, as they are moved in the azimuth direction [10] , [11] , while the ATI algorithm uses the phase difference information of the two antennas in order to detect targets [10] , [12] . Many experiments with DPCA have been conducted, for instance, [10] and [11] .
There are a number of clutter suppression approaches to enhancing moving-target detection that are based on the properties of the radar sample covariance matrix [13] . Spacetime adaptive processing (STAP) is another clutter suppression approach for moving-target detection in multichannel SAR. In STAP, instead of just subtracting two signals, statistical properties are used in order to suppress the clutter and noise. In, e.g., [14] and [15] , STAP for SAR was suggested, and in [14] , results were also presented. Further results were shown in, e.g., [16] and [17] . Several approaches of SAR-STAP were also investigated in [18] and [19] . However, in most of these experiments, the operating frequencies of the systems were at X-or C-band, in which the foliage penetration ability is not as good as in UHF and very high frequency (VHF). The experimental results shown in this paper are within the field of STAP for lower UHF band SAR [20] , thus introducing SAR-STAP results that the authors believe to be the first on lowfrequency SAR. 
II. FBP
This section gives an overview of the fast backprojection (FBP) algorithm [21] . FBP is a special case of the fast factorized backprojection (FFBP) algorithm [22] , [23] . FBP consists of one prestage and two processing stages. The main stages and its pseudocode are presented in Algorithm 1.
In the prestage, the complete aperture is split into a number of equally sized subapertures. For each subaperture, a polar grid is generated for which the step size in polar angle α is decided by Δ cos α ≤ λ min /2l, where l is the subaperture length and λ min the shortest signal wavelength, while the step size in range R is decided by ΔR ≤ c/2B [21] , where B is the signal bandwidth, and c is the speed of light. Fig. 1 illustrates the polar grid which is used in FBP.
In the first stage of the algorithm, the polar image is generated by summing the contributions from all measurements in the subaperture for each position in the polar grid. The generation of the polar image can be mathematically expressed by
where t is the slow time, t k is the slow time for the center for the subaperture, v p is the speed of the platform, and R and α are the range and angle in the polar grid, in which the angle α is measured from the positive azimuth axis. Here, the azimuth axis is defined by the subaperture, and the positive direction is defined as the flight direction. Later in the text, h k (R, α) for a given α is often referred to as a beam. In the second stage, for each subaperture, the data from the polar image is interpolated into the final Cartesian image. Then, all Cartesian images are superpositioned to generate the final SAR image.
III. MOVING-TARGET FOCUSING AND RELOCATION
This section describes moving-target focusing and how it can be integrated with FBP. In SAR, what distinguishes a moving target from a stationary target is the different range history over the integration time. We assume a target with movement parameters given by
where t 0 is the time where the distance is at the minimum between the target and the platform and (x 0 , y 0 ) is the position of the target at minimum range. With a platform moving at constant speed v p in azimuth, the range history of the target can be written as [24] 
where γ t is the normalized relative speed (NRS) and X t and Y t are the azimuth and slant range image coordinates of the target. As presented in [24] , γ t , X t , and Y t are found to be
where h is the flight altitude. Since we now know the target range history, we can process the SAR image accordingly, thus focusing the target, i.e.,
where γ p is the processing NRS, X p is the azimuth image coordinate, and Y p the slant range image coordinate in order to focus all targets with γ t = γ p . This holds for all SAR processing algorithms. More specifically, one can modify (1) to
The focusing can be conducted in a similar manner in the second stage of FBP, when making the transformation from polar to Cartesian image grid
where X c k is the azimuth position corresponding to t = t k , i.e., the azimuth position for the origin of the k th polar image. If we are able to focus the target for a certain γ p , the gain in SCNR is usually significant. However, we do not have information about the relation of v x and v y , and since X t in (5) depends strongly on v y , we need to have information about target bearing in order to find the actual x 0 and y 0 of the target.
Let us have a look at (4) again. We can see that (4) can be rewritten to the following form:
where v t is the speed of the target and α t is the bearing as illustrated in Fig. 2 .
Solving (10) for v t , we obtain
In Section IV, (22) allows for the estimation of the parameter α t . Having the estimates of γ t and of α t , (11) gives us an estimate of v t .
IV. CLUTTER SUPPRESSION FOR GMTI
In this section, the theory for suppressing clutter in multichannel SAR is presented. First of all, in order to perform suppression, we must know what to suppress; therefore, we need a model for our received signal. In this paper, the assumption is that the received signal consists of the target signal, clutter, and receiver noise, as formulated in
where l is the antenna number, s l is the reflection from the target, c l is the received reflection from clutter, and n l is the noise in the radar receiver. In SAR, multiple radar pulses are transmitted and received with a certain pulse repetition frequency (P RF ) during the time when the radar system moves along a path, called the synthetic aperture. Between each pulse, the radar system has moved a certain distance Δl, and the noise can be assumed white and is thus decorrelated, while the clutter and the target signal still are correlated. Such a property is the basis for the development of the clutter suppression techniques such as DPCA, ATI, and STAP for GMTI. This paper focuses on the STAP technique for performing clutter suppression in multichannel SAR.
In this section, we first give some background to STAP processing, and then, we move to the implementation used in this paper and differences from earlier publications.
Throughout this section, A • B means elementwise multiplications of A and B, and boldface refers to vectors or matrices.
A. STAP
This section explains how the STAP processing was implemented in the research presented in this paper. As part of a larger processing scheme presented in this paper, STAP processing is an essential part. In Fig. 7 , one finds a general overview.
In order to retrieve s l from x l in (12), a finite-impulseresponse filter is applied which combines range frequency samples of the channels to obtain a single filtered output signal x f iltered as presented in
where w denotes filter weights, x k is the measurement vector including all channels, k range part, or subbeam index, and (1) in a certain interval of R, for a certain given α. The reason that we need to introduce k, i.e., the subbeam index, is that the optimal filter changes along the range vector and thus must be updated. Therefore, in the implementation of STAP combined with SAR in this paper, each beam in the polar image is split in the range direction into a certain number of subbeams.
In order to find an optimum w, it has been suggested in [16] , [25] , and [26] to use w as given in
In the above equation, C i refers to the covariance matrix of the combination of all interferences, in our case assumed as noise and clutter. The steering vector which is used to maximize the signal strength for certain target dynamic parameters is denoted by u. Depending on the accuracy in the estimate of C i and the noise power in relation to the covariance between the antennas, the direct use of the inverse may sometimes give bad results; therefore, we choose to use the Moore-Penrose pseudoinverse. Thus, we rewrite (15) to
Hence, we can reformulate (13) as
N refers to a normalization factor. In this paper, we chose a normalization factor according to (18) . Through this choice, a constant false alarm rate is obtained over the image, i.e., the noise level will be equalized over the image
After this, each subbeam is transformed to the Fourier domain using fast fourier transforms (FFTs). Now, some steps are illustrated with data for which the complete results are shown in Section V, for which the system parameters are given in Table I . In Fig. 3 , the beam from a polar image is shown, and in Fig. 4 , one subbeam from the beam in Fig. 3 is shown. The FFT of Fig. 4 is shown in Fig. 5 . As seen in Fig. 5 , almost all energy of the signal is around the frequency of 313 MHz. All of these steps are always taken for both radar channels. We denote the subbeams and their Fourier transforms by
where k is the subbeam number, l is the channel number, f is the frequency, and τ is the time. The next step is to obtain an estimate of the covariance matrix, C i . This is made by calculating a weighted sum of the Fourier transforms from the subbeams. The signal strength varies strongly between subbeams. In order to compensate for this and obtain a good estimate for the covariance matrix, the different subbeam FFTs are equalized (20) with x k given by
After having an estimate of C i , we need to define the steering vector only. In this paper, we use the steering vector for focusing a moving target with a constant speed v t and moving in the bearing α t . The steering vector can be found as
where f min refers to the lower signal frequency, df is the frequency step, d ant is the distance between the effective phase centers of the two channels, and v p is the platform speed.
The steering vector is, in this paper, used as a means to improve the signal-to-interference ratio. It does so by shifting the filtered beams according to the movement of the target during the time span between the first antenna until the second antenna is in the same azimuth position. The steering vector is the key in being able to find the target bearing as it is able to maximize the target signal with regard to target dynamics. That means that a search in α t for the steering vector in the filter allows for estimating α t . Furthermore, the chosen steering vector assumes the target moving with constant velocity, in the same manner as for focusing using NRS.
B. Integration of STAP in FBP
Multiple methods are combined in order to perform the filtering as presented in this paper. Methods in this context refer to the physical setup of the radar system and also to the different signal processing techniques that are used. Fig. 7 . In this figure, the complete processing scheme is illustrated using two radar channels, from raw data to SAR image with a focused moving target.
First of all, with regard to the physical setup, a number of receiving antennas are used. All antennas are placed on an airborne platform with the antennas placed in the alongtrack direction. In Fig. 6 , the antenna used in the experiment presented in this paper is shown. The specific system used in the experiment in this paper is LOw frequency RAdar (LORA) [27] , [28] which is a very high resolution UHF SAR system with GMTI capabilities.
Second, with regard to SAR signal processing, a two-stage back projection algorithm is used, namely, FBP which was presented in Section II.
In order to suppress clutter in the SAR images, STAP is used as presented in Section IV-A. This clutter suppression is conducted on the range beams in the polar images in the first stage of FBP. This is performed for each subaperture in a similar manner as in [16] . The main differences in comparison to [16] is the normalization factor used when estimating the covariance matrix, the use of FBP instead of the local backprojection (LBP) algorithm, and the fact that no assumptions are made with regard to dependences within the covariance matrix. Both LBP and FBP are two-stage implementations of FFBP, but the difference is that LBP is based on splitting the full image grid into subimages and forming small beams over each subimage instead of generating beams that cover the whole image area as in FBP. Fig. 7 shows the complete processing scheme for Algorithm 2: Integrated SAR and STAP Algorithm two channels from raw data to obtaining detection, focusing, and speed estimation of moving targets. The pseudocode of the processing scheme is presented in Algorithm 2.
Third, the hypothesis testing for target relative speed as well as the target bearing is conducted. The bearing estimation is an integrated part of the STAP, as it is conducted by varying target parameters in the steering vector. The hypothesis testing for different relative speed is performed in the last stage of FBP, as the clutter-suppressed polar images are being backprojected onto the Cartesian image grid.
V. RESULTS
In this section, results using the LORA system developed by the Swedish Defence Research Agency (FOI) [20] , running in GMTI mode with two receiving antennas and one transmitting antenna, are presented. The experiment was conducted in 2005 on the island of Visingsö in the lake Vättern. The main experiment parameters can be found in Table I . In this section, coordinates in the images will be referred to as (X, Y ), where X and Y are the local azimuth and the local range, respectively.
In the experiment, one truck was driven at a speed of approximately 50 km/h on a field along a small road along the west coast of Visingsö island, while the airplane flight path was almost orthogonal to the target path. The experiment setup is shown in Fig. 8 . The target carrying a corner reflector is shown in Fig. 9 . The aircraft and the truck do not move parallelly nor perpendicularly. This leads to the target being displaced in azimuth and smeared out in the image. In Fig. 10 , the target is visible close to the position (1500, 500). However, the energy of the target is much lower compared to that of the strong reflecting objects such as that at (2700, 500) which are specular reflections from large houses. In this original image, the square of the peak value of the target is 2 dB below the average energy of the clutter. First, a certain target moving direction was guessed to be 120
• . After this, a set of images for different NRS was created, and the gain in signalto-clutter-and-noise ratio (SCNR) was measured according to [29] , as well as the gain of the target in relation to the strongest point in the image. In Fig. 11(a) , the different measurements of SCNR gain versus NRS are shown. A peak can be seen at 1.03, corresponding to the highest SCNR gain in the process. A closer search shown in Fig. 11(b) was performed around 1.03, in which the maximum was found at 1.031. The gain is approximately 19 dB. The next step is to, based on the NRS estimate, try to focus the target better with regard to target bearing and thus obtain an estimate of α t . The results are shown in Fig. 12 . Here, we see that a bearing of 104
• appears to be a good estimate. The bearing of 104
• and NRS of 1.031 give a speed of 13.87 m/s.
The highest gain in SCNR is approximately 20 dB, with an SNR loss in the filtering at only 0.6 dB. SNR loss is here defined as the ratio of the energy of the peak pixel of the target to the mean energy of the noise. In this best case, the gain is over 23 dB with regard to the strongest object in the SAR image prior to filtering. The image corresponding to these best values are found in Fig. 13 , in which the target is highlighted with a red rectangle and a zoom of the target signature can be seen. Please note that the target is the strongest object found in the whole image after the filtering. Also note that the clutter energy is on the same level as the noise all over the image. This indicates successful filtering. As mentioned in, e.g., [27] , the attenuation in the forest on UHF is less than 10 dB; thus, chances appear good to detect this target also if hidden under forest. Fig. 11 . In this figure, the SCNR of the target in the SAR image after focusing the target for different NRS is shown. In (a), the step size is 0.01, and the measurements span from 0.96 to 1.04. At 1.03, there is a clear peak. A smaller step size of 0.001 is used around 1.03 and shown in (b). At 1.031, a clear peak can be distinguished. For these plots, the target bearing was chosen to be 120 • . Fig. 12 . In this figure, the SCNR of the target in the SAR image has been measured by searching in bearing the αt from 90 • to 135 • . The gain increases monotonically until 104 • , after which the gain is reduced gradually. Fig. 13 . In this figure, the SAR image after focusing the target for relative speed is shown. The target signature is highlighted with a red square, and a zoom can be viewed. It must be noted that the truck is now the strongest of all reflections in the SAR image. Even the very strong specular reflections found in the original image are successfully suppressed to the noise level and can no longer be detected in the image.
VI. CONCLUSION
This paper has presented how filtering with two-channel UHF SAR can be conducted using STAP and relative speed focusing. This paper has also shown how the process can be integrated into a SAR processing algorithm named FBP. In the proposal, the filtering step takes advantage of the fact that FBP as the first stage performs a Doppler filter. The STAP filtering is applied on the Doppler-filtered beams. Results are presented from a measurement campaign with the UHF Ultrawideband (UWB) SAR system LORA. The field experiment shows good results with a gain of about 20 dB in SCNR and even up to 23 dB in gain when compared to the strongest object in the image before filtering. The strongest object here refers to object giving the strongest reflections and thus has the highest intensity in the original SAR image. It can thus be concluded that the method combined with the LORA system has good chances for success with SAR GMTI in combination with forest clutter. It should, however, be noted that it is not known how intermodulation effects between the target and forest clutter for a target concealed in the forest would affect the SAR GMTI algorithm, and therefore, further experiments are needed in order to prove that a moving target hidden under forest can been detected.
