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In l%l, Clark proved that if either the feasible region of a linear program or its 
dual is nonempty and bounded, then the other is unbounded. Recently, Duffin has 
extended this result to a convex program and its Lagrangian dual. Moreover, 
Duffin showed that under this boundedness assumption there is no duality gap. 
The purpose of this paper is to extend Duffm’s results to semi-infinite programs. 
1. INTRODUCTION 
Consider the following convex program ‘Yn’,: 
inffW 
subject to x E E, 
g,(x) I 0, i = 1,2 ,..., n. RIP,> 
Here E is a closed convex set in W” and f, g,, . . . , g,, are real-valued 
functions which are continuous and convex on E. Let -9” be the optimal 
value of 9, and let C, be the feasible region. Recall that 
C,= {XIX E E,gj(x) 5 0;i = 1,2 ,..., n}. 
The Lagrangian dual GIIn of 9” is 
sup inf L,(x,h), 
hzox- 
(9”) 
where L,(x,h) = f(x) + ZyM,Xigi(x). Let 917,51V be the optimal value of 
9,, and let D,, be the feasible region. A vector X is feasible for Q,, if Xi 1 0 
for all i and inf,,,l,(x, X) > - 00. 
THEOREM (Clark-Duffin). Giuen a convex program and its Lugrangiun 
dual, assume that the feasible region of one of the program is noneqty and 
bounded. Then, the other feasible region is unbounded. Moreover, both 
program have finite optimal values which are equal. 
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The linear case of the above theorem was proved by Clark in [3], the 
convex case by Duffin in [4]. (Actually, Duffin proved his result in a 
normed vector space.) In [2], Chames et al. studied Clark’s theorem in the 
context of linear programs whose primal constraints are written as equa- 
tions. For such linear programs, they showed that the feasible region of 
both the primal and dual programs can be bounded. Moreover, when this 
occurs both feasible regions are actually point sets. 
The purpose of this paper is to extend the Clark-Duffin theorem to 
semi-infinite programs. The key idea is first to approximate a semi-infinite 
program and its dual by qn and ‘8”, respectively, and then to apply the 
Clark-Duffin theorem to 9” and q,,. The result will follow by taking the 
limit as n goes to infinity. 
In [6], Eckhardt has already derived the boundedness-unboundedness 
relationship for the feasible regions of a semi-infinite linear program and 
its dual utilizing a normality condition. In the work below, Theorem 1 
utilizes only a feasibility condition. This allows Duffin’s and Eckhardt’s 
results to be generalized and united. 
It is worth noting that prior to Duffin’s work in [4], Avriel and Williams 
extended Clark’s theorem to posynomial geometric programs in [l] and 
Peterson extended the theorem to generalized geometric programs in [9]. 
Peterson’s result also utilized a normality condition. 
2. THE MAIN bSULTS 
Consider the following semi-infinite program 9: 
infAx) 
subject to x E E, 
giCx) 5 O, i= 1,2,... . (9 
As in the previous section, E is a closed convex set in R” and f,g,, g2, . . . 
are real-valued functions which are continuous and convex on E. Let 929 
be the optimal value of $? and let C be the feasible region. Recall that 
C= {XIX E E,gi(x) I O;i- I,&...}. 
For a dual program, choose the formal Lagrangian dual 9. Recall that 
9 is 
sup inf L(x, A), 
X>O xeE 
(9) 
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where 
L(x,h) =f(x) + E Aigj(x) 
i-l 
and only finitely many of the hi are nonzero. Let 9R’% be the optimal 
value of Q and let D be the feasible region. A vector X is feasible for 9 if 
Ai 2 0 for all i with only finitely many Ai nonzero and inf,,,l(x,h) > 
-al. 
The set D above is bounded if it is bounded in the topology of pointwise 
convergence. In other words, D is bounded if there exists a positive it4 such 
that IXi 1 I M for all i and for all X E D. Unfortunately, as Example 1 
illustrates, the boundedness-unboundedness relationship of the feasible 
regions in the Clark-Duffin theorem does not extend to the semi-infinite 
case without additional hypotheses. 
EXAMPLE 1. Consider the following program: 
infx 
subject to x 2 n, n = 1,2,... 
and its dual 
subject to 1 - 2:. ,X, = 0, 
X, 2 0 for all n, 
X, # 0 for finitely many n. 
If X is feasible for the dual, then 1 h, f I 1 for all n. In other words, the dual 
feasible region is nonempty and bounded while the primal feasible region 
is empty. 
THEOREM 1. If the feasible region of either 9 or 9 is nonempty and 
bounded, then the other feasible region is empiy or unbounded. 
Before we prove this theorem, it is worthwhile to note that the feasible 
region C, of 9” decreases to the feasible region C of 9 as n tends to infinity 
and that the feasible region D,, of q,, increases to the feasible region D of 
cii>. In other words, C = nz ,C,, and D = u ,“-, 0,. This implies that 
%?PPlim +.,5X9” and that GJlt9 2 lim,,,Xq*. 
Proof of Theorem 1. Let C, D, C, and D, for n = 1,2,. . . be as above. 
If C is nonempty and bounded, then so is C, for all large n. This follows 
directly from the fact that a closed convex set B is unbounded if and only 
if there is a nonzero vector y such that x + ay E B for all a L 0 and for 
all x E B. (Here, assume each C, is unbounded and show C is unbounded.) 
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By the Clark-Duffin theorem, D,, is unbounded for all large n. Since each 
D, is contained in D, the set D is unbounded. 
If D is nonempty and bounded, then so is D,, for all large IZ. Hence, by 
the Clark-Duffin theorem, C, is unbounded for all large n. If C is 
nonempty, then C is unbounded as reasoned above. 0 
Example 1 shows that the feasible region of 9 can be empty when the 
feasible region of q is nonempty and bounded. The next example shows 
that additional hypotheses are also needed in order to extend the duality 
part of the Clark-Duffin theorem. 
EXAMPLE 2. Consider the following program: 
inf y 
subject tox I 0, 
-y - 1 I 0, 
(l/n)x -y I 0, n = 3,4,... 
and its dual 
suP(-A,) 
subject toh, + Zzs(X,/n) = 0, 
1 - ZE”,,h, = 0, 
x,2 0, n = 1,2,..., 
h, # 0 for finitely many n. 
Let X be feasible for the dual. Since each A, is nonnegative, the first 
constraint implies that A, = h, = h, = . . . = 0. The second constraint then 
implies that A, = 1. Thus, the feasible region of the dual is bounded and 
the optimal value of the dual is - 1. Since the optimal value of the primal 
is 0, a dual@ gap exists. 
In [5], Duffin and Karlovitz define the weak ualue of a semi-infinite 
program 9 by ‘X9* = limn+m ‘X9”. Since the feasible region of 9n 
decreases to the feasible region of 9 as it tends to infinity, 3n9 2 -9,. 
Strict inequality can occur as seen in Example 2. (There %9* = - 1 while 
3n9 = 0.) As seen below, in order for the optimal values of 9 and 9 to be 
equal when the feasible region of 9 or 9 is nonempty and bounded, it is 
necessary for %9* = %S. (Conditions which imply %9, = X9 can 
be found in [7, 81.) 
THEOREM 2. Zf the feasible region of 9 is nonempty and bounded, then the 
optimal values of 9 and 9 are finite and equal. 
Proof: As seen in the proof of Theorem 1, if the feasible region C of 9 
is nonempty and bounded then so is the feasible region C,, of 9n for all 
large n. Hence, by the Clark-Duffin theorem, ‘%,9,, and %g,, are finite 
CLARK’S THEOREM 11 
and equal for all large n. Since a feasible vector for 9 has only finitely 
many nonzero components, ‘X9 5 lim,,,‘!X9,,. Since the reverse in- 
equality always holds, as observed prior to the proof of Theorem 1, the 
result follows once we show that 31t9 = lim,+,,%$ 
Without loss of generality, we may assume from the above that for all n, 
‘%,$?” is finite and C,, is bounded. For each n, pick x, E C,, with 9R,qn I 
f(x,) I 9R9n + 2-“. Since C,,, c C,, for all n, the sequence (x,) is 
bounded. Let x* be a cluster point of the sequence. (Without loss of 
generality, we may assume that x* is a limit point.) Then x* E C since 
c= c-l,“,, C,. This implies that 9R9 I f(x*). By the lower semi-continuity 
off, 
f(x*) I lim inff(x,) I lim nt?$. 
n+oo R-ace 
In other words, 9R9 5 lim .,,9R9V. Since the reverse inequality always 
holds, 97,s = %ci) as reasoned above. 
The value 9R9 is finite since the feasible region of 9 is nonempty and 
9R9, is finite. q 
Note that in the proof of the above theorem, we showed that %X9p, = 
9R9 whenever the feasible region of 9 is nonempty and bounded. 
THEOREM 3. Zf the femibZe region of 9 is nonempty and bounded, then 
9R9, = 3n9. 
Proof: As seen in the proof of Theorem 1, if the feasible region of ‘4J is 
nonempty and bounded then so is the feasible region of q,, for all large n. 
Hence, by the Clark-Duffin theorem, 9Rqn and %9,, are finite and equal 
for such n. As seen in the proof of the last theorem, %9 = lim,,,%9~. 
Since 9R9* = lim .+,%9~, the result follows. q 
Example 1 shows that 9R9 can be + co in the above theorem. Example 
2 shows that Gx9 can be strictly greater than %Gi) even when the feasible 
region of 9 is nonempty and bounded. 
3. UNCOUNTABLE CASE 
When an uncountable number of constraints are present in 9, there 
exists a countable number of the constraints which have the same feasible 
region as 9, the largest value for 3n9* and whose dual has the same 
optimal value as the dual of 9. This follows from the separability of I?” 
and the representation of a closed convex set by its supporting hyper- 
planes. (The details for the linear case can be found in [7] and for the 
convex case in [8]). The results of Section 2 can now be extended to the 
case where an uncountable number of constraints are present. The details 
z-are left tn the rmt-ls~ 
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