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I. INTRODUCTION
The unimolecular dissociation of an energized molecule, e.g., ABC into the fragments AB and C, AC and B, etc. is of fundamental importance for many aspects of physical chemistry and/or chemical physics. [1] [2] [3] [4] In terms of quantum mechanics it is intimately related to the existence of resonances, i.e., quasi-bound or so-called compound states in the continuum, above the first fragmentation threshold. [5] [6] [7] [8] [9] [10] If the total energy is initially deposited into internal modes ''perpendicular'' to the dissociation mode͑s͒, the ABC complex can live for an appreciable time before a sufficient amount of energy is redistributed enabling the compound state to break apart. The ''quantized'' nature of the complex shows up as resonances in, e.g., the AϩBC scattering cross section or the photodissociation cross section, if the initially bound molecule ABC is excited by light.
Each resonance is characterized by ͑i͒ its energy E res (i) , ͑ii͒ its width ⌫ (i) , and ͑iii͒ the distribution of final product states P (i) (␤), where ␤ represents a complete set of quantum numbers, vibration (n), rotation ( j), etc. for the description of the products. The resonance energies are mainly determined by the Hamiltonian in the inner region of the potential energy surface ͑PES͒, before the molecule has reached the transition state ͑TS͒; the internal energy redistribution among the various degrees of freedom and the coupling between the inner region and the exit channel determine the resonance widths and thus the lifetime of each individual resonance; finally, the distribution of internal quantum states of the products reflects mainly the dynamics in the exit channel, from the TS all the way to the asymptotic region. 11 Knowledge of all three quantities for as many resonances as possible provides the most detailed understanding of the fragmentation dynamics.
The development of new spectroscopic methods such as, e.g., stimulated emission pumping [12] [13] [14] ͑SEP͒ has made it possible to study -at least for small moleculesvibrationally induced resonances in full detail. Textbook examples are HCO and its isotope DCO; comprehensive lists of references can be found in Refs. [15] [16] [17] . Both molecules have long series of resonances, which are primarily built on excitation of the CO stretching mode. For HCO(X), Tobiason et al. 16 have measured energies and widths of more than 50 resonances and Neyer et al. 18 have determined final rotational and vibrational state distributions for some of them. In the case of DCO Stöck et al. 17 have investigated more than 100 resonance states. This unprecedented amount of spectroscopic data for a simple triatomic molecule presents a real challenge for dynamical theory. Other experimentally studied systems include H 2 CO and CH 2 CO, 19 CH 3 O, 20 and NO 2 . [21] [22] [23] Numerous calculations concerning the resonance spectrum of HCO have been published in the past. All of them a͒ use a PES constructed about a decade ago by Bowman, Bittman, and Harding ͑BBH͒ on the basis of -at that timeextensive ab initio calculations. 24, 25 Complete lists of references summarizing the time-independent dynamical calculations of Bowman and coworkers can be found in the two most recent publications of that group. 26, 27 In addition Gray 28 and Dixon 29 have performed time-dependent wavepacket studies. Furthermore, two other groups ͑Grozdanov et al. 30 and Ryaboy and Moiseyev 31 ͒ recently have used HCO for testing new numerical methods for calculating resonance energies and widths.
The BBH PES provides a generally valid description of the true potential energy surface and the intra-and intermolecular dynamics on this surface; all the special features ͑wells, barriers, saddle points, etc.͒ are reproduced. Nevertheless, the BBH surface is not sufficiently accurate to reproduce the most recent and the most detailed SEP data of Tobiason et al., 16 for HCO, and of Stöck et al., 17 for DCO, in a satisfactory way, even after several attempts to improve it. 27 The need for a more accurate PES, if one wants to make a direct, i.e., state-by-state comparison between experiment and theory, is -because of the substantially larger density of states -even more important for DCO than it is for HCO: Without a one-to-one correspondence between measurement and calculation the comparison becomes more and more ambiguous with increasing energy.
About a year ago we presented new ab initio calculations for the two lowest singlet states of HCO, X 2 AЈ and Ã 2 AЉ ͑Ref. 32, referred to as paper I in the following͒. As there have been considerable advances in electronic structure calculations and computer technology over the last ten years our new ab initio calculations are more accurate than the previous ones of Bowman et al. 24 ͑see also the ab initio work of Peyerimhoff and co-workers [33] [34] [35] [36] [37] ͒. In paper I only the angular range from ␣ϭ60°to 180°was covered with ␣ being the H-C-O bond angle (␣ϭ180°corresponds to linear HCO͒ and energies between the ab initio points were calculated by a threefold 1D spline interpolation scheme. The results of time-independent dynamical calculations using this preliminary version of the new PES led to a generally better agreement with the HCO data which became available at the same time, than the predictions with the BBH potential energy surface. On the other hand, they also revealed that the CO fundamental excitation energy was underestimated by about 25 cm Ϫ1 , corresponding to 1.3%. Whether this failure was due to inaccuracies in the ab initio calculations or due to an inappropriate representation of the PES, caused by an insufficient number of CO grid points, was not clear at that time. A discrepancy of a mere 25 cm Ϫ1 is acceptable, if only low excitations are considered; however, since excitations in the CO stretching mode ͑the mode upon which the long progression of resonances is built͒ up to 12 quanta are observed in the measurements, the deviation of 25 cm Ϫ1 for the fundamental accumulates to more than 200 cm Ϫ1 for the highest states considered, which is certainly too large for a state-bystate comparison with experiment, especially for DCO.
In the meantime we have extended the original ab initio calculations by completing the grid to angles below ␣Ͻ60°, which also allows one to use this potential in full scattering calculations, 38 and by adding two more CO separations to the existing five grid points, which makes the representation less ambiguous. The ca. 1000 ab initio energy points are then fit to a global analytical expression. Finally, the potential is slightly scaled, mainly in the CO coordinate, in order to improve the comparison with the experimental measurements. 16 The present article contains the results of our dynamical calculations for HCO and the comparison with the data of Tobiason et al. 16 The results for DCO, obtained with the same PES, are published elsewhere. 39 The article is organized in the following way. First, the analytical fit expression for the PES of the ground electronic state, X 2 AЈ, is described in detail in Sec. II; this section also includes a short description of the characteristic features and a comparison with the BBH potential. A brief discussion of the dynamical calculations together with the essential numerical details are given in Sec. III. The results are presented in Sec. IV and discussed with regard to mode specificity, classical trajectory calculations, and statistical models, in Sec. V. A summary of the essential results in Sec. VI concludes the article. Throughout the paper we use the following notation: 1 , 2 , and 3 represent the HC stretch, the CO stretch, and the bending modes, respectively.
II. POTENTIAL ENERGY SURFACE

A. Ab initio calculations
The ab initio electronic structure calculations are performed with the MOLPRO program package; 40 details about the level of calculation and the basis sets are fully described in paper I and not repeated here. Energies are calculated on a three-dimensional grid defined by the two stretching coordinates R HC and R CO Not all points of this 12ϫ7ϫ12 grid have been considered; for example, points with OH distances below 1 a 0 are discarded. On the other hand, additional energies were calculated at some special points, not represented by the above grid, in order to make the fit less ambiguous. The data cover the entire region important for the fragmentation into H and CO; breaking of the CO bond is not taken into account and therefore R CO is generally smaller than 3a 0 , although a few points with R CO ϭ4a 0 and even 5a 0 have been calculated and included in the fit.
B. Analytical fit expression
The PES of ground-state HCO has a complicated overall topology: two wells ͑the main one near ␣Ϸ125°and a sec-ondary one near ␣Ϸ30°), two saddle points at the linear configurations ␣ϭ0°and 180°, and two conical intersections with another state of 2 AЈ symmetry, also at linearity ͑see Figs. 1-3 in paper I͒. A global fit expression is sought which describes all these structures sufficiently accurately and which leads to deviations from the original data points of not more than a few tens of a cm Ϫ1 . This represents a great challenge for an analytical potential function. After experimenting with various spline interpolation schemes we came to the conclusion, following recent work by Stevens et al., 41 that a rational ansatz, which for a single coordinate x can be written as
is most promising. The extension to three variables is, at least formally, straightforward ͑see below͒. The coordinates used to define the potential expression are R HC , R CO , and the angle ␣. For each of these variables we first define a primitive polynomial basis, which is easy to calculate and which does not have the numerical disadvantages of the monom bases (R HC ) j , etc.,
͑4͒
where the zeros q HC,i etc., are uniformly distributed over the relevant intervals ͑distances are given in a 0 and the angle is given in degrees͒ q HC,i ϭ2.3, 2.5, 2.1, 3.0, 1.9, q CO,i ϭ2.2, 1.9, 2.5, 1.7, q ␣,i ϭ100, 120, 80, 140, 60, 160.
It is understood that P HC 0 ϭ P CO 0 ϭ P ␣ 0 ϭ1. The global potential is written as
where
͑6͒
is the OH separation. The constant energy shift ␦ϭ11.226
eV is chosen so that the potential is zero for infinitely separated H and CO with CO at the equilibrium, HϩCO(r e ) ͑i.e.,
␦ is the dissociation energy D e of asymptotic CO͒; note that the other four contributions to the potential go to zero in the limit of three infinitely separated atoms HϩCϩO. where ϭRϪR e . The parameters are derived from the spectroscopic data given by Huber and Herzberg. 43 The diatomic potential of CO(X) ͓i.e., the fourth term in the first line of Eq. ͑5͔͒ is represented by a rational function. However, in order to avoid zeros in the denominator the general ansatz of Eq. ͑1͒ is slightly modified. The polynomial in the numerator is written as
with z 2,CO ϭ3 and c CO,k real. As the denominator should not become zero, it is written as the modulus square of a complex polynomial,
with n 2,CO ϭ1 and complex coefficients a CO,k . A common prefactor (R CO ) s 2,CO has been extracted in order to reduce the order of the remaining polynomial. With z 2,CO ϭ3, n 2,CO ϭ1, and s 2,CO ϭϪ7 the CO potential has the appropriate (R CO )
Ϫ6
behavior at large separations (3Ϫ2ϫ1Ϫ7ϭϪ6). Finally, in order to make the rational function unique a coefficient either in the numerator or in the denominator has to be fixed. We found that fixing a coefficient in Q CO is numerically most favorable and have chosen a CO,kϭ0 ϭ1. The equilibrium distance of the fitted CO potential is R CO,e ϭ2.139a 0 .
The technical details described above are not important for determining the one-dimensional potential curve for CO. They are, however, indispensable for the three-body potential term ͓second line of Eq. ͑5͔͒ to be described next. Without these refinements of the method the nonlinear leastsquares-fit procedure would not produce a stable result.
The numerator in the three-body term is given by
with z HC ϭ5, z CO ϭ4, and z ␣ ϭ6 ͑210 real coefficients, c jkl ). The denominator is defined, in analogy to Eq. ͑9͒, as the modulus square of a complex polynomial in three variables,
with n HC ϭ3, n CO ϭ3, and n ␣ ϭ3 and a 000 ϭ1 ͑63 complex coefficients, a jkl ). The orders of the prefactors are s HC ϭϪ3, s CO ϭϪ2, s OH ϭϪ2. The small offset ⌬ϭ0.001 ͑atomic units͒ is introduced in order to avoid the denominator getting too close to zero. The PES for the electronic ground state has, at the linear configuration (␣ϭ180°), a conical intersection with another state of the same symmetry; a detailed description of the various electronic states involved and the couplings between them is given in paper I. Initial numerical tests have shown that the conical intersection cannot be described by the polynomials alone but that special functions must be introduced, which have the essential behavior of a conical intersection built in. In three dimensions, the conical intersection is actually a ridge in the (R HC ,R CO ) plane rather than a cone. The coordinates of this ridge are approximately given by the equation
with bϭϪ2.065a 0 Ϫ1 , cϭϪ4.534a 0 Ϫ1 , and dϭ0.7289a 0 Ϫ2 as obtained from the ab initio data. The conical intersection ͑CI͒ is now taken into account by adding
to the numerator of the three-body term in Eq. ͑5͒ with w HC ϭ3, w CO ϭ1, and w ␣ ϭ1 ͑16 real coefficients, d jkl ). The square root leads, for ␣ϭ180°, to a cusp behavior along the ridge of the conical intersection defined by the function g(R HC cos ␣,R CO ). For non-linear configurations, ␣ 180°, the second term of the square root rounds off the cusp and this effect is proportional to sin ␣, i.e., the cusplike behavior gradually disappears as one leaves the linear geometry; the coefficient a is included in the least-squares fitting described below. The third term ⌬ CI ϭ10 Ϫ5 in Eq. ͑13͒ has been introduced for numerical stability. The conical intersection at the other linear configuration, ␣ϭ0, is much higher in energy and therefore less important for the dissociation of HCO into H and CO; for this reason it has not been treated in a special manner.
C. Least-squares procedure
The analytical expression for the PES involves a total of 230 linear and 129 nonlinear coefficients which we will distinguish by the vectors cϭ(c CO,k ,c jkl ,d jkl ) and aϭ(a CO,k ,a jkl ,a), respectively. These coefficients are determined by minimizing the function
where n is the total number of all ab initio points and the i are individual weights. Due to the large dimension of the parameter space (N dim ϭ359) an attempt to optimize all parameters, the nonlinear ones as well as the linear ones, at once by an iterative nonlinear least-squares scheme is unlikely to converge and therefore one has to treat the c and the a in different ways. is defined where cϭc opt (a) minimizes the function (c,a) for constant a. Since the derivatives ‫ץ‬c opt,i /‫ץ‬a j are also required in the iteration procedure, it is not difficult to imagine that the calculation is very expensive. This interwoven algorithm is generally quite reliable, although the time for one full optimization, e.g., for one set of individual weights, can be quite long.
For each set of optimized parameters it is absolutely necessary to check very carefully whether the potential obtained in this automatic routine shows unphysical poles or oscillations. For a rational ansatz like the one in Eq. ͑5͒ this might happen when the denominator Q HCO becomes very small. It is therefore necessary to assure that Q HCO Ϫ1 has a behavior as ''smooth'' as possible. This is achieved by adding to the function (c,a) in Eq. ͑14͒ a second term, which acts as a large ''penalty'' if the denominator approaches zero. The final function which we then minimize is defined by
͑16͒
where i , HC, j , and CO, j are individual weights. Note, that the grid for the second term is not the grid on which the ab initio points are defined; one has to test several possibilities and always check the stability of the fit and whether or not it shows unphysical structures. Since the small-angle region of the potential is less important for the dissociation process, all points with ␣ i Ͻ60°are given a five times smaller weight than points with ␣ i Ͼ60°.
For the final fit the average deviation from the original ab initio values is 3.9 meV for the angular region ␣Ͼ60°a nd about a factor of 5 larger for the small-angle region. For comparison, the difference between the lowest and the highest energies used in the fit procedure is ca. 20 eV and therefore a factor of 5000 larger. We have carefully examined many one-dimensional cuts through the potential surface, along all three internal coordinates, and have not found any obviously unphysical structures.
Incidentally we note that the same procedure has been used to also fit the PES of the Ã 2 AЉ state, with one exception: Since it lacks the conical intersection with another electronic state, at least in the relevant region of coordinate space, the term P CI defined in Eq. ͑13͒ has been omitted. The diatomic potentials v OH and v HC are the same as used for the ground-state PES while the CO potential is fitted to the ab initio points for the excited electronic state. The resulting mean deviation from the original ab initio energies is 3.4 meV. Both potential energy surfaces are employed in our time-dependent wave packet study of the Renner-Teller induced fragmentation of HCO(Ã). 45 The optimized parameters c and a are not listed here, because we do not think it is profitable to publish several hundred coefficients; complete lists of all parameters, for both electronic states, together with a FORTRAN routine for calculating the potentials can be obtained from the authors.
In order to demonstrate how well the fit potential reproduces the ab initio points, especially near the conical intersection, we show in Fig. 1 one-dimensional cuts along ␣ and R HC through the PES for fixed CO distance R CO ϭ2.05a 0 . For this value of R CO the conical intersection occurs near R HC Ϸ2.5a 0 as clearly shown by the peaked curve for this HC distance in the upper part of the figure; with increasing distance from the conical intersection, in both directions, the potential cuts become gradually smoother. The same general behavior is also seen in the lower part; with increasing distance away from the linear geometry the potential cuts become more and more ball-shaped. Figure 1͑b͒ nicely illustrates that the potential barrier along the minimum energy path (␣Ϸ120°) is essentially a remnant of the conical intersection at 180°.
D. Modifications
Preliminary dynamical calculations using the unmodified PES gave an energy of 1843.2 cm Ϫ1 for the first excitation of the CO stretching mode compared to the experimental value of 1868.2 cm Ϫ1 ͑Ref. 46͒ and this underestimation of 1.3% continues more or less linearly with increasing degree of excitation. In agreement with this slight discrepancy of the CO excitation energy in HCO, the excitation energy of the first vibrational level of the free CO molecule was also underestimated by 0.6% ͑2131. 27, [47] [48] [49] For the harmonic oscillator it is known that the excitation energies, for all levels, are proportional to the scaling parameter . Since the bound-state as well as the resonance energies of HCO are well described by harmonic series, rescaling of the stretching coordinates is expected to be a simple and efficient means for correcting the potential. As shown below, excitations up to CO stretching quantum numbers v 2 ϭ12 are observed experimentally which allows an almost unambiguous determination of the scaling parameter for the CO coordinate. The situation is different for the HC stretching degree of freedom, however. There are only very few states with one quantum of excitation and none with more than two quanta observed experimentally which makes the scaling in the HC coordinate less unique. ͑We note, however, that states with v 1 ϭ3 and 4 are observed for DCO and their energies are well reproduced by the PES that is tuned in the present work with regard to the HCO data.͒ FIG. 1. ͑a͒ Potential cuts along the H-C-O bending angle ␣ for several values of the HC bond distance R HC as indicated. The CO distance is fixed at R CO ϭ2.05a 0 . The symbols indicate the original ab initio energies. ͑The dotted line in the upper part corresponds to an HC bond distance of R HC ϭ2.7a 0 , for which no ab initio points are available.͒ The energy is normalized so that HϩCO(R CO,e ) corresponds to Eϭ0. ͑b͒ The same as in ͑a͒ but for cuts along the HC separation R HC for fixed values of ␣.
The unmodified PES has a dissociation energy of D 0 ϭ0.569 eV ͑measured from the zero-point level of HCO to the zero-point level of HϩCO͒. The two most recent experimental values are 0.629 and 0.603 eV ͑derived in Ref. 32 from the room-temperature bond enthalpy for HCO →HϩCO measured by Walsh 50 and Chuang et al., 51 respectively͒. Thus the calculated dissociation energy is by about 0.05 eV too small. Furthermore, the unmodified PES has a barrier towards dissociation of 0.169 eV, measured with respect to HϩCO(r e ). The experimental estimate derived from the activation energy of the HϩCO reaction is 2.0͑4͒ kcal/ mol or 0.087͑17͒ eV 52 and therefore substantially smaller than the calculated value. One must stress, however, that the uncertainty in the experimental barrier height is probably substantial. ͑Using a larger basis set in the electronic structure calculations generally increases the dissociation energy and at the same time lowers the dissociation barrier. However, this improvement is not sufficient and, more importantly, the calculation of a global PES would be too time consuming.͒ In conclusion, the final modification of the potential should correct for the deviations in the CO and HC stretching frequencies as well as the underestimation of the dissociation energy and the overestimation of the dissociation barrier height.
The modified PES is defined by
where V is the unmodified potential defined above and R HC and R CO are the scaled coordinates. The various quantities are defined as follows:
The function t(R HC ) defines the transition from the bound HCO region to the asymptotic channel HϩCO. Asymptotically the offset of the potential, V off , is zero and approaches smoothly the value of Ϫ0.05 eV at small HC distances, i.e., the potential minimum is lowered while the asymptotic potential remains unaffected. In this way, the dissociation energy is increased and at the same time the dissociation barrier is decreased as illustrated in Fig. 2 . Note, that the scaling of the CO coordinate depends on the HC separation and the scaling in the HC coordinate depends on both R HC and the angle ␣. The same modifications are applied to the Ã-state potential energy surface. The final values of the parameters in the modification have been adjusted by comparing the calculated energies with the experimental energies, primarily those of Tobiason et al. 16 The influence of the modification on the stationary points of the PES ͑i.e., minimum and barriers͒ is demonstrated in Table I and it is seen that, except for the HC separation at the dissociation barrier, the coordinates are only marginally changed. The minimum is lowered by the desired amount of 0.05 eV yielding a dissociation energy of D 0 ϭ0.620 eV which is just between the two experimental values. The dissociation barrier is lowered
Illustration of the potential modification; shown is the original potential V ͑solid line͒, the modified potential V mod ͑dashed line͒, and the offset V off ͓Eq. ͑18͒, dotted line͔ along the minimum energy path, i.e., both R CO and ␣ are optimized. The fit procedure leads to a small offset of the energies of the X and the Ã state by about 1 meV.
by 0.044 eV and is now 0.125 eV, which is still approximately 0.04 eV higher than the experimental estimate. For convenience we will term the modified PES Werner-KellerSchinke ͑WKS͒ potential energy surface. Also included in Table I are the equilibrium data as derived from experiment, both for the ground state X 53 and for the excited state Ã ͑i.e., the saddle point at linearity͒. 54 It is seen that the theoretical and the experimental data agree very favorably. The barrier to linearity has an energy of 1.102 eV ͑measured with respect to the bottom of the well͒ and according to our study of the photodissociation of HCO via excitation of the Ã state it is about 0.027 eV ͑or 220 cm Ϫ1 ) too large. 45 Figure 3 shows contour plots of the modified PES as a function of the Jacobi-coordinates R and r for fixed angle ␥ϭ140°and R and ␥ for fixed CO separation rϭ2.2a 0 . Here, R is the distance from H to the center-of-mass of CO, r is the CO separation, and ␥ is the angle between the vectors R and r with ␥ϭ180°corresponding to linear H-C-O. Jacobi-coordinates are essential for scattering calculations and therefore we show the potential cuts as functions of R, r, and ␥ rather than the bond coordinates R HC , R CO , and ␣. First of all we note that the potential is very smooth without any visible unphysical structures or oscillations. This is remarkable in view of the more than 350 parameters contained in the fit expression. A pure polynomial ansatz with an equivalent number of parameters would probably show unphysical features. Secondly, the potential has a second, quite shallow well near C-O-H geometries. The total energy of this second stable configuration ͑1.036 eV͒ is, however, much higher than the main well and therefore is not expected to influence the dissociation of HCO, except for extremely high bending states, which, however, are not sampled neither theoretically nor experimentally.
E. Comparison with the BBH potential energy surface
At this point it is interesting to compare the new WKS potential surface with the BBH PES. Actually, we will make comparison with the latest version of the BBH surface, which is based on the fit due to Romanowski, Lee, Bowman, and Harding; 25 it is termed RLBH-M in Ref. 27 with M standing for modification.
Contour plots of the RLBH-M and the WKS potentials as functions of R and ␥ for fixed CO separations r are shown in Fig. 4 . The RLBH-M PES is generally less smooth and shows some unphysical wiggles. However, besides these subtleties it is seen that the two potentials are remarkably similar, in both the (R,␥) and the (R,r) cuts. This similarity explains why the scattering cross sections for vibrationalrotational excitation of CO in collisions with hydrogen, both at relatively low and high energies, are also very similar. 38 Due to the summation over many partial waves scattering cross sections are not very sensitive to slight differences between the two potentials. However, that is not the case for the spectroscopy of HCO for a fixed total angular momentum quantum number (Jϭ0 in this work͒. The resonance energies and widths are much more sensitive to slight changes in the PES and this explains why the spectroscopic data obtained with the RLBH-M surface agree less satisfactorily with experiment than the energies and widths calculated in the present work ͑see the discussion in Ref. 16 and Table II below͒.
III. DYNAMICAL CALCULATIONS
The dynamical calculations are performed in the Jacobi coordinates R, r, and ␥ defined above, which are the appropriate coordinates for the dissociation of HCO into products H and CO. In what follows, energies are measured with respect to the bottom of the CO potential function when H is infinitely far away.
In order to calculate the resonance spectrum of HCO we solve, for any given energy E in the continuum and total angular momentum Jϭ0, the time-independent Schrödinger equation
for the partial wave functions ⌿ E (n, j) subject to the appropriate boundary conditions for the fragmentation into H ϩCO(n, j), where the quantum numbers n and j specify the particular vibrational and rotational state of CO, respectively. 8 Since continuum wave functions are required to fulfill specific boundary conditions in the exit channel, they are much more difficult to calculate than bound-state wave functions. In our applications we use a modification of the log-derivative version of Kohn's variational principle; the main equations are summarized in Ref. 55 and a more thorough discussion will be published elsewhere. 56 The essential steps can be outlined as follows: ͑i͒ The coordinate space is divided in an inner (RϽR s ) and an outer (RϾR s ) region where R s is chosen so that the coupling between the vibrational-rotational channels (n, j) of CO is negligibly small. ͑ii͒ In the inner region an appropriate set of energy-independent basis functions is constructed from a large primitive basis set by a general contraction-truncation scheme and the corresponding Hamiltonian matrix is diagonalized; this yields, as a by-product, all the bound-state energies and bound-state wave functions. Details of this step can be found in Ref. 57 . ͑iii͒ In the outer region the appropriate coupled channels equations are solved approximately for each value of the energy E. ͑iv͒ Matching the solutions in the inner and the outer regions at the boundary R s leads to algebraic equations from which the wave functions for each energy and all open channels, ⌿ E (n, j) , are obtained. The diagonalization of the Hamiltonian matrix is time-consuming but as this step is independent of E it has to be done only once. Varying the energy is very efficient and several thousand energies are included in one scan of the spectrum.
The construction of the basis is quite automatically done. The only parameters which must be chosen and which determine the convergence of the calculation are the matching radius R s , beyond which the coupling between the various channels is assumed to be negligibly small, and the energy, E cut , up to which all basis functions are included in the final basis. In the present calculations we have chosen R s ϭ5.5a 0 and E cut ϭ2.8 eV. These values lead to a final basis size of Nϭ9021. ͑The primary basis consisted of 188 480 basis functions, which after optimization of the onedimensional basis in R was reduced to 63 612.͒ Having the partial wave functions ⌿ E (n, j) , we calculate the overlap with an ''initial'' wave function 0 , and determine an absorption-type cross section according to
where the sum runs over all open product channels (n, j).
Resonances are features inherent in the Hamiltonian and show up as more or less sharp structures in all quantities that contain the wave functions, e.g., the absorption cross section abs (E). If we were to model the experimental SEP spectrum we would choose a special vibrational state in the upper electronic state; however, if only the resonance energies, the widths, and the final product state distributions are of interest but not the intensities of the resonances, we can choose any function 0 , because these quantities are independent of the initial state, provided the resonances are isolated and do not overlap. In the present work we use a simple threedimensional Gaussian function
the parameters R e ϭ3.3a 0 , r e ϭ2.6a 0 , ␥ e ϭ160°, ␣ R ϭ0.3a 0 , ␣ r ϭ0.3a 0 , and ␣ ␥ ϭ12°are chosen to give good Franck-Condon overlap with many resonance states. Figure 5͑b͒ shows a portion of the calculated absorption spectrum on a logarithmic scale. Each of the narrow, well pronounced structures is a resonance and can be represented by a Lorentzian; because of the logarithmic scale the shape of the Lorentzian function has a unfamiliar appearance. In several cases the tails of the Lorentzians show broader shoulders indicating neighboring resonances, which because of very small Franck-Condon ͑FC͒ factors are only poorly resolved. Three cases are marked by arrows in the figure. By changing the parameters of the Gaussian or, alternatively, by using the wave function of an excited vibrational state ͑as done in spectroscopic experiments 16 ͒ we can change the FC factors in a systematic way and thereby make resonances visible that are hardly, or not at all, seen with other choices for 0 .
The absorption-type cross section is an experimentally measurable observable. However, a numerically more convenient quantity is what we call the lifetime function (E); it is defined by
where the norm ʈ•••ʈ is calculated only in the inner region RϽR s and
is the so-called total wave function ͑Chap. 2 of Ref. 8͒, i.e. a particular superposition, for a given energy, of all partial wave functions ⌿ E (n, j) . Plots of the total dissociation wave function can be helpful in the visual assignment of the resonance states and to illustrate the overall dissociation path. The total wave function is a real function with both incoming and outgoing flux equivalent to the total cross section abs (E). Thus Eq. ͑28͒ can be interpreted as the probability in the inner region divided by the outgoing/incoming flux. In this simple picture it is obvious that (E) is proportional to the lifetime corresponding to the total wave function. A more detailed analysis shows that for an isolated resonance (E) is a Lorentzian; the factor of 4 is required to assure that the value of the lifetime function at the peak of the Lorentzian is the true lifetime. 56 The lifetime function is largely independent of the particular initial state and in our applications we found that in general it gives a better resolution of the resonance structures, especially in the regime of overlapping resonances. This is illustrated in the upper part of Fig. 5 showing (E) in the same interval as the absorption spectrum. It is clearly seen that most of the unresolved resonances become much more visible in the lifetime function. In the present work we analyzed mainly the lifetime function in order to extract resonance energies and widths.
Our way of extracting resonance information has the advantage that we consider an observable which is measured in a modern SEP experiment. Therefore, if we use approximately the same initial wave functions as in the experiment, we can make the closest connection to the measured spectrum. This becomes more and more important with increasing density of states, when it becomes progressively more difficult to relate the measured resonances to the calculated ones, especially in view of the limited accuracy of calculated potential energy surfaces. Furthermore, if a resonance interferes with a significant nonresonant ''background'' or if two neighboring resonances overlap and interfere with each other, the resonances might not have Lorentzian line shapes but more complicated appearances ͑Fano line shapes͒. 58, 59 Our method is in principle able to reproduce the line shape of a resonance, which contains information about the phase of the resonance relative to the background or to the other resonances. On the other hand, we have the same problems as the experimentalist: If two or more resonances overlap it becomes increasingly tedious and less straightforward to extract the correct widths. Moreover, very broad resonances might be obscured by the background and therefore might be overlooked. Methods, which yield complex energies from the diagonalization of a complex Hamiltonian ͑complex scaling 31 or complex absorbing boundary conditions, 26, 30 for example͒ inherently do not have this problem. 60 On the other hand, if the density of resonances is reasonably high, two problems can arise with these methods: First, it is not easy to decide which complex eigenvalue with a large imaginary part is a true resonance and, second, which resonances are observed in an experimental spectrum and which have too small FC factors to be seen. Figure 6 shows an overview absorption spectrum calculated with the initial-state wave function 0 defined in Eq. ͑27͒. It covers a range of about 2.5 eV or 20 000 cm Ϫ1 above the vibrational ground state and represents the counterpart of the experimental spectrum in Fig. 1 of Ref. 16 . For the purpose of this overview spectrum the 15 true bound states are artificially coupled to the continuum, which has the effect that they are not infinitely narrow but have finite widths. The first vertical dotted line at an energy of about 0.13 eV marks the threshold for the vibrational-rotational ground state of CO(nϭ jϭ0); the second vertical line near 0.27 eV indicates the barrier height ͑including the zero-point energies in r and ␥). Below 0.27 eV or so all resonances are very narrow, because they essentially decay via tunneling; above this energy, however, broader spectral features can also be observed in the spectrum. As this spectrum is free of numerical noise, it is possible to plot it on a logarithmic scale which encompasses several orders of magnitude. Each structure, even the tiniest one, seen in the spectrum is a resonance. The spectrum in Fig. 6 clearly shows that the density of resonances ͑with appreciable intensity͒ decreases at higher energies; the reason is that more and more resonances become comparably broad and therefore get buried in the background. Note, that the height of a Lorentzian is inversely related to its width. In accordance with intuition and statisti- cal assumptions, the widths of the resonances generally become broader with E; nevertheless, very narrow resonances still exist high above the dissociation threshold.
IV. RESULTS
A. Overview spectrum
Most of the resonances ͑especially in the lifetime function ) are isolated and can be well fitted by Lorentzians. However, with increasing energy they generally become broader and start to overlap, which complicates the extraction of resonance positions and widths. If only the wings of neighboring resonances overlap, the extraction of reliable resonance data is still straightforward. In some cases, however, two or three resonances overlap severely, which makes the determination of energies and widths quite questionable. Fortunately, this happens mainly for the very broad resonances (⌫Ϸ50 cm Ϫ1 or larger͒, for which resonance widths have not been experimentally determined anyway. As noted above, the resonance energies and widths are extracted from the lifetime function (E) rather than the absorption spectrum. The uncertainty in the widths, resulting from the fitting procedure rather than the dynamical calculations, varies. It is very small for the most narrow resonances and assumed to be of the order of 10% for the medium widths. The very broad resonances are much more difficult to fit and the uncertainty can be up to 30% or so. If two very broad resonances are not well separated but strongly overlap, the fitting routine might not recognize that there are two resonances, and thus lead to a width which is substantially too large. All spectroscopic data are summarized in Table II and compared with the 
B. Assignment
HCO is an example of relatively weak coupling between the three internal degrees of freedom. In particular, the CO stretching motion is only very weakly coupled to the HC stretch and the bending motion. This is clearly seen in the upper part of Fig. 3 , where the two minimum energy paths, the one towards the HϩCO channel and the other one directed towards the HCϩO channel, are almost perpendicular to each other; the same holds also for the potential in the (r,␥) plane for fixed value R. As a consequence, an adiabatic approximation, in which the CO stretching coordinate r is adiabatically separated from R and ␥, is quite successful in predicting the exact resonance energies ͑see, for example, Fig. 11 in paper I for adiabatic potential curves͒.
As a result of the weak coupling all the 15 bound states and the majority of the 123 resonances analyzed can be straightforwardly assigned by visual inspection of the corresponding wave functions. In Fig. 7 we show 3D pictures of six selected wave functions; plotted is the two-dimensional ''surface'' of the modulus square of the total wave function for a particular value ⑀, i.e., ͉⌿ E (R,r,␥)͉ 2 ϭ⑀. Twodimensional representations of the wave functions for a fixed value of one of the coordinates are generally not suitable for illustrating the overall shape of ⌿ E , because the nodal lines are not necessarily parallel to one of the axes R, r, or ␥. The assignment is quite obvious in four of the cases shown in Fig. 7 : ͑2,1,0͒, ͑0,3,3͒, ͑0,7,0͒, and ͑1,10,0͒. Due to the weak coupling between r on the one hand and R and ␥ on the other, the wave functions with excitation in r persist with a clear nodal structure up to high overtones, provided the number of quanta in the other coordinates are not too large. If both R and ␥ are also substantially excited, the appearance becomes much more involved as seen, for example, for the state with an energy of 17 057 cm Ϫ1 , which has been assigned as ͑2,7,2͒.
Resonances for which the assignment is not unambiguous are put into double brackets in Table II and resonances whose assignment is completely questionable are not assigned at all. About 27% of the states are marked by a double bracket and ca. 4% are not assigned; in other words, more than two-thirds of the states are clearly assignable. As expected, the assignment becomes generally more difficult with increasing energy, simply because the density of states and, on average at least, the resonance widths increase with E. Many of the very broad resonances are particularly difficult to assign. If two ͑or more͒ resonances overlap, which is more likely for broad resonances than for narrow ones, the mixing between them might affect their wave functions and thereby FIG. 6 . Overview of the absorption cross section abs (E). The energy normalization is so that Eϭ0 corresponds to HϩCO(r e ). The two dotted lines indicate the threshold for CO(nϭ jϭ0) and the barrier height including the zero-point energies of the CO vibrational mode and the H-C-O bending mode. The bound and resonance states assigned to excitation of pure CO vibration, (0,v 2 ,0), are especially marked.
destroy an otherwise obvious nodal structure. Furthermore, a broad spectral feature might actually encompass two ͑or more͒ resonances which also makes a clear-cut assignment impossible. Since the resonance widths generally increase with the quanta of excitation in the HC mode ͑associated with R), it is plausible that the assignability generally diminishes with increasing v 1 .
All three fundamental excitation energies -1079.3 cm Ϫ1 for the bending mode, 1865.0 cm Ϫ1 for the CO stretch, and 2437.2 cm Ϫ1 for the HC stretch -are quite different, and therefore complications due to mixing effects such as Fermi resonances, are much less prominent than for DCO. 39 Nevertheless, they are not completely absent and do destroy the clear nodal pattern for some of the states. Two quanta of excitation in the bending mode are roughly worth one quantum of HC stretch ͑2139 cm Ϫ1 vs 2437 cm Ϫ1 ). As a consequence, states with the same ''polyad quantum number'' Pϭv 1 ϩv 3 /2ϭ0.5,1,1.5, . . . , are grouped together in polyads, for the same CO stretching quantum number v 2 . If the levels within a given polyad are energetically well separated, such as ͑0,0,2͒ and ͑1,0,0͒ or ͑0,0,3͒ and ͑1,0,1͒, for example, they do not mix and the corresponding wave functions show a clear-cut normal-mode like nodal pattern. This is clearly seen in the upper three rows of Fig. 8 where we show 2D plots of (v 1 ,0,v 3 ) wave functions in the (R,␥)-plane; note that in all examples in this figure the CO mode is unexcited. ͓In order to illustrate how the wave functions are nested in the potential well we also plot in the upper-left corner the corresponding (R,␥) potential cut.͔ However, since the potential is quite anharmonic in the R coordinate, the mismatch between some levels within a given polyad decreases, with the effect that the state mixing generally increases with P. This is seen for the two highest states of the Pϭ2 polyad, ͑1,0,2͒ and ͑2,0,0͒, and especially for states ͑1,0,3͒ and ͑2,0,1͒ in polyad Pϭ2.5. In the latter two cases neither of the assignments are obvious and therefore they are put into double brackets in Table II. In the case of strong mixing of vibrational levels induced by a Fermi resonance the usual normal-mode type assignment can become meaningless. The highest state in the Pϭ3 polyad, for example, has been given the assignment ͑1,0,4͒, although the nodal structure suggests something different; however, ͑1,0,4͒ is the only possibility left within this polyad ͑and v 2 ϭ0) and therefore it has been given this ''name.'' The other members of this polyad are clearly assignable. The same is true for states ͑2,0,1͒ and ͑1,0,5͒ in Fig. 8 . It is likely that a different kind of analysis based on the structure of the classical phase space and special trajectories ͑periodic orbits 61, 62 ͒ within it provides a better description ͑see, for example, the reviews by Kellman, Ref. 63 and 64, and references therein͒. The 1:2 stretch-bend resonance in HCO is rather weak and affects only a minority of states. The vibrational spectrum of DCO is governed by a strong 1:1:2 stretch-stretch-bend resonance and the majority of levels are unassignable, at least in terms of usual normalmode pictures. A more detailed semiclassical analysis of HCO and DCO is in progress.
The assignment by Tobiason et al. 16 is solely based on a Dunham expansion fit of the experimental term energies. The fit is generally satisfactory with a rms deviation of 12.7 cm Ϫ1 . However, the accuracy of the SEP data is much higher and therefore Tobiason et al. concluded that, in the statistical sense, the Dunham expansion is not a good model. The rms deviation is quite small for the v 1 ϭ0 levels ͑3.2 cm Ϫ1 ͒ but substantial for the v 1 ϭ1 states ͑20.8 cm Ϫ1 ). It is not difficult to surmise that states with more quanta in the HC stretch mode, which are not included in the Dunham fit of Tobiason et al., will be even harder to fit. Most of the states for which we encountered problems with the assignment were not considered by the experimentalists. We have tried a similar fit procedure taking into account all states observed in the calculation, but without achieving any satisfactory results. Table II . The excitation energies for the three fundamentals ͑1,0,0͒, ͑0,1,0͒, and ͑0,0,1͒ are taken from the NIST database. 46 Furthermore, the energies of states ͑0,0,4͒, ͑1,0,2͒, ͑2,0,0͒, and ͑0,0,5͒, which have not been determined by Tobiason et al., are taken from the laser-induced-fluorescence study of Rumbles et al. 65 The results of three other experimental studies 18, [66] [67] [68] are compared to the SEP data of 1͒ and ͑0,9,1͒ , respectively, the energy differences being only 51 and 50 cm Ϫ1 , respectively. Close to the ͑1,6,2͒ and ͑1,7,2͒ states the calculations predict additional states which are not seen experimentally, Nos. 107 and 117 in Table II . Although the deviations from the experimentally observed lines are quite large, 104 and 147 cm Ϫ1 , respectively, it is not implausible that they correspond to the states which are experimentally assigned to ͑1,6,2͒ and ͑1,7,2͒. Nevertheless, the extremely close correlation between the experimental and the theoretical spectrum underlines the accuracy of our calculations; if there were an appreciable number of states seen in the experiment but not predicted by the calculation, we could not claim that the ab initio PES provides a realistic description of the true potential. Incidentally we note, that the same correspondence between observed and calculated levels exists for DCO. 39 The assignment due to Tobiason et al. based on a Dunham expansion of the term energies agrees in almost all cases with our assignment, which is based on a visual inspection of the wave functions. There are only two exceptions which are specially marked in Table II ͑Nos. 27 and 45͒. In the first case, an expansion of the term energies would assign state 27 as ͑1,1,2͒, as in Ref. 16 , although the corresponding wave function definitely looks more like ͑2,0,2͒ than ͑1,1,2͒ ͑see Fig. 8, Pϭ3) . The situation in this energy regime is complicated by the fact that the two progressions (1,1,v 3 ) and (2,0,v 3 ) are quite close in energy and, in addition, seem to have a crossing near v 3 ϭ2. Since the latter progression is not resolved in the experiment, it could not be included in the Dunham analysis, which to some extent makes the assignment less unique. In the second case, there are three relatively broad resonances quite close in energy so that an unique assignment is not possible; all the three states ͑Nos. 44, 45, and 46͒ are put in double brackets. Experimentally only the resonance with the smallest width is detected ͑No. 45͒ and is assigned to ͑1,3,0͒, while inspection of the wave function suggests this assignment should be reserved for the state just below No. 45 .
C. Comparison with SEP data
The calculated resonance energies are generally in excellent agreement with the experimental values. The deviations are only a few cm Ϫ1 at low excitations, increasing slightly with energy, but then staying on average more or less constant up to about 20 000 cm Ϫ1 . The rms deviation is 17 cm Ϫ1 for the entire energy regime considered. Of course, this rather uniform behavior of the deviations from the experimental energies is the consequence of the modifications applied to the PES; without the slight scaling of the CO stretching coordinate the deviation would -on averageincrease more or less linearly with E. Since the modification of the PES was done in view of the new experimental data of Tobiason et al. we could take into account the entire energy regime up to about 20 000 cm Ϫ1 when determining the scaling parameters.
Table II also lists the data obtained by Wang and Bowman using the most recent version of the BBH PES. 27 For the lower energy regime (EϽ9000 cm Ϫ1 or so͒ the agreement with the experimental data is -on the average -comparable with the agreement obtained with the WKS surface. At higher energies, however, the deviations become considerably larger. The rms deviation, including energies only up to about 14 000 cm Ϫ1 ͑compared to 20 000 cm Ϫ1 in the comparison with our results͒ is 50 cm Ϫ1 . The most interesting question, from a dynamical point of view, is how well the calculated resonance widths agree with the measured widths. According to common wisdom, resonance widths are generally more sensitive to subtleties of the PES and to details of the dynamics than the resonance energies. Therefore, we are satisfied to see that the calculated widths reproduce the measured ones reasonably well, certainly better than the most recent calculations of Wang and Bowman 27 using the latest version of the BBH surface. Comparisons between the experimental widths and several theoretical predictions, including ours, can be found in Ref. 16 . There are only few exceptions for which the disagreement is larger than a factor of 5, e.g. ͑0,4,1͒ and ͑0,4,2͒. Note, that due to experimental limitations rates of the order of 0.2 cm Ϫ1 or so must be considered as upper limits in the measurement. Figures 9 and 10 show some of the rates as functions of v 2 , while Figs. 11 and 12 illustrate the dependence on the bending quantum number v 3 . 69 The general trends and even finer details are satisfactorily reproduced by the calculations. The experimental widths for the pure CO stretching resonances (0,v 2 ,0) in Fig. 9 exhibit a pronounced oscillation between v 2 ϭ8 and 11, which is only partly reproduced by the theoretical widths. It is interesting to note, that the results obtained with the preliminary version of the WKS potential showed a similar oscillation structure, however, shifted by one quantum with respect to the experimentally observed oscillation; 32 actually, it were these results that challenged Rohlfing and his co-workers to extend the measurements to CO excitations as high as v 2 ϭ12. With the new potential energy surface this oscillation occurs at the correct position, but now it is almost completely damped. In test calculations we found that the correct appearance of this fluctuation depends sensitively on the relative values of the scaling in the HC and the CO bonds, which determines the energetics of the various ''tiers'' intermediate between the initial state and the continuum. Pronounced oscillations also exist for other progressions, e.g. 
V. DISCUSSION
A. Mode specific behavior
The two opposite extremes of molecular dynamics are mode-specificity on the one hand and statistical behavior on the other. 70, 71 The dissociation of a polyatomic molecule for fixed total angular momentum J is well suited for illustrating these two extremes and the gradual transition from one to the other. 9, 10, 72 The dissociation of HCO is an intriguing example of mode-specificity and the widths depicted in Figs. 9-12 clearly show this: the rate of dissociation ͑i.e., the resonance width ⌫ divided by ប) generally depends in a predictable way on the modes that are excited and the number of quanta in each mode. States with pure excitation in the CO mode, (0,v 2 ,0), i.e., the mode which is coupled the least to the dissociation coordinate, have the smallest dissociation rates ͑or the longest lifetimes; upper panel of Fig. 9͒ . Exciting the parent molecule by one or more quanta in the bending mode, the mode that is comparatively strongly coupled to the dissociation coordinate ͑see Figs. 3 and 7͒, increases the rates significantly ͑the two lower panels of Figs. 9 and 10 or Figs. 11 and 12͒. Likewise, direct excitation of the dissociation coordinate R enhances the dissociation and thus shortens the lifetime of the complex ͑Fig. 10͒. Of course, these qualitative arguments can explain only the general behavior of the rates but not the finer details such as the oscillations for the progressions (0,v 2 ,0), (0,v 2 ,1), or (0,v 2 ,2), for example. In order to unravel these subtleties more quantitative models or analyses are needed.
Mode-specificity obviously necessitates an unique assignment; if the various states cannot be labeled by a set of quantum numbers ͑normal modes, local modes, or any other possible choice͒ in an unambiguous manner, representations such as those in Figs. 9-12 are not possible and the concept of mode-selectivity becomes unworkable. In DCO many of the resonance states cannot be uniquely assigned because of a 1:1:2 Fermi resonance and therefore it is much more difficult to see mode-specific behavior in the fragmentation of DCO than HCO. 17, 39 If, in the extreme case, the molecular dynamics is irregular ͑i.e., classically chaotic͒, as in the case of HO 2 , for example, mode-specificity is almost completely suppressed and statistical models to calculate average rates are more appropriate. 55 In this respect we also note that, although the agreement between experiment and theory is satisfactory, there are a few cases for which the disagreement is still quite large. Interestingly, however, in most of these cases the assignment is not straightforward. For example, ͑0,4,1͒ in Fig. 9 ͑No. 49 in Table II͒ , ͑1,8,1͒ in Fig. 10 ͑No. 123 in Table II͒ , 69 or ͑0,5,3͒ in Fig. 11 ͑No. 85 in Table II͒ . Thus, there seems to be a rather clear correlation between the degree of modemixing and assignability of a state on the one hand, and the degree of agreement between experimental and theoretical widths, on the other. This interdependence appears plausible; if mixing between states is strong, the resonance widths ͑or dissociation rates͒ become more and more affected by ''interferences'' and, as a result, the rates are less predictable or, in other words, more ''statistical.'' Under such circumstances it is much more difficult for a theoretical calculation to predict the correct value. HCO is certainly far from the statistical limit. Nevertheless, for a few states the mode mixing is accidentally large, which leads to complicated wave functions and therefore to more statistical or, perhaps expressed better as ''less predictable'' rates. Incidentally, we note that due to the previously mentioned 1:1:2 Fermi resonance the mixing is much stronger for DCO with the effect that the majority of resonances can not be clearly assigned.
In accordance with this observation is that the degree of agreement of the theoretical and the measured widths -on a state-by-state basis -is less favorable for DCO than it is for HCO. If a system is mainly irregular, the corresponding wave functions have a very complicated structure and depend hyper-sensitively on details of the dynamics and the underlying PES. In view of the limited accuracy of ab initio potential energy surfaces it is therefore unrealistic to hope that agreement with measured widths can be achieved on the state-by-state level; in such cases one must be content with agreement ''on average.''
B. Comparison with classical rates
Since we have analyzed most of the resonance states up to about 2 eV above threshold ͑except for some very broad ones͒ in an exact quantum mechanical approach, it is interesting to test how the dissociation rates extracted from purely classical trajectory calculations compare with the quantum mechanical rates. Full quantum mechanical calculations of the kind performed for HCO and DCO will be possible for only very few, small systems ͑like HNO 73 or HO 2
55,74
͒, while classical calculations can be performed without many technical problems for more complicated molecules ͑higher densities of states, more degrees of freedom, several fragmentation channels, etc.͒, provided a reasonable PES is available. Of course, classical calculations will not be able to reproduce the finer structures of the quantum mechanical rates, but it is hoped that their average is accurately described as recently found for the mainly irregular system HO 2 , for example. 55 Details of the classical calculations are described in Ref. 55 . In short, trajectories, for total angular momentum Jϭ0, are started with a specified energy E and with initial conditions selected uniformly across the phase space available at this energy. The sampling of the initial coordinates and momenta follows the method of Bunker and co-workers 75, 76 and the appropriate equations of motion can be found in Chap. 5 of Ref. 8, for example. The main observable considered in the present work is the time t TS for the trajectory to reach the transition state, and so to dissociate. As the PES for HCO has a well defined potential barrier, the position of this barrier is used as the transition state. A histogram is then formed showing the number of trajectories that dissociated in the particular time bin. This histogram is the probability distribution of the lifetimes P(t TS ). Typically 15 000 trajectories are calculated for each energy.
A typical example of a lifetime distribution function for HCO is depicted in Fig. 9 of Ref. 72 for an excess energy ͑i.e., energy above threshold͒ of 0.2 eV. If the intramolecular dynamics in the complex is irregular, it is usually assumed that the rate for internal vibrational energy redistribution ͑IVR͒ within the classical phase space is so strong that the energy is completely randomized among all degrees of freedom before the molecule breaks apart, i.e., there are no bottlenecks to IVR and the classical phase is chaotic throughout. 3, 4, 77 As a consequence, the lifetime distribution function is a single exponential function as observed, for example, for the dissociation of HO 2 ͑Fig. 5 of Ref. 55͒. This is, however, not the case for HCO. The dynamics of HCO is quite the opposite of classical chaos and there are certainly bottlenecks for IVR in the classical phase space. For example, because of the weak coupling between R and r, the energy flows exceedingly slowly from the CO bond to the HC degree of freedom leading to very small resonance widths for the pure CO stretching states. The same is, not unexpectedly, experienced in classical mechanics: Trajectories with the energy initially stored in the CO mode will rattle around in the well for a long time before they find the bottleneck towards dissociation.
As a result of these bottlenecks the lifetime distribution function is not a single exponential but the sum of ͑at least͒ three exponential functions,
where r i and k cl (i) are the weight and the classical rate constant for the ith component ( ͚r i ϭ1). The fastest decay corresponds to those trajectories which are initially excited in the R mode. This component of the phase space is only weakly coupled to the rest of the phase space; as a consequence, there is little chance that the energy of this mode is transferred to another one, which would thereby delay the dissociation, and thus the trajectory moves straight outwards, almost like a direct dissociation process. The component with the medium rate corresponds to trajectories which are initially excited in r as well as ␥; it is comparatively weakly coupled to the first component, into which energy must flow for dissociation to take place, so that the dissociation rate is small. Finally, there is a third component which is almost decoupled to the other two; it corresponds to excitation purely in r. The dissociation from this part of the phase space is extremely slow leading to a very long tail in the lifetime distribution.
We have fitted the lifetime distributions for several total energies to the expression given in the above equation and extracted both the weights r i and the rate constants k cl (i) for the fast (iϭ1) and the slower (iϭ2) components. For technical problems, the very slowly decaying third component has been ignored in the present analysis, because it would require the calculation of trajectories with lifetimes of more than 25 ps. With increasing energy the weight of the fast component steadily grows relative to the other one. It should be noted that the fitting procedure becomes increasingly difficult at higher energies, i.e. the distinction between fast, medium, and very slow rates becomes somewhat blurred.
Both classical rates, together with the weighted average r 1 k cl (1) ϩr 2 k cl (2) , are plotted in Fig. 13 and compared to the rates obtained from the resonance widths. While the smaller rate goes right through the quantum mechanical points, the fast rate constant is significantly larger; except for the lowest energies, just above threshold, the average classical rate seems to be an upper limit of the quantum mechanical rates. When comparing the classical with the quantum mechanical rates one must not forget, however, that the particular method by which we determine the resonance widths favors the smaller rates. While essentially all of the narrow, well separated resonances are detected in the absorption spectrum or the lifetime function (E), an unknown number of broad resonances, especially those with v 1 ϭ3, 4, etc., are overlooked because they are buried in the background. This problem becomes gradually more severe towards higher energies because the density of states increases and at the same time the average resonance width increases also. This is the main reason why the quantum mechanical rates are, with only a few exceptions, smaller than the average classical rate. Including the broad resonances would drastically increase the quantum mechanical average and thereby bring it into better agreement with the classical average. For this reason it makes more sense to relate the medium classical rate with the quantum mechanical results. Moreover, the classical calculations do not conserve zero-point energy and therefore the classical threshold is lower than the quantum mechanical one, which -in principle -leads to an overestimation of the classical rate vs the quantum mechanical average. However, this effect is expected to be more important for larger molecules with substantially larger zero-point energies. 71 In the absence of any better information the fast classical rate should be compared with the rate corresponding to the background of the quantum mechanical spectrum. The background of (E) in Fig. 5 is roughly 2ϫ10 Ϫ14 s at Eϭ0.5 eV and 1.5ϫ10 Ϫ14 s at Eϭ1 eV. The corresponding rates are indicated by the points in Fig. 13 and it is seen that they agree very well with the fast classical rate. Of course, this is only a very rough estimate and should not be overinterpreted. For comparison, the time required for the H atom to travel without delay ͑i.e., direct dissociation͒ from the equilibrium of the potential to the barrier is of the order of 0.5 ϫ10 Ϫ14 s for Eϭ2 eV, provided all the energy is stored in the translational mode. If one assumes that a large portion of the energy is contained in CO vibration, which is certainly not unrealistic, the dissociation time for the undelayed trajectory approaches the order of 1ϫ10 Ϫ14 s which should be considered as an upper bound for the lifetime that corresponds to the ''states'' buried in the background.
C. Comparison with statistical rates
Unimolecular dissociation rates are of great importance for interpreting the kinetics of chemical systems. [1] [2] [3] [4] On the other hand, their calculation, on a level of accuracy as for HCO, is restricted -for obvious reasons -to very few simple systems like, e.g., HCO, DCO, HNO, or HO 2 and therefore there is great demand for simple but yet realistic models.
The most wide-spread theories -RiceRampsberger-Kassel -Marcus ͑RRKM͒, 78 statistical adiabatic channel model ͑SACM͒, 79, 80 phase space theory ͑PST͒, 81, 82 and variations on them are based on the assumption that internal vibrational energy redistribution in the complex is so strong that the total available energy is statistically distributed among all degrees of freedom before the molecule reaches the transition state ͑TS͒ and dissociates. Under this assumption the energy-resolved dissociation rate is then simply given by
where h is Planck's constant, (E) the density of states of the complex at energy E, and N R ‡ (E) is the number of channels ''orthogonal'' to the dissociation path, which are energetically accessible at the TS and at the specified energy. The various statistical models mainly differ by how the numerator is calculated. By definition, Eq. ͑31͒ can only be expected to yield a reasonable approximation for the average quantum mechanical or classical rate, while fluctuations due to a pronounced state-dependence cannot be reproduced by this simple recipe.
HCO is an example of marked mode-selectivity and the statistical hypothesis is certainly not fulfilled as discussed above. Nevertheless, it is interesting to test to what extent the statistical prediction for the dissociation rate agrees with the quantum mechanical rates; is the statistical prediction too small or too large, does it at least describe the energy dependence in a reasonable way?
In the present work we calculate the statistical rate in exactly the same way as described for HO 2 in Ref. 55 , which is very close to variational RRKM theory or SACM. In order to define the TS and to determine the number of open vibrational/rotational ͑bending͒ channels we first calculate adiabatic potential curves ⑀ n, j (R) by solving for fixed value of the dissociation coordinate R the Schrödinger equation for the motion in r and ␥ ͑Fig. 7 of Ref. 72͒. Next, we determine for each curve the maximum, taking into account the many avoided crossings, and define the position of this maximum, R TS ‡ (E), as the TS. N R ‡ (E) is then defined as the number of adiabatic channel curves below this maximum. This procedure is well defined for energies up to 1.1 eV or so when there are real maxima. For higher energies the adiabatic curves do not have a maximum but monotonically rise as one goes inward to smaller values of R. This is consistent with the observation that the volume of classical phase space ⍀ r,␥ (E), for fixed value of R, steadily decreases, coming from the asymptotic region, if the energy is larger than about 1 eV or so. At lower energies, ⍀ r,␥ (E) first decreases, goes through a minimum and then increases again and the location of the minimum is taken, according to variational RRKM theory, 83 as the TS. In other words, the statistical theory is not really applicable above 1 eV and therefore the statistical rates above 1 eV or so should not be taken too serious.
Strictly speaking the density of states (E) is infinite for energies above the threshold, because for every value of E there is a stationary ͑scattering͒ state. What one usually employs in real applications of Eq. ͑31͒ is an extrapolation from the bound-state region. This is of course an approximation, and may lead to relatively large errors in the calculated density of states and hence the statistical rate, particularly in cases such as HCO were there are very few bound states.
Since HCO has only very few true bound states we also include the low lying resonance states, which are very longlived, in this extrapolation. As an alternative we also employed the Dunham expansion derived by Tobiason et al. 16 Both choices for (E) yield very similar dissociation rates and therefore we do not further discriminate between them.
The statistical rate is compared to the quantum mechanical and the classical rates in Fig. 13 . It is about a factor 4-5 larger than the medium classical rate but only a factor of about 1.5 higher than the average classical rate, which includes also the very fast dissociation component. A large proportion of the discrepancy between the average classical rate and the statistical rate almost certainly arises from the fact that for a system like HCO with very few bound states the density of states is not a well defined quantity. For reasons discussed above it is not meaningful to compare the statistical rate with the quantum mechanical average. If we were able to include also the very broad resonances, which are missed in our analysis of the spectrum, the quantum mechanical average would probably be not too much off the statistical rate. In view of the essentially non-statistical behavior of HCO this is astonishing. The general increase of the dissociation rate with energy seems to be quite well reproduced by the statistical model.
The statistical models of unimolecular dissociation predict only the average rate, while predictions for the fluctuations of the rates about this mean value are made by random matrix theory 84 or by maximal entropy considerations. 85 Provided that the assumptions of the statistical hypothesis are fulfilled, both models predict that the dissociation rates are distributed as chi-squared distributions with N R ‡ (E) degrees of freedom with N R ‡ (E) being the number of open channels at the TS. With increasing number of open channels these distributions become rapidly quite narrow, which means that the rates do not differ much from the average rate ͑see, for example, Fig. 13 of Ref. 55͒. This is, however, not the case for HCO! The rates fluctuate by more than 2 orders of magnitude over the entire energy regime considered; if one takes into consideration also the very broad resonances the range of fluctuations probably covers more than three orders of magnitude.
D. Outlook
The calculations presented in this article are all for total angular momentum Jϭ0. An interesting question is to what extent the dissociation rates depend on J and, for a given value of J, on the 2Jϩ1 sublevels. Experimental information about the J dependence is available for a few resonance states with which one can compare such calculations. 68 Since the number of basis functions in the expansion of the bound as well as continuum wave functions increases with J or Jϩ1, depending on the parity of the state, the procedure applied in the present work, which is essentially a direct diagonalization of the full Hamiltonian matrix, is not feasible because of limitations of core space. However, in the meantime we have implemented a new scheme which is based on an iterative method requiring the storage of a vector rather than a full matrix. 60 First calculations have shown that exact calculations including Coriolis coupling are possible up to at least Jϭ5 or so.
In the present article we have only analyzed the resonance energies and the resonance widths. The final state distributions of CO contain further information about the dissociation process; they are mainly determined by the dynamics in the exit channel once the molecule has passed the transition state. 11 In paper I we analyzed the final state distributions for only very few resonances. Investigation of the distributions following the decay of all initial states will undoubtedly supplement our current picture of the dissociation of HCO. The final state distributions are available for all resonances calculated; what remains to be done is a systematic analysis.
Up to now we have comparably detailed analyses of the unimolecular dissociations of three systems: HCO, DCO, and HO 2 . Further systems are under investigation, both by classical as well as quantum mechanical methods using realistic ab initio potential energy surfaces: HNO, OClO, and NO 2 . If we use the number of bound states as the ordering factor, these systems cover the range from 15 for HCO, 29 for DCO, 215 for HNO, 726 for HO 2 up to about 2500 for NO 2 . The comparison of all these systems will undoubtedly deepen our detailed understanding of unimolecular fragmentation of small molecules.
VI. SUMMARY
͑1͒ We have presented a new global potential energy surface for the ground electronic state X 2 AЈ of HCO. The ab initio calculations are performed at the MRCI level using CASSCF reference functions and a basis set of quadruple zeta quality. Around 1000 energy points are fitted to an elaborate analytical expression using a rational ansatz and special functions to describe the conical intersection at linear H-C-O configurations. In order to correct for small deviations from the experimentally known frequencies and dissociation energy the potential is slightly modified.
͑2͒ Dynamics calculations are carried out by solving the time-independent Schrödinger equation employing a variant of the log-derivative Kohn variational principle and the correct boundary conditions for the dissociation into H and CO(n, j). Resonance energies up to 20 000 cm Ϫ1 above the vibrational ground state are calculated corresponding to 11 quanta of excitation in the CO stretching mode.
͑3͒ The resonance energies and widths agree well with the results of recent SEP measurements of Tobiason et al. The rms deviation from the experimental energies is only 17 cm Ϫ1 for the entire energy regime and thus noticeably better than for the older BBH potential energy surface. The calculated widths are generally in satisfactory agreement with the measured widths; the deviations are large for only very few resonances. Most of the trends observed experimentally are well reproduced by our calculations.
͑4͒ Due to the weak coupling between the three internal modes the majority of resonance states are easily assignable by visual inspection of the corresponding wave functions.
However, due to a 1:2 resonance between the HC stretch and the bending modes for polyad quantum numbers Pϭv 1 ϩv 3 /2у2 some of the states are considerably mixed with the consequence that a clear-cut normal-mode type assignment does not exist. Interestingly, most of the states, for which the disagreement with the experimental widths is surprisingly large, belong to this latter category.
͑5͒ HCO is an illuminating example of mode-specific unimolecular dissociation. The resonance widths fluctuate by more than 2 orders of magnitude over the whole energy regime studied. These oscillations basically reflect which mode is excited and how many quanta are initially stored in each mode, i.e., they reflect the shape of the underlying resonance wave functions.
͑6͒ In addition to the quantum mechanical study we performed classical trajectory calculations. The distribution of lifetimes is nonexponential but consists of at least two exponential terms yielding a very fast and a slower dissociation rate. The nonexponential behavior manifests bottlenecks for IVR in the classical phase space. While the slower rate agrees roughly with the rates extracted from the resonance widths, the fast rate is much higher.
͑7͒ We also calculated the statistical rate constant. It is ''only'' a factor of 1.5 larger than the weighted average of the two classical rates. As our method of extracting the resonance widths is ''blind'' to the very broad resonances blurred by the background, it is not possible to directly compare the real quantum mechanical average with the statistical rate. Inclusion of the very broad resonances would drastically increase the quantum average and thereby significantly reduce the gap with the statistical rate. The general increase of the dissociation rate with energy is satisfactorily predicted by the statistical theory. On the other hand, the very strong fluctuations over more than 2 orders of magnitude, even at high energies, are inherently nonstatistical.
