We present two promising Relevance Feedback methods based on Genetic Algorithms used to enhance the performance on the task of image retrieval according to the user's interests. The first method adjusts the dissimilarity function by using weighting functions while the second method redefines the feature space by means of linear and nonlinear transformation functions. Experimental results on real datasets demonstrate that our methods are effective and the results show that the transformation approach outperforms the weighting approach, achieving a precision gain of up to 70%.
INTRODUCTION
Techniques for image retrieval follow two main approaches [8] : the first one uses descriptions provided by textual annotation, which may introduce inconsistencies due to the human annotator. This is due to the fact that, in many domains, text cannot accurately capture the visual attributes of an image based on human perception. The second approach uses Content-Based Image Retrieval (CBIR), according to which the images are indexed/retrieved considering their visual content extracted as color histograms, * The authors are grateful for the financial support granted by FAPESP (process 2009/04232-8), CAPES, CNPq and Microsoft Research.
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Despite dealing with inherent information obtained from the images, CBIR systems often present inaccurate results due to the challenging problem of associating low-level features with the high-level semantic of the images. This lack of correspondence between the high-level similarity on the point of view of the user and the low-level image features is known as semantic gap [14] . This problem can be caused, for example, by assuming that all features are equally relevant while processing similarity queries. Furthermore, some features can be very representative for some queries while being irrelevant for other queries. Also, in a given CBIR context, some features have poor or no semantic meaning, while other features are successful in capturing the semantics.
As an attempt to attenuate the semantic gap problem, Relevance Feedback (RF) methods have been proposed [3] [6] [17] . RF methods are very suitable for the task of providing to a CBIR system a mechanism that allows it to learn which features best capture the user's interests.
In the RF process, the user is supposed to evaluate the images retrieved in the current query by assigning them values that state relevance or no relevance. After this step the system reformulates the preceding query, taking into account the user's evaluations to improve its results. A review on RF for image retrieval is presented in [20] .
Genetic Algorithms (GAs) provide a general adaptive search methodology based on natural selection, that has been successfully employed to perform feature selection and weighting on dissimilarity functions. In this work we propose two GA-based RF methods to enhance the accuracy on image retrieval tasks. The first method adjusts the dissimilarity function by means of weighting functions while the second transforms the feature space through transformation functions.
The remainder of this paper is structured as follows. Section 2 presents the related work. Section 3 presents the preliminaries and notations that we use throughout the paper. Section 4 describes formally the proposed methods. Section 5 details the experimental evaluation. Finally, Section 6 presents the conclusions and points out the future works.
RELATED WORK
Works on improving image retrieval effectiveness mainly employ RF, dissimilarity function learning and feature selection methods. Dynamic weighting mechanisms are applied to modify the distance function through appropriate weights, so that the distance between relevant images becomes smaller if compared to the non-relevant images.
In the work of Stejic et al. [15] , the authors incorporate GA into RF mechanisms in order to infer weights assignment on features. However, the authors did not provide an effective model to learn the user's requests, because the retrieval precision evaluation function that they employ represents only the ratio of retrieved relevant images. Our work addresses this question through a GA-based RF mechanism that relies on an order-based ranking evaluation function.
Based on the premise that dissimilarity functions and image descriptors are problem-oriented, Torres et al. [18] proposed the use of nonlinear combination of multiple image similarities, addressing the problem through the use of Genetic Programming (GP). The learning process relies on training according to a training set and not on the user's feedback. Thus, the outcomes of their methods are not adjusted to the user's transient interests.
Other works attempt to improve precision of CBIR systems by working directly with the feature space [13] [5] . The work of Silva et al. [5] relies on ranking evaluation functions in order to choose the best set of features to represent images in the CBIR context. The contribution of each feature is binary (selected or not selected), while our methods allow to take advantage of the relative importance of each feature in image retrieval.
The methods introduced in this work explores both approaches, the weighting in dissimilarity functions and feature space transformations, as it will be detailed in Section 4.
PRELIMINARIES AND NOTATION
Let X = {x1, . . . , xn} represent the set of feature vectors extracted from the image database I = {i1, . . . , in} using the feature extractor ε, i.e., ε(ii) = xi = {x1, . . . , xm}, xi ∈ R m . Now consider xq as being the feature vector extracted from the query image iq and xi the feature vector extracted from an arbitrary image ii. A dissimilarity function d(), also called distance function, provides a mechanism to measure the dissimilarity between xq and xi.
Since the smaller the dissimilarity the larger the similarity is, the elements of X can be sorted according to their similarities to xq. In CBIR the most popular form of similarity query is the k-Nearest Neighbor query, or kN N query for short.
The kN N query aims at finding the k closest objects to a query object [19] . A kN N query is formally presented in Definition 1. Definition 1. Given the set of objects X, a distance function d() and the query object xq, the response ranking set T of a kN N query is defined as:
In order to evaluate the accuracy of kN N queries into the optimization process of RF we employed a ranking quality measure, described in the Definition 2. This is an orderbased function, i.e., it considers the order of the retrieved images [11] , and it is suitable to our purpose due to the advantage of providing different values for different queries results, even though the number of relevant images retrieved is the same. Definition 2. Given the ranking Ti = (t1, . . . , t k ) as the result of the query kN Ni(xq, k, d(), X) and Rq = {r1, . . . , rρ}, Rq ⊆ X the set of objects that belong to the same class of xq, also called here the relevant objects for xq, the measure of the quality of Ti is calculated by the function:
where r(tj) = 1, if tj ∈ Rq or r(tj) = 0 otherwise, and A ≥ 2 is an adjustment parameter that expresses the relative importance of the position of the elements on the ranking. Small values for A means that it is giving more importance for the relevant elements on the first positions of the ranking. When A is large the fraction
A is close to 1, then the position of the elements on the ranking is not strongly considered.
The ranking quality measure is applied in the GA as the fitness function. Indeed, our main goal relies on achieving a ranking that maximizes the value of this function.
PROPOSED METHODS

Overview of the System
The entire scheme of the system is shown in Figure 1 . Initially, the user chooses the query image iq from the image dataset I. Then, the system computes the distance between the respective feature vector xq to the features of the other images.
After this, a ranking is generated and presented to the user, who is in charge to evaluate the first k images in the ranking assigning them relevance values as relevant, r(tj) = 1 if the image is relevant to the query; and not desirable, r(tj) = −1 if the image is not supposed to be in the ranking. By default, the system assigns not relevant, r(tj) = 0 to every image that eventually has not been evaluated by the user.
This iterative process is determinant to define the set of relevant objects Rq. Since many images can belong to multiple classes even to the user's judgment, it is the specific user's need that will define whenever an image is related or not to the image query iq.
Once the user's feedback is provided, the GA searches for vectors of weighting or transformation functions (δw or δ T ) taking into account the highest values of fitness. These feature vectors will be used in order to redefine the distance function or the feature space in such a way that the resulting ranking maximizes the fitness value given by Equation 2 considering the user's feedback.
Values of relevance provided by the user are stored in a buffer between the RF steps. The cycles of RF/GA-search are repeated until the best solution is found, which means that the resulting ranking contains only relevant images in In order to achieve the maximization of the function in Equation 2 and consequently to enhance the accuracy of the distance function in respect to the images representation, we propose two approaches:
• inferring a weight vector by means of weighting functions. This allows the distance function to take into account the degree of contribution of each feature according to the user's feedback.
• optimizing the feature space by inferring a feature space transformation, adjusting the original space feature for a new one, in order to better represent the user's similarity criteria.
Weighting Functions Approach
Using GA to infer weight vector for the dissimilarity function has achieved promising results as pointed out previously. Our first approach is based on this concept, however the weights are generated by well-known mathematical functions. This proposal came from investigating the relation between the distribution of the features before and after the use of a weight vector to calculate the distances. The assumption made was that there could be a well defined way to assign weight to each feature to improve the ranking generated by the similarity queries. In accordance to this assumption, we implemented a CBIR system that integrates RF mechanism based on GA search heuristic to find a weight vector calculated by a set of weighting functions.
The problem, formally presented in Definition 3, consists on finding a sequence of functions that generates the best weight vector for a specific query. The chromosome of the GA is encoded slightly different as the most usual approach, where it is assigned to the genotype real values corresponding to the weights. In this case, the values assigned to the genotype are integers that correspond to the number of a weighting function. Definition 3. Let F = {f1, . . . , fρ} be a set of functions and δw = (f 1 , . . . , f m ), f i ∈ F be the ordered set of weighting functions inferred. Now let w = δw(xq) = {f 1 (xq 1 ), . . . , f m (xq m )} be the weighting vector for the distance function dw(). The problem using the weighting functions is to find a set δw such that arg max
where T = kN N (xq, k, dw(), X).
The advantage of dealing with weighting functions is that the search space for the GA is significantly reduced. This is because the search space in the continuous interval [0, 1] is higher than the discrete and finite search space F.
Feature Space Transformation Functions Approach
The second approach we introduce is based on feature space transformation, where each feature value is redefined by applying a transformation function, as detailed in Definition 4. These functions provide linear transformation and nonlinear transformations on original features space, a way to capture nonlinear relationships in the feature space.
Transformations on the feature space are performed using the GA to find the sequence of functions to be applied to the original feature space. For each sequence of transformation functions provided by the GA, a new feature space is calculated using the original feature values, and the kN N query is executed.
Definition 4. Given F, as previously set out, let δ T , defined analogously to δw, be an ordered set of transformation functions inferred and Y = {y1, . . . , yn} the new feature space, and each yi corresponding to a xi transformed by the functions in δ T , i.e., yi = δ T (xi) = {f 1 (xi 1 ), . . . , f m (xi m )}.
The problem using the feature space transformation functions is to find a set δ T such that arg max
where
Genetic Algorithm Description
When implementing a GA, it is necessary to consider its parameters and operators, such as the chromosome coding, the fitness function, selection, crossover and mutation operators. The values of the parameters and the chosen operators can be decisive regarding to the effectiveness of the algorithm. In this work, such choices were made experimentally and are described as follows:
• Chromosome coding: in both methods proposed a chromosome was coded as an integer-valued vector with m positions, C = (g1, . . . , gm), where gi corresponds to an identifier of a function in F. However, in the weighting functions approach, the chromosome gives the weight vector w for the distance function dw(), while in the feature space transformation functions approach it provides the new feature space Y.
• Fitness function: as fitness function we employed the ranking quality measure presented in Definition 2.
• Selection for recombination operator : we used exponential ranking selection to select pairs of individuals to reproduce. The probability of being selected pi for an individual Ci is given by Equation 5:
where i ∈ {1, . . . , Sp}, Sp is the population size and c = 0.9.
• Selection for reinsertion operator : elitism was employed to select the surviving chromosome for the next generation. This is because elitism guarantees that the best individual of the population in a generation g will be present in the population of generation g + 1, and so it guarantees that the best solution will always be improved or, at least, maintained.
• Crossover operator : we employed uniform crossover. A mask is randomly built and it indicates which chromosome will supply each gene for the first offspring. The second offspring is generated by the complement of the same mask.
• Mutation operator : uniform mutation is applied on the offspring chromosomes. The genes are selected with probability Pm and their values are changed by another valid value chose randomly.
EXPERIMENTAL RESULTS
In this section we present representative experiments on the proposed methods. The evaluation of our methods is based on a comparison with the classical weighting approach, where weights are directly generated in the range [0, 1]. The datasets, the features extractors and the GA parameters used are also described.
Image Datasets Descriptions
Experiments were executed considering several datasets, but due to space limitations, we only describe the results for two of them. The first image database is Corel 1000 1 [9] , which contains 1000 images classified in 10 classes with 100 images per class (africa, beach, buildings, buses, dinosaurs, elephants, flowers, food, horses and mountains).
The second dataset belongs to the medical domain (Lung Diseases), which consists of 246 magnetic resonance images of human lungs, collected at the Clinical Hospital at University of São Paulo in Ribeirão Preto. This dataset is divided in 6 classes being 1 of normal and 5 abnormal patterns (consolidation, emphysema, thickness, honeycombing, groundglass opacity), with an average of 41 images per class, varying from 39 to 44.
Feature Extractors
For each dataset, the feature vectors were acquired by the feature extractors: Color Moments [16] , Co-occurrence [7] , Sobel Histogram [2] , Histogram [4] , Run Length [10] and SIFT [12] . Table 1 shows the number of features extracted and the type of the information captured by each extractor. When extracting Color Moments and Sobel Histogram, the images were partitioned into 16 rectangular regions. The respective features were extracted from each region and combined in a single vector.
We notice that if the feature extractor doesn't describe any relevant aspect of the user's interests, this can lead to the set Rq be empty, and consequently, the GA may not converge to satisfactory solutions. 
GA Parameters
The GA is configured with the following parameters: population size (Sp) = 50; maximum number of generations (N g) = 100; crossover rate (Pc) = 0.8 and mutation rate (Pm) = 0.2.
Evaluation Graphics
All experiments were performed using the three following methods: direct weights generator (WG), weighting functions (WF) and transformation functions (TF). The performance of the fitness function is compared by adjusting the parameter A with values 2, 10 and 20. Also, the performance of each feature extractor employed is also analyzed. Regarding the kN N query, we empirically selected k = 30 and the maximum number of cycles of RF/GA-search is 10.
The effectiveness of our proposed methods WF and TF, and comparisons with the WG method was assessed by two graphics: Precision versus Recall, and Number of Relevant images versus Cycles of RF.
Corel 1000 Results
Experiments on Corel 1000 are presented considering an average of 10 image queries, one from each class, randomly chosen. Figure 2(a) shows low precision of each feature extractor in the initial query and a continuous improvement of precision as the execution evolves toward the last RF cycle, obtained using each method (Figures 2(b), (c) and (d) ). It can be observed that the WF (Figure 2(c) ) obtains higher precision then WG (Figure 2(b) ), near to 20% of recall with Color Moments feature extractor, and TF (Figure 2(d) ) achieved the highest precision, near to 30% of recall, also using Color Moments.
Considering the extractor Color Moments, Figure 3 (a) shows that the best results were achieved when using TF, with A = 20, A = 10 and A = 2, respectively. Following, one can see the WF method with A = 20 and A = 10. In Figure 3(b) it is possible to observe that the precision increases until the fifth cycle, with low or no improvement after that.
The number of relevant images retrieved per cycle obtained by each feature extractor while using TF is shown on Figure 4 (a). It can be observed that the texture-based feature extractors, Co-occurrence and Run Length, have similar and poor improvement while compared to the other ones. 
Lung Diseases Results
For this dataset we randomly chose 6 images, one from each class, and the results presented are an average of these queries. Figure 5(a) shows the low precision of each feature extractor of the initial query, with the best performance, again, obtained by using Color Moments. Considering the feature extractor SIFT, Figure 6 (a) shows the highest precision when using TF and A = 20, 10 and 2, in decreasing order. Furthermore, the performance difference in using weighting and transformation techniques is noticeable. For instance, taking 60% of recall, the transformation approach achieved 100% of precision, while weighting was around 30% of precision. The results on each cycle, using SIFT, TF and A = 20, are illustrated on Figure 6 (b). Once more, after the fifth cycle low improvements on precisions are reached. 
CONCLUSIONS
In the field of image retrieval, several works proposed to use GA combined with RF techniques to improve the accuracy of CBIR systems. In order to take advantage of this approach, this paper presented two methods. The first one infers a weight vector to adjust the Euclidean distance by means of weighting functions. The second one aims at optimizing the feature space using transformation functions. The advantage of using weighting functions instead of directly generated weights is that the search space is considerably reduced. Also, the results considering feature space transformation functions achieved successful effectiveness, obtaining the highest precision in all experiments, outperforming the other methods by up to 70%.
The higher performance obtained by using the feature space transformation is due to the fact that it leads to a configuration in which the space is transformed by different functions such as polynomials with several different degrees. Meanwhile, weighted distance functions limit the configuration to linear transformations.
As future work, one possible approach is to investigate the use of the weighting and transformation functions for further feature extractors and distance functions, as well as to study possible correlations between the different feature extractors and its behavior.
