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ABSTRACT 
Eukaryotic genes are often regulated by multivalent transcription factor 
(TF) complexes. Through the process of cooperative self-assembly, these 
complexes carry out non-linear regulatory operations involved in cellular 
decision-making and signal processing. In this thesis, we apply this natural 
design principle to artificial networks, testing whether engineered cooperative TF 
assemblies can be used to program non-linear synthetic circuit behavior in yeast. 
Using a model-guided approach, we show that specifying strength and number of 
interactions in an assembly enables predictive tuning between regimes of linear 
and non-linear regulatory response for single- and multi-input circuits. We 
demonstrate that synthetic assemblies can be adjusted to control circuit 
dynamics, shaping the timing of activation. We harness this capability to engineer 
circuits that perform dynamic filtering, enabling frequency-dependent decoding in 
cell populations. Thru this work, we find that cooperative assembly provides a 
versatile way to tune nonlinearity of network connections, dramatically expanding 
the range engineerable behaviors available to synthetic circuits. 
We then extend our modeling-framework to predict genome-wide binding 
  vii 
of our TF assemblies and find that cooperative complexes made of weakly-
interacting proteins can reduce unintended activation of endogenous genes. 
Thus, we are able to introduce synthetic regulatory components with low fitness 
costs on the cell, ensuring long-term stability of our integrated circuits over time. 
Taken together, this dissertation outlines a synthetic framework for building 
cooperative transcriptional complexes in vivo in order to engineer complex 
regulatory behaviors that are functionally orthogonal to the host cell.  
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Chapter 1: Why engineer cooperative regulatory systems? 
This chapter is adapted from the following manuscript currently in preparation: 
CJ Bashor*, N Patel*, S Choubey, A Beyzavi, J Kondev, JJ Collins, AS Khalil. 
Complex signal processing in synthetic circuits using cooperative regulatory 
assemblies (2018). *Equal Contribution 
 
 
1.1 Role of cooperativity in eukaryotic regulatory systems 
Cooperativity is a universal feature of natural regulatory systems by which 
coordinated behavior within a molecular system emerges from energetic coupling 
between its components1. This phenomenon has been a well-studied feature of 
oxygen binding to hemoglobin2 and protein folding3. Cooperativity is also critical 
to cellular networks, where it underpins decision making, allowing network nodes 
to convert linear, graded inputs into non-linear, “all-or-none” output responses4,5. 
The molecular basis of cooperativity has been classically understood through the 
paradigm of protein allostery. Another mechanism for generating cooperativity is 
through the self-assembly of multimeric complexes, where avidity created by 
initial binding events render subsequent higher-order assembly steps more 
energetically favorable 6 (Fig. 1). 
The cooperative assembly of transcriptional regulatory complexes plays a 
critical signal processing role in eukaryotic gene networks7–9. For many genes, 
transcriptional activation occurs when core initiation machinery is recruited to 
basal promoter regions by assemblies of enhancer-bound transcription factors 
(TFs) and associated co-factors10. Here, cooperativity is driven by TF 
multivalency, which supports formation of mutually-reinforcing protein-protein and 
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protein-DNA interactions. The resulting nucleoprotein complexes are thought to 
function as computational devices. For example, complex assembly can convert 
an analog TF input gradient into a switch-like transcriptional output11,12. By 
incorporating more than one TF, complexes can carry out Boolean decision 
functions, activating transcription only when the correct combination of TFs is 
present13. In metazoan systems, gene networks are thought to utilize assembly-
based computation to precisely interpret positional and temporal information 
during cell state decision making processes like cell type differentiation and 
developmental tissue patterning7–9.  
 
1.2 No approach to engineer cooperativity in vivo 
A major effort in synthetic biology is to harness design principles from 
biology and other engineering disciplines to build novel functions for clinical and 
industrial applications14,15. Despite knowing the importance of cooperativity in 
cellular regulation, engineers have failed to engineer cooperativity in vivo. This is 
because, to date, synthetic gene circuits are constructed using TFs that bind to 
promoters in ‘one-to-one’ fashion and rely upon a handful of well-characterized 
prokaryotic proteins. This offers a simple means for making network connections 
but certainly imposes limits on engineerable behavior. Many synthetic circuits in 
eukaryotes have relied on importing the same bacterial ‘parts’16. While bacterial 
proteins are largely orthogonal to eukaryotic transcription machinery, prokaryotic 
TFs regulate transcription in a fundamentally different way than eukaryotic TFs. 
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Prokaryotic TFs bind long target sequences and often oligomerize 
cooperatively17. Because these TFs are highly evolved for their specific function, 
it is difficult for engineers to decouple and tune various parameters of a TF (such 
as DNA affinity and cooperativity) without extensive directed evolution. In 
addition, engineering new connections in larger networks require new parts 
because most prokaryotic transcription factors do not function combinatorially. 
This often requires extensive part mining and characterization18–20. 
 
1.3 Cooperativity as a tunable feature 
Proteins derived from eukaryotic networks have been underutilized 
despite being evolved for complex regulatory function. Unlike bacterial TFs, 
eukaryotic factors bind short target sequences, have distinct functional domains, 
and often assemble with other TFs in large protein complexes. 
In this thesis, we aimed to leverage the modularity of eukaryotically-
derived domains in order to establish a synthetic biology framework for 
programming cooperative TF assembly in cells and construct circuits composed 
of interconnected regulatory assemblies. Through this work, we discovered that 
cooperative assembly is a powerful, highly flexible strategy for engineering non-
linear signal processing in gene networks which allow us to unlock steady state 
and temporal circuit behaviors inaccessible to non-assembly schemes. 
In Chapter 2, we describe our approach which involved the scaling of 
well-defined binary interactions (protein-protein and protein-DNA), and the use of 
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a synthetic multi-domain “clamp” protein to coordinate TF assembly. We were 
able to arbitrarily specify the complex configuration at the molecular level 
(enabled by our interaction “parts”), allowing precise tuning of a transcriptional 
node’s non-linearity and unprecedented exploration of emergent behaviors of 
networks composed of these densely connected, non-linear nodes. We 
additionally developed a mathematical (statistical thermodynamic) model for 
cooperative assembly based on the underlying molecular interactions, and used 
this to build a predictive tool for guiding circuit engineering, whereby all possible 
complex configurations (“configuration space”) are searched in silico to identify 
configurations that fulfill specific target behaviors. 
Using this model-guided circuit engineering approach, we explored a 
variety of circuit motifs, comprehensively examining the relationship between 
assembly configuration and circuit behavior. Critically, we showed that 
manipulating the molecular interactions within a promoter complex facilitates 
tuning between linear and non-linear computational functions. For example, we 
implemented (single-layer) circuits with dose response functions that range from 
linear to switch-like, as well as circuits that execute a wide range of Boolean and 
analog two-input computation by integrating multiple TFs within a single complex. 
We then extended our analysis to dynamic circuit behaviors, first showing how 
programmable cooperative assembly can be used to precisely control the timing 
of circuit activation. Finally, we combined these design features to construct 
circuits that use assembly-mediated cooperativity to execute complex time-based 
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filtering, including, to our knowledge, the first synthetic circuits that perform 
population-level decoding of frequency-modulated input signals. These are signal 
processing functions that are critical for allowing cells to precisely interpret 
temporal and positional information in the environment, such as in differentiation 
and development. 
In Chapter 3, we extend our assembly platform and modeling framework 
to build highly specific TF complexes capable of regulating targeted genes 
without significantly misregulating host regulation or metabolism. We do this by 
utilizing weakly-interacting components in our assemblies in order to reduce 
OFF-target binding of monomeric TFs. We show that building networks with 
cooperative complexes allows for long-term stability of our synthetic circuits by 
lowering negative selection against our integrated components. 
 
1.4 Impact of this work 
Taken together, our work reveals cooperative assembly as a critical 
ingredient for enabling gene networks to perform complex signal processing 
functions, and to rapidly interpolate between different regions of functional space. 
This work has wide-ranging implications and will be of interest to scientists in 
many fields. For systems/synthetic biologists, our framework represents the first 
available for engineering and tuning cooperativity in biological networks, which 
will be critical for future studies exploring the functional role of cooperativity in 
circuit behavior and for creating circuitry with a level of sophistication 
  
6 
approaching that of natural networks. Moreover, there is an emerging 
appreciation that cellular networks are capable of encoding and decoding 
dynamic information, and our work demonstrates some of the first synthetic 
circuits that execute these types of functions. Our model-guided approach will be 
of great interest to biophysicists developing theoretical models of gene 
regulation, and to computer scientists and electrical engineers involved in 
computer-aided circuit design. Intriguingly, the synthetic networks we create, in 
which the non-linearity of network nodes can be precisely tuned, are reminiscent 
of artificial neural networks (ANNs), and in principle our work could pave the way 
to build and model neural network-like systems in cells. This work will also be 
valuable to clinical and translational scientists. The synthetic parts making up our 
system are highly programmable and mammalian-derived; thus, we envision they 
could be useful for creating optimized gene expression control schemes for 
gene/cell therapy. The use of weakly interacting components would ensure long-
term stability of engineered circuitry for such applications. 
Finally, our synthetic approach offers insights as to why TF assemblies 
evolved in eukaryotes as a dominant mode of transcriptional regulatory control 
and highlights the functional benefits of weakly interacting components that come 
together to yield large effects. This will appeal to life scientists studying the 
mechanisms and evolution of eukaryotic transcriptional regulation, and inspire 
new designs for protein engineers.  
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Chapter 2: Complex signal processing in synthetic circuits using 
cooperative regulatory assemblies 
This chapter is adapted from the following manuscript currently in preparation: 
CJ Bashor*, N Patel*, S Choubey, A Beyzavi, J Kondev, JJ Collins, AS Khalil. 
Complex signal processing in synthetic circuits using cooperative regulatory 
assemblies (2018). *Equal Contribution 
 
 
2.1 Background and Motivation 
To date, most synthetic gene circuits have been constructed using TFs 
that bind to promoters in one-to-one fashion20–22. While binary interactions offer a 
facile means for making circuit connections, their use precludes any ability to 
tune circuit cooperativity, potentially imposing limits on engineerable behavior 
(Fig. 1, top). In this chapter, we ask whether promoters regulated by multivalent 
TF complexes can be used to engineer circuitry with expanded signal processing 
function (Fig. 1, bottom). We establish a framework for quantitatively 
programming cooperative TF assembly based on the configuration and strength 
of intra-complex interactions, and construct circuits composed of interconnected 
regulatory assemblies. Thus, we are able to systematically test the behavioral 
capacity of transcriptional networks in which the nonlinearity associated with 
each node’s transfer function can be freely programmed. 
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Figure 1: Different regulatory strategies in cellular networks. Nodes in 
cellular networks use one-to-one regulatory interactions to execute simple 
computational tasks (top); regulation by cooperative interactions within 
multivalent assemblies enables complex, non-linear signal processing (bottom) 
 
2.2 Design strategy 
Our strategy for engineering multivalent TF assemblies involves the 
scaling of well-defined binary interactions (Fig. 2). In our scheme, transcription is 
activated when synthetic zinc-finger (ZF) proteins fused to transcriptional 
activator domains (synTFs) bind to tandem DNA binding motifs (DBMs) located 
upstream of a core promoter23,24. Cooperative interactions between synTFs are 
implemented through a multi-domain PDZ “clamp” protein, which binds to peptide 
ligands on C-termini of tandemly bound synTFs. The free energy of the 
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assembled complex can be adjusted by varying either the number of tandem 
clamp/synTF/DBM units (nc), or the affinity of synTF-DBM and PDZ-ligand 
interactions (Kt and Kp, respectively). Tuning of complex stability is enabled by 
our part selection, as affinity variants are available for both ZF and PDZ domains 
(15 ZF-DNA and 13 PDZ-ligand interactions) (Fig. 3-5). Additionally, using 
orthogonal ZF and PDZ species makes it possible to either program mutually 
exclusive interactions within a single complex, or create networks comprised of 
multiple, discrete assemblies (Fig. 4-5). 
 
 
Figure 2: Design of synthetic TF regulatory assemblies. Complexes are built 
from binary interactions between modular protein domains (ZF and PDZ) and 
their respective binding partners (DBM and PDZ ligand). Clamp-enforced binding 
of synTFs to DBMs activates transcription at an adjacent core promoter; synTFs 
contain transcriptional activator (TA) domains, driving transcription of a 
downstream coding sequence. Thermodynamics of complex assembly are 
determined by domain interaction affinities (Kt and Kp) and the number of 
repeated units in the complex (nc). 
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Understanding how complex configuration gives rise to regulatory 
behavior requires modeling the functional relationship between Kt, Kp, nc, and the 
free energy of complex assembly. If accurate, such a model could provide a 
powerful tool for circuit engineering by enabling the systematic computational 
exploration of the behavioral space accessible to circuits regulated by 
cooperative assemblies. This would allow for identification of circuit designs that 
fulfill a particular target behavior prior to physical construction. Motivated by 
these possibilities, we created a modeling framework consisting of the following 
modules:  
 
(1) A thermodynamic module that relates cooperative assembly to 
transcriptional output for a given complex configuration (nc, Kp, Kt). 
 
(2) A differential equation module that describes temporal dynamics for 
circuits composed of interacting synTF assemblies. 
 
In this chapter, we provide a detailed description of how we selected 
molecular parts used for synTF complex construction, experimentally measured 
their relevant properties, performed model parameterization based on these 
measurements, and then utilized the model to simulate circuit input/output 
behavior and guide circuit construction.  
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2.2 Molecular parts library: selection and parameter measurement 
As a first step toward construction of a molecular assembly scheme 
amenable to modeling, we identified a set of part variants comprising a range of 
Kt and Kp values, and then conducted in vitro binding experiments to directly 
measure their binding affinities (see Section 2.3) (Figs. 4-5). We used 
fluorescence anisotropy (FA) to measure affinities for two types of purified ZFs 
(43-8 ‘ZF1’ and 42-10 ‘ZF2’), and their respective oligo DBMs24. For each ZF, we 
used previously described R-to-A ZF backbone mutations as affinity variants24. 
We also generated DBM affinity series (DBM1, DBM2, etc.) for both ZFs by 
systematically mutating nucleotides both in the core and directly flanking the core 
9-bp recognition sequence (ZF1: aGAGTGAGGAc, ZF2: aGACGCTGCTc). 
Similarly, PDZ-ligand affinities were measured for two domains (syntrophin ‘syn’ 
and erbin ‘erb’) and their respective partner ligands25,26. For each pair, we 
obtained ligands of various affinities from published reports (S1, S2, …; E1, E2, 
…)25,26 (Fig. 5). Altogether, this yielded a set of component interactions 
consisting of 15 ZF-DNA and 13 PDZ-ligand pairs with in vitro-measured values 
ranging from mid µM to low nM, providing us with broad, tunable control of Kt and 
Kp. 
For in vivo experiments, cellular concentrations of synTF and clamp 
species ([TF]tot and [C]tot) were controlled by one of two small molecule-inducible 
expression systems. Both were selected for their reported linear dose response 
profiles. The first is a TetR-regulated pGAL1 expression system modified to have 
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a linear dose-response (linTET)27 (Fig. 6a). The second is a linear-activating 
system that utilizes a chimeric estrogen receptor transactivator (linZEV)28 (Fig. 
6b). linTET and linZEV are induced by anhydro-tetracycline (ATc) and estradiol 
(EST), respectively. To quantitatively characterize dose responses for these 
expression systems, we constructed yeast strains harboring either GFP or FLAG-
tagged synTF1 (derived from ZF1) placed under expression system control. 
Dose response curves were obtained for both systems by flow cytometry 
analysis of inducer-dependent GFP expression. After subtracting 
background/intrinsic fluorescence, each dose response was fit to the following 
Hill model (Fig. 6): 
 
𝐹𝑜𝑏𝑠 = 𝐹𝑚𝑖𝑛 + (𝐹𝑚𝑎𝑥 ∙ [𝐼]
𝑛Η (𝐸𝐶50
𝑛Η⁄ + [𝐼]𝑛Η)) 
 
where [I] is the concentration of chemical inducer, nH the Hill coefficient, 
EC50 the chemical inducer concentration at half-maximal response, and Fmin and 
Fmax the minimum and maximum fluorescence values measured in the dose 
response curves. nH, EC50, and the fold change of GFP fluorescence (𝐹𝑚𝑎𝑥/𝐹𝑚𝑖𝑛) 
were extracted from this fit and used during model parameterization (see below) 
as a proxy for the fold change of protein concentration resulting from promoter 
induction. In order to validate GFP as an accurate surrogate for expression, 
linTET induction was assessed by Western blot (Fig. 6b). Fitted values were 
found to be similar for both systems: EC50 (54.3 ng/mL by flow cytometry 
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compared to 107 ng/mL by western) and nH (1.27 by flow cytometry compared to 
1.14 by western). Additionally, we measured constitutive fluorescence from a 
pADH1 promoter driving GFP expression for different integration loci (Fig 6a).  
 
 
Figure 3: Sequence details of synthetic promoter and protein components. 
Plasmid constructs listed in Table 1 are composed entirely of molecular 
components described in this figure. (a) Amino acid sequences common to all 
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synthetic transcription factors (synTFs) and clamps used in this study. synTFs 
feature a FLAG epitope tag, nuclear localization sequence (derived from SV40 
NLS), and VP16 transcriptional activation sequence upstream of a triple repeat 
zinc finger array. For zinc finger affinity alleles, mutated residues are highlighted 
in bold. Clamps contain the same N-terminal nuclear localization sequence as 
synTFs. An nc=2 clamp sequence is depicted, and the unit repeated in higher 
order clamps is highlighted. Flexible GS repeat linker sequences for both synTF 
(5AAs) and clamp (20 AAs) are depicted at lengths found to be optimal for 
complex assembly (see Figure 9). Yeast or E. coli optimized coding sequences 
were cloned into expression plasmids (see Table 1) at the indicated boundaries. 
For yeast, N-terminal boundaries directly abut promoter-associated start codons, 
while E. coli boundaries indicate fusion with expression vector MBP (see Section 
2.3-2). (b) Promoter/coding sequence pairs used in circuit construction. All 
combinations of promoter and coding sequence used in Table 1 yeast 
expression constructs are indicated (left). DNA sequences for pADH1 and 
(DBM)miniCyc1 promoters, and associated start codons are indicated (right). 
(DBM)miniCyc1 with 43-8 DNA binding motif (DBM) sites for an nc=2 
configuration is depicted. The highlighted unit gets repeated in the 5’ direction to 
create higher order assemblies. Kozak sequence is underlined and translational 
start (ATG) is colored purple. 
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Figure 4: In vitro measurement of TF-DBM binding constants by 
fluorescence anisotropy (FA). Recombinant proteins were purified and DBM 
oligos prepared as described in Section 2.3-2. (a) MBP-ZF fusion proteins (see 
Figure 3 for sequence details) bind to oligonucleotide probes harboring a single 
DBM repeat. Affinities for the interaction were measured as a function of the 
increase in fluorescence anisotropy resulting from binding of the fusion to a 
fluorescently labeled (FITC) oligo probe (Section 2.3-3). (b) Measuring oligo 
probe binding to ZF affinity variants. MBP-ZF was titrated against 10 nM oligo 
probe. Change in anisotropy was converted to the fraction of bound probe and 
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binding curves were obtained for high and low affinity variants for both 43-8 (TF1) 
and 42-10 (TF2) species. Kd values were extracted by fitting data to a quadratic 
binding equation (Section 2.3-3). (c) Using competition binding experiments to 
measure binding constants for DBM affinity variants. At concentrations of MBP-
ZF and probe at which half-maximal binding was observed in Figure 4b 
experiments, we titrated unlabeled oligo competitors containing DBM affinity 
variants and measured anisotropy increases accompanying displacement of the 
probe by the competitor. Competitor oligo Kd values were extracted by fitting data 
(converted to fraction probe bound) to a cubic equation describing competitive 
binding (Section 2.3-3). Sequences for both sets of DBM affinity variants are 
listed on the right. Residues mutated from the WT sequence are indicated by 
bold type. 
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Figure 5. In vitro measurement of PDZ-ligand binding constants by 
fluorescence anisotropy. Recombinant proteins were purified as described in 
Section 2.3-2. (a) MBP-PDZ fusion proteins (see Figure 3 for sequence details) 
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bind to peptide ligand probe. Affinities for the interaction were measured as a 
function of the increase in fluorescence anisotropy resulting from binding of the 
fusion to a fluorescently-labeled (FITC) oligopeptide probe (Section 2.3-3). (b) 
Measurement of peptide probe binding to PDZ domain. MBP-PDZ was titrated 
against 10 nM peptide ligand probe, and anisotropy data were converted to 
fraction of bound probe. Binding curves were obtained for high and low affinity 
variants for both syntrophin and erbin PDZ domains. Kd values were extracted by 
fitting data to a quadratic binding equation (Section 2.3-3). (c) Competition 
binding experiments were conducted to measure binding constants for ligand 
affinity variants. At concentrations of MBP-PDZ and probe at which half-maximal 
binding was observed in Figure 5b experiments, we titrated 43-8 synTFs with 
appended ligands of various affinities. Anisotropy increases accompanying 
displacement of the probe by the competitor was measured, and competitor 
ligand Kd values were extracted by fitting data (converted to fraction probe 
bound) to a cubic equation describing competitive binding (Section 2.3-3). 
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Figure 6: Characterization of inducible and constitutive expression 
systems. Experiments were conducted to obtain model input parameters for 
circuit component expression systems. (a) Using GFP as a surrogate to 
quantitate promoter expression. For inducible expression systems, dose 
response curves were generated to characterize transfer functions between 
inducer concentration and transcriptional output. For the linTET system, ATc was 
titrated, while EST was titrated for the linZEV system. Measurements were made 
for induced cultures at mid-log growth by flow cytometry. Error bars represent 
standard deviation for three replicates. Curves were fit according to a Hill model 
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(see Section 2.2). Blue dotted lines indicate minimum and maximum expression 
levels as determined by fit. Constitutive expression from pADH1 (see Figure 3) 
was measured for both LEU2 and HIS3 loci. Parameterization experiments for 
(DBM)miniCYC1 promoters are described in Figure 25. (b) Validation of GFP 
expression system by western blotting. In three separate blots, top panels were 
probed with anti-FLAG antibody (purple) and bottom panels with anti-Hex loading 
controls (orange) (left). Band intensity was measured using ImageJ, and mean 
normalized intensity data (error bars = std. dev.) were plotted and fitted with a Hill 
equation. (c) Amino acid sequence of the ZEV transcription factor involved in the 
linZEV activation system. A 97-4 zinc finger was appended with the estrogen 
receptor harboring a C-terminal VP16 activation domain. Expression of the 
resulting coding sequence was driven by the pTEF1 promoter (-417 to 0). 
 
 
2.3 Demonstrating complex formation in vitro 
2.3-1 Measuring cooperative assembly using fluorescence anisotropy  
In order to provide a direct demonstration that our molecular components 
(DNA, synTF, and clamp) are capable of cooperative assembly, we used the 
fluorescence anisotropy (FA) binding assay to test the effect of both clamp and 
complex size (nc) on the cooperativity (nH) and midpoint (EC50) of a synTF 
titration (Fig. 7). Species used in the binding assay are described in Fig. 3. 
Descriptions for protein purification is found in Section 2.3-2 and the binding 
assay is in Section 2.3-3. 
SynTFs lacking activation domains were titrated against a fixed 
concentration of fluorescently labeled DNA probe containing tandem DBMs, in 
the presence or absence of clamp (2 µM). synTF binding to a nc=2 probe showed 
a linear dose response profile (EC50 = 210 nM, nH = 1.07), while presence of a 
two-PDZ clamp lowered the synTF binding threshold and steepened dose 
response (EC50 = 18 nM, nH = 1.81). This effect was neither observed for a synTF 
  
21 
containing a non-binding ligand, nor in the presence of an nc=1 probe (Fig. 7), 
while nc=3 complex formation using probe containing three DBDs and three-PDZ 
clamp demonstrated a still sharper, lower threshold response (EC50 = 5.1 nM, nH 
= 2.55). Thus, the clamp cooperatively enhances synTF binding to adjacent 
DBDs, and the effect scales in magnitude with complex size. 
 
 
Figure 7: In vitro assembly of purified cooperative complex components. 
Fluorescence anisotropy was measured for synTF titration of DBM oligo probe 
(FITC labeled) in the presence or absence of clamp (2 µM) and converted to 
fraction probe bound (see Section 2.3). nb indicates synTFs containing PDZ 
ligand mutants deficient for binding. For each experiment, nc indicates the 
number of repeat units (PDZ domains per clamp and DBMs per probe). Points 
represent mean values for three measurements  SD. 
 
To confirm that nearly all of the change in anisotropy measured during 
complex formation results from binding of MBP-ZF (and not clamp) to the DNA 
probe, we conducted a control experiment (Fig. 8) where a single PDZ domain 
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was titrated into a mixture containing probe with fully-saturated MBP-ZF binding. 
Addition of the PDZ made a minimal contribution (<5%) to the overall anisotropy 
signal, confirming that binding of species composed of low molecular weight PDZ 
domains have little effect on the anisotropy of synTF-probe complexes. 
 
Figure 8: Component anisotropy signal contribution. A control experiment 
was run to verify minimal contribution of PDZ domain/clamp binding to overall 
change in anisotropy signal upon complex formation. Molecular weights for 
components and complexes are indicated to the left of each complex component 
(see Figure 3 for sequence information). Binary complex was assembled by 
titrating MBP-TF against 10 nM fluorescent probe. Saturated binary complex was 
titrated with a syntrophin PDZ domain. Lines represent Hill fits for both titrations. 
Error bars are standard deviation for three replicates. 
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2.3-2 Recombinant protein expression and purification 
The design of plasmids used for recombinant protein expression are 
described in Fig. 3. Amino acid sequences were identical to those used in yeast, 
except where indicated in the figure. Synthetic sequences, codon optimized for 
E. coli expression, were synthesized (IDT) and cloned into the pMAL-c5X vector 
(NEB), and the vectors transformed into BL-21 Rosetta (DE3) pLysS (Novagen) 
for recombinant expression. Cultures (500 mL, Luria broth supplemented with 1 
µM ZnCl2) were grown under constant shaking at 37°C to 0.4 OD600 and induced 
with 1 mM IPTG, whereupon cultures were transferred to 25°C and grown 
overnight. Cells were pelleted, harvested by sonication into extraction buffer 
(20mM Tris, pH 8.0, 100 mM NaCl, 20 mM MgCl2, 1 mM ZnCl2, 0.02% NP-40, 
20% glycerol), and cleared lysates were incubated with a 0.5 mL bed volume of 
amylose resin (NEB) at 4°C for 3 h to bind fusion proteins. Resin was washed 
with 20 column volumes of wash buffer (20 mM Tris, pH 8.0, 100 mM NaCl, 20 
mM MgCl2, 1 µM ZnCL2, 10% glycerol), and for species harboring MBP (see Fig. 
3-5), proteins were eluted with wash buffer supplemented with 10 mM maltose. 
For proteins requiring MBP cleavage (see Fig. 3-5), resin was mixed with 2.5 mL 
of wash buffer supplemented with 2 mM CaCl2 and 2 µg Factor Xa (NEB) and 
incubated overnight at 4°C. Protease was purified away from cleaved protein 
using a HiTrap benzamidine FF column (GE Healthcare). Proteins were dialyzed 
into buffer containing 20 mM Tris, pH 8.0, 100 mM NaCl2, 50 µM ZnCl2, 5% 
glycerol and then concentrated to ~10 mg/mL prior to freezing at -80°C. 
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Concentrations of all protein species were measured by Bradford assay29. 
 
2.3-3 in vitro binding assay 
In vitro binding assays were performed according to the methods of Jantz 
and Berg30, with modifications. The probe sequences (IDT DNA) listed below 
were used for ZF-DNA binding experiments and represent the upper oligo of a 
temperature annealed duplex: 
 
43-8 nc=1: 
5’ - GAAfluorTTCGTCCTCACTCTGGATCC – 3’   
 
42-10 nc=1: 
5’ - GAATTCAfluorGACGCTGCTCGGATCC – 3’ 
 
43-8 nc=2 : 
5’ - GAAfluorTTCGTCCTCACTCTTCGGTCCTCACTCTGGATCC  - 3’ 
 
43-8 nc=3 : 
5’-GAAfluorTTCGTCCTCACTCTTCGGTCCTCACTCTTCGGTCCTCACTC 
TGGATCC– 3’   
 
where Afluor indicates the presence of fluorescein label on the thymidine in 
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the bottom (reverse) oligo in the duplex, and underlined sequence indicates DNA 
binding motif (DBM) for single zinc finger arrays (ZF). Probes were generated by 
annealing an unlabeled top oligo to a labeled bottom oligo in a 2:1 ratio, while 
binding competitor oligos were generated using unlabeled top and bottom oligos 
mixed at equimolar ratios. For PDZ binding experiments, fluorescein-labeled 
peptide probe (ordered from Selleckhem) used for PDZ binding measurements 
contained the sequence VSKELV*, where the N-terminus was labeled with a 
FITC conjugate. Probe concentration was assessed by measuring Abs490. 
Competitor peptides were purified as MBP-ZF43-8 fusions (see Figs. 3 and 5).  
All assays were conducted in 20 mM Tris, pH 7.5, 100 mM NaCl2, 50 µM 
ZnCl2 buffer at 25°C. Proteins, probes, and competitor oligos were added to a 
final volume of 300 µL. Probes were used at 10 nM in all experiments. For 
complex assembly experiments (Fig. 7), indicated concentrations of MBP-ZF43-8 
harboring a VSKELV* ligand (see Figs. 3 and 5) were titrated against 5 µM 
concentrations of clamp. Mixtures were allowed to equilibrate at 25°C for 10 min 
in Costar black 96-well plates prior to reading. Fluorescence anisotropy (FA) 
measurements were made at 494 nm using a SpectraMax M5 (Molecular 
Devices) fluorescence plate reader. For all measurements, anisotropy (𝑟) was 
calculated using the following equation: 
 
𝑟 =
𝐼∥ − 𝐼⊥
𝐼∥ − 2𝐼⊥
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where 𝐼∥ and 𝐼⊥ are parallel and perpendicular fluorescence, respectively. 
Fraction of bound probe was calculated using the following equation: 
 
𝑓𝑏 =
𝑟 − 𝑟𝑓𝑟𝑒𝑒
(𝑟𝑏𝑜𝑢𝑛𝑑 − 𝑟) • 𝑄 + (𝑟 − 𝑟𝑓𝑟𝑒𝑒)
 
 
where 𝑟𝑏𝑜𝑢𝑛𝑑 and 𝑟𝑓𝑟𝑒𝑒 are the anisotropy values for fully bound and fully unbound 
probe, respectively. Each of these values was measured independently of 
binding curves with either a 100x excess or absence of ZF (in the case of ZF-
oligo binding) or PDZ (in the case of PDZ-ligand binding). 𝑄 is the ratio of total 
fluorescence (measured at 454 nm) under 𝑟𝑏𝑜𝑢𝑛𝑑 and 𝑟𝑓𝑟𝑒𝑒 conditions. To obtain 
binding constants for ZF-probe and PDZ-probe interactions, binding data were fit 
to the following quadratic equation:  
 
𝑓𝑏 =
[𝑃] + [𝑝𝑟𝑜𝑏𝑒] + 𝐾𝑑 − √([𝑃] + [𝑝r𝑜𝑏𝑒] + 𝐾𝑑)2 − 4[𝑃] • [𝑝𝑟𝑜𝑏𝑒]
2[𝑝𝑟𝑜𝑏𝑒]
 
 
where [𝑃] is the total concentration of either ZF or PDZ, [𝑝𝑟𝑜𝑏𝑒] is the total 
concentration of the oligo or peptide probe, and 𝐾𝑑 is the dissociation constant of 
the interaction. Competition binding curves were calculated by fitting competition 
binding curves to the following cubic equation31: 
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𝑓𝑏 =  
[𝑅𝐿∗]
[𝐿𝑇
∗ ]
=
[𝑅]
𝐾𝑑1 + [𝑅]
=  
2 ∙ √(𝑎2 − 3𝑏) ∙ cos
𝜃
3 − 𝑎
3 ∙ 𝐾𝑑1 + 2 ∙ √(𝑎2 − 3𝑏) ∙ cos
𝜃
3 − 𝑎
 
where 
𝑎 =  𝐾𝑑1 + 𝐾𝑑2 + [𝐿𝑇] + [𝐿𝑇
∗ ] − [𝑅𝑇] 
𝑏 =  𝐾𝑑2 ∙ ([𝐿𝑇
∗ ] − [𝑅𝑇]) + 𝐾𝑑1 ∙ ([𝐿𝑇] − [𝑅𝑇]) + 𝐾𝑑1 ∙ 𝐾𝑑2 
𝑐 =  −𝐾𝑑1 ∙ 𝐾𝑑2 ∙ [𝑅𝑇]  
𝜃 =  cos−1 [
−2𝑎3 + 9𝑎𝑏 − 27𝑐
2 ∙ √(𝑎2 − 3𝑏)3
] 
 
where 𝑓𝑏 is fraction probe bound, [L*T] is the total probe concentration, [RT] and 
[R] are total and free concentrations of the ZF, respectively, while [LT] and [L] are 
total and free concentrations of competitor. Kd1 is the affinity for TF and probe, 
while Kd2 is the affinity between TF and competitor. All binding curve fitting was 
done using MATLAB (Mathworks, Natick, MA). 
 
2.4 Optimizing cooperative complex molecular configuration 
Individual domains comprising both synTF and clamp species are 
interconnected by flexible GS-repeat linkers (Fig. 3). These occur between ligand 
and ZF in the synTF, and between PDZ domains in the clamp. We postulated 
that free energy of complex assembly would depend heavily on domain 
interdistance, and thus attempted to identify a set of linker lengths that would 
best facilitate complex formation and transcriptional activation (Fig. 9). We 
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constructed circuits in which synTF expression is driven by linTET, clamp is 
constitutive expressed with pAHD1, and nc = 2 complex assembly takes place at 
a GFP reporter locus. Within this context, we tested three GS linker lengths for 
synTF1 (0, 5, 10 AAs) against three clamp linker lengths (5, 10, 20 AAs) at three 
different Kp values. Complex assembly at a GFP reporter locus was assessed by 
flow cytometry. Induced (ATc) and uninduced circuits were compared in strains in 
which clamp was either present or absent. We assessed the ability of the synTF 
and clamp to induce higher GFP expression when co-expressed, and the best 
performing set of linkers (5 GS for synTF and 20 GS for clamp) was selected for 
circuit construction throughout the paper. 
 
Figure 9: Screening linker length combinations to optimize complex-
mediated transcriptional output. We screened flexible interdomain linkers of 
both synTF and clamp proteins to identify combinations of linker lengths that 
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yield high transcriptional synergy (see Figure 3 for component sequence details). 
synTF expression is controlled by ATc-inducible linTET and clamp is either 
constitutively expressed or absent (see also Figure 6); synTF/clamp complex 
assembles as an nc=2 complex, driving expression of a GFP reporter (top left). 
GS-repeat linkers interconnect ZF and ligand domains in the synTF, and PDZ 
domains in the clamp (bottom left). Three different synTF linker lengths (Kt = 13.6 
nM) were tested against three lengths in the clamp, for three different Kp values 
(right). Configurations yielding high transcriptional synergy produce high GFP 
output when synTF is induced and clamp is present (+/+), relative to when 
components are expressed individually. Grey box highlights the synTF/clamp 
linker pair exhibiting the highest transcriptional synergy from our screen 
((GS)x=glycine-serine linker of length x). 
 
2.5 Thermodynamic Model 
2.5-1 Model Description 
In order to better understand how the molecular features of a complex 
determine its assembly, we formulated a statistical thermodynamic model13,32–34 
relating intracellular synTF and clamp expression levels to promoter occupancy 
state (and consequent transcriptional output). (Fig. 10-11, 13-14). Similar models 
have been used to investigate a wide range of biological processes, including 
transcription, bacterial chemotaxis, and ion channel mechanism33–38. The 
fundamental principle underlying such a model is the notion of the microstate: 
one of many distinct ways that species making up a macroscopic system can be 
arranged. For a multi-part, self-assembling molecular system, relevant 
microstates are represented by the fully intact complex, as well as any sub-
complexes that exist along a pathway to complete assembly. Construction of a 
model proceeds by first enumerating these complexes, and then calculating their 
relative free energies (or, equivalently, their relative probabilities) based on the 
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number and affinity of interactions within each state. When using such an 
approach to study natural systems, predictive power is often limited by either 
incorrect assumptions about a system’s molecular features, or the presence of 
unaccounted-for microstates. It is our assertion that by modeling a synthetic 
system, we obviate many of these concerns. For our synTF/clamp complexes, 
microstates comprise any distinct promoter-bound configuration of synTFs or 
clamp. Thus, the set of states available for any given configuration are pre-
accounted, with interaction affinity, specificity, and concentration of constituent 
species fully defined. Moreover, the physical microscopic quantities that we use 
to describe free energy changes associated with each microstate correspond to 
affinities (Kt and Kp), over which we have tunable control. Thus, consistent with a 
major goal of our work, this class of model gives us a quantitative framework for 
understanding how to tune assembly using the molecular ‘knobs’ conferred by 
the variability of our molecular parts. 
Constructing a thermodynamic model for synTF complex assembly 
involves first identifying all possible promoter-bound synTF/clamp configurations 
for a given nc, and then assigning to each a characteristic transcriptional rate (r). 
A weight (w) describing the change in free energy for all interactions within each 
state is computed based on intracellular component concentrations and 
dissociation constants. Relative transcriptional contributions from each state are 
given by w*r. Because states within the system are assumed to be in thermal 
equilibrium with one another (which holds true as long as transcription initiation is 
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much slower than rates of synTF binding), the following equation can be used to 
compute promoter output by averaging relative transcriptional contributions from 
each state:  
𝑡𝑥𝑛 = ∑ 𝑟𝑖 ∙ 𝑤𝑖
𝑖
∑ 𝑤𝑗
𝑗
⁄  
where i are transcriptionally active states and j are all promoter states. 
In Fig. 10, we apply this framework to the assembly of an nc = 2 promoter 
complex. To model complex formation under different synTF and clamp 
expression levels, we first distinguish promoter-bound complex assembly from 
interactions between promoter-dissociated species in the nucleus. Hill equations 
relate inducer concentration to component expression, while mass-action 
equations describing formation of non-promoter complexes (synTF•Clamp and 
2*synTF•Clamp) as a function of total synTF and clamp expression levels ([TF]tot, 
[C]tot) dictate the concentrations of species available to bind to the promoter. We 
assume these equilibria to be unaffected by promoter complex formation. Next, 
the thermodynamic promoter states are enumerated. Under conditions with both 
synTF and clamp present, the promoter can assume one of five possible states: 
unoccupied, one synTF bound, two synTFs bound, one synTF bound to clamp, 
and the full assembly containing two synTFs plus clamp. States containing a 
single bound synTF are degenerate—they can exist in one of two configurations 
assumed to be energetically and transcriptionally equivalent. Of the five states, 
four contain at least one bound synTF and are therefore transcriptionally active. 
Binding energies for each state are calculated based on the following 
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parameters: (1) concentrations of free synTF and clamp ([TF] and [C]), which are 
related by chemical equilibria to [TF]tot and [C]tot, (2) dissociation constants for 
ZF-DNA (Kt) and PDZ-ligand (Kp) interactions, and (3) a constant (c2) that 
accounts for assembly cooperativity by acting as an interaction constant 
multiplier for the state in which two synTFs are bound to clamp13,35. The values of 
w are then multiplied by the degeneracy of each state. Finally, each state is 
assigned an r proportional to the number of bound synTFs. We assume that 
neither synTF position within the DBM array, nor the presence of the clamp itself, 
influence r.  For clarity, the expression describing the nc = 2 system is written 
explicitly in Fig. 10. To model nc > 2 complexes, we generalize the nc = 2 case 
such that the number of states and their corresponding r and degeneracy are 
functions of nc and the number (N) of bound synTFs, and cn is a function of N 
(Fig. 11). 
  
33 
 
  
34 
Figure 10: Thermodynamic model for nc = 2 complex assembly. The 
mathematical model describing assembly of an nc=2 promoter complex has three 
components: (1) Grey boxes: Chemical equilibria dictate concentrations of freely-
diffusing species available for promoter binding. In our experimental system, 
synTF and clamp expression is controlled by ATc-inducible linTET and EST-
inducible linZEV, respectively. Thus, Hill equations are used to describe the 
relationship between inducer and the in vivo concentrations of expressed 
components (left box, see also Figure 6). Mass-action equations are used to 
account for concentrations of all available species, including free monomeric 
components ([TF] and [C]) and non-promoter multimeric complexes (right box). 
(2) Blue boxes: Enumeration of possible promoter states. Each of the five states 
is assigned a corresponding thermodynamic weight (w) that describes the 
change in free energy for interactions within that state. (Kt = SynTF-promoter 
binding affinity; Kp = PDZ-ligand binding affinity; nc = size of the complex) Each 
state is assigned a degeneracy that accounts for thermodynamically equivalent 
sub-states, and a transcription rate (r) proportional to the number of bound 
synTFs. (r0 = maximum transcriptional output of the promoter.) The weight for the 
ternary complex (synTF + clamp) features a cooperativity constant (c) that 
represents additional stability afforded by the multivalent interaction (see also 
Figure 14). (3) Transcriptional activity (bottom): A function describing 
transcriptional output (txnn) is obtained by averaging the relative transcriptional 
contributions (w*r) of all promoter states. 
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Figure 11: Generalized thermodynamic model for synTF/clamp complex 
assembly. The nc=2 model of Figure 10 is generalized for synTF/clamp 
complexes of arbitrary size. (N = the number of promoter-bound synTFs; nc  = 
total number of DNA binding sites; cN = cooperativity constant that defines the 
additional stability the clamp gives to a complex of N-bound synTFs) 
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2.5-2 Fitting and model parameterization 
In order to turn our model into a generalizable tool that can be used to 
accurately predict regulatory functions for arbitrary complex configurations, we 
conducted parametric fitting on a set of circuit induction training data (Fig. 12). 
Experimentally measured values for both in vitro component binding affinity 
(Figs. 4-5) and inducible promoter expression data (Fig. 6) were used as initial 
parameter guesses to constrain the fit (Figs. 10,11,13), with former values 
accounting for affinities between interacting complex components (Kt, Kp), while 
latter values relate inducer concentration (as a function of EC50 and nH values) to 
relative linTET and linZEV expression. Fitting allows us to infer parameter values 
for which we do not have a priori estimates: the complex cooperativity factor (cn) 
and effective in vivo concentrations of complex components ([TFtot] and [Ctot]). By 
fitting data from configurations featuring different nc, Kt, and Kp under various 
promoter induction levels (Fig. 12), we obtain generalizable functional 
relationships between not only complex size (nc) and cn, but also between 
promoter induction ([ATc], [EST]) and [TFtot] and [Ctot].  
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Figure 12: Testing in vivo complex assembly in yeast using a synthetic 
gene circuit. a. Genes comprising the circuit are chromosomally-integrated in 
yeast (left). synTF and clamp assemble upstream of a promoter driving GFP 
transcription. Small molecule-inducible expression systems (linTET and linZEV) 
control intracellular expression levels (Figure 6). synTF expression is induced by 
ATc (2 - 500 ng/mL); clamp by EST (0.05 - 12.5 nM). Transfer functions for 
induced expression of both components are linear (Figure 6); adjusting 
molecular features of assembly (Kt, Kp, nc) tunes overall circuit transfer function 
(right). b. Training of thermodynamic complex formation model. Dose response 
data for circuit configurations programmed with various Kt, Kp, nc values were 
collected and fitted to a thermodynamic model (Figure 10-11); fitted data and 
regression plot showing residual from fit are shown at the right. 
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The seven circuits comprising the model training dataset are shown in Fig. 
12b. Component expression is driven by linTET (synTF) and linZEV (clamp). 
Each circuit has a slightly different complex configuration (Fig. 12b): for nc = 2 
complexes we varied Kt (6.5 nM, 13.6 nM) and Kp (0.88 µM, 1.97 µM, 27.3 µM) 
affinities, while nc was varied from 2 - 4 with fixed Kt and Kp values of 13.6 nM 
and 1.97 µM, respectively. For each of the strains in this set, input-output dose 
response surfaces (12 ATc by 12 EST doses; 144 total data points) were 
generated by measuring GFP expression as a function of inducer concentration. 
A global fit on all surfaces was performed using the trust-region-reflective 
algorithm implementation of Matlab’s nonlinear least-squares solver (Fig. 12b). 
During the fit, initial parameter guesses derived from in vivo and in vitro values 
(Figs. 4-6) were constrained by different bounds, depending on the parameter. 
Affinity values (Kt, Kp), inducible promoter EC50 values, and expression ratios 
([TF]max/[TF]min, [C]max/[C]min) were constrained to a 4-fold bound, while nH values 
describing the nonlinearity of promoter induction were held to a much narrower 
1.1-fold bound. Unmeasured values [TF]tot, [C]tot, and cn were unconstrained 
during the fit. We performed multiple parameter fits using a broad range of initial 
guesses for to ensure that our fit did not reach a local minimum. As shown in Fig. 
12b, our best fit solution revealed close correspondence between model and 
data across the entire training set (RMSD = 0.062). 
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Figure 13: Summary of thermodynamic model parameters. Comparison of 
experimentally-measured and model-fitted parameter values. Interaction affinities 
(ZF-DNA, PDZ-lig) were measured using in vitro binding assays (Figures 4-5). 
Expression parameters were obtained using dose response measurements of 
the linTET and linZEV expression systems (see Figure 6). Fitted parameters 
were obtained by performing a global fit on a training set of experimental data of 
two-input circuits (see Figure 12). The two-input circuits consisted of linTET and 
linZEV driving expression of synTF and clamp (for different nc, Kt, and Kp), with 
complex formation inducing expression of GFP. 
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The resulting set of fitted parameters represent a transformation of 
experimental measurements into values that describe effective component 
behavior in model space. For example, Kt and Kp values fit-adjusted to optimize 
[TF]tot, [C]tot, which serve as de facto proportionality constants relating component 
affinity to expression system induction. To obtain model space-transformed 
values for the full set of values measured in Figs. 4-6, we used linear 
extrapolation: expression strength of pADH1 was calculated based on GFP 
expression data from Figure 6 (Fig. 14a), and a full set of model-space affinity 
values was calculated for Kt and Kp values measured in Figures 4-5 (Fig. 14b). 
Additionally, cn values for configurations with nc > 4 were extrapolated following a 
log linear fit of the three fitted clamp constants using the following equation (Fig. 
14c):  
 
𝑐𝑛 =  10
−𝑘∙𝑛 
 
where k is a scaling term which was determined from the fit to be 1.88. This 
equation assumes that cooperativity scales approximately logarithmically with cn. 
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Figure 14: Transformation of experimentally measured values into in vivo 
parameter space. For parameter values associated with configurations used in 
the model training fit (Figure 12b), linear regression was used to model the 
relationship between experimentally measured values and corresponding fit-
derived in vivo parameters (see Figure 13). Using fitted linear functions, 
interpolation was used to transform the remaining measured values (Figures 4-
6). (a) Transformation of experimental expression data for pADH1 into in vivo 
pADH1-clamp expression. We fit a linear function (grey line) to thermodynamic 
model fit-derived values for linZEV clamp expression ([C]tot, see Figure 10) at 
corresponding experimentally measured GFP expression levels (data from 
Figure 6a). From this, in vivo concentration for pADH1-expressed clamp was 
interpolated (green point) based on pADH1-GFP expression measured from the 
LEU2 locus (Figure 6a). (b) Transformation of measured affinity values (Kt and 
Kp) into model parameter space. A log-log function (grey line) was used to model 
thermodynamic model fit-derived values for Kt and Kp affinity at corresponding 
experimentally measured affinities (see Figures 4-5,13). Measured affinity 
values that were not associated with the thermodynamic model fit in Figure 12b 
were used to interpolate in vivo affinities. (c) Extrapolation of model-fitted clamp 
cooperativity constants (dark orange points) to infer constants for complexes with 
nc > 4 (light orange). The extrapolation follows a log-linear relationship. 
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2.6 Relating cooperative complex configuration to circuit behavior 
We used the fully parameterized thermodynamic model to quantitatively 
map the relationship between complex configuration and circuit behavior for a 
number of different circuit motifs (Figures 18, 23, 27, 30, 32). In each case, we 
generated a database of all possible complex configurations (“configuration 
space”) based on the combinatorics furnished by our available part space. 
Transcriptional input/output functions were simulated for each configuration, and 
then used to compute circuit behavior variables (“behavior space”). 2D 
morphospace plots for relevant variables were generated and used to identify 
relationships between regions of circuit behavior space and characteristics of 
corresponding complex configuration space. Below we describe the various 
target behaviors that were explored in silico and verified in vivo. 
 
 
Figure 15: Model-driven approach for engineering circuit behavior. For a 
given circuit motif, our parts collection (left) defines the available configuration 
space (middle: PDZ-ligand variants, Kp; synTF-DBM variants, Kt; 
clamp/synTF/DBM units, nc). Our model computes input-output functions for this 
space, mapping the full range of potential circuit behaviors (behavior space, 
right). 
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2.6-1 Mapping circuit behavior space for single-input circuits 
One fundamental signal processing function that cellular regulatory 
networks perform is the conversion of a linear regulatory input (dose) into a 
nonlinear, switch-like output (response). Nonlinear dose response can emerge 
from cooperative assembly when the titration of a molecular species into a 
system dominated by weak, low valency interactions leads to the formation of 
stable, high valency complexes. The greater the energetic difference between 
low and high valency regimes, the greater the nonlinearity in the relationship 
between concentration of the titrated species (input) and complex formation 
(output). In Fig. 16 we use the parameterized model to demonstrate how 
nonlinearity can arise from titration and complex formation for a single synTF. We 
evaluated how the free energy state distribution for a synTF-clamp complex 
changes by altering configuration features. Total Gibbs free energy change (∆G) 
for each state was calculated by summing binding energies from each of the 
constituent binary interactions. ∆G for each interaction (Kd) was calculated using 
the following equation:  
 
∆𝐺 =  −𝑘𝐵𝑇 ln (
𝐾𝑑
𝑐𝑟𝑒𝑓
) 
 
where 𝑘𝐵 is the Boltzmann constant (J•K
-1), 𝑇 is temperature (K), 𝐾𝑑 is 
disassociation constant (M), and 𝑐𝑟𝑒𝑓 is a standard reference concentration of 
1M. 
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As seen in Fig. 16, for a low valency nc = 2 configuration, very few states 
are available for occupancy by complex components, and energetic separation 
between states is relatively small; plotting txn as a function of synTF 
concentration, we see a linear dose response (nH = 1.0). A moderate degree of 
nonlinearity (nH = 2.07) is introduced by increasing complex valency (e.g., from nc 
= 2 to 5). This is due to the greater overall number of states as well as an 
increase in the free energy differences between them; higher energy binary 
synTF-promoter states dominate transcriptional output at lower synTF 
concentrations, while much lower energy, clamp-bound ternary states dominate 
at higher concentrations. When synTF affinities are lowered for DBM (large Kt 
values) and raised for the clamp (small Kp values) within the nc = 5 complex, we 
see a sharp jump in dose response cooperativity (nH = 4.41), consistent with 
binary and ternary states becoming further energetically separated (Fig. 16). 
Thus, our model suggests that it should be readily possible to use different Kt, Kp, 
and nc regimes to program dose-response cooperativity, tuning to either linear or 
highly switch-like activation profiles. 
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Figure 16: Thermodynamics of complex assembly in the generation of 
nonlinear dose response. The thermodynamic model (Figures 10,11,13) was 
used to simulate three different synTF/clamp configurations (nc, Kt and Kp) 
predicted to have input/output responses progressing from linear to nonlinear 
(left to right). Free energy diagrams below each configuration depict relative free 
energies of the promoter states (grey are DNA-only states, blue are binary 
synTF-DNA states, and red are ternary synTF/clamp-DNA states). Below each 
free energy diagram is the simulated txnn (see Figure 10) dose response of the 
assembly’s transcriptional response when synTF species is titrated, and the 
corresponding EC50 ([TF] at half-maximal response) and nH (Hill coefficient) for 
the dose response. Nonlinearity is increased by raising the complex valency 
(from nc = 2 to 5) and further increased by lowering synTF affinity for DNA (Kt) 
and raising affinity for clamp (Kp). These configuration changes are accompanied 
by an increased free energy separation between binary (blue) and ternary (red) 
states. 
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In order to determine the extent to which our parts collection enables dose 
response tuning, we used our parameterized model to map the relationship 
between accessible complex configuration space and behavior space for an 
inducible single input circuit (Fig. 18). We modeled steady-state GFP output in 
response to linTET-driven transcription of synTF1, which assembles with 
constitutively expressed (pADH1) clamp. We reasoned that, because the 
induction profile for linTET—the first node in the circuit—is linear with respect to 
ATc input (nH = 1.27; Fig. 6), it should be possible to manipulate the overall 
cooperativity of circuit input-output by programming complex assembly in the 
second node. Complex configuration space was obtained from the combinatorial 
enumeration of our parts set: Kt (13 affinities) + Kp (15 affinities) + nc (2-5) + (with 
and without clamp) = 855 total configurations (Fig. 17a). Using our 
parameterized thermodynamic model, ATc dose response titrations were 
simulated for the entire configuration space (ATc range = 100-104 ng/µL) and 
resulting dose responses were fit to the following Hill function: 
 
𝑡𝑥𝑛𝑛𝑜𝑟𝑚 =  (
𝑎 ∙ [𝐴𝑇𝑐] 𝑛H
𝐸𝐶50 + [𝐴𝑇𝑐]𝑛H
) + 𝑐 
 
where txnnorm is the normalized transcriptional output for a circuit with a 
given configuration, EC50 is the ATc concentration at which transcriptional 
activation is half-maximal, nH is the Hill coefficient, a is the max activation level, 
and c is basal expression for each circuit. Both non-activating configurations (a/c 
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< 2) and configurations with high basal expression (c > 0.2) were omitted. EC50 
and nH values were extracted from the remaining configurations (476) and plotted 
as a two-dimensional morphospace (Fig. 18). 
 
Figure 17: Using the model to explore cooperative complex modulation of 
dose response behavior. We used our thermodynamic model to map circuit 
dose response behavior onto configuration space for a single-input, two-node 
circuit where output is regulated by cooperative complex assembly. (a) Defining 
configuration space. ATc induces expression of a synTF (from the linTET 
promoter), which forms an assembly with constitutively expressed clamp 
(pADH1), driving GFP reporter expression (left). Enumeration of available 
configurations for this assembly (855) and curation (removal of 379 unproductive 
configurations) resulted in a final set of 476 (right). Using the model, dose 
responses were simulated for each configuration ([ATc] range = 10-1 - 104 ng/µL). 
Hill functions were fit to extract EC50 ([ATc] at half-maximal response) and nH 
(Hill coefficient) values for each dose response. (b) The single-input 
morphospace of EC50 vs. nH. Each point corresponds to a specific circuit 
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configuration (scatter). Above the morphospace is a parameter frequency 
analysis of values of (Kp, Kt, nc) for three different regions of the scatter, 
corresponding to linear (left blue box), intermediate nonlinear (center box), and 
highly nonlinear responses (right box). Shown to the right is the range of values 
for each parameter’s frequency analysis distribution. 
 
As demonstrated by the scatter in Fig. 18, the nH distribution of low nc (1 - 
3) configurations are narrow and mostly linear, while higher order configurations 
(nc = 4 and 5) show broader distributions, granting access to regions of more 
switch-like circuit behavior. For both low and high valency complexes, EC50 is 
tunable over approximately 1.5 logs (10 - 500 ng/mL), a range which is 
constrained by the dose response profile of the linTET system (EC50 = 54.3 
ng/mL). Plotting parameter profiles for configurations in different sectors of the 
morphospace (Fig. 17b) revealed that linear dose responses were enriched for 
weak clamp interactions (large Kp values), while the most cooperative 
configurations were highly enriched for both weak DNA (large Kt) and strong 
clamp (small Kp) interactions in a manner consistent with our earlier 
thermodynamic analysis (Fig. 16). Four circuit configurations representing 
different points along the nH dimension were selected for construction. Upon 
experimental testing, close correspondence between model and experiment was 
observed (Fig. 18), demonstrating our ability to use programmatically tune 
cooperativity by altering complex configuration. ATc dose response profiles were 
determined using the same method as in Fig. 6 and data were fit to the above 
Hill equation to extract EC50 and nH values. 
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Figure 18: Programmed complex assembly enables quantitative tuning of 
circuit dose response. For a single-input (2-node) circuit, synTF is induced by 
addition of ATc (input node) and assembles with constitutively-expressed clamp 
to regulate GFP transcription (reporter node, left). Model-computed circuit dose 
response behavior space is plotted according to threshold (EC50) and sensitivity 
(nH) values (right). Colors indicate different complex sizes (nc). Four circuits with 
different assemblies (parameters: Kt affinity in blue, Kp affinity in red, nc), were 
constructed and their dose responses measured by inducing with ATc and 
measuring GFP by FACS after 16 h (below). Points represent mean values for 
three experiments ± SD. 
 
2.6-2 Mapping circuit behavior space for two-input circuits 
Cellular networks sense and integrate concurrent environmental signals in 
a variety of ways. Signals can be integrated linearly, by summing inputs, or non-
linearly, by computing inputs in near-digital fashion. We tested our ability to use 
programmed cooperative complex assembly to tune between these regimes for a 
two-input circuit, where regulation is mediated by two differentially inducible 
synTF species that assemble together into a clamped complex (Fig. 23). Dose 
response behavior for two-input circuits depends not only on the cooperativity 
associated with binding of each individual synTF, but also on binding 
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interdependence conferred by the clamp. While a rich set of behaviors can be 
realized using two cooperatively interacting activators, we thought that it might be 
possible to enrich the diversity of accessible two-input behavior by adding 
negative regulatory function to the clamp. This would permit access to non-
monotonic behavioral regimes by rendering ternary complexes transcriptionally 
inactive. We tested previously characterized yeast transcriptional inhibitors23 for 
their ability to override synTF-mediated activation when appended to the clamp. 
In Fig. 19, we show that both Mig1 and Sir2, when appended to the C-terminus 
of a clamp and assembled into a nc = 2 complex, can inhibit transcription 
compared to unmodified clamp. Using our thermodynamic model, we simulated 
dose response surfaces for configurations containing Mig1-clamp. Specifically, 
we multiplied the rates (r) of all clamp-bound promoter states (see Figs. 10-11) 
by the fold-change in reporter output driven by a clamp-Mig1 complex relative to 
a wild-type clamp complex (0.037, see Fig. 19). 
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Figure 19: Assemblies featuring clamp-effector fusions enable 
transcriptional repression. In order to enable clamp-mediated negative 
regulation, we fused repressive chromatin regulators (CRs) to the clamp. 
Schematic of the nc = 2 assembly configuration used to characterize clamp-CR 
fusions (left). SynTF expression was controlled by ATc-inducible linTET, and 
clamp was constitutively expressed (pADH1). GFP expression from strains with 
no clamp (synTF only), wild-type clamp (synTF + clamp), and clamp fusions to 
Mig1 and Sir2 CRs (right). Light and dark grey bars are uninduced and induced 
synTF, respectively (for three replicate strains ± standard deviation). 
 
We used our model to investigate the relationship between complex 
configuration and two-input regulatory function (Figs. 2b, 20a). The configuration 
space that was tested included 6 Kt affinities for each synTF, 5 Kp affinities, and 
nc ranging from 2-6 (1-3 for each of the two synTFs), for a total of 8,100 
configurations (Fig. 20a). We reach 16,524 by including configurations in which 
Mig1 is tethered to the clamp as well as configurations without clamp. For all 
circuits that were simulated, synTF1 was expressed from a linTET promoter, and 
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synTF2 from a linZEV promoter. For each configuration, two-input dose response 
surfaces were simulated by titrating ATc from 10-1-104 ng/µL, and EST from 0.05-
12.5 nM to generate surfaces containing 96 x 96 data points. To identify 
configurations that exhibit desired target behaviors, we used Kullback-Leibler 
divergence (DKL) 39, an information theory quantity that measures informational 
entropy, to assess similarity between simulated and target dose-response 
surfaces (Fig. 20b). DKL is given by the following equation: 
 
𝐷𝐾𝐿(𝑃|| 𝑄) = ∑ 𝑃(𝑖) ln
𝑃(𝑖)
𝑄(𝑖)
𝑖
  
 
which provides a measure of “information lost” when distribution Q is used to 
approximate distribution P (and thus equals 0 when P and Q are the same) (Fig. 
20b). DKL was calculated between surface data for simulated surfaces (Q) and 
target distributions (P) designed to mimic ideal Boolean logic gate behavior 
(Figs. 20c, 21a). Target distributions consisted of 12 x 12 square regions located 
in the corners of each surface; regions were either uniformly fully transcriptionally 
active or inactive based on their particular logic (Fig. 21a). 
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Figure 20: Computationally probing the relationship between cooperative 
complex configuration and two-input logic. We used our thermodynamic 
model to map dose response behavior onto configuration space for a two-input 
circuit, where output is regulated by assembly of two synTFs and a clamp (see 
Figure 23). (a) For the two-input circuit, ATc and EST induce expression of two 
different synTFs (from the linTET and linZEV promoters), while clamp expression 
is driven by pADH1. Enumerated configuration search space for the circuit (right) 
includes configurations with and without clamp, as well as those with clamp fused 
to the Mig1 repressor (see Figure 19). (b) Method for scoring circuit behavior 
based on an information theory-based comparison with an ideal (target) 
behavior. Kullback-Liebler divergence (DKL) uses informational entropy to 
measure the difference between two distributions: e.g., a reference distribution 
(P) representing a target behavior and a distribution (Q) representing query data. 
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Lower DKL values signify distributions that are more “similar” to the target. (c) 
Computational workflow for analyzing two-input logic behavior space. 
Progressing from left to right: for each configuration in the search space, 
normalized model transcriptional output (txnn) is simulated across ranges of [ATc] 
(96 data points, 10-1 - 104 ng/µL) and [EST] (96 data points, 0.5-12.5 nM). Each 
member of the resulting decision surface database (Q1(i), Q2(i), Q3(i), etc.) is then 
compared to two ideal (target) distributions: a two-input AND gate (PAND(i)) and 
an OR gate (POR(i)). Specifically, DKL(PAND||Qn) and DKL(POR||Qn) are evaluated 
by comparing the four corner regions (red search area boxes, 12 x 12 data 
points) of each model surface to those of the target AND and OR distributions, 
respectively. The full set of DKL(PAND||Qn) and DKL(POR||Qn) were plotted to 
generate a morphospace representing the degree to which each circuit 
configuration is AND-like or OR-like (see Figure 23). 
 
We generated a circuit behavior morphospace (Fig. 23) by plotting DKL for 
an idealized OR-gate behavior against that of an idealized AND-gate (Fig. 20c). 
In qualitative terms, the position of a configuration within this space represents 
the degree to which binding of the synTF species during complex formation is 
either independent (OR-like) or interdependent (AND-like). Configurations that 
confer the most AND-like and OR-like circuit behavior cluster at two opposing 
vertices (Figs. 23, 21b), both of which are enriched for higher order (nc = 4 - 6) 
complexes. Thus, circuits that exhibit more Boolean-like behavior, with sharper 
decision boundaries, contain more cooperative assemblies. Circuits conferring 
more linear, graded surfaces are found in the fronts between vertices, or near the 
center of the scatter, amongst complexes with lower nc. Configurations conferring 
sharp AND and OR-like logic are enriched for low Kt affinities and high Kp 
affinities (Fig. 21b), while those with graded responses show a broader range of 
parameter values, particularly for Kp. 
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One interesting feature of two-input circuit behavior that emerges from our 
analysis of Fig. 23 morphospace is a region in which circuits demonstrate 
negative cooperativity, where presence of one TF can negatively impact the 
binding of the second. Examination of parameter enrichment for these 
configurations reveals high Kp affinities, low Kt affinities, and low nc for one of the 
induced synTFs (Fig. 21b). For these configurations, negative cooperativity 
appears to arise as a result of this synTF acting to competitively exclude the 
clamp from the complex rather than participating directly in promoter complex 
assembly. Configurations containing clamp-Mig1 fusions cause a further 
expansion of space away from the center of the distribution, forming a third 
vertex comprising configurations which exhibit both NAND and NOR-like 
behavior. Both behaviors enriched for high affinity synTFs (small Kt values) that 
drive transcription at low concentrations of synTF and high-order complexes 
(high ntotal) with large Kp values that drive clamp-mediated repression at high 
concentrations of both synTFs (Fig. 21b). Interestingly, one narrow area of 
clamp-Mig1 morphospace is enriched for XOR behavior, arising predominantly 
from configurations enriched for intermediate parameters. 
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Figure 21: Mapping logic behavior onto two-input morphospace. (a) The set 
of ideal logic (target) distributions. Target distributions were defined by assigning 
normalized transcriptional activation values (1, 0.5, 0.25, 0) to the four corners of 
the distribution, where each corner is composed of 12 x 12 points (search area, 
red squares). The search areas of model-predicted decision surfaces can then 
be compared against these target logic distributions using DKL as described in 
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Figure 20c. (b) Identifying areas of morphospace enriched for desired two-input 
logic functions. For a given logic function (scatter inset: AND, OR, etc.), we 
evaluated DKL for all configurations in the morphospace. Highlighted within each 
morphospace are the top 1% of configurations (lowest DKL) corresponding to the 
target logic function. The color of the highlighted configurations indicates 
complex size (nc, bottom right). Parameter frequency analyses of (Kp, Kt, nc) for 
highlighted configurations are shown to the right of the morphospace, along with 
three example decision surfaces (parameter frequency key is shown on the 
bottom right). (dark grey scatter points = configurations with clamp; light grey 
scatter points = configurations with clamp-Mig1; [*] = searched only for 
configurations with clamp-Mig1). 
 
In order to validate model predictions, we selected various circuits within 
the morphospace distribution to construct and experimentally test. We did a 
simple “4-corners” test, where we added saturating amounts of ATc and EST 
inducer either individually, or as a pair (Fig. 22). We found close agreement 
between the model and data for a large number of tested circuits.  We collected 
data on full surfaces for a number of these circuits to compare with model 
predictions (Figure 23) and found that we can indeed engineer ‘decision 
surfaces’ across the entire behaviors space, tuning between graded and 
nonlinear responses. 
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Figure 22. Experimental verification of two-input circuit behavior space. A 
set of circuits were constructed to test the ability of our model to predict steady 
state behavior for two-input circuits containing two different synTF species (top 
left). We selected circuits broadly distributed throughout the predicted behavior 
space (top right), including within regions thought to contain Boolean-like 
behavior (AND- and OR-gate). Circuits were induced with saturating 
concentration of ATc and EST, grown for 16h, and measured by flow cytometry. 
Model and experimental fluorescence values were normalized to calculated and 
observed maximum outputs. Circuit configurations highlighted in grey are shown 
in Figure 23. 
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Figure 23: Programmed complex assembly enables tuning of two-input 
dose response between linear and non-linear computations. In a two-input 
circuit, synTF1 and synTF2 are induced by ATc and EST respectively (input 
nodes), assembling with constitutively-expressed clamp to regulate a 
downstream reporter node (left). Behavior space for the full set of available circuit 
configurations (right) are plotted as Kullback-Leibler divergence (DKL): “similarity” 
between model-computed output surfaces and archetypal Boolean AND and OR 
surfaces (see Fig. 20). Grey areas in the plot indicate regions of AND- and PR-
like behavior. Selected circuits, with corresponding reporter complex parameters 
(Kt affinity in blue, Kp affinity in red, nc), were constructed and their 2D output 
surfaces experimentally measured by inducing with ATc and EST and measuring 
GFP by FACS after 16 h (right). 
 
2.7 Dynamic model for circuits composed of interacting synTF assemblies 
2.7-1 A microfluidic platform to measure circuit dynamics 
In order to examine the extent to which programmable complex assembly 
could be used to program synthetic gene circuit dynamics, we developed a 
microfluidic workflow to measure single cell response to circuit induction (Fig. 
24a).  Custom microfluidic devices were designed to support monolayer growth 
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of S. cerevisiae cells and enable rapid, automated on-chip switching of liquid 
inputs. To enforce monolayer growth, we used a previously reported cell trapping 
design in which chambers were constructed with heights matching the cylindrical 
diameters of yeast cells40–42. To this “flow layer”, we overlaid a “control layer” of 
integrated elastomeric valves to facilitate rapid on-chip switching of liquid inputs 
and outputs (Fig. 24b). We developed two variations of this common design. The 
first, termed ‘12S2T’, was designed to screen a maximum of 12 different strains 
with up to two distinct environmental time series (six strains per time series; Fig. 
24b, top). The second, termed ‘12S6T’, also accommodates a maximum of 12 
strains with the possibility for six distinct time series (two strains per time series; 
Fig. 24b, bottom). 
Devices were fabricated using soft lithographic techniques, as described 
previously43–45. Two photoresist-based molds, corresponding to flow and control 
layers, were patterned with respective microchannel structures. The flow layer 
mold was constructed by first patterning SU-8 2 negative photoresist (MicroChem 
Corp.) at the appropriate feature height onto a silicon wafer then transferring the 
cell trapping chamber pattern from a high-resolution transparency photomask 
(CAD/Art Services, Inc.). Next, AZ4620 positive photoresist (Capitol Scientific, 
Inc.) was patterned at the greater flow channel feature height and aligned to the 
trapping chamber pattern before transferring. The completed flow layer mold was 
placed on a hotplate at 145°C for 1 min to reflow the photoresist and round the 
channel profiles for complete valve closure in assembled devices. The control 
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layer mold was constructed by patterning SU-8 10 negative photoresist 
(MicroChem Corp.) onto a second silicon wafer and similarly transferring the 
control layer pattern from a photomask. 
Devices were created by replica molding from the master molds. 
PDMS/Sylgard 184 was mixed in a 10:1 ratio of elastomer base:curing agent, 
poured onto the control layer mold to a thickness of ~5 mm, and baked at 80°C 
for 3 h. Elastomer was prepared in a similar fashion and spun onto the flow layer 
master (3500 rpm for 60 s), and baked at 80°C for ~10 min. The cured control 
layer was peeled from the master and aligned over the flow mold under a 
microscope. The multilayer devices were then baked for an additional 3 h, peeled 
from the master, cleaned, and finally sealed to pre-cleaned No. 1.5 glass 
coverslips (Fisher Scientific). Devices were operated using a previously-
described microfluidic platform that integrates plumbing, hardware, and the 
software that controls valve and liquid delivery42.  
We established accumulation and decay of GFP fluorescence in response 
to a single, saturating square pulse of doxycycline (Dox) as a generic assay for 
dynamic behavior (Figs. 3, 24). Prior to testing cooperative assemblies, we 
assessed experimental precision for the 12S2T microfluidic device using square 
pulse induction of the linTET-GFP reporter strain (Fig. 6). Population-to-
population variation in mean fluorescence measured across different chambers 
(chamber-to-chamber) and different devices (device-to-device) was found to be 
minor (Fig. 24d). Dox was used in place of ATc for time-lapse fluorescence 
  
62 
imaging because of its increased photostability relative to ATc. In Fig. 24e we 
verified that Dox concentration (10 µg/mL) we used for microfluidic experiments 
was administered at saturating levels. 
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Figure 24: Microfluidic devices and methods for time-lapse experiments. (a) 
Workflow for microfluidic experiments. Yeast cells are loaded into a device, on-
chip valves are used to select media and specify an induction time series, cells 
are imaged using time-lapse microscopy, and image analysis is performed to 
extract single-cell fluorescence trajectories. (b) Schematic of the multi-layer 
microfluidic devices used in this study, where flow layers are shown in grey and 
control layers in red. Cells loaded from inlets are trapped in cell chambers that 
have been fabricated to the height of a single monolayer of S. cerevisiae cells 
(light blue box, magnified in c). (c) Magnified view of the cell trapping chambers 
(left). Representative bright field and GFP images of the linTET-GFP strain 
before and after Dox induction (right). Scale bar, 10 µm. (d) The variation in 
single-cell fluorescence trajectories measured in cells across different devices 
(inter-device, top) and different cell chambers (intra-device, middle). 
Fluorescence trajectories shown throughout this study represent the mean and 
standard deviation of many cells aggregated from multiple cell chambers 
(bottom). Dox was used at 10 µg/mL. (e) Dose response curves for the linTET 
expression system using the inducers ATc and Dox. Because of ATc 
photodegradation, Dox was used in all microfluidic time-lapse experiments. 
 
2.7-2 Dynamic Model Description and Parameterization 
In order to predict the dynamic behavior of circuits measured in 
microfluidic pulse experiments, we developed a model that incorporates our 
thermodynamic treatment of cooperative assembly while using a system of first-
order differential equations to account for synTF transcriptional dynamics (Fig. 
25a). Each equation describes species production from a single circuit “node” 
(e.g. regulated promoter driving expression of synTF or GFP), and consists of: (i) 
a basal promoter activity (kbasal), (ii) regulated promoter activity (kact), and (iii) 
degradation of the protein species (kdeg). For (DBM)miniCyc1-derived promoters 
regulated by synTF assemblies (Fig. 3), transcriptional regulation is described 
using thermodynamic polynomials described in Figs. 10 and 11, which are 
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multiplied by activation rate constants, kact, to obtain locus-specific rates of 
species production (Fig. 25a).  
Activation/deactivation dynamics were measured for a set of three test 
circuits to obtain training data for parametric model fitting (Fig. 25b): (1) The 
linTET-GFP expression system (one-node), (2) a two-node network where linTET 
drives expression of synTF1 (Kt = 13.9 nM), which activates GFP reporter driven 
by an nc=2 promoter, and (3) a three-node cascade in which synTF1 activates 
production of synTF2 (Kt = 15 nM), which subsequently activates GFP. We 
extracted model rate parameters (kbasal, kact, and kdeg) by performing a pattern 
search least squares global fit on data traces shown in Fig. 25b. During the fit, 
complex-mediated transcription was calculated using fixed values obtained from 
previous thermodynamic model fitting (Kt, Kp, cn, EC50 and nH for linTET, and 
pADH1-driven [C]tot) (Figs. 13-14). Initial guesses for dilution/degradation rate 
(kdeg) of protein species were approximated to be 0.003 min-1 (based on the 
doubling time of yeast cells in YPGal) and held to a 2-fold bound during the fit. 
Fitting multiple circuits allowed us to extract locus-specific promoter activation 
rates for both synTF and GFP transcription (kact), which remained unconstrained 
during the fit. We performed multiple parameter fits using a broad range of initial 
guesses for kact values to avoid solutions at local minima. As shown in Fig. 25b, 
our fit solution revealed close correspondence between model and data across 
the entire training set. 
Finally, we developed a general relationship that could be used to scale 
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the extracted promoter activation rates (kact) for promoters having different synTF 
operator numbers (nc) by constructing two-node cascades with promoter 
(pSynTF1) variants having nc = 2-5. We measured the induced maximum circuit 
output for these variants, and fit this data with a simple logistic function to 
produce a relationship between nc and the promoter activation rate (Fig. 25c).  
Two circuits were constructed to validate model predictions: a linear nc=2 
complex that exhibits a linear steady-state dose response, and an nc=4 complex 
featuring a switch-like dose response. (Fig. 27a) The model accurately predicted 
time courses for both circuits, with the switch-like circuit exhibiting delayed onset 
of activation, and rapid decay upon removal of Dox. These results indicate that 
the timing of activation and deactivation phases can be tuned to specified regions 
of behavior space by adjusting complex configuration. 
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Figure 25: Experimental parameterization of dynamic model for circuits 
composed of synTF assemblies. (a) Application of the dynamic model to a 
three-node circuit (cascade). Dox-induced linTET expression of TF1 from the first 
node assembles with constitutively expressed clamp (pADH1) at the second 
node, inducing expression TF2, which subsequently assembles with clamp to 
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drive expression of GFP at the third node (left). Corresponding rate equations 
describe the change in species concentrations over time (right). linTET 
expression of synTF1 is modeled with a Hill equation (“inducer DR” grey box). 
For downstream (DBM)miniCyc1 promoters that are regulated by synTF 
assemblies, such as pSynTF1 and pSynTF2, the thermodynamic model is used 
to compute the species production rate (“thermo model” grey boxes). kact = 
maximum transcriptional activation rate for each promoter; kbasal = basal promoter 
activity; kdeg = degradation/dilution rate of each protein. (b) Fitting dynamic model 
to time course data. Rate parameters were obtained from a global fit of the model 
to microfluidic time course data of strains harboring one-node, two-node, and 
three-node test circuits (subjected to a Dox pulse of 14.5 or 16 h). Specific circuit 
configurations are shown to the left, fits (dots) to the experimental data (lines) are 
on theright, and the extracted rate constants are below. (c) A relationship for 
scaling promoter activation rates, kact, as a function of synTF complex size, nc. 
Maximum fluorescence outputs were measured for two-node cascades having 
identical assembly configuration (shown to the right), but with nc = 2-5 (fold 
change is relative to maximum output for nc = 2 configuration). The data were fit 
to a logistic function, and used to extrapolate kact values for assemblies of 
arbitrary size.  
 
2.7-3 Mapping behavior space for circuit activation/deactivation dynamics 
In order to assess the extent to which cooperative complex assembly can 
be used to predictively tune temporal circuit behavior, we used our integrated 
model to map activation/deactivation behavior space for circuits comprising three 
different network motifs: a two-node cascade, three-node cascade, and three-
node cascade with positive feedback loop at the second node (Figs. 3, 26). 
Activation/deactivation dynamics were calculated in response to a 16 h Dox 
pulse for the full set of assembly configurations available to each motif (total of 
64,080). We filtered out circuit configurations with low maximum outputs (max 
GFP < 2000 AFU) or weak inducibility (max/basal < 1.5), resulting in a “filtered 
space” of 11,488 circuit configurations (Fig. 26b). Values for activation (τa) and 
  
68 
deactivation (τd) half-time were respectively defined as the time it takes to reach 
the half-maximal response following Dox pulse initiation, and time to return to 
half-maximal response following the end of the pulse (Fig. 27a). Circuits that did 
not decay to basal levels within the time frame of the simulation (4000 min) were 
designated as “no decay”. Plotting τa against τd for all circuits yielded the 
morphospace scatter in Fig. 27b. Circuits designated as no decay were plotted 
separately in a box above the τd axis. Grey shaded region denotes circuit decay 
times that exceed the duration of time-lapse imaging in microfluidic devices. 
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Figure 26: Model-based construction of the circuit activation/deactivation 
behavior space. We used our model to map behavior space for 
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activation/deactivation kinetics from assembly configuration space for two-node, 
three-node, and three-node with feedback (+FB) circuits (see also Figure 27b). 
(a) For all circuits, ATc (or Dox) is the input, inducing linTET expression of a 
synTF, which assembles with constitutively expressed clamp (pADH1) to drive 
expression of either GFP (two-node) or a second synTF(three-node and three-
node+FB). The second synTF assembles with clamp to drive GFP expression 
and its own production (for three-node+FB) (left). Enumeration of the 
configuration search space for these circuits (right). This space includes 
configurations with and without clamp. (b) Simulation and curation of output 
traces for circuit configuration space. We used the model to simulate GFP output 
traces for the full space of circuit configurations in response to a 16 h Dox pulse 
(10 µg/mL) (grey, full space). Traces with weak basal or low fold activation (red) 
were filtered out, and the remaining traces normalized between 0 and 1 (orange, 
green, blue). 
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Figure 27: Controlling gene circuit dynamics using programmed complex 
assembly. A. Controlling phases of circuit activation and decay by tuning 
assembly cooperativity. synTF complex assembly and disassembly (left) 
determine the kinetics of circuit activation and deactivation (green) in response to 
transient inducer inputs (orange). Dose response profiles (middle) for a two-node 
cascade regulated by either a non-cooperative (linear) two-TF complex (grey) or 
a switch-like (non-linear) four-TF assembly (green). Time-dependent GFP 
expression (right) of both circuits in response to 14.5 h Dox pulse (orange) was 
measured using time-lapse microscopy in a microfluidic device (lines = mean 
fluor. cell-1, shaded boundaries = ± 1 SD of population mean) and compared to 
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model-simulated behavior (dots). Half-times for activation (a) and decay (b) of 
each circuit are indicated. B. Programming complex assembly enables activation 
and decay phases to be broadly and independently tuned for a three-node 
cascade motif. Scatter of model-predicted dynamic behavior space compares 
half-time of activation (a) and decay (b) for motifs containing two nodes (orange) 
and three nodes with feedback (light blue) and without (light green). Simulated 
time courses for ‘No decay’ circuit configurations did not return to basal activity 
following input removal. The five highlighted circuits were constructed and tested 
by time-lapse microscopy/microfluidics (16 h Dox induction, light orange). GFP 
expression was measured over time (lines = mean fluor. cell-1 normalized to 
maximum output, shaded boundaries = ± 1 SD) and compared to model 
simulations (dots). 
 
In Fig. 28a, we demonstrate that morphospace distribution expansion for 
two- and three-node circuits in Fig. 27b is the result of cooperative complex 
assembly. Comparing no-feedback configurations with clamp to those without, 
we see a dramatic expansion along both τa and τd axes. In Fig. 28b, various 
peripheral regions of Fig. 27b morphospace are highlighted, along with 
parameter distributions for circuit configurations that fall within each region. 
Highlighted categories include ‘fast ON / slow OFF’, ‘slow ON / fast OFF’, ‘slow 
ON / slow OFF’, ‘fast ON / fast OFF’, and ‘Memory’. Parameter profiles for a 
number of these regions show enrichment in higher-order configurations (nc > 3), 
once again highlighting the importance of complex assembly in granting access 
to non-linear behaviors (Fig. 28b). Comparing opposing vertices of the 
morphospace, we see that configurations conferring fast ON / slow OFF behavior 
are enriched for high synTF2 affinities (small Kt2 values) at the reporter C-node, 
while those at the opposing vertex demonstrate a shift to lower affinity values. 
This was observed for circuits with or without feedback. This affinity difference in 
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the C-node configuration is consistent with a shift from slower to faster complex 
disassembly (e.g., see Fig. 27b), and thus appears to be a mechanism for tuning 
deactivation time-scales (OFF). Moreover, configurational differences at the B-
node are likely important in determining circuit activation time-scales. For 
example, in the no feedback case, B-node configurations exhibiting fast ON / 
slow OFF dynamics utilize high affinity clamp interactions (small Kp1), in contrast 
to those in slow ON / fast OFF, which would enable lower activation thresholds 
and thus faster responses.  
Though complex assembly enables expansion of the morphospace for 
two- and three-node cascades (Fig. 28a), there is still a strong (inverse) 
dependency between τa and τd, with scatter points lying along the axis connecting 
the fast ON / slow OFF and slow ON / fast OFF vertices. Our analysis reveals 
that accessing behavior spaces that break this dependency requires feedback; 
the only configurations emerging that exhibit slow ON / slow OFF were circuits 
with feedback (Fig. 28b). Similarly, feedback was a required feature of circuit 
configurations that show either very slow decay rates (high τd) or memory.  
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Figure 28: Mapping temporal behavior onto activation/deactivation 
morphospace. (a) The subspace of two-node and three-node cascade 
configurations, highlighting configurations with clamp (pink) and without clamp 
(purple). Clamp configurations expand activation/ deactivation space. (b) 
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Analysis of circuit configurations from six regions of the morphospace 
representing different activation/deactivation behaviors: fast ON/slow OFF, slow 
ON/fast OFF, slow ON/slow OFF, fast ON/fast OFF, fast ON/memory, slow 
ON/memory. For each region, the configurations were selected based on τa and 
τd cutoff criteria, and are highlighted on the morphospace using colors 
corresponding to the circuit type: two-node (orange), three-node (green), three-
node+FB (blue). Parameter frequency analyses of (Kp, Kt, nc) for these selected 
configurations are shown to the right of the morphospace. 
 
A number of interesting features emerge from analysis of feedback-
containing three-node circuits. While both type 1 (homo-assembly; both TFs 
clamped) and type 2 (hetero-assembly; only one TF clamped) B-node 
architectures were observed for circuits with slow ON / memory space behavior, 
only type 2 configurations featuring both synTFs complexed together at the B-
node could attain slow ON / slow OFF dynamics (Fig. 28b). In this latter case, 
weak synTF1 interactions form the basis for the slow ON phase, while stable 
complex formation resulting from accumulation of higher affinity synTF2 (small 
Kt2 values) enforces positive feedback, resulting in prolonged decay times and a 
slow OFF.  
To test the ability of our kinetic model to predict experimental circuit 
behavior, we constructed a number of circuits representative of different regions 
of morphospace, and analyzed their behavior using microfluidics. We observed 
close agreement between measured and model-predicted traces for the majority 
of these circuits (Figs. 3, 29). While ON dynamics were well predicted for most 
circuits, for a number of three-node + FB configurations that were tested, model 
and data showed significant divergence in their OFF dynamics. More specifically, 
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configurations that were predicted to decay slowly instead demonstrated 
memory-like behavior (e.g. strains #15, 19, 20 in Fig. 29). For these 
configurations, the dynamic model may have underestimated feedback strength 
conferred by B-node assembly. Consistent with the idea that fine adjustments in 
assembly thermodynamics can readily tune feedback circuits between mono- 
and bistable steady-state regimes46,47, minute inaccuracies in our complex 
assembly model may render the behavior of feedback-containing circuits more 
difficult to predict. 
  
77 
 
  
78 
Figure 29: Experimental verification of activation/deactivation behavior 
space. Testing model predictions in strains harboring three-node cascades (with 
and without feedback), predicted to have a wide range of activation and 
deactivation times (red circles enumerate the 24 circuits on the morphospace). 
Grey region highlights circuits whose dynamics are outside our microfluidic 
measurement window. Microfluidic experiments were used to generate GFP 
trajectories for each circuit in response to a16 h Dox pulse (10 µg/mL). The 
measured GFP traces (green lines), model predictions (green dots), and 
corresponding assembly configuration parameters for each circuit are shown 
below the morphospace. No FB, three-node cascade without feedback; FB type 
1, feedback architecture in which only synTF2 (purple dot) is in a clamp complex 
at the second circuit node; FB type 2, feedback architecture in which synTF1 
(blue dot) and synTF2 (purple dot) are in clamp complex together at the second 
circuit node 
 
2.8 Engineering circuits that interpret and decode dynamic environmental 
information 
Cellular networks are capable of responding to information encoded in the 
dynamics of an input signal48,49. For example, regulatory networks can act as 
filters, responding only to inputs of a specific duration50,51, or decoding input time 
series features (e.g., frequency)52. Motivated by the hypothesis that precise 
temporal signal processing requires networks containing highly non-linear 
regulatory connections, we asked whether cooperative assemblies could 
facilitate engineering of circuits capable of performing dynamic filtering. 
 
2.8-1 Persistence detection: circuits that can discriminate input pulse 
length 
As a first step toward engineering dynamically-gated behavior, we 
attempted to design circuits that can discriminate between input pulses of 
  
79 
different duration. We mapped persistence detection behavior for a configuration 
space including two- and three-node cascades, and coherent feedforward loops 
(CFFL) (Fig. 30a) – a motif that is not only accessible within our design space, 
but one that has been postulated to confer persistence detection behavior in 
natural systems 50,51. 
Using our model to simulate behavior, we subjected each circuit 
configuration to a set of 40 input pulses, with durations ranging from 30 min to 12 
h of Dox, and calculated maximum GFP output as a function of time for a 12 h 
time course. Circuit output for each input pulse was normalized to maximum 
circuit output (following a 9000 min Dox pulse) and then plotted as a function of 
pulse length to produce a characteristic “temporal dose response” (TDR) for each 
circuit (Fig. 30b). We filtered out circuit configurations with low maximum outputs 
(max GFP < 1500 AFU) and weak inducibility (max/basal < 1.5). Using a linear fit 
at points closest to the half-maximal response, we approximated two metrics 
from each TDR that define persistence filtering behavior: (1) input duration 
threshold (input duration at half-maximal response) and (2) filter sharpness (s, 
slope of TDR at half-maximal response). Just as Hill coefficient represents 
sensitivity to concentration changes in a biochemical dose response, temporal 
filter sharpness serves as an index for the sensitivity of circuit output to changes 
in pulse length duration.  
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Figure 30: Model-based search and analysis of persistence filtering. (a) 
Enumeration of configuration search space used for persistence filtering. The 
space includes two-node and three-node cascades and coherent feed-forward 
loop (CFFL) circuits. (b) Computational search for circuits that perform 
persistence filtering. For each configuration, we used the model to simulate 
output traces in response to a Dox pulse of varying lengths (TON = 30 - 3000 min) 
(left). A “temporal dose response” curve is generated for each circuit 
configuration by plotting maximum output amplitude for each pulse length, and 
used to obtain two filtering metrics: the pulse length threshold (input duration at 
half-maximal response) and filtering sharpness (slope at threshold) (right). (c) 
Analysis of morphospace of persistence filtering behavior: input duration 
threshold vs. filter sharpness (s) for each circuit configuration in the search. 
Examination of morphospace as a function of circuit type (left scatter) and 
synTF/clamp complex size (right scatter). Configurations highlighted in the left 
scatter are the “linear filter” and “sharp filter” circuits shown in Figure 31. 
Parameter frequency analyses of (Kp, Kt, nc) for selected nonlinear (top box 
callout) and linear (bottom box callout) filters are shown to the right of the 
morphospace, along with threshold and sharpness selection criteria. 
 
In Fig. 30c, temporal filter sharpness (s) was plotted versus input duration 
threshold for all circuits. Analysis of the resulting morphospace revealed three-
node cascades provide the broadest range of persistence filtering behaviors, and 
comprise nearly all circuits that exhibit the sharpest filtering. Analysis of these 
filters revealed an enrichment in highly-cooperative assemblies (high nc, large Kt, 
small Kp values) (Fig 30c). CFFL circuit configurations demonstrated many 
instances of sharper filtering behavior compared with those in the two-node 
distribution. However, despite previous description of this motif as an effective 
persistence filter50,51, none of the CFFL configurations were as sharp as the top 
4.5% of three-node cascades. Taken together, our analysis demonstrates strong 
correspondence between circuit node nonlinearity and filter sharpness, 
suggesting that complex assembly can be effectively used to tune temporal dose 
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response. 
In order to validate model predictions, a circuit predicted to be a sharp 
filter was constructed: a three-node cascade with high nc complexes. This 
‘nonlinear’ circuit was compared to the simple ‘linear’ circuit from Fig. 27a, which 
is a non-cooperative two-node cascade that falls into the region of morphospace 
with low sharpness (Fig. 30c). We used microfluidics to measure each circuit’s 
maximum output in response to six pulse lengths (durations ranging from 30 min 
to 16 h) and observed close agreement between measured and model-predicted 
behaviors (Fig. 31). 
 
 
Figure 31: Assembly-mediated non-linearity enables sharp persistence 
filtering. Exhaustive computational search of configuration space for two- and 
three-node motifs reveal circuits capable of persistence filtering – activation only 
in response to an input of a specific duration (left, Fig. 30). Linear (shallow, grey) 
and nonlinear (sharp, green) filtering circuits were selected and experimentally 
tested in microfluidic devices by subjecting cells to different Dox pulse lengths. 
GFP time courses (lines = mean fluor. cell-1, shaded region = ± 1 SD of cell 
population) at each Dox pulse length (light orange) are shown below along with 
model simulations (dots) for each circuit. Maximum output for each time course 
was used to generate “temporal dose response” curves (line = measured data, 
dots = model). All data are normalized to each circuit’s maximum GFP output 
following a 16 h Dox pulse. 
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2.8-2 Mapping frequency response behaviors 
Dynamic information can be encoded in other aspects of a signal besides 
the duration of a single pulse. The archetypal example in biology is neural 
coding, in which a stimulus is coded in the temporal pattern of a neural spike 
train53. Dynamic information coding and decoding appears to be pervasive in 
cellular regulatory systems as well. For example, a variety of regulatory 
molecules (e.g. p53, Msn2, etc.) have been shown to display pulsing behavior in 
cells, and these dynamic patterns of activity can encode information about the 
nature of an upstream stimulus in temporal features, such as the pulsing 
frequency48,49. Moreover, experiments subjecting cells to time-varying 
(oscillatory) stresses have shown that cellular networks may have the ability to 
decode frequency information from environmental signals52.  
At the cellular level, systems analysis has identified specific network 
motifs for their ability to generate characteristic and useful responses to time-
dependent inputs50,54. To see whether our available circuit design space could 
support temporal signal processing, we extended our computational methods to 
assess frequency response behavior. We examined five circuit motifs accessible 
to our part space: two-node cascade, three-node cascade, cascade + FB, CFFL, 
and CFFL + FB (total collection of 160,128 configurations) (Fig. 32).  
Frequency response for each circuit was obtained by simulating circuit 
output in response to a series of 20 periodic (square wave) Dox inputs, with 
periods ranging from 90 min (high frequency) to 9000 min (low frequency). All 
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input regimes have the same 33% duty cycle and thus experience an identical 
duration of total input. A frequency response curve was generated for each circuit 
by plotting maximum GFP output (normalized to maximum output for constitutive 
Dox) for each input frequency (Fig. 32b). Examining the resulting response curve 
database, we identified two patterns of circuit behavior that demonstrate 
dramatically different output minima and maxima: one which filters high 
frequency input, only responding to low frequency regimes, and another which 
responds poorly to low frequency regimes, but is activated at high frequency. 
These circuit types effectively function as low-pass and band-stop filters, 
respectively.  Since are discreetly activated at different points along the 
frequency input axis. 
Within the response curve database, we systematically identified circuits 
of each filter type based on the following criteria: low-pass filters were defined by 
a ratio of low to high frequency amplitude > 10, while band-stop filters were 
defined as having ratio of high frequency to minimum amplitude > 1.5 (Fig. 32b). 
This screen yielded 4,024 low-pass and 77 band-stop candidates. In 
configurations supporting both behavior types, we observe cooperative, high nc 
complexes, further validating our prediction that filtering behavior is enabled by 
cooperative assembly. Circuits with low-pass behavior were comprised primarily 
of three-node cascades and CFFLs, with B-node enrichment of highly-
cooperative assemblies (large nc, large Kt, small Kp values) (Fig. 32c). Within 
CFFLs, we find an enrichment in configurations that exhibit AND-like logic at the 
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C-node (both synTFs in complex), consistent with previous work implicating this 
type of regulatory logic for sharp filtering50. Band-stop circuit configurations all 
contained B-node feedback, suggesting that retaining memory of prior events 
plays a role in this type of filtering. Indeed, we see enrichment of B-node 
configurations similar those conferring slow ON / slow OFF dynamics for single 
pulses (Fig. 28). The dynamics of these circuits (weak activation triggers and 
strongly reinforced type-1 B-node assembly and slow decay) would appear to 
underpin their ability to filter out mid-range frequencies, while responding to high 
frequency environments by integrating successive short pulses over time. 
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Figure 32: Model-based search and analysis of frequency filtering 
behaviors. (a) Enumeration of configuration search space used for frequency 
filtering. The space includes two-node and three-node cascades (+/- feedback) 
and coherent feed-forward loop (CFFL) circuits (+/- feedback). (b) Searching the 
configuration space for frequency filtering target behaviors: low-pass and band-
stop filters. For each circuit configuration, the model was used to simulate output 
traces in response to periodic Dox pulses of varying frequency (periods ranging 
from T = 90 to 9000 min) (left). Maximum amplitudes of the resulting traces are 
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used to construct frequency response curves for each circuit (right). Low-pass 
and band-stop filters are then screened based on two different metrics extracted 
from this curve: the ratio of low to high frequency amplitudes (low/high freq. gain, 
low-pass) and the ratio of minimum to high frequency amplitudes (min/high freq. 
gain, band-stop). (c) Computational screen and analysis of low-pass and band-
stop filtering circuit configurations. Progressing from left to right: We searched a 
configuration space corresponding to five circuit motifs. Frequency response 
curves were generated for the full configuration space, and binned into low-pass 
(green curves, low/high freq. gain > 5) or band-stop (blue and orange curves, 
min/high freq. gain > 1.5). Circuit configurations not meeting either criteria were 
discarded (red curves). Parameter frequency analyses of (Kp, Kt, nc) for the 
selected configurations are shown to the right. Bold green and blue curves show 
the response of circuit configurations in Fig. 34. 
 
2.8-3 Temporal decoding: engineering circuits that can distinguish between 
different input frequencies 
Since the frequency response profiles for low-pass and band-stop filters 
have non-overlapping regimes of frequency space, we surmised that, if tuned 
properly, these two filter classes could be used to create a ‘mixed’ cellular 
population able to readily distinguish between unique frequency environments 
(temporal decoding). To experimentally demonstrate this, we selected from our 
analysis top hit low-pass and band-stop configurations for construction (Figs. 
32c, 33). We placed mKate2 under expression control of the low-pass (CFFL) 
circuit and GFP under control of the band-stop (CFFL+FB) circuit (Fig. 34). We 
then mixed equal concentrations of the two engineered yeast strains, co-cultured 
them in the 12S6T microfluidic device, and analyzed their behavior when 
exposed to varying Dox input frequencies (with periods ranging between 3 h to 
60 h, all with 33% duty cycle). The resulting frequency response curves for each 
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circuit show agreement with model predictions and, critically, reveal distinct 
regimes of frequency space (‘low’ and ‘high’) in which the circuits have opposite 
outputs (Fig. 33). Representative fluorescence images of the co-cultures 
exposed to these two regimes confirm the discriminatory ability of the population 
based on mKate2 and GFP reporter output (Fig. 34).  
Fluorescence images shown in Fig. 34 were generated by segmenting 
cells and normalizing the background-subtracted fluorescence intensities for 
each cell to maximum circuit output under constitutive Dox. Strains producing 
mKate and GFP were false colored red and green, respectively. Cells boundaries 
determined by the segmentation software are overlaid on each image. 
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Figure 33: Experimental verification of frequency response behavior of low-
pass and band-stop filter circuits. (a) Circuit configurations computationally 
predicted to display low-pass (red) and band-stop (green) filtering were 
constructed (left), and their frequency responses were experimentally obtained 
using microfluidic experiments (right). Strains harboring the low-pass and band-
stop circuits, driving expression of mKate and GFP respectively, were co-cultured 
in the 12S6T device (Fig. 24b), and subjected to periodic square wave pulses of 
Dox (10 µg/mL, 33% duty cycle) of different frequencies. Maximum reporter 
output for each input frequency was normalized to the maximum output for 
constitutive Dox. Inset: Model predicted frequency response for both circuits. 
Frequencies marked in orange are the high and low frequency regimes show in 
Fig 34. (b) mKate and GFP traces (mean and standard deviation) for each circuit 
are shown across a range of Dox input frequencies (experiment described 
above). Frequencies in bold are the two frequency regimes highlighted in Fig 34. 
 
  
90 
 
Figure 34: Population-level temporal decoding of frequency input. 
Configuration space across two- and three-node network motifs was 
computationally screened for distinct frequency filtering behaviors (left). Low-
pass filtering (LPF) and band-stop filtering (BSF) feed-forward circuits with 
distinct frequency bands of activation were identified and used to create a mixed 
cellular population capable of temporal decoding a frequency-modulated Dox 
input (middle). Strains harboring LPF and BSF circuits (driving mKate and GFP, 
respectively) were co-cultured in a microfluidic device and subjected to a series 
of square wave Dox pulses (24 h) administered at different frequencies with a 
common 33% duty cycle (middle, Fig. 33). Representative microscopic 
fluorescence images were taken of the mixed population following no Dox 
(‘OFF’), constitutive Dox (‘always ON’), high frequency (10-5 Hz, 33%) and low 
frequency treatment (10-4 Hz, 33%). Cells harboring LPF and BSF circuits were 
false colored red and green, respectively; cell boundaries were determined by 
segmentation software. Scale bar, 10 µM. 
 
2.9 Discussion 
In this chapter, we have shown that cooperative assembly is a powerful, 
highly flexible strategy for engineering non-linear signal processing in gene 
networks. Manipulating the molecular interactions within a promoter complex 
facilitates tuning between linear and non-linear computational functions, 
unlocking steady state and temporal circuit behaviors inaccessible to non-
assembly schemes. Our model-driven engineering approach enabled 
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identification of specific target behaviors from within of a large combinatorial 
design space, demonstrating that emergent non-linear behavior of intricate multi-
component systems can be predictively engineered given adequate quantitative 
understanding of their underlying components. This work also highlights the 
functional benefits of using weakly interacting, multivalent components for circuit 
engineering—a design feature that mirrors the organization of natural systems 
such as membrane-associated signaling complexes55 and functional protein 
aggregates that mediate intracellular phase separation56,57.   
Finally, our work offers clues as to why TF assemblies evolved in 
eukaryotes as a dominant mode of transcriptional regulatory control; adjusting 
the molecular features of promoter assembly may have provided networks with a 
simple way to interpolate between diverse regions of functional space, allowing 
them to modulate between linear and nonlinear signal processing regimes 
without the need to evolve new wiring or additional regulatory components58,59. 
As such, assembly-mediated cooperativity appears to be a natural design 
strategy that allows a relatively low diversity of molecular components to execute 
the exponentially larger number of computations required for metazoan 
regulation11. Use of engineering strategies that incorporate cooperative assembly 
as a design feature could facilitate creation of densely interconnected signal 
processing circuitry with a level of computational sophistication approaching that 
of natural networks60. This could enable precision control in applications where 
non-linear temporal and spatial signal processing are critical, such as circuit-
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directed cell differentiation or dynamic regulation of homeostasis in engineered 
tissues. 
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Chapter 3: Highly selective gene regulation using the cooperative assembly 
of weakly-interacting proteins 
 
3.1 Background and Motivation 
Coordinated gene expression is essential for cellular function and often 
relies on the binding of transcription factors (TFs) to specific DNA sites in 
promoter regions of genes. Previous work has shown that knocking out either a 
TF or its binding site is sufficient for altering gene expression in prokaryotes61–63. 
However, a growing body of literature has shown that this one-to-one 
phenomenon of TF-gene regulation does not always hold in eukaryotes64–66. 
Recent bioinformatics analyses have revealed that prokaryotes and eukaryotes 
may have distinct gene regulatory strategies17. For example, prokaryotic TFs are 
often composed of large globular domains that bind long DNA motifs (~20 bp). In 
contrast, eukaryotic TFs are composed of multiple small regulatory domains and 
bind just 6-12 bp of DNA on average67 (Figure 35). When taking genome size 
into account, we find that the average eukaryotic TF does not encode sufficient 
information for specifying unique sites in the genome, while prokaryotic TFs do! 
Few hypotheses have emerged as to how eukaryotes achieve specific 
gene regulatory function with low information TFs. Chromatin is thought to 
reduce spurious binding of TFs; however, TFs are still predicted to have 
widespread binding even when assuming 80-90% chromatinization of the 
genome. Another proposed mechanism for attaining genomic specificity is thru 
the use of cooperative assembly. For example, all 8 Hox genes in Drosophila 
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have similar specificities when characterized in vitro; however, different Hox 
genes bind distinct locations in the genome. A study has found that co-binding of 
Hox genes with the dimeric cofactor Exd allows Hox proteins to obtain novel DNA 
recognition properties68. Characterizing the specificities of different Hox-Exd 
complexes was more predictive of in vivo occupancy. 
In this chapter, we used a synthetic biology approach to explore how 
cooperative assembly allows for selective gene regulatory function. Similar to 
Chapter 2, we took advantage of modular protein-DNA and protein-protein 
interactions to generate transcription factor assemblies made of weakly 
interacting components. Using a simple thermodynamic model, we asked how 
interactions between TFs in a complex can affect TF binding in the genome. We 
then applied our assembly scheme and model to generate a set of design rules 
for engineering highly specific TF complexes with low OFF-target binding activity. 
 
3.2 Thermodynamic Model for Genomic Binding 
We sought to build a model that relates the properties of a TF assembly, 
such as DNA-binding affinity and TF-TF cooperativity, to genomic binding. To do 
this, we expanded upon the thermodynamic model described in Chapter 2.5 
13,32,34,69. In our model, TF are assumed to bind its consensus binding site in 
equilibrium with chemical potential µ 70,71. The chemical potential is the ratio 
between the TF free concentration and binding affinity to its consensus site ( 
ln([TF] / Kd) ). The occupancy () of a TF to its binding site is given by: 
  
95 
𝜋 =  
𝑒𝛽𝜇
1 + 𝑒𝛽𝜇
 
where  = (kBT)-1 
We extended this model to predict the occupancy of TFs to non-
consensus sites by making the “mismatch assumption.” We assumed that each 
nucleotide in a TF motif has equal energetic contribution to TF binding72,73 and 
that a change in a single base pair reduces the TF binding energy by . 
Therefore, a sequence with k mismatches to consensus will have the binding 
energy: k•. The  term is often thought of as the “specificity” of a TF; natural TFs 
occupy an  value between 1-3 kBT 70,74–76. We can integrate this mismatch 
assumption into the model and predict binding occupancy for k mismatches:  
𝜋(𝑘) =  
𝑒𝛽(𝜇−𝜖𝑘)
1 + 𝑒𝛽(𝜇−𝜖𝑘)
 
We can also calculate the number of occurrences () a binding site and its 
associated mismatches would appear in the yeast genome using the following 
equation: 
∅(𝐿, 𝑘) =  (
𝐿
𝑘
) 0.25𝐿−𝑘 ∙ 𝐺 
where L = length of TF binding site, k = number of mismatches, and G = genome 
size (~1.2•107 bp for budding yeast). 
Similar to the model in Chapter 2.5, we extended our thermodynamic 
model to predict the occupancy of multi-TF assemblies.  For example, below is 
the predicted occupancy for a two TF assembly:   
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𝜋(𝑘) =  
𝑒𝛽(𝜇−𝜖𝑘) + 𝑒𝛽(2𝜇−2𝜖𝑘+𝑐)
1 + 𝑒𝛽(𝜇−𝜖𝑘) + 𝑒𝛽(2𝜇−2𝜖𝑘+𝑐)
 
where c = cooperativity between TFs, k = mismatches to both TF binding sites 
We first looked at predicted genomic binding for a single TF that binds a 
motif of L=10bp. Chemical potential and specificity values for the TF were chosen 
to reflect physiologically relevant conditions (µ = 2 kBT,  = 2 kBT). The model 
predicted that ~100s of sites in the genome would be bound with  > 0.5 (Figure 
35b, left). When we look at a two TF assembly with minimal cooperativity (c=1 
kBT), we also see ~10s of sites in the genome with significant binding activity 
(Figure 35b, middle). However, when we lower the chemical potential of the TFs 
and increase the cooperativity between them (µ = 0 kBT, c=3 kBT), we see very 
little occupancy at non-consensus binding sites (Figure 35b, right). 
From this simple thermodynamic model, we can derive design rules for 
building TF assemblies with high ON-target activity and low OFF-target binding. 
To do this, we would need to engineer TFs with a low chemical potential, which 
can be done either by lowering the TF concentration or reducing its binding 
affinity to DNA. These TFs would also require high cooperativity between them. 
As described in Chapter 2, we can achieve high degrees of cooperativity using 
multivalent scaffold proteins that assemble ≥4 TFs into a single complex (Figure 
36). 
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Figure 35: Thermodynamic model of TF binding specificity. (a) Different 
regulatory strategies used to attain genomic specificity. (b) Thermodynamic 
model for genomic binding. The probability of a TF binding a DNA sequence 
(black) with k mismatches to its consensus motif is shown below each TF 
configuration. The predicted number of DNA sequences present in the yeast 
genome is shown in orange. TF model values: Left: single TF, µ=2kBT; Middle: 
Two TF, µ = 2kBT, c=1kBT; Right: Two TF, µ = 0kBT, c=4kBT. All TFs bind 10bp 
sites with =3kBT. 
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Figure 36: Maximizing strain fitness and reporter activity using cooperative 
assembly of low-affinity TFs. A cell (top) containing a synthetic reporter (target 
site) with 4 tandem TF binding sites. Using the thermodynamic model, we predict 
how different properties of a TF (µ = chemical potential, c = cooperativity 
between TFs) would affect OFF and ON-target binding. High OFF-target binding 
would cause reduced fitness due to misregulation of host genes. High ON-target 
binding would lead to high reporter activity. 
 
3.3 Effect of synTF expression on global gene expression 
In order to test the predictions made with our thermodynamic model, we 
leveraged the previously characterized set of protein-protein and protein-DNA 
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interaction domains to create synthetic TFs (synTFs) capable of cooperative 
assembly in the presence of a ‘clamp’ scaffold (Figure 2, Chapter 2). For this 
study, we cloned a set of synTFs made with the 13-6 ZF DNA binding domain 
fused to a transcriptional activator (VP16), fluorescent tag (mRuby), and α1-
Syntrophin PDZ ligand25 (Table 3,4). We also synthesized an affinity mutant of 
the synTF in which four phosphate backbone mutations were placed in the 13-6 
ZF to lower non-specific DNA-binding activity24. For this study, we denote the WT 
ZF sequences as the ‘high affinity ZF’ and the phosphate backbone mutants as 
the ‘low affinity ZF.’ For all strains, synTF expression was driven by the ZEV 
inducible system28. SynTF activity was measured using a Venus reporter with 
four tandem ZF binding sites upstream. 
According to our hypothesis, high affinity ZFs that bind 10bp sites can 
occupy ~10 to 100 sites in the yeast genome. By chance, these ZFs could bind 
promoter regions of endogenous genes and misregulate host gene expression 
due to the potent activator VP16 fused to each ZF. To measure global gene 
expression changes, we performed RNA sequencing (RNA-seq) on strains 
containing high and low affinity ZFs with and without clamp expression. To do 
this we grew yeast strains in 50 mL cultures of synthetic complete media 
(Sunrise Biosciences) + 100nM Estradiol for 12 hours at 30°C to OD600 0.6. For 
each strain, RNA was extracted from ~108 cells using the RNeasy Plus Mini Kit 
(Qiagen). Purified RNA was submitted to the Tufts University Core Facility (TUCF 
Genomics) where RNA libraries were prepared using the TruSeq Stranded 
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mRNA Library Prep Kit (Illumina). Using an Illumina HiSeq 2500, 50-bp single-
end reads were sequenced for each sample. All reads were aligned to the S288C 
reference genome using Bowtie 2.0/Tophat (open-source software), and RNA 
transcripts were quantified using featurecounts (open-source software). 
Differential expression analysis was performed using MATLAB (Natick, MA). 
Gene expression of strains with low affinity ZF closely resembled 
expression profiles of yPH500 (control strain), while high affinity ZF strains 
showed larger divergence (Figure 37a). Quantification of differential gene 
expression revealed that over 25% of all yeast genes were significantly 
misregulated in strains harboring the high affinity ZF when compared to the WT 
control strain (Figure 37b). Strains with low affinity ZF showed significant 
changes in less than 10% of genes. We found that clamp expression had little 
impact on global transcription profiles. 
 
 
Figure 37: Transcriptome profiling of synTF strains using RNA-seq. (a) 
Gene expression of strains with either the low (blue) or high (orange) affinity 
mutants of the 13-6 ZF compared to yPH500 (control strain). (b) Differential gene 
expression analysis for strains harboring high affinity ZF (orange), low affinity ZF 
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(blue), and low affinity ZF with clamp (green) assembly driving reporter activity 
when compared to yPH500 (control strain). Significantly misregulated genes are 
highlighted in the grey region and is defined by an absolute (fold ∆ relative to 
control > 2) and a (p-value < 0.05). Percent of yeast genes that are significantly 
misregulated for each strain are indicated on the top right. All strains in figure 
were induced with 100 nM EST to induce synTF expression. 
 
3.4 Competitive Fitness 
Widespread misregulation of gene expression in a cell could likely result in 
slower cellular growth. In order to evaluate the effect of synTF affinity and 
cooperativity on host fitness, we ran competition assays to approximate relative 
fitness. Strains harboring low and high affinity ZF synTFs with/without clamp 
expression were co-cultured with a competitor yPH500 strain fluorescently 
labelled with mTurquoise2. All competitive fitness measurements were performed 
in triplicate with and without 100nM Estradiol. After 10 generations of growth, the 
relative fraction of competitor compared to the experimental strains was 
measured via flow cytometry and used to calculate relative fitness (Figure 38a, 
left). Reporter activity was also measured for each experimental strain (Figure 
38a, right). We found that strains harboring the high affinity ZF showed reporter 
activity, but with low fitness compared to the competitor. All low affinity ZF strains 
showed high fitness; however, only the strain with low affinity ZF with clamp 
expression was able to drive high reporter output in response to Estradiol 
induction. A number of control strains were also made to verify that the source of 
fitness costs and reporter activity is not due to either the ZEV inducible system or 
clamp expression. 
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In order to verify that this phenomenon was generalizable across ZFs, we 
cloned high and low affinity mutants for 22 previously characterized ZFs and 
introduced them into yeast (Table 3,4). Relative fitness and fluorescence output 
was measured for each strain (Figure 39b). Across the library we found lower 
relative fitness when high affinity synTFs were induced with Estradiol, despite 
having high reporter activity. Low affinity ZFs with clamp showed high relative 
fitness along with inducible gene expression. 
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Figure 38: Relative fitness and reporter activity of synTF strains. (a) Strains 
built with different combinations of Transcriptional Units (TUs) integrated into the 
HO and LEU Locus (left). TU columns represent the presence or absence of the 
ZEV inducible system, high/low affinity ZF-based synTF, constitutive clamp 
expression, or empty vector integration (-). All synTFs were made with the 13-6 
ZF DBD. All strains were integrated with a Venus reporter for the 13-6 ZF in the 
URA locus. Relative fitness for each strain was measured against a 
fluorescently-tagged YPH500 strain (left), and reporter activity for each strain 
was acquired using flow cytometry (right) with and without 100nM Estradiol. (b) 
Competitive fitness (left) and reporter output (right) for a library of 22 synTFs 
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made with high and low affinity ZF mutants. Orange bar depicts yPH500 
measurements (control). 
 
3.5 Long-term continuous culture 
Differences in growth between engineered strains have implications for 
the stability of synthetic circuits in long-term culture. We hypothesized that slower 
growing strains, namely those with high affinity ZFs, would ‘lose’ the integrated 
circuit thru mutation faster than low affinity ZFs. To test this, we grew a set of 
synTF strains built with the 42-10 ZF in long-term continuous culture using the 
eVOLVER device (Figure 39a). Strains were grown between OD600 0.3-0.6 in 
synthetic complete media (Sunrise Biosciences) for 24 hrs after which 100 nM 
Estradiol was added to induce synTF expression for the remainder of the 
experiment. 
Post synTF induction, the high affinity ZF strains showed a significant 
increase in doubling time (~3 h) compared to WT growth (~1.4 h). All strains built 
with low affinity ZF showed doubling times (~1.55 h) closer to WT growth. In 
order to track reporter activity, we sampled strains every 12 h, suspended them 
in PBS+Cycloheximide (10 ng/mL), and measured single-cell fluorescence using 
flow cytometry (Figure 39b). By the end of the experiment, over half of the 
population in the vials with the high affinity ZF strain showed loss of reporter 
activity. Strains with low affinity ZF with clamp showed some reduced reporter 
activity but no vial showed complete loss of reporter output. 
To investigate potential loss-of-function mutations that may have 
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accumulated in the high affinity ZF strains, we isolated clones from the evolved 
cultures, prepared their genomic DNA (Zymo Research), and sequenced portions 
of our integrated constructs using PCR and Sanger sequencing (Quintarabio). 
Mutations were found in either the Zif268 DNA-binding domain of the ZEV 
inducible system or the 42-10 ZF on the synTF activator. Further experiments are 
necessary to conclusively verify that these mutations cause loss-of-function. 
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Figure 39: Circuits built with cooperative assembly show long-term stability 
in continuous culture. A. Doubling time (dots) of various yeast strains grown in 
the eVOLVER device for 6 days. All strains were grown between OD600 0.3-0.6. 
Lines represent a smoothing function (moving average over 5 h). B. Single-cell 
reporter output for strains harboring either a high affinity synTF or a low affinity 
synTF with the ability to cooperatively assembly with clamp. Dashed line 
separates fluorescent and dark cells. 
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3.6 Discussion 
In this chapter, we used a biologically-inspired approach to engineer 
cooperative synTF assemblies that activate specified target genes without 
imposing a fitness cost on the host cell. By using weakly-interacting components, 
we were able to minimize monomeric TF binding to ‘OFF-target’ sites in the 
genome. This engineering approach was shown to be generalizable across 22 
ZFs with varying DNA-binding specificities. 
Our synthetic assembly platform coupled with our modeling framework will 
inform new design rules for designing transcriptional networks with low regulatory 
burden on cells. This allows for long term stability of engineered strains, which 
has significant industrial-relevance in the context of continuous culture and 
protein production. In addition, the use of eukaryotic domains allows this 
assembly scheme to be useful in gene and cell therapies where immunogenicity 
of proteins is a design consideration. 
Lastly, our work offers scientists a bottom-up approach to understand how 
simple rules of TF binding and cooperativity confers genomic specificity. This 
study also reinforces the idea that combinatorial assembly of TFs is a strategy 
used by eukaryotes to encode large amounts of regulatory complexity with a 
small number of proteins. In the future, we believe that scientists can expand on 
the use of synthetic assemblies to ask directed questions about the role of 
cooperativity in the evolution of transcriptional networks. Such investigations 
could reveal important insights into the tradeoffs between the evolvability and 
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robustness of TF-gene connectivity in eukaryotes. 
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APPENDIX 
TABLE 1: Plasmids used in Chapter 2 
FIGURE PLASMID # PARENT PROMOTER ORF 
7 pCB342 pMAL-c5 Ptac MBP-43-8(low)-syn. lig.(S5) 
pCB348 pMAL-c5 Ptac MBP-43-8(low)-syn. lig.(no 
bind) 
pCB376 pMAL-c5 Ptac MBP-2x syn. clamp 
pCB428 pMAL-c5 Ptac MBP-3x syn. clamp 
12b pN8 pRS406 p(nc=2, 43-8 DBM1)minCyc1 GFP 
CB269 pRS406 p(nc=2, 43-8 DBM2)minCyc1 GFP 
pCB277 pRS406 p(nc=3, 43-8 DBM1)minCyc1 GFP 
pCB228 pRS406 p(nc=4, 43-8 DBM1)minCyc1 GFP 
pCB298 pRS304 plinTET 43-8(low)-syn. lig(S5) 
pCB300 pRS304 plinTET 43-8(low)-syn. lig(S6) 
pCB302 pRS304 plinTET 43-8(low)-syn. lig(S4) 
pCB706 pRS304 plinTET 43-8(high)-syn. lig(S5) 
pN187 pRS605 pLinZEV 2x syn. clamp 
pCB397 pRS605 pLinZEV 3x syn. clamp 
pCB398 pRS605 pLinZEV 4x syn. clamp 
18 pCB707 pRS406 p(nc=1, 43-8 DBM1)minCyc1 GFP 
pN8 pRS406 p(nc=2, 43-8 DBM1)minCyc1 GFP 
pCB276 pRS406 p(nc=3, 43-8 DBM2)minCyc1 GFP 
pCB281 pRS406 p(nc=5, 43-8 DBM2)minCyc1 GFP 
pCB298 pRS304 plinTET 43-8(low)-syn. lig(S5) 
pCB393 pRS304 plinTET 43-8(low)-syn. lig(S2) 
pCB245 pRS605 pADH1 2x syn. clamp 
pCB247 pRS605 pADH1 3x syn. clamp 
pCB266 pRS605 pADH1 5x syn. clamp 
27 pN8 pRS406 p(nc =2, 43-8 DBM1)minCyc1 GFP 
pCB278 pRS406 p(nc =4, 43-8 DBM3)minCyc1 GFP 
pCB298 pRS304 plinTET 43-8(low)-syn. lig.(S5) 
pCB263 pRS605 pADH1 4x syn. clamp 
pN367 pRS306 p(nc=4, 42-10 DBM2, nc =3, 
43-8 DBM1)minCyc1 
42-10(low)-syn. lig.(S2) 
pN409 pRS306 p(nc=2, 42-10 DBM1, nc =2, 
43-8 DBM2)minCyc1 
42-10(low)-syn. lig.(S5) 
pN488 pRS406 p(nc=4, 43-8 DBM1)minCyc1 42-10(low)-syn. lig.(S5) 
pN489 pRS406 p(nc=4, 43-8 DBM1)minCyc1 42-10(low)-syn. lig.(S4) 
pN361 pRS306 p(nc=5, 42-10 DBM4, nc=2, 
43-8 DBM1)minCyc1 
42-10(low)-syn. lig.(S2) 
pN281 pRS304 plinTET 43-8(low)-no lig. 
pCB298 pRS304 plinTET 43-8(low)-syn. lig.(S5) 
pCB263 pRS605 pADH1 4x syn. clamp 
pCB266 pRS605 pADH1 5x syn. clamp 
pN286 pRS603 p(nc=4, 42-10 DBM1)minCyc1 GFP 
pN287 pRS603 p(nc=5, 42-10 DBM1)minCyc1 GFP 
31 pN8 pRS406 p(nc=2, 43-8 DBM1)minCyc1 GFP 
pN468 pRS306 p(nc=5, 43-8 DBM3)minCyc2 42-10(low)-syn. lig.(S2) 
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pCB298 pRS304 plinTET 43-8(low)-syn. lig.(S5) 
pCB301 pRS304 plinTET 43-8(low)-syn. lig.(S4) 
pCB266 pRS605 pADH1 5x syn. clamp 
pN287 pRS603 p(nc=5, 42-10 DBM1)minCyc1 GFP 
4B pN463 pRS306 p(nc=4, 43-8 DBM3)minCyc1 42-10(low)-syn. lig.(S5) 
pN409 pRS306 p(nc=2, 42-10 DBM1, nc=2, 
43-8 DBM2)minCyc1 
42-10(low)-syn. lig.(S5) 
pCB298 pRS304 plinTET 43-8(low)-syn. lig.(S5) 
pCB301 pRS304 plinTET 43-8(low)-syn. lig.(S4) 
pCB263 pRS605 pADH1 4x syn. clamp 
pN451 pRS603 p(nc=2, 43-8 DBM2, nc=2, 42-
10 DBM1)minCyc1 
mKate 
pN400 pRS603 p(nc=2, 43-8 DBM2, nc=2, 42-
10 DBM1)minCyc1 
GFP 
4B,C pCB342 pMAL-c5 Ptac MBP-43-8(low)-syn. lig.(S5) 
pCB347 pMAL-c5 Ptac MBP-43-8(high)-syn. 
lig.(S5) 
pN93 pMAL-c5 Ptac MBP-42-10(low)-syn. 
lig.(S5) 
pN313 pMAL-c5 Ptac MBP-42-10(high)-syn. 
lig.(S5) 
5B,C,D pCB378 pMAL-c5 Ptac MBP-syn. 
pCB425 pMAL-c5 Ptac MBP-erb. 
pCB380 pMAL-c5 Ptac MBP-43-8(low)-syn. lig. (S1) 
pCB381 pMAL-c5 Ptac MBP-43-8(low)-syn. lig. (S2) 
pCB382 pMAL-c5 Ptac MBP-43-8(low)-syn. lig. (S3) 
pCB384 pMAL-c5 Ptac MBP-43-8(low)-syn. lig. (S4) 
pCB385 pMAL-c5 Ptac MBP-43-8(low)-syn. lig. (S5) 
pCB386 pMAL-c5 Ptac MBP-43-8(low)-syn. lig. (S6) 
pCB387 pMAL-c5 Ptac MBP-43-8(low)-syn. lig. (S7) 
pCB379 pMAL-c5 Ptac MBP-43-8(low)-syn. lig. (S5) 
6A pRS406 pRS406 n/a n/a 
pL329 pRS304 plinTET GFP 
pL330 pRS304 NL-TET GFP 
pCB702 pRS603 pLinZEV GFP 
pCB703 pRS603 pADH1 GFP 
pCB704 pRS605 pLinZEV GFP 
pCB705 pRS605 pADH1 GFP 
6B pCB298 pRS304 plinTET 43-8(low)-syn. lig.(S5) 
8  pCB342 pMAL-c5 Ptac MBP-43-8(low)-syn. lig.(S5) 
pCB429 pMAL-c5 Ptac 1x syn. 
9 pN8 pRS406 p(nc=2, 43-8 DBM1)minCyc1 GFP 
pCB230 pRS605 pADH1 2x syn. clamp (5GS) 
pCB244 pRS605 pADH1 2x syn. clamp (10GS) 
pCB245 pRS605 pADH1 2x syn. clamp (20GS) 
pCB303 pRS304 plinTET 43-8(low)-syn. lig. (S6) 
(0GS) 
pCB300 pRS304 plinTET 43-8(low)-syn. lig (S6) 
(5GS) 
pCB299 pRS304 plinTET 43-8(low)-syn. lig. (S6) 
(10GS) 
  
111 
pL372 pRS304 plinTET 43-8(low)-syn. lig. (S5) 
(0GS) 
pCB298 pRS304 plinTET 43-8(low)-syn. lig. (S5) 
(5GS) 
pCB304 pRS304 plinTET 43-8(low)-syn. lig. (S5) 
(10GS) 
pCB303 pRS304 plinTET 43-8(low)-syn. lig. (S4) 
(0GS) 
pCB301 pRS304 plinTET 43-8(low)-syn. lig. (S4) 
(5GS) 
pCB267 pRS304 plinTET 43-8(low)-syn. lig. (S4) 
(10GS) 
19 pN8 pRS406 p(nc=2, 43-8 DBM1)minCyc1 GFP 
pCB298 pRS304 plinTET 43-8(low)-syn. lig.(S5) 
(5GS) 
pCB529 pRS605 pADH1 2x syn. clamp-Mig1 
pCB530  pRS605 pADH1 2x syn.clamp-Sir2 
24D,E pRS406  pRS406 empty empty 
pL329 pRS304 multiple (see Fig. S4) multiple (see Fig. S4) 
25B pRS406 pRS406 empty GFP 
pN8 pRS406 p(nc=2, 43-8 DBM1)minCyc1 GFP 
pN491 pRS406 p(nc=4, 43-8 DBM1)minCyc1 42-10(low)-no lig. 
pN488 pRS406 p(nc=4, 43-8 DBM1)minCyc1 42-10(low)-syn. lig.(S5) 
pL329 pRS304 plinTET GFP 
pCB298 pRS304 plinTET 43-8(low)-syn. lig.(S5) 
pN281 pRS304 plinTET 43-8(low)-no lig. 
pN286 pRS603 p(nc=4, 42-10 DBM1)minCyc1 GFP 
25C pN8 pRS406 p(nc=2, 43-8 DBM1)minCyc1 GFP 
pCB277 pRS406 p(nc=3, 43-8 DBM1)minCyc1 GFP 
pN20 pRS406 p(nc=4, 43-8 DBM1)minCyc1 GFP 
pCB282 pRS406 p(nc=5, 43-8 DBM1)minCyc1 GFP 
pCB301 pRS304 plinTET 43-8(low)-syn. lig.(S4) 
pCB245 pRS605 pADH1 2x syn. clamp 
pCB247 pRS605 pADH1 3x syn. clamp 
pCB263 pRS605 pADH1 4x syn. clamp 
pCB266 pRS605 pADH1 5x syn. clamp 
29 pN490 pRS406 p(nc=4, 43-8 DBM1)minCyc1 42-10(high)-syn. lig.(S5) 
pN488 pRS406 p(nc=4, 43-8 DBM1)minCyc1 42-10(low)-syn. lig.(S5) 
pN489 pRS406 p(nc=4, 43-8 DBM1)minCyc1 42-10(low)-syn. lig.(S4) 
pN350 pRS306 p(nc=4, 42-10 DBM3, nc=2, 
43-8 DBM1)minCyc1 
42-10(low)-syn. lig.(S5) 
pN354 pRS306 p(nc=4, 42-10 DBM2, nc=2, 
43-8 DBM1)minCyc1 
42-10(low)-syn. lig.(S5) 
pN357 pRS306 p(nc=5, 42-10 DBM2, nc=2, 
43-8 DBM1)minCyc1 
42-10(low)-syn. lig.(S2) 
pN359 pRS306 p(nc=4, 42-10 DBM4, nc=2, 
43-8 DBM1)minCyc1 
42-10(low)-syn. lig.(S2) 
pN360 pRS306 p(nc=5, 42-10 DBM4, nc=2, 
43-8 DBM1)minCyc1 
42-10(low)-syn. lig.(S5) 
pN361 pRS306 p(nc=5, 42-10 DBM4, nc=2, 
43-8 DBM1)minCyc1 
42-10(low)-syn. lig.(S2) 
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pN364 pRS306 p(nc=4, 42-10 DBM3, nc=4, 
43-8 DBM1)minCyc1 
42-10(low)-syn. lig.(S5) 
pN366 pRS306 p(nc=4, 42-10 DBM2, nc=3, 
43-8 DBM1)minCyc1 
42-10(low)-syn. lig.(S5) 
pN367 pRS306 p(nc=4, 42-10 DBM2, nc=3, 
43-8 DBM1)minCyc1 
42-10(low)-syn. lig.(S2) 
pN368 pRS306 p(nc=4, 42-10 DBM4, nc=3, 
43-8 DBM1)minCyc1 
42-10(low)-syn. lig.(S5) 
pN369 pRS306 p(nc=4, 42-10 DBM4, nc=3, 
43-8 DBM1)minCyc1 
42-10(low)-syn. lig.(S2) 
pN353 pRS306 p(nc=5, 42-10 DBM3, nc=2, 
43-8 DBM1)minCyc1 
42-10(low)-syn. lig.(S2) 
pN365 pRS306 p(nc=4, 42-10 DBM3, nc=3, 
43-8 DBM1)minCyc1 
42-10(low)-syn. lig.(S2) 
pN409 pRS306 p(nc=2, 42-10 DBM1, nc=2, 
43-8 DBM2)minCyc1 
42-10(low)-syn. lig.(S5) 
pN410 pRS306 p(nc=2, 42-10 DBM1, nc=2, 
43-8 DBM2)minCyc1 
42-10(low)-syn. lig.(S2) 
pN348 pRS306 p(nc=2, 42-10 DBM1, nc=2, 
43-8 DBM1)minCyc1 
42-10(low)-syn. lig.(S5) 
pN344 pRS306 p(nc=3, 42-10 DBM1, nc=1, 
43-8 DBM1)minCyc1 
42-10(low)-syn. lig.(S5) 
pN464 pRS306 p(nc=4, 43-8 DBM3)minCyc1 42-10(low)-syn. lig.(S4) 
pN463 pRS306 p(nc=4, 43-8 DBM3)minCyc1 42-10(low)-syn. lig.(S5) 
pN464 pRS306 p(nc=4, 43-8 DBM3)minCyc1 42-10(low)-syn. lig.(S4) 
pN468 pRS306 p(nc=5, 43-8 DBM3)minCyc1 42-10(low)-syn. lig.(S2) 
pN281 pRS304 plinTET 43-8(low)-no lig. 
pCB298 pRS304 plinTET 43-8(low)-syn. lig.(S5) 
pCB301 pRS304 plinTET 43-8(low)-syn. lig.(S4) 
pCB263 pRS605 pADH1 4x syn. clamp 
pCB266 pRS605 pADH1 5x syn. clamp 
pN286 pRS603 p(nc=4, 42-10 DBM1)minCyc1 GFP 
pN287 pRS603 p(nc=5, 42-10 DBM1)minCyc1 GFP 
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TABLE 2: Yeast Strains used in Chapter 2 
 
    Locus-Specific Plasmids 
FIGURE STRAIN ID URA TRP LEU HIS 
12b sCB001 pN8 pCB298 pN187   
sCB002 pN8 pCB300 pN187   
sCB003 pN8 pCB302 pN187   
sCB004 pCB277 pCB298 pCB397   
sCB005 pCB228 pCB298 pCB398   
sCB006 CB269 pCB298 pN187   
sCB007 pN8 pCB298 pN187   
2A sCB008 pN8 pCB298     
sCB009 pN8 pCB298 pCB245   
sCB010 pCB276 pCB393 pCB247   
sCB011 pCB281 pCB393 pCB266   
18 sCB012         
sCB013         
sCB014         
sCB015         
3A sCB016 pN8 pCB298     
sCB017 pCB278 pCB298 pCB263   
3B yN483 pN367 pN281 pCB263 pN286 
yN137 pN409 pCB298 pCB263 pN286 
yN005 pN488 pN281 pCB263 pN286 
yN006 pN489 pN281 pCB263 pN286 
yN480 pN361 pN281 pCB266 pN287 
31 sCB018 pN8 pCB298     
yN288 pN468 pCB301 pCB266 pN287 
4B/33 yN473 pN463 pCB298 pCB263 pN451 
yN140 pN409 pCB301 pCB263 pN400 
6A sCB019 pRS406 pL329     
sCB020 pRS406 pL330     
sCB021     pCB704   
sCB022       pCB702 
sCB023     pCB705   
sCB024       pCB703 
sCB025 pRS406 pCB298     
S6 yN490 pN8 pCB303 pCB230   
yN491 pN8 pCB300 pCB230   
yN492 pN8 pCB299 pCB230   
yN493 pN8 pL372 pCB230   
yN494 pN8 pCB298 pCB230   
yN495 pN8 pCB304 pCB230   
yN496 pN8 pCB303 pCB230   
yN497 pN8 pCB301 pCB230   
yN498 pN8 pCB267 pCB230   
yN499 pN8 pCB303 pCB244   
yN500 pN8 pCB300 pCB244   
yN501 pN8 pCB299 pCB244   
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yN502 pN8 pL372 pCB244   
yN503 pN8 pCB298 pCB244   
yN504 pN8 pCB304 pCB244   
yN505 pN8 pCB303 pCB244   
yN506 pN8 pCB301 pCB244   
yN507 pN8 pCB267 pCB244   
yN508 pN8 pCB303 pCB245   
yN509 pN8 pCB300 pCB245   
yN510 pN8 pCB299 pCB245   
yN511 pN8 pL372 pCB245   
yN512 pN8 pCB298 pCB245   
yN513 pN8 pCB304 pCB245   
yN514 pN8 pCB303 pCB245   
yN515 pN8 pCB301 pCB245   
yN516 pN8 pCB267 pCB245   
24D,E sCB030 pRS406 pL329     
25B sCB031 pRS406 pL329     
sCB032 pN8 pCB298     
yN474 pN491 pN281   pN286 
yN005 pN488 pN281 pCB263 pN286 
25C sCB033 pN8 pCB301 pCB245   
sCB034 pCB277 pCB301 pCB247   
sCB035 pN20 pCB301 pCB263   
sCB036 pCB282 pCB301 pCB266   
29 yN004 pN490 pN281 pCB263 pN286 
yN005 pN488 pN281 pCB263 pN286 
yN006 pN489 pN281 pCB263 pN286 
yN475 pN350 pN281 pCB263 pN286 
yN476 pN354 pN281 pCB263 pN286 
yN477 pN357 pN281 pCB263 pN286 
yN478 pN359 pN281 pCB263 pN286 
yN479 pN360 pN281 pCB266 pN287 
yN480 pN361 pN281 pCB266 pN287 
yN481 pN364 pN281 pCB263 pN286 
yN482 pN366 pN281 pCB263 pN286 
yN483 pN367 pN281 pCB263 pN286 
yN484 pN368 pN281 pCB263 pN286 
yN485 pN369 pN281 pCB263 pN286 
yN486 pN353 pN281 pCB266 pN287 
yN487 pN365 pN281 pCB263 pN286 
yN137 pN409 pCB298 pCB263 pN286 
yN143 pN410 pCB301 pCB263 pN286 
yN488 pN348 pCB298 pCB263 pN286 
yN489 pN344 pCB298 pCB263 pN286 
yN233 pN464 pCB298 pCB263 pN286 
yN241 pN463 pCB301 pCB263 pN286 
yN245 pN464 pCB301 pCB263 pN286 
yN288 pN468 pCB301 pCB266 pN287 
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TABLE 3: Plasmids used in Chapter 3 
FIGURE PLASMID LOCUS DESCRIPTION 
37 
pKL1-095 URA {(13-6 op)x4-minCyc1-Venus-tCyc1} 
pKL1-224 LEU {Spacer} 
pKL1-222 LEU {pTEF1-NLS-(Syn)2-20GS-(Syn)2-tADH1} 
pKL2-133 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-13-6-4x-PDZLig} 
pKL2-155 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-13-6-WT-PDZLig} 
38 
pKL1-010 HO {pTDH3-mTurquoise2} 
pKL1-065 URA {Spacer} 
pKL1-095 URA {(13-6 op)x4-minCyc1-Venus-tCyc1} 
pKL1-096 URA {(14-3 op)x4-minCyc1-Venus-tCyc1} 
pKL1-097 URA {(21-16 op)x4-minCyc1-Venus-tCyc1} 
pKL1-098 URA {(36-4 op)x4-minCyc1-Venus-tCyc1} 
pKL1-099 URA {(37-12 op)x4-minCyc1-Venus-tCyc1} 
pKL1-100 URA {(42-10 op)x4-minCyc1-Venus-tCyc1} 
pKL1-101 URA {(43-8 op)x4-minCyc1-Venus-tCyc1} 
pKL1-102 URA {(54-8 op)x4-minCyc1-Venus-tCyc1} 
pKL1-103 URA {(55-1 op)x4-minCyc1-Venus-tCyc1} 
pKL1-104 URA {(62-1 op)x4-minCyc1-Venus-tCyc1} 
pKL1-105 URA {(63-4 op)x4-minCyc1-Venus-tCyc1} 
pKL1-106 URA {(92-1 op)x4-minCyc1-Venus-tCyc1} 
pKL1-107 URA {(93-10 op)x4-minCyc1-Venus-tCyc1} 
pKL1-108 URA {(97-4 op)x4-minCyc1-Venus-tCyc1} 
pKL1-109 URA {(128-2 op)x4-minCyc1-Venus-tCyc1} 
pKL1-110 URA {(129-3 op)x4-minCyc1-Venus-tCyc1} 
pKL1-111 URA {(150-4 op)x4-minCyc1-Venus-tCyc1} 
pKL1-112 URA {(151-1 op)x4-minCyc1-Venus-tCyc1} 
pKL1-113 URA {(158-2 op)x4-minCyc1-Venus-tCyc1} 
pKL1-114 URA {(159-3 op)x4-minCyc1-Venus-tCyc1} 
pKL1-115 URA {(172-5 op)x4-minCyc1-Venus-tCyc1} 
pKL1-116 URA {(173-3 op)x4-minCyc1-Venus-tCyc1} 
pKL1-224 LEU {Spacer} 
pKL1-222 LEU {pTEF1-NLS-(Syn)2-20GS-(Syn)2-tADH1} 
pKL1-067 HO {Spacer} 
pKL1-062 HO {pTEF1-ZEV} 
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pKL2-133 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-13-6-4x-PDZLig} 
pKL2-134 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-14-3-4x-PDZLig} 
pKL2-135 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-21-16-4x-PDZLig} 
pKL2-136 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-36-4-4x-PDZLig} 
pKL2-137 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-37-12-4x-PDZLig} 
pKL2-138 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-42-10-4x-PDZLig} 
pKL2-139 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-43-8-4x-PDZLig} 
pKL2-140 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-54-8-4x-PDZLig} 
pKL2-141 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-55-1-4x-PDZLig} 
pKL2-142 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-62-1-4x-PDZLig} 
pKL2-143 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-63-4-4x-PDZLig} 
pKL2-144 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-92-1-4x-PDZLig} 
pKL2-145 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-93-10-4x-PDZLig} 
pKL2-146 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-97-4-4x-PDZLig} 
pKL2-147 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-128-2-4x-PDZLig} 
pKL2-148 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-129-3-4x-PDZLig} 
pKL2-149 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-150-4-4x-PDZLig} 
pKL2-150 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-151-1-4x-PDZLig} 
pKL2-151 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-158-2-4x-PDZLig} 
pKL2-152 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-159-3-4x-PDZLig} 
pKL2-153 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-172-5-4x-PDZLig} 
pKL2-154 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-173-3-4x-PDZLig} 
  
117 
pKL2-155 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-13-6-WT-PDZLig} 
pKL2-156 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-14-3-WT-PDZLig} 
pKL2-157 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-21-16-WT-PDZLig} 
pKL2-158 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-36-4-WT-PDZLig} 
pKL2-159 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-37-12-WT-PDZLig} 
pKL2-160 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-42-10-WT-PDZLig} 
pKL2-161 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-43-8-WT-PDZLig} 
pKL2-162 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-54-8-WT-PDZLig} 
pKL2-163 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-55-1-WT-PDZLig} 
pKL2-164 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-62-1-WT-PDZLig} 
pKL2-165 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-63-4-WT-PDZLig} 
pKL2-166 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-92-1-WT-PDZLig} 
pKL2-167 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-93-10-WT-PDZLig} 
pKL2-168 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-97-4-WT-PDZLig} 
pKL2-169 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-128-2-WT-PDZLig} 
pKL2-170 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-129-3-WT-PDZLig} 
pKL2-171 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-150-4-WT-PDZLig} 
pKL2-172 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-151-1-WT-PDZLig} 
pKL2-173 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-158-2-WT-PDZLig} 
pKL2-174 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-159-3-WT-PDZLig} 
pKL2-175 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-172-5-WT-PDZLig} 
pKL2-176 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-173-3-WT-PDZLig} 
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39 
pKL1-065 URA {Spacer} 
pKL1-100 URA {(42-10 op)x4-minCyc1-Venus-tCyc1} 
pKL1-224 LEU {Spacer} 
pKL1-222 LEU {pTEF1-NLS-(Syn)2-20GS-(Syn)2-tADH1} 
pKL1-067 HO {Spacer} 
pKL2-138 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-42-10-4x-PDZLig} 
pKL2-160 HO 
{pTEF1-ZEV}{pGal1(Zif268op)x6-3xFLAG-NLS-VP16-
mRuby2-42-10-WT-PDZLig} 
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TABLE 4: Yeast Strains used in Chapter 3 
    Locus-Specific Plasmids 
FIGURE STRAIN ID HO URA LEU 
37 
yKL515 pKL2-133 pKL1-095 pKL1-222 
yKL563 pKL2-133 pKL1-095 pKL1-224 
yKL587 pKL2-155 pKL1-095 pKL1-224 
38 
yKL001 pKL1-010     
yKL515 pKL2-133 pKL1-095 pKL1-222 
yKL516 pKL2-134 pKL1-096 pKL1-222 
yKL517 pKL2-135 pKL1-097 pKL1-222 
yKL518 pKL2-136 pKL1-098 pKL1-222 
yKL519 pKL2-137 pKL1-099 pKL1-222 
yKL520 pKL2-138 pKL1-100 pKL1-222 
yKL521 pKL2-139 pKL1-101 pKL1-222 
yKL522 pKL2-140 pKL1-102 pKL1-222 
yKL523 pKL2-141 pKL1-103 pKL1-222 
yKL524 pKL2-142 pKL1-104 pKL1-222 
yKL525 pKL2-143 pKL1-105 pKL1-222 
yKL526 pKL2-144 pKL1-106 pKL1-222 
yKL527 pKL2-145 pKL1-107 pKL1-222 
yKL528 pKL2-146 pKL1-108 pKL1-222 
yKL529 pKL2-147 pKL1-109 pKL1-222 
yKL530 pKL2-148 pKL1-110 pKL1-222 
yKL531 pKL2-149 pKL1-111 pKL1-222 
yKL532 pKL2-150 pKL1-112 pKL1-222 
yKL533 pKL2-151 pKL1-113 pKL1-222 
yKL534 pKL2-152 pKL1-114 pKL1-222 
yKL535 pKL2-153 pKL1-115 pKL1-222 
yKL536 pKL2-154 pKL1-116 pKL1-222 
yKL539 pKL2-155 pKL1-095 pKL1-222 
yKL540 pKL2-156 pKL1-096 pKL1-222 
yKL541 pKL2-157 pKL1-097 pKL1-222 
yKL542 pKL2-158 pKL1-098 pKL1-222 
yKL543 pKL2-159 pKL1-099 pKL1-222 
yKL544 pKL2-160 pKL1-100 pKL1-222 
yKL545 pKL2-161 pKL1-101 pKL1-222 
yKL546 pKL2-162 pKL1-102 pKL1-222 
yKL547 pKL2-163 pKL1-103 pKL1-222 
yKL548 pKL2-164 pKL1-104 pKL1-222 
yKL549 pKL2-165 pKL1-105 pKL1-222 
yKL550 pKL2-166 pKL1-106 pKL1-222 
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yKL551 pKL2-167 pKL1-107 pKL1-222 
yKL552 pKL2-168 pKL1-108 pKL1-222 
yKL553 pKL2-169 pKL1-109 pKL1-222 
yKL554 pKL2-170 pKL1-110 pKL1-222 
yKL555 pKL2-171 pKL1-111 pKL1-222 
yKL556 pKL2-172 pKL1-112 pKL1-222 
yKL557 pKL2-173 pKL1-113 pKL1-222 
yKL558 pKL2-174 pKL1-114 pKL1-222 
yKL559 pKL2-175 pKL1-115 pKL1-222 
yKL560 pKL2-176 pKL1-116 pKL1-222 
yKL563 pKL2-133 pKL1-095 pKL1-224 
yKL564 pKL2-134 pKL1-096 pKL1-224 
yKL565 pKL2-135 pKL1-097 pKL1-224 
yKL566 pKL2-136 pKL1-098 pKL1-224 
yKL567 pKL2-137 pKL1-099 pKL1-224 
yKL568 pKL2-138 pKL1-100 pKL1-224 
yKL569 pKL2-139 pKL1-101 pKL1-224 
yKL570 pKL2-140 pKL1-102 pKL1-224 
yKL571 pKL2-141 pKL1-103 pKL1-224 
yKL572 pKL2-142 pKL1-104 pKL1-224 
yKL573 pKL2-143 pKL1-105 pKL1-224 
yKL574 pKL2-144 pKL1-106 pKL1-224 
yKL575 pKL2-145 pKL1-107 pKL1-224 
yKL576 pKL2-146 pKL1-108 pKL1-224 
yKL577 pKL2-147 pKL1-109 pKL1-224 
yKL578 pKL2-148 pKL1-110 pKL1-224 
yKL579 pKL2-149 pKL1-111 pKL1-224 
yKL580 pKL2-150 pKL1-112 pKL1-224 
yKL581 pKL2-151 pKL1-113 pKL1-224 
yKL582 pKL2-152 pKL1-114 pKL1-224 
yKL583 pKL2-153 pKL1-115 pKL1-224 
yKL584 pKL2-154 pKL1-116 pKL1-224 
yKL587 pKL2-155 pKL1-095 pKL1-224 
yKL588 pKL2-156 pKL1-096 pKL1-224 
yKL589 pKL2-157 pKL1-097 pKL1-224 
yKL590 pKL2-158 pKL1-098 pKL1-224 
yKL591 pKL2-159 pKL1-099 pKL1-224 
yKL592 pKL2-160 pKL1-100 pKL1-224 
yKL593 pKL2-161 pKL1-101 pKL1-224 
yKL594 pKL2-162 pKL1-102 pKL1-224 
yKL595 pKL2-163 pKL1-103 pKL1-224 
yKL596 pKL2-164 pKL1-104 pKL1-224 
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yKL597 pKL2-165 pKL1-105 pKL1-224 
yKL598 pKL2-166 pKL1-106 pKL1-224 
yKL599 pKL2-167 pKL1-107 pKL1-224 
yKL600 pKL2-168 pKL1-108 pKL1-224 
yKL601 pKL2-169 pKL1-109 pKL1-224 
yKL602 pKL2-170 pKL1-110 pKL1-224 
yKL603 pKL2-171 pKL1-111 pKL1-224 
yKL604 pKL2-172 pKL1-112 pKL1-224 
yKL605 pKL2-173 pKL1-113 pKL1-224 
yKL606 pKL2-174 pKL1-114 pKL1-224 
yKL607 pKL2-175 pKL1-115 pKL1-224 
yKL608 pKL2-176 pKL1-116 pKL1-224 
yKL615 pKL1-067 pKL1-095 pKL1-222 
yKL616 pKL1-062 pKL1-095 pKL1-222 
yKL623 pKL1-067 pKL1-095 pKL1-224 
yKL624 pKL1-062 pKL1-095 pKL1-224 
39 
yKL520 pKL2-138 pKL1-100 pKL1-222 
yKL568 pKL2-138 pKL1-100 pKL1-224 
yKL592 pKL2-160 pKL1-100 pKL1-224 
yKL667 pKL1-067 pKL1-065 pKL1-224 
yKL736 pKL1-067 pKL1-100 pKL1-224 
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