We show that the oscillatory driving of crystal surfaces can induce pattern formation or smoothening. Depending on driving conditions, step bunching and meandering, mound formation, or surface smoothening may be seen in the presence of a kinetic asymmetry at the steps or kinks. We employ a step model to calculate the induced mass flux along misoriented surfaces, which accounts for surface dynamics and stability. Slope selection, surface metastability, and frequency-dependent surface stability are found. Quantitative predictions for pattern formation on metal surfaces in an electrolyte are provided. DOI: 10.1103/PhysRevLett.87.048701 PACS numbers: 68.35.Ct, 05.70.Ln, 68.65. -k, 89.75.Kd Sculpting surfaces at nanometer scale is of major technological interest. Besides lithography, spontaneous pattern formation during crystal growth has been proposed as a tool to create large scale nanostructured surfaces. In this Letter, we point out that oscillatory driving appears as an alternative route for pattern formation, with two basic advantages: First, patterning and growth are separated, so that morphology is not a function of the growth process. Second, it offers better control of the structure. An in situ and real-time control of the pattern becomes possible, opening a wide range of new applications.
Sculpting surfaces at nanometer scale is of major technological interest. Besides lithography, spontaneous pattern formation during crystal growth has been proposed as a tool to create large scale nanostructured surfaces. In this Letter, we point out that oscillatory driving appears as an alternative route for pattern formation, with two basic advantages: First, patterning and growth are separated, so that morphology is not a function of the growth process. Second, it offers better control of the structure. An in situ and real-time control of the pattern becomes possible, opening a wide range of new applications.
On the side of fundamental physics, oscillatory forcing has been a long-standing source of intriguing nonlinear phenomena, such as the inverted pendulum problem [1] , the Faraday instability [2] in fluid mechanics, and pattern formation in granular media [3] . Moreover, parametric forcing of an ensemble of oscillators is known to lead, for example, to motion of domain walls [4] . In this Letter, we show that oscillatory driving of crystal surfaces induces macroscopic mass fluxes, leading to pattern formation or smoothening.
We show that all the instabilities identified during crystal growth (namely, mound formation, step meandering, and step bunching) appear under oscillatory driving. The physical origin of this effect can be related to ratchets, in the sense that kinetic anisotropy of steps [ErhlichSchwoebel (ES) effect] is used to produce a mass flux along misoriented surfaces, as pointed out by Derényi et al. [5] , who showed that ac electromigration should lead to directional smoothening of surfaces.
We first derive the mass flux along a misoriented (vicinal) surface in order to analyze the stability of the surface. The main results are illustrated by kinetic Monte Carlo simulations. We provide quantitative predictions for pattern formation at metal-electrolyte interfaces subject to an oscillating electrochemical potential, and briefly mention some other experimental situations where our analysis applies.
We consider surfaces where adsorption, desorption, and defect creation (such as bulk vacancies) are not allowed. Mass transport then occurs only through surface diffusion.
Since the mean height of the surface does not vary with time, we have
where the brackets indicate that we have averaged over the time scales of oscillations, and ≠ t ϵ ≠͞≠t. The mass flux ͗j͘ is the key quantity for surface dynamics.
Step properties are supposed to be isotropic, and direct step interactions via elasticity, or electronic surface states, are neglected. Steps then interact only via mass exchange. The surface flux has two components ͗j͘ ͗J͘n 1 ͗G͘s, where n 2=h͞j=hj and s ? n 0. From Eq. (1) which the temperature oscillates alternatively and abruptly between two values. In the high temperature regime, the equilibrium concentration on terraces is high, and the ES effect is repressed. In the low temperature regime, the equilibrium concentration is low, and the ES effect is strong (i.e., adatoms cannot attach going down-step). We start from a regular vicinal surface [ Fig. 1(a) ] in the low temperature regime. We first switch to the high temperature regime: Atoms detach from the steps and go on terraces [ Fig. 1(b) ]. Steps slightly retract to the left. Switching back to low temperature, adatoms go back to the steps but attach only from ahead [ Fig. 1(c) ]. The step goes back to its initial position. A net uphill flux results from the last part of the cycle (this could be interpreted as a many-particle "ratchet effect").
In the following we calculate the mass flux ͗J͘ along a misoriented (vicinal) surface, where steps are regularly spaced (with a distance ᐉ 1͞m). Dynamics of a vicinal surface are decribed by the 1D step model of Burton, Cabrera, and Frank (BCF) [6, 7] . On terraces between steps, the adatom concentration evolves only via diffusion:
where D is the adatom diffusion constant and ≠ t denotes a time derivative. At the steps, since the adatom coverage is usually low (Vc 6 ø 1), mass conservation reads:
where V is the atomic area, z denotes the step position, and the indices 1 and 2 indicate the low and high sides of the step, respectively. The incoming diffusion flux is related to departure from equilibrium with linear kinetic relations [7] :
where n 6 are kinetic attachment coefficients. We define the kinetic attachment lengths d 6 D͞n 6 , that are small for fast kinetics and large for slow kinetics. Let us first consider a sinusoidal perturbation:
c eq c 0eq 1 c 1eq cos͑v 0 t͒ , where quantities with index 1 are small and not necessarily positive. The mean flux going through a step is
To zeroth order in the perturbation, the solution of Eq. (2) with the boundary condition (4) is c c 0 eq yielding zero contribution to ͗J͘. The oscillatory nature of the perturbation yields a zero first-order contribution. From the secondorder solution of Eqs. (2) and (4), we obtain the mean flux:
where ch cosh͑l͞m͒ and sh sinh͑l͞m͒, and l 2 iv 0 ͞D. The mean flux ͗J 2 ͘ results from a combination of oscillations of the equilibrium concentration and step kinetics. The frequency and slope dependence of ͗J 2 ͘ is, in general, complicated. We do not wish to be exhaustive here, but rather to highlight some important features.
In the high frequency limit, where v 0 is smaller than phonon frequencies v p ϳ 10 12 s 21 (in order to avoid effects such as stochastic resonance with phonons), but larger than atom hopping frequencies G, one can question the validity of Eq. (7), which is based on a step model [Eqs. (2)- (4)], in the "hydrodynamic limit" (i.e., low frequency). Typically, the slowest rate is that of detachment from steps G 0 ഠ 10 12 exp͑2E 0 ͞k B T͒. Taking typical values E 0 ϳ 0.5 eV, T ϳ 300 K, one obtains G 0 ϳ 10 3 s 21 . We use a discrete 1D model to check the high frequency limit v p ¿ v 0 ¿ G. In this model, atoms hop to nearest neighbors -without interacting, on a frozen periodic vicinal surface of interstep distance ᐉ La. Dynamics is described with help of hopping frequencies G d , G for diffusion, detachment, and attachment on both sides of the step site (see Fig. 2 ). Hopping frequencies can be related to the parameters of the step model via
, and Vc eq G 6 0 ͞G 6 1 . These relations can be inverted to express frequencies as a function of the BCF model parameters. Using Eq. (5) and in the v 0 !`limit, average frequencies can be used for atom hops. One then finds that detailed balance is broken to second order in the perturbation: A steady mass flux along the surface is present. Since we considered a "tracer" model on a frozen surface, an additional condition is necessary to determine this flux, because the amount of matter on terraces is not fixed yet. We choose the coverage at the step site to be u 0 1 (i.e., there is always an atom at the edge of a step). We then find the following steady flux: 
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Taking the limit v 0 !`in Eq. (7) leads to the same result, except that the a's in the denominator are absent. This suggests that the step model is valid in the high frequency limit as long as step kinetics are not too fast, i.e., d 06 . a. In the low frequency limit v 0 ! 0, the flux vanishes: ͗J 2 ͘`ϳ v 2 0 . In this limit, a wide variety of slope dependences can be obtained. We shall first focus on the occurrence of flux inversion as frequency varies. When attachment-detachment is fast, i.e., when md 06 ø 1 (and for v 0 ! 0), an expansion of (7) provides Since mass fluxes are second order, they strongly depend on the temporal "shape" of the perturbation. As an example, consider the low frequency square perturbation mentioned earlier (cf. Fig. 1 ). Here cos͑v 0 t͒ is replaced by sign͓cos͑v 0 t͔͒ in Eq. (5), leading to the following flux, calculated for finite perturbation amplitudes (i.e., d 61 and c 1 eq are not small): Fig. 1 , we obtain an uphill flux, leading to mound formation and step meandering. If instead d 12 2d 02 , a downhill flux is found (case B). Nominal surfaces should then be smoothened and step bunching is expected on vicinal surfaces. In case A, the uphill flux (11) takes a simple form ͗J͘ 2Vc 1eq v 0 ͑͞4pm͒ for large slopes, which is identical to that found during growth, with c 1eq v 0 ͞2p replacing the incoming flux F. Then, following [10] , surface roughness W should behave as
where W 0 is a constant. We have performed kinetic Monte Carlo simulations in order to show that the above mentioned analysis allows one to predict the surface response to an oscillatory variation of hopping rates. We use a simple solid on solid (SOS) model on a square lattice, where hops are accepted with an Arrhenius law, the activation energy being equal to the bond energy E b times the number of in-plane nearest neighbors. An extra energy barrier E s , accounting for the ES effect, is experienced during interlayer hops. Taking the lattice constant as the unit length, and one Monte Carlo step per site (MCSPS) as the unit time, we have D 1͞4
) leading to case A or B depending on whether their oscillations are in-phase or out-of-phase. We use the following parameters: E b 1, E 1b 0.3, E s 2, E 1s 61.9, T 0.4, and v 0 ͞2p 0.1. The resulting patterning of the surface corresponds to the expectations, as seen in Fig. 3 .
Equation (12) is not too high); (ii) the temperature dependence of W agrees with Eq. (12); (iii) we find W 0 0.46a, where a is the lattice spacing. The typical lateral length scale (calculated from the first zero of the height-height correlation function) obeys a slow power law increase t a , with a 0.09 6 0.02, although no lateral coarsening is observed during growth with the strong ES effect from which the analogy leading to Eq. (12) is drawn. The small deviation of the exponents a and b is probably due to the surface relaxation in the part of the cycle where d 2 is small.
Let us now consider potential oscillations in an electrochemical cell. On the basis of the surface-embedded-atom method [11] we have surveyed the dependence of the ES barrier and the adatom equilibrium concentration on Ag(100) as a function of the departure from the potential of zero charge [12] . Cycling from 0.28 to 20.95 V corresponds to case A: The adatom formation energy varies from 0.51 to 0.69 eV and the ES barrier from 0.061 to 0.137 eV. For Eq. (11) to be valid, we need the switching time to be larger than the diffusion time from one step to the other, which reads v 0 ͞2p , D͞ᐉ 2 , where ᐉ is the typical distance between steps. Taking ᐉ ϳ 10 atomic distances, we obtain v 0 ͞2p , 5 3 10 4 Hz. At T 360 K, and after 3 h with the maximum frequency v 0 ͞2p 5 3 10 4 Hz, formula (12) indicates that W ഠ 6.5W 0 (corresponding to an absolute width of 22W 0 for a pyramidal pattern), where W 0 is of order of the atomic distance.
A pulsed laser [13] , or high amplitude surface ultrasound waves [14] , are known to lead to pattern formation at the surface. In both cases, further investigations are needed to determine whether this results from oscillatory driving, or from Grinfeld instability, and if dislocations are present.
Note that oscillatory driving could also be applied during growth via the techniques described above, in order to smoothen or pattern the surface. A modulation of the incoming flux can easily be added to our model by adding a term F F 0 1 F 1 cos͑vt͒ to the right-hand side of Eq. (2). In most physically relevant cases, this will not create new instabilities, but may change the thresholds and resulting patterns arising from known instabilities during growth.
In conclusion, oscillatory driving is a promising tool for in situ and real-time control of the surface morphology. We have shown that it allows one to create and smoothen patterns on nominal and vicinal surfaces. Similar phenomena should result from a Kink-ES effect, as a consequence of nonequilibrium line diffusion pointed out in Ref. [15] .
In order to be more quantitative and to predict the typical wavelength of the instabilities, the next step of this study will be to consider stabilizing effects coming from line tension, step interactions, and nucleation. As in growth, initial stages of the instability on nominal surfaces, as well as the shape of mounds, crucially depend on nucleation. Including this effect is the main challenge for a global understanding of pattern formation via oscillatory driving.
