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SPECTRAL MEASURE OF HEAVY TAILED BAND AND
COVARIANCE RANDOM MATRICES
SERBAN BELINSCHI⋆ AMIR DEMBO† ALICE GUIONNET‡
Abstract. We study the asymptotic behavior of the appropriately scaled and
possibly perturbed spectral measure µˆ of large random real symmetric matrices
with heavy tailed entries. Specifically, consider the N ×N symmetric matrix
YσN whose (i, j) entry is σ(
i
N
,
j
N
)xij where (xij , 1 ≤ i ≤ j < ∞) is an in-
finite array of i.i.d real variables with common distribution in the domain of
attraction of an α-stable law, α ∈ (0, 2), and σ is a deterministic function. For
random diagonal DN independent of Y
σ
N
and with appropriate rescaling aN ,
we prove that µˆ
a
−1
N
Yσ
N
+DN
converges in mean towards a limiting probability
measure which we characterize. As a special case, we derive and analyze the
almost sure limiting spectral density for empirical covariance matrices with
heavy tailed entries.
1. Introduction
We study the asymptotic behavior of the spectral measure of large band random
real symmetric matrices with independent (apart from symmetry) heavy tailed
entries. Specifically, with (xij , 1 ≤ i ≤ j < ∞) an infinite array of i.i.d real
variables, let XN denote the N ×N symmetric matrix given by
XN (i, j) = xij if i ≤ j, xji otherwise.
Fixing σ : [0, 1]× [0, 1]→ R, a (uniformly over 1/N -lattice grids) square integrable
measurable function such that σ(x, y) = σ(y, x), we denote by YσN the N × N
symmetric matrix with entries Y σN (i, j) = σ(
i
N ,
j
N )xij . These matrices are sometime
called “band matrices” after the choice of σ(x, y) = 1|x−y|≤b for some 0 < b < 1
(c.f. Remark 1.9). Another important special case, σ(x, y) = 1(x−1/2)(1/2−y)>0
yields the spectral measure of empirical covariance matrices XNX
t
N (as shown in
Section 5.1).
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For i.i.d. entries (xij , 1 ≤ i ≤ j ≤ N) of finite second moment, it was proved
by Berezin that the spectral measure of AσN := N
−1/2YσN converges almost surely
weakly (see a rigorous proof in [7]). More precisely, for any z ∈ C\R the matrices
GN (z) := (zIN −AσN )−1 are such that for any bounded continuous function φ,
lim
N→∞
1
N
N∑
i=1
φ(
i
N
)GN (z)ii =
∫ 1
0
φ(u)Kσu (z)du a.s.
with Kσx (z) the unique solution of K
σ
x (z) = (z−
∫ 1
0
|σ(x, v)|2Kσv (z)dv)−1 such that
z 7→ ∫ 10 φ(u)Kσu (z)du is analytic in C\R. In particular, taking constant φ(·) we
have the almost sure convergence of the spectral measure of AσN to the probability
measure µσ2 whose Cauchy-Stieltjes transform is
(1.1) Gσ2 (z) =
∫
1
z − λdµ
σ
2 (λ) =
∫ 1
0
Kσv (z)dv .
We consider here the case of heavy tailed entries, where the common distribution
of the absolute values of the xij ’s is in the domain of attraction of an α-stable law,
for α ∈]0, 2[. That is, there exists a slowly varying function L(·) such that for any
u > 0,
(1.2) P(|xij | ≥ u) = L(u)u−α .
The normalizing constants
(1.3) aN := inf{u : P[|xij | ≥ u] ≤ 1
N
} ,
are then such that aN = L0(N)N
1/α for some (other) slowly varying function L0(·).
Hereafter, let AσN denote the normalized matrix A
σ
N := a
−1
N Y
σ
N having eigen-
values (λ1, · · · , λN ) and the corresponding spectral measure µˆAσ
N
:= 1N
∑N
i=1 δλi
(and when the choice of σ(·) is clear we also use the notations YN and AN for
YσN and A
σ
N , respectively). Predictions about the limiting spectral measure in
case σ(·, ·) ≡ 1 (the heavy tail analog of Wigner’s theorem) have been made in [2]
and rigorously verified in [1] (c.f. [1, Section 8]). We follow here the approach of
[1], which consists of proving the convergence of the resolvent, i.e. of the mean
of the Cauchy-Stieltjes transform of the spectral measure, outside of the real line,
by proving tightness and characterizing uniquely the possible limit points. In the
latter task, for each α ∈ (0, 2) the limiting spectral measure of AσN is characterized
in terms of the entire functions
gα(y) :=
∫ ∞
0
t
α
2−1e−t exp{−tα2 y}dt ,(1.4)
hα(y) :=
∫ ∞
0
e−t exp{−tα2 y}dt = 1− α
2
ygα(y) .(1.5)
We define for any α ∈ (0, 2) the usual branch of the power function x 7→ xα, which
is the analytic function on C\R− such that (i)α = eipiα2 . This amounts to choosing
xα = rαeiαθ when x = reiθ with θ ∈]−π, π[. We also adopt throughout the notation
x−α for (x−1)α. With these notations in place, recall [1, Theorem 1.4] that in case
σ(·, ·) ≡ 1, the limiting spectral measure µα for Wigner matrices with entries in the
domain of attraction of an α-stable law has for z ∈ C+ = {z ∈ C : ℑ(z) > 0}, the
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Cauchy-Stieltjes transform
(1.6) Gα(z) :=
∫
1
z − xdµα(x) =
1
z
hα(Y (z)) ,
where Y (z) is the unique analytic on C+ solution of
(1.7) zαY (z) = Cαgα(Y (z))
tending to zero at infinity, and Cα := i
αΓ(1 − α2 )/Γ(α2 ). In [1, Theorem 1.6] it is
further shown that µα has a smooth symmetric density ρα outside a compact set
of capacity zero, and that tα+1ρα(t)→ α/2 as t→∞.
In addition to considering the more general case of band matrices, we devote some
effort to the analysis of the limiting Cauchy-Stieltjes transform as ℑ(z) → 0 and
its consequences on existence and regularity of the limiting density. For example,
as a by product of our analysis we prove the following about µα of [1], showing in
particular that it has a uniformly bounded density.
Proposition 1.1. The unique analytic on C+ solution Y (z) of (1.7) tending to
zero at infinity takes values in the set Kα := {Reiθ : |θ| ≤ απ2 , R ≥ 0} on which
gα(·) is uniformly bounded. Its continuous extension to R \ {0} is analytic except
possibly at the finite set Dα = {0,±t : tα = Cαg′α(y) > 0, y ∈ Kα, gα(y) = yg′α(y)}.
Further, the symmetric uniformly bounded density of µα is
(1.8) ρα(t) = − 1
πt
ℑ(hα(Y (t))) = α|t|α−1
2|Cα|π ℑ
(
i−αY (|t|)2) ,
continuous at t 6= 0, real-analytic outside Dα and non-vanishing on any open in-
terval.
Remark 1.2. It is noted in [1, Remark 1.5] that α 7→ µα is continuous on (0, 2) with
respect to weak convergence of probability measures. We further show in Lemma
5.2 that as α→ 2 the measures µα converge to the semi-circle law µ2.
Let C⋆ denote the set of piecewise constant functions σ(x, y) such that for some
finite q, some 0 = b0 < b1 < · · · < bq = 1 and a q × q symmetric matrix of entries
{σrs, 1 ≤ r, s ≤ q},
(1.9) σ(x, y) = σrs for all (x, y) ∈ (br−1, br]× (bs−1, bs] .
Our next result provides the weak convergence of the spectral measures for AσN
and characterizes the Cauchy-Stieltjes transform of their limit, in case σ ∈ C⋆.
Even for σ(·, ·) ≡ 1 it goes beyond the results of [1] by strengthening the weak
convergence of the expected spectral measures E[µˆAN ] to the weak convergence of
µˆAN holding with probability one. A special interesting case of σ is when q = 2 and
σrs = 1|r−s|=1, out of which we get the spectral measure of the empirical covariance
matrices a−2N XNX
t
N (c.f. Theorem 1.10 and its proof in Section 5).
Theorem 1.3. Fixing σ ∈ C⋆, let ∆r = br− br−1 for r = 1, . . . , q. With probability
one, the sequence µˆAσ
N
converges weakly towards the non-random, symmetric prob-
ability measure µσ. The limiting measure has a continuous density ρσ on R\{0}
which is bounded off zero, and its Cauchy-Stieltjes transform is, for any z ∈ C+,
(1.10) Gα,σ(z) :=
∫
1
z − xdµ
σ(x) =
1
z
q∑
s=1
∆shα(Ys(z)) ,
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where Y (z) ≡ (Yr(z), 1 ≤ r ≤ q) is the unique solution of
(1.11) zαYr(z) = Cα
q∑
s=1
|σrs|α∆sgα(Ys(z)) ,
composed of functions that are analytic on z ∈ C+ and tend to zero as |z| → ∞.
Moreover, zαY (z) is uniformly bounded on C+, both Gα,σ(z) and Y (z) ∈ (Kα)q
have continuous, algebraic extensions to R \ {0}, and for some R = R(σ) finite
the mapping Y (z) extends analytically through the subset (R,∞) where ρσ(t) =
− 1πt
∑q
s=1∆sℑ
(
hα(Ys(t))
)
is real-analytic. Finally, the map z 7→ Y (z) is injective
whenever σ 6≡ 0.
Remark 1.4. The measure µσ may have an atom at zero when q > 1. Indeed,
Theorem 1.10 provides one such example in case q = 2.
Remark 1.5. While we do not pursue it here, similarly to [1, Section 9], one can
apply the moment method developed by Zakharevich [9], to characterize µσ as the
weak limit B → ∞ of the limiting spectral measures for appropriately truncated
matrices Aσ,BN . As done in Lemma 5.2 for σ ≡ 1, we expect this to yield the
continuity of µσ with respect to α → 2, for each fixed σ ∈ C⋆, i.e. to connect the
limiting measures of Theorem 1.3 to µσ2 of (1.1).
Let L2⋆([0, 1]
2) denote the space of equivalence classes with respect to the semi-
norm
‖f‖⋆ := lim sup
n→∞
‖f(n−1⌈nx⌉, n−1⌈ny⌉)‖2 ,
on the space of functions on [0, 1]2 for which ‖ · ‖⋆ is finite. For each measurable
f : [0, 1]2 7→ R let ‖f‖ := ‖ ∫ 10 |f(x, v)|dv‖∞ denote the associated operator norm,
where ‖ · ‖∞ denotes hereafter the usual (essential-sup) norm of L∞((0, 1]). We
consider the subset Fα of those symmetric measurable functions σ ∈ L2⋆([0, 1]2)
with ‖ |σ|α‖ finite which are each the L2⋆-limit of some sequence σp ∈ C⋆ such that
(1.12) lim
p→∞ ‖ |σp|
α − |σ|α‖ = 0 .
In fact, to verify that σ ∈ Fα it suffices to check that ‖ |σ|α‖ is finite and find
L2⋆-approximation of σ(·, ·) by bounded continuous symmetric functions σp(·, ·) for
which (1.12) holds. Obviously Fα contains all bounded continuous symmetric func-
tions on [0, 1]2 (but for example σ(x, y) = 1/
√
x+ y ∈ L2⋆([0, 1]2) is not in Fα).
Remark 1.6. Things are a bit simpler if in the definition of the matrix YσN one re-
places the sample σ( iN ,
j
N ) by the average of σ(·, ·) with respect to Lebesgue measure
on ( i−1N ,
i
N ]×( j−1N , jN ], for then we can replace throughout this paper the semi-norm
‖ · ‖⋆ and the space L2⋆([0, 1]2) by the usual L2-norm and space.
We further say that σ ∈ Fα is equivalent to σ˜ ∈ C⋆ if for the relevant finite
partition 0 = b0 < b1 < · · · < bq = 1 we have for any 1 ≤ r, s ≤ q that∫ bs
bs−1
|σ(x, v)|αdv = |σ˜rs|α for all x ∈ (br−1, br] .
Extending Theorem 1.3 we next characterize the Cauchy-Stieltjes transform of
µσ for any σ ∈ Fα.
HEAVY TAILED BAND MATRICES 5
Theorem 1.7. Given σ ∈ Fα, the sequence E[µˆAσ
N
] converges weakly towards the
symmetric probability measure µσ such that for some R = R(σ) finite,
(1.13)
∫
1
z − xdµ
σ(x) =
1
z
∫ 1
0
hα(Y
σ
v (z))dv
and Y σ is the unique analytic mapping Y σ : C+ 7→ L∞((0, 1];Kα) such that if
|z| ≥ R then for almost every x ∈ (0, 1]
(1.14) zαY σx (z) = Cα
∫ 1
0
|σ(x, v)|αgα(Y σv (z))dv .
The measure µσ has a density ρσ on R\{0} which is bounded off zero and such that
tα+1ρσ(t)→ α2
∫ |σ(x, v)|αdxdv as t→∞.
Further, if σ ∈ Fα is equivalent to σ˜ ∈ C⋆ then µσ = µeσ.
Remark 1.8. A similar invariance applies in case of entries with bounded variance,
where the kernel Kσx (z) that characterizes the limit law in (1.1) is the same across
each equivalence class of F2. Also note that for α = 2 we have C2 = −1 and
g2(y) = h2(y) = 1/(y + 1) is well defined when ℜ(y) > −1. Plugging the latter
expressions into (1.13) and (1.14) indeed coincide with (1.1) upon setting zKσx (z) =
g2(Y
σ
x (z)) = 1/(1 + Y
σ
x (z)), whereas (1.6) and (1.7) result for α = 2 with Y (z) =
− 1zG2(z) and the Cauchy-Stieltjes transform G2(z) = (z−
√
z2 − 4)/2 of the semi-
circle law µ2 (upon properly choosing the branch of the square root).
Remark 1.9. The equivalence between σ ∈ Fα and σ˜ ∈ C⋆ is often quite useful.
For example, if ϕ : [−1, 1] → R is any even, periodic function of period one and
finitely many jump discontinuities then σ(x, y) = ϕ(x − y) ∈ Fα and is equivalent
to the constant σ˜ = [
∫ 1
0
|ϕ(v)|αdv]1/α. Consequently, in this case µσ equals µα(σ˜·)
of [1] and hence has the symmetric, uniformly bounded, continuous off zero, density
σ˜−1ρα(t/σ˜) with respect to Lebesgue measure on R.
Consider next the empirical covariance matrices WN,M = a
−2
N+MXN,MX
t
N,M
where XN,M is an N ×M matrix with heavy tailed entries xij , 1 ≤ i ≤ N , 1 ≤
j ≤ M , the law of which satisfies (1.2) (and Bt denotes throughout the transpose
of the matrix B). Taking N →∞ and M/N → γ ∈ (0, 1] the scaling constant aN
is chosen per (1.3) (so from (1.2) we have that a2N+M ∼ N
2
α (1 + γ)2/αL1(N) for
some slowly varying function L1(·)). In this setting we show the following about
the limiting spectral measure of WN,M .
Theorem 1.10. If N → ∞ and MN → γ ∈ (0, 1] then with probability one, the
spectral measures µˆWN,M converge to a non-random probability measure µ
γ
α. The
probability measure µ1α is absolutely continuous with the density
ρ1α(t) = 2
1/αt−1/2ρα(21/α
√
t)
on (0,∞). Fixing γ ∈ (0, 1) let (Y1(z), Y2(z)) denote the unique analytic functions
of z ∈ C+ tending to zero at infinity, such that
(1.15) zαY1(z) =
γ
1 + γ
Cαgα(Y2(z)) , z
αY2(z) =
1
1 + γ
Cαgα(Y1(z)) .
The functions Y1(z) and Y2(z) extend continuously to functions on (0,∞) that are
analytic through (R,∞) for some finite R = Rγα. The probability measure µγα then
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has an atom at zero of mass 1− γ and the continuous density
(1.16) ργα(t) = −
1
πt
ℑ(hα(Y1(√t )) ,
on (0,∞) which is real-analytic on (R,∞), bounded off zero, does not vanish in any
neighborhood of zero and such that t1+α/2ργα(t)→ αγ2(1+γ) as t→∞.
Remark 1.11. Note the contrast between the non-vanishing near zero density ργα
and the Pastur-Marchenko law µγ2 which vanishes throughout [0, 1− γ] (c.f. [8]).
We also consider diagonal perturbations of heavy tailed matrices. Namely, the
limit of the spectral measures µˆAσ
N
+DN where DN is a diagonal N × N matrix,
whose entries {DN(k, k), 1 ≤ k ≤ N} are real valued, independent of the random
variables (xij , 1 ≤ i ≤ j < ∞) and identically distributed, of law µD which has a
finite second moment. In this setting we have the following extension of Theorem
1.3 and Theorem 1.7.
Theorem 1.12. Let K̂α := {R0eiϕ : −απ2 ≤ ϕ ≤ 0, R0 ≥ 0}. Given σ ∈ Fα, the
sequence E[µˆAσ
N
+DN ] converges weakly towards the probability measure µ
σ,D whose
Cauchy-Stieltjes transform at z ∈ C+ is
(1.17) GDα,σ(z) =
∫
1
z − λdµ
D(λ)
∫ 1
0
hα((λ− z)−α2 X̂σv (z))dv ,
for some R = R(σ) finite and the unique analytic mapping X̂σ : C+ 7→ L∞((0, 1]; K̂α)
such that if ℑ(z) ≥ R(σ) then for almost every x ∈ (0, 1]
(1.18) X̂σx (z) = Cα
∫ 1
0
|σ(x, v)|α
∫
(λ− z)−α2 gα
(
(λ − z)−α2 X̂σv (z)
)
dµD(λ) dv .
If σ ∈ C⋆ then X̂σx (z) takes the same value X̂r(z) for all x ∈ (br−1, br], where
(X̂r(z), 1 ≤ r ≤ q) is the unique collection of analytic functions from C+ to K̂α
such that
(1.19) X̂r(z) = Cα
q∑
s=1
|σrs|α∆s
∫
(λ− z)−α2 gα
(
(λ − z)−α2 X̂s(z)
)
dµD(λ)
and |X̂r(z)| ≤ c(ℑ(z))−α2 for some finite c and all r ∈ {1, . . . , q}.
Remark 1.13. The substitution of g2(y) = h2(y) = 1/(1+ y) in (1.18) and (1.19)
leads to the prediction GD2,σ(z) =
∫
(λ − z − X̂σv (z))−1dvdµD(λ) with X̂σx (z) =∫ |σ(x, v)|2(λ−z−X̂σv (z))−1dvdµD(λ) which in particular for σ(·, ·) ≡ 1 results with
X̂σx (z) = G
D
2 (z) independent of x that corresponds to the celebrated free-convolution
of µD and µ2. Namely, G
D
2 (z) =
∫
(λ− z −GD2 (z))−1dµD(λ).
While beyond the scope of this paper, it is of interest to study the behavior of
the eigenvectors of large random matrices of heavy tailed entries (such as AσN or
WN,M), and in particular, to find out if they concentrate on indices associated
with the entries of extreme values or are rather “spread-out”.
After devoting the next section to the truncation and approximation tools used in
our work, we proceed to prove our main results, starting with the proof of Theorem
1.3 in Section 3. This is followed by the proof of Theorem 1.7 in Section 4, the
specialization to covariance matrices (i.e. proof of Theorem 1.10) in Section 5 and
the generalization to diagonal perturbations (i.e. proof of Theorem 1.12) in Section
6.
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2. Truncation, tightness and approximations
As the second moment of entries of our random matrices is infinite, we start by
providing appropriate truncated matrices, whose spectral measures approximate
well (in the limit N →∞) the spectral measures µˆAN . Specifically, let YBN denote
the N×N symmetric matrix with entries σ( iN , jN )xij1|xij |<BaN for B > 0. We fur-
ther consider the N×N symmetric matrix YκN with entries σ( iN , jN )xij1|xij|<NκaN
for κ > 0, and the corresponding normalized matrices,
ABN := a
−1
N Y
B
N , A
κ
N := a
−1
N Y
κ
N .
It is easy to adapt the proof of [1, Lemma 2.4] to our setting and deduce that for
every ǫ > 0, there exists B(ǫ) finite and δ(ǫ, B) > 0 when B > B(ǫ), such that
P(rank(YN −YBN ) ≥ ǫN) ≤ e−δ(ǫ,B)N .
Likewise, for κ > 0, and a ∈]1− ακ, 1[ there exists a finite constant C = C(α, κ, a)
such that
P(rank(YN −YκN ) ≥ Na) ≤ e−CN
a logN
(and both bounds are independent of σ(·, ·)). By Lidskii’s theorem it then readily
follows that
(2.1) P
(
d1(µˆAN , µˆAB
N
) ≥ 2ǫ
)
≤ e−δ(ǫ,B)N ,
(2.2) P
(
d1(µˆAN , µˆAκN ) ≥ 2Na−1
) ≤ e−CNa logN ,
where the metric
d1(µ, ν) := sup
‖f‖BL≤1,f↑
∣∣∣ ∫ fdν − ∫ fdµ∣∣∣
on the set P(R) of Borel probability measures on R is compatible with the topology
of weak convergence (for example, see [1, Lemma 2.1]), and throughout ‖f‖BL
denotes the standard Bounded Lipschitz norm on R.
Just as in [1, Lemmas 3.1], we have the following tightness result.
Lemma 2.1. The sequence (E[µˆAN ];N ∈ N) is tight for the topology of weak con-
vergence on P(R). Further, for every B > 0 and κ > 0, the sequences (E[µˆAB
N
];N ∈
N) and (E[µˆAκ
N
];N ∈ N) are also tight in this topology.
Proof. Recall that
(2.3) E[
1
N
tr((ABN )
2)] =
1
Na2N
N∑
i,j=1
σ(
i
N
,
j
N
)2E[|xij |21|xij|<BaN ]
As the latter expectation does not depend on i, j and using the key estimate
(2.4) E[|xij |ζ1|xij|<BaN ] ∼
α
ζ − αB
ζ−αaζNN
−1 ,
for any ζ > α, we deduce that since σ is in L2⋆([0, 1]
2),
(2.5) lim
N→∞
E[
1
N
tr((ABN )
2)] ≤ α
2− αB
2−α‖σ‖2⋆ <∞ .
This implies the tightness of (E[µˆAB
N
], N ∈ N) which upon using (2.1) and (2.2)
provides also the tightness of (E[µˆAN ], N ∈ N) and (E[µˆAκN ], N ∈ N), respectively
(for more details, see the proof of [1, Lemma 3.1]).
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We next show that it suffices to prove the convergence of the spectral measures
E[µˆAσ
N
] for σ(·, ·) in any given dense subset of L2⋆([0, 1]2).
Proposition 2.2. Suppose that a sequence (σp, p ∈ N) converges in L2⋆([0, 1]2)
towards σ and that for all p ∈ N
(2.6) lim
N→∞
E[µˆ
A
σp
N
] = µσp .
Then, µσp converges weakly as p → ∞ towards some Borel probability measure µσ
and E[µˆAσ
N
] converges weakly towards µσ as N →∞.
Proof. Note that for some finite constant c = c(α,B), independent of N and σ,
(2.7) E[d1(µˆAB,σ
N
, µˆ
A
B,σp
N
)]2 ≤ E
[ 1
N
tr
(
(AB,σN −AB,σpN )2
)]
≤ c2‖σ − σp‖2⋆ .
Indeed, the leftmost inequality is based on Lidskii’s theorem (see [3, (2.16)]),
whereas the rightmost one is obtained by an application of (2.3)–(2.5) with σ re-
placed by σ − σp. Next, from the triangle inequality for the d1-metric, we have
that
d1(E[µˆAσ
N
], µσp) ≤ d1(E[µˆAσ
N
],E[µˆ
A
B,σ
N
]) + d1(E[µˆAB,σ
N
],E[µˆ
A
B,σp
N
])
+d1(E[µˆ
A
B,σp
N
],E[µˆ
A
σp
N
]) + d1(E[µˆAσp
N
], µσp) .
By our hypothesis (2.6), the last term converges to zero as N → ∞. Further, by
(2.1) and the boundedness and convexity of d1, we find that for some ǫ(B)→ 0 as
B →∞, independently of σ and σp,
lim sup
N→∞
d1(E[µˆAσ
N
],E[µˆ
A
B,σ
N
]) + lim sup
N→∞
d1(E[µˆ
A
B,σp
N
],E[µˆ
A
σp
N
]) ≤ 8ǫ(B) .
Moreover, by the convexity of d1 and (2.7), we have that
lim sup
N→∞
d1(E[µˆAB,σ
N
],E[µˆ
A
B,σp
N
]) ≤ c(α,B)‖σ − σp‖⋆ .
Upon combining these estimates we deduce that for any p ∈ N and B > 0,
(2.8) lim sup
N→∞
d1(E[µˆAσ
N
], µσp) ≤ 8ǫ(B) + c(α,B)‖σ − σp‖⋆ .
In particular, we get the bound
sup
p,q≥r
d1(µ
σp , µσq ) ≤ 16ǫ(B) + 2c(α,B)δ(r)2 ,
where by hypothesis δ(r)2 := supp≥r ‖σ−σp‖⋆ converges to zero as r →∞. Taking
r and B going to infinity such that c(α,B) ≤ δ(r)−1 we conclude that (µσp , p ∈ N) is
d1-Cauchy and hence converges to some µ
σ ∈ P(R) (recall that ǫ(B) and c(α,B) are
independent of σ). By this convergence, combining (2.8) and the triangle inequality
for the d1-metric, we deduce upon taking p → ∞ and then B → ∞, that E[µˆAσ
N
]
also converges towards µσ as N →∞.
Remark 2.3. By our assumptions, when dealing with σ ∈ Fα we may and shall
take in Proposition 2.2 some σp ∈ C⋆. Since the rank of the matrix E[Aκ,σpN ] is then
uniformly bounded in N , as in [1, Remark 2.5] we may and shall recenter A
κ,σp
N
without changing its limiting spectral distribution.
We conclude by showing an interpolation property of µˆAσ
N
in case σ ∈ C⋆. That
is, the weak convergence of µˆAσ
N
follows once we have it along a suitable sub-
sequence φ(n).
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Lemma 2.4. Suppose σ ∈ C⋆ and the increasing function φ : N → N is such that
φ(n−1)/φ(n)→ 1. If µˆAσ
φ(n)
converges weakly to some probability measure µσ then
so does µˆAσ
N
.
Proof. For any N ∈ (φ(n− 1), φ(n)] set M = φ(n) and let ÂσN denote the M ×M
dimensional matrix whose upper left N ×N corner equals (aN/aM )AσN and having
zero entries everywhere else. Letting 0 = b0 < b1 < · · · < bq = 1 denote the
partition that corresponds to σ ∈ C⋆, observe that ÂσN (i, j) = AσM (i, j) unless either
i ∈ (brN, brM ] or j ∈ (brN, brM ] for some r = 0, 1, . . . , q. As the latter applies for
at most (q + 1)(M −N + 1) values of 1 ≤ i ≤M and at most (q + 1)(M −N + 1)
values of 1 ≤ j ≤M , it follows that
rank(ÂσN −AσM ) ≤ 2(q + 1)(M −N + 1) ,
so by Lidskii’s theorem
d1(µˆbAσ
N
, µˆAσ
M
) ≤ 4(q + 1)(1− N − 1
M
) ≤ 4(q + 1)(1− φ(n− 1)
φ(n)
) ,
which converges to zero as N → ∞ (hence n → ∞). Therefore, by the triangle
inequality for the d1-metric, our assumption that d1(µˆAσ
φ(n)
, µσ) → 0 implies that
d1(µˆbAσ
N
, µσ) → 0 as N → ∞. Next note that the eigenvalues of ÂσN are those
of (aN/aM )A
σ
N augmented by M − N zero eigenvalues. Fixing a monotone non-
decreasing bounded Lipschitz function f(·), we have thus seen that
(2.9)
∫
fdµˆbAσ
N
= (1− N
M
)f(0) +
N
M
∫
f(βNx)dµˆAσ
N
(x)→
∫
fdµσ ,
when N → ∞, where 1 ≥ βN := aN/aM ≥ aφ(n−1)/aφ(n) (as both φ(·) and ak
are non-decreasing, see (1.3)). Since φ(n − 1)/φ(n) → 1 the same applies for
N/M ∈ (φ(n − 1)/φ(n), 1]. Further, ak = L0(k)k1/α with L0(·) a slowly varying
function, hence also aφ(n−1)/aφ(n) → 1 when n→∞ and consequently βN → 1 as
N →∞. Fixing ǫ > 0, since f(·) is monotone and bounded, there exists K = K(ǫ)
finite such that |f(x) − f(y)| ≤ ǫ whenever min(x, y) ≥ K or max(x, y) ≤ −K.
Thus, for any β ∈ (0, 1],
sup
ν∈P(R)
∫
|f(x)− f(βx)|dν(x) ≤ ǫ+ K
β
(1− β)‖f‖L .
In particular, since βN → 1, for any ǫ > 0,
lim
N→∞
|
∫
fdµˆAσ
N
−
∫
f(βNx)dµˆAσ
N
(x)| ≤ ǫ ,
which in view of (2.9) results with
∫
fdµˆAσ
N
→ ∫ fdµσ. This holds for each mono-
tone non-decreasing bounded Lipschitz function f(·), which is equivalent to our
thesis that µˆAσ
N
converges weakly to µσ.
3. Induction and the limiting equations
We consider throughout this section σ ∈ C⋆. That is, there exist 0 = b0 < b1 <
· · · < bq = 1 and a q × q symmetric matrix of entries σrs for 1 ≤ r, s ≤ q such that
(3.1) σ(x, y) = σrs for all (x, y) ∈ (br−1, br]× (bs−1, bs] .
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Associated with such σ are the randommatrixAσN and theN×N piecewise constant
matrix σN of entries σN (i, j) = σrs for [Nbr−1] < i ≤ [Nbr] and [Nbs−1] < j ≤
[Nbs].
3.1. Characterization of limit points. For each z ∈ C+ = {z ∈ C : ℑ(z) > 0}
we define, as in [1, Section 4], the matrices GN (z) := (zIN − AN )−1 and the
probability measure LzN on C such that for f ∈ Cb(C),
(3.2) LzN (f) = E
[ 1
N
N∑
k=1
f (GN (z)kk)
]
.
It is useful for our purpose to represent LzN as a weighted sum L
z
N =
∑q
r=1∆N,rL
z
N,r
where LzN,r are the probability measures on C given by
(3.3) LzN,r(f) := E
[ 1
[Nbr]− [Nbr−1]
[Nbr]∑
k=[Nbr−1 ]+1
f (GN (z)kk)
]
,
and ∆N,r := N
−1([Nbr] − [Nbr−1]) → ∆r as N → ∞. Since each term GN (z)kk
belongs to the compact set K(z) := {x ∈ C− : |x| ≤ |ℑ(z)|−1}, the probability
measures LzN,r are supported on K(z) for all N ∈ N and 1 ≤ r ≤ q.
We denote by GκN (z) and L
z,κ
N,r the corresponding objects when AN is replaced
by the truncated matrix AκN . Similarly to [1, Lemma 4.4] we next show that
Lemma 3.1. For 0 < κ < 12(2−α) , any 1 ≤ r ≤ q and Lipschitz function f on
K(z),
lim
N→∞
∣∣∣E[Lz,κN,r(f)]− E[f((z − N∑
k=1
A˜κN ([Nbr], k)
2GκN (z)kk)
−1)]∣∣∣ = 0 ,
where A˜κN is an independent copy of A
κ
N .
Proof. Without loss of generality, it suffices to prove the lemma for r = 1 (the
general case follows by permuting indices). To this end, let A¯κN+1 denote an
(N + 1) × (N + 1) symmetric matrix obtained by adding to AκN a first row and
column A˜κN (0, k) = A˜
κ
N (k, 0) such that (A˜
κ
N (0, k), k ≥ 1) is an independent copy
of (AκN (1, k), k ≥ 1) and A˜κN (0, 0) = σN (1, 1)a−1N x001|x00|<NκaN . Next, consider
the matrix G¯
κ
N+1(z) = (zIN+1 − A¯κN+1)−1 and let L¯z,κN+1,1 denote the empirical
measure of {G¯κN+1(z)kk, 0 ≤ k ≤ [Nb1]}. The invariance of the law of A¯κN+1
with respect to symmetric permutations of its first [Nb1] + 1 rows and columns
implies that {G¯κN+1(z)kk, 0 ≤ k ≤ [Nb1]} are identically distributed, hence for any
f ∈ Cb(K(z)),
(3.4) E[L¯z,κN+1,1(f)] = E[f(G¯
κ
N+1(z)00)] .
As in [1], the key to our proof is Schur’s complement formula
G¯κN+1(z)00 =
(
z − A˜κN (0, 0)−
N∑
k,l=1
A˜κN (0, k)A˜
κ
N (l, 0)G
κ
N(z)kl
)−1
,
from which we thus get that
(3.5) E[L¯z,κN+1,1(f)] = E
[
f(
(
z − A˜κN (0, 0)−
N∑
k,l=1
A˜κN (0, k)A˜
κ
N (l, 0)G
κ
N(z)kl
)−1
)
]
.
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Recall that the entries of A˜κN are centered (see Remark 2.3), and independent of the
matrixGκN (z). Further, as the entries of the matrix σ
N are uniformly bounded, the
statement and proof of [1, Lemma 4.3] extends readily to our setting, showing that
the off diagonal terms in the right hand side of (3.5) are small with overwhelming
probability (this is simply based on a computation of the variance of this term,
which is possible thanks to the cut-off κ). As shown in the proof of [1, Lemma 4.4],
this allows us to neglect the terms A˜κN (0, 0) and
∑
k 6=l A˜
κ
N (0, k)A˜
κ
N (l, 0)G
κ
N (z)kl in
(3.5), resulting with
(3.6) lim
N→∞
∣∣∣E[L¯z,κN+1,1(f)]− E[f((z − N∑
k=1
A˜κN (0, k)
2GκN (z)kk)
−1)]∣∣∣ = 0 .
Further, with σN uniformly bounded, adapting the proof of [1, Lemma 4.1] to our
setting, we deduce that
lim
N→∞
P(d1(L
z,κ
N,1, L¯
z,κ
N+1,1) > N
−η) = 0 ,
for any 0 < η < 12 (1 − κ(2 − α)). Consequently, |E[L¯z,κN+1,1(f)] − E[Lz,κN,1(f)]| → 0
as N →∞ and (3.6) finishes the proof of the lemma.
Identifying C with R2, recall [1, Definition 5.1]. Namely,
Definition 3.2. Given α ∈ (0, 2) and a compactly supported probability measure µ
on C, let Pµ denote the probability measure on C whose characteristic function at
t ∈ R2 is ∫
R2
ei〈t,x〉dPµ(x) = exp[−vµ,α2 (t)
α
2 (1 − iβµ,α2 (t) tan(
πα
4
))] ,
where
vµ,α(t) = [v
−1
α
∫
|〈t, z〉|αdµ(z)]1/α ,
v−1α =
∫ ∞
0
sinx
xα
dx =
Γ(2− α) cos(πα2 )
1− α ,
βµ,α(t) =
∫ |〈t, z〉|αsign(〈t, z〉)dµ(z)∫ |〈t, z〉|αdµ(z) ,
and βµ,α(t) = 0 whenever vµ,α(t) = 0. In particular, if µ is supported in the closure
of C−, then so does Pµ.
Equipped with this definition, our next proposition characterizes the set of pos-
sible limit points of {E[Lz,κN,r], 1 ≤ r ≤ q}.
Proposition 3.3. For 0 < κ < 12(2−α) and z ∈ C+, any limit point (µzr , 1 ≤ r ≤ q)
of the sequence {(E[Lz,κN,r], 1 ≤ r ≤ q), N ∈ N} consists of probability measures on
K(z) that satisfy the system of equations
(3.7)
∫
fdµzr =
∫
f
(
(z −
q∑
s=1
σ2rs∆
2
α
s xs)
−1
) q∏
s=1
dPµ
z
s (xs)
for r ∈ {1, . . . , q} and every bounded continuous function f on K(z).
The following concentration result is key to the proof of Proposition 3.3.
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Lemma 3.4. For κ ∈ (0, 12−α ) let ǫ = 1−κ(2−α) > 0. There exists c <∞ so that
for z ∈ C+, s ∈ {1, . . . , q}, δ > 0, N ∈ N and any Lipschitz function f on K(z),
P
(∣∣∣Lz,κN,s(f)− E[Lz,κN,s(f)]∣∣∣ ≥ δ) ≤ c‖f‖2BL|ℑ(z)|4δ2N−ǫ ,
with ‖f‖BL denoting here the Bounded Lipschitz norm of f restricted to K(z).
Proof. Fixing s ∈ {1, . . . , q} and z ∈ C+, note that the value of f outside the com-
pact set K(z) on which all probability measures Lz,κN,s are supported, is irrelevant.
We thus assume without loss of generality that f is bounded and continuously
differentiable and as in the proof of [1, Lemma 5.4], let
FN (A) := L
z,κ
N,s(f) =
1
N
[bsN ]∑
k=[bs−1N ]+1
f(GκN (z)kk) ,
a smooth function of the n = N(N − 1)/2 independent, centered, random variables
AκN (k, l) for 1 ≤ k ≤ l ≤ N . By a classical martingale decomposition we see that
(3.8) E[(FN − E[FN ])2] ≤
∑
1≤i≤j≤N
‖∂A(i,j)FN‖2∞E[(AκN (i, j)− E[AκN (i, j)])2] .
Moreover, similarly to the proof of [1, Lemma 5.4] we have here that
∂A(m,l)FN (A) =
1
N
[Nbs]∑
k=[Nbs−1]+1
f ′(GκN (z)kk)(G
κ
N (z)klG
κ
N (z)mk +G
κ
N (z)kmG
κ
N (z)lk)
=
1
N
([GκN (z)Ds(f
′)GκN (z)]ml + [G
κ
N (z)Ds(f
′)GκN (z)]lm)
with Ds(f
′) the N -dimensional diagonal matrix of entries
Ds(f
′)kk := f ′(GκN (z)kk)1[Nbs−1]<k≤[Nbs] .
As the spectral radius of GκN (z)Ds(f
′)GκN (z) is bounded by ‖f ′‖∞/|ℑ(z)|2, the
same applies for each entry of this matrix. By the preceding, such bounds imply
that
sup
i,j
‖∂A(i,j)FN‖∞ ≤ 2‖f‖BL(N |ℑ(z)|2)−1 .
Further, with σN uniformly bounded, from (2.4) (for ζ = 2), we get that for some
c0 finite and all N ,
sup
1≤i≤j≤N
E[|AκN (i, j)|2] ≤ c0Nκ(2−α)−1 .
As ǫ = 1− κ(2− α) > 0, substituting these bounds into (3.8) we find that
E[(FN − E[FN ])2] ≤ 4c0‖f‖2BL|ℑ(z)|−4N−ǫ ,
and conclude the proof by Chebychev’s inequality.
Proof of Proposition 3.3. The sequence of q-tuples of probability measures (E[Lz,κN,r],
1 ≤ r ≤ q)N∈N, each supported in the compact set K(z), is clearly tight. Consid-
ering a subsequence (E[Lz,κφ(N),r], 1 ≤ r ≤ q)N∈N that converges weakly to a limit
point (µzr , 1 ≤ r ≤ q), passing to a further subsequence still denoted φ(N) we
have by Lemma 3.4 that (Lz,κφ(N),r, 1 ≤ r ≤ q)N∈N also converges almost surely to
(µzr , 1 ≤ r ≤ q), a q-tuple of probability measures on K(z).
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By Lemma 3.1, fixing r ∈ {1, . . . , q}, it suffices to show that
UN (z, r) :=
N∑
k=1
A˜κN ([brN ], k)
2GκN (z)kk
is such that Uφ(N)(z, r) converges in law towards
∑q
s=1 σ
2
rs∆
2/α
s xs where (xs, 1 ≤
s ≤ q) are independent, with xs ∈ C distributed according to Pµzs for s = 1, . . . , q.
Note that UN(z, r) =
∑q
s=1 σ
2
rsWN (z, s), where
WN (z, s) :=
[Nbs]∑
k=[Nbs−1]+1
ÂκN ([brN ], k)
2GκN (z)kk ,
and the i.i.d. random variables ÂκN ([brN ], k) = A˜
κ
N ([brN ], k)/σrs are independent
of GκN (z) and correspond to taking σ ≡ 1. Next let
aN (s) = inf{u : P(|xij | ≥ u) ≤ 1
N∆N,s
} ,
noting that by (1.2),
(3.9) lim
N→∞
aN (s)
aN
= ∆1/αs .
Further, applying [1, Theorem 10.4] for Xk = x˜
2
[Nbr]k
, a˜N = aN (s)
2 and ℓ(N) =
(aN/aN(s))
2N2κ → ∞, on the subsequence φ(N) and subject to the event that
Lz,κφ(N),s converges to µ
z
s, we deduce that (aN/aN(s))
2WN (z, s) converges in law to
Pµ
z
s . By the conditional independence ofWN (z, s) for 1 ≤ s ≤ q (per fixed GκN (z)),
and (3.9) we arrive at the stated convergence in law of Uφ(N)(z, r).
We next derive the analog of [1, Theorem 5.5].
Proposition 3.5. For 0 < κ < 12(2−α) any subsequence of the functions (XN,r(z) :=
E[Lz,κN,r(x
α/2)], 1 ≤ r ≤ q) from C+ to Cq has at least one limit point (Xr(z), 1 ≤
r ≤ q) such that z 7→ Xr(z) are analytic in C+, |Xr(z)| ≤ (ℑ(z))−α/2 and for all
z ∈ C+,
(3.10) Xr(z) = C(α)
∫ ∞
0
t−1(it)
α
2 eitz exp{−(it)α2 X̂r(z)} dt ,
with C(α) = e
−i piα
2
Γ(α2 )
and
(3.11) X̂r(z) := Γ(1− α
2
)
q∑
s=1
|σrs|α∆sXs(z) .
Proof. The proof is an easy adaptation of [1, Theorem 5.5]. In fact, for each 1 ≤
r ≤ q, the analytic functions XN,r(z) on C+ are uniformly bounded by (ℑ(z))−α/2
(hence uniformly bounded on compacts). Consequently, by Montel’s theorem, any
subsequence (Xφ(N),r(z), 1 ≤ r ≤ q) has a limit point (Xr(z), 1 ≤ r ≤ q) (with
respect to uniform convergence on compacts), consisting of analytic functions on
C+ (c.f. [4, Theorem 17.21]), that obviously are also bounded by (ℑ(z))−α/2.
Fixing z ∈ C+ and passing to a further sub-subsequence along which the compactly
supported probability measures E[Lz,κN,r] converge weakly to µ
z
r for all 1 ≤ r ≤ q, it
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follows by definition that Xr(z) =
∫
x
α
2 dµzr(x) (as x 7→ xα/2 is in Cb(K(z))). Next,
we prove (3.10) by applying [1, Lemma 5.6] which states that for all z ∈ C+,
(3.12) z−
α
2 = C(α)
∫ ∞
0
t−1(it)
α
2 eitzdt .
Indeed, combining (3.7) and (3.12) we see that
Xr(z) =
∫ (
z −
q∑
s=1
σ2rs∆
2
α
s xs
)−α2 q∏
s=1
dPµ
z
s (xs)
= C(α)
∫ ∫ ∞
0
t−1(it)
α
2 exp{it(z −
q∑
s=1
σ2rs∆
2
α
s xs)}dt
q∏
s=1
dPµ
z
s (xs) .
Recall [1, Theorem 10.5] that for α ∈ (0, 2) and any probability measure ν com-
pactly supported in the closure of C−,
(3.13)
∫
e−itxdP ν(x) = exp(−Γ(1− α
2
)(it)
α
2
∫
x
α
2 dν(x)) .
Since z ∈ C+ and ℑ(xs) ≤ 0, by Fubini’s theorem and (3.13) we deduce that
Xr(z) = C(α)
∫ ∞
0
t−1(it)
α
2 eitz
q∏
s=1
( ∫
exp{−itσ2rs∆
2
α
s xs}dPµ
z
s (xs)
)
dt
= C(α)
∫ ∞
0
t−1(it)
α
2 eitz
q∏
s=1
exp{−Γ(1− α
2
)(it)
α
2 |σrs|α∆sXs(z)}dt ,
as claimed.
3.2. Properties of the functions (Xr, 1 ≤ r ≤ q). We provide now key informa-
tion about Xr(z) of Proposition 3.5.
Lemma 3.6. For 0 < κ < 12(2−α) , z ∈ C+, if Xs(z) is as in Proposition 3.5 and
as are non-negative for s ∈ {1, . . . , q}, then (−z)−α2
∑q
s=1 asXs(z) is in the set
Kα := {Reiθ : |θ| ≤ απ2 , R ≥ 0} on which for each β > 0, the entire function
(3.14) gα,β(y) :=
∫ ∞
0
t
β
2−1e−t exp{−tα2 y}dt ,
is uniformly bounded. In particular, this applies to gα = gα,α, to hα = gα,2 and
their derivatives of all order.
Proof. Recall that for z ∈ C+ the measures Lz,κN,s are each supported on C−. Hence,
by definition each of the functions XN,s(z) is in the closed cone
(3.15) K̂α := {R0eibθ : −απ
2
≤ θ̂ ≤ 0, R0 ≥ 0} ,
and thus so is any limit pointXs(z) ofXN,s(z). Setting w := (−z)−α2
∑q
s=1 asXs(z),
it thus follows that for any z ∈ C+ and non-negative as,
(3.16) 0 ≤ arg(w) + α
2
arg(z) ≤ απ
2
.
In particular, w ∈ Kα, as claimed. Key to the boundedness of gα,β(·) on this set is
the identity of [1, equation (40)], where it is shown that
(3.17) (−z)−β/2gα,β(y) =
∫ ∞
0
t−1(it)
β
2 eitz exp[−(−z)α2 (it)α2 y]dt ,
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for any z ∈ C+ and y ∈ C. Indeed, for each α ∈ (0, 2) set η = η(α) ∈ (0, π/2] small
enough so
ϕ :=
πα
4
+
α
2
η <
π
2
and let z = eiη ∈ C+ when ℑ(y) ≥ 0 while z = ei(π−η) ∈ C+ otherwise. Either way,
ℑ(z) = sin(η) > 0 and if y = Reiθ ∈ Kα, that is |θ| ≤ απ/2, then
ℜ
(
(−z)α2 (i)α2 y
)
= R cos(|θ| − πα
4
+
α
2
η) ≥ R cos(ϕ) > 0 .
Setting ξ := ξ(α) = cos(ϕ)/(sin(η))α/2 > 0 we thus deduce from (3.17) that for any
β > 0,
|gα,β(y)| ≤
∫ ∞
0
t
β
2−1e−t sin(η) exp[−tα2 |y| cos(ϕ)]dt
= (sin(η))−β/2gα,β(ξ|y|) ≤ (sin(η))−β/2gα,β(0) ,(3.18)
is uniformly bounded on Kα.
Recall that a mapping f : U 7→ Cq defined on some open U ⊆ Cn is holomorphic
on U if each of its coordinates admits a convergent power series expansion around
each point of U. Proposition 3.5 suggests viewing (Xr(z), 1 ≤ r ≤ q) as an implicit
mapping from C+ into Cq that is defined in terms of the zero set of the holomorphic
f = (fr(z, w1, . . . , wq), 1 ≤ r ≤ q), where
fr(z, w1, . . . , wq) = wr − C(α)
∫ ∞
0
t−1(it)
α
2 eitz exp{−(it)α2
q∑
s=1
crsws} dt,
and crs = Γ
(
1− α2
) |σrs|α∆s. Key properties of (Xr(z), 1 ≤ r ≤ q) are then conse-
quences of the rich theory of zero sets of holomorphic mappings. We shall employ
this strategy, but for Y (z) ≡ (Y1(z), . . . , Yq(z)) where Yr(z) := (−z)−α2 X̂r(z) and
X̂r(z) is given by (3.11). Indeed, our next result, extending [1, Theorem 6.1],
characterizes Y (z) as implicitly defined for u = z−α via u 7→ V (u) such that
(3.19) F (u, V (u)) = 0 .
With ars = Cα|σrs|α∆s, the holomorphic mapping F : C × Cq 7→ Cq is given for
u ∈ C and y = (y1, . . . , yq) ∈ Cq by
(3.20) Fr(u, y) = yr − u
q∑
s=1
arsgα(ys) 1 ≤ r ≤ q
Proposition 3.7. Setting Eα := {u ∈ C : −πα < arg(u) < 0}, there exist ε =
ε(σ) > 0 and a unique analytic solution y = V (u) of F (u, y) = 0 on the open set
Eα,ε := Eα ∪ B(0, ε). Further, there exists a unique collection of analytic functions
(Xr(z), 1 ≤ r ≤ q) on C+ such that |Xr(z)| ≤ (ℑ(z))−α2 and for which (3.10) holds.
The functions Yr(z) = (−z)−α2 X̂r(z) are then the unique solution of (1.11) analytic
on z ∈ C+ and each tending to zero as |z| → ∞. Moreover, Yr(z) = Vr(z−α) ∈ Kα
are for r = 1, . . . , q such that Yr(−z) = Yr(z) and have an analytic continuation
through (R,∞) for some finite R = R(σ), whereas z α2 Xr(z) (hence zαYr(z)), are
uniformly bounded on C+.
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Proof. First, with (−z)α2 (−z)−α2 = 1, we deduce from (3.17) that (3.10) is equiva-
lent to
(3.21) Xr(z) = C(α)(−z)−α2 gα,α(Yr(z)) ,
which in combination with (3.11) shows that (Yr(z), 1 ≤ r ≤ q) satisfies (1.11).
The existence of analytic solutions (Xr(z), 1 ≤ r ≤ q) and (Yr(z), 1 ≤ r ≤ q) such
that |Xr(z)| ≤ (ℑ(z))−α2 is thus obvious from Proposition 3.5. This solution of
(1.11) consists by Lemma 3.6 of analytic functions from C+ to Kα. Further, by the
boundedness of gα(·) on Kα we know that |Xr(z)| ≤ κ|z|−α/2 and |Yr(z)| ≤ κ|z|−α
for some finite constant κ, all z ∈ C+ and r ∈ {1, . . . , q}.
We turn to prove the uniqueness of the analytic solution of (1.11) tending to zero
as ℑ(z)→∞ (hence the uniqueness of such solutions tending to zero as |z| → ∞).
To this end, considering F of (3.20) note that F (0, 0) = 0 and the complex Jacobian
matrix of y 7→ F (0, y) at y = 0 has a non-zero determinant (since ∂ysFr(0, 0) = δrs,
with determinant one). Consequently, by the local implicit function theorem there
are positive constants ε, δ and an analytic solution y = V (u) of F (u, y) = 0 on
B(0, ε) which for any |u| < ε is also the unique solution with ‖y‖ < δ. Identifying C+
with Eα via the analytic function u = z−α, note that Y (z) solves (1.11) for z ∈ C+ if
and only if V (u) = Y (z) satisfies (3.19) for u ∈ Eα. Consequently, setting R = ε−1/α
finite, any two solutions Y i(z), i = 1, 2 of (1.11) that tend to zero as ℑ(z) → ∞
coincide once ℑ(z) > R is large enough to assure that maxi=1,2 ‖Y i(z)‖ < δ. The
uniqueness of the analytic solution z 7→ Y (z) of (1.11) on C+ tending to zero as
ℑ(z) → ∞ then follows by the identity theorem. By (3.21) this implies also the
uniqueness of the solution of (3.10) which is analytic and bounded by (ℑ(z))−α2
throughout C+. Moreover, by the identity theorem, u 7→ V (u) extends uniquely to
an analytic solution of (3.19) on Eα,ε and Y (z) = V (z−α) has an analytic extension
through (R,∞).
Next, recall that Aκ,−σN = −Aκ,σN are real-valued matrices, hence by definition
G
κ,−σ
N (z) = −G
κ,σ
N (−z) for any z ∈ C+, implying by (3.3) that Lz,κ,−σN,s (f(x)) =
L−z,κ,σN,s (f(−x)). If x ∈ K(z) then so is −x and xα/2 = iα(−x)α/2. It thus follows
from Proposition 3.5 that X
−σ
s (z) = i
αXσs (−z) for any z ∈ C+ and 1 ≤ s ≤ q.
Since (Xσr (z), 1 ≤ r ≤ q) are uniquely determined by the equations (3.10) which
are invariant under σ 7→ −σ and (−z)α/2 = iα(z)α/2 for all z ∈ C+, we thus deduce
from (3.11) that Yr(z) = Yr(−z) for all 1 ≤ r ≤ q and z ∈ C+.
To recap, for some ε > 0 we got the existence of a unique analytic solution
y = V (u) of F (u, y) = 0 on Eα,ε for the holomorphic mapping F : C × Cq 7→ Cq
of (3.20). We proceed to show that V (u) has a continuous algebraic extension to
Eα,ε, and in particular to (0,∞) (by algebraic extension we mean that (3.19) holds
throughout Eα,ε). As we show in the sequel, this yields the claimed continuity of
the density ρσ in Theorem 1.3.
To this end, recall that M ⊆ Cn is an embedded complex manifold (in short, a
manifold), of dimension p if for each a ∈M there exist a neighborhood U of a in Cn
and a holomorphic mapping f : U 7→ Cn−p such thatM∩U = {z ∈ U : f(z) = 0} and
the complex Jacobian matrix of f(·) is of rank n−p at a (in short, ranka(f) = n−p,
c.f [5, Definition 2, Section A.2.2]). Indeed, our claim is merely an application of
the following general extension result for the mapping F of (3.20), taking u0 = 0 in
the nonempty open simply connected set O = Eα,ε of piecewise smooth boundary.
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Proposition 3.8. Suppose F : C × Cq 7→ Cq is a holomorphic mapping and
F (u, V (u)) = 0 for analytic V : O 7→ Cq and a nonempty open connected O ⊆ C.
Suppose further that the graph
(3.22) V := {(u, V (u)) : u ∈ O}
of V is a one-dimensional complex manifold and the Jacobian determinant det[∂yF ]
is non-zero at some v0 = (u0, V (u0)) with u0 ∈ O. Then, V (·) has a continuous
extension at boundary points x ∈ O where O is locally connected and V is locally
uniformly bounded (i.e. O∪{x} admits a local basis of connected relative neighbor-
hoods and V is uniformly bounded on U ∩ O for some neighborhood U of x in C).
Moreover, F (x, V (x)) = 0 at any such point.
Deferring the proof of Proposition 3.8 to the end of this section, we next collect
all properties needed for applying it in our setting.
Lemma 3.9. Assuming σ 6≡ 0, the mapping u 7→ V (u) of Proposition 3.7 is injec-
tive on Eα,ε (and consequently, so is the map z 7→ Y (z) = V (z−α)). Further, in this
case V := {(u, V (u)) : u ∈ Eα,ε} is a one-dimensional complex manifold containing
the point (0, 0) where [∂yF ] is the identity matrix, and ‖V (u)‖2 ≤ K|u| for some
finite constant K = K(σ) and all u ∈ Eα,ε.
Proof. First note that if F (u, y) = F (u˜, y) = 0 for some y 6= 0 then by (3.20)
necessarily u = u˜. Further, by excluding σ ≡ 0 we made sure that if F (u, 0) = 0
then u = 0 (since gα(0) > 0 and
∑
s ars 6= 0 for some r). In particular, u 7→ V (u)
is injective. By the same reasoning, V ′(u) 6= 0. Indeed, (3.19) amounts to
(3.23) Vr(u)− u
q∑
s=1
arsgα(Vs(u)) = 0 1 ≤ r ≤ q
and differentiating this identity in u, we see that if V ′(u) = 0 then necessarily
(3.24)
q∑
s=1
arsgα(Vs(u)) = 0 1 ≤ r ≤ q.
Clearly, if (3.24) holds then it follows from (3.23) that V (u) = 0 and as we have
already seen, for σ 6≡ 0 it is then impossible for (3.24) to hold.
Next we show that V ⊆ C×Cq is a complex one-dimensional manifold, by finding
for any point u ∈ Eα,ε, a suitable holomorphic mapping from a neighborhood U of
v = (u, V (u)) in Cq+1 to Cq having a Jacobian of rank q at v. Indeed, as it is
not possible to have V ′1 (u) = · · · = V ′q (u) = 0, we may assume without loss of
generality that, for a given u, V ′q (u) 6= 0. Then, by the inverse function theorem
there exists a neighborhood U ⊆ Eα,ε of u with Vq(·) having an analytic inverse on
the neighborhood Vq(U) of Vq(u). Thus, on the neighborhood U = U×Cq−1×Vq(U)
of v in Cq+1 we have the holomorphic mapping f : U 7→ Cq where fr(w, y) =
yr − Vr(V −1q (yq)) for 1 ≤ r ≤ q− 1 and fq(w, y) = Vq(w)− yq. Clearly, f(w, y) = 0
for (w, y) ∈ U if and only if y = V (w) and w ∈ U , hence {(w, y) ∈ U : f(w, y) = 0}
is precisely V∩U. Further, since ∂yrfs = δrs for 1 ≤ r ≤ q−1 and ∂wfs = V ′q (w)δqs,
the Jacobian determinant at v of f(·, yq) with yq fixed is V ′q (u) 6= 0. We conclude
that rankv(f) = q and V is a one dimensional complex manifold, as claimed.
Finally, while proving Proposition 3.7 we found that det[∂yF ](0, 0) = 1, that
V (u) ∈ (Kα)q for all u ∈ Eα and that V (·) is uniformly bounded on B(0, ε). With
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gα(·) uniformly bounded on Kα (and on compacts), it follows from (3.23) that
‖V (u)‖2 ≤ K|u| for some finite constant K = K(σ) and all u ∈ Eα,ε.
Remark 3.10. The assumptions of Proposition 3.8 do not yield a unique extension
of V around boundary points of O. That is, the extension provided there may well
be non-analytic. For example, the Cauchy-Stieltjes transform y = G2(z) of the
semi-circle law µ2 at z = u
−1 is specified in terms of zeros of the holomorphic
function F (u, y) = y−u(y2+1) on C2. It is not hard to check that for any positive
ε < 1/2 the unique analytic solution y = V (u) of F (u, y) = 0 on E1,ε is then
V (u) = (1 − √1− 4u2)/(2u) for u 6= 0 and V (0) = 0. Following the arguments
of Lemma 3.9, one finds that this injective function is uniformly bounded in the
neighborhood of any boundary point of E1,ε and its graph V is a one-dimensional
manifold containing the origin (where ∂F/∂y = 1). However, V (x) does not have
an analytic extension at x = 1/2 as the corresponding density ρ2(t) is not real-
analytic at t = ±2.
For the convenience of the reader, we summarize, following the reference [5], the
terminology and results about analytic functions of several complex variables which
we use in proving Proposition 3.8.
A (local) analytic set is a subset A of a complex manifold M such that for
any a ∈ A there exists a neighborhood U of a in M and a holomorphic mapping
f : U 7→ Cn such that A ∩ U = {z ∈ U : f(z) = 0} (in contrast with a manifold,
there is no condition on the rank of the Jacobian of the mapping f). We call A ⊆M
an analytic subset of the complex manifold M if this further applies at all a ∈ M
(and not only at the points a in A), and say that A is a proper analytic subset
of M if A 6= M. In particular, any embedded complex manifold is an analytic set
(of Cq), but, unless it is closed in Cq, it cannot be an analytic subset of Cq. For
example, H = {z ∈ Cq : ‖z‖2 < 1, z1 = 0} is a manifold (of dimension q − 1), a
(local) analytic set in Cq, but not an analytic subset of Cq. However, as observed in
[5, Section 1.2.1], every (local) analytic set on a complex manifold M is an analytic
subset of a certain neighborhood of M (for example, H is an analytic subset of the
open unit ball in Cq).
A point of an analytic set A (on Cq) is called regular if it has a neighborhood U
(in Cq) so that A∩U is a manifold in Cq. Clearly, the set regA of regular points of
an analytic set A is a union of manifolds (alternatively, an analytic set is a manifold
around each of its regular points). Topologically, most points of an analytic set are
regular. That is, for an arbitrary analytic set A the set regA of regular points is
everywhere dense in A (c.f. [5, Section 1.2.3]). Thus, the dimension dimaA of A at
a point a ∈ A is defined as the dimension of the manifold around a if a ∈reg A and
in general by
dimaA = lim sup
z→a, z∈regA
dimzA.
The dimension of the analytic set A, denoted dimA is then the largest such number
when a runs through A and an analytic set A is called p-dimensional if dimA = p
(see [5, Section 1.2.4]).
An essential ingredient of our proof is the notion of irreducibility and of irre-
ducible components for analytic sets [5, Section 1.5.3]. An analytic subset A of a
complex manifold M is reducible in M if there exist two analytic subsets A1,A2
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of M so that A = A1 ∪ A2 and A1 6= A 6= A2. Otherwise A is called irre-
ducible. For example, A = {z ∈ C3 : z1z2 = z1z3 = 0} is a reducible set, being
the union of A1 = {z ∈ C3 : z2 = z3 = 0} (a one dimensional manifold), and
A2 = {z ∈ C3 : z1 = 0} (a two dimensional manifold). An irreducible analytic sub-
set A′ of an analytic set A is called an irreducible component of A if every analytic
subset A′′ of A such that A′ ( A′′ is reducible. It is known [5, Theorem, Section
1.5.4] that any analytic subset A of a complex manifold M has a unique decompo-
sition into countably (or finitely) many irreducible components Sj , which are the
closures (in M) of the partition {Sj} of regA into disjoint connected components.
Further, dimSj = dimSj [5, Theorem, Section 1.5.1] and by definition of regular
points each connected component Sj is a manifold (in case M = C
q).
The importance of irreducibility for us resides in the following ’uniqueness’ result:
if A,A′ are analytic subsets of a complex manifold, A is irreducible and A 6⊆ A′,
then dimA ∩ A′ < dimA [5, Section 1.5.3, Corollary 1].
Topological properties simplify considerably when a set A is contained in a proper
analytic subset of a connected complex manifoldM. Indeed, in this contextM\A is
arc-wise connected and in case of a one dimensional manifoldM (that is, a Riemann
surface), we further have that A is locally finite i.e. A ∩ K is a finite set for any
compact K ⊆M (see [5, Section 1.2.2]).
Proof of Proposition 3.8. Clearly, V is a connected set (being the graph of a contin-
uous function on the connected set O). Further, by our assumptions, the connected
one-dimensional complex manifold V is contained in the analytic subset
A = {(u, y) ∈ C× Cq : F (u, y) = 0},
of C× Cq given by the zeros of the holomorphic mapping F .
We proceed to show the crux of our argument, that the closure V of V (in Cq+1)
is part of a one-dimensional irreducible component of A. To this end, consider the
analytic subset
D = {(u, y) ∈ C× Cq : det[∂yF ](u, y) = 0}
of C×Cq. By definition, V∩D is an analytic subset of V, and it is a proper subset,
for we know that v0 = (u0, V (u0)) ∈ V \ D. Further, by the implicit function
theorem, the analytic subset A is regular at any a ∈ A \D, so V\ regA is contained
in the proper analytic subset V ∩ D of the Riemann surface V. Consequently, by
[5, Proposition 2, Section 1.2.2], we deduce that V is an ‘almost regular’ part of A.
That is, V\ regA is locally finite and consequently the closure V of V in Cq+1 is
the same as the closure of V∩reg A. Further, by [5, Proposition 3, Section 1.2.2],
V∩reg A is arc-wise connected, hence included in one connected component S of
regA, with V = V ∩ regA thus contained in the closure S of S (in Cq+1).
Recall that by definition the connected component S of regA is a manifold and
since v0 is in V∩ reg A, we have that S contains the manifold V ∩ U for some
neighborhood U of v0 (in C
q+1). The connected manifold V∩U has an accumulation
point in both V and S, so all three have the same dimension, that is, dimS =
dimV = 1 (see [5, Section 1.2.2]). As shown in [5, Theorem, Section 1.5.4], the
irreducible component of A containing S is its closure S, which by the definition of
an irreducible component is an analytic subset of Cq+1 and further by [5, Theorem,
Section 1.5.1] dimS = dimS = 1.
We claim that if V (u) is uniformly bounded on O∩U for some neighborhood U
(in C) of a boundary point x ∈ O where O is locally connected, then the existence of
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the one-dimensional irreducible analytic subset S of Cq+1 insures that V (·) extends
continuously at x such that F (x, V (x)) = 0. Indeed, since V is uniformly bounded
on O ∩ U , by the continuity of V (·) on O the cluster set Cl(x) of all limit points
of {V (u) : u ∈ O} as u→ x, is a non-empty, compact, connected subset of Cq (see
the proof given in [6, Theorem 1.1] for q = 1). Clearly, {x} ×Cl(x) is contained in
the analytic subset A(x) = {(u, y) ∈ A : u = x} of C× Cq as well as in the closure
V of V (in Cq+1). With V ⊆ S, we thus deduce that {x} × Cl(x) ⊆ A(x) ∩ S.
Recall that S is a one-dimensional, irreducible analytic subset of Cq+1. Since
S 6⊆ A(x) (as v0 ∈ V and u0 is not a boundary point of O), by [5, Corollary 1,
Section 1.5.3] we have that dimA(x)∩S = 0. Thus, A(x)∩S is a discrete (analytic)
set, so its connected subset {x} × Cl(x) must be a single point, i.e. V extends
continuously at x. Moreover, A is a a closed subset of C×Cq (by continuity of F ),
hence the extension V (x) of V satisfies F (x, V (x)) = 0, as claimed.
3.3. Limiting spectral measures: proof of Theorem 1.3. Fixing z ∈ C+ let
(µzs, 1 ≤ s ≤ q) denote some limit point of the compactly supported (E[Lz,κN,s], 1 ≤
s ≤ q). Then, on the corresponding subsequence, XN,r(z) converges for r = 1, . . . , q
to
∫
x
α
2 dµzr which by Propositions 3.5 and 3.7 thus coincides with the unique an-
alytic solution Xr(z) of (3.10) bounded by (ℑ(z))−α2 . By (3.7) (for f(x) = x
bounded and continuous on K(z)), the identity z−1 = −i ∫∞
0
eitzdt, and Fubini’s
theorem, we deduce that for each r ∈ {1, . . . , q},∫
xdµzr = −i
∫ ∞
0
eitz
q∏
s=1
(∫
exp{−itσ2rs∆
2
α
s xs}dPµ
z
s (xs)
)
dt
= −i
∫ ∞
0
eitz exp{−(it)α2 X̂r(z)}dt = z−1gα,2(Yr(z)) ,(3.25)
where we get the latter equality from (3.13) and the definition (3.11) of X̂r(z),
followed by the application of (3.17) with β = 2. In particular, by Proposition 3.7∫
xdµzr are uniquely determined (for all r and z ∈ C+), hence E[Lz,κN,s(x)] converges
as N →∞ to the right side of (3.25).
Next, by Lemma 2.1 the sequence E[µˆAκ,σ
N
] is tight for the topology of weak
convergence. Further, recall that for any z ∈ C+ and all N ,∫
1
z − xdµˆAκ,σN (x) =
q∑
s=1
∆N,sL
z,κ
N,s(x).
Hence, any limit point µσ of E[µˆAκ,σ
N
] is such that for each z ∈ C+,
(3.26)
∫
1
z − xdµ
σ(x) =
q∑
s=1
∆s
∫
xdµzs(x) .
Recall that gα,2 = hα, so combining (3.25) and (3.26) we thus arrive at the stated
formula (1.10) for the values of the Cauchy-Stieltjes transform Gα,σ(z) of the prob-
ability measure µσ on the real line, at all z ∈ C+. Since hα is uniformly bounded on
the closed set Kα (see Lemma 3.6), and Ys(z) ∈ Kα for all z ∈ C+ and 1 ≤ s ≤ q,
we deduce from (1.10) that Gα,σ(z) is uniformly bounded on C
+ ∩B(0, δ)c for each
δ > 0. By the Stieltjes-Perron inversion formula, it follows that the density ρσ of
the probability measure µσ with respect to Lebesgue measure on R\{0} is bounded
on (−δ, δ)c for any δ > 0.
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With Gα,σ(z) uniquely determined, we conclude that so is the weak limit µ
σ of
E[µˆAκ,σ
N
]. Further, applying Lemma 3.4 for f(x) = x and considering the union
bound over 1 ≤ s ≤ q, we find that, with ǫ = 1− κ(2− α) > 0, for some c(z) finite
on C+, any z ∈ C+, δ > 0 and N ∈ N,
P
(∣∣ ∫ 1
z − xdµˆAκ,σN (x)− E[
∫
1
z − xdµˆAκ,σN (x)]
∣∣ ≥ δ) ≤ qc(z)
δ2
N−ǫ .
Consequently, setting φ(n) = [nγ ] for γ = 2/ǫ, by the Borel-Cantelli lemma, with
probability one, as n→∞,
Gn(z) :=
∫
1
z − xdµˆAκ,σφ(n)(x)→ Gα,σ(z) .
Since Gn(z) ≤ (ℑ(z))−1 for all n and z ∈ C+, applying this for a countable col-
lection zk with a cluster point in C
+ we deduce by Vitali’s convergence theorem
that with probability one, Gn(z) → Gα,σ(z) for all z ∈ C+. Such convergence
of the Cauchy-Stieltjes transforms implies of course that µˆAκ,σ
φ(n)
converges weakly
to µσ and by (2.2) we deduce after yet another application of the Borel-Cantelli
lemma, that with probability one µˆAσ
φ(n)
converges weakly to µσ. Finally, since
φ(n − 1)/φ(n) → 1 we have from Lemma 2.4 that the same weak convergence to
µσ holds for µˆAσ
N
.
With hα(y) = hα(y), combining the identities Yr(−z) = Yr(z) of Proposition 3.7
with the formula (1.10) for the Cauchy-Stieltjes transform Gα,σ of the probability
measure µσ on R we find that Gα,σ(−z) = −Gα,σ(z) = −Gα,σ(z) for all z ∈ C+,
hence necessarily µσ(·) = µσ(−·) is symmetric about zero. Further, as shown in
Proposition 3.7, zαY (z) is uniformly bounded and extends analytically through
the subset (R,∞), where Y (z) = V (z−α) ∈ (Kα)q is the unique analytic solution
of (1.11) on z ∈ C+ that tend to zero as |z| → ∞ (and as shown in Lemma 3.9
z 7→ Y (z) is injective when σ 6≡ 0). If σ ≡ 0 then V (u) = 0 is analytic on C.
Turning to σ 6≡ 0, in view of Lemma 3.9 the function V is uniformly bounded on
Eα,ε ∩ K for any compact K ⊆ C. Thus, combining Lemma 3.9 with Proposition
3.8 we find that V (u) has a continuous, algebraic extension to (0,∞). As Yr(−z) =
Yr(z), this yields the continuous, algebraic extension of Y (z) to R\{0}, analytic on
(R,∞), from which we get by (1.10) and the analyticity of hα(·) the corresponding
continuous/algebraic/analytic extension of Gα,σ(z). Recall Plemelj formula, that
for x 6= 0, the limit as ǫ ↓ 0 of −π−1ℑ(Gα,σ(x+ iǫ)) is then precisely the continuous
density ρσ(x) of µσ with respect to Lebesgue measure on R \ {0}, and ρσ(x) is
real-analytic on (R,∞).
4. Proof of Theorem 1.7
We start with the following consequence of Proposition 2.2 and Theorem 1.3.
Corollary 4.1. For any σ ∈ Fα, the probability measures E[µˆAσ
N
] converge weakly
towards some symmetric probability measure µσ.
Proof. We approximate σ in L2⋆([0, 1]
2) by a sequence of piecewise constant func-
tions σp. Applying Theorem 1.3 for σ = σp we deduce that hypothesis (2.6) holds.
Hence, by Proposition 2.2 E[µˆAσ
N
] converges weakly towards the limit µσ of the cor-
responding measures µσp . We have seen already that µσp are symmetric measures,
hence so is their limit µσ.
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Fixing σ ∈ Fα we proceed to characterize the limiting measure µσ. To this end,
recall that kσ := ‖ |σ|α‖ is finite and fix a sequence σp ∈ C⋆ that converges to σ
in L2⋆, satisfying (1.12) and such that supp∈N ‖ |σp|α‖ ≤ 2kσ. For each p ∈ N let
0 = bp0 < b
p
1 < · · · < bpq(σp) = 1 denote the finite partition of [0, 1] induced by σp
and per z ∈ C+ consider the piecewise constant function Y σp. (z) : (0, 1]→ Kα such
that
Y σpx (z) = Ys(z) for x ∈ (bps−1, bps] and s = 1, . . . , q(σp) ,
where Ys(z) ∈ Kα is the unique collection of (analytic) functions of z ∈ C+ that
satisfy (1.11) for the q × q matrix of entries σrs := σp(bpr , bps), as in Theorem 1.3.
This way (1.14) holds for σ = σp and each p ∈ N (being precisely (1.11)).
We next show the existence of R = R(σ) finite such that if |z| ≥ R then
(Y σp. (z), p ∈ N) is a Cauchy sequence for the L∞-norm. To this end, it is convenient
to view (1.14) (at each z ∈ C+) as the fixed point equation in L∞((0, 1];Kα)
(4.1) Y σ. = Fz(σ, Y
σ
. ), Fz(σ, Y ) := Cαz
−α
∫ 1
0
|σ(·, v)|αgα(Yv)dv .
Then, with ‖gα‖Kα := sup{|gα(y)| : y ∈ Kα} finite by Lemma 3.6, bounding the
L∞-norm of Fz(σ, Y ) for Y ∈ Kα we deduce from (4.1) that for any ǫ > 0
(4.2) sup
|z|≥ǫ
sup
p∈N
‖Y σp. ‖∞ ≤ 2kσǫ−α|Cα|‖gα‖Kα =: rσ
is finite. Note that for ‖Y˜ ‖∞ ≤ r, ‖Ŷ ‖∞ ≤ r and measurable σ˜(·, ·), σ̂(·, ·),
(4.3) ‖Fz(σ˜, Y˜ )− Fz(σ̂, Ŷ )‖∞ ≤ |z|−α‖gα‖r
[
‖ |σ˜|α − |σ̂|α‖+ ‖ |σ˜|α‖ ‖Y˜ − Ŷ ‖∞
]
,
where ‖gα‖r is the sum of the supremum and Lipschitz norms of y 7→ Cαgα(y) on
the ball {y ∈ C : |y| ≤ r}. Suppressing hereafter the dependence of Y σpx (z) on
z, since (σp, Y
σp
. ), p ∈ N, satisfy (4.1), from (4.2) and (4.3) we have that for any
p, q ∈ N and |z| ≥ ǫ,
‖Y σq. − Y σp. ‖∞ ≤ |z|−α‖gα‖rσ
[
‖ |σq|α − |σp|α‖+ 2kσ‖Y σq. − Y σp. ‖∞
]
.
Taking R = R(σ) ≥ ǫ finite such that R−α‖gα‖rσkσ ≤ 1/3, this implies that for
|z| ≥ R
‖Y σq. − Y σp. ‖∞ ≤ 3|z|−α‖gα‖rσ‖ |σq|α − |σp|α‖ .
In view of (1.12), we conclude that (Y σp. , p ∈ N) is for each |z| ≥ R a Cauchy
sequence in L∞(0, 1]), which thus converges in this space to a bounded measurable
function Y σ. from (0, 1] to the closed set Kα. Further, then ‖Y σ. ‖∞ ≤ rσ (see (4.2)),
so from (4.3) and (1.12) we deduce that
‖Fz(σ, Y σ. )−Fz(σp, Y σp. )‖∞ ≤ ǫ−α‖gα‖rσ
[ ‖ |σ|α− |σp|α‖+ kσ‖Y σ. − Y σp. ‖∞]→ 0,
as p → ∞. With (4.1) holding for the pairs (σp, Y σp. ), p ∈ N, it follows that the
same applies for (σ, Y σ. ), thus establishing (1.14).
Turning to show the uniqueness of the solution to (1.14), suppose Yj = Fz(σ, Yj)
for σ(·, ·) such that kσ = ‖ |σ|α‖ is finite, some |z| ≥ R(σ) and measurable Yj :
(0, 1]→ Kα, j = 1, 2. Then, as in the derivation of (4.2) we have that ‖Yj‖∞ ≤ rσ
for j = 1, 2. So, applying (4.3) once more,
‖Y1−Y2‖∞ = ‖Fz(σ, Y1)−Fz(σ, Y2)‖∞ ≤ |z|−α‖gα‖rσkσ‖Y1−Y2‖∞ ≤
1
3
‖Y1−Y2‖∞
and necessarily Y1 = Y2 almost everywhere on (0, 1].
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To recap, the sequence of holomorphic mappings Y σp from C+ to the closed
subset F := L∞((0, 1];Kα) of the complex Banach space L∞((0, 1];C) is such that
Y σp(z)→ Y σ(z) in F at each point z of the non-empty open subset B(0, R)c ∩C+.
Further, in view of (4.2) we have that (Y σp , p ∈ N) is locally uniformly bounded on
C+, hence by Vitali’s convergence theorem for vector-valued holomorphic mappings,
it converges at every z ∈ C+ to an analytic mapping Y σ : C+ 7→ F (see [4, Theorem
14.16]). We also characterized Y σ(z) for each |z| ≥ R as the unique solution in F
of (1.14), so by the identity theorem for vector-valued holomorphic mappings (see
[4, Exercise 9C]), we have thus uniquely determined Y σ : C+ 7→ F.
Next, note that the identity (1.13) holds for σ = σp ∈ C⋆, p ∈ N, in which
case it is merely the formula (1.10). Recall Proposition 2.2 that due to the L2⋆-
convergence of σp to σ, for each z ∈ C+ the left hand side of these identities
converge as p → ∞ to Gα,σ(z) :=
∫
(z − x)−1dµσ(x). If in addition |z| ≥ R(σ)
then ‖Y σp. − Y σ. ‖∞ → 0 and by dominated convergence the right hand sides of
same identities converge to the corresponding expression for Y σ. (z). Thus, (1.13)
holds also for σ ∈ Fα and |z| ≥ R(σ). With µσ a probability measure on R, the
left side of (1.13) is obviously an analytic function of z ∈ C+. Further, the entire
function hα(·) and its first two derivatives are uniformly bounded on the set Kα (see
Lemma 3.6), in which the analytic mapping Y σ : C+ 7→ F takes values. Hence, it is
not hard to see that z 7→ ∫ 1
0
hα(Y
σ
v (z))dv is also analytic on C
+. We thus deduce
by the identity theorem that (1.13) holds for all z ∈ C+. Consequently, with∫ 1
0
hα(Y
σ
v (z))dv uniformly bounded on C
+, the Cauchy-Stieltjes transform of µσ is
uniformly bounded on C+ ∩ B(0, δ)c. This in turn implies (by the Stieltjes-Perron
inversion formula), that the density ρσ of µσ with respect to Lebesgue measure on
R \ {0} is bounded outside any neighborhood of zero.
We have seen already that ‖Y σ‖∞ ≤ c(σ)|z|−α for some c(σ) finite and all
|z| ≥ R. Hence, for z ∈ C+ such that |z| ≥ R, we have from (1.13) and (1.14) that
Gα,σ(z) =
1
z
[
hα(0) + h
′
α(0)
∫ 1
0
Y σx (z)dx+O(|z|−2α)
]
=
1
z
[
hα(0) + z
−αCαh′α(0)gα(0)
∫ 1
0
∫ 1
0
|σ(x, v)|αdxdv +O(|z|−2α)] .
Recall Plemelj formula, that ρσ(t) is the limit of −π−1ℑ(Gα,σ(t + iǫ)) as ǫ ↓ 0.
Thus, as hα(0) ∈ R, it follows that tα+1ρσ(t) → Lα
∫ |σ(x, v)|αdxdv as t → ∞
and it is not hard to check that Lα = −π−1h′α(0)gα(0)ℑ(Cα) equals α2 (by Euler’s
reflection formula for the Gamma function).
Turning to verify the last statement of the theorem, note that the equivalence
between σ ∈ Fα and σ˜ ∈ C⋆ implies that the piecewise constant Y eσ. (z) : (0, 1] 7→ Kα
we have constructed before out of (Ys(z), 1 ≤ s ≤ q) satisfies (1.14) for any x ∈ (0, 1]
and all z ∈ C+. It then follows by the uniqueness of such solution of (1.14) that
Y eσx (z) = Y
σ
x (z) for all z ∈ C+ such that |z| ≥ R(σ) and almost every x ∈ (0, 1]. In
view of (1.13), the Cauchy-Stieltjes transform of µσ coincides for such z with the
Cauchy-Stieltjes transform Gα,eσ(z) of µ
eσ. As such information uniquely determines
the probability measure in question, it follows that µσ = µeσ.
5. Proof of Proposition 1.1 and Theorem 1.10
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5.1. Convergence to µγα and its characterization. Consider the (N + M)-
dimensional square matrix
AN,M =
(
0 a−1N+MXN,M
a−1N+MX
t
N,M 0
)
,
noting that BN,M = A
2
N,M is then of the form
BN,M =
(
a−2N+MXN,MX
t
N,M 0
0 a−2N+MX
t
N,MXN,M
)
=:
(
WN,M 0
0 W˜N,M
)
and that the eigenvalues of WN,M consist of the M eigenvalues of W˜N,M aug-
mented by N −M zero eigenvalues. Therefore,
(5.1) µˆBN,M =
2N
N +M
µˆWN,M +
M −N
N +M
δ0.
We next show that with probability one µˆBN,M converges weakly. Since BN,M =
A2N,M , for any f(·) bounded and continuous,
(5.2)
∫
f(x)dµˆBN,M =
∫
f(x2)dµˆAN,M
so that it is enough to prove the convergence of µˆAN,M . To this end, consider
AσN+M for
(5.3) σ(x, y) =
{
1 if x, y ∈ ( 11+γ , 1]× (0, 11+γ ]
⋃
(0, 11+γ ]× ( 11+γ , 1]
0 otherwise.
Note that with M/N → γ and
rank(AN,M −AσN+M ) ≤ 2
∣∣∣[N +M
1 + γ
]−N ∣∣∣ ,
it follows by Lidskii’s theorem that d1(µˆAN,M , µˆAσN+M )→ 0 as N →∞. Therefore,
applying Theorem 1.3 we deduce that with probability one µˆAN,M converges weakly
to the non-random probability measure µσ. By (5.2) and (5.1) this implies that
µˆBN,M and µˆWN,M also converge weakly to non-random probability measures,
(5.4) µB :=
2
1 + γ
µγα +
γ − 1
γ + 1
δ0
and µγα, respectively.
We proceed to show that for z ∈ C+ the Cauchy-Stieltjes transform of µγα is
(5.5) Gγα(z) =
1
z
hα(Y1(
√
z )) =
1− γ
z
+
γ
z
hα(Y2(
√
z )) .
Indeed, note that (Y1(z), Y2(z)) of (1.15) are precisely the solution of (1.11) con-
sidered in Proposition 3.7 for z ∈ C+ and our special choice of σ(·, ·). Theorem 1.3
thus asserts that the Cauchy-Stieltjes transform Gα,σ of µ
σ is then such that, for
any z ∈ C+,
(5.6) zGα,σ(z) =
1
1 + γ
hα(Y1(z)) +
γ
1 + γ
hα(Y2(z)) .
Moreover, by (5.2) and the symmetry of the law µσ (see Corollary 4.1), we have
that ∫
1
z − xdµB(x) =
∫
1
z − x2 dµ
σ(x) =
1√
z
∫
1√
z − xdµ
σ(x) .
HEAVY TAILED BAND MATRICES 25
From this and the formula (5.4) relating µB to µ
γ
α, we deduce that
(5.7) Gγα(z) =
1 + γ
2
√
z
Gα,σ(
√
z ) +
1− γ
2z
.
Multiplying the left identity of (1.15) by Y2(z) and the right identity of (1.15) by
Y1(z) we find that Y1(z)gα(Y1(z)) = γY2(z)gα(Y2(z)) and hence
(5.8) hα(Y1(z)) = 1− γ + γhα(Y2(z)) .
Upon combining (5.6), (5.7) and (5.8) we get the formula (5.5).
5.2. Analysis of the limiting measures. In case γ = 1, the function σ(x, y)
of (5.3) is equivalent to the constant σ˜ = 2−1/α, which as in Remark 1.9 implies
that µσ has the density ρσ(t) = 21/αρα(2
1/αt). Further, we see from (5.7) that
G1α(z) = Gα,σ(
√
z )/
√
z, so the probability measure µ1α on (0,∞) has the density
ρσ(
√
t)/
√
t, as stated.
Considering hereafter γ ∈ (0, 1), observe that by Theorem 1.3, Y1(z) and Y2(z)
extend continuously to functions on (0,∞) that are analytic outside of some bounded
set. By the analyticity of hα(·) and (5.5) we have the corresponding continu-
ous extension of Gγα(z), whereby Plemelj formula provides the density ρ
γ
α(t) =
−π−1ℑ(Gγα(t)) of µγα with respect to Lebesgue measure, as in (1.16). In particular,
ργα(t) =
1+γ
2
√
t
ρσ(
√
t ) by (5.7), with σ(·, ·) of (5.3), so we read the tail behavior of ργα
out of that of ρσ (per Theorem 1.7).
Turning next to the behavior near zero of the probability measure µγα, recall
that Gγα(z) is analytic outside the support [0,∞) of µγα and the non-tangential
limit of zGγα(z) at the boundary point z = 0 (i.e., its limit as |z| → 0 while
θ0 ≤ arg(z) ≤ 2π − θ0 for some fixed θ0 > 0), exists and equals to the mass at
zero of this measure. Further, the identity (5.5) extends by continuity to z = −x2,
x > 0 and
√
z = ix ∈ C+, hence
(5.9) µγα({0}) = lim
z→0
∢
zGγα(z) = lim
x↓0
hα(Y1(ix )) = 1− γ + γ lim
x↓0
hα(Y2(ix )) .
Since Ys(−z) = Ys(z) for s = 1, 2 and all z ∈ C+ (see Proposition 3.7), we have
in particular that Y1(ix) and Y2(ix) are real-valued for all x > 0. As gα(y) > 0
for y ∈ R, it further follows from (1.15) that Ys(iR+) ⊆ R+ for s = 1, 2. With
hα : R
+ → R+ monotone decreasing and hα(y) → 0 as ℜ(y) → ∞, it thus follows
from (5.8) that hα(Y1(ix)) ≥ 1−γ for all x > 0 and consequently, that (Y1(ix), x >
0) is uniformly bounded. This of course implies that (ix)αY1(ix) → 0 as x ↓ 0
which in view of (1.15) requires that gα(Y2(ix)) → 0 as well. As gα : R+ → R+ is
bounded away from zero on compacts, we deduce that Y2(ix)→∞ as x ↓ 0, hence
hα(Y2(ix))→ 0 and
µγα({0}) = lim
x↓0
hα(Y1(ix)) = 1− γ ,
as claimed. Moreover, from the preceding Y1(ix) → h−1α (1 − γ) := b ∈ R+ as
x ↓ 0. Since Y1(z) is a Kα-valued continuous function of z ∈ C+, its cluster set
Cl(0) at the boundary point z = 0 of C+ is a closed, connected subset of Kα (see
[6, Theorem 1.1]). Further, Cl(0) contains b ∈ R+, so its boundary ∂Cl(0) must
intersect [0,∞). We have seen that Y1(z) extends continuously on (0,∞) which due
to the relation Y1(−z) = Y1(z) implies that it also extends continuously on (−∞, 0)
with Y1(−t) = Y1(t) for all t > 0. In particular, since the cluster set of Y1(t) for
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non-zero, real-valued t → 0 contains ∂Cl(0) (see [6, Theorem 5.2.1]), necessarily
the cluster set of Y1(
√
t ) at the boundary point t = 0 of R+ also intersects [0,∞).
Using the bound sin(ζ)/ζ ≥ 1−ζ2/6, we deduce from (1.5) that if ℑ(hα(x+iy)) =
0 for y 6= 0 then y2 ≥ 6h′α(x)/h′′′α (x), and direct calculation shows that this function
of x is positive and monotone non-decreasing. Thus, with Y1(
√
t ) ∈ Kα there
exists δ > 0 such that if ℑ(hα(Y1(
√
t ))) = 0 then either Y1(
√
t ) ≥ 0 is real-
valued, or |ℑ(Y1(
√
t ))| ≥ δ. By (1.16), the latter property applies whenever t > 0
is such that ργα(t) = 0. Moreover, by the continuity of Y1(·) on (0,∞), if the
density ργα vanishes on an open interval I, then either Y1(
√
t ) ≥ 0 for all t ∈ I or
inft∈I |ℑ(Y1(
√
t ))| ≥ δ. For I = (0, ǫ) we have already seen that the cluster set of
Y1(
√
t ) as t ↓ 0 intersects [0,∞), so necessarily Y1(
√
t ) ∈ [0,∞) for all t ∈ I. Since
(1.15) extends to z ∈ R+ and gα(R) ⊆ R+ this in turn implies that Y2(
√
t ) = iαr(t)
for some continuous function r : I 7→ R+ such that r(t) → ∞ as t ↓ 0. The entire
function fα,θ(z) :=
1
2i [hα(e
iθz)− hα(e−iθz)] is then by (5.5) such that
fα,θ(r(t)) = ℑ
(
hα(e
iθr(t))
)
= ℑ(hα(Y2(√t ))) = 0
for θ = πα/2 and all t ∈ I, which with f ′α,θ(0) = sin(θ)h′α(0) 6= 0 contradicts the
identity theorem. We thus conclude that ργα does not vanish on any non-empty
interval (0, ǫ).
5.3. Properties of µα.
Proof of Proposition 1.1. Taking σ ≡ 1 we deduce from Theorem 1.3 that
Y (z) of (1.7) is in Kα hence uniformly bounded on C+ \ {z : |z| < δ}. Similarly
to the argument of Section 5.2, if y ∈ Cl(t) at t > 0 then y ∈ Kα and F (t, y) :=
tαy−Cαgα(y) = 0, so from the analyticity of y 7→ F (t, y) and uniform boundedness
of gα(·) on Kα we deduce by the identity theorem that Y (z) extends continuously
to a function Y (t) on (0,∞). Moreover, t 7→ Y (t) is real-analytic on (0,∞) outside
the set of those t > 0 where both ∂yF (t, y) = 0 and F (t, y) = 0 at y = Y (t). The
latter set is clearly contained in the set D+α of t > 0 such that tα = Cαg′α(y) > 0
for some y ∈ Kα at which yg′α(y) − gα(y) = 0. Note that the set D+α is discrete
since yg′α(y) − gα(y) is an entire function of y. Further, D+α is a bounded set (by
the uniform boundedness of g′α(·) on Kα, see Lemma 3.6). Consequently, D+α is a
finite set. We already saw that Y (−z) = Y (z) for all z ∈ C+, so Y (−z) extends
continuously to Y (−t) = Y (t) for any t > 0 at which Y (·) extends continuously.
We thus deduce that the exceptional set where t 7→ Y (t) may be non-analytic is
contained in the finite set {0,±t : t ∈ D+α }, as claimed. With hα an entire function,
it then follows that Gα(·) extends continuously to R\{0} with the formula (1.8) for
the symmetric density ρα(t) on R \ {0} that is real-analytic outside Dα (to verify
the right-most expression in (1.8) note that hα(Y (z)) = 1 − α2Cα zαY (z)2 by (1.5)
and (1.7)).
If the symmetric density ρα vanishes on an open interval, then it also vanishes on
some open interval I ⊆ R+ where the continuous function t 7→ Y (t) is the limit of
Y (z) as arg(z) ↓ 0, hence arg(Y (t)) ∈ [0, απ2 ] (see (3.16)). Further, the right-most
expression in (1.8) tells us that sin(2arg(Y (t))− απ2 ) = 0 for all t ∈ I, so necessarily
Y (t) = eiθr(t) for θ = απ4 and the continuous r : I 7→ [0,∞). Since (1.7) extends
to t ∈ I and gα(0) 6= 0, we see that Y (t) 6= 0 is injective on I, so r(I) contains an
accumulation point. Finally, as argued at the end of Section 5.2, from (1.8) we also
have that fα,θ(r(t)) = ℑ(hα(Y (t))) = 0 for the entire function fα,θ(·) and all t ∈ I,
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yielding a contradiction. Consequently, the density ρα does not vanish on any open
interval, as claimed.
It remains to show that µα has a uniformly bounded density. We get this by
proving the stronger statement that Gα(z) is uniformly bounded on the connected
set C+∗ := C
+∪R+. To this end, let Cl∗(0) denote the cluster set of the continuous
function Y (z) at the boundary point z = 0 of C+∗ . If y ∈ C is in Cl∗(0) then there
exists zn ∈ C+∗ such that zn → 0 and Y (zn)→ y, hence gα(y) = 0 by (1.7). Whereas
Cl∗(0) is a closed connected subset of C ∪ {∞} (by [6, Theorem 1.1]), the set of
zeros of the entire function gα(·) is discrete, so necessarily Cl∗(0) is a single point.
Taking z = ix, x > 0 we have that Y (ix) ∈ R+, hence Y (ix)→∞ by (1.7) and the
boundedness of gα(R
+), from which we deduce that Cl∗(0) = {∞}. Considering
(3.18) for β = 2 we note that |hα(y)| ≤ c0hα(ξ|y|) for some ξ = ξ(α) > 0, c0 = c0(α)
finite and all y ∈ Kα. In particular, for z ∈ C+∗ such that |z| → 0 we already know
that Y (z) ∈ Kα and |Y (z)| → ∞, hence by the preceding bound and the decay
to zero of hα(r) as r ∈ R+ goes to infinity, we have that hα(Y (z)) → 0. That is,
Y (z)gα(Y (z)) → 2/α (see (1.5)). Next, observing that hα(r) ≤ c1r−2/α for some
positive, finite c1 and all r ∈ R+, we deduce from (1.6) and (1.7) that for some
finite constants ci = ci(α) and all z ∈ C+∗ ,
|Gα(z)| = |z|−1|hα(Y (z))| ≤ c0|z|−1hα(ξ|Y (z)|)
≤ c2(|zαY (z)2|)−1/α = c3|Y (z)gα(Y (z))|−1/α .(5.10)
For any δ > 0 we have the uniform boundedness of Gα(z) on C
+
∗ ∩ B(0, δ)c (from
the uniform boundedness of hα on Kα). Further, for z ∈ C+∗ converging to zero the
right side of (5.10) remains bounded (by c3(2/α)
−1/α), hence Gα(z) is uniformly
bounded on C+∗ , as stated.
Remark 5.1. We saw that Y (ix) ∈ R+ and xαY (ix)2 = |Cα|Y (ix)gα(Y (ix)) →
2|Cα|/α as x ↓ 0. With ζ =
√
2|Cα|/α, it then follows by dominated convergence
that π−1x−1hα(Y (ix)) → π−1
∫∞
0
exp(−ζuα/2)du finite and positive. This is of
course the value of ρα(0), provided ρα is continuous at t = 0.
Lemma 5.2. The measures µα converge weakly to µ2 when α ↑ 2.
Proof. Applying the method of moments, as developed by Zakharevich [9], it is
shown in [1, Theorem 1.8] that for any B < ∞ fixed, E[µˆAB
N
] converges to some
non-random µBα as N →∞ (for instance, when xij are stable variables of index α).
Examining the dependence of C(B) of [1, equation (13)] on α, we see that (2.1)
applies for some δ(ǫ, B) > 0, all B > B(ǫ, α0) and any α ∈ (α0, 2). For such B
and α we thus have, in view of the almost sure convergence of µˆAN to µα, that
P(d1(µα, µˆAB
N
) ≥ 3ǫ) → 0 as N → ∞, from which we deduce by the boundedness
and convexity of d1 that
d1(µα, µ
B
α ) = lim
N→∞
d1(µα,E[µˆAB
N
]) ≤ lim sup
N→∞
E
[
d1(µα, µˆAB
N
)
] ≤ 3ǫ .
Fixing B < ∞ it further follows from [1, Lemmas 9.1 and 9.2] that µBα converges
weakly to the semi-circle µ2 when α → 2. Hence, fixing α0 > 0, ǫ > 0 and
B > B(ǫ, α0), by the triangle inequality
d1(µα, µ2) ≤ d1(µα, µBα ) + d1(µBα , µ2) ≤ 3ǫ+ d1(µBα , µ2)→ 3ǫ
as α ↑ 2. Taking ǫ ↓ 0 we thus conclude that µα → µ2 when α ↑ 2.
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6. Diagonal perturbation: Proof of Theorem 1.12
6.1. The extension of Theorem 1.3. We shall prove the convergence of the
expected spectral measures E[µˆAN+DN ] and characterize their limit in case σ ∈ C⋆
is given as in Section 3 by (3.1) for some q ∈ N, 0 = b0 < b1 < · · · < bq = 1
and σrs = σsr with the corresponding random matrix AN = A
σ
N and the N × N
piecewise constant matrix σN . To this end, recall that DN is a diagonal N × N
matrix, whose entries {DN (k, k), 1 ≤ k ≤ N} are real valued, independent of the
random variables (xij , 1 ≤ i ≤ j <∞) and identically distributed, of law µD having
a finite second moment. In view of the assumed finite second moment of µD, the
proof of (2.2) and Lemma 2.1 also show that the sequences (E[µˆAN+DN ];N ∈ N),
(E[µˆAB
N
+DN ];N ∈ N) and (E[µˆAκN+DN ]);N ∈ N) are tight for the topology of weak
convergence on P(R), and that (E[µˆAκ
N
+DN ]);N ∈ N) has the same set of limit
points as (E[µˆAN+DN ];N ∈ N). Setting now GN (z) = (zIN −DN − AN )−1 we
define for z ∈ C+ the probability measures LzN and LzN,r on C as in (3.2) and
(3.3), with GκN (z) and L
z,κ
N,r denoting again the corresponding objects when AN is
replaced by AκN .
For 0 < κ < 12(2−α) any 1 ≤ r ≤ q and bounded Lipschitz function f we then
have similarly to Lemma 3.1 that as N →∞
(6.1)
∣∣∣E[Lz,κN,r(f)] − E[f((z −DN (0, 0)− N∑
k=1
A˜κN ([Nbr], k)
2GκN (z)kk
)−1)]∣∣∣→ 0 ,
where A˜κN denotes an independent copy of A
κ
N which is also independent of DN
while DN(0, 0) of law µ
D is independent of all other variables. Indeed, focus-
ing w.l.o.g. on r = 1 and taking G¯
κ
N+1(z) = (zIN+1 − D¯N+1 − A¯κN+1)−1 (with
D¯N+1 denoting the diagonal matrix of entries DN (k, k), k = 0, . . . , N), we get
(3.4) by the invariance of the law of D¯N+1 + A¯
κ
N+1 to symmetric permutations
of its first [Nb1] + 1 rows and columns. Schur’s complement formula then leads
to the identity (3.5) with DN(0, 0) added to A˜
κ
N (0, 0) on its right side. All eigen-
values (and diagonal terms) of GκN (z) are in the compact set K(z), regardless of
the value of DN , and the centered entries of A˜
κ
N are independent of both G
κ
N (z)
and DN(0, 0). Thus, as in the proof of Lemma 3.1 we can neglect both A˜
κ
N (0, 0)
and
∑
k 6=l A˜
κ
N (0, k)A˜
κ
N (l, 0)G
κ
N(z)kl in (3.5) and get (3.6) except for changing here
z to z −DN(0, 0) in its right side. Equipped with the latter version of (3.6), fixing
0 < κ < 12(2−α) we arrive at (6.1) upon adapting [1, Lemma 4.1] and its proof
to our matrices G¯
κ
N+1 and G
κ
N (while taking there the corresponding matrices
Gˆ
κ
N = (zIN+1 − D¯N+1 − AˆκN )−1).
The concentration result of Lemma 3.4 holds in the presence of the diagonal ma-
trixDN of i.i.d. entries. Indeed, its proof is easily adapted to the current setting by
considering for f continuously differentiable Lz,κN,s(f) := FN (DN (l, l), A
κ
N (k, l), 1 ≤
k ≤ l ≤ N), and noting that for 1 ≤ l ≤ N ,
∂D(l,l)FN =
1
N
[GκN (z)Ds(f
′)GκN (z)]ll .
The spectral radius of GκN (z)Ds(f
′)GκN (z) is again bounded by ‖f ′‖∞/|ℑ(z)|2,
so supl ‖∂D(l,l)FN‖∞ ≤ ‖f‖BL(N |ℑ(z)|2)−1. There are only N such variables
{DN(l, l)} to consider, each having the same finite second moment, so using the
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same martingale bound as in (3.8), their total effect on E[(FN − E[FN ])2] is taken
care off by enlarging the finite constant c0.
Equipped with this concentration result and replacing Lemma 3.1 with (6.1),
we follow the proof of Proposition 3.3 to deduce that in our current setting, for
r ∈ {1, · · · , q} and every bounded continuous function f on K(z),
(6.2)
∫
fdµzr =
∫
f
(
(z − λ−
q∑
s=1
σ2rs∆
2
α
s xs)
−1
) q∏
s=1
dPµ
z
s (xs)dµ
D(λ) .
Following the proof of Proposition 3.5 we find that this in turn implies that any
subsequence of the functions XN,r(z) = E[L
z,κ
N,r(x
α/2)] has at least one limit point
(Xr(z), 1 ≤ r ≤ q) composed of analytic functions on C+ that are bounded by
(ℑ(z))−α/2 and satisfy the following generalization of (3.10)
Xr(z) = C(α)
∫ ∫ ∞
0
t−1(it)
α
2 eit(z−λ) exp{−(it)α2 X̂r(z)} dt dµD(λ) ,
for the analytic functions X̂r : C
+ 7→ K̂α of (3.11).
We proceed to extend Proposition 3.7 to the setting of AσN + DN . Indeed,
fixing z ∈ C+, upon applying per λ ∈ R the identity (3.17) for β = α, y =
(λ − z)−α/2X̂r(z) and with z − λ ∈ C+ replacing z, we see that the preceding
generalization of (3.10) is equivalent to
Xr(z) = C(α)
∫
(λ− z)−α2 gα,α((λ − z)−α2 X̂r(z)) dµD(λ) .
By (3.11) we thus deduce that (X̂r(z), 1 ≤ r ≤ q) satisfy (1.19). Namely, it is
a solution of x̂ = F z(x̂) composed of analytic functions from C
+ to K̂α, where
F z(·) = (Fz,r(·), 1 ≤ r ≤ q) and
Fz,r(x̂) := Cα
q∑
s=1
ârs
∫
(λ− z)−α2 gα
(
(λ − z)−α2 x̂s
)
dµD(λ) ,
for ârs = |σrs|α∆s. Note that if x̂s ∈ K̂α then (λ − z)−α2 x̂s is in Kα so such
solutions must have |x̂r| ≤ c(ℑ(z))−α2 for c := |Cα|‖gα‖Kα maxr
∑q
s=1 |ârs| finite
and all z ∈ C+. Consequently, if ℑ(z) ≥ 1 then maxr |x̂r| ≤ c. Thus, for such z,
any 1 ≤ r ≤ q and any two fixed points x̂ and ŷ of F z(·) in (K̂α)q,
|Fz,r(x̂)− Fz,r(ŷ)| ≤ max
r,s
{|ârs|}‖gα‖c(ℑ(z))−α‖x̂− ŷ‖1
(where ‖gα‖c and ‖gα‖Kα are as in the proof of Theorem 1.7 and ‖x̂‖1 :=
∑q
s=1 |x̂s|).
Thus, for some k0 finite, if ℑ(z) ≥ k0 then ‖F z(x̂)−F z(ŷ)‖1 ≤ 12‖x̂− ŷ‖1 resulting
with uniqueness of the fixed point of F z(·) in (K̂α)q. This in turn implies the stated
uniqueness of such fixed point composed of analytic functions z 7→ x̂s from C+ to
K̂α.
To complete the proof of Theorem 1.12 in case σ ∈ C⋆, we adapt our proof of
Theorem 1.3, where instead of (3.25), combining (6.2) for f(x) = x with (3.13),
here the limit points µzs of (E[L
z,κ
N,s], 1 ≤ s ≤ q) are such that for each r ∈ {1, . . . , q},
(6.3)
∫
xdµzr(x) = −i
∫
dµD(λ)
∫ ∞
0
eit(z−λ) exp{−(it)α2 X̂r(z)}dt .
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In particular, since
∫
xdµzr is uniquely determined by X̂r(z) we deduce that the
sequence E[Lz,κN,r(x)] converges as N →∞ to the right side of (6.3). So, with
E[
∫
1
z − xdµˆAκN+DN (x)] =
q∑
s=1
∆N,sE[L
z,κ
N,s(x)]
for any z ∈ C+, it follows that∫
1
z − xdµ
σ,D(x) = −i
q∑
s=1
∆s
∫
dµD(λ)
∫ ∞
0
eit(z−λ) exp{−(it)α2 X̂s(z)}dt ,
for any limit point µσ,D of E[µˆAκ
N
+DN ]. With the Cauchy-Stieltjes transform G
D
α,σ
of µσ,D ∈ P(R) uniquely determined, we deduce that E[µˆAκ
N
+DN ] converges to
µσ,D, hence so does E[µˆAN+DN ]. Finally, for z ∈ C+ we arrive at the formula
(6.4) GDα,σ(z) =
∫
1
z − λ
q∑
s=1
∆shα((λ − z)−α2 X̂s(z)) dµD(λ) ,
by applying (3.17) with β = 2, y = (λ− z)−α2 X̂s(z) and z − λ instead of z.
6.2. The extension of Theorem 1.7. Setting σ ∈ Fα we adapt the proof of
Theorem 1.7 to the current setting. Indeed, using the same approximating sequence
σp ∈ C⋆ of σ ∈ Fα as in the proof of Theorem 1.7, we have shown already that
(1.18) holds for each of the piecewise constant functions X̂σp. (z) : (0, 1] → K̂α,
p ∈ N, where
X̂σpx (z) = X̂s(z) for x ∈ (bps−1, bps] and s = 1, . . . , q(σp) ,
and X̂s(z) ∈ K̂α are the unique collections of (analytic) functions of z ∈ C+ we
have constructed in Section 6.1.
Similarly to the proof of Theorem 1.7, we get the existence of a bounded measur-
able solution X̂σ. (z) : (0, 1] 7→ K̂α of (1.18) whenever ℑ(z) ≥ R = R(σ) by showing
that for such z the fixed points (X̂σp. (z), p ∈ N) of the mappings
Fz(σ, X̂) := Cα
∫ 1
0
|σ(·, v)|α
∫
(λ− z)−α2 gα
(
(λ− z)−α2 X̂v
)
dµD(λ) dv ,
at σ = σp form a Cauchy sequence in L
∞((0, 1]). To this end, recall that ‖gα‖Kα is
finite (by Lemma 3.6), so fixing ǫ ∈ (0, 1) and bounding the L∞-norm of Fz(σ, X̂)
for X̂ ∈ K̂α we deduce that ‖X̂σp. ‖∞ ≤ rσ of (4.2) for all p ∈ N, whenever ℑ(z) ≥ ǫ.
It is easy to verify that for such z our mapping Fz(·, ·) satisfies the inequality (4.3)
except for replacing there |z|−α by (ℑ(z))−α/2. Consequently, with X̂σp. fixed points
of this mapping, our uniform bound on ‖X̂σp. ‖∞ implies that
‖X̂σq. − X̂σp. ‖∞ ≤ (ℑ(z))−α/2‖gα‖rσ
[
‖ |σq|α − |σp|α‖+ 2kσ‖X̂σq. − X̂σp. ‖∞
]
,
for any p, q ∈ N and ℑ(z) ≥ ǫ. Thus, setting R ≥ ǫ such that R−α/2‖gα‖rσkσ ≤ 1/3,
we conclude in view of (1.12) that (X̂σp. , p ∈ N) is a Cauchy sequence in L∞(0, 1];C)
whenever z is in C+R := {z : ℑ(z) > R}. As in the proof of Theorem 1.7, the L∞-
norm of its limit X̂σ. is at most rσ so by (1.12) and the modified inequality (4.3)
X̂σ. (z) must be a fixed point of Fz(σ, ·). Further, equipped with the latter inequality,
the uniqueness (almost everywhere) of such a solution to (1.18) is obtained by a
re-run of the relevant argument from the proof of Theorem 1.7. We have seen that
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the holomorphic mappings X̂σp from C+ to the closed subset F := L∞((0, 1]; K̂α)
of L∞((0, 1];C) are locally uniformly bounded. Hence, their L∞-convergence to
X̂σ extends by Vitali’s convergence theorem from the non-empty open subset C+R
to all of C+, with X̂σ : C+ 7→ F an analytic mapping which is uniquely determined
by the uniqueness of the solution in F of (1.18) for each z ∈ C+R (and the identity
theorem).
Next, with the same proof as in Proposition 2.2 we have from the L2⋆-convergence
of σp to σ that G
D
α,σp(z) → GDα,σ(z) as p → ∞, for each z ∈ C+. If z ∈ C+R then
also ‖X̂σp. − X̂σ. ‖∞ → 0. As the identity (1.17) holds for σ = σp ∈ C⋆, p ∈ N (being
then merely the formula (6.4)), taking p→∞ we deduce by dominated convergence
that (1.17) holds for σ ∈ Fα and z ∈ C+R. For all x ∈ (0, 1], λ ∈ R and z ∈ C+
the argument (λ − z)−α/2X̂σx (z) of the entire function hα is in the set Kα where
hα and its derivatives are uniformly bounded. Further, for such λ the mapping
z 7→ (λ − z)−α/2X̂σ(z) from C+ to L∞((0, 1];C) is analytic, out of which one can
verify that the right side of (1.17) is analytic on C+. With GDα,σ also analytic on
C+ the validity of (1.17) extends from C+R to C
+ (by the identity theorem).
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