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Título. 
Resumo 
Esta tese aborda o problema de rastrear objetos a partir das imagens de várias câmeras de vídeo 
estacionárias. Cada câmera cobre um pedaço da área onde os eventos ocorrem, e a união das 
imagens de todas as câmeras oobrem toda a área. A tese apresenta um sistema que divide o 
rastreamento em dois módulos. O primeiro módulo opera em intervalos regulares sobre qua-
dros que correspondem a um mesmo instante de tempo, e tem a função de detectar os objetos 
presentes em toda a área a ser rastreada naquele instante de tempo, No segundo módulo, o 
rastreamento é aplicado a todos os quadros de todas as câmeras, porém sobre imagens menores, 
recortadas dos quadros originais. Estas imagens menores contém os objetos a serem rastreados. 
Esta abordagem apresenta a vantagem de diminuir a quantidade de dados a serem analisados, e 
de permitir que o sistema seja implantado em um ambiente distribuído de computadores. Por 
outro lado, apresenta novos desafios para proceder o rastreamento, urna vez que a abordagem 
convencional é aplicar os algoritmos de rastreamento sobre todos os quadros completos. Por 
esta razão, a tese apresenta novos mecanismos para o rastreamento. Na detecção de objetos 
são utilizadas duas abordagens. A primeira é baseada na cor do objeto a ser rastreado e é uma 
adapatação que permite utilizar o algoritmo de retroprojeção de histogramas para trabalhar com 
imagens de câmeras de vídeo. A segunda abordagem utiliza um quadro de referência base-
ado no gradiente, que apresenta a vantagem de não requerer atualização freqüente. Além dos 
mecanismo de detecção, também são apresentados mecanismos para remoção de sombras, se-
paração de objetos em oclusão, fusão de objetos que estão visíveis em mais de uma câmera e 
rastreamento ao longo do tempo. 
vn 
Abstract 
This thesis deals with the problem of tracking objects from multiple static cameras. Each ca-
mera covcrs a specifíc area whcre the events take p!ace. and the uníon of the ímages of the 
carneras cover the whole trackíng arca. The thesís prcsents a system that divides the tracking 
in two modules. The first module detects all the objets present in the tracking area from time 
to time. and to do so, it uses one frame taken frorn each carnera at the same instant in time. 
The second module applíes the tracking procederes to all frames, but work with smaller images 
taken from each frarne. Tbese smaller images are cemered on the tracked objects. This appro-
ach has two main advantages, it reduces the arnount of data to be analised, is well suited to 
be implemented in a distribuded environment. lt also presents some new challenges, since the 
conventional approacb is to apply the tracking procedures to the full frames. For this reason, 
some new techniques to track objects are introduced. To detect the objects in small frames, two 
algorithms are described. The first is based on the color of the tracked object and enhances the 
hístograrn backprojection algorithm to be used in vídeo sequences. The second algorithm uses 
a gradient reference frame, where there is no need for frequent updates. In addition, algorithms 
to remove shadows, to deal with occlusion, to fuse objects that are vísible in more than one 
camera and to track along time are also presented. 
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Capítulo 1 
Introducão 
" 
Sistemas automatizados de rastreamento de objetos usando câmeras de vídeo destinam-se à 
observação, normalmente em tempo real, das ações e interações entre pessoas e veículos. O de-
senvolvimento de tais sistemas envolve técnicas de rastreamento, classificação, análise e com-
preensão de movimento, e exige conhecimentos de visão computacional, reconhecimento de 
padrões e inteligência artificial 
Os sistemas automatizados de rastreamento têm utilidade !anto na área comercial quanto 
na área militar. Câmeras de vídeo são mais baratas do que manter pessoas alocadas para este 
tipo de tarefa. Além disso, seres humanos não conseguem manter a atenção durante grandes 
períodos de tempo, problema que não ocorre em sistemas automatizados. 
Dentre as aplicações de tais sistemas destacam-se aqueles destinados à vigilância, como 
por exemplo detectar assaltos ou presença de pessoas não autorizadas, porém também estão 
sendo propostos sistemas para a medição de fluxo de tráfego, para a detecção de acidentes em 
estradas, para a análise demográfica de consumo em centros de compras, para o monitoramento 
do congestionamento de pedestres em áreas públicas, para o registro de execução de tarefas 
rotineiras de manutenção, entre outros [I]. 
Os sistemas de rastreamento podem basear-se nas informações coletadas a partir de uma ou 
várias câmeras, caso em que é necessário agregar as informações de cada câmera para que se 
tenha uma visão global da área rastreada. 
Porém, devido à grande quantidade de informação a ser processada, são estabelecidas restri-
ções para diminuir a demanda computacional tais como: utilizar imagens de dimensões reduzi-
das, diminuir a taxa de transferência das câmeras, utilizar imagens em níveis de cinza e utilizar 
hardware dedicado. 
O presente trabalho propõe uma metodologia distribuída para rastreamento que usa várias 
câmeras e um ambiente distribuído de computadores para obter desempenho em tempo real que 
não exige o uso das restrições acima para diminuir a demanda computacional. 
Os alvos do rastreamento são as pessoas que se movem em uma partida de futebol: jogadores 
I 
l.L Beowulf 
topl i!iõêíõi. l.J2íLj 
Chave B 
Óptica 
lOOMbitslseg 
Chave A 
nodo 
!58 ~ . 159 ' 
1.1: Topologia do Beowulf usado neste trabalho. 
2 
e árbitro. São usadas várias câmeras estacionárias de forma a permitir que qualquer região do 
campo seja visível em pelo menos uma câmera. 
O ambiente distribuído utilizado neste trabalho é descrito na Seção 1.1 e o posicionamento 
das cárneras é descrito na Seção 1.2. Por fim. a Seção !.3 descreve os objetivos deste trabalho, 
assim como a forma com que este texto está organizado. 
1.1 Beowulf 
Beowulf é o nome dado a um conjunto de computadores ligados em rede de alta velocidade que 
se destina a processamento distribuído. O Beowulf do Instituto de Computação da Unicamp, 
utilizado neste trabalho, é composto por 66 processadores Pentium li de 450MHz, 256Mbytes 
de memória RAcVI e cache de 512 bytes. Os computadores operam com sistema operacional 
Linux e estão agrupados em dois módulos de 33 processadores ligados por chave ponto a ponto 
de alto desempenho. Os dois módulos estão conectados por uma fibra óptica de !OOMbitslseg 
como apresentado na Figura L L 
1.2 Posicionamento das Câmeras 
As câmeras utilizadas no projeto são capazes de gerar até 30 imagens de 720 x 480 pixels em 
um segundo. Como as câmeras são estacionárias, seu posicionamento deve ser cuidadosamente 
decidido de acordo com algumas restrições: 
13. Objetivos 3 
• a união das regiões visíveis por todas as câmeras deve cobrir todo o campo para que os 
eventos que ocorrem naquela área possam ser acompanhados. 
® cada região do campo deve ser coberta pelo maior número possível de câmeras parare-
solver situações onde jogadores ficam próximos, possivelmente escondidos por outros. 
Quando isto ocorre, outra câmera pode dar uma visão mais precisa. 
• as câmeras não devem ficar afastadas demais do campo para que os jogadores possam ser 
representados com o maior número possível de pixels. 
Neste trabalho foram utilizadas imagens de duas partidas de futebol do campeonato brasi-
leiro. As Figuras 1.2, 1.3 e 1.4 mostram imagens das câmeras da primeira partida e as Figu-
ras 1.5, 1.6 e 1.7 mostram as imagens das câmeras da segunda partida. Cada figura é dividida 
em duas partes. A parte inferior apresenta a região do campo que cada câmera cobre. A parte 
superior apresenta as imagens das câmeras correspondentes. 
A primeira partida ocorreu à e todas as câmeras foram posicionadas em um mesmo 
lado do campo, sendo que duas câmeras ampliam as grandes áreas de cada gol. A idéia é 
fornecer imagens de melhor qualidade para tratar aglomerações, situação comum em partidas 
de futebol. 
A segunda partida ocorreu durante o dia, e inclui uma câmera no lado oposto às demais, 
uma vez que com todas as câmeras posicionadas em um mesmo lado, os objetos que se mo-
vem próximos à linha lateral oposta ficam muito pequenos, o que por vezes impossibilita o 
ratreamemento. 
Um mesmo objeto pode ser visto por várias câmeras como mostrado na Figura 1.8. Esta 
figura foi obtida destacando uma região do campo visível pelas três primeiras câmeras da pri-
meira partida. 
1.3 Objetivos 
Este trabalho descreve um sistema que utiliza várias câmeras para rastrear objetos (jogadores 
e árbitro) em uma área delintitada (um campo de futebol). O objetivo básico do sistema é 
detenuinar a localização de cada um destes objetos em cada quadro ao longo de toda a partida. 
A partir disto, é possível extrair outras informações como por exemplo a quantidade de tempo 
que cada jogador esteve parado, trotando ou correndo em alta velocidade ao longo da partida, 
o que pode auxiliar na elaboração de programas físicos específicos para que cada atleta tenha 
melhor preparo para executar as suas funções. 
Este sistema é dividido em módulos que se comunicam entre si, e que podem ser executados 
em computadores diferentes. Para fazer frente à demanda computacional necessária para o ras-
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treamento, os módulos são executados no ambiente distribuído Beowulf, obtendo desempenho 
em tempo reaL 
Trata-se do primeiro sistema de rastreamento que, ao invés de adotar restrições para diminuir 
a demanda computacional, utiliza um ambiente dist.ribuído para fazer frente a esta demanda. 
Isto permite que o sistema opere com imagens coloridas, máxima resolução e altas taxas de 
transferências de imagens. 
Este sistema é a principal deste uma vez que trata-se do primr,iro 
esforço conhecido para tal. Porém, para que ele funcionasse de fonna adequada, outras contri-
buições foram acrescentadas: um novo mecanismo para minimizar o efeito das sombras e 
(2) um novo mecanismo de rastreamento baseado nas cores dos objetos a ser rastreado. 
O restante do texto está organizado da seguinte forma: o capítulo 2 apresenta uma revisão 
bibliográfica das técnicas de rastreamento de objetos utilizando uma ou mais câmeras de vídeo 
e o capítulo 3 resume os principais projetos de rastreamento conhecidos na literatura. O capí-
tulo 4 descreve o sistema desenvolvido, que é detalhado nos capítulos seguintes: o capítulo 5 
descreve o módulo de 1crwra, os capítulos 6 e 7 detalham os dois módulos de rastreamento do 
sistema, enquanto que o capítulo 8 apresenta o módulo de gerenciamento e descreve os resulta-
dos obtidos com o sistema. Por fim, o capítulo 9 contém a conclusão do trabalho e as direções 
futuras do projeto. 
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Figura 12: Cobertura das câmeras na primeira partida: câmeras l e 2. 
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Figura 1.3: Cobertura das câmeras na primeira partida: câmeras 3 e 4. 
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Figura 1.4: Cobertura das câmeras na primeira partida: câmeras 4 e 5. 
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Figura 1.5: Cobertura das câmeras na segunda partida: câmeras l e 2. 
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Figura 1.6: Cobertura das câmeras na segunda partida: câmeras 3 e 4. 
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Figura 1.7: Cobertura das câmeras na segunda partida: câmeras 5 (câmera invertida). 
lO 
Figura 1.8: Mosaico das imagens dos juiz nas três primeiras câmeras da primeira partida (figu-
ras 1.2 e l.3) 
Capítulo 2 
Revisão Bibliográfica 
Esta seção apresenta os métodos mais freqüentemente usados em sistemas de rastreamento de 
objetos em tempo reat assim como revisa alguns conceitos que serão utilizados ao longo do 
texto. 
O processo de rastreamento pode ser dividido em quatro fases [2, 3]: iniciação, rastrea-
mento, estimativa de pose e reconhecimento. As duas últimas fases têm como objetivo prin-
cipal identificar a pose das pessoas (de pé, sentada, localização dos braços, pernas, cabeça, 
etc.) e reconhecer ações executadas pela pessoa (levantar, sentar, correr, etc.). Como ambas 
são irrelevantes neste trabalho, foram condensadas em uma única fase, que chamamos aferição. 
Como resultado, as fases do rastreamento de objetos que tratamos nesta seção restringem-se à 
iniciação, rastreamento e aferição. 
O restante desta seção está organizado da seguinte forrna: a seção 2.1 revisa os alguns 
conceitos e apresenta a nomenclatura utilizada ao longo do texto. As seções 2.2, 23 e 2.4 
detalham as fases de iniciação, rastreamento e aferição, a Seção 2.6 apresenta mecanismos para 
integrar os resultados obtidos em cada fase e a Seção 2.7 apresenta os desafios encontrados em 
sistemas de rastreamento que usam mais de um processador. 
2.1 Conceitos 
O texto utiliza vários conceitos conhecidos na literatura. Dependendo do autor, estes conceitos 
são conhecidos com nomes diferentes, e para evitar ambigüidades, esta seção revisa tantos os 
conceitos quanto o terrno que é utilizado para referenciá-lo ao longo do texto. 
A seção 2.L l apresenta a nomenclatura que será adotada ao longo do texto, em especial os 
termos quadro, pixel, abertura, oclusão. A seção 2.!.2 contém um breve resumo sobre cores e 
a seção 2.L3 resume algumas operações de morfologia matemática. Finalmente a seção 2.1.4 
descreve os filtros estatísticos de ordem, uma classe de filtros freqüentemente utilizada para 
suavizar imagens. 
ll 
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Figura L l: O problema da abertura. O lado esquerdo descreve uma situação onde é possível 
indicar para onde o objeto se move, enquanto que o lado direito apresenta várias pnssibilidades. 
2.1.1 Nomenclatura 
O rastreamento se dá a de imagens captadas por câmeras de vídeo. Cada imag<~m da 
seqüência de vídeo é denorcinada de quadro. Cada quadro tem altura e largura fixas, e para 
referenciar um pixel usamos duas notações: I(x, y, t) ou I~, onde x e y indicam a coordenada 
do pixel e t indica uma instância de tempo. Ao longo deste texto, o termo dimensão de uma 
imagem está associado com a largura e a algura de uma imagem. 
O processo de rastreamento de objetos visa determinar a direção e a intensidade de movi-
mento de cada objeto na cena filmada. Porém, há dois problemas que são encontrados com 
freqüência: o problema da abertura e o da oclusão. 
A Figura L l descreve o problema da abertura. A linha continua mostra as bordas de um 
objeto no quadro I, enquanto que a linha pontilhada mostra as mesmas bordas no quadro h+ 
Observando o lado esquerdo, vemos que o objeto está se movendo para cima. Porém, não 
pndemos dizer a direção do movimento no lado direito da mesma Figura. Se considerarmos um 
pixel qualquer do objeto no quadro I,, podemos achar vários pixels correspondentes no quadro 
he~ como indicado pelas setas. 
O problema da oclusão ocorre quando dois ou mais objetos se sobrepõem de forma a não 
ser possível visualizar a totalidade do objeto rastreado. 
Ambos os problemas são objeto de pesquisa e, apesar de não ser possível resolvê-los plena-
mente, foram desenvolvidas várias técnicas para rcinimizar os efeitos da abertura e da oclusão 
como será visto adiante. 
2.1.2 Cores 
De uma maneira geral, as cores são utilizadas em processamento de imagens para simplificar 
identificação e extração de objetos em uma cena, uma vez que permitem uma melhor caracteri-
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zação dos objetos de interesse em uma imagem. 
Esta seção faz um breve apanhado sobre o uso de cores com o intuito de esclarecer termos 
que serão utilizados ao longo do texto baseado em Aspectos como as propriedades físicas da 
luz e da cor, e descrição dos mecanismo utilizados por equipamentos eletrônicos para captação 
de cores, entre outros, estão fora do escopo da presente seção. 
Luz 
A caracterização da luz é essencial para compreender as cores. A luz composta por dois com-
ponentes: a luz acromática e a luz cromática: 
luz acromiitica: tem um único atributo, a intensidade, e é o que pode ser visto em televisões 
preto e branco. O termo níveis de cinza t refere-se à medida escalar de intensidade que 
varia do preto ao branco passando por diversos níveis diferentes de cinza. 
luz cromática: é a parte da luz que contém cor, e é definida por três quantidades: radiâneia 
(total de energia que flui da fonte de luz), luminância total de energia que o observador 
peroebe) e brilho (noção acromática de intensidade). 
Cores 
Devido à estrutura do olho humano, todas as cores são vistas como uma combinação variável 
das assim chamadas cores primárias: Vermelho, Verde e Azul abreviado do inglês como RGB. 
Este é o modelo mais utilizado para representar cores em monitores de vídeo e em cãmeras. 
Além deste, existem outros modelos de cores que são freqüentemente utilizados, e que 
destacam outros aspectos da cor, como por exemplo: 
YIQ : usado para disseutinar imagens de televisão. O componente Y corresponde à luminãucia 
enquanto que os outros dois são componentes cromáticos. A banda Y é também utilizada 
para representar imagens em níveis de cinza, e pode ser obtida a partir de imagens RGB 
através da fórmula Y = 0.299R + 0.587G + O.ll4B. 
HSV : normalmente utilizado por artistas. O componente H (hue) e a cor percebida pelo obser-
vador, S (saturation) pureza da cor e V (value) brilho. Este modelo também é conhecido 
comoHSB. 
RGB normalizado : cada componente indica o total de vermelho, verde e azul presente em 
uma cor, como indicado nas equações 2.1, 2.2 e 2.3. 
1gray level 
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(2.1) 
(2.3) 
Os dois últimos modelos para represen1ar cores separam o componente de brilho do com-
ponente da cor (também chamado de componente de crcJm<l) 
detectar sombras, que tem brilho, mas pouca cor [5]. 
2.1.3 Morfologia Matemática 
Esta característica é útil para 
As operações definidas pela morfologia matemática fornecem ferramentas poderosas para de-
terminados pr<Jbl<3Inas de processamento de imagens, e esta seção descreve algumas operações 
referenciadas ao longo do texto. Para mais detalhadas, veja 
Sejam f(x, y) e b(x, y) duas imagens, onde f(x, y) é a imagem de entrada e b(x, y) é o 
elemento estrnturante. D1 e D6 são os domfnios de f e b respectivamente. 
dilatação : a operação de dilatação, é indicada pelo símbolo e e definida na equação 2.4. 
Quando aplicada a imagens binárias, expande os limites de f de acordo com o formato 
indicado pelo elemento estrnturante ó. 
(f eb)(s, t) = max{f(s-x, t-y) +b(x, y) I (s -x), (t-y) E Ddx, y) E D,} (2.4) 
erosão : a operação de erosão é indicada pelo símbolo e e definida na equação 2.5. Quando 
aplicada a imagens binárias, contrai os limftes de de f de acordo com o formato indicado 
pelo elemento estrnturante b. 
(feb)(s, t) = min{f(s+x, t+y) -ó(x, y) I (s+x), (t+y) E D1 ; (x,y) E D;} (2.5) 
dilatação condicional : a operação de dilatação condicional é descrita na equação 2.6, e é 
equivalente ao que é conhecido como dilatação geodésica. 
x= (feb)ny (2.6) 
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Nesta operação, y é uma máscara que indica até o limite da operação de dilatação e x 
é a imagem resultante. Esta operação pode ser aplicada seguidas vezes, como descrito 
na 2.7, eventualmente chegará à estabilidade [6], ou seja, Xn = Xn~l· 
Este tipo de operação de reoonstrução é mais conhecida como reconstrução geodésica, e 
utilizada para reconstrução de regiões a partir de marcadores. 
(2.7) 
2.1.4 
Os filtros estatísticos de ordern2 são uma classe de filtros espaciais não lineares normalmente 
aplicados para suavizar imagens, e oorn isso reduzir eventuais imperfeições. Dado um pixel a 
ser suavizado, urna máscara indica quais os pixels de sua vizinhança que serão ulilizados corno 
parâmetros para a suavização, e máscaras de dimensões 3 x 3 ou 5 x 5 são freqüentes. 
Para aplicar estes ordena-se os pixels da do a ser 
suavizado, digamos p, e então escolhe-se um deles para substituir p na imagem suavizada. O 
exemplo mais oonhecído é o filtro da mediana que escolhe o elemento do meio, porém outros 
elementos também podem ser escolhidos, como o menor ou o maior, quando o efeito é o mesmo 
de urna erosão ou dilatação morfológica respectivamente [7]. 
Esta tese aplica esta classe de filtros sobre imagens binárias para remover ruídos, quando 
basta fazer uma contagem para determinar a posição dos pixels apds a ordenação. Ela se as-
semelha a uma operação morfológica onde não importa a forma do elemento estruturante, mas 
sim a quantidade de pixe!s acesos que ele indica 
2.2 Iniciação 
A fase de iniciação engloba as ações necessárias para assegurar que o sistema comece sua 
operação com urna interpretação correta da cena corrente. Dentre as ações executadas nesta 
fase, destacamos a calibragern de câmeras e iniciação dos modelos. 
A calibragem de câmeras, também chamada de registro, está relacionada com a iniciação 
dos parâmetros que pennitern a transformação do sistema de coordenadas da câmera para o 
sistema de coordenadas da cena real e vice-versa. 
A calibragem de câmeras utilizada neste projeto usa urna matriz de transformação calculada 
a partir de quatro pontos de referência no sistema de coordenadas da câmera e as respectivas 
coordenadas reais oorno descrito em [8]. Alguns sistemas incluem informações mais comple-
xas corno o ângulo de iucidência da câmera com o chão, especialmente quando o interesse é 
2order statistics filters 
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a reconstrução da cena, porém este mapeamento de coordenadas satisfaz às necessidades do 
sistema. 
A iníci<tção dos modelos determina quantos e quais são os objetos que se espera estarem 
presentes no campo de visão da câmera, assim como modelos para determinar sua presença nas 
fases seguintes, como por exemplo, forma e cor predominante. 
2.3 Rastreamento 
O processo de rastreamento pode ser abordado de várias formas diferentes. O rastreamento pode 
tanto ser um objetivo final quanto um meio para, por exemplo, definir a pose de uma pessoa (de 
pé, sentada, etc.) [9], descobrir o objeto que a pessoa está indicando com o dedo [lO], entre 
outros. 
Aqui usamos o termo rastreamento para definir o mecanismo que estabelece relações coe-
rentes entre objetos na seqüência de quadros. A maneira de estabelecer tais relações varia de 
acordo com o a ser rastreado, assim como com o ambiente em que a cena ocorre. 
Independente do objetivo, alguns passos comuns na fase de rastreamento podem ser obser-
vados [3]: 
l. identificar os objetos de interesse na imagem; 
2. sintetizar as informações pertinentes aos objetos detectados em outro formato, como por 
exemplo a cor média, o número de pixels, a localização espacial, a velocidade, entre 
outros. O objetivo é reduzir a quantidade de infonnação para armazenar o objeto ou 
adequar a representação a determinados algoritmos; 
3. definir como será o mecanismo de rastreamento entre quadros. 
Os três passos acima são detalhados nas seções 2.3.1, 2.3.2 e 2.5. 
2.3.1 Identificação dos Objetos 
Este passo segmenta a imagem em regiões de interesse. O resultado é geralmente uma imagem 
binária (uma máscara) que separa os objetos de interesse dos demais. 
Existem duas abordagens para gerar esta máscara, a que se baseia em informações temporais 
e a que se baseia em informações espaciais. 
Informa~'Ões Temponús 
As técnicas baseadas em informações temporais usam a variação da cor ou brilho de cada pixel 
da imagem ao longo do tempo. Normalmente são utilizadas em aplicações onde a câmera e o 
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fundo são estáticos, enquanto os objetos de interesse se movimentam. A idéia é que as variações 
entre quadros são decorrentes do movimento dos objetos. 
Dois dos mecanismos mais comuns para detectar estas variações são a subtração de quadros 
e o fluxo óptico. 
Subtração de OutadJros O método básico de subtração de quadros é subtrair o quadro corrente 
do anterior a este método não apresenta um bom resultado qwmd!o 
os objetos se movimentam muito pouco. Por esta algumas foram propostas 
corno, por exemplo, usar três quadros ao invés de dois [I 1, 12] ou subtrair os gradientes de dois 
quadros consecutivos [13]. 
Urna abordagem popular subtrai o quadro corrente de um quadro de referência, que pode 
tanto ser estaticamente criado na fase de iniciação quanto ser dinamicamente obtido ao longo 
do tempo. 
Armazenar o quadro de referência na fase de iniciação é o método adequado qu;mdlo 
não existe variação de o que normalmente ocorre em ambientes fechados. 
Atualizar o quadro de referência de forma adaptativa corresponde a calcular o valor médio 
de cada pixe1nos últimos quadros com um fator de adaptação a (O < a < 1) como indicado na 
equação (2.8) [15]. 
Também é freqüente o uso de um quadro de referência estatístico. Assumindo que a variação 
de cada pixel é Gaussiana, é possível definir se um pixel é parte de um objeto ou do fundo a 
partir da média e do desvio padrão armazenados no quadro de referência estatístico [5, 16--20]. 
Para diminuir a demanda computacional deste método, cada pixel é normalmente atualizado 
adaptativamente como apresentado nas equações (2.8) e (2.9), onde I' e a correspondem à 
média e desvio padrão e a corresponde ao fator de adapatação. 
l't+l = CIJ.I.t + (1- a)J,~l 
o"L1 a(iJ~ + (J.I.t+l- J.I.t)2) + (1- a)(It+l l't~d 
(2.8) 
(2.9) 
Uma alternativa para o quadro de referência estatístico é usar os valores máximos, mlnimos 
e médios de cada pixel [2!]. 
O método adaptativo é o mais usado para câmeras estacionárias pois além de ser rápido, 
adapta-se às mudanças de claridade comuns em tornadas ao ar livre. É importante destacar que 
somente os pixels detectados corno fundo são atualizados. Quando o pixel é associado a algum 
objeto, os pixels correspondentes no quadro de referência não são atualizados. 
Fluxo Óptico Determinar o fluxo é um dos mecanismos para o qual encontramos a maior 
quantidade de artigos na literatura. A idéia principal é determinar a velocidade e a direção de 
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cada pixel, agrupando aqueles que têm fluxo semelhante. Numa câmera estacionária, os pixels 
que não indicam movimento correspondem ao fundo estático. 
Apesar da grande deste tópico em aplicações que envolvem análise de movi-
mento, o cálculo do fluxo óptico envolve uma grande demanda computacional, motivo pelo qual 
existem pouoos trabalhos relevantes para aplicações em tempo real. 
As informações espaciais são aquelas que podem ser extraídas de um histórico dos objetos de 
interesse em quadros anteriores. Incluem-se aqui cor, fonna e textura, entre outros. 
Quando o objeto de interesse apresenta um alto contraste com o fundo, uma segmentação 
baseada em cor é normalmente satisfatória. Um exemplo desta abordagem é [22], onde as 
pessoas a serem rastreadas usam roupas claras em um fundo escuro. 
Uma abordagem semelhante é apresentada em [23], onde o objetivo é rastrear jogadores 
de futebol usando como entrada as imagens geradas pela TV comercial. Os jogadores são 
identificados a partir do de cores. Assumindo que a cor é o 
qualquer pixel próximo do verde do histograma é considerado fundo e os demais 
correspondem a jogadores. 
Outro mecanismo é fazer um mapeamento da imagem RGB em outra, onde os componentes 
que definem a cor sejam destacados (veja seção 2.1.2) 
Swain e Ballard [24) propuseram um método para indexar cores usando histogramas, cha-
mado histogram backprojection. A idéia é destacar as cores do objeto que mais contrastam com 
o resto da imagem. 
Os métodos baseados em textura e fonna são utilizados quando o fonnato e textura do objeto 
são homogêneos. Eles não se adaptam bem a objetos que se deformam ao longo do tempo, foco 
principal deste trabalho, e por esta razão não foram incluídos aqui. 
A Tabela 2.1 relaciona as técnicas aqui apresentadas com os projetos de rastreamento des-
critos no capítulo 3. 
Há uma tendência a agregar técnicas para captar características próprias de detenninados 
ambientes. Como exemplo, Wilcox [25] usa gradiente e fluxo óptico para separar os objetos em 
movimento constante dos que têm movimento sem deslocamento, como por exemplo, folhas de 
árvore. 
Esta idéia é também aplicada em [26] onde vários mecanismos diferentes são integrados 
para encontrar padrões no contexto de busca de informações de bancos de dados, em [27) para 
o rastreamento de pessoas, entre outros. 
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I Identificação de Objetos 
i Técnica Seçao 
l Subtração de Quadros 3.1 
1 Quadro de Referência 3.7, 3.9, 3.10 
Quadro Estatístico 3.2, 33, 3.5, 3.6, 3.!3 
Fluxo Optico 1 3.7, 3.8 
, Cores 3A, 35, 3.9, 3.11 
Gradiente 3.5 i 
Arestas 3,9 I 
Tabela 2.1: Técnicas de identificação e os projetos que os usam. 
2.3.2 Representação dos Objetos 
A representação de é os objetos de interesse estão separados do 
fundo. Para tal, normalmente utiliza-se uma imagem binária onde as partes claras indicam as 
regiões de maior probabilidade de encontrarmos os objetos de interesse e as partes escuras indi-
cam o fundo. Podemos representar os objetos contidos na imagem binária em vários formatos, 
que normalmente podem ser convertidos entre si. Os formatos comuns são: pontos, lintites 
espaciais extremos (o retãngulo que contém o objeto), b/obs, silhuetas e bordas. 
O formato de pontos é o resultado mais freqüente do processo de segmentação. É uma 
imagem binária contendo pontos isolados (possivelmente causados por ruído, ou seja, erro de 
segmentação) e alguns agrupamentos de pontos que podem corresponder a objetos. Os ruídos 
podem ser eliminados, por exemplo, através de operações morfológicas de erosão. Para detectar 
os objetos é necessário primeiramente conectar os pontos próximos entre si, o que pode ser 
obtido com a dilatação morfológica [28], por exemplo. 
Um blob é um agrupamento de pixels que forma uma região conexa. Para detenninar quan-
tos e quais são os blobs é necessário identificar e rotular os componentes conexos da imagem 
binária. Muitas vezes é interessante armazenar informações como total de pixels, cor média 
ou outros mecanismos de aferição. Dependendo destas informações, alguns blobs podem ser 
eliminados, enquanto que blobs próximos podem ser agrupados. Quase todos os projetos en-
contrados na literatura usam esta representação em algum estágio. 
Podemos agrupar blobs para obter a silhueta do objeto rastreado. Porém, isso normalmente 
só é possível quando o objeto é representado por muitos pixels. 
Além das informações citadas acima, podemos detectar os lintites espaciais extremos (o 
retângulo no qual cada blob está incluído). A vantagem desta representação é a facilidade para 
executar algumas operações, como por exemplo agrupar regiões. É possível agrupar regiões 
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Tabela 2.2: Mecanismos de representação dos objetos e os pn)je:tos que os usam. 
quando os retângulos se interceptam [29] ou quando a sobreposição ocorre somente na projeção 
do eixo x [5]. 
As bordas dos objetos podem ser obtidas de várias formas, como por exemplo usando o 
gradien!e morfológico ou diretamente através da subtração de quadros. A das bordas, 
é determinar é o objeto rastreado carro de pessoa por exemplo) e, 
quando o objeto é uma pessoa, a posição em que ela se encontra [30]. 
Também é possível representar objetos através de suas bordas retas e os cantos, como o 
contorno de carros. Esta representação só é interessante para objetos de formato retilíneo como 
o ASSET-2 [31], sistema projetado para rastrear veículos em estradas. 
A Tabela 2.2 relaciona as técnicas aqui apresentadas com os projetos de rastreamento des-
critos no capítulo 3. 
2.4 Aferição 
A fase de segmentação trabalha com regras que definem a probabilidade de cada pixel pertencer 
a diferentes classes (por exemplo objetos e fundo estático). Porém é possível ocorrerem erros 
quando um pixel assume valores próximos ao limite entre as classes de objetos e entre estes 
e o fundo [32]. Por esta razão, é necessário conferir se cada candidato a objeto corresponde 
a um objeto ou a ruído, assim como determinar o grau de ruído em cada objeto. Além disso, 
também é necessário definir qual a estratégia a utilizar em caso de oclusão. Por esta razão, 
muitos projetos utilizam uma fase de aferição que compara os objetos encontrados em cada 
quadro com modelos dos objetos que se espera encontrar. 
Para fazer a comparação, é necessário ter um modelo com o qual comparar. Este modelo 
pode ser fornecido na fase de iniciação, pode ser criado ao longo do tempo, ou ambos. Esta 
comparação pode se dar através de blocos de pixels ou baseada em aspectos genéricos, como 
número de pixels e cor média. 
A comparação de blocos de píxels requer muito tempo computacional. A idéia é comparar 
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os modelos de cada objeto (templates) com várias regiões da imagem. Aquela que apresentar o 
maior grau de semelhança será associada ao objeto. Os principais mecanismos de comparação 
são erro mínimo (mínímum square error • MSE). diferença média absoluta 
(mínimum mean abso/ute difference • MAD) e maior semelhança por pixel (maximum matching 
pel count- MPC). 
Porém, a comparação de blocos é lenta. Para acelerá-la, utiliza-se dois mecanismos. O 
primeiro mecanismo é re:;tringir a área de busca a detenninadas como por ex!emplo 
um detenninado número de a do centróide da última posição do objeto, ou do 
centróide previsto para o objeto (Seção 2.5). O segundo mecanismo é simplificar as imagens 
transformando-as em binárias e concenrrando a análise nas arestas, silhuetas, contornos ou blobs 
obtidos, como descrito a seguir. 
Arestas e Contornos: O modelo é representado através de suas arestas ou contorno e pode 
ser comparado usando os mecanismos de comparação de blocos em regiões próximas ao 
Blobs e Silhuetas: Este é o mecanismo mais utilizado 29, 34, 35]. Podemos aferir blobs 
ou silhuetas usando comr>ar:açiio de blocos ou uma alternativa mais econômica baseada 
em infonnações genéricas como cor média, área, etc.. Para exemplificar este processo, 
suponha que a imagem tem O objetos e que foram detectados B blobs. Mostraremos a 
seguir um mecanismo que associa cada elemento de B a um único elemento de O. 
O primeiro passo é calcular a diferença entre as informações de cada B com a infonnação 
correspondente em cada elemento de O, o que resulta em um valor numérico que repre-
senta a semelhança entre cada par (O,, B; ). Considere agora que que cada elemento de 
B e cada elemento de O são nodos de um grafo (bipartido) e que as diferenças obtidas 
são os pesos das arestas entre cada par (O,, B; ). Uma maneira de fazer a associação é 
selecionar o conjunto de pares cujas arestas resultam na menor soma. Este problema é 
conhecido como assignment problem. e a solução ótima pode ser obtida em O(n3) [36]. 
2.5 Relação entre Quadros 
A relação entre quadros. ou relação temporal, indica qual o mecanismo que será utilizado para 
localizar objetos nos quadros seguintes. Apesar de alguns sistemas não apresentarem nenhum 
processamento nesta fase [5]. nonnalmente há algum mecanismo de predição. 
Um dos mecanismos mais simples é calcular velocidade e coordenadas a partir das informa-
ções de dois quadros [28, 35]. Porém, o mecanismo de predição mais utilizado é o preditor de 
Kalman. O vetor de estados do preditor é modelado com as fórmulas convencionais de acelera-
ção, velocidade e deslocamento da física básica [37]. Também é possível usar cor e quantidade 
de pixels esperados para cada objeto. 
2. 6. Integração das Fases 
Relação entre quadros 
I Mecanismo j Seção 
1 Nenhum 1 3.5, 3.9, 3.!0, 3.13 
i Quadros Anteriores i 3.1, 3.3, 3.4, 3.8, 3.12 
1 Preditor Estatístico I 3.!, 3.2, 3.6, 3.7, 3.11 
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Tabela 2.3: Mecanismos de relacionar infonnações entre quadros e os projetos que os usam. 
A fase de aferição e relação temporal são muito ligadas, por exemplo quando a aíerição é 
aplicada em locais previstos pela relação temporal, ou quando a predição fornece várias hipóte-
ses. Por esta razão, em alguns casos não há como separá-las [34]. 
A Tabela 2.3 relaciona as técnicas aqui apresentadas com os projetos de rastreamento do 
capítulo 3. 
Integração das Fases 
As fases de iniciação, rastreamento e aíerição não são isoladas. Os dados obtidos em um quadro 
podem ser usados nos quadros seguintes. Para tal, deve-se organizar as fases em uma forma 
hierárquica, onde os níveis inferiores fornecem subsídios para os níveis superiores resolverem 
as ambigüidades ainda não resolvidas [2]. 
Por exemplo, a fase de identificação do objeto pode levar em consideração os resultados 
da predição da localização do objeto. A fase de aíerição pode basear-se na semelhança de 
movimento e cor de blobs, proximidade espacial e agrupamentos feitos anteriormente, e assim 
por diante. 
Estas associações são normalmente feitas usando modelos estatísticos. Se considerarmos 
estas informações como estados, podemos prever quais são os estados dos objetos nos próximos 
quadros e usá-los em qualquer fase. 
2.7 Múltiplas Câmeras 
A literatura apresenta poucos sistemas de rastreamento que usam mais de um processador. Nes-
tes sistemas, o aumento no número de processadores está associado ao aumento no número de 
câmeras, uma vez que cada câmera está acoplada a um processador. 
Podemos dividir tais sistemas em duas classes: aqueles que usam as câmeras para aumentar 
a área coberta e aqueles voltados a tornar mais precisos os dados sobre os objetos de interesse. 
Há também os projetos de rastreamento que usam câmeras em estéreo para visão em robôs como 
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[lO, 27], onde as imagens das duas câmeras são usadas para fornecer noção de profundidade, e 
por isso fogem ao escopo da presente discussão. 
Aumentar a área de cobertura é típico de sistemas de vigilância, onde a maior parte da área 
vigiada é coberta por apenas uma câmera. Assim, apesar de usar várias câmeras, os objetos 
raramente são visíveis em mais de uma câmera. Nakazawa apresenta um sistema para 
vigilância de escritórios, onde as câmeras estão posicionadas em corredores e salas. Outros 
sistemas fazem a cobertura de áreas ao ar livre 38, 39]. 
Sistemas para aumentar a precisão do rastreamento usam várias câmeras em pequenas áreas 
como uma sala. Os objetos rastreados ocupam grande da imagem, e são visíveis por todas 
as câmeras, o que possibilita deternrinar a pose (de pé, sentados, etc.) [13, 40] ou identificar 
partes específicas do corpo (como o rosto) para reconhecimento [27] ou rastreamento de mãos 
e pés mesmo em oclusão em todas as câmeras [41]. Uma outra abordagem para o problema de 
oclusão é escolher a câmera onde a oclusão é menor [42, 43]. Stillman [44] propõe um sistema 
para identificar pessoas usando duas câmeras para rastreamento de movimento e duas câmeras 
capazes de focalizar automaticamente nos objetos de interesse. 
Um mesmo pode apresentar cores diferentes quando visto por câmeras diferentes. 
Isto pode levar o sistema a interpretar um único objeto como dois objetos diferentes em de-
terminadas situações. Vários aspectos devem ser analisados para contornar este problema, e 
Orwell [45] faz um levantamento das técnicas disponíves. 
Todos estes sistemas usam câmeras estacionárias e um mecanismo simples para distribuir 
as tarefas: os processadores onde estão ligadas as câmeras fazem o rastreamento local, gerando 
um conjunto de estados que descrevem cada objeto rastreado em cada câmera. Estes estados 
são enviados a um processador central que faz a fusão dos estados oriundos de cada objeto. 
Uma alternativa a esta abordagem é gerar uma única imagem a partir das imagens das várias 
câmeras e rastrear os objetos a partir de câmeras estáticas [46] ou câmeras não estáticas [23, 
47, 48] para câmeras não estáticas. Neste mosaico de imagens, cada pixel de cada câmera é 
mapeado para esta nova imagem, mas como este processo é muito lento, não será abordado 
neste trabalho. 
Capítulo 3 
Projetos de Referência 
Apresentamos neste capítulo alguns dos mais significativos projetos de rastreamento em tempo 
real encontrados na literatura. Para simplificar a exposição, as seções seguintes são referenci-
adas com o nome do projeto existe) seguido nome da onde o projeto 
está sendo ou foi desenvolvido. 
A última seção deste capítulo (seção 3.14) descreve a influência destes projetos nas soluções 
adotadas em nosso projeto. 
3.1 Closed-Worlds- MIT 
Intille e Bobick [29, 47, 49, 50] argumentam que o rastreamento de objetos pode ser simpli-
ficado quando se conhece o contexto onde ocorre o rastreamento. Este contexto pode ser, por 
exemplo, "uma região do campo próxima da marca de penalti do gol defendido pelo time X". 
Com essa idéia, eles propuseram o conceito de Closed-World, uma região no tempo e no espaço 
em que as características de todos os objetos são conhecidas. As regiões podem fundir-se e 
separar-se, mas mantêm a informação do contexto ao longo do tempo. 
Este conceito foi usado para fazer o rastreamento em dois ambientes: futebol americano e 
KidsRoom, uma sala de animação onde as crianças podem interagir com imagens projetadas 
nas paredes. No primeiro, eles usam a imagem gerada pelo sinal da TV comercial, enquanto 
que no segundo eles usam uma câmera de vídeo fixada no teto. 
3.1.1 Closed Worlds aplicado a Futebol Americano: Dados Técnicos 
O sistema não usa imagens coloridas, não é voltado a tempo real e não trata oclusão total. 
L Inidação: A posição dos jogadores e os closed-worlds são iniciados manualmente. São 
gerados templates de 21 x 31 pixels contendo os jogadores. Regiões específicas como os 
números que indicam as linhas do campo são armazenadas em templates especiais. 
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2. Rastreamento: 
(a) Id<mtiík:açi:io: diferença entre o quadro atual e o anterior seguido de uma su2tvi2:aciio 
na imag<:m resultante. 
Representação: blobs resul!antes de operações morfológicas. Em seguida, os con-
tornos dos blobs são expandidos até o limite pré-estabelecido para os templates ou 
até encontrar outros contornos. O resultado são os limites extremos de cada 
de interesse. Neste é determinado o centróide comparando o template com 
a região 11 x 11 pixels dis!ante do ceotro da posição atual de cada jogador. Os 
templates são atualizados a cada quadro. 
3. Aferição: Não há. 
4. Relação Temporal: É calculada a velocidade e posição de cada objeto, associando-os 
proximidade. Não é usado nenhum mecanismo de predição. 
3.1.2 Closed Wodds apl!ic2<do a KidsRoom: Dados Técnicos 
A clmera está posicionada sobre a sala. 
I. Inidação: O sistema inicia com a sala vazia. Os objetos que entram pela porta são 
considerados novos objetos e suas propriedades (cor, tamanho, posição, etc) são iniciados. 
2. Rastreamento: 
(a) Identificação: diferença entre o quadro atual e o anterior usando o modelo de cores 
YUV. 
(b) Representação: regiões conexas obtidas após três dilatações. Para determinar os 
blobs que serão usados nas demais fases, calcula-se os limites extremos de cada 
blob, agrupa-se os blobs próximos e por fim calcula-se os novos limites dos blobs 
obtidos. Este passo é repetido até que todos os blobs próximos sejam agrupados. A 
partir dos blobs obtidos é feita a associação com os objetos. 
Annazenam as seguintes informações: 
objeto: tamanho, cor, velocidade, posição atual e anterior. 
blobs: tamanho, cor e posição. 
associação local: indica a qual objeto está associado cada blob, e há quanto tempo 
esta relação se mantém. Um blob pode estar associado a mais de um objeto. 
associação global: contêm informações sobre todos os objetos rastreados. 
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3. Aferição: A associação entre os objetos obtidos e os objetos presentes no quadro anterior 
utiliza pesos para cada característica dos objetos. a saber: 
distância entre as cores (peso 0.4). 
(b) distância euclideana (peso 0.5) 
(c) distância euclideana para a posição prevista (peso 0.1). 
A última fase faz a associação. É usado um algoritmo guloso para resolver o assignment 
problem que não é ótimo. mas que tem complexidade O(n2). 
4. Relação Tempor&!: Usa sistema de predição, mas não é especificado. 
5. Desempenho: 
• tamaoho do quadro: 320 x 240 pixels 
o quadros processados: 7 quadros!seg para processar um adulto e 5 quadros/seg para 
processar quatro adultos. 
e Hardware: SG! Indi 180MHz com processador R5000 
3.1.3 Restrições 
Os seguintes problemas foram relatados: 
l. A representação dos objetos através de blobs apresenta problemas porque nem sempre é 
possível segmentar os objetos corretamente e também porque a informação apresentada 
por um blob contendo mais de um objeto não pode ser usada para análise e atualização 
das propriedades dos objetos; 
2. não há mecanismos para atualizar as propriedades dos objetos quando estes são obtidos a 
partir de vários blobs; 
3. o casamento entre blobs e objetos pode apresentar problemas, uma vez que o algoritmo 
utilizado não é ótimo; 
4. as propriedades dos objetos nem sempre são estáveis na prática. O algoritmo utilizado, 
que vai agregando blobs, pode fazer associações improváveis; 
5. o sistema é forçado a tomar decisões a cada novo quadro. Não existe a possibilidade de 
esperar um pouco para ver como os problemas encontrados podem ser resolvidos. 
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3.2 A Forest of Sensors - MIT 
O objetivo do projeto forest 34, 51] é monitorar atividades em um local durante 
grandes períodos de tempo, detectando padrões de movimento e interação dos Os 
resultados que o sistema deve apresentar são: 
L estatísticas sobre os padrões de atividade, como por exemplo volume normal de veículos 
ou de pedestres a cada momento do 
2. eventos anormais, corno volume im;speratdo de carros ou pessoas ou ações incomuns; 
3, interações incomuns entre objetos, como por exemplo quando uma pessoa estaciona o 
carro na frente de um prédio, sai do carro, mas não entra no prédio, 
São usadas várias câmeras para cobrir toda a área a ser vigiada, daí o nome forest of sensors, 
As câmeras devem ser sincronizadas e informadas das posições e eventos de outras cãmeras, A 
idéia é maximizar a área coberta, e não cobrir uma mesma área com muitas câmeraso 
Como o sistema usa várias câmeras, é necessário corrigir automaticamente suas posições 
ao longo do tempo, Lee apresenta algumas soluções encontradas pelo grupo para fazer 
calibragem das câmeras automaticamente, ou seja, descobrir a sua posição no espaço a partir da 
posição das demais câmeras, 
3.2.1 Dados Técnicos 
l, Iniciação: Registro inicial das câmeras, Formação do quadro de referência, 
2, Rastreamento: 
(a) Identificação: Usa um quadro de referência estatístico onde cada pixel é modelado 
como uma mistura de distribuições Gaussianas, Determina os pixels que fazem 
parte do fundo baseados na persistência e na variãncia de cada Gaussiana, A idéia 
é que os pixels que correspondem a objetos têm uma variãncia maior, Para maiores 
detalhes sobre este processo, veja [!6], 
(b) Representação: Extrai as componentes conexas (blobs) e retira de cada compo-
nente informações sobre sua a posição e tamanho, 
3, Aferição: A aferição é realizada em conjunto com a relação temporaL 
4, Relação Temporal: O rastreamento dos objetos é baseado em um algoritmo preditivo 
linear adaptado para analisar múltiplas hipóteses e que se baseia no posição e no tamanho 
de cada objeto, 
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O sistema usa um conjunto de !iltros de Kalman. Cada filtro é especializado em ras-
trear determinados objetos (carros, pessoas, etc). Assim, cada objeto é associado ao 
sub-conjunto de filtros que melhor explicam o seu comportamento. Todos os filtros são 
atualizados a cada novo quadro, e aqueles cuja confiabilidade (determinada pelo inverso 
da variância) for menor do que certo limite são retirados do modelo. 
Apesar de não detalhar este processo, os autores argumentam que conseguem criar novos 
modelos para objetos que não se enquadram nos modelos já existentes baseando-se uni-
camente nos dois quadros anteriores. Como isso pode ocasionar um aumento exponencial 
dos modelos, foi colocado um limite no número de modelos. Sempre que o número for 
superior a este limite~ os mais improváveis são retirados. 
5. Desempenho: 
o tamanho do quadro: 160 x 120 pixels 
• processados: de lO a 13 qmldr<Jsh:eg. 
• Hardware: SGI 02 com processador RlOOOO 
3.2.2 Restrições 
Os artigos acusam problemas com variação de luz, quando o quadro de referência estatístico 
demora de 1 O a 20 segundos para se adaptar. 
Não é feito tratamento de oclusão. Quando dois objetos são mapeados em um único blob, 
eles interrompem o rastreamento. 
3.3 VSAM - CMU 
O projeto de vigilância e monitoramento de Camegie Mellon [28, 38, 52] foi desenvolvido 
inicialmente somente para aplicações militares (cobertura da área de batalha) usando câmeras 
fixas no chão ou cãmeras fixadas em veículos aéreos [38]. 
Outra versão [28] é capaz de distinguir veículos de pessoas, e determinar a postura de uma 
pessoa a partir de seus contornos [52]. 
Englobamos os projetos em um único tópico pois os mecanismos utilizados são semelhan-
tes. Quando necessário, indicamos as variações apresentadas. 
3.3.1 Dados Técnicos 
1. Iniciação: Não é citado, mas deve iniciar pelo menos o quadro de referência. 
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2. Rastreamento: 
Id•m!lll<:açiiio: Há dois mecanismos, subtração de quadros direta e de refe-
rência estatístico onde cada pixel é modelado como uma distribuição Gaussiana de 
acordo com as fórmulas (3.1) e (3.2), onde a é o fator de adaptação. 
}L( X, y, t) 
o(x, y, t) 
= al(x, y, t) + (1 - a)11(x, y, t- l) 
ail(x, y, t)- 11(x, y, + (l- a)a(x, y, t) 
(3.1) 
(3.2) 
Se o valor do pixel estiver a mais de 2o de }1, será considerado objeto, e um novo par 
(11', a') será iniciado. Como o fator de adaptação (a) é baixo, os valores do quadro 
de referência são aiterados explicitamente se o pixel for considerado objeto durante 
um número determinado de quadros. Neste caso, (11', cr') substituirão (}1, cr). A 
idéia é não sensibilizar o sistema com movimentos esporádicos, como os causados 
por folhas de árvores. 
(b) Representação: Após duas dilatações e uma erosão morfológica, rotulam os blobs. 
Cada blob é armazenado com as seguintes informações: 
• trajetória, ou seja: posição (p(t)J e velocidade (v(t)) usando coordenadas do 
quadro; 
• parâmetros de calibragem de câmeras, o que permite obter as trajetórias norma-
lizadas p(t) e v(t) 
• os limites extremos; 
e tamanho (s) e centróide (c); 
• histograma de cores (h); 
• template adaptativo; 
3. Aferição: Apresentam dois mecanismos: associação com função de custo e comparação 
de blocos usando templates. 
A função de custo é dada pela equação (3.3), onde 1; indica o objeto e B; indica um blob. 
C(T B) = f(l'p'· -p' .I is·- s·i ir·- c·i ih·- h 1) ~' J t ]11 t J J '-"> J l t ]I (3.3) 
Já o mecanismo que compara os blobs com templates [28] é diferenciado. O template é 
adaptativo, ou seja, ele é obtido a partir de vários quadros anteriores. A blob que melhor 
se encaixar com o template do objeto será associado a ele. 
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4. Relação Temporàl: A predição é dada pela equação (3.4). 
fi,(t) ""fJ,(t- 1) + v,(t- l) x D.(t) (3.4) 
5. Deselnp•enho: Citamos aqui uma versão simplificada do sistema destinada a diferenciar 
carros de pessoas. A "versão militar" usa hardware dedicado e o desempenho não foi 
• tamanho do quadro: 320 x 240 pixe!s 
• quadros processados: 14 quadros/seg. 
o Hardware: Pentium 200 MHz, Windows 95 
É muito interessante o mecanismo de encontrar o "esqueleto" de pessoas baseado em sua 
silhueta descrito em [52]. 
3.3.2 Restrições 
Os artigos não citam nenhuma restrição. 
3.4 Click-it 
O objetivo do projeto Click-ít [35] é rastrear pessoas. Para tal, os autores utilizam recursos 
simples e baratos baseando-se principalmente em histogramas. 
3.4.1 Dados Técnicos 
L Iniciação: É fornecida informação sobre a cor do objeto a ser rastreado. Isso é feito 
"clicando" sobre o objeto de interesse na imagem (daí o nome do projeto). 
2. Rastreamento: 
(a) Identificação: A identificação se dá através do algoritmo de backprojection, que 
gera uma imagem em níveis de cinza que em seguida é binarizada 
(b) Representação: Encontra-se o centróide e os limites extremos de cada blob a partir 
das projeções das linhas e colunas da imagem, ou seja, contam quantos pixels re-
ferentes a objetos existem em cada linha e em cada coluna da imagem binária. O 
centróide de cada objeto corresponde ao pico das projeções, enquanto que os limites 
extremos são obtidos ao limiarizar as projeções pela média. 
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3. Aferição: O mapeamento entre blobs encontrados e objetos rastreados se dá a partir de 
uma relação entre a distância, da área ocupada e da velocidade. Seja d, a distância entre 
o centróide o í-ésimo blob para o sua e Ap a área do objeto. O prime:íro 
passo é obter uma lista dos blobs ordenada de acordo com o valor obtido na fórmula (3.5). 
(3.5) 
Para resolver ambigüidades, verifica-se a posição esperada do no quadro cor· 
rente baseando-se nos dois quadros anteriores. 
4. Relação Temporal: É usado o mecanismo citado acima, onde a velocidade é calculada a 
partir da posição do objeto nos dois quadros anteriores. 
5. Desempenho: Os artigos fazem referência a uma chave que permite desempenho em 
tempo real, mas não apresentam detalhes. Todos os exemplos apresentados para medir o 
de;;em:pe11ho usam entre 80 e !00 qu,tdrc•s. 
• tamanho do quadro: Não é indicado. 
• quadros processados: 15 quadros/seg. 
• Hardware: Pentium com 200MHz, Windows 95 ou NT, placa de vídeo de 4Mbytes. 
3.4.2 Restrições 
O tratamento de oclusão espera que o objeto rastreado reapareça. Se dois objetos tiverem cores 
semelhantes o processo falha. 
Os menores objetos rastreados com sucesso foram bolas de futebol e basquete, com tama-
nhos entre 20 x 12 e 26 x 14 pixels. 
3.5 Tracking Gronps of Peopie 
Este projeto [5] tem como objetivo rastrear pessoas, em especial quando formam grupos. 
3.5.1 Dados Técrucos 
!. Inidação: Não é indicado nenhum procedimento de iniciação. 
2. Rastreamento: 
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(a) Identificação: A imagem binária resultante deste módulo, B é obtida a partir da 
composição de três imagens binárias: Br9t,. Bcroma e Bgrad· 
B,9b é obtida usando o de referência estatístico que mooela cada pixel RGB 
como uma distribuição Gaussiana. Se todos os componentes RGB estiverem dis-
tantes menos de 3 desvios padrão da média do respectivo componente, o pixel é 
considerado fundo. 
é obtido removendo-se o brilho, onde os componentes R, G, e B dão lugar 
a dois componentes normalizados, I, e ! 9 . Um quadro de referência estatístico oom 
este modelo é mantido. Se o componente I, ou I 9 estiverem distantes menos de 3 
desvios padrão da média do respectivo oomponente, o pixel é oonsiderado fundo. 
B9 rad é obtida a partir dos gradientes da imagem original. Cada oomponente do 
gradiente (ou seja, o valor x, y de cada componente RGB) é calculado e comparado 
com um quadro de referência do gradiente. Se todos os componentes estiverem 
distantes menos de 3 desvios padrão da média do respectivo o pixel é 
considerado fundo. 
Cada uma das imagens binárias acima tem uma Brgb modela tudo o que se 
movimenta, inclusive sombras; B=omo não detecta todo o objeto (deixa buracos), 
principalmente quando a cor do objeto se confunde oom o fundo. A vantagem é que 
também não detecta a sombra. Finalmente, B9 ,od detecta objetos quando a cor dele 
se confunde com o fundo. 
Assim, (Bcr=a U Bgrad) detecta o objeto e elimina as sombras, mas pode deixar 
buracos. Estes buracos são preenchidos com o valor de Brgb· 
(b) Representação: São usados três níveis de representação: 
i. Regiões: São componentes conexos (blobs) que foram detectados por mais de 
um determinado número consecutivo de quadros. Cada região é composta pelo 
indicativo de seus limites extremos, a máscara obtida a partir de B, um times-
tamp e o estado de rastreamento. 
ii. Pessoa: Uma pessoa é composta por uma ou mais regiões agrupadas. Cada 
pessoa tem um modelo de aparência baseada na cor. 
iii. Grupos: Um grupo é composto por duas ou mais pessoas agrupadas na mesma 
região. 
Regiões com menos do que 30 pixels são descartadas. Quando uma região se separa, 
todas as regiões resultantes herdam seus attibutos, e quando regiões se agrupam, a região 
resultante herda os atributos da região mais antiga. 
Neste ponto temos uma série de regiões isoladas. Cada região pode representar uma 
pessoa, porém é mais provável que seja necessário agrupar algumas regiões para que se 
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identifique uma pessoa. As regras para que um conjunto de regiões seja considerado uma 
pessoa são as seguintes: 
(a) suas projeções no eixo x devem se sobrepor; 
(b) as regiões devem estar próximas; 
a soma de suas áreas deve ser maior do que um detenninado valor (500 p•A.c,.,. 
A)':mpmneJsto e separação de grupos baseiam-se na distancia entre as regiões que os com-
põe. Quando distantes, são separados. Quando próximos, são agrupados. 
3. Aferição: Modela as pessoas (em grupos de um) que aparecem na área coberta pela 
câmera através de suas cores. Calcula a porcentagem de ocorrência de cada cor no b!ob 
da pessoa, e o atualiza adapativamente. Esta informação é utilizada para localizar as 
pessoas quando estão em grupos (em oclusão). 
freqüência das imagens, os objetos se deslocam muito pouco proporcionalmente ao seu 
tamanho. 
5. Desempenho: As funções de processamento de imagens são otimizadas para a tecnologia 
MMX. 
o tamanho do quadro: 180 x 144 pixels 
• quadros processados: 8 quadros/seg. 
• Hardware: Pentiumlll de 500 MHz 
3.5.2 Restrições 
Não há referência a nenhuma restrição. 
3.6 W4 - University of Maryland 
O W 4 [2!] é um sistema de vigilância em tempo real para rastrear pessoas, partes específicas 
de seus corpos e monitorar suas atividades usando imagens monocromáticas de câmeras es-
tacionárias posicionadas ao ar livre. As imagens monocromáticas, além de diminuir o tempo 
computacional envolvido, são apropriadas para eventos noturnos, onde a cor tem pouca influên-
cia. 
O W 4 responde perguntas como o que (what) as pessoas estão fazendo, onde e quando 
(when e where) elas estão e quem (who) são. 
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O artigo é bastante detalhado, e usa o Ghost [30] como subsistema para determinar a pose 
das pessoas a de seus contornos. Não descrevemos abaixo o mecanismo usado para deter-
minar se uma pessoa está carregando (o que a simetria da e o mecanismo 
que usa a periodicidade para determinar a pose da pessoa qua.ndo em gmpo. 
O projeto foi ampliado para trabalhar com câmeras em estéreo e assim melhorar o trata-
mento de oclusão em cenas ao ar livre [53] e também para detectar a localização das partes do 
corpo de pessoas em SUJpermerc,tdc's utilizando câmeras em estéreo colocadas no teto [54] 
Da,!:los Técnicos 
L Iniciação: Calcula-se os valores iniciais do quadro de referência estatístioo e das várias 
estruturas auxiliares. 
2. Rastreamento: 
Quaru·o de referência onde cada que representa o 
fundo estático é modelado por três valores: o máximo, m(x), o mínimo, n(x), e 
uma média de variação, d"(x ). A equação (3.6) indica como é gerada a imagem 
binária, onde k é uma constante obtida empiricamente. 
{ 
0 Se [ I(x, y, t)- m(x, y, t) < k · d"(x, y, t) B(x, y, t) = l J(x, y, t)- n(x, y, t) < k · d"(x, y, t) 
1 caso contrário 
(3.6) 
Para atualizar o quadro de referência, são usados três mapas. O primeiro indica o 
número de vezes que um pixel foi classificado como objeto nos últimos N quadros. 
O segundo indica o número de vezes que um pixel seria classificado como objeto 
se fosse usada a diferença entre três quadros oonsecutivos. Finalmente o terceiro 
indica quantos quadros se passaram desde que o pixel foi classificado como objeto 
pela última vez. A cada novo quadro lido, são atualizados dois quadros auxiliares 
de referência: o que representa o fundo e o que representa os objetos. O valor a 
ser usado no quadro de referência vem de um destes dois quadros auxiliares, de-
pendendo dos valores dos mapas. Isso facilita a inclusão de objetos que cessaram o 
movimento no quadro de referência (por exemplo, um carro depois de estacionar). 
Um detalhe interessante é que se mais de 80% da imagem for detectado como olr 
jeto, o sistema considera que houve mudança de iluminação e reinicia o cálculo do 
quadro de referência. 
(b) Representação: São aplicadas operações morfológicas para eliminar ruídos e rotu· 
Iam os componentes conexos para obter blobs. Neste ponto são calculados o cen-
tróide e os contornos de cada objeto e também histogramas das projeções verticais e 
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horizontais dos blobs. Os histogramas fornecem indicias da ocorrência de um grupo 
de pessoas em um blob quando temos vá1ios picos. Estes picos no eixo x são usados 
para identificar as cabeças. 
3. Aferição: 
pessoas isoladas: os contornos obtidos a partir do quadro anterior são comparados oom 
o do quadro atual numa área 5 x 3 da prevista. Além disso, foi criado um 
mecanismo para identificar objetos saem de oclusão. Este mecanismo usa 
um template de textura temporal que é computado a do centróide do objeto 
e da quantidade de tempo que cada pixel esteve visível nos últimos N quadros. 
Quando um objeto sai da oclusão, sua silhueta é comparada aos templates de cada 
objeto. O objeto cujo template proporcionar a maior semelhança será associado. Se 
não for possível nenhuma associação, o objeto detectado será considerado um novo 
objeto a ser rastreado. 
pessoas em grupo: O passo é descobrir quantas pessoas estão no grupo. Os 
autores argumentam que quando as pessoas estão de pé, o histograma da silhu-
eta apresenta picos no local onde estão as cabeças. Após eliminar alarmes falsos, 
detemrina-se a qual pessoa pertence cada pixel usando a distância para o dorso hi-
potético (uma reta entre a cabeça e o chão) de cada pessoa. O pixel é atribuído à 
pessoa cujo dorso está mais próximo. Uma vez isoladas as pessoas que fazem parte 
do grupo, segue a aferição de um modo semelhante ao de pessoas isoladas. 
4. Relação Tempoml: Filtro de Kalman. 
5. Desempenho: 
Detecta pessoas com pelo menos 250 pixels (25 x 10), mas apresenta os melhores resul-
tados com 75 x 50 pixels. O artigo detalha o tempo usado em cada fase do rastreamento. 
• tamanho do quadro: 320 x 240 pixe!s 
• quadros processados: de 20 a 30 quadros/seg. 
• Hardware: Windows l'-.'T, com processador Pentium dual de 400Mhz. 
3.6.2 Restrições 
O principal problema é o número de pixels necessário para modelar uma pessoa (mínimo de 
25 x 10 e ótimo com 75 x 50 pixels). 
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3.7 Rochester 
Deckstader e Tekalp apresentam um pn)je:to de rastreamento que é capaz de detectar e reco-
nhecer faces [55], rastrear objetos em oclusão [56] fazer a fusão de imagens quando se usa 
múltiplas câmeras 
Dados Téc:nicos 
O sistema usa câmeras estáticas e uma variação do modelo de fluxo óptico que argumentam ser 
significativamente mais eficiente do que os algoritmos tradicionais. A fase de identificação é 
derivada de um estudo que verifica quais seriam os mecanismos apropriados [15]. 
L Iniciação: Iniciar o quadro de referência. 
2. Rastreamento: 
Id,ent:ifi•::•ção: Detecta objetos usando dois mapas, um mapa de del:ec•çiio de mudan-
ças (wk) e o mapa da estimativa de movimento (yk), onde k é o quadro corrente. wk 
é uma imagem binária obtida através de um cálculo envolvendo o quadro corrente e 
o quadro de referência, enquanto que Yk usa os dois últimos quadros de entrada para 
determinar a direção do movimento usando uma variação mais eficiente do fluxo 
óptico. 
(b) Representação: Os dois mapas são usados em um algoritmo de quatro passos para 
identificar os objetos: 
i. isolamento de regiões: Determina o centróide, tamanho e movimento domi-
nante em cada região detectada; 
11. agrupamento de regiões: Agrupa regiões que podem fazer parte de um mesmo 
objeto em função do movimento dominante e proximidade. 
iii. filtragem de regiões: Remove regiões isoladas pequenas ou que não tenham 
correlação nos quadros anteriores. 
1v. separação de regiões: Usado para detectar e separar regiões de oclusão baseado 
nas predições obtidas no processo de rastreamento. 
Após encontrado cada objeto, ele é representado pelos seus limites extremos. 
3. Aferição: A aferição é feita em conjunto com a fase de separação de regiões, mas um dos 
módulos do sistema permite a identificação de cada pessoa usando um banco de dados. 
O uso dos mapas wk e Yk aliado aos limites extremos de cada objeto permite que se 
determine os objetos em oclusão, assim como sua identificação [56]. 
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4. Relação Tempordl: Filtro de Kalman cujos estados são os limites extremos de cada 
pessoa. 
5. Des<:mpenho: 
• tamanho do quadro: 360 x 244 pixels; 
• quadros processados: até lO quacll·os;lse;g. 
• Hardware: Sun Ultra lO de 330Mhz com Elite3D graphics. 
Fusão de Imagens 
A saída do módulo de rastreamento de objetos pode gerar um vetor de estados dos objetos que 
se movem em frente à câmera. Se um ambiente restrito (por exemplo uma sala) for monitorado 
por várias câmeras. é possível reconstrnir o objeto 3D baseado nas informações dos estados 
dos objetos. Desta o de oelusão pode ser uma vez que o maior 
número de câmeras facilita o tratamento da oclusão. 
Uma forma simples de reconstrnir cada objeto é usar a média das informações individuais 
obtidas a partir de cada câmera. Porém é usada uma BBN (Bayesian Belief Network), que os 
autores argumentam apresentar resultados melhores do que os obtidos com a média. 
Para obter um desempenho em tempo real, cada câmera é ligada a uma processador que 
faz o rastreamento dos objetos e gera estados para regiões específicas de cada objeto detectado. 
As informações dos estados obtidos são passadas para um processador central que faz a fusão 
e predições do estado de cada objeto no quadro seguinte. Estas predições são repassadas para 
cada máquina de rastreamento. 
3.8 University of Southem Califomia 
A USC está envolvida no projeto de vigilância aérea usando veículos aéreos sem humanos 
(Unmanned Air Vehicles- UAV) [57, 58]. 
3.8.1 Dados Técnicos 
L Iniciação: Como as câmeras não são estacionárias, há uma fase preliminar, onde é cons-
trnído um mosaico com as imagens obtidas. Os passos descritos abaixo operam sobre 
esta imagem. 
2. Rastreamento: 
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(a) Idenlillcaçiío: É usado o fluxo normal do fluxo óptico, que apesar de não ser apro-
priado para determinar a velocidade e direção do movimento, é capaz de detectar os 
objetos que se moveram entre dois quadros consecutivos. 
(b) Representação: Blobs, seu centróide e seu tamanho. 
3. Aferição: Usam um grafo onde as arestas têm pesos. Cada nodo corresponde a um 
objeto detectado em um quadro, e é associado a nodos detectados anteriormente através 
de arestas. 
A trajetória é definida a de um caminho de custo mínimo nas arestas do grafo. O 
peso de cada aresta é dado pela equação (3.7), onde C,,; é a correlação entre os nodos í e 
j enquanto que +Jf,; representa a distância entre os dois centróides. 
(3.7) 
4. Relação Te:rnpon•l: Definida grafo acima. 
5. Desempenho: Não apresentado. 
3.8.2 Restrições 
Não há referência a nenhuma restrição. 
3.9 Pfinder - MIT 
O Ffinder [9] detecta pessoas a partir dos blobs de suas mãos, dorso, cabeça, etc. e é um dos 
primeiros trabalhos a usar o conceito de blob, e conseqüentemente apresenta uma motivação 
detalhada para tal. 
3.9.1 Dados Técnicos 
! . Iniciação: Inicia quadro de referência e modelos das pessoas. 
2. Rastreamento: 
(a) Idenlillcação: Usa quadro de referência adaptativo e rotula cada pixel encontrado 
de acordo com os modelos de cada objeto rastreado. Estes modelos contêm a média 
e o desvio padrão de atributos espaciais do objeto e sua cor. 
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(b) Representação: Blobs. Os pixels rotulados não são obrigatoriamente conexos. Po-
demos encontrar dentro de um objeto alguns pixels que se assemelham mais com as 
características de outro. Para agrupar os componentes usam um crescimento mor-
fológico a partir do centro do objeto, e o resultado são os componentes conexos de 
cada objeto. 
3. Aferição: Assume que os blobs resultantes são coerentes com os objetos. Isso não é 
problemático pois o sistema foi projetado para rastrear uma única pessoa de cada vez, 
mais especificamente suas mãos, cabeça e corpo quando não estão em oclusão. 
4. Relação Temporal: Atualizam média e variância das características dos objetos, mas 
não de maneira adaptativa. Não fazem predição da localização dos objetos no quadro 
seguinte. 
5. Desempenho: 
e tamanho do qmldr:J: 160 x 120 
o quadros processados: de lO quadros!seg. 
• Hardware: SGI-lndy com processador R4400 com interface de biblioteca de vídeo. 
3.9.2 Restrições 
Como não se adapta rapidamente a mudanças repentinas do fundo, não é apropriado para toma-
das ao ar livre. 
3.10 Perseus 
O sistema Perseus [lO] é usado em robôs com câmeras em estéreo e é capaz de identificar 
objetos que uma pessoa está apontando com uma margem média de acerto de 91%. 
3.10.1 Dados Técnicos 
!. Iniciação: As câmeras devem ser calibradas, assim como o quadro de referência. 
2. Rastreamento: 
(a) Identificação: Usa mapas da intensidade (a imagem em níveis de cinza), das arestas 
(Sobe!), do movimento (fluxo óptico), da disparidade (entre as câmeras) e da cor e 
um quadro de referência estatístico. Existem dois mecanismos para determinar se 
3.11. Where are the Balls and Players 40 
um pixel faz parte do fundo, um para as câmeras estacionárias e outra se as câmeras 
estiverem se movendo. Quando as câmeras estiverem se movendo, considera como 
fundo qualquer pixel que estiver abaixo da última aresta determina o 
ou se sua intensidade for maior do que um determinado limite (estabelecido pelo 
brilho da luz), ou ainda se a cor não for a do objeto procurado. Quando as câmeras 
estiverem estacionárias, usa adicionalmente o quadro de referência. Os pixels que 
não são considerados fundo são agrupados de acordo com a textura da disparidade 
entre as imagens das câmeras e do vetor de movimento. 
Representação: Blobs e adicionalmente usa estimativas da altura e largura da pes-
soa. Esta é uma relação quase constante, uma vez que só opera com pessoas que 
estiverem de pé. Em seguida, localiza as mãos, cabeça e pés da pessoa. 
3. Aferição: A aferição não é temporal. Cada blob é validado somente se for possível 
detectar a cabeça e os pés. As mãos estarão sempre na mesma região do corpo, e com 
isso não apresenta dificuldade de ser localizado através de cores, assim como o que está 
apontando. 
4. Relação Temporal: Não há. 
5. Desempenho: Não é apresentado. 
3.10.2 Restrições 
Uma única pessoa se move, e está de pé. 
3.11 Whe:re are the Balls and Piayers 
É um sistema para rastrear jogadores de futebol a partir das imagens geradas pela câmera de 
TV comercial [23]. 
3.11.1 Dados Técnicos 
L Iniciação: Não é apresentada. 
2. Rastreamento: 
(a) Identificação: Assumindo que a cor predominante em cada quadro é a do gramado 
e que este tem cor constante, os autores usam o histograma de cores da imagem para 
identificar os objetos e o fundo. O pixel cuja intensidade estiver fora dos padrões 
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determinados pelo gramado no histograma são considerados objeto. Este processo 
só é executado na região do campo onde estão os jogadores. A região fora dos 
limites é ignorada neste processo. 
Representação: uma operação morfológica (provrrvelmenl'e dila:taç.ão) para 
obter os componentes conexos (blobs). 
3. Aferiiçíi<o: Usa tempíates binários de várias posições de cada jogador para aferir sua pre-
sença nas coordenadas previstas. Cada objeto detectado que não havia sido previsto é 
analisado, e se for detenninado que é um jogador, é inserido na lista de objetos a rastrear. 
Para determinar o time ao qual pertence cada jogador, usa a distribuição vertical e hori-
zontal de cores. Só trata oclusão entre jogadores de times diferentes usando histogram 
backprojection. 
4. Relação Tempor&!: Filtro de Kalman para prever a localização do objeto no próximo 
5. Desempenho: Não é apresentado. 
3.11.2 Restrições 
Não trata oclusão de jogadores de mesmo time e, apesar de não ser citado no artigo, deve 
apresentar problemas se as cores do uniforme de um time forem semelhantes às cores do campo. 
3.12 Rastreamento Integrado 
O objetivo é identificar pessoas usando câmeras em estéreo [27]. Este projeto está associada ao 
lnterval Research Corp. em Paio Alto. 
3.12.1 Dados Técnicos 
L Iniciação: 
2. Rastreamento: 
(a) Identificação: Usa um algoritmo hardwired para fazer a integração entre as imagens 
das câmeras em estéreo. O resultado já são as silhuetas. 
(b) Representação: Após uma suavização morfológica, as silhuetas com disparidades 
semelhantes são conectadas e seus limites extremos são determinados. 
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3, Menção: Esta fase identifica regiões do corpo de uma pessoa, em especial o rosto, que 
pode ser comparado com um banco de dados, 
• !amanho do não dív'Ul!~ado; 
• quadros processados: 12 quadros!seg, 
• Hardware: duas SG! e um PC com uma placa dedicada para fazer a identificação, 
3.13 Projeto de Rastreamento Aplicado ao Futebol - UNI-
CAMP 
Este pnljelto [59], desenvolvido em co:ajunto pelo Instituto de Computação e Faculdade de 
Educação Física da Unicamp, está relacionado com o projeto proposto no presente texto, 
O objetivo é rastrear os objetos que se movem em uma partida de futebol a 
estacionárias, porém sem a restrição de obter resultados em tempo reaL 
3.13.1 Dados Técnicos 
de câmeras 
Atualmente trabalha com imagens em níveis de cinza, mas está sendo desenvolvida uma versão 
que usa cores. 
O rastreamento se dá em duas fases, Na primeira são extraídas informações sobre os objetos 
que se movem em cada câmera, e na segunda fase estas informações são usadas para rastrear os 
objetos, 
Na primeira fase, as imagens de cada câmera são processadas independente das demais, Se 
um objeto for detectado em mais de uma câmera, a segunda fase trabalhará somente com a 
informação coletada de uma delas, aquela em que o objeto está mais próximo à câmera, 
L Iniciação: 
2, Rastreamento: 
(a) Identificação: Usa quadro de referência estatístico que usa operadores morfológi-
cos para identificar o fundo, O processo de eliminação de sombras usa operações 
morfológicas (abertura seguida de dilatação condicional) para eliminar sombras, 
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(b) Representação: Blobs. Calcula o tamanho, intensidade e coordenadas de cada 
blob. Dependendo do tamanho e fonnato, elimina blobs que não são objetos de 
interesse (como as linhas do campo e sombras). Os dados dos blobs restantes são 
armazenados em arquivo para processamento posterior. 
3. Aferição: Quando toda imagem foi processada inicia-se a segunda fase, onde é feita 
a associação entre os objetos detectados em cada nn~~··,-, com os detectados em outros 
quadros. A partir dos dados armazenados em é criado um grafo. Os objetos 
detectados em cada quadro são representados pelos nós do grafo, e as arestas conectam 
nós em quadros diferentes. Os pesos das arestas indicam a probabilidade de associação 
entre objetos em dois quadros. O caminho de custo minimo a partir de um nó do grafo 
corresponde à posição de um objeto rastreado ao longo do tempo. O número de objetos 
que podem ser associados a um detenninado nó é calculado a partir do tamanho do nó. 
Desta fonna, se um nó contém muitos pixels, ele pode conter mais de um objeto, e por 
esta razão ser associado a mais de um objeto. 
4. Relação Ternpordl: Atualmente não usa nenhum mecanismo de predição. 
5. Desempenho: 
• tamanho do quadro: 720 x 480 pixels 
• Hardware: Pentium 400MHz e sistema operacional Windows. 
3.13.2 Restrições 
O sistema não foi projetado para apresentar desempenho em tempo real. Desta fonna, ele 
demora aproximadamente 24 horas para processar uma seqüência de 8 minutos de vídeo. 
3.14 Lições Aprendidas 
Todos os projetos descritos nesta seção influenciaram de alguma fonna na construção do projeto 
apresentado nesta tese, em especial na detecção, tratamento de oclusão e no rastreamento ao 
longo do tempo. 
A idéia de rastrear objetos em imagens reduzidas foi influenciado pelo projeto "closed 
worlds" 3.1, onde as infonnações sobre cada objeto são obtidas a partir dos pixels próximos 
a ele. 
Os mecanismos para resolver oclusão foram influenciados pelas experiências dos projetos 
descritos nas seções 3.7 e 3.5. O primeiro utiliza mecanismo estatístioos tanto para deteção de 
objetos em uma única câmera quanto para fusão de objetos detectados em várias câmeras, e 
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apresenta resultados excelentes, porém trabalha com objetos representados em muitos pixels. 
Já o segundo projeto descreve como separar objetos em questão em grupos, e teve uma forte 
influência no mecanismo de oclusão que utilizamos. 
Os projetos descritos nas seções 3.2 e 3.12 mostram como rastrear objetos que estão visíveis 
em várias câmeras, e como encontrar pontos de referência para integrar as infonnações das 
câmeras. 
Os projetos das seções 3.3 e 3.8 apresentam formas de trabalhar com câmeras que se movi-
mentam que foram usados na no rastreamento de objetos em imagens reduzidas. 
O projeto "Click-it" (seção 3.4), utilizando retroprojeção de histogramas, porém o meca-
nismo apresentado só pode ser aplicado a poucos quadros, e por isso estendemos a idéia para 
rastreamento em longos períodos de tempo. A idéia de rastreamento utilizando cores também 
está presente em 3.11, que é o primeiro artigo conhecido sobre rastreamento de jogadores de 
futebol. 
O projeto Perseus 3.10 mostrou como combinar vários mecanismos de detecção em função 
do ambiente em que ocorre o rastreamento, assim como o W' 3.6. 
O "Pfinder" 3.9 é o primeiro projeto que integra todas as fases de rastreamento, e tem uma 
grande importãncia histórica. 
Finalmente o projeto descrito em 3.13 influenciou várias fases, em especial na implementa-
ção de detalhes, como estrnturas de armazenamento das informações obtidas nas câmeras. 
Todos os projetos acima descrevem algum mecanismo de rastreamento ao longo do tempo, 
e nos motivaram a testar variações como preditores estatísticos e metodos determinísticos. 
Capítulo 4 
SORTTS 
Este capítulo descreve os desafios envolvidos com o desenvolvimento do SORTTS - Soccer 
Real-Time Tracking System, um sistema capaz de rastrear, em tempo real, os jogadores e o 
de uma partida de futebol. 
Os sistemas atualmente conhecidos na literatma capitulo 3) utilizam alguma fonna 
de reduzir a demanda computacional para obter desempenho em tempo enquanto que o 
SORTTS utiliza um cluster de computadores para fazer frente a esta demanda. É importante 
destacar que o SORTTS representa o primeiro esforço neste sentido. 
O restante do capítulo está organizado da seguinte forma: a Seção 4.1 apresenta consi-
derações práticas sobre o uso do ambiente distribuído, enquanto que a Seção 4.2 descreve a 
arquitetura do SORTTS. 
4.1 Considerações sobre o Ambiente Distribuído 
O SORTTS utiliza um ambiente distribuído de computadores para fazer frente à demanda com-
putacional envolvida com a tarefa de rastreamento de obíetos. Porém, para possibilitar uma 
distribuição de tarefas entre os processos capaz de resultar em um desempenho em tempo real, 
é necessário determinar qual a capacidade de processamento de cada nó do ambiente distri-
buído e qual a capacidade de transmissão de dados entre os nós. Estes dois tópicos são obíetos 
de análise nas seções 4.1.1 e 4. !.2, respectivamente. 
4.1.1 Capacidade de Processamento de Cada Nó 
Esta seção descreve a capacidade de processamento de cada nó do ambiente distribuído. Como 
a tarefa que exige a maior demanda computacional é o processamento das imagens, a análise 
concentra-se neste tópico. 
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Cada quadro da seqüência de vídeo é composto por 720 x 480 pixels. Cada pixel tem três 
bandas, cada uma usando um byte. Logo, um quadro representa 720 x 480 x 3 = 1.036.800 "' 
Assumindo que cada câmera envia 30 quadros por segundo, um sistema de rastrea-
mento em real deve ser capaz de processar 30Mbytes por segundo, o que exige um alto 
poder computacional. Por esta razão, os sistemas de rastreamento em tempo real conhecidos na 
literatura utilizam os seguintes recursos Seção 3) para aliviar esta demanda computacional. 
• usar hardware destinado a processamento de imagens; 
• trabalhar com uma taxa menor de quadros por segundo; 
• usar quadros de dimensões menores. 
Nenhum destes recursos é exigido pelo SORTTS, onde a idéia é distribuir a demanda en-
tre os nós do ambiente distribuído. Desta forma, é necessário verificar qual a capacidade de 
processamento de imagens que cada nó do ambiente é capaz de suportar. 
Para calcular esta capacidade, foram desenvolvidos os programas que enumeramos a seguir. 
Todos eles lêem 210 quadros (o equivalente a 7 segundos) de imagem previamente armazenados 
na memória. 
Programa 1: Só Leitura. É o programa mais simples que pode ser implementado. 
Programa 2: Calcula a média de cada uma das bandas de cor em cada quadro. 
Programa 3: Converte imagens coloridas para imagens em níveis de cinza (veja seção 2.1.2. 
Progr.una 4: Recorta 30 retãngulos coloridos de dimensões 60 x 60 em cada quadro (a escolha 
destes valores está relacionada com a vazão da rede, e é justificada na Seção 4.1.2. 
O desempenho destes programas é apresentado na Tabela 4.!. A primeira coluna mostra 
o tempo médio gasto para completar 20 execuções de cada processo em um dos nodos do 
Beowulf, enquanto que a segunda coluna mostra quanto isto representa nos sete segundos. Por 
exemplo, a primeira coluna indica que para ler todos os quadros são necessários 0.03 segundos, 
o que representa 4.5% dos 7 segundos de quadros. Isto significa que 95.5% do restante do tempo 
de CPU pode ser usado em alguma tarefa (incluindo as tarefas do sistema operacional). 
A tabela revela que a leitura é rápida, mas qualquer operação feita sobre os quadros é pro-
porcionalmente dispendiosa. 
Com este teste, conclui-se que uma aplicação cujo objetivo é desempenho em tempo real 
deve destinar um nó para cada cãmera a fim de realizar a leitura das imagens. Operações 
executadas sobre quadros inteiros são críticas e devem ser evitadas. 
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tempo porcentagem I 
I Programa l: Leitura 4.5% 
Programa 2: Média 35% 
Programa 3: Conversão 1i 47% 
, Programa 4: Recortes 39% 
Tabela 4.1: Desempenho das operações sobre uma sectilênc:ia de 7 segundos de vídeo. 
4.1.2 Vazão da Rede 
A capacidade nominal de vazão da rede é de lOOMbíts/seg ou J2,5Mbytes/seg. Esta vazão 
não permite que todos os quadros recebidos sejam transmitidos para outros nodos do ambiente. 
Como cada quadro tem aproximadamente !Mbyte, mesmo uma taxa de transmissão moderada 
de 15 quadros por segundo já excederia a capacidade de transmissão da rede. Uma alternativa 
seria compactar as o custo inviabiliza esta solução como foi 
apresentado na Seção 4.1.1. Com isso, fica claro que a rede só terá capacidade de transmitir 
pedaços de cada quadro, cujos tamanho e quantidade devem ser cuidadosamente determinados. 
Na prática, porém, a capacidade nominal da vazão pode ser compreendida como um limite 
superior para a transmissão de dados. A capacidade real de transmissão só pode ser medida 
quando incluímos os atrasos gerados desde que a mensagem é enviada pelo processo emissor 
até a chegada no processo receptor. 
Como estes atrasos só podem ser medidos na prática, implementamos dois programas para 
estudá-los, que serão chamados aqui de cliente e servidor. 
Seu funcionamento é simples: o servidor aguarda uma mensagem de cada cliente e a res-
ponde com um pacote de tamanho pré-especificado. O cliente envia uma mensagem para cada 
servidor e aguarda todas as respostas para prosseguir. Cada cliente solicita um total de 1800 
pacotes (o equivalente a um minuto de pacotes- 30 quadros/seg x 60 segundos) para cada um 
dos N servidores. 
A Tabela 4.2 foi obtida usando 30 processos cliente e 6 processos servidor, todos em má-
quinas diferentes. Cada entrada na tabela corresponde à média do tempo de 30 execuções 
quando calculadas pelo servidor (que só finaliza após o mais lento dos clientes), sendo que cada 
execução eram alocadas máquinas diferentes para os processos de acordo com uma tabela de 
alocações gerada aleatoreamente. 
Os tamanhos de pacote indicados acima foram especificados em função do tamanho de 
retângulos de imagens a serem passados. Assim, para representar pacotes contendo 40 x 40 x 
3 = 4800 pixels coloridos usamos o tamanho de 5120 bytes, que é maior que 4800. Da mesma 
forma, usamos 50 x 50 x 3 = 7500 < 8192 para quadros de 50 bytes, 60 x 60 x 3 = 10800 < 
4.2. Descrição dos Módulos do Sistema 48 
Tamanho 11 Percentual de Pacotes Enviados 
·do Pacote 100% 80% I 60% 40% 
5120 24.99923 • 19.70346 14.94477 ' 10.34646 
8192 38.70881 i 31.45253 23.91238 i 16.15927 
11264 53.60883 i 43.14226 32.81611 1 22.12927 
!5360 I 73.20325 ! 58.79637 44.90994 I 30.19467 
Tabela 4.2: Vazão da rede (em segundos). 
11240 para quadros de 60 bytes e 70 x 70 x 3 = 14700 < 15360 para quadros de 70 bytes. 
Como pode ser observado nas Figuras 1.2, !.3, 1.4, 1.5, 1.6 e 1.7, um objeto não é visível 
em tndas as câmeras ao mesmo tempo. Com isso, algumas das mensagens solicitadas por um 
cliente serão respondidas com uma mensagem pequena (de um que indica que o objeto 
não é visível naquela câmera. 
A porcentagem de pacotes enviados pelo cliente está indicado na segunda, terceira e quarta 
colunas da Tabela 4.2. A segunda coluna indica o tempo de execução quando o servidor enviou 
100% das respostas em pacotes. A terceira coluna indica o tempo quando o servidor enviou 80% 
das respostas em pacotes e 20% das respostas em mensagens de um byte. No caso de um objeto 
estar visível em exatamente três câmeras, somente 50% das mensagens conterão imagens. 
Estes resultados mostram que a rede suporta facilmente pacotes de llK (quadros de 60 x 60) 
e l5K (quadros de 70 x 70). 
4.2 Descrição dos Módulos do Sistema 
As restrições apresentadas na Seção 4.1 mostram que o sistema não é capaz de realizar toda a 
tarefa de rastreamento no mesmo processo em que é feita a leitura das imagens. Desta fonna, 
os processos que fazem a leitura dos quadros da seqüência de vídeo devem ser executados em 
um conjunto de processadores, enquanto que os processos que efetuam o rastreamento devem 
ser executados em outro conjunto de processadores. 
Estes dois conjuntos irão trocar informações através da rede, e dentre as mensagens troca-
das, destacam-se aquelas que contêm imagens. Como descrito na Seção 4.1.2, a dimensão e 
quantidade destas imagens é critica. 
Como o interesse é rastrear os jogadores, a opção do SORTTS foi trabalhar somente com 
os pedaços de imagem que contêm os jogadores. Isto diminui a quantidade de imagens a serem 
transmitidas, e permite que a dimensão destas imagens seja reduzida para conter somente o 
jogador rastreado. Outro atrativo desta abordagem é que quando o objeto rastreado está em um 
local do campo coberto por mais de uma câmera (veja Figura 1.8), o rastreamento pode levar 
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em consideração as diferentes imagens e com isso tornar mais preciso o rastreamento. 
O conceito de funcionamento do SORTTS gira em tomo do rastreamento de objetos a par-
tir de imagens de dimensões reduzidas. Todos os módulos do sistema foram projetados para 
dar suporte a este conceito e são resumidamente descritos a seguir e detalhados nos próximos 
capítulos. 
O Módulo de Leitura O módulo de leitura é responsável pela leitura das imagens a das 
cãmeras e por enviar estas imagens, ou somente pedaços delas, para outros nós da rede. 
O Módulo de Rastreamento O SORTTS trabalha com dois tipos de rastreadores, aqueles que 
lidam com imagens de dimensões reduzidas e os que lidam com imagens completas. 
Enquanto o primeiro tipo rastreia os objetos em todos os quadros da seqüência de vídeo, 
o segundo somente detecta os objetos em quadros síncronizados (um quadro de cada 
câmera obtidos no mesmo instante de tempo) de tempos em tempos. 
O Módulo de e Ele é o responsável por iniciar os rastreadores 
de imagens reduzidas quando estes estão ociosos e por quando estão perdidos. 
Para realizar esta tarefa, ele usa as coordenadas obtidas nos processos de rastreamento 
de imagens reduzidas e pelas coordenadas obtidas pelos rastreadores de jogadores em 
imagens completas. 
A distribuição de tarefas é feita em nível de processo e é estática, ou seja, cada processo é 
associado a um processador livre no início da execução do sistema e lá continua até o íim da 
execução do sistema (os processos não migram). 
Os módulos acima são implementados em quatro tipos de processos diferentes: processos 
de leitura, processos de rastreamento em imagens reduzidas, processos de rastreamento em 
imagens completas e processos de iniciação e acompanhamento. A Figura 4.1 descreve esque-
maticamente o relacionamento entre eles. 
Cada nó do ambiente distribuído recebe um único processo. São seis processadores com 
processos de leitura (um por cãmera), seis para a detecção de objetos a partir de imagens com-
pletas (um para cada leitor), um processo de iniciação e acompanhamento, e um número variado 
de processos de rastreamento de imagens reduzidas, cada um rastreando um único jogador. 
O funcionamento do sistema é descrito a seguir. Quando o módulo de leitura encontra 
um quadro sincronizado, cada processo deste módulo envia um quadro completo para o seu 
rastreador de imagens completas. Este detecta os objetos presentes no quadro sincronizado 
e envia a localização dos objetos encontrados (seus estados) para o processo de iniciação e 
acompanhamento. 
Em seguida, o processo de iniciação e acompanhamento oompara as coordenadas encontra-
das naquele quadro sincronizado com as ooordenadas dos objetos rastreados pelos rastreadores 
de imagens reduzidas naquele quadro. 
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Se foi detectado um objeto em uma região do campo onde não havia nenhum rastreador de 
imagens reduzidas, o módulo de iniciação aloca um novo rastreador de objetos para iniciar o 
rastreamento nas coordenadas indicadas. 
Quando iniciado, um rastreador de imagens reduzidas recebe as coordenadas onde suposta-
mente encontra-se um objeto a ser rastreado, e solicita as imagens centradas nesta coordenada 
para o módulo de leitura. Ao receber estas imagens, aplica os algoritmos de rastreamento de 
objetos e obtém informações sobre o objeto rastreado. A partir deste ponto, o rastreador inicia 
um laço de três passos (1) solícita imagens centradas na localização atual do objeto rastreado, 
(2) calcula a nova localização do objeto nestas imagens e (3) informa o estado do objeto rastre-
ado (coordenadas, número do quadro e outras informações relevantes) ao módulo de iniciação 
e acompanhamento. 
Este laço só será finalizado se o módulo de acompanhamento determinar que o rastreador 
interrompa o rastreamento (por exemplo porque detectou vários rastreadores sobre o mesmo 
objeto) ou se o rastreador concluir que o objeto rastreado não está mais presente nas imagens 
recebidas, ou seja, que o rastreador "perdeu" o objeto. 
Cada módulo é composto por um número determinado de processos que se comunicam com 
os demais processos do sistema. Esta seção assume que cada processo conhece a localização 
de cada nm dos demais processos no sistema e que é capaz de enviar mensagens para cada um 
deles e de receber mensagens de cada um deles. Todas as mensagens são do tipo ponto-a-ponto. 
Capítulo 5 
Os Processos de Leitura 
A leitura de quadros a partir das câmeras de vídeo é efetuada por vários processos idênticos 
executados em máquinas diferentes. O número de processos deste módulo é dado pelo número 
de e cada processo é responsável por duas tarefas: 
l. leitura de quadros; 
2. tratamento de mensagens. 
Estas duas tarefas são bloqueantes, ou seja, o programa é colocado em estado dormente 
até que um evento ocorra (chegada de um novo quadro da câmera ou de uma mensagem). 
Logo, é necessário o uso de pelo menos dois fluxos de execução (threads) neste módulo. O 
relacionamento entre estes dois fluxos é apresentado na Figura 5.1. 
O fluxo de leitura, que é ativado a cada novo quadro da seqüência de vídeo, lê o quadro e o 
armazena em um buffer, descartando os mais antigos. 
Já o fluxo de tratamento de mensagens pode ser ativado de duas formas diferentes: com a 
chegada de um quadro sincronizado ou com a chegada de uma mensagem de requisição de uma 
imagem de dimensões reduzidas. Quando um quadro sincronizado é encontrado, ele é enviado 
ao módulo de tratamento de imagens completas para que os objetos presentes neste quadro 
sejam detectados. Quando uma requisição de imagem reduzida é recebida, o fluxo recorta uma 
imagem reduzida (por exemplo com 60 x 60 pixels) do quadro indicado, centrada na coordenada 
indicada, e envia esta imagem ao solicitante. 
Ao invés de efetuar a leitura diretamente das câmeras, os processos de leitura trabalham com 
seqüências annazenadas em arquivos. Entre outras vantagens, isto simplifica o mecanismo de 
detecção de quadros sincronizados: o primeiro quadro sincronizado de cada câmera é conhecido 
a priori, e os demais são obtidos a partir de intervalos regulares de quadros (por exemplo cada 
!5 ou 30 quadros). 
Por outro lado, os arquivos contendo as seqüências de vídeo estão compactados, e o processo 
leitor é obrigado a descompactar cada quadro antes de disponibilizá-lo. Infelizmente, o tempo 
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Figura 5.1: Os componentes de um processo do módulo de leitura 
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com a descompactação é são necessários três para descompactar trinta 
quadros no Beowulf, o que impede que o sistema gere resultados em tempo real. 
Por esta razão optamos por reduzir a taxa de transferência de 30 para 15 quadros por se-
gundo, obtendo assim um tempo de resposta mais próximo ao tempo real, e permitindo testar 
todos os conceitos desenvolvidos para o sistema. 
Capítulo 6 
O Rastreamento em Imagens Completas 
Os processos descritos neste capítulo têm o objetivo de detectar os objetos presentes nos quadros 
sincronizados. Um quadro sincronizado é um conjunto de quadros, um de cada câmer~ que 
co:rre:spcmdlem ao mesmo instante de tempo. Um exemplo de quadro sincronizado pode ser 
visto nas Figuras 1.2, 1.3 e 1.4 e outro nas Figuras LS, !.6 e 1.7. 
O tamanho dos objetos varia de acordo com a câmera e com a sua localização no campo, 
e por isso é estabelecida uma altura e uma largura mínima e máxima para os objetos em cada 
uma das câmeras. 
Nas Figuras que seguem, os objetos detectados nas várias fases do algoritmo estão envoltos 
porre!ãngulos. Quando o resultado da identificação apresenta um objeto muito grande, assume-
se que naquele local existe mais de um objeto, e aplica-se o algoritmo de oclusão. Quando uma 
região é muito pequena, assume-se que é ruído e ela é desconsiderada. Também desconsidera-se 
objetos que são mais largos do que altos, assumidos como o resultado de sombras. 
A Figura 6.1 descreve esquematicamente como a detecção de objetos ocorre. As imagens 
de um quadro sincronizado são recebidas pelos processos rastreadores que detectam os objetos 
presentes em cada câmera, e geram um conjunto de coordenadas dos objetos encontrados. Este 
conjunto de coordenadas é enviado a um processo que efetua a fusão destas coordenadas para 
que se tenha uma descrição única dos objetos presentes no quadro sincronizado. 
O restaote deste capítulo descreve os dois passos descritos acima e os resultados obtidos 
com os algoritmos desenvolvidos. A Seção 6.1 descreve o mecanismo utilizado para detectar 
os objetos em cada câmera, a Seção 6.2 descreve o algoritmo de fusão e a Seção 6.3 apresenta 
os resultados obtidos com estes algoritmos. 
6.1 Detecção de objetos 
A detecção de objetos se dá em dois passos: a identificação dos objetos presentes em cada 
imagem e o tratamento de oclusão. Estes dois passos são detalhados nas seções 6.1.1 e 6.1.2, 
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Figura 6.1: Os componentes de um processo do módulo de rastreador. 
respectivamente. 
6.1.1 Identificação de Objetos 
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Esta seção descreve como localizar os objetos que se movem a partir de imagens de câmeras de 
vídeo estacionárias. O resultado do algoritmo é uma imagem binária com as mesmas dimensões 
da imagem de entrada, onde os pixels "acesos" indicam a presença de um objeto. Uma das 
características do algoritmo é rrúnimizar o efeito das sombras. 
Quando as câmeras de vídeo são estacionárias, o mecanismo mais comum de identificação 
é através da subtração de quadros usando um quadro de referência estatístico [60]. A Figura 6.2 
mostra o efeito obtido ao subtrair uma imagem do respectivo quadro de referência estatístico e 
lirrúarizar a imagem resultante. 
Apesar de detectar o objeto de interesse, a imagem resultante apresenta dois problemas: 
L alguns locais isolados tiveram seus pixels "acesos", assim como alguns pixels isolados, 
que fazem parte do objeto de interesse, não o foram. Este efeito é conhecido como ruído; 
2. a sombra foi erroneamente detectada como objeto. 
A seguir são descritos os mecanismos criados para remover o ruído gerado pelo subtração 
de quadros e o mecanismo de remoção de sombras. 
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(a) (b) (c) 
Figura 6.2: O efeito da subtração com um quadro de referência estalistico.(a) a imagem original, 
(b) a imagem de referência, (c) resultado da subtração após limiarização 
Remoção de Ruído 
Uma forma de elimiar o ruído é uma erosão sobre a esta 
se mostrou demasiadamente destrutiva, e por isso por um filtro estalistico de ordem, 
onde o terceiro maior elemento da vizinhança é usado (veja seção 2.L4). Seja BRcB a imagem 
binária obtida após a aplicação do filtro de ordem. 
Este processo está representado esquematicamente na Figura 6.3, enquanto que BRGe é 
apresentada na Figura 6.4(b). 
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Figura 6.3: Extração de objetos de interesse. 
Ao analisar as propriedades de sombras em imagens, observa-se que ela tem brilho, mas pouca 
cor [5]. Por esta razão, um mecanismo freqüentemente utilizado para remover sombras é mudar 
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(a) (b) 
Figura 6.4: O efeito da aplicação do filtro estatístico de ordem. (a) a imagem com ruídos (b) 
imagem resultante. 
(a) (b) (c) 
Figura 6.5: Sobreposição de imagens binárias. (a) Bn~m· (b) BRGB• (c) Bn~m sobreposta a 
BRGB· 
o sistema de cores original para outro que destaque a cor em detrimento do brilho. Exemplos 
são o sistema HSV [61] (onde a banda "H" tem esta propriedade) e o RGB normalizado [44]. 
Testamos os dois modelos, sendo que modelo RGB normalizado apresentou resultados melho-
res, além de ser uma transformação mais rápida. 
Sejam I_m a imagem de entrada convertida para o modelo RGB normalizado, e Q~ 
a imagem correspondente ao quadro de referência estatístico convertido para o modelo RGB 
normalizado. 
O algoritmo de eliminação de sombras funciona da seguinte forma: a imagem I~ é sub-
traída de Qn~m e a imagem resultante é limiarizada, gerando uma imagem binária B:. Em 
seguida, aplica-se o filtro estatístico de ordem sobre B 1 para remover ruídos, onde o terceiro 
maior elemento da vizinhança é utilizado. Seja Bn=m a imagem resultante deste processo. 
B~ é apresentada Figura 6.5(a). 
Como pode ser observado, Bn~m é composta por vários blobs desconexos para um mesmo 
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(a) (b) 
Figura 6.6: Resultado do processo. (a) imagem binária que resulta da reconstrução. (b) os 
limites extremos detectados para o objeto. 
objeto, porém apresenta a vantagem de que quase todos fazem parte do objeto em questão, e 
somente um pequeno pedaço pertence à sombra. Isto é ressaltado 
sobreposta a BRGB· 
onde Bnorm foi 
Em quase todos os quadros, os jogadores rastreados estão de pé, enquanto as sombras estão 
inclinadas. Assim, para eliminar sombras, basta esticar B~m sobre B RGB verticalmente. Isto 
é obtido com reconstruções geodésicas, onde B~ contém os marcadores e BRGB contém a 
máscara. 
Foram aplicadas duas operações de reconstrução. A primeira usa um elemento estruturante 
1 x 3 e é aplicada até a estabilidade. Esta operação alarga verticalmente os marcadores dentro 
da máscara. Seja G 1 a imagem binária resultante desta reconstrução. A segunda utiliza um 
elemento estruturante 3 x 1, usa G 1 como marcador, alarga horizontalmente os marcadores 
dentro da máscara, e é aplicada aplicada duas vezes gerando assim uma melhor definição dos 
objetos. 
A imagem binária resultado deste processo é apresentada na Figura 6.6(a) enquanto que a 
Figura 6.6(b) apresenta o resultado final do algoritmo. Observe que um pedaço da sombra ainda 
foi confundido com um objeto. A reconstrução geodésica aliada ao fato de as sombras estarem 
inclinadas faz com que as sombras detectadas por este processo sejam objetos largos e pouco 
altos. Assim, o último passo é eliminar os objetos que são mais largos do que altos, restando 
somente os objetos de interesse. 
O algoritmo para a localização de objetos descrito nesta seção está apresentado esquemati-
camente na Figura 6.7, onde "Extrai Objetos" é o algoritmo apresentado na Figura 6.3. 
6.1.2 Tratamento de Oclusão 
Apesar de o algoritruo de identificação de objetos gerar bons resultados, ele não é capaz de 
resolver problemas de oclusão, que ocorre quando dois os mais objetos estão próximos a ponto 
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ri Extrai binária I binária 
I I Objetos sem ruído Reconstrói I resultante I 
imagem I binária 
RGB I sem ruído I 
u Converte 1magem 
·I Extrai I Imagem RGB== Objetos I 
Figura 6.7: O algoritmo de identificação de objetos. 
de serem considerados um só. Um exemplo disto é apresentado na Figura 6.8(b). 
Pata resolver este problema, alguns mecanismos são apresentados na literatura. Os trabalhos 
em [5, 21, 30] usam histogramas enquanto [23] usa cores. 
A solução utilizada no presente trabalho assemelha-se ao apresentado em [21], uma vez que 
usa histogramas e assume que a cabeça dos objetos é o ponto de máximo no histograma. O 
histograma é gerado contando o número de pixels acesos no eixo horizontal da imagem binária 
resultante da reconstrução. A Figura 6.8(c) mostra o histograma (crescente para baixo), assim 
como os dois pontos de máximo e o ponto de mínimo entre eles. 
Assumindo que os pontos de máximo correspondem às cabeças dos jogadores e que o ponto 
de mínimo corresponde ao local mais apropriado para separá-los, obtém-se a Figura 6.8(d), onde 
os jogadores já foram sepatados. O último passo é ajustar os limites verticais dos jogadores. 
O algoritmo de oclusão é aplicado somente quando a largura ou altura de um objeto é maior 
do que o limite estabelecido. Observe que no exemplo apresentado, o algoritmo foi poste-
riormente aplicado ao lado direito da Figura, resultando na separação dos dois jogadores em 
oclusão. 
A Figura 6.9 apresenta o resultado da aplicação dos algoritmos em uma seqüência com 
muitos jogadores. Somente os retângulos maiores são registrados como objetos, enquanto que 
os retângulos menores correspondem às sombras. 
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Figura 6.8: Exe,_ do tratamento dos casos de oclusão.( a) Imagem de entrada, (b) imagem 
his:to!~rama indicando os pontos de máximo e m!nimo (d) objetos separados (e) 
resultado final. 
6.2 Fusão 
O resultado da aplicação do algoritmo das seções anteriores é uma lista das coordenadas dos ob-
jetos encontrados na imagem. Como ele é executado para as imagens de cada uma das câmeras, 
o resultado é uma lista de coordenadas por câmera. 
As imagens das câmeras se sobrepõem em determinadas áreas do campo e desta forma, 
um determinado objeto pode ter sido detectado em mais de uma câmera, como apresentado no 
Figura 6.1 O. Observe que na imagem da direita, um dos jogadores não foi detectado. 
Ao converter o sistema de coordenadas dos objetos detectados em cada câmera para a o 
sistema de coordenadas do campo, obtém-se a Figura 6.11, onde cada quadrado indica a locali-
zação de um jogador. 
Observe que há uma pequena discrepância na posição de um mesmo jogador dependendo 
da câmera onde ele foi detectado. As imagens da partida são uma representação bidimensional 
do que está ocorrendo em um ambiente tridimensional. Pode-se dizer que a representação 
bidimensional projeta os jogadores no campo. Como exemplo, observe que a projeção da cabeça 
dos jogadores nas duas imagens se dá em locais diferentes do campo. 
Para minimizar este erro, a posição de um jogador é determinada pelos seus pés, que têm 
uma projeção mínima. Porém, nem sempre é possível detectar os pés, e assim a posição do 
jogador passa a ser a projeção da parte mais próxima ao campo. Como exemplo veja o jogador 
à esquerda na parte inferior na Figura 6.10. Em uma das imagens foi detectado o seu pé, 
enquanto que na outra foi detectado o calção, resultando em um distanciamento entre os objetos 
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(a) (b) 
(c) (d) 
(e) 
Figura 6.9: Exemplo da aplicação dos algoritmos de identificação de objetos e de oclusão. (a) 
imagem de entrada, (b) Bm:;3 , (c) B== sobreposto a BRcB, (d) após reconstmção e (e) após 
oclusão. 
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6.10: Área do campo sobreposta nas imagens das câmeras. 
Figura 6.11: O posicionamento dos objetos da Figura 6.10 no campo. 
detectados nas duas câmeras, como pode ser comprovado na Figura 6.11. 
Para determinar se um objeto detectado em uma câmera é o mesmo objeto detectado em 
outra câmera, verificamos a distância das coordenadas dos pés dos objetos no campo. Se um 
objeto detectado pela câmera A e um objeto detectado pela câmera B estão próximos no campo, 
é possível que correspondam a um mesmo objeto, e podem ser agrupados em um único. 
Ao invés de desenvolver um algoritmo ótimo para resolver o problema acima, optamos por 
um algoritmo guloso que é rápido, mas que nem sempre produz o resultado ótimo. O algoritmo 
tem três passos. 
L cria uma lista com pares de objetos. Esta lista é composta por objetos que tenham sido 
detectados em câmeras diferentes e cuja distância está abaixo de um limite estabelecido. 
2. ordena esta lista de acordo com as distâncias, da menor para a maior; 
3. percorrendo esta lista na ordem, faz com que os objetos mais próximos sejam agrupados 
em um único. Este novo objeto pode ainda ser agrupado a um outro contanto que as 
câmeras sejam diferentes. 
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O resultado da aplicação deste algoritmo na imagem da Figura 6.11 está apresentado na 
Figura 6.12, onde a localização de cada jogador foi detenninada pela média das coordenadas 
das câmeras. 
Assumindo que a soma dos objetos detectados em cada ciLmera é m e que a lista ordenada 
contém n pares, a complexidade do algoritmo é dada a seguir. O primeiro passo é O(m2), o 
segundo é O(nlogn) e o terceiro é O(n). Assim, no pior caso, o algoritmo tem complexidade 
0(1n2 + nlogn + n) = 0(1n2 + nlogn). 
Figura 6.12: Resultado da aplicação do algoritmo de fusão. 
6.3 Resultados Obtidos 
Esta seção mostra os resultados obtidos com o uso dos algoritmos apresentados sobre uma 
seqüência de 32 quadros da primeira partida analisada 
A análise está dividida em duas seções. A Seção 6.3.1 apresenta o resultado da identificação 
de objetos enquanto que a Seção 6.3.2 apresenta o resultado da fusão. 
6.3.1 Avaliação da Identificação de Objetos 
Os resultados relatados nesta seção foram obtidos através de análises feitas a partir da aplicação 
do algoritmo de identificação de objetos em cada um dos 192 quadros (32 quadros em cada 
câmera). Estas imagens mostram os jogadores detectados com uma borda mais clara. A partir 
destas imagens, verifica-se quais objetos foram e quais não foram detectados. Como exemplo, 
veja que todos os jogadores da imagem esquerda da Figura 6.10 foram detectados, enquanto 
que um dos jogadores da imagem da direita não foi. 
A Tabela 6.1 contém o resultado da aplicação do algoritmo de identificação de objetos ao 
longo dos 32 quadros em cada câmera. As colunas "Cam.l" até "Cam.6" indicam o resultado 
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11 Cam.l I Cam.2 Cam.3 CamA I Cam.5 • Cam.6 Total 
11 32 1 32 32 32 i 32 32 192 : Num Quadros 
i Num. Objetos li 2í4 I 454 443 236 i 36 32 I 1475 I 
i Detectados li 252 I 4ll 
• 
387 198 I 21 32 1301 • 
i Grau Detecção 9L9% 90.5% I 87.36% 83.9% 1 ss.33% 100% 88.2% i 
1 Não Detectados 22 43 
• 
56 38 I I 15 I o 'i 174 I 
Detecções Falsas I 12 30 2 li I 2 7 :i 64 
Tabela 6.!: Detecções de objetos em cada câmera. 
obtido em cada câmera individualmente e a coluna '"Total" mostra o desempenho geral. Como 
pode ser visto na primeira linha, foram analisados 32 quadros em cada câmera, totalizando 192 
quadros. 
Em cada havia um determinado número de e somando este número ao 
de todos os 32 quadros foi obtida a segunda linha. Somente uma parte destes foi detec-
tada, oonfonne indicado na terceira linha. A quanta linha mostra o grau de detecção. A 
linha mostra o número de objetos não detectados enquanto que a sexta linha contém o número 
de detecções falsas. Analisaremos cada um destes casos em separado. 
Objetos detectados 
A Tabela 6.1 mostra que 88.2% dos objetos presentes foram detectados corretamente, sendo 
que as duas últimas câmeras têm um desempenho diferenciado das demais. Nas imagens da 
câmera 5 foi observado um baixo grau de detecção (58.33%), sendo que na maior parte dos 
quadros daquela câmera havia somente um objeto, o goleiro, cujo uniforme era cinza. Esta cor 
por vezes é confundida com a sombra no modelo RGB nonnalizado, o que explica o baixo grau 
de detecção. Já na câmera 6 ocorre o inverso, pois o objeto é detectado corretamente em todos 
os quadros. O objeto em questão também é o goleiro, que foi corretamente detectado porque 
a imagem está mais próxima e os objetos são maiores. Mesmo assim, a cor do goleiro causou 
problemas de fragmentação durante a segmentação, como será visto adiante. 
Objetos não detectados 
Como indicado na quinta linha da Tabela 6.2, não foram detectados um total de 174 objetos. Os 
motivos para a não detecção podem ser divididos em três grupos: 
I. Tamanho .mob: o blob resultante do processo de detecção não atingiu o número minimo 
de pixels e foi desconsiderado. Isto ocorre principalmente nas bordas, onde os objetos 
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11 Carn.l I Cam.2 I Cam.3 I Carn.4 I Cam.5 I Cam.6 11 Total I 
! Tam. Blob 1 7 24 1s 1 2 o 52 
: Tam. Região I l 9 25 16 13 o 64 
I Oclusão 20 27 7 4 o o 58 
I Total 22 43 56 38 15 o 174 
Tabela 6.2: Objetos não detectados. 
6.13: de objetos não detectados. Da esquerda para a direita: tamanho do 
tamanho da região, oclusão. 
são pequenos e onde algumas imagens ficam borradas como pode ser visto na imagem da 
esquerda da Figura 6.13. 
2. Tamanho Região: a região resultante do agrupamento de blobs não atingiu a largura e 
altura mínimos para um objeto, e por isso foi desconsiderado. Na maior parte dos casos 
deste grnpo, havia um único blob, porém muito pequeno. A Figura 6.13 mostra este 
caso, onde foi detectado somente o blob que corresponde à cabeça do jogador, mas com 
tamanho insuficiente para ser considerado um objeto. 
3. Oclusão: Dois ou mais objetos estavam em oclusão e foram considerados um único. 
A Figura 6.13 mostra este caso com oclusão de dois jogadores de times diferentes. A 
situação é ainda mais difícil quando os jogadores são do mesmo time. 
Detecções Falsas 
A sexta linha da Tabela 6.1 indica a quantidade de objetos inexistentes que foram detectados. 
Os motivos para os erros podem ser divididos em três grupos como apresentado na Tabela 6.3. 
l. Sombras: ocorre quando uma sombra é erroneamente assinalada como um objeto. A 
Figura 6.!4 mostra um exemplo deste caso. 
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11 Cam.l I Cam.2 I Cam.3 I Cam.4 I Cam.5 I Cam.6 11 Total I 
~~?m?ras !2 I 30 i 2 I 1 i o I 1 1.1 46[ 
i DIV.Honz. o I o I o I 10 i 2 1 o I! 12 J 
I Agregar o I o I o I o I o I 6 i' 6 I I li 
i Total 12 I 30 2 11 2 I 
Tabela 6.3: Detecção de ob:iet<Js inexistentes. 
6.14: Exemplos de detecção de objetos inexistentes. Da esquerda para a direita: sorni:Jra, 
divisão agregar b!obs. 
2. Divisão Horizontal: ocorre quando o algoritmo de divisão horizontal divide um único 
objeto. Este caso ocorre unicamente com o assistente, onde a sua bandeira é considerada 
um objeto, enquanto que ele próprio é considerado outro, como pode ser visto na imagem 
central da Figura 6.14. 
3. Agregar: ocorre quando um objeto é decomposto em vários blobs que, ao serem agrega-
dos, formam mais de um objeto. Este caso ocorreu em sua maioria com o goleiro, que usa 
uniforme cinza e onde somente pequenas partes do seu uniforme são detectadas no mo-
delo RGB normalizado. Várias partes dele são detectadas em separado e distantes como 
pode ser visualizado na Figura 6.14, onde a cabeça e o tronco do goleiro são considerados 
um objeto, enquanto que os pés são considerados outro. 
6.3.2 Avaliação da Fusão 
A Tabela 6.4 contém o resultado geral da aplicação do algoritmo de fusão nas seqüências ge-
rados pelo algoritmo de identificação de objetos. A primeira coluna mostra o desempenho 
do algoritmo independente de quantas câmeras focalizavam o objeto. Assim, dos 791 objetos 
presentes ao longo dos 32 quadros analisados, 748 foram detectados, um grau de 94.56% de 
sucesso. 
Esta taxa é superior à taxa encontrada com o algoritmo de identificação de objetos da Ta-
bela 6.1 (88.2% ), uma vez que os objetos que não foram detectados em uma cãmera foram 
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Geral 
' 
I il Uma Câmera I Duas Câmeras 11 Três Câmeras 11 
Erros 43 i 5.44% li lO I 6.17% 31 i 5.50% 
' 
2 3.08% i 
Acertos 748 I 94.56% I 152 i 93.83% 533 94.50% I 63 96.92% 11 
Total 79! 1 11 162 1 564 I 65 I' 
Tabela 6.4: Resultado do algoritmo de fusão. 
detectados em outra onde o mesmo objeto era visível. 
A segunda coluna da Tabela 6.4 apresenta o grau de detecção quando um objeto estava 
visível em uma única câmera. É interessante observar que o grau de acerto é também superior 
ao apresentado na Tabela 6.1 porque as áreas do campo cobertas por uma única câmera são 
aquelas sujeitas a pouca oclusão. 
A terceira coluna apresenta o grau de detecção quando um objeto é visto por exatamente 
duas câmeras. Este de sobreposição é comum nas gramd'es áreas, locais onde normalmente 
há grande concentração de jogadores, e onde ocorrem muitos dos casos de oclusão. 
Finalmente, a quarta coluna mostra que a maior taxa de acerto ocorre quando um objeto é 
visto em três câmeras, superior à taxa de acerto de uma e de duas câmeras. 
Uma análise mais detalhada das situações onde ocorrem erros e acertos é apresentada na 
Tabela 6.5. A tabela está dividida em duas partes. A parte superior detalha as situações onde 
ocorreram erros enquanto que a parte inferior detalha os acertos. 
Cada objeto presente na cena pode ser visto em, no máximo três e no mínimo em uma única 
câmera. Quando ele é visto em uma única câmera, as seguintes situações podem ocorrer: ele 
pode ser detectado isolado, pode ser detectado em oclusão, pode não ser detectado por estar em 
oclusão ou ainda pode não ser detectado apesar de estar presente. Cada um destes é detalhado na 
Tabela. Assim, para os dez objetos não detectados que estavam visíveis em uma única câmera, 
cinco estavam em oclusão e cinco não foram detectados. De forma análoga, para os 152 objetos 
que foram detectados em uma única câmera, 94.07% deles foram detectados. 
A tabela também mostra o resultado quando um objeto está visível em duas ou três câmeras. 
Por exemplo, XO indica que o objeto foi detectado em uma das câmeras em que estava presente, 
mas ele estava em oclusão na outra câmera. 
Com a tabela é possível entender como o processo de fusão auxilia na detecção de objetos. 
Um exemplo está na linha XM, que na Tabela 6.1 contaria como um acerto em uma câmera e 
uma falha em outra O algoritmo de fusão anula a falha, e o resultado global passa a contar 
como um acerto. 
Isto porém pode também aumentar o número de detecções falsas, uma vez que uma sombra 
detectada em uma câmera contará como um objeto. Porém, a Tabela 6.6 mostra que este número 
diminui. Isto ocorre porque muitas sombras foram fundidas em uma só. 
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Tabela 6.5: Situações contempladas pelo algoritmo de fusão. 
Sombras 42 70% 
Divisão Horizontal 12 20% 
Agregar 6 10% 
1 Total 1!60 I 
Tabela 6.6: Detecções falsas após a fusão. 
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i Processo 11 Tempo Total Média 
! id. Obj. l li ll.l4s 0.35s ! 
I id. obj. 2 1! ll.l4s 0.35s 
I id. obj. 3 ll.l7s 0.35s 
I id. obj. 4 ! l.34s ' 0.35s i 
i id. obj. 5 ll.07s 0.35s 
I id. obj. 6 ll.25s I 0.35s 
i fusão 5.36s I 0.17s 
Tabela 6.7: Tempo de execução de cada processo. 
Resumindo: 
• Destes 25 objetos, a Tabela 6.4 mostra que a média de detecção é de 94.56%, e con-
seqilentemente a média de não detecção é de 5.44%. Isto implica dizer que, em média 
23.6 objetos são encontrados e que 1.4 não são enoontrados em cada quadro sincronizado. 
• A Tabela 6.6 mostra que ooorreram 60 detecções falsas, que ao longo dos 32 quadros 
sincronizados nos dá uma média de 1.8 detecções falsas por quadro sincronizado. 
Este desempenho é adequado para que a aplicação em questão opere em tempo real. 
6.3.3 Tempo de Execução 
Os tempos contidos nesta seção foram obtidos através da execução do algoritmo no Beowulf. A 
Tabela 6. 7 contém os tempos de execução dos algoritmos citados. Para chegar a estes números 
consideramos a média de 16 execuções dos dois algoritmos. Os identificadores de objeto são 
executados em seis máquinas diferentes, e as seis primeiras linhas mostram o desempenho para 
as imagens das câmeras um a seis. O desempenho do processo de fusão está indicado na última 
linha. Este processo é executado em um sétimo processador. Por estarem em processadores 
diferentes, os dois algoritmos são executados em pipeline, ou seja, após o primeiro quadro, o 
processo de fusão é executado em paralelo com o de identificação. 
A tabela demonstra que este módulo é capaz de operar em tempo real se for tratado um 
quadro sincronizado a cada meio segundo. Porém, para determinar o intervalo de tempo entre 
dois quadros sincronizados, é necessário levar em consideração outros fatores, tais como (I) 
atrasos em função da vazão da rede, (2) carga de trabalho gerada para o processo leitor, e (3) 
carga de trabalho gerada para o módulo de gerenciamento do rastreamento. 
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Estes fatores variam em função do ambiente onde o sistema estiver operado. No caso do 
Beowulf, optou-se por um intervalo de dois segundos para aliviar o item (3). 
Capítulo 
O Rastreamento em Imagens Reduzidas 
Esta seção descreve o funcionamento dos processos que realizam o rastreamento de objetos 
utilizando imagens de tamanho reduzido. Cada objeto será restreado por um destes processos 
até o fim da seqüência de vídeo ou até o rastreador o objeto. 
Ao ser iniciado, um rastreador recebe as coordenadas e o número do quadro onde o 
pode ser encontrado. Em seguida solicita, para cada leitor, uma imagem de tamanho redu-
zido para as coordenadas e quadro indicados. A Figura L8 apresenta um exemplo de imagens 
reduzidas centradas na coordenada do campo onde está localizado o juiz. 
As imagens são de tamanho reduzido e os objetos a serem rastreados também o são, tendo 
normalmente entre lO a 40 pixels de altura. Isto faz com que o rastreamento seja mais propenso 
a erros e somente artigos mais recentes se propõem a rastrear objetos tão pequenos [62, 63], 
apesar de não o fazerem em tempo reaL 
O rastreamento se dá a partir de imagens reduzidas (por exemplo 60x60 pixels) que contêm 
o objeto a ser rastreado. Como o rastreador não tem acesso ao quadro completo, as técnicas 
de detecção de objetos baseadas em quadros de referência (Seção 23.1) não se mostraram 
apropriadas. 
Uma análise nas seqüências de vídeo mostra que as características de cada seqüência são 
diferentes: 
• seqüencia filmada de dia (Figuras L5, L6 e L7 ): 
L não há sombras; 
2. as cores do campo são mais homogêneas; 
3. quatro câmeras filmam de um lado e uma câmera filma o outro lado do campo. 
• seqüência filmada à noite (Figuras L2, L3 e !A): 
L cada jogador tem várias sombras (uma por torre de iluminação do estádio); 
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2. as cores do campo variam de acordo com a intensidade de iluminação em cada 
ponto. 
3. quatro câmeras filmam o campo todo e duas se concentram nas grandes áreas. Todas 
as câmeras estâo do mesmo lado do campo. 
V árias técnicas de rastreamento foram testadas em cada seqüência, porém devido às diferen-
tes camcterísticas listadas acima, uma técnica que obtinha bons resultados em uma seqüência 
normalmente tinha um desempenho frnco na outra. Por esta razão, técnicas diferentes foram 
utilizadas em cada seqüência 
A maior diferença está na fonna de detectar os jogadores. A primeira seqüência mostrou-se 
mais propícia ao uso de gradiente, enquanto que a segunda obteve melhores resultados com o 
uso das cores. 
É importante ressaltar que as características da segunda seqüência apresentam desafios mai-
ores pam o rastreamento do que a primeira, e para obter bons resultados na segunda seqüência, 
foi desenvolvido um novo mecanismo de rastreamento a partir da retroprojeção de 
histogramas 1, uma técnica que utiliza histogramas de cores para detecuu os objetos. Como será 
visto adiante, a retroprojeção de histogramas tem também a vantagem de ser rápida tornando-a 
apropriada para uma aplicação que se destina a gerar resultados em tempo reaL 
Este capítulo descreve em detalhes o algoritmo de retroprojeção de histogramas e como ele 
foi adaptado pam lidar com as variações nas cores dos objetos ao longo do rastreamento. A Se-
ção 7 .I descreve algoritmo de retro projeção de histogramas. A Seção 7 2 descreve o algoritmo 
desenvolvido para rastrear objetos em imagens de tamanho reduzido e a Seção 7.3 descreve os 
resultados obtidos com este algoritmo para o rastreamento dos jogadores. Por fim, a Seção 7 A 
descreve a técnica utilizada para o rastreamento de objetos na primeira seqüência através do uso 
do gradiente e os resultados obtidos com esta técnica. 
7.1 Retroprojeção de Histogramas 
Swain e Ballard [24] propuseram um método eficiente para localizar um objeto, ou mais preci-
samente para indicar um conjunto de localizações prováveis para um determinado objeto, em 
imagens coloridas utilizando histogramas de cores. 
O algoritmo é chamado retroprojeção de histogramas, e usa uma relação entre o histograma 
das cores de uma imagem e o histograma das cores do objeto a ser procurado para gerar uma 
imagem em níveis de cinza onde as ocorrências do objeto procurado são destacadas. 
O algoritmo é vastamente utilizado para a detecção e recuperação de imagens em bancos de 
dados, e é composto dos seguintes passos: 
1histogram backprojectíon 
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Passo 1: Seja HM o histograma de cores de uma imagem que contém um objeto a ser procurado 
(um modelo) e H1 o histograma de cores de uma imagem de busca. O primeiro passo do 
algoritmo é calcular a razão entre o histograma do modelo e o da imagem para 
cada entrada j, como indicado na equação 7.!. 
l) (7.1) 
Q é uma tabela de busca, chamada tabela de retroprojeção2 , que indica o grau de co:nfi:mç:a 
de cada cor pertencer ao objeto. Por exemplo, se estiver sendo procurada uma pessoa 
com camisa amarela num ambiente verde, Qamarelo será grande, enquanto que Qverde será 
pequeno. 
Pa.sso 2: Reprojeta os valores da tabela de retroprojeção na imagem: cada cor j da imagem I 
é substituída pelo seu grau de confiança (equação 7.2), gerando assim uma imagem em 
níveis de cinza onde o objeto procurado assume os maiores valores. 
B(x, y) = Ql(x,y) (7.2) 
Passo 3: Aplica uma convolução de raio r sobre a imagem retroprojetada. Os locais em que a 
convolução assume os maiores valores indicam as mais prováveis localizações do modelo 
na imagem. 
Um exemplo da aplicação deste algoritmo é apresentado na Figura 7.1. 
(a) (b) (c) 
Figura 7 .l: O algoritmo de retroprojeção de histogramas. (a) imagem onde o objeto está sendo 
procurado (b) imagem do modelo (c) imagem retroprojetada, onde as áreas mais claras corres-
pondem aos locais onde é mais provável encontrar o objeto procurado. 
2backprojection table 
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7.2 Rastreamento baseado em Cores 
Nas de rastreamento de objetos, a retroprojeção de histogramas é normalmente uti-
lizada para auxiliar nos casos de oclusão [5, 23], ou combinadas com outros mecanismos para 
detectar objetos 
A Seção 3.4 descreve o único trabalho encontrado na literatura que utiliza a retroproje-
de para detectar objetos, porém o algoritmo é somente a pequenas 
seqüências de vídeo (menos de 100 quadros). O motivo para se usar seqüências pequenas está 
possivelmente nas mudanças de cor que ocorrem ao longo do rastreamento. 
Para que o efeito destas mudanças de cor fossem minimizadas, foi realizado um estudo 
das situações em que elas ocorrem em uma partida de futeboL Este estudo é apresentado na 
Seção 7.2.L 
O algoritmo foi desenvolvido a partir deste estudo e é apresentado de acordo com a notação 
utilizada no capítulo 2. A Seção 7 .2.2 descreve a iniciação do algoritmo, a Seção 7 .2.3 descreve 
os o processo de id<mtificaçilo e de representação, a Seção 7 .2.4 descreve o mecaoismo de 
afc,riç:ão, a 7 .2.5 descreve o rastreamento ao longo do tempo. mais de uma 
imagem está a disposição, o mecanismo de fusão desotito na Seção 7 .2.6 é aplicado. 
7.2.1 Restrições ao uso da Retroprojeção de Histogramas 
Como pode ser visto na Figura 7. 1( c), a imagem retro projetada permite identificar a localização 
do objeto, porém não claramente. Por esta razão a bibliografia apresenta mecanismos alterna-
tivos para melhorar a definição da imagem retroprojetada, como por exemplo utilizando outras 
formas para calcular a tabela de retroprojeção [64] e o uso de diferentes sistemas de quantização 
e de cores [45, 65]. 
Hwang [66], por outro lado, demonstrou que o algoritmo de retroprojeção apresenta dois 
problemas críticos, e por esta razão não é passível de ser aplicado a determinadas situações. Os 
dois problemas são os seguintes: 
l. se a cor do modelo for a cor predominao te na imagem, a maior parte da imagem retropro-
jetada será clara, dificultando ou impossibilitando a localização do objeto; 
2. histogramas não indicam informação espacial. Pixels de uma mesma cor têm o mesmo 
valor retroprojetado, independente do contexto onde se encontram (por exemplo a cor de 
seus vizinhos). 
Por esta razão, propõs o uso de correlogramos de histogramas, onde cada entrada na tabela 
de retroprojeção leva em consideração a cor de seus vizinhos, agregando assim informação 
espacial. Porém, apesar de atraente, este mecanismo não é apropriado para o SORTTS devido 
ao pequeno número de pixels com o qual cada objeto é representado. 
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Como já foi citado anteriormente, somente um trabalho utiliza retroprojeção de histogramas 
para detectar objetos, e o aplica somente em pequenas seqüências de vídeo. O motivo de tão 
poucos trabalhos utilizarem retroprojeção de histogramas para a detecção está nas de 
cor que ocorrem ao longo do rastreamento. Estas mudanças podem ser agrupadas em três tipos: 
l. as cores do objeto rastreado mudam de acordo com a iluminação do ambiente. Por exem-
quando um objeto move-se para uma região mais clara ou mais escura do que aquela 
onde estava o modelo. 
2. as cores do objeto rastreado mudam quando ele se move. Por exemplo, quando o objeto 
rastreado é uma pessoa que usa roupas de várias cores. 
3. as cores do fundo mudam a medida que o objeto se move. Por exemplo, quando o objeto 
vai de um local onde o fundo é verde para outro onde o fundo é cinza. 
Como será visto a seguir, o efeito de cada um destes tipos de m1rd,mçapode ser rninirnizad,), 
peJrmitirtdo o uso de retroprojeção de histogramas como ferramenta de detecção. 
No primeiro tipo as cores mudam de acordo com a iluminação, fazendo com que as cores 
do objeto rastreado não combinem mais com as do modelo. O efeito deste problema pode ser 
minimizado ao utilizar um modelo de cores que dá um valor maior à cor e menor ao brilho. 
No segundo tipo, as cores do objeto mudam ao longo do rastreamento. Para contornar este 
problema, o modelo do objeto deve ser atualizado de tempos em tempos a partir de modelos 
extraídos da própria seqüência de vídeo. Porém isto deve ser feito cuidadosamente, pois se 
qualquer parte do objeto estiver faltando no novo modelo, ou se outras cores forem impropria-
mente incluídas, todo o processo de detecção pode falhar. 
No terceiro tipo as cores do fundo mudam quando o objeto se move. Quando isto ocorre, as 
cores do fundo podem combinar com cores do modelo, resultando em uma grande quantidade 
de picos na imagem retroprojetada. Este problema pode ser minimizado se o modelo incluir o 
máximo do objeto rastreado e o mínimo do fundo. 
As próximas seções descrevem o algoritmo de rastreamento executado em cada processo 
rastreador, sendo que os mecanismos desenvolvidos para lidar os casos acima são detalhados na 
Seção 7 .2.3. 
7 .2.2 Iniciação 
Na fase de iniciação, cada rastreador recebe uma mensagem do módulo de iniciação e acom-
panhamento contendo uma coordenada do objeto a ser rastreado e o quadro onde ele pode ser 
encontrado. Em seguida, estes três parâmetros são enviados ao módulo de leitura que responde 
com uma imagem de cada cãmera centrada nas coordenadas indicadas. 
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O rastreador assume que o centro de cada imagem reduzida contém o objeto rastreado, e 
assim utiliza a região central das imagens como modelo inicial para o cálculo da tabela de 
retroprojeção. Calcula-se então uma tabela de retroprojeção para cada câmera. 
7.2.3 Rastreamento 
O rastreamento das imag<ons reduzidas é executado de forma imlep•en•derlte para cada câmera. 
Serão descritos a seguir os mecanismos de identificação e de representação dos objetos em cada 
imagen reduzida. 
Identificação de Objetos 
Esta fase minimiza os problemas apresentados na Seção 7.2.1 para utilizar a retroprojeção de 
histogramas em seqüências de vídeo. 
O primeiro passo é converter a imagem de entrada para uma imag<:m em outro modelo de 
cores onde o efeito da iluminação é minimizado. Vários modelos de cores foram testados e os 
melhores resultados foram obtidos com o modelo RGB normalizado, onde somente as bandas 
R..w.m e G-= são utilizados (equações 7.3 e 7.4). 
G~ 
R 
R+G+B 
G 
(7.3) 
(7.4) 
Ao invés de mapear as duas bandas em uma única tabela de retroprojeção, duas tabelas 
foram utilizadas, e para lidar com estas duas tabelas, algumas alterações foram efetuadas nos 
passos 1 e 2 do algoritmo: 
Passo 1: a imagem é convertida para o modelo RGB normalizado, e duas tabelas de retropro-
jeção são geradas, uma para a banda R.wrm e outra para Gnwm· 
Passo 2: como existem duas tabelas de retro projeção, o menor valor será utilizado na imagem 
retroprojetada (equação 7.5). Isto faz com que os picos ocorram somente nos locais onde 
os valores de ambas as tabelas de retro projeção forem altos. 
(7.5) 
O segundo problema é atualizar o modelo de tempos em tempos. Simulações mostraram que 
atualizações constantes aumentam a probabilidade de o modelo não representar corretamente 
o objeto. Isto ocorre por causa da proximidade com outros objetos, o que pode fazer com que 
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as cores de outros objetos sejam incluídas no modelo, ou por causa de acúmulo de pequenos 
erros na seleção do modelo. Por esta razão o modelo deve ser atualizado quando o objeto está 
isolado e em intervalos razoavelmente grandes. O intervalo de tempo para atualizar o modelo 
varia de acordo oom a seqüência de vídeo analizada As simulações mostraram que, para as 
as seqüências de vídeo utilizadas neste texto, as atualizações devem ocorrer em intervalos não 
menores do que um segundo e não maiores do que lO segundos. 
O terceiro problema é isolar as cores do modelo das cores do fundo. Apesar de ser possível 
recortar uma área retangular da imagem para ser usada como modelo, grande parte do fundo é 
sempre incluída. Por esta razão foi desenvolvido um método para obter uma máscara que inclui 
o máximo do objeto e o mínimo do fundo. O histograma do modelo é extraído desta máscara. 
Como o fundo é estático, esta máscara é obtida através da subtração de dois quadros sucessivos 
seguido de operações morfológicas para limpar e conectar blobs. Isto implica que o modelo só 
poderá ser atualizado quando o objeto se move, o que razoável, uma vez que as mudanças de 
cor no objeto só ocorrem quando ele se move. 
A deste método é apresentada na 7.2 onde a máscara foi obtida ao sub-
trair dois quadros sucessivos. Como era desejado, a máscara do modelo inclui todo o objeto e 
somente uma pequena parte do fundo. 
(a) (b) (c) (d) 
Figura 7.2: O algoritmo de retroprojeção de histograma que usa um modelo mascarado. (a) a 
imagem binária resultante da subtração de dois quadros sucessivos (b) o modelo mascarado (c) 
o quadro seguinte ( d) a imagem retroprojetada resultante. 
O mecanismo apresentado gera uma imagem retroprojetada com mais contraste entre os 
pixels que correspondem ao objeto e aqueles que correspondem ao fundo (compare as Figu-
ras 7.l(c) e 7.2(d)). 
Uma vez obtida a imagem retroprojetada com mais contraste entre o objeto e o fundo, o 
passo seguinte é lintiarizar esta imagem e gerar uma imagem binária que indica a localização do 
objeto rastreado. Uma lintiarização baseada em valores fixos não é apropriada, pois quando não 
é possível atualizar o modelo por um longo tempo, os picos podem chegar a valores inferiores ao 
lintiar pré-estabelecido. A solução encontrada para este problema é "acender" uma porcentagem 
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fixa de pixels da imagem retroprojetada. A porcentagem utilizada é l 0%, o que significa dizer 
que os 10% de pixels com os maiores valores na imagem retro projetada serão acesos. 
Representação de Objetos 
Os objetos são representados pelos seus limites extremos, que são indicados nas Figuras deste 
capítulo como retângulos que envolvem os objetos. A forma de obter estes retângulos é descrita 
a seguir. 
A imagem binária resultante também é sujeita a ruídos, que são minimizados com operações 
morfológicas, resultando na imagem binária da Figura 7.3(a). Em seguida, os pequenos blobs 
isolados da Figura 7.3(a) são eliminados e os demais são armazenados em estruturas chamadas 
regiões (os retângulos indicados na Figura 7.3(b)). 
(a) (b) (c) (d) 
Figura 7.3: (a) blobs detectados apds a limiarização da imagem retroprojetada seguida de ope-
rações morfológicas (b) regiões detectadas no quadro (c) regiões que contêm objetos (d) área 
prevista para conter o objeto. 
Estas regiões são agrupadas de acordo com a distância, e pequenas regiões que não puderam 
ser agrupadas a regiões maiores são eliminadas. Assume-se que as regiões resultantes contêm 
objetos. A Figura 7.3(c) mostra o resultado deste processo onde somente restou uma região, 
aquela que contém o objeto. 
7 .2.4 Aferição 
As informações contidas em cada região (como por exemplo altura e largura médias do retân-
gulo que contém o objeto, distribuição de cores, etc.) são calculadas e armazenadas em uma 
estrutura chamada "informação de rastreamento do objeto". Quando dois ou mais jogadores es-
tão presentes na imagem, as informações contidas nesta estrutura são utilizadas para determinar 
qual das regiões contêm o objeto rastreado. 
p 
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Nos casos de oclusão, onde dois ou mais objetos estão tão próximos que normalmente uma 
única região é detectada, as informações de rastreamento do objeto não são atualizadas e o 
rastreamento segue até que os objetos se separem. 
7 .2.5 Relação Temporal 
A relação teropc>ral entre quadros é calculada tanto nas imagens quanto nas coordenadas do 
campo. 
Quando é aplicada às imagens, o objetivo é prever a localização do objeto na imagem se-
guinte. Para tal, é utilizado um filtro de Kalman baseado no modelo de Ramachandra 
em cada extremo do retângulo que contém o objeto. O retângulo mais próximo ao retângulo 
previsto pelo filtro de Kalman é o mais provável de corresponder ao objeto rastreado. A Fi-
gura 7.3(d), mostra o retângulo previsto para conter o objeto. 
As coordenadas da imagem são então convertidas para as coordenadas de campo para deter-
rainar a localização do objeto no campo. também é usado o mesmo filtro de Kalman para 
prever a looalização do no quadro. 
Apesar de gerar bons resultados, o mecanismo de detecção de objetos descrito acima por 
vezes não detecta o objeto, o que normalmente ocorre quando o objeto é representado por 
um pequeno número de pixels. Nestes casos, o retângulo previsto pelo filtro de Kalman é 
utilizado como a localização do objeto na imagem seguinte. Se o objeto não é detectado por 
um determinado número de quadros consecutivos, o rastreador pára o rastreamento e envia uma 
mensagem ao módulo de iniciação e acompanhamento indicando que ele está perdido. 
7 .2.6 Fusão 
Algumas áreas do campo são cobertas por mais de uma câmera. Estas áreas correspondem a 
locais onde os problemas de detecção são mais prováveis de ocorrer, como as áreas mais afas-
tadas do campo e as áreas próximas a cada goL No primeiro caso, os objetos são representados 
por poucos pixels e o uso de um número maior de câmeras aumenta a chance de detectar os 
objetos. No segundo caso, os jogadores estão normalmente próximos e o uso de um número 
maior de câmeras ajuda a resolver casos de oclusão. 
Se o objeto rastreado estiver em alguma destas áreas, o rastreador deve lidar com mais de 
uma imagem reduzida. A detecção de objetos prossegue normalmente em cada imagem, e so-
mente quando todas as imagens reduzidas já tiverem sido analisadas, é que a fusão é aplicada. A 
fusão é executada entre os passos de aferição (Seção 7 .2.4) e de relação temporal (Seção 7 .2.5). 
Vários mecanismos foram testados para realizar a fusão, como por exemplo usar as cores, a 
largura e altura dos retângulos e combinações entre eles. Os melhores resultados foram obtidos 
através do uso da projeção no campo dos retângulos que corresponde aos objetos detectados em 
cada imagem reduzida. 
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A Figura 7 A apresenta urna situação com dois jogadores em cada imagem reduzida e as 
projeções dos retângulos no campo. Em cada imagem reduzida, o maior retângulo é a região 
filtro de Kalrnan, e os retângulos menores indicam os objetos detectados. 
(a) (b) (c) 
7.4: A fusão de jogadores a pardr das imagens de duas câmeras: a imagem reduzida 
da câmera 2 (b) a imagem reduzida da câmera 3 (c) a da projeção dos retângulos que 
contêm os jogadores no campo. 
A fusão é efetuada a partir da projeção dos retângulos que contêm os jogadores no campo 
(Figura 7.4(c)). O objetivo é obter um conjunto de coordenadas que indique a localização dos 
objetos presentes no campo. Para tal, é necessário emparelhar as projeções obtidas a partir de 
cada urna das imagens, ou seja, encontrar o par de cada projeção de uma imagem na outra. 
Considere que a base de cada retângulo corresponde a nodos de um grafo, e que cada aresta 
deste grafo indica a distância entre nodos de imagens de câmeras diferentes. Este grafo é bi-
partido, e o problema de emparelhamento de nodos resume-se a encontrar o conjunto de arestas 
cuja soma é mínima. Os nodos de cada aresta são os pares desejados. Este problema é co-
nhecido como o problema do assinalamento3, e vários algoritmos que geram soluções ótimas 
baseadas em programação linear são conhecidas na literatura. 
Infelizmente o processo de detecção pode falhar devido a oclusão ou pelo pequeno tamanho 
dos objetos, fazendo com que números diferentes de objetos sejam detectados em cada imagem 
reduzida. Por esta razão, os retângulos do preditor de Kalman são também incluídos no grafo 
assim como as arestas que indicam as distâncias entre ele e todos os nodos da outra imagem que 
correspondarn a objetos (não é inserida a aresta que liga os dois nodos obtidos pelo preditor). 
Desta forma, se um objeto for detectado em urna das imagens mas não em outra, ele pode ser 
emparelhado com a localização do preditor de Kalman. 
Por esta razão foi implementada urna solução não ótima para o problema do emparelha-
mento, que utiliza um algoritmo guloso onde uma aresta é removida por vez, por exemplo 
aquela com a menor distância. A vantagem deste método é que ele permite ajustes finos, como 
3assignment problem 
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por exemplo incluir ou não os nodos do preditor de Kalman> Este tipo de ajuste não é possível 
nas soluções baseadas em programação linear para o problema do assinalamento. 
7.3 Resultados 
A alteração no algoritmo de retroprojeção ooorre na fase de rastreamento com o obietiivo 
melhorar o contraste na imagem retro projetada e melhorar a definição da localização do 
Ao longo da fase de testes, este objetivo foi atingido e são raras as situações em que o 
objeto presente não é identificado> Quando o objeto rastreado não entra em oclusão com outros, 
a detecção sofre poucas falhas e o rastreamento do objeto ocorre durante várias centenas de 
quadros. Porém, o ponto crítico do algoritmo utilizado é o tratamento de oclusão, que também 
é ponto crítico de grande parte dos sistemas de rastreamento. 
Vários mecanismos para tratamento de oclusão são conhecidos, e os mais significativos são 
descritos nas seções 3.3, 3.5, 3.6, 3.7 e 3.8. 
Qr1an:do dois objetos estão em oclusão e não são representados oom um grande número 
de pixels, a solução mais comum é aguardar para que eles saiam da oclusão para só então 
o rastreador decidir qual era o objeto que ele rastreava. Esta solução foi implementada em 
associação com a localização prevista pelo filtro de Kalman, e apesar de resolver vários casos, 
nem sempre toma a decisão correta, principalmente quando a oclusão inclui jogadores de um 
mesmo time e em regiões cobertas por uma única câmera. 
Outro problema ooorre em função do tamanho reduzido das imagens. Quando os jogadores 
saem de oclusão, eles normalmente se distanciam rapidamente um do outro. Assim, o rastreador 
deve se basear na informação de poucos quadros para escolher em qual objeto deve prosseguir 
com o rastreamento. 
O princípio é que cada objeto que se move na área vigiada seja rastreado por pelo menos um 
rastreador na maior parte do tempo. Por esta razão, estas trocas são aceitáveis, porém dificultam 
uma avaliação do desempenho do algoritmo descrito neste capítulo. 
Como o algoritmo baseia-se nas cores do objeto, um bom modelo para verificar o desempe-
nho da detecção de objetos é aquele que tem oores diferenciadas. Isto ocorre com o juiz, que 
usa um uniforme que é diferente de todos os outros objetos na cena. Por esta razão, a análise do 
desempenho do algoritmo concentra-se nos resultados obtidos ao rastrear o juiz. 
A seqüência de análise é composta de 4192 quadros, o que corresponde a 4m39s de uma 
partida de futebol do campeonato brasileiro. O juiz começa a ser rastreado no qnadro l e é 
perdido no quadro 3951 e reassinalado para rastreamento 49 quadros depois (um pouco mais 
de três segundos). O juiz é rastreado por duas câmeras em mais de 90% do tempo, e é perdido 
quando está sendo rastreado unicamente pela câmera 5. 
A Figura 7.3 compara a localização do juiz indicada pelo algoritmo nos primeiros 1191 qua-
dros com a localização indicada manualmente. Observe que durante a maior parte do tempo, 
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a indicação obtida com o rastreamento automático está acima da indicação obtida com o ras-
treamento manual, uma vez que os pés são confundidos por vezes com a sombra e suprimidos. 
Isto faz com que a parte de baixo do retângulo esteja mais próximo do joelho do que do e a 
projeção da parte de baixo do retângulo fique mais "alta". 
"-.,. ' -~ .- -_.,_ "" 
Figura 7.5: Comparação entre o rastreamento manual (linhas) e o rastreamento automático 
(pontos) do juiz nos primeiros 1191 quadros da seqüência de vídeo. O ponto mais escuro indica 
o local onde o rastreamento iniciou. 
Também foi feita uma análise da velocidade com a qual os rastreadores trabalham e foi 
constatado que eles são capazes de trabalhar com até vinte quadros por segundo com duas 
imagens reduzidas em cada quadro. Esta velocidade é superior à velocidade de leitura, o que 
indica que mesmo que um rastrador começe a análise em um quadro próximo ao fim do buffer 
de leitura, ele tende a avançar para o início, quando passa a ser limitado pela velocidade de 
leitura dos quadros. 
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7.4 Rastreamento Utilizando Gradiente 
O gradiente de uma imagem é calculado em função das discrepãncias de valor entre os vizinhos 
de cada pixel: quanto maior a discrepãncia dos valores vizinhos a um pixel, maior o valor do 
gradiente daquele pixel. Vários métodos de cálculo do gradiente são descritos na literatur~ 
como Sobe!, Prewilt, Roberts, entre outros [4], para ressaltar diferentes tipos de discrepãncia. 
Como o valor do gradiente de cada pixel varia em função da cor de seus vizinhos, quando 
uma alteração de intensidade de luz é aplicada à imagem inteira, o gradiente não sofre alterações 
significativas. Esta constatação norteou o desenvolvimento de outra versão do rastreador de 
imagens reduzidas, que é descrito nesta seção. 
A idéia é usar a imagem resulttmte da aplicação do gradiente em cada pixel na imagem do 
campo vazio como quadro de referência. Este quadro de referência pode ser calculado várias 
vezes ao longo da partid~ porém como as variações neste quadro de referência são nulas ao 
longo do tempo, ele só precisa ser calculado uma única vez em cada câmera na fase de iniciação 
e em seguida enviado para os rastreadores. 
Para cada imagem de trunanho cada rastreador executa uma série de passos. Estes 
passos são descritos abaixo, e o resultado de cada passo pode ser visto na Figura 7 .4. Nesta 
Figura, os passos são aplicados a duas imagens de um mesmo jogador e o resultado de cada 
passo é descrito da esquerda para a direita. O gradiente utilizado foi Sobe!. 
I. Calcula o gradiente da imagem de trunanho reduzido. 
2. Recorta uma imagem reduzida do quadro de referência da câmera correspondente. Esta 
imagem corresponde às mesmas coordenadas da imagem reduzida recebida. 
3. Subtrai a imagem reduzida recebida da imagem reduzida de referência, resultando nas 
imagens da segunda coluna da Figura 7.4. Esta imagem ainda apresenta os contornos das 
linhas do campo. 
4. A imagem é limiarizada, ou seja, os pixels com intensidade abaixo de um certo limiar 
(caso dos pixels resltmtes das linhas do campo) são "apagados", resultando nas imagens 
da terceira coluna. 
5. Pixels dispersos são eliminados através de operações morfológicas, resulttmdo nas ima-
gens da quarta coluna. 
6. Os blobs definem os retãngulos que contêm os jogadores, conforme indicado na quinta 
coluna. 
Após a fase de detecção, os retãngulos são projetados no campo, como indicado na parte de 
baixo da Figura 7.4. Isto permite ajustes quando a segmentação apresenta erros (como é o caso 
do exemplo). 
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Figura 7.6: O rastreamento usando o gradiente. 
As fases de aferição, relação temporal e fusão são análogos aos descritos nas seções 7.2.6, 
7.2.4 e 7.2.5, respectivamente. 
Assim como a abordagem de detecção de objetos baseada em cores, a detecção baseada no 
gradiente também apresentou problemas quando o objeto rastreado está em oclusão, mesmo 
quando a oclusão ocorria na área coberta pela câmera invertida. 
Nesta seqüência de vídeo, mais regiões do campo são cobertas por duas ou mais câmeras 
diminuindo assim os erros de detecção de objetos. Mesmo os erros de segmentação ocasionados 
pela remoção dos pixels que eorrespondem às linhas do campo não afetaram o desempenho do 
algorimo, uma vez que estas regiões são cobertas por mais de uma câmera. Com isso, os erros 
de segmentação ocasionados pela imagem de uma cãmera são compensados pela imagem em 
outra. 
Capítulo 8 
Gerenciamento do Rastreamento 
Para que o sistema opere em tempo real, o número de quadros que cada rastreador de imagens 
reduzidas processa em um intervalo de tempo não pode ser maior do que o número de quadros 
lidos no mesmo intervalo de tempo. Para dois aspectos do projeto são críticos: o tamanho 
das e o número de mensagens enviadas e recebidas pelos rastreadores. 
O tamanho das imagens é crítico porque dentre os algoritmos os que usam mais 
tempo computacional são aqueles que operam sobre as imagens, o que significa dizer que quanto 
maiores forem as dimensões das imagens, mais lentos serão os rastreadores. O número de 
mensagens também é crítico pois afeta a quantidade de dados que trafegam na rede. Se esta 
quantidade for superior à vazão da rede, o desempenho de todo o sistema ficaria comprometido. 
Ambos os aspectos foram analisados e as seguintes decisões de projeto foram tomadas: 
L foram utilizadas imagens reduzidas de 60 x 60 pixels. Foi observado que cada rastrea-
dor é capaz de operar em tempo real processando até três imagens reduzidas com estas 
dimensões por quadro; 
2. para não sobrecarregar a rede, os rastreadores não trocam mensagens entre si. 
Estas duas decisões permitem que o sistema opere em tempo real, porém podem causar di-
ficuldades quando dois ou mais objetos saem de oclusão. Considere que dois objetos rastreados 
se aproximam, cada um com o seu rastreador, e entram em oclusão. Nesta situação, os dois 
rastreadores detectam somente um objeto e quando os dois objetos saem da oclusão, cada ras-
treador deve decidir qual dos dois objetos era aquele que ele estava rastreando e continuar o 
rastreamento sobre ele. 
Devido ao tamanho das imagens, a decisão deve ser tomada em poucos quadros, especial-
mente se os dois objetos se afastarem em direções opostas. Como os processos não se comuni-
cam entre si, a decisão de qual objeto cada rastreador deve seguir deve basear-se exclusivamente 
em informações locais. Estas duas restrições podem fazer com que, em alguns casos, os dois 
rastreadores decidam rastrear o mesmo objeto, deixando o outro sem nenhum rastreador. 
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Por esta razão, o sistema foi projetado para lidar com objetos com mais de um rastreador 
associado, aqui chamados de objetos sobrecarregados, e com objetos sem nenhum rastreador, 
chamados de objetos (observe que no início da seqüência de vídeo, todos os 
objetos estão perdidos). 
O módulo de gerenciamento do rastreamento é o responsável por detectar estes dois eventos 
e então alocar rastreadores a objetos perdidos e liberar rastreadores de objetos sobrecarregados. 
Além disso, ele também é o responsável por apresentar o rastro dos ao do 
tempo ao usuário. 
Os mecanismos desenvolvidos para detectar objetos perdidos e objetos sobrecarregados, 
assim como as ações executadas em cada caso, são apresentados na Seção 
Seção 8.2 apresenta os resultados obtidos. 
8.1 O Módulo de Gerenciamento 
enquanto que a 
O módulo de gererlci;llllento é quem inicia o rastreamento e verifica se todos os objetos estão 
associados a algum rastreador em imagens reduzidas. Ele também aloca e libera rastreadores, e 
apresenta a localização dos objetos rastreados ao longo do tempo para o usuário do sistema. 
O módulo de gerenciamento está esquematizado na Figura 8.1. Ele recebe dois tipos de 
coordenadas, aquelas oriundas do módulo de rastreamento em imagens reduzidas (coordenadas 
de rastreadores) e aquelas oriundas do módulo de detecção de objetos em imagens completas 
(coordenadas de quadro sincronizado). 
Corno visto no capítulo 6, as coordenadas do segundo tipo correspondem à localização de 
todos os objetos presentes na cena em um determinado quadro. Estas coordenadas são compa-
radas com a localização dos objetos detectados pelo primeiro tipo no mesmo quadro, podendo 
gerar ações a serem realizadas pelos rastreadores, como, por exemplo, iniciar ou parar o rastre-
amento. 
Os dois componentes apresentados na figura serão descritos a seguir, porém antes se faz 
necessário um esclarecimento com relação à nomenclatura. 
São tratados dois tipos de quadro sincronizado. O primeiro tipo corresponde à localização 
dos objetos em rastreadores que operam sobre imagens reduzidas e o segundo tipo corresponde 
à localização dos objetos detectados em quadros completos. Para diferenciá-los, um quadro 
sincronizado em imagens completas será indicado pela sigla QSIC, enquanto que um quadro 
sincronizado em imagens reduzidas será indicado pela sigla QS!R. 
8.1.1 Acompanha Rastreadores 
Este componente trata todas as mensagens enviadas pelos rastreadores e recebidas dos rastre-
adores. Ele mantém uma cópia local da situação de cada rastreador (rastreando ou parado), e 
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Figura 8.1: Os componentes do módulo de gerenciamento. 
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para aqueles que estão rastreando, armazena as informações sobre o objeto rastreado ao longo 
do tempo. 
A situação de cada rastreador é utilizada para determinar quais rastreadores podem e quais 
não podem ser usados para iniciar rastreamento em objetos perdidos. 
Este componente é também o responsável por sincronizar as mensagens recebidas dos ras-
treadores em imagens reduzidas. Observe que nem todos as mensagens recebidas dos rastrea-
dores em imagens reduzidas se referem a um mesmo quadro. Um rastreador pode, por exemplo, 
enviar uma mensagem sobre um objeto em um determinado quadro enquanto que outro pode 
enviar mensagem sobre outro objeto vinte quadros à frente. Para entender porque isto ocorre, 
compare um rastreador que está tratando somente uma imagem reduzida com um rastreador que 
está tratando mais de uma. O rastreador que trabalha com uma única imagem reduzida gasta 
menos tempo para analisar cada quadro e é mais rápido, ou seja, é capaz de tratar maior número 
de quadros em um mesmo intervalo de tempo do que aquele que trata duas imagens reduzidas. 
Em cada quadro, cada rastreador envia uma mensagem para o módulo de gerenciamento 
contendo a coordenada do objeto rastreado e o número do quadro. O presente módulo é capaz de 
identificar quando todas as mensagens referentes a um determinado quadro chegaram, ou seja, 
ele é capaz de identificar a chegada de um QSIR. Quando isto ocorre, as informações de cada 
rastreador são armazenadas em separado e em seguida ele se prepara para a chegada do QSIR 
seguinte. Observe que um QSIR é sempre o último quadro tratado por todos os rastreadores de 
imagens reduzidas, ou seja, um QSIR indica que todos os rastreadores estão rastreando objetos 
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daquele quadro para frente. 
Por fim, as coordenadas do QSIR são apresentadas ao usuário (atualmente são impressas 
em Se o número do do QSIR for o mesmo do QSJC, este módulo envia as 
coordenadas do QSIR para o componente "associa coordenadas" e espera pelas ações a serem 
enviadas para os rastreadores, como por exemplo iniciar ou parar determinado rastreador. 
Este componente compara as coordenadas de um QSIR com as de um QSIC que correspondem 
a um mesmo quadro, e é ativado apenas quando os dois tipos de quadro sincronizado estão 
disponíveis para um mesmo quadro. 
Como visto no capítulo 6, as coordenadas de um QSIC têm um alto grau de acerto e um 
pequeno número de detecções falsas, mas não é aplicado a todos os quadros. Por outro lado, as 
coordenadas de um QSIR são obtidas através do rastreamento quadro a quadro dos objetos e, 
como visto no 7, é capaz de rastrear um objeto por um longo de tempo, mas só 
é capaz de analisar urna pequena parte do campo. 
Os dois mecanismos de detecção de objetos se completam: o mecanismo que gera as coor-
denadas de um QSIC comporta a visão global que não está presente no mecanismo que gera as 
coordenadas de um QSIR, que por sua vez é capaz de fazer o rastreamento ao longo de todos os 
quadros. Ao comparar os dois conjuntos de coordenadas, é possível descobrir objetos perdidos 
ou objetos sobrecarregados. 
Corno exemplo, considere a Figura 8.2, onde os quadrados indicam coordenadas de um 
QSIR e os círculos indicam a área influência das coordenadas de um QSIC. Cada área de in-
fluência é centrada em urna coordenada de um QSIC com raio de cinco metros, indicando que o 
objeto pode estar em qualquer lugar dentro desta área, o que permite lidar com eventuais erros 
de mapeamento de objetos. 
Figura 8.2: Situações de comparação entre coordenadas de QSIC (círculos) e QSIR (quadrados). 
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Como os mecanismos de detecção que geram as coordenadas dos QS!C e dos QSIR são 
diferentes, a presença de uma coordenada de um QSIR dentro da área de influência de uma 
coordenada de um QS!C alto grau de acerto, um naquela região. Neste 
caso, assume-se que o rastreador está operando corretamente e nenhuma ação será enviada para 
ele. 
Outras situações são descritas a seguir. Para simplificar a notação, utilizaremos o termo 
"qlJadrac!o" para indicar uma coordenada de QSIR e "círculo" para indicar a área de influência 
de uma coordenada de QSIC. 
l. Quando um quadrado não estiver dentro de nenhum círculo, é possível que a presença 
do quadrado indique um rastreador perdido ou (2) a ausência do círculo seja o resultado 
em um erro do detector de objetos em QS!C. Neste caso, o rastreador é candidato a ser 
liberado. 
2. Quando não houver nenhum quadrado dentro de um determinado cwc•.uo, assume-se que 
o círculo corresponde a um perdido. Neste caso, um novo rastreador poderá ser 
iniciado naquela coordenada e naquele quadro. 
3. Quando um mesmo conjunto de rastreadores for continuamente detectado dentro de um 
círculo, isto pode indicar um objeto sobrecarregado. Este caso está indicado no lado 
esquerdo da Figura 8.2. Se esta situação persistir nas próximas análises, alguns dos ras-
treadores do conjunto poderão ser desativados. 
As ações enviadas aos rastreadores são essencialmente duas: alocação e liberação de ras-
treadores. Porém, corno as ações podem ter resultado de erros de detecção, uma análise mais 
detalhada se faz necessária. 
Um rastreador é alocado quando um objeto detectado em um QSIC não encontra par em um 
QSIR. Porém, corno visto na Seção 6.3.2, algumas detecções não correspondem a objetos, e são 
chamadas de detecções falsas. Uma análise da Tabela 6.3 mostra que as detecções falsas ocor-
rem normalmente próximo aos objetos rastreados, e seu efeito pode ser visto na parte inferior 
da imagem da direita da Figura 8.2 onde existem dois círculos e somente um quadrado. Desta 
forma, para evitar que um rastreador seja alocado em uma detecção falsa, um novo rastreador 
só é alocado em coordenadas afastadas pelo menos três metros de qualquer outro jogador. 
A liberação de um rastreador ocorre quando um objeto detectado em um QSIR não encontra 
par no QSIC correspondente. Porém, corno visto na Seção 6.3.2, 5,44% dos objetos não são 
detectados. Para evitar que uma falha de detecção nos QSIC resulte na desativação de um 
rastreador que está operando corretamente, um rastreador só é desativado quando não estiver 
dentro da área de influência de coordenadas de QSIC ao longo de três ativações consecutivas 
deste componente. 
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8.2 Resultados 
O desempenho ideal do sistema é que cada jogador tenha pelo menos um ras!reador associado 
ao longo de toda a seqüência. Porém, como os ras!readores não se comunicam, e como não 
há uma visão global dos eventos, é possível ocorrerem erros quando os jogadores em oclusão 
se separam, assim como quando os jogadores estão muito afastados da câmera. Estes dois 
casos podem resultar em objetos perdidos nenhum rastreador associado) e em objetos 
sobrecarregados (com mais de um associado). 
O módulo descrito neste capítulo é responsável por alocar e liberar rastreadores com o ob-
jetivo de maximizar o tempo que cada jogador está associado a pelo menos um rastreador. 
Por esta razão, a Seção 8.2.1 analisa a quantidade de tempo que cada objeto fica associado a 
pelo menos um rastreador de imagens reduzidas enquanto que a Seção 8.2.2 analisa tempo que 
o sistema demora para reassinalar um rastreador a um objeto perdido. Ao final, a Seção 8.2.3 
faz uma análise dos resultados apresentados. 
Para obter os resultados apresentados a um de rastro foi gerado para cada 
uma das duas seqüencias de vídeo analisadas a da execução do sistema. Posteriormente, 
as coordenadas de cada objeto detectado em cada QSIR foram reprojetadas na seqüência de 
vídeo na forrna de um quadrado como exemplificado na Figura 8.3. Em seguida foi feita uma 
análise da presença ou da ausência de rastreador em cada um dos jogadores ao longo de todos 
os quadros. 
Figura 8.3: Imagem de um quadro da seqüência de vídeo reprojetada. Os quadrados indicam os 
objetos que estão sendo rastreados pelo sistema. 
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8.2.1 Tempo de Rastreamento de Objetos 
As Figuras 8.4 e 8.5 indicam a de tempo que cada jogador esteve associado a 
menos um ras!reador ao dos (4192 quadros na primeira partida e 4320 quadros 
na segunda). A coluna da esquerda é um identificador dos jogadores e a coluna da direita indica 
a porcentagem de tempo que cada jogador esteve alocado a pelo menos um ras!reador. 
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Figura 8.4: Tempos de ras!reamento da primeira partida. 
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As linhas horizontais indicam quando cada jogador teve ras!readores alocados ao longo do 
tempo e quando não os teve. Por exemplo, na Figura 8.4 o jogador número I teve um ras!reador 
alocado logo no início da seqüência e só ficou sem ras!reador no quadro 1544. Um ras!reador 
foi alocado a ele no quadro 1632 e ele teve pelo menos um rastreador alocado até o quadro 
4192, último quadro da seqüência. 
É importante destacar que cada segmento contínuo corresponde ao tempo que um jogador 
teve pelo menos um ras!reador associado a ele, mas que isso não implica que tenha sido um 
mesmo rastreador em todo o intervalo. 
Os números da parte superior indicam o tempo em segundos. No exemplo da Figura 8.4, 
o jogador 1 teve ras!readores associados do segundo O até o 103 e depois do segundo 109 até 
o 279. Este jogador esteve associado a pelo menos um ras!reador em 4104 dos 4192 quadros, 
(273,6 dos 279 segundos da seqüência de vídeo) o que corresponde a 97,9% do tempo totaL 
Os jogadores I e 12 são os goleiros de cada time. As linhas I até 11 correspondem a 
jogadores de um dos times e as linhas 12 até 22 correspondern a jogadores do ou!ro time. A 
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A partir da Figura 8.4, pode-se observar que os jogadores do time indicado pelas linhas 
1-11 tiveram pelo menos um rastrcador alocado durante 86,8% do tempo total da seqüência, 
enquanto que os jogadores do outro time tiveram 90,0%. Já na segunda partida (Figura 8.5), 
os jogadores do time indicado pelas linhas l-1! tiveram pelo menos um rastreador alocado 
durante 96,2% do tempo, enquanto que os jogadores do outro time tiveram 96,7%. As Figuras 
indicam que a segunda seqüência apresentou resultados melhores do que a primeira, o que é de 
se esperar, uma vez que as características da segunda partida simplificam o rastreamento, em 
especial a ausência de sombras. 
Como foi visto no capítulo 7, uma vez assinalado para um jogador, um rastreador o persegue 
em todos os quadros subseqüentes até o fim do jogo ou até se perder. Os motivos para se 
perder são vários, dentre os quais se destacam (I) mudança brusca de direção, (2) oclusão e 
(3) proximidade com as laterais do campo. No primeiro caso, o jogador está correndo em uma 
direção e por alguma razão pára bruscamente e se move em outra direção. Esta situação ocorre 
com pouca freqüência, e corresponde a menos de 5% das perdas de rastreador. 
O segundo caso está indicado na parte inferior direita da Figura 8.3. O jogador acaba de sair 
de oclusão, e durante o período em que ele não esteve totalmente visível, o seu rastreador foi 
associado ao outro jogador. Este caso corresponde a aproximadamente 80% de todas as perdas. 
O terceiro caso ocorre quando um jogador se aproxima da lateral do campo no lado oposto às 
câmeras. Como ele é representado por um pequeno número de pixels, o rastreador não consegue 
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diferenciá-lo dos objetos que estão além da linha lateral (veja a parte superior da Figura 8.3). 
Por esta razão, todas as vezes que um rastreador se encontrar fora do campo, ele é imediata-
mente desativado. Esta ação tem o inconveniente de fazer com que alguns rastreadores que se 
aproximem da linha lateral sejam desalivados antes de cruzar a linha. Este caso corresponde a 
aproximadamente 15% das perdas. 
8.2.2 Tempo para Assoda:r um Rast:reado:r a um Objeto 
A Figura 8.4 mostra que o principal motivo do desempenho não ter sido melhor não está no 
tempo em que os jogadores foram rastreados, que é satisfatório, mas no grande intervalo de 
tempo para que alguns jogadores fossem reassociados a algum rastreador. 
Esta seção aborda as causas destes grandes intervalos de tempo. Para tal, foram calculados 
os intervalos de tempo que o sistema demorou para associar um rastreador de imagens reduzidas 
a cada jogador sem rastreador. Estes intervalos de tempo foram quantizados de dois em dois 
segundos, e o resultado é apresentado nos gráficos das Figuras 8.6 e 8.7 para a primeira e 
segunda partida, respe<:tivam:en:te, 
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Figura 8.6: Tempo para associar um rastreador a um objeto na primeira partida. 
O gráfico da Figura 8.6 mostra que o tempo para reassociar um rastreador a um objeto foi 
de até dois segundos em 53 casos, de dois a quatro segundos em outros 32 casos, de quadro a 
seis segundos em 30 casos e assim por diante. O número total de vezes em que um rastreador 
foi perdido foi de 140. 
Capítulo 9 
Conclusão 
Devido à grande quantidade de infonnação a ser processada, os sistemas de rastreamento de 
objetos baseados em câmeras de vídeo atualmente conhecidos estabelecem restrições para di-
mhmir a demanda computacional. tais como diminuir a dimensão das imagens, diminuir a taxa 
de transferência, utilizar imagens em níveis de cinza e utilizar hardware dedicado. 
Este trabalho apresentou um sistema de rastreamento que, ao invés de utilizar as restrições 
acima para diminuir a quantidade de infonnação a ser processada, utiliza um cluster de 66 
computadores para fazer frente à demanda computacional necessária para o trabalho. 
O sistema foi aplicado ao rastreamento dos jogadores e do juiz em duas partidas de futebol 
do campeonado brasileiro. A primeira partida foi filmada à noite por seis câmeras que cobrem 
toda a área do campo, todas posicionadas todas no mesmo lado do campo. A segunda partida 
foi filmada de dia, por cinco câmeras que cobrem todo o campo, quatro de um lado do campo e 
uma do outro lado. 
Conforme descrito no capítulo 4, o sistema foi projetado para concentrar-se na análise de 
regiões do campo onde existem objetos e que é composto de quatro tipos diferentes de processo. 
Cada processador do cluster abriga no máximo um processo, e os processos se comunicam 
através de mensagens. Os quatro tipos de processo são: 
• Leitura (capítulo 5): são os processos responsáveis pela leitura das imagens das câmeras 
de vídeo e seu armazenamento em um buffer. Estes processos enviam imagens com-
pletas ou imagens recortadas das imagens completas para os processos que executam o 
rastreamento. 
• Rastreador em Imagens Completas (capítulo 6): detecta objetos em quadros completos. 
• Rastreador em Imagens Reduzidas (capítulo 7): rastreia objetos em imagens reduzidas. 
Cada processo de rastreamento em imagens reduzidas persegue jogadores utilizando ima-
gens recortadas dos quadros completos. V árias técnicas de rastreamento podem ser apli-
cadas de acordo com as restrições impostas pelas características das imagens de cada 
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partida. Por isso, na primeira partida foi aplicado um algoritmo que se baseia nas cores 
do objeto e na segunda foi aplicado o gradiente. 
• Iniciação e Acompanhamento do Rastreamento (capítulo 8): gerencia o sistema. Ele 
compara as coordenadas obtidas pelos rastreadores em imagens reduzidas com as coor-
denadas detectadas em imagens completas para iniciar ou parar rastreadores. Ele também 
gera um arquivo de rastro que indica a localização de cada jogador em cada quadro. 
Confonme descrito na Seção 5, a atual versão do sistema opera com arquivos de vídeo, e 
como o tempo necessário para a descompressão é grande, o sistema não opera em tempo reaL 
Por esta razão, a melhor desempenho possível para o sistema é gerar o arquivo de rastro na 
mesma velocidade com que os arquivos de vídeo são lidos. Este desempenho foi atingido nas 
duas partidas analisadas. 
Contribuições 
A principal conttibuição deste texto é a proposta e o desenvolvimento de um sistema disttibuído 
que permite obter desempenho em tempo real em aplicações de rastreamento de objetos a partir 
de imagens de câmeras de vídeo. Trata-se do primeiro esforço conhecido neste sentido. 
A divisão entre rastreador de imagens reduzidas e a detecção de objetos em imagens com-
pletas permite que o desempenho seja disttibuído em cada processo. Por isso, apesar de todos 
os processos poderem ser executados em uma única máquina, o sistema atinge o seu melhor 
desempenho se cada processo for implementado em máquinas diferentes de um cluster de com-
putadores. 
Ao longo do desenvolvimento do SORTTS, outras conttibuições foram sendo propostas. 
L a criação de um mecanismo de detecção de objetos em imagens completas que minimiza 
o efeito das sombras, mínimíza o efeito da oclusão de objetos e faz a fusão de objetos 
quando estes estão visíveis em mais de uma câmera. Os resultados obtidos com este 
algoritmo foram apresentados em [67]. 
2. a criação de um mecanismo de detecção de objetos baseado em cores, que permite que 
o algoritmo de retroprojeção de histogramas, originalmente desenvolvido para detectar 
objetos em imagens estáticas, seja utilizado para rastreamento de objetos em seqüencias 
de vídeo. As alterações são justificadas na Seção 7.2.1 e sua implementação é descrita 
Seção 7.2.3. Com demonstrado na Seção 7 .3, esta alteração aumenta o contraste entre as 
cores dos objetos rastreados e as cores que não pertencem a estes objetos, possibilitando o 
rastreamento de objetos por um longo período de tempo. Também foi observado que estes 
rastreadores têm dificuldade para lidar com objetos em oclusão, especialmente quando ele 
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Figura 8.7: Tempo para associar um rastreador a um objeto na segunda partida. 
A partir do gráfico é possível verificar que 95,7% dos jogadores sem rastreador foram reas-
sociados em até de 14 segundos e em somente seis casos (4,2% do total) o tempo foi superior a 
14 segundos. 
O sistema associa rastredores a objetos perdidos a cada dois segundos, porém como pode 
ser visto, existem situações em que o tempo para reassociar um rastreador foi muito maior. Os 
motivos para tal podem ser divididos em dois grupos: distância das câmeras e proximidade com 
outros jogadores. 
Quando um jogador sem rastreador está nas partes do campo mais afastadas da câmera ele 
é representado por poucos pixels. Quando o jogador fica muito próximo à linha lateral, ele é 
imediatamente desativado (veja Seção 8.2.1). Jogadores nestas duas situações não conseguem 
ser associados a rastredores, o que ocasionou os seis casos de maior tempo de um jogador 
sem rastreamento (mais de 14 segundos). Todos os seis casos ocorreram nos quatro jogadores 
(laterais e atacantes) que utilizam preferencialmente a parte do campo mais afastada da câmera. 
Estes jogadores são indicados com os números 4, 5, 16 e 2!. Os jogadores 4, 16 e 21 também 
foram os reponsáveis por quatro dos cinco casos entre 10 e 14 segundos. 
Quando um jogador sem rastreador está a menos de três metros de outro que tem um ras-
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treador, o sistema não permite associar um rastreador a ele. Apesar de tal situação ocorrer 
freqílenterne•nte em uma partida de futebol, o maior tempo para reassociar um rastreador de-
vido a este caso foi de 14 se!;m>dc>s (na sétima tentativa), porém em todos os demais casos, um 
rastreador foi associado em menos de 10 segundos. 
A Figma 8.7 refere-se ao tempc para associar um rastreador a um jogador na segunda par-
tida. Pode-se observar que o maior para reassociar um rastreador a um objeto foi de oito 
segundos, e em mais de 95% dos casos o tempo para reassociar rastreador foi de menos de 4 
segundos. 
8.2.3 Análise 
Com a versão atual do sistema, cada jogador teve um rastreador associado durante aproxima-
damente 90% do tempo da primeira partida. Os intervalos de tempo em que cada jogador não 
tem um rastreador associado devem ser preenchidos manualmente. Estes intervalos de tempo 
são, em sua grande maioria, pequenos (Figuras 8.6 e 8.7), o que facilita este trabalho. Porém, 
é pcssível melhorar o de:sernp<ont<o através de uma análise dos motivos para as perdas e dos 
motivos para a demora em reassociar um rastreador. 
A Seção 8.2.1 mostrou que os rastreadores se perdem devido a três problemas: (I) mudança 
brusca de direção, (2) saida de oclusão e (3) distância da câmera, sendo que os dois últimos 
casos correspcndem a aproximadamente 95% de todas as perdas. 
A Seção 8.2.2 mostrou que a demora para reassociar um rastreador ocorre por dois motivos: 
(I) oclusão e (2) distância da câmera 
A prática mostrou uma melhor análise dos casos de oclusão é dificultada pelos seguintes 
motivos: 
I. na seqüência de vídeo utilizada, cada jogador é representado por um pequeno número 
de pixels, o que, aliado ao fato dos uniformes dos jogadores de um mesmo time terem 
cores iguais, dificulta a observação de características que identifiquem unicamente cada 
jogador. 
2. foi observado que os problemas na saída da oclusão ocorreram principalmente nas re-
giões do campo cobertas por uma única câmera, quando a informação, muitas vezes, é 
insuficiente. 
Esta análise sugere que os problemas apresentados podem ser minimizados (l) colocando 
câmeras em lados opostos do campo e (2) dispondo as câmeras de forma a que cada área do 
campo seja coberta por pelo menos duas câmeras. Como pode ser observado, esta análise é 
ratificada com os resultados da segunda partida. 
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se encontra em uma área do campo coberta por uma única câmera e a oclusão ocorre com 
jogadores do mesmo time. 
3. a criação de um mecanismo de detecção de objetos utilizando um quadro de referência 
baseado no gradiente. Este métído de detecção permite o uso de um quadro de referência 
que não precisa ser atuaíizado freqüentemente. Este método está descrito na seção 7.4 e 
em [68]. 
9.2 Trabalhos Futuros 
O SORTTS apresentou resultados encorajadores, e trabalhos que visam à melhoria de vários 
aspectos do sistema podem ser propostos, dentre os quais destacam-se: 
1. Oclusão: quando dois jogadores saem de oclusão, os rastreadores em imagens reduzidas 
nem sempre são capazes de descobrir era o rastreado. Mecanismos para 
análise e (veja 2.4) serão testados, e as peculiaridades do em 
especial quando o objeto rastreado está visível em mais de uma câmera, sugerem que 
mecanismos novos podem ser propostos. 
2. Geração de quadro de referência: o rastreador em imagens completas utiliza um quadro 
de referência que não é atualizado em todos os quadros da seqüência, mas somente nos 
quadros sincronizados. O fato de não ser atualizado em todos os quadros pode causar 
problemas quando há mudança brusca de iluminação ou quando da passagem de nuvens. 
Novos mecanismos para obter um quadro de referência nas condições descritas acima 
estão em estudos. Estes mecanismos levam em consideração a informação espacial de 
cada quadro, e não somente a informação temporaL 
3. Desempenho: o sistema deve ser testado em outros ambientes para verificar em que situ-
ações o desempenho em tempo real pode ser atingido. 
4. Fusão: as imagens reduzidas contêm partes de imagens que podem ter alta definição, o 
que não é possível na maioria dos sistemas atualmente em estudo em função do alto custo 
computacional de processar quadros completos. Com isso, quando um objeto está visível 
em mais de uma câmera, toda a informação disponível sobre o objeto poderá ser utilizada 
nos algoritmos de detecção e fusão. Estes algoritmos podem ter um custo computacional 
maior, uma vez que trabalham com imagens menores, o que garantiria maior precisão no 
rastreamento. 
5. determinação da acuidade do sistema, por exemplo comparando com os resultados obti-
dos em [59]. 
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