In this paper a class of robust two-stage combinatorial optimization problems is discussed. It is assumed that the uncertain second stage costs are specified in the form of a convex uncertainty set, in particular polyhedral or ellipsoidal ones. It is shown that the robust two-stage versions of basic network and selection problems are NP-hard, even in a very restrictive cases. Some exact and approximation algorithms for the general problem are constructed. Polynomial and approximation algorithms for the robust two-stage versions of basic problems, such as the selection and shortest path problems, are also provided.
Introduction
In a traditional combinatorial optimization problem we seek a cheapest object composed of elements chosen from a finite element set E. For example, E can be a set of arcs of a given graph with specified arc costs, and we wish to compute an s − t path, spanning tree, perfect matching etc. with minimum costs (see, for example, [1, 28] ). In many practical situations the exact values of the element costs are unknown. An uncertainty (scenario) set U is then provided, which contains all realizations of the element costs, called scenarios, which may occur. The probability distribution in U can be known, partially known, or unknown. In the latter case the robust optimization framework can be used, which consists in computing a solution minimizing the cost in a worst case. Single-stage robust combinatorial optimization problems, under various uncertainty sets, have been extensively discussed over the last decade. Survey of the results in this area can be found in [2, 24, 20, 10] . For these problems a complete solution must be determined before the true scenario is revealed.
In many practical applications a solution can be constructed in more than one stage. For combinatorial problems, a part of the object can be chosen now (in the first stage) and completed in a future (in the second stage), after the structure of the costs has been changed.
Problem formulation
Consider the following generic combinatorial optimization problem P:
min C C C T x x x x x x ∈ X ⊆ {0, 1} n ,
where C C C = [C 1 , . . . , C n ] T is a vector of nonnegative costs and X is a set of feasible solutions.
In this paper we consider the general problem P, as well as the following special cases:
1. Let G = (V, A) be a given network, where C i is a cost of arc a i ∈ A. Set X contains characteristic vectors of some objects in G, for example the simple s−t paths or spanning trees. Hence P is the Shortest Path or Spanning Tree problem, respectively. These basic network problems are polynomially solvable, see, e.g., [1, 28] .
2. Let E = {e 1 , . . . , e n } be a set of items. Each item e i ∈ E has a cost C i and we wish to choose exactly p items out of set E to minimize the total cost. Set X contains characteristic vectors of the feasible selections, i.e. X = {x x x ∈ {0, 1} n : i∈[n] x i = p}.
We will denote by [n] the set {1, . . . , n}. This is the Selection problem whose robust single and two-stage versions were discussed in [3, 14, 25, 13] .
3. Let E = {e 1 , . . . , e n } be a set of tools (items). This set is partitioned into a family of disjoint sets T l , l ∈ [ℓ]. Each tool e i ∈ E has a cost C i and we wish to select exactly one tool from each subset T l to minimize their total cost. Set X contains characteristic vectors of the feasible selections, i.e. X = {x x x ∈ {0, 1} n : i∈T l x i = 1, l ∈ [ℓ]}. This is the Representatives Selection problem (RS for short) whose robust single-stage version was considered in [17, 15, 21] .
Given a vector x x x ∈ {0, 1} n , let us define the following set of recourse actions:
R(x x x) = {y y y ∈ {0, 1} n : x x x + y y y ∈ X } and a set of partial solutions is defined as follows:
X ′ = {x x x ∈ {0, 1} n : R(x x x) = ∅}.
Observe that X ⊆ X ′ and X ′ contains all vectors which can be completed to a feasible solution in X . A partial solution x x x ∈ X ′ is completed in the second stage, i.e. we choose y y y ∈ R(x x x) which yields (x x x +y y y) ∈ X . The overall cost of the solution constructed is C C C T x x x +c c c T y y y for a fixed second-stage cost vector c c c = [c 1 , . . . , c n ] T . We assume that the vector of the first-stage costs C C C is known but the vector of the second-stage costs is uncertain and belongs to a specified uncertainty (scenario) set U ⊂ R n + . In this paper, we discuss the following robust two-stage problem:
RTSt : min (C C C T x x x + c c c T y y y).
The RTSt problem is a robust two-stage version of the problem P. It is worth pointing out that RTSt is a generalization of four problems, which we also examine in this paper. Namely, given x x x ∈ X ′ and c c c ∈ U , we consider the following incremental problem:
Inc(x x x, c c c) = min y y y∈R(x x x) c c c T y y y.
Given scenario c c c ∈ U , we study the following two-stage problem: (C C C T x x x + c c c T y y y).
Finally, given x x x ∈ X ′ , we also consider the following evaluation problem:
Eval(x x x) = C C C T x x x + max (C C C T x x x + c c c T y y y)
Notice that the robust two stage problem can be equivalently represented as follows:
Further notice that the two-stage problem is a special case of RTSt, where U = {c c c} contains only one scenario. The following fact is exploited later in this paper:
Computing TSt(c c c) for a given c c c ∈ U (solving the two-stage problem) boils down to solving the underlying deterministic problem P.
Proof. Letĉ i = min{C i , c i } for each i ∈ [n] and letẑ z z be an optimal solution to problem P for the costsĉ c c. Consider solution (x x x,ŷ y y) constructed as follows: setx i = 0,ŷ i = 0 ifẑ i = 0; set
It is easy to verify that (x x x,ŷ y y) is an optimal solution to the two-stage problem with the objective value of TSt(c c c).
In this paper, we examine the following three types of convex uncertainty sets:
where c c c = [c 1 , . . . , c n ] T is the vector of nominal second stage costs, δ δ δ = [δ 1 , . . . , δ n ] T represents deviations of the second stage costs from their nominal values and A A A ∈ R m×n is the deviation constraint matrix. There is no loss of generality in assuming that all the sets are bounded. The uncertainty sets U HP and U VP are two representations of the polyhedral uncertainty. By the decomposition theorem [29, Chapter 7.2] , both representations are equivalent, i.e. bounded U HP can be represented as U VP and vice versa. However, the corresponding transformations need not be polynomial. Thus the complexity results from one type of polytope do not carry over to the other, and we consider them separately. The set U E represents ellipsoidal uncertainty, which is a popular uncertainty representation in robust optimization (see, e.g., [4] ). We also study the following special cases of U HP :
is called continuous budgeted uncertainty [27, 13] and can be seen as a continuous and convex version of the nonconvex uncertainty set proposed in [7] . In set U HP 1 we have K budget constraints defined for some (not necessarily disjoint) subsets U 1 , . . . , U K ⊆ [n].
General hardness results
The robust two-stage problem is not easier than the underlying deterministic problem P. So, it is interesting to characterize the complexity of RTSt when P is polynomially solvable. In this section we focus on a core problem, which is a special case of all the particular problems studied in Section 2. We will show that it is NP-hard under U VP , U HP and U E . Hence we get hardness results for all the particular problems. Consider the following set of feasible solutions
i.e. X 1 1 1 contains only the vector of ones. We have X ′ 1 1 1 = {x x x ∈ {0, 1} n : x 1 + · · · + x n ≤ n} and R(x x x) = {1 1 1 − x x x} contains only one solution, as there is only one recourse action for each x x x ∈ X ′ 1 1 1 . Hence, the robust two stage version of the problem with X 1 1 1 can be rewritten as follows:
The following result is known:
Theorem 1 ( [25, 19] ). The RTSt Proof. Let I = (n, C C C, U = {c c c 1 , . . . , c c c K }), be an instance of the strongly NP-hard RTSt 1 1 1 problem. Consider an instance
are the first stage costs and
λ j c c c j ,
Since the first stage costs of variables x n+1 , . . . , x n+K are 0, we can fix x n+1 = · · · = x n+K = 1 in every optimal solution to the instance I 1 . The problem then reduces to
λ j c c c
where X ′ 1 1 1 = {x x x ∈ {0, 1} n : x 1 + · · · + x n ≤ n}. Consequently, the problem with instance I 1 is equivalent to the strongly NP-hard problem with the instance I.
Note that the reduction in the proof of Theorem 2 constructs an uncertainty set U HP with a non-constant number of constraints. We will show in Section 4 that if the number of constraints in the description of U HP (except for the nonnegativity constraints) is constant, then the problem is polynomially solvable. c c c T y y y).
The last equality follows from the fact that c c c T y y y + ||A A A T y y y|| 2 = max c c c∈{c c c+Aδ Aδ Aδ:||δ δ δ|| 2 ≤1} c c c T y y y (see, e.g., [6] ). In consequence, the NP-hard problem with the instance I is equivalent to RTSt 1 1 1 with the first stage costs 2C C C and ellipsoidal uncertainty set U E = {c c c + Aδ Aδ Aδ : ||δ δ δ|| 2 ≤ 1}. Proof. It is easy to see that RTSt 1 1 1 is a special case of the RTSt Selection problem, with p = n, and the RTSt RS problem, with
. To see that it is also a special case of the basic network problems, consider the (chain) network G = (V, A) shown in Figure 1 . This network contains exactly one s − t path and spanning tree. So the problem is only to decide for each arc, whether to choose it in the first or in the second stage, which is equivalent to solving RTSt 1 1 1 .
a 1 a 2 a 3 a n s t Figure 1 : Illustration of the proof of Theorem 4.
In Section 8 we will show that the hardness result from Theorem 4 can be strengthened for the two-stage version of the Shortest Path problem.
Compact formulations
In this section we construct compact formulations for a special class of problems under uncertainty sets U HP and U E . We will assume that
and the polyhedron
is integral, i.e. N is the convex hull of all integral vectors in N or, equivalently, min(max){c c c T x x x : x x x ∈ N } is attained by an integral vector, for each c c c for which the minimum (maximum) is finite (see [29, Chapter 16.3] ). Important examples, where the set of feasible solutions is described by N are the shortest path and the selection problems discussed in Section 2. We can also use the constraints H H Hx x x = g g g to describe X and the further reasoning will be the same. We can rewrite the inner adversarial problem (notice that x x x ∈ {0, 1} n is fixed) as follows: where the last equality follows from the integrality assumptions and the fact that x x x is a fixed binary vector. Since U and {y y y : H H H(y y y + x x x) ≥ g g g, 0 0 0 ≤ y y y ≤ 1 1 1 − x x x} are convex (compact) sets and c c c T y y y is a concave-convex function, by the minimax theorem [30] we can rewrite the adversarial problem as follows: min 
The robust two-stage problem thus becomes the following min-max problem: As the result we get the following compact MIP formulation for RTSt under U HP :
Observation 2. The integrality gap of (9) is at least Ω(n) for the RTSt Shortest Path problem under the uncertainty set U HP 0 .
Proof. Consider an instance of RTSt Shortest Path shown in Figure 2 . Set X contains characteristic vectors of the simple s − t paths from s to t of the form
Notice that m = n/2. It is easy to see that the optimal objective value of (9) equals m. In the relaxation of (9) (see also the relaxation of (8) Problem (9) can be solved in polynomial time for RTSt Selection under U HP 0 [13] . In Section 7 we will show that the same result holds for RTSt RS under U HP 0 . On the other hand, (9) is strongly NP-hard for arbitrary U HP , when the constraint H H H(y y y + x x x) ≥ g g g becomes 
e. when (9) models the RTSt 1 1 1 problem (see Section 3). We now show that RTSt 1 1 1 is polynomially solvable, when there is only a constant number of constraints in U HP , except for the nonnegativity constraints (note that the hardness result in Section 2 requires an unbounded number of constraints). Proof. Consider the formulation (9) for RTSt 1 1 1 with u u u = (u 1 , . . . , u m ) for a constant m. Let us assume that x x x, y y y are fixed. The remaining optimization problem can be rewritten as the following linear program with additional n slack variables s s s:
where A A A ∈ R m×n and rank(A A A) = m. The coefficient matrix of this problem is A A A T −I I I n ∈ R n×(m+n) , where I I I n denotes the identity n × n matrix. Since U HP is nonempty and bounded, there is an optimal n × n basis matrix B B B to this problem, corresponding to basic variables 
We will use the fact that the matrix B B B −1 has a special structure. Namely, by reordering the constraints and variables, we can assume that Consequently, we get the following compact program for RTSt under U E :
min C C C T x x x + c c c T y y y + ||A A A T y y y|| 2 s.t. H H H(y y y + x x x) ≥ g g g x x x + y y y ≤ 1 1 1 x x x ∈ {0, 1} n y y y ≥ 0 0 0
Problem (11) is a quadratic 0-1 optimization problem, which can be difficult to solve. In Section 5 we will propose some methods of computing approximate solutions to (11) .
Observation 3. The integrality gap of (11) is at least Ω(n) for the RTSt Shortest Path problem under the uncertainty set U E .
Proof. Consider the same network as in the proof of Observation 2. For each arc (s, i) we fix C si = 0 and c si = M and for each arc (i, t) we fix
. Let A A A be a 2m × 2m diagonal matrix having the values of m on the diagonal. Hence
The reasoning is then the same as in the proof of Observation 2.
Computing approximate solutions
A compact formulation for the general RTSt problem is unknown. Therefore, solving the problem requires applying special row and column generation techniques (see, e.g. [32] ). As this method may consist of solving many hard MIP formulations, it can be inefficient for large problems. In this section we propose algorithms, which return solutions with some guaranteed distance to the optimum. We will discuss a general case as well as cases that can be modeled as the min-max problem (8).
General approximation results
Let X be expressed as (5), but now no assumptions on the polyhedron N (see (6) ) are imposed. So, the underlying deterministic problem can be NP-hard and also hard to approximate. By interchanging the min-max operators we get the following lower bound on the optimal objective value of the RTSt problem:
where
Consider the following relaxation of Z:
Since U and Z ′ are convex sets, by the minimax theorem [30] , we have 
We thus get
Let (x x x * , y y y * ) ∈ Z be an optimal solution to the min-max problem (12) . Then
and x x x * ∈ X ′ is a ρ-approximate, first-stage solution to RTSt, i.e. a solution whose value Eval(x x x * ) is within a factor of ρ of the value of an optimal solution to RTSt. For the uncertainty sets U HP and U E the value of LB can be computed in polynomial time by solving convex optimization problems and for U VP by solving an LP problem. On the other hand, the upper bound and approximate solution x x x * can be computed by solving a compact 0-1 problem (after dualizing the inner maximization problem in (12)). In the next part of this section we will show a special case of the problem for which x x x * can be computed in polynomial time.
We now consider the polyhedral uncertainty. Using duality, the min-max problem (12) under U HP , can be represented as the following MIP formulation:
The relaxation of (15), used to compute LB, is an LP problem, so it can be solved in polynomial time. The problem (15) can be more complex. However, it can be easier to solve than the original robust two-stage problem. Using (13) and (14), we get the following theorem:
Theorem 6. Let x x x * be optimal to (15) . Then x x x * is a ρ-approximate first-stage solution to the RTSt problem and ρ is the integrality gap of (15) .
We now describe the case in which x x x * can be computed in polynomial time, which yields a ρ-approximation algorithm for the robust two-stage problem. Namely, we consider the continuous budgeted uncertainty U HP 0 . Fix y y y and consider the following problem: max Hence the min-max problem can be rewritten as follows:
In consequence, the minmax problem reduces to solving two two-stage problems, which can be done in polynomial time if the underlying problem P is polynomially solvable (see Observation 1). So, in this case a ρ-approximate solution x x x * can be computed in polynomial time.
Approximating the problems with the integrality property
In this section we propose some methods of constructing approximate solutions for the RTSt problem if the polyhedron N (see (6) ) satisfies the integrality property. Recall that in this case we can represent RTSt as the min-max formulation (8) , so from now on we explore the approximability of (8) . Letc c c ∈ U be any fixed scenario. Thus the two-stage problem (see Section 2) withc c c, in the second stage, can be then formulated as follows:
min C C C T x x x +c c c T y y y H H H(x x x + y y y) ≥ g g g x x x + y y y ≤ 1 1 1 x x x, y y y ∈ {0, 1} n (16) Using Observation 1, we can solve (16) in polynomial time, by solving one underlying deterministic problem P. We now show how to obtain an approximate solution to (8) (8) .
Proof. Let (x x x * , y y y * ) be an optimal solution to (8) 
≤ t C C C T x x x * +c c c T y y y * ≤ t C C C T x x x * + max c c c∈U c c c T y y y * . The inequality (1) follows from the assumption that c c c * ≤ tc c c and t ≥ 1. The inequality (2) holds because (x x x,ŷ y y) is an optimal solution to (16) and this optimal solution will not change when we relax y y y ∈ {0, 1} n with 0 0 0 ≤ y y y ≤ 1 1 1 in (16) due to the integrality property assumed.
Accordingly, we can construct the best guarantee t, by solving the following convex optimization problem:
where the values max c c c∈U c i , i ∈ [n], have to be precomputed by solving additional n convex problems.
Polyhedral uncertainty
The next two theorems are consequences of Lemma 1. u j Γ j s.t. H H H(y y y + x x x) ≥ g g g x x x + y y y ≤ 1 1 1
x x x ∈ {0, 1} n y y y, u u u ≥ 0 0 0
Since
Let us fix ǫ = 1 t for some integer t ≥ 0, and consider the numbers E = {0, ǫ, 2ǫ, 3ǫ, . . . , 1}. Fix vector (u 1 , . . . , u K ), where u j ∈ E. The problem (18) reduces then to (17) , where (18)). Let (x x x * , y y y * , u u u * ) be an optimal solution to (18) . Let us round up the components of u u u * to the nearest values in E. As the result we get a feasible solution with the cost at most (1 + ǫ) greater than the optimum. Furthermore the cost of this solution is not greater than the cost of (x x x,ŷ y y,û u u), because the rounded vector u u u * has been enumerated. By the assumption that K is constant and (18) can be solved in polynomial time, we get an FPTAS for (8) under U HP 1 .
We will show how to solve (17) for particular problems in Sections 6, 7 and 8.
Ellipsoidal uncertainty
In this section we will focus on constructing approximate solutions to (11), which is a compact formulation of (8) under ellipsoidal uncertainty U E . As (11) is a 0-1 quadratic problem, it can be hard to solve. Consider the following linearization of (11) (20) and (x x x * , y y y * ) be an optimal solution to (11) 
Proof. We use the following well known inequalities:
Using them, we get 
and the theorem follows.
Problem (20) is a linear MIP, so it can be easier to solve than (11) . Unfortunately, it is still NP-hard even if the underlying deterministic problem is polynomially solvable.
Observation 4. Problem (20) is NP-hard when
Proof. It follows directly from the proof of Theorem 3. It is easy to see that ||A A A T y y y|| 2 = ||A A A T y y y|| 1 for the matrix A A A constructed in the proof.
Theorem 11. If all the entries of A A A are nonnegative and P is polynomially solvable, then (11) is approximable within
√ n. 
Proof. If all the entries of
which is equivalent to min
H H H(y y y + x x x) ≥ g g g x x x + y y y ≤ 1 1 1 x x x ∈ {0, 1} n y y y ≥ 0 0 0 (22) is a two-stage problem with one second stage scenarioĉ c c and it is polynomially solvable according to Observation 1, if problem P is solvable in polynomial time. Notice that relaxing y y y ∈ {0, 1} n with y y y ≥ 0 0 0 does not change an optimal solution to (22) , due to the integrality assumption. Now Theorem 10 implies the result.
Robust two-stage selection problem
In this section we investigate in more detail the robust two-stage version of the Selection problem under U HP and U E . In Section 3 we have proved that this problem is NP-hard. Let us also recall that RTSt Selection is polynomially solvable under U HP 0 [13] . The MIP formulations (9) and (11) for the problem under U HP and U E , respectively, take the following form (a) min C C C T x x x + c c c T y y y + u u u T b b b s.t. 
Let (x x x * , y y y * , u u u * ) be an optimal solution to (24) . We first note that given y y y * , the optimal values of x x x * can be obtained in the following greedy way. Set p * := p − i∈[n] y * i . For i := 1, . . . , n, assign x * i := min{p * , 1 − y * i } and update p * := p * − x * i . Let ℓ ∈ [n] be such that x * i > 0 for every i ≤ ℓ and x * i = 0 for every i > ℓ. It is easily seen that x * i + y * i = 1 for all i ∈ [ℓ − 1]. Therefore the quantity p − i∈[ℓ−1] (x * i + y * i ) must be integral. By the construction, we get
Notice also that 0 < x * ℓ + y * ℓ < 1 may happen. We now construct a feasible solution (x x x,ŷ y y,û u u) to (23) We now need to show that (x x x,ŷ y y,û u u) is a feasible solution to (23)a. It is clear thatx x x ∈ {0, 1} n andx x x +ŷ y y ≤ 1 1 1. The constraintsû u u T A A A ≥ŷ y y T are satisfied, because u u u * T A A A i ≥ y * i , which yields 2u u u * T A A A i ≥ 2y * i ≥ŷ i for each i ∈ [n], where A A A i is the ith column of A A A. It remains to prove that i∈[n] (x i +ŷ i ) = p, i.e.p = 0 after the termination of the above algorithm. We see at once
We now show thatx ℓ +ŷ ℓ + i>ℓŷ i = p − (ℓ − 1). After assigning the first ℓ − 1variables,
We need to consider only two cases. The first one:
According to (25) , we havep ≤ i≥ℓ min{1, 2y * i }. Hence one can allocate feasible values toŷ i , i ≥ ℓ, until i≥ℓŷ i reachesp. In the case:
By (25), we getp ≤ 1 + i>ℓ min{1, 2y * i }. Again one can packx ℓ = 1 andŷ i , i > ℓ, untilx ℓ + i>ℓŷ i reachesp.
The second case: y * ℓ < x * ℓ < 1 2 . We show thatŷ ℓ + i>ℓŷ i =p only for worst case value distributions of variables x * ℓ and y * i , i ≥ ℓ, i.e. for distributions, where the values are as follows: y * i = 1 for every i = ℓ + 1, . . . , ℓ +p − 1, and y * ℓ+p = 1 − (x * ℓ + y * ℓ ) (a similar reasoning applies to other distributions). Thusx ℓ = 0,ŷ ℓ ≤ min{1, 2y
From (25) and the assumption x * ℓ < 1 2 , we obtainp ≤ 2y
In consequence one can allocate values toŷ i , i ≥ ℓ, to satisfyŷ ℓ + i>ℓŷ i =p.
The total cost of the feasible solution (x x x,ŷ y y,û u u) is at most twice the optimal value. Indeed,
and the proof is complete. Proof. We consider the following problem instance: p = n = 2, C C C = 10 γ ,
with µ > 0 and γ > ǫ > 0 being small values. Then the compact formulation is min 10x 1 + γx 2 + ǫy 2 + u s.t.
An optimal solution to this problem is to set y 1 = x 2 = u = 1, with objective function 1 + γ. An optimal solution for the LP relaxation of this problem is y 1 = u = 1, x 2 = 1 2 − µ and
+µ. Applying our algorithm, we round y 2 to 1, which means that u has to be increased to 2(1 + µ). The objective value of this solution is 2(1 + µ) + ǫ. As µ, γ, ǫ approach 0, the ratio of optimal objective value and objective value of the approximate solution approaches 2.
Theorem 14. The integrality gap of problem (23)a is at least 4/3.
Proof. Consider the problem with n = p = 2, C C C = 10 1 ,
The corresponding problem formulation is
An optimal solution to this problem is y 1 = x 2 = 1 with objective value 2, while an optimal solution to the LP relaxation is y 1 = u = 1 and x 2 = y 2 = 1/2 with costs 3/2.
Notice that there is still a gap between the 2-approximation algorithm and the integrality gap 4/3 of the LP relaxation. Closing this gap is an interesting open problem.
Theorem 15. The RTSt Selection problem with uncertainty U E is approximable within 2.
Proof. By solving the relaxation of (23)b (which is a continuous, convex optimization problem), we find a solution (x x x * , y y y * ). Using a similar rounding procedure as in the proof of Theorem 12, we compute a solution (x x x,ŷ y y) with 2y y y * ≥ŷ y y. As 2 A A A T y y y * 2 = A A A T (2y y y * ) 2 ≥ A A A Tŷ y y 2 , the approximation guarantee thus follows. Proof. Using Theorem 9 it is enough to show that the following problem is polynomially solvable:
min C C C T x x x + c c c T y y y s.t.
. We will show first the following property of (26):
There is an optimal solution to (26) in which y i ∈ E for each i ∈ [n].
Proof. Let (x x x, y y y) be an optimal solution to (26) . Since i∈[n] (x i + y i ) = p, the quantity i∈[n] y i = p − i∈[n] x i must be integral. Let us sort the variables so that c 1 ≤ c 2 ≤ · · · ≤ c n . Let ℓ be the first index such that y ℓ / ∈ E. Notice that 0 < y ℓ < d ℓ . We get i∈[ℓ−1] y i = kǫ for some integer k ≥ 0. Hence kǫ + y ℓ cannot be integral and j>ℓ y j > 0. Set y ℓ = min{ j>ℓ y j , d ℓ } and decrease the values of appropriate number of y j , j > ℓ, so that still i∈[n] (x i + y i ) = p holds. If y ℓ = d ℓ , then we are done as d ℓ ∈ E. If y ℓ = j>ℓ y j ≤ 1, then kǫ + y ℓ = p and thus y ℓ ∈ E. Observe that this transformation does not destroy the feasibility of the solution. Furthermore, it also does not increase the solution cost. After applying it a finite number of times we get an optimal solution satisfying the property.
Property 1 allows us to solve (26) by applying a dynamic programming approach. Indeed, using the fact that x i ∈ {0, 1} and y i ∈ E for every i ∈ [n], in each stage i ∈ [n], we have to fix the pair (x i , y i ), where the feasible assignments are (0, ǫ), (0, 2ǫ), . . . , (0, d i ), (1, 0) . A fragment of the computations is shown in Figure 3 . For each arc we can compute a cost C i x i + c i y i . Notice that sometimes there may exist two feasible pairs between two states (see the transition (s, 1) in Figure 3) . In this case, we choose the assignment with smaller cost. The running time of the dynamic algorithm is O(np 2 1 ǫ 2 ), so it is polynomial when ǫ > 0 is fixed. By Theorem 9, the overall running time of the FPTAS is O(np 2 (1/ǫ) K+2 ).
Robust two-stage RS problem
In this section we investigate in more detail the robust two-stage version of the RS problem under U HP and U E . In Section 3 we proved that this problem is NP-hard. First observe that for each set T l , l ∈ [ℓ], we have to decide whether to choose a tool in the first or in the second stage. In the former case we always choose the cheapest tool. Hence the problem can be simplified and the MIP formulations (9) and (11) s.t.
x x x ∈ {0, 1} ℓ y y y ≥ 0
In the above formulations x x x is a vector of ℓ binary variables corresponding to the tool sets T 1 , . . . , T ℓ , and
, is the smallest first stage cost of the tools in T l , i.e. C l = min j∈T l {C j }. Note also that there are no constraints: (27) . Now they are redundant and can be removed.
Theorem 17. The RTSt RS problem under U HP and U E is approximable within 2.
Proof. Consider an optimal solution (x x x * , y y y * , u u u * ) of the LP relaxation of (27)a. We form the rounded solution (x x x,ŷ y y,û u u) as follows. For each l ∈ [ℓ], if x * l ≥ 0.5, then we fixx l = 1 and y j = 0 for each j ∈ T l ; if j∈T l y * j ≥ 0.5, then we setx l = 0 andŷ j = y * j / k∈T l y * k for each j ∈ T l . Obviously in this case j∈T lŷ j = 1 andŷ j ≤ 2y * j . We also fixû i = 2u * i for each i ∈ [n]. Thus the rounded solution is feasible and its cost is at most 2 times the optimum. The same method can be applied to (27) b.
Using the same instance as in the proof of Theorem 13, one can show that the worst case ratio of the approximation algorithm is attained. Proof. According to Theorem 9, it is enough to show that the following problem is polynomially solvable:
min C C C T x x x + c c c T y y y
. We first renumber the variables in each set T l , l ∈ [ℓ], so that they are ordered with respect to nondecreasing values of c j . For each tool set T l , we greedily allocate the largest possible values to y j , j ∈ T l , so that the total amount allocated does not exceed 1. If j∈T l y j < 1 or C l ≤ j∈T l c j y j , then we fix x l = 1 and set y j = 0 for j ∈ T l ; otherwise we fix x i = 0 and keep the allocated values for y j , j ∈ T l . Using the fact that the variables were initially sorted, the optimal solution can be found in O(n) time. Using Theorem 9, we can construct an FPTAS for the problem with running time O(n log n + n(1/ǫ) K ). 
which can be represented, equivalently, as follows min C C C T x x x + c c c T y y y + Γπ +
We now show the following claim:
There is an optimal solution to (30) in which π = 0 or π = 
This problem has 4n ′ + 1 variables, and 2n ′ + m ′ constraints. In an optimal basis solution, equivalently optimal vertex solution, (u u u, v v v, w w w, t t t, π) ∈ R 4n ′ +1 + , we therefore have 2n ′ + m ′ basis and 2n ′ + 1 − m ′ non-basis variables. We start with the following observation, which is due to the definitions of u j and v j in (30) and the optimality of (u u u, v v v, w w w, t t t, π).
Suppose that π ∈ (0, 1). Thus π is a basis variable. Then each constraint of the types u j + w j = π and v j + t j = 1 − π must contain at least one basis variable apart from π. There are m ′ − 1 of these constraints that have two basis variables apart from π. Hence at most m ′ − 1 variables among u u u, v v v have the values different than π, 1 − π, respectively. Accordingly, there is at least one constraint l ∈ S, such that j∈T l (u j + v j ) = 1, where u j ∈ {0, π} and v j ∈ {0, 1 − π} for every j ∈ T l . Let us denote by S ′ the set of such constraints, ∅ = S ′ ⊆ S. The value of j∈T l (u j + v j ) for each l ∈ S ′ can be expressed by p l π + q l (1 − π), where p l and q l are the numbers of variables u j = π and v j = 1 − π, respectively, in the constraint l. Thus
By Observation 5, the form of (32) and the fact that π ∈ (0, 1) one can easily deduce that p l ≥ 1 and 0 ≤ q l ≤ 1, and q l = 1 iff p l = 1; if p l ≥ 2 then q l = 0. Furthermore we claim, for the case π ∈ (0, 1), that there always exists at least one constraint l ′ ∈ S ′ , such that j∈T l ′ (u j + v j ) = p l ′ π = 1, i.e. q l ′ = 0, where p l ′ ≥ 2. On the contrary, suppose that for each l ∈ S ′ , the constraint l has the form of j∈T l (u j + v j ) = p l π + q l (1 − π) = 1, where p l = 1 and q l = 1. We need to consider two cases. The first case S ′ = S. Thus u j ∈ {0, π} and v j ∈ {0, 1 − π} for every j ∈ T l , l ∈ S, and u j = π iff v j = 1 − π. Let us construct a vector 0 0 0 = (u u u ǫ , v v v ǫ , w w w ǫ , t t t ǫ , π ǫ ) ∈ R 4n ′ +1 as follows: for every j ∈ T l , l ∈ S, set u ǫ j = ǫ and w ǫ j = 0 if u j = π; v ǫ j = −ǫ and t ǫ j = 0 if v j = 1 − π; u ǫ j = 0 and w ǫ j = ǫ if u j = 0; v ǫ j = 0 and t ǫ j = −ǫ if v j = 0; and π ǫ = ǫ. It is easily seen that (u u u − u u u ǫ , u u u − u u u ǫ , w w w − w w w ǫ , t t t − t t t ǫ , π − π ǫ ) and (u u u + u u u ǫ , u u u + u u u ǫ , w w w + w w w ǫ , t t t + t t t ǫ , π + π ǫ ) are feasible solutions to (31) for sufficiently small ǫ > 0. Such ǫ exists since π ∈ (0, 1). This contradicts our assumption that (u u u, v v v, w w w, t t t, π) is a vertex solution (basis feasible solution). The proof for the second case S ′ ⊂ S may be handled in much the same way. It suffices to notice that for each constraint l, j∈T l (u j +v j ) = 1, l ∈ S \S ′ , there exits at least one j ′ ∈ T l such that 0 < u j ′ < π or 0 < v j ′ < 1 − π. Using this fact one can build 0 0 0 = (u u u ǫ , v v v ǫ , w w w ǫ , t t t ǫ , π ǫ ) ∈ R 4n ′ +1 to arrive to a contradiction with the assumption that (u u u, v v v, w w w, t t t, π) is a vertex solution. We thus have proved that there always exists at least one constraint l ′ ∈ S ′ , such that
for π ∈ (0, 1). After adding the boundary values of π, i.e. 0 and 1, Claim 1 follows.
Problem (30) can be rewritten as follows:
where the original variables y j , j ∈ [n], in (29) are restored as follows: y j = πû j + (1 − π)v j . Using Claim 1, let us fix a candidate value for π. We can now sort with respect to nondecreasing values of the costs c j and c j + d j ofû j andv j within each set T l , and either set x l = 1 or pack fromû u u andv v v in nondecreasing order until j∈T l πû j + (1 − π)v j reaches 1. As there are O(n) values for π to check, the overall time required by this method is thus O(n 2 log n).
Robust two-stage shortest path problem
In Section 3 we have shown that RTSt Shortest Path problem is strongly NP-hard even in a very restrictive case, when the cardinality of the set of feasible solutions is 1. We now show that the hardness result can be strengthened.
Theorem 20. The RTSt Shortest Path problem under U VP = conv{c c c 1 , . . . , c c c K } is hard to approximate within log 1−ǫ K for any ǫ > 0 unless NP ⊆ DTIME(n polylog n ), even for series-parallel graphs.
Proof. Consider the following Min-Max Shortest Path problem. We are given a seriesparallel graph G = (V, A), with scenario set U = {c c c 1 , . . . , c c c K }⊆ R |A| + , where scenario c c c j is a realization of the arc costs. We seek an s − t path P in G whose maximum cost over U is minimum. This problem is hard to approximate within log 1−ǫ K for any ǫ > 0 unless NP ⊆ DTIME(n polylog n ) [22] . We construct a cost preserving reduction from Observe that only dashed arcs can be selected in the first stage for any partial solution x x x with Eval(x x x) < M , and only solid arcs can be selected in the second stage. Furthermore if a dashed arc (v i , v ij ) is selected in the first stage, then, in order to ensure that a solution built is an s − t path in G ′ , the solid arc (v ij , v j ) must be selected in the second stage. So, the choice of the arcs in the first stage uniquely gives the set of arcs chosen in the second stage. Let x x x and y y y ∈ R(x x x) be such a solution to the RTSt problem with total costs less than M . The pair (x x x, y y y) is a characteristic vector of an s − t path in G ′ . Since the first stage costs of 
Suppose there is an s − t path P = v s − v i 1 − v i 2 − · · · − v t in G whose maximum cost over U is equal to c. Path P corresponds to path P ′ = v s − v si 1 − v i 1 − v i 1 i 2 − · · · − v t composed of alternated dashed and solid arcs. If x x x is the characteristic vector of all dashed arcs in P ′ , then y y y is the characteristic vector of all solid arcs in P ′ . According to (34) and the construction of c c c
Suppose that there is a solution x x x, y y y ∈ R(x x x) to RTSt such that Eval(x x x) = c. The characteristic vectors x x x, y y y describe a path 
Recall that the problem has a K-approximation algorithm under U VP (see Theorem 7).
Theorem 21. The RTSt Shortest Path problem under U HP is hard to approximate in graph G = (V, A) within log 1−ǫ |A| for any ǫ > 0 unless NP ⊆ DTIME(n polylog n ), even if G is a series-parallel graph.
Proof. Given an instance of the Min-Max Shortest Path problem with a series parallel graph G = (V, A) and scenario set U = {c c c 1 , . . . , c c c K }⊆ R |A| + , we construct a cost preserving reduction from this problem to RTSt Shortest Path with U HP . The reduction is similar to the one from the proof of Theorem 20. We build a series parallel graph G ′ = (V ′ , A ′ ) and only add K additional dashed arcs as shown in Figure 5 . These additional dashed arcs have the first stage costs equal to 0 and the second stage costs equal to M (M = |A|c max + 1, where c max is the maximal arc cost in U ), so they are all chosen in the first stage. where d ij ∈ E = {0, ǫ, 2ǫ, . . . , 1}, (i, j) ∈ A.
We will reduce the problem of solving (35) for fixed d ij , (i, j) ∈ A, to the one of finding a shortest s − t path in an auxiliary directed multigraph G ′ = (V ′ , A ′ ) that is built as follows. We first set V ′ = V and A ′ = A and associate with each arc (i, j) ∈ A ′ , the cost equal to C ij . We then compute for each pair of nodes i ∈ V and j ∈ V , i = j, a cheapest unit flow from i to j in the original graph G with respect to the costs c ij and arc capacities d ij and add arc (i, j) to A ′ with the cost equal to the cost of this flow, denoted byĉ ij . Note thatĉ ij is bounded, if a feasible unit flow exists, since c ij are nonnegative. If there is no feasible unit flow from i and j, then we do not include (i, j) to A ′ . The resulting G ′ is a multigraph with nonnegative arc costs.
Finally we find a shortest s − t path P in G ′ . We can construct an optimal solution to (35) as follows. For each arc (i, j) ∈ P : if (i, j) has the cost equal to C ij , then set x ij = 1; otherwise (if (i, j) has the cost equal toĉ ij ) fix y ij to the optimal solution of the corresponding min-cost unit flow problem from i to j. The rest of variables in (35) are set to zero. Since the shortest path and the minimum cost flow problems are polynomially solvable, problem (35) is polynomially solvable as well. By Theorem 9, the problem admits an FPTAS.
Conclusions and open problems
In this paper we have discussed the class of robust two-stage combinatorial optimization problems. We have investigated the general problem as well as several its special cases. The results obtained for the particular problems are summarized in Table 1 . The complexity status of all the problems under U HP 1 , when the number of budget constraints is a part of the input is also open. Also, no positive and negative approximation results have been established for the robust two-stage version of the Spanning Tree problem. For the selection problems, better approximation algorithms can exists. For the ellipsoid uncertainty, we only know that the basic problems are NP-hard. The question whether they are strongly NP-hard and hard to approximate remains open.
