In this paper, we present a stochastic model for disability insurance contracts. The model is based on a discrete time non-homogeneous semi-Markov process (DTNHSMP) to which the backward recurrence time process is introduced. This permits a more exhaustive study of disability evolution and a more efficient approach to the duration problem. The use of semi-Markov reward processes facilitates the possibility of deriving equations of the prospective and retrospective mathematical reserves. The model is applied to a sample of contracts drawn at random from a mutual insurance company.
Introduction
Non-homogeneous semi-Markov processes were defined independently by Hoem (1972) and IosifescuManu (1972) To the best of our knowledge, this is the first time that the general formulae of a DTNHSMP with rewards and initial and final backward times have been presented together with their corresponding mathematical reserves. The paper is organized as follows. The next section presents a short introduction to DTNHSMP considering initial and final backward times. Section 3 analyzes semi-Markov reward processes with initial and final backward times. Successively, prospective and retrospective reserves are determined. Section 4 describes the disability data from a mutual insurance company from Catalunya and gives the results obtained by the model with these data.
Discrete time Non-homogeneous Semi-Markov Processes
We follow the notation given in Janssen and Manca (2006) . In a semi-Markov process environment, two random variables run together. , ∈ , with state space I={1, 2, …, m}, represents the state at the n-th transition. , ∈ , with state space equal to , represents the time of the n-th transition, : Ω → , : Ω → . We suppose that the process (J n , T n ) is a non-homogeneous Markov renewal process and by we denote the sojourn time in state J n before the (n+1)th jump. The kernel Q =[Q ij (s,t)] associated to the Markov renewal process is defined in the following way: Q ij (s,t) = P[ J n+1 = j, T n+1 t | J n = i, T n =s], and so:
is the transition matrix of the embedded non-homogeneous Markov chain.
Furthermore, the probability that the process will leave state i from time s within time t has to be introduced:
Obviously, it follows that
Now the distribution function (d.f.) of the waiting time in each state i can be defined, given that the state successively occupied is known:
. The related probabilities can be obtained by means of the following formula:
In a Markov environment, the d.f. F ij (s,t) have to be geometrically distributed. By contrast, in the semiMarkov case the d.f. F ij (s,t) may be of any type. By means of the F ij (s,t) we can take into account the problem given by the duration inside the states. In the disability context, we know that the transition probabilities depend on the time an individual has remained at a certain state level. Now, let ∈ : be the number of transitions up to time t, then the DTNHSMP Z(t) can be defined as denoting the state occupied by the process at each time. The transition probabilities are defined in the following way:
 They are obtained by solving the following evolution equations:
The first part of formula (2.1) provides the probability that the system does not have transitions up to the time t given that it entered in state i at time s. 
In Figure 1 a trajectory of a DTNHSMP with initial and final backward times is reported. In this figure we have that ( 
Figure 1: Initial and final backward values
To present the evolution equations of probabilities (2.2), (2.3) and (2.4) we introduce the following notation:
which represents the probability of having no transition from state i between times l and t given that no transition occurred from state i between times l and s. Moreover by ( , ) ( , ; ) 1 ( , )
we denote the probability of making the next transition from state i to state j from time l to time t given that the system does not make transitions from state i between times l and s. The relations (2.5), (2.6) and (2.7) represent the evolution equations of (2.2), (2.3) and (2.4) respectively:
Expression (2.5) provides the probability that the system is in state j at time t given that it was in state i at time s and entered in this state at time l. If in (2.5) l s  then we recover the equation (2.1). Expression (2.6) gives the probability that the system will enter state j just at time l' and will remain in this state, without any other transition, up to time t given that it entered at time s in state i. The part
of (2.6) represents the probability of not having a transition from time s to time t.
Consequently, the final backward time ' t l  must be exactly equal to t s  and it makes sense only if i j  . The second part of (2.6) means that the system does not move from time s to time  and that, just at this time, it jumps to state  . Afterwards, following one of the possible trajectories, the system arrives in state j just at time l' and does not move from this state at least up to time t.
Remark 1.
It should be noted that considering all the possible backward values in the final state, we recover the transition probabilities (2.1) that is:
Expression (2.7) gives the probability that the system entered in state j at time l' and remained inside this state without any other transition up to time t given that it entered state i at time l and it did not move up to s. The term
gives the probability of not having transitions from l to t outside state i
given that no transition occurred from l to s. This probability contributes only if i j  and ' l l  . The second part of (2.7) represents the probability of making the next transition from i at time l to whatever state  at whatever time  and then of moving, following whatever trajectory which makes provision for the entrance in j at time l' with no transition up to time t. This probability is conditional on the permanence of the system in i from time l up to time s. The algorithm used to obtain the numerical solutions for the given equations (2.5), (2.6) and (2.7) is given in D'Amico et al.
(2009).
Remark 2. Relation (2.7) is a combination of (2.5) and (2.6). This last evolution equation is the one used to construct the model for the disability insurance. This type of model was suggested by Haberman and Pitacco (1999), but no formulae were included with the problem, or at least they were not presented. 
Semi-Markov reward processes with backward times
. ∑ , ,
The symbol means that the random variables on the left and on the right have the same distribution.
The process   , ; ', ij l s l t  describes the discounted total amount of money accumulated from time s up to time t considering that the DTNHSMP will be in state j at time t with entrance in this state at time l' (final backward time equal to t-l') given that at time s it was in state i with entrance in this state at time l (initial backward time equal to s-l). Let us denote by
To compute the expectation of (3.1) we have to consider that:
and , , ; , are independent random variables because the accumulation process , , ; , has the Markov property at transition times. Indeed, it depends only on the future evolution of the DTNHSMP starting from state k at time θ and ending in state j at time t with a final backward time equal to l';
By taking the expectation in (3.1) we obtain the following equation:
, ; ', ( , ) . 
Formula (3.4) is obtained by substituting for l the value s in expression (3.2), by using the notation ; , ≔ , ; , and by observing that:
, ;
; .
If we ignore the duration effects on the arriving state by not considering the final backward value and we similarly ignore the arriving state j we have the process   
The algorithm
The relations of a discrete time initial and final backward semi-Markov reward process are fully described above. We present this program using a pseudo-language so that the reader can follow the algorithm used to obtain the numerical solution for the given process. The computer program used in the application was written in Mathematica code. 
ii (u,s;t)=(1-H i (u,t))/ (1-H i (u,s)) ; END FOR; END FOR; END FOR; END FOR;
(* probability of going from state i to state j just at time t with an initial backward time s-u *) H i (u,s) The  means the element-by-element or Hadamard matrix product. The  is the usual row column matrix product. The is a vector of ones of appropriate size. The variable names written in italics are real numbers; those written in boldface are matrices or vectors. The algorithm shows how to solve the (3.2) and (3.4) evolution equations and the evolution equation in the case of only initial backward time. After reading the inputs, the structure of the discount factor is constructed by using the non-homogeneous interest rates and then the kernel of the process is constructed multiplying the matrices P and F.
s;t)=(Q ij (u,t)-Q ij (u,t-1))/ (1-
Step-4 is the resolution of equation (3.2) which is executed by five down to loops. In Step-1, Step-2 and Step-3 we solve different special cases of equation (3.2).
Prospective reserves
Let us assume that the policy is issued at time s in state Z(s)=i of the semi-Markov chain with backward time B(s)=s-l. Premiums and benefits for the policy are paid by the insured party and by the insurer depending on the state of the degree of disability. The permanence reward ( , ) i s t  considers the payment of a premium or a benefit due to the occupancy of state i at time t for a contract starting at time s. The impulse reward ( , ) ij s t  considers an insurance benefit or lump sum.
In general, the prospective premium reserve is defined as the expected value of the loss function (see Wolthuis, 2003) . In our case the random process given that the DTNHSMP entered state i at time l and did not move up to s. 
Formula (3.5) states that, given the information set , , , if no transition occurs up to time s+1, the accumulated discounted reward for the interval [s,∞) can be obtained as the sum of the discounted permanence reward due to the occupancy of state i at time s+1, i.e. , 1 , 1 and the accumulated discounted reward for the interval [s+1,∞) given that the DTNHSMP is in state i where it entered with last transition at time l. By contrast, if the next transition occurs at time s+1 in state k then the accumulated discounted reward for the interval [s,∞) is obtained as the sum of two addends: The first term is the discounted permanence reward due to the occupancy of the state visited at time s+1, the second is the discounted impulse reward due to the transition executed at time s+1, and the third is the remaining accumulated discounted reward for the interval [s+1,∞) given that the DTNHSMP is in state k where it entered at time s+1. If we denote by
 , by taking the expectation of (3.5), by applying similar arguments to i), ii) and iii) we obtain
Equation (3.6) expresses the change of the prospective reserve for state i at time s with duration s-l from time s to time s+1. Therefore, it can be seen as a generalization of the Thiele differential equation for a disability insurance contract described by a non-homogeneous semi-Markov chain. This equation explains that the expected accumulated reward during the whole life of a contract can be computed.
Retrospective reserves
In general retrospective reserves are defined as the expected discounted value of past premiums minus past benefits. Different definitions of retrospective reserves have been proposed. Here we consider Norberg's (1990) definition and we adapt it to our general framework. Notice that it is possible to derive recursive equations for the retrospective reserves by using relation (3.2) and (3.6) for the prospective reserves.
In this section we apply our model to a sample of real contracts. For the sake of completeness, we first report results for the transition probabilities, as obtained in D'Amico et al. (2009) , and, second, we extend the analysis by introducing a reward structure. The model has the following four states: W -active; 2) P -pensioner; 3) Di -disabled; 4) De -dead interrelated as indicated in Figure 2 .
Figure 2: The disability model
It is well known that the transition probabilities from the disabled state are a function of the duration in the current state (see Haberman and Pitacco, 1999). In the SMP environment this aspect is considered, but solution (2.1) is not sensitive to duration. The introduction of the backward times, as in (2.7), allows us to manage transition probabilities that depend on the length of permanence inside the initial and final states. The data analyzed are taken from a sample of contracts drawn at random from a mutual insurance company in Catalunya. A total of 150,000 insurance contracts are analysed and 2,800 LTC spells are observed for a period extending from 1975 to 2005. In order to simplify the model, we chose to work with a five-year interval.
Owing to lack of space, we do not show the kernel estimates and other results, but these are available upon request. Note that the transition probability values vary in function of both the initial and final backward times, so the model is sensitive to both backward times (see Figure 3) . In all the histograms W is the starting state. The blue bars report the results in the absence of initial backward time (IBk=0); the red bars report the case with one year of initial backward time (IBk=1). The first observation is that the probability distribution is spread among the final backward times (for example in the south-west histogram FBk=0, 1, 2 and 3) and the arriving states. Indeed, in the north-west there are eight possible events with an arriving time equal to starting time plus one (AT=ST+1), four in the case of a final backward time equal to 1 and four with a final backward time equal to 0. In the north-east, with an arriving time equal to starting time plus two (AT=ST+2), there are twelve possible cases, four for each final backward time and so on. The first blue and red bars in each histogram represent the probability of staying in the starting state; this decreases in function of the arriving time. It is also interesting to observe that the shape of the histograms changes in function of both the initial and final backward times, so the model is sensitive to both backward times.
To facilitate the reading of The same behaviour is translated to the accumulated reward process. Due to missing data on rewards (permanence and impulse), we assumed the following reward structure:
, , 
