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Chapitre 1 
Introduction 
Dans le contexte actuel de recherche de débits toujours plus élevés, le recours aux techniques de 
surcharge de canal semble incontournable. La maximisation du nombre d’utilisateurs est désormais 
un enjeu essentiel dans les systèmes d’accès multiple. L’efficacité spectrale peut être augmentée de 
manière quasi-continue et les pertes résultantes en termes de rapport signal à bruit compensées par 
des méthodes de détection plus ou moins sophistiquées. Le channel overloading (ou surcharge de 
canal) intervient lorsqu’un système admet un nombre d’utilisateurs supérieur à ce que permet 
l’utilisation de signaux orthogonaux. On peut le décrire simplement comme suit : supposons que 
tous les utilisateurs emploient la même modulation et nécessitent le même débit d’information. Ils 
demandent par conséquent la même largeur de bande de W Hz que dans le cas mono-utilisateur. 
Dans ce cas, le concept de channel overloading consiste à avoir plus de N utilisateurs sur un canal à 
accès multiple de largeur de bande N W⋅  Hz. 
Dans ce qui suit, nous ne ferons pas la distinction entre multiplexage et accès multiple. Le premier 
désigne la fonction réalisée à la station de base, et le second désigne la fonction mise en œuvre par 
les terminaux des utilisateurs pour communiquer avec la station de base. La différence réside dans 
le fait que dans le multiplexage, tous les composants du signal sont disponibles localement, alors 
que les composants du signal en accès multiple proviennent de zones géographiques différentes, et 
leurs différences de timing et d’amplitudes doivent être compensées. Lorsque cette compensation 
est parfaite et le canal est gaussien, l’accès multiple coïncide pour l’essentiel avec le multiplexage. 
On supposera par la suite que la synchronisation et le contrôle de puissance sont parfaits, ce qui fait 
coïncider l’accès multiple et le multiplexage sur un canal gaussien. 
En guise d’introduction, nous allons passer en revue les techniques d’accès multiple les plus 
classiques. L’analyse de ces techniques au regard du nombre maximal d’utilisateurs qu’elles 
permettent nous conduit à concevoir des schémas permettant la surcharge de canal. 
1.1. Techniques d’accès multiple 
Dès lors qu’il existe une ressource physique (le canal de communications) pour plusieurs 
utilisateurs, il est nécessaire de définir le principe de partage de cette ressource entre les différents 
utilisateurs, ce afin que plusieurs communications puissent avoir lieu simultanément : c’est ce qui 
est désigné par méthode d’accès multiple. On distingue trois techniques principales parmi les 
méthodes déterministes d’accès multiple, selon la façon dont sont allouées les ressources en 
fréquence et en temps (voir [8, 80]) : 
• le FDMA (Frequency-Division Multiple Access) ou AMRF (Accès Multiple à Répartition 
en Fréquence), 
• le TDMA (Time-Division Mutliple Access) ou AMRT (Accès Multiple à Répartition en 
Temps), 
• et le CDMA (Code-Division Multiple Access) ou AMRC (Accès Multiple à Répartition en 
Code). 
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On rappelle que la capacité (en bits/s/Hz) d’un utilisateur de puissance moyenne P, sur un canal à 
bruit additif blanc gaussien (AWGN, pour Additive White Gaussian Noise) de bande W, dont le 
bruit est de densité spectrale de puissance N0, est donnée par la formule : 
 2
0
log 1C P
W WN
 = +  
.                      (1.1) 
 
Temps  t
Fréquence  f
Puissance  P
(a) FDMA 
Temps  t
Fréquence  f
Puissance  P
(b) TDMA 
Temps  t
Fréquence  f
Puissance  P
(c) CDMA 
Fig 1.1. Principe des techniques d’accès multiple par répartition (a) en fréquence, (b) en temps, et (c) en code 
1.1.1. FDMA (Frequency-Division Multiple Access) 
La technique d’accès multiple par répartition en fréquence est l’une des plus anciennes méthodes 
d’accès multiple. Dans cette technique, c’est la ressource spectrale qui est partagée entre les 
utilisateurs : la bande de fréquence disponible est divisée en un nombre N de sous-canaux, qui sont 
ensuite affectés à chacun des utilisateurs actifs. Ainsi, chaque utilisateur se voit allouer une bande 
de fréquence spécifique (voir figure 1.1a). La synchronisation entre utilisateurs n’est pas nécessaire. 
A la réception, la séparation se fait par filtrage passe-bande. 
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Si la largeur de bande W est partagée entre K utilisateurs, chacun d’eux émet avec une puissance 
moyenne P dans une bande W K , et la capacité CK de chaque utilisateur est donnée par (en 
supposant qu’il n’y a ni interférences entre utilisateurs ni ressource perdue) : 
 ( )2 0
1 log 1KC P
W K W K N
 = +   
.                    (1.2) 
La capacité totale théorique des K utilisateurs (en supposant une isolation parfaite entre canaux) est 
donnée par la somme des capacités des différents utilisateurs : 
 2
0
log 1tot K
KPC KC W
WN
 = = +  
.                    (1.3) 
Cette expression montre que la capacité totale augmente avec le nombre d’utilisateurs. Toutefois, 
puisque chaque utilisateur émet avec une puissance P, la puissance totale totP  croît linéairement 
avec le nombre d’utilisateurs : totP KP= . Ainsi, à puissance totale fixée totP , la puissance par 
utilisateur est totP P K=  et, dès lors, la capacité totale ne dépend pas du nombre d’utilisateurs K. 
En pratique, la capacité n’augmente donc pas avec le nombre d’utilisateurs sur le canal. 
1.1.2. TDMA (Time-Division Multiple Access) 
Une autre méthode pour créer des sous-canaux pour l’accès multiple consiste à découper le temps 
en intervalles (slots) indépendants de durée fixe (voir figure 1.1b) et de les allouer aux utilisateurs. 
Cette méthode d’accès multiple est appelée TDMA. Dans la version la plus simple du TDMA, les 
slots sont attribués à chaque utilisateur de façon cyclique : ainsi, un émetteur n’émet que tous les N 
slots. 
Chacun des K utilisateurs émet pendant une fraction 1 K  du temps avec une puissance moyenne 
KP dans une bande W. La capacité théorique de chaque utilisateur est donc : 
 2
0
1 log 1KC KP
W K WN
 = +  
.                     (1.4) 
On notera que cette expression est identique à celle obtenue avec le FDMA. Toutefois, il convient 
de souligner que d’un point de vue pratique, la puissance supportée par les émetteurs ne peut être 
augmentée au-delà d’un certain seuil, ce qui pose problème lorsque K augmente. Cette méthode 
requiert de plus une synchronisation entre utilisateurs. Par contre, le TDMA a la flexibilité requise 
pour allouer différents débits à différents utilisateurs (en donnant plus de time slots à ceux qui 
veulent plus de débit). 
1.1.3. CDMA (Code-Division Multiple Access) 
La troisième technique est l’accès multiple avec répartition par code qui repose sur la notion 
d’étalement de spectre. Dans cette technique, tous les utilisateurs émettent simultanément dans toute 
la largeur de bande disponible (voir figure 1.1c). L’émission de chaque utilisateur est vue par les 
autres utilisateurs comme un pseudo-bruit large bande. Chacun d’eux contribue donc au bruit de 
fond, et donc à la dégradation des performances. Dans la suite, nous laisserons de côté le cas de 
l’étalement par saut de fréquence (frequency hopping (FH) : le signal est émis successivement 
autour d’une série de porteuses choisies aléatoirement suivant une séquence pilotée par un code), et 
nous nous limiterons au cas des signaux étalés par séquence directe (direct sequence (DS)). Dans 
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cette méthode, on alloue à chaque utilisateur une signature différente, faiblement corrélée avec les 
signatures des autres utilisateurs, qui fait office de séquence d’étalement : le message de symboles à 
transmettre est multiplié par cette séquence d’étalement de débit N fois plus élevé que celui des 
symboles. On désigne par chips les éléments de la séquence d’étalement. Le rapport entre la durée 
symbole et la durée chip –égal à N– est appelé le facteur d’étalement. La largeur de spectre du 
signal transmis correspond à la largeur de spectre de la modulation par la séquence d’étalement. Le 
récepteur corrèle le signal reçu avec la signature de l’utilisateur recherché. Pour obtenir les 
performances optimales d’un canal mono-utilisateur, les séquences d’étalement doivent être 
orthogonales entre elles (on utilise typiquement des séquences de Walsh-Hadamard (WH)). On 
parle alors d’OCDMA (Orthogonal CDMA). Un tel système nécessite toutefois une synchronisation 
parfaite, laquelle existe par exemple sur la liaison descendante d’un réseau radio-mobile (une même 
station de base émet vers différents mobiles). Cependant, l’orthogonalité est perdue lorsque le 
système est asynchrone, comme c’est le cas sur la liaison montante d’un réseau radio-mobile, où les 
différents mobiles émettent indépendamment vers la même station de base. On utilise alors des 
séquences dont les intercorrélations sont très faibles quels que soient les décalages. 
Dans l’hypothèse d’un système CDMA coopératif, la connaissance des codes des autres utilisateurs 
est exploitée, ce qui améliore l’efficacité spectrale du système par rapport au CDMA non 
coopératif. On peut montrer que la capacité tend alors vers l’infini avec K et a une forme similaire à 
celle obtenue en FDMA et TDMA [80]. 
1.1.3.1. OCDMA (Orthogonal CDMA) 
L’orthogonalité des utilisateurs peut être assurée par l’emploi de séquences d’étalement spécifiques. 
Des séquences de même longueur sont dites orthogonales lorsque leur produit scalaire est nul et leur 
norme constante. En guise de séquences orthogonales, on utilise typiquement des séquences de 
Walsh-Hadamard (WH). Les séquences de WH de longueur N sont les lignes de la matrice de WH 
de dimension N N× . Il y a donc N séquences différentes de longueur N. Les matrices de WH sont 
des matrices binaires (leurs éléments prennent leurs valeurs dans l’ensemble { }1± ), qui sont 
obtenues par la construction récursive suivante : 
 2
1 1
1 1
H  =  −  , puis 
( 1) ( 1)
( 1) ( 1)
2 2
2
2 2
n n
n
n n
H H
H
H H
− −
− −
 =  − 
 pour 2n ≥ .                 (1.5) 
Considérons la matrice NH  obtenue suivant ce principe. Ses lignes sont bien orthogonales entre 
elles et de normes égales à N : 
 TN N NH H N I= ,                      (1.6) 
où NI  désigne la matrice identité de taille N N× . 
A noter que la multiplication par une même séquence PN des séquences extraites d’une matrice de 
WH a pour effet de préserver l’orthogonalité des séquences résultantes, tout en leur conférant de 
bonnes propriétés d’auto et d’intercorrélation. 
1.1.3.2. PN-CDMA (Pseudo-Noise CDMA) 
Lorsque les séquences d’étalement sont des séquences pseudo-aléatoires (en anglais PN pour 
Pseudo-Noise), on parle de PN-CDMA. Les séquences PN sont des séquences binaires qui doivent 
leur nom au fait qu’elles possèdent de bonnes propriétés de bruit. Elles sont générées par des 
registres à décalage bouclés. 
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Dans la suite, il sera question de séquences PN pouvant être à valeurs binaires ou complexes : selon 
l’option retenue, les séquences prendront leurs valeurs dans l’ensemble { }1±  ou dans l’ensemble 
( ){ }2j1±± . 
1.2. Principe du channel overloading 
L’analyse de la couche physique des systèmes actuels de communication met en lumière 
l’utilisation de deux grandes classes de techniques de multiplexage et d’accès multiple [132, 90]. La 
première classe peut être désignée sous l’appellation générique d’accès multiple par répartition en 
formes d’ondes orthogonales (OWMA, pour Orthogonal Waveform Multiple Access) et comprend 
notamment les techniques d’accès multiple classiques par répartition en temps (TDMA), en 
fréquence (FDMA et OFDMA), ou en codes orthogonaux (OCDMA). L’OWMA permet à N 
utilisateurs de partager un canal dont la bande est N fois la bande nécessaire à chacun d’entre eux, 
sans aucune interférence mutuelle. Néanmoins, N représente une limite qu’on ne peut dépasser. 
L’autre classe de techniques d’accès multiple est basée sur l’emploi de formes d’ondes aléatoires 
(RWMA, pour Random Waveform Multiple Access) et inclut, en particulier, l’accès multiple par 
répartition en codes construits à partir de séquences pseudo-aléatoires par étalement direct (PN-
CDMA) ou sauts aléatoires en fréquence (FH-CDMA). Ces techniques ne présentent pas de limite 
supérieure sur le nombre K d’utilisateurs admissibles mais souffrent du problème d’interférence 
entre utilisateurs (MUI, pour MultiUser Interference) qui limite au premier ordre la capacité du 
système. En effet, l’interférence apparaît dès que deux utilisateurs partagent le canal, et croît 
linéairement avec K. 
 
Le concept de surcharge du canal de transmission survient dès lors qu’on impose au système de 
pouvoir admettre N utilisateurs sans aucune interférence sur un canal dont la bande est N fois la 
bande allouée à chaque utilisateur et M ( 0M > ) utilisateurs supplémentaires au prix d’une 
diminution du rapport signal à bruit (qu’on espère la plus faible possible) à qualité de service fixée. 
Il peut être efficacement réalisé en allouant aux N premiers utilisateurs N formes d’ondes 
orthogonales à disposition puis aux M utilisateurs supplémentaires des formes d’ondes générées 
aléatoirement. Un tel procédé présente l’avantage de combiner astucieusement les avantages des 
deux classes d’accès multiple : la contrainte de limite supérieure de l’OWMA est levée par l’emploi 
de formes d’ondes supplémentaires aléatoires et la contrainte de présence de MUI du RWMA 
n’apparaît qu’à partir d’un nombre d’utilisateurs K strictement supérieur à N. En allant encore plus 
loin, la surcharge de canal peut être réalisée par l’utilisation de deux ensembles de formes d’ondes 
orthogonales : de cette façon, tout utilisateur de l’ensemble 2 ne subira d’interférence que des N 
utilisateurs de l’ensemble 1, contrairement au cas précédent où un utilisateur de l’ensemble 2 est 
affecté par de l’interférence en provenance des utilisateurs de l’ensemble 1, mais aussi des autres 
utilisateurs de l’ensemble 2. Un système fondé sur l’utilisation de deux ensembles de formes 
d’ondes orthogonales apporte donc une amélioration des performances par rapport à un système 
utilisant un ensemble de formes d’ondes orthogonales et un ensemble d’utilisateurs additionnels 
auxquels sont allouées des formes d’ondes aléatoires. Lorsque K est strictement supérieur à N, 
l’interférence apparaissant entre les deux ensembles d’utilisateurs rend nécessaire une annulation 
d’interférences. Par conséquent, on a recours à la réception à une méthode d’annulation 
d’interférences multi-étages et itérative, afin de maîtriser l’interférence entre les utilisateurs. 
Diverses applications du concept de surcharge de canal mettant en jeu différentes dimensions 
(temps, code) et différents scénarios de communications (mono-utilisateur, multi-utilisateurs) ont 
été présentées dans [89-93]. Ainsi, dans [90], les auteurs proposent d’utiliser l’OCDMA pour les N 
premiers utilisateurs, et de dépasser cette limite en ajoutant des utilisateurs étalés par des séquences 
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PN (menant à un système de type OCDMA/PN-CDMA). Les auteurs envisagent également de 
remplacer les signaux étalés avec des séquences PN par des signaux d’un autre type, comme des 
signaux TDMA, et proposent une technique de détection fondée sur une annulation d’interférences 
itérative et multi-étages. Les schémas combinant des ensembles TDMA et OCDMA sont également 
décrits dans [92], tandis que les schémas utilisant deux ensembles OCDMA sont introduits dans 
[117]. A ce jour, ces schémas ont essentiellement été étudiés dans le cas de signaux réels 
(modulation BPSK, pour Binary Phase Shift Keying), et sur canal AWGN par F. Vanhaverbeke 
dans sa thèse de doctorat [126]. On peut également signaler l’existence d’une construction proposée 
par J. A. F. Ross et D. P. Taylor [85, 86] visant à accroître le nombre d’utilisateurs tout en 
préservant la distance euclidienne minimale d’un système orthogonal. 
Si on lève la contrainte d’avoir un premier ensemble d’utilisateurs orthogonaux auxquels viennent 
éventuellement s’ajouter d’autres utilisateurs, on peut s’intéresser aux possibilités offertes par le 
PN-CDMA. Les performances de détecteurs multi-utilisateurs en PN-CDMA ont été évaluées dans 
[111], [102], et [11], dans le cadre du régime asymptotique, c’est-à-dire lorsque l’on fait tendre le 
facteur d’étalement N et le nombre d’utilisateurs K vers l’infini tout en maintenant le rapport K N  
constant. 
1.3. Objectif et plan de la thèse 
La surcharge de canal basée sur l’utilisation de groupes de codes d’étalement intra-orthogonaux et 
rendus presque indépendants entre eux se prête naturellement au standard UMTS. Jusqu’à 
maintenant, la recherche sur les techniques de surcharge de canal a été essentiellement conduite 
dans le cadre de communications CDMA multi-utilisateurs. Elle s’est focalisée sur l’utilisation de 
deux groupes de codes d’étalement orthogonaux et sur une détection par annulation successive 
d’interférence entre les deux groupes ([126]). Le concept a été validé pour des modulations BPSK 
uniquement. Le choix des groupes de codes (codes de WH, séquences PN, …) peut influer sur les 
performances et a fait l’objet d’une étude approfondie au sens de la théorie de l’information dans 
[126]. L’annulation d’interférences, et donc la charge maximale supportable par le système, peuvent 
être considérablement améliorées par l’emploi de méthodes itératives, comme cela a été montré 
dans [126]. 
 
L’objet de cette thèse est d’approfondir l’étude de cette technique d’accès multiple prometteuse, 
notamment en considérant des signaux complexes (modulation QPSK, pour Quaternary Phase Shift 
Keying), de concevoir des récepteurs performants, puis d’introduire du codage. Enfin, les 
performances des systèmes seront étudiées sur des canaux dispersifs –plus réalistes que le canal 
AWGN–, qui permettent de tenir compte des interférences ou évanouissements liés aux obstacles et 
à la propagation multi-trajets survenant lors d’une transmission sur canal radio-mobile. 
Dans un premier temps, on s’intéresse aux performances de différentes techniques de surcharge en 
absence de codage, sur canal AWGN ou éventuellement sur canal de Rayleigh non sélectif à 
évanouissements indépendants (Rayleigh flat fading). Dans le chapitre 2, nous mettons en évidence 
par le biais d’un formalisme, l’existence de deux grandes familles de constructions à l’émission 
autorisant un gain en efficacité spectrale par l’augmentation du nombre d’utilisateurs. Ces familles 
regroupent des techniques décrites auparavant dans la littérature et d’autres approches proposées 
dans ce document. 
Dans le chapitre 3, nous nous attachons à rappeler des schémas appartenant à la première famille de 
techniques mise à jour, et qui ont déjà fait l’objet d’études dans la littérature : il s’agit de techniques 
utilisant des combinaisons d’OCDMA et éventuellement de TDMA, et d’une construction proposée 
par Ross et Taylor. Nous présentons également des méthodes de détection multi-utilisateurs 
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pouvant leur être appliquées (et qui n’avaient pas toutes été explorées dans ce contexte), ainsi que 
les résultats de simulations fournis par ces techniques. 
Dans le chapitre 4, nous nous intéressons à des schémas relevant de la deuxième famille de 
construction : d’une part un schéma proposé à la suite d’une interprétation du channel overloading 
en tant que codage multi-niveaux d’une constellation étendue, et d’autre part l’IDMA (Interleave-
Division Multiple Access), dont les performances sont d’abord étudiées sur canal AWGN en 
l’absence de codage, et comparées aux autres techniques de surcharge vues précédemment. 
Enfin, dans le chapitre 5, l’introduction de codage correcteur de canal nécessite le recours à des 
techniques itératives plus élaborées. Les structures de récepteur qui y sont proposées s’appliquent 
aussi bien au cas d’un canal gaussien qu’au cas de canaux dispersifs (frequency selective). Ces 
derniers présentent l’inconvénient de détruire (au moins partiellement) l’orthogonalité des 
ensembles de formes d’ondes. Il sera donc intéressant de comparer les performances de schémas 
utilisant des formes d’ondes orthogonales (typiquement OCDMA/OCDMA), avec celles fournies 
par des schémas tirant au contraire parti du caractère aléatoire inhérent à leur construction (IDMA). 
Par ailleurs, dans la mesure où nous manipulons beaucoup de signaux CDMA, nous nous sommes 
intéréssés à la réduction de la puissance crête, mais ce problème n’étant pas directement lié au sujet 
de la surcharge de canal, le texte correspondant a été rejeté en annexe (voir annexe E). 
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Chapitre 2 
Le channel overloading : 
formalisation et limites de capacités 
2.1. Formalisation générale du channel overloading 
Parmi les techniques de channel overloading présentées ici, on peut distinguer deux ensembles de 
techniques. Dans la suite, on considère un canal dont la bande est N fois la bande nécessaire à un 
utilisateur, que l’on veut faire partager à K utilisateurs, le cas du channel overloading correspondant 
à la situation où K N> , soit K N M= +  avec 1M ≥ . Le facteur de surcharge (noté OF pour 
Overload Factor) est alors donné par : 
 OF M N= .                       (2.1) 
 
On note : 
• ( )1 2, , ..., TqKb b b b=  le vecteur des bits d’information ( 2q Kb ⋅∈F , en posant { }2 0,1=F ), 
• Φ(q) la fonction d’étiquetage (mapping) associant à un flux de bits la séquence de symboles 
correspondante (en supposant qu’un symbole est associé à q bits, c’est-à-dire en considérant 
une modulation dont la constellation comprend 2q points), 
• et ( )1 2, , ..., TNy y y y=  le signal émis ( Ny ∈^ ). 
Pour plus de simplicité dans le formalisme proposé, on suppose dans la suite que les fonctions de 
mapping en jeu dans les différents schémas sont toutes associées à des modulations comprenant le 
même nombre de points de constellation 2qQ = . En regroupant les bits d’information en J groupes 
de taille jq K⋅  (j = 1, …, J) tels que KK
J
j
j =∑
=1
, on peut encore écrire : 1 2
TT T T
Jb b b b =  "  
où 1
1 1
1
, ...,j j
n n
n n
T
j
q K q K
b b b−
= =
+
  =  ∑ ∑ 
 est le vecteur des jq K⋅  bits d’information du groupe j 
( 2 j
q K
jb
⋅∈F ). 
 
On définit la distance euclidienne minimale du système comme étant égale à : 
( ) ( )
2
minmin b bd y b y b′≠ ′= − .                     (2.2) 
Elle représente la distance minimale euclidienne entre les séquences émises ( )y b  et ( )′y b  
correspondant à deux ensembles de bits d’information b  et ′b  différents. 
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On peut classer les schémas de construction en deux familles en fonction de l’ordre dans lequel 
interviennent les opérations de mapping et d’étalement. Dans le cas où on commence par le 
mapping, l’étalement est effectué dans le cas général sur des symboles complexes, et la matrice 
contenant les séquences de signature est elle-même à valeurs complexes (premier type de 
construction). Dans la configuration inverse (étalement puis mapping), l’étalement consiste en fait 
en un codage binaire des bits d’information (deuxième type de construction). 
2.1.1. Premier type de construction 
Dans ce type de construction, le signal émis peut s’écrire sous la forme : 
( )( )Φ qy W b= , soit ( )( )
1
Φ
J
q
j j j
j
y W b
=
= ∑                    (2.3) 
avec N KW ×∈^ , jN KjW ×∈^ , ( )Φ :q q K K⋅ →^F2 , ( )Φ : j jq K Kqj ⋅ →^F2 . 
Dans cette expression, [ ]1 2, , ..., KW w w w=  est la matrice de taille N K×  contenant les K 
séquences de signature de longueur N associées à chacun des K utilisateurs (notées 
( )1 2, , ..., Tk k k Nkw w w w= ). On peut encore écrire : 1 2 JW W W W =  "  avec jW  (j = 1, …, 
J) de taille jN K× . 
 
Si on désigne par ( )1 2, , ..., TKs s s s=  le vecteur des symboles associés aux K utilisateurs résultant 
du mapping des bits d’information, on a la relation : ( )( )Φ qs b= . On peut dès lors réécrire (2.3) 
comme suit : 
y Ws= , soit 
1
J
j j
j
y W s
=
= ∑                      (2.4) 
avec 1 2
TT T T
Js s s s =  "  où 1
1 1
1
, ...,j j
n n
n n
T
j
K K
s s s−
= =
+
  =  ∑ ∑ 
 est le vecteur des Kj symboles du 
groupe j. 
 
Ce premier type de construction peut être représenté par le schéma suivant : 
s
Wb yΦ(q )
 
Fig. 2.1. Premier type de construction 
ou de façon équivalente par : 
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b 1
... ... ...
b j
... ... ...
b J
yΦj
(q )
ΦJ
(q )
Φ1
(q ) W 1
W j
W J
 
Fig. 2.2. Premier type de construction 
 
Ce type de construction rassemble notamment les schémas TDMA/OCDMA, OCDMA/TDMA, 
OCDMA/OCDMA (cf. 3.1.1), ainsi que la construction proposée par Ross et Taylor (cf. 3.1.2), qui 
peuvent être vus comme des cas particuliers du formalisme considéré ici. Cette famille englobe 
également les systèmes m-OCDMA (multiple OCDMA), qui sont en fait une généralisation des 
systèmes OCDMA/OCDMA conduisant à des systèmes utilisant plus de deux ensembles OCDMA. 
Dans tous ces schémas, les séquences attribuées aux utilisateurs au sein d’un même groupe sont 
orthogonales. 
2.1.2. Deuxième type de construction 
Dans ce type de construction, le signal émis peut se mettre sous la forme : 
( )( )
1
Φ
J
q
j j j
j
y C b
=
= ∑                       (2.5) 
avec 2 j
q N q K
jC
⋅ × ⋅∈F , ( ) 2Φ :q q N Nj ⋅ →^F . 
Les matrices jC  (j = 1, …, J) représentent les matrices de codage binaire relatives à chaque groupe 
de bits d’information. 
 
Ce deuxième type de construction peut être représenté par le schéma suivant : 
b 1
... ... ...
b j
... ... ...
b J
yC j
C J
C 1 Φ1
(q )
Φj
(q )
ΦJ
(q )
 
Fig. 2.3. Deuxième type de construction 
 
Cette catégorie inclut les schémas de codage multi-niveaux (présentés en 4.1), ainsi que l’IDMA 
(Interleave-Division Multiple Access) (cf. 4.2). 
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2.2. Capacités des systèmes de channel overloading 
Nous allons nous attacher à déterminer la surcharge maximale qui peut être atteinte avec une 
constellation donnée sur canal AWGN par le biais de la limite de Shannon, lorsque l’on suppose 
que tous les utilisateurs se voient allouer la même puissance (hypothèse EAE (Equal Average input 
Energy)). Nous verrons ensuite comment peut s’exprimer la capacité globale maximale (appelée 
“sum capacity” dans [126]) des systèmes m-OCDMA (multiple OCDMA), dont nous déduirons 
l’efficacité spectrale. 
2.2.1. Limites de surcharge relatives à différentes modulations à BER 
  fixé 
Pour visualiser la limite de surcharge, il est intéressant de se référer au positionnement des schémas 
de modulation conventionnels par rapport à la courbe de capacité normalisée montrée figure 2.4, qui 
représente le nombre maximal de bits d’information par symbole (efficacité spectrale) pour un 
rapport Eb/N0 donné (Eb/N0 désigne le rapport entre l’énergie par bit et la densité spectrale de bruit). 
La capacité normalisée du canal est donnée par : 
 ( )2 01 2 log 1 2 bC W E Nη η= = +                     (2.6) 
dans le cas de symboles réels, et par  
 ( )02 1log NEWC bηη +==                     (2.7) 
dans le cas de symboles complexes. 
On a également situé différentes modulations, lorsque le rapport Eb/N0 correspond à un taux 
d’erreur binaire (BER, pour Bit Error Rate) de 10-5 (on suppose que le taux d’erreur de 10-5 est 
infiniment petit). Considérons une modulation comprenant 2qQ =  points de constellation, et le 
rapport Eb/N0 associé fournissant un BER égal à 10-5. Si η désigne le nombre maximal de bits par 
symbole pouvant être transmis à cette valeur de Eb/N0, le facteur de surcharge maximal est donné 
par 
 1OF qη= − .                       (2.8) 
 
La modulation BPSK, qui transmet un bit par symbole, est située sur la figure à Eb/N0 = 9,6 dB. La 
courbe de capacité associée au cas de symboles réels prend une valeur de 2,865 à cette valeur de 
Eb/N0, ce qui signifie que 2,865 bits d’information par symbole peuvent être transmis avec une 
valeur de BER arbitrairement petite. Si on désigne la charge pleine d’un canal comme la charge 
associée à la BPSK, alors le facteur de surcharge maximal à Eb/N0 = 9,6 dB est de 1,865. En 
d’autres termes, le nombre de bits par symbole peut être augmenté de 186,5% en comparaison avec 
ce qui peut être atteint en BPSK. Intéressons nous à présent à la QPSK. Cette modulation atteint un 
BER de 10-5 à Eb/N0 = 9,6 dB et transmet deux bits par symbole. A cette valeur de Eb/N0, la figure 
2.4 montre que le nombre maximal de bits pouvant être transmis est de 5,73. Ainsi, en prenant la 
constellation QPSK comme référence, le facteur de surcharge maximal est ( )5,73 2 2 1,865− = . 
Ceci signifie que, comme dans le cas de la BPSK, le nombre de bits par symbole peut être augmenté 
de 186,5% sans compromettre les performances. De même, la modulation 16-QAM (Quadrature 
Amplitude Modulation) qui transmet 4 bits par symbole se situe à Eb/N0 = 13,4 dB sur cette figure. 
La courbe de capacité indique que pour cette valeur de Eb/N0, 7,35 bits d’information peuvent être 
transmis par symbole. Autrement dit, le facteur de surcharge maximal par rapport à la 16-QAM est 
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égal à ( )7,35 4 4 0,837− =  soit 83,7%. Une analyse similaire à celle des modulations BPSK, 
QPSK et 16-QAM montre que la surcharge maximale diminue avec le nombre d’états de la 
constellation. 
 
 
Fig. 2.4. Capacité normalisée sur un canal AWGN de largeur de bande W en fonction de Eb/N0, 
et comparaison de plusieurs modulations à BER = 10-5 
2.2.2. Capacité globale des systèmes m-OCDMA 
Le système m-OCDMA se définit par extension de l’OCDMA/OCDMA, avec K sN M= +  
utilisateurs répartis en ( 1s + ) groupes : s groupes comprenant N utilisateurs chacun, et un groupe de 
M utilisateurs ( 0 M N≤ < ). Les séquences d’étalement relatives à chacun de ces groupes sont 
construites à partir des séquences de WH brouillées par une séquence PN spécifique à ce groupe. 
 
D’après [126], la capacité globale (“sum capacity”) du système m-OCDMA est donnée par : 
( ) ( ) ( )( ) ( ) ( ) ( )( ), C C 1m OsumC N M s SNR M s SNRγ γ γ γγ− = − ⋅ ⋅ + ⋅ + ⋅                 (2.9) 
en définissant ( ) ( ) ( )2C log 1x xγ γ= +  et ( )
0
bq ESNR
N
γ
γ= , 
avec 
1 2 dans le cas de symboles réels
1 dans le cas de symboles complexes
γ =  . 
On considère une constellation de 2q  points. Sachant qu’on peut écrire les relations suivantes : 
 K Ms
q N N
η = = + ,                    (2.10) 
on déduit l’expression suivante pour l’efficacité spectrale : 
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( ) ( ) ( )( ) ( ) ( ) ( )( )
( ) ( )( ) ( ) ( ) ( )( )
, 1 C C 1
1 11 C C 1
m O
sum
s s SNR s s SNRC
N s SNR s SNR
q q
γ γ γ γγ
γ γ γ γ
η
− + ⋅ ⋅ − ⋅ + ⋅= =
+ ⋅ ⋅ − ⋅ + ⋅
.              (2.11) 
En particulier, on obtient dans le cas de symboles BPSK, QPSK, et 16-QAM : 
( ) ( )
( )
2 2
0 0
2 2
0 0
2 21 11 log 1 log 1 1
2 2
2 21 11 log 1 log 1 1
2 2
b b
BPSK
b b
E Es s s s
N N
E Es s
N N
η
   + ⋅ + ⋅ − ⋅ + + ⋅      =    + + ⋅ − + + ⋅      
,              (2.12) 
( ) ( )
( )
2 2
0 0
2 2
0 0
2 21 log 1 log 1 1
2 21 11 log 1 log 1 1
2 2
b b
QPSK
b b
E Es s s s
N N
E Es s
N N
η
   + ⋅ + ⋅ − ⋅ + + ⋅      =    + + ⋅ − + + ⋅      
,              (2.13) 
( ) ( )
( )
2 2
0 0
16
2 2
0 0
4 41 log 1 log 1 1
4 41 11 log 1 log 1 1
4 4
b b
QAM
b b
E Es s s s
N N
E Es s
N N
η
   + ⋅ + ⋅ − ⋅ + + ⋅      =    + + ⋅ − + + ⋅      
.              (2.14) 
 
La figure 2.5a représente BPSKη , QPSKη  et 16QAMη  en fonction de Eb/N0 (courbes en pointillé). Il 
apparaît que ces courbes se confondent avec la limite de l’efficacité spectrale donnée par les 
formules de Shannon : ainsi, la courbe représentant BPSKη  se superpose avec la courbe d’efficacité 
spectrale normalisée dans le cas de symboles réels, tandis que les courbes représentant QPSKη  et 
16QAMη  se confondent avec l’efficacité spectrale dans le cas de symboles complexes. Les surcharges 
(OF) résultantes sont représentées sur la figure 2.5b. On confirme ainsi que, dans l’hypothèse où il 
n’y a pas de diminution des distances minimales, les surcharges maximales admises dans le cas des 
modulations BPSK et QPSK sont identiques, alors que la surcharge maximale associée à la 
modulation 16-QAM est inférieure à celle permise par les modulations BPSK et QPSK. 
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(a) 
 
(b) 
Fig. 2.5. Comparaison du système m-OCDMA (courbes en pointillé) pour plusieurs modulations 
avec la limite de Shannon (courbes en trait plein) 
(a) Efficacité spectrale ; (b) Facteur de surcharge OF. 
 
On peut donc conclure qu’il est possible d’avoir des surcharges substantielles en utilisant les 
modulations BPSK et QPSK, mais que la marge de surcharge potentielle diminue avec des 
constellations plus grandes. C’est la raison pour laquelle on se concentrera dans ce qui suit sur les 
cas de symboles BPSK ou QPSK. 
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Chapitre 3 
Premier type de construction 
On adopte les notations suivantes : 
• N le facteur d’étalement, 
• K le nombre d’utilisateurs (le cas du channel overloading correspond à la situation où 
K N≥ , i.e. K N M= + , d’où /OF M N= ), 
• ( )1 2, , ..., TKs s s s=  l’ensemble des symboles associés aux K utilisateurs pendant la période 
symbole CDMA considérée, 
• [ ]1 2, , ..., KW w w w=  la matrice de taille N K×  contenant les K séquences de signature de 
longueur N associées à chacun des K utilisateurs (ces séquences notées 
( )1 2, , ..., Tk k k Nkw w w w=  sont supposées normalisées, c’est-à-dire vérifiant : 1=Hk kw w ), 
• ( )1 2, , ..., TNy y y y=  le signal émis, 
• ( )1 2, , ..., TNr r r r=  le signal reçu. 
Dans ce qui suit, on considère des schémas entrant dans la première famille de construction, c’est-à-
dire tels que le signal émis est de la forme : 
 y Ws= .                       (3.1) 
3.1. Exemples de schémas 
3.1.1. Schémas TDMA/OCDMA et OCDMA/OCDMA 
Le concept de surcharge de canal utilisant deux ensembles de formes d’ondes orthogonales a été 
décrit dans [90], [93], et d’autres articles des mêmes auteurs. Dans cette famille de schémas, les 
formes d’ondes du premier ensemble d’utilisateurs sont attribuées aux N premiers utilisateurs, et M 
formes d’ondes du second ensemble d’utilisateurs sont attribuées aux M utilisateurs suivants. 
Différentes configurations utilisant le TDMA et l’OCDMA sont envisageables : 
• le TDMA/OCDMA, qui utilise le TDMA pour les N premiers utilisateurs, et l’OCDMA 
pour les M utilisateurs supplémentaires, 
• l’OCDMA/TDMA, qui utilise l’OCDMA pour les N premiers utilisateurs, et le TDMA pour 
les M utilisateurs supplémentaires, 
• et l’OCDMA/OCDMA, qui utilise l’OCDMA dans chacun des deux ensembles 
d’utilisateurs, constitués respectivement de N et M utilisateurs. 
Dans la suite, on désigne par ensemble 1 le groupe constitué des N premiers utilisateurs, par 
ensemble 2 le groupe des M utilisateurs supplémentaires, et par K le nombre total d’utilisateurs 
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( MNK += ). Du fait de l’utilisation de formes d’ondes orthogonales, un utilisateur n’interfère pas 
avec les utilisateurs du même ensemble, mais uniquement avec les utilisateurs de l’autre ensemble. 
Nous nous intéressons à ces schémas sur la liaison descendante, ou en supposant la synchronisation 
temporelle et le contrôle de puissance parfaits sur la liaison montante. Nous nous plaçons dans le 
cas où le canal est à bruit additif blanc gaussien (canal AWGN). 
3.1.1.1. Expressions des signaux émis et des termes d’interférences 
La matrice des séquences de signature d’un schéma utilisant deux ensembles de formes d’ondes 
orthogonales peut encore s’écrire : 1 2W W W =    où 1W  et 2W  (de tailles respectives N N×  et 
N M×  correspondent aux matrices de séquences attribuées aux utilisateurs de l’ensemble 1 et de 
l’ensemble 2. On s’intéresse à des schémas dans lesquels les séquences attribuées aux utilisateurs 
d’un même groupe sont orthogonales. 
3.1.1.1.1. TDMA/OCDMA 
Le système TDMA/OCDMA peut être décrit de la façon suivante : chacun des N premiers 
utilisateurs se voit attribuer un slot temporel TDMA par trame, chaque slot TDMA transportant un 
seul symbole. Lorsque le nombre total d’utilisateurs K dépasse N, la station de base alloue des 
séquences d’étalement orthogonales aux M utilisateurs supplémentaires (OCDMA) : la période 
symbole TDMA correspond alors à la période chip OCDMA. Tous les signaux sont supposés de 
même énergie, notée ss PTE = . L’énergie des formes d’ondes OCDMA est uniformément répartie 
sur la période symbole cs NTT = , où Tc est la période chip (et aussi la période symbole TDMA). 
0
P
temps
NP
OCDMA
TDMA
T c T s =NT c  
Fig. 3.1. Puissances instantanées en jeu dans le TDMA/OCDMA 
 
Utiliser le TDMA et l’OCDMA pour le premier et le second ensemble d’utilisateurs respectivement 
revient à considérer le modèle décrit par (2.4) dans lequel on travaille avec 2=J  groupes 
d’utilisateurs, 1 NW I=  et ( )2 1 eW WN= , où la matrice 
( ) ( ) ( )
1
e e e
MW w w =  "  de taille N M×  
contient les M séquences d’étalement orthogonales attribuées aux utilisateurs additionnels. Les 
séquences ( )emw  (m = 1, …, M) sont construites à partir de séquences binaires de WH 
( )1 2, , ..., Tm m m Nmh h h h=  extraites de la matrice de Hadamard de taille N N×  brouillées par une 
séquence PN commune notée ( )1 2, , ..., TNp p p p=  : ainsi, ( )( ) ( ) ( ) ( )1 2, , ..., Te e e em m m Nmw w w w=  avec 
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( )e
nm nm nw h p=  (n = 1, …, N). En fonction de l’hypothèse faite sur la séquence PN p , ces séquences 
composites peuvent être réelles (prenant leurs valeurs dans l’ensemble { }1± ) ou complexes (prenant 
leurs valeurs dans l’ensemble ( ){ }2j1±± ). 
 
Les signaux émis sont donc de la forme suivante (modèle discret équivalent au temps chip) : 
( )
1
1 1, 2, ...,
M
e
n n N m nm
m
y s s w n N
N +=
= + =∑                   (3.2) 
où ns  désigne le symbole transmis par le nième utilisateur TDMA et N ms +  désigne le symbole 
transmis par le mième utilisateur OCDMA. 
 
L’interférence des utilisateurs OCDMA sur le nième utilisateur TDMA est donnée par : 
 ( )2 1
1
1( )
M
e
N m nm
m
I n s w
N→ +=
= ∑ .                     (3.3) 
De la même façon, l’interférence des utilisateurs TDMA sur le mième utilisateur OCDMA peut 
s’écrire : 
 ( )1 2
1
1( )
N
e
n nm
n
I N m s w
N
∗
→
=
+ = ∑                     (3.4) 
où * désigne la conjugaison complexe. 
3.1.1.1.2. OCDMA/TDMA 
On considère à présent le système dual du précédent : l’OCDMA est utilisé pour les N premiers 
utilisateurs, tandis que le TDMA est mis en œuvre pour les M utilisateurs supplémentaires. Ainsi, le 
système résultant équivaut à prendre 2=J  groupes d’utilisateurs, avec ( )1 1 eW WN=  où la 
matrice ( ) ( ) ( ) ( )1 2
e e e e
NW w w w =  "  de taille N N×  contient les N séquences d’étalement 
orthogonales attribuées aux N premiers utilisateurs, et avec 2W  contenant les M premières colonnes 
de la matrice NI . Les séquences 
( )e
nw  (n = 1, …, N) sont construites à partir des N séquences 
binaires de WH ( )1 2, , ..., Tn n n Nnh h h h=  extraites de la matrice de Hadamard de taille N N×  
brouillées par une séquence PN commune notée ( )1 2, , ..., TNp p p p=  (à valeurs réelles ou 
complexes) : ainsi, ( )( ) ( ) ( ) ( )1 2, , ..., Te e e en n n Nnw w w w=  avec ( )ekn kn kw h p=  (k = 1, …, N). 
 
Dans un tel schéma, les signaux émis peuvent s’écrire comme suit : 
 
( )
1
( )
1
1 1, ...,
1 1, ...,
N
e
k nk N n
k
n N
e
k nk
k
s w s n M
Ny
s w n M N
N
+
=
=
 + == = +
∑
∑
.                   (3.5) 
 
L’interférence due aux utilisateurs TDMA entachant le nième utilisateur OCDMA est égale à : 
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 ( )*2 1
1
1( )
M
e
N m mn
m
I n s w
N→ +=
= ∑ .                     (3.6) 
De même, l’interférence des utilisateurs OCDMA sur le mième utilisateur TDMA est donnée par : 
 ( )1 2
1
1( )
N
e
n mn
n
I N m s w
N→ =
+ = ∑ .                    (3.7) 
 
La confrontation des expressions (3.3) et (3.4) avec les expressions (3.6) et (3.7) met en évidence 
que les termes d’interférences des schémas TDMA/OCDMA et OCDMA/TDMA sont de la même 
forme, et ont donc les mêmes propriétés statistiques. Ceci suggère que ces deux schémas présentent 
des performances identiques, comme cela a pu être vérifié par des simulations. C’est la raison pour 
laquelle on se contentera désormais d’étudier le TDMA/OCDMA. 
3.1.1.1.3. OCDMA/OCDMA 
On suppose ici que dans chaque ensemble d’utilisateurs multiplexés par OCDMA, l’étalement est 
réalisé à l’aide de séquences de WH auxquelles se superpose une séquence PN commune à tous les 
utilisateurs de l’ensemble. 
On travaille donc ici encore avec 2=J  groupes d’utilisateurs, mais cette fois en prenant les 
matrices contenant les séquences d’étalement associées respectivement aux utilisateurs des groupes 
1 et 2 égales à [ ]1 1 21 NW N α α α= "  et 2 1
1
MW N
β β =  " . Soit 
( )1 2, , ..., Tk k k Nkh h h h=  (k = 1, …, N) les N séquences binaires de WH de longueur N. On appelle 
( )1 11 21 1, , ..., TNp p p p=  et ( )2 12 22 2, , ..., TNp p p p=  les séquences PN qui viennent brouiller 
les séquences de WH respectivement dans les groupes 1 et 2. Dès lors, les séquences résultantes, 
désignées par ( )1 2, , ..., Tk k k Nkα α α α=  pour le kième utilisateur du groupe 1 (k = 1, 2 ,…, N), et 
( )1 2, , ..., Tm m m Nmβ β β β=  pour le mième utilisateur de l’ensemble 2 (m = 1, 2 ,…, M) sont telles 
que 1nk nk nh pα =  et 2nm nm nh pβ =  pour n = 1, 2 ,…, N. Là encore, selon l’hypothèse faite sur les 
séquences PN, ces séquences composites peuvent être réelles (prenant leurs valeurs dans l’ensemble 
{ }1± ) ou complexes (prenant leurs valeurs dans l’ensemble ( ){ }2j1±± ). 
 
Ainsi, les signaux émis s’écrivent: 
 
1 1
1 1 1, 2, ...,
N M
n k nk N m nm
k m
y s s n N
N N
α β+
= =
= + =∑ ∑ .                (3.8) 
 
L’interférence des utilisateurs de l’ensemble 2 sur le nième utilisateur de l’ensemble 1 est donnée 
par : 
 2 1
1 1
1( )
M N
N m jn jm
m j
I n s
N
α β∗→ +
= =
 =   ∑ ∑ .                    (3.9) 
L’interférence en provenance des utilisateurs de l’ensemble 1 sur le mième utilisateur de l’ensemble 
2 peut s’écrire : 
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 1 2
1 1
1( )
N N
n jn jm
n j
I N m s
N
α β ∗→
= =
 + =   ∑ ∑ .                 (3.10) 
3.1.1.2. Séquences d’étalement réelles et complexes 
D’une manière générale, les séquences d’étalement peuvent être réelles ou complexes. Toutefois, 
lorsque l’on travaille avec des symboles BPSK, le fait d’utiliser des séquences complexes (comme 
cela a été fait dans [90] ou [93]) a pour effet de diviser par deux les puissances d’interférences 
affectant les symboles émis. En effet, les interférences entrant en ligne de compte sont complexes, 
mais la décision ne se fait que sur la partie réelle du signal. L’étalement complexe permet donc de 
réduire artificiellement le niveau d’interférence dans le cas de la BPSK, qui est une modulation 
mono-dimensionnelle ; l’étalement complexe est donc moins sévère que l’étalement réel, mais il 
triche en quelque sorte par rapport à ce dernier. Par conséquent, avec des symboles BPSK, on 
n’utilisera que des séquences d’étalement réelles. 
 
Interéssons nous maintenant au cas de symboles QPSK. Tout d’abord, il convient de remarquer que 
les performances en termes de BER obtenues avec des symboles QPSK et des séquences 
d’étalement réelles sont identiques à celles obtenues avec des symboles BPSK et des séquences 
d’étalement réelles. Ceci s’explique par la similarité des propriétés statistiques des interférences 
dans les deux cas. Considérons par exemple un système TDMA/OCDMA (le raisonnement suivant 
est similaire dans le cas d’un système OCDMA/OCDMA). On s’intéresse à l’interférence du mième 
utilisateur OCDMA sur le nième utilisateur TDMA, égale à ( )1 eN m nms wN +
 d’après (3.3). Dans le cas 
BPSK avec séquences d’étalement réelles, ce terme prend de façon équiprobable ses valeurs dans 
l’ensemble { 1 N+ , 1 N− } (les bits prenant leurs valeurs dans {+1, -1}). Dans le cas QPSK 
avec séquences d’étalement réelles, chaque bit d’information est contenu dans la partie réelle ou 
imaginaire d’un symbole. Par conséquent, la transmission d’un bit contenu dans le nième symbole 
TDMA (respectivement dans le mième symbole OCDMA) est perturbée soit par la partie réelle soit 
par la partie imaginaire de l’interférence donnée par (3.3) (respectivement par (3.4)). Comme les 
parties réelles et imaginaires de l’interférence du mième utilisateur OCDMA sur le nième utilisateur 
TDMA prennent leurs valeurs dans l’ensemble { 1 2N+ , 1 2N− } de façon équiprobable, et 
étant donné que le bit sur lequel intervient cette interférence prend ses valeurs dans { 1 2+ , 
1 2− }, il apparaît clairement que les performances avec des symboles QPSK et BPSK sont 
équivalentes lorsque des séquences d’étalement réelles sont utilisées. 
 
En revanche, l’utilisation d’un étalement complexe fournit généralement de meilleurs résultats 
qu’un étalement réel dans le cas du TDMA/OCDMA, sous réserve que le paramètre N soit pris 
suffisamment grand. Cette supériorité de l’étalement complexe a toujours été observée dans le cas 
de l’OCDMA/OCDMA. En fait, ce phénomène est dû à un comportement statistique différent des 
interférences, selon que l’étalement utilisé est réel ou complexe. 
A titre d’exemple, dans le cas du TDMA/OCDMA avec symboles QPSK, la loi de probabilité pour 
les parties réelle et imaginaire de l’interférence des utilisateurs OCDMA sur un utilisateur TDMA 
est donnée par : 
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( ) ( )
( ) ( )
2 1 2 1 2 1
2
Pr Re Pr Im
2 2 2
si  pair avec 
2
0 sinon
M A
M
M
A A AP I I
N N N
C A M A M
→ → →
+
     = = = =          
 + ≤= 
              (3.11) 
lorsque l’étalement est réel, et 
 
( )
( )
2
2
0
2 1   pair
si 
2
0 sinon
M B kkM B
M M k
M k
k
M B k
C C B MBP
N
+ −−
−
−
=→ + −
 ≤  =    
∑
               (3.12) 
lorsque l’étalement est complexe. 
Les lois de probabilités pour les parties réelle et imaginaire de l’interférence des utilisateurs TDMA 
sur un utilisateur OCDMA sont obtenues en remplaçant M par N dans les expressions (3.11) et 
(3.12). 
Les figures suivantes représentent les densités de probabilités des parties réelle et imaginaire des 
interférences d’un système TDMA/OCDMA avec 128N =  et 16M = , avec un étalement réel et un 
étalement complexe (l’abscisse correspond à la valeur de l’interférence). 
 
 (a)       (b) 
Fig. 3.2. Densités de probabilités des parties réelle et imaginaire des interférences en TDMA/OCDMA, 
avec (N = 128, M = 16) et un étalement réel (en bleu) ou complexe (en magenta) : 
(a) Interférence de l’ensemble 2 sur l’ensemble 1 ; (b) Interférence de l’ensemble 1 sur l’ensemble 2. 
 
Les figures suivantes permettent de visualiser les fonctions de répartition de la valeur absolue des 
parties réelles et imaginaires des interférences. 
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 (a)       (b) 
Fig. 3.3. Fonctions de répartition de la valeur absolue des parties réelle et imaginaire des interférences en 
TDMA/OCDMA avec (N = 128, M = 16) et un étalement réel (en bleu) ou complexe (en magenta) : 
(a) Interférence de l’ensemble 2 sur l’ensemble 1 ; (b) Interférence de l’ensemble 1 sur l’ensemble 2. 
 
Dans le cas de l’OCDMA/OCDMA, la différence de comportement statistique des interférences est 
liée à la loi de probabilité des intercorrélations, différente suivant le type d’étalement utilisé. C’est 
la raison pour laquelle les expressions des lois de probabilités des termes d’interférences entre 
ensembles d’utilisateurs sont beaucoup plus compliquées que celles présentées pour le 
TDMA/OCDMA. 
Le type d’étalement influe donc sur les résultats obtenus avec des symboles QPSK. En règle 
générale, on constate qu’en pratique, l’utilisation d’un étalement complexe fournit de meilleurs 
résultats qu’un étalement réel, comme cela sera illustré dans la partie consacrée aux résultats de 
simulations (cf. 3.4.1.7). 
3.1.2. La construction de Ross et Taylor 
3.1.2.1. Construction des séquences de signature 
Cette construction a été proposée par J. A. F. Ross et D. P. Taylor [85, 86]. Elle vise à accroître le 
nombre d’utilisateurs, tout en maintenant constante la distance minimale (égale à 2). Dans tout ce 
qui suit, on considère des symboles BPSK et des signaux réels. 
Soit LN 4=  avec L entier. Si J désigne le nombre de groupes d’utilisateurs constituant la matrice 
des séquences W  (on a 1J L= + ), le nombre maximal d’utilisateurs supplémentaires maxM  est tel 
que ( )
1
14 1
3
L
L j
max
j
M N−
=
= = −∑ . Par conséquent, la surcharge maximale permise par ce schéma est 
égale à 
1
1 14 1
3
L
j
max
j
OF
N
−
=
 = = −  ∑ . Elle est donc toujours inférieure à 33,33%. 
Le groupe n°j (j = 1, …, J) comprend jJjK
−= 4  utilisateurs. Les jK  séquences correspondantes 
contenues dans jW  comportent 
14 j−  éléments non nuls par ligne, de valeur 121 −j , afin que toutes 
les séquences soient de norme unitaire : 
( )( ) 1, ...,
1, ...,
j
j
j k Kik
i N
W W =
=
 =    avec ( ) ( )
1 1
( ) 1
1 si 4 1 1, 4
2
0 sinon
j j
j j
ik
i k k
W
− −
−
  ∈ − +  = 
. 
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Si le nombre d’utilisateurs en excès M est pris égal à maxM , le signal émis a pour expression : 
 1 1
1 1
1 1
1 1
4 42 1
4 4
1 1 1, 2, ...,
2 2j jJ l J l
j j
l l
J J
n n j jn n
j j
y s s s n N− −
− −
− −
= =
− −   + += =      
= + = =∑ ∑∑ ∑ .             (3.13) 
Pour un nombre d’utilisateurs en excès M quelconque (sous réserve que maxM M≤ ), en supposant 
que le dernier utilisateur est le Iˆ ème utilisateur du groupe n° Jˆ  : 
 
1
1
1
1
1
1
ˆ
ˆ 1
1
42
4
ˆ 1
ˆ 1
1
42
4
1 ˆ1, ..., .4
2
1 ˆ.4 1, ...,
2
j
J l
j
l
j
J l
j
l
J
J
n j n
j
n J
J
n j n
j
s s n I
y
s s n I N
−
−
−
=
−
−
−
=
−
−  +=   
− −
−  +=   
 + = ∑=  + = + ∑
∑
∑
.               (3.14) 
 
La construction de Taylor revient en quelque sorte à faire du TDMA sur les N premiers utilisateurs, 
et à utiliser des séquences d’étalement bien particulières pour les M utilisateurs suivants. Par 
exemple, pour 4N = , 1maxM = , la matrice des séquences W  peut s’écrire : 
 
1 0 0 0 1/ 2
0 1 0 0 1/ 2
0 0 1 0 1/ 2
0 0 0 1 1/ 2
W
   =    
. 
Pour 16N = , 5maxM = , la matrice W  s’écrit : 
 
16
1/ 2 0 0 0 1/ 4
1/ 2 0 0 0 1/ 4
1/ 2 0 0 0 1/ 4
1/ 2 0 0 0 1/ 4
0 1/ 2 0 0 1/ 4
0 1/ 2 0 0 1/ 4
0 1/ 2 0 0 1/ 4
0 1/ 2 0 0 1/ 4
0 0 1/ 2 0 1/ 4
0 0 1/ 2 0 1/ 4
0 0 1/ 2 0 1/ 4
0 0 1/ 2 0 1/ 4
0 0 0 1/ 2 1/ 4
0 0 0 1/ 2 1/ 4
0 0 0 1/ 2 1/ 4
0 0 0 1/ 2 1/ 4
I
W
            =               . 
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L’interférence entachant le ième utilisateur du groupe n°j (c’est-à-dire l’utilisateur qui transmet le 
symbole 1
1
4
j
J l
l
i
s − −
=
+∑ ) est de la forme : 
 ( , ) ( , ) ( , )tot inf supI j i I j i I j i= + ,                  (3.15) 
où ( , )infI j i  représente l’interférence des utilisateurs des groupes n°1 à ( 1j − ) sur l’utilisateur i du 
groupe n°j, et ( , )supI j i  représente l’interférence des utilisateurs des groupes n°( 1j + ) à Jˆ  sur 
l’utilisateur i du groupe n°j. 
On a : 
 
1
' 1
1
' 1
1
1 4
1 ' 1
4' 1 ( 1)4 1 4
1 1( , )
2 2
j
j
J lj
j
l
j i
inf j j k
j k i
I j i s
−
− −− −
=
−
− −  += = − +   
= ∑∑ ∑                  (3.16) 
 
1
' 1
1
' 1
1
1
' 1
1
' 1
1
ˆ 4
ˆ1 1
1 ' 1
4' 1 ( 1)4 1 4
ˆ 1 4
ˆ1 1
1 ' 1
4' 1 ( 1)4 1 4
1 1 ˆsi  .4 .4
2 2
( , )
1 1 ˆsi  .4 .4
2 2
j
j
J lj
j
l
j
j
J lj
j
l
J i
j J
j j k
j j k i
sup J i
j J
j j k
j j k i
s i I
I j i
s i I
−
− −− −
=
−
− −− −
=
− −
− −  += + = − +   
− − −
− −  += + = − +   
 ≤ ∑=  > ∑
∑ ∑
∑ ∑
.             (3.17) 
3.1.2.2. Extension de la construction proposée par Ross et Taylor 
On peut envisager de travailler avec une base d’étalement égale à 2 au lieu de 4. On a alors : 
LN 2= , 
1
2
L
L j
max
j
M −
=
= ∑ . Ainsi, si N tend vers l’infini (i.e. si L tend vers l’infini), la surcharge 
maximale maxOF  égale à ∑
=
−L
j
j
1
2  tend vers 100%. 
La matrice des séquences W  pour LN 2=  est constituée de 1J L= +  groupes d’utilisateurs, que 
l’on peut décrire comme suit : le groupe n°j (j = 1, …, J) comprend 2J j−  utilisateurs. (Par exemple, 
le groupe n°1 correspond aux N premiers utilisateurs, et le groupe n°J correspond au Kième 
utilisateur.) Les 2J j−  séquences correspondant au groupe n°j comportent 12 j−  éléments non nuls par 
colonne, de valeur 
1
1 2
j−
. Toutes les séquences sont donc bien de norme unitaire. 
 
On montre facilement que cette nouvelle construction entraîne une diminution de la distance 
minimale, et du même coup une dégradation des performances. C’est pourquoi il s’avère préférable 
d’employer une base d’étalement au moins égale à 4. 
3.2. Modèle du signal reçu 
3.2.1. Canal AWGN 
Lorsque le canal considéré est à bruit additif blanc gaussien (AWGN), le signal reçu 
( )1 2, , ..., TNr r r r=  peut s’écrire sous la forme (modèle équivalent en bande de base) : 
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r Ws ν= +                      (3.18) 
où ( )1 2, , ..., TNν ν ν ν=  est le vecteur de bruit blanc gaussien de variance 2 0Nνσ = . On rappelle 
que 2 2log ( )s b bQ E q Eσ = ⋅ = ⋅ , si l’on suppose que l’on travaille sur des symboles appartenant à une 
constellation de 2qQ =  points. 
 
Dans le cas d’une modulation BPSK ou QPSK, l’expression de la probabilité d’erreur binaire d’un 
seul utilisateur sur un canal AWGN est donnée par : 
0
2Q bb
EPe
N
 =    
,                    (3.19) 
où ( )
2
21Q
2
u
x
x e duπ
+∞ −= ∫ . 
Cette formule exprime les performances d’une chaîne de transmission idéale mono-utilisateur. Dans 
la mesure où elle représente une borne inférieure, elle revêt une importance théorique et pratique 
dans la comparaison des performances des schémas étudiés et des récepteurs qui leur sont associés. 
3.2.2. Canal de Rayleigh non sélectif 
En supposant que les atténuations restent constantes pendant la durée d’un symbole, le signal reçu 
( )1 2, , ..., TNr r r r=  peut s’écrire sous la forme (modèle équivalent en bande de base en liaison 
montante) : 
1
1, ...,
K
n nj j j n
j
r w s n Nλ ν
=
= + =∑ ,                 (3.20) 
soit en écriture matricielle : 
r W s ν= Λ +                      (3.21) 
avec 1diag( ,..., )Kλ λΛ =  la matrice diagonale dont chaque coefficient kλ  désigne l’atténuation 
complexe affectant le kième utilisateur et ( )1 2, , ..., TNν ν ν ν=  le vecteur de bruit blanc gaussien de 
variance 2 0Nνσ = . Les atténuations complexes kλ  sont telles que ( ) ( )jI Qk k kλ λ λ= +  où ( )Ikλ  et 
( )Q
kλ  sont des variables aléatoires gaussiennes réelles indépendantes de moyenne nulle et de 
variance ( ) ( )2 2 1 2I Q
k kλ λσ σ= = . (Le cas du canal AWGN serait obtenu en fixant KIΛ =  dans (3.21).) 
 
Lorsque l’on travaille sur des symboles BPSK ou QPSK, la probabilité d’erreur binaire d’un seul 
utilisateur sur un canal de Rayleigh est égale à [80] : 




+−= bb EN
Pe
01
11
2
1 .                   (3.22) 
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3.3. Détection en l’absence de codage, sur canal non sélectif 
Dans la mesure où elle contribue largement à améliorer l’efficacité spectrale totale des systèmes, la 
détection multi-utilisateurs s’avère cruciale. 
Le détecteur le plus simple est celui qui fonctionne comme si chaque utilisateur était seul sur le 
canal. Il effectue une détection symbole par symbole à la sortie du filtre adapté à chaque utilisateur 
pour fournir une décision sur le symbole de l’utilisateur considéré. Cette opération de filtrage 
adapté est également appelée désétalement. Cependant, un tel détecteur néglige les interférences 
dues aux autres utilisateurs, en ne les considérant que comme un bruit gaussien supplémentaire. 
Pour apporter des résultats satisfaisants, la détection doit donc tenir compte de l’interférence multi-
utilisateurs. Le détecteur optimal (cf. 3.3.1) ainsi que les différents algorithmes de détection sous-
optimaux fondés sur l’annulation itérative d’interférences (cf. 3.3.2 et 3.3.3) s’inscrivent dans ce 
sens. 
3.3.1. Le détecteur optimal 
La théorie du récepteur optimal appliqué à une transmission multi-utilisateurs a été développée en 
1986 par Verdú dans le cas d’une transmission synchrone sur un canal sans distorsions. Sa mise en 
œuvre est souvent d’une complexité prohibitive (elle croît exponentiellement avec le nombre 
d’utilisateurs K). En effet, d’une façon générale, le détecteur optimal consiste à déterminer le 
vecteur des symboles s  associés aux K utilisateurs selon le critère [128] : 
2
2
arg min
S∈
 = −   Kss r Ws                    (3.23) 
où S  désigne l’alphabet des symboles émis ( { }1= ±S  dans le cas d’une modulation BPSK, et 
( ){ }1 j 2= ± ±S  dans le cas d’une modulation QPSK). Toutefois, l’évaluation de (3.23) nécessite 
une recherche exhaustive de la séquence fournissant l’erreur quadratique minimale : tous les 
vecteurs de symboles possibles (au nombre de ( )( )Card KS , soit 2K  en BPSK, 4K  en QPSK, et 
16K  en 16-QAM) doivent donc être envisagés tout à tour, ce qui entraîne un nombre de calculs 
devenant rapidement prohibitif pour des valeurs de K moyennes à grandes. 
 
Dans le cas de systèmes utilisant deux ensembles de formes d’ondes orthogonales, le détecteur 
optimal est simplifié. En désignant par 1W  et 2W  les matrices contenant les séquences attribuées 
respectivement aux utilisateurs des ensembles 1 et 2, et par (1)s  et (2)s  les vecteurs contenant les 
symboles associés aux utilisateurs des ensembles 1 et 2, on a 1 2W W W =    et 
(1) (2) =  
TT Ts s s , et le signal reçu peut s’écrire : 
 (1) (2)1 2 ν= + +r W s W s .                   (3.24) 
Le détecteur optimal consiste à examiner l’erreur quadratique fournie par chacune des 
configurations possibles des symboles de l’ensemble 2. En définissant la matrice d’intercorrélation 
1 2
HW WΓ = , il réalise les opérations suivantes (décrites ici dans le cas d’une modulation BPSK) : 
1) Pour chacune des séquences de symboles possibles pour l’ensemble 2 (notée (2)sˆ ), il 
calcule la séquence correspondante pour l’ensemble 1, donnée par : 
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( )(1) (2)1ˆ ˆsgn= − Γs z s ,                   (3.25) 
où (1) (2)1 1 1 ν= = + Γ +H Hz W r s s W  est le signal obtenu après désétalement du signal reçu 
par les séquences de l’ensemble 1. 
On notera au passage que (3.25) s’écrit encore 
( )
1
1ˆ ˆsgn 1, 2, ...,
M
e
n n N m nm
m
s r s w n N
N +=
 = − =  ∑                (3.26) 
pour un système TDMA/OCDMA, ou 
1 1 1
1 1ˆ ˆsgn 1, 2, ...,
N M N
n k kn N m jn jm
k m j
s r s n N
NN
α α β∗ ∗+
= = =
  = − =     ∑ ∑ ∑              (3.27) 
pour un système OCDMA/OCDMA. 
L’erreur correspondante est égale à : 
( )(2) (2)1 1 ˆ ˆsgn= − − Γ − Γerr z z s s ,                  (3.28) 
soit 
( )
1
1ˆ ˆ 1, 2, ...,
M
e
n n n N m nm
m
err r s s w n N
N +=
= − − =∑                (3.29) 
pour un système TDMA/OCDMA, ou 
1 1 1
1 1ˆ ˆ 1, 2, ...,
N M N
n k kn n N m jn jm
k m j
err r s s n N
NN
α α β∗ ∗+
= = =
 = − − =  ∑ ∑ ∑              (3.30) 
pour un système OCDMA/OCDMA. 
La métrique associée (erreur quadratique) est calculée comme suit : 
2 2
2
1=
= = ∑N n
n
E err err .                   (3.31) 
2) Il retient la séquence associée à l’ensemble 2 ayant fourni la plus petite métrique, c’est-à-
dire la séquence (2)s  telle que 
{ } ( )( 2) 2(2) (2) (2)1 1 2ˆ 1 ˆ ˆarg min sgn∈ ± = − − Γ − Γ   Mss z z s s ,                (3.32) 
et la séquence correspondante pour l’ensemble 1, déterminée à l’étape 1 : 
( )(1) (2)1sgn= − Γ s z s .                   (3.33) 
 
Ce processus de détection en deux étapes donne la séquence optimale de symboles pour les deux 
ensembles d’utilisateurs. Sa complexité croît exponentiellement avec le nombre d’utilisateurs 
additionnels M. Ce détecteur n’est donc réalisable en pratique que pour de petites valeurs de M. 
C’est la raison pour laquelle on est amené à envisager des méthodes de détection sous-optimales. 
Dans le cas de la construction de Ross et Taylor, il a été montré dans [58] qu’une détection optimale 
de complexité polynomiale de faible degré est possible. 
L’évaluation d’un système à l’aide du détecteur optimal –sous réserve d’une complexité raisonnable 
et donc d’un faible nombre d’utilisateurs additionnels– donne une indication sur les performances 
que l’on peut en espérer, auxquelles pourront être comparées les performances fournies par des 
algorithmes sous-optimaux. 
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3.3.2. Algorithmes HDIC, SDIC, LDIC 
On considère ici des schémas utilisant deux ensembles de formes d’ondes orthogonales. Comme le 
mettent en évidence les expressions des interférences (cf. 3.1.1.1), la puissance d’interférences 
affectant les utilisateurs de l’ensemble 1 est inférieure à celle subie par les utilisateurs de l’ensemble 
2 : ces puissances sont en effet égales à ( )2 1 1P I M N→ = ≤  et ( )1 2 1P I → = . 
C’est la raison pour laquelle on choisit d’estimer en premier les symboles de l’ensemble 1 : le signal 
reçu est d’abord désétalé à l’aide des filtres adaptés associés aux utilisateurs de l’ensemble 1, ce qui 
permet d’estimer les symboles de l’ensemble 1. Ces symboles estimés sont utilisés pour 
reconstruire l’interférence de l’ensemble 1 sur l’ensemble 2, laquelle est soustraite au signal reçu 
désétalé par les filtres adaptés associés à l’ensemble 2. On est alors en mesure d’estimer les 
symboles de l’ensemble 2, et par suite de reconstruire l’interférence de l’ensemble 2 sur l’ensemble 
1. Après soustraction de cette interférence reconstruite du signal reçu désétalé par les filtres adaptés 
de l’ensemble 1, de nouvelles estimées des symboles de l’ensemble 1 peuvent être calculées. 
On aboutit ainsi à un principe de détection fondé sur une annulation itérative d’interférences multi-
étages (en fait à deux étages : un étage pour chaque ensemble d’utilisateurs). On remarquera que 
cette technique est un mélange de traitement série et parallèle dans la mesure où les groupes 
d’utilisateurs sont traités de façon sérielle, alors que les utilisateurs au sein de chaque groupe sont 
traités en parallèle. Ce principe peut être décliné en plusieurs algorithmes : 
• le HDIC (Hard-Decision Interference Cancellation) est un processus itératif d’annulation 
d’interférences fondé sur des décisions dures (HD, pour hard decisions) réalisées à chaque 
itération ; 
• le SDIC (Soft-Decision Interference Cancellation) consiste à remplacer les décisions dures 
utilisées dans le HDIC par des décisions souples, sauf à la dernière itération, où les décisions 
dures sont maintenues ; 
• le LDIC (List-Decision Interference Cancellation) est fondé sur la construction de listes 
d’estimations sur les symboles. A chaque itération, pour chacune des L séquences 
candidates, on effectue le même traitement qu’au cours d’une itération du HDIC. A l’issue 
de l’itération considérée, on calcule l’erreur quadratique associée à chacune des listes et on 
retient la liste ayant fourni l’erreur quadratique minimale. 
3.3.2.1. Le HDIC (Hard-Decision Interference Cancellation) 
Ce processus itératif d’annulation d’interférences est fondé sur des décisions dures réalisées à 
chaque itération. 
Il nécessite de disposer des signaux de référence associés à chacun des deux ensembles 
d’utilisateurs. D’une façon générale, ces signaux de référence sont obtenus comme décrit ci-
dessous : 
 
*
1 2 1 1
1
*
2 1 2 2
1
( ) ( ) ( ) 1, 2, ...,
( ) ( ) ( ) 1, ...,
N
k kn n
k
N
k k N m N m
k
z n r w s I n n n N
z m r w s I N m m m M
ν
ν
→
=
+ + →
=
= = + + =
= = + + + =
∑
∑
             (3.34) 
où 1( )nν  et 2 ( )mν  sont des bruits blancs gaussiens de même variance que le bruit entachant le 
signal transmis, et 2 1( )I n→  et )(21 mNI +→  sont tels que définis par (3.3) et (3.4) pour un schéma 
TDMA/OCDMA, par (3.6) et (3.7) pour un schéma OCDMA/TDMA, et par (3.9) et (3.10) pour un 
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schéma OCDMA/OCDMA. A noter que dans le cas du TDMA/OCDMA, le signal 1( )z n  est en fait 
égal à nr . 
 
Le processus de détection est alors le suivant : 
 
- Première itération : les échantillons du signal de référence de l’ensemble 1 sont directement 
envoyés à un détecteur à seuil, qui donne les premières estimations (1)ˆns  (n = 1, 2, …, N) des 
symboles de l’ensemble 1. Puis, on synthétise une estimée de l’interférence des utilisateurs 
de l’ensemble 1 sur chaque utilisateur de l’ensemble 2 en remplaçant ns  par 
(1)ˆns  dans 
l’expression donnant )(21 mNI +→ . On soustrait ces interférences estimées aux M valeurs 
associées au signal de référence de l’ensemble 2 ; le signal résultant est alors envoyé à un 
détecteur à seuil, ce qui donne les décisions (1)ˆN ms +  (m = 1, …, M) pour les symboles des M 
utilisateurs de l’ensemble 2. 
 
- Itération i ( 1i > ) : les décisions réalisées pour les utilisateurs de l’ensemble 2 à l’itération 
( 1i − ) ( ( 1)ˆ iN ms −+ , m = 1, …, M) sont utilisées pour reconstruire l’interférence de ces utilisateurs 
sur chaque utilisateur de l’ensemble 1, en remplaçant N ms +  par 
( )ˆ iN ms +  dans l’expression 
donnant )(12 nI → . L’interférence ainsi estimée est soustraite au signal de référence de 
l’ensemble 1, et des décisions améliorées ( )ˆ ins  (n = 1, 2, …, N) sont faites pour les symboles 
de l’ensemble 1. Ces décisions servent ensuite à synthétiser l’interférence des utilisateurs de 
l’ensemble 1 sur chaque utilisateur de l’ensemble 2, et à la soustraire avant les décisions 
correspondant aux utilisateurs de l’ensemble 2 à l’itération i ( ( )ˆ iN ms + , m = 1, …, M). 
 
Le schéma suivant illustre le processus de détection pour les premières itérations. 
 
z 1(n ) z 1(n )
...
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gr. 1 sur gr. 2
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HD
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Fig. 3.4. Principe du HDIC 
3.3.2.2. Le SDIC (Soft-Decision Interference Cancellation) 
Le SDIC consiste à remplacer les décisions dures utilisées dans le HDIC par des décisions souples, 
hormis à la dernière itération, où les décisions dures sont maintenues. Son intérêt réside dans le fait 
que travailler avec des décisions dures peut engendrer une propagation des erreurs, et par 
conséquent une dégradation importante des performances : à titre d’exemple, une erreur de décision 
sur un symbole BPSK quadruple l’énergie de l’interférence due à l’utilisateur affecté au lieu de 
l’éliminer, ce qui peut avoir une incidence importante sur la suite du processus. L’emploi de 
décisions souples permet de réduire les effets d’une erreur d’estimation. 
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Différents types de non-linéarités intervenant dans les fonctions de décision ont été considérés (ils 
sont paramétrés par θ) : 
• une non-linéarité présentant une zone nulle (“dead-zone”) [42, 118] : 
0
( )
sgn( )
x
x
x x
θ
θ
 <Ψ =  ≥
                  (3.35) 
• une fonction linéaire par morceau (“linear”) [42, 118] : 
( )
sgn( )
x x
x
x x
θ θ
θ
 <Ψ =  ≥
                  (3.36) 
• une fonction basée sur une racine de cosinus surélevé (“rrc”) : 
sin
2( )
sgn( )
x x
x
x x
π θθ
θ
   <  Ψ =   ≥
                 (3.37) 
• une fonction basée sur un cosinus surélevé (“rc”) : 
2sgn( )sin
2( )
sgn( )
xx x
x
x x
π θθ
θ
   <  Ψ =   ≥
                (3.38) 
• une tangente hyperbolique (“tanh”) [42, 118] : 
( ) tanh( )x x θΨ = .                   (3.39) 
 
Pour chaque type de non-linéarité, la valeur du paramètre θ est sélectionnée empiriquement, de 
façon à minimiser le BER après 10 itérations (la meilleure valeur étant le plus souvent égale à 0,7 
ou 0,8). 
Les différentes non-linéarités étudiées sont représentées sur les figures suivantes (les valeurs de θ 
indiquées ne sont que des exemples). Elles fournissent les valeurs souples correspondant à des 
symboles BPSK ou aux parties réelle et imaginaire de symboles QPSK (à un facteur 1 2  près), 
ainsi qu’aux parties réelle et imaginaire de symboles 16-QAM (à un facteur 1 10  près). 
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(a) 
 
(b) 
Fig. 3.5. Fonctions de décision considérées : 
(a) Symboles BPSK et QPSK ; (b) Symboles 16-QAM. 
3.3.2.3. Le SDIC dans le cas d’un canal de Rayleigh non sélectif 
En présence d’un canal de Rayleigh non sélectif, le signal reçu est décrit par (3.20) et (3.21). 
Supposons que l’on souhaite détecter le kième utilisateur (k = 1, …, K). Si on effectue la corrélation 
du signal reçu avec la séquence associée à l’utilisateur en question, on obtient :  
( )2 '
1
N
k n nk k k k k
n
z r w s I kλ λ ν∗ ∗
=
= = + +∑ ,                  (3.40) 
où ( )
1 1
K N
j nj j nk k
j n
j k
I k s w wλ λ∗ ∗
= =≠
= ∑ ∑ ,                  (3.41) 
et '
1
N
k n nk k
n
wν ν λ∗ ∗
=
= ∑ .                    (3.42) 
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On observe que ν ′  est un bruit gaussien de même variance que ν . En outre, on remarque qu’en 
raison de l’orthogonalité des séquences d’étalement dans chacun des ensembles d’utilisateurs, 
l’expression de l’interférence causée par les autres utilisateurs sur l’utilisateur n°k se réduit à : 
( )
1 1
pour 1, ...,
K N
j nj j nk k
j N n
I k s w w k Nλ λ∗ ∗
= + =
= =∑ ∑             (3.43a) 
( )
1 1
pour 1, ...,
N N
j nj j nk k
j n
I k s w w k N Kλ λ∗ ∗
= =
= = +∑ ∑ .           (3.43b) 
Ce sont ces expressions qui sont utilisées dans l’annulation itérative d’interférences SDIC présentée 
ci-dessous. 
 
En premier lieu, les sorties du corrélateur, autrement dit les kz , doivent être calculées pour chacun 
des utilisateurs (k = 1, 2, …, K). Le processus de détection est alors le suivant : 
 
- Première itération : tout d’abord, les échantillons du signal kz  relatifs à l’ensemble 1 (k = 1, 
2, …, N) sont envoyés à l’organe de décision après division par 2kλ , ce qui donne les 
premières estimations (1)ˆ js  (j = 1, 2, …, N) des symboles de l’ensemble 1. Puis, on synthétise 
une estimée de l’interférence des utilisateurs de l’ensemble 1 sur chaque utilisateur de 
l’ensemble 2 en remplaçant js  par 
(1)ˆ js  dans (3.43b). On soustrait ces interférences estimées 
aux M valeurs kz  associées à l’ensemble 2 (k = 1N + , …, K) ; le signal résultant est alors 
envoyé à un organe de décision après division par 2kλ , ce qui donne les décisions (1)ˆ js  (j = 
1N + , …, K) pour les symboles des M utilisateurs de l’ensemble 2. 
 
- Itération i ( 1i > ) : les décisions réalisées pour les utilisateurs de l’ensemble 2 à l’itération 
( 1i − ) ( ( 1)ˆ ijs − , j = 1N + , …, K) sont utilisées pour reconstruire l’interférence de ces 
utilisateurs sur chaque utilisateur de l’ensemble 1, en remplaçant js  par 
( )ˆ ijs  dans (3.43a). 
L’interférence ainsi estimée est soustraite au signal kz  associé à l’ensemble 1 (k = 1, 2, …, 
N). Après division par 2kλ , des décisions améliorées ( )ˆ ijs  (j = 1, 2, …, N) sont faites pour 
les symboles de l’ensemble 1. Ces décisions servent ensuite à synthétiser l’interférence des 
utilisateurs de l’ensemble 1 sur chaque utilisateur de l’ensemble 2, en utilisant (3.43b). Cette 
estimée de l’interférence est soustraite au signal kz  associé à l’ensemble 2 (k = 1N + , …, 
K). Après division par 2kλ , on calcule les décisions correspondant aux utilisateurs de 
l’ensemble 2 à l’itération i ( ( )ˆ ijs , j = 1N + , …, K). 
 
Dans le cas du PN-CDMA, c’est l’expression de l’interférence multi-utilisateurs donnée par (3.41) 
qui est utilisée dans le processus de détection. De plus, on peut opter pour un traitement série des 
utilisateurs : ainsi à chaque itération et pour chaque utilisateur k (k = 1, 2, …, K), on estime 
l’interférence ( )I k  en utilisant les estimées les plus récentes des symboles. Cette interférence est 
soustraite à kz . Après division du résultat par 
2
kλ , on estime le symbole associé au kième 
utilisateur par passage dans l’organe de décision. 
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3.3.2.4. Adaptation du SDIC à la construction de Ross et Taylor 
On adopte la même méthode d’annulation itérative d’interférences que celle présentée pour les 
systèmes TDMA/OCDMA et OCDMA/OCDMA pour détecter les symboles émis. 
L’algorithme de détection comprend les étapes suivantes à l’itération n°it : 
- On décrit l’ensemble des groupes d’utilisateurs (j = 1, …, Jˆ ), au sein desquels on traite les 
utilisateurs (i = 1, …, 4J j− ). Ainsi, pour le ième utilisateur du groupe n°j, on effectue les opérations 
suivantes : 
• On multiplie le signal reçu par la séquence n°(
1
1
4
j
J l
l
i
−
−
=
+∑ ). Soit ( ),z j i  la valeur obtenue. 
• On calcule ( , )infI j i  en se basant sur les symboles estimés à l’itération n°it pour les groupes 
n°1 à ( 1j − ). 
• On calcule ( , )supI j i  en se basant sur les symboles estimés à l’itération ( 1it − ) pour les 
groupes n°( 1j + ) à Jˆ . 
• Enfin, on estime le symbole n°( i
j
l
lL +∑−
=
−1
0
4 ), en passant ( ( , ) ( , ) ( , )inf supz j i I j i I j i− − ) dans un 
organe de décision. 
- Pour le dernier groupe d’utilisateurs ( ˆj J= ), on effectue les opérations suivantes pour chacun des 
Iˆ  utilisateurs : 
• On multiplie le signal reçu par la séquence n°(
1
1
4
j
J l
l
i
−
−
=
+∑ ). Soit ( ),z j i  la valeur obtenue. 
• On calcule ( , )infI j i  en se basant sur les symboles estimés à l’itération n°it pour les groupes 
n°1 à ( ˆ 1J − ). 
• Enfin, on estime le symbole n°(
ˆ 1
1
4
J
J l
l
i
− −
=
+∑ ), en passant ( ( , ) ( , )infz j i I j i− ) dans un organe de 
décision. 
 
L’organe de décision dont il est question ci-dessus peut fournir des décisions dures (HDIC) ou des 
décisions souples (SDIC). 
En outre, l’ordre de détection des groupes d’utilisateurs qui a été adopté tient compte du fait que la 
puissance des interférences croît avec le numéro de groupe de l’utilisateur considéré. En effet, les 
interférences ( , )infI j i  et ( , )supI j i  sont de la forme : 
 
'
1
' 1
1
' 1 4 termes
1( , ) 2 1
2 j j
j
j
inf j
j
I j i
−
−
−
−
=
 = ±  ∑ ∑ , 
 
ˆ
ˆ1 1 1
' 1
' 1
ˆ 1
ˆ1 1 1
' 1
' 1
1 ˆ2 si  .4 .4
2
( , )
1 ˆ2 si  .4 .4
2
J
j j J
j
j j
sup J
j j J
j
j j
i I
I j i
i I
− − −
−
= +
−− − −
−
= +
 ± ≤=  ± >
∑
∑
. 
On en déduit les puissances d’interférences correspondantes (on suppose pour simplifier que 
maxM M= ) : 
 ( )( ) 1infP I j j= −                     (3.44) 
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 ( )
1
1( )
4
J j
sup l
l
P I j
−
=
= ∑                     (3.45) 
d’où : 
 ( )
1
1( ) 1
4
J j
tot l
l
P I j j
−
=
= − + ∑ .                   (3.46) 
On a donc la relation de récurrence suivante : 
 ( ) ( )
0
1( 1) ( ) 1
4tot tot J j
P I j P I j −
>
 + = + −  	

 pour j = 1, …, 1J − , avec ( )(1) maxtot MP I N= , 
ce qui montre que la puissance d’interférence augmente avec le numéro j du groupe. 
3.3.2.5. Le LDIC (List-Decision Interference Cancellation) 
Le principe du LDIC est résumé par le schéma suivant pour un nombre de listes L égal à 2 et des 
symboles BPSK. Il s’inspire de la technique proposée dans [18]. 
 
z 1 L1 :
L2 :
...
z 2
On retient la liste fournissant le E  minimal.
s N+m,L2 (m =1,…,M )
in m,L1 (m =1,…,M)
in m,L2 (m =1,…,M)
s N+m,L1 (m =1,…,M )
synthèse
HD
interférences
gr. 1 sur gr. 2
HD des listes
construction 
avec n  tq | z 1(n)|  min
s 1, s 2, …, s n , …, s N
s 1, s 2, …, -s n , …, s N
-+
( )
( )
2
1 , 1 , 1
1
2
2 , 2 , 2
1
M
m L N m L
m
M
m L N m L
m
E in s
E in s
+
=
+
=
= −
= −
∑
∑
 
 
Fig. 3.6. Principe du LDIC 
 
D’une façon plus générale, pour un nombre de listes L de la forme 2 lL = , on commence par 
repérer les l plus petites valeurs absolues de la suite 1z . On construit alors les L listes en considérant 
toutes les combinaisons d’inversions portant sur les l symboles repérés au préalable. Pour chacune 
des L séquences candidates ainsi obtenues, on effectue la synthèse d’interférences de l’ensemble 1 
sur l’ensemble 2 et on prend les décisions sur les symboles de l’ensemble 2. On calcule l’erreur 
quadratique associée à chacune des listes et on retient la liste ayant fourni l’erreur quadratique 
minimale. On répète ensuite ce processus en constituant les listes relatives à l’ensemble 2, et ainsi 
de suite. 
Dans le cas de symboles QPSK, les listes sont construites en considérant les parties réelles et 
imaginaires des signaux (les listes sont donc deux fois plus longues), puis en reconstituant les listes 
de symboles complexes associées. 
Il faut souligner que les décisions finales à retenir dans le LDIC sont celles obtenues à l’issue de 
l’étape effectuant pour chacune des L hypothèses sur l’ensemble 2 : la synthèse des interférences de 
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l’ensemble 2 sur l’ensemble 1, la décision résultante pour l’ensemble 1, et le calcul de l’erreur 
quadratique moyenne (EQM) sur N valeurs. En effet, les résultats obtenus à l’issue de l’autre étape 
(celle effectuant un calcul de l’EQM sur M valeurs) ne fournissent pas de résultats satisfaisants. On 
peut avancer l’explication suivante : M pouvant être petit devant N, le calcul de l’EQM et donc les 
décisions seront beaucoup moins fiables après l’étape effectuant le calcul de l’EQM sur M valeurs. 
C’est pourquoi il est préférable de retenir la décision finale après un calcul de l’EQM sur N valeurs. 
Ceci étant dit, la différence entre les performances à l’issue des deux étapes devrait s’estomper 
lorsque M devient relativement grand. 
 
Par ailleurs, il est à noter que la construction des listes devient très lourde en calculs lorsque le 
nombre de listes atteint des valeurs de l’ordre de 10, d’autant que le schéma précédent doit être 
itéré. Comme pour le HDIC, on peut estimer que les performances atteignent leur équilibre au bout 
de 3 ou 4 itérations, les itérations suivantes n’apportant pas d’amélioration substantielle. 
 
Enfin, on peut introduire une variante de cet algorithme en constituant un nombre de listes différent 
pour les deux ensembles d’utilisateurs. En effet, l’ensemble 2 comportant un plus petit nombre de 
symboles que l’ensemble 1, on peut considérer que la liste à constituer pour l’ensemble 2 peut être 
moins longue que celle utilisée pour l’ensemble 1. Ainsi, le nombre de listes pour l’ensemble 2, 
noté 2L , pourra être pris inférieur au nombre de listes pour l’ensemble 1 noté 1L . 
3.3.3. Algorithme ISDIC (Iterated Soft-Decision Interference 
  Cancellation) 
L’ISDIC (Iterated Soft-Decision Interference Cancellation) réalise une annulation d’interférences 
adaptative, utilisant un banc de filtres minimisant l’erreur quadratique moyenne (filtres MMSE, 
pour Minimum Mean Square Error) (voir [52] et [55]). Deux versions de cet algorithme sont ici 
étudiées : une version dite “standard” (décrite initialement dans [52]), et une version dite 
“améliorée”, proposée dans [55] et préconisée lorsque les séquences d’étalement sont complexes. 
En effet, dans le cas d’un étalement complexe, les auteurs de [55] montrent que les interférences 
deviennent rotationnellement variantes au cours des itérations. Or, l’algorithme présenté dans [52] 
n’est optimal que dans le cas d’interférences rotationnellement invariantes. En présence de signaux 
complexes, l’algorithme “amélioré” présenté dans [55] fournit de meilleurs résultats que la version 
“standard”. 
Par conséquent, dans le cas d’un étalement réel, on est amené à étudier le comportement de 
l’algorithme “standard”, et à s’intéresser à l’algorithme “amélioré” dans le cas d’un étalement 
complexe. 
 
On supposera dans la suite que le signal reçu est de la forme : 
r W s ν= Λ + ,                     (3.47) 
où s  contient les symboles des K utilisateurs, W  est la matrice de taille N K×  des séquences 
d’étalement normalisées ( [ ]1 2 KW w w w= "  avec ( )1 2, , ..., Tk k k Nkw w w w=  et 2 1kw =  
pour k = 1, …, K), 1diag( ,..., )Kλ λΛ =  est la matrice diagonale dont chaque coefficient kλ  
représente l’atténuation complexe associée au kième utilisateur, et ν  désigne le vecteur de bruit 
AWGN de variance 2νσ . 
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3.3.3.1. Algorithme ISDIC “standard” 
Considérons la mième itération et le kième utilisateur. L’objectif de l’algorithme est d’obtenir une 
estimée souple ˆmks  de ks  : la chaîne de décision comprend un filtre MMSE 
m
kf  fournissant la sortie 
m
kz , et un organe de décision permettant d’estimer ( )ˆ Em mk k ks s z= . 
 
On décrit ci-dessous les calculs mis en œuvre par cet algorithme lorsqu’on se place à l’itération m, 
et qu’on s’intéresse à l’utilisateur n°k (k = 1, ..., K) : 
 
- On calcule le vecteur d’estimation à partir des décisions souples effectuées précédemment : 
( )
( )
1 1
1 1 1
1 1 1 1
1 1 1
ˆ ˆ ˆ ˆ, ..., , 0, , ...,  dans le cas d'une IC série
ˆ
ˆ ˆ ˆ ˆ, ..., , 0, , ...,  dans le cas d'une IC parallèle
Tm m m m
k k Km
k Tm m m m
k k K
s s s s
s
s s s s
− −
− +
− − − −
− +
= 
 
- Sur la base de ces estimées, on reconstruit l’interférence que l’on soustrait de r  : 
ˆm mk kr r W s= − Λ . 
- On calcule les matrices : ( )22 1 ˆdiag 1m mk s K ksσ ×∆ = − , 
( )2 21diag ,..., Kλ λΛ = . 
- On calcule le filtre MMSE : 
( ) ( ) 12 2Tm H m Hk s k k k Nf w W W Iνσ λ σ −∗= Λ∆ + . 
- On calcule le biais : ( ) Tm mk k k kf wµ λ= . 
- On calcule la sortie du filtre et l’estimée ˆ mks  : 
• dans le cas biaisé : 
( ) Tm m mk k kz f r=  
( ) ( )Re Im2 2ˆ tanh j tanh
1 12 2
m m
k km s s
k m m
s k s k
z z
s σ σσ µ σ µ
      = ⋅ + ⋅   − −   
 
• dans le cas non biaisé : 
( ) ( ),
Tm
T km
k u m
k
f
f µ= , ( ), , Tm m mk u k u kz f r=  
( ) ( ), ,Re Im2 2ˆ tanh j tanh
1 12 2
m m m m
k k u k k um s s
k m m
s k s k
z z
s
µ µσ σ
σ µ σ µ
      = ⋅ + ⋅   − −   
. 
L’expression de ˆ mks  est ici donnée à titre indicatif dans le cas de symboles QPSK tels que 
( )1 j
2
s
ks
σ ∈ ± ±   . 
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3.3.3.2. Algorithme ISDIC “amélioré” 
L’idée de cet algorithme est de tenir compte de *mkr  et pas seulement de 
m
kr  lorsqu’on travaille sur 
des données complexes. Le calcul du filtre global résultant (lequel est alors deux fois plus long) suit 
le principe de [71], qui introduit la notion de “widely linear systems”. 
 
Les étapes de cet algorithme “amélioré” sont résumées ci-dessous à l’itération m pour l’utilisateur 
n°k (k = 1, ..., K) : 
 
- On calcule le vecteur d’estimation à partir des décisions souples effectuées précédemment : 
( )
( )
1 1
1 1 1
1 1 1 1
1 1 1
ˆ ˆ ˆ ˆ, ..., , 0, , ...,  dans le cas d'une IC série
ˆ
ˆ ˆ ˆ ˆ, ..., , 0, , ...,  dans le cas d'une IC parallèle
Tm m m m
k k Km
k Tm m m m
k k K
s s s s
s
s s s s
− −
− +
− − − −
− +
= 
 
et ses parties réelles et imaginaires : ( ),ˆ ˆRem mk I ks s=  et ( ),ˆ ˆImm mk Q ks s= . 
- Sur la base de ces estimées, on reconstruit l’interférence que l’on soustrait de r  : 
m m
k kr r W s= − Λ . 
- On calcule les matrices : ( )22 1 ˆdiag 1m mk s K ksσ ×∆ = − , 
2m m H
k k NC W E W Iνσ= Λ +  avec ( )2 21diag ,..., Kλ λΛ = , 
( ) ( )( )2 2, ,ˆ ˆdiagm m mk k Q k IE s s= − , 
ˆ m m T
k kC W E W= Λ   avec ( ) ( )( )2 21diag ,..., Kλ λΛ = , 
( )( ) 11* *,1 ˆ ˆm m m m mk k k k kB C C C C −−= − , 
( ) 1*,2 ,1 ˆm m m mk k k kB B C C −= − , 
*
m
m k
k m
k
r
r
r
 =   
 . 
- On calcule le filtre MMSE : 
( ) 2 * 2 *,1 ,2Tm H m H mk s k k k s k k kf w B w Bσ λ σ λ =   . 
- On calcule le biais : 22 ,1
m H m
k s k k k kw B wµ σ λ= . 
- On calcule la sortie du filtre et l’estimée ˆmks  : 
• dans le cas biaisé : 
( ) Tm m mk k kz f r=    
( ) ( )Re Im2 2ˆ tanh j tanh
1 12 2
m m
k km s s
k m m
s k s k
z z
s σ σσ µ σ µ
      = ⋅ + ⋅   − −   
 
   
• dans le cas non biaisé : 
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( ) ( ),
Tm
T km
k u m
k
f
f µ=


 , ( ), , Tm m mk u k u kz f r=    
( ) ( ), ,Re Im2 2ˆ tanh j tanh
1 12 2
m m m m
k k u k k um s s
k m m
s k s k
z z
s
µ µσ σ
σ µ σ µ
      = ⋅ + ⋅   − −   
  
  . 
L’expression de ˆmks  donnée ci-dessus correspond au cas de symboles QPSK tels que 
( )1 j
2
s
ks
σ ∈ ± ±   . 
3.3.4. Algorithme PDA (Probabilistic Data Association) 
On s’intéresse ici à l’algorithme PDA (Probabilistic Data Association) dont on trouvera une 
description dans [63], et dont une extension au cas d’un schéma CDMA surchargé est donnée dans 
[32]. Nous nous intéressons en particulier à une variante de cette algorithme : il s’agit d’une version 
dynamique de l’algorithme PDA classique, appelée D-PDA (Dynamic PDA), qui est présentée dans 
[63]. 
On reprend le modèle donné par (3.47) en conservant les mêmes notations et en notant de plus 
F W= Λ , ce qui nous conduit à écrire le signal reçu comme suit : 
r Fs ν= + .                     (3.48) 
On suppose que les signaux en jeu sont réels : on travaille sur des symboles BPSK, et les séquences 
d’étalement sont supposées réelles. Si on met en évidence la contribution du kième utilisateur, on 
peut réécrire (3.48) sous la forme : 
 k k kr Fs f s gν= + = + ,                   (3.49) 
où kf  désigne la kième colonne de F  et 
( )k
k kg F s ν= + , en notant kF  la matrice F  expurgée de 
sa kième colonne et ( )ks le vecteur s  auquel on a retiré le kième élément ( kF  et 
( )ks  sont donc de 
tailles respectives ( )1N K× −  et ( )1 1K − × ). Le vecteur kg  représente donc l’ensemble constitué 
par l’interférence multi-utilisateurs et le bruit gaussien. En se fondant sur l’hypothèse que le vecteur 
kg  suit une distribution gaussienne, l’algorithme PDA réalise des mises à jour dynamiques des 
probabilités a posteriori : 
 { }( )( ) Pr 1 , ( )k j kP k s r P j ≠= = + .                  (3.50) 
Le calcul du rapport de vraisemblance pour le kième utilisateur fournit : 
 ( ) { }( ){ }( ) ( )( )1
Pr 1 , ( )
exp 2
Pr 1 , ( )
k Hj k
k k k
k j k
s r P j
L k r C f
s r P j
µ≠ −
≠
= +
= = −
= −
              (3.51) 
où ( )Ek kgµ =  et ( ) ( )( )( )Cov E Tk k k k k kC g g gµ µ= = − − . 
On ne reproduit pas ici les calculs de [63] donnant les expressions de kµ  et kC . Ils aboutissent à : 
 k k kF Eµ =                      (3.52) 
et 
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 ( ) 2diag Hk k k k NC F V F Iνσ= + ,                  (3.53) 
où kE  désigne le vecteur 12 1KE P ×= −  auquel on a enlevé le kième élément, et kV  est le vecteur 
( )(1), ..., ( ) TV V V K= (tel que ( ) ( ) ( )( )4 1V j P j P j= −  pour j = 1, …, K) auquel on a ôté le kième 
élément ( kE  et kV  sont donc de taille ( )1 1K − × ). 
La version D-PDA consiste à introduire un paramètre de divergence D qui sert à mesurer les 
performances : plus la divergence est grande, plus la probabilité d’erreur est faible. On peut montrer 
que la divergence associée à la décision sur le symbole du kième utilisateur est égale à [63] : 
 ( ) 14 Hk k kD k f C f−= .                   (3.54) 
 
Ainsi, après avoir initialisé le vecteur de probabilités ( )(1), ..., ( ) TP P P K=  à 11 12 KP ×= , 
l’algorithme PDA comprend les étapes suivantes à l’itération n°it : 
 
- On met à jour le vecteur des variances ( )(1), ..., ( ) TV V V K=  : 
( ) ( ) ( )( )4 1 1, ...,V j P j P j j K= − = . 
- On calcule les divergences ( )D k  pour les utilisateurs qui n’ont pas encore été considérés : 
( ) 14 Hk k kD k f C f−=  
où ( ) 2diag Hk k k k NC F V F Iνσ= + . 
- On met à jour P  pour l’utilisateur ayant la divergence la plus grande parmi les utilisateurs 
restant à traiter. Soit xk  l’indice de cet utilisateur. On calcule alors 
12 1KE P ×= − , 
x x xk k k
F Eµ = , 
( ) 2diagx x x x Hk k k k NC F V F Iνσ= + , 
et ( ) ( )( )111 exp 2 x x xx Hk k kP k r C fµ −= + − − . 
- On répète les opérations précédentes tant que tous les utilisateurs n’ont pas été traités. 
- Une fois tous les utilisateurs traités, on calcule le symbole estimé ˆitks  pour chacun des 
utilisateurs (k = 1, …, K) : 
1 si ( ) 0.5
ˆ
1 si ( ) 0.5
it
k
P k
s
P k
− <=  ≥ . 
 
 
Pour résoudre le problème posé par les inversions de matrice en termes de complexité calculatoire 
(dû aux calculs répétés de 1kC
−  et 1
xk
C − ), on a recours au lemme d’inversion matricielle : 
 ( ) ( )1 11 1 1 1 1A BCD A A B C DA B DA− −− − − − −+ = − +                 (3.55) 
(cette formule suppose au préalable que toutes les matrices à inverser sont inversibles). 
 
En tenant compte de ce lemme, on aboutit à l’algorithme modifié décrit ci-après : 
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• Initialisations : 11 12 KP ×= , 11KV ×= , et ( ) 12H NFF Iνσ −∆ = + , qui constitue l’unique 
inversion de matrice nécessitée par l’algorithme dans sa nouvelle version. 
• A l’itération n°it : 
- On calcule les divergences ( )D k  pour les utilisateurs qui n’ont pas encore été 
considérés : 
( ) 4 Hk kkD k f f= ∆  
où ( )( )1 Hk kHk k k
V k
f f
V k f f
∆ = ∆ + ∆ ∆− ∆ . 
- On met à jour P  pour l’utilisateur ayant la divergence la plus grande parmi les 
utilisateurs restant à traiter. Soit xk  l’indice de cet utilisateur. On calcule alors 
12 1KE P ×= − , 
x x xk k k
F Eµ = , 
( )
( )1 x xx
x x
x H
k kHk
x k k
V k
f f
V k f f
∆ = ∆ + ∆ ∆− ∆ , 
et ( ) ( )( )11 exp 2 x xxx Hk kkP k r fµ= + − − ∆ . 
- On actualise le vecteur des variances ( ( ) ( ) ( )( )4 1V j P j P j= −  pour j = 1, …, K), et 
on calcule 
( )
( )1 x xx x x
x xx
x H
k kHk k k
x k kk
V k
f f
V k f f
∆ = ∆ − ∆ ∆+ ∆ . 
- On répète les opérations précédentes tant que tous les utilisateurs n’ont pas été 
traités. 
- Une fois tous les utilisateurs traités, on calcule le symbole estimé ˆitks  pour chacun 
des utilisateurs (k = 1, …, K) : 
1 si ( ) 0.5
ˆ
1 si ( ) 0.5
it
k
P k
s
P k
− <=  ≥ . 
3.4. Résultats des simulations de Monte-Carlo en l’absence de 
       codage et sur canal non sélectif 
3.4.1. Schémas TDMA/OCDMA et OCDMA/OCDMA 
On s’intéresse aux performances de ces schémas lorsque les utilisateurs transmettent des symboles 
BPSK, QPSK, et 16-QAM, et que diverses méthodes de détection sont envisagées, qu’il s’agisse 
d’une détection optimale ou des techniques HDIC, SDIC, LDIC ou ISDIC. 
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3.4.1.1. Problèmes de construction du TDMA/OCDMA et de 
    l’OCDMA/OCDMA 
3.4.1.1.1. Le phénomène des paliers 
Dans certaines conditions, les courbes de BER fournies par le détecteur optimal présentent un 
phénomène de palier avec des schémas de type TDMA/OCDMA ou OCDMA/OCDMA. Ces paliers 
observés sur les courbes de performances correspondent en fait à des niveaux incompressibles des 
probabilités d’erreur, qui s’expliquent par le fait que les signaux associés à des séquences de 
symboles différentes sont à une distance nulle. C’est cette ambiguïté qui est à l’origine d’un palier 
sur le taux d’erreurs binaires. Le phénomène de palier est donc lié à la construction du schéma elle-
même, et plus précisément à des problèmes de distances euclidiennes entre signaux. 
 
Comme nous le verrons plus loin, il y a toujours une probabilité non nulle que ce phénomène se 
produise en OCDMA/OCDMA car il existe toujours une superposition potentielle des signaux émis. 
En TDMA/OCDMA, sous l’hypothèse d’un étalement réel, ce phénomène a lieu lorsque N  est 
entier et M est supérieur ou égal à une certaine valeur charnière clipM . En TDMA/OCDMA, il ne 
peut y avoir de superposition des signaux lorsque N  n’est pas entier, mais si on augmente M, la 
distance minimale tend à diminuer, ce qui a une influence négative sur les performances. Toutefois, 
le fait que la distance minimale reste alors strictement positive suggère qu’il ne devrait pas y avoir 
de palier. 
Ces remarques sont confirmées par la comparaison des performances du détecteur optimal pour 
différents couples (N, M) (voir figure 3.7). 
 
Fig. 3.7. Performance moyenne du détecteur optimal sur symboles BPSK en TDMA/OCDMA 
 
On observe par exemple que l’ajout d’un seul utilisateur par rapport au cas ( 16N = , 3M = ) 
conduit à une dégradation spectaculaire des performances : on observe un palier de BER avec 
( 16N = , 4M = ) tandis que les performances tendent vers celles de la BPSK avec ( 16N = , 
3M = ). Par ailleurs, le phénomène de palier obtenu avec ( 16N = , 8M = ) n’apparaît pas avec 
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( 8N = , 4M = ), ce qui montre qu’alors que la surcharge est égale à 50% dans les deux cas de 
figure, il s’avère préférable de travailler avec ( 8N = , 4M = ) bien que le facteur d’étalement N soit 
plus petit. En effet, la distance euclidienne minimale s’annule avec ( 16N = , 8M = ), alors qu’avec 
( 8N = , 4M = ) elle diminue sans toutefois s’annuler. 
 
Les performances du schéma OCDMA/OCDMA sont quant à elles différentes selon les séquences 
d’embrouillage qui sont attribuées à chaque ensemble d’utilisateurs. Le tracé du moyennage des 
performances sur un grand nombre d’expériences (les séquences d’embrouillage étant générées 
aléatoirement à chaque expérience) montrerait que le phénomène de palier apparaît généralement à 
des charges plus faibles qu’en TDMA/OCDMA pour de petites valeurs de N. Pour améliorer les 
performances de l’OCDMA/OCDMA pour de faibles valeurs de N, on pourrait s’astreindre à choisir 
parmi toutes les séquences possibles celles présentant les meilleures propriétés d’intercorrélation, ce 
qui permettrait d’obtenir de meilleures performances à N et M fixés. 
 
Ainsi, le principal problème posé par les schémas TDMA/OCDMA et OCDMA/OCDMA réside 
dans le fait que sous certaines conditions, on observe la présence de paliers sur les courbes de BER 
fournies par un détecteur optimal. Ces taux incompressibles d’erreurs sont en fait inhérents à la 
construction du schéma. En effet, l’expression de la distance euclidienne entre deux signaux 
associés à deux séquences différentes dans le cas des schémas TDMA/OCDMA et 
OCDMA/OCDMA (en supposant les signaux réels) montre que dans certaines circonstances, cette 
distance n’est plus maintenue à 2 : comme nous allons le voir ci-dessous, elle peut diminuer, voire 
s’annuler, ce qui, le cas échéant, provoque l’apparition de paliers sur les courbes de performances. 
Les performances fournies par un détecteur optimal ne tendent donc pas toujours vers celles d’une 
BPSK classique. Ces remarques sont modérées par le fait que lorsque N est important, les paliers se 
produisent en réalité à des valeurs extrêmement faibles de taux d’erreurs binaires, lesquelles ne sont 
pas visualisables en pratique (en particulier pour l’OCDMA/OCDMA). 
3.4.1.1.2. Distances euclidiennes minimales 
? TDMA/OCDMA 
 
Considérons deux séquences de symboles, auxquelles sont associés les signaux ny  et ˆny  définis 
par : 
 ( )
1
1 1, 2, ...,
M
e
n n N m nm
m
y s s w n N
N +=
= + =∑  
 et ( )
1
1ˆ ˆ ˆ 1, 2, ...,
M
e
n n N m nm
m
y s s w n N
N +=
= + =∑ . 
On suppose que ces signaux sont réels, c’est-à-dire que l’on travaille sur des symboles BPSK à 
valeurs dans { }1±  avec des séquences d’étalement réelles, et on s’intéresse à la distance entre ces 
deux signaux, donnée par : 
 ( )22
1
ˆ
N
n n
n
d y y
=
= −∑ . 
Supposons que l’on compte i symboles qui diffèrent sur les N symboles de l’ensemble 1 
( Ni ≤≤0 ), et j symboles qui diffèrent sur les M symboles de l’ensemble 2 ( Mj ≤≤0 ). Pour fixer 
les idées, on suppose que ces symboles correspondent respectivement aux indices { 1k , …, ik } et 
{ 1N m+ , …, jN m+ }. On a alors : 
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{ } { }
{ }
{ } { }
{ }
1 1
1 1
( ) ( )
1
,..., ,...,
( ) ( )
1
,..., ,...,
1 1 , ...,
ˆ
1 1 , ...,
j j
j j
e e
k N m km N m km i
m m m m m m
k
e e
k N m km N m km i
m m m m m m
s s w s w k k k
N N
y
s s w s w k k k
N N
+ +
∈ ∉
+ +
∈ ∉
− − + ∈=  − + ∉
∑ ∑
∑ ∑
. 
 
On a alors : 
 
{ }{ } { }{ }1 11 1
2 2
2 ( ) ( )
,..., ,...,,..., ,...,
2 22
i ij j
e e
k N m km N m km
k k k k k km m m m m m
d s s w s w
N N+ +∈ ∉∈ ∈
      = + +      
∑ ∑ ∑ ∑  
soit, après calculs : 
 ( )
{ }{ }1 1
2 ( )
,..., ,...,
84
i j
e
k N m km
k k k m m m
d i j s s w
N +∈ ∈
= + + ∑ ∑ .                (3.56) 
L’expression (3.56) met en évidence le fait que la distance euclidienne minimale ne peut pas 
s’annuler quand N  n’est pas entier. Elle peut cependant diminuer, ce qui entraînera une 
dégradation des performances. C’est ce qui est par exemple observé pour les courbes de la figure 
3.7 correspondant à 8N = . Lorsque N  est un nombre entier, la distance euclidienne entre deux 
signaux peut –dans certaines circontances– s’annuler bien que les séquences de symboles soient 
différentes ( 1i j+ ≥ ). A titre d’exemple, si l’on travaille avec 16N = , 5M =  et les M séquences 
d’étalement prises égales aux M premières lignes de la matrice de Hadamard de taille N, les 
séquences de symboles 
( ) ( )( ) ( ) ( )( )1 2 16 17 21, , ..., , , ..., 1,1,1,1, 1,1, 1,1,1,1,1, 1,1,1, 1,1 , 1,1, 1,1,1s s s s s = − − − − − − −  
et ( ) ( )( ) ( ) ( )( )1 2 16 17 21, , ..., , , ..., 1, 1,1,1, 1, 1, 1,1,1, 1,1, 1,1, 1, 1,1 , 1, 1,1, 1,1s s s s s = − − − − − − − − − − − , 
bien que différant de 4 symboles dans l’ensemble 1 et de 4 symboles dans l’ensemble 2, ont leurs 
signaux émis rigoureusement égaux : 
( ) ( )1 2 16, , ..., 0.75, 0.25,1.25,1.25, 1.25, 0.25, 1.25, 0.75,1.25, 0.25,1.25, 0.75, 0.75, 0.25, 1.25, 0.75y y y = − − − − − − − . 
Dès lors, la distance minimale entre signaux n’est plus maintenue à 2 : elle chute à zéro. Il y a 
superposition des signaux, d’où une confusion possible se traduisant par des paliers sur les courbes 
de performances. Comme le montre la figure 3.7, ce phénomène se produit par exemple pour 
( 4N = , 2M ≥ ) ou ( 16N = , 4M ≥ ). Le niveau de BER auquel se produit le palier dépend en fait 
de la probabilité d’avoir confusion entre deux séquences de symboles. 
De (3.56), on peut déduire qu’à première vue, la distance minimale euclidienne mind  d’un système 
TDMA/OCDMA vérifie l’inégalité suivante :  
 ( )2
0
0
1
8min 4min i N
j M
i j
d i j ij
N≤ ≤≤ ≤+ ≥
 ≥ + −   .                  (3.57) 
Cette remarque étant faite, la distance euclidienne minimale d’un système TDMA/OCDMA peut 
être évaluée de façon précise. On trouvera en annexe A les détails de la procédure mise en œuvre 
pour la déterminer, et qui conduit aux résultats récapitulés dans le tableau 3.1. Soit clipM  la valeur 
charnière de M telle que 2 4mind =  pour clipM M< , et 2 4mind <  pour clipM M≥ . Le tableau 3.1 
donne pour différentes valeurs de N, la valeur charnière clipM  et la valeur de 
2
mind  correspondante. 
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Tableau 3.1. Distances euclidiennes minimales en TDMA/OCDMA en fonction de N 
 
N clipM  2mind  pour clipM M≥  
4 2 0 
8 2 1,3726 
16 4 0 
32 4 2,7452 
64 8 0 
128 – – 
256 16 0 
512 – – 
1024 32 0 
 
Il est intéressant de noter que pour un facteur d’étalement N égal à 128 et à 512 (l’étalement étant 
réel), il n’y a pas de diminution de la distance minimale euclidienne quel que soit le nombre 
d’utilisateurs additionnels M ( 0 M N≤ ≤ ). La dégradation des performances observée lorsque M 
augmente est alors due à une augmentation du coefficient d’erreur : en effet, la probabilité d’avoir 
des signaux associés à des séquences différentes séparés par la distance minimale égale à 2 tend à 
croître. 
 
 
? OCDMA/OCDMA 
 
On considère ici deux séquences de symboles, auxquelles sont associés les signaux ny  et ˆny définis 
par : 
 
1 1
1 1 1, 2, ...,
N M
n k nk N m nm
k m
y s s n N
N N
α β+
= =
= + =∑ ∑  
 et 
1 1
1 1ˆ ˆ ˆ 1, 2, ...,
N M
n k nk N m nm
k m
y s s n N
N N
α β+
= =
= + =∑ ∑ . 
Comme dans le paragraphe précédent, on suppose ces signaux réels (symboles BPSK à valeurs dans { }1±  et étalement réel), et on s’intéresse à la distance entre ces deux signaux, donnée par : 
 ( )22
1
ˆ
N
n n
n
d y y
=
= −∑ . 
Supposons que l’on compte i symboles qui diffèrent sur les N symboles de l’ensemble 1 
( Ni ≤≤0 ), et j symboles qui diffèrent sur les M symboles de l’ensemble 2 ( Mj ≤≤0 ). On 
suppose que ces symboles correspondent respectivement aux indices { 1k , …, ik } et { 1N m+ , …, 
jN m+ }. On a alors : 
 
{ } { }1 1
2
2
1 ,..., ,...,
2 2
i j
N
k nk N m nm
n k k k m m m
d s s
N N
α β+
= ∈ ∈
  = +  
∑ ∑ ∑  
soit, après calculs : 
 ( )
{ }{ }1 1
2
,..., 1,...,
84
i j
N
k N m nk nm
k k k nm m m
d i j s s
N
α β+
∈ =∈
 = + +   ∑ ∑ ∑ .               (3.58) 
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Ici, encore, cette distance est susceptible de s’annuler pour des séquences différentes. L’expression 
(3.58) révèle que les distances euclidiennes en jeu en OCDMA/OCDMA dépendent étroitement des 
intercorrélations des séquences d’étalement. Cependant, on peut déduire de (3.58) que la distance 
minimale euclidienne mind  d’un système OCDMA/OCDMA vérifie l’inégalité suivante :  
 ( )2
0
0
1
8min 4min i N
j M
i j
d i j ij
N≤ ≤≤ ≤
+ ≥
 ≥ + −   .                  (3.59) 
3.4.1.2. Comparaison des différentes méthodes de détection 
3.4.1.2.1. Comparaison des différentes non-linéarités envisagées en SDIC 
On se propose de comparer les résultats fournis par les détections HDIC et SDIC mise en œuvre 
avec les non-linéarités listées en 3.3.2.2. Comme le montre la figure 3.8, le SDIC apporte toujours 
de meilleurs résultats que le HDIC quelle que soit la non-linéarité retenue. De plus, il apparaît que 
les performances obtenues avec la fonction linéaire par morceau (“linear”) surpassent les 
performances des autres non-linéarités (ceci a d’ailleurs été signalé dans [118]). Les résultats 
obtenus avec la fonction basée sur une racine de cosinus surélevé (“rrc”) sont très proches des 
performances de la fonction linéaire par morceau. La fonction basée sur un cosinus surélevé (“rc”) 
et la tangente hyperbolique (“tanh”) donnent également des résultats satisfaisants, bien que 
légèrement inférieurs. Enfin, les performances de la non-linéarité présentant une zone nulle (“dead-
zone”) apparaissent résolument inférieures. 
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(a) 
 
(b) 
Fig. 3.8. Performances sur symboles QPSK avec N = 128, M = 72 en OCDMA/OCDMA (étalement complexe) : 
(a) Utilisateurs de l’ensemble 1 ; (b) Utilisateurs de l’ensemble 2. 
3.4.1.2.2. Comparaison du LDIC et du SDIC 
Les figures 3.9 et 3.10 permettent de visualiser les performances du LDIC sur un système 
TDMA/OCDMA avec 16N =  et 4M = , et sur un système OCDMA/OCDMA avec 64N =  et 
24M = , en faisant varier le nombre de listes L (dans le deuxième cas, on utilise un nombre de listes 
éventuellement différent pour chaque ensemble d’utilisateurs). 
 
En premier lieu, on constate que les performances s’améliorent lorsque L augmente, ce qui paraît 
logique. Si le LDIC apporte une amélioration des résultats par rapport au HDIC, ses performances 
restent limitées lorsque N est relativement grand, et ce vraisemblablement en raison du nombre trop 
faible de listes vis-à-vis des paramètres N et M : ainsi, les performances du LDIC restent inférieures 
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(ou dans le meilleur des cas équivalentes) aux performances fournies par le SDIC, alors que la 
charge de calculs est bien plus conséquente. 
 
 
 
 
(a) 
 
(b) 
Fig. 3.9. Performances du LDIC sur symboles BPSK avec N = 16 et M = 4 en TDMA/OCDMA : 
(a) Utilisateurs de l’ensemble 1 ; (b) Utilisateurs de l’ensemble 2. 
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(a) 
 
(b) 
Fig. 3.10. Performances du LDIC sur symboles BPSK avec N = 64 et M = 24 en OCDMA/OCDMA : 
(a) Utilisateurs de l’ensemble 1 ; (b) Utilisateurs de l’ensemble 2. 
3.4.1.2.3. Comparaison de l’ISDIC et du SDIC 
On étudie le comportement de l’algorithme ISDIC “standard” en présence d’un étalement effectué à 
l’aide de séquences réelles, et on s’intéresse à l’algorithme “amélioré” dans le cas d’un étalement 
complexe. 
On présente ci-après les résultats obtenus avec les schémas suivants : 
- OCDMA/OCDMA ( 16N = , 4M = ), ISDIC “standard” parallèle, 4 itérations (figure 3.11), 
- OCDMA/OCDMA ( 16N = , 5M = ), ISDIC “standard” série, 5 itérations (figure 3.12), 
- TDMA/OCDMA ( 16N = , 5M = ), ISDIC “amélioré” série, 5 itérations (figure 3.13), 
- OCDMA/OCDMA ( 16N = , 5M = ), ISDIC “amélioré” série, 5 itérations (figure 3.14), 
- TDMA/OCDMA ( 128N = , 48M = ), ISDIC “standard” série, 5 itérations (figure 3.15), 
- TDMA/OCDMA ( 128N = , 48M = ), ISDIC “amélioré” série, 5 itérations (figure 3.16). 
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Dans ces simulations, on a eu recours à l’algorithme ISDIC “standard” (ISDIC1) dans le cas de 
symboles BPSK et d’un étalement réel, et à l’algorithme ISDIC “amélioré” (ISDIC2) dans le cas de 
symboles QPSK et d’un étalement complexe. Les performances obtenues peuvent être comparées à 
celles fournies par un SDIC utilisant une fonction linéaire par morceau ( 0.8θ = ) après 10 itérations. 
 
 
Fig. 3.11. Performances sur symboles BPSK avec N = 16, M = 4 en OCDMA/OCDMA (étalement réel) 
 
 
 
Fig. 3.12. Performances sur symboles BPSK avec N = 16, M = 5 en OCDMA/OCDMA (étalement réel) 
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Fig. 3.13. Performances sur symboles QPSK avec N = 16, M = 5 en TDMA/OCDMA (étalement complexe) 
 
 
 
Fig. 3.14. Performances sur symboles QPSK avec N = 16, M = 5 en OCDMA/OCDMA (étalement complexe) 
 
 
Pour de petites valeurs de N, les courbes précédentes montrent que l’ISDIC donne 
approximativement les mêmes résultats que le SDIC non adaptatif utilisant une fonction de type 
linéaire par morceau, qui permet déjà d’atteindre les performances du détecteur optimal. 
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Fig. 3.15. Performances sur symboles BPSK avec N = 128, M = 48 en TDMA/OCDMA (étalement réel) 
 
 
Fig. 3.16. Performances sur symboles QPSK avec N = 128, M = 48 en TDMA/OCDMA (étalement complexe) 
 
 
Pour des valeurs de N plus grandes, on devine une petite amélioration des résultats par rapport au 
SDIC, mais il faut signaler que l’ISDIC devient alors relativement lourd en termes de calculs (en 
particulier l’ISDIC “amélioré”). 
Les figures révèlent également que l’application de cet algorithme à un schéma de type 
TDMA/OCDMA n’est pas indiquée. Le problème provient vraisemblablement du fait que 
l’algorithme ISDIC suppose que le terme d’interférences + bruit que nous notons m m mk k k ki z sµ= −  
(cas biaisé) (ou , ,
m m
k u k u ki z s= −  (cas non biaisé)) suit une loi gaussienne centrée de variance 
( ) ( )2 2 1m m mk s k kσ σ µ µ= −  (cas biaisé) (cette variance est égale à ( )2 2, 1 1mk u s m
k
σ σ µ
 = −  
 dans le cas non 
biaisé). Or, cette variance est utilisée dans le calcul des symboles estimés ˆ mks . Il semble que 
l’approximation gaussienne ne soit pas valide en TDMA/OCDMA, ce qui explique les résultats peu 
satisfaisants obtenus avec ce schéma. 
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A l’issue de ces simulations, il apparaît donc que l’ISDIC n’apporte pas d’amélioration significative 
des performances dans les conditions de l’étude (eu égard à la complexité des calculs). Toutefois, il 
s’agit d’un algorithme entièrement justifiable (par opposition au caractère empirique de l’évaluation 
du paramètre θ utilisé dans le SDIC). 
3.4.1.2.4. Résultats fournis par l’algorithme PDA 
On s’intéresse à présent aux performances qui peuvent être atteintes par l’emploi de l’algorithme 
PDA, en se restreignant au cas de symboles BPSK et de séquences d’étalement réelles. En règle 
générale, les résultats produits par l’application de cet algorithme sont soit très proches, soit moins 
satisfaisants que ceux atteints avec l’ISDIC ou le SDIC, que ce soit avec un schéma 
OCDMA/OCDMA ou un schéma TDMA/OCDMA. A titre d’exemple, la figure 3.17 illustre les 
performances de cet algorithme pour un schéma TDMA/OCDMA avec ( 128N = , 48M = ), qui 
peuvent être comparées à celles fournies par l’ISDIC et le SDIC. Les résultats de l’algorithme PDA 
ont ici été obtenus après 3 itérations, les itérations suivantes n’apportant pas d’amélioration. Au vu 
des résultats, il semblerait que le PDA fonctionne encore moins bien que l’ISDIC. Ceci peut être lié 
à l’approximation gaussienne effectuée dans l’algorithme, dont la validité en TDMA/OCDMA est 
discutable. L’ISDIC et le PDA ne sont donc pas équivalents, et le SDIC donne des résultats plus 
intéressants. 
 
Fig. 3.17. Performances du PDA sur symboles BPSK avec N = 128 et M = 48 en TDMA/OCDMA 
3.4.1.2.5. Comparaison des performances du SDIC et du détecteur optimal 
Il s’agit à présent de comparer les performances obtenues à l’issue d’un HDIC, d’un SDIC utilisant 
une fonction linéaire par morceau avec 0.8θ = , avec les performances du détecteur optimal. Pour 
ce faire, on choisit de travailler sur des symboles BPSK avec un étalement réel, en prenant 16N =  
et 3M = , soit une surcharge de 18,75%. Ces caractéristiques (à savoir des symboles BPSK et une 
faible valeur de M) ont été choisies pour rendre le détecteur optimal pratiquement réalisable. Le 
nombre d’itérations pour le HDIC et le SDIC est pris égal à 10, ce qui permet de considérer que les 
performances ont atteint leur point d’équilibre. Les résultats en termes de BER sont représentés en 
fonction du rapport Eb/N0 pour chacun des deux ensembles d’utilisateurs. On a aussi tracé la courbe 
théorique obtenue en l’absence d’erreurs sur les décisions lors de la synthèse et de l’annulation 
d’interférences, correspondant en fait à la performance idéale d’une BPSK sur un canal AWGN. On 
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observe (voir figure 3.18) que le SDIC fournit de bien meilleurs résultats que le HDIC. De plus, il 
apparaît que le SDIC utilisant une fonction linéaire par morceau permet d’approcher les 
performances du détecteur optimal. 
 
 
(a) 
 
(b) 
Fig. 3.18. Performances sur symboles BPSK avec N = 16, M = 3 en TDMA/OCDMA : 
(a) Utilisateurs de l’ensemble 1 ; (b) Utilisateurs de l’ensemble 2. 
 
Par conséquent, nous allons désormais nous intéresser exclusivement au SDIC ayant recours à une 
fonction linéaire par morceau, telle que définie par (3.36), en choisissant 0.8θ = . Par ailleurs, on 
fixe le nombre d’itérations à 10 dans tous les cas. 
 
La figure 3.19 montre l’existence de paliers (autrement dit de taux incompressibles d’erreurs) dans 
les performances en termes de BER. Comme ils sont aussi présents sur les courbes du détecteur 
optimal, on peut en déduire qu’ils sont inhérents à la construction du schéma. Ce phénomène de 
palier tend à disparaître lorsqu’on diminue M (N étant fixé) ou qu’on augmente N (à charge fixée), 
comme on le verra plus loin. 
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(a) 
 
(b) 
Fig. 3.19. Performances sur symboles BPSK avec N = 16, M = 4 en TDMA/OCDMA : 
(a) Utilisateurs de l’ensemble 1 ; (b) Utilisateurs de l’ensemble 2. 
 
On peut donc retenir que si le SDIC permet d’approcher les performances du détecteur optimal, 
celles-ci ne coïncident généralement pas avec les performances que fournirait une annulation 
d’interférences parfaite. 
3.4.1.3. Résultats avec des symboles QPSK 
On se propose en premier lieu d’examiner l’influence du paramètre N sur les performances à charge 
fixée. On évalue le BER en travaillant sur des symboles QPSK avec étalement complexe, une 
surcharge fixe et différentes valeurs de N (voir figures 3.20 et 3.21). 
 
Les résultats indiquent que les performances tendent à s’améliorer lorsque le paramètre N 
augmente. On note en particulier une disparition des paliers de BER (à partir de 256N =  pour le 
TDMA/OCDMA à 45% et 128N =  pour l’OCDMA/OCDMA à 43,75%), ce qui signifie que l’on 
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atteint alors le régime asymptotique du système. Par exemple, dans le cas de l’OCDMA/OCDMA, 
ceci se traduit par le fait que la probabilité que les intercorrélations des séquences (et donc les 
termes d’interférences) atteignent leurs valeurs extrêmes devient négligeable. Ces remarques nous 
conduisent donc à travailler avec un paramètre N suffisamment grand ( 512N =  pour le 
TDMA/OCDMA et 128N =  pour l’OCDMA/OCDMA). 
 
 
 
(a) 
 
(b) 
Fig. 3.20. Performances sur symboles QPSK avec une surcharge de 45% en TDMA/OCDMA : 
(a) Utilisateurs de l’ensemble 1 ; (b) Utilisateurs de l’ensemble 2. 
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(a) 
 
(b) 
Fig. 3.21. Performances sur symboles QPSK avec une surcharge de 43,75% en OCDMA/OCDMA : 
(a) Utilisateurs de l’ensemble 1 ; (b) Utilisateurs de l’ensemble 2. 
 
 
Nous allons à présent nous intéresser aux performances des systèmes TDMA/OCDMA et 
OCDMA/OCDMA sur des symboles QPSK avec étalement complexe, en fixant N et en faisant 
varier le nombre d’utilisateurs en excès M (voir figures 3.22 et 3.23). Les résultats peuvent être 
confrontés à la performance d’une QPSK sur canal AWGN (correspondant à une transmission sans 
interférence). 
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(a) 
 
(b) 
Fig. 3.22. Performances sur symboles QPSK avec N = 512 en TDMA/OCDMA : 
(a) Utilisateurs de l’ensemble 1 ; (b) Utilisateurs de l’ensemble 2. 
 
Ces résultats de simulations indiquent que l’utilisation du SDIC permet de s’approcher de la courbe 
idéale lorsque la surcharge n’est pas trop importante (par exemple en prenant 256M = , ce qui 
correspond à une surcharge significative de 50%). En outre, la comparaison des performances 
obtenues avec 512N =  et 256M =  et de la courbe théorique de la 8-PSK montre que, si ces deux 
schémas ont bien la même efficacité spectrale, les résultats se révèlent bien meilleurs dans le 
premier cas à rapport Eb/N0 élevé. 
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(a) 
 
(b) 
Fig. 3.23. Performances sur symboles QPSK avec N = 128 en OCDMA/OCDMA : 
(a) Utilisateurs de l’ensemble 1 ; (b) Utilisateurs de l’ensemble 2. 
 
Ici encore, la comparaison des performances de l’OCDMA/OCDMA avec 128N =  et 64M =  et de 
la courbe théorique de la 8-PSK montre que les résultats s’avèrent bien meilleurs dans le premier 
cas à rapport Eb/N0 élevé. Les performances commencent à se dégrader pour une surcharge de 
56,25%. 
3.4.1.4. Résultats avec des symboles 16-QAM 
On s’intéresse maintenant aux performances des systèmes TDMA/OCDMA et OCDMA/OCDMA 
avec une modulation de type 16-QAM et un étalement complexe. Le nombre d’itérations a été fixé 
à 10 pour le TDMA/OCDMA et à 20 pour l’OCDMA/OCDMA, afin de voir se stabiliser les 
performances (augmenter le nombre d’itérations n’apportant pas d’amélioration significative, du 
moins pour les charges considérées). Les résultats peuvent être confrontés à la courbe théorique de 
la 16-QAM, correspondant à une transmission sans interférence. 
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Fig. 3.24. Performances sur symboles 16-QAM avec N = 512 en TDMA/OCDMA, après 10 itérations 
 
 
Fig. 3.25. Performances sur symboles 16-QAM avec N = 128 en OCDMA/OCDMA, après 20 itérations 
 
On constate que la surcharge admissible est beaucoup moins importante que dans le cas de 
symboles QPSK, en raison de la plus grande sensibilité de la constellation au bruit. Ceci va dans le 
sens de l’analyse des limites de surcharge effectuée en 2.2.1, qui a montré que la surcharge 
maximale tend à diminuer avec le nombre d’états de la constellation. De plus, la différence de 
performance entre les deux ensembles d’utilisateurs se trouve accentuée. En particulier, en 
TDMA/OCDMA, les performances des utilisateurs OCDMA –contrairement aux utilisateurs 
TDMA– restent éloignées des performances idéales, y compris pour une surcharge réduite de 
6,25%. En ce qui concerne l’OCDMA/OCDMA, les performances de l’ensemble 2 ne s’approchent 
de la courbe idéale que lorsque le rapport Eb/N0 est relativement élevé. 
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3.4.1.5. Résultats avec un système hybride 16-QAM/QPSK 
Il s’agit de travailler avec des symboles 16-QAM pour l’ensemble 1 et QPSK pour l’ensemble 2. 
Un tel schéma permet évidemment d’améliorer les performances par rapport à un schéma tout 16-
QAM, mais elles restent assez médiocres en comparaison avec les performances idéales de 
modulations de même efficacité spectrale. 
3.4.1.6. Différences de performances entre ensembles 1 et 2 
Lorsque N est relativement petit, les performances de l’ensemble 1 sont meilleures que celles de 
l’ensemble 2. Toutefois, lorsque N augmente, si on remarque une légère différence de performance 
entre les deux ensembles d’utilisateurs en faveur de l’ensemble 1 pour de faibles valeurs de Eb/N0, 
cette différence tend à disparaître. 
3.4.1.7. Comparaison des systèmes TDMA/OCDMA et OCDMA/OCDMA 
Les puissances d’interférences entrant en ligne de compte dans les systèmes TDMA/OCDMA et 
OCDMA/OCDMA sont égales : dans tous les cas, la puissance d’interférence due aux utilisateurs 
de l’ensemble 2 affectant un utilisateur de l’ensemble 1 est égale à NM / , la puissance 
d’interférence de l’ensemble 1 sur un utilisateur de l’ensemble 2 étant quant à elle égale à 1 : 
( )2 1P I M N→ =  et ( )1 2 1P I → = . Toutefois, le fait que les puissances d’interférences soient les 
mêmes ne signifie pas que les performances en termes de BER sont identiques. En revanche, cela 
suggère que les performances asymptotiques (obtenues lorsque l’on fait tendre N et M vers l’infini 
tout en maintenant le rapport M N  constant) des systèmes TDMA/OCDMA et OCDMA/OCDMA 
sont vraisemblablement les mêmes, mais au vu des résultats expérimentaux, il semble que 
l’OCDMA/OCDMA converge plus rapidement vers ses performances asymptotiques que le 
TDMA/OCDMA, ce qui explique que les performances de l’OCDMA/OCDMA soient meilleures 
que celles du TDMA/OCDMA à N et M fixés. 
 
La comparaison des systèmes TDMA/OCDMA et OCDMA/OCDMA avec séquences d’étalement 
réelles ou complexes ne permet pas de mettre en évidence une hiérarchie dans les performances de 
ces schémas pour de faibles valeurs de N. Les figures 3.26 et 3.27 illustrent quelques exemples de 
hiérarchie différente en fonction du couple (N, M) considéré. On peut seulement relever que 
l’OCDMA/OCDMA avec un étalement complexe produit toujours de meilleurs résultats que 
l’OCDMA/OCDMA avec étalement réel. En revanche, à partir de 128N = , il semble qu’une 
hiérarchie des schémas apparaisse : les performances de l’OCDMA/OCDMA avec étalement 
complexe sont meilleures que celles de l’OCDMA/OCDMA avec étalement réel, elles-mêmes 
meilleures que le TDMA/OCDMA avec étalement complexe, lequel est encore meilleur que le 
TDMA/OCDMA avec étalement réel. 
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(a) N = 4, M = 1 
 
 
(b) N = 8, M = 2 
 
 
(c) N = 4, M = 2 
 
Fig. 3.26. Comparaison du TDMA/OCDMA (T/O) et de l’OCDMA/OCDMA (O/O) 
sur symboles QPSK (détection optimale) 
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(a) N = 16, M = 4 
 
(b) N = 64, M = 24 
 
(c) N = 128, M = 48 
 
(d) N = 128, M = 64 
 
Fig. 3.27. Comparaison du TDMA/OCDMA (T/O) et de l’OCDMA/OCDMA (O/O) sur symboles QPSK (SDIC) 
 
 
Les différences de performances entre TDMA/ODMA et OCDMA/OCDMA peuvent s’expliquer 
par le fait que, dans les expressions des interférences, là où intervient un terme de la forme ( )1 enmwN
 
en TDMA/OCDMA, on rencontre un terme de la forme 
1
1 N
jn jm
jN
α β∗
=
∑  en OCDMA/OCDMA. Or, 
ces deux termes ont des lois de probabilités très différentes (données ici dans le cas BPSK avec 
étalement réel) : 
 ( ) ( )1 1 1 1 1Pr Pr
2
e e
nm nmw wN N N N
   = = = − =                       (3.60) 
 
( ) ( )2
1
1 si  pair avec Pr 2
0 sinon
N A
N N
N
jn jm
j
CA A N A N
N N
α β
+
∗
=
   + ≤= ==    
∑              (3.61) 
 
On en déduit que : 
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2 2
( )
1
1 0
1 1 1Pr
2
NN
N
e k
jn jm nm NN
j k
w C
N N
α β
    −  ∗
−
= =
 ≥ =   ∑ ∑ .                (3.62) 
En notant ( )T/O
1 e
nmwN
γ =  et O/O
1
1 N
jn jm
jN
γ α β∗
=
= ∑ , on obtient les inégalités reportées dans le tableau 
3.2. 
Néanmoins, ce tableau ne permet pas de hiérarchiser les performances des systèmes 
TDMA/OCDMA et OCDMA/OCDMA dans le cas d’un étalement réel, car lorsque N est 
relativement faible, des phénomènes de paliers interviennent. En revanche, quand N est pris 
suffisamment grand, on observe que la probabilité que O/Oγ  soit inférieur à T/Oγ  devient plus 
importante, et donc les interférences de l’OCDMA/OCDMA tendent à être plus fréquemment 
inférieures aux interférences du TDMA/OCDMA, ce qui expliquerait que les performances de 
l’OCDMA/OCDMA soient meilleures que celles du TDMA/OCDMA. 
 
Tableau 3.2. Comparaison des termes ( )T/O
1 e
nmwN
γ =  et O/O
1
1 N
jn jm
jN
γ α β∗
=
= ∑  
N Pr(γO/O < γT/O) Pr(γO/O = γT/O) Pr(γO/O > γT/O) 
2 0,5 0 0,5 
4 0,375 0,5 0,125 
8 0,7109 0 0,2891 
16 0,5455 0,2444 0,2101 
32 0,6229 0 0,3771 
64 0,6183 0,1213 0,2604 
128 0,6691 0 0,3309 
 
3.4.1.8. Bilan 
Nous avons considéré un schéma de surcharge de canal utilisant des combinaisons de TDMA et 
d’OCDMA. Après avoir montré que les schémas TDMA/OCDMA et OCDMA/TDMA sont 
équivalents en termes de performances, nous avons vu l’avantage que représente le choix d’un 
étalement complexe par rapport à un étalement réel. Nous avons ensuite vérifié que l’utilisation de 
décisions souples dans le processus d’annulation d’interférences apporte une amélioration 
considérable des résultats, en comparaison à des décisions dures. Dans la mesure où le SDIC permet 
d’approcher les performances du détecteur optimal, nous nous sommes intéressés au BER des 
schémas TDMA/OCDMA et OCDMA/OCDMA après un SDIC dans les cas des modulations 
QPSK et 16-QAM. Dans le cas du TDMA/OCDMA, les simulations sur symboles QPSK avec un 
facteur d’étalement 512N =  ont montré que la courbe de BER parvient à approcher la courbe 
correspondant à une transmission sans interférence, pour une surcharge allant jusqu’à 50%. Avec 
des symboles 16-QAM, la surcharge admissible chute aux alentours de 10% pour le 
TDMA/OCDMA, et 15% pour l’OCDMA/OCDMA (lequel nécessite cependant un plus grand 
nombre d’itérations). Des études plus poussées sont donc nécessaires en vue d’améliorer ce dernier 
résultat. Enfin, la comparaison des systèmes TDMA/OCDMA et OCDMA/OCDMA montre qu’il 
est préférable de travailler avec l’OCDMA/OCDMA lorsque N est suffisamment élevé, ce qui 
permet d’avoir des résultats d’autant plus satisfaisants à charge fixée. 
Au final, il apparaît préférable d’utiliser une configuration OCDMA/OCDMA avec un étalement 
complexe et un facteur N relativement grand, et de mettre en oeuvre une détection SDIC utilisant 
une non-linéarité basée sur une fonction linéaire par morceau. 
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3.4.1.9. Séquences d’étalement utilisées en OCDMA/OCDMA 
Jusqu’à présent, les séquences d’étalement utilisées en OCDMA/OCDMA ont été générées en 
utilisant des séquences de WH brouillées par une séquence PN différente pour chaque groupe 
d’utilisateurs. Notons ( )1 2, , ..., Tk k k Nkh h h h=  (k = 1, …, N) les N séquences binaires de WH de 
longueur N, et ( )1 11 21 1, , ..., TNp p p p=  et ( )2 12 22 2, , ..., TNp p p p=  les séquences PN qui 
viennent brouiller les séquences de WH respectivement dans les groupes 1 et 2. On obtient ainsi 
deux matrices 1
cW  et 2
cW  comprenant chacune N séquences d’étalement. Les utilisateurs de 
l’ensemble 1 se voit attribuer les N séquences de la matrice 1
cW  (i.e. 1 1
cW W= ), tandis que les M 
séquences associées aux utilisateurs de l’ensemble 2 (contenues dans 2W ) sont choisies parmi les N 
séquences contenues dans 2
cW . Un premier travail sur ce schéma consisterait à déterminer les 
séquences 1p  et 2p  qui maximisent la capacité, mais on peut montrer (cf. annexe B) que ce seul 
critère ne permet pas de distinguer des séquences 1p  et 2p  pouvant donner de meilleurs résultats, 
car à N et M fixés, la capacité d’un schéma OCDMA/OCDMA est constante. 
De plus, comme le démontre F. Vanhaverbeke dans [122] et [126], la matrice d’intercorrélation 
1 2
c c H cW WΓ =  présente une structure “miroir” (on pose LN 2= ) : 
2,0 2, 2
2, 2 2,0
N N Nc
N N N
Γ Γ Γ =  Γ Γ 
                   (3.63) 
avec ( )
( )
( )2, 2 2, 1 2
,
2, 22, 1 2
2 1, ..., 1
0, 2, 4, ..., 2
mj sj j s j
j s L m
j sjj s j
j m L
s
+
−
+
Γ Γ  = = −Γ =  Γ Γ =  
 
et 1, 1 0, 1, 2, ..., 1s s s Nρ +Γ = = − . 
Ceci est démontré par F. Vanhaverbeke dans le cas de séquences d’étalement réelles, et peut 
facilement être étendu au cas de séquences complexes. En effet, si on pose 1 1, 1,j
c
I QW W W= +  et 
2 2, 2,j
c
I QW W W= + , on peut écrire : 
( ) ( )1 2 1, 2, 1, 2, 1, 2, 1, 2,jc c H c T T T TI I Q Q I Q Q IW W W W W W W W W WΓ = = + + − .             (3.64) 
D’après ce qui précède, les matrices 1, 2,
T
I IW W , 1, 2,
T
Q QW W , 1, 2,
T
I QW W , 1, 2,
T
Q IW W  possèdent toutes 
une structure “miroir”, donc cΓ  également. 
A titre d’exemple, la matrice d’intercorrélation cΓ  pour 8N =  est de la forme : 
1 2 3 4 5 6 7 8
2 1 4 3 6 5 8 7
3 4 1 2 7 8 5 6
4 3 2 1 8 7 6 5
5 6 7 8 1 2 3 4
6 5 8 7 2 1 4 3
7 8 5 6 3 4 1 2
8 7 6 5 4 3 2 1
c
ρ ρ ρ ρ ρ ρ ρ ρ
ρ ρ ρ ρ ρ ρ ρ ρ
ρ ρ ρ ρ ρ ρ ρ ρ
ρ ρ ρ ρ ρ ρ ρ ρ
ρ ρ ρ ρ ρ ρ ρ ρ
ρ ρ ρ ρ ρ ρ ρ ρ
ρ ρ ρ ρ ρ ρ ρ ρ
ρ ρ ρ ρ ρ ρ ρ ρ
      Γ =        
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où nρ  (n = 1, …, 8) est réel ou complexe selon que l’on travaille avec des séquences d’étalement 
réelles ou complexes. 
En raison de la structure “miroir” de cΓ , la matrice d’intercorrélation 1 2HW WΓ =  va présenter de 
fortes corrélations entre des parties de ses lignes, ce qui entraîne une mauvaise annulation 
d’interférences. On va donc s’intéresser à présent à une méthode de construction de deux ensembles 
de séquences orthogonales ne présentant pas cet inconvénient. 
 
Cette construction s’inspire de la construction des matrices de WH, en y introduisant quelques 
degrés de liberté. Elle est appelée overall permuted OCDMA/OCDMA (o-O/O) par F. 
Vanhaverbeke [126]. On peut résumer les étapes de cette construction comme suit : 
- On construit la matrice (1) 1 2NV P P =  …  où les iP  (i = 1, …, 2N ) sont des matrices 
orthogonales binaires de taille 2 2×  choisies de façon aléatoire parmi les matrices de ce 
type, à savoir : 


−11
11
, 


− 11
11
, 

 −
11
11
, 

−
11
11
, et leurs opposées. 
- Pour n = 2, …, L, 
• pour i = 1, …, 2L-n, on calcule ( )( ) 2 , ,n niV X Y= Ω , avec : 
( ) ( )( )( 1) 1 1, 2 2 2 1: 2 1 2n n nX V i i− − −= − ⋅ + − ⋅:  
( )( )( 1) 1 1, 2 1 2 1: 2 2n n nY V i i− − −= − ⋅ + ⋅:  
où ( ), :M p q:  désigne la matrice constituée des colonnes p à q (p = 1, …, m, 
pq ≥ ) de M  (si m désigne le nombre de colonnes de M ) 
et en définissant : ( ), ,
r r
X Y
m X Y
X Y
 Ω =  − 
 avec X  et Y  des matrices de taille 
( ) ( )2 2m m× . La matrice r rX Y −   est obtenue en multipliant chaque ligne de 
X Y −   par +1 ou -1 (les valeurs sont choisies aléatoirement dans { }1±  pour 
chaque ligne, il y a donc 22m  matrices résultantes possibles), puis en permutant les 
lignes de la matrice ainsi obtenue selon une permutation choisie aléatoirement (il y a 
donc ( )!2m  permutations possibles). On a donc ( )( )1 22 12 2 ! L nn n −− −⋅  matrices 
différentes. Le nombre de bases différentes est obtenu en divisant ce nombre par le 
nombre de permutations possibles, à savoir ( )12 !n− . 
• on construit ( ) ( ) ( )1 2 L nn n nV V V − =  … . 
- Finalement, on prend ( )2
c LW V= , alors que 1cW  est la matrice de WH de taille N N× . 
 
On peut imaginer étendre cette construction de façon à obtenir des séquences d’étalement 
complexes. Soit ( )(1) (1) (1) (1)1 2, , ..., Tk k k Nkw w w w=  (k = 1, …, N) les N séquences binaires de WH de 
longueur N et ( )(2) (2) (2) (2)1 2, , ..., Tm m m Nmw w w w= (m = 1, …, M) les M séquences binaires extraites de la 
matrice 2
cW  donnée par la construction décrite ci-dessus. Soit ( )1 11 21 1, , ..., TNp p p p=  et 
( )2 12 22 2, , ..., TNp p p p=  des séquences PN à valeurs complexes. Les séquences d’étalement 
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désignées par ( )1 2, , ..., Tk k k Nkα α α α=  pour le kième utilisateur du groupe 1 (k = 1, 2,…, N), et 
( )1 2, , ..., Tm m m Nmβ β β β=  pour le mième utilisateur de l’ensemble 2 (m = 1, 2 ,…, M) peuvent 
être choisies de manière à vérifier les relations suivantes : (1) 1nk nk nw pα =  et 2)2( nnknm pw=β  pour n = 
1, 2 ,…, N. 
 
La figure 3.28 permet de comparer les performances en termes de BER fournies par un détecteur 
SDIC pour les deux systèmes OCDMA/OCDMA présentés ici lorsque les séquences d’étalement 
sont à valeurs complexes et que l’on s’intéresse à la constellation QPSK : d’une part 
l’OCDMA/OCDMA classique (désigné par s-O/O pour scrambled O/O), et d’autre part le système 
o-O/O présenté ci-dessus. Les performances avec des symboles BPSK (et un étalement réel) 
seraient identiques à celles obtenues avec des symboles QPSK et un étalement réel. Les figures 
mettent en évidence que si la construction o-O/O ne résout certes pas le problème des paliers de 
BER, elle permet néanmoins une amélioration significative des performances. 
 
(a) 
 
(b) 
Fig. 3.28. Performances sur symboles QPSK avec N = 16, M = 4 (détection SDIC) 
(a) Utilisateurs de l’ensemble 1 ; (b) Utilisateurs de l’ensemble 2. 
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Les figures 3.29 et 3.30 permettent de visualiser l’influence du paramètre N sur les performances à 
charge fixée, lorsque l’étalement est réel (symboles BPSK ou QPSK) ou complexe (symboles 
QPSK). On observe que l’amélioration apportée par le système o-O/O par rapport au système s-O/O 
devient moins significative lorsque N est grand, ce phénomène étant encore accentué par un 
étalement complexe. 
 
 
(a) 
 
(b) 
Fig. 3.29. Performances sur symboles QPSK avec une surcharge de 37,5% avec étalement réel de type 
s-O/O et o-O/O (détection SDIC) (a) Utilisateurs de l’ensemble 1 ; (b) Utilisateurs de l’ensemble 2. 
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(a) 
 
(b) 
Fig. 3.30. Performances sur symboles QPSK avec une surcharge de 43,75% avec étalement complexe de type 
s-O/O et o-O/O (détection SDIC) (a) Utilisateurs de l’ensemble 1 ; (b) Utilisateurs de l’ensemble 2. 
 
Il est à noter que dans les simulations précédentes, les séquences d’étalement sont construites de 
façon aléatoire pour chaque ensemble de K symboles. Il faudrait imaginer une procédure de 
sélection des matrices de séquences fournissant les meilleures performances. Ceci paraît très 
compliqué dans la mesure où le nombre de bases possibles est beaucoup plus important dans le cas 
de l’o-O/O que pour le s-O/O. En considérant le cas de l’étalement réel, le nombre de bases 
différentes pour le s-O/O est égal à 2N . Dans le cas de l’o-O/O, on compte (en posant LN 2= ) : 
( ) ( )( ) ( )∏∏ −= −−

 −
=
−
−
−−− ⋅⋅=⋅⋅
1
3
1212
1
4
11
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 bases différentes. 
Le tableau suivant illustre les résultats pour quelques valeurs de N. 
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Tableau 3.3. Nombre de bases différentes pour les systèmes s-O/O et o-O/O (étalement réel) 
 
N s-O/O o-O/O
16 6,6.104 5,4.1016
32 4,3.109 3,7.1044
64 1,8.1019 2,4.10118  
3.4.1.10. Analyse en convergence du HDIC 
On se propose ici d’étudier la convergence du HDIC (décrit en 3.3.2.1) en présence d’un schéma 
comprenant deux ensembles de formes d’ondes orthogonales. Comme on l’a déjà vu, le HDIC a 
l’avantage de la simplicité, son inconvénient résidant dans ses performances limitées. Cette étude de 
la convergence du HDIC constitue donc davantage une étape vers l’analyse en convergence 
d’algorithmes d’annulation d’interférences plus complexes. 
Dans la suite, on se limite au cas de symboles BPSK et de signaux réels, et on étudie le 
comportement de l’algorithme sur un canal AWGN. L’organe de décision intervenant dans 
l’algorithme est tout simplement un détecteur à seuil. On rappelle que les interférences des 
utilisateurs de l’ensemble 2 sur ceux de l’ensemble 1, et des utilisateurs de l’ensemble 1 sur ceux de 
l’ensemble 2 peuvent s’écrire comme suit (avec les hypothèses précédentes) : 
( )
( )
2 1
1
1 2
1
1, ...,
1, ...,
M
N m km
m
N
k km
k
I k s k N
I m s m M
→ +
=
∗
→
=
 = Γ = = Γ =
∑
∑
,                 (3.65) 
en posant 1 2
HW WΓ =  la matrice d’intercorrélation des séquences. 
On a de plus : ( ) 1Var km NΓ = , d’où ( )2 1 2 bI k
M E
N
σ
→
=  et ( )1 2 2 bI m Eσ → = . 
 
Le but des modèles d’approximation proposés est d’évaluer les probabilités d’erreur sur les groupes 
1 et 2 au fil des itérations. Si on désigne par ( )1
ip  et ( )2
ip  les probabilités d’erreur à l’issue de 
l’itération n°i pour les groupes d’utilisateurs 1 et 2, on pourra considérer que l’algorithme aura 
convergé lorsqu’on aura : ( 1) ( )1 1
i ip p+ =  et ( 1) ( )2 2i ip p+ = . 
3.4.1.10.1. 1er modèle d’approximation 
A l’itération n°1, les décisions sur les symboles du groupe 1 se font sur : ( ) ( )1 2 1n nz n s I n ν→= + +  
où nν  est un bruit AWGN de variance 2 0 2Nνσ = . On en déduit qu’une approximation de la 
probabilité d’erreur sur le groupe 1 à l’itération n°1 est donnée par : 
(1)
1
0
1Q
2 b
p NM
N E
   ≈  +  
                   (3.66) 
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D’une façon générale, à l’itération n°i (i = 1, 2, …), les décisions sur les symboles du groupe 2 se 
font sur : ( ) ( ) ( ) ( )
( )( )2
( ) ( )
2 1 2 1 2 1 2
ˆ ˆ '
i
res
i i
N m m
I m
z m I m s I m I m ν→ + → →− = + − +	
 . 
Or, ( ) ( )
( )
1
( ) ( )
2
1
ˆ 2
i
N
i i
res k k km k km
k k E
I m s s s∗ ∗
= ∈
= − Γ = Γ∑ ∑  où ( )1 iE  désigne l’ensemble des indices des 
utilisateurs du groupe 1 sur lesquels des décisions erronées ont été faites à l’itération n°i. En notant 
( )( ) ( )1 1Card i iE N= , on a dès lors : ( )( )2 2 ( )1 4ires i bI m EN Nσ = × . En remplaçant 
( )
1
iN
N
 par ( )1
ip , on peut 
approcher la variance de l’interférence résiduelle comme suit : ( )( )2
2 ( )
14i
res
i
bI m
p Eσ = , d’où l’on déduit 
l’approximation de la probabilité d’erreur sur le groupe 2 à l’itération n°i : 
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.                   (3.67) 
A l’itération n°( 1i + ) (i = 1, 2, …), les décisions sur les symboles du groupe 1 se font sur : 
( ) ( ) ( ) ( )
( )( 1)1
( ) ( )
1 2 1 2 1 2 1
ˆ ˆ
i
res
i i
k k
I k
z k I k s I k I k ν
+
→ → →− = + − +	
 . 
Comme précédemment, on a : ( ) ( )
( )
2
( 1) ( )
1
1
ˆ 2
i
M
i i
res N m N m km N m km
m k E
I k s s s+ + + +
= ∈
= − Γ = Γ∑ ∑  où ( )2iE  désigne 
l’ensemble des indices des utilisateurs du groupe 2 sur lesquels des décisions erronées ont été faites 
à l’itération n°i. En notant ( )( ) ( )2 2Card i iE N= , on a : ( )( 1)1
( )
2 ( ) 2
2
4 4
i
res
i
i b
bI k
E N MN E
N M N
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( )
2
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M
 par ( )2
ip , on peut approcher la variance de l’interférence résiduelle comme suit : 
( )( 1)1
2 ( )
24i
res
i
bI k
M p E
N
σ + = , d’où l’on déduit l’approximation de la probabilité d’erreur sur le groupe 1 à 
l’itération n°( 1i + ) : 
( 1)
1
( ) 0
2
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4
2
i
i
b
p NM p
N E
+
   ≈  +  
.                  (3.68) 
 
Rappelons que les approximations gaussiennes effectuées supposent que N soit suffisamment grand. 
Les expressions (3.66), (3.67) et (3.68) supposent de plus qu’il n’y a pas de problème de diminution 
de la distance euclidienne minimale. 
3.4.1.10.2. 2ème modèle d’approximation 
Il consiste à évaluer les probabilités d’erreur en envisageant toutes les possibilités sur le nombre 
d’erreurs commises sur les symboles de l’autre groupe : 
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3.4.1.10.3. Evaluation des modèles d’approximation 
Les figures 3.31 et 3.32 permettent de comparer les approximations faites respectivement à l’aide 
du 1er et du 2ème modèle sur les probabilités d’erreur du groupe 1 et du groupe 2 après chacune des 3 
premières itérations du HDIC. 
 
(a) 
 
(b) 
Fig. 3.31. Evaluation du 1er modèle : performances du HDIC sur un schéma OCDMA/OCDMA avec N = 256, M = 16 
(a) Utilisateurs du groupe 1 ; (b) Utilisateurs du groupe 2. 
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(a) 
 
(b) 
Fig. 3.32. Evaluation du 2ème modèle : performances du HDIC sur un schéma OCDMA/OCDMA avec N = 256, M = 16 
(a) Utilisateurs du groupe 1 ; (b) Utilisateurs du groupe 2. 
 
On observe que les courbes données par les simulations sont très bien estimées par le 2ème modèle 
(figure 3.32). Les résultats du 1er modèle (figure 3.31) paraissent quant à eux plus grossiers, ce qui 
s’explique par le fait que l’approximation réalisée par le 1er modèle est beaucoup moins précise que 
celle du 2ème modèle. 
Toutefois, ces modèles ont leurs limites. Ainsi, lorsqu’on cherche à les utiliser pour une faible 
valeur de N, le 2ème modèle s’avère assez optimiste par rapport aux résultats des simulations (figure 
3.33). Compte tenu du fait que les performances du schéma considéré (à savoir TDMA/OCDMA 
avec 16N = , 3M = ) tendent vers la courbe de la BPSK (il n’y a pas de diminution de la distance 
euclidienne minimale, et par conséquent pas de problème de palier de BER), on aurait pu s’attendre 
à ce que le modèle d’approximation soit plus proche des résultats de simulations effectivement 
obtenus avec le HDIC. Enfin, l’autre limitation concerne le problème de diminution possible de la 
distance minimale euclidienne qui n’est pas prise en compte dans ces modèles le cas échéant. 
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(a) 
 
(b) 
Fig. 3.33. Evaluation du 2ème modèle : performances du HDIC sur un schéma TDMA/OCDMA avec N = 16, M = 3 
(a) Utilisateurs du groupe 1 ; (b) Utilisateurs du groupe 2. 
 
Les modèles proposés peuvent donc donner des approximations satisfaisantes dans certains cas 
précis (pour N grand et en l’absence de palier d’erreurs binaires, autrement dit à faible surcharge). 
L’étude de ce sujet demanderait à être poursuivie, en consultant notamment [104], [98], [24], [14], 
et [13]. L’étape suivante serait l’analyse en convergence du SIC, pour laquelle on pourrait entre 
autres s’appuyer sur [14]. 
3.4.1.11. Résultats de simulations sur canal de Rayleigh non sélectif 
Nous étudions ici les performances des schémas utilisant deux ensembles de formes d’ondes 
orthogonales sur un canal à évanouissements de Rayleigh parfaitement connus avec un seul trajet. 
Ce modèle de canal est en effet plus pertinent que le canal AWGN dans le contexte des systèmes de 
communications mobiles. Nous avons en particulier évalué le facteur de surcharge OF atteignable 
dans le cas d’une modulation QPSK, pour des séquences d’étalement réelles et complexes. Utilisées 
conjointement avec une annulation itérative d’interférences de type SDIC, les techniques de channel 
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overloading étudiées permettent d’atteindre des surcharges significatives, et ce sans nécessiter de 
classement préalable des utilisateurs en fonction des amplitudes des atténuations. 
 
On étudie les performances du TDMA/OCDMA et de l’OCDMA/OCDMA lorsqu’on utilise un 
récepteur SDIC sur un canal de Rayleigh. Pour prendre les décisions souples sur les symboles, on 
utilise comme non-linéarité intervenant dans l’organe de décision la fonction linéaire par morceau 
(cf. (3.36)), sauf à la dernière itération, où on prend des décisions dures. 
Afin de comparer les performances de ces schémas, on définit maxM  le nombre critique 
d’utilisateurs en excès qu’un système peut accueillir, tel que la dégradation sur le rapport Eb/N0 
entre la performance moyenne en termes de BER et le BER idéal correspondant à une annulation 
d’interférences parfaite reste inférieure à 1 dB pour un BER de 5.10-4 (cette mesure s’inspire de 
celle utilisée dans [126] pour un canal AWGN). Par conséquent, cette mesure garantit que le BER 
moyen reste proche de la courbe idéale du BER, tant que maxM M< . Ainsi, la surcharge atteignable 
correspondante OFmax sera égale à maxM N . Il convient de noter que la performance fournie par 
une annulation d’interférences parfaite est identique à celle d’un système non surchargé où les 
utilisateurs seraient orthogonaux, et aussi à la performance d’un système comprenant seulement un 
utilisateur. On rappelle que la probabilité d’erreur binaire d’un seul utilisateur sur canal de Rayleigh 
est donnée par [80] : 
0
1 11
2 1b b
Pe
N E
 = −  + 
.                   (3.71) 
Les simulations effectuées visent à évaluer la surcharge acceptable après SDIC avec des symboles 
QPSK et un étalement réel ou complexe, et ce pour plusieurs valeurs du facteur d’étalement N. Le 
nombre d’itérations a été fixé à 10 dans tous les cas, ce qui permet de considérer que les 
performances ont atteint leur point d’équilibre (accroître le nombre d’itérations ne fournissant pas 
d’amélioration significative). 
Le tableau 3.4 résume les surcharges critiques pour le TDMA/OCDMA (T/O) et 
l’OCDMA/OCDMA (O/O) lorsque les séquences d’étalement sont à valeurs réelles et complexes, 
pour différentes valeurs de N (N = 16, 32, 64, 128, 256). On rappelle qu’aucun classement des 
utilisateurs n’est nécessaire au récepteur pour produire ces résultats. 
 
Tableau 3.4. Surcharges atteignables sur canal de Rayleigh 
Etalement réel 
 N=16 N=32 N=64 N=128 N=256 
T/O 19% 44% 70% 84% 93% 
O/O 6% 22% 67% 83% 92% 
Etalement complexe 
 N=16 N=32 N=64 N=128 N=256 
T/O 19% 44% 72% 84% 92% 
O/O 31% 53% 72% 84% 93% 
Le tableau 3.4 illustre l’influence du facteur d’étalement N sur les performances : on constate en 
effet que les surcharges acceptables augmentent considérablement avec le facteur d’étalement N 
quel que soit le système considéré. On remarque également que les résultats sont meilleurs avec un 
étalement complexe qu’avec un étalement réel. Ce phénomène survient surtout pour de faibles 
valeurs de N (N = 16, 32, 64), alors qu’il tend à disparaître pour de grandes valeurs de N ( 128N ≥ ), 
pour lesquelles les performances des systèmes étudiés sont quasiment identiques. Qui plus est, la 
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différence observée suivant le type d’étalement (réel ou complexe) est plus accentuée en 
OCDMA/OCDMA qu’en TDMA/OCDMA. 
En toute rigueur, les résultats sur canal AWGN et sur canal de Rayleigh ne sont pas comparables. 
Néanmoins, si la surcharge acceptable sur canal AWGN est définie de façon à ce que la dégradation 
moyenne sur Eb/N0 par rapport à la performance d’un seul utilisateur reste inférieure à 0,35 dB à 
BER = 510−  (comme dans [126]), on obtient par exemple en OCDMA/OCDMA avec 128N =  une 
surcharge acceptable de 25% et 53% respectivement avec un étalement réel et complexe. D’une 
certaine façon, le système paraît plus tolérant sur canal de Rayleigh (puisque la surcharge 
acceptable atteint 83% et 84% respectivement avec un étalement réel et complexe et en prenant les 
mêmes paramètres) que sur canal AWGN. L’introduction des coefficients d’atténuation complexes 
kλ  a une répercussion sur la probabilité que des signaux correspondant à des séquences de 
symboles différentes soient séparés par la distance euclidienne minimale : en raison du caractère 
aléatoire des coefficients kλ , la probabilité d’avoir des signaux proches devient extrêmement faible 
en pratique. De plus, la différence entre étalement réel et complexe est nettement plus importante 
sur canal AWGN, car on ne bénéficie pas alors du fait que les atténuations kλ  sont complexes, 
comme c’est le cas sur canal de Rayleigh. 
La figure 3.34 met en évidence l’influence importante du facteur d’étalement N sur le BER moyen, 
lorsqu’on travaille sur un système OCDMA/OCDMA avec un étalement réel, un facteur de 
surcharge fixé à 50%, et plusieurs valeurs de N. Les performances fournies par les simulations 
peuvent être confrontées à la performance théorique d’un seul utilisateur sur canal de Rayleigh. On 
observe que les performances tendent à s’améliorer lorsque N augmente : ainsi, la dégradation se 
produisant pour 16N =  et 32N =  disparaît sur les courbes associées à 64N =  et 128N =  (qui 
sont pratiquement confondues). 
 
 
Fig. 3.34. Influence de N sur la performance moyenne de l’O/O (étalement réel) 
avec 50% de surcharge sur canal de Rayleigh 
 
On s’intéresse ensuite aux performances du TDMA/OCDMA avec étalement réel, 128N = , pour 
différentes valeurs du nombre d’utilisateurs en excès M, représentant une surcharge de 80%, 84%, 
(autrement dit la surcharge acceptable), 90%, 95%, et 100% (voir figure 3.35). Les courbes 
présentées sur la figure 3.35 montrent, que d’après la définition retenue pour la surcharge 
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atteignable, une surcharge de 84% est effectivement acceptable, ce qui n’est pas le cas d’une 
surcharge de 90%. 
 
 
Fig. 3.35. Performance moyenne du T/O (étalement réel) pour N = 128 sur canal de Rayleigh 
 
L’étude des performances de l’algorithme ISDIC sur canal de Rayleigh montre que les résultats 
fournis par la technique présentée dans [68] sont très proches de ceux obtenus avec une détection 
SDIC, hormis en TDMA/OCDMA, où les résultats s’avèrent moins bons (l’ISDIC n’étant pas 
approprié à ce type de schéma). 
La figure 3.36 pemet de comparer les performances fournies par l’OCDMA/OCDMA avec celles du 
PN-CDMA, lorsqu’on applique une annulation d’interférences de type SDIC et ISDIC en supposant 
la matrice des atténuations Λ  connue. Dans la mesure où les performances obtenues pour chacun 
des ensembles d’utilisateurs en OCDMA/OCDMA sont très proches, on se contente par la suite 
d’étudier les performances moyennes. A noter que l’algorithme ISDIC est ici mis en oeuvre dans sa 
version “standard”, et que les résultats présentés ont été obtenus après 4 itérations pour l’ISDIC, et 
10 itérations pour le SDIC. En raison des interférences moins importantes en jeu en 
OCDMA/OCDMA qu’en PN-CDMA, on constate logiquement que les performances obtenues avec 
l’OCDMA/OCDMA sont meilleures qu’avec le PN-CDMA lorsqu’on applique le SDIC. Avec 
l’ISDIC, les résultats pour l’OCDMA/OCDMA et le PN-CDMA sont assez proches, bien que 
légèrement en faveur de l’OCDMA/OCDMA pour ( 16N = , 8M = ) et ( 16N = , 12M = ). Il est 
donc utile de préserver de l’orthogonalité dans les séquences d’étalement, bien que le canal soit un 
canal de Rayleigh. Dans le cas de l’OCDMA/OCDMA, on observe encore un phénomène de palier, 
mais intervenant à des niveaux de BER différents de ceux observés sur canal AWGN (ils sont en 
fait inférieurs). En effet, l’effet du canal AWGN peut se modéliser comme celui du canal de 
Rayleigh en prenant KIΛ =  dans (3.21). Du fait du caractère aléatoire de Λ , la probabilité d’avoir 
la même séquence de signal émis associée à deux séquences de symboles distinctes est susceptible 
de diminuer. De plus, on constate que l’approximation gaussienne sur laquelle se fonde l’ISDIC est 
plus pertinente encore, car les atténuations relatives à chaque utilisateur interviennent dans les 
expressions des interférences multi-utilisateurs. C’est pourquoi l’assimilation de cette interférence à 
un bruit gaussien est alors plus pertinente que dans le cas du canal AWGN. Ceci explique le 
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meilleur fonctionnement de l’ISDIC. Les performances fournies par l’ISDIC sont meilleures (PN-
CDMA) ou voisines (OCDMA/OCDMA) de celles données par le SDIC. 
 
 
(a) 
 
(b) 
Fig. 3.36. Performance moyenne avec symboles QPSK (étalement complexe) sur canal de Rayleigh 
(a) en PN-CDMA ; (b) en OCDMA/OCDMA. 
 
L’application des algorithmes SDIC et ISDIC à un système TDMA/OCDMA avec ( 16N = , 
5M = ) et un étalement complexe fournit les résultats montrés sur la figure 3.37. Les moins bons 
résultats obtenus avec l’ISDIC peuvent être dus à un nombre insuffisant d’itérations, ou plus 
vraisemblablement au fait que l’approximation gaussienne en TDMA/OCDMA n’est pas aussi 
pertinente qu’en OCDMA/OCDMA par exemple. Ceci a d’ailleurs déjà été observé pour l’ISDIC 
appliqué au TDMA/OCDMA sur canal AWGN. 
 
 87
 
Fig. 3.37. Performance moyenne avec symboles QPSK (étalement complexe) 
sur canal de Rayleigh en TDMA/OCDMA 
 
L’étude des performances du TDMA/OCDMA et de l’OCDMA/OCDMA sur canal de Rayleigh 
lorsqu’on travaille sur des symboles QPSK et qu’on applique un algorithme SDIC à la réception a 
montré que les surcharges acceptables tendent à augmenter avec le facteur d’étalement N pour tous 
les schémas : la surcharge acceptable est égale à 19% ou 31% pour 16N =  (avec un étalement 
complexe), alors qu’elle peut atteindre 84% pour 128N = . Le récepteur étudié permet donc d’avoir 
des surcharges acceptables substantielles. L’étape suivante consiste à mener une étude des 
performances sur canaux dispersifs, comme cela est fait au chapitre 5 dans un contexte incluant du 
codage canal. 
3.4.2. Schéma de Ross et Taylor 
3.4.2.1. Résultats des simulations de Monte Carlo 
On présente ci-dessous les résultats fournis par la construction de Ross et Taylor en prenant ( 4N = , 
1M = ), ( 16N = , 4M = ), ( 16N = , 5M = ), et ( 64N = , 21M = ) avec une base d’étalement égale 
à 4. Les performances ont, sauf mention contraire, été obtenues à l’issue d’une détection SDIC sur 
10 itérations utilisant une fonction linéaire par morceau ( 0.8θ = ). Elles peuvent être comparées aux 
performances du détecteur optimal, ainsi qu’aux performances des systèmes TDMA/OCDMA ou 
OCDMA/OCDMA. Dans tous les cas, on travaille avec des symboles BPSK. 
 
En fait, dans le cas ( 4N = , 1M = ) illustré par la figure 3.38, les systèmes de Taylor et 
TDMA/OCDMA sont identiques, ce qui explique que les performances obtenues avec ces systèmes 
soient les mêmes. Ceci étant dit, on remarque qu’il est encore possible de se rapprocher des 
performances optimales. 
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(a) 
 
(b) 
Fig. 3.38. Performances de la construction de Ross et Taylor avec N = 4, M = 1 (25%) : 
(a) Comparaison avec les performances du détecteur optimal ; (b) Comparaison avec le TDMA/OCDMA. 
 
 
Comme on peut l’observer sur la figure 3.39, la construction de Ross et Taylor, qui est réalisée de 
façon à maintenir constante la distance minimale, paraît intéressante dans la mesure où elle permet 
d’éviter les phénomènes de paliers qui peuvent se produire avec un système TDMA/OCDMA, 
comme c’est le cas par exemple avec ( 16N = , 4M = ). 
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(a) 
 
(b) 
Fig. 3.39. Performances de la construction de Ross et Taylor avec N = 16, M = 4 (25%) : 
(a) Comparaison avec les performances du détecteur optimal ; (b) Comparaison avec le TDMA/OCDMA. 
 
 
La figure 3.40 permet de visualiser les performances de la construction de Ross et Taylor avec 
( 16N = , 5M = ). Avec ces paramètres, les utilisateurs sont répartis en trois groupes orthogonaux : 
le groupe n°1 comprend 16 utilisateurs, le groupe n°2 compte 4 utilisateurs, et le groupe n°3 se 
limite en fait à un seul utilisateur. Ici encore, la construction de Ross et Taylor paraît intéressante 
car elle permet d’éviter les phénomènes de paliers. En outre, un algorithme de détection plus 
performant pourrait permettre de se rapprocher des performances optimales fournies par la 
construction de Taylor, et ainsi d’améliorer encore les résultats. On observe également que les 
performances se dégradent avec le numéro du groupe, du fait de l’augmentation de la puissance 
d’interférence avec le numéro du groupe et de la propagation d’erreurs lors de la détection des 
symboles. 
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(a) 
 
(b) 
Fig. 3.40. Performances de la construction de Ross et Taylor avec N = 16, M = 5 (31,25%) : 
(a) Comparaison avec les performances du détecteur optimal ; (b) Comparaison avec le TDMA/OCDMA. 
 
 
Dans le cas ( 64N = , 21M = ), les performances du TDMA/OCDMA semblent meilleures que 
celles de la construction de Ross et Taylor (voir figure 3.41a), mais les courbes présentent des 
paliers (que l’on voit ici s’amorcer), ce qui nous a conduit à comparer les performances de la 
construction de Ross et Taylor avec celles de l’OCDMA/OCDMA (figure 3.41b). Au vu des 
courbes de performance moyenne relatives à ces deux schémas, l’intérêt de la construction de Ross 
et Taylor est moins probant pour des valeurs élevées de N, car en OCDMA/OCDMA, le palier de 
BER se produit alors à une probabilité d’erreur très faible. Ceci étant dit, il convient de remarquer 
qu’il est peut-être possible d’améliorer les performances du schéma de Ross et Taylor par un 
algorithme de détection mieux adapté. 
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(a) 
 
(b) 
Fig. 3.41. Performances de la construction de Ross et Taylor avec N = 64, M = 21 (32,8%) : 
(a) Comparaison avec le TDMA/OCDMA ; (b) Comparaison avec l’OCDMA/OCDMA. 
 
 
Enfin, pour de faibles valeurs de N, et pour des valeurs de M ne permettant pas d’utiliser la 
construction de Ross et Taylor avec une base d’étalement égale à 4, il faut signaler qu’il peut être 
intéressant d’utiliser la construction de Ross et Taylor avec une base d’étalement égale à 2. La 
figure 3.42 permet de visualiser les performances de cette construction lorsque 4N =  et 2M = . 
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(a) 
 
(b) 
Fig. 3.42. Performances de la construction de Ross et Taylor avec N = 4, M = 2 (50%) : 
(a) Comparaison avec les performances du détecteur optimal ; (b) Comparaison avec le TDMA/OCDMA. 
 
On constate que l’utilisation du schéma de Ross et Taylor peut ici s’avérer intéressante : en effet, 
bien que l’étalement en base 2 induise une diminution de la distance minimale (et donc une forte 
dégradation des performances par rapport à une BPSK classique), les résultats sont meilleurs 
qu’avec le TDMA/OCDMA, car la distance minimale euclidienne entre signaux est alors nulle. La 
figure 3.42a met en évidence que le SDIC permet déjà d’obtenir les performances optimales. 
Néanmoins, il faut rappeler qu’il est toujours préférable d’utiliser un étalement en base 4 plutôt 
qu’en base 2 pour des valeurs de M le permettant. 
3.4.2.2. Intérêt de cette construction 
Tout d’abord, il convient de rappeler qu’il n’a ici été question que de symboles BPSK. On a vu que 
la construction proposée par Ross et Taylor peut se révéler intéressante pour de faibles valeurs de N 
( 4N = , 16N = ). En effet, sous ces conditions, les schémas TDMA/OCDMA et OCDMA/OCDMA 
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présentent –contrairement à la construction suggérée par Ross et Taylor– des défauts de 
construction rédhibitoires, rendant les performances inacceptables (présence de paliers sur les 
courbes de performances). En revanche, pour des valeurs de N plus grandes (typiquement pour 
64≥N ), l’utilisation de l’OCDMA/OCDMA est vraisemblablement plus bénéfique que la nouvelle 
construction, car les phénomènes de paliers interviennent alors à des BER très faibles, alors que les 
performances tendent à se dégrader pour le schéma de Ross et Taylor, en particulier pour les 
utilisateurs additionnels. En outre, l’OCDMA/OCDMA permet de dépasser la surcharge limite de 
33,33% de la construction de Ross et Taylor. 
En résumé, la construction de Ross et Taylor est surtout susceptible d’avoir un intérêt lorsque l’on 
travaille avec un N faible ( 4N = , 16N = ). 
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Chapitre 4 
Deuxième type de construction 
4.1. Les schémas multi-niveaux 
Nous allons à présent voir que le channel overloading peut être interprété comme le codage multi-
niveaux d’une constellation étendue. Cette interprétation permet de mieux appréhender les 
performances et les limites des techniques de channel overloading existantes, et nous amène à 
proposer de nouveaux schémas, qui s’inspirent de la technique d’accès multiple exposée dans [83]. 
Nous limitons dans un premier temps notre étude au cas de signaux réels utilisant la modulation 
BPSK, puis nous en proposerons une extension au cas de symboles QPSK. 
Etant donné que nous nous limiterons au cas de symboles BPSK et QPSK, on désignera par gain 
asymptotique d’un schéma le gain atteignable sur le rapport Eb/N0 requis pour avoir un BER donné 
en comparaison avec la performance de la BPSK (laquelle se confond avec celle de la QPSK). 
4.1.1. Cas de symboles BPSK 
4.1.1.1. Une interprétation du channel overloading 
4.1.1.1.1. Techniques utilisant deux ensembles de formes d’ondes orthogonales 
Considérons par exemple un schéma TDMA/OCDMA. On a vu que le signal émis peut s’écrire : 
 ( )
1
1 1, 2, ...,
M
e
k k N m km
m
y s s w k N
N +=
= + =∑                   (4.1) 
où ks  et N ms +  désignent respectivement les symboles transmis par le kième utilisateur TDMA et le 
mième utilisateur OCDMA, et ( )ekmw  est le kième chip de la séquence WH attribuée au mième 
utilisateur OCDMA. 
En fixant 1M = , le signal émis devient : 
 1
1 1, 2, ...,k k Ny s s k NN +
= + = .                   (4.2) 
En supposant que les symboles sont à valeurs dans {-1, +1}, l’alphabet des échantillons du signal 
émis est { }NA 10 1±±= . Il s’agit d’un alphabet quaternaire dont les points sont non-uniformément 
espacés. Suivant le principe de partition de la constellation énoncé par Ungerboeck, la constellation 
peut être partagée en deux sous-ensembles { }NNB 110 1,1 +++−=  et { }NNB 111 1,1 −+−−= . 
D’après (4.2), il apparaît clairement que tous les échantillons de signal ky  d’un même bloc prennent 
soient leurs valeurs dans B0 (si 1 1Ns + = + ), soit dans B1 (si 1 1Ns + = − ). Autrement dit, cette 
technique de channel overloading peut être vue comme une BCM (Block-Coded Modulation) basée 
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sur une étape de partition d’une constellation comprenant quatre points non-uniformément espacés, 
où le bit qui sélectionne le sous-ensemble B est un simple code à répétition. 
 
1 1Ns + =−1 1Ns + =+
0
11A
N
 = ± ±  
0
1 11 , 1B
N N
 = − + + +   1
1 11 , 1B
N N
 = − − + −  
 
Fig. 4.1. Partition de la constellation du schéma TDMA/OCDMA avec M = 1 
 
Ainsi, le signal émis à N dimensions prend ses valeurs dans B0B0…B0 ou B1B1...B1. La distance 
minimale euclidienne au sein de chacun de ces ensembles est égale à 2, ce qui correspond à la 
distance minimale de la constellation binaire d’origine. En supposant que 4≥N , la distance 
quadratique minimale entre les ensembles B0B0…B0 et B1B1...B1 est égale à ( ) 422 =NN . La 
distance minimale euclidienne de ce code multi-niveaux est donc de 2 ; par conséquent, le channel 
overloading n’occasionne pas de perte asymptotique sur les performances. Néanmoins, il convient 
de rappeler que lorsque 1>M , la distance minimale euclidienne peut diminuer voire s’annuler 
selon la valeur du paramètre N. 
4.1.1.1.2. Construction proposée par Ross et Taylor 
Comme cela a déjà été précisé, ce schéma vise à accroître le nombre d’utilisateurs tout en 
maintenant la distance minimale à 2. Il utilise une longueur de bloc LN 4=  avec L entier, les 
utilisateurs étant groupés en 1J L= +  ensembles orthogonaux tel que le jième (j = 1, …, J) 
ensemble comprenne 4J jjK
−=  utilisateurs. Ce schéma permet d’ajouter au maximum 
( )
1
14 1
3
L
L j
max
j
M N−
=
= = −∑  utilisateurs, ce qui donne une surcharge égale à 
1
1 1 14 1
3 3
L
j
j
OF
N
−
=
 = = − <  ∑ . 
En prenant 16N = , cinq symboles additionnels sont transmis par bloc de 16 symboles originaux : 
 2116 4
1 1 1, ..., 16
2 4k k k
y s s s k+  = + + = .                  (4.3) 
Ce schéma peut être interprété de façon similaire au TDMA/OCDMA. D’après (4.3), le signal émis 
lorsque 16N =  prend ses valeurs dans l’alphabet { }41210 1 ±±±=A , qui peut être partagé en deux 
sous-ensembles { }41210 1 +±±=B  et { }41211 1 −±±=B . En poussant plus loin la partition, on 
aboutit aux ensembles { }41210 1 ++±=C , { }41212 1 +−±=C , { }41211 1 −+±=C , et { }41213 1 −−±=C . La sélection du sous-ensemble B se fait par 21s , qui constitue un code à 
répétition de longueur 16. Ainsi, le bloc de signal émis prend ses valeurs dans B0B0…B0 ou 
B1B1...B1. De plus, les sous-ensembles C sont également déterminés par une séquence codée : en 
l’occurrence, le bloc N-dimensionnel de signal émis prend ses valeurs dans 
1 2 3 16
...C C C Cα α α α , où les 
indices des sous-ensembles C satisfont les relations suivantes (codes à répétition) : 
4 3 2 1α α α α= = = , 8 7 6 5α α α α= = = , 12 11 10 9α α α α= = = , et 16 15 14 13α α α α= = = . 
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21 1s =+
16
4
1ks  +  
=−
16
4
1ks  +  
=+
16
4
1ks  +  
=−
16
4
1ks  +  
=+
0
1 11
2 4
C  = ± + +   1
1 11
2 4
C  = ± + −  2
1 11
2 4
C  = ± − +   3
1 11
2 4
C  = ± − −  
0
1 11
2 4
B  = ± ± +   1
1 11
2 4
B  = ± ± −  
0
1 11
2 4
A  = ± ± ±  
21 1s =−
 
Fig. 4.2. Partition de la constellation du schéma de Ross et Taylor avec N = 16 
4.1.1.2. Construction de nouveaux schémas 
4.1.1.2.1. Schéma à 1 niveau de partition 
A partir des interprétations précédentes portant sur des techniques de channel overloading 
existantes, nous nous proposons d’examiner un schéma de transmission utilisant un niveau de 
superposition et une partition à un niveau de la constellation résultante. Soit λ  l’amplitude de 
l’impulsion qui porte les bits de surcharge. Le signal émis s’écrit alors : 
 (1) (2) 1, 2, ...,k k ky x x k Nλ= + =                    (4.4) 
où les (1)kx  sont les bits primaires et les 
(2)
kx  sont les bits de surcharge après mapping BPSK. 
L’alphabet des échantillons du signal émis est { }λ±±= 10A , qui peut être partagé en deux sous-
ensembles { }λ+±= 10B  et { }λ−±= 11B . La distance minimale euclidienne au sein de chacun de 
ces ensembles est 2, et la distance minimale entre les sous-ensembles B est ( )0 1,mind B B  = 
( )( )λλ −12,2min , qui est maximisée pour 1 2λ = . Ceci implique ( )0 1, 1mind B B = . Le groupe de 
bits de surcharge choisit un sous-ensemble B pour chaque symbole, et les bits primaires déterminent 
un point dans chaque sous-ensemble. Les bits primaires ne sont pas codés, et les bits de surcharge 
sont codés par un code de Reed-Muller (RM) ayant une distance de Hamming Hd  égale à 4, afin de 
vérifier ( ) ( )2 20 4H min min id d A d B= = . Ce code est en fait un code de Hamming étendu de longueur 
2qN = . Le nombre de bits d’information par mot de code est donc 121 −−= qM q . On a ainsi 
1N M+  bits d’information par bloc et un facteur de surcharge 1OF M N= . 
 
{ }0 1A λ= ± ±
{ }0 1B λ= ± + { }1 1B λ= ± −  
Fig. 4.3. Partition de la constellation du schéma proposé à 1 niveau de partition 
 
Le système décrit ci-dessus peut être vu comme un schéma d’accès multiple avec deux ensembles 
d’utilisateurs : un premier ensemble de N utilisateurs dont les bits d’information ( (1)1b , 
(1)
2b , …, 
(1)
Nb ) 
( { }(1) 0,  1kb ∈  pour k = 1, 2, …, N) restent non codés, et un second ensemble de 1M  utilisateurs 
additionnels dont les bits d’information ( (2)1b , …, 1
(2)
Mb ) ( { }(2) 0,  1kb ∈  pour k = 1, …, 1M ) sont codés 
par le biais du code de RM spécifié, ce qui donne le mot de code de longueur N ( (2)1d ,
(2)
2d , …, 
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(2)
Nd ). D’un point de vue pratique, les N utilisateurs de l’ensemble 1 transmettent leurs données 
successivement, chacun d’entre eux transmettant un bit d’information dans une période symbole 
donnée du bloc de N symboles. Par contre, comme les bits transmis par les utilisateurs de 
l’ensemble 2 sont codés, chacun de ces utilisateurs transmet un paquet de 1M  bits d’information sur 
un bloc de N symboles et attend que les autres utilisateurs aient transmis des paquets similaires sur 
les 1 1M −  blocs de symboles suivants. Ainsi, chaque utilisateur de l’ensemble 2 transmet 1M  bits 
d’information tous les 1M  blocs de symboles, et présente donc le même débit binaire moyen que les 
utilisateurs de l’ensemble 1. 
Pour illustrer cette technique, considérons le cas correspondant à 8N = . Les 8N =  bits 
d’information primaires ( (1)1b , 
(1)
2b , …, 
(1)
8b ) sont transmis en série en passant par un mapping BPSK 
qui produit ( (1)1x ,
(1)
2x , …, 
(1)
8x ) (avec { }(1) 1,  1jx ∈ −  pour j = 1, 2, ..., 8). Les 1 4M =  bits additionnels 
( (2)1b , 
(2)
2b , 
(2)
3b , 
(2)
4b ) sont codés par un code de RM de distance de Hamming 4. La séquence 
résultante ( (2)1d , 
(2)
2d , …, 
(2)
8d ) est donnée par : 
 
( )
( )
(2) (2) (2) (2) (2)
1 1 2 1 4
2(2) (2) (2) (2)
3 2 4 2 4
2(2) (2) (2) (2)
5 3 6 3 4
(2) (2) (2)
7 8 4
d b d b b
d b d b b
d b d b b
d p d p b
= = ⊕
= = ⊕
= = ⊕
= = ⊕
                    (4.5) 
avec ( ) ( ) ( )2 2 21 2 3p b b b= ⊕ ⊕ . Après mapping BPSK de ( (2)1d , (2)2d , …, (2)8d ) ( { }(2) 0,  1jd ∈  pour j = 1, 
2, ..., 8), on obtient les symboles ( (2)1x , 
(2)
2x , …, 
(2)
8x ) (avec { }(2) 1,  1jx ∈ −  pour j = 1, 2, ..., 8). Ainsi, 
la séquence transmise est donnée par : 
 (1) (2)1 1, 2, ..., 8
2k k k
y x x k= + = .                   (4.6) 
Ceci permet d’obtenir 50%OF = . De plus, l’énergie transmise par bit est égale à 5/6, ce qui 
implique une amélioration de 0,8 dB des performances asymptotiques par rapport à la courbe de 
référence de la BPSK. 
 
Le treillis associé à ce schéma est représenté par les figures 4.4 et 4.5 respectivement pour 8N =  et 
16N = . Dans les deux cas, le demi-treillis supérieur correspond à ( )
1
2 0Mb = , et le demi-treillis 
inférieur à ( )
1
2 1Mb = . Chaque transition correspond à la transmission de deux échantillons successifs 
dans le treillis de la figure 4.4, et à quatre échantillons successifs dans le cas de la figure 4.5. D’une 
manière générale, le treillis tend à devenir de plus en plus complexe lorsque N augmente. 
 
B 0B 0 B 1B 1
B 0B 1 B 1B 0
 
 
 
Fig. 4.4. Treillis pour le schéma à 1 niveau 
de partition avec N = 8 
B 0B 0B 0B 0 ∪ B 1B 1B 1B 1
B 0B 0B 1B 1 ∪ B 1B 1B 0B 0
B 0B 1B 0B 1 ∪ B 1B 0B 1B 0
B 0B 1B 1B 0 ∪ B 1B 0B 0B 1
B 0B 0B 0B 1 ∪ B 1B 1B 1B 0
B 0B 0B 1B 0 ∪ B 1B 1B 0B 1
B 0B 1B 0B 0 ∪ B 1B 0B 1B 1
B 0B 1B 1B 1 ∪ B 1B 0B 0B 0  
 
Fig. 4.5. Treillis pour le schéma à 1 niveau 
de partition avec N = 16 
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La figure 4.6 montre les performances moyennes du TDMA/OCDMA, de la construction de Ross et 
Taylor et du schéma à 1 niveau de partition après décodage à maximum de vraisemblance (ML, 
pour Maximum Likelihood), effectué dans le dernier cas par l’algorithme de Viterbi sur les treillis 
présentés. Afin d’appliquer le décodage ML, on étudie les schémas cités pour de petites valeurs de 
N. Dans les cas où le décodage ML est infaisable en pratique, par exemple pour de plus grandes 
valeurs de N ou lorsque des codes différents de ceux proposés sont utilisés (comme ceux basés sur 
la capacity design rule [135] au lieu de la balanced distance rule comme c’est le cas ici), il serait 
nécessaire d’avoir recours au décodage multi-étages (multistage decoding). 
 
 
Fig. 4.6 Performance moyenne sur symboles BPSK 
 
La figure 4.6 montre que pour ( 8N = , 4M = ), le schéma à 1 niveau de partition présente de bien 
meilleures performances que le TDMA/OCDMA, dont la distance euclidienne minimale mind  est ici 
inférieure à 2 (on a plus précisément : 2 24 8 8 1.37mind = − ≈ , soit 1.17mind ≈ ). Le schéma à 1 
niveau de partition évite notamment le phénomène de paliers de BER, qui est dû à une distance 
euclidienne minimale nulle, ce qui peut se produire avec le schéma TDMA/OCDMA (par exemple 
avec 16N = , 4M = ). La figure 4.6 permet également de comparer les performances du schéma 
proposé avec celles fournies par la construction de Ross et Taylor, lorsque le paramètre N est fixé à 
16 et que le nombre d’utilisateurs en excès est pris égal au maximum permis par chaque 
construction (c’est-à-dire 5M =  pour la construction de Ross et Taylor et 11M =  pour le schéma 
proposé). Cette figure met en évidence que, bien que la surcharge admissible soit bien supérieure 
dans le cas de la partition à 1 niveau (69% contre 31% avec la construction de Ross et Taylor), les 
performances ne connaissent pas de dégradation importante. En outre, le schéma proposé donne un 
gain asymptotique de 1,3 dB (lequel pourrait être observé pour de plus grandes valeurs du rapport 
Eb/N0), tandis que la construction de Ross et Taylor n’apporte aucun gain asymptotique. 
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4.1.1.2.2. Schéma à 1 niveau de partition avec surcharge fixée à 50% 
On s’intéresse ici à un schéma à 1 niveau de partition permettant une surcharge fixe de 50% quel 
que soit le paramètre N. Il s’inspire directement du schéma précédent avec 8N = , et présente 
l’intérêt d’avoir une complexité limitée. 
Soit ( )1kb  et ( )2kb  ( ( ) { }0,  1lkb ∈ , l = 1, 2) les bits d’information associés aux utilisateurs des ensembles 
1 et 2. Les bits ( (1)1b , 
(1)
2b , …, 
(1)
Nb ) sont transmis en série en utilisant le mapping BPSK, ce qui 
donne ( (1)1x , 
(1)
2x , …, 
(1)
Nx ) (avec { }(1) 1,  1jx ∈ −  pour j = 1, 2, ..., N). Les bits additionnels ( (2)1b , …, 
(2)
2Nb ) sont codés par un code de Hamming étendu. La séquence résultante (
(2)
1d , 
(2)
2d , …, 
(2)
Nd ) est 
donnée par : 
( )
( ) ( )
( )
( ) ( )
2(2)
2 1
2 2(2)
2 2
2 1
2(2)
1 1
2 1
2 2(2)
21
1, 2, ..., 2 1k k
k k N
N
N jj
N
N j Nj
d b
k N
d b b
d b
d b b
−
−
− =
−
=
=  = −= ⊕ 
= ⊕
= ⊕ ⊕
                   (4.7) 
Après mapping BPSK de ( (2)1d , 
(2)
2d , …, 
(2)
Nd ) ( { }(2) 0,  1jd ∈  pour j = 1, 2, ..., N), on obtient les 
symboles ( (2)1x , 
(2)
2x , …, 
(2)
Nx ) (avec { }(2) 1,  1jx ∈ −  pour j = 1, 2, ..., N). La séquence émise est 
donnée par : 
(1) (2)1 1, 2, ...,
2k k k
y x x k N= + = .                   (4.8) 
Le treillis correspondant est représenté par la figure 4.7. Là encore, l’énergie transmise par bit est 
égale à 5/6, donnant un gain asymptotique de 0,8 dB. 
 
B 0B 0 B 1B 1
B 0B 1 B 1B 0
…
…
…
…
...
…
 
 
Fig. 4.7. Treillis pour le schéma à 1 niveau de partition avec 50% de surcharge 
 
La figure 4.8 montre la courbe de BER de ce schéma atteignant 50% de surcharge, avec ( 16N = , 
8M = ). On remarque une différence de performance entre les deux ensembles d’utilisateurs en 
faveur de l’ensemble 1. 
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Fig. 4.8. Performances du schéma à 1 niveau de partition 
avec 50% de surcharge (N= 16, M = 8) 
 
La figure 4.9 présente le BER moyen de ce schéma pour plusieurs valeurs de N. La courbe obtenue 
avec 16N =  est presque identique à celle donnée par 8N = . Les résultats tendent à se dégrader 
avec 64N =  et 128N = , comparés à ceux de 16N = . En fait, étant donné que le gain asymptotique 
est le même dans tous les cas, cette dégradation est due au coefficient d’erreur. Par dénombrement 
(on ne reproduit pas ici ce calcul fastidieux), on trouve que la probabilité asymptotique d’erreur 
moyenne est égale à : 
0
12Q
5moy moy
Pe C
N
 = ⋅    
,                     (4.9) 
avec 
2
3989 si 8
192
135 368 324 si 8
96
moy
N
C
N N N
N
 ==  − + >
. 
De même, les probabilités asymptotiques d’erreur associées aux ensembles d’utilisateurs 1 et 2 
peuvent s’écrire : 
1 1
0
12Q
5
Pe C
N
 = ⋅    
 et 2 2
0
12Q
5
Pe C
N
 = ⋅    
,                (4.10) 
avec 
1 2
2
1 2
205 9073 si 8
16 256
27 22 81 324 1 si 8
32 32
C C N
N N NC C N
N
 = = = − − + = = >
. 
En raison de ces coefficients, le gain asymptotique n’est pas observable sur la figure 4.9. Le tracé 
des probabilités asymptotiques d’erreur montre effectivement que ce gain n’est visible que pour des 
valeurs de rapport signal à bruit (SNR, pour Signal-to-Noise Ratio) très élevées (voir figure 4.10). 
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Fig. 4.9. Influence de N sur la performance moyenne du schéma à 1 niveau de partition 
avec 50% de surcharge (symboles BPSK) 
 
Fig. 4.10. Performances asymptotiques moyennes du schéma à 1 niveau de partition 
avec 50% de surcharge (symboles BPSK) 
4.1.1.2.3. Schéma à 2 niveaux de partition 
Un schéma plus puissant consiste à utiliser la superposition de trois signaux et une partition à deux 
niveaux de la constellation résultante. Les niveaux de signal émis sont : 
(1) (2) (3) 1, 2, ...,k k k ky x x x k Nλ µ= + + =                 (4.11) 
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où λ  et µ  sont des paramètres d’amplitude associés aux symboles de surcharge. Les (1)kx  sont les 
bits primaires après mapping BPSK et les (2)kx  et 
(3)
kx  sont les bits de surcharge (codés) après 
mapping BPSK. 
Ici, l’alphabet est { }0 1A λ µ= ± ± ± , qui peut être partagé en deux sous-ensembles { }µλ +±±= 10B  
et { }µλ −±±= 11B . Une étape supplémentaire de partition donne { }0 1C λ µ= ± + + , 
{ }µλ +−±= 12C , { }µλ −+±= 11C , et { }µλ −−±= 13C . Il apparaît que : 
( ) 2min id C =  pour i = 1, 2, 3, 4, 
( ) ( ) ( )( )0 1 min 2 , 2 1min mind B d B λ λ= = − , 
et ( ) ( ) ( )( )0 min 2 , 2 , 2 1mind A µ λ µ λ µ= − − − . 
La distance ( )min id B  est maximisée pour 1 2λ = , ce qui donne ( ) 1min id B = . Puis, étant donnée 
cette valeur de λ , ( )0mind A  est maximisée pour 1 4µ = , ce qui donne ( )0 1/ 2mind A = . Les (3)kx  
sélectionnent un sous-ensemble B pour chaque symbole, les (2)kx  sélectionnent un sous-ensemble C 
du sous-ensemble B désigné par les (3)kx , et enfin les 
(1)
kx  déterminent un point du sous-ensemble C 
précédemment indiqué par les (2)kx . Le groupe de bits donnant les 
(2)
kx  est codé par un code de RM 
ayant une distance de Hamming Hd  égale à 4, afin de vérifier : ( ) ( )2 2 4H min i min id d B d C= = . Le 
groupe de bits produisant les (3)kx  est quant à lui codé par un code RM de distance de Hamming 16, 
pour avoir : ( ) ( )2 20 4H min min id d A d C= = . Cette condition implique d’avoir une longueur de bloc au 
moins égale à 16. Le nombre de bits d’information par mot de code est ainsi : 
 ( ) 3 1 32 5 1 11 12 1 2 1 2 26 6 6 6q q qM q q q q q+ = − − + − − − = − − −   . 
Pour 16N = , le code relatif aux (3)kx  est en fait un code à répétition de longueur 16. En ce qui 
concerne l’énergie transmise par bit, elle est égale à 21/28 pour 16N = , ce qui représente un gain 
asymptotique de 1,25 dB. 
4.1.1.2.4. Comparaison des différents schémas proposés 
Les surcharges admissibles 1OF  et 2OF  utilisant respectivement les schémas à 1 et 2 niveaux de 
partition sont spécifiées dans le tableau 4.1. Ce tableau présente également les gains asymptotiques 
(gain sur le rapport Eb/N0 par rapport à la courbe de performance de la BPSK à BER fixé en faisant 
tendre Eb/N0 vers l’infini) correspondant 1G  et 2G  donnés par : 
 ( )1 1
5
4
NG
N M
⋅= ⋅ +  et ( )2 2
21
16
NG
N M
⋅= ⋅ + . 
Comme 1 1OF M N=  et 2 2OF M N=  tendent respectivement vers 100% et 200% lorsque N tend 
vers l’infini, on en déduit que les gains asymptotiques 1G  et 2G  tendent vers 2,04 dB et 3,59 dB 
lorsque N tend vers l’infini. 
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Tableau 4.1. Principales caractéristiques des schémas à 1 et 2 niveaux de partition (symboles BPSK) 
 
N M1 M2 OF1 (%) OF2 (%) G1 (dB) G2 (dB) 
8 4 — 50 — 0,8 — 
16 11 12 69 75 1,3 1,25 
32 26 32 81 100 1,6 1,8 
64 57 79 89 123 1,8 2,3 
128 120 184 94 144 1,9 2,7 
256 247 410 96.5 160 2,0 3,0 
 
Nous constatons que la surcharge devient très significative lorsque N augmente (en particulier avec 
le schéma à 2 niveaux de partition). Toutefois, ceci s’accompagne d’un accroissement de la 
complexité du treillis, et par là même de la complexité du décodage. Ce problème est évité avec le 
schéma à 1 niveau de partition et 50% de surcharge. En effet, on peut montrer que dans ce cas, la 
complexité normalisée NC  (définie comme le nombre de calculs de métriques, d’additions et de 
comparaisons par période symbole) est majorée par une valeur faible (en effet, on a alors : 
12 17 12NC N= − < ), ce qui garantit une faible complexité de décodage. Pour information, le 
tableau 4.2 permet de comparer les complexités normalisées obtenues avec le schéma à 1 niveau de 
partition classique ( 2qN = , 2 1qM q= − − , OF M N= ) et le schéma à 1 niveau de partition avec 
50% de surcharge. 
 
Tableau 4.2. Principales caractéristiques des schémas à 1 niveau de partition (symboles BPSK) 
 
 N M OF (%) CN  
8 4 50 9,9 
16 11 69 19,9 
32 26 81 42 
N = 2q, M = 2q-q-1, OF = M/N
64 57 89 88 
16 8 50 10,9 
32 16 50 11,5 N, M = N/2, OF = 50% 
64 32 50 11,7 
 
Il est à noter que ces schémas de codage multi-niveaux font bien partie de la deuxième famille de 
construction dont il est fait état en 2.1.2. En effet, si on prend l’exemple de la superposition de un 
niveau avec une modulation de type BPSK, les N premiers bits d’information ne subissent aucun 
codage, tandis que les bits d’information additionnels sont codés. Les bits résultants de ce codage 
passent par une fonction de mapping fournissant des symboles qui sont ensuite multipliés par le 
facteur λ . Pour finir, les contributions des différents niveaux sont additionnées. A titre d’exemple, 
le schéma à 1 niveau de partition avec 50% de surcharge vérifie (2.5) avec 2=J , les matrices 1C  
et 2C  de tailles respectives (N, N) et (N, 2N ) et les fonctions de mapping 
(1)
1Φ  et 
(1)
2Φ  suivantes : 
1 NC I=  
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(1)
1 2Φ :
0 1
1 1
N N→
+
−
^
6
6
F
 
2
1 0 0 0 0 0 0
1 0 0 0 0 0 1
0 1 0 0 0 0 0
0 1 0 0 0 0 1
0 0 1 0 0 0 0
0 0 1 0 0 0 1
0 0 0 0 0 1 0
0 0 0 0 0 1 1
1 1 1 1 1 1 0
1 1 1 1 1 1 1
C
         =            
" "
" "
" "
" "
" "
" "
# # # # % # # #
# # # # % # # #
" "
" "
" "
" "
 (par exemple 2
1 0 0 0
1 0 0 1
0 1 0 0
0 1 0 1
0 0 1 0
0 0 1 1
1 1 1 0
1 1 1 1
C
      =        
 pour 8N = ) 
(1)
2 2Φ :
0 1 2
1 1 2
N N→
+
−
^
6
6
F
 
4.1.2. Extension au cas de symboles QPSK 
On désigne par λ  l’amplitude de l’impulsion qui porte les symboles en excès. Le signal émis 
s’exprime alors de la façon suivante : 
(1) (2) 1, 2, ...,k k ky x x k Nλ= + =                  (4.12) 
où les (1)kx  sont les symboles issus du mapping QPSK des bits primaires, et les 
(2)
kx  sont les 
symboles issus du mapping QPSK des bits de surcharge codés ( { }(1) (2), 1 jk kx x ∈ ± ± ). 
L’alphabet des échantillons du signal émis est { }0 1 j (1 j), 1 j (1 j)A λ λ= ± ± ± − ± ± ± + , qui peut être 
partagé en deux sous-ensembles { }0 1 j (1 j)B λ= ± ± ± −  et { }1 1 j (1 j)B λ= ± ± ± + . Une étape 
supplémentaire de partition donne { }0 1 j (1 j)C λ= ± ± − − , { }2 1 j (1 j)C λ= ± ± + − , 
{ }1 1 j (1 j)C λ= ± ± + + , et { }3 1 j (1 j)C λ= ± ± − + . La distance euclidienne minimale au sein de 
chacun de ces ensembles est 2, et la distance minimale dans A0 est ( )0mind A  = ( )0 1,mind B B  = 
( )( )λλ −12,2min , qui est maximisée pour 1 2λ = , ce qui donne ( )0 1mind A =  et ( ) 2min id B =  
pour i = 0, 1. Le sous-ensemble B est déterminé par un code de RM de distance de Hamming Hd  
égale à 4, afin de vérifier : ( ) ( )2 20 4H min min id d A d C= = . Il s’agit d’un code de Hamming étendu de 
longueur qN 2= , le nombre de bits d’information par mot de code étant égal à 
22 1 log ( ) 1
q q N N− − = − − . Le sous-ensemble C est déterminé par un code de RM de distance de 
Hamming 2, pour avoir : ( ) ( ) 402min02min == CdBdd H . Il s’agit en fait d’un code de parité de 
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longueur N, le nombre de bits d’information par mot de code étant égal à 1−N . En réalité, comme 
cela est démontré ci-après, le code global résultant est équivalent à un code de Hamming étendu 
( 4Hd = ) de longueur Nq 22 1 =+ , avec ( )1 22 1 1 2 log ( ) 2q q N N+ − + − = − −  bits d’information. Pour 
finir, le point de constellation est déterminé par les 2N bits d’information primaires. 
Un code de RM de longueur mn 2=  avec rmHd −= 2  peut être construit en appliquant la 
construction ( )vuu ⊕  comme suit : 
( ) ( ) ( ) ( ){ }1,1,1,,, −−∈−∈+= mrRMvmrRMuvuumrRM .              (4.13) 
Dans le cas présent, en prenant 1−= qr  et 1+= qm , on a : 
( ) ( ) ( ) ( ){ }qqRMvqqRMuvuuqqRM ,2,,1,1,1 −∈−∈+=+− ,              (4.14) 
qui peut s’écrire ( qN 2= ): 
( ) ( ) ( ) ( ){ }4,1)(log,,2,1,,4,2)(log2,2 22 −−∈−∈+=−− NNNvNNuvuuNNN CCC         (4.15) 
où ( )dkn ,,C  désigne un code de RM de longueur n, de dimension k, et de distance de Hamming 
égale à d. Par conséquent, le code global résultant est équivalent à un code de Hamming étendu 
( 4=Hd ) de longueur Nq 22 1 =+ , avec ( ) 2)(log2112 21 −−=−+−= + NNqM q  bits 
d’information, d’où: 
2log ( )11 1 100%
2 2 N
NMOF
N N →∞
 = = − + →   .                (4.16) 
En d’autres termes, le cas de la QPSK avec pour paramètre N utilise le même codage des bits 
additionnels que le schéma à 1 niveau de partition appliqué au cas de la BPSK avec pour paramètre 
2N. Ainsi, les performances (BER) obtenues avec des symboles QPSK avec pour paramètre N 
seront identiques à celles obtenues avec le schéma à 1 niveau de partition avec symboles BPSK et le 
paramètre 2N. 
 
Soit ( )lkb  ( ( ) { }0,  1lkb ∈ , l = 1, 2) les bits d’information. Les bits ( (1)1b , (1)2b , …, (1)2Nb ) sont transmis en 
utilisant le mapping QPSK, lequel donne ( (1)1x , …, 
(1)
Nx ) (avec { }(1) 1 jnx ∈ ± ±  pour n = 1, ..., N). 
Comme précédemment, les bits additionnels ( (2)1b , …, 
(2)
Mb ) sont codés par un code de RM de 
distance de Hamming 4, dont il résulte la séquence ( (2)1d , …, 
(2)
2Nd ). 
Après mapping QPSK de ( (2)1d , …, 
(2)
2Nd ) ( { }(2) 0,  1jd ∈  pour j = 1, ..., 2N), on obtient les symboles 
( (2)1x , …, 
(2)
Nx ) (avec { }(2) 1 jjx ∈ ± ±  pour j = 1, ..., N). La séquence émise est donnée par : 
(1) (2)1 1, 2, ...,
2k k k
y x x k N= + = .                 (4.17) 
Les surcharges atteignables en utilisant ce schéma, ainsi que les gains asymptotiques, sont indiqués 
dans le tableau 4.3 pour différentes valeurs de N : 
( )MN
NG +⋅
×=
24
25 .                    (4.18) 
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Tableau 4.3. Surcharge admissible et gain asymptotique pour différentes longueurs de code 
pour le schéma proposé dans le cas de symboles QPSK 
 
N OF (%) G (dB)
4 50 0,8 
8 69 1,3 
16 81 1,6 
32 89 1,8 
64 94 1,9 
128 96,5 2,0 
 
On compare maintenant les performances (BER) du TDMA/OCDMA (avec des séquences 
d’étalement réelles ou complexes), la construction de Ross et Taylor et le schéma proposé après 
décodage ML en travaillant avec des symboles QPSK et 4N = . 
 
Fig. 4.11. Performance moyenne sur symboles QPSK 
 
La figure 4.11 montre que pour ( 4N = , 50%OF = ), le schéma proposé donne de biens meilleurs 
résultats que le TDMA/OCDMA, et ce quel que soit le type d’étalement utilisé. Cela s’explique par 
le fait que la distance euclidienne minimale n’est pas affectée dans le schéma proposé, alors qu’elle 
diminue dans le schéma TDMA/OCDMA. La figure 4.11 montre également le BER obtenu si on 
applique directement la construction de Ross et Taylor au cas de symboles QPSK avec 4N = . On 
constate que, bien que la surcharge admissible soit doublée avec le schéma proposé (50% contre 
25% avec la construction de Ross et Taylor), les performances sont à peu près les mêmes pour des 
valeurs de BER de l’ordre de 10-3 – 10-5. On remarque que les deux courbes de performance 
s’entrecroisent pour une valeur de BER comprise entre 10-4 et 10-5, et pour des valeurs de SNR 
tendant vers l’infini, le schéma proposé présente un gain de 0,8 dB par rapport au schéma de Ross et 
Taylor et à la QPSK conventionnelle. La figure 4.11 montre également les performances de la 8-
PSK, dont l’efficacité spectrale est identique à celle du schéma proposé. Il apparaît que le schéma 
proposé avec des symboles QPSK et 50% de surcharge apporte des résultats substantiellement 
meilleurs à rapport Eb/N0 élevé. 
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4.1.3. Conclusions 
Les techniques utilisant deux ensembles de formes d’ondes orthogonales (TDMA/OCDMA et 
OCDMA/OCDMA) ne sont pas limitées en surcharge, mais leurs performances peuvent se dégrader 
en raison d’une diminution de la distance euclidienne minimale. La construction proposée par Ross 
et Taylor maintient la distance minimale à 2, mais de par sa construction, elle n’autorise au mieux 
qu’une surcharge de 33%. Nous avons vu que ces techniques peuvent être vues comme utilisant des 
codes multi-niveaux. Cette interprétation nous a conduit à construire des schémas permettant 
d’allier les avantages des deux techniques précitées : les schémas proposés permettent en effet 
d’atteindre des surcharges importantes tout en améliorant les performances asymptotiques. 
4.2. L’IDMA (Interleave-Division Multiple-Access) 
4.2.1. Principe de l’IDMA 
L’IDMA (Interleave-Division Multiple Access) est une technique d’accès multiple basée sur 
l’étalement de spectre dans laquelle la même séquence d’étalement est utilisée pour tous les 
utilisateurs et les signaux des différents utilisateurs se distinguent par l’emploi de différents 
entrelaceurs au niveau chip. Cette technique est directement inspirée de recherches effectuées dans 
le domaine de la théorie de l’information sur l’accès multiple sur canal gaussien ([129], [83]). Les 
entrelaceurs attribués à chaque utilisateur sont générés de façon aléatoire et indépendante. Cette 
technique a été décrite dans [59] pour un schéma sans codage sur canal AWGN, puis a été étendue à 
des schémas incluant du codage, et à la transmission sur canaux de Rayleigh multitrajets ([76], [62], 
[78], [79], et [51]). Dans la suite, on se limitera au cas de signaux réels pour simplifier la 
présentation. 
4.2.2. Structure de l’émetteur (schéma sans codage) 
On note : 
• K le nombre d’utilisateurs, 
• N le facteur d’étalement, 
• ( )( ) ( ) ( ) ( )1 2, , ..., Tk k k kLb b b b=  le flot de L symboles BPSK du kième utilisateur (k = 1, …, K) 
( { }( ) 1, 1knbb ∈ − + ), autrement dit le flot de symboles obtenus après un éventuel codage des bits 
d’information suivi d’un mapping, 
• ( )kw  la séquence d’étalement de longueur N associée au kième utilisateur, 
• πk  la séquence d’entrelacement de longueur L N×  associée au kième utilisateur. 
 
Dans la mesure où en IDMA on utilise la même séquence d’étalement pour tous les utilisateurs, 
[59] préconise de fixer : ( )(1) (2) ( )... 1,  1,  1,  1,  ...Kw w w= = = = + − + −  afin d’avoir un nombre 
équilibré de 1+  et 1− . Le schéma CDMA classique sans codage de canal est quant à lui obtenu en 
supprimant l’opération d’entrelacement (c’est-à-dire en prenant 1L N= =  et π (1)k = ) et en 
travaillant avec des séquences d’étalement différentes, générées aléatoirement et de façon 
indépendante. 
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La structure de l’émetteur IDMA est représentée sur la figure 4.12 pour une liaison montante (des 
mobiles vers la station de base) sur laquelle les signaux des différents utilisateurs passent par 
différents canaux de propagation. 
 
... ... ...
... ... ...
{r j }
π1
πk
u (1)
u (k )
{d (1)j }
{d (k )j }
{ν j }
πK
étalement
étalement
mapping
mapping
étalement
u (K )
{c (1)j }
{c (k )j }
{c (K )j }
mapping
b (1)
b (k )
b (K ) {d (K )j }
h (1)
h (k )
h (K )
 
Fig. 4.12. Structure de l’émetteur IDMA 
 
 
Côté émission, si on considère le kième utilisateur, les symboles ( )knb  subissent d’abord un 
étalement d’un facteur N par la séquence ( )kw . On note { }( )
1, ...,
k
j j L N
c = ×  la séquence obtenue à l’issue 
de l’étalement. Après entrelacement par πk , on obtient la séquence { }( ) 1, ...,kj j L Nd = × . 
 
En supposant la synchronisation parfaite, le signal reçu peut alors s’écrire : 
( ) ( )
1
1, ...,
K
k k
j j j
k
r h d j L Nν
=
= + = ×∑ ,                (4.19) 
où ( )kh représente l’atténuation du canal pour le kième utilisateur, et jν  est le bruit blanc gaussien 
(AWGN) de variance 2 0 2Nνσ = . On supposera connus les coefficients du canal à la réception. 
On peut encore écrire le signal reçu sous la forme : 
( ) ( ) ( ) 1, ...,k k kj j jr h d j L Nζ= + = × ,                 (4.20) 
en posant ( ) ( ') ( ')
' 1
'
1, ...,
K
k k k
j j j
k
k k
h d j L Nζ ν
=≠
= + = ×∑ . 
4.2.3. Structure du récepteur 
On considère ici le système IDMA en l’absence de codage canal, tel que décrit au paragraphe 4.2.2. 
A la réception est mise en œuvre une détection multi-utilisateurs itérative de type turbo réalisée chip 
par chip (voir figure 4.13). Ce récepteur comprend : 
- une partie effectuant une estimation du signal chip par chip (ESE, pour Elementary Signal 
Estimator) fondée sur l’approximation gaussienne de ( )kjζ  qui représente l’interférence 
causée par les autres utilisateurs à laquelle s’ajoute le bruit AWGN. Plus précisément, ce 
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sont les rapports de vraisemblance logarithmiques (LLR, pour Logarithm Likelihood Ratio) 
relatifs à ( )kjd  qui sont évalués et envoyés au décodeur après désentrelacement. 
- un décodeur (DEC, pour Channel Decoder) qui réalise ici une opération de désétalement, et 
fournit en sorties une estimée des symboles ( )knbb  et une information extrinsèque sur les chips 
renvoyée à l’estimateur (via une opération d’entrelacement) pour lequel elle devient une 
information a priori à l’itération suivante. 
 
...
...
b est
(K )
{r j }
π1-1
π1
{L (c (1)j) }
{Ext (c (1)j) }
ESE
{L (c (k )j) }
{Ext (c (k )j) }
b est
(1)
b est
(k )
{Ext (d (1)j) }
{L (d (k )j) }
{Ext (d (k )j) }
πk -1
πk
DEC
DEC
DEC
{L (d (K )j) } {L (c
(K )
j) }πk -1
πk
{Ext (d (K )j) } {Ext (c
(K )
j) }
{L (d (1)j) }
 
 
Fig. 4.13. Structure du récepteur turbo-itératif associé à un émetteur IDMA 
 
Ce processus itératif peut évidemment être réalisé en série ou en parallèle. En résumé, l’algorithme 
de réception peut être décrit comme suit : 
Initialisations : ( )( ) 0kjExt d = , ( )( )_ 0kjExt old d =  
A l’itération n° it, 
pour l’utilisateur n°k (k = 1, ..., K) : 
- On met à jour ( )( )_ kExt tmp d  de la façon suivante : 
( ) ( )( ) ( )_ k kExt tmp d Ext d=  dans le cas d’un traitement série, 
( ) ( )( ) ( )_ _k kExt tmp d Ext old d=  dans le cas d’un traitement parallèle. 
- Partie ESE : on calcule pour j = 1, …, L N×  : 
( ) ( )( )( ) _E tanh
2
k
jk
j
Ext tmp d
d
  =   
 et ( ) ( ) 2( ) ( )Var 1 Ek kj jd d = −   , puis : 
( ) ( )( ) ( ')'
' 1
'
E E
K
k k
j k j
k
k k
h dζ
=≠
= ∑  et ( ) ( )2( ) ( ') 2'
' 1
'
Var Var
K
k k
j k j
k
k k
h d νζ σ
=≠
= +∑  
On calcule la LLR relative à ( )kjd  comme suit : 
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( ) ( )( )
( )
( )
( )
2 E( )
Var
k
k j jk
j k
j
h r
L d
ζ
ζ
−=  
- Désentrelacement : ( ) ( )( )( ) 1 ( )πk kkL c L d−= . 
- Partie DEC : on calcule pour nb = 1, …, L : 
( )( ) ( ) ( )( )( )( ) ( ) ( )
1
1
N
k k k
l
L b nb w l L c nb N l
=
= ⋅ − +∑  
( ) ( )( )( )( , ) ( )ˆ sgnk it kb nb L b nb=  : estimée de ( )( )kb nb  à l’itération n° it 
pour l = 1, …, N : calcul de l’extrinsèque 
( )( )( ) ( ) ( )( ) ( )( )( )( ) ( ) ( ) ( )1 1k k k kExt c nb N l w l L b nb L c nb N l− + = ⋅ − − +  
- Entrelacement : ( ) ( )( )( ) ( )πk kkExt d Ext c= . 
- Une fois tous les utilisateurs traités, on effectue l’opération de mise en mémoire suivante : ( ) ( )( ) ( )_ k kExt old d Ext d=  (pour k = 1, …, K) uniquement dans le cas d’un traitement 
parallèle. 
 
Une alternative qui permettrait peut-être d’améliorer le décodage serait de remplacer l’information 
extrinsèque ( )( )kExt d  par la LLR ( ) ( ) ( )( )( ) ( ) ( )k k kd w l L b nbΛ = ⋅  dans l’évaluation de ( )( )E kjd  au 
niveau de l’ESE. 
4.2.4. Résultats des simulations de Monte-Carlo en l’absence de 
  codage 
Les simulations présentées ici ont été réalisées sur des systèmes n’incluant pas de codage canal. Les 
performances ont été évaluées sur canal AWGN, c’est-à-dire en prenant ( ) 1kh =  pour k = 1, …, K. 
La figure 4.14 représente l’évolution des performances de l’IDMA au fur et à mesure des 10 
premières itérations lorsqu’on travaille avec un facteur d’étalement 64N = , et un nombre 
d’utilisateurs 64K =  c’est-à-dire un schéma sans surcharge (figure 4.14a), ou 96K =  ce qui 
correspond à un facteur de surcharge de 50% (figure 4.14b). La turbo-détection est ici réalisée de 
façon parallèle. 
Comme le montre la figure 4.14a, il convient de remarquer qu’en l’absence de surcharge (i.e., 
K N≤ ), l’IDMA présente l’inconvénient d’avoir des performances dégradées par rapport aux 
performances d’une transmisssion point à point, qui constitue la courbe de référence. Ce problème 
survient également avec le PN-CDMA, mais pas avec l’OCDMA en raison de l’orthogonalité des 
utilisateurs dans ce dernier cas. On observe en outre (figures 4.14a et 4.14b) que l’on retrouve un 
comportement de type turbo dans les courbes de performance, avec une convergence brutale des 
performances à la 10ème itération. 
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 (a)       (b) 
Fig. 4.14. Performances de l’IDMA avec symboles BPSK sur canal AWGN avec N = 64, L = 256, 10 itérations 
(a) K = 64 (OF = 0%) ; (b) K = 96 (OF = 50%). 
 
On étudie à présent les performances de l’IDMA et du CDMA dans une situation de surcharge de 
canal ( K N> ). On compare l’IDMA avec le PN-CDMA et l’OCDMA/OCDMA. Dans les 
simulations présentées ci-après, on utilise pour l’IDMA la réception turbo-itérative fondée sur une 
égalisation chip (avec filtrage SUMF (Single-User Matched Filtering)). Dans le cas du CDMA, 
c’est le récepteur itératif fondé sur une égalisation conjointe (réalisée par un filtrage MMSE) qui est 
mis en œuvre. Dans tous les cas, ces traitements sont réalisés de façon parallèle. Les résultats sont 
également comparés aux performances que fournirait un simple SDIC dans le cas de schémas 
OCDMA/OCDMA, car on a pu vérifier qu’en pratique cet algorithme permet d’approcher les 
résultats d’un détecteur optimal. 
Les figures 4.15 et 4.16 représentent le taux d’erreurs binaires (BER) obtenu pour l’IDMA, le PN-
CDMA, l’OCDMA/OCDMA (O/O), et le TDMA/OCDMA (T/O) pour différentes valeurs du 
facteur d’étalement N lorsque la surcharge OF est fixée respectivement à 25% et 50%. Dans les cas 
où le TDMA/OCDMA fournit des résultats équivalents ou moins bons que l’O/O, ses performances 
n’ont pas été représentées. 
 
 
(a)      (b) 
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(c)      (d) 
Fig. 4.15. Comparaison de l’IDMA avec des schémas basés sur le CDMA (OF = 25%) 
(a) N = 4; (b) N = 16; (c) N = 64; (d) N = 128. 
 
 
 
(a)      (b) 
 
 
(c)      (d) 
Fig. 4.16. Comparaison de l’IDMA avec des schémas basés sur le CDMA (OF = 50%) 
(a) N = 4; (b) N = 16; (c) N = 64; (d) N = 128. 
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On observe que dans tous les cas, le PN-CDMA fournit les moins bonnes performances. Il apparaît 
que pour l’O/O avec étalement réel, les performances obtenues avec le récepteur itératif avec 
égalisation chip sont voisines de celles produites par le SDIC (dont on avait vérifié qu’elles étaient 
identiques à celles du détecteur optimal lorsque 4N =  et 16N = ). Par conséquent, augmenter le 
nombre d’itérations dans la turbo détection appliquée à l’O/O n’apporterait pas d’amélioration 
supplémentaire des performances. Avec 4N =  et 16N =  avec 25% de surcharge (figures 4.15a et 
4.15b), on remarque que le T/O avec SDIC fournit des performances plus intéressantes que l’IDMA 
pour de faibles valeurs du rapport Eb/N0. L’absence de palier de BER sur la courbe associée au T/O 
avec 4N =  et 5K =  traduit le fait qu’il n’y a pas ici d’annulation de la distance minimale 
euclidienne (contrairement à ce que l’on observe sur la figure 4.15a avec juste un utilisateur 
supplémentaire ou avec l’O/O et les mêmes valeurs des paramètres N et K). On peut également 
signaler que le T/O avec 16N =  et 19K =  (soit un utilisateur de moins que sur la figure 4.15b) ne 
présente pas de palier de taux d’erreur binaire, ce qui permet de s’approcher de la courbe idéale là 
où l’IDMA ne s’en approche qu’à partir d’environ Eb/N0 = 6 dB. Au vu des figures 4.15 et 4.16, on 
constate que d’une façon générale, l’O/O fournit un BER plus faible que l’IDMA pour de faibles 
valeurs du rapport Eb/N0. Toutefois, la courbe obtenue reste éloignée de la courbe de référence 
lorsque 50%OF = . Au contraire, pour de grandes valeurs du rapport Eb/N0, l’O/O avec étalement 
réel voit l’apparition d’un phénomène de palier de BER (dû à une annulation de la distance 
euclidienne minimale pour ces valeurs de paramètres (N, K)). Les meilleures performances sont 
alors obtenues avec l’IDMA. Néanmoins, il peut s’avérer nécessaire d’accroître le nombre 
d’itérations (jusqu’à 30 pour 64N = ) ainsi que la longueur de la trame pour approcher les 
performances idéales. Pour un facteur d’étalement plus grand ( 128N = ), l’O/O avec étalement 
complexe s’avère plus intéressant que l’IDMA. En effet, la courbe de performances de l’IDMA ne 
permet de s’approcher de la courbe idéale qu’à des valeurs élevées du rapport Eb/N0, alors que la 
courbe associée à l’O/O avec étalement complexe ne présente pas de palier de BER, et s’approche 
de la courbe idéale. 
 
Comme l’illustrent les figures précédentes, les courbes de performance associées à l’IDMA ne font 
pas apparaître de palier de BER. Cependant, cela ne signifie pas qu’il n’y a pas annulation de la 
distance euclidienne minimale : en réalité, comme dans le cas des turbo-codes, la distance minimale 
est nulle. Les bonnes performances de l’IDMA s’expliquent en fait par la très faible probabilité 
d’avoir des séquences à faible distance entre elles, cette probabilité étant d’autant plus faible que la 
longueur d’entrelacement L N×  est grande. C’est la raison pour laquelle l’IDMA fournit 
généralement de meilleures performances que le PN-CDMA et l’O/O avec étalement réel. 
Cependant, cet avantage de l’IDMA sur l’O/O n’est pas aussi flagrant lorsqu’on travaille en O/O sur 
des symboles QPSK avec un étalement complexe et un grand facteur d’étalement. En effet, dans ces 
conditions, le palier de BER est abaissé à une probabilité d’erreur trop faible pour être observable 
par simulation. Ainsi, l’IDMA présente surtout un intérêt pour des valeurs des paramètres (N, K) 
engendrant par construction des paliers visibles de BER en O/O, en particulier pour de petits 
facteurs d’étalement. 
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Chapitre 5 
Détection en présence de codage, 
sur canal AWGN ou canal sélectif 
A la suite de l’étude préliminaire de l’IDMA réalisée sur des schémas sans codage et sur canal 
AWGN, il s’agit ici de comparer l’IDMA avec les systèmes de surcharge de canal fondés sur le 
CDMA, tels que le PN-CDMA ou l’OCDMA/OCDMA lorsqu’on introduit du codage dans ces 
schémas, afin d’estimer l’intérêt de l’IDMA dans ce contexte. Les performances de ces schémas 
seront étudiées lorsqu’on introduit un codage de type convolutif dans le cas d’une modulation 
QPSK, et en considérant une transmission sur canal AWGN ou sur un canal de Rayleigh 
multitrajets. Les différents types de récepteurs envisagés pour chaque type de schéma sont présentés 
dans un formalisme matriciel général. La formalisation que nous donnons des schémas considérés 
nous conduit à proposer plusieurs récepteurs adaptés aux schémas CDMA ou IDMA. Les 
performances des différents récepteurs seront comparées au sein de chaque famille de schémas 
(CDMA ou IDMA), puis les performances obtenues avec le CDMA et l’IDMA seront comparées. 
Les performances seront étudiées en exploitant conjointement les résultats fournis par une analyse à 
l’aide d’EXIT (EXtrinsic Information Transfer) charts et par les courbes de BER obtenues par 
simulations de Monte Carlo. 
Dans un premier temps, nous allons décrire le modèle de communication considéré et les structures 
associées à l’émission, en donnant les expressions du signal émis. Puis, nous présenterons la 
structure des récepteurs associés à chaque famille de schémas. Enfin, nous présenterons des 
résultats de simulations avant de conclure. 
5.1. Modèle de communication 
5.1.1. Structures à l’émission 
Les structures des émetteurs IDMA et CDMA dans le cas de schémas incluant du codage canal sont 
représentées sur la figure 5.1 pour le kième utilisateur. Dans un schéma CDMA conventionnel, 
l’entrelacement intervient entre le codage canal et l’opération d’étalement afin de combattre l’effet 
de l’évanouissement. Toutefois, il n’a d’intérêt qu’utilisé conjointement avec du codage canal. 
L’IDMA consiste à réaliser les opérations d’entrelacement et d’étalement dans l’ordre inverse. Au 
lieu de séparer les utilisateurs par différentes séquences d’étalement comme en CDMA, l’IDMA 
distingue les utilisateurs en leur attribuant des entrelacements différents, la même séquence 
d’étalement étant utilisée pour tous les utilisateurs. L’opération d’étalement en IDMA est effectuée 
en binaire (et non en complexe), et est réalisée concrètement par un simple code à répétition. 
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(b) Émetteur CDMA 
Fig. 5.1. Structures à l’émission en IDMA et en CDMA 
 
 
Considérons le kième utilisateur (k = 1, …, uN ). Les bits d’information { ( )ku l , l = 0, …, 1RqL − } 
sont tout d’abord codés par un codeur convolutif de taux 0 0R k n=  qui fournit les bits codés 
{ ( )kb m , m = 0, …, 1qL − }. Dans le cas de l’IDMA, les bits codés sont encore codés par un simple 
code à répétition de longueur cN . Les bits résultants { ( )kc j , j = 0, …, 1cqLN − } sont entrelacés, 
puis passent par le modulateur qui leur associe des symboles complexes parmi les 2qQ =  symboles 
possibles de la constellation considérée. Dans le cas du CDMA, les bits en sortie du codeur 
convolutif sont entrelacés puis passés au modulateur. Les symboles résultants { ( )ks n , n = 0, …, 
1L − } sont étalés par la séquence d’étalement wk de longueur cN , puis brouillés par le code scrk. 
Dans les deux cas, les chips générés ({ ( )kx i , i = 0, …, 1cLN − }, de variance notée 2xσ ) sont 
multipliés par le scalaire ka  qui contrôle la puissance d’émission. Le signal résultant est alors 
transmis sur le canal. 
En CDMA, en l’absence de surcharge, les séquences d’étalement peuvent être des séquences PN à 
valeurs réelles ou complexes, ou des séquences orthogonales extraites d’une matrice de WH 
éventuellement brouillées par une séquence complexe. En présence de surcharge, (c’est-à-dire 
lorsque le nombre d’utilisateurs est plus grand que le facteur d’étalement : u cN N> ), on peut soit 
employer des séquences PN, soit un schéma utilisant plusieurs ensembles de formes d’ondes 
orthogonales. En prenant l’exemple de deux ensembles de formes d’ondes orthogonales, on peut 
utiliser l’OCDMA pour les cN  premiers utilisateurs et l’OCDMA pour les ( )u cN N−  utilisateurs 
additionnels, ce qui mène à ce que nous avons appelé un schéma OCDMA/OCDMA. Les séquences 
d’étalement dans chaque ensemble OCDMA sont des séquences de WH orthogonales brouillées par 
une séquence PN commune qui peut être à valeurs réelles ou complexes. L’embrouillage 
(scrambling), qui est réalisé à l’aide de la séquence scrk, est un processus aléatoire discret à valeurs 
dans { }1±  ou ( )1 1 j
2
 ± ±    selon que l’on choisit de travailler avec un étalement réel ou 
complexe. Les performances des schémas de type CDMA seront évaluées avec et sans 
embrouillage. 
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5.1.2. Modèles du canal et du signal reçu 
5.1.2.1. Modèle du canal 
Pour plus de généralité, on considère un système de communication MIMO (Multiple-Input 
Multiple-Output) comprenant rN  antennes de réception. Afin de tenir compte de la propagation 
multitrajets (autrement dit, le signal reçu résulte de la combinaison de plusieurs versions atténuées 
et retardées du signal émis), on modélise le canal de propagation par un filtre numérique linéaire 
(tapped delay line model) à M coefficients (taps) en faisant l’hypothèse d’un évanouissement de 
Rayleigh quasi-statique, ce qui signifie que les coefficients restent constants sur une trame de 
symboles transmis (hypothèse raisonnable pour des trames de taille relativement petite). Ainsi, en 
notant ( )jk mλ  le mième coefficient d’atténuation du kième utilisateur vers la jème antenne de 
réception, le canal correspondant peut être modélisé par le filtre de réponse impulsionnelle finie 
donnée par ( ) ( )1
0
M
j
k
m
m i mλ δ−
=
−∑  (modèle équivalent en bande de base en l’absence de trajet en vue 
directe). Les coefficients ( )jk mλ  sont supposés invariants dans le temps et connus du récepteur. En 
l’absence de trajet direct, le coefficient ( )jk mλ  est modélisé par une variable aléatoire gaussienne 
centrée complexe de variance 2λσ . On se restreindra au cas d’un canal dit uniforme, c’est-à-dire tel 
que ( )( )22 E 1jk m Mλσ λ= = . Un cas particulier consiste à prendre 1M = , ce qui correspond au cas 
du canal de Rayleigh non sélectif. 
Notez au passage que le canal AWGN peut être modélisé de la même façon en fixant 1M =  et 
( )0 1jkλ = . 
5.1.2.2. Modèle du signal reçu en IDMA 
En supposant une transmission synchrone et en notant [ ]x i  le vecteur de symboles transmis et [ ]iν  
le vecteur d’échantillons complexes du bruit additif blanc gaussien de variance 2 0Nνσ =  pour le 
chip d’indice i (i = 0, …, 1cLN − ), le signal reçu [ ]r i  du modèle discret équivalent en bande de 
base peut s’écrire sous la forme vectorielle suivante : 
 [ ] [ ] [ ]1
0
M
m
m
r i H x i m iν−
=
= − +∑                      (5.1) 
où 
 [ ] [ ]1 , ..., u r um N N NH h m h m × =    pour m = 0, …, 1M −  
 avec [ ] ( ) ( )1
1
, ..., r
r
TN
k k k N
h m h m h m × =    pour k = 1, …, uN  où ( )jkh m  désigne le mième 
coefficient du kième utilisateur vers la jième antenne de réception affecté par la puissance 
d’émission du kième utilisateur ( ( ) ( )j jk k kh m a mλ= ), 
 [ ] 1 1( ), ..., ( )u u
T
N N
x i x i x i × =   , 
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 [ ] 1
1
( ), ..., ( )r
r
TN
N
i i iν ν ν × =   , 
 et [ ] 1
1
( ), ..., ( )r
r
TN
N
r i r i r i × =   . 
En posant : 
 
( )
1 0
1 0 2 1r u
M
M N M N M
H H
H
H H
−
− × −
  =    
"
% # %
"
, 
 [ ] [ ] [ ] ( )2 1 11 , ..., , ..., 1 u
TT T T
i N M
x x i M x i x i M − × = − + + −   (avec les initialisations: [ ] 10 uNx l ×=  
pour l = 1M− + , …, -1 et pour l = cLN , …, 2cLN M+ − ), 
 [ ] [ ]
1
, ..., 1
r
TT T
i N M
i i Mν ν ν × = + −  , 
 et [ ] [ ]
1
, ..., 1
r
TT T
i N M
r r i r i M × = + −  , 
l’équation (5.1) peut être réécrite dans une formulation plus compacte : 
 i i ir Hx ν= + .                       (5.2) 
5.1.2.3. Modèle du signal reçu en CDMA 
Comme précédemment, le signal reçu est donné par : 
 [ ] [ ] [ ]1
0
M
c m c c
m
r nN l H x nN l m nN lν−
=
+ = + − + +∑                   (5.3) 
avec les mêmes notations que dans (5.1) où i est remplacé par cnN l+ , où n et l désignent 
respectivement l’indice du symbole et la position du chip considéré dans le symbole (n = 0, …, 
1L −  et l = 0, …, 1cN − ). 
Ce modèle peut s’écrire de façon équivalente sous forme matricielle : 
 [ ] [ ] [ ]r n Hx n nν= +                         (5.4) 
en notant: 
 
( )
1 0
1 0 1r c u c
M
M N N N N M
H H
H
H H
−
− × + −
   =     
"
% %
% %
"
, 
 [ ] [ ] [ ] [ ] ( )1 11 , ..., , ..., 1 u c
TT T T
c c c c N N M
x n x nN M x nN x nN N + − × = − + + −   (avec les 
initialisations : [ ] 10 uNx l ×=  pour l = 1M− + , …, -1), 
 [ ] [ ] [ ]
1
, ..., 1
r c
TT T
c c c N N
n nN nN Nν ν ν × = + −  , 
 et [ ] [ ] [ ]
1
, ..., 1
r c
TT T
c c c N N
r n r nN r nN N × = + −  . 
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Le modèle décrit par (5.4) est un modèle au niveau chip. La mémoire du canal exprimée en nombre 
de symboles SM  est liée à la mémoire du canal M en nombre de chips par 
1 1S
c
MM
N
 −= +  
. Pour 
passer à une expression au niveau symbole, la matrice H  est divisée en “tranches” de u cN N  
colonnes, ce qui donne les matrices mH  (m = 0, …, 1SM − ) de dimension r c u cN N N N×  définies 
comme suit : 
 
( ) ( )( )( )
( )( ) ( )( )( )1 1
1 1: 1 1  pour 0, ..., 2
0 1: 2 1  pour 1
r c u c S
u c u c S
m
u S c SN N N N M M
H N M mN N M m N m M
H N M M N m M× − − +
 − − + − − − = − =  − − − = − 

H  
où la notation ( ):H i j  désigne la matrice contenant les colonnes i à j de la matrice H . 
En posant 
 [ ] [ ] [ ]
1
, ..., 1
u c
TT T
c c c N N
x n x nN x nN N ×′  = + −  , 
on obtient le modèle au niveau symbole suivant : 
 [ ] [ ] [ ]1
0
SM
m
m
r n x n m nν
−
=
′= − +∑  H ,                    (5.5) 
ce qui conduit à la formulation matricielle : 
 n n nr x ν′= +  H                       (5.6) 
où 
 
( )
1 0
1 0
2 1
S
S
r S c u c S
M
M
N M N N N M
−
− × −
  =    
"
% # %
"
H H
H
H H
, 
 [ ] [ ] [ ] ( )2 1 11 , ..., , ..., 1 u c S
TT T T
n S S N N M
x x n M x n x n M − ×′ ′ ′ ′ = − + + −     , 
 [ ] [ ]
1
, ..., 1
r S c
TT T
n S N M N
n n Mν ν ν × = + −    , 
 et [ ] [ ]
1
, ..., 1
r S c
TT T
n S N M N
r r n r n M × = + −    . 
Le modèle donné par (5.5) et (5.6) peut encore être transformé en vue d’obtenir un modèle faisant 
intervenir les symboles avant étalement plutôt que les chips transmis. On réorganise d’abord le 
vecteur [ ]x n′  par utilisateur, ce qui requiert une permutation effectuée par le biais d’une matrice de 
permutation P  de dimension u c u cN N N N× . Cette matrice est en fait égale à 1 u cN NP p p =  "  
où ( ) ( )1 1c uk N l k l Np e− + + −=  (k = 1, …, Nu et l = 1, …, Nc) et je  désigne la jième colonne de la matrice 
identité de dimension u cN N . Ainsi, le canal effectif prenant en compte le canal, l’effet de 
l’embrouillage, et la séquence d’étalement correspond aux matrices ( )nmG  de dimension r c uN N N×  
données par : 
 ( ) ( )n nm mP=G H W  (pour m = 0, …, 1SM − ), 
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avec 
[ ]
[ ]
1 1
( )
u u u c u
n
N N N N N
n w
n w ×
 Σ   Σ 
%W =  où [ ] ( ) ( )( )diag ,..., 1k k c k c cn scr nN scr nN NΣ = + −  
désigne la matrice diagonale contenant les coefficients de la séquence d’embrouillage attribuée au 
nième symbole du kième utilisateur. 
Le modèle décrit par (5.5) devient alors : 
 [ ] [ ] [ ]1 ( - )
0
SM
n m
m
m
r n s n m nν
−
=
= − +∑  G                     (5.7) 
où 
 [ ] ( ) ( )1 1, ..., u u
T
N N
s n s n s n × =    pour n = 0, …, 1L − . 
Sous forme matricielle, le modèle peut s’écrire : 
 ( )nn n nr s ν= +  G                       (5.8) 
où 
 
( )
( - 1) ( )
1 0
( )
( -1)( )
1 0
2 1
S
S
S
S
r S c u S
n M n
M
n
n Mn
M
N M N N M
+
−
+
−
× −
  =     
"
% # %
"
G G
G
G G
, 
 et [ ] [ ] [ ] ( )2 1 11 , ..., , ..., 1 u S
TT T T
n S S N M
s s n M s n s n M − × = − + + −   (avec les initialisations: 
[ ] 10 uNs l ×=  pour l = 1SM− + , …, -1 et pour l = L, …, 2SL M+ − ). 
5.2. Structures à la réception : turbo récepteurs 
Le récepteur est itératif et suit le principe turbo. En effet, le système multi-utilisateurs fondé sur des 
codes indépendants et une information de sortie souple présente de fortes similarités avec les 
systèmes mono-utilisateur employant des turbo-codes. On supposera pour plus de simplicité que la 
connaissance du canal et la synchronisation sont parfaites. La structure générale du récepteur 
comprend un détecteur multi-utilisateurs (MUD pour MultiUser Detector) et un décodeur de canal 
(DEC pour channel decoder) qui échangent de l’information sous la forme de LLR extrinsèques 
notées ( ).MUDL  et ( ).DECL . A partir des échantillons de signal reçus et des probabilités a priori sur 
les symboles, le MUD doit réduire l’interférence intersymboles (ISI, pour InterSymbol Interference) 
et annuler l’interférence multi-utilisateurs (MUI) pour produire les extrinsèques relatives aux 
symboles. Dans le cas où le codage canal est un code convolutif, le DEC met en œuvre l’algorithme 
du MAP (Maximum A Posteriori) dont la description est rappelée en annexe C. Cet algorithme 
fournit une information souple sur les bits émis par chaque utilisateur, ce qui permet d’itérer le 
processus de décodage et d’approcher ainsi les performances du décodeur conjoint à maximum de 
vraisemblance (décodeur ML). 
La structure du récepteur change selon que l’on considère l’IDMA ou le CDMA. 
Dans le cas de l’IDMA (voir figure 5.2), le MUD réalise en fait une égalisation chip, alors que le 
DEC réalise un décodage conjoint. En effet, dans la mesure où la concaténation d’un code 
convolutif et d’un code à répétition peut être vue comme un nouveau code convolutif à très faible 
taux, le décodage conjoint optimal peut être effectué par l’algorithme du MAP opérant sur un treillis 
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convenablement modifié (en d’autres termes, en incorporant directement l’effet du code à répétition 
dans la définition des branches). Une approche plus simple consiste à réaliser un DEC par 
désétalement des LLR, application de l’algorithme du MAP sur le treillis associé au codage 
convolutif, puis étalement des LLR, ce qui revient à calculer pour m = 0, …, 1qL −  : 
 ( )( ) ( ) ( )( )( ) ( ) ( )
1
1
cN
MUD k k MUD k
c
l
L b m w l L c mN l
=
= ⋅ + −∑  
 ( ) ( )( )( ) ( , ) ( )ˆ, Algorithme_MAP , treillisk k it MUD kb u L b Λ =   
 ( )( ) ( ) ( )( ) ( )( )( ) ( ) ( ) ( )DEC k k k MUD kc cL c mN l w l b m L c mN l+ = ⋅Λ − +  pour l = 1, …, Nc. 
Dans le cas du CDMA, deux structures sont possibles, comme l’illustre la figure 5.3. La première 
option consiste en une égalisation chip suivie d’une opération de désétalement, tandis que dans la 
seconde option, ces opérations sont remplacées par un filtre de Wiener conjoint, suivant le principe 
de [134]. Quelle que soit l’option retenue, le MUD échange de l’information avec un DEC simple. 
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Fig. 5.2. Structure de récepteur pour un schéma IDMA (MUD=égalisation chip / DEC=décodage de canal conjoint) 
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(a) MUD=égalisation chip+désétalement / DEC=simple décodage de canal 
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(b) MUD=détecteur de Wiener conjoint / DEC= simple décodage de canal 
 
Fig. 5.3. Structures de récepteur pour un schéma CDMA 
5.2.1. MUD en IDMA par égalisation au niveau chip 
Considérons le modèle IDMA tel que décrit par (5.2). L’extrinsèque ( )( )MUD kL x i  est calculée en 
deux étapes : 
• l’annulation souple d’interférences 
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• et le filtrage, pour lequel plusieurs options sont envisageables : le MMSE conditionnel, le 
MMSE non-conditionnel, ou le filtrage adapté (SUMF, pour Single-User Matched 
Filtering). 
L’annulation d’interférences ainsi que les différentes options possibles sont présentées ci-après. Il 
s’agit d’extensions au contexte MIMO des structures décrites dans [51], [134], et [15]. Ces 
extensions ont été partiellement présentées dans [1] et [136]. 
5.2.1.1. Annulation d’interférences souple 
On suppose que l’on souhaite détecter le ième symbole du kième utilisateur. On note les symboles 
estimés à partir de l’information extrinsèque en provenance du décodeur : 
 ( )
( )( )( )
( )( )( )( ) ( )( )( )( )( )
tanh 2 (BPSK)
ˆ 1 tanh Re 2 jtanh Im 2 (QPSK)
2
DEC
n
n DEC DEC
n n
L x l
x l
L x l L x l
=  +
 
pour n = 1, …, Nu. 
Si on définit 
 [ ] [ ] [ ],ˆ ˆ ˆ ˆ1 , ..., , ..., 1 TT T Tk i k k kx x i M x i x i M = − + + −   
où 
 [ ] ( ) ( ) ( )( ) ( )
1
1
ˆ ˆ ˆ, ..., , ...,  si 
ˆ
ˆ ˆ, ..., 0, ...,  si 
u
u
T
k N
k T
N
x l x l x l l i
x l
x i x i l i
  ≠ =   = 
, 
l’annulation d’interférences fournit : 
 , ,ˆ ˆk i i k ir r Hx= − .                      (5.9) 
5.2.1.2. Filtrage MMSE conditionnel 
Le filtre minimisant l’erreur quadratique moyenne (MSE, pour Mean Square Error) est donné par le 
vecteur de taille 1rN M ×  : 
 ( )2 12, ,
,
r
Hx
k i k i N M k
k i
f H H I hν
σ σµ
−= ∆ +                   (5.10) 
où on note : 
 kh  la ( )( )1uN M k− + ième colonne de H  (de taille 1rN M × ) : ( )1uk N M kh He − += , 
 ,k i∆  la matrice de covariance de dimension ( ) ( )2 1 2 1u uN M N M− × −  : ( )22, (2 1) 1 ,ˆdiag 1k i x Nu M k ixσ − ×∆ = − , 
 et ( ) 12 2, , rH Hk i x k k i N M kh H H I hνµ σ σ −= ∆ + . 
On obtient en sortie du filtre : 
 , , ,ˆ
H
k i k i k iz f r= .                    (5.11) 
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Comme on choisit de travailler avec des estimations non biaisées, l’estimée ,k iz  peut s’écrire comme 
la sortie d’un canal AWGN équivalent : 
 ( ) ( ),k i k kz x i iζ= +                     (5.12) 
où on suppose que ( )k iζ  suit une distribution gaussienne de moyenne nulle ( ( )( )E 0k iζ = ) et de 
variance ( ) ( )( ) ,2 2
,
1
Var
k
k i
k xi
k i
iζ
µσ ζ σµ
 −= =    
. 
Par conséquent, les extrinsèques peuvent être évaluées comme suit : 
 ( )( )( ) ( )
( )
,
2
2 Re
Re
0.5
k
k iMUD
k
i
z
L x i
ζσ
=  et ( )( )( ) ( )
( )
,
2
2 Im
Im
0.5
k
k iMUD
k
i
z
L x i
ζσ
= .              (5.13) 
5.2.1.3. Filtrage MMSE non conditionnel 
Le détecteur fondé sur la MMSE conditionnelle nécessite le calcul d’un filtre par utilisateur par 
symbole et par itération. Il peut être simplifié en appliquant une estimation MMSE non 
conditionnelle à l’observation obtenue après annulation d’interférences. L’estimation est toujours 
donnée par (5.11), où le filtre ,k if  est remplacé par le filtre kf  donné explicitement par : 
 ( )2 12 rHxk k N M k
k
f H H I hν
σ σµ
−= ∆ +                   (5.14) 
avec 
 ( ) 12 2 rH Hk x k k N M kh H H I hνµ σ σ −= ∆ + , 
 et ( )2 2 2 2 2diag , ..., , , , ...,k x x x x xσ ρ σ ρ σ σ ρ σ ρ∆ = − − − −  
où la valeur 2xσ  est située à la position ( )1uN M k− +  dans la diagonale de la matrice k∆  et où 
( )1 2
1 0
1 ˆ
u cN LN
j
j lu c
x l
N LN
ρ
−
= =
= ⋅ ∑ ∑ . 
L’estimée ,k iz  est alors donnée par : 
 , ,ˆ
H
k i k k iz f r= .                    (5.15) 
Les extrinsèques deviennent : 
 ( )( )( ) ( ),22ReRe 0.5
k
k iMUD
k
z
L x i
ζσ=  et ( )( )( )
( ),
2
2 Im
Im
0.5
k
k iMUD
k
z
L x i
ζσ=               (5.16) 
où 2 21
k
k
x
k
ζ
µσ σµ
 −=   
 (dont il faut souligner qu’elle ne dépend que de l’utilisateur considéré). 
Ainsi, le détecteur fondé sur la MMSE non-conditionnelle ne nécessite que l’évaluation d’un filtre 
par utilisateur par itération. 
5.2.1.4. Filtrage adapté : SUMF 
Une simplification supplémentaire est obtenue en remplaçant le filtre MMSE par un SUMF, donné 
par : 
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 1k kH
k k
f h
h h
= .                      (5.17) 
où kh  désigne la ( )( )1uN M k− + ième colonne de H  (de taille 1rN M × ) : ( )1uk N M kh He − +=  
L’estimée ,k iz  correspondante est donnée par : 
 , ,ˆ
H
k i k k iz f r=                      (5.18) 
qui peut se réécrire : 
 ( ) ( ),k i k kz x i iζ= +                     (5.19) 
où on suppose que ( )k iζ  suit une distribution gaussienne de moyenne nulle et de variance 
( ) ( ) ( )2 2 2,2
1
rk
H H
k k i N M k xi H
k k
h H H I h
h h
νζσ σ σ= ∆ + − . 
Les extrinsèques associées sont fournies par : 
 ( )( )( ) ( )
( )
,
2
2 Re
Re
0.5
k
k iMUD
k
i
z
L x i
ζσ
=  et ( )( )( ) ( )
( )
,
2
2 Im
Im
0.5
k
k iMUD
k
i
z
L x i
ζσ
= .               (5.20) 
5.2.2. MUD en CDMA 
Si c’est l’option effectuant une égalisation chip suivie d’une opération de désétalement qui est 
retenue pour le MUD, l’égalisation est réalisée de façon similaire à ce qui a été présenté pour 
l’IDMA en travaillant sur le modèle donné par (5.2). L’estimée obtenue peut dès lors être modélisée 
par : 
 ( ) ( ),k i k kz x i iζ= +                     (5.21) 
où i désigne l’indice du chip (i = 0, …, 1cLN − ). En regroupant ces estimées par groupes de cN  
chips consécutifs par utilisateur, on peut écrire pour le kième utilisateur : 
 [ ] [ ] [ ]k k kz n x n nζ= +                    (5.22) 
où 
 [ ] ( ) ( )
1
, ..., 1
c
T
k k c k c c N
x n x nN x nN N ×= + −   , 
 [ ] ( ) ( )
1
, ..., 1
c
T
k k c k c c N
n nN nN Nζ ζ ζ ×= + −   , 
 et [ ] , , 1 1, ...,c c c c
T
k k nN k nN N N
z n z z + − × =   . 
Il convient de souligner que la matrice de covariance [ ] [ ] [ ]( )Ek Hk kn n nζ ζ ζΘ =  n’est pas triviale. 
Nous allons à présent effectuer l’opération de désembrouillage (descrambling), qui va avoir un effet 
de diagonalisation sur la matrice [ ]ζΘ k n . En se souvenant que [ ] [ ]Σ Σ = cHk k Nn n I , l’opération de 
désembrouillage peut être réalisée en calculant : 
 l [ ] [ ] [ ] [ ] [ ]ξ= Σ ⋅ = +Hk kk k kxs n n z n xs n n                  (5.23) 
où [ ] ( )=k k kxs n w s n  et [ ] [ ] [ ]ξ ζ= Σ ⋅Hk k kn n n . 
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La matrice de covariance [ ] [ ] [ ]( )Ek Hk kn n nξ ξ ξΘ =  est connue de l’égalisation chip : 
 [ ] ( ) ( )( )2 2 1diag , ...,k k c k c cn nN nN Nξ ζ ζσ σ + −Θ = . 
Les extrinsèques peuvent alors s’exprimer de la façon suivante [25] : 
( )( )( ) ( )( )( ) l [ ] ( )( ) ( )( )( ) l [ ] ( )( )( )( )( ) l [ ] ( )( ) ( )( )( ) l [ ] ( )( )
Im 1 1 j Im 1 1 j
Re ln
Im 1 1 j Im 1 1 j
DEC DEC
k kk k k kMUD
k DEC DEC
k kk k k k
p s n p xs n s n p s n p xs n s n
L s n
p s n p xs n s n p s n p xs n s n
= = + + = − = −= = = − + + = − = − −
 
et 
( )( )( ) ( )( )( ) l [ ] ( )( ) ( )( )( ) l [ ] ( )( )( )( )( ) l [ ] ( )( ) ( )( )( ) l [ ] ( )( )
Re 1 1 j Re 1 1 j
Im ln
Re 1 1 j Re 1 1 j
DEC DEC
k kk k k kMUD
k DEC DEC
k kk k k k
p s n p xs n s n p s n p xs n s n
L s n
p s n p xs n s n p s n p xs n s n
= = + + = − = − += = = − + = − = − −
ou de façon équivalente : 
( )( )( ) ( )( )( )( ) l [ ] ( )( ) ( )( )( )( ) l [ ] ( )( )( )( )( )( ) l [ ] ( )( ) ( )( )( )( ) l [ ] ( )( )
exp Im 2 1 j exp Im 2 1 j
Re ln
exp Im 2 1 j exp Im 2 1 j
DEC DEC
k kk k k kMUD
k DEC DEC
k kk k k k
L s n p xs n s n L s n p xs n s n
L s n
L s n p xs n s n L s n p xs n s n
= + + − = −= = − + + − = − −
 
et 
( )( )( ) ( )( )( )( ) l [ ] ( )( ) ( )( )( )( ) l [ ] ( )( )( )( )( )( ) l [ ] ( )( ) ( )( )( )( ) l [ ] ( )( )
exp Re 2 1 j exp Re 2 1 j
Im ln
exp Re 2 1 j exp Re 2 1 j
DEC DEC
k kk k k kMUD
k DEC DEC
k kk k k k
L s n p xs n s n L s n p xs n s n
L s n
L s n p xs n s n L s n p xs n s n
= + + − = − += = − + − = − −
, 
ce qui représente une opération de désétalement. En utilisant l’approximation gaussienne, et après 
des simplifications du numérateur et du dénominateur, on trouve une expression équivalente qui 
consiste à remplacer les termes l [ ] ( )( )k kp xs n s n  dans l’expression précédente par 
l ( ) ( ) ( )( ) ( )1 * * 2
0
exp 2 Re
c
k c
N
k k k nN l
l
xs nNc l w l s n ζσ
−
+
=
 +  ∑  (où l ( )kxs nNc l+  et ( )kw l  désignent les 
lièmes chips respectivement du vecteur l [ ]kxs n  et de la séquence d’étalement kw ). Après 
simplifications, on obtient : 
 ( )( )( ) l ( ) ( )( )
( )
*
1
2
0
2Re
Re
0.5
c
k c
N k kMUD
k
l nN l
xs nNc l w l
L s n
ζσ
−
= +
+= ∑  
 et ( )( )( ) l ( ) ( )( )
( )
*
1
2
0
2 Im
Im
0.5
c
k c
N k kMUD
k
l nN l
xs nNc l w l
L s n
ζσ
−
= +
+= ∑ .               (5.24) 
 
Si c’est l’option mettant en œuvre une détection de Wiener conjointe qui est retenue pour le MUD, 
la procédure est similaire à celle décrite pour l’IDMA, le modèle utilisé étant donné par (5.8). 
Toutefois, dans l’hypothèse où la séquence d’embrouillage varie à chaque temps symbole, on 
remarquera qu’il n’est plus possible d’opter pour un filtrage MMSE non conditionnel : la 
dépendance de la matrice ( )nG  vis-à-vis du symbole considéré n, rend obligatoire le calcul d’un 
filtre par utilisateur, par symbole et par itération, donc de recourir à un MMSE conditionnel. 
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5.3. Résultats de simulations avec codage 
Dans ce qui suit, on s’attache à comparer les performances de l’IDMA et du CDMA (PN-CDMA et 
OCDMA/OCDMA) à même efficacité spectrale, et en supposant que tous les utilisateurs emploient 
le même code convolutif et la même modulation (QPSK). On étudie les performances fournies par 
les différents récepteurs sur canal AWGN et sur canal à évanouissements sélectifs en fréquence (en 
supposant dans ce dernier cas le canal uniforme). 
Dans un premier temps, il s’agit d’évaluer les différentes stratégies de détection envisagées pour le 
CDMA (égalisation chip suivie d’un désétalement (désignée par MUD1) ou égalisation conjointe 
(désignée par MUD2)), et de comparer les performances obtenues en fonction du type de filtrage 
adopté (filtrage MMSE conditionnel, MMSE non conditionnel, SUMF) que ce soit en IDMA ou au 
sein de chacune des deux stratégies mentionnées en CDMA. Une fois ces comparaisons effectuées à 
partir des simulations, les comparaisons des différents algorithmes de détection sont approfondies à 
travers une analyse en convergence faisant appel aux EXIT charts (dont le principe et l’application 
pratique sont rappelés en annexe D). Les résultats fournis par les EXIT charts devraient ainsi 
permettre d’éclairer les performances fournies par les simulations de Monte Carlo. 
Cette étude comparative sur des schémas incluant du codage est actuellement en cours et en phase 
d’être terminée. Une fois finalisée, elle devrait faire l’objet d’une soumission à une revue. Pour 
l’heure, nous présentons ci-dessous quelques résultats de simulations préliminaires. 
 
On a par exemple comparé les schémas PN-CDMA, OCDMA/OCDMA, et IDMA sur canal 
AWGN lorsqu’on utilise un codage convolutif de taux 1/2 avec pour polynômes générateurs (23, 
35)8, en travaillant avec 1rN = , 16cN = , 24uN =  (soit une surcharge de 50%) en fixant le 
paramètre L à 128, et en supposant que tous les utilisateurs émettent avec la même puissance. Dans 
le cas des systèmes CDMA, on a de plus opté pour un étalement complexe, et on n’a pas opéré 
d’entrelacement. Il a ainsi pu être mis en évidence qu’après 10 itérations, l’utilisation de filtres 
MMSE conditionnels fournit de meilleurs résultats que des filtres MMSE non conditionnels, eux-
mêmes meilleurs que les filtres SUMF, ce qui est logique compte tenu des complexités des 
algorithmes mis en œuvre. De plus, on a pu constater que le schéma OCDMA/OCDMA donne de 
très bons résultats avec un simple SUMF (détection MUD2) : il surpasse nettement le PN-CDMA, 
et converge bien avant l’IDMA. 
Les figures 5.4 et 5.5 représentent les EXIT charts associés respectivement aux schémas PN-CDMA 
et IDMA considérés précédemment en fixant Eb/N0 = 4 dB. 
La figure 5.4 montre une convergence normale pour le schéma PN-CDMA. En revanche, la figure 
5.5 suggère qu’il n’y a pas convergence en IDMA, ce qui semblerait aller dans le sens des résultats 
des simulations de Monte Carlo. Toutefois, il faut souligner que des EXIT charts très similaires ont 
été obtenus (et parfois même des diagrammes rendant impossible le tracé de la trajectoire en zig-
zag), alors que les courbes de performances semblaient montrer une convergence très nette. En fait, 
la courbe associée au DEC en IDMA correspond à celle d’un code à très faible taux, puisque cela 
revient à considérer un code qui est le résultat de la concaténation d’un code convolutif et d’un code 
à répétition. Dans ces conditions, la courbe associée au MUD ne permet apparemment pas le 
déclenchement du processus itératif, alors que les courbes de simulations de Monte Carlo montrent 
le contraire. L’analyse de la convergence via les EXIT charts appliquée à l’IDMA ne permet donc 
pas de tirer des conclusions quant au comportement de ces schémas. 
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Fig. 5.4. EXIT chart associé au schéma PN-CDMA 
(code convolutif (23, 35)8, Nc = 16, Nu = 24, Eb/N0 = 4 dB, MUD2, canal AWGN) 
 
 
Fig. 5.5. EXIT chart associé au schéma IDMA 
(code convolutif (23, 35)8, Nc = 16, Nu = 24, Eb/N0 = 4 dB, SUMF, canal AWGN) 
 
 
La figure 5.6 permet de comparer les résultats fournis par le PN-CDMA, l’OCDMA/OCDMA, et 
l’IDMA sur un canal multitrajets uniforme avec 8M =  pour un système sans surcharge ( 1rN = , 
4cN = , 4uN = ). On utilise le même codage convolutif que précédemment. 
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Fig. 5.6. Comparaison de l’IDMA avec des schémas basés sur le CDMA sur canal multitrajets uniforme (M = 8) 
(code convolutif (23, 35)8, Nc = 16, Nu = 24, Nr = 1) 
 
L’évanouissement sélectif en fréquence engendre de l’interférence due à l’accès multiple (MAI, 
pour Multiple Access Interference). L’orthogonalité entre les signaux des différents utilisateurs qui 
avait encore été préservée au sein de chaque ensemble d’utilisateurs en OCDMA/OCDMA en 
présence d’un canal AWGN ou de Rayleigh non sélectif est alors détruite. Cette perte 
d’orthogonalité représente un problème particulièrement important en liaison montante car le signal 
reçu par la station de base est une superposition de signaux issus de différents utilisateurs affectés 
par des évanouissements indépendants. Ainsi, les schémas OCDMA/OCDMA fournissent des 
résultats assez proches du PN-CDMA, mais l’avantage de l’IDMA sur ces schémas n’apparaît pas 
probant. Néanmoins, les performances de l’IDMA ont ici été obtenues après une annulation 
d’interférences mettant en œuvre un filtrage SUMF. Il serait donc intéressant de tracer les 
performances fournies par un filtrage MMSE conditionnel, afin de comparer des systèmes de 
complexités équivalentes. De plus, il convient de souligner que la figure 5.6 considère le cas d’un 
canal très sélectif en fréquence. Il n’est pas à exclure que si l’on considère un canal moins sélectif, 
on obtienne une situation intermédiaire entre le cas d’un canal AWGN et le cas d’un canal très 
sélectif, dans laquelle l’OCDMA/OCDMA conserverait un avantage par rapport à l’IDMA. Ces 
différents points font actuellement l’objet d’une étude plus approfondie. 
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Conclusions générales et perspectives 
Ce travail de thèse a permis de dégager deux grandes familles de construction de schémas visant à 
surcharger en utilisateurs un canal à accès multiple, selon l’ordre dans lequel sont effectuées les 
opérations de mapping et d’étalement : dans le cas où on commence par le mapping, l’étalement est 
complexe (première famille), alors que dans le cas inverse, l’étalement revient en fait à un codage 
binaire (deuxième famille). La première famille englobe les schémas TDMA/OCDMA, 
OCDMA/TDMA, OCDMA/OCDMA, ainsi que la construction de Ross et Taylor. La deuxième 
famille inclut quant à elle les schémas de codage multi-niveaux et l’IDMA. 
 
L’étude des limites de surcharge sur canal gaussien effectuée dans le chapitre 2 a montré que la 
limite de surcharge est substantielle avec les modulations BPSK ou QPSK (186,5% en l’absence de 
codage canal), mais tend à diminuer avec des constellations plus grandes (on obtient par exemple 
83,7% avec une modulation 16-QAM), ce qui nous a conduit à nous intéresser plus spécifiquement 
aux cas des modulations BPSK et QPSK. 
 
Dans le chapitre 3, nous nous sommes attachés à rappeler des techniques appartenant à la première 
famille de construction, et qui avaient déjà été décrites dans la littérature (schémas 
TDMA/OCDMA, OCDMA/OCDMA, construction de Ross et Taylor). Nous avons examiné et 
comparé les performances fournies par différentes méthodes de détection multi-utilisateurs en 
l’absence de codage, sur canal AWGN ou éventuellement sur canal de Rayleigh non sélectif. Parmi 
les techniques explorées, certaines, comme les techniques HDIC et SDIC, avaient déjà fait l’objet 
d’études, d’autres n’avaient pas été envisagées à notre connaissance (LDIC), et enfin des techniques 
n’avaient pas été mises en œuvre dans un contexte de surcharge de canal, à savoir les algorithmes 
ISDIC et PDA. 
 
Il apparaît que le principal problème des schémas TDMA/OCDMA et OCDMA/OCDMA est 
inhérent à leur construction, qui peut éventuellement induire une diminution de la distance 
euclidienne minimale. Dès lors, les performances du détecteur optimal sur un tel schéma ne 
coïncident plus avec les performances que fournirait une annulation d’interférences parfaite. 
Toutefois, pour de grands facteurs d’étalement, cette différence avec les performances idéales n’est 
plus observable en pratique. L’application des diverses méthodes d’annulation itérative 
d’interférences mentionnées a montré que l’utilisation de décisions souples apporte une 
amélioration considérable des résultats par rapport à des décisions dures. De toutes les techniques 
de détection considérées, c’est une annulation d’interférences de type SDIC qui s’est avérée la plus 
satisfaisante. Les résultats obtenus indiquent que les performances tendent à s’améliorer lorsque le 
facteur d’étalement N augmente, et que l’utilisation d’un étalement complexe fournit généralement 
de meilleurs résultats qu’un étalement réel. De plus, si les performances asymptotiques (obtenues 
lorsque l’on fait tendre le facteur d’étalement N et le nombre d’utilisateurs K vers l’infini tout en 
maintenant le rapport K N  constant) des systèmes TDMA/OCDMA et OCDMA/OCDMA sont 
vraisemblablement les mêmes, il semblerait que l’OCDMA/OCDMA converge plus rapidement 
vers ses performances asymptotiques que le TDMA/OCDMA, ce qui explique que les performances 
de l’OCDMA/OCDMA soient généralement meilleures que celles du TDMA/OCDMA à N et K 
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fixés. Ainsi, il apparaît préférable de travailler avec un schéma OCDMA/OCDMA, en utilisant des 
séquences d’étalement complexes et un facteur N relativement grand ( 128N =  par exemple). 
 
Nous avons également étudié les performances des schémas TDMA/OCDMA et 
OCDMA/OCDMA sur un canal à évanouissements de Rayleigh parfaitement connus avec un seul 
trajet, et évalué le facteur de surcharge atteignable dans le cas d’une modulation QPSK, pour des 
séquences d’étalement réelles et complexes. Cette étude a montré que ces techniques de surcharge 
permettent d’atteindre des surcharges significatives lorsqu’elles sont utilisées conjointement avec 
une annulation itérative d’interférences de type SDIC : ainsi, pour un facteur d’étalement égal à 
128, on peut considérer comme acceptable une surcharge de 84%. 
 
Les techniques utilisant deux ensembles de formes d’ondes orthogonales (TDMA/OCDMA et 
OCDMA/OCDMA) ne sont théoriquement pas limitées en surcharge, mais leurs performances 
peuvent se dégrader en raison d’une diminution de la distance euclidienne minimale. D’un autre 
côté, la construction proposée par Ross et Taylor maintient la distance minimale à 2, mais de par sa 
construction, n’autorise au mieux qu’une surcharge de 33%, ce qui rend cette construction surtout 
intéressante pour de petits facteurs d’étalement ( 16N ≤ ). L’interprétation des techniques de 
surcharge précédentes en tant que codage multi-niveaux d’une constellation étendue nous a amenés 
à proposer dans le chapitre 4 de nouveaux schémas permettant d’atteindre des surcharges 
importantes tout en améliorant les performances asymptotiques. Nous avons d’abord décrit ces 
schémas dans le cas de symboles BPSK, puis en avons donné une extension au cas de symboles 
QPSK. 
 
On peut aussi classer l’IDMA dans cette deuxième famille de construction. Les performances de 
cette technique ont d’abord été étudiées sur canal AWGN en l’absence de codage, en confrontant 
les résultats avec ceux des techniques de surcharge mentionnées précédemment. La comparaison de 
ces techniques révèle qu’en l’absence de surcharge, l’IDMA présente l’inconvénient d’avoir des 
performances dégradées par rapport aux performances d’une transmisssion point à point, ce qui 
n’est évidemment pas le cas de l’OCDMA. En situation de surcharge de canal, l’IDMA s’avère 
surtout intéressant pour des valeurs des paramètres (N, K) engendrant par construction des paliers 
visibles de BER en TDMA/OCDMA ou OCDMA/OCDMA, en particulier pour de petits facteurs 
d’étalement. Son intérêt est beaucoup plus discutable si on le compare à un schéma 
OCDMA/OCDMA avec des symboles QPSK avec un étalement complexe et un grand facteur 
d’étalement. 
 
Enfin, dans le chapitre 5, nous avons présenté dans un formalisme matriciel général des techniques 
itératives adaptées à des schémas incluant du codage canal, et pouvant être mises en œuvre sur 
canal AWGN ou sur canal de Rayleigh multitrajets. Nous avons ainsi proposé plusieurs récepteurs 
pour chaque type de schéma (CDMA ou IDMA). L’exploitation des performances obtenues avec 
ces récepteurs et la comparaison des différents schémas font encore l’objet d’études 
complémentaires. 
 
En raison du caractère très vaste du problème de surcharge d’un canal à accès multiple, de 
nombreuses perspectives mériteraient d’être explorées. 
• Ainsi, certains points pourraient faire l’objet d’études plus approfondies, tels que l’étude des 
performances asymptotiques des systèmes TDMA/OCDMA et OCDMA/OCDMA. 
• D’une façon générale, les performances obtenues mériteraient d’être expliquées par une 
analyse en convergence des algorithmes mis en œuvre. Comme on l’a vu pour le HDIC, 
cette analyse s’avère délicate car les approximations effectuées dans ce type d’analyse 
limitent par là même leur domaine de validité. Nous avons également vu que l’analyse de la 
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convergence des algorithmes utilisés dans des schémas incluant du codage via les EXIT 
charts n’avait rien d’aisé, en particulier lorsqu’on s’intéresse à l’IDMA. 
• En ce qui concerne les schémas multi-niveaux, il serait intéressant d’étudier des algorithmes 
itératifs sous-optimaux produisant des décisions souples (décodage multi-étages (multistage 
decoding)). Ces algorithmes s’avèrent en effet nécessaires quand le décodage ML est 
pratiquement infaisable à cause de la complexité trop importante du treillis. Ce problème 
survient par exemple lorsqu’on travaille avec de grandes valeurs de N (en particulier pour 
les schémas à 2 niveaux de partition), ou lorsque des codes différents de ceux proposés sont 
utilisés (comme ceux basés sur la capacity design rule [135] au lieu de la balanced distance 
rule comme c’est le cas dans ce document). Les performances de ces schémas devraient 
également être étudiées sur des canaux à évanouissements. 
• Enfin, il pourrait être intéressant d’étudier des systèmes ayant recours à d’autres 
combinaisons d’accès multiple, utilisant par exemple l’OFDMA (Orthogonal Frequency 
Division Multiple Access) ou le MC-OCDMA (Multi-Carrier OCDMA). 
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Annexe A 
Etude des distances euclidiennes en 
TDMA/OCDMA 
On se place dans le cas de symboles BPSK à valeurs dans { }1±  et des séquences d’étalement 
réelles. Considérons deux séquences de symboles comptant i symboles différents sur l’ensemble 1 
et j symboles différents sur l’ensemble 2 ( Ni ≤≤0  et Mj ≤≤0 ). Ces symboles différents 
correspondent aux indices { 1k , …, ik } et { 1N m+ , …, jN m+ }. La distance euclidienne entre les 
signaux associés à ces séquences de symboles est égale à : 
 ( )
{ }{ }1 1
2 ( )
,..., ,...,
84
i j
e
S k N m km
k k k m m m
d i j s s w
N +∈ ∈
= + + ∑ ∑ .                 (A.1) 
Dans la suite, on considère la distance euclidienne entre des séquences différant d’au moins un 
symbole, ce qui implique que 1i j+ ≥ . Nous nous proposons de déterminer les conditions sous 
lesquelles la distance euclidienne est inférieure à 2. Il s’agit donc de rechercher les configurations 
(i, j) permettant d’avoir 2 4Sd < . 
 
Tout d’abord, on peut remarquer que si 0i =  ou 0j = , alors 2 4Sd ≥ . Par conséquent, on ne 
s’intéresse qu’au cas où 1 i N≤ ≤  et 1 j M≤ ≤ . 
 
Dans le pire des cas, la distance quadratique 2Sd  peut s’abaisser pour atteindre la valeur 
 ( ) ( )2 8, 4Pd i j i j ijN= + − .                    (A.2) 
D’une façon générale, la distance minimale euclidienne mind  d’un système TDMA/OCDMA vérifie 
l’inégalité suivante : 
 ( ){ }2 2
0
0
1
min ,min Pi N
j M
i j
d d i j
≤ ≤≤ ≤+ ≥
≥                     (A.3) 
Notons que si la distance minimale euclidienne mind  est strictement inférieure à 2, alors c’est aussi 
le cas de ( ){ }
0
0
1
min ,Pi N
j M
i j
d i j
≤ ≤≤ ≤
+ ≥
. Nous allons donc rechercher les configurations (i, j) permettant d’avoir 
( )20 , 4Pd i j≤ < . 
D’après (A.3), 
 ( )2 20 , 4 1 1Pd i j j j i jN
 ≤ < ⇒ − < − ≤    
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 - si 
2
Nj ≤ , alors ( ) ( )2 8, 4 4Pd i j i j ijN= + − ≥ . 
 - si 
2
Nj > , alors ( )2 10 , 4 2 21 1P
j jd i j i
j j
N N
−≤ < ⇒ < ≤
− −
. 
Remarque sur les séquences de WH : d’une façon générale, L séquences différentes extraites d’une 
matrice de WH possèdent 
2log2 L
N
    chips communs. 
Le pire des cas avec i erreurs sur l’ensemble 1 et j erreurs sur l’ensemble 2 peut donc être atteint 
(i.e. ( )2 2 ,S Pd d i j= ) si 2log2 j
Ni   ≤ . 
On en déduit finalement les conditions suivantes pour avoir ( )20 , 4Pd i j≤ <  : 
 
2log
2
1 min ,2 221 1
j
Nj
j N ji
j j
N N
  
 >    −   < ≤    − −   
                  (A.4) 
Si on pose 12 1
inf
jb
j
N
−=
−
 et 
2log
min , 22 1
sup j
N jb
j
N
  
   =   −  
, les conditions (A.4) ne sont 
susceptibles d’être vérifiées que si, à j donné, inf supb b<  (soit ,inf supI b b = ≠ ∅  ). 
En premier lieu, il convient de souligner que la première condition implique d’avoir 
2
NM > . 
Pour déterminer les couples (i, j) permettant d’avoir ( )20 , 4Pd i j≤ < , il suffit donc de suivre la 
procédure suivante (on suppose en fait que j M= ) : 
 pour j = 1
2
N +  
, …, N, 
- on calcule 12 1
inf
jb
j
N
−=
−
 et 
2log
min , 22 1
sup j
N jb
j
N
  
   =   −  
 
- si inf supb b< , alors les couples (i, j) tels que ,inf supi b b ∈    donnent une distance 
quadratique strictement inférieure à 4 égale à ( ) ( )2 8, 4Pd i j i j ijN= + − . 
En raison des rôles symétriques de i et j, et sous réserve que j N≤  et i M≤ , le couple ( i j′ = , 
j i′ = ) donnera le même 2Pd  que le couple (i, j). On peut donc éviter de recalculer 2Pd  pour un i tel 
que i j< , puisque cette distance aura déjà été calculée pour le couple ( i j′ = , j i′ = ). 
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Les calculs précédents fournissent les résultats résumés dans le tableau A.1. 
 
Tableau A.1. Résultats de la procédure visant à déterminer les ( )2 ,Pd i j  vérifiant ( )20 , 4Pd i j≤ <  
 
N 12
N +  
 : 1ère valeur 
de j à tester 
1ère valeur de j 
telle que I ≠ ∅  
solutions (i, j) 
avec i j≥  ( )2 ,Pd i j  correspondant 
4 2 2 (2, 2) 0 
8 2 2 (3, 2) (4, 2) 
3,0294 
1,3726 
16 3 4 (4, 4) 0 
32 3 4 (8, 4) 2,7452 
64 5 8 (8, 8) 0 
128 6 – – – 
256 9 16 (16, 16) 0 
512 12 – – – 
1024 17 32 (32, 32) 0 
 
Par suite, on en déduit la distance minimale euclidienne mind , égale à la valeur minimale des 
( ),Pd i j  obtenues pour des valeurs de N et M fixées. Soit clipM  la valeur charnière de M telle que 
2 4mind =  pour clipM M< , et 2 4mind <  pour clipM M≥ . Le tableau A.2 donne pour différentes 
valeurs de N, la valeur charnière clipM  et la valeur de 
2
mind  correspondante. 
 
Tableau A.2. Distances euclidiennes minimales en TDMA/OCDMA en fonction de N 
 
N clipM  2mind  pour clipM M≥  
4 2 0 
8 2 1,3726 
16 4 0 
32 4 2,7452 
64 8 0 
128 – – 
256 16 0 
512 – – 
1024 32 0 
 
Il est intéressant de constater que pour un facteur d’étalement N égal à 128 et à 512, la distance 
minimale quadratique reste égale à 4 quel que soit le nombre d’utilisateurs additionnels M 
( 0 M N≤ ≤ ). 
 
Il est à noter qu’il y a en fait plus de cas où on peut avoir 2 4Sd <  (il y a en effet des configurations 
telles que ( )2 20 , 4P Sd i j d≤ < < ). Reprenons l’expression (A.1). Si on désigne par k le nombre de 
termes égaux à -1 dans la double somme, la relation (A.1) peut se réécrire : 
 ( ) ( )2 84 2Sd i j ij kN= + + −                    (A.5) 
où 0 k ij≤ ≤ . 
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D’après (A.5), on peut avoir 20 4Sd≤ <  si 2
ijk > . On a alors : 
4 4 1
2 21 1
k kj j
N Nij j
N N
− + −
≤ <
+ +
. 
Pour déterminer (i, j, k) permettant d’avoir 20 4Sd≤ < , on suit donc la procédure suivante : 
 pour j = 1, …, N, 
pour i = j, …, 
2log2 j
N
   , 
pour k = 1
2
ij +   , …, ij, 
- on calcule 
4
21
inf
k j
Nb j
N
−
=
+
 et 
4 1
21
sup
k j
Nb j
N
+ −
=
+
 
- si inf supb b<  et ,inf supi b b ∈    alors les paramètres (i, j, k) considérés permettent 
d’avoir 20 4Sd≤ < . 
Cette procédure mène aux résultats présentés dans le tableau A.3. 
 
Tableau A.3. Résultats de la procédure visant à déterminer les 2 4Sd <  
 
N i j k 2Sd  correspondant 
4 2 2 4 0 
8 3 4 
2 
2 
6 
8 
3,0294 
1,3726 
16 4 4 16 0 
32 8 4 32 2,7452 
64 8 8 
8 
8 
63 
64 
2 
0 
128 – – – – 
256 
16 
16 
16 
16 
16 
16 
16 
16 
253 
254 
255 
256 
3 
2 
1 
0 
512 – – – – 
1024 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
32 
1017 
1018 
1019 
1020 
1021 
1022 
1023 
1024 
3,5 
3 
2,5 
2 
1,5 
1 
0,5 
0 
 
 
La procédure utilisée pour déterminer les configurations correspondant au pire des cas 
( ( )2 2 ,S Pd d i j= ) est en fait équivalente à la procédure générale présentée ici, en prenant k ij= . 
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Annexe B 
Maximisation de la capacité d’un schéma 
OCDMA/OCDMA 
On note W  la matrice des séquences d’étalement, égale à : 
 1 2 1 2N N N MW W W P H P H× ×   = =    ,                  (B.1) 
où N NH ×  est la matrice de WH de taille N, N MH ×  est une matrice contenant M séquences extraites 
de N NH × , ( )1 1diagP p= , et ( )2 2diagP p= . 
Le problème consiste à maximiser la capacité du système, autrement dit à maximiser 
 ( )( )2log det HKC I W W= + .                   (B.2) 
On peut écrire : 
 ( ) ( )det detH HK NI W W I WW+ = + .                  (B.3) 
Or, on a : 
 
( ) ( )
( )
1 1 2 2
2 2
2 2
2 2
det det
det
12 det
2
12 det
2
12 det
2
12 det
2
2 det 1
2
H H H H H
N N N N N N N M N M
H H
N N N M N M
N H H
N N M N M
N H H
N N M N M
N H
N N M N M
N H
M N M N M
N
I WW I P H H P P H H P
I I P H H P
I P H H P
I H H P P
I H H
N
I H H
N
N
N
× × × ×
× ×
× ×
× ×
× ×
× ×
+ = + +
= + +
 = +  
 = +  
 = +  
 = +  
 = +
1
2
12 1
2
2 3
H
M N M N M
M
N
N M M
I H H
N × ×
−
 +  
 = +  
= ×  
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Cette dernière expression étant indépendante des séquences 1p  et 2p , tous les couples de 
séquences ( 1p , 2p ) conduisent à la même valeur de C : 
 ( )2log 2 3N M MC −= ×                      (B.4) 
Cette méthode ne permet donc pas de distinguer les séquences PN susceptibles de fournir des 
performances plus intéressantes. 
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Annexe C 
Algorithme du MAP 
L’algorithme du MAP (Maximum A Posteriori) est en fait l’algorithme du BCJR (connu également 
sous le nom d’algorithme aller-retour (“forward-backward”), et décrit dans [6]) modifié de façon à 
avoir des sorties souples. Il est présenté notamment dans [134]. Il estime les probabilités a posteriori 
des états et des transitions d’une source de Markov observée à travers un canal discret, bruité et sans 
mémoire. 
 
On considère dans la suite un codeur convolutif de rendement 0 0k n . On note ( )01, ..., kt t tu u u=  
l’entrée du codeur convolutif à l’instant t (t = 1, …, L) et ( )01, ..., nt t tb b b=  la sortie correspondante. 
On dispose en entrées de l’algorithme des LLR a priori ( )L b  sur les bits codés, ainsi que de la 
connaissance du treillis (c’est-à-dire du codage utilisé). Les sorties de l’algorithme sont les LLR a 
posteriori ( )bΛ  et les bits d’information estimés uˆ . 
 
Les principales étapes de cet algorithme sont les suivantes : 
- Calcul de la distribution des bits codés : 
( )( ) ( ) ( )1Pr ', 1 ', tanh 1, ...,2 2
j
tj j
t
L b
b s s b s s t L
    = + ⋅ =    
               (C.1) 
où ( ){ }
01,...
',j
j n
b s s =  désignent les bits codés provoquant la transition de l’état 1 'tS s− =  à 
l’état tS s=  (ils sont donnés par la structure du treillis). 
Les observations sur les différents bits étant indépendantes, on en déduit : 
( )( ) ( )( )0
1
Pr ', Pr ', 1, ...,
n
j
t t
j
b s s b s s t L
=
= =∏ .                 (C.2) 
- Partie aller-retour à proprement parler : détermination de tα  et tβ  pour t = 1, …, L, en 
faisant l’hypothèse que le treillis débute et s’achève à l’état 0, ce qui donne comme 
conditions initiales : ( )0 0 1α = , ( )0 0 0sα ≠ = , ( )0 1Lβ = , ( )0 0L sβ ≠ = . 
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Procédure aller : 
( ) ( ) ( ) ( )( ) ( )( )
( ) ( ) ( )
( ) ( ) ( )( )
( ) ( ) ( )
1 1 0 1 1
'
1 1 1 1 1
1
'
ˆ ' Pr ', Pr 0,
ˆ ˆ où 1
ˆ ' Pr ',
2, , 1
ˆ ˆ où 1
s
s
t t t
s
t t t t t
s
s s s b s s b s
s s s
s s b s s
t L
s s s
α α α
α ρ α ρ α
α α
α ρ α ρ α
−
= = ⋅ =
= ⋅ =
= ⋅  = −= ⋅ = 
∑
∑
∑
∑


/
 
Procédure retour : 
( ) ( ) ( ) ( )( ) ( )( )
( ) ( )
( ) ( ) ( )( )
( ) ( )
1 1
'
1 1 1
1 1
'
ˆ ' Pr , ' Pr ,0
ˆ
ˆ ' Pr , '
2, ,1
ˆ
L L L L L
s
L L L
t t t
s
t t t
s s s b s s b s
s s
s s b s s
t L
s s
β β β
β ρ β
β β
β ρ β
− −
− − −
+ +
= = ⋅ =
= ⋅
= ⋅  = −= ⋅ 
∑
∑


2

 
- Calcul de la LLR a posteriori sur les bits codés : 
( ) ( )( )
( ) ( ) ( )( )
( )
( ) ( ) ( )( )
( )
( )
0
0
1
1',
1
1',
Pr 1
ln
Pr 1
' Pr ',
ln
' Pr ',
j
j
j
tj
t j
t
n
i
t t t
is s S
i j j
tn
i
t t t
is s S
i j
b r
b
b r
s s b s s
L b
s s b s s
α β
α β
+
−
−
=∈ ≠
−
=∈ ≠
= +Λ = = −
⋅ ⋅
= +
⋅ ⋅
∑ ∏
∑ ∏


,                (C.3) 
pour t = 1, …, L et j = 1, …, n0, et où les ensembles ( ) ( ){ }', ; ', 1jjS s s b s s+ = = +  et 
( ) ( ){ }', ; ', 1jjS s s b s s− = = −  sont déterminés au préalable à partir de la structure du treillis. A 
partir de cette expression, l’extrinsèque ( )jtExt b  est directement obtenue en effectuant : 
( ) ( ) ( )j j jt t tExt b b L b= Λ − . 
- Calcul de la LLR a posteriori sur les bits d’information : 
( ) ( )( )
( ) ( ) ( )( )
( ) ( ) ( )( )
0
0
1
1
1
1
Pr 0
ln
Pr 1
' Pr ',
ln
' Pr ',
j
j
j
tj
t j
t
n
i
t t tU
i
n
i
t t tU
i
u r
u
u r
s s b s s
s s b s s
α β
α β
+
−
−
=
−
=
=Λ = =
⋅ ⋅
=
⋅ ⋅
∑ ∏
∑ ∏


,                 (C.4) 
pour t = 1, …, L et j = 1, …, k0, et où les ensembles ( ) ( ){ }', ; ', 0jjU s s u s s+ = =  et 
( ) ( ){ }', ; ', 1jjU s s u s s− = =  sont déterminés au préalable à partir de la structure du treillis. 
Ceci permet d’estimer les bits d’information (par exemple, si on considère un mapping 
BPSK associant +1 à un bit d’information égal à 0, et -1 à un bit égal à 1, on aura : 
( )( )( )1 1 sgn2j jt tu u= − Λ  pour t = 1, …, L et j = 1, …, k0. 
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Annexe D 
Analyse de la turbo détection multi-
utilisateurs à l’aide d’EXIT charts 
Il s’agit ici de se familiariser avec l’outil d’analyse en convergence que constituent les EXIT 
(EXtrinsic Information Transfer) charts. On s’appuie pour ce faire sur les références [106], [107], 
[60] et [61]. 
Dans un premier temps, pour plus de simplicité, on se limite au cas de signaux réels (modulation 
BPSK) et d’un canal AWGN. On va s’attacher ici à déterminer l’EXIT chart du MUD et du DEC 
dans le cas d’un système PN-CDMA. L’étape suivante consistera à étendre ces analyses à des 
systèmes OCDMA/OCDMA et IDMA. 
D.1. Principe général de l’EXIT chart 
Un système de décodage itératif peut être vu comme un système dynamique non-linéaire avec 
feedback. L’idée fondamentale des techniques d’analyse en convergence consiste à étudier 
l’évolution des messages d’information extrinsèques au fur et à mesure des itérations, mais d’un 
point de vue probabiliste, car les décodeurs SISO (Soft Intput Soft Output : entrées et sorties 
souples) sont de nature probabilistes. On s’intéresse ici à la technique utilisant les EXIT charts, 
initialement introduite par ten Brink [106]-[107] en vue d’optimiser la conception de turbo-codes. 
L’EXIT chart permet de visualiser graphiquement l’évolution de l’information mutuelle extrinsèque 
échangée entre modules SISO au cours des itérations, et ainsi d’étudier la convergence de processus 
de décodage itératifs. 
 
Considérons la chaîne de réception générale représentée sur la figure D.1, qui englobe les schémas 
de réception présentés pour le CDMA et l’IDMA. A chaque itération, le MUD prend en entrées les 
observations X et les LLR a priori MUDiL , et fournit en sorties les extrinsèques 
MUD
oL  qui passent 
ensuite par le désentrelaceur pour devenir l’information a priori DECiL  en entrée du DEC. Celui-ci 
renvoie les extrinsèques DECoL  qui sont réentrelacées pour devenir l’information a priori pour le 
MUD. 
 
 
L i
DEC
L o
DEC
décisionsX π -1 DEC
L i
MUD
MUD
π
L o
MUD
 
 
Fig. D.1. Modèle général du récepteur itératif considéré 
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L’analyse à partir de l’EXIT chart se fait de la façon suivante. En premier lieu, l’information 
mutuelle est utilisée pour caractériser le MUD et le DEC de façon séparée. Notons MUDiI  
l’information mutuelle entre les LLR a priori MUDiL  et les bits transmis à l’entrée du MUD, et 
MUD
oI  
l’information mutuelle associée aux extrinsèques MUDoL  à la sortie du MUD. L’action du MUD peut 
alors être décrite par une fonction de transfert de la forme : 
 ( ), canalMUD MUDo iI u I=                     (D.1) 
où on a mis en évidence le fait que l’information mutuelle de sortie MUDoI  dépend nécessairement du 
modèle du canal. De même, l’action du DEC peut être décrite par une seconde fonction de transfert, 
ne dépendant cette fois que de l’information mutuelle moyenne à l’entrée du décodeur DEC (dans la 
mesure où le décodeur externe DEC n’est pas directement relié au canal) : 
 ( )=DEC DECo iI v I .                     (D.2) 
Ces fonctions sont appelées les caractéristiques de transfert d’information extrinsèque des 
décodeurs élémentaires. 
L’EXIT chart est obtenu dans un second temps en superposant les deux caractéristiques sur le 
même graphe, en tenant compte du fait que MUD DECi oI I=  et DEC MUDi oI I= . L’échange de 
l’information extrinsèque peut alors être visualisé comme une trajectoire en “zig-zag” à travers 
l’EXIT chart. En particulier, le processus itératif atteint un point de saturation (ou point fixe) 
lorsque les deux caractéristiques se coupent, puisque dans ce cas, l’échange d’information entre les 
modules MUD et DEC n’apporte plus d’innovation. Ceci permet ainsi de prédire le seuil de 
convergence du système sous l’hypothèse d’un entrelacement idéal (donc infini). 
D.2. Détermination pratique de l’EXIT chart 
Comme on l’a vu, la détermination de l’EXIT chart nécessite le calcul de l’information mutuelle 
entre l’information a priori iL  et les symboles BPSK X. 
Sachant que x prend ses valeurs dans { }1, 1− +  de façon équiprobable, l’information mutuelle 
( );i iI I L X=  est égale à : 
 ( ) ( )
{ }
( )
( ) ( )21, 1
21; log
2 1 1
i
i
i i
L
i i L
x L L
f l x
I I L X f l x dl
f l f l
+∞
∈ − + −∞
= = ⋅ + + −∑ ∫                (D.3) 
où ( )
iL
f l x  est la distribution de l’information a priori conditionnellement à { }1, 1x ∈ − + . 
On remarque au passage que les inégalités suivantes sont vérifiées : ( ) ( )0 ; 1iI L X H X≤ ≤ = . Une 
information mutuelle nulle signifie que iL  et X sont indépendantes, et que par conséquent, la 
connaissance de iL  n’apporte pas d’information sur la valeur de X. Au contraire, iL  identifie 
parfaitement X de manière déterministe lorsque ( ); 1iI L X = . 
Comme on ne dispose pas d’expressions analytiques des fonctions de transfert u et v, ces 
caractéristiques doivent être évaluées numériquement pour chaque décodeur élémentaire. 
 143
En faisant l’approximation gaussienne consistante : 
ii i L
L x nµ= ⋅ +  où 
iL
n  suit une loi gaussienne 
centrée de variance 2iσ  et 
2
2
i
i
σµ = , on en déduit que : ( ) 2221 1exp 2 22i iL iif l x l x
σ
σσ π
   = − −    
. 
L’équation (D.3) peut alors se réécrire : 
 ( )( )22 221 11 exp log 1 exp2 22 ii iiI l l dl
σ
σσ π
+∞
−∞
   = − − − ⋅ + −    ∫                (D.4) 
Il apparaît que l’information mutuelle Ii ne dépend que du seul paramètre iσ . On peut donc écrire : 
( )i iI J σ= . La fonction ( )iJ σ  étant monotone croissante, elle est inversible (i.e., ( )1i iJ Iσ −= ) 
avec pour valeurs extrêmes : ( )
0
lim 0
i
iJσ σ→ =  et ( )lim 1i iJσ σ→∞ = , correspondant respectivement à 
l’absence d’information a priori et à une information a priori parfaite. 
 
On montre de façon empirique que l’intégrale sur l variant entre −∞  et +∞  qui intervient dans 
(D.4) peut être approximée par une intégrale sur l variant entre -20 et +20, conduisant à la formule 
approchée : 
 ( )( )220 2 22
20
1 11 exp log 1 exp
2 22
i
i
ii
I l l dlσσσ π
+
−
   ≈ − − − ⋅ + −    ∫ . 
Il est à noter que cette intégrale peut être numériquement évaluée en appliquant la formule de 
Simpson sur Ni = 100000 intervalles. 
[Rappel de la formule générale d’intégration de Simpson pour une subdivision en n intervalles : 
 ( ) ( ) ( )11
1
4
6 2
b n
k k
k k
ka
a ahf x dx f a f f a−−
=
 +  = + +    ∑∫  
où b ah
n
−=  et ka a k h= + ⋅  pour k = 0, …, n.] 
 
On résume ci-dessous la procédure pour tracer la courbe ( )MUD MUDo iI u I=  associée à une valeur du 
rapport Eb/N0 fixée au préalable. 
Pour chaque utilisateur k, on génère un grand nombre de bits ( )ku l  à partir desquels sont générés 
les chips ( )kx i  (on fixe par exemple le nombre de bits de façon à générer 10000 chips) sur lesquels 
vient se superposer le bruit AWGN dont la variance dépend du rapport Eb/N0 considéré. Pour 
chaque valeur de iσ  étudiée, on calcule iI  comme on vient de l’expliquer et ii i LL x nµ= ⋅ +  où iLn  
suit une loi gaussienne centrée de variance 2iσ  et où 
2
2
i
i
σµ = . On entre alors dans la partie dédiée 
au décodeur élémentaire considéré (ici le MUD), qui, à partir des iL , va fournir en sorties les LLR 
oL . Pour obtenir oI , les densités sont estimées en séparant les oL  en deux groupes, selon que le 
chip associé est égal à -1 ou +1. Un histogramme associé à chaque groupe est ensuite utilisé pour 
approximer oI  : on commence par calculer la distribution de oL  sur nbins intervalles (on prend par 
exemple nbins = 1000) compris entre les valeurs minimale et maximale prises par oL . Soit ( )of m−  
et ( )of m+  les probabilités pour que oL  soit dans le mième intervalle (m = 1, …, nbins) 
respectivement lorsque le chip est égal à -1 et +1. oI  est alors évaluée comme suit : 
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( ) ( ) ( )( ) ( ) ( ) ( )
( )
( ) ( )2 20 01
2 21 log log
2 o o
nbins
o o
o o of m f m
m o o o o
f m f m
I f m f m
f m f m f m f m+ −
+ −
+ −≠ ≠
= + − + −
    ≈ × ⋅ + × ⋅       + +     ∑ 1 1  
où 0
1 si 0
0 si 0y
y
y≠
≠=  =1 . 
La même procédure est utilisée pour tracer ( )=DEC DECo iI v I . 
 
Pour illustrer, la figure D.2 représente l’EXIT chart dans le cas d’un code convolutif de taux 1/2 de 
polynômes générateurs (23, 35)8 pour un schéma PN-CDMA avec un facteur d’étalement 16cN =  
et un nombre d’utilisateurs 14uN =  sur un canal AWGN à Eb/N0 = 4 dB lorsque le MUD est un 
détecteur de Wiener conjoint MMSE et que le DEC réalise un simple décodage de canal mettant en 
œuvre le BCJR. Les courbes en pointillé représentent différents niveaux de BER, mesuré sur les bits 
d’information en sortie du DEC. La courbe en “zig-zag” montre la trajectoire du turbo détecteur au 
cours des itérations. Le processus itératif débute avec 0MUDiI = , ce qui traduit le fait que le MUD ne 
dispose alors d’aucune information a priori. Puis, la LLR de sortie du MUD correspondante devient 
l’entrée du DEC ( MUD DECo iI I= ). La LLR de sortie du DEC devient ensuite la LLR d’entrée du MUD 
( MUD DECo iI I= ), et ainsi de suite. 
 
Fig. D.2. Exemple d’EXIT chart (schéma PN-CDMA, code convolutif (23, 35)8, Nc = 16, Nu = 14, Eb/N0 = 4 dB) 
 
 
L’estimation du BER se fait en partant du fait que la probabilité d’erreur peut être approchée par : 
 Q Q
2b
P µ σσ
Λ Λ
Λ
   = =     
 
où 2 2 2MUD DECL Lσ σ σΛ = + , sachant que ( )1MUD MUDiL J Iσ −=  et ( )1DEC DECiL J Iσ −= . 
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D’une manière générale, des études similaires peuvent être réalisées pour l’IDMA et pour d’autres 
récepteurs en CDMA, ce afin de comparer les différents récepteurs envisageables. L’EXIT chart 
peut également être utilisé en considérant un canal de Rayleigh. 
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Annexe E 
Réduction du PAPR (Peak-to-Average Power 
Ratio) dans les systèmes CDMA par 
prédistorsion des symboles 
La problématique du PAPR (Peak-to-Average Power Ratio) est sous-jacente aux schémas étudiés 
dans cette thèse, du fait de la géométrie de la constellation (à enveloppe non constante) qui en 
résulte. Nous proposons un algorithme de réduction du PAPR s’appliquant aux systèmes CDMA. 
Cet algorithme est intéressant par sa simplicité : en effet, il est fondé sur la prédistorsion d’un 
ensemble de symboles utilisant une métrique adéquate, ne nécessite pas l’envoi d’information 
supplémentaire au récepteur, et permet d’approcher le PAPR optimal sans nécessiter pour autant la 
complexité qu’impliquerait une réduction optimale. 
 
La réduction du PAPR a fait l’objet d’un nombre important d’articles consacrés aux systèmes 
OFDM (Orthogonal Frequency Division Multiplexing) [105]. Les méthodes existantes utilisent le 
clipping, le codage ou la multiple signal representation. Ces techniques peuvent nécessiter la 
transmission d’information supplémentaire ou de la redondance, ce qui n’est pas souhaitable. (On 
notera au passage qu’une technique de réduction du PAPR adaptée aux systèmes IDMA et utilisant 
le clipping est présentée dans [108].) Des articles récents [50, 97] visent à réduire le PAPR en 
changeant la constellation sans affecter la distance euclidienne minimale ni transmettre 
d’information supplémentaire. Dans [50], une technique appelée ACE (Active Constellation 
Extension) consistant à modifier les points les plus à l’extérieur de la constellation est présentée en 
vue de minimiser le PAPR. Dans [97], une technique de prédistorsion des symboles basée sur une 
métrique est proposée, où l’extension de constellation est réalisée à l’aide d’un simple facteur 
d’échelle. 
En ce qui concerne les systèmes CDMA, le PAPR a été étudié dans le cas des systèmes IS95 et 
CDMA2000 en mono et multi-porteuses dans [57]. En particulier, il y était remarqué que le PAPR 
pouvait être contrôlé en agissant soit sur les symboles, soit sur les séquences d’étalement. En 
poursuivant sur cette dernière idée, [57] propose un algorithme choisissant séquentiellement les 
séquences de WH à utiliser, mais cet algorithme n’est intéressant que si le nombre d’utilisateurs est 
très petit par rapport au facteur d’étalement. D’autres méthodes ont été étudiées pour construire des 
séquences de signature optimales qui satisfont une contrainte sur le PAPR, comme dans [109]. 
Nous allons présenter ici une méthode générale qui ne modifie que l’amplitude de certains des 
symboles transmis, sans nécessiter de construction spécifique des séquences d’étalement. 
La méthode proposée s’inspire de la technique développée pour l’OFDM dans [97]. Dans la suite, 
nous nous intéresserons aux performances de cet algorithme sur des signaux réels et des symboles 
BPSK. Il y a alors deux points de constellation différents (-1 et +1). L’altération d’un point de 
constellation n’est acceptable que si le point résultant reste à une distance supérieure ou égale de la 
frontière de décision. Par conséquent, on peut autoriser les points de constellation modifiés dans les 
intervalles ] ], 1−∞ −  et [ [1, +∞  sans dégradation de la performance en termes de BER (en supposant 
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le canal AWGN). Nous décrivons un algorithme de réduction du PAPR simple qui consiste à 
calculer une métrique pour chaque symbole et à prédistordre certains symboles en se basant sur les 
métriques calculées. Ce processus est ensuite itéré. L’algorithme décrit ici peut également être 
appliqué dans le cas d’une modulation QPSK ou de modulations QAM de niveaux supérieurs, 
comme cela est illustré dans [97]. Plus précisément, les parties réelles et imaginaires des symboles 
complexes QPSK peuvent être prédistordus en utilisant des métriques communes ou séparées, et 
dans le cas de constellation QAM rectangulaires, la prédistorsion est limitée aux points extérieurs : 
les points situés aux coins peuvent être prédistordus comme en QPSK, alors que seule la partie 
réelle ou imaginaire des points situés sur les côtés peut être altérée sans dégrader la performance en 
termes de BER. 
Dans ce qui suit, nous formulons le problème général de la réduction du PAPR comme un problème 
d’optimisation. La complexité de ce problème nous amène à construire un algorithme sous-optimal. 
Les résultats de simulation qu’il fournit peuvent alors être comparés à ceux que donnerait une 
réduction optimale du PAPR. 
E.1. Formulation du problème 
Dans la suite, 
• N désigne le facteur d’étalement, 
• K représente le nombre d’utilisateurs (on supposera que K N≤ ; le cas des systèmes 
surchargés ( K N> ) pouvant en fait être traité de façon similaire), 
• ( )1 2, , ..., TKs s s s=  est le vecteur des symboles BPSK associés aux K utilisateurs 
( { }1, 1ks ∈ − + ) pendant une période symbole CDMA donnée, 
• ( )1 2, , ..., TNy y y y=  est le signal émis correspondant. 
On suppose que l’étalement est réalisé à l’aide de séquences orthogonales de WH. Soit 
[ ]1 2 NW w w w= …  les N séquences binaires de WH de longueur N, avec ( )1 2, , ..., Ti i i Niw w w w=  
pour i = 1, 2, …, N. Ainsi, jiw  est le jème chip de la séquence iw . Le signal émis peut s’écrire : 
1
1, 2, ...,
K
n nk k
k
y w s n N
=
= =∑ ,                  (E.1) 
ou sous forme matricielle : 
y Ws= .                      (E.2) 
Pour de grandes valeurs de N, les échantillons de signal transmis suivent une distribution 
gaussienne. Ainsi, la plupart des amplitudes seront petites mais un petit pourcentage d’entre elles 
aura de très grandes amplitudes, ce qui entraîne le problème bien connu du PAPR dont souffrent 
considérablement les systèmes de transmission. Le PAPR d’un bloc de signal émis est défini 
comme suit : 
( ) ( )
2 2
1
2 2
2
1
max
E
nn N
N
n
n
yy
PAPR y
y N y N
≤ ≤∞
=
= =
∑
.                  (E.3) 
La prédistorsion de symboles se traduit mathématiquement par le remplacement du vecteur des 
symboles initiaux s  par un vecteur ( )KI D s+ , où { }( )diag , 1, ...,kD d k K= ∈  avec 0kd ≥ . 
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Autrement dit, ks  est remplacé par ( )1 k kd s+  avec 0kd ≥ , et son amplitude n’est affectée que si dk 
est différent de 0. Par conséquent, le signal émis après réduction du PAPR sera égal à ( )y WSd+ , 
où { }( )diag , 1, ...,kS s k K= ∈  et ( )1, ..., TKd d d= . 
Le problème de réduction du PAPR par prédistorsion des symboles peut donc s’exprimer comme un 
problème d’optimisation : 
1
min
sous la contrainte: 0 .
d
K
y WSd
d
∞
×
+
≥
                    (E.4) 
Il s’agit d’un problème de minimax avec contrainte inégalité très complexe à résoudre. Toutefois, 
comme 
1/ p
p
np pn
y y y ∞→∞
 = →  ∑ , 
y ∞  peut s’approximer par py  avec p grand. 
Dès lors, le problème de minimax énoncé dans (E.4) peut s’écrire : 
1
min
sous la contrainte: 0 .
pd
K
y WSd
d ×
+
≥
                    (E.5) 
Comme 
p
y WSd+  est une norme, elle est convexe. Par conséquent le problème (E.5) est soluble 
par n’importe quelle méthode de minimisation convexe sous contrainte. On peut par exemple 
appliquer une méthode du point intérieur telle que décrite dans [12]. D’après [12], on peut dire que 
le problème de minimisation sous contrainte inégalité énoncé dans (E.5) est équivalent à : 
( )
1
1min ln
K
kpd k
y WSd dλ =
 + −  ∑                    (E.6) 
avec 0λ ≥ , qui est un problème de minimisation avec contrainte égalité pouvant être résolu par une 
méthode du gradient. Cela reste néanmoins un problème complexe, en particulier en raison du 
nombre important d’itérations qu’il nécessite. 
E.2. Un algorithme sous-optimal 
La complexité du problème d’optimisation présenté précédemment nous amène à concevoir un 
algorithme sous-optimal fournissant des résultats très proches des résultats optimaux tout en étant 
simple. Cet algorithme réalise une prédistorsion des symboles basée sur une métrique calculée pour 
chaque symbole ks . Nous devons maintenant définir une métrique indiquant dans quelle mesure les 
valeurs extrêmes du signal émis peuvent être réduites par prédistorsion du symbole considéré (c’est-
à-dire en augmentant l’amplitude du symbole en question). 
Soit YL l’ensemble d’indices correspondant aux L échantillons les plus grands en valeur absolue. 
D’après (E.1), on peut dire que la contribution du kième symbole (k = 1, …, K) au nième 
échantillon de signal (n = 1, …, N) est égale à kn kw s . L’idée est de réduire l’amplitude de ny  
( Ln Y∈ ) en augmentant l’amplitude de sk lorsque kn kw s  et ny  sont de signes opposés. Ceci nous 
conduit à considérer la métrique suivante pour chaque symbole ks  : 
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( ) ( )1, 1 sgn sgn
L
k n kn k
n Y
y w s
L
µ
∈
= − ⋅∑ .                   (E.7) 
On peut modifier cette métrique en remplaçant ( )sgn ny  par ny  dans l’expression ci-dessus. La 
métrique ainsi obtenue peut s’écrire : 
( ) ( )2,
1 sgn
, L
k n kn k
n YL
y w s
L h y S
µ
∈
= − ⋅⋅ ∑                   (E.8) 
où ( ) 1,
L
L n
n Y
h y Y y
L ∈
= ∑  est un facteur de normalisation. 
L’équation (E.8) s’écrit aussi : 
( ) ( )2,
1 sgn
, L
k k n n kn
n YL
s y y w
L h y Y
µ
∈
= − ⋅⋅ ∑                   (E.9) 
Or, cette métrique présente l’inconvénient de nécessiter la prédétermination du paramètre L. C’est 
pourquoi nous proposons d’utiliser la métrique suivante pour chaque indice k : 
( ) ( )1
1 sgn
N
q
k k n n kn
n
s y y w
N f y
µ
=
= − ⋅⋅ ∑                (E.10) 
où ( )
1
1 N q
n
n
f y y
N =
= ∑ . La présence du terme qny  (n = 1, …, N) au lieu de ny  ( Ln Y∈ ) comme 
dans (E.9) permet de donner plus d’importance aux échantillons de grande amplitude, sans pour 
autant avoir à présélectionner un certain nombre L d’échantillons ayant les plus grandes amplitudes. 
Enfin, ( )
1
N f y⋅  est un facteur de normalisation. 
 
Après quelques initialisations ( (0)y y= , (0)s s= ), l’algorithme proposé comprend les étapes 
suivantes à l’itération i (en commençant avec i = 1) : 
• Pour chaque symbole sk (k = 1, …, K), on calcule la métrique de décision : 
  ( ) ( )( ) ( 1) ( 1)( -1) 1
1 sgn
N qi i i
k k n n kni
n
s y y w
N f y
µ − −
=
= − ⋅ ∑  
  où ( )( -1) ( 1)
1
1 N qi i
n
n
f y y
N
−
=
= ∑ . 
• On détermine SM l’ensemble des indices associés aux symboles ayant les M plus grandes 
métriques positives. 
• On actualise les valeurs des symboles : 
  
( )( ) ( 1)( )
( 1)
1 si 
 si 
i i
k k Mi
k i
k M
s k S
s
s k S
α µ −
−
 + ∈=  ∉
 
  où α est un facteur d’échelle. 
• On met à jour le signal émis : ( ) ( )i iy Ws= . 
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Le PAPR peut alors être évalué comme étant le rapport entre la puissance crête à l’itération i et la 
puissance moyenne initiale (étant donné que l’application de l’algorithme engendre une 
augmentation de la puissance moyenne, l’utilisation de la puissance moyenne correspondant au 
nouveau signal transmis (après prédistorsion) au dénominateur biaiserait les résultats et 
surestimerait les performances de l’algorithme) : 
( ) ( )
22 ( )( )
( ) 1
2 2(0) (0)
2
1
max
E
ii
ni n N
N
n
n
yy
PAPR y
y N y N
≤ ≤∞
=
= =
∑
.              (E.11) 
Le processus décrit ci-dessus est itéré jusqu’à ce qu’il n’y ait plus d’amélioration significative. Le 
facteur d’échelle α et le paramètre M sont déterminés au préalable à l’aide de simulations, comme 
expliqué ci-après. 
E.3. Résultats de simulations 
On étudie à présent les performances de cet algorithme, que l’on compare aux résultats qui peuvent 
être atteints en ayant recours à un procédé d’optimisation complexe. Les résultats de simulation 
présentés ont été obtenus en moyennant sur 106 blocs de symboles générés aléatoirement, en 
utilisant un facteur d’étalement de 64 et un système CDMA complètement chargé ( 64K N= = ). Le 
paramètre q intervenant dans la métrique a été pris égal à 8. 
Le nombre M de symboles à prédistordre a été sélectionné de manière à avoir la réduction de PAPR 
la plus importante possible. De fait, comme l’expansion d’un symbole n’est effectuée que si la 
métrique associée est positive, le nombre de symboles qui sont effectivement prédistordus est 
inférieur ou égal à M. La figure E.1a illustre l’influence du paramètre M sur le PAPR pour 
différentes valeurs du facteur d’échelle α. On observe que le nombre optimal de symboles modifiés 
est égal à 13 pour 0.5α = , et à 3 pour 2.0α = . La figure montre aussi que la réduction de PAPR la 
plus importante est atteinte avec 1α =  lorsque le paramètre M est environ égal à 8. Avec ces 
valeurs, la 4ème itération donne lieu à une réduction du PAPR de 2,6 dB. Comme on peut le voir sur 
la figure E.1b, elle engendre une augmentation de la puissance moyenne de 1,18 dB. 
 
 
(a) 
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(b) 
Fig. E.1. Influence du nombre de symboles prédistordus M sur le PAPR (a) 
et sur l’augmentation de la puissance moyenne (b) lorsque K = N = 64 (4ème itération) 
 
Sur la figure E.2, on considère la fonction complémentaire de la fonction de répartition (CCDF, 
pour Complementary Cumulative Distribution Function) définie par : 
( )( ) ( )( )CCDF PrPAPR y PAPR y λ= > .               (E.12) 
Elle peut s’interpréter comme la probabilité que le PAPR relatif à un signal émis y  soit supérieur à 
λ. La figure E.2 montre la CCDF du PAPR initial avant toute réduction, et du PAPR obtenu après 
chacune des 4 premières itérations de l’algorithme en utilisant 1α =  et la meilleure valeur de M. 
Ces résultats peuvent être comparés à la courbe optimale correspondant au PAPR donné par la 
résolution du problème (E.5) en prenant 10p = . 
 
 
Fig. E.2. CCDF du PAPR pour N = 64 
 
La figure E.2 montre que l’algorithme proposé apporte une amélioration de l’ordre de 3,5 dB à une 
probabilité de 10-3. Elle met également en évidence le fait que les performances obtenues après la 
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4ème itération sont très proches de l’optimum. Continuer d’itérer ne fournirait qu’une amélioration 
négligeable. On note que l’extension de constellation provoque une augmentation de la puissance 
moyenne du système. Ainsi, les simulations ont produit une augmentation de 0,72 dB, 1,0 dB, 1,13 
dB, et 1,18 dB après chacune des 4 itérations. 
Afin de visualiser l’impact sur la constellation, on a représenté sur la figure E.3 la distribution des 
amplitudes des symboles étendus à l’issue de la 4ème itération, et la distribution qui résulterait de la 
réduction de PAPR optimale. 
 
 
Fig. E.3. Distribution des amplitudes des symboles BPSK étendus (N = 64) 
 
 
 
L’algorithme proposé a été décrit pour des signaux discrets au rythme chip, mais son extension au 
cas de signaux suréchantillonnés est immédiate. Dans les simulations suivantes, on utilise un facteur 
de suréchantillonnage égal à 2 (le filtre étant un filtre en cosinus surélevé avec un roll-off de 0,5) 
dans l’algorithme et un facteur 2 supplémentaire avant évaluation du PAPR. En effet, un facteur de 
suréchantillonnage de 4 est suffisant pour approximer le signal analogique et avoir une mesure 
précise du PAPR. 
La figure E.4a illustre l’influence du paramètre M sur le PAPR pour différentes valeurs du facteur 
d’échelle α. On observe que le nombre optimal de symboles modifiés est égal à 3 pour 2.0α =  et 
environ 10 pour 0.5α = . La figure montre aussi que la réduction de PAPR la plus importante est 
atteinte avec 1α =  lorsque le paramètre M est environ égal à 5. Avec ces valeurs, la 4ème itération 
donne lieu à une réduction moyenne du PAPR de 2,4 dB. Comme le montre la figure E.4b, elle 
engendre une augmentation de la puissance moyenne de 1 dB. 
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(a) 
 
(b) 
Fig. E.4. Influence du nombre de symboles prédistordus M sur le PAPR (a) 
et sur l’augmentation de la puissance moyenne (b) 
lorsque K = N = 64 (4ème itération) (résultats avec suréchantillonnage) 
 
 
La figure E.5 représente la CCDF du PAPR initial avant toute réduction, et du PAPR obtenu après 
chacune des 4 premières itérations de l’algorithme en utilisant 1α =  et la meilleure valeur de M. 
Ces résultats peuvent être comparés à la courbe correspondant au PAPR optimal obtenu avec une 
méthode de prédistorsion des symboles. La figure E.5 montre que l’algorithme proposé apporte une 
amélioration de l’ordre de 2,9 dB à une probabilité de 10-3 et de 3,1 dB à une probabilité de 10-4. Là 
encore, les performances obtenues après la 4ème itération sont très proches de l’optimum. 
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Fig. E.5. CCDF du PAPR pour N = 64 (résultats avec suréchantillonnage) 
E.4. Conclusion 
Nous avons décrit un algorithme simple de réduction du PAPR pour des systèmes CDMA. Une 
métrique de décision est calculée pour chaque symbole pour mesurer sa contribution aux 
échantillons de signal émis de grande amplitude. Cette métrique est ensuite utilisée pour actualiser 
l’amplitude du symbole correspondant. Nous avons étudié les performances de cet algorithme sur 
des symboles BPSK, et éventuellement en introduisant du suréchantillonnage afin d’approximer 
plus fidèlement le signal analogique et ainsi avoir une mesure plus précise du PAPR. Les résultats 
obtenus sont très voisins de ceux fournis par la procédure optimale de réduction du PAPR, dont la 
complexité est très importante. Une approche similaire pourrait être adoptée pour des constellations 
plus grandes, en effectuant l’extension des points de constellation les plus à l’extérieur. 
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