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This paper proposes an iterative algorithm for solving a general
ﬁnite-dimensional linear operator equation T(x) = f and demon-
strates that it will get the exact solution within a ﬁnite number of
iteration steps. This algorithm uniﬁes all the iterative methods in
Huang et al. (2008) [3], Peng (2005) [7] and Peng and Peng (2006)
[8] and provides an iterativemethod for solving an inverse problem
related to Hermitian-generalized Hamiltonian matrices [2,12].
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1. Introduction
In the past few years, much work has been done about iterative methods for solving matrix equa-
tions with constraints (including the corresponding least squares problems). We refer to [3,7,8] and
references therein for details. These methods have two signiﬁcant features; at ﬁrst, they can get exact
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solutions of corresponding problems within a ﬁnite number of iteration steps, provided the rounding
errors are neglected; secondly, the structures of the methods are quite similar but the computational
schemes look verydifferent for different problems. It seems that certain keypoints behind themethods
are hidden up to now, and this greatly restricts their use to other similar problems.
Based on this observation, this paper proposes an iterative algorithm for solving a general ﬁnite-
dimensional linear operator equation T(x) = f from one vector space H1 to another vector space
H2. The algorithm can get the exact solution within a ﬁnite number of iteration steps and can also
reconstruct all the algorithms in [3,7,8] after proper choices of H1, H2, T , and f . Therefore, it can be
viewedasauniﬁed framework for those iterativealgorithmsgivenabove.Wealsouse this abstract algo-
rithm to establish an iterativemethod for solving an inverse problem related to Hermitian-generalized
Hamiltonian matrices [2,12], arising from model design [4,6].
The rest of this paper is organized as follows. Section 2 presents the algorithm description and
convergence analysis. Section 3 provides some comparison between our algorithmand thewell known
GMRES algorithm. Some applications and numerical examples are included in Sections 4 and 5,
respectively.
2. Algorithm descriptions and convergence analysis
Given two ﬁnite-dimensional vector spacesH1 andH2, their inner-products and induced norms are
denoted by 〈·, ·〉i and ‖·‖i = 〈·, ·〉1/2i (1 i 2), respectively. Let T ∈ L(H1,H2) be a linear operator
from H1 into H2. We intend to construct an iterative algorithm for solving the operator equation
T(x) = f . (2.1)
As usual (cf. [5,9,10]), deﬁne the adjoint operator T∗ ∈ L(H2,H1) of T by〈
y, T∗(z)
〉
1 = 〈T(y), z〉2 ,∀ y ∈ H1, z ∈ H2. (2.2)
Now our algorithm reads as follows.
Algorithm 1
Step 1. Given an initial guess x1 ∈ H1, compute
R1 = f − T(x1), (2.3)
P1 = Q1 = T∗(R1). (2.4)
Set k := 1.
Step 2. If Rk = 0, or Rk /= 0 but Qk = 0, then stop; otherwise, compute
xk+1 = xk + αkQk , (2.5)
αk = ‖Rk‖
2
2
‖Qk‖21
, (2.6)
Rk+1 = f − T(xk+1), (2.7)
Pk+1 = T∗(Rk+1), (2.8)
Qk+1 = Pk+1 + βkQk , (2.9)
βk = −〈Pk+1,Qk〉1‖Qk‖21
. (2.10)
Set k := k + 1, goto Step 2.
For convergence analysis of Algorithm 1, we ﬁrst present the following results.
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Lemma 2.1. If Algorithm 1 does not terminate within l 1 iteration steps, then
〈Qk+1,Qk〉1 = 0, 〈Rk+1, Rk〉2 = 0, 1 k l.
Proof. By a simple computation, it follows from (2.9) and (2.10) that
〈Qk+1,Qk〉1 = 0, 1 k l. (2.11)
When k = 1, we have by (2.3)–(2.7) that
R2 = R1 − α1T(Q1)
and
〈R2, R1〉2 = 〈R1, R1〉2 − α1 〈T(Q1), R1〉2
= ‖R1‖22 − α1
〈
Q1, T
∗(R1)
〉
1
= ‖R1‖22 − α1 ‖Q1‖21 = 0.
When k > 1, we have by (2.5) and (2.7) that
Rk+1 = Rk − αkT(Qk).
Using this and (2.8) gives
〈Rk+1, Rk〉2 = ‖Rk‖22 − αk 〈T(Qk), Rk〉2 (2.12)
= ‖Rk‖22 − αk 〈Qk , Pk〉1 .
On the other hand, by (2.9) and (2.11),
〈Qk , Pk〉1 = 〈Qk ,Qk − βk−1Qk−1〉1 = ‖Qk‖21 ,
which, together with (2.6) and (2.12), implies
〈Rk+1, Rk〉2 = 0
as required. 
Lemma 2.2. If Algorithm 1 does not terminate within l 1 iteration steps, then〈
Ri, Rj
〉
2
= 0, 〈Qi,Qj〉1 = 0, ∀ i /= j, 1 i, j l + 1. (2.13)
Proof. We proceed by induction. When l = 1, (2.13) follows from Lemma 2.1. Suppose that it holds
for l = k − 1 with k > 2, i.e.,〈
Ri, Rj
〉
2
= 0, 〈Qi,Qj〉1 = 0, ∀ i /= j, 1 i, j k. (2.14)
We are going to prove the validity of (2.13) for l = k. For this, by the induction hypothesis (2.14), it
sufﬁces to derive the following relations:
〈Rk+1, Ri〉2 = 0, 〈Qk+1,Qi〉1 = 0, 1 i k. (2.15)
When i = k, (2.15) follows readily from Lemma 2.1. When i k − 1, the combination of (2.5) and
(2.7) implies
Rk+1 = f − T(xk+1) = f − T(xk + αkQk) = Rk − αkT(Qk) (2.16)
from which, (2.14), (2.7) and (2.8) it holds that
〈Rk+1, Ri〉2 = 〈Rk − αkT(Qk), Ri〉2 = −αk 〈T(Qk), Ri〉2
= −αk 〈Qk , T∗(Ri)〉1 = −αk 〈Qk ,Qi − βi−1Qi−1〉1
= −αk 〈Qk ,Qi〉1 + αkβi−1 〈Qk ,Qi−1〉1 = 0. (2.17)
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Similarly, from (2.8), (2.9), (2.16) and (2.17), we have, for i k − 1,
〈Qk+1,Qi〉1 = 〈Pk+1 + βkQk ,Qi〉1 =
〈
T∗(Rk+1),Qi
〉
1
= 〈Rk+1, T(Qi)〉2 =
〈
Rk+1,
Ri − Ri+1
αi
〉
2
= 1
αi
〈Rk+1, Ri〉2 −
1
αi
〈Rk+1, Ri+1〉2 = 0.
So the relations (2.15) hold. 
Lemma 2.3. Let problem (2.1) be a consistent linear system and x∗ be one of its solution. Then〈
x∗ − xk ,Qk〉1 = ‖Rk‖22 . (2.18)
Proof. We proceed by induction. When k = 1, from (2.2)–(2.4) it follows that〈
x∗ − x1,Q1〉1 = 〈x∗ − x1, T∗(R1)〉1 = 〈f − T(x1), R1〉2 = ‖R1‖22 .
Suppose that (2.18) holds for k = l − 1 with l > 2. Then, by the induction hypothesis and (2.5), (2.6),〈
x∗ − xl ,Ql−1〉1 = 〈x∗ − xl−1 − αl−1Ql−1,Ql−1〉1
= ‖Rl−1‖22 − ‖Rl−1‖22 = 0.
This with (2.8) and (2.9) gives〈
x∗ − xl ,Ql〉1 = 〈x∗ − xl , Pl + βl−1Ql−1〉1
= 〈x∗ − xl , T∗(Rl)〉1 + βl−1 〈x∗ − xl ,Ql−1〉1
= 〈T(x∗ − xl), Rl〉2 = ‖Rl‖22 ,
which shows that (2.18) holds for k = l. The required result then follows. 
Now, we are ready to derive the convergence property of Algorithm 1, described as follows.
Theorem 2.1. Let problem (2.1) be a consistent linear system. Then Algorithm 1 will terminate within a
ﬁnite number of iteration steps to get the exact solution of (2.1).
Proof. In fact, we can show that Algorithm 1will get the exact solutionwithin d iteration steps, where
d = min(d1, d2) with di = dim (Hi) (1 i 2). We prove this conclusion for the case d2  d1, and the
case d1 > d2 can be treated in a similar manner. If Algorithm 1 does not get the exact solution within
d1 − 1 iteration steps, then
Ri /= 0, 1 i d1.
So, by Lemma 2.3,
Qi /= 0, 1 i d1.
Thus, at the d1th iteration step, we can get xd1+1 and Qd1+1 from (2.5), (2.6), (2.9) and (2.10), and by
Lemma 2.2,
〈Q
d1+1 ,Qi〉1 = 0, 1 i d1,
〈Qi,Qj〉1 = 0, ∀ i /= j, 1 i d1.
Since dim (H1) = d1, we know as a direct consequence of the above equations that
Qd1+1 = 0,
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which combined with Lemma 2.3 shows that Rd1+1 = 0, i.e., xd1+1 is the exact solution of (2.1). The
proof is completed. 
Remark 2.1. For the least squares problem related to problem (2.1), i.e.,
min
x∈H1
‖T(x) − f‖22 ,
we can get its solution by solving the corresponding normal equation
(T∗T)(x) = T∗(f ) (2.19)
in terms of Algorithm 1.
Lemma 2.4. Let problem (2.1) be a consistent linear system and x∗ be one of its solution. If x∗ ∈ R(T∗)
(the range of T∗), then x∗ must be the unique minimum norm solution of (2.1).
Proof. We argue by contradiction. If the conclusion is not valid, then there exists some other solution
x∗∗ of (2.1) such that∥∥x∗∗∥∥1 < ∥∥x∗∥∥1 . (2.20)
Since T(x∗ − x∗∗) = 0, there is a non-zero element x˜ ∈ ker(T) such that x∗ = x∗∗ + x˜, where ker(T)
denotes the kernel space of T . Using the basic result that R(T∗)⊥ = ker(T) (cf. [9,10]), and noting that
x∗ ∈ R(T∗) and x˜ ∈ ker(T), we see that
x∗ = PR(T∗)x∗∗.
Here R(T∗)⊥ denotes the orthogonal complementary subspace of R(T∗) in H1, and PR(T∗) stands for
the orthogonal projection operator from H1 on to R(T
∗). Hence∥∥x∗∥∥1 = ∥∥PR(T∗)x∗∗∥∥1  ∥∥x∗∗∥∥1 ,
which contradicts (2.20). This completes the proof. 
The following theorem is a direct consequence of Theorem 2.1 and Lemma 2.4.
Theorem 2.2. Let problem (2.1) be a consistent linear system. If we choose x1 = T∗(x0) in Algorithm 1,
where x0 is any element in H2, for instance x0 = 0, then the algorithmwill terminatewithin a ﬁnite number
of steps to get the minimum norm solution of (2.1).
3. Comparison between Algorithm 1 and the GMRES method
We consider a particular case of problem (2.1) with H1 = H2 = H and T an invertible operator. Let
Kk(T , R1) denote the usual k-th Krylov subspace [11],
Kk(T , R1) = span{R1, T(R1), T2(R1), · · · Tk−1(R1)}.
Then the GMRES method for (2.1) is to ﬁnd xk+1 ∈ x1 + Kk(T , R1) such that
‖f − T(xk+1)‖H = min
x∈x1+Kk(T ,R1)
‖f − T(x)‖H , (3.1)
where ‖ · ‖H represents the norm of H and R1 = f − T(x1).
Let d0 be the order of the minimal polynomial of T with respect to the vector x1. It is well known
that the GMRES method will get the exact solution within d0  d = dim (H) iteration steps [11]. So
Algorithm 1 does not always perform well as for the GMRES method.
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Example 3.1. Use Algorithm 1 and the GMRES method to solve the linear system Ax = b, where
A =
⎛⎜⎜⎜⎜⎝
4 −9 −7 8 2
−7 −9 0 7 14
5 10 5 −5 −10
−2 3 7 0 4
−3 −13 −7 10 11
⎞⎟⎟⎟⎟⎠ , b =
⎛⎜⎜⎜⎜⎝
1
2
3
4
5
⎞⎟⎟⎟⎟⎠ .
It is easy to ﬁnd that the order of the minimal polynomial of A is 2. Under the same conditions (the
initial guess is chosen equal to 0 and the stopping criterion is ‖b − Axk‖2 < 10−5), the GMRES and
Algorithm 1 require 2 and 5 iteration steps to get the desired solution, respectively. For the previous
problem with A replaced by
A =
⎛⎜⎜⎜⎜⎝
6 1 0 0 0
8 6 1 0 0
0 8 6 1 0
0 0 8 6 1
0 0 0 8 6
⎞⎟⎟⎟⎟⎠ ,
which has ﬁve different eigenvalues, both methods require ﬁve iteration steps to get the desired
solution.
By some direct computation, we can see that
span{Q1,Q2, . . . ,Qk} = span{Q1, (T∗T)(Q1), (T∗T)2(Q1), . . . , (T∗T)k−1(Q1)}.
Since Q1 /= T∗(R1) in general, the approximate solution from Algorithm 1, xk+1 ∈ x1+ span{Q1,
Q2, . . . ,Qk}, does not belong to the afﬁne space x1 + Kk(T , R1). Moreover, xk+1 does not have certain
variational interpretation like (3.1). Hence, it is rather involved to develop convergence rate analysis
for Algorithm 1.
However, Algorithm 1 has a signiﬁcant advantage over the GMRES method, i.e., its computational
cost is much smaller than the latter one, comparable to the CG method for the SPD system.
4. Some applications
4.1. Some existing algorithms-revisited
In this subsection, we show that all the existing algorithms in [3,7,8] can be reconstructed naturally
from our algorithm by choosing H1, H2, T , and f properly. To this end, we ﬁrst recall some notation for
later uses. LetRn×m (resp.Cn×m) be the set of alln × m real (resp. complex)matrices. ForA, B ∈ Rn×m
(resp. A, B ∈ Cn×m), its inner-product is given by [1]
〈A, B〉 = trace(BTA) (resp. trace(BHA)),
where BT and BH denote the usual transpose and Hermitian transpose of B, respectively. The induced
norm, i.e., the Frobenius norm, is denoted by ‖ · ‖ simply. Unless explicitly stated to the contrary, a
subspaceM of Rn×m (or Cn×m) naturally inherits the inner-product and norm over Rn×m (or Cn×m).
Clearly, the use of Algorithm 1 for a concrete problem relies on the choice of H1, H2, T , and f , and the
computation of T∗. Based on our abstract algorithm, some existing iterativemethods are reconstructed
as follows.
Example 4.1. Given A ∈ Rm×n, B ∈ Rn×p , C ∈ Rm×p, ﬁnd X = −XT such that
AXB = C. (4.1)
Take
H1 = {Y ∈ Rn×n; Y = −YT },
H2 = Rm×p, T(Y) = AYB, ∀ Y ∈ H1.
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Observe that for any anti-symmetric (resp. anti-Hermitian) matrix Y and symmetric (resp. Hermitian)
matrix Z , it holds that
〈Y , Z〉 = 0. (4.2)
Now, recalling deﬁnition (2.2) and using (4.2), we can determine thematrix T∗(Z) ∈ H1 for any Z ∈ H2
as follows:〈
Y , T∗(Z)
〉= 〈T(Y), Z〉 = 〈AYB, Z〉 = 〈Y , ATZBT 〉
=
〈
Y ,
ATZBT + BZTA
2
〉
+
〈
Y ,
ATZBT − BZTA
2
〉
=
〈
Y ,
ATZBT − BZTA
2
〉
and hence
T∗(Z) = 1
2
(ATZBT − BZTA). (4.3)
Using (4.3) and Algorithm 1we then derive the iterative method Algorithm 2.1 in [3] for problem (4.1)
easily.
Example 4.2. Given A ∈ Rm×n, B ∈ Rn×p, C ∈ Rm×p, solve the constrained least squares problem
min X∈SRn×n ‖AXB − C‖ , (4.4)
where
SRn×n = {Y ∈ Rn×n; Y = YT }.
Wewill get the solution of (4.4) by solving its normal equation (2.19) in terms of Algorithm 1. Take
H1 = SRn×n, H2 = Rm×p, T(Y) = AYB, ∀ Y ∈ H1.
Arguing as in the derivation of (4.3), we easily have
T∗(Z) = 1
2
(
ATZBT + BZTA
)
, ∀Z ∈ H2.
Combining this with (2.19) we know the normal equation for problem (4.4) is
ATAXBBT + BBTXATA = ATCBT + BCTA. (4.5)
We next use Algorithm 1 to solve (4.5). For this equation, H1 and H2 are taken as before, but
T(Y) = ATAXBBT + BBTXATA, ∀Y ∈ H1. (4.6)
Arguing as in the derivation of (4.3) again, we ﬁnd
T∗(Z) = ATAZ + Z
T
2
BBT + BBT Z + Z
T
2
ATA, ∀Z ∈ H2. (4.7)
Inserting (4.6) and (4.7) into Algorithm 1 leads to Algorithm 2.1 in [7] for problem (4.4) immediately.
Example 4.3. Given A ∈ Rp×m, B ∈ Rm×q, C ∈ Rp×n, D ∈ Rn×q, E ∈ Rp×q, solve the matrix couple
[X Y] with X ∈ Rm×m and Y ∈ Rn×n such that
AXB + CYD = E. (4.8)
We ﬁrst rewrite the matrix equation AXB + CYD = E as
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[A C]
[
X 0
0 Y
] [
B
D
]
= E
and then solve it by Algorithm 1.
Take
H1 =
{[
X 0
0 Y
]
∈ R(m+n)×(m+n); X ∈ Rm×m, Y ∈ Rn×n
}
,
H2 = Rp×q,
T
([
X 0
0 Y
])
= [A C]
[
X 0
0 Y
] [
B
D
]
, ∀
[
X 0
0 Y
]
∈ H1. (4.9)
Since〈[
X 0
0 Y
]
, T∗(Z)
〉
=
〈
T
([
X 0
0 Y
])
, Z
〉
=
〈
[A C]
[
X 0
0 Y
] [
B
D
]
, Z
〉
=
〈[
X 0
0 Y
]
,
[
AT
CT
]
Z
[
BT DT
]〉
=
〈[
X 0
0 Y
]
,
[
ATZBT 0
0 CTZDT
]〉
,
we ﬁnd
T∗(Z) =
[
ATZBT 0
0 CTZDT
]
, ∀ Z ∈ H2.
So we can get Algorithm 2.1 in [8] for (4.8) from Algorithm 1 as above.
4.2. An iterative method for an inverse problem
Let n = 2k be an even natural number. As in [12], denote by OASRn×n the set of all n × n real
orthogonal anti-symmetric matrices,
OASRn×n = {J ∈ Rn×n; JT J = JJT = In, J = −JT },
where In is the unit matrix of order n. For a given matrix J ∈ OASRn×n, deﬁne
HHCn×n = {A ∈ Cn×n; A = AH , JAJ = AH},
HAHCn×n = {A ∈ Cn×n; A = AH , JAJ = −AH}.
Amatrix inHHCn×n (resp.HAHCn×n) is called aHermitian-generalizedHamiltonian (resp. Hermitian-
generalized anti-Hamiltonian) matrix.
With these preparations, we consider the following inverse problem from [12], which has applica-
tions in neural networks and model design [4,6].
Problem 1. Given two matrices A, B ∈ Cn×m, ﬁnd X ∈ HHCn×n such that
XA = B. (4.10)
Furthermore, let SE denote the set of solutions to problem (4.10), ﬁnd X̂ ∈ SE such that
‖X̂ − X˜‖ = inf
X∈SE
‖X − X˜‖, (4.11)
where X˜ ∈ Cn×n is any given matrix.
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Weplan to develop an iterative algorithm for solving problem (4.10), based on Algorithm 1. For this,
we need a result due to [12].
Lemma 4.1. The following two statements hold.
1. For any A1 ∈ HHCn×n and A2 ∈ HAHCn×n, it holds that
〈A1, A2〉 = 0.
2. For any A ∈ Cn×n, there exist a Hermitian-generalized Hamiltonian matrix A1, a Hermitian-
generalized anti-Hamiltonian matrix A2, and an anti-Hermitian matrix A3 such that
A = A1 + A2 + A3, 〈Ai, Aj〉 = 0, i /= j, 1 i, j 3,
where
A1 = 1
4
[A + AH + J(A + AH)J], A2 = 1
4
[A + AH − J(A + AH)J],
A3 = 1
2
[A − AH].
Next, deﬁne
H1 = HHCn×n, H2 = Cn×m,
T(Y) = YA, ∀ Y ∈ HHCn×n. (4.12)
By a direct computation, we have from (4.2) and Lemma 4.1 that, for any Z ∈ H2,〈
Y , T∗(Z)
〉= 〈T(Y), Z〉 = 〈YA, Z〉
=
〈
Y , ZAH
〉
=
〈
Y ,
ZAH − AZH
2
〉
=
〈
Y ,
1
4
[
(ZAH + AZH) + J(ZAH + AZH)J
]〉
and hence
T∗(Z) = 1
4
[(ZAH + AZH) + J(ZAH + AZH)J]. (4.13)
Inserting (4.12) and (4.13) into Algorithm 1, we get an iterative method for solving (4.10), described as
follows.
Algorithm 2
Step 1. Given an initial guess X1 ∈ HHCn×n, for instance, X1 = 0, compute
R1 = B − X1A,
P1 = Q1 = 1
4
[
(R1A
H + ARH1 ) + J(R1AH + ARH1 )J
]
.
Set k := 1.
Step 2. If Rk = 0, or Rk /= 0 but Qk = 0, then stop; otherwise, compute
Xk+1 = Xk + αkQk ,
αk = ‖Rk‖
2
‖Qk‖2 ;
J. Huang, L. Nong / Linear Algebra and its Applications 432 (2010) 1176–1188 1185
Rk+1 = B − Xk+1A,
Pk+1 = 1
4
[(Rk+1AH + ARHk+1) + J(Rk+1AH + ARHk+1)J],
Qk+1 = Pk+1 + βkQk ,
βk = −〈Pk+1,Qk〉‖Qk‖2 .
Set k := k + 1, goto Step 2.
The following result is a direct consequence of Theorems 2.1 and 2.2.
Theorem 4.1. Let problem (4.10) be a consistent matrix equation. Then Algorithm 2 will get the exact
solution within a ﬁnite number of iteration steps provided the rounding error is neglected. Furthermore, if
we choose
X1 = 1
4
[
(X0A
H + AXH0 ) + J(X0AH + AXH0 )J
]
,
with X0 ∈ Cn×n, then the solution from Algorithm 2 is just the minimum norm solution of (4.10).
In the ﬁnal part of this subsection, we consider the second problem (4.11). For any X ∈ SE ⊂ Cn×n
and X˜ ∈ Cn×n, it follows from (4.2) and Lemma 4.1 that
‖X − X˜‖2 =
∥∥∥∥∥X − X˜ + X˜
H
2
∥∥∥∥∥
2
+
∥∥∥∥∥ X˜ − X˜
H
2
∥∥∥∥∥
2
= ∥∥X − X˜1∥∥2 + ‖X˜2‖2 +
∥∥∥∥∥ X˜ − X˜
H
2
∥∥∥∥∥
2
,
where
X˜1 = 1
4
[
X˜ + X˜H + J(X˜ + X˜H)J
]
, X˜2 = 1
4
[
X˜ + X˜H − J(X˜ + X˜H)J
]
. (4.14)
Hence, problem (4.11) is equivalent to ﬁnding X̂ ∈ SE such that
‖X̂ − X˜1‖ = inf
X∈SE
‖X − X˜1‖, (4.15)
where X˜1 is given in (4.14).
If problem (4.10) is solvable, then the set SE is non-empty, and for all X ∈ SE , we see that
(X − X˜1)A = B − X˜1A
and X − X˜1 ∈ HHCn×n. So problem (4.11) (or equivalently (4.15)) amounts to ﬁnding the minimum
norm solution to the consistent matrix equation
XA = B = B − X˜1A. (4.16)
We can use Algorithm 2 to get this solution X
∗
by choosing the initial guess to be zero matrix. Then
the solution X̂ to problem (4.11) is actually equal to
X̂ = X∗ + X˜1.
5. Numerical results
In this section, we provide some numerical results to illustrate computational performance of
Algorithm 2 for solving problem (4.10). Since problem (4.11) can be transformed into problem (4.10)
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by some simple computation (as shown in Section 4.2), we omit the details for the numerical solution
of problem (4.11). For simplicity, we choose
J = Jn =
(
0 Ik−Ik 0
)
.
The algorithm is implemented with Matlab 2006. The initial guess is always chosen as zero matrices
of suitable size, and the stopping criterion is
Error = ‖B − XkA‖ < 10−11.
Example 5.1. Let
A =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 −2 2 3 −1
2 −4 5 8 −4
1 3 1 3 1
3 −7 7 −7 3
3 −2 3 −2 3
11 6 11 6 11
−5 5 −5 5 −5
9 4 9 4 9
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
B =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
123 66 127 83 115
90 −32 91 −27 88
−15 −63 −5 −22 −35
94 −4 106 44 70
15 −52 49 85 −53
−2 −82 9 −27 −24
−79 −3 −81 −10 −75
−36 −86 −24 −38 −60
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
After 16 iteration steps, we obtain a desired approximate solution
X16 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 1 0 1 11 1 0
1 0 3 4 11 0 −1 4
1 3 −1 3 1 −1 −1 −3
0 4 3 2 0 4 −3 2
1 11 1 0 −1 −1 −1 0
11 0 −1 4 −1 0 −3 −4
1 −1 −1 −3 −1 −3 1 −3
0 4 3 2 0 −4 −3 −2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
with
Error = ‖X16A − B‖ = 8.0211 ∗ 10−12.
Example 5.2. Let A be a Toeplitz matrix of order 100,
A =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
a0 a−1 a−2 · · · a−99
a1 a0 a−1 · · · a−98
a2 a1 a0
. . .
...
...
...
. . .
. . . a−1
a99 a98 · · · a1 a0
⎞⎟⎟⎟⎟⎟⎟⎟⎠ ,
with
ai = 1
i + 1 , a−i =
1
100 + i , 0 i 99.
J. Huang, L. Nong / Linear Algebra and its Applications 432 (2010) 1176–1188 1187
Fig. 1. Convergence curve for the Frobenius norm of the residual in the log scale.
The exact solution is
X =
(
I50 I50
I50 −I50
)
,
and let B = XA.
After 66 iteration steps, we obtain a desired approximate solution X66 with
Error = ‖X66A − B‖ = 5.3117 ∗ 10−12.
The convergence curve for the residual error in the log-scale is shown in Fig. 1, from which we may
conclude that Algorithm 2 performs well for the problem.
Remark 5.1. We ﬁnd from the above numerical example that the residual errors decrease as the
iteration steps increase to some natural number around 80, and after that the errors are tempted
to increase continuously. That means, the dynamical behavior of the algorithm is not very simple,
due to the affection of rounding errors in numerical implementation. Even so, we have obtained the
numerical solution of the problem with high accuracy, as shown above.
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