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A BELLMAN FUNCTION PROOF OF THE L2 BUMP
CONJECTURE
FEDOR NAZAROV, ALEXANDER REZNIKOV, SERGEI TREIL,
AND ALEXANDER VOLBERG
Abstract. We approach the problem of finding the sharp sufficient
condition of the boundedness of all two weight Caldero´n–Zygmund op-
erators. We solve this problem in L2 by writing a formula for a Bellman
function of the problem.
1. Introduction
1.1. Preliminaries. In this paper we give a simple Bellman function solu-
tion of the so-called “bump conjecture” for the two weight estimates of the
singular integral operators.
The original (still open) question about two weight estimates for the sin-
gular integral operators is to find a necessary and sufficient condition on the
weights u and v such that a Caldero´n–Zygmund operator T : Lp(u)→ Lp(v)
is bounded, i.e. the inequalityˆ
|Tf |pvdx ≤ C
ˆ
|f |pudx ∀f ∈ Lp(u)(1.1)
holds.
In the one weight case v = u the famous Muckenhoupt condition is nec-
essary and sufficient for (1.1)
sup
I
(
|I|−1
ˆ
I
vdx
)(
|I|−1
ˆ
I
v−p
′/pdx
)p/p′
<∞(A2)
where the supremum is taken over all cubes I. More precisely, this condition
is sufficient for all Caldero´n–Zygmund operators, and is also necessary for
classical (interesting) Caldero´n–Zygmund operators, such as Hilbert trans-
form, Riesz transform (vector-valued, when all Riesz transforms are consid-
ered together), Beurling–Ahlfors operator.
The inequality (1.1) is equivalent to the boundedness of the operator
Mv1/pTMu−1/p in the non-weighted L
p; here Mϕ is the multiplication oper-
ator, Mϕf = ϕf . Denoting w = u
−p′/p we can rewrite the problem in the
symmetric form as the Lp boundedness of Mv1/pTMw1/p′ .
2010 Mathematics Subject Classification. 42B20, 42B35, 47A30.
Key words and phrases. Caldero´n–Zygmund operators, Bellman function, bump con-
ditions, Orlicz norms.
Partially supported by NSF .
1
2 F. NAZAROV, A. REZNIKOV, S. TREIL, AND A. VOLBERG
So the problem can be stated as: Describe all weights (i.e. non-negative
functions) v, w such that the operator Mv1/pTMw1/p′ is bounded in (the
non-weighted) Lp
Note, that this symmetric formulation is more general than (1.1), because
in (1.1) it is usually assumed that u and v are locally integrable, but for (1.1)
to hold for interesting operators (Hilbert Transform, vector Riesz Transform,
Beurling–Ahlfors Transform, etc.) the function 1/u also has to be locally
integrable.
For the interesting operators the following two weight analogue of the Ap
condition is necessary for the boundedness of the operator Mv1/pTMw1/p′ :
sup
I
(
|I|−1
ˆ
I
vdx
)(
|I|−1
ˆ
I
wdx
)p/p′
<∞(1.2)
or in the symmetric form
sup
I
(
|I|−1
ˆ
I
vdx
)1/p(
|I|−1
ˆ
I
wdx
)1/p′
<∞(1.3)
Simple counterexamples show that this condition is not sufficient for the
boundedness. So a natural way to get a sufficient condition is to replace the
L1 norms of v and w in (1.3) (or the Lp and Lp
′
norms of v1/p and w1/p
′
)
by some stronger Orlicz norms (“bumping” the Lp norms).
Namely, given a Young function Φ and a cube I one can consider the
normalized on I Orlicz space LΦ(I) with the norm given by
‖f‖
LΦ(I)
:= inf
{
λ > 0 :
ˆ
I
Φ
(
f(x)
λ
)
dx
|I|
≤ 1
}
.
And it was conjectured (for p = 2) that if the Young functions Φ1 and Φ2
are integrable near infinity,
(1.4)
ˆ ∞ dx
Φi(x)
<∞, i = 1, 2 ,
then the condition
sup
I
‖v‖
LΦ1 (I)
‖w‖
LΦ2 (I)
<∞(1.5)
implies that for any bounded Caldero´n–Zygmund operator T the operator
Mv1/2TMw1/2 is bounded in L
2. Usually in the literature a more complicated
(although equivalent) form of this conjecture was presented, but at least in
the case p = 2 condition (1.5) seems more transparent.1
Condition (1.5) was considered in numerous papers in the attempt to
prove its universal sufficiency for all Caldero´n–Zygmund operators. The
reader can find beautiful approaches in [1], [3], [4], [5], [6], [12], [20], [21],
where partial results for some Caldero´n–Zygmund operators were proved
(note that [21] is about maximal operator and not about Caldero´n–Zygmund
1The bump condition was also stated for p 6= 2, but in this paper we only deal with
the case p = 2.
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operators). Finally in [13] the sufficiency of bump condition for all Caldero´n–
Zygmund operators to be bounded was fully proved (and even generalized
to all p ∈ (1,∞)), although in formally less general situation of the weights.
Simultaneously and independently the first version of the present paper
[16] appeared. Slightly earlier the sketch of the approach (with the main
ideas but without much details) was circulated as [15]. A diligent reader
will recognize that the approaches in the present paper (and thus in earlier
versions [15], [16]) and in Lerner’s paper [13] are very different, but still have
something in common. This very important common point is the “coupling
by the same cube” feature. It is the main winning idea of [13]. And it is the
feature of the present paper (and [15], [16]) as Bellman function approach
automatically should have this feature.
1.2. What is done in the paper. Formally, in this paper we prove the L2
case of the bump conjecture using Bellman function method. As it is now
well-known, a general Caldero´n–Zygmund operator can be represented as
an average of dyadic shift and paraproducts, so it is sufficient to prove the
estimates for such operators, and that is exactly what is done in the paper.
However we think that the results obtained in the paper that were used to
prove the bump conjecture are of significant interest by themselves; probably
they are even more interesting than the solution of the bump conjecture.
Let us shortly describe what is done in the paper.
• First, the Orlicz norm is not easy to work with. We introduce a
lower bound for the Orlicz norm, which gives a more tractable, in
our opinion, way to “bump” the averages. In particular, it allows
us to apply the Bellman function method.
• The application of the Bellman function method is by now standard.
The novelty of the argument belongs to the fact that Bellman func-
tion now is defined on an infinite-dimensional space.
• The estimates for the Haar shifts and for the paraproducts are re-
duced to two embedding theorems, so the operators are construc-
tively factorized through ℓ2. This essentially means that the bump
condition is a rather rough one, since in more delicate two weight
situations no such factorization appeared to be possible (at least no
factorization was found), see, for example, [18], [7].
• Namely, it is known, see [19], that in the case of power bumps
(Φ(t) = t1+ε) one can insert a Muckenhoupt Ap weight between
w−1 and Cv, so the boundedness follows immediately. For finer
bumps such insertion of Ap weights is impossible, but the construc-
tive factorization through ℓ2 can be considered the next best thing.
• Finally, the main estimates can be directly extended to general
(non-homogeneous) martingale settings, and can be used in more
general situations. In particular, a word by word extension of our
results gives the proof of the bump conjecture for the Caldero´n–
Zygmund operators on geometrically doubling metric spaces (equipped
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with a doubling measure). Indeed, since random “dyadic” lattices
can be constructed on geometrically doubling metric spaces, and
representation of Caldero´n–Zygmund operators on such spaces as
an average of Haar shifts is now known (see, for example, [17]),
everything follows from our results (see Theorem 2.3 below).
Acknowledgement. We are grateful to the referee for several helpful re-
marks.
1.3. Orlicz norms and distribution functions. Orlicz norm is not very
convenient to work with, so we would like to replace it by something more
tractable.
1.3.1. A lower bound for the Orlicz norm. We start with the remark that
notation
´
0 f(t)dt < ∞ means that the function is integrable near zero.
Similarly,
´∞
f(t)dt <∞ means that the function is integrable near infinity.
Let Φ be a continuous non-negative increasing convex function such that
Φ(0) = 0 and
´ +∞ dt
Φ(t) < +∞. Define Ψ(s) parametrically by Ψ(s) = Φ
′(t)
when s = 1Φ(t)Φ′(t) (t > 0). Then Ψ(s) is positive and decreasing for s >
0 and sΨ(s) is increasing. Moreover
´
0
ds
sΨ(s) < +∞. Indeed, using our
parametrization we can rewrite the last integral asˆ +∞( 1
Φ(t)
+
Φ′′(t)
Φ′(t)2
)
dt .
The first integral converges by our assumption and the second integrand has
a bounded near +∞ antiderivative −1Φ′(t) .
Let w ≥ 0 on I ⊂ Rn. Define the normalized distribution function N of
w by
N(t) = NwI (t) =
1
|I|
|{x ∈ I : w(x) > t}|(1.6)
Lemma 1.1. Let Ψ : (0, 1] → R+ be a decreasing function such that the
function s 7→ sΨ(s) is increasing. Let Φ be a Young function and let
Ψ(s) ≤ CΦ′(t) where s =
1
Φ(t)Φ′(t)
for all sufficiently large t. Then for N = NwI
n
Ψ
(N) :=
ˆ ∞
0
N(t)Ψ(N(t)) dt ≤ C‖w‖
LΦ(I)
.(1.7)
Proof. The left hand side scales like a norm under multiplication by con-
stants, so it is enough to show that if ‖w‖LΦ(I) ≤ 1, i.e.,
1
|I|
ˆ
I
Φ(w) =
ˆ ∞
0
N(t)Φ′(t) dt ≤ 1
then n
Ψ
(N) is bounded by a constant. Since sΨ(s) increases, we may have
trouble only at +∞ It is clear that it suffices to estimate the integral over
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the set where Ψ(N(t)) > Φ′(t) but since Ψ is decreasing this means that
N(t) ≤ C/(Φ(t)Φ′(t)), so we get at most
´ +∞
Φ(t)−1dt and we are done. 
Remark. In fact, for sufficiently regular Φ, the converse inequality ‖w‖
LΦ
≤
C
´∞
0 N(t)Ψ(N(t)) dt holds for any positive decreasing integrable N . To
see this, let us consider the family of Φ’s such that Φ(t) = tρ(t) and ρ is
monotonically increasing and “logarithmically concave” in the sense that
tρ′(t)
ρ(t) decreases monotonically when t→∞. We also assume of course that
limt→∞ ρ(t) = ∞ and that ρ(t) ≥ 1. Let G(t) := N(t)Ψ(N(t)). When t
goes to infinity, N is monotonically decreasing to zero, and hence G is also
monotonically decreasing (as sΨ(s) increases near zero).
Put s−1 = Φ(t)Φ′(t) ≍ tρ2(t) (just because Φ′(t) ≍ ρ(t) by our “loga-
rithmic concavity” of ρ assumption). Hence s ≥ c1(tρ
2(t))−1. Now Ψ is
decreasing by definition, and this implies
(1.8) Ψ(c1(tρ
2(t))−1) ≥ Φ′(t) ≍ ρ(t) ≥ c2ρ(t) .
We now ask an addition to “logarithmic concavity”, namely:
(1.9)
tρ′(t)
ρ(t)
log ρ(t)→ 0 .
Denote r(x) = log(ρ(ex)). We required at the beginning that limx→∞ r(x) =
∞. The last inequality says in particular that r′(x) = o(1)r(x)−1, and
therefore, r′ tends to zero at infinity. Thus r(x) ≤ x3 for all large x. Keeping
this in mind we continue.
Set u = tρ
2(t)
c1
. Then
t =
c1u
ρ2(t)
.
Thus, since ρ is an increasing to infinity function and we assume that t is
sufficiently big, we get ρ2(t) ≥ c1. Therefore,
t ≤ u,
and, thus,
t =
c1u
ρ2(t)
≥ c1
u
ρ2(u)
.
Hence, using (1.8), we get
(1.10) Ψ(u−1) ≥ c2ρ(t) ≥ c2ρ(c1
u
ρ2(u)
) .
Next, we will prove the following inequality. Recall that r(x) = log(ρ(ex)).
We claim that
∆(x) = r(x)− r(x− 2r(x)− c0) ≤ C.
In fact, by the mean value theorem we have for certain ξ ∈ (x−2r(x)−c0, x)
∆(x) = (2r(x) + c0)r
′(ξ) = (2r(x) + c0)
ρ′(eξ)
ρ(eξ)
eξ.
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Since we assumed that tρ
′(t)
ρ(t) is monotonically decreasing, we get (now
using (1.9) in the second comparison below):
∆(x) ≤ (2r(x) + c0)
ρ′(ex−2r(x)−c0)
ρ(ex−2r(x)−c0)
eρ(e
x−2r(x)−c0 ) =
= (2r(x) + c0)
o(1)
log ρ(ex−2r(x)−c0)
= (2r(x) + c0)
o(1)
r(x− 2r(x)− c0)
=
= o(1)
(
2r(x) + c0
r(x− 2r(x)− c0)
− 2 + 2
)
= o(1)
2∆(x) + c0
r(x− 2r(x)− c0)
+ o(1).
Finally, we use that r(x− 2r(x)− c0) is separated from zero when x is big.
Thus
∆(x) ≤ ∆(x)o(1) + o(1).
This immediately implies ∆(x) = o(1) when x→∞, and thus
(1.11) ∆(x) ≤ C .
Let us now write what does it mean. In fact, by the definition of r and
by (1.11), we can conclude that
C ≥ r(x)− r(x− 2r(x)− c0) = log
ρ(ex)
ρ(ex−2 log ρ(e
x)−c0)
= log
ρ(ex)
ρ( e
x
c3ρ2(ex)
)
.
Thus, we get for all large u:
ρ(u) ≤ c4ρ(
u
c3ρ2(u)
) .
We chose c3 = c
−1
1 and plug the above inequality into (1.10). Then we finally
get
Ψ(u−1) ≥ c5ρ(u)
If NΨ(N) = G then c6G ≥ Nρ(
1
N ) by the previous inequality. Therefore,
N ≤ c6G (we assumed that ρ ≥ 1), and N ≤
c6G
ρ( 1
N
)
≤ c6G
ρ( 1
c6G
)
. And we can
continue the previous estimate: N(t) ≤ c6G(t)
ρ( 1
c6G(t)
)
≤ c6G(t)ρ(t) . We used here the
fact that the integrability and monotonicity of G implies that G(t) = o(1t ),
in particular, G(t) < 1c6t for large t. But we already mentioned that Φ
′(t) ≤
c7ρ(t). Combining the last two inequalities, we get N(t)Φ
′(t) ≤ c6c7G(t),
and we just obtained that
´∞
0 N(t)Φ
′(t)dt ≤ c4c5.
1.3.2. Examples. In the above section only the behavior of Φ at +∞ (equiv-
alently, the behavior of Ψ near 0) was important, so we will concentrate our
attention there.
Let Φ(t) = t(ln t)α, α > 1 near ∞. Then
Φ′(t) ∼ (ln t)α, Φ(t)Φ′(t) ∼ t(ln t)2α,
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so Ψ(s) := (ln(1/s))α satisfies the assumptions of Lemma 1.1: to see that
we notice
ln(Φ(t)Φ′(t)) ∼ ln t.
If Φ(t) = t ln t(ln ln t)α, α > 1, then
Φ′(t) ∼ ln t(ln ln t)α, Φ(t)Φ′(t) ∼ t(ln t)2(ln ln t)2α
and Ψ(s) = ln(1/s)(ln ln(1/s))α works. because again ln(Φ(t)Φ′(t)) ∼ ln t.
Note that in both examples
´
0(sΨ(s))
−1ds <∞.
The examples of Young functions with higher order logarithms are treated
similarly.
1.4. Main result. Let Ψ1,Ψ2 : (0, 1] → R+ be as above, i.e. for i = 1, 2,
Ψi is decreasing, s 7→ sΨi(s) is increasing andˆ 1
0
ds
sΨi(s)
<∞.
Recall that for a weight w the normalized distribution function NwI is defined
by (1.6)
Theorem 1.2. Let the weights v, w satisfy
(1.12) sup
I
n
Ψ1
(NvI )nΨ2 (N
w
I ) <∞;
here the supremum is taken over all cubes I, and n
Ψ
is defined by (1.7).
Then for any bounded Caldero´n–Zygmund operator T the operator
Mv1/2TMw1/2
is bounded in L2.
2. Reductions: Haar shifts, paraproducts and embedding
theorems
First, let us reduce the problem to its dyadic (martingale) analogue, i.e. to
the estimates of the so-called Haar shifts and paraproducts.
Since a bounded Caldero´n–Zygmund operator can be represented as a
weighted average (over the random dyadic grids) of Haar shifts and para-
products and their adjoints, where the weights decay exponentially in com-
plexity of the Haar shifts, it is sufficient to get the estimates for the Haar
shifts that grow sub-exponentially (for example, polynomially) in the com-
plexity of the shifts and the estimates for the paraproducts (there is no
complexity of the paraproducts).
The estimates for each operators will be in turn factored into two embed-
ding theorems, and these embedding theorems are proved in this paper.
The embedding theorems and so the estimates of the Haar shifts and
paraproducts hold in very general martingale settings,
8 F. NAZAROV, A. REZNIKOV, S. TREIL, AND A. VOLBERG
2.1. General setup. Consider a measure space X with σ-finite measure µ
let Lk = {I
k
j }j , k ∈ Z (or k ∈ Z+) be partitions of X into disjoint sets I
k
j ,
0 < µ(Ikj ) <∞.
We assume that the partition Lk+1 is a refinement of Lk.
Let A be the σ-algebra generated by all the partitions Lk. In what follows
all functions on X we consider will be assumed to be A-measurable.
With respect to this σ-algebras we can define martingale averaging oper-
ators Ek, and martingale difference operators ∆
n
k := −Ek + Ek+n.
We adapt the following notation.
ch I The collection of children of I ∈ L, i.e. if I ∈ Ln then ch I =
{J ∈ Ln+1 : J ⊂ I}.
chk I The collection of children of the order k of I ∈ L; ch0(I) = {I},
chk+1(I) = {ch(J) : J ∈ chk(I)}.
〈f〉
I
,
ffl
I f The average of f over I, 〈f〉I = µ(I)
−1
´
I f(x)dµ(x);
E
I
The averaging operator, E
I
f := 〈f〉
I
1
I
; note that
Ek =
∑
I∈Lk
E
I
.
∆
I
Martingale difference operator, ∆
I
:= −E
I
+
∑
J∈ch(I)EJ ; note
that ∆k =
∑
I∈Lk
∆
I
.
∆n
I
Martingale difference operator of order n,
∆n
I
:= −E
I
+
∑
J∈chn(I)
E
J
.
Since the measure µ is assumed to be fixed we sometimes will be using
|E| for µ(E) and dx for dµ(x). We also will be using L2 for L2(µ)
The prototypical example is X = R or Rd with L being a dyadic lattice
D.
2.2. Haar shifts.
Definition 2.1. A Haar shift S of complexity n is given by
Sf =
∑
I∈D
S
I
∆n
I
f,
where the operators S
I
act on ∆n
I
L2 and can be represented as integral
operators with kernels a
I
, ‖a
I
‖∞ ≤ |I|
−1. The latter means that for all
f, g ∈ ∆n
I
L2
〈S
I
f, g〉 =
ˆ
I
ˆ
I
a
I
(x, y)f(y)g(x)dxdy.
This is a slightly more general definition than the one in [10], but only
the estimate ‖a
I
‖∞ ≤ |I|
−1 is essential for our construction. Note also that
according to the definition in [10] the complexity of the corresponding shift
is n − 1, not n, which really does not matter; we just find our definition of
complexity a bit more convenient.
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The estimate ‖a
I
‖∞ ≤ |I|
−1 means that the operators S
I
are “L1 × L1
normalized”, meaning that
|〈S
I
f, g〉| ≤ |I|
‖f‖1
|I|
‖g‖1
|I|
∀f, g ∈ ∆n
I
L2(2.1)
Haar shifts of complexity 1 are simply “L1 × L1 normalized” martingale
transforms; martingale transform here means in particular that the sub-
spaces ∆
I
are orthogonal, and S can be represented as an orthogonal sum
of the operators S
I
.
A Haar shift of complexity n ≥ 2 is not generally a martingale transform,
meaning that the subspaces ∆n
I
generally intersect, so S does not split into
direct sum of S
I
.
However, if one goes with step n, then the corresponding operator is a
martingale transform, so a Haar shift of complexity n can be represented
as a sum of n Haar shifts of complexity 1. Namely, for k = 1, 2, . . . , n − 1
define
Lk = {I : I ∈ Lk+nj, j ∈ Z},
and let
Sk =
∑
I∈Lk
S
I
.
Then S =
∑n−1
k=0 Sk and each Sk is a Haar shift of complexity 1 with respect
to the lattice Lk.
Remark. Therefore, uniform estimate for the Haar shifts of complexity 1
(i.e. for the “L1 × L1 normalized” martingale transforms) gives the linear
in complexity estimate for the general Haar shifts. Notice that the estimate
does not depend on the number of children.
2.3. Paraproducts. Given the lattice L and a locally integrable function
b, the paraproduct Π = Πb = Πb(L) is defined as
Πf :=
∑
I∈L
(E
I
f)(∆
I
b).
The necessary and sufficient condition for the paraproduct to be bounded is
that
sup
J∈L
|J |−1
∑
I∈L:I⊂J
‖∆
I
b‖22 <∞.
In the case of dyadic lattice in Rd or, more generally in the homogeneous
situation, when
inf
J∈L
inf
I∈ch(J)
|I|
|J |
> 0
this condition is equivalent to b belonging to the corresponding martingale
BMO space BMO
L
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2.4. Reduction to the martingale case. To reduce the problem to the
martingale case we use the following result that can be found in [9] and [10]:
Theorem 2.2. Let T be a Caldero´n–Zygmund operator in Rd. There exists
a probability space (Ω,P) of dyadic lattices Dω, such that
T = C
(ˆ
Ω
∞∑
n=1
2−εn Sn(ω)dP(ω) +
ˆ
Ω
(Π1(ω) + (Π2(ω))∗)dP(ω)
)
,
where Sn(ω) are Haar shifts of complexity n with respect to the lattice Dω,
Π1,2(ω) are the paraproducts with respect to the lattice Dω, ‖Π
1,2(ω)‖ ≤ 1.
The constants C and ε depend on d, ‖T‖ and Caldero´n–Zygmund param-
eters of the kernel of T .
Theorem 2.2 implies immediately that the main theorem (Theorem 1.2)
follows from the theorem below.
Theorem 2.3. Let the weights v, w satisfy the assumptions of Theorem
1.2. Then
(i) For all Haar shifts S of order 1 the operators Mv1/2SMw1/2 are uni-
formly bounded in L2, ‖Mv1/2SMw1/2‖ ≤ C, where C depends on
Ψ2, Ψ2, the supremum in (1.12), but not on the lattice L.
(ii) For all Haar shifts Sn the operators Mv1/2SnMw1/2 uniformly bounded
in L2 by Cn, where C is the constant from (i).
(iii) Let Π = Πb be a paraproduct such that
|J |−1
∑
I∈L:I⊂J
‖∆
I
b‖2∞|I| ≤ 1 ∀J ∈ L.(2.2)
Then the operator Mv1/2ΠMw1/2 is bounded in L
2 by C, where again
C depends on Ψ1, Ψ2, the supremum in (1.12), but not on the lattice
L.
Remark 2.4. For the homogeneous lattices, i.e. for lattices satisfying
inf
J∈L
inf
I∈ch(J)
|I|
|J |
=: δ > 0
all the normalized Lp norms |I|−1/p‖∆
I
g‖p, p ∈ [1,∞] are equivalent in the
sense of two sided estimates. So for such lattices condition (2.2) means that
‖Π‖ ≤ C(δ). So Theorem 2.3 gives the estimates that being fed to Theorem
2.2 imply Theorem 1.2.
As it was discussed above, (i) implies (ii). Statement (i) is obtained from
the following embedding theorem:
Theorem 2.5. Let Ψ be as above. Then for any weight w on X such that
n
Ψ
(NwI ) <∞ for all I ∈ L∑
I∈L
n
Ψ
(NwI )
−1
(
|I|−1
ˆ
X
|∆
I
(fw1/2)|dx
)2
|I| ≤ C‖f‖2L2(dx)(2.3)
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for all f ∈ L2(dx); here C = C(Ψ) and in the summation we skip I on
which w ≡ 0.
Let us see that this theorem implies the condition (i) of Theorem 2.3. As-
sume, multiplying the weights by appropriate constants that the inequality
n
Ψ1
(NwI )nΨ2 (N
v
I ) ≤ 1(2.4)
holds for all I ∈ L. Then
|〈S(fw1/2), gv1/2〉| ≤
∑
I∈L
|〈S
I
∆
I
(fw1/2),∆
I
(gv1/2)〉|
≤
∑
I∈L
|I|−1‖∆
I
(fw1/2)‖1‖∆I (gv
1/2)‖1
≤
∑
I∈L
|I|−1
‖∆
I
(fw1/2)‖1‖∆I (gv
1/2)‖1(
n
Ψ1
(NwI )nΨ2 (N
v
I )
)1/2
≤
1
2
∑
I∈L
|I|−1
‖∆
I
(fw1/2)‖21
n
Ψ1
(NwI )
+
1
2
∑
I∈L
|I|−1
‖∆
I
(gv1/2)‖21
n
Ψ2
(NvI )
.
The second inequality here follows from “L1 × L1 normalization” condition
(2.1), the second one from (2.4) and the last one is just the trivial inequality
2xy ≤ x2 + y2.
Applying Theorem 2.5 to each sum we get that
|〈S(fw1/2), gv1/2〉| ≤
1
2
(
C(Ψ1)‖f‖
2
2 + C(Ψ2)‖g‖
2
2
)
.
Replacing f 7→ tf , g 7→ t−1g, t > 0 we get
|〈S(fw1/2), gv1/2〉| ≤
1
2
(
t2C(Ψ1)‖f‖
2
2 + t
−2C(Ψ2)‖g‖
2
2
)
.
Taking infimum over all t > 0 and recalling that 2ab = inft>0(t
2a + t−2b)
for a, b ≥ 0 we obtain
|〈S(fw1/2), gv1/2〉| ≤ (C(Ψ1)C(Ψ2))
1/2‖f‖2‖g‖2,
which is exactly statement (i) of Theorem 2.3. 
For the statement (iii) of Theorem 2.3 we also need another embedding
theorem.
Theorem 2.6. Let Ψ be as above. Then for any normalized Carleson se-
quence {a
I
}
I∈D
(a
I
≥ 0), i.e. for any sequence satisfying
sup
I∈D
|I|−1
∑
I′∈D:I′⊂I
a
I′
|I ′| ≤ 1
we get ∑
I∈D
〈fw1/2〉2
I
n
Ψ
(NwI )
a
I
|I| ≤ C‖f‖2L2(dx),
where again C = C(Ψ).
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Let us show that this theorem together with Theorem 2.5 implies state-
ment (iii) of Theorem 2.3. Let a
I
= ‖∆
I
b‖2∞.
Again, multiplying if necessary the weights v and w by appropriate con-
stants we can assume (2.4). Then we can write
|〈Πb(fw
1/2), gv1/2〉| ≤
∑
I∈D
|〈fw1/2〉
I
| · |〈∆
I
b,∆
I
(gv1/2)〉|
≤
∑
I∈D
|〈fw1/2〉
I
|(a
I
)1/2|I|1/2(
n
Ψ1
(NwI )
)1/2 · ‖∆I (gv1/2)‖1(
n
Ψ2
(NvI )
)1/2
|I|1/2
≤
(∑
I∈D
|〈fw1/2〉
I
|2a
I
n
Ψ1
(NwI )
|I|
)1/2(∑
I∈D
‖∆
I
(gv1/2)‖21
n
Ψ2
(NvI )|I|
;
)1/2
the second inequality holds because of (2.4), and the last one is just the
Cauchy–Schwarz inequality.
Estimating the sums in parentheses by Theorem 2.6 and 2.5 respectively
we get statement (iii) of Theorem 2.3. 
3. Proof of (the Differential Embedding) Theorem 2.5
3.1. Bellman function and main differential inequality. Let ϕ(s) :=
sΨ(s). Multiplying Ψ by an appropriate constant we can assume without
loss of generality that
(3.1)
ˆ 1
0
1
ϕ(s)
ds = 1.
Define m(s) on [0, 1] by m(0) = m′(0) = 0, m′′(s) = 1/ϕ(s). Identity
(3.1) implies that m is well-defined and 0 ≤ m′(s) ≤ 1, 0 ≤ m(s) ≤ s. For a
distribution function N = NwI define
u(N) =
ˆ ∞
0
(2N(t)−m(N(t)))dt = 2〈w〉
I
−
ˆ ∞
0
m(N(t))dt;(3.2)
Note that the inequality m(s) ≤ s implies that u(NwI ) ≥ 〈w〉I .
The functional u is defined on the convex set of distribution functions, i.e.
on the set of decreasing functions N : [0,∞)→ [0, 1] such that
´∞
0 N(t)dt <
∞.
In what follows we can consider only finitely supported functions N , and
then use standard approximation reasoning. Consider two distribution func-
tions N and N1 and let ∆N = N1 −N . Denote also
w :=
ˆ ∞
0
N(t)dt, w1 :=
ˆ ∞
0
N1(t)dt,
and let
∆w := w1 −w =
ˆ ∞
0
∆N(t)dt;
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the motivation for this notation is that if N and N1 are the distribution
functions of the weights w and w1, then the integrals are the averages on
the corresponding weights. Denote also
w∆ :=
ˆ ∞
0
|∆N(t)|dt;(3.3)
clearly |∆w| ≤ w∆.
Let us compute derivatives of u in the direction of ∆N . The first derivative
is given by
u′
∆N
(N) =
d
dτ
u(N + τ∆N)
∣∣∣
τ=0
=
ˆ ∞
0
(
2−m′(N(t))
)
∆N(t)dt,
so, in particular
|u′
∆N
| ≤ 2w∆.
Therefore we can write
u′
∆N
= κw∆, κ = κ(∆N), |κ| ≤ 2.(3.4)
The second derivative in the direction ∆N = N1 −N is given by
−u′′
∆N
(N) = −
d2
dτ2
u(N + τ∆N)
∣∣∣
τ=0
=
ˆ ∞
0
ϕ(N(t))−1(∆N(t))2 dt
By Cauchy-Schwarz, the integral in the right side is at least[ˆ ∞
0
N(t)Ψ(N(t)) dt
]−1[ˆ ∞
0
|∆N(t)| dt
]2
= n(N)−1
[ˆ ∞
0
|∆N(t)| dt
]2
= n(N)−1(w∆)
2,
so
−u′′
∆N
(N) ≥
(w∆)
2
n(N)
(3.5)
For the scalar variable f ∈ R and the distribution function N define the
Bellman function B˜(f,N) = B(f ,u(N)) where
B(f ,u) =
f2
u
.
Computing second derivative of B˜ in the direction ∆ = (∆f ,∆N) we get
B˜′′∆ =
(
∆f
u′∆N
)T (
Bff Bfu
Bfu Buu
)(
∆f
u′∆N
)
+ Buu
′′
∆N
In the last formula the derivative of B˜ is evaluated at the point (f,N),
and derivatives of B are evaluated at (f ,u(N)).
The Hessian is easy to compute(
Bff Bfu
Bfu Buu
)
=
( 2
u
− 2f
u2
− 2f
u2
2f2
u3
)
;(3.6)
note that this matrix is positive semidefinite.
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Since Bu = −f
2/u2, we get using (3.5)
Buu
′′
∆N ≥
f2
u2n
(w∆)
2.
Thus, gathering everything and using (3.4) we get
B˜′′∆ ≥
(
∆f
κw∆
)T ( 2
u
− 2f
u2
− 2f
u2
2f2
u3
(1 + u
2κ2n
)
)(
∆f
κw∆
)
(3.7)
The matrix here is obtained from the Hessian in (3.6) by multiplying the
lower right entry by 1+ u2κ2n ≥ 1, so it has more positivity than the Hessian.
In particular, if we divide the upper left entry of the matrix in (3.7) by the
same quantity 1 + u2κ2n , the matrix still be positive semidefinite. But our
matrix in (3.7) has something bigger in the upper-left corner!
Therefore, since
1−
(
1 +
u
2κ2n
)−1
=
u
2κ2n+ u
we get that
B˜′′∆ ≥
2(∆f)2
2κ2n+ u
≥
2(∆f)2
2 · 22n+ u
≥ c
(∆f)2
n
;(3.8)
the last inequality holds for some c > 0 because u ≤ 2w ≤ Cn.
Let us explain it. In fact, we wantˆ
NI(t)dt = 〈w〉I ≤ C
ˆ
NI(t)Ψ(NI(t))dt.
Clearly, it is enough to consider the set B = {t : Ψ(NI(t)) ≤ 1}. Since Ψ
is decreasing, for t ∈ B we get that NI(t) ≥ Ψ
−1(1). Since s 7→ sΨ(s)
is increasing, we get NI(t)Ψ(NI(t)) ≥ Ψ
−1(1) ≥ Ψ−1(1)NI(t) (the last is
because NI is normalized). We are done.
Inequality (3.8) is exactly what we will use to obtain the Main inequality
in difference form in the next section.
3.2. Main inequality in the finite difference form.
3.2.1. Dyadic case.
Lemma 3.1. Let
f =
f1 + f2
2
, N(t) =
N1(t) +N2(t)
2
.
Then
1
2
(
B(f1,u(N1)) + B(f2,u(N2))
)
− B(f ,u(N)) ≥
c
4
·
(f1 − f)
2
n(N)
.(3.9)
where c is the constant from (3.8). (Note that f1 − f = f − f2, so we can
replace (f1 − f)
2 in the right side by (f2 − f)
2)
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Proof. Notice that
s1 + s2
2
Ψ
(
s1 + s2
2
)
≥
s1 + s2
2
Ψ (s1 + s2) ≥
1
2
s1Ψ(s1);(3.10)
here the first inequality holds because Ψ is decreasing and the second one
because sΨ(s) is increasing. Of course, we can interchange s1 and s2 in the
above inequality.
Let ∆f := f1 − f , ∆N := N1 −N . Define
F (τ) = B(f + τ∆f ,u(N + τ∆N)) + B(f − τ∆f ,u(N − τ∆N))
Taylor’s formula together with the estimate (3.8) imply that
F (1)− F (0) ≥
c
2
(∆f)2
(
1
n(N + τ∆N)
+
1
n(N − τ∆N)
)
(3.11)
for some τ ∈ (0, 1).
Estimate (3.10) implies that
n(N) ≥
1
2
n(N ± τ∆N),
so (
1
n(N + τ∆N)
+
1
n(N − τ∆N)
)
≥
1
n(N)
.
Then it follows from (3.11) that
F (1)− F (0) ≥
c
2
·
(∆f)2
n(N)
.
Recalling the definition of F and dividing this inequality by 2 we get (3.9).

3.2.2. General case. Let ϕ and B˜ be as above.
Lemma 3.2. Let f , fk ∈ R, αk ∈ R+ and the distribution functions N , Nk,
k = 1, 2, . . . , n satisfy
f =
n∑
k=1
αkfk, N =
n∑
k=1
αkNk,
n∑
k=1
αk = 1.
Then
−B˜(f , N) +
n∑
k=1
αkB˜(fk, Nk) ≥
c
16
·
1
n(N)
(
n∑
k=1
αk|fk − f |
)2
(3.12)
Proof. The reasoning below is a “baby version” of the reasoning used to
prove the main estimate (Lemma 6.1) in [24].
For a weight α = {αk}
n
k=1, αk ≥ 0, let ℓ
p(α) be the weighted (finite-
dimensional) ℓp spaces, ‖x‖pℓp(α) =
∑n
k=1 αk|xk|
p (ℓ∞(α) is just the usual
finite-dimensional ℓ∞).
Let 〈 · , · 〉α be the standard duality 〈x, y〉α =
∑n
k=1 αkxkyk.
Define e ∈ ℓp(α), e = (1, 1, . . . , 1).
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Consider the quotient space X = ℓ1(α)/ span{e}. For x ∈ ℓ1(α) let
x0 := x− ‖e‖−1
ℓ1(α)
〈x, e〉αe, so
∑n
k=1 αkx
0
k = 0. Then
‖x‖
X
≤ ‖x0‖ℓ1(α) ≤ 2‖x‖X .(3.13)
Indeed, the first inequality is trivial (follows from the definition of the norm
in the quotient space). As for the second one, |〈x, e〉α| ≤ ‖x‖ℓ1(α), so it
follows from the triangle inequality that
‖x0‖ℓ1(α) ≤ ‖x‖ℓ1(α) + ‖e‖
−1
ℓ1(α)
|〈x, e〉| · ‖e‖ℓ1(α) ≤ 2‖x‖ℓ1(α).
This inequality remains true if one replaces x by x−λe, λ ∈ R, so the second
inequality in (3.13) is proved.
The dual space X ∗ can be identified with s subspace of ℓ∞ = ℓ∞(α)
consisting of x∗ ∈ ℓ∞(α) such that 〈e, x∗〉α = 0 (with the usual ℓ
∞-norm).
So, for the vector x = (x1, x2, . . . xn), xk = fk − f (notice that 〈x, e〉α = 0
there is β = {βk}
n
k=1, |βk| ≤ 1 such that
∑n
k=1 αkβk = 0 and
n∑
k=1
αkβk(fk − f) = ‖x‖X ≥
1
2
‖x‖ℓ1(α) =
1
2
n∑
k=1
αk|fk − f |.
Define f+, f−, N+, N− by
f± =
n∑
k=1
αk(1± βk)fk, N
± :=
n∑
k=1
αk(1± βk)Nk.
By Lemma 3.1
1
2
(
B˜(f+, N+)) + B˜(f−, N−))
)
− B˜(f , N) ≥
c
4
·
(f+ − f)2
n(N)
(3.14)
We know that
f+ − f =
n∑
k=1
αkβkfk =
n∑
k=1
αkβk(fk − f) ≥
1
2
n∑
k=1
αk|fk − f |
(the second equality holds because
∑n
k=1 αkβk = 0), so the right side of
(3.14) is estimated below by
c
16
·
1
n(N)
(
n∑
k=1
αk|fk − f |
)2
Since the function B˜ is convex
B˜(f+, N+) ≤
n∑
k=1
αk(1 + βk)B˜(fk, Nk),
B˜(f−, N−) ≤
n∑
k=1
αk(1− βk)B˜(fk, Nk)
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and adding these inequalities we can estimate above the left side of (3.14)
by
−B˜(f , N) +
n∑
k=1
αkB˜(fk, Nk).

3.3. From main inequality (3.12) to Theorem 2.5. Fix an interval I0
and let Ik be its children. Applying Lemma 3.2 with fk = 〈fw
1/2〉
Ik
, Nk =
NwIk and αk = |Ik|/|I
0| we get denoting f˜ := fw1/2
c
16
·
‖∆
I0
f˜‖21
n(Nw
I0
) · |I0|
≤ −|I0|B˜(〈f˜〉
I0
, NwI0) +
∑
I∈ch(I0)
|I| · B˜(〈f˜〉
I
, NwI )
Applying this formula to all children of I0, then to their children and adding
up the inequalities we get after going n generations down that
c
16
∑
I∈chk(I
0)
0≤k<n
‖∆
I
f˜‖21
n(NwI ) · |I|
≤ −|I0|B˜(〈f˜〉
I0
, NwI0) +
∑
I∈chn(I0)
|I| · B˜(〈f˜〉
I
, NwI )
≤
∑
I∈chn(I0)
|I| · B˜(〈f˜〉
I
, NwI ).
We know that B˜(f , N) ≤ C f
2
u(N) , and since (see (3.2)) u(N
w
I ) ≥ 〈w〉I we
conclude using the Cauchy–Schwarz estimate |〈fw1/2〉
I
|2 ≤ 〈|f |2〉
I
〈w〉
I
that
|I| · B˜(〈f˜〉
I
, NwI ) ≤ C|I|
〈fw1/2〉2
I
〈w〉
I
= C|I|〈|f |2〉
I
= C
ˆ
I
|f |2dµ.
Therefore, estimating the right side we get
c
16
∑
I∈chk(I
0)
0≤k<n
‖∆
I
f˜‖21
n(NwI ) · |I|
≤ C
ˆ
I0
|f |2dµ.
Since the right side does not depend on n we can make n → ∞, and have
the sum in the left side over all I ∈ L, I ⊂ I0.
Taking the sum over all I0 ∈ L−m and letting m→∞ we get conclusion
of the theorem. 
4. Proof of (the Embedding) Theorem 2.6.
4.1. An auxiliary function. Let Ψ be the function from Theorem 2.6.
Define ϕ(s) := sΨ(s).
For the numbers A ∈ [1, 2], N ∈ R+ define
T (A,N) := N
ˆ N/A
0
1
ϕ(s)
ds
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Lemma 4.1. The function T is convex and satisfies the differential inequal-
ity
−
∂T
∂A
≥
1
4
·
N2
ϕ(N)
.
Proof. Differentiating the integral we get
−
∂T
∂A
=
N2
A2ϕ(N/A)
≥
1
4
·
N2
ϕ(N)
.(4.1)
since ϕ is increasing and 1 ≤ A ≤ 2.
To prove the convexity notice that T is linear on the lines N = kA, so
the Hessian d2T degenerates.
Differentiating (4.1) we get
∂2T
∂A2
= N2
2Aϕ(N/A) −Nϕ′(N/A)
(A2ϕ(N/A))2
Note that the right side is positive if sϕ′(s) < 2ϕ(s) (because ϕ(s) > 0).
But for our function even a stronger inequality sϕ′(s) ≤ ϕ(s) is satisfied!
Indeed, since ϕ(s) = sΨ(s) is increasing and Ψ is decreasing, then
0 ≤ (sΨ(s))′ = Ψ(s) + sΨ′(s) ≤ Ψ(s)
(the second inequality holds because Ψ is decreasing). Multiplying this
inequality by s we get sϕ′(s) ≤ ϕ(s).
Therefore, since ϕ(s) > 0, we conclude that ∂
2T
∂A2 > 0.
But the Hessian d2T is singular, and it is an easy exercise in linear algebra
to show that a singular Hermitian 2× 2 matrix with a positive entry on the
main diagonal is positive semidefinite. 
4.2. Bellman function and the main differential inequality. Let now
N be a distribution function, and let
T(A,N) =
ˆ ∞
0
T (A,N(t)) dt.
As in Section 3.1 assume, multiplying Ψ by an appropriate constant, thatˆ 1
0
1
ϕ(s)
ds = 1.
Then T (A,N(t)) ≤ N(t), so
T(A,N) ≤
ˆ ∞
0
N(t)dt =: w = w(N).
For f ∈ R,M ∈ [0, 1] and for a distribution function N define the function
B˜(f , N,M) := B(f ,u(M,N)), where
B(f ,u) =
f2
u
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and
u = u(M,N) = 2
ˆ ∞
0
N(t)dt−T(M + 1, N)
=: 2w(N)−T(M + 1, N).
Note that 2w(N) ≥ u(M,N) ≥ w(N).
We claim that the function B˜ is convex. Indeed, fix a direction ∆ :=
(∆f ,∆N,∆M)T and compute the second derivative B˜′′∆ in this direction
B˜′′∆ =
d2
dτ2
B˜(f + τ∆f , N + τ∆N,M + τ∆M)
∣∣∣
τ=0
.
We get
B˜′′∆ =
(
∆f
u′∆
)T (
Bff Bfu
Bfu Buu
)(
∆f
u′∆
)
+ Buu
′′
∆.
The Hessian (
Bff Bfu
Bfu Buu
)
=
( 2
u
− 2f
u2
− 2f
u2
2f2
u3
)
is clearly positive semidefinite, so the first term is nonnegative. For the
second term notice that
Bu = −
f2
u2
, u′′∆ = −T
′′
∆ ≤ 0(4.2)
because T , and therefore T is convex. Thus B˜′′∆ ≥ 0, so B˜ is convex. Let us
compute the partial derivative
−
∂B˜
∂M
= −Bu
∂u
∂M
=
f2
u2
·
(
−
∂T
∂M
)
(4.3)
By Lemma 4.1
−
∂T
∂M
≥
1
4
·
ˆ ∞
0
N(t)2
ϕ(N(t))
dt
≥
1
4
(ˆ ∞
0
N(t)dt
)2(ˆ ∞
0
ϕ(N(t))dt
)−1
=
1
4
·
w(N)2
n(N)
;
the second inequality here is just the Cauchy–Schwarz inequality. Combining
with (4.3) and recalling that u ≤ 2w we get
−
∂B˜
∂M
≥
1
16
·
f2
n
(4.4)
This inequality (together with the convexity of B˜) is the main differential
inequality for our function.
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4.3. Finite difference form of the main inequality. LetX = (f , N,M),
Xk = (fk, Nk,Mk), (f , fk ∈ R, M,Mk ∈ [0, 1], N , Nk are the distribution
functions) satisfy
f =
n∑
k=1
αkfk, N =
n∑
k=1
αkNk, M = a+
n∑
k=1
αkMk, a ≥ 0,
where
n∑
k=1
αk = 1, αk ≥ 0.
Then
−B˜(X) +
n∑
k=1
αkB˜(Xk) ≥
1
16
·
af2
n
(4.5)
where n = n(N).
Indeed, for M0 :=
∑n
k=1 αkMk the main inequality (4.4) implies
B˜(f , N,M0)− B˜(f , N,M) ≥
1
16
·
af2
n
.
The convexity of B˜ implies that
B˜(f , N,M0) ≤
n∑
k=1
αkB˜(Xk)
which together with the previous inequality gives us (4.5).
4.4. From main inequality (4.5) to Theorem 2.6. The reasoning here
is almost verbatim the same as in Section 3.3.
For an interval let us I ∈ L denote f
I
= 〈fw1/2〉
I
, NI = N
w
I , MI =
|I|−1
∑
I′⊂I aI′ , wI = 〈w〉I , uI = u(MI , NI ).
Fix I0 ∈ L, and let Ik be its children. Applying the inequality (4.5) with
αk = |Ik|/|I
0|, fk = fIk
, Nk = N
w
Ik
, Mk =MIk we get that
1
16
·
a
I0
f2
I0
n(Nw
I0
)
|I0| ≤ −|I0|B˜(X
I0
) +
∑
I∈ch(I0)
|I|B˜(X
I
)
Writing the corresponding estimates for the children of I0, then for their
children, we get after going n generations down and using the telescoping
sum in the right side
1
16
∑
I∈chk(I
0)
0≤k<n
a
I
f2
I
n(NwI )
|I| ≤ −|I0|B˜(X
I0
) +
∑
I∈chn(I0)
|I|B˜(X
I
)
≤
∑
I∈chn(I0)
|I|B˜(X
I
);
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the last inequality holds because B˜ ≥ 0.
Since
B˜(X
I
) ≤ f2
I
/u
I
≤ f2
I
/w
I
(the last inequality holds because u ≥ w) and by Cauchy–Schwarz
|〈fw1/2〉
I
|2 ≤ 〈|f |2〉
I
〈w〉
I
,
we conclude, exactly as in Section 3.3 that
|I|B˜(X
I
) ≤ |I|〈|f |2〉
I
=
ˆ
I
|f |2dµ,
so
1
16
∑
I∈chk(I
0)
0≤k<n
a
I
f2
I
n(NwI )
|I| ≤
ˆ
I0
|f |2dµ.
Conclusion of the proof is exactly as in Section 3.3: we first let n → ∞,
and then taking the sum over I0 ∈ L−m and letting m→∞ get the desired
estimate. 
5. Concluding remarks and open problems
5.1. One sided bumps. The famous theorem of P. Koosis [11] states that
given a weight u on the unit circle, one can find a non-zero weight v such
that the Hilbert transform T is bounded as an operator from L2(u) to L2(v)
if and only if 1/u ∈ L1. The same result hods for the maximal function, see
[23].
So it is possible to have a situation when one has two weight estimates,
but one cannot “bump” the L1-norm of 1/u (w in our notation). This leads
to a very natural in our opinion) question “can one “bump” only one weight
to get the two weight estimate?” For example, can one find a reasonable
Young function Φ that the condition
sup
I
(
|I|−1
ˆ
I
w
)
‖v‖
LΦ(I)
<∞
implies the boundedness inL2 of the operatorMv1/2TMw1/2 for all (bounded)
Caldero´n–Zygmund operators T ?
Note, that for maximal function a one sided bump condition (but with
the bump on the “wrong” side) is sufficient. Namely, it follows from the
result in [21] that if
´∞
(Φ(x))−1dx <∞ and the weights v, w satisfy
sup
I
(
|I|−1
ˆ
I
v
)
‖w‖
LΦ(I)
<∞ ,(5.1)
then the operator Mv1/2MMw1/2 , where M is the Hardy–Littlewood max-
imal operator, is bounded in L2. It is natural to remark here that in [16]
we demonstrated this result of Pe´rez by almost precisely the same Bellman
function that the reader saw above.
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5.2. Estimates for general measures. A standard way to set up the two
weight estimate problem for integral operators is to make the change of
variables so in the integral operator one integrates with respect to the same
measure that is used to compute the norm in the domain.
Namely, if one defines measures µ, ν, dµ = wdx, dν = vdx, then the Lp
boundedness of the operator Mv1/pTMw1/p′ is equivalent (at least formally)
to the boundedness of the operator Tµ : L
p(µ)→ Lp(ν), where
Tµf(x) =
ˆ
K(x, y)f(y)dµ(y);
K here is the kernel of the Caldero´n–Zygmund operator T .
In fact, everything can be interpreted absolutely rigorously. The bound-
edness of such operators can be interpreted as uniform boundedness of the
smooth truncations; in fact such uniform boundedness is equivalent to the
boundedness of the bilinear form on functions with separated compact sup-
ports, i.e. to the weakest possible notion of boundedness, see [14].
This setting gives the most general form of the two weight problem, since
µ and ν can be general measures, not necessarily absolutely continuous,
they even can be purely singular. So the question arises, “how one can
bump general measures?” The approach with Orlicz spaces, or any other
function spaces works only for absolutely continuous measures.
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