In this paper (strong) continuity of domain-free information algebras and labeled information algebras are introduced. Relationships between domain-free information algebras and labeled information algebras are mainly explored. It is shown that continuity and compactness can be preserved under certain canonical correspondences between domain-free information algebras and labeled information algebras. Some equivalent characterizations and examples for continuous information algebras are also given.
Introduction
As an approach to approximate reasoning under uncertainty, the valuation-based system was initiated by Shenoy.
1 Later on, Kohlas 2 introduced the concept of information algebras, which can be seen as generic algebraic structures for local computation and inference. Some related studies have shown that the framework of information algebras covers a wide range of different instances from constraint systems, Bayesian networks, Dempster-Shafer belief functions to relational algebra, logic and others.
2-7
In the theory of information algebras, two types of information algebras which are called domain-free information algebras and labeled information algebras have been presented. In fact, it has been shown that there exists a correspondence between them. 2, 8 That is, for any given domain-free information algebra, we can construct its associated labeled information algebra and in turn, the associated domain-free information algebra of a labeled information algebra is obtained by a congruence relation on information algebra systems. Moreover, Kohlas put forward the notions of compact domain-free information algebras and compact labeled information algebras successively while considering the representation of information algebras. Nevertheless, it is worth noting that compact labeled information algebras, as previously defined, do not necessarily lead to compact domain-free information algebras, as one can observe in the example of cofinite sets.
3
It soon evokes an interesting question, namely, whether one can give an improved definition of labeled compact information algebra so that its corresponding domain-free information algebra is compact. To address this important issue, in this paper we define continuity of domain-free information algebras and labeled information algebras respectively. Then the concept of compact labeled information algebras is improved accordingly. It is shown that continuity (and thus compactness) can be preserved under certain canonical correspondences between domain-free information algebras and labeled information algebras.
The main work and the organization of this paper are as follows. Section 2 introduces the definitions and some examples of labeled information algebras and domain-free information algebras. In Sec. 3, we give the concepts of continuous domain-free information algebras and continuous labeled information algebras. Some basic properties and instances of them are discussed. In Sec. 4 , we investigate relationships between domain-free and labeled information algebras, mainly concerning the preserving of continuity and compactness.
Preliminaries
The information algebra system provides a basic mathematical model for describing the mode of information processing. In this part, two types of information algebras will be introduced. Firstly let us recall some definitions and notations in the following discussion.
Let (L, ≤) be a partially ordered set. We write ∨A and ∧A for the least upper bound and the greatest lower bound of A in L respectively if they exist. L is called a sup semilattice, if a ∨ b exists for all a, b ∈ L. If a ∧ b exists for all a, b ∈ L, then L is called an inf semilattice. A poset which is both an inf semilattice and a sup semilattice is called a lattice. If every subset A ⊆ L has a greatest lower bound in L, we say L is a complete lattice.
Definition 1.
2,9 Let (Φ, D) be a tuple, where D is a lattice. Suppose that there are three operations defined:
the set of all elements with domain s.
If the system (Φ, D) satisfies the following axioms, it is called a labeled information algebra:
1. Semigroup: Φ is associative and commutative under combination. For all s ∈ D there is an element e s with d(e s ) = s such that for all φ ∈ Φ with d(φ) = s, e s ⊗ φ = φ. Here e s is called the neutral element of Φ s . 2. Labeling:
These items put forward in the above definition are the axiomatic presentations of some basic and logical principles in handling information. This kind of algebraic structure shown here covers many instances from different research areas. Two examples of labeled information algebras from the theory of soft constraints and soft sets are presented.
Example 1. (Constraint Systems) A constraint system
6 is a tuple CS = S, D, V , where S, +, ×, 0, 1 is a semiring, 4, 6 V is a totally ordered set of variables via ordering ≺. D is a finite set which contains at least two elements, called the domain of variables. A tuple c = def, con is called a constraint over CS, where (i) con ⊆ V , it is called the type of the constraint, denoted by d(c) = con;
(ii) def : D |con| → S, where |con| is the cardinality of con.
Let C denote the set of all constraints over CS and P(V ) be the power set of V . Two operations are defined as follows:
1. Combination ⊗: For two constraints c 1 = def 1 , con 1 , c 2 = def 2 , con 2 , their combination, written c 1 ⊗ c 2 , is the constraint def, con with con = con 1 ∪ con 2 and def : D |con| → S is defined as:
where x ↓con1 , called tuple projection, is defined as follows:
For a constraint c = def, con , if I ⊆ con, the projection of c over I, written c ⇓I , is the constraint def ′ , I with
With the three operations combination, projection and type, the system (C, P(V )) induced by a semiring S is a labeled information algebra if, and only if, the semiring S is such that a × (a + b) = a for all a, b ∈ S.
In fact, if a × (a + b) = a holds for all a, b ∈ S, then S is a c-semiring 4 with the idempotent operation ×. Hence (C, P(V )) is an information algebra. 4, 6 Conversely, suppose that (C, P(V )) is an information algebra and D = {y 1 , y 2 , . . . , y n }(n ≥ 2). Let a, b ∈ S. We take a constraint c = def, con , where con = {v} ⊆ V and def : D → S is defined as def (y 1 ) = a, def (y 2 ) = b and def (y) = 0 for all other y ∈ D. By the idempotency of information algebras, we have c ⊗ c ⇓∅ = c. Thus
Example 2. (Soft sets) Let U be an initial universe set and P(U ) denote the power set of U . Let E be a set of parameters which usually are initial attributes, characteristics, or properties of objects in U . A pair (F, A) is called a soft set 10 over U , where A ⊆ E and F is a mapping given by F : A → P(U ). A soft set (F, A) over U is said to be a null soft set, if for all e ∈ A, F (e) = ∅.
There are three operations defined as follows:
11 The extended intersection of two soft sets (F, A) and (G, B) over a common universe U is the soft set (H, C), where C = A ∪ B, and ∀e ∈ C,
if e ∈ A − B; G(e), if e ∈ B − A; F (e) ∩ G(e), if e ∈ A ∩ B.
We write (F, A) ⊓ (G, B) = (H, C).
According to definition, we are going to show (F , P(E)) is an information algebra with these three operations d, ↓ and ⊓ defined as above, where F is the set of all soft sets over U .
(1) Semigroup: F is associative and commutative under ⊓. The null soft set (∅, A)
is a neutral element such that (F, A) ⊓ (∅, A) = (F, A) for each a soft set (F, A). (2) The axioms of labeling, marginalization, transitivity and idempotency are correct clearly. Here we omit the proof.
. By the definition of combination ⊓, for all e ∈ S we have
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Next we introduce domain-free information algebras, 2 which are information processing systems weaken the operation labeling.
Definition 2. A domain-free information algebra (Ψ, D) is a tuple with two operations defined:
and satisfies the following axioms:
1. Semigroup: Ψ is associative and commutative under combination, and there is an element e such that for all ψ ∈ Ψ with e ⊗ ψ = ψ ⊗ e = ψ. 2. Transitivity: For ψ ∈ Ψ and x, y ∈ D, (ψ
Here an abstract example of domain-free information algebras is given below.
. We define two operations combination and focusing as follows:
Focusing: for all φ ∈ Φ, (i) φ ⇒1 = φ;
Clearly, the element 0 is the neutral element. The axioms of transitivity and support are also correct obviously. Since φ ⇒x ≤ φ for all φ ∈ Φ and x ∈ D, we have φ ⊗ φ ⇒x = φ. Thus the axiom of idempotency is obtained. Now we check the axiom of combination, that is, for φ, ψ ∈ Φ and x ∈ D,
By the definition of focusing, it only need to show the case of x = 0 for the above equation. Here we divided it into the following three cases to discuss:
In summary, the equation is true for all φ, ψ ∈ Φ and x ∈ D.
The proof above implies that (Φ, D) is a domain-free information algebra.
For simplicity, labeled information algebras and domain-free information algebras are collectively referred to as information algebras. We can judge that whether an information algebra is "labeled" or "domain-free" from the context.
If (Φ, D) is an information algebra, we write ψ ≤ φ, means an information φ ∈ Φ is more informative than another information ψ ∈ Φ, i.e., ψ ⊗ φ = φ. The order relation ≤ is a partial order on information algebras. The following lemma contains some simple and important results about this partially ordered relation.
Following we will introduce continuity of information algebras with respect to this information ordering defined here.
Continuity of Information Algebras
In general, only "finite" information can be treated in computers. Then, compact information algebras that each piece of information can be approximated by some "finite" and coarse information have been proposed by Kohlas.
2,3 Here a generalized notion called continuous information algebra is given. It should be noted that the definitions given in this paper are different from continuity presented in Ref. 3 .
An important ordering called way-below relation in lattice theory is shown here. For a partially ordered set L, A is called a directed subset of L, if for all a, b ∈ A, there is a c ∈ A such that a, b ≤ c.
Definition 3.
12 Let L be a partially ordered set. For a, b ∈ L we write a ≪ b, and say a way-below b if, for any directed set X ⊆ L, from b ≤ ∨X it follows that there is a c ∈ X such that a ≤ c. An element a ∈ L is called a compact (or finite) element, if a ≪ a. D) is a domain-free information algebra, the lattice D has a top element, Γ ⊆ Φ is closed under combination and contains the empty information e, satisfying the following axioms of convergence and density, is called a continuous domain-free information algebra, and Γ is called a basis for the system (Φ, D).
1. Convergency: If X ⊆ Γ is a directed set, then the supremum ∨X exists. 2. Density: For all φ ∈ Φ, φ = ∨{ψ ∈ Γ : ψ ≪ φ}.
If a continuous domain-free information algebra (Φ, Γ, D) satisfies the following strong density, then it is called a strongly continuous domain-free information algebra: 3. Strong density: For all φ ∈ Φ and x ∈ D,
Moreover, if a continuous (resp. strongly continuous) domain-free information algebra (Φ, Γ, D) satisfies the axiom of compactness, then we call (Φ, Γ, D) a compact (resp. strongly compact) domain-free information algebra.
2,3
4. Compactness: If X ⊆ Γ is a directed set, and φ ∈ Γ such that φ ≤ ∨X then there exists a ψ ∈ X such that φ ≤ ψ.
For simplicity of expression, we directly say that an information algebra is continuous, or it has continuity if it is a continuous information algebra. Similarly, we say an information algebra has compactness, if it is a compact information algebra.
Lemma 2.
3 Let (Φ, Γ, D) be a compact information algebra, then the following holds:
For an information algebra (Φ, D), we denote the set of all the finite elements of Φ by Φ f , i.e., Φ f = {φ ∈ Φ : φ ≪ φ}. If (Φ, Γ, D) is a compact information algebra, by Lemma 2 we have Γ = Φ f . Therefore, we always denote a compact domain-free information algebra by (Φ, Φ f , D). In addition, by Lemma 2 and the definition of way-below relation, we also can naturally obtain that, a continuous(resp. strongly continuous) information algebra (Φ, D) is compact(resp. strongly compact) if and only if the set Φ f is a basis for (Φ, D).
An example of strongly continuous information algebras but not strongly compact ones is presented as follows.
Example 4. Let an information algebra (Φ, D) with the operations combination and focusing be defined as in Example 3. Following we show that the equation
holds for all φ ∈ Φ and x ∈ D. In fact, for the case of x = 1, the equation is clearly true. Now we suppose that
Thus Equation (1) holds for all φ ∈ Φ and x ∈ D. Hence (Φ, D) is strongly continuous, where Φ is a basis. But it is not strongly compact, because Φ f = {0}.
is a strongly continuous domain-free information algebra, then {ψ ∈ Γ : ψ ⇒x = ψ ≪ φ} is directed for all φ ∈ Φ and x ∈ D.
Proof. Here we only prove the case of strongly continuous information algebras.
For all φ ∈ Φ and x ∈ D, we define
By the monotonicity of the operation focusing, we have ψ i = ψ ⇒x i ≤ η ⇒x for i = 1, 2. By Lemma 1 we obtain that η = ψ 1 ⊗ ψ 2 ≤ η ⇒x ≤ η, that is, η = η ⇒x . In order to obtain A φ,x is a directed set, it remains to show that η ≪ φ. Assume that X ⊆ Φ is directed and φ ≤ ∨X. By ψ 1 , ψ 2 ≪ φ, there exist φ 1 , φ 2 ∈ X such that ψ 1 ≤ φ 1 and ψ 2 ≤ φ 2 . Since X is directed, there is a φ 3 ∈ X such that φ 1 , φ 2 ≤ φ 3 . We obtain that ψ 1 , ψ 2 ≤ φ 3 . Thus η ≤ φ 3 and so η ≪ φ.
Lemma 3.
12 Let L be a sup semilattice with bottom element 0. Then L is a complete lattice if and only if every directed subset A ⊆ L has the least upper bound ∨A. 
(Φ, D) is strongly compact if and only if (Φ, ≤) is a complete lattice and for all
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Proof. Here we take the proof of the equivalent definition of strongly continuous information algebras as instance. "Only if" part: Let (Φ, D) be strongly continuous and Γ be a basis for the system. By Lemma 1, (Φ, ≤) is a sup semilattice with the empty information e ∈ Φ. Therefore, by Lemma 3, we need to show that every directed subset of Φ has the supremum, if we want to obtain that (Φ, ≤) is complete.
Assume that X ⊆ Φ is directed. We write A = {ψ ∈ Γ : ψ ≪ ϕ, ϕ ∈ X}. Let ψ 1 , ψ 2 ∈ A. There exists a φ ∈ X such that ψ 1 , ψ 2 ≪ φ since X is directed. Here φ = ∨{ψ ∈ Γ : ψ ≪ φ} and the set {ψ ∈ Γ : ψ ≪ φ} is directed by the density and Proposition 1. Then, by the definition of way-below relation, there exists a η ∈ Γ such that ψ 1 , ψ 2 ≤ η ≪ φ. Clearly η ∈ A. This proves that A is directed. Thus ∨A exists by the axiom of convergency. Obviously, ∨X = ∨A. So there exists the supremum for every directed subset of Φ. Therefore, we obtain that (Φ, ≤) is a complete lattice.
Next, by the axiom of strong density we have
Thus we conclude that Equation (2) is true. "If" part: Let (Φ, ≤) be complete, and it satisfies Equation (2) for all φ ∈ Φ and x ∈ D. Then Φ is a basis for the information algebra (Φ, D). Hence (Φ, D) is strongly continuous.
Continuous labeled information algebras
In this part we consider another type of continuity in information algebras with the operation of labeling. The definition presented here can extend the notion of labeled compact information algebras. 1. Convergency: If X ⊆ Γ x is a directed set, then the supremum ∨X exists and ∨X ∈ Φ x . 2. Density: For all φ ∈ Φ x , φ = ∨{ψ ∈ Γ x : ψ ≪ x φ}, where ψ ≪ x φ means ψ ≪ φ in Φ x . If a continuous labeled information algebra (Φ, Γ, D) also satisfies the following strong density, it is called a strongly continuous labeled information algebra.
Strong density: For all
Moreover, if a continuous (resp. strongly continuous) labeled information algebra (Φ, Γ, D) satisfies the axiom of compactness, we call it a compact (resp. strongly compact) labeled information algebra. 4. Compactness: If X ⊆ Γ x is a directed set, and φ ∈ Γ x such that φ ≤ ∨X then there exists a ψ ∈ X such that φ ≤ ψ.
According to the definition as above, in a continuous labeled information algebra (Φ, D), every element φ ∈ Φ x can be approximated by some elements with domain x ∈ D which are way-below φ. Therefore, continuous labeled information algebras are a kind of information algebras which have continuity in local domains.
Lemma 4.
3 Let (Φ, Γ, D) be a compact labeled information algebra. The following holds: An example of continuous labeled information algebras provided by soft sets is as follows.
Example 5. In Example 2, we consider a labeled information algebra (F , P(E)).
Here we assume that the set E is finite. For the partial order ≤ induced by the operation combination ⊓, we have (F, A) ≤ (G, B) if and only if (i) A ⊆ B, and (ii) ∀e ∈ A, G(e) is a subset of F (e).
First we can obtain that (F A , ≤) is a complete lattice. In fact, for a set {(F i , A) :
Before we begin to show the density, we demonstrate the following conclusion: (F, A) ≪ A (F, A), i.e.,(F, A) ∈ F f,A if, and only if, ∀e ∈ A, U − F (e) is a finite subset of U , where F f,A ⊆ F is the set of all finite elements with domain A.
"If" part: Let {(G i , A) : i ∈ I} be a directed set and (F, A) ≤ i∈I (G i , A).
We write
is a finite set and {(G i , A) :
i ∈ I} is directed, there exists an i (e) ∈ I such that U − F (e) ⊆ U − G i (e) (e). Then
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G i (e) (e) ⊆ F (e). Because A is a finite set and {(G i , A) : i ∈ I} is directed again, there exists a j ∈ I such that G j (e) ⊆ F (e) for all e ∈ A, that is, (F, A) ≤ (G j , A). This proves (F, A) ≪ A (F, A). "Only if" part: For all e ∈ A, U − F (e) can be represented as the supremum of {B i : i ∈ I} which is a directed family of all the finite subsets of U − F (e), i.e., U − F (e) = i∈I B i . We define a family of soft sets (H i , A) as follows:
F (e), otherwise.
With respect to the order relation ≤, {(H i , A) : i ∈ I} is a directed subsets of F A and ( 
In fact, for all e ∈ A, U −F (e) can be represented as the supremum of {B i : i ∈ I (e) } which is a directed family of all the finite subsets of U − F (e), i.e., U − F (e) = i∈I (e) B i . We define a family of soft sets (F i , A) as follows:
U, otherwise.
Then, according to the above observation, we have {(F i , A) : i ∈ I (e) , e ∈ A} ⊆ F f,A . We write i∈I (e) ,e∈A
That is, the density of compact information algebras is true. By what we have proven, we can obtain that (F , P(E)) is a compact labeled information algebra.
Relationships Between Continuity of Information Algebras
In this section, we focus on relationships between continuous labeled information algebras and continuous domain-free information algebras.
In fact, there exists a method to realize the transform between domain-free information algebras and labeled information algebras as follows. 2, 8 In a labeled information algebra (Φ, D), we define for φ ∈ Φ and y ≥ d(φ),
Here φ ↑y is called the vacuous extension of φ to the domain y. Now we consider a congruence relation σ: φ ≡ ψ(mod σ) if, and only if φ ↑x∨y = ψ ↑x∨y ,
In the system (Φ/σ, D), the two operations, combination and focusing, are defined as follows:
Then (Φ/σ, D) is a domain-free information algebra, and we say (Φ/σ, D) is the associated domain-free information algebra with (Φ, D).
The three operations labeling, combination and marginalization are defined on Ψ:
3. Marginalization: For (φ, x) ∈ Ψ and y ≤ x define (φ, x) ↓y = (φ ⇒y , y).
Then (Ψ, D) is a labeled information algebra, and it is called the associated labeled information algebra with (Φ, D).
On the basis of some previous definitions given by Kohlas, 3 there exist counterexamples to claim that a compact labeled information algebra does not necessarily lead to a compact domain-free information algebra. Here we consider that whether continuity of information algebras can be maintained under the above corresponding relation firstly. Then a good correspondence between compact domain-free information algebras and compact labeled information algebras is revealed. Proof. Assume that (Φ, D) is a continuous domain-free information algebra and
Next we assume that (Φ, D) is a strongly continuous domain-free information algebra. Let (ψ, x) ≪ x (φ, x) and {ϕ j : j ∈ J} be a directed subset of Φ such that φ ≤ Proof. Let (Ψ, D) with Ψ = {(φ, x) : φ ∈ Φ, φ = φ ⇒x } be the labeled information algebra associated with (Φ, D). We define
where Γ is a basis for the continuous domain-free information algebra (Φ, D). Following we show (Ψ, D) is continuous according to Definition 6.
(1) Let (φ 1 , x), (φ 2 , x) ∈ Υ x . We have φ 1 ⊗ φ 2 ∈ Γ and
Then (φ 1 ⊗ φ 2 , x) ∈ Υ x . That is, Υ x is closed under the combination. It is clear that (e, x) ∈ Υ x and (e, x) is the neutral element of (Ψ, D). (2) Let X ⊆ Υ x be a directed set. Then {φ : (φ, x) ∈ X} ⊆ Γ is also directed, and ∨{φ : (φ, x) ∈ X} exists. By Lemma 5, we obtain that ∨X = (
(3) For all (φ, x) ∈ Ψ x , by Lemma 5 and Lemma 6 we have
Theorem 3. If (Φ, D) is a strongly continuous domain-free information algebra, then its associated labeled information algebra is strongly continuous too.
Proof. Suppose that Γ is a basis for the system (Φ, D). Let (Ψ, D) be the associated labeled information algebra with (Φ, D) and Υ x be defined as the proof of Theorem 2. By Theorem 2 we only need to show the strong density of (Ψ, D) in the following content. First, we have a conclusion as follows: (η, ⊤) ∈ Υ ⊤ for all η ∈ Γ. In fact, for η ∈ Γ, there exists an x ∈ D such that η ⇒x = η by the axiom of support. Then, by Lemma 1 we have
By the conclusion above we can obtain that
, where e ⊤ = (e, ⊤). Thus, for all (φ, x) ∈ Ψ x , by Lemma 5 and Lemma 6 we have
This implies that (Ψ, D) is a strongly continuous labeled information algebra. If (Φ, Φ f , D) is a strongly compact domain-free information algebra, then its associated labeled information algebra is strongly compact too.
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Proof. Suppose that (Φ, Φ f , D) is a compact domain-free information algebra. Let (Ψ, D) be defined as the proof of Theorem 2 and
By Theorem 2, it suffices to verify the axiom of compactness in (Ψ, Ψ f , D). Let {(ψ i , x) : i ∈ I} be a directed subset of Ψ f,x and (ψ, x) ∈ Ψ f,x satisfy with (ψ, x) ≤ i∈I (ψ i , x). Then ψ ≤ i∈I ψ i . By compactness of (Φ, D), there exists an i ∈ I such that ψ ≤ ψ i . So (ψ, x) ≤ (ψ i , x). This shows that the axiom of compactness is true. Hence (Ψ, Ψ f , D) is compact.
The proof above carries over to the condition of strongly compact domain-free information algebras and is therefore not repeated here.
At last, we discuss the properties of associated domain-free information algebras with continuous labeled information algebras.
Lemma 7.
3 Let (Φ, D) be a labeled information algebra, where D has a top element ⊤. For X ⊆ Φ, if ∨X ∈ Φ exists, it holds then that Proof.
Then, by Lemma 7 and continuity of (Φ, D), we obtain that
Hence, by Theorem 1 and the proof above, continuity of (Φ/σ, D) can be obtained. Following we prove the second conclusion. Let (Φ, Φ f , D) be strongly compact. In order to show (Φ/σ, D) is strongly compact, it suffices to prove its strong density now. For φ ∈ Φ and x ∈ D, by the strong density of (Φ, Φ f , D) we have Remark 1. We make a brief summary of these conclusions in this section. We proved that, if a original domain-free information algebra is continuous (resp. strongly continuous/compact/strongly compact), then the associated labeled information algebra is also true. Conversely, from a continuous (resp. compact/strongly compact) labeled information algebra, the associated domain-free algebra we construct is continuous (resp. compact/strongly compact) too.
Conclusions
We defined the concepts of continuous labeled information algebras and continuous domain-free information algebras. Equivalent characterizations of continuity of domain-free information algebras are given by Theorem 1. Example 5 demonstrated that a family of soft sets(over a finite universal set) can be formed to be a compact labeled information algebra. We studied relationships between labeled information algebras and domain-free information algebras. Theorems 2-6 have shown that there exist correspondences between two types of information algebras on continuity, compactness and strong compactness.
