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High Strain Rate Testing of Metals
by Alexander Worley
Tensile and compressive tests were carried out on a selection of metals of interest
in engineering applications. These metals were tested at a range of strain rates
and temperatures with the aim of calibrating material constitutive models for the
simulation of full scale structures in industry. In order to validate these models for
use under conditions of strain rates exceeding those imposed by the tests which
were used for calibration of the models, both tensile and compressive ballistic
tests were carried out. A ball on plate experiment was used to compare the
deformation predicted under the tensile conditions, including high speed speckle
DIC for out of plane displacement measurement. A bespoke gas gun for the
purpose of carrying out Taylor impact tests on samples of the same materials
was designed and installed at Imperial College. The gas gun was used to carry
out Taylor tests which were also filmed at high speed for comparison with tests
simulated under compressive loading. Furthermore, post-impact samples were
sectioned so that a hardness survey could be carried out across the internal section
of a sample. These data were combined to produce a map indicative of plastic
strain within the sample and used as another validation tool for the model using
the Taylor test. It was found that the Johnson-Cook model was not sufficient
to represent the materials at the conditions under study. Both the ball on plate
and Taylor test comparisons revealed the discrepancy between the model and the
actual material response. Furthermore, the hardness map of the post test Taylor
cylinders revealed that a volume within the cylinder at the base of the bulge
experienced less hardening than the volume around it, consistent with predictions
made from the finite element analysis.
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Introduction
1.1 Motivation
Experimentation into the behaviour of materials under dynamic loads has been
primarily driven by the defence industry. Development of defense related tech-
nologies is heavily dependent upon the precise characterisation of the materials
from which they are made. As will be discussed in more detail in this thesis, the
Taylor test was developed as a method for selecting materials for projectiles and
armour [1]. It had been known for a while that materials would behave differently
under different rates of loading [2]. Understanding the behaviour of materials de-
forming at higher rates and being able to characterise them was clearly important
for technological progression.
The disparity in behaviour of different metals at different rates of strain, now
that it is well understood, is actively utilised in many other areas of engineering.
Dynamic behaviour of materials is now a significant parameter for design choice
in automotives (e.g. for crash protection), aeronautics (e.g. for bird strike), space
vehicles, and even sports equipment.
With the advent of large scale, fast computers and appropriate methods, the design
process has become more efficient with respect to both time and money. It is very
1
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desirable to be able to test designs under a range of different conditions, with
a reasonable degree of success but without actually having to physically make
anything. It is even more important when it may not be possible to carry out
physical tests at all.
Finite element codes rely upon many inputs which could all lead to a decrease
in the accuracy of their calculations. The part of the modelling process which
has been investigated in this research is the material constitutive model which
describes the behaviour of the material under different loading conditions. The
material models hold as much importance to the accuracy of the calculation as any
other part of the code. Material models are often derived from data sheets from
manufacturers or from tests carried out on different stocks of similar materials
which may have undergone different treatments. If results from finite element
analysis are to be fully understood, then the accuracy of the constitutive model
and its parameters must be known.
1.2 Research
The aims of this PhD were 1. To build upon the methods currently available to
fully calibrate the Johnson-Cook material model with knowledge of the errors. 2.
To design and build a gas gun which is suitable for carrying out the Taylor test on
metal samples 3. To investigate the usefulness of the Taylor test for validating the
calibrated model 4. To investigate other potential tests which could be carried out
with similar aims to the Taylor test but for loading materials under tension. 5.
To provide a complete program and set of apparatus for future work in calibration
and validation of other constitutive models.
This research was carried out in order to improve the understanding of the accuracy
of the material constitutive model for a number of metals. This research followed
on from previous work on the same project [3], which aimed to provide data that
would be useful in calibrating the material constitutive models. The previous
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work included compressive and tensile tests carried out on Copper, Aluminium,
Tantalum Tungsten and Steel samples. These tests were carried out at a range of
strain rates for the purpose of calibration of strain rate sensitive models. However,
tests at a large range of temperatures proved difficult. In order to fully calibrate
the constitutive models, further tests were carried out on the same materials as
part of the current research. This required testing the materials at a large range
of temperatures and at varying strain rates. With some material data from the
previous work and the data from the current work it was now possible to fully
calibrate the Johnson-Cook material model.
Once this model had been calibrated it was possible to use it to calculate the
deformation of the metals under different loading conditions. The conditions that
these models were simulated under were designed to be testable in the lab using
either conventional low rate apparatus or by use of gas driven guns. The Taylor
test was chosen, as it is well documented for this purpose in the literature [4][5][6].
A further test, the ball on plate ballistic test was carried out in order to verify the
model under different loading conditions, though still at high rates.
As part of the current research a gas gun suitable to carry out these tests was
designed, built and installed in the dynamic forming and fracture laboratory at
Imperial College London. The design procedure and testing of this gas gun has
been described in detail, and the gun remains in use at the laboratory for future
research to be carried out.
Finally, an analysis of the material models is presented. This analysis outlines the
importance of the model depending on the accuracy required during the design.
An attempt to quantify the errors which result from the entire design process has
been shown. This thesis provides a somewhat complete picture of the process of
providing a verified model to allow design for extreme conditions.
Chapter 2
Theory and Literature Review
2.1 Materials at High Strain Rates
It has now been well known for quite a while that materials and the structures they
form behave very differently under different conditions, and in particular the rate of
loading [7–10]. The most notable revelations of the variation of material properties
at different rates were published by John Hopkinson in 1872 [2] [11]. In this work,
Hopkinson investigated the effects that the height of a weight dropped onto the
end of a suspended wire may have on the tensile capacity of the wire. Hopkinson’s
analysis of the problem found that for an infinite wire, the breaking point would
be completely independent of the mass of the weight, but rather dependent upon
the velocity of the impact and the modulus of the wire. Of course, the length of
the wire would also be a factor, and so Hopkinson investigated the location of the
rupture of the wire.
As a result of his study, Hopkinson made the first important conclusions which
would tend to drive future research into the rate dependency of materials that
are summed up well by his closing remark: ”‘It is very rash to generalize from
observations on the breaking of structures by a blow in one case to others even
nearly allied, without carefully considering all the details”’.
4
Chapter 2. Theory and Lit. Review 5
John Hopkinson’s son, Bertram Hopkinson, continued to work on similar exper-
iments to those published in 1872 [12] attempting to develop an understanding
of the extension of the wire up to breaking point. B. Hopkinson also developed
a method of measuring the momentum of a bullet or the energy imparted by an
explosive using a steel bar and a pendulum [13], which would form the basis of
the understanding and development of the split Hopkinson bar for the testing of
samples.
It would not be until the Second World War, and the work of G. Taylor, that
development in the high strain rate testing of metals would be particularly pro-
gressed. This development will be discussed in the sections on Taylor testing and
the Split-Hopkinson pressure bar.
An overview of the strain rates and associated testing methods available to date
is shown in figure 2.1. This shows the limit of the varying types of apparatus and
certain considerations associated with the tests. As can be seen, the Hopkinson
bar provides an important range of instrumented testing between standard inter-
mediate strain rate testing and the ballistic or explosively driven plate impact
tests. The drive for high strain rate testing will always be to be able to measure
the state of the materials under test as accurately as can be done in the lower rate
regimes to the left of the chart.
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Figure 2.1: Regimes of strain rate, their usual apparatus and conditions of
the experiment.[14]
2.2 The Taylor Impact Test
The eponymous impact test using flat ended projectiles was first published in 1948
by Taylor et al [1]. The test was developed by G.I. Taylor during World War 2 as a
method for screening materials for their use in ballistic applications[15]. The drive
to create better performing armour and weapons pushed the engineers of the time
to investigate the effects on materials loaded at the high rates of strain associated
with their use. It had already been known for some time, since Hopkinson’s work
on metal wires, that the behaviour of materials was markedly different at high
rates. The technological revolution during the war improved our understanding
greatly.
It was known that at high rates of strain materials would experience stresses in
excess of their static yield stress for a short time[2]. Taylor’s idea was to investigate
the stress in a cylinder loaded in compression by firing it at a suitably rigid target
[16–18]. During this test it was observed that the front part of the specimen
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would “crumple up” leaving the rear end deformed. If the velocity of the impact
was known, it was proposed that a minimum possible value for this dynamic yield
stress could be calculated. The theory behind the calculation of minimum possible
dynamic yield stress will now be presented.
Figure 2.2 shows a cylinder which has been fired from right to left and has just
impacted the flat rigid target. Deformation of the cylinder is not shown for sim-
plicity. The cylinder has been traveling at a velocity, u, and the rear end (right
hand side of the figure) continues to travel at this velocity. The notation, h, is
the length of the cylinder which has been plastically deformed. The notation, x,
is the length of the cylinder which has not been plastically deformed.
At the moment of impact the stress at the front of the projectile is immediately
raised to the elastic limit, and this compressive elastic wave travels along the
cylinder at the elastic wave speed, c. If the velocity of the projectile is below a
certain threshold, then no plastic deformation will occur. In this case, the elastic
wave will propagate along and reflect within the projectile until the energy is
dissipated. In cases where the material experiences an increase in stress beyond
the elastic limit, i.e. if the projectile is over the threshold, then a compressive
plastic wave will begin to follow the elastic wave.
As shown in Figure 2.2, if h is taken as the length between the target and the
plastic front, x is the length of non-plastically deformed cylinder, c is the elastic
wave speed and t is time since the cylinder first touches the target, then the
duration of the travel of the elastic wave along and back down the cylinder once
is given by
dt =
2x
c
(2.1)
If v is the velocity of the plastic wave front, then the change in length of the
plastically deformed region during this time is
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Figure 2.2: Elastic and Plastic Wave Fronts in a Taylor Cylinder
dh = v
2x
c
(2.2)
And given that the rear end of the cylinder continues to travel at the firing velocity,
the change in length of the plastically undeformed region is
dx = −(u+ v)2x
c
(2.3)
The change in velocity of the cylinder is given by
du = −2σy
ρc
(2.4)
Where σy is the yield stress of the material and ρ is the density. Giving the first
derivatives with respect to time by dividing through
dh
dt
= v (2.5)
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dx
dt
= −(u+ v) (2.6)
du
dt
= −2σy
2xρ
= −σy
ρx
(2.7)
This formulation is not able to describe the motion of the plastic wave. Moreover,
the development of the plastic flow boundary, v, is dependent upon the condi-
tions in the plastically deformed region. The actual speed of the plastic wave was
therefore an unknown in this analysis. Taylor was unable to record the interme-
diate steps of the deformation of the cylinder and had to rely on the simplifying
assumption that stress in the plastically deforming part of the cylinder is constant
and equal to the yield stress.
Combining the three expressions 2.2, 2.3, and 2.4 for the change in cylinder veloc-
ity and the changes in deformed and undeformed lengths of the cylinder, whilst
assuming constant deceleration, it is possible to calculate a minimum possible yield
stress. If L is the original length of the cylinder, U is the initial velocity, L1 is the
final deformed length of the cylinder and X is the undeformed length of cylinder
after the test, then the following expression can be used to determine the dynamic
yield stress.
σy
ρU2
=
L−X
2(L− L1)
1
ln(L/X)
(2.8)
It was found by A.C. Whiffin in the second part of the paper [19] that the approx-
imate calculation of yield stress derived by Taylor was reasonably accurate, giving
consistent values of dynamic yield stress despite differing test conditions. These
calculations were somewhat adjusted to account for non-uniform deceleration of
the projectile. However, the dynamic yield stress was consistently underestimated
for the calculated rates of strain[20][21].
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In the second part of the series of three articles, Whiffin carried out a number
of experiments on a large variety of different materials. Velocity of the projectile
was measured by recording the beam deflection in a cathode ray tube, influenced
by a circuit which included two wire screens. The projectile would pass through
each of the screens, breaking the circuit at each one causing the deflection of
the beam.[19, 22] The measurements taken for this experiment were the initial
dimensions, mass and the striking velocity.
Despite attempts to photgraph the impact, high-speed photographic methods
available to Taylor and Whiffin were not capable of easily recording the impact.
The average strain rate in the specimen was estimated by assuming a constant de-
celeration of the rear part of the projectile. The strain rate estimate in these tests
was on the order of 104s−1, an order of magnitude lower than the highest strain
rates seen in the Taylor cylinder at the impact face. The duration of the impact
was also underestimated by about a factor of 2, due again to the assumption of
constant deceleration in the cylinder.
In the third and final part of the original series of publications on the Taylor test a
selection of the tested samples were sectioned and examined by W. Carrington.[23]
In this work, the evolution of the microstructure in the Taylor cylinders and in hard
steel ball bearings which had undergone plate impact, was examined in an attempt
to reveal more information about the dynamic compression process. In mild steel
samples having a BCC crystal structure, a large number of Neumann lamellae were
observed in the region of the cylinder where there was a large amount of plastic
deformation. The Neumann lamellae were also present in a number of grains
in which there was no plastic deformation. The presence of the lamellae where
no plastic deformation had occurred was proposed as evidence that mechanical
twinning was a dominating effect before plastic deformation of the cylinder had
taken place.
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From the examination of the microstructure of ’Duralumin’ samples1, Carrington
did not observe deformation twinning, but did observe ’compression bands’ in the
FCC samples.
After inspection by micrograph the sectioned samples underwent a Vickers Hard-
ness survey to confirm the hardening of the material in different regions of strain.
It was here that Carrington noted a ’cone-shaped’ region of material which was
unstrained, projecting into the middle of the heavily strained material.
During the 1940s, the Taylor test had proven its value as described above. How-
ever, due to the difficulties involved with instrumenting the Taylor test or taking
any direct measurements from the samples and the popularity of the Hopkinson
bar for high rate compressive testing, the Taylor test was to remain underdevel-
oped for some decades.
2.3 The Kolsky Arrangement for Using Hopkinson
Bars as Measurement Transducers
In 1949, H. Kolsky published methods for determining the dynamic yield stress in
materials using a Hopkinson bar cut in the middle[25]. This method allowed the
measurement of the entire stress-strain curve at high strain rates, rather than just
a single value for dynamic yield stress.
Although the apparatus used originally was similar to the apparatus used in the
present day, the instrumentation and other details were markedly different. This
was due to the important considerations of the time, deemed to be inertial effects
of a long specimen and whether a uniform wave would be transferred by a specimen
with a diameter significantly less than the diameter of the bars.
1Duralumin is a, now obsolete, trade name for Al-Cu alloys named by Durener Metallwerke
Aktien Gesellschaft early in the 20th Century. These single phase alloys have been replaced by
Al-Si alloys since they are easier to cast.[24]
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Figure 2.3: The Split Hopkinson Pressure Bar Apparatus as used by Kolsky
[25]
The difficulties which had to be overcome were considered to be the inertial ef-
fects of the apparatus interfering with the record of the material properties of the
sample, and particularly the difficulty at the time of recording the transient con-
ditions in the sample. Kolsky chose to use a condenser microphone arrangement
on the input and output bars, which each acted as the earth to the microphone,
allowing the measurement of displacement of the bars. As shown in Figure 2.3, the
input ’cylindrical’ condenser microphone recorded the expansion of the bar as the
compressive pulse travelled through it, by the subsequent change in capacitance.
The Output measurement worked in a similar manner, however it recorded the
longitudinal displacement of the grounded part of the condenser which was the
end of the bar.
Due to concerns over the form of the wave propagation in the bar, particularly if
it were to load a sample with a diameter significantly lower than that of the bars,
very thin samples were used with a diameter just less than this. The use of thin
samples like this leads to errors from the increase in radial inertia and the effect
of friction during the test. It is also only possible to test materials which have
lower yield stresses than the bars and the total strain is limited. Following from
the work of Davies[26] it became common to test samples with aspect ratios of
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approximately 1. Davies suggested that the dynamic stresses on copper were 30-
50% larger than the expected values due to frictional effects, which were difficult to
model, however with careful specimen design, the ’inertial terms’ of the calculation
for stress cancelled each other out.
The result of the analysis carried out by Davies showed
σ = σrecorded + ρs(
l2s
6
− νsd
2
s
8
)
δ2
δt2
(2.9)
where the stress in the sample σ, is equal to the stress recorded in the experiment
σrecorded plus the inertial term. And where ρs is sample density, ls is the sample
length, ds is the sample diameter,  is the strain in the sample and t is time. The
inertial term would drop out if the strain rate did not vary during the experiment,
or if the ratio between the sample length, ls and the sample diameter, ds was
defined by
ls
ds
=
√
3νs
4
(2.10)
For a material with a Poisson’s ratio of 0.3 this corresponds to a minimum of
inertial effects if the sample has a length to diameter ratio of 0.5.
The effect of friction in the split Hopkinson bar was investigated by J. Bell and
found that errors could be introduced if there was insufficient lubrication in the
contact between the bar and the specimen by measurement of the strain on the sur-
face of the specimen by diffraction grating and comparison with the data obtained
by the displacements measured at the ends of the bars[27].
In order to achieve a compromise between the competing effects of inertia and
surface friction on the sample at high strain rates, it is usual to choose a sample
geometry somewhere in between the optimum shape for reducing the effect of
inertia and the optimum shape for reducing the effect of friction. This corresponds
to an aspect ratio of L/D between a half and 1 [14].
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Following the wide adoption of the more standard test setup and geometry, efforts
have been directed to measuring material properties using a split Hopkinson bar
at varying temperatures and using imaging techniques to gain more information
from the test[28–34].
2.4 Constitutive Models
In 1983, Johnson and Cook published their work relating to high strain rate testing,
in particular formulating a constitutive description in relation to strain rate and
temperature based on a numerical approach to the problem [4, 35]. The description
proved effective in its use employed in the EPIC hydrocode for simulating the
Taylor test [6, 36].
The Johnson-Cook model is an empirically derived model, in contrast to models
which are derived from known physical processes. Empirical models are usually
simpler in form and, by their nature, easier to calibrate. For example, a physically
based model which requires the Burger’s vector would require this to be found
for the material to be calibrated. In particular, models have been developed by
Zerilli and Armstrong [37] based on dislocation mechanics and widely applied to
a number of materials with different crystal structures [38–51]. Another model of
interest which was developed at Los Alamos National Laboratory is the Mechanical
Threshold Stress model [52], which relies upon thermal activation theory and in
particular uses an internal state variable based on the structural evolution of the
material, rather than simply the strain, in order to model the response [53–60].
Both models have been investigated for a number of materials, but are regularly
applied to Tantalum, due to the level of interest in this metal [17, 37, 53, 61–73].
Due to the simplicity of calibration and use, the Johnson-Cook model is perhaps
the most popular rate dependent model for flow stress outside of academia [74][75].
The form of the equation describing the flow stress is given:
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σflow = (A+B
n)(1 + C ln ˙∗)(1− T ∗m) (2.11)
The first bracketed terms together provide the shape of the strain hardening curve.
A is equivalent to the yield stress of the material, whilst B is a factor of strain
hardening and the exponent n further describes the shape of the hardening curve.
The second bracketed set of terms describe the strain rate sensitivity of the ma-
terial. In particular, the term for the normalised strain rate is given as:
˙∗ =
˙
˙0
(2.12)
In use, this scaling factor allows the flow stress to be adjusted relative to the flow
stress at the conditions under which the model was calibrated. For example, if
the strain rate of interest is ten times greater than the strain rate for which the
terms A, B, and n were calibrated, then the flow stress will be 2.3 x C greater. C,
of course, is another scaling factor describing the dependance of the flow stress on
the strain rate.
Finally, the last bracketed terms describe the effect of thermal softening on the
material flow stress. T ∗ is another normalised parameter, giving the temperature
relative to a scale between a reference temperature and the melting temperature of
the material. The exponent m describes the sensitivity of the material to thermal
softening.
T ∗ =
T − Tref
Tmelt − Tref (2.13)
Tref can, in theory, be any value below the melting temperature so long as the ref-
erence value is consistent throughout calibration and use. Of course, the equation
will only be valid between the reference temperature and the melting temperature,
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so a reference value below any expected temperatures is useful. Of course, the ex-
pression will also not hold true at temperatures approaching the melting point, so
care must be taken to ensure the modeled situation is still valid.
It is not clear why the reference value for temperature was included in the expres-
sion, since the expression would still function if the reference temperature were set
to absolute zero, and there appears to be no reason not to do so. However, vary-
ing reference temperatures throughout the literature do affect the values given for
different constants of the model, and can make it difficult to compare results be-
tween authors[76][72] For example, the value given for A calibrated with reference
to room temperature cannot directly be compared to the value of A calibrated
with reference to another temperature. The values can be compared with some
further calculation.
Where the Johnson-Cook model makes use of a simple expression to adjust the flow
stress according to the strain rate and temperature by a fitted curve, the Zerilli-
Armstrong model is a constitutive equation based on physical effects, namely
thermally activated motion of dislocations [37].
In particular, this model allows for the differing responses of materials according to
their crystal structure. Initially, this model accounted for the differing responses
of materials with FCC and BCC crystal structures. The model form is shown in
Equation 2.14.
σ = C0 +
(
C1 + C2
0.5
)
e(−C3+C4 ln ˙)T + C5n (2.14)
where C0, C1, C2, C3, C4, C5, and n are all material constants. The constants of
this model may be adjusted according to the crystal structure of the material to
be modeled. In particular, C1 and C5 are both set to zero for materials with an
FCC crystal structure whilst C2 is set to zero for materials with a BCC crystal
structure. The remaining parameters in each form of the model may be calibrated
to represent the material response accurately.
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C0 represents the athermal stress and may be represented by the Hall-Petch equa-
tion, whilst the remaining parameters represent the thermal response and must
be obtained experimentally in the same manner as the calibration of the Johnson-
Cook model. The Zerilli-Armstrong model is, therefore, only partially physically
based and still suffers from the same calibration requirements as the Johnson-Cook
model.
Similarly to the Zerilli-Armstrong model, the mechanical threshold stress model
contains an athermal component and a thermal component. However, the me-
chanical threshold stress model accounts for the internal state of the material by
its structure rather than by the strain.
The mechanical threshold stress model is shown in Equation 2.15
σ = σa + (Siσˆi + Sσˆ)
µ
µ0
(2.15)
where σa is the athermal component of the flow stress which similarly to the
Zerillia-Armstrong model may be represented by the Hall-Petch equation. σˆi rep-
resents the rate dependent portion of the flow stress whilst σˆ represents the com-
ponent of flow stress which evolves with strain. µ and µ0 are the shear modulus
and the shear modulus of the material at absolute zero respectively. σˆ may be
represented by a number of work hardening models. However, typically a Voce
hardening law is employed as shown in Equation 2.16.
dσˆ
d
= θ0
(
1− σˆ
σˆs
)κ
(2.16)
where κ is a fitting parameter, θ0 is the slope of the curve at the yield point, and
σˆs is stress when the rate of hardening is zero.
Finally, the scaling factors Si and S are given by Equations 2.17 and 2.18
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Si (˙, T ) =
{
1−
[
kT
µb3g0i
ln
(
˙0i
˙
)]1/qi}1/pi
(2.17)
S (˙, T ) =
{
1−
[
kT
µb3g0
ln
(
˙0
˙
)]1/q}1/p
(2.18)
where k is the Boltzmann constant, b is the Burger’s vector magnitude, 0 is the
reference strain rate, g0 is the activation energy for dislocation, and q and p are
fitting parameters.
Whilst the mechanical threshold stress model is more phenomenologically based
than the other models, the calibration procedure is far more complex and hence,
it has not been so widely adopted by industry.
2.5 Model Validation and Calibration Through
The Taylor Test
Following from the widespread use of the SHPB to find stress-strain response of
materials at high rates, the Taylor test was not widely used for the determination
of dynamic yield stress. During the 1950s and 60s the Taylor test was used to
study the propagation of plastic waves in a sample. Hawkyard attempted to
match profiles of the Taylor cylinder in actual tests with the shapes predicted
by the theory presented by Taylor to assess the accuracy[77]. Taylor’s analysis
did not take into account strain hardening and predicted a uniformly radially
expanding cylinder up to the impact face. In reality the shape of post impact
Taylor cylinders was quite different from this shape. A portion of the cylinder at
the impact face would be largely expanded. Behind this there would be a bulge.
It was suggested by Hawkyard that this ”double frustrum” seen in experiments
would be more accurately matched if the model were able to take into account
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the strain hardening. A graphical comparison made by Hawkyard can be seen in
Figure 2.4.
Figure 2.4: Graphical comparison of calculated shape and actual post-test
shape of Taylor cylinder made by Hawkyard et al. [77]
Following the development of the finite element method in the 1960s and 70s
another use was found for the Taylor test. The Taylor test was analysed using
computer simulations since it was a simple geometry, high strain rate test [5, 18,
56, 75, 78–84]. Wilkins and Guinan used a hydrocode to study the deformation of
the Taylor cylinder confirming the location of the plastic wave front through the
central section of the cylinder[85]. Wilkins suggested that the plastic wavefront
which was responsible for slowing the cylinder as in Taylor’s original analysis[1]
was closer to the impact face than was supposed from the external shape of the
cylinder. This would have led to errors in the results for yield stress obtained by
measuring the surface of the cylinder.
Subsequently Johnson and Holmquist used the Taylor test to evaluate the models
by Johnson and Cook [4] and Zerilli and Armstrong [86]. Johnson and Holmquist
simulated the Taylor test using material models calibrated by other mechanical
tests and compared the predicted outer profiles with the actual profiles from the
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tests. It is exactly this kind of comparison which has proven the usefulness of the
Taylor test as it is used today. The comparison in one test is able to capture the
effects over a strain rate ranging up to 105s−1 and very large strains at the impact
face to no plastic strain at the rear of the projectile.
In the same work [87] Johnson attempted to extract constants to calibrate the
Johnson-Cook and the Zerilli-Armstrong models and improve upon constants
found through conventional testing means such as SHPB. Whilst it seemed useful
to be able to verify that the model was able to predict the outcome of tests at
higher strain rates, it was tempting to be able to use the Taylor test to actually
calibrate the models in the first place. In order to achieve this, Taylor tests were
performed and also simulated using a material model which had been roughly cal-
ibrated to approximately accurate values. The error between the predicted profile
of the cylinder and the actual profile of the tested cylinder was used to update
the values of the material model in a minimisation routine. Adjustments were
made to the models in order to match up to three chosen metrics for determining
the degree of fit with the test data. The global agreement ∆¯, for the shape of
the cylinder was taken by Johnson as an equally weighted average difference of
cylinder length, diameter and bulge width
∆¯ =
1
3
( |∆L|
L
+
|∆D|
D
+
|∆W |
W
)
(2.19)
where L, D and W are the length, full end diameter and the bulge diameter one
fifth of the way along the cylinder from the deformed end respectively. Whilst this
was used to adjust some constants of the models to some degree of success there
were a number of limitations. The number of constants which can be calibrated in
any model will be limited to the number of fully independent metrics describing
the degree of fit. Only two of these three metrics can really be used to calibrate a
model, since they are not fully independent of each other.
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Figure 2.5: The interdependency of Taylor cylinder dimensions due to the
conservation of volume. Adapted from [87]
The interdependence between the length, the width and the diameter of the Tay-
lor cylinder is shown graphically in Figure 2.5. In the case of a test where the
hardness of the material increases more with strain evolution, the diameter of the
impact end of the cylinder is relatively smaller than the case where the strain
hardening is less. However, assuming conservation of volume, i.e. there is no sig-
nificant fracture or void growth in the specimen, then the sample with a smaller
diameter, D, will have a relatively larger bulge diameter, W. This means that if
two constants are adjusted to fit two of the material constants, the third would
generally already agree and require little change. For this reason it may be possible
to optimise two or maybe three constants for a given material model, however, the
remaining constants would have to be obtained from another source. In the case
of the Johnson-Cook model, at least two of the five constants would have to be
known prior to the full calibration. For the Zerilli-Armstrong model at least three
constants would need to be known. A model such as the MTS model described
by Chen and Gray requires 27 constants to fully describe the material behaviour
and so the Taylor test would be wholly unsuitable for calibration purposes[53].
Besides the issues with choosing suitable metrics for being able to update the
material model, it is also unclear what rates and strains the model would have been
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calibrated to and whether some conditions had a greater weighting in calculating
the model parameters. If a material model is calibrated with data from a series of
tests at constant strain rates and constant temperatures then a particular set of
data can be given a stronger influence on the model. It can at least be known that
the data from all of the varying conditions has been given the same weighting.
Calibration using the Taylor test profile does not give any of this information.
Whilst the strain at the impact face is very large, the influence on the final shape
of the cylinder is dominated by material which deforms to lower strains than this.
For this reason, the calibration of the model has only really been carried out to
strains up to 0.6 [87]. The dimensions of the post impact cylinder are also heavily
influenced by material deforming at strain rates of 104−105s−1. It was found that
the models fitted in this way were rather inaccurate when used to predict material
behaviour outside of this range, e.g. to strains greater than 0.6 and at quasi-static
strain rates.
It is clear that a great deal of research has been done in the area of the Taylor test
and validation of material models. However, less has been presented or published
to quantify the errors in the procedure and there appears to be room to record
more information from the test and to apply the methods to other tests. These
areas will be discussed further in the later chapters of this thesis.
Chapter 3
Calibration of the Material
Models
3.1 Introduction
In this chapter the materials which were tested are defined, the methods for testing
them as part of the calibration process are presented. The results of the calibration
tests and the subsequent calibration of the Johnson-Cook plasticity model are
shown. Some data were obtained from previous work presented by Hooper et. al.
[3], these are clearly identified.
3.2 Materials
Two materials for this research were chosen from a stock supplied by AWE Plc.
These materials were OFHC and Tantalum Tungsten. These two stocks had well
known production processes and some previous calibration tests existed. 316L
stainless steel was also obtained for the validation tests since it has been well
documented in the literature. These three metals cover some varying properties
and two cubic crystal structures. Further research will permit a wider range of
23
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materials to be studied, revealing more information regarding the constitutive
models under study.
3.2.1 Oxygen Free High Conductivity Copper
Grade 1 Oxygen Free High Conductivity Copper (OFHC) was originally obtained
from AWE plc. in a quoted hard state. BS 3839:1978, gives a Vickers Hardness
range for the state of hard OFHC to be above 90.
OFHC can be supplied in a number of hardness conditions, but is limited on the
levels of impurities. The amount of Copper in the composition must be no less
than 99.99% and limits are placed on the level of other impurities, particularly
Phosphorus, Sulphur and Lead. Further C101 OFHC was obtained at a later date
from Orion Alloys, also in a hard condition. The limits on the composition of
impurities in grade 1 OFHC are shown in Table 3.1 and are taken from the ASTM
standard B170-99.
Copper was chosen as an FCC metal which has been widely documented in the
literature for high strain rate testing and the Taylor test. In general, when data is
presented in the literature, the material condition is not given. Whilst the state of
hardness can be implied from the values for yield stress in the material model, this
is a calibrated value, often at too high a testing rate for comparison. As will be
seen, the material condition is very important to the behaviour under any testing
conditions.
3.2.2 Tantalum Tungsten
Tantalum-2.5%-Tungsten alloy in a variety of conditions was supplied by AWE
plc and was chosen as a BCC metal which has been examined under varying
conditions of strain rate and temperature in the literature. Tantalum Tungsten
is a refractory alloy demonstrating high melting point and excellent corrosion
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Table 3.1: Composition of C101 grade OFHC
Element C101 Max ppm
Cu min% 99.99%
Sb 4 ppm
As 5 ppm
Bi 1 ppm
Cd 1 ppm
Fe 10 ppm
Pb 5 ppm
Mn 0.5 ppm
Ni 10 ppm
O 5 ppm
P 3 ppm
Se 3 ppm
Ag 25 ppm
S 15 ppm
Te 2 ppm
Sn 2 ppm
Zn 1 ppm
resistance. The BCC structure has no truly close packed planes and like all metals
with this structure has properties dependent on temperature and strain rate. Table
3.2 details the restrictions on composition of R05252 Tantalum Tungsten as given
by ASTM standard B708-12.
Tantalum Tungsten alloy was supplied as a wrought plate and in bars formed
from Hot Isostatic Pressing, a process carried out on powder formed components
to reduce the porosity and improve mechanical performance.
Preparation of Tantalum Tungsten by normal cutting methods is very difficult
in comparison to most other metals. This is due to a high degree of hardening
during machining and Hydrogen embrittlement. Tool wear and surface finish are
improved by use of a chlorinated cutting fluid and by flooding the tool to reduce
heat and the presence of Hydrogen.
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Table 3.2: Composition of Tantalum 2.5% Tungsten
Element R05252 Max weight %
Ta Remainder
C 0.010
O 0.015
N 0.010
H 0.0015
Fe 0.010
Mo 0.020
Nb 0.50
Ni 0.010
Si 0.005
Ti 0.010
W 2.0-3.5
3.2.3 Stainless Steel
Austenitic stainless steel was chosen as another FCC metal which has been well
documented in the literature. The chosen steel 316L has a very low carbon content
making it very suitable for welding and contains Molybdenum, which makes it
suitable for corrosive environments. 316L stainless steel was acquired in 10mm
round bar and in 2mm thick flat sheet. This allows for reasonable comparison
between the tensile ball-on-plate experiment and the compressive Taylor cylinder
impact experiments.
Table 3.3: Composition of 316L Stainless Steel
Element 316L Max weight %
Fe Remainder
C 0.030
Mn 2.00
P 0.045
S 0.030
Si 0.75
Cr 16.0-18.0
Ni 10.0-14.0
Mo 2.00-3.00
N 0.10
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3.3 Tensile Testing
Tensile samples were prepared based on the dimensions from the work done by
Hooper et. al. [3]. The round dog bone samples had a larger diameter over
the gauge length from the original standard in order to account for difficulties
machining TaW. A section outside the gauge length as shown in figure 3.1 was
reserved to attach a strain gauge as another method for measuring load in the
sample. A Vishay EA-06-062AQ-350 strain gauge was bonded to this section on
each of the samples. The measurement of load by this method is useful for dynamic
testing since it is being taken at a point very close to the gauge length which is
not so affected by the mass and the interface between fixtures in the rest of the
load train. The accuracy of the dynamometer is dependent upon the properties of
the material being tested, assuming that the modulus is strain rate independent
and that the dynamometer section does not yield during the test. The accuracy
is also dependent upon the calibration of the strain gauge to load applied. The
strain gauge dynamometers were first calibrated at low rates using a calibrated
strain gauge load cell. It was expected that the low rate calibration would be
suitable for high rate load measurement which was verified by comparison with
the measurements from the piezoelectric load cell. These two measurements were
found to be in agreement, although the data from the piezoelectric load cell was
more affected by noise.
Figure 3.1: Tension Specimen Geometry, all measurements are in mm.
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3.3.1 Low and Intermediate Rates
Low and intermediate rate tests were carried out during the postdoctoral work
which is detailed in [3]. Low rate tests were carried out on a screw-driven testing
machine. Intermediate rate tests were carried out on a servo-hydraulic machine
and used the same apparatus as the high rate tests.
3.3.2 High Rates
High rate tensile tests were carried out using an Instron VHS 20/25 servohydraulic
test machine at actuator speeds of up to 20m/s. Due to the speed of the tests,
acceleration of the actuator had to be taken into account. In order to allow some
time for the actuator to reach the correct velocity and remain constant for the test,
a slack rod or ’lost motion device’ was employed. Figure 3.3 shows the arrangement
for the lost motion device used, which is the traditional solution to the actuator
acceleration problem. The problem with this device is that the slack rod is only
partially constrained in the direction of the loading. When the impact face comes
into contact with the slack rod this causes a tensile elastic wave to travel along
it. This elastic wave causes a release between the impact face and the end of the
slack rod, and as the actuator continues to move, multiple impacts on this face
occur until the rod is fully loaded. This is known as ’ring up’. Depending on the
length of the slack rod, and the energy transfer along the rest of the load train,
this can cause a noisy application of load to the specimen during the first stages
of the test.
In order to account for this, other designs of lost motion device have been proposed
which prevent the release of the impact face from the slack rod. An example given
in figure 3.2 achieves this by use of pre-loaded jaws, which clamp onto the slack
rod once it has accelerated to a constant velocity. Depending on the pre-load,
the speed of the test and any damage done to the slack rod in previous tests,
this design can cause a significant decoupling of the displacement measured by
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the LVDT on the actuator and the actual displacement of the slack rod attached
to the specimen, rendering this measurement for the calculation of strain useless.
To account for this, other methods of strain measurement would be required, e.g.
optical non-contact techniques. Since many measurements needed to take place
within a temperature controlled chamber, optical measurements of the displace-
ment would have been more difficult. For this reason, a jaw-grip style lost motion
device was not used. A thin nitrile rubber damper was used to control the initial
loading of the specimen and reduce the effects of the ’ringing up’ of the slack rod.
This buffer acted to reduce the rate of load pick up and deform slightly under the
ringing of the slack rod stopping the load release on the specimen.
Pre-loaded jaws
Stationary crosshead
Moving crosshead
Sample
Figure 3.2: An example of a pre-loaded grip style slack rod device as described
in [88].
The Instron VHS servohydraulic system has two control modes, a closed-loop
feedback system, and an open-loop control system. The closed-loop feedback is
suitable for low and intermediate rate tests, controlling displacement at actuator
speeds under 1m/s. For high rate testing strain rates of at least up to 103s−1
were required. For the chosen gauge length this required actuator speeds well over
1m/s. Hence, the open-loop control system was used.
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In any control mode, when the lost motion device makes contact the corresponding
reaction force causes a slow down of the actuator. In a closed-loop control system,
operating within a suitable range of conditions, the slow down would be detected
and a valve would direct more oil to the actuator. At higher rates, this feedback
is not fast enough to react to the slow down and it will affect the test.
The open-loop control system was employed to provide a constant displacement
rate by repeated test feedback. The open-loop system was initially calibrated
to adjust the voltage applied to the servo-valve and record this value against a
measured velocity in a look up table which could be used to adjust the voltage
on subsequent tests to attain the desired velocity. If, during a test, a significant
drop-off in actuator velocity was detected then this servo-valve voltage could be
adjusted to provide additional hydraulic pressure to account for the load in a
repeated test. If the load was small enough and the inertia of the actuator and
oil high enough, then this adjustment was not needed, since the change in rate of
loading was much less significant.
In practice it was found that the inertia of the actuator and oil was high enough
that the slow down was not detectable over the level of noise from the LVDT. This
may not be the case for larger samples, and so care should be taken when making
any adjustments to the sample dimensions.
Load applied to the specimen was measured by two devices in each test. A PCB
222B piezoelectric load cell was attached to the specimen as shown in figure 3.3,
providing a measurement of load up to 11kN and a frequency response of 12kHz.
This response is sufficiently close to the expected load rate in the sample to require
verification by other means of measurement. A Vishay EA-06-062AQ-350 strain
gauge was applied in the 6mm diameter section of the sample labeled in figure
3.1 and amplified using a high speed FYLDE sensor amplifier with a response of
500kHz. The strain gauge was calibrated for each specimen by loading quasistat-
ically in the elastic region of the specimen and matching to the calibration of a
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higher sensitivity load cell. This calibration allowed for any variation in gauge
factor and also mis-alignment of the gauge with the specimen.
In practice it was found that the load measured by the piezo-electric load cell was
relatively noisy and the initial load rate was not quite matched at the highest rates.
The load measured during the plastic deformation of the sample was, however, an
accurate measure since the load did not vary as much. This was verified by the
higher rate recording of the strain gauge.
3.3.3 Digital Image Correlation
Digital image correlation was used on some tests, particularly at high rates to
take measurements of localised strain. The method and apparatus are discussed
in more detail in Chapter 5.
A number of different methods for applying a reference pattern to the sample were
tested, revealing problems with many of the methods used in other applications.
Firstly, a pattern with high contrast was needed to be easily recorded by a cam-
era. The method of applying a thin backing layer to the sample underneath the
stochastic pattern was found to be insufficient. It was found, particularly at high
rates and low temperatures, that the backing layer was not sufficiently adhered to
the sample to represent the displacement of the actual surface of the sample. A
number of different paints and inks available were tested, and none were found to
perform well enough under these conditions.
Further to this, an insufficient backing layer was found to particularly hide the
evolution of the neck of a specimen. This was verified by photography of the
profile of a sample with no markings under the same conditions. In order to use
any data beyond the point of instability, the form or radius of the neck is required
[89–91].
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Figure 3.3: High Rate Tension Setup Showing Lost Motion Device
In the absence of a backing layer, ink was applied to the surface of some samples.
This method did not obscure the profile and the pattern remained on the sample
under most conditions. However, the contrast of the pattern was not high enough
to be detectable for the purposes of DIC when filmed at high rates. Although this
problem may be overcome with faster optical equipment, this was not available at
the time and the further pursuit of these measurements would prove detrimental
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to the remainder of the research.
3.4 Compressive Testing
Compressive tests were carried out on oxygen free high conductivity copper, 6061
Aluminium and Tantalum Tungsten 2.5%.
Sample size was chosen to be suitable for testing in the Split-Hopkinson apparatus.
These dimensions were also suitable for testing at lower rates. Samples were
machined by EDM to a 5mm diameter and ground to 5mm in length.
3.4.1 Low and Intermediate Rates
Low and intermediate rate compressive tests were carried out on an Instron 5584
load frame with a screwdriven crosshead. Samples were loaded in uni-axial com-
pression as shown in Figure 3.4. Extension bars were used in the load train to
accommodate a temperature controlled chamber. The temperature controlled
chamber is capable of a range of temperatures between -100C and 200C. High
temperatures are achieved with a heating element and low temperatures by evap-
orating liquid nitrogen into the chamber.
Friction between the surfaces of the platens and the samples could constrain the
sample radially at either end. This would indicate that uni-axial compression had
not been achieved during the test and that the data from the tests were invalid.
In order to overcome this and prevent the accumulation of damage by larger parts
of the load train that could cause the same issues, two Tungsten Carbide toolbits
were used as platens for the sample. The tool bits when purchased are already
ground flat. In order to reduce friction they were polished to a 6µm finish and
coated with a thin layer of Molybdenum Disulphide. After each test, the platens
were cleaned, inspected for damage and the layer of lubricant reapplied.
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MovingCrosshead
150kN Load Cell
Compression Test Sample
Spherical Alignment Platen
Temperature Controlled
Chamber
Figure 3.4: Low and Intermediate Rate Compressive Test Setup Details
Compliance of the load train was measured when any significant changes to the
setup were made or if the apparatus had been left for any significant length of time.
It was particularly important when first assembling the load train to carry out a
compliance test in order to ’bed in’ the components. After a few compliance tests it
could be seen that a repeatable elastic curve was achieved and testing could begin.
Likewise, if the temperature of the chamber was adjusted then a compliance test
was carried out. This was particularly important due to the length of extension
tubes inside the chamber. Thermal expansion of the extension tubes would lead
to varying compliance of the load train, and so compliance was measured at every
temperature that was tested.
A spherical seated platen was used to ensure that the samples were loaded along
their axes. The spherical platen adjusts to realign the faces by the application of
an uneven load. Before each test, the platens were adjusted by eye to be as normal
to the sample axis as possible.
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Figure 3.5: Low Rate Compressive Setup
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3.4.2 Split-Hopkinson Pressure Bar
The Imperial College Mechanical Engineering Split-Hopkinson Pressure Bar (SHPB)
comprises two 20mm diameter steel Hopkinson bars, a momentum trap and a pro-
jectile bar. The projectile is driven by a vacuum gun, which fires the actuator bar
that is supported by a large diameter PTFE sabot. To operate, the sabot and
projectile are loaded into the rear of the barrel and the barrel is sealed. A vacuum
pump evacuates the volume behind and in front of the sabot until a suitable level
of vacuum is achieved. When the gun is ready to fire, a valve is opened allowing
atmospheric pressure air to fill the volume behind the sabot and drive the projec-
tile along the gun barrel. In order to achieve the correct amount of energy to be
imparted to the projectile, a restrictor plate sits in the path of the air flow repres-
surising the barrel. The flow coefficient can be changed by replacing the restrictor
plate with another plate which has a different number and/or size of apertures.
The projectile energy can also be adjusted by firing the gun at a different level of
vacuum.
The firing valve is controlled by a vacuum sensor programmed to send a signal at
a predetermined level of vacuum. This allows the tests to be repeated quite easily
with similar projectile speeds.
At the end of the barrel the projectile impacts the incident Hopkinson bar causing
a one dimensional compressive stress wave to travel along it. This wave is measured
by the first set of diametrically opposed strain gauges attached to the bar. When
this wave reaches the end of the bar, where the sample is held in place, it loads
the sample in compression, transmitting some of the energy into it. Some energy
is transferred through the sample, into the transmission bar, and some retained in
the sample by plastic strain and heat. The compressive elastic wave now travels
along the transmission bar, although the pulse contains less energy and the shape
has been affected by the nature of the absorption of energy by the sample. It is
this change in pulse shape and intensity which allows the measurement of strain
and stress in the sample.
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Figure 3.6: Split-Hopkinson Pressure Bar Apparatus
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The pulses were recorded by the strain gauges using full-bridge completion on
four separate FYLDE high speed amplifiers with a bandwidth of 500kHz. Two
diametrically opposed strain gauges are used at each point to allow the average of
the measurement to be taken, accounting for the effect of bending of the bars on
the measurement. Each pair of the diametrically opposite gauges could be wired
together as half a bridge, thus canceling the effect of bending of the bars on the
signal recorded, however this would leave no record of the degree of bending of the
bars during the test. In this case the effect of bending on the pulse signals was
canceled after data capture, during the analysis of the pulse data. The data was
recorded using a digital storage oscilloscope with a sample rate of 100MHz.
3.4.3 High Rate Tests at High and Low Temperatures
The existing split-Hopkinson apparatus was operated using manually actuated
valves in a predetermined sequence to effect the necessary pressure changes to fire
the projectile. A solenoid operated valve for firing the projectile was fitted in place
of the original manual firing valve. A pressure sensor was also fitted to the barrel
allowing the firing valve to be actuated at a set level of vacuum. In this mode of
operation, the projectile velocity between different tests was more repeatable, and
hence individual tests were more easily repeatable.
Problems arise when trying to carry out Split-Hopkinson tests at temperatures
substantially different from room temperature. There are a number of possible so-
lutions to varying the temperature of a sample in a split-Hopkinson. One solution
is to either heat or cool the sample after it has been located within the bars. If
the sample is heated or cooled in situ, then the ends of the bars in contact with
the sample also change temperature. This change in temperature affects the wave
propagation in the bars leading to errors in the assumed constant wave speed. At
more extreme temperatures, the ends of the bars could also be permanently af-
fected e.g. changes in microstructure or cracking due to thermal expansion. This
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again leads to an error in the assumption of uniform properties of the Hopkinson
bars.
Since the materials of interest required an amount of heating significant to the
properties of the bars, this method of heating in situ was not chosen.
Another solution is to pre-heat or cool the sample and introduce it to the ends
of the bars which are at room temperature for testing. Particularly for metals,
the heat is conducted away from the specimen and the sample temperature is
affected before loading. The loss of heat of the sample leads to an unknown test
temperature and a temperature gradient across the sample. In order to avoid this,
it was required to reduce the amount of time that the sample was in contact with
the room temperature bars.
A system was developed which triggered the firing of the gun at the point of loading
the sample between the incident and transmission bars. This was achieved by firing
the gun from an electrical circuit comprising the Hopkinson bars and the sample
which was completed when the bars came into contact with the sample. This led
to a contact time before loading of approximately 250ms.
A steel test sample was modified to embed a thermocouple at its centre in order
to measure how significant this temperature change was. The sample was heated
to approximately 120C before being brought into contact with the bars, whilst
recording the change in temperature. As can be seen in Figure 3.7, before the
sample is brought into contact with the bars, the rate of cooling is quite slow,
losing only a degree or two every second when at 110C. Upon contact with the
bars the temperature appears to rise slightly, although this is probably an error
associated with the electrical connection to the Hopkinson apparatus. After this
contact point, the temperature of the sample drops rapidly, by about 10 degrees
in 250 milliseconds when at 110C.
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Figure 3.7: The drop in temperature of a steel test sample loaded in contact
with steel bars of a split Hopkinson apparatus. Figure reproduced from reference
[3]
Allowing for this drop in temperature resulted in a known average temperature
of the sample at the time of testing, but potentially a significant temperature
gradient. It was quite clear that a much lower contact time would be required in
order to test even at what may be considered fairly moderate temperatures.
In order to further reduce the contact time of the sample before testing, an au-
tomatic loading system was developed as part of this work. The transmission
bar was actuated to bring the sample into position as close to the testing time
as possible. A schematic of the transmission bar actuator can be seen in Figure
3.8. When the pneumatic actuator is activated it comes into contact with the
oversized ring which grips the transmission bar and moves it into contact with
the sample. When the end of travel has been reached, the ring is released and
is allowed to slide over the bar so that it is released for the return travel of the
bar during the output compressive pulse. In order to load the sample, it was first
supported in a ceramic foam holder leaving the flat ends of the sample open so
that they may come into contact with the bars. The holder along with the sample
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was then supported between the incident and transmission bars with a few mil-
limeters gap between them. When the projectile was ready to fire, the bars would
be automatically actuated until they came into contact with the sample and then
released from the actuation system so that the load could be transferred to the
sample without the influence of the actuator.
Since it took the projectile more than 200ms to travel along the barrel, it was
necessary to introduce the sample to the bars after the gun had been fired to
achieve any improvement over the previous system. The entire pneumatic system
was automated in order to precisely time the actuation of the transmission bar
and the firing of the projectile. When the pressure sensor in the barrel reached
a set level, the projectile was fired and a counter started. When this counter
reached a set time the transmission bar would be actuated to contact the sample.
This system was repeatable to within 10ms, however, some degree of tuning was
required.
A high speed camera was used to measure the time between contact of the bars
and the arrival of the first pulse from the input bar. This information was used
to adjust the timing values for the firing and actuator valves until a satisfactory
contact time was achieved. The minimum contact time was affected by a ringing up
type effect when the transmission bar was actuated. On contact with the bars, the
sample would bounce for a few milliseconds before settling flat within them. The
bouncing within the bars was significant enough to be measurable by the strain
gauges on the bars. Any increase in actuator speed led to this effect worsening,
and so a compromise between contact time and ringing noise was found.
Time from first contact to loading of the sample was eventually reduced to 40ms.
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Pneumatic Actuator O-Ring Grip
Figure 3.8: Transmission Bar Actuator
3.5 Constitutive Model Calibration
Once the required data for stress and strain at a range of rates and temperatures
had been acquired, it was used to calibrate the constants in the Johnson-Cook
plasticity model. The reference temperature and strain rate were chosen. Whilst
these chosen values are largely insignificant to the final results from the model when
applied correctly, they do influence the calibrated values. A direct comparison of
the yield stress constant, A, can only be made between two values at the same
reference strain rate and temperature.
The constant A was initially set as the 0.2% proof stress of the material tested
at the chosen reference strain rate and temperature. The remaining constants,
which define the shape of the curve, were also given initial values based on a least
squares difference method to determine the best fit to the reference samples.
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Next, the strain rate and temperature sensitivity constants were set to values
which provided the best fit for the yield stress at each of the test conditions.
These starting parameters then allow an iterative least squares difference method
to be stable.
The best fit for all calibration constants over all data points was found.
3.6 Calibration Results
3.6.1 Tantalum Tungsten
In this section the results from the calibration tests for R05252 Tantalum Tungsten
formed by Hot Isostatic Press are detailed. Tantalum Tungsten samples were
tested in tension and compression at quasistatic rates on a screw driven machine
and at high rates through the use of a open loop controlled servohyrdaulic machine
and a split-Hopkinson pressure bar.
Figure 3.9 shows three true stress/true strain curves for HIPed R05252 Tantalum
Tungsten tested in compression at a quasi-static strain rate of 0.001s−1 and at
room temperature. All three samples show good agreement with each other over
the duration of the test. The material yields at a true stress of 290±2 MPa after
which a significant degree of strain hardening occurs.
Figures 3.10 and 3.11 show the true stress/true strain curves for the samples
tested at the same quasistatic rate, however, at 394 K and 204 K respectively. It
is immediately clear that the yield stress is strongly temperature dependent for
these samples. In Figure 3.11 it is clear from one of the curves that something has
affected the results, since one of the sets of data is inconsitent with the others. A
large difference in Young’s modulus on a low temperature test like this suggests
that it is likely that the presence of ice has affected the measurement. Before each
test it was ensured that as much condensation on the surfaces of the load train
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Figure 3.9: True Stress/True Strain Graphs for R05252 HIPed Tantalum
Tungsten Specimens Tested at a Strain Rate of 0.001s−1 and a Temperature
of 294K in Compression
was removed, however, in this case it appears that some remained. It is assumed
that Young’s modulus will be largely unaffected in the current test conditions,
giving further assertion that this particular sample can be ignored from the overall
dataset.
Figure 3.12 shows the true stress/true strain response of HIPed Tantalum Tungsten
at a strain rate of 2 × 103s−1 and at room temperature. High rate compression
tests were carried out using a split-Hopkinson pressure bar. Strain in the sample is
found by integration of the strain rate, which is shown in Figure 3.13 as a function
of compressive true strain in the sample. It can be seen in Figure 3.13 that for the
majority of the duration of the plastic deformation of the sample the strain rate
remains fairly constant at just above 2× 103s−1.
It is the average value of the strain rate over the region of plastic deformation
which is used for the calibration of the Johnson-Cook plasticity model, in this
particular case 2090±180s−1.
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Figure 3.10: True Stress/True Strain Graphs for R05252 HIPed Tantalum
Tungsten Specimens Tested at a Strain Rate of 0.001s−1 and a Temperature of
394K in Compression
Figures 3.14 and 3.15 show the response at high rate as tested in a split-Hopkinson
pressure bar of HIPed Tantalum Tungsten at 394 K and 204 K respectively. Whilst
it is difficult to determine a precise yield stress from these plots due to oscillations
in the initial stages of loading, it can be seen that the yield stress is dependent on
the temperature, increasing with decreasing temperature.
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Figure 3.11: True Stress/True Strain Graphs for R05252 HIPed Tantalum
Tungsten Specimens Tested at a Strain Rate of 0.001s−1 and a Temperature of
204K in Compression
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Figure 3.12: True Stress/True Strain Graphs for R05252 HIPed Tantalum
Tungsten Specimens Tested at a Strain Rate of 2000s−1 and a Temperature of
294K in Compression
Figure 3.13: True Strain Rate Variation with True Strain During a SHPB
test of Tantalum Tungsten
Chapter 3. Calibration Tests 48
Figure 3.14: True Stress/True Strain Graphs for R05252 HIPed Tantalum
Tungsten Specimens Tested at a Strain Rate of 2000s−1 and a Temperature of
394K in Compression
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Figure 3.15: True Stress/True Strain Graphs for R05252 HIPed Tantalum
Tungsten Specimens Tested at a Strain Rate of 2000s−1 and a Temperature of
204K in Compression
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3.6.2 Constitutive Description of HIPed R05252 Tantalum
Tungsten
The following section describes the model used for the simulation of Tantalum
Tungsten in the Abaqus finite element code and the calibration of this model.
A least squares best fit approach was used for all of the plastic stress strain data to
fit the Johnson-Cook material model. Firstly the 0.2% proof yield stress at room
temperature was fixed to the average value found experimentally as a starting
point for the iteration method. The fitted model does not account for temperature
rises experienced in the sample during the calibration test. The temperature
variation during particularly the high rate tests would cause a softening effect.
However, measuring the local temperature rise in addition to setting the initial
temperature of each specimen would require additional instrumentation. Hence,
sample temperature was assumed constant for these tests.
Figure 3.16 shows the true stress/true plastic strain behaviour of the HIPed Tanta-
lum Tungsten in compression at three different temperatures across room temper-
ature, low temperature achieved with the use of liquid nitrogen and high tempera-
ture in a furnace. As can be seen, the dependency of yield stress on temperature is
well matched to the actual data by the model. Deviations from the actual results
occur at greater strains. It is clear that the model predicts less variation in stress
at higher strains when the temperature deviates from room temperature. The
calibrated values for HIPed TaW are shown in Table 3.4. These values correspond
to the Johnson Cook model calibrated for 204K and at a rate of 0.001s−1.
Figure 3.17 shows the response of the HIPed Tantalum Tungsten samples at room
temperature at a quasistatic rate and at high rate achieved in a SHPB. Noise in
Table 3.4: Calibrated values for HIPed TaW
A B C n m
Calibrated Value 360 MPa 223 MPa 0.024 0.14 0.55
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TaW HIP 394K 0.001s
J-C 394K 0.001s
TaW HIP 294K 0.001s
J-C 294K 0.001s
-1
-1
-1
-1
TaW HIP 204K 0.001s
J-C 204K 0.001s
-1
-1
Figure 3.16: True Stress/True Plastic Strain Curves for HIPed Tantalum
Tungsten Tested in Compression at a Quasi-Static Rate Compared with the
Least Squares Best Fit Johnson-Cook Plasticity Model Predictions at a Range
of Temperatures
the SHPB sample data makes it difficult to compare the data, but a reasonable
match appears to have been found.
Figures 3.18 and 3.19 show the results of the HIPed Tantalum samples from the
tensile tests at varying temperature and strain rate. In this case, the model appears
to have quite closely matched the experimental data, although this could in part
be due to the lack of data from these samples. Due to diminishing stocks of the
sample material, unfortunately more test conditions were not possible for this
material.
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TaW HIP 294K 0.001s
J-C 294K 0.001s
TaW HIP 294K 2000s
J-C 294K 2000s
-1
-1
-1
-1
Figure 3.17: True Stress/True Plastic Strain Curves for HIPed Tantalum
Tungsten Tested in Compression at Room Temperature Compared with the
Least Squares Best Fit Johnson-Cook Plasticity Model Predictions at Quasi-
Static and High Rates as Achieved by Split Hopkinson Pressure Bar
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TaW HIP 294K 0.001s
J-C 294K 0.001s
TaW HIP 204K 0.001s
J-C 204K 0.001s
-1
-1
-1
-1
Figure 3.18: True Stress/True Plastic Strain Curves for HIPed Tantalum
Tungsten Tested in Tension at a Quasi-Static Rate Compared with the Least
Squares Best Fit Johnson-Cook Plasticity Model Predictions at Low and Room
Temperatures
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TaW HIP 294K 0.001s
J-C 294K 0.001s
TaW HIP 294K 760s
J-C 294K 760s
-1
-1
-1
-1
Figure 3.19: True Stress/True Plastic Strain Curves for HIPed Tantalum
Tungsten Tested in Tension at Room Temperature Compared with the Least
Squares Best Fit Johnson-Cook Plasticity Model Predictions at Quasi-Static
and High Rates as Achieved by a Servo-Hydraulic Machine
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3.6.3 Oxygen Free Copper
In this section the results from the calibration tests for C101H copper are detailed.
Copper samples were tested at quasi-static and intermediate rates in a screw driven
machine and at high rates using an open-loop controlled servo-hydraulic machine.
The process of calibration of the Johnson-Cook plasticity model is also shown.
Figure 3.20: True Stress/True Strain Graphs for C101H Copper Tensile Spec-
imens Tested at a Strain Rate of 0.001s−1 and a Temperature of 294K
Figure 3.20 shows three true stress/true strain curves from a quasi-static tensile
test at room temperature. All three of the stress strain curves are in good agree-
ment up to the yield point. However, there is a significant degree of disagreement
once the point of instability has been reached. The small amount of strain hard-
ening after the yield point relative to that shown in Figure 3.21 for the same
quasi-static test carried out at 204 K rather than room temperature, is indicative
of a work hardened material. Both of these loading conditions show a clear yield
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point, increasing in magnitude for the lower temperature test, as would be ex-
pected for this material. At lower temperatures a higher ultimate tensile strength
is also achieved.
Figure 3.21: True Stress/True Strain Graphs for C101H Copper Tensile Spec-
imens Tested at a Strain Rate of 0.001s−1 and a Temperature of 204K
Figures 3.22 and 3.23 show the intermediate rate tests performed on the C101H
specimens at room temperature and 204K respectively. Both display an increase in
yield strength over tests carried out at quasi-static conditions. Similar to the quasi-
static tests, the intermediate rate, low temperature test shows a greater degree of
strain hardening post-yield than the test carried out at room temperature. In each
case the repeated tests are in good agreement with each other.
Figure 3.24 shows the true stress/true strain results from the tests carried out at
high rate and room temperature. The data from these tests is markedly different
from the tests carried out at low and intermediate rates. This is inherently the
result of the apparatus used for the different loading conditions. Despite the
use of a lost-motion device to reduce the initial ’pick up’ loading time, there is
invariably a gradual initial loading of the specimen. This is made somewhat worse
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Figure 3.22: True Stress/True Strain Graphs for C101H Copper Tensile Spec-
imens Tested at a Strain Rate of 0.675s−1 and a Temperature of 294K
Figure 3.23: True Stress/True Strain Graphs for C101H Copper Tensile Spec-
imens Tested at a Strain Rate of 0.675s−1 and a Temperature of 204K
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by the inclusion of some sort of dampener in the lost-motion device, necessary to
reduce noise introduced during the initial impact. In order to account for this, the
extension data has been shifted to the left, assuming that the sample is perfectly
linear elastic in the initial loading. The linear region of the curve was found and
adjusted until the intersection with the y-axis occured at zero stress.
Another obvious difference in the high rate data is the amount of ’noise’ on the
stress strain curve after yield. Noise from the extension data was eliminated by
the assumption that it was not indicative of the actual motion of the actuator.
The level of noise in the extension data was the same at all conditions, whether
the actuator was stationary or whether it was moving at maximum velocity. It is
reasonable to assume from this that the noise was electrical in nature and that an
average of the noise could be taken as the actual value. In order to achieve this, a
straight line was fitted to the portion of the data where the loading occured. The
level of ’noise’ in the load cell was not present in all conditions during the test.
The same noise is clearly not apparent in the regions in Figure 3.24 where the
loading rate is the highest and the noise which was measured during zero loading
conditions was at least an order of magnitude lower and a different frequency. It
is likely then, that the noise in the loading shown in Figure 3.24 is a result of
the actual test and mechanical phenomena, rather than electrical interference. As
such, without further investigation, it would not be sensible to remove this noise
from the data used for calibration. The noise will not be present in any model
which would not describe the noise as some sort of material characteristic.
Despite the noise in the plastic part of the stress strain curve and the slow pick up
of load, the adjusted stress strain curves from repeat tests are in good agreement
with each other on yield stress, ultimate tensile strength and strain hardening. The
high rate room temperature tests show a similar yield stress to the intermediate
rate test at low temperature, by chance, but display a greater degree of strain
hardening to an ultimate stress of about 475MPa.
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Figure 3.24: True Stress/True Strain Graphs for C101H Copper Tensile Spec-
imens Tested at a Strain Rate of 760s−1 and a Temperature of 294K
3.6.4 Constitutive Description of C101H Oxygen Free High
Conductivity Copper
Figure 3.25 shows a comparison of the experimental data from Copper tensile
samples at varying temperature. Compared to the results from the Tantalum
Tungsten samples, the flatter flow stress response is matched well by the model,
and the yield stress is well reproduced.
Figure 3.26 shows the comparison for Copper tensile samples and the calibrated
Johnson Cook model. Similarly to the data from the different temperature tests
the two rates are easily reproduced by the Johnson Cook model and the flow stress
is well matched over the duration of the test up to the point of instability.
The apparent variation in durability between the data presented in figures 3.25 and
3.26 is not due to actual differences in durability, but rather due to the availability
of full stress strain data from tests carried out previous to this work.
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C101 294K 0.001s
J-C 294K 0.001s
C101 204K 0.001s
J-C 204K 0.001s
-1
-1
-1
-1
Figure 3.25: True Stress/True Plastic Strain Curves for C101H Copper Tested
in Tension at a Quasi-Static Rate Compared with the Least Squares Best Fit
Johnson-Cook Plasticity Model Predictions at Low and Room Temperatures
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C101 294K 0.001s
J-C 294K 0.001s
C101 294K 760s
J-C 294K 760s
-1
-1
-1
-1
Figure 3.26: True Stress/True Plastic Strain Curves for C101H Copper Tested
in Tension at Room Temperature Compared with the Least Squares Best Fit
Johnson-Cook Plasticity Model Predictions at Quasi-Static and High Rates of
Strain
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Figure 3.27 shows the result of the calibrated model reproducing the stress strain
behaviour during plastic flow at quasistatic, intermediate and high strain rates.
The dependence of yield stress on strain rate can be seen clearly at 0 plastic strain.
Beyond this point, the deviation in flow stress is less obvious, but still appreciable
for example at 0.3 plastic strain where the flow stress of the material deformed at
higher rates is more rate dependent.
C101 J-C 1000s
C101 J-C 1s
C101 J-C 0.001s
-1
-1
-1
Figure 3.27: The Johnson-Cook Flow Stress/True Strain Relationship at
Strain Rates Between Quasi-Static and 103s−1
Table 3.5 shows the the calibrated results for the Johnson Cook model for C101
copper at a reference temperature of 294K and a reference strain rate of 1s−1.
Table 3.5: Calibrated values for C101 Copper
A B C n m
Calibrated Value 363 MPa 405 MPa 0.01096 0.976 0.967
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Figure 3.28 shows graphically the effect of the thermal softening parameter at
different plastic strains. An interesting point to note is the convergence of the lines
of constant plastic strain with increasing temperature. This is because the plastic
flow stress will decrease to zero at the melting point of the material, according to
the model.
C101 J-C  ϵ  = 0.3
C101 J-C  ϵ  = 0.2
C101 J-C  ϵ  = 0.1
C101 J-C  ϵ  = 0
p
p
p
p
Figure 3.28: The Relationship Between Johnson-Cook Flow Stress and Tem-
perature at Given Plastic Strains
Figure 3.29 shows a similar representation of the calibrated model with respect
to strain rate at given plastic strains. In this case, the divergence of the lines of
constant plastic strain is not easily visible. This is because the effect is so small,
even over a range in strain rate of a factor of 107. This suggests that the response
of the material at higher rates is essentially shifted linearly to higher flow stresses
by an equal amount.
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C101 J-C  ϵ  = 0.3
C101 J-C  ϵ  = 0.2
C101 J-C  ϵ  = 0.1
C101 J-C  ϵ  = 0
p
p
p
p
Figure 3.29: The Relationship Between Johnson-Cook Flow Stress at Room
Temperature and the Strain Rate at Different Plastic Strains
Whilst care has been taken to calibrate the models accurately, further investigation
and data for calibration was not sought at this point. The aim of the research
being to develop the validation methods, once a reasonable model was established,
this model was used as the basis for completing the main aims of the research.
The following sections will now describe the validation processes and their results.
Chapter 4
Dynamic Tensile Validation
4.1 Introduction
The following section outlines the methods and results for the ball on plate tensile
validation procedure. Thanks is given to the University of Cambridge Engineering
department who gave their facilities and assistance in carrying out the gas gun
tests.
4.2 Tensile Test Method
In order to validate the material constitutive model under conditions not explicitly
examined in the Taylor test, it was decided to carry out a model validation proce-
dure for a dynamic test which imposes different stress conditions on the samples.
A simple method to carry this out is to measure the displacement of a thin sheet
sample during an impact from a hard sphere [92]. Traditionally, the drive behind
research on thin plates has been to investigate the penetration of the plate, for
example in a condition where the plate may be used as armour against ballistic
penetration [93–106]. This work will focus on the deformation up to the point of
penetration [92].
65
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The ball-on-plate tests were carried out on the University of Cambridge Engineer-
ing Department’s light gas gun facility. This light gas gun allowed suitable space
for the arrangement of a number of high speed cameras in a manner capable of
recording the deformation of the back face by the use of 3D speckle DIC. Two
Phantom M310 cameras were arranged 15 degrees either side of the central plane
of the sample and elevated to a position above the path of the projectile for the
case of full penetration of the sample. A frame rate of 35,000fps was chosen to
capture at least 5 images of the initial deflection of the plate without sacrific-
ing spatial resolution significantly. The maximum resolution at this speed with a
suitable aspect ratio was 320x240 pixels and the closest suitable matched pair of
lenses available had a 50mm focal length. This set the distance of the cameras
behind the sample to 1m and the speckle size to approximately 1mm. The pat-
tern was applied to the samples by fully degreasing and spraying a light coating
of a white matt reflecting acrylic paint to the back, and then the speckle applied
with black ink once dry. The M310 cameras were driven by a common clock from
master camera to slave camera, the trigger was set by two light gates and a high
speed counter. The trigger was also passed to a Phantom V16 high speed camera
positioned in a side-view. This camera was run from its own clock since it was
running at a much higher frequency of 80,000fps. The faster and slower cameras
could not be run from the same clock as this would require a high speed frequency
divider which was not available at the time. The side view camera was used to
time more exactly the impact point within the first frame captured by the 3D sys-
tem. This was required in order to match the recorded data from the experiment
to the simulated displacements from the FEA.
Samples were cut from sheet and mounted in a clamp with a 100mm diameter
aperture to allow for deformation under the loading of the 1/4′′ hard steel projectile
of mass 8.26g. Figure 4.2 details the sample geometry and the mounting location.
The samples were laser cut from larger stock of the sheet materials.
The samples were tested at a range of projectile velocities between 50 and 400
m/s. Velocity control was achieved by setting the breech pressure to a known value
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PhantomBMiroB310
HighBSpeedBCamera
30,000fps
1/26BPolycarbonate
CameraBProtection
1/26BSteel
BallBBearing
PhantomBV16
HighBSpeedBCamera
100,000fps
TestBPlateBwithBrear
speckleBpattern
Figure 4.1: Experimental Setup for Measurement of the Ball-on-Plate Exper-
iment
and then adjusting the position of the projectile in the barrel. Firing of the gun
was achieved through the use of a double diaphragm bursting disc arrangement.
Pressure between the diaphragms was set at a level below the burst pressure
before filling the breech to a higher pressure. To fire the gun, the gas between the
diaphragms was released causing the first and subsequently the second diaphragm
to burst and propel the steel ball along the barrel.
Back face displacement was measured from the high speed images using Aramis
DIC software and calibration blocks. The calibration blocks were filmed in a
number of positions around the volume in which the sample was to be measured
to find precisely the position of the cameras relative to each other. Calibration of
the camera setup was achieved by recording a known pattern on a flat surface in
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100mm Aperture
Mounting Holes x12
Figure 4.2: Sample dimensions for the ball-on-plate experiment
the view of both of the cameras. After using the first calibration image to initially
calculate the relative positions of the cameras, subsequent images were taken,
located in the view of the first camera and used to produce a virtual image in the
second camera. The actual image from the second camera was then compared to
this virtual image resulting in a measurement of the error. In the same process
the camera characteristics such as lens distortion and focus are found, allowing
adjustments to be made to the calculated positions.
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4.3 Ball On Plate Modeling
The ball on plate test was also modeled in Abaqus/Explicit using the Johnson-
Cook material constitutive model to simulate the strain rate hardening sensitivity
of the material tested. The ball bearing was modeled as a rigid sphere with a point
mass of 8.26grams in the centre. The sphere was meshed using 800 quadrilateral
elements and given a penalty friction coefficient with the plate of 0.7. The plate
was modeled as just the central circular portion of the square plate which is free
to move through the circular orifice. The condition of the clamp was simplified for
the simulation by applying an encastre boundary condition to the elements on the
outer edge of the circular plate. The plate was meshed with 400,000 C3D8R 3D
linear hexahedral elements transitioning from a coarse circular arrangement at the
edge to a fine square arrangement at the centre to avoid badly structured elements
at the centre of the plate. The plate partitions used to achieve this graded mesh
are shown in Figure 4.3. The central portions of the plate were seeded densely
whilst the outer portions were seeded sparsely to avoid discontinuities in the mesh
which could lead to poor element shape.
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Figure 4.3: Arrangement of plate partitions to achieve structured graded mesh
Shell elements were chosen in order to simplify the process of extracting surface
strains for comparison with surface strain data from DIC. The impact was modeled
for 500µs and data output at 800 steps in order to allow for suitable choice of time
for comparison with the data recorded from the experiment.
4.4 Tensile Model Validation
The ball on plate ballistic experiments were validated using Aramis as the common
environment since it has built in capabilities for manipulating and comparing
surfaces.
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The output files from Abaqus are not supported by Aramis, so the displacements
and strains in the shells were extracted from the Abaqus odb files and presented
in the LSDyna output format which can be read by Aramis. An example of the
kind of images taken during the ballistic deformation can be seen in Figure 4.4.
The development of the bulge on the back face of the plate can be clearly seen,
whilst the combination of the two images allows the computation of the actual 3d
displacement.
(a) Left Camera at 0ms (b) Right Camera at 0ms
(c) Left Camera at 1.4ms (d) Right Camera at 1.4ms
(e) Left Camera at 2.8ms (f) Right Camera at 2.8ms
Figure 4.4: Back face deformation images of 316L Stainless Steel recorded in
3D at an interframe time of 28µs
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4.4.1 Out-of-Plane Displacement of 316L Stainless Steel
A series of stainless steel plates were impacted by a 1/4′′ ball bearing using a
Helium driven gas gun. The back face displacement was measured using 3D speckle
DIC and the impact more precisely timed using an unsychronised clock. Figure 4.5
shows a side view of the impact and an estimation of the time after the trigger at
which the impact occurred. In Figure ?? following the progression of the impact
event, firstly the ball bearing can be seen approaching the plate from the right hand
side of the image. In the centre of the image, the light reflective portion is a bolt
for clamping the plate, which obscures the view of the ball bearing at impact. The
location of the plate was measured as the centre of the vertical black line on the
image, and this location was used to measure the time of the impact. This allowed
a frame number for the 3D system to be chosen, in which the impact occurred,
although more precise alignment for comparison with the model would be required
by error minimisation. In the later images, after the impact, the back side of the
plate can be seen expanding beyond the plate and the bolt. Obstruction of this
view was necessary since the frame and bolts holding the plate in place needed to
be sufficiently rigid to support the plate during impact.
Measurement of the displacement of the plate from these images was done using
Aramis DIC software available as a commercial product from GOM Gmbh. Care
was taken not to make any adjustments to the image prior to importing into the
Aramis environment which may affect the measurements made, such as contrast
adjustment.
Once the images were captured and analysed against a calibration made from the
unadjusted setup, the relative positions of the stochastic pattern were calculated
with a suitable facet size (which will be discussed later), and a step size of only
one pixel giving the best possible resolution of data for the images taken. Figure
4.6 shows a time series of the out of plane displacement of the back face of a 316L
stainless steel 2mm thick sheet impacted at 200 ms−1 by a 1/4′′ ball bearing. The
times quoted on each frame are relative to the estimated impact time of the ball
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t = 300 μs
t = 475 μs
t = 325 μs
t = 350 μs
t = 375 μs
t = 400 μs
t = 425 μs
t = 450 μs
t = 500 μs
t = 525 μs
t = 550 μs
t = 575 μs
t = 600 μs
t = 625 μs
t = 650 μs
t = 675 μs
t=470 μs
Figure 4.5: Ball on Plate Impact Filmed from the Side at 80,000 fps and 10µs
Exposure. Some Frames Have Been Omitted for Space Constraints
bearing on the front face of the sheet, as found in a later process of finding the
best fitting frames of a model running at a much finer time resolution. Since the
actual measurements were not taken perfectly in line with a central axis through
the plate, the data was rotated to fit three points on the undeformed sample to
lay in the x-y plane so that the z axis is a direct measure of the out-of-plane
displacement.
It can be seen in Figure 4.6 that within 16 µs a very localised deformation of the
plate has occurred at the impact site. This central section fits the form of the
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impactor, and in the cases where full penetration occurs, creates the cap. As time
progresses, the initial very localised deformation spreads out radially, creating the
dish shape of the sample which is seen at the end. By 302 µs, the first positive
displacement has finished, the elastic energy in the plate is released and the plate
begins to oscillate in the mounting.
Once the central displacement had been measured using the DIC software, the
correct operation of the software was verified by comparing the maximum final
central displacement with the actual final displacement measured from the post
test sample using a set of calipers. The final displacement was found to match
that measured using DIC to within 0.05mm.
Figure 4.7 shows the cross section of the back face of the plate at the same points
in time as Figure 4.6 up to 216 µs. This shows rather more clearly the evolution
of the shape as the test progresses. The x-axis displays the radial distance from
the central point found by minimisation of the error between the finite element
calculated shape and the DIC recorded shape. This particular section was chosen
by selecting an angle which contained the least interference from facets which
required interpolated data. A lack of data at either edge of the 100 mm diameter
plate is due to the arrangement of the cameras and the lighting. The left hand
edge in Figure 4.7 was obscured by a shadow, whilst the right hand edge was
obscured due to the inclination of the cameras above the path of the projectile in
the case of penetration of the target.
At 16 µs it is clear that the central portion of the plate has already conformed to
the shape of the projectile and the deflection has just begun to spread outwards
from this site. At 159 µs the front has reached the edge of the measured region
and by 216 µs almost all of the plastic deformation has occured.
Figure 4.8 shows the profiles from the same time steps between the time of impact
and 216 µs as predicted by the finite element method and the Johnson-Cook plas-
ticity model. It can be seen at 16 µs that the model has predicted approximately
1mm less deflection at the impact site, although the general shape of the plate
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t = -12 μs
t = 16 μs
t = 45 μs
t = 73 μs
t = 102 μs
t = 130 μs
t = 159 μs
t = 187 μs
t = 216 μs
t = 245 μs
t = 273 μs
t = 302 μs
316L-SS 22
Figure 4.6: Colour Plot of the Out-of-Plane Displacement of the Back of a
2mm Thick 316L Stainless Steel Plate Impacted by an 8.26g Hard Steel Ball
Bearing at 200 ms−1 Measured at 35,000 fps by 3D Speckle DIC
as dishing occurs is reasonably well captured. Maximum deflection of the plate
also occurs roughly at 216 µs both during the test and the predicted deformation
profile.
As a demonstration of the validation of the model within certain bounds of the
deflection response of the plate during impact, Figure 4.9 shows a colour map of
the difference between the shape which the finite element model predicts and the
shape measured during the test. The difference was found by a subtraction of the
experimental data from the nearest neighbour of the output from the finite element
model. Alongside each colour plot is a side view of the measured plate displaying
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Time Increasing
0 μs
16 μs
216 μs
Figure 4.7: Out-of-Plane Displacement Plots Across a Central Section of the
Back Surface of the 316L Plate During Impact, as Found by Speckle DIC
Time Increasing
0 μs
16 μs
216 μs
Figure 4.8: Out-of-Plane Displacement Plots Across a Central Section of the
Back Surface of the 316L Plate During Impact, as Predicted by Finite Element
Model
the deformation state of the plate. In the initial deformation stages it can be seen
that the out-of-plane displacement is captured to within 1 mm although the finite
element simulation under predicts this displacement at all stages. This would
perhaps suggest that the conditions of the model are too strong compared to the
actual material.
Figure 4.10 shows the same plots on a smaller scale and over a longer time to high-
light the problems with the model. At the rough point of maximum deflection,
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316L-SS 22
t = -12 μs
FEA - Experiment
Displacement
t = 16 μs
t = 45 μs
t = 73 μs
t = 102 μs
t = 130 μs
t = 159 μs
t = 187 μs
t = 216 μs
t = 245 μs
t = 273 μs
t = 302 μs
Figure 4.9: Colour Plot of the Difference Between the Shape of the Back Face
of a 316L Steel Plate and the Shape Predicted by Simulation in Abaqus/Explicit
Using a Johnson-Cook Plasticity Model (FEA - actual)
Chapter 4. Tensile Validation 78
216 µs, the model agrees with the experimental data to within 0.5 mm. The differ-
ence at this time is fairly similar over all parts of the plate which have undergone
deformation. At 273 µs a larger difference begins to occur over the whole plate,
firstly by underestimating the amount of deflection, and then by about 500 µs
apparently over estimating the deflection. It is at this point where the plate is
undergoing unforced oscillation on the unloading from the ballistic impact. Since
the release of the plate occured for both the simulation and the experiment hap-
pened at the same time, the difference in position is accounted for by a difference
in oscillation frequency.
A number of factors could affect the frequency of oscillation of the unloaded struc-
ture. Clearly the elastic modulus would affect the frequency, but also the difference
in the post deformation shape of the plate would lead to a different oscillation fre-
quency. It is also quite likely that the boundary conditions for the restraint of the
plate in the mounting may not be sufficient to model the test accurately. Whilst
the greatest care to tighten the mounting screws was taken, it is likely that a
certain amount of energy was lost to essentially damping in the clamp structure.
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316L-SS 22
FEA - Experiment
Displacement
t = -12 μs
t = 45 μs
t = 102 μs
t = 159 μs
t = 216 μs
t = 273 μs
t = 330 μs
t = 388 μs
t = 445 μs
t = 502 μs
t = 559 μs
t = 616 μs
Figure 4.10: Colour Plot of the Difference Between Actual Back Face Dis-
placement and Predicted Back Face Displacement on a Finer Scale and Showing
Post-Impact Oscillation
Figure 4.11 shows more clearly the difference in the movement of the central point
on the back face of the plate during the impact with the prediction from the
model. It can be seen from these two plots that the central node of the model
does not reach the full deflection as recorded in the actual experiment. In fact, the
deviation appears to be significantly different. Moreover, the maximum deflection
occurs approximately 45us earlier in the model than in the actual experiment. This
coincides with the difference in the frequency of vibration after the full deformation
has occured. Again, this is very clearly seen in Figure 4.11.
Figure 4.12 shows the results for strain calculated from the displacement data of
the back face of the plate. As one might expect, the calculated data for strain
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Figure 4.11: Comparison of the Motion of the Central Point on the Back Face
of a 316L Stainless Steel Plate During the Impact with Simulated Results
exhibits a greater degree of noise and shows artifacts influenced by reflections or
shadows from the arrangment of the lights in the test. Unfortunately, this is very
difficult to avoid, due to the lighting requirements for the high speed cameras to
operate.
What is revealed by the calculated strain data is the initial stages of the formation
of a cap which would be ejected in a test with higher projectile velocities. The
area of highest strain appears in a ring around a central region, approximately
the same diameter as the projectile. The area at the lower end of the disk which
appears to show very large amounts of strain is an artifact of a reflection from one
of the lights, so in fact, the largest amount of strain is restricted to the centre of
the plate.
Table 4.1 details the results of a sensitivity study on the model parameters for the
ball on plate test for the conditions which have been studied, i.e. for the case of the
stainless steel plate under study. The most straightforward output from the model
to compare is the central node deflection. Two times during the deflection were
investigated in order to draw a comparison. These are the maximum deflection,
which occurs within a couple of hundred microseconds of the initial impact, and
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316L-SS 22
Figure 4.12: A Filtered Plot of Surface Mises Strain on the Back Face of a
316L Stainless Steel Plate Impacted at 200;ms−1
the final deformed central point deflection which is found from the plate after the
impact has finished and the plate has stopped vibrating.
As can be seen in Table 4.1, an increase in the yield stress, or paramter A of
the Johnson-Cook model, can dramatically affect the resulting deflection of the
central point of the plate. Unsurprisingly, an increase in the yield strength of
the material leads to a reduction in the maximum central deflection and the final
central deflection. Interestingly, the maximum central deflection is less affected
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by the change in the yield stress. This is likely due to the influence of the elastic
deformation of the outer portions of the plate which do not reach or only just
reach the yield point. Simply put, at the point of maximum deflection, the elastic
deformation significantly contributes to the overall deflection.
Since a difference in maximum deflection of the plate was found to be about 0.6mm,
then this could be potentially accounted for by an inaccuracy in the yield strength
by about 60MPa. This is, unfortunately a significant amount of error.
Similarly to a variation in the yield strength, the strain hardening parameters B
and n, and the strain rate sensitivity parameter C may also contribute to the error
in the deflection of the central point of the plate. As can be seen in Table 4.1 a
similar error in the central point deflection can be accounted for by an error in the
strain hardening parameter B of 300MPa, in the parameter n of 0.15, and in the
strain rate sensitivity parameter C of 0.02.
Table 4.1: The effect of variation in the Johnson Cook parameters on the
central deflection of the ball on plate test
Variable Variation
Change in Maximum
Central Deflection / mm
Change in Final Central
Deflection / mm
A / MPa +30 -0.237 -0.301
B / MPa +300 -0.310 -0.335
n +0.15 +0.385 +0.403
C +0.02 -0.353 -0.372
Without more information and knowing the full contribution of other errors in the
modeling such as the boundary condition for clamping the plate, it is not possible
to draw a conclusion as to which parameters of the model may be inaccurate.
However, it can be seen that the yield strength of the material may be overesti-
mated by the model by up to 60MPa. Alternatively the strain rate sensitivity may
be overestimated by 0.02, or the strain hardening may have been overestimated
by up to 600MPa. This may also be accounted for by the boundary condition on
the edge of the plate.
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4.4.2 Facet Strain Calculation and Step Size Errors from
Discing
Initially a facet size of 15x15 pixels was chosen and a step size of 5 pixels for the
calculation of displacements and linear strain. The strain results were compared
to the simulation and found to not match particularly well in the region where
bending of the sheet was occuring. This problem was found to occur due to this
choice of strain calculation and large step size. The benefits of a large step size are
the fast computation of strain, the linear calculation also benefits this and reduces
noise of the measurement. A sample was calculated with a single pixel step size and
using a spline strain calculation. Linear strain is calculated by the displacements
of the measurement points around it as shown in Figure 4.13, whereas the spline
strain is calculated at points where the displacement has been interpolated using
a polynomial fit. This allows for a more accurate calculation of strain where there
is a significant curvature within the calculation area shown by the red bounding
box in Figure 4.13.
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Linear Strain Calculation Spline Strain Interpolation
Measurement point
Interpolated point
Current calculation
point
Current calculation
nodes
Figure 4.13: A description of the arrangment of measured and interpolated
points for linear and spline strain calculations
In Figure 4.14 a simplification of the implications of the use of linear strain when
significant bending in the strain calculation area occurs is shown. In the case
where discing occurs on the sample, the plate is subject to both bending and
tension. As can be seen in the linear approximation of the surface, the strain is
calculated between measurement points, in this case potentially underestimating
the surface strain between points. In the spline calculation of strain, the degree
of bending in between the measurement points is estimated and a more exact
calculation of the surface strain can be made. If the thickness of the material
could be assumed constant it would be possible to calculate the bending strain
in the sample, however, in the dynamic ball-on-plate test there is a significant
reduction in thickness in the vicinity of the impact site.
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Unstrained Bending and Tension
Linear
Spline
Measurement Point
Interpolated Point
Implied Surface
Actual Surface
Figure 4.14: The implied surface with and without the bending strain calcu-
lation
4.4.3 Summary
The results of this experiment have shown that it is possible to validate the John-
son Cook model by comparison between the data predicted by the FEA model
and the data which is obtainable by high speed 3D DIC recording the back face
displacement of the plate. In particular, this test allows the validation of the FEA
model for materials prepared as sheets, rather than other stock shapes. Further
development of the test and the model used to simulate it could well prove useful
in tandem with other validation tests such as the Taylor test, which will now be
discussed.
Chapter 5
Dynamic Compressive Validation
5.1 Introduction
In this chapter the Taylor impact tests and their use in validating material con-
stitutive models are described. First, tests were carried out using the Taylor test
facility at Los Alamos National Laboratory. The results from these tests and the
knowledge gained from the use of the equipment were used to influence the choices
made during the subsequent design of a similar facility for Imperial College. The
experience from these tests was invaluable in producing a piece of equipment which
enabled quick turnaround time and simplified photography. Once the Taylor test
facility was installed at Imperial College, tests were carried out first to verify that
the results were in agreement with those from Los Alamos and then to validate
other material models. The entire design and installation of the Imperial College
Taylor gun was carried out from scratch as part of this work.
This chapter will first outline the Los Alamos test methods and apparatus, then
discuss the design and installation of the Imperial College facility and the corre-
sponding differences to the methods. Finally the results of both series of tests will
be analysed and compared.
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5.2 Los Alamos Taylor Tests
Taylor Tests were carried out at Los Alamos on samples of OFHC and TaW 2.5%
using the experimental setup shown in Figure 5.1. 7.62mm nominal diameter
samples were fired at a hardened polished AF1410 steel anvil. The anvil was
aligned with the 1.5m long barrel using a laser source at the breech end reflected
off the polished front impact face. In between shots, the anvil was rotated about
its central axis, supported from below with precision roller bearings in order to find
an undamaged part of the face. Velocity was recorded and the high speed rotating
mirror camera triggered by two laser sources aligned with photo receivers through
the two windows. The breech was charged and fired from a seperate control room
housing the Helium source and an intensifier. Flight time between the light gates
was recorded using a high frequency digital counter and used to calculate muzzle
velocity.
Reasonable alignment of the high speed camera was achieved by adjusting its posi-
tion until the front face was no longer visible in the viewfinder. The arrangement
of this type of camera means that only one sensor can be precisely aligned in
this way. The remaining sensors must be aligned with each other as part of the
camera’s routine maintainance.
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Figure 5.1: Taylor Test Setup in LANL
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5.3 Design and Installation of Imperial College
Taylor Test Facility
At this point there was a requirement for a gas gun facility at Imperial college
to carry out Taylor impact tests and potentially other ballistic impact tests. A
specification was drawn up to assess the cost of this facility and whether it would
meet the current and future requirements of the college. The specifications of
the gun must meet or exceed the following requirements: A gun was required,
which was capable of launching metal cylinders with a L/D of approximately 2, at
velocities up to 400ms-1 depending upon material properties. The volume between
the projectile and the impact face was required to be evacuated to a suitable level
of vacuum in order to reduce the effect of air cushioning the impact. It was also
required that the projectile impacts the face of the anvil with a good degree of
angular alignment and with minimal rotational velocity.
5.4 Internal Ballistics Model
In order to determine the appropriate design specifications for the gun such as
barrel dimensions and working pressure, an internal ballistics model [107–109] was
implemented into an explicit forward difference routine.
mp
Vp
Pbreech Pchamb
Figure 5.2: Free Body Diagram of the Projectile
Figure 5.2 shows a free body diagram of the projectile indicating the forces acting
on it. Pbreech is the pressure exerted on the rear of the projectile by the gas charge
in the breech of the gun, Pchamb is the pressure exerted on the front of the projectile
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by any residual gas in the chamber and the barrel after evacuation of the vacuum
chamber, mp is the mass of the projectile, and vp is the current velocity of the
projectile.
From Newton’s second law of motion, if ap is the acceleration of the projectile and
Fp is the resultant force acting on the projectile then
ap =
Fp
mp
(5.1)
Integrating with respect to time results in the velocity
vp =
∫
Fp
mp
dt (5.2)
and the position along the barrel xp is
xp =
∫ ∫
Fp
mp
dt dt (5.3)
The resultant force on the projectile Fp can be found as the sum of the forces from
the gas pressure in the breech and the chamber
Fp = ApPbreech − ApPchamb (5.4)
Where Ap is the area of the face of the projectile.
Assuming the adiabatic expansion of Helium as an ideal gas
Pbreech =
nRT
Vbreech + Apxp
(5.5)
and
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TV γ−1 = constant (5.6)
where n is the amount of the propulsive gas in moles, R is the universal gas
constant, γ is the ratio of specific heats, T is the temperature of the gas, and V is
the volume of expanding gas.
Using a forward finite difference method where n is the current step number
vn+1p = v
n
p + a
n
pδt (5.7)
at suitably low time steps the motion of the projectile is solved for the length
of the barrel. The corresponding code for solving the internal ballistics model is
shown in Appendix A.
5.4.1 Comparison with Los Alamos National Laboratory
Taylor Gun
In order to check the reliability of the internal ballistics model, data was taken
from shots fired using the Los Alamos National Laboratory Taylor test facility as
described in (Low-symmetry plastic deformation in BCC tantalum: experimental
observations, modeling and simulations). The LANL gun comprises a 40” long,
0.3” diameter smooth-bore barrel connected to a square sided vacuum chamber.
The gun was fired using He at a working pressure up to 344bar in a breech of
volume 0.5l. The gun was fired by opening a pneumatically actuated ball valve
using lower pressure Nitrogen gas.
A series of tests were completed and the details of the breech pressure, specimen
mass and dimensions and the speed were recorded for each test. The details for
each test were used in the internal ballistics calculation and the actual velocity
compared to the calculated velocity.
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Table 5.1: Predicted and Actual Projectile Velocities
Sample Name Mass Breech Pressure Measured Calculated Error
/g /bar Velocity / m/s Velocity / m/s / m/s
OFHC-2 16.61 68.9 184 191 +7
OFHC-3 17.51 56.9 167 170 +3
OFHC-4 15.71 62.1 174 187 +13
OFHC-6 17.36 48.3 157 157 0
TAWX-2 31.97 103 163 169 +6
TAWY-1 28.86 103 168 178 +10
TAWY-2 29.06 103 171 178 +7
TAWY-3 32.55 114 171 176 +5
TAWY-4 34.15 89.6 155 153 +3
It can be seen in Table 5.1 that the internal ballistics calculation consistently
overestimates the final muzzle velocity. It is likely that this error is related to a
combination of assumptions in the internal ballistics calculation such as the valve
opening time, friction and standing wave reinforcement. Despite this error, the
calculations have been shown suitable for specifying design parameters for a gas
gun of similar size and energy to the Los Alamos National Laboratory gun.
5.5 Gas Gun Specification
Following from the muzzle velocity calculations a gun specification was made. The
requirements were to launch approximately 8mm diameter projectiles of mass up to
50g repeatably at velocities up to 400m/s. In order to keep the cost to a minimum
the gun was required to achieve this specification without the use of a positive
pressure pump or intensifier, therefore using only up to bottle pressure. In the
case of He supplied by BOC this is 200-210bar. In order to achieve the specified
velocities at this pressure, a barrel of 3m in length was required. Following from
the specification of the barrel and pressure, the breech was required to be 0.5l in
volume to supply a significant positive pressure for the entire length.
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At this pressure and volume, the product of pressure and volume comes to 100barl.
This is half the value of the threshold required by the Pressure Equipment Reg-
ulations (PER) to register and inspect the pressure vessel at the designated time
intervals.
5.5.1 Pneumatic Control and Charge Delivery
The gas control and delivery subsystem of the gun is critical for attempting repeat
tests and to ensure that the tests can be carried out with as little setup time as
possible. Two suitable options were investigated, the first being a pneumatically
actuated ball valve as used in Los Alamos. A major benefit of this arrangement is
that the kinetic energy of the gas is not wasted by flowing around a corner, which
corresponds to a high flow coefficient, CV . The opening of the ball valve in this
design can cause a restriction to the flow for the initial travel of the projectile.
This essentially starts the projectile firing from a point further down the barrel,
wasting a certain length of the barrel. This was largely overcome in Los Alamos
by the use of a weak polymer bursting disc adhered to the back of the projectile to
retain it until the valve has opened further. Another difficulty is the complexity
of the system to open the ball valve. A second gas pressure system is required
to operate the rotary actuator. Due to the limiting specification of the working
pressure of the actuator, this system must run from a different, lower pressure
regulator and would require manual adjustment.
The second option was to operate a wraparound style breech with the use of
a plunger mechanism to fire the gun. The plunger mechanism contains a pilot
valve for opening the breech to the barrel, allowing faster openings when a higher
pressure is contained in the breech. Advantageously, the total area of the openings
into the barrel exceeds the cross sectional area of the barrel, meaning that there is
very little restriction of the gas charge until reaching the barrel. For these reasons,
a plunger mechanism was chosen for this gun.
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5.6 Safety Systems
Due to the nature of this kind of test, a number of safety considerations had to
made. These relate to dangers which arise due to the use of high pressure gases,
the use of a relatively large volume vacuum chamber and the kinetic energy of the
projectiles being tested.
5.6.1 Pressure Systems
For the design of this pressure system, it is clear that the equipment would need
to operate at pressures well over 0.5bar above atmospheric pressure, therefore the
design and manufacture had to take place in accordance with the Pressure Systems
Safety Regulations 2000 [110]. As per the Pressure Equipment Regulations 1999,
’it is an offence to place on the market, put into service or otherwise supply pressure
equipment above 0.5bar’ unless they comply with certain conditions.
Assuming that stored energy in a pressure system is in direct proportion to the
product of volume and pressure contained within it, the regulations are more strict
above a threshold of 200bar l. Above this threshold the system must comply with
and bear the CE mark and undergo assessment procedures. Below this threshold,
the equipment does not require CE markings but must be designed to ’sound
engineering practice’.
If possible, the added expense of inspection and pressure vessel registration re-
quirements along with CE certification were to be avoided by keeping all equip-
ment under the energy threshold. It has been shown that this is possible for the
proposed specification of the gas gun.
A further consideration of the whole system is whether the sealed containment
vessel at the end of the barrel would have to be treated as a pressure vessel. The
requirement of the Taylor test to be carried out under vacuum negates this, since
0.5l of He at 200bar expanded into a 150l vessel at vacuum falls well below the
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0.5bar threshold. To ensure that this condition is always met a vacuum operated
interlock is installed to prohibit the charging or firing of the breech until a suitable
level of vacuum is reached.
Breech
HighyPressure
Regulator
NeedleyValve
HeyGas
210bar
ChargeyValve
PurgeyValve
Barrel
FiringyValve
SafetyyValve
200bar
Figure 5.3: Pneumatic Control Diagram
A schematic of the gas control system is shown in Figure 5.3. All components
of the system are proof tested to 300bar (although designed to hold much higher
pressure), therefore the overpressure safety valve is set to 200bar. An electrical
interlock system connected to the control system results in the charge valve and
firing valve being closed and the purge valve being open in case of either the
depression of an emergency stop or in power failure. Furthermore, the firing valve
is controlled by a key operated switch, preventing any unauthorised use.
5.7 Practical and Experimental Considerations
The purpose of this Taylor gun was to improve upon the measurements taken
using previous experimental setups. For this reason a large number of viewing
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ports were installed on the vacuum chamber, looking onto the impact site. These
can be seen in Figure 5.4. A large diameter(300mm) viewport is included on one
side to allow much more light to be introduced into the chamber. On the opposite
side can be seen the main viewport, and two further viewports separated by a
30◦ angle. These extra viewports allow for two high speed cameras to record the
same section of a Taylor cylinder during the impact, and the potential to record
the deformation of the cylinder by 3D speckle digital image correlation. The main
30mm diameter barrel is sleeved with another 8mm smoothbore barrel, to allow
to use of saboted projectiles in the future.
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Figure 5.4: Gas Gun Schematic
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The impact face is comprised of a piece of ground stock tool steel AISI type 001,
hardened to Rockwell C 54 and polished to a 3µm finish. The impact face is
attached to a ground portion of the front of the anvil and is able to be indexed
along one axis to allow a new impact site to be found after each test. This also
allows a variation in the desired hardness of the impact face depending on the
material being tested and also for an undamaged impact site to be used for each
test. The impact site was aligned with the barrel by use of a collimated laser gauge,
often used for aligning optics in telescopes. The laser collimator is fitted into the
breech end of the barrel and adjusted until the light is pointing directly out of the
centre of the bore. The reflection of the collimated laser source back down the
barrel is received on a plate with a 1mm pitch grid displaying the deviation from
a perpendicular impact face. If the returned laser point has deivated from the
central axis of the barrel, then this information can be used to adjust the stepper
motor driven actuators to bring the front face back to alignment.
Polished Anvil
Barrel
Reflected Light Beam
Mounting Flange
Measurement
Grid
Collimated
LASER Source
Figure 5.5: Arrangement of the Collimated LASER Measurement Device to
Align the Anvil with the Barrel
Figure 5.6 shows the camera arrangment for recording the profile of the Taylor
cylinder during deformation as has been carried out before. On the right hand
side is an LED backlight along with a diffuser positioned over the large viewport.
On the left hand side is the high speed camera, in this case a Phantom V16, and
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also a front light directed through the uppermost of the 3D viewports. This front
light allowed the tracking of texture on the surface of the sample to ensure that
rotation of the specimen was a minimum.
Figure 5.6: Single Camera Taylor Setup
5.8 Test Methods
Taylor tests were carried out at Imperial College London on samples of OFHC and
316L stainless steel. 7.90mm nominal diameter samples were fired at a hardened
polished AISI 001 tool steel faceplate on a 350kg mild steel anvil. Profile deforma-
tion was recorded using a Cordin 550 rotating mirror camera and a Phantom V16,
and 3D DIC was used to measure a section of the surface of the cylinders using
two Phantom M310 high speed cameras. The arrangement of the 3D cameras is
shown in 5.7.
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Figure 5.7: Taylor Test Setup in Imperial College
In the case of the Phantom V16 high speed camera data, the resolution of the
images was 384x160 pixels. Due to restrictions on the focal length by the lenses
available and the distance from the impact site by the size of the vacuum cham-
ber, the cylinder of 7.9mm diameter was approximately 32 pixels across. For the
purpose of measuring the profile a more precise edge location was found utilising
the extra data in each pixel for gray level interpolation. Software to achieve the
interpolation was written using the MatLab scripting language.
For the purposes of interpolating between gray values it is important that contrast
of the original image is not adjusted, since this and any other non-linear intensity
adjustment to the image would severely affect the calculations made. Initially
the images were imported as a series of uncompressed bitmap images into the
MatLab workspace. An approximate edge location was found using either the
Sobel algorithm or the more robust Canny method. Any large changes in intensity
in the spatial domain, determined by a preset level for the Sobel method and
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adjusted in an iterative calculation for the Canny method, will generate a positive
boolean value in the output. These methods can be restricted manually to the
location of the projectile by ’cropping’ the area which it is run over. Once the
pixels containing the edges have been found, interpolation can be carried out in
that vicinity.
Figure 5.8 shows an edge as might be detected from the video footage of a cylinder.
On the left of Figure 5.8 is the binary result of an edge detection routine. White
pixels denote an edge that has been found, usually because a set threshold of
change in intensity has been exceeded over a set number of pixels. The next
portion of Figure 5.8 shows the actual grey values which were found in the image.
The darkest region may be a cylinder, whilst the lightest region may be the space
above the cylinder. The edge of the cylinder is not perfectly between pixels, so
one row of pixels receives a portion of its light from the light region of the image
and a portion from the dark region of the image. The resulting pixel intensity is
somewhere in between the intensity of the light and the dark regions. The graph
in Figure 5.8 shows how the intensity of the pixel may vary depending upon the
vertical position of the actual edge within the pixel. If the actual edge of the
cylinder is low down in the pixel, then more light will be received from the light
region behind the cylinder, and this will be indicated by a higher pixel intensity
at the edge. Conversely, if the edge is actually higher up within the edge pixel,
more of the pixel value will contributed by the dark region, and the resulting pixel
intensity will be closer to the dark region value. Thus, the intensity of the edge
pixel can be used to estimate the actual position of the edge within the identified
edge pixel.
Edge position was therefore calculated by multiplying the position of the grey pixel
by the ratio between the light and dark regions of the image. Since there are 4096
possible grey levels to a pixel, a theoretical maximum resolution of measurement
using this method would be approximately 0.1µm. It is likely that noise and other
image artifacts would cause errors which exceed this resolution. The method was
verified by photographing a known straight edge and applying the algorithm to see
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if it resulted in a straight line. The resulting measured line was straight to within
0.01mm, and so the method was found to be suitable for these experiments.
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Figure 5.8: Description of Gray Level Interpolation
The high speed camera was physically aligned to the best possible degree, with the
horizontal travel of the projectile, however, it was found that the deviation on this
was three pixels over the entire 200 pixel length of the cylinder. The bitmap image
was not rotated the 0.86 degrees to rectify this, since this would also introduce
artifacts by relying upon gray level interpolation or vectorising the image. It was
assumed that the real edge of the cylinder would lie somewhere within the pixel
which had been detected as the threshold, and that its position could be found by
a linear interpolation between the gray levels above and below this.
A common drawback with CMOS sensors used for high speed cameras is the low
fill factor of the sensor. Fill factor is commonly given as the percentage of each
pixel on the sensor which is sensitive to light. This means that care must be taken
when any calculations are made which would assume that all light falling on the
sensor is contributing to the overall light intensity. This would be less problematic,
except for the fact that pixels are generally not symmetric.
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Figure 5.9: A common layout of a CMOS sensor pixel arrangment
Figure 5.9 shows how a common type of CMOS pixel is arranged. One corner is
assigned to be used for the circuit which produces the output from the rest of the
pixel which is sensitive to light. This means that any parts of the image towards
the top end of the pixel would contribute to the average light intensity of that
pixel more than any parts of the image to the bottom.
Adjustments could not be calculated to account for the fill factor in the sensor
since only the percentage fill was known, and the layout of each pixel was not
made available by the manufacturer. It was assumed that the light sensitive part
of the sensor was biased on one side only, and therefore the gain across the pixel
was adjusted until discontinuities in the edge were eliminated. From this it was
found that two thirds of the light sensitive area lay to the top end of the pixel and
one third to the lower end. In order to adjust for the difference in light sensitivity
across the pixel due to fill factor, the gain of the lower end of the pixel (within the
higher resolution adjusted image) was artificially increased by a factor of 2.
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Edge with Fill Factor Error Edge with Pixel Adjusted Gain
Figure 5.10: An effect of fill factor on edge detection
Figure 5.10 shows the effect of adjusting the gain of the fill factor on the detected
edge. Whilst the technique proves useful for essentially ’smoothing’ the detected
edge, in the current set of tests and from the accuracy of the current model, it
would seem that the differences between the model and the actual test parameters
may be too great to benefit from the increased resolution of measurement. Hence,
full validation of the edge detection algorithm has not yet been carried out.
5.9 Taylor Test Modeling
The Taylor test was modeled using the Abaqus/Explicit code to provide feed-
back on the validation process. The Taylor cylinder was modeled as an isotropic
cylinder with elastic-plastic model using the Johnson-Cook strain-rate and tem-
perature sensitive hardening model. The anvil was treated as a perfectly rigid,
flat, frictionless surface and it was assumed that no cushioning effects from air
in the chamber were present. The model parameters used for Copper, Tantalum
Tungsten and 316L stainless steel are presented in Table 5.2. No damage criteria
were applied to this model and the effects of this will be discussed in more detail
later. Unless otherwise indicated the material constants for OFHC and TaW were
found from a combination of the work presented in references [3, 111, 112] and the
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data sets completed as part of this work. The values of material constants for the
Johnson-Cook model for 316L stainless steel were used as published in [113].
The cylinder, which can be seen in Figure 5.11, was meshed using 300,000 CAX4R
elements with progressively higher density towards the impact face. ’Hourglass’
or zero-energy deformation modes for reduced integration elements of this type is
avoided using an artificial bending stiffness algorithm[114, 115]. The explicit code
was run for a simulation of 120µs at approximately which point the kinetic energy
of the system has reached a minimum and the cylinder releases from the impact
face. The cylinder was aligned along the z-axis and given an initial velocity equal to
that which was recorded during each actual test. The steel target was modeled as
an analytical rigid shell with a hard contact condition and a frictionless tangential
behaviour. The cylinder was given an initial temperature at approximately room
temperature to allow inelastic heat generation to contribute to thermal softening
calculated by the Johnson-Cook model. The inelastic heat fraction determines
how much energy from plastic deformation contributes to the temperature rise in
Table 5.2: Model Parameters for use in Abaqus/Explicit Taylor Simulation
Material Behaviour C101 OFHC 316L SS R05252 TaW Units
Density 8867 7900 16600 kg/m3
Elastic
Youngs Modulus 124E9 200E9 186E9 Pa
Poisson’s Ratio 0.34 0.3 0.34 -
Thermal
Expansion Coefficient 5E-5 16E-6 65E-7 K−1
Inelastic Heat Fraction 0.663 0.90 0.90 -
Specific Heat 383 510 140 J/kg K
Plastic J-C
A 363E6 600E6 360E6 Pa
B 405E6 1000E6 223E6 Pa
C 0.01096 0.07 0.024 -
n 0.976 0.65 0.14 -
m 0.967 1 0.55 -
Tm 1058 1400 2965 C
Ttrans 25 25 -70 C
˙0 1 1 0.001 s
−1
Chapter 5. Compressive Validation 106
the material. Data was output over 200 steps in the 120µs simulation time.
Figure 5.11: Taylor Test Model Assembly
A number of profiles of the cylinder during the impact event were output for
comparison to actual data acquired from the high speed camera.
5.10 Compressive Model Validation
Validation of the Johnson-Cook model in compression was carried out using Mat-
Lab as a common environment for the data output from Abaqus and the measured
data from the high speed camera.
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5.11 Taylor Test Validation
5.11.1 Oxygen Free High-Conductivity Copper C101 H
A series of Taylor tests were carried out on C101 Hard state oxygen free high-
conductivity copper.
Velocity of the cylinder was found by high speed photography and calibration of
the images on the optical plane which the cylinders passed through. An example
of the velocity measurement for a copper sample is shown in Figure 5.12.
A time series of the deformation event is shown for the sample OFHC-B2 in Figure
5.13. At 170,000fps, approximately 20 images cover the time of the test which
finishes within 130 µs. The timestamp of each image in the series is referenced to
the closest frame within 5.88 µs of the initial impact. A small amount of opaque
vapour can be seen in frame 1 for the sample OFHC-B2 in Figure 5.13. In some
samples the amount of this vapour was enough to obscure the measurement of the
profile during deformation. It was found that this vapour was due to an amount of
oil contained within the breech and released with the projectile during the firing of
the gun. The breech was disassembled and excess oil cleaned away before purging
the breech until the amount of oil in the image was deemed to be low enough so
as not to obscure the projectile. An example of a severe case of obstruction by oil
mist can be seen in Appendix B.
An initial velocity of 190ms−1 was chosen, although at this velocity, significant
radial fracture was noted on the specimen. The velocity was subsequently lowered
to find a maximum velocity at which minimal radial fracture occured. A threshold
velocity, for samples of this grade of Copper with these dimensions, above which
radial fracture occurs was found to be 186ms−1.
Figure 5.13 shows a full deformation event of a C101H Taylor cylinder just below
this threshold speed at 180 ms−1. In the first frame a reflection of the cylinder can
be seen in the anvil face quite clearly, separated by the small ejection of oil mist
Chapter 5. Compressive Validation 108
t = 0 μs
t = 58.81 μs
t = 117.62 μs
t = 176.43 μs
t = 235.24μs
t = 282.29 μs
180
Velocity 
m/s
176
172
168
192
188
184
Figure 5.12: Measurement of an OFHC Projectile Fired at 180 ms−1 by High
Speed Photography
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Figure 5.13: High Speed Photography from First Impact through Deformation
to Release of an OFHC Projectile at 180 ms−1
from the impact. Since a tele-centric lens was not used for this set of images, it
was not possible to align the entire length of the cylinder with the camera sensor,
and so a single point along the length had to be chosen for precise alignment.
Finding the impact face from the images including the reflection was found to be
simple enough so instead of aligning the camera sensor with the anvil face, it was
aligned slightly to the side, more precisely at the point where the cylinder would
bulge.
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Within 5µs it can be seen in frame 2 that radial expansion at the very front face
of the cylinder has begun to occur. This expansion continues for approximately
another 35µs and it can be seen in frame 8 that the upwards curve showing this
radial expansion starts to become arrested. Frames 9 to 14 show the development
of the bulge in the mid portion of the cylinder as the plastic wave continues to
travel along it. Frames 15 to 19 show the development, after this bulge, of the
taper to the back portion of the cylinder which remains plastically undeformed.
The final frames from 105 µs onwards show the release of the load from the rear
end of the cylinder and an elastic expansion away from the anvil.
Figure 5.14 shows results from a simulation of the same cylinder in Abaqus de-
picting the equivalent plastic strain on a central section. Equivalent plastic strain
was chosen as an indicator of material state. At 15µs the radial expansion of the
impact face of the cylinder can be seen before the bulge has developed. At 30µs as
the bulge is developing, an area of reduced plastic strain at the interface between
the bulge and the foot of the specimen can be seen. At 45µs, when the bulge is
more defined, this region of less plastic strain can be seen quite clearly.
The plastic strain in the cylinder and the final geometry are interdependent. The
level, direction and distribution of the plastic strain would allow the reconstruc-
tion of the final geometry of the cylinder, whilst the geometry of the cylinder is
indicative of the plastic strain throughout. Figure 5.15 shows the final distribution
of equivalent plastic strain and compares it with the radial displacement of the
same nodes. At the impact face the contours lie close together, where there is the
most radial expansion. Moving along the cylinder axis, at the point where the
expansion is arrested the radial expansion in the vicinity of the axis is reduced,
also indicating the region of reduced development of plastic strain. Above this
point, an increased radial expansion can be seen, indicating the higher levels of
plastic strain at the bulge.
The velocity was increased to find the point of onset of fracture. Figure 5.16 shows
a time series of the impact event for a C101H copper sample fired at a velocity
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Figure 5.14: Evolution of Equivalent Plastic Strain in a Taylor Sample of
OFHC fired at 184 ms−1
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Final Equivalent Plastic Strain Final Radial Displacement / m
Figure 5.15: Comparison of Final Equivalent Plastic Strain and the Final
Radial Displacement in a Cylinder of OFHC fired at 184 ms−1 by Location in
the Central Plane
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well above the threshold for radial fracture in the specimen. It can be seen that
the onset of fracture occurs within 20µs of the initial impact, during the initial
radial expansion of the front part of the Taylor cylinder. Since radial fracture of
the specimen occurs so early on in the deformation process, it is not possible to
use the images for material model validation for a model which does not take into
account the fracture process. Were fracture to occur after a significant amount of
deformation of the cylinder, then the images from the high speed footage of the
fracture could be used to validate the model at even higher rates. The model under
consideration only describes the shape and magnitude of the strain hardening
process under certain conditions, and does not put a limit on the stress which
an element can take. The Johnson-Cook Plasticity model on its own will predict
infinite stresses at infinite strains, which are clearly not physical.
Figure 5.17 shows an overlay of the profiles obtained from the high speed photog-
raphy of the impact of a copper sample on top of the profiles predicted by the
finite element simulation of the same cylinder using the constants obtained from
previous calibration tests. As can be seen in the figure, the grey shadows depict
the profile of the cylinder which has been predicted by simulation and the red dot-
ted line shows the profile measured from the high speed photography. The solid
blue line shows the location of the impact face which has been matched between
the two data sets. At t=0us, the cylinder has only just made contact with the
impact face. Agreement between the profiles is within the 0.05mm error of mea-
surement from the photograph. At the first time step, after 17us, the shape of the
deformed cylinder is in good agreement with that predicted by simulation. After
about 50us some differences between the simulation and the actual experiment
become very apparant. At this point the model has predicted a smaller footprint
diameter, whilst the bulge has already progressed further along the cylinder. This
is consistent with a harder material, as will be discussed later.
For the remainder of the impact, up to about 100us, the footprint diameter remains
constant. The bulge of the actual cylinder continues to grow along the cylinder
length until reaching a final profile with which the prediction of the model more
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Figure 5.16: High Speed Photography of a C101H Copper Sample at an
Impact Velocity Above the Threshold for Radial Fracture to Occur
closely agrees. Throughout the entire deformation, the length of the cylinder
predicted by the model was within 0.1mm agreement with the actual measured
length.
It is impossible to draw any detailed conclusions from the comparison of the ex-
perimental and model data, without first knowing the effects that variations in
the inputs of the model have on the predicted profile of the cylinder.
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Figure 5.17: Comparison of FEA predicted profiles against high speed mea-
surements made for OFHC sample during deformation.
5.11.2 Sensitivity of the Predicted Profiles to Model Data
In order to draw more definite conclusions from a mismatch between the experi-
mental data and the model prediction, the sensitivity of the model to errors in the
input data was investigated. The Johnson-Cook coefficients as well as the impact
velocity were varied in the model and the resulting final profiles observed. This
was done by starting from the experimentally determined values, and varying by
a degree to result in a change of a few tenths of a millimeter. The results for these
variations are presented below.
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5.11.3 Sensitivity of the Taylor Test to Velocity Errors
It is important at this point to understand the effect of any experimental errors in
the Taylor test. The design of all Taylor test apparatus used in this work has been
with the aim of achieving as close to ideal conditions to simulate as is physically
and financially viable. The chamber is evacuated to reduce the effects of the air
in the chamber ’cushioning’ the impact, which would be difficult to simulate. The
barrel is machined with a smooth bore and surface roughness of some specimens
tracked in the high speed photography to ensure that minimal or no rotation of the
projectile was occurring. The rough features of the sample which could be tracked
were striations still present from machining and preparation of the samples which
were visible in the strong lighting used for the high speed photography. If these
striations were stationary with respect to the cylinder axis, this showed that the
sample was not rotating. The anvil faceplate was hardened and polished to a
3µm finish to minimise compliance of the impact surface and reduce the effect of
friction on the radial expansion of the footprint.
Velocity measurements were taken using the images from the high frame rate
camera which was also used to extract the deformation profiles of the cylinders.
The potential errors of final deformation geometry based on an inaccurate mea-
surement of the impact velocity were investigated numerically over a range of
applicable values for this study.
The relationship between the bulge diameter and the impact velocity is shown
in Figure 5.18. As might be expected the bulge diameter is less at lower impact
velocities, and the relation between the two around the ’optimal’ 180ms−1 is rea-
sonably linear. Velocities much above 180ms−1 for this material would lead to
radial fracture leading to greater errors, however, a variation of velocity by 4ms−1
would result in a change of 0.06mm of the final bulge diameter. If the error of the
velocity measured was 4ms−1 this could potentially be offset by an error in the
yield stress of 30MPa, given all other data relating to the test is perfectly precise
and accurate.
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Figure 5.18: The Variation of Calculated Post-Test Bulge Diameter of a Cop-
per Sample with Respect to the Impact Velocity
In Figure 5.19 two edge profiles can be seen for two different material and test
conditions, however, the usual metrics of bulge diameter, footprint diameter and
cylinder length still agree. The y-axis has been extended and the diameter of
the undeformed back end of the cylinder used as a reference to accentuate any
differences between the profiles. Of key importance in Figure 5.19 are the only
visible differences between the profiles. Between 15 and 30mm along the central
axis of the cylinder it can be seen that the reduced velocity profile shows a larger
diameter, the tapering region of the cylinder. Assuming conservation of volume,
the area under each profile should be equal, and as such, at 35mm along the central
axis, the reduced velocity model has shown a smaller diameter in a region where
the diameter is larger.
It can be seen from this how an uncertainty in the velocity of just 4ms−1 could
lead to an acceptable validation of a model with a key parameter, in this case the
static yield stress, inaccurate by 20MPa.
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Figure 5.19: The Profiles of the Edges of C101H Copper and a Model Adjusted
to a Lower Velocity and a Lower Static Yield Stress. The original simulation
was run for v = 180ms−1 with A=360MPa, and the adjusted simulation for
v = 176ms−1 and A=340MPa.
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5.11.4 Sensitivity of the Taylor Test to a Variation of Yield
Stress in the Johnson-Cook Plasticity Model
A fundamental starting point in determining the parameters of the Johnson-Cook
model, is finding the yield stress at the reference strain rate and temperature.
The parameter ′A′ is equivalent to the yield stress of the material at the reference
temperature and strain rate. For this model the reference temperature is room
temperature and the reference strain rate is 0.001s−1, so ′A′ is the yield stress of
the copper at a quasistatic rate and room temperature.
Figure 5.20 shows the variation of the calculated bulge diameter with different
inputs of the Johnson-Cook parameter ′A′. Bulge diameter was found from each
case simulated in the axisymmetric model by extracting a path from the outer
nodes of the cylinder. Diameter was plotted as a function of axial distance along
the cylinder allowing the location of the bulge by finding the stationary points. A
study was conducted of the sensitivity of the bulge diameter to the material model
by varying input parameters and measuring the changes. As might be expected,
increasing the yield strength of the material model leads to a reduction in the final
bulge diameter.
Over the range of ′A′ studied, between 320 and 420 MPa, the bulge diameter
has a linear relationship with ′A′ and varies between 9.95mm and 10.18mm. If
it is assumed that all other parameters and the model are accurate and that the
velocity and sample dimensions have been measured with high enough precision,
then an error in the yield stress of 10MPa would be measureable by a 0.02mm
difference in the bulge.
It is clear that a variation in the yield stress would also lead to a different footprint
diameter, and likely a different length. These will now also be discussed.
Footprint diameter of the sample simulations was taken by extracting the maxi-
mum radius from the path of the external nodes of the model. The relationship
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Figure 5.20: The Variation of Calculated Post-Test Bulge Diameter of a Cop-
per Sample with Respect to the Johnson-Cook Parameter ′A′, or Yield Stress
at the Reference Strain Rate
between the parameter ′A′ and the footprint diameter for a C101H specimen at
180ms−1 is shown in Figure 5.21. As with the bulge diameter, for a material
with an increased yield stress only, the footprint diameter of the deformed projec-
tile decreases. Over the same range of yield stress between 320 and 420MPa, the
diameter varies linearly between 11.8mm and 12.15mm. This would require a mea-
surement within 0.035mm to verify the parameter ′A′ to within 10MPa knowing
all other variables precisely.
The final geometric measurement taken from the simulation was the final deformed
length of the cylinder. The relationship between the length of the cylinder and
the Johnson-Cook parameter ′A′ is shown in Figure 5.22. Similarly to the rela-
tionship with the bulge and footprint diameters the relationship over the range
of yield stresses studied is linear, however, the relationship is inverted. As might
be expected, a cylinder with only the yield stress increased results in a longer
deformed cylinder. Over the 100MPa range studied, the length of the cylinder
after deformation varied between 38.8mm and 40.7mm. With all other conditions
assumed perfectly accurate and precise, a variation in yield stress of 10MPa would
be measurable by a change in deformed length of 0.2mm.
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Figure 5.21: The Variation of Calculated Post-Test Footprint Diameter of
a Copper Sample with Respect to the Johnson-Cook Parameter ′A′, or Yield
Stress at the Reference Strain Rate
Figure 5.22: The Variation of Calculated Post-Test Cylinder Length of a
Copper Sample with Respect to the Johnson-Cook Parameter ′A′, or Yield
Stress at the Reference Strain Rate
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It is clear then, that a harder material will not deform as much as a softer material.
It has a smaller bulge and footprint diameter, and a longer length after an impact.
These results are unsurprising, but nevertheless important in understanding the
results of a validation test. In particular, the interdependence of errors in length,
bulge diameter and footprint diameter are important to understanding the more
complex situation of a material where the model has errors in many parameters,
not just an error in yield strength.
Assuming a material which has an increased flow stress response at higher strain
rates, as with all the materials currently under study, these observations of reliance
of bulge and footprint diameter and post-test length on the yield stress all agree
with observations originally made by Taylor [1].
5.11.5 Sensitivity of the Taylor Test to a Variation of the
Degree of Strain Hardening in the Johnson-Cook
Plasticity Model
Strain hardening is described in the Johnson-Cook model as a function of plastic
strain which takes the form of Equation 5.8.
σStrainHardening = B
n
p (5.8)
The parameter B is a magnitude of the strain hardening, describing the intensity of
the strain hardening with evolving plastic strain, whilst the parameter n describes
the shape of the evolution of the flow stress. If n = 1, then the flow stress will
evolve linearly with the plastic strain at a magnitude given by B. For n > 1 the
degree to which the flow stress increases is stronger as plastic strain increases.
And finally, as in the cases under investigation, where n < 1, the degree of strain
hardening is initially high at the yield point, and decreases with increasing plastic
strain.
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The same approach to investigation of the strain hardening parameters was taken
as to with the investigation into yield stress. The case of C101H copper at 180ms−1
was taken as a benchmark and the parameters B and n were varied to investigate
the dependence of the final geometry on their values.
Figure 5.23: The Variation of Calculated Post-Test Bulge Diameter of a Cop-
per Sample with Respect to the Johnson-Cook Parameter B, or Strain Harden-
ing Coefficient
Figure 5.24: The Variation of Calculated Post-Test Bulge Diameter of a Cop-
per Sample with Respect to the Johnson-Cook Parameter n, or Strain Hardening
Shape Coefficient
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Figures 5.23 and 5.24 show the dependence of the bulge diameter on their values.
As might be expected, the bulge diameter decreases with increasing magnitude of
strain hardening, by a degree of 0.01mm for a change of strain hardening magni-
tude of 10MPa. As can be seen in Figure 5.24 the diameter of the bulge decreases
with decreasing n, for the cases where n < 1 and where the plastic strain is also
less than 1. This leads to a decrease in bulge diameter of 0.06mm for a decrease
in shape parameter n of 0.1 over the range under study.
Figure 5.25: The Variation of Calculated Post-Test Footprint Diameter of
a Copper Sample with Respect to the Johnson-Cook Parameter, B, or Strain
Hardening Coefficient
Figures 5.25 and 5.26 show the relationship between the final footprint diameter
of the copper sample and the strain hardening coefficients of the Johnson-Cook
plasticity model. As one might expect, there is an inverse relationship between
footprint diameter and the coefficient B, and a direct relationship between the
footprint diameter and the parameter n.
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Figure 5.26: The Variation of Calculated Post-Test Footprint Diameter of
a Copper Sample with Respect to the Johnson-Cook Parameter n, or Strain
Hardening Shape Coefficient
Whilst the bulge diameter and the footprint diameter respond to the degree of
strain hardening in a similar manner (i.e. as strain hardening increases, the diam-
eters are less), the footprint diameter is much more dependent upon the degree of
strain hardening. An increase in the parameter B of 60MPa leads to a decrease in
the bulge diameter of 0.055mm and a decrease in the footprint diameter of 0.2mm.
Taking into account the fact that the footprint diameter is larger than the bulge
diameter, these are reductions in bulge diameter of 0.5% and in footprint diameter
of 1.7%. The footprint diameter is more than three times more dependent upon
the degree of strain hardening because the material at the front face which con-
tributes to this metric undergoes more strain. The variation in strain and radial
expansion is shown clearly in Figure 5.15.
Figures 5.27 and 5.28 similarly show an expected response of the deformed length
of the cylinder to the strain hardening parameters B and n. As the parameters
tend to harden the material, the cylinder undergoes less deformation resulting in
a longer final cylinder length.
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Figure 5.27: The Variation of Calculated Post-Test Cylinder Length of a Cop-
per Sample with Respect to the Johnson-Cook Parameter B, or Strain Harden-
ing Coefficient
Figure 5.28: The Variation of Calculated Post-Test Cylinder Length of a Cop-
per Sample with Respect to the Johnson-Cook Parameter n, or Strain Hardening
Shape Coefficient
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5.11.6 Sensitivity of the Taylor Test to a Variation of the
Strain Rate Sensitivity in the Johnson-Cook Plas-
ticity Model
Strain rate sensitivity is characterised in the Johnson-Cook model as the parameter
C in the expression shown in expression 5.9
1 + C ln(˙∗p) (5.9)
The parameter C operates on the dimensionless plastic strain rate. This means
that C acts to multiply the flow stress of material subject to plastic strain rates
above the reference strain rate. In the case under study here, the dimensionless
strain rate is a quasistatic rate. Hence, when applying this expression, the value
of C acts as a multiplier of the flow stress for material undergoing plastic strain
at a strain rate greater than this quasistatic rate. For example, a high value of C
corresponds to a material which has a high sensitivity to strain rate and therefore
has a much higher flow stress under high strain rate conditions.
Figures 5.29 and 5.30 show the relationship between the strain rate parameter C
and the final bulge and footprint diameters of the copper Taylor cylinder. Since
this parameter has a direct relationship with the flow stress, an increase in C leads
to a reduction in both the bulge and the footprint diameters.
Figure 5.31 shows the relationship between the final length of the cylinder and the
strain rate sensitivity parameter C. Similarly to an increase in the yield strength
parameter A, an increase in C leads to an increase in the final length of the
cylinder. However, comparatively the final length of the cylinder is less sensitive
to the parameter C than it is to the parameter A. This is because a variation in
yield strength affects the flow stress of the entire length of the cylinder, whereas the
parameter C has a much greater effect on the front end of the deforming cylinder.
At the front of the cylinder the strain rates are much higher, and so strain rate
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Figure 5.29: The Variation of Calculated Post-Test Bulge Diameter of a Cop-
per Sample with Respect to the Johnson-Cook Parameter C, or Strain Rate
Sensitivity Coefficient
Figure 5.30: The Variation of Calculated Post-Test Footprint Diameter of a
Copper Sample with Respect to the Johnson-Cook Parameter C, or Strain Rate
Sensitivity Coefficient
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sensitivity tends to affect the deformation of this section more than the remainder
of the cylinder.
Figure 5.31: The Variation of Calculated Post-Test Cylinder Length of a
Copper Sample with Respect to the Johnson-Cook Parameter C, or Strain Rate
Sensitivity Coefficient
Table 5.3 lists the relationships between the three main measurements of the Taylor
cylinder and the input parameters of the model. It can be seen quite clearly here
that an increase in a parameter which tends to increase the flow stress of material
in the deforming cylinder will lead to a longer narrower cylinder, i.e. one that has
deformed less. It can also be seen that footprint diameter is affected by material
which strains more and at a higher strain rate, whereas the length of the cylinder
is affected by material all along the cylinder which is strained at a range of rates
and to a range of final strains.
The values in Table 5.3 are also useful in revealing where improvements in mea-
surements can help in making the most use of the validation test. For example,
improving the accuracy of the velocity measurement would be a reasonable task to
achieve, since there are many options available for measurement. Faster counters
for light gates at the muzzle of the barrel would allow the muzzle velocity to be
recorded to within 0.5ms−1. This would reduce the uncertainty in measurements
of the diameter of the cylinder to below 0.01mm, which corresponds to the accu-
racy of measurements made using the high speed camera. It is also clear that the
Chapter 5. Compressive Validation 130
velocity measurement must be at least this accurate to see any marked improve-
ment in the accuracy of the validation following the use of a high speed camera
capable of higher resolution images at this speed.
5.11.7 Validation of the Johnson-Cook Model for Copper
Now looking to an actual comparison between the final profile of a tested copper
cylinder and the model, Figure 5.32 shows clearly the difference along the length
of the cylinder. It can be seen that the profiles actually differ to a significant
degree. The footprint diameter of the model is narrower by 1.2mm whilst the
bulge diameter is larger by 0.8mm. The length of the cylinder of the model and
of the actual sample are in good agreement. Bearing in mind that the footprint
and bulge diameters are clearly inaccurate, it is coincidental that the final length
is accurate to within 0.5mm.
From these differences it can be concluded that the parameters which describe the
material deforming at higher rates and to higher strains underestimate the flow
stress at these conditions. Since the bulge diameter has been overestimated, it is
also likely that the yield stress term is larger than it should be. A combination of
these two errors would also then lead to an average flow stress across the entire
length of the cylinder which accurately predicts the final length.
The error in these parameters are not apparent from the calibration data alone. It
would appear from the calibration data that the parameters for the Johnson-Cook
model are valid to within 10MPa between quasistatic strain rates and strain rates
up to approximately 103s−1. Strain rate in the copper Taylor cylinder exceeds
104s−1 in the first 4mm from the impact face. It is clear then that the parameters
found from the calibration tests in this case cause a significant deviation at higher
strain rates.
It is also likely that factors related to the calibration tests being tensile tests have
contributed to the errors in the model under the Taylor test conditions. Strain in
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Figure 5.32: Comparison of actual and predicted final profiles for OFHC
sample. Axes have been enlarged for clearly showing the difference.
the tensile samples is limited to that measurable up to the point of instability where
necking occurs. Whilst techniques exist to account for the instability in a tensile
test and calculate the stress concentration at a neck, the necessary measurements
are difficult to make at high strain rates.
Another factor which could lead to the errors found from the Taylor test could
be a difference in the manufacturing history of the different samples. To begin
with, the copper metal has undergone rolling to produce the stock shape. In this
case, round rolled bar. Rolling the copper can lead to asymmetry in physical
properties. Moreover, the actual state of hardness may vary between stocks, to
within the ranges defined by the standard.
It is clear in this instance that more calibration tests are required, taking into
account further possible sources of error. These tests should be carried out in
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compression and with stock material which has a more precisely known manu-
facturing history. Eliminating these potential sources of error would hopefully
provide a more accurate model which extrapolates to higher strain rates achieved
in the Taylor test.
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5.11.8 Tantalum Tungsten Annealed R05252
Taylor tests were carried out on HIPed Tantalum Tungsten supplied by AWE plc.
These tests were carried out at Los Alamos National Laboratory with the support
of Carl Trujillo.
A few samples were fired at a range of velocities in order to find a suitable velocity
which provided the maximum amount of deformation without showing evidence
of fracture. Sample 4, which was fired at 155ms−1 demonstrated a large degree
of deformation, no radial fracture and was successful in triggering the camera. A
few frames from the deformation are shown in Figure 5.33.
It can been seen in these frames that the shape development is very similar to that
of the copper sample presented previously. A large diameter footprint develops,
before a bulge develops behind this and travels along the cylinder to approximately
half way along the cylinder.
Figure 5.34 shows the resulting plastic strain calculated for the same time steps
shown in Figure 5.33. The maximum plastic strain in the sample is 1.7 at the
front face of the deformed cylinder, similarly to the copper sample. As with the
copper cylinder, the Tantalum Tungsten cylinder spreads at the impact face to
create a large footprint diameter before developing a bulge which progresses down
the cylinder, before deformation finishes after 105 µs.
Figure 5.35 shows the plastic strain and the radial expansion of the Tantalum
cylinder after impact. A very similar shape to that of the Copper cylinder can be
seen, including a small volume of less strained material at the base of the bulge.
This can be seen in the plot of plastic strain as the region of darker blue in the
center of the bulge. This can also be seen in the corresponding plot of radial
displacement where the material at the center of the bulge undergoes less radial
expansion.
A comparison of model profile data with the actual profile recorded on the high
speed camera can be seen in Figure 5.36. In the initial stages of expansion, the
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TaW HIP 4 - 155m/s
Cordin 550
@ 7.60 us  130,000fps
1  t = 0us
3  t = 15.2us
5  t = 30.4us
7  t = 45.6us
9  t = 60.8us
11  t = 76.0us
13 t = 91.2us
15  t = 106.4us
Figure 5.33: Images showing the deformation of a HIPed TaW cylinder fired
at 155 ms−1, filmed at 130,000fps
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t = 0μs
t = 15μs
t = 30μs
t = 45μs
t = 60μs
t = 75μs
t = 90μs
t = 105μs
Figure 5.34: Evolution of Equivalent Plastic Strain in a Taylor Sample of
TaW fired at 155 ms−1
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Final Equivalent Plastic Strain Final Radial Displacement / m
Figure 5.35: Comparison of Final Equivalent Plastic Strain and the Final
Radial Displacement in a Cylinder of TaW fired at 155 ms−1 by Location in
the Central Plane
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model appears to predict a correct footprint expansion but overpredicts the devel-
opment of the bulge. The model and the actual experiment appear to remain in
reasonable agreement right up until the end of the impact.
t = 0us
t = 15.2us
t = 30.4us
t = 45.6us
t = 60.8us
t = 76.0us
t = 91.2us
t = 106.4us
Experimentally Measured
Profile
FEA Predicted Profile
Impact Surface
Figure 5.36: Comparison of FEA predicted profiles against high speed mea-
surements made for OFHC sample during deformation.
The final profile comparison can be seen more clearly in Figure 5.37. The footprint
diameter predicted by the model in this case has been under-predicted by 0.3mm.
The bulge diameter has conversely been over-predicted by 0.1mm. The profiles
appear to disagree since the deformation of the cylinder has been over-predicted
over the length of the cylinder. Finally the deformed length of the cylinder has
been over-predicted by 2mm.
It is clear, yet again, that the Taylor test has highlighted a significant difference in
the shape predicted by the model and the actual sample dimensions. In the case of
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Figure 5.37: Comparison of actual and predicted final profiles for TaW sample.
Axes have been enlarged for clearly showing the difference.
the Tantalum Tungsten model, the model appears to have more closely matched
the actual sample characteristics. In this case, it appears that perhaps the yield
stress parameter A and the strain hardening parameters are too great. It was
apparent even from the calibration data that the shape of the plastic flow curve
at high rates was not accurately captured by the Johnson-Cook model. When
extrapolated to higher strain rates the flow stress is over-predicted since the strain
hardening at high rates has not been accurately reproduced.
The rippling of the actual profile curve that can be seen in Figure 5.37 is due to
fitting a curve to the finite points taken from the measurements of the cylinder.
This rippling is not actually present on the surface of the cylinder, but rather an
artifact of the measurements presented here.
From the above, it is apparent that model errors are unlikely to be improved by
adjusting values of the constants in the model, but rather the model is incapable
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of accurately calculating the material response at the full range of strain rates
under test.
5.11.9 Austenitic Stainless Steel 316L
Taylor tests were carried out on 316L stainless steel using the Imperial College
Taylor test gun. A series of tests were carried out at a range of velocities in
order to determine the maximum velocity before fracture occurred. Unlike the
copper samples which have been seen previously fracturing in a ductile manner and
peeling like a banana skin, above the threshold velocity for fracture the stainless
steel samples underwent brittle fracture. This led to small fragments forming from
the front edge of the sample and being ejected. The formation of small fragments
causes the cylinder to rotate around a yaw axis and leads to significant damage of
the impact face. Since the ejection of fragments causes damage of the equipment,
in particular the windows and the end of the gun barrel, tests involving this kind
of fracture require extra inspection to verify the safety of the equipment.
The maximum velocity of impact before fracture was determined to be approxi-
mately 180 ms−1. Figure 5.38 shows images from the high speed photography of a
stainless steel sample fired at 180 ms−1. The difference between the stainless steel
sample and the copper and tantalum samples is strikingly clear. Firstly, the front
end of the cylinder does not expand quite so much as with the other two materials
under test. Secondly, the bulge also appears to expand minimally in comparison
to Copper and Tantalum. This makes it quite clear that the yield stress of the
stainless steel is high in comparison to copper. It is difficult to make the same di-
rect comparison with Tantalum Tungsten due to the drastically different density.
Finally, the deformation is finished after approximately 76 µs. This is another
effect of the high flow stress of the stainless steel.
Figure 5.39 shows plots of the equivalent plastic strain in the same stainless steel
sample, as calculated from the FEA model. From first inspection it is clear that
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316L4B414-4180m/s
Phantom4V1610
@45.884us44170,000fps
24us4exposure
3844x4160
144t4=40us
244t4=45.88us
344t4=411.76us
444t4=417.64us
544t4=423.52us
644t4=429.4us
744t4=435.28us
844t4=441.16us
944t4=447.04us
1044t4=452.92us
1144t4=458.8us
1244t4=464.68us
1344t4=470.56us
1444t4=476.44us
Figure 5.38: High Speed Photography from First Impact through Deformation
to Release of a 316L Stainless Steel Projectile at 180 ms−1
the model has somewhat captured the correct deformed shape of the stainless
steel cylinders. The full time for deformation is in good agreement with the actual
sample data and the shape appears to be in good agreement. It can be seen that
a similar volume of less plastically deformed material at the base of the bulge has
also formed in the stainless steel sample. The less deformed volume is much less
pronounced than in the copper and tantalum samples, owing to less deformation
of the cylinder as a whole.
Figure 5.40 shows a comparison between the actual profile extracted from the high
speed video, and the grey profile which was obtained from the FEA model. Since
there has been relatively little deformation in the stainless steel sample, the error
due to the finite resolution of the camera is increased. This makes it more difficult
to detect the differences between the actual and the model profiles.
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Abaqus/Explicit
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ty=y17.64us
ty=y23.52us
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Figure 5.39: Predicted Evolution of Equivalent Plastic Strain in a Stainless
Steel Sample Fired at 180 ms−1
It can be seen that the footprint diameters of the model and the actual cylin-
ders are in reasonable agreement throughout the deformation. The profile of the
bulge predicted by the model appears to not have captured the shape of the ac-
tual cylinder. This is due to the low resolution of the camera in relation to the
deformation. Improvements to this measurement error could be made by using a
greater magnification lens, in order to make more use out of the amount of image
sensor available for measurement.
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t = 11.76us
t = 17.64us
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Figure 5.40: Comparison of FEA predicted profiles against high speed mea-
surements made for OFHC sample during deformation.
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Figure 5.41 shows a final profile comparison between the actual and the model
cylinders. The higher resolution of the lower speed camera allows a much finer
measurement of the profile to be made. It can be seen in Figure 5.41 from the
model profile, that the model has predicted a larger footprint diameter by 0.2mm
and predicted a smaller bulge diameter by 0.2mm. Whilst the model has pre-
dicted the final length of the cylinder accurately, it can be seen that the model
has predicted a much longer portion of deformed cylinder. This combination of
errors in final profiles indicates that there are significant errors in a number of the
Johnson-Cook coefficients. The rippling that appears in this graph of the actual
profile was, similarly to the Tantalum sample, not actually present on the sample
but an artifact from the finite measurements taken from the sample.
Conversely to the results from the Tantalum Tungsten cylinder, the over estimation
of footprint diameter and the under estimation of bulge diameter are likely to be
the result of incorrect model parameters. In particular, the strain rate sensitivity
has been set too low for the material, whilst the strain hardening parameter has
led to too high a flow stress at the bulge position of the cylinder.
Since the values for the Johnson-Cook model for 316L stainless steel were found
in the literature and applied to material sourced for this project, it is very likely
that the errors may have been in differences between the stocks of material. In
particular, differences in state of hardness between two stocks of material will lead
to significant differences in corresponding model parameters.
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Figure 5.41: Comparison of actual and predicted final profiles for 316L sample.
Axes have been enlarged for clearly showing the difference.
5.11.10 Conclusion
It is clear from the analysis of the three materials which have been discussed that
the Taylor test is capable of showing errors in model parameters at high strain
rates which are unknown from calibration tests which can only be carried out at
lower strain rates.
It is also clear from both the Taylor tests and the difficulty in accurately fitting
the Johnson-Cook model to material flow stress curves that the Johnson-Cook
model is not fully capable of modeling the flow stress under all conditions. The
ability of the model to reproduce the flow stress depends upon both errors in
calibration and whether the form of the model is able to capture all significant
material phenomena.
So far, inaccuracies in the calibrated model have been investigated. The inability
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of the Johnson-Cook model to accurately reproduce the flow stress of the mate-
rial have not been investigated. This could be done, to at least some degree, by
comparison with other models for flow stress. Promising models to investigate
further in this respect would be the Zerilli-Armstrong model and the Mechani-
cal Threshold Stress model, both of which are phenomenologically based models.
Initially, this would require further calibration tests to be carried out in order to
fully calibrate the models, which require more data for calibration than the simpler
Johnson-Cook model.
Further to this, the tests have been limited to strain rates and strains before the
point of fracture. It is clear from the differences already seen between the fracture
of the Copper samples and the fracture of the stainless steel samples, that the
Taylor test could also be used to investigate models that characterise fracture of
the material.
Chapter 6
Post Test Hardness Validation
6.1 Introduction
Measurements of the profile of the cylinder have proven useful for comparison of
actual results to predicted data. Measurements of the profile only reveal a part
of the details of the deformation of the Taylor cylinder. It is quite clear from the
results obtained from simulations carried out in order to investigate the shape of
the cylinder during and after impact, that there is more to the structure of the
strain map below the cylinder surface. Measurements of the hardness of a material
are known to be indicative of the yield stress of the material and relationships have
been given[116].
Of particular interest is the region at the base of the bulge of the cylinders which
appears to have been less strained from the model results. It appears from the
literature that this region is likely to exist, however, very few measurements of the
internal structure of an actual Taylor cylinder have been presented. The general
topology of the section of the post test sample could potentially be another set of
metrics with which to validate constitutive material models. As such, the following
section of this thesis outlines the methods and the results from measurements of
the sub-structure of the Taylor cylinders.
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6.2 Method
After soft recovery of the Taylor specimen, a selection of cylinders were sectioned
through a central plane (100) of the cylinder. This was carried out using a precision
cut-off machine by abrasive wet cutting. The sample was aligned in a set of
adjustable grips using the impact surface of the cylinder as a reference surface.
The cutting feed was set to a very low speed, approximately 0.01mm/min in order
to reduce the possibility of thermal damage and also allow the coolant to remove
debris during the process.
After sectioning, the samples were mounted in a cold mounting compound to allow
the sectioned surface to be ground to a finish suitable for inspection on the micron
scale. The thickness of mounting compound was kept to a minimum in order to
reduce any possible effects of the low stiffness of the compound on the hardness
measurements made by an indenter. Due to the low stiffness of the compound it
was not possible to verify the elastic modulus of the specimen from the unloading
profile of the load.
Hardness measurements were taken along the central plane of the cylinder using
an instrumented Vickers’ hardness testing machine which was connected to a high
precision x-y table. Up to 500 hardness measurements were taken at locations
distributed over the entire sectioned and polished central section of each cylinder.
Figure 6.1 shows the arrangement of the apparatus for the instrumented Vickers
test. Once the sample was mounted, it was positioned on the indexing table and
the corners of the sample were used to align the sample to the axes of the indexing
table. Once the sample was aligned, appropriate test locations were chosen.
In order to space the tests by an appropriate length, a single test was carried out
on the softer undeformed end of the cylinder. The diameter of the indent at this
end is approximately the maximum diameter of any indent on the sample, and
therefore gives a minimum allowable distance between indents.
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AdjustableBCrosshead
InstrumentedBHardness
Tester
X-YBIndexingBTable
ColdBMounted
Sample
OpcticalBMicroscope
BallscrewBActuator
Figure 6.1: Instrumented Vickers with X-Y Indexing System
6.3 Results
6.3.1 OFHC Copper
Figure 6.2 shows the locations where the hardness measurements were taken for
the sample OFHC-2. A 5kg load was chosen for the test in order to keep the
radius of plastic deformation by the indenter to a minimum, whilst also being a
large enough load for a valid test. The international standard for Vickers testing
suggests a minimum distance between the centers of adjacent tests be 3 times the
diameter of the indent. A slightly closer test spacing was chosen in order to increase
the resolution of the hardness map obtained from the test. The spacing was tested
on undeformed material in order to check that the interference between adjacent
tests was kept to minimum. No interference between adjacent tests for copper was
found at a separation of 0.5mm. An actual test spacing of approximately 0.7mm
was chosen, since this results from a staggered arrangement of rows of tests which
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are spaced by 0.5mm. Spacing the rows at 0.5mm makes processing the data more
straightforward.
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Figure 6.2: Locations of the Tests for the Hardness Survey on a section of
OFHC Recovered from Taylor Test
The results of the hardness survey of the C101H sample are show in Figure 6.3.
Biharmonic spline interpolation in two dimensions as described in [117] was used
to create a surface, since results from any coordinates could be used to fit the
surface. Other interpolation routines are usually unable to operate on data which
is not spaced in a regular grid and cannot operate if any data points are missing.
This was particularly important since the deformed cylinders were not square.
The undeformed material was measured to have an HV5 hardness of 112 kgmm−2
with a spread of ±4kgmm−2. The hardness at the rear end of the cylinder is
consistent with the undeformed material, although there appears to be some noise
in the measurement. Mid-way along the taper, at 12mm away from the impact
face, the hardness across the whole profile of the cylinder increases to around
120HV5. At the bulge of the specimen, we see a hardness of about 135HV5 across
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the section in an arc. This hardness increases to a maximum of 140HV5 in the
vicinity of the impact face. Measurement of hardness levels much above this were
not possible due to the proximity of the indenter to the edge of the specimen.
Some hardness tests were taken too close to the edge of the sample, and it was
found that the minimum separation distance for a hardness test from the edge of
the sample given by the standard was not applicable for this mounting method
and perhaps the sample geometry. As such, any hardness tests which were taken
closer to the edge of the sample than 0.7mm were discarded from the current data
set. The outer profile of the hardness map is therefore fitted to be correctly located
within the actual profile edges.
Figure 6.3: Vickers’ Hardness Survey over the Central Section of a Recovered
OFHC Taylor Specimen
Most importantly from this hardness map, it is clearly visible along the central
axis at 4mm from the impact face that there is a region where the hardness has
only increased to about 122HV5. This appears to be roughly consistent with the
contour plots of equivalent plastic strain predicted by the model.
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Figure 6.4 shows a side by side comparison of data from the hardness survey and
calculated plastic strain from the simulation. The colour scale for the case of
equivalent plastic strain has been adjusted to show no more detail above strains
of 0.65 so that a visual comparison of the shape of the profiles can be made. It
is clear from this comparison that the contour shapes are similar in form. Both
the calculated equivalent plastic strain and the hardness show evidence of the
increasing flow stress towards the impact face of the cylinder and a region of less
plastic deformation around the central axis about 4mm from the impact face. The
decay of plastic strain to zero along the length of the cylinder appears to travel
further along the cylinder than is shown in the hardness map. Also the level of
hardening towards the front face of the cylinder appears to be underestimated by
the plastic strain map.
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Vicker Hardness HV5
kg/mm^2
Vickers' Hardness
HV5
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Figure 6.4: A Side by Side Depiction of the Hardness Survey from a C101H
Specimen Recovered and Sectioned Against a Calculation of the Equivalent
Plastic Strain in the Section
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6.3.2 R05252 Tantalum Tungsten
A similar hardness survey to that carried out on the copper sample was carried
out on the Tantalum Tungsten sample, which was investigated in the previous
chapter.
There was significant difficulty in sectioning the Tantalum Tungsten sample. De-
spite reducing the cutting speed, some deviation in the cut occurred. The devia-
tion in the location of the section was up to 0.5mm from the central plane of the
cylinder.
Figure 6.5 shows a side by side comparison of the hardness survey of the sectioned
cylinder against the equivalent plastic strain as simulated.
The equivalent plastic strain ranges up to 1.7 at the very front surface of the
sample. The colour scale for the plastic strain has not been adjusted to clearly
show the volume of less plastically strained material in the central portion at the
base of the bulge. The hardness map of the central section of the sample does not
clearly show this volume of less strained material either.
The hardness map does clearly show that the hardness at the front end of the
impacted cylinder is much greater than the undeformed end. The rear end of
the cylinder has a hardness of 110 HV5, consistent with the undeformed material.
Progressing along the cylinder towards the front face, where the cylinder has un-
dergone some apparent expansion, the hardness increases up to around 170 HV5.
There is no obvious drop in hardness at the central axis of the cylinder, but instead
the hardness continues to increase, up to the front face. A maximum hardness of
220 HV5 was recorded near the front face and the central axis of the cylinder.
It is unclear why there is no clear evidence of a region of less plastic deformation
in this sample. Contributing factors may include the effect of the much greater
strain hardening and the deviation in the cutting plane.
Chapter 6. Results and Discussion 155
The greater strain hardening in the sample could cause bad results from an inden-
tation. Large variations in the hardness of the material over a small area of the
surface being indented can cause a bad result in which the indent is skewed. A
skewed indent will affect the hardness result calculated from it. A possible remedy
to this would be to use a smaller indenter and investigate the surface to find if the
hardness results from the microindenter are accurate.
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Figure 6.5: A comparison of the Hardness of the section of a TaW sample
recovered from the Taylor test and the equivalent plastic strain found from
simulation
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6.3.3 316L Stainless Steel
Finally, a hardness survey was also carried out on a section of the 316L sample.
The results are shown in Figure 6.6 Initial hardness of the stainless steel sample
was clearly greater than the Copper and the Tantalum Tungsten samples. This is
made apparent by the low degree of deformation in all aspects of the cylinder.
Much like the Tantalum sample, the area of less plastic deformation is not apparent
from the hardness map. This could again be due to a large gradient in the hardness
along the sectioned surface, although this would be less apparent in the stainless
steel sample, since the variation in hardness is less.
In both the Tantalum and Stainless Steel samples, the general trend of harder
material towards the front of the deformed cylinder but the region of less defor-
mation is not clear over the noise in the hardness map. In both of these samples
it is possible that further investigation, particularly into smaller indenter heads
could reveal less noisy and more useful results.
It is also clear from all three hardness surveys that the variation in hardness at
the front face of the cylinder cannot be resolved with the current test methods.
Vickers hardness tests taken any closer to the front face than those carried out in
the current hardness surveys would be unsuccessful. Hardness tests carried out
too close to the edge of a sample would indicate a lower hardness than the actual
state of the material.
A potential solution to this could be to take hardness tests around the front face
of the deformed cylinder. This would unfortunately experience similar issues due
to the massive variation in plastic strain in the first few fractions of a millimeter
into the front face of the cylinder. It is also likely that the bad results would not
be apparent, since the indentations would not be obviously skewed, as occurred in
the present surveys. Smaller indentation loads alone would not address this issue,
since the hardness is far higher than can be measured accurately with smaller
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loads. Again, a smaller indenter could yield more accurate results from the front
face of the cylinder.
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Figure 6.6: A comparison of the hardness of the section of a 316L stainless
steel sample recovered from the Taylor test and the equivalnet plastic strain
found from simulation
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6.4 Problems in Comparing State of the Sec-
tioned Material to a Simulation
It is suggested that a number of factors could lead to these disagreements which
will now be explored.
The first, most obvious, reason for the difference in profiles is simply that the
hardness tests which would display the greatest level of hardening were too close
to the edge to perform. Tests in undeformed regions of the material were performed
at varying distances from the edge of a sample to investigate the distance at which
it was unlikely the edge of the sample would affect the result of the test. It was
found that for the mounting of the samples chosen in particular that the Vickers’
Hardness test was more sensitive to the edge of the specimen than it was to other
local hardness tests. It was found that for the softest parts of the material, which
had a maximum indentation diameter of 300µm, that a minimum distance from
the edge of 0.6mm would prohibit the hardness results from being affected.
Another, less avoidable, issue with the quality of the hardness tests in the region
close to the footprint was created by a very steep gradient in equivalent plastic
strain approaching the impact face. Large variations in hardness on a very small
scale led to poor indentations for a number of tests. An example of a good indent is
shown in Figure 6.7 whilst a poor indent is shown in Figure 6.8. These poor results
resemble the shape of an indentation left on a surface which is not perpendicular
to the loading direction of the indenter. The ideal indentation from a Vickers’
hardness test will be a perfect square pyramidal shape. From the hardness map
of Figure 6.3 it can be seen that hardness could vary by at least 20HV5 over a
1mm length. This variation in hardness would be on average 6HV5 from one end
of the indentation to the other. It is assumed when calculating the hardness that
the average value of the two diameter measurements can be used to calculate the
area, however, in the case of a non-uniform indentation this is not necessarily true.
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Figure 6.7: A typical Vickers indentation on a stainless steel sample
Figure 6.8: An example of a bad result from an indentation on a stainless
steel sample
For both of the above innaccuracies given, it would be required to take measure-
ments of the hardness on a much smaller scale. A higher resolution hardness
survey might reveal a more accurate surface which is less affected by large gra-
dients of hardness and unfortunate test location with respect to the key features
under study.
The final, and dominating innaccuracy in the comparison between hardness and
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equivalent plastic strain is the non-linear relationship between the Vickers’ hard-
ness and the yield strength. It is often assumed that the Vickers’ hardness and
the yield strength are directly proportional [116]. Whilst this assumption is useful
as a tool for estimating the hardness from the yield strength, and the two are
clearly related, it does not necessarily hold true over the entire deformation of the
material. A more accurate comparison between the plastic strain and the hardness
of the material is unlikely to be of much use when validating the Johnson Cook
model, however, since the Johnson Cook model does not include a state variable
which would allow the deformation history of the material to be taken into ac-
count. This could be done for models which do account for the history, such as
the Zerilli Armstrong model or the Mechanical Threshold Stress model.
Chapter 7
Conclusions and Future Direction
This work provides a complete picture of the process for the calibration and the
validation of a constitutive model for metals under deformation under high rates
of strain.
It is clear that yet more research needs to be undertaken to improve upon the ma-
terial models which were calibrated as part of this work. In this final chapter, the
conclusions which can be drawn from each stage of the calibration and validation
process will be outlined and the areas which require the most attention in future
work will be highlighted.
7.1 Material Model and Calibration
As a first step of the process of obtaining an accurate description of the sample
metals Copper and Tantalum Tungsten alloy were tested using a range of tech-
niques to cover different strain rates. Whilst other materials were investigated and
calibrated for the same models, those materials were anisotropic. Study of these
materials will require significant further effort in both the test setups and the finite
element model. Hence, from the stock materials which were investigated for high
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rate deformation, the HIPed Tantalum Tungsten and the Copper bar were chosen
for their usefulness in industry and their greater degree of isotropy.
The Johnson-Cook model was chosen as the constitutive model to investigate for
validity at high strain rates because of its wide usage in industry. This is partly
due to the simplicity of the model and the ease of calibration compared to other
constitutive models. Whilst this has made the validation procedure simpler, it has
also introduced a degree of error, due to the inability to accurately reproduce the
response of the materials. In particular, there is no difference in model formulation
between say FCC and BCC structured metals. Differing phenomena between these
two structures cannot possibly be accounted for with this model. Hence, it is
of particular interest to investigate more constitutive models such as the Zerilli
Armstrong model and the Mechanical Threshold Stress model.
7.2 Tensile Validation Method
Samples of 316L stainless steel were tested in tension by use of the ball on plate
test. Stock of the materials which were tested was not available in a form which
was capable of being tested in this way. In future tests, it would be beneficial
to obtain stock of material from the same supplier which has undergone a known
processing history. In this way it would be possible to account for a certain degree
of error between tests. 316L was chosen since it is well documented in the literature
and widely available in sheet form. Since the data for the tests which were used to
calibrate the model were not made on the same stock of material, it is impossible
to account for the error that this introduced.
Despite these sources of error, the usefulness of the test as a method for validation
was investigated. It has been found that the final dimensions of the test do provide
a good indication of the original state of the material and its properties under high
strain rates. However, only the central deflection was investigated in this work.
This single metric proves useful due to the simplicity of measurement, but as was
Chapter 7. Conclusion 165
found in the Taylor test for more complex material models, as many independent
metrics as possible are required in order to validate many parameters. Central
deflection alone, only allows the validation of a single parameter. It would be
more useful perhaps to make a comparison of the entire slope of the deforming
plate. Care would need to be taken to make an accurate comparison between
two surfaces which are dissimilar to some degree. For example, the differencing
method used to compare the two surfaces in this work is unlikely to work well,
since the difference is taken between the two closest adjacent nodes irrespective of
radial location. Further study will be required in order to determine an accurate
method of comparison between the simulated and actual deforming surface. Once
this has been achieved, it would be possible to estimate the strain rate throughout
the plate, both from the simulation and from the recorded data, and potentially
provide a degree of error related to the rate of strain.
Moreover, the finite element model will require further investigation to ensure that
boundary conditions are capable of matching the real conditions. It is unlikely that
the clamp structure may be significantly improved upon since this would tend to
obstruct the view of the high speed cameras. It would be useful to measure the
deflection of the clamp in order to provide knowledge of the boundary conditions.
This will require a visible texture to be applied to the clamp structure and to
expand the view of the cameras. This may come at the cost of accuracy, since
a wide angle lens would be required and the resolution over the plate would be
reduced.
Finally, it would be of great interest to apply this method to a greater range of
materials which have been calibrated.
7.3 Taylor Test and Validation
The Taylor test was the driving motivation behind the work laid out in this thesis.
The test has been used previously for both attempted calibration and for validation
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of material models. However, there is much room for development of the test to
reveal more data and more accurate data for materials at high strain rates.
The samples under study here were only investigated up until the onset of frac-
ture. It is clear that characteristics of fracture may well be studied from this
test, since different fracture patterns are observable for different materials under
different conditions. For example, copper samples peeled back whereas stainless
steel formed small chips at the front edge. There are a number of available models
which attempt to define these fracture processes, and the Taylor test can provide
an interesting sample to attempt to match.
A number of materials were investigated which were not presented in this work.
These were mostly materials which had undergone processing which led to highly
anisotropic properties. Study of the Taylor test on materials which are anisotropic
is certainly possible, in particular on the Imperial College Taylor gun which allows
the sample to be photographed at multiple angles. Further work is required in
order to provide a texture on the surface of the samples which will allow the surface
deformation to be recorded. Conventional techniques have proven to be incapable
of achieving this, due to the extreme conditions of the test. Etching of the surface
may prove to work in this respect. However, without improved lighting conditions
and high speed camera sensitivity at the necessary shutter speeds, this may be
difficult to photograph. Furthermore, photographing the texture on an etched
sample is highly reliant upon the reflectivity of the material under study. This
technique may well work for copper, which appears bright under good lighting,
whereas tantalum tungsten is already quite dark. Darkening portions of tantalum
tungsten by etching may not particularly help for photography.
The accuracy of the Johnson Cook models which were calibrated for this work were
investigated by comparing the intermediate and final dimensions of the samples
under high rate compression. This allowed the model to be investigated at strain
rates 10 to 1000 greater in magnitude than were originally calibrated for. This
unfortunately led to the conclusion that the models were incapable of reproducing
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the stress strain response of the materials under study. This was in large part
due to the inability of the Johnson Cook model to accurately match the originally
recorded stress strain curves for calibration. Most preferably, the Taylor test would
reveal that a model which was thought to very accurately match the behaviour of
a material over the range it was calibrated for was either inaccurate or validated
at high strain rates. Hence, it would be of great interest to validate models which
are known to more accurately represent the material behaviour under varying
temperatures and rates of strain. In particular, the Zerilli Armstrong and the
Mechanical Threshold Stress models.
In one particular aspect, this work has provided an interesting avenue of research
to be undertaken. The hardness profiles of three samples were investigated and
have shown that it may be possible to use this as an indication of the actual state
of strain of the material within the sample. Whilst this will only ever provide the
final post test state, it has been shown to reveal the topography which is expected
from simulations and which has been alluded to in other works. To follow on from
this, it would be beneficial to undertake tests, such as nanoindentation which may
more accurately represent the state of the material and be less affected by variation
in the properties across the sample. It may well be possible to use the information
from this kind of test as another metric from which the Taylor test could be used
to calibrate a material model for higher strain rates. At the very least, the shape
of the profile of the central plane hardness has been shown to match reasonably
well with the estimated plastic strain from simulation.
7.4 Summary
The work for this thesis has provided a complete process of model calibration
and validation. A Split-Hopkinson bar apparatus was significantly modified and
operation software created to allow high and low temperature testing of metals at
high rates. A specialised gas gun apparatus for carrying out Taylor testing was
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designed and built to be used for further testing, along with a suite of methods and
software for carrying out the analysis. This includes being able to take accurate
measurements from high speed photography and the potential for 3D DIC to be
performed on the Taylor sample when sufficiently fast cameras are available.
Whilst the validation procedure has shown that the calibrated Johnson Cook
model did not accurately match the material behaviour, the methods described
herein may be used on more accurate models and to take more detailed measure-
ments. In addition, another test for validating material models under tensile strain
has been developed and may now be used in tandem with the Taylor test.
Finally, the measurement of the hardness profile has been extended to a quantifi-
able comparison between model data and the actual degree of plastic strain in the
sample. Further development of this procedure should allow a more stringent use
of the Taylor test in validating the material models without significantly increasing
the costs associated with the procedure.
Appendix A
Internal Ballistics Calculation
Script in MatLab
1 %Script to simulate interior ballistic projectile motion
2 %Simple isotropic expansion of light gas with no restriction between breech
3 %and barrel i.e. an ideal valve with no switching time. Friction , blow -by,
4 %standing wave reinforcment (Pidduck -Kent analysis) or any other influences
5 %which may be present are not taken into account.
6 %Velocities of projectiles
7 %0.3" dia , 2" long in a 2m barrel around 200ms -1 have been verified with
8 %actual tests.
9 %
10 %Alex Worley
11 %
12 %
13 %
14 %
15 clear
16
17 %Projectile Properties
18
19 %Input
20 %rhoP =16.94; %Density of projectile material in g.cm -3
21 rhoP= 16.5 %Density of projectile material in g.cm -3
22 %rhoP= 0.9167;
23 lP= 20; %Length of Projectile in mm
24 DP= 8; %Diameter of projectile in mm
25
26 %Calculated
27 rhoP=rhoP *1000; %Density of projectile material in kg.m-3
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28 lP=lP /1000; %Length in m
29 DP=DP /1000; %Diameter in m
30 Ab= pi()*(DP/2)^2; %Area of bore in m2
31 VP=Ab*lP; %Volume of projectile in m3
32 mP=VP*rhoP; %Mass of projectile in kg
33 %mP =0.030; %Set override mass in kg
34
35
36 %Breech Properties
37
38 %Input
39 %lB =10964; %Length of breech in mm
40 BP =10000000; %Breech pressure in Pa
41 PressureStart=BP;
42 R=8.314; %Universal gas constant in J/ mol K
43 M= 4; %Molar Mass of gas in g/mol
44
45 %Calculated
46 %lB=lB /1000; %Length of breech in m
47 %VB=lB*Ab; %Volume of breech considering area of bore=area of breech
48 BreechVol =0.0005; %Enter the volume of the breech
49 VB=BreechVol;
50 RHe=R/(M/1000); %Specific gas constant in J/ kg K
51 mHe=BP*VB/(RHe *300); %Mass of Helium
52
53
54 %Barrel Properties
55
56 %Input
57 lBarr =3; %Length of barrel in m
58 Pchamb =100000; %Chamber pressure in Pa
59
60
61 %Set Starting Conditions
62 x0=0;
63 v0=0;
64 Pc=BP;
65 i=0;
66 resolution =0.0000001;
67
68 tic; %Start Timer
69
70
71 %Time Step Iterations
72 while x0 <lBarr && i<0.5/ resolution
73 i=i+1; %Time Increment
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74 Fc=Pc*Ab-Pchamb*Ab; %Force Balance
75 ac=Fc/mP; %Equation of Motion
76 v1=v0+ac*resolution;
77 x1=x0+v0*resolution;
78 dx=x1-x0;
79 F(i)=Fc; %Record Conditions in Column Matrix
80 a(i)=ac;
81 t(i)=i*resolution -resolution;
82 v(i)=v1;
83 x(i)=x1;
84 P(i)=Pc;
85 VB=VB+dx*Ab; %Calculate and set new initial Conditions
86 Pc=RHe*mHe *300/VB;
87 V(i)=VB;
88 v0=v1;
89 x0=x1;
90 end
91
92 toc %Stop timer
93
94
95 %Plot Functions
96
97 %Plot Velocity
98 subplot (2,3,1);
99 plot(x,v,’b’,’linewidth ’ ,2)
100 title(’Velocity of Projectile ’)
101 xlabel(’Barrel Position / m’)
102 ylabel(’Velocity of Projectile / ms -1’)
103 subplot (2,3,4);
104 plot(t,v,’b’,’linewidth ’ ,2)
105 xlabel(’Time / s’)
106 ylabel(’Velocity of Projectile / ms -1’)
107 %Plot Pressure
108 subplot (2,3,2);
109 plot(x,P,’r’,’linewidth ’ ,2)
110 title(’Pressure Plot’)
111 xlabel(’Barrel Position of Projectile / m’)
112 ylabel(’Average Pressure in Breech / Pa’)
113 subplot (2,3,5);
114 plot(t,P,’r’,’linewidth ’ ,2)
115 xlabel(’Time / s’)
116 ylabel(’Average Pressure in Breech / Pa’)
117 %Plot Position
118 subplot (2,3,3);
119 plot(t,x,’r’,’linewidth ’ ,2)
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120 xlabel(’Time / s’)
121 ylabel(’Barrel Position of Projectile / m’)
122 %Plot Acceleration
123 subplot (2,3,6);
124 plot(t,a,’r’,’linewidth ’ ,2)
125 xlabel(’Time / s’)
126 ylabel(’Acceleration of Projectile / ms -2’)
127 str=[’The volume of the breech is ’,num2str(BreechVol),’ m3’];
128 disp(str);
129 str=[’The breech pressure is ’,num2str(PressureStart),’ Pa’];
130 disp(str);
131 str=[’The mass of the projectile is ’,num2str(mP),’ kg’];
132 disp(str);
133 str=[’The muzzle velocity is ’,num2str(v1),’ m/s’];
134 disp(str);
135 disp(’ ’);
Appendix B
High Speed Images From Taylor
Tests Carried Out at Imperial
College
This Appendix contains the time series image sets from Taylor tests carried out
on Hard C101 Copper and 316L Stainless Steel at Imperial College.
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Figure B.1: High Speed Photography from First Impact through Deformation
to Release of an OFHC Projectile at 190 ms−1
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