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SUMMARY
Bayesian geoacoustic inversion problems are conventionally solved by Markov chain
Monte Carlo methods or its variants, which are computationally expensive. This paper
extends the classic Bayesian geoacoustic inversion framework using the mixture density
network (MDN), which provides a much more efficient way to solve geoacoustic inver-
sion problems in Bayesian inference framework. Some important geoacoustic statistics
of Bayesian geoacoustic inversion are derived from the multidimensional posterior prob-
ability density (PPD) using the MDN theory. These statistics make it convenient to train
the network directly on the whole parameter space and get the multidimensional PPD
of model parameters. The network is trained on a simulated dataset of surface-wave dis-
persion curves with shear-wave velocities as labels. The results show that the network
gives reliable predictions and has good generalization performance on unseen data. Once
trained, the network can rapidly (within seconds) give a fully probabilistic solution which
is comparable to Monte Carlo methods. It provides an promissing approach for real-time
inversion.
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ar
X
iv
:2
00
8.
07
90
2v
1 
 [s
tat
.M
L]
  1
8 A
ug
 20
20
2 Wu et al
1 INTRODUCTION
Geoacoustic inversion focuses on the reconstruction of unknown geoacoustic model parameters (such
as wave speed, density, attenuation and layer thickness, etc.), which can not be directly observed,
from a set of observations. It is a challenging and representative inverse problem because of its highly
nonlinearity and non-uniqueness and has drawn a great deal of attention in seismic and underwater
acoustics communities. Some researchers use linearized inversions to approximate the nonlinear rela-
tion between the model and the observations by a linearized relation (Tarantola & Valette 1982; Caiti
et al. 1994; Zhdanov 2002; Bensen et al. 2009; Dong et al. 2010). They apply regularization techniques
to deal with the ill-conditioning problem and seek an approximate solution which can minimize the
misfit using optimization algorithms. Some other researchers use metaheuristic algorithms, such as
genetic algorithms (Gerstoft 1994a; Heard et al. 1998), simulated annealing algorithms (Collins et al.
1992; Dosso et al. 1993; Gerstoft & Michalopoulou 2000) and hybrid inversion algorithms (Gerstoft
1995; Musil et al. 1999; Dosso et al. 2001), to search the model space and approximate the global opti-
mal solutions. These nonlinear optimization methods provide better capability in searching the global
optimization model that fit the observations best than linearized inversions. However, the lack of quan-
titative uncertainty estimates limits the understanding of the solutions especially when the solution of
the data is non-unique.
Bayesian inference provides a probabilistic framework to quantify parameter uncertainties for in-
version problems. In a Bayesian formulation, the general solution to an inversion problem is expressed
as the posterior probability density (PPD) of the model parameters given the observed data. The model
parameter estimates and uncertainties can be characterized by the moments of the multidimensional
PPD, such as the optimal model estimates (e.g., the posterior mean model, the maximum a posteriori
(MAP) model), marginal probability density function (PDF) of the model parameter and the inter-
parameter relationships (covariance matrix). Bayesian inversion has been applied to solve geoacoustic
inverse problem since the 1990s (Gerstoft 1994b; Mosegaard & Tarantola 1995) and widely used dur-
ing the past two decades (e.g., Dosso 2002; Dosso & Wilmut 2006; Bodin & Sambridge 2009; Dong
& Dosso 2011; Dosso & Dettmer 2011; Steininger et al. 2014; Galetti et al. 2017; Zhang et al. 2018).
In Bayesian inversion, how to efficiently obtain the asymptotically unbiased samples from the PPD
is a key issue. In most publications, sampling based methods, such as Markov-chain Monte Carlo al-
gorithms and its variants, are normally used to sample from the PPD. However, the sampling based
methods are computationally intensive methods and the computational cost is extremely high.
The mixture density network (MDN) is a type of neural network which combine conventional
neural networks with a mixture density model (Bishop 1994). Different from conventional neural
networks, the MDN provides full statical properties of the solution and is suitable to solve problems
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involving the prediction of continuous variables such as inverse problems. The MDN was developed
by Bishop (1994) and applied to a surface wave inversion problem to model the PPD of Moho depth
by Meier et al. (2007a). Later, Meier et al. (2007b) applied the MDN to invert the 1D marginal PDFs of
global crustal parameters. Thereafter, the MDN was applied to nonlinear inverse problems in different
fields. Shahraeeni et al. (2012) extended the MDN to perform petrophysical inversion on seismic data.
Wit et al. (2013; 2014) performed Bayesian inference of radial Earth structure using the MDN and
obtained 1D marginal PDFs of individual Earth parameters. Earp et al. (2019) applied the MDN to
surface wave tomography and presented 1D marginal PDF of subsurface shear-wave velocity for each
layer. Cao et al. (2020) applied similarly approach with Earp et al. (2019) but using ambient seismic
noise. Then the obtained 1D marginal PDFs are used to reconstructed a 3D seismic velocity model.
These inversion approaches using the MDN are performed under the framework of Bayesian in-
ference. The difference between the traditional Bayesian inversions using sampling based methods
and the inversions using the MDN is that sampling based methods try to generate a set of samples
from the PPD while the MDN methods directly generate the PPD. Once trained, the MDN normally
provides the PPD in seconds, making it a much more time and memory efficient method.
In the previously published applications of the MDN in inverse problems, most researchers per-
formed the MDN on individual model parameters and obtained 1D marginal PDFs (Meier et al.
2007a,b; Wit et al. 2013, 2014; Earp et al. 2019; Cao et al. 2020). Only very few researchers addressed
the 2D joint PDFs of model parameters (Shahraeeni et al. 2012). In this paper, we propose to treat a
set of model parameters as a whole and perform Bayesian inversion using the MDN (MDN inversion)
on it, considering that these parameters work together to give an observation in the forward model. In
this way we do not need to train individual networks for individual parameters, which would be mul-
tifarious when there are many parameters in the model (such as in Earp et al. (2019), there might be
a number of layers). Further, we have derived the statistics based on the multidimensional PPD theo-
retically and help to improve the understanding of the statistical properties of the Bayesian PPD using
the MDN theory. The perspective of the discussion in this paper is limited to geoacoustic inversion
although the derivation and the conclusion might be general.
The paper is organized as follows: First, we summarize the basic theory of Bayesian inference and
the MDN, and derive the geoacoustic statistics based on the theory. Then we describe the procedure
of the MDN inversion, including the preparation of the training set, regularization, network design
and training. Later, the evaluation of the network on test set and the results of two synthetic cases are
presented. Finally, we summarize the work and draw some conclusions.
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2 THEORY
2.1 Bayesian inference
Let m denotes the c-dimensional vector of model parameters with entries mi and d denotes the N -
dimensional vector of the observations with entries di. According to Bayes’ theorem, the posterior
probability can be written as
P (m|d) = P (d|m)P (m)
P (d)
. (1)
P (m|d) denotes the conditional PDF of parameters m given observations d and is known as the
PPD. P (m) denotes the prior PDF which represents the estimate of the probability of m independent
of observations d. P (d) is the PDF of observations d and can normally be treated as a constant.
P (d|m) denotes conditional PDF of observations d given parameters m. When the observations d is
fixed, it can be interpreted as the likelihood function and generally be written as
L(m) = P (d|m) ∝ exp[−E(m)], (2)
whereE(m) denotes the misfit function. Some researchers have derived several forms ofE(m) under
some appropriate assumptions of the distribution of observation errors (Dosso 2002; Dosso & Dettmer
2011; Dong & Dosso 2011). If Equation 2 is substituted back into Equation 1, Equation 1 can be
rewritten as
P (m|d) = kP (m)exp[−E(m)], (3)
where k is a normalisation constant. Taking the logarithm of both sides leads to an expression of the
misfit function
E(m) = −logP (m|d) + log[kP (m)], (4)
where log is the natural logarithm.
The multidimensional PPD is considered as a general solution to Bayesian inversion. Based on
the PPD, some important statistics, such as the MAP model, mean model, marginal PDFs and model
covariance matrix (Dosso & Dettmer 2011), can be defined as
mˆ = argmax
m
P (m|d), (5)
m =
∫
mP (m|d)dm, (6)
P (mi|d) =
∫
δ(mi −m′i)P (m′|d)dm′, (7)
P (mi,mj |d) =
∫
δ(mi −m′i)δ(mj −m′j)P (m′|d)dm′, (8)
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Cm =
∫
(m−m)(m−m)TP (m|d)dm, (9)
where δ denotes the Dirac delta function. Note that
∫
means integrating over the entire parameter
space. Inter-parameter relationships can be computed in a normalized form as
Rij = Cmij/
√
CmiiCmjj . (10)
Generally speaking, analytical solutions to Equations 5-9 are not available for nonlinear inverse prob-
lems.
2.2 Mixture density network
Assume that we have a data set D = {(di,mi) : i = 1, ..., ND}, where ND is the number of samples,
di and mi is the observation vector and the corresponding model parameter vector in the ith sample,
respectively. A neural network can be trained to learn the underlying transformation function between
input and output spaces. For the data set D, if we take m as the input and d as the output, the neural
network learns a forward problem. Conversely, it learns an inverse problem. The central goal of the
learning is that when fed a new input, the neural network can provide an appropriate prediction as an
output.
For nonlinear inverse problems involving non-unique solutions and prediction of continuous vari-
ables, conventional neural networks have limited capability to give adequate statistical information
about the solution, while the MDN overcomes this limitation and supply us a framework which has
the flexibility to model arbitrary probability distributions (Bishop 1994; Meier et al. 2007a). The basic
idea of the MDN is to model the PPD using a linear combination of Gaussian kernel functions as
P (m|d) =
M∑
l=1
αl(d)φl(m|d), (11)
where α(d) denotes the mixing coefficients representing the relative importance of each kernel, M
denotes the number of Gaussian kernels used in the mixture and φl(m|d) is the Gaussian kernel
function with the form
φl(m|d) = 1
(2pi)c/2σl(d)c
exp{−‖m− µl(d)‖
2
2σl(d)2
}. (12)
Equation 12 is a multivariate normal distribution of m, in which µl(d) is the mean, representing the
center of the lth kernel and σl(d) is the common variance. More generally the common variance can
be replaced by a full covariance matrix, leading to a more complex form of Equation 12. However, it
is not necessary because such a model with the simplified kernels (Equation 11) has the potential to
approximate any PDF to arbitrary accuracy (McLachlan & Basford 1988).
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Additionally, according to Bishop (1994), the mixing coefficients are required to satisfy to con-
straint
M∑
l=1
αl(d) = 1. (13)
Not that αl(d) and σl(d) is a function of d, and µl(d) is a vector function of d with the same
dimensionality c as m. The M sets of parameters αl(d), σl(d) and µl(d) fully defined the model
and can be used to approximate any possible PPD with a sufficient number of kernels. Therefore, a
MDN takes these parameters as its output. Once fed an input di, the trained MDN outputs M sets of
parameters with a total number of M(c+ 2).
During the training of the MDN on the data setD, the parameters of the network are tuned in order
to find the parameters which best fit the training data. The maximum likelihood principle is usually
adopted. Equation 2 indicates that maximizing the likelihood L(m) equals to minimizing the misfit
function E(m). In the expression of the misfit function (Equation 4), P (m) is prior and independent
of the observations and k is a constant, making the last term log [kP (m)] a constant factor in the
training process. Therefore, we can define a loss (or cost) function Loss which quantifies how well
the network fits the training data as
Loss =− logP (m|d)
=− log{
M∑
l=1
αl(d)φl(m|d)}.
(14)
Once we find the network parameters which minimize the loss function Loss, we can compute the
PPD which forms the solution of the inverse problem as a function of m using Equation 11.
2.3 Derivation of statistics
Suppose an appropriate designed MDN is trained now. Hence we can obtain a multidimensional PPD
with a formalism as Equation 11 as soon as new observations data d are fed to the network. Known
the multidimensional PPD, it is possible to compute the statistics in Equation 5-9 using numerical
approaches. However, we propose to derive these statistics further using the MDN theory and make
this process more efficient and straightforward.
2.3.1 The MAP model
The MAP model, defined in Equation 5, involves locating the global maximum in the multidimen-
sional parameter space. It is a nonlinear optimization problem and could be time-consuming when the
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dimensionality of m is large. From Equation 5, 11 and 12 we have
mˆ = argmax
m
P (m|d)
=
1
(2pi)c/2
argmax
m
{
M∑
l=1
αl(d)
σl(d)c
exp[−‖m− µl(d)‖
2
2σl(d)2
]}.
(15)
Note that the exponential term in Equation 15 is nonnegative and the maximum value of it is obtained
when m = µl(d). If M = 1, the solution is straightforward as m = µ1(d). If M > 1, it becomes
more complicated. Bishop (1994) provides a fast approximation under the assumption that the M
kernel functions are well separated from each other. The approximation to the MAP model is the
center of the lth kernel µl which satisfy
max
l
{ αl(d)
σl(d)c
}. (16)
It makes sense because when the kernel functions are well separated, the MAP model is dominated by
the kernel with the largest weight αl(d)/σl(d)c, considering the maximum value of the exponential
term in Equation 15 is 1 for all kernels.
2.3.2 The mean model
Substituting Equation 11 and 12 into Equation 6 leads to
m =
∫
m
M∑
l=1
αl(d)φl(m|d)dm
=
M∑
l=1
αl(d)
∫
mφl(m|d)dm.
(17)
Note that φl(m|d) is a multivariate normal distribution, whose mean value can be written as
µl(d) =
∫
mφl(m|d)dm. (18)
Using the relationship in Equation 18, Equation 17 can be simplified as
m =
M∑
l=1
αl(d)µl(d). (19)
It indicates that the mean model derived from the multidimensional PPD is the weighted average of
the centers of all the Gaussian kernels.
2.3.3 The marginal PDFs
1D and 2D marginal PDFs of model parameters are widely used by most researchers. If the output of
the MDN is a multidimensional PPD, 1D and 2D marginal PDFs can be derived from it. Substituting
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Equation 11 and 12 into Equation 7 leads to
P (mi|d) =
∫
δ(mi −m′i)P (m′|d)dm′
=
1
(2pi)c/2
∫
δ(mi −m′i)
M∑
l=1
αl
σcl
exp{−‖m
′ − µl‖2
2σ2l
}dm′
=
1
(2pi)c/2
M∑
l=1
αl
σcl
∫
δ(mi −m′i)exp{−
‖m′ − µl‖2
2σ2l
}dm′
=
1
(2pi)c/2
M∑
l=1
αl
σcl
Il(mi).
(20)
Note that the (d) is dropped from αl(d), σl(d) and µl(d) for simplification. The integral term Il(mi)
can be computed as
Il(mi) =
∫
δ(mi −m′i)exp{−
‖m′ − µl‖2
2σ2l
}dm′
=
∫
δ(mi −m′i)exp{−
1
2σ2l
[(m′1 − µl1)2 + (m′2 − µl2)2 + · · ·
+ (m′i − µli)2 + · · ·+ (m′c − µlc)2]}dm′1dm′2 · · · dm′i · · · dm′c
=
∫
exp{− 1
2σ2l
(m′1 − µl1)2}dm′1
∫
exp{− 1
2σ2l
(m′2 − µl2)2}dm′2 · · ·∫
δ(mi −m′i)exp{−
1
2σ2l
(m′i − µli)2}dm′i · · ·
∫
exp{− 1
2σ2l
(m′c − µlc)2}dm′c
=
√
2piσl ·
√
2piσl · · · exp{− 1
2σ2l
(mi − µli)2} · · ·
√
2piσl
=(2pi)(c−1)/2σc−1l exp{−
1
2σ2l
(mi − µli)2},
(21)
in which the relationship
∫
exp{− 1
2σ2l
(m′ − µli)2}dm′ =
√
2piσl is adopted. This relationship is
proved in APPENDIX A. Substituting Equation 21 back into Equation 20 we have
P (mi|d) = 1√
2pi
M∑
l=1
αl
σl
exp{− 1
2σ2l
(mi − µli)2}. (22)
The derivation for 2D joint marginal PDF is similar to 1D marginal PDF and is omitted. Similar
to 1D marginal PDF (Equation22), 2D joint marginal PDF can be computed as
P (mi,mj |d) =
∫
δ(mi −m′i)δ(mj −m′j)P (m′|d)dm′
=
1
2pi
M∑
l=1
αl
σ2l
exp{− 1
2σ2l
[(mi − µli)2 + (mj − µlj)2]}.
(23)
Based on Equation 22 and 23, the formulas to compute higher dimensional joint marginal PDFs
are straightforward. When the dimensionality reaches c, Equation 23 converges to Equation 11.
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2.3.4 The model covariance matrix
The diagonal elements of Cm (Equation 9) is computed as
Cmii =
∫
(mi −mi)2P (m|d)dm
=
1
(2pi)c/2
M∑
l=1
αl
σcl
∫
(mi −mi)2exp{−‖m− µl‖
2
2σ2l
}dm
=
1
(2pi)c/2
M∑
l=1
αl
σcl
∫
exp{− 1
2σ2l
(m1 − µl1)2}dm1
∫
exp{− 1
2σ2l
(m2 − µl2)2}dm2 · · ·∫
(mi −mi)2exp{− 1
2σ2l
(mi − µli)2}dmi · · ·
∫
exp{− 1
2σ2l
(mc − µlc)2}dmc
=
1
(2pi)c/2
M∑
l=1
αl
σcl
√
2piσl ·
√
2piσl · · ·
√
2piσl[(mi − µli)2 + σ2l ] · · ·
√
2piσl
=
M∑
l=1
αl[(mi − µli)2 + σ2l ],
(24)
in which the relationship
∫
(mi −mi)2exp{− 12σ2l (mi − µli)
2}dmi =
√
2piσl[(mi − µli)2 + σ2l ] is
adopted. This relationship is proved in APPENDIX B.
The off-diagonal elements of Cm (Equation 9) is computed as
Cmij =
∫
(mi −mi)(mj −mj)P (m|d)dm
=
1
(2pi)c/2
M∑
l=1
αl
σcl
∫
(mi −mi)(mj −mj)exp{−‖m− µl‖
2
2σ2l
}dm
=
1
(2pi)c/2
M∑
l=1
αl
σcl
∫
exp{− 1
2σ2l
(m1 − µl1)2}dm1
∫
exp{− 1
2σ2l
(m2 − µl2)2}dm2 · · ·∫
(mi −mi)exp{− 1
2σ2l
(mi − µli)2}dmi · · ·∫
(mj −mj)exp{− 1
2σ2l
(mj − µlj)2}dmj · · ·
∫
exp{− 1
2σ2l
(mc − µlc)2}dmc
=
1
(2pi)c/2
M∑
l=1
αl
σcl
√
2piσl ·
√
2piσl · · ·
√
2piσl(µli −mi) · · ·
√
2piσl(µlj −mj) · · ·
√
2piσl
=
M∑
l=1
αl(µli −mi)(µlj −mj).
(25)
Then the inter-parameter correlation matrix can be computed using Equation 10.
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Figure 1. Model parametrization. The deepest bottom layer is a semi-infinite layer. Note that layers with differ-
ent thickness do not keep the same scale for display purposes.
3 THE MDN INVERSION
In this section we perform the MDN inversion of shear-wave velocity profile of seabed from surface
wave dispersion curves. Surface wave measurements are usually recorded directly in an active source
survey (Dong & Dosso 2011) or reconstructed from passive collected ambient noise (Wu et al. 2019).
Surface wave dispersion curves can be extracted from these measurements and used to invert the shear-
wave velocity profile (Li et al. 2012). The method described here is general and can be easily applied
to other geoacoustic inverse problems.
3.1 Preparation of the training set
The training of machine learning algorithms relies on sufficient training data, especially for problems
with high complexity. However, only limited observational data or even no geophysical ground-truth
data are available in many geoacoustic problems. Hence, training the network on simulations is a good
alternative. The forward problem is solved using DISPER80 subroutines developed by Saito (1980).
3.1.1 Model parametrization
The shear-wave velocity profile is parametrized as a layered structure, which is shown in Figure 1. The
symbols ρ, vP , vS and h represent the density, longitudinal wave velocity, shear-wave velocity and
denpth of a layer. The water layer is colored in blue, and the seabed layers are colored in darksalmon.
The seabed is composed of 3 top layers with hi =30 m (i = 1, 2, 3), 6 middle layers with hi =75
m (i = 4, 9, · · · , 6) and 9 bottom layers with hi =250 m (i = 10, 2, · · · , 18). The first top layer is a
near-surface layer which is thought to be soft and unconsolidated with vS1 ∼ U(0.1 km/s, 0.5 km/s).
Galetti et al. (2017) found that DISPER80 produces unreliable result if a large velocity drop exists
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Figure 2. The shear-wave velocity density distribution.
between two consecutive layers with increasing depth in the model. Therefore, we define the constraint
on the velocity model as
vSi ∼ U(lbound, ubound), i = 2, 3, · · · , 18
lbound = max(0.8vSi−1, vS1)
ubound = min(1.4vSi−1, 2.5 km/s).
(26)
The constraint makes the shear-wave velocity of each layer at least 80 and at most 140 percent of the
upper consecutive layer. Also a hard bound (vs1, 2.5 km/s) is implied in the constraint. The constraint
excludes lots of unusual models in the real world. ρ and vP are computed using the empirical relations
(Castagna et al. 1985; Brocher 2005)
vP = 1.16vS + 1.36, (27)
and
ρ = 1.74v0.25P . (28)
10,000,000 model-samples are generated randomly and the shear-wave velocity density distribu-
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tion is shown in Figure 2. These samples are well distributed based on our definition and most possible
models in the real world are covered. Based on the definition of Equation 26, the velocity of a model
more likely tend to increase with depth because of the setting of the bounds. The hard upper bound
2.5 km/s stops the increasing, resulting in a high density zone on the right side of Figure 2. 10,000,000
corresponding phase-velocity dispersion curves (observations) are computed using the forward model
DISPER80. This procedure is fully paralleled using parallel computing technique. Thus we obtain a
data set D = {(di,mi) : i = 1, ..., ND} with ND = 10, 000, 000.
3.1.2 Uncertainties of the observations
The realistic measurements of phase-velocity dispersion curves are subject to uncertainties. We assume
that the uncertainties of the observations are independent, Gaussian-distributed random processes and
add synthetic noise to the simulated observations according to the probability density
ρ(d˜) =
1
(2pi)c/2 |CD|1/2
exp
{
−1
2
(
d− d˜
)T
C−1D
(
d− d˜
)}
, (29)
where d˜ denotes the noisy observations and CD denotes the diagonal data covariance matrix. The
diagonal elements σ2i of CD are defined as
σi = di, (30)
where  = 0.05 is used in this paper.
3.2 Regularization
The capacity of the MDN to approximate the nonlinear mapping of inverse problems relies on suffi-
cient flexibility of the network. In practice, we are prone to adding plenty of freedoms to the network
to make sure that it is sufficiently flexible to model the nonlinear mapping with little bias. However,
too great flexibility can result in the overfitting problem, which means that the network fits the training
set perfectly but show bad performance on new data. That’s why regularization is applied to constrain
the network.
Adding noise to the observations works like an implicit regularizer. It prevents the network from
learning small variations in the observations and makes the MDN less sensitive to variations within
uncertainties. Bishop (1994) and Meier et al. (2007a) shows that adding noise to the observations has
the same effect as using a regularized error function which involves a penalty term.
Besides, an early stopping approach is employed in this paper to prevent overfitting. The model is
evaluated on the validation set at regular checkpoints and the value of the loss function is compared
with the previously lowest one. The the value of the “winner” is updated after each comparison. If the
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input:
output:
(None, 21)
(None, 21)
dense: Dense
input:
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(None, 21)
(None, 500)
dense_1: Dense
input:
output:
(None, 500)
(None, 500)
dense_2: Dense
input:
output:
(None, 500)
(None, 500)
dense_3: Dense
input:
output:
(None, 500)
(None, 500)
dense_4: Dense
input:
output:
(None, 500)
(None, 648)
dense_5: Dense
input:
output:
(None, 500)
(None, 36)
dense_6: Dense
input:
output:
(None, 500)
(None, 36)
concatenate: Concatenate
input:
output:
[(None, 648), (None, 36), (None, 36)]
(None, 720)
Figure 3. Network structure. Dense layer is the regular deeply connected neural network layer.
value stops updating for a certain time, the training of the network is then interrupted and the latest
“winner” model is adopted.
3.3 Network design
A 7-layer MDN is designed for the inversion of shear-wave velocity problem, including an input layer,
an output layer and 5 dense layers (the 5th dense layer is composed of 3 branches). The basic shape
of the network is shown in Figure 3. The input layer takes the discretized points of the phase-velocity
dispersion curves as inputs. The dense 4, dense 5 and dense 6 layers respectively compute µs, σs
and αs of all kernels which fully define the multidimensional PPD. The last layer concatenates all
the outputs and performs as an output layer. Once trained, the statistics of shear-wave velocities for
all layers of the seabed can be extracted from a single MDN. Table 1 displays the distribution of
trainable parameters in the network. The total number of trainable parameters included in the network
is 1,123,220.
The ReLU activation function is used in the first 4 dense layers. µ is a location parameter which
14 Wu et al
Table 1. Network summary.
Layer (type) Param # Output shape Activation function
input 1 (InputLayer) 0 (None, 21) None
dense (Dense) 11000 (None, 500) ReLU
dense 1 (Dense) 250500 (None, 500) ReLU
dense 2 (Dense) 250500 (None, 500) ReLU
dense 3 (Dense) 250500 (None, 500) ReLU
dense 4 (Dense) 324648 (None, 648) None
dense 5 (Dense) 18036 (None, 36) Softmax
dense 6 (Dense) 18036 (None, 36) Modified ELU
concatenate (OutputLayer) 0 (None, 720) None
Total params: 1,123,220
Trainable params: 1,123,220
Non-trainable params: 0
denotes the center of a kernel. The output of dense 4 layer is directly used as µ and no activation
function is used. α is a mixing coefficient which should satisfy the constraint of Equation 13. Thus
the softmax activation function is used in dense 6 layer for the calculation of α. σ is a scale parameter
which denotes the variance of a kernel. A modified ELU activation function f(z) = ELU(1, z) + 1
(Brando Guillaumes 2017) is used in dense 5 layer. f(z) is smooth and positive everywhere (shown
in Figure 4) and is suitable for the activation of σ.
4 2 0 2 41
0
1
2
3
4
Figure 4. The modified ELU activation function.
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3.4 Network training
The network is trained on the data set D = {(di,mi) : i = 1, ..., ND} with 10,000,000 samples. The
data set is shuffled and split into a training set, a validation set and a test set with 9,800,000, 100,000
and 100,000 samples, respectively.
The network is trained on a server with a machine configuration as
- Operating system: Ubuntu 18.04.4 LTS
- CPU: Intel Xeon(R) E5-1620 v4 @ 3.50GHz × 8
- GPU: GeForce GTX 1080 Ti
- Memory: 64 GB
- GPU memory: 12 GB
- Hard disk: Samsung SSD 850 PRO 512 GB
The following programming tools and software libraries were used to implement the experiment.
- Python 3.7.7
- Tensorflow-GPU 1.13.1
- Keras 2.3.1
In this study it takes about 8.75 hours to run 1500 epochs of the training with batch size equals to
8192.
4 RESULTS
4.1 Network evaluation
The designed MDN is trained on the prepared training set and evaluated on the validation set during
the training process. The noise is added to the two sets based on Equation 29 to form a noisy training.
4.1.1 The loss function
Figure 5 compares the loss (Equation 14) of noiseless and noisy training. Note that early stopping
is not applied here for comparison purpose. Figure 5a shows that the validation loss of the noiseless
training can reach a minimum of around -75 at epoch=1067. However, the loss curve is oscillating at a
large scale during the training process, which indicates that the network is sensitive to slight changes
and may be overfitting the training set. Figure 5b shows a better convergence of the noisy training
compared with Figure 5a. The validation loss reaches a minimum of around -65 at epoch=705. A
small oscillation occurs at around epoch=1000 but it go back to convergence soon. The performance
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Figure 5. The loss as a function of epoch. (a) The loss of the training on noiseless data. (b) The loss of the
training on noisy data.
of the network is similar on the training set and validation set, indicating that overfitting does not
happen in the training.
4.1.2 The predictions versus true velocity models
We evaluate the trained networks on the test set. Random noise is added to the test set based on
Equation 29 to simulate the measurement errors in the real world. Since the test set is never seen by
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Figure 6. The predictions of noiseless training versus true velocity models.
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Figure 7. The predictions of noisy training versus true velocity models.
the networks during the training process, the performance of the networks on the test set is a good
indicator for generalization.
Figure 6 presents the predictions of noiseless training network versus the true velocity models.
The predictions (mean velocity model) are computed using Equation 19. Precise predictions should
fall on the diagonal lines of each subplot. Layers 2 to 10 show good generalization performance for
small true velocities with corresponding dots locating closely to the diagonal lines. For large true
velocities, layers 4 to 8 show worse generalization performance while layer 10 performs relatively
better. One possible reason is a lack of samples with large velocities in layers 4-8 in the training set (as
is shown in Figure 2). The performance becomes worse when the depth goes deeper (layers 12 to 18),
indicating larger uncertainties for deeper layers. It is because that the dispersion curve is less sensitive
to the velocity of deeper layer, making it harder to learn for the networks. The overall average loss of
the network on the test set is 95.32, which is much larger than the losses on the training and validation
set. It illustrates that the network performs badly when the observations are corrupted by noise.
Figure 7 presents the predictions of noisy training network versus the true velocity models. It
shows improved performance at every layer compared with Figure 6. The bad performance problem
for large true velocities in layers 4 to 8 (Figure 6) has been well solved. When the depth goes deeper
than 1 km (below layer 12), the uncertainty starts to increase gradually. The overall average loss of the
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Figure 8. The predictions of noisy training versus true velocity models.
network on the test set is -65.46, which is similar to the lowest losses on the training and validation
set. In general, the network trained on noisy data is more robust and generalizes better.
Note that the points off the diagonal line are not necessarily bad predictions because they may
represent other alternative solutions when non-unique solutions exist for the problem.
4.2 Synthetic cases
To illustrate how the predictions fit the true model and data, we take two synthetic cases for exam-
ple. The true shear-wave velocity models of the synthetic cases are shown Figure 8 with blue solid
lines. The corresponding dispersion curves are computed and displayed in Figure 9 with blue solid
lines. Noise is added to the dispersion curves using Equation 29 and the noisy dispersion curves are
displayed in Figure 9 with black dashed lines. The noisy dispersion curves are fed to the MDN and
the predictions are displayed in Figure 8. The mean prediction models are plotted in green dashed
lines and the MAP prediction models are plotted in red chain lines. The background color behind the
lines denotes the 1D PPD at each layer. The shade of the color indicates the probability (dark colors
represent higher probability). Note that the probability is normalized at each layer. The correspond-
ing dispersion curves of the mean and MAP models are also computed (using the forward model
DISPER80) and displayed in Figure 9 for comparison.
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Figure 9. The predictions of dispersion curves versus true dispersion curves.
Figure 8 shows that the predictions fit the true model well, especially at shallow layers. In Fig-
ure 8a, the mean prediction performs slightly better than the MAP prediction. The uncertainties of the
PPD encompass the true model at most layers, except for the third layer from bottom which is not very
well determined. It may be caused by the large error of the noisy dispersion data at low frequencies
(0.2 to 0.4 Hz), which is shown in Figure 9a. In Figure 8b, the MAP prediction performs slightly better
than the mean prediction, which is contrary to Figure 8a. That is because the existence of side lobes
of the PPD affects the values of the mean model and results in larger misfit, especially for deep layers.
The layer with depth from 1.0 to 1.3 km is not very well determined. One possible reason is the large
error of the noisy dispersion data at high frequencies (1.0 to 1.4 Hz), which is shown in Figure 9b.
Figure 9 shows that the MAP and mean dispersion data fit the true dispersion data very well,
except for some small anomalies caused by the large error of noisy data at some points. It indicates a
good generalization performance of the designed MDN.
5 CONCLUSION
We have presented a Bayesian geoacoustic inversion approach using the mixture density network
(MDN), which can provide probabilistic solutions to nonlinear inverse problems. Some important
geoacoustic statistics have been derived from the MDN theory, making it convenient to train the net-
work directly on the whole parameter space and get the multidimensional posterior probability density
of model parameters directly. The evaluation on the test data set indicates a good generalization per-
formance of the designed network trained using noisy data. The inversion results of synthetic cases
shows that the predictions of the MDN fit the true velocity model and true dispersion data well, al-
though some local layers may be influenced by large error in the noisy data.
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APPENDIX A:
This section proves the following integral formula∫
exp{− 1
2σ2l
(m′ − µli)2}dm′ =
√
2piσl, (A.1)
where σl and µl are considered to be constant. Note that
∫
means integrating over the entire parameter
space. For the convenience of calculation, we choose to compute the infinite integral as an estimation.
Since the value interval of the parameter usually covers [µl− 3σl, µl+3σl] in geoacoustic inversions,
the infinite integral would be a good estimation. First, we compute∫∫ ∞
−∞
exp{− (x2 + y2)}dxdy = ∫ 2pi
0
∫ ∞
0
exp{−r2}rdrdθ =
∫ 2pi
0
− 1
2
exp{−r2}
∣∣∣∣∞
0
dθ = pi.
(A.2)
On the other side, we have∫∫ ∞
−∞
exp{− (x2 + y2)}dxdy = ∫ ∞
−∞
exp{−x2}dx
∫ ∞
−∞
exp{−y2}dy =
(∫ ∞
−∞
exp{−x2}dx
)2
.
(A.3)
It leads to the fact that ∫ ∞
−∞
exp{−x2}dx = √pi. (A.4)
Taking y = m′ − µli, the left hand side (LHS) of Equation A.1 becomes
LHS =
∫ ∞
−∞
exp{− 1
2σ2l
y2}dy. (A.5)
Taking z = y/(
√
2σ) and using Equation A.4 we have∫ ∞
−∞
exp{− 1
2σ2l
y2}dy =
∫ ∞
−∞
exp{−z2}
√
2σldz =
√
2piσl. (A.6)
Another simple way to prove Equation A.1 is to use the conclusion that the integral of the standard
normal distribution equals to 1∫ ∞
−∞
1√
2piσl
exp{− 1
2σ2l
(m′ − µli)2}dm′ = 1, (A.7)
which directly leads to the result of Equation A.1.
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APPENDIX B:
This section proves the following integral formula∫
(mi −mi)2exp{− 1
2σ2l
(mi − µli)2}dmi =
√
2piσl[(mi − µli)2 + σ2l ], (B.1)
where σl, µli and mi are considered to be constant. The LHS of Equation B.1 can be expanded to
1√
2piσl
LHS =
∫
m2i
1√
2piσl
exp{− 1
2σ2l
(mi − µli)2}dmi−∫
2mimi
1√
2piσl
exp{− 1
2σ2l
(mi − µli)2}dmi+∫
m2i
1√
2piσl
exp{− 1
2σ2l
(mi − µli)2}dmi
=I1 − I2 + I3.
(B.2)
Using the integral property of standard normal distribution, we have
σ2l =
∫
(mi − µli)2 1√
2piσl
exp{− 1
2σ2l
(mi − µli)2}dmi
=
∫
m2i
1√
2piσl
exp{− 1
2σ2l
(mi − µli)2}dmi−∫
2µlimi
1√
2piσl
exp{− 1
2σ2l
(mi − µli)2}dmi+∫
µ2li
1√
2piσl
exp{− 1
2σ2l
(mi − µli)2}dmi
=I1 − 2µ2li + µ2li
=I1 − µ2li,
(B.3)
I2 =
∫
2mimi
1√
2piσl
exp{− 1
2σ2l
(mi − µli)2}dmi
=2miµli,
(B.4)
and
I3 =
∫
m2i
1√
2piσl
exp{− 1
2σ2l
(mi − µli)2}dmi
=m2i .
(B.5)
Substituting Equation B.3, B.4 and B.5 back into Equation B.2 leads to
LHS =
√
2piσl[(mi − µli)2 + σ2l ]. (B.6)
