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Abstract. In this paper, we generalize Spencer’s hyperbolic cosine algorithm to the matrix-valued
setting. We apply the proposed algorithm to several problems by analyzing its computational efficiency
under two special cases of matrices; one in which the matrices have a group structure and an other in
which they have rank-one. As an application of the former case, we present a deterministic algorithm
that, given the multiplication table of a finite group of size n, it constructs an expanding Cayley
graph of logarithmic degree in near-optimal O(n2 log3 n) time. For the latter case, we present a fast
deterministic algorithm for spectral sparsification of positive semi-definite matrices, which implies an
improved deterministic algorithm for spectral graph sparsification of dense graphs. In addition, we
give an elementary connection between spectral sparsification of positive semi-definite matrices and
element-wise matrix sparsification. As a consequence, we obtain improved element-wise sparsification
algorithms for diagonally dominant-like matrices.
1 Introduction
A non-trivial generalization of Chernoff bound type inequalities for matrix-valued random variables was
introduced by Ahlswede and Winter [2]. In parallel, Vershynin and Rudelson introduced similar matrix-
valued concentration inequalities using different machinery [30,31]. Following these two seminal papers,
many variants have been proposed in the literature [29]; see [42] for more. Such inequalities, similarly to their
real-valued ancestors, provide powerful tools to analyze probabilistic constructions and the performance of
randomized algorithms. There is a rapidly growing line of research exploiting the power of these inequalities
including new proofs of probabilistic constructions of expander graphs [3,24,26], matrix approximation by
element-wise sparsification [14], graph approximation via edge sparsification [38], analysis of algorithms for
matrix completion and decomposition of low rank matrices [29,25], semi-definite relaxation and rounding of
quadratic maximization problems [32].
In many settings, it is desirable to convert the above probabilistic proofs into efficient deterministic
procedures. That is, to derandomize the proofs. Wigderson and Xiao presented an efficient derandomization
of the matrix Chernoff bound by generalizing Raghavan’s method of pessimistic estimators to the matrix-
valued setting [44]. In this paper, we generalize Spencer’s hyperbolic cosine algorithm to the matrix-valued
setting [33]. In an earlier, preliminary version of our paper [45] the generalization of Spencer’s hyperbolic
cosine algorithm was also based on the method of pessimistic estimators. However, here we present a proof
which is based on a simple averaging argument. Next, we carefully analyze two special cases of matrices; one
in which the matrices have a group structure and the other in which they have rank-one. We apply our main
result to the following problems: deterministically constructing Alon-Roichman expanding Cayley graphs,
approximating graphs via edge sparsification and approximating matrices via element-wise sparsification.
The Alon-Roichman theorem asserts that Cayley graphs obtained by choosing a logarithmic number
of group elements independently and uniformly at random are expanders [3]. The original proof of Alon
and Roichman is based on Wigner’s trace method, whereas recent proofs rely on matrix-valued deviation
bounds [24]. Wigderson and Xiao’s derandomization of the matrix Chernoff bound implies a deterministic
O(n4 logn) time algorithm for constructing Alon-Roichman graphs. Independently, Arora and Kale gener-
alized the multiplicative weights update (MWU) method to the matrix-valued setting and, among other
interesting implications, they improved the running time to O(n3polylog (n)) [22]. Here we further improve
the running time to O(n2 log3 n) by exploiting the group structure of the problem. In addition, our algorithm
is combinatorial in the sense that it only requires counting the number of all closed (even) paths of size at
most O(log n) in Cayley graphs. All previous algorithms involve numerical matrix computations such as
eigenvalue decompositions and matrix exponentiation.
The second problem that we study is the graph sparsification problem. This problem poses the question
whether any dense graph can be approximated by a sparse graph under different notions of approxima-
tion. Given any undirected graph, the most well-studied notions of approximation by a sparse graph include
approximating, all pairwise distances up to an additive error [28], every cut to an arbitrarily small multi-
plicative error [8] and every eigenvalue of the difference of their Laplacian matrices to an arbitrarily small
relative error [37]; the resulting graphs are usually called graph spanners, cut sparsifiers and spectral spar-
sifiers, respectively. Given that the notion of spectral sparsification is stronger than cut sparsification, so
we focus on spectral sparsifiers. An efficient randomized algorithm to construct an (1+ ε)-spectral sparsifier
with O(n logn/ε2) edges was given in [38]. Furthermore, an (1 + ε)-spectral sparsifier with O(n/ε2) edges
can be computed in O(mn3/ε2) deterministic time [7]. The latter result is a direct corollary of the spectral
sparsification of positive semi-definite (psd) matrices problem as defined in [39]; see also [27] for more ap-
plications. Here we present a fast deterministic algorithm for spectral sparsification of psd matrices and, as
a consequence, we obtain an improved deterministic spectral graph sparsification algorithm for the case of
dense graphs.
The last problem that we analyze is the element-wise matrix sparsification problem. This problem was
first introduced by Achlioptas and McSherry in [1]. They described sampling-based algorithms that select a
small number of entries from an input matrix A, forming a sparse matrix A˜, which is close to A in the operator
norm sense. The motivation to study this problem lies on the need to speed up several matrix computations
including approximate eigenvector computations [1] and semi-definite programming solvers [4,13]. Recently,
there are many follow-up results on this problem [5,14]. To the best of our knowledge, all known algorithms
for this problem are randomized (see Table 1 of [14]). In this paper we present the first deterministic algorithm
and strong sparsification bounds for self-adjoint matrices that have an approximate diagonally dominant1
property. Diagonally dominant matrices arise in many applications such as the solution of certain elliptic
differential equations via the finite element method [11], several optimization problems in computer vision [23]
and computer graphics [21], to name a few.
Organization of the Paper. The paper is organized as follows. In § 2, we present the matrix hyperbolic cosine
algorithm (Algorithm 1). We apply the matrix hyperbolic cosine algorithm to derive improved deterministic
algorithms for the construction of Alon-Roichman expanding Cayley graphs in § 3, spectral sparsification of
psd matrices in § 4 and element-wise matrix sparsification in § 5. Due to space constraints, almost all proofs
have been deferred to the Appendix.
Our Results
The main contribution of this paper is a generalization of Spencer’s hyperbolic cosine algorithm to the
matrix-valued setting [33], [36, Lecture 4], see Algorithm 1. As mentioned in the introduction, our main
result has connections with a recent derandomization of matrix concentration inequalities [44]. We should
highlight a few advantages of our result compared to [44]. First, our construction does not rely on composing
two separate estimators (or potential functions) to achieve operator norm bounds and does not require
knowledge of the sampling probabilities of the matrix samples as in [44]. In addition, the algorithm of [44]
requires computations of matrix expectations with matrix exponentials which are computationally expensive,
see [44, Footnote 6, p. 63]. In this paper, we demostrate that overcoming these limitations leads to faster
and in some cases simpler algorithms.
Next, we demonstrate the usefulness of the main result by analyzing its computational efficiency under
two special cases of matrices. We begin by presenting the following result
Theorem 1 (Restatement of Theorem 5). There is a deterministic algorithm that, given the multipli-
cation table of a group G of size n, constructs an Alon-Roichman expanding Cayley graph of logarithmic
1 A self-adjoint matrix A of size n is called diagonally dominant if |Aii| ≥∑j 6=i |Aij | for every i ∈ [n].
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degree in O(n2 log3 n) time. Moreover, the algorithm performs only group algebra operations that correspond
to counting closed paths in Cayley graphs.
To the best of our knowledge, the above theorem improves the running time of all previously known deter-
ministic constructions of Alon-Roichman Cayley graphs [6,44,22]. Moreover, notice that the running time of
the above algorithm is optimal up-to poly-logarithmic factors since the size of the multiplication table of a
finite group of size n is O(n2).
In addition, we study the computational efficiency of the matrix hyperbolic cosine algorithm on the case
of matrix samples with rank-one. The motivation for studying this special setting is its connection with
problems such as graph approximation via edge sparsification as was shown in [7,39] and matrix approxima-
tion via element-wise sparsification as we will see later in this paper. The main result for this setting can be
summarized in the following theorem (see § 4), which improves the O(mn3/ε2) running time of [39] when,
say, m = Ω(n2) and ε is a constant.
Theorem 2. Suppose 0 < ε < 1 and A =
∑m
i=1 vi ⊗ vi are given, with column vectors vi ∈ Rn. Then there
are non-negative real weights {si}i≤m, at most ⌈n/ε2⌉ of which are non-zero, such that
(1− ε)3A  A˜  (1 + ε)3A,
where A˜ =
∑m
i=1 sivi ⊗ vi. Moreover, there is a deterministic algorithm which computes the weights si in2
O˜(mn2 log3 n/ε2 + n4 logn/ε4) time.
First, as we have already mentioned the graph sparsification problem can be reduced to spectral sparsification
of positive semi-definite matrix. Hence as a corollary of the above theorem (proof omitted, see [39] for details),
we obtain a fast deterministic algorithm for sparsifying dense graphs, which improves the currently best
known O(n5/ε2) running time for this problem.
Corollary 1. Given a weighted dense graph H = (V,E) on n vertices with positive weights and 0 <
ε < 1, there is a deterministic algorithm that returns an (1 + ε)-spectral sparsifier with O(n/ε2) edges
in O˜(n4 log n/ε2 max{log2 n, 1/ε2}) time.
Second, we give an elementary connection between element-wise matrix sparsification and spectral spar-
sification of psd matrices. A direct application of this connection implies strong sparsification bounds for
self-adjoint matrices that are close to being diagonally dominant. More precisely, we give two element-wise
sparsification algorithms for self-adjoint and diagonally dominant-like matrices; in its randomized and the
other in its derandomized version (see Table 1 of [14] for comparison). Here, for the sake of presentation, we
state our results for diagonally dominant matrices, although the results hold under a more general setting
(see § 5 for details).
Theorem 3. Let A be any self-adjoint and diagonally dominant matrix of size n and 0 < ε < 1. Assume
for normalization that ‖A‖ = 1.
(a) There is a randomized linear time algorithm that outputs a matrix A˜ ∈ Rn×n with at most O(n logn/ε2)
non-zero entries such that, with probability at least 1− 1/n,
∥∥∥A− A˜∥∥∥ ≤ ε.
(b) There is a deterministic O˜(ε−2nnz (A)n2 lognmax{log2 n, 1/ε2}) time algorithm that outputs a matrix
A˜ ∈ Rn×n with at most O(n/ε2) non-zero entries such that
∥∥∥A− A˜∥∥∥ ≤ ε.
Preliminaries. The next discussion reviews several definitions and facts from linear algebra; for more details,
see [9]. By [n] to be the set {1, 2, . . . , n}. We denote by Sn×n the set of symmetric matrices of size n.
Let x ∈ Rn, we denote by diag (x) the diagonal matrix containing x1, x2, . . . , xn. For a square matrix
M , we also write diag (M) to denote the diagonal matrix that contains the diagonal entries of M . Let
A be an m × n matrix. A(j) will denote the j-th column of A and A(i) the i-th row of A. We denote
2 The O˜(·) notation hides log log n and log log(1/ε) factors throughout the paper.
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‖A‖ = max{‖Ax‖ | ‖x‖ = 1}, ‖A‖∞ = maxi∈[m]
∑
j∈[n] |Aij | and by ‖A‖F =
√∑
i,j A
2
ij the Frobenius
norm of A. Also sr (A) := ‖A‖2F / ‖A‖2 is the stable rank of A and by nnz (A) the number of its non-zero
entries. The trace of a square matrix B is denoted as tr (B). We write Jn for the all-ones square matrices of
size n. For two self-adjoint matrices X,Y , we say that Y  X if and only if Y −X is a positive semi-definite
(psd) matrix. Let x ∈ Rn, then x⊗x is the n×n matrix such that (x⊗x)i,j = xixj . Given any matrix A, its
dilation is defined as D (A) =
[
0 A
A⊤ 0
]
. It is easy to see that λmax(D (A)) = ‖A‖, see e.g. [40, Theorem 4.2].
Functions of Matrices. Here we review some basic facts about the matrix exponential and the hyperbolic
cosine function, for more details see [19]. All proofs of this section have been deferred to the appendix. The
matrix exponential of a self-adjoint matrix A is defined as exp [A] = I +
∑∞
k=1
Ak
k! . Let A = QΛQ
⊤ be the
eigendecomposition of A. It is easy to see that exp [A] = Qexp [Λ]Q⊤. For any real square matrices A and
B of the same size that commute, i.e., AB = BA, we have that exp [A+B] = exp [A] exp [B]. In general,
when A and B do not commute, the following estimate is known for self-adjoint matrices.
Lemma 1. [16,41] For any self-adjoint matrices A and B, tr (exp [A+B]) ≤ tr (exp [A] exp [B]).
We will also need the following fact about matrix exponential for rank one matrices.
Lemma 2. Let x be a non-zero vector in Rn. Then exp [x⊗ x] = In+ e‖x‖
2−1
‖x‖2 x⊗x. Similarly, exp [−x⊗ x] =
In − 1−e−‖x‖
2
‖x‖2 x⊗ x.
Let us define the matrix hyperbolic cosine function of a self-adjoint matrix A as cosh [A] := (exp [A] +
exp [−A])/2. Next, we state a few properties of the matrix hyperbolic cosine.
Lemma 3. Let A be a self-adjoint matrix. Then tr (exp [D (A)]) = 2tr (cosh [A]).
Lemma 4. Let A be a self-adjoint matrix and P be a projector matrix that commutes with A, i.e., PA = AP .
Then cosh [PA] = Pcosh [A] + I− P .
Lemma 5. [43, Lemma 2.2] For any positive semi-definite self-adjoint matrix A of size n and any two
self-adjoint matrices B,C of size n, B  C implies tr (AB) ≤ tr (AC).
2 Balancing Matrices: a matrix hyperbolic cosine algorithm
We briefly describe Spencer’s balancing vectors game and then generalize it to the matrix-valued setting [36,
Lecture 4]. Let a two-player perfect information game between Alice and Bob. The game consists of n
rounds. On the i-th round, Alice sends a vector vi with ‖vi‖∞ ≤ 1 to Bob, and Bob has to decide on a sign
si ∈ {±1} knowing only his previous choices of signs and {vk}k<i. At the end of the game, Bob pays Alice
‖∑ni=1 sivi‖∞. We call the latter quantity, the value of the game.
It has been shown in [35] that, in the above limited online variant, Spencer’s six standard deviations
bound [34] does not hold and the best value that we can hope for is Ω(
√
n lnn). Such a bound is easy to
obtain by picking the signs {si} uniformly at random. Indeed, a direct application of Azuma’s inequality to
each coordinate of the random vector
∑n
i=1 sivi together with a union bound over all the coordinates gives
a bound of O(
√
n lnn).
Now, we generalize the balancing vectors game to the matrix-valued setting. That is, Alice now sends
to Bob a sequence {Mi} of self-adjoint matrices of size n with3 ‖Mi‖ ≤ 1, and Bob has to pick a sequence
of signs {si} so that, at the end of the game, the quantity ‖
∑n
i=1 siMi‖ is as small as possible. Notice that
the balancing vectors game is a restriction of the balancing matrices game in which Alice is allowed to send
only diagonal matrices with entries bounded in absolute value by one. Similarly to the balancing vectors
game, using matrix-valued concentration inequalities, one can prove that Bob has a randomized strategy
that achieves at most O(√n lnn) w.p. at least 1/2. Indeed,
3 A curious reader may ask him/her-self why the operator norm is the right choice. It turns out the the operator
norm is the correct matrix-norm analog of the ℓ∞ vector-norm, viewed as the infinity Schatten norm on the space
of matrices.
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Lemma 6. Let Mi ∈ Sn×n, ‖Mi‖ ≤ 1, 1 ≤ i ≤ n. Pick s∗i ∈ {±1} uniformly at random for every i ∈ [n].
Then ‖∑ni=1 s∗iMi‖ = O(√n lnn) w.p. at least 1/2.
Now, let’s assume that Bob wants to achieve the above probabilistic guarantees using a deterministic strat-
egy. Is it possible? We answer this question in the affirmative by generalizing Spencer’s hyperbolic cosine
algorithm (and its proof) to the matrix-valued setting. We call the resulting algorithm matrix hyperbolic
cosine (Algorithm 1). It is clear that this simple greedy algorithm implies a deterministic strategy for Bob
that achieves the probabilistic guarantees of Lemma 6 (set fj ∼ sjMj, t = n and ε = O(
√
lnn/n) and notice
that γ, ρ2 are at most one).
Algorithm 1 requires an extra assumption on its random matrices compared to Spencer’s original al-
gorithm. That is, we assume that our random matrices have uniformly bounded their “matrix variance”,
denoted by ρ2. This requirement is motivated by the fact that in the applications that are studied in this
paper such an assumption translates bounds that depend quadratically on the matrix dimensions to bounds
that depend linearly on the dimensions.
We will need the following technical lemma for proving the main result of this section, which is a Bernstein
type argument generalized to the matrix-valued setting [42].
Lemma 7. Let f : [m]→ Sn×n with ‖f(i)‖ ≤ γ for all i ∈ [m]. LetX be a random variable over [m] such that
E f(X) = 0 and
∥∥E f(X)2∥∥ ≤ ρ2. Then, for any θ > 0, ‖E[exp [D (θf(X))]]‖ ≤ exp (ρ2(eθγ − 1− θγ)/γ2) .
In particular, for any 0 < ε < 1, setting θ = ε/γ implies that E[exp [D (εf(X)/γ)]]  eε2ρ2/γ2I2n.
Now we are ready to prove the correctness of the matrix hyperbolic cosine algorithm.
Algorithm 1 Matrix Hyperbolic Cosine
1: procedure Matrix-Hyperbolic({fj}, ε, t) ⊲ fj : [m]→ Sn×n as in Theorem 4, 0 < ε < 1.
2: Set θ = ε/γ
3: for i = 1 to t do
4: Compute x∗i ∈ [m]: x∗i = arg mink∈[m] tr
(
cosh
[
θ
∑i−1
j=1 fj(x
∗
j ) + θfi(k)
])
5: end for
6: Output: t indices x∗1, x
∗
2, . . . , x
∗
t such that
∥∥∥ 1t ∑tj=1 fj(x∗j )
∥∥∥ ≤ γ ln(2n)tε + ερ2γ
7: end procedure
Theorem 4. Let fj : [m]→ Sn×n with ‖fj(i)‖ ≤ γ for all i ∈ [m] and j = 1, 2, . . .. Suppose that there exists
independent random variables X1, X2, . . . over [m] such that E fj(Xj) = 0 and
∥∥E fj(Xj)2∥∥ ≤ ρ2. Algorithm 1
with input {fj}, ε, t outputs a set of indices {x∗j}j∈[t] over [m] such that
∥∥∥ 1t ∑tj=1 fj(x∗j )∥∥∥ ≤ γ ln(2n)tε + ερ2γ .
We conclude with an open question related to Spencer’s six standard deviation bound [34]. Does Spencer’s
six standard deviation bound holds under the matrix setting? More formally, given any sequence of n self-
adjoint matrices {Mi} with ‖Mi‖ ≤ 1, does there exist a set of signs {si} so that ‖
∑n
i=1 siMi‖ = O(
√
n)?
3 Alon-Roichman Expanding Cayley Graphs
We start by describing expander graphs. Given a connected undirected d-regular graph H = (V,E) on n
vertices, let A be its adjacency matrix, i.e., Aij = wij where wij is the number of edges between vertices i
and j. Moreover, let Â = 1dA be its normalized adjacency matrix. We allow self-loops and multiple edges.
Let λ1(Â), . . . , λn(Â) be its eigenvalues in decreasing order. We have that λ1(Â) = 1 with corresponding
eigenvector 1/
√
n, where 1 is the all-one vector. The graph H is called a spectral expander if λ(Â) :=
max2≤j{|λj(Â)|} ≤ ε for some positive constant ε < 1.
Denote by mk = mk(H) := tr
(
Ak
)
. By definition, mk is equal to the number of self-returning walks
of length k of the graph H . A graph-spectrum-based invariant, recently proposed by Estrada is defined as
EE(A) := tr (exp [A]) [15], which also equals to
∑∞
k=0mk/k!. For θ > 0, we define the even θ-Estrada index
by EEeven(A, θ) :=
∑∞
k=0m2k(θA)/(2k)!.
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Now let G be any finite group of order n with identity element id. Let S be a multi-set of elements
of G, we denote by S ⊔ S−1 the symmetric closure of S, namely the number of occurrences of s and s−1
in S ⊔ S−1 equals the number of occurrences of s ∈ S. Let R be the right regular representation4, i.e.,
(R(g1)φ)(g2) = φ(g1g2) for every φ : G → R and g1, g2 ∈ G. The Cayley graph Cay (G;S) on a group G
with respect to the mutli-set S ⊂ G is the graph whose vertex set is G, and where g1 and g2 are connected
by an edge if there exists s ∈ S such that g2 = g1s (allowing multiple edges for multiple elements in S). In
this section we prove the correctness of the following greedy algorithm for constructing expanding Cayley
graphs.
Theorem 5. Algorithm 2, given the multiplication table of a finite group G of size n and 0 < ε < 1, outputs
a (symmetric) multi-set S ⊂ G of size O(log n/ε2) such that λ(Cay (G;S)) ≤ ε in O(n2 log3 n/ε3) time.
Moreover, the algorithm performs only group algebra operations that correspond to counting closed paths in
Cayley graphs.
Algorithm 2 Expander Cayley Graph via even Estrada Index Minimization
1: procedure GreedyEstradaMin(G, ε) ⊲ Multiplication table of G, 0 < ε < 1
2: Set S(0) = ∅ and t = O(log n/ε2)
3: for i = 1, . . . t do
4: Let g∗ ∈ G that (approximately) min. the even ε/2-Estrada index of Cay
(
G;S(i−1) ∪ g ∪ g−1
)
over all
g ∈ G ⊲ Use Lemma 9
5: Set S(i) = S(i−1) ∪ g∗ ∪ g−1∗
6: end for
7: Output: A multi-set S := S(t) of size 2t such that λ(Cay (G;S)) ≤ ε
8: end procedure
Let Â be the normalized adjacency matrix of Cay
(
G;S ⊔ S−1) for some S ⊂ G. It is not hard to see that Â =
1
2|S|
∑
s∈S (R(s) +R(s
−1)). We want to bound λ(A). Notice that λ(A) = ‖(I− J/n)A‖. Since we want to ana-
lyze the second-largest eigenvalue (in absolute value), we consider (I−J/n)A = 1|S|
∑
s∈S (R(s) +R(s
−1))/2−
J/n. Based on the above calculation, we define our matrix-valued function as
f(g) := (R(g) +R(g−1))/2 − J/n (1)
for every g ∈ G. The following lemma connects the potential function that is used in Theorem 4 and the
even Estrada index.
Lemma 8. Let S ⊂ G and A be the adjacency matrix of Cay (G;S ⊔ S−1). For any θ > 0, tr (cosh [θ∑s∈S f(s)]) =
EEeven(A, θ/2) + 1− cosh(θ|S|).
The following lemma indicates that it is possible to efficiently compute the (even) Estrada index for Cayley
graphs with small generating set.
Lemma 9. Let S ⊂ G, θ, δ > 0, and A be the adjacency matrix of Cay (G;S). There is an algorithm that,
given S, computes an additive δ approximation to EE(θA) or EEeven(A, θ) in O(n|S|max{log(n/δ), 2e2|S|θ})
time.
Proof. (of Theorem 5) By Lemma 8, minimizing the even ε/2-Estrada index in the i-th iteration is equivalent
to minimizing tr
(
cosh
[
θ
∑
s∈S(i−1) f(s) + θf(g)
])
over all g ∈ G with θ = ε. Notice that f(g) ∈ Sn×n for
g ∈ G, Eg∈RG f(g) = 0n since
∑
g∈GR(g) = J. It is easy to see that ‖f(g)‖ ≤ 2 and moreover a calculation
implies that
∥∥Eg∈RG f(g)2∥∥ ≤ 2 as well. Theorem 4 implies that we get a multi-set S of size t such that
λ(Cay
(
G;S ⊔ S−1)) = ∥∥∥ 1|S|∑s∈S f(s)∥∥∥ ≤ ε. The moreover part follows from Lemma 9 with δ = eε2nc for
a sufficient large constant c > 0. Indeed, in total we incur (following the proof of Theorem 4) at most an
additive ln(δneε
2t)/ε error which is bounded by ε.
4 In other words, represent each group algebra element with a permutation matrix of size n that preserves the group
structure. This is always possible due to Cayley’s theorem.
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4 Fast Isotropic Sparsification and Spectral Sparsification
Let A be an m × n matrix with m ≫ n whose columns are in isotropic position, i.e., A⊤A = In. For
0 < ε < 1, consider the problem of finding a small subset of (rescaled) rows of A forming a matrix A˜ such
that
∥∥∥A˜⊤A˜− I∥∥∥ ≤ ε. The matrix Bernstein inequality (see [42]) tells us that there exists such a set with size
O(n logn/ε2). Indeed, set f(i) = A(i) ⊗A(i)/pi − In where pi =
∥∥A(i)∥∥2 / ‖A‖2F. A calculation shows that γ
and ρ2 are O(n). Moreover, Algorithm 1 implies an O(mn4 logn/ε2) time algorithm for finding such a set.
The running time of Algorithm 1 for rank-one matrix samples can be improved to O(mn3polylog (n) /ε2) by
exploiting their rank-one structure. More precisely, using fast algorithms for computing all the eigenvalues
of matrices after rank-one updates [18]. Next we show that we can further improve the running time by a
more careful analysis.
We show how to improve the running time of Algorithm 1 to O(mn2ε2 polylog
(
n, 1ε
)
) utilizing results from
numerical linear algebra including the Fast Multipole Method [12] (FMM) and ideas from [18]. The main idea
behind the improvement is that the trace is invariant under any change of basis. At each iteration, we perform
a change of basis so that the matrix corresponding to the previous choices of the algorithm is diagonal. Now,
Step 4 of Algorithm 1 corresponds to computing all the eigenvalues of m different eigensystems with special
structure, i.e., diagonal plus a rank-one matrix. Such eigensystem can be solved in O(npolylog (n)) time using
the FMM as was observed in [18]. However, the problem now, is that at each iteration we have to represent
all the vectors A(i) in the new basis, which may cost O(mn2). The key observation is that the change of basis
matrix at each iteration is a Cauchy matrix (see Appendix). It is known that matrix-vector multiplication with
Cauchy matrices can be performed efficiently and numerically stable using FMM. Therefore, at each iteration,
we can perform the change of basis in O(mnpolylog (n)) andm eigenvalue computations in O(mnpolylog (n))
time. The next theorem states that the resulting algorithm runs in O(mn2polylog (n)) time (see Appendix
for proof).
Theorem 6. Let A be an m × n matrix with A⊤A = In, m ≥ n and 0 < ε < 1. Algorithm 3 re-
turns at most t = O(n lnn/ε2) indices x∗1, x∗2, . . . x∗t over [m] with corresponding scalars s1, s2, . . . , st using
O˜(mn2 log3 n/ε2) operations such that∥∥∥∥∥
t∑
i=1
siA(x∗
i
) ⊗A(x∗
i
) − In
∥∥∥∥∥ ≤ ε. (2)
Algorithm 3 Fast Isotropic Sparsification
1: procedure Isotrop(A, ε) ⊲ A ∈ Rm×n, ∑mk=1A(k) ⊗ A(k) = In and 0 < ε < 1
2: Set θ = ε/n, t = O(n lnn/ε2), and A(k) ← A(k)/√pk for every k ∈ [m], where pk =
∥∥A(k)∥∥2 /n
3: Set Λ{0} = 0n and Z =
√
θ A
4: for i = 1 to t do
5: x∗i = arg mink∈[m] tr
(
exp
[
Λ{i−1} + Z(k) ⊗ Z(k)
]
e−θi + exp
[−Λ{i−1} − Z(k) ⊗ Z(k)] eθi) ⊲ Apply m
times Lemma 12
6: [Λ{i}, U{i}] = eigs(Λ{i−1} + Z(x∗
i
) ⊗ Z(x∗
i
)) ⊲ eigs computes eigensystem
7: Z = ZU{i} ⊲ Apply fast matrix-vector multiplication
8: end for
9: Output: t indices x∗1, x
∗
2, . . . , x
∗
t , x
∗
i ∈ [m] s.t.
∥∥∥∥∑tk=1 A(x∗k)⊗A(x∗k)tpx∗
k
− In
∥∥∥∥ ≤ ε
10: end procedure
Next, we show that Algorithm 3 can be used as a bootstrapping procedure to improve the time complexity
of [39, Theorem 3.1], see also [7, Theorem 3.1]. Such an improvement implies faster algorithms for constructing
graph sparsifiers and, as we will see in § 5, element-wise sparsification of matrices.
Theorem 7. Suppose 0 < ε < 1 and A =
∑m
i=1 vi ⊗ vi are given, with column vectors vi ∈ Rn and m ≥ n.
Then there are non-negative weights {si}i≤m, at most ⌈n/ε2⌉ of which are non-zero, such that
(1− ε)3A  A˜  (1 + ε)3A, (3)
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where A˜ =
∑m
i=1 sivi⊗vi. Moreover, there is an algorithm that computes the weights {si}i≤m in deterministic
O˜(mn2 log3 n/ε2 + n4 logn/ε4) time.
5 Element-wise Matrix Sparsification
A deterministic algorithm for the element-wise matrix sparsification problem can be obtained by derandom-
izing a recent result whose analysis is based on the matrix Bernstein inequality [14].
Theorem 8. Let A be an n× n matrix and 0 < ε < 1. There is a deterministic polynomial time algorithm
that, given A and ε, outputs a matrix A˜ ∈ Rn×n with at most 28n ln(√2n)sr (A) /ε2 non-zero entries such
that
∥∥∥A− A˜∥∥∥ ≤ ε ‖A‖ .
Next, we give two improved element-wise sparsification algorithms for self-adjoint and diagonally dominant-
like matrices; one of them is randomized and the other is its derandomized version. Both algorithms share
a crucial difference with all previously known algorithms for this problem; during their execution they may
densify the diagonal entries of the input matrices. On the one hand, there are at most n diagonal entries,
so this does not affect asymptotically their sparsity guarantees. On the other hand, as we will see later this
twist turns out to give strong sparsification bounds.
Recall that the results of [38,7] imply an element-wise sparsification algorithm that works only for Lapla-
cian matrices. It is easy to verify that Laplacian matrices are also diagonally dominant. Here we extend
these results to a wider class of matrices (with a weaker notion of approximation). The diagonally dominant
assumption is too restrictive and we will show that our sparsification algorithms work for a wider class of
matrices. To accommodate this, we say that a matrix A is θ-symmetric diagonally dominant (abbreviate by
θ-SDD) if A is self-adjoint and the inequality ‖A‖∞ ≤
√
θ ‖A‖ holds.
By definition, any diagonally dominant matrix is also a 4-SDD matrix. On the other extreme, every
self-adjoint matrix of size n is n-SDD since the inequality ‖A‖∞ ≤
√
n ‖A‖ is always valid. The following
elementary lemma gives a connection between element-wise matrix sparsification and spectral sparsification
as defined in [39].
Lemma 10. Let A be a self-adjoint matrix of size n and R = diag (R1, R2, . . . , Rn) where Ri =
∑
j 6=i |Aij |.
Then there is a matrix C of size n×m with m ≤ (n2) such that
A = CC⊤ + diag (A)−R. (4)
Moreover, each column of C is indexed by the ordered pairs (i, j), i < j and equals to C(i,j) =
√|Aij |ei +
sgn (Aij)
√|Aij |ej for every i < j, i, j ∈ [n].
Remark 1. In the special case where A is the Laplacian matrix of some graph, the above decomposition is
precisely the vertex-edge decomposition of the Laplacian matrix, since in this case diag (A) = R.
Using the above lemma, we give a randomized and a deterministic algorithm for sparsifying θ-SDD matrices.
First we present the randomized algorithm.
Theorem 9. Let A be a θ-SDD matrix of size n and 0 < ε < 1. There is a randomized linear time algorithm
that, given A, ‖A‖ and ε, outputs a matrix A˜ ∈ Rn×n with at most O(nθ logn/ε2) non-zero entries such
that w.p. at least 1− 1/n,
∥∥∥A− A˜∥∥∥ ≤ ε ‖A‖ .
Next we state the derandomized algorithm of the above result.
Theorem 10. Let A be a θ-SDD matrix of size n and 0 < ε < 1/2. There is an algorithm that, given A
and ε, outputs a matrix A˜ ∈ Rn×n with at most O(nθ/ε2) non-zero entries such that
∥∥∥A− A˜∥∥∥ ≤ ε ‖A‖.
Moreover, the algorithm computes A˜ in deterministic O˜(nnz (A)n2θ log3 n/ε2 + n4θ2 logn/ε4) time.
Remark 2. The results of [7,39] imply a deterministic O(nnz (A) θn3/ε2) time algorithm that outputs a
matrix A˜ with at most ⌈19(1 +
√
θ)2/ε2⌉n non-zero entries such that
∥∥∥A˜−A∥∥∥ ≤ ε ‖A‖.
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Appendix
Fast Multiplication with Cauchy Matrices and Special Eigensystems
We start by defining the so-called Cauchy (generalized Hilbert) matrices. An m× n matrix C defined by
Ci,j :=
1
ti − sj , i ∈ [m], j ∈ [n],
where t = (t1, . . . , tm), t ∈ Rm and s = (s1, . . . , sn), s ∈ Rn and ti 6= sj for all i ∈ [m] and j ∈ [n] is called
Cauchy. Given a vector x ∈ Rn, the naive algorithm for computing the matrix-vector product Cx requires
O(mn) operations. It is not clear if it is possible to perform this computation in less than O(mn) operations.
Surprisingly enough, it is possible to compute this product with O((m + n) log2(m + n)) operations. This
computation can be done by two different approaches. The first one is based on fast polynomial multiplication,
polynomial interpolation and polynomial evaluation at distinct points [10, Algorithm 1, p. 130]. The main
drawback of this approach is its numerical instability. The second approach is based on the so-called Fast
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Multipole Method (FMM) introduced in [12]. This method returns an approximate solution to the matrix-
vector product for any given error parameter5. Ignoring numerical issues that are beyond the scope of this
work, we summarize our discussion to the following
Lemma 11. [10,12] Let x ∈ Rn and C be a Cauchy matrix defined as above with t ∈ Rm, s ∈ Rn. There is
an algorithm that, given vectors s, t, x, computes the product Cx using O((m + n) log2(m+ n)) operations.
Given a self-adjoint matrix B = Σ + ρu ⊗ u, where Σ = diag (σ1, . . . , σn), ρ > 0 and u ∈ Rn is a unit
vector, our goal is to efficiently compute all the eigenvalues of B. It is well-known that the eigenvalues of
B are the roots of a special function, known as secular function [17] and are interlaced with {σi}i≤n. In
addition, evaluating the secular function requires O(n) operations implying that a standard (Newton) root-
finding procedure requires O(n) operations per each eigenvalue. Hence, O(n2) operations are required for all
eigenvalues. In their seminal paper [18], Gu and Eisenstat showed that it is possible to encode the updates of
the root-finding procedure for all eigenvalues as matrix-vector multiplication with an n× n Cauchy matrix.
Based on this observation, they showed how to use the Fast Multipole Method for approximately computing
all the eigenvalues of this special type of eigenvalue problem.
Lemma 12. [18] Let b ∈ N, ρ > 0, Σ = diag (σ1, σ2, . . . , σn) and u ∈ Rn be a unit vector. There is an
algorithm that given Σ, ρ, u computes all the eigenvalues of B = Σ+ρu⊗u within an additive error 2−b ‖B‖
in O(n log2 n log b) operations.
Omitted Proofs
Proof. (of Lemma 2) The proof is immediate by the definition of the matrix exponential. Notice that (x ⊗
x)k = ‖x‖2(k−1) x⊗ x for k ≥ 1.
exp [x⊗ x] = I+
∞∑
k=1
(x⊗ x)k
k!
= I+
∞∑
k=1
‖x‖2(k−1) x⊗ x
k!
= I+
e‖x‖
2 − 1
‖x‖2 x⊗ x.
Similar considerations give that exp [−x⊗ x] = I− 1−e−‖x‖
2
‖x‖2 x⊗ x.
Proof. (of Lemma 3) Set B := D (A) =
[
0 A
A⊤ 0
]
. Notice that for any integer k ≥ 1, B2k =
[
A2k 0
0 A2k
]
and
B2k+1 =
[
0 A2k+1
A2k+1 0
]
. Since the odd powers of B are trace-less, it follows that
tr (exp [B]) = tr
(
I2n +
∞∑
k=1
B2k
(2k)!
+
∞∑
k=0
B2k+1
(2k + 1)!
)
= tr
(
I2n +
∞∑
k=1
B2k
(2k)!
)
= 2tr
(
In +
∞∑
k=1
A2k
(2k)!
)
= tr (exp [A] + exp [−A]) = 2tr (cosh [A]) .
Proof. (of Lemma 4) By the definition of cosh [·], it suffices to show that exp [PA] = Pexp [A] + I− P ,
exp [PA] = I+
∞∑
k=1
(PA)k
k!
= I+ P
∞∑
k=1
Ak
k!
= Pexp [A] + I− P.
5 That is, given an n × n Cauchy matrix, a vector x ∈ Rn and 0 < ε < 1, returns a vector y ∈ Rn so that
‖y − Cx‖∞ ≤ ε in time O(n log2(1/ε)). In an actual implementation, setting ε to be a small constant relative
to the machine’s (numerical) precision suffices; see [18, § 3] for a more careful implementation and discussion on
numerical issues.
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Proof. (of Lemma 6) We wish to apply matrix Azuma’s inequality, see [42, Theorem 7.1]. For every j ∈ [n],
define the matrix-valued difference sequence fj : [2]→ Sn×n as fj(k) = (2(k−1)−1)Mj with ‖fj(·)‖ ≤ 1. Let
X be a uniform random variable over the set [2]. Then EX fj(X) = 0n. Set ε =
√
10 ln(4n)/n. Matrix-valued
Azuma’s inequality tells us that w.p. at least 1/2, a random set of signs {sj}j∈[n] satisfies
∥∥∥ 1n∑nj=1 sjMj∥∥∥ ≤ ε.
Rescale the last inequality to conclude.
Proof. (of Theorem 4) Using the notation of Algorithm 1, for every i = 1, 2, . . . , t, define recursivelyW (i) :=
θ
∑i
j=1 fj(x
∗
j ) and the potential function Φ
(i) := 2tr (cosh [W (i)]). For all steps i = 1, 2, . . . , t, we will prove
that
Φ(i) ≤ Φ(i−1) exp (ε2ρ2/γ2) . (5)
Assume that the algorithm has fixed the first (i − 1) indices x∗1, . . . , x∗(i−1). An averaging argument applied
on the expression of the argmin of Step 4 gives that
EXi 2tr (cosh [θW (i − 1) + θfi(Xi)]) = EXi tr (exp [θD (W (i− 1)) + θD (fi(Xi))])
≤ tr (exp [D (θW (i − 1))]EXi exp [D (θfi(Xi))])
≤ tr (exp [D (θW (i − 1))] I2n) exp
(
ε2ρ2/γ2
)
= Φ(i−1) exp
(
ε2ρ2/γ2
)
where in the first inequality we used Lemma 3 and linearity of dilation, in the second inequality we used
the Golden-Thompson inequality (Lemma 1) and linearity of trace, in the third inequality we used Lemma 5
together with Lemma 7 and in the last equality we used again Lemma 3. Since the algorithm seeks the
minimum of the expression in Step 4, it follows that Φ(i) ≤ EXi 2tr (exp [θD (W (i − 1)) + θD (fi(Xi))])
which proves Ineq. (5). Apply t times Ineq. (5) to conclude that Φ(t) ≤ Φ(0) exp
(
t ε
2ρ2
γ2
)
. Recall that Φ(0) =
2tr (cosh [0n]) = 2tr (In) = 2n. On the other hand, we can lower bound Φ
(t)
Φ(t) = 2tr
cosh
θ t∑
j=1
fj(x
∗
j )
 ≥ exp
∥∥∥∥∥∥θ
t∑
j=1
fj(x
∗
j )
∥∥∥∥∥∥
 .
The last inequality follows since 2tr (cosh [C]) = 2
∑n
i=1 cosh(λi(C)) ≥ 2 cosh (λmax(C))+2 cosh (λmin(C)) ≥
exp(‖C‖) for any matrix C ∈ Sn×n . Take logarithms on both sides and divide by θ, we conclude that∥∥∥∑tj=1 fj(x∗j )∥∥∥ ≤ ln(2n)θ + t ε2ρ2θγ2 . Rescale by t the last inequality to conclude the proof.
Proof. (of Lemma 8) For notational convenience, set P := In − Jn/n and B := θ2
∑
s∈S(R(s) + R(s)
−1).
Since JR(g) = R(g)J = J, we have that tr
(
cosh
[
θ
∑
s∈S f(s)
])
= tr (cosh [PB]). Now using Lemma 4, it
follows tr (cosh [PB]) = tr (Pcosh [B] + I− P ) = tr (cosh [B]) + tr (−Jncosh [B] + I− P ) Notice that J/n
is a projector matrix, hence applying Lemmas 2,4 we get that
tr
(
−J
n
cosh [B] + I− P
)
= tr (−cosh [J/nB] + P + I− P ) = 1− cosh(θ|S|).
Proof. (of Lemma 9) We will prove the Lemma for EE(A, θ), the other case is similar. Let h := θ
∑
s∈S s
be a group algebra element of G, i.e, h ∈ R[G]. Define exp [h] := id + ∑∞k=1 h⋆kk! and Tl(h) := id +∑l
k=1
h⋆k
k! (where h
⋆k is the k-folded convolution/multiplication over R[G]) the exponential operator and its l
truncated Taylor series, respectively. Notice that θA = θ
∑
s∈S R(s) = R(h), so EE(A, θ) = tr (exp [R(h)]) =
tr (R(exp [h])). We will show that the quantity tr (R(Tl(h))) is a δ approximation for EE(A, θ) when l ≥
max{log(n/δ), 2e2|S|θ}.
Compute the sum of Tl(h) by summing each term one by one and keeping track of all the coefficients of the
group algebra elements. The main observation is that at each step there are at most n such coefficients since we
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are working over R[G]. For k > 1, compute the k-th term of the sum by (
∑
s∈S css)
k/k! = (
∑
s∈S css)
k−1/(k−
1)! ·∑s∈S(cs/k)s. Assume that we have computed the first term of the above product, which is some group
algebra element denote it by
∑
g∈G βgg for some βg ∈ R. Hence, at the next iteration, we have to compute
the product/convolution of
∑
g∈G βgg with θ/k
∑
s∈S s, which can be done in O(n|S|) time. Since the sum
has l terms, in total we require O(n|S|l) operations. Now, we show that it is a δ approximation. We need
the following fact (see [19, Theorem 10.1, p. 234])
Fact 11 For any B ∈ Rn×n, let Tl(B) :=
∑l
k=0
Bk
k! . Then, ‖exp [B]− Tl(B)‖ ≤ ‖B‖
l+1
(l+1)! e
‖B‖.
Notice that ‖θA‖ =
∥∥∑
s∈S θR(s)
∥∥ ≤ θ|S| by triangle inequality and the fact that ‖R(g)‖ = 1 for any g ∈ G.
Applying Fact 11 on θA we get that
‖exp [θA] − Tl(θA)‖ ≤ (θ|S|)
l+1
(l + 1)!
eθ|S| ≤
(
eθ|S|
l + 1
)l+1
eθ|S|
=
(
e1+(θ|S|)/(l+1)θ|S|
l + 1
)l+1
≤ 1
2l+1
≤ δ
n
.
where we used the inequality (l + 1)! ≥ ( l+1e )l+1 and the assumption that l ≥ max{log(n/δ), 2e2θ|S|}.
Lemma 13. Assume that the first (i− 1) indices, i < t have been fixed by Algorithm 3. Let Φ(i)k be the value
of the potential function when the index k has been selected at the next iteration of the algorithm. Similarly,
let Φ˜
(i)
k be the (approximate) value of the potential function computed using Lemma 12 within an additive
error δ > 0 for all eigenvalues. Then,
e−δΦ(i)k ≤ Φ˜(i)k ≤ eδΦ(i)k
Proof. Let τ1, τ2, . . . , τn be the eigenvalues of Λ{i−1} + Z(k) ⊗ Z(k). Let τ˜1, τ˜2, . . . , τ˜n be the approximate
eigenvalues of the latter matrix when computed via Lemma 12 within an additive error δ > 0, i.e, |τ˜j−τj| ≤ δ
for all j ∈ [n].
First notice that, by Step 5 of Algorithm 3, Φ
(i)
k = 2
∑n
j=1 cosh(τj−λi). Similarly, Φ˜(i)k := 2
∑n
j=1 cosh(τ˜j−
λi). By the definition of the hyperbolic cosine, we get that
n∑
j=1
cosh(τ˜j − λi) =
n∑
j=1
cosh(τj − λi+ τ˜j − τj)
=
1
2
n∑
j=1
[exp(τj − λi) exp(τ˜j − τj) + exp(−τj + λi) exp(−τ˜j + τj)] .
To derive the upper bound notice that
∑n
j=1 cosh(τ˜j−λi) ≤
∑n
j=1 cosh(τj−λi)maxj∈[n]{exp(τ˜j−τj), exp(−τ˜j+
τj)} and the maximum is upper bounded by exp(δ). Similarly, for the lower bound.
Proof. (of Theorem 6) The proof consists of three steps: (a) we show that Algorithm 3 is a reformulation of
Algorithm 1; (b) we prove that in Step 5 of Algorithm 3 it is enough to compute the values of the potential
function within a sufficiently small multiplicative error using Lemma 12, and (c) we give the advertised
bound on the running time of Algorithm 3.
Set pi =
∥∥A(i)∥∥2 / ‖A‖2F, f(i) = A(i) ⊗ A(i)/pi − In and si = 1/pi for every i ∈ [m]. Observe that
‖A‖2F = tr
(
A⊤A
)
= tr (In) = n. Let X be a random variable distributed over [m] with probability pi. Notice
that E f(X) = 0n and γ = n, since ‖f(i)‖ =
∥∥∥nA(i) ⊗A(i)/ ∥∥A(i)∥∥2 − In∥∥∥ ≤ n for every i ∈ [m]. Moreover,
a direct calculation shows that E f(X)2 = E (A(X) ⊗ A(X)/pX)2 − In = n
∑m
i=1 A(i) ⊗A(i) − In = (n− 1)In,
hence ρ2 ≤ n. Algorithm 1 with t = O(n lnn/ε2) returns indices x∗1, x∗2, . . . , x∗t so that
∥∥∥ 1t ∑tj=1 fj(x∗j )∥∥∥ ≤
γ ln(2n)
tε +ερ
2/γ ≤ 2ε. We next prove by induction that the same set of indices are also returned by Algorithm 3.
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For ease of presentation, rescale every row of the input matrix A, i.e., set Â(k) = A(k)
√
θ/pk for every
k ∈ [m] (see Steps 2 and 3 of Algorithm 3). For sake of the analysis, let us define the following sequence of
self-adjoint matrices of size n
T{0} := 0n,
T{i} := T{i−1} + Â(x∗
i
) ⊗ Â(x∗
i
) for i ∈ [t]
with eigenvalue decompositions T{i} = Q{i}Λ{i}Q⊤{i}, where Λ{i} are diagonal matrices containing the
eigenvalues and the columns of Q{i} contain the corresponding eigenvectors. Set Q{0} = I and Λ{0} =
0. Notice that for every k ∈ [m], by the eigenvalue decomposition of T{i−1}, T{i−1} + Â(k) ⊗ Â(k) =
Q{i−1}
(
Λ{i−1} +Q⊤{i−1}Â(k) ⊗Q⊤{i−1}Â(k)
)
Q⊤{i−1}. Observe that the above matrix (left hand side) and
Λ{i−1} +Q⊤{i−1}Â(k) ⊗Q⊤{i−1}Â(k) have the same eigenvalues, since they are similar matrices. Let Λ{i−1} +
Q⊤{i−1}Â(x∗i ) ⊗Q⊤{i−1}Â(x∗i ) = U{i}Λ{i}U⊤{i} be its eigenvalue decomposition6. Then
T{i−1} + Â(x∗
i
) ⊗ Â(x∗
i
) = Q{i−1}
(
Λ{i−1} +Q⊤{i−1}Â(x∗i ) ⊗Q⊤{i−1}Â(x∗i )
)
Q⊤{i−1}
= Q{i−1}U{i}Λ{i}U⊤{i}Q
⊤
{i−1}.
It follows that Q{i} = Q{i−1}U{i} for every i ≥ 1, so Q{i} = U{1}U{2} . . . U{i}. The base case of the induction
is immediate. Now assume that Algorithm 3 has returned the same indices as Algorithm 1 up to the (i−1)-th
iteration. It suffices to prove that at the i-th iteration Algorithm 3 will return the index x∗i .
We start with the expression in Step 4 of Algorithm 1 and prove that it’s equivalent (up to a fixed
multiplicative constant factor) with the expression in Step 5 of Algorithm 3. Indeed, for any k ∈ [m], (let
C := θ
∑i−1
j=1 f(x
∗
j ))
2tr (cosh [C + θf(k)]) = tr (exp [C + θf(k)] + exp [−C − θf(k)])
= tr
(
exp
[
T{i−1} + Â(k) ⊗ Â(k)
]
e−θi + exp
[
−T{i−1} − Â(k) ⊗ Â(k)
]
eθi
)
where we used the definition of cosh [·], f(i) and T{i−1} and the fact that the matrices commute. In light of
Algorithm 3 and the induction hypothesis, observe that the m×n matrix Z at the start of the i-th iteration
of Algorithm 3 is equal to ÂU{1}U{2} . . . U{i−1} = ÂQ{i−1}. Now, multiply the latter expression that appears
inside the trace with Q⊤{i−1} from the left and Q{i−1} from the right, it follows that ((let C := θ
∑i−1
j=1 f(x
∗
j )))
2tr (cosh [C + θf(k)]) = tr
(
exp
[
Λ{i−1} + Z(k) ⊗ Z(k)
]
e−θi + exp
[−Λ{i−1} − Z(k) ⊗ Z(k)] eθi)
using that Q{i−1} are the eigenvectors of T{i−1} and the cyclic property of trace. This concludes part (a).
Next we discuss how to deal with the technicality that arises from the approximate computation of the
arg min expression in Step 5 of Algorithm 3. First, let’s assume that we have approximately (by invoking
Lemma 12) minimized the potential function in Step 5 of Algorithm 3; denote this sequence of potential
function values by Φ˜(1), . . . , Φ˜(t). Next, we sufficiently bound the parameter b of Lemma 12 so that the above
approximation will not incur a significant multiplicative error.
Recall that at every iteration, by Ineq. (5) there exists an index over [m] such that the current value of
the potential function increases by at most a multiplicative factor exp
(
ε2ρ2/γ2
)
. Lemma 13 tells us that at
every iteration of Algorithm 3 we increase the value of the potential function (by not selecting the optimal
index over [m]) by at most an extra multiplicative factor e2δ, where δ is the additive error when computing
the eigenvalues of the matrix in Step 5 via Lemma 12. Therefore, it follows that Φ˜(t) ≤ exp(2δt)Φ(t).
Observe that, at the i-th iteration we apply Lemma12 on a matrix
∑i
j=1 Â(xj) ⊗ Â(xj) for some indices
xj ∈ [m] and moreover
∥∥∥∑ij=1 Â(xj) ⊗ Â(xj)∥∥∥ =
6 by its definition, T{i} has the same eigenvalues with Λ{i−1} +Q
⊤
{i−1}Â(x∗i ) ⊗Q⊤{i−1}Â(x∗i ).
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∥∥∥θ∑ij=1 A(xj) ⊗A(xj)/pxj∥∥∥ = ∥∥∥θ∑ij=1 f(xj)− θiI∥∥∥. Triangle inequality tells us that ∥∥∥∑ij=1 Â(xj) ⊗ Â(xj)∥∥∥
is at most 2γθt for every i ∈ [t]. It follows that δ is at most 2−b+1θtγ where b is specified in Lemma 12. The
above discussion suggests that by setting b = O(log(θγt)) = O(log(n logn/ε3)) we can guarantee that the
potential function Φ˜(t) ≤ 2n exp (3tε2). This concludes part (b).
Finally, we conclude the proof by analyzing the running time of Algorithm 3. Steps 2 and 3 can be done
in O(mn) time. Step 5 requires O˜(mn log2 n) operations by invoking m times Lemma 12. Steps 6 can be
done in O(n2) time and Step 7 requires O˜(mn log2 n) operations by invoking Lemma 11. In total, since the
number of iterations is O(n logn/ε2), the algorithm requires O˜(mn2 log3 n/ε2) operations.
Proof. (of Theorem 7) Assume without loss of generality that A has full rank. Define ui = A
−1/2vi and
notice that
∑m
i=1 ui ⊗ ui = In. Run Algorithm 3 with input {ui}i∈[m] and ε which returns {τi}i≤m, at most
t = O(n logn/ε2) of which are non-zero such that∥∥∥∥∥
m∑
i=1
τiui ⊗ ui − In
∥∥∥∥∥ ≤ ε. (6)
Define Â = A1/2 (
∑m
i=1 τiui ⊗ ui)A1/2 =
∑m
i=1 τivi⊗vi. Eqn. (6) is equivalent to (1−ε)In 
∑m
i=1 τiui⊗ui 
(1 + ε)In. Conjugating the latter expression by A
1/2, see [20, § 7.7], we get that (1 − ε)A  Â  (1 + ε)A.
Apply [39, Theorem 3.1] on Â which outputs a matrix A˜ =
∑m
i=1 sivi⊗vi with non-negative weights {si}i∈[m]
at most ⌈n/ε2⌉ of which are non-zero, such that (1− ε)2Â  A˜  (1 + ε)2Â. Using the positive semi-definite
partial ordering, we conclude that (1− ε)3A  A˜  (1 + ε)3A.
Proof. (of Theorem 8) By homogeneity, assume that ‖A‖ = 1. Following the proof of [14], we can assume
that w.l.o.g. all non-zero entries of A have magnitude at least ε/(2n) in absolute value, otherwise we can
zero-out these entries and incur at most an error of ε/2 (see [14, § 4.1]).
Consider the bijection pi between the sets [n2] and [n]× [n] defined by pi(l) 7→ (⌈l/n⌉, (l− 1) mod n+1)
for every l ∈ [n2]. Let Eij ∈ Rn×n be the all zeros matrix having one only in the (i, j) entry. Set h(l) =
D
(
Aπ(l)
pl
Eπ(l) −A
)
where pl = A
2
π(l)/ ‖A‖2F for every l ∈ [n2]. Observe that h(·) ∈ S2n×2n. Let X be a
random variable over [n2] with distribution pl, l ∈ [n2]. The same analysis as in Lemmas 2 and 3 of [14]
together with properties of the dilation map imply that ‖h(l)‖ ≤ 4nsr (A) /ε for every l ∈ [n2], E h(X) = 02n,
and
∥∥Eh(X)2∥∥ ≤ nsr (A).
Run Algorithm 1 with h(·) as above. Algorithm 1 returns at most t = 28n ln(√2n)sr (A) /ε2 indices
x∗1, x
∗
2, . . . x
∗
t over [n
2] using O(n6sr (A) logn/ε2) operations such that∥∥∥∥∥1t
t∑
l=1
h(x∗l )
∥∥∥∥∥ ≤ ε/2. (7)
Set A˜ := 1t
∑t
l=1Aπ(x∗l )/px
∗
l
Eπ(x∗
l
). Observe that A˜ has at most t non-zero entries. Now, by the definition of
h(·) and properties of the dilation map, it follows that Ineq. (7) is equivalent to
∥∥∥D (A˜−A)∥∥∥ = ∥∥∥A˜−A∥∥∥ ≤
ε/2.
Proof. (of Lemma 10) The key identity is CC⊤ :=
∑
l,k∈[n], l<k C
(l,k) ⊗ C(l,k). Let l, k ∈ [n] with l < k, it
follows that
C(l,k) ⊗ C(l,k) =
(√
|Alk|el + sgn (Alk)
√
|Alk|ek
)(√
|Alk|el + sgn (Alk)
√
|Alk|ek
)⊤
= |Alk|el ⊗ el +Alkek ⊗ ek +Alkek ⊗ el + |Alk|ek ⊗ ek.
Therefore
CC⊤ =
∑
l,k∈[n]: l<k
[|Alk|el ⊗ el + Alkek ⊗ ek +Alkek ⊗ el + |Alk|ek ⊗ ek] . (8)
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Let’s first prove the equality for the off-diagonal entries of Eqn (4). Let l < k and l, k ∈ [n]. By construction,
the only term of the sum that contributes to the (i, j) and (j, i) entry of the right hand side of Eqn. (8) is
the term C(i,j) ⊗C(i,j). Moreover, this term equals |Aij |ei ⊗ ei+Aijei⊗ ej +Aijej ⊗ ei + |Aij |ej ⊗ ej . Since
Aij = Aji this proves that the off-diagonal entries are equal.
For the diagonal entries of Eqn. (4), it suffices to prove that (CC⊤)ii = Ri. First observe that the last
two terms of the sum in the right hand side of (8) do not contribute to any diagonal entry. Second, the first
two terms contribute only when l = i or k = i. In the case where l = i, the contribution of the sum equals
to
∑
i<k |Aik|. On the other case (k = i), the contribution of the sum is equal to
∑
l<i |Ali|. However, A is
self-adjoint so Ali = Ail for every l < i. It follows that the total contribution is
∑
i<k |Aik| +
∑
l<i |Ail| =∑
j 6=i |Aij | = Ri.
Proof. ( of Theorem 9) In one pass over the input matrix A normalize the entries of A by ‖A‖, so assume
without loss of generality that ‖A‖ = 1. Let C be the n × m matrix guaranteed by Lemma 10, where
m =
(
n
2
)
, each column of C is indexed by the ordered pairs (i, j), i < j and A = CC⊤ + diag (A) − R. By
definition of C and the hypothesis, we have that
∥∥CC⊤∥∥ = ‖A− diag (A) +R‖ ≤ ‖A‖+ ‖A‖∞ ≤ 2√θ and
‖C‖2F = 2
∑
i,j |Aij | ≤ 2n ‖A‖∞ ≤ 2n
√
θ.
Consider the bijection between the sets [m] and {(i, j) | i < j, i, j ∈ [n]} defined by pi(l) 7→ (⌈l/n⌉, (l− 1)
mod n + 1). For each l ∈ [m], set pl =
∥∥Cπ(l)∥∥2 / ‖C‖2F and define f(l) := Cπ(l) ⊗ Cπ(l)/pl − CC⊤. Let
X be a real-valued random variable over [m] with distribution pl. It is easy to verify that E f(X) = 0n,
‖f(l)‖ ≤ 2 ‖C‖2F for every l ∈ [m]. A direct calculation gives that
∥∥E f(X)2∥∥ ≤ 2 ‖C‖2F ∥∥CC⊤∥∥. Matrix
Bernstein inequality (see [42]) with f(·) as above (γ = 4n
√
θ and ρ2 = 8nθ) tells us that if we sample
t = 38nθ ln(
√
2n)/ε2 indices x∗1, x
∗
2, . . . , x
∗
t over [m] then with probability at least 1−1/n,
∥∥∥ 1t ∑tj=1 f(x∗j )∥∥∥ ≤
ε. Now, set C˜ ∈ Rn×t where the j-th column of C˜(j) equals 1√
t
Cπ(x
∗
j ). It follows that
∥∥∥ 1t ∑tj=1 f(x∗j )∥∥∥ =∥∥∥ 1t ∑tj=1 Cπ(x∗j ) ⊗ Cπ(x∗j ) − CC⊤∥∥∥ = ∥∥∥C˜C˜⊤ − CC⊤∥∥∥. Define A˜ = C˜C˜⊤ + diag (A) − R. First notice that∥∥∥A˜−A∥∥∥ = ∥∥∥C˜C˜⊤ − CC⊤∥∥∥ ≤ ε. It suffices to bound the number of non-zeros of A˜. To do so, view the
matrix-product C˜C˜⊤ as a sum of rank-one outer-products over all columns of C˜. By the special structure
of the entries of C˜, every outer-product term of the sum contributes to at most four non-zero entries, two
of which are off-diagonal. Since C˜ has at most t columns, A˜ has at most n + 2t non-zero entries; n for the
diagonal entries and 2t for the off-diagonal.
Proof. (of Theorem 10) Let C be the n ×m matrix such that A = CC⊤ + diag (A) − R and m ≤ nnz (A)
guaranteed by Lemma 10. Apply Theorem 7 on the matrix CC⊤ and ε which outputs, in deterministic
O˜(nnz (A)n2θ log3 n/ε2+n4θ2 logn/ε4) time, an n×⌈n/ε2⌉ matrix C˜ such that (1−ε)3CC⊤  C˜C˜⊤  (1+
ε)3CC⊤. ByWeyl’s inequality [20, Theorem 4.3.1] and the fact that ε < 1/2, it follows that
∥∥∥CC⊤ − C˜C˜⊤∥∥∥ ≤
5ε
∥∥CC⊤∥∥. Define A˜ := C˜C˜⊤ + diag (A)−R. First we argue that the number of non-zero entries of A˜ is at
most n+ ⌈2n/ε2⌉. Recall that every column of C˜ is a rescaled column of C. Now, think the matrix-product
C˜C˜⊤ as a sum of rank-one outer-products over all columns of C˜. By the special structure of the entries
of C˜, every outer-product term of the sum contributes to at most four non-zero entries, two of which are
off-diagonal. Since C˜ has at most ⌈n/ε2⌉ columns, A˜ has at most n + ⌈2n/ε2⌉ non-zero entries; n for the
diagonal entries and ⌈2n/ε2⌉ for the off-diagonal. Moreover, A˜ is close to A in the operator norm sense.
Indeed, ∥∥∥A− A˜∥∥∥ = ∥∥∥CC⊤ − C˜C˜⊤∥∥∥ ≤ 5ε ∥∥CC⊤∥∥ = 5ε ‖A− diag (A) +R‖
≤ 5ε(‖A‖+ ‖A‖∞) ≤ 10ε
√
θ ‖A‖
where we used the definition of A˜, Eqn. (4), triangle inequality, the assumption that A is θ-SDD and the
fact that θ ≥ 1. Repeating the proof with ε′ = ε
10
√
θ
and elementary manipulations conclude the proof.
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