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Abstract. The knowledge of the noise Power Spectral Density of interferometric
detector of gravitational waves is fundamental for detection algorithms and for the
analysis of the data. In this paper we address both to the problem of identifying the
noise Power Spectral Density of interferometric detectors by parametric techniques
and to the problem of the whitening procedure of the sequence of data. We will
concentrate the study on a Power Spectral Density like the one of the Italian-French
detector VIRGO and we show that with a reasonable nite number of parameters we
succeed in modeling a spectrum like the theoretical one of VIRGO, reproducing all its
features.
We propose also the use of adaptive techniques to identify and to whiten on line the
data of interferometric detectors. We analyze the behavior of the adaptive techniques
in the eld of stochastic gradient and in the Least Squares ones. As a result, we nd
that the Least Squares Lattice lter is the best among those we have analyzed. It
optimally succeeds in following all the peaks of the noise power spectrum, and one of
its outputs is the whitened part of the spectrum. Besides, the fast convergence of this
algorithm let us follow the slow non stationarity of the noise. These procedures could
be used to whiten the overall power spectrum or only some region of the spectrum. The
advantage of the techniques we propose is that they do not require a priori knowledge
of the noise power spectrum to be analyzed. Moreover the adaptive techniques let
us identify and remove the spectral line, without building any physical model of the
source that have produced them.
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Figure 1. VIRGO sensitivity curve
1. The problem
The large amount of data produced by gravitational waves detector will be essentially
noise and, hopefully, buried in noise there will be the signal we are looking for. The
interferometric detectors are sensible to a broad band frequencies (2-3Hz to 10kHz).
The eect of a gravitational signal in an interferometric detector will be a relative
displacement of test masses at the near and distant extremities of interferometer arms.
Unfortunately a lot of other factors can cause a displacement of the masses. The test
masses are suspended to pendula to isolate them from seismic noise [3], but thermal
noise of the suspension chain will cause a displacement of the mass [4]. Also the shot
noise and the radiation pressure of the laser will move the mass [5, 6]. The physicists
are working in modeling all the possible causes of noise in the interferometer giving out
a sensitivity curve of the apparatus [7, 8, 9, 10, 11]. This curve is limited at very low
frequencies(few Hz and below) by the seismic noise; in the middle by the thermal noise
and at high frequencies (higher than 0.7−1kHz) by the shot-noise. In gure 1 is reported
the predicted VIRGO sensitivity curve obtained as incoherent sum of all estimated noise
contributions [12, 13]. This curve is characterized by a broad-band noise plus several
very narrow peaks due to the violin modes of the suspensions wires, that will make
the detection of a gravitational signal in this frequency band very dicult. For this
reason eorts have been made in the preparation of the analysis of data for cutting
[14, 15, 16] out these resonances. It is evident that the analysis of data to detect
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the gravitational signal requires an accurate knowledge of the noise, which means a
statistical characterization of the stochastic process, evaluating its stationarity and its
Gaussian nature, and in the case of local stationarity and Gaussian nature an accurate
estimation of the Power Spectral Density (PSD).
The output of the interferometer will be surely non stationary over a long period
of time, so we must be ready in following the changes in the PSD. A way to achieve this
is to estimate the PSD on a chunk of data at dierent interval of time, using classical
techniques [19, 23, 26]. We propose to use adaptive methods to follow on line the change
in the feature of the spectrum in such a way to have at any desired instant the correct
curve for the PSD.
If we are able in identifying the noise of our detector we can also apply the procedure
of whitening of the data.
The goal of a whitening procedure is to make the sequence of data delta-correlated,
removing all the correlation of the noise. Most of the theory of detection is in the
frame of a wide-sense stationary Gaussian white noise, but in our problem the noise is
surely a colored one and, in principle, there could be present non stationary and non
Gaussian features. If we whiten the data, supposing to be in the frame of a stationary
and Gaussian noise, we can apply the optimal algorithm detection[27].
For example, if we assume that the noise data which we are analyzing are stationary
and Gaussian distributed and we suppose to know the waveform of our signal, then the









where S(ν) is the noise PSD and h(ν, θ) is the template of the signal we are looking for,
θ the parameters of the waveform. As it is evident from (1) the operation of whitening
is implicitly done each time we apply the Wiener lter to detect a signal, because we
weight the data with the inverse of PSD of noise: in such a way we have a ’whitened’
sequence to analyze.
Moreover when we are searching a transient signal of unknown form it is very
important to have a whitened noise [1, 2]. The importance of whitening data is also
linked to the possibility of reducing their dynamical range [25, 24].
The aim of this paper is to show how to identify the noise PSD and how to
whiten the data produced by an interferometric detector before applying any algorithm
detection.
In the section 2 we underline the advantages in parametric modeling; in section 3
we show the whitening techniques based on a lattice structure. In section 4 we report
the application of PSD tting and data whitening on VIRGO-like simulated data. In
section 5 we introduce the theory of adaptive lters based on stochastic and least
squares methods, and its application to VIRGO-like data: for this we compare their
performances on simulated data.
On line power spectra identication and whitening 4
2. Parametric Modeling
The advantages of parametric modeling with respect to the classical spectral methods
are described in an exhaustive way in reference [19]. We want here to underline that
the kind of analysis we have to perform can take advantage from these methods for two
main reason. First of all we can achieve a better resolution in the estimation of PSD,
because we can use in a better way the information of the autocorrelation function.
In fact we suppose that the process we are analyzing is governed by a dynamical law
and we can use the knowledge of autocorrelation function until a certain lag and then
extrapolate its value under the dynamical hypothesis we made. Moreover we may
compress the information of the PSD in a restricted number of parameter and not
in the full autocorrelation function. This can help, for example, if we want to create a
data base of noise sources.
In this context we want to talk about parametric modeling also because it oers the
possibility to write down a linear whitening lter and to build in a fast way simulated
data on which we perform our tests of whitening lter.
We work in the eld of rational functions to t the theoretical PSD. We will show
that it is possible to obtain a t of the theoretical PSD of an interferometer output like
the one of VIRGO with an autoregressive moving average (ARMA) or autoregressive
(AR) model[17, 18, 20], then we will use the data we can generate in this way, to test
the whitening algorithms we propose.
The procedure to estimate the PSD using parametric modeling is based on three
steps:
(i) select the appropriate model for the process;
(ii) estimate the model parameters from the given data;
(iii) use these parameters in the theoretical power spectrum density for the model.
Once we have the parameters which make the t we use them to generate noise data to
perform our tests.








and its transfer function is given by
H(z) = B(z)A(z) , (3)
whereA(z) = ∑pk=0 a[k]z−k and B(z) = ∑qk=0 b[k]z−k .
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σ being the variance of driven white noise w, A(f) = A(2piif) and B(f) = B(2piif).




a[k]x[n − k] + w[n] , (5)
and its PSD for a process of order P is given by
PAR(f) =
σ2
j1 +∑Pk=1 ak exp(−i2pikf)j2 (6)
Once we selected the model for our process, we need to nd the parameters for this
model. The parameters of the ARMA model are linked to the autocorrelation function
of the process by the Yule-Walker equations[19]. In the general case of an ARMA process
we must solve a set of non linear equations while, if we specialize to an AR process, that
is an all-poles model, the equations to solve to nd the AR parameters become linear.
The relationship between the parameters of the AR model and the autocorrelation
function rxx(n) is given by the Yule{Walker equations
rxx[k] =
{ −∑pl=1 alrxx[k − l] for k  1
−∑pl=1 alrxx[−l] + σ2 for k = 0 . (7)
The problem of determining the AR parameters is the same of that of nding the
optimal \weights vector" w = wk, for k = 1, ...P for the problem of linear prediction [19].
In the linear prediction we would predict the sample x[n] using the P previous observed




wkx[n− k] . (8)
We choose the coecients of the linear predictor by minimizing a cost function that
is the mean squares error  = E [e[n]2], being
e[n] = x[n]− x^[n] (9)






which are identical to the Yule{Walker equations with
wk = − ak (11)
min = σ
2 (12)
This relationship between AR model and linear prediction assures us to obtain a
lter which is stable and causal [19]. It is this relation between AR process and linear
predictor that becomes important in the building of whitening lter.
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2.1. Durbin algorithm and lattice structure
A method of solving the Yule{Walker equation is the Durbin algorithm [22].
The strategy of this method is to assume that the optimal (P − 1)th order lter
has previously been computed, and then to calculate the optimal P th order lter based
on this assumption. The algorithm proceeds in the following way:
 Initialize the mean squares error as 0 = rxx[0].
 Introduce the reflection coecients kp, linked to the partial correlation between the













 At the p stage the parameter of the model is equal at the pth reflection coecient
a(p)p = kp (14)
 The other parameters are updated in the following way:





j − kpa(p−1)p−j (15)
p = (1− k2p)p−1 (16)




2 = P (17)
3. Whitening Filter
3.1. Link between AR model and whitening lter
The tight relation between the AR lter and the whitening lter is clear in the gure 2.
The gure describes how an AR process colors a white process at the input of the lter
if you look at the picture from left to right. If you read the picture from right to left
you see a colored process at the input that pass through the AR inverse lter coming
out as a white process.
When we nd the AR P parameters that t a PSD of a noise process, what we
do is to nd the optimal vector of weights that let us reproduce the process at the
time n knowing the process at the P previous time. All the methods that involves this
estimation try to make the error signal (see equation (9) ) a white process in such a way
to throw out all the correlation between the data (which we use for the estimation of
the parameters).
The Durbin algorithm introduces in a natural way the Lattice structure for the
whitening lter.
We show how the reflection coecients kp are used to build a lattice whitening
lter. Let us suppose to have a stochastic Gaussian and stationary process x[n] which



















Figure 2. Whitening lter and AR lter.
we modeled as an autoregressive process of order P . We dene the forward error (FPE)
for the lter of order P in the following way





k x[n− k] , (18)
where the coecients ak are the coecients for the AR model for the process x[n]. The
FPE represents the output of our lter. We can write the zeta transform for the FPE
at each stage p for the lter of order P as

















p−j 1  j  p− 1 . (20)
If we use the above relation for the transform F fp [z], we obtain












Now we introduce in a natural way the backward error of prediction BPE








In order to understand the meaning of F bp [z] let us see its action in the time domain
F bp−1[z]x[n] = e
b
p−1[n] = (23)





p−j x[n− j + 1] .
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Figure 3. Lattice structure for Durbin lter.
So ebp−1[n] is the error we make, in a backward way, in the prediction of the data
x[n− p + 1] using p− 1 successive data fx[n], x[n− 1], . . . , x[n− p + 2]g.
We can write the eq. (21) using F bp−1[z]. Let us substitute this relation in the
z-transform of the lter F fp [z]





In order to know the FPE lter at the stage p we must know the BPE lter at the stage
p− 1.
Also for the backward error we may write in a similar way the relation
F bp [z] = z
−1F bp−1[z] + kpF
f
p−1[z] . (25)
The equations (24) (25) represent our lattice lter that in the time domain could be
written




p−1[n− 1] , (26)
ebp[n] = e
b
p−1[n− 1] + kpefp−1[n] . (27)
In gure 3 is showed how the lattice structure is used to estimate the forward and
backward errors.
Using a lattice structure we can implement the whitening lter following these steps:
 estimate the values of the autocorrelation function r^xx[k], 0  k  P of our process
x[n];
 use the Durbin algorithm to nd the reflection coecients kp, 1  p  P ;
 implementation of the lattice lter with these coecients kp initiating the lter
ef0 [n] = e
b
0[n] = x[n].
In this way the forward error at the stage P -th is equivalent to the forward error of a
transversal lter and represents the output of the whitening lter.
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The procedure of whitening will be accomplished before applying the algorithms
for the detection of gravitational signal of dierent wave forms. The level of whiteness
of the data needed for the various algorithms could be dierent. It is important to have
a common language and to assign a parameter which characterizes the performance of
whitening lter. We want now to introduce this parameter that let us quantify the level
of whiteness of data at the output of whitening lter.
3.2. The \whiteness" of data: measure of flatness of PSD











where the integral is extended in the bandwidth of Nyquist frequency; this
parameter satises
0  ξ  1 (29)
If P (f) is very peaky, then ξ ’ 0, if P (f) is flat than ξ = 1.
It is possible to demonstrate that the flatness for a process at the output of a





where rxx[0] and ree[0] are the values of the autocorrelation function of the process before
and after the whitening procedure, and ξ is the value of flatness for the initial sequence.
4. Results on simulated VIRGO-like noise data
We want to investigate the performance of the Durbin lter in tting the VIRGO PSD
and in whitening the simulated output of this interferometer.
We can simulate the data as AR or ARMA process [17], by tting the theoretical
PSD as an AR or ARMA model. If we simulate the data as an AR process and t them
with an AR model, the number of parameters we must use will be small. In the real
situation the output of interferometer will not be an AR process. This does not mean
that we cannot ever t the data as an AR process, but that probably we need a greater
number of parameters. In order to be closest to the real situation we use an ARMA t
to the theoretical PSD and we performed the tests following the steps:
 ARMA t to theoretical VIRGO-like noise PSD
 Generation of noise data with the ARMA parameters
 realization of one process of noise
 P order selection for the AR t to the realization of the noise
 Durbin(P) whitening lter.
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4.1. The VIRGO noise power spectrum
We consider a theoretical curve for a VIRGO-like power spectrum in which shot noise















fK = 500Hz shot noise cut frequency (32)
S1 = 1.08  10−36 pendulum mode (33)
S2 = 0.33  10−42 mirror mode (34)
S3 = 3.24  10−46 shot noise (35)






















+ (c $ f) (36)
where we take into account the dierent masses of close and far mirrors, being
f (c)n = n  327 Hz f (f)n = n  308.6 Hz (37)
Cc = 3.22  10−40 Cf = 2.82  10−40 φ2n = 10−7 (38)
The dierence between far and close masses leads to the presence of double violin peaks,
as we can see in gure 4, where we have plotted the spectrum obtained with a sampling
frequency fs = 4096 Hz.
We suppose to explore the band of frequencies from 10Hz to 2000 Hz, where it is
most probable to nd a gravitational signal, choosing a sampling frequency of 4096Hz.
The low frequency part of the spectrum has been ltered to cut the tail of the thermal







with the following values
pass = 1000 , N = 2 , ωpass = 3pi . (40)
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ARMA(32,32) simulated data    
VIRGO−like PSD    
Figure 5. PSD of VIRGO-like simulated data.
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4.2. Data simulation
First of all we make an ARMA t to the theoretical PSD with the techniques used in
[17]. We choose to use P = 32 and Q = 32 parameters then we simulated the data in
the time-domain using the relation 2, with a pre-heating techniques as described in [19].
In gure 4 we plot the theoretical VIRGO PSD and the ARMA(32,32) t, while in
gure 5 we show the PSD obtained as an averaged periodogram on 50 realizations of
the process for simulated data. As it is evident the t is good and we can suppose the
time-domain data well represent the expected Gaussian and stationary noise process for
VIRGO interferometer.
4.3. Order Selection
The idea of the whitening lter is that the process we analyze is an autoregressive one
and that once we have the AR parameters we can use them in the lter of gure 2.
In general we don’t know the order of our process, even if we suppose that it is an
AR one. If it is an AR of order P, and we use an order p < P , the tted spectrum will
be smoother than the original one; if we choose an order p > P , there may be spurious
peaks in the spectrum. In both cases the whitening will be not good.
If our process is not AR, the number of parameters could be in principle innite.
We must then x a criterion that let us select the right order of the process, or at least
the best one.
We used the classical order selection criteria, that is the Akaike information
criterion (AIC), the forward prediction error (FPE) the Parzen’s criterion (CAT) and
the minimum description length (MDL) one
AIC(P ) = N log (P ) + 2P , (41)
FPE(P ) = (P )
N + P + 1
N − P − 1 , (42)









− N − P
NP
, (43)
MDL(P ) = N log (P ) + P log N , (44)
where (P ) is the mean square error at the order P and N is the length of data. In
literature the MDL criterion is considered the best among them, because it is robust
with respect to the length of the sequence, while the others depend a lot on N[23].
Suppose, as in the real situation, we have not access to the theoretical PSD of our noise
process and we want to estimate the best order of the whitening lter. We can use a
single realization of process, i. e. a sequence of N-data to estimate the autocorrelation
function and apply the selection order criteria to it. The results of these criteria are
reported in table 1.
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Table 1. Minimum of order selection criteria on a single sequence for 1 minute of
ARMA simulated VIRGO data.
MDL AIC FPE CAT
338 626 626 681
0 100 200 300 400 500








Figure 6. Behavior of ξ with respect to the order P for the VIRGO-like simulated
data.
The best order to whiten the data is given by the MDL criterium [19][23] which
produces an order of 338 parameters.
This number is an indicative one. We can choose to build an higher order lter
to be sure to have whitened data at the output of the lter. We choose to adopt the
number of parameters of MDL criterium and we test the flatness of the spectrum at the
output of the Durbin lter measuring the value of ξ.
All the order selection criteria give an estimation of the number of parameters such
that the output of the whitening lter has the maximum value of ξ.
In gure 6 we report ξ versus the number of parameter of whitening lter. The
value of ξ for very low order P is small and, as expected, it increases with the order
P until it converges to a plateau around P  300. So we deduce that our choice of
P = 338 is a good estimation of whitening lter order.
4.4. Results of Durbin whitening lter on simulated VIRGO-like noise data
In gure 7 we plotted the averaged PSD on 100 realizations of input noise and of the
output of Durbin whitening lter. The results are good even if there are some residual
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Simulated noise data  
Output of Durbin whitening filter    
Figure 7. Exit of Durbin whitening lter.
Table 2. Flatness on averaged PSD at the input and the outputs of whitening lter
for VIRGO-like simulated data.
Simulated noise Durbin White process
0.050 0.983 0.989
lines at the high frequencies.
We can do a better whitening if we take a higher order whitening lter, but we
must pay an higher computational cost itself, because it is proportional to the order P
of the lter. The level of whitening we choose to perform depends on the requests for
the detection algorithms.
In gure 8 we report the measure of ξ in a set of realizations of the process of
simulated noises. The values are reported before any application of whitening lter and
after the application of ’static’ whitening lter. We estimate the value of flatness also
for a simulated white noise process to check the goodness of the whitening lters.
As we can see in gure 8, in a single realization the value of flatness is high but not
equal to 1, because of variance of the estimate of periodogram. On the other hand In
the averaged periodogram the value of ξ is very close to 1 as we can read in table 2.
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Figure 8. Measure of flatness for simulated noise process and outputs of whitening
lters.
5. Adaptive filters
Since now we showed lters which estimate the parameters to be used in the whitening
lter from the autocorrelation function or PSD, i.e. these lters use a priori information
about the statistics of the data to be analyzed. Now we want to investigate the behavior
of lters which are self-designing [21].These lters estimate the parameters directly from
data adjusting them using as feed-back the signal obtained by the minimization of a
cost function of the error signal. In gure 9 is reported the scheme of an adaptive lter
for system identication. In our case the plant is represented by the parameters which
t the PSD of data. The implementation of an adaptive lter follows two steps: the
ltering of the input data and the adjustment of the lter parameters with which we
process the data to the next iteration.
The lters parameters are updated by minimizing a cost function. The way in
which we build this cost function distinguishes the adaptive methods in [21, 22]:
 methods of stochastic gradient;
 least squares methods.
To the rst class belong the algorithms whose cost function is the mean square error
E [e2[n]], where e[n] is the dierence between the function we desire to nd and the output
of our lter. We talk of stochastic methods because the cost function is a statistical
measure of the error. In the second class the cost function is the weighted sum of the











Figure 9. Scheme of adaptive lter for system identication.
square errors e2[n]. These methods could be implemented with a block estimation or
with a recursive one (Recursive Least Squares). For the block estimation a block of data
is acquired and then applied the least square algorithm, while in the recursive one the
least squares methods should be implemented in a recursive way
In order to be able to obtain on line the t to the PSD, we will use only the
recursive kind. We used the Gradient Adaptive Lattice (GAL), the Recursive Least
Squares (RLS) and the Least Squares Lattice (LSL).
The next sections of this paper are organized in two parts: in the rst part we make
a comparison of the GAL, RLS and LSL methods to t a VIRGO-like noise PSD. For
this we simulated the data as an autoregressive process; we consider that the parameters
we use in the simulation as the true values and we check the capability of the algorithm
in converging towards these values. In the second part, we will report the application of
the LSL methods as whitening lter on data simulated as ARMA process, to show that
even in the case of a process which is not an autoregressive one, we succeed in tting it
with an AR with a low number of parameter and in obtaining a whitened PSD.
To check the performances of these algorithms we use the following scheme:
 modeling of the VIRGO as an AR process by Durbin algorithm;




akx[n− k] + w[n] (45)
 implementation of adaptive algorithm without any information on the input
sequence of data:
 comparison between the estimated PSD and the obtained one.
It is fundamental to test the time convergence of the algorithms to compare them with
the typical times of non stationarities. To this goal we measure the number of iterations
in which the measured values of the parameters reach the true values of the parameters.
This is done in the case of AR simulation, where the two quantities are comparable.
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Figure 10. Comparison between the reflection coecients estimated by Durbin and
GAL algorithms
If we simulate the process as an AR one the MDL order selection criterion gives as
best order the value 292. We select this one to perform our simulation and our tests.
6. Application to VIRGO-like simulated data
We applied the GAL method on simulated data to verify its capability in identifying
the VIRGO-like noise power spectrum.
The convergence is reached after 2 minutes of data, but not for all the coecients,
as it is evident in gure 10, where we plotted all the 292 coecients and zoomed the
regions corresponding to p = 1, 2 . . . , 50 e p = 50, 51, . . . , 100. After the rst 50 there is
an evident discrepancy between the simulated and the estimated reflection coecients.
This causes the non convergence of the AR parameters even for the rst two coecients
(see gure 11). Even if we use a greater number of iteration, the convergence is not
reached. This is reflected in the estimation of the PSD, as you can see in the gure 12
where the estimated GAL PSD is reported. The violin peaks are reproduced only in
a rough way. This is due to the kind of cost function we used to nd the reflection
coecient, that is optimal only in a statistical sense and not for the actual value of the
error function.
7. Least Square based methods
The Least Squares based methods build their cost function using all the information
contained in the error function at each step, writing it as the sum of the error at each
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Figure 12. GAL t to the VIRGO PSD










where d is the signal to be estimated, x are the data of the process and w the
weights of the lter. We introduced the forgetting factor λ that let us tune the learning
On line power spectra identication and whitening 19

























Figure 13. Convergence of the rst two and the last two AR parameters for RLS
lter.
rate of the algorithm. This coecient can help when there are non stationary data in
the data and we want that the algorithm have a short memory. If we have stationary
data we x λ = 1.
There are two ways to implement the Least Squares methods for the spectral
estimation: in a recursive way (Recursive Least Squares or Kalman Filters) or in a
Lattice Filters using fast techniques [22]. The rst kind of algorithm, examined in [18],
has a computational cost proportional to the square of the order of lter, while the cost
of the second is linear in the order P.
7.1. RLS: application to VIRGO noise data
We used about 1 minute of data, choosing a sampling frequency of 4096 Hz.
In this transversal lter we update directly the weights, without estimating the
reflection coecients. In gure 13 we report the convergence curves for the rst two
coecients a1, a2 and for the last two coecients a291, a292 estimated by the RLS






292. The RLS algorithm
converges to the true value of the parameters, and its convergence time its of the order
of 30 sec.
In gure 14 we report the 292 parameters for the AR model estimated with RLS
after 1 minute of iterations and the corresponding true values. In the zooms we can see
the rst 50 and the last 70 coecients. There is a small discrepancy in the estimations
of the last coecients, but this doesn’t aect the t of the original PSD as it is evident
in gure 15, where all the spectral features are well reproduced.
7.2. LSL: application to VIRGO-like noise data
The computational cost of RLS is prohibitive for an on line implementation. Moreover
its structure is not modular as for the GAL algorithm, which forces the choose of the
order P once for all. The algorithm with a modular structure like the lattice one oers
the advantages of giving an output of the lter at each stage p, so one in principle
we can change the order of the lter by imposing some criteria on its output. On the
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Figure 15. RLS t to the VIRGO PSD
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Figure 16. Convergence of the rst and the last two AR parameters estimated by
LSL.
contrary the Least Square Lattice lter is a modular lter with a computational cost
proportional to the order P .
We introduced for the LSL lter the forward and backward reflection coecients.
These in principle could have dierent values if the sequence is not stationary, but we
simulate the VIRGO-like noise data as a stationary process, therefore kfp = k
b
p = kp.
Moreover we use the pre-windowed case λ = 1.
We used always 1minute of data with a sampling frequency of 4096 Hz. The AR
parameter have been estimated from the reflection coecients using the relation (20).
The error efp at the last stage is the whitened sequence of the input data. So at the
output of LSL lter we nd the parameter for the estimation of the AR t to VIRGO
PSD and the whitened sequence of data.
In gure 16 we report the behavior of the last two parameter ap estimated with
the LSL lter and for reference the values used in the simulation. As we expected the
performances are similar to the one of RLS lter and the convergence is reached after
about 30 sec of data.
This behavior is satised by all the coecients ap as it is evident in gure 17 where
we plotted all the coecients of simulation and the estimated ones.
We zoomed on to the rst 50 coecients and to the last 70 ones. As for the RLS
lter there is a small discrepancy only for the last coecients, but this does not aect
the spectral estimation as reported in gure 18, where all the violin peaks are well
reproduced. In only one minute of data we succeeded in identifying an AR model with
292 parameters. If we think about not stationarity noise with characteristic time of
one hour, we are sure to obtain on line the right estimation of the PSD, and the right
whitened sequence.
In gure 19 we reported the PSD of the sequence efP [n] obtained as averaged
periodogram on 100 noise simulations.
It is clear that the LSL is a good whitening lter and it oers the advantages, with
respect to the Durbin one, of being adaptive and of working without estimating before
the autocorrelation function from the data.
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Figure 18. LSL t to the VIRGO-like noise PSD.
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Figure 19. Exit of LSL whitening lter.
7.3. LSL statistics
In order to evaluate the goodness of an estimator we verify if it is an unbiased one and










We xed 1 minute of data as the maximum length for N and we estimated the bias for
the parameters ap. The statistical quantities have been evaluated as averages on 100
realization of the process. In gure 20 we report the bias for each AR parameter
B(ap) = E [a^p]− atp (50)
estimated at two dierent times: the rst at 8sec of data and the second at 64. It is
evident that the quantities B(ap) are equals to zero after 1 minute of data.
Now to evaluate the eciency of the estimator LSL we verify that the variance for
the estimated coecients ap reaches the Cramer-Rao (eq. (48)) limit.
In gure 21 we reported the estimated variance for the coecients ap at the output
of LSL lter and the theoretical Cramer-Rao bound. The variance has been estimated
at steps of time growing until the limit of 64 sec. It is evident the its values become
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Figure 20. Bias for the AR parameters.
Table 3. Flatness on averaged power spectra at the input and the outputs of whitening
lter for VIRGO-like simulated data.
Simulated noise Durbin LSL White process
0.050 0.983 0.984 0.989
smaller and smaller increasing the number of iteration and that it reaches the Cramer-
Rao theoretical limit [18].
7.4. If the noise is not a AutoRegressive process
Suppose that our process is not an autoregressive one: does the LSL work well in this
situation? To verify this we simulated, as in the Durbin case, the data as an ARMA
process and test the LSL on this sequence of data. The optimal order for the AR t to
these data, now is 338, so we use this order for the LSL nal stage.
In gure 22 we plotted the PSD of the simulated data and at the output of the LSL
lter averaged on 100 realizations. It is evident that the LSL succeeded in whitening
also the ARMA sequence, even if we use an AR t. In table 3 we reported the values
of flatness for the outputs of Durbin and LSL lter.
The values of flatness for LSL and Durbin whitening lter are similar, even if it
is evident that LSL whitens better than Durbin lter. We think that this is related to
the fact that the adaptive lters don’t need the previous estimation of autocorrelation
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Figure 21. Cramer-Rao bound for LSL parameters.










Simulated noise data      
Output of LSL whitening filter    
Figure 22. Exit of LSL whitening lter.
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function; in this way if we make a mistake in estimating the autocorrelation it will not
propagate in the estimation of coecients.
8. Conclusion
In this paper we addressed the problem of on-line identication of the parameters
which tted the PSD at the output of an interferometric detector like the VIRGO
one. Moreover we face the problem of whitening on-line the sequence of data.
In this work we reviewed the Durbin and LSL whitening algorithms and we reported
the results of whitening on VIRGO-like noise simulated data, showing that it is possible
to obtain a whitened PSD. We veried that the LSL adaptive algorithm has a better
performance with respect to the static algorithm so it could be useful if we have to face
with non stationary data. It is important to note that in selecting the order of whitening
lters it is crucial a good knowledge of the level of whiteness needed for the dierent
signal detection algorithms. In fact we showed that the value of flatness tends to reach
a plateau with respect to the number of parameters used in the whitening lters while
the computational cost increases proportionally to the order of lter.
The procedure of whitening we described is a linear procedure that does not destroy
any part of the data. It is a reversible process that can be updated to the level of
whiteness we need. It is worth nothing that the Durbin algorithm is a ’static’ procedure,
that is we suppose to know that what we are analyzing is only noise and we used it
to t the parameters to perform the whitening on the next sequence of data. In this
way if in the next sequence of data there is a signal, we don’t white the signal even if
we can modify its waveform. Note that we have under control the kind of changes we
made to the signal, because we know the parameters of our whitening lter. Instead
when we use the adaptive algorithms we could in principle let the algorithm learn also
the signal buried in the noise, and whiten all the information about it, but the learning
time of the algorithm we described is such that only a periodic signal can be captured
by this algorithm. In an incoming paper we report the tests we made on the whitening
procedure applied to sequences of data containing gravitational signals [31].
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