INTRODUCTION
============

Since the publication in 2000 of the landmark paper on fold recognition using cross-linking data ([@R1]), the idea of solving protein structures using cross-linking distance constraints has attracted the attention of researchers worldwide. It seems intuitively obvious that the three-dimensional structure of a protein should be able to be unequivocally defined by a collection of pairwise short interresidue distances or interresidue contacts. Unfortunately, there are only a few rare opportunities for the formation of zero-length cross-links, which can be directly translated into interresidue contacts in proteins. These are amide bond formation between adjacent amino and carboxyl groups ([@R2]), cross-linking of adjacent tyrosine residues ([@R3]), and disulfide bond formation between cysteine residues. Traditional amine-reactive cross-linking reagents can provide only long-distance constraints (\>15 Å) between amino groups that have a relatively sparse distribution and are usually only found on the protein surface. Recently, nonspecific short-distance heterobifunctional ([@R4]) and homobifunctional ([@R5]) photoreactive reagents have been designed for this purpose. These reagents have the potential to form cross-links between pairs of nearby amino acid residues and therefore should be able to provide the required number of short-distance constraints for finding the true protein structure.

For the past decade, computational approaches have provided an alternative for protein structure determination ([@R6]--[@R8]) and have become powerful and widely used tools for computational structural biology ([@R9]--[@R13]). Great progress is currently being made in knowledge-based prediction methods that take advantage of both multiple protein structures determined by nuclear magnetic resonance (NMR) and x-ray crystallography and advanced homology detection algorithms ([@R13]). De novo structure prediction methods rely solely on energy-based calculations and are attractive because they are knowledge-independent approaches for protein structure prediction ([@R14], [@R15]). For smaller proteins (\<100 residues), because of the smaller conformational space that needs to be sampled, computational methods can accurately predict native-like structures ([@R16], [@R17]). However, larger proteins (\>100 residues) fold on a microsecond time scale, which often makes prediction of these structures computationally unrealistic, even if highly efficient computational algorithms and specialized hardware are used ([@R18], [@R19]). Energy functions themselves can cause biasing toward or against specific protein structural motifs during protein folding simulations ([@R20]--[@R22]). Inclusion of experimental data as constraints on the modeling process has the potential to overcome these issues and increase the accuracy of the predictions. Experimentally derived data on a protein's structure simultaneously decrease the "allowed" protein conformational space and prevent computational bias toward incorrect protein folds or configurations.

Of the available types of experimentally derived structural data, residue-level or atom-level structural data are preferred. Cross-linking analysis in combination with modern mass spectrometry (MS) provides interresidue distances that can be incorporated into the modeling process. However, cross-linking results can produce inconsistent data because of fluctuations in the solution structure of the protein during the experiment ([@R23], [@R24]). Thus, incorporation of cross-linking constraints will define a structural ensemble rather than a single protein structure. This must be taken into consideration when selecting the "best fit" models from computationally generated ensembles of conformations ([@R25], [@R26]) and when directly incorporating distance constraints into an energy-based simulation process ([@R23], [@R27]).

Here, we present a method for predicting protein structures by adding experimental short-distance cross-linking constraints into discrete molecular dynamics (DMD) simulations ([@R28], [@R29]). The incorporation of these experimental data considerably reduces the allowed conformational space during simulations, helping to guide the folding of the protein toward conformational ensembles with minimum energies at shorter time scales. We consider this workflow to be the first step in an ongoing effort that will allow the incorporation of multiple types of residue-level experimental constraints---derived from structural proteomics---into the modeling process.

We have tested our workflow on proteins with well-known and well-defined structures, and we have shown that our approach successfully predicts model structures that agree with known x-ray structures. We have also independently validated the predicted structures with additional experimental structural proteomics techniques, such as hydrogen-deuterium exchange (HDX), chemical surface modification (SM), and long-distance cross-linking (LD-CL).

RESULTS
=======

Cross-Linking Discrete Molecular Dynamics (CL-DMD) workflow
-----------------------------------------------------------

The workflow for the method is shown in [Fig. 1](#F1){ref-type="fig"}. The overall workflow consists of three main steps: the acquisition of short-distance cross-linking data, the performance of DMD simulations guided by these cross-linking constraints, and the validation of the obtained structures with additional structural proteomics methods. If the model does not meet the validation criteria, the workflow can be repeated after adding additional sets of cross-linking data.

![The workflow schematics for structural proteomics--guided CL-DMD protein structure prediction.](1700479-F1){#F1}

Short-distance cross-linking
----------------------------

The key to this approach is to obtain multiple interresidue short-distance cross-linking constraints covering most of the protein. To obtain these distance constraints, we used a panel of cross-linking reagents that can produce zero-length (no cross-linker spacer) and short (\~5 Å) cross-links. To obtain numerous cross-links for every region of the protein, we used nonselective photoreactive, heterobifunctional and homobifunctional cross-linkers ([@R4], [@R5]). For the proof-of-concept experiments shown here, we used myoglobin (Mb) and the FK506 binding protein (FKBP) models for α helix-- and β sheet--rich proteins, respectively. We used a panel of cross-linking reagents consisting of disuccinimidyl adipate (DSA), disuccinimidyl glutarate (DSG), succinimidyl 4,4′-azipentanoate (SDA) ([@R4]), azidobenzoic acid succinimide (ABAS) ([@R4]), and triazidotriazine (TATA) (fig. S1) ([@R5]). DSA and DSG are amine-reactive reagents, SDA and ABAS are heterobifunctional amino group--reactive and photoreactive reagents, and TATA is a homobifunctional photoreactive reagent. Cross-linked proteins were digested with proteolytic enzymes (trypsin or proteinase K), and the resulting peptides were analyzed by liquid chromatography--tandem mass spectrometry (LC-MS/MS) (fig. S2 and tables S1 and S2). Cross-links were found to be evenly distributed throughout the protein structures, connecting the secondary structure motifs and loops (fig. S3), which were known to be adjacent. These short-distance cross-links were used as constraints for the DMD simulations.

DMD simulations
---------------

DMD is a physics-based efficient computational algorithm for the structural simulation of proteins and complexes ([@R17], [@R28]--[@R30]). DMD uses physical principles of ballistic motion to describe the time evolution of the atom positions. In the event of a collision, the atoms involved instantaneously exchange their velocities according to energy and momentum conservation laws ([@R17]). This algorithm has been shown to provide more efficient sampling of the protein conformational space than traditional molecular dynamics simulations, allowing more rapid folding of large proteins. Also, the discrete energy representation allows for the incorporation of experimental pairwise atom proximity constraints ([@R31], [@R32]); for each experimental constraint, we have introduced an additional potential to the force field developed ([@R32], [@R33]). The combination of these potentials constrains the positions of the cross-linked atoms during simulations. The width of the potential well is defined by the spacer length of the cross-linker (see Computational methods for details).

For each protein, all-atom replica exchange simulations were performed, starting from the unfolded conformation. During the data analysis, 10% of the structures that had the lowest energies in our DMD simulations were selected, and distance-based clustering was performed among them. These clusters represent conformational ensembles predicted for the given protein. As a result of the discrete nature of potentials in DMD, there are no continuous forces driving the system to satisfy all of the constraints at the same time. Thus, each of these clusters might satisfy only some of the constraints. For further study, centroids of the most populated clusters with the lowest energies were selected and scored by our energy function as our "best models."

To visualize how the predicted models aligned with known structures ([Figs. 2](#F2){ref-type="fig"}, C to E, and [3](#F3){ref-type="fig"}, C and D), we determined the root mean square deviation (RMSD) values for all structures generated during the DMD simulations of Mb and FKBP. The RMSD of Cα atom positions quantifies the similarity of the models to the x-ray structures of the proteins \[Protein Data Bank (PDB) IDs: 2V1H and 2MPH\]. The RMSD values were plotted versus the corresponding energy scores, as provided by the Medusa force field energy function ([Figs. 2A](#F2){ref-type="fig"} and [3A](#F3){ref-type="fig"}) ([@R29], [@R33]). Each point on the plot corresponds to a snapshot of the structure taken during the simulation. In general, it can be seen that during the simulation, the structures cluster in areas with small RMSD values and low energies. This indicates that our approach can accurately explore the conformational space of these proteins. The data in [Figs. 2B](#F2){ref-type="fig"} and [3B](#F3){ref-type="fig"} represent the states with the 10% lowest energy cutoff. It can be seen that these structures populate several major clusters (see Computational methods for analysis). The models corresponding to each of these clusters, which are aligned with the corresponding x-ray structures, are presented in [Figs. 2](#F2){ref-type="fig"} (C to E) and [3](#F3){ref-type="fig"} (C and D). The RMSD values of the lowest energy models compared to the x-ray structures are 5.4 Å for Mb and 2.7 Å for FKBP. Another strength of the approach presented here is that, based on structures found in the clusters, we can show possible dynamics and fluctuation of the protein structure in the vicinity of the predicted model (fig. S4).

![CL-DMD modeling of FKBP.\
(**A**) Scatter plot of the Medusa force field energy versus the RMSD (in angstroms) from the x-ray structure obtained from a CL-DMD simulation of FKBP with external experimental short-distance cross-linking constraints. (**B**) Clusters found among the 10% of the structures that had the lowest energies. (**C** to **E**) Models, corresponding to each cluster from (B), aligned to the x-ray structure of FKBP (PDB ID: 2MPH).](1700479-F2){#F2}

![CL-DMD modeling of Mb.\
(**A**) Scatter plot of the Medusa force field energy versus RMSD from x-ray structure obtained from simulation of Mb with external experimental short-distance cross-linking constraints. (**B**) Clusters found among the 10% of the structures that had the lowest energies. (**C** and **D**) Models, corresponding to each cluster from (B), aligned to x-ray structure of Mb (PDB: 2V1H).](1700479-F3){#F3}

Experimental validation of the models
-------------------------------------

For experimental validation of the final models, we used circular dichroism (CD), HDX, chemical SM, and LD-CL techniques. In the current form of the workflow ([Fig. 1](#F1){ref-type="fig"}), for well-structured proteins, such as those used in this study, all of the experimental validation data have to agree with the final models.

Similar to CD, the HDX method provides data on the secondary structure content and the location of the secondary structure motifs within the protein sequence. Here, we used our recently developed top-down HDX method, which combines Fourier transform MS (FTMS) with fragmentation via electron capture dissociation (ECD) ([@R34]). A key advantage of this approach is the ability to determine the degree of HDX on the individual residue level (fig. S5). The secondary structure content, as determined both by CD (fig. S5) and by HDX (fig. S6), was in agreement with that obtained from the final models (fig. S7). Delineation of the secondary structure motifs by ECD-FTMS HDX analysis was also in agreement with the location of α helices and β strands in the protein sequences (fig. S8) in the final DMD models.

According to the FKBP CL-DMD model, 78 backbone amides are involved in hydrogen bonding, compared to 72 in the crystal structure. Of these, 38 residues are involved in the formation of β sheets in the model, compared to 37 in the crystal structure. These β sheet residues represent 27 and 26% of the entire protein, respectively. On the basis of the CD data, 35% of the residues are involved in β sheets. On the basis of both the model and the crystal structure, seven residues (representing 5% of the protein) are involved in the formation of a single α helix. CD data indicate that 4% of the protein is involved in α helices. According to the model, the remaining 40 protected backbone amides form hydrogen bonds with other parts of the protein and are not involved in secondary structure, compared to the 35 in the crystal structure. The model is in agreement with the HDX data, which indicate that 79 residues of FKBP are protected from exchange. For Mb, the agreement between the model and CD and HDX data was similarly good. In the CL-DMD model of Mb, there are 88 hydrogen bonds within the α helices, whereas in the crystal structure, there are 84. These correspond to 58 and 55% of the total number of residues, respectively. From our CD data, we observed that 55% of the protein was α-helical. On the basis of the HDX experiments, 90 of 153 residues are protected from exchange.

To further evaluate the models, we performed differential SM experiments with isotopically coded reagents, comparing the folded state with the unfolded state, which was generated by denaturing the protein with 8 M urea. This differential labeling allows us to quantitatively determine the degree of surface exposure of amino acid residues of the protein. The protein samples in the folded and unfolded states were modified with light and heavy isotopic forms of the reagent, respectively. Reactions were quenched, mixed, and digested with pepsin, and the resulting peptides were analyzed by LC-MS/MS. In this experimental design (fig. S9), surface-exposed residues equally modified in both folding states appear as doublets of ion signals with equal intensities in the mass spectra. In contrast, buried residues show a higher degree of modification in the unfolded state, resulting in a doublet of peaks with unequal intensities in the mass spectra. For this study, we used the isotopically coded reagent pyridine carboxylic acid N-hydroxysuccinimide (PCAS)-^12^C~6~ or PCAS-^13^C~6~ ([@R35]), which modifies Lys, Tyr, Ser, and Thr residues. The SM method allowed the detection of specific buried or exposed residues in the proteins (table S3). The locations of all of these residues were in agreement with the final models (fig. S10).

Long-distance Lys-Lys cross-linking using amine-reactive reagents with spacer lengths of \>10 Å generally cannot be directly used for the DMD simulations because these constraints are too loose to be reasonably used. Nevertheless, these long-range constraints can be used to validate the protein structures predicted by our method. Here, we used the amine-reactive cross-linker cyanurbiotindipropionylsuccinimide (CBDPS) (spacer length, \~14 Å) ([@R36]). The long-distance intraprotein CBDPS cross-links were in good concurrence with the final models of the proteins (fig. S11).

In summary, application of this new CL-DMD procedure for the de novo protein structure prediction of Mb and FKBP gave results that were in agreement with their known crystal structures. In-solution experiments with HDX, SM, and LD-CL, which were performed to validate the DMD-predicted structures, consistently confirmed the modeling results, indicating that CL-DMD can be successfully used to predict unknown protein structures.

DISCUSSION
==========

Here, we describe a method for the determination of protein structures based on DMD simulations guided by short-distance cross-linking constraints, followed by validation of the obtained solutions by CD, HDX, SM, and LD-CL data. We have tested the proposed approach on the mainly α structure and mainly β structure proteins, Mb and FKBP, respectively, and have obtained agreement of the results with known structures of these proteins. Experimentally determined interresidue distance data provide valuable structural information and have the potential to be helpful in any computational approach, such as conventional molecular dynamics or NMR structure prediction algorithms ([@R25], [@R37]). DMD provides computational efficiency and discrete representation of potential energies, which naturally allow for the generation of conformational ensembles satisfying only a portion of the constraints. This makes DMD a perfect computational platform for the methodology proposed in this study. Short-distance constraints were directly incorporated into the DMD force field energy function, thus influencing the entire folding process. This allows the software to restrict the conformational space and achieve the folding of native structures on a practical time scale. We believe that both short-distance cross-links and the DMD algorithm are essential for the success achieved by the predictions. For example, when we attempted simulations of the Mb and FKBP proteins without any constraints, we were not able to find any close-to-native structures for a simulation time of 3 × 10^6^ steps. We also found that the use of long-distance constraints (\>25 Å) did not have any noticeable effect on the simulations (when compared to nonconstrained simulations) because the length of the cross-link was comparable to the size of the protein. However, long-distance constraints can be used for additional validation of the predicted models.

The existence of ensembles of structures, where only a portion of the constraints are satisfied, is an intrinsic property of the discrete energy representation of DMD. The algorithm energetically penalizes structures where the distances between the atoms do not satisfy the experimentally obtained constraints (see Computational methods). However, there is no continuous force during the simulations, which drives the system to a single state that satisfies all of the constraints. In contrast, our method allows for the generation of possible conformational ensembles, to which different energy scores are assigned by the Medusa force field function.

For well-structured proteins, such as those presented in this study, we observe clear separation of the low-energy clusters and a narrow distribution of structures within the clusters. However, in the case of intrinsically disordered proteins, multiple CL-DMD clusters with similar energies are observed, which probably represent coexisting ensembles of conformations. Analysis of the structures within each cluster reveals some aspects of structural dynamics. In fig. S4, we show a tube diagram that indicates particular regions of the proteins that have higher flexibility. Regions of increased flexibility can be located by thicker tubes or by "blurring" of areas of the contact map (fig. S4). The contact frequency map in fig. S4 indicates how often each particular interresidue contact appears in the different structures within the cluster.

In the current form of this approach, we use only cross-linking data as constraints. It is possible to add other types of experimental data to the DMD simulations as additional constraints. We have already shown that limited proteolysis data can be converted to values for incorporation into DMD ([@R38]). Secondary structure information from HDX, in cases where it is possible to distinguish between α and β structures, can also potentially be incorporated into the algorithm, especially if the data are from high-resolution experiments where it is possible to delineate the boundaries of the secondary structure motifs at single-residue resolution ([@R34]). If residue exposure information from SM experiments can be converted to values and incorporated into the algorithm, this would be another valuable addition to the procedure. All of this experimental information would enhance the computational power of this approach, which would be advantageous to solve the structures of larger proteins. These efforts are currently under way in our laboratories. In addition to the inclusion of experimental data---such as those currently used for the validation step---into the DMD algorithm, alternative types of experimental data, not necessarily at residue-level resolution, can be added to the algorithm for structure validation purposes.

In summary, here, we introduce CL-DMD as a method for the determination of unknown protein structures. We hope that this method will find its place in the protein structure determination field, especially for cases where standard structural biology methods are not applicable.

MATERIALS AND METHODS
=====================

Materials and reagents
----------------------

All materials were from Sigma-Aldrich unless otherwise noted. The FKBP protein was a gift from C. J. Nelson (University of Victoria, Canada) and was expressed and purified as in the study by Gudavicius *et al.* ([@R39]).

Short-distance cross-linking
----------------------------

Aliquots (40 μl) of horse Mb (from skeletal muscle) at a concentration of 1 mg/ml in phosphate-buffered saline (PBS) were cross-linked using either 0.40 mM ABAS, 0.6 mM DSA, or 0.6 mM DSG (all from Creative Molecules Inc.). The structures of these cross-linking reagents are shown in fig. S1.

A solution of Mb (0.28 mg/ml) containing SDA (0.328 mM) was used for the SDA cross-linking reactions. FKBP25 was prepared at a concentration of 0.14 mg/ml, and 105 μl were cross-linked using either DSA or TATA, at a concentration of 0.46 mM. These reaction mixtures were incubated for 10 min in the dark to allow the *N*-hydroxysuccinimide ester reaction to take place, followed by 10 min of ultraviolet (UV) irradiation under a 25-W UV lamp (Mineralight Lamp UVGL-58, UVP) at 254 nm for ABAS and TATA or 366 nm for SDA. Samples were then acidified with formic acid (FA) before LC-MS/MS analysis.

Computational methods
---------------------

### Simulation details

We used an all-atom protein model with a united atom representation in which all of the heavy atoms and the polar hydrogens are explicitly represented. The discrete Medusa force field used in DMD approximates atomic interactions (such as van der Waals and electrostatic interactions as well as hydrogen bonding) by multistep square-well potentials ([@R30], [@R32]). The Lazaridis-Karplus implicit solvation model ([@R40]) was used to account for the solvation energy. In addition, we used the Andersen thermostat ([@R41]) to control the temperature during the simulations.

To incorporate interresidue proximity constraints into DMD simulations, we introduced additional square-well potentials between the cross-linked atoms into the Medusa force field$$\mathit{H} = \mathit{H}^{\text{Medusa}} + \sum\limits_{\mathit{i} < \mathit{j}}^{\mathit{N}_{\text{cl}}}\mathit{E}(\mathit{r}_{\mathit{i}\mathit{j}})$$where the first term is the Hamiltonian corresponding to the original Medusa force field ([@R30], [@R32]). The second term represents the sum of pairwise interactions for the cross-linked atoms. *N*~cl~ is the number of cross-links. For each pair of cross-linked atoms, *E*(*r*~*ij*~) has a well-like shape$$\mathit{E}(\mathit{r}_{\mathit{i}\mathit{j}}) = \left\{ \begin{array}{l}
{\varepsilon,~\mathit{r}_{\mathit{i}\mathit{j}} \leq \mathit{r}_{\text{min}}^{\mathit{i}\mathit{j}}} \\
{0,~\mathit{r}_{\text{min}}^{\mathit{i}\mathit{j}} < \mathit{r}_{\mathit{i}\mathit{j}} < \mathit{r}_{\text{max}}^{\mathit{i}\mathit{j}}} \\
{\varepsilon,~\mathit{r}_{\mathit{i}\mathit{j}} \geq \mathit{r}_{\text{max}}^{\mathit{i}\mathit{j}}} \\
\end{array} \right.$$where *r*~*ij*~ is the distance between two cross-linked atoms during the simulations; *r*^*ij*^~min~ and *r*^*ij*^~max~ are the minimum and maximum interatom distances allowed by each particular cross-linker, respectively; and ε is the energetic value assigned for the depth of the well (here, we used 20 kcal/mol).

This potential allows the atoms to freely move within the wells and will energetically penalize any motion outside the potential wells. Thus, the addition of a set of these cross-link--based potentials will make the corresponding portion of the conformational space energetically prohibitive for trajectories during protein folding simulations.

To reduce the degree of complexity of the folding protein, we did not explicitly model the heme group during Mb simulations. Instead, we introduced a few additional structural constraints between the Mb residues that directly interact with the heme group \[based on the x-ray structure of the protein (PDB ID: 2V1H)\].

Using these constraints, we used a replica exchange approach ([@R42], [@R43]) for the DMD simulations. Starting with the unfolded conformation, we ran multiple parallel simulations for different replicas of the same system at different temperatures. The replicas periodically exchange their temperatures, allowing the system to overcome local energy barriers and explore a larger conformational space. For each run, we analyzed 24 parallel replicas with temperatures ranging from 0.375 to 0.605 kcal/(mol\**k*~B~), corresponding to \~187 to 302 K. We ran simulations for 2 × 10^6^ time steps and saved snapshots of the structures every 1000 steps per replica.

### Clustering

The trajectories obtained were then analyzed, and the 10% of the structures that had the lowest energy were selected. We performed a clustering analysis on these structures using the algorithm implemented in Wordom and GROMACS ([@R44], [@R45]).

We calculated the distribution for the pairwise RMSD values between the Cα atoms of the selected structures and defined the highest peak of the obtained distribution as a threshold value for the distances between the structures within a single cluster. Last, we selected a centroid of the most populated cluster that had the lowest average energy as the model.

### Model dynamics

The strength of this new approach lies in the incorporation of experimentally derived constraints as part of the force field, which is used to computationally predict the protein structure, instead of using these constraints as filters during the last stage of structure determination. This approach allows the user (i) to identify a native-like protein conformation and (ii) to capture its intrinsic dynamic and structural fluctuations.

The final models for FKBP and Mb and their dynamics are presented in fig. S4. Figure S4 (B and E) shows an overlay of the regions and amplitudes of the fluctuations with the model structures. Figure S4 (C and F) illustrates how often different residue-residue contacts appeared during the model dynamics.

A static contact map is a binary two-dimensional matrix in which a value of 1 is assigned for every two residues (*i* and *j*) of the protein, if the distance between their Cα atoms is less than a specified cutoff distance (8 Å in our case). Contacts of a residue with itself, *i* = *j*, are omitted. The map is symmetrical with respect to *i* and *j*; thus, only half of the map is needed to show the contacts for an entire protein. The static contact maps for our predicted models are plotted below the diagonals in fig. S4 (C and F).

Above the diagonals in fig. S4 (C and F), we show contact frequency maps for the residues in those structures within the most populated cluster, for which our predicted model is the centroid (see Clustering). This contact frequency map is similar to the static contact map, but instead of binary values (1 and 0) for contacts between residues *i* and *j*, we have a number between 0 and 1 that corresponds to the frequency of this contact in the structures within this cluster. To calculate this value, we counted the number of the structures within this cluster for which residues *i* and *j* are in the contact, normalized by the total number of structures within the cluster.

LC-MS/MS analysis
-----------------

MS analysis was performed using a nano--HPLC (high-performance liquid chromatography) system (EASY-nLC II, Thermo Fisher Scientific), coupled to the electrospray ionization source of the LTQ Orbitrap Velos or Fusion (Thermo Fisher Scientific), using conditions described in the study of Petrotchenko *et al.* ([@R46]). Briefly, samples were injected onto a trapping column \[inner diameter (ID), 100 μm; outer diameter (OD), 3 × 60 μm\] packed with Magic C18AQ (pore size, 100 Å; particle size, 5 μm) (Bruker-Michrom), prepared in-house, and desalted by washing with 5 μl of solvent A (2% acetonitrile and 98% water, both containing 0.1% FA). Peptides were separated with a 60-min gradient \[0 to 60 min: 4 to 40% solvent B (90% acetonitrile, 10% water, and 0.1% FA); 60 to 62 min: 40 to 80% B; and 62 to 70 min: 80% B\], on an analytical column (ID, 75 μm; OD, 360 μm) packed with Magic C18AQ 1(pore size, 100 Å; particle size, 5 μm) (prepared in-house), with an IntegraFrit (New Objective Inc.), and equilibrated with solvent A. MS data were acquired using a data-dependent method. The data-dependent acquisition used dynamic exclusion, with an exclusion window of 10 parts per million and an exclusion duration of 60 s. MS and MS/MS events used 60,000 and 30,000 resolution FTMS scans, respectively, with a scan range of 400 to 2000 mass/charge ratio (*m*/*z*) in the MS mode. For MS/MS, the collision energy was set to 35%. Data were analyzed using the DXMSMS Match program from our ICC-CLASS (Isotopically Coded Cleavable Cross-Linking Analysis Software Suite), or with Kojak ([@R47]). For scoring and assignment of the MS/MS spectra, b and y ions were primarily used, with additional confirmation from collision-induced dissociation cleavage of the cross-linker, whenever this was available.

Circular dichroism
------------------

CD spectra were recorded on a Jasco J-720 spectrometer in a stream of nitrogen. The α and β structure contents were calculated using the BeStSel web server ([@R48]).

Hydrogen-deuterium exchange
---------------------------

Top-down ECD-FTMS HDX was performed as described previously (see fig. S6 for the workflow) ([@R34]). Briefly, protein solution and D~2~O in separate syringes were continuously mixed in a 1:4 ratio (with a final concentration of 80% D~2~O) via a three-way tee, which was connected to a 100 μm × 5 cm capillary, providing a labeling time of 2 s. The outflow from this capillary was mixed with a quenching solution containing 0.4% FA, 20% acetonitrile, 64% D~2~O, and 16% H~2~O from a third syringe via a second three-way tee and was injected into a Bruker 12 T Apex-Qe hybrid Fourier transform ion cyclotron resonance MS, equipped with an Apollo II electrospray source. In-cell ECD fragmentation experiments were performed using a cathode filament current of 1.3 A and a grid potential of 13 V. Approximately 800 scans were accumulated over the *m*/*z* range of 200 to 2000, corresponding to an acquisition time of approximately 20 min for each ECD spectrum. Deuteration levels of the amino acid residues were determined using the HDX Match program ([@R49]).

Surface modification
--------------------

Chemical SM with pyridine carboxylic acid *N*-hydroxysuccinimide ester (PCAS) was performed as previously described (as shown in fig. S9) ([@R35]). Briefly, Mb was prepared at 50 μM in PBS containing 8 M urea (pH 7.4) to generate the unfolded state or in PBS only to generate the folded state. Either the light or the heavy form of the isotopically coded reagent (PCAS-^12^C~6~ or PCAS-^13^C~6~) (Creative Molecules Inc.) was then added to give a final concentration of 10 mM. Reaction mixtures were incubated for 5 min and then quenched with 50 mM ammonium bicarbonate. Next, samples were mixed at a 1:1 ratio, combining folded (PCAS-^12^C) with unfolded (PCAS-^13^C) samples. Samples were acidified with 150 mM acetic acid and digested with pepsin at a 20:1 protein/enzyme ratio overnight at 37°C. After digestion, samples were prepared for MS analysis using C~18~ ZipTip tips (Millipore). ZipTip tips were equilibrated with 30 μl of 0.1% trifluoroacetic acid (TFA), and the sample was introduced, then washed with 30 μl of 0.1% TFA, and eluted with 2 μl of 0.1% aqueous FA/50% acetonitrile. Samples were analyzed by LC-MS/MS as described above.

LD-CL using CBDPS
-----------------

For the CBDPS reactions, FKBP and Mb were prepared at a concentration of 1 mg/ml and cross-linked with 0.1 mM CBDPS. Reactions were quenched with 10 mM ammonium bicarbonate. Aliquots were then split and digested with either trypsin or proteinase K at an enzyme/protein ratio of 1:20. Samples were then acidified with FA before LC-MS/MS analysis.
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