Failure prediction for hard disk drives is a typical and effective approach to improve the reliability of storage systems. In a large-scale data center environment, the various brands and models of drives serve diverse applications with different input/output workload patterns, and non-ignorable differences exist in each type of drive failures, which make this mechanism much challenging. Although many efforts are devoted to this mechanism, the accuracy still needs to be improved. In this article, we propose a failure prediction method for hard disk drives based on a part-voting random forest, which differentiates prediction of failures in a coarse-grained manner. We conduct groups of validation experiments on two real-world datasets, which contain the SMART data of 64,193 drives. The experimental results show that our proposed method can achieve a better prediction accuracy than state-of-the-art methods.
Introduction
Large-scale storage systems are widely used in many sites, including high-performance computing systems and Internet service providers. 1 The unprecedented scales of storage systems greatly increase the incidence of hard disk drive (HDD) failure. The disastrous consequences of HDD failures can be permanent and difficult to be recovered, even unrecoverable, which leads to longer server down time and lower reliability of Internet data centers (IDCs). [2] [3] [4] To ensure the reliability and stability of systems, IDCs monitor the working conditions of HDDs in real time to detect soon-to-fail HDDs by sensors, [5] [6] [7] including accelerometers and acoustic emission sensors, thermal sensors, and counters. However, accuracy of these approaches is not promising.
SMART (self-monitoring and repair technology) 8, 9 has been used to evaluate the health status of drives on the inner condition and environments data of HDDs provided by sensors and counters. 10 Once it detects that an HDD will fail soon, it informs the system administrator, who should address this issue. Unfortunately, its failure detection rates (FDRs) are only 3%-10%. 11 Several methods have been proposed in the past decades to improve the accuracy of HDD failure prediction. Most algorithms apply statistical approaches, machine learning, and deep learning technologies, including rank-sum test, 12 naive Bayesian classifiers, 5 support vector machine (SVM), 13, 14 back-propagation neural networks (BPNNs), 13 classification tree (CT), 15 and recurrent neural networks (RNNs). 16 These existing methods have achieved good prediction performance; however, three disadvantages remain. First, these methods use uniform classification rules to distinguish between the soon-to-fail and good drives. However, there are several types of drive failures, and the characteristics, degradation process, and correlated SMART attributes of them are all different 17, 18 due to the complex electro-mechanical structures and mechanisms of HDDs. The result of this issue is that these methods are good at identifying frequent failures but perform poorly for failures that occur less often, which becomes a performance bottleneck of failure prediction. Second, the performance of these methods depends strongly on parameter optimization; however, various brands and modes of HDDs serve diverse applications with different input/output workload patterns in a data center environment, and as these context varies, parameters of a prediction model need to be tuned, which is a cumbersome task. Third, there is a huge difference in the number of failed and good drives in the real world. This data imbalance hinders the performance of HDD failure prediction.
Our goal is to develop an effective failure prediction method for HDDs by identifying soon-to-fail drives using differential classification rules. We propose a random-forest-based prediction method, which differentiates prediction of HDD failures in a coarse-grained manner. Random forest is an ensemble machine learning model for classification that operates by constructing a multitude of decision trees. This model utilizes the randomization of training samples and features to achieve good classification results, which greatly simplifies parameter optimization. The decision trees in the forest are not pruned, and each tree specializes in classifying a part of health samples rather than all of them. 19 Considering the different correlated SMART attributes of various types of HDD failures, we take advantage of different combinations of decision trees to vote on the classification results so that their specialization can be leveraged. The part-voting strategy ensures the prediction model is more comprehensive to distinguish good drives and soon-to-fail drives.
To address the problem of data imbalance, we use under-sampling to further improve the prediction accuracy. However, under-sampling will lose the characteristic details of good samples, which leads to a high false alarm rate (FAR). To ensure that limited good samples in the training set can cover the characteristics as comprehensive as possible, we develop a clustering method to assist in the sampling, which increases the FDR without decreasing the FAR. Moreover, clustering-based under-sampling method can reduce the computation overhead and improve the efficiency of model training.
The main contributions of this article are as follows:
The proposed method based on part-voting random forest is capable of differentiating failure prediction for HDDs. A clustering-based under-sampling method is presented, which addresses the data imbalance problem and improves the quality of training set.
We performed a comprehensive evaluation using the datasets from production data centers. The experimental results show that the prediction model can archive an FDR of over 97.67% with an FAR of 0.017% .
The remainder of this article is organized as follows. Section ''Background and related work'' reviews the background and related work, including HDD failures, SMART, and HDD failure prediction. Section ''Prediction method based on part-voting random forest'' describes the proposed prediction model and relevant algorithms. Section ''Evaluation metrics'' discusses the evaluation metrics for failure prediction. Section ''Experimental results'' gives the experimental results and a comparison with state-of-the-art failure prediction approaches. Section ''Conclusion and future work'' concludes the article.
Background and related work

HDD failure
There exist non-ignorable differences in the characteristics and deterioration processes of different types of HDD failures. 17 The diversity of HDD failures is the result of the complex structure and mechanism of HDDs. A HDD is composed of four units: the head disk interface, the head stack assembly, spindle motors/ bearing, and the electronics module. 18 Because the mechanisms of these units are quite different, the trigger factors of their failures are distinct from each other. For example, the head-disk interface and spindle motors/bearing are mechanical parts; they often suffer from wear-out failure. However, the control board is an electronic component, and short circuits occur often. Wear-out failure exhibits a much longer deterioration process than the other types of failure and is thus easier to predict.
Various studies have classified HDD failures. Wang et al. 18 classified HDD failures by the mode, cause, and mechanism of failure. Huang et al. 17 classified HDD failures into three groups: logical failures, bad sector failures, and read/write head failures. In addition, they built a classifier for each group, respectively, that could achieve surprising accuracy, and proposed that differential prediction can improve the accuracy and efficiency of failure prediction. Unfortunately, we found experimentally that the failure classification is not sufficiently accurate to optimize the effectiveness of failure prediction. To solve this issue, we consider utilizing the similarity between health samples of HDDs to implement differential prediction in a coarse-grained manner. Similarity was widely employed in recommendations 20, 21 which achieved good results.
SMART
SMART is a built-in function for HDDs that collects performance values that correspond to record counts or physical units by sensors or counters. 12, 22 SMART data include up to 30 internal drive attributes such as reallocated sector count (RSC), spin-up time (SUT), seek error rate (SER), temperature celsius (TC), and power-on hours (POH). These attributes are indicators of health status and the inner-working conditions of the HDD. For example, the value of RSC is the number of the disk bad sectors and can be an indicator of the health status of disk media. A change in SUT and TC strongly correlates to the working condition of the spindle motor.
Every attribute has five fields: raw data, value, threshold, worst value, and status. Raw data are the values measured by a sensor or a counter. The value is the normalized value of the current raw data. The threshold is used to detect failure. The value of the threshold and the computation algorithm of the value are defined by HDD manufacturers. When the normalized value exceeds the threshold, the status becomes a warning. And SMART will give a failure alarm when the status of any attribute becomes a warning.
SMART attributes correlate strongly with drive failures. Hamerly and Elkan 23 presented a prediction technique using three attributes, grown defect count, read soft errors, and seek errors, therein achieving higher accuracy than when using all attributes. This implied that not all SMART attributes are equally useful for failure prediction. Pinheiro et al. 22 reported that scan error, RSC, and offline RSC correlate highly with HDD failures. Ma et al. 5 considered latent sector errors as the main cause of HDD failure, and RSC is the most important attribute for predicting impending failures. Wang et al. 18 noted different indicators for the failure of different inner units in the HDD and set the priorities of SMART attributes used in a prediction model based on the occurrence and severity of relevant failures. Huang et al. 17 showed that the failure-correlated SMART attributes for each type of HDD failure are very different. Therefore, the failure prediction of HDDs requires strong-correlation SMART attributes for each type of failure rather than a uniform combination of them. We choose the suitable sub-classifiers in the forest and only use the chosen sub-classifiers to vote on the prediction result for each group of health samples, and the combination of the sub-classifiers for different groups is not same in the classification rule.
SMART-based HDD failure prediction SMART-based prediction methods usually employ statistical approaches, machine learning, and deep learning.
Statistical approaches mostly include rank-sum test and Bayesian approaches. Hughes et al. 12 found that many SMART attributes are non-parametrically distributed and applied a multivariate rank-sum test and OR-ed single variate test to 3744 drives in which 36 drives had failed. They achieved an FDR of 60% with an FAR of 0.5%. Later studies often used the ranksum test in the feature selection.
Hamerly and Elkan 23 employed two Bayesian approaches, naive-Bayes expectation-maximization (NBEM) and a semi-supervised method, to predict drive failure. Their experimental data were from Quantum Inc., concerning 1927 good drives and 9 failed drives. These two approaches achieved FDRs of 35%-55% with FARs of approximately 1%.
Murray et al. 24 compared the performance of SVM, unsupervised clustering, rank-sum, and reverse arrangements tests. The results showed that the rank-sum test obtained the best performance: an FDR of 33.2% with an FAR of 0.5%. The experimental dataset included 369 hard drives with approximately equal number of good and failed drives (178 and 191). Then, Murray et al. 11 used the same dataset and proposed an algorithm based on the multiple-instance learning framework and the naive Bayesian classifier. They found that SVM using all 25 attributes achieved the best prediction performance, with an FDR of 50.6% and an FAR of 0%; however, rank-sum test outperformed SVM for the small part of SMART attributes.
Ma et al. 5 proposed RAIDShield to predict drive failures on RAID storage systems. RAIDShield used the conditional possibility of RSC and Bayes to predict the RAID failures. The experimental data were from data backup systems at EMC Inc. RAIDShield eliminated 88% of triple disk errors.
Machine learning approaches applied to failure prediction include SVM, BPNN, and classification and regression tree (CART). Zhu et al. 13 developed a BPNN model and an improved SVM model on a SMART dataset from the data center of Baidu, containing 22,962 good drives and 433 failed drives. The BPNN model achieved a higher FDR than did SVM, although SVM obtained a lower FAR. Qian et al. 14 proposed a priority-based proactive prediction (P3) algorithm to achieve a lower FAR with a slight decrease in FDR (an FDR of 86.53% with an FAR of 0.008%). However, the BPNN did not achieve satisfactory performance stability and interpretability.
Wang et al. 25 developed an approach for HDD anomaly detection using Mahalanobis distance (MD) . Furthermore, Wang et al. 26 proposed a two-step parametric (TSP) method to achieve an FDR of 68.4% with an FAR of 0% on the same dataset used in article. 24 TSP method detected anomalies first, then used a sliding-window-based generalized likelihood ratio test to track the anomaly progression. They used failure modes, mechanisms, and effects analysis (FMMEA) 18 to select features and the minimum redundancy maximum relevance to remove the redundant features. Queiroz et al. 27 proposed an HDD fault detection method based on a combination of semi-parametric and nonparametric models to overcome the limitation of distributions of the SMART attributes.
Li et al. 15 proposed two prediction models based on CT and CART, respectively, and utilized the health degree to describe the deterioration process. The health degree model was determined by the size of deterioration window and the number of hours before failure. The experimental dataset was from the data center of Baidu, containing 25,792 drives of 3 models. They achieved a high-prediction performance, with an FDR of 95% and an FAR of 0. 1 Xu et al. 16 proposed an RNN-based model for health status assessment and failure prediction for HDDs. They used the same dataset used in the article. 15 The RNN-based model achieved a high-prediction performance, with FDRs of 87%-97.7% and FARs of 0.004%-0.59%.
The works described above treated all drive failures in the same manners and neglected the differences of characteristics among various types of failures, which limited their prediction performance. Based on a random forest and clustering algorithm, our method utilizes a part-voting random forest to enhance the impact of suitable sub-classifiers for a certain sample and differentiate failure prediction for HDDs.
Prediction method based on part-voting random forest
In this section, we first illustrate our method, which utilizes random forest to identify the abnormal samples and a sliding window (SW) to reduce the effect of noises on the prediction accuracy. Additional details of these techniques are given in subsection ''Random-forestbased HDD failure prediction.'' Then, a part-voting strategy is applied to differentiate failure prediction to further improve prediction accuracy, as described in subsection ''Part-voting strategy.''
Random-forest-based HDD failure prediction
Random forest 28 is one of the most efficient machine learning models for classification. Random forest is a classifier consisting of multiple decision trees, where the generation process of each tree is determined by independent and identically distributed random variables, and the classified result is voted on by these decision trees. Figure 1 shows the random-forest-based HDD failure prediction method. The method consists of two stages as follows. The random forest is used in the sample classification stage to distinguish the abnormal samples from good samples, which is denoted by the dotted box above in Figure 1 . The abnormal sample is a signal that simply indicates that a drive failure could be impending. Samples can reflect the healthy status of drives; however, they are easily influenced by various factors such as input/output workload and temperature. Therefore, we need to use a SW to smooth noise and detect soon-to-fail drives, as indicated by the dotted box below.
The training data consist of SMART samples of drives. n groups of bootstrap samples, donated by Node S 1 to S n in Figure 1 , are generated from the training data. For each group of these bootstrap samples, a decision tree is constructed, which is regarded as a subclassifier. The process of tree construction is such that bootstrap samples are split into a pair of smaller subsets recursively until gained information can no longer be obtained from splitting or the depth of the tree reaches the maximum.
For each node splitting, only a small number of features can be candidates, and the choice of candidates is random, thus minimizing the correlations among the trees. Each node is split on the best feature f b in the candidates and the best split point t, which is the maximum of the expected information gain. The expected information gain is calculated as
where info(S) is the Shannon entropy of the classes of training subset S, S j j is the number of samples in subset S, and S i are the training data at Node i. S i are split into two subsets, S i1 and S i2 , as
where v(s) is the value of sample s on feature f b . The decision trees in the random forest need not be pruned. Random forest employs random selection, including bootstrap samples and feature candidates of each tree, to avoid over-fitting and local convergence. In the original random-forest model, all the trees vote on the most popular class; however, in our prediction model, only a portion of the trees vote. The part-voting strategy will be introduced in the next subsection.
To improve the robustness of the prediction method against noise, we incorporate a SW into the method. The noise is caused by the health status fluctuations of the drives or changes in working enviroment. The classification result of the random forest will be tracked by a SW. A drive is treated as soon-to-fail if the ratio of classified ''fail'' samples to total samples in the SW is greater than the threshold T. Algorithm 1 details the prediction process of our method.
The prediction performance of the random forest depends on the strengths of individual decision trees and the correlations among them. The greater the number of feature candidates chosen during node splitting, the greater the strengths of each tree and the greater the correlations among the trees. The enhanced strength of decision trees can lead to higher FDR and lower FAR of the random forest; however, increased correlation results in the opposite effect. 19 To achieve the best prediction performance, the number of feature candidates used to split each node is generally set to the square root of the number of features, and the number of decision trees should be tuned during the experiments.
Part-voting strategy
The decision trees in the random forest are not pruned, resulting in their over-fitting to some groups of samples. Robnik-ikonja 19 showed that not all decision trees are equally successful in classifying all samples. We observe the idea that each tree is an expert at some types of samples rather than all samples, and which types of samples each tree is good at classifying are not exactly same. Further refining this idea, we propose a differential failure prediction method based on a random forest and a clustering algorithm. The method strengthens the impact of the suitable classifier tree on the samples by cutting away the useless trees for voting on the classification result.
To implement the differential prediction method, we need to study how to find the useless trees for a given sample. Observing the samples and classification results of each tree, we determine to measure how useful a tree is by the classification ability of the tree to a group of similar samples. First, the samples are classified into several groups according to the SMART attributes. Then, we evaluate the classification abilities of each tree on these groups and set the voting rights based on its abilities. Trees: all decision trees in the random forest model ws: the size of the SW T: the threshold of the ratio of failed to total samples in a SW Output: the prediction result Begin for each sample S in SS do for each tree t in Trees do use t to calculate the classification result for sample S part-voting on classification result if the number of abnormal samples greater than ws Ã T then the HDD h is soon-to-fail else the HDD h is good the SW moves forward a unit time end if end for End
The out-of-bag (OOB) samples of a tree are the samples to be left out during the bootstrap sampling, which is approximately one-third of the training set. Each tree has its own OOB data, which can be used to evaluate the classification ability. 29 Therefore, we use the OOB data to test whether a tree can correctly classify these groups. The margin 28 is the extent to which the average of votes for the correct class exceeds the votes for the incorrect class and can be treated as the metric for measuring how accurately a tree classifies the samples. The margin of the kth tree for group g is calculated as
where (X g ,Y g ) is the set of samples of group g in the OOB data of the kth tree, (x, y) is a sample in the (X g ,Y g ), h k (Á) is the classifier of the tree, n k is the number of samples in (X g ,Y g ), and I(Á) is the indicator function. The margin function measures how accurately a tree classifies samples of group g to the correct class rather than to the other class. Therefore, we calculate the voting right according to the margin. The larger the margin of the kth tree to group g, the more the confidence in the classifier of the kth tree for the samples similar to group g. If the margin of a tree for a group is negative, the tree is weak in classifying the group and should be abandoned in the voting process. Therefore, the kth tree has the voting right to group g if the margin of the kth tree to group g is greater than zero; otherwise, the tree loses the right. The voting right is represented by weight, where the value of weight is 0 or 1 and can be calculated as
where weight k, g indicates whether the kth tree has the voting right to group g and I(Á) is the indicator function. Algorithm 2 describes the process of computing the voting rights in the part-voting random-forest model. When a sample needs to be classified as ''good'' or ''failed,'' we identify its group by the similarity between the sample and the centers of groups at first; then, we use the trees that have the voting right to its group to vote on the classification result. The similarity can be computed by the Euclidean distance. The smaller the Euclidean distance, the larger the similarity; therefore, the group with the smallest distance to the sample is chosen as the similar group to the given sample. The optimization by the part-voting strategy is influenced by the accuracy of the grouping method and the number of groups. The grouping is a unsupervised classification; therefore, we explore a clustering algorithm to group the samples and choose the number of groups based on the between-cluster sum of squares by cluster.
Evaluation metrics
The FDR, FAR, accuracy, and lead time metrics are usually used to evaluate and compare the performance of failure prediction methods. The FDR is the ratio of detected soon-to-fail drives according to the prediction method to the total number of soon-to-fail drives In the HDD failure prediction, positive drives are the soon-to-fail drives, and negative drives are the good drives. True drives are the correctly classified drives, and false drives are the incorrectly classified drives.
The FAR is the ratio of good drives detected as soon-to-fail drives by the prediction method to the total number of good drives. The number of good drives is substantially greater than that of failed drives, and a high FAR will result in significant resource waste such as increased system maintenance costs and network traffic overhead. Therefore, the FAR must be considered in the experiments Failure prediction methods attempt to achieve the highest possible FDR with the lowest possible FAR; however, it is difficult for machine learning method to achieve both the goals. 30 Therefore, we use the accuracy to compare the performance of the prediction methods. The accuracy is the ratio of the number of drives that are classified correctly to the total number of drives Accuracy = N true positive drives + N true negative drives N total drives ð7Þ
Our prediction method needs to tune a small group of parameters. When the values of the parameters change, the chance to catch soon-to-fail drives can be increased, with increasingly more fail alarms. Therefore, we adopt the receiver operating characteristic (ROC) curve, which plots the FDR versus the FAR as the basis for the performance optimization of the method. 31 In addition to the above-mentioned metrics, the lead time is another important metric. The lead time represents how long in advance a prediction method can alarm for impending failures. The failure prediction method needs to provide sufficient lead time for users to perform precautionary maintenance work, such as backing up data and replacing soon-to-fail drives; however, an excessive lead time is meaningless.
Experimental results
In this section, the experiments used to analyze the performance tuning and evaluation of our method are presented. Subsection ''Data collection and preprocessing'' describes two experimental datasets and the data preprocessing. The details of our experiments, including experimental setup, feature selection, and results comparison, are described in subsections ''Experimental setup,'' ''Feature selection,'' and ''Comparative analysis,'' respectively.
Data collection and preprocessing
Our experimental datasets are acquired from two different sources; one dataset is from the data center of Baidu, 32 and the other dataset is from the storage system of Backblaze. 33 The first dataset includes 23,395 drives of the same model, consisting of 22,962 good drives and 433 failed drives; for additional details, see Table 1 . The samples in this dataset were all labeled as ''good'' or ''failed'' based on the replacement log for HDDs from the data center. A drive was labeled as ''failed'' if it was replaced; otherwise, it was labeled as ''good.'' The dataset retained 20-day SMART samples of failed drives and 7-day samples of good drives. A few drives had less than 20 days remaining in their lifetime after data collection began. These samples of drives were collected hourly. In total, there are 156,312 samples of failed drives and 3,850,141 samples of good drives.
This dataset only retained 10 SMART attributes of each sample: RSC, SUT, SER, raw read error rate (RRER), reported uncorrectable errors (RUE), highfly writes (HFW), hardware ECC recovered (HER), current pending sector count (CPSC), POH, and TC. Each sample has 12 features: the values of all these attributes and the raw data of RSC and SPSC.
The second dataset includes 75,428 drives of over 80 models from over the course of more than 2 years, thus representing the largest public SMART dataset. The failure rate and the deterioration of HDDs are influenced by the model, manufacture, and so on; 1, 22 therefore, we separate this dataset by the model of the drive in our experiments to reduce the impact of the different models. We choose two drive families with the largest number of disk drives, ''ST3000DM001'' and ''ST4000DM000,'' as our experimental dataset. To conveniently describe the experiments, these two drive families are represented as ''S'' and ''T,'' and the dataset from Baidu is represented as ''B.' ' The details of these two drive families are described in Table 1 . A drive is labeled as ''failed'' if it was removed from a storage pod and replaced; otherwise, it is labeled as ''good.'' After removing the drives with too few health samples, family ''S'' includes 2892 good drives and 1344 failed drives, and family ''T'' includes 35,521 good drives and 1041 failed drives for our experiments. The SMART samples of these drives were typically collected for 55-62 days, and the minimum recording span was 7 days, guaranteeing that the number of samples for each drive is sufficient for our experiments. Every working drive was sampled daily. There are 75,987 samples for failed drives and 175,671 samples for good drives in family ''S'' and 59,709 samples for failed drives and 1,992,511 samples for good drives in family ''T.'' Each sample in these datasets has 24 SMART attributes, and each attribute has a value and raw data. We removed some values and raw data that were same between good drives and failed drives and retained 16 attributes for each health sample. The retained attributes were RRER, start stop count (SSC), RSC, SER, POH, RUE, command timeout (CT), airflow temperature in celsius (ATC), load cycle count (LCC), TC, current pending sector (CPS), offline uncorrectable (OU), head flying hours (HFH), total LBAs written (TLW), and total LBAs read (TLR).
Data normalization encourages a fair comparison between the values of different features in statistical methods and machine learning algorithms by eliminating scale effects. The values and raw data of these attributes were already normalized in the first dataset when it was publicized. For the second dataset, the formula for data normalization that we used is given below 
where x is the original value of a feature, and x min and x max are, respectively, the minimum and maximum of this feature in the dataset. Compared with the dataset from Baidu, the dataset from Backblaze is larger, especially in terms of the number of failed drives and the public SMART attributes of health samples, which can more accurately evaluate the prediction results of methods. However, the dataset from Baidu is closer to the usage and deterioration of HDDs at the data center. In addition, the interval between two records in the dataset from Backblaze is 24 h, which is too long to observe the change in health samples in the degradation period before a drive fails. Therefore, we used both of these datasets as our experimental data for evaluating the prediction results of HDD failure comprehensively.
Experimental setup
To simulate the process of drive failure prediction in the real world, we use the following method to build the experiment datasets. All failed drives are randomly divided into a training set and a testing set at a ratio of 7 to 3, which guarantees that the failed drives in the training set and the testing set are completely independent. The deterioration of a failed drive is a gradual process from good to failure, and not all health samples of failed drives need to be regarded as positive samples in the training set; otherwise, those good samples of failed drives would disturb the training of the classifiers. Therefore, only the last several samples before the moment of failure of the training drives can be regarded as positive samples and need to be added to the training set; the remaining samples are useless for our experiments. The health samples of 30% of the failed drives are all added to the testing set.
For good drives, we divide up the health samples at a ratio of 7 to 3 according to their collection timelines. The earlier health samples are used in the training set. Compared with the good samples, the failed samples are rare, and our prediction method suffers from the data imbalance; therefore, we need to study how to add the good samples into the training set to achieve better prediction performance and also cover the details of good samples. This work will be described in subsection ''Parameter optimization.'' The latter samples are all added to the testing set to guarantee that the ratio of failed samples to good samples in the testing set matches a practical scenario.
To decide on the number of decision trees in the random forest nTree, we began the model with 20 trees. Then, we increased the number gradually in steps of 5 until the OOB error rate was stable. We used a similar procedure to choose the number of feature candidates used for the split for each node nTry, starting at the square root of the number of features and increasing with a step size of 1. Because space is limited, the detailed tuning procedure for these two parameters is not described here. They are set as follows: nTry = 6, nTree = 50 for family ''B,'' and nTry = 7 and nTree = 35 for families ''S'' and ''T,'' respectively. We use these settings in the following experiments.
Feature selection
It has been reported in Manousakis et al. 3 and Zhu et al. 13 that there are correlations between changes in SMART attributes and the health status of drives. We also add the change rates of values of basic features to improve the performance of the prediction method. The basic features are the values and raw data of the SMART attributes in the dataset mentioned in subsection ''Data collection and preprocessing.'' Several combinations of change rates with different intervals are tested in this experiment. To compare the impact of different combinations, the size of the SW is set to 1, and 70% of the earlier samples of good drives were all added to the training set, leading to a higher FAR. Unless otherwise stated, we use these settings in the following experiments. Figure 2 shows the FDR and FAR of our method under different combinations of basic and change rate cases. In this figure, ''i,j-hour'' represents the combination of basic features and both i-hour and j-hour change rates. With the change of combinations, the FDR changes slightly, but the FAR changes much. For family ''B,'' we test 3-, 6-, 12-, and 24-h change rates of 12 basic features mentioned previously (see Figure 2(a) ).
Basic features alone achieved the highest FDR, but the FAR reached 0.083%. For the combinations of basic features and change rates of each interval, the 6-h change rates obtained the best performance, and the 3-h change rates obtained the worst performance. Due to space limitations, we do not list all the results in the figure. The prediction method with basic features and 6-and 12-h change rates achieved the highest accuracy. If 24-h change rates are included, the FDR does not change, but the FAR increased. Therefore, we add 6-and 12-h change rates as features to the dataset.
For families ''S'' and ''T,'' we first choose 8 values and 16 raw data of SMART attributes (see the first three columns in Table 2 ) by random forest, because random forest can assess the effects of features and automatically rank the importance of features in order.
Then, we test the performance of the method with the combinations of these 24 basic features and their 1-, 2-, 3-, and 4-day change rates. Figure 2(b) shows the comparison of these combinations for family ''S.'' The description of family ''T'' is omitted, because these two families obtained similar comparison results. The change in various combinations had no effect on the FDR, and the method with 1-and 2-day change rates achieved the lowest FAR. Therefore, we use the combination of basic features and 1-and 2-day change rates, which is described in Table 2 .
Parameter optimization
We performed several experiments to optimize the prediction performance of our method. The experiments involved the construction of the training set, the size of SW, and the clustering of training samples. The health status of the drives changes gradually from good to failed, and not all the health samples of failed drives need to be regarded as positive samples in the training set. Although failed drives are rare, we still only use the samples in the windows of failure (WOF) of the failed drives as positive samples rather than all of them to guarantee the validity of the positive samples in the training set. In addition, the samples of failed drives out of the WOF are abandoned. The WOF is the interval of the degradation process, that is, the time span before failure occurred.
For family ''B,'' we tested 12-, 24-, 36-, 48-, 96-, 168-, 216-, and 240-h WOFs and compared their effectiveness. Figure 3(a) shows the ROC comparison of different WOFs. The numbers on the colorful points are the time spans of WOFs. With larger WOFs, the FAR monotonically increases although the FDR does not increase. This is because there is a larger number of good samples of failed drives as the WOF is enlarged, and these good samples hinder the classifier training of the method. The prediction effectiveness of the 12-h WOF is worst because the 12-h WOF is too short to cover the characteristic details of HDD failures. The 216-h WOF obtained the best FDR of 98.22%, but its FAR and accuracy were 0.32% and 99.67%, respectively. The 24-h WOF obtained the best accuracy of 99.92%, the FAR was 0.065%, and the FDR was only slightly lower than that of the 216-h WOF. Therefore, we use the 24-h WOF in the following experiments for family ''B.'' In the similar experiment for datasets ''T'' and ''S,'' we tested 1-, 2-, 3-, and 4-day WOFs. Figure  3 (b) describes the comparison of these WOFs. The method with the 1-day WOF obtained the best prediction results: an FDR of 99.1% with an FAR of 2.4%. When the WOF is enlarged, the FDR of our method remains unchanged, but the FAR increases from 2.4% to 5.8%. Therefore, we set the WOF to 1 day, which is identical to the results of family ''B.'' Only health samples in the WOF of the failed drives are added to the training set; positive samples are rare. The imbalance in the training set affects the prediction performance. We attempted to solve the problem via under-sampling, which is helpful for increasing the FDR and reducing the training overhead. However, under-sampling of negative samples increases the FAR. The smaller the ratio of good samples to bad samples in the training set, the higher the FDR and the lower the FAR, and vice versa.
We tested two sampling strategies on the negative samples: latest sampling and clustering-based sampling. Latest sampling uses the latest samples in the training set of each good drive. This idea came from a replacing strategy, 15 which is a method update strategy. Clustering-based sampling clusters good samples in a training set into groups and then samples from each group. Figure 4(a) shows the FARs of 20-, 50-, and 100-group clustering with different ratios of good samples to failed samples. The 100-group clustering obtained the lowest FAR. Table 3 describes the comparison of different strategies. ''All'' means that 70% of the good sample is used in the training set, and the ratio of good samples to failed samples is approximately 370 for family ''B.' ' The latest strategy using a ratio of 150 can obtain a similar prediction performance with ''All.'' Clustering sampling obtained a lower FAR than latest sampling under the same ratios. For family ''S,'' good samples are roughly 130 times more than failed samples, so we did not use under-sampling. For family ''T,'' clustering sampling obtained the highest effectiveness (see Table  3 ), and the ratio of 300 to 400 and the 50-group clustering achieved the lowest FAR (see Figure 4(b) ). Therefore, we chose clustering sampling and added negative samples at a rate 400 times higher than positive samples in the training set for family ''T.'' We tested the influence of different SWs and thresholds on the prediction performance. Figures 5 and 6 show that the FDR and FAR can be adjusted by the SW and threshold, and the method achieves the lowest FAR (0.0087%) when the SW is set to 30-40 and the threshold is set to 1. From Figures 5-7 , we can find that there is a significant trend of decreased FDR with almost invariable FAR as the SW is enlarged, and the accuracy also decreased. Therefore, we set SW to 15 and threshold to 0.1. Figure 8 shows the mean lead time of different SWs and thresholds. The lead time is more strongly influenced by the threshold than the SW. With increasing threshold, the lead time is shortened. Fortunately, the shortest mean lead time is greater than 300 h and sufficient for users to backup data and replace the drive. We clustered the OOB samples into several groups to implement the part-voting strategy. Figure 9 describes the change in the Euclidean distance between the health samples and the last sample of a failed drive. We can see that the change in the HDD health status is non-monotonic. In family ''B,'' over 50% of the failed drives have a similar change trend to the plot described in Figure 9 . The Euclidean distance in Figure 9 is the distance between the sample in time t and the last sample of the same drive. It is difficult to distinguish the good samples and failed samples accurately. Therefore, we only choose the last sample of the failed drives as failed sample and the first sample of the good drives as good sample. Then, if we cluster all these selected samples directly, the clustering results are of little value. To simplify and refine the samples for clustering, we use K-means algorithm to cluster good samples and failed samples, respectively. Figures 10 and 11 show the total distance within and between clusters of different degrees of clustering for good and failed samples, respectively. We chose 6 as the best number of clusters for good samples and 3 for failed samples. For families ''S'' and ''T,'' we used the above-mentioned method and set the number of clusters to the same values.
Comparative analysis
In this subsection, we compare the prediction performance of our method to the other methods mentioned in section ''Background and related work'' on these experimental datasets. We focus on CT, RNN, and standard random forest. The CT-based method was developed by Li et al., 15 and the RNN-based method was proposed by Xu et al. respectively. The overall performance of our method is better than CT-based method and random forest-based method on these families . On family ''T,'' CT-based method achieved the lower FARs. The prediction performance of CT-based method in our experiments is slightly worse than in Li et al. 15 This may be caused by the following two reasons. Our experiments were developed on a different machine learning SDK, and the SMART datasets in Li et al. 15 were not normalized. Random forest-based method uses the clustering-based under-sampling to keep the characteristic details of good samples in the training set, thus effectively reducing the FAR while maintaining a high FDR. Compared with RNN-based method, the FDR of RNN-based method was close to that of our method on the family ''B,'' but our method achieved a much lower FAR. Good drives are much more than bad drives, therefore, our method obtains higher accuracy than that of RNNbased method. On the other families, our method achieved better prediction performance than RNNbased method. In addition, RNN-based method needs a much longer training time than the other methods. CT-based method obtained the shortest training time.
We also compared lead times of these methods. Figure 15 shows that three methods obtained similar lead times. For these family, our method detects about 80% soon-to-fail drives 1 week ahead, which is long enough to back up data and replace them. The lead time of family ''B'' is longer than that of families ''S'' and ''T,'' because each drive was sampled every 24 h in families ''S'' and ''T,'' and the interval is too long.
Conclusion and future work
In this article, we presented a novel drive failure prediction method based on the part-voting random forest to improve the detection accuracy of soon-to-fail HDDs. Considering the different characteristics of each drive failure type, our method differentiates prediction of HDD failures in a coarse-grained manner by partvoting and similarity between health samples, because it is hard to classify drive failures accurately. The trees in random forest are specialized in classifying certain groups of samples rather than all samples. Therefore, the method uses a part of the decision trees that are suitable for voting on the classification result of a certain sample to improve the accuracy of the prediction. We tested the method with real-life data. The experimental results show that the random-forest-based method outperforms the other methods mentioned in section ''Background and related work.'' Our prediction method can achieve an FDR of 97.67% with an FAR of 0.017% for family ''B,'' an FDR of 100% with an FAR of 1.764% for family ''S,'' and an FDR of 94.89% with an FAR of 0.44% for family ''T'' .
There are several aspects that need to be improved. The use of SMART data to indicate impending failures is limited. 34 We will thus attempt to extract the workload and input/output performance of drives from system log data, and combine these data with SMART data along the time axis to facilitate classification of HDD failures and health status assessments. Moreover, we will utilize deep learning to detect the HDD failures, which can improve the accuracy of differential prediction and help users to take effective measures as early as possible.
