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Abstract
In this paper, we study the Cauchy problem for the generalized finite-depth-fluid equation ∂tu−G(∂2xu)+
∂x(
uk+1
k+1 ) = 0, where G = −iF−1[coth(2πδξ)− 12πδξ ]F , k is an integer that is larger than 4. We obtain
that it is globally wellposed if k  4 and the initial data in B˙sk2,∞ ∩ B˙s˜k2,1 are sufficiently small, where
sk = 12 − 2k and s˜k = 12 − 1k . Moreover, we show that its solution will converge to those of the generalized
BO and KdV equations as the depth parameter δ → ∞ and δ → 0, respectively.
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= 0, u(0, x)= u0(x), (1.2)







δ is a positive real number which characterizes the depth of the fluid layer. Eq. (1.1) was first
derived by Joseph [5,10,13] to describe the propagation of internal waves in the stratified fluid
of finite depth. From the physical point of view, if the depth δ tends to zero and infinity, then
Eqs. (1.2)1 and (1.1) reduce to the generalized Korteweg–de Vries (KdV) equation














respectively, where H := −iF−1 sign(ξ)F denotes the Hilbert transform.
Using the energy method, Abdelouhab, Bona, Felland and Saut [1] studied Eq. (1.1) in the
case k = 1 and they showed the global wellposedness in Hs with s > 3/2, and the limit behavior
as δ → ∞ and δ → 0 of the solutions of Eqs. (1.1) and (1.2) in Ck(0, T ;Hs−2k) (s > 3/2) and
C(0, T ;Hs) (s  2), respectively. Guo and Tan [3] studied the long-time behavior for the FDF
equation and they showed that if δ > 0, k > 3/2 + √21/2, u0 ∈ H 3 ∩ W 2,
2(k+1)
(2k+1) is sufficiently




1 + |t |)− k3(k+1) . (1.6)
As far as the authors can see, there are no other results on the generalized FDF equation. There are
some recent works which have been devoted to the study of the wellposedness for the generalized
KdV and BO equations in recent years; cf. [4,8,9,11,12]. Recently, Molinet and Ribaud [11,12]
obtained that for k  4, the generalized KdV and BO equations are globally wellposed if the ini-
tial data in B˙1/2−2/k2,∞ and B˙
1/2−1/k
2,1 are sufficiently small, respectively. Recall that sk := 1/2−2/k
(s˜k := 1/2 − 1/k) corresponds to the critical regularity indices for the generalized KdV (BO)
equation, which means that the generalized KdV (BO) equation is illposed in Hs if s < sk
(s < s˜k); cf. Binir, Kenig, Ponce, Svanstedt and Vega [2], Molinet and Ribaud [12].
Due to the limit equations of the FDF equation are the KdV and BO equations as δ → 0 and
δ → ∞, respectively, it seems natural to conjecture that the FDF equation is similar to the KdV
1 Under the scaling u(t, x)→ k
√
3 u( 3 t, x), Eq. (1.1) reduces to (1.2).2πδ 2πδ
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we have the following
Theorem 1.1. Let k  4 be an integer, sk = 1/2 − 2/k, s˜k = 1/2 − 1/k, and δ ∈ [δ0,∞) be
a variable parameter for some δ0 > 0. Assume that u0 ∈ B˙sk2,∞ ∩ B˙s˜k2,1 and there exists a small














where the constant C is independent of depth parameter δ  δ0, E is defined in (4.4) below.
Theorem 1.2. Let k  4 be an integer, sk = 1/2 − 2/k, s˜k = 1/2 − 1/k, and δ ∈ (0, δ0] be
a variable parameter for some δ0 > 0. Assume that u0 ∈ B˙sk2,∞ ∩ B˙s˜k2,1 and there exists a small














where the constant C is independent of depth parameter δ, E is defined in (3.10) below.






















If u0 ∈ B˙sk2,1 ∩ B˙s˜k2,1, then Theorems 1.1 and 1.2 are still true if one replaces B˙sk2,∞ by B˙sk2,1. More-
over, if u0 ∈ B˙sk2,∞ ∩ B˙s2,1, with s > s˜k , substituting s˜k with s, then Theorems 1.1 and 1.2 also
hold, which can be shown by using the same way as in Theorems 1.1 and 1.2.
Using the same way as in the proof of Theorem 1.1, we can show that the scattering operators
for the FDF equation carry a whole zero neighborhood in B˙sk2,1 ∩ B˙s2,1 into B˙sk2,1 ∩ B˙s2,1, s  s˜k .
2 It is easy to see that u0 ∈ B˙sk2,∞ ∩ B˙
s˜k
2,1 is equivalent to P1u0 ∈ B˙
sk
2,∞ and P>1u0 ∈ B˙
s˜k
2,1, where P>a =
F−1χ(|ξ |>a)F , Pa = I − P>a , χ is the cut-off function.
2106 L. Han, B. Wang / J. Differential Equations 245 (2008) 2103–2144Now we give a brief explanation to the proof of Theorem 1.1. We will prove our results by
















In order to solve (1.7), we need some linear estimates for the semi-group W(t) and the integral
operator L :f → ∫ t0 W(t − s)f (s) ds. Using Kenig, Ponce and Vega’s results as in [7], we will
show that W(t) satisfies the following sharp Kato smoothing effect and the maximal inequality:
∥∥W(t)u0∥∥L∞x L2t  C‖P>M/2πδu0‖H˙−1/2 + C√δ ‖PM/2πδu0‖H˙−1, (1.9)∥∥W(t)u0∥∥L4xL∞t  C‖u0‖H˙ 1/4 , (1.10)
where M > 0 is a fixed constant and C is independent of δ > 0. (1.9) indicates that the Kato’s
smooth effect (see [6]) is similar to the KdV equation in the low frequency and the BO equation in
the high frequency, respectively. The maximal inequality (1.10) is the same one as both the KdV
and the BO equations. On the basis of (1.9) and (1.10), together with the dual estimate method
and the oscillatory integral techniques, we can get that the integral operator L has the same
estimates as the KdV equation in the low frequency and as the BO equation in the high frequency,
respectively; cf. [11,12] and Proposition 2.9 below. After establishing the linear estimates, we
need to choose a resolution space to treat the nonlinear term by following some ideas in [11,12].
Since the semi-group estimates for W(t) become worse than those of the KdV and BO equations,
it is not expected that the resolution space for the KdV equation (or the BO equation) can be
directly applied for the FDF equation. We need to choose a more complicated resolution space
so that the solutions can be controlled in both the low frequency and high frequency, see Section 3
for details.
Theorem 1.4. Let uδ is the solution of (1.2), with initial data u0 ∈ B˙sk2,1 ∩ B˙sk+32,1 and w is the
solution of (1.4) with the same initial data. Then we have for any T > 0,
‖uδ −w‖X → 0, as δ → 0, (1.11)









Theorem 1.5. Let u0 ∈ B˙s˜k−1/22,1 ∩ B˙s˜k+12,1 . Assume that uδ is the solution of (1.1) and v is the
solution of (1.5) with the same initial data. Then we have for any T > 0,
‖uδ − v‖Y  T → 0, δ → ∞, (1.13)
δ





2j s˜k‖Δju‖L∞t∈[0,T ]L2x + 2
j
2 2j s˜k‖Δju‖L∞x L2t∈[0,T ] + ‖Δju‖LkxL∞t∈[0,T ]
)
. (1.14)







+H(∂2xu)− G(∂2xu)= 0, (1.15)







uk+1 − vk+1)+H(∂2xu)− G(∂2xu)= 0. (1.16)
We can regard (1.16) as a generalized BO equation and treat H(∂2xu) − G(∂2xu) as a part of
the nonlinearity. According to the equivalent integral equation, the regularity estimates of u
seem necessary in order to control H(∂2xu) − G(∂2xu). This is why we assume that initial data
in B˙s˜k−1/22,1 ∩ B˙s˜k+12,1 . One can follow the method as in the proof of Theorem 1.1 to estimate
∂x(u
k+1 − vk+1). The proof of Theorem 1.4 is on the same line as that of Theorem 1.5.
Once we have obtained the uniform bound of the solutions of the FDF equations in
L2,H 1, . . . , the energy method can also be applied to get that the solutions of the FDF equa-
tions converge to those of the KdV and BO equations as the parameter δ → 0 and δ → ∞,
respectively (see [1]). Indeed, due to B˙s2,1 ⊂ H˙ s , we see that we have shown that the solutions
of the FDF equations belong to H˙ s as soon as u0 ∈ B˙s2,1, s  0. Hence, one can follow the same
way as in [1] to get the corresponding convergence results and we omit the details.
This paper is organized as follows. In Section 2 we prove Lqt L
p
x and LpxLqt estimates for the
semi-group W(t) when acting on phase localized functions. In Sections 3 and 4 we introduce
our resolution spaces, establish some nonlinear estimates and prove our Theorems 1.1 and 1.2.
In Section 5 we show the regularity for the solutions obtained in Theorems 1.1 and 1.2. Sec-
tions 6 and 7 are devoted to showing the limit behavior of the solutions as δ → 0 and δ → ∞,
respectively.
In the sequel C will denote a universal positive constant which can be different at each ap-
pearance. x  y (for x, y > 0) means that x  Cy, and x ∼ y stands for x  y and y  x. For any
p ∈ [1,∞], p¯ denotes the conjugate number of p, i.e., 1/p+ 1/p¯ = 1. We will use the Lebesgue





t∈I for which the norms are defined by





∣∣f (t, x)∣∣p dx)q/p dt)1/q,





∣∣f (t, x)∣∣q dt)p/q dx)1/p,
and I will be omitted if I = R, i.e., we simply write Lqt Lpx := Lqt∈RLpx , LpxLqt := LpxLqt∈R, and
write LpxL
q = LpxLq , Lq Lpx = Lq Lpx .T t∈[0,T ] T t∈[0,T ]
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 :R → [0,1] be a Schwartz function supported in the
set {ξ : 2−1  |ξ | 2} and ∑j∈Z 
(2−j ξ)= 1, ξ = 0. Define 
0 by









and observe that 
0 ∈ S (R), 
0 is supported in the ball {ξ : |ξ |  2} and 
0 = 1 for |ξ |  1.
We denote now by Δj and Sj the convolution operators whose symbols are respectively given
by 
(2−j ξ) and 
0(2−j ξ). Also we define the operator Δ˜j :=Δj−1 +Δj +Δj+1 which satisfies
Δ˜jΔj =Δj . We define the projection operators PM and P>M by
PMf :=F−1
0(ξ/M)F , P>Mf = I − PMf.
For any s ∈ R, 1  q  ∞, the homogeneous Sobolev space H˙ s(R) is defined by
(−Δ)−s/2L2. The homogeneous Besov space B˙s2,q (R) (see [14]) denotes the completion of












Let us recall the Kato smoothing effect for a dispersive semi-group described by the following
lemma by Kenig, Ponce and Vega; cf. [7].
Lemma 2.1. Let Ω be an open set in R, and ϕ be a C1(Ω) function such that ϕ′(ξ) = 0 for any















Proposition 2.2. Let W(t) = F−1eitϕ(ξ)F , ϕ(ξ) = [coth(2πδξ) − 12πδξ ]ξ2. Then there exist






‖PM/2πδf ‖H˙−1 . (2.2)
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Using Taylor’s expansion of ex = ∑∞n=0 xn/n!, we can show that A(x),B(x) > 0 when-
ever x = 0. Since limx→∞ | cothx − 1x | = 1, we see that A(x) = O(x) if |x|  1. Due to
limx→∞B(x) = 1, we have B(x) =O(1) if |x|  1. Hence, there exists M  1, which is inde-
pendent of δ > 0 such that
∣∣ϕ′(ξ)∣∣=O(|ξ |), |ξ |> M
2πδ
. (2.4)



















B(x)= x2 · e
2x + e−2x − 2 − 4x2

























|ξ | , |ξ |> M2πδ ,
1
δ|ξ |2 , |ξ | M2πδ .
(2.7)
Using Lemma 2.1, we get the result, as desired. 
2110 L. Han, B. Wang / J. Differential Equations 245 (2008) 2103–2144Definition 2.3. (See Kenig, Ponce and Vega [7].) We say ϕ ∈A if for some open set Ω ⊂ R:
(1) ϕ :Ω → R, ϕ ∈ C3(Ω), and Ω is a finite union of intervals.
(2) Sϕ = {ξ ∈ Ω¯ ∪ {±∞}: ϕ′′(ξ)= 0 or limξ¯→ξ ϕ′′(ξ¯ )= ϕ′′(ξ)= ±∞} is finite.
(3) If ξ0 ∈ Sϕ with ξ0 = ±∞, then there exist , c1, c2 > 0, and α = 0 such that
c1|ξ − ξ0|α−2 
∣∣ϕ′′(ξ)∣∣ c2|ξ − ξ0|α−2, if |ξ − ξ0|< .
(4) If ξ0 = ±∞ ∈ Sϕ , then there exist , c1, c2 > 0, and α = 0 such that for |ξ |> 1/,
c1|ξ |α−2 
∣∣ϕ′′(ξ)∣∣ c2|ξ |α−2.
(5) ϕ′′ has a finite number of changes of monotonicity.














 C‖f ‖H˙ 1/4 . (2.8)
Proof. We use Lemma 2.4 to show our result. By (2.7),
∣∣ϕ′(ξ)∣∣ C{ |ξ |, |ξ |> M2πδ ,
δ|ξ |2, |ξ | M2πδ .
(2.9)
Now we estimate |ϕ′′(ξ)|. We have for x = 2πδξ ,
ϕ′′(ξ)∼ sinh
2 x coshx − x sinhx
sinh3 x
































It is easy to see that the right-hand side in (2.10) tends to 1 as x → ∞. So, we have |ϕ′′(x)| ∼ 1
as |x|M . On the other hand, if |x|M , we have


























C, |ξ |> M2πδ ,
C




|ϕ′′(ξ)| CM |ξ |, ξ = 0.
Applying Lemma 2.4, we get our result, as desired. 




























together with the maximal inequality (2.8) for W1(t), we have∥∥W2πδ(t)f ∥∥L4xL∞t  Cϕ1‖f ‖H˙ 1/4 , (2.15)
where Cϕ1 is a fixed constant depending only on ϕ1.
Proposition 2.7. Let W(t) = F−1eitϕ(ξ)F , ϕ(ξ) = [coth(2πδξ) − 12πδξ ]ξ2. L f :=
∫ t
0 W(t −







, 4 pi <+∞, 2 qi ∞; or
2 + 1  1 , 4 p1 <+∞, (p2, q2)= (+∞,2).
pi qi 2
2112 L. Han, B. Wang / J. Differential Equations 245 (2008) 2103–2144Let 2j0 =M/2πδ.3 Then for j  j0, we have
2−j (
1
2 − 1pi −
3
qi
)∥∥W(t)Δjg∥∥Lpix Lqit  Cδ− 1qi ‖Δjg‖L2 , (2.16)
2−j (
1
2 − 1p1 −
3
q1
)∥∥ΔjL (∂xf )∥∥Lp1x Lq1t  Cδ− 1q1 δ− 1q2 2j ( 32 − 1p2 − 3q2 )‖Δjf ‖Lp¯2x Lq¯2t . (2.17)
For j > j0, we have
2−j (
1
2 − 1pi −
2
qi
)∥∥W(t)Δjg∥∥Lpix Lqit  C‖Δjg‖L2, (2.18)
2−j (
1
2 − 1p1 −
2
q1
)∥∥ΔjL (∂xf )∥∥Lp1x Lq1t  C2j ( 32 − 1p2 − 2q2 )‖Δjf ‖Lp¯2x Lq¯2t . (2.19)
The constant C in (2.16)–(2.19) is independent of δ > 0 and j .
Proof. The proof is the same as in [11,12]. Since we need to emphasize that the constant C is
independent of δ > 0, we sketch the proof. For j  j0, from (2.2) and Bernstein’s inequality we
easily obtain that




Similarly, from (2.8) it follows that∥∥W(t)Δ˜j g(x)∥∥L4xL∞t  2j/4‖g‖L2 . (2.21)
Applying the Riesz–Thorin Theorem, we obtain that for θ ∈ [0,1],
∥∥W(t)Δ˜j g(x)∥∥L4/(1−θ)x L2/θt  δ− θ2 2j 1−5θ4 ‖g‖L2 .
Noticing that Δ˜jΔj =Δj , we have
∥∥W(t)Δjg(x)∥∥L4/(1−θ)x L2/θt  δ− θ2 2j 1−5θ4 ‖Δjg‖L2 . (2.22)
Taking q = 2/θ , and letting p satisfy 2/p + 1/q  1/2, we can repeat the procedure as in [11]
to finish the proof of (2.16) and (2.17). The proof of (2.18) and (2.19) follows from [12]. In the
case (p2, q2)= (∞,2), one can also refer to [12]. 
3 In the sequel, we will always assume that M is the constant in Proposition 2.2.
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with p <+∞, or (p, q)= (∞,2).
Then for j  j0, we have∥∥W(t)Δjg∥∥L∞t L2x  C‖Δjg‖L2, (2.23)∥∥ΔjL (∂xf )∥∥L∞t L2x  Cδ− 1q 2j ( 32 − 1p− 3q )‖Δjf ‖Lp¯x Lq¯t . (2.24)
For j > j0, we have ∥∥W(t)Δjg∥∥L∞t L2x  C‖Δjg‖L2, (2.25)∥∥ΔjL (∂xf )∥∥L∞t L2x  C2j ( 32 − 1p− 2q )‖Δjf ‖Lp¯x Lq¯t . (2.26)
The constant C in (2.23)–(2.26) is independent of δ > 0 and j .
Proof. Using the techniques in Proposition 2.7 and the method in [11] and [12], we can easily
get the result, as desired. 
Proposition 2.9. Let W(t) and L be as in Proposition 2.7. Let g ∈ S (R), f ∈ S (R2). For
j > j0, we have ∥∥W(t)Δjg∥∥L∞x L2t C2−j/2‖Δjg‖L2 , (2.27)∥∥ΔjL (∂xf )∥∥L∞x L2t C‖Δjf ‖L1xL2t . (2.28)
The constant C in (2.27)–(2.28) is independent of δ > 0 and j .
Proof. Step 1. We consider the case δ = (2π)−1 and prove Claim 1 below. It follows from
δ = (2π)−1 that
ϕ(ξ)= ξ2
(




For convenience, we denote by Ft,x , Ft , F the Fourier transforms on (t, x), t , x, respectively.




)= f (t, x), u(0)= 0. (2.30)





2114 L. Han, B. Wang / J. Differential Equations 245 (2008) 2103–2144For short, we write the symbol of P>M by ψ>M(ξ). It follows that
P>MDxu=F−1τ,ξ
|ξ |ψ>M(ξ)
τ − ϕ(ξ) Ft,xf. (2.32)
Claim 1. Let M  1, Dx = (−∂2x )1/2, and let ϕ be as in (2.29). Let u be the solution of (2.30).
Then we have
‖P>MDxu‖L∞x L2t  C‖f ‖L1xL2t . (2.33)
Now we prove Claim 1. By (2.32) and Plancherel’s identity,
‖P>MDxu‖L2t =

























ϕ(ξ)− τ dξ (2.35)
is taken in the P.V. meaning. If we can show that∥∥K(τ, z)∥∥
L∞τ,z
 1, (2.36)
then it follows from Minkowski’s inequality that (2.34) implies (2.33). We now estimate K(τ, z).
Noticing that if τ  1 and M  1, then |ϕ(ξ)− τ | 1, which implies that K(τ, z) is bounded.



















τzηΓ (τ, η) dη. (2.37)
It is easy to see that 1 − η2(coth(√τη) − 1√
τη
) = 0 has only two roots η± and η± = ±1 + ε,
0 < ε  1 if √τηM  1. Since Γ (τ, η) has the singularity at η±, we need to handle the inte-
gral in (2.37) by separating the whole R into the following five intervals. Let χλ, λ= 0,1,−1,∞
be smooth cut-off functions satisfying
L. Han, B. Wang / J. Differential Equations 245 (2008) 2103–2144 2115suppχ1 ⊂
{
η: η ∈ (1/4,7/4)}, suppχ−1 = − suppχ1,
suppχ∞ ⊂
{
η: η ∈ (3/2,∞)∪ (−∞,−3/2)}, χ∞(−·)= χ∞(·),
suppχ0 ⊂
{









τzηΓ (τ, η)χλ(η) dη. (2.38)
The estimates of K−1 is analogous to that of K1, and so, it suffices to bound K0, K1 and K∞.
Since M  1, we can further assume that η+ ∈ ( 99100 , 101100 ), η− ∈ (− 101100 ,− 99100 ). First, we esti-








































:= I + II. (2.40)
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∫
R
| coth s − sgn(s)− 1
s
|















ds  1. (2.42)
It follows from (2.39)–(2.42) that ∣∣K∞(τ, z)∣∣ 1. (2.43)









|η2(1 + ε)− 1| dη 1. (2.44)




































































τηM , where C(·) and D(·) are as in (2.10). By Taylor’s expansion, we have
Φ(τ,η)∼ η+(η− η+)+ (η− η+)2, for |η− η+| 1
if
√




By a straightforward calculation, we see that if η ∈ suppχ1 and √τη M , then for some η∗ =
θη+ (1 − θ)η+, θ ∈ (0,1),∣∣∣∣∂η(η(η− η+)Φ(τ, η)
)∣∣∣∣ η(η− η+)2|Φηη(τ, η∗)|Φ(τ,η)2 + |η− η+||Φ(τ,η)|  1,




By (2.46)–(2.48), we have ∣∣K1(τ, z)∣∣ 1. (2.49)
Collecting (2.43), (2.44) and (2.49), we immediately have (2.36).
Step 2. For any δ > 0, using Claim 1 and the scaling invariance, we prove
Claim 2. Let M  1 and let ϕ(ξ) = [coth(2πδξ) − 12πδξ ]ξ2. Let u be the solution of (2.30).
Then we have
‖P>M/2πδDxu‖L∞x L2t  C‖f ‖L1xL2t . (2.50)

























So, in view of Claim 1 we immediately have Claim 2. Noticing j0 ∼ M/2πδ, from Claim 2 we
have the results, as desired. 
2118 L. Han, B. Wang / J. Differential Equations 245 (2008) 2103–2144Remark 2.10. One may ask what happens if j  j0 in Proposition 2.9. For j  j0, we have∥∥W(t)Δjg∥∥L∞x L2t Cδ−1/22−j‖Δjg‖L2, (2.51)∥∥ΔjL (∂2xf )∥∥L∞x L2t Cδ−1‖Δjf ‖L1xL2t . (2.52)
The constant C in (2.51)–(2.52) is independent of δ > 0 and j .
However, we see that (2.51) and (2.52) become worse as j  0. The proofs of (2.51) and (2.52)
proceed in a similar way as above and the details are omitted.
Proposition 2.11. Let W(t) and L be as in Proposition 2.7. Let g ∈S (R), f ∈S (R2), and let








Then for j  j0, we have∥∥ΔjL (∂xf )∥∥L∞x L2t Cδ− 1q 2j ( 12 − 1p− 3q )‖Δjf ‖Lp¯x Lq¯t , (2.53)
for j0 < j , we have ∥∥ΔjL (∂xf )∥∥L∞x L2t  c2j ( 12 − 1p− 2q )2j/2‖Δjf ‖Lp¯x Lq¯t . (2.54)
Proof. When j  j0, we have∥∥W(t)Δjf (x)∥∥L∞x L2t  2−j‖Δjf ‖L2, (2.55)
whose dual estimate is∥∥∥∥∥
+∞∫
−∞
W(t − t ′)Δjf (t ′) dt ′
∥∥∥∥∥
L∞t L2x
 2−j‖Δjf ‖L1xL2t . (2.56)






 2−j/2‖Δjf ‖L1xL2t . (2.57)










2 − 1p− 3q )2j/2‖Δjf ‖Lp¯x Lq¯t . (2.58)−∞ x
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R



































2 − 1p− 3q )2j/2‖Δjf ‖Lp¯x Lq¯t · 2
−j/2‖g‖L1xL2t , (2.59)
which implies (2.53), as desired. Similarly, we can deal with the case j0 < j . 
In the following we state the estimates of the semi-group W˜ (t)4 and the integral operator
L˜ f := ∫ t0 W˜ (t − s)f (s, ·) ds,







which can be shown in the same way as the estimates above.
Proposition 2.12. Let W˜ (t) = F−1eit ϕ˜(ξ)F , ϕ˜(ξ) = 32πδ [coth(2πδξ) − 12πδξ ]ξ2. Then there









 C‖f ‖H˙ 1/4 . (2.62)
Proposition 2.13. Let W˜ (t) be as in Proposition 2.12, L˜ f := ∫ t0 W˜ (t − s)f (s, ·) ds. Let














, 4 p1 <+∞, (p2, q2)= (+∞,2).
Let 2j0 =M/2πδ. Then for j  j0, we have
4 It is easy to see that W˜ (t)u0 is the solution for the linear FDF equation ut − 3 G(∂2xu)= 0, u(0)= u0.2πδ
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1
2 − 1pi −
3
qi
)∥∥W˜ (t)Δjg∥∥Lpix Lqit  C‖Δjg‖L2, (2.63)
2−j (
1
2 − 1p1 −
3
q1
)∥∥Δj L˜ (∂xf )∥∥Lp1x Lq1t  C2j ( 32 − 1p2 − 3q2 )‖Δjf ‖Lp¯2x Lq¯2t . (2.64)
For j > j0, we have
2−j (
1
2 − 1pi −
2
qi
)∥∥W˜ (t)Δjg∥∥Lpix Lqit  Cδ 1qi ‖Δjg‖L2 , (2.65)
2−j (
1
2 − 1p1 −
2
q1
)∥∥Δj L˜ (∂xf )∥∥Lp1x Lq1t  Cδ 1q1 δ 1q2 2j ( 32 − 1p2 − 2q2 )‖Δjf ‖Lp¯2x Lq¯2t . (2.66)
The constant C in (2.63)–(2.66) is independent of δ > 0 and j .
Proposition 2.14. Let W˜ (t) and L˜ be as in Proposition 2.13. Let g ∈ S (R), f ∈ S (R2), and







with p <+∞, or (p, q)= (∞,2).
Then for j  j0, we have ∥∥W˜ (t)Δjg∥∥L∞t L2x  C‖Δjg‖L2, (2.67)∥∥Δj L˜ (∂xf )∥∥L∞t L2x  C2j ( 32 − 1p− 3q )‖Δjf ‖Lp¯x Lq¯t . (2.68)
For j > j0, we have ∥∥W˜ (t)Δjg∥∥L∞t L2x  C‖Δjg‖L2, (2.69)∥∥Δj L˜ (∂xf )∥∥L∞t L2x  Cδ 1q 2j ( 32 − 1p− 2q )‖Δjf ‖Lp¯x Lq¯t . (2.70)
The constant C in (2.67)–(2.70) is independent of δ > 0 and j .








with p <+∞; or (p, q)= (∞,2).
Then for j  j0, we have ∥∥W˜ (t)Δjg∥∥L∞x L2t  C2−j‖Δjg‖L2, (2.71)∥∥Δj L˜ (∂xf )∥∥L∞x L2t  C2j ( 12 − 1p− 3q )‖Δjf ‖Lp¯x Lq¯t . (2.72)
For j > j0, we have
L. Han, B. Wang / J. Differential Equations 245 (2008) 2103–2144 2121∥∥W˜ (t)Δjg∥∥L∞x L2t  Cδ 12 2−j/2‖Δjg‖L2, (2.73)∥∥Δj L˜ (∂xf )∥∥L∞x L2t  Cδ‖Δjf ‖L1xL2t . (2.74)
The constant C in (2.73)–(2.74) is independent of δ > 0 and j .
3. Proof of Theorem 1.2
Let W˜ (t) be as in (2.60). For simplicity, we still write W(t)= W˜ (t). Define the mapping









To prove the existence and uniqueness part of Theorem 1.2, we used the fixed point argu-
ment. First, we proved the existence and uniqueness in suitable resolution spaces E. Recall that
sk = 12 − 2k , s˜k = 12 − 1k . Following [11], we put
(p1, q1)= (6k/5,3k) and (p2, q2)= (12,3). (3.2)
Let j0 ∼ ln M2πδ (we can assume, without loss of generality that j0  1), and for i = 1,2,
Ai(u)= sup
j0























E = {u: ‖u‖E :=Q1(u)+Q2(u)+N(u)+ T (u)+M(u) Cρ}. (3.10)
2122 L. Han, B. Wang / J. Differential Equations 245 (2008) 2103–2144Remark 3.1. Now we give some explanations to the resolution space E. To solve the generalized
BO equation, Molinet and Ribaud [12] constructed a resolution space
Xb =
{





2j s˜k‖Δju‖L∞t L2x + 2
j
2 2j s˜k‖Δju‖L∞x L2t + ‖Δju‖LkxL∞t
)
. (3.11)
If we choose the resolution as in (3.11), we have some difficulty in dealing with the low frequency




e(t−s)∂3x f (s) ds
∥∥∥∥∥
L∞x L2t
 C‖f ‖L1xL2t .




e(t−s)∂3x ∂xΔjf (s) ds
∥∥∥∥∥
L∞x L2t
C2−j‖Δjf ‖L1xL2t . (3.12)




e−(t−s)H(∂2x )∂xΔjf (s) ds
∥∥∥∥∥
L∞x L2t
 C‖Δjf ‖L1xL2t , (3.13)
we see that the space Xb becomes extremely worse for the low frequency case. In order to solve
the generalized KdV equation, Molinet and Ribaud [11] constructed a resolution space




2jsk · 2j ( 1pi + 3qi − 12 )‖Δju‖Lpix Lqit , i = 1,2. (3.14)
If we define the resolution space like (3.14), we have some difficulty in dealing with the high
frequency part in the nonlinear estimates. The main reason is that in the high frequency case,
only the L1xL2t → L∞x L2t estimate to the integral operator
∫ t
0 W(t − s)∂x ·ds can be used for
absorbing the 1-order derivative in the nonlinearity, and the space L∞x L2t contained in Λ(u) is
out of the control of Lpix L
qi
t , i = 1,2.
Roughly speaking, in order to make a balance between the low and high frequency parts, we
need to treat the solutions in the space X for the low frequency part and in the space Xb for the
high frequency part, respectively.
If δ is a fixed number, say δ = 1, then the resolution space E can be simplified and we can
put j0 = 0. However, if we treat δ > 0 as a variable parameter, j0 cannot be chosen as 0 when
we want to get a uniform bound of the solutions for all 0 < δ < 1, whence, A˜i(u) is introduced





0 < δ < 1. The uniform bound is very important for the limit behavior of the solutions as δ → 0.

















































































Proposition 3.3. Let u0 ∈ B˙sk2,∞ ∩ B˙s˜k2,1. Then we have∥∥W(t)u0∥∥E  C‖u0‖B˙sk2,∞∩B˙s˜k2,1 , (3.20)
where C is independent of δ > 0.





























 ‖u0‖B˙sk2,∞ + ‖u0‖B˙s˜k2,1 .

















2j s˜k‖Δju0‖L2  ‖u0‖B˙s˜k2,1,0<jj0 j>j0















2j s˜k‖Δju0‖L2  ‖u0‖B˙s˜k2,1 .
So, we obtain that ∥∥W(t)u0∥∥E  ‖u0‖B˙sk2,∞ + ‖u0‖B˙s˜k2,1 . 
Proof of Theorem 1.2. Let W˜ (t) and L˜ be as in Propositions 2.12–2.15. For simplicity, we still
write W(t)= W˜ (t) and L = L˜ . We now estimate ‖L (∂xuk+1)‖E :∥∥L (∂xuk+1)∥∥E =Q1(L (∂xuk+1))+Q2(L (∂xuk+1))+N(L (∂xuk+1))
+ T (L (∂xuk+1))+M(L (∂xuk+1)).


























Noticing that the term Δr+1u
∑k
=0(Sr+1u)(Sru)k− is localized in the frequency space in a














































































2jsk · 2j ( 32 − 1p2 − 3q2 )(I + II). (3.25)























− 12 )‖Δlu‖Lp1x Lq1t . (3.27)
For r  0, since every term in A1 has low frequency, it can be handled in an analogous way to






































− 12 )Q1(u). (3.28)









































− 12 )Q1(u). (3.29)


























− 12 ) · 2−rk(sk+ 1p1 + 3q1 − 12 )αr ·Q1(u)k. (3.30)
Hence, by Remark 3.2,
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j0
2jsk · 2j ( 32 − 1p2 − 3q2 )I
 sup
j0






























− 12 )‖Δlu‖Lp1x Lq1t . (3.32)

































































− 12 )Q1(u)k. (3.34)
It follows from (3.34) that
sup
j0






















































































































βr ·M(u)k  T (u)M(u)k. (3.38)


































βr ·M(u)k  T (u)M(u)k. (3.39)












































2j s˜k · 2j/2∥∥Δjuk+1∥∥L1xL2t





















2j s˜k · 2j/2∥∥Δjuk+1∥∥L1xL2t .
So, using the same way as in the estimates of Bi(L (∂xuk+1)) in (3.36)–(3.38), we can get
M1 +N1 + T2  T (u)M(u)k. (3.43)








Analogous to the estimates of A˜i(u) as in (3.39), we can get
M3 +N2  T (u)M(u)k. (3.44)
Analogous to the estimates as in (3.25), (3.29)–(3.35), we have



































































































One easily sees that N3 can also be controlled by the right-hand side of (3.46). Using the known
estimates, we can get
M2 +N3 Q2(u) ·Q1(u)k. (3.47)
Summarizing the estimates above, we have shown that∥∥L (∂xuk+1)∥∥E  ‖u‖k+1E . (3.48)
It follows from Proposition 3.3 and (3.48) that∥∥T (u)∥∥
E
 ‖u0‖B˙sk2,∞ + ‖u0‖B˙s˜k2,1 + ‖u‖
k+1
E . (3.49)
Similarly, ∥∥T (u)−T (v)∥∥
E

(‖u‖kE + ‖v‖kE) · ‖u− v‖E. (3.50)
In view of (3.49) and (3.50), using the classical fixed point argument, we can prove the existence
and uniqueness of the solutions in E.





∼ ‖P1u‖L∞(R,B˙sk2,∞) + ‖P>1u‖L∞(R,B˙s˜k2,1) (3.51)
and ‖P>1u‖
L∞(R,B˙s˜k2,1)
N(u) Cρ, it suffices to show that P1u ∈ L∞(R, B˙sk2,∞). By the inte-
gral equation, we have
‖P1u‖L∞(R,B˙sk2,∞)  ‖u0‖B˙sk2,∞ + supj0 2
jsk
∥∥ΔjL (∂x(uk+1))∥∥L∞t L2x .




∥∥ΔjL (∂x(uk+1))∥∥L∞t L2x  supjj0 2jsk · 2j (
3










So, we can conclude ‖P1u‖L∞(R,B˙sk2,∞) Cρ. This finishes the proof of Theorem 1.2. 
4. Proof of Theorem 1.1
In this section we prove our Theorem 1.1 in the case 1  δ < ∞. One needs to modify the
space E defined in (3.10). Roughly speaking, j0 ∼ ln M2πδ is a critical index for the smooth effects
of the semi-group W(t), and 0 is a critical index for the space B˙s˜k2,1 ∩ B˙sk2,∞, i.e., P1(B˙s˜k2,1 ∩
B˙
sk
2,∞) = P1B˙sk2,∞ and P>1(B˙s˜k2,1 ∩ B˙sk2,∞) = P>1B˙s˜k2,1. In order to show the uniform bound of
the solutions in C(R, B˙s˜k2,1 ∩ B˙sk2,∞) for all δ ∈ [δ0,∞), Ai(u) and A˜i(u) in Section 3 should be
modified.
Let sk , s˜k , (p1, q1), (p2, q2) be as in Section 3. Let j0 ∼ ln M2πδ . For i = 1,2, we write
Ai(u)= sup
jj0
2jsk · 2j ( 1pi + 3qi − 12 )‖Δju‖Lpix Lqit , (4.1)
A˜i(u)= sup
j0<j0




2j s˜k · 2j ( 1pi + 2qi − 12 )‖Δju‖Lpix Lqit . (4.3)
Let Qi(u) = Ai(u) + A˜i(u) + Bi(u) (i = 1,2), and let M(u), N(u), T (u) be the same ones as
in (3.7)–(3.9) in Section 3. Put
E = {u: ‖u‖E :=Q1(u)+Q2(u)+N(u)+ T (u)+M(u) Cρ}. (4.4)
In this section, we always assume that W(t) and L are defined in (1.8) and Proposition 2.7,
respectively.
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 ‖u0‖B˙sk2,∞ + ‖u0‖B˙s˜k2,1 . (4.6)
For the estimates of M(W(t)u0), N(W(t)u0), T (W(t)u0), see Proposition 3.3. 
Proof of Theorem 1.1. We have
∥∥L (∂xuk+1)∥∥E =Q1(L (∂xuk+1))+Q2(L (∂xuk+1))+N(L (∂xuk+1))
+ T (L (∂xuk+1))+M(L (∂xuk+1)).
























































(A1 +A2 +A3). (4.7)
Since j0  0, A1 can be handled in an analogous way as in Section 3 and we have
sup
jj0
2jsk · 2j ( 32 − 1p2 − 3q2 )A1 Q2(u) ·Q1(u)k. (4.8)





‖Δlu‖Lp1x Lq1t . (4.9)
l=−∞ l=j0+1
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j0∑
l=−∞









− 12 )Q1(u). (4.10)
Noticing that sk + 1p1 + 2q1 − 12 < 0, we have
r∑
l=j0+1









− 12 )Q1(u). (4.11)
Collecting (4.9)–(4.11), we have




− 12 )Q1(u). (4.12)
Hence, the estimate of A2 reduces to the case of A1 and we have
sup
jj0














− 12 )‖Δlu‖Lp1x Lq1t ,


















− 12 )‖Δru‖Lp2x Lq2t .










































− 12 ) · α′rQ1(u)k Q2(u)Q1(u)k. (4.15)
r>0









A3 A3 Q2(u) ·Q1(u)k. (4.16)

















It is easy to see that ‖Sru‖LkxL∞t  M(u). Let βr = 2rs˜k · 2r/2‖Δru‖L∞x L2t . Noticing that















βr ·M(u)k  T (u)M(u)k. (4.18)








− 12 ) ∧ 1)Q1(u), ∀r ∈ Z. (4.19)





















































− 12 +k(sk+ 1p1 +
3
q1


















Using similar way as in Section 3, we can easily estimate N(L (∂xuk+1)), T (L (∂xuk+1)),
























































2j s˜k · 2j/2∥∥Δjuk+1∥∥L1xL2t . (4.23)


































So, using the same way as in (4.20), we can get
N2 +M3 Q2(u)Q1(u)k, (4.25)






k+1))+M1  T (u)M(u)k. (4.26)
We easily see that
M2 +N3  sup
jj0







Repeating the procedure as in Section 3, we can get the conclusions. 
5. Regularity: The case u0 ∈ B˙s2,∞, s ∈ (− 512 , sk)
For u0 ∈ B˙s2,∞ ∩ B˙s˜k2,1 we look for a solution in the space C(R, u0 ∈ B˙s2,∞ ∩ B˙s˜k2,1). Let (pi, qi)
be as in Section 3. Put
Asi (u)= sup
jj0
2js · 2j ( 1pi + 3qi − 12 )‖Δju‖Lpix Lqit , (5.1)
A˜si (u)= sup
j0<j0
2js · 2j ( 1pi + 2qi − 12 )‖Δju‖Lpix Lqit , (5.2)
and let Qs(u)=As(u)+ A˜s(u)+Bi(u), Bi(u), M(u), N(u) and T (u) be as in Section 4. Denotei i i
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and if there is no explanation, we write Qski (u)=Qi(u).
Now we show the regularity of solutions. Using the integral equation, it suffices to estimate the
forcing term. We only give the sketch estimate of Asi (L (∂xu
k+1)) and the other terms proceed


























































− 12 )‖Δlu‖Lp1x Lq1t .
In (4.19), we have shown that
‖Sru‖Lp1x Lq1t 
(
1 ∧ 2−r(sk+ 1p1 + 3q1 − 12 ))Q1(u). (5.5)














− 12 ) ·Q1(u)k.




− 12 + k(sk + 1p1 + 3q1 − 12 ),5
sup
jj0













For j0 < r  0, it follows from the definition of Qi(u) in (4.4) that
5 Since s >−5/12, we have J > 0.











































− 12 )‖Δlu‖Lp2x Lq2t ,





− 12 )‖Δlu‖Lp1x Lq1t ,





− 12 )‖Δlu‖Lp1x Lq1t . (5.9)









− 12 ) · α′rQ1(u)k. (5.10)
Noticing that s >−5/12, we have
sup
jj0
2js · 2j ( 32 − 1p2 − 3q2 )A3 Q2(u) ·Q1(u)k. (5.11)
6. Limit behavior as δ → 0
In this section, we prove that, when δ → 0, the solutions of Eq. (1.2) converge to the so-
lution of the generalized KdV equation. We denote by U(·) the free evolution group which
solves the Cauchy problem of the linear KdV equation and denote by K the integral operator∫ t
0 U(t − s)·ds. One can rewrite Eqs. (1.2) and (1.4) as the following integral equations:














Proof of Theorem 1.4. Let (p1, q1) and (p2, q2) be as in Section 4. We have
‖w − u‖X 
∥∥K (∂x(wk+1 − uk+1))∥∥X + ∥∥∥∥K (∂3xu+ 3 G(∂2xu))∥∥∥∥ . (6.3)2πδ X
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∥∥K (∂x(wk+1 − uk+1))∥∥X ∑
j∈Z







It is easy to see that Δj(wk+1 − uk+1) = Δj((w − u)∑kl=0 wluk−l ). It suffices to consider the
estimates of Δj((w − u)wluk−l ):
Δj
(























In the sequel, we denote by E the space as in (3.10) with a modification by substituting the “sup”








− 12 )‖Δju‖Lp1x Lq1t  ‖u‖E, (6.7)




− 12 )‖u‖E, (6.8)




− 12 )‖w‖X, (6.9)∥∥Sr(u−w)∥∥Lp1x Lq1T  2−r(sk+ 1p1 + 3q1 − 12 )‖u−w‖X. (6.10)














































 ‖w − u‖X‖w‖lX‖u‖k−lE 
1‖w − u‖X, (6.11)4





− 12 )‖Δr(w − u)‖Lp2x Lq2T and we have used the facts that ‖w‖X +‖u‖E  1. We can assume, without loss of generality that there are only two terms in the right-

























(‖Δrw‖Lp2x Lq2T ∥∥Sr(w − u)∥∥Lp1x Lq1T ‖Srw‖l−1Lp1x Lq1T ‖Sru‖k−lLp1x Lq1t
+ ‖Δru‖Lp2x Lq2t

















− 12 )−rk(sk+ 1p1 +
3
q1









− 12 )−rk(sk+ 1p1 +
3
q1






















− 12 )‖Δru‖Lp2x Lq2t .









B1  ‖w − u‖X‖w‖lX‖u‖k−lE 
1
4
‖w − u‖X. (6.13)
Following the same way as in (6.13), one sees that ∑j>j0 2jsk+j ( 32 − 1p2 − 3q2 )B2 can be controlled
by 14‖w − u‖X . For j  j0, we divide the summation
∑








































− 12 )−rk(sk+ 1p1 +
3
q1
− 12 )αr‖w‖lX‖u‖k−l−1E ‖w − u‖X







− 12 )‖Δru‖Lp2x Lq2t
r>j0












− 12 )‖Δru‖Lp2x Lq2t
 1
4
‖w − u‖X. (6.14)
From (6.3)–(6.14) it follows that

























n2(n2 + 4δ2ξ2) 
{ |ξ |3, |ξ |>N,
Cδ2, |ξ |N. (6.16)
We consider the estimate of∑
j∈Z









Proposition 6.1. We have for any 4 p <∞, 2/p + 1/q  1/2; or (p, q)= (∞,2),∥∥K (Δjf )∥∥Lpx LqT  2j ( 12 − 1p− 3q )‖Δjf ‖L1T L2x . (6.18)
Proof. Using the L2 → LpxLqt estimates on U(t), we have
∥∥K (Δjf )∥∥Lpx LqT 
T∫
0




∥∥U(t − τ)Δjf (τ)∥∥Lpx LqT dτ
 2j (
1
2 − 1p− 3q )‖Δjf ‖L1T L2x . 
For i = 1,
∑
























∥∥ξ3Δ̂ju∥∥L∞T L2x . (6.19)
By Remark 1.3, we have
∑
j∈Z 2jsk23j‖Δju‖L∞t L2x  1 and
∑
j∈Z 2jsk‖Δju‖L∞t L2x  1, where
we need u0 ∈ B˙sk2,1 ∩ B˙sk+32,1 small enough. Choosing jN  1 we see that the second term in (6.19)
is small. Letting δ small enough, then the first term in (6.19) is sufficiently small, too. For i = 2,
we have the similar estimates. 
7. Limit behavior as δ → +∞
In this section, we prove that, when δ → +∞, the solutions of the FDF equations converge to
the solution of the generalized Benjamin–Ono equation.
Proof of Theorem 1.5. Let V (t) denote the BO semi-group and B = ∫ t0 V (t − s)·ds. We can
rewrite Eqs. (1.1) and (1.5) as the following integral equations:















Let Y be as in (1.14). It follows that
‖v − u‖Y 
∥∥B(∂x(vk+1 − uk+1))∥∥Y + ∥∥B(H(∂2xu)− G(∂2xu))∥∥Y . (7.3)
From Propositions 1 and 2 in [12], we can easily get





















It suffices to consider the estimate of ‖Δj((v − u)vluk−l )‖L1xL2t . Let us connect our proof












∥∥Δr+1(v − u)∥∥L∞x L2T (‖Sr+1v‖kLkxL∞t ‖Sr+1u‖k−lLkxL∞t )
 ‖v − u‖Y · ‖v‖lXb‖u‖k−lE . (7.5)
Similarly as in (6.6), we can assume that in B , there are only two terms, say, the terms with
m= 0,













(‖Δr+1u‖L∞x L2t ‖Sr+1v‖lLkxL∞t ‖Sru‖k−l−1LkxL∞t























































































+D1 +D2 +D3. (7.7)























































2(j−r)H1ρ′r (u)Q1(u)k  ‖u‖Es‖u‖kE, (7.9)




(u) by the corre-
sponding summations, similarly for the definition of E.













































































































is completely the same to the




2 2j s˜k‖Δju‖L∞x L2t  ‖u‖E.
So, if u0 ∈ B˙−
1
k
2,1 ∩ B˙s˜k+12,1 small enough, then we have
∥∥B(∂x(vk+1 − uk+1))∥∥Y  12‖u− v‖Y .
It follows that
‖v − u‖Y 
∥∥B(H(∂2xu)− G(∂2xu))∥∥Y . (7.12)
From Lemma 4.1 in [1], we have
∥∥Δj (H(∂2xu)− G(∂2xu))∥∥ 2  12j∥∥Δju(s, x)∥∥ 2 . (7.13)Lx δ Lx
L. Han, B. Wang / J. Differential Equations 245 (2008) 2103–2144 2143So we have ∑
j∈Z
2j s˜k
∥∥ΔjB(H(∂2xu)− G(∂2xu))∥∥L∞T L2x  Tδ ∑
j∈Z
2j2j s˜k‖Δju‖L∞T L2x .
Proposition 7.1. We have for any 4 p <∞, 2/p + 1/q  1/2; or (p, q)= (∞,2),∥∥B(Δjf )∥∥Lpx LqT  2j ( 12 − 1p− 2q )‖Δjf ‖L1T L2x . (7.14)
Proof. Using the L2 → LpxLqt estimates on V (t), we have
∥∥B(Δjf )∥∥Lpx LqT 
T∫
0




∥∥V (t − τ)Δjf (τ)∥∥Lpx LqT dτ
 2−j (
1
2 − 1p− 2q )‖Δjf ‖L1T L2x . 


























2j s˜k2j‖Δju‖L∞T L2x . (7.16)
From Remark 1.3, we see that
∑∞
j=−∞ 2j s˜k2j‖Δju‖L∞t L2x  C. It follows that
‖v − u‖Y  T
δ
, (7.17)
which is the result, as desired. 
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