We study the uniqueness and nondegeneracy of ground states for stationary nonlinear Schrödinger equations with a focusing power-type nonlinearity and an attractive inverse-power potential. We prove that all ground states are positive up to phase rotation, radial, and decreasing. Moreover, by extending the results of Shioji and Watanabe (2016), we prove the uniqueness and nondegeneracy of the positive radial solutions. We also discuss the orbital stability and instability of ground state-standing waves.
Introduction
In this paper we consider the following stationary nonlinear Schrödinger equation:
Throughout this paper we assume (1.2) N ∈ N, γ > 0, 0 < α < min{N, 2}, ω > ω 0 , 1 < p < 2 * − 1.
Here −ω 0 < 0 is the smallest eigenvalue of the operator −∆ − γ|x| −α , that is, Indeed, φ ∈ H 1 (R N ) is a solution of (1.1) if and only if e iωt φ(x) is a H 1 (R N )-solution of (1.4) . The stability of ground-state standing waves for (1.4) has been studied in [7, 8, 9, 13] . Here by a ground state we mean a nontrivial solution φ ∈ H 1 (R N ) of (1.1) with the minimal action among all nontrivial solutions of (1.1). For the studies on the stability of ground-state standing waves it is important to investigate their uniqueness and nondegeneracy. Equation (1.1) is equivalent to S ω (φ) = 0, where
is the action. Since 0 < α < min{N, 2}, by Hölder's inequality and Sobolev's embedding we see that the action S ω is defined on the Sobolev space H 1 (R N ).
We define the set of all ground states of (1.1) by (1.5)
The existence of ground states for (1.1) is known (see [7, Section 2] for its proof).
Proposition 1.1. Assume (1.2) . Then the set G ω is not empty.
In this paper we study the uniqueness and nondegeneracy of ground states for (1.1). First, we investigate the regularity and symmetric properties of ground states. for all |x| ≥ 1. Furthermore, if 0 < α < 1, then φ ∈ C 1 (R N ).
Proposition 1.3. Assume (1.2). If φ ∈ G ω , then there exists θ ∈ R such that e iθ φ is positive, radial, and decreasing function.
Let φ ∈ G ω be a positive ground state. Then since φ is a radial solution of (1.1) by Proposition 1.3, φ is regarded as a function of r := |x|, and it is a positive solution of the ordinary differential equation Note that since φ ∈ C[0, ∞) ∩ C 2 (0, ∞) by Proposition 1.2, φ is a classical solution of (1.7). Now we consider the uniqueness of positive solutions for (1.8)
where f, h ∈ C 3 (0, ∞) are positive functions and g ∈ C 1 (0, ∞). The equation (1.7) is a special case of (1.8) with
Although uniqueness of positive solutions for (1.8) has been studied by many researchers, now we only recall some known results deeply related to our works. For the case of f (r) = r N −1 and g(r) = h(r) = 1, Kwong [12] proved the uniqueness of positive solutions for (1.8) by using Sturm's oscillation theory. For the case of f (r) = r N −1 , Yanagida [22] introduced some generalized Pohožaev identities and established the uniqueness results by using it only. For the equation (1.8) with suitable assumption on the functions f , g, and h, Shioji and Watanabe [19] obtained uniqueness results by using a new Pohožaev-type identity. Moreover, in [20] they extended their uniquenss results and proved the nondegeneracy of the positive solution. The uniqueness results in [20] are applicable to various problems but do not cover all of our cases of (1.9) under (1.2). Recently, Dinh [6] proved the uniqueness of positive radial solutions for (1.1) only in the cases of N ≥ 3 and 0 < α < 1 by using the results of [19] .
In this paper we extend the uniqueness results of [20] to cover all of our cases (1.9) (see Theorems 3.3 and 3.4 below). Applying this, we prove the following. • If N ≥ 2, the positive solution φ of (1.7) satisfying φ(r) → 0 as r → ∞ is unique.
• If N = 1, the positive solution φ of (1.7) satisfying φ (0) = 0 and φ(r) → 0 as r → ∞ is unique. Remark 1.5. In the case of N = 1, although we need additional assumption φ (0) = 0, the ground state φ ∈ G ω satisfies this assumption since φ is radial 
Next, we investigate the nondegeneracy of the positive ground state φ ∈ G ω . The linearized operator S ω (φ) is explicitly written as
. By identifying C and R 2 , we can rewrite S ω (φ) as the two by two matrix form
where L 1 and L 2 are operators on L 2 (R N ; R) defined by
Nondegeneracy of positive radial solutions for the problem
has also been studied by many researchers (see e.g., [2, 11, 12, 20, 21] and references therein). Note that if ρ(r) = f (r)/r N −1 and φ is a positive radial solution of (1.12), then φ(r) = φ(|x|) is a positive solution of the equation in (1.8). Nondegeneracy of ground states can be shown by using the uniqueness results, but we need more discussion. In this paper we also extend the nondegeneracy results of [20] (see Theorems 4.4 and 4.6 below) and prove the following. The proof of Theorems 1.4 and 1.7 are based on Shioji and Watanabe [19, 20] . They prove their results by using a Pohožaev-type identity under abstract assumptions. However, they suppose that g do not have a certain amount of singularity at the origin, so their results do not treat all of our cases. For example, in some of our cases, the conditions lim
are not satisfied (see Proposition 3.1 for the definition of a), which are assumed in [20] . These conditions are assumed to control the behavior of J and X around the origin (see (3.2) and (3.11) for the definition of J and X respectively). In the proof of our uniqueness results, we also use the Pohožaev-type identity of Shioji and Watanabe [19, 20] . By analyzing more precisely the behavior of J and X around the origin, we relax the assumptions to treat all of our cases. Similarly, by analyzing carefully the behavior around the origin, we also relax the assumptions of the nondegeneracy results of [20] .
Finally, we discuss the stability of standing wave solutions e iωt φ for (1.4) with φ ∈ G ω . It is known that the Cauchy problem for (1.4) is locally well-posed in H 1 (R N ) (see [4, Section 3] ). The definition of stability of standing waves is as follows.
Definition. We say that the standing wave solution e iωt φ for (1.4) is stable if for each Otherwise, we say that it is unstable.
From the variational characterization by the Nehari functional (see Lemma 2.1 below), it is known that the linearized operator L 1 has at most one negative eigenvalue. Then since Let (φ ω ) ω>ω 0 be the family of unique positive ground states with φ ω ∈ G ω . By the uniqueness and nondegeneracy, we can show by using the argument in [18, Section 6] that the map ω → φ ω has some regularities. Therefore, we can apply the theory of Grillakis, Shatah, and Strauss [10] . More precisely, we have the following. [5, 15, 17] . Fukuizumi and Ohta [9] proved that if ω is sufficiently close to ω 0 , or if 1 < p < 1+4/N and ω is sufficiently large, then the standing wave e iωt φ ω (x) is stable. In [8] 
Moreover, as a corollary they also proved that if 1 + 4/N < p < 2 * − 1 and ω is sufficiently large, then the standing wave is unstable. Recently, the strong instability of standing waves under ∂ 2 λ S ω (φ λ ω )| λ=1 ≤ 0 was studied in [7] .
We remark that although it is difficult to check the sign of ∂ ω φ ω 2 L 2 , in fact, the following holds. 
Therefore, Theorem 1.9 gives a slight improvement of the results of [8] . In Appendix A we show Propositon 1.11 by using Proposition 1.8.
The rest of this paper is organized as follows: In Section 2 we prove Proposition 1.2 and Proposition 1.3 by using the argument in [4, Section 8] . In Section 3 we give sufficient conditions for uniqueness of positive solutions for (1.8) by extending the results of [20] and apply it to our cases (1.9) to prove Theorem 1.4. In Section 3 we also give sufficient conditions for nondegeneracy of positive radial solutions for (1.12) by repeating the argument of [20] with some modifications and apply it to prove Theorem 4.1. In Appendix A we give a proof of Proposition 1.11 by using Proposition 1.8.
Regularity and symmetry of ground states
In this section we prove Proposition 1.2 and Proposition 1.3.
Preliminaries
In this subsection we prepare some useful lemmas without proof.
We define the Nehari functional by
We use the following variational characterization of ground states for (1.1) in the proof of Proposition 1.3.
Then the ground states of (1.1) are characterized as
To prove Proposition 1.3 we use the uniqueness of positive eigenfunctions of Schrödinger operators.
is bounded above and that 
Regularity
Proof of Proposition 1.2.
Since ∇χ δ and ∆χ δ belong to C ∞ c (R N ), and |x| −α χ δ belongs to
Let θ ε (x) = e |x|/(1+ε|x|) . Then θ ε is bounded, and |∇θ ε | ≤ θ ε ≤ e |x| for all x ∈ R N . Taking the scalar product of the equation (2.3) with δ = 1 and θ ε χφ, we have
Using this with v = χφ we have
Since φ(x) → 0 as |x| → ∞, we can take R > 1 so that γ|x|
Combining the estimates (2.4), (2.5), and (2.6) we obtain
where the implicit constant does not depend on ε. Letting ε 0, we obtain
Since χφ and ∇(χφ) are Lipchitz continuous, we see that there exists a positive constant C > 0 such that
for all x ∈ R N (see [3, Proof of Theorem 8.1.1]). Since χφ = φ on {|x| > 1}, we have (1.6).
We also see by a bootstrap argument for (2.2) that there exists β ∈ (0, 1) such that φ ∈ C 0,β (R N ). In addition, if 0 < α < 1, we can obtain φ ∈ C 1 (R N ). This completes the proof.
Symmetries
Lemma 2.5. Let φ ∈ G ω . Then there exists θ ∈ R such that e iθ φ is a positive function.
Proof. Let v = |Re φ|, w = |Im φ|, and let ψ = v + iw. Then we have |ψ| = |φ| and |∇ψ| = |∇φ|, and thus K ω (ψ) = K ω (φ) and S ω (φ) = S ω (ψ). Therefore, Lemma 2.1 implies ψ ∈ G ω . Since ψ be a solution of (1.1), v and w satisfy 
If the equality in (2.7) does not hold, we have
. This is a contradiction, and thus the equality in (2.7) holds.
Moreover, by Lemma 2.4 we obtain φ = φ * . This means that φ is radial and nonincreasing. This completes the proof. 
Uniqueness of ground states
In this section we give sufficient conditions for uniqueness of positive solutions for (1.8). Then applying this, we prove Theorem 1.4.
Sufficient conditions for uniqueness of positive solutions
To this end, we use the Pohožaev type identity introduced by Shioji and Watanabe [19] . 
for all r > 0, where
Remark 3.2. Since f and h are positive, a is also positive.
We impose the following assumptions.
(I) There exists R > 0 such that 
(II) lim r 0 a(r)U (r)V (r) = lim r 0 b(r)V (r) = 0, where
U (r) := 1 f (r) r 0 f (τ )(|g(τ )| + h(τ )) dτ, V (r) := 1 f (r) r 0 f (τ )h(τ ) dτ.
(r)(c(r) − a(r)g(r)).
(iii) G < 0 on (0, δ) for some δ > 0, and
The following is our uniqueness results. 3.3 is applicable to our equation (1.7) with (1.2) and N ≥ 2. In one dimensional case N = 1, (I-iii) is not satisfied because f (r) = 1. We need this assumption to show that lim r 0 f (r)φ (r) = 0 (see Lemma 3.5 below). However, since now we focus on the uniqueness of ground states for (1.1) in the case of N = 1, we can assume lim r 0 f (r)φ (r) = 0 from the beginning. Indeed, by Proposition 1.2, a positive ground state φ ∈ G ω is radial and C 1 when N = 1 and 0 < α < 1, which implies ∂ x φ(0) = 0. Therefore, we can use the following uniqueness result in the case of N = 1. 
Proof of Theorem 3.3
Thoroughtout this subsection we impose the same assumptions as in Theorem 3.3, and let φ and ψ be a positive solution of (1.8) which satisfy J(r; φ) → 0 and J(r; ψ) → 0 as r → ∞.
Lemma 3.5. The following holds:
f (r)φ (r) → 0 as r 0, (3.5)
for all r > 0. In particular,
where U is the function defined in (3.3).
Proof. For 0 < r < ρ, by (1.8) we have
Taking the limit r 0, we have
where k := lim r 0 f (r)φ (r). By (I-i) we have k ∈ R. Moreover, multiplying (3.8) by 1/f (ρ) and integrating this over (s, r), we obtain
Therefore,
By (I-ii) and (I-iii) we have k = 0 and so (3.5). Therefore, (3.8) implies (3.6) . (3.7) follows from (3.6). This completes the proof.
Proof. Let R 0 > 0. For 0 < r < R 0 , by using the inequality
and by (3.9) with k = s = 0, we have
Therefore, by (I-ii) and Gronwall's inequality we have φ = ψ on [0, R 0 ]. Since we took an arbitrary R 0 , we have the conclusion.
We set for r > 0
η(r) := ψ(r) φ(r) .
Lemma 3.7. For any r > 0,
In particular, η (r) = O(V (r)) as r 0, where V is the function defined in (3.3).
Proof. Let 0 < s < r. Then since φ and ψ are solutions of (1.8), we have
Letting s 0, by (3.5) we have
This completes the proof. Proof. First, we consider the case of (III-i). By (3.7) and lim inf r 0 (c(r) − a(r)g(r)) ∈ [0, ∞], we have lim inf r 0 J(r; φ) ∈ [0, ∞]. Therefore, since J(r; φ) → 0 as r → ∞, the conclusion follows from the property of G assumed in (III-i). Next, we consider the case of (III-ii) or (III-iii). Suppose the conclusion does not hold. In the case of (III-ii), since lim inf r 0 J(r; φ) ∈ [0, ∞], we see that J does not attain the minimum at r = 0. In the case of (III-iii), by the Pohožaev identity (3.1) we also see that J does not attain the minimum at r = 0. In any case, therefore, since J(r; φ) → 0 as r → ∞, there exists r 0 > 0 such that J(r 0 ; φ) = min r>0 J(r; φ) < 0, and so (d/dr)J(r 0 ; φ) = 0. Then we have G(r 0 ) = 0 by (3.1) and obtain
This completes the proof.
We set
Then we have
Moreover, by (3.1) we have (3.13) X (r) = 2η(r)η (r)J(r; φ).
Proof. The assertion follows from (3.12), (3.7), Lemma 3.7, (II), and η(0) > 1.
Proof. Suppose that the conclusion does not hold. Then by (3.10) and η(0) > 1, we see that there exists r * > 0 such that η < 0 on (0, r * ) and η (r * ) = 0. By using (3.10) again we see that there exists r 0 ∈ (0, r * ) such that η(r 0 ) = 1. Since η < 0 on (0, r * ), we have η(r * ) < 1. Therefore, we have
On the other hand, since η < 0 on (0, r * ), by (3.13) and Lemma 3.8 we have X ≤ 0 on (0, r * ). Therefore by Lemma 3.9 we obtain X(r * ) ≤ 0. This contradicts (3.14) . This completes the proof.
Proof of Theorem 3.3. Suppose that φ(0) < ψ(0).
Then by the assumption J(r; φ) → 0 and J(r; ψ) → 0 as r → ∞ and by Lemma 3.10 we have X(r) → 0 as r → ∞.
On the other hand, by the expression (3.13) and Lemmas 3.8 and 3.10 we have X ≤ 0 and X ≡ 0. Therefore, from Lemma 3.9 we obtain lim sup r→∞ X(r) < 0. This is a contradiction. Therefore we have φ(0) = ψ(0).
Hence, by Lemma 3.6 we obtain φ = ψ. This completes the proof.
Proof of Theorem 1.4
In this subsection, we prove Theorems 1.4 by using Theorems 3.3 and 3.4.
In the case of (1.9), the functions a, b, c, and G are written as follows:
where
The functions U and V defined in (3.3) satisfy |U (r)| r 1−α and V (r) r for sufficiently small r > 0. In case of N = 2, the function D defined in (3.4) and the function G are written as 
Nondegeneracy of the ground state
In this section we give sufficient conditions for the nondegeneracy of the positive solution for (1.8) and the positive radial solutions for (1.12). All of the functions appearing in this section are real-valued.
Sufficient condition for nondegeneracy of the positive radial solution
First, we consider the nondegeneracy of the positive solution for (1.8). We set
and define
We denote the completion of D with respect to · X and · L by X and L respectively. We impose the following conditions:
(IV) The following relations of norms hold:
(V) One of the following is satisfied.
(i) The embedding X → L is compact.
(ii) There existsĝ ∈ C(0, ∞) such that
and if ψ j ψ weakly in X , then
on (0, δ) for some δ > 0, thenφ is continuous at the origin. We define the C 2 -functional I : X → R by
The following nondegeneracy result holds, which is useful to show the nondegeneracy in the cases of N ≥ 2. In the case of N = 1, since (I-iii) does not hold, we need to modify the assumptions. We impose the following instead of (VI):
(VI') Ifφ ∈ X satisfies (4.1) on (0, δ) for some δ > 0, thenφ is continuous at the origin and satisfies f (r)φ (r) → 0 as r 0.
The following nondegeneracy result holds. [20, (B8) ], but it is difficult to check [20, (3. 3)] in the case of (1.9). Instead, we can verify (VI) and (VI') by a bootstrap argument as in the proof of Proposition 1.2. Next, we consider the nondegeneracy of the unique positive radial solution of (1.12). We set ρ(r) = f (r)/r N −1 z and define
.
We denote the completion of C ∞ c (R N ) with respect to · Xρ and · Lρ by X ρ and L ρ respectively. We impose the following conditions:
(VIII) The following relations of norms hold:
and at least one inequality in (4.2) is not identically equal.
(XII) −gφ + hφ p > 0 on (0, δ) for some δ > 0, and one of the following holds.
, where w is the function given in (XI).
We define the C 2 -functional I ρ : X ρ → R by
Lρ .
Note that (1.12) is rewritten as I ρ (φ) = 0. The following is our nondegeneracy result. In one dimensional case N = 1, we can obtain the following nondegeneracy result. 
Proof of Theorems 4.4 and 4.6
In this subsection we prove Theorem 4.4. 
Proof of Theorem 1.7
Proof of Theorem 1.7. It suffices to verify the assumptions of Theorem 4.4 and 4.6. Since ω > ω 0 , the following equivalence of norms hold:
so we see that (IV), (V-i) if N ≥ 2, and (VIII) hold. (V-ii) also holds withĝ(r) = ω.
(VI), (VI') for N = 1, (VII), (X), and (XI) can be verified by elliptic regularity arguments.
Since f (r) = r N −1 , g(r) = ω − γr −α , g (r) = αγr −α−1 , and h(r) = 1, we have (IX). Now we verify (XII). It is obvious that −g(r)φ(r) + h(r)φ(r) p > 0 for small r > 0. First, when N = 2 and 0 < α ≤ 1 or N ≥ 3, it is easy to verify that (XII-i) holds since −f φ > 0 by Lemma 4.7, lim inf r 0 f (r)g(r) > −∞, and f (r)h(r) → 0 as r 0. Next, we consider the case of N = 2 and 1 < α < 2. By using the formula (3.6), we have 
A. Proof of Proposition 1.11
In this section we prove Proposition 1.11. 
Therefore, there exists β = 0 such that (ψ + βη, χ) L 2 = 0. By Proposition 1.11 again we obtain 
