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This thesis describes a series of experimental and computational studies carried out on X100 
pipeline steel with the objective to characterise the tearing resistance of the material. A Cellular 
Automata - Finite Element (CAFE) technique was used in this work to develop a 3D 
numerical model to provide a more realistic description of the ductile damage mechanisms of 
the pipeline steel. In this model, the Rousselier micro-mechanisms damage theory and an 
appropriate cell size in a CA array represent the material behaviour. 
The experimental work consisted of laboratory tensile specimens in four different orientations 
of the material to determine the properties of the pipeline steel. Two novel designs were 
conducted to measure the deformation behaviour when loaded in the through wall direction. 
Compact C(I) and tear specimens were also tested to capture the crack growth, and the flat 
and shear fracture characteristics. The experimental data of laboratory samples were used to 
calibrate the continuum damage models. 
SEM (Scanning Electron Microscope) micrograph observations were carried out in tensile 
tests, standard C(I), slant notch CM and tear specimens. These observations revealed that 
spacing between large dimples of flat fracture are of the order of five times larger than shear 
fracture. It is important since the transfer of the material model parameters is made by 
modifying the cell size according to the average spacing between large voids in the material, d 
Therefore 3D CAFE models for flat and shear fracture were created according to the micro- 
structural characteristics to interpret the experimental findings. 
The main aim of the research reported here is to investigate transferability of the damage 
model parameters to gas pipelines steels from laboratory scale samples, and then to predict the 
fracture response of real structures. The CAFE technique has been shown to be a powerful 
tool in reducing simulation time whilst maintaining good predictions of shear damage and 
material resistance in terms of CTOA criterion. This was not achieved by classical FE methods 
where a very fine mesh is required to represent the characteristic dimension of ductile fracture. 
Similar reasonable results were obtained when anisotropic flat fracture was predicted but 
transferability of the damage parameters to CT specimens needs still further investigation. 
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NOMMCLATURE 
,8 damage variable 
(Rousselier model) 
JP F mean critical value of 
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E(C) evolution of the deformation of coalescence 
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0P 
ry plastic strain rate 
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am mean stress CF. = 
(0711 + C722 + 63013 
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f, critical value of void volume fraction, 
fF void volume fraction at final fracture 
void volume fraction rate 
ý9 
rate of growth of existing voids 
ýn 
void nucleation rate 
4 second order unit tensor 
P dimensionless density 
y yield shear strains 
(D Yield function of the GTN model 
A(D(c) diametral contraction at the point in the curve where there is a quick change of plastic 
deformation due to the macroscopic coalescence 
III 
(Do initial diameter of the gauge section 
V Poisson's ratio 
a crack length 
ao initial crack length 
Aa crack growth extension 
AT true value of cross section area 
CD concentration factor for ductile CA array 
CTOA Crack Tip Opening Angle 
CMOD Crack Tip Opening Displacement 
D, a, material constants (Rousseher model) 
dx 
10 
dy and dz average dimensions of the inclusions 
E Young's modulus 
F the load 
K strength coefficient 
10 original gauge length of the tensile specimen 
Ii instantaneous length of the tensile specimen 
LD ductile damage cell size 
LFE value of the element size 
n hardening exponent 
VM-D 
number of cells per linear finite element 
qI, q2, q3 adjustable parameters (GIN model) 
RL, RT, RS, RLT, R7-SRSL coeffidentofUnkford 
S stress deviator 
U electric potential signal 
UO potential signal at crack initiation 
STD, 8F standard deviation of the critical value of the damage variable 
W specimen width 
2y initial spacing of the potential probes 
z reduction in areas at rupture 
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CIIAIYMR 1. INTRODUCIION 
CELAFTER 1 
1.1 PROBLEM AND POTENTIAL SOLUTION 
Recent failure information from modern gas line pipe steels has revealed that experimental 
models to assess material resistance to ductile rupture tuned to lower grades of steel may result 
in significant errors when they are extrapolated to high strength high toughness steels. A 
possible solution to the difficuldev in the use of current arrest/propagation models is to refine 
them by using n-Licro-mechanism damage model of failure. 
The main aim of this research is to put forward the application of micro-mechanical computer 
modelling of the combination of cellular automata (CA) and finite element (FE) techniques 
(CAFE method), together with a ductile damage theory to provide a description that is more 
realistic of the process that leads to failure of pipeline steel. The use of CAFE modelling offers 
advantages in time of simulation compared with the conventional FE analysis and in the 
development of finite element models with appropriate sized inesh to represent the 
microstructure scale of the material which is not achieved in conventional FE analyses. 
The main advantage of using a damage model is that a unique set of micromechanical damage 
parameters can be found as material constants for the steel which are transferable to large 
structures. It is assumed that the same fracture micro-mechanisms govern the failure of ductile 
material independently of structure size (constraint) and loading conditions. 
1.2 SCOPE OF THE PROJECT 
A summary of the project plan is set out in Table 1.1. The project was realised as following. 
first, macro and micro ffit and shear fracture features of the pipeline steel were captured using 
appropriated specimens with different flat and slant fracture characteristics. Second, 3D CAFE 
modelling was carried out for all specimens according to the micro-structural characteristics to 
interpret the experimental findings and validate the rt-ýdcromcchanical damage models for 
ductile flat and shear fracture. There is also a discussion of classic FE modelling compared 
with the more recent CAFE technique, as a potential tool to reduce the time of simulations, 
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whilst maintaining a good prediction of damage. Finally the CAFE technique was apphed to 
the CTOA criterion for modelhng stable crack propagation for predicting the failure 
characteristics of Luge-scale gas pipes. 
Table 1.1 Experimental and computer modelling of the project 
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CHAPTER 2 
2.1 INDUSTRUL CONTEXT 
For the safe and economical transportation of natural gas, pipelines play a vital role in gas field 
development Gas companies have shown an increasing interest in the use of higher grade steel 
pipe for the construction of long distance gas pipelines. 'Me use of a high strength grade offers 
potential benefits in terms of using a higher service pressure without increasing the pipe wall 
thickness. This in turn offers financial benefits arising from lower material, transportation and 
fabrication costs. Recent progress in the technology for controlled-rolling (CR) and thermo- 
mechanical control (IMC) processes has allowed high grade line pipes, such as API 5L 
(Kawaguchi et al., 2004) X80, X1 00 and X1 20 to be produced. These new specifications can be 
used to design pipelines to sustain an operational pressure of the order of 15MPa equivalent to 
hoop stress up to 80% of specified minimum yield stress (SMYS) of the material (Rothwell' 
2000). But, due to the severe loading conditions the structural integrity of the pipeline 
demands closer attention. 
The major concern for the designers and operators of high pressure gas transmission pipelines 
is the control of long running ductile fractures. The line pipe design should assure that the pipe 
steel is tough enough to suppress the propagation of any potential fracture. In the worst case 
when the crack starts to propagate, the pipe rupture resistance should be sufficient to rapidly 
arrest the fracture within the minimum number of segments of the pipeline. This will 
guarantee gas pipeline safety and minimise the loss of line pipe asset in the unlikely event of 
failure. 
As the hoop stress in a gas pipe is the maximum stress, axial crack propagation is the most 
important defects from the engineering point of view. There have been several recorded 
instances of this mode of fracture, particularly in steel transmissions pipelines. Long running 
axial cracks propagate of several kilometres per second, and the consequent catastrophic 
results have been observed (Cabral and Kimber, 1997). 
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2.2 CONTROL OF FRACTURE PROPAGATION IN GAS PIPE LINES 
2.2.1 Charpy energy fracture criterion 
To prevent long running ductile fracture, a reliable fracture control plan and related material 
properties are necessary. Fracture propagation and arrest in gas pipeline has been the subject 
of study since a number of spectacular brittle fractures in the 1950s and 1960s. For older line- 
pipe steels a descriptive model was developed, based on the correlation between ftill scale 
burst tests and Chatpy V-notch (CVN) or dynamic drop weight tear test (DWTI) absorbed 
energy. This was done on the basis that propagation could be described by the critical strain 
energy release rate, G, - It was shown that G, correlated directly with Charpy energy per area, 
provided that the Charpy energy used was a Charpy shear area that agreed with the shear area 
exhibited in full scale tests. To deal with the brittle fracture problem pipeline companies began 
to specify minimum required toughness levels and this problem subsequently disappeared for 
new pipeline steels. 
In the late sixties it became noticeable that pipelines could also fail by ductile fracture. Key 
work describing ductile propagation and arrest was by Maxey (1974), and became known as the 
Battelle two curve method. This method was used to determine a required minimum Charpy 
upper plateau energy for arrest. 
Further developments in steel making practice meant that the upper shelf Charpy energy did 
not correlate well with full scale fracture. New techniques for predicting ductile fracture arrest 
were needed. By the late 1970s, researches were examining DVM energy as a means of 
predicting the toughness of controlled rolled steels. The Battelle two curve method was 
adapted to DWIT by use of a simple correlation of DWIT to Charpy energy (Wilkowski et 
al., 1978). Although this relationship is straightforward to use for a specific material, its 
empirical nature Emits its extrapolation to other materials. Other empirical equations for 
minimum toughness are also used by different groups as listed by Hasherni (2003). Those 
equations predict the necessary Charpy energy for a propagating crack to be arrested and they 
are normally the result of statistical correlation between toughness of materials measured 
experimentally and design parameters such as hoop stress, diameter and thickness of the pipe. 
The main problem in using these semi-ernpirical relationships is that in the past most of them 
were calibrated on lower grades of gas pipe steels (grade 70 or lower). For modem high- 
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strength high toughness steels, they are under question for their ability to properly characterize 
ductile fracture propagation resistance. A possible solution to the difficulties in the use of 
current arrest/propagation models is to refine the correction factor. 'Ihe main source of the 
discrepancy is that the Charpy energy in high-strength pipeline materials is dominated by 
failure process other than slant fracture. For instance, the high initiation energy occupies a 
considerable portion of the overall fracture energy in high grade X100 pipeline steel. 
Recently, it has been suggested by Leis et al. (1998), Andrews et al. (2002) and others that the 
fracture energy in Charpy impact test for modem steels associated with fracture propagation 
can be split in two parts. One is related to the flat fracture at the centre of the typical Charpy 
fracture surface and the other to slant fracture at the edges. As the dominant failure 
mechanism in gas line pipes is fast propagating ductile shear, the latter is the most important 
portion of the fracture energy which can be reasonably attributed to the real failure mode of 
the pipe. Accordingly, specimens with different flat and slant fracture characteristics are 
needed for a comprehensive failure analysis of the Charpy specimen. Furthermore, finite 
element simulation techniques using ductile damage mechanics can be used as a tool for 
separating the Charpy energy into parts associated with shear and flat fracture. 
2.2.2 CTOA fracture criterion 
As alternatives to the Chalpy energy fracture criterion, other methodologies for a safe design 
against stable crack growth have been proposed: crack-tip strain (Orowan, 1949), energy 
release rate (Broberg, 1975), the J-integral (Rice, 1968), crack-tip opening displacement 
(CTOD) (Wells, 1961a) and crack tip opening angle (CTOA) (Anderson, 1973). Among them, 
the critical CTOA criterion has been shown to be most suitable for modelling stable crack 
propagation and for predicting the failure characteristics of large-scale stractures. This criterion 
was developed from the critical crack tip opening displacement (CTOD) concept proposed by 
Wells (Wells, 1961a; Wells, 1961b; Wells, 1963) for large scale plasticity and large amounts of 
stable tearing. The CTOD has a limiting value of zero at the crack tip, thus from a practical 
standpoint the slope of the CTOA was later suggested by Anderson (1973) and Koning (1977) 
to characterize the fracture behaviour. 'Me measurement of the CTOA profile is made 
between a point, at a fixed distance behind the crack-tip, on the upper surface of a crack, the 
crack tip and a third point, again at a fixed distance behind the crack-tip, on the lower surface 
5 
(11 1APTI: R 2. 
(Fig. 2.1). In practice the material resistance to ductile rupture in terms of CTOA is expressed 
as: 
CTOAapplied < CTOA,.,, Ilcal (2.1) 
where 
CTOAapplied is the crack driving force acting at the crack-tip due to the kinetic energy of 
escaping gas in case of a pipeline. The CTOA,.,,,,,.,,, is the fracture toughness of the material, 
which is assumed to be constant. Whenever this inequality is satisfied, any potential fracture 
should be arrested. 
Fig. 2.1 CTOA measuring scheme 
Since the early 1980's many researchers have studied, both experlmentafly and numericalIv, the 
use of the CTOA criterion. Extensive studies of CTOA fracture parameters in aerospace 
aluminium materials (Newman et al., 2003a; Newman et al., 2003b; James and Newman, 2003; 
Dawicke and Newman, 1998; Dawicke et al., 1997; Dawicke et al., 1995; Sutton et al., 1995; 
Dawicke and Sutton 1994), gas pipeline (-Mannuci et al., 2000; Wilkowski et al., 2002; Rudland 
et al., 2003) and high pressure vessel steels (Schindler, 1996) have revealed that it can be 
regarded as a material constant over the stable crack propagation phase in the presence of large 
scale yielding. Newman, Dawicke, Sutton and their colleagues at NASA Langley have 
produced exhaustive investigations of the direct evaluation of CTOA of spacecraft aluminium. 
alloys using optical methods like photography and digital imaging correlation techniques in 
thick compact tension tests C(I) and rruddle crack tension NIM specimens of several 
thickness ranging from I to 25.4mm, to monitor and estimate the CTOA, the progression of 
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the crack tip, constraint effects and crack tunnelling in the specimens. Their experimental 
measurements of CTOA values were used to predict the fracture behaviour of large scale 
structure by computer modelling. This gave further credibility to the CrOA fracture criterion 
as a promising parameter for failure analysis of engineering materials in the case of large plastic 
deformations. Other researches recently have contributed to the same field of aluminium. 
materials e. g. (Uoyd, 2003; Lloyd and McClintock, 2003) in the development of a 
rnicrotopography system to provide full three dimensional CTOA distributions at any amount 
of crack extension or the studies of Mahmoud and Lease (2003) showing that the CTOA 
parameter can be successfully characterised for increasing thicknesses of a common aerospace 
aluminiurn alloy. 
Several researchers have proposed CTOA measurement and analysis procedures for 
characterizing the high toughness of gas pipeline steels. Ihe main difficulty in the 
implementation of CTOA fracture criterion in gas pipeline field is its practical measurement 
either in laboratory scale tests or in real structures due the high rate of fracture in the 
experiments. Pioneering studies were conducted by Demofbntiý O'Donoghue and their 
colleagues. They developed a standard two-specimen CTOA method which requires dynamic 
fracture of two sets of drop weight teat test (DWIrI) having different ligament lengths 
(Demofond et al., 1995). This method is based on the specific fracture energy concept and a 
computer code for evaluating the material and the applied CTOA values (O'Donoghue, 1997). 
Other experimental techniques such as high-speed photography in dynamic drop weight tear 
test (Wilkowski et al., 2002; Rudland et al., 2003; Wilkowski et al., 2000), U1 thickness burst 
experiments and extensive instrumentation for measuring the strain data behind the moving 
crack tip for reproducing the flap opening angle (Mannucci, et al., 1999; Berardo et al., 2000) 
and CTOA estimation from the deformed mesh in a single CTOA test approach by 
Shterenlikht et al. (2004) and Hashemi et al. (2004) have been used for this purpose. This latter 
method has offered recent developments for direct measurement of CTOA data in a 
laboratory scale test providing large amounts of highly consistent CTOA data even in one 
experiment and stable CTOA values from both sides of the specimen. The extensive data set 
available allows the statistics of the scatter of measured CTOA values can be calculated. 
However, the CTOA measurement was based on quasi-static tests. 
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2.3 MICROANALYSIS OF DUCTILE FRACTURE 
Extensive research on macro and micro fracture mechanisms have showed that ductile fracture 
in metals is a result of the growth and coalescence of microscopic voids that initiate at 
inclusions and second phase particles. So that, to understand and predict how larger objects 
like gas pipelines crack under applied load requires studying the fundamental mechanisms of 
how cavities and defects grow around n-&roscopic particles and then coalesce. The commonly 
observed stages in ductile fracture are (Knott, 1980; Wilsforf, 1983; Garrison and Moody, 
1987; Argon et al., 1975) 
Formation of a free surface at an inclusion or second phase particle by either interface 
decohesion or particle cracking. 
Growth of the void around the particle, by means of plastic strain and hydrostatic 
stress. 
9 Coalescence of the growing void with adjacent voids. 
Ilere is a well-documentary history of efforts aimed at developing models for these three 
stages in ductile fracture analysis (Van et el., 1985; Garrison and Moody 1987). The most 
widely used continuum model for void nucleation is due to Argon and Im (1975), who argued 
that the interfacial stress at a cylindrical particle is approximately equal to the sum of the mean 
(hydrostatic) stress and the effective (Von Mises) stress. After void formation, further plastic 
strain and hydrostatic stress cause the voids to grow and eventually coalescence. In this phase, 
a number of authors have developed mathematical models for void growth and coalescence. 
Some of the major models for ductile fracture are described below. 
2.3.1 Argon-Im-Safoglu model 
The most widely used continuum model for void nucleation is due to Argon and Im (1975) 
and Argon, Im and Safoglu (1975). They proposed that the criterion for separation of large 
particles is locally reaching a critical interfacial tensile strength. For the case of spherical 
inclusions they derived the following equations for the radial stresses on the inclusion matrix 
interface: 
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For non interacdve indusions: 
; vy m vy 
ko +3 -ý6(n+l) (2.2) 
For interacdve indusions: 
=ko 3 2E3 
y) R+2E6A+ y (2.3) 
1 p ry mP ry 
where ko is the yield stress in shear, r and ry are the present and yield shear strains, n is the 
hardening exponent, m is the Taylor factor, generally taken as 3.1, A is the inter-particular 
spacing and p is the particle radius. According to this approach decohesion occurs when: 
C? r 2: a. 
23.2 McClintock model 
The pioneering work of McClintock (1968) and Rice and Tracey (1969) showed that the 
mechanical processes of ductile growth of cylindrical and spherical voids in plastic materials 
were the major parameters in the fracture process and suggested that a precise mechanical 
analysis of a carefully chosen model could serve to quantify microstructural behaviour. 
McClintock proposed a model for void growth and derived a criterion for ductile fracture. He 
assumed a material containing a regular ffiree-dimensional artay of cylindrical voids of elliptical 
section. The main axes of this array are parallel to the principal stress axes. The condition for 
fracture was that each void touches the neighbouring one. If the voids have the cyhndrical axes 
paraUel to the z direction and two serni axes are designed as a and b, and if the voids grow in 
the b direction then the approximate expression for the onset of fracture takes the form: 
dq: 
ý, =1 sinh 
1 
a 
+ub 
lý 
a 3 u -ub 4 2 
dseq In Fý! b 2(1 - n) 
creq 
ý 
+ 
4 crq . 
) ( 
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where is a damage rate (e - equivalent strain, di7,, b - damage increment), Ff is a critical de, eq Zh 
value of the relative growth factor, n is a hardening exponent, cr. and a. are two of the 
principal stresses at infinity and Crq is the equivalent stress. 
The over-simplified nature of this model leads to unrealistic results. Most important is, that 
according to this model, void growth is a smooth process until the final rupture. 
2.3.3 Rice-Tracey model 
Rice and Tracey (1969) analyzed a case of dilatational growth of a single spherical void in a 
material under uniform stress state applied at infinity. They derived a classical equation for 
void enlargement under a high triaxiality stress state: 
D=0.283 - exp 1.5 47eq 
(2.5) 
where D is the ratio of the strain rate on the surface of a void to the strain rate at infinity, a. 
is the mean stress and aq is the equivalent stress. 
Ihe simplicity of the resulting equation is the major advantage of this model. The practical use 
of this equation however is quite limited because the model does not address void interaction 
2.3.4 Gurson-Tvergaard-Needleman (GTN) Model 
Inspired by the work of Rice and Tracey (1969), Needleman (1972) and Berg (1970); Gurson 
(1977a) proposed a methodology for obtaining an approximate yield surface for material 
containing voids. He analysed plastic flow in a porous medium by assuming that the material 
behaves as continuum and voids appear in the model indirectly through their influence on the 
global flow behaviour. Unlike the Rice and Tracey model, the Gurson model contains a failure 
criterion. 
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3um ) eq 
+ 2f - cosh _, _f2 =O 
cry 2uy 
(2.6) 
where f is a void volume fraction. This condition is reduced to the classical Nfises yield 
criterion if f=0- Ihe change in void volume fraction was described as: 
ý=ýg +ý. (2.7) 
where 
ý is the void volume fracture rate, 
ýg is the rate of growth of existing voids and 
ý,, is 
the void nucleation rate. For the growth of e3dsting voids Gurson (1977a) propose only 
dilatation: 
0p 
f)eij 10 (2.8) 
0P 
where ey is a plastic strain rate and I,, is the second order unit tensor. For the void 
nucleation rate, various models were proposed by Gurson (1977b). Since the Gurson model 
does not contain discrete voids, it is incapable of predicting void interactions that lead to 
failure. 
Yamamoto (1978) examined the condition in which the Gurson model could lead to ductile 
fracture by the localization of deformation in a band of materiaL He found that the 
deformation at fracture, for realistic values of the initial volume fracture of cavities, A, was 
much too high. He concluded that an initial imperfection is necessary in order to achieve 
localization at reasonable strain. 
Since Gurson's model greatly over-predicted failure strains in real material, Tvergaard (1981) as 
an attempt to correct this discrepancy, added two adjustable parameters, q, and q2 . resulting 
the following equation: 
ýD = 
(ýLeq 2 
+2q, f*-cosh 
3q247m [I+ql 2 (f Oy]=o (2.9) 
Cry 
( 
2ay 
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Later on, Tvergaard and Needleman (1984) introduced the function f*(f) in an effort to 
account for void coalescence of cavities, since the initial Gurson model could only simulate 
void nucleation and dilatation. The function f* (f) was chosen as: 
f for f<f, 
f, - ff - f, 
(f 
- f) for f>f, 
(2.10) 
If q, = q2 ='then equation (2.9) reduces to (2.6). For a moderate strain hardening material, 
Tvergaard (1982a) and Tvergaard (1982b) found that q, = 1.5 and q2 = 1.0 brought the 
Gurson continuum model in close agreement with micromechanical model results. Koplin and 
Needleman (1988) performed similar studies paying particular attention to void growth and 
coalescence, and their improved agreement were for q, = 1.25 and q2 = 1.0. These first 
analyses were carried out on moderate hardening materials and although the above q values 
have been widely adopted in the literature, other q values for high hardening materials have 
been suggested by Brocks; et al. (1995), Faleskog et al. (1998), Gao et al. (1998) and Kim et al. 
(2004). These works demonstrated that the parameters q, and q2 are critical for the correct 
modelling of the void growth process. A major disadvantage of the revised Gurson-Tergaard- 
Nedelman (GIN model is that it contains numerous adjustable parameters. Although the 
GTN model (and its subsequent modifications) may adequately characterize plastic flow in the 
early stages of the ductile fracture process, it does not provide a good description of the events 
that lead to final failure. 
Recently the original and the extended GTN modeL as other models, has been further 
extended using an anisotropic effective stress, a, instead of the von Mises stress CFq Vatious 
expression of cr can be used. Doege et A (1995) suggested leaving equation (2-6) unaltered 
but defining c,, q as the Hill equivalent stress model 47H (HA 1950) 
aH = 3s: H: s 
3 427 
ft - 
(2.11) 
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where s is the stress deviator and H the Hill anisotropy fourth order tensor. When writing 
a 
6H in base of the anisotropy principal axes: 
23 (hjs 2 +h 2 S2 +h 3 S2 +2h S2 + 2h5 S2 +2h6 S2 (2.12) H2 11 22 33 4 12 23 31 
where k.... h6 are the coefficients describing the anisotropy and s. are the components of 
the stress deviator expressed in the orthotropic frame. Similar to the extension of Doege, 
Rivalin et al. (2001) and Grange et A (2000) used the Hill model to extend to anisotropic case 
the equation (2-9). These modifications of the original and the extended Gurson model only 
affect the contribution of deviatoric stresses on the potential definition. The role of pressure 
(a. ) in the modified potential remains the same in the damage model. Damage is still 
assumed to be isotropic. 
In order to provide a micromechanical foundation to the previous phenomenological 
extension, following the method used by Gurson (1977a) a yield surface for a plastically 
anisotropic material described by the Hill quadratic criterion has been derived by Benzerga 
(2000) and Benzerga and Besson (2001). Cavities are still assumed to remain spherical. 'Me 
new equation for the yield surface is written as- 
0= UH + 2f cosh 
1 Ukk I-f2 =o (2.13) 2h 
yy 
whcrc h is a function of A ... h6: 
h=8h, +h2+h3 +41 -+ 
1+1 
)]1/2 
(2.14) 
[5 
hh2+h2h3+h3h, 5(h4 hs h6 
Recently Benzerga ct al., (2004) has proposed a potential including both sources of anisotropy, 
that due to matrix plastic anisotropy and that corresponding to cavity shape. One outcome of 
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using the developed constitutive relations is a loading response that includes the transition 
from a pre-coalescence stage to a post-coalescence stage without using adjustable factors. 
Another modification for the GTN damage model to extend it to plastic anisotropy has been 
suggested by Luu et al. (2006). This modification is the same that the one used in Rivalin et al. 
(2001), only affecting the contribution of deviatotic stresses on the potential definition. The 
damage behaviour is still assumed to be isotropic. In this proposed extension by Luu et al. 
(2006), cr,, is defined as the model proposed by Bron and Besson (2004), (equations 2.20-25). 
One result of using this modified damage model is to simulate accurately the anisotropic 
behaviour, which was not well represented by von Mses for a high strength pipeline steel. 
2.3.5 Rousselier Model 
Another consistent ductile damage theory was introduced by Rousselier (1987) following the 
work of Lcmaitre (1985). This damage theory was developed based on thermo-dynamical 
considerations. The plastic potential in this model has the form: 
(req)+ 
B(, B)Dexp( a0 Hp 
p pal (2.15) 
Where 
p 
eq D exp P471 
) 
(2.16) 
I AM 
fo + fo exp'6 (2.17) 
af B(fl) -'0 
cxp'o 
I- fo + fo cxpfl 
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fl is a scalar damage variable. Its evolution is determined by the equation (2.16). While 
material is within elasticity limits, 8 = 0. B is the damage function, p is a dimensionless 
density, D and a, are material constants, fo is the initial void volume fraction and H(CP 
) is eq 
a term describing the hardening properties of material. 
As in the Gurson model and its extensions, there have been some models aimed at exploring 
how far the Rousselier approach is capable of incorporating plastic anisotropy into the 
constitutive equations. Benzerga (2000) suggested extending the original Rousseher damage 
model (equation 2.15) to plastic anisotropy introducing the Hill model instead of the 
equivalent von Mises stress. In this extended model it was pointed out that there is no actual 
coupling between ductile damage and plasticity. The treatment of the spherical cavities of the 
plastic potential is then similar to the isotropic case. Benzerga considered that when plasticity is 
anisotropic then the scalar variable j6 should be associated with some weighted mean stress 
ch =Jh: cy- instead of cr.. Ile weighting tensor takes the form Jh=X, e Oe and its 
components fulfil 1: j X, =I for any kind of plastic orthotropy. 
Recently an extended Rousselier model by Tanguy and Besson (2002) has been used by Bron 
and Besson (2006) in order to account the plastic anisotropy of the material in thin sheets of 
aluminium. alloy. The modification of Tanguy and Besson (2002) is similar to that already 
proposed in the case of extended Gurson model by Rivalin et al., (2001). In this model the 
damage remains isotropic; therefore a model that incorporates rupture anisotropy will be 
necessary. 
The yield function model is given by: 
a2q CT. 
(D = +-JDexp (2.19) (I - f)a. 32 
TI f),. -- -1=0 
where f is the variable to account the softening and failure, a. is the effective stress, D and 
q are material parameters which need to be adjusted from the experiments, and a,, is that of 
the anisotropic yield function proposed by Bron and Besson (2006), which is an extension of 
Karafillis and Boyce (1993) yield function. It is defined by: 
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a, ý = 
(a(IF'r'+ (I - aft, 
r, ) 
Ila 
(2.20) 
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a, b' P 
b' and a are four material parameters that influence the shape of the yield surface but 
k-1-2 
not its anisotropy which is controlled by Ci-1-6 . Thereby this yield 
function has 14 
independent parameters. 
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2.4 CELL MODEL 
As stated above, the ductile rupture of steels like those used in gas pipelines occurs via 
nucleation and void growth associated with the larger inclusions, typically MnS particles. These 
inclusions act as precursors for void formation and the final fracture take places via one form 
or other of void linkage. Thus, rnicro-voids and their related size characteristics are the relevant 
micro-structural components for the complete modelling of ductile damage analysis. 
Rousselier et al., (1989) used an inter-inclusion spacing, 1, as a critical distance in the local 
fracture criterion. They estimated the value 1,, = 0.55 mm from metallographic examination for 
A508 forging steel. Needleman and Tvergaard (1987) introduced Do, the initial spacing 
between particle centres. Later Needleman and Tvergaard (199 1) reported Do - 0.1 - 0.14 mrn 
for an unspecified high strength steel. 
Some modem steels contain very few or no detectable larger inclusions. Some authors 
suggested spacing between larger precipitates as a suitable measure of a ductile fracture 
advance step. 
Consequently the term cell model or computational cell (Xia and Shih, 1995; Faleskog and 
Shih, 1997) is used to introduce to damage mechanic methods the micro-structurally significant 
size scales into the fracture process zone. A key feature of the computational cell is the 
modelling of the material in front of the crack as a layer of void-containing cells. Each cell can 
be a 2D/3D dimensional element chosen to be representative of the mean spacing between 
the voids. These cells contain a single void of initial volume fractionfo. Void growth within 
the cell is driven by the stress and strain averaged over the cell. The material outside the layer 
of voided cells can be modelled as a conventional elastic-plastic continuum. The fracture 
process involving the void growth mechanism and the cell model of the material is 
schematically shown in (Fig. 2.2). 
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Fig. 2.2 Cell model 
2.5 THE COUPLED CELLULAR AUTOMATA - FINITE ELEMENT (CAFE) METHOD 
A coupled CA-FE model is an attractive method of creating a mesh independent local 
approach model of fracture. 
In FE analysis the microstructural length scale associated with fracture has been introduced in 
two ways: The first approach is to associate a damage cell with a finite clement in the fracture 
process zone. TIds means that finite elements that are located in or near the damage zone have 
the size of a damage cell. This has been called the local approach by many researches (Howard 
et al., 1996; Li et al., 1994; Burstow and Howard, 1996; Ruggieri and Dodds, 1996). 17his deals 
a mesh dependence of the solution and compromise the ability to model high strain gradients 
accurately. Ihe other approach is not to associate the finite element size with that of a damage 
cell but rather introduce additional size related parameters into a fracture model. This leads to 
a mesh-independent analysis (Bilby et al., 1994; Howard et al. 2000). 
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The cell model or the local approach to fracture phenomena has been very successful in 
helping to transfer information derived from testing laboratory specimens to the prediction of 
crack growth performance of structure. The finite element models for this purpose arc 
constructed with a ruling element size that is appropriate for the physical scale of the dominant 
failure mechanism. Since these are primarily of the order of the material microstructure, there 
is a consequential very strong mesh gradient in the area of interest. When applied to 
engineering structures, which can be large, the resultant finite element models become so big 
that they can not be run on many computers and when there is more than one material scale 
involved, the situation becomes impossible to resolve with conventional finite elements. 
The Cellular Automata - Finite Element (CAFE) approach does not associate the finite 
element size with that of a damage cell; there is no mesh dependence of the solution strain 
analysis from the fracture process. The CAFE model offers solutions in areas where there are 
conflicting requirements for the mesh size and long computational times (e. g. mixed ductile- 
brittle fracture). Cellular automata (CA), were first introduced by von Neumann (1966), as 
idealizations of biological systems. The CA has been used successfully for solidification 
(Gandin et al., 1999), static recrystallisation (Raabe and Becker, 2000), oxide scale failure 
modelling (Das et al., 2001, Das, 2002; Das et al., 2003), extending the local approach to 
fracture (Beynon ct al., 2002), transitional of ductile-brittle fracture modelling (Shterenlikht, 
2003; Shterenlikht and Howard, 2004) and investigating the effect of spatial heterogeneity on 
failure in ductile alloys (Khvastunkov and Leggoe, 2004). 
The CAFE model used in this research is that implemented by Shterenlikht (2003), which has 
extended the ideas described in Beynon et al. (2002), Das et al. (2001), Das (2002) and Das et 
al., 2003). This CAFE approach provides a more realistic description of the process of damage 
mechanisms than the classic local approach. This promising tool is fast and flexible for multi- 
scales of fracture mechanisms that can be implemented simultaneously in one computational 
analysis. 
The main idea of the CAFE approach is to separate the structure from the material. This 
means that finite element analysis is constructed only to represent the macro strain gradients 
adequately. On the other hand CA arrays of damage mechanisms with appropriate cell size 
represent the appropriate material behaviour. I'lie flow of information between the FE and CA 
parts of the model is shown in Fig. 2.3. 
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Fig. 2.3 Flow information between die finite element integration point and the ductile and the 
brittle CA arrays. Shterenlikht (2003). 
The general strategy implemented by Shterenlikht (2003) and Shterenlikht and Howard 2004) 
is that two arrays of CA are connected to the FE in question. The first array is used to simulate 
the ductile fracture and the Rousselier continuums; ductile damage model is used for this, 
principally because of its combination of simplicity and realism. Brittle fracture is modelled in 
the other array. A simple criterion is applied for assessing the state of a brittle cell; if the 
maximum principal stress in a cell exceeds the fracture stress from this cell then this cell is 
considered dead (inactive). The result of this implementation is presented at the macro (FE) 
and the micro (CA) scales. The macro scale shows the deformation (shape change) of a model 
and the macro stress. The results at the micro scale illustrate the progressive "cell by cell" 
fracture propagation. 
In the flow information in CAFE method (Fig. 2.3), according to Shterenlikht and Howard 
2004), at each time increment, t, +, . the Rousselier model integration is performed at the 
finite 
element integration point producing the new stress tensor, and the new damage 
variable, 8(t, +, 
). The new damage variable is fed to the ductile CA array and distributed across 
all cells (microvoids). The FE stress tensor from the previous time increment, a. 
(tj ). is used 
to calculate the maximum principal stress and its direction cosines. 71hese direction cosines 
define planes in which fracture propagation is most likely. 
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Each ductile CA cell is assigned a randomly generated critical value of the damage variable at 
the beginning of the simulation. Thus a simple ductile fracture criterion can be formulated. A 
ductile CA cell "dies" when its damage variable exceeds the critical value for this cell. The 
analysis of ductile CA array therefore only consists of checking all ductile CA cells against this 
fracture criterion. This is a very fast procedure. After all ductile CA cells have been processed, 
the state of the ductile CA array, rm(D) P 'Smapped over the brittle CA cell array because the 
two arrays occupy the same physical space and any change of the state in one array has to be 
visible in the other array. 
Similarly to the ductile CA array, a brittle fracture analysis is performed by assessing all brittle 
CA cells against the brittle fracture criterion. After all brittle CA cells have been processed the 
state of the brittle CA array, r. (B) P 'Smapped onto the state of the ductile CA array to 
synchronise their states. Finally the state variables of the FE integration point, y,, (t, +, 
). are 
calculated and returned back to the FE solver. At present there are two state variables: integrity 
that is the fraction of alive cells; and the percentage of the brittle phase, that is the ratio of the 
number of dead brittle cells to the number of dead ductile cells. If integrity falls below a certain 
limit the FE integration points are considered to have failed and the fracture is assumed to 
cross the whole of the finite element. 
The CAFE model used in this current investigation is suitable for modelling ductile fracture 
mechanisms in pipeline steel. However, CAFE models can simulate multiple scales of fracture 
mechanisms in other type of steels Eke ship steels, pressure vessel steels, nuclear reactor steels 
and for aluminium materials providing the appropriated material characteristics. It is important 
to mention that the CAFE method has some limitations for the ductile fracture analysis and it 
needs to be developed to take into account the following issues: a) The Rousselier continuous 
damage model in the CAFE structure can only account for volumetric void growth. An 
additional criterion has to be applied to include an appropriate shear localisation model in the 
ductile damage model. b) Furthermore, an appropriate anisotropic damage model into the 
present CAFE structure is needed for the accurate representation of the performance of steels 
like the X100 tested. There are some works as stated above that have been intended for this 
issue. The extended Rousselier model by Bron and Besson (2006) and that by Benzerga, (2000) 
maybe could be used in order to account the plastic anisotropy of the material in the CAFE 
model. 
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CHAPTER 3 
3.1 PIPE CUTTING DESIGNS 
The material under investigation was an API X100 grade gas pipeline steel (36" OD x19mm 
W. T). To measure the tensile properties in different orientations and the ductile fracture 
characteristics of the line pipe, various specimens of different geometries were made and 
tested. To make the specimens, the circumference of a piece of pipe was divided and then cut 
it into four 90 0 sections with the seam weld taken as the centre of the first segment. One of 
the plates was flattened by machining to 16mm. and then cut up for the test specimens. Fig 3.1 
shows a photograph of the plate taken from the original pipe. 
Fig. 3.1 Photograph of plates taken from the original X100 pipeline steel 
The chemical composition of the material is set out in 'Fable 3.1. This infort-nation has been 
reported by the pipe manufacturer and will be required in the estimation of the initial void 
volume fraction for this steel. 
Table 3.1 Chemical composition of MOO steel 
Element C Si Mn PS Cu Ni Cr Mo Nb Ti Al 
(vvto 0) 0.06 0.18 1.84 0.008 0.001 0.31 0.5 0.03 0.25 0.05 0.018 0.036 
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3.1.1 Pipe cutting schemes for tensile tests in transverse, longitudinal and 45 
orientation. 
Smooth and notched round tensile bars were taken from the original pipe along two principal 
directions and one off-axis 45 * direction (Longitudinal or rolling "L", transverse "T' and 45 * 
orientation respectively). Three sets of laboratory samples were made with different gauge 
diameter and notch acuity to achieve different constraint levels in the gauge section of the 
samples. The end of each specimen was machined flat for a better fit in the test machine 
hydraulic grips. This also made it possible to identify the orientation in the tested specimens. 
The orientations and the specifications of the test specimens are shown in Fig. 3.2 and listed in 
Table 3.2. 
Short transverse 
direction 
Longitudinal (S) 
direction (L) (T) 
'MýTransverse 
direction 
x 
1' 
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Specimen I plain bar Specimen 2 notch bar Specimen 3 notch bar D--10mm D--10mn-4 Ro=4mm D--10mn-4 Ro==3mm Fig. 3.2 Orientation and geometry of smooth and notched bar tensile specimens 
23 
I. 
I I(O) 
21 
I'VE 
,, i, I11, ', I XITRINHATAL AORK 
Table 3.2 Specifications of plane smooth and notched tensile specimens in L, T and 45 
direction 
Tunsile specimen Number of 
specimens 
Gauge 
length 
(mm) 
D 
(min) 
RO 
(mm) (MM) 
RO 1po 
Longitudinal direction 
Smooth 6 40 1 
Notched - 1" set 6 40 10 4 6 0.7 
Notched 2-1 set 6 40 10 3 2 1.5 
Transverse direction 
Smooth 6 40 10 - - 
Notched - I', set 6 40 1 () 4 6 o. 7 
Notched 2-1 set 6 40 10 3 2 1.5 
45 direction 
Smooth 4 40 10 
Notched - I', set 4 40 10 4 6 0.7 
Notched 2,, d,, et 4 40 10 3 2 1.5 
Total number of 
specimens 1 48 1 
3.1.2 Pipe cutting schemes and friction welding for tensile tests in thickness orientation 
To make the tensile specimens to test the through wall direction properties, cubic pieces 
(20 x 20 x 18 mm in the thickness direction) and round bars (0 = 20mm and 1 00mm long) were 
machined from the pipe. The manufacturing process consisted (Fig. 3.3) of pre-machining the 
above pieces, then friction welding each sample to steel grip extensions, and finally machining 
the tensile specimens. 
Steel grip 
extensions 
IP 
Testpiece 
Fig. 3.3 Specimen manufacture process 
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In addition to the three sets of tensile samples in the L, T, and 45 directions, othcr two sets of 
laboratorýý specimens (cyhndrical and square section tensile specimens) were speclafly designed 
in thickness orientation (short transverse) "S" to determine the mechanical properties in such 
direction. 
According to the dimensions of the original gas pipe and the requirement of the friction 
welding process for these tests, the two designs were proposed as can be seen in Fig. 3.4. The 
cylindrical specimen was designed with a 6mm gauge length and a 5mm gauge diameter, and 
the square section sample was created with a gauge area of 5x5mm length. Table 3.3 fists the 
of these specimens. Note that two sets of notched tensile tests with same 
-specifications in the gauge section as the previous designs arc included. 
10.5 B 
CID 
Ell 0 
13 
Lf, 
Dt--l 
Square section tensile specimen 
Fig. 3.4 Designs of the thickness tensile specimens 
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Table 3.3 Specifications of plane smooth, notched and square section tensile specimens in 
thickness direction 
Tensile spedmen Number of I 
specimens I 
Gauge I 
length 
(MM) 
DI 
(MM) 
RO I 
(MM) 
PO 
(MM) 
RO /PO 
(MM) 
Smooth and notc d specimens i n thickness direction 
Smooth 4 6 D=10mm, 
d=5mm 
- - 0 
Notched - Ist set 4 6 10 4 6 0.7 
Notched 2nd set 2 6 10 3 2 1.5 
Square section te sile specimens in thickness direction 
Square section 6 5 
Total number of 
specimens 16 
The ffiction welding process was carried out in the following steps: a) one component is 
rotated while the other is advanced into pressure contact with it, b) heat is produced at the 
surface. Overheating of metal can not occur as the weld zone temperature is always stabilised 
below the melting point, c) softened material begins to extrude in response to the applied 
pressure, creating an annular upset, d) heat is conducted away from the interfacial area for 
forging to take place, e) rotation is stopped and a forge force is applied to complete the weld, 
0 the joint undergoes hot working to form a homogenous, fiiR surface, M diameter, high 
integrity weld. 
Scanning Electron Nficroscope (SENI) images were taken before and after the friction welding 
to confirm that the process did not change the rnicrostructute of the line pipe steel. A welded 
specimen and a steel piece of the original pipeline were taken randomly. These two samples 
were ground, polished and etched using 2% nital for metallographic analysis. The 
microstructure of the welded specimen was revealed in three main zones as is shown in Fig. 
3.5. Zone one: the annular upset created by the friction welding process, zone two: the edge 
close of the welding and zone three: in the centre of the piece test. Fig. 3.6a-f shows in detail 
the microstructures of those zones. In the original pipeline sample, the microstructure was 
revealed at the centre (Fig. 3.7). 
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a) b) Frictionwelding 
I_: 
L-I 
Ib 
Fig. 3.5 a) Example of the welded specimen and b) the three main zones for the 
metallographic analysis 
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Fig. 3.6 Microstructure of three zones in the welded specimen 
Fig. 3.7 Microstructure of the original pipeline steel sample 
Thc SFINI inlages showed that the trucrostructure of zone three is similar to the original 
rnicrostructure, so that the mechanical properties were not affected by change of 
microstructure in that zone by the friction welding process. The microstructures of zones one 
and two are different from the oi inal pipeline. However, this is not important as the test area rig 
is confined to the centre of the specimen, corresponding to zone three. 
3.1.3 Pipe cutting scheme for C(T) specimen. 
Six compact tensile specimens were extracted with the initial crack along the longitudinal 
direction "L" from the pipeline. This is the direction of a fast running shear fracture in real 
structures in the cases of burst pipelines. The test pieces were machined according to the 
recommendation of ASTM E-1820 (ASTNI 2001). AH test samples were side grooved on each 
side up to 200'o of the specimen original thickness to reduce shear lip formation and ensure a 
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straight crack front. The specimen thickness was 15mm and the relation of initial crack length 
to specimen width was 0.5. The geometry of the tested specimen is shown in Fig. 3.8 
-wo -37, '3 in- , 
77 
-ago- 
34 
Fig. 3.8 Design specifications of C(T) specimen 
3.1.4 Pipe cutting scheme for tear specimen. 
Three modified double cantilever beam (DCB) specimens of 8,10 and 12mm gaugc thickness 
were extracted from the original pipeline with the crack propagating in the longitudinal 
direction. These design laboratory specimens were chosen because they offer appropriated 
characteristics to investigate the tearing resistance of running axial cracks in the X100 pipelines 
in terms of the CTOA criterion. According to previous studies by Shterenlikht et al., 2004 and 
Hasherru et al., 2004 the specimens have the following features: a) it can be cut directly from a 
pipe, without flattening, b) high constraint in the test section is introduced by two thicker 
loading arms, c) it provides large arnounts of highly consistent CTOA data even from one 
experiment and therefore can be regarded as a single specimen CTOA test, d) the stable 
CTOA values can be estimated from both sides of the specimen, e) from the extensive data set 
the statistics on the scatter of measured CTOA values can be calculated, and 0 an optical 
technique can be used to determine the CT OA values. 
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Fig. 3.9 shows the specimen geometry of the 8mm ligament thickness, following the 
recommendations of Shterenlikht et al., 2004 and Hashemi et A, 2004a. 
15.8 --ý ý- 
1ý -98 
18 
45 0Py -P 
10 22 100 
2T 
D2.5 
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18 
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128 
183- 
200 
Fig. 3.9 Design specifications of tear specimen 
3.2 INSTRUMENTATION SET UP FOR TENISLE AND C(T) SPECIMENS 
3.2.1 Instrumentation set up for axial, longitudinal and 45 orientation tensile tests 
All cylindrical specimens were loaded in uni-axial tension in a servo-hydraulic Instron 8501 
machine under displacement control of 0.01 mmls. '1he load, displacement, axial and 
transverse strains were recorded in each tests. An Instron strain gauge (model 2620-604) and 
an Epsilon extensometer (model 3575-100-ST) were used to capture the axial and diametral 
strains respectively (Fig. 3.10). 
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3.2.2 Instrumentation set up for short transverse tensile tests 
Similar as the tensile specimens tested above, a servo-hvdrauhc Instron machine 8501 at the 
same rate of displacement control was used to record the load and displacement data for the 
thickness tensile specimens. Two methods were used to monitor the deformation during the 
tensile loading. 
Firstly, transverse and axial extensometers were used on cylindrical tension specimens to 
capture the diametral contraction and axial deformation throughout the loading process. Two 
grip, extensions were designed (See photograph in Fig. 3.11 and design specifications in Fig. 
3.12) and calibrated with a dial indicator for the Instron strain gauge (axial extensometer), due 
the short gauge length of the specimen. 
Fig. 3.11 Photograph Of grip extensions fixed to the Instron strain gauge 
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Fig. 3.10 Photograph of tensile experiment set up 
CHAMR 3. EXPERIMENTAL WORK 
35 F7a) 
Ln 
RIM 
VS <4 
1.83 
13.62 
14-. 45 
11.27 
35 
Ul IC! C-4 - 
2.18 1 
Ln %q 
LLF- 
LA 
Fig. 3.12 Design specifications of the grip extensions: a) mobile grip and b) static grip for the 
Instron strain gauge (model 2620-604) 
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Secondlý-, the full field map of the deformation of the test material was captured by two optical 
methods: a fine grid scribed on faces of the square section tensile specimens; and by using 
digital image correlation (DIC) on a gently abraded surface. 
The gnd and DIC techniques can be used as non-contacting methods of capturing the 
longitudinal and transverse strains in a tensile test, including the important necking behavior at 
the end of the test. 
Two gauge areas of the sample were prepared for the measurement of the deformation field 
(Fi 3.13). Ior the grid technique, blue spray-paint for metals was applied on one face and a 19 
crossed grating pattern was produced on it in a series of well-defined parallel lines of 0.5mm 
pitch. The fine pitch of the mesh was created carefully with a height gauge equipped with 
carbide tipped scriber. For the DIC technique another face of the sample was lightly scratched 
using abrasl%-e paper (grade 120) to provide suitable contrast. 
I 'L 
_i . 
iiI1t tI II 
Fig. 3.13 Photograph of the prepared gauge areas to measure the full field deformation 
The experimental set-up of the grid technique (Fig. 3.14) consisted of a still camera (EOS 20D 
Canon) and a digital video camera (N'\'-GS400) fixed at the two perpendicular gauge areas to 
capture the full displacement field. The gauge surface with the grid pattern was lit by a lamp in 
order to improve the contrast and consequently the acquisition of the images. 
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In this laboratorý test the load, displacement, and images from the still and video cameras were 
synchroniscd at the same starting time of the test. Information on load and displacement was 
recorded by the controlling computer every two seconds. The video frame and the 
photographs with a time sequence of sLX seconds were recorded in another computer. Thus at 
the end of the experiment, the two computers acquired and stored complete load-time and 
displacemen t- time curves, together with the video and photographs of the full field 
deformation of the specimen. 
II \LI r. u1i 
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The acquisition of images for the DIC consisted of a CCD camera directed at the gauge face. 
When testing the square section tensile specimen for DIC, a digital video camera (NX'-GS400) 
was also fixed to another perpendicular gauge area to monitor the deformation using the grid 
technique (Fig. 3.15). In this laboraton- test the load, displacement, and images from the two 
'%-idco carncra-; %x-ere synchronised at the start of the test. At the end of each expe i riment, two 
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Fig. 3.14 Experimental set up of the grid technique 
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computers stored the complete load-time, displacement- time curves and N-ideos of the fuH field 
deformation of the specimen. 
C'CD caincra 
Valco C. Illicni 
I npods 
35 
Acquisition equipment 
CCD camera of images 
I iý-. 3.1; Experimental set up of DIC technique 
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3.2.3 Instrumentation set up for C(T) specimens (direct current potential drop) 
For the flat fracture experiments, six CM specimens were tested using loading fixtures on 
Instron 8501 test machine and loading pins with the same material of the specimens to avoid 
the pins bending during the test. The tests were carried out under displacement control at a 
low displacement rate of 0.0 1 mmls. 
To monitor the crack mouth opening displacement (CMOD) a double cantilever clip 
displacement gauge was used in these experiments. Four precision strain gauges (model CEA- 
06-SOOUW-120) formed this clip gauge comprising a full Wheatstone bridge. It was calibrated 
for a linear relationship between voltage and displacement in the range of 4.5 to 14.5mm using 
a 0.01 resolution micrometer and strain indicator (Vishay model P-3500). 
Crack extension measurements of the C(T) specimens under quasi-static loading were 
conducted using direct current potential drop (DCPD). Current input wires were mechanically 
fastened at the W12 position with screws on the top and bottom of the samples to supply a 
constant electric current of 18A to the specimens using a DC power supply. The output 
voltages (potential drop) were detected through copper wires of 0.7mm diameter soldered 
onto the specimen mouth and measured by modules of voltmeters. 
To ensure signal integrity, the grip assembly of the specimen and clip gauge for CMOD 
measurement were isolated from the rest of the Instron machine and from the specimen 
respectively. 
one lateral surface of each specimen was monitored by a digital video camera (NV-GS400) in 
order to determine when the crack starts to grow, and therefore to calculate the crack length 
after crack initiation for all data using DCPD. To increase the magnification of the images and 
facilitate the necessary measurement, a high magnification close-up lens was used. A reference 
grid was attached on the perpendicular surface to the crack growth with the aim of monitoring 
the crack visually as well. 
All the instruments were simultaneously triggered with one switch, and by using the acquisition 
system, the output voltages, time, load, displacement and CMOD (clip gauge) were acquired 
digitally during the test. 
Fig. 3.16 shows the experimental set up of the CT specimen. 
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3.3 INSTRUMENTATION SET UP FOR TEAR SPECIMENS 
The tear specimens were tested using special loading fixtures as well. All experiments were 
conducted following the proceedings by Shterenlikht et al., 2004 and Hasherni et al., 2004 for 
the modified double cantilever beam (DCB) specimens. Loading of the samples was carried 
out using a pair of thick plate grips on a 250kN Schenck test machine under opening mode I 
loading at quasi-static conditions of displacement rate of 0.05mm/s. Similar to the C(I) tests, 
in each tear test the crack mouth opening displacement was monitored by a large clip gauge 
comprising a full Wleatstone bridge. It was done with the alM of calibrating the 
nlicromechanical damage parameters for slant fracture characteristics, as discussed in chapter 
four. 
From the DCB specimens, CTOA measurements were determined from the video history of 
the crack edges and the rotations of an etched grid during the crack process. The 
instrumentation for the acquisition of images was similar to that employed for the square 
tensile tests. For the DIC method a CCD camera was placed at the perpendicular gauge face, 
and for the etched grid technique a digital Video camera (N\, '-GS400) was fixed to another 
perpendicular ligament area. In the tests, all instruments were synchronised at the start of the 
test. At the end of each experiment the complete load-time, displacement-time curves and 
images of the specimen were recorded. Figs. 3.17 and 3.18 show the complete view and close 
up views of the experimental set up of tear specimens, respectively. 
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Fig. 3.18 Close Lill ý -tit -ili, i : ý, ý:,, sides of the experimental set up of tear specimens. 
The gridlines were marked onto the gauge surface of the specimens using the photochemical 
etching Etch-O-Matic and the Nlark 560 UN' exposure kit. The etching was done in two stages; 
creating the grid on a stencil and etching the grids onto the gauge surface of the specimens. 
The stencils were created using the Nlark 560 UV kit, computer and high quality printer as 
follows: the first step was to create the desired grid (grid of lx2mm and line thickness of 
0.35mm were suitable for the analysis) using a computer with drawing software. The next step 
was to print the grid on a clear transparency with a good quality printer. The following step 
was to transfer the grid on the transparency onto the Dura-film. stencil. It is best if this 
procedure is done in a photographic dark room or in a room with very low lighting levels. This 
was done by securely placing the pre-cut stencil underneath the transparency of the grid 
printed and exposing it in the UV exposure kit (see Fig. 3.19a). The optimum exposure time 
for the designed grid was 3.5 minutes. The prepared stencils can be reused but after each use 
the quality is deteriorated slightly so it is preferable to create various stencils. Fig. 3.19b shows 
the stencil developed for lx2mm grid. 
The etching onto the surface of the specimens was done using the Etch-O-Nlatic kit and its 
accessories (See Fig. 3.20). Before etching the ligament surface was slightly polished to clean it 
of any dirt and oxidation to provide a better contrast against the black grids. 
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Fig. 3.19 Photograph of. a) UV exposure unit and b) resultant stencil 
Fig. 3.20 Etch-O-Matic kit 
The qualitv of the resultant i gnd was dependant on the etching time, amount of etchant used, 
force applied, geometry of the specimen and q-pe of material. In this tear specimen, the stencil 
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was held firmly on the surface with sticky tape. A few drops of etchant were used to wet the 
surface and stencil. This also helped to keep the stencil In place. The Etch-O--Nlatic was placed 
on top of the stencil with slight force applied, and the etching process was started. The grid in 
some parts of the gauge specimen showed poor quality, it was due to the electric current of the 
Etch-O-Nlatic kid was not enough to etch the gndhnes uniformly on ligament surface. In the 
event of bad etch; it was removed by polishing the surface and repeating the etching process. 
The resultant etched grid on the X100 pipeline steel is shown 'in Fig. 3.21 a. 
For the DIC technique another face of the sample was prepared to provide an appropriate 
contrast and to reduce the effect of reflection by lightly spraying with white paint and diffusely 
spraying black paint on the surface (Fig. 3.21b). This technique required little preparation of 
the gauge surface for the acquisition and processing of the images. 
Fig. 3.21 a) Resultant etched grid and b) painted surface onto the gauge thickness ligament 
specimen. 
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3.4 TEST RECORD OF TENSILE SPECIMENS AND MATERIAL 
CHARACTERIZATION 
3.4.1 Test record of cylindrical tensile tests 
Each experiment produced data in terms of voltage which was converted into axial 
deformation, transverse deformation, load and displacement data stored in a text file 
containing five columns including the time of each test. 
Data recorded from the smooth specimens were used to evaluate the mechanical properties of 
the X100 material. Data from notched specimens were used to provide load deformation data 
for different level states of stress triaxiality to supply sufficient experimental information for 
calibrating the damage mechanics models to study the flat ductile failure characteristics of the 
pipeline steel. A total of 58 specimens, smooth and notched cylindrical samples, were tested 
and their information recorded for three different sets and four different orientations. 
Fig. 3.22 shows the nomenclature used to represent the specimen orientation and transverse 
extensometer position. 
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Fig. 3.22 Nomenclature used in order to represent the orientation of tensile specimens and the 
direction of transverse extensometer to measure the diametral, contraction 
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Fig 3.23 illustrates an example of the load and diametral contraction behaviour of a smooth 
tensile test in the L direction. The transverse extensometer was fixed on the cross section area 
in two principal orientations in order to capture the diametral contraction of the considerable 
ovalisation of the specimens during the tensile test. The procedure to capture such ovalisation 
was as following from two tests in the longitudinal direction, the transverse extensometer was 
attached in the transverse orientation in one test. Whilst in the other test, it was located in the 
thickness onentation. 
The graph of results shows that the deformation up to the point of hardening displays 
isotropic behaviour and after that point, the softening shows anisotropic damage. It also shows 
that the strain to failure is much greater in the thickness orientation than in the circumferential 
one. 
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Figs. 3.23 Load - diametral contraction curves of smooth specimens orientated in L direction 
According to the above nomenclature, average of load-diametral contraction results of all 
laboratory specimens in L, T, 45 and S direction are shown in Fig. 3.24 to 3.27. 
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Fig. 3.24 Load-diametral contraction of smooth specimens in L, T and 45 orientation 
NOTCHED TENSILE TESTS (R=4mm) IN L, T AND 45 ORIENTATION 
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Fig. 3.25 Load-diametral contraction of notched specimens (D=8mm, P =6mm) in L, T and 45 
orientation 
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Fig. 3.26 Load-diametral contraction of notched specimens (D=6mm, p =2mm) in I, T and 45 
orientation 
SMOOTH (D=Smm) AND NOTCHED (R=4mm) TENSILE TESTS IN 
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Fig. 3.27 Load-diametral contraction of smooth and notched specimens in thickness 
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From the previous Figs. 3.24 to 3.26 can be noticed that smooth and notched (RO = 4mm 
and RO = 3mm) tensile tests in the longitudinal and transverse directions reached the same 
maximum load of 65,51.5 and 33.5 kN, respectivelv. In Figs. 3.25 and 3.27 for notched 
specimen (RO = 4mm) in the 45' and thickness directions the maximum load of 49 kN is the 
same. Other interesting results coming from the data have been plotted from Figs. 3.28 to 3.30 
representing the severity of the tension in different directions and the effects of the tnaxiality 
of unlike constraint levels. 
Fig 3.28 illustrates one quarter of the cross section of smooth tensile specimens in L, T and 
45' direction at the end of the tests. From this figure can be seen that the biggest diametral 
contraction is in the thickness direction when the material is loaded in longitudinal direction. 
Also it can be observed that the S-T cross section is the most ovalised fracture surface, whilst 
the S-LT cross section maintams a circular surface. 
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Fig. 3.28 Final specimen shapes showing the quarter of the tensile tests in S-T, S-L and S-LT 
cross sections. 
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The evolution of the deformation of coalescence, c(, ) = A(D, /(DO , as a function of the 
geometry is presented in detail in Fig. 3.29. A(D(,. ) is the diametral contraction at the point in 
the curve where there is a qwck change of plastic deformation due to the macroscopic 
coalescence and (D. is the initial diameter of the gauge section. The factor . 6(, ) represents the 
seventy of the tension in different directions. From this plot can be seen that notched 
specimen of RO = 3mm in L-N2-S direction has the main seventy of tension and effects of 
the tria. vality because of the high constraint level and material behaviour. 
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Fig. 3.29 Deformation of coalescence in function of the geometry 
I. -Ig. 3.30 reports the measurements of the reduction in areas at rupture Z =(So - S) /So. 
Notched specimen of R= 3mm (N2) in the longitudinal direction reduced to 40'//0 and the 
smooth specimens in the 45' direction showed about 80% reduction, corresponding to the 
minimum and ma"umurn reductions of area respectively. 
47 
1APTYR 3.1 AIII: Rl Nil ýNTAL WORK 
0.9 1- 
0.8 
0.7 
0.6 
0.5 
0.4 
0.3 
sm 
sm 
sm ma 
sm 
N6 
N6 N6 
N6 
N2 
N2 
N2 0 
LONGITUDINAL TRANSVERSE 45 THICKNESS 
DIRECTION DIRECTION DIRECTION DIRECTION 
Fig. 3.30 Measurement of the reduction in areas at rupture of tensile specimens 
3.4.2 Test record of square section tensile tests 
This part is focused on the record of the experimental measurements using two optical 
methods, the gnd and DIC techniques, to study the deformation behaviour of the pipeline 
steel when loaded in the through wall direction. 
To obtain the full field deformation behaviour using the grid technique, four square section 
specimens were tested. The calculation of the displacements was achieved by comparing the 
deformed grid with the original one. It was possible by the use of video frames (e. g. Fig. 3.31) 
and a series of photographs (e. g. Fig. 3.32) that were taken of the gauge surface. Acquisition of 
the images from the still camera was not as good as the ones obtained from the video camera, 
due to the difficulty of focussing on the small grid pattern throughout the loading process. The 
engraved lines can clearly be seen from the video frames, although the width of the lines is 
significant compared with the pitch. This is important since the reliability of this method 
depends primarily upon the quality of the pictures in terms of contrast, brightness and width 
of the engrave lines. 
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Fig. 3.32 Example of close up pictures coming from still camera 
The deformation gradient and the strain in the tensile tests were calculated by analysing the 
deformed grid and comparing it to the undefortned one. The experiments showed that at the 
scale of the grid-pitch, a square (0.5mm x 0.5mm) in the undefon-ned state transforms into a 
rectangular or trapezium after deformation. Therefore the deformation gradient tensor, which 
contains information on the deformation of the element, appears to be a linear mapping 
between the initial and final states. 
A MATLAB script (Gutierrez, 2005) was used to extract the deformation measurement from 
the grid, at the centroid of each single grating, when manually clicking on grid intersections. In 
the script, text output files were created as deformation gradients, engineering and logarithmic 
strains of the grid. These text output files were then used to plot the contours of the whole 
field deformation behaviour in the loading direction using a surface mapping software 
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Fig. 3.31 Example of close up pictures coming from video camera 
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(SURFACE 8,2002). Fig. 3.33a-d show the original image when the macroscopic crack starts 
to grow in the centre of the gauge section and its corresponding plot contours. 
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Fig. 3.33 (a) Original image with grids engraved on its gauge surface. (b) Displacement 
gradients in mm, (c) logarithmic and (d) engineering strains in mm/mm at the 
loading direction 
A commercial DIC package DaVis by LaVision was used to obtain the experimental 
measurements of the abraded surface. In this implementation the images are first transformed 
ing ne into the frequency domain us, a fast Fou ir transform. Then the cross-correlation function 
Eq (3.1) is calculated in the frequency domain. 
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The principle of two-dimensional DIC is simple (Da Fonseca, 2005). A digital image comprises 
a two-dimensional array of intensity values, I(x, y). Given two images, I, and I., aNXN 
pixel region of interest, known as an interrogation window, is defined in each image. If the 
1: 12 image brightness is approximately constant, Iý , then a measure of the similarity B 
between the two regions of interest can be expressed as a cross-correlation product (Clocksin, 
2002): 
C(U. 1, (X. Y)I, (x + U, y+ V) (3.1) 
where u and r are the distances between the centres of the two regions of interest along. v and'), 
respectIvely, and n=N12. 
lf 14 is an image of some object and I, is another image of the same object after it has 
undergone some deformation or rigid body movement, then the maximum of the cross- 
correlation function (3.1) gives the most probable displacement values for the centre of the 
region of interest in 1.4 
Fig. 3.34 shows the full field displacements and engineering strains through wall direction up 
to the macroscopic initiation of fracture using DIC. 
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Fig. 3.34 (a) Displacement gradients in mm. and (b) engineering strains in mm/mm at the 
loading direction up to the initiation of fracture 
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3.4.3 Evaluation of mechanical properties 
Fig. 3.35 shows the nominal stress-strain data from the four orientations of the smooth tensile 
experiments. The stress-strain result curve in the through pipe wall thickness direction was 
obtained from both cylindrical (smooth) and square section specimens. The average values of 
the measured mechanical properties of the material are reported in Table 3.4. 
The 0.2"o yield stress for the transverse tensile was of 760MPa . As the hoop stress in a gas 
pipe is the maximum stress, this range of the yield stress met the target values 
(a, > 689MPa) 
for X100 pipeline steel. A comparison of the yield stress (0.2%) of the four tensile directions 
can be valuated m Fig 3.36. 
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Fig. 3.35 Nominal stress-strain data of the plain bar tensile tests in four orientations of X100 
steel. 
Table 3.4 Summary of the mechanical properties from the smooth tensile tests in four 
orientations MOO t)ilr)eline steel) 
Tensi-le 
specimen 
(Tý 
(0.20, o proof 
stress) MPa 
MPa 
E 
GPa elongation 
0/0 
reduction 
of area 
01/0 
a-K, -; ' 
n 
Mpa 
Longitudinal 631 876 210 18.63 71.51 0.0769 1130.5 
Transverse 760 878 210 19.40 72.05 0.0611 1051.4 
45 569 839 210 20 78.19 0.0929 1141 
Thickness 644 848 210 45 74.67 0.069 1042 
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Fig. 3.36 Comparison of yield stress in L, T, 45' and S direction. 
The loganthnuc true stress-stram curve for X100 was derived assun-ung a power law straM 
hardening for the test data between yield and tensile strength (Eq. 3.2): 
Log(l O)a, = Log(l O)K + nLog(l Oý-, (3.2) 
where a, and e, are true stress and true strain, respectively. To estimate the true stress-strain 
values before the necking of the tensile specimens, the following relationships were used: 
F 
A, 
(3.3) 
=In (3.4) 10 
where F is the load, A, true value of cross section area, 1, instantaneous length, and 10 
original gauge length of the tensile specimens. 
The estimated data from equations 3.3 and 3.4 were input into relation (3.2) to plot true stress- 
strain on logarithmic scale as shown in Fig. 3.37. The strain hardening component n and 
strength coefficient K, calculated for each test, are given in Table 3.4. 
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Fig. 3.37 Logarithmic true stress-strain record from the smooth specimens in four different 
orientations 
The power law function of the form a,. = Ke" was fitted to the smooth tensile experimental 
data and used to extend the yield curve beyond uniform elongation of the specimen. Fig. 3.38 
shows the fitted true stress-strain curves from the four orientations. This data is required as a 
material property in the computer simulation. 
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Fig. 3.38 True stress data as a function of true strain from the smooth specimens in four 
different orientations 
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3.5 TEST RECORD OF C(T) SPECIMENS AND CRACK GROWTH 
MEASUREMENT 
An average maximum load of 39 U was reached in the C(T) tests at crack mouth opening 
displacement (CNIOD) of 8mm. The load at the end of the test was typically 5 kN. CMOD 
data was monitored on the load line displacement (LLD) of the samples and far from the 
loading point, which means that this opening displacement measurement was not affected by 
the elastic deformation of the loading components. Fig. 3.39 shows the plot results of load- 
CNIOD of the six samples respectively. 
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Fig. 3.39 Load - CMOD for the six C(T) specimens 
Fig. 3.40a-c shows a series of images taken around the crack tip during the experiment. In 
these pictures can be seen that after some blunting, crack extension was initiated from the tip 
of the crack. In this investigation the crack growth is considered to have started when a small 
fracture is formed at the blunted tip. Therefore the variation of fracture extension for all data 
was evaluated after the visible crack initiation point. 
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Once the initial point of the crack growth was found, the distance of fracture propagation was 
calculated using two different techniques: first, employing a video camera (optical method) to 
capture the images of the crack tip during the crack process, the crack length was directlý 
measured using the recorded crack opening profile and the reference grldhnes. Second, Using 
the direct current potential drop (DCPD technique), the variation of fracture extension was 
calculated from the input and output voltages where the wires located at the position that the 
Johnson equation (Eq. 3.5) for the relationship between crack length and electric potential is 
applicable Uohnson, 1965). 
a=2 Cos -, 
cosh(; 7y / 2W) (3.5) 
W ;T 
[cosh[(U 
U,, )cosh-'(cosh(ii7v 2W)/cos(za,, 2W))]] 
where U is the electric potential signal, UO is the potential signal at crack initiation, a is the 
crack length, ao is the initial crack length, Wis the specimen width, and 2y is the initial 
spacing of the potential probes. 
Fig. 3.41 shows the variation of the crack growth extension (Aa) as a function of CINIOD 
using six CM specimens for the DCPD method and three of them marked with a reference 
grid for the optical technique. 
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Fig. 3.40 Photographs around the crack tip in a C(T) specimen: a) initial crack length, b) 
blunted tip and c) fracture extension 
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Fig. 3.41 Aa -CMOD curves results from DCPD and optical method 
Test data from Fig. 3.39 was used also to estimate the energy release rate in flat fracture 
propagation. The measurement of the energy rate consisted of numerically calculating the area 
under the load-displacement graph. Fig. 3.42 shows the variation of energy versus CTNIOD and 
Fi . 3.43 displays the measurement of the rate energy against crack length. 19 
To measure the specific flat fracture energy, the initiation energy was subtracted from the total 
fracture energy. The obtained energy was divided by the total fractured area, which gave a 
value of 1.4 JIMM 
All this information is used later for the purpose to calibrate the conventional FE and CAFE 
methods and analyses of the ductile flat fracture of the X100 pipeline steel. 
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Fig. 3.42 Energy - CMOD curves 
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Fig. 3.43 Energy - Aa curves 
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3.6 TEST RECORD OF TEAR SPECIMENS 
The maximum load reached in the DCB tests were 119,145 and 168kN for the 8,10 and 
12mm ligament thickness respectively at an average crack mouth opening displacement of 
35mm. The loads at the end of the tests were 12,20 and 32kN. Similar to the C(O tests, the 
CNIOD data was monitored far from the loading point on the load line displacement (LLD) of 
the samples. Therefore the opening displacement measurements were not affected by the 
elastic deformation of the loading components. Fig. 3.44 shows the plot results of load- 
CNIOD of the three samples. 
This data has been used later for the purpose of calibrating the CAFE method, analysing the 
ductile shear fracture and obtaining the tearing material resistance of the X100 pipeline steel. 
Load-CMOD curves of tear specimens 8 to 12mm thickness 
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Fig. 3.44 Load - CMOD for the six C(T) specimens 
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Nfeasurements of CTOA resistance curves were obtained by measuring the angle of the crack 
edges directly and by measuring the rotation of a grid that was etched onto the surface of the 
specimens. The measurements were determined from the video history conuing from two 
optical methods used to record the cracking process. All the experimental curves are shown 
later in chapter five, the results and discussions. 
ne direct CTOA measurements were deternuned by recalling an individual image recorded on 
video tape and images processed from DIC, and a) locating the crack tip, b) locating points on 
both crack surfaces at some distance, x, behind the crack tip c) fitting straight lines between 
the crack tip and each point, and d) computing the angle between the straight lines. 
To obtain reliable CTOA, values were taken from 3 measurements within the range of 1.5 to 
2.5mm. behind the current crack tip and averaged to get representative values of the stable 
tearing event. Fig. 3.45 shows the measurement range for the CTOA values. 
Fig. 3.45 Measurement range for critical CTOA values. 
The second technique involved the measurement of angles between the grid lines. The CTOA 
values were obtained by measuring the rotation of the gridlines from a position 2mm ahead of 
the crack tip to 4mm behind the crack tip giving an effective gauge length of 6mm. This 
technique is indirect since data from crack edges are not used in this approach. 
To obtain the representative value of the stable tearing, CTOA measurements were taken and 
averaged from the three first inclined lines of the deformed mesh close to the crack flanks. Fig. 
3.46 illustrates the measurement range of the critical CTOA using the grid method. The grid 
had a pitch of 1x2mm. which provided adequate resolution for the purposes and it also 
facilitated in tracking the crack. 
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Fig. 3.46 Measurement of the CTOA values from the grid method. 
3.7 SCANNING ELECTRON MICROSCOPY OBSERVATIONS (SEM) OF THE 
MICROSTRUCTURE 
SEM metallography of the nucrostructure, etched with 2'ý'o nital, of the X100 pipeline steel is 
shown in Fig. 3.4-a-f 
Fig. 3.4-a-b shows the revealed nucrostructure in the L-T plane of the steel. Fig. 3.47c-d is the 
microstructure observed in the S-1, plane, which has revealed vcn- marked strips oriented along 
the longitudinal direction. This arises from recent progress in the technology for the 
controlled-rolling (CR) and thcrmo-mechanical control (TTNIC) processing of steels. Finaflv, 
Fig. 3.47e-f is that corresponding to the S-T plane. This plane area displayed some marked 
strips along the transverse direction, but these strips are not as noticeable as those observed in 
the S-1. plane. 
The observed microstructure under SETNI is similar to that acicular ferrite (AF) observed for 
low carbon Nln-. Nio-Nb micro-alloyed steels, which presents various fine nonequiaxed grain 
siZes distributed in a random manner (Xiao F. et al. 2005, Xiao F. et al. 2006, Shanmugam S. et 
al. 2006, Zhao ct al. 2003, Zhao et al. 2005 and Sharma U. and Douglas G. 2000). The acicular 
ferrite nucrostrucrure is becoming an optimal microstructure for pipeline steels because it 
satisfies the high strength and toughness requirement. 
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The term of acicular ferrite steel was firstly described by Smith ct al. in the carly 1970, and it 
has been widely accepted in pipeline engineering as an independent trucrostructure different 
from the conventional pipeline steels with fcrrite-pearhte tyucrostructurc. This acicular ferrite 
nucrostructure is defined as a highly substructured non-cqwaxed phase, which is formed 
during the continuous cooling process by nuxed diffusion and shear transformation mode at a 
temperature range slightly higher than upper bainite (Snuth et al. 1972 and Smith et al. 1976). 
The experimental results of the researchers above have indicated that in order to obtain the 
good combination of the high strength and toughness for acicular ferrite pipeline steel, it Is 
necessary to control thermo-mechanical control process and cooling conditions parameters, 
and the chetrucal compositions of the whole production process. The advanced theri-no- 
mechanical control process is an effective method to obtain good properties by controlling the 
final acicular ferrite microstructure for micro-alloyed pipeline steels. The hot deformation 
affects the microstructure refinement by effective nucleation and growth of acicular ferrite, so 
that, the final nucrostructure and mechanical properties arc depended strongly on controlled 
rolling parameter-, and cooling conditions of the plate. 
Grain refinement in the steel is enhanced through a combination of controlled rolling and 
n-ucroalloying. 
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Fig. 3.47 Microstructure revealed (nital 2%) in the planes L-T, S-L and S-T of the X100 pipeline 
steel 
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CHAPTER 4 
4.1 MICROMECHANICAL DAMAGE MODELS UTILISED FOR THE DUCTILE 
FRACTURE 
The aim of this phase of the computer simulations is to tune the material constitutive darnage 
parameters for the flat and slant cracked specimens. In order to do this calibration, models for 
porous materials proposed by Rousseller (1987) and the extended Gurson theory (Gurson, 
1977a; Tvergaard, 1981) were used in this research to characterise the growth and coalescence 
process driving the ductile failure. The first was developed based on the thcrtrio-dynamical 
considerations whereas the second one was derived from micromechanical description of the 
porous material. In both cases, damage is represented by a single scalar variable: the porosity 
These theories have shown to be very sWtable for ductile materials, which is the case for 
the high strength pipeline steel (API grade XIOO) studied. The GTN damage model has been 
employed in a conventional fi-n-ite element (FI-) technique and tile Rousselicr one is used in a 
hybrid cellular automata finite element, CAFE, technique. 
As referred in chapter two (equations 2.9-2.10), the GTN model is expressed in the form of 
the yield potential: 
a) =( 
Oýeq ý2 
+2qj*cosh(q, 
3, p---)-(I+q3(. f* )2 
)=0 
(T) I a). 
The function J'* (, /') was chosen as: 
f< 
f* (J) = f, -J',, * - f, - (f - f) 
f> f" I 
fl. - f, 
where cr, q is the von 
Mises eqw'valent stress, a,. the matenial N'leld strength, p the JIN-drostatic 
stress, q, , q2 and q, are material constants, . 
/,. is the critical value of void volume fraction, 
fl. is void volume fraction at final fracture and J'U* =Iq, . 
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On the other hand, the consistent and simple ductile damage theory introduced by Rousselier, 
as described in chapter two (equations 2.15-2.18), has the plastic potential model of the form: 
CF, 
q 
- H(--P)+ B(, 6)Dexp - 
)=o 
p 
eq 
pal 
(a 
where: 
=6epq D exp 
AM 
I- fo + fo exp fl 
a, fo exp, 6 
I-fo + fo expfl 
where, 8 is a scalar damage variable, B is the damage function, p is dimensionless, D and a, 
are material constants and 
4P) is a term describing the hardening properties of the material. eq 
4.2 CALIBRATION OF THE MODELS 
Any continuous ductile damage model has to be calibrated for a particular material before it 
can be used to predict the fracture behaviour of a structural component, so that model 
parameters can be considered true material properties. The plan to calibrate the constitutive 
properties of the GTN and Rousseher model for the conventional FE and CAFE techniques 
respectively consisted of a trial-and-error series of simulations, comparing the experimental 
record to the simulation data until the model response matched the experimental information. 
To find the best-fittcd GTN constitutive parameters, five micromechanical parameters q,, q2, 
f, fF and LFE (value of the element size LFE is representative of the large inclusion spacing 
in the material) were explored in the 3D damage simulations of flat specimens. 
In 3D CAFE analysis, the Rousseher damage parameters D and a, were adjusted by trial and 
error simulations for the flat and slant cracked specimens. The parameters of mean critical 
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value of the damage variable (PF)o standard deviation of the critical value of the damage 
variable that is used for normal distribution of the elements over the fracture plane, which are 
removed during the crack growth process STD, 8F and number of cells per linear finite element 
VM_D were adjusted as well for the good prediction of the material behaviour. The total 
number of cells per ductile CA, MD P was chosen so that the linear size of an individual CA cell 
is close to the ductile damage cell size, LD * The finite element in this case only was refined 
enough to provide adequate resolution of the stress-strain fields in the damage zone and the 
cellular automata deal with the evolution of damage at the correct micro-structural scale. If a 
cubic finite element of size LFE X LFE X LFE is assumed then the Eq. (4.1) can be used to 
choose MD: 
LFE 
- LD (4.1) P-D 
Where J[M-D is the number of cells per dimension of a cubic ductile CA. 
Ile other model parameter which requires proper tuning in the CAFE model for the ductile 
array is, CD P the concentration 
factor for ductile CA array. If there is a dead ductile cell. then all. 
neighbouring cells which lie on or near the plane perpendicular to the direction of the 
maximum principal stress will receive some strain concentration. This condition reflects the 
strain concentration in the material surrounding a void. The value of CD = 1.4 was used for all 
simulations as proposed in Shterenlikht (2003) for the modelling of a Charpy test. Shterenlikht 
has stated that the value of this parameter was based on rough guess and some data fitting, and 
a more detailed understanding of the fracture process at the micro-scale might help to find 
metallurgically meaningful values. 
The term fo is the initial void volume fraction, which can be calculated from Franklin's 
formula (1969) as following: 
A 
(d., dy 
Y12 
(4.2) 
dz 
0.054 S% - 
0.001) (4.3) 
Mn % 
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where d, dy and dz are the average dimension of the inclusions. If a spherical inclusion 
shape is assumed, Eq. (4.2) gives fo = f, From this an initial void volume fraction fo = 3A 0 
was found for this steel. 
To account for strain hardening, the experimental stress-strain curves determined by the 
uniaxial tension tests (Fig. 3.31) were used in the simulations. 
4.3 NUMERICAL MODELS TO CHARACTERISE FIAT FRACTURE 
To characterise the flat fracture, two sets of 3D computational analyses were conducted for the 
flat specimens and the results compared. The first set was a conventional finite element (FE) 
method in which the element size must be chosen with regard to the micro-structural scale of 
the ductile damage process. The second set of analyses used the hybrid cellular automata finite 
element, CAFE, technique. 
ne 3D conventional finite element analyses were performed using the commercial code 
ABAQUS/Explicit code (version 6.4) and the CAFE modelling was realised via the user 
material subroutine VUMAT in the same FE software. This allowed the material properties 
and the model dimensionality to be combined. '1he plasticity model used in the FE software 
followed the Prandtl-Reuss formulation with a von Nfises yield criterion and isotropic 
hardening. For all models, the geometry, mesh, the set of nodes and elements for the loads and 
boundary conditions were previously designed in ANSYS (version 7.0) and HyperNlesh 
(version 9.0) codes, and exported to ABAQUS to obtain all the simulation results. An 
simulations were performed in a PC Pentium 4 CPU 3.2 GHz, 1 GB of RAM and 120 GB disk 
capacity. Appendix 1 shows the code used for the simulations in ABAQUS for the classic FE 
and CAFE methods in tensile tests. It should be pointed out here that the same input files can 
be modified to suit the geometry and boundary conditions of flat C(I) specimens. 
4.3.1 Computer modelling of tensile tests 
For the tuning process, experimental data of Load-Diametral contraction (Chapter 3) of three 
sets of laboratory specimens (smooth and notch tensile bars) with different constraint levels 
were used. 
3D models of the tensile tests in the L, T, and 45 directions are shown in Fig. 4.1. Due to the 
symmetry, only one quarter of the smooth and notched bars were modelled. All 3D meshes 
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consisted of 8-node reduced integration brick elements (C3D8R). Loads and boLindan' 
conditions were imposed on the specimens according to their directions. (i. e. ) In the tensile 
test of transverse direction, all nodes located on the vertical symmetry T-L and T-S planes 
were constrained in the short transverse and Ion itudinal orientation respectively, and nodes 91 
located on the horizontal symmetrý, S-L plane were constrained in the loading direction. 
Loading of the model was conducted by Unposmg a prescribed displacement on the upper face 
of the model in the transverse direction. 
Fig. 4.1 Examples of 3D tensile FE models for simulations in L, T an 45 orientations. a) 3D 
plain bar, b) and c) 3D notch tensile specimens with a notch radius Ro=4mm and 
Ro=3mm respectively 
Cylindrical and square cross-section 31) FE models were employed for simulating testing in 
the thickness "S" orientation (Fig. 4.2). For the cylindrical tensile specimens, only one quarter 
was modelled. For the square tensile samples, in spite of symmetry conditions, a complete 
model was used to obtain the whole field strain deformation in the damage zone (See Chapter 
4). All analyses were carried out using 31) elements (C'3D8R). 
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Fig. 4.2 Examples of 3D tensile FE models for simulations in thickness direction 
4.3.1.1 Calibration of the damage parameters in tensile tests 
3D simulations of isotropic ductile damage were initially carried out for tensile specimens in 
the 45' direction. The initial simulations were done using the experimental data (load- 
(D contraction) from a notched tensile specimen of RO = 4mm in the 45-N6-1-'I' direction. 
In the first set of 3D numerical studies, the four GTN micromechanical damage parameters 
were explored and calibrated. The critical mesh size of 1,, = 20OPM was chosen from the 
mean spacing of large voids on the fracture surface. This value was measured from SFINI 
photographs of flat fracture specimens. Ty ical values of the q parameter . Pi 
(q, = 1.5, q2 = 1.0, q_, = q, 2) were initially used, and values of f and f, were input in the 
analysis as proposed by Hashemi (2004b) for a MOO pipeline material in a 2D FE study. 
The GTN damage parameters were finally obtained by finite element analyses comparing the 
experimental Load - Diametral contraction record. The load was calculated from the reaction 
at the top -surface of the tensile test models, whilst the contraction was monitored in the 
damage zone. 
plots of the test data and simulations of different values of damage parameters for notched bar 
tensile specimen of Smm gauge diameter and 6rnm notch radius are shown from Figs. 4.3 to 
4.6. 
From the FE analysis, it has been observed that higher values of q, and q2 accelerate the 
failure of the material and higher values of and fl, cause a delay in the damage process. It 
was found that the model was very sensitive to q This sensitivity is di ectly associated with 21 ir II 
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the modification of 
(a,, /a, ) in the yield potential equation, which characterises a stress state. 
Therefore q. is related to the hvdrostatic stress and in turn to the triaxialitV level of the 
material. 
Values of the final calibration of damage parameters are set out in Table 4.1. 
NOTCHED TENSILE SIMULATIONS (Ro=4mm) IN 45 ORIENTATION 
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Fig. 4.3 Reaction force - diametrical contraction curves for the 3D FE notched tensile 
simulations in 45 direction with different q, values. 
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NOTCHED TENSILE SIMULATIONS (RO=4mm) IN 45 ORIENTATION 
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Fig. 4.4 Reaction force - diametrical contraction curves for the 3D FE notched tensile 
simulations in 45 direction with different q, values. 
NOTCHED TENSILE SIMULATIONS (Ro=4mm) IN 45 ORIENTATION 
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Fig. 4.5 Reaction force - diametrical contraction curves for the 3D FE notched tensile 
simulations in 45 direction with different J, values. 
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Fig. 4.6 Reaction force - diametrical contraction curves for the 3D FE notched tensile 
simulations in 45 direction with different fl. values. 
Table 4.1 Calibrated damage parameters for 3D FE analysis of flat fracture for 
tensile specimen in 45 direction. 
q, q2 q3 L, (nim) 
flý 
1.5 0.78 2.25 0.20 0.0017 0.005 
In the GTN damage model, fracture starts when the void volume fraction reaches its critical 
value. This threshold of rapid loss of load carrying capacity simulates the point at which the 
cavities link. This process is simulated in finite element modelling by the extinction of the 
damaged elements. Fig. 4.7 shows the elements removed in the centre of the 31) notched 
tensile test due to the severe triaxiality and the initial maximum cavity at that place. STATUS z-- 
I (red elements) are still alive. 
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(Ave. Crit.: 75%) 
e+00 IF ++5 
000000e-Ol 
+0.000e+00 
Fig. 4.7 Crack growth representation for the 3D notched tensile FE modelling. 
Applý-Ing similar computational procedure in the second set of 3D numerical predictions for 
the CAFE model as used for the classical FE analysis, the two micromechanical damage 
parameters in Rousselier model: D and a, were adjusted to represent the experimental area 
reductions at fracture. Values recommended by Rousselier (1987) of D=2 and 321MPa 
were input in the initial simulations. The initial void volume fraction was obtained from 
Franklin's formula (fo = 3xl 0 _'). A suitable FE size of 0.8mm was chosen to give adequate 
and fast resolution of the stress-strain field behaviour in the damage zone, such that four 
ductile cells were attached at each FE providing a cell size of 0.2mm, which is representative of 
the large inclusion spacing in the material. Initial inputs values of STD'8, = 1.25 and #,. =8 
were initially used as proposed in Shterenlikht (2003). These initial values however lead to an 
underestimation of the ductility (See Fig. 4.8). Therefore trial and error simulations were 
carried until the model response matched the experimental data. 
Plots of simulation data with different values of the Rousselier damage parameters, D and (71 
and the mean cntical value of the damage variable (, 8,. ) are shown from Figs. 4.8 to 4.10 for 
the notched bar tensile specimen of 8nim gauge diameter and 6mm notch radius. In these 
figures the variables 8,. and a, have been denoted as BFM and S respectively. The best 
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values for the standard deviation of the critical value of the damage variable (STD, 8, ) were in 
the range of 1.3 to 1.5, which allowed a good distribution of the element removed during the 
crack growth. The chosen damage parameters in the CAFE model are set out in Table 4.2. 
Also in this table is shown the best tuned values for the other orientations in the assumption 
of effective material damage isotropy. It was observed that the general effect of increasing D 
causes the damage at an earlier stage of loading and higher values of cr, and 8,. delayed the 
failure process. 
NOTCHED TENSILE SIMULATIONS (Ro=4mm) IN 45 ORIENTATION 
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Fig. 4.8 Reaction force - diametrical contraction curves for the 3D CAFE notched tensile 
simulation in 45 direction with different D values. 
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NOTCHED TENSILE SIMULATIONS (Ro=4mm) IN 45 ORIENTATION 
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Fig. 4.9 Reaction force - diametrical contraction curves for the 3D CAFE notched tensile 
simulation in 45 direction with different (TI =S values. 
NOTCHED TENSILE SIMULATIONS (Ro=4mm) IN 45 ORIENTATION 
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Fig. 4.10 Reaction force - diametrical contraction curves for the 3D CAFE notched tensile 
simulation in 45 direction with different 8,, = BFM values. 
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In the CAFE technique, fracture starts when the damage variable distributed across a CA cell 
exceeds the critical value according to the local strain concentration. When all ductile CA cells 
assigned at one finite element die at the microscopic level, a dead element at the macroscopic 
scale is produced as well. Fig. 4.11 shows the simulation of fracture propagation through the 
microstructure. Variable STATUS=O (blue elements) symbolise the elements that are 
completely destroyed and STATUS =1 (red elements) for the rest that are still alive. 
STATUS 
(Ave. Crit. : 75%) 
+1. oooe+00 
+5. oooe-01 
+0.000e+00 
Fig. 4.11 Crack growth representation for the 3D notched tensile CAFE modelling. 
Table 4.2 Calibrated damaLre t3arameters for 3D CAFE analvsis of tensile svecimens. 
45 
DIRECTION 
TRANSVERSE 
DIRECTION 
LONGITUDINAL 
DIRECTION 
THICKNESS 
DIRECTION 
91 780 [-'i\fPa] 780 [i\[Pa] 780 [i'vlPa] 780 [NfPa] 
D 1.7 2.5 2.6 3.5 
A 
_,. 
OXI 0-5 3. OxIO-5 3. OxIO-5 -5 3. OxI 0 
'91. 
6 6 6 6 
Ll-,,. 0.8 mm 0.8 mm 0.8 mm 0.8 mm 
LI) 0.2 mm 0.2 mm 0.2 mm 0.2 mm 
4 4 4 4 
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4.3.1.2 Role of the element size 
The mesh siZe is an important parameter in the damage modelling. As stated earlier, it is a 
representation of the average inter-particle distance and can be determined from SETNI 
examination of the fracture surface. 
Simulation analyses with different mesh size values were carried out using the conventional FE 
and GIN damage model for a 3D notch specimen (RO = 4mm) to study the role of the 
element size. In order to represent the different average spacmg between the large voids, it was 
necessary to make three FE models with elements of 0.2mm, 0.4mm and 0.8mm. Analysis 
results showed that the size of the mesh is a dependence material behaviour; a smaller mesh 
size accelerates the damage process of the material (See Fig. 4.12). 
NOTCHED TENSILE SIMULATIONS (Ro=4mm) IN 45 ORIENTATION 
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Fig. 4.12 Reaction force - diametrical contraction curves for the 3D FE notched tensile 
simulation in 45 direction with different LI., values. 
Similar damage behaviour was obtained from CAFE simulations when varying the cell size. 
The advantage of this technique is that only one FE model was needed to deal with the same 
micro-structural scale. Fig. 4.13 shows the results of the simulation curves using the CAFE and 
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Rousseher damage model for a 3D notch specimen (RO = 4mm) with different cell size values. 
A finite element model with element size (L,.,, ) of 0.8mm, was created and different ducffle 
damage ceU sizes (L,, ) were chosen to represent the average spacing between the large voids. 
CAFE simulations demonstrated that smal-ler ceU size produces early damage fadure of the 
material. 
The studies carried out in this section were with the intention to show the important of the 
mesh size role in the modeffing. For the further analysis L,.,, = 0.2mm has been used as the 
characteristic length of the X100 pipeline steel of the flat fracture surface of tensile and C(I) 
specimens. 
NOTCHED TENSILE SIMULATIONS (Ro=4mm) IN 45 ORIENTATION 
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Fig. 4.13 Reaction force - diametrical contraction curves for the 3D CAFE notched tensile 
simulation in 45 direction with different L, ) values. 
On the other hand, with the aim of showing the effectiveness of the CAFE technique in 
reducing computing time to obtain comparable results of damage prediction, four cylindrical 
tensile specimens with different size element, but the same cell size in the damage zone were 
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created. A value of L, ) -,, ý 0. Imm for the cell size was chosen and models With element size 
L,, of 0.2mm, 0.4mm, 0.6mm, and 0.8mm. were made. These models decreased the number of 
elements with VU-MAT properties (NEL) in the damage zone from 130 to 93,45 and 23 
elements respectivelý. 
Calibration was achieved using the model with Ll,,,, = 0.8rnm because of the fast simulation 
results and the fitted data was input to the other three models. CAFE simulations 
demonstrated that for the same values of Rousseher damage parameters with different element 
size but equal internal cell size, the results are comparable and the running time is reduced 
considerably. Fig. 4.14 shows the plots of the simulated results and experimental data. Specific 
values of each simulation are set out in Table 4.3. It should be pointed out that models with 
element size larger than 0.8mm. in the damage zone (L,.,, = Imm and L,.,,. = 1.2mm) gave poor 
results, since the FE models were not refined enough to capture the deformation behaviour 
accurateIN-. 
NOTCHED TENSILE SIMULATIONS (Ro=4mm) IN 45 ORIENTATION 
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Fig. 4.14 Reaction force - diametrical contraction curves for the 3D CAFE notched tensile 
simulation in 45 direction with different Ljq, values. 
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Table 4.3 Damage modelling parameters calibrated for: LFE 0.8mm, 
L, = 0.6mm, L, = 0.4mm and L,, = 0.2mm tensile models 
1 2 3 4 
al 780 Wa] 780 Wa] 780 Wa] 780 Wa] 
D 1.5 1.5 1.5 1.5 
fo 3.0x10-5 3.0x10-5 3. Oxl 0-5 3. Oxl 0-5 
LFE 0. Smm 0.6 mm 0.4 mm 0.2 mm 
LD 0. lmm 0. lmm 0.1 nun 0. lmm 
VMjý'D 8 6 4 2 
ßF 
6 6 6 6 
NEL 23 45 93 130 
time 6: 08 min. 9: 35 min. 21: 09 min. 30: 01 min. 
4.3.1.3 Calibration for plastic anisotropy of damage in tensile specimens 
The extended Rousselier damage model by Benzerga (2000) has been proposed to explore the 
incorporation of ductile damage anisotropy into the CAFE approach. It is considered that 
when damage plasticity is anisotropic: then the scalar variable 6 should be associated with 
some weighted mean stress uh =Jh: cF instead of a.. The weighting tensor takes the form 
Jh= X, ei Oe 
I 
and its components fulfil Zj Xj =1 for any kind of plastic orthotropy. 
Therefore: 
all 
ah -= [a ý722 or ah= aall + 
ýa22 + VC33 (4.4) 
a33 
wherc, 
a++ V/ (4.5) 
and, 
a=F ý=G VH (4.6) 
where F, G and Hate the constants obtained by tensile tests in different orientations, 
defining anisotropic yield behaviour on the basis of strain ratios (Lankford's R values). RL is 
the coefficient of Lankford in the L direction and hence: 
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RL = 
CT 
= 
2a+2b-c 
(4.7) 
6s 2a+2c-b 
RT -': CL 
- 
2b+2a-c 
(4.8) 
c, 2b+2c-a 
Rs = 
CL 
-,: 
2c+2a-b 
(4.9) 
CT 2c+2b-a 
RLT 
9,1 
=- 
9d 
a+ es +b+4c 2 
Rls = 
C' 
= 
9e 
-1 
'CL 4a+b+c 2 
RsL = 
el' 
= 
lf 1 
(4.12) 
CT a+c+4b 2 
The correspondence among F, G, H, L, M, N and a. b, c, d, e, f are: 
F= (- a+ 2b + 2c)/9 a=-F+2G+2H (4.13) 
G= (2a -b+ 2c)/9 b=2F-G+2H (4.14) 
H=(2a+2b-c)19 c=2F+2G-H (4.15) 
L=e d=N (4.16) 
M=f e=L (4.17) 
N=d f=M (4.18) 
According to the experimental tensile tests, the corresponding coefficients of Lankford 
wereRL =1.13, RT= 0.89 and Rs = 1.5, and the calculated constants of F, G and H were 
0.40,0.48 and 0.12 respectively. These values were input via user material subroutine VUMAT 
in the ABAQUS software, which allowed the simulation of the condition of damage 
anisotropy as shown in Fig. 4.15 for a 3D notch specimen (RO = 4mm) in the transverse 
direction. The best fitted data of damage parameters for L, T and S orientation are set out in 
Table 4.4. Constants of L, M and N were not used for anisotropic damage. Anisotropic yield 
behaviour and anisotropic plastic flow were not employed for this calculation. 
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NOTCHED TENSILE TESTS (Ro=4mm) IN TRANSVERSE ORIENTATION 
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Fig. 4.15 Plots results of reaction force - diametrical contraction curves for the 3D anisotropic 
CAFE notched tensile simulations in transverse direction. 
Table 4.4 Calibrated damage parameters for 3D anisotropic CAFE 
analvsis of tensile snerimeme 
TRANSVFRSE 
DIRECTION 
LONGITUDINAL 
DIRECTION 
THICKNESS 
DIRECTION 
780 [NIPal 780 [TMPaj 780 [NfPal 
D 0.80 0.87 1.2 
A OXI 0 -5 -5 3.0xI 0 0-5 3.0xI 
, 
81. 
6 6 6 
LI. -, -. 
0.8 mm 0.8 mm 0.8 mm 
Lj) 0.2 mm 0.2 mm 0.2 mm 
4 4 4 
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4.3.2 Computer modelling of standard C(T) specimens 
Because of the symmetry only one half of the specimen was modelled as shown in Fig. 4.16. A 
fine mesh of 0.2mm and 0.4mm. were applied near and ahead of the crack tip for the 
conventional FE method and CAFE technique respectively. The mesh consisted of 8-node 
reduced integration brick elements (C3D8R). 
In the C(I) model, the pin was pulled in the. y direction while its other degrees of freedom 
were restrained. The pin was modelled as a rigid body. The interaction between the pin and the 
specimen was achieved by defining a contact condition which allowed finite sliding between 
the pin and the specimen. The nodes located on the symmetry plane representing the un- 
cracked ligament were constrained in the loading direction. There was no restriction in the -,, - 
direction on the ligament nodes so that the model was allowed to move horizontally during the 
test. 
I 
Fig. 4.16 Example of 3D compact test FE model 
As a first attempt at a 3D analysis, a quarter of the CM specimen Without side grooves was 
constructed with the aim to simphfý- the complexitý, of creating the lateral groove in the 
damage zone, %vhere the mesh size is of the order of average inter-particle distance. But the 
finite element contour plot with STATUS variable (Fig. 4.17) showed that the conventional FE 
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and CAFE simulations were showing crack tunnelhng, because the material near the outer 
surface is in a state of low stress triaxiality giving wrong results in the load-CTMOD data. 
Accordingly, side grooves were introduced in the half of 3D modelling to maintain a straight 
crack front (Fi . 4.18). It should be pointed out that the symmetry of half of the CT specimen 19 
enforces fracture of damage on a flat plane. 
1 ooo:. Oo 
'+. 5: 000 -01 0-000-00 
Fig. 4.17 Deformed mesh of the 3D C(T) specimen without side groove, with STATUS variable 
at the end of the simulation. Red elements are still alive. 
Fig. 4.18 Deformed mesh of the 3D C(T) specimen with side groove, and STATUS variable at 
the end of the simulation. Red elements are still alive. 
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4.3.2.1 Calibration of the damage parameters in C(T) specimens 
3D analyses were performed employing the same computational techniques of damage 
mechanics that were used in the preceding calibrations of material properties of tensile test 
specimens. Tables 4.5 and 4.6 show the values of the best fitted GTN and Rousselier damage 
parameters that were obtained according to the results of the trial and error series of 
conventional finite element and CAFE analysis respectively. Fig. 4.19 shows the plots of these 
calibrated parameters. In the same figure is represented the simulation curve for the 
anisotropic case using the input values of the calibrated anisotropic damage parameters from 
the tension test in the transverse direction. The anisotropic simulation shows very poor results 
in comparison with the experimental data, even after a large number of attempts to adjust the 
values of the damage parameters. From Fig. 4.19 it can be inferred that by using the tuned 
damage parameters of anisotropic damage, the peak load was underestimated by about 40%. 
Also the simulated curve did not drop after the peak load; the stress carrying capacity of the 
model remaining almost constant. This needs further investigation. In chapter five will be 
discussed the transferability of these damage parameters and the use of them for the 
calculation of flat fracture crack growth. 
Table 4.5 Calibrated damage parameters for 3D conventional FE analysis of flat 
fracture for C(T) specimens. 
q, q2 q3 LD(MM) 
fF 
1.5 1.05 2.25 0.20 0.0017 0.005 
Table 4.6 Calibrated damage parameters for 3D CAFE analysis of flat fracture for 
CM rinprimprie 
ul fo ßF 
LFE LD ýM-D 
780 PvlPa] 
1 
4.5 3. Oxl 0-5 
- 
0.4nun 0.2mm 
1 
2 
1 
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CT SPECIMEN 
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Fig. 4.19 Reaction load - CMOD curves of the experimental data and simulation results from 
isotropic conventional FE, isotropic CAFE and anisotropic CAFE techniques. 
4.4 NUMERICAL MODELLING TO PREDICT SHEAR FRACTURE 
3D models of slant notch CM and tear specimens were designed to represent the three 
dimensional effects of the constraint ahead of the crack tip. They were run in Abaqus/Exphclt 
to calibrate and analyse the shear fracture characteristics of the MOO pipeline steel. As in the 
numerical modelling of flat fracture, the geometry, meshes, the set of nodes and elements for 
the loads and boundary conditions were designed in ANSYS and HyperMesh codes, and 
exported to ABAQUS to obtain all the simulations results. 
For the 3D computational analysis, the combination of cellular automata (CA) and finite 
element (FE) techniques (CAFE method) was used. The use of CAFE modelling was 
appropriated in these numerical modelling due to that a very fine mesh is required to represent 
the micro-structural characteristics, which is of the order of five times smaller than the element 
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size utilised for the flat specimens. This avoided the lengthy calibration time and also 
prevented the models becoming so large that they could not be run in the computer. The 
models have larger elements containing the same micromechanical characteristic of the cell 
sizes comparable to the distance between large inclusions in the material. 
All simulations were performed in a PC Pentium 4 CPU 3.2 GHz, 1 GB of ram and 120 GB 
disk capacity. Appendix 2 shows the code used for the simulations in ABAQUS for CAFE 
method for the tear specimens. Same input files can be modified to suit the geometry and 
boundary conditions of slant C(I) specimens. 
4.4.1 Computer modelling and damage calibration of slant notch C(T) specimens 
'Me experimental data from 10mm thickness slant notch CM specimen (Flashemi, 2003) were 
used to model the slanted specimen. A 3D mesh was designed, which consisted of 8-node 
reduced integration of quadratic and pyramid brick elements (OMR) as shown in Fig. 4.20. 
The specimen and the notch geometry of the slant CT specimen is asymmetric, therefore the 
construction of the model was quite difficult since the common practice is to create 2D 
elements on one surface of the model and drag them across the thickness. The mesh 
construction was conducted in two stages. First, a 2D mesh was created in the lower part of 
the front surface of the model. This region was then dragged along IOMM thickness to the 
upper area of the model leading to 12 layers of 3D quadratic elements of 0-83mm, thickness. 
Second, a 3D automatic mesh was built using 3D pyramid elements of 0.64mm. in an area 
around the slant notch of the model. 
In all parts of the model was assure the proper connectivity between the quadratic and pyramid 
elements. This created a suitable mesh in places where it is necessary to have an optimal 
resolution of the stress-strain field behaviour in the damage zone. Sixteen ductile cells were 
attached at each FE providing a cell size of 0.04mm, which is representative of the large 
inclusion spacing in the material. 
In the analysis, the two 7.4mm loading pins were modelled as rigid bodies and contact 
conditions were defined between pins and specimen. This allowed finite sliding between 
loading pins and the specimen. All translation and rotational degrees of freedom for the lower 
pin were constrained. The upper pin was pulled in they direction while its other degrees of 
freedom were restrained. 
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b) 
Fig. 4.20 3D slant notch C(T) FE model: a) 3D view, blue elements represent the damage zone 
and b) it is showing the lateral view of the modelling. 
In the model fracture starts when its damage variable distributed across a CA cell exceeds the 
critical value according to the local strain concentration. Figs. 4.21 and 4.22 show the crack 
growth of the experimental test and the simulated model of fracture through the 
microstructure respectively. The damage started ahead of the crack tip, advanced in the vertical 
direction and then deviated to a 45' orientation. In the simulations the fracture is represented 
by the STATUS variable in the damage zone. Variable STATUS=O (blue elements) symbolise 
the elements that are completely destroyed and STATUS =1 (red elements) for the rest that 
are stiH ahve. 
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Fig. 4.21 Photograph of the fractured slant notch C(T) specimen (Hashemi, 2003) a)front side 
b) reverse side 
OREp 
T I 
x- --Jz 
a) L b) 
Fig. 4.22 Simulation of the fractured slant notch C(T) specimen a)front side b) reverse side. 
Blue elements are completed destroyed 
A plot of the model response at the end of the analysis is shown in Fig. 4.23. The final tuned 
parameters for slant fracture from this test are reported in Table 4.7. 
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Fig. 4.23 Reaction force - CMOD curves of the experimental data and CAFE simulation. 
Table 4.7 Calibrated damage parameters for 3D CAFE analysis of shear fracture for 
slant C(T) svecimens. 
Ul D BFM LI) MI) 
780 [, %L[Pal 3.2 3. Oxl V' 6 0.64mm 0.04mm 16 
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4.4.2 Computer modelfing and cafibration of damage parameters of tear specIU,, 
A 3D model was designed to calibrate the fracture characteristi, 
Because of the symmetry, only one half of the specimen was simulat- 
This model consisted of two parts: first part, a thick arm of 16mm thickness ývith a thii 
section of 8mm thickness. The arm contained four holes, 14mm in diameter, to clamp it to thc 
loading fixture. Second part comprised two plate gniPs of 15mm thickness. The mesh consiý, tcýl 
of 8-node reduced integration of brick elements (C31)8R). Fig. 4.24 and 4.25 sh(-)xx- tlic 
modc1ling ()f tlicsc r\x-() parts. 
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Fig. 4.24 3D FE modelling of tear specimen of 8mm gauge section 
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Fig. 4.25 Plate grip of 15mm thickness 
The grips and the specimen were coincident resulting in a 46mm total thickness of assembly. 
The grips and the specimens then were connected together by four pins as shown in the two 
views of Fig. 4.26. The diameter of each pin was 14mm and defined as a rigid body. A contact 
condition was applied between grips, specimen and joint pins. 
All nodes after the crack tip on the symmetry line of the model were constrained in the loading 
direction. This represented the initial un-cracked ligament. There was no constraint in the x 
direction on the ligament nodes so that the model was allowed to move horizontally during the 
loading process. A square mesh of 0.4mm size was applied after the crack tip providing a good 
stress-strain field in the damage zone, such that ten ductile cells were attached at each FE 
providing a cell size of 0.04mm. 
To load the model, the nodes on the surface of the pin of 25mm at the top of the grips were 
pulled in they direction. To provide free rotation of grips during the simulations finite sliding 
was aRowed between the load pin and grips. 
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Fig. 4.26 3D views of the assembly of the tear specimen and plate grips 
Fig. 4.2- shows the fracture propagation in the model at the end of the simulation, the fracture 
is represented with the STATUS variable in the damage zone. STATUS =1 (red elements) for 
the rest that are still alive. It should be pointed out that some elements remained in the damage 
zone of the simulated tear tests. This needs further adjustments to allow a good distribution of 
the element removed during the crack growth process. 
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Fig. 4.27 Contour of the crack growth in the damage area 
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The reaction force at the nodes of the loading pin and the vertical travel of the corresponding 
nodc to measure the CNIOD in the model were output to compare the test data with the 
siMulations. 
Fig. 4.28 shows the best fitted curve result after the trial and error adjustment of the damage 
parameters. The final tuned parameters for slant fracture of the tear specimen are reported in 
Table 4.8. Oscillation in the simulation curve has been observed as presented in the plot for 
the slant CT specimen. The peak load predicted by the model was higher than that M the 
experiment due this oscillation, but the simulation data after the peak load that represented 
shear crack propapition of the test is very consistent with the experimental data. 
TEAR SPECIMEN 
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Fig. 4.28 Reaction force - CMOD curves of the experimental and simulation data of the tear 
test. 
Table 4.8 Calibrated damage parameters for 3D CAFE analysis of shear fracture for 
tear st)ecimens. 
D A CM 
3.2 3. Oxl 0-5 6 0.4mm 0.04mm 10 
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CIIAlYrER5. RESULTS AND DISCUSSION 
CHAPTERS 
Fractographic: observations of the X100 steel used showed that all flat and slanted fracture 
surfaces were of the ductile dimpled type with some differences on their surface patterns (See 
more details in section 5.1). 'Me similar macroscopic and microscopic fracture appearance 
implies that micromechanical models should be transferable between the corresponding 
specimens independently of constraint and loading conditions. 
An illustration of the typical fracture patterns and the spacing measurements between large 
voids of flat and shear specimens is shown in Fig. 5.1. The micromechanical observations for 
the MOO pipeline steel revealed that average size of spacing between large dimples of flat 
fracture were of the order of five times larger than for shear fracture (200pm and 40PM 
respectively). These dimensions have introduced different length scales that have been 
interpreted in the finite element simulations by modi4ring the mesh size according to the ratio 
of the large voids mean spacing, d 
In this research, efforts were carried out in the previous chapter to find unique failure 
parameter values for the corresponding fracture characteristics of the X100 pipeline steel. It 
has been shown that it was possible to extract the fracture information of the line pipe material 
from laboratory specimens and their tuned damage models. It should be pointed out that the 
transferability of the damage parameters worked very well for some models, but did not work 
for others. This will be discussed in the current chapter making use of the CAFE 
computational modelling strategy because it has demonstrated its effectiveness in reducing the 
simulation time whilst maintaining satisfactory damage predictions. The damage prediction 
modelling has been used finally to assess the fracture resistance of the pipeline material in 
terms of CTOA fracture criterion. 
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5.1 OBSERVATIONS OF THE SPECIMEN FRACTURE SURFACES 
5.1.1 Macroscopic fracture surface observations 
Different photographs of the macroscopic fracture surfaces from different sets of test 
specimens (tensile tests, standard C(I) and tear samples) are shown in Figs. 5.2 to 5.4. An 
specimens showed mainly flat and shear surface fracture characteristics. The macroscopic 
fracture surface of these specimens can be sorted out according the following categories: (A) 
flat fracture, (B) shear fracture, and (C) quasi-cleavage. 
Fig. 5.2a-d shows a macrospically flat fracture (A) at the centre and slanted rupture (B) at the 
edge-, of the smooth tensile specimens for all directions. In particular, small smooth fracture 
areas of quasi-cleavage (C) at the edges of the tensile test in the thickness direction has been 
observed, these observation are out of the ordinary in the X100 steel tested at room 
temperature. Hoxvever these regions are very small compared with the flat and shear rupture 
) specimen is shown in Fig. 5.3. It The fracture surface obtained for the standard C(I 
shows flat rupture (A) at the initiation site and throughout the fracture, and it was followed bv 
a cleavage zone after having been broken in liquid nitrogen. Fig 5.4 shows the fracture surface 
of the Smm tear specimen, the fracture initiates as triangular ductile flat zone (A), followed by 
successive beach marks of quasi-cleavage fracture (C). The rest of the region corresponds to 
ductile shear (B). The 8mm thickness specimen showed full stable surface fracture shearing. In 
the 10 and 12mm ligament thickness specimens were observed some areas with flat fracture 
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characteristics after the shear in particular when the fracture path changed angle. This was 
more noticeable for the tl-iicker specimen. 
Detafls of flat and shear ductile fractures, and quasi-cleavage regions conducted by SEINI are 
given in section 5.1.1 
rdi 
Fig. 
Fig. 5.3 Macroscopic fracture surface of C(T) specimen. 
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plane), b) T direction (S-L fracture plane), c) 43 direction (S-LT fracture plane) and 
d) S direction (L-T fracture plane). 
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5.1.2 Microscopic fracture surface observations 
At higher magnification, SEINI fractography observations showed that all flat and slanted 
fracture surfaces were of the ductile dimpled type. In slanted planes, the rupture surface also 
exhibits a few smooth areas where small dimples cannot be seen. These have the appearance 
of quasi-cleavage fracture. These small areas arc more frequent in plain tensile specimens in the 
thickness direction and in the beach marks of the slant specimens. 
The comparison of the microscopic ductile fracture surface obtained on flat and slant 
-specimens are different and indicated two principal failure mechanisms. In flat regions, a void 
growth mechanism is don-unant and large dimples can be seen around second phase particles. 
In slanted regions, void growth is limited which leads to the formation of smaller voids. 
All fracture surface observations at the centre of tensile specimens had cluster of small and 
large dimples representing the tensile fracture mode. This led to the formation of macroscopic 
fracture surface type "A". The 'SFAI of the edge of the broken tensile specimens showed that 
the voids were shallow and had an elongated appearance representing the macroscopic shear 
crack growth type "B" on the slanted planes. Figs. 5.5 to 5.8 show SENI fractographs of the 
dimple appearance at the centrc and the edges of test bar specimens in all loading directions. 
In Fi . 
5-8c is displayed a close up of the quasi-cleavage fracture surface at the edges of 19 
thickness tensile bars. 
Flat fracture surfaces of CT specimens (Fig. 5.9) showed dimple appearance similar to the 
fracture surface at the centre of tensile samples. The fracture at the centre of tensile bars and 
ahead of the crack tip in CM samples was don-unated by micro-volds. It should be pointed out 
that fracture surface in flat specimens differ in size and cluster of micro-volds, but the average 
spacing between larger dimples or group of larger voids was approx1mately the same. 
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Fig. 5.4 Photographs of the fracture surface of tear test of 8mm ligament thickness. 
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In tear specimens, the initial fracture had the features of flat fracture surface with cluster of 
srnaH and large dimples corresponding to the opening mode as can be seen in the triangular 
area of Fig. 5.10a and the close up of Fig. 5.10b. The fractographs of the slant specimens had 
stretched micro-voids representing the shear void growth, and had populations of elongated 
a on domin e small and large vol These elongated voids indicated that shear deform ti i at d the 
final stage of crack growth. These micro-voids lead to the formation of type "B" fracture 
surfaces. 
Fracture surface observations have provided evidence concerning the transferability of trucro- 
mechanisms between the corresponding flat and shear specimens. 
w,..,, . "". 
"" 
frat: t0tyraphN ot longitudinal tensilc spccllllcný . 1) Lit)- up ,, (11c Lt, 11, iLtil[L lit 
the centre zone and b) close up of the shear fracture in slanted zone. 
-1 NI fractographý (d IllIt'ji. QL It)-, C ill) Ot tilt [1.11 It'll ItIlL 
cclitre zone and b) close up of the shear fracture in slanted zone. 
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Fig. 5.8 SEM fractography of tensile specimen in thickness direction: a) close up of the flat fracture at the centre zone, b) close up of ductile shear in slanted zone and c) close 
up of the smooth area (quasi-cleavage fracture) in slanted zone. 
CIIAPTFR5. 
Fig. 5.9 SEM fractography of C(T) specimen: a) and b) close up of the flat fracture in the 
centre and ahead of the sample 
AO ot Ica, spckimen: a) jj. j, -jj,, L. area showing the triangul. 11 ii. 'I fracture area. The successive beach marks of quasi-clcavage fracture and slanted 
plane regions b) close up of the large dimples in the flat fracture zone, c) close up of 
the quasi-cleavage and shear fracture areas d) close up of dimples in the slanted zone 
of the sample. 
101 
IIIIII \''. I 
5.2 TRANSFERABILITY OF DAMAGE PARAMETERS 
5.2.1 Transferability of damage parameters in tensile specimens 
CAFF analý-sis demonstrated that Rousselier damage model was able to reproduce the 
experimental data of all tensile specimens in each orientation when invoking the assumption of 
effective material damage isotropý,. It was also found that a unique set of rMcromechanical 
damage parameters was transferable for the corresponding tensile orientations with different 
levels of restraint. It is u-nportant to note that even though the average spacing between larger 
dimples was approxirnatelýl of the same value the damage parameter D differed for all four 
pipe orientations (Table 4.2). This combined with the differing hardenin behaviour and the g9 
different fracture pattern in the four orientations, from Figs. 5.5 to 5.8 can be seen the micro- 
voids on the fracture surface of tensile specimens in different orientations differ in size and 
quantit)ý of them in a cluster of dimples. Example of the transferability of the tuned 
micromechanical damage parameters of the tensile tests in 45' direction is shown in Fig. 5.11. 
Validation of damage prediction was also carried out in terms of deformation contours on 
, square tensile section specimens in the thickness orientation. It was done b), comparing the 
field of the deformations of experimental and simulation results having used the previous 
calibrated micromechanical parameters of the corresponding c), lindrical tensile specimen. In 
these samples, using an imaging correlation method and grid technique, the whole deformation 
field in the loading direction was extracted and represented b), contours at the end of the test. 
This was compared with 3D CAFF numerical simulations that were conducted using the same 
fixed parameters for corresponding directions listed in 'Fable 4.2. Numerical results at the 
centre of the specimen at the point that the crack started to growth, ECAH, ý 2.1, has 
demonstrated that the damage parameters previouslýý calibrated were transferable to predict 
with sufficient accuracý- the experimental engineering strain for the experimental grid 
2.4 and DIC techmquec,, P-, ), (, ý 
2.35. Fig. 5.12 shows the contour results for the 
experimental results and CAFE model at the end of the simulations. 
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Fig. 5.11 Experimental and best fitted data for GTN and Rousselier damage models. 
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Fig. 5.12 (a) Specimen with grids engraved on its gauge surface. Engineering strain contours in 
the loading direction, measured from (b) grid technique, (c) with DIC and (d) CAIFE 
numerical results. 
Including the extended Rousseher damage model for anisotropic behaviour into the CAFE 
method has enabled the high damage anisotropy characteristics of the experimental results to 
be reproduced. It was able to transfer a unique set of damage parameters to represent the 
considerable ovalisation of the tensile tests at the end of their deformation with different 
capacities of restraint. Fig 5.13 shows an example of the transferability of the tuned damage 
parameters of the tensile tests in transfer direction. 
It has been observed that different values of damage parameter D were obtained for the 3D 
CAFE simulations when assuming isotropy and anisotropiC damage. This characterised 
different triaxial stress states a a, q . Notice, 
for example, that values of D=2.5 and 
D=0.8 for tensile specimens in the transverse direction gave a high discrepancy in the 
triaxiality of 0.78 and 0.61 for isotropic damage and anisotropic damage (Figs. 5.14 and 5.15), 
respectively. 
The stress ratio or. /cr, q controls the damage in the Rousseher model. 
Transferability of 
damage parameters in the corresponding orientations of the tensile tests has produced same 
triaxiality levels. 
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SMOOTH AND NOTCHED TENSILE TESTS IN TRANSVERSE ORIENTATION 
(ANISOTROPIC CAFE SIMULATION) 
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Fig. 5.13 Experimental data and best fitted anisotropic CAFE simulation. 
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A Stress tnaxiality for smooth bar and notched bars (Notch radius/notch curvature=0.7 and notch 
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0 Stress triaxiality for smooth bar and notched bars (Notch radius/notch curvature=0.7 and notch 
radius/notch curvature=1.5) in transverse direction 
5 Stress tnaxiality for smooth bar and notched bars (Notch radius/notch curvature=0.7 and notch 
radius/notch curvature=1,5) in longitudinal direction 
9 Stress tnaxiality for smooth bar and notched bars (Notch radius/notch curvature=0.7 and notch 
radius/notch curvature=1.5) in thickness direction 
Fig. 5.14 Stress triaxiality levels of isotropic CAFE analysis of smooth and notched tensile tests. 
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Stress triaxiality of anisotropic analysis of tensile tests 
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Fig. 5.15 Stress traxility levels of anisotropic CAFE analysis of smooth and notched tensile 
tests. 
5.2.2 Transferability of micromechanical damage model and modelling analysis of CT 
specimens. 
The tuned 3D tensile models for isotropic or anisotropiC analyses did not characterise the 
corresponding experimental data of the C('I) tests in the same direction (transfer direction). 
These discrepancies were obtained even after a large number of attempts to adjust the values 
of the damage parameters. 
In an attempt to adjust the Rousselier damage parameters in a 3D CM model, D has been 
modified from the previous calibration. In Fig. 4.19 the calculated curve, with D=4.5, showed 
a good tuning result for the isotropic damage assumption. But it is a partially good result, as it 
differs from that found from the tensile tests. Compared with the stress state of tensile tests, it 
led higher levels of stress triaxiality of 1.2 as shown in Fig. 5.16. In the case of the anisotropic 
behaviour, the results always showed poor results. As stated in the previous chapter, the peak 
load was underestimated and simulated curve did not drop after the peak load; the stress 
carrying capacity of the model remaining almost constant. 
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Fig. 5.16 Stress triaxility levels of anisotropic CAFE analysis of C(T) tests. 
The damage value of D=4.5 that was needed to tune the experimental data of the CT 
specimens was used to estimate the crack growth and energy release rate during flat fracture 
propagation. The estimation of the crack growth from the calibrated CAFE modelling 
reproduced the experimental data obtained from the measurement using a video camera 
(optical method), and from the use of a direct current potential drop (DCPD technique). The 
curve results are shown in Fig. 5.17 as function of ULVIOD. 
The measurement of the energy rate consisted of numerically calculating the area under the 
load-displacement graph from the CAFE modelling. Fig. 5.18 displays the measurement of the 
gain rate energN, a* st crack length. 
To measure the specific flat fracture energy, the initiation energy was subtracted from the total 
fracture energy. The obtained energy was divided by the total fractured area, which gave a 
value of 1.4 Jlmm 2- This is similar with the value of 1.1 j1MM2 for the flat fracture specific 
energy in the same material measured on tensile and standard CM specimens (Hashemi, 
2004b), and with similar data reported by Stampfl and Kolednik, 2000. 
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It should be pointed out that proper trans ferability of the damage values from tensile to C(1) 
in a 3D analysis needs further investigation. This has to be done with a full 3D description of 
the flat fracture behaviour taking into account the highly anisotropy characteristics of the 
material in the softening zone, as is shown in experimental results of the tensile bars. 
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Fig. 5.17 Aa -CMOD curves results from DCPD and optical method 
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Fig. 5.18 Energy - Aa curves 
5.2.3 Transferability of damage parameters in tear specimens 
Plots of the test data and CAFE simulations (Fig. 5.19) have demonstrated that the same 
values of the tuned Rousselier trucromechanical damage parameters were transferable for all 
the tear tests with different ligament thickness (8 to 12mm). Simulation analysis showed that 
the tria. mality was higher in the centre than on the surface throughout the crack growth; it also 
showed that the levels of triaxiality vaned in the middle of the ligament test with different 
thickness, and similar levels of triaxiality were obtained on the surface (Fig. 5.20). This 
difference was because the modelling cannot reproduce the slant fracture and the crack 
advance remains flat with tunnelling effects through the simulations as can be seen in Fig. 4.27. 
Even though the simulations of tear specimens were not able to represent the shear crack path, 
the simulated CTOA values on the surface of the gauge thickness specimens reproduced the 
experimental CTOA data with good accuracy as is shown in the f6flowing sections. 
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It should be outlined that, in the literature, the flat to slant crack path has not yet been 
satisfactory simulated. Even though a good representation of mean crack advance has been 
obtained in recent studies with continuum damage models (Bron et al., 2004) or a 3D cohesive 
model (Chabanet et al., 2003) the numerically predicted fracture path remained flat. In the 
research of Bron et al., 2004 has been stated that it is likely that a very fine mesh of about the 
inter-particle distance is required to perform the calculations of the flat to slant transition. 
Validation of these fixed damage parameters was done using the experimental data from 
Hashemi (2006) for a slanted CT specimen (See section 4.4.1). Ile 3D computational models 
that have conditions of plane strain in the middle and plane stress near the surfaces were able 
to calculate with enough accuracy the relationships between loads and crack mouth opening 
displacements of the tear specimens with different ligament thicknesses. The simulated curves 
shows dispersed data at the peak load, but the simulation data after the peak load that 
represents shear crack propagation of the test has been shown to be very consistent with the 
experimental data. An interesting result from this transferability of damage parameters was to 
predict the Load - CNIOD curve of a tear specimen with a gauge section of 19mm, which 
represents a plate of thickness equal to the U1 pipe wall thickness. It is not possible to test this 
geometry in practice without deforming the specimen to flatten it because of the curvature of 
the pipe. This last prediction has been used to assess the fracture resistance of the pipeline 
material. 
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Load-CMOD curves of tear specimens 8- 19mm thickness 
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Fig. 5.19 Reaction force - CMOD curves of the experimental and simulation data of the tear 
tests with different ligament thickness. 
Stress triaxiality of tear specimens from 8 to 19mm thickness 
1.4 
W 
1.2 
00 00 0 
00 000000 012ý 00,0 
0 *0& 0 AO 
00A 00, 
, 
000 
4) -ýO 0AL0A 16- &AA, 000 oc, A00 00 0 
0 OC30,10c] 00aL QD 
00L00 
00 
00 13 
0@0000 0C 
.0 
08 
I LI aAA0 00 
'we 4,8 41, 
&00*0 
-$# 0* 0 Lt 
0 AL*`*A*A 4 4P: 
40 
.0 w 06 . 'S. 
0 ftý, .I 4L *aa00* 1A a0 
(A 
04 
02 
0 
0 10 20 30 40 50 60 
Crack length (mm) 
N Tnaxialdy on the surface of Tear spec. (8mm thickness) 0 Triaxiality on the surface of Tear spec. (1 Omm thickness) 
,L Thaxiality on the surface of Tear spec. (1 2mm thickness) 0 Tnaxiality on the surface of Tear spec. (I 9mm thickness) 
E Triaxiality in the middle of Tear spec. (8mm thickness) 0 Triaxiality in the middle of Tear spec. (1 Omm thickness) 
I Tnaxialrty in the middle of Tear spec. (1 2mm thickness) 0 Triaxiality in the middle of Tear spec. (I 9mm thickness) 
Fig. 5.20 Stress triaxiality - crack length curves on the surface and in the middle of tear tests. 
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5.3 CTOA RESISTANCE CURVES AND MODELLING ANALYSIS OF TEAR 
SPECIMENS 
5.3.1 CTOA resistance curves of the experimental data 
The experimental resistance curves and the summary of mean and standard deviation of 
CTOA data for the tear laboratory specimens are shown in Figs. 5.21 to 5.23 and are set out in 
Tables 5.1 to 5.3, respectively. These results contain the experimental CTOA data measured 
directly from the cracking opening profile and from the rotation of the grids of the 8,10 and 
12mm gauge thickness tests. 'Me CAFE simulation results are also illustrated in these figures. 
All curves showed a similar trend. Large initiation values in the early stages of cracking that 
rapidly descended to constant values as the crack grew through the ligament, and finally a 
tendency of increasing CTOA in the final stage of the tests. 
The higher values of the CTOA that take place at initiation are associated with the initial slit, 
the flat fracture characteristics and crack tunnelling effects caused by high restraint in the 
middle section of the specimens. The subsequent fall in the CTOA data was related to the 
transition from flat to slant fracture that after reaching a certain value remained relatively 
constant. The rising CTOA data at the final stage of the fracture test was a consequence of the 
significant buckling that takes place in the remaining ligament. The results obtained in the 
second stage, the stage of stable slant crack growth, are reliable for assessing the CTOA of the 
pipe material because it is in this phase that the actual parameters of the specimens are related 
to the real slant crack propagation of the pipeline steels. 
Evaluation of CTOA data from grid measurements gave an initial average of 20'. The CTOA 
data was constant after crack growth of about 1.87,2.16 and 0.73 times the gauge thickness 
and continued up to 7.0,5.0 and 4.0 times the gauge thickness at the end of the steady state for 
the 8,10 and 12mm gauge thickness specimens, respectively. The stable CTOA values 
produced an average of 8.11' (std dev ± 0.48), 9.44" (std dev ± 0.24) and 9.74" (std dev 
0.57) for the three set of samples, correspondingly. 
CTOA values of the crack edges obtained on the etched grid side had an average value of 25' 
and a steady state regime after the crack growth of a minimum of 1.87,1.38 and 1.39 times the 
gauge thickness for the 8,10 and 12mm. ligament thickness specimen, respectively. The stable 
CTOA produced an average of 8.59" (std dev ± 0.26), 9.83" (std dev ± 0.30) and 9.84* (std 
dev ± 0.90) for the 8,10 and 12mm ligament thickness specimens, correspondingly. 
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The CTOA measurements of the crack edges from the processing of images by the DIC 
0 technique gave an initial average CTOA of 21 , and a steady data of 8.55* (std dev ± 0.16), 
10.80" (std dev ± 0.60) and 11.48* (std dev ± 0.92) for the three gauge thickness samples. 
These values had stabilised after an average crack growth about 3.18,1.76 and 1.39 times the 
gauge thickness. 
Estimation of the CTOA data from the grid technique has shown that their values were the 
lowest of the three measurement procedures, and this is probably because the measurements 
of the grid rotation are taken remote from the crack tip which minimise the crack path and 
plasticity effects. The slight increase of scatter between different thickness specimens was 
associated on some occasions with the low quality of the images captured from the video 
recording and the uncertainty in positioning the measuring lines on the grid lines due to the 
thickness of the grid. The grid method has an important advantage compared with the direct 
method of obtaining CTOA values with less scatter particularly for thicker tear plates, where 
the crack course is not a straight line, as the gridlines reduce the influence of the deflection of 
the crack path. 
Evaluation of the CTOA data from the crack edges, mainly of the thicker specimens, has 
shown that the scatter and CTOA values are higher than those from the grid lines. Tlese high 
values are related to the effect of deflection of the fracture path and partly due to the difficulty 
in precisely locating the crack edges in the images. It should be pointed out that distances, x, 
below 1.5mm were unsuitable for tear tests due the jagged appearance of the crack flanks close 
to the crack tip. 
It should be highlighted that, with the DIC technique, was intended to evaluate the CTOA 
values by measuring the relative displacement of two points above and below the crack path 
using the strain gauge function in the image correlation software DaVis7. But due to the high 
plastic deformation around the crack tip, the DCB specimens had large body motion during 
the tests. TIds meant that the DIC technique was not able to collect the displacement fields of 
the fracture gauge area effectively in order to measure the CTOA values. Further amendments 
are needed to capture the displacement data correctly and also to optimise the measurement of 
the CTOA- It also might help to validate the tuned damage parameters by comparing the fiffl 
field deformations around the crack of the experimental and simulation data. 
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CTOA of X100 pipeline steel (Tear specimen 8mm thickness) 
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Fig. 5.21 CTOA resistance curves of X100 pipeline steel (8mm thickness of tear specimen) 
obtained from: a) Gridlines, b) Crack edges (from grid and DIC sides) and c) CAFE 
technique 
Table 5.1 Summary of CTOA values from grid and DIC sides of Tear specimen (8mm 
thickness) 
CTOA from 
Gfidfines 
Average 
of 
CTOA 
SD 
Crack length to thickness 
ratio at the beginning of 
steadv state 
Crack length to thickness 
ratio at the end of steady 
state 
1st gridlines 8.15 0.821 1.875 7.091 
2nd gridlines 8.0 0.396 1.875 7.091 
3rd gýdlines 8.18 0.433 1.875 7.091 
AVERAGE 8.113 0.479 1.875 7.091 
CTOA from Crack- 
edges ofgrid 
side(Behind the 
crack tip) 
Average 
of 
CTOA 
SD 
Crack length to thickness 
ratio at the beginning of 
steady state 
Crack length to thic ' esS 
ratio at the end of steady 
state 
1.5mm 8.859 0.367 1.875 7.8 
2. Omm 8.327 0.335 1.875 7.8 
2.5mm 8.402 0.480 1.875 7.8 
A\T-RAGE 8.596 0.266 1.875 7.8 
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CTOA from Crack 
edges ofDIC side 
(Behind the crack 
tip) 
Average 
of 
CTOA 
SD 
Crack length to thickness 
ratio at the beginning of 
steady state 
Crack length to thickness 
ratio at the end of steady 
state 
1.5mm 8.821 0.509 3.182 5.625 
2. Omm 8.362 0.096 3.182 5.625 
2.5mm 8.482 0.240 3.182 5.625 
AVERAGE 8.555 0.163 3.182 5.625 
CTOA from CAFE 
TECHNIQUE 
Average 
of 
CTOA 
SD 
Crack length to thickness 
ratio at the be-ainnin-a of 
steady state 
Crack length to thickness 
ratio at the end of steady 
state 
AVERAGE 
VALUES 
8A45 0.214 1.586 6.383 
CTOA of XI 00 pipeline steel (Tear specimen 1 Omm thickness) 
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Fig. 5.22 CTOA resistance curves of X100 pipeline steel (10mm thickness of tear specimen) 
obtained from: a) Gridlines, b) Crack edges (from grid and DIC sides) and c) CAFE 
technique. 
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Table 5.2 Summary of CTOA values from grid and DIC sides of tear specimen (10mm 
thickness) 
CTOA from 
GzidUncs 
Average of 
CTOA SD 
Crack length to thickness 
ratio at the beginning of 
steady state 
Crack length to thickness 
ratio at the end of steady 
state 
I st gTidlines 9.063 '0.577 
2.16 4.97 
2nd gridlines 9.576 1 0.368 2.16 4.97 
3rd gridlincs 9.129 0.368 1.76 4.97 
AVERAGE 9.444 0.243 2.160 4.97 
CTOA from Crack 
edges ofg3dd 
side(Behind the 
crack trýp) 
Average 
of 
CTOA 
SD 
Crack length to thickness 
ratio at the beginning of 
steady state 
Crack length to thickness 
ratio at the end of steady 
state 
1.5mm 10.381 0.046 1.38 4.97 
2. Omm 8.786 0.617 1.38 4.97 
2.5mm 9.334 0.691 1.38 4.97 
AVERAGE 9.834 0.299 1.38 4.97 
CTOA from Crack 
edges ofDIC side 
(Behind the crack 
ti 
Average 
of 
CTOA 
SD 
Crack length to thickness 
ratio at the beginning of 
steady state 
Crack length to thickness 
ratio at the end of steady 
state 
1.5mm 11.318 0.581 1.76 4.48 
2.0nim 10.714 0.959 1.76 4.48 
2.5mm 10.393 0.841 1.76 4.48 
AVERAGE 10.808 0.608 1.76 4.48 
CTOA from 
CAPE 
TECHNIQUE 
Average of 
CTOA SD 
Crack length to thickness 
ratio at the beginning of 
steady state 
Crack length to thickness 
ratio at the end of steady 
state 
AVERAGE 
VALUES 
8.901 
I 
0.563 
I 
1.70 
I 
5.272 
I 
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CTOA of XIOO pipeline steel (Tear specimen 12mm thickness) 
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Fig. 5.23 CTOA resistance curves of X100 pipeline steel (12mm thickness of tear specimen) 
obtained from: a) Gridlines, b) Crack edges (from grid and DIC sides) and c) CAFE 
technique 
Table 5.3 Summary of CTOA values from grid and DIC side of Tear specimen (12mm 
thicknessl 
CTOA from 
Gridlines 
Average 
of 
CTOA 
MSD 
Crack length to thickness 
ratio at the beginning of 
steady state 
Crack length to thickness 
ratio at the end of steady 
state 
Is t gridhnes 10.219 0.998 0.735 4.083 
2nd gridlines 9.578 0.530 0.735 4.083 
3rd gridlines 9.423 0.641 0.735 4.083 
ANTRAG E 9.74 0.576 0.735 4.083 
C 9A from Crack 
edges ofgtid 
side(Be, hind the 
crack tip) 
Average 
of 
CTOA 
NISD 
Crack length to thickness 
ratio at the beginning of 
steady state 
Crack length to thickness 
ratio at the end of steady 
state 
1.5mm 10-094 0.919 1.398 4.083 
2. Omm 9.788 1.018 1.398 4.083 
2.5mm 9.649 0.913 1398 4.083 
AVERAGE 9.844 0.905 1.398 4.083 
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CTOA from Crar-k 
edges (BcAind the 
crack tip 
Average 
of 
CTOA 
NISD 
Crack length to thickness 
ratio at the beginning of 
steady state 
Crack length to thickness 
ratio at the end of steady 
state 
1.5mm 10.945 1.895 1.398 4.083 
2. Omm 10.971 1.358 1.398 4.083 
2.5mm 11.461 1.662 1.398 4.083 
AVERAGE 11.481 0.927 1.398 4.083 
CTOA from CAFE 
TECRNIQUE 
Average 
of 
CTOA 
MSD 
Crack length to thickness 
ratio at the beginning of 
steady state 
Crack length to thickness 
ratio at the end of steady 
state 
AVERAGE 
VALUES 
10.0 0.715 1.428 3.083 
5.3.2 Fracture path appearance of teat specimens 
The results of the fracture path from 8 to 12mm gauge thickness tests are shown in Figs. 5.25 
to 5.27. It has been observed that the crack path is a straight line in the 8mm ligament 
thickness sample. Similar path was observed on the etched grid side of the 10mm gauge 
thickness specimen. But the crack extension was not straight on the opposite face of the 
10mm thick specimen, where the images were processed using the DIC technique, and on 
either gauge face of the 12mm specimen. In these specimens the crack path has a zigzag 
appearance. 
Ile stability of the crack direction can be possibly explained in terms of T-stress, which is the 
constant stress acting parallel to the crack flank whose magnitude is proportional to the 
nominal stress in the vicinity of the crack. Cotterell and Rice (1980) showed how the sign of 
the T-stress determines the stability of straight-ahead mode I cracking; cracks with T<O are 
stable in this mode while those having T>O are unstable. Results from many experiments in 
Sherry et al., 1995 and Cotterel 1966 with different cracked specimens showed some analyses 
consistent with this criterion. 
Analyses by Sherry et aL, 1995 in double cantilever beams showed that the relative value of T- 
stress (Tla) in these specimens is positive and high during the initial test, which decreases as 
the crack progress. These results also showed that the bigger the ratio of width to length of a 
DCB specimen, the lower the relative value of T-stress. Also the distribution of the T-stress is 
more constant as the crack advances. These studies demonstrated that the only way to decrease 
the level of T-stress of the specimens is to make it either shorter or wider. Work by 
Shterenlikht et al., 2004 for X80 pipeline steel using a similar DCB sample showed that this 
118 
, !, ý Rl ý, IT 1 1, \\D I)N ý )\ 
geometry t- or a thick gauge specimen produced unstable crack growth. In the worst of the 
cases the crack deviated into the loading arm immediately after initiation (Fig. 5.24). 
The geometry was modified to prevent the instability of the crack path and the fracture 
deviating towards the loading arms. The effective Width of the specimen was increased by 
using loading plates bolted to the specimens. In this current research the specimen geomctn 
following the amendments by Shtcrenlikht were used. 
Fig. 5.24 Photograph of tile lonin, thick specimen after the test (Shterenlikht et al., 2004) 
Ncgati%-c (compressive) or low values of T-stress cause a reduction in crack tip constraint. The 
crack tip constraint can be measured in terms of triaxiality factor. In this current investigation, 
the 8mm thickness specimen has a reduced crack tip constraint in the tyu'ddlc of the specimen 
(See Fig. 5.20) as a consequent of the difference in the t1lickricss between the middle and the 
edge regions of the test. This was introduced by thinning of the gauge area and the use of thick 
loading arms in the tear experiment making the edge areas of the specimen much stiffer than 
the gauge section. So, the reduction of the test area and the increase of the width of the 
, specimen produced a stable slant crack path. Fig. 5.4 shows the 
full stable surface fracture 
-, hearing developed in this test. The specimens of 10 and 12n-im hgament thickness have a 
higher constraint level than the 8mm one, this in turn probably causes the fracture path 
change,, of inclination angle. Thc cracking profile of the 10mm gauge thickness on the etched 
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grid side has a straight fracture path; this is probably showing that the design of the 10mm 
sample has an intermediate stability of the crack path. 
The high scatter introduced in the CTOA measurements for the instability of the crack path in 
the thicker specimen and the inability to test a thick specirnen equal to the full pipe wall 
thickness make the necessity to develop new specimen designs from the pipeline. One has to 
take into account the requirement to make the specimens with different gauge thicknesses 
closer to the pipe wall thickness and make them short enough to provide large amounts of 
highly consistent CTOA data, and finally to guarantee the stability of the crack advance. 
It is worth mentioning that the fracture path in the modified DCB specimens, in Shterentikht 
et al., 2004, showed a stair-like appearance in the crack flanks. In several instances a small 
crack could be seen ahead of the main crack tip that makes the principal fracture jump for 
several millimetres almost instantaneously and the cracks follow the scribed lines on the 
surface. This phenomenon was probably due to the scored id used in those specimens. It gn 
should be pointed out that the cracks following the scribed lines have only a local surface 
effect, but can mduce a CTOA measurement error. These events were not seen in this current 
investigation. The gauge areas to measure the CTOA values were prepared using 
photochemical etching and appropriate pamt for the grid and DIC techniques, respectively. 
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Fig. 5.25 Photographs of fracture of teat test of 8mm thickness. Left image- Image correlation 
technique, and right image- grid technique (mesh was etched onto the gauge area). 
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Fig. 5.26 Photographs of fracture of teat test of 10mm thickness. Left image: Image correlation 
technique, and right image: grid technique (mesh was etched onto the gauge area). 
5.3.3 CTOA resistance curves of CAIFE simulations 
The CTOA data from the 3D CAFE simulation were obtained from successive images of the 
deformed elements of the model. Analogous to the direct CTOA measurement approach of 
the crack edges, it was done by a) locating the crack tip after the simulated fracture 
propagation formed by the removal of damaged elements, b) locating the points on one crack 
edge and the symmetrical line of the model at some distance, x, behind the crack tip, c) fitting 
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Fig. 5.27 Photographs of fracture of tear test of 12mm thickness. Left image: Image correlation 
technique, and right image: grid technique (mesh was etched onto the gauge area). 
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straight lines between the crack tip and each point, and d) computing the angle between the 
straight lines. 
The representative CTOA resistance curve of the simulation was averaged from three 
measurements of CTOA of the three first inclined lines of the deformed mesh close to the 
crack edge within the range of 1.5 to 2.5nim behind the current crack tip. Fig. 5.28 illustrates 
the CTOA measurements using 3D CAFE method. 
Fig. 5.28 Measurement of the CTOA values from CAFE method. 
The CTOA resistance profiles of the CAFE modelling corresponding to the different gauge 
thickness specimens (8 to 19mm) have been plotted in Fig. 5.29, and their resultant mean and 
standard CTOA values are set out in Table 5.4. One of the important results of this CAFE 
analysis has been to reproduce the condition of stable crack growth with the thickness equal to 
the pipe wall of the real structure. This result has an advance on the limiting aspect of the pipe 
curvature and load capacity of conventional test machines that do not allow tests of fun 
thickness laboratory specimens to be carried out. 
All plots have similar characteristics to the experimental data. Three stages were visible: a) high 
initiation CTOA values, b) followed by the drop to constant values and c) Increasing CTOA at 
the end of the simulation. The initial CTOA analysis results gave an average of 25' and they 
decreased to the steady state after crack growth of about 1.58,1.70,1.42 and 0.94 times the 
crack length to gauge thickness ratio and continued at a constant level up to 6.38,5.27,3.08 
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and 4.08 times the ratio for the 8 to 19mtn gauge thickness specimens, respectively. The 
statistical results of the computer modelling showed that the main values and standard 
deviation data were of 8.44" (std dev ± 0.21), 8.9011 (std dev ± 0.56), 10.0* (std dev ± 0.71) and 
10.76" (std dev ± 0.53*) for the set of samples, correspondingly. CTOA results showed a trend 
of increasing in the CTOA values as thicker was the gauge ligament of the specimens, which 
agree with the experimental data. 
The analyses demonstrated the power of 3D CAFE model and the ductile damage theory to 
reproduce satisfactorily the behaviour of the plot profiles (principally the consistency of 
CTOA data in the stable state region), and further the capacity to simulate the CTOA values of 
the experimental data. 
The current investigation overcomes some of the problems of the early finite element analyses 
that were associated with the large values of CTOA at crack initiation and the irregular CTOA 
data. These early simulations were based on the simple case of 2D elastic plastic finite element 
analysis, under plane stress or plane strain conditions around the crack tip. The current 
research supports the findings by some authors Dawick et al., 1995 and Gullerud et al., 1999, 
for aluminiurn alloy, that the fracture process is a 3D phenomenon and that proper constraint 
effects must be modelled around the crack front to obtain accurate CTOA predictions. 
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CTOA of X100 pipeline steel (tear specimen from 8 to 19mm thickness) 
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Fig. 5.29 CTOA resistance curves of CAFE simulations of the 8 to 19mm thickness gauge 
specimens. 
Table 5.4 Summary of CTOA values of CAFE simulations of the 8 to 19mm thickness gauge 
ecimens. mQ 
CTOA from CAFE Average of Crack length to thickness Crack length to thickness 
TECHNIQUE CTOA SID ratio at the beginning of ratio at the end of steady 
steadv state state 
8mm thickness 8.445 0.214 1.586 6.383 
gauge 
lomm thickness 8.901 0.563 1.70 5.272 
gauge 
12mm thickness 10.0 0.715 1.428 3.083 
gauge 
19mm thickness 10.762 0.532 0.947 2.673 
gauge 
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5.3.4 The effect of thickness specimen on CTOA values 
Fig. 5.30 represents the general tendency of the experimental and simulation data for the 
influence of thickness in the X100 pipeline steel on the CTOA. The results from the different 
measurement techniques have shown that the CTOA depends on the specimen thickness; the 
thicker is the specimen, the bigger is the CTOA value. The difference of CTOA values 
between the 8 and 12mm gauge thickness specimens for the gridline technique was of the 
order of 1.62", and for the crack edge measurements on the grid and DIC sides the changes 
were about 1.24" and 2.92', respectively. Consistently the difference of values from the CAFE 
simulation has been of the order of 1.50, which increased to 2.31* when the sample with the 
thickness equal to the pipe wall was simulated. Based on the stable CTOA results of the 
currently study, the 3D CAFE model with 19mm ligament thickness is the most representative 
of the actual behaviour of the full thickness pipe material. 
It should be noted that the effect of the specimen thickness on the CTOA values in the 
pipeline steel was contrary to the data found by some researchers who have worked on 
aerospace aluminium. alloys. In these studies on aluminium materials, the critical CTOA values 
were calculated for sheet and plate 2024 aluminiurn alloy and they were determined by 
matching the failure loads on CM specimens. The results of these analyses (Fig. 5.31) showed 
that the critical surface CTOA values continue to decrease for increasing thickness of 
tempered sheet 2024-T3 (Dawicke., et al., 1999) and for plate 2024-T351 (Mahmoud et al., 
2003, and James and Newman., 2002), and may possibly approach a lower limiting value. The 
plate T351 tended to produce higher CTOA values than the sheet T3. But for a machined 
plate 2024-T351 (Nfahmoud et al., 2003) the CTOA values tended to increase at thicker gauges 
thickness. It was suspected in this case that the machining operation was removing surface 
material from the rolled plate that was contributing to the fracture behaviour. 
The specimen geometry for the pipeline steel in this current research did not represent the 
plate equal to the full pipe wall thickness; it was not possible test the full thickness with this 
geometry because of the curvature of the pipe. Therefore, it is possible that the diinning of the 
gauge area revealed the microstructure at the centre of the 8mm specimen changed from the 
microstructure of the full pipe wall. Increasing the gauge thickness meant that the test 
specimen became gradually more representative of the full pipe rnicrostructure. It appears that 
in both rolled aluminium alloy and the heavily thermo-mechanically processed X100 steel that 
there are subtle changes in that damage behaviour at the surface compared with the core. 
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Further analyses are required to provide more information of this issue. 
Effect of specimen thickness on CTOA 
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Fig. 5.30 Thickness effect on CTOA values. 
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Fig. 5.31 Calculated critical CTOA values for various aluminiurn material thickness (Newman 
J. C. jr et al., 2003) 
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5.3.5 Comparison of the CTOA data with the literature review 
The comparison of the CTOA data from the current research was carried out with data 
obtained from the literature for the same material uith similar thickness. 
Ile CTOA average value of 10.76" obtained from the CAFE simulation of the tear specimen 
(19mm gauge thickness) is consistent with the CTOA average data of 10.81* reported for a 
XIOO pipeline steel of similar pipe geometry (36"x2Omm) and mechanical properties 
(Demofond G. et al., 2004). In this work two ffiU-scale burst tests on 36"xl6mm and 
36"x2Omm pipe geometry were performed. Nine pipes were used in both full-scale ductile 
fracture propagation tests: one initiation pipe and eight test pipes welded together. In total, the 
test lines were approxirnately 90m long. The crack, after the initiation by an explosive charge, 
propagated at high speed in both easterly and westerly directions, through the initiation pipe 
along the top generatrix, before entering the adjacent pipes, and running at high speed until 
reaching both ends of the test lines. Table 5.5 shows the results of the critical values of crack 
tip opening angle (CTOA) for both tests. 
Table 5.5 Summary of CTOA values of full scale burst experiments by (Demofond G. et al., 
20041 
36"ODxl6. mm, grade MOO pipes 
Pipe 4-W 3-W 2-W 1-W Initiation l-E 2-E 3-E 4-E Average 
number 
CTOA 10.6 7.9 10.2 10.8 10.2 9.1 10.1 10.3 8.9 9.7ý- 
(degree) 
36"ODx2O. mm, grade X100 pipes 
Pipe 4-XV 3-W 2-W I-XV Initiation 1-E 2-E 3-E 4-E Average 
number 
CTOA 11.5 10.5 8.7 10.5 10.4 9.7 11.9 12.9 11.2 10.81 
(degree 
Table 5.6 shows various CTOA values of pipeline steels and aluminium alloys by several 
researches, who obtained the material resistance in terms of CTOA from the steady state 
ft-acturc propagation of ductile materials using different experimental and computational 
techniques. This table illustrates that the CTOA data of aluminium alloys are in the region of 
4" to 6", and for the pipeline steels are about of 8" to 12*. This denotes that CTOA values 
depend on material properties and geometry characteristics. From this information, it can be 
seen that the CTOA of the current experimental data for 8mm thickness with the etched grid 
technique (8.1 V) and the crack flank measurements of the grid side (8.59) on the modified 
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DCB specimen are similar to those obtained (8.39*) by Hashemi et. al., 2004c. Notice that the 
experimental data from the current research for the 12mm. thickness with the etched grid 
technique (9.74") and crack flank measurements of the grid side (9.84') are comparable with 
the experimental data (9.78"), for similar X100 line pipe 36" X16mm, by Demofonti G. et al., 
2004. 
Table 5.6 CTOA of different pipeline steels and aluminium alloys 
Grade Pipe Wan CTOA 
of diameter thickness (deg) Analysis method Reference 
pipeline (m) (mm) 
steel 
1.4 18.7 8.1 Two specimen method O'Donoghue P. et. al., 1997 
6' 
X65 
) (5 
10.9 Analysis model 
(PFRAQ 
70 0.91 14.2 11.8 Full scale burst test Mannucci G. et al., 2000 
(36') 
X70 1.06 12 6.3-10.1 3 point bend test Pussegoda N. et. al., 2000 
(42'1 
1.4 18.7 10.4 Two specimen method 
6' 
X70 
) (5 
10.2 Analysis model O'Donoghue P. et. al., 1997 
(PFRAC) 
1.4 18 11.9 Two specimen method 
' 
X80 
ý (56 
12.5 Analysis model O'Donoghue P. et. al., 1997 
FRAC) 
1.4 26 8.5-10.5 Full scale burst test 
' 
X80 
ý (56 
9.0 Analysis model Berardo G. et. al., 2000 
(PICPRO) 
X80 1.2 13.8 11.2±1.4 Modified DCB Shterenlikht A. et al. 2004 
(48'ý (Machined specimen 
to 8) 
150 1.2 15.3 11.4-14.5 3 point bend test Pussegoda N. et. al., 2000 
(48'1 
1.4 19.1 8.6-9.6 Full scale burst test 
' 
X100 
) (56 
9.5 Analysis model Berardo G. et. al., 2000 
(PICPRO) 
X100 0.91 16 9.78 Full scale burst test Demofonti G. et. al., 2004 
(36'1 
X100 0.91 20 10.81 Full scale burst test Demofonti G. et. al., 2004 
(36') 
0.91 19 8.39±1.0 Modified DCB Hashemi S. H. et. al., 2004c 
(36') (. %fachined specimen (scored grid 
to 8) method) 
19 8.11±0.47 Modified DCB 
(Niachined specimen (etched grid 
to 8) method) 
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specimen (crack edges 
of grid 
_ide) 8.44±0.21 Analysis model (CAFE) 
19 9.44±0.24 Modified DCB 
(Machined specimen (etched grid 
0 91 to 
10) method) 
X100 . 83±0.29 9 Modified DCB Current research (36") . 
specimen (crack edges 
of grid side) 
8.9±0.56 Analysis model (CAFE) 
19 9.74±0.57 Modified DCB 
(Machined specimen (etched grid 
to 12) method) 
9.84±0.90 Modified DCB 
specimen (crack edges 
of grid side) 
10±0.71 Analysis model (CAFE) 
19-- f 10.76±0.5 Analysis model (CAFE) 
Wall CTOA 
Aluminium allov thickness (deg) Analysis method Reference 
(mm) 
2024-T3 2.3 - 4.7 TNIM specimens Da\xqcke D. S et. al., 1995 
4-6 Analysis model (3D-FE) 
2024-T3 2.3 6 NIM specimens DaWicke D. S and Sutton 
1994 
2024-T3 5 5.6±0.6 CM specimens Tai Y. H et. al. 2007 
2.3 5.24 
2024-T351 
6.35 5.17 C(T) specimens Mahmoud S. and Lease K. 
12.7 4.92 2003 
25.4 4.48 
6005A T6 3 Modified DCB Hasherni S. H. et. al., 2004d 
(Machined 4.1±0.4 specimen 
to 2) 
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53.6 Statistical study of CTOA data 
A statistical analysis is presented in this section with the aim. to examine and compare the 
results of the experimental and computational data. 
The percentage cumulative probability distributions of the steady experimental and CAFE 
analysis CTOA data of 8 to 12mm gauge thickness samples are illustrated in Figs. 5.32 to 5.34. 
Similar distributions are shown for the CAFE analysis of 8 to 19mm, gauge thickness in Fig. 
5.35. These graphs are defined by the following normal probability density function: 
f(X) =1e4. 
r-#f/2a2 
a, % F2 -ir 
(5.1) 
The results indicated that there was less than 3% probability of the CTOA being less than 8.0" 
for the experimental and simulation data of the 8mm thickness specimen, and 9.8* for the 
19mm. ligament thickness that represents the thickness equal to the pipe. 
The statistical study of the CTOA data has showed that the highest variance of CTOA was 
from the crack edge measurement technique of the thicker specimen (average std dev ± 0.94). 
It was probably due to the effect of deflections of the firacture path. 
Ile statistical study has also allowed the analysis the probability concerned with the 
differences between two mean values of the experimental and simulation data of similar 
thickness specimens. The real difference was evaluated with the null hypothesis (HO) and 
alternativc hypothesis (H, ) that were taken as fbUowing- 
HO: p, ý P2 (Ihere is no difference between the two means and any observed difference is 
due to a random chance) 
HI: g, *. u2 (Ihe means between the samples are different) 
A hypothesis test concludes with the decision: HO is accepted or H. is rejected as shown in 
Table 5.7. 
Since the number of measurements of the sample is n< 30, the t-distribution is used to 
determine the significance level of the tests. The t-distribution applies with: 
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_IXI 
X2 
I 
a, 
n, n2 
(5.2) 
where x, and X2 are the mean of the first and second sample, respectively; n, and n2 are the 
number in the first and second sample, correspondingly; and ad is the standard deviation for 
the difference between mean that is given as foUowing- 
a, = 
ins, +n, s, ' 
V n, +n2-2 
(5.3) 
where s, and S2 are the standard deviation of the first and second sample, respectively. 
The results of the tests for difference between two means are shown in Table 5.7. The 
acceptance of HO has been evaluated at the 5% and 1% level of significance for a two-tailed 
test according to the number of the degree of freedom v=n, + n2 -2 (See Table of the 
Appendix 3). 
The analysis showed that, at the 5% of the significance level, there is no difference between the 
experimental mean value of the different measurement techniques and the simulation mean 
data of the 8mm thickness specimen, except for the test of CAFE-gridline mean data. 
However in this test, HO is accepted at 1% significance level. The analysis of difference 
between means in the 10mm thickness specimen indicated that HO is only accepted at 1% of 
the significance level for the test CAFE-gridline mean data. In these tests the acceptance of 
H. has been for the gridline measurement technique, which has not been affected by the 
zigzag of the crack path. The statistical test of difference between the means in the 12mm 
gauge thickness samples indicated that HO has been accepted at the 5% and 1% of significance 
level for the CAFE analysis - Experimental data of gridlines and CAFE - Experimental data of 
crack edges of grid side. But HO is rejected even at the 1% of significance level for the CAFE- 
Experimental data of crack edges of DIC side, this may probably be due to the major influence 
of the zigzag of the crack path in the CTOA measurements. 
Ibc statistical analysis has also to test the difference between the means of the CAFE analysis 
of the 19mm gauge d-&kricss and experimental data of a ffill scale burst test of similar 
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mechanical properties and geometry characteristics (Demofonti G. et al., 2004). The results 
showed that H, is accepted at the 5', o level of significance. It is 95% certain that there is no 
difference between the experimental and simulation data. 
It is important to notice that the statistical analysis showed that the 3D CAFE modelling was 
able to simulate with accuracy the CTOA values of the modified DCB specimens and 
measurement techniques of the pipeline steel; anv difference between the experimental and 
simulation data was due to the zigzag effect of the crack path in the thicker laboratorý- 
specimens. The statistics have also shown the capacity of the CAFE analysis to reproduce 
CTOA values in the same range of other experimental method as the full scale burst test of 
similar mechanical properties and wall thickness. 
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Fig. 5.32 Normal probability plots of CTOA data that were determined from gridlines 
measurements for 8mrn ligament thickness tear specimens and CAFE simulation. 
132 
8 10 12 14 
CTOA 
lit -). KI ISLA, IS 
\ND DISCUSSION 
Probability of I Omm thickness 
100 
90 
80 
70 
cc m 60 
2 
n 50 
40 
3 
30 
20 
10 
0 
579 11 13 15 
CTOA 
*1 Om m data from gridlines 1 Om m data from crack edge (grid-sideý 
* 10mm data from crack edge (DIC-side) -fit (CAFE) 
Fig. 5.33 Normal probabilitv plots of CTOA data that were determined from crack edges 
measurements on the grid side for 10mm ligament thickness tear specimens and 
CAFE simulations. 
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Fig. 5.34 Normal probabilitv plots of CTOA data that were determined from crack edges 
measurements on the DIC side for 12mm ligament thickness tear specimens and 
CAFE simulation. 
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Fig. 5.35 Normal probability plots of CTOA values of CAFE simulations. CTOA data were 
determined from 8 to 19mm ligament thickness models. 
Table 5.7 Results of the tests for difference between two means 
CAFE analysis - 
Experimental data 
ofgiidlines 
CAFE analysis - 
Experimental data 
of crack edges of 
grid side 
CAFE analysis - 
Experimental data 
of crack edges of 
DIC side 
Data of the bmm gauge thickness 
25 27 20 
I-distribution 2.258 1.610 1.194 
10.025 at the 5' o level of 
significance for rwo-t"ed test 
2.06 2.052 2.086 
tO. 005 at the 
1' o level of 
significance for two-tailed test 
2.787 2.771 2.845 
_ HO at 5ý'o Rejected Accepted Accepted 
H. at Vý'o Accepted Accepted Accepted 
Data of the 10mm gauge thickness 
24 26 11) 
t-distribution 2.648 4.864 7.047 
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tO. 025 at the 5% level of 
significance for two-tailed test 
2.064 2.056 2.074 
tO. 005 at the 1% 
level of 
significance for two-tailed test 
2.797 2.779 2.819 
HOat5% Rejected Rejected Rejected 
HO at 1% Accepted Rejected Rejected 
Data of the 12mm gauge thickness 
V 22 18 17 
t-distribution 0.968 0.426 3.698 
tO. 025 at the 5% level of 
significance for two-tailed test 
2.074 2.101 2.11 
to. 005 at the 1% level of 
significance for two-tailed test 
2.819 2.878 2.898 
HO at 5% Accepted Accepted Rejected 
HO at 1% Accepted Accepted Rejected 
Data 19mm gauge tbkkness 
C-4FE analysis - Expetimental data of fulf scale 
burst (Demofond G. et al., 2004) 
V 26 
t-distribution 0.067 
tO. 025 at the 5% level of significance for two- 
tailed test 
2.056 
to. 005 at the 1% level of significance for two- 
tailed test 
2.779 
Hoat5% Accepted 
HO at 1% Accepted 
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CHARM 6 
CONCLUSIONS 
1) In this research the tearing fracture properties of X100 pipeline steel were investigated. A 
series of experimental tests and computer simulation analysis were carried out to investigate 
the ductile damage behaviour of the material. The experimental programme consisted of 
various flat and slanted laboratory specimens having different geometries that were 
instrumented to obtain the ductile fracture characteristics of the pipeline steel. Tensile tests 
with different levels of constraint in four different directions provided the mechanical 
properties and the flat fracture features. The mechanical properties in the through pipe wall. 
thickness direction were obtained by the use of two specially designed cylindrical and square 
tensile specimens that were friction welded to steel grip extensions. SEM images confirmed 
that the welding process used to make the specimens did not change the microstructure of 
the gauge area in the tests. The proposed specimen designs and the data collection technique, 
extensometry and optical techniques, demonstrated the efficacy of the whole process to get 
the required data of high strength gas line pipe steel. Standard C(I) and tear specimens 
(modified DCB samples) with the initial crack in the rolling direction were also tested 
providing the crack growth, and the flat and shear fracture data of the material, respectively. 
2) Another experimental result was the determination of the CTOA resistance curves by the 
use of a photochemical etching method and an appropriated paint on tear specimens for the 
processing of images of the grid and DIC techniques respectively in order to obtain the 
CTOA values. CTOA measurements from the etched gridlines had an important advantage 
compared with the crack edge measurements in obtaining CTOA values with less scatter and 
consequently more reliable CTOA values particularly for thicker tear plates, where the crack 
course is not a straight line. Ihe gridlines reduced the influence of the zigzag appearance of 
the crack path. The results from the different measurement techniques showed that the 
CTOA was a function of material thickness; the thicker the specimen, the bigger the CTOA 
value. This thickness dependence in the CTOA values was more noticeable between 8 and 
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10mm thickness than between 10 and 12nitn one. The small difference of the CTOA values 
between 10 and 12mm thickness specimens may probably be due to the influence of the 
zigzag of the crack path in the CTOA measurements in the thicker specimen. 
3) SEM observations revealed that all fracture surfaces of the flat and slanted specimens were 
of the ductile dimple type. The average size of spacing between large dimples of flat fracture 
was of the order of five times larger than the shear fracture (200 pm and 40, wn , respectively). 
These findings led to different length scales that were interpreted in the Cellular Automata - 
Finite Element (CAFE) simulations by modi4-ing the mesh and cell sizes comparable to the 
distance between large dimples in the material. 
4) Research results of the transferability of micromechanical damage parameter showed the 
following- a) The measured responses of plain and notched specimens of equal orientation 
could be represented well in 3D CAFE simulations, for the isotropy and anisotropic damage 
analysis, using a unique set of damage parameters. b) The calibrated inicromechanical 
damage parameters for the tensile tests in isotropic and anisotropic analysis could not predict 
the data of the 3D C(I) model in the same transfer direction. The anisotropic simulations 
showed poor results even after a large number of attempts to adjust the values of the damage 
parameters for the CT specimens. In the case of the isotropic damage analysis the calibration 
of the simulated curves to the experimental data was possible, but quite different values were 
needed to give a reasonable simulation of the CM data. Transferability between flat 
specimens needs further investigation. c) The tuned damage parameters used in slant C(I) 
tests were able to reproduced the experimentally observed data of the tear specimens with 
different ligament of 8 to 12mm thickness in the assumption of effective material damage 
isotropy. d) The tuning processes in slanted specimens allowed assessing the CTOA 
resistance curves of a tear specimen with a gauge section of 19mm, which represents a plate 
of thickness equal to the full pipe wall thickness. It is not possible to test this geometry in 
practice without deforming the specimen to flatten it because of the curvature of the pipe. 
5) The research results of the CTOA simulations showed the following- a) 3D CAFE tuned 
models reproduced satisfactorily the consistency of CTOA data in the stable state region. b) 
Capacity of the numerical model to simulate the CTOA values of the experimental data. The 
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CTOA average value of 10.76" obtained from the CAFE simulation of the 19mm gauge 
thickness was in agreement with the available data reported for a X100 pipeline steel of 
similar pipe geometry (36"x20mm) and mechanical properties. c) 3D CAFE models could 
represent the dependence of the CTOA values as a function of the material thickness. d) 
The CAFE technique was shown to be a powerful tool in reducing simulation time whilst 
maintaining good predictions of damage. This avoided the lengthy calibration time and also 
prevented the models becoming so large that they could not be run in the computer. This is 
due to that a very fine mesh is required to represent the micro-structural characteristic which 
is of the order of 40 pn . In these cases the classic FE models were not appropriated. 
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CHAPTER 7 
FUTURE WORK 
1) Key findings from the CTOA techniques indicated that the critical surface CTOA values 
continue to reduce for decreasing thickness material. This behaviour was contrary to the 
investigations normally found in the literature for sheets and plates of aluminiurn materials. 
The actual specimen geometry did not represent the plate equal to the full pipe wall 
thickness; it was not possible test the full thickness with this geometry because of the 
curvature of the pipe. It is suggested to create new specimen designs to support that the 
CTOA values were not introduced for the excessive thinning of the gauge area. Further 
solutions might probably be to make the gauge area: a) with the thickness close to the pipe 
wall, b) short enough to provide highly consistent CTOA data and c) finally weld it to steel 
arm extensions to give stability in the crack path in the specimens. Measurements of the 
CTOA values with different ligament specimens might possibly be introduced from different 
pipe wall thicknesses or by machining one of the sides of a thicker pipe wall and weld them 
to the steel arm extensions. 
2) Due to the high plastic deformation around the crack tip, the DCB specimens had high 
body motion during the tests. This meant that the DIC technique was not able to collect the 
displacement fields of the fracture gauge area effectively in order to measure the CTOA 
values. The use of an instrument of motion that allows the CCD camera to follow the crack 
tip to capture the displacement data correctly is recommended. This might make the DIC 
technique well suited to obtain the CTOA values by measuring the relative displacement of 
two points above and below the crack path using the strain gauge function in image 
correlation software. It also might help to validate the tuned damage parameter by 
comparing the fall field deformations around the crack of the experimental and simulation 
data. 
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3) Experimental investigation of CTOA measurements in high strain rates of laboratory 
specimens are recommended, the insight of this tests might give information about of any 
dependence of the CTOA data on the dynamic fracture propagation. 
4) Difficulties in transferring the tuned damage parameters between the corresponding flat and 
slanted specimens in anisotropic behaviour were found in the computer simulation. Work in 
this direction is recommended for the future. Further suitable anisotropic damage models 
into the present CAFE structure is needed for the accurate representation of the 
performance of steels like the MOO tested 
5) Even though it has been obtained a good representation of mean crack advance and CTOA 
measurements in recent studies with isotropic continuum damage models, it should be 
outlined that the ductile shear fracture has not yet been simulated. The Rousselier 
continuous damage model in the CAFE structure can only account for volumetric void 
growth. It is suggested to introduce an additional criterion to estimate the onset of shear 
instability in the ductile damage model. 
6) The findings of the micro-structure fracture observations led to the use of two sets of 
damage mechanics parameters values, one set for the flat-type fracture and another for the 
slant-type. A theory for each ductile fracture type could be developed in the CAFE method, 
with each FE being associated with both arrays of flat and slant cells. Ille one type of cell 
would dominate the damage according to whether hydrostatic or shear macroscopic 
conditions evolved in the overlying FE. 
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APPENDIX 1: Code used for the simulation of the CT specimen in ADAQUS input 
file for the conventional FE 
****Name of the test and reference of external file containing the model data**** 
*HEADING 
CT test 
*INCLUDE, INPUT=3d-ct-mesh-40size-halfl. inp 
""Printout for the analysis input file processor**** 
*PREPRINT, ECHO=NO, HISTORY=NO, CONTACT=NO 
*RESTART, WRITE, NUNBER INTERVAL=3 
****Specify element properties of solid elements**** 
*SOLID SECTION, ELSET=aUell, MATERIA. L=steell 
*SOLID SECTION, ELSET=alle12, MATERIAL=steel2 
*SOLID SECTION, ELSET=ele-fine, MATERIAL=steelone 
""Description of the material properties for the material steell**** 
*MATFYJAI, NAME=steell 
*ELASTIC 
2.1115,03 
*PLASTIC 
*INCLUDE, INPUT=matinp 
*DENSITY 
7.87E-9 
Description of the material properties for the material steel2**** 
*MATERIAL, NAME=steel2 
*ELASTIC 
2.1E5,0.3 
*PLASTIC 
*INCLUDE, INPLTT=matinp 
*DENSITY 
7.87E-9 
****GTN MODEL******* 
*MATERIAI, NAME=steelone 
*ELASTIC 
2.1E5,0.3 
*PLASTIC 
*INCLUDE, INPUT=matinp 
*POROUS METAL PLASTICITY, RELATIVE DENSITY=0.9998952542 
1.5,1.05,2.25 
*PCIROUS FAILURE CRITERIA 
0.005,0.0017 
*DENSITY 
7.87E-9 
****Definidon of the surface or region in the model**** 
*SURFACE, TYPE=ELEMENT, NAME=ONE 
sup-pinl 
*SURFACE, TYPE=ELEMENT, NAME=INVO 
sup-pin2 
152 
APPENDIX 
""Beginning a step**** 
*STEP, NLGEOM=YES 
*DYNAMIC, EXPLICIT 
'0.1 
****Ivfass scaling is often used in ABAQUS/Explicit for computational efficiency in**** 
****quasi-static analyses and in some dynamic analyses that contain a few very small**** 
****elements that control the stable time increment"" 
*VARIABLE MASS SCALIN, TYPE=BELOW MIN, DT=IE-6, FREQUENCY=10 
****Tbis option allows arbitrary time variations to be given throughout a step**** 
*AMPLITUDE, NAME=BCAMP, TIME=TOTAL TIME, VALUE=ABSOLUTE, SMOOTH=0.05 
0,0,0.1,5 
****Define surfaces that contact each other**** 
*CONTACT PAIR 
ONE, T"WO 
****Specify boundar 
'y conditions**** *BOUNDARY 
node-fine, 2, 
nodeup, l, 
nodeup, 3, 
nodebs, l, 
nodebs, 3, 
*BOUNDARY, TYPE=DISPLACENMNT, AMPLITUDE=BCAMP 
nodeup, 2,2,5.0 
*BOUNDARY, TYPE=DISPLACEMENT, AMPLITUDE=BCAMP 
nodebs, 2,2,5.0 
****Define output written to the results file**** 
*FILE OUTPUT, NUMBER INTERVAL= 100 
*NODE FILE, NSET=nodeup 
U, RF 
*NODE FILE, NSET=nodebs 
U, RF 
*NODE FILE, NSET=gage 
U, RF 
*ENERGYFILE 
ALLIE 
ALLWK 
ETOTAL 
****Define output requests to the output database**** 
*OUIPUT, FIELD, NUMBER INTERVALS= 100 
*NODE OUTPUT 
U, RF 
*ELEMENT OUTPUT 
STATUS, VVF, S, PEEQ 
*NODE OUTPUT 
U, RF 
*OUTPUT, HISTORY, FREQUENCY=100 
*NODE OUTPU, NSET=nodeup 
153 
APPENDIX 
U, RF 
*NODE OUTPU, NSET=nodebs 
U, RF 
*NODE OUTPU, NSET=gage 
U, RF 
****End the definition of a step**** 
*END STEP 
APPENDIX IT: Code used for the simulation of the Tear specimens in ABAQUS 
input file for the CAFE technique 
****Name of the test and reference of external file containing the model data**** 
*HEADING 
Tear test 
*INCLUDE, INPUT=3d-tear-19mm-half-mesh. inp 
****Printout for the analysis input file processor"" 
*PREPRINT, ECHO=NO, HISTORY=NO, CONTACT=N0 
*RESTART, WRITE, NUIýMER INTERVAL=3 
****Specify element properties of solid elements**** 
*SOLID SEMON, ELSET=allell, MATERLAL=stecll 
*SOLID SECTION, ELSET=alle12, MATERIAL=steel2 
*SOLID SECTION, ELSET=ele-fine, MATERIAL=steelonc 
""Description of the material properties for the material steell**** 
*MATERIAL, NAME=steell 
*ELASTIC 
2. IE5,0.3 
*PLASTIC 
*INCLUDE, INPUT=mat. inp 
*DENSITY 
7.87E-9 
""Description of the material properties for the material steel2**** 
*MATERIAL, NAME=steel2 
*ELASTIC 
2.1 E5,0.3 
*PLASTIC 
*INCLUDE, INPUT=matinp 
*DENSITY 
7.87E-9 
****CAFE MODEL**** 
*MATERIAL, NAME=steelone 
*USER MATERIAICONSTAN'IS=3 
20., 0.0065,50. 
*DENSITY 
7.8711-9 
*DEPVAR, DELETE= 1 
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6 
*INITLA, L CONDMONS, TYPE=SOLUTION 
ele-fine, 1., 0., 1., 0., 0., 0. 
****Definition of the surface or region in the model**** 
*SURFACE, TYPE=ELEMENT, NAME=ONE 
pinl-1-3 
*SURFACE, TYPE=ELEMENT, NAME=TWIO 
pinl-1-4 
*SURFACE, TYPE=ELF-MENT, NAME=THREE 
pinl-3-3 
*SURFACE, TYPE=ELF-MENT, NAME=FOUR 
pinl-3-4 
*SURFACE, TYPE=ELEMENT, NAME=FIVE 
pin2-1-3 
*SURFACE, TYPE=EL. EMENT, NAME=SIX 
pin2-1-4 
*SURFACE, TYPE=ELEMENT, NAME=SEVEN 
pin2-2-3 
*SURFACE, TYPE=ELEMENT, NANIE=EIGHT 
pin2-2-4 
*SURFACE, TYPE=ELEMENT, NAME=NINE 
pin2-3-3 
*SURFACE, TYPE=ELENIENT, NAME=DIEZ 
pin2-34 
*SURFACE, TYPE=ELEMENT, NAME=TEN 
pin3-1-3 
*SURFACE, TYPE=ELEMENT, NAME=ELEVEN 
pin3-1-4 
*SURFACE, TYPE=ELEMENT, NAME=TWELVE 
pin3-2-3 
*SURFACE, TYPE=ELEMENT, NAME=THIRTEEN 
pin3-24 
*SURFACE, TYPE=ELEMENT, NAME=FOURTEEN 
pin3-3-3 
*SURFACE, TYPE=ELEMENT, NANIE=FIFrEEN 
pin3-3-4 
*SURFACE, TYPE=ELEMENT, NAME=S=EN 
pin4-1-3 
*SURFACE, TYPE=ELEMENT, NAME=SEVENTEEN 
pin4-1-4 
*SURFACE, TYPE=ELEMENT, NAME=EIGHTEEN 
pin4-2-3 
*SURFACE, TYPE=ELEMENT, NAME=NINETEEN 
pin4-2-4 
*SURFACE, TYPE=ELEMENT, NAME=TWENTY 
pin4-3-3 
*SURFACE, TYPE=ELENIENT, NAME='IVVENTYONE 
pin4-3-4 
*SURFACE, TYPE=ELEMENT, NAME= IV; FNTYIWO 
pin5-1-3 
*SURFACE, TYPE=ELEMENT, NAME= INVENTYONE 
pin5-1-4 
*SURFACE, TYPE=ELEMENT, NAME= TWENTYTHREE 
155 
APPENDIX 
pin5-2-3 
*SURFACE, TYPE=ELEMENT, NAME= TWENTYFOUR 
pin5-2-4 
*SURFACE, TYPE=ELEMENT, NAME= lVvTl-qTYFIVE 
pin5-3-3 
*SURFACE, TYPE=ELEMENT, NAME= INVENTYSIX 
pin5-3-4 
****Beginning a step**** 
*STEP, NLGEOM=YES 
*DYNAMIC, EXPLICIT 
Al 
****Mass scaling is often used in ABAQUS/Explicit for computational efficiency in**** 
****quasi-static analyses and in some dynamic analyses that contain a few very small**** 
****elements that control the stable time increment**** 
WARIABLE MASS SCALIN, TYPE=BELOW MIN, DT=IE-6, FREQUENCY=10 
****11is option allows arbitrary time variations to be given throughout a step**** 
*AMPLITUDE, NAME=BCAMP, TIME=TOTAL TIME, VALUE=ABSOLUTE, SMOOTH=0.05 
0,0,0.25,100.0 
****Define surfaces that contact each other**** 
*CONTACT PAIR 
ONE, TWO 
*CONTACT PAIR 
THREE, FOUR 
*CONTACT PAIR 
FIVE, SIX 
*CONTACT PAIR 
SEVEN, EIGTH 
*CONTACTPAIR 
NINE, TEN 
*CONTACT PAIR 
ELEVEN, TWAMVE 
*CONTACT PAIR 
THIRTEEN, FOURTEEN 
*CONTACT PAIR 
FIFIEEN, SIXTEEN 
*CONTACT PAIR 
SEVENTEENXIGHTEEN 
*CONTACT PAIR 
NINETEEN, TWENTY 
*CONTACT PAIR 
TWENTYONE, 'AVENT=O 
*CONTACT PAIR 
TVVENTYTHREE, TWENTYFOUR 
*CONTACT PAIR 
TWTNTYFIVE, TWENTYSIX 
*CONTACT PAIR 
'AVENTYSEVEN, INVENTYEIGHT 
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****Specify boundary conditions"" 
*BOUNDARY 
node-fine, 2, 
nodeup, 1, 
nodeup, 3, 
nodebs, 1, 
nodebs, 3, 
all-node-pins, 3, 
*BOUNDARY, TYPE=DISPLACEMENT, AMPLITUDE=BCAMP 
nodeup, 2,2,35.0 
*BOUNDARY, TYPE=DISPLACEMENT, AMPLITUDE=BCAMP 
nodebs, 2,2,35.0 
****Define outputwritten to the results file**** 
*FILE OUTPUT, NUMBER INTERVAL= 100 
*NODE FILE, NSET=nodeup 
U, RF 
*NODE FILE, NSET=nodebs 
U, RF 
*NODE FILE, NSET=gagel 
U, RF 
*NODE FILE, NSET=gage2 
U, RF 
*ENERGY FILE 
ALLIE 
ALLWK 
ETOTAL 
****Define output requests to the output database**** 
*OMUT, FIELD, NUMBER INTERVAIS=100 
*NODE OUTPUT 
U, RF 
*ELEMENT OUTPUT 
STATUS, VVF, S, PEEQ, LE, PE, NE, EP 
*NODE OU'ITUT 
U, RF 
*OMUT, HISTORY, FREQUENCY=100 
*NODE OUTPUNSET=nodcup 
U, RF 
*NODE OMUNSET=nodebs 
U, RF 
*NODE OLrIPUNSET=gagel 
U, RF 
*NODE OUIPUNSET=gage2 
U, RF 
****End the definition of a step**** 
*END STEP 
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APPENDIX III: Critical values of the t-distribution 
Uis table gives positive critical t. 1z, and t,, values for selected t distributions (v = 1. . .., 30,40.60,120. ooý 
40.2012 ta. la/2 40-05/2 ta. OV2 '0.0 1 /2 to. 001/2 
to 
10,10 to. as to. m ro. ol 10.005 to. 0005 
1 3.078 6.314 12.706 31.821 63.657 63&619 
2 1.896 2.920 4.303 6.963 9.92S 31.599 
3 1.638 2.353 3.192 4.541 S. 941 12.941 
4 I. S33 2.132 2.776 3,747 4.604 8.610 
5 1.476 2.0)5 2. S71 3.365 4.032 6.959 
6 1.440 1.943 2.447 3.143 3.707 5.959 
7 IAIS 1.895 2,365 2.998 3A99 5.405 
8 1.397 1.860 2.306 2.896 3.355 5.041 
9 1.383 1.833 2.262 2.1121 3.230 4.781 
10 1.372 1,812 2.228 2.764 3.169 4.587 
11 1.363 1.796 2.201 2.718 3.106 4.437 
12 1.356 1.782 2.179 2.681 3.055 4.319 
13 1.350 1,771 2.160 2.650 3.012 4.221 
14 1.345 1.761 2.14S 2.624 2.977 4.140 
15 1.341 1.753 2.131 1602 2.947 4.073 
16 1.337 1.746 2.120 2.583 2.921 4.01S 
17 1.333 1.740 2.110 2.567 2.898 3.96S 
18 1.330 1.734 2.101 7-SS2 2.878 3.922 
19 1.328 1.729 2.093 2-339 2.861 3.883 
20 1.325 1.725 2.086 2.528 2.843 3.850 
21 1.323 1.721 2.080 2.518 2.831 3.819 
22 1.321 1.717 2.074 2.508 2.819 3.792 
23 1.319 1.714 2.069 2.500 2.807 3.767 
24 1.318 1.711 2.064 2.492 2.797 3,745 
25 1.316 1.708 2.060 2.485 2.787 3.725 
26 1.315 1.706 2.056 2.479 2.779 3.707 
27 1.314 1.703 2.052 2.473 2.771 3.690 
28 1.313 1.701 2.048 2.467 2.763 3.674 
29 1.311 1.699 2.045 2.462 2.756 3.659 
30 1.310 1.697 2.042 2.457 2.750 3.646 
40 1.303 1.694 2.021 2.423 2.704 3.551 
60 1.296 1671 2.0W 2.390 2,660 3.460 
120 1.289 1.658 1.980 2.358 2.617 3.373 
00 1.282 1 1.645 1.960 2Mý 2.576 3.291 
Sowce: Table III of Rwal4 A. Fisher and Frank Yatm Siatis" TaNtsiEw BWqgkaL Agriculhow and 
Atedicat Research (6th edý LAmgmu Group Ud.. Larvion. 1974. (Previously published by Oliver & 
Boyd I. Ad.. Minburgh. ) 
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