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Abstract— We propose a novel monocular visual odometry
(VO) system called UnDeepVO in this paper. UnDeepVO is
able to estimate the 6-DoF pose of a monocular camera and
the depth of its view by using deep neural networks. There
are two salient features of the proposed UnDeepVO: one is
the unsupervised deep learning scheme, and the other is the
absolute scale recovery. Specifically, we train UnDeepVO by
using stereo image pairs to recover the scale but test it by
using consecutive monocular images. Thus, UnDeepVO is a
monocular system. The loss function defined for training the
networks is based on spatial and temporal dense information. A
system overview is shown in Fig. 1. The experiments on KITTI
dataset show our UnDeepVO achieves good performance in
terms of pose accuracy.
I. INTRODUCTION
Visual odometry (VO) enables a robot to localize itself in
various environments by only using low-cost cameras. In the
past few decades, model-based VO or geometric VO has been
widely studied and its two paradigms, feature-based method
[1]–[3] and direct method [4]–[6], have both achieved great
success. However, model-based methods tend to be sensitive
to camera parameters and fragile in challenging settings, e.g.,
featureless places, motion blurs and lighting changes.
In recent years, data-driven VO or deep learning based
VO has drawn significant attention due to its potentials in
learning capability and the robustness to camera parameters
and challenging environments. Starting from the relocaliza-
tion problem with the use of supervised learning, Kendall et
al. [7] first proposed to use a Convolutional Neural Network
(CNN) for 6-DoF pose regression with raw RGB images
as its inputs. Li et al. [8] then extended this into a new
architecture for raw RGB-D images with the advantage of
facing the challenging indoor environments. Video clips were
employed in [9] to capture the temporal dynamics for relo-
calization. Given pre-processed optical flow, a CNN based
frame-to-frame VO system was reported in [10]. Wang et al.
[11] then presented a Recurrent Convolutional Neural Net-
work (RCNN) based VO method resulting in a competitive
performance against model-based VO methods. Ummenhofer
[12] proposed “DeMoN” which can simultaneously estimate
the camera’s ego-motion, image depth, surface normal and
optical flow. Visual inertial odometry with deep learning was
also developed in [13] and [14].
1Ruihao Li, Dongbing Gu are with School of Computer Science and
Electronic Engineering, University of Essex, Colchester, CO4 3SQ, UK.
{rlig, dgu}@essex.ac.uk
2Sen Wang is with Edinburgh Centre for Robotics, Heriot-Watt Univer-
sity, Edinburgh, EH14 4AS, UK. s.wang@hw.ac.uk
3Zhiqiang Long is with College of Mechatronics and Automation, Na-
tional University of Defense Technology, Changsha, China.
Stereo Images  (Training Dataset)
Left Right
Monocular Images 
(Testing Data)
Pose
Depth Maps
Training Backpropagation
Testing
Fig. 1: System overview of the proposed UnDeepVO. After
training with unlabeled stereo images, UnDeepVO can si-
multaneously perform visual odometry and depth estimation
with monocular images. The estimated 6-DoF poses and
depth maps are both scaled without the need for scale post-
processing.
However, all the above mentioned methods require the
ground truth of camera poses or depth images for con-
ducting the supervised training. Currently obtaining ground
truth datasets in practice is typically difficult and expensive,
and the amount of existing labeled datasets for supervised
training is still limited. These limitations suggest us to look
for various unsupervised learning VO schemes, and conse-
quently we can train them with easily collected unlabeled
datasets and apply them to localization scenarios.
VO related unsupervised deep learning research mainly
focuses on depth estimation, inspired by the image wrap
technique “spatial transformer” [15]. Built upon it, Garg et al.
[16] proposed a novel unsupervised depth estimation method
by using the left-right photometric constraint of stereo image
pairs. This method was further improved in [17] by wrapping
the left and right images across each other. In this way, the
accuracy of depth prediction was improved by penalizing
both left and right photometric losses. Instead of using stereo
image pairs, Zhou et al. [18] proposed to use consecutive
monocular images to train and estimate both ego-motion
and depth, but the system cannot recover the scale from
learning monocular images. Nevertheless, these unsupervised
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learning schemes have brought deep learning technologies
and VO methods closer and showed great potential in many
applications.
In this paper, we propose UnDeepVO, a novel monocular
VO system based on unsupervised deep learning scheme (see
Fig. 1). Our main contributions are as follows:
• We demonstrate a monocular VO system with recovered
absolute scale, and we achieve this in an unsupervised
manner by harnessing both spatial and temporal geo-
metric constraints.
• Not only estimated pose but also estimated dense depth
map are generated with absolute scales thanks to the
use of stereo image pairs during training.
• We evaluate our VO system using KITTI dataset, and
the results show UnDeepVO achieves good performance
in pose estimation for monocular cameras.
Since UnDeepVO only requires stereo imagery for training
without the need of labeled datasets, it is possible to train
it with an extremely large number of unlabeled datasets to
continuously improve its performance.
The rest of this paper is organized as follows. Section II
introduces the architecture of our proposed system. Section
III describes different types of losses used to facilitate the
unsupervised training of our system. Section IV presents
experimental results. Finally, conclusion is drawn in Section
V.
II. SYSTEM OVERVIEW
Our system is composed of a pose estimator and a depth
estimator, as shown in Fig. 2. Both estimators take consecu-
tive monocular images as inputs, and produce scaled 6-DoF
pose and depth as outputs, respectively.
For the pose estimator, it is a VGG-based [19] CNN
architecture. It takes two consecutive monocular images
as input and predicts the 6-DoF transformation between
them. Since rotation (represented by Euler angles) has high
nonlinearity, it is usually difficult to train compared with
translation. For supervised training, a popular solution is to
give a bigger weight to the rotational loss [7] as a way
of normalization. In order to better train the rotation with
unsupervised learning, we decouple the translation and the
rotation with two separate groups of fully-connected layers
after the last convolutional layer. This enables us to intro-
duce a weight normalizing the rotation and the translation
predictions for better performance. The specific architecture
of the pose estimator is shown in Fig. 2.
The depth estimator is mainly based on an encoder-
decoder architecture to generate dense depth maps. Differ-
ent from other depth estimation methods [17], [18] which
produce disparity images (inverse of the depth) from the
network, the depth estimator of UnDeepVO is designed to
directly predict depth maps. This is because training trails
report that the whole system is easier to converge when
training in this way.
For most monocular VO methods, a predefined scale has
to be applied. One feature of our UnDeepVO is to recover
absolute scale of 6-DoF pose and depth, it is credited to
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Fig. 2: Architecture of our UnDeepVO.
our training scheme shown in Fig. 3. During training, we
feed both left images and right images into the networks,
and get 6-DoF poses and depths of left sequences and right
sequences, respectively. We then use the input stereo images,
estimated depth images and 6-DoF poses to construct the loss
function considering the geometry of a stereo rig.
As shown in Fig. 3, we utilize both spatial and temporal
geometric consistencies of a stereo image sequence to for-
mulate the loss function. The red points in one image all
have the corresponding ones in another. Spatial geometric
consistency represents the geometric projective constraint
between the corresponding points in left-right image pairs,
while temporal geometric consistency represents the geomet-
ric projective constraint between the corresponding points in
two consecutive monocular images (more details in section
IV). By using these constraints to construct the loss function
and minimizing them all together, the UnDeepVO learns to
estimate scaled 6-DoF poses and depth maps in an end-to-
end unsupervised manner.
III. OBJECTIVE LOSSES FOR UNSUPERVISED TRAINING
UnDeepVO is trained with losses through backpropaga-
tion. Since the losses are built on geometric constraints rather
than labeled data, UnDeepVO is trained in an unsupervised
manner. Its total loss includes spatial image losses and
Left Right
Spatial Image Losses
(Left/Right Stereo Image)
Temporal Image Losses
(Monocular Image Seq)
Left Right
k+1
k
k+1
k
Rotation
Translation
Bf/Ddep
Bf/Ddep
 Bf/Ddep
 Bf/Ddep
Tk,k+1 T
 1
k,k+1
Fig. 3: Training scheme of UnDeepVO. The pose and depth
estimators take stereo images as inputs to estimate 6-DoF
poses and depth maps, respectively. The total loss including
spatial losses and temporal losses can then be calculated
based on raw RGB images, estimated depth maps and poses.
temporal image losses, as shown in Fig. 3. The spatial image
losses drive the network to recover scaled depth maps by
using stereo image pairs, while the temporal image losses
are designed to minimize the errors on camera motion by
using two consecutive monocular images.
A. Spatial Image Losses of a Stereo Image Pair
The spatial losses are constructed from the geometric con-
straints between left and right stereo images. It is composed
of left-right photometric consistency loss, disparity consis-
tency loss and pose consistency loss. UnDeepVO relies on
these losses to recover the absolute scale for the monocular
VO.
1) Photometric Consistency Loss: The left-right projec-
tive photometric error is used as photometric consistency loss
to train the network. Specifically, for the overlapped area
between two stereo images, every pixel in one image can
find its correspondence in the other with horizontal distance
Dp [16]. Assume pl(ul ,vl) is a pixel in the left image and
pr(ur,vr) is its corresponding pixel in the right image. Then,
we have the spatial constraint ul = ur and vl = vr+Dp. The
distance Dp can be calculated by
Dp = B f/Ddep (1)
where B is the baseline of the stereo camera, f is the focal
length and Ddep is the depth value of the corresponding pixel.
We can construct a Dp map with the depths estimated from
the network to define the constraints between the left and
right images. With this spatial constraint and the calculated
Dp map, we could synthesize one image from the other
through “spatial transformer” [15]. The combination of an
L1 norm and an SSIM term [20] is used to construct the
left-right photometric consistency loss:
Llpho = λsL
SSIM(Il , I′l )+(1−λs)Ll1(Il , I′l ) (2)
Lrpho = λsL
SSIM(Ir, I′r)+(1−λs)Ll1(Ir, I′r) (3)
where Il , Ir are the original left and right images respectively,
I′l is the synthesized left image from the original right image
Ir, and I′r is the synthesized right image from the original
left image Il , LSSIM is the operation defined in [21] with a
weight λs, and Ll1 is the L1 norm operation.
2) Disparity Consistency Loss: Similarly, the left and
right disparity maps (inverse of depth) are also constrained
by Dp. The disparity map UnDeepVO used is
Ddis = Dp× IW (4)
where IW is the width of original image size. Denote the left
and right disparity maps as Dldis and D
r
dis, respectively. We
can use Dp to synthesize Dl
′
dis,D
r′
dis from D
r
dis,D
l
dis. Then, the
disparity consistency losses are
Lldis = L
l1(Dldis,D
l′
dis) (5)
Lrdis = L
l1(Drdis,D
r′
dis) (6)
3) Pose Consistency Loss: We use both left and right
image sequences to predict the 6-DoF transformation of the
camera separately during training. Ideally, these two pre-
dicted transformations should be basically identical. There-
fore, we can penalize the difference between them by
Lpos = λpLl1(x′l ,x
′
r)+λoL
l1(ϕ ′l ,ϕ
′
r) (7)
where λp is the left-right position consistency weight, λo is
the left-right orientation consistency weight, and [x′l ,ϕ
′
l ] and
[x′r,ϕ ′r] are the predicted poses from the left and right image
sequences, respectively.
B. Temporal Image Losses of Consecutive Monocular Im-
ages
Temporal loss is defined according to the geometric con-
straints between two consecutive monocular images. It is
an essential part to recover the 6-DoF motion of camera.
It comprises photometric consistency loss and 3D geometric
registration loss.
1) Photometric Consistency Loss: The photometric loss is
computed from two consecutive monocular images. Similar
to DTAM [4], in order to estimate 6-DoF transformation,
the projective photometric error is employed as the loss to
minimize. Denote Ik, Ik+1 as the kth and (k+ 1)th image
frame, respectively, and pk(uk,vk) as one pixel in Ik, and
pk+1(uk+1,vk+1) as the corresponding pixel in Ik+1. Then,
we can derive pk+1 from pk through
pk+1 = KTk,k+1DdepK−1pk (8)
where K is the camera intrinsics matrix, Ddep is the depth
value of the pixel in the kth frame, Tk,k+1 is the camera
coordinate transformation matrix from the kth frame to the
(k+1)th frame. We can synthesize I′k and I
′
k+1 from Ik+1 and
Ik by using estimated poses and “spatial transformer” [15].
Therefore, the photometric losses between the monocular
image sequence are
Lkpho = λsL
SSIM(Ik, I′k)+(1−λs)Ll1(Ik, I′k) (9)
Lk+1pho = λsL
SSIM(Ik+1, I′k+1)+(1−λs)Ll1(Ik+1, I′k+1) (10)
2) 3D Geometric Registration Loss: 3D geometric reg-
istration loss is to estimate the transformation by aligning
two point clouds, similar to the Iterative Closest Point (ICP)
technique. Assume Pk(x,y,z) is a point in the kth camera
coordination. It can then be transformed to the (k+ 1)th
camera coordination as P′k(x,y,z) by using Tk,k+1. Similarly,
points in the (k+ 1)th frame can be transformed to kth
frame. Then, the 3D geometric registration losses between
two monocular images are
Lkgeo = L
l1(Pk,P′k) (11)
Lk+1geo = L
l1(Pk+1,P′k+1) (12)
In summary, the final loss function of our system combines
the previous spatial and temporal losses together. The left-
right photometric consistency loss has been used in [16] and
[17] to estimate depth map. [18] introduced the photometric
loss of a monocular image sequence for ego-motion and
depth estimation. However, to the best of our knowledge,
UnDeepVO is the first to recover both scaled camera poses
and depth maps by benefiting all these losses together with
the 3D geometric registration and pose consistency losses.
IV. EXPERIMENTAL EVALUATION
In this section, we evaluated the proposed UnDeepVO
system.1 The network models were implemented with the
TensorFlow framework and trained with NVIDIA Tesla P100
GPUs. For testing, we used a laptop equipped with NVIDIA
GeForce GTX 980M and Intel Core i7 2.7GHz CPU. The
GPU memory needed for pose estimation is less than 400MB
with 40Hz real-time performance.
Adam optimizer was employed to train the network for up
to 20-30 epochs with parameter β1 = 0.9 and β2 = 0.99. The
learning rate started from 0.001 and decreased by half for
1Video:https://www.youtube.com/watch?v=5RdjO93wJqo&
t
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Fig. 4: Trajectories of Sequence 02, 05, 07 and 08. Results of
SfMLearner [18] are post-processed with 7-DoF alignment
to ground truth since it cannot recover the scale. UnDeepVO
and SfMLearner use images with size 416×128. Images used
by VISO2-M are 1242×376.
every 1/5 of total iterations. The sequence length of images
feeding to the pose estimator was 2. The size of image input
to the networks was 416× 128. We also resized the output
images to a higher resolution to compute the losses and
fine-tuned the networks in the end. Different kinds of data
augmentation methods were used to enhance the performance
and mitigate possible overfitting, such as image color aug-
mentation, rotational data augmentation and left-right pose
estimation augmentation. Specifically, we randomly selected
20% images for color augmentation with random brightness
in range [0.9, 1.1], random gamma in range [0.9, 1.1] and
random color shifts in range [0.9, 1.1]. For rotational data
augmentation, we increased the proportion of rotational data
to achieve better performance in rotation estimation. Pose
estimation consistency of left-right images was also used for
left-right pose estimation augmentation.
A. Trajectory Evaluation
We adopted the popular KITTI Odometry Dataset [22]
to evaluate the proposed UnDeepVO system, and compared
the results with SfMLearner [18], monocular VISO2-M and
ORB-SLAM-M (without loop closure). In order to imple-
ment fair qualitative and quantitative comparison, we used
the same training data as in SfMLearner [18] (sequences:
00-08). The trajectories produced by different methods are
shown in Fig. 4, the comparison here shows the goodness of
the network fit and is meaningful for structure-from-motion
TABLE I: VO results with our proposed UnDeepVO. All the methods listed in the table did not use loop closure. Note that monocular
VISO2-M and ORB-SLAM-M (without loop closure) did not work with image size 416 × 128, the results were obtained with image size
1242×376. 7-DoF (6-DoF + scale) alignment with the ground-truth is applied for SfMLearner and ORB-SLAM-M.
Seq.
UnDeepVO SfMLearner [18] VISO2-M ORB-SLAM-M
(416×128) (416×128) (1242×376) (1242×376)
trel(%) rrel(◦) trel(%) rrel(◦) trel(%) rrel(◦) trel(%) rrel(◦)
00 4.14 1.92 65.27 6.23 18.24 2.69 25.29 7.37
02 5.58 2.44 57.59 4.09 4.37 1.18 × ×
05 3.40 1.50 16.76 4.06 19.22 3.54 26.01 10.62
07 3.15 2.48 17.52 5.38 23.61 4.11 24.53 10.83
08 4.08 1.79 24.02 3.05 24.18 2.47 32.40 12.13
mean 4.07 2.02 36.23 4.56 17.93 2.80 27.05 10.23
• trel: average translational RMSE drift (%) on length of 100m-800m.
• rrel: average rotational RMSE drift (◦/100m) on length of 100m-800m.
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Fig. 5: Trajectories of KITTI dataset with our UnDeepVO. No
ground truth of poses is available for these sequences. Trajectories
with both monocular VISO2-M and stereo VISO2-S are plotted.
Our UnDeepVO works well on these sequences and is comparable
to VISO2-S.
problem. Note that all the methods took monocular images
for testing, and we post-process the scales for SfMLearner
and ORB-SLAM-M as they cannot recover the scale of pose
and depth. VISO2-M employed the fixed camera height for
scale recovery. For ORB-SLAM-M, we disabled the local
mapping and loop closure in order to perform VO only for
comparison. The KITTI Odometry Dataset only provides the
ground-truth of 6-DoF poses for Sequence 00-10. As shown
in Fig. 4, the trajectories of UnDeepVO are qualitatively
closest to the ground truth among all the methods. For
sequences 11-21, there is no ground-truth available, and the
trajectories of our method and VISO2-M are given in Fig.
5. The results of stereo VISO2-S (image resolution 1242 ×
376) are provided for reference. As shown in the figure, our
system’s performance is comparable to that of VISO2-S.
The detailed results (shown in Fig. 4) are listed in Table
I for quantitative evaluation. We use the standard evalua-
tion method provided along with KITTI dataset. Average
translational root-mean-square error (RMSE) drift (%) and
average rotational RMSE drift (◦/100m) on length of 100m-
800m are adopted. Since SfMLearner and ORB-SLAM-M
cannot recover the scale of 6-DoF poses, we aligned their
poses to the ground-truth with 6-DoF and scale (7-DoF). For
monocular VISO2-M and ORB-SLAM without loop closure,
they can not work with our input settings (image resolution
416× 128), so we provide the results of both system with
high resolution 1242× 376. All the methods here did not
use any loop closure technology. As shown in Table I, our
method achieves good pose estimation performance among
the monocular methods even with low resolution images and
without the scale post-processing.
B. Depth Estimation Evaluation
Our system can also produce the scaled depth map by
using the depth estimator. Fig. 6 shows some raw RGB
images and their corresponding depth images estimated from
our system. As shown in Fig. 6, the different depths of cars
and trees are explicitly estimated, even the depth of trunks is
predicted successfully. The detailed depth estimation results
are listed in Table II. As shown in the table, our method
outperforms the supervised one [23] and the unsupervised
one without scale [18], but performs not as good as [17].
This could be caused by a few reasons. First, we only used
parts of KITTI dataset (KITTI odometry dataset) for training
while all other methods use full KITTI dataset to train their
Fig. 6: Depth images produced by our depth estimator. The
left column are raw RGB images, and the right column are
the corresponding depth images estimated.
TABLE II: Depth estimation results on KITTI using the split
of Eigen et al. [23].
Methods Dataset Scale
Error metric
Abs Rel Sq Rel RMSE RMSE log
Eigen [23] K (raw)  0.214 1.605 6.563 0.292
MonoDepth [17] K (raw)  0.148 1.344 5.927 0.247
SfMLearner [18] K (raw) × 0.208 1.768 6.856 0.283
UnDeepVO K (odo)  0.183 1.73 6.57 0.268
networks. Second, [17] used higher resolution (512× 256)
input and a different net (ResNet-based architecture). Third,
the temporal image sequence loss we used could introduce
some noise (such as moving objects) for depth estimation.
V. CONCLUSIONS
In this paper, we presented UnDeepVO, a novel monocular
VO system with unsupervised deep learning. The system
makes use of spatial losses and temporal losses between
stereo image sequences for unsupervised training. During
testing, the proposed system can perform the pose estimation
and dense depth map estimation with monocular images. Our
system recovers the scale during the training stage, which
distincts itself from other model based or learning based
monocular VO methods. In general, unsupervised learning
based VO methods have the potential to improve their
performance with the increasing size of training datasets. In
the next step, we will investigate how to train the UnDeepVO
with large amount of datasets to improve its performance,
such as robustness to image blurs, camera parameters, or
illumination changes. In the future, we also plan to extend
our system to a visual SLAM system to reduce the drift.
Developing an unsupervised DeepVO system with stereo
cameras or RGB-D cameras is also in consideration.
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