The aim of this paper is to quantify the complexity and organisation level of an industrial network working towards the development of a 'Supply Chain Network Analysis' (SCNA). By measuring flows of goods and interaction costs between different sectors of activity within the supply chain borders, a network of flows is built and successively investigated by network analysis, a tool widely applied in ecosystem ecology. The result of this study supports the idea that an ecosystem approach can provide an interesting conceptual perspective in which the modern supply network can be framed, and that network analysis can handle these issues in practice.
Introduction
In today's business environment, where the pressure is on providing accuracy and flexibility to partners, while at the same time reducing costs, the only way to achieve these goals is by improving processes both internally and externally. At the same time, the walls of the enterprise continue to move out; there is outsourcing with more and more partnerships and organisations reaching out to one another. Companies are outsourcing what is not attached to their core competencies, so the bottom line is flexibility. At the same time, the bottom line is also agility; many researches focus on the ability of an organisation to adapt to change and also to seize opportunities that become available due to change (Gunasekaran and Yusuf, 2002; Yusuf et al., 1999) . Tan and Platts (2002) investigate a connectance model for different production management systems and develop a software tool (TAPS) to address the issue of identifying the range of action plans and to assist managers in making strategic decisions.
A Supply Network consists of two or more organisations, being linked by materials, information and financial flows. These organisations may be firms producing parts, components and end products, logistic service providers or even customers. The Supply Chain Management is deputy to the coordination of all these distinct processes in the most efficient way. Supply Chain Management means transforming a company's supply chain into an optimally efficient, customer-satisfying process, where the effectiveness of the whole supply chain is more important than the effectiveness of any individual department. A supply chain, however, is not a simple linear sequence of connections, but rather, an intricate web-like structure. We are therefore operating with a complex network of relations and connections between different partners. On the one hand, market globalisation and products variety required by customers are trends from which no company can ignore but, on the other hand, the increased mix of products and the increased suppliers and customers stock, the fragmentation of orders and the consequent supply chain expansion demands continuing and increasingly complex control and managing systems. Modern enterprise must break barriers to the creation of connections with partners to maintain competitiveness, but, at the same time, they need more sophisticated methods to study and control how they are linked in their global network. If the number of partners increases, then production might increase, but system entropy and its indirect costs will increase as well. Managers' decisions and external resources and business can amplify or attenuate effects of such complexity on the Supply Chain. These and other considerations should warn us of the urgency for effective management strategies to preserve competitiveness, increase organisation and control complexity of the industrial supply chain. Understanding and improving this integrated network ecosystem is slightly more complicated. System analysis can contribute to overcome this short-sightedness because it allows the examination of elements and linkages in an interacting group as a whole. Now, "we are close to know just about everything there is to know about the pieces: but we are as far as we have ever been from understanding nature as a whole" (Barabasi, 2003) .
This work applies network analysis paradigms and ecological indicators to the modern supply chain in order to compute the complexity and organisation level of an industrial network. To frame this problem we apply here the analogy to ecological systems and for this purpose we try to introduce a set of network ecological measures. Three kind of similarities between industrial and ecological networks can be underlined to support this new approach:
• Similarity in network structure. Ecosystems are collections of plant and animal species organised in complicated web-like structures by which energy and matter are transformed and transferred. Analogously, the supply chain of a company consists of different departments, ranging from procurement of materials to customer service, and comprises a number of socio-economical activities that transform and transfer energy, information, goods and services; these processes create functional connections that link the activities to one another in a web-like structure. In both supply chain and ecological systems such web-like structures can be pictorially described by a network, which is necessary to make the system function.
• Similarity in flows. Flows exchanged inside the two kind of networks are of various and different natures, for example, ecological systems are usually described in terms of exchange of energy and matter, industrial supply chain exchange goods, money, etc.
In both cases the performance of the whole system is strongly dependent on the uncertainty of flows, on the number of nodes and edges and it is important to understand the trade-off between network complexity and network organisation of the structure. In fact, maximum efficiency (minimum complexity) for the network often means maximum vulnerability and less flexibility to sudden changes. In the other hand, high redundancy and complexity of nodes and edges links increase the total costs and reduce system performance.
• Similarity in nodes. Species inside an ecosystem are in relation with other species through a dependence relationship. In the same way, partners in a supply network have different roles inside the chain and are in a supplier-customer relationship with each other, with more or less dependence. In both cases it is important to measure how much a node is dependent on another node and how many links are redundant. The object of this paper is to investigate the complexity and organisation of the 'Supply Chain Network' (SCN) and working towards the development of a SCNA. By measuring flows of goods (measured in peaces, load units, money values or costs per year) between different sectors of activity within the supply chain borders, a network of flows can be built and successively investigated by network analysis, a set of tools often used by ecosystem ecology. By calculating the reciprocal dependence of compartments, the amount of resources that are involved in cycling, and the organisation of flows, network analysis shows a promising method to study the supply chain ecosystem and provides general criteria for improving organisation and consequent performance reducing entropy. In this context, options to improve organisation are also discussed. To this purpose we use here network analysis: one of the most powerful techniques for studying ecosystems, to analyse the structure of product and interaction flows in an industrial supply chain in northern Italy (Figure 1 ). The main objectives of this study are:
• to provide new criteria for assessing organisation and measuring complexity of SCN
• to apply them to the system under investigation to support the suggestion of strategies to reduce complexity and increase efficiency and competitiveness of companies
• to show the potential of network analysis not only as a method to deal with complex systems, but as a tool that provides a new perspective in which supply chain organisation and complexity can be framed. 
Literature review
Complexity reduction as a strategic goal for the operation has been investigated and measured by previous works in this field. Literature dealing with this topic can be classified on the basis of:
• Introductory and/or general studies. This research activity presents the whole problem of Supply Chain Performance Management and Control, underlines the special features of the modern supply network and introduces a large set of supply chain performance indices (i.e., Huan et al., 2004; Cox, 1999) .
• Statistical approaches. Analysis of correlations existing between qualitative measures of complexity and general supply chain performance indices (i.e., Perona and Miragliotta, 2004; Milgate, 2001; Cooper et al., 1995) .
• Analytical approaches to measure the complexity of supply chains and manufacturing systems.
This work belongs to the last group. The main approaches towards measuring system complexity are based on entropy measures: information-theoretic modelling of manufacturing organisations has led to the development of an entropic method to compute the static and dynamic complexity measure of a single manufacturing system (Karp and Ronen, 1992; Frizelle and Woodcock, 1994; Frizelle, 1996) . Karp and Ronen (1992) apply the information theory and the entropy measure to prove that steps toward smaller lots in production and JIT solutions imply less information needs. They use Shannon's theory (Shannon and Weaver, 1949) , which suggested using entropy as a measure of the amount of information passed from a transmitter to a receiver, and as an index of the uncertainty level of a stochastic process. Frizelle and Woodcock (1994) investigate the manufacturing system in terms of how complex it is by measuring the contribution that each operational source makes to its total complexity. A possible starting-point was to take an area where that concept was already well established to see if the ideas could be transferred to the measurement of manufacturing operations. They consider the manufacturing process to consist of an input of items, a process (work centre), an output and the unit of measure is the "equivalent product processes". The major conclusion of this research is that complexity has the effect of impeding flow by building ever bigger obstacles. This has the effect of extending lead times and making the operation less predictable, and for this reason, entropy seems to provide a measure of the complexity of an operation. A static complexity measure in terms of the processing requirements of the parts to be produced and machine capabilities has been defined in manufacturing systems by Deshmukh et al. (1998) . The first researchers assert that they need to quantify the notion of complexity in order to compare different system alternatives and variation in static complexity is studied with respect to part similarity, system size, variety of sub-system and product design changes. They argued that an increase in the static complexity results in an improvement in the system performance, if the system is operated optimally. Thus, it is not always detrimental to have an excess of static complexity, even though decision making is more difficult in this setting. Calinescu et al. (1998) investigate two complementary methods for measuring the complexity of modern manufacturing systems: Entropic method (Frizelle and Woodcock, 1994 ) and Meyer and Foley Curley (MFC) framework (Meyer and Foley Curley, 1995) . MFC method is generic, easy to implement and assess how knowledge complexity is combined with technology complexity in the development of software applications. A web-based expert system to assess the entropic measure of complexity of manufacturing organisations has been proposed by Efstathiou et al. (2002) . The tool is based on measures of the information-theoretic entropy of the systems and uses data supplied by the users to provide calculations and recommendations for improvement. One of the most notable examples of quantification of the complexity of a supply chain is the one introduced by Sivadasan et al. (2002) , in which a single customer-supplier relationship is analysed by the use of the information entropy measure. A method for measuring the complexities of an assembly system by applying information entropy has been introduced by Fujimoto et al. (2003) . Arteta and Giachetti (2004) develop a new complexity measure at the business process level of an organisation by creating a Petri net model of the system in order to derive the state probabilities for the system. They argue that less complex processes are easier to change and thus more agile, but much more extensive validation is needed to explore the link between agility and complexity (Arteta and Giachetti, 2004) .
Believing that information entropy represents a promising measure of supply chain complexity, the present paper theorises and applies a new approach which might be seen as a logical extension of the mentioned works on manufacturing system complexity. This paper aims to measure complexity and to link it with the organisation level of a supply network, as the ecosystem-level indices quantify global attributes of the ecosystem (Ulanowicz, 1984) . The analysis of ecosystem network trophic transfers (Ulanowicz, 2003) and ecological network indicators (Ulanowicz, 2004) are useful tools to study the performance of an industrial SCN, in order to understand and quantify the complexity of process interactions and to measure their organisation level and identify dynamical bottlenecks of the system. The software package 'Netwrk' has been developed by Ulanowicz and Kay (1991) and includes primary methods used in network analysis. It is utilised to analyse ecological flow networks and compute indices to describe the state of the food web and is today successfully applied by researches of National Oceanic and Atmospheric Administration (NOAA) for quantifying the flows and structures in the food web.
Method
Systems can be described as networks, constructions made of boxes and arrows; the former identify the components and the latter describe flows of various nature, for example ecological system are usually described in terms of exchange of energy and matter.
Flows can be divided in four classes:
(1) inputs from outside the system (2) flows between components (3) exports to other systems (4) dissipation losses.
A simple two compartment network is depicted in Figure 2 . Network analysis comprises several techniques for the systematic analysis of ecological flow networks. The four primary methods used in network analysis are assembled into a single software package, NETWRK (Ulanowicz and Kay, 1991) , including input-output analysis, trophic level analysis, cycling analysis and the calculation of indices that characterise the entire system. Ecological network analysis provides researchers with a set of tools that range from simple linear algebra consideration to graph theory, using a wide array of indices to classify, contrast and analyse ecosystem structure and function.
In this work, we concentrate on a particular procedure that has been derived from information theory (Shannon and Weaver, 1949) and successfully applied to the estimation of ecosystem growth and development (Ulanowicz, 1984) . We can sketch the flows of goods and materials (in pieces or money value per time period) inside a SCN or single production plant using a matrix [T] of flows which represents fluxes from compartment i to compartment j, that is, from row to column. If there are N compartments in the network, the matrix [T] will be composed of an N × N sub-matrix accommodating flows between compartments and rows and columns accounting for the inputs and outputs coming into and leaving the system. The 0th row and column, labelled IM, represents Imports of goods (or materials) into the system, the (N + 1)th row and column, labelled EXP., will account for Exports from the system (usable goods/materials), while the (N + 2)th row and column, labelled DISS., will stand for Dissipations. To help the comprehension and illustrate the method, an example is given in Figure 3 using a simple production system network with four work-stations in which unit measures of goods exchanges are arbitrary. If we represent the system using the matrix [T] in Table 1 , the Total System Throughput (TST) is simply the sum of all coefficients, that is to say, the 'size' of the system or the total amount of medium flowing through the network. In what follows we will often use contractions to shorten the formulae and t .. will stand for sum across all rows (first dot) and columns (second dot). In the same way, t i. will be the sum of the ith row and t .j the sum of the jth column. For the network above, the TST value will be 330.
Entropy and joint entropy
We depict a SCN as a collection of transition probabilities (i.e., the probability of finding a 'quantum' of the exchanged goods in a certain box at any time), and we compute the entropy (plog(p)) of the system considering inputs to any node and outputs from any node.
In particular, we represent the network as a weighted adjacency matrix, and we compute the entropy associated with row sums (probabilities of leaving the boxes) and columns sums (probabilities of entering the boxes). If, at a given time, we mark a particle at random that is travelling in the system, we will find the probability associated with the event "the particle is moving from compartment i to compartment j" and we will call this quantity the probability associated with the arrow from i to j.
Shannon introduced a measure of the entropy associated with the process X equal to the sum of the probabilities of each possible outcome i times the logarithm of the probabilities.
( )log ( ).
The entropy associated with the events like "a particle is leaving compartment i and entering compartment j" is usually called the joint entropy H O,I 
The entropy associated with outputs from compartments will therefore be 2 2 . . 0 0 .. ..
( )log ( ) log
and the entropy associated with inputs to compartments: ( )log ( ) log .
These quantities will be positive or null and will possess all the properties of entropies.
In the example network, we can compute the contribution of each coefficient to the joint entropy as -(t ij /t .. ) ⋅ (log(t ij /t .. )) ( Table 2) . By summing all contributions we obtain a joint entropy H I,O = 3.148 bits. In the same way, we can compute the contribution of each compartment to the entropy associated with inputs H I (Table 3) by computing the column sum t .j for each compartment: the contribution of compartment j will be -(t .j /t .. ) ⋅ (log(t .j /t .. )). The resulting entropy will be H I = 2.459. Using row sums, in a similar manner we can see that the entropy associated with outputs is H O = 2.192.
Conditional entropies
We may define conditional probabilities and entropies that will be associated with events of the form "a particle that is now in compartment i moves to compartment j". In this case we know that the particle is currently in compartment i, but we want to measure the uncertainty associated with the next destination. The associated entropy is:
In the same way we can define the conditional probability of a particle coming from compartment i once we know that it arrived in compartment j P O|I and the associated entropy H O|I . This important identity will be utilised in defining Average Mutual Information (AMI):
This identity tells us that the joint entropy is equal to the sum of the entropies associated with inputs (outputs) plus the conditional entropy on outputs given the inputs (inputs given the outputs).
Average Mutual Information (AMI) Index
If we define H I to be the entropy associated with inputs and H O the entropy associated with the outputs, we can measure how much the entropy decreases once we consider the conditional probabilities. We define the AMI as:
This formula explicitly states that the information is equal to the decrease in entropy associated with inflows once we know the outflows (or the decrease in outflows entropy once we know the inflows), and that AMI possesses symmetry. The AMI index of the network model in Figure 3 is:
2.459 2.192 3.148 1.503.
In a network of exchanges many configurations are compatible with the same Throughput level (TST). More constrained topologies are those in which a restricted number of flows exists, so that the medium is forced to move along a limited number of pathways. This occurs when compartments are more functionally specialised in the system. The AMI index measures such degrees of specialisation or amount of constraints on the medium. If the flows are constrained to follow a given path, then knowing that a particle is leaving compartment i also tells us that it will enter compartment j, leading, therefore, to the maximum possible AMI: this configuration is usually associated with a linear flow exchange (Figure 4(a) ). If, on the other hand, each compartment is connected, with the same flow, to all other compartments, the uncertainty is maximal H I,O = H I + H O and AMI = 0 (Figure 4(b) ). Intermediate configurations will lead to different values of AMI, that will be bounded by 0 (minimal AMI), and H I,O (maximal AMI).
The extreme values for AMI are sketched in Figure 4 which explains these concepts using a simple example: two networks possess the same Activity level (TST = 96 arbitrary units of medium), but Figure 4(a) is the most uncertain distribution, and the organisation level is null, while Figure 4(b) is completely determined and no uncertainty exists so that AMI reaches the maximum value. In Table 4 the new methodology presented in this paragraph and applied in the following is summarised and framed in seven principal steps.
Table 4
Principal steps of the methodology proposed
Methodology steps
(1) Measure flows of goods, money and interactions between different sectors of activity within the supply chain borders (2) Build a network of flows (1) Input from outside (2) Flows between components (3) Export to other systems (4) Dissipation losses (3) Build a matrix of flows and calculate total system throughput (4) Depict the network as a collection of transition probabilities (5) Calculate network indices (i.e., Average Mutual Information (AMI) index) (6) Compare results and identify critical parts/bottleneck (7) Improve and control supply network changements
Application and results
In order to represent goods exchanges costs in the supply network of an Italian industrial group selected to test the research methodology, the elements of the network had to be determined.
We proceeded to individuate eleven classes of nodes:
• first level suppliers (Supplier 1°L)
• second level suppliers (Supplier 2°L)
• raw material suppliers
• pre-assembled functional groups suppliers
• sub-contractors
• production plants
• logistic providers
• Factory Warehouse (FW)
• distributors
• retailers
• direct sales agencies.
To simplify this first research application of the ecological method, flows values are given in exchanges cost value year-1 (K€/year) and represented in Figure 5 , which depicts only a portion of the whole complex network of the industrial group considered. In many cases the values for fluxes were estimated using various sources provided by company annual reports and suppliers' and distributors' documentations. In this industrial case, flows are quantified using a cost function which considers the sum of the following cost typologies, each linked to the total amount of exchange existing between two different nodes:
• structure and organisation cost
• information management cost
• warehousing systems cost
• sales management cost
• transportation cost
• supplying cost
• goods and materials inventory cost. To increase network efficiency, we represented a possible improvement, made according to the management choices of the company. We depicted the resulting network in Figure 5(b) . At the same time, we tried to increase process efficiency, for example through specialisation of compartments, by the introduction of hubs in the system as Logistic Providers, Vendor Managed Inventory policy and four new distribution points.
We reduced dissipations and internal exchanges costs and cut redundant connections. The SCN has been translated in the total dependency matrix [T] as discussed in Section 3 and the computations explained above have been applied to quantify the supply chain organisation level and complexity level before and after the improvements. Figure 6 reports the values of system network indices and the percentages of improvement reached.
By measuring TST one quantifies the growth of the total supply chain costs, which depends on both magnitude of flows and number of compartments. As has been shown in the methods section, higher values of AMI pertain to flow structures that are maximally constrained with respect to matter and energy movement within the system. These ecosystems being considered also highly organised.
The two network models demonstrate that an increase in AMI index can be obtained by reducing dissipation and internal exchange costs, pruning away redundant connections and limiting resources/partners duplication if they are not coupled with some return for the system (and when the risk of disrupting the remaining connections is low, that is when the 'external environment' is more benign). In ecosystem networks, similarly, the presence of positive feedback cycles, in synthesis, would force ecological networks towards less redundant, more efficient configurations. In other words, the fact that ecosystems would develop in the direction of a more organised structure of exchanges and development is tracked as an increase in the mutual information of the exchange configuration.
Conclusions
Supply chains are often described as complex and extended networks. The great number of connections within partners, system integration and product variety increase the complexity of the supply chain and, as a consequence, its connected indirect costs. Many supply chains designed to be flexible and agile are constrained by their structural complexity to be inflexible. This interdisciplinary work tries to bring in a new methodology for measuring how much fluxes inside the supply chain are constrained. The structural similarity between an industrial network and an ecosystem network suggest the comparison of supply chains with ecological systems. Information entropy measures started to be applied in Ecology analysis to study ecosystems growth and Ulanowicz et al. (1984 Ulanowicz et al. ( , 2003 Ulanowicz et al. ( , 2004 have developed a suite of ecosystem level indices based on information theory to quantify the global attributes of the ecosystem network. Two of them are TST and AMI. This paper applies ecological indicators to modern supply chain performance quantification. Finally, the sensitivities of the information system indices applied in this paper appear to identify the dynamical bottlenecks in supply chain connections and provide consideration of supply chain improvement in an organisation.
This first research demonstrates the great power of ecological network analysis applied in the Industrial Supply Chain context. Appreciable features of the proposed research are:
• it demonstrates the great power of ecological network analysis and introduces a new strong interdisciplinary link between SCM and ecosystem theory in ecology
• it stresses the idea of the urgency in measuring both organisation and complexity of the whole supply network with a small set of general performance indices
• it provides a short and easy way for a first preliminary feasibility study of a supply network optimisation: it identifies the dynamical bottlenecks and critical portions of web connections and provides consideration of supply chain improvement in an organisation, after which each portion could be analysed in depth with traditional and analytical methods.
In the second part of this research it is important to develop guidelines to support the choice of the best unit of measure which depicts heterogeneous network exchanges and to tries to consider the 'time factor' on the network configuration (dynamic network and static network). Moreover, it will be necessary to investigate the usability in practice, of this set of measures. Up to now the practical use of this methodology has been rather difficult and much work is needed to make this approach usable by companies, even by experts. A company could apply this set of performance measures to quantify the potential of structural changes in the supply network and understand the impact of strategic choices on the whole system and to compare the actual structure of the network (as is) with the future structure (to be). In practice, this methodology would be applied by the use of a specific software, useful to analyse the network structure and compute, quickly, the entropic measures and to identify system bottleneck and criticality.
