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Abstract
In this paper we give Banach ﬁxed point theorems and explicit estimates on the rates
of convergence of the transition function to the stationary distribution for a class of
exponential ergodic Markov chains. Our results are diﬀerent from earlier estimates
using coupling theory, and from estimates using stochastically monotone one. Our
estimates show a noticeable improvement on existing results if Markov chains
contain instantaneous states or nonconservative states. The proof uses existing
results of discrete time Markov chains together with h-skeleton. At last, we apply this
result, Ray-Knight compactiﬁcation and Itô excursion theory to two examples: a class
of singular Markov chains and Kolmogorov matrix.
Keywords: exponential ergodicity; Markov chain; ﬁxed point theorem; Poisson point
process
1 Introduction
Throughout this paper, unless otherwise speciﬁed, let {Xt ; t ∈ [,∞)} be a time homo-
geneous, continuous time Markov chain with an honest and standard transition function
pij(t) on a state space E = {, , , . . .}, and its density matrix isQ = (qij), qi = –qii. Let Px and
Ex denote the probability law and expectation of the Markov chain respectively under the
initial condition of X = x, where x ∈ E. Let X = (Ω ,F ,Ft ,Xt , θt ,Px) be the right process
associated with pij(t).
In this paper we consider the Markov chain which is an exponential ergodicity, that
means, there is a unique stationary distribution π = (πj) (j ∈ E), constants Ri < ∞ and





for all i, j ∈ E. Our goal is to ﬁnd out the computable bounds of the constants Ri and α,
especially α.
There has been considerable recent work on the problem of computable bounds for
convergence rates of Markov chains. Recently, the authors (see [–]) gave the bounds of
convergence rates for Markov chains. Their main methods are based on renewal theory
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and coupling theory. And in [–], the authors gave the convergence rates of stochasti-
cally monotone Markov chains. Their results and methods have the advantages of being
applicable to some Markov chains or processes.
However, their methods are not ﬁtted for the general continuous time Markov chains,
especially when the symmetric condition, coupling condition or stochastically monotone
one is not satisﬁed. For example, the bounds of Markov chains with instantaneous states
such as Kolmogorov matrix, or the regular birth and death process. In this paper, we dis-
cuss this problem.
Let i ∈ E and suppose that X = i, deﬁne
T =
{
inf{t > |Xt = i} if this set is not empty,
+∞, otherwise




inf{t > T|Xt = j} if this set is not empty,
+∞, otherwise.
Our central result is the following theorem.
Theorem  Suppose that pij(t) is an irreducible and ergodic transition function with sta-
tionary distribution {πj, j ∈ E} and m ∈ E is a stable state. If there is a positive constant λ




λ + (qm – λ)(Em{eλτ+m} – ) ,




∣∣ ≤ Rie–αt .
In this paper we shall ﬁrst develop the methods in [] to the continuous time situation,
which leads to considerable improvements of convergence rates. And this result shall be
in a wider range of application than existing results in [–]. Next we shall give some
fundamental lemmas and the proof of the main theorem in this paper. Finally, we shall
apply our result and the Itô excursion theorem to compute two examples in Section ,
which will show the advantages of our result.
2 Proof of Theorem 1
2.1 Deﬁnitions and some fundamental lemmas
Let {Yn}∞n= be a time homogeneous Markov chain with one-step transition matrix Π =
(Πij) on the state space E. Suppose that {Yn}∞n= is an aperiodic, irreducible ergodicMarkov
chain with a transition function Πij and stationary distribution πj (j ∈ E). Let Π = (Πij(n))
be an n-step transition matrix and η+i = inf{n|n≥ ,Yn = i} for all i ∈ E.
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Deﬁnition  We say that {Yn}∞n= is ρ-geometrically ergodic (for short, geometrically er-
godic) if there exits a number ρ with  < ρ <  such that
∣∣Πij(n) – πj
∣∣ < Cijρn ()
for any n ∈N and i, j ∈ E, where ρ is called ergodic index.
Lemma  SupposeΠij and πj are deﬁned as above,m ∈ E is a ﬁxed state, a < , b > , there
is a function V (x)≥  on E such that
∑
ij
ΠijV (j) = aV (i) + bI{m}(i) ()





ρ – ( –M–)V (i)ρ
n ()
for  > ρ >  –M–, where
M = ( – a)
{






( – a)b + b
]}
. ()
Proof From () together with Theorems . and . in [], we can get the proof of
Lemma . 
Deﬁnition  Given a number h > , the discrete time Markov chain {Xnh}∞n= having a
one-step transition function pij(h) (and therefore an n-step transition function pij(nh)) is
called the h-skeleton of {Xt , t ≥ }.
Lemma  Suppose that pij(t) is an irreducible and ergodic transition function, m ∈ E is a
ﬁxed state; for a constant λ ( < λ < qm), we have Em{eλτ+m} <∞. Let
ηhm = inf{nh|n≥ ,Xnh =m}












 – ( – e(λ–qm)h)Em{eλτ+m} . ()
Proof It is obvious thatm is not an absorbing state, otherwise pij(t) is reducible. Suppose
that Ei{eλτ+m} <∞. Let
τ = inf{t|Xt =m},
γ = inf{t|t > τ,Xt =m},
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τk+ = inf{t|t > γk ,Xt =m}
and
γk+ = inf{t|t > τk+,Xt =m},
where k = , , . . . andm is recurrent. Then the stopping timesmentioned above are almost
surely ﬁnite and
τ < γ < τ < γ < · · · .
From the strong Markov property of X, it is easily known that γ – τ,γ – τ,γ – τ, . . .
are independent identically distributed exponential random variables with mean qm. So
we have Pi{γk – τk ≤ h,∀k} = .
We can easily get ηhi ≤ τ + h on {γ – τ > h} and ηhm ≤ τk+ + h on
{γk+ – τk+ > h,γn – τn ≤ h,∀n≤ k}.














eληhm ;γk+ – τk+ > h,γn – τn ≤ h,∀n≤ k
}







eλτk+ ;γk+ – τk+ > h,γn – τn ≤ h,∀n≤ k
]
. ()














eληhm ;γk+ – τk+ > h,γn – τn ≤ h,∀n≤ k
}






eλτk+ ;γk+ – τk+ > h,γn – τn ≤ h,∀n≤ k
]
. ()
If i =m, then we have, for each k ≥ ,
Ei
[
















eλτk+ ;γn – τn ≤ h,∀n≤ k|Fτk
]}











eλτ+m ;T ≤ h
]








eλτk ;γn – τn ≤ h,∀n≤ k – 
}

































































By () and the equations above we have
Ei
[



























 – ( – e(λ–qm)h)Em{eλτ+m} .






 – ( – e(λ–qm)h)Em{eλτ+m} .
So Lemma  is proved. 
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Proposition  (see [], p.) Let {Gk ,k = , , . . .} be at most countable collection of un-
bounded open subsets of (,∞). Then, in any nonempty open subinterval I of (,∞), there
exits a number h with the property that for each k, nh ∈Gk for inﬁnitely many integers n.
2.2 Proof of Theorem 1
() For each h >  such that ( – e(λ–qm)h)Em{eλτ+m} < , we write phij(n) for the transition
function of h-skeleton {Xnh}∞n=. Consider
Vh(i) =
{
Ei{eληhm} if i =m,
 if i =m
and



































































By () we have
∑
j∈E
phijVh(j) = ahVh(i) + bhI{m}(i)
for any i ∈ E. By () we know that phij(n) satisﬁes the drift inequality.










( – ah)bh + bh
]
.





ρ – ( –M–h )
Vh(i)ρn ()
for any  > ρ >  –M–h from Lemma .
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λ + (qm – λ)(Em{eλτ+m} – ) ,






e–αh – ( –M–h )
Vh(i)e–αnh. ()

























for i ∈ E and l > , which is a class of nonempty and unbounded open sets on (,∞). From
Proposition , for every Gil , there exists  < h < ε such that there are inﬁnitely many nh
belonging to Gil , where n = , , . . . .








e–αh – ( –M–h )
Vh(i)e(β+l
––α)nh,
which gives βi + l– – α ≥ .
By the arbitrariness of l and α, we get
βi ≥ λ

λ + (qm – λ)(Em{eλτ+m} – ) .
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From the deﬁnition of βi, it is easy to know that for any α > ,
α < λ

λ + (qm – λ)(Em{eλτ+m} – )













The constant α∗ is called the maximal exponentially ergodic constant of a transition func-
tion pij(t).
Remark  If pij(t) is irreducible, m is a stable state and λ >  which make Em{eλτ+m} < ∞,
then we know that pij(t) is still ergodic and the result in Theorem  remains valid from the
proof of Theorem .
Remark  From Theorem  and Deﬁnition  we know
α∗ ≥ λ

λ + (qm – λ)(Em{eλτ+m} – ) .
3 Two examples
In this section we compute the maximal exponentially ergodic constants for two types
of chains: a kind of singular Markov chain in which all states are not conservative and
Kolmogorov matrix in which state  is an instantaneous state.
3.1 A kind of singular Markov chain




–q    · · ·
 –q   · · ·
  –q  · · ·








where  < q < q < · · · < qn < · · · < ∞ and infi q–i =  for i = , , . . . . In this case the tran-
sition function with Q-matrix above is not unique (see [, ]), but the honest transition
function pij(t) with Q-matrix is unique and its resolvent is
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akRminkm () = ,
where Rminij (λ) is the resolvent of the minimal transition function pminij (t). From [] it is
known that this chain is not symmetric, so we cannot discuss its ergodicity with coupling
theory. We also cannot adapt existing results to this chain. The following are our main
methods and result.
.. Ray-Knight compactiﬁcation
Theorem  For the Markov chain with Q-matrix (), the Ray-Knight compactiﬁcation





t|t > ,∀ε > , there are inﬁnite jumps of X in (t – ε, t + ε)}.
Then we have
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After the Ray-Knight compactiﬁcation, theMarkov chainX = (Ω ,F ,Ft ,Xt , θt ,Px) is the
right process with the transition function pij(t). 
Remark  This chain also holds the strong Markov property.
.. Excursion leaving from state ∞
For each i ∈ E, let
σi = inf{t ≥ |Xt = i}
be the hitting time of state i. By T, σ and σi deﬁned above, we have Pi[σ <∞] =  (i ∈ E).
Consider excursion leaving from state ∞ of X, and let ϕ(x) = Ex[e–σ∞ ] for x ∈ E ∪ {∞};
it is easily veriﬁed that ϕ(·) is a -excessive function of X.
And then we have the following result.
Theorem  There exists a continuous additive function Lt of X such that
() Ex{∫ ∞ e–s dLs} = ϕ(x) for any x ∈ E ∪ {∞};










where η∞(w) = inf{t|t > ,w(t) = ∞}. We write U for Boolean algebra on U , {Wt}t≥ for
coordinate process, {Ut}t> for natural ﬁltration and θt for shift operator. (U ,U ) is called
the excursion space.
For any t ≥ , deﬁneβt = inf{s|Ls > t}, {βt} is the right reverse of local time Lt . LetDp(ω) =
{t|βt– < βt}. We have known that between excursion leaving from state ∞ of X and Dp(ω)
is one-to-one correspondence (see [, ]).
Theorem  For any t ∈Dp, let
Yt(ω) =
{
Xβt–+s(ω), if ≤ s < βt – βt–,
∞, if s≥ βt – βt–,
then {Yt ; t ∈ Dp} is the Poisson point process on the excursion space (U ,U ) (see []), and
the characteristic measure Pˆ(·) satisﬁes
Pˆ





akpminki (t) · · ·pminin–in (tn – tn–).




() The state space of the right process X is E ∪ {∞}, where ∞ is the branching point;
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() The local time Lt of X on S∞ is continuous;








for all k ∈ E.
.. Maximal exponentially ergodic constant
The following theorem gives the stationary distribution.





, ∀i ∈ E.

















k= akq–k < +∞.




















Then we complete the proof. 
In the following we discuss the conditions of exponential ergodicity and convergence
rate of exponential ergodicity.
Theorem  If
 < λ < a∑∞
k= ak(qk – q)–
∧ q, ()
then for some (and then for all) i ∈ E, Ei[eλσ ] <∞, pij(t) is exponentially ergodic.Moreover,
for this λ, if
α < λ

λ + (q – λ)(E{eλτ+ } – )
,


















∣∣ ≤ Rie–αt .















In the following we compute E∞[eλσ ].




s|W (s) = i} (i ∈ E), η∞ = inf{s|Ws =∞}.
When s > η∞,W (·) equal to ∞, so ηi > η∞ equal to ηi =∞. Let
C = {W |W = }, C = {W |W = }.
Obviously C,C ∈ U and C ∪C =U . Let τ = inf{t|βt > σ} (t > ) and
Zt = {s|s ∈Dp, s≤ t,Ys ∈ C},
where A denotes the cardinal of A, then we have
P∞{τ > t} = P∞{Zt = 
}
= e–at ,
which gives that τ is exponential random variable with mean a.


























































































Therefore, if () is satisﬁed, then we have E∞[eλσ ] <∞, which gives Ei[eλσ ] <∞. From
[], Lemma ., we know that pij(t) is exponentially ergodic.










for any i ∈ E from Theorems  and .

























We complete the proof of this theorem. 
Remark  Obviously, the maximal exponentially ergodic constant satisﬁes
α∗ ≥ λ

λ + (q – λ)(E{eλτ+ } – )
.
3.2 Kolmogorovmatrix
This following example contains an instantaneous state.





–∞    · · ·
q –q   · · ·
q  –q  · · ·










i= qi– < ∞. This matrix is called the Kolmogorov matrix. There are inﬁnitely
many dishonest processes with thisQ-matrix. The authors (see [, , ]) have shown that
the process with the following resolvents is the only honest one.




























(i, j ≥ ),
where λ >  and the state space is E = {, , , . . .}.
Obviously, the transition function pij(t) which corresponds with the resolvents above is
the only honest one. Though this chain is weakly symmetric, its convergence rate is still
unknown because of its instantaneous state.
.. Ray-Knight compactiﬁcation
Theorem  For the Markov chain with Q-matrix above, the Ray-Knight compactiﬁcation
of the state space E is still E, X = (Ω ,F ,Ft ,Xt , θt ,Px) is the right process with the transition
function pij(t).
Proof It is obvious that
lim
i→∞Rij(λ) = Rj(λ).
By using the methods in [], we show that E = E. In the Ray-Knight topology, instanta-
neous state  is the limit point of sequences {, , . . .}. So we know that the Markov chain
X = (Ω ,F ,Ft ,Xt , θt ,Px) is the right process with the transition function pij(t) (see [,
]). 
Remark  This chain holds the strong Markov property.
.. Excursion leaving from state 
For each i ∈ E, the deﬁnition of T, σ , σi as above. Then obviously for each i ∈ E, we have
Pi[σ <∞] = , which means that instantaneous state  is a recurrent state of X.





for all x ∈ E; it is easily veriﬁed that ϕ(·) is a -excessive function of X.
And then we have the following result.
Theorem  There exists a continuous additive function Lt of X such that
() Ex{∫ ∞ e–s dLs} = ϕ(x) for all x ∈ E;
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where η(w) = inf{t|t > ,w(t) = }. We write U for Boolean algebra on U , {Wt}t≥ for co-
ordinate process, {Ut}t> for natural ﬁltration and θt for shift operator. (U ,U ) is called the
excursion space.
For any t ≥ , let βt = inf{s|Ls > t}, {βt} be the right reverse of local time Lt . Let Dp(ω) =
{t|βt– < βt}. We have known that between excursion leaving from state  of X and Dp(ω)
is a one-to-one correspondence.
Theorem  For any t ∈Dp, deﬁne
Yt(ω) =
{
Xβt–+s(ω), if ≤ s < βt – βt–;
, if s≥ βt – βt–,
then {Yt ; t ∈ Dp} is the Poisson point process on the excursion space (U ,U ), and the char-
acteristic measure Pˆ(·) satisﬁes
Pˆ





pminki (t) · · ·pminin–in (tn – tn–).





() The state space of the right process X is E, where  is the branching point;
() The local time Lt of X on S is continuous;








for all k ∈ E\{}.
.. Maximal exponentially ergodic constant
The following theorem will give the stationary distribution.












for all j ∈ E\{}.
Yan et al. Fixed Point Theory and Applications  (2015) 2015:197 Page 16 of 18



















for each i≥ .
Thus the proof is completed. 
In the followingwe discuss the conditions of exponential ergodicity and the convergence
rates of exponential ergodicity.
Theorem  If
 < λ < ∑∞
k=(qk – q)–
∧ q, ()
then for some (and then for all) i ∈ E, Ei[eλσ ] <∞, so pij(t) is exponentially ergodic.More-
over, for this λ, if
α < λ




















∣∣ ≤ Rie–αt .















Then we will compute E{eλσ}. Consider the coordinate processW (s) on the excursion
space (U ,U ). For any i ∈ E, deﬁne
ηi = inf
{
s|W (s) = i}.
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Let
C = {W |W = } and C = {W |W = },
then we know that C,C ∈ U and C ∪C =U .
Let τ = inf{t|βt > σ} (t > ) and
Zt = {s|s ∈Dp, s≤ t,Ys ∈ C},
we have
P{τ > t} = Pˆ{Zt = 
}
= e–Pˆ(W=)t = e–t ,

























































































Therefore, if () is satisﬁed, then we get that E[eλσ ] < ∞ and Ei{eλσ} < ∞. From
Lemma . in [], p., we know that pij(t) is exponentially ergodic.










for any i ∈ E from Theorem .
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So the result is proved from Theorem . 
Remark  According to the results above, the maximal exponentially ergodic constant
of this example satisﬁes
α∗ ≥ λ

λ + (q – λ)(E{eλτ+ } – )
.
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