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1. Introduction
The theory of majorizationwas originated during the first two decades of the 20th century. For two
vectors x, y ∈ Rn, the set of all n-tuples of real numbers, x is said to be majorized by y, and is denoted
by x ≺ y, whenever∑ki=1 x↓i  ∑ki=1 y↓i , for all k = 1, . . . , n − 1, and∑ni=1 x↓i = ∑ni=1 y↓i . Here x↓i
denotes the ith largest number between the components of a vector x ∈ Rn.
This notion has different applications in various domains such as matrix analysis [1,2], the theory
of frames [3,13], graph theory [7], and quantummechanics [5,11,12]. The extension of this concept to
infinite dimensions has also received some applications, especially in operator theory [8].We also refer
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the reader to the standard text of Marshall and Olkin [9], in which one can find a complete discussion
of the subject and its applications to some other branches of Mathematics.
It is a well-known fact that for x, y ∈ Rn, x ≺ y if and only if there exists a doubly stochastic n× n
matrixD such that x = Dy (see, for example, [1]). Recall that an n×nmatrixD = (dij) is called doubly
stochastic if dij  0, for all i, j = 1, . . . , n, and each of its row sums and column sums are equal
to 1. In view of this equivalent condition, the class of doubly stochastic matrices plays a central role
in this theory and furnishes the possibility to define the majorization relation on some other spaces.
For example, matrix majorization is one of these natural extensions. We refer the interested reader to
[6,10] for definitions and further study in this subject.
In this paper,we use the class of doubly stochastic operators on ∞, the Banach space of all bounded
real sequences, to extend themajorization relationon this space.Wewill investigate someproperties of
majorization on this space and its closed linear subspaces c, the space of all convergent sequences, and
c0, the space of all sequences which converge to 0, and then consider the problem of linear preservers
of majorization on these spaces.
In finite dimensions, a linearmap T : Rn → Rn is said to preservemajorization if whenever x ≺ y,
for x, y ∈ Rn, then Tx ≺ Ty. It is known that a linear map T : Rn → Rn preserves majorization if and
only if T has one of the following forms.
(i) T(x) = tr(x)a, for some a ∈ Rn.
(ii) T(x) = βP(x) + γ tr(x)e for some β, γ ∈ R and a permutation P : Rn → Rn.
Here tr(x) = ∑ni=1 xi is the trace of a vector x ∈ Rn, and e ∈ Rn denotes the vector (1, 1, . . . , 1) (see
[1]).
In [4], after defining the majorization relation on p spaces, the authors have characterized the
linear preservers of majorization on these spaces. It is proved that, if (tij) is an infinite matrix which
represents the bounded linear operator T : p → p then T is a majorization preserver if and only if
the columns of (tij) are permutations of each other and, in the case 1 < p < ∞, in each row of it there
is at most one non-zero entry, while for p = 1, each row of (tij) either contains exactly one non-zero
entry or all the entries of the row are equal.
In this paper, wewill obtain the structure of linear preservers of majorization on the Banach spaces
cand c0. It is seen that the problemof characterizing the linear preservers ofmajorization on cdemands
first to consider the same problem on c0. It is proved here that the structure of these maps on c0 is
exactly the same as that on p spaces, with 1 < p < ∞, with the exception that, in this case, the
columns of the corresponding infinite matrix belong to c0, rather than the space 
p. Using this result,
the structure of linear preservers of majorization on c is obtained in Section 3. In the last section, we
introduce two different classes of linear preservers of majorization on ∞ which will demonstrate
some important differences between the structure of these maps on ∞ and those on p spaces, for
1  p < ∞, aswell as those on cand c0. In particular,wewill see that the columns of a linear preserver
of majorization on ∞ are not necessarily permutations of each other, and that one may construct a
linear preserver on ∞ whose rows contain two or more distinct non-zero scalars. We then obtain
some general properties of linear preservers of majorization on ∞.
2. Majorization on ∞ and its closed linear subspace c
Let ∞ be the Banach space of all bounded real sequences, with the norm
∀f ∈ ∞, ‖f‖∞ = sup
n∈N
|f (n)|.
Each f ∈ ∞ can be represented in the form ∑∞n=1 f (n)en, where the series is understood to be
convergent in the weak*-topology. Here en ∈ ∞ denotes the sequence en(j) = 0 for all j 	= n, and
en(n) = 1.
Following the same procedure as that of [4], we use doubly stochastic operators on ∞ to define
themajorization relation on this space. Hence it is necessary first to define these operators on ∞. We
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recall that an operator D0 : 1 → 1 is called a doubly stochastic operator on 1 if it is positive, i.e.
D0f  0 for each non-negative f ∈ 1, and
∀n ∈ N,
∞∑
m=1
D0en(m) = 1, ∀m ∈ N,
∞∑
n=1
D0en(m) = 1.
The set of all doubly stochastic operators on 1 is denoted by DS(1). We refer the reader to [4], for
more details.
Definition 2.1. A bounded linear operator D : ∞ → ∞ is called a doubly stochastic operator if
there exists a doubly stochastic operator D0 ∈ DS(1) such that D = D∗0, i.e. for every f ∈ ∞ and
g ∈ 1, 〈Df , g〉 = 〈f ,D0g〉, where 〈·, ·〉 : ∞ × 1 → R denotes the dual pairing between 1 and its
dual space, ∞. The set of all doubly stochastic operators on ∞ is denoted by DS(∞)
Lemma 2.2. Let D ∈ DS(∞). Then there exists a family of non-negative real numbers {dmn | m, n ∈ N}
with
∀m ∈ N,
∞∑
n=1
dmn = 1 and ∀n ∈ N,
∞∑
m=1
dmn = 1 (1)
and such that for all f = ∑∞n=1 f (n)en in ∞,
Df =
∞∑
m=1
( ∞∑
n=1
dmnf (n)
)
em.
Proof. Suppose D0 ∈ DS(1) satisfies D∗0 = D and let dmn := (D0em)(n), for all m, n ∈ N. Then
clearly the family {dmn | m, n ∈ N} satisfies (1). Now for f = ∑∞n=1 f (n)en ∈ ∞ andm ∈ N,
〈Df , em〉 = 〈f ,D0em〉 =
∞∑
n=1
f (n)(D0em)(n) =
∞∑
n=1
dmnf (n).
Therefore, Df = ∑∞m=1〈Df , em〉em = ∑∞m=1 (∑∞n=1 dmnf (n))em. 
The following lemma which, in some respect, is the converse of the previous lemma, furnishes us
with a method to construct doubly stochastic operators on ∞.
Lemma 2.3. Let {dmn | m, n ∈ N} be a family of non-negative real numbers which satisfies the two
relations of (1), in Lemma 2.2. Then there exists a doubly stochastic operator D : ∞ → ∞ which is
represented by the infinite matrix (dmn), in the sense that
∀f ∈ ∞, ∀m ∈ N, Df (m) =
∞∑
n=1
dmnf (n).
Proof. According to [4], Proposition 2.6, there exists a doubly stochastic operator D0 : 1 → 1 such
that, for allm, n ∈ N, D0em(n) = dmn. Let D := D∗0 ∈ DS(∞). Then, for all f ∈ ∞ and allm ∈ N,
〈Df , em〉 = 〈f ,D0em〉 =
∞∑
n=1
f (n)dmn,
which proves our claim. 
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According to Lemmas 2.2 and 2.3, it is worth noting that, unlike general linear operators on ∞, a
doubly stochastic operator on this space is completely determined by its action on the set {en | n ∈ N}.
We are now ready to define the majorization relation on ∞.
Definition 2.4. For f and g in ∞, f is said to be majorized by g (or, g majorizes f ), and is denoted by
f ≺ g, if there exists D ∈ DS(∞) for which f = Dg.
For a one-to-one map σ : N → N, let Pσ : ∞ → ∞ be defined for each f ∈ ∞ by
Pσ f =
∞∑
n=1
f (n)eσ(n).
Then Pσ is a well-defined bounded linear operator on 
∞. If, moreover, σ is onto then Pσ is called a
permutation. The set of all permutations on ∞ is denoted by P . Note that each permutation Pσ ∈ P
is invertible with P−1σ = Pσ−1 .
Clearly, every permutation is a doubly stochastic operator. Therefore, if P is a permutation on ∞
then for each f ∈ ∞, Pf ≺ f . In order to construct other examples for majorization on ∞, we use the
following notation. Let n ∈ N and suppose f0 : {1, . . . , n} → R is an element of Rn. Then for each
f ∈ ∞, we use (f0, f ) to denote a sequence in ∞ which is defined as follows.
∀j ∈ N, (f0, f )(j) =
⎧⎨
⎩ f0(j) if j  n,f (j − n) if j > n.
Example2.5. Forn ∈ N, supposeD0 = (d0ij)n×n is adoubly stochasticn×nmatrixand letD ∈ DS
(
∞
)
.
Then, using Lemmas 2.2 and 2.3, one easily constructs a doubly stochastic operator on ∞, denoted by⎛
⎝ D0 0
0 D
⎞
⎠, which is defined, for all i, j ∈ N, as follows:
⎛
⎝ D0 0
0 D
⎞
⎠ ej (i) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
d0ij if 1  i  n , 1  j  n,
0 if either 1  i  n, j > n or 1  j  n, i > n,
Dej−n(i − n) if i, j > n.
It is seen that, if f0 ∈ Rn and f ∈ ∞ then⎛
⎝ D0 0
0 D
⎞
⎠ (f0, f ) = (D0f0,Df ).
Hence, for f0, g0 ∈ Rn and f , g ∈ ∞, if f0 ≺ g0 and f ≺ g then (f0, f ) ≺ (g0, g). Therefore, if f0 ≺ g0,
for some f0, g0 ∈ Rn, then for each f ∈ ∞ and P ∈ P , (f0, Pf ) ≺ (g0, f ).
The previous example provides us with some cases of majorization on ∞ which illustrates one
of the major differences between the majorization on this space and that on spaces Rn and p, for
1  p < ∞. As we know, in these latter spaces, if f ≺ g and g ≺ f then there exists a permutation
such that f = Pg (see [9,4]). However, as the following example shows, the majorization relation on
∞ fails to satisfy this property.
Example 2.6. Let f , g ∈ ∞ be defined as follows:
f (1) = g(4) = 4, f (2) = g(3) = −1, f (3) = g(2) = 1, f (4) = g(1) = 2,
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and, f (n) = f (n − 4) and g(n) = g(n − 4), for all n  5. Then there is a permutation P on ∞ such
that f = Pg. Therefore, f ≺ g. For f0 = (2,−1, 1, 2) and g0 = (1, 0,−1, 4) inR4, a direct calculation
shows that f0 ≺ g0. Hence, according to the previous example,
f˜ := (f0, f ) = (2,−1, 1, 2, 4,−1, 1, 2, 4,−1, 1, 2, . . .)
≺ g˜ := (g0, g) = (1, 0,−1, 4, 2, 1,−1, 4, 2, 1,−1, 4, . . .).
We now express f˜ and g˜ in another form. If f1 := (2,−1) and g1 := (1, 0) then, this time, g1 ≺ f1.
We also have
f˜ = (f1, 1, 2, 4,−1, 1, 2, 4,−1, . . .) and g˜ = (g1,−1, 4, 2, 1,−1, 4, 2, 1, . . .)
Since in these new forms, the second parts are again permutations of each other we obtain the reverse
relation g˜ ≺ f˜ . Note that 0 ∈ {g˜(n) | n ∈ N} \ {f˜ (n) | n ∈ N}. Therefore, f˜ and g˜ are not permutations
of each other.
In spite of the previous example, there are still some similarities between themajorization relation
on ∞ and on other spaces. For example, as the next theorem implies, if f ≺ g then f is less distributed
than g.
Theorem 2.7. For f and g in ∞, suppose f ≺ g. Then inf g  inf f  sup f  sup g and
lim inf g(n)  lim inf f (n)  lim sup f (n)  lim sup g(n).
Proof. Let g be non-zero and suppose D : ∞ → ∞ is a doubly stochastic operator which satisfies
f = Dg. The first set of inequalities are clear. To prove the second inequalities, we first note that f ≺ g
if and only if f + a ≺ g + a, for each a ∈ R considered as a constant sequence. Hence, using a
translation, if necessary, we may assume that lim inf g(n)  0  lim sup g(n). Let α := lim sup g(n).
For  > 0 there exists N ∈ N such that g(n) < α + 
2
, for all n  N. Let {dij | i, j ∈ N} be the family
of non-negative real numbers corresponding to D, introduced in Lemma 2.2. Then there existsM ∈ N
such that for allm  M,∑Nj=1 dmj < 2‖g‖∞ . Therefore, for anym  M,
f (m) =
∞∑
j=1
dmj g(j) =
N∑
j=1
dmj g(j) +
∞∑
j=N+1
dmj g(j)

N∑
j=1
dmj‖g‖∞ +
∞∑
j=N+1
dmj(α + 
2
) < α + .
Hence lim sup f (n)  lim sup g(n).
The inequality lim inf g(n)  lim inf f (n) follows easily from the previous argument and the fact
that −f = D(−g). 
Remark 2.8. Let D ∈ DS(∞). According to the previous theorem, if f ∈ c ⊂ ∞ then Df ∈ c
and lim(Df )(n) = lim f (n). Therefore, the restriction of D to the closed linear subspace c of ∞ is an
operator on c and its restriction to c0 is an operator on this subspace, i.e. the majorization relation is
well-defined on the closed linear subspaces c and c0 of 
∞. We use the notation DS to denote the set
of all doubly stochastic operators on ∞ and its closed linear subspaces c and c0.
We continue this section by considering the majorization relation on these closed subspaces. Let e
denote the constant sequence 1. Then the sets {en | n ∈ N} and {en | n ∈ N} ∪ {e} form, respectively,
Schauder bases for c0 and c. For f ∈ c, we use the notation lim f in place of limn→∞ f (n). Then every
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f ∈ chas the representation f = (lim f )e +∑∞n=1(f (n) − lim f )en, where the series converges in the
norm topology.
The next lemma follows directly from Theorem 2.7.
Lemma 2.9. For f , g ∈ c, if f ≺ g then lim f = lim g.
In Example 2.6, we saw that there are sequences f , g ∈ ∞ with f ≺ g and g ≺ f without,
necessarily, each being a permutation of the other. However, in the spaces cand c0 this does not happen.
To see this fact, we need the following lemma whose proof is, in some respect, similar to Theorem 3.5
of [4]. However, for the sake of completeness, we bring here its proof. Let us first introduce some
notations.
For a real number a, let φa, ψa : R → R be the non-negative convex functions defined, for each
x ∈ R, by
φa(x) = max{x − a, 0}, ψa(x) = −min{x − a, 0} = max{a − x, 0}.
Then, for each f ∈ c0 and all a > 0 and b < 0, we have∑
n∈N
φa
(
f (n)
) = ∑
n∈N
φa
(
f+(n)
)
,
∑
n∈N
ψb
(
f (n)
) = ∑
n∈N
φ|b|
(
f−(n)
)
,
where f+ = max{f , 0} and f− = −min{f , 0}. We recall that for a function f : N → R, the support
of f , denoted by supp(f ), is the set {n ∈ N | f (n) 	= 0}.
For a non-negative f ∈ c0, let {An(f ) | n ∈ N} be a family of subsets of supp(f ) defined, inductively,
as follows:
A1(f ) = {k ∈ supp(f ) | f (k) = ‖f‖∞},
and for each n  2,
An(f ) =
⎧⎪⎨
⎪⎩k ∈ supp(f ) | f (k) = ‖f −
∑
j∈∪n−1i=1 Ai(f )
f (j)ej‖∞
⎫⎪⎬
⎪⎭ .
Clearly An(f ) ∩ Am(f ) = ∅, for n 	= m, and supp(f ) = ⋃n∈N An(f ). Let fn denote the value of f on the
set An(f ), if this set is non-empty, and define it equal to 0, if An(f ) = ∅. If An(f ) 	= ∅, for some n ∈ N,
then f1 > f2 > · · · > fn. If An(f ) = ∅ then Am(f ) = ∅, for allm  n.
Again, for a non-negative f ∈ c0, let f↓ denote the rearrangement of f in the decreasing order.
Therefore there exists a permutation Pσ ∈ P for which f↓ = Pσ f and in such a way that f↓(n) 
f↓(n + 1), for each n ∈ N. Clearly supp(f ) and supp(f↓) are in one-to-one correspondence. The same
is true for the sets An(f ) and An(f↓), for all n ∈ N. For each a > 0 we also have,
∑
n∈N
φa
(
f↓(n)
) = ∑
n∈N
φa
(
f (σ−1(n))
) = ∑
m∈N
φa
(
f (m)
)
.
Lemma 2.10. For f , g ∈ c0, if f ≺ g and
∀a > 0, ∑
n∈N
φa
(
f (n)
) = ∑
n∈N
φa
(
g(n)
)
,
∀a < 0, ∑
n∈N
ψa
(
f (n)
) = ∑
n∈N
ψa
(
g(n)
)
,
(2)
then there exists a permutation P ∈ P such that f = Pg.
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Proof. Wemay assume that g is non-zero. By the first equation of (2), for each a > 0 we have
∑
n∈N
φa
(
f
+
↓ (n)
) = ∑
n∈N
φa
(
f+(n)
) = ∑
n∈N
φa
(
g+(n)
) = ∑
n∈N
φa
(
g
+
↓ (n)
)
.
Since this is true for each a > 0, it is easily seen that An(f
+
↓ ) = An(g+↓ ). Therefore, for each n ∈ N,
there is a one-to-one correspondence θn between the sets An(f
+) and An(g+), from which it follows
that there is also a bijection θ+ : supp(g+) → supp(f+) which maps An(g+) to An(f+), for each
n ∈ N with An(f+) 	= ∅.
Let D : c → c be a doubly stochastic operator with f = Dg. We first show that
∀m ∈ supp(f+), ∑
n∈supp(g+)
Den (m) = 1, (3)
and
∀n ∈ supp(g+), ∑
m∈supp(f+)
Den (m) = 1. (4)
First supposem ∈ A1(f+). If λ := ∑n∈A1(g+) Den (m) < 1, then
0 < f1 = f (m) =
∞∑
n=1
Den (m)g(n) =
∑
n∈A1(g+)
Den (m)g1 +
∑
n/∈A1(g+)
Den (m)g(n)
 λg1 + (1 − λ)g2 < g1.
This contradicts the fact that f1 = g1. Hence ∑n∈A1(g+) Den (m) = 1 and therefore ∑n∈supp(g+)
Den (m) = 1. Furthermore, by the equations
|A1(g+)| = |A1(f+)| =
∑
m∈A1(f+)
∑
n∈A1(g+)
Den (m) =
∑
n∈A1(g+)
∑
m∈A1(f+)
Den (m),
where for a set A, |A| denotes its cardinal number, we have also ∑m∈A1(f+) Den (m) = 1, for each
n ∈ A1(g+), whence Den (m) = 0, for eachm /∈ A1(f+) and for all n ∈ A1(g+).
Using induction, a similar argument shows that, for each k ∈ N with Ak(f+) 	= ∅, we have
∀m ∈ Ak(f+),
∑
n∈Ak(g+)
Den (m) = 1,
∀n ∈ Ak(g+),
∑
m∈Ak(f+)
Den (m) = 1.
This proves (3) and (4).
The second equation of (2) and similar arguments yield a bijection θ− : supp(g−) → supp(f−)
which maps An(g
−) to An(f−), for all n ∈ N with non-empty An(f−). We also have the following
relations.
∀m ∈ supp(f−), ∑
n∈supp(g−)
Den (m) = 1, (5)
F. Bahrami et al. / Linear Algebra and its Applications 437 (2012) 2340–2358 2347
∀n ∈ supp(g−), ∑
m∈supp(f−)
Den (m) = 1. (6)
For a sequence f ∈ c0, if N(f ) := N \ supp(f ) then (3), (4), (5), and (6) imply that
∀m ∈ N(f ), ∀n /∈ N(g), Den (m) = 0,
∀m /∈ N(f ), ∀n ∈ N(g), Den (m) = 0.
This shows that∑
m∈N(f )
1 = ∑
m∈N(f )
∑
n∈N(g)
Den (m) =
∑
n∈N(g)
∑
m∈N(f )
Den (m) =
∑
n∈N(g)
1.
Thus |N(f )| = |N(g)|. Hence there exists a bijection θ0 : N(g) → N(f ). Nowwe can define a bijection
θ : N → N by
∀n ∈ N, θ(n) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
θ+(n) n ∈ supp(g+),
θ0(n) n ∈ N(g),
θ−(n) n ∈ supp(g−).
Let P = Pθ be the corresponding permutation on c. Then, for eachm ∈ N,
Pg(m) =
( ∞∑
n=1
g(n)eθ(n)
)
(m) = g
(
θ−1(m)
)
.
If m ∈ supp(f+), then m ∈ Ak(f+), for some k ∈ N and θ−1(m) ∈ Ak(g+). Hence g
(
θ−1(m)
)
=
gk = fk = f (m). Thus we have f (m) = Pg(m), for eachm ∈ supp(f+). Similar arguments are true for
m ∈ N(f ) andm ∈ supp(f−). Therefore f = Pg. 
Theorem 2.11. The following conditions for f , g ∈ c are equivalent.
(i) f ≺ g and g ≺ f .
(ii) f = Pg, for some P ∈ P .
Proof. (i)⇒ (ii) First assume that f and g are in c0. Let D,D′ ∈ DS satisfy f = Dg and g = D′f . Since
for each a ∈ R, the function φa is convex, using Jensen’s inequality, we obtain that
φa
(
f (n)
)  ∑
m∈N
Dem (n)φa
(
g(m)
)
,
for each n ∈ N. Specially, for a > 0 we will have
∑
n∈N
φa
(
f (n)
)  ∑
n∈N
∑
m∈N
Dem (n)φa
(
g(m)
) = ∑
m∈N
∑
n∈N
Dem (n)φa
(
g(m)
) = ∑
m∈N
φa
(
g(m)
)
.
Similarly,
∑
m∈N
φa
(
g(m)
)  ∑
n∈N
φa
(
f (n)
)
.
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Hence
∑
m∈N φa
(
g(m)
) = ∑n∈N φa(f (n)). A similar argument shows that∑m∈N ψa(g(m)) = ∑n∈N
ψa
(
f (n)
)
, for each a < 0. Thus Lemma 2.10 implies that there is a permutation P for which f = Pg.
Now for the general case of f , g ∈ c, if f ≺ g and g ≺ f then lim f = lim g and f − (lim f )e ≺
g − (lim g)e and g − (lim g)e ≺ f − (lim f )e. By the previous argument, there is a permutation P such
that f − (lim f )e = P(g − (lim g)e), whence f = Pg.
(ii)⇒ (i) Clear. 
For f , g ∈ ∞, we use the notation f ∼ g whenever f ≺ g and g ≺ f . According to the previous
theorem, for f , g ∈ c, f ∼ g if and only if f = Pg , for some permutation P ∈ P .
3. Linear preservers of majorization on c
In this section, we obtain a characterization of linear preservers of the majorization relation on c.
As we will see, the restriction of a linear preserver of majorization to the linear subspace c0 of c is
a majorization preserver on this subspace. Therefore, in order to characterize the structure of these
maps on c, we first obtain the same characterization on c0. Finally, using this result, we determine the
structure of these maps on c.
Definition 3.1. A bounded linear map T : ∞ → ∞ is called a majorization preserver on ∞ if for
each f , g ∈ ∞, f ≺ g implies that Tf ≺ Tg. We denote the set of all linear majorization preservers
T : ∞ → ∞ by M
Pr
(∞). The set of all linear majorization preservers on c and c0 are denoted,
respectively, byM
Pr
(c) andM
Pr
(c0).
For brevity, in what follows, we use the word preserver instead ofmajorization preserver.
Example 3.2. For two constants α, β ∈ R, the bounded linear operator T : c → c defined by
Tf = αf + β(lim f )e is a preserver on c. To show the claim, suppose f = Dg, for f , g ∈ c and a doubly
stochastic D ∈ DS . Then, using Lemma 2.9, we obtain
Tf = αf + β(lim f )e = αDg + β(lim g)e
= D(αg + β(lim g)e)
= D(Tg),
i.e. Tf ≺ Tg.
The next example shows that if, in the previous example, the value of α is chosen equal to 0 then
the sequence e can be replaced with an arbitrary h ∈ c.
Example 3.3. For any h ∈ c, let T = Th be the bounded linear operator on c, defined by Tf = (lim f )h.
Then f ≺ g, in c, implies that Tf = Tg. Thus T is a preserver.
For a bounded linear map T : c → c, it is easily seen that for eachm ∈ N,
∞∑
n=1
|Ten (m)|  ‖T‖. (7)
Theorem 3.4. For each T ∈ M
Pr
(c) the following statements hold.
(i) T(c0) ⊆ c0, and therefore T|c0 ∈ MPr(c0).
(ii) If lim Te = α, then lim Tf = α lim f , for each f ∈ c.
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Proof. (i) Let T ∈ M
Pr
(c) be non-zero. It suffices to show that Ten ∈ c0, for all n ∈ N. Suppose, on the
contrary, there exists n0 ∈ Nwith l := lim Ten0 	= 0. Then, since en ≺ en0 , by Lemma 2.9, lim Ten = l,
for each n ∈ N. We first choose N ∈ N with N > 2‖T‖|l| , and then m0 ∈ N such that |Ten (m0)| > |l|2 ,
for each n = 1, . . . ,N. Now, using (7), we obtain the following contradiction.
‖T‖ 
∞∑
n=1
|Ten (m0)| 
N∑
n=1
|Ten (m0)|  N |l|
2
>
2‖T‖
|l| .
|l|
2
= ‖T‖.
(ii) For f ∈ c, using the previous part, T(f − (lim f )e) ∈ c0. Therefore,
lim Tf = lim T((lim f )e)+ lim T(f − (lim f )e) = (lim f ) lim Te. 
According to the previous theorem, if T : c → c is a linear preserver then the restriction of T to
the closed subspace c0 of c is an operator on this subspace, and therefore a linear preserver on c0.
Hence we first obtain the structure of an operator T ∈ M
Pr
(c0). To this end, we need the following two
lemmas.
Lemma 3.5. Let T ∈ M
Pr
(c0). Then for any m ∈ N there is at most one n ∈ N with Ten (m) 	= 0.
Proof. Suppose that, on the contrary, there exists m0 and two distinct n1, n2 in N, for which a :=
Ten1 (m0) and b := Ten2 (m0) are both non-zero. Let F ⊂ N be given by
F = {m ∈ N | Ten1 (m) = a}.
Then F 	= ∅. Moreover, since Ten1 ∈ c0, F is finite. For n 	= n1, and for all α, β ∈ R, αen1 + βen2 ∼
αen1 + βen. Therefore, αTen1 + βTen2 ∼ αTen1 + βTen which, by Theorem 2.11, implies that
αa + βb = (αTen1 + βTen2)(m0) ∈
{
αTen1 (m) + βTen (m) | m ∈ N
}
.
Thus, according to Lemma 4.6 of [4], there existsm ∈ N such that Ten1 (m) = a and Ten (m) = b. Note
that, by the definition of the set F ,m ∈ F . In short, we saw that
∀n 	= n1, ∃m ∈ F such that Ten1 (m) = a and Ten (m) = b.
Since F is finite, there exists a fixed element m ∈ F such that Ten (m) = b, for infinitely many n ∈ N.
This contradicts the property declared by (7). 
Let Xi, i ∈ I, and Y be non-empty sets. A family of maps  = {σi : Xi → Y | i ∈ I} is called
mutually disjoint if for all distinct pairs i1, i2 ∈ I,
Im(σi1) ∩ Im(σi2) = ∅,
where by Im(σ )wemean the image set of a map σ . We recall that for a one-to-one map σ : N → N,
the bounded linear map Pσ : c0 → c0 is defined by Pσ en = eσ(n), for each n ∈ N.
Lemma 3.6. Let D ∈ DS. Then, for a mutually disjoint family of one-to-one maps  = {σi : N → N |
i ∈ I}, there exists a doubly stochastic operator D˜ ∈ DS such that, as linear operators on c0, PσD = D˜Pσ ,
for each σ ∈ .
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Proof. Form, n ∈ N, let d˜mn be defined by
d˜mn =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Deσ−1(n)
(
σ−1(m)
)
if for some σ ∈  m, n ∈ σ(N),
0 if for some σ ∈  eitherm ∈ σ(N) and n /∈ σ(N),
orm /∈ σ(N) and n ∈ σ(N),
1 if n = m /∈ ∪σ∈σ(N),
0 if n,m /∈ ∪σ∈σ(N) andm 	= n.
Then it is easily seen that
∀m ∈ N,
∞∑
n=1
d˜mn = 1, ∀n ∈ N,
∞∑
n=1
d˜mn = 1.
According to Lemma 2.3, there exists a doubly stochastic operator D˜ ∈ DS, such that D˜ is represented
by
(
d˜mn
)
m,n∈N. To show that for each σ ∈ , PσD = D˜Pσ on c0, it suffices to show their equality on
the Schauder basis {en | n ∈ N} of c0. For each n ∈ N,
D˜Pσ (en) = D˜eσ(n) =
∞∑
m=1
D˜eσ(n)(m)em
=
∞∑
m=1
d˜mσ(n)em =
∑
m∈σ(N)
Den
(
σ−1(m)
)
em
=
∞∑
k=1
Den(k)eσ(k) = Pσ
( ∞∑
k=1
Den (k)ek
)
= PσD(en). 
In the following theorem, we obtain the structure of linear preservers of majorization on c0.
Theorem 3.7. For a bounded linear operator T : c0 → c0 the following conditions are equivalent.
(i) T ∈ M
Pr
(c0).
(ii) There exists α ∈ c0 and a mutually disjoint family of one-to-one maps  = {σi : N → N | i ∈ I},
where I = supp(α) = {i ∈ N | αi := α(i) 	= 0}, for which T = ∑i∈I αiPσi . Here the series is
understood to converge in the operator norm topology ofB(c0), the set of all bounded linear operators
on c0.
Proof. Let T : c0 → c0 be a non-zero bounded linear operator.
(i)⇒ (ii) Since T 	= 0, there existsn0 ∈ Nwith Ten0 	= 0. Letα := Ten0 and I := {i ∈ N | Ten0(i) 	= 0}.
For each n ∈ N, since Ten ∼ Ten0 , by Theorem 2.11 there exists a bijection θn : N → N such that
Ten = Pθn
(
Ten0
)
.
For i ∈ I, let σi : N → N be defined, for each n ∈ N, by σi(n) = θn(i). Then, by Lemma 3.5 each σi is a
one-to-one map and σi1 , σi2 have disjoint ranges for distinct i1, i2 ∈ I. It is easily seen that
∑
i∈I αiPσi
is a well-defined bounded linear operator on c0. We show that
∑
i∈I αiPσi converges in the operator
norm topology to T .
For each f = ∑∞n=1 f (n)en ∈ c0 andm ∈ N, we have
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Tf − ∑
i∈I,im
αiPσi(f ) =
∞∑
n=1
f (n)Ten −
∑
i∈I,im
αi
∞∑
n=1
f (n)eσi(n)
=
∞∑
n=1
f (n)Pθn(Ten0) −
∑
i∈I,im
∞∑
n=1
αif (n)eσi(n)
=
∞∑
n=1
∑
i∈I
f (n)Pθn
(
Ten0 (i)ei
)− ∞∑
n=1
∑
i∈I,im
αif (n)eσi(n)
=
∞∑
n=1
∑
i∈I
αif (n)eσi(n) −
∞∑
n=1
∑
i∈I,im
αif (n)eσi(n)
=
∞∑
n=1
∑
i∈I,i>m
(
αif (n)
)
eσi(n),
and therefore, by mutually disjointness of the family ,
∥∥Tf − ∑
i∈I,im
αiPσi(f )
∥∥ = sup
n∈N,i∈I,i>m
|αif (n)|  ‖f‖ sup
i>m
|Ten0(i)|.
Hence
∥∥T −∑i∈I,im αiPσi∥∥  supi>m |Ten0(i)| → 0, asm → ∞. Thus T = ∑i∈I αiPσi .
(ii)⇒ (i) For f and g in c0, let f = Dg for some D ∈ DS . By Lemma 3.6, there exists D˜ ∈ DS such that
PσD = D˜Pσ , for each σ ∈ . Therefore,
Tf =∑
i∈I
αiPσi(f ) =
∑
i∈I
αiPσiD(g)
=∑
i∈I
αiD˜Pσi(g) = D˜
∑
i∈I
αiPσi(g)
= D˜(Tg),
i.e. Tf ≺ Tg. 
It is easily deduced from Theorem 3.7 that, if a bounded linear map T : c0 → c0 is represented
by an infinite matrix (tij), then T is a linear preserver if and only if the columns of this matrix are
permutations of each other and in each row of it there exists at most one non-zero element. This
structure is similar to that of linear preservers of majorization on p spaces, with 1 < p < ∞, except
in the fact that the columns of the latter belong to the space p while those of the former are in c0.
We now turn our attention towards the characterization of linear maps T ∈ M
Pr
(c). For each
T ∈ B(c), let T0 : c0 → cbe the restriction of T to c0. The following corollary is obtained directly from
Theorem 3.4, part (i) and Theorem 3.7.
Corollary 3.8. If T is a preserver on c, then there exist I ⊆ N, a set of non-zero real numbers {αi | i ∈ I}(
which, if infinite, belongs to c0(I)
)
, andamutuallydisjoint familyof one-to-onemaps {σi : N → N | i ∈ I}
such that T0 = ∑i∈I αiPσi .
As the following example shows, there are bounded linear operators T : c → cwhose restriction
on c0 acts as a linear preserver on this subspace, while T itself is not a preserver on c.
Example 3.9. Let T : c → c be defined, for each f ∈ c, by
Tf = f − (lim f )(e − e1).
2352 F. Bahrami et al. / Linear Algebra and its Applications 437 (2012) 2340–2358
Then
T(e + e1) = 2e1 ⊀ e1 + e2 = T(e + e2),
Hence T is not a preserver on c. However T0 := T|c0 : c0 → c0 is the identity map which is clearly
a preserver of majorization on this subspace.
This problem arises from the fact that in order to characterize a bounded linear operator on c it is
necessary to determine its action on the Schauder basis {en | n ∈ N} ∪ {e}. Hence, not only the action
of an operator on the set {en | n ∈ N} is necessary, but also its behavior on the singleton {e} is also
important. As the following theorem shows, if T : c → c is a preserver then Te is nearly a constant
sequence.
Theorem 3.10. For T ∈ M
Pr
(c), let T0 be represented in the form
∑
i∈I αiPσi , as described in Corollary 3.8.
If a := lim Te then Te (m) = a, for each m ∈ ∪i∈Iσi(N).
Proof. Suppose, on the contrary, that there exists i0 ∈ I and m0 ∈ σi0(N) such that Te (m0) 	= a. Let
n0 := σ−1i0 (m0). Then
Ten0 =
∑
i∈I
αiPσi(en0) =
∑
i∈I
αieσi(n0). (8)
Since {σi : N → N | i ∈ I} is a mutually disjoint family, it follows from (8) that
Ten0 (m0) =
∑
i∈I
αieσi(n0)(m0) = αi0 .
Let α := αi0 , and d := inf
{
|α − x| | x ∈ {αi | i ∈ I, αi 	= α} ∪ {0}
}
. Then, since α 	= 0 and the only
limit point of {αi | i ∈ I}, if any, is 0, d is positive. If N ∈ N is chosen with N > 2‖Te‖d then
|αN + Te (m0)|  N|α| − |Te (m0)| > 2‖Te‖
d
|α| − ‖Te‖  ‖Te‖. (9)
Furthermore, since T0 ∈ MPr(c0), by Lemma 3.5 there exists n1 ∈ N, with n1 > n0, such that
∀n  n1, ∀m = 1, . . . ,m0, Ten (m) = T0en (m) = 0.
On the other hand, using the fact that e + Nen0 ∼ e + Nen1 , we have Te + NTen0 ∼ Te + NTen1 . Thus,
by Theorem 2.11
Te (m0) + αN = (Te + NTen0)(m0) ∈ {(Te + NTen1)(m) | m ∈ N}.
By (9), the value Te (m0) + αN does not belong to the image of Te. Hence
Te (m0) + αN /∈
{
Te(1), . . . , Te(m0)
}
=
{
(Te + NTen1)(1), . . . , (Te + NTen1)(m0)
}
.
Consequently, Te (m0) + αN = (Te + NTen0)(m0) = (Te + NTen1)(m1) for somem1 > m0.
Repeating a similar argument form1, n1, in place ofm0, n0, one can find two sequences m0 < m1 <
m2 < . . . and n0 < n1 < n2 < . . . in N, for which
∀k ∈ N, Te(m0) + αN = (Te + NTenk)(mk). (10)
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Since the sequence
(
Te (mk)
)
k∈N converges, the sequence
(
Tenk(mk)
)
k∈N should also be convergent.
On the other hand, since each Tenk(mk) is a member of {αi | i ∈ I}∪ {0}, we have t := lim Tenk (mk) ∈
{αi | i ∈ I} ∪ {0} = {αi | i ∈ I} ∪ {0}. If t = α then, by (10), Te (m0) = lim Te = a, which contradicts
our assumption. Hence t 	= α. Therefore, using (10) once more, we obtain the equality
Te (m0) + αN = lim
k→∞
(
Te + NTenk
)
(mk) = a + Nt,
from which, by the fact that |α − t|  d, it follows that
N = a − Te (m0)
α − t =
|a − Te (m0)|
|α − t| 
2‖Te‖
d
.
This contradicts the choice of N. 
Our last theorem in this section gives the structure of a linear preserver on c.
Theorem 3.11. For a bounded linear operator T : c → c, the following statements are equivalent.
(i) T ∈ M
Pr
(c),
(ii) There exists a subset I ⊆ N, a set of non-zero real numbers {αi | i ∈ I} which, if infinite, belongs to
c0(I), a mutually disjoint family of one-to-one maps  = {σi : N → N | i ∈ I}, and an element
h ∈ cwith h(n) = lim h, for each n ∈ ∪i∈Iσi(N), for which
∀f ∈ c, Tf =
⎛
⎝∑
i∈I
αiPσi
⎞
⎠ (f − (lim f )e)+ (lim f )h.
Proof. (i)⇒ (ii) Let T ∈ M
Pr
(c) and suppose {σi : N → N | i ∈ I} is as given in Corollary 3.8. Let h :=
Te which clearly belongs to c. Then Theorem 3.10 shows that h(m) = lim h, for each m ∈ ∪i∈Iσi(N).
Moreover, for each f ∈ c,
Tf = T(f − (lim f )e)+ T((lim f )e)= T0(f − (lim f )e)+ (lim f )T(e)
=
⎛
⎝∑
i∈I
αiPσi
⎞
⎠ (f − (lim f )e)+ (lim f )h.
(ii)⇒ (i) Let f ≺ g, i.e. f = Dg for some D ∈ DS . By Lemma 3.6, there exists D˜ ∈ DS such that for all
i ∈ I, PσiD = D˜Pσi . In addition, using the definition of D˜ in the proof of this same lemma, it is easily
seen that D˜(en) = en, for each n /∈ ∪i∈Iσi(N). Therefore,
D˜(h) = D˜
(
h − (lim h)e + (lim h)e
)
= D˜
( ∑
n∈N
(h(n) − lim h)en
)
+ (lim h)D˜e
= D˜
( ∑
n/∈∪i∈Iσi(N)
(
h(n) − lim h)en)+ (lim h)e
= ∑
n/∈∪i∈Iσi(N)
(
h(n) − lim h)en + (lim h)e
= ∑
n∈N
(
h(n) − lim h)en + (lim h)e = h.
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Thus,
Tf =
(∑
i∈I
αiPσi
)(
f − (lim f )e)+ (lim f )h
=
(∑
i∈I
αiPσi
)
D
(
g − (lim g)e)+ (lim g)h
= D˜
(∑
i∈I
αiPσi
(
g − (lim g)e)+ (lim g)h
)
= D˜(Tg),
i.e. Tf ≺ Tg. Hence T is a linear preserver. 
4. Linear preservers of majorization on ∞
In this section, without being able to characterize the set of all linear preservers of majorization on
∞, we will introduce two classes of these operators, each presenting a feature which distinguishes
these operators from those on c and c0, as well as those on 
p spaces, for 1  p < ∞. We will also
obtain some properties of operators inM
Pr
(∞), the set of all linear preservers ofmajorization on ∞.
In what follows, Nk represents the set of all k-tuples of natural numbers, for some k ∈ N.
Lemma 4.1. Let {θi : Nki → N | i ∈ I} be a mutually disjoint family of one-to-one maps. Suppose{dmn | m, n ∈ N} is a family of non-negative real numbers which satisfy the two equations of (1), Lemma
2.2. If d˜mn is defined for each m, n ∈ N by
d˜mn =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
dm1n1 · · · dmki nki if ∃i ∈ I, m = θi(m1, . . . ,mki), n = θi(n1, . . . , nki),
0 if (m, n) /∈ ⋃i∈I Im(θi) × Im(θi) and m 	= n,
1 if (m, n) /∈ ⋃i∈I Im(θi) × Im(θi) and m = n,
then d˜mn  0 and
∀m ∈ N,
∞∑
n=1
d˜mn = 1 and ∀n ∈ N,
∞∑
m=1
d˜mn = 1. (11)
Proof. Weonly prove one of the relations of (11). For eachm ∈ N, the following two cases will appear.
If there exists i ∈ I such thatm = θi(m1, . . . ,mki) ∈ Im(θi) then
∞∑
n=1
d˜mn =
∑
n∈Im(θi)
d˜mn =
∑
(n1,...,nki )∈Nki
dm1n1 · · · dmki nki = 1.
Ifm /∈ ⋃i∈I Im(θi) then
∞∑
n=1
d˜mn =
∑
n/∈⋃i∈I Im(θi)
d˜mn = d˜mm = 1. 
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The following theorem introduces a class of linear preservers of majorization on ∞.
Theorem 4.2. Let {θi : Nki → N | i ∈ I} be a mutually disjoint family of one-to-one maps, and suppose
for each i ∈ I, (ai1, . . . , aiki) ∈ Rki is a ki-tuple of real numbers such that {aij | i ∈ I, 1  j  ki} is a
bounded subset of R. If T : ∞ → ∞ is defined for each f ∈ ∞ by
∀m ∈ N, (Tf )(m) =
⎧⎪⎨
⎪⎩
ai1f (m1) + · · · + aiki f (mki) if ∃i ∈ I, m = θi(m1, . . . ,mki),
0 otherwise,
then T ∈ M
Pr
(∞).
Proof. For f and g in ∞ suppose f ≺ g, i.e. f = Dg, for some D ∈ DS. Let (dmn) be the infinite matrix
which represents D, and suppose for each m, n ∈ N, d˜mn is defined as in the previous lemma. Then,
according to Lemma 2.3, there exists a doubly stochastic operator D˜ on ∞ such that
∀h ∈ ∞, ∀m ∈ N, (D˜h)(m) =
∞∑
n=1
d˜mnh(n).
For eachm ∈ N, we consider the following two cases.
Ifm = θi(m1, . . . ,mki), for some i ∈ I, then
D˜(Tg)(m) =
∞∑
n=1
d˜mn(Tg)(n) =
∑
n∈Im(θi)
d˜mn(Tg)(n)
= ∑
(n1,...,nki )∈Nki
dm1n1 · · · dmki nki
(
ai1g(n1) + · · · + aiki g(nki)
)
= ai1
( ∞∑
n1=1
dm1n1g(n1)
)
+ · · · + aiki
( ∞∑
nki=1
dmki nki
g(nki)
)
= ai1(Dg)(m1) + · · · + aiki(Dg)(mki) = (Tf )(m).
Ifm /∈ ⋃i∈I Im(θi) then
D˜(Tg)(m) =
∞∑
n=1
d˜mn(Tg)(n) = d˜mm(Tg)(m) = 0 = (Tf )(m).
Therefore, Tf = D˜(Tg), i.e. Tf ≺ Tg. 
It is a well-known fact that corresponding to a bounded linear map T0 : 1 → 1 there is an
operator T∗0 : ∞ → ∞, the adjoint of T0, with the property that
∀f ∈ 1, ∀g ∈ ∞, 〈g, T0f 〉 = 〈T∗0 g, f 〉.
We call an operator T : ∞ → ∞ an adjoint operator if there exists an operator T0 : 1 → 1 with
T = T∗0 .
Let T : ∞ → ∞ be a bounded linear operator, and suppose δn : ∞ → R, for n ∈ N, is the
bounded linear functional defined, for each f ∈ ∞, by δn(f ) = f (n). If, for each n ∈ N, φn := δn ◦ T
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then φn : ∞ → R is a bounded linear functional and T can be written in the form∑∞n=1 φnen, in the
sense that
∀f ∈ ∞, Tf =
∞∑
n=1
φn(f )en,
where the series is understood to converge in the weak∗-topology. Now it can easily be seen that the
operator T is an adjoint operator if and only if each φn is induced by an element of 
1, i.e. there exists
gn ∈ 1 with φn(f ) = 〈f , gn〉, for all f ∈ ∞, and the set {‖gn‖1 | n ∈ N} is bounded.
According to this fact, it is seen that the linear operator T : ∞ → ∞ introduced in Theorem
4.2 is an adjoint operator. The importance of the adjoint operator lies in the following observation. To
a bounded linear map T : ∞ → ∞ an infinite matrix (tmn) can be corresponded where, for each
m, n ∈ N, tmn is defined equal to Ten (m). It is easily seen that each row of this matrix belongs to 1
and that T is an adjoint operator if and only if for all f ∈ ∞ and all i ∈ N, Tf (m) = ∑∞n=1 tmnf (n).
Now, suppose T is the map introduced in Theorem 4.2. For i ∈ I, let m1, . . . ,mki ∈ N be distinct
and suppose m := θi(m1, . . . ,mki). Then Temj(m) = aij , for j = 1, . . . , ki, i.e. the real numbers
ai1, . . . , a
i
ki
appear in different places of themth row of the corresponding matrix (tmn). In particular,
if ki  2 and ai1, . . . , aiki are all distinct and non-zero, then the mth row of this matrix contains at
least two distinct non-zero entries. This reveals one of the major differences between the structure of
linear preservers of majorization on ∞ and those on p spaces, for 1  p < ∞. As it was pointed
out before, if T : p → p is a linear preserver of majorization then, in the case 1 < p < ∞, each
row of T contains at most one non-zero element, while for p = 1, either a row contains exactly one
non-zero entry or all the entries are equal. The same difference is also observed between the operators
inM
Pr
(∞) and those inM
Pr
(c) andM
Pr
(c0).
Another important property of a linear preserver of majorization T on p spaces, for 1  p < ∞
(as well as on c and c0), is that, for all m, n ∈ N, Tem and Ten are permutations of each other. This
follows from the fact that if f ∼ g, for f , g ∈ p, then there is a permutation P : p → p such that
f = Pg. In Example 2.6, we saw that this property does not necessarily hold in ∞. Using this fact, in
the following proposition we introduce another family inM
Pr
(∞) in which different columns of an
operator in this class are not necessarily permutations of each other.
Theorem 4.3. Let {θi : N → N | i ∈ N} be a mutually disjoint family of one-to-one maps. Suppose{hi | i ∈ N} is a family of sequences in ∞ with the property that hi ∼ hj, for all i, j ∈ N. If T : ∞ → ∞
is defined for each f ∈ ∞ by
∀m ∈ N, Tf (m) :=
⎧⎪⎪⎨
⎪⎪⎩
f (i)hi(m0) if ∃i ∈ N, with m = θi(m0) for some m0 ∈ N,
0 if m /∈ ⋃i∈N Im(θi),
then T ∈ M
Pr
(∞).
Proof. For f and g in ∞, let f = Dg, for someD ∈ DS, and suppose (dmn) is thematrix representation
of D. On the other hand, for all i, j ∈ N, there exists D(i,j) ∈ DS with hi = D(i,j)hj . Therefore,
∀m ∈ N, hi(m) =
∞∑
n=1
d(i,j)mn hj(n),
where
(
d
(i,j)
mn
)
is assumed to be the matrix which represents D(i,j). For m, n ∈ N, let d˜mn be the non-
negative real number defined as follows:
d˜mn =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
dijd
(i,j)
m0n0 if ∃i, j ∈ N withm = θi(m0) and n = θj(n0) for somem0, n0 ∈ N,
0 if (m, n) /∈ (⋃i∈N Imθi)× (⋃i∈N Imθi) and m 	= n,
1 if (m, n) /∈ (⋃i∈N Imθi)× (⋃i∈N Imθi) andm = n.
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Then for eachm ∈ N, ifm = θi(m0), for some i ∈ N andm0 ∈ N,
∞∑
n=1
d˜mn =
∑
n∈⋃j∈N Imθj
d˜mn =
∑
j∈N
∑
n∈Imθj
d˜mn =
∑
j∈N
∞∑
n0=1
dijd
(i,j)
n0m0
= ∑
j∈N
dij = 1.
Ifm /∈ ⋃i∈N Imθi then∑∞n=1 d˜mn = d˜mm = 1. Similarly,∑∞m=1 d˜mn = 1, for all n ∈ N. By Lemma 2.3,
there exists a doubly stochastic operator D˜ ∈ DS which is represented by the matrix (d˜mn).
We will show that Tf = D˜ Tg, and therefore, Tf ≺ Tg. Form ∈ N, ifm /∈ ⋃i∈N Imθi then
D˜ Tg (m) =
∞∑
n=1
d˜mn Tg (n) = d˜mm Tg (m) = Tg (m) = 0 = Tf (m).
Ifm = θi(m0), for some i ∈ N andm0 ∈ N, then using the definition of T , we have
D˜ Tg (m) =
∞∑
n=1
d˜mn Tg (n) =
∑
j∈N
∑
n∈Imθj
d˜mn Tg (n)
=∑
j∈N
∞∑
n0=1
dijd
(i,j)
m0n0
g(j)hj(n0)
= hi(m0)
∑
j∈N
dij g(j) = f (i)hi(m0) = Tf (m). 
In the previous theorem, if the family {hi | i ∈ N} is chosen such that hi and hj are not permutations
of each other, for some i, j ∈ N, then it can easily be seen that there are at least two different columns
of the corresponding map T , introduced in this theorem, which are not permutations of each other.
In the rest of this section, we obtain an important property of linear preservers of majorization on
∞. First note that if corresponding to a bounded linear operator T : ∞ → ∞, the infinite matrix
(tmn) is defined by tmn = Ten (m), for all m, n ∈ N, then its rows belong to 1 and its columns are
in ∞, with ‖T‖ as an upper bound for the norms of its rows (as elements of 1) and its columns (as
elements of ∞). Therefore, for each f ∈ ∞, the sequence
f # :=
( ∞∑
n=1
t1nf (n),
∞∑
n=1
t2nf (n), . . . ,
∞∑
n=1
tmnf (n), . . .
)
belongs to ∞. The map T# : ∞ → ∞ given by T#(f ) = f # is a bounded linear operator and is
easily seen to be an adjoint operator. Note that T# is represented by the matrix (tmn), i.e. T
#f (m) =∑∞
n=1 tmnf (n), for f ∈ ∞. However, T# does not necessarily equal to T . In fact, T = T# if and only if T
is an adjoint operator.
Lemma 4.4. Let T ∈ M
Pr
(∞). For a proper non-empty subset I of N, if there exists a set of non-zero real
numbers {ai | i ∈ I} such that T(∑i∈I aiei) = 0 then T(en) = 0, for all n ∈ N and, therefore, T# = 0.
Proof. For i0 ∈ I and n0 ∈ N \ I, since∑
i∈I
aiei ∼
∑
i∈I\{i0}
aiei + ai0en0 ,
we have
T
( ∑
i∈I\{i0}
aiei
)
+ ai0T(en0) = 0 = T
(∑
i∈I
aiei
)
= T
( ∑
i∈I\{i0}
aiei
)
+ ai0T(ei0).
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Hence T(ei0) = T(en0), for all i0 ∈ I and all n0 ∈ N \ I. Using the fact that
∑∞
n=1 |Ten (i)| < ∞, for all
i ∈ N, the result is obtained. 
The following theorem extends the result of the previous lemma.
Theorem 4.5. Let T : ∞ → ∞ be a linear preserver of majorization. If Tf = 0, for some f ∈ ∞, then
either f is a constant, or T# = 0.
Proof. Suppose f is non-constant. Then there are i0, j0 ∈ N with f (i0) 	= f (j0). We have
f = ∑
n∈N
f (n)en =
∑
n∈N\{i0,j0}
f (n)en+ f (i0)ei0 + f (j0)ej0 ∼
∑
n∈N\{i0,j0}
f (n)en+ f (j0)ei0 + f (i0)ej0 .
Hence
Tf = T
( ∑
n∈N\{i0,j0}
f (n)en
)
+ f (i0)T(ei0) + f (j0)T(ej0) = 0
= T
( ∑
n∈N\{i0,j0}
f (n)en
)
+ f (j0)T(ei0) + f (i0)T(ej0),
fromwhich it follows that T(ei0 − ej0) = T(ei0)− T(ej0) = 0. The result is now obtained from Lemma
4.4. 
Corollary 4.6. Suppose that a linear preserver of majorization T : ∞ → ∞ is an adjoint operator. Then,
either Te = 0, or T is one-to-one.
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