In this paper a partial Morse decomposition of the stationary solutions of the one-dimensional viscous Cahn{Hilliard equation is established by explicit energy calculations. Strong nondegeneracy of the stationary solutions is proven away from turning points and points of bifurcation from the homogeneous state and the dimension of the unstable manifold is calculated for all stationary states. In the unstable case, the ow on the global attractor is shown to be semi-conjugate to the ow on the global attractor of the Chaee-Infante equation, and in the metastable case close to the nonlocal reaction{diusion limit, a partial description of the structure of the global attractor is obtained by connection matrix arguments, employing a partial energy ordering and the existence of a weak lap number principle.
Introduction
In this paper, we consider the viscous Cahn{Hilliard e quation (1 ) t = [ f ( ) 2 + t ]; (1.1) where f() = F 0 ( ) and where F is a double well free energy density on a bounded domain in R n ; n = 1 ; 2 or 3, though we shall focus primarily on the case n = 1 . Here measures the range of the intermolecular forces, and represents, for example, the concentration of one of two components of a binary viscous liquid system. The viscous Cahn-Hilliard equation has been proposed as a model for phase separation in glass and polymer systems where intermolecular friction forces may be expected to be of importance. A derivation of this equation is given in [38] . For a review, see [40] . The boundary conditions are typically taken to be r n = 0 and J n = 0 ; (1.2) where J = r[f() 2 ]:
Note that if we take = 0, the Cahn{Hilliard e quation [12] , t = [ f ( ) 2 ] :
( 1.3) is obtained. It is a well accepted macroscopic eld{theoretical model of processes such as phase separation in a binary alloy. Here also it is appropriate to consider the boundary conditions (1:2):
On the other hand, taking = 1 in the viscous Cahn{Hilliard equation, a simple calculation shows that the result is the nonlocal reaction{diusion equation [45] t = 2 f() + 1 j j Z f ( ) dx; (1.4) which is a nonlocal second order parabolic equation. Here is taken to satisfy Neumann boundary conditions. A dierent w a y of deriving equation (1.1) and (1.4) has been suggested by Fife [21] . One can take the Ginzburg{Landau free energy functional It is not hard to show using the ideas of [29, 17] (see x3 ) that the viscous Cahn{Hilliard possesses a global attractor which is compact, connected and consists of equilibria and orbits connecting them. In one space dimension the equilibria are isolated [36] and the global attractor is nite{dimensional; in higher dimension this is not in general the case. For the Cahn{Hilliard equation one knows, moreover, that there exist inertial manifolds [36] and inertial sets [15] . By denition, the inertial manifolds and inertial sets are nite dimensional, exponentially attracting, and contain the global attractor.
As far as dependence of the attractors on is concerned, the following theorem can be proved using the ideas of [29] and [17] We only indicate here the semigroup setting for this theorem; the detailed arguments can be found in x3. Our initial discussion is general and not restricted to n = 1. The most useful way o f writing (1.1) in this context is:
(1 ) t = w; t = 2 f() + w; (1.5) in , with boundary conditions r n = rw n = 0 o n @ : mass. In the process of the proof of Theorem 1.1 it is also shown that the above semigroups have nice joint continuity properties in terms of and m in the sense of (H7bis) of Theorem 4.10.8 of [29] . This fact is used in the sequel.
Furthermore, we h a v e the following lemma. [6] apply. Hence we conclude that the number of unstable eigenvalues is identical for all 2 [0; 1] . Combining this with the control on the number of zero{eigenfunctions described above, the lemma is proved.
2
The object of this paper is to present results contributing towards a partial picture of the variation in the structure of the attractor (in one space dimension) for the viscous Cahn{Hilliard equation as the mass constraint and homotopy parameter are varied. The new information obtained here is due to a partial ordering of the stationary states according to their free energies. A fuller description of the attractor is presented for close to 1, that is, close to the nonlocal reaction{ diusion equation limit; this is possible thanks to lap number type principles given in Lemma 1.3 and Theorem 1.4 below coupled with semi-conjugacy and connection matrix type arguments [34, 3 0 ] . In the nal section we present some remarks on the diculties which arise when attempting a fuller description for the whole homotopy of the viscous Cahn{Hilliard equation. We note that the situation in more than one dimension is much more complicated. While there is considerable information about long time asymptotics [3, 4] , the structure of the equilibria and their connecting orbits is as present unclear, although some partial results on existence, (in)stability and minimizing properties of specic types of equilibria are known [28] , [35] [47] [49] .
From now o n w e take n = 1, so that is a bounded interval, and consider the rescaled problem
Now w e utilize the fact that the nonlocal reaction{diusion equation is a second order equation. In fact the crucial statement is: Remark. It was demonstrated in [8] for the Cahn-Hilliard equation, that even though a weak lap number principle may hold, the strong lap number principle fails to hold along certain connections. On the other hand, in the context of delay dierential equations [32] a strong lap number property m a y hold on the attractor only. The proof follows standard arguments in Conley index theory; see [22] .
Proof of Theorem 1.4. Using the above Proposition, we need only notice that if K is the largest lap number of any equilibrium in A m 1 , w e can take A m 1 to be the set of equilibria of lap numbers not exceeding k for any k < K and all connections between such equilibria, with R m 1 being the dual repellor. Then from the Proposition and Theorem 1.1 it follows that for suciently close to 1 all equilibria in A m 1 are contained in A m , and, furthermore, that there are no connections from these equilibria to the equilibria with lap numbers higher than k contained in R m . Since k is arbitrary, the theorem is proved.
In the one{dimensional case, with the free energy density c hosen to be quartic, a full description of the stationary states for the viscous Cahn{Hilliard equation has been given in [27] . The main result there is the following: Theorem The methods of analyzing intersections of level curves, which w ere used in [27] and [41] are also useful for deriving energy estimates and in understanding the structure of the stationary states. For this reason we point out that all monotone stationary solutions may be parametrized by t w o parameters, p and a, restricted to lie in an admissible region . Symmetry considerations leads us to consider the subregion of which corresponds to m 0. This subregion will be denoted by + and is given by + = \ f a 0 g : The region + can be characterized as follows [27] , [41] The structure of this paper is as follows. After preliminary observations in x2, in x3 Hausdorcontinuity of attractors A m at = 1 i s p r o v en and in x4 w e show h o w to order stationary solutions by e v aluating their free energy and relying heavily on the techniques of [27] . In x6 nondegeneracy of the stationary states away from turning points and points of bifurcation from the homogeneous state is demonstrated and the dimension of the unstable manifolds is calculated using continuity arguments in + , connection matrix methods, and a comparison theorem from [7] . Finally, i n x 7 w e discuss the structure of the attractor, treating both the stable and metastable cases. the superscript + refers to the fact that these solutions are monotone increasing, and the subscript i refers to the fact that these solutions behave asymptotically like i n terface solutions. The letter M here is used in this paper to denote the various solutions and sets of solutions, due to the fact that they will be the Morse sets in Morse decompositions to come. Noting that there also exist decreasing as well as increasing solutions, since it is easy to check that if u = u(x) is a stationary solution for a given value of L and m, then so is u = u( x), the monotone decreasing solutions will similarly be parametrized as M 1 i (L; m).
Additional nonmonotone branches of solutions may be found by considering the following lemma which follows trivially from the consideration of Neumann boundary conditions [26] 
For these branches, we shall employ the notation, M j i (L; m), 1 j k.
Considering now the metastable region, and referring to lemma 1:8, it can be shown by asymptotic analysis (see [8] ) that monotone solutions corresponding to points lying on C m lying near (1=4; 0) behave like i n terface solutions; i.e., they contain a smooth internal interface of width O(), and monotone solutions corresponding to points on C m lying close to the curve 1 behave like spike solutions; that is, they contain a boundary layer located near either of the two ends of the interval. Nonmontone interface solutions are obtained by alternately piecing together monotone solutions and their reections. Nonmonotone spike solutions are obtained similarly, and we remark that the nomenclature spike refers to the fact by piecing together two nonmonotone spike solutions at their boundary layer ends, a solution is obtained which has the appearance of a spike. Returning to 3 Hausdor-continuity of the attractor
The discussion in this section follows roughly the treatment given in [17] where the properties of the attractor for the viscous Cahn{Hilliard equation with Dirichlet boundary conditions were studied. For the viscous Cahn{Hilliard equation with Dirichlet boundary conditions, the mean mass is not preserved; as the mean mass is conserved under the action of the semigroup of the viscous Cahn{ Hilliard equation with Neumann boundary conditions, the conclusions given there must be altered accordingly.
In order to prove Hausdor-continuity and other basic properties of the attractor, it is necessary to discuss the regularity of solutions of the viscous Proof. For initial data in _ L 2 (), the existence and uniqueness results for the case = 0 are proven in [10] and for the case 2 (0; 1] they may be proven directly as for the reaction diusion equation, see [48] . For initial data in _ H 1 (), the existence and regularity results cited for the case = 0 m a y be found in [36] or [48] , and those cited in the case 2 (0; 1] may be proved as in [17] using the (1:6) setting. For the existence of absorbing sets for the case = 0 see e.g. [36] , and for the case 2 (0; 1] the methods of [48] suce. The inequalities listed above m a y be proved by combining the methods of x2 of [17] with the setting of (1:6) and with the existence of absorbing sets cited above. Remark. We note that numerically this result was partially veried in [37] and [16] ; see Figure   4 .1 as well as the pictures in [6] . The proof relies heavily on the notation, methods, and results of [27] ; see also [26, 41] . For brevity, w e summarize in the two theorems which follow the results from the above mentioned papers which will be employed in the proof of Theorem 4.15.
The 
In terms of the notation introduced in Section 2, the solutions corresponding to points (p; a) lying above are monotone spike solutions, and the solutions corresponding to points (p; a) lying below are monotone interface solutions. Actually, the lemma stated below and proven later in this section demonstrates that indeed divides + into a spike region and a interface region, also for stationary solutions of arbitrary lap number.
Lemma 4.17 For any k; k 2 f 1 ; 2 ; : : : g , the locus of points in + which correspond to turning points for stationary solutions with lap number k is given by the curve .
Similarly, it is easy to see that Lemma 4.18 For any k; k 2 f 1 ; 2 ; : : : g , the locus of points in + which correspond to points of bifurcation of stationary solutions with lap number k from the homogeneous solution is given by the curve 2 .
The following alternative representation is also available. (This equation appears as equation (3:14) in [27] .) Using (4:11) and (4:12) it is easy to see that (4:9) may be expressed either as (4:7) or (4:8). In order to prove (v), it is necessary to consider what happens to E(p; a) along the curves C L .
In particular, we m a y calculate now that
W(p; a):
As a > 0, L a > 0, and < 0 throughout + and since W(p; a) v anishes only along the unique curve of turning points , w e obtain that the curves C E ( curves of constant energy ) and C L intersect transversely everywhere in + except along the curve . Since, as noted in Theorem 4.16, the curves C L always intersect the curve transversely, and since the curves C E and C L do not intersect transversely along , w e h a v e that the curves C E also always intersect the curve transversely (to see this, just apply the denition of transversality). Thus we m a y conclude that E cannot assume the same value twice along and hence by looking at the values assumed by E(p; a) at the endpoints of the curve , w e m a y conclude that E(p; a) is monotone decreasing along the curve . F urthermore, it follows from (4:22) and Lemma 4.21 that the curves C E may b e parametrized as a E (p) and from (4:22) is follows that along the curves C E , E(p; a E (p)) is monotone decreasing when W < 0 and E(p; a E (p)) is monotone increasing when W > 0. By the construction and by the monotonicity o f E ( p; a) along C m it follows that E < E 0 . H o w ever, let us consider the curve C E along which E = E. Clearly, b y the monotonicity o f E along the curves C m and C L , this curve cannot exit the region dened above except through the points of intersection of the two curves C L and C m . Therefore, the curve C E must intersect the curve C E 0 which w e described above. However, as we h a v e noted, E 0 6 = E, and hence a contradiction is obtained. 2
From the above lemma, the next theorem follows essentially as a corollary. We conclude this section with a proof of Lemma 4.17 which n o w follows easily from information used in proving energy separation. This means in particular that it is the solution of the initial value problem u 00 = u 3 u + a; u 0 (0) = 0; u (0) = q; (5.5) where(L; m), or alternatively(L; p), see [27] .
Dierentiating with respect to q (keeping a xed), we get the following initial value problem for u q = w: w 00 = ( 3 u 2 1)w; w 0 (0) = 0; w (0) = 1; where we h a v e again used symmetry and energy considerations. Since the rank of this matrix is 2, we conclude that either or is an isomorphism. It is not hard to see that this implies that Remark. Alternatively, the dimensions of the unstable manifolds can be computed using the nondegeneracy result of the previous section. Note rst the dimension of the unstable manifold for large L (small ) for M k i was computed in [9] , and more recently by dierent methods in [43] . For the case of spike solutions in the transitional case, the dimension of the unstable manifold can be easily obtained by a local bifurcation analysis at the point of coalescence of the turning point with bifurcation from the homogeneous solution, see [42] and [16] . Now using the nondegeneracy results of the previous section and continuity arguments as in the proof of Lemma 6.30 above, the desired results is obtained.
Remark. Note that while it is possible to homotopy the nonlocal problem to an associated local problem and to show in this way that the index of instability is identical for the nonlocal and associated local problems [24] , these methods do not allow us to determine the number of zero eigenvalues.
Structure of the attractor
In this section we prove existence of certain kinds of heteroclinic connections between stationary solutions. We concentrate primarily on the harder metastable case. The main tools are the energy separation results obtained above and the Conley connection matrix [14] , [23] ; the reader is referred to those papers for the relevant background. First, we remark on the unstable case. Here the best results are due to Mischaikow [34] This follows from Theorem 1.2 of [34] . The proof in [34] proceeds by v erifying four assumptions A1{A4 which w e n o w review briey.
A1 is an assumption on the existence of a compact attractor. For the entire Cahn{Hilliard homotopy, this is proved in Theorem 3.13. The fact that the connection matrix in this case has the requisite structure follows from the bifurcation analysis of [27] ; see [34] for details of the argument.
In other words, the attractor for the viscous Cahn-Hilliard homotopy contains all the connections of the Chaee{Infante attractor. In the metastable case Mischaikow's theorem cannot be applied, as there is a much richer set of equilibria and clearly, for example, assumption A2 does not hold.
The metastable case
For reasons described in x8, we cannot at this stage obtain exhaustive information about the structure of the attractor even for close to 1. However, Theorem 4.24 allows us to say something about certain \slices" of the attractor in this case. We present n o w t w o auxiliary lemmas which will aid in understanding the structure of the set fM j i ; j = d dp E rel (p; a m (p)) > 0 a b o v e ; d dp E rel (p; a m (p)) < 0 below ; (7.1) hence in particular, we m a y conclude that E rel > 0 along , the locus of turning points.
We claim similarly that d dp E rel (p; a L (p)) > 0 a b o v e ; d dp E rel (p; a L (p)) < 0 below :
This can be demonstrated as follows: It is easy to calculate that d dp E rel (p; a L (p)) = T o ascertain the sign of d dp E rel (p; a L (p)), we set F = m m 3 a;
and note that (see [41] ) F = 0 along 1 [ 2 and d dp F(p; a m (p)) = d dp a m (p) > 0. This construction is equivalent to collapsing the whole set Q 1 to a point. We use the above continuation and the formalism of transition systems [44] to establish all the degree 1 connections in part 1 of the theorem. Note that at = 1 the connection matrix which w e denote by 1 (using singular homology with coecients in Z 2 ) is [34] If T 01 is the transition matrix from = 0 t o = 1, then a brute force computation shows that it has to be an identity matrix. Hence the connection matrix at = 0 which w e denote by 0 has the same structure as 1 ; this establishes all the degree 1 connections in part 1.
Step Here ii is the connection matrix for the interval of interface solutions, which w as constructed in step I above, that is, ii is the submatrix created from the rst 2r rows and columns of 0 . sh i s a 1 2 r matrix and ss is an 2r 2r matrix. First we compute the matrix si , which has the structure si = Continuing in the parameter L beyond L = e L k we see that the connection persists (again the transition matrix is the identity matrix [44] ). Therefore all the blocks are the same, and are just the 2 2 identity matrices. This proves part 4 of the theorem dealing with degree 1 connections.
Step III. It remains to establish the connections in parts 2 and 3 of the theorem. There is more than one way of doing that, but probably the easiest one is to remember that is a connection where Q is an r r diagonal matrix, Q ii = 1 =i (compare with [34] ).
Proof. First of all note that since all the assumptions A1{A4 of [34] 
Remarks and conclusions
In this paper we h a v e added to the collection of bifurcation diagrams obtained in [27] , the related information concerning the energy levels of all the stationary states of the viscous Cahn-Hilliard homotopy. W e h a v e further demonstrated a joint continuity property for the set of global attractors in terms of mean mass and the homotopy parameter . Hyperbolicity of the set of equilibria has been demonstrated away from turning points and points of bifurcation from the homogeneous state, and combined with local stability analysis, the index of instability is calculated for all equilibria. Combining the above information, partial information is obtained on the possible connections which may exist on the global attractor.
Here we w ould like to comment on the diculties associated with any further analysis of the attractor of the viscous Cahn-Hilliard homotopy. One diculty is technical; i.e., it is easy to check that it is possible to nd values of the parameters L and m so that the energy of some spike solutions will be lowe than that of some interface solutions. Thus even though the energy of all the stationary states are calculable, it may be cumebersome to prescribe further, more detailed Morse decompositions.
Another problem is the fact that the energy-dened Morse decomposition of the attractor in the transitional and metastable cases does not determine the connection matrix uniquely. In such a case, additional information on the dynamical system is required to be able to x the structure of connections. An elegant theory of connections for scalar reaction-diusion equations in one dimension can be found in [20] . We note that these authors do not use energy information, but instead rely on consequences of the maximum principle, which provide a very precise description of stable and unstable manifolds of equilibria. In particular, it is possible to prove [ 5 , 3 1 ] Lastly, there may be other gradient systems or perturbations of gradient systems for which the structure of the global attractor might be accessible with the methods developed here.
