Summary. Consider a discrete-time one-dimensional supercritical branching random walk. We study the probability that there exists an infinite ray in the branching random walk that always lies above the line of slope γ − ε, where γ denotes the asymptotic speed of the right-most position in the branching random walk. Under mild general assumptions upon the distribution of the branching random walk, we prove that when ε → 0, the probability in question decays like exp{− β+o(1) ε 1/2 }, where β is a positive constant depending on the distribution of the branching random walk. In the special case of i.i.d. Bernoulli(p) random variables (with 0 < p < 1 2 ) assigned on a rooted binary tree, this answers an open question of Robin Pemantle [10] .
Introduction
We consider a one-dimensional branching random walk in discrete time. Before introducing the model and the problem, we start with an example, borrowed from Pemantle [10] , in the study of binary search trees. Example 1.1 Let T bs be a binary tree ("bs" for binary search), rooted at e. Let (Y (x), x ∈ T bs ) be a collection, indexed by the vertices of the tree, of i.i.d. Bernoulli random variables with mean p ∈ (0, 1 2 ). For any vertex x ∈ T bs \{e}, let [[e, x] Y (v),
x ∈ T bs \{e}, and U bs (e) := 0. Then (U bs (x), x ∈ T bs ) is a binary branching Bernoulli random walk. It is known (Kingman [7] , Hammersley [4] , Biggins [2] ) that For any ε > 0, let ̺ bs (ε, p) denote the probability that there exists an infinite ray 1 {e =: x 0 , x 1 , x 2 , · · ·} such that U bs (x j ) ≥ (γ bs − ε)j for any j ≥ 1. It is conjectured by Pemantle [10] that there exists a constant β bs (p) such that We prove the conjecture, and give the value of β bs (p). Let ψ bs (t) := log[2(pe t + 1 − p)], t > 0. Let t * = t * (p) > 0 be the unique solution of ψ bs (t * ) = t * ψ β bs (p) :
A particular value of β bs is as follows: if 0 < p 0 < 1 2 is such that 16p 0 (1 − p 0 ) = 1 (i.e., if γ bs (p 0 ) = ) is such that γ bs (p) = 1 2 + ε, then the probability that there exists an infinite ray x with U bs (
As a matter of fact, the main result of this paper (Theorem 1.2 below) is valid for more general branching random walks: the tree T bs can be random (Galton-Watson), the random variables assigned on the vertices of the tree are not necessarily Bernoulli, nor necessarily identically distributed, nor necessarily independent if the vertices share a common parent.
Our model is as follows, which is a one-dimensional discrete-time branching random walk. At the beginning, there is a single particle located at position x = 0. Its children, who form the first generation, are positioned according to a certain point process. Each of the particles in the first generation gives birth to new particles that are positioned (with respect to their birth places) according to the same point process; they form the second generation. The system goes on according to the same mechanism. We assume that for any n, each particle at generation n produces new particles independently of each other and of everything up to the n-th generation.
We denote by (U(x), |x| = n) the positions of the particles in the n-th generation, and by Z n := |x|=n 1 the number of particles in the n-th generation. Clearly, (Z n , n ≥ 0) forms a Galton-Watson process. [In Example 1.1, Z n = 2 n , whereas (U(x), |x| = 1) is a pair of independent Bernoulli(p) random variables.] We assume that for some δ > 0,
in particular, the Galton-Watson process (Z n , n ≥ 0) is supercritical. We also assume that there exists δ + > 0 such that
An additional assumption is needed (which in Example 1.1 corresponds to the condition p < 1 2 ). Let us define the logarithmic generating function for the branching walk:
Let ζ := sup{t : ψ(t) < ∞}. Under condition (1.4), we have 0 < ζ ≤ ∞, and ψ is C ∞ on (0, ζ). We assume that there exists t * ∈ (0, ζ) such that
For discussions on this condition, see the examples presented after Theorem 1.2 below.
Recall that (Kingman [7] , Hammersley [4] , Biggins [2] ) conditional of the survival of the system,
where γ := ψ(t * ) t * is a constant, with t * and ψ(·) defined in (1.6) and (1.5), respectively.
For ε > 0, let ̺ U (ε) denote the probability that there exists an infinite ray {e =:
Our main result is as follows. 
where t * and ψ are as in (1.6) and (1.5), respectively.
Since (U(x), |x| = 1) is not a deterministic set (excluded by the combination of (1.6) and (1.3)), the function ψ is strictly convex on (0, ζ). In particular, we have 0 < ψ ′′ (t * ) < ∞.
We now discuss Assumption (1.6) by means of a few examples. . In this case, (1.8) becomes (1.2).
Example 1.3
Consider the example of Bernoulli branching random walk, i.e., such that U(x) ∈ {0, 1} for any |x| = 1; to avoid trivial cases, we assume E( |x|=1 1 {U (x)=1} ) > 0 and
is automatically satisfied as long as we assume (1.3). Elementary computations show that condition (1.6) is equivalent to E( |x|=1 1 {U (x)=1} ) < 1; in particular, if we assign independent Bernoulli(p) random variables on the edge of a rooted binary tree, this says that p < . Example 1.4 Assume the distribution of U is bounded from the above, i.e., there exists a constant
The rest of the paper is as follows. In Section 2, we make a linear transformation of our branching random walk so that it will become a boundary case in the sense of Biggins and Kyprianou [3] ; the linear transformation is possible due to Assumption (1.6). Section 3 is devoted to the proof of the upper bound in Theorem 1.2, whereas in Section 4 we give the proof of the lower bound.
A linear transformation
We define
The new branching random walk (V (x)) satisfies lim n→∞
Theorem 1.2 will be a consequence of the following estimate: assume (2.2), then
where σ is the constant in (2.5) below.
It is (2.4) we are going to prove: an upper bound is proved in Section 3, and a lower bound in Section 4.
We conclude this section with a change-of-probabilities formula, which is the raison d'être of the linear transformation. Let S 0 := 0, and let (S i − S i−1 , i ≥ 0) be a sequence of i.i.d. random variables such that for any measurable function f :
In particular, E(S 1 ) = 0 (by (2.2)). In words, (S n ) is a mean-zero random walk. We denote
According to Biggins and Kyprianou [3] , under (2.2) and (1.3), we have, for any n ≥ 1 and any measurable function F :
where, for any x with |x| = n, {e =: x 0 , x 1 , . . . , x n := x} is the shortest path connecting e to x.
We complete this section by recalling a useful result of Mogulskii [9] .
Fact 2.1 (Mogulskii [9] ) Let S 0 := 0 and let 
We have
The change-of-probabilities formula (2.6) and Mogulskii's estimate (2.7) will be used several times in the next sections.
Proof of Theorem 1.2: the upper bound
In this section, we prove the upper bound in (2.4): under conditions (2.2) and (1.3), we have
where ̺(ε) is defined in (2.3), and σ is the constant in (2.5).
The main idea in this section is borrowed from Kesten [6] . We start with the trivial inequality that for any n ≥ 1 (an appropriate value for n = n(ε) will be chosen later on),
Let (b i , i ≥ 0) be a sequence of non-negative real numbers whose value (depending on n) will be given later on. For any x, let H(
where
We now estimate ̺ 1 (ε) and ̺ 2 (ε) separately.
By definition,
the last inequality being a consequence of Chebyshev's inequality. Applying the change-ofprobabilities formula (2.6) to F (z) := e zn 1 {εi−b i <z i ≤εi, ∀i≤n} for z := (z 1 , · · · , z n ) ∈ R n , this yields, in the notation of (2.6),
To estimate ̺ 2 (ε), we observe that
We can now use the same argument as for ̺ 1 (ε), namely, Chebyshev's inequality and then the change-of-probability formula (2.2), to see that
Together with (3.2), and recalling that ̺(ε) ≤ ̺ 1 (ε) + ̺ 2 (ε), this yields
The idea is now to apply Mogul'skii's estimate (2.7) to I(j) for suitably chosen (b i ). Unfortunately, since ε depends on n, we are not allowed to apply (2.7) simultaneously to all I(j), 0 ≤ j ≤ n. So let us first do a dirty trick, and then apply (2.7) to only a few of I(j).
We assume that (b i ) is non-increasing. Fix an integer N ≥ 2, and take n := kN for k ≥ 1. Then 
Applying (2.7) to j := ℓk, a i :
we see that, for 1 ≤ ℓ ≤ N,
where σ is the constant in (2.5). Going back (3.3), we obtain:
Since ε → ̺(ε) is non-decreasing, this yields
Elementary computations show that as long as b <
. As a consequence, for any b > 0 satisfying b <
Letting b → 0, this yields (3.1) and completes the proof of the upper bound in Theorem 1.2.
Proof of Theorem 1.2: the lower bound
Before proceeding to the proof of the lower bound in Theorem 1.2, we recall two inequalities: the first gives a useful lower tail estimate for the number of individuals in a super-critical
Galton-Watson process conditional on survival, whereas the second concerns an elementary property of the conditional distribution of sum of independent random variables. Let us recall that Z n is the number of particles in the n-th generation. 
independent non-negative random variables, and if
This section is devoted to the proof of the lower bound in (2.4): under conditions (2.2) and (1.3),
where ̺(ε) and σ are as in (2.3) and (2.5), respectively.
The basic idea consists in constructing a new Galton-Watson tree G = G(ε) within the branching random walk, and obtaining a lower bound for ̺(ε) in terms of G.
Recall from (1.7) that conditional on survival, 1 j max |z|≤j V (z) converges almost surely, when j → ∞, to a finite constant. Since the system survives with (strictly) positive probability, we can fix a sufficiently large constant ν such that
where, as before, Z j := #{|x| = j}.
Fix a constant 0 < α < 1. For any integers n > L ≥ 1 with
By definition, for any x ∈ G n,ε , we have V (x i ) ≤ εi, ∀1 ≤ i ≤ n. If G n,ε = ∅, the elements of G n,ε form the first generation of the new Galton-Watson tree G n,ε , and we construct G n,ε by iterating the same procedure: for example, the second generation in G n,ε consists of y with |y| = 2n being a descendant of some x ∈ G n,ε such that
Let q n,ε denote the probability of extinction of the Galton-Watson tree G n,ε . It is clear that ̺(ε) ≥ 1 − q n,ε ; so we only need to find a lower bound for 1 − q n,ε . In order to do so, we introduce, for b ∈ R and n ≥ 1,
Let us first prove some preliminary results.
Proof. By definition,
which is no smaller than 1 2 ̺(αε, n).
We have, 
where, as before, Z n−L := #{|x| = n − L}.
This implies Lemma 4.4 by means of Fact 4.1. 
By the change-of-probabilities formula (2.6) and in its notation,
which, for any χ > 0, is
Applying (2.8) to j := n, a i := i 1/3 , g 1 (t) := θt − λ and g 2 (t) := θt, we see that for any λ 1 ∈ (0, λ) and all sufficiently large n,
We now estimate the second moment of Y n . By definition,
where the double sum (x,y) is over pairs (x, y) with |x| = |y| = n such that z < x and z < y and that x j+1 = y j+1 . Therefore,
where h j,n := sup
Accordingly,
Taking (4.5) into account, we obtain:
To estimate n j=0 h j,n , we observe that by the change-of-probabilities formula (2.6),
We now use the same dirty trick as in the proof of the upper bound in Theorem 1.2 by sending n to infinity along a subsequence. Fix an integer N ≥ 1. Let n := Nk, with k ≥ 1.
Unfortunately, the interval [0, λn 
P{
(m − 1)λn
We are now entitled to apply (2.7) to j : ̺(αε, n). [Since ̺(ε) ≥ 1 − q n,ε , whereas lim ε→0 ̺(ε) = 0 (proved in Section 3), we have q n,ε → 1 for n → ∞, and thus the requirement 0 < r < min{q n,ε , 1 3 } is satisfied for all sufficiently large n.] By Lemma 4.5, r −2 ≤ ϑ n−L for all n ≥ n 0 (because 2πσ (αb) 1/2 < log ϑ by our choice of b). Therefore, an application of Lemma 4.4 tells us that for n ≥ n 0 , P(1 ≤ #G n,ε ≤ r −2 ) ≤ 1 κ ϑ n−L , which, by Lemma 4.4 again, is bounded by r 3 (because 3πσ (αb) 1/2 < log ϑ). Consequently, for all n ≥ n 0 , 1 − q n,ε ≥ 1 2 ̺(αε, n) − 2r − 2r = 1 4 ̺(αε, n).
Recall that ̺(ε) ≥ 1 − q n,ε . Therefore, lim inf n→∞ 1 n 1/3 log ̺(
Since ε → ̺(ε) is non-decreasing, we obtain:
Sending α → 1 yields (4.2), and thus proves the lower bound in Theorem 1.2.
