We present a new explicit hybrid two step method for the solution of second order initial value problem. It costs only nine function evaluations per step and attains eighth algebraic order so it is the cheapest in the literature. Its coefficients are chosen to reduce amplification and phase errors. Thus the method is well suited for facing problems with oscillatory solutions. After implementing a MATLAB program, we proceed with numerical tests that justify our effort.
Introduction.
We consider the initial value problem of second order y = f (t, y), y(t 0 ) = y [0] , y (t 0 ) = y [0] ,
where f : N −→ N and y [0] , y [0] ∈ N . Observe that y is not involved in (1). In this paper we investigate the class of the above problems with oscillatory solutions. Our result are methods which can be applied to many problems in celestial mechanics, quantum mechanical scattering theory, in theoretical physics and chemistry in electronics and many fields of engineering.
Implicit hybrid Numerov-type methods were introduced by Hairer 1 , Cash 2 and Chawla 3 basically for satisfying P-stability (see Lambert and Watson 4 or Simos and Tsitouras 5 ), a useful property for dealing periodic problems. Later Chawla 6 and Chawla and Rao 7, 8 used explicit modifications of these methods especially for reducing phase errors, Brusa and Nigro 9 . After a decade where only sixth order methods were produced, Simos 10 was enforced to add many additional stages for achieving an eighth order method with * URL address: http://users.ntua.gr/tsitoura/ Table 1 . The stages and the formula of the method we consider.
Y [1] = y [k−1]
Y [2] = y [k] f k+c 2 = f t k , Y [2] Y [3] = (1 + c 3 )
f k+c 3 = f t k + c 3 h, Y [3] Y [4] = (1 + c 4 
some extra characteristics. Later Tsitouras and Simos 11 , presented an explicit tenstages method of eighth algebraic order and of phase-lag order 14, which was the best method of this type appeared in the literature until then. That method was of zero dissipation, something common when implementing two step hybrid methods for problems with periodic solutions. Similarly, Simos 12 derived an 8−th algebraic order method of phase-lag order 16 using 13 stages, something that affected the overall efficiency of the method. These methods require the evaluation of interpolatory offstep nodes. This technique increases the computational cost since the interpolation points share high accuracy too, something that is useless. So six stages are needed per step for a sixth order method while an eighth order method uses ten stages per step.
Tsitouras 13,14 , considered another approach, similar to the one used for the construction of Runge-Kutta-Nyström(RKN) methods avoiding that purposeless derivation of intermediate points. Instead of spending much effort increasing the accuracy of internal nodes we simply involve them in a scheme, where only the final result of the approximation in every step has to achieve the demanded order. Using this technique one can manage to derive sixth order method at a cost of four stages instead of the six stages needed according to classical implementation 8 [2] ∈ N , · · · form f 's, which are the stages of the method. These stages do not approximate any internal points. They are used in a tricky way to achieve a high order final formula.
Following tradition we make use of known information at mesh, setting:
Since
) has been evaluated in the previous step, only f (t k , Y [2] ) is an actual stage in the current step.
Algebraic order of the new method.
When solving (1) numerically we have to pay attention in the algebraic order of the method used, since this is the main factor of achieving higher accuracy with lower computational cost. Thus this is the main factor of increasing the efficiency of our effort. Using the notation of Nyström methods the new one can be formulated in a  table like In vector notation, for an autonomous system y = f (y), an s-stage Numerov type method takes the form
with I s ∈ s×s the identity matrix, A ∈ s×s , b T ∈ s , c ∈ s the coefficient matrices of the method and
For this case the independent variable t can be considered as an extra component of y, setting
N +1 = 1. As an example lets take a look at Numerov made explicit by Chawla 6 . This two stage method is given by
By the above analysis we have the following matrices characterizing ( The first two rows of A have no entries since no f 's are involved in the evaluation of Y [1] and Y [2] . The third row of A is [0 1 0] because
Methods like (3) are called explicit because we compute the stages in sequence. In the Nyström notation used here this is reflected by a strictly lower triangular coefficient matrix A. On the other hand, if a ij = 0 for some i ≤ j the method is called implicit. This leads to the solutions of non-linear algebraic systems increasing the computational effort.
For the explicit methods we introduce in this paper we take s = 10 and the corresponding matrices become:
The new method needs only nine function evaluations per step since f (Y [1] ) has been already evaluated in the previous step.
Our method shares 62 parameters. As can be seen above there are 44 coefficients for A (namely d 11 , d 12 , d 21 , d 22 , a 21 , · · · ), 10 coefficients for vector b and 8 entries for vector c. The numbers of equations of condition for various orders coincides the corresponding number for Runge-Kutta-Nystrom 27 methods and they are listed in Table 2 . For achieving 8−th order, 1+1+2+3+6+10+20+36 = 79 equations have to be satisfied. In Appendix-A we list the equations up to 8−th order in various Tables. The parameters are less than equations and we meet a similar problem in the construction of Runge-Kutta (RK) methods. Traditionally we make simplifying assumptions that reduce the number of conditions but commit a smaller number of coefficients. Tsitouras 28 addressed this problem for implicit methods of the same type and derived an eighth order P-stable method at a cost of six stages . Analogously to the manipulation we used there and other papers 29, 30, 31 , we make the following simplifying assumptions: 
with
and for
The requirement (4) is obligatory in contrary to assumptions made in Ref. 28 , since the available a ij 's for explicit methods are not enough to satisfy equations (5) for all indexes. The remaining order conditions are given in Table 3 . In this table operation "*" may understood as component-wise multiplication:
This operation has the less priority. Parentheses, powers and dot products are always evaluated before "*". Table 3 . Equations of condition up to eighth order, under assumptions (4) - (5) . a 64 , a 73 , a 74 , a 75 , a 76 , a 83 , a 84 , a 85 , a 86 , a 87 , b 7 and c 2 . 3. Periodic problems.
Following Lambert and Watson
4 and in order to study the periodic properties of methods posed for solving (1), it is constructive to consider the scalar test problem
When applying an explicit two step hybrid method of the form (2) to the problem (6) we obtain a difference equation of the form
where y [k] ≈ y (nh) the computed approximations at n = 1, 2, . . ., v = ωh, and S v 2 , P v 2 polynomials in v 2 . The interval of periodicity (0, v 0 ) includes all 0 < v < v 0 with P v 2 ≡ 1 and 0 < |S v 2 | < 2. A method with v 0 = ∞ is P-stable. Zero dissipation property is fulfilled by requiring
and helps a numerical method that solves (6) to stay in its cyclic orbit. The dissipation order q of a method is the number satisfying 1−P v 2 = O(v q ). Notice that
A method of algebraic order 2 · i satisfies the terms in the series above for j = 0, 1, · · · , i − 1. This means that for an eighth order method it is desirable to solve
in order to get higher dissipation order. For a zero-dissipative method only z 9 = z 11 = z 13 = z 15 = z 17 = 0 is required, since for the lower triangular matrix A, all other z -s vanish,
The phase-lag of the method is the angle difference between numerical and theoretical cyclic solution of (6) . Since the solution of (6) is
we may write equation (7) as
with the number p the phase-lag order of the method. Since
we observe that expression (8) is a series of the form
This series is satisfied for v 2·j , j = 1, 2, · · · , i, when 2 · i is the algebraic order of the method. Thus it is interesting to eliminate as many as possible higher order coefficients of it. We proceed solving the 44 equations for algebraic order using MATHEMATICA 32 and managed to get lengthly expressions for all the coefficients with respect to the 13 free ones. These expressions can't be presented here but can be requested from the author by e-mail. Then we wrote a MATLAB 33 function requiring simultaneously: z 9 = 0, z 11 = 0, l 10 = 0, l 12 = 0, l 14 = 0, l 16 = 0, and l 18 = 0.
We evaluated the 13 parameters satisfying (9) and concluded to a method with phase error of O(v 20 ), while the amplification error is O(v 13 ). We conjecture that no zero dissipation method with this low phase lag exist in the class of methods we considered. In consequence the new method is dissipative and does not posses an interval of periodicity. Sacrificing high phase lag order for achieving zero dissipation property alone was not proved a good choice.
The coefficients of the new method are given in the Appendix-B as a part of a MATLAB program.
Numerical Tests.
To illustrate the efficiency of our new method we compared it with The main characteristics of the methods under comparison can be found in Table  4 .
Four problems are chosen for our comparisons that are well known from the relevant literature. 
Bessel equation
First we considered the following problem
whose theoretical solution is
We solved the above equation in order to find the 100th root of the solution which occurs when t = 32.59406213134967.
Inhomogeneous equation
Our second test problem was an inhomogeneous problem:
with analytical solution y(t) = cos(10t) + sin(10t) + sin(t).
We integrated that problem in the interval t ∈ [0, 10π] as in Simos et. al. 35 or Simos and Tsitouras 11 .
Duffing equation
Then we considered the following problem 
Wave equation
Finally we chose the Wave equation
with initial (and boundary) conditions
We implemented the case
following Houwen and Sommeijer 37 . By using the method of lines with ∆x = 10, this problem was converted into a system of ODEs with eleven equations. The ninth component u 9 of the system approximates u(t, x) at x = 8∆x = 80. A very accurate integration calculated the 10th zero of u 9 is 63.35062926689779. So we integrated the methods to this point and recorded the values of the 9th component.
We computed the end point global error e ij achieved by i−th method for j−th problem and then recorded the values −log(e ij ) in Tables 5, 6 , 7 and 8. All problems were tested for the same computational cost for all methods. We observe in average an improvement of 1.3 digits over the 8−th order method which is considerable for methods of the same algebraic order. Other explicit eighth order methods that are special tuned for oscillatory problems can been found in the literature 11, 12, 15 , but it was proved that the 22-th phase-lag order method of Tsitouras 34 has already outperformed them. The improvement over the sixth order method is little less than 1.0 digit. The results of this five stage-method were extraordinary in Papageorgiou et al 19 and it was hard to overthrow them. It seems that the stage reduction and raising the amplification order of our new method was of crucial importance for gaining efficiency. Running the methods for larger intervals doesn't change the overall icon.
Conclusion
A new 8−th order method with nine stages is constructed using a recently introduced approach. Equations of condition for the attainable algebraic order and compact forms for the expression of phase-lag and amplification are given. The numerical results confirm our theoretical considerations for superior performance over problems with oscillatory solutions. In a future work it is very possible to manage dropping one stage yet, thus decreasing their number to 8. But it is of question if pleasant properties such as phase-lag could be kept in small magnitude. Table 9 . Truncation error coefficients of 1−st to 6−th order. order equations
,
Appendix A. Order conditions and Truncation error coefficients
The truncation error derives by the subtraction of (2) from its theoretical correspondence. It is a series of the form A serious understanding of the derivation of order conditions needs investigation through B2-series of Coleman 20 . Here we list the first 23 truncation error expressions for orders one through six, in Table 9 . The next 20 terms for 7−th order and the 36 ones for 8−th algebraic order are given in Tables 10 and 11 respectively. These terms can be thought belonging to various sets along with their order. Thus the set T (1) = {T 11 }, while
It must be noticed that the presentation in these Tables is rather simplified assuming that lower order coefficients are already known. For example the first of the sixth order terms is not Table 10 . Truncation error coefficients of 7−th order, forming set T (7) .
>> fcn=inline('-(100+1/4/x^2).*y','x','y'); >> isteps=1000; >> y0=besselj(0,10); >> x0=1; >> xend=32.59406213134967; >> h=(xend-x0)/isteps; >> y1=sqrt(x0+h)*besselj(0,10*(x0+h)); >> [x,y]=numer_order8_stages9(fcn,x0,xend,y0,y1,isteps); >> -log10(abs(y(end))) ans = 12.4250
Rounding this we conclude to the last number 12.4 in the third line of the corresponding Table-5. 
