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Abstract
For the time optimal control on an invariant system on SU(2), with two independent
controls and a bound on the norm of the control, the extremals of the maximum principle
are explicit functions of time. We use this fact here to perform the optimal synthesis for
these systems, i.e., find all optimal trajectories.
Although the Lie group SU(2) is three dimensional, optimal trajectories can be de-
scribed in the unit disk of the complex plane. We find that a circular trajectory separates
optimal trajectories that reach the boundary of the unit disk from the others. Inside this
separatrix circle another trajectory (the critical trajectory) plays an important role in that
all optimal trajectories end at an intersection with this curve.
Our results are of interest to find the minimum time needed to achieve a given evolution
of a two level quantum system.
1 Introduction
The control of quantum mechanical systems has offered further motivation for the study of
control systems on Lie groups, and in particular on SU(n) and its Lie subgroups, as the evo-
lution of a closed quantum system can be often modeled as a right invariant system varying
on such Lie groups (see, e.g., [1], [7] and references therein). Among these models, systems on
SU(2) arguably represent the simplest non trivial case, still a very rich one from a mathemat-
ical point of view. These two-level quantum systems are of fundamental interests in quantum
physics and in quantum information, since they are the basic building block in the circuit based
implementation of quantum information processing (see, e.g., [12]). A natural requirement in
these implementations is to perform quantum operations (evolutions) in minimum time, both
to shorten the overall time of computation and to avoid the effects of the interaction with the
environment (de-coherence). For these reasons these systems have been studied in many aspects
and their (time) optimal control has been the subject of many papers (see, e.g., [4], [5], [8], [9],
[10], and references therein.). Here we add to this literature providing an explicit description
of all optimal trajectories. This is done for a system with two orthogonal controls ux and uy
(cf. model (1) below) with have to satisfy a bound u2x + u
2
y ≤ γ2 at every time, with positive γ
and γ ≤ 1.
In particular, the model we consider is given by
X˙ = σzX + uxσxX + uyσyX, X(0) = 1, (1)
where X ∈ SU(2) and σx,y,z are the Pauli matrices, which form a basis of the Lie algebra su(2).
They are defined as
σx :=
1
2
(
0 i
i 0
)
, σy :=
1
2
(
0 −1
1 0
)
, σz :=
1
2
(
i 0
0 −i
)
. (2)
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The Lie algebra su(2) is equipped with an inner product between matrices, 〈·, ·〉, defined as
〈A,B〉 := Tr(AB†), so that the associated norm is ‖A‖ := √〈A,A〉. With these definitions the
norm of the Pauli matrices is 1√
2
.
We want to find, for every final condition Xf , the controls ux, uy, that steer the state of
system (1) from the identity to Xf in minimum time, with the requirement that u
2
x + u
2
y ≤ γ2,
γ2 ≤ 1.
Remark 1.1 Requiring a small bound on the norm of the control as compared to the size of
the drift in (1) is quite natural in NMR experiments where the control is usually a perturbation.
Remark 1.2 The more general time optimal control problem for the system
U˙ = ±ω0σzU + vxσxU + vyσyU, U(0) = 1, (3)
with ω0 > 0 with v
2
x + v
2
y ≤ ω20γ2 can be reduced to the problem for system (1). Define
X(t) := U( tω ), and new controls ux,y(t) :=
1
ω0
vx,y
(
t
ω0
)
we have that once the minimum time
problem for
X˙ = ±σzX + uxσxX + uyσyX, U(0) = 1, (4)
is solved with controls ux and uy and minimum time T , and u
2
x + u
2
y ≤ γ2 the original optimal
control for (3) is solved with vx,y(t) = ω0ux,y(ω0t), in time
T
ω0
to drive to the same final
condition. The optimal control problem for system (4) is the same as the one we have stated
in the case +. In the case − it can be reduced to it. Assume we have solved the minimum time
problem for system (1) for the final condition X−1f and with controls ux and uy over an interval
[0, T ]. Then it is easily verified that the control −ux, −uy over the same interval [0, T ] solves
the problem of driving system (4) with the − from the identity to Xf , in minimum time.
The paper is organized as follows. In section 2, we will select one of the methods to
parametrize elements in SU(2), and prove a simple property of the control system (1) which
will allow us to consider only two parameters rather than three when studying time optimal
trajectories. In view of these facts, we will be able to perform the whole geometric analysis in
the unit disk in the complex plane. We also recall how to apply the maximum principle of opti-
mal control in this case and the form of the extremal controls and trajectories. In section 3 we
solve the time optimal control problem for diagonal operators. As a limit of these trajectories,
we identify a particular optimal trajectory which is a circle and plays a fundamental role for
the whole analysis. All optimal trajectories leading to diagonal operators are outside this circle
while all others are inside. Therefore we call this curve the separatrix.1
For the special case γ = 1, the separatrix curve coincides with the trajectory corresponding
to the SWAP operator. The optimal trajectories for points outside the separatrix are the same
ones that lead to diagonal operators. The optimal trajectories for points inside the separatrix
are described in section 4. Here we give the general picture as a conjecture which is supported
by theoretical results and simulations. In order to complete the proof though, we use the
additional assumption γ ≥ 1√
3
. In section 5, we provide a discussion of the results and show
how these lead to a simple method to find the optimal control once the final condition is chosen.
In this section we also compare our results with other work on the control of systems on SU(2)
and two level quantum systems and in particular [8] and [9].
1Note this terminology is used with a slightly different meaning usually in mathematics, where a separatrix
is a curve separating different behaviors of solutions of a differential equation. Here our curves are projections
of solutions of differential equations obtained for different values of parameters rather than initial conditions.
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2 Parametrization of SU(2) and general properties of the
model
2.1 Parametrization of the final conditions in the optimal control
problem
It is well known that the Lie group SU(2) is diffeomorphic to the sphere S3 ⊆ RI 4 and it is Lie-
homeomorphic to the Lie group of unit quaternions, SH, x+y~i+c~j+d~k, with x2+y2+c2+d2 = 1,
the homeomorphism being given by
SH 3 x+ y~i+ c~j + d~k ⇔
(
x+ yi −(c+ id)
(c− id) x− iy
)
∈ SU(2). (5)
By writing −(c + id) = eiφM and x + iy = eiψ√1−M2, with 0 ≤ M ≤ 1, ψ, φ ∈ [0, 2pi), we
can write any matrix Xf ∈ SU(2) using the three parameters ψ, φ, and M , as
Xf :=
(
eiψ
√
1−M2 eiφM
−e−iφM e−iψ√1−M2
)
. (6)
We shall some times normalize the parameter ψ and use the parameter xψ instead, defined as
xψ :=
ψ−pi
pi , with xψ ∈ [−1, 1). The parameter φ of the final condition Xf in (6) does not affect
the time optimal control problem, in the sense that matrices that differ only by the parameter φ
can be reached in the same minimum time. This is a consequence of the following proposition.
Proposition 2.1 The minimum time to reach Xf ∈ SU(2), is the same as the minimum time
to reach eσzαXfe
−σzα, for any α ∈ RI .
Proof. Let ux and uy optimal controls steering the state X of (1) from the identity to Xf , in
time Topt and let X
o := Xo(t) the corresponding trajectory. Define for j = x, y the constants
βjk such that
eσzασje
−σzα =
∑
k=x,y
βj,kσk. (7)
Define new controls vx, vy, for k = x, y, as vk :=
∑
j=x,y βj,kuj . Moreover notice that v
2
x+ v
2
y =
u2x + u
2
y so that, if ux, uy is an admissible control so is vx, vy. With the control vx, vy, the
trajectory solution of (1) is U(t) = eσzαXo(t)e−σzα. In fact, differentiating U(t) and using (1)
for Xo and (7), we obtain
U˙ := eσzαX˙e−σzα = σzU + (
∑
j=x,y
uj(
∑
k=x,y
βj,kσk))U =
σzU + (
∑
k=x,y
(
∑
j=x,y
βj,kuj)σk)U = σzU + (
∑
k=x,y
vkσk)U.
This shows that the optimal time to reach eσzαXfe
−σzα is not greater than the one to reach
Xf . By exchanging the roles of Xf and e
σzαXfe
−σzα, the opposite is seen to be true. Therefore
the minimum time is the same in the two cases as stated.
Remark 2.2 The proof can be generalized with only formal modifications to more general
systems on (Lie subgroups of) SU(n), and more general systems of the form X˙ = AX +∑m
j=1 ujBjX. We can replace the element of the form e
σzα with any element K of (the Lie
subgroup of) SU(n), which commutes with A and it such that span{KB1K†, . . . ,KBmK†} =
span{B1, . . . , Bm}.
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In view of Proposition 2.1 the only element that is relevant to determine the minimum time to
reach Xf in (6) is the element (1,1) in the matrix Xf . This will be parametrized by phase ψ (or
xψ) and magnitude M or, more often, by its real and imaginary parts, i.e., as a point x+ iy in
the unit disk in the complex plane. To every (optimal) trajectory in SU(2) there corresponds
a curve starting from (1,0) in the unit disk. Points in the unit disk correspond to classes of
matrices in SU(2) which can reached in the same minimum time.
2.2 The Pontryagin maximum principle and the expression of optimal
candidates
Consider the problem of driving the state X of (1) from the identity to a final condition Xf ,
with bound u2x + u
2
y ≤ γ2, in minimum time. The Pontryagin Maximum Principle states
that, if ux, uy is optimal, and Xo is the optimal trajectory, then there exists a nonzero matrix
M˜ ∈ su(2), such that, for almost every t, ux(t), uy(t), are the values of vx and vy, that maximize
the Hamiltonian function
H(M˜,Xo, vx, vy) := 〈M˜,X†oσzXo〉+ vx〈M˜,X†oσxXo〉+ vy〈M˜,X†oσyXo〉. (8)
Furthermore H(M˜,Xo(t), ux(t), uy(t)) is constant for almost every t.
Define, bx,y,z := 〈M˜,X†oσx,y,zXo〉. The maximization condition, implies that
ux,y = γ
bx,y√
b2x + b
2
y
(9)
unless bx and by are both zero, in which case the corresponding arc is called singular. Differen-
tiating bx,y,z with respect to time, using (1), and the standard commutation relations for the
Pauli matrices2, we arrive at the following system of differential equations for bx, by and bz.
b˙x = bzuy − by, (10)
b˙y = bx − bzux, (11)
b˙z = byux − bxuy. (12)
On a non singular arc, given the expression of the controls ux and uy in (9) we have that
bz is constant. This together with the fact that the Hamiltonian (8), which takes the form
H = bz + γ
√
b2x + b
2
y, is also constant, implies that the controls ux and uy (for nonsingular
extremals) can be written as (cf., the solutions of (10), (11))
ux = γ sin(ωt+ φ˜), uy = −γ cos(ωt+ φ˜), (13)
for some frequency ω ∈ RI and phase φ˜ ∈ RI . For singular arcs where bx ≡ by ≡ 0, from (12)
bz = const 6= 0 which3 therefore gives from (10), (11), ux ≡ 0, uy ≡ 0. Therefore singular arcs
starting from a point X1 have the form e
σztX1, for t ∈ [0, t1] for some t1 > 0. We shall see in
Theorem 1 and its proof that these arcs are never optimal.4 Therefore in the optimal control
problem we can restrict ourselves to nonsingular arcs.
Using the controls (13) in (1), the resulting differential equation can be explicitly integrated
(see, e.g., [6] p.446). Direct verification shows that the solution is given by
X(t, ω, φ˜) :=
(
eiωτ (cos(aτ) + i ba sin(aτ)) e
i(ωτ+φ˜) γ
a sin(aτ)
−e−i(ωτ+φ˜) γa sin(aτ) e−iωτ (cos(aτ)− i ba sin(aτ))
)
, (14)
2[σx, σy ] = σz , [σy , σz ] = σx, [σz , σx] = σy .
3If it was equal to zero it would imply M˜ = 0 which is excluded from the maximum principle.
4General conditions to discard singular arcs are discussed in [3] and the references therein.
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for τ = t2 , b := 1−ω, a :=
√
γ2 + b2. For given ω and φ˜, the time T is the minimum time to reach
if Xf := X(T, ω, φ˜) if there is no smaller T1 and pair ω1 and φ˜1 such that Xf := X(T1, ω1, φ˜1) .
In the expression (14), the phase of the element (1, 2) does not affect the (minimum) time
to reach a given target, in the sense that we can always tune φ˜ to give an arbitrary phase to
the (1,2) element of the final condition, which provides an alternative way to prove Proposition
2.1.
Notation: In the following we shall replace the notation τ with t, with the understanding
that the new ‘t′ is half the ‘t′ we have mentioned so far.
2.3 Properties of extremal curves
Any candidate optimal is represented by a parametric curve in the complex plane, and in
particular inside the unit disk, which starts from the point (1, 0) and represents the (1, 1)
element of the trajectory of (1). These curves can be parametrized by the frequency ω of the
optimal control candidates while the phase does not play any role. They are explicitly given by
(cf. (14)
x(t) := xω(t) = cos(ωt) cos(at)− b
a
sin(ωt) sin(at), (15)
y(t) := yω(t) = sin(ωt) cos(at) +
b
a
cos(ωt) sin(at), (16)
with b := 1− ω, a =
√
b2 + γ2.
We also have (cf. (14)) for the distance of the point from the origin,
1−M2(t) := r2(t) := x2(t) + y2(t) = 1− γ
2
a2
sin2(at). (17)
The phase ψ(t) is given (cf. (14)) for 0 ≤ t ≤ pi2a by
ψ(t) = ωt+ arctan
(
b
a
tan(at)
)
, (18)
and for pi2a < t ≤ pia ,
ψ(t) = ωt+ pi + arctan
(
b
a
tan(at)
)
. (19)
In the following there will be some values of the frequency ω which play an important
role. We define them at the outset. In particular we define ω∗ : 1+γ
2
2 , ωc := 2ω
∗ = 1 + γ2.
Correspondingly, we define b∗ := 1− ω∗, bc := 1− ωc, a∗ :
√
γ2 + (b∗)2 and ac :=
√
γ2 + (bc)2.
We record few properties of the extremal trajectories.
Fact 1 From equation (17), we have:
dr2
dt
=
−2 sin(at) cos(at)
a
,
which implies, that r(t) is decreasing for t ∈ [0, pi2a ], and it is increasing for t ∈ [ pi2a , pia ]. At the
time t = pia the trajectory reaches the boundary of the unit disk. Moreover, since
d(r2)
dt |t=0 =
d2(r2)
dt2 |t=0 = d
3(r2)
dt3 |t=0 = 0 and d
4(r2)
dt4 |t=0 = 8a2, we have that given ω1 and ω2 and letting
a1,2 and r1,2(t) the corresponding value for the constant a and r(t), if a1 > a2, for t in a
neighborhood of 0, we have r1(t) > r2(t).
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Fact 2 Calculating dψdt from (18), (19), we obtain
dψ
dt
=
−γ2 sin2(at)ω + a2
a2 cos2(at) + b2 sin2(at)
. (20)
Equation (20) implies that for ω ≤ 1 the phase is always increasing. Moreover when ω > 0, we
have:
−γ2 sin2(aτ)ω + a2 = ω2 − (2 + γ2 sin2(at))ω + (γ2 + 1) ≥ ω2 − (2− γ2)ω + (γ2 + 1).
Since the last polynomial is positive when ω > ωc := 1 + γ
2, we derive that the phase is
increasing for ω ≤ 1 and for ω ≥ ωc.
Fact 3: Because of the existence of the optimal control, every point in the unit disk is
reached by at least one curve and among those that reach the point at least one is optimal.
Fact 4: The singular curve corresponds to the boundary of the unit disk. Therefore every
point in the interior of the unit disk must be reached by an optimal trajectory which contains
a nonsingular arc. We shall in fact see in Theorem 1 (under the assumption γ ≤ 1) that even
for the points on the boundary the optimal trajectories are nonsingular, and this implies that
all the optimal trajectories do not contains singular arcs.
Fact 5: (Principle of Optimality) If a curve reaching a point P is optimal, then that curve
is optimal for every point on that curve before P .
Fact 6: When two curves intersect at a point P they cannot be both optimal at the point
P . In fact, if they reach P at point at different times, then, obviously, the one that reaches at
greater time is not optimal. If the reach P at the same time, then we could possibly switch from
one value of ω to the other in the control and still have an optimal trajectory. This contradicts
the fact that all the nonsingular extremals have the form (13) (cfr. Fact 4).
If a curve is optimal for every point before a point P and not optimal after P we say that
a curve looses optimality at P .
3 Optimal control problem for diagonal final conditions
and the separatrix curve
3.1 Diagonal operators
Assume the final condition Xf :=
(
eiψf 0
0 e−iψf
)
, that is, we want to drive in minimum time
to a point on the boundary of the unit disk. According to formula (17) extremal trajectories
reach the boundary of the unit disk at times T = kpia . If T is the final time in (14), we have the
two equations
T =
kpi
a
, k ≥ 0, (21)
ωT + aT = ψf + 2mpi, m ∈ ZI , (22)
which give respectively the condition on the norm of the off diagonal term and on the phase of
the diagonal term.5 Plugging (21) into (22), we have
kpi(1 +
ω
a
) = ψf + 2mpi. (23)
A study of the function f(ω) := ωa for ω ∈ (−∞,∞) reveals that this function is bounded below
by −1, so that, when ψf ∈ (0, 2pi), (23) can only be verified for m ≥ 0. Let use denote by Tk,m
the time T which is given by equation (21) with k and verifying the constraint (22). Notice
that not all pairs k > 0,m ≥ 0 are feasible (the function ωa is bounded). We shall show that no
matter what ψf ∈ (0, 2pi) is, the minimum of these times is T1,0 which is feasible.6. The proof
5In the condition (21) we have used the fact that the time has to be nonnegative (in fact positive if ψ 6= 0).
6This means that there exists an ω satisfying (23) with k = 1 and m = 0.
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can be achieved in two steps given by the following two lemmas. The result for the diagonal
case is summarized in Theorem 1. Proofs of Lemmas 3.1 and 3.2 are given in Appendix A.
Lemma 3.1 For every k > 0 and m > 0,
Tk,m ≥ Tk,0. (24)
Lemma 3.2 For every k > 0,
Tk,0 ≥ T1,0. (25)
Theorem 1 Assume γ ≤ 1. Then the minimum time to reach a diagonal operator Xf :=(
eiψf 0
0 e−iψf
)
, ψf ∈ (0, 2pi) is
Tmin = T1,0(ψf ) :=
ψf (2pi − ψf )
pi − ψf +
√
pi2 + γ2ψf (2pi − ψf )
, (26)
which is obtained with the controls (13), with φ˜ arbitrary and ω given by7
ω =
xψf
1− x2ψf
(−xψf +
√
1 + γ2(1− x2ψf )). (27)
Proof. The theorem summarizes the previous two Lemmas. The expression of the optimal
frequency ω is obtained from (23), (46), with k = 1 and m = 0.
To make sure that this time is optimal we need to compare it with the one obtained with
the singular trajectory which is Tsing(ψf ) = ψf . In fact we have Tmin < Tsing. This follows
from
Tmin
ψf
=
2pi − ψf
pi − ψf +
√
pi2 + γ2ψf (2pi − ψf )
< 1 =
Tsing
ψf
. (28)
A consequence of this theorem is also that no optimal trajectory can be contain a singular
arc, because the singular arc can be followed in smaller time.
3.2 The separatrix curve
Reconsider formula (27). There is a one to one correspondence between values of xψf ∈ (−1, 1)
(alternatively values of ψf ∈ (0, 2pi)) and ω. In fact −∞ < ω < 1+γ
2
2 := ω
∗ and limψf→0 ω =
−∞ and limψf→2pi ω = 1+γ
2
2 = ω
∗.
Consider now the trajectory corresponding exactly to ω = ω∗ = 1+γ
2
2 . In this case a = a
∗ =
ω = ω∗ and the parametric equations of (15) and (16) become
x(t) =
2
1 + γ2
cos(ω∗t)− 1− γ
2
1 + γ2
, (29)
y(t) =
2
1 + γ2
cos(ω∗t) sin(ω∗t). (30)
This represents a circle with center in
P =
(
γ2
1 + γ2
, 0
)
, (31)
and radius 11+γ2 . We shall call this circle the ‘separatrix’. The following lemma justifies this
name.
7Recall that xψ :=
ψ−pi
pi
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Lemma 3.3 All the optimal trajectories corresponding to diagonal operators (described in
subsection 3.1) intersect the separatrix curve only in the point (1, 0).
The proof is in Appendix A.
Figures 1 and 2 give some plots of the trajectories outside the separatrix, leading to diagonal
operators for the cases γ = 12 and γ = 1 respectively. The separatrix is the red circle in both
cases. The cases ω = −3, ω = 0 and ω = 12 are displayed explicitly for γ = 12 and the same
values of ω’s and ω = 89 are displayed for γ = 1. As ω → ω∗, the trajectories tend to the
separatrix.
Figure 1: Optimal trajectories to reach the boundary of the unit disk (in blue) for various
values of ω and γ = 12 . The outermost trajectory is the one corresponding to ω = −3, the
next one (reaching the point (-1,0)) corresponds to ω = 0. The innermost trajectory is the one
corresponding to ω = 12 . The separatrix is the red circle centered at the point (
1
5 , 0).
The following proposition states two important properties of the optimal trajectories outside
the separatrix.
Proposition 3.4 1. The trajectories corresponding to ω ∈ (−∞, ω∗) loose optimality after
reaching the boundary of the unit disk.
2. Every point outside the separatrix is reached by an optimal trajectory (before reaching
the boundary) corresponding to a single value of ω, with ω ∈ (−∞, ω∗)
Proof. To prove 1., recall from Fact 2 of subsection 2.3 that the phase ψ is always increasing,
since ω∗ ≤ 1. This means that any of the trajectories corresponding to ω ∈ (−∞, ω∗) after
hitting the boundary will necessarily intersect another trajectory corresponding to a larger value
of (final) ψf which is optimal. Therefore such a trajectory looses optimality at the boundary.
To prove 2., Consider a point P outside the separatrix and assume by contradiction that
none of the curves reaching the boundary and corresponding to ω ∈ (−∞, ω∗) contains such a
point. In particular, denote by Cψf any such curve corresponding to the phase ψf ∈ (0, 2pi).
By the existence of the optimal control for P there exists an optimal trajectory ending in P ,
which we denote by CP , defined in [0, tP ], with tP <
pi
a (see (17). All the trajectories Cψf
and CP never intersect (except for the point (1, 0)). Express the trajectory Cψf and CP as
8
Figure 2: Optimal trajectories to reach the boundary of the unit disk (in blue) for various
values of ω and γ = 1. The outermost trajectory is the one corresponding to ω = −3, the next
one (reaching the point (-1,0)) corresponds to ω = 0. The next on is the one corresponding to
ω = 12 . The innermost trajectory is the one corresponding to ω =
8
9 . The separatrix is the red
circle centered at the point ( 12 , 0).
polar equations r = r(ψ) with ψ the (variable) phase. In particular we write r = rf (ψ) for
Cψf and r = rP (ψ) for CP . With this notation, we say that Cψf is above CP if rf (ψ) is
greater than rP (ψ) for one (and therefore all since they cannot intersect) ψ 6= 0 which are in
the common domain of the function rf and rP . Analogously we say that Cψf is below CP if
rf (ψ) is smaller than rP (ψ). Consider the set AP (BP ) of all ψf ∈ (0, 2pi) which are such that
Cψf is above (below) CP . It is important to notice that both AP and BP are not empty. AP is
not empty because it definitely contains all ψf ’s smaller than the phase of P since the phase is
always increasing from formula (20). BP is not empty because it is enough to take a curve Cψf
sufficiently close to the separatrix to leave P on the right. Moreover AP
⋃
BP = (0, 2pi). By
continuity (again using the fact that Cψf and CP never intersect) AP and BP are both open
set. Since they are not empty this contradicts AP
⋃
BP = (0, 2pi) because of the connectedness
of (0, 2pi).
3.2.1 SWAP operator
The SWAP operator, is the operator that in quantum information theory corresponds to a
logic operation NOT . It inverts the state of a two level quantum system. It is given in the
computational basis by
XSWAP :=
(
0 1
−1 0
)
, (32)
which corresponds to the origin of the unit disk. In formula (14), we need a = γ, b = 0
and ω = 1 (resonance condition [3]) and, minimum time Tmin(XSWAP ) =
pi
2γ . The optimal
trajectory is
X(t) =
(
eit cos(γt) sin(γt)
− sin(γt) e−it cos(γt)
)
. (33)
9
Figure 3 displays the various trajectories for the values of γ = 27 ,
1
2 ,
2
3 , 1, until the trajectories
self intersect and therefore are no longer optimal.8 The trajectory corresponding to γ = 1 is a
circle of radius 12 centered at (
1
2 , 0). Which coincides with the separatrix in this case.
Figure 3: Optimal trajectories for the SWAP operator for various values of γ. Trajectories are
no longer optimal after they self-intersect. The trajectories correspond to the following values
of γ: γ = 27 , red; γ =
1
2 , blue; γ =
2
3 , green; γ = 1, black.
4 The optimal control problem inside the separatrix
From now on we denote by S the closed region inside the separatrix. For points in S, the
frequency ω of the optimal control must be greater than or equal to ω∗ = 1+γ
2
2 . In fact, as
we have seen in the provious section, the trajectories corresponding to ω < ω∗ do not intersect
the separatrix before touching the boundary (Lemma 3.3) and, after touching the boundary,
they are not optimal anymore (Proposition 3.4). Therefore, for all points in S, the optimal
trajectories are with omega, ω ≥ ω∗.
In order to study the behavior of these trajectories with respect to the separatrix we consider
a trajectory (xω(t), yω(t)) in (15), (16) and the function
∆ω(t) :=
(
xω(t)− γ
2
γ2 + 1
)2
+ y2ω(t)−
1
(1 + γ2)2
, (34)
which gives the difference between the square of the distance of the trajectory (as a function
of t) from the center of the separatrix and the square of the radius of the separatrix. ∆ω(t) is
identically zero for ω = ω∗, i.e., on the separatrix. Using (17) and (15), we obtain
∆ω(t)
γ2
=
2
1 + γ2
− 1
a2
sin2(at)− 2
1 + γ2
(cos(ωt) cos(at)− b
a
sin(ωt) sin(at)). (35)
8The full trajectories are closed in the case where γ is a rational number.
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Lemma 4.1 Assume ω ∈ [ω∗, 3ω∗). Then there exists an  = ω > 0 such that (xω(t), yω(t)) is
in S for every t ∈ [0, ). Assume ω > 3ω∗. Then there exists an  = ω such that (xω(t), yω(t))
is outside S for every t ∈ (0, ).
Proof. We calculate the derivatives of ∆ω(t)γ2 at t = 0. The first three derivatives give zero while
the fourth one is greater than or equal to zero for ω ≤ ω∗ and ω ≥ ω∗ otherwise it is smaller
than zero. The case ω ≤ ω∗ corresponds to the trajectories of subsection 3.1 and the separatrix
itself. The case ω > ω∗ also corresponds to trajectories that starts outside of the separatrix.
Trajectories corresponding to ω ∈ (ω∗, 3ω∗) start inside the separatrix.
Corollary 4.2 Trajectories corresponding to ω > 3ω∗ are not optimal.
Proof. Using Proposition 3.4, these trajectories are not optimal since they intersect the optimal
ones going to the boundary of the unit disk.
From the above two results, all points in S will have optimal trajectories corresponding to
values of ω in the interval [ω∗, 3ω∗].
In the interval [ω∗, 3ω∗] a particularly important role is played by the curve corresponding
to ωc := 2ω
∗ = γ2 + 1. This curve presents a cuspid point, i.e., a point where both x˙ and y˙ are
zero. In particular having defined ac as the value of a corresponding to ωc, i.e., ac := γ
√
1 + γ2,
from (15) and (16), we obtain
x˙ωc(t) = − sin(ωct) cos(act), (36)
y˙ωc(t) = cos(ωct) cos(act), (37)
and both derivatives are zero when t = pi2ac . We shall call the trajectory corresponding to
ω = ωc until the point corresponding to t =
pi
2ac
, the critical trajectory. Its final point is
xωc(
pi
2ac
) =
γ√
1 + γ2
sin
(
pi
√
1 + γ2
2γ
)
, yωc(
pi
2ac
) = − γ√
1 + γ2
cos
(
pi
√
1 + γ2
2γ
)
. (38)
It is in particular a point on the circle centered at the origin with radius γ√
1+γ2
. Such a circle
centered at the origin will play an important role in our proof below. We call it the critical
circle.
The general picture of the optimal synthesis for points inside the separatrix is summarized
in Theorem 2.
Theorem 2 Assume γ ∈ [ 1√
3
, 1]. The only optimal trajectories for points in S correspond to
ω ∈ [ω∗, 2ω∗]. The trajectory corresponding to ω∗ is the optimal for points of the separatrix.
The trajectory corresponding to ωc = 2ω
∗ until the point (38) is optimal for point on the
critical trajectory. For any other points inside the separatrix, there exists a unique value of
ω ∈ (ω∗, 2ω∗) and a corresponding optimal trajectory leading to that point.
We believe this theorem holds for general values of γ ≤ 1 but we were able to completely
prove it only for γ ∈ [ 1√
3
, 1]. The situation is described in Figure 4 for the case γ = 1 and
Figure 5 for the case γ = 12 , respectively. In both figures, the red circle is the separatrix and the
black trajectory inside the separatrix is the critical trajectory. Optimal trajectories depicted in
blue start from the point (1, 0) and end, loosing optimality, on the critical trajectory.
The proof of Theorem 2 is presented in Appendix B. We give here the main ideas and discuss
where the assumption γ ≥ 1√
3
is used. We consider the critical curve, i.e., with ω = ωc and
a = ac. Starting from the point (1, 0) the distance from the origin decreases monotonically
according to formula (17) and the last point is on the critical circle. Under the assumption
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Figure 4: Optimal trajectories inside the separatrix (in red) for γ = 1. The critical trajectory
is in black, while the trajectories for ω = 1.1ω∗, ω = 1.2ω∗, ω = 1.5ω∗, ω = 1.8ω∗, are in blue
(starting closer to the separatrix when ω → ω∗ = 1 and starting closer to the critical trajectory
when ω → ω∗ = 2).
γ ≥ 1√
3
the whole critical trajectory is in the first quadrant.9 We introduce a parameter
λ := sin(act), with t ∈ [0, pi2ac ], i.e., λ ∈ [0, 1], to parametrize the critical trajectory. Because
of (17), λ indicates the distance of the point on the critical trajectory from the origin, which
goes from 1 to
√
1− γ2a2c . For a given value of λ, i.e., for points on the same circle, we compare
the phase of any trajectory (corresponding to a given value of ω and a) with the phase for the
critical trajectory. In doing that, we assume 0 ≤ t ≤ pi2a and we use formula (18) for the phase.
We find that the phase for the generic trajectory is always bigger than the one for the critical
trajectory, Lemma 5.1. This has several consequences: 1) Every trajectory corresponding to
ω ∈ (ω∗, 3ω∗], ω 6= ωc that intersects the critical trajectory has to do so at a time t > pi2a
(Corollary 5.2). 2) All trajectories corresponding ω ∈ (2ω∗, 3ω∗] which under the assumption
γ ≥ 1√
3
are also in the first and second quadrant until pi2a , do not reach any of the points below
the critical curve and outside the critical circle (i.e no points in the region R of Figure 6), before
hitting the boundary of the unit disk at time t := pia (Corollary 5.3).
We then consider a curve obtained from the critical trajectory by slightly modifying it
lowering the phase by a small quantity λ, for λ ∈ [0, 1]. This curve is in the region below the
critical curve and outside the critical circle. Since the trajectories with ω ∈ (2ω∗, 3ω∗] cannot
reach them optimally (they touch the boundary of the unit disk first (Corollary 5.3)), the only
trajectories left are the ones in [ω∗, 2ω∗). Because of the existence of the optimal control, there
is at least one value ω ∈ [ω∗, 2ω∗) and the corresponding trajectory which reaches the point
corresponding to λ. Equating the two phases up to a multiple of 2kpi, we find that, for a given
λ, there exists a unique ω such that the two curve intersect at that λ (Lemma 5.4). Here the
assumption γ ≥ 1√
3
is used to show that only the case k = −1 has to be used in the multiple
2kpi. In fact Lemma 5.4 establishes a on to one correspondence ω = ω(λ) between the values
λ ∈ [0, 1] and optimal values ω ∈ [ω∗, 2ω∗] As a consequence of the principle of optimality all
9This renders the geometry of the problem easier to visualize. If this is not verified, the critical trajectory
looks like a spiral winding around the origin more and more times as γ → 0.
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Figure 5: Optimal trajectories inside the separatrix (in red) for γ = 12 . The critical trajectory
is in black, while the trajectories for ω = 1.1ω∗, ω = 1.2ω∗, ω = 1.5ω∗, ω = 1.8ω∗, are in blue
(starting closer to the separatrix when ω → ω∗ = 1+γ22 =
1+ 14
2 and starting closer to the critical
trajectory when ω → 2ω∗ = 1 + γ2 = 54 ).
points in S are reached by an optimal trajectory with ω ∈ [ω∗, 2ω∗]. This excludes however the
points between the critical curve and the -deformed curve. However these points are recovered
at the limit as → 0. This is in the conclusion of the proof of Theorem 2 in Appendix B.
5 Discussion
The above analysis provides a description of the optimal trajectories for every element in SU(2).
It also gives a very simple method to find the optimal control for an element Xf ∈ SU(2).
Given such element one first singles out the (1, 1) element and the point Pf in the unit disk
and checks whether Pf is inside or outside the separatrix. If Pf is outside one has to use the
trajectories described in section 3.1, i.e., with ω ∈ (−∞, ω∗). The choice of ω can be made by
successive approximations (for example using a simple bisection algorithm) by examining the
plots for trajectories which leave Pf on the right or on the left and getting closer and closer
to the trajectory which actually contain Pf . If Pf is inside the separatrix, the same procedure
can be performed with the trajectories described in Section 4. Once ω is found, one finds the
corresponding t, either by tracing the plot or by solving an optimization problem minimizing
(in t) the distance of the point on the trajectory from Pf . The last step is to adjust the phase φ˜
in (14) (with the values found for ω and t) so that the element (1, 2) in (14) also coincides with
the corresponding element in Xf . This completely determines the optimal controls in (13).
Figure 7 describes the work we have done to find the optimal control for the Hadamard
gate Xf :=
1√
2
(
1 1
−1 1
)
and γ = 1√
2
. The point Pf is the point (
1√
2
, 0) which is inside the
separatrix curve. We have drawn a small circle around this point. The two curves in blue in the
figure correspond to ω = 1.2ω∗, ω = 1.4ω∗ and ω∗ = 34 in this case. The optimal curve is found
for ω ≈ 1.28ω∗ and is the curve in red crossing the small circle in the figure. The optimal time
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Figure 6: Geometric objects used in the proof of Theorem 2. The critical trajectory and the
critical circle are in red (γ = 1sqrt2 ). We deform the critical trajectory by adding a epsilonλ to
the phase. The corresponding deformed curve is in green. Trajectories for ω ∈ (2ω∗, 3ω∗] never
reach the region R in the figure.
is found to be approximately topt ≈ pi + 0.2. The total phase of the (1, 2) element in (14) must
be zero, therefore, we choose φ˜ = −ωtopt = 1.28ω∗(pi + 0.2). These values have to be replaced
in (13) to give the optimal controls.10
While we were completing this work, other authors [9] submitted a paper on the same topic,
building upon their previous work in [8] on the case ω0 = 0 (cf. Remark 1.2) and previous
work in [2], [11]. In the paper [9], the authors parametrize elements in SU(2) with the so-
called Hopf parameters11 and the Euler parameters of the elements of SU(2). They derive the
dynamical equations in terms of these parameters and consider the optimal control problem in
this setting. They prove properties of the optimal trajectories and give an algorithm to find the
optimal controls. Our geometric analysis of the optimal trajectories in the unit disk provides
an alternative approach which, beside giving a very straightforward method to find the time
optimal control, as we have seen above, highlights the general picture of the optimal trajectories.
Main features of this picture are the existence of a closed curve which separates two classes of
optimal trajectories (the separatrix) and of a special (non-smooth) trajectory inside this curve
(the critical trajectory) which is some sort of limit of all other trajectories and it is where these
trajectories loose optimality. It will be interesting in the future to investigate if, how and in
what cases these features can be found in higher dimensional time optimal control systems on
Lie groups.
10Recall that we have replaced the notation τ with t therefore we should have 2t in (13) instead of t.
11 These are defined as θ1,2,3 when writing x = cos(θ1) cos(θ2), y = cos(θ1) sin(θ2), c = sin(θ1) cos(θ3),
d = sin(θ1) sin(θ3) (5).
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Figure 7: Search for the optimal control for the Hadamard gate in the case γ = 1√
2
. The
separatrix is in black and the critical trajectory and critical circle are in red. Two trial tra-
jectories corresponding to ω = 1.2 ∗ ω∗ and ω = 1.4 ∗ ω∗ are in blue and the (approximate)
optimal trajectory is in red. In green it is depicted a typical trajectory for ω > 2ω∗. In this
case it is ω = 2.4ω∗. As predicted by the theoretical analysis, this trajectory follows the critical
trajectory with higher phase getting close to the critical circle and then goes further away from
the origin until reaching the boundary of the unit disk.
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Appendix A
Proof of Lemma 3.1
Proof. Using the expression of a in terms of ω, we have
Tk,m =
pik√
(1− ω)2 + γ2 , (39)
where ω is chosen to satisfy the equation (cf. (22)) subject to:
1 +
w√
(1− ω)2 + γ2 =
ψ + 2mpi
kpi
. (40)
Since the function ωa has a maximum of
√
1+γ2
γ and an infimum at −1, an ω ∈ RI satisfying
(40) exists if and only if
0 <
ψ + 2mpi
kpi
≤ 1 +
√
1 + γ2
γ
, (41)
and there are at most two such ω’s.
From now on we assume to have fixed a value for k as in the statement of the Lemma. Set
also α(m) := ψ+2mpikpi − 1 ≤
√
1+γ2
γ . Tk,m is a decreasing function of |b| := |1 − ω|. Therefore
the minimum is obtained for the value of m which corresponds to the maximum vale of |b|,
satisfying
f(b) :=
1− b√
b2 + γ2
= α(m). (42)
The claim of the Lemma is proved if we show that this is obtained for m = 0. It is easy to see
that:
− 1 < α(0) = −1 + ψ
kpi
< 1, (43)
and that
α(m+ 1) = α(m) +
2m
k
. (44)
The proof is based on the plot of the function f(b) in Figure ??, which is the case γ = 12 .
Using (43), there exists (cf. Figure ??) exactly one value b = b(0) such that f(b(0)) = α(0),
and since f(0) = 1γ ≥ 1 the value b(0) is greater than zero. Moreover as long as α(m) ≤ 1 we
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have that there exists only one value b(m) such that f(b(m)) = α(m), and we have 0 ≤ b(m) <
b(0).
The first m such that α(m) > 1 is m = k, in which case α(m) := α(k) = 1 + ψkpi . It is in
fact easily seen that α(k − 1) = −1 + φkpi + 2− 2k = 1 + φ−2pik < 1.
From the plot of the function f , it follows that, for all m > k, if b(m) is the solution with
the maximum absolute value of f(b(m)) = α(m), then |b(m)| < |b(k)|.
Thus to show that Tk,m is minimum at m = 0, we need only to show that
|b(k)| < b(0),
where b(k) now denotes the solution of f(b) = α(k) of maximum absolute value which is assumed
to be negative.12 This is equivalent to
− b(k) < b(0). (45)
Since the function f(b) is decreasing for b > 0, if we show that f(−b(k)) > f(b(0)), then
equation (45) follows. We compute:
f(−b(k)) = 1 + b(k)√
b(k)2 + γ2
=
1− b(k)√
b(k)2 + γ2
+
2b(k)√
b(k)2 + γ2
= 1 +
ψ
kpi
+
2b(k)√
b(k)2 + γ2
.
Since
∣∣∣∣ b(k)√b(k)2+γ2
∣∣∣∣ < 1, we have that:
f(−b(k)) > 1 + ψ
kpi
− 2 = f(b(0)),
as desired.
Proof of Lemma 3.2
Proof. For a given ψ ∈ (0, 2pi), the expression of Tk,0 can be obtained from (21), where ω and
a = a(ω) are chosen so that (22) is satisfied. In particular, after defining xk,ψ :=
ψ−kpi
kpi and
using the fact that a is by definition positive, we obtain13
a =
−xk,ψ +
√
x2k,ψ + (1 + γ
2)(1− x2k,ψ)
(1− x2k,ψ)
. (46)
Replacing this and the expression of xk,ψ in Tk,0 =
kpi
a , we obtain, after some algebra
Tk,0 = Tk,0(ψ) :=
ψ(2kpi − ψ)
kpi − ψ +√(kpi)2 + γ2ψ(2kpi − ψ) . (47)
We want to show that Tk,0(ψ) > T1,0(ψ) for every ψ. Since ψ > 0 is a multiplicative factor of
very Tk,0 we can neglect it in comparing the two functions. Moreover since γ is arbitrary, we
can define γ1 := γ
2ψ > 0 and show, equivalently that T˜k(ψ) > T˜1(ψ), for every ψ, with
T˜k(ψ) :=
2kpi − ψ
kpi − ψ +√(kpi)2 + γ(2kpi − ψ) . (48)
Write Yk := (kpi)
2 + γ1(2kpi − ψ) = Y1 + ∆k, with ∆k := (k2 − 1)pi2 + 2piγ1(k − 1), so that the
claim is equivalent to
(2kpi − ψ)[(pi − ψ) +
√
Y1] > (2pi − ψ)[kpi − ψ +
√
Y1 + ∆k]. (49)
12This follows from the plot of the function and if this was not the case, the claim would follow from the fact
that the function f(b) is decreasing for positive values of b.
13Notice that |xk,ψ | < 1
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After some algebra, we obtain
(2kpi − ψ)
√
Y1 − (k − 1)piψ > (2pi − ψ)
√
Y1 + ∆k. (50)
Since both sides are positive, we can square both sides, and collecting the terms containing Y1,
and using the definition of ∆k, we arrive at
(4(k2 − 1)pi2 − 4(k − 1)piψ)Y1 + (k − 1)2pi2ψ2 − 2(k − 1)piψ(2kpi − ψ)
√
Y1 > (51)
(4pi2 − 4piψ + ψ2)((k2 − 1)pi2 + 2γ1pi(k − 1)).
dividing everything by pi(k − 1), we obtain,
4((k+ 1)pi−ψ)Y1 + (k− 1)piψ2 − 2ψ(2kpi−ψ)
√
Y1 > (4pi
2 − 4piψ+ψ2)((k+ 1)pi+ 2γ1). (52)
By collecting all terms that contain Y1 on the left hand side and after some algebra, we obtain,
(4(k + 1)pi − 4ψ)Y1 − 2ψ(2kpi − ψ)
√
Y1 > 2piψ
2 + 4pi2(k + 1)(pi − ψ) + 2γ1(2pi − ψ)2. (53)
Using the expression for Y1 (but not under the square root), we obtain, after some algebra,
(2kpi − ψ)γ1(2pi − ψ) + piψ(2kpi − ψ)− ψ(2kpi − ψ)
√
Y1 > 0, (54)
which allows us to simplify the factor (2kpi − ψ), so that the theorem is verified if
γ1(2pi − ψ) + piψ > ψ
√
Y1. (55)
Taking the squares of both sides and reintroducing the expression of Y1, we obtain, after some
algebra,
γ21(2pi − ψ)2 + 2piψγ1(2pi − ψ) > ψ2γ1(2pi − ψ), (56)
which after dividing by γ1(2pi − ψ), gives
γ1(2pi − ψ) + 2piψ > ψ2. (57)
This is certainly true for ψ ∈ (0, 2pi) since 2piψ > ψ2, which completes the proof.
Proof of Lemma 3.3
Proof. The optimal trajectories reaching the boundary of the unit disk do not intersect (before
the boundary) because the intersection would mean that one of them is not optimal. Denote
by f(t, ω) := (x(t, ω), y(t, ω)) any of these trajectories, parametrized by ω, with −∞ < ω <
ω∗ := 1+γ
2
2 . The function ω as a function of ψ (27) is an increasing function of ψ. This implies
that if ω2 > ω1 the curve f(t, ω2) starts below the curve f(t, ω1), otherwise, they would have
to intersect.
Assume now by contradiction that the curve f(t, ω1) at time t¯ intersects the separatrix in
the point P := f(t∗, ω∗). Consider now a curve f(t, ω2), with ω2 > ω1, and let dP denote
the distance of P from the curve f(t, ω2). Since there is no intersection between f(t, ω1) and
f(t, ω2), dP > 0. Moreover for every ω > ω2 the distance of the curve from P is greater than
dP , otherwise there would be intersection of this curve with f(t, ω2). Consider now f(t
∗, ω) and
take the limit limω→ω∗ f(t∗, ω), which by continuity must be P . However this contradicts the
fact that the distance of any curve with ω > ω2 from P must be greater than dP > 0.
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Appendix B: Proof of Theorem 2
Consider the critical trajectory, for any T ∈ [0, pi2ac ] let
λ = sin(acT ), (58)
then λ ∈ [0, 1]. In the following we will use this variable λ to parametrize the critical trajectory.
Lemma 5.1 For any value of ω 6= ωc, let P (t) = (x(t), y(t)) be a fixed point on the correspond-
ing trajectory for t ∈ (0, pi2a ]. Then if there exists a λ as in equation (58) such that the absolute
value of P (t) is equal to the absolute value of the point of the critical trajectory corresponding
to λ, then the phase of P (t) is strictly bigger than the phase of this point.
Proof. Since the absolute values of the two points are equal, we must have:
sin2(at)
a2
=
λ2
a2c
,
from this equation since t ≤ pi2a , we derive:
sin(at) =
aλ
ac
. (59)
From which we have
t =
1
a
arcsin
(
aλ
ac
)
. (60)
From equation (59), since cos(at) =
√
a2c−a2λ2
ac
, we also have:
tan(at) =
aλ√
a2c − a2λ2
. (61)
Let ΦP (λ) be the phase of P , by using equation (18) together with equations (60) and (61), we
have that:
ΦP (λ) = ω
1
a
arcsin
(
aλ
ac
)
+ arctan
(
(1− ω)λ√
a2c − a2λ2
)
. (62)
Using the same argument, the phase Φc(λ) of the point of the critical trajectory corresponding
to λ is given by:
Φc(λ) = ωc
1
ac
arcsin(λ) + arctan
(
λ(1− ωc)
ac
√
1− λ2
)
. (63)
We know that ΦP (0) = Φc(0), to prove that ΦP (λ) > Φc(λ) for λ ∈ (0, 1], we will prove that
Φ′P (λ) > Φ
′
c(λ). We have:
Φ′P (λ) =
ω
a
1√(
1− a2λ2a2c
) aac + a
2
c − a2λ2
a2c − a2λ2 + (1− ω)2λ2
(1− ω)(a2c − a2λ2) + (1− ω)a2λ2
(a2c − a2λ2)
√
a2c − a2λ2
=
=
ω√
a2c − a2λ2
+
(1− ω)a2c
(a2c − γ2λ2)
√
a2c − a2λ2
=
1√
a2c − a2λ2
a2c − ωγ2λ2
a2c − a2λ2
. (64)
Moreover, we have:
Φ′c(λ) =
ωc
ac
1√
1− λ2 +
a2c(1− λ2)
a2c(1− λ2) + (1− ωc)2λ2
(1− ωc)
ac
(1− λ2)√1− λ2
(1− λ2) + λ2 =
=
ωc
ac
1√
1− λ2 +
(1− ωc)ac√
1− λ2(a2c − γ2λ2)
=
ac
√
1− λ2
a2c − γ2λ2
. (65)
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Using equations (64) and (65), we have:
Φ′P (λ) > Φ
′
c(λ) ⇔
a2c − ωγ2λ2√
a2c − a2λ2
> ac
√
1− λ2.
Thus, we want to prove that:
a2c − ωγ2λ2 > ac
√
1− λ2
√
a2c − a2λ2. (66)
By taking the squares we need to prove:
a4c + ω
2γ4λ4 − 2ωγ2λ2 − a2c(1− λ2)(a2c − a2λ2) > 0,
which becomes:
λ4(ω2γ4 − a2ca2) + λ2(a2ca2 + a4c − 2ωγ2a2c) = λ2
(−γ2(ω − ωc)2λ2 + a2c(ω − ωc)2) =
= λ2(ω − ωc)2(a2c − γ2λ2) = λ2(ω − ωc)2γ2(γ2 + 1− λ2) > 0,
where the last equality holds since λ < 1.
Corollary 5.2 Any trajectory corresponding to a value of ω and a, with ω 6= ωc cannot
intersect the critical trajectory for t ≤ pi2a .
Proof. Assume, by contradiction, that there exists an ω 6= ωc and a time t ∈ (0, pia ], such that
the corresponding trajectory intersect the critical one. Denote by P (t) = (x(t), y(t)), the point
of intersection. Then there exists a λ ∈ (0, 1] such that the absolute value of P (t) is equal to the
absolute value of the point of the critical trajectory corresponding to λ. By applying Lemma
5.1, we know that the phase of P (t) is strictly bigger than the phase of this point, so the two
points are different.
Corollary 5.3 Consider a trajectory corresponding to ω ∈ (2ω∗, 3ω∗]. Such a trajectory never
enters the critical circle. Moreover if it goes in the region below the critical trajectory, it does
so at time t > pia (after it touches the boundary).
Proof.
Fix an ω ∈ (2ω∗, 3ω∗], and let P (t) the point at time t on the corresponding trajectory, and
Pc(t) the one on the critical trajectory.
Since for ω > 1 a =
√
γ2 + (1− ω)2 is an increasing function of ω, we know by Fact 1 (in
Section 2.3) that the absolute value of P (t) is bigger than the absolute value of Pc(t) for t in
a suitable neighborhood of 0. By Lemma 5.1, we also have that the phase of P (t) is bigger
than the one of Pc(t). Thus near t = 0 the trajectory corresponding to ω is in the region above
the critical curve. Since, by Corollary 5.2, we know that this trajectory does not intersect the
critical trajectory for t ∈ (0, pi2a ], we have that in this time interval it stays in the region above
the critical curve.
For every ω, we have
|P ( pi
2a
)|2 = (1− ω)
2
a2
,
thus |P ( pi2a )| > |Pc( pi2a )|.
Moreover, for t ∈ [ pi2a , pia ], the absolute value of P (t) is increasing (Fact 1, Section 2.3), thus
|P (t)| > |P ( pi
2a
)| > |Pc( pi
2a
)|, (67)
so the trajectory never enters the critical circle.
It remains to prove that also the trajectory for t ∈ [ pi2a , pia ] remains in the region above the
critical curve, which is equivalent to saying that it does not intersect the critical curve.
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Consider P ( pi2a ) and let t¯ ∈ (0, pi2ac ) be such that |P ( pi2a )| = |Pc(t¯)|. Let λ¯ = sin(act¯) (see
equation (58)).
Since |P ( pi2a )| = |Pc(t¯)| > |Pc(t)| for all t ∈ [t¯, pi2ac ], we have that this second part of the
trajectory does not intersect the critical one for t > t¯.
The phase of P ( pi2a ) is bigger than the phase of Pc(t¯), and so also of the phase of Pc(t) for
t ∈ [0, t¯]. By Fact 2, in Section 2.3, the phase of P (t) is bigger than the phase of P ( pi2a ), so:
phase of P (t) > phase of Pc(t) t ∈ [0, t¯].
Moreover, since γ ≥ 1/√3, it can be easily seen that the critical curve lies in the first quadrant
and that the phase of P (t) is less that 32pi, so this second part of the trajectory does not intersect
the critical one also for 0 ≤ t ≤ t¯.
Now we slightly deform the critical trajectory so that, for every λ, the new trajectory, which
is still parametrized by λ ∈ [0, 1], is below the critical trajectory but still inside the separatrix
and outside the critical circle. We call such a curve the -curve. The -curve is obtained as
follows. For every λ, the point on the curve has the same radius as the critical trajectory and
phase ψ(λ) := ψ(λ) − λ, where ψ(λ) is the corresponding phase for the critical trajectory.
Notice that for λ = 0, the phases are the same.
Given an -curve, denote by ζ the map which associates to every λ ∈ (0, 1) the unique ωo(λ),
such that the point corresponding to λ on the -curve is reached by the trajectory corresponding
to ωo(λ) in minimum time. Let also ζ
(0) = ω∗.
The next Lemma proves that, for  sufficiently small this map is a one-to-one, increasing
map from [0, 1] to [ω∗, 2ω∗).
Lemma 5.4 Consider an -curve with  sufficiently small so that the curve is entirely contained
in S. Let ζ be the map defined above, then this map is a one to one, differentiable, and
increasing, function from [0, 1] to [ω∗, ωc = 2ω∗) .
Proof. Given an -curve, fix a value λ ∈ (0, 1] and denote by P (λ) the corresponding point on
the -curve and by Pc(λ) the the corresponding point on the critical curve. We have:
|P (λ)| = |Pc(λ)| and ψ(λ) = ψ(λ)− λ, (68)
where ψ(λ) denotes the phase of P
(λ) and ψ(λ) denotes the phase of Pc(λ). Since P
(λ) is
in the region below the critical curve and in S, we know that ωo(λ) ∈ (ω∗, ωc). Since we have
set ζ(0) = ω∗ the image of the function ζ is in the desired interval.
Next we prove that this map ζ is differentiable and strictly increasing, from which injectivity
follows.
Assume λ ∈ (0, 1], denote by a0(λ) =
√
γ2 + (1− ω0(λ))2 and, for t ∈ [0, pia0(λ) ], by Po(t)
the point at time t in the trajectory corresponding to the control ωo(λ). Then, we must have:
P (λ) = Po(t) for some ∈ ( pi
2a0(λ)
,
pi
a0(λ)
], (69)
where we know that t > pi2a0(λ)
by using Lemma 4.1, Corollary 5.2 and the fact that the phase
of P (λ) is less than the phase of Pc(λ).
We have:
|P (λ)|2 = |Pc(λ)|2 = 1− λ
2
a2c
,
and
|Po(t)|2 = 1− sin
2(ao(λ)t)
(ao(λ))
2
.
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Equation (69), together with the two previous equations, since all quantities are positive, im-
plies:
sin(ao(λ)t)
ao(λ)
=
λ
ac
. (70)
Equation (70) gives a first relation between λ and ωo(λ). This relation involves also the
variable t. Next, by equating the phases of the two points P (λ) and Po(t) we will find another
relation between λ and ωo(λ), which will enable us to eliminate the t dependence and find an
implicit formula of the type F (λ, ωo(λ) = 0. From this relation and using the implicit map
Theorem we will prove our statement.
Using the definition of λ given by equation (58), the expression of the phase given in equation
(18), and the fact that the separatrix is in the first quadrant, we have:
ψ(λ) = ωc
arcsin(λ)
ac
+ arctan
(
(1− ωc)λ
ac
√
1− λ2
)
. (71)
Now, using equation (19), since t > pi2a0(λ)
, we also have:
Phase Po(t) = ω

o(λ)t+ pi + arctan
(
(1− ωo(λ))
(ao(λ)
tan(ao(λ)t)
)
(72)
From equation (70), and since t ∈ [ pi2a0(λ) ,
pi
a0(λ)
] we have:
t =
1
ao(λ)
(
pi − arcsin
(
ao(λ)λ
ac
))
.
Thus, using the previous equality and also equation (70), we can rewrite equation (72) as:
Phase Po(t) =
ωo(λ)
ao(λ)
(
pi − arcsin
(
ao(λ)λ
ac
))
+ pi + arctan
(
− (1− ω

o(λ))λ√
a2c − (ao(λ))2λ2
)
. (73)
Since P (λ) = Po(t), the phases must be equal up to a multiple of 2pi, thus we must have
ψ(λ) = Phase Po(t) + 2kpi, (74)
for some k ∈ ZI . Since Pc(λ) is in the first quadrant, we have
− ≤ ψ(λ) ≤ pi
2
.
Since γ ≥ 1√
3
, we have that 1 ≤ ωo(λ)ao(λ) ≤ 2, and since the argument inside the function arctan
in equation (73) is positive, we have:
3
2
pi ≤ Phase Po(t) ≤ 7
2
pi.
Given the previous bound for the two phases, the only possible k ∈ ZI for which equality (74)
holds is k = −1. Thus we can rewrite equality (74), using k = −1 and equations (71) and (73),
and we have:
ωo(λ)
ao(λ)
(
pi − arcsin
(
ao(λ)λ
ac
))
+ pi + arctan
(
− (1− ω

o(λ))λ√
a2c − (ao(λ))2λ2
)
− 2pi = (75)
= ωc
arcsin(λ)
ac
+ arctan
(
(1− ωc)λ
ac
√
1− λ2
)
− λ.
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For ω ∈ [ω∗, ωc) (and a =
√
(γ2 + (1− ω)2)) and λ ∈ [0, 1], let:
F (λ, ω) = ωa
(
pi − arcsin
(
aλ
ac
))
− arctan
(
(1−ω)λ√
a2c−a2λ2
)
− pi−
√
(γ2+1)
γ arcsin(λ) + arctan
(
γλ√
(γ2+1)
√
(1−λ2)
)
− λ
(76)
For any λ ∈ (0, 1], and corresponding ωo(λ), equation (75) says F (λ, ωo(λ)) = 0. Moreover it
also holds that F (0, ω∗) = 0, so we have:
F (λ, ζ(λ)) = 0, for all λ ∈ [0, 1]. (77)
We have:
∂F 
∂λ
(λ, ω) =
−ω√
(a2c − a2λ2)
− (1− ω)a
2
c
γ2 ((γ2 + 1)− λ2)√(a2c − a2λ2)+
−
√
(γ2 + 1)
γ
1√
1− λ2 +
γ
√
(γ2 + 1)√
1− λ2 ((γ2 + 1)− λ2) − .
Thus:
∂F 
∂λ
(λ, ω) =
−(γ2 + 1− ωλ2)
(γ2 + 1− λ2)√(a2c − a2λ2) −
√
γ2 + 1
√
1− λ2
γ(γ2 + 1− λ2) − . (78)
We also have:
∂F 
∂ω
(λ, ω) =
γ2 + 1− ω
a3
(
pi − arcsin
(
aλ
ac
))
+
ω
a2
(1− ω)λ√
a2c − a2λ2
− λ√
a2c − a2λ2
Thus:
∂F 
∂ω
(λ, ω) =
γ2 + 1− ω
a3
(
pi − arcsin
(
aλ
ac
))
+
λ(γ2 + 1− ω)
a2
√
a2c − a2λ2
(79)
For any λ ∈ (0, 1] and ω ∈ [ω∗, ωc), we have that:
∂F 
∂ω
(λ, ω) > 0
Thus, we may apply the Implicitly Mapping Theorem. Since our function ζ describes the
zeroes of the function F  (see equation (77)) we can conclude that for any λ ∈ (0, 1), ζ
coincides locally with the implicit map. Thus, ζ is differentiable, since F  is differentiable, and
we have;
(ζ)′(λ) = −
∂F 
∂λ (λ, ζ
(λ))
∂F 
∂ω (λ, ζ
(λ))
> 0,
since, using equation (78), ∂F

∂λ (λ, ω) < 0.
So for λ ∈ (0, 1], ζ is stricly increasing. Now, to finish the proof, it is sufficient to prove
that
lim
λ→0+
ζ(λ) = ω∗ = ζ(0)
By monotonicity we know that this limit exists.
Let limλ→0+ ζ(λ) = ω¯, then since F (λ, ζ(λ)) = 0, and F  is continuous we must have
F (0, ω¯) = 0. It holds:
F (0, ω¯) =
( ω¯
a¯
− 1
)
pi,
and this expression is zero if and only if ω¯a¯ = 1 which is equivalent to say ω¯ = ω
∗. So the
Lemma is proved.
For any , consider the map ζ and define:
ωo(1) := ζ
(1) = lim
λ→1−
ζ(λ). (80)
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Lemma 5.5 We have:
lim
→0+
ωo(1) = ωc. (81)
Proof. We know that ω∗ ≤ ωo(1) ≤ ωc. Thus, without loss of generality we can assume that
the limit for  to 0+ of ωo(1) exists, we denote this limit by ω
0
o(1). Since F
(1, ωo(1)) = 0, and
it is continuos in the  variable, we have:
0 = lim
→0+
F (1, ω0o(1)) = F
0(1, ω0o(1)) =
=
ω0o(1)
a0o(1)
(
pi − arcsin
(
a0o(1)
ac
))
− arctan
(
1− ω0o(1)√
a2c − a0o(1)2
)
− pi −
√
γ2 + 1
γ
pi
2
+
pi
2
.
It holds that F 0(1, ωc) = 0, moreover since
d
dt
F 0(1, ω) =
∂F 
∂ω
(1, ω) > 0,
we have that F 0(1, ω) < 0 for ω∗ ≤ ω < ωc, so necessarily ω0o(1) = ωc, as desired.
Conclusion of the proof of Theorem 2
From Lemma 5.4 and Lemma 5.5, we have that there is a continuos, one-to-one and onto
correspondence between controls in [ω∗, ωc] and points on the critical curve. Define:
ζ : [0, 1] → [ω∗, ωc]
λ 7→ ω0o(λ), (82)
with ω0o(λ) = lim→0+ ω

o(λ). The function ζ is the uniform limit of the functions ζ
.
Now we prove Theorem 2. We need to prove:
1. The trajectory corresponding to ω∗ is the optimal for points of the separatrix.
2. The trajectory corresponding to ωc = 2ω
∗ until the point (38) is optimal for point on the
critical trajectory.
3. For any other point in S, there exists a unique value of ω ∈ (ω∗, 2ω∗) and an optimal
trajectory corresponding to ω leading to that point.
Proof of 1.
Using Corollary (5.2) we know that any trajectory corresponding to a value of ω and a, with
ω 6= ωc intersects the critical trajectory after pi2a .
If ω ∈ (ω∗, ωc), we have ac > a (here the assumptions γ ≥ 1/
√
3 is used) thus the intersection
is after pi2ac . If ω = ω
∗, then the separatrix does not intersect the critical curve. If ω > ω∗, all
the trajectories loose their optimality after reaching the boundary and so before intersecting
the critical curve.
Proof of 2.
Again if ω > ω∗, all the trajectories loose their optimality after reaching the boundary
and so before intersecting the separatrix. Moreover, since the map ζ is onto, all the controls
ω ∈ (ω∗, ωc) intersect the separatrix after having intersected the critical curve and so these
trajectory are no longer optimal. Thus the separatrix must be optimal.
Proof of 3.
If the point we consider is below the critical curve or inside the critical circle, then the
optimal control must be in (ω∗, 2ω∗), so the statement holds. Now we need also to prove that
if the point is above the critical curve, the optimal control is still in (ω∗, 2ω∗). It holds that all
the trajectories corresponding to these controls are optimal, until they reach the critical curve.
The idea now is to prove that any point inside the separatrix, above the critical curve and
outside the critical circle, is reached by one of them. We do not write this part in details since
the proof of this part follows the same line as the proof of statement 2. in Proposition 3.4.
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