Modern medical equipments produce huge amounts of data that need to be archived for long periods and efficiently transferred over networks. Data compression plays an essential role in reducing the amount of medical imaging data. Medical images can usually be compressed by a factor of three before any degradation appears. Higher compression levels are desirable but can only be achieved with lossy compression, thus scarifying image quality. The diagnosis value of compressed medical images has been studied and recommendations about maximum acceptable compression ratios have been provided based on qualitative visual analysis. It has been suggested, without further investigation, that CT images, with thicknesses below five mm, cannot undergo lossy compression if diagnostic value needed to be preserved. In this paper, we present an objective quantitative quality assessment of compressed CT images using Visual Signal to Noise Ratio. Our results show that visual fidelity can be significantly affected by two factors, slice thickness and exposure time, for images compressed using the same compression ratio.
INTRODUCTION
The amount of data produced by modern medical imaging devices is enormous [1, 2] .This, with exhaustive archiving requirements [3] and growing expectations for instant availability, put tremendous strain on health care IT infrastructures. Part of this burden can be eliminated with the use of data compression to significantly reduce storage and improve network efficiency. Image compression can usually reduce image file size by a factor of three [4] without any information loss. Achieving compression beyond this point involves using irreversible lossy compression that compromises reconstruction This work was supported in part by the Fonds québécois de la recherche sur la nature et les technologies (FQRNT) . accuracy leading to images whose quality is affected. However, using irreversible compression in the medical domain is challenging because diagnostic accuracy must be preserved while multiple factors affect the level of achievable compression without a significant loss in quality.
Digital Imaging and Communications in Medicine (DI-COM), which is the most widely used standard in medical imaging, allows image compression with JPEG for lossy image compression as well as JPEG-LS for lossless operations. However, recent advancement in wavelet based signal processing led to development of new compression algorithms and DICOM was supplemented in 2002 [4] to support JPEG2000. This modern codec provides new and improved features that are especially valuable in the medical domain [5, 6] , including: efficient reversible and irreversible compression within a single codec; region of interest support; multiple bit depth support; extensive progressive rendering and transmission support and efficient compression on a wide range of image types. Like most compression algorithms, JPEG2000's compression level is set using one of two options: compression ratio (CR) or quality factor (QF). The former specifies the ratio between compressed and original image file sizes while the second specifies a target mean squared error (MSE). In an effort to promote medical image compression in Canada, the Canadian Association of Radiologists (CAR) produced, in 2008, a set of guidelines [7] based on a pan-Canadian study involving hundreds of radiologists where both diagnostic accuracy and perceptual evaluation of image quality were analyzed to define diagnostically acceptable compression ratios for different imaging modalities. Other studies [8] with similar approaches have been criticized [9] because compression ratios correlates poorly with image degradation. It has already been suggested [9, 10] that both of these metrics are unreliable at predicting the image quality perceived by the human visual system (HVS). In this paper we present a quantitative quality assessment of JPEG2000 compressed computerized tomography (CT) images using Visual Signal to Noise Ratio (VSNR) [11] which is a perceptual quality metric based on the HVS. Furthermore, we study the effect of slice thickness and exposure time on compressibility. The scope of this paper is not to provide optimal compression ratios based on the theses parameters as it would require a panel of experienced radiologists. Instead, we are suggesting that specifying CRs for each imaging modality isn't ideal.
RELATED WORK
In [12] , the authors concluded that image degradation could not be controlled only with compression ratios because deterioration levels are also dependent on image content. Likewise,they suggested that quality factors are more appropriate but the lack of standardization in their definition makes objective comparisons impossible. Most QFs are based on Peak Signal to Noise Ratio(PSNR), which is derived from MSE. This technique is also criticized in other studies, including [10] , for being inaccurate. Possible solutions could involve taking advantage of our knowledge of the human visual system (HVS) or natural scene statistics in the design of quality metrics. Several approaches have been explored and multiples algorithms have been presented: Wavelet Visible Difference Predictor (WVDP) [13] , High-Dynamic Range Visual Difference Predictor(HDR-VDP) [14] , Structural Similarity (SSIM) [15] , Discrete wavelet SSIM (DWT-SSIM) [16] , Complex Wavelet SSIM (CW-SSIM) [17] , Visual Information Fidelity (VIF) [18] and (VSNR) [11] . Most of these HVS metrics rely on two principles: contrast sensitivity function (CSF) and visual masking. Contrast sensitivity function refers to the decrease of contrast sensitivity as special frequency is increased. The CSF can be used to weigh compression errors before estimating the perceived image deterioration. It is defined in terms of cycles per degrees; therefore viewing conditions, pixels per inches and viewing distance must be taken into account. On the other hand, visual masking is a phenomenon where signals are locally masked by a background texture and compression artifacts can be hidden to some extent.
A comparative statistical analysis of multiples HVS metrics was performed in [19] where 29 images were degraded by JPEG and JPEG2000 compression, white noise, Gaussian blur and JPEG2000 transmission trough a noisy wireless channel. In total 779 images were produced. Each image was subjectively evaluated by an average of 23 observers rating them from bad to excellent quality. Because the original image was also evaluated, a difference mean opinion score was calculated. This score was then compared to the different image quality assessment algorithms. CR was not taken into account for JPEG and JPEG2000 based deterioration, however among ten algorithms tested PSNR performed the worst while VIF performed best. But perhaps the most interesting thing about this work is that the authors made their database [20] available for future research as the LIVE quality assessment database. This database is now widely used as a standard comparative tool to evaluate HVS based quality metrics.
Based on this tool, VSNR, used in this paper, performed well especially with JPEG2000 compression.
HVS metrics have already been applied in the medical imaging domain. In [21, 22, 23] a group of researchers used the High Dynamic Range Visual Difference Predictor(HDR-VDP) algorithm on abdomen and body images compressed with ratio ranging from 4:1 to 15:1. PSNR, HDR-VDP, MultiScale Structural Similarity and five radiologist's pooled assessment of artifacts were compared. The images were transformed using a single windows/level with a center of 20 Hounsfield unit(HU) and range of 400 HU. Readers could switch between the original and compressed images and were asked to establish if both images were distinguishable. They concluded that HDR-VDP was far more accurate than PSNR or MS-SSIM at predicting the observer's response. However, HVS metrics are sensitive to viewing condition and needs to be calibrated accordingly. DICOM specifies appropriate display parameters. Later, in [24] , the same authors used half of the radiologist assessment of distinguishable pairs to fine tune the algorithms calibration while using the other half for validation. Using the derived calibration parameters, they were able to improve prediction accuracy. These advancements are very interesting but suffer from some limitations. Most notably, HVS metrics were only used to predict distinguishable and indistinguishable pairs. This is useful to achieve visually lossless compression but it is possible to achieve higher compression ratio and still retain diagnostic accuracy.
Before higher compression can be achieved, better knowledge of the factors that can impair image compressibility is required. It has been suggested in [25] that noise present in the original image is one of these factors as it increases the observer's ability to perceive a difference when quickly switching between the original and compressed images. These differences were mainly due to attenuated noise components in the compressed images but these were still acceptable for diagnostic purposes. They also noted that the denoised images resulting from compression were preferred by some observers. In [8] and [3] , they also noted that acceptable compression ratios are highly dependent on noise level and that, in the case of CT scans, this level is affected by the radiation dose as well as acquisition time. In [21] , [22] and [23] , the authors used two set of images of different slice thickness generated from the same raw projection data ; one group was reconstructed with slice thickness of 0.67mm while the other at 5mm. They showed, with radiologist observations, that thick slices (5mm) could be slightly more compressed that thin slices (0.67mm) to achieve the visually lossless threshold. Similar results were observed in two studies, [26] and [27] , which used 3D JPEG200 compression in an effort to further increase compression ratios of CT scans. 
Subject and acquisition parameters
The subject used in this experiment is an anthropomorphic thoracic phantom (Kyotokagaku Incorporated, Tokyo, Japan) scanned multiples times using different acquisition parameters in an effort [28] to provide a database for lung nodule size estimation. These images are available through the National Biomedical Imaging Archive (NBIA) [29] created by National Cancer Institute (NCI) and the National Institute of Biomedical Imaging and Bioengineering (NIBIB). The phantom is made of urethane and epoxy to mimic soft tissues and bones but does not contain lung parenchyma and some structures are filled with air [28] . Image series were scanned using a Philips 16-row scanner (Mx8000 IDT, Philips Healthcare, Andover, MA) with various acquisition parameters including multiple exposures (20-25 mAs, 50 mAs, 100 mAs, 200 mAs), slice collimations (16x0.75 mm, 16x1.5 mm), pitches (0.9, 1.2) and slice thicknesses (.8 mm, 1.5 mm, 3 mm with a collimation of 16x0.75 mm and 2 mm, 3 mm, 5 mm with a collimation of 16x1.5 mm). In total, 48 series were used. The number of images per series varied from 119 for 5mm slices to 799 for .8 mm slices. Thirty images, equally spaced, were selected from each serie as depicted in Figure 1 for a total of 1440 slices.
Each image is compressed using the open source and freely available OpenJpeg JPEG2000 codec [30] at 20 different compression ratios ranging from 4:1 to 60:1. This library is capable of accurately handling medical images composed of 16 signed bits per sample and it is used in widely deployed projects such as Grassroots DICOM (GDCM) [31] and Insight Segmentation and Registration Toolkit (ITK) [32] . Compression ratios are calculated based on file size and are equivalent to the number of bits in the compressed streams 
Objective quality assessment

Image Compression
In this experiment, a full reference HVS based metric, VSNR [11] , was used to compare images compressed at different CRs with the original ones. When presented with a base and distorted image, this algorithm provides an objective measure of visual fidelity, in decibels, ranging from zero to infinity. The infinity symbol is used to express deterioration below the threshold of perception. Viewing conditions including screen resolution, distance and display pixel-value-toluminance are taken into account. Pixel-value-to-luminance is modelled with L(P ) = (b + kP ) γ and the following parameters are adjustable: spatial resolution (r) of the display, viewing distance (d), black level offset (b), pixel-value-tovoltage ratio (k) and gamma (γ). The parameters used in this experiment are presented in Table 1 . VSNR uses several properties of the human visual system including contrast sensitivity, visual masking and global precedence. The images were scaled by a factor of 1.5 using bi-linear interpolation to emulate a two by two display mode on a three megapixels screen. The computation was only applied in a region of interest shown in Figure 3 . This was done to reduce computational requirements and ensure that the vast empty black space around the phantom does not affect the results because it is almost always indistinguishable. To further mimic typical viewing conditions, each image pair is transformed using three different window/level configurations before visual fidelity is evaluated. The windows/levels that were used are lung (center: -600, width: 2000), spine (center: 100, width: 500) and abdomen (center: 40, width: 400). Figure 2 shows the various steps of our evaluation approach.
RESULTS
Over 28 thousand image pairs were compared for each window/level configuration. That is, 30 images from each of the 48 series of varying pitch (1.2, 0.9), exposure (20-25mAs, 50mAs, 100mAs, 200mAs) and 5 slice thicknesses (0.8mm, 1.5mm, 2mm, 3mm(repeated twice with different slice collimation), 5mm) compressed at 20 compression ratios ranging from 4:1 to 60:1. Figure 4 shows mean SNR versus CR curves for varying slice thicknesses and exposures for the lung , spine and abdomen window/level. Curves for the different slice thicknesses are averaged over more than 200 images while those from the exposure graph are averaged from 360 samples. These graphs clearly show that for each decrease in slice thickness or exposure, visual fidelity is decreased for the same compression ratio. Figure 5 exposes both extremes, it presents the best possible case for image compressibility, 5mm slice acquired with an exposure of 200mAs, and the worst possible case, 0.8mm acquired with an exposure of 20-25mAs. Both are transformed using abdomen window/level. It shows widely different image fidelity for the same compression ratios. Each curve from this figure was built by averaging 60 images. To illustrate the difference between both cases Figure 6 shows image pairs compressed at 10:1 from each one along with the corresponding difference image.
A quadratic regression was performed for each of the three window/level configurations (Lung, Abdomen and Spine) with respect to a constant term, compression ratio, slice thickness and exposure, respectively. P-values were ze- Table 2 showing significant correlation between visual fidelity and compression ratio but also with slice thickness and exposure.
CONCLUSION
Results from objective visual fidelity assessment with VSNR indicated that at least two factors can impair compressibility of CT scans: slice thickness and exposure time. This may be explained by increasing noise as thickness and exposure are reduced. Moreover, high frequencies are attenuated as more raw projection data are averaged to produce thicker slices, which may also explain higher compressibility. The consequence of these factors is that CT images displayed using the abdomen window/level, with thickness of 0.8mm, compressed at 8:1, appear as deteriorated as images with thickness of 5mm, compressed at 14:1. Similarly, images acquired at 200mAs and compressed at 8:1 are comparable to images acquired at 20-25mAs and compressed at 14:1, for the same window/level. In the most extreme comparison, images with thickness of 0.8mm, acquired at 20-25mAs, and compressed at 8:1 are similar to images with thickness of 5mm, acquired at 200mAs and compressed at 25:1. The window/level settings used to evaluate image fidelity also had an impact on results. These showed that visual fidelity for the lung configuration was less affected than spine and abdomen. This is expected due to the width of the window which are respectively 2000, 500 and 400. Since typical computer monitors can only display 256 gray levels, with a window width on 2000, 8 HU level are converted into a single gray value. Image deterioration below 4 HU would not be noticeable in the transformed image. The same deterioration could produce an error equal to two pixel values when transformed with the abdomen window. Consequently, Windows/level transformations should be selected with care when designing this kind of study. In Canada, the CAR based their image compression recommendations on a pan-Canadian study of diagnostic accuracy that only used CRs as the quality metric. This study did however voice concerns about the effect of slice thickness and did not include thin slices below 2.5mm. Because of this, the Canadian Association of Radiologists does not recommend lossy compression of CT scans with slices thinner than 2.5mm. Our results suggest that specifying a unique CR for CT scans is not an optimal quality control scheme because CRs are not closely correlated to image fidelity. This is further supported by the lack of standards in the way CRs are calculated; some vendors use bit allocated while others uses bit stored as a reference resulting in a 30% difference between implementations. To improve accuracy, CR should be standardized and recommendations could be defined with respect to multiple parameters including modality, slice thickness, exposure time, etc.
