Asymptotic diagonalization of the Discrete Lax pair around singularities
  and conservation laws for dynamical systems by Habibullin, I. T. & Poptsova, M. N.
ar
X
iv
:1
40
8.
45
80
v2
  [
nli
n.S
I] 
 26
 Fe
b 2
01
5
Asymptotic diagonalization of the Discrete Lax pair
around singularities and conservation laws for
dynamical systems
I T Habibullin1,2 and M N Poptsova1
1Ufa Institute of Mathematics, Russian Academy of Sciences, 112 Chernyshevsky
Street, Ufa 450008, Russian Federation
2Bashkir State University, 32 Validy Street, Ufa 450076 , Russian Federation
E-mail: habibullinismagil@gmail.com and mnpoptsova@gmail.com
Abstract. A method of the formal diagonalization of the discrete linear operator
with a parameter is studied. In the case when the operator provides a Lax operator
for a nonlinear quad system the formal diagonalization method allows one to describe
effectively conservation laws and generalized symmetries for this system. Asymptotic
representation of the Lax operators eigenfunctions are constructed and infinite series
of conservation laws are described for the quad system connected with A
(1)
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equation. For a newly found multiquadratic discrete model conservation laws and
several generalized symmetries are presented.
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1. Introduction
In [1, 2] a method of asymptotic diagonalization of the Lax pairs associated
with nonlinear discrete and semidiscrete models was suggested allowing to describe
conservation laws and higher symmetries for the corresponding nonlinear models.
Efficiency of the method was approved by application to numerous examples in [2, 3, 4].
In this article we adopt the algorithm to a large class of the linear systems having
more complicated analytical structure than those studied earlier.
We consider a discrete linear equation of the form
yn+1(λ) = fn(u, λ)yn(λ), (1.1)
where the potential f = fn(u, λ) ∈ CN×N depends on the integer n ∈ (−∞,+∞),
on a functional parameter u = un and its shifts called the dynamical variables and
the complex parameter λ. The potential is a meromorphic function of λ, where λ
ranges a domain U ⊂ C. Important properties of the equation are connected with the
singularities of fn(u, λ). We call λ = λ0 a singular point if at least one of the functions
fn(u, λ), f
−1
n (u, λ) has a pole at this point. It is supposed that λ0 does not depend on
n. Emphasize that some of the singularities can be removed by an appropriately chosen
gauge transformation, where the matrix-valued function rn(λ) ∈ CN×N does not depend
on the functional parameter u (in some cases it is easily found)
yn = rn(λ)y˜n (1.2)
combined with the change of the parameter λ = ω(λ˜). Transformation (1.2) reduces
equation (1.1) to the form
y˜n+1 = f˜n(u, λ)y˜n (1.3)
with the new potential f˜n(u, λ) = r
−1
n+1(λ)fn(u, λ)rn(λ).
As an illustrative example consider the well-known linear equation associated in
the context of the integrability with H1 equation from the ABS list [5]. It is an equation
of the form (1.1) with the potential [6]
fn(u, λ) =
(
−un+1 1
−λ− unun+1 un
)
, (1.4)
where u = un is an arbitrary function. Evidently equation (1.1), (1.4) has two singular
points: λ = 0 and λ = ∞ since det f = λ. However λ = ∞ is removed by the
transformation (1.3), where
rn(λ) =
(
ξn 0
0 ξn+1
)
, ξ =
√
λ. (1.5)
Indeed for this case the new potential
f˜n(ξ) =
(
−un+1ξ−1 1
−1− unun+1ξ−2 unξ−1
)
has the only singularity point ξ = 0.
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The key step of the diagonalization algorithm is to reduce system (1.1) to some
special form around the singular point λ = λ0
ψn+1(λ) = Pn(λ)Zψn(λ) (1.6)
where Pn(λ) together with P
−1
n (λ) are analytic around λ0, the leading principal minors
of Pn(λ) satisfy additional conditions (2.9) and Z is of the form (2.7). Remark that we
failed to prove that the special form (1.6) exists around arbitrary unremovable singular
point of the equation (1.1). However we have a general scheme which provides as a rule
transition from equation (1.1) to (1.6).
Example. Explain the scheme briefly with the example (1.1), (1.4) around the
unremovable singular point λ = 0. Due to the Gauss method we have a decomposition
of the potential f as a product of triangular matrices
f = fLfU (1.7)
where the lower-triangular and upper-triangular factors are defined as follows
fL =

 1 0
un +
λ
un+1
−1
un+1

 , fU =
(
−un+1 1
0 λ
)
. (1.8)
The first factor in (1.7) is bounded and non-degenerate around λ = 0. However the
second factor is degenerate. But βn = Z
−1fU is bounded and non-degenerate for λ = 0
if the diagonal factor is chosen as Z = diag(1, λ). Thus f is represented as f = fLZβn
and the singular part of f at λ = 0 is completely localized in Z.
Now change the variables in (1.1), (1.4) ψn = βnyn and find the dezired form (1.6)
with Pn = βn+1fL. Let us give Pn explicitly
Pn(u, λ) =

 un − un+2 +
λ
un+1
− 1
un+1
un +
λ
un+1
− 1
un+1

 . (1.9)
It follows from the explicit formula that both the determinant detPn(λ = 0) =
un+1
un
and det1 Pn(λ = 0) = un − un−2 do not vanish if the conditions hold
∀nun 6= 0, un 6= un+2. (1.10)
Here and everywhere below detj A denotes the j-th order leading principal minor of the
matrix A (i.e., it consists of matrix elements in rows and columns from 1 to j). Thus all
the settings of the Theorem 1 below on the formal diagonalization are satisfied. Note
that the inequalities (1.10) are dictated not only by the formal diagonalization technique
they have a deeper meaning. The conserved densities and symmetries for the equation
H1 are correctly defined only under these conditions and similar conditions on the other
direction.
In some cases the problem of reducing system (1.1) to the form (1.6) might cause
difficulties. That puts a potential limitation to apply the method.
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There are several methods for constructing conservation laws for the quad
equations: the direct method suggested in [7], the Gardner method [8], the method
of the canonical densities, connected with the symmetries and the recursion operators
[9, 10, 11, 12, 13] and so on. A method based on reducing the Lax equation to the
Riccati type nonlinear system is suggested in [14, 15].
Formal diagonalization as an implement for constructing conservation laws is more
preferable when applied to the potentials f , g either having large matrix dimension or
being high degree polynomials on λ. The algorithm is very simple to apply since it does
not need any additional construction only the Lax pair reduced to the special form.
Some of the advantages of the formal diagonalization method have successfully been
demonstrated in the recent article [4] where the conservation laws and symmetries were
constructed to nonautonomous equations.
As it has been observed in [16] the formal diagonalization of the Lax pair is an
algebraic background of the inverse scattering transform method. Actually formula
(2.5) below defines a formal asymptotic expansion of the solution to the direct scattering
problem. Note that the “phase” and the “amplitude” in (2.5) are connected respectively
with the integrals of motion and the symmetries of the corresponding nonlinear quad
equation. An open problem is to apply the expansion (2.5) in order to construct explicit
particular solutions of the quad equation via quasi-classical approximation. Thus the
research is undoubtedly in demand.
The behavior asymptotic in a parameter of linear differential equations has been
well studied. A similar problem for the discrete linear systems has got less attention.
One of the purposes of the present article is to continue the investigation of the discrete
linear systems started in [1], [2], where the particular case is considered when the matrix
Z in the special form (1.6) has only simple eigenvalues, more precisely, in the formula
(2.7), r = N . It turned out that there are discrete models (see, (4.1) for N ′ > 1, (5.1)
and (6.1) below) for which the Lax pairs are reduced to the form (1.6) having the factor
Z with multiple eigenvalues, i.e. r < N .
Briefly explain how the article is organized. In §2 the theorem on asymptotic
diagonalization is proved. An algorithm of constructing conservation laws via
diagonalization is discussed in §3. In §4-5 the diagonalization method is applied to
some specific models like the discrete mKdV, the discrete modified Boussinesq system,
the discrete system, connected with the affine Lie algebra A
(1)
3 , the Tzitzeica equation
found in [17, 18].
In §6 by the Zakharov-Shabat dressing method [19] a discrete model is found
2ε2uu0,1(u1,0u1,1 + uu1,0 + u0,1u1,1 + uu0,1)− 4ε2uu0,1(u1,0u0,1 + uu1,1)−
−ε4u20,1(u1,1 − u)2 + 2u2u1,0u0,1 − u2(u21,0 + u20,1) = 0 (1.11)
which possibly is new. Here ε is a constant parameter and as usually the subscripts
mean the shifts of the arguments: uk,s = u(n + k,m + s). But sometimes subscripts
denote also an element of the matrix. This should not lead to confusion, because it is
always clear from the context what is meant. Equation (1.11) is multi-quadratic since
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the left hand side is a quadratic polynomial with respect to any of the variables u, u1,0,
u0,1, u1,1. Various examples of multi-quadratic equations appeared in [20]-[24]. A large
class of such equations is systematically investigated in [25]. Emphasize that equation
(1.11) does not belong to the class studied earlier. It can be rewritten in a short form
ε
√
(u1,1 − u0,1)u0,1 =
√
(u1,0 − u)u−
√
(1 + ε2)uu0,1 − u2 − ε2u20,1.
It is shown that the model admits an infinite series of conservation laws, several of them
are given in explicit form. Generalized symmetries of low orders are constructed.
Some explanation how to reduce a discrete linear operator to the special form is
given in the Appendix.
2. Asymptotic diagonalization of the discrete operator around a singular
point
Suppose that the potential fn(u, λ) has a pole at the point λ = λ0. Then we have the
following Laurent expansion around this point
fn(u, λ) = (λ− λ0)−kf (k)(n) + (λ− λ0)−k+1f (k−1)(n) + · · · , k ≥ 1. (2.1)
In this section we explain the algorithm of the formal diagonalization of the equation
(1.1) at a vicinity of the point λ = λ0. Recall that equation (1.1) is diagonalized if there
exist two formal series
R(n, λ) = R(0) +R(1)(λ− λ0) +R(2)(λ− λ0)2 + · · · , (2.2)
and
h(n, λ) = h(0) + h(1)(λ− λ0) + h(2)(λ− λ0)2 + · · · (2.3)
with the matrix coefficients R(j), h(j) ∈ CN×N , where h(j) for ∀j is a diagonal (block-
diagonal) matrix such that the formal change of the dependent variables y = Rϕ reduces
equation (1.1) to the form
ϕn+1 = hZϕn, (2.4)
here Z = (λ−λ0)d, and d ∈ CN×N is a diagonal matrix with entire entries. It is supposed
that detR(0) 6= 0, det h(0) 6= 0. It follows from (2.2)–(2.4) that the diagonalizable
equation (1.1) admits a formal solution given by the following asymptotic expansion
yn(λ) = R(n, λ)e
∑n−1
s=n0
log h(s,λ)Zn (2.5)
with the “amplitude” A = R(n, λ) and “phase” φ = n logZ +
∑n−1
s=n0
log h(s, λ).
Proposition. If the condition det f (k)(n) 6= 0 holds for ∀n in the decomposition
(2.1) then the singularity at the point λ = λ0 is removable.
Proof. Let us apply transformation (1.2) with rn(λ) = (λ−λ0)−nk to (1.1) then we
get f˜n(λ0) = (λ− λ0)kfn(λ), which is bounded for λ→ λ0 and
det f˜n(λ0) = det f
(k)(n) 6= 0. Thus λ0 is not a singular point for f˜n(λ). 
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Suppose that the potential fn(u, λ) is represented as follows
fn(u, λ) = αn(u, λ)Zβn(u, λ), (2.6)
where αn(u, λ), βn(u, λ) ∈ CN×N are analytic and non-degenerate around λ = λ0, Z is
a diagonal matrix of the form
Z =


(λ− λ0)γ1E1 0 . . . 0
0 (λ− λ0)γ2E2 . . . 0
...
...
. . .
...
0 0 . . . (λ− λ0)γrEr

 , (2.7)
where ∀j Ej is the unity matrix of the size ej×ej , ej < N and the exponents are pairwise
different integers γ1 < γ2 < . . . < γr. Evidently
∑
ei = N . Usually the problem
of finding the factors α, β, and Z is solved by using the Gauss factorization of the
potential f by triangular matrices (see [2]). The main idea is illustrated with Example
in Introduction. More complicated examples are considered in §4-§6. Whenever the
decomposition (2.6) is found one makes in the equation yn+1 = αn(u, λ)Zβn(u, λ)yn the
change of the variables ψn = βn(u, λ)yn reducing equation (1.1) to the following form
ψn+1 = Pn(u, λ)Zψn, where Pn(u, λ) = Dn (βn(u, λ))αn(u, λ) (2.8)
and the shift operator acts due to the rule Dngn = gn+1.
Let us formulate our main requirement to the factorization (2.6): suppose that the
leading principal minors satisfy the conditions
det
j
Pn(u, λ0) 6= 0 for j = e1, e1 + e2, e1 + e2 + e3, . . . , N. (2.9)
Obviously determinant of the function (2.1) is of the form
det fn(u, λ) = (λ− λ0)ko(c0 + c1(λ− λ0) + . . .),
where k0 is an integer and c0 6= 0. By evaluating the determinant of both sides in the
equation Pn(u, λ)Z = Dn(βn(u, λ))fnβn(u, λ) and comparing the singularities one easily
obtains (λ − λ0)γ1+γ2+...γr = (λ − λ0)k0 since the functions Pn(u, λ)) and βn(u, λ) are
regular and nondegenerate at λ0. Therefore we have
∑
γi = k0.
Turn back to the problem of diagonalization. Concentrate first on the equation
(2.8) as due to the relation ψn = βn(u, λ)yn diagonalization of this equation implies
immediately diagonalization of (1.1).
Theorem 1. Suppose that equation (2.8) satisfies (2.7), (2.9). Then there exist
formal series
T (n, λ) =
∞∑
i≥0
T (i)(λ− λ0)i, h(n, λ) =
∞∑
i≥0
h(i)(λ− λ0)i (2.10)
where det h(0) 6= 0, det T (0) 6= 0 and h has the following block-diagonal structure
h =


h11 0 . . . 0
0 h22 . . . 0
...
...
. . .
...
0 0 . . . hrr

 , (2.11)
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where hjj is a quadratic matrix of the size ej × ej such that the formal change of the
variables ψ = Tϕ reduces (2.8) to the diagonal form (2.4). The series T is defined up to
multiplication by a formal series with block-diagonal members having the same block
structure as h and we can always choose them in such a way that all the coefficients
T (i), h(i) ∈ CN×N are dependent on a finite set (depending on i) of the dynamical
variables u(k)k=−∞,∞.
Proof. By substituting ψ = Tϕ into (2.8) one gets Dn(T )Dn(ϕ) = PZϕ. It follows
from (2.4) that Dn(ϕ)ϕ
−1 = hZ. Therefore the former gives an equation for defining
the unknown T and h:
Dn(T )h = Pn(u, λ)T, with T = ZTZ
−1. (2.12)
Since Pn(u, λ) is analytic around λ0 we have Pn(u, λ) =
∑∞
i≥0 P
(i)(λ − λ0)i. By
construction T is a formal power series. It follows from the equation
T = P−1n (u, λ)Dn(T )h and the inequality detPn(u, λ0) 6= 0 that the series T does not
contain terms with negative powers of λ− λ0
T =
∞∑
i≥0
T
(i)
(λ− λ0)i. (2.13)
In what follows we will use the block representation of N ×N matrices. The block
element Aij of the matrix A has ei rows and ej columns. It is evident that Zh = hZ
due to (2.7) and (2.11). The conjugation transformation T → ZTZ−1 can be expressed
in an explicit block form
ZTZ−1 =


T11 (λ− λ0)γ12T12 . . . (λ− λ0)γ1rT1r
(λ− λ0)γ21T21 T22 . . . (λ− λ0)γ2rT2r
...
...
. . .
...
(λ− λ0)γr1Tr1 (λ− λ0)γr2Tr2 . . . Trr

 , (2.14)
where γij = γi − γj. Formula (2.14) shows that the block entry T ij of the matrix T
is given by T ij = (λ − λ0)γijTij where Tij is the block element of T . For these block
elements we have formal series (see (2.10), (2.13) above)
Tij(λ) = T
(0)
ij + (λ− λ0)T (1)ij + · · · ,
T ij(λ) = T
(0)
ij + (λ− λ0)T
(1)
ij + · · ·
which satisfy due to (2.14) the following equation
T
(0)
ij + T
(1)
ij (λ− λ0) + · · · = T (0)ij (λ− λ0)γij + T (1)ij (λ− λ0)γij+1 + · · · (2.15)
By comparing the coefficients in (2.15) one finds
T
(p)
ii = T
(p)
ii , (2.16)
T
(p)
ij = T
(p+γi−γj)
ij for i < j, (2.17)
T
(p)
ij = T
(p+γj−γi)
ij for i > j. (2.18)
It is supposed in (2.16)–(2.18) that T
(p)
ij = T
(p)
ij = 0 for p < 0. It follows from (2.16)–
(2.18) that T (0) is a lower block triangular matrix. Indeed, we have for i < j that
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T
(0)
ij = T
(γi−γj)
ij is zero, because γi− γj < 0. Similarly T
(0)
ij = 0 for i > j therefore T
(0)
is
upper block triangular.
Let us substitute series (2.10), (2.13) into the equation (2.12)
Dn
(∑
i≥0
T
(i)
(λ− λ0)i
)∑
i≥0
h
(i)
(λ− λ0)i
=
∑
i≥0
P
(i)
(λ− λ0)i
∑
i≥0
T
(i)
(λ− λ0)i
and collect the coefficients before the powers of λ−λ0. It gives a sequence of equations:
Dn
(
T
(0)
)
h
(0)
= P
(0)
T
(0)
, (2.19)
Dn
(
T
(0)
)
h
(1)
+Dn
(
T
(1)
)
h
(0)
= P
(0)
T
(1)
+ P
(1)
T
(0)
, (2.20)
s∑
k=0
Dn
(
T
(k)
)
h
(s−k)
=
s∑
k=0
P
(k)
T
(s−k)
, s ≥ 2. (2.21)
Concentrate on the first equation. This equation is easily reduced to the Gauss problem
of decomposition of the matrix P (0) into a product Dn
(
T
(0)
)
h
(0)
(
T
(0)
)−1
of three
matrices – the lower block-triangular Dn
(
T
(0)
)
, the block diagonal h
(0)
and the upper
block-triangular T
(0)
. The regularity condition (2.9) guarantees its solvability. In
addition we assume that diagonal blocks Tii and T ii are equal to the unity matrix
Ei of the size ei × ei. Evidently this provides the unique solvability of equation (2.19).
There is a freedom in choosing the coefficients of the series T . For the sake of
simplicity we assume that the diagonal blocks of the matrices T
(k)
and T
(k)
vanish for
all k ≥ 1 and expand each of the matrices T (k) and T (k) for k ≥ 1 into the sum of block
lower- and block upper-triangular matrices with zero diagonal blocks:
T
(k)
= T
(k)
L + T
(k)
U , T
(k)
= T
(k)
L + T
(k)
U . (2.22)
One can easily find the matrices T
(1)
U and T
(1)
L . Indeed, if γi − γj = −1 for i < j
then we obtain T
(1)
ij = T
(0)
ij from (2.17), we found this element in the previous step. If
γi − γj ≤ −2 then we obtain T (1)ij = T
(1+γi−γj)
ij = 0 from (2.17) because the first index
1+ γi− γj is negative. Therefore we already know the matrix T (1)U . In a similar way we
find also T
(1)
L .
To find the unknown T
(1)
L and T
(1)
U we use the equation (2.20) rewritten in the form
h
(1)
(
h
(0)
)−1
+Dn
((
T
(0)
)−1
T
(1)
L
)
− h(0)
(
T
(0)
)−1
T
(1)
U
(
h
(0)
)−1
= H1
where the right hand side
H1 = Dn
((
T
(0)
)−1)
P
(1)
T
(0)
(
h
(0)
)−1
−Dn
((
T
(0)
)−1
T
(1)
U
)
+ h
(0)
(
T
(0)
)−1
T
(1)
L
(
h
(0)
)−1
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contains known matrices. To find the unknowns h
(1)
, T
(1)
L , T
(1)
U we have
to expand the matrix H1 into the sum of three summands: block diagonal
h
(1)
(
h
(0)
)−1
, the block lower-triangular Dn
((
T
(0)
)−1
T
(1)
L
)
and the block upper-
triangular −h(0)
(
T
(0)
)−1
T
(1)
U
(
h
(0)
)−1
. Continuing this way we find all coefficients T (k)
and h(k) from the equation
h
(k)
(
h
(0)
)−1
+Dn
((
T
(0)
)−1
T
(k)
L
)
− h(0)
(
T
(0)
)−1
T
(k)
U
(
h
(0)
)−1
= Hk,
where the term Hk contains terms found in the preceding steps.
Suppose that equation (2.8) can be reduced to one more diagonal form ϕ˜1 = h˜Zϕ˜
by applying the change of the variables ψ = T˜ ϕ˜ then we have T˜ ϕ˜ = Tϕ or T˜ = TS
where S = ϕ−1ϕ˜ is a power series with block-diagonal coefficients. 
Remark. Note that in order to find the first term of the formal expansion one
needs to solve a nonlinear equation (see eq. (2.19)). It is not the case for the linear
differential equations [26], where all of the coefficients of the corresponding formal series
are found by solving linear equations.
Corollary. Linear equation (1.1) is reduced to the block-diagonal form (2.4) by
the following change of the variables y = Rϕ where R = β−1T .
3. Asymptotic diagonalization of the Lax operator and conservation laws
We study a quad system of the form
F (DmDnv,Dmv,Dnv, v) = 0, (3.1)
where the sought function v = v(n,m) = (v1(n,m), v2(n,m), . . . , vN(n,m)) depends
on two integers n and m and the shift operators Dn and Dm act due to the rules
Dny(n,m) = y(n + 1, m) and Dmy(n,m) = y(n,m + 1). We assume that equation
(3.1) admits a Lax representation, i.e. it is the consistency condition of a pair of linear
equations
yn+1,m = Pn,m(v, λ)Zyn,m,
yn,m+1 = Rn,m(v, λ)yn,m.
(3.2)
Here the functions Pn,m(v, λ), Rn,m(v, λ) depend on v and a finite numbers of its shifts
Dknv and D
k
mv. The consistency condition of the equations system (3.2) can be written
as
Dm(P )ZR = Dn(R)PZ. (3.3)
Let us introduce the operatots L = D−1n PZ and M = D
−1
m R then equation (3.3) can be
rewritten as
[L,M ] = 0 (3.4)
Note that the first equation (3.2) is of the form (2.8). We assume that function
Pn,m(v, λ) satisfies all the conditions in Theorem 1 above (it is analytic in a vicinity of
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λ = λ0 for all integers m, n and all values of v inside a certain domain, and the leading
principal minors (2.9) are nonzero in this domain). We also assume that the function
Rn,m(v, λ) is meromorphic in a vicinity of λ = λ0 when v takes values in the domain
under consideration.
Due to the Theorem 1 the discrete operator L = D−1n PZ is reduced to the block-
diagonal form L0 = D
−1
n hZ by the transformation L → T−1LT = L0. It follows from
(3.4) that [L0,M0] = 0, where M0 := T
−1MT . By the assumption above the coefficient
S in M0 = D
−1
m S is a formal series S = (λ− λ0)k
∑∞
i=0 S
(i)(λ− λ0)−i.
Theorem 2. The coefficients S(i) of the series S have the same block diagonal
structure as the matrix h.
Scheme of the proof. The series S and h satisfy the equation [D−1n hZ,D
−1
m S] = 0
which implies
Dn(S)h = Dm(h)ZSZ
−1. (3.5)
The last equation looks like (2.12) with S instead of T and Dm(h) instead of P . By
using the reasonings used in the proof of Theorem 1 one can check that the coefficients
S(i) and h(i) of the series S and h have the same block diagonal structure. 
Due to the block structure S commutes with Z and we find
Dn(S)h = Dm(h)S. (3.6)
By passing to the block entries S = {Sij}, h = {hij} in (3.6) we get Dn(Sii)hii =
Dm(hii)Sii. Now it is evident that the equation
(Dn − 1) log detSii = (Dm − 1) log det hii, i = 1, 2, . . . , r (3.7)
generates an infinite series of conservation laws for the equation (3.1). Since the function
detS =
∏r
i=1 detSii does not vanish identically then logarithms in (3.7) are correctly
defined.
4. Conservation laws for the quad system connected with the series A
(1)
N
Kac-Moody Lie algebras
In [27] a finite field reduction is found for the discrete KP equation by Hirota [22]
pv
(j−1)
1,0 v
(j)
0,1 − qv(j−1)0,1 v(j)
v
(j−1)
1,1 v
(j)
=
pv
(j)
1,0v
(j+1)
0,1 − qv(j)0,1v(j+1)
v
(j)
1,1v
(j+1)
(4.1)
where j ∈ {1, 2, ..., N ′} and v(0) = v(N ′+1) = 1, p 6= 0, q 6= 0.
For the case N ′ = 1 the system coincides with the lattice mKdV equation [22]. The
hierarchies of conservation laws and symmetries to this equation are constructed in [28].
For N ′ = 2 system (4.1) corresponds to the lattice version of the modified Boussinesq
equation [29]. Hierarchies of the symmetries and conservation laws of this model were
described in [10].
It is remarkable that system (4.1) is closely connected with the series A
(1)
N ′ Kac-
Moody Lie algebras. Recall that A
(1)
N ′ can be realized as the ring sl(N
′ + 1) of
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the (N ′ + 1) × (N ′ + 1) matrices with the vanishing trace. Introduce following [16]
the system of the canonical generators ei, fi, hi: e0 = e1,N ′+1λ
−1, f0 = eN ′+1,1λ,
h0 = e1,1 − eN ′+1,N ′+1, ei = ei+1,iλ−1, fi = ei,i+1λ, hi = ei+1,i+1 − ei,i, i = 1, 2, ..., N ′.
Here ei,j is a matrix having one at the site (i, j) and zeros elsewhere.
Now the Lax pair for the system (4.1) found in [27] can be rewritten as:
y1,0 = fpy, y0,1 = fqy, (4.2)
where fp = −Λ¯ + peF1,0−F , fq = −Λ¯ + qeF0,1−F and F =
∑N ′
i=1 log v
(i)hi, Λ¯ =
∑N ′
i=0 fi.
The Lax pair (4.2) is obtained from that given in [27] by the following linear change of
the variables y˜(n) = diag(1, v(1), v(2), ..., v(N
′))y(n). To the best of our knowledge the
problem of assigning an integrable quad system with the related Lax pair to the affine
Lie algebras is not completely solved. For more information on this issue see [30, 31, 32]
and references therein.
The Lie algebraic language allows one to represent the potentials f, g in an elegant
form. However, in studying the asymptotics we have to leave the Lie algebra since the
series T , h belong to the corresponding loop groups.
4.1. Lattice mKdV equation
For N ′ = 1 system (4.1) corresponds to the quad equation
pv1,0 − qv0,1
v
=
pv0,1 − qv1,0
v1,1
(4.3)
being the discrete version of the mKdV equation. It admits the Lax pair
y1,0 = fy, y0,1 = gy, (4.4)
where
f =
(
p
v1,0
v
−λ
−λ p v
v1,0
)
, g =
(
q
v0,1
v
−λ
−λ q v
v0,1
)
.
Since det f = p2 − λ2 then the first equation in (4.4) has three singular points: λ =∞,
λ = ±p. Due to the Proposition (see §2) the singularity at λ = ∞ is removable.
Concentrate on λ0 = p. Let us reduce the equation to the desired special form (2.8).
It can be easily checked that the factorization (2.6) for this case is
f = αZβ (4.5)
where
α =
(
p
v1,0
v
−1
−(p + ξ−1) − v
v1,0
)
, β =
(
1 − v
v1,0
0 1
)
, Z =
(
1 0
0 ξ−1
)
.
Here λ− p = ξ−1. Evidently the singular point λ0 = p is transformed to ξ0 =∞.
Remark that factorization (2.6) is not unique. We have chosen (4.5) such that the
factor β does not depend on ξ. Now to get the special form (2.8) change the variables
ψ = βy:
ψ1,0 = P (ξ)Zψ, (4.6)
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where P (ξ) = Dn(β)α:
P (ξ) =
(
p
(
v1,0
v
+
v1,0
v2,0
)
−1 + v
v2,0
−p − v
v1,0
)
+
(
v1,0
v2,0
0
−1 0
)
ξ−1. (4.7)
Function P (ξ) satisfies the settings of the Theorem 1, indeed the functions detP (ξ =
∞) = −2p and det1 P (ξ =∞) = p
(
v1,0
v
+
v1,0
v2,0
)
do not vanish if the variable v = v(n,m)
satisfies the inequalities v2,0v1,0 6= −v1,0v, v 6= 0 for all n and m. Therefore equation
(4.6) can be diagonalized, i.e. there exist formal series
T = T (0) + T (1)ξ−1 = · · · , h = h(0) + h(1)ξ−1 + · · · (4.8)
such that the formal change of the variables ψ = Tϕ converts system (4.6) to the system
of the block-diagonal form
ϕ1,0 = hZϕ. (4.9)
The coefficients T (k), h(k) are found by solving consecutively the set of equations (2.19),
(2.20), (2.21). Since the algorithm of solving these equations has been discussed earlier
(see the proof of Theorem 1 above) we give only the answers:
T (0) =
(
1 0
− v−1,0v1,0
v(v1,0+v−1,0)
1
)
,
T (1) =
(
0 − v(v−v2,0)
pv1,0(v2,0+v)
v−1,0v
2
1,0(v−2,0−v)
pv(v+v−2,0)(v1,0+v−1,0)2
0
)
,
h(0) =
(
pv1,0(v2,0+v)
vv2,0
0
0 − 2vv2,0
v1,0(v2,0+v)
)
,
h(1) =
(
v1,0(v−1,0v2,0+vv1,0)
vv2,0(v1,0+v−1,0)
0
0 −vv2,0(−3vv3,0+vv1,0+v2,0v3,0+v1,0v2,0)
pv1,0(v3,0+v1,0)(v+v2,0)2
)
.
According to the general scheme the second equation of the Lax pair (4.4) is diagonalized
by the same linear change of the variables. It takes the form
ϕ0,1 = Sϕ,
where
S = S(0) + S(1)ξ−1 + · · · ,
S(0) =
(
(p2 − q2) v1,0v0,1
v(v0,1p−qv1,0) 0
0 −v(v0,1p−qv1,0)
v0,1v1,0
)
,
S(1) =

 (pv0,1(v−1,0+v1,0)−q(v−1,0v1,0+v20,1))v1,0(v−1,0+v1,0)(pv0,1−qv1,0)v 0
0 − 2vv2,0
v1,0(v+v2,0)

 .
Now the conservation laws can be derived from the relation
(Dm − 1) log h = (Dn − 1) logS.
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We write down in an explicit form three conservation laws from the infinite sequence
obtained by the diagonalization procedure
(Dm − 1) log v + v2,0
v2,0
= (Dn − 1) log v1,0
pv0,1 − qv1,0 , (4.10)
(Dm − 1) v−1,0v2,0 + vv1,0
p(v−1,0 + v1,0)(v + v2,0)
= (Dn − 1)
pv0,1(v−1,0 + v1,0)− q(v−1,0v1,0 + v20,1)
(p2 − q2)v0,1(v−1,0 + v1,0) , (4.11)
(Dm − 1)1
2
−3vv3,0 + vv1,0 + v2,0v3,0 + v1,0v2,0
p(v + v2,0)(v1,0 + v3,0)
= (Dn − 1) 2v0,1v2,0
(v + v2,0)(pv0,1 − qv1,0) . (4.12)
Since the equation (4.3) is invariant under the replacing n↔ m one can easily find from
the explicit formulas (4.10)– (4.12) conservation laws on the other direction.
As it is expected the conservation laws coincide with those found earlier in [28].
Let us give also expression of the first conservation law in terms of the matrix
entries of the potentials f and g:
(Dm − 1) log det
1
P (0) = (Dn − 1) log 1
f22 − g22 , (4.13)
where det1 P
(0) is the first order leading principal minor of the matrix P (0) defined in
(4.7).
4.2. Lattice version of the modified Boussinesq equation
For N ′ = 2 we have the system
pv
(1)
1,0 − qv(1)0,1
v
(1)
=
pv
(1)
0,1v
(2)
1,0 − qv(1)1,0v(2)0,1
v
(1)
1,1v
(2)
,
pv
(1)
0,1v
(2)
1,0 − qv(1)1,0v(2)0,1
v
(1)
1,1v
(2)
=
pv
(2)
0,1 − qv(2)1,0
v
(2)
1,1
.
(4.14)
and the Lax pair
y1,0 = fy, y0,1 = gy, (4.15)
where
f =


p
v
(1)
1,0
v
(1) −λ 0
0 p
v
(1)
v
(2)
1,0
v
(1)
1,0v
(2) −λ
−λ 0 pv
(2)
v
(2)
1,0

 , g =


q
v
(1)
0,1
v
(1) −λ 0
0 q
v
(1)
v
(2)
0,1
v
(1)
0,1v
(2) −λ
−λ 0 q v
(2)
v
(2)
0,1

 .
Since det f = p3 − λ3 then the first system in (4.15) has four singular points: λ = ∞,
λ = p, λ = pe
2pii
3 , λ = pe
−2pii
3 . Due to the Proposition (see §2) the singularity at λ =∞
is removable. Concentrate on λ0 = p. Let us reduce the equation to the desired special
form (2.8).
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It can be easily checked that the factorization (2.6) for this case is
f = αZβ (4.16)
where
α =


p
v
(1)
1,0
v
(1) −(p+ ξ−1) −v
(1)
1,0v
(2)
v
(1)
v
(2)
1,0
0 p
v
(1)
v
(2)
1,0
v
(1)
1,0v
(2) −1
−(p + ξ−1) 0 −v
(2)
v
(2)
1,0

 ,
β =


1 0 −v
(2)
v
(2)
1,0
0 1 −v
(1)
1,0v
(2)
v(1)v
(2)
1,0
0 0 1

 , Z =

 1 0 00 1 0
0 0 ξ−1

 .
Here λ− p = ξ−1. The singular point λ0 = p is transformed to ξ0 =∞.
Now to get the special form (2.8) change the variables ψ = βy:
ψ1,0 = P (ξ)Zψ, (4.17)
where P (ξ) = Dn(β)α:
P (ξ) = P (0) + P (1)ξ−1, (4.18)
P (0) =


p
v
(1)
1,0v
(2)
2,0+v
(1)
v
(2)
1,0
v
(1)
v
(2)
2,0
−p v
(2)
(
v
(1)
v
(2)
1,0−v
(1)
1,0v
(2)
2,0
)
v
(1)
v
(2)
1,0v
(2)
2,0
p
v
(1)
2,0v
(2)
1,0
v
(1)
1,0v
(2)
2,0
p
v
(1)
v
(2)
1,0
v
(1)
1,0v
(2)
v
(1)
2,0v
(2)−v(1)1,0v
(2)
2,0
v
(1)
1,0v
(2)
2,0
−p 0 −v
(2)
v
(2)
1,0

 ,
P (1) =


v
(2)
1,0
v
(2)
2,0
−1 0
v
(1)
2,0v
(2)
1,0
v
(1)
1,0v
(2)
2,0
0 0
−1 0 0

 .
Function P (ξ) satisfies the settings of the Theorem 1, indeed detP (ξ =∞) = −3p2 6= 0
and det2 P (ξ = ∞) = p2
v
(2)
1,0
(
v
(1)
1,0v
(2)
2,0+v
(1)
v
(2)
1,0+v
(1)
2,0v
(2)
)
v
(1)
1,0v
(2)
v
(2)
2,0
6= 0 if the variables v(1) = v(1)(n,m)
and v(2) = v(2)(n,m) satisfy the inequalities v
(1)
1,0v
(2)
2,0 + v
(1)
v
(2)
1,0 + v
(1)
2,0v
(2) 6= 0, v(1) 6= 0 and
v
(2) 6= 0 for all n and m. Therefore equation (4.17) can be block-diagonalized, i.e. there
exist formal series
T = T (0) + T (1)ξ−1 = · · · , h = h(0) + h(1)ξ−1 + · · · (4.19)
such that the formal change of the variables ψ = Tϕ converts system (4.17) to a block-
diagonal system of the form
ϕ1,0 = hZϕ. (4.20)
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The coefficients T (k), h(k) are found by solving consecutively the set of equations (2.19),
(2.20), (2.21). Let us denote δ = v
(1)
1,0v
(2)
2,0 + v
(1)
v
(2)
1,0 + v
(1)
2,0v
(2)
and write the first several
terms of the series T explicitly:
T (0) =


1 0 0
0 1 0
−v
(1)
−1,0v
(2)
1,0
δ−1,0
−v
(1)
v
(2)
−1,0v
(2)
1,0
v(2)δ−1,0
1

 ,
T (1) =


0 0 −v
(2)
(
−2v(1)1,0v
(2)
2,0+v
(1)
2,0v
(2)
+v
(1)
v
(2)
1,0
)
pv
(2)
1,0δ
0 0
v
(1)
1,0v
(2)
(
v
(1)
1,0v
(2)
2,0−2v
(1)
2,0v
(2)
+v
(1)
v
(2)
1,0
)
pv
(1)
v
(2)
1,0δ
T
(1)
31 T
(1)
32 0

 ,
where
T
(1)
31 =
3v
(1)
v
(1)
−1,0v
(2)
−1,0v
(2)
1,0
(
v
(1)
−2,0v
(2)
1,0 − v(1)1,0v(2)−2,0
)
pδ2−1,0δ−2,0
+
v
(1)
−1,0v
(2)
1,0
(
v
(1)
v
(2)
1,0 − v(1)1,0v(2)−1,0
)
pδ2−1,0
,
T
(1)
32 =
3
(
v
(1)
)2
v
(2)
−1,0v
(2)
1,0
(
v
(1)
−2,0v
(2)
−1,0v
(2)
1,0 + v
(1)
v
(2)
−2,0v
(2)
1,0
)
+ v
(1)
−1,0v
(2)
v
(2)
−2,0
pv(2)δ2−1,0δ−2,0
−
v
(1)
v
(2)
−1,0v
(2)
1,0
(
2v
(1)
v
(2)
1,0 + v
(1)
−1,0v
(2)
)
pv
(2)
δ2−1,0
.
Let us write the first terms of the series h explicitly:
h(0) =


p
v
(1)
1,0v
(2)
2,0+v
(1)
v
(2)
1,0
v
(1)
v
(2)
2,0
−p 0
p
v
(1)
2,0v
(2)
1,0
v
(1)
1,0v
(2)
2,0
p
v
(1)
v
(2)
1,0
v
(1)
1,0v
(2) 0
0 0
3v
(1)
1,0v
(2)
v
(2)
2,0
v
(2)
1,0δ

 ,
h(1) =

 h
(1)
11 h
(1)
12 0
h
(1)
21 h
(1)
22 0
0 0 h
(1)
33

 ,
where
h
(1)
11 = −
v
(1)
−1,0v
(2)
(
v
(1)
v
(2)
1,0 − v(1)1,0v(2)2,0
)
v
(1)
v
(1)
2,0δ−1,0
+
v
(2)
1,0
v
(2)
2,0
,
h
(1)
12 = −1 −
v
(2)
v
(2)
−1,0
(
v
(1)
v
(2)
1,0 − v(1)1,0v(2)2,0
)
v
(2)
v
(2)
2,0δ−1,0
,
h
(1)
21 =
v
(1)
−1,0v
(2)
1,0
(
v
(1)
1,0v
(2)
2,0 − v(2)v(1)2,0
)
v
(1)
1,0v
(2)
2,0δ−1,0
,
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h
(1)
22 =
v
(1)
v
(2)
−1,0v
(2)
1,0
(
v
(1)
1,0v
(2)
2,0 − v(1)2,0v(2)
)
v
(1)
1,0v
(2)
v
(2)
2,0δ−1,0
,
h
(1)
33 =
3v
(1)
1,0v
(1)
2,0
(
v
(2)
)2
v
(2)
2,0
(
v
(1)
2,0v
(2)
3,0 − 2v(1)3,0v(2)1,0 + v(1)1,0v(2)2,0
)
pv
(2)
1,0δδ
2
1,0
+
3v
(1)
1,0v
(2)
v
(2)
1,0v
(2)
2,0
(
v
(1)
2,0v
(2) − v(1)1,0v(2)2,0
)
p
(
v
(2)
1,0
)2
δ2
.
According to the general scheme the second equation of the Lax pair (4.15) is
block-diagonalized by the same linear change of the variables. It takes the form
ϕ0,1 = Sϕ,
where
S = S(0) + S(1)ξ−1 + · · · ,
S(0) =


p2v
(1)
1,0v
(2)
0,1−q2v
(1)
0,1v
(2)
1,0(
pv
(2)
0,1−qv
(2)
1,0
)
v(1)
−p 0
p
v
(2)
0,1
(
pv
(1)
0,1v
(2)
1,0−qv
(1)
1,0v
(2)
0,1
)
(
pv
(2)
0,1−qv
(2)
1,0
)
v
(1)
0,1v
(2) q
v
(1)
v
(2)
0,1
v
(1)
0,1v
(2) 0
0 0 −v
(2)
(
pv
(2)
0,1−qv
(2)
1,0
)
v
(2)
1,0v
(2)
0,1


,
S(1) =

 S
(1)
11 S
(1)
12 0
S
(1)
21 S
(1)
22 0
0 0 S
(1)
33

 ,
where
S
(1)
11 =
qv
(1)
−1,0v
(2)
(
v
(1)
0,1v
(2)
0,1 − v(1)1,0v(2)1,0
)
v
(1)
(
pv
(2)
0,1 − qv(2)1,0
)
δ−1,0
+
v
(2)
0,1
(
v
(1)
1,0p− qv(1)0,1
)
v
(1)
(
pv
(2)
0,1 − qv(2)1,0
) ,
S
(1)
12 = −1 +
q
(
v
(1)
0,1v
(2)
0,1 − v(1)1,0v(2)1,0
)
v
(2)
−1,0(
pv
(2)
0,1 − qv(2)1,0
)
δ−1,0
,
S
(1)
21 =
q
(
v
(1)
0,1
(
v
(2)
1,0
)2
−
(
v
(2)
0,1
)2
v
(1)
1,0
)
v
(1)
−1,0
v
(1)
0,1
(
pv
(2)
0,1 − qv(2)1,0
)
δ−1,0
+
v
(2)
0,1
(
pv
(1)
0,1v
(2)
1,0 − qv(2)0,1v(1)1,0
)
v
(2)
(
pv
(2)
0,1 − qv(2)1,0
)
v
(1)
0,1
,
S
(1)
22 =
q
(
v
(1)
0,1
(
v
(2)
1,0
)2
−
(
v
(2)
0,1
)2
v
(1)
1,0
)
v
(1)
v
(2)
−1,0
v
(2)
(
pv
(2)
0,1 − qv(2)1,0
)
v
(1)
0,1δ−1,0
,
S
(1)
33 =
3v
(2)
2,0v
(1)
1,0v
(2)
0,1
δ
(
pv
(2)
0,1 − qv(2)1,0
) .
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Now let us write down in an explicit form three conservation laws from the infinite
sequence obtained by the diagonalization procedure
(Dm − 1) log
v
(1)
1,0v
(2)
2,0 + v
(1)
v
(2)
1,0 + v
(1)
2,0v
(2)
v
(1)
1,0v
(2)
2,0
= (Dn − 1) log
v
(2)
1,0
pv
(2)
0,1 − qv(2)1,0
, (4.21)
(Dm − 1)

v(1)1,0v(2)−1,0
(
v
(1)
1,0v
(2)
2,0 − 2v(1)2,0v(2) + v(1)v(2)1,0
)
pδδ−1,0
−
v
(1)
−1,0v
(2)
(
−2v(1)1,0v(2)2,0 + v(1)2,0v(2) + v(1)v(2)1,0
)
pδδ−1,0
+
2v
(1)
2,0v
(2)
+ v
(1)
v
(2)
1,0
pδ


= (Dn − 1)


qv
(1)
−1,0v
(2)
(
p
(
v
(1)
1,0
(
v
(2)
0,1
)2
− v(1)0,1
(
v
(2)
1,0
)2)
+ qv
(2)
0,1
(
v
(1)
0,1v
(2)
0,1 − v(1)1,0v(2)1,0
))
(p3 − q3)v(1)0,1v(2)0,1v(2)1,0δ−1,0
−
qv
(2)
−1,0
(
pv
(2)
0,1
((
v
(1)
0,1
)2
v
(2)
1,0 −
(
v
(1)
1,0
)2
v
(2)
0,1
)
+ qv
(1)
0,1
(
v
(1)
0,1
(
v
(2)
1,0
)2
− v(1)1,0
(
v
(2)
0,1
)2))
(p3 − q3)v(1)0,1v(2)0,1v(2)1,0δ−1,0
+
2p2v
(1)
0,1v
(2)
1,0 − pqv(1)1,0v(2)0,1 − q2v(1)0,1v(2)0,1
(p3 − q3)v(1)0,1v(2)1,0
]
, (4.22)
(Dm − 1)

v(1)v(2)1,0
(
−2v(1)2,0v(2)3,0 + v(1)3,0v(2)1,0 + v(1)1,0v(2)2,0
)
pδδ1,0
−
v(2)v
(1)
2,0
(
v
(1)
2,0v
(2)
3,0 − 2v(1)3,0v(2)1,0 + v(1)1,0v(2)2,0
)
pδδ1,0
+
v
(1)
1,0v
(2)
2,0 − v(1)2,0v(2)
pδ


= (Dn − 1)
3v
(1)
1,0v
(2)
0,1v
(2)
2,0
δ
(
pv
(2)
0,1 − qv(2)1,0
) . (4.23)
Recall that δ = v
(1)
1,0v
(2)
2,0 + v
(1)
v
(2)
1,0 + v
(1)
2,0v
(2)
.
Since the equation (4.14) is invariant under the replacing n ↔ m one can easily
find from the explicit formulas (4.21)– (4.23) conservation laws on the other direction.
The conservation laws (4.21), (4.22) are equivalent to those given earlier in [10] (up
to a misprint in [10]).
Let us give also expression of the first conservation law in terms of the matrix
entries of the potentials f and g:
(Dm − 1) log det
2
P (0) = (Dn − 1) log 1
f33 − g33 , (4.24)
where det2 P
(0) is the second order leading principal minor of the matrix P (0) defined in
(4.18).
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4.3. The system connected with the series A
(1)
3
For N ′ = 3 we have the system
pv
(1)
1,0 − qv(1)0,1
v
(1)
=
pv
(1)
0,1v
(2)
1,0 − qv(1)1,0v(2)0,1
v
(1)
1,1v
(2)
,
pv
(1)
0,1v
(2)
1,0 − qv(1)1,0v(2)0,1
v
(1)
1,1v
(2)
=
pv
(2)
0,1v
(3)
1,0 − qv(2)1,0v(3)0,1
v
(2)
1,1v
(3)
,
pv
(2)
0,1v
(3)
1,0 − qv(2)1,0v(3)0,1
v
(2)
1,1v
(3)
=
pv
(3)
0,1 − qv(3)1,0
v
(3)
1,1
(4.25)
and the Lax pair
y1,0 = fy, y0,1 = gy, (4.26)
where
f =


p
v
(1)
1,0
v
(1) −λ 0 0
0 p
v
(1)
v
(2)
1,0
v
(1)
1,0v
(2) −λ 0
0 0 p
v
(2)
v
(3)
1,0
v
(2)
1,0v
(3) −λ
−λ 0 0 pv
(3)
v
(3)
1,0


,
g =


q
v
(1)
0,1
v
(1) −λ 0 0
0 q
v
(1)
v
(2)
0,1
v
(1)
0,1v
(2) −λ 0
0 0 q
v
(2)
v
(3)
0,1
v
(2)
0,1v
(3) −λ
−λ 0 0 q v
(3)
v
(3)
0,1


.
Since det f = p4−λ4 the first system in (4.26) has five singular points: λ =∞, λ = ±p,
λ = ±ip. Due to the Proposition (see §2) the singularity at λ = ∞ is removable.
Concentrate on λ0 = p, the others are studied in a similar way. Let us reduce the
equation to the desired special form (2.8). The factorization (2.6) for this case is
f = αZβ (4.27)
where
α =


p
v
(1)
1,0
v(1)
−λ 0 −v
(1)
1,0v
(3)
v
(1)
v
(3)
1,0
0 p
v
(1)
v
(2)
1,0
v
(1)
1,0v
(2) −λ −v
(2)
1,0v
(3)
v
(2)
v
(3)
1,0
0 0 p
v
(2)
v
(3)
1,0
v
(2)
1,0v
(3) −1
−λ 0 0 −v
(3)
v
(3)
1,0


,
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β =


1 0 0 −2v
(3)
v
(3)
1,0
0 1 0 −2v
(1)
1,0v
(3)
v
(1)
v
(3)
1,0
0 0 1 −2v
(2)
1,0v
(3)
v
(2)
v
(3)
1,0
0 0 0 1


, Z =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 ξ−1

 .
Here λ− p = ξ−1. The singular point λ0 = p is transformed to ξ0 =∞.
Now to get the special form (2.8) change the variables ψ = βy:
ψ1,0 = P (ξ)Zψ, (4.28)
where P (ξ) = Dn(β)α:
P (ξ) = P (0) + P (1)ξ−1, (4.29)
P (0) =


p
(
v
(1)
1,0v
(3)
2,0+v
(1)
v
(3)
1,0
)
v
(1)
v
(3)
2,0
−p 0 v
(3)
(
v
(1)
v
(3)
1,0−v
(1)
1,0v
(3)
2,0
)
v
(1)
v
(3)
1,0v
(3)
2,0
p
v
(1)
2,0v
(3)
1,0
v
(1)
1,0v
(3)
2,0
p
v
(1)
v
(2)
1,0
v
(1)
1,0v
(2) −p −
v
(3)
(
v
(1)
1,0v
(2)
1,0v
(3)
2,0−v
(1)
2,0v
(2)
v
(3)
1,0
)
v
(1)
1,0v
(2)
v
(3)
1,0v
(3)
2,0
p
v
(2)
2,0v
(3)
1,0
v
(2)
1,0v
(3)
2,0
0 p
v
(2)
v
(3)
1,0
v
(2)
1,0v
(3) −v
(2)
1,0v
(3)
2,0−v
(2)
2,0v
(3)
v
(2)
1,0v
(3)
2,0
−p 0 0 −v
(3)
v
(3)
1,0


P (1) =


v
(3)
1,0
v
(3)
2,0
−1 0 0
v
(1)
2,0v
(3)
1,0
v
(1)
1,0v
(3)
2,0
0 −1 0
v
(2)
2,0v
(3)
1,0
v
(2)
1,0v
(3)
2,0
0 0 0
−1 0 0 0


.
Function P (ξ) satisfies the settings of the Theorem 1, indeed detP (ξ =∞) = −4p3 6= 0
and det3 P (ξ =∞) = p3
v
(3)
1,0
(
v
(1)
1,0v
(2)
2,0v
(3)
+v
(1)
2,0v
(2)
v
(3)
1,0+v
(1)
1,0v
(2)
1,0v
(3)
2,0+v
(1)
v
(2)
1,0v
(3)
1,0
)
v
(1)
1,0v
(2)
1,0v
(3)
v
(3)
2,0
6= 0 if the variables
v(1) = v(1)(n,m), v(2) = v(2)(n,m) and v(3) = v(3)(n,m) satisfy the inequalities
v
(1)
1,0v
(2)
2,0v
(3)
+ v
(1)
2,0v
(2)
v
(3)
1,0 + v
(1)
1,0v
(2)
1,0v
(3)
2,0 + v
(1)
v
(2)
1,0v
(3)
1,0 6= 0, v(1)v(2)v(3) 6= 0 for all n and m.
Therefore equation (4.28) can be block-diagonalized, i.e. there exist formal series
T = T (0) + T (1)ξ−1 = · · · , h = h(0) + h(1)ξ−1 + · · · (4.30)
such that the formal change of the variables ψ = Tϕ converts system (4.28) to the
block-diagonal system of the form
ϕ1,0 = hZϕ. (4.31)
The coefficients T (k), h(k) are found by solving consecutively the set equations (2.19),
(2.20), (2.21). Let us denote δ = v
(1)
1,0v
(2)
2,0v
(3)
+ v
(1)
2,0v
(2)
v
(3)
1,0 + v
(1)
1,0v
(2)
1,0v
(3)
2,0 + v
(1)
v
(2)
1,0v
(3)
1,0 and
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write the first terms of the series T and h explicitly:
T (0) =


1 0 0 0
0 1 0 0
0 0 1 0
−v
(1)
−1,0v
(2)
v
(3)
1,0
δ−1,0
−v
(1)
v
(2)
−1,0v
(3)
1,0
δ−1,0
−v
(1)
v
(2)
v
(3)
−1,0v
(3)
1,0
v
(3)
δ−1,0
1

 ,
h(0) =


p
v
(1)
1,0v
(3)
2,0+v
(1)
v
(3)
1,0
v
(1)
v
(3)
2,0
−p 0 0
p
v
(1)
2,0v
(3)
1,0
v
(1)
1,0v
(3)
2,0
p
v
(1)
v
(2)
1,0
v
(1)
1,0v
(2) −p 0
p
v
(2)
2,0v
(3)
1,0
v
(2)
1,0v
(3)
2,0
0 p
v
(2)
v
(3)
1,0
v
(2)
1,0v
(3) 0
0 0 0 −4v
(1)
1,0v
(2)
1,0v
(3)
v
(3)
2,0
v
(3)
1,0δ


.
According to the general scheme the second equation of the Lax pair (4.26) is
reduced to the block-diagonal form by the same linear change of the variables. It takes
the form
ϕ0,1 = Sϕ,
where
S = S(0) + S(1)ξ−1 + · · · ,
S(0) =


p2v
(1)
1,0v
(3)
0,1−q2v
(1)
0,1v
(3)
1,0(
pv
(3)
0,1−qv
(3)
1,0
)
v
(1) −p 0 0
p
v
(3)
0,1
(
pv
(1)
0,1v
(2)
1,0−qv
(1)
1,0v
(2)
0,1
)
(
pv
(3)
0,1−qv
(3)
1,0
)
v
(1)
0,1v
(2) q
v
(1)
v
(2)
0,1
v
(1)
0,1v
(2) −p 0
p
v
(3)
0,1
(
pv
(2)
0,1v
(3)
1,0−qv
(2)
1,0v
(3)
0,1
)
v
(3)
(
pv
(3)
0,1−qv
(3)
1,0
)
v
(2)
0,1
0 q
v
(2)
v
(3)
0,1
v
(2)
0,1v
(3) 0
0 0 0 −v
(3)
(
pv
(3)
0,1−qv
(3)
1,0
)
v
(3)
1,0v
(3)
0,1


.
Now let us write down in an explicit form three conservation laws from the infinite
sequence obtained by the diagonalization procedure
(Dm − 1) log
v
(3)
1,0
(
v
(1)
1,0v
(2)
2,0v
(3)
+ v
(1)
2,0v
(2)
v
(3)
1,0 + v
(1)
1,0v
(2)
1,0v
(3)
2,0 + v
(1)
v
(2)
1,0v
(3)
1,0
)
v
(1)
1,0v
(2)
1,0v
(3)
v
(3)
2,0
= (Dn − 1) log
v
(3)
1,0v
(3)
0,1
v
(3)
(
pv
(3)
0,1 − qv(3)1,0
) , (4.32)
(Dm − 1)

−
(
−3v(1)1,0v(2)1,0v(3)2,0 + v(1)1,0v(2)2,0v(3) + v(1)2,0v(2)v(3)1,0 + v(1)v(2)1,0v(3)1,0
)
v
(1)
−1,0v
(2)
v
(3)
pδδ−1,0
+
2
(
v
(1)
1,0v
(2)
1,0v
(3)
2,0 − v(1)1,0v(2)2,0v(3) + v(1)v(2)1,0v(3)1,0 − v(1)2,0v(2)v(3)1,0
)
v
(1)
1,0v
(2)
−1,0v
(3)
pδδ−1,0
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+
(
v
(1)
2,0v
(2)
v
(3)
1,0 + v
(1)
1,0v
(2)
1,0v
(3)
2,0 − 3v(2)2,0v(1)1,0v(3) + v(1)v(2)1,0v(3)1,0
)
v
(1)
v
(2)
1,0v
(3)
−1,0
pδδ−1,0
+
a1
pv
(1)
v
(3)
1,0δ
]
= (Dn − 1)

q
(
v
(1)
v
(3)
−1,0b3 − v(1)−1,0v(2)v(3)b1 − v(2)−1,0v(3)b2
)
(p4 − q4)v(1)0,1v(2)0,1v(3)1,0v(3)0,1δ−1,0
+
3p3v
(1)
0,1v
(2)
0,1v
(3)
1,0 − p2qv(1)0,1v(2)1,0v(3)0,1 − pq2v(1)1,0v(2)0,1v(3)0,1 − q3v(1)0,1v(2)0,1v(3)0,1
(p4 − q4)v(1)0,1v(2)0,1v(3)1,0
]
, (4.33)
where
a1 = 2v
(1)
v
(1)
2,0v
(2)
(
v
(3)
1,0
)2
−
(
v
(1)
1,0
)2
v
(2)
1,0v
(3)
v
(3)
2,0
−v(1)v(1)1,0v(2)1,0v(3)v(3)1,0 + 3v(1)v(1)1,0v(2)2,0v(3)v(3)1,0 +
(
v
(1)
)2
v
(2)
1,0
(
v
(3)
1,0
)2
,
b1 = v
(1)
0,1
(
v
(2)
0,1
(
v
(3)
1,0
)2
− v(2)1,0
(
v
(3)
0,1
)2)
p2
+v
(3)
0,1
(
v
(1)
0,1v
(2)
1,0v
(3)
1,0 − v(1)1,0v(2)0,1v(3)0,1
)
pq − v(2)0,1v(3)0,1
(
v
(1)
0,1v
(3)
0,1 − v(1)1,0v(3)1,0
)
q2,
b2 = v
(1)
0,1v
(3)
0,1
(
v
(1)
0,1v
(2)
0,1v
(3)
1,0 − v(1)1,0v(2)1,0v(3)0,1
)
p2
+v
(2)
0,1
(
v
(1)
0,1v
(3)
1,0 − v(1)1,0v(3)0,1
)(
v
(1)
0,1v
(3)
1,0 + v
(1)
1,0v
(3)
0,1
)
pq
+v
(1)
0,1v
(3)
0,1
(
v
(1)
0,1v
(2)
1,0v
(3)
1,0 − v(1)1,0v(2)0,1v(3)0,1
)
q2,
b3 = v
(3)
0,1
(
v
(1)
0,1
(
v
(2)
1,0
)2
v
(3)
0,1 − v(1)1,0
(
v
(2)
0,1
)2
v
(3)
1,0
)
p2
−v(2)0,1v(3)0,1
(
v
(1)
0,1v
(2)
0,1v
(3)
1,0 − v(1)1,0v(2)1,0v(3)0,1
)
pq
−v(1)0,1v(2)0,1
(
v
(2)
0,1
(
v
(3)
1,0
)2
− v(2)1,0
(
v
(3)
0,1
)2)
q2.
And
(Dm − 1)

v(1)v(2)1,0v(3)1,0
(
−3v(2)2,0v(1)2,0v(3)3,0 + v(2)3,0v(3)1,0v(1)2,0 + v(1)3,0v(3)2,0v(2)1,0 + v(2)2,0v(1)1,0v(3)2,0
)
pδ1,0δ
−
2v(2)v
(1)
2,0
(
v
(2)
2,0v
(1)
2,0v
(3)
3,0 − v(2)3,0v(3)1,0v(1)2,0 + v(2)2,0v(1)1,0v(3)2,0 − v(1)3,0v(3)2,0v(2)1,0
)
v
(3)
1,0
pδ1,0δ
−
v(3)v
(1)
1,0
(
v
(1)
3,0v
(3)
2,0v
(2)
1,0 + v
(2)
2,0v
(1)
2,0v
(3)
3,0 − 3v(2)3,0v(3)1,0v(1)2,0 + v(2)2,0v(1)1,0v(3)2,0
)
v
(2)
2,0
pδ1,0δ
+
1
2
a2
pv(1)v
(3)
1,0δ
]
= (Dn − 1)
4v
(2)
1,0v
(1)
1,0v
(3)
2,0v
(3)
0,1
δ
(
pv
(3)
0,1 − qv(3)1,0
) , (4.34)
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where
a2 = −v(1)v(1)2,0v(2)
(
v
(3)
1,0
)2
− 3v(1)v(1)1,0v(2)2,0v(3)v(3)1,0 − v(1)1,0v(1)2,0v(2)v(3)v(3)1,0
+
(
v
(1)
1,0
)2
v
(2)
1,0v
(3)
v
(3)
2,0 + v
(1)
v
(1)
1,0v
(2)
1,0v
(3)
v
(3)
1,0
+
(
v
(1)
)2
v
(2)
1,0
(
v
(3)
1,0
)2
−
(
v
(1)
1,0
)2
v
(2)
2,0
(
v
(3)
)2
+ 3v
(1)
v
(1)
1,0v
(2)
1,0v
(3)
1,0v
(3)
2,0
Recall that δ = v
(1)
1,0v
(2)
2,0v
(3)
+ v
(1)
2,0v
(2)
v
(3)
1,0 + v
(1)
1,0v
(2)
1,0v
(3)
2,0 + v
(1)
v
(2)
1,0v
(3)
1,0.
Since the equation (4.25) is invariant under the replacing n ↔ m one can easily
find from the explicit formulas (4.32)– (4.34) conservation laws on the other direction.
Let us give also expression of the first conservation law in terms of the matrix
entries of the potentials f and g:
(Dm − 1) log det
3
P (0) = (Dn − 1) log 1
f44 − g44 . (4.35)
where det3 P
(0) is the third order leading principal minor of the matrix P (0) defined in
(4.29).
Equations (4.13), (4.24) and (4.35) above show that the logarithmic conservation
law is given by formulas which are almost the same for all N ′ ≥ 1. It is easily proved
that for arbitrary natural N ′ the relation
(Dm − 1) log det
(N ′−1)
P (0) = (Dn − 1) log 1
fN ′N ′ − gN ′N ′ ,
defines a conservation law for the system (4.1), where det(N ′−1) P (0) is the (N ′ − 1)-th
order leading principal minor of the corresponding matrix P (0).
5. Diagonalization of the Lax pair and construction of the conservation
laws for the discrete Tzitzeica equation
Consider a discrete version of the famous Tzitzeica equation
hh1,1
(
c−1h1,0h0,1 − h1,0 − h0,1
)
+ h1,1 + h− c = 0. (5.1)
found in [17, 18]. Equation (5.1) is the consistency condition of the following system of
linear equations
y1,0 = fy, y0,1 = gy, (5.2)
where
f =


0 1 0
c(−h1,0+λ2)
h1,0(h−c) c
hh1,0−1
(h−c)h1,0
c−λ2
h−c h
−1 h h

 ,
g =


0 0 1
−1 h h
c(h0,1c−1−λ2(h0,1−c))
(λ2−c)h0,1(h−c)
(1−c2)h
(λ2−c)(h−c)
c(hh0,1−1)
h0,1(h−c)

 .
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Potential f has two singular points λ = ∞ and λ = 0. Concentrate on the point
λ =∞.
Note that the algorithm discussed in the Appendix applied to the first equation in
(5.2) leads to the representation (7.5) for which the factor Pn(λ) evaluated due to the
formula (7.6) fails to satisfy the requirement (7.7). So we cannot immediately apply
Theorem 1 to this problem. In this case we have first to change the leading term for
λ→∞ of the potential fn(λ) by using the so-called cut-off transformation outlined for
the differential equations in [26]. The desired transformation consists of changing of the
variables as y = χy′ which results at y′1,0 = f
′y′. Here
χ =

 1 0 00 λ 0
0 0 1

 ,
f ′ := χ−1fχ =


0 λ 0
c(−h1,0+λ2)
λh1,0(h−c)
c(hh1,0−1)
(h−c)h1,0
(c−λ2)h
λ(h−c)
−1 hλ h

 .
Emphasize that the new potential f ′ grows as λ for λ → ∞ while f grows as λ2. This
explains why the transformation is called “cut-off”. We factor the matrix f ′ into a
product of the form f ′ = αZβ with
α =


0 1 0
c(−h1,0+λ2)
λ2h1,0(h−c)
c(hh1,0−1)
λ(h−c)h1,0 0
−λ−1 h h

 , Z =

 λ 0 00 λ 0
0 0 1

 ,
β =


1 0 (c−λ
2)hh1,0
c(λ2−h1,0)
0 1 0
0 0 − (h1,0−c)λ2
c(λ2−h1,0)

 .
Substituting y′ = βψ, we write the equation in the required form ψ1,0 = P (λ)Zψ, where
P (λ) = β1,0α or, in the coordinate representation,
P (λ) = P (0) + P (1)λ−1 + P (2)λ−2 + · · · ,
P (0) =

 0 −
hh1,0h2,0−c
c
−hh1,0h2,0
c
c
(h−c)h1,0 0 0
0 − (h2,0−c)h
c
− (h2,0−c)h
c

 ,
P (1) =


h1,0h2,0
c
0 0
0
c(hh1,0−1)
(h−c)h1,0 0
h2,0−c
c
0 0

 ,
P (2) = −

 0
hh1,0h2,0(h2,0−c)
c
hh1,0h2,0(h2,0−c)
c
c
h−c 0 0
0
(h2,0−c)hh2,0
c
(h2,0−c)hh2,0
c

 .
Function P (λ) satisfies the settings of the Theorem 1, indeed the functions det2 P (λ =
∞) = hh1,0h2,0−c
(h−c)h1,0 and detP (λ =∞) =
(h2,0−c)h
(h−c)h1,0 do not vanish if the variable h = h(n,m)
Asymptotic diagonalization of the Discrete Lax pair 24
satisfies the inequalities hh1,0h2,0− c 6= 0, h− c 6= 0, h2,0− c 6= 0 and h 6= 0 for all n and
m. Therefore there exist formal series
T = T (0) + T (1)λ−1 + T (2)λ−2 + · · · ,
H = H(0) +H(1)λ−1 +H(2)λ−2 + · · · ,
block-diagonalizing the equation ψ1,0 = P (λ)Zψ around λ = ∞ as ϕ1,0 = HZϕ, where
ψ = Tϕ. The coefficients T (k), H(k) are found by solving consecutively the set of
equations (2.19), (2.20), (2.21). Let us write the first terms of the series T explicitly:
T (0) =


1 0 0
0 1 0
(h1,0−c)h−1,0
h−1,0hh1,0−c 0 1

 ,
T (1) =


0 0 0
0 0 − hh1,0h2,0
hh1,0h2,0−c
0 −h(h1,0−c)(h−1,0−c)(h−1,0h−2,0−1)
(h−1,0hh1,0−c)(h−2,0h−1,0h−c) 0

 ,
T (2) =


0 0
hh1,0h2,0(c2w−ch1,0h3,0v+hh1,0h3,0u2,0)
vv1,0
0 0 0
cu1,0ρ
v2
−1,0v−2,0v−3,0
0 0

 ,
where
ρ = −h−1,0h1,0v−3,0v−2,0 + h−2,0h2−1,0hv−3,0v−1,0 − ch2−1,0hh1,0v−3,0 + h−3,0h−2,0h−1,0v−2,0
+c2h2−1,0w−3,0 − c2w−2,0 + chh−1,0u−1,0 − h−2,0h2−1,0u.
Here and hereafter u = h− c, v = hh1,0h2,0 − c and w = hh1,0 − 1.
Let us write the first terms of the series H explicitly:
H(0) =


0 c−hh1,0h2,0
c
0
c
(h−c)h1,0 0 0
0 0
(h2,0−c)h
hh1,0h2,0−c

 ,
H(1) =


h1,0h2,0(hh−1,0−1)
h−1,0hh1,0−c 0 0
0
c(hh1,0−1)
(h−c)h1,0 0
0 0 0

 ,
where
ν = c2(hh1,0 − 1)− ch1,0h3,0(hh1,0h2,0 − c) + hh1,0h3,0(h2,0 − c).
H(2) =


0
hh1,0h2,0a
cv−1,0v−2,0
0
− c
u
0 0
0 0
hh2,0u2,0b
v2v1,0v2,0

 ,
where
a = −h2,0v−1,0v−2,0 − c2v−1,0 − hu−1,0u1,0
+chh2−1,0h−2,0w + hh1,0h−1,0h−2,0u−1,0,
b = h1,0h3,0(h2,0 − h1,0)vv2,0 − hh1,0h3,0u2,0u1,0 + h2,0h3,0h4,0vu1,0 − c2u1,0w.
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The operator M = D−1m g is diagonalized (in fact it is “block diagonalized”) as
M0 = D
−1
m S, where
S = Dm
(
T−1βχ−1
)
Mχβ−1T = S(0) + S(1)λ−1 + S(2)λ−2 + · · · .
We have
S(0) =


c(h0,1−c)
c(hh1,0−1)−hh0,1(h1,0−1) 0 0
0 h 0
0 0
ch(h0,1(h1,0−c)+1−ch1,0)
(h1,0−c)(h−c)h0,1

 ,
S(1) =


0
hh0,1(c2−1)
c(hh1,0−1)−hh0,1(h1,0−c) 0
− (h−1,0h−1)c
h−1,0hh1,0−c 0 0
0 0 0

 ,
S(2) =


− cA
v−1,0(cw−hh0,1u1,0) 0 0
0 −u1,0u−1,0w−2,0h2
v−1,0v−2,0
0
0 0 − hcB(h1,0c−1−h0,1u)
uvv1,0h0,1(cw−hh0,1u1,0)

 ,
where
A = −c3v−1,0 − c2hh0,1w−1,0 + chh0,1h−1,0h21,0w
+c2h2h21,0h−1,0u0,1u1,0 + c
2hu−1,0(h1,0h0,1 + 1)
+u1,0
(−c2h−1,0hh0,1w − c2hh20,1w−1,0 − h2h−1,0h1,0h20,1u1,0
+c2hh−1,0h1,0 − c2h2h1,0h−1,0h0,1 − chh0,1 ) ,
B = cvv1,0 + (h1,0h3,0 − 1)uu0,1hh1,0h2,0 + h2h0,1h1,0h2,0u1,0v1,0 + chv1,0(1− hh21,0h2,0).
Thus we have an infinite sequence of the conservation laws for equation (5.1) obtained
from (see (3.7))
(Dn − 1) log detSii = (Dm − 1) log detHii.
Let us give two of them:
(Dm − 1) log (h2,0 − c)h
hh1,0h2,0 − c
= (Dn − 1) log ch (h0,1(h1,0 − c) + 1− ch1,0)
(h1,0 − c)(h− c)h0,1 , (5.3)
(Dm − 1) h2,0b
vv1,0v2,0
= (Dn − 1) Bu1,0
vv1,0(hh0,1u1,0 − cw) . (5.4)
Recall that u = h− c, v = hh1,0h2,0 − c, w = hh1,0 − 1,
b = h1,0h3,0(h2,0 − h1,0)vv2,0 − hh1,0h3,0u2,0u1,0 + h2,0h3,0h4,0vu1,0 − c2u1,0w,
B = cvv1,0 + (h1,0h3,0 − 1)uu0,1hh1,0h2,0 + h2h0,1h1,0h2,0u1,0v1,0 + chv1,0(1− hh21,0h2,0).
Since the equation (5.1) is invariant under the change of independent variables
n↔ m then by applying this change to the sequence of the conservation laws found we
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obtain one more sequence of the conservation laws. Exact formulas (5.3), (5.4) give rise
to:
(Dn − 1) log (h0,2 − c)h
hh0,1h0,2 − c
= (Dm − 1) log ch (h1,0(h0,1 − c) + 1− ch0,1)
(h0,1 − c)(h− c)h1,0 , (5.5)
(Dn − 1) h0,2b¯
v¯v¯0,1v¯0,2
= (Dm − 1) B¯u0,1
v¯v¯0,1(hh1,0u¯0,1 − cw¯) , (5.6)
where u¯ = h− c, v¯ = hh0,1h0,2 − c, w¯ = hh0,1 − 1,
b¯ = h0,1h0,3(h0,2 − h0,1)v¯v¯0,2 − hh0,1h0,3u¯0,2u¯0,1 + h0,2h0,3h0,4v¯u¯0,1 − c2u¯0,1w¯,
B¯ = cv¯v¯0,1 + (h0,1h0,3 − 1)u¯u¯1,0hh0,1h0,2 + h2h1,0h0,1h0,2u¯0,1v¯0,1 + chv¯0,1(1− hh20,1h0,2).
The conservation laws (5.3), (5.5) have been found earlier (see eq. (12) in [17]). It
is shown in [33] that equation (5.1) admits a further reduction to a nonlinear integrable
quad equation and these two conservation laws (5.3), (5.5) convert to the conservation
laws of the reduced equation.
6. A multi-quadratic integrable quad equation
In this section we consider the following quad equation√
(u1,1 − u0,1)u0,1 = ε−1
√
(u1,0 − u)u−
√
(1 + ε−2)uu0,1 − ε−2u2 − u20,1, (6.1)
where ε is a parameter. Equation (6.1) is the consistency condition of the following
overdetermined system of equations
y1,0 = fy, y0,1 = gy (6.2)
where
f =

 λ
√
u
u1,0
√
1− u
u1,0
−λ
√
1− u
u1,0
√
u
u1,0

 , (6.3)
g =

 λ
√
u
u0,1
+ ε
√
u0,1
u
εµ
−ελµ ελ
√
u0,1
u
+
√
u
u0,1

 , (6.4)
where µ =
√
1 + ε−2 − ε−2 u
u0,1
− u0,1
u
.
Note that equation (6.1) can easily be rewritten in a polynomial form
2ε2uu0,1(u1,0u1,1 + uu1,0 + u0,1u1,1 + uu0,1)− 4ε2uu0,1(u1,0u0,1 + uu1,1)−
−ε4u20,1(u1,1 − u)2 + 2u2u1,0u0,1 − u2(u21,0 + u20,1) = 0. (6.5)
Here the left hand side is a quadratic polynomial with respect to each of its arguments.
Such kind equations are called multi-quadratic.
We describe the conservation laws for equation (6.1) by applying the formal
diagonalization method. Begin with the first equation in the Lax pair. Potential f
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has two singular points λ = 0 and λ = ∞. Due to the involution f−1∗(λ) = f(λ−1∗)
of the potential the eigenfunction has similar asymptotic behavior around these two
singularities. We concentrate on one of them, taking λ0 =∞. Obviously potential f is
of the necessary special form (2.8). Indeed we have f = PZ, where
P =


√
u
u1,0
√
1− u
u1,0
−
√
1− u
u1,0
√
u
u1,0

 , Z =
(
λ 0
0 1
)
.
The leading principal minor det1 P =
√
u
u1,0
and the determinant detP = 1 of the
matrix P do not vanish if un,m 6= 0. Therefore all the conditions of Theorem 1 hold.
Omitting the tedious computations we give only the answers. The coefficients of the
formal series
T = T (0) + T (1)λ−1 + · · · , h = h(0) + h(1)λ−1 + · · ·
are
h(0) =


√
u
u1,0
0
0
√
u1,0
u

 , T (0) =
(
1 0
−
√
v−1,0
u−1,0
1
)
where v := u1,0 − u and
h(1) =
(
−
√
v−1,0v
u−1,0u
0
0
√
v1,0v
u
)
, T (1) =
(
0 −√ v
u
−
√
v−2,0
u−2,0
u
u−1,0
0
)
,
h(2) =

 −
√
vv−2,0
u1,0u−2,0
u
u−1,0
0
0
√
vu1,0
u
(√
v
u
v1,0
u1,0
+
√
v2,0
u2,0
u2,0
u1,0
)

 ,
T (2) =
(
0 −
√
v1,0u1,0
u
− u
u−1,0
(√
v−3,0
u−3,0
u−1,0
u−2,0
+
√
v−1,0
u−1,0
v−2,0
u−2,0
) ) .
Recall that the change of the variables y = Tϕ reduces the first equation in (6.2)
to the diagonal form ϕ1,0 = hZϕ and the second one to the form ϕ0,1 = Sϕ where S is
a formal series
S = S(0)λ+ S(1) + S(2)λ−1 + · · · .
We found several members of the series explicitly
S(0) =


√
u
u0,1
0
0 ε
√
u0,1
u

 ,
S(1) =

 ε
√
u0,1
u
(√
v1,0v−1,0
u1,0u−1,0
+ 1
)
−
√
vv−1,0
u−1,0u0,1
0
0 S
(1)
22

 ,
S(2) =
√
u
u0,1
(
S
(2)
11 0
0 S
(2)
22
)
,
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where
S
(1)
22 =
ε
√
u0,1
u√
v0,1
u0,1
−
√
v1,0
u1,0
(√
v
u
(
1 +
√
v1,0v0,1
u1,0u0,1
)
−
√
v1,1
u1,1
u1,1
u0,1
)
,
S
(2)
11 = −
√
v−2,0
u−2,0
u
u−1,0
u2,0
u1,0
(√
v
u
−
√
v1,1
u1,1
)
×
(
u1,0
u
− u2,0
u1,0
+
√
v1,0v0,1
u1,0u0,1
u1,0
u
−
√
vv1,1
uu1,1
u2,0
u1,0
)
,
S
(2)
22 =
√
v1,0
u1,0
u1,0
u
u2,0
u1,0
(√
v
u
−
√
v1,1
u1,1
)
×
(
u1,0
u
− u2,0
u1,0
+
√
v1,0v0,1
u1,0u0,1
u1,0
u
−
√
vv1,1
uu1,1
u2,0
u1,0
)
.
Now formula (3.7) allows one to write down the conservation laws. Give two first
of them:
(Dn − 1)
√
v
u
(
1 +
√
v1,0v0,1
u1,0u0,1
)
−
√
v1,1
u1,1
u1,1
u0,1√
v0,1
u0,1
−
√
v1,0
u1,0
= (Dm − 1) (
√
vv1,0
uu1,0
),
(Dn − 1) a
2
(√
v0,1
u0,1
−
√
v1,0
u1,0
)2 = (Dm − 1)
(√
vv2,0
uu2,0
u2,0
u1,0
+
1
2
vv1,0
uu1,0
)
.
Here
a =
v
u
(
v1,0v0,1
u1,0u0,1
− 2 v1,0
u1,0
(√
v1,0v0,1
u1,0u0,1
+ 1
)
+ 1
)
+2
√
vv1,1
uu1,1
u2,0u1,1
u1,0u0,1
− 2
√
v1,0v0,1
u1,0u0,1
(√
v0,1
u0,1
+
√
v1,0
u1,0
)2
− v1,1
u0,1
.
Now let us find conservation laws in the other direction. Consider the second
equation in (6.2). Introduce a new spectral parameter by setting η = λε+1
λ+ε
then λ = 1−εη
η−ε .
Changing the variable as y = (η − ε)−mϕ, we obtain the equation ϕ0,1 = Gϕ, where
G(η) =
(
ηε
(
t− 1
t
)
+ 1
t
− ε2t εµη − ε2µ
ηε2µ− εµ η (1
t
− ε2t)+ ε (t− 1
t
)
)
.
Here t :=
√
u0,1/u. We factor the matrix G into a product of the form G = αZβ
α =
(
ε
(
t− 1
t
)
+ η−1
(
1
t
− ε2t) 0
εκ
(
t− 1
t
)
(ε− η−1) η(1−ε2)2
εη(t− 1t )+( 1t−ε2t)
)
,
Z =
(
η 0
0 1
)
, β =
(
1 κ(η−ε)
η+εκ2
0 1
)
,
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where κ = µ/(t− t−1). Substituting ϕ = βψ, we write the equation in the required form
ϕ0,1 = P (η)Zϕ, where
P (η) = β0,1α = P
(0) + P (1)η−1 + · · · .
The matrix P (0) = P (∞) has the form
P (0) =

 ε
(
t− 1
t
)
(1 + εκκ0,1)
(1−ε2)2κ0,1
ε(t− 1t )
ε2κ
(
t− 1
t
) (1−ε2)2
ε(t− 1t )

 .
and evidently satisfies the conditions of the Theorem 1. Thus the operatorM = D−1m PZ
is diagonalizable. Solving the equation Dm
(
T
(0)
)
h
(0)
= P
(0)
T
(0)
, we obtain
h(0) =
(
ε
(
t− 1
t
)
(1 + εκκ0,1) 0
0 (1−ε
2)2
ε(t− 1t )(1+εκκ0,1)
)
,
T (0) =
(
1 0
εκ0,−1
1+εκκ0,−1
1
)
.
The operator L = D−1n f is reduced to a diagonal form L0 = D
−1
n S, where
S := Dn((β
−1T )−1)fβ−1T = S(0) + S(1)η−1 + · · ·. The matrix S(0) has the following
form:
S(0) =
√
u
u1,0
×

 ε
(κ1,0+κ0,−1)
√
u1,0
u
−1+κ1,0κ0,−1−1
1+εκκ0,−1
0
0
−ε(κ+κ1,−1)
√
u1,0
u
−1+1−ε2κκ1,−1
1+εκ1,0κ1,−1

 .
We present one conservation law, the others are extremely large
(Dn − 1) ln
(u0,1
u
− 1
)
(1 + εκκ0,1)
= (Dm − 1) ln
(κ1,0 + κ0,−1)
√
u1,0
u
− 1 + κ1,0κ0,−1 − 1
1 + εκκ0,−1
.
Recall that κ =
√
(1+ε−2)uu0,1−ε−2u2−u20,1
u0,1−u .
We construct generalized symmetries of the equation (6.1):
du
dτ1
= 4u
√(u1,0
u
− 1
)( u
u−1,0
− 1
)
,
and
du
dτ2
= 4(ε−1 − ε) u
1 + εκκ0,−1
with κ =
√
(1+ε−2)uu0,1−ε−2u2−u20,1
u0,1−u having the Lax pairs
dy
dτ1
= A(1)y, y1,0 = fy. (6.6)
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and
y0,1 = gy,
dy
dτ2
= A(2)y. (6.7)
where f and g are given by (6.3) and (6.4) and
A(1) =


λ− λ−1 2
(√
u1,0
u
− 1 +
√
u
u−1,0
− 1λ−1
)
−2
(√
u
u−1,0
− 1λ+
√
u1,0
u
− 1
)
−λ + λ−1

 ,
A(2) =
1
1 + εκκ0,−1
×
(
(1− εκκ0,−1)(η − η−1) 2(κη − εκ+ κ0,−1 − εκ0,−1η−1)
2(εκ0,−1η + εκ− κ0,−1 − κη−1) (1− εκκ0,−1)(η−1 − η)
)
.
7. Appendix. Algorithm of finding special form of the linear discrete
equation
The problem of finding asymptotic expansion in a parameter around a singularity point
for the fundamental solution of the discrete equation (1.1) is rather complicated. Even
for comparatively well studied systems of linear differential equations the similar problem
does not have a complete solution. Theorem 1 shows that the key step in solving the
problem in the discrete case is to reduce equation (1.1) to the special form (2.8) at
the vicinity of the singular point λ = λ0 (see [1, 2]). Below we discuss a method for
searching such a special form for a given equation (1.1).
Let us fix a block representation of the potential f = {fij}r′i,j=1 such that the
block fij is a matrix of the size e
′
i × e′j, where the positive integers e′1, e′2, . . . , e′r′ are
chosen as small as possible but satisfying the conditions: det fii is not identically zero
for i = 1, 2, . . . , r′ (alternatively, det(f−1)ii is not identically zero). Then find a block
lower-triangular AL (or BL) and a block upper triangular BU (or AU) such that
f = ALBU ( or f = AUBL). (7.1)
Suppose now that there exist diagonal matrices Z1 and Z2:
Z1 =


(λ− λ0)ε1E ′1 0 . . . 0
0 (λ− λ0)ε2E ′2 . . . 0
...
...
. . .
...
0 0 . . . (λ− λ0)εr′E ′r′

 , (7.2)
Z2 =


(λ− λ0)δ1E ′1 0 . . . 0
0 (λ− λ0)δ2E ′2 . . . 0
...
...
. . .
...
0 0 . . . (λ− λ0)εr′E ′r′

 , (7.3)
where εj , δj for j = 1, r′ are integer and E ′j is the unity matrix of the size e
′
j , such
that the matrix-valued functions A′(λ) = ALZ
−1
1 and B
′(λ) = Z−12 BU (respectively
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A′(λ) = AUZ
−1
1 and B
′(λ) = Z−12 BL) are analytic and nondegenerate at the vicinity
of λ0. Evidently Z
′ = Z1Z2 is a diagonal matrix having at the main diagonal powers
of λ− λ0 with integer exponents. By using a linear transformation Z := SZ ′S−1 with
constant matrix S bring Z ′ to the form
Z =


(λ− λ0)γ1E1 0 . . . 0
0 (λ− λ0)γ2E2 . . . 0
...
...
. . .
...
0 0 . . . (λ− λ0)γrEr

 , (7.4)
where the exponents are ordered as follows γ1 < γ2 < . . . < γr and Ej is the unity matrix
of the size ej. Stress that generally speaking the integers e1, e2, . . . , er define the block
representation of a matrix which differs from that defined by the numbers e′1, e
′
2, . . . , e
′
r′.
Formulas (7.1) give rise to the following representation for the potential f
f = αn(λ)Zβn(λ) (7.5)
which coincides with the necessary representation (2.6). Here αn(λ) = A
′(λ)S−1 and
βn(λ) = SB
′(λ). Define
Pn(λ) = Dn(βn(λ))αn(λ). (7.6)
Suppose that the leading principal minors of the matrix Pn(λ0) satisfy the conditions
det
j
Pn(λ0) 6= 0 for j = e1, e1 + e2, e1 + e2 + e3, . . . , r. (7.7)
Then all conditions of the Theorem 1 are satisfied and therefore equation (1.1) is
diagonalized around λ = λ0. This case is illustrated with examples of the quad systems
related to the affine Lie algebra A
(1)
N , N = 1, N = 2, N = 3 (see section 4).
However it might happen that some of the requirements (7.7) are violated. In this
case following the idea of Turritin [34] (see also monography [26]) suggested for studying
differential equations we apply to the equation (1.1) a linear transformation y = Fn(λ)y˜
which is called in [34], [26] cut-off transformation around λ = λ0. Note that the matrix-
valued function Fn(λ) defining the cut-off transformation should have a singularity at
λ = λ0, i.e. at least one of the functions Fn(λ), F
−1
n (λ) has a pole at λ0.
Application of this method in the discrete case is illustrated above with an example
of the discrete Tzitzeica equation (see section 5).
8. Conclusions
The method of the formal asymptotic diagonalization of the Lax pair of nonlinear PDE
proposed in [16] is an effective tool for constructing an asymptotic representation ot the
scattering problem solution and for describing integrals of motion and higher symmetries
of the associated dynamical system. The method has successfully been adopted to the
discrete case in [1], [2].
The important stage of the discrete version of the diagonalization method is the
transformation of the Lax equation around the singular point λ = λ0 to the special form
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(2.8) where the potential is represented as a product of the regular Pn(u, λ) and singular
Z.
In the present article applications of the method to the discrete Tzitzeica equation
and several other discrete models are studied.
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