Define for J ∈ J , and π ∈ Π, A π,z J(z) = lim t>0,t→0
Lemma 6 later verifies that this definition is in agreement with our previous definition (in [2] ) provided J ∈ J .
Let τ be a stopping time of the filtration σ(z t ). We then have:
where the second equality follows from Dynkin's formula. 2
Our proofs to both Theorems 1 and 2 in [2] will rely on showing the existence of a bounded solution to the HJB Equation (HJ)(z) = 0 for z ∈ Sx ,ã,b .
A.2 Existence of Solutions to the HJB Equation
We will demonstrate the existence of a solution to the HJB Equation wherein price is restricted to some bounded interval. We will later show that the solution obtained is in fact a solution to the original HJB Equation.
Define B = r + r b
1 +
. Let Π B be the set of admissible price functions bounded by B, and define the Dynamic programming operator
We will first illustrate the existence of a bounded solution to the HJB Equation:
for z ∈ Sx ,ã,b .
For some arbitrary N >b let us first construct a solution on the compact set S Ñ 
, be the greedy price with respect to J N . Finally, define the 'revenue' function r * ,N t
We then have, via an application of Lemma 1,
Note that this immediately yields:
Now, for an arbitrary π ∈ Π B , and the corresponding revenue function r, we have (again, via Lemma 1)
In particular, using the price function π = π * ,N for b ≤ N and 0 otherwise, yields,
The same argument, applied to J N , with the price function π * ,N , yields
Adding the two preceding inequalities, yields
, the result follows. ; this is routine analysis given the result of the preceding Lemma and is omitted for brevity. The previous Lemma constructs a bounded solution to (1) . We now show that this solution is in fact a solution to the original HJB Equation (HJ)(z) = 0 for z ∈ Sx ,ã,b .
Lemma 5. LetJ be a bounded solution to (1) . Then,J is a solution to (HJ)(z) = 0 for z ∈ Sx ,ã,b .
Proof: We show the claim by demonstrating that the greedy price (in Π B ) with respect toJ is in fact attained in [0, B). We begin by proving a bound on such a greedy price. Let π db ∈ Π B be the greedy price with respect toJ, and τ = inf{t : N t = x 0 }. We have, via Lemma 1,
Now letJ δ be the solution to (1) when the discount factor is α(1 + δ/b). Let π δ db be the corresponding greedy price. We then have from Lemma 1 and using the fact thatJ(x, a, b + δ) =J δ (x, a, b),
It follows thatJ
Putting the two bounds together yields
Now observe that the greedy price π db ∈ Π with respect toJ is given by
, so that we have thatJ is, in fact, a solution to (HJ)(z) = 0 for z ∈ Sx ,ã,b . 2
A.3 Proofs for Theorems 1 and 2
Lemma 6.
Proof: As in Theorem T1 in Section VII.2 of [1] , one may show for J ∈ J , and an arbitrary z 0 ∈ Sx ,ã,b ,
It is not hard to show that that N s − as bs e −ps/r is a zero-mean σ(z s , p s ) martingale, so that we may conclude
Dividing by t and taking a limit as t→0 yields, via bounded convergence, the result. for all z ∈ Sx ,ã,b , we have:
2. Let π * (·) be the greedy policy with respect toJ. Then π * (·) is an optimal policy.
Proof:
Let π ∈ Π be arbitrary. By Lemma 1
with equality for π * (·), since H π * J (z) = (HJ)(z) = 0 for all z ∈ Sx ,ã,b . 2
Now we have shown the existence of a bounded solution,J to (HJ)(z) = 0 on Sx ,ã,b in the previous section, so that the first conclusion of the Verification Lemma gives Theorem 1. The value function J * is the unique solution in J to HJ = 0.
The second conclusion and (4) in the Verification Lemma give Theorem 2. A policy π ∈ Π is optimal if and only if H π J * = 0.
