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Abstract 
Linearity extraction is complex higher level cognitive process. It involves non-linear and transient operations which can be best 
captured with signal analysis methods that assume non-linearity and non-stationarity in the data. In the present paper, we evaluate 
Ensemble Empirical Mode Decomposition (EEMD) in ERP data recorded during linearity abstraction task. EEMD as a 
datadriven denoising process, has a high signal retention percentage when compared to FIR denoising. On low SNR datasets, it 
shows fairly high degree of noise suppression as given by Noise Suppression Index (NSI). Time-frequency analysis of the EEMD 
denoised ERP data shows fairly high degree of signal retention.  
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the Scientific Committee of IHCI 2015. 
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1. Introduction 
In human vision, scenes allow extraction of orientation, alignment, and location features of multiple objects around 
us. The brain extracts a relationship between them based on how these objects interact with each other in the scene. 
The objects and their interrelationships integrate to form a coherent percept in the brain. This is an immensely 
complex higher order cognitive activity   
Linearity abstraction is one such operation where we extract and interpret linearity from objects around us for further 
processing. These features are abstract higher order cognitive processes that represent distinct temporal scales. One 
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way to understand and explain the extraction of these linear features is through event related potentials (ERP). Event 
related potentials are dynamic changes in voltage recorded over time during sensory, cognitive, affective and motor 
processes elicited by an external stimulus[1]. These scalp observed data at any given location result from mixing of a 
large number of locally generated electrical signals in the cortex. The trial averaging model of ERP essentially 
assumes the ERP is a linear superposition of waves where non-related phases cancel out yielding only the task 
related activity[2]. Often the amplitude of ERP is lower than the background activity leading to low signal to noise 
ratio (SNR). As a result, number of event locked activity is averaged to estimate the single subject ERP. The single-
subject ERPs are then grand averaged to obtain the ERP across multiple subjects. These may have severe limitations 
such as long participation time, longer data collection time, fatigue and increased number of drop-outs from the 
experiments. Complex cognitive activities such as memory processes can be best represented by the difference wave. 
However, this limits the interpretation of the ERP data as many induced activities may co-occur during such 
processes.  
 
The model of ERP for complex cognitive processes is therefore a sum of a time-varying task related neuronal signal, 
non-related neuronal signal, background activity elicited by housekeeping functions in the brain and random noise 
generated by sensors, recording system and environment. In a complex cognitive task, the noise can be introduced 
by the process itself as local and intermittent instabilities or some concurrent processes of housekeeping and 
metabolism in the brain are active. Both the amount and diversity of information in such ERPs is large with a high 
degree of trial to trial variability. Filtering the data, therefore assumes a key concept in the ERP analysis 
pipeline[3,4]. Traditional ERP signal analyses use linear time invariant filters such as Finite Impulse Response 
(FIR)as the first step of denoising. Given the spectra of ERPs and the background noise overlap heavily in the ERP 
data, use of FIR filters to resolve signal from noise becomes difficult. Further, the spectrum of the ERP cannot be 
defined properly leading to increased difficulty in using linear time invariant filters as the resulting evoked potential 
is a transient-like smooth waveform with little or no periodicity. Several model-based approaches using 
autoregressive models (AR)[5], autoregressive moving average models (ARMA) [6]have been proposed to 
circumvent this problem. Linear transforms such as Independent component analysis (ICA) [7,8]and Principal 
Component Analysis (PCA) [9]have also been utilized for denoising purposes. Weiner formalism has also been 
applied for single measurements which provide an optimal filtering[10]. However, most of these processes consider 
ERP completely fail to recognize ERPs as convolutions of transient responses with different time and frequency 
localizations. As the statistical properties of the signal and the background activity of the ERP signal affect how the 
filter performs, assumption of ERP as stationary wave may yield suboptimal results and in the process lot of useful 
information is lost. 
The noise level tolerated in the extracted signals is also crucial. Another important factor is the portion of the noise 
signal obliterated or deformed through the analysis processing as part of the noise e.g. Fourier filtering removes 
harmonics through low-pass filtering and thus deform the waveform of the fundamentals and introduces a delay in 
the lower frequencies. These obliterations and delays can be misleading while interpreting the temporal evolution of 
the cognitive activity being observed. In understanding processes engaged in linearity abstraction the lower 
frequencies are crucial as it has signatures of feature-based stimulus representations (bottom-up processes) and the 
feedback processes from higher association cortices (top-down processes). Any obliteration or delay will lead to 
gross approximation of the stimulus in question. The linear filters therefore show a higher chance of 
misinterpretation of the data in complex cognitive tasks. 
Time varying denoising methods such as use of Weiner filters[11][12], multi-resolution decompositions using 
wavelet transforms have also been proposed[13]. Recently wavelet decompositions have also been applied to phase 
space trajectories of raw single trials. All these essentially assume non-stationarity of the ERP. The implicit 
assumption tagged with these methods is the knowledge of meaningful temporal scales a priori which is utilized to 
set the number of levels of wavelet analysis. Setting up these levels is straight forward as any ERP data is 
considered to have energies in five different temporal scales. However finer partitioning of the temporal scales is 
arbitrary e.g., the distinction between higher-alpha and lower-alpha frequencies is not clearly defined. These time-
varying methods therefore are clearly not data-driven. 
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Linearity abstraction may introduce weak periodic or quasi-periodic signals due to an inherent stochastic nature. 
Presence of noise can be beneficial if used with a non-linear filter as it allows detection of these signals based on 
stochastic resonance. A denoising method where added noise populates the time frequency scales uniformly with 
constituting components of different scales separated by filer bank may prove to be a better candidate in analyzing 
ERP data for complex cognitive functions. Empirical Mode Decomposition (EMD) may prove to be versatile in 
processing the ERPs for linearity abstraction[14,15]. It is a data-driven method which allows signal to be non-
stationary. It has previously been used to analyze data on high SNR local field potentials. It has also been used in 
conjunction with the Hilbert transform to detect transient periods of synchronization in neural activity. EMD has 
also been applied to multi-channel SSVEP (steady state visual evoked potential). Individual Mode Functions (IMF) 
from EMD-based decompositions have also been combined with wavelet transforms. EMD-based decompositions 
have also been carried out in low SNR environments. However one of the major limitations of EMD is signal 
intermittency leading to serious aliasing problems. Subjective selection of scales also becomes restrictive as finer 
scales in ERP spectrum are mixed over a range. With complex cognitive activity such as linearity abstraction, this 
becomes critical as the scales may not be clearly separable. To overcome the scale separation problem, Ensemble 
Empirical Mode Decomposition (EEMD) has been proposed. It enables EMD to be a true dyadic filter bank for ERP 
data and eliminates mode mixing problem by adding finite noise. In the present study we evaluate and report a pilot 
analysis pipeline for denoising ERP data for linearity abstraction using single subject multiple channel data and 
estimate the efficiency of EEMD based denoising approach against conventional FIR approaches. The present 
dataset is part of the study conducted for linearity abstraction. 
Section 2 contains a description of the EMD technique followed by the EEMD technique. Section 3 describes how 
the experimental data was collected. Further, it outlines the analysis to be conducted on experimental data. Section 4 
presents the results of the analysis on simulated and experimental data. Section 5 discusses the results obtained and 
their implications, and section 6 summarizes the findings and future directions.
2. Ensemble Empirical Mode Decomposition 
EMD is a data driven method in which the intrinsic oscillatory mode functions of the time series data are found from 
the time scale characteristics of the data series. It decomposes the discrete time signal into a number of Intrinsic 
Mode Functions each of which represents a different oscillatory mode in the data. Its Fourier counterpart is the 
simple harmonic component. However, the IMF is much more general than the harmonic components found from 
the Fourier decomposition methods primarily because the Fourier assumes periodicity throughout the entire time 
interval. However, IMFs are much more flexible in this regard because the amplitude and frequency components can 
be modulated which depends on the local characteristic time scale of the data. And because of this defining feature 
EMD is very suitable for non-stationary signals and their decomposition.  
2 criteria for identifying IMFs are:- 
1) Difference of number of extrema and number of zero crossings must be at most one. It helps in eliminating 
riding waves and hence ensures meaningful instantaneous frequencies. 
2) At every time point in the data series, the mean of the upper and lower envelopes of the extrema should be 
zero. This ensures that the IMF is symmetric about the x-axis and any perturbations in the instantaneous 
frequency are removed. 
 
The IMFs are extracted from the time series data by means of a sifting process which is described as given below: 
 
a) Location all the extrema points of the time series data variable x(t) 
b) Interpolation of all the lower extrema to get the lower envelope and the interpolation of upper extrema to get 
the upper envelope. 
c) The mean of the upper and lower envelopes is obtained called m1.  
d) Subtraction of m1 from x (t) should ideally give the first IMF.  
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            ݄ଵ ൌ ݔሺݐሻ െ ݉ଵ                                    
 
e) While h1 is ideally the first IMF it may contain overshoot or undershoot or it may not fulfill the criteria. In 
such cases we can take the h1 as data and further run it through the sifting process to get h11.  
  
              ݄ଵଵ ൌ ݄ଵ െ݉ଵଵ                                      
 
f) This keeps repeating until the stopping criteria is reached at the kth iteration. 
 
              ݄ଵ௞ ൌ ݄ଵሺ௞ିଵሻ െ ݉ଵ௞                          
 
g) Thus, we obtain the first IMF h1k which can be assumed to be c1. 
        c1 is subtracted from x(t) to get the residual r1. 
 
               ݎଵ ൌ ݔሺݐሻ െ ܿଵ                                          
 
h) The residual r1 is subject to the same sifting process in order to get the second IMF c2 from the dataset. This 
can be further used to get the nth residual. 
 
               ݎ௡ ൌ ݎ௡ିଵ െ ܿ௡                                        
 
i) This multilayer looping stops only when the residual rn becomes monotonic resulting in no further 
extractable IMFs. 
Therefore,                                     
              ݔሺݐሻ ൌ σ ௝ܿ ൅ ݎ௡௡௝ୀଵ                                            (2.6)     
 
 
While the EMD is very useful is separating IMFs from non-stationary signal it does suffer from the following 
limitations:- 
x End Effect artifacts: A sufficiently large number of extrema are required for fitting the upper and lower 
envelopes of the data series. However, the lack of extrema at the starting and ending points of the series creates 
end-effect artifacts which might cause incorrect curve fitting at the end points of the envelope. 
x Mode Mixing: A possible outcome from EMD might be the superposition of more than one oscillatory mode in 
a single IMF. Thus, there is a risk of loss of information in such a case. 
x Aliasing: Multiple IMFs present in different frequency spectrum may overlap giving rise to aliasing problems. 
This may not be due to sampling time alone. 
 
2.1. Ensemble Empirical Mode Decomposition (EEMD).  
To overcome the issues associated with EMD, the EEMD algorithm by Wu and Huang [37], is described below. In 
this process, different noise set is added to the signal. Then EMD is applied on each noise-added signal. Finally it 
employs ensemble averaging of IMFs of same index.
Ensemble:                                 ሼܵ௡ሺݐሻሽ௡ୀଵே ൌ ݔሺݐሻ ൅ ሼݓ௡ሺݐሻሽ௡ୀଵே                       (2.7)                      
 
Where, x(t)is the original signal ሼݓ௡ሺݐሻሽ௡ୀଵே ፼ሺͲǡ ߪଶሻ are independent realization of white Gaussian noise 
(WGN). 
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The effect of white Gaussian noise is reduced due to averaging with an increase in the ensemble size N.  The 
EEMD benefits from enhanced local mean estimation in noisy data to yield IMFs that are less prone to mode mixing 
[44].  
The main principle of EEMD lies in the fact that the white noise added would populate the whole time frequency 
space with various individual components being separated out by filter banks.  The addition of this white noise helps 
in projecting the signal space on to proper scales of reference as has been established by the white background. 
While it is true that each individual trial may produce very noisy results, the ensemble provides the true answer 
of these trials.  
The following points are to be noted in the usage of the ensemble mean:- 
x The time space ensemble mean cancels out all the white noise in the background resulting in the survival of the 
signal alone. 
x It is to be emphasized that only finite amplitude white noise is needed to exhaust all possible solutions. The 
infinitesimal amplitude does not work here. The finite noise assimilates the scale signals to the corresponding 
IMFs which adds further meaning to the ensemble IMF. 
x Thus, the EMD result lacking noise does not contain the true signal but the ensemble mean of a large number 
of trials is the true number gives the most meaningful result. 
 
 
2.2. Methodology Experimental Data collection. In the experiment, EEG was recorded from 64 scalp locations and 
referenced to left and right mastoid, using sintered Ag/AgCl electrodes mounted on Aegis Array caps. The caps 
were connected to Synamps 2 amplifiers. Standard electrode locations were adapted to subjects in reference to the 
BESA coordinate system defined by the nasion, inion and two periauricular points. Inter-electrode impedances were 
kept low (<5 Kȍ). EEG was collected in DC mode with the lower and upper cutoffs of the band pass filters at 0.05 
and 250 Hz. The EEG data was visually pruned and used for present analysis to test EEMD as an alternative to 
conventional FIR filtering in the EEG data-processing pipeline.
2.3. EEMD Denoising. The analysis was performed in multi-channel data (64 channels) as it allows a better 
resolution between different conditions through contour plots. The threshold frequency between 1 and 45 Hz as all 
the ERP components were expected to be below 45 Hz for the ERP study. A quantitative criterion for selecting the 
threshold values was not presented for selecting the threshold value. Further, for the present analysis, we have used 
only single subject averages as they have a high SNR in comparison to multi-subject averages. The first IMF was 
removed from further analysis.
2.3.1. FIR denoising.FIR denoising was applied on the same dataset. The upper and lower cutoff for the band pass 
filter was 1 Hz and 45 Hz respectively. The upper and lower cutoff was decided based on the conventional ERP 
analysis values.  
2.4. Signal retention percentage. The signal retention percentage was calculated as the ratio between variance of 
denoised average, ܺௗ, to variance of raw average, ܺ௥, multiplied by 100 
ܵோΨ ൌ ͳͲͲሺܸܽݎሺܺௗሻȀܸܽݎሺܺ௥ሻሻ 
 
The signal retention percentage was found to be 95.096 which is high. 
2.5. Event Related Spectral Power (ERSP). ERSP is a measure of average time course of relative changes in the 
spontaneous ERP spectrum (ref). These oscillatory changes are induced by the stimuli or experimental events. To 
compute ERSP the baseline was normalized, mean baseline spectrum was calculated from the event preceding 
subwindows. ERSP was computed for 514 trials for one participant. Each trial contained -500 ms before to 998 ms 
after the time-locking event. Morlet wavelet were used to compute ERSP with 3 cycles at the lowest frequency to 
14.06 at the highest. 400 time points were generated within -290.7 to 788.7 ms, and the window size used 209 
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samples (418 ms). 68 log spaced frequencies were estimated from 8.0 Hz to 75 Hz. Permutation statistics baseline 
length was 108 out of 400 data points. The Bootstrap significance level was 0.05. 
Fig.1 Plot of computed spectra at frequencies between 8 Hz and 75 Hz. Bootstrap significance was 0.05 (grey regions in the 
plot)
2.6. Inter Trial Coherence (ITC).The ITC shows phase locked activity synchronization between the channel activity 
and the stimulus appearance. 
3. Analysis 
EEMD denoising was compared with FIR filtered data with higher cut off at 45 Hz for its ability to resolve the brain 
dynamics in log spaced time frequency domain and phase locked synchronization with the stimulus activity. Since 
this analysis is a pilot for the complete data set only one participant’s data was analysed and no effect size or 
difference between conditions were computed.  
Overall signal retention post EEMD filtering was 95 % and the noise reduction percentage was found to be 8.98 %. 
Considering the raw data was a low SNR data the reduction measure is acceptable. 
 
Noise reduction (%) Signal retention (%) 
8.98 95.096 
 
Fig 1 shows the comparison of ERSP and ITC values for raw data, FIR denoised data and EEMD denoised data. 
The windows of significance occur along the maxima (red colored) and Minima (blue colored) in the panels. They 
are of variable length ranging from 20 ms to 500 ms.  When compared across all the scalp positions, the significant 
windows correlate with the sensory, perceptual and cognitive processes that occurred during the activity. The 
window of significant activity is not very different across the FIR and EEMD denoised data. 
A comparison of all the three conditions is also shown for FCz (Fig. 2).Significant windows of maxima are present 
in the post-stimulus region. The activity is localized in time but occurs across all frequencies. The windows of 
significant maxima vary between 50 to 100 ms across frequencies. Minima varies between 50 to 200 ms 
approximately. The trend is similar across raw, FIR denoised and EEMD denoised signal. However, for EEMD 
denoised signal the window of significant maxima is missing. This can be seen from the envelope plot of maxima 
below the ERSP image. The ITC image of all the three conditions is similar suggesting a phase locked 
synchronization in the window of first 200 ms. 
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Fig.2. Comparison of ERSP and ITC in 512 trials of one participant along seven scalp locations along the midline. The scalp location is provided 
for each image. For each scalp location, the topmost plot depicts the ERSP image and the lower describes the ITC image. The column of panels at 
the bottom is location Fz. The respective columns after Fz are FCz, Cz, CPz, Pz, POz, Oz. The rows indicate panels for raw data, FIR denoised 
data and EEMD denoised data respectively. The panel at the bottom right corner the ERSP image defines the minimum and the maximum 
envelop of the time frequency spectra and the plot on the right shows the variation of frequency in the analysis. The plot below ITC shows the 
averaged ERP while the plot on the right shows the frequency analysed. 
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Fig. 3.A comparison of raw data, FIR denoising and EEMD denoising in Fronto-Central scalp location (FCz) 
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4. Discussion 
EEMD is an encouraging data driven method for denoising ERPs with relatively high SNRs. When compared with 
other denoising algorithms, it uses intrinsic time scales and decomposes the data according to local salient temporal 
scale. Given its ability to resolve non-stationary data, it has the potential to resolve the meaningful subscales at 
neuronal level within a frequency band such as alpha which lies between 8 to 12 Hz. 
In our study, EEMD was shown to increase the window of significant activity in the localized time scales across all 
the frequencies of analysis. The resolvabitlity across all the frequency is important as it allows the ability to observe 
the local variations in brain dynamics cross various frequencies. It also allows us to compute how different 
frequencies interact in response in a phase locked activity. This ability allows a larger analysis window across 
different frequency time scales for a localized time event in response to the stimulus. The method therefore has an 
immense potential as a pilot to decide the plan of data analysis to be undertaken for a particular experimental task. 
In terms of extracting meaningful information from the data recorded for complex cognitive tasks such as linearity 
abstraction, it presents a better image of nonlinear and nonstationary changes of various neural generators at a given 
frequency range. For the present analysis, the various experimental conditions were not analyzed for information 
content as the primary goal was to evaluate the nature information post EEMD analysis.  
The missing significant band in the present EEMD analysis may be attributed to the fixed threshold frequency of 45 
Hz and subsequent removal of First IMF. It is not clear whether the band was artifact specific or neuronal specific. 
The analysis pipeline needs a more quantitative basis of threshold frequency selection and better criterions for IMF 
rejection. 
In ERPs the meaningful oscillations in response to any given task[16][17](such as Delta, Theta, Alpha, Beta, and 
Gamma) are functionally distinct and superimposed on each other, separation using EEMD based approaches offer a 
range of subband separability and subsequently an increased scope of observing functional significance across these 
subbands. So far physical meaningfulness of the IMFs related to the event needs a closer inspection.  
An important task that will be focused on would be finding a more optimized interpolation scheme instead of pline 
interpolation.  
To the best of our knowledge, this is the first study that tested experimental ERP datasets with an EEMD algorithm. 
However several studies have reported EMD decomposition of ERP signals ranging from SSVEPS (steady state 
visual evoked potentials) to conventional ERPs. Different types of conventional filtering problems have been 
addressed in these studies.  
As a future work, it is crucial to develop a quantitative basis of threshold frequency selection for ERP based 
analysis. Further the possibility of localized threshold in the frequency sub-band as well as a global threshold across 
different frequencies of analysis may prove to be useful as this has the potential to study the ERP dynamics in two 
time scales and thus resolve the nonlinear dynamics of the brain in a better manner. Rejection of correct IMF for 
denoising is also critical element of this analysis. Further studies need to be carried out to understand the nature of 
IMFs and their artifactual content. 
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