Abstract. Most of the methods for combining classifiers rely on the assumption that the experts to be combined make uncorrelated errors. Unfortunately, this theoretical assumption is not easy to satisfy in practical cases, thus effecting the performance obtainable by applying any combination strategy. We tried to solve this problem by explicitly modeling the dependencies among the experts through the estimation of the joint probability distributions among the outputs of the classifiers and the true class. In this paper we propose a new weighted majority vote rule, that uses the joint probabilities of each class as weights for combining classifier outputs. A Bayesian Network automatically infers the joint probability distribution for each class. The final decision is made by taking into account both the votes received by each class and the statistical behavior of the classifiers. The experimental results confirmed the effectiveness of the proposed method.
Introduction
Classifier combining techniques have been widely used for increasing classification performance in many applications [8, 14] . A key issue in this framework is to ensure that the experts to be combined are sufficiently accurate so that the majority of them provide identical answers in case of correct classifications. At the same time, the experts should be sufficiently diverse so as to avoid that the majority of them provide identical answers in case of errors. Under this assumptions, it has been theoretically and experimentally demonstrated that the combination paradigm is more effective than the use of a powerful individual classifier [10] .
It should be noted, however, that the theoretical assumption that classifiers to be combined make uncorrelated errors is not easy to be satisfied in practical cases. This is the reason why most of the approaches based on trained combiners assume correlated base classifiers, trying to characterize the dependencies among them through a suitable learning phase. On the contrary, combining methods using voting strategies, which are among the most widely adopted in the literature, assume the independence of classifiers, thereby neglecting possible dependence relationships among them [7, 10] . The effect is that the performance of a combining method tends to be degraded and biased in case of highly dependent classifiers, since a correct classification provided by some of them may be overturned by the convergence of other classifiers on the same wrong decision.
In order to guarantee classifier independence, different approaches have been proposed in the literature: classifier diversity may be favored, for instance, either by using different classification schemes or different feature sets, or by using different data during the training. In this context, there has been a great scientific interest in designing multiple classifier systems based on the same classifier model trained on different data subsets or feature subsets. Such systems are commonly denoted as classifier ensembles. Simple and weighted majority vote rules are used in popular ensemble learning algorithms, such as Bagging [2] and Boosting [5] , and have been successfully applied in many fields [11] . Nonetheless, even when the confidence measures used to weight classification results are jointly computed by evaluating the performance of the whole set of experts, the results may be not satisfactory: experimental studies on the classifier diversity obtained with bagging and boosting have shown that these techniques do not ensure to obtain sufficiently diverse classifiers [9] . In particular, as regards boosting, it has been observed that while at first steps highly diverse classifiers are obtained, as the boosting process proceeds, classifier diversity strongly decreases.
In order to overcome the classifier independence problem, in previous studies [3, 4] , we proposed to explicitly model the dependencies among the experts to be combined . To this aim, we estimated the joint probability distributions among the outputs of the classifiers and the true class, looking at the set of class labels provided by the classifiers for each sample of the training set. A Bayesian Network (BN) was used to learn such a joint probability. BN's were chosen because of both their effectiveness and the availability of learning tools, which allow us to describe correlations among classifier responses and true class label. Such correlations are then used to infer the probability distribution for each class. BN's were already used for combining classifiers [12] obtaining interesting results. However, the main drawback of these approaches is the need of large data sets in order to effectively estimate the joint probability distributions: in fact, when the set of class labels provided by the experts for an input sample represents a pattern not adequately learned by the probabilistic model, more classes may have similar joint probabilities, increasing the risk of misclassification. Unfortunately, adequately large training sets are not available in many real world applications.
Moving from these considerations, we propose a new combining rule which tries to solve the main drawbacks of the above mentioned techniques. More specifically, we have defined a new weighted majority vote rule, which associates a weight to each class rather than to each expert. The joint probabilities of each class with the set of responses provided by the experts are used as weights. The rationale of our approach is that of balancing the effects due to both the statistical dependencies among classifiers, and the inconsistencies in the probabilistic model obtained by the BN. In fact, it may happen that the majority of experts provides the same wrong decision for an input sample, but the whole set of responses is a pattern adequately learned by the BN so that a high probability is assigned to the correct class and, obviously, low probabilities to the others. In these cases, weighting the votes of each class with the probability provided by the BN may overturn a possible wrong decision, favoring the choice of the correct class. On the contrary, when two or more classes have similar high probability values, the weighted majority vote rule tends to select among them the class that has received the highest number of votes. These choice appears more reliable than that based only on the probabilities provided by the BN. Finally, when the set of responses represents a pattern not learned by the BN, all the classes have similar low probability values and the final decision only depends on the votes received by the experts.
The results of the proposed approach have been compared with those obtained by four approaches. The first two are majority voting and weighted majority voting, using as weight the accuracy of the responses provided by the classifiers. The other two approaches are the well known algorithms for building classifier ensembles, i.e. bagging [2] and boosting [5] . Comparison results confirmed the effectiveness of the proposed approach.
The remainder of the paper is organized as follows: Section 2 describes the combining method and the properties of the BN, while Section 3 illustrates and discusses the experimental results. Finally, some conclusions are eventually left to Section 4.
The Combiner Architecture
Consider the responses e = {e 1 , . . . , e L } provided by a set of L experts E = {E 1 , . . . , E L } for an input sample x in a N -class problem, and assume that such responses constitute the input to the combiner, as shown in Fig.1 . Each expert E i outputs the label of the class assigned to the sample x, in the set C = {C 1 , . . . , C N }, while the combiner provides the final classification result. In this stage the BN acts as a higher level classifier that works on a L-dimensional discrete-values feature space.
The proposed system operates in two different modalities. During the learning phase, a training set of samples is used for training the BN. In particular, a supervised learning strategy is adopted, which consists in observing both the responses e, and the "true" class label for each sample of the training set. The Aim of the learning is to compute the joint probability distribution p(c, e 1 , . . . , e L ), where c is the random variable representing the class to be estimated. In the operative phase, the combiner classifies unknown samples by using a weighted voting strategy. In particular, considering the set of responses e provided by the experts for an unknown sample x, the combiner computes the classĉ of that sample by using the equation: where w k is the weight provided by the BN for the k-th class and r i,k is a function whose value is 1 when the classifier E i classifies the sample x as belonging to the class C k , and 0 otherwise. w k represents the joint probability that the class is C k when the set of responses provided by the experts is e:
An high value of the weight w k means that the set of responses e is very frequent in the training set for samples belonging to the class C k .
Computing the joint probability of many variables is an hard task. As anticipated in the Introduction, in this study we used the Bayesian Network framework, because it offers an effective tool for learning from training data the joint probability distributions. Further details about BN's are presented in the following subsections.
Bayesian Network Properties
A BN makes it possible to represent the joint probability distribution of a set of random variables through the structure of a Direct Acyclic Graph (DAG). The nodes of the graph are the variables, while the arcs are their statistical dependencies. An arrow from the generic node i to node j means that j is conditionally dependent on i, and we can refer to i as a parent of j. For each node, a conditional probability quantifies the effect that the parents have on that node. Considering that a DAG structure describes the statistical dependencies among variables, the conditional probability distribution of a random variable e i , given all the others, can be simplified as follows:
where pa ei indicates the set of nodes which are parents of node e i , and np ei indicates all the not parents nodes. Eq. (3), known as causal Markov property, allows all the variables corresponding to nodes in np ei to be discarded, since such variables are not statistically dependent on e i . After simple steps, the joint probability of a set of variables {c, e 1 , . . . , e L } can be expressed as:
In case of a node having no parents, the conditional probability coincides with the a priori probability of that node. It is worth noticing that the node c may be parent of one or more nodes of the DAG. Therefore, it may be useful to divide the L nodes of the DAG in two groups: the first one, say G c , contains the nodes having the node c among their parents, while the second one, say G c , contains the remaining nodes. With this assumption, Eq. (4) can be rewritten as:
Note that the third term in Eq. (5) does not depend on c. This implies that, given a set of responses e, in the computation of the probabilities p (c = C 1 , e) , . . . , p (c = C N , e) the third term in Eq. (5) is constant and thus can be omitted without affecting the results, since all the probabilities become scaled by the same factor. As a consequence, the weight w k in Eq. (2) can be rewritten as:
Hence, each weight w k can be computed by considering only the Markov Blanket [6] of the node c in the DAG.
Bayesian Network Learning
Using a BN for combining classifier responses requires that both the network structure and the parameters of the probability distribution, be learned from a training set of examples. The aim of the structural learning is to find the statistical dependencies relations among the variables (graph nodes). It can be seen as an optimization problem, which requires the definition of a search strategy in the graph space in order to maximize a scoring function evaluating the effectiveness of candidate solutions. A scoring function may the posterior probability of the structure, given the training data. Let us assume that a set of N D labeled samples is available. The training set used for the structural learning is obtained by considering, for each of the N D samples, both the labels provided by the combining classifiers and the "true" label. Without loosing generality, let us also assume that DAG structures are equally likely. Under these conditions, denoting with S h the DAG of a candidate BN and with D the training set having N D elements, the scoring function to be maximized is the likelihood of D given the structure
According to the chain rule property of random variables in a DAG, this score can be factorized in the following way 1 :
where the function localscore(i) measures how much the variable e i is statistically dependent on the set of its parent nodes pa ei , according to the examples of the training set D [6] . It is worth noticing that any change in S h requires that only the local scores of the nodes affected by that change be updated for computing the new Score(S h ). The function localscore(i) is computed as follows:
where Γ (.) is the Euler Gamma function and S pae i is the total number of states of pa ei . Considering that in our case each expert has N possible states, each corresponding to one of the classes in C, if the expert e i has q parents, then S pae i = N q . This implies that, for each response provided by the expert e i , a vector of q terms representing the answers of the parent nodes of e i must be analyzed. The term N imk represents how many times pa ei is in the state m and the expert e i is in the state k. The term N im , instead, represents how many times pa ei is in the state m independently from the response provided by the expert e i . The terms α im and α imk are normalization factors. Once the DAG structure S h has been determined, the parameters of the conditional probability distributions are computed from D.
As regards the computational complexity of the function localscore(i), its evaluation requires to compute the number of occurrences in D of each possible state of e i associated to each possible state of pa ei . Thus, denoting again with q the number of parents of e i , the computational complexity of localscore(i) can be expressed as
. In order to limit the exponential growth of the complexity of this function, we experimentally set to three the maximum number of parents that a node may have. Under these assumptions, the computational complexity of the function score(S h ) (Eq. 7) is, in the worst case, O(LN D N 4 ). The exhaustive search for the BN structure which maximizes the scoring function is a NP-hard problem. For this reason, greedy algorithms are used to search for suboptimal solutions by maximizing a local scoring function at each step, which takes into account only the local topology of the DAG. In our case the adopted suboptimal structural learning algorithm is the one used in [3] . For the sake of clarity, it has been summarized in Fig.2 . Note that the inserting an arc between two nodes, or inverting its direction, may produce a structure not satisfying the acyclicity property. Thus, insert and invert operations are performed only after checking that the acyclicity property is preserved. 
Experimental Results and Discussion
The proposed method was tested on four real world datasets: Multiple Feature (Mfeat), Optical Recognition of Handwritten Digits (Opto), Pen-Based Recognition of Handwritten Digit (Pen) and Landsat Satellite (Sat). These datasets are publicly available from the UCI machine learning repository. The first three datasets describe images of handwritten digits, while the fourth one has been generated from Landsat multi-spectral scanner image data.
For each dataset, we have randomly extracted three equally sized sets of data: TR1, TR2 and TS. TR1 was used for training each single classifier, TR2 for the learning phase of the BN, while TS was used for the whole system performance evaluation. The BN was trained on data different from those used for training the classifiers in order to avoid biasing when it evaluates their responses in test phase.
In our experiments, we considered two different neural network architectures: Learning Vector Quantization (LVQ) and Multilayer Perceptron (MLP). The LVQ networks were trained by using the Frequency Sensitive Competitive Learning algorithm (FSCL) [1] , while the MLP nets were trained by using the Back Propagation algorithm. In order to induce diversity among the experts to be combined, different network parameters were used in the training phase. For the LVQ experts we varied the number of neurons in the output layer, while for the MLP ones the number of neurons in the hidden layer was changed. In practice, for each dataset, 50 classifiers (e 1 , e 2 , . . . , e 50 ) were trained, using a different random initialization and a diverse number of neurons for each of them. As regards the LVQ nets, the number of neurons in the output layer was varied from 50 to 1 per class, while for the MLP nets, the number of hidden neurons was varied from 204 to 4, with step 4.
From the 50 experts of each pool, one every 10 was extracted to make up a further pool of 5 experts, and one every 5 to obtain a further pool of 10 experts. In this way, the diversity among the experts in each pool was maximized. After all, three pools of 50, 10 and 5 experts were obtained for each network architecture. These six pools were used for training and testing the proposed system, as discussed in Section 2. Since the learning procedure involves a random initialization phase, for each pool the results were averaged over 20 runs.
The average accuracy rates, obtained by the devised approach on the test set (TS), are shown in the last column of Table 1 (BNWMV header). In the same column, the standard deviations are also reported (in brackets). The table also shows the results achieved on the same test set by the four approaches taken into account for comparison, and by the BN combiner alone.
The first two comparing approaches are based on well known voting strategies: majority vote (MV header) and weighted majority vote (WMV header) [13] . The recognition rates obtained on the training set TR2 were used as weights for applying the weighted majority vote rule.
The other two considered approaches are the already quoted algorithms for building classifier ensembles: bagging and boosting. Also in this case, LVQ and MLP were used as base classifier architectures with the same parameter values adopted in the other considered methods, except for the number of neurons. In fact, since bagging and boosting algorithms have specific mechanisms to induce diversity, they require that the underlying architecture remain fixed. Hence, on the basis of preliminary trials, the number of MLP hidden neurons was set to 100, and the number LVQ output neurons was set to 10 per class. In every experiment, the results were averaged over 20 runs, each performed by randomly choosing the initial conditions. The standard deviations are also reported (in brackets) in the corresponding columns (Bag. and Boost. header, respectively).
Finally, as regards the classification results provided by the BN combiner (BN header), the maximun a-posteriori probability (MAP) rule was used: the class label provided in output by the combiner for each unknown input sample, is the one exhibiting the highest joint probability with the expert's responses. Also in this case, the standard deviations are reported (in brackets) in the corresponding column.
From Table 1 it can be seen that the BNWMV rule always obtains the best results. In particular, the results of our method are significantly better than those provided by bagging and boosting, which are among the most effective and widely used methods in real world applications, and are often used as point of reference for evaluating classification performance. It is interesting to observe that, for all the datasets, LVQ networks always obtain better performances than MLP ones. This trend suggests that the adopted procedure for inducing expert diversity is more effective for the LVQ pools than for the MLP pools. It is also worth noticing that the results of BNWMV method exhibit very small standard deviations (values less than 10 −3 have been approximated with 0.00), showing that the recognition rate varies very little with respect to the random starting point of the learning procedure. These values are significantly lower than those exhibited by the comparing methods, thus confirming the robustness of the proposed approach.
Conclusions
A new weighted majority vote rule, which associates a weight to each class rather than to each expert, is proposed. In this rule, the joint probabilities of each class with the set of responses provided by the experts are used as weights. Such joint probabilities are automatically inferred by suitably training a Bayesian Network.
The final decision is obtained by taking into account both the votes received by each class and the statistical behavior of the classifiers.
The experimental results confirm the effectiveness of the proposed method. In particular, the comparison among the results of our method and those obtained by separately using either the MV rule, or the BN combiner, shows that in each experiment our method always obtains better results, significantly increasing the recognition rate. This behavior provides experimental evidence that the basic idea of our approach, i.e. that of exploiting the strengths of both MV rule and BN combiner, trying to overcome at the same time their weaknesses, represents an effective solution for classifier combination and allowed us to obtain very promising results.
