Pathwise mild solutions for quasilinear stochastic partial differential
  equations by Kuehn, Christian & Neamtu, Alexandra
ar
X
iv
:1
80
2.
10
01
6v
2 
 [m
ath
.PR
]  
4 O
ct 
20
18
Pathwise mild solutions for quasilinear stochastic partial
differential equations
Christian Kuehn∗ and Alexandra Neamţu†
October 5, 2018
Abstract
Stochastic partial differential equations (SPDEs) have become a key modelling tool in
applications. Yet, there are many classes of SPDEs, where the existence and regularity theory
for solutions is not completely developed. Here we contribute to this aspect and prove the
existence of mild solutions for a broad class of quasilinear Cauchy problems, including -
among others - cross-diffusion systems as a key application. Our solutions are local-in-time
and are derived via a fixed point argument in suitable function spaces. The key idea is
to combine the theory of deterministic quasilinear parabolic partial differential equations
(PDEs) with recent theory of evolution semigroups. We also show, how to apply our theory
to the Shigesada-Kawasaki-Teramoto (SKT) model. Furthermore, we provide examples of
blow-up and ill-posed operators, which can occur after finite-time.
Keywords: quasilinear stochastic partial differential equations, maximal local pathwise mild
solution, stochastic Shigesada-Kawasaki-Teramoto model.
1 Introduction
In this work, we study SPDEs as abstract quasilinear Cauchy problems{
du(t) = [A(u(t))u(t) + F (t, u(t))] dt+ σ(t, u(t)) dW (t), t ∈ (0,∞), u(t) ∈ Rd,
u(0) = u0,
(1.1)
where the precise assumptions on the coefficients are stated in Section 3. One particular mo-
tivation is the SKT cross-diffusion model [58] with d = 2, A(u) = (∆(p1(u)),∆(p2(u)))
⊤ for
quadratic polynomials p1,2 in u = (u1, u2)
⊤, ∆ denoting the Laplacian, and F also being a
quadratic polynomial. The deterministic SKT system (i.e., σ ≡ 0) and its variants have been
studied very intensively [5, 15, 44, 45, 48]. Furthermore, there are many other motivations as
the form of the deterministic part (or drift terms) A and F encompasses a much wider class of
PDEs [6, 63]. For many applications, it is very important to consider noise terms (σ 6≡ 0) due
to intrinsic finite system-size noise or external fluctuations acting on the system.
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Here we aim to develop a theory for quasilinear stochastic evolution equations (1.1) using a
semigroup approach. The main theme is to extend the very general deterministic theory of
quasilinear Cauchy problems [3, 61, 63]. The key idea is to employ a modified definition of
mild solutions [57] for the quasilinear case in comparison to the more classical parabolic SPDE
setting [54]. Before we describe our approach in more detail, we briefly review some other
techniques and solution concepts used for (certain subclasses of) the SPDE (1.1). Instead of
mild solutions, one may instead use weak, or martingale, solutions [13, 20, 24, 35] of (1.1); here
weak solution is interpreted in the classical PDE sense while these solutions are also sometimes
referred to as strong solutions from a probabilistic perspective [55]. There are also several works
exploiting the additional assumption of monotone coefficients [43] particularly in the case of the
stochastic porous medium equation [9, 10], where A(u) = ∆(a(u)) for a maximal monotone map
a and F ≡ 0. Other approaches to quasilinear SPDEs are based upon a gradient structure [29],
approximation methods [38, 39], kinetic solutions [20, 30], or directly looking at strong (in the
PDE sense) solutions [36].
One may ask, why one might want to prove the existence of pathwise mild solutions obtained by
a suitable variations-of-constants/Duhamel formula [34] instead of working with weak solutions
obtained in a formulation via test functions [26]? One reason is that a mild formulation is often
more natural to work with in the context of (random) dynamical systems for SPDEs [18, 34].
In fact, many classical results regarding dynamics and long-time behavior of semilinear SPDEs
are often crucially based upon the mild formulation and semigroups [34]. We expect this theory
to generalize a lot easier also in the quasilinear case if one does not have to work with weak(er)
solutions. If we take the SKT system again as a motivation, then there are deterministic results
regarding the existence of attractors using weak [53] as well as mild [62] solutions concepts.
We intend to investigate the existence of random attractors for the stochastic SKT equation
using the mild formulation in a future work, since it perfectly fits into the framework of random
dynamical systems. A second reason to consider mild solutions is that it should be easier to
derive space-time regularity [21] of the solution for (1.1). Estimates for the nonlinear terms also
tend to simplify in a mild solution setting already for SODEs [11]. A third reason to consider
mild solutions is that they are more natural in the setting of regularity structures [32, 33], [28],
where convolution with the heat kernel is a key tool; in this context generalizations of regularity
structures to quasilinear SPDEs turn out to be very subtle [12], [28]. So a better understanding
for more regular noises should be helpful. To deal with rough noises an alternative to regularity
structures is to stay closer to a paracontrolled approach [31], which has recently been proposed
for certain quasilinear SPDEs [8, 27, 50, 51].
Since the linear operator A depends on the solution itself, which will be in our case a stochastic
process, we cannot apply the standard fixed-point argument as in [3, 63]. Namely, if we denote
with Uu the random evolution operator generated by A(u), one naturally expects that the mild
solution of (1.1) should be given by the variation-of-constants formula
u(t) = Uu(t, 0)u0 +
t∫
0
Uu(t, s)F (s, u(s)) ds+
t∫
0
Uu(t, s)σ(s, u(s)) dW (s). (1.2)
As already observed in [57], and justified in Sections 2 and 3, the random evolution operator
2
Uu(t, s, ω) does not satisfy the necessary adaptedness properties required in order to define the
Itô-integral. More precisely, it turns out to be only Ft-adapted and not Fs-adapted. Con-
sequently, the stochastic convolution given in (1.2) is not well-defined in the Itô-sense. This
situation is commonly met for instance in the theory of stochastic evolution equations with time-
dependent random generators [57]. A way out of this situation is to introduce a new concept of
mild solution for (1.1), which is based on the integration-by-parts formula for stochastic convolu-
tions. This is motivated in [57, Sec. 4] as well as in Appendix A here for convenience. Using this
approach, we prove by means of fixed-point arguments that the mild solution of (1.1) is given by
u(t) = Uu(t, 0)u0 + U
u(t, 0)
t∫
0
σ(r, u(r)) dW (r) +
t∫
0
Uu(t, s)F (s, u(s)) ds
−
t∫
0
Uu(t, s)A(u(s))
t∫
s
σ(r, u(r)) dW (r) ds. (1.3)
One can show that the stochastic convolutions appearing in the formula above can be defined
pathwise, therefore we will call this a pathwise mild solution of (1.1); see Section 3.
Additionally to the adaptedness issue stated above, note that there are several technical
difficulties required in order to obtain sufficient space-time regularity results for (1.3) which are
necessary to set-up the fixed-point argument from the deterministic theory of [61]. Therefore,
it is by no means straightforward to see why (1.3) is the right solution concept for our original
problem and how these theories fit together. We also emphasize that up to now there is no
theory available for mild solutions for quasilinear SPDEs in contrast to the deterministic case.
The semigroup approach has turned out to be a very powerful tool for the analysis of quasilinear
PDEs, see [52], [5], [61] and the references specified therein. This work represents an important
step in exploiting the semigroup methods from the deterministic setting in the stochastic one.
Another important feature of this approach is that it can be applied to more general stochastic
processes (S(t))t∈[0,T ] not just the Brownian motion, since one needs to establish an integration
theory only for
T∫
0
σ(t) dS(t)
under suitable assumptions on σ. In this case S does not even have to be a semimartingale,
so one can consider (1.1) perturbed by an additive-fractional noise thereby generalizing results
in [41, 42]; we intend to explore this in a future work.
We deal here with local in time existence of solutions for (1.1). To obtain global-in-time solutions
for (1.1), one has to solve two further issues: (a) finite-time blow-up and (b) degeneration of the
operator A(u). The latter is often related in practice to preserving certain positivity assumptions
present in the initial data and naturally relates to stochastic maximum principles [9, 22, 23, 49].
The issue (a) of blow-up certainly also occurs already for many classical SPDEs (see e.g. [19,
3
25, 47]) but also plays a key role for quasilinear SPDE problems [36]. For completeness, we
provide two very simple quasilinear counter-examples involving (a) and (b) to demonstrate that
we cannot expect global-in-time existence for (1.1) in general; see Section 5. Yet, we conjecture
that for many quasilinear SPDEs, where global existence is known for the PDE (σ ≡ 0), there
is a natural choice of noise term σ 6≡ 0 such that also the SPDE has global-in-time existence.
The choice of noise term is definitely case-dependent but it should be possible to deal with many
cases arising directly from modelling considerations, which is another interesting direction for
future research.
2 Preliminaries
Throughout this work we fix a time horizon T > 0 and a stochastic basis (Ω,F , (Ft)t≥0,P) with
a complete, right-continuous filtration. We also use the standard notation ω for elements in Ω.
We first collect basic properties and results concerning parabolic evolution families generated
by random nonautonomous operators {A(t, ω)}t∈[0,T ] on a separable Banach space X. We make
following assumptions, which are going to ensure that A(t, ω) generates a parabolic evolution
system, which is a family of linear operators depending on two-time parameters and having
similar properties to analytic C0-semigroups [6, Section II.2]:
(A1) The spectrum of A(t, ω) is contained in an open sectorial domain, more precisely
σ(A(t, ω)) ⊂ Σϕ := {λ ∈ C : |argλ| < ϕ}, for (t, ω) ∈ [0, T ]× Ω
with a fixed angle 0 < ϕ < pi2 .
(A2) There exists a constant M ≥ 1 such that the resolvent estimate
||(λId−A(t, ω))−1||L(X) ≤
M
|λ|+ 1
holds true for λ /∈ Σϕ and (t, ω) ∈ [0, T ] × Ω, where L(X) is the space of linear operators
on X with norm ‖ · ‖L(X) and Id is the identity map.
(A3) The Acquistapace-Terreni condition [1] is fulfilled, namely there exist two exponents ν, δ ∈
(0, 1] with ν + δ > 1 such that for every ω ∈ Ω there exists a constant L(ω) ≥ 0 such that
for all s, t ∈ [0, T ] we have
||Aν(t, ω)(A(t, ω)−1 −A(s, ω)−1)||L(X) ≤ L(ω)|t− s|δ. (2.1)
Let Γ := {(s, t) ∈ [0, T ]2 : s ≤ t}. In the following, for notational simplicity we drop the
ω-dependence of A(t) and only indicate it explicitly for certain statements, where its crucial
role is clarified.
Covention: Since certain expressions and constants depend on several parameters, i.e. A(t, ω)
we always omit the last symbol whenever this dependence is clear.
By applying the results in [1] pointwise in Ω, see also [57, Theorem 2.2], we obtain:
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Theorem 2.1 There exists a unique map U : Γ× Ω→ L(X) such that
(T1) for all t ∈ [0, T ], U(t, t) = Id;
(T2) for all r ≤ s ≤ t, U(t, s)U(s, r) = U(t, r);
(T3) for every ω ∈ Ω, the map U(·, ·, ω) is strongly continuous;
(T4) there exists a mapping C : Ω→ R+, such that for all s ≤ t, one has
||U(t, s)||L(X) ≤ C.
(T5) for every s < t it holds ∂∂tU(t, s) = A(t)U(t, s) and
∂
∂sU(t, s) = −U(t, s)A(s) pointwise in
Ω. Moreover, there exists a mapping C : Ω→ R+ such that
||A(t)U(t, s)|| ≤ C(t− s)−1.
Consequently, if (A1)-(A3) hold true {A(t, ω)}t∈[0,T ] generates the evolution system/family
{U(t, s, ω)}0≤s≤t≤T . In our case, see Section 3 the evolution system Uu(t, s, ω) will addition-
ally depend on the solution u of a quasilinear SPDE.
In contrast to the deterministic setting all constants specified above depend on ω which causes
several technical difficulties, more precisely C depends in general on L(ω) and on δ. For instance
applying Theorem 4.4.1 in [6] one has
||U(t, s, ω)||L(X) ≤ C˜eµ(ω)(t−s), for (t, s) ∈ Γ, (2.2)
where µ(ω, δ) = µ(ω) = C˜(δ)L(ω)1/δ . Here C˜ stands for an arbitrary constant and C˜(δ) indicates
the dependence of C˜ on the Hölder exponent from (2.1). We point out following fact regarding
this issue which is crucial for the computation in Section 3.
Remark 2.2 1) One can assume that the mapping L : Ω → R+ introduced in (2.1) is
bounded in Ω, analogously to [57, Section 5.2]. The general case can be treated by a
localization argument [57, Section 5.3], namely one introduces appropriate stopping times
(τn)n∈N and considers An(t, ω) := A(t ∧ τn(ω), ω).
2) In our case the generators will depend on the solution itself, so it is meaningful to control
the solution process u in order to make sure that the corresponding evolution operator
Uu is indeed well-defined. Consequently we deal with An(u(t, ω)) := A(u(t ∧ τn(ω), ω))
as stated in (A1’)-(A3’) in Section 3. Therefore, all constants arising from the estimates
involving A(u) and Uu will depend on τn(ω), as precisely specified in Section 3 below.
The following estimates for analytic C0-semigroups and parabolic evolution operators are essen-
tial for the computation in Section 3. These can be looked up in [52, Section 2.6, p. 69], [63,
Section 8.1, p. 154] and the references specified therein; note that they hold pointwise in ω ∈ Ω
similar to Theorem 2.1.
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Theorem 2.3 There exists a mapping C : Ω→ R+ such that for 0 ≤ s < t ≤ T and α˜, β˜ ∈ (0, 1]
we have
||Aβ˜(t)U(t, s)||L(X) ≤ C(t− s)−β˜, ||U(t, s)Aβ˜(t)|| ≤ C(t− s)−β˜ , (2.3)
as well as
||Aβ˜(t)U(t, s)A−α˜(s)||L(X) ≤ C(t− s)α˜−β˜. (2.4)
Again, C depends in general on L(ω) and on δ introduced in (2.1). For more details and
properties of fractional powers of sectorial operators Aβ˜ for β˜ > 0 and the usual fractional space
X(·) we refer the reader to [52, Theorem 6.13, p. 74].
Remark 2.4 Note that the first two assumptions imply that A(t) generates an analytic C0-
semigroup which is denoted by e−rA(t). In this case there exists a mapping C : Ω → R+ such
that the estimate
||Aθ˜(t)e−rA(t)||L(X) ≤ Cr−θ˜, for θ˜ > 0 and r > 0
holds true.
Furthermore, we recall the next result [57, Proposition 2.4], which deals with the measurability
of U :
Proposition 2.5 The evolution system U : Γ×Ω→ L(X) is strongly measurable in the uniform
operator topology. Moreover, for each t ≥ s, the mapping ω 7→ U(t, s, ω) ∈ L(X) is strongly Ft-
measurable in the uniform operator topology.
For the sake of completeness, we provide now some known results concerning stochastic calculus,
which will be required further on. We let H and Z stand for two separable Hilbert spaces and
(W (t))t∈[0,T ] for an H-cylindrical Brownian motion, meaning that
W (t) =
∞∑
n=1
wn(t)en,
with (wn(·))n≥1 being mutually independent real-valued standard Wiener processes relative to
(Ft)t≥0 and (en)n≥1 an orthonormal basis in the separable Hilbert space H. With L2(H,Z) we
denote the space of Hilbert-Schmidt operators from H to Z. As justified in Section 3, for our
aims it will be enough to analyze the stochastic integral respectively the stochastic process t∫
0
σ(r) dW (r)

t∈[0,T ]
(2.5)
only for strongly-measurable, adapted stochastic processes σ ∈ L0(Ω;L2(0, T ;L2(H,Z))). Here
L0 indicates measurability and Lp is going to denote the usual Lebesgue spaces.
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We recall (consult [57, Section 4.1] and the references specified therein) that the process (2.5)
exists and is pathwise continuous for σ ∈ L0(Ω;L2(0, T ;L2(H,Z))). Moreover, one has the
one-sided estimate
||J(σ)||Lp(Ω;C([0,T ];Z)) ≤ C||σ||Lp(Ω;L2(0,T ;L2(H,Z))), (2.6)
where for t ∈ [0, T ] we set J(σ)(t) :=
t∫
0
σ(r) dW (r).
Furthermore, for J(σ) the following regularity results [56, Proposition 4.4] are available and will
be employed in Section 3.
Proposition 2.6 Let 0 < α̂ < 1/2, p ∈ [2,∞) and σ be a strongly measurable adapted process,
belonging to L0(Ω;Lp(0, T ;L2(H,Z))). Then J(σ) ∈ W α̂,p(0, T ;Z) almost surely (a.s.), where
W α̂,p is the notation for the usual Sobolev spaces.
Due to the embedding
W α̂,p(0, T ;Z) →֒ C α̂− 1p (0, T ;Z) for 1
p
< α̂ <
1
2
,
one obtains Hölder regularity of the integral process, namely J(σ) ∈ Cα̂− 1p (0, T ;Z) a.s.. The
next crucial result will be used throughout the next subsection, see [57, Proposition 4.1] for the
full generality of the statement.
Proposition 2.7 Let 0 < α̂ < 1/2, p ∈ [2,∞) and σ be a strongly measurable adapted process,
belonging to L0(Ω;Lp(0, T ;L2(H,Z))). For 1p < α̂ < 12 there exists a σ-independent positive
constant CT which tends to 0 as T ց 0, such that
||J(σ)||
Lp(Ω;C
α̂− 1p (0,T ;Z))
≤ CT ||σ||Lp(Ω;Lp(0,T ;L2(H,Z)). (2.7)
Remark 2.8 The assertions above remain valid for type-2 Banach spaces (e.g. Lp-spaces for
p ≥ 2, Sobolev-spaces W k,p for p ≥ 2), consult [57] and [56]. In this case one has to replace
the Hilbert-Schmidt operators by γ-radonifying ones. Given a separable Hilbert space H and a
separable Banach space Z, we call an operator R : H → Z a γ-radonifying operator if
E
∥∥∥∥∥
∞∑
n=1
γnRen
∥∥∥∥∥
2
Z
<∞,
where (γn)n≥1 is a sequence of independent standard Gaussian random variables on (Ω,F ,P)
and (en)n≥1 is an orthonormal basis in H. The space of γ-radonifying operators γ(H,X) is then
endowed with the norm E ∥∥∥∥∥
∞∑
n=1
γnRen
∥∥∥∥∥
2
Z
1/2 ,
which does not depend on the choice of (γn)n≥1 and (en)n≥1. If Z is isomorphic with a Hilbert
space then γ(H,Z) isometrically coincides with L2(H,Z). In summary, the computations in
Section 3 carry over to the Banach space-valued setting, although we present them here only in
a Hilbert space setting.
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3 Quasilinear SPDEs
In this section we analyze stochastic quasilinear SPDEs using fixed-point arguments. In the
deterministic case, this technique is known and can be found in [3], [63, Chapter 5] or [61]. As
already emphasized, since the linear part also depends on the solution itself, the corresponding
parabolic evolution operators will no longer have the necessary measurability properties required
to define the Itô-integral, recall Proposition 2.5. Therefore, our ansatz is similar to the one used
in [57] to deal with parabolic SPDEs with time-dependent random generators. Combining this
approach with the fixed-point arguments of [63], [61] and [3], we are able to prove short-time
existence for quasilinear SPDEs. In contrast to the non-autonomous random case we have to deal
here with several technical difficulties, such as finding the appropriate function spaces for the
fixed-point argument of [60] and using the right localization techniques. Note that even in the
deterministic case, quasilinear PDEs may not possess global-in-time solutions without further
assumptions, see for instance [3], [37] and Section 5.
In the following, let X,Y and Z denote three separable Hilbert spaces such that Z →֒ Y →֒ X
and let K stand for an arbitrary open ball in Z. More precisely K := {V ∈ Z : ||V ||Z < R} for
a deterministic fixed R > 0.
The first step is to consider the quasilinear Cauchy problem{
du(t) = [(Au(t))(u(t)) + f(t)] dt+ σ(t) dW (t), t ∈ [0, T ]
u(0) = u0 ∈ K a.s.
(3.1)
The results obtained for the inhomogenuous problem (3.1) will be further extended to the non-
linear case, more precisely we will include nonlinearities of semilinear type.
Definition 3.1 (Local solution) A local pathwise mild solution for (3.1) is a pair (u, τ), where
τ is a strictly positive stopping time and the stochastic process {u(t) : t ≥ 0} is (Ft)t∈[0,τ)-adapted
and satisfies almost surely for every t ≥ 0
u(t) = Uu(t, 0)u0 + U
u(t, 0)
t∫
0
σ(s) dW (s) +
t∫
0
Uu(t, s)f(s) ds (3.2)
−
t∫
0
Uu(t, s)A(u(s))
t∫
s
σ(r) dW (r) ds. (3.3)
Remark 3.2 The concept pathwise mild solution introduced in [57] is justified by the integration
by parts formula for stochastic convolutions as motivated in [57, Section 4.2] as well as Appendix
A. In this way, one overcomes the difficulty that the Itô-integral
t∫
0
Uu(t, s, ω)σ(s) dW (s)
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cannot be defined since the mapping ω 7→ Uu(t, s, ω) introduced in Section 2 is according to
Proposition 2.5 only Ft-measurable and not Fs-measurable. Furthermore, as shown in [57,
Theorem 3.4-3.5] the convolution-type integrals above can be defined in a pointwise sense. This
fact, together with certain pathwise regularity results, will be exploited in the construction of
solutions below.
Definition 3.3 A local pathwise mild solution {u(t) : t ∈ [0, τ)} for (3.1) is unique if for any
other local pathwise mild solution {u˜(t) : t ∈ [0, τ˜ )} of (3.1), the processes u and u˜ are equivalent
on [0, τ ∧ τ˜).
Definition 3.4 (Maximal and global solution) We call {u(t) : t ∈ [0, τ)} a maximal local
pathwise mild solution of (3.1) if for any other local pathwise mild solution {u˜(t) : t ∈ [0, τ˜ )}
satisfying τ˜(t) ≥ τ a.s. and u˜|[0,τ) is equivalent to u, one has τ˜ = τ a.s. If {u(t) : t ∈ [0, τ)} is a
maximal local pathwise mild solution for (3.1), then the stopping time τ is called its lifetime. If
P(τ =∞) = 1 then {u(t) : t ∈ [0, τ)} is a global pathwise mild solution for (3.1).
Remark 3.5 We emphasize that by a maximal local pathwise mild solution of (3.24) we un-
derstand a triple (u, (τn)n≥1, τ∞) such that each pair (u, τn) is a local pathwise mild solution,
(τn)n≥1 is an increasing sequence of stopping times such that τ∞ := lim
n↑∞
τn a.s. and
lim
t↑τ∞
sup
s∈[0,t]
||u(s)||Z =∞, a.s. on the set {ω : τ∞(ω) <∞},
see also [14, Proposition 3.11]. For a global solution it holds that τ∞ = ∞ a.s., which means
that for every T > 0 the quantity
sup
t∈[0,T ]
||u(t)||Z
is almost surely finite on the set {ω : τ∞(ω) =∞}. Furthermore, note that if uniqueness of local
solutions holds true, then the same remains valid for maximal local solutions [14, Section 3].
For more details regarding local and maximal local mild solutions for SPDEs consult [65], [14,
Section 3], [38] and the references specified therein.
In order to ensure the well-posedness of (3.1) we further state suitable assumptions for the
generators.
Remark 3.6 Note that since the operator A depends on the solution itself it can degenerate at
some point already in the deterministic setting. A simple example is the change from a forward
to a backward heat equation. Of course, the same issue arises for general multi-component
degenerate quasilinear parabolic problems [4]. The conditions we consider below will exclude
this situation in a certain time-horizon. For more information on quasilinear degenerate SPDEs
consult [20].
Definition 3.7 Denote by UT the set of all stochastic processes (u(t))t∈[0,T ] satisfying the fol-
lowing conditions:
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• u(t) is (Ft)t∈[0,T ]-adapted;
• u(t) has a.s. continuous trajectories in X;
• u(t) has a.s. bounded trajectories in Z and satisfies ||u(t)− u0||Z < R a.s. for t ∈ [0, T ].
Recall that R > 0 (deterministic) was introduced at the beginning of this section. In the
following sequel, B([0, T ];Z) stands for the Banach space of all bounded Z-valued functions on
[0, T ].
Similar to [63] and [60] one can make certain structural assumptions which ensure that A(u)
exists for u ∈ UT and generates an evolution system Uu. However, since all these assertions will
depend on u we localize them as follows.
We introduce the sequence of stopping times (τn)n≥1 as
τn := inf{t ≥ 0 : ||u(t)||Z ≥ n} (3.4)
and impose several main assumptions (A1’)-(A3’) that ensure the existence of a parabolic evo-
lution operator Uu(·, ·) together with a local Lipschitz continuity of the generators A(·):
(A1’) For u ∈ UT∧τn , A(u) is a sectorial operator of angle 0 < ϕ < pi2 , namely
σ(A(u)) ⊂ Σϕ := {λ ∈ C : |argλ| < ϕ}, for u ∈ UT∧τn .
(A2’) For u ∈ UT∧τn the resolvent operator (λId − A(u))−1 satisfies the Hille-Yosida estimate,
i.e., there exists M ≥ 1 such that
||(λId−A(u))−1||L(X) ≤
M
|λ|+ 1 , for λ /∈ Σϕ, for u ∈ UT∧τn .
(A3’) Let 0 < ν ≤ 1 be fixed. Then
||Aν(u)(A(u)−1 −A(v)−1)||L(X) ≤ n||u− v||Y , for u, v ∈ UT∧τn . (3.5)
Furthermore, recall that Y is a third Hilbert space such that Z →֒ Y →֒ X.
Assumptions (A1’) and (A2’) imply according to Theorem 2.1 that A(u) generates an evolution
system Uu for all u ∈ UT∧τn .
Moreover, regarding (2.2) we infer that
||Uu(t, s)||L(X) ≤ C˜(δ)en
1/δ(t−s), for u ∈ UT∧τn ,
so
sup
0≤s≤t≤T∧τn
||Uu(t, s)||L(X) ≤ C(δ)eTn
1/δ
, for u ∈ UT∧τn . (3.6)
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(A4’) We require that there exist α, β with 0 ≤ α < β < ν ≤ 1, β+ ν > 1+α and β ≥ 1/2, such
that D(A(u)α) =: Y and D(A(u)β) =: Z; see [63, Chapter 5, Section 1.1].
Remark 3.8 • We emphasize that the domains D(A(u)) are in general allowed to depend
on u as discussed in [3], [63, Chapter 5] and [60, Section 3]. We assume here for the case
of brevity only constant domains (i.e. ν = 1 in (A3’)), but the techniques applied in this
framework can be extended to non-constant domains assuming for instance D(A(v)) ⊂
D(A(u)ν) for u, v ∈ UT∧τn and D(A(u)β) →֒ Z, D(A(u)α) →֒ Y .
• Note that one can take α = 0 which means that Y = X, see [61, Chapter 5].
• Instead of (3.5) one can impose a global Lipschitz continuity of the generators, see [36] and
thereafter introduce a cut-off function.
The assumption (A4’) is meaningful from the point of view of the applications we want to
consider as justified in Section 4. Since we are in the parabolic setting, we specify that we can
identify the domains of the fractional powers of these generators with Sobolev spaces, namely
Xµ̂ := D(A(u)
µ̂) = H2µ̂(G) or D(A(u)µ̂) = H2µ̂N (G) or D(A(u)
µ̂) = H2µ̂D (G),
depending on the range of µ̂ ≥ 0 and on the boundary conditions of A, see Section 4. Here D
and N stand for Dirichlet respectively Neumann boundary conditions and G ⊂ Rn is an open
bounded C2-domain; Section 4 provides concrete examples for this setting. In the following we
let || · ||µ̂ denote the norm in Xµ̂.
We introduce a time-horizon T˜ such that 0 < T˜ ≤ T which will be chosen small enough as
required in the fixed-point argument presented below and specify the set of processes we consider.
Note that the following definition is meaningful since all terms involved in our computation exist
pathwise.
Definition 3.9 We define for 1 − ν < δ < β − α ∧ γ and an arbitrary positive deterministic
constant k the set K of all (Ft)t∈[0,T˜∧τn]-adapted stochastic processes u : [0, T˜ ∧ τn]×Ω→ Y such
that
1) u(0) = u0 a.s.
2) u ∈ B([0, T˜ ∧ τn];Z) with sup
0≤t≤T˜∧τn
||u(t)− u0||Z ≤ r a.s.
3) u ∈ Cδ([0, T˜ ∧ τn];Y ) with sup
0≤t≤T˜∧τn
||u(t)−u(s)||Y
(t−s)δ
≤ k a.s.
Here we let 0 < r < R, where the deterministic constant R introduced above describes the radius
of an arbitrary open ball in Z and γ denotes the Hölder exponent of J(σ), recall Proposition 2.7.
Remark 3.10 • For computational simplicity, it is enough to consider C([0, T˜ ∧ τn];Y ) in-
stead of Cδ([0, T˜ ∧ τn];Y ), i.e. one shows that the trajectories of u are a.s. bounded in Z
and a.s. continuous in Y . For optimal space-time regularity results we work with K as
defined above.
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• Note that K is a closed subset of C([0, T˜ ∧ τn];Y ).
The first key result we prove is:
Theorem 3.11 Let f ∈ Cδ([0, T ];X), σ ∈ L0(Ω; C([0, T ];L2(H,X2β))) and (A1’)-(A4’) be sat-
isfied. Then the stochastic evolution equation (3.1) has a unique local pathwise mild solution
u ∈ L0(Ω;B([0, T˜ ∧ τn];Z)) ∩ L0(Ω; Cδ([0, T˜ ∧ τn];Y )).
Remark 3.12 1) The assumption σ(·) ∈ L2(H,X2β) will be required in order to prove the
contraction property and is justified in Lemma 3.21. For suitable estimates of the general-
ized stochastic convolution given in (3.1), one only needs σ(·) ∈ L2(H,Z) as indicated in
the following computations. For similar regularity conditions and further applications we
refer the reader to [17, Section 2].
2) Note that the representation formula (1.3) holds true under this additional space-regularity
assumption on σ.
We proceed to the proof of Theorem 3.11. To this aim, let v ∈ K a.s. and let Av(t) denote the
family of sectorial operators Av(t) := A(v(t, ω)). For notational simplicity, the ω-dependence
will be dropped but it has to be kept in mind. We first consider the evolution equation{
du(t) = [Av(t)u(t) + f(t)] dt+ σ(t) dW (t), t ∈ [0, T˜ ]
u(0) = u0 ∈ K a.s.
(3.7)
Note that (3.7) represents a linear parabolic stochastic Cauchy problem, with time-dependent,
random drift. Using [57, Theorem 5.3] we infer that (3.7) has a pathwise mild solution given by
u(t) = Uv(t, 0)u0 + U
v(t, 0)
t∫
0
σ(s) dW (s) +
t∫
0
Uv(t, s)f(s) ds
−
t∫
0
Uv(t, s)Av(s)
t∫
s
σ(r) dW (r) ds a.s., (3.8)
where Uv(t, s) is the random parabolic evolution operator generated by Av.
Remark 3.13 Note that using [57, Theorems 3.4-3.5], the previous convolutions can be defined
in a pointwise sense and are pathwise continuous, which means that the solution formula (3.8)
holds for almost all ω ∈ Ω and for all t ∈ [0, T˜ ]; we also refer to the proof of Lemma 3.15 below.
We define the mapping
Φ(v) := u, for v ∈ K
and are going to prove that Φ maps K into itself and that it is a contraction with respect to the
norm in L2(Ω; C([0, T˜ ∧ τn];Y )) if one chooses T˜ small enough. We split the proof into several
steps.
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Throughout this section we frequently use the estimates for analytic C0-semigroups and parabolic
evolution operators as stated in Theorem 2.3. Namely, according to (2.3), (2.4) there exists a
constant C : Ω→ R+ such that for 0 ≤ s < t ≤ T˜ ∧ τn and α˜, β˜ ∈ (0, 1] we have
||Aβ˜v (t)Uv(t, s)||L(X) ≤ C(t− s)−β˜, ||Aβ˜v (t)Uv(t, s)A−α˜v (s)||L(X) ≤ C(t− s)α˜−β˜. (3.9)
Furthermore, one can estimate the difference between Uv(t, s) and e−(t−s)Av(t) or e−(t−s)Av(s) for
0 ≤ s ≤ t ≤ T˜ ∧ τn as follows from [60, Section 3]:
||Aθ˜v(t)Uv(t, s)A−θ˜v (s)− e(t−s)Av(s)||L(X) ≤ C(t− s)δ+ν−1, 0 ≤ θ˜ ≤ 1 (3.10)
||Aθ˜v(t)(Uv(t, s)− e−(t−s)Av(t))A−ρ˜v (s)||L(X) ≤ C(t− s)ρ˜−θ˜+δ+ν−1, 0 ≤ θ˜, ρ˜ ≤ 1. (3.11)
Recall that δ stands for the Hölder exponent in the Acquistapace-Terreni condition (2.1).
Remark 3.14 Note that C depends on the stopping times, more precisely, according to (3.6)
one has C ≤ C˜(δ)eT˜ n1/δ . For notational simplicity we drop this dependence, but it should be
kept in mind.
Regarding all these we proceed towards our fixed-point argument.
Lemma 3.15 If T˜ is sufficiently small, then Φ maps K into itself.
Proof. The regularity results stated in Proposition 2.6 are the key ingredients, which are
required in order to estimate pathwise the terms containing stochastic integrals. Keeping in
mind that Z = D(Aβv (t)) for t ∈ [0, T˜ ∧ τn] and v ∈ K a.s., the first of these estimates entails
sup
0≤t≤T˜∧τn
||Uv(t, 0)
t∫
0
σ(s) dW (s)||Z = sup
0≤t≤T˜∧τn
||Aβv (t)Uv(t, 0)
t∫
0
σ(s) dW (s)||X
= sup
0≤t≤T˜∧τn
||Aβv (t)Uv(t, 0)A−βv (0)Aβv (0)
t∫
0
σ(s) dW (s)||X
≤ C sup
0≤t≤T˜∧τn
||Aβv (t)Uv(t, 0)A−βv (0)||L(X)||Aβv (0)
t∫
0
σ(s) dW (s)||X
≤ C sup
0≤t≤T˜∧τn
||
t∫
0
σ(s) dW (s)||Z ≤ C||J(σ)||C([0,T˜∧τn];Z).
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Furthermore, due to Proposition 2.6, J(σ) ∈ Cγ([0, T˜ ∧ τn];Z) a.s. for γ < 1/2. We obtain
sup
0≤t≤T˜∧τn
||
t∫
0
Uv(t, s)Av(s)
t∫
s
σ(r) dW (r) ds||Z
= sup
0≤t≤T˜∧τn
||
t∫
0
Aβv (t)U
v(t, s)Av(s)A
−β
v (s)A
β
v (s)
t∫
s
σ(r) dW (r) ds||X
≤ C sup
0≤t≤T˜∧τn
t∫
0
||Aβv (t)Uv(t, s)Av(s)A−βv (s)||L(X)||Aβv (s)
t∫
s
σ(r) dW (r)||X ds
≤ C sup
0≤t≤T˜∧τn
t∫
0
(t− s)−1||
t∫
s
σ(r) dW (r)||Z ds
≤ C sup
0≤t≤T˜∧τn
t∫
0
(t− s)−1(t− s)γ ||J(σ)||Cγ ([0,T˜∧τn];Z) ds ≤ CT˜
γ||J(σ)||Cγ ([0,T˜∧τn];Z).
We can also estimate the term involving the initial condition
sup
0≤t≤T˜∧τn
||Uv(t, 0)u0||Z = sup
0≤t≤T˜∧τn
||Aβv (t)Uv(t, 0)A−βv (0)Aβv (0)u0||X
≤ C sup
0≤t≤T˜∧τn
||Aβv (t)Uv(t, 0)A−βv (0)||L(X)||Aβv (0)u0||X ≤ C||u0||Z .
We immediately obtain that
sup
0≤t≤T˜∧τn
||
t∫
0
Uv(t, s)f(s) ds||Z ≤ CT˜ 1−β||f ||Cδ([0,T˜∧τn];X).
Consequently, we may conclude based upon the previous estimates that
sup
0≤t≤T˜∧τn
||u(t)||Z ≤ C
(
||u0||Z + T˜ γ ||J(σ)||Cγ ([0,T˜∧τn];Z) + T˜
1−β ||f ||Cδ([0,T˜∧τn];X)
)
.
Furthermore, one can derive regularity results for u in appropriate function spaces. This can be
shown using arguments from [63, Proposition 5.1] (deterministic estimates) and [57, Theorem
4.4] (pathwise Sobolev/Hölder regularity of the generalized stochastic convolution). For the
convenience of the reader, we shortly indicate the main computation which justifies the Hölder-
continuity of u in Y . Let 0 ≤ s < t ≤ T˜ ∧ τn. Then building the difference of the solution at
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these two time points yields
u(t)− u(s) = (Uv(t, s)− Id)u(s) + Uv(t, 0)
t∫
s
σ(r) dW (r) +
t∫
s
Uv(t, τ)f(τ) dτ
+
t∫
s
Uv(t, τ)Av(τ)
t∫
τ
σ(r) dW (r) dτ +
s∫
0
Uv(t, τ)Av(τ)
t∫
s
σ(r) dW (r) dτ.
We write the first term as
(Uv(t, s)− Id)u(s) =
[
(Uv(t, s)− e−(t−s)Av(t))A−βv (s) + (e−(t−s)Av(t) − Id)(A−βv (s)−A−βv (t))
+ (e−(t−s)Av(t) − Id)A−βv (t)
]
Aβv (s)u(s). (3.12)
Recalling that || · ||Y = ||Aαv (t) · ||X we start estimating all the terms above in the appropriate
norm. Using (3.11) we have for the first term
||Aαv (t)(Uv(t, s)− e−(t−s)Av(t))A−βv (s)||L(X) ≤ C(t− s)β−α+δ+ν−1.
Recall that for δ introduced in (2.1) we imposed that 1− ν < δ < β − α ∧ γ.
Similarly,
||Aαv (t)(e−(t−s)Av(t) − Id)(A−βv (s)−A−βv (t))||L(X)
≤ ||(e−(t−s)Av(t) − Id)Aα−α′v (t)||L(X)||Aα
′
v (t)(A
−β
v (s)−A−βv (t))||L(X) ≤ C(t− s)α
′−α+δ
and
||Aαv (t)(e−(t−s)Av(t) − Id)A−βv (t)||L(X) ≤ C(t− s)β−α.
Here α′ is an exponent satisfying α < α′ < β + ν − 1.
Obviously, ∥∥∥∥∥∥Aαv (t)
t∫
s
Uv(t, τ)f(τ) dτ
∥∥∥∥∥∥
X
≤ C(t− s)1−α||f ||Cδ([0,T˜∧τn];X).
Now, we turn to the terms of (3.12) that contain stochastic integrals and verify their regularity.
First of all∥∥∥∥∥∥Aαv (t)Uv(t, 0)A−βv (0)Aβv (0)
t∫
s
σ(r) dW (r)
∥∥∥∥∥∥
X
≤ Ctβ−α||J(σ)(t) − J(σ)(s)||Z
≤ Ctβ−α(t− s)γ ||J(σ)||Cγ ([0,T˜∧τn];Z).
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Furthermore ∥∥∥∥∥∥Aαv (t)
t∫
s
Uv(t, τ)Av(τ)
t∫
τ
σ(r) dW (r) dτ
∥∥∥∥∥∥
X
=
∥∥∥∥∥∥Aαv (t)
t∫
s
Uv(t, τ)Av(τ)A
−β
v (τ)A
β
v (τ)
t∫
τ
σ(r) dW (r) dτ
∥∥∥∥∥∥
X
≤ C
t∫
s
(t− τ)β−1−α||J(σ)(t) − J(σ)(τ)||Z dτ
≤ C(t− s)β−α+γ ||J(σ)||
Cγ ([0,T˜∧τn];Z)
.
Finally
∥∥∥∥∥∥Aαv (t)
s∫
0
Uv(t, τ)Av(τ)
t∫
s
σ(r) dW (r) dτ
∥∥∥∥∥∥
X
=
∥∥∥∥∥∥Aαv (t)
s∫
0
Uv(t, τ)Av(τ)A
−β
v (τ)A
β
v (τ)
t∫
s
σ(r) dW (r) dτ
∥∥∥∥∥∥
X
≤ (t− s)β−α+γ ||J(σ)||
Cγ ([0,T˜∧τn];Z)
.
In conclusion, choosing T˜ sufficiently small, we have that ||u(t) − u0||Z ≤ R and
||u||
Cδ([0,T˜∧τn];Y )
≤ k a.s. This means that Φ maps K into itself as claimed. 
We also provide mean-square estimates for u. The arguments employed in this computation will
be required later on when we prove the contraction property of Φ with respect to the norm in
L2(Ω; C([0, T˜ ∧ τn];Y )).
Lemma 3.16 We have
E
[
sup
0≤t≤T˜∧τn
||u(t) − u0||2Z
]
≤ CR2 + C
(
T˜ 2(1−β)||f ||2
Cδ([0,T˜∧τn];X)
+ T˜ ||σ||2
C([0,T˜∧τn];L2(H,Z))
)
as well as
E
[
||u||2
Cδ([0,T˜∧τn];Y )
]
≤ k2.
Proof. Let 0 < t ≤ T˜ ∧ τn. We start to prove the first assertion considering each term of the
solution separately. By similar deliberations combined with (3.10) and (3.11) we have
||(Uv(t, 0) − Id)u0||Z = ||Aβv (t)(Uv(t, 0) − Id)u0||X
≤ C||Aβv (t)(Uv(t, 0)− Id)A−βv (0)||L(X)||Aβv (0)u0||X ≤ CR,
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since u0 ∈ K a.s. Consequently, we get
E
[
sup
0≤t≤T˜∧τn
||Uv(t, 0)u0 − u0||2Z
]
≤ CR2.
As argued above
E
 sup
0≤t≤T˜∧τn
||
t∫
0
Uv(t, s)f(s) ds||2Z
 ≤ CT˜ 2(1−β)||f ||2
C([0,T˜∧τn];X)
.
We now estimate the terms containing the stochastic integrals in L2(Ω, Z) following the strategy
in [57, Lemma 5.2]. The first stochastic integral yields
||Uv(t, 0)
t∫
0
σ(s) dW (s)||L2(Ω,Z) = ||Aβv (t)Uv(t, 0)
t∫
0
σ(s) dW (s)||L2(Ω,X)
≤ C||Aβv (t)Uv(t, 0)|L(Z,X)||
t∫
0
σ(s) dW (s)||L2(Ω,Z)
≤ C
√
t||σ||C([0,t];L2(H,Z)).
Applying the Burkholder-Davis-Gundy inequality gives
E
 sup
0≤t≤T˜∧τn
||Uv(t, 0)
t∫
0
σ(s) dW (s)||2Z
 ≤ CT˜ ||σ||2
C([0,T˜∧τn];L2(H,Z))
.
The next step is to analyze the generalized stochastic convolution. This yields∥∥∥∥∥∥
t∫
0
Uv(t, s)Av(s)
t∫
s
σ(r) dW (r) ds
∥∥∥∥∥∥
L2(Ω,Z)
=
∥∥∥∥∥∥
t∫
0
Aβv (t)U
v(t, s)Av(s)
t∫
s
σ(r) dW (r) ds
∥∥∥∥∥∥
L2(Ω,X)
≤ C
t∫
0
||Aβv (t)Uv(t, s)Av(s)||L(Z,X)||
t∫
s
σ(r) dW (r)||L2(Ω,Z) ds
≤ C
t∫
0
(t− s)−1(t− s)1/2||σ||C([0,t];L2(H,Z)) ds ≤ C
√
t||σ||C([0,t];L2(H,Z)).
Furthermore, one easily obtains that
E
 sup
0≤t≤T˜∧τn
∥∥∥∥∥∥
t∫
0
Uv(t, s)Av(s)
t∫
s
σ(r) dW (r) ds
∥∥∥∥∥∥
2
Z

≤ CE
T˜∧τn∫
0
||Uv(t, s)Av(s)
t∫
s
σ(r) dW (r)||2Z ds ≤ CT˜ ||σ||2C([0,T˜∧τn];L2(H,Z)).
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In summary, we have obtained
E
[
sup
0≤t≤T˜∧τn
||u(t)− u0||2Z
]
≤ CR2 + C
(
T˜ 2(1−β)||f ||2
Cδ([0,T˜∧τn];X)
+ T˜ ||σ||2
C([0,T˜∧τn];L2(H,Z))
)
,
which proves the first statement. In order to prove the second one we only analyze the terms
containing stochastic integrals, since the remaining ones are obvious due to Lemma 3.15. We set
uσ(t) := Uv(t, 0)(J(σ)(t)) −
t∫
0
Uv(t, s)Av(s)(J(σ)(t) − J(σ(s)) ds.
From the estimates employed in Lemma 3.15 we infer that
||uσ ||Cδ([0,T˜∧τn];Y ) ≤ CT˜ ||J(σ)||Cγ ([0,T˜∧τn];Z),
where CT˜ → 0 as T˜ ց 0. Now, we can apply Proposition 2.7 which gives estimates of the second
moment of the Hölder-norm of J(σ) and obtain
||uσ||L2(Ω;Cδ([0,T˜∧τn];Y )) ≤ C||J(σ)||L2(Ω;Cγ([0,T˜∧τn];Z))
≤ CC
T˜
T˜ 1/2||σ||
C([0,T˜∧τn];L2(H,Z))
.
Consequently, we find
||u||
L2(Ω;Cδ([0,T˜∧τn];Y ))
≤ CC
T˜
(T˜ 1/2||σ||
C([0,T˜∧τn];L2(H,Z))
+ ||u0||Z + ||f ||Cδ([0,T˜ ];X)).

The next step is to establish that Φ : K → K is a contraction with respect to the norm in
L2(Ω; C([0, T˜ ∧ τn];Y )). To this aim consider two solutions having the same initial condition
uj(t) = U
vj (t, 0)u0 + U
vj (t, 0)
t∫
0
σ(s) dW (s) +
t∫
0
Uvj (t, s)f(s) ds
−
t∫
0
Uvj (t, s)Av1(s)
t∫
s
σ(r) dW (r) ds, j ∈ {1, 2}. (3.13)
Taking the difference between these two solutions entails
u1(t)− u2(t) = (Uv1(t, 0)− Uv2(t, 0))u0 + (Uv1(t, 0) − Uv2(t, 0))
t∫
0
σ(s) dW (s)
+
t∫
0
(Uv1(t, s)− Uv2(t, s))f(s) ds−
t∫
0
(Uv1(t, s)Av1(s)− Uv2(t, s)Av2(s))
t∫
s
σ(r) dW (r) ds
=: (av1(t)− av2(t)) + (bv1(t)− bv2(t)) + (cv1(t)− cv2(t))− (dv1(t)− dv2(t)).
In order to verify the contraction property we will separately analyze the terms containing initial
data, the deterministic drift term, and the stochastic/noise term(s).
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Lemma 3.17 Let u0 ∈ K a.s. and consider 0 ≤ t ≤ T˜ ∧ τn. Then the following estimate holds:
E
[
||av1 − av2 ||2
C([0,T˜∧τn];Y )
]
≤ C(Rn)2T˜ 2(ν+β−α−1)E||v1 − v2||2C([0,T˜∧τn];Y ).
Proof. The proof follows the deterministic quasilinear setting discussed in [60, Lemma 3.1].
Knowing that for 0 ≤ s ≤ τ ≤ t ≤ T˜ ∧ τn and u0 ∈ K a.s.
∂
∂τ
Uv1(t, τ)Uv2(τ, s)u0 = U
v1(t, τ)(Av2(τ)−Av1(τ))Uv2(τ, s)u0,
we have
Uv2(t, s)u0 − Uv1(t, s)u0 =
t∫
s
Uv1(t, τ)(Av2(τ)−Av1(τ))Uv2(τ, s)u0 dτ. (3.14)
Therefore, from (3.14) using Yosida approximations Avj,m for j ∈ {1, 2} of the generators, we
obtain for 0 ≤ θ < ν that
Aθv1,m(t)(U
v1,n(t, 0) − Uv2,m(t, 0))A−βv2,m (0)
=
t∫
0
Aθv1,m(t)U
v1,m(t, s)Av1,m(s)(Av1,m(s)
−1 −Av2,m(s)−1)Av2,m(s)Uv2,m(s, 0)A−βv2,m(0) ds.
Letting m→∞ in the previous identity we conclude
Aθv1(t)(U
v1(t, 0) − Uv2(t, 0))A−βv2 (0)
=
t∫
0
Aθv1(t)U
v1(t, s)A1−νv1 (s)A
ν
v1(s)(Av1(s)
−1 −Av2(s)−1)Av2(s)Uv2(s, 0)A−βv2 (0) ds.
Taking into account (2.3), (3.5) and (3.4) we get
||Aθv1(t)(Uv1(t, 0)− Uv2(t, 0))A−βv2 (0)||L(X) ≤ Cn
t∫
0
(t− s)ν−θ−1sβ−1||v1(s)− v2(s)||Y ds
≤ Cntν−θ+β−1||v1 − v2||C([0,T˜∧τn];Y ), (3.15)
from which we infer that
||Aθv1(t)(Uv1(t, 0) − Uv2(t, 0))u0||X ≤ Cntν−θ+β−1||v1 − v2||C([0,T˜∧τn];Y )||u0||β . (3.16)
Setting θ := α in (3.16) entails
||Aαv1(t)(Uv1(t, 0)− Uv2(t, 0))u0||X ≤ Cntν+β−α−1||v1 − v2||C([0,T˜∧τn];Y )||u0||β ,
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which means that
||(Uv1(t, 0)− Uv2(t, 0))u0||Y ≤ CnT˜ ν+β−α−1||v1 − v2||C([0,T˜∧τn];Y )||u0||β
≤ CRnT˜ ν+β−α−1||v1 − v2||C([0,T˜∧τn];Y ),
since u0 ∈ K a.s. Taking expectation in the previous inequality leads to the desired estimate.
Recall that we assumed 1− ν < β − α in (A4’). 
Lemma 3.18 The estimate
E
[
||bv1 − bv2 ||2
C([0,T˜∧τn];Y )
]
≤ Cn2T˜ 2(ν+β−α)−1||σ||2
C([0,T˜∧τn];L2(H,Z))
E
[
||v1 − v2||2C([0,T˜∧τn];Y )
]
(3.17)
is valid.
Proof. Let 0 < t ≤ T˜ ∧ τn. We have
||(Uv1(t, 0)− Uv2(t, 0))
t∫
0
σ(s) dW (s)||L2(Ω,Y )
≤ ||Aαv1(t)(Uv1(t, 0) − Uv2(t, 0))A−βv2 (0)||L(X)||
t∫
0
σ(s) dW (s)||L2(Ω;Z)
≤ C
√
t||Aαv1(t)(Uv1(t, 0) − Uv2(t, 0))A−βv2 (0)||L(X)||σ||C([0,t];L2(H,Z)).
As already seen, (3.16) entails
||Aαv1(t)(Uv1(t, 0)− Uv2(t, 0))||L(Z,X) ≤ CnT˜ ν−α+β−1||v1 − v2||C([0,T˜∧τn];Y ).
Putting all this together proves (3.17). 
Lemma 3.19 For 0 ≤ t ≤ T˜ ∧ τn we have
E
[
||cv1 − cv2 ||2
C([0,T˜∧τn];Y )
]
≤ Cn2T˜ 2(ν−α)||f ||2
Cδ([0,T˜∧τn];X)
E
[
||v1 − v2||2C([0,T˜∧τn];Y )
]
.
Proof. Consider 0 ≤ θ < ν ≤ 1. Using again Yosida approximations we infer that
Aθv1(t)
t∫
0
(Uv1(t, s)− Uv2(t, s))f(s) ds
=
t∫
0
t∫
s
Aθv1(t)U
v1(t, r)Av1(r)[A
−1
v1 (r)−A−1v2 (r)]Av2(r)Uv2(r, s)f(s) dr ds
=
t∫
0
Aθv1(t)U
v1(t, r)Av1(r)[A
−1
v1 (r)−A−1v2 (r)]Av2(r)
r∫
0
Uv2(r, s)f(s) ds dr
=
t∫
0
Aθv1(t)U
v1(t, r)A1−νv1 (r)A
ν
v1(r)[A
−1
v1 (r)−A−1v2 (r)]Av2(r)
r∫
0
Uv2(r, s)f(s) ds dr.
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Regarding that ∥∥∥∥∥∥Av2(r)
r∫
0
Uv2(r, s)f(s) ds
∥∥∥∥∥∥
X
≤ Cδ||f ||Cδ([0,T˜∧τn];X)
we conclude similar to the proof of Lemma 3.15∥∥∥∥∥∥Aθv1(t)
t∫
0
(Uv1(t, s)− Uv2(t, s))f(s) ds
∥∥∥∥∥∥
X
≤ Cn
t∫
0
(t− r)ν−θ−1||v1(r)− v2(r)||Y dr
≤ Cn
t∫
0
(t− r)ν−θ−1 dr||v1 − v2||C([0,T˜∧τn];Y )||f ||Cδ([0,T˜∧τn];X)
≤ CnT˜ ν−θ||v1 − v2||C([0,T˜∧τn];Y )||f ||Cδ([0,T˜∧τn];X). (3.18)
Obviously, one also obtains∥∥∥∥∥∥Aθv1(t)
t∫
0
(Uv1(t, s)− Uv2(t, s))f(s) ds
∥∥∥∥∥∥
X
≤ Cntν−θ||v1 − v2||C([0,T˜∧τn];Z)||f ||Cδ([0,T˜∧τn];X).
Again setting θ := α in (3.18) leads to∥∥∥∥∥∥
t∫
0
(Uv1(t, s)− Uv2(t, s))f(s) ds
∥∥∥∥∥∥
Y
≤ Cntν−α||f ||
Cδ([0,T˜∧τn];X)
||v1 − v2||C([0,T˜∧τn];Y ).
Taking expectation yields the claimed result. 
Remark 3.20 Instead of taking f Hölder-continuous with values in X one can let f be just
continuous with values in Xρˆ, for a suitable chosen ρˆ > 0, consult [63] and the references specified
therein.
We now analyze the generalized stochastic convolution. To this aim the higher space-regularity of
σ is required. Such a condition is natural for this technique, since one needs additional regularity
assumptions when building the difference of two evolution systems, compare for instance Lemma
3.17.
Lemma 3.21 We have
E
[
||dv1 − dv2 ||2
C([0,T˜∧τn];Y )
]
≤ Cn2T˜ 2(ν−α+2β)−1||σ||2
C([0,T˜∧τn];L2(H,X2β))
E
[
||v1 − v2||2C([0,T˜∧τn];Y )
]
.
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Proof. Let 0 ≤ t ≤ T˜ ∧ τn. Then
t∫
0
(Uv1(t, s)Av1(s)− Uv2(t, s)Av2(s))
t∫
s
σ(r) dW (r) ds
=
t∫
0
(Uv1(t, s)− Uv2(t, s))Av1(s)
t∫
s
σ(r) dW (r) ds
+
t∫
0
Uv2(t, s)(Av1(s)−Av2(s))
t∫
s
σ(r) dW (r) ds
=: (ev1(t)− ev2(t)) + (f v1(t)− f v2(t)). (3.19)
Recalling Lemma 3.17 we rewrite the first term as
t∫
0
(Uv1(t, s)− Uv2(t, s))Av1(s)
t∫
s
σ(r) dW (r) ds
=
t∫
0
t∫
s
Uv2(t, q)Av2(q)(A
−1
v1 (q)−A−1v2 (q))Av1(q)Uv1(q, s)A1−2βv1 (s) dq A2βv1 (s)
t∫
s
σ(r) dW (r) ds.
Let 0 ≤ θ < ν. Regarding that∥∥∥∥∥∥
t∫
0
(Uv1(t, s)− Uv2(t, s))Av1(s)
t∫
s
σ(r) dW (r) ds
∥∥∥∥∥∥
=
∥∥∥∥∥
t∫
0
t∫
s
Uv2(t, τ)Av2(τ)(A
−1
v1 (τ)−A−1v2 (τ))Av1(τ)Uv1(τ, s)Av1(s)A−2βv1 (s)dτA2βv1 (s)
t∫
s
σ(r)dW (r)ds
∥∥∥∥∥
we get ∥∥∥∥∥∥
t∫
0
Aθv1(t)(U
v1(t, s)− Uv2(t, s))Av1(s)
t∫
s
σ(r) dW (r) ds
∥∥∥∥∥∥
L2(Ω;X)
≤ Cn
t∫
0
(t− s)ν−θ+2β+1/2−2 ds||σ||C([0,t];L2(H,X2β))||v1 − v2||C([0,t];Y )
≤ Cntν−θ+2β−1/2||σ||C([0,t];L2(H,X2β))||v1 − v2||C([0,t];Y ).
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Consequently,
E
 sup
0≤t≤T˜∧τn
∥∥∥∥∥∥
t∫
0
Aθv1(t)(U
v1(t, s)− Uv2(t, s))Av1(s)
t∫
s
σ(r) dW (r) ds
∥∥∥∥∥∥
2
X

≤ CE
 T˜∧τn∫
0
||Aθv1(t)(Uv1(t, s)− Uv2(t, s))Av1(s)
t∫
s
σ(r) dW (r)||2X ds

≤ Cn2T˜ 2(ν−θ+2β)−1||σ||2
C([0,T˜∧τn];L2(H,X2β))
E
[
||v1 − v2||2C([0,T˜∧τn];Y )
]
. (3.20)
Using that A1−2βv1 ∈ L(X), we estimate the second term in (3.19) as∥∥∥∥∥∥
t∫
0
Aθv2(t)U
v2(t, s)(Av1(s)−Av2(s))
t∫
s
σ(r) dW (r) ds
∥∥∥∥∥∥
L2(Ω;X)
≤ Cntν−θ+1/2||σ||C([0,t];L2(H,X2β))||v1 − v2||C([0,t];Y ).
Summarizing the previous calculations, we obtain
E
 sup
0≤t≤T˜∧τn
∥∥∥∥∥∥
t∫
0
Aθv2(t)U
v2(t, s)(Av1(s)−Av2(s))
t∫
s
σ(r) dW (r) ds
∥∥∥∥∥∥
2
X
 (3.21)
≤ Cn2T˜ 2(ν−θ)+1||σ||2
C([0,T˜∧τn];L2(H,X2β))
E
[
||v1 − v2||2C([0,T˜∧τn];Y )
]
.
Setting θ := α in (3.20) and (3.21), the triangle-inequality in L2(Ω;Y ) proves the statement. 
Collecting all these results finally yields.
Lemma 3.22 The mapping Φ : K → K is a contraction for a sufficiently small T˜ .
Proof. We obtained that
E
[
||u1 − u2||2C([0,T˜∧τn];Y )
]
≤ C(Rn)2T˜ 2(ν+β−α−1)E
[
||v1 − v2||2C([0,T˜∧τn];Y )
]
+ Cn2T˜ 2(ν−α+β)−1||σ||2
C([0,T˜∧τn];L2(H,Z))
E
[
||v1 − v2||2C([0,T˜∧τn];Y )
]
+ Cn2T˜ 2(ν−α)||f ||2
C([0,T˜∧τn];X)
E
[
||v1 − v2||2C([0,T˜∧τn];Y )
]
+ Cn2T˜ 2(ν−α+2β)−1||σ||2
C([0,T˜∧τn];L2(H,X2β))
E
[
||v1 − v2||2C([0,T˜∧τn];Y )
]
.
Therefore, choosing T˜ small enough we obtain that Φ is a contraction. 
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In conclusion, due to Lemma 3.22, Banach’s fixed-point theorem proves Theorem 3.11.
We now derive analogously to the proof of Theorem 1.3 in [38] assertions regarding the corre-
sponding stopping times.
Lemma 3.23 (Positivity of the stopping times) Let 0 < ε < 1 be fixed. Then under the
assumptions of Theorem 3.11 we have
P(τn > ε) > 1− ε2
(
C˜E||u0||2Z + C˜ε||σ||2C([0,ε];L2(H,Z)) + C˜ε2(1−β)||f ||2Cδ([0,ε];X)
)
, (3.22)
where the positive constant C˜ = C˜(δ) is independent of ε and u0.
Proof. For 0 < ε < 1 there exists a positive number n such that
1
n+ 1
≤ ε < 1
n
.
Applying Theorem 3.11 we obtain that (u, T˜ ∧ τn) is the pathwise mild solution of (3.1). Our
aim is to derive estimates for
E sup
0≤t≤ε
||u(t ∧ τn)||2Z . (3.23)
Using the definition of τn we know that{
ω : sup
0≤t≤ε
||u(t ∧ τn)||Z < n
}
⊂ {ω : τn(ω) > ε}. (3.24)
Therefore, if we show (3.23), Chebyshev’s inequality proves the statement.
By the same computation as performed in Lemma 3.16 we have
E sup
0≤t≤T˜∧τn
||Uu(t, 0)u0||2Z ≤ C˜en
2/δ T˜
E||u0||2Z .
Furthermore,
E sup
0≤t≤T˜∧τn
||Uu(t, 0)
t∫
0
σ(r) dW (r)||2Z ≤ C˜en
2/δT˜ T˜ ||σ||2
C([0,T˜ ];L2(H,Z))
and
E
 sup
0≤t≤T˜∧τn
∥∥∥∥∥∥
t∫
0
Uv(t, s)Av(s)
t∫
s
σ(r) dW (r) ds
∥∥∥∥∥∥
2
Z

≤ CE
T˜∧τn∫
0
||Uv(t, s)Av(s)
t∫
s
σ(r) dW (r)||2Z ds ≤ C˜en
2/δT˜ T˜ ||σ||2
C([0,T˜ ];L2(H,Z))
.
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This means that
E sup
0≤t≤T˜∧τn
||u(t)||2Z ≤ C˜en
2/δ T˜
(
E||u0||2Z + T˜ ||σ||2C([0,T˜ ];L2(H,Z)) + T˜
2(1−β)||f ||2
Cδ([0,T˜ ];X)
)
,
which implies
E sup
0≤t≤ε
||u(t ∧ τn)||2Z ≤ C˜en
2/δε
(
E||u0||2Z + ε||σ||2C([0,ε];L2(H,Z)) + ε2(1−β)||f ||2Cδ([0,ε];X)
)
. (3.25)
From (3.24) and Chebyshev’s inequality we have that
P(τn > ε) > P( sup
0≤t≤ε
||u(t ∧ τn)||Z < n) ≥ 1− 1
n2
E sup
0≤t≤ε
||u(t ∧ τn)||2Z
≥ 1− C˜ e
εn2/δ
n2
(
E||u0||2Z + ε||σ||2C([0,ε];L2(H,Z)) + ε2(1−β)||f ||2Cδ([0,ε];X)
)
≥ 1− ε2
(
C˜E||u0||2Z + C˜ε||σ||2C([0,ε];L2(H,Z)) + C˜ε2(1−β)||f ||2Cδ([0,ε];X)
)
.

As already discussed, the next step is to extend the results established in Theorem 3.11 and
include nonlinearities of semilinear type. More precisely, we consider{
du(t) = [(Au(t))(u(t)) + F (t, u(t))] dt+ σ(t, u(t)) dW (t), t ∈ [0, T ]
u(0) = u0 ∈ K a.s.
(3.26)
and make standard local Lipschitz and growth assumptions on F : Ω × [0, T ] × X → X and
σ : Ω × [0, T ] × X → L2(H,X2β). In particular, we assume that there exist constants LF =
LF (n), lF = lF (n), Lσ = Lσ(n), lσ = lσ(n) > 0 such that
||F (u)− F (v)||X ≤ LF ||u− v||X , ||u||Z ≤ n, ||v||Z ≤ n, (3.27)
||F (u)||X ≤ lF (1 + ||u||X ), ||u||Z ≤ n, (3.28)
and respectively
||σ(u)− σ(v)||L2(H,X2β) ≤ Lσ||u− v||X , ||u||Z ≤ n, ||v||Z ≤ n, (3.29)
||σ(u)||L2(H,X2β) ≤ lσ(1 + ||u||X ), ||u||Z ≤ n. (3.30)
We remark that since L2(H,X2β) →֒ L2(H,Xβ) and Y →֒ X we also get
||σ(u) − σ(v)||L2(H,Xβ) ≤ CLσ||σ(u) − σ(v)||L2(H,X2β) ≤ CLσ||u− v||X ≤ CLσ||u− v||Y .
(3.31)
We can now state our main result of this work.
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Theorem 3.24 The quasilinear SPDE (3.26) possesses a unique local pathwise mild solution
u ∈ L0(Ω;B([0, T˜ ∧ τn];Z)) ∩ L0(Ω; Cδ([0, T˜ ∧ τn];Y )) given by
u(t) = Uu(t, 0)u0 + U
u(t, 0)
t∫
0
σ(r, u(r)) dW (r) +
t∫
0
Uu(t, s)f(s, u(s)) ds
−
t∫
0
Uu(t, s)A(u(s))
t∫
s
σ(r, u(r)) dW (r) ds. (3.32)
We note that all the results from the linear case concerning the definition and regularity properties
of the generalized stochastic convolution can be extended to the nonlinear setting as discussed
in [57, Section 5.1].
In order to prove Theorem 3.24, analogously to the linear case, we first let v ∈ K a.s., set
fv(t) := F (t, v(t)), σv(t) := σ(t, v(t)) and consider the Cauchy problem{
du(t) = [(Au(t))(u(t)) + fv(t)] dt+ σv(t) dW (t), t ∈ [0, T˜ ]
u(0) = u0 ∈ K a.s.
(3.33)
Note that all the assumptions of Theorem 3.11 are satisfied. This means that the quasilinear
inhomogenuous equation (3.33) possesses a unique pathwise mild solution u ∈ L0(Ω;B([0, T˜ ∧
τn];Z)) ∩ L0(Ω; Cδ([0, T˜ ∧ τn];Y )) such that
u(t) = Uu(t, 0)u0 + U
u(t, 0)
t∫
0
σv(r) dW (r) +
t∫
0
Uu(t, s)fv(s) ds
−
t∫
0
Uu(t, s)Au(s)
t∫
s
σv(r) dW (r) ds.
In order to obtain a solution for (3.26) by a fixed-point argument, we define just as before the
mapping
Φ(v) := u, for v ∈ K.
One can show analogously to the proof of Lemma 3.15 that this maps K into itself if one chooses
T˜ small enough.
We now verify the contraction property with respect to the norm in L2(Ω; C([0, T˜ ∧ τn];Y )). The
computation relies on similar estimates as for (3.7) combined with the local Lipschitz continuity
and growth boundedness of F and σ.
Lemma 3.25 The mapping Φ is a contraction if T˜ is sufficiently small.
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Proof. Let 0 < t ≤ T˜ ∧ τn. Considering the difference between two solutions yields
u1(t)− u2(t) = (Uu1(t, 0) − Uu2(t, 0))u0 + (Uu1(t, 0) − Uu2(t, 0))
t∫
0
σv1(r) dW (r)
+ Uu2(t, 0)
t∫
0
(σv1(r)− σv2(r)) dW (r) +
t∫
0
(Uu1(t, s)− Uu2(t, s))fv1(s) ds
+
t∫
0
Uu2(t, s)(fv1(s)− fv2(s)) ds−
t∫
0
Uu2(t, s)Au2(s)
t∫
s
(σv1(r)− σv2(r)) dW (r) ds
−
t∫
0
(Uu1(t, s)− Uu2(t, s))Au1(s)
t∫
s
σv1(r) dW (r) ds
−
t∫
0
Uu2(t, s)(Au1(s)−Au1(s))
t∫
s
σv1(r) dW (r) ds
=: (âu1(t)− âu2(t)) + (̂bu1(t)− b̂u2(t)) + (ĉv1(t)− ĉv2(t)) + (d̂u1(t)− d̂u2(t))
+ (êv1(t)− êv2(t)) + (f̂ v1(t)− f̂ v2(t)) + (ĝu1(t)− ĝu2(t)) + (ĥu1(t)− ĥu2(t)). (3.34)
We now provide suitable estimates for each of the terms above in appropriate function spaces.
For the first one, as discussed in Lemma 3.17, we have
E
[
||âu1 − âu2 ||2
C([0,T˜∧τn];Y )
]
≤ C(Rn)2T˜ 2(ν+β−α−1)E
[
||u1 − u2||2C([0,T˜∧τn];Y )
]
.
From Lemma 3.18, applying the Burkholder-Davis-Gundy inequality and (3.30), the second term
yields
E
[
||̂bu1 − b̂u2 ||2
C([0,T˜∧τn];Y )
]
= E
 sup
0≤t≤T˜∧τn
||Aαv1(t)(Uu1(t, 0) − Uu2(t, 0))
t∫
0
σv1(r) dW (r)||2Y

≤ CE
 sup
0≤t≤T˜∧τn
||Aαv1(t)(Uu1(t, 0)− Uu2(t, 0))A−βv2 (0)||2L(X)||
t∫
0
σv1(s) dW (s)||2Z

≤ Cn2T˜ 2(ν−α+β)−2||u1 − u2||2C([0,T˜∧τn];Y )E
 T˜∧τn∫
0
||σv1(t)||2L2(H,Z) dt

≤ C(lσn)2T˜ 2(ν−α+β)−1||u1 − u2||2C([0,T˜∧τn];Y )E
[
sup
0≤t≤T˜∧τn
(1 + ||v1(t)||2Z)
]
≤ C(lσn)2T˜ 2(ν−α+β)−1||u1 − u2||2C([0,T˜∧τn];Y )
(
1 +R2 + E
[||u0||2Z])
≤ C(CRlσn)2T˜ 2(ν−α+β)−1E
[
||u1 − u2||2C([0,T˜∧τn];Y )
]
.
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According to (3.29) we get
E
[
||ĉv1 − ĉv2 ||2
C([0,T˜∧τn];Y )
]
= E
 sup
0≤t≤T˜∧τn
∥∥∥∥∥∥Uu2(t, 0)
t∫
0
(σv1(r)− σv2(r)) dW (r)
∥∥∥∥∥∥
2
Y

≤ CL2σT˜ 2(β−α)+1E
[
||v1 − v2||2C([0,T˜∧τn];Y )
]
.
Keeping Lemma 3.19 in mind, together with the fact that v1 ∈ K a.s., yields due to (3.28)∥∥∥∥∥∥
t∫
0
(Uu1(t, s)− Uu2(t, s))fv1(s) ds
∥∥∥∥∥∥
Y
=
∥∥∥∥∥∥
t∫
0
Aαu1(t)(U
u1(t, s)− Uu2(t, s))fv1(s) ds
∥∥∥∥∥∥
X
≤ Cn
t∫
0
(t− τ)ν−α−1||u1(τ)− u2(τ)||Y ||fv1 ||Cδ([0,t];X) dτ
≤ CCRnlF T˜ ν−α||u1 − u2||C([0,T˜∧τn];Y ).
Consequently, we find taking the expectation that
E
[
||d̂u1 − d̂u2 ||2
C([0,T˜∧τn];Y )
]
≤ C(CRnlF )2T˜ 2(ν−α)E
[
||u1 − u2||2C([0,T˜∧τn];Y )
]
.
From (3.27) and using the Lipschitz assumption for f we can directly infer, via similar calculations
as above that
E
[
||êv1 − êv2 ||2
C([0,T˜∧τn];Y )
]
≤ CL2F T˜ 2(1−α)E
[
||v1 − v2||2C([0,T˜∧τn];Y )
]
.
Similar computations as in the proof of Lemma 3.16 together with (3.29) imply
E
[
||f̂ v1 − f̂ v2 ||2
C([0,T˜∧τn];Y )
]
≤ CL2σT˜ 2(β−α)+1E
[
||v1 − v2||2C([0,T˜∧τn];Y )
]
.
The last two terms can be estimated as in Lemma 3.21 applying (3.30). The result of the
computations is
E
[
||ĝu1 − ĝu2 ||2
C([0,T˜∧τn];Y )
]
≤ C(CRnlσ)2T˜ 2(ν−α+2β)−1E
[
||u1 − u2||2C([0,T˜∧τn];Y )
]
.
Finally, another computation very similar to the previous ones gives us the following estimates
E
[
||ĥu1 − ĥu2 ||2
C([0,T˜∧τn];Y )
]
≤ C(CRnlσ)2T˜ 2(ν−α)+1E
[
||u1 − u2||2C([0,T˜∧τn];Y )
]
.
Collecting all these estimates for the terms defined in (3.34) and choosing T˜ small enough proves
the statement. 
The following result is the analogue of Lemma 3.23 in the semilinear case.
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Lemma 3.26 Let 0 < ε < 1. Under the assumptions of Theorem 3.24 it holds
P(τn > ε) > 1− ε2(C1E||u0||2Z + C2ε),
where the positive constants C1 and C2 are independent of u0.
Proof. The statement can be shown analogously to Lemma 3.23, compare the proof of Theorem
1.3 in [38]. One can find a positive number n such that 1n+1 ≤ ε < 1n and can use (3.32) to derive
estimates for
E sup
0≤t≤T˜∧τn
||u(t)||2Z ,
which provide bounds for
E sup
0≤t≤ε
||u(t ∧ τn)||2Z .
Using these as in (3.25) and regarding the local growth boundedness of f and σ specified in
(3.28) and (3.30), one infers that
E sup
0≤t≤ε
||u(t ∧ τn)||2Z ≤ CE||u0||2Z + ε2(1−β)C(lF (n) + 1)ε
ε∫
0
E||u(s ∧ τn)||2Z ds
+ Cε(lσ(n) + 1)
ε∫
0
E||u(s ∧ τn)||2Z ds.
Gronwall’s Lemma and Chebyshev’s inequality prove the statement as argued in Lemma 3.23.

Remark 3.27 Of course, one could also make global Lipschitz assumptions on f and σ and
thereafter use suitable cut-offs as in the semilinear case or as in [36]. Namely one can consider
the standard cut-off function hn : Z → Z defined as
hnu :=
{
u, if ||u||Z ≤ n
nu
||u||Z
, if ||u||Z > n
and show that fn := hnf and σn := hnσ are globally Lipschitz continuous. Here we have directly
localized the assumption.
From all these deliberations we finally conclude
Theorem 3.28 There exists a unique maximal local pathwise mild solution of (3.24) u ∈
L0(Ω;B([0, τ∞);Z)) ∩ L0(Ω; Cδ([0, τ∞);Y )), where τ∞ := lim
n↑∞
τn a.s.
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Proof. The proof in [64, Section 4] and [14, Section 3] adapts to our setting. We denote by S
the set of all stopping times such that τ ∈ S if and only if there exists a process (u(t))t∈[0,τ) such
that (u, τ) is the unique local pathwise mild solution of (3.24). For each n ∈ N we take τn such
that (un, τn) is the unique local pathwise mild solution of (3.24). This means that for each n ∈ N
the pair (un, τn) is the local mild solution of (3.24) where τn := inf{t ≥ 0 : ||un(t)||Z ≥ n} ∧ T
for some T > 0. We now show that {τn, n ∈ N} is an increasing sequence of stopping times
and possesses therefore a limit. This will give us the lifetime of u. To this aim for n < m let
τn,m := inf{t ≥ 0 : ||um(t)||Z ≥ n} ∧ T . One can show arguing by contradiction that τn < τm
a.s. if n < m. Since τn,m ≤ τm a.s. for n < m we obtain that (um, τn,m) is a local solution of
(3.24) as well as (un, τn). If τn > τn,m a.s. then due to the uniqueness of the pathwise mild
solution of (3.24) we infer that un(t) = um(t) a.s. for all t ∈ [0, τn ∧ τn,m] = [0, τn,m]. This means
that τn,m is the first exit time for un with τn,m < τn a.s., which is obviously a contradiction.
Therefore, we conclude that (τn)n∈N is an increasing sequence of stopping times and possesses
the limit τ∞ := lim
n↑∞
τn a.s. Let {u(t) : t ∈ [0, τ∞)} be the stochastic process defined by
u(t) := un(t), for t ∈ [τn−1, τn), n ≥ 1,
where τ0 := 0. Again, due to uniqueness we have that u(t ∧ τn) = un(t ∧ τn) for t > 0. All in
all we obtained a local pathwise mild solution (u, τ∞) of (3.24). The last step is to show that
this is indeed a maximal local pathwise mild solution. To this aim, we infer that a.s. on the set
{ω : τ∞(ω) < T}
lim
t↑τ∞
sup
0≤s≤t
||u(s)||Z ≥ lim
nր∞
sup
0≤s≤τn
||u(s)||Z = lim
nր∞
sup
0≤s≤τn
||un(s)||Z =∞.
Consequently, (u, τ∞) is a maximal local pathwise mild solution of (3.24). 
Remark 3.29 Since{
ω : sup
0≤t≤ε
||u(t ∧ τn)||Z < n
}
⊂ {ω : τn(ω) > ε} ⊂ {ω : τ∞(ω) > ε},
obviously
P(τ∞ > ε) > P(τn > ε) > 0.
Remark 3.30 In order to show that a solution is global-in-time one, it would remain to prove
that τ∞ =∞ a.s. As we would expect and as we shall see in Section 5, global-in-time existence
can obviously fail to hold. However, in many applications, additional structure of the quasilinear
PDE may be enough to also obtain global results. For example, if the determinisitc PDE part
is a cross-diffusion system with an entropy structure [37] and if the noise is multiplicative, we
expect that the maximal local pathwise mild solution obtained in Theorem 3.28 is indeed a global
one. We plan to investigate this in a future work using for instance using Khashminski’s test for
non-explosion; see for example [64, Lemma 4.1], [16, Theorem 3.2] or [46, Section 5].
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4 Applications: The Shigesada-Kawasaki-Teramoto Model
Let G ⊂ R2 be an open bounded C2-domain. We fix parameters k1, k2, δ11, δ21 > 0. We want
to study a cross-diffusion SPDE, which has been originally introduced by Shigesada, Kawasaki
and Teramato [58] in the deterministic setting in order to analyze population segregation by
induced cross-diffusion. Note that the nonlinear term correspond to those arising in the classical
Lokta-Volterra competition model. The stochastic SKT system is given by
du = (∆(k1u+ auv + cu
2) + δ11u− γ11u2 − γ12uv) dt+ σ1(u, v) dW1(t), t > 0, x ∈ G
dv = (∆(k2v + buv + dv
2) + δ21v − γ21uv − γ22v2) dt+ σ2(u, v) dW2(t), t > 0, x ∈ G
∂u
∂n =
∂v
∂n = 0, t > 0, x ∈ ∂G,
u(x, 0) = u0(x) ≥ 0, v(x, 0) = v0(x) ≥ 0 x ∈ G,
(4.1)
where W1, W2 are stochastic processes as defined in (Y4) below. Here u = u(x, t) and v = v(x, t)
denote the densities of two competing species S1 and S2 in a certain position x ∈ G at time t.
The coefficients γ11, γ22 > 0 denote the intraspecies competition rates in S1, respectively in S2
and γ12, γ21 > 0 stand for the interspecies competition rates between S1 and S2. Furthermore,
the terms ∆(cu2) and ∆(dv2) represent the self-diffusions of S1 and S2 with rates c, d ≥ 0, and
∆(auv), ∆(buv) represent the cross-diffusions of S1 and S2 with rates a, b ≥ 0. We study the
SKT model (4.1) in its divergence form with linear part div(A(U)∇U), where
A(U) =
(
k1 + 2cu+ av au
bv k2 + 2dv + bu
)
where U := (u, v)⊤. We denote the nonlinear term by
F (U) =
(
δ11u− γ11u2 − γ12uv
δ21v − δ21uv − γ22v2
)
.
We assume here that the parameters are chosen so thatA(U) is positive definite. For applications,
the most interesting case occurs under the restriction that u, v ≥ 0 should be preserved. If we
would know this, then it suffices to impose
a2 < 8cb and b2 < 8da,
which is a necessary and sufficient condition for positive definiteness of A(u). One can replace
this by the even weaker condition ab < 64cd [63, Chapter 15, Section 3].
Our aim is to formulate equation (4.1) as an abstract quasilinear SPDE, as investigated in Section
3, on X := L2(G) = L2(G) × L2(G). Throughout this section we use the same notations as in
Section 3. We set Z := H1+ε(G) = H1+ε(G) × H1+ε(G), for a fixed 0 < ε < 1/2 and rewrite
(4.1) as {
dU(t) = (A(U(t))U(t) + F (t, U(t))) dt+ σ(t, U(t)) dW(t), t ∈ [0, T ].
U(0) = U0 ∈ K a.s.,
(4.2)
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where W := (W1,W2)
⊤. According [63, Proposition 15.1], there is a sectorial operator A(U),
defined via the matrix A(u) in a standard way [63], of angle 0 < ϕ < pi2 for U ∈ UT , so we are
justified to introduce Xµ̂ := D(A(U)
µ̂), for µ̂ ≥ 0, see below.
The following assertions regarding the deterministic part of (4.1) are stated and proved in [63,
Chapter 5] and [61, Section 3]. Therefore all the assumptions made in the previous section are
satisfied for this example.
Remark 4.1 For more general deterministic quasilinear problems and assumptions on the co-
efficients for which the next statements hold true, see [3, Section 10].
(Y1) For U ∈ UT due to [63, Proposition 15.2] D(A(U)) = H2N (G)×H2N(G) := H2N (G) and due
to [63, Proposition 15.3]
Xµ̂ = H
2µ̂(G), for 0 ≤ µ̂ < 3
4
(4.3)
Xµ̂ = H
2µ̂
N (G), for
3
4
< µ̂ ≤ 1. (4.4)
In this context we infer that Z = D(A(U)β) for β = 1/2 + ε/2.
(Y2) According to [63, (15.10), p. 492], the following local Lipschitz continuity of the generators
holds true: there exist a constant L˜ = L˜(U, V ) > 0 such that
||A(U)−A(V )||L(H2N (G),X) ≤ L˜(U, V )||U − V ||Y , for U, V ∈ UT . (4.5)
Here Y := D(A(U)α) for 0 ≤ α ≤ 1+ε02 , where 0 < ε0 < ε, see also [61].
(Y3) Let F : Ω× UT → X. There exist constants LF = LF (u), lF = lF (u) > 0 such that
||F (U)− F (V )||X ≤ LF ||U − V ||X , for U, V ∈ UT
and
||F (U)||X ≤ lF (1 + ||U ||X), for U ∈ UT .
The local Lipschitz continuity is satisfied since F is a square function of u and v, see [61]
and [63].
(Y4) W = (W1,W2) is an H-cylindrical Brownian motion, σ : Ω × UT → L2(H,X2β), where H
stands for a separable Hilbert space. Furthermore, there exist constants Lσ = Lσ(u, v), lσ =
lσ(u) > 0 such that
||σ(U) − σ(V )||L2(H,X2β) ≤ Lσ||U − V ||X , for U, V ∈ UT ;
respectively
||σ(U)||L2(H,X2β) ≤ lσ(1 + ||U ||X), for U ∈ UT . (4.6)
Keeping this in mind, we conclude that all assumnptions made in Section 3 are fulfilled and the
restrictions on the exponents α, β and ν imposed in (A4’) hold.
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Remark 4.2 Note that non-negativity of local solutions for (4.1) is not ensured by (4.6). There
is actually a trade-off: if we allow for additive noise as in (4.6), then we need a very strong
assumption of uniform positive definiteness for A(u) but if we allow for more general matrices
A(u), then we need more assumptions on the noise, e.g., we conjecture that the assumption
||σ(U)||L2(H,X2β) ≤ lσ||U ||X , for U ∈ UT , (4.7)
together with u0 > 0, v0 > 0 uniformly in space, will imply short-time existence up to a stopping
time and preserve positivity, see [7] or Theorem 1.3 in [38].
Regarding the assumptions (Y1)-(Y4), we infer that in the context of Section 3 we have Z = Xβ
for β = 1+ε2 and Y = Xα for α specified in 4.5 . Note that (4.5) implies that (2.1) and (3.5) are
fulfilled with ν = 1. Therefore, we apply for (4.1) the abstract results proved in Section 3 and
infer:
Theorem 4.3 Under the assumptions stated in this section the stochastic SKT equation
(4.1) possesses a unique maximal local pathwise mild solution U ∈ L0(Ω;B([0, τ∞);Z)) ∩
L0(Ω; Cδ([0, τ∞);Y )).
5 Examples
As already known and well-established in the deterministic case, quasilinear PDEs do not possess
global solutions without further assumptions. The aim of this subsection is to present simple
examples of stochastic PDEs with cross-diffusion so that their solution cannot exist globally.
5.1 A Cross-Diffusion SPDE with Finite-Time Blow-Up
In this setting we give an example of a cross-diffusion equation that exhibits finite-time blow up
in the deterministic case and prove that this holds true also in the stochastic one. This fact is
not surprising, since we consider here only white noise [46, Theorems 4.1-4.3] but it seems useful
to have for completeness. To this aim, we denote by φ the normalized eigenfunction associated
to the first eigenvalue λ1 of the Dirichlet-Laplacian in G, where G ⊂ Rn is an open-bounded
C2-domain. More precisely, we have that ∆φ = −λ1φ, in G; φ = 0, x ∈ ∂G;∫
G
φ(x) dx = 1. (5.1)
Note that φ(x) > 0 for x ∈ G. Keeping this in mind, we consider the following SPDE:
Example 5.1 
du = (∆u+ 12∆v + u
2 + λ12 v) dt+ σ(u) dW (t), t > 0, x ∈ G
dv = (∆v + (λ1 + k)v) dt, t > 0, x ∈ G,
u|∂G = v|∂G = 0, t > 0,
u(x, 0) = u0(x) ≥ 0, v(x, 0) = φ(x), x ∈ G.
(5.2)
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In this case we set U := (u, v)T and have
A(U) =
(
1 12
0 1
)
∆ and F (U) =
(
u2 + λ12 v
(λ1 + k)v
)
.
The only requirement for σ is local-Lipschitz continuity in order to ensure the existence of a local
solution for (5.2). As we will see in the next computation the stochastic term will not play a role
due to the fact that the expectation of the Itô-integral is 0. In the deterministic case we know
that the first component of the solution of (5.2) blows up in finite-time. We now show that this
remains valid in the stochastic setting.
Lemma 5.2 Consider the SPDE (5.2). There exists u0 ≥ 0 and a finite time T ∗ such that
lim
tրT ∗
E
[
sup
x∈G
u(x, t)
]
= +∞. (5.3)
Proof. Since v(x, t) = ektφ(x) is the solution of the second equation, the first one results in{
du = (∆u+ u2) dt+ σ(u) dW (t)
u(0) = u0(x) ≥ 0.
(5.4)
Note that (5.4) is a parabolic SPDE. Under the above assumptions, it is known that this possesses
a local positive solution which exhibits finite-time blow-up [46, Theorem 4.1]. For the convenience
of the reader we indicate the proof of this statement. Assuming that there exists a global solution
u of (5.4) such that for any T > 0
sup
0≤t≤T
E
[
sup
x∈G
u(x, t)
]
<∞. (5.5)
we immediately also get that
sup
0≤t≤T
E
∫
G
u(x, t)φ(x) dx
 ≤ sup
0≤t≤T
E
[
sup
x∈G
u(x, t)
]
<∞.
We set
y(t) :=
∫
G
u(x, t)φ(x) dx for t ≥ 0,
multiply (5.4) by φ, take the expectation and obtain via a direct application of integration-by-
parts and Fubini’s Theorem that
E [y(t)] =
∫
G
u0(x)φ(x) dx
︸ ︷︷ ︸
=:(u0,φ)
−λ1
t∫
0
E [y(s)] ds+
t∫
0
E
∫
G
u2(x, s)φ(x) dx ds
 .
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Setting y˜(t) := E [y(t)] for t > 0 and differentiating with respect to t we obtain
dy˜(t)
dt = −λ1y˜(t) + E
[∫
G
u2(x, t)φ(x)
]
dx
y˜(0) = (u0, φ).
From Jensen’s and Cauchy-Schwarz inequality we have
y˜2(t) = E
∫
G
u(x, t)φ(x) dx
2 ≤ E
∫
G
u(x, t)φ(x) dx
2
≤ E
∫
G
u2(x, t)φ(x) dx
∫
G
φ(x) dx,
Consequently, using (5.1) {
dy˜(t)
dt ≥ −λ1y˜(t) + y˜2(t)
y˜(0) = (u0, φ).
(5.6)
So y˜ must blow up in a finite time for a suitable u0, which is a contradiction to (5.5). This proves
the assertion. 
5.2 A Cross-Diffusion SPDE with Degenerating Quasilinear Operator
We first construct an example, in which the solution blows up in finite time and cannot remain
positive starting with a positive initial condition. Therefore, in this case the maximum principle
is not valid. To this aim, letting k > λ1 as in Lemma 5.2, we consider
Example 5.3
du = (∆u+ 12∆v + u(2λ1 − u)) dt+ σ(u) dW (t), t > 0, x ∈ G,
dv = (∆v + (λ1 + k)v) dt, t > 0, x ∈ G,
u|∂G = v|∂G = 0, t > 0,
u(x, 0) = u0(x) ≥ 0, v(x, 0) = φ(x), x ∈ G.
(5.7)
Here we have for U = (u, v)T
A(U) =
(
1 12
0 1
)
∆ and F (U) =
(
u(2λ1 − u)
(λ1 + k)v
)
.
In the deterministic case it is known that u blows up in finite time and cannot remain positive [40,
Theorem 1.6]. We investigate now this situation by similar methods as in Lemma 5.2 in the
stochastic framework.
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Lemma 5.4 Consider the SPDE (5.7). There exists a finite time T ∗ such that
lim
tրT ∗−
E
[
sup
x∈G
u(x, t)
]
= −∞. (5.8)
Proof. Since v(x, t) = ektφ(x) is the solution of the second equation, the first one results in
du = (∆u− λ1
2
ektφ+ 2λ1u− u2) dt+ σ(u) dW (t). (5.9)
We prove the assertion by similar methods to those presented in Example 5.2 by setting
y(t) :=
∫
G
u(x, t)φ(x) dx
and by also defining y˜(t) := E [y(t)]. A direct calculation yields
dy˜(t)
dt = λ1y˜(t)− λ12 ekt
∫
G
φ2(x)dx− E ∫
G
u2(s, x)φ(x)dx
y˜(0) = (u0, φ).
Again, we infer due to Jensen’s inequality that
dy˜(t)
dt ≤ λ1y˜(t)− λ12 ekt
∫
G
φ2(x) dx− y˜2(t)
y˜(0) = (u0, φ).
In order to reach a contradiction, we combine the inequalities
dy˜(t)
dt
≤ λ1y˜(t)− λ1
2
ekt
∫
G
φ2(x) dx and
dy˜(t)
dt
≤ λ1y˜(t)− y˜2(t).
The first one entails using Gronwall’s Lemma
y˜(t) ≤ eλ1t
(u0, φ)− λ1(e(k−λ1)t − 1)
2(k − λ1)
∫
G
φ2(x) dx
 , for t > 0. (5.10)
Since k > λ1, the estimate (5.10) implies that there exists t1 > 0 such that y˜(t) < 0 for t ≥ t1,
also
E
∫
G
u(t, x)φ(x) dx
 < 0, for t ≥ t1.
Consequently, for t ≥ t1, the inequality dy˜(t)dt ≤ λ1y˜(t)− y˜(t)2 implies that
dy˜(t)
dt
1
y˜2(t)
− λ1 1
y˜(t)
≤ −1.
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Setting w := −1y˜ , we obtain for t ≥ t1 that w(t) > 0 and
dw(t)
dt
+ λ1w(t) ≤ −1.
It is now elementary to check that w(t) → 0 as t ր T ∗ for a finite time T ∗. This implies
y˜(t)→ −∞ as tր T ∗− proving the claim. 
To conclude, regarding Example 5.7 one can now easily construct a cross-diffusion quasilinear
SPDE, which becomes ill-posed. Indeed, we just have in a third component an equation degen-
erating into the backward heat-equation.
Example 5.5
du = (∆u+ 12∆v + u(2λ1 − u)) dt+ σ(u) dW (t), t > 0, x ∈ G,
dv = (∆v + (λ1 + k)v) dt, t > 0, x ∈ G,
dw = u∆w dt, t > 0, x ∈ G,
u|∂G = v|∂G = 0 = w|∂G = 0, t > 0,
u(x, 0) = u0(x) ≥ 0, v(x, 0) = φ(x), x ∈ G.
(5.11)
A An integration by parts formula
We shortly indicate the computation for the pathwise mild solutution of the linear SPDE
dU(t) = A(t)U(t) dt+G(t) dW (t), (A.1)
obtained using an integration by parts formula.
The strong solution of (A.1)
U(t) =
t∫
0
A(s)U(s) ds+
t∫
0
G(s) dW (s) (A.2)
can be written as
U(t) = S(t, 0)
t∫
0
G(s) dW (s)−
t∫
0
S(t, s)A(s)
t∫
s
G(r) dW (r) ds, (A.3)
where S(·, ·) is the evolution operator generated by A(·). If A(·) is bounded, a straightforward
computation [57, Section 4.2, p. 18] immediately proves the claim. Namely, from (A.3) we have
U(t) = S(t, 0)
t∫
0
G(s) dW (s)−
t∫
0
S(t, s)A(s)
t∫
0
G(r) dW (r) ds
+
t∫
0
S(t, s)A(s)
s∫
0
G(r) dW (r) ds.
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Since
∂
∂s
S(t, s) = −S(t, s)A(s)
we have
t∫
0
S(t, s)A(s) ds = −S(t, t) + S(t, 0),
so
U(t) = S(t, 0)
t∫
0
G(s) dW (s) + S(t, t)
t∫
0
G(s) dW (s)− S(t, 0)
t∫
0
G(s) dW (s)
+
t∫
0
S(t, s)A(s)
s∫
0
G(r) dW (r) ds
=
t∫
0
G(s) dW (s) +
t∫
0
S(t, s)A(s)
s∫
0
G(r) dW (r) ds.
Furthermore, using Fubini’s theorem
t∫
0
A(r)U(r)dr =
t∫
0
A(r)
r∫
0
G(s) dW (s) dr +
t∫
0
r∫
0
A(r)S(t, s)A(s)
s∫
0
G(τ) dW (τ) ds dr
=
t∫
0
A(r)
r∫
0
G(s) dW (s) dr +
t∫
0
t∫
s
A(r)S(r, s)A(s)
s∫
0
G(τ) dW (τ) dr ds
=
t∫
0
A(s)
s∫
0
G(r) dW (r) ds+
t∫
0
S(t, s)A(s)
s∫
0
G(r) dW (r) ds
−
t∫
0
A(s)
s∫
0
G(r) dW (r) ds
=
t∫
0
S(t, s)A(s)
s∫
0
G(r) dW (r) ds.
For the last part we used that
∂
∂t
S(t, s) = A(t)S(t, s),
so
t∫
s
A(r)S(r, s) dr = S(t, s)− S(s, s).
If A(·) is unbounded, one can repeat the previous computation under suitable assumptions (as
in Section 3) which ensure the existence of the integrals above.
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