If a signal x is known to have a sparse representation with respect to a frame, the signal can be estimated from a noise-corrupted observation y by finding the best sparse approximation to y. The ability to remove noise in this manner depends on the frame being designed to efficiently represent the signal while it inefficiently represents the noise. This paper analyzes the mean squared error (MSE) of this denoising scheme and the probability that the estimate has the same sparsity pattern as the original signal. Analyses are for dictionaries generated randomly according to a spherically-symmetric distribution. Easily-computed approximations for the probability of selecting the correct dictionary element and the MSE are given. In the limit of large dimension, these approximations have simple forms. The asymptotic expressions reveal a critical input signal-to-noise ratio (SNR) for signal recovery.
INTRODUCTION
Estimating a signal from a noise-corrupted observation of the signal is a recurring task in science and engineering. This paper explores the limits of estimation performance in the case where the only a priori structure on the signal x ∈ R N is that it has known sparsity K with respect to a given set of vectors Φ = {ϕ i } M i=1 ⊂ R N . The set Φ is called a dictionary and is generally a frame. 1, 2 The sparsity of K with respect to Φ means that the signal x lies in the set
α i ϕ i with at most K nonzero α i 's .
In many areas of computation, exploiting sparsity is motivated by reduction in complexity; if K N then certain computations may be more efficiently made on α than on x. In compression, representing a signal exactly or approximately by a member of Φ K is a common first step in efficiently representing the signal, though much more is known when Φ is a basis or union of wavelet bases than is known in the general case.
3 Of more direct interest here is that sparsity models are becoming prevalent in estimation problems. 
Denoising by Sparse Approximation with a Frame
Consider the problem of estimating a signal x ∈ R N from the noisy observation y = x + d where d ∈ R N has the i.i.d. Gaussian N (0, σ 2 I N ) distribution. Suppose we know that x lies in given K-dimensional subspace of R N . Then projecting y to the given subspace would remove a fraction of the noise without affecting the signal component. Denoting the projection operator by P , we would havê x = P y = P (x + d) = P x + P d = x + P d, and P d has only K/N fraction of the power of d.
In this paper we consider the more general signal model x ∈ Φ K . The set Φ K defined in (1) is the union of at most J = M K subspaces of dimension K. We henceforth assume M > K (thus J > 1); if not, the model reduces to the classical case of knowing a single subspace that contains x.
With the addition of the noise d, the observed vector y will (almost surely) not be represented sparsely, i.e., not be in Φ K . Intuitively, a good estimate for x is the point from Φ K that is closest to y in Euclidean distance. Formally, because the probability density function of d is a strictly decreasing function of d 2 , this is the maximum likelihood estimate of x given y. The estimate is obtained by applying an optimal sparse approximation procedure to y. We will writex
for this estimate and call it the optimal K-term approximation of y. Henceforth we omit the subscript 2 indicating the Euclidean norm.
The results of this paper are analyses of the per-component mean-squared estimation error
for denoising via sparse approximation and of the probability that x andx SA lie in the same K-dimensional subspace of Φ K . Though the estimator does not use the distribution of x, the analysis includes an expectation over the randomly generated dictionary Φ. Our first results on denoising by sparse approximation, which were for arbitrary dictionaries rather than averaging over random dictionaries, were presented in Ref. 6 . The results in the present paper are excerpted from Refs. 7-9. In particular, the reader is referred to Ref. 9 for all proofs.
Related Work
Computing optimal K-term approximations is generally a difficult problem. Given ∈ R + and K ∈ Z + , to determine if there exists a K-term approximationx such that x −x ≤ is an NP-complete problem.
10, 11
This computational intractability of optimal sparse approximation has prompted study of heuristics. A greedy heuristic has been known as matching pursuit in the signal processing literature since the work of Mallat and Zhang.
12
Also, Chen, Donoho and Saunders proposed a convex relaxation of the approximation problem (2) called basis pursuit .
13
Two related discoveries have touched off a flurry of recent research:
(a) Stability of sparsity-Under certain conditions, the positions of the nonzero entries in a sparse representation of a signal are stable: applying optimal sparse approximation to a noisy observation of the signal will give a coefficient vector with the original support. Typical results are upper bounds (functions of the norm of the signal and the coherence of the dictionary) on the norm of the noise that allows a guarantee of stability.
14-18
(b) Effectiveness of heuristics-Both basis pursuit and matching pursuit are able to find optimal sparse approximations, under certain conditions on the dictionary and the sparsity of signal.
17-22
To contrast: in this paper we consider noise with unbounded support and thus a positive probability of failing to satisfy a sufficient condition for stability as in (a) above; and we do not address algorithmic issues in finding sparse approximations. It bears repeating that finding optimal sparse approximations is presumably computationally intractable except in the cases where a greedy algorithm or convex relaxation happens to succeed. Our results are thus bounds on the performance of the algorithms that one would probably use in practice.
Denoising by finding a sparse approximation is similar to the concept of denoising by compression popularized by Saito 23 and Natarajan. 24 More recent works in this area include those by Krim et al., 25 Chang et al. 26 and Liu and Moulin.
27
All of these works use bases rather than frames. To put the present work into a similar framework would require a "rate" penalty for redundancy. Instead, the only penalty for redundancy comes from choosing a subspace that does not contain the true signal ("overfitting" or "fitting the noise").
Preview of Results and Outline
To motivate the paper, we present a set of numerical results from Monte Carlo simulations. In these experiments, N , M , and K are small because of the high complexity of computing optimal approximations and because a large number of independent trials is needed to get adequate precision. Each data point shown is the average of 100 000 trials. Performance of denoising by sparse approximation when the true signal x ∈ R 4 has an exact K-term representation with respect to a dictionary that is an optimal M -element Grassmannian packing.
Consider a true signal x ∈ R 4 (N = 4) that has an exact 1-term representation (K = 1) with respect to M -element dictionary Φ. We observe y = x + d with d ∼ N (0, σ 2 I 4 ) and compute estimatex SA from (2). The signal is generated with unit norm so that the signal-to-noise ratio (SNR) is 1/σ 2 or −10 log 10 σ 2 dB. Throughout we use the following definition for mean-squared error:
To have tunable M , we used dictionaries that are M maximally separated unit vectors in R N , where separation is measured by the minimum pairwise angle among the vectors and their negations. These are cases of Grassmannian packings 28, 29 in the simplest case of packing one-dimensional subspaces (lines). We used packings tabulated by Sloane with Hardin, Smith and others. Another apparent pattern in Figure 1 that we would like to explain is the transition between low and high SNR behavior. The transition occurs at smaller values of σ for larger values of M . Also, MSE / σ 2 can exceed 1, so in fact the sparse approximation procedure can increase the noise. We are not able to characterize the transition well for arbitrary sequences of frames; in Section 3 we obtain results for large frames that are generated by choosing vectors uniformly at random from the unit sphere in R N . There we get a sharp transition between low and high SNR behavior.
PRELIMINARY COMPUTATIONS
Recall from the introduction that we are estimating a signal
as the set of vectors that can be represented as a linear combination of
. We are studying the performance of the estimator
This estimator is the maximum likelihood estimator of x in this scenario in which d has a Gaussian density and the estimator has no probabilistic prior information on x. The subscript SA denotes "sparse approximation" because the estimate is obtained by finding the optimal sparse approximation of y. There are values of y such thatx SA is not uniquely defined. These collectively have probability zero and we ignore them.
Findingx SA can be viewed as a two-step procedure: first, find the subspace spanned by K elements of Φ that containsx SA ; then, project y to that subspace. The identification of a subspace and the orthogonality of y −x SA to that subspace will be used in our analyses. Let P K = {P i } i be the set of the projections onto subspaces spanned by K of the M vectors in Φ. Then P K has at most J = M K elements, * and the estimate of interest is given byx SA = P T y, where
The distribution of the error x −x SA and the average performance of the estimator both depend on the true signal x. To remove this dependence, the performance measure analyzed here is the conditional MSE
In the case that T is independent of d, the projection in (3) is to a fixed K-dimensional subspace, so
This occurs when M = K (there is just one element in P K ) or in the limit of high SNR (small σ 2 ). In the latter case, the subspace selection is determined by x, unperturbed by d.
ANALYSIS FOR ISOTROPIC RANDOM FRAMES
In general, the performance of sparse approximation denoising is given by
where f (·) is the density of the noise d. While this expression does not give any fresh insight, it does remind us that the performance depends on every element of Φ. In this section, we attack this dependence by assuming that each dictionary element is an independent random vector and that the dictionary is large. The results are expectations over both the noise d and the dictionary itself. In addition to analyzing the MSE, we also analyze the probability of error in the subspace selection, i.e., the probability that x andx SA lie in different subspaces.
Section 3.1 delineates the additional assumptions made in this section. The probability of error and MSE analyses are then given in Section 3.2. Estimates of the probability of error and MSE are numerically validated in Section 3.3, and finally limits as N → ∞ are studied in Section 3.4
Modeling Assumptions
This section specifies the precise modeling assumptions in analyzing denoising performance with large, isotropic random frames. Though the results are limited to the case of K = 1, the model is described for general K. Difficulties in extending the results to general K are described in the concluding comments of the paper. While many practical problems involve K > 1, the analysis of the K = 1 case presented here illustrates a number of unexpected qualitative phenomena, some of which we have observed for higher values of K.
The model is unchanged from earlier in the paper except that the dictionary Φ and signal x are random: (a) Dictionary generation: The dictionary Φ consists of M i.i.d. random vectors uniformly distributed on the unit sphere in R N .
(b) Signal generation: The true signal x is a linear combination of the first K dictionary elements so that
for some random coefficients {α i }. The coefficients {α i } are independent of the dictionary except in that x is normalized to have x 2 = N for all realizations of the dictionary and coefficients. For the special case when M and N are large and K = 1, we will estimate two quantities:
Definition 3.1. The subspace selection error probability p err is defined as
where T is the subspace selection index and j true is the index of the subspace containing the true signal x, i.e., j true is the index of the subset {1, 2, . . . , K}.
Definition 3.2. The normalized expected MSE is defined as
Normalized expected MSE is the per-component MSE normalized by the per-component noise variance
The term "expected MSE" emphasizes that the expectation in (7) is over not just the noise d, but also the dictionary Φ and signal x.
Analyses of Subspace Selection Error and MSE
The first result shows that the subspace selection error probability can be bounded by a double integral and approximately computed as a single integral. The integrands are simple functions of the problem parameters M , N , K and γ. While the result is only proven for the case of K = 1, K is left in the expressions to indicate the precise role of this parameter. Theorem 3.3 (9) . Consider the model described in Section 3.1. When K = 1 and M and N are large, the subspace selection error probability defined in (6) is bounded above by
and p err is approximated well by
where
f r (u) is the probability distribution
β(r, s) is the beta function, and Γ(r) is the Gamma function.
It is interesting to evaluate p err in two limiting cases. First, suppose that J = 1. This corresponds to the situation where there is only one subspace. In this case, C = 0 and (9) gives p err = 0. This is expected, since with one subspace there is no chance of a subspace selection error.
At the other extreme, suppose that N , K, and γ are fixed and M → ∞. Then C → ∞ and p err → 1. Again, this is expected since as the size of the frame increases, the number of possible subspaces increases and the probability of error increases.
The next result approximates the normalized expected MSE with a double integral. The integrand is relatively simple to evaluate and decays quickly as ρ → ∞ and u → ∞ so numerically approximating the double integral is not difficult. Theorem 3.4 (9) . Consider the model described in Section 3.1. When K = 1 and M and N are large, the normalized expected MSE defined in (7) is given approximately by
where f r (u) is given in (14) , g r (ρ) is the probability distribution
and C, r, and a are defined in (11)- (13) . 
Numerical Examples
We now present simulation results to examine the accuracy of the approximations in Theorems 3.3 and 3.4. Three pairs of (N, M ) values were used: (5,1000), (10,100), and (10,1000). For each integer SNR from -10 dB to 35 dB, the subspace selection and normalized MSE were measured for 5 × 10 5 independent experiments. The resulting empirical probabilities of subspace selection error and normalized expected MSEs are shown in Figure 2 . Plotted alongside the empirical results are the estimates p err and E MSE from (9) and (15) .
Comparing the theoretical and measured values in Figure 2 , we see that the theoretical values match the simulation closely over the entire SNR range. Also note that the bottom panel of Figure 2 shows qualitatively the same behavior as Figure 1 (note that the direction of the horizontal axis is reversed). In particular, E MSE ≈ K N for high SNR and the low SNR performance approaches a constant that depends on M and N .
Asymptotic Analysis
The estimates p err and E MSE are not difficult to compute numerically, but the expressions (9) and (15) provide little direct insight. It is thus interesting to examine the asymptotic behavior of p err and E MSE as N and M grow. The following theorem gives an asymptotic expression for the limiting value of the error probability function.
Theorem 3.5 (9) . Consider the function p err (N, M, K, γ) defined in (9) . Define the critical SNR as a function of M , N , and K as
where C, r, s and J are defined in (11) and (12) . For K = 1 and any fixed γ and γ crit ,
where the limit is on any sequence of M and N with γ crit constant.
The theorem shows that, asymptotically, there is a critical SNR γ crit above which the error probability goes to one and below which the probability is zero. Thus, even though the frame is random, the error event asymptotically becomes deterministic.
A similar result holds for the asymptotic MSE. Theorem 3.6 (9) . Consider the function E MSE (M, N, K, γ) defined in (15) and the critical SNR γ crit defined in (18) . For K = 1 and any fixed γ and γ crit ,
where the limit is on any sequence of M and N with γ crit constant, and
Remarks: 
Substituting (21) into (18), we see that γ crit ≈ J 1/r − 1. Also, for K N and K M ,
for small K and large M and N . Therefore, for γ crit to be constant, (M/K) 2K/N must be constant. Equivalently, the dictionary size M must grow as K(1 + γ crit ) N/(2K) , which is exponential in the inverse sparsity N/K.
The asymptotic normalized MSE is plotted in Figure 3 for various values of the critical SNR γ crit . When γ > γ crit , the normalized MSE is zero. This is expected: from Theorem 3.5, when γ > γ crit , the estimator will always pick the correct subspace. We know that for a fixed subspace estimator, the normalized MSE is K/N . Thus, as N → ∞, the normalized MSE approaches zero.
What is perhaps surprising is the behavior for γ < γ crit . In this regime, the normalized MSE actually increases with increasing SNR. At the critical level, γ = γ crit , the normalized MSE approaches its maximum value max E lim = 2γ crit 1 + γ crit .
When γ crit > 1, the limit of the normalized MSE E lim (γ) satisfies E lim (γ) > 1. Consequently, the sparse approximation results in noise amplification instead of noise reduction. In the worst case, as γ crit → ∞, E lim (γ) → 2. Thus, sparse approximation can result in a noise amplification by a factor as large as 2. 
COMMENTS AND CONCLUSIONS
This paper has addressed properties of denoising by sparse approximation that are geometric in that the signal model is membership in a specified union of subspaces, without a probability density on that set. The denoised estimate is the feasible signal closest to the noisy observed signal.
The main results apply to the expected performance when the dictionary itself is random with i.i.d. entries selected according to an isotropic distribution. Easy-to-compute estimates for the probability that the subspace containing the true signal is not selected and for the MSE are given (Theorems 3.3 and 3.4). The accuracy of these estimates is verified through simulations. Unfortunately, these results are proven only for the case of K = 1. The main technical difficulty in extending these results to general K is that the distances to the various subspaces are not mutually independent. The analysis extends to larger K if the signal model and estimation procedure are changed somewhat. Instead of having M vectors and J = M K possible subspaces (because vectors can be chosen in any combination), have J independently generated K-dimensional subspaces. By construction, this eliminates the previous technical difficulty. Furthermore, the modified model has applications in multi-user wireless communications.
Asymptotic analysis reveals a critical value of the SNR (Theorems 3.5 and 3.6). Below the critical SNR, the probability of selecting the subspace containing the true signal approaches zero and the expected MSE approaches a constant with a simple, closed form; above the critical SNR, the probability of selecting the subspace containing the true signal approaches one and the expected MSE approaches zero. The asymptotic analysis is quantitatively consistent with the information-theoretic capacity of an additive white Gaussian noise channel.
