Abstract-This paper presents a study on assembly-like queueing models which are used for modeling assembly operations in production lines and other manufacturing systems. Based on computer simulation results, we investigate how to allocate resources such as buffers or higher speed servers to optimize throughputs of the models. We propose several heuristic policies for effective resource allocation. The policies suggest that we should give priority to allocate extra resource to the neighborhood of downstream assembly nodes. These policies are useful in designing production systems and other assembly systems.
systems with minimal blocking. They conducted many numerical experiments using an approximation method and presented some heuristic policies for obtaining better throughput values.
The systems discussed in this paper are same as those in [5] . We consider multi-level assembly-like queueing systems (Section II). Buffers between nodes are finite-sized. Based on computer simulation results, we investigate various resource allocations and examine performance of systems in terms of throughput (Section III). Results are presented for: identical nodes with or without buffers; balanced lines, for which variability of processing times differs among nodes; and unbalanced lines. Based on the results, we propose several heuristic policies for effective resource allocation. The policies suggest that it is better to allocate extra resource to the neighborhood of downstream assembly-nodes. It is notable that the policies are quite different from policies for tandem queueing model [9] . Section IV provides concluding remarks.
II. MODEL DESCRIPTION
Let's consider tree-structure queueing networks with K Nodes as shown in Fig. 1 . There is a single server in each node and the server in Node k provides exponential service with rate μ k .
We divide the nodes into 3 groups. Group 1 consists of K 1 nodes, Nodes 1, 2, ..., K 1 . In front of each server, there is an infinite-size pool of customers waiting for service. Hence these nodes cannot be idle. Upon service completion at a node of Group 1, a customer reaches to one of the remaining K -K 1 nodes and receives service in the node. The inputs of nodes of Group 2 are outputs of nodes in either Group l or Group 2. There is only one node (Node K) in Group 3. A customer departs from the system after service completion of the node. Hence, node K is called the final node. A node belonging to neither Group 1 nor Group 3 belongs to Group 2. finished his service at a node in either Group 1 or Group 2.
Suppose that the inputs of Node k (
indicating that there is no feedback flow (Fig.  2) . Buffers u 1 (k), u 2 (k), …, u i (k) in front of Node k are prepared to provide the waiting spaces for the outputs of Nodes u 1 (k), u 2 (k), …, u i (k) (Fig. 3) . In this paper, we define Buffer k (<K) as the waiting space for customers who has completed its service of Node k (Note that this definition is different from the traditional queue buffer definition which is the waiting space for not-served customers or the input). The server of Node k can begin a bulk service (assembly operation) for the customers only when there is at least one customer in each of all input node buffers in front of Node k. A service completed customer at Node k (k < K) enters buffer k and waits there for a service at a downstream node which is denoted by node d(k). Let the size of Buffer k be C k -1. The server at Node k checks the state of Buffer k before beginning service for a new customer. If Buffer k is full, the customer occupies the server and blocks it. A service is begun only after a vacant space appears in Buffer k. This blocking rule is called communication blocking. The model with communication blocking can be considered as a kind of Kanban production system. That is, there are C k Kanbans in Buffer k, and a customer must take a Kanban when he enters Buffer k and hold it while waiting in the buffer and receiving his service at a downstream node, Node d(k). Upon completion of service, he puts back the Kanban of Buffer k and goes to Buffer d(k). Therefore C k -1 becomes the upper limit of the number of customers waiting in Buffer k. If there are no Kanbans of Buffer k available, the server in Node k is blocked and cannot serve the next customer until a Kanban is put back.
Let n k be the number of customers holding the Kanbans of Buffer k. Since the service time distributions are exponential, we may express the state of the whole system with vector . ,..., 2 , 1 ), ,..., , (
and describe the stochastic behavior of the system with a continuous-time Markov chain with finite state space. In steady-state, we denote the throughput of the system by T. By solving a set of stationary equations for the Markov chain, we can obtain the exact value of T. However, it is hard to solve the equations practically for large scale Markov chains. Hence we conduct computer simulations to evaluate T in this research.
III. INVESTIGATION ON RESOURCE ALLOCATION
This section investigates how to allocate buffers and other resources efficiently in assembly-like queueing systems.
There are various criteria to evaluate system efficiency. The one we adopt here is throughput of a system. It is defined as the average number of customers departing from a system; hence it can be regarded as the productive capacity of the system.
We calculate throughputs of two models by computer simulation. Model 1 is a 10-node example as shown in Fig. 4 . In this model, Nodes 7, 8 and 10 are assembly nodes.
Adding another node as the downstream of Node 10, we obtain Model 2. Therefore, the last node, Node 11, is not an assembly node.
We examine the effect of three types of resource allocation: identical nodes with or without buffers; unbalanced buffers with identical service rates, and balanced buffers with different service rates among nodes. 
A. Identical Nodes
First, we investigate identical nodes. In particular, for each node, the service rate μ k = 4 and the buffer size C k = C. We increase C from 1 through 20. Fig. 5 displays the throughputs of Model 1. This figure shows that the throughput increases constantly with C. As C increases from 1 to 2, the increment of throughput is 0.8. However, the increment becomes smaller and smaller as C increases. When C > 10, the increments are less than 0.05. A similar trend can be observed from numerical results for Model 2. This leads to the following observation. 
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B. Identical Service Rates
Next, we study unbalanced buffers with identical service rate μ k = 4. Table I shows some results of Model 1 where all buffer sizes are 0 (C k = 1) except one buffer size, which has a size 1 buffer (C k = 2). As shown in the table, throughputs are small for cases where C 1 , C 2 , C 3 or C 4 equals 2. We obtain the largest throughput T = 1.209 as C 8 = 2 and the second largest throughput T = 1.195 as C 9 = 2. Considering that C 8 and C 9 are buffer sizes in Node 10, this seems to suggest that if there is an additional buffer space, it is better to allocate it in the last downstream node.
For Model 2, however, we can see from Table II that the largest throughput is not obtained as the last downstream buffer C 10 = 2. The largest throughputs are obtained as C 8 = 2 and C 9 = 2 again. The difference between Nodes 10 and 11 is that Node 10 is an assembly node while Node 11 is not. The additional buffer space in an assembly node may reduce variability of inventory more effectively.
Observation 2:
If there is any additional buffer space, it is more effective to allocate it to a downstream assembly node.
It is noticeable to compare this with the case of tandem queueing systems. In [9] , Mitra and Mitrani indicate that for tandem queueing systems, it is better to give additional buffer spaces to middle nodes than to extreme ones. This is of an entirely different feature from the observation for assembly-like queueing systems. Table III shows results of two additional buffer spaces in Model 1. We can see the following.
• If we allocate two spaces in the same buffer, as stated in Observation 2, it is better to allocate them in the downstream node. However, the largest throughput T = 1.240 (in the case of C 8 = 3) is just an intermediate one compared to other results in the table.
• The largest throughputs are obtained in cases of C 7 = C 8 = 2 and C 8 = C 9 = 2. As shown in Fig. 4 , in Node 10, which is an assembly node, Buffers 8 and 9 are on different sides. Also although Buffer 7, which is in Node 9, is not a buffer of Node 10, it strongly affect outputs to Buffer 9. Hence, Buffers 7 and 8 are also on the different buffer sides of Node 10. Observation 3: If there is more than one additional buffer space, it is more effective to allocate them on different buffer sides of a downstream assembly node rather than in one buffer. 
C. Identical Buffer Size
Finally, we examine balanced buffers with different service rates among nodes. Suppose that one gets some provisional funding to replace only one machine with a higher speed one, where should it be allocated? Table IV shows some numerical results for Model 1 where C 1 = • • • = C 10 = 2 and all μ k 's are set equal to 4 except one server with μ k = 6. We can see from the table that the largest throughput (T = 1.914) is obtained for the case μ 8 = 6; next is the case μ 10 = 6. For Model 2 (Table V) , the largest throughputs are T=1.885 for μ 10 = 6 and T=1.872 for μ 8 = 6. Since these nodes are downstream assembly nodes, we may infer that, similar to Observation 2, it is effective to allocate higher speed servers to downstream assembly nodes.
Observation 4: If there is a higher speed server, it is more effective to allocate it in a downstream assembly node.
Further numerical experiments are for cases with more than one higher speed servers. Table VI shows result for Model 1 with 2 higher speed servers, the largest throughput is 1.998 for μ 7 =μ 8 =6. And large throughputs can also be obtained as μ 8 =μ 10 =6 and μ 7 =μ 10 =6. Combining with numerical results for other parameters, we obtain the following observation similar to Observation 3.
Observation 5: If there are more than one higher speed servers, it is more effective to allocate them on the different end sides of a downstream assembly node rather than in one buffer.
Moreover, from Observations 2 -5, we can conclude that more generally as follows:
Observation 6: The assembly nodes are likely to become the bottleneck of a system. Therefore, to maximize the throughput of a system, we should give priority to the assembly nodes when allocate resources.
IV. CONCLUSION
In this paper, we modelled assembly production systems by assembly-like queueing systems and investigate effective resource allocation based on simulation results. We determined the following heuristic policies for resource allocation.  For systems with identical nodes, throughput increases with buffer size. However, the marginal effect of increased buffer size diminish gradually.  It is more effective to allocate extra resources (additional buffer spaces or higher speed servers) to downstream assembly nodes.  If multiple extra resources are available, it is more effective to allocate them among different end sides of two-end queues. Note that throughput is only one of criteria to evaluate queueing system performance. In practice, other criteria are used for evaluating system performance. For example, Toyota's Just-In-Time production systems emphasizes decreasing inventory level as much as possible.
Future study should address resource allocation problem with respect with such performance criteria.
