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Chapter 1 
General Introduction 
Lexical access in speech production is a very efficient process. During 
normal conversation, a speaker retrieves just the right word for a concept 
to be verbally expressed, both fast - up to five words per second (Deese, 
1984; Maclay & Osgood, 1959) - and accurately - with less than one 
whole-word or word-form error per 1,000 words (Gamham, Shillcock, 
Brown, Mill, & Cutler, 1982). This is an enormous achievement given 
the vastness of the mental lexicon. It is conjectured that a speaker has an 
active vocabulary of some 30,000 words - the exact number varies 
greatly from speaker to speaker (Levelt, 1989). How is such efficient 
word retrieval accomplished by a speaker? This is the central question of 
this thesis. 
Lexical Access in Speaking: Lemma Retrieval and 
Word-Form Encoding 
Psycholinguists usually hold that speech production involves three types 
of mental processes (see Figure 1.1). First, speaking starts with 
conceptualization processes, specifying which concepts are to be 
expressed verbally. The conceptual information to be verbally expressed 
is called the message (Garrett, 1975; Levelt, 1989), or the interfacing 
representation - the representation that interfaces between thought and 
language (Bock, 1982). Second, formulation processes select appropriate 
words for these concepts, and build a representation of (1) the syntactic 
structure (in case of sentence production) and (2) the sound structure of 
the utterance. The result of the formulation processes is a motor program 
for the utterance. Third, articulation processes execute this motor 
program, thereby realizing it as overt speech (cf. Bock, 1982, 1986; Dell, 
1986; Garrett, 1975, 1988; Kempen, 1977; Kempen & Hoenkamp, 1987; 
Levelt, 1983; for a review of the processes underlying speaking, see 
especially Levelt, 1989). 
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Figure 1.1 Mental stages involved in speech production: Conceptualization 
processes select the concepts to be verbally expressed (the message), and pass 
them on to formulation processes The formulation processes access appropriate 
words (i.e., lemmas and lexemes) for these concepts, and build a syntactic 
structure (in case of sentence production) and a morpho-phonological structure for 
the utterance; the resulting motor program is reali/.cd by articulation processes as 
oven speech. For details, see text 
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Lexical access is assumed to comprise two major steps: lemma 
retrieval and word-form encoding (cf. Bock, 1986; Butterworth, 1980, 
1989; Dell, 1986; Fromkin, 1971; Gairett, 1975, 1976, 1980, 1988; 
Kempen, 1977; Kempen & Hoenkamp, 1987; Kempen & Huijbers, 1983; 
Levelt, 1983, 1989, 1992; Levelt & Maassen, 1981; Levelt & Schriefers, 
1987; Schriefers, 1990; Van Wijk & Kempen, 1987). Lemma retrieval is 
the activation and selection of a lemma on the basis of a message 
concept (Kempen & Huijbers, 1983). A lemma is a representation of the 
meaning and the syntactic properties of a word (see Levelt, 1989, for a 
detailed description). For instance, the lemma of the word dog specifies 
the conceptual conditions for the appropriate use of the word, and 
indicates, inter alia, that the word is a noun. Lemma retrieval is a crucial 
component of the syntactic encoding process. The building of a phrasal, 
clausal, or sentential structure (e.g., making the noun dog head of a Noun 
Phrase) requires the syntactic part of lemmas. Word-form encoding is the 
process by which an articulatory program for the word is constructed. 
This involves retrieving its morpheme(s) and speech segments, and 
linking them to categorically labeled slots in word-form frames (Dell, 
1986; Garrett, 1975; Levelt, 1989, 1992; Shattuck-Hufnagel, 1979). For 
example, the syllable frame for dog is filled with the retrieved segments 
/d/, /o/, and /g/. A final step in word-form encoding involves addressing 
stored syllable programs, which will control the articulatory movements 
(Crompton, 1982; Levelt, 1989, 1992). Following Kempen and Huijbers 
(1983), the mental representation of word-form information will be 
referred to as the lexeme. 
The assumption of two accessing steps, instead of one for the whole 
word, is supported by experimental findings on speech latencies and 
word-order preferences (e.g., Bock, 1986; Kempen & Huijbers, 1983; 
Levelt & Maassen, 1981; Levelt, Schriefers, Vorberg, Meyer, Pechmann, 
& Havinga, 1991a; Schriefers, Meyer, & Levelt, 1990), tip-of-the-tongue 
studies (e.g., Brown & McNeill, 1966; Jones & Langford, 1987), speech-
error data (e.g., Dell, 1986; Fromkin, 1971; Garrett, 1975, 1976, 1980, 
1988), and data from aphasia (e.g., Butterworth, 1989; Garrett, 1992; 
Saffran, Schwartz, & Marin, 1980). For an extensive discussion of 
whether lemma retrieval and word-form encoding are not only distinct, 
but also discrete (i.e., temporally non-overlapping) processes, I refer to 
Dell and O'Seaghdha (1991, 1992) and Levelt et al. (1991b). 
The process of lexical access has not received as much attention in 
the study of language production as it has in the study of language 
comprehension. Theories of lexical access in speaking primarily address 
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the process of word-form encoding (e.g., Dell, 1986, 1988; Meyer, 1990, 
1991, 1992; Shattuck-Hufnagel, 1979; Sternberger, 1985). Although 
typically some assumptions are made about lemma retrieval (e.g., Bock, 
1982; Brown & McNeill, 1966; Butterworth, 1989; Fay & Cutler, 1977; 
Fodor, 1976; Garrett, 1982; Morton, 1969; Oldfield, 1966; Sternberger, 
1985), only a few theories address this process in depth. These are the 
discrimination-net theory of Goldman (1975), the decision-table theory of 
Miller and Johnson-Laird (1976), the logogen theory of Morton (1969), 
and the featural spreading-activation theory of Dell (Dell, 1986; Dell & 
O'Seaghdha, 1991, 1992). 
The Need for a New Theory of Lemma Retrieval 
There are two major problems with these theories. First, they all fail on a 
number of basic problems for lemma access in speaking, such as the 
hyperonym problem, the dissection problem, and the word-to-phrase 
synonymy problem (Bierwisch & Schreuder, 1992; Levelt, 1989, 1992). 
These problems will be discussed extensively in this thesis. Second, 
although all the theories are proposed as process theories, none of them 
has been tested explicitly on time-course data. However, time-course data 
are among the most important types of data for evaluating a process 
theory (cf. Levelt et al., 1991a, 1991b; Vorberg, 1985). 
This situation is clearly undesirable. A new theory is needed that 
solves the retrieval problems and that is explicitly tested on time-course 
data. 
In this thesis, I will present such a new theory of lemma retrieval. 
On the one hand, the theory resolves the retrieval problems mentioned. 
Take for example the hyperonym problem (Levelt, 1989). If the 
conceptual conditions for the application of a word (e.g., dog) are 
satisfied, then those of its hyperonyms (e.g., animal) are automatically 
also met. The theory explains why in accessing a word, all its 
hyperonyms are not retrieved as well. It assumes that the conceptual 
system presents the formulation processes with a message that embodies 
a one-to-one mapping from conceptual properties onto lemmas. That is, a 
so-called non-decompositional approach to lemma retrieval is taken. On 
the other hand, the theory provides a quantitative account of many 
important empirical findings on the time course of conceptually driven 
lemma retrieval. In particular, it accounts for the classical SOA-functions 
of semantic effects obtained for object naming, object categorization, and 
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word categorization in the so-called picture-word interference paradigm 
(cf. Glaser & Düngelhoff, 1984). In this paradigm, subjects have to name 
or categorize pictures (or words) and simultaneously ignore distractor 
words (or pictures). For example, they have to say dog or animal to a 
pictured dog, and ignore distractor words such as the semantically related 
word fish or the semantically unrelated word tree. Distractors are 
presented just before (e.g., -400, -300, -200, or -100 ms), simultaneously 
with, or right after (e.g., +100, +200, +300, or +400 ms) the onset of the 
target stimulus (SOA). Novel quantitative predictions from the theory 
about inhibitory and facilitatory effects by distractors on noun and verb 
retrieval were explicitly tested in new experiments, and turned out to be 
valid (Note 1). The experiments will be reported in this thesis too. 
Taking a Spreading-Activation Approach to Lexical Access 
The theory falls into a general class of theories that take a 
spreading-activation approach to lexical retrieval (e.g., Dell, 1986, 1988; 
Sternberger, 1985). Following a long tradition in psycholinguistics (e.g., 
Garrett, 1975), a distinction is made between linguistic rule systems on 
the one hand, and the mental lexicon on the other (see Figure 1.2). The 
rule systems build linguistic structures or frames, which are conceptual, 
syntactic, morphological, or phonological in nature. These structures are 
created by the conceptualization and formulation processes during the 
planning of an utterance. The creation of the structures is assumed to be 
lexically driven (cf. De Smedt, 1990; De Smedt & Kempen, 1987; 
Kempen & Hoenkamp, 1987; Levelt, 1989). The structures contain 
categorically labeled slots or terminals. The mental lexicon provides the 
terminal elements of the structures (i.e., the fillers for the slots or the 
terminals). The lexicon is conceived of as a network. 
There is a correspondence between the types of linguistic structures 
that are build and the layering of the lexical network. The network 
consists of a conceptual stratum with concept nodes and labeled links; a 
syntactic stratum with lemma nodes, and syntactic property nodes and 
labeled links; and a word-form or lexeme stratum consisting of a 
morphological and a phonological substratum containing, respectively, 
morphological and phonological nodes and labeled links. 
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Figure 1.2 Linguisuc structures and the lexical network: a conceptual stratum 
with lexical-concept nodes, the terminal elements of the lo-bc-verbalized 
conceptual structures (i.e., the messages); a syntactic stratum with lemma nodes, 
the terminal elements of the syntactic structures; and a word-form stratum with 
morpheme and speech segment nodes, the terminal elements of the morphemic 
and syllable structures. Details will be explained later in this thesis. 
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As will become clear later in this thesis, crucial for the resolution of 
the retrieval problems by the theory is the assumption that in the lexical 
network each lexical concept (e.g., DOG) is represented as an independent 
node (e.g., DOG(X)). Conceptual component nodes (e.g., BARK(X)) are only 
indirectly linked to a lemma node, via this independent lexical concept 
node. 
The terminal elements of the frames are retrieved from the mental 
lexicon (i.e., made available as terminal or as slot filler) by means of the 
spreading of activation. An activated node activates its neighbor nodes, 
and these neighbors activate their neighbors, and so forth. There are 
weights on the links of the network. Only a proportion of the activation 
of a node is sent along a link. So, the amount of activation arriving at a 
node is a negative function of network distance (in terms of number of 
intervening nodes). There is also a spontaneous decay of activation to 
prevent it from getting out of control. 
Retrieval proceeds from layer to layer. The activation level of a 
higher-level node is enhanced, followed by a spread of the activation 
downwards, and the selection of the highest activated node at the layer 
next below. For example, to verbalize the concept DOG, the activation 
level of the concept node DOG(X) is enhanced, activation spreads towards 
the syntactic stratum, and the highest activated lemma node is selected. 
This will be the lemma node of dog. Although the lemma node of animal 
will be co-activated, it gets only a proportion of a proportion of the 
activation of DOG(X), whereas the lemma node of dog gets a full 
proportion (Note 2). 
In the production of a multi-word utterance, a selected lemma node 
(a) initiates the building of a new syntactic structure of which it is a 
terminal or (b) is used as the filler for an empty slot in a developing 
syntactic structure (Kempen & Hoenkamp, 1987; Levelt, 1989). For 
example, the noun dog may start up the building of a sentence having a 
Noun Phrase headed by dog as subject. Alternatively, dog may fill the 
noun slot of a Noun Phrase which functions as direct or indirect object of 
a developing sentence. These syntactic processes will not be dealt with in 
this thesis; only the activation and selection of a lemma will be addressed 
in detail. A selected lemma node is given a flag which indicates that the 
lemma is part of a syntactic structure (Dell, 1986). (A flag is a marker 
attached to a node.) Similarly, the concept node DOG(X) would have a flag 
indicating that it is part of the conceptual structure making up the 
message. Flags coordinate linguistic structure with linguistic content. In 
particular, they relate elements from the lexical network to the frames (cf. 
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Bock, 1987). Furthermore, flags periodically buffer elements from the 
lexical network. This makes formulation processes less dependent on the 
transient state of activation of the lexical network. It allows for temporal 
discontinuities in the process of speech production (cf. Bierwisch & 
Schreuder, 1992). 
As we will see in the remainder of this thesis, these simple 
assumptions about the activation and selection of a lemma entail clear 
characteristics of the time course of the retrieval process. 
Overview of This Thesis 
The remainder of this thesis is organized as follows. In chapter 2, I will 
address the issue whether words are retrieved in a conceptually 
decomposed or non-decomposed way. I will point to an important class 
of retrieval problems that pose great difficulties for a decompositional 
approach. This class includes, among others, the hyperonym problem, the 
dissection problem, and the word-to-phrase synonymy problem. To solve 
these problems, a non-decompositional approach to lemma retrieval is 
advocated. In chapter 3, the theoretical and empirical fruitfulness of such 
an approach is demonstrated. In that chapter, I will present a new non-
decompositional theory and computer simulation model of lemma 
retrieval resolving the retrieval problems. Furthermore, it is shown that 
the theory and computer model can account for a large variety of 
empirical facts on conceptually driven lemma retrieval. In particular, the 
theory and model provide a good account of the time course of lemma 
retrieval in the picture-word interference paradigm. The chapter also 
reports new empirical support for the theory from an experiment testing 
some of its predictions about noun retrieval. Chapter 4 reports some 
further empirical tests of predictions, now about the time course of verb 
retrieval. Again, the theory is shown to be in agreement with the 
experimental findings. And finally, in chapter 5, a few additional 
assumptions are made about the stage of conceptual identification and 
about the stage of word-form encoding. Some phenomena that received a 
cursory treatment in the earlier chapters are now dealt with in more 
detail. 
Chapter 2 
Conceptually Decomposed or Non-decomposed 
Lemma Retrieval in Speaking? 
In this chapter, I will distinguish between decompositional and non-
decomposmonal approaches to lemma retneval in speaking I will give a 
number of arguments against the former and in favor of the latter 
Whether or not these arguments are conclusive, they point at least to the 
virtue of developing a theory of lemma retneval along non-
decompositional lines The chapter will set the stage for the remainder of 
this thesis, where a non-decompositional theory of lemma retneval in 
speaking will be outlined, tested by means of computer simulation and 
expenment, and contrasted with other approaches in the literature 
Two Theoretical Criteria: Speed and Convergence 
The approaches to lemma retneval in speaking in the literature can be 
divided into two broad classes decompositional and non-decompositional 
Decompositional theories maintain that semantically complex words 
(i e , words whose meaning can be further analyzed into more elementary 
concepts) are retrieved on the basis of a combination of primitive 
concepts ( e g , Bock, 1982, Dell, 1986, Dell & Reich, 1981, Dell & 
O'Seaghdha, 1991, 1992, Goldman, 1975, Miller & Johnson-Laird, 1976, 
Morton, 1969, Sternberger, 1985) They argue, for example, that the 
lemma of father is retrieved on the basis of representations like MALE(X) 
and PARFNT(X,Y) The decompositional theones of lemma retneval that are 
developed into most detail are the discnmination-net theory of Goldman 
(1975), the decision-table theory of Miller and Johnson-Laird (1976), the 
logogen theory of Morton (1969), and the featural spreading-activation 
theory of Dell (Dell, 1986, Dell & O'Seaghdha, 1991, 1992) 
By contrast, non-decompositional theones (cf Collins & Loftus, 
1975, Fodor, 1976, Fodor, Fodor, & Garrett, 1975, Fodor, Garrett, 
Walker, & Parkes, 1980, Garrett, 1982, Kintsch, 1974) assume that an 
abstract representation ΓΑΤΙΙΕΚ(Χ,Υ) IS used to retneve father Properties 
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such as MAIF(X) and PARENT(X,Y) remain outside the message in semantic 
memory, as background information 
A short note on terminology By componential analysis (cf 
Kempson, 1977, Miller, 1978) I will denote the analysis of word meaning 
into conceptual components (features, markers, conditions) meant to make 
explicit the systematic semantic relations between words (cf Lehrer, 
1974, Nida, 1975) or between the meaning and the syntactic properties of 
a word (cf Jackendoff, 1990) A componential analysis describes what 
speakers know, that is, it charactenzes their competence For instance, 
such an analysis would make clear that bachelor and spinster contrast in 
meaning because the former has the feature MAI F and the latter the feature 
FEMALb Componential analysis taken in this sense does not involve a 
commitment to a particular way of mental representation, as will become 
clear below I will use the term lexical or semantic decomposition to 
indicate the stronger view that the mental representation of a complex 
lexical concept literally consists of the representations of its component 
concepts Complex lexical concepts have their component concepts as real 
constituents Lexical decomposition involves a claim about the actual 
mental representation of word meaning (cf Bierwisch & Schreuder, 
1992) It concerns the concrete mental structures underlying language use 
or performance I will talk about decomposed retrieval if words 
expressing complex concepts are retneved on the basis of the 
combination of constituents of the concept Below, I will discuss these 
notions further Throughout this thesis, I will refer to concepts in 
uppercase (e g , ГАТНЬК), to the mental representation of a concept by a 
(combination of) proposmonal function(s) in uppercase (e g , FATHER(X,Y) 
or MALr(x) л PARFNT(X,Y)), and to a word in lowercase italics (e g , father) 
Recently, two entena have been formulated which any theory of 
lemma retrieval in language production should meet (Levelt, 1989, Levelt 
& Flores d'Arcais, 1987) those of speed and convergence The speed 
cntenon requires of a retrieval procedure that it is fast enough to allow 
the selection of up to five words per second (people can speak at that 
rate) from a lexicon of a size comparable to that of real speakers The 
convergence cntenon demands that if a concept has to be expressed, and 
the lexicon contains an appropnate word, the retneval procedure leads to 
the selection of precisely that word and no other 
Evaluation of the approaches of lemma retneval in the speech 
production literature reveals that decompositional theones do not do very 
well on either or both entena (Levelt, 1989) To restnet ourselves to the 
most explicit theoretical proposals Goldman's discnmination nets fail on 
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both requirements, and Miller and Johnson-Laird's decision-table theory, 
Morton's logogen theory, and Dell's featural spreading-activation theory 
do not meet the convergence criterion. All four approaches fail on an 
important class of retrieval problems. These problems will be discussed 
below. The most salient member of this class is what Levelt (1989) calls 
the hyperonym problem. When the meaning of word a implies the 
meaning of word b, b is a hyperonym of a, and α is a hyponym of b 
(Cruse, 1986; Lyons, 1977). If the conceptual conditions of a hyponym 
(e.g., dog) are met, then those of its hyperonyms (e.g., animal) are also 
satisfied. How, then, is prevented that in accessing a word, also all its 
hyperonyms are retrieved, thus violating the convergence criterion? 
Why Discrimination Nets, Decision Tables, Logogens, and 
Featural Spreading-Activation Nets Fail 
Discrimination Nets 
The discrimination nets of Goldman (1975) are binary trees with non­
terminal nodes that represent semantic tests and terminal nodes that 
represent words (for a similar proposal, see Oldfield, 1966; Oldfield & 
Wingfield, 1964). To retrieve a word for a message concept, semantic 
tests are applied to the concept, starting with the test at the root of the 
tree. If the concept passes the test, control moves to the "left" daughter 
node; if not, control moves to the "right" one. Tests are run until a 
terminal node is reached. 
What is wrong with such binary nets? First, the speed criterion poses 
a problem to these nets due to their sequential testing (for detailed 
arguments, see Levelt, 1989). The lemma retrieval time will be equal to 
the sum of the latencies of the semantic tests leading to a lemma. 
Second, the convergence criterion requires nets containing tests that 
hyponyms will pass and hyperonyms will not, or vice versa. But the 
semantic conditions of a hyponym include those of its hyperonyms. And 
whether or not the distinguishing conditions of a hyponym are satisfied is 
irrelevant to a hyperonym. For instance, CAN-BARK is an irrelevant 
condition for being an animal, not a condition that animals fail to satisfy 
(some animals are dogs). Binary discrimination nets cannot implement 
this kind of irrelevance and use it to determine in what direction to pass 
control. Maybe, this problem can be solved by assuming that the tests 
only signalize the presence or absence of a particular conceptual feature 
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in the message, and that they do not conrespond to the semantic 
conditions of a word Then, the chain of tests leading to a lemma would 
not make up the word's meaning A hyperonym would be reached if all 
the tests for the distinguishing features of its hyponyms evaluate to False 
For example, animal would be reached if all the tests in a senes such as 
CAN-BARK7, CAN-SWIM7, iiAS-EARs7, and so forth, evaluate to False This 
would then indicate that the corresponding features are not part of the 
message, but would not have the implication that CANNOT SWIM IS part of 
the meaning of the word animal In the next section, I will show that 
there remain problems for this approach For other difficulties, see Levelt 
(1989) 
Decision Tables 
Miller and Johnson-Laird (1976) postulate that word retneval is 
accomplished by so-called decision tables (for a similar proposal, see 
Brown & McNeill, 1966) That is, access matrices where the rows 
represent outcomes (True, False) of semantic tests - the row margins -
and the columns stand for outcome patterns on a senes of such tests An 
entry of a matnx can also be blank, indicating that the outcome of a test 
is irrelevant Semantic tests are applied in parallel to each concept a 
speaker wants to express, and the pattern of outcomes tnggers a 
particular lemma 
Due to its parallel testing, lemma retneval by a decision table can be 
fast (the slowest semantic test determines the speed) But the table cannot 
handle hyperonyms For example, if a speaker wants to express the 
concept DOG, all the tests of ANIMAL will also evaluate to True, so both dog 
and animal will be retneved 
Logogens 
Morton (1969) assumes that so-called logogens underlie lexical access A 
logogen is a device counting how many of its associated properties are 
present in the message When the count surpasses a cntical threshold, the 
logogen will fire, thereby making the articulatory program of the word 
available In lemma retneval a set of conceptual features is switched on, 
and the logogen that fires first will be selected 
Because logogens count features in parallel, retneval times can be 
short But again, hyperonyms cause trouble For example, the set of 
conceptual features of animal is a subset of the set of features of dog. In 
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activating the features for dog those of animal will also be turned on, and 
both the logogen of dog and that of animal will fire, thereby violating the 
convergence criterion. 
Featural Spreading-Activation Nets 
In the featural spreading-activation theory proposed by Dell (1986; Dell 
& O'Seaghdha, 1991, 1992) conceptual feature nodes are directly 
connected to lemma nodes in a lexical network. Lemma retrieval begins 
by activating the set of conceptual feature nodes making up the to-be-
verbalized concept. Each feature node then spreads a proportion of its 
activation towards the associated lemma nodes. This proportion is the 
same for all nodes, that is, there is a general spreading rate. Finally, after 
a certain period of time (depending on the speech rate), the highest 
activated lemma node is selected. 
Notice that contrary to the earlier proposals, this proposal does not 
suffer from a hyperonym problem. For example, in activating the 
conceptual features for DOG, the lemma of the word animal will not be 
selected. Although the lemma nodes of the hyperonyms of dog such as 
animal will be activated, they will not be activated as high as the node of 
dog (Note 1). All conceptual features for DOC will send a proportion of 
their activation to dog, but only a subset of these features will activate 
animal. So dog will have a higher level of activation than its 
hyperonyms. 
However, although dog will be preferred to animal, dog will not be 
selected. The retrieval mechanism suffers from a hyponym problem. In 
activating the conceptual features of DOG, the lemma nodes of hyponyms 
such as dachshund and poodle will also be activated by these features to 
the same level as dog. All features that activate dog will also activate its 
hyponyms. Consequently, a selection cannot be made. 
Some Further Arguments Against Decomposition and in Favor 
of Non-decomposition 
The four approaches of lemma retrieval just described differ in a number 
of respects, but they all suppose that within the message the concept to 
be expressed is conceptually decomposed. But decomposition is not the 
only theoretical option and empirically supported possibility. Non-
decompositional theories are able to account for the major theoretical and 
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empirical facts on word meaning quite as well (e.g., Collins & Loftus, 
1975). Nevertheless, decomposition is the leading view in the literature, 
whereas non-decomposition is often not taken very seriously. Below, I 
will put forward some arguments to indicate that there is no theoretical 
and empirical necessity to disregard non-decomposition. Rather on the 
contrary. For a theory of lemma retrieval in speaking there are good 
reasons to prefer non-decomposition to decomposition. 
First, it seems sometimes be forgotten that conceptual analysis does 
not imply lexical decomposition (cf. Jackendoff, 1990). A system without 
lexical decomposition can easily implement a componential analysis and 
thereby account for the systematic semantic relations between words. For 
instance, the contrast between bachelor and spinster could be accounted 
for by assuming that semantic memory contains the appropriate property 
specifications. That is, that it contains something like 5ЕХ-ОР(ВЛСІІИ.ОК(Х), 
MALF.(X)) and SEx-op(si>iNsreR(x), FEMAU-(X)), specifying the sex of a bachelor 
and a spinster. 
Furthermore, meaning postulates (Bar-Hillel, 1967; Carnap, 1952; 
Fodor, 1976) are not the only way to implement a componential analysis 
in a non-decompositional way (Bierwisch & Schreuder, 1992). And 
objections to meaning postulates do not necessarily hold for other non-
decompositional approaches. In chapter 3, I will propose - following a 
long tradition in psychology and artificial intelligence (e.g., Collins & 
Loftus, 1975; Quillian, 1967; and more recently. Miller & Fellbaum, 
1991) - to represent word senses by a semantic network. 
Second, there are important theoretical and empirical arguments 
against the view that all (or at least, most) lexical concepts are 
decomposed into their definitions (for reviews, see especially Fodor et al., 
1980; Medin & Smith, 1984; Mervis & Rosch, 1981; Rosch, Mervis, 
Gray, Johnson, Boyes-Braem, 1976). A definition is a decomposition of a 
concept into necessary and sufficient components. For example, FATHER 
may be defined as MALE PARENT: An individual cannot be a FATHER without 
necessarily being both a MALE and a PARENT; and for an individual to be a 
FATHER it suffices to be a MALE and a PARENT. 
One seems to underestimate the implications for lemma retrieval of 
the finding that only a few lexical concepts are decomposable into 
definitions. In particular, non-definitional decomposition highly 
complicates lemma retrieval by means of a matching process. For 
example, in a decision table, a particular pattern of outcomes on the 
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semantic tests triggers a lemma. This, however, presumes a definitional 
decomposition of word meanings. Without definitions a decision table 
would not work. Similarly, Bierwisch and Schreuder (1992) assume that a 
message structure triggers a lemma if and only if there exists a complete 
match between that message structure and the semantic structure of the 
lemma. Again, non-definitional decomposition would make the task for a 
matching procedure very difficult, if feasible at all. For example, if 
having the features BARKING ... QUADRUPED is merely a sufficient condition 
for being a dog, then an entity conceptualized as BARKING ... BIPED might be 
a dog (e.g., a wounded dog missing two legs). Consequently, if a 
complete match between a message structure and a particular word 
meaning is required to access a word, then all such alternative structures 
would have to be stored with the lemma of dog. Otherwise, the retrieval 
mechanism could not allow for such variations in conceptualization. The 
number of these variations, however, may be indefinite, which makes it 
impossible to store them all. 
By contrast, in a non-decompositional approach to lemma retrieval it 
is irrelevant whether the conceptual components associated with a concept 
are defining or not. The requirement for the retrieval of a lemma is that 
the conceptual system confines itself to a particular classification. For 
example, independent of whether an object is a barking ... quadruped or 
barking ... biped, as long as a speaker takes the object to be a DOG and 
makes DOG(X) part of the message, the lemma of dog will be retrieved. 
Third, and again directly relevant to a theory of speech production, 
syntactic encoding does not require lexical decomposition at the message 
level, contrary to what, for example, the work of Jackendoff (1987, 1990) 
might suggest. Sentence production appears to be quite feasible without 
lexical decomposition, as revealed by the computational theories of 
syntactic encoding of De Smedt (1990) and Kempen and Hoenkamp 
(1987), among others. To build a sentence, syntactic encoding processes 
do not need to know that a BACHELOR is an UNMARRIED HUMAN ADULT MALE, 
that a DOG is usually a BARKING ... QUADRUPED, or that KILL is CAUSE TO DIE. "It 
is ... one thing to say that speakers know that killing normally involves 
the causation of death, but quite another thing to require that this 
knowledge becomes an explicit part of the preverbal message" (Levelt, 
1989, p. 93). In a non-decompositional approach, there is no such 
redundancy in the specification of a message. Only a very limited and 
shallow part of conceptual structure interacts with syntax. Conceptual 
complexity remains outside the message. In such an approach, 
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formulation processes do not have access to, and do not have to bother 
with, the representations that determine the semantic behavior of a word 
(i.e., its conceptual components). These conceptual representations are 
only within the reach of conceptualization processes. 
Fourth, lexical decomposition creates a word-to-phrase synonymy 
problem. According to decompositional theories, sentences such as Peter 
is a bachelor and Peter is an unmarried human adult male will have one 
and the same underlying message (Fodor, 1976). Both bachelor and 
unmarried human adult male will be represented semantically as 
something like UNMARRKD(X) Λ IIUMAN(X) Λ ADULT(X) Λ MAI.E(X). This 
confronts the syntactic encoding mechanism with a dilemma. On what 
basis can the mechanism make a choice between a single lexicalization 
(in the former case) or building a phrase (in the latter case)? And why 
does one not say Rover is a barking ... quadruped instead of Rover is a 
dog, or vice versa, when the message contains something like BARKING(X) 
л ... л QUADRUPED(X)? For a theory without decomposition, word-to-phrase 
synonymy poses no problem. In order to get the phrase barking ... 
quadruped, BARKINC(X) Л ... л QUADRUPED(X) is made part of the message, 
and to get dog one simply takes DOC(X) (cf. De Smedt, 1990; Kempen & 
Hoenkamp, 1987). 
Fifth, what is the primitive base of the decomposition? The existing 
decompositional theories are unclear about what they take to be the 
primitives of decomposition. Traditionally, the primitives are assumed to 
be sensory concepts. But it is hard to believe that concepts such as 
DEMOCRACY, PEACE, BACHELOR, FATHER, KILL, and so forth, are mentally 
represented in terms of sensorial properties. What, then, are the 
primitives? That concepts such as CAUSE or DIE are the primitives is also 
difficult to maintain. "The problem is that there is no end to semantic 
decomposition, DIE is to become not alive, BECOME has temporal aspects to 
be spelled out, and so forth. However, it is also arbitrary to impose some 
cutoff point" (Levelt, 1989, p. 93). Therefore, the existing 
decompositional theories leave open what the ultimate primitive 
conceptual components are. Thus, contrary to a non-decompositional 
theory, they do not specify the vocabulary of the language production 
system at the message level. 
Furthermore, the types of primitives traditionally proposed often 
seem to be unfit to represent word meaning, as has been pointed out by 
Jackendoff (1990). "For instance, consider the lexical entries for duck and 
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goose. ... How are they distinguished from one another? One possible 
factor, which clearly enters into learning the words in the first place, is 
how ducks and geese look, and how they differ in appearance. But to 
encode this difference in binary features, say [+ long neckl, is patently 
ridiculous" (pp. 32-33). To solve this problem within a decompositional 
approach, Jackendoff assumes that the lexical entry of a physical object 
word includes a representation of the visual shape (i.e., the 3D structure) 
of the object denoted. This solution, however, meets with a number of 
difficulties. First of all, it is difficult to combine with a matching 
principle as proposed by Bierwisch and Schreuder (1992). They assumed 
that to access a lemma, a complete match between a message structure 
and the semantic structure of a lemma is required. If Bierwisch and 
Schreuder would adopt Jackendoff's solution, then visual shape 
representations would have to be duplicated. The representations would 
be part of the vocabulary for the specification of messages and be stored 
in the mental lexicon as part of the meaning of words. Furthermore, 
shape structures would be within the reach of formulation processes. This 
is not a very appealing option - especially not if one assumes a 
modularity of language, as Bierwisch and Schreuder do. 
According to Jackendoff, however, there exists no such distinction 
between message structures and semantic structures. So, visual shape 
representations do not have to be duplicated. Furthermore, "an important 
boundary condition ... is that conceptual structure is the necessary conduit 
between 3D model information and syntactic information. ... That is, 3D 
model differences, although crucial in distinguishing word meanings, are 
invisible to syntax" (Jackendoff, 1990, p. 34). But if conceptual structures 
are taken to be the only input to formulation processes, then Jackendoff's 
proposal raises an important question for lemma retrieval. If words such 
as duck and goose do not differ conceptually but only in shape structure 
(as Jackendoff assumes), one wonders how these words can ever be 
retrieved. To retrieve them, formulation processes should have access to 
the shape information to be able to make a distinction between the words, 
but such access is denied. Visual shape representations are assumed to be 
invisible to formulation processes. 
For a non-decompositional approach, there are no such difficulties. 
Shape information would not have to be duplicated, and the information 
could remain invisible to formulation processes. Besides the conceptual 
composition, the information about the visual shape of the denoted object 
is one of the records associated with a non-decomposed concept 
representation. Therefore, a shape structure may enter into the decision 
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about which lexical-concept representation (e.g., DUCK(X) or Goosn(x)) to 
include in the message to reach a certain communicative goal. However, 
similar to the conceptual composition of the concept, these structures will 
not be directly involved in the retrieval of a lemma. They do not fall 
within the domain of formulation processes. 
Sixth, contrary to what is sometimes presumed, non-decomposition 
does not require all lexical concepts to be innate (Fodor, 1981; for a less 
radical view, see Fodor et al., 1980). Here, an important distinction 
between types of primitives is overlooked, as has been pointed out by 
Carey (1982). To take FATHER, DOC, ANIMAL, BACIIH.OR, SPINSTI-R, KILL, and so 
forth, as computational primitives - as will be done in this thesis - does 
not imply that one also has to take them as developmental primitives (i.e., 
as starting points for concept acquisition), or as definitional primitives 
(i.e., as elements of the vocabulary of definitions). For example, if a 
BACIII-LOR is an UNMARRIED HUMAN ADULT MALE and vice versa, and MALE occurs 
in the definition of a great number of other concepts and is itself not 
defined (i.e., definitionally primitive), then MALE is a definitional 
primitive. If MALE is a concept that a child possesses "from the cradle", 
and the child uses MALE in acquiring other concepts such as UNCLE, FATHER, 
and so forth, then MALE is a developmental primitive. If MALF.(X) is used in 
lemma retrieval, then MALE is a computational primitive in speaking. Thus, 
there can be definitional primitives even when each lexical concept is a 
computational primitive. The notion of definition concerns a relationship 
between words or concepts, not the way they are mentally represented 
(cf. Fodor, 1976; Fodor & Pylyshyn, 1988). In a system where not every 
lexical concept is a computational primitive, definitional primitives will 
actually be part of the representation of the concept they define. In a 
system of only computational primitives this will not be the case. 
Similarly, computational primitives do not have to be developmentally 
primitive. 
Traditionally, a single, small and universal set of concepts is 
assumed to be primitive in all three respects. These concepts are 
supposed to be used in acquiring the meaning of semantically complex 
words, in the definition of the meaning of these words, and in retrieving 
them in speaking. The mental lexicon is assumed to contain both 
computationally primitive and computationally complex lexical concepts. 
By contrast, Fodor et al. (1980) take the position that all lexical concepts 
(thus also semantically complex ones) are computationally primitive - but 
not necessarily developmentally and/or definitionally, as is assumed by 
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Fodor (1981). Or as Fodor et al state it: "It may be that while adults 
represent "kill" as kill, children learn "kill" as cause to die. After a while, 
one might imagine, cause to die consolidates and kill comes to act as a 
derived primitive. Derived primitives are representations which ... have no 
computationally relevant internal structure" (Fodor et al., 1980, p. 313). 
Consequently, even in a non-decomposioonal approach the 
componential structure of a lexical concept may play a role in learning 
the argument structure of a word - the way it maps conceptual roles onto 
syntactic roles (cf. Pinker, 1989) Furthermore, conceptual components are 
allowed to determine "lexicahzation patterns", that is, they may determine 
the way a conceptual domain is mapped onto lexical items (Bierwisch & 
Schreuder, 1992; Talmy, 1985). However, in contrast to what a 
decompositional theory would assume, the conceptual composition of a 
concept does not remain the only record associated with the concept. 
Conceptual components do not need to enter into all the processes 
refemng to the concept once the speech production system has reached a 
mature state. In the adult system, a lexical concept will no longer be 
represented by nothing but its conceptual features, as decompositional 
theones assume Instead, a mature system possesses representations that 
refer to the concept qua concept. Or as Fodor puts it in The Language of 
Thought. "Bachelor gets into the internal language as an abbreviation for 
a complex expression of the internal language: viz., as an abbreviation 
for unmarried man" (Fodor, 1976, p. 152), where "internal language" 
refers to the system by which messages are represented Such an 
unstructured computational unit or abbreviation was called a chunk by 
Miller (1956) In learning a lexical concept, conceptual components get 
chunked 
Notice that a chunk is assumed to replace a set of properties That 
is, for example, the representation влсііпст(х) serves a stand-in for a 
configuration of conceptual components (i e , UNMARRILD(X), UUMAN(X), 
ADUIT(X), and MAI-F(X)) A chunk is a code that gives access to the codes it 
replaces, but a chunk does not contain these codes as proper parts. 
Otherwise, a chunk would not have the computational advantages it has. 
For example, a chunk reduces the load on working memory, because 
instead of several elements (e.g, USMARRIPOM, IIUMAN(X), ADULT(X), and 
MALF(X)), only a single element (e g, влспп OR(X)) has to be kept active. 
For the same reason, a chunk diminishes attentional demands. Sometimes 
this stand-in character of chunks is overlooked For example, in 
defending lexical decomposition, Jackendoff (1990) maintains that 
"acquisition of a lexical concept might ... speed up processing over a 
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syntactically complex paraphrase, without in any way reducing conceptual 
complexity: a lexical concept is "chunked", whereas a phrasal equivalent 
is not" (p. 38). However, it is important to realize that one cannot have it 
both ways: Lexical concepts are either chunked or not, but not both. 
Seventh, decomposition creates a dissection problem. The notion of 
lexical decomposition relevant in this thesis concerns the vocabulary that 
makes up the domain of computation at the message level. Theories 
adhering to lexical decomposition assume that the vocabulary of the 
system used to represent the messages is notably smaller than the number 
of words in the active lexicon (thus, say, considerably less than in the 
order of 30,000 elements or so). The meaning representations of words 
expressing complex concepts consist of combinations of the 
representations of primitive ones. By contrast, in a non-decompositional 
theory the vocabulary of messages is at least as rich as the active 
vocabulary of the natural language that expresses it. For every lemma of 
a conceptually specified word in the language there is a computational 
primitive in the vocabulary of messages. "Looked at from the linguist's 
point of view, the two theories disagree on what levels of representation 
there are (levels of linguistic representation are individuated, inter alia, 
by their vocabulary ...) ... Looked at from the psychologist's point of 
view, the theories disagree on what representation... is recovered... In 
short, the two theories differ in just about every way that two theories 
can" (Fodor et al., 1980, pp. 273-274). 
A vocabulary for the specification of messages whose elements 
correspond to lexical concepts may have advantages for the language 
learning of a child, as has been pointed out by Fodor (1976) and Pinker 
(1979; but see Pinker, 1989). Furthermore, it resolves the dissection 
problem for a speaker (Bierwisch & Schreuder, 1992; Levelt, 1989, 
1992). This is the problem how a speaker knows to dissect a message 
such that its units can be verbalized. If messages are specified in terms of 
a vocabulary that is much smaller than the number of lexical items in the 
mental lexicon, it is not guaranteed that the message (or a message 
fragment, see Levelt, 1989) can be verbalized. Not all combinations of 
primitive concepts constitute lexical concepts, which are the units for 
verbalization. Thus, in a decompositional approach, every combination of 
primitives that corresponds to a lexical concept should, for example, be 
marked to indicate that it forms a lexical concept. In a non-
decompositional approach no such marking is needed. The dissection 
problem is solved by the very same principle that resolves the hyperonym 
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problem (and the other convergence problems): A one-to-one mapping of 
the vocabulary for the specification of messages onto lexical items. 
"Whorf was surely wrong when he said that one's language 
determines how one conceptualizes reality in general. But he was 
probably correct in a much weaker sense: one's language does determine 
how one must conceptualize reality when one has to talk about it" 
(Pinker, 1989, p. 360). 
Eighth, decomposition creates a hyponym problem for disjunctive 
concepts. A decompositional approach typically assumes that the 
conceptual representation of a word (e.g., animal) is a proper part of the 
conceptual representation of its hyponyms (e.g., dog). Conceptually dog 
would be represented as something like DARKIVG(X) Λ MOVING(X) Λ ... л 
LIVING(X) Л QUADRUPFD(X), and animal as MOVING(X) Л ... л LIVING(X). The 
conceptual representation of a hyponym (dog) contains all the features of 
its hyperonyms (animal) plus a few additional ones, which specify how 
the hyponym differs from its cohyponyms (e.g., bird, having the features 
FLUTING(X) Л BIPED(X) instead of BARKING(X) Л QUADRUPI;D(X)). But this does 
not seem to hold for all hyperonyms and hyponyms. 
Sometimes speakers only seem to have partial knowledge of the 
meanings of words, as has been pointed out by Putnam (1970, 1975). For 
instance, although speakers may know that the words larch and beech 
denote different types of tree, they may not be able to tell a larch from a 
beech. In a decompositional approach, however, speakers should have to 
know at least one distinguishing property of these types to be able to 
represent them. In a non-decompositional approach this is not required. A 
speaker may, for example, represent larch conceptually as LARCH(X) with 
the specification IS-A(LARCH(X), TRI-E(X)). 
Another well-known case in point is the decomposition of color and 
red. The conceptual representation of red does not seem to consist of the 
features of COLOR (common to all colors) plus (an)other one(s). If RED(X) is 
proposed as a feature, RED would contain itself as a proper part, that is, 
the complex concept would contain itself as a component (cf. Fodor et 
al., 1980). What, then, is the lexical decomposition of color and red, and 
how are these words retrieved? There is no such problem for a theory 
without decomposition: RED and COLOR would simply have a representation 
of their own, and red and color would be retrieved on that basis. 
Taking the hyponym red to be the semantically more complex term 
is not a good idea as we just saw. But taking the hyperonym to be the 
more complex term, for instance, by treating COLOR as a disjunctive 
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concept (Miller & Johnson-Laird, 1976; Johnson-Laird, 1981) will not do 
either. Disjunctive concepts suffer from a hyponym problem. 
Examples of (quasi- )disjunctive concepts are GAME, FURNITURE, 
CLOTHING, TOY, and so forth (Miller & Johnson-Laird, 1976). Typically, for 
these concepts there exists no single set of features making up the 
meaning of the hyperonym (e.g., game) and common to all hyponyms 
(e.g., soccer, chess). It is often assumed that these hyponyms are related 
by family resemblance (cf. Wittgenstein, 1953). Miller and Johnson-Laird 
discuss the possibility that these concepts are mentally represented by a 
disjunction. The concept GAMF. is then represented by something like 
SOCCER(X) ν HIDE-AND-SEF.K(X) ν ... ν TENNIS(X) ν CHESS(X). This raises the 
question how one retrieves the lemma for game. It would not only be 
psychologically implausible to assume that the disjunction is part of the 
message (cf. Fodor et al., 1980), but it will also lead to wrong results. 
When one retrieves game on the basis of (part of) the disjunction (e.g., 
on the basis of SOCCER(X) V CHESS(X) V ...), the corresponding hyponyms 
(soccer, chess, ...) will also be accessed. A disjunction of conceptual 
conditions evaluates to True if at least one of its disjuncts does. Or take 
the meaning of the word sibling. A sibling is a BROTHFR OR SISTER. If the 
conceptual conditions for sibling are satisfied, then those of brother or of 
sister are satisfied too. And if the conceptual conditions of brother or 
sister are satisfied, those of sibling are also met. It is unclear how a 
decompositional theory could handle this problem. Again, there is no 
such problem for a theory without decomposition: SIBLING, BROTHER, SISTER 
will all have a representation of their own, each driving lemma retrieval. 
Ninth, non-decomposition does not imply that what a word means is 
context independent. Relevant here is the distinction between a message 
and a mental model (cf. Gamham, 1985; Johnson-Laird, 1983). A mental 
model provides a concrete, context-dependent interpretation of a message. 
In language comprehension, a message is an intermediate representation 
in reaching a full interpretation of the utterance. It is the final language-
oriented representation in the comprehension process (cf. Johnson-Laird, 
1983). For example, whereas a message still has a tree structure, a mental 
model has not. Similarly, in language production, a message is an 
intermediate representation in the production of an utterance. In 
particular, it is the first language-oriented representation in this process 
(cf. Levelt, 1989). 
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A Failure of Two Escape Routes 
The Principle of Specificity 
To solve the hyperonym problem for decompositional theories, Levelt 
(1989, 1992) proposes a principle of specificity. This principle says that 
of all lemmas whose conceptual conditions are satisfied, the most specific 
one is retrieved. For example, if the concept FATHER activates the lemmas 
of father and parent, then father will be selected because it is the most 
specific term. This specificity principle could be mechanically 
implemented by a blocking device, such that the distinguishing features 
of a hyponym block the retrieval of its hyperonyms. For instance, the 
lemma of father could require that the features MALE and PARENT are active, 
and the lemma of parent could ask for only the feature PARENT, where if 
MALE were active, it would block the access of the lemma of parent. 
However, although adoption of the principle of specificity by a 
decompositional theory would solve the hyperonym problem, word-to-
phrase synonymies and disjunctive terms remain problematic. For 
example, when you want to say ... male parent, the principle of 
specificity leads to retrieval of father and not to retrieval of male and 
parent. Unless perhaps if a speaker foresees the problem, and activates 
and de-activates the components in strict succession (i.e., temporally non-
overlapping). Whether speakers indeed solve the word-to-phrase 
synonymy problem this way is an empirical issue. (Although available 
empirical evidence suggests that in producing a Noun Phrase the 
adjective and noun are retrieved in parallel (e.g., Kempen & Huijbers, 
1983; Schriefers, 1991a, 1991b), this does not imply that these words 
always have to be retrieved that way.) Furthermore, the principle does not 
work for disjunctive terms. When you want to say sibling, brother or 
sister will be retrieved because these terms are more specific (Note 2). 
Finally, implementing the principle by a blocking mechanism leads to 
empirical predictions that turn out to be wrong. In a picture-word 
interference experiment, a hyponym (e.g., dachshund) superimposed on a 
pictured object (dog) should block the retrieval of the name of the picture 
(dog, a hyperonym of the distractor), whereas a semantically unrelated 
distractor of the same level of abstraction (e.g., oak) should not. So, 
hyponym distractors ought to inhibit the naming of a picture, but 
empirically this turns out not to be the case (see chapters 3 and 4). 
Thus, one can conclude that the principle of specificity does not 
solve all problems for a decompositional theory. 
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Connectionist Pattern Association 
In the connectionist literature also some suggestions are made about 
conceptually driven lexical retrieval. In all cases, retrieval is based on 
association. Activation over conceptual feature nodes is mapped onto 
lemma nodes via associative connections. 
As we saw, a number of theorists such as Sternberger (1985) and 
Dell (Dell, 1986; Dell & O'Seaghdha, 1991, 1992; Dell & Reich, 1981), 
assume lexical decomposition. "The exact nature of semantic 
representation is irrelevant here, beyond the assumption that it is 
composed of features" (Sternberger, p. 148). "Conceptual nodes connect 
to word nodes, thereby defining the words... For example, the word cat 
might connect to the conceptual features feline and domesticated" (Dell, 
1986, p. 286). 
Maybe, abandoning the assumption of a general spreading rate, and 
putting appropriately tuned weights on the links between conceptual 
feature nodes and lemma nodes can solve the hyponym problem for these 
theories. To prevent the problem, the weights have to be learned such 
that for any hyperonymy and hyponymy relationship embodied in the 
network (1) activating the conceptual feature nodes of a hyponym results 
in a higher level of activation for the hyponym lemma node than for the 
hyperonym lemma node and (2) activating only the feature nodes for the 
hyperonym, a subset of those of the hyponym, results in a higher 
activation level for the hyperonym lemma node than for the hyponym 
lemma node. 
However, tuning weights is insufficient to handle the word-to-phrase 
synonymy problem. That is, to accomplish that {UNMARRIED(X), HUMAN(X), 
ADULT(X), MALE(X)) could both be mapped onto bachelor (if single 
lexicalization is required) and to unmarried, human, adult, male (if a 
phrase is required). The problem is that when {UNMARRIED(X), HUMAN(X), 
ADULT(X), MALE(X)} is connected to lemma nodes in such a way that 
activating this set can retrieve bachelor as well as unmarried, human, 
adult, and male, then activating the set also will retrieve all these terms. 
One might assume that a single lexicalization and building the phrase are 
accomplished on the basis of different patterns of activation over the 
conceptual feature nodes. This, however, amounts to non-decomposed 
retrieval: MALE in BAOTELOR would be encoded differently than MALE in 
isolation (see the discussion of Smolensky's proposals below). 
Alternatively, one might assume that selectivity (i.e., retrieving bachelor 
without retrieving unmarried human adult male, and vice versa) is 
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achieved by nodes that stand for combinations of conceptual features (i.e., 
nodes for UNMARRIED MAN; ADULT MALE; etc.). But this also amounts to 
giving up decomposition. Another problem for simple pattern association 
is how to handle disjunctive concepts such as COLOR, GAME, SIBLING, and so 
forth. 
Smolensky (1988) suggests two connectionist ways in which a 
conceptual analysis could be implemented in a non-decompositional way. 
He himself, however, considers the suggestions to be proposals for 
representations with real constituents, that is, decomposed representations. 
I will argue that Smolensky's proposals cannot be seen as realizing 
lexical decomposition. His proposals concern a non-decomposed 
implementation of a componential analysis in the sense indicated earlier 
(cf. Fodor & McLaughlin, 1990). 
Smolensky assumes that a concept is represented by a pattern of 
activation over a set of nodes (i.e., an activation vector). In the first 
proposal, a complex lexical concept is represented by context-sensitive 
representations of its components. The representation MAI.E(X) in 
BACHEIX)R(X) differs from MALE(X) in FATHER(X,Y). That is, the vector of 
MALE(X) as a component of the vector of BACHEIX)R(X) differs from the 
vector of MALE(X) as a component of the vector of FATHER(X,Y). SO, 
although BACHELOR and FATHER share the feature MALE, the computations 
involving BACHELOR and FATHER do not share computational primitives (cf. 
Fodor & McLaughlin, 1990). In the second proposal, the representation of 
a complex lexical concept (e.g., FATHER) is the sum of the tensor products 
of the vectors for the components (e.g., MALE) and the vectors for their 
role within the complex concept (e.g., SEX-OF) (Note 3). As a consequence, 
the vectors for the components are not literally pan of the vector for the 
complex concept (this being a mathematical property of sums and tensor 
products). That is, the representations of the components would not be 
real constituents of the representation of the complex concept (cf. Fodor 
& McLaughlin, 1990; van Gelder, 1990). So, at most, Smolensky's 
proposals can be seen as a framework for the development of non-
decompositional theories. 
To conclude: Connectionist pattern association also does not assure 
convergence for a decompositional theory. 
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Summary and Conclusions 
In this chapter, I distinguished between decompositional and non-
decompositional approaches to lemma retrieval in speaking. I described 
the decompositional theories of lemma retrieval that are developed into 
most detail. These are the discrimination-net theory of Goldman (1975), 
the decision-table theory of Miller and Johnson-Laird (1976), the logogen 
theory of Morton (1969), and the featural spreading-activation theory of 
Dell (Dell, 1986; Dell & O'Seaghdha, 1991, 1992). The decompositional 
theories all appeared to fail on an important class of retrieval problems, 
including the hyperonym problem, the dissection problem, and the word-
to-phrase synonymy problem. Furthermore, it appeared that the principle 
of specificity and connectionist pattern association are unable to solve 
(all) these problems for a decompositional approach. 
The retrieval problems point to the advantage of developing a theory 
of lemma retrieval along non-decompositional lines. In the next chapter 
such a non-decompositional theory will be presented. 
Chapter 3 
A Spreading-Activation Theory of Lemma 
Retrieval in Speaking 
This chapter presents a spreading-activation theory of conceptually driven 
lemma retrieval - the first stage of lexical access in speaking, where 
lexical items specified with respect to meaning and syntactic properties 
are activated and selected. The theory resolves questions such as the 
hyperonym problem. Furthermore, a computer model that implements the 
theory is shown to be able to account for many basic findings on the 
time course of object naming, object categorization, and word 
categorization in the picture-word interference paradigm. In addition, non-
trivial predictions regarding the time course of semantic facilitation for 
hyperonyms, hyponyms, and cohyponyms are experimentally tested, and 
shown to be valid. 
Introduction 
Theory and Experimental Paradigm 
Below, a spreading-activation theory will be proposed that is designed to 
handle conceptually driven lemma retrieval. Following Berg (1988), Dell 
(1986), Dell and Reich (1981), Harley (1984), Sternberger (1985), and 
others, the mental lexicon is conceived of as a network. It is assumed to 
consist of (a) a conceptual stratum with concept nodes and labeled links, 
(b) a syntactic stratum with lemma nodes, and syntactic property nodes 
and labeled links, and (c) a word-form stratum with input-lexeme and 
output-lexeme nodes and labeled links. To solve the convergence 
problems discussed in chapter 2, I assume that conceptual component 
nodes are only indirectly linked to lemma nodes, via non-decomposed 
concept representations. Within the message, there is no lexical 
decomposition. This is in contrast to Dell (1986), Sternberger (1985), and 
others, and in line with the proposals by Collins and Loftus (1975), and 
Fodor, Garrett, and colleagues (Fodor, Fodor, Garrett, 1975; Fodor, 
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Garrett, Walker, & Parkes, 1980). A lemma is retrieved by enhancing the 
activation level of the node of the to-be-verbalized concept (similar to 
giving it signaling activation in the theory of Dell, 1986). This activation 
then spreads towards the syntactic stratum, and the highest activated 
lemma node is selected. 
The theory will be applied to empirical findings on object naming, 
object categorization, and word categorization (among the simplest forms 
of conceptually driven word retrieval), both informally and by computer 
simulation. The simulations concern the time course of lemma retrieval in 
the so-called picture-word interference paradigm (cf. Glaser & 
Düngelhoff, 1984; Glaser & Glaser, 1989; La Heij, 1988; Lupker, 1979; 
Rosinski, 1977; Schriefers et al., 1990; Smith & Magee, 1980). Subjects 
have to name pictured objects (e.g., they have to say dog to a pictured 
dog) and ignore so-called distractor words. A distractor word is a written 
word superimposed on the picture or a spoken word presented via 
headphones. The naming response is affected depending on, inter alia, the 
temporal relationship (the stimulus onset asynchrony or SOA) and the 
content relationship between picture and word. Usually, the distractor is 
presented just before (e.g., -400, -300, -200, or -100 ms), simultaneously 
with, or right after (e.g., +100, +200, +300, or +400 ms) picture onset, 
and is either semantically related to the pictured object (e.g., distractor 
fish, henceforth the REL condition) or semantically unrelated (e.g., 
distractor tree, henceforth the UNR condition). Alternatively, the subjects 
are asked to refer to the picture or to the word printed in the picture by 
producing a hyperonym - called, respectively, picture categorization and 
word categorization. For example, they have to say animal to a depicted 
dog, while trying to ignore the word printed in the picture. Or they have 
to say animal to the word dog and ignore the picture. Typically, one 
observes semantic inhibition (i.e., naming latencies are slower for REL 
than for UNR) at SOA e [-100, +100] for picture naming, semantic 
facilitation (i.e., naming latencies are faster for REL than for UNR) at 
SOA e [-400, -100] for picture categorization, and even more semantic 
facilitation at SOA s [-400, +200] for word categorization (Glaser, 1992; 
Glaser & Düngelhoff, 1984). 
Testing the theory on the basis of object naming, object 
categorization, and word categorization may seem rather restrictive. 
However, to date, these tasks have provided the most detailed information 
on the time course of conceptually driven naming (alone or in 
combination with an auxiliary task, see Levelt et al., 1991a). For a 
discussion of the importance of time-course analyses in studying lexical 
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access in speaking, I refer to Levelt (1989), Levelt et al. (1991a, 1991b), 
and Schriefers et al. (1990); for a discussion of the importance of SOA 
functions in testing a process model, see especially Vorberg (1985). 
One might be inclined to argue that naming and categorization are 
not suitable testing grounds for a theory of lemma retrieval, because the 
syntactic properties of a word do not play a role in naming isolated 
objects. Could not a concept be directly mapped onto a word form, as is 
advocated by Collins and Loftus (1975) and many theorists in the field of 
picture-word processing (cf. Glaser & Glaser, 1989; Nelson, Reed, & 
McEvoy, 1977; Potter, 1979; Seymour, 1979; Smith & Magee, 1980; 
Snodgrass, 1984; Theios & Amrhein, 1989)? A central assumption in this 
chapter is that, in naming and categorization, speakers cannot bypass 
lemma retrieval, just as they cannot simply retrieve but have to construct 
articulatory programs (cf. Dell, 1986; Levelt, 1989; see chapter 5). Both 
lemma retrieval and word-form encoding are of primary use in the 
production of connected speech. Lemma retrieval makes available the 
syntactic properties of words for the syntactic encoding process. Word-
form encoding enables a speaker to syllabify words: To enhance the 
fluency of articulation, a speaker often combines neighbor words in the 
utterance, which leads to a syllabification of words that differs from their 
syllabification in isolation. If articulatory programs were ready-made 
wholes, then such syllabification over word boundaries would not be 
possible (Levelt, 1989). 
Thus, it is assumed that there is only a single route from word 
meaning to word form, instead of one via a lemma (taken during 
sentence production) and another one bypassing lemmas (taken in the 
production of single words). For empirical support, see for example 
Kempen and Huijbers (1983). Moreover, lemma retrieval is claimed to be 
responsible for the semantic effects in the picture-word interference 
paradigm (cf. Schriefers et al., 1990), and not word-form retrieval, as is 
maintained by Glaser and Glaser (1989), La Heij (1988), and La Heij, 
Happel, and Mulder (1990). In a picture-word interference experiment 
with spoken distractor words. Schriefers et al. (1990) obtained a lexical 
semantic effect at a negative SOA (-150 ms), and a word-form effect at 
later SOAs (viz., 0 and +150 ms). For example, the naming of a pictured 
dog was inhibited at the early SOA by the semantically related distractor 
fish compared to the semantically unrelated distractors tree and doll. By 
contrast, the naming response was facilitated at the later SOAs by the 
phonologically related distractor doll compared to the phonologically 
unrelated distractors fish and tree. If one assumes, for object naming, a 
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direct mapping from concepts onto word forms, one should not get an 
early lexical semantic effect and a late word-form effect. Schriefers et al. 
provided evidence that the semantic effect was indeed lexical: In a 
recognition task without naming the effect disappeared, as is typical for 
Stroop(-like) effects (for a review, e.g., La Heij, 1988). If we assume that 
a concept is mapped onto a word form via a lemma, then, initially, 
semantic competitors could be active at lemma level and cause the early 
lexical semantic effect whereas, later on, the word form of the target 
becomes encoded, causing the word-form effect. (For further evidence, 
see Levelt et al., 1991a.) 
A Brief Overview of the Remainder 
The remainder of this chapter is organized as follows. First, I will explain 
the theoretical assumptions. Next, the theory is applied (a) to object 
naming, object categorization, and word categorization by computer 
simulation, and (b) informally, and very briefly, to speech errors (i.e., 
word blends, substitutions, and exchanges). In addressing naming and 
categorization, I will mainly concentrate on findings obtained by Glaser 
and Diingelhoff (1984) and Glaser and Glaser (1989), because their time-
course studies are among the most comprehensive available in the 
literature: They include the speech latencies for picture naming, picture 
categorization, and word categorization with both picture distractors as 
well as word distractors over an extended range of SOAs (i.e., -400 up to 
+400 in steps of 100 ms). Slips of the tongue will be addressed, because 
they have been central in developing theories of speech production, and, 
therefore, may not be ignored by the new theory proposed. Then, some 
novel, and non-trivial, empirical predictions of the theory are tested in a 
new experiment, and shown to be valid. And finally, I will give a 
summary and conclusions. 
Theoretical Assumptions 
General Architecture 
I will assume that in the naming of a perceptually given object (at least) 
four processing stages are involved (see Figure 3.1). First, there is the 
stage of object identification based on perceptual input (conceptual 
identification of the stimulus). The target representations of this 
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processing level are concepts Second, there is the stage of lemma 
retneval (response selection) Third, there is the stage of word-form 
encoding (response programming) The fourth stage involves articulating 
the name of the object (response execution), resulting in overt speech. 
My theoretical claims will be restricted to the second stage They will 
concern how a lemma is retrieved, given a concept to be verbalized (Note 
1). 
PICTURF 
WORD 
object-form 
perception 
word-form 
perception 
conceptual 
identification 
' 
lemma 
retrieval 
4 
word-form 
encoding 
* ' 
articulation 
1 
1 
OVERT SPLECH 
Figure 3.1 Stages of menial processing engaged in the picture-word interference 
paradigm Boxes denote processing stages, and arrows indicate the relevant flow 
of information through the system 
Figure 3 1 also indicates the mental stages assumed to be engaged in 
the picture-word interference paradigm, the perceptual stages that process 
pictures and words are shown on the left The conceptual identification of 
an object involves mapping a representation of the object's form onto a 
concept, preferably a basic-level one (Johcoeur, Gluck, & Kosslyn, 1984, 
Rosch, Mervis, Gray, Johnson, Boyes-Braem, 1976) Categorization of the 
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object (i.e., a dog as animal), then, requires the retrieval in memory of its 
superordinate (Jolicoeur et al., 1984). The information flow from 
conceptual identification to lemma retrieval and vice versa is continuous 
(for empirical support, see Humphreys, Riddoch, & Quinlan, 1988; 
Schriefers, 1990). No specific claims will be made about the other 
perceptual and production stages (Note 2). A written word will activate 
both its lemma and its articulatory program, as is shown by language 
comprehension research (cf. Rayner & Pollatsek, 1989) and the research 
on picture-word processing (cf. Nelson, Reed, & McEvoy, 1977; Potter, 
1979; Snodgrass, 1984). The existence of a direct route from written 
word to articulatory program is also indicated by interference effects 
obtained with the word pronunciation task. Glaser and Glaser (1989) and 
La Heij et al. (1990) observed an inhibitory effect of word distractors on 
reading a word aloud. For example, both fish and tree slowed down the 
reading aloud of dog (relative to pronouncing dog without a distractor 
word). However, there was no additional effect of semantic relatedness: 
fish (REL) did not cause more inhibition than tree (UNR). Furthermore, 
if instead of a distractor word, a picture of a fish or tree was given, 
almost no effect on reading dog was observed (Glaser & Diingelhoff, 
1984). These findings suggest that a word can be read aloud without 
explicitly selecting the word's lemma. I will go into this in chapter 5. 
The Memory Structure of Lexical Entries 
Figures 3.2 and 3.3 illustrate the main assumptions about the memory 
representation of a word. Figure 3.2 shows the structure of a single 
lemma. It illustrates the types of information linked to a lemma node: 
The sense of the word, its syntactic properties, and its input and output 
lexemes. Figure 3.3 shows a fragment of the lexical network representing 
the Dutch words hond (dog) and dier (animal). 
First, at the conceptual stratum, there are concept nodes and 
conceptual links storing the meanings of the words. Each node represents 
a single concept, such as DOC, ANIMAL, and BARK (cf. Collins & Loftus, 
1975; Fiksel & Bower, 1976; Norman & Rumelhart, 1975; Quillian, 
1967; Shastri, 1988). The links between the nodes are labeled pointers, 
which express a relationship between two concepts. For instance, the IS-A 
link indicates that DOG is a subtype of ANIMAL, and the CAN link specifies 
that a DOT, can BARK. Links differ in their accessibility (cf. Collins & 
Loftus, 1975), which is determined by a weight (a positive real-valued 
number) on the link. Weights will be explained in the next section. 
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Furthermore, outside the lexical network proper, there are nodes for the 
visual form of the objects denoted by the words. These form 
representations are involved in shape-based object identification. 
INPUT 
LEXEME 
w 
SENSE —,. 
OUTPUT V - / 
iE 
I 
Concept 
Node 
Lemma 
Node 
LEX ME 
Figure 3.2 Structure of a lemma. 
Second, at the syntactic stratum, there are lemma nodes, and nodes 
and labeled links which correspond to the words' syntactic properties, 
such as gender (GENDER or G: Ne = Neuter, Ma = Masculine) and syntactic 
category (SYNCAT or sc: N = Noun). Third, at the word-form stratum, there 
are input-lexeme (INLEX) nodes and links for the orthography, and output-
lexeme (OUTLEX) nodes and links for the morpho-phonological properties of 
the words in speaking (for details, see chapter 5). The output-lexeme part 
of the network is involved in word-form encoding (cf. Dell, 1986, 1988; 
Sternberger, 1985), and the input-lexeme part is involved in visual word-
recognition (cf. McClelland & Rumelhart, 1981). 
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Visual Form 
Word-Form 
Stratum 
Ι/Γ 2/V 3/C 4/C 1/C 2/V 3/C 
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Stratum 
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Figure Э.З Fragment of the lexical netwoik for the Dutch words hond (dog) and 
dier (animal). For an explanation, see text. 
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The Spreading of Activation and the Selection Process 
Information is retrieved from the network by means of spreading of 
activation (cf. Collins & Loftus, 1975; Dell, 1986). Activation is taken to 
be a positive real-valued quantity, spreading according to the equation 
a(m, t + At) = a(m,t)(\-d) + Σ Mn,m)a(n,t) 
neN (1) 
where a(m,t) is the activation level of node m at point in time f, d is a 
decay rate (0 < d < 1), and Δί is the duration of a time step. The 
rightmost term denotes the amount of activation node m receives between 
t and ί+Δί, where a(n,t) is the output of neighbor node η (the output of η 
is equal to its level of activation), N the set of direct neighbor nodes η of 
m, and w(n,m) the weight on the link between node η and m. A weight 
determines the proportion of activation sent along the link. 
In spontaneous speech, the retrieval of a lemma is a very simple 
process. The activation level of the node of the to-be-verbalized concept 
(flagged as being part of the message, as in the theory of Dell, 1986) is 
enhanced, followed by a spread of the activation from the conceptual 
stratum towards the syntactic stratum, and a selection of the highest 
activated lemma node. 
In a picture-word interference experiment the selection is more 
complicated. The retrieval system must select the lemma activated by the 
picture, and prevent selection of the lemma activated by the distractor 
word. To solve this indexing problem I will assume, following Collins 
and Loftus (1975), that when activation spreads along the links of the 
network, it leaves activation tags at each node reached, specifying the 
source of the activation (see also Chamiak, 1983; Hendler, 1989; 
Quillian, 1967). So, in a picture-word interference experiment, there are 
picture tags and word tags. The lemma nodes that are permitted responses 
in the experiment receive a flag indicating that they are members of the 
response set. (In the experiments to be discussed, subjects studied a 
booklet showing the pictures and the names to be used, before the 
experiment began; I assume that during that period lemmas became 
flagged as permitted responses.) The determination of the response node 
is based on the intersection of the tag originating from the target source 
(e.g., the picture in picture naming) and a response-set flag on one of the 
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lemma nodes. The node at which the intersection is established first will 
be the target lemma (Note 3). 
Notice that the proposed solution to the indexing problem requires 
non-decomposition. The intersection mechanism would not work with 
decomposition. In the activation of the conceptual features of a concept 
(e.g., DOG), the overlapping features of its coordinates (e.g., FISH) and 
subordinates (e.g., DACHSHUND), and all the features of its superordinates 
(e.g., ANIMAL) will be simultaneously activated. Consequently, activation 
tags indicating the external source of activation will arrive at the same 
time at the lemma nodes of the target's cohyponyms (e.g., fish), 
hyponyms (e.g., dachshund), and hyperonyms (e.g., animal) as at the 
target lemma node (dog) itself. 
I will assume that an intersection is by itself insufficient to trigger a 
response. The activation level of the target lemma node must also exceed 
that of the other nodes in the response set by some critical amount. Once 
this amount has been reached, the actual selection is a random event. Let 
Τ denote time, let s be the 5-th time step, Ar the duration of a time step, 
and t a particular moment in time, where t = (5-l)Ar, and s = 1,2, ... The 
probability that the target node m will be selected at t < Τ < f+Af given 
that it has not been selected at Τ < t (and provided that an intersection 
has been established and the critical amount has been reached), is given 
by the ratio (cf. Luce, 1959) 
p( selection m at t < Τ < t + At I -i selection m at Τ < t ) = ^т'*> 
Σ a(e,t) 
ее E (2) 
The index e ranges over the lemma nodes of all the targets and 
distractors occurring in an experiment, irrespective of response-set 
membership. Thus, the probability of actually selecting the target lemma 
node depends on the activation state of other salient lemma nodes in the 
mental lexicon. The selection ratio, hereafter referred to as the Luce rano, 
equals the hazard rate h(s) of the process of lemma retrieval at time step 
s (cf. Luce, 1986; McGill, 1963; Townsend & Ashby, 1983). It is the 
probability that the retrieval of lemma m is completed at / < Τ < f+A/ 
given that it is not already completed. When no intersection has been 
established and/or the critical difference has not been exceeded, then h(s) 
= 0. 
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Application of the Theory 
Picture Naming, Picture Categorization, and Word Categorization 
In this section, I will show that the proposed theory can account for 
many empirical fíndings relevant to conceptually driven lemma retrieval. 
The fíndings are from studies of object naming, object categorization, and 
word categorization. First, I will briefly describe a computer model 
embodying the main theoretical assumptions. Next, I will present results 
from computer simulations of the time course (i.e., the SOA functions) of 
picture naming with a word distractor, picture categorization with a word 
distractor, and word categorization with a picture distractor (Note 4). 
In each simulation the procedure was as follows. For a particular 
experimental condition the expected lemma retrieval time E(T) was 
computed on the basis of the activation equation (Equation 1), the 
selection ratio (Equation 2), and 
E(T)= Σ ι Ms) пи-m Í At ] 
Í=I 7=0 W 
where h(s) is the hazard rate function of lemma retrieval in the model, 
h(0) = 0, and l-h(s) the probability that m is not selected at time step s 
given that it has not already been selected. The derivation of the formula 
for E(T) is given in the appendix of this chapter. 
Figure 3.4 illustrates the network configuration used in the 
simulations. The network was kept as simple as possible. (Larger 
networks consisting of, for example, 50 or 100 nodes gave equivalent 
simulation results.) There were two different semantic fields, each 
consisting of a superordinate, two subordinates, and their lemma nodes. 
This configuration realized all the hyperonymy (superordinate -» 
subordinate), hyponymy (subordinate —» superordinate), and cohyponymy 
(subordinate —» subordinate) relationships needed. There was an IS-A link 
(and vice versa a HAS-MEMBER link) between a subordinate and a 
superordinate, and an EXCLUDES link between two mutually exclusive 
subordinates within a semantic field (cf. Collins & Loftus, 1975). 
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Figure 3.4 Illustration of the network configuration used in the simulations Two 
unrelated semantic fields (Fl and F2), each consisting of three concept nodes 
with their lemma nodes 
The presentation of a picture and a word was simulated by adding 
external input of size exin, representing the output of the perceptual 
stages, to the corresponding concept node and lemma node in the 
network (Note 5) For example, in simulating picture naming with a word 
distractor, the picture input was assigned to DOG(X), and the distractor-
word input was assigned to the lemma node of either fish (REL) or tree 
(UNR) Signaling activation of size exin (enhancing the activation level 
of the to-be-verbalized concept) was given as soon as the target-source 
tag arrived at the target concept (e g, DOG(X) in picture naming, or 
ANIMAL(X) in picture categorization and word categorization) Signalling 
activation was given until the selection of a lemma node An activation 
tag crossed a link m tagspeed ms Distractor input was given to the 
network for du ms The SOA was simulated by presenting the distractor 
input simultaneously with the target input, or at the appropriate number 
of time steps before or after the onset of the target input The decay rate 
of each node in the lexical network was equal to d The spreading rate 
within the semantic network was sem_rate, that is, all conceptual weights 
were identical The spreading rate from concept to lemma node and vice 
versa was lent rate The critical difference for selection was of size cd 
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The simulations were run using time steps Δί of 25 ms. (Steps of, for 
example, 5 or 1 ms gave equivalent simulation results.) 
Estimates for the seven model parameters described above (used in 
all simulations reported in this chapter) were obtained by maximizing the 
fit between a restricted number of predictions of the model and 
corresponding findings in the literature. For the parameter estimations, the 
data obtained by Glaser and Diingelhoff (1984) were taken, because these 
data embody several of the most important findings on the time course of 
picture-word interference (cf. Cohen, Dunbar, & McClelland, 1990; 
MacLeod, 1990; Phaf, Van der Heijden, & Hudson, 1990; Rayner & 
Springer, 1986). In particular, the estimates were obtained by minimizing 
the deviation between the predicted and empirically obtained semantic 
effects (REL minus UNR) for each SOA (ranging from -400 to +400 in 
steps of 100 ms) for three tasks: picture naming with word distractor, 
picture categorization with word distractor, and word categorization with 
picture distractor. The fit was maximized for the tasks simultaneously, 
employing the well-known optimization technique proposed by Neider 
and Mead (1965). The parameter estimates thus obtained were the 
following: 
tagspeed 25 [ms per link] 
sem_rate 0.0101 [proportion per ms] 
lemrate 0.0074 [proportion per ms] 
d 0.0240 [proportion per ms] 
exin 0.1965 [activaaon unit per ms] 
The distractor duration du was 75, 200, and 125 [ms], and the critical 
difference cd was 3.6, 3.2, and 3.0 [activation unit] for picture naming, 
picture categorization, and word categorization, respectively. So, five 
parameters were kept constant across the tasks, while two parameters 
(i.e., du and cd) were allowed to vary. The du and cd were treated as 
free parameters for the purpose of fine-tuning only. Although the 
parameter values play a role in the quantitative fit between model data 
and real data, the explanations of the empirical findings do not depend on 
them. These findings will be accounted for in structural terms, such as 
the number of links to be traversed, the presence of response-set flags, 
and so forth. 
To evaluate the fit between the simulated data and the real data 
(those of Glaser & Diingelhoff, 1984), a Chi-square statistic was 
computed, which is considered to be a very stringent test of goodness of 
fit (cf. Smith, Shoben, & Rips, 1974). (All statistics for fits reported in 
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this chapter are corrected for the number of estimated parameters.) Except 
for two data-points (to be discussed below), there was no statistical 
difference between model and data (Chi-square with df = 14 was 21.4, ρ 
> .05). So, as far as the similarity in SOA functions is concerned, no real 
reason exists to reject the model. 
Picture Naming With Word Distractor 
Basic findings. The effect on naming a pictured object (e.g., saying 
dog to a dog) of the presentation of distractor words (e.g., fish or tree) 
that are the name of other pictures in the experiment is to increase 
naming latencies. This increase is greater when the distractor word is 
semantically related to the picture name (fish) than when it is unrelated 
(tree): a semantic inhibition effect. Semantic inhibition is observed when 
the distractor is displayed between 100 ms before and 100 ms after 
picture onset. Figure 3.5 shows the amount of inhibition caused by a 
semantically related distractor compared to an unrelated one as a function 
of SOA. The empirical data are from Glaser and Diingelhoff (1984, 
Experiment 1; cf. Guttentag & Haith, 1978, for SOA = 0). Depicted (here 
and in all Figures below) is the mean retrieval time with related 
distractors, REL, minus the mean retrieval time with unrelated distractors, 
UNR. Thus, negative values indicate semantic facilitation, and positive 
values indicate semantic inhibition. 
The theory explains the semantic inhibition as follows. The 
inhibition is the outcome of a trade-off between the priming of the 
distractor lemma node by the picture and the priming of the target lemma 
node by the distractor word. In the unrelated condition, the distractor 
word will activate its lemma node but not the target lemma node, and the 
picture will activate the target lemma node but not the distractor lemma 
node. In the related condition, however, the distractor word will activate 
its lemma node and also the target lemma node, and the picture will 
activate the target lemma node and also the distractor lemma node. 
Because the path from picture to distractor lemma node (DOC(X) —» FISH(X) 
—> fish) is shorter than from distractor word to target lemma node (fish —» 
F]SH(X) —> DOC(X) —» dog), the picture will prime the distractor lemma node 
more than the distractor word will prime the target lemma node (see 
Figure 3.4). Furthermore, the target concept (i.e., DOG(X)) gets signaling 
activation, in addition to the picture input, making it a stronger source of 
activation than the distractor word. As a result, semantic inhibition will 
occur. 
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Figure 3.5 Mean latency difference (in ms) between REL and UNR per SOA 
real and simulated data (real data arc from Glaser & Dungclhoff, 1984, 
Experiment 1) A positive difference denotes semantic inhibition 
Picture distractor According to the above explanation, similar SOA 
functions should occur if instead of a distractor word, a picture distractor 
is given However, now the signaling activation will be the only factor in 
the trade-off, the paths from distractor picture to target lemma node and 
from target picture to distractor lemma node will be of the same length 
(e g, FISH(X) —> DOG(X) —» dog and DOG(X) —> FISII(X) —» fish, respectively). 
Glaser and Glaser (1989, Expenment 6) observed similar SOA functions 
for picture distractors (Note 6) The obtained semantic inhibition was less 
than with word distractors, as the theory would predict given that there is 
now no difference in path length involved 
I will now show how the theory deals with findings that are 
considered to be problematic for network accounts of picture-word 
interference (Lupker, 1979, Experiments 1-3, utilizing SOA = 0) 
Same-category associations Lupker obtained a similar interference 
effect from same-category distractors that were bidirectional associates or 
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non-associates of the name of the picture (e.g., from respectively foot and 
ankle printed in a pictured hand). The associative relatedness of category 
members is often seen in terms of the strength of the connection between 
their concept nodes (but see Levelt, 1989), where the connection between 
associated members is assumed to be stronger than between non-
associated ones (cf. Collins & Loftus, 1975). In the simulation, increasing 
the bidirectional connection strength for associates from 1.0 χ sem rate 
to, for instance, 3.0 χ sem rate resulted in similar effects for associates 
{foot) and non-associates (ankle) at SOA = 0, complying with the results 
obtained by Lupker. Increasing the connection strength in both directions 
leaves the path from picture to distractor lemma node and from distractor 
word to target lemma node virtually unaltered. So, the target and the 
distractor lemma node profit equally from a stronger association. 
Different-category associations. Lupker also obtained no difference 
in interference effect between different-category distractors that were 
associates or non-associates of the picture's name (e.g., respectively 
cheese and hand printed in a pictured mouse). An associative relationship 
between words from different semantic fields may correspond to a strong 
labeled (i.e., a conceptually mediated) or unlabeled link between their 
concept nodes. In Lupker's experiment, the connections were probably 
labeled, because they concerned links between two semantic fields 
connected by the fact that a concept in one field specified a property of a 
concept in the other field (e.g., a mouse likes cheese). Simulation of 
Lupker's experiment (with a connection strength of, e.g., 3.0 χ sem rate 
for the associates) showed no difference between the associates (cheese) 
and non-associates (hand) at SOA = 0, just as Lupker observed. 
Typicality. Finally, Lupker observed no difference in effect between 
distractors denoting typical category members and distractors denoting 
atypical ones (e.g., respectively distractor arm versus lip printed in a 
pictured foot). Typicality is often seen in terms of the connection strength 
between subordinates and superordinates, where typical subordinates have 
a stronger connection to the superordinate than atypical ones (cf. Collins 
& Loftus, 1975). In the simulation, reducing the connection strength 
between subordinate and superordinate from 1.0 χ sembrate to, for 
instance, 0.0001 χ semjrate for an atypical member, resulted in no 
difference between distractors denoting typical (arm) and distractors 
denoting atypical category members (lip) at SOA = 0, just as Lupker 
found. Decreasing the connection strength between a subordinate and its 
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superordinate leaves the path from picture to distractor lemma node and 
from distractor word to target lemma node unaltered. 
In summary, although varying the strength of connections in the 
network will affect the amount of activation that is sent along a link (and 
consequently, might explain effects of associative relatedness and 
typicality on the search of semantic memory, as proposed, for example, 
by Collins & Loftus, 1975), such a manipulation does not need to result 
in differences between distractors in a picture-word interference 
experiment. The amount of competition remains the same. 
Picture Categorization With Word Distractor 
Basic findings. When subjects have to name pictured objects using a 
hyperonym (and the hyperonyms of the distractors are part of the 
response set), for instance, they have to say animal instead of dog to a 
pictured dog, one obtains semantic facilitation at negative SOAs. A 
related distractor word (dog or fish) will reduce naming latencies 
compared to an unrelated distractor word (tree). Figure 3.6 shows the 
amount of facilitation caused by a semantically related distractor word 
relative to an unrelated one as a function of SOA. The empirical data are 
again from Glaser and Diingelhoff (1984, Experiment 2; cf. Lupker & 
Katz, 1981, for SOA = 0). 
As can be seen, the model overestimates the amount of facilitation at 
SOA = -200. (Decreasing, for example, the distractor duration du from 
200 ms to 125 ms, reduces the amount of facilitation at SOA = -200 by 
half, but also diminishes the facilitation at the SOAs of -400 and -300.) 
Importantly, however, the model displays an increase in facilitation for 
the negative SOAs: a characteristic of the real data. 
The theory explains the semantic facilitation as follows. In a 
categorization task, the lemma nodes of the hyperonyms (e.g., animal, 
plant) will receive a response-set flag. If the distractor is a related 
hyponym (fish or dog in a pictured dog), the lemma node of the target 
hyperonym (animal) will be primed by the distractor word via the 
conceptual network. However, when the distractor word is an unrelated 
hyponym (e.g., tree), the wrong hyperonym node will be primed, in 
particular, the lemma node of the hyperonym of the distractor word 
(plant), and not the lemma node of the hyperonym of the name of the 
picture (animal). Therefore, one will observe facilitation for semantically 
related distractors compared to unrelated ones. 
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Figure 3.6 Mean latency difference (in ms) between REL and UNR per SOA 
real and simulated dala (real data are from Glaser & Dungelhoff, 1984, 
Experiment 2) A negauve difference denotes semantic facilitation 
Picture distractor Similar SOA functions are predicted if instead of 
a distractor word, a picture distractor is given (e g , a pictured fish or 
dog, REL; or tree, UNR) However, now distractors identical to the target 
(e.g., a picture of a dog repeated, once as distractor and once as target) 
should lead to more facilitation than distractors that depict other 
semantically related objects ( e g , a pictured fish as distractor for a 
pictured dog), due to priming at the object-form perception stage (see 
Figures 3 1 and 3 3) This is precisely what Glaser and Glaser (1989, 
Expenment 6) observed (cf Flores d'Arcais & Schreuder, 1987) 
Comparison of picture naming and picture categorization. According 
to the theory, picture categorization will take longer than picture naming, 
due to the difference in path length In picture categonzation, the target-
source tag has to cross two links (e g , DOC.(X) -* ANIMAL(X) —» animal), 
whereas in picture naming it has to cross only a single link (DOG(X) —> 
dog). This corresponds to what is observed empirically (e.g., Glaser & 
ai 
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Düngelhoff, 1984; Glaser & Glaser, 1989; Irwin & Lupker, 1983; 
Jolicoeur et al., 1984; Smith & Magee, 1980). 
Word Categorization With Picture Distractor 
Basic findings. When subjects have to produce the hyperonym of 
words printed in a picture (and hyperonyms of the names of the distractor 
pictures are part of the response set), for instance, they have to say 
animal to the word dog printed in a picture of a dog or fish (related 
distractor, REL), or tree (unrelated distractor, UNR), one obtains a great 
amount of semantic facilitation up to an SOA of +200 ms. A related 
distractor (picture of a dog or fish) will enormously decrease naming 
latencies compared to an unrelated distractor (picture of a tree). Figure 
3.7 shows the amount of facilitation caused by a semantically related 
distractor picture relative to an unrelated one as a function of SOA. The 
empirical data are from Glaser and Düngelhoff (1984, Experiment 2). 
As can be seen, the model underestimates the amount of facilitation 
at SOA = +200. Importantly, however, the model captures the main 
characteristics of the real data. 
The semantic facilitation effect in word categorization can be 
explained in the same way as the same effect in picture categorization. 
However, we must also explain why the facilitation for word 
categorization is greater than for picture categorization. According to the 
theory, there are two reasons for this difference. First, picture distractors 
have more direct access (a shorter path) to the lemma nodes of the 
hyperonyms (both the wrong one in the unrelated condition and the right 
one in the related condition) than distractor words. For example, in the 
unrelated condition, the path for a picture distractor will be 
TREE(X) —» PLANT(X) —» plant (wrong hyperonym via two links), 
and the path for a word distractor will be 
tree —> TREE(X) —» PLANT(X) —> plant (wrong hyperonym via three links). 
Therefore, the wrong hyperonym will be primed more by a picture 
distractor during word categorization than by a word distractor during 
picture categorization. In the related condition, the path for a picture 
distractor will be 
FISH(X) —> ANIMAL(X) —» animal (right hyperonym via two links), 
and the path for a word distractor will be 
fish —> nsH(x) —» ANIMAL(X) —» animal (right hyperonym via three links). 
Therefore, the right hyperonym will be primed more by a picture 
distractor during word categorization than by a word distractor during 
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picture categonzation Consequently, the difference between REL and 
UNR will be larger for word categonzation than for picture 
categonzation Second, the picture targets will activate the target lemma 
node in picture categonzation more than the word targets will activate the 
target lemma node in word categonzation This is also due to the 
difference in path lengths For example, the target path for picture 
categonzation will be DOG(X) —> ANIMAL(X) -* animal (two links), and for 
word categonzation dog —> DOG(X) —» ANIMAL(X) —» animal (three links) Thus, 
word categonzation will benefit more from a related hyponym than 
picture categonzation 
WORD CATEGORIZATION hyperonyms in response set 
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Figure 3.7 Mean latency difference (in ms) between REL and UNR per SOA 
real and simulated data (real data are from Glaser & Düngclhoff, 1984, 
Experiment 2) A negative difference denoies semanuc facihiauon 
Word dmractor Similar SOA functions are again predicted if 
instead of a picture distractor, a word distractor is given However, now 
distractors identical to the target (e g, dog repeated, occumng once as 
distractor and once as target) should cause more facilitation than 
semantically related ones (e g, fish as distractor for dog), due to pnimng 
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of input lexemes at the word-form perception stage (see Figures 3.1 and 
3.3; cf. Rayner & Pollatsek, 1989). This is precisely what Glaser and 
Glaser (1989, Experiment 6) found. 
Comparison of picture categorization and word categorization. The 
theory also predicts that word categorization will take longer than picture 
categorization, due to the difference in path length. In word 
categorization, the target-source tag has to cross three links (e.g., dog —» 
DOG(X) —» ANIMAL(X) —» animal), whereas in picture categorization it has to 
cross only two links (DOG(X) —» ANIMAL(X) —> animal). When I ran the 
simulation without distractors, word categorization took, on average, 88 
ms longer than picture categorization. In their neutral condition (distractor 
XXXXXX or equivalent) Glaser and Diingelhoff (1984) and Glaser and 
Glaser (1989) obtained differences (means across SOAs) of 100 and 95 
ms, respectively (cf. Irwin & Lupker, 1983). 
Summary of the Major Results 
Above, I have shown that the theory can explain: (a) the semantic 
inhibition at SOA € [-100, +100] by word and picture distractors in 
picture naming, and the absence of an effect of the distractor's typicality 
and bidirectional associative relatedness; (b) the semantic facilitation at 
SOA e [-400, -1001 by word and picture distractors in picture 
categorization, and the increase of the facilitation by picture repetition; 
(c) the huge amount of semantic facilitation at SOA e [-400, +200] by 
word and picture distractors in word categorization, and the increase of 
the facilitation by word repetition. Furthermore, the theory explains the 
relative processing times for picture naming, picture categorization, and 
word categorization. 
Speech Errors: Blends, Substitutions, and Exchanges 
In the simulation of a picture-word interference experiment, the right 
lemma will be selected due to the model's intersection mechanism. 
Nevertheless, the model allows for retrieval errors such as substitutions 
(e.g., in naming a pictured dog with the word fish superimposed, a 
subject might say fish instead of dog). These errors will occur if, for 
example, the selection is based on an irrelevant intersection (e.g., 
involving the word tag in picture naming). 
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The analysis of slips of the tongue occurring in spontaneous speech 
has been central in the development of theories of speech production (cf. 
Dell, 1986; Fromkin, 1971; Garrett, 1975, 1976; Meyer, 1992). For 
instance, speech errors provide evidence for the distinction between 
lemma retrieval and word-form encoding. If one assumes that lemma 
retrieval takes place during syntactic encoding and that the retrieval of 
morphemes and speech segments takes place during the building of the 
utterance's morpho-phonological structure, then one can explain the 
distributional properties of word and sound exchanges. Examples (taken 
from Dell, 1986) are writing a mother to my letter and flow snurries (for 
snow flurries). Word exchanges typically occur between items of the 
same syntactic category and across phrase boundaries (the lemmas of the 
nouns letter and mother are linked to each other's phrasal slots), while 
sound exchanges typically do not respect syntactic category and stay 
within a phrase (the consonant clusters /fl/ and /sn/ are linked to each 
other's form slots). The latter also holds for morpheme exchanges. For 
example, in slicely thinned (for thinly sliced, taken from Dell, 1986), the 
root of an adverb {thin) and the stem of a verb [slice) trade places. 
Although a quantitative treatment of lemma retrieval failure in 
spontaneous speech (e.g., Dell's account of errors in word-form encoding) 
is not within the scope of the theory at its present level of development, 
a qualitative account is possible and will be given below. My aim is to 
illustrate that, contrary to what is assumed by Bierwisch and Schreuder 
(1992), the explanation of speech errors does not ask for decomposition. 
For an extensive treatment of errors in word selection, I refer to Dell 
(1986), Garrett (1980; 1988), Harley (1984), Levelt (1989), and 
Sternberger (1985), among others. (For reviews of speech errors, e.g., 
Cutler, 1982; Fromkin, 1973, 1980.) 
Word blends (e.g., a speaker says it has a pretty nice fiaste, fusing 
flavor and taste, from Sternberger, 1985) typically involve semantically 
related words of the same syntactic category. Word blends might occur 
when two lemma nodes are activated to an equal level, and both get 
selected and encoded as one word form. That is, they may arise when the 
selection criterion in spontaneous speech (i.e., select the highest activated 
lemma node of the appropriate syntactic category) is satisfied 
simultaneously by two lemma nodes. Blends of semantically related 
words may reflect an indecision on the side of the speaker in encoding 
the message: Two concept nodes that constitute alternative ways of 
conveying the same message are used to retrieve their lemma nodes, but 
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there is only a single syntactic slot to fill. This would explain why these 
blends mostly involve near-synonyms, and why antonym blends are 
highly exceptional. 
Word substitutions (e.g., a speaker says don't burn your toes, but 
meant to say fingers, from Fromkin, 1973) mostly involve words with a 
semantic and/or associative relationship to the intended word, to another 
word in the utterance under construction, or to a distractor in the 
environment (i.e., an object, word, or thought). The substituting word is 
virtually always of the same syntactic category as the intended one. A 
substitution might occur when, due to priming via a strong conceptual 
and/or associative link in the lexical network, a lemma node other than 
the target satisfies the selection criterion (i.e., has become the highest 
activated lemma node of the appropriate syntactic category), and is 
selected. 
In word exchanges (e.g., a speaker says a wife for his job, 
interchanging job and wife, from Fromkin, 1973), two exchanged words 
typically lack a semantic and/or associative relationship, suggesting an 
etiology different from substitutions. The words involved are mostly of 
the same syntactic category (though not as often as substitutions). 
Exchanges might occur when two to-be-verbalized concepts in the 
message simultaneously retrieve their lemma nodes, and the nodes get 
erroneously linked to each other's syntactic slot. 
Experimental Test of Predictions: Noun Retrieval 
In this section, the theory is tested empirically on a new set of data. The 
experiment tests a prediction of the theory that already seems to be 
refuted by the empirical evidence in the literature. The prediction 
concerns the semantic effect in picture naming of hyperonym, hyponym, 
and cohyponym distractors that are not part of the response set. For 
instance, a subject has to say dog to a pictured dog, where the distractor 
is the related hyperonym animal, the related hyponym dachshund, or the 
related cohyponym fish (now not in the response set); or the distractor is 
the hyperonym, hyponym, or cohyponym of the name of another picture, 
for instance, plant, oak, and bush (picture of a tree). The theory predicts 
semantic facilitation for these distractor words at negative SOAs. When a 
subject has to name a picture of a dog, and animal, dachshund, at fish is 
A Spreading-Activation Theory 61 
superimposed, the distractor will prime the target lemma node (of dog), 
but will not be a competitor itself, because it is not part of the response 
set. In contrast, when plant, oak, or bush is in the picture, there will be 
no priming of the lemma node of the target dog, but priming of a 
competitor lemma node in the response set: the node of tree (the name of 
another picture). Thus, semantic facilitation is to be expected for 
hyperonyms, hyponyms, and cohyponyms alike. Notice that the 
facilitation should be independent of level of abstraction (Note 7). The 
prediction of semantic facilitation by the theory is non-trivial, because 
evidence against it already seems to exist: La Heij (1988), Lupker (1979), 
Schriefers et al. (1990), and others, obtained semantic inhibition for 
distractor words (i.e., cohyponyms) not in the response set. To anticipate 
the results of the current experiment: The prediction by the theory will be 
confirmed. Indeed, semantic facilitation will be found. Moreover, it will 
be shown - informally and by computer simulation - that the theory can 
resolve this paradoxical situation. 
In the experiment, SOAs of -100, 0, and +100 ms will be used, 
because semantic inhibition by distractors on picture naming typically 
occurs at SOAs from -100 ms to +100 ms. Therefore, the prediction of 
facilitation, by the theory, receives its strongest test at these SOAs. The 
simulation predicts a semantic facilitation of about 25 ms for SOA = 
-100, and no effect for SOA = 0 and SOA = +100. To simulate related 
and unrelated distractor words such as dachshund and oak, the network 
used previously (see Figure 3.4) was expanded by attaching extra concept 
nodes, DACIISHUND(X) and OAK(X), to DOG(X) and TRF.E(X), and extra lemma 
nodes, for dachshund and oak, to DACHSIIUND(X) and OAK(X), respectively. 
Method 
Subjects. Eighteen native speakers of Dutch, from the subject pool of 
the Max-Planck-Institut für Psycholinguistik (Nijmegen), served as 
subjects in the experiment. They received Dfl. 8.50 for their participation. 
Materials. Nine highly familiar objects were used as target items: 
dog, tree, car, knife, house, apple, chair, hammer, and coat. The pictures 
of the objects satisfied the following criteria: (1) subjects spontaneously 
named the pictures with the intended names, for example, hond (dog), 
boom (tree), auto (car), and so forth; (2) subjects considered the intended 
hyperonym and hyponym of the target name to be appropriate labels for 
the pictures; for example, voertuig (vehicle) and jeep (jeep) were 
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considered to be plausible names for the depicted car, but the intended 
cohyponym tractor (tractor) not; (3) the hyperonym, hyponym, and 
cohyponym consisted of a single word; for example, moker (sledge) 
would be appropriate, but Engelse sleutel (adjustable spanner) not; (4) 
the hyperonym, hyponym, and cohyponym did not contain the name of 
the target word as a proper part; for example, keukenstoel (kitchen chair) 
as a hyponym of stoel (chair) would not be suitable, whereas troon 
(throne) would; (5) the hyperonym, hyponym, and cohyponym did not 
share initial letter(s) with the target word to prevent orthographic priming 
(cf. Rayner & Springer, 1986). 
Table 3.1 Materials. For an explanation, see text. 
Picture name 
auto bond boom шлш buis 
Distractor 
SUPER/REL 
COORD/REL 
SUBOR/RbL 
SUPER/UNR 
COORD/UNR 
SUBOR/UNR 
CONTROL 
SUPER/REL 
COORD/REL 
SUBOR/REL 
SUPER/UNR 
COORD/UNR 
SUBOR/UNR 
CONTROL 
voertuig 
tractor 
jeep 
plant 
flat 
dolk 
χχχχκχ 
appal 
fruit 
banaan 
gobdreinet 
gereedschap 
tractor 
colbert 
xxxxxx 
dier 
poes 
tekkel 
wapen 
banaan 
troon 
xxxxxx 
•toel 
meubel 
kast 
troon 
kleding 
poes 
Deep 
xxxxxx 
plant 
struik 
eik 
gobouw 
kast 
goudreinet 
xxxxxx 
Ъышг 
gereedschap 
zaag 
moker 
voertuig 
struik 
tekkel 
xxxxxx 
wapen 
zwaard 
dolk 
fruit 
trui 
bungalow 
xxxxxx 
j " 
kleding 
trui 
colbert 
dier 
zwaard 
eik 
xxxxxx 
gebouw 
flat 
bungalow 
meubel 
zaag 
moker 
xxxxxx 
English Transiation 
SUPER/REL 
COORD/REL 
SUBOR/REL 
SUPER/UNR 
COORD/UNR 
SUBOR/UNR 
CONTROL 
SUPER/REL 
COORD/REL 
SUBOR/REL 
SUPER/UNR 
COORD/UNR 
SUBOR/UNR 
CONTROL 
саг 
vehicle 
tractor 
Deep 
plant 
flat 
dagger 
xxxxxx 
appi· 
fruit 
banana 
golden rennet 
tool 
tractor 
]acket 
xxxxxx 
dog 
animal 
puss 
dachshund 
weapon 
banana 
throne 
xxxxxx 
chair 
furniture 
cabinet: 
throne 
clothes 
puss 
jeep 
xxxxxx 
trae 
plant 
bush 
oak 
building 
cabinet. 
golden rennet 
xxxxxx 
h алии r 
tool 
saw 
sledge 
vehicle 
bush 
dachshund 
xxxxxx 
leni fa 
weapon 
sword 
dagger 
fruit 
jumper 
bungalow 
xxxxxx 
coat 
clothes 
jumper 
jacket 
animal 
sword 
oak 
xxxxxx 
bouse 
building 
flat 
bungalow 
furniture 
saw 
s1edge 
xxxxxx 
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The nine pictures were selected from a set of nineteen candidate 
pictures. These nineteen pictures were presented to ten subjects (who did 
not participate in the actual experiment) with the instruction to name the 
depicted object. If subjects spontaneously gave the intended name, they 
were asked whether the hyperonym, hyponym, and cohyponym were also 
suitable names for the pictured object. For nine selected pictures, all 
subjects spontaneously gave the correct name, and agreed on the 
appropriateness of the hyperonym and hyponym, and on the 
inappropriateness of the cohyponym. Table 3.1 lists the experimental 
stimuli, for each of the nine target picture names, the distractor 
hyperonym (SUPER/REL), hyponym (SUBOR/REL), and cohyponym 
(COORD/REL). The labels will be explained below. 
Design. There were two crossed within-subjects factors. The first 
factor was SOA with three levels: the distractor was exposed before 
picture onset by 100 ms, simultaneously with the picture, or after picture 
onset by 100 ms. The second factor was distractor type with seven levels: 
SUPER/REL (name of a related superordinate or hyperonym), 
SUBOR/REL (name of a related subordinate or hyponym), COORD/REL 
(name of a related coordinate or cohyponym), SUPER/UNR (name of an 
unrelated superordinate), SUBOR/UNR (name of an unrelated 
subordinate), COORD/UNR (name of an unrelated coordinate), and 
CONTROL. The three levels of abstraction (superordinate, coordinate, 
and subordinate) were included to test the theory's prediction that the 
semantic effect does not depend on level of abstraction. In the 
SUPER/REL, SUBOR/REL, COORD/REL condition a picture was 
combined with, respectively, its hyperonym, hyponym, or cohyponym. In 
the SUPER/UNR, SUBOR/UNR, COORD/UNR condition the distractor 
was, respectively, the hyperonym, hyponym, or cohyponym of the name 
of one of the other pictures. In the CONTROL condition the distractor 
consisted of a row of six x's (mean length of the distractor words). By 
taking the difference between the means of SUPER/REL and 
SUPER/UNR, SUBOR/REL and SUBOR/UNR, and COORD/REL and 
COORD/UNR one gets the semantic effect of respectively hyperonymy, 
hyponymy and cohyponymy. By taking difference scores, each distractor 
word serves as its own control. The CONTROL condition was included 
as a safe-guard. If no difference between REL and UNR for all levels of 
abstraction and all SOAs would be found (in several SOA = 0 pilots 
conducted in preparation of this experiment, this was indeed the case), 
the CONTROL condition could be used as a check for whether or not 
64 Chapter 3 
this absence is due to an ability of the subjects to ignore the distractors. 
Normally, for the SOAs involved, presenting a word (either REL or 
UNR) as a distractor results in slower response latencies than presenting 
a string of x's (cf. Glaser & Diingelhoff, 1984). 
Three different lists of picture-word stimuli were created (LI, L2, 
and L3). A list consisted of 63 picture-word combinations (7 distractors 
each of a different distractor type and 9 pictures) randomly ordered with 
the following restrictions: No particular picture or word occurred in two 
consecutive trials; target and distractor name never shared initial 
phonemes; the distractor in one trial and the target of the next trial were 
never semantically related, and vice versa, nor were the distractors in two 
consecutive trials of the same abstraction level (e.g., both subordinates). 
Within a list, every distractor word appeared once in the REL condition, 
and once in the UNR condition. Picture-word pairing was constant across 
lists; for the pairing, see Table 3.1. The lists (LI, L2, L3) were presented 
to each subject in constant-SOA blocks (SOA is -100, 0, or +100 ms), 
each list combined with a different SOA. The assignment of levels of 
SOA and lists to blocks (first, second, third) was counterbalanced across 
subjects. 
Apparatus. The pictures were drawn by hand, then digitized using a 
Hewlett-Packard scan application, and tidied up with the editing facilities 
of MS-Paint. The pictured objects were approximately 15 cm high and 9 
cm wide. In the center of the pictured object a word field was kept free 
of lines of the drawing to avoid overlap with the distractor word. 
Distractor words were presented in lower case letters, which were about 
0.8 cm high and 0.6 cm wide. The stimuli were displayed on a high-
resolution CRT-screen (NEC-MULTISYNC). The picture outlines and the 
words were presented in white on a black background. Naming latencies 
were measured by means of a voice key. Presentation of the stimuli and 
registration of naming latencies were controlled by a HERMAC PC-AT 
computer. 
Procedure. All subjects were tested individually in a darkened 
soundproof booth. They sat about 0.75 m away from the CRT-screen. 
The subjects were told that they would see a series of pictures with 
words or a series of x's superimposed, and that their job was to name the 
pictures as rapidly as possible without making mistakes. Before the 
experiment, they were shown a booklet with the pictures and the names 
to be used. Each trial involved the following sequence. An asterisk 
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appeared in the center of the screen as the ready signal. After a button 
press by the subject, following an interval of 750 ms, the picture and 
word were presented at the appropriate SOA. The picture remained on 
the screen until the subject started speaking, with a maximum 
presentation duration of 1500 ms. The time between trials was 2500 ms. 
After each trial the experimenter coded the response for errors. 
Experimental sessions were recorded on audio tape. This recording was 
consulted after the experiment when the experimenter was in doubt about 
whether the response given was correct. 
A session involved three constant-SOA blocks of 63 picture-word 
stimuli each. Between each block there was a short break. Before the 
experimental session, subjects received a practice session consisting of 28 
picture-word stimuli (7 distractor types and 4 pictures) presented with 
SOA = 0. The structure of the practice block was the same as the 
experimental blocks. The practice pictures and distractors were not 
repeated in the experimental session, and were not semantically related to 
any of the experimental stimuli. A complete session lasted approximately 
half an hour. 
Results and Discussion 
Excluded from the analysis were (1) responses where a subject gave an 
incorrect name, made a sound error, repaired, stuttered, or produced 
mouth clicks (in total 0.94 percent of all responses, see Table 3.2 for the 
error rate per condition), and (2) responses where the apparatus 
malfunctioned, and responses with a latency longer than 1500 ms and 
latencies deviating more than two standard deviations from a subject's 
and item's mean (5.7 percent of all responses). The excluded data points 
were replaced by estimates following Winer (1971). Table 3.2 lists the 
mean naming latencies per SOA and distractor type. 
For each SOA the difference between the REL and UNR condition 
for each level of abstraction (SUPER, SUBOR, COORD) was computed. 
The mean differences are given between parentheses in Table 3.2. The 
difference scores, indicating respectively the semantic effect of 
hyperonymy, hyponymy, and cohyponymy, were submitted to a by-
subjects and by-items ANOVA, with SOA and level of abstraction as 
fixed factors. 
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Table 3.2 Mean naming latencies (ms) per SOA and distractor type (л = 162). Between 
brackets the error rate, and between parentheses the difference between REL and UNR 
per level of abstraction. 
SOA 
SOA 
SOA 
' -100 
CONTROL 
SUPER/REL 
COORD/REL 
SUBOR/REL 
- 0 
CONTROL 
SUPER/REL 
COORD/REL 
SUBOR/REL 
= +100 
CONTROL 
SUPER/REL 
COORD/REL 
SUBOR/REL 
589 
607 
607 
613 
582 
62 6 
645 
639 
590 
62 6 
634 
630 
[ 1 . 2 ] 
[ 1 . 9 ] 
[ 1 . 2 ] 
1 1 . 2 ] 
[ 0 . 0 ] 
[ 1 . 2 ] 
[ 0 . 0 ] 
[ 0 . 0 ] 
[ 0 . 0 ] 
[ C . 6 ] 
[ 1 . 2 ] 
[ 1 . 2 ] 
SUPER/UNR 
COORD/UNR 
SUBOR/UNR 
SUPER/UNR 
COORD/UNR 
SUBOR/UNR 
SUPER/UNR 
COORD/UNR 
SUBOR/UNR 
615 
628 
642 
625 
636 
634 
629 
628 
640 
[ 0 . 0 ] 
[ 1 . 2 ] 
[ 1 . 9 ] 
[ 1 . 9 ] 
[ 0 . 0 ] 
[ 0 . 0 ] 
[ 1 . 9 ] 
[ 0 . 6 ] 
[ 2 . 5 ] 
( -8) 
(-21) 
(-29) 
(mean -19) 
( +1) 
( +9) 
( +5) 
(mean +5) 
( - 3 ) 
( +6) 
(-10) 
(mean -2) 
The ANOVA on the difference scores yielded a main effect of SOA 
(^(2,34) = 6.01, MSC = 1,312, ρ < .006; F2(2,16) = 8.61, MSe = 481, ρ < 
.003); pairwise comparisons revealed that the difference between REL 
and UNR at SOA = -100 was significantly greater than the difference at 
SOA = 0 and at SOA = +100 (by-subjects, respectively r(34) = 3.46, ρ < 
.005, f(34) = 1.89, ρ < .05; by-items, respectively f(16) = 4.04, ρ < 
.0005, r(16) = 2.84, ρ < .005). The difference between REL and UNR at 
SOAs 0 and +100 did not differ significantly from each other (by-
subjects, f(34) = 1.56, ρ > .10; by-items f(16) = 1.20, ρ > .20). At SOA 
= -100, the responses in the REL condition were significantly faster than 
in the UNR condition (by-subjects, f(34) = -2.22, ρ < .025; by-items, 
i(16) = -2.60, ρ < .01). There was no significant difference between REL 
and UNR at SOA = 0 and +100 (by-subjects, respectively r(34) = 0.59, 
f(34) = -0.23, both ps > .20; by-items, respectively /(16) = 0.68, r(16) = 
-0.27, both ps > .20). In short, the data show an SOA-dependent semantic 
effect. 
There was no main effect of level of abstraction (F1(2,34) = 0.78, 
M5
e
 = 1,520, ρ > .40; F2(2,16) = 0.68, MSe = 1,043, ρ > .50). 
Furthermore, as predicted by the theory, SOA and level of abstraction did 
not interact (^(4,68) = 1.09, MS
e
 = 1,342, ρ > .30; F2(4,32) = 0.69, MSC 
= 687, ρ > .60), showing that the semantic effect did not differ for 
hyperonyms, hyponyms, and cohyponyms. I will therefore treat the levels 
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of abstraction as equivalent as far as their semantic effect is concerned. 
Figure 3.8 depicts for each SOA the mean difference between REL and 
UNR collapsed over levels of abstraction (SUPER, SUBOR, and 
COORD). 
PICTURE NAMING disuactor words not m response set 
ω 
ei 
REAL 
SIM 
SOA (ms) 
Figure ЗЛ Mean latency diffctence (in ms) between REL and UNR per SOA 
(collapsed over levels of abstraction): real and simulated data. A negative 
difference denotes semantic facilitation. 
The data show a semantic facilitation at the negative SOA, as was 
predicted by the theory. Figure 3.8 shows that the quantitative predictions 
by the computer model are also met (means for the SOA of -100, 0, and 
+100 respectively -25, -1, and 0 ms). (The size of the critical difference, 
cd, was estimated anew, keeping the rest of the parameters fixed. A 
critical difference of 1.09 appeared to minimize the deviation.) The Chi-
square measure of fit between simulated and real data was equal to 2.06 
(df = 2, ρ > .2, η.s). This means that the predictions of the simulation are 
statistically not different from the real data. 
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An apparent contradiction. La Heij (1988) and Lupker (1979), 
among others, observed semantic inhibition at SOA = 0 with cohyponym 
distractors that were not part of the response set (their studies did not 
include hyperonyms and hyponyms). Although in the experiment reported 
above, the responses for the cohyponyms in the related condition differed 
from those in the unrelated condition by 9 ms, this difference was 
statistically not reliable (by subjects, r(17) = 0.99, MSC = 697, ρ > .1; by 
items f(8) = 1.44, MS
e
 = 165, ρ > .05). These studies therefore seem to 
be in conflict. 
How might this conflict be resolved? First, consider the experiments 
of La Heij. In contrast to the current study with only one response-set 
member per semantic field, his study had three response-set members 
from one semantic domain, for example, piano, trumpet, guitar; or 
hammer, pincers, chisel (cf. Cohen et al., 1990). So, although a number 
of distractor words (e.g., violin or drill) were not part of the response set, 
these words could nevertheless prime a competitor lemma node. For 
instance, in naming a pictured piano, the lemma nodes of trumpet and 
guitar would be primed by distractor violin in the REL condition; and the 
lemma nodes of hammer, pincer, and chisel would be primed by 
distractor drill in the UNR condition. Therefore, La Heij's results can be 
explained in the same way as the findings of Glaser and Diingelhoff 
(1984). This explanation was discussed earlier. In short, in the related 
condition the picture and the distractor word activate the same response-
set competitors of the picture name, whereas in the unrelated condition 
different competitors are activated by the picture and the distractor word. 
The only difference between the studies is that in the Glaser and 
Diingelhoff experiment the distractors were actually part of the response 
set, whereas in La Heij's experiments they were cohyponyms of response-
set members. This also explains why La Heij did not find an interaction 
between semantic relatedness and response-set membership. That is, why 
the semantic effect was the same for distractors that were in the response 
set (e.g., trumpet vs. hammer) and distractors that were not in the 
response set (e.g., violin vs. drill). According to the theory, the distractors 
that were not part of the response set nevertheless behaved indirectly as 
response-set members, by activating response-set competitors of the 
picture name, in REL as well as in UNR. 
Second, distractors that are not part of the response set may cause 
semantic inhibition if the semantic relationship of the distractors is 
especially salient in the experiment. According to the theory, a 
competitor lemma affects the selection of the target lemma node via the 
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critical difference, cd, and via the Luce ratio. The domain of cd expresses 
which lemma nodes are taken into consideration as possible responses 
(i.e., potential target lemmas). The Luce ratio expresses how the 
activation state of the lexical network affects the probability of the actual 
selection of a target lemma. That probability is affected by the salience 
of the competitors. 
In the current experiment we obtained semantic facilitation, because 
in the semantically related condition (REL) the distractor primed the 
target and was not a competitor itself, and in the unrelated condition 
(UNR) the distractor primed a competitor (and was not a competitor in 
itself)· In the experiment, the number of semantically related and 
unrelated trials was the same. That is, related and unrelated distractors 
appeared equally often in the experiment (REL : UNR = 1 : 1 ) . 
Furthermore, each distractor word appeared both in a semantically related 
trial and in an unrelated one. Therefore, the activation of the lemma 
nodes of related and unrelated distractors received an equal weight in the 
denominator of the Luce ratio. 
In the Lupker and Schriefers et al. studies, however, the related 
distractor words were possibly more salient than the unrelated ones. In 
Lupker's experiments there were two related word conditions and an 
unrelated one (Experiment 2 and 3) or vice versa (Experiment 1). Also, 
the words differed between the conditions. In Schriefers et al.'s study 
there was one semantically related (and phonologically unrelated) 
condition and there were two semantically unrelated conditions (one 
phonologically related and one phonologically unrelated). Also, the words 
differed between the conditions. In terms of the model, this design 
difference (viz., REL : UNR is nor 1 : 1) could have biased the related 
nodes (i.e., the lemma nodes from the same semantic field as the name of 
the picture) in the Luce ratio somewhat. That is, the salience of the 
related distractors might have increased the weight of the activation of 
their lemma nodes relative to the weight of the activation of the nodes of 
unrelated distractors (i.e., the lemma nodes from a semantic field 
different from the name of the picture). 
In the simulation, increasing the contribution of the activations of the 
related lemma nodes to the denominator of the Luce ratio causes a 
semantic inhibition due to the following. A related distractor word (REL) 
primes the target lemma (via the semantic network), and will not be a 
competitor itself because it is not part of the response set. An unrelated 
distractor (UNR) does not prime the target lemma, will not be a 
competitor itself, nor does it prime a competitor lemma in the response 
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set. Therefore, without a bias (i.e., REL : UNR = 1 : 1 ) one would obtain 
semantic facilitation at negative SOAs. However, with a bias (i.e., REL : 
UNR is not 1 : 1), the lemma nodes that denote objects in the same 
semantic field as the pictured object receive a heavier weight in the Luce 
ratio than lemma nodes that denote objects from a different semantic 
field. The weighing is the same for REL and UNR. The effect of the bias 
on the lemma retrieval latency, however, will be different for 
semantically related and unrelated distractors. A semantically related 
distractor will activate the target but also the biased nodes (including its 
own lemma node), thereby increasing the denominator of the Luce ratio, 
and decreasing the probability that the target node will be actually 
selected. For an unrelated distractor this will not be the case. Once again 
there is a trade-off between priming of the target and priming of 
competitors, now via the Luce ratio. 
The computer simulation shows that increasing the weight of the 
related nodes indeed results in semantic inhibition (as observed by 
Lupker, 1979, and Schriefers et al., 1990), instead of a null effect (as in 
the simulation and real data of the experiment reported above). 
Multiplying the activation values of neighbor lemma nodes in the Luce 
ratio by 2, 3, or 4 results in a semantic inhibition at SOA = 0 of about 
15, 25, and 35 ms, respectively. At the earlier SOAs there may still be 
facilitation, as in the experiment reported above; at later SOAs, there may 
again be a null effect, similar to the experiment reported above and to 
what Schriefers et al. observed. Thus, variation on a salience parameter 
may underlie the differences between these studies. 
The idea that a proportion variation can affect the size of the effects 
is supported by studies of Glaser and Glaser (1982, Experiment 1 and 2), 
and Taylor (1977, Experiment 2). Glaser and Glaser utilized color 
naming, and changed the proportion of incongruent trials (word: red, 
color : GREEN) and congruent ones (word : red, color : RED) from 1 : 
1 into 1 : 8. About the same was done by Taylor in a letter naming 
experiment (e.g., target T, flanked by distractors К (incongruent) versus 
distractors Τ (congruent)). In the Glaser and Glaser study the delay 
increased four times, and in the Taylor study effects doubled. For 
additional evidence, see Schriefers and Pechmann (in preparation). 
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Summary and Conclusions 
I have described a spreading-activation theory designed to explain certain 
aspects of lemma retrieval in speaking. In the theory the mental lexicon 
is conceived of as a network with concept, lemma, and lexeme nodes and 
labeled links, with each lexical concept represented as an independent 
node. A lemma is retrieved by enhancing the activation level of the node 
of the to-be-verbalized concept. The activation then spreads to the lemma 
level, where the highest activated lemma node is selected. For lemma 
retrieval in the picture-word interference paradigm, three extra 
assumptions were made. First, source tags are transmitted by the external 
sources of activation (picture and word). Second, response-set flags 
indicate which lemmas are permitted responses in an experiment. Third, 
the target lemma (the lemma searched for) is determined by the 
intersection of the tag from the target source (e.g., the picture in picture 
naming) and one of the response-set flags. 
The theory has much in common with earlier proposals by Collins 
and Loftus (1975), Dell (1986), and others, but there are also some 
important differences. In contrast to Dell (1986), Dell and Reich (1981), 
and Sternberger (1985), a lexical concept is represented by an 
independent node in the network. This characteristic allows the retrieval 
mechanism to cope with hyperonymy, word-to-phrase synonymy, 
disjunctive terms, and so forth. In contrast to Collins and Loftus (1975) 
and many others (e.g., Glaser & Glaser, 1989; Nelson, Reed, & McEvoy, 
1977; Potter, 1979; Seymour, 1979; Smith & Magee, 1980; Snodgrass, 
1984; Theios & Amrhein, 1989), the theory postulates no direct 
connection between lexical-concept nodes and word-form nodes. These 
nodes are indirectly connected via a lemma node. Word retrieval, 
therefore, involves both a stage of lemma retrieval and a stage of word-
form encoding. This characteristic of the theory is consistent with the 
findings of a variety of experimental paradigms, tip-of-the-tongue 
findings, speech-error data, and data on aphasia (see chapter 1, and the 
section on speech errors in this chapter). 
I have shown that the theory can account for many empirical 
findings on the time course of object naming, object categorization, and 
word categorization. Some novel and non-trivial predictions were also 
tested and confirmed in a new experiment. Future experiments could test 
the theory further by employing new paradigms, for example, paradigms 
requiring syntactic encoding (cf. Bock, 1986; Bock & Warren, 1985; 
Kelly, Bock, & Keil, 1986; Kempen & Huijbers, 1983; Levelt & 
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Maassen, 1981; Levelt, 1989). It may also be possible to test whether the 
theory's predictions hold for words other than nouns, such as verbs and 
adjectives. The latter will be taken up in the next chapter. There it will 
be explicitly examined whether the theory can be applied to the retrieval 
of verbs. 
The theoretical assumptions I have made are very simple, and yet 
are sufficient to handle the convergence problems and to account for 
many empirical findings on conceptually driven lemma retrieval. The 
challenge is now for theorists to develop a decompositional theory that 
solves the retrieval problems and accounts for the data in a more 
parsimonious way. 
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Appendix: Derivation of the Expected Retrieval Latency E(T) 
Let Τ denote time, let s be the i-th time step (s = 1,2,...), and Δί the duration 
of a time step (in ms) 
Definitions: 
f(s) = p(selection at s) 
W) = p(selection at s I -i Зм;См<5 A selection at u) ) 
respectively, the probability mass function and the hazard rate function. 
Derivation oïf(s) from h(s): 
h(s) = p( selection at s I -i 3u:(u<s л selection at u) ) 
p( selection at s л ("—ι 3u:(u<s л selection at и) ) ) 
where h(0)= 
p( -i 3u:(u<s л 
p( selection at s ) 
selection at 
p( -i 3u:(u<s л selection at u) ) 
Π i-W) 
S-l 
^ fis) = h(s) Π [1-ОД] 
7=0 
=0. 
For the expectation of Τ holds: 
E(T) = Σ fis) s Δί 
S=l 
« J-l 
= Σ [ h(s) ІШ-ОД] s 
5=1 ;=0 
Δί] 
и)) 
Chapter 4 
Testing a Spreading-Activation Theory of Lemma 
Retrieval in Speaking: Retrieval of Verbs 
In this chapter, I will report some further empirical tests of the proposed 
spreading-activation theory and computer model of lemma retrieval in 
speaking. In two experiments, it will be explicitly examined whether the 
theory can be generalized to verbs. As in the earlier tests, the 
picture-word interference paradigm will be utilized. Subjects have to 
name pictured actions using verbs and ignore distractor verbs 
superimposed on the pictures. According to the theory, semantic 
inhibition should be obtained from distractor cohyponym verbs that are 
the names of other pictures in the experiment. By contrast, semantic 
facilitation should be obtained if hyponyms of the names of the pictures 
are used as distractors. Both predictions were empirically confirmed. 
Whereas these findings support the proposed non-decompositional theory, 
they are problematic for certain decompositional proposals. In particular, 
decompositional theories that try to solve the hyperonym problem by an 
inhibitory channel in the mental lexicon between a word and its 
hyperonyms predict semantic inhibition by the hyponym distractors, 
whereas facilitation is found. 
Introduction 
In chapter 2, I indicated that an important issue in the study of lexical 
access in speaking is whether words are accessed in a conceptually 
decomposed or non-decomposed way. Decompositional theories claim that 
semantically complex words are accessed on the basis of a combination 
of primitive concepts (e.g., Dell, 1986; Dell & O'Seaghdha, 1991, 1992; 
Goldman, 1975; Miller & Johnson-Laird, 1976; Morton, 1969). For 
example, the verb drink would be accessed on the basis of representations 
like SWALLOW(X,Y) and LIQUID(Y). Recently, Bierwisch and Schreuder (1992) 
argued at length in favor of this decompositional view. By contrast, non-
decompositional theories claim that an abstract representation DRINK(X,Y) is 
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used to access drink. It is maintained that conceptual features such as 
SWAI.LOW(X,Y) and LIQUID(Y) are not directly engaged in the retrieval 
process, but stay in semantic memory as background information (Collins 
& Loftus, 1975; Fodor, Garrett, Walker, & Parkes, 1980). 
In chapter 2, I argued for this latter view of conceptually non-
decomposed access in speaking. Non-decomposed access solves a class of 
retrieval problems that pose great difficulties for a decomposed access 
mechanism. In particular, decomposed access of semantically complex 
words typically fails to converge on the appropriate words (Levelt, 1989). 
For example, if the conceptual conditions of a word such as drink are 
met, then those of its hyperonyms (e.g., swallow, ingest) are 
automatically satisfied as well (Note 1). Therefore, in accessing a word, 
both the word and its hyperonyms will be retrieved. Also, 
decomposition al theories have great difficulties with words that express 
disjunctive concepts. For example, to consume is to eat or drink. If the 
conceptual conditions for consume are satisfied, then those of eat or those 
of drink are satisfied too, and vice versa. Consequently, both the word 
and its hyponyms will be retrieved. In addition, word-to-phrase 
synonymies cause trouble. For example, the word drink would have the 
same underlying conceptual structure as the phrase to swallow liquid. But 
how, then, does the retrieval mechanism know whether a speaker wants 
to produce a single word or a phrase? In non-decomposed retrieval, all 
three problems are resolved by a single mechanism: drink and swallow 
liquid are retrieved on the basis of DRINK(X,Y), and SWALI.OW(X,Y) and 
UQUID(Y), respectively. So, there will be no hyperonym problem and no 
word-to-phrase synonymy problem. And the retrieval of consume by 
CONSUME(X,Y) prevents the access of its hyponyms. 
Although Bierwisch and Schreuder (1992) believe that "most, if not 
all, of these problems are solved if one adopts Roelof s ' (1992) approach, 
where the conceptual system presents the Formulator with a conceptual 
structure with a one-to-one mapping between conceptual properties and 
lemmas" (p. 46), they think that non-decomposed retrieval should be 
dismissed on empirical grounds. Three types of evidence are referred to: 
(1) findings from studies of semantic complexity and memory for 
sentences, (2) speech-error data, and (3) data on language acquisition. I 
will briefly address the evidence from semantic complexity and memory 
for sentences and I will show that the data are not incompatible with 
non-decomposed lemma retrieval in speaking. For arguments against the 
claim that speech-error data and findings on language acquisition ask for 
decomposed retrieval, see chapters 2 and 3. 
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If words are accessed in a non-decomposed way, then semantic 
complexity (e.g., the number of conceptual components) should play no 
role in accessing them. That is, accessing a semantically complex word 
such as drink should be as difficult (i.e., take as much time, processing 
capacity, etc.) as accessing an alleged semantically simpler word such as 
ingest. Although some studies failed to find an effect of semantic 
complexity, at least three studies obtained one (reviewed by Bierwisch & 
Schreuder, 1992). Therefore, according to Bierwisch and Schreuder, non-
decomposed lemma retrieval in speaking should be refuted (Note 2). 
There is, however, one major problem with the evidence cited. All 
studies Bierwisch and Schreuder refer to asked for language 
comprehension (e.g., picture-sentence verification). In none of the studies 
subjects actually had to produce words. The issue at hand, however, is 
whether there is decomposed lexical access in speech production. What is 
more, semantic complexity effects in language comprehension pose no 
problem for a non-decompositional approach per se. For example, in the 
non-decompositional network theory of Collins and Loftus (1975), 
conceptual features play a crucial role in explaining empirical findings on 
the access of semantic memory during language comprehension. In this 
theory it is not denied that conceptual features become available; it is 
denied that they become directly available. In comprehension, conceptual 
features in a network play a role similar to real constituents (cf. 
Noordman-Vonk, 1979). 
Bierwisch and Schreuder (1992) also refer to evidence for 
decomposition from studies testing memory for sentences. Schreuder 
(1978) required subjects to rate sentences for imageability. Centner 
(1981) asked subjects to do the same or required them to form 
impressions. Next, the subjects' memory for the sentences was tested. The 
retention results indicated decomposition into conceptual components. 
According to Bierwisch and Schreuder, this favors a decompositional 
view of lexical concepts. However, for example in the theory proposed 
by Collins and Loftus, the conceptual features of a word will 
automatically be activated in the network after activation of the word's 
concept node. Consequently, conceptual features may contribute to the 
interpretation of a sentence. This will especially be the case if an 
experiment asks for the unpacking of the conceptual components of a 
word. And rating the imageability of sentences typically triggers the 
conceptual elaboration of words. This will be reflected in the memory for 
the sentences. So, these findings are not incompatible with a non-
decompositional theory. 
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In short, critical evidence against non-decomposed access in speaking 
should, in the first place, come from studies that require speech. And, to 
date, such studies have given no reason to reject a non-decompositional 
approach. On the contrary. The non-decompositional theory advanced in 
chapter 3 provides a good account for many important time-course data 
on the process of lexical access in speaking, both qualitatively and 
quantitatively. 
However, so far, this theory has only been tested on the basis of 
noun retrieval: object naming (e.g., saying dog to a pictured dog), object 
categorization (saying animal to a pictured dog), and noun categorization 
(saying animal to the word dog). But verbs play a central role in the 
discussions about the mapping of concepts onto words (e.g., Bierwisch & 
Schreuder, 1992; Jackendoff, 1990; Levelt, 1989; Miller, 1978; Miller & 
Fellbaum, 1991; Miller & Johnson-Laird, 1976; Pinker, 1989). For 
example, the monographs Semantic Structures of Jackendoff and 
Learnability and Cognition of Pinker are (almost) fully devoted to the 
conceptual analysis of verbs. It is therefore of crucial importance to see 
whether the theory of chapter 3 can be generalized to verbs. This is a 
major aim of the current chapter. The question of generalizability will be 
explicitly examined in two experiments on verb retrieval, where several 
empirical predictions of the theory will be tested for verbs. 
It would be desirable to compare the predictions by the theory with 
those derived from a decompositional alternative. This, however, appeared 
to be rather difficult. As already indicated, the existing decompositional 
theories (e.g., Dell, 1986; Dell & O'Seaghdha, 1991, 1992; Goldman, 
1975; Miller & Johnson-Laid, 1976; Morton, 1969) do not suggest any 
solution to the convergence problems (see also the General Discussion 
below). Therefore, the retrieval of the correct word on an experimental 
trial is a problem for these theories right from the start. 
Nevertheless, it appeared that one central prediction of the theory 
could be contrasted with a prediction made by a decompositional 
competitor. Bierwisch and Schreuder (1992) suggest that a possible 
solution to the hyperonym problem in a decompositional theory may be 
an inhibitory channel in the mental lexicon between a word and its 
hyperonyms. In this view, if a speaker wants to verbalize the concept 
DRINK, the activation of the word drink would lead to an inhibition of the 
co-activated words swallow, ingest, and so forth. Due to this inhibition of 
its hyperonyms, drink will ultimately remain the only activated word, and 
will be selected. Of course, this solution is rather ad hoc. For instance, 
for the word-to-phrase synonymy problem an additional mechanism has 
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to be assumed. Furthermore, the job for this mechanism may be difficult, 
because if a speaker wants to produce the phrase to swallow liquid, the 
word drink (activated by SWALLOW(X,Y) and LIQUID(Y)) will inhibit swallow 
too. Nevertheless, it is an empirical question whether there exists such an 
inhibitory channel in the mental lexicon between a word and its 
hyperonyms. This will be examined in this chapter too. 
The remainder of the chapter is organized as follows. First, I will 
review the relevant assumptions of the proposed non-decompositional 
theory and computer model. Also, the experimental paradigm used to test 
the theory will be described. Next, I will report two experiments on verb 
retrieval testing a number of predictions from the theory, and the 
consequences of the outcomes for the theory will be discussed. Also, 
computer simulations of the experiments will be described. And finally, I 
will discuss the implications of the experimental outcomes for 
decompositional approaches to lexical access in speaking (i.e., Bierwisch 
& Schreuder, 1992; Dell & O'Seaghdha, 1991, 1992; Levelt, 1989, 1992; 
Miller & Johnson-Laird, 1976; Monon, 1969). 
Theoretical Assumptions and Experimental Paradigm 
Two-step retrieval of words. In lexical access in speaking, two 
accessing steps are distinguished: lemma retrieval and word-form 
encoding (cf. Garrett, 1975, 1988; Kempen & Huijbers, 1983; Levelt, 
1989). Lemma retrieval is the activation and selection of a lemma on the 
basis of conceptual information to be verbally expressed, called the 
message. A lemma is a representation of the meaning and the syntactic 
properties of a word. For example, the lemma of the word drink 
comprises the conceptual conditions for the appropriate use of drink, and 
specifies, inter alia, that it is a transitive verb. A verb lemma also 
contains labeled morpho-syntactic slots for the word's TENSE (with as filler, 
for example, PAST), PERSON (with as fillers FIRST, SECOND, THIRD), NUMBER (with 
as filler SINGULAR or PLURAL), MOOD (with as filler, for example, INDICATIVE), 
and so forth (see Levelt, 1989, for a detailed description). The filled slots 
play an important role in word-form encoding, the construction of an 
articulatory program for the word. For example, in encoding the word 
form of drink, the morpheme <drink> and the speech segments /d/, /r/, 
/i/, /rj/, and /k/ are retrieved. The retrieved elements are inserted into 
categorically labeled slots of word-form frames (Dell, 1986; Garrett, 
1975; Levelt, 1989; Shattuck-Hufnagel, 1979). A final step in word-form 
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encoding consists of addressing stored syllable programs, which will 
control the articulatory movements (Crompton, 1982; Levelt, 1989, 1992). 
Spreading of activation in a lexical network. The mental lexicon is 
conceived of as a network. The network consists of a conceptual stratum 
with concept nodes and links, a syntactic stratum with lemma nodes and 
links, and a word-form stratum with morpho-phonological nodes and 
links. A lemma is retrieved by means of the spreading of activation. The 
activation level of the appropriate concept node is enhanced, followed by 
a spread of the activation towards the syntactic stratum, and the selection 
of the highest activated lemma node. There are weights on the links of 
the network; only a proportion of the activation of a node is sent along a 
link. So, the amount of activation arriving at a node is a negative 
function of network distance (in terms of number of intervening nodes). 
To verbalize the concept DRINK, the activation level of the concept node 
DRINK(X,Y) is enhanced, and the highest activated lemma node is selected. 
This will be the lemma node of drink. Although for example swallow 
will be co-activated, it gets a proportion of a proportion of the activation 
of DRINK(X,Y), whereas drink gets a full proportion. 
Experimental paradigm. In testing this theory, again the picture-word 
interference paradigm will be utilized. Subjects have to name depicted 
actions using verbs (e.g., they have to say drink to a drinking person), 
while just before (i.e., -100 ms), simultaneously with, or right after (i.e., 
+100 ms) picture onset a distractor word is given. This is a verb 
superimposed on the picture, for example the word eat or see. In case of 
depicted objects (e.g., a dog) and noun distractors (e.g., fish or tree), the 
naming response will be inhibited or facilitated depending on, inter alia, 
the temporal (stimulus onset asynchrony or SOA) and the content relation 
between picture and distractor word (cf. Glaser & Düngelhoff, 1984). If 
the same holds for verbs, the naming response will be differentially 
affected depending on whether the distractor is semantically related (e.g., 
eat, the REL condition) or semantically unrelated (e.g., see, the UNR 
condition) to the name of the picture (drink). Also, an effect of SOA is 
to be expected. 
Task assumptions. As indicated in chapter 3, a double-stimulus 
situation such as a picture-word interference experiment poses certain 
problems to a retrieval mechanism. The mechanism must select the 
lemma activated by the picture and prevent the selection of the lemma 
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activated by the distractor word. To solve this indexing problem I 
assumed, following Collins and Loftus (1975), that when activation 
spreads along the links of the network, it leaves activation tags at each 
node reached. These tags specify the source of the activation. So, in a 
picture-word interference experiment, there are picture tags and word 
tags. The lemma nodes that are permitted responses in the experiment 
receive a flag indicating that they are members of the response set 
(Before an experiment begins, subjects study a booklet showing the 
pictures and the names to be used. I assumed that then lemmas become 
flagged as permitted responses.) The determination of the response node 
is based on the intersection of the tag originating from the target source 
(e.g., the picture in picture naming) and a response-set flag on one of the 
lemma nodes. The node at which the intersection is established first will 
be the target lemma. I assumed that an intersection is by itself 
insufficient to trigger a response. The activation level of the target lemma 
node must also exceed that of the other nodes in the response set by 
some critical amount. Once this amount has been reached, the actual 
selection is a random event. In particular, the probability of the actual 
selection of the target lemma node on a particular moment in time is 
equal to a ratio (cf. Luce, 1959). The numerator of this ratio is formed 
by the activation level of the target lemma node. The denominator is 
formed by the sum of the activation levels of all the lemma nodes of the 
words occurring in the experiment. Chapter 3 contains the mathematical 
equations for the spreading of activation, the selection ratio, and the 
retrieval times. 
As indicated in chapter 3, the proposed solution to the indexing 
problem requires non-decomposition. The intersection mechanism will not 
work with decomposition. For example, in the spreading-activation theory 
of Dell (1986; Dell & O'Seaghdha, 1991, 1992), a set of conceptual 
feature nodes - instead of a single concept node - is activated to retrieve 
a lemma. But in activating the set of conceptual features for a concept 
(e.g., DRINK), the overlapping features of its coordinates (e.g., EAT) and 
subordinates (e.g., BOOZE), and all the features of its superordinates (e.g., 
SWALLOW) will simultaneously be activated. Consequently, activation tags 
indicating the external source of activation will arrive at the same time at 
the lemma nodes of the target's cohyponyms (e.g., eat), hyponyms (e.g., 
booze), hyperonyms (e.g., swallow), and the target (drink) itself. 
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Figure 4.1 Illustration of the network configuration used m the simulations. Two 
unrelated semantic fields (Fl and F2), each consisting of five concept nodes with 
their lemma nodes 
The computer simulations. The simulations followed the procedure 
described in chapter 3. I refer to that chapter for all the details. Figure 
4.1 illustrates the network configuration used in the simulations. The 
network was one of the simplest possible. There were two different 
semantic fields, each consisting of a superordinate (e.g., SWALLOW(X,Y)), 
two subordinates (e.g., DRINK(X,Y) and EAT(X,Y)), two subordinates of the 
subordinates (e.g., BOOZE(X) and GORGE(X)), and their lemma nodes. This 
configuration realized all the cohyponymy (e.g., eat —» drink), hyponymy 
(e.g., booze —» drink), and hyponymy of cohyponymy (e.g., gorge —> drink) 
relationships needed to simulate the experiments (Note 3). There was an 
is-To link (and vice versa, a class membership link, м) between a 
subordinate and a superordinate, and an EXCLUDES link (EXC) between two 
mutually exclusive subordinates of a common superordinate within a 
semantic field (cf. Collins & Loftus, 1975). The presentation of a picture 
82 Chapter 4 
and a word was simulated by assigning external activation to the 
corresponding concept node and lemma node. This was done with the 
appropriate SOA. 
Experiment One: Testing Inhibitory Effects From Verb 
Distractors 
This experiment will test a number of predictions of the theory about 
inhibitory effects. According to the theory, semantic inhibition should be 
obtained for distractor verbs that are the names of other pictures in the 
experiment. That is, saying drink to a drinking person should be inhibited 
by distractor eat relative to see if these distractor words are part of the 
response set. If eat is superimposed on the picture, both the activation 
from the picture and from the distractor word will converge on the same 
competitor of the target lemma in the response set (i.e., the lemma of 
eat). If see is superimposed, this will not be the case. As a result, it will 
take longer to exceed the response threshold in case of semantically 
related distractors (eat) than in case of unrelated ones (see). This should 
result in semantic inhibition. Notice that such convergence of activation 
may also occur for distractor words that are closely related to competitors 
in the response set. That is, a hyponym of eat such as gorge might yield 
a similar inhibitory effect even if that hyponym is not part of the 
response set. If gorge is superimposed, the lemma of eat still receives 
some activation from both the picture and from the distractor word (i.e., 
from the hyponym gorge). By contrast, if the distractor is a hyponym of 
an unrelated response-set member, such as peep (a hyponym of see), 
there will be no such convergence. So, these distractors from outside the 
response set may yield semantic inhibition. 
Although inhibition may occur for both types of distractor, the time 
course of the inhibitory effect is expected to be different for gorge and 
for eat. The lemma of the distractor gorge is only indirectly linked to the 
competitor lemma in the response set (eat), whereas the distractor eat is 
the competitor itself. Therefore, given the greater network distance, one 
expects that the hyponyms of the cohyponyms will not yield inhibition if 
they are presented simultaneously with or after picture onset (e.g., at 
SOAs of 0 and +100 ms). At these SOAs, the activation of the hyponym 
may not have sufficient time to reach the lemma of its hyperonym (i.e., 
the competitor in the response set, eat). So, an inhibitory effect is only 
expected at negative SOAs (e.g., -100 ms) (Note 4). 
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Method 
Subjects. Nine native speakers of Dutch from the subject pool of the 
Max-Planck-Institut für Psycholinguistik, Nijmegen, served as subjects in 
the experiment. None of the subjects had taken part in the previous 
experiment. They received Dfl. 8.50 for their participation. 
Materials. Thirty-six highly familiar actions - eighteen contrastive 
pairs or coordinates such as drink and eat - were used as target items. 
For each picture name there was a cohyponym, for example eten (eat) for 
drinken (drink) and vice versa; for twelve picture names - from six 
contrastive pairs - there was also a hyponym, for example zuipen (booze) 
for drinken (drink), and schrokken (gorge) for eten (eat). The pictures of 
the actions satisfied the following criteria: (1) subjects spontaneously 
named the depicted actions with the intended names, for example drinken 
(drink), eten (eat), kijken (see), horen (hear), etc.; (2) subjects considered 
the intended hyponym of the target name also an appropriate label for the 
picture, for example zuipen (booze) was considered to be a suitable name 
for the picture of a drinking person, but the intended cohyponym eten 
(eat) not; (3) the hyponym and cohyponym consisted of a single word, 
for example fluisteren (whisper) would be appropriate, but de waarheid 
spreken (to say the truth) not; (4) the hyponym and cohyponym did not 
contain the name of the target word as a proper part, so uitlachen (laugh 
at) as a hyponym of lachen (laugh) is not suitable, whereas grinniken 
(chuckle) is; (5) the hyponym and cohyponym did not share initial letters 
with the target name (this held except for one pair, schaatsen - skiën). 
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Table 4.1 Materials of Experiment One 
COORDINATE LEVEL (COORD): 
TARGET DISTRACTOR 
REL UNR 
Approximate English Translation 
drinken 
eten 
lachen 
huilen 
horen 
kijken 
spreken 
zwijgen 
lezen 
schrijven 
fluiten 
zingen 
knikken 
schudden 
scheren 
kammen 
geven 
krijgen 
niezen 
snuiten 
staan 
zitten 
lopen 
kruipen 
vallen 
springen 
schaatsen 
skiën 
zagen 
boren 
duwen 
trekken 
zeilen 
roeien 
openen 
sluiten 
eten 
drinken 
huilen 
lachen 
kijken 
horen 
zwijgen 
spreken 
schrijven 
lezen 
zingen 
fluiten 
schudden 
knikken 
kammen 
scheren 
krijgen 
geven 
snuiten 
niezen 
zitten 
staan 
kruipen 
lopen 
springen 
vallen 
skiën 
schaatsen 
boren 
zagen 
trekken 
duwen 
roeien 
zeilen 
sluiten 
openen 
niezen 
snuiten 
sehn jven 
lezen 
kammen 
scheren 
knikken 
schudden 
huilen 
lachen 
geven 
kri jgen 
spreken 
zwijgen 
kijken 
horen 
fluiten 
zingen 
eten 
drinken 
openen 
sluiten 
zeilen 
roeien 
zagen 
boren 
duwen 
trekken 
springen 
vallen 
schaatsen 
skiën 
kruipen 
lopen 
staan 
zitten 
drink 
eat 
laugh 
cry 
hear 
see 
speak 
fell silent 
read 
write 
whistle 
sing 
nod 
shake 
shave 
comb 
give 
get 
sneeze 
blow 
stand 
sit 
walk 
creep 
fall 
jump 
skate 
ski 
saw 
drill 
push 
pull 
sail 
row 
open 
close 
eat 
drink 
cry 
laugh 
see 
hear 
fell silent 
speak 
write 
read 
sing 
whistle 
shake 
nod 
comb 
shave 
get 
give 
blow 
sneeze 
sit 
stand 
creep 
walk 
jump 
fall 
ski 
skate 
drill 
saw 
pull 
push 
row 
sail 
close 
open 
sneeze 
blow 
write 
read 
comb 
shave 
nod 
shake 
cry 
laugh 
give 
get 
speak 
fell silent 
see 
hear 
whistle 
sing 
eat 
drink 
open 
close 
sail 
row 
saw 
drill 
push 
pull 
jump 
fall 
skate 
ski 
creep 
walk 
stand 
sit 
SUBORDINATE LEVEL (SUBOR): 
TARGET DISTRACTOR 
REL UNR 
drinken 
eten 
lachen 
huilen 
horen 
kijken 
spreken 
zwijgen 
lezen 
schrijven 
geven 
krijgen 
schrokken 
zuipen 
janken 
grinniken 
gluren 
afluisteren 
verstommen 
fluisteren 
ondertekenen 
spieken 
ontvangen 
overhandigen 
spieken 
ondertekenen 
ontvangen 
overhandigen 
zuipen 
schrokken 
janken 
grinniken 
fluisteren 
verstommen 
afluisteren 
gluren 
drink 
eat 
laugh 
cry 
hear 
see 
speak 
fell silent 
read 
write 
give 
get 
gorge 
booze 
whimper 
chuckle 
peep 
eavesdrop 
become 
speechless 
whisper 
sign 
spy 
receive 
hand over 
spy 
sign 
receive 
hand over 
booze 
gorge 
whimper 
chuckle 
whisper 
become 
speechless 
eavesdrop 
peep 
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The thirty-six pictures were selected from a set of forty-eight 
candidate pictures. These forty-eight pictures were presented to ten 
subjects (who did not participate in the actual experiment) with the 
instruction to name the depicted action. If a subject spontaneously gave 
the intended name, and there was a hyponym for the picture's name, the 
subject was asked whether the hyponym was also a suitable name for the 
pictured action. Also, the subject was asked about the appropriateness of 
the cohyponym (e.g., whether drink could be used to name the eating 
person). For thirty-six pictures the subjects spontaneously gave the 
intended name and agreed on the appropriateness of the hyponym (if 
available) and the inappropriateness of the cohyponym. Table 4.1 lists the 
experimental stimuli, for each of the thirty-six target picture names the 
distractors of coordinate and subordinate level for both REL and UNR. 
Design. There were two crossed within-subjects factors. The first 
factor was SOA with three levels. The distractor was exposed before 
picture onset by 100 ms, simultaneously with the picture, or after picture 
onset by 100 ms. These levels were chosen, because semantic effects by 
distractors on picture naming typically occur at these SOAs (cf. Glaser & 
Düngelhoff, 1984; Glaser & Glaser, 1989). 
The second factor was distractor type with four levels: COORD/REL 
(name of a related coordinate, that is, the name of the other member of a 
contrastive pair, for example eten (eat) for drinken (drink)); 
COORD/UNR (name of an unrelated coordinate, that is, the name of a 
member of another unrelated contrastive pair, for example kijken (see) for 
drinken (drink)); SUBOR/REL (name of a subordinate of a related 
coordinate, that is, the hyponym of the name of the other member of a 
contrastive pair, for example schrokken (gorge) - the hyponym of eten 
(eat) - for drinken (drink)); and, SUBOR/UNR (name of a subordinate of 
an unrelated coordinate, that is, the hyponym of the name of a member 
of another unrelated contrastive pair, for example gluren (peep) - the 
hyponym of kijken (see) - for drinken (drink)). By taking the difference 
between the means of COORD/REL and COORD/UNR, and 
SUBOR/REL and SUBOR/UNR, one gets the semantic effect of 
respectively cohyponymy, and hyponymy of cohyponymy. In assessing 
these effects by taking difference scores, each distractor word serves as 
its own control. 
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Three different lists of picture-word stimuli were created. A list 
consisted of 96 picture-word combinations (48 pictures - 36 for COORD 
and 12 for SUBOR - each with 2 distractors, either REL or UNR) 
randomly ordered with the following restrictions: No particular picture or 
word occurred on two consecutive trials; target and distractor name did 
not share initial phonemes; the distractor on one trial and the target of 
the next trial were not semantically related, and vice versa. Within a list, 
every distractor word appeared once in the REL condition and once in 
the UNR condition. Picture-word pairing was constant across lists; for the 
pairing, see Table 4.1. The lists were administered to each subject in 
constant-SOA blocks (SOA is -100, 0, or +100 ms), each list combined 
with a different SOA. The assignment of levels of SOA to blocks (first, 
second, third) and lists to levels of SOA was counterbalanced across 
subjects. 
Apparatus. The pictures were drawn by hand. To make them fit for 
presentation on a CRT-screen, they were digitized using a Hewlett-
Packard scan application, and tidied up with the editing facilities of MS-
Paint. The pictured objects were about 15 cm high and 9 cm wide. In the 
centre of the pictured object a word field was kept free of lines of the 
drawing to avoid intersection with the distractor word. The letters (all 
lowercase) of the distractor words were about 0.8 cm high and 0.6 cm 
wide. The stimuli were displayed on a high-resolution video screen 
(NEC-MULTISYNC). The picture outlines and words were presented in 
white on a black background. Naming latencies were measured by means 
of a voice key. Presentation of the stimuli and registration of naming 
latencies were controlled by a HERMAC PC-AT computer. 
Procedure. All subjects were tested individually in a daricened 
soundproof booth. They sat about 0.75 m before the video-screen. The 
subjects were told that they would see a series of pictures with words 
superimposed and that their job was to name the pictures as rapidly as 
possible without making mistakes. Before the experiment they got a 
booklet with the pictures and the names to be used. The subjects studied 
the names until they felt ready for the experiment. Each trial involved the 
following sequence. An asterisk appeared in the centre of the screen as 
ready signal. After a button press, following an interval of 750 ms, the 
picture and word were shown with the appropriate SOA. The picture 
remained on the screen until the subject started speaking, with a 
maximum presentation duration of 1500 ms. The time between trials was 
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2500 ms. After each trial the experimenter coded the response for errors. 
An experimental session was recorded on audio tape. When the 
experimenter was in doubt about whether the response given was correct, 
this recording was consulted after the experiment. 
An experimental session involved three constant-SOA blocks of 96 
picture-word stimuli each. Between each block there was a short break. 
Before the experimental session a subject got a practice session consisting 
of 8 pictures presented in 24 trials with SOA = 0. The structure of the 
practice trials was the same as that of the experimental trials. The 
practice pictures and distractors differed from the experimental ones. 
They were not semantically related to any of the experimental items. A 
complete session lasted about an hour. 
Results and Discussion 
Excluded from the analysis were (1) responses where a subject gave an 
incorrect name, made a sound error, repaired, stuttered, or produced 
mouth clicks (in total 5.0 percent of all responses, see Table 4.2 for the 
error rate per condition); (2) responses where the apparatus 
malfunctioned, and responses with a latency longer than 1500 ms and 
latencies deviating more than two standard deviations from a subject's 
and item's mean (2.9 percent of all responses). The excluded data points 
were replaced by estimates following Winer (1971). Table 4.2 lists the 
mean naming latencies per SOA and distractor type. 
For each SOA the difference between the REL and UNR condition 
for each level of abstraction (COORD and SUBOR) was computed. The 
mean differences are given between parentheses in Table 4.2. The 
difference scores, indicating respectively the semantic effect of 
cohyponymy and hyponymy of cohyponymy, were submitted to both a 
by-subjects and a by-items statistical analysis. 
Cohyponyms (COORD). The semantic inhibition (i.e., REL - UNR) 
was statistically significant for each SOA (i.e., -100, 0, and +100: by-
subjects, respectively r(16) = 2.29, ρ < .025, r(16) = 2.40, ρ < .025, 
f(16) = 2.61, ρ < .01, MSc = 828; by-items, respectively r(70) = 2.38, ρ < 
.01, f(70) = 2.48, ρ < .01, ί(70) = 2.70, ρ < .005, MS
e
 = 3,092). There 
was no main effect of SOA (F, (2,16) < 1; ^(2,70) < 1), which indicates 
that the inhibition was the same across SOAs. Figure 4.2 depicts for each 
SOA the mean difference between REL and UNR. 
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Table 4.2 Mean naming latencies (ms) per SOA and distractor type (for COORD, л = 
324, for SUBOR, л = 108) Between brackets the error rale, and between parentheses 
the difference between REL and UNR 
COORD/BEL 
COORD/UNR 
SUBOR/REL 
SU30R/LNR 
-ICO 
883 
8 60 
(>22> 
BÍ9 
830 
( + 19) 
It 
[5 
2 
[1 
61 
3] 
8| 
9] 
SOA 
0 
890 
86/ 
( + 23) 
Ь 
816 
(-Ы 
Π 
[1 
Γ 
[3 
7 
9) 
91 
Τ] 
+ 100 
877 
Β52 
( + 25) 
785 
775 
( + 10) 
[4 
17 
(2 
13 
31 
7] 
81 
7] 
Hyponyms of cohyponyms (SUBOR) As predicted by the theory, 
there was no semantic effect at the SOAs of 0 and +100 ms (by-subjects, 
respectively r(16) = -0 34, r(16) = 0 68, both ps > 10, MS
e
 = 1,922, by-
items, respectively f(22) = -0 28, i(22) = 0 57, both ps > 10, MS
e
 = 
3,760) However, contrary to what was predicted, the data showed no 
statistically reliable semantic inhibition effect at SOA = -100, neither by-
subjects nor by-items (respectively f(16) = 1 30, ρ > 10, and r(22) = 
1 07, ρ > 10) Figure 4 3 depicts for each SOA the mean difference 
between REL and UNR 
Figures 4 2 and 4 3 also show the quantitative predictions by the 
computer model The predicted size of the inhibition for the cohyponyms 
was +25, +24, and +14 ms for respectively the SOAs of -100, 0, and 
+100 (see Figure 4 2) The predicted means for the hyponyms of the 
cohyponyms were +27, 0, and 0 ms respectively (see Figure 4 3) The 
simulations were run with the parameter estimates of chapter 3, except 
for one parameter The size of the critical difference {cd in the model) 
was estimated anew, keeping the rest of the parameters fixed A critical 
difference of 3 05 appeared to minimize the discrepancy between model 
and data The Chi-square measure of the fit between simulated and real 
data (corrected for the estimated parameter) was equal to 2 21 (df = 5, ρ 
> 70, η s) This means that the predictions of the simulation are 
statistically not different from the real data 
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Figure 4.2 Mean latency difference (in ms) between REL and UNR per SOA 
real and simulated data A positive difference denotes semantic inhibiuon 
The semantic inhibition obtained for the verb cohyponyms is similar 
to the inhibition that is typically obtained for noun cohyponyms (e g, 
Glaser & Dungelhoff, 1984, Expenment 1, La Heij, 1988) Thus, in this 
standard picture-word interference condition, verbs behave the same as 
nouns 
In contrast to these cohyponym verbs, the hyponyms of these 
cohyponyms yielded as predicted no semantic inhibition at the SOAs of 0 
and +100 ms However, the predicted semantic inhibition at SOA = -100 
ms was not present For this absence of an inhibitory effect a number of 
factors may be responsible For instance, the absence might be due to a 
lack of statistical power of the experiment The number of subjects 
employed, however, is quite common to a Stroop(-like) expenment (e g, 
Glaser & Glaser, 1982, Glaser & Dungelhoff, 1984) Whereas the number 
of subjects could easily be increased, it is very difficult to find more 
hyponyms satisfying the restnctions on the matenals (see Matenals) 
Otherwise, more hyponyms would have been included in the expenment 
nght from the start Of course, given these restnctions, I could refrain 
from treating the items as a random sample (Wike & Church, 1976) 
RFAL 
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What is perhaps more relevant, however, is that an absence of an 
inhibitory effect at SOA = -100 is not incompatible with the model. The 
subject's response threshold, cd, may have been lower for the hyponyms 
of the cohyponyms than for the cohyponyms themselves. After all, the 
cohyponyms are potential responses, whereas the hyponyms of these 
cohyponyms are not. The computer model does not predict inhibition at 
SOA = -100 if the response threshold is reduced for the hyponyms of the 
cohyponyms. Notice that a parameter estimation procedure optimizes the 
fit between the model and the observed effects independent of whether 
these effects are statistically significant or not. Thus, the procedure does 
not come up with a lower value of the threshold for the hyponyms of the 
cohyponyms than for the cohyponyms. 
PICTURE NAMING: verb hyponyms of cohyponyms 
-100 0 100 
SOA (ms) 
Figure 4.3 Mean latency difference (in ms) between REL and UNR per SOA: 
real and simulated dala. A positive difference denotes semantic inhibition. 
Retrieval of Verb Lemmas 91 
Experiment Two: Testing Facilitatory Effects From Verb 
Distractors 
This experiment will test a number of predictions of the theory about 
facilitatory effects. According to the theory, at negative SOAs (i.e., -100 
ms) semantic facilitation should be obtained for distractor verbs that are 
not part of the response set. That is, saying drink to a drinking person 
should be facilitated by distractor eat relative to see if these distractor 
words are not in the response set. If eat is superimposed on the picture, it 
will prime the target lemma (of drink), but will not be a competitor 
because it is now not a member of the response set. (Notice that there 
should be no other semantically related target in the response set.) If see 
is superimposed, there will be no priming of the picture name. On the 
contrary. If hear is part of the response set, see will prime a competitor 
in the response set (viz., hear). The prediction of semantic facilitation by 
the computer model appears again to depend somewhat on the actual 
parameter values (i.e., the value of the response threshold, cd). However, 
the computer model prohibits semantic inhibition by these cohyponym 
distractors (Note 5). Thus, in contrast to Experiment One where inhibition 
was predicted and obtained, cohyponyms such as eat should now cause 
facilitation or have no effect. For the same reasons, semantic facilitation 
instead of inhibition is predicted if a hyponym of the picture name is 
superimposed on the picture. That is, for example, distractor booze should 
facilitate the naming response (drink) relative to distractor eavesdrop (a 
hyponym of hear). 
Notice that the experiment utilizes hyponyms of the picture name 
(e.g., booze) instead of hyponyms of cohyponyms of the picture name 
(e.g., gorge). Hyponyms of cohyponyms were included in Experiment 
One to test the theory's prediction of an effect of network distance. 
Hyponyms of the picture name will be employed in this second 
experiment to test Bierwisch and Schreuder's (1992) proposal. In contrast 
to the semantic facilitation predicted by the proposed non-
decompositional theory, inhibition is predicted if there is an inhibitory 
channel in the mental lexicon between a word and its hyperonyms, as 
suggested by Bierwisch and Schreuder. If such an inhibitory channel 
exists, then distractor booze should inhibit the retrieval of the target drink 
relative to distractor eavesdrop, because drink is a hyperonym of booze 
but not of eavesdrop. 
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Method 
Subjects. Nine native speakers of Dutch from the subject pool of the 
Max-Planck-Institut für Psycholinguistik, Nijmegen, served as subjects in 
the experiment. None of the subjects had taken part in the previous 
experiments. They received Dfl. 8.50 for their participation. 
Materials. Thirteen highly familiar actions - a subset of the items 
used in Experiment One, and thus satisfying the criteria reported there -
were used as target items. The actions were semantically unrelated (that 
is, only one member of a contrastive pair was included). For each picture 
name there was a cohyponym, for example eten (eat) for drinken (drink). 
Also, for each picture name there was a hyponym, for example zuipen 
(booze) for drinken (drink). Table 4.3 lists the experimental stimuli, for 
each of the thirteen target picture names of coordinate and subordinate 
level the distractors for REL and UNR. 
Design. There were two crossed within-subjects factors. The first 
factor was SOA with three levels. The distractor was exposed before 
picture onset by 100 ms, simultaneously with the picture, or after picture 
onset by 100 ms. At these SOAs, typically semantic inhibition is 
obtained, as was the case in Experiment One. Thus, the prediction of 
facilitation and null effects, by the non-decompositional theory, receives 
its strongest test at these SOAs. 
The second factor was distractor type with four levels: COORD/REL 
(name of a related coordinate, for example eten (eat) for drinken (drink)); 
COORD/UNR (name of an unrelated coordinate, for example kijken (see) 
for drinken (drink)); SUBOR/REL (name of a subordinate, that is, the 
hyponym of the name of the pictured action, for example zuipen (booze) 
for drinken (drink)); and, SUBOR/UNR (name of a subordinate of an 
unrelated coordinate, that is, the hyponym of the name of another 
unrelated pictured action, for example afluisteren (eavesdrop) for drinken 
(drink)). By taking the difference between the means of COORD/REL 
and COORD/UNR, and SUBOR/REL and SUBOR/UNR, one gets the 
semantic effect of respectively cohyponymy and hyponymy. Again, each 
distractor word serves as its own control. 
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Three different lists of picture-word stimuli were created. A list 
consisted of 52 picture-word combinations (13 pictures, each once in 
COORD and SUBOR, and each with 2 distractors, either REL or UNR) 
randomly ordered with the following restrictions: No particular picture or 
word occurred on two consecutive trials; target and distractor name did 
not share initial phonemes; the distractor on one trial and the target of 
the next trial were not semantically related, and vice versa. Within a list, 
every distractor word appeared once in the REL condition and once in 
the UNR condition. Picture-word pairing was constant across lists; for the 
pairing, see Table 4.3. The lists were administered to each subject in 
constant-SOA blocks (SOA is -100, 0, or +100 ms), each list combined 
with a different SOA. The assignment of levels of SOA to blocks (first, 
second, third) and lists to levels of SOA was counterbalanced across 
subjects. 
Apparatus. Same as Experiment One. 
Procedure. Same as Experiment One, except for the following. An 
experimental session involved three constant-SOA blocks of 52 picture-
word stimuli each. Before the experimental session, a subject got a 
practice session, now with 4 different pictures presented in 16 trials. A 
complete session lasted about three quarters of an hour. 
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Table 4.3 Materials of Experiment Two 
Approximate English translation 
COORDINATE 
TARGET 
drinken 
lachen 
kl ]ken 
spreken 
schrijven 
zingen 
geven 
lopen 
vallen 
skiën 
trekken 
roeien 
sluiten 
LEVEL (COORD): 
DISTRACTOR 
REL 
eten 
huilen 
horen 
zwijgen 
lezen 
fluiten 
kri jger 
kruipen 
springen 
schaatsen 
duwen 
zeilen 
openen 
UNR 
zwijgen 
k n jgen 
eten 
huilen 
horen 
lezen 
fluiten 
duwen 
kruipen 
openen 
schaatsen 
spr^ ngen 
zeilen 
arink 
laugh 
see 
soeak 
write 
sing 
give 
wa.k 
fai. 
ski 
pull 
row 
cióse 
eat 
cry 
hear 
fell silent 
read 
whistle 
get 
creep 
jump 
skate 
ρ jsh 
sail 
open 
SUBORDINATE LEVEL (SUBOR): 
TARGET 
drinken 
lachen 
kijken 
spreken 
schrijven 
zingen 
geven 
lopen 
vallen 
skiën 
trekken 
roeien 
sluiten 
DISTRACTOR 
REL 
zuipen 
grinniken 
gluren 
fluisteren 
ondertekenen 
jodelen 
overhandigen 
slenteren 
uitglijdon 
langlaufen 
sleuren 
peddelen 
vergrendelen 
UNR 
fluisteren 
overhandigen 
zuipen 
gnnnixen 
gluren 
ondertekenen 
jodelen 
sleuren 
slenteren 
vergrendelen 
langlaufen 
uitglιjden 
peddelen 
drink 
1 augh 
sec 
speak 
write 
si ng 
give 
walk 
fall 
ski 
pull 
row 
cose 
booze 
chuckle 
peep 
whisper 
sign 
yodel 
hand over 
saunter 
slip 
ski cross­
country 
drag 
paddle 
bolt 
whisper 
hand over 
Dooze 
chuckle 
peep 
sign 
yodel 
drag 
saunter 
bolt 
ski cross­
country 
slip 
paddle 
Results and Discussion 
Excluded from the analysis were (1) responses where a subject gave an 
incorrect name, made a sound error, repaired, stuttered, or produced 
mouth clicks (in total 3.6 percent of all responses, see Table 4.4 for the 
error rate per condition); (2) responses where the apparatus 
malfunctioned, and responses with a latency longer than 1500 ms and 
latencies deviating more than two standard deviations from a subject's 
and item's mean (5.1 percent of all responses). The excluded data points 
were replaced by estimates following Winer (1971). Table 4.4 lists the 
mean naming latencies per SOA and distractor type. 
get 
eat 
cry 
hear 
read 
whistle 
pjsh 
creep 
open 
skate 
jump 
sail 
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Table 4.4 Mean naming latencies (ms) per SOA and distractor type (л = 117). Between 
brackets the error rate, and between parentheses the difference between REL and UNR. 
COORD/REL 
COORD/UNR 
SUBOR/REL 
SUBOR/UNR 
-100 
757 
754 
( + 3) 
751 
786 
(-35) 
[0.9] 
12.6) 
[1.7] 
[2.6] 
SOA 
0 
743 
761 
(-18) 
749 
750 
(-1) 
[4.3] 
[6.8] 
[4.3] 
[3.4] 
+ 100 
732 
753 
(-21) 
746 
739 
(+7) 
[4.31 
[4.3] 
[3.4] 
[4.3] 
For each SOA the difference between the REL and UNR condition 
for each level of abstraction (COORD and SUBOR) was computed. The 
mean differences are given between parentheses in Table 4.4. The 
difference scores, indicating respectively the semantic effect of 
cohyponymy and hyponymy, were submitted to both a by-subjects and a 
by-items statistical analysis. 
Cohyponyms (COORD). As predicted by the theory, there was no 
semantic effect at the SOAs of 0 and +100 ms (by-subjects, respectively 
i(16) = -1.70, ρ > .10, f(16) = -1.98, ρ > .05, M5
e
 = 1,013; by-items, 
respectively f(24) = -1.38, t(24) = -1.62, both ps > .10, Ш
е
 = 2,199). 
Thus, the tendency towards facilitation is statistically not reliable. 
However, contrary to what was predicted, semantic facilitation at the 
SOA of -100 ms was absent (by-subjects, r(16) = 0.28, ρ > .20; by-items, 
f(24) = 0.23, ρ > .20). There was no main effect of SOA (Р^ІЛб) = 
1.55, ρ > .25; F2(2,24) = 1.03, ρ > .35) So, at none of the SOAs the 
cohyponyms caused a semantic effect. By contrast, in Experiment One 
the cohyponyms yielded semantic inhibition at all three SOAs, in 
accordance with the theory. Figure 4.4 depicts for each SOA the mean 
difference between REL and UNR. 
Hyponyms (SUBOR). As predicted, there was a semantic facilitation 
effect at SOA = -100 ms (by-subjects, r(16) = -2.99, ρ < .005, MSC = 
1,249; by-items, respectively i(24) = -2.52, ρ < .01, MSC = 2,530). Also 
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as predicted, a semantic effect was absent at the SO As of 0 and +100 ms 
(by-subjects, respectively f(16) = -0 09, f(16) = 0 60, both ps > 20, by-
items, respectively r(24) = -0 07, f(24) = 0 50, both ps > 20) Figure 4 5 
depicts for each SOA the mean difference between REL and UNR 
PICTURE NAMING verb cohyponyms 
ш 
ai 
SOA (ms) 
Figure 4.4 Mean latency difference (in ms) between REL and UNR per SOA 
real and simulated data A negative difference denotes semantic facilitation 
Figures 4 4 and 4 5 also show the quantitative predictions by the 
computer model For the cohyponyms the means for the SOA of -100, 0, 
and +100 were respectively -4, -1, and 0 ms (see Figure 4 4) For the 
hyponyms the means were respectively -22, -1, and 0 ms (see Figure 
4 5) The simulations were run with the parameter estimates of chapter 3 
(section Experimental Test of Predictions Noun Retrieval), except for 
one parameter The size of the cntical difference, cd, was estimated 
anew, keeping the rest of the parameters fixed A cntical difference cd of 
1 09 for the hyponyms and of 1 15 for the cohyponyms appeared to 
minimize the deviation between model and data The Chi-square measure 
of fit between simulated and real data (corrected for the estimated 
parameter values) was equal to 7 51 (df = 4, ρ > 10, η s) This means 
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that the predictions of the simulation are statistically not different from 
the real data. 
The semantic facilitation for the verb hyponyms is similar to the 
facilitation obtained in chapter 3 for the noun hyponyms (see also Glaser 
& Diingelhoff, 1984, Experiment 2). Again, verbs behave the same as 
nouns. 
PICTURE NAMING· verb hyponyms 
e 
ai REAL 
SIM 
SOA (ms) 
Figure 4.5 Mean latency difference (in ms) between REL and UNR per SOA: 
real and simulated data. A negative difference denotes semantic facilitation. 
The results obtained for the cohyponym verbs, however, were not as 
predicted. These cohyponym verbs should have yielded semantic 
facilitation at the SOA of -100 ms, but this effect was not present. 
Furthermore, although the effects at SOA = 0 and +100 were statistically 
not reliable, they incline to go against the predicted null effect for these 
SOAs. In agreement with the theory, the tendency is towards semantic 
facilitation and not inhibition. Remember that inhibition was excluded by 
the theory. The reason for this inclination is unclear. If the effects had 
been statistically reliable, this would have been a completely new finding. 
As far as I know, no such increasing facilitatory effect has ever been 
obtained with noun distractors except in a study by Schriefers et al. 
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(1990), described in chapter 3. There, however, the facilitatory effect was 
due to a phonological relationship, not to a semantic one as is the case 
here. Because the effects are statistically not reliable, I will refrain from 
speculating about a possible cause. 
Notice that, again, the model can handle the data statistically. Thus, 
although the findings for the cohyponyms may not provide support the 
model, they are at least compatible with it. For the hyponyms the fit is 
good. In case of the cohyponyms, the model fit is mainly due to the 
variation in the data. Because the model does not capture the qualitative 
characteristics of the time course of the verb cohyponyms, these 
distractors deserve serious attention in future research. 
General Discussion 
Whereas the results are in agreement with the proposed non-
decompositional theory, they are problematic for a number of existing 
decompositional proposals. These difficulties, and other ones, will be 
addressed in this section. 
Bierwisch and Schreuder (1992) suggested that the hyperonym 
problem may be solved by an inhibitory channel in the mental lexicon 
between a word and its hyperonyms. If a word is activated, it inhibits all 
its hyperonyms (e.g., drink inhibits swallow, ingest, etc.). Of course, in 
accessing a word by its conceptual features, also all its hyponyms will be 
activated to the same level. Therefore, to prevent a hyponym problem, 
Bierwisch and Schreuder assume that a word has a higher selection 
threshold than its hyperonyms. Consequently, although all the features of 
SWALLOW will activate drink, only the lemma of swallow will be activated 
above threshold. An inhibitory channel might, for example, be useful in 
Morton's (1969) logogen theory. According to this theory, words are 
accessed by feature counters or logogens, determining how many of a 
word's conceptual features are present in the message. When the count 
surpasses a critical threshold, the logogen will fire, thereby making the 
articulatory program of the word available. In accessing a word, 
Bierwisch and Schreuder's inhibitory channel would prevent the logogens 
of the hyperonyms from firing. 
However, an inhibitory channel between a word and its hyperonyms 
predicts semantic inhibition by hyponym distractors. For example, 
distractor booze would inhibit the retrieval of the target drink relative to 
distractor eavesdrop. The occurrence of the inhibition should be 
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independent of the response-set membership of the distractor word, 
because the inhibitory channel is assumed to be hard-wired in the mental 
lexicon. By contrast, empirically one obtains a facilitatory effect from 
hyponyms that are not in the response set. This holds for verbs, as we 
saw in Experiment Two above, and for nouns, as we saw in chapter 3 
(see also Glaser & Düngelhoff, 1984, Experiment 2). This refutes an 
inhibitory channel between a word and its hyperonyms. 
To solve the hyperonym problem, Levelt (1989, 1992) proposes a 
principle of specificity. This principle says that of all lemmas whose 
conceptual conditions are satisfied, the most specific one is selected. For 
example, if DRINK activates drink, swallow, ingest, and so forth, then drink 
will be selected because it is the most specific term. The principle might, 
for example, be incorporated in Miller and Johnson-Laird's (1976) 
decision-table theory. According to this theory, lexical access is 
accomplished by a table of productions or condition/action pairs. A 
production's condition consists of a series of semantic tests to be satisfied 
by a message concept. An action involves making available a word's 
syntactic properties. Then, of all the productions that match the concept, 
the one with the most specific condition would be given preference. 
As an inhibitory channel, a specificity principle predicts an inhibitory 
effect from hyponym distractors on the retrieval of the picture name. In 
case of a semantically related distractor hyponym (e.g., booze), the 
distractor word would be preferred to the name of the picture {drink) 
because it is more specific. However, in contrast to an inhibitory channel, 
the principle could be reconciled with the data if its domain of 
application is restricted to the lemmas in the response set. Then, although 
booze is more specific than drink, booze will not be preferred to drink 
because it is not a permitted response in the experiment. 
There is, however, another problem with this principle, as already 
indicated in chapter 2. Although the principle solves the hyperonym 
problem, it fails on the word-to-phrase synonymy problem. Also, it 
cannot handle the retrieval of words that express disjunctive concepts. If 
a speaker wants to verbalize CONSUME (i.e., EAT OR DRINK), the conceptual 
conditions of eat or drink will be fully satisfied too. Consequently, these 
terms will be selected because they are more specific. And if a speaker 
wants to say ... swallow liquid, the principle of specificity leads to 
retrieval of drink and not to retrieval of swallow and liquid. Bierwisch 
and Schreuder propose to solve the word-to-phrase synonymy problem by 
assuming that a speaker supplies the components of a conceptual 
structure with markers. These markers indicate whether each conceptual 
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component should receive its own verbalization or whether a single 
verbalization for the complete structure should be tried. If this solution is 
adopted, the principle of specificity would be sensitive to yet another 
constraint. By contrast, in non-decomposed lemma retrieval the 
hyperonym problem, the word-to-phrase synonymy problem, and the 
problem of disjunctive terms are resolved by a single unconstrained 
principle, namely a one-to-one mapping of the vocabulary of messages 
onto lemmas. 
In the theories of Dell (1986; Dell & O'Seaghdha, 1991, 1992) and 
Sternberger (1985) conceptual feature nodes are directly connected to 
lemma nodes in a lexical network. Lemma retrieval begins by activating 
the set of conceptual feature nodes making up the to-be-verbalized 
concept. Each feature node then spreads a proportion of its activation 
towards the associated lemma nodes. This proportion is the same for all 
nodes, that is, there is a general spreading rate. Finally, after a certain 
period of time (e.g., depending on the speech rate), the highest activated 
lemma node is selected. 
As already discussed, these theories do not suffer from a hyperonym 
problem, but from a hyponym problem (except for disjunctive terms). For 
example, in activating the conceptual features for DRINK, the lemma of 
swallow will not be selected. Although the lemma nodes of the 
hyperonyms of drink such as swallow will be activated, they will not be 
activated to the same level as the node of drink. All conceptual features 
for DRINK will send a proportion of their activation to drink, but only a 
subset of these features will activate swallow. So drink will have a higher 
level of activation than its hyperonyms. However, although drink will be 
preferred to swallow, the lemma of drink will not be selected. The 
hyponyms of the intended word cause trouble. In activating the conceptual 
features of DRINK, the lemma nodes of hyponyms such as booie will also 
be activated by these features to the same level as drink. All features that 
activate drink will also activate its hyponyms. Consequently, a selection 
cannot be made. 
Given this hyponym problem, semantically related hyponym 
distractors should cause a lot of trouble to the selection mechanism. If 
DRINK activates drink and booze to the same level, the selection should be 
more difficult with booze than with eavesdrop as distractor. The distractor 
booze magnifies an already existing selection problem. Empirically, 
however, one observes exactly the opposite. The distractor booze 
facilitates the naming response relative to eavesdrop. However, one 
should be careful in drawing strong conclusions. What is predicted by 
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these featural theories might depend on the solution to the indexing 
problem (see Theoretical Assumptions and Experimental Paradigm) and 
the convergence problems that has yet to be proposed for these theories. 
Notice that an inhibitory channel from a word to its hyponyms would 
not solve the hyponym problem for these theories. If words inhibit their 
hyponyms, then, in accessing a word, it would be inhibited by its own 
hyperonyms. As indicated in chapter 2, maybe the hyponym problem can 
be solved by abandoning the assumption of a general spreading rate. One 
could put appropriately tuned weights on the links between conceptual 
feature nodes and lemma nodes. To prevent the problem, the weights 
* have to be learned such that in activating the conceptual feature nodes of 
a word, its lemma node will receive more activation than the lemma 
nodes of the word's hyperonyms and hyponyms. This should hold for all 
words in the lexical network. 
But as indicated in that chapter, tuning weights is insufficient to 
solve all convergence problems. Again, the problem of disjunctive terms 
remains unresolved. Also, the word-to-phrase synonymy problem cannot 
be handled by the same mechanism. For example, if SWALLOW(X,Y) and 
UQUID(Y) are connected to the lemma nodes of drink, swallow, and liquid 
such that activating these components can retrieve drink as well as 
swallow and liquid, then activating the components also will retrieve all 
these terms. Assuming that a single lexicalization and building the phrase 
are accomplished on the basis of different patterns of activation over the 
feature nodes amounts to non-decomposed retrieval: SWALLOW in DRINK 
would be represented differently than SWALLOW in isolation. (See also the 
critique of Fodor and McLaughlin (1990) on a similar proposal by 
Smolensky (1988).) And assuming that retrieving swallow liquid without 
accessing drink, and vice versa, is achieved by nodes that stand for 
combinations of components (i.e., a node for SWALLOW LIQUID) also amounts 
to giving up decomposition. 
Summary and Conclusions 
In this chapter, I reported some further empirical tests of the proposed 
non-decompositional theory and computer model of lemma retrieval in 
speaking. As indicated in chapter 1, the starting point for the 
development of the theory had been a class of retrieval problems for 
decomposed access mechanisms. The most salient member of this class is 
the hyperonym problem (Levelt, 1989). If the conceptual conditions for 
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the retrieval of a word (e.g., dog) are satisfied, then those of its 
hyperonyms (e.g., animal) are automatically also met. The theory explains 
why in accessing a word all its hyperonyms are not retrieved as well by 
assuming that conceptual components are only indirectly linked to 
lemmas, via non-decomposed representations of lexical concepts. 
In chapter 3, the theory was tested on the basis of noun retrieval: 
object naming (e.g., saying dog to a pictured dog), object categorization 
(e.g., saying animal to a pictured dog), and noun categorization (e.g., 
saying animal to the word dog). In two new experiments reported in this 
chapter, it was explicitly examined whether the theory could be 
generalized to verbs. As in the earlier tests, the picture-word interference 
paradigm was utilized. Subjects had to name pictured actions using verbs 
and ignore distractor verbs superimposed on the pictures. According to 
the theory, semantic inhibition should be obtained for distractor 
cohyponym verbs that are the names of other pictures in the experiment. 
For example, saying drink to a drinking person should be inhibited by 
distractor eat relative to see if an eating and a looking person also have 
to be named in the experiment. By contrast, semantic facilitation should 
be obtained if hyponyms of the names of the pictures are used as 
distractors. For example, distractor booze should facilitate the naming 
response as compared to distractor eavesdrop. 
As we saw, both predictions were empirically sustained. Whereas 
these findings support the proposed non-decompositional theory, they are 
problematic for a number of decompositional proposals. In particular, 
decompositional theories (cf. Bierwisch & Schreuder, 1992) that assume 
that the hyperonym problem is resolved by an inhibitory channel in the 
mental lexicon between a word (e.g., booze) and its hyperonyms {drink, 
swallow, and so forth) would have predicted semantic inhibition by the 
hyponym distractors, whereas facilitation is found. 
Chapter 5 
Beyond Lemma Retrieval: Conceptual Identification 
and Word-Form Encoding 
In this final chapter, I will make a few additional assumptions about the 
organization of the conceptual stratum and the process of word-form 
encoding. I will show how the theory explains (a) effects from the 
specificity level of object identification in picture naming without 
distractors, (b) facilitatory effects from word-form overlap between the 
distractor word and target word in picture naming, (c) inhibitory effects 
and the absence of any additional effect of semantic relatedness from 
word distractors in word reading, and (d) the absence of any effect of 
picture distractors in word reading. 
Conceptual Identification 
Cognitive Economy in the Conceptual Stratum 
I will assume that for the semantic network a weak form of cognitive 
economy holds (cf. Collins & Loftus, 1975). Properties common to 
subordinates tend to be stored at superordinate level, but subordinates 
sometimes may have direct connections to these properties. That is, not 
inherited due to one or more IS-A links. I take it to be an empirical issue 
what properties are linked to what level. For example, it seems 
reasonable to assume that in learning that a dachshund is a dog one does 
not store all the properties of DOG with DACIISIIUND(X) in memory. On the 
other hand, one cannot exclude that salient properties, such as HAS-EARS, 
have a direct connection to DACIISIIUND(X). This information may be stored 
redundantly. 
Hyperonymy results explicitly from an IS-A link between concept 
nodes and/or implicitly from an inclusion relationship between sets of 
properties in the network. For example, dog is a hyponym of animal 
because of a subordinate link between DOG(X) and ANIMAL(X) and/or 
because the properties of animal are a proper subset of those of dog. The 
latter may involve properties directly connected to DOG(X) as well as 
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inherited ones. A subordinate may cancel properties of a superordinate 
by, for instance, a CANNOT or IIAS-NOT link. For example, an ostrich is a 
bird due to an IS-A link and/or set-inclusion of properties, except that it 
cannot fly, represented by a CANNOT link between OSTRICH and FLY. Also, a 
superordinate may lack properties of its own and only receive IS-A links 
from its subordinates, thereby listing them under a common heading. For 
example, CHESS, SOCCER, and HIDE-AND-SEEK could point to GAME merely on 
the basis of a family resemblance (cf. Miller & Johnson-Laird, 1976; 
Wittgenstein, 1953). 
Entry Points in Object Identification 
Traditionally, it is assumed that object identification involves the 
determination of whether the object has the defining properties of one of 
the concepts stored in semantic memory. During the last two decades, 
research has shown the importance of non-defining properties in the 
process of object identification (for a review, see Smith & Medin, 1981). 
In chapter 2, I discussed some of the consequences of this finding for 
theories of lemma retrieval in speaking. 
In the empirical research on object identification two phenomena are 
especially prominent (Medin & Smith, 1984; Mervis & Rosch, 1981). 
First, some instances of a category appear to be more typical (better 
members) of that category than others. For example, a robin is a more 
typical bird than an ostrich. Second, there appears to be a basic level in a 
conceptual hierarchy and an entry point (as called by Jolicoeur, Gluck, & 
Kosslyn, 1984) in object identification. Roughly, a basic-level category is 
not too general and not too specific. For example, in the hierarchy ENTITY, 
LIVING BEING, ANIMAL, BIRD, and ROBIN, the category BIRD is of basic level. The 
basic level is, inter alia, the most abstract level at which people perform 
similar actions to interact with category members, where the members 
have similar overall shapes, and at which a mental image can reflect the 
entire category (Rosch, Mervis, Gray, Johnson, & Boyes-Braem, 1976). 
The entry point of an object is the point at which contact is made first 
with semantic memory. In object identification, the basic level of 
categorization tends to be the entry-point level of objects, that is, the 
level of abstraction at which objects are preferred to be identified. But 
this is not generally so: Entry points co-vary with typicality (Jolicoeur et 
al., 1984). That is, for example, the entry point for a robin is BIRD (basic 
level), but is OSTRICH (subordinate level) for an ostrich. This holds only for 
members of basic-level categories, not for members of a superordinate of 
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a basic-level category (i.e., for basic-level categories themselves). For 
example, the entry-point level is the same (i.e., basic level) for DRESS and 
HAT, which are, respectively, typical and atypical basic-level members of 
the category CLOTHLS. "In this view, every object has one particular level 
at which contact is made first with semantic memory. This level 
corresponds to the basic level for many objects, but in many instances it 
does not. If an object is a very distinctive or atypical exemplar of a 
basic-level category, then that object may have its own entry point into 
semantic memory defined at the subordinate level. The notion of entry 
point, therefore, is an attribute of individual exemplars rather than an 
attribute of categories" (Jolicoeur et al., 1984, p. 273). 
Typical category members and basic-level categories have processing 
advantages over members that are not typical or categories that are not of 
basic level (for a review, see Seymour, 1979). For example, the 
categorization latencies (e.g., as BIRD) are shorter for typical category 
members (e.g., a robin) than for atypical ones (e.g., an ostrich). That 
typicality and basic-level effects have their locus in the stage of object 
identification and not at the level of lexicalization is suggested by the 
fact that the effects occur in a variety of tasks without naming (cf. Medin 
& Smith, 1984; Mervis & Rosch, 1981; Smith & Medin, 1981). 
Effects From Entry Points on Naming 
An entry point in object identification and entry-point effects on object 
naming are to be expected if one assumes that visual shape properties are 
not equally distributed among the levels of a conceptual hierarchy (cf. 
Biederman, 1987; Fodor, 1983; Marr, 1982; Miller & Fellbaum, 1991; 
Rosch et al., 1976). For example, when BIRD(X) is the entry point for a 
pictured robin, naming a robin with the word bird will be faster than 
naming it with animal or robin. Also, in the spontaneous naming of a 
pictured robin the word bird will tend to be used instead of one of the 
other terms (for a review, see Jolicoeur et al., 1984). Given the 
assumption of cognitive economy in the semantic network, a basic-level 
node will normally be the entry point. This is because basic level is the 
highest level in a conceptual hierarchy where category members have a 
common visual shape, and thus most visual properties will be stored at 
this level (cf. Biederman, 1987; Jolicoeur et al., 1984; Rosch et al., 
1976). The latter will not be the case for the atypical members of a 
basic-level category. Therefore, entry points and their effects on naming 
can be expected to co-vary with typicality, as empirically observed. 
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For example, take the naming of a pictured robin. Given the 
principle of cognitive economy in the semantic network, most of the 
visual shape properties of robins will be stored with BIRD(X), and not with 
ROBIN(X) or ANIMAL(X). This is because most of the visual properties that 
robins have in common are also properties of birds in general, but not of 
animals in general (cf. Rosch et al., 1976). So, the shape properties of a 
robin will be stored with BIRD(X). Consequently, on first pass a pictured 
robin will be identified as bird, and only after a conceptual inference 
(e.g., on the basis of an IS-A link) as animal, or after a more detailed 
perceptual analysis as robin (Jolicoeur et al., 1984, Experiments 1 and 2). 
As a result, in the spontaneous naming of a robin the term bird will tend 
to be used, and not robin or animal. Also, naming a robin with bird will 
be faster than naming it with animal or robin. A pictured chicken, 
however, will first be recognized as CIIICKHN and not as BIRD, because its 
atypical shape properties will be stored with CHICKKN(X) and not with 
BIRD(X). AS a consequence, in naming a chicken the term chicken will 
tend to be used, and not the term bird. Also, naming a chicken with 
chicken will be faster than naming it with bird (Jolicoeur et al., 1984, 
Experiments 3 and 4). By contrast, because in general no shape properties 
will be stored with a superordinate such as ANIMAL(X), typical members of 
such a superordinate (e.g., a bird) and atypical ones (e.g., a spider) will 
first be identified at basic level (i.e., as BIRD and SPIDER, respectively). 
Therefore, these subordinates will be named faster with basic-level terms 
(i.e., bird and spider) than with hyperonyms of these terms (i.e., animal), 
as empirically observed by Jolicoeur et al. (1984, Experiments 3 and 4). 
Also, in the spontaneous naming basic-level terms will tend to be used 
instead of their hyperonyms. 
Convergence in Object Identification 
Prima facie, the assumption of non-decomposition seems to avoid the 
convergence problems in lemma retrieval by handing them on to the 
conceptualization processes. But this is not the case. In fact, the issue of 
convergence exists for conceptualization as well as for lemma retrieval. 
The existing decompositional approaches meet the problem in both 
conceptualization and lemma retrieval, whereas the proposed non-
decompositional theory only faces it in conceptualization. 
In conceptualization the question is how a speaker chooses between 
a concept (e.g., DOC) and its superordinates (e.g., ANIMAL, etc.). For 
example, assume that a speaker perceives a BARKING ... QUADRUPED and 
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wants to name it. Given that the object possesses the properties of both 
DOG and ANIMAL, it cou Id be conceptualized as DOG as well as ANIMAL. The 
question is how, given the properties of the object, the conceptualization 
processes decide between DOG and ANIMAL. This is the convergence 
problem in conceptualization. One could call it the superordinate problem 
in conceptual identification, as opposed to the hyperonym problem in 
lemma retrieval. When the speaker has decided for DOG or ANIMAL (i.e., has 
determined whether the former or the latter becomes the message), 
another problem emerges for the existing decompositional theories: the 
problem of convergence in lemma retrieval. The question of convergence 
in lemma retrieval is how, given a concept to be expressed verbally, a 
speaker retrieves a word without retrieving its hyperonyms. 
The assumptions of the proposed non-decompositional theory lead to 
convergence both in the conceptualization of a perceptually given object 
and in the retrieval of a lemma. Convergence in object identification is 
due to the cognitive economy in the conceptual stratum, and hence the 
entry points in a conceptual hierarchy. Convergence in lemma retrieval is 
due to the independent nodes for lexical concepts. 
Traditional Accounts of the Semantic Interference Effect 
Only recently lemma retrieval has been proposed as the locus of the 
semantic effects in the picture-word interference paradigm (Schriefers, 
Meyer, & Levelt, 1990). To explain the semantic effects, traditionally 
three other loci have been suggested: the form perception stages, the 
stage of conceptual identification, and the articulatory buffering stage (for 
reviews, see Glaser & Diingelhoff, 1984; MacLeod, 1991). 
Form Perception 
According to the perceptual-encoding view (cf. Hock & Egeth, 1970) a 
single system is responsible for both word-form perception and object-
form perception. Furthermore, it is assumed that this system has a limited 
capacity. Therefore, a distractor word will reduce the processing resources 
available for the encoding of the target picture, leading to a delay. 
However, in this view it is unclear why one would get a semantic effect. 
Why would semantically related words reduce the capacity more than 
semantically unrelated ones, if only word forms are involved? 
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Conceptual Identification 
According to the conceptual identification view (cf. Glaser & Düngelhoff, 
1984; Rayner & Springer, 1986) interference is due to something like 
"conceptual confusion". A semantically related distractor word leads to 
activation of a concept related to the target concept, whereas a 
semantically unrelated word activates an unrelated concept. Activation of 
a related concept would hamper the identification of the pictured object 
more than activation of an unrelated concept. 
But why would this be the case? Why would activation of a related 
concept not help? Adherents to the conceptual identification view do not 
tell. Furthermore, Schriefers et al. (1990) showed that in a picture-word 
interference experiment there is no semantic inhibition if subjects only 
have to identify the pictured object. That is, if they have to respond by 
pressing a button instead of naming. This is contrary to what one would 
predict if conceptual identification is the locus of the interference effect. 
Articulatory Buffering 
Earlier, I assumed that a distractor word is automatically processed up to 
its articulatory program. That is, its input lexeme is automatically mapped 
onto the corresponding output lexeme. Adherents of an articulatory 
buffering explanation (cf. Morton, 1969) assume that, ready for 
articulation, the program is periodically stored in the so-called 
articulatory buffer. According to them, this buffer can only contain one 
articulatory program at a time. So, the buffer has to be cleared before the 
program of the picture name can be stored and executed. This clearing 
causes a delay. Furthermore, it is assumed that the resetting of the buffer 
will be more difficult in case of semantically related distractors than in 
case of unrelated ones. As a consequence, semantic inhibition will occur. 
There are three major problems with this view. First, why would 
semantic similarity play a role in clearing an articulatory buffer? Second, 
there is ample empirical evidence that a speaker's articulatory buffer can 
contain the programs of several words, instead of one. For an overview 
of the empirical evidence, I refer to Levelt (1989). Third, the inhibition is 
due to a bottle-neck. The mental systems underlying picture naming and 
word reading output to a common buffer, immediately preceding the 
response execution stage (articulation). If the program for the distractor 
word reaches the buffer before the program for the picture name does, it 
will occupy the buffer and delay the execution of the program for the 
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picture name However, Vorberg (1985) showed mathematically that this 
bottle-neck model gives an incorrect account of the classical SOA-
functions of the interference effect obtained by Glaser and Glaser (1982) 
and Glaser and Dungelhoff (1984), among others (See also the 
discussions by Glaser & Glaser, 1982, Glaser & Dungelhoff, 1984, 
MacLeod, 1991 ) For instance, according to the bottle-neck model the 
size of the area included by the SOA curves should be the same for the 
picture naming and word reading task (i e , picture naming with word 
distractor and word reading with picture distractor) But empirically this 
is not the case There is much more interference in picture naming than 
in word reading Vorberg's analysis holds for fixed latencies of the 
processes involved as well as for variable ones, irrespective of their 
distribution (for example, the times may be exponentially distributed, but 
need not be) 
Although resetting the articulatory buffer seems implausible as the 
cause of the semantic effects, this does not mean that the activation of 
motor programs does not play a role in the interference effects observed. 
In the next section, I will present a tentative model for word-form 
encoding in speaking (Note 1) As we will see, the activation of a 
competitor motor program (i e , a syllable program) will be assumed to 
play a role in the general inhibitory effect and the word-form effects of 
distractor words in the picture-word interference paradigm 
Word-Form Encoding 
In the spreading-activation approach to lexical retrieval in speaking taken 
in this thesis, a distinction is made between linguistic rule systems and 
the lexical network The rule systems build conceptual, syntactic, 
morphological, and phonological structures or frames with categorically 
labeled slots The lexical network provides the frame terminals or the 
fillers for the slots The types of frames that are build correspond to the 
strata of the lexical network There is a conceptual, a syntactic, and a 
word-form stratum The latter consists of a morphological and a 
phonological substratum involved in speaking, and an orthographical 
substratum involved in visual word recognition The terminal elements for 
the frames are made available by means of the spreading of activation 
Retrieval proceeds from layer to layer The activation level of a node is 
enhanced, followed by a spread of the activation downwards, and the 
selection of the highest activated node at the next layer down 
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Morphological, Segmental, and Phonetic Encoding 
I will now explain the specific assumptions made about the process of 
word-form encoding. The assumptions satisfy two boundary conditions. 
They are compatible with (1) current linguistic knowledge (morphology 
and phonology) and (2) speech-error data. Slips of the tongue have been 
central in the earlier development of models of morphological and 
phonological encoding in speech production (e.g., Dell, 1986; Meyer, 
1992; Shattuck-Hufnagel, 1979). For a review, see Levelt (1989). 
In going from a selected lemma to a syllable program, three types of 
processes are assumed, following Dell (1986), Levelt (1989, 1992), and 
others: morphological, segmental, and phonetic encoding. 
In morphological encoding, the activation level of the selected 
lemma is enhanced, activation spreads from the syntactic stratum to the 
morphological substratum, and the corresponding morpheme node is 
selected. The selected node is linked to the appropriate slot of the 
morphological frame that is build. 
In segmental encoding, the activation level of the selected morpheme 
node is enhanced, activation spreads from the morphological substratum 
to the phonological substratum, and the corresponding segment nodes are 
selected. Segments are linked in left-to-right order to the slots of the 
syllable frame that is build (Meyer, 1990, 1991, 1992; Meyer & 
Schriefers, 1991). 
In phonetic encoding, on the basis of a filled syllable frame a 
syllable program node is retrieved (cf. Crompton, 1982), which gives 
access to a specification of the motor commands for the control of the 
articulatory organs, that is, the actual syllable motor program. For 
theories on motor programs, see Jordan (1986, 1990; Jordan & 
Rosenbaum, 1989) and Schmidt (1975), among others. For a review, see 
Levelt (1989). After a syllable program node is selected, it can be used 
to trigger an actual articulatory response (Note 2). 
In reading a word aloud, an orthographical representation is mapped 
onto a morpheme node and the corresponding segment nodes, instead of 
mapping a lemma onto a morpheme node. 
The word-form encoding processes are assumed to be deterministic, 
except for the selection of a syllable program node. The latter is assumed 
to proceed in the same way as the selection of a lemma node in lemma 
retrieval (see chapter 3). The probability of the actual selection of the 
target syllable program node is a function of the activation state of the 
other syllable program nodes. The assumptions about the selection of a 
Conceptual Identification and Word-Form Encoding 111 
syllable program node provide the hazard rate of the word-form encoding 
process. By combining the hazard rate of this process with that of lemma 
retrieval one could - in principle - derive the expected latency for the full 
process of lexical access. This will not be done in this section. The 
treatment will remain at a qualitative level. 
The Memory Structure of Lexemes 
I will assume that the word-form part of the lexical network consists of 
three layers of nodes connected by labeled links (see Figure 5.1). There 
are morpheme nodes, segment nodes, and syllable program nodes. The 
latter give access to the actual syllable motor program (and thereby to the 
phonetic feature composition of a syllable in speech production). 
Figure 5.1 Illustration of the memory structure of an output lexeme: The word 
form of animai. 
Morpheme nodes are connected to segment nodes by links that 
specify the serial position, the syllabicity status of the segments (whether 
they constitute a syllable peak or not), and the stress distribution over 
peaks. For example, the morpheme <animal> has a link to the segment 
node /1/, which is labeled as 6/C (6 = sixth segment, С = non-peak). The 
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link between <animal> and /ae/ is labeled as l/'V (1 = first segment, V = 
peak, ' = carrying word accent). (Links of long syllabic segments such as 
long vowels would be labeled as x/VV.) The links are assumed to be 
pointers stored with the morpheme node. So, information about the 
number of syllable peaks and the stress distribution corresponding to a 
morpheme could be available without the actual segments being 
accessible. This seems to be the case in the tip-of-the-tongue state 
(Brown, 1991; Brown & McNeill, 1966; Jones & Langford, 1987). 
Segment nodes are connected to syllable program nodes by links that 
specify the constituency status of the segments within the syllable. For 
example, the segments /n/ and /i/ are linked to the syllable node [ni] by, 
respectively, onset (On) and nucleus (Nu) links. So, in contrast to Dell 
(1986, 1988) and Shattuck-Hufnagel (1979), segment nodes themselves 
are not qualified as being something like /onset n/ or /coda n/. Instead, 
this information is specified by the link between a segment and a syllable 
node. So, one and the same segment node /n/ will serve as onset of [ni] 
and as coda of [in]. As a consequence, knowing that the segment /n/ is 
the second segment of <animal> does not say anything about its syllable 
constituency status. The pointers stored with /n/ will specify that it serves 
as onset in one syllable (e.g., [ni]) and as coda in another syllable (e.g., 
[in]). There has to be an independent source of information that 
determines the constituency status of the segment for the word at hand. 
And here the syllabification of the word comes in: The syllable frame 
determines the segments' syllable-constituency status. Only for selected 
segments (see below) this status is determined. 
The Selection Process 
The rule system associated with the form lexicon consists of two types of 
rules. On the one hand, there are rules building categorical frames. 
Morphological rules build morpheme frames, phonological rules build 
syllable frames (for a discussion, see Levelt, 1989). On the other hand, 
there are selection rules, which link elements from the lexical network to 
categorically labeled slots in the frames. 
The selection rule involved in segmental encoding is the following: 
Fill the timing slots of the syllable frame(s) from the first slot to the last 
(across syllables) with the activated segments whose relationship to the 
target morpheme node is 1/, 2/, ..., respectively, respecting the syllabicity 
marking on the links. Due to the latter requirement a segment with an 
x/VV link will fill two successive timing slots. 
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The selection rule involved in phonetic encoding is the following: 
For each filled syllable frame, select the activated syllable program node 
with the appropriate constituency link(s) to the segment(s) selected (Note 
3). 
Notice that the selection rules avoid the indexing problem that 
typically confronts a selection mechanism in a double-stimulus situation 
such as a picture-word interference experiment (see chapter 3). For 
example, in picture naming with a word distractor, the lexemes of both 
the name of the picture and the distractor word will be activated. 
However, choosing the right segments and syllable program node(s) will 
be no problem. Only segments with the appropriate relationship to the 
target morpheme and only syllable program nodes with the appropriate 
relationship to these segments will be selected. 
Speech Errors: Exchanges, Anticipations, Perseverations 
I will now illustrate how the model accounts for errors in word-form 
encoding. 
Consider the encoding of animal as aminal. Assume segmental 
encoding has been completed. So, the segments /ae/, /n/, /i/, /m/, /э/, and 
/1/ have been linked to the syllable frames for a, ni and mal. Assume 
phonetic encoding is ready for the first syllable, and starts for the second. 
The segments Ini and /i/ will activate the syllable node [ni], but also 
[mi], [it], and so forth. The segments /m/, /э/. Л/ will activate the syllable 
node [mal], but also [пэі], [mi], etc. Notice that /n/ is not only the onset 
of the second syllable, but also the onset of a competitor of the third 
syllable. The segment /n/ will also activate [пэі]. The same holds for the 
onset of the third syllable: /m/ will also activate the competitor [mi] of 
[ni]. On occasion, the selection mechanism might make the following 
error. In checking the relation between [mi] and the selected segments, it 
detects that Imi indeed occupies an onset position - though in the wrong 
syllable frame. However, because the selection criterium appears to be 
satisfied (see above), [mi] will be selected instead of [ni]. If the same 
occurs for the third syllable, the speaker will make an exchange error 
(aminal instead of animal). If the third syllable program node is 
addressed correctly, the speaker will make an anticipation error (amimal 
instead of animal). If the selection error only occurs for the third syllable, 
a perseveration error will be made (aninal instead of animal). 
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Picture Naming and Word Reading 
Picture Naming With Word Distractor 
Picture naming latencies are shortened when there is an orthographical or 
morpho-phonological overlap between the distractor word and the target 
name (e.g., Lupker, 1982; Meyer & Schriefers, 1991; Rayner & Springer, 
1986; Schriefers, et al., 1990). Furthermore, orthography and semantics 
interact (e.g.. Rayner & Springer, 1986). For example, distractor words 
sharing orthographical properties with the name of a picture (e.g., dot 
superimposed on a pictured dog) facilitate the naming response as 
compared to distractors that do not share such properties with the target 
name (e.g., hat). As we saw, a semantically related distractor word (e.g., 
fish) inhibits the naming of a pictured object (dog) relative to a 
semantically unrelated distractor word (e.g., tree). Orthographical overlap 
can reduce the size of the semantic inhibition (Rayner & Springer, 1986). 
Moreover, orthographical overlap can tum semantic inhibition into 
facilitation: Rayner and Springer found that semantically related distractor 
words (e.g., head) sharing orthographical properties with the target name 
(hand) lead to a faster naming response than unrelated distractors (rose) 
that do not share such form properties (Rayner & Springer, 1986). 
Written distractor words without form overlap inhibit the naming of 
a picture or the reading of a word compared to a series of x's as 
distractor (e.g., Glaser & Diingelhoff, 1984; Glaser & Glaser, 1989). For 
example, the naming of a pictured dog is inhibited by the distractor 
words fish and tree at negative (i.e., -400, -300, -200, -100 ms), zero, and 
positive SOAs (+100, +200 ms). Non-words inhibit less than words (e.g., 
Lupker, 1982), and unpronounceable non-words cause less inhibition than 
pronounceable non-words (e.g., Guttentag & Haith, 1978). 
According to the theory, a form-related distractor word will prime 
form elements to be selected for the target word. For example, doll will 
prime both the onset as well as the nucleus segment of the target dog. 
Because at word-form level there is no response-set principle operating 
(response-set membership is assumed to be flagged at lemma level, see 
chapter 3), these effects are facilitatory relative to the no-overlap 
situation. At the response-triggering stage, however, inhibitory effects 
come in. A highly activated syllable program node for the distractor word 
reduces the probability of the actual selection of the target syllable 
program node. This explains the general inhibitory effect of word 
distractors in reading words aloud and picture naming: Form overlap 
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(only) reduces this general inhibitory effect. It also explains why non-
words cause less inhibition than words, and why unpronounceable non-
words cause less inhibition than pronounceable non-words. For non-words 
there is no morpheme node in the network. So, only their similarity to 
forms in the network will activate competitor syllable program nodes. For 
unpronounceable non-words there are even no such corresponding syllable 
program nodes. 
If the facilitatory effect due to form overlap is strong enough, it 
might overcome the inhibitory effect due to semantic relatedness in 
picture naming or it might enlarge semantic facilitatory effects. 
Word Reading With Word and Picture Distractor 
Written word distractors inhibit the reading of words aloud. However, 
there is no additional effect from semantic relatedness (Glaser & Glaser, 
1989; La Heij, Happel, & Mulder, 1990). For example, both fish and tree 
inhibit the reading aloud of dog to the same extend. By contrast, 
distractor dog facilitates the reading of dog. 
According to the theory, the absence of semantic effects in reading 
words aloud is due to the fast and shallow input-lexeme to output-lexeme 
(spelling-to-sound) mapping in reading aloud. If only word-form 
representations are engaged, one would expect no semantic inhibition by 
distractor words, just as is observed. But because a distractor word 
different from the target would activate a competitor word form (i.e., a 
competitor syllable program node), one would expect slower responses 
for semantically related and unrelated distractors than for identical ones, 
just as what is empirically obtained. 
In contrast, there is an absence of any interference effect of picture 
distractors on reading words aloud (e.g., Glaser & Diingelhoff, 1984). For 
example, reading dog aloud is unaffected by a picture of a fish as well as 
a picture of a tree. 
The absence of any effect of picture distractors on reading words 
aloud might be due to (a) the network distance, that is, activation coming 
from a picture might be too much attenuated at syllable node level (cf. 
Dell & O'Seaghda, 1991, 1992) or (b) a discreteness of lemma retrieval 
and word-form encoding (cf. Levelt, Schriefers, Vorberg, Meyer, 
Pechmann, & Havinga, 1991a, 1991b). The latter is the case if, for 
example, the pointer between a lemma node and a morpheme node only 
becomes available upon the selection of a lemma (see chapter 3). For the 
discreteness of lemma retrieval and word-form encoding independent 
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empirical evidence is available. 
Recent research has provided evidence that lemma retrieval and 
word-form encoding are not only distinct, but also discrete (i.e., 
temporally non-overlapping) processes. That is, it seems that a word's 
form gets encoded only after lemma selection (Levelt, at al., 1991a, 
1991b; Schriefers et al., 1990). Levelt et al. (1991a) observed that in 
naming a pictured object (e.g., of a dog) there is lemma activation of the 
semantic neighbors of the object (e.g., fish), but the word forms of these 
neighbors remain inactive. Apparently, only the word form of the target 
word gets encoded. Lemmas do not seem to partially activate their word 
forms in anticipation of an eventual selection. Schriefers et al. (1990) 
observed that during object naming there is an early phase of lemma 
activation without word-form activation, and a late phase of word-form 
activation without lemma activation (see chapter 3). These two studies 
support the view that lemma retrieval and word-form encoding are 
discrete processes. 
If the assumption is adopted that the pointer between a lemma node 
and a morpheme node only becomes available upon the selection of the 
lemma, then the theory explains the absence of a semantic effect of 
distractor pictures in reading words aloud as follows. Reading a word 
aloud can be done at the lexeme level, without lemma retrieval. 
Furthermore, subjects might try to prevent the retrieval (i.e., activation 
and selection) of a lemma for the pictured object. After all, the subjects 
had to read the word aloud; their task was not to name the picture. Then, 
the pointer to the output lexeme of the name of the picture would not be 
made available. Consequently, the word form (i.e., syllable program node) 
of the object name remains inactive, and no interference at the lexeme 
level is to be expected. As a result, one will observe no inhibition of a 
distractor picture on reading a word aloud. 
The theory predicts that inhibition will return if subjects have to 
name a picture instead of a word, and the distractor is another picture. 
Now the lemma activated by the distractor picture will be a competitor of 
the target lemma, unless the distractor is identical to the target. As a 
consequence, one expects a time course pattern of interference similar to 
the one observed in picture naming with a word distractor (i.e., as 
obtained by Glaser & Düngelhoff, 1984; see their Figure 2a). This is 
precisely what Glaser and Glaser (1989; see their Figure 8b) empirically 
observed. A related distractor picture inhibits the naming of the target 
picture relative to an unrelated one; a distractor picture identical to the 
target picture speeds up the naming of the target picture. 
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Notice that this account of the difference between picture naming 
with a word distractor and word reading with a picture distractor is given 
in terms of levels of processing. Picture naming requires both lemma 
retrieval and word-form encoding, and can be affected at either level by 
distractor words. Word reading only requires the lexeme level, and will 
therefore not be affected by a picture if a subject does not select a lemma 
for the distractor picture. Lemma retrieval and word-form encoding are 
conceived of as discrete processes. This is in contrast to, for example, 
Cohen, Dunbar, and McClelland (1990). Cohen et al. assume a three-layer 
connectionist network, where activation of input nodes that stand for 
pictures/colors and words is mapped - in a continuous fashion - via a 
layer of hidden nodes onto response nodes (i.e., articulatory programs). 
Phaf, van der Heijden, and Hudson (1990) propose something similar. 
However, in their network words are mapped directly onto response 
nodes, bypassing the hidden layer. In the theories of Cohen et al. and 
Phaf et al. the naming and reading tasks are handled by biasing the 
activation level of the relevant response nodes (directly, or indirectly via 
the hidden layer) with activation from task instructions. However, their 
results are not completely satisfying. The model of Phaf et al. predicts an 
effect of a distractor picture/color on word reading (as can be seen in 
their simulation, their Figure 14b, p. 325), contrary to what is empirically 
observed (for color patches, Glaser & Glaser, 1982, Experiment 1; and 
for pictures, Glaser & Düngelhoff, 1984, Experiment 1). The model of 
Cohen et al. gets the effect of a picture/color on word reading right, but 
apparently at the cost of the time course for the effect of distractor words 
on picture/color naming (as can be seen in their simulation, their Figure 
7, p. 344). Phaf et al. got this latter time course right. 
The assumption that a word can be read aloud by a fast mapping of 
an input lexeme onto an output lexeme does not imply that a word has to 
be read that way. Subjects may take the route via the lemma of the target 
word (apparently, in a Stroop-like experiment they do not). If they do, 
semantic effects on reading a word aloud are to be expected. This would 
explain why sometimes semantic effects of preceding words on reading a 
word aloud are obtained (cf. Balota, Boland, & Shields, 1989). 
Typically, reading latencies are shorter than picture-naming latencies. 
According to the proposed theory, this is because the path from input 
lexeme to output lexeme is shorter than the path from object form to 
output lexeme. Picture naming necessarily involves two processing steps 
(viz., object identification and lemma retrieval) that reading aloud does 
not. Because the difference is due to a structural distinction, it cannot be 
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overcome by training. The theory of Cohen et al. predicts that after 
extended practice picture/color naming will be faster than word reading, 
contrary to what is empirically observed (for a review, see Theios & 
Amrhein, 1989). 
Summary and Conclusions 
In this chapter, I made a few extra assumptions about the organization of 
the conceptual stratum and the process of word-form encoding. I 
discussed how the theory explains (a) effects from the specificity level of 
object identification in picture naming without distractors and (b) 
facilitatory effects from word-form overlap between the distractor word 
and target word in picture naming. Also, I briefly addressed the issue of 
whether lemma retrieval and word-form encoding are discrete (i.e., 
temporally non-overlapping) processes. Lemma retrieval and word-form 
encoding would be discrete processes if, for example, the pointer between 
a lemma node and a lexeme node only becomes available upon the 
selection of the lemma node. With this assumption, the theory explains 
(c) the inhibitory effects and the absence of any additional effect of 
semantic relatedness from word distractors in word reading and (d) the 
absence of any effect of picture distractors in word reading. 
Notes 
Chapter ¡ 
1. The application of the theory to a picture-word interference experiment 
involves assumptions about lemma retrieval and about the task. It is difficult, if 
not impossible, to keep apart their contribution to the time course characteristics 
of lemma retrieval in such an experiment. The assumptions about the memory 
structure and the retrieval mechanism determine what representations are active 
at what level at what moment in time. The assumptions about the task explain 
how the appropriate response for the task is made (e.g., that a picture of a dog 
is named with the word dog or animal depending on whether the task is naming 
or categorization). Also, they determine the moment in time a selection is made. 
What is crucial, however, is that the assumptions about the task do not co-vary 
with the experimental conditions, but remain constant within and between 
experiments. In particular, the notion of semantic rclatedness is not part of any 
task assumption. 
2. Notice that convergence is not a necessary property of this so-called non-
decomposed lemma retrieval (see chapter 2). Whether non-decomposed retrieval 
converges on the appropriate word depends on the specific assumptions made 
about the spreading rate (proportion) and time (cf. Ratcliff & McKoon, 1981). 
For instance, if the weights on the links of the network equal 1.0, and the 
spreading and updating time is negligibly small, then there may be no 
convergence. On first pass, for example, activating the node DOG(X) will result in 
a simultaneous and similar activation of the lemma node of dog, the concept 
node ANIMAL(X), and the lemma node of animal, so that the lemma nodes of dog 
and animal will have equal levels of activation. Consequently, a selection cannot 
be made. 
Chapter 2 
1. Notice that the degree of activation will be the same for dog and animal. 
Both words will be maximally activated. However, the activation level (i.e., 
absolute amount of activation) will be higher for dog than for animal. In Dell's 
theory, activation levels determine the selection, not the degree of activation 
relative to the maximum. "After a categorically defined slot is created in the 
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frame, the insertion rules operate to fill that slot They look at the activation 
levels of all nodes that are marked with the specified category and select that 
item whose node possesses the highest level" (Dell, 1986, ρ 288) 
2 Notice that Levelt's (1989) core principle will not work for disjunctive terms 
The conceptual core of a word is its most privileged meaning component For 
instance, the core of father is the feature MALE The core principle says that a 
lemma is retneved only if its core condition is satisfied So, in verbalizing the 
concept PARENT, father will not be retneved because the feature MALE(X) (the core 
of father) is not part of the message concept However, although the principle 
will do for conjunctive terms, it will not work for disjunctive ones For 
example, if a SIBLING is a BROTHER OR SISTER, then the conceptual cores of brother 
and sister will be included in SIBLING Consequently, if a speaker wants to 
express SIBLING, then the core condition of brother or of sister will be satisfied 
too Then, according to the principle of specificity, sibling will not be selected 
because brother and sister arc more specific 
3 The tensor product of a vector a with η components and a vector b with m 
components is the vector с with η χ m components that consists of all the 
pairwise products of the components of a and b 
Chapter 3 
This chapter is an adapted version of a paper published as A Roelofs (1992) 
A spreading activation theory of lemma retrieval in speaking Cognition, 42, 
107-142 
I am indebted to my promoters Pirn Levclt and Gerard Kempen, and to 
Pietcr Bison, Edwin Bos, Koen De Smedt, Ton Dijkstra, Henk Haarmann, Jòrg 
Jescheniak, Jan Peter de Ruiter, Linda Whecldon, and two anonymous reviewers 
for helpful comments on the manuscript I also want to thank WR Glaser for 
letting me use his raw data, so that I could compute a statistical measure of fit 
1 A theory of lemma retrieval presupposes that speakers have decided what to 
say, that is, have encoded a message, at the level of lexical concepts either in 
terms of conceptual components (in a decomposition view) or not (in a non-
decomposition view) A theory of message encoding has to explain how 
speakers decide what to say, in particular, what kind of speech act to make and 
what conceptual content (i e , conceptual component nodes or concept node) to 
include in the message to reach their communicative goals (for a review, see 
Levclt, 1989) 
2 In a network theory with labeled links (or pointers) such as proposed in this 
chapter, a discreteness of stages may be obtained by limiting the availability of 
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certain links for the spreading process For example, if the link (pointer) 
between a lemma node and a word-form node only becomes available upon 
selection of the lemma node, then lemma retrieval and word-form encoding will 
be discrete (i с , temporally non overlapping) processes I will discuss this in 
chapter 5 In experimental studies of the time-course of object naming, Levelt et 
al (1991a) and Schncfers et al (1990) obtained data fully compatible with a 
discreteness of lemma retneval and word-form encoding As already indicated, 
for an extensive discussion the reader might consult Dell and O'Seaghdha (1991) 
and Levelt et al (1991b) 
3 If there are no a pnon restrictions on the responses, the intersection 
mechanism might work as follows Following Collins and Loftus (1975), assume 
that a person can diffusely activate (prepare) an entire stratum of the network, 
here the syntactic stratum If the resulting activation tags do not spread but stay 
at their nodes (which makes sense, because they come from an unspecific source 
of activation), the target lemma node could be determined by the intersection of 
the target-source tag (picture or word) and one of these tags 
4 At the onset, an important qualification of the simulations is in order The 
simulations concern the differential effect on lemma retneval of semantically 
related (REL) and unrelated (UNR) distractor words as reflected by naming 
latency ceteris paribus That is, under the assumption that the naming 
differences between REL and UNR are solely due to lemma retneval and not 
partially due to other processes, such as word-form encoding There are reasons 
to believe that the latter condition is not fully satisfied As indicated, it is 
assumed that a distractor word activates both its lemma node and its lexeme 
nodes So, a distractor may affect not only the retneval of the lemma of the 
target word, but also its word-form encoding If the word forms of the 
semantically related (REL) and unrelated (UNR) distractors differ from the word 
form of the target, and form encoding of the target starts at the same time in 
REL and UNR, then no difference between REL and UNR is to be expected at 
word-form level However, the theory predicts that retneval times for the target 
in REL and UNR will differ at lemma level, and therefore that the target will 
not arrive at the same time at the word form encoding stage in these conditions 
Alas, one needs a quantitative theory about the way distractors affect word-form 
encoding and/or retneval from the articulatory buffer (Levelt, 1989) to be able 
to say how the delay caused at the lemma level will work out at the word form 
encoding stage And there is no such quantitative theory available (in chapter S, 
only a qualitative one will be proposed) Therefore, what I will do is assume 
that the semantic effect from lemma retneval is not substantially modified at 
word-form level Nonce that when no semantic effect would occur at lemma 
level, no effect at word form level is to be expected cither, and the naming 
latencies would be the same for REL and UNR Notice too that the semantic 
effect of distractors identical to the name of the picture, for example dog in a 
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pictured dog, will be even more difficult to assess, because these distractors 
overlap fully with the targets at both the lemma and word-form level Therefore, 
I will refrain from simulating these distractors 
5 The network configuration illustrated in Figure 3 4 suffices to simulate picture 
naming, picture categonzation, and word categonzation For example, take the 
naming of a pictured dog In making DOG(X) the entry point of the target source 
(the to-be-named pictured dog), one can simulate distracting cohyponyms, either 
REL or UNR This is done by making the lemma node of fish (REL) or tree 
(UNR) the entry point of the distractor source (the word) Alternatively, take the 
categonzation of a pictured dog, where the target is the lemma node of animal 
Now, again, in making DOG(X) the entry point of the target source (the to-bc-
categonzed pictured dog), one can simulate hyponym distractors, either REL or 
UNR This is done, again, by making the lemma node of fish or tree the entry 
point of the distractor source (the word) And finally, take the categonzation of 
the word dog, where the target is again the lemma node of animal Now, in 
making the lemma node of dog the entry point of the target source (the to-bc-
categonzed word dog), one can simulate distracting pictured subordinates, cither 
REL or UNR This is done by making Fisn(x) or ТИГР(Х) the entry point of the 
distractor source (the picture) 
6 In the cxpenment, subjects were either instructed to name the first or the 
second picture presented Correspondingly, in the theory, the relevant 
intersection in determining the target lemma node involves either the first or the 
second picture tag 
7 Glaser & Dungclhoff (1984, Expenmcnt 2) obtained semantic facilitation 
from hyponym distractors in a categonzation cxpenment Remember that 
according to the theory, this effect is not due to a special property of hyponyms 
A facilitatory effect is obtained because these words are not part of the response 
set (in the expenmcnt, only their hypcronyms were in the response set) So, 
facilitation is also predicted for cohyponyms and hyperonyms that are not in the 
response set If the facilitatory effects from hyponyms in the categorization 
cxpenments were due to a special (yet unknown) property of hyponyms, then a 
difference in effect between hyponyms and cohyponyms is to be expected, given 
that cohyponyms typically cause semantic inhibition in picture naming 
Chapter 4 
This chapter is an adapted version of a paper submitted for publication as A 
Roclofs Testing a non decomposilional theory of lemma retncval in speaking 
Retncval of verbs 
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1 Miller and Fellbaum (1991) propose to use the term troponymy (from the 
Greek tropos meaning manner or fashion) instead of hyponymy in case of verbs 
They propose to use the term hyponymy only in case of nouns Whereas 
hyponymy can be assessed by "an ι is a y", troponymy is assessed by "to χ is 
to y in a certain manner" 
2 Of course, the occurrence of a semantic complexity effect in speech 
production does not automatically dismiss non-decomposed retrieval The locus 
of the effect has to be the stage of lexical access One should be able to exclude 
that the effect originates from the processes of object identification and message 
encoding, where typically effects from level of abstraction arc obtained (cf 
Joli coeur, Gluck, Kosslyn, 1984, Rosch, Mcrvis, Gray, Johnson, Boyes-Braem, 
1976, see chapter 5) Furthermore, if the effect anses from lexical access, one 
should be able to exclude factors such as word frequency For example, whereas 
the retrieval latencies are shorter for semantically unmarked words such as big 
than for semantically marked ones such as small, this does not have to be due 
to their difference in semantic complexity, but might as well be due to a 
difference in word frequency (Schnefers, 1990) 
3 The conceptual hierarchies of verbs are often more shallow than those of 
nouns (Miller & Fellbaum, 1991) This is also illustrated by the experimental 
materials, where it is often difficult to conceive of verbs of the same level of 
abstraction as swallow and perceive However, abandoning nodes such as 
SWALLOW(X,Y) from the network did not affect the simulation results 
4 Whether the model predicts inhibition for SOA = 0 depends, inter alia, on the 
size of the response threshold If the cntical difference (cd in the computer 
model) is equal to, for instance, 3 6, an inhibition at SOA = 0 is predicted (cf 
La Heij, 1988) 
5 Stnctly taken, inhibition is only excluded by the model if there is no 
attentional bias for the lexical neighbors of the target lemma With such a bias, 
inhibition may occur at SOA = 0 However, given that the number of 
semantically related tnals is equal to the number of unrelated tnals (that is, REL 
UNR = 1 1), and that each distractor word occurs both in a related trial and 
in an unrelated one, no such bias is to be expected a pnon For an extensive 
discussion, see chapter 3 
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Chapter 5 
1. I will further develop, computationally implement, and empirically test this 
model of word-form encoding upcoming academic year, when I will be a 
postdoctoral fellow at the Department of Brain and Cognitive Sciences of the 
Massachusetts Institute of Technology, USA. 
2. For example, syllable program nodes might serve as local plan units in a 
Jordan-style sequential network implementing the syllable motor program. For 
details on such networks, see Jordan (1986, 1990). 
3. The selection rules may be implemented by a parallel device. For each node 
there may be a routine that tests whether the conditions for selection of that 
node arc satisfied. 
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Samenvatting 
Een van de centrale problemen op het gebied van de taaiproductie is het 
proces van lexicale toegang. Sprekers kunnen snel en moeiteloos op het 
juiste moment het geschikte woord uit hun mentale lexicon selecteren. Dit 
is een grote prestatie gezien de enorme omvang van dit lexicon. De vraag 
die centraal staat in deze dissertatie is hoe een spreker zo snel precies het 
juiste woord kan vinden voor een uit te drukken concept. 
Psycholinguïsten veronderstellen dat het proces van lexicale toegang 
bestaat uit twee stappen: lemmatoegang en woordvormcodering. Tijdens 
lemmatoegang wordt op basis van het uit te drukken concept een lemma 
geactiveerd en geselecteerd. Een lemma is een mentale representatie van 
de semantische en syntactische eigenschappen van een woord. Het lemma 
van hond, bijvoorbeeld, specificeert de betekenis van dit woord en geeft 
aan dat het een zelfstandig naamwoord is. Tijdens woordvormcodering 
wordt een articulatieprogramma voor het geselecteerde lemma 
geconstrueerd. In de eerste vier hoofdstukken van de dissertatie ga ik 
uitgebreid in op het proces van lemmatoegang. Het proces van 
woordvormcodering wordt in het vijfde hoofdstuk aangestipt. 
In de psycholinguïstiek is redelijk wat aandacht besteed aan 
woordvormcodering, maar lemmatoegang tijdens het spreken is 
verwaarloosd. Slechts enkele theorieën gaan expliciet op dit proces in. 
Van de voorgestelde ophaalmechanismen zijn de discriminatie-netten van 
Goldman (1975), de beslissingstabellen van Miller en Johnson-Laird 
(1976), de logogens van Morton (1969), en het kenmerk-activatienet van 
Dell (1986) het beste uitgewerkt. 
In Hoofdstuk 1 geef ik aan dat er twee belangrijke problemen zijn 
met deze voorstellen. Ten eerste falen ze ten aanzien van de eis dat het 
ophaalproces moet convergeren op een enkel lemma. De bestaande 
theorieën hebben moeite met onder meer hyperonymie, de ontleding van 
een conceptuele inhoud in lexicale concepten, woord-frase synonymie, en 
disjunctieve termen. Het meest opvallende probleem is dat van de 
hyperoniemen (Levelt, 1989). Als aan de conceptuele condities voor het 
ophalen van een woord (bijvoorbeeld hond) is voldaan, dan is 
automatisch ook voldaan aan de voorwaarden voor het ophalen van de 
Samenvatting 137 
hyperoniemen van dat woord (bijvoorbeeld dier). Naast het woord zullen 
dus ook alle hyperoniemen van het woord worden geselecteerd. De 
bestaande theorieën van lemmatoegang kunnen niet verklaren hoe het 
ophaalproces convergeert op het juiste woord. Het tweede probleem 
vormt de wijze waarop de bestaande voorstellen empirisch zijn getoetst. 
Ofschoon discriminatie-netten, beslissingstabellen, logogens, en kenmerk-
activatienetten zijn voorgesteld als theorieën over het proces van 
lemmatoegang, zijn ze niet getoetst aan de hand van empirische gegevens 
over het tijdsverloop van het ophaalproces. Echter, gegevens over het 
tijdsverloop zijn van wezenlijk belang voor de evaluatie van een 
procestheorie. 
Deze situatie is duidelijk ongewenst. In deze dissertatie wordt 
daarom een nieuwe theorie over lemmatoegang voorgesteld. Enerzijds lost 
deze theorie de convergentieproblemen op. Anderzijds is de theorie 
expliciet getoetst aan de hand van empirische gegevens over het 
tijdsverloop van lemmatoegang. Bij het toetsen van de theorie is gebruik 
gemaakt van het plaatje-woord interferentie paradigma. In dit 
experimentele paradigma moeten proefpersonen afgebeelde objecten 
benoemen en tegelijkertijd proberen om distractor woorden te negeren. 
Dit zijn woorden die in het te benoemen plaatje worden geprojecteerd. 
Deze projectie vindt plaats vlak voor, tegelijkertijd met, of vlak na de 
presentatie van het plaatje (het tijdsverschil is 100, 200, 300, of 400 
milliseconden). De woorden zijn al dan niet semantisch verwant met de 
naam van het plaatje. Bijvoorbeeld, het gerelateerde woord vis of het 
ongerelateerde woord boom wordt geprojecteerd in een plaatje van een 
hond. De gedachte achter het presenteren van distractoren is dat ze het 
lemmatoegangsproces vertragen of versnellen afhankelijk van hun 
betekenisverwantschap en het exacte tijdstip van aanbieding van het 
plaatje en het woord. Dit levert informatie op over het precieze 
tijdsverloop van het proces van lemmatoegang. 
De theorie die in de dissertatie wordt voorgesteld heeft veel 
overeenkomsten met eerdere voorstellen uit de literatuur. Bijvoorbeeld, 
net als Collins en Loftus (1975) en Dell (1986) neem ik aan dat het 
mentale lexicon een netwerk is waaruit informatie wordt opgehaald via 
het spreiden van activatie. Maar er zijn ook enkele belangrijke verschillen 
met de eerdere voorstellen. In Hoofdstuk 2 verdedig ik de gedachte dat 
lemmatoegang plaatsvindt op basis van een abstracte representatie van 
het uit te drukken concept, en niet op basis van de componenten van dit 
concept zoals ondermeer door Dell (1986) wordt verondersteld. 
Bijvoorbeeld, ik neem aan dat het lemma van vader niet wordt opgehaald 
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op basis van de componenten MANNEUJK(X) en OUDER(X,Y), maar op basis 
van de representatie VADER(X,Y). De gedachte dat er abstracte representaties 
voor lexicale concepten bestaan wordt vaak niet erg serieus genomen. Ik 
beargumenteer in dit hoofdstuk dat er geen goede redenen bestaan om dit 
idee te negeren. Integendeel zelfs. Voor een theorie van lemmatoegang 
bij het spreken bestaan er goede gronden om abstracte representaties voor 
lexicale concepten te veronderstellen. Deze assumptie voorkomt niet 
alleen de genoemde convergentieproblemen, maar blijkt ook vruchtbaar 
bij de verklaring van empirische verschijnselen, zoals we in de volgende 
twee hoofdstukken zullen zien. 
In Hoofdstuk 3 werk ik de nieuwe theorie over lemmatoegang uit. 
Zoals gezegd wordt het mentale lexicon gezien als een enorm netwerk. 
Dit netwerk bestaat uit knopen die gekoppeld zijn via gelabelde 
verbindingen. Het netwerk bestaat uit een aantal lagen of strata. Ten 
eerste is er een conceptueel stratum met conceptknopen en gelabelde 
conceptuele verbindingen. Elk lexicaal concept is gerepresenteerd in het 
netwerk via een onafhankelijke knoop. Zo bevat bijvoorbeeld het 
conceptuele stratum de conceptknopen IIOND(X) en DIER(X). Deze knopen 
zijn gekoppeld via een IS-EEN verbinding, die klasselidmaatschap uitdrukt. 
Ten tweede is er een syntactisch stratum met lemmaknopen. Deze zijn 
verbonden met knopen die de syntactische kenmerken van het woord 
representeren, zoals woordklasse en woordgeslacht. Tenslotte is er een 
woordvormstratum (of lexeemstratum) met morfologische en fonologische 
knopen en verbindingen. De aanname van lemmaknopen wijkt af van het 
voorstel van Collins en Loftus (1975). Zij veronderstelden dat 
conceptknopen en woordvormknopen direct met elkaar zijn verbonden. 
Het proces van lemmatoegang begint met het verhogen van het 
activatieniveau van de knoop voor het uit te drukken concept. Om 
bijvoorbeeld het begrip HOND uit te drukken wordt de conceptknoop 
HOND(X) geactiveerd, en niet kenmerken als KAN-BLAFFEN(X) en ШИ ОІГГЕИ(Х) 
zoals in de theorie van Dell. De activatie spreidt dan naar het syntactisch 
stratum. Hier wordt de hoogst geactiveerde lemmaknoop geselecteerd. Dit 
zal de lemmaknoop van hond zijn. De lemmaknoop van dier zal indirect 
via de IS-EEN verbinding ook wel een beetje activatie krijgen, maar niet 
zoveel als hond. De aanwezigheid van abstracte representaties voor 
lexicale concepten voorkomt dus een hyperoniemenprobleem. 
In het hoofdstuk beschrijf ik ook een computermodel voor de 
theorie. Het computermodel is geconstrueerd om nauwkeurig het 
tijdsverloop van het ophaalproces te kunnen simuleren. Het blijkt dat de 
theorie een groot aantal empirische bevindingen over conceptueel-
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gestuurde lemmatoegang kan verklaren. Met name wordt een 
verantwoording gegeven van het tijdsverloop van de semantische effecten 
die verkregen zijn in klassieke plaatje-woord interferentie experimenten 
(bijvoorbeeld van Glaser en Diingelhoff, 1984). In deze experimenten 
moesten de proefpersonen plaatjes benoemen (bijvoorbeeld, ze moesten 
hond zeggen tegen een afgebeelde hond), plaatjes categoriseren (dier 
zeggen tegen een afgebeelde hond), of woorden categoriseren (dier 
zeggen tegen het woord hond). De distractoren in deze experimenten 
waren woorden of plaatjes. In het hoofdstuk wordt ook een experiment 
gerapporteerd waarin nieuwe voorspellingen van de theorie werden 
getoetst. De predicties betroffen het ophalen van zelfstandig 
naamwoorden. De distractoren waren hyperoniemen (bijvoorbeeld dier), 
hyponiemen (bijvoorbeeld tekkel), of cohyponiemen (bijvoorbeeld vis) van 
de naam van het plaatje (hond). De voorspellingen van de theorie over 
het tijdsverloop van het ophaalproces bleken empirisch te kloppen. 
In Hoofdstuk 4 beschrijf ik opnieuw een aantal empirische tests van 
de theorie. De predicties betroffen nu het tijdsverloop van het ophalen 
van de lemmata van werkwoorden. In twee experimenten moesten 
proefpersonen afgebeelde handelingen benoemen. Bijvoorbeeld, ze 
moesten naar een drinkende persoon refereren met het woord drinken. De 
distractoren waren opnieuw hyponiemen (bijvoorbeeld zuipen) of 
cohyponiemen (bijvoorbeeld eten) van de naam van de afgebeelde 
handeling. De theorie bleek opnieuw in overeenstemming met de 
uitkomsten van de experimenten. 
In Hoofdstuk 5, tenslotte, maak ik een aantal extra assumpties over 
het proces van objectidentificatie en het proces van woordvormcodering. 
Empirische verschijnselen die in eerdere hoofdstukken oppervlakkig 
werden besproken, worden nu meer in detail behandeld. Bijvoorbeeld, 
met een aantal eenvoudige aannames over het proces van 
woordvormcodering worden belangrijke interferentie-effecten afkomstig 
van de woordvorm van distractoren verklaard. 
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STELLINGEN 
behorende bij het proefschrift 
Lemma Retrieval m Speaking 
A theory, computer simulations, and empirical data 
Ardi Roelofs 
1 Hcl expenmenteel toetsen van modellen van cognitieve processen is vaak 
zinloos zonder modelaannamen over de uiivoenng van de experimentele laak 
[du proefschrift] 
2 Er bestaan geen goede theoretische of empirische gronden om lexicale 
decompositie te verkiezen boven non-decompositie in modellen van lexicale 
toegang bij het spieken (dit procfschnfl] 
3 Het afbeelden van denken op taal tijdens het spreken vindt al plaats op het 
niveau van het boodschapcoderen en met pas bij het formuleren [dit 
proefschrift] 
4 Het vocabulaire van de propositionele taal van het denken is minstens zo njk 
als hcl vocabulaire van de natuurlijke taal die du denken openbaar maakt [du 
proefschnft) 
5 Het is moeilijk om het patroon van Stroop-achtige inhibitie en facüitalie bij 
benoemen en hardoplezen te verklaren zonder de begrippen lemma en lexeem 
[du proefschnft] 
6 Het in bed bij zwak licht lezen bederft niet de ogen van kinderen, maar heeft 
een Klaas Vaak effect — het vermoeit hun ogen, waardoor ze sneller zullen 
inslapen 
7 Om te voorkomen dat compilergebniikers hun hele leven teksten blijven 
intikken met hun rechter- en Imkerwijsvinger, zou typen naast schrijven en 
tekenen in de basisvorming moeten worden opgenomen 
8 Afgezien van sociaal poliuek inncht getuigt de opheffing van het Oostblok 
van sporlivttett, omdat het veel Nederiandse sportteams de kans biedt nu eens 
een eerste ronde van een Europacup Ie overleven 
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