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Introduction
Evidence reviews (defined in Table 1 and hereafter also referred to as reviews) in conservation and environmental science, as in other disciplines, are a vital tool to support decision making for researchers and decision-makers alike. Whereas more general literature reviews enable current states of knowledge to be summarised and trends and patterns across multiple datasets to be identified, evidence reviews focus on specific questions of the size and direction of effect achieved through an intervention or the impact of an action (whether desired or not). The value of evidence reviews to end-users is strongly dependent on review objectivity (i.e. the review methodology reduces the susceptibility of findings to bias, individual judgement, or prejudice) and comprehensiveness (Chalmers, 2003; Pullin and Knight, 2001; Rothstein et al., 2013) . These qualities also assist researchers in identifying gaps in knowledge and areas of controversy or uncertainty, and can help decision-makers undertake informed management and defend potentially controversial or expensive actions (Gough et al., 2012) . Where these qualities are not present, reviews have the potential to misinform and result in policies that have unwanted and unforeseen consequences and/or wasted research investment (Kirsch et al., 2008; Pullin and Knight, 2012) , particularly if used as the single source of knowledge (although this will rarely be the case) or if selectively used by stakeholders with particular priorities. Avoiding such an eventuality imposes an obligation on those conducting evidence reviews to ensure their reliability and accurate reflection of the primary evidence base, and to transparently report review methodology to enable external assessment of reliability.
Evidence-based environmental policy is becoming a crucial element within wider societal debates on human impacts on the environment and future actions for environmental protection. Evidence may be used to inform policy from a number of sources including expert knowledge, experiential evidence, primary research, and review articles amongst others, each with their own potential biases and problems. For example, although expert knowledge may offer important guidance for nonspecialists, experts can have biased opinions and their knowledge can lag behind published evidence (Ayyub, 2010) . In addition, vested interests of multiple stakeholders can lead to selective use of evidence in political debates (e.g. Biber, 2012; Pielke, 2007; Sarewitz, 2004) giving an inflated impression of uncertainty of the science and reducing its potential to inform future policy. Similarly, while the decision-maker's own experiences or the experiences of others can provide valuable direction to decision-making, it may not be appropriate to generalise such experiences to different social, ecological or economic situations. Primary studies provide vital insight into the real-world application of, for example, a specific management intervention or conservation strategy under particular conditions, however increasing publication rates of primary literature (Larsen and von Ins, 2010; Li and Zhao, 2015; Pautasso, 2012) have resulted in ever-increasing evidence of variable quality for decision-makers to draw from. Effective and unbiased integration of published scientific evidence into policy and management is therefore impractical without evidence synthesis.
Based on our experience, we estimate that between 40 and 80 new review articles intending to inform decision-making were published each month (c. 480-960 per year) in the environmental peerreviewed literature between 2012 and 2015. Multiple or overlapping reviews addressing the same basic issue or question are now commonplace (e.g. Claudet et al., 2008; Stewart et al., 2009 ) and misrepresentation of data within reviews resulting from conflicts of interest with funding organisations has been indicated (Wade et al., 2010) . Perhaps more commonly, selection of primary 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 3 data to support an adopted position or belief (so-called 'policy-based evidence') may be consciously or subconsciously employed by review authors (Biber, 2012; Pullin and Knight, 2012) . While the translation of evidence from science to policy is rarely linear and decisions are informed through other mechanisms as well as published literature (e.g. Sharman and Holmes, 2010; Wesselink et al., 2013 and references therein), misinformation and misrepresentation within reviews is likely to further undermine evidence-informed decision-making. There is consequently a need to develop ways in which the reliability of individual reviews can be evaluated and compared to determine the value of their contribution to the evidence base prior to their incorporation within the decisionmaking process. In addition, with so many reviews on environmental topics being published, it is valuable to have an overview of reliability that highlights both strengths in review conduct and opportunities for improvement.
The reliability of evidence reviews has been of concern in other sectors (e.g. Mulrow, 1987; Tranfield et al., 2003; vom Brocke et al., 2009 ) and, partly in recognition of this, systematic review methodology was developed in the health sector as a gold standard for collecting and synthesising evidence (Chalmers et al., 2002; Cook et al., 1997) . This has subsequently been modified for other sectors (e.g. education and environment) to reflect the different methodological approaches employed. Systematic reviews follow strict guidelines (e.g. Collaboration for Environmental Evidence, 2013; The Cochrane Collaboration, 2011) designed to improve rigour and transparency, and to minimise biases to which more traditional reviews are susceptible. Subsequently a number of tools have been published for critically appraising and rating reviews against this best practice methodology (e.g. Guyatt et al., 2011; Shea et al., 2009; Woodcock et al., 2014) . Within environmental science, most evaluations to date have focused on reviews within specific disciplines and that apply meta-analytical techniques (Huntington, 2011; Koricheva and Gurevitch, 2014; Philibert et al., 2012) , identifying consistent weaknesses in conduct and reporting standards.
Based on environmental systematic review methodology, which is transferable to all reviews that use literature review techniques (Collaboration for Environmental Evidence, 2013), an assessment tool expressly intended for evaluating environmental evidence reviews has been developed (the Collaboration for Environmental Evidence Assessment Tool [CEESAT], Woodcock et al., 2014) . CEESAT aims to evaluate review reliability by assessing methodological elements essential for objectivity, transparency and comprehensiveness to enable decision-makers to select reliable, unbiased reviews. Since systematic review methodology was introduced in the environmental sector a decade ago its use has become more widespread (Haddaway et al., 2015) . In this context, it is timely to take the opportunity to assess the current reliability of environmental evidence reviews.
We evaluated a snapshot of review articles published in early 2015 using CEESAT to examine the methodological reliability of environmental reviews. Our evaluation is restricted to a specific subset of the review literature that is intended to inform policy. For clarity, terminology related to evidence synthesis and reviews used in this article is defined in Table 1 . We assess: (1) the reliability (objectivity, transparency, and comprehensiveness) of reviews (based on information reported within each review), and therefore the confidence that researchers and decision-makers (end-users) can place in the conclusions of these syntheses; (2) whether reliability varies according to the type of synthesis conducted or the structure of the question being answered; (3) whether there are differences in review reliability amongst broad subject areas (marine, terrestrial, freshwater); (4) 4 whether the ISI Journal Citation Reports impact factor can be used as a proxy by non-specialists for selecting more reliable reviews; and (5) the implications of our findings for end-users. 
Term Definition
Evidence review An overarching term for articles that collate and summarise multiple primary studies related to a specific, policy-relevant question (Collaboration for Environmental Evidence, 2013).
Evidence synthesis "A distinct element in the review process" that combines results from primary studies to derive findings from all available evidence. This "occurs once the evidence base has been accumulated and the data of interest extracted" (Pope et al., 2007, p15 ).
Meta-analysis "A set of statistical methods for combining the magnitude of the outcomes (effect sizes) across different data sets addressing the same research question" (Koricheva et al., 2013, p8 ).
Narrative synthesis A process which uses prose to summarise and draw conclusions from primary research and which may be supplemented by the reviewers' own experience. Some narrative syntheses may include limited quantitative analysis.
Systematic review "A review of a clearly formulated question that uses systematic and explicit methods to identify, select and critically appraise relevant research, and to collect and analyse data from the studies that are included within the review. Statistical methods (meta-analysis) may or may not be used to analyse and summarise the results of the included studies" (Collaboration for Environmental Evidence, 2013). to obtain a sample of recent reviews. Only articles published in English were considered due to available resources. The search strategy is detailed in Table S.1.
Methods

Selection of articles
All retrieved articles from Web of Science, Scopus and CAB Direct together with the first 100 hits from each Google Scholar search (following systematic review guidelines; Collaboration for Environmental Evidence, 2013) were screened for relevance. Titles and abstracts were screened according to the following inclusion criteria: (1) reviews should be undertaken in relation to a specific question or topic of relevance to environmental management and have recommendations for policy or practice; and (2) article type should be a review and/or synthesis of primary research. 5 Articles were first screened on their title to remove obviously irrelevant literature. Each retained article was then screened for relevance on the abstract. Recognising the potential for subjective decisions on article inclusion, a random sample of articles (20% of the total number to be screened on abstract) was also screened by a second person, with decisions compared using the kappa test of agreement (Cohen, 1960) to ensure repeatability of screening decisions. A kappa score of 0.76 was obtained, which indicates substantial agreement between reviewers and that decisions were sufficiently repeatable (Collaboration for Environmental Evidence, 2013). The few cases of disagreement were discussed to improve understanding of inclusion criteria prior to screening the remainder of articles.
Assessment of reviews
Relevant reviews were scored according to the Collaboration for Environmental Evidence Assessment Tool (CEESAT, Woodcock et al., 2014) . CEESAT consists of a set of 13 criteria (Table 2 ) designed in alignment with environmental systematic review methodology (Collaboration for Environmental Evidence, 2013). Criteria aim to evaluate the reliability of reviews by assessing their objectivity, transparency and comprehensiveness. Note that by reliability we refer to the level of confidence an end-user may place in the review methodology rather than in the accuracy of review findings. Assessment of reviews was undertaken following the explanatory guidelines produced by Woodcock et al. (2014) .
Reviews could receive 3, 1 or 0 points for each of the 13 criteria with a maximum of 39 points possible. All reviews (including appendices and supplementary materials) were scored by one scorer (referred to as scorer 1) and a second randomly selected scorer from a group of nine (scorers 2-10) to account for possible differences in the application of scoring criteria and potential biases introduced from scorer expertise. All scorers were environmental scientists ranging from Masters to Professorial level. Only two of the scorers (and not scorer 1) were involved in the design of CEESAT.
In the case of disagreements between the two scorers about whether a criterion was met, the mean of their scores was used.
Reviews were classified as either a meta-analysis or narrative synthesis (which may contain some quantitative analysis; see Table 1 ) based on the type of synthesis conducted rather than the description provided within each review (see Koricheva and Gurevitch, 2014 for a discussion of uses and misuses of terminology). Reviews which apply meta-analytical techniques score 3 points in CEESAT criterion 6.1 (Table 2) , narrative synthesis in which some quantitative analysis is conducted (e.g. graphical presentation or descriptive statistics) score 1 point while reviews which solely conduct narrative synthesis score 0 points. In addition, as many reviews are broad and may not be expected to provide a specific answer to a clearly defined question, lower scores may be explained by the lack of specific objective(s) in the review. A key component of systematic review methodology is the formulation of an appropriate answerable question. Questions for a systematic review are most commonly structured within a Population, Intervention/Exposure, Comparator, Outcome (PICO/PECO, henceforth referred to solely as PICO) closed-framed format (Collaboration for Environmental Evidence, 2013). All reviews were therefore also classified as to their question structure (PICO or open-framed) to consider whether clearly defined questions contributed to more reliable reviews. Ensures that greater emphasis is given to more robust studies.
5: Data Extraction
5.1 Is data extraction documented, repeatable and consistent?
Enables external validation and repetition and reduces the potential for bias.
5.2 Are the extracted data reported for each study?
Enables external verification and analysis of extracted data.
6: Data synthesis 6.1 Is a quantitative synthesis conducted? Increases objectivity by reducing the potential for subjective assessment of findings. 6.2 Is heterogeneity in the effect of the Intervention/Exposure investigated statistically?
Indicates the external/general applicability of results and appropriateness of combining studies.
6.3 Does the synthesis consider possible publication bias?
Assesses the potential for publication bias to influence review findings.
Data analysis
The aim of this study is to provide an assessment of the methodological reliability of environmental reviews as a whole and to identify strengths and weaknesses in the population in order to offer guidelines for improving future reviews, not to praise or criticise individual reviews. Consequently, it (Cohen, 1960; Landis and Koch, 1977) .
We used descriptive statistics (median, mode and mean) to enable comparisons between synthesis type, subject area and question structure. Differences in the mean scores achieved by each review assigned to different categories (e.g. meta-analysis vs. narrative synthesis, subject area, etc.) were tested statistically. A Kruskal-Wallis test for multiple comparisons was used to examine relationships between subject areas and Mann-Whitney U tests were applied for pairwise comparisons (metaanalyses vs. narrative syntheses, PICO-structured vs. open-framed question). Pearson's correlation coefficient was used to analyse the relationship between 2014 ISI Journal Citation Reports impact factor and mean journal CEESAT score.
Results
Description of dataset
We identified 92 reviews meeting our inclusion criteria published between January and March 2015 across 68 different peer-reviewed journals and 3 grey literature sources. Reviews spanned terrestrial (58%), marine (14%) and freshwater (17%) realms with the remaining 11% (N=10) spanning multiple biomes or being non-specific. Narrative syntheses (85%, N=78) and meta-analyses (15%, N=14) were represented in the articles scored. Across all reviews 47% (N=43; comprising 72% narrative syntheses and 28% meta-analyses) used a PICO question structure. Meta-analyses were more likely to frame their review question in a PICO format (12/14) whereas 60% (N=47) of narrative syntheses used an open-framed format.
Review scores
Mean scores of individual reviews varied from 0 to 30 out of 39 (Fig. 1) . Overall, the mean score was 5.8 but the median value was 2.5 and the modal value was zero.
Mean score achieved for each CEESAT criterion also varied, however overall scores were low with no criterion averaging greater than 1 (Fig.2a) . Only criterion 3.1 (clearly documented inclusion criteria) achieved a median score greater than zero (0.5). All criteria achieved modal scores of zero.
3.3 Effect of synthesis type, question structure and subject area on review score
The median score of meta-analyses was 18.3 (range 8.5-30.0, mean 18.4) and for narrative syntheses was 2.0 (range 0.0-29.0, mean 3.5) with the difference being significant (Mann Whitney U=1067, N 1 =78, N 2 =14, p<0.05). Narrative syntheses including limited quantitative analysis (N=18) achieved higher median (6.8 vs. 8 Meta-analyses achieved higher mean scores than narrative syntheses for all criteria except criterion 1 (availability of an a-priori protocol) (Fig. 2a) . Median scores for each criterion encompassed the full range of possible scores (0-3) for meta-analyses. Narrative syntheses achieved a median score between zero and 0.25.
Reviews examining a PICO-structured question achieved higher median (5.5 vs. 2.5) and mean (8.4 vs. 3.5) scores than those with an open-framed question structure (Mann Whitney U=1371, N 1 =49, N 2 =43, p<0.05; Fig. 2b ). Mean scores achieved by narrative syntheses using a PICO format were higher than open-framed across all criteria except 2.2 (clearly defined search strings) and 6.3 (publication bias) which were the same. Limited representation of meta-analyses addressing an open-framed question (2 open-framed vs.12 PICO) prevented comparison of the effect of question structure for this type of review.
The subject area did not have a major effect on the scores achieved by reviews with median and mean scores for: marine (5.0 and 7.1 respectively, N=13, range 0.5-19.5), freshwater (2.5 and 4.9 respectively, N=16, range 0.0-30.0), and terrestrial (2.5 and 6.0 respectively, N=53, range 0.0-24.0) (Kruskal Wallis H=2.37, 2 d.f., p=0.31). Mean scores of meta-analyses were higher than those of narrative syntheses in each subject area and PICO-structured syntheses achieved higher scores than open-framed reviews in terrestrial and freshwater subject areas ( Fig. S.1 ).
Journal impact factor and review reliability
A slight, but significant positive correlation was found between the mean CEESAT score of individual reviews and the impact factor of the journal they were published in (Pearson's r=0.28, p<0.05, N=89). However, 10/14 meta-analyses were published in the 30 journals with the highest impact factor (5 in the top 20, 3 in the top 10) indicating that this relationship may be due to a greater proportion of reviews published in higher impact journals being meta-analyses. No significant correlation was found between journal impact factor and mean score when meta-analyses and narrative syntheses (Pearson's r=0.006, p=0.98, N=14 and r=0.13, p=0.25, N=78 respectively), or PICO or open-framed reviews (Pearson's r=0.29, p=0.056, N=43 and r=0.20, p=0.18, N=45 respectively) were tested separately.
Repeatability of scoring system
Scores assigned by different scorers were identified as being of 'moderate', 'substantial' or 'almost perfect' agreement (Landis and Koch, 1977 ) using a weighted kappa test of agreement indicating that scores were consistent between scorers (Table 3) . Out of 1,196 assessments of individual criteria across reviews undertaken by nine scorers (scorers 2-10), only 15% (N=178) were subject to any disagreement with scorer 1. Of these, only 1% (N=14) were 0-3 point disagreements (i.e. one scorer considered a criterion to be fully met and assigned 3 points while the other did not and awarded 0 points). Scorer 1 was neither more lenient nor more strict in their assessments than scorers 2-10; scorer 1 awarded higher scores than scorers 2-10 in 48% (N=86) of scoring decisions where there was a disagreement (N=178) and lower scores in 52% (N=92) of disputed decisions (N=178). The mean absolute difference in total CEESAT scores awarded per article between scorers was only 1.3 indicating that even where differences were observed, the total score for each article was generally not substantially affected. Our results indicate that low CEESAT scores are ubiquitous in reviews published across the environmental sector and environmental journals. In accordance with previous appraisals (e.g. Roberts et al., 2006) we found that reviews do not consistently apply systematic methods to their review process or, if they do, their failure to report these methods adequately prevents high scores being achieved. Reviews scored highest for reporting of search strings (criterion 2.2) and the use of clearly defined inclusion criteria (criterion 3.1, Fig. 2 ). Conversely, all but one review in our sample failed to report an a-priori protocol (criterion 1), or fully demonstrate that their inclusion/exclusion decisions are repeatable (criterion 3.2) or transparent (criterion 3.3). Even for those criteria where the highest mean scores are achieved (criteria 2.2 and 3.1), only 42% of reviews provided sufficient detail to score any points.
Does the type of synthesis conducted affect review reliability?
Certain characteristics of reviews were found to lead to greater reliability. Meta-analyses achieve higher median and mean scores than narrative syntheses, as do reviews which applied a PICO question structure.
The higher scores achieved by meta-analyses are in part because certain criteria require statistical analysis to score highly (i.e. criteria 4: critical appraisal and 6: data synthesis) and because they are more likely to use a PICO question structure. However, points for these criteria are available to narrative syntheses and it is not uncommon for narrative syntheses to use a PICO question structure. Importantly, those narrative syntheses which did use a PICO question structure achieved higher mean scores than those that did not suggesting that this approach may aid the quality of reporting regardless of the type of synthesis. It is important to note, however, that some reviews in environmental science published as scientific papers may not have been primarily intended to be used directly in decision-making, and perhaps particularly reviews that use an open-framed question structure. Therefore, our inclusion criteria restricted the assessment to only those articles that made recommendations for policy or practice on the basis of literature review findings. By focusing on reviews whose findings are presented within a policy or practice decision-making context we ensured only those that are relevant for assessment using CEESAT were selected. The use of narrative syntheses within environmental policy and management has often been considered inappropriate due to their vulnerability to author bias and generally inadequate reporting of methodology (Bilotta et al., 2014; Lortie, 2014; Roberts et al., 2006) . Such criticisms could be   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 10 addressed if narrative syntheses clearly reported their search strategies and documented extracted data. Narrative syntheses may be conducted if meta-analysis is not possible due to a lack of primary data and, if reliable, the former remain a useful component of the evidence base. For example, narrative syntheses such as those conducted under the Intergovernmental Panel on Climate Change and the Intergovernmental Platform on Biodiversity and Ecosystem Services are based on broad expert consultation which follows identified rules of conduct to improve credibility and help minimise identified shortcomings 1, 2 . In addition, the highest scores were remarkably similar for both types of synthesis indicating that narrative syntheses are not doomed by default to low scores and that they can add to the reliable evidence base for researchers and decision-makers.
While scores were greater for meta-analyses and reviews which used a PICO question structure CEESAT scores remained low overall. The large variation in scores awarded to reviews suggest that neither the broad type of synthesis conducted nor the review question structure should be used as conclusive indicators for the reliability of a review.
4.3 Are marine, terrestrial or freshwater reviews more reliable?
Low scores were ubiquitous across subject areas with no major difference found in the reliability of reviews published in marine, terrestrial or freshwater disciplines. However in general, the type of synthesis conducted and the review's question structure did influence review reliability in each discipline according to the same trend as noted previously (Fig. S.1 ). This implies that no one broad research community is publishing more reliable reviews than another, and instead this variation is more attributable to individual author decisions about applied methodology or reporting. Review methodological standards require improvement across the environmental sector.
4.4 Can a journal's impact factor be used as a proxy to select more reliable reviews?
The impact factor of a journal is a widely used indicator for evaluating scientific journals (Zupanc, 2014) and could therefore be seen as a way to identify more reliable reviews for decision-making. Impact factors attract heavy criticism (e.g. Zupanc, 2014) and decision-makers have been advised to exercise caution in basing research evaluation on the journal within which a review is published (Guerrero, 2001; Jarwal et al., 2009 ). Nevertheless, we considered the relationship between journal impact factor and review reliability in order to inform non-specialists who might consider using journal impact factor as a proxy for selecting more reliable reviews. While we found that journals with a higher impact factor do publish reviews which scored significantly higher, the magnitude of this effect was small and this relationship did not continue when assessed by review synthesis type. Moreover, journal policies differ on the format and guidelines for review articles which may have influenced this result in a way that does not reflect differences in the underlying methodology used in the review process. The effect may also be an artefact of journals with a higher impact factor publishing a greater proportion of meta-analyses (relative to narrative syntheses), although further data would be required to test this potential source of bias rigorously. In addition, we noted variation in review reliability within each journal where we could compare more than two articles . 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65   11 These results indicate that the reliability of environmental reviews should not be based on the impact factor of the journal they are published in.
Limitations
The repeatability of assessments (Table 3) between scorers imparts confidence in review reliability scores generated using CEESAT, as well as suggesting that external users (albeit with a science background) could apply CEESAT themselves when considering the value of a review. It is, however, important to note that CEESAT is a relatively crude measure and does not take into account some key aspects of reliability such as use of appropriate statistical techniques, methodological or interpretation errors, or fraud, as well as other properties that may influence the value to nonspecialists (e.g. clarity of writing). Nevertheless, we feel that CEESAT's emphasis on susceptibility to bias is appropriate and it has performed adequately to answer the questions posed. See Woodcock et al. (2014) for a detailed discussion of caveats and considerations when interpreting CEESAT scores.
Conclusions
Evidence reviews can be valuable for informing future research direction and decisions at all levels of environmental management (Cook et al., 2012; Pullin et al., 2004; Seavy and Howell, 2010) and, while reviews are not always used directly in policy formation, they can be influential in the development of the evidence base and indirectly influence the policy debate (e.g. Dicks et al., 2014; Land et al., 2016) . However, our sample of reviews suggests that many published evidence reviews are of low methodological reliability which increases the risk that they will not adequately reflect current knowledge. Such reviews thus have the potential to misinform decision-making, especially if selectively used by stakeholders with particular priorities. We found that important information describing methodology and results was frequently missing, with narrative syntheses performing particularly poorly overall. The consistent lack of transparency and methodological rigour of evidence reviews reduces the confidence end-users should place in the findings of reviews published within the field of environmental science in general.
Our results show that certain methodological characteristics can lead to greater review reliability although as CEESAT scores remained low overall, and there was large variation in scores awarded, none of these characteristics should be used as conclusive indicators for review reliability. Consequently, when selecting reviews for decision-making reliability should be considered on a caseby-case basis, preferably using a standard critical appraisal tool such as CEESAT. While decisions are often made with restricted timescales and resources, on average it took our team 30 minutes to complete one critical appraisal with CEESAT, suggesting that this could be incorporated into the decision-making process.
There are multiple possible reasons why otherwise rigorously conducted reviews may fail to adequately report methodology (and therefore be assessed as less reliable). Publication restrictions (e.g. word limits) often apply, particularly in higher impact journals, however greater use could be made of supplementary information to provide a full description of review methodology (e.g. covering all the CEESAT scoring criteria; Table 2 ). In addition, we found evidence that reporting requirements are perceived differently for different types of synthesis; dedicated methodology sections were only included in 36% of narrative syntheses compared with all meta-analyses 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 12 assessed. However, there is no reason why descriptions of methods cannot also be routinely incorporated into narrative syntheses. Moreover, reporting standards for evidence reviews are published in other sectors such as medicine (Moher et al., 2009 ). An absence of these in the environmental sector might mean that expectations on the type of information to include may be lower and more variable. Nonetheless, sufficient lessons can be learned from other disciplines, systematic reviews in environmental science, and from CEESAT to improve standards.
Decision-making is informed by a number of factors including other types of evidence than review articles, which are introduced at various stages of the decision-making process, and trade-offs amongst them. Consequently, while improving access to more reliable reviews will improve the evidence available to decision-makers, decisions will still be informed by several mechanisms, and improved decision-making may not necessarily occur. The relevance or applicability of a review may also sometimes be given greater weight by decision-makers over a review's methodological reliability. In such circumstances, it is important that decision-makers are aware of any weaknesses in review conduct to determine how much weight should be given to relevance over methodological reliability. Furthermore, where a decision-maker is faced with multiple relevant reviews we suggest that greater weight should be placed on the methodologically more robust reviews. Our experience of working with organisations and individuals directly involved in environmental decision-making shows that evidence reviews contribute substantially to policy and management decisions. Indeed, organisations such as the UK Government Department for Environment, Food and Rural Affairs often commission evidence reviews on particular questions to inform their decision-making (e.g. Buller et al., 2015; Newman et al., 2015) . Reviews that are directly commissioned to inform policy should undoubtedly be conducted in a way that ensures methodological rigour. However, reviews that relate to decision-making more broadly should also aim to accurately represent the primary evidence base and report their methodology as clearly as possible. If decision-making is to be informed by evidence, it is important to ensure that this evidence is a good representation of the whole evidence base (Dicks et al., 2014) .
Given the introduction of more rigorous review methodology and reporting standards into the environmental sector a decade ago Roberts et al., 2006 ) the current variation in review reliability is perhaps disappointing. Whilst there are examples of reviews that receive moderate-high scores with CEESAT, the number of reviews scoring poorly should be of concern to environmental research and policy stakeholders. Ways by which authors of reviews can improve the reliability of their syntheses mainly relate to better reporting and have been detailed extensively elsewhere (e.g. Haddaway et al., 2015; Koricheva and Gurevitch, 2014; Philibert et al., 2012; Roberts et al., 2006) . These improvements include aspects such as the development of an apriori protocol, reporting of search strategies and inclusion criteria, and detailing the included studies and extracted data. To motivate progress in improving review reliability we advocate an annual assessment of published reviews using this study as a 2015 baseline. Given the proliferation of publication outlets for reviews it is unlikely that low-reliability reviews will be eliminated from the literature and consequently the use of peer-reviewed publication as the sole indicator of reliability will continue to be flawed. One option for addressing this problem for the environmental policy and management communities could be to establish an independent database of evidence reviews, which includes an assessment of reliability for each review based on CEESAT or a similar system. Such a database could be open access and would facilitate access to the most up-to-date and reliable evidence. 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 13 As the review literature expands, assessments of reliability are likely to become increasingly important and topical, and given the importance that may be accorded to reviews and their potential to misrepresent the evidence base, it is vital that we improve this key mechanism for making science available to policy . 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63 
