In this paper we exhibit a bounded domain in C 2 with real analytic boundary which is strictly convex except at one point and for which the∂ b operator is not analytic hypoelliptic modulo its kernel.
Introduction.
The main result of this paper is the following theorem.
Theorem. There exists a bounded domain Ω in C
2 , with real analytic boundary M , which is pseudoconvex, of finite type, and strictly pseudoconvex except at one point, for which the∂ b operator is not globally analytic hypoelliptic modulo its kernel.
To define∂ b consider a function f ∈ C 1 (M ), let F be a C 1 extension of f to a neighborhood of M and form∂F , where∂ = ∂z 1 + ∂z 2 . If F 1 and F 2 are two extensions of the same f , then the difference of∂F 1 and∂F 2 , restricted to the boundary, is a multiple of∂r, where r is a defining function for Ω; i.e., Ω = {(z 1 , z 2 ) : r(z 1 , z 2 ) < 0} and ∇r = 0 when r = 0. Thus ∂ b maps functions to sections of the vector bundle given by the quotient of the one forms modulo the subspace spanned by the multiples of∂r. In local coordinates and identifying those sections with functions,∂ b can be expressed as a complex vector field, whose real and imaginary parts, denoted by X and Y respectively, form a particular basis of the tangent space in the complex sense.
If T is another vector field, that with X and Y forms a basis of the usual tangent space, the Levi form is the real function defined by: [X, Y ] = λ(x)T + O(X, Y ), where [ , ] denotes the commutator and O( , ) a linear combination. We say that Ω is pseudoconvex at x 0 ∈ M if λ does not change sign in a neighborhood of x 0 , strictly pseudoconvex if λ is always positive or always negative and of finite type if the Lie algebra generated by X and Y spans the tangent space at every point. Convex (resp. strictly convex) domains are always pseudoconvex (resp. strictly pseudoconvex), but the converse is not true. (Kohn and Nirenberg [24] gave an example of a pseudoconvex domain which is not convexifiable by a local biholomorphic change of coordinates.)
An operator L on M is called C ∞ (resp. analytic) hypoelliptic if Lu ∈ C ∞ (U ) (resp. Lu ∈ C ω (U )) necessarily implies u ∈ C ∞ (U ) (resp. u ∈ C ω (U )) for every open set U in M and every u in D (U ). A weaker version is global C ∞ or analytic hypoellipticity, which holds if the above condition is satisfied only for U = M .
∂ b is never hypoelliptic in this sense and for this reason J. Kohn [22] has introduced the notion of hypoellipticity modulo its kernel; i.e., the requirement of the regularity of the solution of∂ b u = f with u ∈ range∂ * b locally, when f is regular. The reason for this terminology is that if∂ b has closed range in L 2 (M ) then the orthogonal complement of the kernel of∂ b is equal to the range of∂ * b globally and thus, in the global case, the above condition is equivalent to u ⊥ ker∂ * b . The fundamental result of the entire theory is the following theorem of Kohn.
Theorem [22] . If the range of∂ b is closed in L 2 (M ), Ω is pseudoconvex and of finite type in a neighborhood of x 0 ∈ M , then∂ b is C ∞ hypoelliptic modulo its kernel there.
For analytic hypoellipticity the problem is much more complicated, since subelliptic estimates do not necessarily imply this kind of regularity. The first counterexample was given by Baouendi and Goulaouic [1] for a sum of squares of vector fields which satisfy the Hörmander condition.
Two large classes of nonelliptic operators are known to be analytic hypoelliptic. The first ( [28] , [29] ) deals with operators of principal type; i.e., operators for which the gradient of the symbol does not vanish on the characteristic variety and they are analytic hypoelliptic if they are C ∞ hypoelliptic. The second [30] roughly states that a (real) second order differential operator with analytic coefficients is analytic hypoelliptic if its characteristic variety is symplectic, it is subelliptic with loss of one derivative and its principal symbol vanishes of order two on the characteristic variety.
Obviously∂ b does not satisfy these theorems, but both of the above theorems have "microlocal" versions ( [21] , [28] , [30] ); i.e., if the symbol of a (pseudo)differential operator satisfies the condition of these theorems in a conic neighborhood of the cotangent bundle then they preserve the analytic wave front set in that neighborhood.∂ b is an operator of principal type and the proof of Kohn's theorem for instance shows that it is microlocally C ∞ hypoelliptic in a conic neighborhood of half of its characteristic variety and thus by Trepreau's theorem [28] it is microlocally analytic hypoelliptic there. If the domain has analytic boundary and is strictly pseudoconvex then the characteristic variety of∂ b∂ * b is symplectic and Kohn's proof shows that∂ b∂ * b
is subelliptic with loss of one derivative on the opposite conic neighborhood and thus microlocally analytic hypoelliptic there by Treves' theorem [30] . This, as was first pointed out by Christ in [6] , gives a different proof of the following theorem of Geller.
Theorem [18] . If Ω is strictly pseudoconvex with real analytic boundary and∂ b has closed range in L 2 (∂Ω) then∂ b is analytic hypoelliptic modulo its kernel.
It was natural to ask if it was possible to prove Geller's theorem under the hypotheses of Kohn's theorem for an analytic manifold. The first negative answer was given by Christ and Geller [15] , who showed an unbounded domain in C 2 which is pseudoconvex, of finite type and with real analytic boundary, for which∂ b is not analytic hypoelliptic modulo its kernel. In their example the set of weakly pseudoconvex points contained a curve whose tangent was contained in the span of {Re∂ b , Im∂ b }. A general conjecture due to Treves [30] would imply that∂ b is not analytic hypoelliptic modulo its kernel if M contains such a curve. The fact that existence of such a curve is sufficient in this special case was proved by Christ [13] ; the fact that it is not necessary, again in this special case 1 , is the main result of this paper, which exhibits a domain with only one weakly pseudoconvex point for which ∂ b is not analytic hypoelliptic modulo its kernel. Actually in this paper a stronger result is proved, namely that for the same domain∂ b is not globally analytic hypoelliptic modulo its kernel.
Global regularity is a much weaker property than regularity, as is well known.
The main result about C ∞ regularity of∂ b modulo its kernel was obtained by Boas and Straube [2] and it states that global regularity of∂ b modulo its kernel holds for domains that are convex (more generally that admit a plurisubharmonic defining function).
The first result for global analytic hypoellipticity of∂ b was given by Chen [5] , which stated that if Ω is a circular domain with a defining function r satisfying ( ) ∂r ∂z k z k = 0 then∂ b is global analytic hypoelliptic modulo its kernel. ( ) implies the existence of a vector field T complementary to the tangent space in the complex sense, which is tangent to the orbits of the action of the torus on the boundary, and it is always satisfied if Ω is a complete Reinhardt domain. A related result which applies in a more general context was given by Christ [12] ; a microlocal analogue would imply Chen's theorem. Other generalizations were made by Derridj and Tartakoff ([16] and [17] ) and some investigators asked whether global regularity might always hold if Ω is pseudoconvex and of finite type. Again these hopes were dashed by Christ [14] , who showed a domain pseudoconvex of finite type and with real analytic boundary, for which the Szegö projection does not preserve C ω (∂Ω), which implies also a negative result for∂ b .
1. Constuction of the domain. 
in local coordinates (x, y, t) given by a chart based on a neighborhood of the origin, where
Proof. Consider the following hypersurface S in C 2 :
A first order operator L would be a tangential Cauchy-Riemann operator for S if ReL and ImL are linearly independent and L annihilates both the coordinates of the embedding. If L has the form∂ ξ − iξβ(|ξ| 2 , t)∂ t then linear independence and the equation Lz 1 = 0 are trivially satisfied, while the equation Lz 2 = 0 leads to the following equation for β:
This implies that
The last equation implies that for the hypersurface S the∂ b operator has the desired form, but the region delimited by S is clearly unbounded. For this reason we modify the last equation of (1.1) in the following way:
where λ and M are constants to be determined. It is clear that if λ and M are sufficiently large, then the locus of points in C 2 which satisfy this inequality is contained in the unit ball. We take as our Ω the connected component which contains the origin and we observe that ∂Ω is a C ω hypersurface near the origin for which∂ b still has the desired form if M is large enough. It remains to check that Ω is strictly convex except at the origin and that the boundary is analytic. The latter is easy since the gradient of the defining function does not vanish on the boundary. In order to prove the former we need the following lemma.
Proof. Since both sides of the inequality are homogeneous of the same degree in x it suffices to prove the statement for |x| = 1. Observe that, for x = 0, f is the composition of a strictly convex function, namely g : x → |x| 2 , with a convex and increasing function, namely h : r → r M , and thus is strictly convex. In particular we have the inequality with C strictly positive and depending continuously on x. Since the unit ball is compact we have the assertion by taking the minimum of C on |x| = 1.
To finish the proof of Lemma 1.1 write Imz 2 = g + λf and observe that g is a convex function if |ξ| 2 < .) This implies that the Hessian matrix of g, as a 4 × 4 matrix, is nonnegative if |ξ| 2 < 1 3 . Outside that region the previous lemma shows that the Hessian matrix of g is dominated by the Hessian matrix of f if λ is big enough, and this implies the conclusion since the Hessian matrix of f is strictly positive except at the origin.
A non linear eigenvalue problem.
In this section we study a family of differential operators A ξ depending on a complex parameter ξ ∈ C defined by
It is important to notice that for each ξ ∈ R that operator is formally self adjoint in the space L 2 (R + , rdr).
Then Σ is discrete and nonempty.
Proof. We can explicitly write down all the solution of A ξ f = 0. They are given by: Thus the only way to get a bounded solution at r = 0 is to set c 2 = 0. We claim that for some value of ξ ∈ C, f 1 is bounded also at ∞ and in fact decays exponentially. In order to prove that we need the following lemma. 
Let −x be the real part of ξ. Then:
It is enough to consider the case where
2 + x and Φ (s) = −6s thus Φ is a concave function with a maximum at s 0 = . We write the Taylor expansion of Φ as:
Thus:
We split the integral in two parts:
We have:
This inequality shows that N (ξ) is an holomorphic function of order less than or equal to 3 2 . To show that the order is exactly 3 2 it suffices to find a sequence ξ j , |ξ j | → ∞, such that: and c 2 = s 0 .
It has long been known that every entire function of nonintegral order has infinitely many zeroes (and necessarily they are discrete). We will show that if ξ is one of these zeroes, then the corresponding function f ξ is bounded in [0, ∞]. Indeed: 
where Φ is the phase function. Then
Actually the last inequality implies that f ξ decays exponentially, as does f ξ , and thus belongs to F.
C be a measurable function and consider the following norms:
in which all the derivatives are taken in the sense of distributions and they are supposed to be L 2 functions locally. Define
The main result of this section is the following theorem.
Theorem 2.3. For each ξ /
Before proving the theorem we need to investigate some properties of the functions which belong to H 
This implies lim sup r→0 |f (r)| = 0 ⇒ lim r→0 f (r) = 0. The other assertions are similar and are left to the reader.
Proof of Theorem 2.3. We consider first the case 
since the absolute value of each term except the one containing the second derivative of f , is controlled by A 0 f, f . This implies that
rdr. Using the Schwarz inequality we get ||f ||
and the usual large constant-small constant trick gives
The last inequality tells us that A 0 is injective and has closed range. We claim that A 0 is Fredholm since its cokernel is trivial (this implies also that index ( 
where χ(r) = (
The kernel of such an operator is spanned by: We have ψ + (r) ≥ ce
as r → 0. The asymptotic estimates imply that ψ + and ψ − are linearly independent and that they cannot belong to the space H 0 0 . We want to extend the invertibility of A 0 to other A ξ , ξ ∈ C\Σ, and for this reason we need the following lemma.
Lemma 2.5. If ξ is a complex number and 0 ≤ l < 5 then the map
Using the Ascoli-Arzelá theorem we can get for each m ≥ 1 a sequence {f . A standard diagonal trick gives a subsequence of {f n }, denoted still by {f n }, which converges uniformly on every compact subset of (0, ∞). Since ∞ 0 |f n | 2 rdr < B ∀n we can find for every an M such that:
and use the inequality |fg| ≤ ||g|| L ∞ |f |.) Thus if n and n are large enough, then
i.e., {f n } is Cauchy and thus converges. The proof for the case k = 2 is essentially the same.
From the lemma we can conclude that for each ξ ∈ C, A ξ = A 0 + K where K is a compact operator, which implies that A ξ is Fredholm and its index is equal to the index of A 0 and thus equal to zero. In particular A ξ is invertible if and only if it is injective. If f ∈ (ker A ξ ) ∩ H 2 0 then f ∈ F and thus A ξ is injective if ξ / ∈ Σ (the converse is also true and will be exploited in the next paragraph). Note that the map from the complex numbers to the space of bounded operators between H 
Note that if ξ / ∈ Σ then ψ + and ψ − are linearly independent since their Wronskian, evaluated at r, is given by:
where f 1 and f 2 are the fundamental solutions of the homogeneous equation, described in Lemma 2.1, and K ξ (r, y) is the kernel given by
where
h(y)ydy
Let us check that this quantity is bounded as r → 0. We have
and thus |I| is bounded when r approaches zero. Now ξ h(r 0 ) has a pole at ξ = ξ 0 ∈ Σ and thus if Γ 0 is a circle around ξ 0 with the property described in the statement of this lemma, then we have
in which the factor (ξ − ξ 0 ) σ is introduced in order to get a simple pole. By the continuity of the integral, there exists φ ∈ C
Such a solution vanishes at the origin and decays exponentially at infinity.
Replacing h by D ξh we have:
The difference between D ξ and D ξ0 is equal to 2r(ξ − ξ 0 ) , and multiplication by such a factor has the effect of mollifying the simple pole of the integrand; for this reason we can interchange these two operators without changing the value of the double integrals. Moreover developing the factor (ξ − ξ 0 ) σ as a polynomial in ξ we have, for some σ ≤ σ
Since the functionh can be approximated by linear combinations of exponentials of the kind described in the statement we have the conclusion. For technical reasons that will became clear in the next section we need to consider a variant of the operator A ξ , namely
where ξ and τ are complex numbers with the restriction | arg τ | < π 4 . We define:
where F is the set defined previously.
Proof.
Integration by parts gives:
absorbing the last term in the third and in the norm of f in H 0 0 we obtain:
and reasoning as in the proof of Theorem 2.3 we get: Proof. The discussion of the previous lemma tells us that
This inequality tells us that
If we change the contour of integration s → sτ 
which is strictly positive if |α| < π 3 .
A priori estimate.
In this section we will show how the hypothesis of analytic hypoellipticity of ∂ b modulo its kernel leads to a holomorphic extension of the solution of
on "one side" of the manifold with an estimate of its growth, if f is an analytic function. (We will formulate this concept in a more precise way.) First of all we need some definitions. We denote by dσ(z 1 , z 2 ) the surface measure on M . This measure is rotationally invariant with respect to the first variable, since our domain is, and it is given by a nonvanishing C ω density times the usual Lebesgue measure in any coordinate system. Using such a measure we can consider the adjoint∂ * b of∂ b in the Hilbert space L 2 (M, dσ). Kohn's theorem implies that ( ) has a unique solution u for every f ∈ L 2 (M ) and for every open set U ⊂ U we have where τ is a positive real number. Let (U, φ) be the local chart near the origin described in Lemma 1.1. Since in that chart M is represented as a hypersurface with respect to the variable (x, y, t), the local expression of F τ in that coordinate system is still given by (3.1).
Lemma 3.1. Suppose that∂ b is analytic hypoelliptic modulo its kernel and, for each τ ∈ R + , denote byG τ (x, y, t) the local expression in the coordinate system (U, φ) of the solution of
∂ b∂ * b G τ =∂ b F τ G τ ⊥ ker∂ * b .
ThenG τ extends to a holomorphic function of t in the "strip" {(x, y, t) ∈ R 2 × C : |(x, y, t)| < c, 0 > Im(t) > −c} independent of τ in such a manner as to be continuous when Im(t) = 0 and that satisfies
where c 1 , c 2 are independent of τ .
A similar lemma for a sum of squares is proved in [26] . The proof of Lemma 4.2 in [14] applies in this case: The details are left to the reader.
Define u τ (x, y, t) = e −iτ tG τ (x, y, t). Lemma 3.1 holds for u τ as well. Moreover since that lemma was proved only using the estimates of ||F τ || C(W δ ) , the fact that∂ b (and resp.∂ b∂ * b ) is analytic hypoelliptic (resp. locally C ∞ hypoelliptic) modulo its kernel, we have that the same conclusion is true for the derivatives of u τ . In order to clarify the similarity between ( ) and the ordinary differential problem studied in the previous chapter we exploit the symmetry of our domain (to reduce the number of variables involved in the problem).
Lemma 3.2.
The Proof. Consider f ∈ C 1 (M ) and let F be a C 1 extension of f to all of Ω.
where S is a defining function for Ω. Since ∇S does not vanish on M we have that ∂z 1 S or ∂z 2 S do not vanish simultaneously on M . Suppose that in an open set U , ∂z 2 S = 0. Then we can express dz 2 as a linear combination of∂S and dz 1 and using the definition of∂ b we get for all
From that expression and the fact that S is rotationally invariant with respect to the first variable it is clear that
. Using again the rotational invariance of the measure we obtain a similar result for the adjoint, namely that R θ∂ * b = e iθ∂ * b R θ , from which the first assertion follows. To prove the second one, just observe that if f is of the form e ikθ1 g(|z 1 |, z 2 ), then it is possible to find an extension of the same form, and thus the result still follows from (3.3).
In conclusion we have, using the uniqueness of the solution of ( ), that the function u τ (x, y, t) is of the form e iθ1 g τ (r, t), where g τ satisfies the differential equation
t) .
The factor α is given by integration by parts against the density which represents the surface measure and by the commutator [β, ∂ t ]. It is not important to know the precise expression of α; it suffices to observe that it is an analytic function. In order to simplify the notation we make a change of variables
and we define 
We know that if 0 ≤ y ≤ cλ 1/4 and |Re(s)| ≤ cλ 1/2 and 0 ≥ Im(s) ≥ C for some constants C and c then
Notice that since Lemma 3.1 was proved by using only the hypothesis of analytic hypoellipticity of∂ b modulo its kernel, the fact that∂ b∂ * b is C ∞ hypoelliptic and the estimates of the norm of F τ , we have that the same conclusion is true for the derivatives of v with respect to y and s. We wish to prove a stronger result. First of all, we have to prove that the integral is finite for every finite λ. This follows from the fact that v is analytic and satisfies (3.4) which implies that v(0, s) = 0. Since the derivative with respect to y is bounded by e Bλ we have that the integral is finite. The proof of this lemma is quite complicated and will be given in several steps. We will use the following constants: A 0 , ν, N, σ 0 , σ 1 , ...σ N , A, γ which depend Lemma 3.4 [14] .
Moreover if |s| ≤ 4A and if γ and Aγ are sufficiently small and A 2 γ is sufficiently large, then we have
Remark 1. In Christ's paper [14] Lemma 6.1. contains a very similar statement, but its proof does not apply directly to our case since here we are dealing with parabolas instead of lines. However we can deduce the proof of our lemma from the one in Christ's paper in the following way. Let Σ 2 = {z ∈ C such that z 2 ∈ Σ}. Notice that Σ 2 is discrete and that there is a forbidden cone for it (i.e., there is no ξ ∈ Σ 2 satisfying | arg ξ| <
). Since these are the only facts used in the proof of Lemma 6.1 [14] we have that there exist constants ν, N, σ 0 , σ 1 , ..., σ N as before, such that
which implies the conclusion of the lemma.
Remark 2.
In the course of the proof we will denote by γ and A a pair of constants such that γ and γA are sufficiently small while γA 2 is sufficiently big. The meaning of "sufficiently small" and "sufficiently large" will be specified every time these constants occur.
Let 0 ≤ σ ≤ 3C 0 and define for s ∈ R f σ = e −γλ (s−iσ) where η is a smooth function which is equal to 1 on [−2, 2] and is equal to 0 outside [−4, 4] . Let
When s is larger than 2A the cutoff function η comes into play, but both sides of this equation are smaller than e
, where C depends on the quantities fixed before γ and A are chosen. Indeed,
and for |s| ≥ 2A |e
Similarly,
The proofs of these lemmas are based only on the bound for v(y, s) and its first derivatives, and for this reason the conclusions of both lemmas apply also to ∇ y,sfσ . Define It is necessary to show that the conclusions of the two previous lemmas hold also for ||f σ (ξ)|| = ||f σ (·, ξ)||, where || · || denotes for the rest of this chapter the norm in the space H * ρ :
y 2 e −ρy 6 ydy
In fact if we consider the function y →f σ (y, ξ) − e (σ−σ )ξf σ (y, ξ) the mean value theorem together with the fact that v(0, s) = 0 gives
We show now how to obtain Lemma 3.3 from the two previous lemmas together with the inequality
which will be proved below. We know that
is C ∞ hypoelliptic modulo its kernel. Thus
and since the same can be proved for ∂ yf0 we also have (again using the mean value theorem and the fact thatf 0 (0, ξ) = 0) that
Using Lemma 3.5 we get
From (3.5) we conclude that
The same kind of result is true for f σ with
The first and the third terms are easily estimated using Lemma 3.6, while
and thus the result follows from the corresponding bounds forf 0 andf σ . This implies that 
Let us deduce (3.5) from Lemma 3.7. For j = 0 the lemma gives
Absorbing the second term in the left hand side we obtain, for δ ≤ δ (we use the convention that δ could change in the course of the proof a finite number of times),
By Lemma 3.5 we know that
Since for ξ ∈ λI 0 we have e (σ1−σ0)ξ ≤ e (σ1−σ0)(A0−ν)λ , we obtain that
and by (3.7) we get 
In conclusion we have The general case follows by induction. 
with the bounds
Proof. Since we want to approximate the operator L σ with the family of differential operators studied in Chapter 2 we need to extend the coefficients of the operator L σ to all of [0, ∞]. To do that definẽ
where β(y, s) = 6y 
We have shown in Chapter 2 that A ζ,T is invertible if and only if ζT 2/3 / ∈ Σ. By Lemma 3.4 this is the case if σ = σ j , ξ ∈ λI j , and s ∈ Ω 0 provided that Ω 0 is a sufficiently small neighborhood of {s ∈ R, |s| ≤ A}.
Write
ζ,T is uniformly bounded for every s in a compact set and obviously maps holomorphic functions to holomorphic functions since the coefficients of A ζ,T depend holomorphically on s.
If Ω is a bounded set then we have that
while (b − β) and α map the same spaces with bounds given by O(λ −1/2 ) and O(λ −1 ), respectively. Thus the only terms to worry about are the ones that contain ∂ s . To control these terms, let Λ be a large constant to be chosen later and define
where c is a positive constant independent of λ and we chose and N such that c−(N +1) = and N > c 
where ||T || A,B denotes the norm of the operator T acting between the space A and B. By the above estimates we have that
We can try to solve the equation Lf = φ by using a Neumann series. Indeed, define
The above estimates imply that
Since N ≈ cλΛ −1 if Λ is large enough it follows that
The function f so constructed satisfies all the requirements of the lemma except for the one about the support. For this reason we replace f by 6 and thus also the second term can be estimated using the same trick. Changing the coefficient of L modifies the operator, but when 0 ≤ y ≤ λ 1/5 the modified coefficients are equal to the original ones and thus we have the conclusion.
Proof of Lemma
In fact if φ ξ is given by
and thus we just need to show that
This is the case since |f σ (y, s)| = O(e −λ ) when γA 2 is sufficiently large.
If g and E satisfy the conclusions of Lemma 3.8 then
modulo boundary terms given by integration by parts. We will check that these terms are negligible (i.e., they decay exponentially or they vanish). Indeed,
. The boundary term given by integration with respect to y is
Case y → 0: 6 as y tends to infinity. This follows from Lemma 2.4 for the derivative with respect to y, while for the derivative with respect to s it comes from the fact that g(y, s) is bounded in Ω and holomorphic with respect to s. Since |f σ | < e (C+B)λ we have that
The boundary term given by integration by parts with respect to s is
ydy.
We know that for every 0 ≤ y ≤ λ
and since
is bounded uniformly in y and s we also have that this boundary term is small provided that γA 2 is large. The other boundary terms can be estimated in a similar way. Using the Cauchy-Schwarz inequality and the result of the previous lemma we have
We only need to show that
To prove this deform the contour of integration by from which it easy to conclude.
Conclusion.
In this section we are going to show how the conclusion of the previous chapter, namely the bound for the solution of our differential equation, leads to a contradiction. This would imply that the hypothesis on which that bound was built is actually false; i.e., the operator∂ b is not analytic hypoelliptic modulo its kernel. LetΓ be the connected component of the preimage of the circle Γ described in Lemma 2.6 under the transformation L acts on functions that are holomorphic with respect to s, and when it is restricted to R + ×Γ it takes the form
∂ θ . L seen as a differential operator in y and θ, has a formal adjoint L * given by the relation is the usual contour integral of complex analysis which is independent of the choice of the parameterization. The goal of the next lemma is to show that the family of differential operators studied in Chapter 2 is a good approximation of the operator L. Since its proof is essentially the same as that of Lemma 3.8 it will not be given. Since the hypothesis of analytic hypoellipticity of∂ b implies that v is holomorphic in a region containing the curveΓ, this integral must be zero. On the other hand, the same hypothesis leads to the conclusion that such an integral cannot vanish if λ is sufficiently large as will be shown below. In fact we have that where c 0 = 0 by Lemma 2.6.
