Abstract-Conway and Sloane have previously given an upper bound on the minimum distance of a singly-even self-dual binary code, using the concept of the shadow of a self-dual code. We improve their bound, finding that the minimum distance of a selfdual binary code of length n is at most 4bn=24c + 4, except when n mod 24 = 22 , when the bound is 4bn=24c + 6. We also show that a code of length a multiple of 24 meeting the bound cannot be singly-even. The same technique gives similar results for additive codes over GF (4) (relevant to quantum coding theory).
I. INTRODUCTION

I
N [5] , the following was shown: Theorem: If a doubly-even self-dual exists, then
The objective of the present work is to remove the restriction that the code be doubly-even. For singly-even codes, much less has hitherto been known; a direct extension of the proof in [5] gives a bound but this bound is almost never met. The situation was improved greatly by [2] , which gives a bound except when is or ; a further improvement appears in [7] , which gives the bound . This is still higher than the bound for doubly-even codes, however. In the sequel, a new bound is proved, of the form except when , when
In particular, whenever is a multiple of , so both singlyeven and doubly-even codes exist, we now have the same bound for singly-even and doubly-even codes. In fact, when is a multiple of , it can be shown that any code meeting the bound must be doubly-even.
As the present bound is shown using linear programming, it is natural to inquire how much weaker it is than the full LP bound. Using a high-precision LP package (the author used maple), one can readily verify that for all in the range , there exists a feasible weight enumerator (including the constraints from the shadow enumerator (see below)) meeting the bound. In some cases, the present bound can be improved upon using integer programming, however.
The key idea in the proof is the use of additional constraints coming from the "shadow" of the code [2] . It turns out that Publisher Item Identifier S 0018-9448(98)00087-X.
this concept has a natural analog in the case of additive codes over GF ; that is, GF -linear subsets of GF , selforthogonal (i.e., contained in its dual) under the inner product These codes appear, for instance, in the theory of quantum error-correcting codes [1] . For these codes, we give a bound or when We also give a result bounding the minimum weight of when is a self-orthogonal additive code.
A quick note on notation: We will use the notation to refer to an additive code over GF will be its dimension as a vector space over GF Proof: Analogous. In each case, we prove our bound by expressing an appropriately chosen both as a linear combination of the initial coefficients of the weight enumerator and as a linear combination of the initial coefficients of the shadow enumerator. All but one of the terms in the first linear combination will be , based on the putative minimum distance; consequently, the first linear combination reduces to an explicit constant. All coefficients in the second linear combination will turn out to have the same sign, a sign inconsistent with the sign of III. BINARY CODES Let be a self-dual binary code, with shadow ; let and be the respective weight enumerators. Write, as in Theorem 3, where Note that , and all and must be nonnegative integers. Also, one can write as a Note that so must have nonnegative coefficients. What we will do, then, is produce a linear combination of the first coefficients of that is also a linear combination of certain coefficients of ; again, the signs will give a contradiction. The main reason we can do this is the following theorem (analogous to Theorems 3 and 4 above).
Theorem 7: Let and be as above. Then there exist coefficients , such that
Proof: Simply note that is taken to its negative by the MacWilliams transform This follows from the fact that the substitution is self-inverse.
This forces to be in the ring
One readily verifies that every element of this ring is antiinvariant under the MacWilliams transform; on the other hand, the Molien series of the ring of anti-invariants is Thus we have exhausted the space of anti-invariants. The theorem follows immediately.
As one might expect, the linear combination we use will be a suitably chosen Let us therefore write , , then must be a and is its even subcode. The theorem follows.
VI. FURTHER DIRECTIONS
There is still some room for improvements in the above bounds. For instance, integer programming readily shows that no self-dual binary code of length can meet the bound. It should be possible to systematize such effects by considering certain congruences modulo small powers of in the coefficients of the weight and shadow enumerators. Also, it should be possible to show that only a finite number of codes can meet the bound, by considering ; in general, one would like a result saying that any bound of the form can be exceeded only a finite number of times (this is known for doubly-even codes).
For self-orthogonal additive codes, the bound we give makes no use of the dimension of the code; for smaller codes, one ought to be able to produce much stronger bounds. It should be noted that one could prove a similar result for self-orthogonal binary codes that contain a vector of full weight; however, the object is much less natural in that case. The theory of shadows also has an analogue for integral lattices [3] ; as one might expect, therefore, the above bounds have analogues for lattices as well. For more details, consult [6] .
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