Bootstrap and Permutation Tests for the Equality of Two Regression Functions by Curve Resampling (Statistical Inference and the Bioequivalence Problem) by 桜井, 裕仁 & 田栗, 正章
Title
Bootstrap and Permutation Tests for the Equality of Two
Regression Functions by Curve Resampling (Statistical
Inference and the Bioequivalence Problem)
Author(s)桜井, 裕仁; 田栗, 正章




Type Departmental Bulletin Paper
Textversionpublisher
Kyoto University
Bootstrap and Permutation Tests for the Equality of Two
Regression Functions by Curve Resampling
(Hirohito Sakurai)
Graduate School of Science and Technology, Chiba Univ.
(Maeaah. Taguri)
Faculty of Science, Chiba Univ.
, cur resampling
. , cur resampling 2
, . ,
, 2
80\sim 90 (km) (11 , 13 ) ,
.
1



















( ) , . ,
, .
32 , 33 , ( , cur
resampling ) . , subject
1224 2001 36-60
36
, ( ) . ,
subject 1 , i.i.d.
.




, , ( , Ramsay and Silverman
(1997) ) . ,
( , 2000).
4 , 32 , 33
. 5 , ,




2 $\{(\mathrm{Y}_{i}(t), X_{i}(t))\}_{i=1}^{m}(t=1, \ldots, n)$ .
, $\mathrm{Y}_{i}(t)$ $X_{i}(t)$ , . ,
$\{$
$\mathrm{Y}_{i}(t)=f_{1}(t)+\epsilon_{i}(t)$ , $\epsilon_{i}(t)\sim F_{1}(0, \sigma_{1}^{2}(t))$ ,
$X_{i}(\mathrm{t})=f_{2}(t)+\eta_{i}(t)$ , $\eta_{i}(t)\sim F_{2}(0, \sigma_{2}^{2}(t))$
(1)
. , $f1(t),$ $f_{2}(t)$ , $\epsilon_{i}(t)$ 0, $\sigma_{1}^{2}(t)$
$F_{1}$ , $\eta_{i}(t)$ 0, $\sigma_{2}^{2}(t)$ $F_{2}$ .
, $i,$ $t$ ( , $\epsilon_{i}(t)$ $\eta_{i}(t)$ { [ , [ , $i_{1}\neq i_{2}$ [
, $\epsilon_{i_{1}}(t)$ $\epsilon_{i_{2}}(t),$ $\eta_{i_{1}}(t)$ $\eta_{i_{2}}(t)$ ( [ . ,
$H_{0}$ : $t$ [ $f_{1}(t)=f_{2}(t)$ $\mathrm{v}\mathrm{s}$ . $H_{1}$ : $t$ [ $f_{1}(t)\neq f_{2}(t)$ (2)
. , $H_{0}$ $H_{1}$ , .
2.2 2 \mbox{\boldmath $\tau$}\rightarrow









. , $f_{1}(t),$ $f_{2}(t)$ , $\epsilon:(t)$ 0, $\sigma_{1}^{2}(t)$
$F_{1}$ , $\eta_{j}(t)$ 0, $\sigma_{2}^{2}(t)$ $F_{2}$ .
, $i,$ $j,$ $t$ [ , $\epsilon:(t)$ $\eta j(t)$ [ , [ , $i_{1}\neq i_{2}$
$j_{1}\neq j_{2}$ [ , $\epsilon:_{1}(t)$ $\epsilon:_{2}(t)$ , $\eta_{j_{1}}(t)$ $\eta_{j_{2}}(t)$ $\mathrm{A}$ ‘[ .
, (2) , ,
$H_{0}$ : $t$ $f_{1}(t)=f_{2}(t)$ $\mathrm{v}\mathrm{s}$ . $H_{1}$ : $t$ [ $f_{1}(t)\neq f_{2}(t)$
.
3
Sakurai et al. (1999) , 2 , 2
(AUC (Area Under the Curve); Gibaldi and Perrier (1982) ) ,
. , . ,




, (2) 0 ,
. , 2 (2)
$H_{0}$ : $S=0$ $\mathrm{v}\mathrm{s}$. $H_{1}$ : $S>0$ (5)
.
3.1 , 2 (t) $f_{2}(t)$ (4)
, 32 33 , .
3.1
, $\{(\mathrm{Y}_{t}, X_{t})\}_{t=1}^{n}$ ,
$\mathrm{Y}_{t}=f_{1}(t)+\xi_{t}$ , $X_{t}=f_{2}(t)+\zeta_{t}$ , $t=1,$ $\ldots,n$
. , $f_{1}(t),$ $f_{2}(t)$ , $\xi_{t},$ $\zeta_{t}$ 0,
. , 2 $f_{1}(t),$ $f_{2}(t)$
$\int_{1}^{n}|f_{1}(t)-f_{2}(t)|dt$ , $D_{t}=\mathrm{Y}_{t}-X_{t}(t=1, \ldots, n)$
,
$T_{1n}=T_{1n}(D_{1}, \ldots, D_{n})$
$= \frac{1}{2}\sum_{t=1}^{n-1}(|D_{t}|+|D_{t+1}|)I\{D_{t}D_{t+1}\geq 0\}+\frac{1}{2}\sum_{t=1}^{n-1}\frac{|D_{t}|^{2}+|D_{t+1}|^{2}}{|D_{t}|+|D_{t+1}|}I\{D_{t}D_{t+1}<0\}$ (6)
38
(Sakurai and Taguri, 2000). , $I\{\cdot\}$ ,
$(t, t+1)$ $\mathrm{Y}_{t},$ $X_{t}$ , $(\mathrm{Y}_{t}, \mathrm{Y}_{t+1}),$ $(X_{t}, X_{t+1})$ .
32 , 33 , 2 (5) , (6) $\{D_{1}, \ldots, D_{n}\}$
(1), (3) .
, 1 curve resampling .
3.2 2
(1) 2 $\{(\mathrm{Y}_{i}(t), X_{i}(t))\}_{i=1}^{m}(t=1, \ldots, n)$ ,
$\overline{\mathrm{Y}}(t)=\frac{1}{m}\sum_{i=1}^{m}\mathrm{Y}_{i}(t)$ , $\overline{X}(t)=\frac{1}{m}\sum_{i=1}^{m}X_{1}.(t)$ , (7)
$\hat{\sigma}_{1}^{2}(t)=\frac{1}{m-1}\sum_{i=1}^{m}\{\mathrm{Y}_{i}(t)-\overline{\mathrm{Y}}(t)\}^{2}$ , $\hat{\sigma}_{2}^{2}(t)=\frac{1}{m-1}\sum_{i=1}^{m}\{X_{i}(t)-\overline{X}(t)\}^{2}$ (8)
. , $\mathrm{V}\mathrm{a}\mathrm{r}(\overline{\mathrm{Y}}(t)-\overline{X}(t))=\{\sigma_{1}^{2}(t)+\sigma_{2}^{2}(t)\}/m$ , { 1
,
$\overline{\mathrm{V}\mathrm{a}\mathrm{r}}(\overline{\mathrm{Y}}(t)-\overline{X}(t))=\frac{1}{m}\{\hat{\sigma}_{1}^{2}(t)+\hat{\sigma}_{2}^{2}(t)\}$ (9)
. $\hat{\sigma}_{1}^{2}(t),\hat{\sigma}_{2}^{2}(t)$ , (8) . , (7)
$\overline{\mathrm{Y}}(t)-\overline{X}(t)$ (9)
$Z_{1}(t)= \frac{\overline{\mathrm{Y}}(t)-\overline{X}(t)}{\sqrt{\{\hat{\sigma}_{1}^{2}(t)+\hat{\sigma}_{2}^{2}(t)\}/m}}$ , $t=1,$ $\ldots,$ $n$ (10)
, .
Algorithm 3.1 , curve resampling 2
. , (10) $\{Z_{1}(1), \ldots, Z_{1}(n)\}$ , 3.1
(6) . , ,
$T_{1n}=T_{1n}(Z_{1}(1), \ldots, Z_{1}(n))$ (11)
. . , (11) ,
$\{(y_{i}(t)-\overline{y}(t), x_{i}(t)-\overline{x}(t))\}_{i=1}^{m}(t=1, \ldots, n)$ . [ ,
(Hall and Wilson, 1991) .
, ,
,
. , $\{(\mathrm{Y}_{i}(t), X_{i}(t))\}_{i=1}^{m}$
$\overline{\mathrm{Y}}(t),\overline{X}(t)$ , $E^{*}[D^{*}(t)]=0$ ,





Algorithm 3.1 ( z 2 )
1. $\alpha$ .
2. $\{(y.\cdot(t), x:(t))\}_{1=1}^{m}.(t=1, \ldots,n)$ [ $\mathrm{A}$ $\mathrm{a}$ , $t_{obs}=T_{1n}(z_{1}(1), \ldots, z_{1}(n))$
. , $\{z_{1}(t)\}_{t=1}^{n}$ $\{Z_{1}(t)\}_{t=1}^{n}$ .
3. ’ $\{(\tilde{y}\dot{.}(.t),\tilde{x}\dot{.}(t))\}_{=1}^{m}.\cdot(=\{(y.\cdot(t)-\overline{y}(t), x:(t)-\overline{x}(t))\}_{-=1}^{m})(t=1, \ldots,n)$
$\{(\tilde{y}_{1}^{*b}.(t),\tilde{x}_{1}^{*b}.(t))\}_{1=1}^{m}.(t=1, \ldots, n;b=1, \ldots, B)$ , $t^{*b}=$
$T_{1n}(z_{1}^{*b}(1), \ldots, z_{1}^{*b}(n))$ . $\{z_{1}^{*b}(t)\}_{t=1}^{n}$ , (10)
.
4. 3 $B$ ,
$\{$
$\overline{\mathrm{A}\mathrm{S}\mathrm{L}}_{boot}\leq\alpha$ , $H_{0}$ ,
$\overline{\mathrm{A}\mathrm{S}\mathrm{L}}_{boot}>\alpha$ , $H_{0}$
(12)
, . , $\overline{\mathrm{A}\mathrm{S}\mathrm{L}}_{b\infty t}=\sum_{b=1}^{B}I\{t^{*b}\geq t_{obs}\}/B$
(achieved significance level) .
3.3 2
32 , (3) 2 $\{\mathrm{Y}.\cdot(t)\}_{=1}^{m_{1}}.\cdot,$ $\{X_{j}(t)\}_{j=1}^{m_{2}}(t=1, \ldots, n)$
,
$\overline{\mathrm{Y}}(t)=\frac{1}{m_{1}}.\cdot\sum_{=1}^{m_{1}}\mathrm{Y}_{1}.(t)$, $\overline{X}(t)=\frac{1}{m_{2}}\sum_{j=1}^{m_{2}}X_{j}(t)$ , (13)
$\hat{\sigma}_{1}^{2}(t)=\frac{1}{m_{1}-1}\dot{.}\sum_{=1}^{m_{1}}\{\mathrm{Y}_{1}.(t)-\overline{\mathrm{Y}}(t)\}^{2}$ , $\hat{\sigma}_{2}^{2}(t)=\frac{1}{m_{2}-1}\sum_{j=1}^{m_{2}}\{X_{j}(t)-\overline{X}(t)\}^{2}$ (14)
. , (Y-(t)-X-(t)) $=\sigma_{1}^{2}(t)/m_{1}+\sigma_{2}^{2}(t)/m_{2}$ ,
1 ,
$\overline{\mathrm{V}\mathrm{a}\mathrm{r}}(\overline{\mathrm{Y}}(t)-\overline{X}(t))=\frac{1}{m_{1}}\hat{\sigma}_{1}^{2}(t)+\frac{1}{m_{2}}\hat{\sigma}_{2}^{2}(t)$ (15)
. $\hat{\sigma}_{1}^{2}(t),\hat{\sigma}_{2}^{2}(t)$ , (14) . , (13)
$\overline{\mathrm{Y}}(t)-\overline{X}(t)$ (15)
$Z_{2}(t)= \frac{\overline{\mathrm{Y}}(t)-\overline{X}(t)}{\sqrt{\hat{\sigma}_{1}^{2}(t)/m_{1}+\hat{\sigma}_{2}^{2}(t)/m_{2}}}$ , $t=1,$ $\ldots,$ $n$ (16)
, $m_{1}=m_{2}=m$ (10) , (16)
. ,
$T_{1n}=T_{1n}(Z_{2}(1), \ldots, Z_{2}(n))$ (17)
40
, (17) , ( . , 1996),
curve resampling .
, , 2 ,
$m_{1}+m_{2}$ 2 , ,
$m_{1}$ $m_{2}$ . ,
$\mathrm{A}$




, Algorithm 32, 33 .
Algorithm 32( 2 ( ))
1. $\alpha$ .
2. $\{y_{i}(t)\}_{i=1}^{m_{1}},$ $\{x_{j}(t)\}_{j=1}^{m_{2}}(t=1, \ldots, n)$ ( , $t_{obs}=T_{1n}(z_{2}(1), \ldots, z_{2}(n))$
. , $\{z_{2}(t)\}_{t=1}^{n}$ $\{Z_{2}(t)\}_{t=1}^{n}$ .
3. 2 $\{\tilde{y}_{i}(t)\}_{i=1}^{m_{1}}(=\{y_{i}(t)-\overline{y}(t)\}_{i=1}^{m_{1}}),$ $\{\tilde{x}_{j}(t)\}_{j=1}^{m_{2}}(=\{x_{j}(t)-$
$\overline{x}(t)\}_{j=1}^{m_{2}})(t=1, \ldots, n)$ , $m_{1}+m_{2}$ $c=\{\tilde{y}_{1}(t),$ $\ldots,\tilde{y}_{m_{1}}(t),\tilde{x}_{1}(t)$ ,
. . . , $\tilde{x}_{m_{2}}(t)\}(t=1, \ldots, n)$ .
4. $c$ $\{\tilde{y}_{i}^{*b}(t)\}_{i=1}^{m_{1}}$ $\{\tilde{x}_{j}^{*b}(t)\}_{j=1}^{m_{2}}(t=1, \ldots, n;b=1, \ldots, B)$
, $t^{*b}=T_{1n}(z_{2}^{*b}(1), \ldots, z_{2}^{*b}(n))$ . , $\{z_{2}^{*b}(t)\}_{t=1}^{n}$ (16)
.
5. 4 $B$ , (12) .
Algorithm 33( 2 ( ))
1. $\alpha$ .
2. $\{y_{i}(t)\}_{i=1}^{m_{1}},$ $\{x_{j}(t)\}_{j=1}^{m_{2}}(t=1, \ldots, n)$ ( , $t_{obs}=T_{1n}(z_{2}(1), \ldots, z_{2}(n))$
.
3. 2 $\{\tilde{y}_{i}(t)\}_{i=1}^{m_{1}}(=\{y_{i}(t)-\overline{y}(t)\}_{i=1}^{m_{1}}),$ $\{\tilde{x}_{j}(t)\}_{j=1}^{m_{2}}(=\{x_{j}(t)-$
$\overline{x}(t)\}_{j=1}^{m_{2}})(t=1, \ldots, n)$ , $m_{1}+m_{2}$ $c=\{\tilde{y}_{1}(t),$ $\ldots,\tilde{y}_{m_{1}}(t),\tilde{x}_{1}(t)$ ,
. . . , $\tilde{x}_{m_{2}}(t)\}$ .
4. $c$ , $\{\tilde{y}_{i}^{*b}(t)\}_{i=1}^{m_{1}}$ $\{\tilde{x}_{i}^{*b}(t)\}_{i=1}^{m_{2}}(t=1, \ldots, n;b=1, \ldots, B)$
, $t^{*b}=T_{n}(z_{2}^{*b}(1), \ldots, z_{2}^{*b}(n))$ . , $\{z_{2}^{*b}(t)\}_{t=1}^{n}$ , (16)
.
5. 4 $B$ ( , $B\leq(\begin{array}{l}m_{1}+m_{2}m_{1}\end{array})$ ),
$\{$
$\overline{\mathrm{A}\mathrm{S}\mathrm{L}}_{perm}\leq\alpha\sigma)\ \mathrm{g},$ $H_{0}k\ovalbox{\tt\small REJECT} \mathrm{g}$ ,
$\overline{\mathrm{A}\mathrm{S}\mathrm{L}}_{perm}>\alpha$ , $H_{0}$
, . , $\overline{\mathrm{A}\mathrm{S}\mathrm{L}}_{perm}=\sum_{b=1}^{B}I\{t^{*b} \geq t_{obs}\}/B$
.
, Algorithm 3.1
, Algorithm 32, 33 . , Algorithm 32,
41
33 , 2 ,
. , Algorithm 32, 33
, . (1996) i.Ld.
2 , ,
. , , Algorithm
32, 33 3, 4 .
3’ $\{y.\cdot(t)\}_{1=1}^{m_{1}}.,$ $\{x_{j}(t)\}_{j=1}^{m_{2}}(t=1, \ldots, n)$ , $m_{1}+m_{2}$ $w=$
$\{y_{1}(t), \ldots, y_{m_{1}}(t), x_{1}(t), \ldots, x_{m_{2}}(t)\}(t=1, \ldots, n)$ .
4’ $w$ $\{y^{*b}\dot{.}(t)\}_{=1}^{m_{1}}.\cdot$ $\{x_{j}^{*b}(t)\}_{j=1}^{m_{2}}(t=1, \ldots,n;b=1, \ldots, B)$
$\{$
$\mathrm{f}\mathrm{f}\mathrm{l}(l\backslash \backslash \backslash \not\subset_{l1}*_{\backslash }’\Phi\overline{\pi}\mathrm{f}\mathrm{f}\mathrm{i}\mathrm{f}\mathrm{f}\mathrm{l}\mathrm{b}$, (Algorithm 3.2)
$\mathrm{f}\mathrm{f}\mathrm{l}\{l\backslash \backslash \backslash Tk_{\backslash }.\ovalbox{\tt\small REJECT}’\Phi\overline{\pi}\mathrm{f}\mathrm{f}\mathrm{i}\mathrm{f}\mathrm{f}\mathrm{l}\mathrm{b}$ , (Algorithm 33)




, 3 , .
, , , 2
(6)
. , (11), (17) , ,
$T_{2n}=T_{2n}(D_{1}, \ldots, D_{n})=\sum_{t=1}^{n}D_{t}^{2}$ , $T_{3n}=T_{3n}(D_{1}, \ldots, D_{n})=\sum_{t=1}^{n}|D_{t}|$ ,
, . ,
(10), (16) , $Z_{0}(t)=\overline{\mathrm{Y}}(t)-\overline{X}(t)$




. , , subject $n$ ,
subject $m$ $R=200$ , ,
subject $n$ , subject , $m_{1},$ $m_{2}$ $R=200$
. , $\alpha=0.05$ ( $\alpha=0.10$ ),
$B=500$ .
(1) : ( ) ,
$\{$
$H_{0}$ : $f_{1}(t)=f_{2}(t)=0$
$H_{1}$ : $f_{1}(t)=0$ ; $f_{2}(t)=-c$ $(c\in\{0.5,1\})$
42
, $(\epsilon, \eta)$ , (a) $(N_{1}, N_{2}),$ $(\mathrm{b})(|N_{1}|-\sqrt{\pi}/2, |N_{2}|-\sqrt{\pi}/2)$ ,
(c) $(|N_{1}|-\sqrt{\pi/2}, \sqrt{\pi/2}-|N_{2}|)$ 3 . , $N_{1},$ $N_{2}\sim N(0,1)i.i.d$.
. , subject , $n=10,20,30$ 3
, subject , $m=10,20,30$ 3 .
(2) : ( ) ,
$\{$
$H_{0}$ : $f_{1}(\mathrm{t})-f_{2}(t)=0$
$H_{1}$ : $fi(\mathrm{t})-f_{2}(t)=ct-0.5t$ $(c\in\{0.6,0.7,0.8\})$
, { , $\epsilon_{i}(t)i.i.d\sim$ . $N(0, \sigma_{1}^{2}(t)),$ $\eta_{i}(t)i.i.d\sim$
.
$N(0, \sigma_{2}^{2}(t))$ . ,
$(\sigma_{1}(t), \sigma_{2}(t))$ , (a) $(0.5t, 0.25t),$ $(\mathrm{b})(0.25t, 0.25t),$ $(\mathrm{c})(0.25t, 0.5t)$ ,
(d) $(0.5t, 0.5t)$ 4 . , subject
, $n=10,20,30$ 3 , 2 subject ,
$(m_{1}, m_{2})=(10,10),$ $(10,20),$ $(10,30),$ $(20,20),$ $(20,30),$ $(30,30)$ 6
.
, 2 , 1, 3
. $n$ $m$ level error , $m$ $n$
level error . $n=10$ , $Z_{0}(t)$
, $Z_{1}(t)$ , $m$ , $m$
, . $n=20,30$ ,
.
, 2 , 5\sim 11
. , 2 .
, $n$ $m_{1},$ $m_{2}$ level error , $m_{1}$ $m_{2}$
$n$ level error . , $Z_{0}(t)$ ,






, , 2, 4, 12\sim 16 . ,
$Z_{k}(t)(k=0,1,2)$ , ($T_{1n}$ ) $\geq$ ($T_{3n}$ ) $\geq$ ($T_{2n}$ )
. , ,
, subject $m(m_{1}, m_{2})$ , subject $n$
. , 2 , , (1),
(2) ( $m$ ) , ( $Z_{0}$ ) $\geq$ ( $Z_{1}$ ) ,





1: Empirical level of bootstrap tests in simulation study for Model (1); $\alpha=0.05$
$n$
2: Empirical power of 005 level bootstrap tests for $f_{1}(t)-f_{2}(t)=0.5$
$n$
44
3: Empirical level of bootstrap tests in simulation study for Model (2); $\alpha=0.05$
$n$
45






















































































































































































































































































































































, 80\sim 90 (km) 1(km) 13
, 2
( , Sakurai(2001) ).
, $\{(\mathrm{Y}_{i}(t), X_{i}(t))\}_{i=1}^{13}(t=1, \ldots, 11)$ .
, $\mathrm{Y}_{i}(t),$ $X_{i}(t)$ , $i$ $t$
, $t$ , $t=1,2,$ $\ldots,$ $11$ 80(km), 81 (km), $\ldots,$ $90$
(km) .
17 Algorithm 3.1, 32, 33 .





Bootstrap test Permutation test
$T_{1n}T_{2n}T_{3n}T_{1n}T_{2n}T_{3n}\overline{\overline{\mathrm{A}1\mathrm{g}\mathrm{o}\mathrm{r}\mathrm{i}\mathrm{t}\mathrm{h}\mathrm{m}3.1}}$
$Z_{0}(t)$ 0.001 0.001 0.001
$Z_{1}(t)$ 0.007 0.011 0.007
Algorithm 3.2 Algorithm 3.3
$Z_{0}(t)$ 0.045 0.072 0.054 0.052 0.082 0.067
$Z_{2}(t)$ 0.061 0.095 0.077 0.074 0.102 0.087
, 2 , Algorithm 3.1
. $\alpha=0.01$ ,
$\overline{\mathrm{A}\mathrm{S}\mathrm{L}}_{boot}\leq 0.01$ , (5) . ,
2 , .
, 2 .
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