The WWW is increasingly being used source of information. The volume of information is accessed by users using direct manipulation tools. It is obviously that we'd like to have a tool to keep those texts we want and remove those texts we don't want from so much information flow to us. This paper describes a module that sifts through large number of texts retrieved by the user.
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蘇偉峰 等 useful in distinguishing a document's class from other documents. Unclassfiable sememes include those sememes that have similar appearance in all documents. Classfiable includes about 800 sememes. We used these 800 classficable sememes to build Classficable Sememes Vector Space(CSVS).
A text is represented as a vector in the CSVS after the following step:
1. text preprosessing: Judge the language of the text and do some process attribute to its language.
2. Part-of-Speech tagging 3. keywords extraction 4. keyword sense disambiguation based on its environment by calculating its classifiable sememes relevance with it's environment's classifiable sememes.
We add the weight of a semantic item if there are classifiable sememes the same as classifiable sememe in the its environment word's semantic item. This is not a strict disambiguation algorithm. We just adjust the weights of those semantic items.
5. Those keywords are reduced to sememes and the weight of all keywords 's all semantic items 's classifiable sememes are calculated to be the weight of its vector feature.
A user provides some texts to express the text he interested in. They are all expressed as vectors in the CSVS. Then those vectors represent the user's preference. The relevance of two texts can be measured by using the cosine angle between the two text's vectors. When a new text comes, it is expressed as a vector in CSVS too. We find its k nearest neighbours in the texts provided by the user in the CSVS . Calculating the relevance of the new text to its k nearest neighbours and if it is bigger than a certain valve, than it means it is of the user's interest if smaller, it means that it is not belong to the user's interesting. The k is determined by calculated every training vector its neighbours.
Information filtering based on classifiable sememes has several advantage:
1. Low dimentional input space. We use 800 sememes instead of 10000 words. 
過濾模型的設計和實現

文本表示方法 我們採用的技術是向量空間模型，文本表示爲向量空間中的一個向量。向量空間表示爲
→ D ，而每一個分量 d i 是知網中的一個可分義原，那文本就表示成向量 → V ，其分量 v i 爲 對應於 d i 的值，若文本中沒有包含 d i ，則 v i =0。 然而並非文件當中所有的詞都用於構造文本向量，只有那些最能代表文件所要表達對於 w 在知網中的每一個意思，賦予一個初權 k，調節詞 w 每一個意思的權值 的方法的僞代碼演算法 1 所示 演算法 1 ：詞的義原的權值的調節 W I -窗口中除去 w 的第 I 個詞 S I J -窗口中除去 w 的第 I 詞的第 J 個意思 CS I JK --窗口中除去 w 的第 I 詞的第 J 個意思的第 K 個可分義原 WS J -詞 w 的第 J 個意思 WCS JK --詞 w 的第 J 個意思的第 K 個可分義原 Weight(WCS J )-詞 w 的第 J 個意思的權值 FOR I=1 TO n-1 //對於窗口中除了 w 外的每一個詞FOR K=1 TO (第 I 個關鍵字第 J 個意思) Weightof(SM K )= Weightof(SM K )+wt(S I J ) ENDFOR ENDFOR ENDFOR 3.2 用戶模板表示 首先用戶提供 m 篇其所感興趣的文檔，爲了增加用戶興趣的文本在向量空間中的密度， 一般要求 m>50，採用上文所述的方法把這些文本表示爲可分義原空間中的向量，這些 向量就成了代表該用戶興趣的示例，我們稱其爲用戶示例。在進行文本過濾時，我們就 是從用戶示例中找出 k 個與正在過濾的文本最爲鄰近的向量作爲鄰居向量進行分析。 3.3 文本相似度的計算 至此，文本已表示成可分向量空間中的一個向量，兩個文本的相似度可以通過公式（1） 中的余弦值表示，其值越大，則表示這兩個文本的主題越相似，我們認爲他們是越相近 鄰居： | || | ) ( ) cos( , text user text user V V V V a = （2） 其中 ) ( 2 , 1 text text V V 是指用戶向量和文本向量的內積， | | text V 表示文本向量的標量。 在文本過濾當中，我們採用了 k 個最近鄰居（kNN）的方法：對於某一輸入文本 s， 按照上面所述的方法將其表示爲可分義原空間的向量，在用戶示例中，利用公式（2）挑 選出 k（k<<m）個與之最相近的鄰居文本，根據公式（3）計算它與這 k 個文本的相似 程度 Si，其值越高，則我們 r 認爲它越是用戶所感興趣的文本。 蘇偉峰 等 ∑ = = k i i a Si S 1 2 )) (cos( (3) 其中 ⎩ ⎨ ⎧ = x x S 0 ) ( 在所需過濾的所有文本當中，我們可以根據 Si 來進行相關度排序反饋給用戶，也可 以設一閥值 t，當某文本與用戶需求的相關度大於 t 時則認爲該文本符合用戶需求，把文 本按相關度大小的順序返回給用戶，把低於該值的所有文本去除或存在某處以備用戶在 有空時處理。我們可以把用戶的回饋考慮進去，若用戶認爲幾乎所有我們所過濾出的文 件都是他所感興趣的，則我們可調低 t 值，反過來，若有很多文本不符合用戶的興趣， 則我們調高 t 值。 3.4 文本類別的歸類 我們採用 kNN 的方法。首先我們訓練的時候，我們把這些已經分好類的按是否爲用戶的 需要全部按上述方法表示成可分義原向量空間的向量，對一新進來的一個新的文本，我 們採用上面的方法轉化爲可分義原向量空間中的空間向量，假設爲 d，從中找出 k 個與 其最爲鄰近的向量，然後檢查這 k 個已經確定好類別的向量的類別作爲這個向量的類 別。這 k 個向量的權重可以通過其與 d 的相近程度進行賦值。 kNN 是一個基於範例的學習法，其主要的計算量是從向量空間中找出 k 個最近的鄰 居時間複雜度爲 O(L*N)，其中 L 是可分向量空間的可分義原數目，N 爲可分向量空間中 的訓練文本的數量。 k 值的確定方法： 我們主要採用登山法來確認 k 值，在訓練文本全部表示成向量空間的向量以後，按 下面演算法進行計算： 演算法 3 kNN 中的 k 的計算演算法 biggestequal:=0 bigestk：=0； 給向量的每個分量值賦初值 0 FOR k:=（一個>1 的小整數）TO (一個大整數) km:=0; FOR I=1 TO (訓練文本的數目) 對於第 I 個訓練文本，計算 k 個最近鄰居，並利用 k 個鄰居的類別判定 第 I 個文本的類別，如果相等，則 km:=km+1; ENDFOR 当 x<h 时 当 x>=h 时 基於文本概念和kNN的跨語種文本過濾
