A realistic two-component model of the quiet solar photosphere is used to fit the intensity spectrum of the Sun in the wavelength range 0.98-1.57 µm. Our approach differs from earlier attempts in many respects: proper account of convective inhomogeneities is made, accurate collisional broadening parameters from quantum mechanical computations are used, and the effects of possible blends in the local continuum are corrected empirically. This allows us to derive oscillator strengths and central wavelengths for virtually any unblended line of the solar spectrum. The accuracy of the inferred atomic parameters, about 0.06 dex for oscillator strengths and 5 mÅ at 1 µm for central wavelengths, is similar to that of the best laboratory measurements. We apply our method to 83 near-infrared lines belonging to 6 different atomic species. The availability of accurate oscillator strengths and central wavelengths for lines of different species is essential for the interpretation of high resolution spectroscopic observations. The method is especially useful in the infrared, a wavelength domain where laboratory measurements are scarce.
Introduction
Light emitted by atoms is the primary source of information in all branches of astrophysics. The intensity and polarization spectra emerging from celestial objects encode information on the physical conditions of the medium where the spectral lines are formed. Usually, this information is extracted by adopting a suitable model, computing synthetic line profiles for the physical conditions of the model, and comparing them with the observations. Spectroscopy is ultimately tied to our knowledge of atomic physics in many ways; not only as far as the interaction of light with atoms and molecules is concerned, but also because accurate atomic data are required for a correct interpretation of the observations.
Many groups have worked intensively in the last decades to provide the scientific community with accurate atomic parameters. The methods employed range from purely theoretical and semiempirical calculations (e.g., Seaton et al. 1994; Kurucz 1995) to entirely experimental techniques. Very precise laboratory measurements have been carried out in Oxford (Blackwell et al. 1986 , and references therein) and Hannover (Bard et al. 1991; Bard & Kock 1994) . Laboratory measurements have also been performed by other groups (e.g., May et al. 1974; O'Brian et al. 1991; Nave et al. 1994) . A different approach based on the fitting of the solar spectrum has been explored by, among
Send offprint requests to: J. M. Borrero, e-mail: borrero@linmpi.mpg.de others, Gurtovenko & Kostik (1981 , Thévenin (1989 Thévenin ( , 1990 , and Bellot Rubio et al. (1999) . Most of these efforts have concentrated on the ultraviolet and visible regions of the electromagnetic spectrum (from 1400 Å to 8000 Å) and only for a number of atoms of relative importance in astrophysics (e.g., Fe, Si, Ti, Cr). Unfortunately, the absolute scales and accuracies of the available oscillator strengths and central wavelengths are rather inhomogeneous, and many atomic species still need to be measured (see Kurucz 2003 for a review).
The situation is worse in the infrared, where laboratory measurements are scarce and theoretical calculations give order-of-magnitude estimates only. This is unfortunate in view of the increasing interest of the astrophysical community in this part of the spectrum. A number of state-of-the-art infrared instruments have been developed during the last years, including the Tenerife Infrared Polarimeter (TIP, Martínez Pillet et al. 1999) at the German Vacuum Tower Telescope of Teide Observatory and the Cryogenic high-Resolution Infrared Echelle Spectrograph (CRIRES, Wiedemann et al. 2000) at the Very Large Telescope of Paranal Observatory. For the determination of magnetic fields via spectropolarimetry, infrared lines are preferred because of their large Zeeman splittings. In abundance studies of cool stars, the infrared is advantageous because it is cleaner than the visible part of the spectrum.
Clearly, many investigations would benefit from accurate atomic parameters in the near infrared. However, until laboratory measurements become available, the only way to determine such parameters with reasonable degree of accuracy is to use the Sun as a laboratory. This work is part of a continuing effort toward that goal. Here we present a list of accurate central wavelengths and oscillator strengths for 83 unblended lines pertaining to 6 different atomic species in the wavelength range 0.98-1.57 µm. The atomic parameters have been determined by fitting the intensity spectrum of the Sun. The main difference between our work and earlier investigations is that we use a realistic model of the solar photosphere hereafter BBR) together with a more appropriate treatment of the broadening of spectral lines by collisions with neutral hydrogen (Anstee & O'Mara 1995; Barklem & O'Mara 1997; Barklem et al. 1998; hereafter ABO) . Another improvement is that we fit the intensity profiles of the spectral lines, not their equivalent widths. In Sect. 2 we briefly discuss the various methods employed so far for the determination of atomic parameters, emphasizing their advantages and disadvantages, and quantifying the typical uncertainties associated with them. A detailed description of our method is given in Sect. 3. Section 4 presents the oscillator strengths and central wavelengths of 83 infrared lines, many of which have interesting diagnostic potentials for astrophysical applications. In Sect. 5 we evaluate the accuracy of the inferred atomic parameters. Finally, Sect. 6 summarizes the conclusions of this work.
Determination of atomic parameters
Broadly speaking, there are three methods for obtaining transition probabilities and central wavelengths, namely direct laboratory measurements, theoretical determinations based on atomic structure computations, and measurements of spectral lines in the solar spectrum. In what follows we briefly describe these methods and point out some of their strengths and limitations.
Transition probabilities
Laboratory measurements. The determination of relative oscillator strengths in the laboratory is based on measurements of the intensity of spectral lines either in absorption (e.g., Blackwell & Collins 1972) or emission (e.g., May et al. 1974) . The main source of error in these determinations is the imprecise knowledge of the temperature of the light source, which is needed to compute the number of absorbing or emitting atoms under the assumption of thermodynamic equilibrium. Other problems are discussed by Blackwell (1990) . The relative oscillator strengths obtained from such intensity measurements are referred to an absolute scale using precise oscillator strengths estimated by other means for some of the observed lines.
Another possibility is to combine the normalized relative intensities of lines arising from the same upper level (the so-called branching fractions) with absolute measurements of the level lifetime. Time-resolved, laser-induced fluorescence (e.g., O'Brian et al. 1991 ) is a popular technique for determining radiative lifetimes with accuracies of about 5%. Highprecision lasers are used to excite the atomic level of interest. The spontaneous radiative decay is observed over time, and from the decay curve an exponential lifetime is computed.
The combination of branching fractions and radiative lifetimes is generally regarded as the most reliable method for obtaining accurate oscillator strengths (O'Brian et al. 1991; Bard et al. 1991; Bard & Kock 1994) . The absolute oscillator strengths determined in this way are independent of any assumption concerning the thermodynamic state of the source because lines having a common upper level are used. However, it is necessary that the lines be emitted from an optical thin layer in order to avoid self-absorption. With this technique, g f -values can be measured with an uncertainty of 5-10%.
Highly excited atomic levels are difficult to populate in the laboratory. For this reason, the various techniques mentioned so far are more appropriate for characterizing atomic transitions occurring in the UV and visible part of the spectrum. Among all published transition probabilities, the values given by the Oxford and Hannover groups are considered to be the most accurate, with a remarkable internal consistency. A comparison of the oscillator strengths of 23 spectral lines measured by the two groups can be found in Bard et al. (1991) . The deviations between two sets of oscillator strengths can be quantified in terms of the mean ∆ and the standard deviation σ of the differences between individual values. We note that σ = 0.1 dex is equivalent to an rms difference of about 25% in the individual g f -values. Bard et al. (1991) found that Oxford and Hannover oscillator strengths for neutral iron lines are essentially the same 1 , with ∆ = 0.03 and σ = 0.06 dex. Such an rms difference is consistent with the uncertainties of the measurements. Typical uncertainties are between 0.03 and 0.05 dex (7% and 12%, respectively), although individual g f -values may be uncertain by up to 0.11 dex.
A comparison between the laboratory measurements of Oxford and Hannover with those of O'Brian et al. (1991) and May et al. (1974) for the same set of Fe I lines is presented in Fig. 1 . The rms difference σ amounts to 0.15 dex in the case of O'Brian et al. (1991) and 0.12 dex in the case of May et al. (1974) . The absolute scales agree rather well, with ∆ = 0.00 and ∆ = −0.02 dex, respectively. The larger scatter of O'Brian et al. data might be due to the fact that some of their transitions probabilities were obtained from interpolated level populations. The small offset in the absolute scale of May et al. (1974) could be due to problems with the calibration of their emission measurements. In view of these comparisons, it seems appropriate to think of the oscillator strengths measured at Oxford and Hannover (Blackwell et al. 1982 (Blackwell et al. , 1986 Bard et al. 1991; Bard & Kock 1994 ; and references therein) as reference values. Experimental work aimed at completing the database of oscillator strengths for elements of the iron group is being carried out within the framework of the FERRUM project (Johansson 2002) , mainly in the UV.
Theoretical calculations. Oscillator strengths have been computed for essentially all lines of astrophysical interest within the Opacity Project (Seaton et al. 1994) . These values are based on May et al. (1974, bottom) with laboratory measurements from Oxford and Hannover for a list of common Fe I lines in the UV and visible. The rms deviations with respect to the reference values are σ = 0.15 dex and σ = 0.12 dex, respectively. The horizontal dashed lines represent deviations of ±0.1 dex. This is the 25% error adopted in earlier comparisons of laboratory measurements (e.g., Bard et al. 1991) . The percentage of oscillator strengths differing from the reference values by less than 0.1 dex is indicated as success.
ab initio calculations of atomic wavefunctions assuming pure LS coupling. The computed transition probabilities may be in error by a factor of two or more. Significantly higher precision can be achieved if experimental energy levels are used to constrain the atomic wavefunctions. The basic idea is to fit the eigenvalues of a parametrized model Hamiltonian to the observed energies. The Hamiltonian resulting from the fit is diagonalized in order to find its eigenvectors. The eigenvectors are used to transform the pure LS transition matrix into the actual intermediate coupling scheme. Finally, the elements of the transformed matrix give the desired g f -values. Semiempirical determinations of this kind have been carried out intensively by, e.g., Kurucz & Peytremann (1975) . Use of Kurucz values is widespread in the literature due to the huge number of atomic transitions that have been characterized in this way, not only in the UV and visible parts of the spectrum, but also in the infrared, for virtually all atoms and all ionization stages. Unfortunately, these values can be in error by as much as 0.2-0.5 dex according to Blackwell et al. (1976 Blackwell et al. ( , 1979 . Assessing the accuracy of semiempirical oscillator strengths is beyond the scope of this work. However, it is clear that a basic limitation is the precision with which the experimental energies are known. A refinement of the method described above involves the use of orthogonal operators in order to stabilize the fits to the observed energies (see Uylings & Raassen 1997, and references therein) . This makes it possible to consider higher order effects in the model, which results in significant improvements in the accuracy of the eigenvectors, and hence in the final oscillator strengths. The orthogonal operator method has been applied to a few lines only. Solar measurements. Oscillator strengths from the solar spectrum have been an alternative to laboratory measurements whenever large numbers of lines were needed. The extremely high vacuum conditions (ρ = 10 −7 −10 −8 g cm −3 ) and high temperatures (10 3 -10 4 K) of the solar atmosphere provide conditions for many atomic and molecular transitions to appear clearly in the spectrum of the Sun. Solar oscillator strengths have been obtained sucessfully by, among others, Gurtovenko & Kostik (1981 and Thévenin (1989 Thévenin ( , 1990 . The underlying method is to use a suitable model of the solar photosphere and a given set of elemental abundances to solve the radiative transfer equation and generate synthetic spectral lines which are compared with the spectrum emerging from the quiet Sun. If the model atmosphere is realistic enough, any discrepancy between synthetic and observed spectral lines can be ascribed to incorrect oscillator strengths that are modified until the best fit is achieved. The application of this simple idea turns out to be very difficult, mainly because of our inability to model the solar photosphere with sufficient realism. Among the various simplifications adopted, the most important are perhaps the use of one-component models of the solar photosphere (e.g., Gingerich et al. 1971; Holweger & Müller 1974; Gustafsson et al. 1975) , the approximate treatment of the broadening of spectral lines by atomic collisions based on Unsöld (1955) theory, and the assumption of local thermodynamical equilibrium. None of these simplifications is strictly valid. As a consequence, several free parameters had to be invoked: damping enhacement factors, micro-and macroturbulent velocities, etc. It is perhaps for this reason that solar oscillator strengths have never been given much credibility outside the solar physics community. In the present paper we argue that solar oscillator strengths may be as accurate as laboratory measurements. This is already demonstrated in Fig. 2 , where the values determined by Gurtovenko & Kostik and Thévenin are compared with the laboratory measurements from Oxford and Hannover. The rms difference between the solar and experimental values is on the order of σ = 0.15 dex, i.e., similar to the uncertainties of the laboratory measurements presented in Fig. 1 . This result is quite remarkable in view of the simplifications of the method. In Sect. 5 we demonstrate that removal of some of the assumptions leads to significant improvements in the accuracy of the oscillator strengths derived from the solar spectrum.
Central wavelengths
Laboratory measurements. Central wavelengths are measured almost exclusively from emission spectra generated by low pressure sources such as hollow cathode lamps. The absolute wavelength scale of the observations is set by reference lines whose wavelengths are known precisely by, e.g., interferometric techniques. It is important to use high-dispersion spectra in order to determine the exact position of the lines. Although grating spectrographs are appropriate for this purpose, the highest resolving power is provided by Fourier Gurtovenko & Kostik (1981 ; top) and Thévenin (1989 Thévenin ( , 1990 ; bottom) with laboratory measurements from Oxford and Hannover for 80 Fe I lines in the visible part of the spectrum. In both cases, less than 50% of the lines are reproduced within the uncertainties of laboratory measurements (horizontal dashed lines at ±0.1 dex). The rms differences with respect to the laboratory values are σ = 0.14 dex for Gurtovenko & Kostik data, and σ = 0.15 dex for Thévenin data.
Transform spectrometers (see Litzén 1995 for a review). Learner & Thorne (1988) give a detailed account of possible wavelength shifts in this kind of measurements. The most important systematic error is the absolute wavelength calibration of the spectra. Photon noise is the main source of random errors. Weak lines are difficult to measure, implying that their wavelengths are known with less accuracy than those of strong lines. The element for which the most accurate laboratory measurements exist is neutral iron. Nave et al. (1994) give precise wavelengths for 9501 Fe I lines observed in high resolution spectra covering the interval 1700 Å-5 µm. The uncertainties of these measurements are quoted to be on the order of 0.005 cm −1 (∼1.25 mÅ at 5000 Å and ∼5 mÅ at 1 µm) for the strongest lines. Laboratory wavelengths for other species and ionization stages may be much more uncertain. In the case of Fe II, for example, uncertainties of up to 20 mÅ have been reported (Johansson 1978) . Over the last years, high resolution Fourier transform spectra of neutral and ionized Fe, Cr, V, Co, and other elements of the iron group have been obtained at Imperial College and Lund University (see Johansson 1995; Pickering et al. 2002) . The analysis of these data has improved the accuracy of existing laboratory wavelengths by as much as one order of magnitude. So far, the efforts have concentrated on the UV part of the spectrum.
Theoretical calculations. Ritz wavelengths can be predicted from calculated energy levels, as done by Kurucz & Peytremann (1975) . However, these values may be wrong by several angstroms because of inaccurate eigenvectors. In general, only experimental energy levels can be used with confidence for the determination of wavelengths.
Solar measurements. The solar spectrum can be used to infer very accurate central wavelengths for virtually any atomic transition. However, this is a delicate task. Spectral lines in the solar spectrum are shifted from their laboratory positions not only because of the gravitational field of the Sun (around 636 m s −1 ), but also because of convective motions. Such motions shift the spectral lines toward shorter wavelengths in amounts that depend on the height of formation of the lines. These convective blueshifts have to be removed in order to determine accurate central wavelengths from the solar spectrum. One-component models of the photosphere neglect convective inhomogeneities, so they are of little use for this purpose. More complex twocomponent models such as that of BBR are able to describe convective motions to a very reasonable degree of accuracy. The first applications of this kind of models (Bellot Rubio et al. 1999; Frutiger et al. 2000) revealed that the Fe II absolute wavelength scale of Johansson (1978) is off by about −6 mÅ with respect to that defined by Nave et al. (1994) for Fe I. Figure 3 allows us to estimate the accuracy of the central wavelengths determined from the solar spectrum. In that figure, the solar wavelengths of 950 Fe I lines measured by BBR are compared with the laboratory wavelengths of Nave et al. (1994) . The maximum rms difference between them is σ ∼ 1.6 mÅ. This difference comes from uncertainities in the solar and laboratory wavelengths according to σ 2 = σ 2 solar + σ 2 Nave . Inserting the numbers given by Nave et al. (1994) , we find that the typical uncertainty of the wavelengths estimated by BBR from the solar spectrum is on the order of 1 mÅ in the visible. The high accuracy of solar determinations has important practical consequences. For example, the term system of a given atom or ion can be improved and extended if very precise wavelengths are measured for a sufficiently large number of lines (see, e.g., the recent term analysis of Co II by Pickering et al. 1998 ).
Description of the method
The determination of atomic parameters from the solar spectrum involves a comparison between synthetic and observed spectral lines. The synthetic lines are computed integrating the radiative transfer equation in a prescribed model of the solar photosphere. Any difference between the synthetic and observed profiles is ascribed to incorrect transition probabilities and central wavelengths, which can be modified iteratively until the best fit is reached. In this section we concentrate on radiative transfer issues, and describe the model atmosphere, the synthesis/inversion code, the collisional broadening theory, and the treatment of blends in the local continuum that we use for the determination of atomic parameters. In earlier work, the comparison between observed and synthetic profiles was based on equivalent widths and/or line core intensities given the inability of one-component models to reproduce the shape of the spectral lines. This is no longer a limitation, so our analysis is based on profile-fitting techniques in order to increase the reliability of the inferred atomic parameters.
Model atmosphere
The quiet solar photosphere is highly inhomogeneous. Convective cells penetrating from the convection zone cause a rich variety of intensity and velocity patterns. Inhomogeneities not only occur in the horizontal direction, but also in the vertical direction. All these structures leave their imprints on the emergent spectrum. One-component models of the photosphere neglect this structuring, and therefore they are unable to explain many features of the solar spectrum. Prominent examples include the convective blueshifts and C-shaped bisectors of photospheric lines. Other features such as the convective broadening of the solar lines are modeled using ad hoc parameters like, for example, microturbulent and macroturbulent velocities. Given the empirical nature of these parameters, it is necessary to vary them for each line so as to provide the best fit to the observations. Determinations of chemical abundances and atomic parameters based on one-component models are known to be affected by systematic errors Steffen & Holweger 2002 ; see also the clear trend with line strength in our Fig. 2) . The granular inhomogeneities of the solar photosphere can be modeled in a realistic way by means of 3D, fully compressible, hydrodynamical simulations at high Reynolds numbers including non-grey radiative transfer, NLTE effects, and partial ionization of the different species. Current numerical simulations have reached a high degree of sophistication. They are able to reproduce, among other observables, the granular patterns, the spectral line shapes and bisectors, and the frequencies of the p-mode oscillations of the photosphere (Asplund et al. 2000a,b; Stein & Nordlund 1998) . However, these simulations are not very well suited to the determination of atomic parameters because of the computational effort required to produce spatially and temporally averaged synthetic profiles out of the high spatial and temporal resolution snapshots. For a systematic analysis of the solar spectrum, a simplified but still realistic description of the solar surface is more appropriate.
Recently, we have presented a two-component model of the solar photosphere (BBR). This model provides a simple description of the solar granulation in terms of two atmospheric components representing spatially and temporally averaged granules and intergranules (hot plasma upflows and cool downflows, respectively). The two-component model was obtained from a LTE inversion of 22 neutral iron lines for which very accurate atomic parameters (oscillator strengths, central wavelengths, and collisional parameters) were known. In addition, the observations were taken from the same spectral atlas we employ here (see Sect. 4.2) . Thus, the model is representative of the very same physical conditions under which the lines to be analyzed were formed. Despite its simplicity, the two-component model is able to reproduce the line shifts and equivalent widths of about 800 visible lines of the solar spectrum. It is also capable of matching the center-to-limb variation of the continuum intensity with higher accuracy than any one-component model. Exploratory calculations have shown that it can be employed to infer oscillator strengths with an accuracy comparable with that of the best laboratory measurements (BBR). Bellot have used this model to determine the solar iron abundance. The abundances resulting from individual Fe I and Fe II lines do not depend on line strength, and are fully consistent with those estimated from more complex 3D numerical simulations (Asplund et al. 2000c) .
Unlike one-component models, BBR's model is able to reproduce the asymmetrical shapes and broadening of the spectral lines induced by convective motions. This allows us to fit the full shape of the observed lines in order to increase the amount of information. Successful profile fits mean that equivalent widths, line core intensities, and bisectors are also reproduced. At this point we note that our model does not give a perfect description of the real Sun. Therefore, we still have to use macroturbulent and microturbulent velocities. However, there is a substantial difference between our treatment and those of authors using one-component models. Gurtovenko & Kostik (1981 , for example, considered macroturbulence and microturbulence as free parameters, that is, they adopted different values for weak and strong lines. We aim at a more consistent treatment, and keep the micro and macroturbulent velocities fixed at the values derived from the inversion of the 22 Fe I lines (BBR). Changing these values arbitrarily would be inconsistent, as the two-component model would not be able to reproduce the spectral lines from which it was determined.
Synthesis of spectral lines
The spectral lines emerging from the two-component model are synthesized with SIR (Stokes Inversion based on Response functions; Ruiz Cobo & del Toro Iniesta 1992). The synthesis module of SIR is based on an earlier code by Wittmann (1974) except for the integration of the radiative transfer equation, which is carried out using the Hermitian algorithm of Bellot Rubio et al. (1998) . The basic assumptions are LTE, plane-parallel geometry, and hydrostatic equilibrium. The continuum absorption coefficient is evaluated for a given wavelength, temperature, and electron pressure taking into account contributions from H, He, H − , He − , H − 2 , H + 2 , C, Mg, and Na, as well as Rayleigh scattering by H, H 2 , and He, and Thomson scattering by free electrons (for details, see Wittmann 1974) . Electron pressures are put in hydrostatic equilibrium using the equation of state of an ideal gas with variable mean molecular weight to account for the partial ionization of the various atomic elements. Gas pressures are computed from temperatures and electron pressures on the assumption of LTE and chemical equilibrium.
In this work, several optimizations of SIR have been carried out. To account for the broadening of the spectral lines by collisions with neutral atoms, quantum mechanical parameters have been implemented in substitution of the classical Unsöld (1995) formula (see Sect. 3.3 for details). Radiative damping constants measured in the laboratory are used whenever possible, otherwise a damped harmonic oscillator is assumed. Stark broadening is neglected.
Collisional broadening
Collisions with neutral hydrogen atoms is an important mechanism for broadening lines in the solar amosphere, particularly in strong lines. Although charged particles such as electrons and ions interact more strongly and broaden lines more efficiently, in the atmospheres of cool stars like the Sun hydrogen atoms outnumber electrons by about four orders of magnitude and therefore dominate the collisional broadening of most photospheric metal lines. The classical Unsöld formula, which is based on the simple van der Waals potential C/R 6 , is known from comparison to the observed broadening in the solar spectrum to typically underestimate the broadening by around a factor of two. Despite this, due to its relatively simple form and wide applicability compared with detailed calculations available for a few selected lines, it has remained in wide use in astrophysics, often with a correction or "enhancement" factor E derived from the solar spectrum.
During the nineties, the ABO theory (Anstee & O'Mara 1991; Anstee & O'Mara 1995; Barklem & O'Mara 1997; Barklem et al. 1998 ) was developed with the aim of describing collisional broadening as accurately as possible while also having the wide applicability desirable for astrophysical applications. The work provides a universal theory for the broadening of low-lying lines of neutral atoms. The most important features of the ABO formulation are the development of a method for computing the interatomic potential between the hydrogen atom and a generic neutral atom using perturbation theory with the unexpanded electrostatic interaction, and that the orientation of the pertubed atom (m state) is accounted for. This leads to interatomic potentials which are reliable at intermediate range (where the potential deviates from asymptotic van der Waals behavior) and long range, which are the interactions of importance in broadening by hydrogen. However, to keep the theory suitably general for wide application, some approximations must be made, such as the neglect of avoided crossings and exchange in the interaction potentials. Lack of reliable experimental data for this process makes it difficult to judge the accuracy of the ABO calculations with certainty. However, comparisons with the more detailed calculations available for some lines (e.g., Na D lines) and the solar spectrum indicate that the ABO theory is accurate to perhaps around 10% (e.g., Barklem & O'Mara 2001) .
The broadening data used in this work have been calculated from the ABO theory and are described by two parameters. The line broadening cross section σ is given in atomic units for a collision speed of v 0 = 10 4 m s −1 . The cross section for other velocities is calculated via the velocity parameter α which is derived from a fit to the velocity dependence of the cross sections computed for a range of velocities assuming that
The line half half-width for a given temperature and hydrogen number density is found from σ and α using the expression
wherev = (8kT/πµ) 1/2 and µ is the reduced mass of the two atoms.
For the majority of lines employed in this work broadening parameters were obtained by interpolating in the previously published tables of general broadening data for given effective principal quantum numbers (Anstee & O'Mara 1995; Barklem & O'Mara 1997; Barklem et al. 1998) , taking particular care to correctly account for excited parent configurations in determining the effective principal quantum number (e.g., Barklem et al. 2000) . For the Si I 12189 Å line the upper state was just outside the region of the tabulated data. While this is outside the region of strict validity of the theory due to the expected increased influence of exchange effects in the interaction, broadening data were calculated specifically, and should provide a reasonable estimate. Lines involving very excited states, where the theory is not applicable, were rejected.
Inversion of observed lines
The observed spectral lines are fitted by means of a leastsquares procedure using the inversion module of SIR. Each line is considered separately. The only parameters allowed to vary during the fit are the oscillator strength g f , the central wavelength λ 0 , and a continuum correction factor (see Sect. 3.5). In order to speed up the inversion process, analytical response functions for oscillator strengths and central wavelengths have been implemented in SIR. As explained by Ruiz Cobo & del Toro Iniesta (1994) and del Toro Iniesta (2003), response functions are the partial derivatives of the emergent intensity profile with respect to the free parameters of the inversion.
Continuum correction
Some regions of the solar spectrum are heavily populated by atomic lines. Molecules are also important in the infrared The residuals, shown in the lower panels, are about 1% at most, and the derived oscillator strengths differ from the laboratory values by −0.03 dex and −0.06 dex, respectively. When the continuum correction is applied (solid lines), the fits and the inferred oscillator strengths improve. The differences between solar and laboratory oscillator strengths are now 0.015 dex for Fe I 6271 Å and −0.006 dex for Fe I 6609 Å. The continuum corrections determined from the inversion are small (∼1.3-1.6% of the real continuum intensity). The inferred central wavelengths are almost independent of the continuum correction. The quality of the fit is measured in terms of an equivalent signal-to-noise ratio (SR in the figure), defined as the inverse of the root mean square difference between synthetic and observed profiles. because of the very broad absorption bands they produce. Strongly blended lines cannot be analyzed unless the blends are taken into account. Another serious problem is line haze, i.e., absorptions in the continuum due to weak spectral features located near the line of interest. Proper modeling of this absorption is difficult because in most cases the blending lines are unidentified. Line haze has long been recognized as an important source of error in abundance and atomic parameter determinations (see, e.g., Holweger et al. 1995) . All atomic parameters inferred from the solar spectrum are affected by such uncertainties to some extent. Our approach to minimize the influence of line haze is to apply a wavelength-independent correction I cc to the synthetic profile I syn . With this correction, the profile which is actually compared with the observations is I(λ) = I syn (λ) − I cc , where I syn (λ) is the intensity profile emerging from the two-component model (not affected by line haze). The continuum correction I cc is treated as a free parameter in the inversion, so it is determined automatically. In Fig. 4 we plot two examples of visible Fe I lines whose oscillator strengths and central wavelenghts have been derived with and without correction. The synthetic profiles without correction (dashed lines) have their continua slightly above the observed ones (dots). In order to compensate for the misfit, at least partially, the synthetic core intensities are smaller than the observed ones. This results in poorer oscillator strengths. The line haze in the examples of Fig. 4 is relatively small, so the atomic parameters derived with and without correction are quite similar. However, the continuum correction may be essential in cases where strong absorption occurs in the continuum due to, e.g., molecular blends or the line being placed in the far wing of a saturated spectral feature.
Abundances
The strength S of a line in the solar spectrum is determined by the product Ag f , where A stands for the elemental abundance, g is the multiplicity of the lower level, and f is the transition probability. Fitting the observed spectral line yields S . Thus, fixing an abundance defines the absolute scale of the oscillator strengths. For iron, Bellot have demonstrated that an abundance of 7.43 dex is required for the two-component model to deliver oscillator strengths in the absolute scale of Oxford and Hannover laboratory measurements. This value seems to be appropriate for LTE analyses like ours. For other elements no such determinations have been carried out, so we use the most recent abundance values published in the literature (see Table 1 ). It is important to stress that changing the abundance is equivalent to changing the oscillator strengths, so rescaling should be no problem if other abundances are employed.
Results

Selection of lines and atomic data
A list of unblended lines in the solar spectrum from 0.98 to 1.57 µm has been compiled using the spectral atlases of Livingston & Wallace (1991) and Wallace et al. (1998) . These Kupka et al. 1999 ). Thus, we have confirmed the identification of each line by means of the VALD database. Lines appearing in the atlases but not in VALD were automatically rejected. In addition, the influence of possible blends was assessed for each individual line by considering the transitions of all atomic and ionized species in a wavelength interval of ±2 Å around the line of interest. The relative strengths of the blending lines were estimated by taking into account the elemental abundances, the oscillator strengths given by VALD, and the excitation potentials of the lower levels. Lines considered to be severely affected by blends were removed from the initial list. Our final list contains 83 lines of the highest quality belonging to 6 different atomic species: Cr, Ti, C, Si, Ca, and Fe. To the best of our knowledge, these lines are relatively free from blends. Hence, they may be of interest for astrophysical applications. Several lines, including Si I 10827 Å and Fe I 15648 Å, are well known to solar physicists because of their diagnostic capabilities.
Observations
The intensity profiles of the lines selected for analysis have been extracted from the spectral atlas of Brault & Neckel (1987) . This atlas gives the spatially and temporally averaged intensity spectrum of the quiet Sun at disk center. The data were recorded with the Fourier Transform Spectrometer attached to the McMath-Pierce telescope on Kitt Peak. The signal-tonoise ratio of the observations is better than 5000, with a resolving power λ/∆λ 300 000. The atlas is available via ftp at http://www.nso.noao.edu/diglib/ftp.html. The observations are split in several spectral windows. The absolute wavelength calibration of the atlas has been proved to be free from systematic errors between 3290 and 12 510 Å (Allende Prieto & García López 1997) . Unfortunately, this has not been tested for lines beyond 1.25 µm. Thus, in this range we restrict ourselves to determining oscillator strengths only, as we cannot ensure accurate values for central wavelengths. Brault & Neckel (1987) . The lines marked with the element are analyzed in this work. I c stands for continuum intensity. Figure 5 shows a small section of the FTS atlas containing four lines analyzed in this work.
The profiles of the 83 lines have been extracted from the atlas by removing the sections of the profiles affected by blends. In order to avoid strong NLTE effects, lines with core intensities below 0.4 (in units of the continuum intensity) have been cut at that level, so only the wings and/or outer core are fitted. Finally, the real continuum (without line haze) has been determined for each line by looking for the maximum continuum intensity in a window of ±4 Å centered at the wavelength of interest.
Inferred atomic parameters
Examples of typical fits obtained from the inversion are shown in Fig. 6 for weak, intermediate, and strong lines. As can be seen, the observed lines are reproduced to a high degree of accuracy. Of course, the fits are much better than those provided by one-component model atmospheres. For most of the lines, the maximum differences between observed and synthetic profiles are smaller than 1% of the continuum intensity. For strong silicon lines, a larger discrepancy of about 2% is found in the line core. Apart from that, the fits are very satisfactory. The equivalent width of the lines is reproduced almost perfectly, and the asymmetrical shape of the profiles (observed normally as a stronger and more extended red wing) is also fitted nicely (see, for example, the upper left panel of Fig. 6 ). The dashed lines in Fig. 6 represent the intensity profiles resulting from Kurucz's oscillator strengths and central wavelengths. It is obvious that neither the equivalent widths nor the central positions of the lines are reproduced with these values. In the four cases of Fig. 6 , the corrections to Kurucz's oscillator strengths are on the order of 0.15-0.30 dex. Figure 6 also illustrates the subtleties of correcting central wavelengths. Naively, one would expect good wavelength corrections by forcing the cores of synthetic and observed lines to match. If this is done for the Ti I line considered in the upper left panel -just by comparing the observed spectrum (dots) with the profile synthesized with Kurucz's atomic parameters (dashed line) -one would find a correction of some 10 mÅ, whereas the correction obtained from the inversion is 5 mÅ. The actual correction is smaller because not only the wavelengh, but also the oscillator strength, is changed in the process, and therefore the line core is formed in a different photospheric layer, where the velocity field is different. This example illustrates the need of simultaneous determinations of oscillator strengths and central wavelengths. Wavelengths obtained from direct comparisons of synthetic and observed profiles may be in error by several mÅ.
The atomic parameters determined from the inversion of the 83 infrared lines, together with some line parameters from the solar spectrum, are given in the Appendix (Tables A.1 and A.2). The fits to the observed profiles are very satisfactory, with typical equivalent signal-to-noise ratios of about 1000. We note that the typical continuum corrections are smaller than 1%, which lends support to our claim that the lines are relatively free from blends. The uncertainties of our oscillator strengths and central wavelengths are estimated to be ∼0.06 dex and ∼5 mÅ, respectively (see Sect. 5). Thus, we are able to provide atomic parameters with an accuracy similar to that of laboratory measurements. Figure 7 compares the inferred oscillator strengths and central wavelengths with the semiempirical values of Kurucz (1993 Kurucz ( , 1994 . The rms differences between the solar and Kurucz atomic parameters amount to 0.24 dex and 15.3 mÅ, Table 2 . Mean and rms differences between our atomic parameters and those by Kurucz (1993 Kurucz ( , 1994 for the various species. Values in parentheses are uncertain because of the small number of lines on which they are based. respectively. The very large scatter is not surprising in view of the relatively poor accuracy of semiempirical calculations. Table 2 gives a more detailed summary of this comparison for the various atomic species.
Species Lines
∆ log g f σ log g f ∆ λ 0 σ λ 0 (dex) (dex) (mÅ)(mÅ)
Accuracy of the inferred atomic parameters
The best way to estimate the accuracy of the atomic parameters given in Tables A.1 and A.2 is to make comparisons with laboratory measurements. Unfortunately, this is difficult because of the almost complete lack of experimental measurements in the near infrared. Only the central wavelengths of the Fe I lines considered in this work can be compared with the laboratory determinations of Nave et al. (1994) . We deem it important to estimate also the accuracy of our oscillator strengths. Therefore, we have decided to apply our procedure to a set of visible Fe I lines of the solar spectrum for which accurate laboratory measurements from Oxford and Hannover exist. The comparison of transition probabilities for visible lines will give us an idea of the accuracy of our determinations in the near infrared. Figure 8 shows the differences between the central wavelengths of 38 infrared Fe I lines of Table A .2 and the laboratory measurements of Nave et al. (1994) . The rms difference is 7.3 mÅ. Nave et al. (1994) quote an uncertainty of about 5 mÅ at 1 µm. From these values it follows that the uncertainty in our determinations is also 5 mÅ at 1 µm. The excellent agreement between laboratory wavelengths and those inferred from the solar spectrum is due to our using a two-component model of the quiet photosphere, which allows us to remove the convective blueshifts of the solar lines. Figure 9a compares the oscillator strengths resulting from the inversion of 60 Fe I lines in the visible part of the solar spectrum with the values provided by Oxford and Hannover. Again, the agreement is quite satisfactory, with an rms difference of only 0.065 dex. Since the minimum uncertainty in the laboratory measurements is 0.03 dex, we conclude that our oscillator strengths are uncertain by less than 0.057 dex. This is indeed an excellent result. We not only improve on earlier solar determinations based on one-component model atmospheres, but also some laboratory measurements (compare Figs. 1 and 2 with Fig. 9a ). At this point it is necessary to mention that Thévenin (1989 Thévenin ( , 1990 and Gurtovenko & Kostik (1981 quote uncertainties of only 0.05 dex in their solar oscillator strengths.
Fig. 7.
Comparison between the atomic parameters derived in this work and the semiempirical calculations of Kurucz (1993 Kurucz ( , 1994 Nave et al. (1994) for the 38 Fe I lines of Table A .2 in the interval 0.98-1.25 µm. The mean and rms differences are −0.2 mÅ and 7.3 mÅ, respectively.
From Fig. 2 we believe that their real uncertainty is much larger, probably 0.14 dex or more. Figure 9a demonstrates that the differences between our g f -values and those measured in the laboratory do not depend on line strength. Any dependence would reveal systematic errors in the solar determination. The lack of trends in Fig. 9a is mainly the result of a realistic estimation of the collisional broadening based on the quantum mechanical formulation of ABO. This is shown in Figs. 9b and 9d , where the A clear trend with log g f is apparent. The use of a realistic two-component model of the solar photosphere also improves the quality of the oscillator strengths, as a cursory glance at Figs. 9a and 9c demonstrates. To produce Fig. 9c , the collisional broadening was computed according to the ABO theory, but the velocities of the two-component model were set to zero.
To summarize, our method increases the accuracy of the atomic parameters determined in previous analyses of the solar spectrum thanks to 1) an improved treatment of the broadening of spectral lines by collisions with neutral hydrogen, and 2) the realistic modeling of convective motions in the solar photosphere provided by the two-component model of BBR.
Conclusions
We have presented a method for determining very accurate oscillator strengths and central wavelengths from the solar spectrum. The method is based on the fitting of the intensity profiles of lines emerging from the quiet Sun. Comparisons between the inferred atomic parameters and precise laboratory measurements show that the oscillator strengths and central wavelengths determined in this way are accurate to about 0.06 dex and 5 mÅ at 1 µm, respectively. Our results have an accuracy comparable with that of the best laboratory measurements. This is due to the realistic description of the solar photosphere provided by the two-component model of and the use of the collisional broadening theory developed by Anstee, Barklem, & O'Mara.
The small uncertainties in our oscillator strengths suggest that errors in the model atmosphere and broadening parameters for the lines used cannot be very large. They also indicate that our assumption of LTE is reasonable. NLTE effects would produce systematic differences between the solar and laboratory transition probabilities. Such differences are not observed.
We have applied the method to 83 near-infrared lines belonging to six different atomic species. Many of these lines are of interest for astrophysical applications, but none has been measured in the laboratory (except the Fe I lines, whose wavelengths were determined by Nave et al. 1994 ). This demonstrates that the method is a powerful tool for characterizing atomic transitions in the infrared. Of course, it can also be applied to visible lines. The main advantage of using the Sun as a laboratory is that we are not restricted to transitions excitable on Earth. We plan to carry out a systematic study of the solar spectrum in order to determine accurate oscillator strengths and central wavelengths for a large number of spectral lines. The availability of precise atomic parameters will enhance the diagnostic capabilities of high resolution spectroscopic observations. Very accurate wavelengths are also important for revising the energy levels of atoms and ions that have not been studied in the laboratory.
Appendix A: Atomic data
Table A.1. Atomic parameters derived is this work for Ti, Cr, Ca, Si, and C near-infrared lines. λ 0 represents the central wavelength (already corrected for convective blueshift and gravitational redshift), χ the excitation potential of the lower level, log g f the logarithm of the oscillator strength times the multiplicity of the lower level, α and σ the collisional broadening parameters (a 0 is Bohr radius), γ rad the radiative damping, I min the line core intensity in the solar spectrum, W λ the equivalent width of the line in the solar spectrum, and I cc the continuum correction discussed in Sect. 3.5. The Landé factors correspond to LS coupling. The oscillator strengths given here should be used together with the abundances of Kurucz 1993 Kurucz , 1994 . Kurucz 1993 Kurucz , 1994 ). * Central wavelengths taken from Nave et al. (1994) .
