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Let AlgN be a nest algebra associated with the nest N on a (real
or complex) Banach space X . Assume that every N ∈ N is comple-
mented whenever N− = N. Let δ : AlgN → AlgN be an additive
map. It is shown that the following three conditions are equivalent:
(1) δ is derivable at zero point, i.e., δ(AB) = δ(A)B + Aδ(B) when-
ever AB = 0; (2) δ is Jordan derivable at zero point, i.e., δ(AB +
BA) = δ(A)B + Aδ(B) + Bδ(A) + δ(B)A whenever AB + BA = 0;
(3) δ has the form δ(A) = τ(A) + cA for some additive derivation
τ and some scalar c. It is also shown that δ is generalized deriv-
able at zero point, i.e., δ(AB) = δ(A)B + Aδ(B) − Aδ(I)Bwhenever
AB = 0, if and only if δ is an additive generalized derivation. Finer
characterizations of abovemaps are given for the case dim X = ∞.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let A be an algebra and M be an A-bimodule. Recall that a linear (an additive) map δ from A into
M is derivable at Z ∈ A (or generalized derivable at Z ∈ A) if δ(AB) = δ(A)B + Aδ(B) (or δ(AB) =
δ(A)B + Aδ(B) − Aδ(I)B) for any A, B ∈ A with AB = Z . Recall that δ is Jordan derivable at Z ∈ A if
δ(AB + BA) = δ(A)B + Aδ(B) + Bδ(A) + δ(B)A for any A, B ∈ A with AB + BA = Z .
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There have been a number of papers concerning the study of conditions under which (generalized
or Jordan) derivations of operator algebras can be completely determined by the action on some
sets of operators. We mention some such results related to this paper. It was shown by Chebotar et
al. in [1] that every additive map δ on a prime ring A containing a nontrivial idempotent has the
form δ(A) = τ(A) + CA if the map is derivable at zero point, where τ is an additive derivation and
C is a central element of A. Note that the nest algebras are important operator algebras that are not
prime. Using the main theorems in [3,4], Jing et al. in [9] showed that, for the case of nest algebras
on Hilbert spaces, the set of linear maps derivable at zero point with δ(I) = 0 coincides with the
set of inner derivations. In [11], Li et al. showed that every linear map δ derivable at zero point with
δ(I) = 0 on a nest subalgebra of a factor von Neumann algebra is a derivation. Zhu and Xiong showed
in [15] that every norm continuous linear map generalized derivable at zero point between ﬁnite nest
algebras on Hilbert spaces is a generalized inner derivation. In [16], Zhu and Xiong proved that every
norm continuous linear map δ generalized derivable at zero point on ﬁnite CSL algebra on a complex
separable Hilbert space is a generalized derivation (i.e., δ(AB) = δ(A)B + Aδ(B) − Aδ(I)B for all A, B).
In [10], Jing showed that every linear map on B(H) Jordan derivable at unit operator I is an inner
derivation, where B(H) denotes the algebra of all bounded linear operators on Hilbert space H. The
purpose of this paper is to continue the discussion of this topic and generalize above results on nest
algebras by a different approach. We’ll characterize the additive maps that are (generalized) derivable
at zero point or Jordan derivable at zero point between nest algebras on Banach spaces, without any
continuity assumption on the maps.
LetN be a nest on a Banach spaceXover the real or complex ﬁeldFwith eachN ∈ N complemented
in X whenever N− = N. It is obvious that the nests on Hilbert spaces, ﬁnite nests and the nests having
order-type ω + 1 or 1 + ω∗, where ω is the order-type of the natural numbers, satisfy this condition
automatically. Let δ : AlgN → AlgN be an additive map. In Section 2 we show that, if δ is derivable at
zero point, then δ(I) = cI for some scalar c ∈ F and there is an additive derivation τ such that δ(A) =
τ(A) + cA for all A ∈ AlgN ; if δ is generalized derivable at zero point, then δ is in fact a generalized
derivation. In particular, if δ(I) = 0, then in both cases, δ is an additive derivation (Theorems 2.1 and
2.2). Section 3 is devoted to characterizing additive maps that Jordan derivable at zero point. We show
that, ifδ is Jordanderivableat zeropoint, then thereexist anadditivederivationτ andascalar c such that
δ(A) = τ(A) + cA (Theorem 3.1). Thus δ is derivable at zero point if and only if it is Jordan derivable at
zero point. Particularly, if X is inﬁnite dimensional, then the following three conditions are equivalent:
(1) δ is additive and is derivable at zero point; (2) δ is additive and is Jordan derivable at zero point;
(3) δ is linear and there exist an operator T ∈ AlgN and a scalar c ∈ F such that δ(A) = AT − TA + cA
for all A ∈ AlgN (Corollary 3.3). We also show that if dim X = ∞, then δ is additive and generalized
derivable at zero point if and only if δ is linear and there exist T, S ∈ AlgN such that δ(A) = AT + SA
for all A ∈ AlgN (Theorem 2.4). For the case dim X < ∞, if δ is continuous on FI, then δ is additive
and (Jordan) derivable (resp. generalized derivable) at zero point will imply that δ is linear and has the
form (3) above (resp. δ(A) = AT + SA for all A ∈ AlgN ) (Theorem 2.5).
The following notations will be used in this paper.
Let X be a Banach space over the ﬁeld F(=R orC, the ﬁeld of real numbers or the ﬁeld of complex
numbers), and B(X) denote the algebra of all bounded linear operators on X . Recall that a nest in X
is a chain N of closed (under norm topology) linear subspaces of X containing the trivial subspaces
0 and X , which is closed under the formation of arbitrary closed linear span (denoted by
∨
) and
intersection (denoted by
∧
). AlgN denotes the associated nest algebra, which is the algebra of all
operators T in B(X) such that TN ⊆ N for every element N ∈ N . When N /= {0, X}, we say that N is
nontrivial. It is clear that ifN is trivial, then AlgN = B(X). Denote AlgFN =: AlgN ∩ F(X ), the set of
all ﬁnite rank operators in AlgN . For N ∈ N , let N− = ∨{M ∈ N |M ⊂ N}, N+ = ∧{M ∈ N |N ⊂ M}
andN⊥− = (N−)⊥, whereN⊥ = {f ∈ X∗|N ⊆ ker(f )} and X∗ is the dual of X . DenoteD(N ) =
⋃{N ∈
N |N− /= X}. It iswell known that a rank one operator x ⊗ f belongs to AlgN if and only if there is some
N ∈ N such that x ∈ N and f ∈ N⊥− ; every operator in AlgFN is a ﬁnite sum of rank one operators in
AlgFN . Moreover, Erdos in [3] (for Hilbert space case) and Spanoudakis in [13] (for general Banach
space case) proved that AlgFN is a dense subset of AlgN under the strong operator topology. Formore
information on nest algebras, we refer to [2].
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2. Additive maps derivable or generalized derivable at zero point
It is clear that if an additive map δ on a ring has the form δ(A) = τ(A) + CA for all elements A,
where τ is an additive derivation and C is a central element of the ring, then δ is derivable at zero
point. The following is our main result in this section, which asserts that the converse of above fact
is true for additive maps on nest algebras. Note that, the condition “with each N ∈ N complemented
in X whenever N− = N” is quite weak. The set of such nests contains all Hilbert space nests, all ﬁnite
nests, all nests have order-type ω + 1 or 1 + ω∗, where ω is the order-type of the natural numbers
and ω∗ is its anti-order-type. Note also that, there exist nontrivial nests on Banach spaces that satisfy
the above condition but have no nontrivial element that is complemented.
Theorem 2.1. Let N be a nest on a Banach space X over the real or complex ﬁeld F, with each N ∈ N
complemented in X whenever N− = N. Let δ : AlgN → AlgN be an additive map. If δ is derivable at
zero point, that is, if δ(A)B + Aδ(B) = 0whenever AB = 0, then δ(I) = cI for some c ∈ F and there is an
additive derivation τ such that δ(A) = τ(A) + cA for all A ∈ AlgN . In particular, if δ(I) = 0, then δ is an
additive derivation.
Ournext result says that the set of additivemaps generalizedderivable at zeropoint onnest algebras
coincides with the set of additive generalized derivations on nest algebras.
Theorem 2.2. Let N be a nest on a Banach space X over the real or complex ﬁeld F, with each N ∈ N
complemented in X whenever N− = N. Let δ : AlgN → AlgN be an additive map. If δ is generalized
derivable at zero point, that is, if δ(A)B + Aδ(B) − Aδ(I)B = 0whenever AB = 0, then δ(AB) = δ(A)B +
Aδ(B) − Aδ(I)B for all A, B ∈ AlgN , that is δ is an additive generalized derivation. In particular, if δ(I) = 0,
then δ is an additive derivation.
Proof of Theorem 2.2. Deﬁne τ(A) = δ(A) − δ(I)A for A ∈ AlgN . It is easy to see that τ is derivable
at zero point and τ(I) = 0. By Theorem 2.1, τ is a derivation. Thus for arbitrary A, B ∈ AlgN ,
δ(AB) = τ(AB) + δ(I)AB
= τ(A)B + Aτ(B) + δ(I)AB
= (δ(A) − δ(I)A)B + A(δ(B) − δ(I)B) + δ(I)AB
= δ(A)B + Aδ(B) − Aδ(I)B.
Therefore δ is an additive generalized derivation. 
For additivemaps derivable (or generalized derivable) at zero point on inﬁnite dimensional Banach
space nest algebras, we have the following ﬁner characterization.
Theorem 2.3. Let N be a nest on an inﬁnite dimensional Banach space X over the real or complex ﬁeld F,
with each N ∈ N complemented in X whenever N− = N. Let δ : AlgN → AlgN be an additive map. If δ
is derivable (resp. generalized derivable) at zero point, then there exist an operator T ∈ AlgN and a scalar
c (resp. there exist operators T, S ∈ AlgN ) such that δ(A) = AT − TA + cA (resp. δ(A) = AT + SA) for
all A ∈ AlgN .
Proof. Assume that δ : AlgN → AlgN is an additive map derivable at zero point. By Theorem 2.1,
there exist an additive derivation τ and a scalar c ∈ F such that δ(A) = τ(A) + cA for all A ∈ AlgN .
Note that, by [5,6], all additive derivations on inﬁnite dimensional Banach space nest algebras are
linear. As every linear derivation of a nest algebra on a Banach space is continuous (Ref. [7, Theorem
2.2]) and every continuous linear derivation of a nest algebra on a Banach space is inner (Ref. [14]), so
every additive derivation on an inﬁnite dimensional Banach space nest algebra is inner. Hence there
exists T ∈ AlgN such that τ(A) = AT − TA for all A ∈ AlgN .
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Assume that δ is generalized derivable at zero point. Then by Theorem 2.2, τ deﬁned by τ(A) =
δ(A) − δ(I)A is an additive derivation, and thus, by just proved above, there exists T ∈ AlgN such
that τ(A) = AT − TA holds for all A ∈ AlgN . Let S = T + δ(I), then δ(A) = AT + ST for all A ∈ AlgN ,
ﬁnishing the proof. 
To prove Theorem 2.1, we need the following lemma which appeared in [8].
Lemma 2.4 (8, Lemma 3.2). Let N be a nest on a (real or complex) Banach space X. If N ∈ N is comple-
mented in X whenever N− = N, then the ideal AlgFN of ﬁnite rank operators of AlgN is contained in the
linear span of the idempotents in AlgN . Moreover, for every rank one nilpotent operator F in AlgN , there
exist idempotent operators P, Q in the nest algebra AlgN such that F = P − Q .
Proof of Theorem 2.1.We will complete the proof by checking several claims.
Claim 1. There exists an α ∈ F such that δ(I) = αI.
It is well known that the commutant of a nest algebra acting on a Banach space is trivial, i.e., is FI. In
fact, if T commutes with every A ∈ AlgN , then it commutes with every rank one operator x ⊗ f in the
nest algebra, that is, Tx ⊗ f = x ⊗ T∗f . It follows that Tx = λxx for some scalarλx and for all x ∈ D(N ).
Thus there exists some scalar α such that T|D(N ) = αI|D(N ). As the manifold D(N ) is dense in X , we
see that T = αI.
Let P ∈ AlgN be an idempotent. It follows from P(I − P) = 0 that
δ(P) + Pδ(I) = δ(P)P + Pδ(P). (2.1)
On the other hand, since (I − P)P = 0, we obtain
δ(P) + δ(I)P = δ(P)P + Pδ(P). (2.2)
Eqs. (2.1) and (2.2) imply that Pδ(I) = δ(I)P. By Lemma 2.4 and the fact that the set of ﬁnite rank
operators is strongly dense in the nest algebra AlgN , we get δ(I) = αI for some α ∈ F.
Deﬁne τ(A) = δ(A) − δ(I)A for A ∈ AlgN . It is easy to see that τ is derivable at zero point and
τ(I) = 0.
Claim 2. There exists a function ξ : F → F such that τ(λI) = ξλI and τ(λP) = λτ(P) + τ(λI)P for
every λ ∈ F and every idempotent P ∈ AlgN .
For any idempotent P ∈ AlgN , denote P⊥ = I − P. It follows from P⊥(λP) = 0 that
τ(λP) = τ(P)λP + Pτ(λP). (2.3)
Similarly, by (λP)P⊥ = (λP⊥)P = P(λP⊥) = 0, we obtain that
τ(λP) = τ(λP)P + λPτ(P), (2.4)
τ(λI)P + λτ(P) = τ(λP)P + λPτ(P) (2.5)
and
λτ(P) + Pτ(λI) = τ(P)λP + Pτ(λP). (2.6)
Comparing Eqs. (2.3) and (2.4), one sees that τ(P)λP + Pτ(λP) = τ(λP)P + λPτ(P). Then it follows
from Eqs. (2.5) and (2.6) that τ(λI)P = Pτ(λI). Since P ∈ AlgN and λ ∈ F are arbitrary, this implies
that there exists a ξλ ∈ F, depending only on λ, such that τ(λI) = ξλI and τ(λP) = λτ(P) + τ(λI)P.
Claim 3. For every ﬁnite rank operator F ∈ AlgN and everyλ ∈ F,wehave τ(λF) = λτ(F) + τ(λI)F.
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We only need to show that τ(λD) = λτ(D) + τ(λI)D for all rank one operators D in AlgN . Indeed,
to do this, it is enough to prove τ(λβP) = λτ(βP) + τ(λI)βP for all λ,β ∈ F and all idempotents
P ∈ AlgN .
It is obvious by Lemma 2.4 and Claim 2 that τ(λβx ⊗ f ) = λτ(βx ⊗ f ) + τ(λI)βx ⊗ f holds for
all rank one operators x ⊗ f ∈ AlgN with 〈x, f 〉 = 0. Then
λβτ(x ⊗ f ) + τ(λβI)x ⊗ f = τ(λβx ⊗ f )
= λτ(βx ⊗ f ) + τ(λI)βx ⊗ f
= λ[βτ(x ⊗ f ) + τ(βI)x ⊗ f ] + τ(λI)βx ⊗ f
= λβτ(x ⊗ f ) + λτ(βI)x ⊗ f + τ(λI)βx ⊗ f .
It follows that τ(λβI)x ⊗ f = (λτ(βI) + βτ(λI))x ⊗ f . Thus,
ξλβ = λξβ + βξλ (2.7)
holds for all λ,β ∈ F, that is, ξ is an additive derivation from F into itself.
Hence, for an arbitrary idempotent P ∈ AlgN , we have ξλβP = λξβP + βξλP, that is, τ(λβI)P =
τ(λI)βP + λτ(βI)P. This implies that
τ(λβP) = λβτ(P) + τ(λβI)P = λβτ(P) + τ(λI)βP + λτ(βI)P
= τ(λI)βP + λτ(βP)
holds for all idempotent operators P in the nest algebra, which yields that
τ(λF) = λτ(F) + τ(λI)F (2.8)
for all ﬁnite rank operators F ∈ AlgN and all λ ∈ F.
Claim 4. τ(Ax ⊗ f ) = τ(A)x ⊗ f + Aτ(x ⊗ f ) holds for all A ∈ AlgN and all rank one operators x ⊗
f ∈ AlgN .
Firstly, we assert that
τ(AP) = τ(A)P + Aτ(P) (2.9)
holds for all A ∈ AlgN and idempotent operators P ∈ AlgN . Indeed, it follows from AP⊥P = 0 and
APP⊥ = 0 that τ(A)P + Aτ(P) = τ(AP)P + APτ(P) and τ(AP) = τ(AP)P + APτ(P). Then Eq. (2.9)
follows.
Nextweassert that, for any rankone idempotent P ∈ AlgN , anyλ ∈ F, and anyA ∈ AlgN , τ(A(λP))
= τ(A)λP + Aτ(λP).
Let B = (I − P)A(I − P). Then 0 = τ(B(λP)) = τ(B)(λP) + Bτ(λP), A − B is of ﬁnite rank and
hence, by Claims 2 and 3 and Eq. (2.9),
τ(A(λP)) = τ(λ(A − B)P)
= τ(λ(A − B))P + λ(A − B)τ (P)
= [λτ(A − B) + τ(λI)(A − B)]P + λ(A − B)τ (P)
= λτ(A)P + λAτ(P) + τ(λI)AP − [λτ(B)P + λBτ(P) + τ(λI)BP]
= τ(A)(λP) + Aτ(λP).
Now it follows from Lemma 2.4 that Claim 4 holds.
Claim 5. τ is a derivation and thus δ(A) = τ(A) + δ(I)A for all A ∈ AlgN .
For arbitrary S, T and rank one operator x ⊗ f in AlgN , by Claim 4, we have
τ(ST)x ⊗ f + STτ(x ⊗ f ) = τ(STx ⊗ f ) = τ(S)Tx ⊗ f + Sτ(Tx ⊗ f )
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= τ(S)Tx ⊗ f + S(τ (T)x ⊗ f + Tτ(x ⊗ f ))
= τ(S)Tx ⊗ f + Sτ(T)x ⊗ f + STτ(x ⊗ f ).
So, τ(ST)x ⊗ f = τ(S)Tx ⊗ f + Sτ(T)x ⊗ f holds for all rank one operators x ⊗ f in the nest algebra.
It follows that τ(ST)x = τ(S)Tx + Sτ(T)x for all x ∈ D(N ). SinceD(N ) is dense inX , we have τ(ST) =
τ(S)T + Sτ(T), that is, τ is an additive derivation.
By the deﬁnition of τ , we get δ(A) = τ(A) + δ(I)A for all A ∈ AlgN . Particularly, if δ(I) = 0, then
δ is a derivation, this completes the proof of Theorem 2.1. 
It is well known that every ﬁnite dimensional nest algebra is isomorphic to an upper triangular
block matrix algebra. Note that not every additive derivation on a ﬁnite dimensional nest algebra is
linear. However, in Theorems 2.1 and 2.2, if we assume that δ is continuous when it is restricted to the
one dimensional subspace spanned by the identity I, then δ is linear. That is, we have
Theorem 2.5. Let N be a nest on a ﬁnite dimensional Banach space X over real or complex ﬁeld F. Let
δ : AlgN → AlgN be an additive map. If δ is derivable at zero point (or is generalized derivable at zero
point) and δ is continuous when restricted to FI, then there exist an operator T ∈ AlgN and a scalar c
such that δ(A) = AT − TA + cA (or, there exist operators T, S ∈ AlgN such that δ(A) = AT + SA) for all
A ∈ AlgN .
Proof. By Theorems 2.1 and 2.2, we need only to show that δ is linear under the additional assumption
that δ|FI is continuous. It is enough to deal with τ deﬁned by τ(A) = δ(A) − δ(I)A for A ∈ AlgN . By
the proof of Theorem 2.1, Eqs. (2.1)–(2.9) are true for τ .
Next we show that the additive derivation ξ : F → F appeared in Eq. (2.7) is zero, that is, ξλ = 0
for all λ ∈ F.
Assume ﬁrstly that F = R. Then ξn = 0 for every integer n. Note that λ−1ξλ + λξλ−1 = ξ1 = 0,
so ξλ−1 = −λ−2ξλ holds for all λ /= 0. This implies that ξ 1
n
= 0 for all nonzero integers n. Thus we
get ξr = 0 holds for all rational numbers r. Since, by the assumption of the theorem, ξ is continuous,
we see that ξ = 0.
Secondly, assume thatF = C. Similar to the real case, it is easily seen that ξλ = 0wheneverλ ∈ R.
For any λ ∈ C, and any positive integer k, we have ξλk = kλk−1ξλ. This implies that ξλ = 0whenever
λk = 1. Since the set of all k-roots of 1, k = 1, 2, . . ., is dense in the unit circle, the continuity of ξ
forces that ξeiθ = 0 for all θ ∈ R. Now, writing the complex number λ in the form λ = aeiθ with a 0,
we see that ξλ = ξaeiθ + aξeiθ = 0. Hence, we have again that ξ = 0. In fact, we have proved that 0
is the only continuous additive derivation of the real or complex ﬁeld.
Hence, by Claim 2 in the proof of Theorem 2.1, for all λ,β ∈ F and all idempotents P ∈ AlgN we
have
δ(λβP) = λβδ(P) = λδ(βP). (2.10)
It follows from Lemma 2.4 that for all ﬁnite rank operators F ∈ AlgN and all λ ∈ F we have
δ(λF) = λδ(F). (2.11)
By Claim 4 in the proof of Theorem 2.1 and Eq. (2.11), for all A ∈ AlgN we have
δ(λAx ⊗ f ) = δ(A)λx ⊗ f + Aδ(λx ⊗ f )
= λδ(A)x ⊗ f + λAδ(x ⊗ f ),
and,
δ(λAx ⊗ f ) = δ(λA)x ⊗ f + λAδ(x ⊗ f ).
Hence
δ(λA) = λδ(A)
holds for all A ∈ AlgN and all λ ∈ F, that is, δ is linear. Now the conclusion of Theorem 2.5 follows
from the fact that all linear derivations on nest algebras are inner. 
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3. Additive maps Jordan derivable at zero point
In this section, we consider the additive maps Jordan derivable at zero point on nest algebras. Our
result says that every additive map on nest algebra Jordan derivable at zero point is a special kind of
generalized derivations.
Theorem 3.1. Let N be a nest on a Banach space X over the real or complex ﬁeld F with each N ∈ N
complemented in X whenever N− = N. Let δ : AlgN → AlgN be an additive map. If δ is Jordan derivable
at zero point, that is, if δ(A)B + Aδ(B) + Bδ(A) + δ(B)A = 0 whenever AB + BA = 0, then δ(I) = cI
for some c ∈ F and there is an additive derivation τ such that δ(A) = τ(A) + cA for all A ∈ AlgN . In
particular, if δ(I) = 0, then δ is an additive derivation.
It is clear that every additive map of the form in the above theorem is certainly Jordan derivable at
zero point. So the following corollary is immediate, but it is not obvious before Theorems 3.1 and 2.1
having been obtained.
Corollary 3.2. Let N be a nest on a Banach space X over the real or complex ﬁeld F with each N ∈ N
complemented in X whenever N− = N. Let δ : AlgN → AlgN be an additive map. Then the following
statements are equivalent.
(1) δ is derivable at zero point.
(2) δ is Jordan derivable at zero point.
(3) There exist an additive derivation τ and a scalar c ∈ F such that δ(A) = τ(A) + cA for all A ∈
AlgN .
Particularly we have
Corollary 3.3. Let N be a nest on an inﬁnite dimensional Banach space X over the real or complex ﬁeld
F with each N ∈ N complemented in X whenever N− = N. Let δ : AlgN → AlgN be a map. Then the
following statements are equivalent.
(1) δ is additive and derivable at zero point.
(2) δ is additive and Jordan derivable at zero point.
(3) δ is linear and there are an operator T ∈ AlgN and a scalar c ∈ F such that δ(A) = AT − TA + cA
for all A ∈ AlgN .
We also remark that Theorem 2.5 is still true if we replace “derivable” by “Jordan derivable”. That
is, we have
Theorem 3.4. Let N be a nest on a ﬁnite dimensional Banach space X over real or complex ﬁeld F. Let
δ : AlgN → AlgN be a map. If δ is continuous when restricted to FI, then the following statements are
equivalent.
(1) δ is additive and derivable at zero point.
(2) δ is additive and Jordan derivable at zero point.
(3) δ is linear and there exist an operator T ∈ AlgN and a scalar c such that δ(A) = AT − TA + cA for
all A ∈ AlgN .
To prove Theorem 3.1, we ﬁrst prove a lemma.
Lemma 3.5. Let N be a nest on a Banach space X over the real or complex ﬁeld F with each N ∈ N
complemented in X whenever N− = N. Let δ : AlgN → AlgN be an additive map. If δ is Jordan derivable
at zero point, then
(i) there exists a scalar ξ ∈ F such that δ(I) = ξ I;
(ii) δ(I) = 0 implies that δ(λI) = h(λ)I and δ(λP) = λδ(P) + δ(λI)P holds for all idempotents P ∈
AlgN and λ ∈ F, where h : F → F is a function.
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Proof. (i) For any idempotent P ∈ AlgN , it follows from PP⊥ + P⊥P = 0 that δ(P⊥)P + Pδ(P⊥) +
P⊥δ(P) + δ(P)P⊥ = 0. This implies that δ(I)P + Pδ(I) + 2δ(P) = 2δ(P)P + 2Pδ(P).Multiplying the
above equation from left and right by P, respectively, we get
δ(I)P + Pδ(I)P = 2Pδ(P)P,
and
Pδ(I)P + Pδ(I) = 2Pδ(P)P.
It follows that δ(I)P = Pδ(I). Hence, by Lemma 2.4 and the fact that the set of ﬁnite rank operators is
strongly dense in the nest algebra AlgN , there exists a ξ ∈ F such that δ(I) = ξ I. This proves (i).
(ii) Taking arbitrary λ ∈ F, it follows from (λP)P⊥ + P⊥(λP) = 0 and δ(I) = 0 that δ(λP)P⊥ +
P⊥δ(λP) + λPδ(P⊥) + δ(P⊥)λP = 0. That is
2δ(λP) = δ(λP)P + Pδ(λP) + λPδ(P) + δ(P)λP. (3.1)
Similarly, by (λP⊥)P + P(λP⊥) = 0, we have
2λδ(P) + Pδ(λI) + δ(λI)P = δ(λP)P + Pδ(λP) + λPδ(P) + δ(P)λP. (3.2)
Multiplying Eq. (3.1) from left and right by P, respectively, we get
δ(λP)P = Pδ(λP)P + λPδ(P)P + δ(P)λP (3.3)
and
Pδ(λP) = Pδ(λP)P + λPδ(P) + Pδ(P)λP. (3.4)
Comparing Eqs. (3.3) and (3.4), we get
δ(λP)P + λPδ(P) = Pδ(λP) + δ(P)λP. (3.5)
Multiplying Eq. (3.2) from left and right by P, respectively, and using Eq. (3.5) we get
Pδ(λI)P + δ(λI)P = 2Pδ(λP)P, (3.6)
and
Pδ(λI)P + Pδ(λI) = 2Pδ(λP)P. (3.7)
Comparing Eqs. (3.6) and (3.7), we get δ(λI)P = Pδ(λI)and hence there exists a function h : F → F
such that
δ(λI) = h(λ)I. (3.8)
Substituting Eq. (3.8) into Eq. (3.2) and by use of Eq. (3.1), we get δ(λP) = λδ(P) + δ(λI)P, completing
the proof. 
Proof of Theorem 3.1. By (i) in Lemma 3.5, we know that there exists a ξ ∈ F such that δ(I) = ξ I.
Deﬁne τ(A) = δ(A) − δ(I)A for A ∈ AlgN . It is easy to see that τ is Jordan derivable at zero point and
τ(I) = 0.
Firstly, we assert that
τ(PαQ + αQP) = τ(αQ)P + αQτ(P) + Pτ(αQ) + τ(P)αQ (3.9)
for all idempotents P, Q ∈ AlgN and α ∈ F.
Indeed, by (ii) in Lemma 3.5, we know that, there exists some function h : F → F such that
τ(λI) = h(λ)I and τ(λP) = λτ(P) + τ(λI)P (3.10)
holds for all idempotents P ∈ AlgN and scalars λ ∈ F.
Let T, S ∈ AlgN with ST = 0 and P be an idempotent in AlgN . It follows from TPP⊥S + P⊥STP = 0
that τ(TP)P⊥S + TPτ(P⊥S) + P⊥Sτ(TP) + τ(P⊥S)TP = 0. That is,
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τ(TP)S + TPτ(S) + Sτ(TP) + τ(S)TP = τ(TP)PS + TPτ(PS) + PSτ(TP) + τ(PS)TP. (3.11)
On theotherhand,TP⊥PS + PSTP⊥ = 0 implies thatτ(TP⊥)PS + TP⊥τ(PS) + PSτ(TP⊥) + τ(PS)TP⊥
= 0. That is,
τ(T)PS + Tτ(PS) + PSτ(T) + τ(PS)T = τ(TP)PS + TPτ(PS) + PSτ(TP) + τ(PS)TP. (3.12)
Comparing Eqs. (3.11) and (3.12), we see that
τ(TP)S + TPτ(S) + Sτ(TP) + τ(S)TP = τ(T)PS + Tτ(PS) + PSτ(T) + τ(PS)T . (3.13)
Taking T = Q and S = Q⊥ for any idempotent Q ∈ AlgN in Eq. (3.13), as ST = 0, we get
2τ(QP) + τ(Q)PQ + Qτ(PQ) + PQτ(Q) + τ(PQ)Q
= τ(QP)Q + QPτ(Q) + Qτ(QP) + τ(Q)QP
+ τ(P)Q + Pτ(Q) + Qτ(P) + τ(Q)P.
(3.14)
On the the other hand, taking T = Q⊥, S = Q in Eq. (3.13) yields
2τ(PQ) + τ(QP)Q + QPτ(Q) + Qτ(QP) + τ(Q)QP
= τ(Q)PQ + Qτ(PQ) + PQτ(Q) + τ(PQ)Q
+ τ(P)Q + Pτ(Q) + Qτ(P) + τ(Q)P.
(3.15)
Eqs. (3.14) and (3.15) entail that
τ(QP + PQ) = τ(P)Q + Pτ(Q) + Qτ(P) + τ(Q)P. (3.16)
Moreover, by taking T = Q, S = αQ⊥ in Eq. (3.13) for any α ∈ F, one gets
2ατ(QP) + 2τ(αI)QP + τ(Q)αPQ + Qτ(αPQ) + αPQτ(Q) + τ(αPQ)Q
= τ(QP)αQ + QPτ(αQ) + αQτ(QP) + τ(αQ)QP
+ τ(Q)αP + Qτ(αP) + αPτ(Q) + τ(αP)Q .
(3.17)
By taking T = αQ⊥ and S = Q in Eq. (3.13), one arrives at
2ατ(PQ) + 2τ(αI)PQ + τ(αQP)Q + αQPτ(Q) + Qτ(αQP) + τ(Q)αQP
= τ(αP)Q + αPτ(Q) + Qτ(αP) + τ(Q)αP
+ τ(αQ)PQ + αQτ(PQ) + PQτ(αQ) + τ(PQ)αQ .
(3.18)
It follows from Eqs. (3.17) and (3.18) that
2[ατ(QP + PQ) + τ(αI)(QP + PQ)
− (τ (Q)αP + Qτ(αP) + αPτ(Q) + τ(αP)Q)]
= τ(QP + PQ)αQ + (QP + PQ)τ (αQ) + αQτ(QP + PQ)
+ τ(αQ)(QP + PQ) − [τ(Q)(αPQ + αQP)
+Qτ(αPQ + αQP) + (αPQ + αQP)τ (Q) + τ(αPQ + αQP)Q ].
(3.19)
By Eqs. (3.10) and (3.16), we have
ατ(QP + PQ) + τ(αI)(QP + PQ) = τ(Q)αP + Qτ(αP) + αPτ(Q) + τ(αP)Q .
Hence, by Eq. (3.18) we get
τ(QP + PQ)αQ + (QP + PQ)τ (αQ) + αQτ(QP + PQ) + τ(αQ)(QP + PQ)
= τ(Q)(αPQ + αQP) + Qτ(αPQ + αQP)
+(αPQ + αQP)τ (Q) + τ(αPQ + αQP)Q .
(3.20)
Again, by taking T = Q⊥ and S = αQ in Eq. (3.13), one obtains that
τ(P)αQ + Pτ(αQ) + αQτ(P) + τ(αQ)P
+ τ(Q)αPQ + Qτ(αPQ) + αPQτ(Q) + τ(αPQ)Q
= τ(QP)αQ + QPτ(αQ) + αQτ(QP) + τ(αQ)QP + 2τ(αPQ);
(3.21)
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and by taking T = αQ, S = Q⊥ in Eq. (3.13), one gets that
2τ(αQP) + τ(αQ)PQ + αQτ(PQ) + PQτ(αQ) + τ(PQ)αQ
= τ(αQP)Q + αQPτ(Q) + Qτ(αQP) + τ(Q)αQP
+ τ(αQ)P + αQτ(P) + Pτ(αQ) + τ(P)αQ .
(3.22)
While Eqs. (3.21) and (3.22) imply that
2[τ(αPQ + αQP) − (τ (P)αQ + Pτ(αQ) + αQτ(P) + τ(αQ)P)]
= [τ(Q)(αPQ + αQP) + Qτ(αPQ + αQP) + (αPQ + αQP)τ (Q) + τ(αPQ + αQP)Q ]
− [τ(QP + PQ)αQ + (QP + PQ)τ (αQ) + αQτ(QP + PQ) + τ(αQ)(QP + PQ)].
This, together with equation (3.20) gives
τ(PαQ + αQP) = τ(αQ)P + αQτ(P) + Pτ(αQ) + τ(P)αQ (3.23)
for all idempotents P, Q ∈ AlgN and α ∈ F.
Now we can show that, for any F, G ∈ AlgFN and A ∈ AlgN , we have
τ(AF + FA) = τ(A)F + Aτ(F) + Fτ(A) + τ(F)A, (3.24)
τ(FAF) = Fτ(A)F + τ(F)AF + FAτ(F) (3.25)
and
τ(FAG + GAF) = τ(F)AG + Fτ(A)G + FAτ(G) + τ(G)AF + Gτ(A)F + GAτ(F). (3.26)
Clearly, it follows from τ(λP) = λτ(P) + τ(λI)P by Lemma 3.3 that τ(λF) = λτ(F) + τ(λI)F . By
Lemma 2.4, Eqs. (3.10) and (3.23), we have
τ(FP + PF) = τ(F)P + Fτ(P) + Pτ(F) + τ(P)F. (3.27)
Hence we get
τ(F(λP) + (λP)F) = τ(λF)P + λFτ(P) + Pτ(λF) + τ(P)λF
= λτ(F)P + τ(λI)FP + λPτ(F) + τ(λI)PF + λFτ(P) + τ(P)λF
= τ(F)λP + λPτ(F) + F(λτ(P) + τ(λI)P) + (λτ(P) + τ(λI)P)F
= τ(F)λP + Fτ(λP) + λPτ(F) + τ(λP)F,
which yields that
τ(F(λP) + (λP)F) = τ(F)λP + Fτ(λP) + λPτ(F) + τ(λP)F. (3.28)
Next we show that, for any rank one idempotent P ∈ AlgN , any λ ∈ F and any A ∈ AlgN ,
τ(A(λP) + (λP)A) = τ(A)λP + Aτ(λP) + λPτ(A) + τ(λP)A.
Let B = (I − P)A(I − P). Then 0 = τ(B(λP) + (λP)B) = τ(B)(λP) + Bτ(λP) + (λP)τ (B) +
τ(λP)B, A − B is of ﬁnite rank and hence, by Eq. (3.28),
τ(A(λP) + (λP)A) = τ((A − B)(λP) + (λP)(A − B))
= τ(A)(λP) + Aτ(λP) + (λP)τ (A) + τ(λP)A
−[τ(B)(λP) + Bτ(λP) + (λP)τ (B) + τ(λP)B]
= τ(A)(λP) + Aτ(λP) + (λP)τ (A) + τ(λP)A.
It follows that
τ(Ax ⊗ f + x ⊗ fA) = τ(A)x ⊗ f + Aτ(x ⊗ f ) + x ⊗ f τ(A) + τ(x ⊗ f )A
for all A ∈ AlgNand rank one operators x ⊗ f ∈ AlgN . By Lemma 2.4, we see that Eq. (3.24) holds true.
It follows from2FAF = F(FA + AF) + (FA + AF)F − (F2A + AF2) that Eq. (3.25) holds true. Replac-
ing F by F + G in Eq. (3.25), one achieves Eq. (3.26).
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Finally let us prove that τ is a derivation and then complete the proof of Theorem 3.1.
Indeed, by using Eqs. (3.24)–(3.26) and similar arguments in [12, Proofs of Theorems 3.1–3.4],
one can show that τ is a derivation, that is τ(AB) = τ(A)B + Aτ(B) for all A, B ∈ AlgN . So we have
δ(A) = τ(A) + cA for all A ∈ AlgN . In particular, if δ(I) = 0, then δ is an additive derivation.
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