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Abstract
Transverse jets form a dominant group of ﬂow ﬁelds arising in many applications of
modern energy utilization, including propulsion and eﬄuent dispersion. Furthermore,
they form canonical examples where the ﬂow ﬁeld is dominated by large-scale and
small-scale vortical structures, whose inter-related dynamics is a challenging subject
in modern ﬂuid mechanics. This study seeks a mechanistic understanding of the
vortical structures of the transverse jet and their evolution.
A set of massively parallel three-dimensional vortex simulations of high-momentum
transverse jets at intermediate Reynolds number, utilizing a discrete ﬁlament repre-
sentation of the vorticity ﬁeld to capture stretching and tilting of vorticity, is per-
formed. A diﬀusion scheme to treat viscosity at intermediate Reynolds number is
formulated and analyzed in a distribution-based description. The implementation of
the diﬀusion scheme is achieved by performing interpolation, which is a process that
has been widely used to regularize particle distributions in vortex simulations, with a
new set of interpolation kernels. These kernels provide an accurate and eﬃcient way
to simulate vorticity diﬀusion in transverse jets.
An improved formulation of the vorticity ﬂux boundary conditions is rigorously
derived. This formulation includes separation of the wall boundary layer and feedback
from the jet to the wall boundary layer, and describes detailed near-ﬁeld jet structures.
The results present the underlying mechanisms by which vortical structures evolve.
Transformation of the jet shear layer emanating from the nozzle starts with jet-
streamwise lift-up of its lee side to form sections of counter-rotating vorticity aligned
with the jet trajectory. Periodic rollup of the shear layer, which is similar to the
Kelvin-Helmholtz instability in free shear layers, accompanies this deformation. A
sudden breakdown of these coherent structures into dense vortical structures of smaller
scales is observed. This breakdown to small-scale structures is due to the interaction
of counter-rotating vortices and rolled-up shear layer. With a separated wall boundary
layer, strong near-wall counter-rotating vortices are observed. This observation sub-
stantiates the importance of including the full interaction between the wall boundary
layer and the jet shear layer in the investigation of transverse jet dynamics.
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Chapter 1
Introduction
Combustion is one of the most widely used technologies in the modern, post indus-
trial revolution world, and currently the dominant technology in energy conversion,
propulsion, heating and industrial production. Since its prehistoric discovery [26],
combustion has been an essential part of human civilization, and it likely continues
to be so for the foreseeable future. Currently, more than 85% of our energy comes
from burning fossil fuels, and the absolute majority of transportation systems rely
on combustion engines [55]. Even with gradual introduction of alternative energy
sources and conversion processes, combustion will certainly remain an essential part
of energy conversion and propulsion systems.
Despite its signiﬁcance, combustion of fossil fuels is not without challenges, related
mostly to performance, safety, health, and environmental concerns. Rising fuel prices
and worries over supplies, and alarms over increasing carbon dioxide concentration
in the atmosphere are putting more pressure on thermochemical and thermomechan-
ical conversion eﬃciency. Emission of carbon monoxide, nitrogen oxides and sulphur
oxides from uncontrolled combustion processes cause health problems and environ-
mental damage. Fires and explosions remain a major safety concern in many systems
and installations. As a natural consequence, tremendous amounts of current research
eﬀorts have been concentrated on the improvement of combustion processes of fossil
fuels.
The mixing properties of a jet issuing normally into a uniform crossﬂow are par-
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ticularly important in this context: these transverse jets are used as sources of fuel
in industrial furnaces, or as diluent jets for blade cooling or exhaust gas cooling in
industrial or airborne gas turbines. Pipe-tee mixers, which are extensively used for
various industrial applications, form another group of examples. The study of trans-
verse jets are even relevant to environmental problems such as pollutant dispersion
from chimneys and the discharge of eﬄuents into the ocean. Such close relationship
between this particular ﬂow and our life of energy utilization may be best symbolized
in Figure 1-1, where a transverse jet is used to discharge steam and smokes from a
steam locomotive into the atmosphere. A modern equivalent may be a ﬁghter jet
using thrust vectoring, as illustrated in Figure 1-2.
In many of these examples, complex ﬂow dynamics may oﬀer an opportunity for
the control of the mixing rate between the jet and the crossﬂow, and hence improve-
ments in performance. For instance, gas turbines may beneﬁt from the enhancement
of the mixing rate between fuel and air, by achieving smaller size, higher eﬃciency,
lower noise, over a wider range of operating conditions. There are also more funda-
mental interests in these transverse jets, since they are canonical examples of a ﬂow
exhibiting a complex net of coherent vortical structures. Understanding the underly-
ing vorticity dynamics of transverse jets may extend our knowledge on the formation
and interaction of diﬀerent forms of vortical structures.
The objective of this work is to develop better understanding of the dynamics of
the transverse jet that control the mixing rate between the jet ﬂuid and the crossﬂow.
Such understanding is essential to develop actuation strategies for transverse jets that
optimally manipulate the mixing rate between the jet ﬂuid and the crossﬂow.
The focus of this thesis is placed on mechanistic understanding of vorticity dy-
namics of transverse jets. A reliable computational tool is developed to capture
the fundamental processes responsible for entrainment and mixing of ﬂuid from the
crossﬂow into the jet. We employ Lagrangian vortex methods as our methodology to
simulate transverse jets. Vortex methods provide an attractive framework for deal-
ing Lagrangian vorticity dynamics by providing a direct link between computational
elements and vortical structures inherent in such ﬂows. The present simulations are
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based on a previous computational study [51], where an invisicd vortex method is
used to investigate transient jets at high Reynolds numbers. The present simula-
tions, however, have a layer of complexity added on top of the previous simulations,
i.e., diﬀusion. In this thesis, we investigate transverse jets at moderate Reynolds num-
ber, where both convection and diﬀusion should be simultaneously considered. To
implement diﬀusion, we adapt the vorticity redistribution method [64] in our three-
dimensional context. New interpretation and analysis of the method is provided, by
using the theory of distributions [22, 68], to investigate the convergence characteristics
of the method.
The formulation of vorticity ﬂux boundary conditions provided in [51] is also
generalized to investigate the interaction between the jet and the wall boundary layer.
The simulation results reveal many interesting near-wall vortical structures, which in
turn aﬀect the behavior of the jet.
The thesis also contains the development of adaptive tree-code for a high-order
algebraic kernel and the comparison of convergence characteristics of the Rosenhead-
Moore kernel and the high-order algebraic kernel as appendices.
1.1 Physics of transverse jets
There have been many studies on transverse jets during past years. Some of the
relevant results are reviewed in the following sections to provide contexts for the
thesis.
1.1.1 Flow parameters and coherent structures
The structure of the ﬂow ﬁeld is governed by three major dimensionless parameters:
the Reynolds number, Re∞ ≡ U∞d/ν, the jet-to-crossﬂow momentum ratio, r ≡(
ρjV
2
j /ρ∞U
2
∞
)1/2
, and the relative boundary layer thickness of the wall boundary
layer, δ/d. Here, ρj and Vj are the density and mean velocity of the jet, while ρ∞
and U∞ are the density and velocity of the crossﬂow. In this thesis, we assume the
same ﬂuid for the jet and the crossﬂow, and ρj = ρ∞. d is the jet diameter, ν is the
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kinematic viscosity, and δ is the wall boundary layer thickness. We also deﬁne the
Reynolds number based on the jet velocity as Rej ≡ Vjd/ν = rRe∞.
The ﬂow ﬁeld near a transverse jet is primarily dominated by various coherent
structures. Experimental observations in [33] identify number of coherent structures,
shown schematically in Figure 1-3. The jet shear layer is the result of the advected
in-pipe boundary layer. The shear layer, especially on its windward side, develops
the Kelvin-Helmholtz instability to generate distinct bands of vortices around the jet
column at a suﬃciently large Reynolds number. The roll-up phenomena also show
certain degree of dependency on the Reynolds number. It was reported by Kelso et
al. [33] that the shear layer roll-up was limited to the windward side of the jet for the
cases with small Reynolds numbers, while large-scale roll-up occurs along the entire
perimeter for Re∞ > 1000.
Sometimes, downstream of the oriﬁce, upright wake vortices occur. Although these
upright wake vortices show apparent similarity to the vortices shedding from a solid
cylinder, in the sense that they show an alternating pattern convected downstream,
the origin of upright wake vortices is fundamentally diﬀerent. Instead of being formed
from the vortex sheet on the boundary of the solid cylinder, they are most likely the
separated portion of the wall boundary layer [21]. Since these upright wake vortices
are due to separation, Re∞ and r strongly control the behavior of these vortices. It is
not expected to have upright wake vortices when Re∞  500 [33]. The most orderly
upright wake vortices are reported around r = 4 [21, 33].
Horseshoe vortices, which are developed close to the wall upstream of the jet col-
umn, are believed to be resulted in by an adverse pressure gradient and associated
separation [21]. They are initially formed from the wall boundary layer, whose circu-
lation per unit length is 1/r of that of the jet shear layer. For those horseshoe vortices
that have opposite sense of rotation when realigned to the jet streamwise direction,
they do not experience major events of entrainment and stretching [33]. As the result,
a horseshoe vortex system is initiated as a weak structure, and stays as it is. Kelso et
al. [33] assert that “the horseshoe vortex system seems to play only a minor role in
the overall structure.” However, for very low r, i.e., for r < 1, the horseshoe vortices
22
may interact with the reoriented jet shear layer vortices, as suggested in [3].
A counter-rotating vortex pair (CVP) is practically the most important vortical
structure observed in a transverse jet. It is a robust feature of the ﬂow over large
parameter ranges and has been a focus of the numerous studies [33, 44, 12]. According
to Broadwell and Breidenthal [7], the impulse of the jet normal to the crossﬂow
results in a streamwise counter-rotating vortex pair. Such a view is quite eﬀective for
explaining jet trajectories in the far ﬁeld, but provides an only limited explanation on
how vorticity is transformed mechanistically to create such counter-rotating vortices
in the near ﬁeld. Also, the counter-rotating vortex pair is present in the mean ﬂow,
its unsteadiness is also signiﬁcantly important to examine the overall mixing rate,
which cannot be eﬀectively studied by balancing momentum only.
1.1.2 Trajectories and similarity
The trajectory of the transverse jet has long been the subject of experimental measure-
ments and analytical predictions. Many experimental correlations can be collapsed
to power-law form [28]:
y
rd
= A
( x
rd
)B
. (1.1)
For instance, one of the most widely referred correlations is that reported in [49]:
y
rd
= 41/3
( x
rd
)1/3
. (1.2)
However, as brieﬂy discussed in [30], reported trajectories show large variations. Thus,
naturally, reported values of constants also vary in a wide range, which amounts to
a few 10%. Such variation in the coeﬃcients A and B may be due to several causes.
There is no unique deﬁnition of the jet trajectory, and many diﬀerent deﬁnitions have
been used by various authors. The determination of r has some ambiguity as well,
since the jet velocity is not perfectly uniform at the jet exit. Finally, the trajectory
shows sensitivity to conditions near the jet nozzle exit. The in-pipe jet proﬁle and the
crossﬂow boundary layer thickness show some control over the penetration of the jet
23
near the nozzle exit, and impact the overall trajectories [54]. Analytical predictions of
the jet trajectory have also been pursued. Many analytical results predicted B = 1/3
with signiﬁcant variation over the value of A [7, 31].
We note that many of the previous studies on trajectories are valid only in the
far ﬁeld of the jet. The recent similarity analysis made by Hasselbrink and Mungal
[28] is particularly notable in the sense that an attempt to provide a more precise
delineation of ‘far ﬁeld’ and ‘near ﬁeld’ was made. In the far ﬁeld, for y/rd 1, the
centerline trajectory follows a 1/3 power law:
y
rd
=
(
3
cew
x
rd
)1/3
, (1.3)
where cew is a far ﬁeld entrainment coeﬃcient. For a jet-exit centre streamline tra-
jectory, it is recommended that (3/cew)
1/3 = 2.1. In the near ﬁeld, for y/d  1 and
y/rd 1, the centerline trajectory obeys a 1/2 power law:
y
rd
=
(
2
cej
x
rd
)1/2
, (1.4)
where cej denotes a near-ﬁeld entrainment coeﬃcient. For a jet-exit centre streamline
trajectory, a rough estimate is given by cej = 0.32. Unfortunately, these equations
are not universally valid. Especially, by neglecting pressure forces on the jet during
the derivation, the near-ﬁeld equation (1.4) turns out to be only useful for very high
r, that is, r ≥ 20.
From the discussion so far, it is clear that the far-ﬁeld trajectory most likely
follows a 1/3 power law, i.e., B = 1/3, while the behavior at the near ﬁeld remains
still controversial. Even for far-ﬁeld correlations, ambiguity over the constant A exists.
Bearing such uncertainty in mind, we use jet trajectories only as a secondary measure
to check the validity of the calculated results. Comparison of our jet trajectories
against a few previously reported ones is made to show that our trajectories are
within a reasonable range.
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1.1.3 Vorticity introduction and evolution
The ﬂow ﬁeld of a transverse jet presents subtle physical issues to be resolved. The
origin of the counter-rotating vortex pair has been one of the most central issues.
Diﬀering accounts of the mechanism by which the counter-rotating vortices form still
persist. Recent experimental works [33, 44] suggest that the counter-rotating vortex
pair is initiated just above the jet exit as jet shear layer vorticity folds onto itself
and Kelvin-Helmholtz instability leads to a simultaneous roll-up. A water-tunnel
dye visualization of the folding shear layer is shown in Figure 1-4. The resulting ﬂow
pattern can be interpreted as the tilting and folding of vortex rings as they are ejected
from the nozzle, where the downstream side of each vortex ring is approximately
aligned with the jet trajectory. A slightly diﬀerent mechanism in [76] points to quasi-
steady ‘hanging vortices’ formed in the skewed mixing layers on lateral edges of the
jet; the authors suggest that an adverse pressure gradient causes these vortices to
break down into a weak counter-rotating vortex pair.
It should be noted that some researchers have also emphasized the formation of
counter-rotating vortices is not purely due to the vorticity from the jet shear layer
only. With their water-tunnel ﬂow visualizations, Kelso et al. [33] suggest that
the counter-rotating vortex pair also contains vorticity generated in the channel wall
boundary layer. Since the circulation per unit length of the wall boundary layer
is apparently small, that is, 1/r times that of the jet shear layer, the evolution of
vorticity from the wall boundary layer was neglected in most recent investigations
[12], while there was an attempt to partially include the eﬀect by a reduced model
[51]. These questions will be addressed in the present work through reconstructing
vorticity ﬂux boundary conditions.
1.2 Lagrangian vortex methods
We employ Lagrangian vortex methods to investigate transverse jets computationally.
In this section, we brieﬂy discuss how Lagrangian vortex methods ﬁt in the context
of our interest.
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1.2.1 Advantages of vortex methods
Lagrangian vortex methods [14, 48] have been tools for computing complex ﬂuid ﬂows.
Several of the computational advantages of these methods are:
1. While Eulerian methods introduce extra dispersion or dissipation, even in ﬂows
with zero velocity gradient, such errors are minimized during advection in La-
grangian vortex methods.
2. The condition of numerical stability is not restricted by the CFL condition.
3. The support of particle distribution remains a small fraction of the total volume
of the ﬂow ﬁeld, determined by where vorticity is conﬁned. The method is
endowed with natural ‘grid adaptivity’, and hence the computational elements
are utilized more eﬃciently.
4. The method provides a natural way to represent small vortical structures that
arise at high Reynolds numbers.
The ﬁrst two items are general advantages of Lagrangian schemes, including smoothed
particle hydrodynamics. The others are speciﬁc to vortex methods. These advantages
make Lagrangian vortex methods an attractive framework for dealing Lagrangian
vorticity dynamics and hence physics of transverse jets. Vortex methods are well-
suited for a ﬂow with a relatively high Reynolds number for their ability to simulate
convection without numerical diﬀusion. The inherent stability of vortex methods is
also a great advantage in such demanding simulations of jets, where one needs to push
the computational capability to its limit. In summary, a Lagrangian vortex method
is practically one of the best solutions for the mechanistic study of transverse jets.
1.2.2 Theoretical implications
The previous discussion clearly shows how a vortex method practically ﬁt for the
study of transverse jets. On the other hand, we can also ﬁnd theoretical implica-
tions on general strategies of numerical analysis: a Lagrangian vortex method serves
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as a canonical example where a partial diﬀerential equation is converted into an
integro-diﬀerential equation whose solution can be described by measures or even by
distributions.
This viewpoint has been developed for decades by several researchers. Among
them, the most notable one would be Cottet, who explicitly stated [13]:
Starting from this remark, since the method is based on the explicit solu-
tion of the equation satisﬁed by the vorticity, it seems natural to look for
estimates of the vorticity rather than the velocity. Therefore, we have to
work in distribution spaces whose choice is made to:
1. give back a satisfactory control of the velocity in order to ensure
stability in the nonlinear terms;
2. express properties of optimal accuracy for the approximation of con-
tinuous functions by Dirac measures.
Since this point has motivated one of the main these of the thesis, i.e., diﬀusion treated
in distribution spaces, we shall expand it in the following. To make the discussion
brief, we present vortex methods for the Euler equation in R3 only. The governing
equations are given as follows:
Dω
Dt
= ω · ∇u, (1.5)
and
∇ · u = 0, (1.6)
where ω = ∇× u. For a suﬃciently fast-decaying velocity ﬁeld, u can be recovered
from ω by the Biot-Savart law:
u(x) = − 1
4π
∫
R3
(x− y)× ω(y)
|x− y|3 dy = (K  ω)(x), (1.7)
where the following notation is used:
(FG)(x) ≡
∫
R3
F(x,y)×G(y)dy, (1.8)
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and
K(x,y) = − 1
4π
x− y
|x− y|3 . (1.9)
Since (1.9) is singular at x = y, essential steps of approximation in a vortex method
include the following two successive approximations.
1. Desingularization:
Rewrite (1.5) as
Dωσ
Dt
= ωσ · ∇uσ, (1.10)
where
uσ(x) = (Kσ  ωσ)(x). (1.11)
Kσ represents a desingularized version of (1.9), which is smooth.
2. Discretization:
Discretize the initial vorticity ﬁeld ω(·, 0) into δ distributions, i.e., Dirac mea-
sures.
Especially, it should be noted that the ﬁrst step changes the Euler equation into
an integro-diﬀerential equation with a smooth kernel Kσ, allowing ωσ to be a mea-
sure only, which in turn enables the next step of discretization. Once this crucial
transformation happens, it is irrelevant to take a function space as the basic space
for analysis. Rather, more intuitive descriptions can be given in distribution spaces,
where the computational elements are described by Dirac measures, i.e., δ distribu-
tions.
Such an idea has motivated the work given in this thesis: it is apparent that, just
as in the treatment of convection, diﬀusion in Lagrangian vortex methods, should be
treated in the same way, i.e., in distribution spaces. To this end, a diﬀusion scheme
previously developed for vortex methods [64] is adopted in Chapter 2 and analyzed in
Appendix A, as a distribution-based diﬀusion scheme. The success of the combination
of distribution-based convection and diﬀusion in transverse jet simulations suggests
that the same idea can be utilized in various applications.
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1.3 Overview of the thesis
The present modeling eﬀorts focus on coherent vortical structures present in the main
ﬂow. The present work accompanies the previous investigation of transverse jets in
[51], where the impact of the jet shear layer on the formation of the counter-rotating
vortex pair at high Reynolds number was primarily considered. The present work
still diﬀerentiates itself from [51]: we are more interested in the vorticity dynamics at
intermediate Reynolds number, where the wall boundary layer may be important as
well as the jet shear layer. What we pursue is a mechanistic description of vorticity
dynamics in the near ﬁeld. For simplicity, we focus on incompressible ﬂow, and for
relevance to mixing in engineered systems, we consider r  1. Our approach is based
on Lagrangian vortex simulations, since vorticity dynamics is best described in the
Lagrangian sense.
Chapter 2 describes a distribution-based approach to simulate diﬀusion in La-
grangian vortex methods. The redistribution method [64] is reinterpreted, and new
interpolation kernels are constructed to incorporate diﬀusion. Numerical examples
are also provided for validation of the scheme.
Chapter 3 begins with a discussion of vorticity transport in inviscid, incompressible
ﬂows, presenting three-dimensional vortex particle methods and details of our ﬁlament
construction. Vorticity ﬂux boundary conditions are formulated for the transverse
jet. Our new vorticity ﬂux boundary conditions generalize the previous reduced
formulation provided in [51] to incorporate the full no-slip boundary condition on the
wall.
Chapter 4 presents simulation results revealing mechanisms of vorticity transfor-
mation in the transverse jet. We describe the formation and eventual breakdown
of vortical structures, discussing our results in the context of earlier experimental,
theoretical, and computational studies. We also describe the interaction between the
wall boundary layer and the jet.
Conclusions and a sketch of future work are given in Chapter 5.
Appendix A provides supplementary materials for Chapter 2, including a detailed
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discussion of the convergence analysis of the redistribution method based on the
theory of distributions.
Appendices B and C are attached to report achievements made in partially related
topics, i.e., the development of an adaptive tree-code for a high-order algebraic kernel
and the investigation on convergence issues of algebraic kernels in the context of
vortex simulations.
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Figure 1-1: Union Paciﬁc train, engine number 7006, engine type 4-8-2. Photographed
near Denver, Colorado on November 30, 1929. This image (OP-18695) is from the
collection of the photographs of the late Otto Perry (1894–1970) held at the Western
History Department of the Denver Public Library, and is copyrighted. The depart-
ment actively encourages fair use of its images for educational, scholarly purposes and
private study, for which the inclusion of the picture in this thesis is qualiﬁed.
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Figure 1-2: An artist’s conception of the Advanced Tactical Fighter (ATF) air-
craft proposed by Boeing Military Airplane Company (National Archive Number:
NN33300514 2005-06-30). This image is a work of a U.S. military or Department of
Defense employee, taken or made during the course of the employee’s oﬃcial duties.
As a work of the U.S. federal government, the image is in the public domain.
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Figure 1-3: Schematic diagram showing vortical structures of a transverse jet. Based
on the diagram in [33], major modiﬁcation is made to show the Kelvin-Helmholtz
rings on the windward side explicitly. Upright wake vortices are not expected at
conditions considered here. Reprinted with the permission of Cambridge University
Press (invoice number: P03J 13028).
Figure 1-4: Behavior of the jet shear layer for r = 4.0 at Re∞ = 1600 and δ/d = 0.61.
Reproduced from [33]. Blue dye is injected from the circumferential slot in the pipe
and red dye is released from the dye injection port. Reprinted with the permission of
Cambridge University Press (invoice number: P03J 13028).
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Chapter 2
Distribution-based Diﬀusion
Scheme
2.1 Background
While Lagrangian vortex methods were originally formulated for inviscid ﬂows, suc-
cessful approaches for viscous ﬂows have been proposed [11, 16, 17, 19, 59, 61]. In
some methods, such as random walk [11] and diﬀusion velocity methods [19], particles
are transported while their strength remains ﬁxed. In other methods, the strength
assigned to each particle is allowed to change without displacing the particles. In
many cases, more particles are introduced to capture the expanding region where
vorticity is conﬁned.
One popular algorithm is the PSE (particle strength exchange) scheme [17], in
which the diﬀusion equation is converted into integro-diﬀerential equations, which are
discretized in space by approximating the integral using a quadrature rule. The semi-
discrete equations are again discretized in time in various diﬀerent ways–implicitly
or explicitly–up to whatever order of accuracy is desired. This method has been
successfully applied to several complex ﬂows [39, 56, 70, 74], and has been extended
to the case of anisotropic diﬀusion [18], and to the case with spatially variable radius
of the core function [15].
The use of a quadrature rule in PSE requires relatively uniform particle distri-
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bution, and this naturally necessitates frequent remeshing. Remeshing is also im-
plemented in other methods, even in inviscid simulations to satisfy other conditions.
For instance, it has been observed that long-time accuracy of convection computation
deteriorates severely due to the distortion of the particle distribution [14, 24]. Several
local regridding schemes have been devised to solve this problem, by inserting new
particles where inter-particle distance becomes too large [36, 37, 74]. These schemes
are limited to geometrically simple ﬂows, and tend to grow the number of particles
rapidly, unless careful clustering and merging is also implemented. For these reasons,
global remeshing is now considered necessary in most Lagrangian particle methods,
and the design and veriﬁcation of various remeshing schemes have become an active
research area [4, 9].
Here, we design a scheme that treats diﬀusion and remeshing simultaneously and
without additional ambiguity or computational overhead. The scheme, ‘redistribution
onto a grid,’ will be formulated as an extension of the vorticity redistribution method
[64], and cast in the form of interpolation kernels, which resemble those used in invis-
cid remeshing [14, 38]. The construction of the method is based on the discretization
of the vorticity ﬁeld into δ distributions, and the analysis of the method is performed
in distribution spaces accordingly, which is separately presented in Appendix A for
clarity of exposition.
The chapter is organized as follows. In Section 2.2, the vorticity redistribution
method is introduced. Next, we develop the modiﬁed interpolation kernels in Sec-
tion 2.3. The error characteristics and the stability properties of these kernels are
investigated in Section 2.4. We ﬁnally provide numerical examples in Section 2.5.
2.2 A distribution-based diﬀusion scheme – the re-
distribution method
The vorticity redistribution method, or simply the redistribution method, developed
in [64] is a deterministic approach to solve the constant-diﬀusivity diﬀusion equation.
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In this method, the fundamental solution of the diﬀusion equation for each particle
vorticity is approximated by a new set of particles within a ball of a ﬁnite radius,
whose locations and strengths are determined by satisfying a number of ‘predictive
moment matching conditions.’ The latter enforce the requirement that the vorticity
assigned to the new particles have approximately the same moments, up to a certain
order, as the moments of the fundamental solution generated by the source particle.
The new particle vorticity is obtained by redistributing the source particle strength
onto the target particles, i.e., by transferring fractions of the source particle strength
to the target particles nearby. The spatial resolution of the method is naturally
deﬁned by the redistribution radius, that is, the radius of the ball in which the target
particles for each source particle lie.
How to obtain a redistribution formula that determines the correct redistribution
fractions that satisfy the predictive moment matching conditions depends on the spe-
ciﬁc problem of interest. When the fundamental solution of the diﬀusion equation is
known explicitly, the moments of the fundamental solution can be exactly determined,
and the corresponding redistribution formula can be easily constructed [64]. However,
for spatially varying or anisotropic diﬀusion, the explicit form of the fundamental so-
lution is often not available. To address this diﬃculty, a more general method to
design redistribution formulae satisfying the moment matching conditions was pro-
posed [23, 63], in which the evolution equations for the moments of the fundamental
solution of each source particle were discretized by explicit integration schemes, such
as the forward Euler scheme. The redistribution formulae were obtained by applying
the particle approximation to evaluate the resulting integrals. This method, referred
as the Galerkin formulation [41], is more general, and hence we brieﬂy describe it in
this section.
Consider the one-dimensional heat equation with spatially dependent conductiv-
ity, ν(x), as in [63]:
Lu ≡ ∂u
∂t
− ∂
∂x
(
ν(x)
∂u
∂x
)
= 0, (2.1)
where u is the temperature, and the spatial variable is x. We assume that ν(x) is
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positive and its pointwise value and derivatives up to the 2nd order are uniformly
bounded. L has a fundamental solution Z(x, ξ, t, τ) that satisﬁes the equation
L(x, t, ∂x, ∂t)Z(x, ξ, t, τ) = δ(x− ξ)δ(t− τ). (2.2)
The particle approximation consists of the discrete sum of δ distributions, i.e.,
un =
N∑
i=1
Γni δ(x− xni ), (2.3)
where xni denotes the location of the ith particle at the nth time step, and Γ
n
i is its
strength. At t = 0, Γ0i = u(x
0
i )∆x, where x
0
i is the initial location of the ith particle.
The initial locations of the particles are assumed to be distributed over the support
of the initial temperature ﬁeld with an equal spacing ∆x. In Rd, at each time step,
for each source particle, we deﬁne the kth moment of the fundamental solution, Gnk,i,
and its approximation, Gnk,i, as follows.
Gnk,i =
∫
Rd
(x− xn−1i )kZ(x,xn−1i ,∆td, 0)dx, (2.4)
and
Gnk,i =
∫
Rd
(
N∑
j=1
fnijδ(x− xnj )
)
(x− xn−1i )kdx =
N∑
j=1
fnij(x
n
j − xn−1i )k. (2.5)
fnij is the redistribution fraction, that is, the fraction of the strength of the ith particle
transferred to the jth particle at the nth time step. We use standard notations, i.e.,
xk = xk11 x
k2
2 x
k3
3 · · ·xkdd , and |k| = k1 + k2 + k3 + · · ·+ kd, where d is the dimension of
the space. In this one-dimensional problem, d = 1, and hence, xk = xk, and |k| = k.
∆td is the time step. (2.4) and (2.5) are given as follows in R:
Gnk,i =
∫
R
(x− xn−1i )kZ(x, xn−1i ,∆td, 0)dx, (2.6)
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and
Gnk,i =
∫
R
(
N∑
j=1
fnijδ(x− xnj )
)
(x− xn−1i )kdx =
N∑
j=1
fnij(x
n
j − xn−1i )k. (2.7)
Next, multiplying (2.1) by (x− xn−1i )k and integrating by parts, the evolution equa-
tions for Gnk,i, where 0 ≤ k ≤ 2, can be obtained:
dGn0,i
dt
=
d
dt
∫
R
Z(x, xn−1i , t, 0)dx
=
∫
R
∂Z
∂t
dx =
∫
R
∂
∂x
(
ν(x)
∂Z
∂x
)
dx = 0,
dGn1,i
dt
=
d
dt
∫
R
Z(x, xn−1i , t, 0)(x− xn−1i )dx
=
∫
R
∂Z
∂t
(x− xn−1i )dx =
∫
R
∂
∂x
(
ν(x)
∂Z
∂x
)
(x− xn−1i )dx
=
∫
R
Z(x, xn−1i , t, 0)
dν
dx
dx,
dGn2,i
dt
=
d
dt
∫
R
Z(x, xn−1i , t, 0)(x− xn−1i )2dx
=
∫
R
∂Z
∂t
(x− xn−1i )2dx =
∫
R
∂
∂x
(
ν(x)
∂Z
∂x
)
(x− xn−1i )2dx
= 2
∫
R
Z(x, xn−1i , t, 0)
(
ν(x) + (x− xn−1i )
dν
dx
)
dx.
(2.8)
The redistribution formulae are designed by discretizing these equations using the
forward Euler scheme and utilizing the following expression for particle distribution:
un−1 =
N∑
i=1
Γn−1i δ(x− xn−1i ),
un =
N∑
i=1
Γni δ(x− xni ) =
N∑
i=1
Γn−1i
(
N∑
j=1
fnijδ(x− xnj )
)
.
(2.9)
The outcomes are the discrete equations describing the evolution of Gnk,i expressed in
terms of fnij:
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Gn0,i −Gn−10,i
∆td
=
1
∆td
(∑
j
fnij − 1
)
= 0,
Gn1,i −Gn−11,i
∆td
=
1
∆td
∑
j
fnij(x
n
j − xn−1i )
=
∫
R
Z(x, xn−1i , 0, 0)
dν
dx
dx =
(
dν
dx
)
x=xn−1i
,
Gn2,i −Gn−12,i
∆td
=
1
∆td
∑
j
fnij(x
n
j − xn−1i )2
= 2
∫
R
Z(x, xn−1i , 0, 0)
(
ν(x) + (x− xn−1i )
dν
dx
)
dx
= 2ν(xn−1i ).
(2.10)
Therefore, the corresponding redistribution formulae for fnij are:
∑
j
fnij = 1,
∑
j
fnij(x
n
j − xn−1i ) =
(
dν
dx
)
x=xn−1i
∆td,
∑
j
fnij(x
n
j − xn−1i )2 = 2ν(xn−1i )∆td.
(2.11)
Assuming that the redistribution radius scales as O(∆t
1/2
d ), it can be shown that the
global truncation error of scheme (2.11) behaves as O(∆t
1/2−
d ), where  is a small
positive real number, as shown in Appendix A. The procedure works in the same way
for higher-order spatial accuracy [23]. The redistribution formulae (2.11) reduce to
those in [64] for the case of constant diﬀusivity.
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2.3 Redistribution onto a uniform grid – modiﬁed
interpolation kernels
To determine fnij from the given redistribution formulae, we need to specify the target
particle locations xni . In the original treatment [64], the neighboring particles of each
source particle were chosen as the target particles, i.e., the set of xn−1i and that of
xni were taken to be the same. More particles were introduced if the number of
neighboring particles was not suﬃcient to achieve the desired accuracy. Although
this approach makes the entire process grid-free, the complex procedure necessary to
deal with the arbitrariness of the number and the locations of the target particles
makes the original redistribution method expensive, especially in three-dimensional
simulations where the number of particles easily reaches several millions. In this
section, we provide an alternative formulation to address this diﬃculty.
From the formulation described in the previous section, the following fact can be
easily recognized: it is not necessary to keep the same particle locations before and
after each redistribution step, i.e., the set of xn−1i and that of x
n
i in (2.9) need not be
the same. For example, we can simply take a set of uniform grid points as the target
particle locations to develop a redistribution formula for each source particle. In that
case, the arbitrariness in the number and locations of target particles is eliminated,
and the complex procedure of ﬁnding the fractions is replaced by a much simpler one.
Since multi-dimensional generalization is straightforward, we consider the one-
dimensional case ﬁrst. We concentrate on the case of constant diﬀusivity ﬁrst. Sup-
pose we have an equally-spaced grid, located at x = −∆x, 0, and ∆x. We interpret
these grid points as the target particle locations, i.e., x1 = −∆x, x2 = 0, and x3 = ∆x.
Given that a source particle is located at x = x0, where |x0| < ∆x2 , the corresponding
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redistribution formula, to the lowest order in R, is given by:
3∑
j=1
f0j = 1,
3∑
j=1
f0j(xj − x0) = 0,
3∑
j=1
f0j(xj − x0)2 = 2ν∆td.
(2.12)
Solving these equations explicitly, we obtain the following redistribution fractions.
f01 =
2ν∆td − x0∆x+ x20
2∆x2
,
f02 =
∆x2 − 2ν∆td − x20
∆x2
,
f03 =
2ν∆td + x0∆x+ x
2
0
2∆x2
.
(2.13)
Although these expressions are enough for implementation, rewriting them in the
form of an interpolation kernel is more convenient for further discussion. For a given
particle distribution un in the form of (2.3), we deﬁne the interpolated particle dis-
tribution un+1 as
un+1(x) =
∑
j∈Z
δ(x− j∆x)
∫
R
λ
(
j∆x− x′
∆x
)
un(x′)dx′
=
N∑
i=1
Γni
(∑
j∈Z
λ
(
j∆x− xni
∆x
)
δ(x− j∆x)
)
.
(2.14)
The interpolated particle distribution has particles only at x = j∆x, where j ∈ Z. We
call λ the interpolation kernel, since it relates the initial particle distribution and the
interpolated distribution. Usually λ is of compact support. Thus the interpolation
of a particle is only done over its nearest grid points. Since (2.14) exhibits some
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similarity to (2.9), we can easily convert (2.13) to the following interpolation kernel:
Λ2(ξ, c) =


1
2
(1− |ξ|)(2− |ξ|) + c2 : 1
2
≤ |ξ| < 3
2
1− |ξ|2 − 2c2 : |ξ| < 1
2
0 : 3
2
≤ |ξ|
(2.15)
where c =
√
ν∆td/∆x. The corresponding redistribution formulae approximate the
diﬀusion process with a global truncation error O(h), where h =
√
∆td [64], if c is
kept constant during reﬁnement. The notation Λ2 has been chosen intentionally. This
expression yields one of the classical ‘inviscid’ interpolation kernels given in [14] at
the limit of c→ 0, where it was also denoted as Λ2. One may realize that Λ2 becomes
the TSC (triangular-shaped cloud) interpolation kernel when c2 = 1/8. This fact
can be used to estimate the eﬀective kinematic viscosity induced by the numerical
diﬀusion when one uses the TSC interpolation kernel for remeshing.
The procedure given above can be generalized to other kernels. Two of the most
widely used interpolation kernels, Λ3 and M
′
4, can also be extended to account for
diﬀusion as follows.
Λ3(ξ, c) =


1− 2c2 + |ξ| (3c2 − 1
2
)− ξ2 + |ξ|3
2
: |ξ| < 1
(2− |ξ|) (1
6
(3− |ξ|) (1− |ξ|) + c2) : 1 ≤ |ξ| < 2
0 : 2 ≤ |ξ|
(2.16)
and
M ′4(ξ, c) =


1− 5ξ2
2
+ 3|ξ|
3
2
− c2 (2− 9ξ2 + 6|ξ|3) : |ξ| < 1
1
2
(2− |ξ|)2 (1− |ξ| − 2c2 + 4c2|ξ|) : 1 ≤ |ξ| < 2
0 : 2 ≤ |ξ|
(2.17)
Λ3 is continuous, and M
′
4 ∈ C1(R). Λ3 approximates the diﬀusion process with a
global truncation error O(h2), and M ′4, O(h). When c
2 = 1/6, these two kernels
coincide.
So far, we have discussed the one-dimensional cases only. The multi-dimensional
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generalization of these interpolation kernels can be achieved in a trivial way for a
uniform Cartesian grid. One can obtain redistribution fractions in Rd simply by
using the tensor product of the redistribution fractions obtained by the interpolation
kernel acting on each coordinate. The resulting redistribution fractions automatically
satisfy the redistribution formulae given in [64].
The idea of redistributing particle strength onto uniform grid points can also be
applied to the case of variable diﬀusivity. Here, we present the interpolation kernel
satisfying (2.11).
Λ′3(ξ, c, dν)
=


1
6
(2− ξ) (6c2 + 3dν(2− ξ) + (1− ξ)(3− ξ)) : 1 ≤ ξ < 2
1
2
(2 + 2c2(3ξ − 2)− ξ (1− ξ(ξ − 2)− dν(4− 3ξ))) : 0 ≤ ξ < 1
1
2
(2− 2c2(3ξ + 2) + ξ (1− ξ(ξ + 2) + dν(4 + 3ξ))) : −1 ≤ ξ < 0
1
6
(2 + ξ) (6c2 − 3dν(2 + ξ) + (1 + ξ)(3 + ξ)) :−2 < ξ < −1
0 : 2 ≤ |ξ|
(2.18)
where c2 = ν∆td/∆x
2 and dν =
∆td
∆x
∂ν
∂x
. ν and ∂ν
∂x
should be evaluated at the source
particle location. Because only three equations are available in (2.11), while there
are four unknown redistribution fractions, we imposed an additional condition for the
third order moment, i.e.,
∑
j f
n
ij(x
n
j −xn−1i )3 = dν∆x3. The resulting kernel is contin-
uous, and approximates the diﬀusion process with a global truncation error O(hM
′
)
for all M ′ < 1, as shown in Appendix A. As the notation implies, this expression
gives Λ3 in (2.16) when dν = 0.
Again, multi-dimensional generalization can be made simply by taking tensor
products. The procedure of multi-dimensional generalization gives redistribution for-
mulae which are diﬀerent from those obtained directly from the Galerkin formulation
given in [23]. For instance, in R2, for k1 = k2 = 1, G
n
k,i is O(h
4) if it is obtained by
taking tensor products. On the other hand, according to [23], Gnk,i must be exactly
zero under the same condition. However, as one can clearly see in this example, the
diﬀerence only contributes at a higher order than the error considered, hence these
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two diﬀerent formulae are equivalent within the error considered.
The actual implementation of these interpolation kernels to simulate diﬀusion
in vortex methods is a straightforward generalization of the original redistribution
method [64]. To solve the Navier-Stokes equation in the velocity-vorticity formula-
tion, we employ the viscous splitting algorithm [14, 48]: the evolution of the ﬂow
ﬁeld is considered in discrete time steps. In each step, the vortex elements are ﬁrst
convected, and then diﬀused by interpolation, i.e., the algorithm consists of substeps
where the convective and the diﬀusive eﬀects are considered separately. In this way,
the computational advantages of Lagrangian vortex methods, that is, minimal disper-
sion/dissipation during the computation of convection, no restriction from the CFL
condition, and optimal utilization of computational elements, are automatically inher-
ited without being compromised, because convection is still dealt with in completely
Lagrangian way.
It is convenient to deﬁne appropriate notations for diﬀerent step sizes, because
the time step for diﬀusion is often chosen as a multiple of that for convection at
high Reynolds number. Thus, from here on, the convection time step size is denoted
by ∆tc, while the diﬀusion time step size is denoted by ∆td. If there is no need to
distinguish between diﬀerent time steps, as in Appendix A, we use ∆t as ∆td.
Due to the core overlap condition imposed during the convection substep, the grid
size for interpolation, ∆x, should be chosen such that ∆x < σ, where σ is the radius
of the core function. The choice of ∆td and ∆x is further restricted by the stability
bound on c2 associated with each interpolation kernel. These stability bounds will
be discussed in Section 2.4. To meet all these conditions simultaneously, one may
ﬁrst decide on σ by considering the spatial resolution required for the solution, and
then decide on a value of ∆x that satisﬁes the overlap condition. After that, ∆td can
be chosen as a multiple of ∆tc in the range of valid values for ∆td, which should be
decided by stability consideration.
We note that the use of these interpolation kernels for treating diﬀusion has the
following advantages. First, the use of a uniform grid eliminates the expensive linear
optimization process used to ﬁnd the fraction in the original redistribution scheme,
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and results in a very eﬃcient diﬀusion scheme. The high computational load resulting
from the optimization process was one of the most critical weaknesses of the original
vorticity redistribution method [14]. The second is its simplicity. An inviscid vortex
code can be expanded easily to treat viscous ﬂows. If the code already has a routine
for remeshing onto a uniform grid, simply modifying the kernel leads to a viscous ﬂow
code. Finally, the two processes, remeshing and diﬀusion, are treated in one step in
such a way that the dispersive errors introduced by remeshing are controlled by the
concomitant diﬀusion process, and provides an easy way to guarantee the stability of
remeshing.
On the other hand, there are several potential weaknesses. The application of the
method might require the generation of a large data set for the storage of the grid
points, as in other implementations of global remeshing. However, only the grid points
near the support of the particle distribution are relevant. If the support of particle
distribution is large, one may still avoid the problem of generating a large data array
by partitioning particles into several small clusters and performing interpolation for
each cluster separately. An elegant strategy of tree-structured grid storage is available
[75], and can be easily adopted for the current scheme. The order of approximation
of the interpolation kernels presented here is relatively low. Λ3, which has the highest
order among the interpolation kernels given, is ﬁrst-order in time and second-order
in space. However, constructing higher-order interpolation kernels is possible, though
we do not pursue it in this paper.
We end this section with few comments concerning the relation between the
method proposed here and other diﬀusion simulation approaches. The ﬁrst is the
ﬁnite diﬀerence method. One may treat diﬀusion and remeshing by ﬁrst performing
remeshing through an inviscid interpolation kernel, then by applying an explicit ﬁnite
diﬀerence scheme on the remeshed particle distribution. Such a two-step approach is
valid, but there are diﬀerences between this and our one-step approach. The two-step
approach does not in general yield particle distribution identical to that obtained
by the modiﬁed interpolation kernels. For instance, suppose that we have only one
source particle initially. If one ﬁrst applies the inviscid Λ3 to this particle and then
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uses the three-point centered ﬁnite diﬀerence formula in space and the explicit Euler
scheme in time to treat diﬀusion, the support of resulting particle distribution covers
six grid points in general, which is larger than that covered by the modiﬁed Λ3. If one
uses the four-point one-sided ﬁnite diﬀerence formulae for the outermost remeshed
particles to limit the support of resulting particle distribution, some of moment con-
ditions are violated. Actually, Λ3 given here represents the only particle distribution
covering four points with all the moments up to the third order correct. Our one-step
approach usually results in more eﬃcient utilization of grid points.
We also note that a similar idea of using a grid to simulate diﬀusion was proposed
in [46]. However, this early treatment was based on the concept of resampling [14],
i.e., the redistribution fraction onto each grid point is determined by the local value
of the fundamental solution, not by matching the moments. Since each moment
corresponds to an integral property such as the total circulation, the current scheme
has better conservation properties. For example, the current method preserves the
linear impulse in the case of constant diﬀusivity, where the method in [46] cannot.
Finally, we note that the use of a quadrature rule and the nature of semi-discretization
make it conceptually diﬃcult to incorporate the idea of remeshing within PSE directly.
This is one reason why the discussion has been made on the basis of the redistribution
method.
2.4 Error analysis of interpolation kernels
In this section, we analyze the error characteristics of the extended interpolation
kernels presented in the previous section. The purpose of this analysis is to obtain the
stability bound of each kernel. We discuss the dissipative or dispersive characteristics
of the error for the low-frequency modes. Since the high-frequency modes are all well
damped. We also show that the dispersive nature of these interpolation kernels is
changed by the addition of diﬀusion.
To this end, we consider the one-dimensional linear advection-diﬀusion equation
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with constant ﬂow speed U , i.e.,
∂u
∂t
+ U
∂u
∂x
= ν
∂2u
∂x2
. (2.19)
If we employ a typical operator splitting algorithm, the advection step is solved by
particle methods without introducing any additional error at each time step. One
can simply discretize the initial condition using particles, and displace the particles
to obtain the ﬁeld at any time instance. The error is introduced during the diﬀusion
step, or equivalently during the remeshing step, by the application of an interpolation
kernel.
Let ∆t be the time step for interpolation and ∆x be the grid size. We denote
xj = j∆x as the ﬁxed location of the jth grid point and u
n
j as the strength of the
particle located at xj immediately following the nth remeshing step. We assume for
convenience that 0 < C ≡ U∆t
∆x
< 1
2
. Since interpolation is made onto the nearest grid
points of the source particle, U∆t can be arbitrarily large. This restriction makes
it possible to interpret the resulting evolution equation of uj as an Eulerian scheme,
making the analysis easier. The results obtained from this analysis are not aﬀected by
the removal of this restriction, since we can always use a transform x′ = x−nt∆x/∆t,
where n is chosen such that the ﬂow speed measured in the new coordinate system
satisﬁes the restriction.
We ﬁrst consider Λ2. Since particles are always remeshed onto the uniform grid
points at the end of the step, the position of the jth particle at the beginning of a
new time step is xj . In the advection step, the particles are displaced by U∆t, i.e.,
x˜nj = xj + U∆t, and u˜
n
j = u
n
j , where x˜j is the location of the displaced jth particle,
and u˜j is its strength. In the remeshing step, the displaced particles are interpolated
onto the uniform grid points. Thus, we have
un+1j = u
n
j−1Λ2
(
xj − x˜nj−1
∆x
, c
)
+ unjΛ2
(
xj − x˜nj
∆x
, c
)
+ unj+1Λ2
(
xj − x˜nj+1
∆x
, c
) (2.20)
47
Again, c =
√
ν∆t
∆x
. This formula actually gives the Lax-Wendroﬀ scheme when c2 = 0.
To analyze the error characteristics from this expression, one usually calculates
the ampliﬁcation factor and the phase speed error [10]. The analysis is performed in
the wavenumber space. We take the Fourier transform of (2.20) using the following
substitution.
unj =
∑
θ
υnθ e
ijθ, (2.21)
where i =
√−1, and θ = 2πk∆x. Reorganizing (2.20) by using this substitution, we
can ﬁnd
υn+1θ = g(C, c, θ)υ
n
θ , (2.22)
where
g(C, c, θ) = 1− c2 − C2 +
(
c2 +
C2
2
+
C
2
)
e−iθ +
(
c2 +
C2
2
− C
2
)
eiθ. (2.23)
From this ampliﬁcation factor, we ﬁrst obtain the stability bound. In practice, par-
ticles can be placed anywhere, and hence we do not have any control over C and θ.
Thus, we need to obtain the range of c where |g(C, c, θ)| ≤ 1 for all 0 ≤ C ≤ 1/2 and
0 ≤ θ ≤ 2π. Either analytically or numerically, we can compute |g(C, c, θ)|2 to obtain
this range of valid c. For Λ2, the range of valid c is c
2 ≤ 3/8. Within this range, the
l2 norm of the discretized ﬁeld variable is decreased by the application of Λ2.
To analyze the error characteristics of the low-frequency modes, we compare the
eﬀect of dispersion and that of dissipation, in an order of magnitude sense. The exact
solution in the wavenumber space is given by:
υn+1θ = e
−i2πkU∆t−4π2νk2∆tυnθ = e
−iCθ−c2θ2υnθ . (2.24)
This implies that the rate of norm decay and the phase speed error should be analyzed
in the following way.
g(C, c, θ) = e−iCθ+iA(C,c,θ)−c
2θ2−B(C,c,θ), (2.25)
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where A(C, c, θ) represents the phase speed error and hence the dispersive eﬀect,
and B(C, c, θ) represents the rate of additional norm decay and hence the eﬀect of
numerical dissipation. It is hard to get exact expressions of A(C, c, θ) and B(C, c, θ),
but we can get the following asymptotic formulae for the leading order terms by
taking the logarithm of (2.23) and expanding it in series.
A(C, c, θ) =
1
6
C(1− 6c2 − C2)θ3 +O(θ5),
B(C, c, θ) =
1
24
(
12c4 − 3C2(C2 − 1)− 2c2(1 + 6C2)) θ4 +O(θ6). (2.26)
This analysis shows that the leading order error induced by the application of Λ2 is
strictly dominated by its dispersive component at the low-frequency regimes, i.e., as
θ → 0. When c2 ≤ 1/8, the leading order term of A(C, c, θ) is greater than or equal
to 0 for all 0 ≤ C ≤ 1/2 and 0 ≤ θ ≤ 2π. Thus these low-frequency modes show
lagging phase error, and induce spurious oscillations at the trailing edges of the wave
packets [69, 71]. Especially when c2 is very small, these unphysical oscillations can
survive dissipation for a time long enough to couple with other parts of the equations
in more complex equations, e.g., the Euler equation or the Navier-Stokes equation at
high Reynolds number.
If the equation of interest is extremely sensitive to such spurious oscillations, one
may completely suppress these oscillations by enforcing the monotonicity preserva-
tion condition [43, 71]. To achieve this, one can simply adjust c2 to make these
interpolation kernels non-negative by choosing ∆x and ∆td appropriately. For Λ2,
when 1/8 ≤ c2 ≤ 3/8, the interpolation kernel is guaranteed to be non-negative
everywhere. A non-negative interpolation kernel gives non-negative redistribution
fractions, and hence makes the resulting scheme TVD, which guarantees the preser-
vation of monotonicity [43, 71]. However, since these interpolation kernels have been
successfully used with c2 = 0 in many previous inviscid vortex simulations [38], we
conclude that the use of non-negative interpolation kernels may not lead to serious
instability in vortex simulations. In other applications, there are still possibilities
that these spurious oscillations may be troublesome.
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It is interesting to see that the dispersion relation can be signiﬁcantly modiﬁed
by the addition of diﬀusion: especially when c2 > 1/8, the low frequency modes may
show leading phase error for certain values of C. This threshold actually coincides
with the lower bound of the range of c2 yielding Λ2 non-negative.
For Λ3 and M
′
4, we only state the results brieﬂy. For Λ3, the ampliﬁcation factor
is given by
g(C, c, θ) = C
(
c2 +
1
6
(C − 1)(C + 1)
)
e−2iθ
+
(
c2 + C − 3c2C + C
2
2
− C
3
2
)
e−iθ
+ 1− 2c2 − C
2
+ 3c2C − C2 + C
3
2
+ (1− C)
(
c2 − 1
6
(2− C)C
)
eiθ.
(2.27)
When c2 ≤ 1/2, |g(C, c, θ)| ≤ 1 for all 0 ≤ C ≤ 1/2 and 0 ≤ θ ≤ 2π. This gives the
stability bound as c2 ≤ 1/2. We can also get the asymptotic expressions for A(C, c, θ)
and B(C, c, θ).
A(C, c, θ) =
1
60
C(2 + C − C2 − 10c2)(1− 3C + 2C2)θ5 +O(θ7),
B(C, c, θ) =
1
24
(
12c4 − c2(2 + 12C − 12C2)
+C(2− C − 2C2 + C3)) θ4 +O(θ6).
(2.28)
For small values of c2, the leading order term in A(C, c, θ) is greater than or equal
to 0, and the application of Λ3 may also result in spurious oscillations at the trailing
edge. To suppress these oscillations completely, one can choose 1/6 ≤ c2 ≤ 1/2 to
make Λ3 non-negative.
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For M ′4, we get
g(C, c, θ) =
(
3c2C2 − 2c2C3 − C
2
2
+
C3
2
)
e−2iθ
+
(
c2 +
C
2
+ 2C2 − 9c2C2 − 3
2
C3 + 6c2C3
)
e−iθ
+ 1− 2c2 − 5C
2
2
+ 9c2C2 − 6c2C3 + 3C
3
2
+
(
c2 − C
2
+ C2 − 3c2C2 − C
3
2
+ 2c2C3
)
eiθ.
(2.29)
The stability bound is given by c2 ≤ 1/2. The asymptotic expressions for A(C, c, θ)
and B(C, c, θ) are given by
A(C, c, θ) =
1
6
C(1− 6c2)(1− 3C + 2C2)θ3 +O(θ5),
B(C, c, θ) =
1
24
(
12c4 − 2c2(1 + 24C2 − 48C3 + 24C4)
+9C2(C − 1)2) θ4 +O(θ6).
(2.30)
Again, the leading order term in A(C, c, θ) is greater than or equal to 0 for c2 ≤ 1/6,
and hence the low-frequency modes show lagging phase error. Interestingly, when
c2 > 1/6, A(C, c, θ) becomes non-positive for any C, and the low-frequency modes
show leading phase error. The non-negativity of M ′4 can be achieved by choosing
1/6 ≤ c2 ≤ 1/2. Again, the threshold of the radical change of the dispersion relation
for low-frequency modes coincides with the lower bound of c2, yielding non-negativity.
For Λ′3, it is hard to get a precise stability bound, since there is another parameter
dν . Numerical calculation of the upper bound of |g(C, c, θ)| shows that |dν| should
remain small when c2 is small. However, for moderate values of c2, the restriction on
dν is not severe. We also note that dν approaches 0 if one reﬁnes the resolution while
keeping c2 constant. Thus, for most cases, one can just check the bound on c2, for
which one may consult the case of Λ3. The region of non-negativity for Λ
′
3 is a convex
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set in (c2, dν) plane, whose boundary is described by the following set of equations:
c2 − 1/2 = 0, 4 + 9d2ν − 24c2 = 0,
20 + 27|dν| − 162c2|dν |+ 54|dν|3 − 2(7− 18c2 + 9d2ν)3/2 = 0.
(2.31)
2.5 Numerical examples
In this section, we discuss the results of a number of computations using the modiﬁed
interpolation kernels. We provide three numerical examples of three-dimensional vor-
tex simulations. Next, a nonlinear reaction-diﬀusion problem is solved to demonstrate
the applicability of the method to cases of spatially varying diﬀusion coeﬃcient.
2.5.1 Vortex rings
The behavior of vortex rings has been studied intensively, and hence they serve as
good examples to check the capability of a numerical method [65]. We show results
of three examples: evolution of a vortex ring at an intermediate Reynolds number,
asymptotic drift of a vortex ring, and a case of side-by-side collision of two vortex
rings.
We ﬁrst brieﬂy discuss the numerical method. A viscous splitting algorithm is
employed. During the convection step, we solve the equations of motion for inviscid
incompressible ﬂow in vorticity transport form:
Dω
Dt
=ω · ∇u,
∇ · u = 0,
(2.32)
where ω = ∇ × u, and u is the velocity. The numerical solution proceeds by dis-
cretizing the vorticity ﬁeld onto overlapping vector elements, each centered at χci with
volume dVi and vorticity ωi:
ω(x, t) =
N∑
i
[ωidVi](t)fσ(x− χci(t)). (2.33)
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The vorticity associated with each element is localized by a radially symmetric core
function fσ of radius σ, where fσ(x) =
1
σ3
f( |x|
σ
). We use the low-order algebraic
kernel as the core function [45, 74]. Each vortex element is described by a ‘stick,’
decomposing the particle strength [ωidVi](t) into a positive scalar weight Γi times a
material line element δχi(t). The vector δχi points in the direction of the vorticity,
and is ascribed to two nodes. Nodes are simply advected by the velocity ﬁeld:
dχi
dt
= u(χi). (2.34)
Advecting the nodes accounts for the material line element deformation, and thus
for stretching and tilting of the vorticity [ωidVi]. A second order predictor/corrector
scheme with adaptive time-step control is used for time integration of the ordinary
diﬀerential equations in (2.34), where the velocity at each node u(χi) is evaluated by
an adaptive tree-code [45]. When |δχi| of a given element exceeds 0.9σ, a new node
is added halfway between the original two nodes. The parallel implementation of the
adaptive tree-code is achieved by domain decomposition using the k-means clustering
technique [50].
During the diﬀusion step, we use Λ3 to interpolate the particle strength [ωidVi] of
each vortex element onto target particles on a uniform grid. Following the interpola-
tion, we eliminate particles with |ωidVi| < |ωdV |del to control the problem size. Next,
each target particle on the grid is converted back into a stick, having its center χci at
the grid point and |δχi| = 0.6σ. Because |δχi| deﬁnes the length scale at which ∇u is
evaluated for the calculation of stretching, one should choose |δχi| comparable to σ,
which deﬁnes the spatial resolution of the simulation. If |δχi| is too small, stretching
is evaluated at a length scale that is not well resolved. On the other hand, |δχi|
should not be too large to avoid a quick increase in number of elements, since we add
a new node when |δχi| > 0.9σ. Our |δχi| is chosen via a tuning process considering
these conditions. After the conversion of the target particles into sticks, the code can
start the convection step again using these sticks as its initial condition.
All of the following simulations were performed on the IBM SP-RS/6000 located
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at the National Energy Research Scientiﬁc Computing Center (NERSC).
Evolution of a vortex ring at an intermediate Reynolds number
The ﬁrst example is a single vortex ring at ReΓ = Γ/ν = 500. A ring of radius R and
core radius a is initially placed at the y = 0 plane. The core of the ring is represented
by its azimuthal vorticity:
ωφ =
K
π
Γ
a2
exp
{
−K
(
R2
a2
+
r2
a2
− 2Rr
a2
sin θ
)}
, (2.35)
where r =
√
x2 + y2 + z2, tan θ = (
√
x2 + z2)/y, and K = (2.24182)2/4. To make
the initial distribution smooth, an image ring was placed across the axis of symmetry
so that ωφ = 0 at the y-axis. The ring has unit circulation and unit radius, i.e.,
Γ = 1 and R = 1. The core radius is chosen to be a/R = 0.35. This set of parameters
makes the initial conditions identical to those of the axisymmetric spectral simulation
performed by Stanaway et al. [66, 67].
We performed two diﬀerent runs. The ﬁrst is a fully three-dimensional simulation
at ∆tc = ∆td = 0.5, σ = 0.1, ∆x = 0.07, |ωdV |del = 10−8. In the second case, a 20
degree section of the vortex ring is simulated at higher spatial resolution, where ∆tc =
∆td = 0.25, σ = 0.05, ∆x = 0.035, |ωdV |del = 10−10. If an element lies outside the
20 degree section, the element is rotated into the domain using azimuthal symmetry.
Since the fully three-dimensional run did show a symmetry in the azimuthal direction
during the period of interest, the simulation using the 20 degree section is expected
to behave similarly.
The results are reported in the following dimensionless variables, which were also
used in [66, 67]. The dimensionless speed of the vortex ring centroid is given by
U = Uc
(I0/ρ)
1/2
ν3/2
, (2.36)
where I0 is the initial linear impulse of the ring, and Uc is the speed measured in the
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computational units. We also use dimensionless time, which is scaled as
t = t
ν2
I0/ρ
, (2.37)
and shifted to match the initial time reported in [66, 67].
In Figure 2-1, the speed of the vortex ring centroid is plotted. For comparison,
the curve reported in [66, 67] is also shown. The values are underestimated in the
lower resolution run, but the higher resolution run shows a close match. At the later
stage, where diﬀusion plays a dominant role in establishing the vorticity distribution,
close agreement is observed at both resolutions. The circulation of the vortex ring
is plotted in Figure 2-2. Unlike the initial speed, which is more strongly aﬀected by
convection than diﬀusion, the evolution of the circulation is well captured even by
the lower resolution run.
We also show vorticity contours of the high resolution run on the z = 0 plane in
Figure 2-3. We have chosen the same instances as those reported in [66, 67] for one-
to-one comparison. The contour levels remain the same for all times in this ﬁgure.
To recover the contour levels used in [66, 67], we have matched the diameter of the
outermost solid contour at the initial condition, and the diﬀerence between the solid
lines is set to be a factor of 10 larger than between the dashed ones. Comparing
Figure 2-3 to that reported in [66, 67], we see that our simulation does reproduce
the details of the vortex ring correctly. Even the subtle structure of the tail is well
matched. We also note that the linear impulse of the ring is preserved within 0.9%
for the duration of the simulation in both of our simulations. The number of vortex
elements at the end of the simulation was around 500,000 for both of our simulations.
Asymptotic drift of a vortex ring
The second example is the long-time asymptotic drift of a vortex ring. The centroid
speed under these conditions was studied by Rott and Cantwell [60], and we compare
the result of our simulation to these theoretical estimates.
Initially, we place a Stokes vortex ring at the y = 0 plane. The vorticity distribu-
55
tion of a Stokes vortex ring is given by
ωφ =
I0/ρ
8π3/2(νtI)2
sin θη exp(η2), (2.38)
where η = r/
√
4νtI . r and θ are deﬁned in the same way as in the previous example.
The ring has unit linear impulse, i.e., I0/ρ = 1, and the kinematic viscosity is chosen
to be ν = 1 for simplicity. With this choice, the only parameter that must be
speciﬁed is the initial time tI , which is chosen to be tI = 1/900. The initial Reynolds
number is ReI = (I0/ρ)
1/2/(νtI)
1/2 = 30. The numerical parameters used are: ∆tc =
∆td = 0.0003, σ = 0.05, ∆x = 0.03, |ωdV |del = 10−12. To limit the size of the
simulation, we again follow the evolution of a 20 degree section of the ring, assuming
azimuthal symmetry. The 20 degree section of the Stokes vortex ring is initially
discretized into more than 80,000 elements, which gives smaller inter-particle distance
than that speciﬁed by ∆x. Still, the initial centroid speed of the vortex ring is
naturally underestimated, since the numerical parameters, such as σ, are chosen to
match the resolution required for the later stage. Note that our purpose is to study
the long-time asymptotic drift, where diﬀusion is expected to dominate the dynamics.
The speed of the long-time asymptotic drift of a single vortex ring is given as
follows [60]:
U =
7
15
(
8πt
)−3/2 ≈ 0.0037038 t−3/2. (2.39)
This theoretical result was also well veriﬁed by the axisymmetric simulations of Stan-
away et al. [66, 67]. As shown in Figure 2-4, where the speed of the vortex ring
centroid is plotted, the result of our simulation matches (2.39) well as t increases.
Figure 2-5 and Figure 2-6 show the evolution of the circulation and that of the
kinetic energy respectively. From the expression of the Stokes vortex ring, it can
be shown that the circulation must evolve as t
−1
, and that the kinetic energy must
evolve as t
−3/2
. Our simulation matches these trends exactly. The linear impulse
of the ring is preserved within 0.04% for the duration of the simulation. The error
in the linear impulse increases mostly at the initial stage, where convection still
aﬀects the evolution of the vortex ring. At the later stage, where diﬀusion dominates
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the evolution, the error in the linear impulse does not increase much, showing that
interpolation indeed preserves the linear impulse. The number of vortex elements at
the end of the simulation was around 300,000.
Side-by-side collision of two vortex rings
The ﬁnal example of vortex calculations is the interaction of two vortex rings; the
case studied by Kida et al. [35]. As an initial condition, two identical vortex rings
are placed side-by-side. The centers of the vortex rings are placed on the x axis,
separated by a distance s. The radius of each ring is R. We use a Gaussian vorticity
distribution within the core:
ωφ = ω0 exp
{
−
(r
a
)2}
, (2.40)
where r is the distance from the core centerline, ω0 is the maximum vorticity at
the core center. The nominal circulation of the vortex ring is πω0a
2. Note that
(2.40) is equivalent to (2.35) with the proper change of variables. We use diﬀerent
representations to simplify the comparison with the reference cases.
A set of parameters similar to Case I in [35] is chosen, namely, R = 0.982, a =
0.393, s = 3.65, ω0 = 23.8, and ν = 0.01, which makes ReΓ = 1153 based on the
nominal circulation. The rings are not inclined with respect to the y = 0 plane. This
condition is not identical to that of Case I in [35], since the simulation performed in
[35] was spatially periodic, while our rings are isolated in R3. Due to periodicity, the
evolution of the vortex rings in [35] turned out to be slower. Thus the comparison
between these two cases can be qualitative only.
The numerical parameters used are the following: ∆tc = 0.05, ∆td = 0.1, σ =
0.2, ∆x = 0.090909, and |ωdV |del = 5 × 10−7. The vortex rings move toward the
x = 0 plane, as they travel in the y direction, through their mutual induction. They
approach each other, and collide along the x = 0 plane as shown in Figure 2-7.
The collision promotes the establishment of large vorticity gradients, which are then
gradually annihilated by diﬀusion. Eventually, the two rings merge into a distorted
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single ring. The evolution of colliding rings shown in Figure 2-7 is similar to that
depicted in [35]. In particular, one can recognize the formation of threads on the front
of the vortex tube, which are remnants of the anti-parallel vortices at the contact
point. These threads were also observed in [35].
The interaction can be seen in Figures 2-8 and 2-9, where the contours of ωz and
ωx are plotted, respectively. As depicted in Figure 2-8, the outer cores move upward
faster than the inner cores, and induce a ﬂow that forces the inner cores toward the
x = 0 plane. As the inner cores collide, the outer vortex tubes extend across the
x = 0 plane resulting in the formation of bridges, as shown in Figure 2-9. During this
ﬁrst reconnection, the circulation of each of the inner cores decreases rapidly, while
the circulation of each of the bridges increases, which can be seen in Figure 2-10.
This transfer of circulation was also observed in [35]. The number of vortex elements
for this simulation remains around 450,000 by the end of the simulation. The linear
impulse is preserved within 0.7%.
Finally, we note that the computational time spent for the interpolation step
remains indeed small compared to that spent on the calculation of convection for all
the simulations reported in this paper. The diﬀerence becomes more pronounced as
the number of vortex elements increases. In a numerical experiment using 2 million
vortex elements on 384 SP POWER3 processors, the computational time for one
interpolation step was less than 10% of the computational time of one single prediction
step.
2.5.2 Nonlinear reaction-diﬀusion system
In this section, we show that the interpolation kernels can be used for treating non-
linear problems as well. We consider the following one-dimensional reaction-diﬀusion
problem.
∂θ
∂t
=
∂
∂x
(
θ2
∂θ
∂x
)
− 2θ
(
∂θ
∂x
)2
for x ∈ (0, 1), t > 0, (2.41)
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where the initial and the boundary conditions are given as follows:
θ(x, 0) = θI(x) =
2
3 + 2x
, (2.42)
∂θ
∂x
= 0 for x = 0 and 1, t > 0. (2.43)
Equation (2.41) models thermal conduction in solid crystalline molecular hydrogen,
and the following analytical solution was obtained in [57]:
θ =θ + π−1/2
∫
R
A′(xˆ+ 2t1/2β) exp(−β2)dβ,
x =θxˆ+ π−1/2
∫
R
A(xˆ+ 2t1/2β) exp(−β2)dβ,
(2.44)
in which xˆ is an extensible distance coordinate,
θ =
(∫ 1
0
θI(x)
−1dx
)−1
=
1
2
, (2.45)
and A is odd, of period 2/θ, and given over a half period by solving
∫ A(γ)+θγ
0
θI(x)
−1dx = γ, (2.46)
which yields
A(γ) =


1
2
(−3− γ +√9 + 8γ) : 0 ≤ γ ≤ 2
−A(−γ) : −2 < γ < 0
periodic in 4 : otherwise
(2.47)
A′ is the derivative of A. The expression in (2.44) can be easily integrated numerically
to obtain the pointwise value of the solution with high accuracy.
To solve the problem numerically, we employ the following procedure:
1. Initialize the particles: set n = 0, xnj = (j − 1/2)∆x, and Γnj = θI(xnj )∆x.
2. Solve for reaction ﬁrst. The equation ∂θ
∂t
= −2θ ( ∂θ
∂x
)2
is modeled by a set
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of ordinary diﬀerential equations
∂Γj
∂t
= −2Γj
(
∂xθj
)2
for the particles, where
∂xθj = ∂xθ(xj) is the numerical approximation of
(
∂θ
∂x
)
x=xj
. Similarly, we denote
the numerical approximation of θ(xj) as θj = θ(xj). The ordinary diﬀerential
equations are discretized in time using the improved polygon method [8].
3. Solve for diﬀusion. The equation ∂θ
∂t
= ∂
∂x
(
θ2 ∂θ
∂x
)
is approximated by remeshing
using the Λ′3 interpolation kernel (2.18). ν(xj) and
(
∂ν
∂x
)
x=xj
are evaluated from
the values of θj and ∂xθj. in this case, the absence of convection forces the
particles to stay at the grid location all the time. Hence, to demonstrate the
capability of the method in performing remeshing and diﬀusion concurrently,
the uniform grid for the target particle locations is obtained by shifting the
initial particle locations by a distance randomly selected at each time step,
i.e., xnj = x
0
j + ρ
n, where ρn is a random number in [−∆x
2
, ∆x
2
). To satisfy
the boundary condition, the particles generated outside the domain during the
remeshing process are reﬂected back into the domain. For example, a particle
at xnj < 0 is moved to −xnj at the end of the diﬀusion substep without changing
its strength. In a similar way, we move the particles with xnj > 1 to 2− xnj .
4. Advance time by ∆t and repeat steps (2) and (3).
To evaluate θ(x) and ∂xθ(x), we use the following expressions.
θ(x) =
N∑
i=1
Γi (fσ(x− xi) + fσ(x+ xi) + fσ(x− 2 + xi)) ,
∂xθ(x) =
∂θ
∂x
=
N∑
i=1
Γi (f
′
σ(x− xi) + f ′σ(x+ xi) + f ′σ(x− 2 + xi)) .
(2.48)
The two additional terms in the summation represent the image particles included to
satisfy the boundary condition. We use a core function fσ ∈ C4c (R):
fσ(x) =
1
σ
f
(x
σ
)
, (2.49)
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where
f(x) =


693
512
(1− 5x2 + 10x4 − 10x6 + 5x8 − x10) : |x| < 1
0 : 1 ≤ |x|
(2.50)
For supp fσ = [−σ, σ], the image particles included in (2.48) are enough to satisfy the
correct boundary conditions for σ < 1. Other core functions may be used as long as
they are of compact support and in C3B(R), which is required to obtain convergence
in L∞ as shown in Appendix A.
Computations were performed for t = [0, 0.011] in 4-byte precision on a Pentium 4
workstation. We chose ∆t/∆x2 = 1.1 to satisfy the non-negativity constraint (2.31).
Figure 2-11 and Table 2.1 show the convergence of the approximate solution to the
analytical solution with the numerical parameters being reﬁned. Note that both σ
and ∆x/σ should approach zero to suppress noise at high wavenumbers. One can
also notice that the numerical error is more prominent near the boundary. The initial
conditions with their images are only continuous at the boundary, and hence the
error near the boundary in the initial discretization is larger than that in the domain
interior. However, the overall trend of convergence is clear.
Table 2.1: L∞ error for diﬀerent numerical parameters at t = 0.011
σ/∆x = 3 σ/∆x = 6
∆x = 0.1 1.0266× 10−2
∆x = 0.05 4.7675× 10−3
∆x = 0.01 8.7498× 10−3 8.6109× 10−4
∆x = 0.005 4.6580× 10−4
2.6 Summary
A scheme is proposed to treat diﬀusion and remeshing, simultaneously, in Lagrangian
vortex methods. Interpolation kernels similar to those that have been used for remesh-
ing of particle distributions in inviscid vortex simulations are obtained by utilizing
the moment-based redistribution method. The stability properties of the new inter-
polation kernels were investigated by using analogies to Eulerian schemes. Numerical
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examples show that the scheme works well in test problems. Results suggest that
the scheme can be successfully applied to complex problems, including cases in which
nonlinear diﬀusion plays an important role.
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Figure 2-1: Speed of the vortex ring verses time. Solid, 20 degree section simulation
at high resolution; Dash-dot, full simulation at low resolution; Dashed, Stanaway et
al. [66, 67]. Dots on the solid curve correspond to the instances shown in Figure 2-3.
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Figure 2-2: Circulation of the vortex ring verses time. Solid, 20 degree section simula-
tion at high resolution; Dash-dot, full simulation at low resolution; Dashed, Stanaway
et al. [66, 67].
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(a) t = 6.75× 10−5
Figure 2-3: The evolution of a single vortex ring. Vorticity contour at several instants
in time. The contour levels for dashed lines vary from |ωz| = 0.024 to |ωz| = 0.24.
The contour levels for solid lines vary from |ωz| = 0.24 to |ωz| = 2.4. For lines of the
same type, the vorticity varies linearly.
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(b) t = 7.48× 10−5
Figure 2-3: Continued from the previous page.
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(c) t = 8.21× 10−5
Figure 2-3: Continued from the previous page.
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(d) t = 9.06× 10−5
Figure 2-3: Continued from the previous page.
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(e) t = 10.03× 10−5
Figure 2-3: Continued from the previous page.
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(f) t = 11.00× 10−5
Figure 2-3: Continued from the previous page.
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(g) t = 11.85× 10−5
Figure 2-3: Continued from the previous page.
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Figure 2-4: Speed of the vortex ring verses time. Solid, present study; Dashed, Eq.
(2.39) [60].
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Figure 2-5: Circulation of the vortex ring verses time. Solid, present study; Dashed,
a line proportional to t
−1
.
73
10
−3
10
−2
10
−1
10
−3
10
−2
10
−1
10
0
t
E
/E
0
Figure 2-6: Kinetic energy of the vortex ring verses time. Solid, present study;
Dashed, a line proportional to t
−3/2
.
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(a) t = 0.0
Figure 2-7: Iso-surfaces of the vorticity norm |ω| = 2.0.
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(b) t = 3.0
Figure 2-7: Continued from the previous page.
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(c) t = 4.0
Figure 2-7: Continued from the previous page.
77
x-4
-2
0
2
4
y
-2
0
2
4
6
8
z
-3
-2
-1
0
1
2
3
(d) t = 5.0
Figure 2-7: Continued from the previous page.
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(a) t = 0.0
Figure 2-8: Contour of ωz at z = 0. Levels plotted are 0.5, 1, 2, 4, and 8. Solid and
dashed lines represent positive and negative values respectively.
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(b) t = 3.0
Figure 2-8: Continued from the previous page.
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(c) t = 4.0
Figure 2-8: Continued from the previous page.
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Figure 2-8: Continued from the previous page.
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(a) t = 3.0
Figure 2-9: Contour of ωx at x = 0. Levels plotted are 0.5, 1, 2, 4, and 8. Solid and
dashed lines represent positive and negative values respectively.
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(b) t = 4.0
Figure 2-9: Continued from the previous page.
84
z/0.0982
y/
0.
09
82
-40 -20 0 20 40
-20
0
20
40
60
80
100
(c) t = 5.0
Figure 2-9: Continued from the previous page.
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(d) t = 6.0
Figure 2-9: Continued from the previous page.
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Figure 2-10: Evolution of circulation around interacting vortex tubes. Solid, circula-
tion around the cross-section of an inner core on the z = 0 plane; dashed, circulation
around the cross-section of a bridge on the x = 0 plane; dash-dot, the sum of these
two circulations.
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Figure 2-11: Proﬁles at t = 0.011 for diﬀerent numerical parameters compared against
the analytical solution obtained from (2.44)
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Chapter 3
Vorticity Formulation of
Transverse Jets
In this chapter, we present vorticity formulation of transverse jets. Details of nu-
merical implementation are discussed, though the main part of the scheme is more
or less the same to the numerical method used to investigate vortex rings, given in
the previous chapter. The new components in this chapter are boundary conditions
and vorticity introduction mechanisms, since the computational domain is not any
more R3. Redundancy in description is maintained to ensure the presentation in this
chapter self-contained, so that one needs to consult only this chapter to understand
the results of simulations given in the following chapters.
3.1 Governing equations and numerical formula-
tion
3.1.1 Governing equations
Equations of motion for viscous, incompressible ﬂow may be written in the following
velocity-vorticity formulation, where ω = ∇× u:
Dω
Dt
= ω · ∇u+ ν∆ω, ∇ · u = 0, (3.1)
89
Using the Helmholtz decomposition, we may write
u = uω + up, (3.2)
where uω is recovered by the Biot-Savart law
uω(x, t) = − 1
4π
∫
Ω
(x− x′)× ω(x′, t)
|x− x′|3 dx
′ = K ω, (3.3)
where the following notation is used:
(FG)(x) ≡
∫
Ω
F(x,y)×G(y)dy, (3.4)
and
K(x,y) = − 1
4π
x− y
|x− y|3 . (3.5)
up is a divergence-free potential velocity ﬁeld (up = −∇φ) to satisfy a prescribed
normal velocity on the boundary of the given domain Ω:
∆φ = 0 in Ω, n · uω + n · up = n · u on ∂Ω (3.6)
Vorticity is generated at the boundary, and introduced either by a separated ﬂow or
by the action of diﬀusion. Together, these equations completely describe the motion
of an incompressible, viscous ﬂow.
3.1.2 Three-dimensional vortex methods
A three-dimensional vortex element method [42, 14] is used to perform the simulation
of an unsteady, incompressible transverse jet at a ﬁnite Reynolds number. We employ
a viscous splitting algorithm: the evolution of the ﬂow ﬁeld is considered in discrete
fractional steps, where the vorticity ﬁeld is ﬁrst convected and then diﬀused [14, 48].
The algorithm consists of substeps where the convective and the diﬀusive eﬀects are
considered separately. In this way, the computational advantages of Lagrangian vor-
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tex methods, that is, minimal dispersion/dissipation, no restriction from the CFL
condition, and optimal utilization of computational elements, are automatically in-
herited without being compromised.
During the convection substep, we solve the equations of motion for inviscid in-
compressible ﬂow in vorticity transport form:
Dω
Dt
= ω · ∇u, ∇ · u = 0. (3.7)
Numerical solution of this equation proceeds by discretization of the vorticity ﬁeld
onto overlapping vector elements, each centered at χci with volume dVi and vorticity
ωi:
ω(x, t) ≈
N∑
i
[ωidVi](t)fσ(x− χci(t)). (3.8)
The vorticity associated with each element is localized by a radially symmetric core
function fσ of radius σ, where fσ(x) =
1
σ3
f( |x|
σ
). Here we employ the Rosenhead-
Moore kernel as the core function [58, 52], which yields
uω(x, t) ≈
N∑
i
− 1
4π
x− χi
(|x− χi|2 + σ2)3/2
× [ωidVi] (3.9)
from the Biot-Savart law (3.3). Each vortex element is described as a ‘stick’ by
expressing the particle strength [ωidVi](t) = Γi(t)δχi(t), where δχi(t) represents a
material line element. The positive scalar weight Γi is the circulation contained in
the material line element. The vector δχi points in the direction of the vorticity, and
is described with two nodes. Each node is simply advected by the velocity ﬁeld:
dχi
dt
= u(χi). (3.10)
Advecting the nodes accounts for deformation of the material line element δχi, and
thus for stretching and tilting of the vorticity. A second order predictor/corrector
scheme with adaptive time-step control is used for time integration of the ordinary
diﬀerential equations in (3.10), where the velocity at each node u(χi) is evaluated
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by an adaptive tree-code [45]. When |δχi| of a given element exceeds 0.9σ, a new
node is added. The parallel implementation of the adaptive tree-code is achieved by
a domain decomposition using the k-means clustering technique [50].
During the diﬀusion substep, a modiﬁed interpolation kernel is used [73]. At
each step, the solution of the diﬀusion equation is approximated by a new set of
particles, which lie on a uniform grid over a region encompassing the support of the
particle distribution from the previous step. These new set of particles is obtained
by interpolating each particle from the previous step onto its neighboring grid points,
i.e., for each grid point, whose index is given as j,
[ωjdVj]
n+1 =
N∑
i
fij [ωidVi]
n, (3.11)
where fij is the redistribution fraction from the ith particle to the grid point. fij is
obtained by using the interpolation kernel Λ3 [73]:
fij = Λ3
(
xj − xi
∆x
)
Λ3
(
yj − yi
∆x
)
Λ3
(
zj − zi
∆x
)
(3.12)
where
Λ3(ξ; c) =


1− 2c2 + |ξ| (3c2 − 1
2
)− ξ2 + |ξ|3
2
: |ξ| < 1
(2− |ξ|) (1
6
(3− |ξ|) (1− |ξ|) + c2) : 1 ≤ |ξ| < 2
0 : 2 ≤ |ξ|
(3.13)
Here c =
√
ν∆td/∆x, which represents the ratio between the diﬀusion length scale
and the grid size ∆x. ∆td is the time step size for the diﬀusion substep, which can
be diﬀerent from the time step size for the convection substep ∆tc. Usually, to have
enough resolution in convection calculation, ∆tc is chosen to be a fraction of ∆td, and
in that case, a few convection substeps are performed for one diﬀusion substep.
After interpolation, we eliminate particles with |ωjdVj| < |ωdV |del to control the
problem size. The value of |ωdV |del is chosen to be at least two order of magnitude
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smaller than the strength of elements showing the vortical structures we are interested
in. Finally, each particle on the grid is converted back into a stick, having its center
χcj at the grid point that it lies on and |δχj | = 0.6σ. This conversion completes the
entire step including convection and diﬀusion.
3.1.3 Computational domain and boundary conditions
The coordinate system we use in computation is the same as that shown in Figure 1-3.
The center of the jet nozzle exit is at the origin. All variables are made dimensionless
by d, the jet diameter, and U∞, the speed of the crossﬂow. The jet velocity, Vj, is
speciﬁed by the jet-to-crossﬂow momentum ratio r, i.e., r = Vj/U∞. The crossﬂow is
directed in the positive x direction, and the jet centerline is aligned with the y axis.
The plane of y = 0 is considered as a solid wall, except at the jet oriﬁce. We impose
symmetry across z = 0. This assumption has been veriﬁed by full three-dimensional
simulations without imposed symmetry at similar conditions, for shorter runs.
To enforce the normal-velocity boundary condition at y = 0 during each convection
substep, an image vorticity distribution is placed in y < 0 during the evaluation of
velocity:
ωimg,conv(x, y, z) = −ωx(x,−y, z)eˆx + ωy(x,−y, z)eˆy − ωz(x,−y, z)eˆz. (3.14)
The jet outﬂow is represented by a semi-inﬁnte cylindrical vortex sheet of radius
1/2 extending from y = 0 to y = −∞, with strength γ = −2reˆθ. For numerical
implementation, this column of vortex sheet is terminated at y = −5, which is enough
for the domain we are interested in. The crossﬂow velocity is modeled by a potential
φ∞ = −x.
During each diﬀusion substep, wall-tangential vorticity is treated with the homo-
geneous Neumann boundary condition, i.e., ∂ωx
∂y
= ∂ωz
∂y
= 0, at y = 0. On the other
hand, wall-normal vorticity ﬂux is given in order to satisfy ∇ · ω = 0 at y = 0. This
condition for wall-normal vorticity is, in practice, only important for the case with
the full no-slip boundary condition, where substantial wall-normal vorticity may exist
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near the boundary. Just as in velocity evaluation, this apparently complicated set of
boundary conditions are implemented by placing an image in y < 0:
ωimg,diﬀ(x, y, z) = −ωimg,conv(x, y, z). (3.15)
Finally, to control the number of vortex elements, we gradually increase our dele-
tion cutoﬀ |ωdV |del from x = 7, and we delete all the elements with x ≥ 10 as the exit
boundary condition. We have not seen a severe impact on the near-ﬁeld jet evolution
from this exit boundary treatment, but there is possibility that the far-ﬁeld evolution
of our jet might have been aﬀected.
3.2 Vorticity introduction at the boundary of the
domain
The scheme presented in the previous section describes how vorticity behaves in the
computational domain, i.e., y > 0 in this case. In this section, we describe how to
introduce vorticity into the domain, which is equally important.
3.2.1 No-slip boundary condition in vortex methods
As described in the previous section, our numerical scheme relies on splitting of the
vorticity transport equation into an inviscid and a viscous part. Implementation
of the no-slip boundary condition in this case is complicated by the fact that the
convection substep in the algorithm can only handle the impermeability of the solid
wall, which is, in our case, treated by having an image vorticity distribution, i.e,
(3.14), during the calculation of the velocity ﬁeld. As the result, the diﬀusion substep
in the algorithm starts with a velocity ﬁeld violating its boundary condition [14].
A typical way to resolve the diﬃculty is to include another substep just before
the start of the diﬀusion substep. In the substep, which is referred as the generation
substep, a singular vorticity distribution at the boundary, i.e., a vortex sheet, with a
strength just enough to cancel the jump of the tangential component of the velocity
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is created. This vortex sheet newly generated enables the diﬀusion substep to start
with a velocity ﬁeld that does satisfy the no-slip boundary condition. The newly
generated vortex sheet has to be considered as part of the interior vorticity in the
subsequent substeps, and the diﬀusion substep immediately regularizes the singular
vortex sheet into a regular boundary layer. We refer the tangential component of the
velocity on the wall recorded just before the generation step as the slip velocity and
denote it as uslip.
Just after the generation substep, the tangential velocity on the wall is zero as
long as we consider the vortex sheet generated as part of the interior vorticity. Sub-
sequent convection and diﬀusion substeps cause deviation from the no-slip boundary
condition, which is again cancelled by the vortex sheet generated during the next
generation step. In this sense, the no-slip boundary condition is satisﬁed at the order
of ∆t during overall computation. Accordingly, each generation step, except the very
ﬁrst generation step, introduces a new vortex sheet, whose strength per unit area
is O(∆t). That is, at each time step, we introduce a new vorticity distribution of
its strength O(∆t) into the computational domain from the solid wall boundary to
satisfy the no-slip boundary condition at the solid wall.
3.2.2 Modeling of boundary generation of vorticity for trans-
verse jets
The description provided in the previous section provides a glimpse on the generic
strategy used in vortex methods to satisfy the no-slip boundary condition over the
solid wall. Though it is also true in our case that vorticity is introduced into the
computational domain through the no-slip boundary condition, this route of intro-
duction is not the only one source of vorticity in transverse jets. We have two major
sources of vorticity. One is the advected jet shear layer developed from the jet nozzle
pipe, and the other is the vortex sheet introduced to satisfy the no-slip boundary
condition. On top of these vortex sheets, we need to consider the solenoidality of the
vortex sheet generated at each time step. Such special issues about transverse jets
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are discussed here in details.
In the case of transverse jets, as brieﬂy introduced in the previous paragraph,
vorticity is introduced into the domain from two sources:
1. Vorticity is introduced from the jet shear layer developed from the jet nozzle
pipe at y < 0. The introduction of vorticity is purely convective. We refer it as
γj .
2. A vortex sheet is formed on the wall (y = 0) as previously described. We
refer this vortex sheet as γw. The vortex sheet has two routes toward the
computational domain of y > 0. On one hand, it may be introduced to the
domain via viscous diﬀusion. On the other hand, it may be introduced to
the domain by being lifted at the jet nozzle exit, purely through advection.
This route is derived by considering the solenoidal continuation of γw, which is
referred as γc.
Figure 3-1 schematically shows each of these sources. Major coordinate variables are
also shown in the ﬁgure. In the following, we describe each of them in details.
Vorticity produced in the jet boundary layer at y < 0 is represented by a single
sheet of azimuthal vorticity. Introducing this vorticity into the ﬂow as a cylindrical
vortex sheet, we have
γj = −reˆθ for y  1 (3.16)
in the jet column.
The azimuthal vorticity given in (3.16) does not provide a complete picture of the
jet near ﬁeld, however. For ρ > 1/2, a vortex sheet is formed on y = 0:
γw = eˆy × uslip, (3.17)
where uslip is the slip velocity on the surface of the wall. The wall vortex sheet, γw,
is solenoidal by construction for ρ > 1/2, since
∫ 0+
0−
(∇ · γw) dy =
∫ 0+
0−
(
∂ωx
∂x
+
∂ωz
∂z
)
dy + ωy,y=0+ − ωy,y=0− = 0. (3.18)
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We have used the following relations:
ωx = uzδ(y), (3.19)
ωz = −uxδ(y), (3.20)
ωy,y=0− = 0, (3.21)
and ∫ 0+
0−
(
∂ωx
∂x
+
∂ωz
∂z
)
dy =
(
∂uz
∂x
− ∂ux
∂z
)∣∣∣∣
y=0
= −ωy,y=0+ (3.22)
This solenoidality is, however, violated at ρ = 1/2, unless each vortex ﬁlament is
continued from the wall (ρ > 1/2 and y = 0) to the jet column (ρ = 1/2 and y > 0)
in an appropriate way.
To make an appropriate connection, we separate γw into azimuthal and radial
components, and examine how each component behaves at the jet nozzle boundary.
The azimuthal component, γw,θ = γw · eˆθ, is simply advected by the local velocity,
which is assumed to be Vj eˆy/2 = reˆy/2, without experiencing any tilting or stretching.
Thus, writing γc = γc,yeˆy + γc,θeˆθ, we have
γc,θ|ρ=1/2,y=0 = γw,θ|ρ=1/2,y=0 . (3.23)
In the following, we deﬁne f(θ) ≡ γw,θ|ρ=1/2,y=0. The radial component, γw,ρ = γw ·eˆρ,
on the other hand, does experience tilting towards the direction of the jet. At the
nozzle boundary, solenoidality requires that
|γw| = |γc|. (3.24)
This is obtained by applying the divergence theorem to the vortex ﬁlament, which
essentially states that the circulation should remain constant along each vortex ﬁl-
ament. Additionally considering the sense of rotation ωρ experiences across the jet
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shear layer, we ﬁnd
γc,y|ρ=1/2,y=0 = −γw,ρ|ρ=1/2,y=0 . (3.25)
In the following, we deﬁne g(θ) ≡ −γw,ρ|ρ=1/2,y=0.
Now, we extend (3.23) and (3.25) to y > 0 by enforcing γc to be solenoidal. For
y  1, we assume that the jet column is a cylinder heading straight upward. We
apply ∇ · ω = 0 on this cylindrical surface, which yields
∂γc,y
∂y
+ 2
∂γc,θ
∂θ
= 0. (3.26)
Integrating (3.26) from y = 0, we get
γc = f(θ)eˆθ + (g(θ)− 2yf ′(θ))eˆy. (3.27)
By summing (3.16) and (3.27), the complete jet column vortex sheet for y  1 is now
given as follows:
γj + γc = (−r + f(θ))eˆθ + (g(θ)− 2yf ′(θ))eˆy. (3.28)
(3.17) and (3.28) completely describe the vortex sheet on the wall and that on the
jet column, respectively. The only thing assumed is that u = Vj eˆy/2 over the jet
nozzle boundary.1 Note that this condition is actually what we impose around the
jet nozzle boundary, i.e., a boundary condition, rather than an assumption. However,
as discussed previously, the no-slip boundary condition is satisﬁed during the overall
computation procedure only at the order of O(∆t). That is, the simulated ﬂow ﬁeld
does not have to satisfy the condition exactly at the very instance we generate γw or
γc. Since the deviation of the slope of the jet shear layer surface from the straight
upward direction for y  1 is estimated to be at most O(∆t/r), it is safe to assume
this condition in our cases with relatively high r.
1The cylindrical geometry of the jet column, assumed during the derivation, is essentially a
condition derived from this assumption on the jet velocity field. The integration of the velocity field
leads to a cylindrical jet column straight upward.
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In Figure 3-1, the geometry of each vortex sheet is schematically illustrated. These
vortex sheets represent vorticity newly generated at the boundary at each instance,
but their behaviors are diﬀerent. The vortex sheet on the jet column (3.28) is located
at y > 0, and experience the inﬂuence of both convection and diﬀusion. On the other
hand, the vortex sheet on the wall (3.17) leaves the wall only by diﬀusion. Before
leaving the wall, it does not aﬀect the ﬂow in y > 0, since its eﬀect is exactly cancelled
by its image (3.14). This is a particularly important observation, since an unseparated
thin wall vortex sheet, whose boundary layer thickness is much smaller than major
jet structures, can be eﬀectively modeled by preventing the wall vortex sheet from
diﬀusing into the domain of y > 0. With this statement in mind, in the rest of this
section, we describe two numerical approaches to discretize (3.17) and (3.28).
3.2.3 Numerical implementations
Here, two numerical approaches to discretize (3.17) and (3.28) are presented. The
ﬁrst method allows the wall vortex sheet to diﬀuse, while the second method does
not. Comparing the results, we can evaluate how the separation of the wall vortex
sheet aﬀects the behavior of the jet.
In the ﬁrst approach, the full no-slip boundary condition is implemented along the
solid wall, and both the wall vortex sheet and the jet vortices evolve as described by
the governing equations. To account for the wall vortex sheet, the surface of the wall
is divided into triangular and rectangular elements. Each surface element has its area,
dAi, and a collocation point at its center, xcol,i. Just before each diﬀusion substep,
slip velocity at each collocation point is computed. Once the slip velocity, uslip,i =
u(xcol,i), is obtained, a vortex element with its strength [ωidVi] = (eˆy × uslip,i)dAi is
generated at the collocation point.2
To account for the jet column vortex sheet, we introduce new elements near the
2When uslip is evaluated for each collocation point on the plane of y = 0, a vortex element close
to the collocation point, i.e., within a distance comparable to σ, is interpreted as having its core
size smaller than σ, proportional to its distance from the plane of y = 0. The reason for this special
treatment is to avoid the cancellation of vorticity due to the existence of the image of the vortex
element, which may otherwise lead to excessive vorticity introduction to the computational domain.
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nozzle boundary every ∆tnoz time units. Each new set of vortex elements introduced
near the jet nozzle boundary is the discretized version of (3.28) for 0 < y < r∆tnoz/2,
which corresponds to the vorticity introduced into the ﬂow during the period of ∆tnoz.
We thus introduce elements so that their centers lie at y = r∆tnoz/4. In the azimuthal
direction, we divide it among nθ vortex elements. Taking the center of each element
as the collocation point, we obtain the following expression for the total strength of
the vortex elements:
[ωidVi] =
(
−r
2
4
+
r
4
f(θ)
)
eˆθ∆tnoz∆θ
+
(
r
4
g(θ)− r
2∆tnoz
8
f ′(θ)
)
eˆy∆tnoz∆θ, (3.29)
where ∆θ = 2π/nθ. f(θ) and g(θ) are computed by evaluating uslip at the noz-
zle boundary.3 Note that this approach completely accounts for all the interactions
between the wall vortex sheet and the jet column.
In the other approach, which was used in [51], the wall vortex sheet exists due to
the slip induced by the crossﬂow, but is assumed to stay at the wall without being
diﬀused into the computational domain of y > 0. Neglecting the feedback from the
vorticity in the domain, we approximately express the wall vortex sheet as γw = −eˆz .
As mentioned earlier, since γw never leaves the wall due to lack of diﬀusion, we do
not have to explicitly generate vortex elements for γw. The existence of this vortex
sheet only aﬀects the jet at the nozzle boundary, where nontrivial γc is generated by
the solenoidal connection of vortex ﬁlaments. Since f(θ) = − cos θ and g(θ) = sin θ
in this case, substitution into (3.29) gives new vortex elements near the jet nozzle
3In principle, uslip should be evaluated just outside of the jet shear layer, i.e., at ρ = d/2+,
since the jet shear layer forms a sharp discontinuity in the velocity field. For the jet shear layer is
smoothed with a core function in actual numerical implementations, the best location to evaluate
uslip may show dependency on the core size σ, which is left as a subject of further study.
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boundary every ∆tnoz time units:
[ωidVi] =
(
−r
2
4
− r
4
cos(θ)
)
eˆθ∆tnoz∆θ
+
(
r
4
sin(θ)− r
2∆tnoz
8
sin(θ)
)
eˆy∆tnoz∆θ. (3.30)
The expression (3.30) is identical to the expression given by [51]. Note that (3.29)
is more rigorously derived here by considering the solenoidality of the vorticity ﬁeld.
(3.30) is just a special case with the assumption that γw = −eˆz.
We name the former as the full no-slip boundary condition and the later as the
reduced vorticity inﬂux model. Comparing the results of these two distinct vorticity
introduction mechanism, we can identify the eﬀects of wall-vortex separation on the
behavior of transverse jets. Especially, many of near-ﬁeld vortical structures, includ-
ing tornado-like foci experimentally observed on the lee side of the jet [33], are the
results of the separation of the wall boundary layer, and hence they are excluded
a priori in the reduced model, where the eﬀect of the wall boundary layer is only
implicitly included by its solenoidal continuation, i.e., γc.
In the following chapters, we ﬁrst investigate jets with the reduced vorticity inﬂux
model. Then, the results with the full no-slip boundary condition are presented in
order to emphasize how diﬀerently the jet near-ﬁeld behaves. There, we get near-ﬁeld
vortical structures including tornado-like foci, which contribute to the formation of
counter-rotating vorticity.
3.3 Numerical scheme summarized
An overview of the numerical scheme is given in this section for quick reference. For
cases with the full no-slip boundary condition, each computational step proceeds as
follows:
1. Given a ﬁlament conﬁguration, by using a second order predictor/corrector
scheme with adaptive time-step control, (3.10) is integrated to treat the con-
vection substep. Since ∆tc is a fraction of ∆tnoz, multiple convection substeps
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are performed before proceeding to the next substep. For cases with the full
no-slip boundary condition, we set ∆tnoz = ∆td.
2. New vortex elements corresponding to γw are created to satisfy the no-slip
boundary condition.
3. By using (3.11), particles are interpolated to a uniform grid to treat the diﬀusion
substep. At the end of the substep, the interpolated particle distribution is
converted to ﬁlaments.
4. New vortex elements corresponding to γj and γc are created, according to
(3.29).
5. t is advanced by ∆tnoz.
For cases with the reduced vorticity inﬂux model, each computational step proceeds
as follows:
1. Given a ﬁlament conﬁguration, by using a second order predictor/corrector
scheme with adaptive time-step control, (3.10) is integrated to treat the con-
vection substep. Since ∆tc is a fraction of ∆tnoz, multiple convection substeps
are performed before proceeding to the next substep.
2. If t is a multiple of ∆td, which is usually a multiple of ∆tnoz for cases with
the reduced vorticity inﬂux model, particles are interpolated to a uniform grid
by using (3.11). At the end of this diﬀusion substep, the interpolated particle
distribution is converted to ﬁlaments.
3. New vortex elements corresponding to γj and γc are created, according to
(3.30).
4. t is advanced by ∆tnoz.
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Figure 3-1: Schematic illustration of vortex sheets near the jet nozzle exit. The circle
at ρ = 1/2 and y = 0 represents the jet nozzle boundary. γw represents the wall
vortex sheet on y = 0, γj and γc form the jet column for y  1.
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Chapter 4
Results: Vorticity Dynamics of
Transverse Jets
4.1 Transverse jets with the reduced vorticity in-
ﬂux model
Two cases are investigated with the reduced vorticity inﬂux model: one with r = 7
(Case I) and the other with r = 10 (Case II). Both cases are having the same Reynolds
number based on the crossﬂow speed, Re∞ = U∞d/ν = 245. The Reynolds numbers
based on the jet ﬂow speed are Rej = Vjd/ν = 1715 and 2450 respectively. The
core size, σ, is chosen to be 0.1, which was the value used in [51]. The grid size
for interpolation, ∆x, is 0.035, which gives the overlap ratio, σ/∆x, around 3 to
ensure smooth recovery of the velocity ﬁeld. Both simulations are performed with
∆td = 0.06. ∆tnoz is set to be 0.02 in Case I, and is set to be 0.01 in Case II, to
ensure overlap between vortex elements subsequently introduced around the jet nozzle
boundary. ∆tc is automatically adjusted.
Jets are started at t = 0 and then allowed to evolve for a while to acquire sta-
tistically stationary states. Jet centerline-streamline trajectories are monitored until
statistically stationary states are obtained. Jet trajectories have been settled down,
roughly at t = 12.0 in Case I, and at t = 15.0 in Case II. Analysis is performed for the
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data obtained after these instances. An example of computational element distribu-
tion is plotted in Figure 4-1. Computational elements are located only in part of the
entire computational domain, which results in eﬃcient utilization of memory. The
number of vortex elements in Case I is plotted in Figure 4-2. Initially, the number
of vortex elements almost linearly grows as the jet penetrates into the computational
domain. The growth is attenuated at the instance around t = 6, when vortex ele-
ments start to advect out through the exit plane placed at x = 7. Case II shows
a similar trend, but uses more elements, since the jet penetrates the computational
domain deeper. The number of vortex elements used in Case II is about twice of that
used in Case I.
We present the jet trajectory, and describe a few notable vortical structures in-
cluding the counter-rotating vortex pair. The mechanism behind the formation of
the counter-rotating vortex pair is investigated with Lagrangian diagnostics. The
mechanism bears great similarity to what we have discovered in our previous inviscid
simulations [51]. Finally, since a rapid transition from large-scale coherent structures
to small-scale structures is observed in our simulations, the mechanism leading to the
proliferation of small-scale structures is investigated.
4.1.1 Trajectories and overall ﬂow features
The trajectory for each case is provided by the jet centre streamline shown in Figure 4-
3. The streamline for Case I is obtained by averaging the velocity ﬁeld during t ∈
[12.0, 17.6], while that for Case II is obtained for t ∈ [15.0, 20.0]. In Figure 4-3, our
results are compared against two references. One is the widely referred correlation
(1.2), which was obtained by Margason [49]. Trajectories with r = 7 and r = 10 are
plotted based on the correlation. The other set of data was experimentally obtained
by Keﬀer and Baines [32]. Though there is some tendency that the penetration of
the jet into the crossﬂow is underestimated in Case I, Figure 4-3 clearly shows that
our trajectories are within a reasonable range.
The averaged streamlines are also compared to the scaling laws, i.e., (1.3) and
(1.4), developed by Hasselbrink and Mungal [28], in Figure 4-4. As one may see, the
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matching is not perfect. This discrepancy is actually expected, since these scaling
laws are proposed for relatively high jet-to-crossﬂow momentum ratios (r ≥ 20), as
discussed in Chapter 1. Considering the fact that r = 7 and 10 in our simulations,
it is understandable for the near-ﬁeld scaling law to show diﬀerence from our jet
trajectory. Rather the more remarkable thing is that the far-ﬁeld 1/3 power law is
closely followed by the streamline of Case II, where r = 10. The far-ﬁeld 1/3 power
law does seem to be more robust, because it is less aﬀected by subtle conditions near
the exit of the jet.
It should be noted that the discussion on trajectories is only tentatively presented
here. The objective of the comparison here is rather to show the validity of our
simulation results. The trajectories we have observed in both cases are in physically
reasonable ranges, suggesting the mechanistic descriptions of vorticity dynamics given
in the following subsections are likely observed in real transverse jets.
Instantaneous snapshots of vorticity iso-surfaces for Case I are given in Figures 4-5
and 4-6. To give better insights on the overall ﬂow features, we also plot the mirror
image across the z = 0 plane, though the simulation is performed only in one of the
half spaces. Two of the most important features can be readily identiﬁed: the roll-
up of the jet shear layer at the windward side, resulting from a mechanism similar
to the Kelvin-Helmholtz instability, and the counter-rotating vortex pair at the lee
side. While both structures have been reported in our previous inviscid study [51],
the vortical structures in Figures 4-5 and 4-6 are more readily identiﬁable, since this
result is obtained at the stationary state, not during the early transient period. A
few discrepancies from the previous simulation results should be pointed out. For
instance, the roll-up of the shear layer is delayed from what we have observed in [51].
This delay seems to be mainly due to the eﬀect of viscosity, which attenuates the
growth of the instability.
The ﬂow ﬁeld exhibits much unsteadiness. As described in the previous paragraph,
the periodic roll-up of the jet shear layer, i.e., the Kelvin-Helmholtz instability, is one
among various mechanisms showing unsteadiness. Additional complication of the
ﬂow ﬁeld is observed further downstream, as shown in Figure 4-7, where we plot the
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instantaneous jet centre streamline at t = 12.0 and the average jet centre streamline
simultaneously. We also put contours for the velocity magnitude, i.e., |u| alongside.
The downstream region of the jet is contaminated by much action of rather small-
scale ﬂow structures, as clearly seen in the contour lines. With such unsteadiness, the
undulating instantaneous jet centre streamline naturally deviates from the average
one. Small-scale vortical structures are also shown in Figure 4-5. Especially, we note
that there exists rather a sudden transition from the large-scale coherent structures
into the small-scale structures in Case I.
The sudden transition from the large scales to the small scales can also be ob-
served in velocity power spectra. Figure 4-8 shows the power spectra of the spanwise
ﬂuctuation velocity u′z at three diﬀerent locations. Near the jet nozzle exit, where the
Kelvin-Helmholtz instability of the jet shear layer is the dominant unsteady dynam-
ics, the energy is mostly concentrated around St = fd/U∞ ≈ 3.5, where f stands
for the frequency. This peak frequency corresponds to the frequency of the roll-up at
the windward side. The Strouhal number based on the jet is given by Stj ≡ St/r,
which is around 0.5 in Case I. This is lower than that observed in [51], in which
Stj ≈ 0.8 was reported in a similar condition. As the structure propagates down-
stream, the frequency spectrum loses the signature of the roll-up rather quickly, and
there is no distinct periodicity observed around one rd away from the jet nozzle exit.
The coherency of the jet shear layer vortices is lost by the development of the small
scales.
We emphasize that such a small-scale proliferation does not completely eliminate
the signature of all the large-scale structures. Apparently, the signature of the periodic
roll-up disappears quickly, but the counter-rotating vortices survive. We illustrate
this point by presenting Figures 4-9 and 4-10, where contours of streamwise vorticity,
i.e. ωx, on the plane of x/d = 3. The instantaneous structure of the jet cross
section is extremely complex and apparently dominated by small scales. However,
although the vorticity ﬁeld appears almost unorganized, it does preserve the signature
of counter-rotating vortices. Following previous researchers [51, 76], we use a low-pass
spatial ﬁlter to the streamwise vorticity ﬁeld. A two-dimensional ﬁlter with cut-oﬀ
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wavenumber 2/d is applied. Much more organized, clear counter-rotation is evident
in the ﬁltered vorticity ﬁeld. Thus, it is obvious that the counter-rotating vortices,
as an underlying structure, still survive the development of the small-scale structures
for an extended region of jet downstream.
Case II shows similar ﬂow features. Figure 4-11 shows the vorticity isosurfaces
at t = 16.0. The roll-up of the jet shear layer happens on the windward side. The
frequency of the roll-up phenomena is roughly Stj ≈ 0.5, i.e., the same as that
in Case I. The interaction of the jet shear layer vortices and the counter-rotating
vortex pair leads to the breakdown of coherent structures into small-scale structures,
contaminating large part of the computational domain as shown in Figure 4-12, where
vorticity isosurfaces of a relatively low value is taken to emphasize the point. Once
generated, these small-scale structures are weakened by viscosity. By increasing the
value of vorticity magnitude, weak structures in the downstream are eliminated as
shown in Figure 4-11. The sudden proliferation of the small-scale structures are
triggered by a critical transition, which will be discussed in the later.
4.1.2 Shear layer roll-up and counter-rotating vorticity for-
mation
We pursue mechanistic descriptions of vorticity dynamics in transverse jets. Since
the vorticity dynamics is more properly depicted in the Lagrangian viewpoint rather
than in the Eulerian one, a Lagrangian diagnostics, i.e., material element tracking,
is employed. It should be noted that vorticity lines are not identical to material
lines in viscous ﬂows in general. Still, these two are well matched in our simulations.
Only at relatively small scales, these lines show deviation from each other. We use
the material elements as the surrogates of vortex ﬁlaments. These material elements
gives appropriate descriptions on the development of large-scale vortical structures
and their early breakdown into three-dimensional small-scale structures.
As we have pointed in the previous subsection, two major coherent vortical struc-
tures are identiﬁed: the roll-up of the shear layer at the windward side and the
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counter-rotating vortex pair. To investigate the vorticity dynamics leading to the
formation of these structures, we introduced ten material rings at the nozzle exit dur-
ing t ∈ [12.0, 12.36] in Case I. The snapshots showing the evolution of the material
rings are given in Figures 4-13 and 4-14. The roll-up of the shear layer is manifested
by the axial grouping of vortex ﬁlaments, which are represented by material rings in
Figure 4-13. This grouping is usually visible on the windward side of the jet.
On the lee side, a complex out-of-plane distortion of the material line elements
occurs, which eventually leads to the formation of the counter-rotating vortex pair.
Upon introduction, the vorticity is primarily azimuthal and essentially aligned along
material rings. The material rings shown in Figures 4-13(a) and 4-14(a), initially
planar, gradually initiates out-of-plane distortion on the lee side. This deformation
leads to the formation of a tongue-like structure, which forms two arms of the counter-
rotating vortex pair as shown in Figures 4-13(b) and 4-14(b). Unlike our previous
inviscid results in [51], the lift-up of the material line elements on the lee side precedes
the roll-up of the shear layer. The roll-up of the shear layer is more severely aﬀected by
the eﬀect of viscosity, as the growth rate of the instability is attenuated. However, the
lift-up of the material line elements stays more robust against the eﬀect of viscosity.
This clearly shows that the roll-up of the shear layer, or equivalently the formation
of accumulated vortex rings, is not a necessary condition for the formation of the
counter-rotating vortex pair. The counter-rotating vortex pair can be independently
formed from the velocity induced by the vorticity introduced previously, as claimed
in [51].
At the very top of the tongue-like structure, material line elements are curving
towards the windward side of the jet. While these material line elements become
disorganized as they approach the windward side, they form vortex arcs with their
counterparts on the windward side. The vortex arc formed by the lee side of the
material rings has vorticity of the opposite sign to the vorticity contained in the arc
formed from the windward side. A similar observation was made in [51]. At the later
stages, some of the line elements are winding around the counter-rotating vortex pair.
After that, these material line elements experience extensive stretching and folding,
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creating a complex net of tangled vortices.
Case II shows similar behaviors, as shown in Figure 4-15 and 4-16. Here we
only plot three material rings, which are introduced at t = 15.0, 15.16, and 15.36,
respectively. The ring introduced at t = 15.0 shows extreme distortion by the time
t = 16.0, leaving hints on the proliferation of small-scale structures, which will be
dealt in the next subsection.
In summary, the material line elements exhibit repeating similarities in their evo-
lution. Each segment transforms into two arcs, containing vorticity of opposite signs.
These two arcs are connected by the vertical portion of each segment, which con-
tains counter-rotating vorticity. This deformation of material rings, which roughly
represent vortex ﬁlaments, leads to the counter-rotating vortex pair.
4.1.3 Development of small-scale structures
The sudden transition into small-scale structures has been reported elsewhere [76, 51],
but the mechanism leading to the transition is not immediately clear. Here, we try
to understand the mechanistic transformations of vorticity that lead to such a rapid
transition.
To investigate the transition region more closely, most analysis is made for Case
II. The higher value of r in Case II extends the transition region, so that one can
have better snapshots for ongoing events than in Case I. Figures 4-17 and 4-18 provide
aerial and windward views of the material ring introduced at t = 15.0, i.e., the ﬁrst
ring in Figures 4-15 and 4-16. The material line elements develop complex tangles
initially around the counter-rotating vortex pair, while the windward side rolled-up
vortices are maintaining their coherency. Due to the strong counter-rotating vortex
pair on the lee-side of the jet, the windward-side of the material line elements, which
represents the vortices rolled-up at the windward shear layer, tend to spiral around the
counter-rotating vortices at the lee side. This spiral motion initiates the development
of three-dimensional kink structures on each material ring, as shown in Figures 4-17(b)
and 4-18(b). Once a kink structure forms, the segments with high curvature start
stretching and folding by induction from its associated vorticity, which eventually
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creates extremely complex three-dimensional structures.
Another way to investigate this complicated evolution is looking at the stretching
rate of the vorticity ﬁeld. Vorticity is intensiﬁed only by the action of the stretching
rate, i.e., the strain rate aligned to its direction. Since viscosity only dissipates
vorticity, to investigate only the mechanism of vorticity intensiﬁcation, we may use
the following estimate for the Lagrangian growth rate of 1
2
|ω|2, i.e., D
Dt
1
2
|ω|2:
D
Dt
(
1
2
|ω|2
)
= ω · Dω
Dt
= ω · (ω · ∇u) + ω · (ν∆ω) ≤ ω · (ω · ∇u) . (4.1)
Thus, the exponent showing the growth rate of 1
2
|ω|2 can be estimated by evaluating
ω · (ω · ∇u) / (1
2
|ω|2). Since the exponent showing the growth rate of |ω| is the half
of that, which is ω · (ω · ∇u) /|ω|2. This expression gives the stretching rate of the
vorticity ﬁeld.
To visualize the consequence of the interaction between the Kelvin-Helmholtz rings
on the windward side and the counter-rotating vortices on the lee side eﬀectively, the
contour lines of ωy with the stretching rate ﬁeld on planes of constant y are plotted
at t = 15.0 in Figure 4-19. Close to the nozzle exit, e.g., at y/d = 2.0, a counter-
rotating vortex, which can be recognized by a contour lines of ωy, mostly exerts
moderate stretching onto the windward side of the jet shear layer. As we proceed
farther from the nozzle exit, the emergence of a region exhibiting strong stretching
near the counter-rotating vortex becomes obvious. For instance, we see a concentrated
region where intense stretching exists near x/d = 0.5 and z/d = 0.2 at y/d = 3.0.
Just half diameter away, i.e., at y/d = 3.5, the region itself is stretched by and
wound up against the counter-rotating vortex, which is a clear sign of development
of strong azimuthal vorticity around the counter-rotating vortex. Once this winding
up occurs, the counter-rotating vortex breaks down into pieces, as shown in the
contour lines of ωy at y/d = 4.0. A three-dimensional reconstruction of the isosurfaces
of ωy and stretching rate is provided in Figure 4-20. Around y/d = 3.5, a region
experiencing strong stretching encircles the counter-rotating vortex that is visualized
by the isosurfaces of ωy, which exempliﬁes the winding up of the Kelvin-Helmholtz
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vortices around the counter-rotating vortex. Soon after the winding up, isosurfaces of
ωy breaks down into pieces, giving birth to many small-scale vortices. A conceptual
illustration of the mechanism is provided in Figure 4-21.
The overall dynamics of vorticity is also seen in Figure 4-22, where the temporal
evolution of the length of each material ring (L) is plotted. t0 is the time when each
material ring is introduced at the jet nozzle exit. Just after its introduction, the
rings are maintaining relatively stationary values of L, simply being advected by the
jet ﬂow. When it reaches an instance, when t − t0 ≈ 0.4, the lift-up of the lee-side
segment of the material ring is started, leading to a gradual increase of L. Finally, the
spiral motion starts to occur and the length of each ring shows exponential growth in
time, which is a clear sign for the proliferation of small-scale structures. The growth
rate of this later exponential increase is the average strain rate, in the direction of
vorticity alignment, that is experienced by the material ring.
This mechanism of small-scale development is diﬀerent from that previously re-
ported in free jets [25]. In free jets, the rolled-up vortices at the shear layer attempt
leapfrogging. During the process, the strong strain imposed and the increased radius
of the front ring initiate vortex ring instability to develop three-dimensional vortical
structures, which evolve into small-scale structures. Here, the process is initiated
by the interaction between two vortical structures, one from the vortices rolled-up
at the windward side and the other from the counter-rotating vortex pair. Since
these two have almost perpendicular axis of rotation to each other, the interaction
leads to instantaneous development of three-dimensionality, which explains why the
breakdown process is so rapid in transverse jets. This process also bears similarity
to the breakdown of a slender vortex ﬁlament [47], if we see the counter-rotating
vortices as slender vortex ﬁlaments perturbed by azimuthal vorticity. An attempt to
describe this process in this fashion can be found in earlier studies [33, 76]. However,
the mechanism still needs to be distinguished in the sense that signiﬁcant amount
of azimuthal vorticity is instantaneously introduced into the counter-rotating vortex
pair from the rolled-up vortices at the windward side, while a slender vortex develops
azimuthal vorticity by deforming its own streamwise vorticity. Thus, ﬂow reversal
112
must be accompanied along the vortex center in such a spontaneous breakdown of
slender vortex ﬁlaments to sustain such deformation of vorticity. Such ﬂow reversal
is not apparent in our case, though signiﬁcant slowing down of ﬂow is expected [76].
This is a natural consequence, since azimuthal vorticity is supplied from external ﬂow
structures, i.e., rolled-up vortices at the windward side in the case of transverse jets.
In this sense, the mechanism is rather best described as induced, not spontaneous,
breakdown of counter-rotating vortex pairs.
Once the primary small-scale structures are developed in the lee side of the jet,
these lee-side structures, in turn, start to perturb the vortices at the windward side.
As described in the previous subsection, the lee-side vortices approach to the wind-
ward vortices by the action of counter-rotating vortex pair. By this time, these
lee-side vortices are already extremely distorted by the mechanism described in the
previous paragraph, and the action of these distorted vortices on the well-organized
windward vortices enhances the development of three-dimensionality. With this sec-
ondary mechanism, the complete transition of both sides, i.e., windward and lee sides,
is achieved.
In summary, we have found that the primary instability into small-scale breakdown
is developed in the lee-side by the interaction between two structures, i.e., the vortices
rolled up at the windward side and the counter-rotating vortex pair. This mechanism
can be distinguished from that observed in free jets or even from that of slender vortex
breakdowns.
4.2 Transverse jets with the full no-slip boundary
condition
In the previous section, the vorticity transformation mechanism in transverse jets
is investigated, using the reduced model. The formation of counter-rotating vortex
pair is shown to be the result of the deformation of the jet shear layer vorticity, and
the pattern of vorticity transformation closely follows the one previously observed
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in our inviscid simulations [51]. The rapid proliferation of small-scale structures is
observed, and we have identiﬁed the mechanism behind the development of small-scale
structures as the induced breakdown of counter-rotating vortices.
The reduced model, however, is only capable of providing a partial picture. Un-
like its idealized inviscid counterpart, real transverse jets experience the inﬂuence of
separated vortices from the wall boundary layer. To investigate The transformation
of the vorticity from the separated wall boundary layer, the full no-slip boundary con-
dition should be used. In this section, we present one case, referred to Case III in the
following. The condition is almost identical to that in Case I, where Rej = 1715 and
r = 7. The same numerical parameters for spatial discretization are used: σ = 0.1
and ∆x = 0.035. Numerical parameters for time discretization are given as follows:
∆tnoz = ∆td = 0.02. The wall vortices are generated for −7 ≤ x < 7, −5 ≤ z < 5.
Near the nozzle exit, the surface of the wall is discretized by triangular elements.
Typical area of these elements is chosen to be smaller than ∆x2. Remaining part of
the wall is discretized by square elements having their sides 0.025, which is smaller
than ∆x. To maintain solenoidality of wall vortices, we put mirror images of vortices
across the planes of z = −5 and of z = 5. Computational element distribution is
plotted in Figure 4-23. Computational elements are now spread over the solid wall to
resolve the wall boundary layer. As the result, the number of vortex elements grows
faster than in Case I as demonstrated in Figure 4-24.
Due to limited resources, the simulation of Case III is only performed for t ≤ 7.0,
while Case I is simulated even for t > 12.0. Due to the limited period of its evolution,
the trajectory is not settled down yet, and the jet is still trying to penetrate deeper
into the crossﬂow. However, the objective of the simulation is to capture the near-
ﬁeld jet structures. Although the far-ﬁeld structures are still evolving, a relatively
stationary state is achieved for the near-ﬁeld structures. Thus, the near-ﬁeld dynamics
reported here can be considered as the epitome of real statistically stationary jets.
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4.2.1 Overall ﬂow features
The overall ﬂow features show similarity to those observed with the reduced model
in the previous section, though more complexity is exhibited. Figure 4-25 shows an
instantaneous snapshot of vorticity iso-surfaces. We present the results of Case I
(z < 0) and Case III (z ≥ 0) side-by-side in the ﬁgure for comparison. The shear
layer on the windward side shows rolled-up ring-like structures. The roll-up in Case
III happens at a location more close to the jet nozzle exit than that in Case I. The
ring-like structures in Case III are also more perturbed than those in Case I.
The lee-side structures of Case III show even more striking diﬀerences from those
of Case I. The counter-rotating vortex pair in Case III does not really correspond
to only one single pair any more. Rather, we observe two distinct strands on the
side z > 0. One strand starts very near the wall at x ≈ 0, and the other strand,
which is more similar to that observed in Case I, forms at a location towards more
downstream. In the direction of the jet stream, both strands show earlier formations
than the counter-rotating vortex pair in Case I. These two strands remain separate
near the nozzle, and then tangle and merge at a point two or three diameter above
from the jet nozzle exit. Eventually they all roughly form one counter-rotating vortex
pair in the large. Such additional structures we observe in Case III adds up complexity
to the overall ﬂow ﬁeld, which results in birth of instabilities and proliferation of small
scale structures. These structures absent in Case I should be considered as the result
of the interaction between the jet and the separated wall boundary layer. Upright
wake vortices, shed from the jet column [21], are not expected and indeed not observed
in Case III, since the Reynolds number is relatively low [33].
Added complexity to the ﬂow ﬁeld and even more intense small-scale vortical
structures downstream of the jet does not erase the signature of the counter-rotating
vortices from Case III. Figures 4-26 and 4-27, equivalent to Figures 4-9 and 4-10 in
Case I, are provided to show the underlying large-scale counter-rotating vortices. The
instantaneous structure of the jet cross section in Case III is even more complex than
that in Case I. Still, counter-rotation is evident in the ﬁltered vorticity ﬁeld. Counter-
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rotation does exist, even in this much more complex ﬂow ﬁeld, as an underlying
skeleton of the ﬁeld.
Finally, we show the jet trajectory of Case III in Figure 4-28. The jet centre
streamline is obtained by averaging the velocity ﬁeld during t ∈ [4.0, 7.0]. For com-
parison, we also plot the stramline of Case I. The trajectory of Case III is more
straight and penetrates deeper than that of Case I. It is quite surprising, since the jet
is not mature and still evolving in Case III. The result with Case III matches more
closely to the correlation obtained by Margason [49]. The deeper penetration seems
to be the result of the diﬀerence in near-ﬁeld counter-rotating vortex pair formation,
which will be discussed in details later.
4.2.2 Near-wall ﬂow structures
By satisfying the full no-slip boundary condition over the wall plate, the wall boundary
layer, which is ﬁrst created as a vortex sheet by the action of the uniform crossﬂow
at t = 0, is growing into a layer of ﬁnite thickness. Figure 4-29 shows the crossﬂow-
streamwise component of the velocity ﬁeld on the centre plane. Since the jet is also
started at t = 0, the immediate vicinity of the jet exhibits a transient behavior, as
the jet is trying to penetrate into the crossﬂow. The immediate downstream of the
jet requires longer time to be settled, since it takes time for the head of the jet to
pass over that region. Weak ﬂow reversal is indicated at x/d = 1.1 and y/d < 0.4
at t = 4.0. This weak reversed ﬂow is due to the existence of a recirculation zone
behind the jet column. In Figure 4-30, the velocity ﬁeld on the plane of y/d = 0.2 is
plotted. As clearly seen in this ﬁgure, a strong recirculating eddy exists behind the
jet column. This eddy was not captured in previous inviscid simulations [12, 51]. The
eddy indeed results from the separation of the wall boundary layer, which was absent
in those previous simulations. The crossﬂow shows little or no penetration across the
jet shear layer, which is the behavior truly observed in experiments [21].
The simulation reproduce many near-wall ﬂow structures, which were previously
reported by [33]. Figure 4-31 shows these near-wall ﬂow structures identiﬁed at
t = 4.0. The streamline patterns in Figure 4-31 show good agreements to those
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in Figure 4-32, which was generated based on experiments with a similar condition
by Kelso et al. [33]. Since the condition of Case III is identical to that of Case I,
upright wake vortices, shedding from the jet column, are not expected due to low
Reynolds number, and indeed our simulation does not exhibit them. Without such
an intense unsteady structure, ﬂow features identiﬁed instantaneously more or less
remain invariant as time goes on.
Most of ﬂow structures, especially those on the lee side, are well reproduced.
The vertical centre-plane (z = 0) contains a node downstream of the jet, which was
inferred from topological arguments and conﬁrmed by dye visualization [33]. The ﬂow
pattern on the ﬂat wall consists of a node on the centre-line, which is denoted by C
in Figure 4-31, whose bifurcation lines extend downstream. A distinct focus, which
is denoted by A in Figure 4-31, is observed on the plane of y = 0.1. The focus is
similar to those spiraling foci found in [33], where the authors found two distinct foci,
instead of one. The number of foci in our case is actually varying with the location
where we make the cut. A slightly higher plane actually gives two foci, which are
located near the roots of two strands of counter-rotating vorticity in Figure 4-25(b).
The current plane is chosen, since other features like saddle points are more clearly
identiﬁed in this plane than other cuts.
Figure 4-31(c) shows the wall vortices [33]. It is believed that these wall vortices
are formed from the separated boundary layer downstream of the jet due to adverse
pressure gradient and corresponding recirculation. From their surface dye visualiza-
tion studies, Kelso et al. suggested that these wall vortices would be lifted away from
the wall to merge with counter-rotating vortex pair. We show that such a merging
really occurs by showing the evolution of vorticity lines later.
One thing we note is that horseshoe vortices, which are usually observed on the
upstream of the jet, are not identiﬁed in Case III. Horseshoe vortices are formed from
the separation of the wall boundary later due to adverse pressure gradient ahead of
the jet column [21]. Apparently, the characteristic length scale of a horseshoe vortex
depends on the boundary layer thickness upstream of the jet. For instance, Kelso
et al. reported horseshoe vortices whose sizes are roughly from 1/5 to 1/10 of the
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jet diameter [33]. On the other hand, Fric and Roshko showed horseshoe vortices
with smaller sizes [21]. The boundary layer thickness in the case of Kelso et al. was
from approximately 10.5 to 21 mm depending on the Reynolds number, which is
comparable to their jet diameter 25.4 mm [34]. The boundary layer thickness in the
case of Fric and Roshko is expected to be less than that.
In Case III, the development region of the wall boundary layer is spanned from
a point 7 diameters away from the jet nozzle. From a rough estimate from the
Blasius solution, the wall boundary layer thickness near the jet column should have
its thickness around 0.85d, if it is fully developed. With such a condition, from the
previous discussion, the structure, if it did exist, would have its size similar to those
reported in [33].
A few reasons can be considered:
1. The resolution we take is uniform over the entire domain, while the horseshoe
vortices are ﬁne structures conﬁned within the wall boundary layer. One may
needs to adopt higher resolution near the wall to resolve such a phenomenon.
This argument, however, is at most questionable. A horseshoe vortex system
has its typical length scale of δ and other structures with similar length scales
are well captured.
2. Since our simulation period is short, the wall boundary layer is not yet fully
developed. Note that the simulation is started without initializing the wall
boundary layer in its fully developed condition. The time necessary to develop a
boundary layer of thickness comparable to the jet diameter is roughly estimated
from approximately 10 to 100 in Case III, which is clearly out of the time span
we have computed.
3. The Reynolds number is too low to have a well-developed vortex system from
the separated boundary layer.
Here, we expand the last point a little bit more. As discussed in Chapter 1, we have
three dimensionless parameters controlling the ﬂow ﬁeld of a transverse jet, i.e., Re∞,
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r, and δ/d. Since a horseshoe vortex is believed to be formed from the separation of
the wall boundary later due to adverse pressure gradient ahead of the jet column, an
assumption is made that horseshoe vortices show rather weak dependency on r. With
such an assumption, the controlling parameters reduces to two, i.e., Re∞ and δ/d.
At the limit of δ/d → 0, the ﬂow becomes an air curtain. Additionally, we assume
a laminar boundary layer, which is more or less stationary. With retained spanwise
symmetry, the existence of a horseshoe vortex system at the limit of δ/d→ 0 should
be controlled by a single parameter, that is, Reδ ≡ Re∞δ/d. The existence of a
critical value, i.e., Re∗δ , which demarcate the threshold between the occurrence and
non-occurrence of horseshoe vortices, is expected by comparing two time scales of a
horseshoe vortex of size δ, i.e., the time scale of diﬀusion, δ2/ν, and the time scale of
convection, δ/U∞. Now, as we increase δ/d slightly, we expect that the ﬂuid at the
center plane experiences more and more stretching in the spanwise direction, which
is generated by the ﬂow bypassing the jet column, intensifying its spanwise vorticity.
This additional eﬀect of stretching gives more resistance against viscous dissipation to
the horseshoe vortex system, and hence there is some possibility that Re∗δ decreases
as we increase δ/d. One way to verify this heuristic argument is initializing the wall
boundary layer from the corresponding Blasius solution in cases with higher Reynolds
numbers. Further investigation is necessary to conﬁrm the hypothesis.
Our results on jet evolution are perhaps not aﬀected by missing horseshoe vortices,
since the impact of these horseshoe vortices is minimal to jet evolution, when r is
relatively large. These horseshoe vortices do not have the same sense of rotation, when
lifted from the wall, as the counter-rotating vortex pair or the upright wake vortices
shedding from the jet column, which implies that it is not possible for the horseshoe
vortices to contribute to the formation of these major structures. Rather, they tend
to extend downstream [33] and are usually terminated within the wall boundary layer
by the action of upright wake vortices [21]. The only vortical structures that may
potentially result from these horseshoe vortices are the wall vortices downstream of
the jet column, as shown in Figure 4-31(c). Yuan et al. [76] claimed that these wall
vortices, which were called wake vortices by them, were originated from the legs of
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the horseshoe vortices. However, even without clear signature of horseshoe vortices,
we have wall vortices just downstream of the jet column, which implies that the wall
vortices at the immediate vicinity of the jet column are not directly originated from
the horseshoe vortices. Rather they result from recirculation, as discusses earlier in
this section. With all these observations, we agree with Kelso et al. on that “the
horseshoe vortex system seems to play only a minor role in the overall structure.” As
noted in Chapter 1, however, for r < 1, horseshoe vortices may have some chance to
contribute on the formation of major jet structures.
Special attention should be given for the spiraling focus A, shown in Figure 4-
31(b). The focus was referred as a tornado-like critical point by [33]. They suggested
that this point was where the vorticity from the wall boundary layer was lifted away
from the wall to merge eventually with counter-rotating vortices. The sense of rotation
of the tornado-like structure emanating from the focus is the same as that of the
counter-rotating vortices, and it may clearly contribute to the formation of counter-
rotating vortices, if aligned properly. This is the topic of the following subsection.
4.2.3 Impact of near-wall structures on jet evolution
Previous inviscid simulations performed by Lagrangian vortex methods [12, 51] mostly
attribute the formation of counter-rotating vortices to the deformation of the vorticity
from the jet shear layer. Our simulation in the previous section, with the reduced
model of vorticity introduction, also conﬁrms that it is indeed the case. However,
allowing the interaction between the boundary layer and the jet shear layer changes
the picture signiﬁcantly.
To examine the mechanism of counter-rotating vorticity formation under the im-
pact of the wall boundary layer, we again use our Lagrangian technique of tracking
material lines. Unlike in Case I and Case II, the vorticity line does not conform the
material ring introduced at the jet nozzle exit. Many near-wall vortical structures,
presented in the previous subsection, do indicate that there exist much richer near-
ﬁeld vortical structures than those represented by the reduced model. Thus, simply
tracking material rings does not represent a correct picture of vorticity transforma-
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tion. Rather, one should ﬁrst identify the vorticity lines near the jet nozzle exit. Then,
one can track these lines to identify possible mechanisms of vorticity transformation.
The identiﬁcation of vorticity lines are made by numerical integration of the in-
stantaneous vorticity ﬁeld at t = 4.0. We show typical vorticity lines available near the
wall in Figure 4-33. Two distinct groups can be readily identiﬁed. One group, which
is represented by a slightly deformed ring around the jet nozzle, shows a structure
similar to that of the vorticity lines created by the reduced model. These rings are
slanted toward the upstream of the jet as those reported in [51], but the indentation
is larger in our case.
The other group has its origin in the vorticity of the wall boundary layer. The
vorticity of the wall boundary layer is entrained by the action of the jet as suggested
by [33]. Most of the vorticity lines in this group shows unterminated, inﬁnitely long
shapes. The small ring located downstream of the jet is an exception, and it cor-
responds to the wall vortices shown in Figure 4-31(c). As discussed in the previous
section, these wall vortices are not originated from the horseshoe vortices in our case.
The contribution of each of these groups to the formation of counter-rotating
vorticity is qualitatively evaluated by tracking these vorticity lines as material lines.
The results for the ﬁrst group are shown in Figures 4-34 and 4-35. The ring ﬁrst shows
a further overall slanting of itself, and then the lee-side lift-up occurs. This lee-side
lift-up generates two arms of counter-rotating vorticity, as described by [12] and [51].
However, since it happens so late, i.e., a few diameters away from the jet nozzle exit,
the near-wall counter-rotating vorticity, shown at immediate vicinity of the jet nozzle
exit, i.e., at y/d < 2 in Figure 4-25(b), obviously does not solely correspond to this
later lift-up phenomenon. The lift-up of the lee-side of this ring-shaped vorticity line
only contributes to the far-ﬁeld counter-rotating vorticity located away from the jet
nozzle exit.
Figures 4-36 and 4-37 show the evolution of the vorticity lines in the other group,
originated from the separated wall boundary layer. The vorticity from the wall bound-
ary layer clearly aligns itself to the near-wall counter-rotating vorticity. This tornado-
like structure really corresponds to the focus A shown in Figure 4-25(b). From this
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result, it is clear that the near-wall counter-rotating vorticity is primarily formed from
the vorticity entrained from the wall boundary layer.
This result shows that the reduced vorticity inﬂux model only partially explains
counter-rotating vortex pair formation in real transverse jets. The model captures
the evolution of part of near-wall vorticity as slanted vortex rings. However, not only
these slanted vortex rings but also other wall vortices contribute to the formation
of the counter-rotating vortex pair, and the latter is actually more important in the
near ﬁeld. Thus, the mechanism of counter-rotating vorticity formation suggested by
the previous inviscid simulations either without the model [12] or with the model [51]
provides only limited explanations on the formation of counter-rotating vorticity.
A more quantitative assessment is performed to substantiate the importance of
these near-wall structures. Transversal cuts of the jets are made to generate contour
plots of ωy on planes of constant y. Figure 4-38 shows the results. The contour
lines from Case I and those from Case III show radical diﬀerences. For instance,
at a distance very small from the wall, e.g., at y/d = 0.2, Case I shows a single,
well-deﬁned region containing wall-normal vorticity around the jet nozzle boundary.
This wall-normal vorticity corresponds to γc, expressed by (3.30). On the other hand,
Case III shows two clusters of wall-normal vorticity, i.e., one in −0.5 ≤ x/d ≤ 0.5
and the other in x/d > 0.5, indicating that the ﬂow ﬁeld of Case III does have two
separate strands of counter-rotating vortices near the jet nozzle exit. While the vortex
at −0.5 ≤ x/d ≤ 0.5 is similar to that identiﬁed in Case I in terms of its location,
this vortex is still quite diﬀerent in terms of its strength. Apparently, the vortex
at −0.5 ≤ x/d ≤ 0.5 in Case III contains circulation about two times larger than
that of the corresponding vortex in Case I. The other vortex in Case III is located
completely outside of the jet nozzle boundary, i.e., at x/d > 0.5. From its location,
we can conclude that this vortex is formed by the separation of the wall boundary
layer vortices, i.e., from γw and not from γc or γj . These two vortices, forming two
strands of counter-rotation in Case III, evolve into two vortices, i.e., one at x/d = 0.3
and z/d = 0.5 and the other at x/d = 0.7 and z/d = 0.2, respectively, on the
plane of y/d = 1.0. At this stage, there are also some signatures of ωy developed on
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the windward side of the jet, which correspond to wiggles in the jet vortices on the
windward side. Note that the jet vortices on the windward side in Case III show a
much earlier development of instabilities, as clearly seen in Figure 4-25. On the plane
of y/d = 2.0, these signatures grow and small-scale structures contaminate the entire
perimeter of the jet shear layer.
The evolution of circulation contained in counter-rotating vortices can be quan-
titatively examined by integrating ωy on each half plane of constant y. We plot
Γ(y) =
∫ ∫
z>0
ωydzdx in Figure 4-39. The circulation of streamwise vortices in Case
III grows from 0 to a value around 4, though the circulation for y/d > 0.5 shows
some undulation due to the early development of periodic roll-up on the windward
side. The circulation in Case I roughly starts from 1 to a value around 2. The rates
of growth are also qualitatively diﬀerent. Case I shows a rather gradual increase of
its circulation from y/d = 0 to y/d ≈ 1.0, indicating that the increase is due to the
gradual deformation of the jet shear layer. On the other hand, Case III shows a
sharp increase within a relatively thin region near the wall. Actually, the circulation
in Case III should start nominally from 0, since Case III satisﬁes the full no-slip
boundary condition. Thus, the thin layer, where the sharp increase in the circulation
is observed, is the wall boundary layer. Such a rapid increase of circulation clearly
indicate that it is due to a sudden phenomenon, i.e., separation of the wall boundary
layer, rather than continual deformation of the jet shear layer. On the other hand,
the circulation in Case I starts at a value near 1 at y/d = 0, which indicates that
this initial wall-normal vorticity is due to γc. It is easy to check that the expression
(3.30) gives unit wall-normal circulation when it is integrated.
We focus our eyes just the outside of the wall boundary layer, e.g. near y/d = 0.2.
The value of the circulation in Case I is just 1, that is, only one quarter of that in
Case III. From the fact that the vorticity from the wall boundary layer is usually
much weaker than the vorticity from the jet shear layer, the diﬀerence between Case
I and Case III is rather striking. Circulation per unit length of the jet column, dΓ
dl
∣∣
j
,
is about r times larger than circulation per unit length of the wall boundary, dΓ
dl
∣∣
w
.
That is, dΓ
dl
∣∣
j
≈ Vj ≈ rU∞ ≈ r dΓdl
∣∣
w
. How can such weak vorticity form such an
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intense tornado-like structure? In some sense, the terminology, i.e., a tornado-like
structure, itself provides the answer. Dust devils ingest and tighten vorticity near the
ground, which is lifted from the ground by convective updraft due to the Rayleigh-
Taylor instability [5]. In transverse jets, this convective updraft is replaced by the
entraining action of the jet. The jet provides a strong vertical ﬂow lifting the wall
boundary layer vorticity, making wall vorticity detached from the wall and aligned
along the jet stream. Successive ingestion and tightening follows to form a strong
tornado-like structure. The circulation of a vortex tube, which is generated by the
entrainment of wall vorticity, is given by Γent =
dΓ
dl
∣∣
w
× Lent, where Lent represents
the typical length of the domain where its wall vorticity is entrained into the jet.
Entrainment processes of wall vortices are depicted in Figure 4-40. In the reduced
vorticity inﬂux model, we set Lent = d by allowing separation and entrainment only
around the nozzle exit, and set dΓ
dl
∣∣
w
= U∞ by neglecting any feedback from the jet
to the wall vortex sheet. In reality, Lent > d as clearly seen in Figures 4-36 and 4-37,
and dΓ
dl
∣∣
w
= U∞ in general. More precisely, there exist two groups of wall boundary
vortices entrained into the jet. One is the vortex tube similar to that in the reduced
inﬂux model. This group, denoted with the subscript ∞, extends spanwise into a
point far from the jet nozzle exit, where the crossﬂow forms a wall boundary layer
with dΓ
dl
∣∣
w,∞ = U∞ and Lent,∞ > d. The other has the shape of rings, and is formed
in the recirculation zone behind the jet column. This group is denoted with the
subscript r, standing for recirculation. The length of a typical recirculation zone is
around the same as d, and its circulation per unit length, i.e., dΓ
dl
∣∣
w,r
= U∞ in general.
These two groups contribute to the formation of counter-rotating vortices together in
reality. It is, hence, not surprising that the diﬀerence in circulation is so large.
The existence of the strong near-ﬁeld counter-rotating vortices in Case III natu-
rally leads to features diﬀerent from Case I in further jet evolution. The following list
summarizes our observations:
1. By having strong near-ﬁeld counter-rotating vortices, the jet may resist more
against the crossﬂow, which results in deeper penetration into the ﬂow as shown
in Figure 4-28.
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2. Since the counter-rotating vortex pair is formed from the separated wall layer,
the jet shear layer does not have to show lift-up of its lee side until it reaches
further downstream. Instead, the circulation of the jet shear layer is maintained
mostly in the azimuthal direction even on the lee side. As the result, the Kelvin-
Helmholtz ring formation may occur earlier, and it may happen on the whole
perimeter, not only on the windward side. Figure 4-25(b) shows accumulated
ring structures on the lee side.
3. The Kelvin-Helmholtz rings in Case III may interact with the counter-rotating
vortex pair earlier than in Case I, since the roots of counter-rotating vortex pair,
formed from the tornado-like foci, are extended deeper to the nozzle exit. Since
the location where azimuthal vorticity and streamwise vorticity is now located
much more upstream than that in Case I, early three-dimensional structure
development is possible.
4. The existence of multiple strands of counter-rotating vorticity leads to initiation
of higher frequency excitation to the Kelvin-Helmholtz rings, which may result
in proliferation of smaller scales.
With all these observations, it is suggested that the separated wall boundary layer
critically aﬀects the overall behavior of the jet near-ﬁeld. The reduced vorticity inﬂux
model, on the other hand, only provides limited explanations. Care must be taken to
interpret results from such a reduced model.
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Figure 4-1: Perspective view of computational elements at t = 12.0 (Case I). The
black cloud at z/d < 0 shows all the computational elements. The elements shown
at z/d > 0 are those with |ωidVi| > 0.0015, colored by |ωidVi|.
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Figure 4-2: Number of vortex elements verses time (Case I).
127
−1 0 1 2 3 4 5 6
0
2
4
6
8
10
x/d
y/
d
Figure 4-3: Computed trajectories verses experimental observations. Solid and dashed
curves represent jet centre streamlines obtained for t ∈ [12.0, 17.6] in Case I and
t ∈ [15.0, 20.0] in Case II, respectively. Upright crosses, slanted crosses, and circles
represent the experimental data with r = 6, r = 8, and r = 10 obtained by Keﬀer
and Baines [32], respectively. The dash-dot curve and dots represent an experimental
correlation (1.2) for r = 7 and r = 10, respectively [49].
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Figure 4-4: Computed trajectories verses scaling laws [28]. Solid and dashed
curves represent jet centre streamlines obtained for t ∈ [12.0, 17.6] in Case I and
t ∈ [15.0, 20.0] in Case II, respectively. The dash-dot curve represents the near-ﬁeld
scaling law (1.4). Dots represent the far-ﬁeld scaling law (1.3).
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Figure 4-5: Vorticity magnitude isosurfaces, |ω| = 15 at t = 12.0 at two perspectives
(Case I).
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Figure 4-5: Continued from the previous page.
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Figure 4-6: Vorticity magnitude isosurfaces, |ω| = 25, at t = 12.0 at two perspectives
(Case I).
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Figure 4-6: Continued from the previous page.
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Figure 4-7: Computed trajectories and velocity magnitude contours in Case I. Thick
solid and dashed curves represent the instantaneous jet centre streamline at t = 12.0
and the average jet centre streamline for t ∈ [12.0, 17.6], respectively. The contours
are obtained by the velocity magnitude, i.e., |u| at t = 12.0.
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Figure 4-9: Crosssectional view showing the contours of ωx at x/d = 3.0 and t = 12.0
(Case I). Dashed curves indicate negative values. The outer most lines indicate ωx =
±4. The diﬀerence between two adjacent levels is 4.
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Figure 4-10: Crosssectional view showing the contours of ﬁltered ωx at x/d = 3.0 and
t = 12.0 (Case I). Dashed curves indicate negative values.
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Figure 4-11: Vorticity magnitude isosurfaces at t = 15.0, |ω| = 20 at two perspectives
(Case II).
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Figure 4-11: Continued from the previous page.
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Figure 4-12: Vorticity magnitude isosurfaces at t = 15.0, |ω| = 5 (Case II).
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Figure 4-13: Side view of the evolution of material line elements introduced at the
jet nozzle exit during t ∈ [12.0, 12.36] (Case I).
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Figure 4-13: Continued from the previous page.
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Figure 4-13: Continued from the previous page.
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Figure 4-13: Continued from the previous page.
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Figure 4-14: Front view of the evolution of material line elements introduced at the
jet nozzle exit during t ∈ [12.0, 12.36] (Case I).
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Figure 4-14: Continued from the previous page.
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Figure 4-14: Continued from the previous page.
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Figure 4-14: Continued from the previous page.
148
x/d
-1
0
1
2
3
y/
d
0
1
2
3
4
5
6
7
z/
d
-2
-1
0
1
2
(a) t = 15.36
Figure 4-15: Side view of the evolution of material line elements introduced at the
jet nozzle exit at t = 15.0, 15.16, 15.36 (Case II).
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Figure 4-15: Continued from the previous page.
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Figure 4-15: Continued from the previous page.
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Figure 4-16: Front view of the evolution of material line elements introduced at the
jet nozzle exit at t = 15.0, 15.16, 15.36 (Case II).
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Figure 4-16: Continued from the previous page.
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Figure 4-17: Evolution of a material ring, introduced at the jet nozzle exit at t = 15.0
(Case II).
155
x/d
-1
0
1
2
3
y/d
0
1
2
3
4
5
6
7
z/d
-2 -1 0 1 2
(b) t = 15.76
Figure 4-17: Continued from the previous page.
156
x/d
-1
0
1
2
3
y/d
0
1
2
3
4
5
6
7
z/d
-2 -1 0 1 2
(c) t = 15.84
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Figure 4-18: Evolution of a material ring, introduced at the jet nozzle exit at t = 15.0
(Case II).
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Figure 4-19: Contours of ωy and the stretching rate on planes of constant y at t = 15.0
(Case II). Solid lines represent the contour lines of ωy. Each plane is colored by the
stretching rate, which is computed for z/d ≥ 0.05.
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Figure 4-19: Continued from the previous page.
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Figure 4-20: Three-dimensional visualization of isosurfaces of ωy (red) and stretching
rate (white) at t = 15.0 (Case II).
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Figure 4-21: Schematic illustration of induced counter-rotating vortex breakdown.
Vortex rings, which are formed from the Kelvin-Helmholtz instability on the windward
side, wind around counter-rotating vortices. Kink-like structures are formed at the
point of winding, and further instability breaks down the counter-rotating vortices
through self and/or mutual induction.
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Figure 4-22: Evolution of the length of material rings, L, normalized by the initial
length, L0. The rings are introduced at the jet nozzle exit at t = 15.0 (solid), 15.04
(dashed), and 15.08 (dash-dot), respectively. t0 denotes the time of the introduction
of each ring (Case II).
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Figure 4-23: Perspective view of computational elements at t = 4.0 (Case III). The
black cloud at z/d < 0 shows all the computational elements. The elements shown
at z/d > 0 are those with |ωidVi| > 0.0015, colored by |ωidVi|.
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Figure 4-24: Number of vortex elements verses time (Case III).
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Figure 4-25: Vorticity magnitude isosurfaces, |ω| = 20 at two perspectives. Isosur-
faces in z ≥ 0 are from Case III at t = 4.0. Isosurfaces in z < 0 are from Case I at
t=12.0.
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Figure 4-25: Continued from the previous page.
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Figure 4-26: Crosssectional view showing the contours of ωx at x/d = 3.0 and t = 4.0
(Case III). Dashed curves indicate negative values. The outer most lines indicate
ωx = ±4. The diﬀerence between two adjacent levels is 4.
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Figure 4-27: Crosssectional view showing the contours of ﬁltered ωx at x/d = 3.0 and
t = 4.0 (Case III). Dashed curves indicate negative values.
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Figure 4-28: Computed trajectories verses experimental observations. Solid and
dashed curves represent jet centre streamlines obtained for t ∈ [4.0, 7.0] in Case
III and t ∈ [12.0, 17.6] in Case I, respectively. Upright crosses, slanted crosses, and
circles represent the experimental data with r = 6 and r = 8 obtained by Keﬀer and
Baines [32], respectively. The dash-dot curve represents an experimental correlation
(1.2) for r = 7 [49].
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Figure 4-29: Evolution of the crossﬂow-streamwise velocity component, ux, on the
plane of z/d = 0, computed at x/d = −7, x/d = −4, x/d = −1, x/d = 1.1, and
x/d = 4 (Case III). Reference vector of unit speed is plotted near the top right
corner.
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Figure 4-30: Velocity ﬁeld on the plane of y/d = 0.2 at t = 4.0 (Case III). Reference
vector of unit speed is plotted near the top right corner. The half circle indicates the
location of the nozzle boundary.
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Figure 4-31: Near-wall ﬂow structures demonstrated with instantaneous streamlines
on three planes at t = 4.0 (Case III). S denotes a saddle point and N denotes a node
on each plane.
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Figure 4-31: Continued from the previous page.
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Figure 4-31: Continued from the previous page.
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Figure 4-32: Composite streamline pattern, reproduced from [33]. S denotes a saddle
point and N denotes a node. Reprinted with the permission of Cambridge University
Press (invoice number: P03J 13028).
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Figure 4-33: Vorticity lines identiﬁed near the wall at t = 4.0 (Case III).
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Figure 4-33: Continued from the previous page.
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Figure 4-33: Continued from the previous page.
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Figure 4-34: Side view of the evolution of a vorticity line introduced at the jet nozzle
exit at t = 4.0 (Case III).
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Figure 4-34: Continued from the previous page.
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Figure 4-34: Continued from the previous page.
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Figure 4-34: Continued from the previous page.
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Figure 4-34: Continued from the previous page.
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Figure 4-35: Front view of the evolution of a vorticity line introduced at the jet nozzle
exit at t = 4.0 (Case III).
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Figure 4-35: Continued from the previous page.
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Figure 4-36: Side view of the evolution of vorticity lines introduced at the jet nozzle
exit at t = 4.0 (Case III).
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Figure 4-36: Continued from the previous page.
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Figure 4-36: Continued from the previous page.
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Figure 4-36: Continued from the previous page.
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Figure 4-37: Front view of the evolution of vorticity lines introduced at the jet nozzle
exit at t = 4.0 (Case III).
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Figure 4-37: Continued from the previous page.
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Figure 4-37: Continued from the previous page.
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Figure 4-37: Continued from the previous page.
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Figure 4-38: Contours of ωy on planes of constant y. Contours at z > 0 corresponds to
the instantaneous vorticity ﬁeld of Case III at t = 4.0. Contours at z < 0 corresponds
to the instantaneous vorticity ﬁeld of Case I at t = 12.0. Dashed lines represent
negative values.
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(b) y/d = 0.4
Figure 4-38: Continued from the previous page.
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Figure 4-38: Continued from the previous page.
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Figure 4-39: Evolution of the wall normal circulation Γ(y) =
∫ ∫
z>0
ωydzdx. The
solid line represents the results obtained from the ﬂow ﬁeld of Case III at t = 4.0,
and the dashed line represents the results obtained from the ﬂow ﬁeld of Case I at
t = 12.0.
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Figure 4-40: Comparison of entrainment processes of vorticity from the wall boundary
layer into the jet. The reduced vorticity inﬂux model assumes an unperturbed wall
vortex sheet that is separated only along the jet nozzle exit. The full no-slip boundary
condition fully considers two entrained vortices, one of which is a vortex tube extended
to inﬁnity, denoted by ∞, and the other of which is a vortex ring formed in the
recirculation zone, denoted by r.
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Figure 4-40: Continued from the previous page.
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Chapter 5
Conclusions
5.1 Physics of transverse jets
Transverse jets ﬁnd many applications in combustion and other industrial processes.
They can be also considered as canonical examples of the cases where large-scale
vortical structures dominate ﬂow ﬁelds. In this thesis, detailed mechanistic descrip-
tion of vorticity dynamics in transverse jets has been pursued. Primary focus has
been placed on strong transverse jets at intermediate Reynolds numbers. Massively
parallel three-dimensional vortex simulations have been performed to this end.
Our rigorous modeling of vorticity dynamics in transverse jets, discussed in the
thesis, includes the implementation of the full no-slip boundary condition, which re-
sults in the complete identiﬁcation of vorticity introduction mechanisms in transverse
jets. With such a rigorous model, we have fully described the interaction between
the wall boundary layer and the jet shear layer. The reduced model partially ac-
counting for the interaction between the wall boundary layer and the jet shear layer,
which was previously developed in [51] based on heuristic arguments, has been de-
rived with minimal additional assumptions from the full model. These additional
assumptions are the neglected feedback from the jet shear layer to the wall boundary
layer and the suppressed separation of the wall boundary layer except along the jet
nozzle boundary. The comparison between two models has provided an interesting
chance to investigate the impact of these neglected eﬀects on the overall jet dynamics.
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Especially, near-wall jet-streamwise vortices are created by the separation of the wall
boundary layer and its subsequent entrainment into the jet in the case with the full
model, while such a structure is not readily identiﬁed in the case with the reduced
model. It is demonstrated that the separation of the wall boundary layer also con-
tributes to the excess circulation in these jet-streamwise vortices. We has also shown
that the existence of such near-wall counter-rotating vortices exerts qualitative and
quantitative impacts on the overall jet dynamics.
The formation mechanism of counter-rotating vortices at intermediate Reynolds
number does show great similarity to what we have observed in previous inviscid
investigations [51]. The stages of the transformation of the cylindrical jet shear layer,
emanating from the jet nozzle boundary, are accurately depicted by the technique
of material element tracking. The lee side of the jet shear layer is lifted in the jet-
streamwise direction, and forms arms of counter-rotating vorticity aligned with the
jet trajectory. Periodic roll-up of the jet shear layer accompanies this deformation,
creating vortex arcs on the lee and windward sides of the jet, due to a mechanism
similar to the Kelvin-Helmholtz instability. The formation mechanism of the counter-
rotating vortex pair remains invariant under the eﬀect of viscosity at intermediate
Reynolds number.
The mechanism behind the sudden transition from large-scale ﬂow structures into
small-scale vortical structures is also proposed. The mechanism involves the interac-
tion between two large-scale vortical structures, i.e., the Kelvin-Helmholtz rings on
the windward side and the counter-rotating vortices on the lee side. Vortex ﬁlaments
from the Kelvin-Helmholtz rings are entrained by the action of the counter-rotating
vortices, exhibiting rapid winding up around the counter-rotating vortices. During
that process, part of the entrained vortex ﬁlaments experiences strong stretching and
intensiﬁes its vorticity. Subsequent induction from these vortex ﬁlaments onto the
counter-rotating vortices gives a rupture to the counter-rotating vortex pair. The
broken counter-rotating vortices yield the primary sites for further small-scale devel-
opment. This induced counter-rotating vortex pair breakdown is demonstrated by
presenting the evolution of a material ring and by examining the stretching rate ﬁeld.
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There are still remaining tasks and unanswered questions in transverse jets. Brief
outline for some of these tasks and questions, in the context of the present work, is
provided in the following:
1. Several ﬂow features found in experiments are not identiﬁed in the simulations
reported in this thesis. For instance, horseshoe vortices has not been identiﬁed
in Case III. Discussion on horseshoe vortices is provided in the main text.
A hovering vortex, which stays right around the jet nozzle boundary, is not
captured in our simulations, either. The absence of a hovering vortex is actually
expected, since our computational domain excludes in-pipe structures. Hovering
vortices are topologically related to the separation of the in-pipe boundary layer
[33]. Hence, to resolve this vortical structure, it is essential to include the in-
pipe structures during modeling. A careful investigation is essential to achieve
such a task.
Upright wake vortices, which are formed by the separation of the wall boundary
layer and are shedding from the jet column, are not expected in the conditions
we have investigated in this thesis [33]. Their existence changes the instan-
taneous ﬂow features in a nontrivial way from what we have observed in this
thesis, and the overall jet dynamics can be greatly aﬀected by the diﬀerence. For
instance, the near-wall counter-rotating vortices or the near-wall jet-streamwise
vortices may become weaker than those observed in Case III by constantly
shedding their circulation downstream.
Each of these vortical structures has importance in speciﬁc applications, and
needs to be studied in a greater extent.
2. Since we have developed a model fully accounting for the interaction of the wall
boundary layer and the jet shear layer in this thesis, transverse jets with low r
can now be investigated as well. Such a jet has enormous practical importance,
for instance, in ﬁlm cooling processes of turbine blades. Since horseshoe vortices
or hovering vortices may contribute to the overall jet dynamics in jets with
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low r, it is important to pursue Item 1 simultaneously in order to achieve an
appropriate understanding in this case.
3. Our results clearly show that there exist both chance and challenge in active
control of transverse jets. The great sensitivity of the overall jet dynamics to
the near-nozzle conditions, which has been demonstrated by our comparison
between the results with the reduced vorticity inﬂux model and the results
with the full no-slip boundary condition, suggests that there exists great chance
to aﬀect the ﬂow by imposing relatively small changes around the jet nozzle
boundary. On the other hand, such sensitivity requires a very discrete strategy
of control to truly achieve what we want from the ﬂow. Especially, since it is
clearly demonstrated that not only the jet shear layer but also the wall boundary
layer can signiﬁcantly alter the overall jet dynamics, it may be necessary to
actuate both the jet shear layer and the wall boundary layer simultaneously to
obtain the best results. Such a concurrent control strategy should be designed
from a model fully including the interaction between the jet shear layer and the
wall boundary layer, which will be a challenging task. Similar conclusion may
be drawn for other ﬂows exhibiting boundary layer separation, e.g., backward
facing step ﬂows.
5.2 Distribution-based numerical analysis
An inviscid vortex method provides a canonical example where a partial diﬀerential
equation is transformed into an integro-diﬀerential equation whose solution may be
considered as a measure or even as a distribution. In this thesis, a diﬀusion scheme,
i.e., the vorticity redistribution method, has been reformulated in the same spirit. In
Appendix A, by invoking the Paley-Wiener-Schwartz theorem [22], we have shown
that a distribution can be matched to an analytic function through the Fourier trans-
form. An analytic function may be expanded into a Taylor series, whose coeﬃcients
are equivalent to the moments of the corresponding distribution. By going through
such a conceptual process, it is demonstrated that how moments may deﬁne topology
216
in a space of distributions. Then, the concept is integrated into the redistribution
method to allow an appropriate convergence analysis. Validation has been performed
by presenting three-dimensional vortex ring simulations.
There still are several unresolved diﬃculties in distribution-based computations,
while the approach has been successful in our cases. One of the most fundamental
limitations is the lack of a universally accepted strategy for nonlinearity. This is due
to the fact that multiplication of two distributions is not deﬁned in general. Roughly
speaking, multiplication is only deﬁned when the singular supports of the distribu-
tions are disjoint, though there exists a method to extend this limit by considering
wavefront sets. In any case, unrestricted multiplication between distributions is not
allowed, which makes the treatment of nonlinearity a nontrivial problem. In invis-
cid vortex methods, the problem was eﬀectively addressed by smoothing the velocity
ﬁeld by changing the Biot-Savart kernel into a nonsingular kernel. In Chapter 2, we
have shown that a similar strategy is working for a simple nonlinear diﬀusion prob-
lem. However, more theoretical investigation should follow to address the problem in
general contexts.
Development of the Lagrangian counterpart of the Eulerian adaptive mesh reﬁne-
ment becomes a task of great importance. As clearly seen in our simulations, eﬀec-
tive resolution of a boundary layer is critical in vortex simulations. A thin boundary
layer at high Reynolds number may require a spatial length scale beyond the current
computational limit if the spatial length scale is uniformly applied to the entire com-
putational domain. Spatial adaptation of the core size and/or of the inter-particle
distance will enable us to deal with such diﬃculty. Our distribution-based approach
of matching moments may provide an answer in this context also. When we trans-
form one representation into another, that is, when we reﬁne the current particle
distribution into the one with smaller spatial length scale, one may match low-order
moments to control the error introduced during such a transformation. More intense
research should be devoted onto this subject.
The direction proposed in this thesis can be even generalized beyond the bound-
ary of typical partial diﬀerential equations. Much more general classes of operators
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can be studied within the context. One obvious extension is the generalization of the
methodology into pseudodiﬀerential operators [62]. A diﬀerential operator is repre-
sented by a multiplication of a polynomial when the Fourier transform is applied. A
pseudodiﬀerential operator is represented by a multiplication of an analytic function,
instead. Still, the concept of moment evolution can be used in a similar way for the
analysis of the pseudodiﬀerential operators.
Finally, the discussion provided in this thesis may even serve as the starting point
to ask a more fundamental question on the general condition for a topological space
to be appropriate for numerical approximation. In Appendix A, we have mentioned
that topology for numerical approximation must be metrizable, but this conclusion
is based only on a practical concern. Instead, we may pursue a more fundamental
answer for this question by considering the limit of computations. For instance, one
trivial answer may be provided right away: topology for numerical approximation
should be at least separable [53]. This conclusion may be deduced from the fact
that all the current digital computers are actually ﬁnite-state approximations of a
deterministic Turing machine [6]. Since the possible states of a Turing machine are
at most countablely many, there must exist a countable dense set in the space we
are making an approximation to achieve convergence in general. However, it is only
a necessary condition, and developing a sharper statement can be an interesting
challenge for researchers from three distinct ﬁelds, i.e., numerical analysis, computer
science, and topology.
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Appendix A
Consistency of the Redistribution
Scheme
A.1 Background
In [64], the convergence of the redistribution method was established for the case of
constant diﬀusivity. The argument used in that work relied heavily on the fact that
the fundamental solution in this case is explicitly given by a Gaussian distribution.
Since the fundamental solution of (2.1) is not a Gaussian distribution, the argument
given in [64] is not directly applicable to the analysis of the redistribution formulae
(2.11). In this section, we provide a brief proof for the consistency of these formulae.
Once the consistency is established, the convergence follows by having an additional
condition on stability.
As we discussed in the main text, the proof of consistency is developed in the
distribution sense [22, 68], since the approximation is made up with δ distributions.
This actually makes a historical connection to the previous development in [64], since
the earlier proof of the redistribution method was implicitly distribution-based. To
give some insight, we hereby state the Paley-Wiener-Schwartz theorem [22]:
The Fourier-Laplace transform of a member of E ′(Rd) is an analytic func-
tion on Cd. Moreover, if u ∈ E ′(Rd) and supp u ∈ {|x| ≤ a}, where a is a
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positive real number, then there are constants C, N ≥ 0 such that
|uˆ(ζ)| ≤ C(1 + |ζ |)Nea|Imζ|, ζ ∈ Cd, (A.1)
where |ζ | =√|ζ1|2 + |ζ2|2 + · · ·+ |ζd|2. uˆ is the Fourier transform of u.
In its essence, the theorem suggests that distributions of compact support of certain
size, i.e, members in E ′, is equivalent, under the Fourier-Laplace transform, to analytic
functions with certain exponential growth rate at inﬁnity. The later can be expanded
into a Taylor series expansion around the origin in the wavenumber space, and each
coeﬃcient of the Taylor series expansion is corresponding to a moment of the distri-
bution in the physical space. This roughly explains how matching of a few lowest
moments provides an equivalent error control in distribution spaces. Since the proof
in [64] was constructed by comparing the Taylor series expansion of the fundamental
solution, which was just a Gaussian distribution in the case of constant diﬀusivity, and
that of the redistributed particle distribution after applying the Fourier transform,
which implies that the proof was, at least implicitly, constructed in a distribution
space. Unfortunately, the idea was never made explicit after on however, though an
attempt was made [63].
In the following, we investigate the redistribution method, explicitly in a distribu-
tion space, namely, in
(
CMB (R
d)
)′
, which is the normed dual space of CMB (R
d). Note
that
(
CMB (R
d)
)′
is a much smaller space than the space of distributions of compact
support. The reason we choose such a more limited space is that its topology is more
amenable for our purposes. In numerical analysis, one needs to discuss convergence
in a more or less quantitative way. Since the topologies provided for larger spaces,
e.g., D′, S ′, or E ′ [22], are usually not even metrizable, which makes quantitative
assessment of convergence diﬃcult. On the other hand,
(
CMB (R
d)
)′
forms a Banach
space with the equipped dual norm [1]. It should be also noted that, unlike the
previous proof [64], we do not use the Fourier transform either, for the fundamental
solution of a uniformly parabolic diﬀerential equation is not conveniently represented
by a simple Gaussian distribution under the transform in general [63]. Rather, we
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pursue analysis in the physical space directly by carefully estimating various portions
of error in the approximation.
A.2 Analysis of consistency
To establish consistency, we use the following estimate for the fundamental solution
of a uniformly parabolic linear equation [40]:
|DrtDsxZ(x, ξ, t, τ)| ≤ c(t− τ)−
d+2r+s
2 exp
(
−C |x− ξ|
2
t− τ
)
, (A.2)
where 2r + s ≤ 2. Two consequences of this estimate are exploited in the following
discussion. The ﬁrst is quite straightforward. Let f be a function, which is continuous
and globally Lipschitz with a constant K in Rd. Then, we can show that
∣∣∣∣
∫
Rd
Z(x, ξ, t, t−∆t)f(x)dx− f(ξ)
∣∣∣∣ ≤ cK√∆t
∫
Rd
|z| exp (−Cz2) dz, (A.3)
which in turn shows that
∣∣∫
Rd
Z(x, ξ, t, t−∆t)f(x)dx− f(ξ)∣∣ = O(√∆t). The other
important consequence is that
∫
|x−ξ|≥(
√
∆t)
1−
|Z(x, ξ, t, t−∆t)| |x− ξ|m dx
≤
∫
|x−ξ|≥(
√
∆t)
1−
c∆t−d/2 exp
(
−C |x− ξ|
2
∆t
)
|x− ξ|m dx
≤
∫
|z|≥(
√
∆t)
−
c exp(−Cz2)
∣∣∣z√∆t∣∣∣m dz = o(∆tq), (A.4)
for 0 <  < 1, q > 0 and m ≥ 0.
With these estimates at hand, we may show the consistency of the redistribution
formulae (2.11) in the sense that the new particle distribution truly approximates the
fundamental solution. Each source particle is assumed to be redistributed into target
particles within a ball of radius R, centered at the location of the source particle. we
assume that R scales as O(h), where h =
√
∆t.
First, we show that each moment evolves consistently. For the 0th moment,
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Gn0,i = G
n
0,i = 1, if f
n
ij satisﬁes (2.11). Thus the moment matching condition is
satisﬁed exactly. For Gn1,i, we have
d
dt
(
Gn1,i −Gn1,i
)
=
∫
R
Z(x, xn−1i , t, 0)
dν
dx
dx−
(
dν
dx
)
x=xn−1i
= O(∆t1/2)
by the application of (A.3). Thus, |Gn1,i−Gn1,i| = O(∆t3/2). For Gn2,i, we separate the
integral into two parts.
∣∣∣∣ ddt (Gn2,i −Gn2,i)
∣∣∣∣ ≤
∫
R
∣∣2ν(x)− 2ν(xn−1i )∣∣Z(x, xn−1i , t, 0)dx
+
∫
R
∣∣∣∣2(x− xn−1i )dνdx
∣∣∣∣Z(x, xn−1i , t, 0)dx.
The ﬁrst term is O(∆t1/2) by the application of (A.3). The second term is estimated
as follows.
∫
R
∣∣∣∣2(x− xn−1i )dνdx
∣∣∣∣Z(x, xn−1i , t, 0)dx
≤
∫
Ω
∣∣∣∣2(x− xn−1i )dνdx
∣∣∣∣Z(x, xn−1i , t, 0)dx
+
∫
Ωc
∣∣∣∣2(x− xn−1i )dνdx
∣∣∣∣Z(x, xn−1i , t, 0)dx.
where Ω =
{
x ∈ R, s.t. |x− xn−1i | < R′h
}
, where R′ = O(h−). It can be shown that
the ﬁrst term is O(R′h) = O(∆t1/2−), and the second term is o(hq) for all q > 0 from
(A.4). Thus, we have |Gn2,i −Gn2,i| = O(∆t3/2−).
Therefore, for the ith source particle, the redistribution formulae (2.11) give fnij
satisfying the following conditions around xn−1i for M = 1, i.e.,
∀ |k| ≤M + 1, ∃ Ck,M ′, s.t. ∀ i, n,
∣∣Gnk,i −Gnk,i∣∣ ≤ Ck,M ′hM ′∆t, (A.5)
for any M ′ satisfying M − 1 < M ′ < M .
We are ﬁnally at the stage where we can estimate the error between the new
particle distribution and the fundamental solution using (A.5). From the Taylor
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series remainder theorem of a test function φ, we get
∀φ ∈ CM+2B (R),∣∣∣∣∣
∫
R
(
N∑
j=1
fnijδ(x− xnj )− Z(x, xn−1i ,∆t, 0)
)
φ(x)dx
∣∣∣∣∣
≤
∑
|k|≤M+1
1
k!
‖φ‖CM+2B (R)
×
∣∣∣∣∣
∫
R
(x− xn−1i )k
(
N∑
j=1
fnijδ(x− xnj )− Z(x, xn−1i ,∆t, 0)
)
dx
∣∣∣∣∣
+
∑
|k|=M+2
1
k!
‖φ‖CM+2B (R) (A.6)
×
∣∣∣∣∣
∫
Ω
(x− xn−1i )k
(
N∑
j=1
fnijδ(x− xnj )− Z(x, xn−1i ,∆t, 0)
)
dx
∣∣∣∣∣
+
∑
|k|=M+2
1
k!
‖φ‖CM+2B (R)
×
∣∣∣∣
∫
Ωc
(x− xn−1i )kZ(x, xn−1i ,∆t, 0)dx
∣∣∣∣ .
The ﬁrst term in the right hand side is O(hM
′
∆t) by the assumed moment conditions,
and the last term is o(hq) for all q > 0 by the estimate (A.4). The second term is
O(R′M+2hM∆t), because
∀x ∈ Ω, ∣∣(x− xn−1i )(k)∣∣ ≤ (R′h)M+2 = R′M+2hM∆t.
Since R = O(h), we may take  as small as we want. Therefore, we have the following
result for all M ′ < M .
∥∥∥∑N
j=1
fnijδ(x− xnj )− Z(x, xn−1i ,∆t, 0)
∥∥∥
(CM+2B (R))
′ ≤ ChM
′
∆t, (A.7)
Using a standard argument with the additional condition of stability, we can also
show that the global truncation error behaves as O(hM
′
), where M ′ < M . This is not
as sharp as what we had for the case of constant diﬀusivity considered in [64], where
the global truncation error was O(hM).
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We have shown consistency in the distribution sense [22, 68], i.e., in
(
CM+2B (R)
)′
,
not in typical Lp spaces. As discussed earlier, the reason is that the spirit of the
method can be more clearly recognized in terms of the approximation of the funda-
mental solution by δ distributions, which cannot be treated in Lp. However, it is easy
to show that the method also generates a convergent sequence in Lp by convolving the
particle distribution with a suﬃciently regular core function f . For example, given
f ∈ CM+2B (R), we deﬁne fσ(x) ≡ 1σf(xσ ). Then, for a regular enough solution u,
‖u− u ∗ fσ‖∞ ≤ ‖u− u ∗ fσ‖∞ + ‖(u− u) ∗ fσ‖∞,
where u is the approximation made up with a linear superposition of δ distributions,
i.e., ‖u− u‖(CM+2B (R))′ = O(h
M ′). It is easy to see that
∃m1, m2 > 0, s.t. ‖u− u ∗ fσ‖∞ = O(σm1),
‖(u− u) ∗ fσ‖∞ ≤ sup
x∈R
∣∣∣∣
∫
R
(u− u)(y)fσ(x− y)dy
∣∣∣∣
≤ ‖(u− u)‖(CM+2B (R))′‖fσ‖CM+2B (R) = O(h
M ′/σm2).
This shows that the error in L∞ can be estimated as O(σm1) +O(hM
′
/σm2).
Convergence in other distribution spaces can be deduced from the Sobolev imbed-
ding theorem [1]. For instance, it can be shown that the scheme converges in the
normed dual space of Wm,p0 (R
d) = Wm,p(Rd), which is denoted as W−m,p
′
(Rd), where
p′ stands for the conjugate power of p, i.e., 1/p+1/p′ = 1 [1]. Its topology is described
by the following norm.
‖u‖−m,p′ = sup
‖φ‖m,p≤1
|〈u, φ〉| .
With this norm, W−m,p
′
(Rd) is complete, hence forms a Banach space. For m and
p satisfying (m − M − 2)p > d, where M is the expected order of accuracy, the
Sobolev imbedding theorem guarantees Wm,p(Rd) ↪→ CM+2B (Rd). This imbedding
is continuous, i.e., ∃c1 > 0, s.t.‖φ‖CM+2B (Rd) ≤ c1‖φ‖m,p for all φ ∈ W
m,p(Rd), and
thus the convergence in the norm ‖ · ‖(CM+2B (Rd))′ implies the convergence in the
norm ‖ · ‖−m,p′. Since W−m,p type spaces are the spaces used in [13], this property
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eﬀectively provides a connection between the convergence properties of two substeps,
i.e., convection and diﬀusion.
We note that the error estimate given here does not include any detailed con-
sideration on the contribution of the error from initial discretization, and the error
scaling as O(σm1) is due to variable diﬀusivity, and not due to initial discretization.
This additional error does not occur when one only deals with the case of constant
diﬀusivity, where one can use convolution to separate the core function from the er-
ror estimate, assuming that the core function behaves well. However, in the case of
variable diﬀusivity, the independency of the error estimate from the core function is
lost even in the redistribution method.
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Appendix B
Tree-code Algorithm for a
High-Order Algebraic Kernel
B.1 Background
The evaluation of inter-particle interactions in Lagrangian vortex methods forms a
classical N -body problem, whose cost scales as O(N2) with a naive implementa-
tion. This computational cost turns out to be too expensive for large-scale three-
dimensional computations. To alleviate this diﬃculty, fast summation algorithms
have been proposed by various researchers [2, 27, 72]. In many of these approaches,
particles are divided into a nested set of clusters, and particle-particle interactions are
replaced into particle-cluster interactions, which can be eﬃciently evaluated by using
an expansion. Such tree-code algorithms reduce the operation count to O(N logN)
or even to O(N).
Among these tree-code algorithms, we have chosen the algorithm developed by
Lindsay and Krasny [45] to perform our simulations in the main text. In this method,
particle-cluster interactions are evaluated by use of Taylor series expansion of the
Rosenhead-Moore kernel [58, 52], or equivalently the low-order algebraic kernel [74],
up to the 8th order, where the Taylor coeﬃcients are computed with a recurrence
relation. A parallel version of the code was also developed [50].
The status of the Rosenhead-Moore kernel, however, is somewhat controversial.
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From many previous applications of the kernel, it is generally believed that the kernel
does provide convergence in all cases of practical interest. However, some researchers,
most notably in [74], have claimed that the kernel does not satisfy an inequality
required in the classical proof of convergence of vortex methods, and have warned
that it may not converge at all. The controversy still lasts, even in today – an
anonymous reviewer of [73] criticized the manuscript for using the Rosenhead-Moore
kernel, for instance. It is, therefore, worth extending the tree-code algorithm to other
kernels, which are less controversial.
In this context, we develop a method to recursively evaluate the Taylor coeﬃcients
of a high-order algebraic kernel, which was introduced by Winckelmans and Leonard
[74]. Honoring the inventors, we shall refer the kernel as the Winckelmans-Leonard
kernel from now on. The kernel was claimed to satisfy all the requirements in the
classical convergence analysis of vortex methods and to be more convenient than those
kernels involving transcendental functions numerically.
Appendix B is organized as follows: we ﬁrst brieﬂy describe the adaptive tree-code
for the Rosenhead-Moore kernel. In the next section, a recursive method to evaluate
the Taylor coeﬃcients of the Winckelmans-Leonard kernel is presented. The new
recursive method for the Winckelmans-Leonard kernel bears great similarity to the
method used for the Rosenhead-Moore kernel, and hence is easily implemented in the
existing tree-code without too much eﬀort. Finally, a numerical example is provided
to test its eﬃciency and accuracy.
The tree-code developed in Appendix B is used in Appendix C to provide addi-
tional discussion on the convergence properties of the Rosenhead-Moore kernel and
the Winckelmans-Leonard kernel. Note, however, that the Winckelmans-Leonard ker-
nel has not been used for the simulations reported in the main text. For simulations
of transverse jets, we have only used the Rosenhead-Moore kernel.
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B.2 Adaptive tree-code for the Rosenhead-Moore
kernel
The problem can be stated as follows. For each time step during vortex simulations,
it is necessary to invert the following equation:
ω = ∇× u. (B.1)
That is, knowing the vorticity ﬁeld ω, we need to calculate the velocity ﬁeld u. ω is
discretized into Lagrangian computational elements or particles:
ω(x) ≈
N∑
j=1
Wjfσ(x− yj), (B.2)
fσ is a radially symmetric core function of radius σ, given by fσ(x) ≡ σ−3f(|x|/σ).
In R3, the solution of (B.1) is given by the Biot-Savart law.
u(x) = − 1
4π
∫
x− y
|x− y|3 × ω(y)dy. (B.3)
Equivalently, the following expression can be used:
u(x) =
N∑
j=1
Kσ(x,yj)×Wj, (B.4)
where Kσ is given by
Kσ(x,y) = − 1
4π
∫
x− z
|x− z|3fσ(z− y)dz. (B.5)
To evaluate (B.4), a tree is constructed. Computational particles are divided into
a nested set of clusters by constructing a tree, and particle-particle interactions are
replaced by a smaller number of particle-cluster interactions. The tree construction
starts with the root cell containing all the particles. The cell on the next level is
obtained by bisecting one of the cells at the current level in one of three coordinate
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directions. When every terminal cell in the tree contains a number of particles smaller
than the predeﬁned leaf size, N0, which is predeﬁned by the user, the process termi-
nates and returns the tree structure. Once the tree is constructed, (B.4) is rewritten
in the following form:
u(x) =
∑
c
Nc∑
j=1
Kσ(x,yj)×Wj , (B.6)
where c denotes a cluster containing Nc particles. Each particle-cluster interaction
is evaluated either by using Taylor approximation or by direct summation. The
procedure uses a complex combination of theoretical error estimates and empirical
computational time estimates to determine the best order of the approximation and
the best size of the cluster.
To derive the Taylor approximation for a particle-cluster interaction, Kσ(x,y) in
(B.6) is expanded in the Taylor series with respect to y, around the cluster center yc,
such that
Nc∑
j=1
Kσ(x,yj)×Wj =
∑
k
ak(x,yc)×mk(c). (B.7)
Here, ak(x,yc) is the kth Taylor coeﬃcient of Kσ(x,y) at yc:
ak(x,yc) =
1
k!
DkyKσ(x,y), (B.8)
and mk(c) is the kth moment of the vortex elements in cluster c about its center yc:
mk(c) =
Nc∑
j=1
Wj(yj − yc)k. (B.9)
k = (k1, k2, k3) is an integer multi-index with ki ≥ 0, and k! = k1!k2!k3!. For x ∈
R3, xk and Dny is interpreted in the standard way, i.e., x
k = xk11 x
k2
2 x
k3
3 and D
n
y =
Dn1y1D
n2
y2D
n3
y3 , where Dyi =
∂
∂yi
. The inﬁnite series in (B.7) is approximated by a ﬁnite
sum,
Nc∑
j=1
Kσ(x,yj)×Wj ≈
∑
|k|<p
ak(x,yc)×mk(c), (B.10)
where |k| = k1 + k2 + k3. The order of the approximation, p, must be chosen so that
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the error due to truncation remains small. To evaluate (B.10), we need the Taylor
coeﬃcients, i.e., ak. We deﬁne a scalar potential, φσ, which yields the kernel, Kσ, as
its gradient:
Kσ(x,y) = −∇yφσ(x,y). (B.11)
We set the kth Taylor coeﬃcient of φσ(x,y) at y = yc as
Tk(x,yc) =
1
k!
Dkyφσ(x,yc). (B.12)
Then, ak is related to Tk as follows:
ak(x,yc) = −
3∑
i=1
eˆi(ki + 1)Tk+eˆi(x,yc), (B.13)
where eˆi is the ith Cartesian-basis vector. Therefore, to compute ak, it is suﬃcient
to obtain Tk. For the Rosenhead-Moore kernel:
KRMσ (x,y) = −
1
4π
x− y
(|x− y|2 + σ2)3/2 , (B.14)
the potential is the Plummer potential:
φRMσ (x,y) =
1
4π
1
(|x− y|2 + σ2)1/2 . (B.15)
The calculation of the corresponding Tk is performed recursively, using the following
formula [45].
|k|R2Tk − (2|k| − 1)
3∑
i=1
(x− y) · eˆiTk−eˆi + (|k| − 1)
3∑
i=1
Tk−2eˆi = 0, (B.16)
for |k| ≥ 1, where T0(x,yc) = φσ(x,yc), Tk(x,yc) = 0 if any ki < 0, and R =√|x− yc|2 + σ2.
Further details of the tree-code can be found in the work by Lindsay and Krasny
[45].
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B.3 Extension to the Winckelmans-Leonard ker-
nel
The high-order algebraic kernel, or equivalently the Winckelmans-Leonard kernel, is
given as follows [74]:
KWLσ (x,y) = −
1
4π
|x− y|2 + 5
2
σ2
(|x− y|2 + σ2)5/2 (x− y). (B.17)
The corresponding potential is given by:
φWLσ (x,y) =
1
4π
|x− y|2 + 3
2
σ2
(|x− y|2 + σ2)3/2 . (B.18)
One way to compute the Taylor coeﬃcients of the Winckelmans-Leonard kernel is
to split φWLσ (x,y) into two parts and to develop a recurrence relation for each part
separately, i.e.
φWLσ (x,y) =
φ1σ(x,y)
4π
+
σ2φ3σ(x,y)
8π
, (B.19)
where φνσ(x,y) = (|x− y|2 + σ2)−ν/2. Note that φRMσ = φ1σ/4π. That is, the potential
for the Winckelmans-Leonard kernel can be obtained by adding a correction term to
the Plummer potential. The recurrence relation for the Taylor coeﬃcients of φνσ for
each ν is already available [20]. Setting
T νn = T
ν
n(x,y) =
1
n!
Dnyφ
ν
σ(x,y), (B.20)
it has been shown that
|n|(|x− y|2 + σ2)T νn − (2|n|+ ν − 2)
3∑
i=1
(xi − yi)T νn−eˆi
+ (|n|+ ν − 2)
3∑
i=1
T νn−2eˆi = 0. (B.21)
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Once knowing T 1n and T
3
n, the Taylor coeﬃcients of φ
WL
σ (x,y), i.e., Tn =
1
n!
Dnyφ
WL
σ (x,y),
can be obtained by taking the sum.
Tn =
T 1n
4π
+
σ2T 3n
8π
. (B.22)
Using (B.22), we write
Nc∑
j=1
φWLσ (x,yc)Wj ≈
1
4π
∑
|n|<p
T 1n(x,yc)mn(c)
+
σ2
8π
∑
|n|<p
T 3n(x,yc)mn(c). (B.23)
To estimate the error in (B.23), we write the sum of the neglected terms as follows:
1
4π
∑
|n|≥p
T 1n(x,yc)mn(c) +
σ2
8π
∑
|n|≥p
T 3n(x,yc)mn(c)
=
1
4π
∑
n≥p
Nc∑
j=1
B1n(x,yc,yj)Wj +
σ2
8π
∑
n≥p
Nc∑
j=1
B3n(x,yc,yj)Wj, (B.24)
where
Bνn(x,yc,yj) =
∑
|k|=n
T νk (x,yc)(yj − yc)k. (B.25)
Multiplying (B.21) by (yj − yc)n and summing over all indices n with |n| = n, we
obtain
nR2Bνn − (2n+ ν − 2)αBνn−1 + (n+ ν − 2)β2Bνn−2 = 0, (B.26)
where α = (x−yc)·(yj−yc), and β = |yj−yc| [45]. (B.26) is similar to the recurrence
relation of the Gegenbauer polynomials [20]:
nC(ν/2)n (x)− (2n+ ν − 2)xC(ν/2)n−1 (x) + (n + ν − 2)C(ν/2)n−2 (x) = 0. (B.27)
Comparing (B.26) and (B.27), we conclude that
Bνn(x,yc,yj) =
1
Rν
(
β
R
)n
C(ν/2)n (α/βR). (B.28)
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Note that |α/βR| ≤ 1, and that
∀|x| ≤ 1, |C(ν/2)n (x)| ≤
(n+ ν − 1)!
n!(ν − 1)! . (B.29)
Hence,
|B1n(x,yc,yj)| ≤
1
R
( |yj − yc|
R
)n
, (B.30)
and
|B3n(x,yc,yj)| ≤
(n + 2)(n+ 1)
2R3
( |yj − yc|
R
)n
. (B.31)
We take the ﬁrst term of the series in (B.24) as a heuristic estimate of the error. With
(B.30) and (B.31), the estimated error, Ep, becomes
Ep =
Mp(c)
4πRp+1
(
1 +
(p+ 2)(p+ 1)
2
σ2
R2
)
, (B.32)
where
Mp(c) =
Nc∑
j=1
|yj − yc|p|Wj|. (B.33)
Since Mp(c) ≤M0(c)rp, where r represents the radius of the cluster c, the asymptotic
behavior of the error is given by
Ep = O(h
p) +O(p2hpη2), (B.34)
where h = r/R, and η = σ/R, as h→ 0, η → 0 and p→∞.
B.4 Numerical results
The method described in the previous section has been implemented into the tree-
code originally developed by Lindsay and Krasny [45]. We compute the velocity ﬁeld
around colliding vortex rings, whose particle distribution is shown in Figure B-1, to
test the new tree-code. The rings consist of 163,251 particles, and the velocity ﬁeld
is evaluated on a uniform rectangular grid encompassing the particles. The number
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of grid points is 96,000. The total number of particle-particle interactions is roughly
1.57×1010. The number of particles chosen here is slightly higher than that is typically
enclosed in one cluster in our parallel simulations reported in the thesis.
Expansion, i.e., (B.10, B.13, B.22) with (B.21), is used to compute the velocity
ﬁeld when the following criterion is met:
4πEp =
Mp(c)
Rp+1
(
1 +
(p+ 2)(p+ 1)
2
σ2
R2
)
≤ , (B.35)
where  is a user-deﬁned parameter. This criterion is derived from (B.32). We set
N0 = 64 and σ = 0.1. The maximum order of expansion is limited to 8. The
calculation is performed with double precision on a Pentium 4 workstation. Figure B-
2 shows the error in the velocity ﬁeld verses . The absolute error is deﬁned as:
Eabs = max |usum(x)− uapp(x)|. (B.36)
The subscript ‘sum’ denotes direct summation, while the subscript ‘app’ denotes tree-
code approximation. It is important to distinguish Eabs from the error discussed in
Appendix B. Eabs is just the error induced by tree-code approximation, which does
not include the error due to desingularization. We also plot the relative error, which
is given by:
Erel = max
|usum(x)− uapp(x)|
|usum(x)| . (B.37)
The error varies linearly to , implying that (B.35) provides reasonable error control.
The computational time is shown in Figure B-3. tsum represents the computational
time for direct summation, which is 1,800 seconds in this case. tapp is the computa-
tional time for the same job with tree-code approximation. We plot tapp/tsum, since
tapp may vary signiﬁcantly from one machine to another. The result shows that we
achieve Eabs ≈ 10−6 with about 10% of the computational time for direct summa-
tion, which is comparable performance to the original tree-code for the Rosenhead-
Moore kernel [45]. In our experiments, for the same value of Eabs, the use of the
Winckelmans-Leonard kernel roughly takes only 25% more time than that of the
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Rosenhead-Moore kernel. We reiterate that the same value of Eabs does not neces-
sarily imply that the error from the exact velocity ﬁeld is the same for the diﬀerent
kernels, since Eabs is estimated from usum(x), which can be very diﬀerent from the
exact velocity ﬁeld.
B.5 Summary
A recurrence relation for the Taylor coeﬃcients of the high-order algebraic kernel, or
equivalently the Winckelmans-Leonard kernel, is presented. An error estimate has
been obtained to ensure adaptive error control. The recurrence relation is integrated
within a tree-code to evaluate vorticity-induced velocity. Our numerical example
shows that the tree-code really provides an accurate and eﬃcient way of evaluating
a velocity ﬁeld.
235
Figure B-1: Particle distribution for the test case: black, particles with |Wj| > 0.0005
and gray, all particles.
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Figure B-2: Error verses . Crosses represent Eabs, and circles represent Erel.
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Appendix C
Convergence Characteristics of
Two Algebraic Kernels
C.1 Background
The Rosenhead-Moore kernel, used for the study of transverse jets in the main text,
does not satisfy the following inequality:
∃d ≥ 2, s.t.
∫ ∞
0
|f(ρ)|ρ2+ddρ <∞, (C.1)
where f is the radially symmetric core function corresponding to the kernel. Citing the
study by Cottet [13], Winckelmans and Leonard [74] have claimed that the Rosenhead-
Moore kernel may not lead to convergence due to the lack of this inequality. Although
we are fully comfortable with the Rosenhead-Moore kernel, since all our numerical
experiments with the kernel show quantitatively accurate results [73], it is of interest
to check whether such a danger of non-convergence truly lies.
In this context, we investigate the convergence characteristics of two algebraic ker-
nels, i.e., the Rosenhead-Moore kernel and the Winckelmans-Leonard kernel. First,
we check the proof given in [13] carefully to see where the inequality is used and sug-
gest how to modify the part to extend the analysis to the Rosenhead-Moore kernel.
Then, we investigate the convergence characteristics of these two algebraic kernels
239
numerically in a more realistic setting. Based on the observations made, recommen-
dations are given in the ﬁnal section of this chapter.
C.2 On the convergence analysis of the Rosenhead-
Moore kernel
Tracing the proof in [13], it is found that the only major place where the inequality
(C.1) matters is Item (iv) in Lemma 5.4, which is restated here:
Assuming that
∫
f(|x|)dx = 1, (C.2)∫
xkf(|x|)dx = 0, 1 ≤ |k| < d− 1, (C.3)∫
|x|d|f(|x|)|dx < ∞, (C.4)
we get
||(K−Kσ)T||0,p ≤ Cσd(||T||d,1 + ||T||d,∞), (C.5)
if T ∈W d,∞(R3) ∩W d,1(R3), and
||(K−Kσ)T||0,p ≤ Cσd||T||d−1,p, (C.6)
if T ∈W d−1,p(R3), 1 < p <∞.
Here, the following notation is used:
(FG)(x) ≡
∫
R3
F(x,y)×G(y)dy, (C.7)
K(x,y) = − 1
4π
x− y
|x− y|3 , (C.8)
and
Kσ(x,y) =
∫
R3
K(x, z)fσ(z− y)dz. (C.9)
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In particular, (C.4) corresponds to (C.1). This shows two things:
1. The inequality is used to show that the error of desingularization behaves in
a consistent way. The other part of the error, i.e., the error of discretization,
behaves independent from the inequality.
2. In [13], it is never explicitly stated that d ≥ 2. The condition of d ≥ 2 turns out
necessary, however, for developing (C.6). We shall suggest that the statement
can be modiﬁed to include the case of d = 1. This is of particular impor-
tance. If d is chosen to be 1, the Rosenhead-Moore kernel does satisfy all the
requirements. It certainly satisﬁes (C.2) and (C.4), and (C.3) is vacuously true.
In the following, we show how to modify the statement to include the case of d = 1.
For d = 1, given a test function φ, we use integration by parts to get:
∣∣∣∣
∫
(T− fσ ∗T)(x) φ(x)dx
∣∣∣∣
=
∣∣∣∣
∫ (∫ 1
t=0
∫
z · ∇T(x+ tz)fσ(z)dz dt
)
φ(x)dx
∣∣∣∣
≤ C||T||1,p ||φ||1,p′
∫
|z||fσ(z)|dz (C.10)
= Cσ||T||1,p ||φ||1,p′
∫
|z||f(|z|)|dz.
≤ Cσ||T||1,p ||φ||1,p′
where 1/p+1/p′ = 1. Thus, ||T−fσ∗T||−1,p ≤ Cσ||T||1,p. Once after this distribution
estimate is established, (C.6) simply follows from the Calderon’s theorem [14]:
||K(T− fσ ∗T)||0,p ≤ C||T− fσ ∗T||−1,p ≤ Cσ||T||1,p. (C.11)
With this last inequality, we modify (C.6) as follows:
||(K−Kσ)T||0,p ≤ Cσd||T||d′−1,p, (C.12)
if T ∈W d′−1,p(R3), 1 < p <∞, d′ = max (d, 2). (C.12) is valid for d ≥ 1.
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This new inequality of (C.12) seems enough for the further development of the
convergence analysis given in [13]. For instance, Lemma 5.5 in [13] can be proven for
the Rosenhead-Moore kernel, if enough regularity for the initial vorticity ﬁeld ω(·, 0)
is kept to ensure that ω(·, t) ∈ W 1,p(R3) instead of W 0,p(R3) for all 0 < t < T . The
regularity of ω(·, t) is obviously related to the existence of a smooth solution for the
Euler equation for small time, as mentioned in [13, 14]. It is an independent issue
from (C.1). The same story goes on for the smoothed vorticity, i.e., ω in [13].
Thus, apparently, the point initially missed was that (C.6) did not separately
address two truly unrelated issues: the regularity requirement of the vorticity distri-
bution and the consistency of desingularization. Once these two issues are separately
addressed as in (C.12), one may show that the Rosenhead-Moore kernel leads to con-
vergence as σ → 0, as far as the initial vorticity distribution is regular enough. The
error due to desingularization should behave at least as O(σ) in this case.
Note that the Winckelmans-Leonard kernel [74] satisﬁes (C.6) with d = 2, and
hence its desingularization error should behave at least as O(σ2). Certainly, the
Winckelmans-Leonard kernel is superior over the Rosenhead-Moore kernel in theoret-
ical convergence rate by one order, and thus the Winckelmans-Leonard kernel deserves
the title of the high-order algebraic kernel in this sense.
C.3 Numerical results
The error discussed in the previous section only includes the error due to desingular-
ization. However, the error due to desingularization becomes a meaningful estimate
of the overall error only for the case where the error due to discretization is small. In
practice, one performs simulations, keeping the overlap ratio, i.e., σ/∆x, const. In
such a case, the apparent convergence rate may be diﬀerent from that predicted by
analysis. As a guide, a numerical example is provided in this section.
Using two algebraic kernels, we compute the velocity ﬁeld induced by a Gaussian
distribution:
T(x) =
eˆ2
(2π)3/2
e−|x|
2/2, (C.13)
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whose exact solution of the velocity ﬁeld is given by:
u(x) = (KT)(x) = −x× eˆ2
4π|x|3
(
erf
( |x|
21/2
)
−
(
2
π
)1/2
|x|e−|x|2/2
)
. (C.14)
Due to the azimuthal symmetry of the distribution, one may just compute the ve-
locity on a plane, e.g., x3 = 0 in this case, to estimate the error in R
3. Since it is
apparent that the maximum error should occur along the line of x2 = 0 in this plane,
where high velocity occurs, we only compute the velocity on that line. Furthermore,
with a few calculations at coarse resolutions, we have found that the maximum error
actually occurs near x1 = 1. Thus, we concentrate our computational eﬀorts for the
computation of the velocity only on the segment of the line of x2 = x3 = 0 where
x1 ∈ [0, 1.5]. Among three components of the velocity ﬁeld, i.e., u1, u2, and u3, only
u3 is nontrivial on the line of x2 = x3 = 0, and hence only u3 is reported. Such
simpliﬁcation is essential to realize calculations at a resolution ﬁne enough to get
converging behaviors.
The distribution in (C.13) is not of compact support. However, it exponentially
decays at inﬁnity, and we may specify a reasonable cutoﬀ distance: our numerical
discretization is only made for −4 ≤ xi ≤ 4. Within the domain of discretization,
we place a uniform grid with speciﬁed grid size of ∆x, and construct the discretized
distribution as follows:
T(x) =
∑
j
T(xj)∆x
3δ(x− xj), (C.15)
where the index j runs for all the grid point. The discretized velocity ﬁeld is recovered
by taking
uRM(x) = (KRMσ T)(x), (C.16)
uWL(x) = (KWLσ T)(x), (C.17)
where KRMσ and K
WL
σ are deﬁned in Appendix B. The actual calculation is performed
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by the tree-code developed in Appendix B with  = 0.0005 and N0 = 64.
The computation is done as ∆x is reﬁned while σ/∆x is kept as 2. This is a
typical overlap ratio reported to be eﬀective previously [41]. Typical velocity proﬁles
are shown in Figure C-1, where the results with σ = 0.2 and ∆x = 0.1 are plotted.
With the same value of σ, the velocity proﬁle obtained from the Rosenhead-Moore
kernel is in general less sharp than that obtained from the Winckelmans-Leonard
kernel, as expected.
The overall convergence rate is estimated by reﬁning ∆x. The result is shown
in Figure C-2, where the error is plotted against ∆x. The error reported for the
Winckelmans-Leonard kernel truly decays faster than that of the Rosenhead-Moore
kernel. The rate of convergence for the Rosenhead-Moore kernel is around O(σ1.75).
The rate of convergence for the Winckelmans-Leonard kernel turns out to be O(σ2),
which is higher than that of the Rosenhead-Moore kernel, but not higher by one order
as expected from the previous discussion. This is not inconsistent to the previous
discussion however, since the convergence rate estimated for the Rosenhead-Moore
kernel in the previous section is conservative. In any case, the Winckelmans-Leonard
kernel generally yields a result better than that of the Rosenhead-Moore kernel when
a ﬁxed number of computational elements is speciﬁed. For a typical resolution, it
seems that switching the Rosenhead-Moore kernel into the Winckelmans-Leonard
kernel gives order-of-magnitude reduction of the error, and the diﬀerence becomes
greater as the resolution increases.
Similar analysis has been performed with diﬀerent overlap ratios, but the rate of
convergence remains almost invariant under the change of the overlap ratio, as far as
it ensures smooth enough recovery of the velocity proﬁle.
C.4 Summary
We have discussed the convergence characteristics of two algebraic kernels, i.e., the
Rosenhead-Moore kernel and the Winckelmans-Leonard kernel. The following list
summarizes what we have found:
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1. Both algebraic kernels seem to lead to convergence, in theory and in prac-
tice. A potential way to extend the current theoretical convergence analysis to
the Rosenhead-Moore kernel is suggested. Constructing a rigorous convergence
analysis is left as the subject of further research.
2. For a typical resolution, the error from the Winckelmans-Leonard kernel is
order-of-magnitude smaller than that from the Rosenhead-Moore kernel.
3. The Winckelmans-Leonard kernel shows a superior convergence rate than that
of the Rosenhead-Moore kernel.
From these observations, since the price of using the Winckelmans-Leonard kernel
instead of the Rosenhead-Moore kernel is minimal as discussed in Appendix B, it is
recommended to use the Winckelmans-Leonard kernel for high-resolution calculations.
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Figure C-1: Typical velocity proﬁles. u3 computed with σ = 0.2 and ∆x = 0.1. The
solid curve represents the result by the Winckelmans-Leonard kernel. The dashed
curve represents the result by the Rosenhead-Moore kernel. The dash-dot curve is
the exact solution given in (C.14).
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