We develop a novel algorithm, Predictive Hierarchical Clustering (PHC), for agglomerative hierarchical clustering of current procedural terminology (CPT) codes, with the goal of finding clusters that improve the performance of a sparse logistic regression model for predicting surgical outcomes. The clustering scheme mimics traditional Hierarchical Clustering; however, our merge criterion is not based on a distance function and does not initialize with n clusters. Our predictive hierarchical clustering aims to cluster subgroups, not individual observations, found within our data, such that the clusters discovered result in an improved performance of a classification model. Therefore, merges are chosen based on which pairings of the subgroups result in the largest improvement in prediction, as measured by the area under an ROC curve. The motivation is to predict patient-specific surgical outcomes using data from ACS NSQIP (American College of Surgeon's National Surgical Quality Improvement Program). An important predictor of surgical outcomes is the actual surgical procedure performed as described by a CPT code. We use PHC to cluster these subgroups together in a way that enables us to better predict patient-specific outcomes, instead of currently used clinically decided clusters. We present two different configurations of our algorithm, one incorporating the clusters of CPT codes as random slopes and the second as random intercepts in the classification model.
INTRODUCTION
With the widespread adoption of electronic health records (EHR) and the strong effort to digitize health care, there is a tremendous opportunity to learn from past experiences with patients to better adjust care for the current patient. This is the foundation of "precision medicine." Our goal is to use a surgical complications database (American College of Surgeon's National Surgical Quality Improvement Program) to train a model to accurately predict post-operative surgical complications prior to a patient entering surgery. Surgical complications, such as pneumonia, cardiac arrest, and infection, are associated with decreased quality of life, inferior survival, and significant cost increases to the health system. Even small improvements in prediction are meaningful in this application; major complications add substantial costs to the healthcare system, with an estimated $11,500 of increased cost per event [6] . "Expert" opinion and population data currently drive guidelines that attempt to prevent or mitigate post-surgical complications. However, individualized risk profiles are not utilized in selecting specific prophylaxes or preventive therapies.
A major characteristic in predicting complications is which surgical procedure will be performed on the patient. However, the database contains 2,790 unique surgical codes, known as current procedural terminology, or CPT codes. In this paper, we develop a novel algorithm, called Predictive Hierarchical Clustering, for agglomerative hierarchical clustering of surgical procedures (via CPT codes), with the goal of finding clusters that improve the performance of a sparse logistic regression model for predicting surgical complications.
Clustering is most often used to find underlying patterns and group structure in data of any dimensionality by partitioning data into clusters based on the similarity between observations. Hierarchical clustering is one of the most fre-quently used unsupervised learning techniques, where the algorithm creates a binary tree (dendrogram) based on the similarity between the data points. The result is a hierarchically formed structure which provides multiple clustering solutions, where often the hierarchy agrees with the intuitive organization of real-world data. Hierarchical structures are ubiquitous in the natural world. For example, the evolutionary tree of living organisms (and consequently features of these organisms such as the sequences of homologous genes) is a natural hierarchy. Hierarchical structures are also a natural representation for data which was not generated by evolutionary processes. For example, Internet newsgroups, emails, or documents from a newswire, can be organized in increasingly broad topic domains. The traditional method for hierarchically clustering data as given in [7] is a bottom-up, agglomerative algorithm. Each data point is initially assigned its own cluster and the algorithm then iteratively merges the two closest clusters based on a chosen distance metric until there is only one cluster remaining. There are three linkage algorithms provided in typical hierarchical clustering software: average, single, and complete linkage. For instance, average linkage as shown in (1), describes the mean distance of elements in two clusters, A and B. The distance, d, is commonly chosen to be Euclidean distance.
Other hierarchical clustering algorithms aim to find underlying patterns in the data by merging clusters based on a probabilistic framework. One instance of this is Bayesian Hierarchical Clustering, where merges are decided by Bayesian hypothesis tests, comparing the marginal likelihood of data belonging in the same cluster versus separately [9] . Further probabilistic approaches are discussed in Section 4.
Our goal of clustering does not relate directly to the framework described; we aim to learn clusters not based on similarity of data points, as decided by some distance function or probabilistic measure, but instead by which two clusters, when merged, most improve the accuracy of prediction from a penalized logistic regression.. In addition, we aim to cluster subgroups within our data; we approach this data challenge by initializing each cohort of patients with the same CPT code as a single cluster in our data. We measure the accuracy of merges using area under a receiver operating characteristic (ROC) curve, based on a training and testing set of the data. This requires us to learn a regression model for each potential merge and test each model on a held out sample. The result is a dendrogram that hierarchically relates CPT codes based on which cohorts of patients improve the prediction of the overall model. Our paper will delve into both the details of the algorithm for the clustering, and how this relates to the overarching goal of prediction of the response. We will further discuss the intricacies of our clustering algorithm in Section 2, where we will describe two separate approaches to our algorithm. We then will discuss the results of the algorithm in Section 3, when tested on both simulated data and ACS NSQIP data. Section 4 will discuss related works.
ALGORITHM
Predictive hierarchical clustering (PHC) is similar to the traditional agglomerative clustering algorithm with its onepass bottom-up approach that iteratively merges pairs of clusters. However, our clustering challenge involves additional data components, such as a response variable, Y , a rich set of predictors, X, and nested subgroups within the data, Z. Our algorithm initializes each subgroup, zg, as a cluster, where zg represents a cohort of patients with a shared CPT code. (4) is not a tree consistent partition.
Let D = {(x1, y1).., (xn, yn)} denote the data set, and Di ∈ D the set of data points at the leaves of the subtree, Ti. Our data, D contains G subgroups, CPT codes, {zi : zi = g ∀g ⊂ {1, ..., G}}. The algorithm is initialized with G trees, {Tg : g = 1, ..., G} each containing all data points for a single CPT procedural code Dg = {(xi, yi) : zi = g}. At each stage the algorithm considers merging all pairs of existing trees. For example, if Ti and Tj are merged into some new tree T k then the associated set of data is D k = Di ∪ Dj, as shown in Figure 1a . By restricting our search of merges to only partitions in the data consistent with the subtrees, Ti and Tj, we can compute the comparisons efficiently. This notion of tree-consistent partitions is an important feature that makes our algorithm computationally feasible. Figure  1b , displays our notion of tree consistent partitions. Because branches (1) and (2) are first merged, (1 2), when we consider data point (3), we must keep the previous merge, so that (3) can either result in a merge, (1 2 3), or no merge, (1 2) (3). However, it cannot result in the merge (1 3) as this is not consistent with the tree. This continues until all data points are merged.
In considering each merge, we learn a regression model assuming the two trees are clustered together. We then predict on an out-of-sample testing set to evaluate the regression. We do this for each possible merged pairing and merge together the trees that result in the best prediction accuracy.
We model the subgroups in our data with two different approaches, random slopes and random intercepts. Each modeling choice is appropriate for different assumptions of the data under consideration. For the random slopes model, merges are considered through running a penalized logistic regression on each potential tree, T k . Specifically, we are learning the association of the p predictors with a surgical outcome variable, Y , independently for each tree, allowing the association to be specific to each tree under consideration. In the random intercepts configuration, a regression is run on all of the data with random intercepts or dummy variables denoting the tree assignments. More details on the modeling specifications of the random slopes versus random intercepts models are described in their respective sections.
The regression model used within the algorithm must align with the goals of prediction for the problem at hand. For the rest of the paper, we will present a model that predicts each outcome using all covariates as main effects with no interactions, penalizing the complexity of the models with the elastic net penalty, which linearly combines the L1 and L2 penalties of lasso and ridge regression [19] . The logistic regression equation with the incorporated penalty is shown in (2) .
Because some CPT codes are much less prevalent in our data than others, we must run regressions on small subsets of our data for the random slopes approach. We use a penalized logistic regression due to its ability to perform well on small n, large p problems, and specifically the elastic net penalty due to the sparse nature of our data. Using the penalized regression model is useful in the random intercept version when there are many predictors and many subgroups, incorporated as dummy variables, which results in a large set of predictors. However, the penalized regression will often shrink the coefficients of the subgroup indicators, which removes the effect of the clustering. Often, for the random intercept configuration, a simple logistic regression performs better. Any type of classification or regression model is usable in this algorithm, making the framework flexible for many different data problems.
We optimize the hyperparameters, (λ1, λ2), for the elastic net model using cross validation at each merge. We then evaluate the predictive performance of the elastic net regression by calculating area under an ROC curve (AUC). This curve is created by plotting the true positive rate (TPR), also known as recall, against the false positive rate (FPR) at various threshold settings. An attractive feature of AUC is its ability to correctly classify those with and without the outcome under consideration, an important characteristic for our sparse outcomes.
Random Slopes
The random slope configuration of PHC describes the modeling choice of finding random slopes for all predictors per subgroup. This version of PHC is preferred when we assume there are underlying groups that have different relationships between predictors and the response of interest. The configuration is described in 3,
where we learn separate coefficients for the predictors for each group zi = g for g ∈ {1, ..., G}. The model is initialized by running G regressions on each Dg. We then consider all possible merges, for example merging trees Ts and Tt into Tu, by running model (4) on the subset of data where zi = s and zi = t
Model (4) is constrained using the penalty described in (2). The coefficients are stored in a K ×P matrix, M , where K represents the number of subtrees at the current iteration. Each row of M stores the set of coefficients for a subtree. Saving the coefficients from previous merges prevents the need to refit previously merged trees. This allows us to run just one regression for each merge consideration instead of K. The general form for the prediction is shown below,
where f () represents an inverse-logit function in our case; since the model choice is flexible, this function can represent other link functions. For each tree consistent merge, we calculate the AUC for the testing set which encompasses data from each of the K trees. We then choose the merge pairing that maximizes AUC. Lastly, we update the coefficient matrix to reflect the newly learned cluster, replacing Ms and Mt (where the subscript defines the row storing the coefficients for tree Ts and Tt) with one row reflecting the newly learned coefficients for Mu.
Our algorithm is explained more formally in Algorithm 1.
Random Intercepts
The random intercepts configuration of PHC is preferred when there is the assumption that each subgroup has an effect on the outcome of interest holding all other predictor variables constant. For instance, one procedure may have additional risks not accounted for in the other predictors, and therefore makes the surgery procedure (patients with that CPT code) itself highly predictive of the outcome. Aside from the intercept, all other predictors variables are assumed to have the same effect on the outcome for each subgroup. We initially incorporate each subgroup into the model as random intercepts as shown in Model (5) .
We then consider all possible pairings of K available clusters, which involves giving one common intercept to the groups under consideration for a merge. We fit Model (6) for all possible pairs, merging together the random intercepts for trees, Ts and Tt, such that αs and αt are replaced with αu, and the total number of random intercepts reflect the number of clusters at this point in the tree, K. We test our models on a held out sample that spans all current clusters and calculate the area under the ROC curve. The • Predict on test set of data using updated M : yi = g(xi:z i =g · Mg)
• Calculate performance metric for each pair
• Find pair, Ts, Tt which when merged results in best metric, merge into Tu and update M
• c= c-1 end pairing resulting in the highest AUC is merged, and considered a new tree, Tu, which then replaces the intercepts for Ts and Tt with a shared intercept, αu, as shown in Model (6) .
The algorithm is formally defined in Algorithm 2.
Learning and Prediction
Learning Hyperparameters. Using the elastic net penalized regression provides many benefits in model fitting; however, learning the hyperparameters slows the computational time significantly. For the elastic net regressions, we must estimate both λ1 and λ2 from equation (2), which are learned for models representing each tree consistent merge at each iteration of the algorithm. The complexity of computing the tree is O(n 2 ) and the computational complexity of fitting the elastic net regression at each merge is dependent on the cross-validation used for finding the optimal hyperparameters. However, parallelizing the hyperparameter search is trivial and improves the run time greatly. In addition, parallelizing the merge comparisons is also an option that greatly impacts the computational complexity. At each iteration of the algorithm, we push the possible models to learn to separate cores of the machine to reduce the computational time at each step by a factor of 1/#cores.
Choosing the number of clusters. Once the hierarchical tree is learned, we cut the tree to retrieve cluster solutions. The algorithm outputs the AUCs achieved at each merge, and when plotted against the number of clusters, there is a bend in the curve as seen in Figure 2 . By cutting at the bend, we find the solution that uses the fewest clusters to achieve a strong predictive performance. This results in a large reduction from our initial G subgroups, with a minimal gain by adding additional clusters. Prediction. We have so far discussed the details of the clustering algorithm. However, the key objective of the data problem is prediction. Once clusters are learned either through the random slopes or random intercept configurations of the algorithm, we then need to use the results to predict. We suggest following the modeling choices used in building the clusters when doing the final prediction. For the random slopes model, this entails modeling each learned cluster with random slopes and from there making predictions. In the case of random intercepts, we predict by fitting just one model to the data where each learned cluster is represented by an indicator variable.
RESULTS

Simulated Results
To validate the PHC algorithm, we simulate data which inherently is structured with subgroups and verify that the subgroups of data are merged appropriately. Our data generation differs for each version of the algorithm as different assumptions are required for each.
For the random slopes approach, we simulate twenty subgroups. The coefficients for each subgroup are drawn from one of four different distributions; therefore giving the inherent clustering of the twenty subgroups into four larger clusters. Once coefficients are obtained, a corresponding response variable is generated. We confirm that our algorithm clusters appropriately, resulting in a dendrogram that finds the four true clusters from our subgroups. For simplicity, subgroups 1-5 are generated from one distribution of coefficients, 6-10 another, 11-15 a third, and 16-20 the fourth. The dendrogram in Figure 3a confirms that we are able to find the underlying structure in the data. As a comparison to other methods, Figure 3b displays the results from running traditional hierarchical clustering with average linkage, using the R command, hclust. Performing traditional hierarchical clustering on this simulated data with n observations falling into G subgroups would result in a dendrogram with n nodes instead of G. Therefore, we average over all predictors for each subgroup, and then calculate Euclidean distance between these points. The resulting hclust dendrogram finds two large clusters, containing subgroups 1-10 and 11-20, respectively. This shows that hclust is unable to find the four distinct groups, when clustering based solely on similarity.
We additionally are interested in whether these new clusters improve the overall prediction of the penalized logistic regression. We test the clusters by modeling random slopes for each of the four groups found by PHC and compare these to cutting the hclust dendrogram at four clusters and modeling these clusters as random slopes. As a further comparison, we fit slopes for each of the 20 subgroups individually. We plot the ROC curves and compare the results. As can be seen in Figure 4 , the four clusters found by PHC outperform the traditional hierarchical clustering approach and the twenty subgroups modeled individually. We simulate data for the random intercepts configuration of PHC with the same assumption that there are four underlying subgroups, represented by four different distributions. In this case, we draw twenty random intercepts from the four differing distributions. The other simulated predictors mimic the structure in our experimental data, in that they are a mix of continuous and discrete data. We draw one set of coefficients for these predictors and then simulate the response, such that each subgroup uses its own random intercept. We display the results from PHC and from running hclust in Figure 5 . The resulting dendrogram confirms that the four inherent groupings were correctly found by PHC as seen in Figure 5a , whereas hclust finds no clear structure of the data, as shown in Figure 5b . The poor performance of hclust could be due to the necessary averaging over the groups to provide G initial clusters. Because the group structure is generated solely in the random intercepts, the group structure is less obvious for hclust to find. The predictive performance of three penalized logistic regression models is evaluated on the four clusters found by PHC, four clusters of hclust, and for modeling the subgroups as individual intercepts. The ROC curves are displayed in Figure 6 , showing that the four clusters learned by PHC outperforms both of the other modeling options.
Experimental Results
The development of PHC is motivated by our goal of accurately predicting the risk of adverse outcomes for individual patients while incorporating procedural information in an informed way. We work with data from ACS NSQIP (American College of Surgeons National Surgical Quality Improvement Program), a national surgery program collected from participating hospitals across the country. The data contain information about patients' demographic, medical his- Specifically, we are working with 73 predictor variables not including the CPT information. These predictors include continuous variables, such as lab values, as well as binary indicators, such as whether the patient has diabetes. Many of the indicator variables are sparse, with the majority of indicators with means less than 5%. We additionally have collected demographic information, where our patient sample contains 10% African American, 2% Asian, 87% Caucasian with less than 1% of other races. We have a mean age of 55 and our sample contains 42% males. The seven post-operative outcomes include pneumonia, urinary tract infection, 30-day mortality, deep vein thrombosis, renal failure, and cardiac arrest. We use a subset from NSQIP with data spanning from [2005] [2006] [2007] [2008] [2009] . This subset of the data is a sample of 971,455 patients, with 2,790 unique CPT codes. Each patient has one unique surgical CPT code describing the main surgical procedure performed.
Previous clusterings of CPT codes are provided by Clinical Classifications Software (CCS). This system was developed at the Agency for Healthcare Research and Quality (AHRQ), and is a tool for clustering patient diagnoses and procedures into a manageable number of clinically meaningful categories [3] . Although more manageable than 2,790 unique codes, there are still 138 of these groupings in our data and additionally they were determined based on clinical relevance as opposed to statistical similarity between procedures. We use these categories as a baseline to compare model performance after PHC clusters are determined.
As advised by clinicians on the project and guided by the natural structure of the data, we apply the random slopes Table 1 : Summary of prevalence of each outcome under consideration along with AUC and MSE results as found by an elastic net regression using the PHC clusters compared an elastic net regression using predetermined CCS Category groupings.
version of the algorithm to the data. The number of patients with the same CPT code varies greatly, where some procedures only occur once or twice in our data and others occur thousands of times. This leads to our need to restrict the size of the CPTs used. For model stability we choose groups with at least 500 patients. We require groups to be at least this large due to the sparse nature of the data and lack of signal. Some of the surgical complications under consideration, such as cardiac arrest, happen so rarely in certain subgroups of the data that without a large enough sample we do not observe enough instances of the outcome to fit a model. In Table 1 , we show the prevalence of the outcomes we are using, where three have fewer than 1% occurrences. Large subgroups are needed due to this sparsity in combination with the need to split the data into train and test sets then further split for cross validation Even with this restriction, we still incorporate the vast majority (80%) of the data; however, this decreases the number of CPT codes we are able to consider.
After running PHC, we observe the resulting dendrogram (see Appendix for dendrogram of every outcome) and decide where to cut the tree as guided by the AUCs from the output of the tree, as discussed in the previous section.
To verify that the PHC clusters improve the model over the original 138 clinically determined CCS clusters, we compare the area under the ROC curve as well as mean squared error from PHC clusters to a model using the CCS category clusters. The results are shown in Table 1 . In addition, we bootstrap the AUC calculation on varying subsets of the data to gain standard error estimates [8] . The table shows significant improvement for the majority of the outcomes. Specifically, our learned clusters improves the AUC for the complication of UTI by 3.5% compared to the CCS model, and more than 1% for renal failure and pneumonia. Other outcomes see smaller margins of improvement, though they are all still significantly better.
Alerting health care providers of patients with high risks of complications allows interventions to be made, at the discretion of the clinician, and adverse outcomes prevented. In order to better assist doctors, our software platform, Clinical AnaLYtical Platform for Surgical Outcomes (CALYPSO), displays the predictors that are most influential in the inflated risk for a given patient. With the random slopes approach, our resulting clusters each have learned coefficients describing the relationship between the predictors and the outcome. Using the one-to-one mapping between the clusters and CPT codes, we can efficiently provide personalized results for the patient based on the surgical procedure the patient will undergo. Therefore, it is essential that we correctly determine clusters for each procedure. The interpretability of the model provides tools for clinical interventions to prevent complications. Many high risk factors provide an actionable insight to clinicians for improved care for the patient. Table 2 displays the key predictors for five of the most accurate clusters PHC learned on the outcome of renal failure, as determined by AUC.
Each of the five clusters listed has a set of top influential predictor variables, with some overlap between clusters. For example, Table 2 highlights the variable ASA level four as a significant predictor for three of the listed clusters. This variable is the physical classification status as determined by the American Society of Anesthesiologists, with ASA 1 referring to a normal healthy patient and ASA 5 to a moribund patient who is not expected to survive without the operation [12] . FNSTATUS also appears as a top influential predictor for multiple clusters; this refers to a patient's functional health status before surgery which may be independent, partially dependent, or totally dependent (FN-STATUS DEP represents totally dependent). DYSPNEA refers to difficult or labored breathing, VENTILAT to a patient who is ventilator dependent within 48 hours of surgery and TRANSFUS to a patient who received a transfusion of red blood cells within 72 hours before surgery. HXCHF describes a patient with a history of congestive heart failure and HXCOPD refers to a patient with COPD (chronic obstructive pulmonary disease). After presenting these results to clinicians on our team, they verified that these predictors are not surprising; variables such as weight loss, septic shock, diabetics on insulin and previous renal failure are often seen in concurrence with postoperative renal failure.
We aim to test feasibility and measure the benefit of using CALYPSO in actual practice on a surgical ward. Validation of CALYPSO will support its adoption in daily medical practice, both at our institution and elsewhere. A pilot study is in progress at Duke University Department of Surgery. The interface will eventually be linked to Duke's electronic health records, making it an easy transition into the daily work flow of health care providers. This is in contrast to the ACS risk calculator that requires manual data input prior to any risk calculations being obtained [1] . Prediction and clustering are two very commonly used data mining techniques. Predictive clustering aims to combine the similarities found within the design matrix with the relation they have to a target variable. In [2] , they present a method that adapts decision trees to the task of clustering by employing instance-based learning. Similarly, in [18] , they introduce predictive clustering rules, where each clustering can be considered as a "rule" that defines that cluster, similar to decision trees.
RELATED WORK
Another realm of clustering with goals of relating a response to predictor variables is related to "clusterwise linear regression". First introduced by [14] , who proposed an algorithm that forms K partitions with corresponding sets of parameters that minimize the sum of errors, sum of squares of |X k b k − y k | across each cluster. In [5] , they present a conditional mixture, maximum likelihood approach to learn clusterwise linear regression. The downside to these clusterwise linear regression approaches include requiring the number of clusters and initial partitions to be pre-specified, and its proclivity of getting stuck in local modes. In a similar approach presented by [4] , they propose a method that estimates both a hierarchical tree and respective variable weightings for profile data converted into Euclidean distances, using a least squares approach. However, this last approach does not achieve the connection of learning clusters using both dependent and independent variables.
Few other works aim to use clustering to improve prediction. In [16] , they overview the utility of clustering to improve prediction; however, their work uses k-means clustering to first find clusters, then use random slopes on the learned clusters to do their predictions. Therefore, the clustering algorithm itself does not choose clusters based on prediction.
Many other clustering approaches exist that are in the form of hierarchically formed clusters, which we briefly review here. For example, Bayesian Hierarchical Clustering (BHC), is a probabilistic approach to hierarchical clustering that decides merges based on statistical hypothesis testing which compares the probability of the data belonging in a single cluster versus being separated based on marginal likelihoods [9] . Similarly, [11] uses Dirichlet diffusion trees to provide a probabilistic hierarchical clustering approach. The work of [15] , Bayesian Agglomerative Clustering with Coalescents, is a fully Bayesian approach for hierarchical clustering based on a prior over trees called Kingman's coalescent. Other similar approaches can be seen in [17] , [10] , [13] .
The reviewed work of others each have their advantages. Though others have proposed predictive clustering techniques, no other work has learned clusters of nested subgroups in the data to improve overall prediction. The importance of clustering subgroups in our work is essential for future predictions. By learning a one-to-one mapping of CPT codes to clusters, we immediately can evaluate a current patient's risk without requiring updated clustering. The shared disadvantage of the mentioned probabilistic hierarchical clustering algorithms is their neglect of improving predictive performance of a model.
DISCUSSION
We have presented a novel algorithm for predictive hierarchical clustering, where the end result are clusters that improve prediction of a regression model. Though our method was inspired by our surgical complication data, this method of clustering is very applicable in other areas. For example, we may be interested in predicting test scores across public schools, where we aim to find groups of schools that result in improved prediction of test scores. In health care applications, our method will prove very relevant. There are many subgroups in health care data, whether diagnostic codes or different types of CPT codes that would prove useful for predictive performance. Our algorithm has the advantage of transforming thousands of variables which overwhelm a model into a small number of groupings that better inform the models' predictive capabilities. Clustering has proven useful in countless applications to group data by similarity, and the added power of grouping to improve prediction will be crucial in many applications.
A current limitation of PHC is its inability to work with subgroups that contain only small amounts of data. With sparse outcomes and minimal signal in the data we were forced to restrict the CPT groups we worked with to those containing 500 or more observations. We will consider merging subgroups based on the criterion of marginal likelihood calculations discussed in Bayesian Hierarchical Clustering until small groups are merged into groupings with at least 500 observations. From there we will continue with PHC as usual, now able to cluster all CPT groups effectively. In addition, future work will include considering a multivariate response approach to the clustering, modeling all the outcomes simultaneously instead of independently.
Our work is a part of the continued effort of CALYPSO that aims to create a clinical platform to deliver individualized risk scores of complications at Duke Hospital. We plan to implement the resulting modeling directly into Duke's electronic health system, EPIC, where clinicians will be able to assess the predicted complications directly through the patient's chart and be provided interventions that could help decrease the patient's risks for different surgical outcomes.
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