Abstract. The numerical simulation of the band structure of three-dimensional dispersive metallic photonic crystals with face-centered cubic lattices leads to large-scale nonlinear eigenvalue problems, which are very challenging due to a high-dimensional subspace associated with the eigenvalue zero and the fact that the desired eigenvalues (with smallest real part) cluster and are close to the zero eigenvalues. For the solution of the nonlinear eigenvalue problem, a Newton-type iterative method is proposed and the nullspace-free method is applied to exclude the zero eigenvalues from the associated generalized eigenvalue problem. To find the successive eigenvalue/eigenvector pairs, we propose a new nonequivalence deflation method to transform converged eigenvalues to infinity, while all other eigenvalues remain unchanged. The deflated problem is then solved by the same Newtontype method, which is used as a hybrid method that combines with the Jacobi-Davidson and the nonlinear Arnoldi methods to compute the clustering eigenvalues. Numerical results illustrate that the proposed method is robust even for the case of computing many clustering eigenvalues in very large problems.
Introduction.
The electromagnetic wave propagation through dispersive metallic photonic crystals (PCs) has been extensively studied over the past few decades [8, 9, 10, 34, 38, 47] . A standard model for studying the electromagnetic effects in periodic structures and dispersive isotropic materials is the three-dimensional (3D) Maxwell equation
∇ × ∇ × E(r) = ω
2 ε(r, ω)E(r), (1.1) where E(r) denotes the electric field at position r ∈ R 3 and ε(r, ω) = ε d (ω), r in the dispersive material domain, ε n , r in the nondispersive material domain, denotes the permittivity, in which ε n is a constant and ε d (ω) is dependent on the frequency ω.
to reduce the computational cost are proposed in section 5. Numerical experiments to validate the robustness of the proposed schemes are demonstrated in section 6. We conclude the paper in section 7.
Nonlinear eigenvalue problems.
In this section, we first introduce the resulting NLEVP by using the Yee scheme [51] for the discretization of the Maxwell equation (1.1) . Then we propose a nonequivalence deflation scheme which allows us to transform the resulting NLEVP with eigenvalue/eigenvector pair (μ, x) to a new NLEVP with the same eigenvalues except that μ is replaced by infinity. Both the original and the deflated NLEVPs can be written in the form (2.1) Ax = ω B(ω)x.
In the next section, we will then develop a Newton-type method for solving (2.1) so that we can intertwine this method and the nonequivalence deflation scheme to compute the desired eigenvalue/eigenvector pairs. Based on the Bloch theorem [28] , we aim to find the Bloch eigenfunctions E(r) for (1.1) satisfying the following quasi-periodicity condition:
E(r + a ) = e ı2πk·a E(r) for = 1, 2, 3. Here, 2πk is the Bloch wave vector in the first Brillouin zone [27] and the vectors a are the lattice translation vectors that span the primitive cell, which are extended periodically to form the dispersive metallic PC. In this paper, we focus on the face-centered cubic (FCC) lattice vectors, i.e.,
with lattice constant a. Let n 1 , n 2 , and n 3 with n = n 1 n 2 n 3 be the number of grid points in the x, y, and z directions, respectively, and let δ x , δ y , and δ z denote the associated grid lengths in the x, y, and z axial directions, respectively.
The resulting matrix A arising from the discretized double-curl operator using the Yee scheme [51] on a primitive cell is then of the form [16, 17, 18] A = C * C ∈ C 3n×3n , (2.2) where
Here, ⊗ denotes the Kronecker product; see Appendix A.1 or [17] for the detailed definition of the pseudoperiodical matrices K 1 , K 2 , and K 3 . The resulting NLEVP then has the form (2.5) where A is defined in (2.2), B n , B d are diagonal, and ε d (ω) is the related permittivity of the dispersive material given in (1.2) and (1.3). The goal of the eigenvalue computation is to compute the eigenvalues of smallest positive real part and the associated eigenvectors.
To conduct the analysis of the NLEVP (2.4) we have the following definition and lemma.
Definition 2.1. Let F (ω) be a rational matrix; i.e., all entries of F (ω) are rational in ω. Furthermore, suppose that F (ω) can be represented as F (ω) = P (ω) + R(ω), (2.6) where P (ω) is a polynomial matrix of degree r and R(ω) is a rational matrix with entries being proper rational:
(a) If ω 0 ∈ C satisfies det(F (ω 0 )) = 0, then ω 0 is an eigenvalue of F (ω) 
Proof. From (1.2) and (1.3), we directly have
respectively.
With the help of Lemma 2.2 we have the following theorem.
Theorem 2.3. The NLEVP (2.4) has the following properties: (a) F (ω) has n zero eigenvalues and no eigenvalue at infinity. 
This means that if y is the left eigenvector of F (ω) corresponding to ω, then
and, therefore, y is the right eigenvector corresponding to −ω.
Let us assume that each of the pairwise different nonzero eigenvalues μ j has equal algebraic and geometric multiplicity m j , j = 1, . . . , , and let
The following nonequivalence deflation allows us to transform the original problem (2.4) to a new NLEVP with the same eigenvalues, except that μ i is replaced by infinity with multiplicity m i for i = 1, . . . , . With
we have the following theorem.
Theorem 2.4. Let F (ω) and F (ω) be defined as in (2.4) and (2.8), respectively. Then
where α = 1 or α = ε ∞ . This implies that F (ω) has eigenvalue at infinity and the columns of X i are the associated eigenvectors. Moreover, using the determinant Downloaded 03/16/16 to 131.173.17.161. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php B197 identity det(I n + RS) = det(I m + SR), where R and S * are n × m matrices, we get
Because ω = μ j is a root with multiplicity m j of det(F (ω)) by assumption, (2.10) implies that μ j is not a root of det( F (ω)). Hence, the nonlinear eigenvalue problem (2.8) has the same eigenvalues as (2.4), except that m j copies of the eigenvalue μ j are replaced by infinite eigenvalues.
From the definition of F (ω) in (2.8), it is obvious to see that the vector x in (2.9) is an eigenvector of F (ω). Remark 1. In fact, in the nonequivalence deflation (2.8), the matrix X as in (2.7) can be a randomly constructed orthonormal matrix. However, the locking scheme used later in the nonlinear Arnoldi (NAr) algorithm needs to lock the convergent eigenvectors into the search subspace. So, we prefer to use the set of convergent eigenvectors to generate such a matrix X. If one of the convergent eigenvectors, x i , is linearly dependent on others, then we can randomly construct a vector to replace
Using the fact that X * X = I m , we obtain
Plugging F (ω) of (2.4) and (2.11) into (2.8), F (ω) can be reformulated in the following simple form:
We then have that the NLEVPs (2.4) and (2.8) can both be represented in the form (2.1).
Note that, from the definition of B(ω) in (2.5) and Lemma 2.2, B(ω) is a complex diagonal matrix and ωB(ω) + (A − ω 2 B(ω))XD(ω)X * is a complex diagonal plus a non-Hermitian low rank matrix.
Therefore, the desired eigenvalue/eigenvector pairs of F (ω), i.e., the ones with smallest positive real part, can be found by repeatedly solving deflated NLEVPs in (2.12) and using (2.9) in Theorem 2.4 to recover the eigenvector of F (ω). We summarize the computational process in Algorithm Compute the desired eigenvalue/eigenvector pair (
% Retrieve the eigenvector of Ax = ω 2 B(ω)x by Theorem 2.4
5:
end for 8: % Compute the orthonormal matrix X from the convergent eigenvectors 
where
13: end for 3. Newton-type methods. Based on the Newton-type method suggested in [15] , in this section, we will develop a Newton-type method for the computation of the desired eigenvalue/eigenvector pair for general NLEVPs of the form Ax = ω B(ω)x in line 3 of Algorithm 1. In (2.1) for a given ω, we consider the GEP
where the eigenvalues β depend on the chosen value of ω. To determine an eigenvalue of (2.1), it is sufficient to find a value ω * such that the eigenvalue β(ω * ) of (3.1) satisfies the condition β(ω * ) = ω −1 * , which is equivalent to determining a root of the nonlinear equation
The simplest method to solve this equation is to use a fixed-point iteration ω k+1 = β(ω k ) −1 , so that when it has converged to a value ω * , then an eigenvalue β(ω k ) of (3.1) with ω = ω * has been computed. But the convergence of fixed-point iterations is typically linear. In this paper, we apply the Newton method
to (3.2) to accelerate the convergence.
3.1. Nullspace-free method. The success of Newton's method (3.3) is primarily based on reliable computation of β(ω k ) and β (ω k ). However, such a reliable computation may not be guaranteed if one computes them directly using the original form of the eigenproblem Ax = ω B(ω)x, because the zero eigenvalue of multiplicity n severely interferes with our search for the eigenvalues of smallest positive real part. Downloaded 03/16/16 to 131.173.17.161. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
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To resolve this difficulty, we propose a nullspace-free method [17] that transforms the GEP (3.1) into an SEP of smaller dimension with the zero eigenvalue deflated. To this end, we present the following theorems and shall make use of them for computing β (ω) reliably.
Theorem 3.1 (see [17] ).
, and all three matrices C can be diagonalized by the same unitary matrix T , i.e.,
where Λ 1 , Λ 2 , and Λ 3 are diagonal matrices (see Appendix A.2 for the definition of T ). .2) and (3.4), respectively. Then there exists a unitary matrix
, are diagonal and Π 1 ∈ C 3n×2n such that A has a unitary eigendecomposition in the form
In Theorem 3.2 it has been shown that with n = n 1 n 2 n 3 in the discretization (2.2) the matrix A has n zero eigenvalues. Because we are interested in finding the eigenvalues of (2.1) with smallest positive real parts, it means that the eigenvalues β −1 of the GEP Ax = β −1 B(ω)x with smallest positive real parts are of interest. In this respect, the large dimension of the invariant space corresponding to zero eigenvalues in the above GEP leads to several numerical difficulties; see [17] . To tackle this issue, the nullspace-free technique in Theorem 3.3 can be applied for solving (3.1) efficiently. Theorem 3.3 (see [19] ). Let A be as in (2.2), let (Q, Λ) be as in Theorem 3.2, and let ω satisfy B(ω) in (3.1) being nonsingular. Then (denoting by span of a matrix the span of its columns)
and, furthermore,
Using Theorem 3.3, we can transform the 3n × 3n GEP (3.1) to the 2n × 2n SEP
and the GEP (3.1) and the SEP (3.6) have the same nonzero eigenvalues. The SEP can be solved by the eigensolver without being affected by zero eigenvalues. Downloaded 03/16/16 to 131.173.17.161. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
Computing β (ω).
To evaluate the derivative β (ω) in (3.3) we can use the following method. Let u(ω) and v(ω) with v(ω) * u(ω) = 1 be the right and the left eigenvectors of K(ω) −1 , respectively, corresponding to the eigenvalue β(ω), i.e.,
Using (3.8) and (3.9) , and the fact that (K(ω) Compute the eigenvalue β −1 k with the smallest positive real part and the associated eigenvector u k of
by the JD or SIRA method (see section 4 for details);
4:
Compute the left eigenvector v k of (3.11) corresponding to β k ;
5:
Compute β (ω k ) by
Compute ω k+1 by
Set k = k + 1;
We summarize the Newton-type method in Algorithm 2. For the calculation of β (ω) in (3.10) and for solving SEP (3.6), it is required to compute Q 
Using the Sherman-Morrison-Woodbury formula [14] we get
Because B(ω) is diagonal and Y (ω) is low rank, B(ω) −1 d can be obtained at low cost.
Enhanced Newton-type method.
It is well known that the convergence of Newton's method is heavily dependent on the choice of the initial value. In particular, when the target roots of the nonlinear equation (3.2) are clustered, i.e., the NLEVP (2.4) has clustered eigenvalues, then the convergence is very sensitive to the choice of the initial value ω 0 . Hence, it is very important to provide a good initial value to guarantee convergence. There are two problems in the choice of the initial value ω 0 : (i) how to detect ω 0 which is good enough (i.e., for the case of well-separated eigenvalues); (ii) how to provide a new better initial value when ω 0 is not good enough (i.e., for the case of clustered eigenvalues).
In the kth Newton step, we need to solve the SEP (3.11) . If the eigenvalue problem Ax = ω B(ω)x has clustered eigenvalues which are of interest, then the convergence for solving (3.11) becomes very slow for a randomly chosen ω 0 . Based on this observation, we propose in Algorithm 3 a heuristic strategy to tackle problems (i) and (ii) above. If the desired eigenvalue of (3.11) converges in a suitable iteration number m, it means that the provided initial value ω 0 is good enough. Otherwise, we switch to the approximate computation of a new approximate eigenpair (ω 0 , x 0 ) of NLEVP (2.4) by the nonlinear eigensolver, e.g., the nonlinear Arnoldi method (see the if-endif block in lines 5-10 of Algorithm 3), and resolve (3.11) with this new approximate eigenvalue ω 0 . We repeat this process until {ω k } converges (see the while-endwhile block in lines 3-11 of Algorithm 3).
After proposing the Newton-type method it remains to describe the eigenvalue solvers used in Algorithm 3. This is done in the next section. 
Input: Coefficient matrices
Compute the eigenvalue β −1 k with the smallest positive real part, the associated eigenvector u k of (3.13) and the corresponding residual vector r h by the JD or SIRA method with maximal iteration number m and the stopping tolerance τ k ; 5: if ( r h ≥ τ k ) then 6: Use u k to compute an approximate eigenvector x 0 of NLEVP (2.4) (refer to (5.6)).
7:
Use the NAr method with initial vector x 0 and suitable stopping tolerance τ a to compute the approximate eigenvalue/eigenvector pair (ω a , x a ) of the NLEVP (2.4), where ω a is the closest eigenvalue to σ.
8:
Use x a to compute an approximate eigenvector u 0 of (3.13) (refer to (5.8) and (5.9)). Compute the left eigenvector v k of (3.13) corresponding to β k ;
9:
Set ω k = ω a . % Use (ω k , u 0 ) as the new initial data to resolve β −1 u = K(ω k )u.
13:
Compute β (ω k ) via
Set k = k + 1 and determine stopping tolerance τ k ;
of JD, the correction equation
is solved approximately by an iterative solver, where K(ω k ) is defined as in (3.11), (θ, u) is the Ritz pair of K(ω k ), and r = (K(ω k ) − θI)u. Here, t⊥u means that t is orthogonal to u. In each iteration for solving (4.1) with a given ω k , we need to solve a linear system of the form 
For the deflated NLEVP (2.8), one has from (3.7) and (3.12) that
Therefore, we take as preconditioner
where α a,k is the arithmetic average of the diagonal elements of ω
is a complex diagonal matrix. By the Sherman-Morrison-Woodbury formula, we get
and the linear system (4.2) can be easily solved via SEP (3.11) . The shiftinvert residual Arnoldi (SIRA) method [19, 30, 31] is another inexact eigenvalue solver. In each iteration of SIRA, the linear residual system
Shift-invert residual Arnoldi method for the
is solved approximately by an iterative solver, where r = K(ω k )u − θu is the residual vector and σ is a fixed shift value. From (3.12), we have
Using the construction of the preconditioner M K in (4.3), we take
as a preconditioner and rewrite the linear system (4.5) as (4.6) 
We summarize the JD and SIRA methods for solving the SEP (3.11) in Algorithm 4. Note that, in practice, a restart with search subspace contraction [16] is used in Algorithm 4. 
while ( j ≤ maxit and r j−1 2 ≥ τ ) do 6: Compute the eigenvalue/eigenvector pairs (θ i , s i ) of M j s = (V * j KV j )s = θs with s i 2 = 1 and |θ 1 − σ| ≤ |θ 2 − σ| ≤ · · · .
7:
Compute u j = V j s 1 and r j = (K − θ 1 I)u j .
8:
if ( r j 2 ≥ τ ) then 9: if ("solver" = "SIRA") then 10: Compute (approximate) solution t j for (K − σI)t j = r j .
11:
else if ("solver" = "JD") then 12: Compute (approximate) solution t j ⊥u j for
13:
end if 14: Orthogonalize t j against V j ; set v j+1 = t j / t j .
15:
. 16 :
17:
end if 18: Set j := j + 1.
19:
end while 20: if ( r j−1 2 ≥ τ ) then 21: Set V m = V j−1 s 1 · · · s m , r m−1 = r j−1 , and j = m. 22: end if 23: until desired eigenvalue/eigenvector is convergent 24: Set λ = θ 1 , x = u j , r = r j , and and
respectively, where r = (A−ω 2 B(ω))x is the residual vector for (ω,x) and σ is a given shift value. After reorthogonalizing v against V , the vector is appended to V and one repeats this process until (ω,x) converges to the desired eigenvalue/eigenvector pair.
The major cost of the NAr (NJD) method arises in solving (4.7) ((4.8)). This cost can be significantly reduced by using a technique suggested in [19] . Since B(σ) in (2.4) is diagonal, we employ a preconditioner
for solving (4.7) and (4.8), respectively, where α σ is the arithmetic average of the diagonal elements of B(σ). The associated linear system with coefficient matrix (A − γI) can be efficiently solved by applying the spectral decompositions of the matrices C , = 1, 2, 3; see [19] or Appendix A.3. Furthermore, we can apply the left-preconditioning M −1 to (4.7) and obtain the system
which only requires computing d+σ 2 M −1 (α σ I − B(σ)) d in each iteration for a given vector d. There is no need to compute a matrix-vector multiplication with A.
Practical implementation.
Suppose that we want to find smallest positive real part eigenvalues μ 1 , . . . , μ of the NLEVP (2.4). In previous sections, we proposed a Newton-type method with nonequivalence deflation to sequentially compute the desired eigenvalues μ d , d = 1, . . . , . Now, we briefly summarize it to further clarify the relation among the proposed algorithms for the computation of the dth eigenvalue/eigenvector of (2.4).
In Algorithm 1, sequentially applying the nonequivalence deflation, we formulate the deflated eigenvalue problems as
which is of the same form as the original eigenvalue problem. The Newton-type method in Algorithm 2 is then applied to solve (5.1) by successively solving the GEP 
by deflating out all zero eigenvalues of A. When the desired eigenvalues of (5.1) are clustered, we apply an enhanced Newton-type method in Algorithm 3 by using the NAr method for finding a good initial guess. The sequence of SEPs is then solved by JD or SIRA in Algorithm 4.
In the above, we develop a sequence of algorithms (Algorithms 1-4) for solving the NLEVP (2.4). In this section, we focus on the practical implementations including (i) the setting of the initial values and vectors, and (ii) the stopping tolerance of the associated solvers. These practical issues can significantly improve the efficiency and robustness of our proposed methods. k , usually more than one Ritz pair is chosen at each jth iteration. Suppose that (β 
Initial value ω
, it needs to solve the SEP
by Algorithm 4 with a given initial subspace. Now, we propose a method to construct the initial subspace from {u
For convenience, we use u
is a Ritz vector of
from Theorem 3.3, we definê 
and take the pair (ω
) as an approximate eigenvalue/eigenvector pair of NLEVP (2.4). The associated residual vector r 2 is equal to
Therefore, we may take (ω
) as an approximate eigenvalue/eigenvector pair for (5.4) and use
as an initial vector for solving (5.5). The numerical results in Figure 6 .6 (see section 6) show that u
is good enough.
Stopping tolerances. The sequence {ω (d)
k } of index k is constructed by a sequence of eigenvalues of SEPs (5.3). In the Newton-type method, we need the accurate eigenvalue/eigenvector pair of (5.3) for each ω (d) k . Actually, the concept of an inexact Newton method [44] can be applied to adaptively control the accuracy of the eigenvalue/eigenvector pairs to reduce the computational cost. This concept gives us that the closer ω 
where δ x , δ y , and δ z denote the grid lengths in the x, y, and z axial directions, respectively. The stopping tolerance τ 0 for ω where r 2 is the residual vector in (5.7).
If a maximal number of JD/SIRA iterations is achieved but the Ritz vector does not converge, then NAr is applied to obtain a better initial data. In order to get useful initial data, we determine the stopping tolerance of NAr according to the concept that the closer we are to the eigenvalue/eigenvector pair of (5.3) for the Ritz value/vector pair by JD/SIRA, the smaller the stopping tolerance for NAr that is needed. According to this concept, the stopping tolerance of the residual norm for NAr at line 7 in Algorithm 3 is taken as
where r h is the residual vector of the approximate eigenvalue/eigenvector of (5.3) at line 4 in Algorithm 3. The stopping tolerance for solving the linear system (4.7) in NAr is set to be 10 −4 . The heuristic strategies in [16] are applied to determine the maximal iteration number for solving the correction equation in JD and NJD. The associated stopping tolerance for solving the correction equation is set to 10 −3 . As the results in [19] suggested, we set the stopping tolerance as 5 × 10 −4 for (4.5) in SIRA.
Numerical results.
To study the numerical performance of the described methods for solving (2.4) arising in the 3D dispersive metallic PCs, we consider the setup described in [6, 17, 18] . The lattice in Figure 5 .1(a) consists of spheres with a connecting spheroid. The radius r of the spheres is r = 0.08a, and the connecting spheroid has a minor axis length s = 0.06a with a = 2π. The perimeter of the irreducible Brillouin zone for the lattice is formed by the corners X = All computations in this section are carried out in MATLAB 2013b, and some implementation details are addressed as follows. The MATLAB function bicgstabl is used to solve the linear systems in Algorithm 4, NJD, and NAr. On the other hand, the MATLAB functions fft and ifft are applied to compute the products T * p and T q, respectively.
For the hardware configuration, we use an HP DL360p Gen8 workstation that is equipped with two Intel Quad-Core Xeon E5-2643 3.33GHz CPUs, 96 GB of main memory, and the RedHat Enterprise Linux 6 operating system.
Comparison between Newton-type method and nonlinear eigensolvers.
We demonstrate the efficiency of the new Newton-type method, NJD, and NAr in computing the six smallest positive real part eigenvalues μ 1 , . . . , μ 6 of the Drude model (1.2). The maximal dimension of the search subspace V in NJD and NAr is set to 35. When the dimension of V is larger than 35, then we take three Ritz vectors with associated Ritz values that are closest to the shift value as an initial subspace and restart the iteration.
The real parts of μ 1 , . . . , μ 6 are denoted by (red) × in Figure 5 .1(b). As shown in the figure, these eigenvalues are well-separated so that they can be computed by the Newton-type method without using NAr to get the initial data. The CPU times for computing these six eigenvalue/eigenvector pairs by practice, NAr is used to compute the initial vector of NJD for computing the first desired eigenvalue/eigenvector. If a random initial vector is used, then NJD would usually not converge for our benchmark problems, as shown in Figure 6 .2.
The results in Figure 6 .1 show that NAr and NJD can be successfully applied to compute the well-separated six eigenvalues of the Drude model (1.2). However, for the Drude-Lorentz model (1.3) whose nonlinearity is more complicated than the Drude model, Figure 6 .3 shows that the Ritz values produced by NAr and NJD cannot converge to the first eigenvalue/eigenvector satisfying the stopping tolerance 10 −10 . Note that some of these Ritz values in Figure 6 .3 are dragged toward 0.5 during the subspace iteration. This effect of dragging is also reflected in the convergence history of the residual. Figure 6 .5 also shows the effect of dragging for the Ritz values. This effect is produced by the zero eigenvalue of multiplicity n. Due to this huge nullity, the Ritz vector associated with the Ritz value in Figure 6 NAr for the estimation of the initial values of μ 1 , . . . , μ 6 discussed in the previous subsection. Using JD to solve the eigenvalue problem (3.11), the number of iterations k for computing each μ i at wave vectors X, U , L, W , and K in the FCC lattice is depicted in Figure 6 .4(a). We can see from this figure that only 3 to 7 iterations are needed for computing each eigenvalue. Figure 6 .4(b) shows the average number of iterations for computing μ 1 , . . . , μ 6 with various wave vectors k. The numerical experience indicates that the average ranges from 3.6 to 5.2 for all benchmark problems with the matrix dimension 3 × 96 3 = 2, 654, 208. This convergence behavior coincides with that of Newton's method for solving general nonlinear equations.
Clustered eigenvalues.
From the band structure diagram in Figure 5 .1(b) we see that the eigenvalues are clustered near 1.35 and 1.32 for the Drude and DrudeLorentz models, respectively. Table 6 .1 shows the clustering eigenvalues μ 7 , . . . , μ 14 of (2.4) (with the wave vector 3 7 X) of the Drude and Drude-Lorentz models, respectively. These clustering eigenvalues not only significantly increase the number of iterations for the NAr and lead to the nonconvergence of NJD, as shown in Figures 6.5, but also lead to a challenge for the Newton-type method: how to detect the clustering eigenvalues. In Figure 6 .6, we depict the number of iterations of JD for computing eigenvalue/eigenvector pairs (β k , u k ) of (3.11) in finding each μ 1 , . . . , μ 7 for the Drude model. For the specific wave vector U , μ 1 , . . . , μ 7 are well-separated. 
Iteration number of JD method shows that all numbers of iterations of the JD method are less than 7. However, for wave vector 1 7 L, μ 7 is close to the clustering eigenvalues. The results in Figure 6 . 6(b) indicate that the number of iterations for computing β 1 in μ 7 is 17, which is obviously larger than that for other eigenvalues. This means that the number of iterations of the JD method are a crucial indicator for detecting clustering eigenvalues. In this example, we set the maximal number m of iterations to be 15 in Algorithm 3, and if JD is not convergent within 15 iterations, then the eigenvalues are regarded to be clustering and NAr is used to provide good initial data.
Efficiency of Algorithm 1 combined with Algorithm 3.
Combining Algorithm 1 with the enhanced Newton-type method in Algorithm 3 with m = 15, the band structure diagram can be produced as in Figure 5 .1(b). We consider six different wave vectors 
A.2. Unitary matrix T in (3.4) is defined as
T = 1 √ n 1 n 2 n 3 T 1 T 2 · · · T n1 ∈ C n×n with T i = T i,1 T i,2 · · · T i,n2 ∈ C n×(
