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Abstract 
The influence of large scale regular roughness on a Mach 5 turbulent boundary 
layer and a compression corner was investigated on axisymmetric wind tunnel 
models. Three types of roughness were examined; a series of square cavities at 
two different sizes and a 45 degree sawtooth. Typical sizes ranged from 50% to 
100% of an undisturbed boundary layer thickness. The roughness was limited to 
a short region followed by a smooth surface. Compression corners were formed 
by 15° and 20° flares located downstream of the roughness. The flow in the wind 
tunnel was investigated in detail to obtain knowledge on operating conditions and 
flow quality. Liquid crystal thermography was developed for routine use in 
hypersonic blow-down wind tunnels with superior spatial resolution and 
experimental uncertainties in the range of traditional techniques. 
The effect on flow parameters downstream of the last roughness element were 7, 
found to differ significantly for the different quantities. Velocity profiles were found i, 
to be less full and skin friction was found to be reduced for all streamwise "~ 
distances. Surface heat transfer was increased in a short region limited to 1.5 
boundary layer thicknesses behind the roughness whereas surface pressure was 
not affected. Sawtooth shaped roughness was found to cause a stronger j 
disturbance than square cavities of twice the size. Little influence of the 
roughness was noted on the flow over the compression corner. The flow over the 
20° compression corner showed an increase in upstream influence for the 
sawtooth shaped roughness as well as the larger cavities. Surface pressure 
measurements did not indicate a separation in any case. Heat transfer 
measurements revealed a peak located approximately 0.25 boundary layer 
thicknesses behind the corner. No such feature was found in the surface 
pressure distributions. It is suggested that a small scale separation is located very 
close to the corner causing the peak in heat transfer at reattachment without any 
effect on surface pressures. The existence of such a separation has been 
confirmed by surface flow visualisations for both flares. 
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1. Introduction 
In recent years the area of hypersonic aerodynamics has gained more 
importance as the number of practical applications has increased1• The first man 
made object to reach hypersonic velocities was a second stage that had been 
added to a V-2, while re-entering into the atmosphere. This took place on 
February 24th, 1949 at White Sands in the USA. From there progress has been 
remarkable. The first plane to reach speeds above Mach 5 was the American X-
15 in 1961. The main application for hypersonic aerodynamics, however, 
remained the re-entry of spacecraft into the earth's atmosphere. This domain is 
usually dominated by blunt objects in free fall with relatively little control over their 
flight path. 
With the Space Shuttle, the first re-entry configuration resembling an aircraft has 
been developed. It is re-usable and has significant control over its flight path. This 
has lead to a host of new developments and ideas, such as hypersonic 
passenger transport and the next generation of satellite launchers. A major effort 
has been started in the USA with the development of the National Aero-Space 
Plane (NASP) and simUar projects exist all over the world such as the Sanger 
programme in Germany and the Japanese Hope. The problems involved in these 
developments, however, are huge and have recently caused a significant down-
scaling of the intended aims of these projects. 
Apart from the area of space flight, it is weapons technology that has been the 
ground for an increasing interest in hypersonic aerodynamics. Future generations 
of _missiles and projectiles are expected to enter the domain of high Mach 
numbers and encounter very similar problems to the ones highlighted by research 
into space craft and hypersoniC airplanes. 
These new applications have increased the importance of research into 
hypersonic flow around control surfaces such as fins and flaps. Problems of flow 
separation due to adverse pressure gradients combined with the high shear 
stresses and, above all, heat transfer rates associated with re-attachment have 
become the focus of attention and a large amount of research has been directed 
to investigate these effects on relatively simple configurations. The advances in 
computational fluid dynamics (CFD) have helped to study these problems. The 
most successful approach is often a combination of experimental and 
computational techniques. 
In the real world, however, things are not always as ideal as the models in the 
wind tunnels and CFD simulations. Between a full scale flying object and the 
equivalent model lie a host of developments and other considerations than just 
the aerodynamics have to be met to achieve a working solution. One of these 
difficulties is the area of surface roughness. From an aerodynamic point of view 
it is best avoided altogether but this may not always be possible. Machined 
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Fig. 1.1 Simplified drawing of a generic projectile, showing the location and relative size of the 
buttress thread. 
surfaces always exhibit a certain degree of non-uniformity that may influence the 
aerodynamic performance. This type of surface roughness is usually very small 
compared to aerodynamic parameters such as the boundary layer thickness. The 
roughnesses to be addressed here belong to the group of large scale 
roughnesses where a typical dimension is comparable to the boundary layer 
thickness. One examples of such a roughness is found in the heat shield of the 
Space Shuttle orbiter. This shield is necessary for thermal protection during re-
entry but for engineering reasons it consists of a large number of tiles with small 
gaps between them, thus giving cavities in the smooth surface. The problem that 
gave rise to this thesis comes from a different application, a hypersonic projectile. 
A sketch of such a device is seen in Fig. 1.1. It can be seen that an area of 
rather large thread-like roughness exists in the centre of the cylindrical part of the 
projectile. These buttress-threads are necessary to allow the projectile to be 
housed in an outer shell (sabot) which transmits the acceleration forces during 
the firing from a gun. Once the projectile leaves the gun barrel, aerodynamic 
forces split the sabot and it is removed from the projectile. The flight of such 
projectiles is usually at sea level and very high velocities, entering the hypersonic 
regime. This requires the investigation of this subject for turbulent boundary 
layers. 
The buttress threads are of the order of a boundary layer thickness in depth and 
therefore have a significant impact on the flow in this region. There are usually 
control surfaces or stabilisers downstream of this roughness such as fins or 
flares. These elements are the origin of regions of adverse pressure gradients 
and can cause flow separation. 
10e_ flpw situation that is to be investigated is sketched in Fig. 1.2. An oncoming 
1urQulenLbQundaryiayer encounters a step change in surface rqughness from 
s_mooth to rough. In this rough region the boundary layer parameters will change 
~nd the profile emerging at the end of the roughness is significantly different from 
an undisturbed turbulent boundary layer profile. Downstream of the roughness the 
boundary layer will relax towards a smooth surface profile. Finally a region of 
adverse pressure gradient is encountered. The flow behaviour through this 
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Fig. 1.2 Schematic flow over roughness and downstream adverse pressure gradient 
iQteraction is expected to be dependant on the shape of the oncoming boundary 
layer which is modified by the roughness. This can cause severe changes in the 
flowfield and associated parameters. If a flow separation is encountered the 
effectiveness of control surfaces or stabilising elements will be severely reduced 
due to the widening of the interaction. Surface heat transfer can reach very large 
values at re-attachment. The sensitivity of the flow to changes in the oncom ing 
boundary layer profile is studied in this thesis. 
The first problem to be addressed is the effect of large scale roughness on a 
compressible turbulent boundary layer. Due to the small amount of research 
available on this topic the experience gained in incompressible flow and for small 
scale roughness can provide some insight into the basic mechanisms. Turbulent 
boundary layer profiles in incompressible flows have been found to be correctly 
described in certain parts of the boundary layer by an analytic expression known 
as the 10g-law2. The influence of surface roughness on the profile shape has 
been investigated by Nikuradse3 who introduced a sandgrain roughness 
paramet~r. This allow~_the __ ~QrnputationQtboJ.JJ](ja.ry LayeLP{oJiles _oyerr9!Jgh 
s~rfaces using the log-law. The range of validity can be extended to roughnesses 
of any given shape by representing them in terms of an equivalent sandgrain 
Joughness. Some wprk has been done to include large scale roughnesses in this 
fa~hion. Antonia et a14,5 investigated the response of an incompressible turbulent 
boundary layer to a step change in roughness from a smooth wall to a surface 
covered with regularly spaced cavities. They concluded that it takes less than 20 
boundary layer thicknesses for the velocity profile to change to the equivalent 
rough profile. The effective changes in the velocity profile are similar to those 
encountered by Grass et al6 over similar surfaces. In log-law coordinates the 
effective origin of the velocity profile lies below the peaks of the roughness 
elements and the velocities are displaced to lower values in the region of validity 
of the law of the wall. These two effects are the 'shift of origin' (AY) and the 
3 
'velocity shift' or velocity defect (Au/u'C) and can be found similarly for sandgrain 
roughness. In physical coordinates the velocity profile will appear to be less full 
due to these changes. To express these effects in terms of the theoretical 
treatment of the equivalent sandgrain roughness, correlations have been 
developed by those authors and others in similar cases7. 
By using a transformation function the validity of the log law can be extended to 
compressible flows as shown by several investigators such as Winter and 
Gaudet8 ,9,10 and Fernholz and Finley11. Laganelli and Scaggs 12 extend the 
equivalent sandgrain methodology to compressible flow. Due to the difficulties 
associated with measurements in supersonic flows, investigations of roughness 
effects on log-law coefficients are fewer in number. Most authors only measure 
velocity profiles without comparing those with the law of the wall as it is common 
in incompressible flow. Velocity profiles for flows over larger roughnesses (10% 
of 8) were included in the papers of Disimile and Scaggs 13,14,15,16 and 
-'\il(;turice and Seibert 17. All authors agree that velocity profiles over the rough 
~urfaces are less full Clnd reR0rt an increase in boundary layer thickness due to 
rougbJ1J~_~_~. These effects are often more severe when the Reynolds number is 
increased. Re~earch. by. Czarnecki and Monta 18,19 suggests that the drag 
caused by surfaces displaying regular roughness is mainly due to wave drag 
rather than skin friction and that this drag Ls only mildlyinfluenceg by th.e 
existence of heat transfer. The reduced velocities near the surface can explain 
the relatively low drag··contribution due to skinfrictiqn. A computational study by 
ChristQph and Fiore20 confirms these observations for Mach 5.75. The work by 
I:IQlde_n21,22,23als.o found. thatthe. h.eatJransleL.orL rOLJgh.surfac~s reached up 
tQ thr~eJirnes the smooth waHvaJye. 
The size of the roughnesses 
addressed here is of the order 
of a boundary layer thickness 
and the type is a regularly 
spaced two-dimensional 
perturbation of sawtooth 
shape. The flow over such a 
roughness is sketched in 
Fig. 1.3. The boundary layer 
separates from the outer edge 
of one roughness element 
and subsequently re-attaches 
at the next. A small region of 
re-circu lating flow is enclosed 
by the separating streamline. 
Separation 
A similar type of flow is Fig. 1.3 Schematic of the flow over a sawtooth shaped 
encountered over a series of roughness element 
cavities which is given 
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Fig. 1.4 Schematic of time-mean supersonic cavity flow. Taken from an interferogram in Ref .24 
schematically in Fig. 1.4 taken from an interferogram obtained by Zhang and 
Edwards24• The velocity profiles given in this paper show similar effects to those 
observed for other types of roughness. 
Of particular interest here is the question of how the modified boundary layer 
grofile Q.e_haves as the surface changes back to a smooth wall. Berg25 
investigated this problem in hypersonic flow and found that it took a distance of 
Cibout 10 D downstream of a step change from rough to smooth for a turbulent 
boundary layer to relax to mean properties comparable to a smooth wall flow. 
The opposite process from smooth to rough took 14 o. Comparable work for 
regular large scale roughness in compressible flow has been reported by 
Edwards and Zhang26 for Mach numbers of 1.5 and 2.5. Ihe _v~IQCit~PJQliLe~ 
beh ind two cavities VlLent foynd_jo_beJes~ fulL The bou_ndary layer th ickness and 
SlJ!f~G~_~_kjD lriQtiQr} was r~cj_ll.<~~d. These changes were observed to perSist for 
sQmeJimeafter the roughness. This may put a downstream adverse pressure 
gr~di~nt in the regiof} Qf a 9QU_ncJC3.[Y layer that has been significantly altered due 
to ro~gbness. 
t\rl_ experiment undertaken by Holden21 showed for the first time that an 
unseparated compression corner flow can exhibit a large scale separation if the 
surface is cJJanged frQm ~m09JhJ9fQugh.Since then se"eral inve~1jgations into 
the influence of roughness on a turbulent shock-boundary layer interaction have 
been reported by the same researcner2•23• Similar investigations were performed 
by Disimile and Scaggs 13-16 for larger roughnesses. Their measurements included 
surveys of the boundary layer profiles and comparisons of a rough and smooth 
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wall compression corner flow. The separation length was found to be 10-12 times 
larger than in a comparable smooth case. Maurice and Seibert17 investigated the 
effect of Reynolds number on a compression corner flow fitted with roughness. 
~9 information is given on the extent of the separation and a smooth wall 
referen.ce case is not yet reported. All of these studies investigated roughness 
stretching all the way through the interaction. 
The problem to be investigated here is rather a short stretch of roughness (10-
20 8) followed by a smooth surface upstream of a region of adverse pressure 
gradient. The modification of the oncoming boundary layer profile is expected to 
be sim ilar to the effects caused by blowing. \[igsinef7 inye§lig~tec:t the effect of 
roughness and blowing on a turbulent boundary layer at Mach 2.9 and found that 
qoth increased the thickness and made profiles less full. Holmes and Squire28 
investigate the effect of blowing on a boundary layer interaction and found the 
interaction length to be increased by upstream blowing and peak pressures were 
found to decrease. A study by Selig and Smits29 found that blowing upstream 
of a Mach 2.84 compression corner increased the length of the separation. It can 
be expected that a large scale roughness located upstream of a shock/boundary 
layer interaction has sim ilar effects. 
The sensitivity of compression corner flow to changes in the oncoming boundary 
layer profile is be discussed in a paper by Holden30 which studies the structure 
of turbulent boyn_daryJgy~r~lnJJYQ_eLSQJ1ig_separatior1s. He cOncluq~~jhat the 
wall layer is the origin of separation and contains the principal information of the 
boundary layer. This portion of the profile is most likely to be influenced by 
roughness or blowing. 
To date no investigation has been performed which combines the effect of a 
boundary layer disturbed by a surface roughness of finite length with a 
downstream adverse pressure gradient on a smooth surface. The distance 
between the end of the roughness and the location of the interaction plays a 
crucial role as it determines how far the boundary layer has relaxed before 
encountering the pressure gradient Judging from the results available it seems 
appropriate to aim for a distance of less than 10 boundary layer thicknesses. The 
simplest type of adverse pressure gradient which also offers the largest database 
of previous research is the compression corner. The corner interaction contains 
similar flow features as the fin induced interaction without the complexity of the 
problem. It therefore seems more suited for a fundamental study. A review paper 
by Stollery31 gives an overview over the principal flow features and includes a 
number of experimental results. A schematic of the flow over such a configuration 
is shown in Fig. 1.5. Heat transfer, skin friction and surface pressure show a 
significant increase on the compression corner compared to the values in the 
oncoming boundary layer. The region during which these parameters change is 
referred to as the interaction length. In the case of separated flow the shock 
system in the corner will display two distinct waves originating from the 
separation and reattachment point. In such a case the skin friction shows 
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Fig. 1.5 Principal flow features in hypersonic compression comer 
negative values associated with the reversed flow in the separation bubble. The 
heat transfer and pressure display an increase at the separation point followed 
by a short plateau area before rising onto the values downstream of the corner. 
All three parameters can exhibit an overshoot downstream of the hingeline before 
reaching a constant plateau. The close similarity between the pressure and heat 
transfer distributions has been pointed out by Coleman and Stollery32 who used 
this fact to develop a simple correlation. 
The investigation in this work will supply a database of measurements that can 
be used to compare with the predictions of CFD codes. For this purpose it is 
important to have a well defined flow field. Rudy et al33 compared the results of 
a two-dimensional CFD prediction with a flat plate compression corner experiment 
and found that they did not agree on the length of the separated region. 
However, a simulation of the same problem with a three-dimensional code 
simulating the flow over the span of the plate including edge effects compared 
very well with the experimental results. The difficulty lies in the nature of the 'two-
dimensionality' of the flat plate experiments. Even though no spanwise variations 
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were reported the flow did not behave the same as in real two-dimensional flow 
which would require a flat plate of infinite span. Three dimensional computations 
are very expensive and in general only late stages in the development of a CFD 
code. For these reasons it is preferable to perform experiments on an 
axisymmetric configuration as this allows quasi-two-dimensional computation and 
ensures that the same conditions exist for the experiment and the computation. 
The compression corner flow is therefore modelled by a cylinder flare junction. 
The roughness shapes investigated in this work are a sawtooth roughness and 
multiple square cavities. The size of a roughness element is varied of up to a 
boundary layer thickness. For the reasons given above the distance between the 
roughness end and the compression corner is of the order of 5 8. 
The flow parameters measured in the course of this work will include surface 
pressures and heat transfer as well as boundary layer pitot pressure profiles. The 
latter can be used to derive velocity profiles and discuss the resu Its in a law-of-
the-wall approach. It is also possible to estimate the skin friction from near wall 
measurements of total pressure if the log law is assumed to hold. This has first 
been demonstrated by Preston34 and the associated measurement technique 
is named after him. An investigation by Sigalla35 extended the approach to 
compressible flow. An alternative is to use velocity measurements away from the 
wall and fit these to a logarithmic profile in log-law co-ordinates until the law of 
the wall is obtained. More sophisticated formulations can be used to include the 
effects of pressure gradients and roughness. 
It has been pointed out by Dolling36 that ~lJP_er~Qnic turbul_e_nt separated flows 
always Jeyeal a certain degree of unsteadiness. Measurements of mean features 
may not reflect a real flow but rather an average of several different flow states. 
For ttli_~ ceasOn_§l,JrfCice pressures are measured with as high a _ temporal 
resoll,Jlion as _P9§§ib_le. 
To provide an accurate description of the flow conditions in the test facility, a 
detailed flow survey of the wind tunnel is presented as part of Chapter 2. This 
section also deals with the associated measurement techniques and gives 
estimates for the experimental errors for each measurement. The requirement for 
very high resolution heat transfer measurements led to the development of liquid 
crystal thermography for the wind tunnels used in this thesis. For this reason it 
was felt appropriate to single out this technique from the other experimental 
methods and the developments are described, together with an overview of 
traditional techniques, in Chapter 3. 
Ingen_eraLali necessaryJiguJes ar~_included in the text to allow f9r easy reading. 
When discussing experimental results, however, a large amount of data needs 
to be presented. To avoid the occurrence otseveral pagesofJigures within the 
text the results are presented together at the end of Chapter 4. 
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2. Experimental Facilities and Measurement 
Techniques 
The main part of the work reported in this thesis was carried out in the 
supersonic blow-down wind tunnel (HSST) at ORA Fort Halstead, but some 
supportive work has also been carried out in the College of Aeronautics Gun 
Tunnel. Both facilities will be introduced in this chapter. 
This section of the thesis contains a detailed description of all the experimental 
techniques and equipment used in this work. It is strongly believed that especially 
for the purposes of comparing experimental results to computer code predictions 
an accurate assessment of experimental errors is necessary and this is therefore 
included wherever possible. It is also with CFO validation in mind that the flow 
quality of the HSST has been investigated in detail. Such a survey had not been 
carried out on all the nozzles available for the tunnel and where nozzle calibration 
data was available it had been obtained some time ago and the agreement of 
running conditions could not be guaranteed. Furthermore it was not at all clear 
at the beginning of this work which wind tunnel configuration was best suited for 
the investigation and the nozzle calibration gave the data necessary to arrive at 
a decision. 
When introducing the techniques necessary for measurements within the 
tl:J~Q~1~QtI::>9Undaryl~y~r, some theoretical aspects of boundary layer profiles will 
be discussed. In this particular area the measurement and analysis of results are 
strongly connected and therefore presented together. 
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2.1 The College of Aeronautics Hypersonic Gun Tunnel 
The College of Aeronautics gun tunnel was installed originally at Imperial College 
in London and a detailed description can be found in Ref. 37. The facility 
consists of an intermittent, free piston, compression heater feeding a hypersonic 
nozzle and subsequent working section and dump tank. A general layout is 
shown in Fig. 2.1. 
Driver 
Diaphragm 
section 
/ Barrel 
Working section / ~-----.... 
DUrJ1)tank 
Fig. 2.1 The College of Aeronautics Hypersonic Gun Tunnel 
A high pressure driver vessel supplies air of up to 2000 psi (13.7x1 06 N/m2) to the 
barrel section. Two aluminium diaphragms are used to separate the driver gas 
from the piston before a run. The flow is started by bursting the diaphragms. The 
piston compresses the test gas, usually air at atmospheric pressure, giving total 
pressures of up to 107 N/m2 and total temperatures of up to 1290 K. The test gas 
then expands through an axisymmetric contoured nozzle reaching a Mach 
number of 8.2. The useful running time depends on the test conditions and can 
lie between 20 and 80 milliseconds. 
The useful flow in the test section has a diameter of about 0.12 - 0.15 m, the 
length of the working section is 0.20 m. Downstream of the test section is the 
diffuser and vacuum tank which is evacuated before a run. 
By varying the pressure in the driver gas vessel a variety of Reynolds numbers 
can be achieved, ranging from 4.5x1 06 m·1 to 9.0x106 m-1• This puts most 
experiments in the transitional regime. Even with very large models it lsdifficull 
to iove$tigate a fully developed turbulent boundary layer in this facili1y __ unless 
some means of triRpingj$ __ emQl()y~5;I. 
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2.2 The ORA Fort Halstead HSST 
The ORA Fort Halstead HSST is a supersonic intermittent pressure vacuum 
tunnel. The available Mach number ranges from M=4 to M=6, depending on the 
nozzle used. A schematic diagram of the tunnel, taken from Hurdle38 is shown 
in Fig. 2.2. ' 
VACUUM 
CHAMBER 
37m3 
MOTORIZED 
SLl DE 
VALVE 
/ 
VACUUM 1 PUMP 
ENCLOSED 
OPEN JET 
WORKING 
SECTION 
CONTOURED 
AXISYMMETRIC 
NOZZLE 
INSULATIVE HEATER COIL QUICK ACTING 
BARRIER BALL VALVE ~:----- ---~~~~---i I ~ · I II : I JOI-----------l 
CHAMBER 
DRYING 
UNIT 
I 
\\lATER r-----, 
COOLER 
I 
I 
• 
AIR 
PRESSURE 
VESSEL 
17Bar 
Fig. 2.2 Diagram of the Fort Halstead HSST wind tunnel (from Ref.38) 
PRESSURE 
CONTROL 
High pressure air is stored in a storage vessel after passing through a drying unit. 
The operating pressure is controlled through a commercial dome valve and can 
be set to any value up to 200 psi (1.4x106 N/m2). The air is heated in a heater 
coil of 30 m length and 37.5 mm inside diameter to avoid liquefaction. The coil 
temperature can be set to up to 700 K. To reduce the ,heat loss the coil is 
embedded in a box filled with granules of high temperature insulator (Mica-fil). 
The operating temperature can be reached after approximately 40 minutes of 
heating, depending on the desired temperature. After passing through the heater 
the working gas then reaches a settling chamber which has been designed to 
give a uniform temperature distribution in the working section as reported in 
Ref.3B. Two Mach 5 contoured axisymmetric nozzles (with and without 
centrebody) and two contoured nozzles without centrebody for M=4 and M=6 are 
available. The working section accommodates two vertical schlieren windows to 
allow flow visualisation. The diffuser is positioned 0.4 m downstream of the 
nozzle exit, and can be moved by approximately 0.3 m in streamwise direction. 
Between the working section and the vacuum tank is a motorised slide valve, 
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which allows opening of the working section without pressurising the vacuum 
tank. The flow is started by opening a fast acting ball-valve. Useful steady 
running times are up to 10 seconds. 
The flow conditions can be varied by changing supply pressu re and heater 
temperatures. The flow conditions achieved for different operating conditions and 
the extent of useful flow inside the working section are described in the HSST 
nozzle calibration (Section 2.5). 
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2.3 Measuring Equipment 
This section describes the hardware used for data acquisition as well as the 
methodologies employed in the measurements. Where extensive post-processing 
is needed to extract physical parameters from the measured data the necessary 
theory is also discussed. 
2.3.1 Data Acquisition Hardware 
All signals were amplified using a FYLDE modular multi-channel amplifier, 
consisting of a power supply monitor (FE-M14-DS), several transducer 
conditioning modules (FE-492-BBS) and differential amplifiers (FE-254-GA). The 
conditioning modules were used as power supply for the pressure transducers. 
The signals were recorded simultaneously at a sampling rate of up to 200kHz 
with a Microlink 4000 data acquisition and control rig. Once an experiment was 
completed, the data was downloaded to an IBM compatible PC via a parallel 
IEEE488 (GPIB) interface. Post-processing of the measurements was performed 
on the PC and on a SUN workstation. 
_~.3.2 _Traverse Rig 
tn order to measure flow properties at various locations throughout the working 
section of the HSST an appropriate rig was designed and built to allow a probe 
19_be moved through the flow during a wind tunnel experiment. One aim ()f the 
d~sign was to cause as little disturbance of the flow as possible. This was 
achieved by using only a single shaft to hold the probes and placing the driving 
mechanism outside of the working section. The shaft was designed to be as rigid 
as possible while still being light enough to be moved at sufficient speed. A linear 
stepper motor is used to drive the probe holder. Two linear ball bearings guide 
the shaft and reduce the friction. These bearings are adjustable, thus allowing the 
play to be minimised. A diagram of the general assembly can be seen in Fig. 2.3. 
The design leaves sufficient space to incorporate a linear displacement sensor 
if a more accurate knowledge of the probe position is required. In the current 
investigation this was found to be unnecessary. 
The traverse rig can be mounted at two streamwise location in the working 
section wall either on the top or bottom face. The probe holder is designed to 
allow a horizontal displacement of the probe, thus measurements can be taken 
at every location in a vertical plane inside the working section. 
Part of the rig is mounted outside the working section, therefore the design has 
to be capable of sealing the atmospheric air from the evacuated working section. 
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This was achieved by using an airtight housing which is fitted over the traverse 
rig onto the outer wall of the working section. 
The stepper motor allows a linear movement at a maximum speed of 17 mm/s. 
The maximum travel is 60 mm. Several lengths of probe shaft are available to 
undertake traverses in different areas of the flow. In addition the rig can be 
mounted underneath the working section to extend upwards into the flow. 
The motor is controlled through a stepper motor controller card included in the 
Microlink 4000 data acquisition and control rig. The card can be programmed 
from the PC by incorporating special commands into a standard BASIC computer 
program. Possible command sequences give control over stepping rate, stepping 
distance and start/stop sequences. A useful feature of the control-card is the 
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possibility to include a single bit output into the command sequence. This was 
used as a trigger signal for the data acquisition, thus allowing the recording of 
measurements to start simultaneously with the motor movement. 
Fig. 2.4 shows the traverse rig mounted on top of the working section with the 
contoured Mach 5 nozzle installed. A variety of probes have been used with th is 
rig and these will be discussed in the following sections. 
Fig. 2.4 Traverse rig and pitot pressure probe mounted in the HSST. The housing has been 
removed to expose the rig and stepper motor. 
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2.3.3 Reservoir, Pitot and Static Pressure Measurements 
The total pressure in the settling chamber was recorded for each run with a 
simple pitot probe located downstream of the flow straighteners. As the flow in 
the settling chamber is subsonic, a relatively simple pitot probe design could be 
used, in this case a metal tube bent to an angle of 90°, facing the flow. The 
transducer (ENTRAN EPNM-M 1 OW-15AZ2) was mounted outside of the nozzle. 
Its measuring range is 0-15 bar absolute. Throughout this thesis the total 
pressure measured at this location is referred to as reservoir Qressure and will 
be used as the total pressure in Mach number calculations. - .... -
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Fig. 2.5 Free stream pitot pressure probe. All dimensions in mm 
The pitot pressure in the working section was measured with a simple pitot probe 
as seen in Fig. 2.5. The probe was held in position by the traverse rig. In early 
tests a pressure transducer was attached directly to the rear of the probe. It was 
found that during the course of a test, the probe temperature increased 
substantially due to aerodynamic heating, causing a noticeable drift in the 
transducer calibration. This was particularly severe in experiments performed at 
high heater temperatures (above SOD K). As this calibration drift could not be 
compensated for, the measurements were found to be unsatisfactory. Therefore 
it was decided to mount the transducer in the roof of the working section. 
Connected to this large amount of metal the transducer temperature stayed 
sufficiently constant to eliminate any changes in the calibration. The time 
response of the probe has obviously been reduced due to the larger length of 
connecting tube between the probe and the transducer, but this was found to 
cause no problems for measurements in the free stream. 
The free stream static pressure has also been measured using a probe design 
as suggested by Pope and Goin39• A drawing of the probe can be seen Fig. 2.S. 
In a similar manner to the measurement of pitot pressure the transducer was 
mounted in the working section wall. 
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Fig. 2.6 Static pressure probe. All dimensions in mm 
Pitot and static pressures in the free stream were measured with standard Kulite 
XCS-190-1SD transducers with a range of 0-1Spsi differential. Wall static 
pressures were measured with Kulite XCS-062-1SA pressure transducers which 
were manufactured to our specification of shortest possible length. This allows 
the transducers to be fitted inside the models to achieve the best possible 
Model surface 
~ _~~ .. 0.5
Pressure transducer 
(mounted inside model) 
0.5 
Fig. 2.7 Static pressure port on a wind tunnel model. All dimensions in mm 
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1 - 1.5 
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accuracy and time response. An example of the design of a static pressure probe 
and the transducer location can be seen in Fig. 2.7. 
All pressure transducers used were checked for linearity_using a d~ad weight ~~ 
tester and then caliprat~td __ befor~Leacj1wind tunnel run. This calibration was 
performed by recording the output of the transducers at a known atmospheric and 
vacuum pressure in the working section. The output of the transducers can then 
be converted by assuming a linear behaviour between these two pOints. Most 
experimentally measured pressures fall into this range. 
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2.3.4 Total Temperature Measurement 
The total temperature probe used was similar to a design suggested by Pope and 
Goin39 based on early work by WinklerA°. Using their data, the recovery factor 
of the probe was estimated to be 0.98 for high settings of heater temperature 
(700K) and 0.997 for low settings (400K). Initially a thermocouple junction 
fabricated in-house was used but the response time of the probe was insufficient. 
This was due to the comparably large size of the thermocouple wires employed 
at that stage (0.2 mm). Therefore a new thermocouple design has been used, 
manufactured by the Paul Beckman Company, consisting of a micro-disk 41 with 
a diameter of 2x10-3 inch (0.05 mm) and a thickness of 10-4 inch (2.5x10-3 mm). 
The wires leading to the micro-disk junction have a diameter of 10-3 inch 
(.025 mm). A drawing of the probe and the micro-disk is given in Fig. 2.8. 
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Fig. 2.8 Total temperature probe and thermocouple junction design 
It was also found that the size of the bleed holes in the shield of the total 
temperature probe had a significant influence on the respon.se time. An example 
is shown in Fig. 2.9. The venting hole diameter wa~ exp~nmentally selected to 
give sufficient response time with the smallest possible diameter. 
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Fig. 2.9 Total temperature signals for two sizes of bleed holes 
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Hole diameter: 1.0mm 
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2.3.5 Boundary Layer Profiles 
Several flattened head pitot probes have been manufactured for the 
measurement of pitot pressures within the boundary layer. Apart from a horizontal 
probe two inclined probes were used to survey the boundary layers on the flares. 
Each probe was measured individually to obtain the dimensions of the probe 
mouth. Typically a probe measured 0.2 mm in height and 1.5 mm in width. The 
opening was 0.1 mm high with a wall thickness of 0.05mm either size. A 
boundary layer was surveyed by mounting the probe onto the traverse rig and 
moving the probe through the boundary layer at a known step rate. This gave 
typically 15 measurements per step and about 200 steps inside the boundary 
layer in one experiment, lasting approximately 4 seconds. 
The pressure transducer was mounted as close as possible to the probe opening, 
while still avoiding the problems of interaction with the boundary layer flow due 
to the bulk of the transducer. Care had to be taken not to expose the transducer 
to too much aerodynamic heating as this was likely to change the calibration. The 
final design can be seen in Fig. 2.10. The probe allows for streamwise movement 
to set the traverse location accurately. In order to improve the positional accuracy 
Coarse adjustment of 
probe position \ 
Pressure 
transducer 
Rexible tubing 
1 mm diameter 
00000 0000 
Fine adjustment of~ 
probe position 
Drive shaft 
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20 
30 
Leading edge shamfer 
~ head pltotprobe 
Fig. 2.10 Boundary layer pitot probe, attached to traverse rig 
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of the traverse rig the design incorporated an electrical contact to obtain a signal 
when the probe touched the model surface. All the models tested were 
manufactured from non-conductive material. Therefore a small strip of copper, 
typically 1 mm wide, was embedded into the surface to provide the electrical 
contact. In most cases the traverse was performed moving towards the surface, 
so that together with a known stepping rate the probe position could be 
calculated accurately to one step size. 
It had to be ensured that the response time was sufficient to obtain an accurate 
reading at each position as the probe moves through the flow. Comparisons of 
measurements in the free stream indicated no difference between the large pitot 
probe used for the nozzle calibration and the boundary layer probe. When moving 
towards the model surface the probe Reynolds number, ReH, changes 
significantly and a reduction of response time has to be expected. In order to 
investigate this effect the same boundary layer was surveyed twice with opposite 
directions of probe movement. In one experiment the probe would start at the 
surface and move towards the edge of the boundary layer and in the second 
experiment the direction was reversed. Any effects of response time then show 
up in the resulting signals, as the probe moves from higher pressures to lower 
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Fig. 2.11 Pitot pressure~ measured in the centrebody boundary layer for two different 
directions of probe movement. 
ones in one case and the opposite in the other. Fig. 2.11 shows the outcome of 
this experiment. The measured pressures agree very well apart from the region 
closest to the surface. Attempts to optimise the performance of the probe by 
reducing the distance between probe mouth and transducer ~ere mad~, but the 
result given in Fig. 2.11 could not be improved without a major re-deslgn of the 
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probe. To obtain more accurate values very close to the wall, measuring times 
of up to one second are necessary at each position. Due to the large amount of 
profiles surveyed this was not feasible. Therefore the following approach was 
chosen to obtain the boundary layer velocity profiles. The measurements were 
taken just as described moving the probe from the free stream towards the 
surface. After touching the surface the probe was left in position and pressures 
were recorded for a further 2 seconds. This was sufficient to obtain a steady state 
value for the location closest to the wall. In the analysis of the results the probe 
Reynolds number was computed for each probe position. An example is given 
in Fig. 2.12, showing the probe Reynolds number dependant as a function of the 
wall distance for a traverse on the centrebody. Response time problems are likely 
to occur for Reynolds numbers based on probe height of below 200. All 
pressures obtained below this value were disregarded in the theoretical analysis 
apart from the value nearest to the wall. All the results shown in this thesis 
include the values obtained at small Reynolds numbers only for completeness. 
It must also be noted that the value nearest to the wall will be affected by probe 
displacement effects which will be discussed in subsection 2.3.6 
Before . obtaining velocity 
profiles jrom the measured 
data, Mach number profiles 
2500 
2000 
have to be calculated. These '" 1500 
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can be obtained from the ratio r;: 
of pitot and static pressure. 
Since static pressure profiles 
have not been measured the 
thin shear layer approximation 
of constant static pressure 
1000 
500 
within the boundary layer is Fig. 2.12 
adopted. Surface pressures 
have been measured within 
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Y [mm] 
Reynolds number dependent on probe size 
for the boundary layer profile on the smooth 
centrebody 
~ mIn_Qf tbelra_verse .position, 
simultaneously with the pitot profiles. From the ratio of wall and pitot pressures 
the local mean Mach number can be calculated using the Rayleigh pitot formula 
as given in Ref.42: 
Pt = (Y+l)M2)Y/(Y-l)( (y+1) )1/(1-1) for M > 1 
Pw 2 2yM2 -(y-1) (2.1) 
{or M < 1 
To reduce Mach number profiles to velocity, the static temperature ~ist.ribution 
throughout the boundary-layer is required. Static temperatures Inside the 
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boundary-layer can not be measured with traditional techniques. The size of the 
total temper~ture probe prevents useful measurements of To within the boundary-
layer. For this reason the static temperature has been assumed to depend upon 
the ~ean velocity and free stream total temperature according to Crocco's 
velocity-temperature relation modified by VanDriest for Prandtl numbers different 
from unity as given in Ref.11: 
Using 
u = MVyRT (2.3) 
this can be re-arranged to give a quadratic relationship for the unknown 
temperature T. _Once the static temperature distribution is calculated, the velocity 
profile can be computed with Eq.(2.3). Several authors, such as Holden30 and 
Meier et a 143,44, have made the observation that the temperature distributions 
derived from their total temperature measurements did not match Crocco's 
lelationship_IlSJticularly _close to the wall. Each author suggests alternative 
formulations but to date no universally valid function is available. Therefore it was 
decided to stay with Crocco's formulation as it offers the most widely accepted 
approximation. Fernholz and Finley11 discussed a large number of compressible 
turbulent boundary layer data and found good agreement with Crocco's 
relationship in most cases. They also concluded that the law of the wall holds for 
supersonic flows even with heat transfer and a pressure gradient, if a suitable 
compre§_sibility transformation has been used. The suggested transformation is 
similar to the form suggested by Van Driest45 but valid for Prandtl numbers 
different from unity: 
b* = y-1 M 2 Te r- -2 e T 
w 
(2.4) 
This transformation has also been used by Holden30 at Mach numbers above 10 
who remarks that the validity was restricted for high Mach numbers and highly 
cooled walls. The current work is performed at significantly lower Mach numbers 
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~ith wall temperatures close to adiabatic and therefore the above transformation 
IS assumed to be suitable. The log-law then reads as: 
with: 
u * = 1. In Y u~ + C * 
u~ k Vw 
k = 0.40 
C* = 5.10 
where u* is the transformed mean velocity. 
(2.5) 
(2.6) 
The coefficients k and C* have been chosen according to their incompressible 
values as suggested by Fernholz and Finley11 who give the following reasoning: 
IIA comparison of measurements with the logarithmic law of the wall and the 
determination of the wake strength are obviously affected by the choice of the 
'log-law constants' (k and C) ( ... ) Since the constants are experimentally 
determ ined we feel that it is not possible to state that one set of values is correct 
and have stayed with the values used here. Firstly, because we relied on Coles' 
thorough investigation and secondly, because a visual comparison of this log-law 
with a large quantity of the data presented in raw form, in AGARDograph 223, 
suggests that it provides a good description which would not be materially 
improved by changing to any of the other pairs of values given in table ( ... ), which 
presents a selection taken from four of the most thorough investigations. \I 
When examining the influence of roughness on a boundary layer profile, an 
influence on the log-law coefficients has to be expected. Nevertheless the 
examined data will be compared to the law of the wall with the above coefficients 
to highlight any deviations caused by roughness. 
To plot the experimental velocity profiles in law of the wall coordinates it is 
necessary to have a knowledge of the wall shear stress 'tw at the profile location. 
This quantity is difficult to measure and in the course of this work this has not 
been attempted. A possible alternative is to fit the experimental data to a 
theoretical velocity profile, incorporating the wall shear stress as an unknown. A 
suitable profile has been derived by Mathews, Childs and Paynter46 which 
extends Coles' wall/wake law to compressible flow. Thomas et al47 have 
compared the results of Preston tube measurements of skin friction with the value 
obtained from fitting their profiles to Mathews et ai's theoretical profile in a M=1.4 
shock/boundary layer interaction and found good agreement, even through the 
interaction. Similar results are reported by Dolling48 for a Mach number of 5 and 
by Mathews et al46 for Mach numbers between 1.4 and 4 . The profile was 
originally derived for adiabatic flow, but following the procedures in Ref.46 a 
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solution for non-adiabatic boundary layers can be obtained. Starting by 
introducing a wake function into the law of the wall (Eq.{2.5)): 
u * = .! InYu~ + n w(Y) + C* (2.7) 
u~ k Vw k a 
where W is Coles' universal wake function49 . For mathematical convenience this 
can be replaced by: 
(2.8) 
The wake parameter n can be determined by inserting the boundary condition 
y=8 
u* = u * e 
W=2 
into {(2.7}), giving: 
II ~ .!.(u: -.!In au, -co) 
k 2 U~ k Vw 
(2.9) 
Inverting the compressibility transformation (2.4) and transforming ue gives: 
1£ = Va*2+ 4b *2 s.:_(arcs.:_( 2b*2- a'" ) u .. u ... ) + a'" (2.10) 
ue 2 b *2 1 1 Va ... 2 + 4 b ... 2 ue* u.. 2 b ,..2 
Substituting (2.7) into (2.10) and using (2.8) and (2.9) gives, after a few 
Simplifications the velocity profile for a non-adiabatic boundary layer: 
U = A sm(arCSin<B) u~ (lIn Y + u: -n(l +COS1t y)~) + L 
Ue * k auk a 2b *2 U e ~ 
with: 
A= 
B= 
Va *2 +4b*2 
2b ... 2 
2b"'Z -a'" 
Va *2 +4b*2 
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(2.11) 
In the case of an adiabatic wall a* reduces to 0 and the equation simplifies to: 
u ~...!.. s'Jarcsin(b*) u, (.!.1n~ + u: _ n(l +C081t y)~~ (2.12) 
ue b * 1 u * k a u~ k a 
e 
and: 
.I.:!.M2 1 y-1M2 2 
b* = 2 e 2 e (2.13) = 
Taw 1 + y-1M 2 
T. 2 e 
which is equivalent to the formula derived in Ref.46. 
After calculating the necessary derivatives it is now possible to use a standard 
least-squares curve fitting routine to fit the measured velocity profile to the 
theoretical profile. This will supply the unknown parameters 0, cf and ue. The 
velocity at the boundary layer edge ue is not an unknown quantity as such, it can 
be determined from the velocity profiles. In cases where a significant variation of 
static pressure throughout the boundary layer was present the calculated 
velocities will become increasingly inaccurate with growing distance from the wall. 
For this reason the edge velocity was treated as an unknown and the 
discrepancy between the iterated value and the measured profile can be seen as 
a measure of the accuracy of the profile. Such a large discrepancy was observed 
in all cases near the hinge line where a strong static pressure gradient in y-
direction is to be expected, due to the interaction shock system extending into the 
boundary layer. Both velocity profiles and the results of the curve fitting procedure 
in these locations are only presented here as a matter of completeness but have 
to be regarded as inaccurate. 
Fig. 2.13 shows the result of the curve fitting procedure with two boundary layer 
profiles compared with the equivalent experimental data. The profiles have been 
measured on the centrebody with and without the influence of surface roughness. 
It can be seen that the agreement is very good apart from the near-wall region 
where the measurements are known to be inaccurate, due to the increase in 
response time of the probe. As described earlier, these values have been ignored 
by the curve fitting procedure. The value nearest the wall has been obtained with 
the probe touching the wall. At this distance the probe may actually be positioned 
partly in the sublayer where the derived velocity profile is no longer valid. It is 
interesting to note that the formula describes the profile distorted by roughness 
very well. This is probably due to the fact that the surface at this point is smooth. 
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Fig. 2.13 Measured and theoretical velocity profiles on the smooth and rough 
centrebody (roughness type: sawtooth) 
Once the curve-fitting is completed an estimate of skin friction is obtained. This 
allows the data to be plotted in log-law coordinates: 
with: 
u+ = U 
U't 
y+ = YU't 
Vw 
- ~w - M fCt~ yRT,. U - - - Cf 
't e 2 Pw 
(2.14) 
Fig. 2.14 shows a measured velocity profile together with the theoretical profile 
obtained from the curve-fitting procedure in comparison with the log law. The data 
points that have been regarded as inaccurate and were therefore ignored in the 
curve-fitting are marked. It can be seen that the theoretical profile approaches the 
log-law asymptotically and matches the data well, apart from the near wall values 
which give velocities above the expected values. Similar overestimations of 
velocity at low Reynolds numbers have been reported by Winter, Smith and 
Gaudet8• 
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a boundary layer profile on the smooth centrebody 
The boundary layer exhibits a strong wake component. According to Ref.11 this 
can be caused by a variety of reasons such as pressure gradients, upstream 
temperature history effects and wall heat transfer, all of which are likely to be 
found in the flow under investigation here and will be discussed at a later stage. 
As a result of the large wake parameter and the uncertainty of near-wall 
measurements the part of the boundary-layer profile that lies in the log-law 
region is very small, even for a relatively undisturbed boundary-layer without 
roughness. This is unfortunate as it prevents an investigation into the variation 
of the log-law coefficients due to roughness. All results presented here are fitted 
to equation (2.11) to obtain a skin friction coefficient. The profiles are then plotted 
in log-law parameters against the law of the wall with standard coefficients (k=O.4 
C* =5.1). In this fashion the profiles can than be compared qualitatively. 
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2.3._6 Accuracy of Measurements 
Before the calibration of the HSST nozzles is presented all measurements 
described so far have to be investigated as _tQJheir c;I~gree of accuracy. This will 
set the standard that can be expected from the nozzle calibration data and the 
results of the experimental investigation presented in this thesis. For the purposes 
of CFD code validation it is important to have an honest assessment of the 
experimental uncertainties. It als9 needs to be remembered that not only the 
results are subject to these uncertainties but also the inflow~onciitions as they 
will be _pr~sented in the nozzle calibration. 
All pressure transducers used in this study have been checked for calibration 
factors and linearity prior to their use. JrL alLp~se~_d~yiJ~.tions from a linear output 
in ttlELrang~_Qf interest were lower than 0.5% of the full scale output. For 
pressures well below the full range this can introduce an uncertainty of up to 1 %. 
Before every experiment the transducer calibration was checked by measuring 
the output at atmospheric and vacuum pressure, both of which could be 
determined with highly accurate barometers. For each of the transducers used 
these calibrations agreed to within 0.20/0. All transducers were supplied with a 
temperature compensation within the expected range. Nevertheless care was 
taken to install transducers either outside of the flow or attached to a sufficiently 
large amount of metal acting as a heat sink to avoid deviations from the 
calibration due to aerodynamic heating of the transducer body.Jn_SJJJJlmaIYJJhe 
~r~s~!Jre transducers have a clegree of accuracy of better than 0.7% deviation for 
the full range and better than 1.50/0 for measurements utilising only a fraction of 
tbe_ range. 
All measured quantities will be subject to errors due to the measurement 
prinCiple, probe design or assumptions made on the flow state around the 
measuring device. A good summary of possible errors and the current state-of-
the-art in measuring aerodynamic properties in supersonic turbulent flow is given 
by Meier50• The analysis of the experimental errors for the different 
measurements used in this thesis will closely follow the guidelines laid out in their 
report. 
The pitot pressure measurements in the free stream and the settling cham~er 
were performed with relatively large cylindrical pitot tubes with chamfered leading 
edges. Due to the size of the probes (2 mm) Reynolds number effects can be 
neglected. Possible errors could be introduced due to incorrect alignment with the 
flow direction but as reported by Grace/1 even for very large angles of attack 
up to 20° no significant errors in pitot pressures are present. In the current 
investigation the alignment with the flow is certainly very much better, so that 
errors due to flow angularity with respect to the pitot probe can be neglected. 
For the boundary layer pitot pressure surveys a much smaller flattened head pitot 
probe was used. The lowest Reynolds number based on probe height was found 
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to be of the order of 100. As stated in Ref.SO this is still large enough to neglect 
influences .of ~iscous effects on the ~easured pressures but as reported earlier 
a substantial Increase of response time due was noted in these low Reynolds 
numbers. Attempts have been made to eradicate this effect by ignoring all data 
measured at probe Reynolds numbers below 200 and it is believed that this 
approach was successful. 
Near the surface of the model two effects have to be considered. Firstly the 
probe is in a region of large total pressure gradient and the actual opening of the 
probe will be subject to this pressure distribution. The pressure measured by the 
probe will not necessarily coincide with the total pressure at the centre of the 
probe. A study undertaken by Mabey52 reports that probe displacement 
corrections of up to 300/0 of the probe height may be necessary. Due to the fact 
that the near-wall data is ignored in this work this correction is not necessary 
here. A second source of error is caused by the displacement of the flow when 
the probe is touching the wall. The value nearest to the wall given in the results 
may correspond to an effective probe position further away from the wall, at the 
most by about one third of the probe height. 
The static pressures measured are in general at the lower end of the range of the 
transducers. This does cause problems as the signal to noise ratio deteriorates. 
In general though it has been found that the aerodynamic noise was well above 
any electrical noise caused by the transducers. For the lowest pressures 
measured, such as the centrebody static pressures, this was up to 5% of the 
signal, hence a certain filtering of the data was necessary. A further source of 
error is the determination of the vacuum pressure before the run. The barometer 
used was accurate to 0.2 mm of mercury (26.6 N/m2). This uncertainty is 
negligible for measured pressures of the order of the pitot pressure, but for 
pressures of the order of the free stream static pressure, this causes an error of 
20/0. The transducers used in surface pressure measurements were mounted 
inside the model as close to the surface as possible. A certain temperature 
change of the transducers during an experiment can therefore not be excluded 
and an influence of the corresponding shift in calibration on the measured result 
of up to 1 % has to be taken into account. Finally the influence of a finite hole size 
of the surface pressure tapping has to be taken into account. Following the 
analysis described in Ref.SO this can be estimated to be less than 0.7%. 
The free stream static pressure probe is very sensitive to alignment errors as 
described in Ref.39. This will be the largest source of error in the present 
investigation as the probe alignment was difficult and could. only be achieved 
within approximately 2°. Hence the probe error due to flow displacement could 
be up to 50/0. Additionally the signal to noise ratio at the low pressures measured 
in the free stream was not ideal, similar to the remarks made on the wall 
pressure measurements. 
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All pressures mea~ured will be subject t~ v~riatio~s due to changes in the supply 
pressure of the wind tunnel. These deviations will be discussed in detail in the 
section dealing with the wind tunnel nozzle calibration. This is not an actual 
~e~su~ement error, as these variations are entirely physical, but does cause 
difficulties when comparing the results of different runs or measurements taken 
at differe~t time.s du~ing the same run. For this reason all measured pressures 
are ~on-dlmenslonahsed by the reservoir pressure measured simultaneously. To 
obtain an absolute value of any measured pressure this value has to be 
multiplied by the average reservoir pressure, as given in the nozzle calibration 
results. Obviously this approach increases the signal to noise ratio for the 
measurements, but as the reservoir pressure can be measured very accurately 
with a relatively low noise level this does not present major problems and the 
advantages far outweigh the disadvantages. 
To summarise, it can be said that the pressures given will be subject to an error 
of less than 1 % for results of the order of the free stream pitot pressure and 8% 
for the surface pressure measurements. The static pressure measured in the free 
stream has the largest amount of uncertainty, nearing 100/0. It is recommended 
that the measurement of total pressure is used and the static pressure is 
computed using the Mach number determined from the pitot pressure 
measurements as this gives a smaller uncertainty. 
The total temperature probe is subject to a variety of possible measurement 
errors. These are mainly due to heat conduction through the thermocouple wires, 
radiation losses, deviations in the thermocouple output from the theory and 
effects due to the incomplete stagnation of the flow inside the probe. In order to 
achieve sufficient response time, bleed holes have been incorporated in the 
design. These will cause a flow inside the probe. Some of these effects have 
been taken into account in the probe recovery factor but uncertainties remain. In 
total, errors in total temperature are expected to be of the order of 50/0. 
All results that involve traversing a probe through the flowfield will be subject to 
errors in probe position. The traverse rig can be controlled to a step size of 
0.002" (0.05 mm). For large traverse distances (several 10 mm) it is possible that 
the stepper motor 'misses' a few steps at the start of its movement, before 
reaching the steady velocity. This can be checked by moving the probe 
backwards and forward, with the flow on to increase the drag on the device. The 
maximum deviation from the expected probe position was found to be 3 steps 
(0.15 mm). For the results given in the nozzle calibration this is negligible as the 
error in determining the initial position of the probe with a ruler is much larger 
(1 mm). For measurements inside the boundary layer a further uncertaint~ in 
probe position is caused by the design of the probe. As the boundary ~ayer PltOt 
probe is more fragile, a change in position at flow start due to bending of t~e 
structu re has to be considered. All these factors have been reduced In 
Significance by introducing an electrical contact between the probe and the model 
surface. The 'touching down' of the probe moving towards the wall could be 
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determined accurately by monitoring this signal and the uncertainty in probe 
position is back to the size of a step (0.05 mm). 
The determination of boundary layer velocity profiles is subject to a number of 
assumptions. First a constant static pressure has been assumed inside the 
boundary layer. By calculating the Mach number at the edge of the boundary 
layer using wall and pitot pressure and comparing this with a calculation based 
on pitot and reservoir pressure a discrepancy can be noticed. This is mainly due 
to a variation in static pressure inside the boundary layer. Obviously this 
discrepancy was largest in regions of shock-boundary layer interaction where a 
pressure gradient is expected in the boundary layer. The error in Mach number 
in these regions was up to 30%. In an undisturbed boundary layer the 
discrepancy in Mach number was of the order of 5% giving a guideline for the 
error in velocity due to variations in boundary layer static pressure. A further 
significant assumption is the usage of Crocco's velocity-temperature relationship 
(Eq.(2.2». No sufficiently accurate figures for the actual static temperature are 
available but judging from published data the error caused by the assumption of 
Crocco's law is estimated to be of the order of 10%. Finally the experimental 
errors in determining the wall and pitot pressures inside the boundary layer have 
to be considered. Summarising all factors the boundary layer velocity profiles are 
subject to an uncertainty of at least 300/0 for the undisturbed boundary layer. 
These results are therefore not recommended for CFD code validation. For this 
reason all measured pitot pressures are given in an appendix to this thesis as 
these will be subject to much smaller uncertainties. 
The experimental uncertainties for for all types of measurement are summarised 
below: 
- - .---~ -- --
Pitot pressures in free stream: 
Pitot pressures in boundary layer: 
Surface/wall pressures: 
Total temperatures: 
Velocity profiles: 
(outside pressure gradient regions) 
Positional accuracy: 
Free stream traverses: 
Boundary layer traverses: 
Skin friction: 
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< 1% 
< 1 % to 5% (near surface) 
< 80/0 
50/0 
1.2 mm 
0.05mm 
Unknown 
2.4 Calibration of the HSST 
The ORA Fort Halstead HSST has been through a period of very little use in the 
recent past. Previous results of wind tunnel calibrations are available (Ref.38) but 
not all possible wind tunnel configurations had been tested. The flow conditions 
for a number of operating conditions and wind tunnel configurations were 
unknown at the beginning of this project. Therefore two nozzles were chosen for 
a closer examination, the contoured Mach 5 nozzles with and without centrebody. 
The reasons for this decision were that the experimental work was to be 
undertaken at as high a Mach number as possible whilst still providing turbulent 
flow over the roughnesses to be investigated. The Mach 6 contoured nozzle was 
therefore dismissed as it was expected to provide an insufficiently high Reynolds 
number while the Mach 4 nozzle was lacking in flow speed. 
The following investigation therefore has two aims, first to provide the flow data 
necessary to define the inflow for a successful CFD code validation, the second 
to arrive at a decision which nozzle to use for the current investigation. It is 
possible to either use the non-centrebody nozzle with a sufficiently long model 
to ensure turbulent flow in the area of interest or to use the other nozzle and 
incorporate the models to be tested into the centrebody, using its large length to 
grow a turbulent boundary layer. 
The reservoir conditions determined are applicable to both nozzles. 
2.4.1 Reservoir Pressure 
Fig. 2.15 gives the recorded pressures in the settling chamber for two wind tunnel 
runs of approximately 9s and 13s running time with a heater temperature of 
373 K. It can be seen that the 
pressure rises to the 
operating condition in 
0.7 seconds and then shows 
a small drop during the useful 
running time. Additionally it 
was found that the level of ~ 
....... pressure can only be 34Xl05 
controlled within certain limits. 0.; 
The actual level of supply 
pressure varies between runs 
by about 5% with a tendency 
to increase in subsequent 
runs. 
°O~~2~~4~~6~~B~~10~~1~2~~14~~16 
T [s] 
Fig. 2.15 Pressure in settling chamber during two 
runs 
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The influence of heater coil'temperature on the pressure behaviour in the settling 
chamber was also investigated. Fig. 2.16 shows the measured reservoir 
pressures for a variety of heater temperatures during the first seven seconds of 
a run. It can be see~ that the pressures increase during the running time for 
higher temperatures and 
decrease for lower heater 
temperatures. The total 
variation of reservoir pressure 
during a typical testing time of 
7s was found to be within 4%. 7.0xl05 
'E 
In summary a variation of the 
supply pressure level of 5% 
followed by an actual variation 
during a run of up to 40/0 has 
been observed for the same 
setting of dome valve 
pressure. 
2.4.2 Total Temperature 
"-z 
...... 
Fig. 2.16 
T~ = 643 K 
2 4 6 8 
T [s) 
Pressures recorded in settling chamber 
during several runs for a variety of heater 
temperatures. Note the enlarged scale. 
The total temperatures measured in the working section for the centrebody and 
non-centrebody nozzle agreed to within the measurement accuracy. This was 
to be expected as the total temperature is dependent on the reservoir conditions 
only which are the same for both configurations. To avoid repetition of data all 
figures given here represent data recorded with the centrebody nozzle. 
Fig. 2.17 shows the total 
temperature recorded in the 
working section for the 
duration of a run. The probe 
was located at the nozzle exit 
outside of the nozzle or 
centre-body boundary-layer. It 
can be seen that, once steady 
flow is achieved, the total 
temperature varies mildly, 
displaying a small rise of 2% 
during the whole running time. 
It was found that, similar to 
the supply pressure, the 
o 
t-
450 
400 
350 
actu a I I eve I of tota I Fig. 2.17 
temperature achieved varied 
between runs for the same 
Total temperature measured within working 
section during run. T H=388K 
heater temperature setting. This variation was found to be within 3%. 
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Fig. 2.18 Total temperatures above and below centre body at nozzle exit. TH=373K 
As it was not possible to measure the total temperature routinely at one position 
in the flow no suitable normalisation could be used to eliminate the influence from 
variations on the measured temperature traverses. Hence the traverse data not 
only shows the variations within the flow but also contains some variations due 
to the change in temperature during the running time and from run to run. When 
comparing results the influence of those variations has to be taken into account. 
Fig. 2.18 shows two total temperature traverses obtained at the nozzle exit. It can 
be seen that, apart from within the boundary-layer, the temperature distribution 
throughout the flow is relatively even and symmetrical. 
The next item investigated was the relationship between the total temperatures 
and the set heater temperatures. Fig. 2.19 shows the measured temperatures 
along traverses above the centrebody for three different heater temperatures, 
spanning the possible range of the tunnel. It can be seen that the traces are 
roughly proportional to the heater temperatures. 
Fig. 2.20 gives the achieved total temperatures as a function of the heater 
settings. In all cases the total temperatures are seen to be above the heater 
tem peratures. 
The variations for the same setting of heater temperature between different runs 
are of the order of +3%, the change during the run is of the order of ±2%. 
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Total temperatures in free stream for a variety of heater temperature settings 
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Fig. 2.20 Measured total temperatures for different 
heater temperature settings 
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2.4.3 Pitot Pressure 
Fig. 2.21 shows the pitot pressure recorded at one location in the working section 
for the Mach 5 nozzle with centrebody. The flow takes about 0.7 s to develop and 
then reaches a plateau region. At the end of the run a sharp pressure peak is 
observed, associated with the strong shock during the breakdown of the flow. A 
small variation in pitot pressure can be observed during the run. This is caused 
by changes in the supply 
pressure. It is possible to 
completely eliminate the 
variation of pressure 
measurements caused by the 
variation in supply pressure, if 
all measured pressures are { 
~ 
normalised with a t: 
a. 
simultaneously recorded 2)(104 
reservoir pressure. This gives 
a constant ratio of pitot 
pressure with reservoir 
pressu re and it can be 
concluded that the Mach 
number does not vary Fig. 2.21 
throughout the useful running 
time of the tunnel. 
Pitot pressure during run inside the working 
section for the centrebody nozzle. 
Traverses in the non-centrebody nozzle 
When measuring the pitot 
pressures within the working 
section by traversing the pitot 
probe through the flow, the 
variations due to the supply 
pressure are excluded, as 
described above. Hence the 
pressures are given as non-
dimensional Ppito/Pres. 
The first nozzle to be 
investigated is the Mach 5 
nozzle without centrebody. 
The nozzle exit diameter is 
152 mm. The flow is assumed 
to be symmetrical around the 
centreline, so only single 
0.15 
121 mm BEHIND NOZZLE EXIT 
0.10 
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Fig. 2.22 
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Y [mm] 
Pitot pressures measured in the non-
centrebody nozzle at two radial traverse 
positions. 
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Mach number distribution at the nozzle exit of the Mach 5 non-centrebody 
nozzle 
sided traverses will be presented here. Fig. 2.22 shows the pitot pressures 
measured at two traverse locations, 4mm and 121mm behind the nozzle exit. The 
traverse at the downstream position exhibits a strong jump in pressure indicating 
an oblique shock originating from the nozzle edge. This nozzle shock is caused 
by a pressure difference between the outer pressure in the working section and 
the free stream pressure of the flow inside the nozzle. The strength of this nozzle 
shock can be reduced by improving the performance of the diffuser or by 
reducing the blockage in the working section. During the measurements 
performed on the centrebody nozzle it was detected that the model mount 
caused a large amount of blockage. It is suggested that a re-design of the model 
mount can improve the size of the useful flow significantly by reducing the 
blockage and thus dropping the pressure in the working section. The areas of 
useful flow, inside the nozzle shock can be seen clearly in Fig. 2.22. Within the 
useful flow the pitot pressure was found to stay within a band of + 20/0 from the 
mean value. This causes a variation of less then 0.020/0 in free stream Mach 
number. The distribution of Mach number at the nozzle exit is shown in Fig. 2.23. 
The Mach number has been calculated by assuming a normal shock in front of 
the pitot probe and using the reservoir and pitot pressures to give the ratio of 
total pressure through the shock. This is not valid in the nozzle boundary layer 
and the apparent increase of Mach number at the edge of the flow is not 
physical. The wave-like variations in Mach number are often observed in nozzles 
designed using the method of characteristics and a boundary layer displacement 
effect correction as reported by Korte53 and Jacobs and Stalke,-M. 
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Traverses in the centrebody nozzle 
~or .t~e centrebody nozzle ~he assumption of axisymmetric flow is not necessarily 
Justified. If the ~ent~eb.~dy IS not perfectly aligned in the centre of the nozzle the 
flow may contain significant non-uniformities. For these reasons the flow in the 
centrebody nozzle has been examined in more detail. Pitot pressure traverses 
have been performed at four stream wise positions, between 62 mm upstream 
and 110 mm downstream of the nozzle exit. All traverses have been recorded 
above and below the centrebody. 
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Fig. 2.24 Pitot traverses inside the centrebody nozzle 
62 MM INSIDE NOZZLE EXIT 
20 40 60 
Fig. 2.24 shows the results of four traverses recorded 62mm inside the nozzle 
and near the nozzle exit (8 mm inside) above and below the centrebody. While 
at the upstream position the flow is not expected to be fully developed and some 
variation is antiCipated, the flow near the nozzle exit should give an account of 
the quality of the useful flow. It can be seen that the pressure variations near the 
nozzle exit are smaller than further upstream, although some wave patterns in the 
pressure profiles are apparent. All four traverses display a certain degree of 
symmetry around the centre-line. The sharp drop in pressure to either side of the 
traces represents the nozzle and centre-body boundary-layers, both appear to be 
10-15 mm in thickness. 
Fig. 2.25 shows the results obtained further downstream of the nozzle exit. Even 
at the most downstream location no sign of a sudden pressure change due to the 
nozzle shock is visible. The pressures at the outer edges of the flow show a 
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Fig. 2.25 Pitot pressures in the working section of the centrebody nozzle 
certain drop compared to the measurements recorded further upstream. This is 
an indication that the nozzle shocks have been eradicated completely and been 
replaced by an expansion fan. The useful flow is subject to several variations. 
The dominant feature is a step like pressure variation with the step in pressure 
moving away from the centre-body and apparently strengthening further 
downstream. This phenomenon is symmetrical about the centre-line. A possible 
cause is a pressure wave within the useful flow. The centre-body has been 
checked for surface irregularities and was found to be perfectly smooth compared 
to the boundary-layer thickness. An investigation of the nozzle and centrebody 
geometry did not reveal any unusual features. Irregularities of surface slopes, 
concentricity and roundness were all found to be within reasonable limits. Hence 
the disturbance has to originate elsewhere. The symmetry of the phenomenon 
suggests a possible mismatch of the nozzle contour with the expanding flow. 
Further information can be obtained from Fig. 2.26, giving the Mach number 
distribution for the traverses inside the working section. As the pitot profiles were 
relatively symmetrical around the centreline only the upper part of the working 
section is given. It can be seen that the Mach number varies between 5.15 and 
4.95 in the useful flow. The compression wave noted earlier reduces the Mach 
number by about 0.1 and its location is also indicated. A number of other, 
smaller, distortions are also apparent in the flow. The average Mach number is 
around 5.08 with an overall variation of 40/0. Compared with the performance of 
the non-centrebody nozzle discussed earlier (Fig. 2.23) this nozzle delivers flow 
of considerably poorer quality. 
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Mach number distribution along three traverse positions above the centrebody 
in the Mach 5 nozzle. 
Generally supersonic nozzles are designed with a method of characteristics 
solution for the inviscid flow between the throat and the exit and an additional 
correction to account for the displacement effect of the boundary-layer. The 
design goal is to achieve a uniform flow at the nozzle exit with all expansion 
waves cancelled out by the shape of the nozzle. If this is not fully achieved 
expansion or compression waves can be formed at the nozzle wall and spread 
into the useful flow. In the case of compression waves the wave pattern will 
gradually converge and form a shock. The pressure pattern of such a feature will 
therefore steepen and become more defined further downstream while it may be 
more difficult to detect upstream when the waves are still spread out. By 
comparing the location of the pressure jump in the traces of Fig. 2.26 it was 
found that the wave has probably reflected from the centre-body somewhere near 
the location of the second traverse (8mm inside nozzle) in Fig. 2.24. This 
explains why no sign of this pressure jump can be found at this location and why 
the pressures within the centrebody boundary-layer appear to be higher than 
upstream. At the most upstream traverse station within the nozzle no obvious 
sign of such a pressure rise can be found. The compression waves may be too 
spread at this location to make detection within the overall variation of the 
pressures possible. 
It is known that the nozzle was originally designed for a free stream Mach 
number of 5. The existence of areas with a Mach number as high as 5.15 at the 
nozzle exit suggests that the original design of the Mach number distribution in 
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the streamwise direction was 
not followed by the actual 
nozzle. In fact substantial 
parts of the flow appear to 
overshoot the design Mach 
number of 5. The nozzle 
contour is not matched to this, 
higher, Mach number and 
compression waves form as a 
result. A similar deviation from 
the design point of a 
supersonic nozzle was 
reported by Beckwith et al55 
6 
d 4 
z 
for their supersonic nozzle. Fig. 2.27 
The cause for this 
discrepancy was given as a 
sudden change in slope of the 
/ ACTUAL CENTREUNE MACH NO. 
--------
- --
CHANGE IN SLOPE OF CENTREUNE DESIGN MACH NO. 
DISTANCE ALONG CENTREUNE 
Sudden change of slope in the design 
Mach number for a supersonic nozzle as 
possible cause for nozzle overexpansion. 
centreline design Mach number as illustrated by Fig. 2.27. In such a case, the 
flow does not follow the design conditions but rather exhibits an overshoot 
followed by a compression wave. It seems likely that the wave structure in the 
centrebody nozzle is caused by a similar problem. A survey of the pitot pressure 
along the inside of the nozzle would be able to clarify this situation, as the Mach 
number distribution could then be obtained. This can not be performed with the 
currently available equipment and has to be left for future work. 
As it is desirable to operate the wind tunnel at a variety of heater temperatures 
to change the Reynolds number and total enthalpy of the flow, the influence of 
heater temperature on the 
flow quality has been 
investigated. Fig. 2.28 gives 
the pitot pressures at the exit 
of the centrebody nozzle for 
two extremes in the heater 
temperature, namely 373 K 
and 633 K. It can be seen 
that the pressure pattern is 
virtually unchanged, hence 
the influence of heater 
0.06 
0.04 
0.02 - T = 473 K 
...... ,.,. = 673 K 
H 
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temperature on flow quality is 
negligible. Due to the change 
of Reynolds number however 
a change in boundary-layer Fig. 2.28 Influence of heater temperature on pitot pressure distribution in the centrebody 
nozzle parameters has to be 
antiCipated. 
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During the investigation two additional causes of severe changes in the flow 
quality of the centrebody nozzle have been found. The first was a set of waves 
formed due to a leakage at a centrebody connection, the second was the 
appearance of strong nozzle shocks due to an increase in working section 
pressure caused by a sting mount located at the diffuser entry. The data 
presented in this report has been obtained with the sting mount removed and no 
measurable leakage into the flow from the centrebody. As a result of these 
observations it is recommended that the design of the sting mount be changed 
as it causes a large amount of blockage, thus reducing the useful flow area. 
The location of the expansion fan originating from the nozzle exit and the 
compression wave inside the useful flow are important features to be considered 
when designing experiments to be performed with this nozzle. For this reason the 
locations of the major features of the flow in the working section are given in 
Fig. 2.29. 
y 
[mm] 
Fig. 2.29 
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Major flow features and dimensions for the Mach 5 centrebody nozzle. 
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2.4.4 Summary and Conclusions 
The results of the wind tunnel nozzle calibrations are summarised to give an 
overview of the main characteristics of the facility. The reservoir conditions are 
assumed to be equivalent for both nozzles and are only given once. 
Reservoir I total pressure: 
Valve setting 174psi (1.20x106N/m2): 
Valve setting 200psi (1.38x106N/m2): 
Max. variation during run: 
Total temperature (outside of boundary-layers): 
Heater temperature setting 373K: 
Heater temperature setting 523K: 
Heater temperature setting 673K: 
Max. variation during run: 
644.7x103 N/m2 + 3.70/0 
716.3x103 N/m2 ± 3.5% 
50/0 
393K + 30/0 
600K ± 30/0 
809K + 30/0 
4% 
Average free stream unit Reynolds number (Flow nominally at Mach 5): 
Valve setting 200psi; Heater setting 373K: 
Valve setting 200psi; Heater setting 523K: 
Valve setting 200psi; Heater setting 673K: 
Valve setting 174psi; Heater setting 373K: 
Valve setting 174psi; Heater setting 523K: 
Valve setting 174psi; Heater setting 673K: 
13.237x106 m-1 
6.812x106 m-1 
4.370x106 m-1 
11.919x106 m-1 
6.133x106 m-1 
3.934x106 m-1 
The Reynolds number varies for the same setting of dome pressure and heater 
temperature by + 5% due to the variation in reservoir conditions. 
Mach 5 non-centrebody nozzle: 
Diameter of useful flow at nozzle exit: 
Mach number in useful flow: 
Pitot pressure in useful flow: 
Static pressure in useful flow: 
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130 mm 
5.0 + 0.4 0/0 
0.062xPt + 2 % 
0.0019xPt + 5.6 0/0 
Mach 5 centre body nozzle: 
Centrebody diameter: 
Diameter of useful flow at nozzle exit: 
Mach number in useful flow: 
Pitot pressure in useful flow: 
Static pressure in useful flow: 
50.8 mm 
146 mm 
5.07 + 2 % 
0.057xPt + 6.7 0/0 
0.0017xPt + 10 0/0 
A.n ov~rvi~w of the dependence of Reynolds number on heater temperature is 
given In Fig. 2.30. 
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Free stream Reynolds numbers in the HSST for various settings of supply 
pressure and heater temperature. 
The data col/ected in this investigation allows a quantitative judgement of the flow 
quality in the HSST Mach 5 nozzles. The results obtained can serve as a 
guideline for the design of future experiments in this facility. 
It was found that, after a startup time of approximately 0.7 seconds, steady flow 
conditions prevail for up to 10 seconds. When the vacuum pressure before the 
run is at the lowest level possible with the current equipment (0.2 Torr) and the 
blockage is kept to a minimum, a running time of 13 seconds is possible. During 
the steady flow period the reservoir conditions vary mildly, this being 5% in 
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pressure and 2°A, in temperature with subsequent effects on other flow 
parameters. 
Between several runs at the same settings of heater temperature and dome valve 
pressure the actual levels of supply pressure and total temperature show 
variations of 7% in pressure and 6% in temperature. 
To eliminate deviations in measured quantities due to these uncertainties in 
reservoir conditions, all pressure measurements will be accompanied by a 
simultaneous measurement of reservoir pressure and all heat transfer 
measurements by a measurement of total temperature in the working section. 
The flow quality in the working section was found to be very different for the two 
nozzles. While the non-centrebody nozzle exhibited a very uniform flowfield with 
only 0.4% variation in Mach number, the centrebody nozzle was subject to 
relatively large disturbances. A compression wave was found to run right through 
the useful flow causing a 100/0 change in pitot pressure and a 30/0 change in 
Mach number. Any future experiments using this nozzle have to take the location 
and strength of this wave into account as it could have a serious effect on the 
results of an investigation. 
By varying supply pressure and heater temperature a wide range of Reynolds 
numbers can be investigated. The boundary layer on the centrebody is expected 
to be turbulent in every case due to its length. By using the Mach 5 nozzle 
without centrebody which produces the same free stream Reynolds numbers, 
both laminar and turbulent flows can be investigated. 
The current study is concerned with the effect of large scale roughness on a 
turbulent boundary layer and its behaviour downstream of such a roughness 
entering regions of adverse pressure gradient. As the turbulent length required 
for such experiments is relatively large compared to the size of a possible model, 
it was feared that the Reynolds numbers that can be achieved in the non-
centrebody nozzle may be too low to produce a turbulent boundary layer of 
sufficient length. The usage of a trip was not desired as the turbulence in this 
case may not be representative of the general case. Unfortunately the flow for the 
centrebody nozzle is subject to relatively large disturbances. Nevertheless it was 
decided to perform the investigation on the turbulent bounda~ layer ~f the 
centrebody and design models to fit onto it. One advantage of this route IS t~e 
fact that the boundary layer to be investigated is much la~ger. and therefor~ easier 
to survey. Nevertheless the author is aware that this choice IS a compromise and 
does not present an ideal situation. 
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3. Heat Transfer Measurement 
The aim of the present investigation is to produce a set of flow data for a number 
of model configurations. The scale and position of the flow features to be 
investigated could not always be determined beforehand, thus making a detailed 
flow survey necessary. To perform this with standard heat transfer measurement 
techniques would be extremely time consuming and costly. Liquid crystal 
thermography (LCT) offers an opportunity to gain the required data within the 
scope of this project in both cost as well as time and giving a spatial resolution 
that can not be achieved with traditional techniques. 
Before embarking onto the liquid crystal techniques a few traditional methods of 
heat transfer determination will be discussed as some of these techniques were 
also used in this project. Furthermore some of the theoretical aspects of other 
approaches have proved valuable for the development of LCT and have been 
partly incorporated in its analysis. 
3.1 Traditional Techniques 
The measurement of heat transfer in hypersonic flow is one of the most important 
aspects of experimental work in this field. Hence a large amount of literature is 
dedicated to this subject that can not all be included here. The selection is 
therefore biased to its direct application to this work. 
Most hypersonic wind tunnel facilities belong to the group of short duration 
facilities. In the widest sense of the meaning this includes all facilities where the 
running times are too short to reach adiabatic flow over the model. A very good 
summary of traditional heat transfer measurement techniques in this class of 
facilities was presented by Schultz and Jones56• All techniques employed in 
these cases are transient techniques, hence they derive the surface heat transfer 
from transient temperature measurements in combination with a heat conduction 
model. The two models mainly used are infinite slab, where the wind tunnel 
model is assumed to consist of one material of infinite thickness; or thin skin, 
where the model is covered with a thin layer of conductive material and has an 
insulating surface underneath it so that the surface layer can be treated as an 
ideal calorimeter. The former technique is more widely used for very short 
running times as the assumption of infinite thickness is justified when the thermal 
penetration is small compared to the model dimensions. The latter is applicable 
to longer running times as constant temperature within the thin skin is one of the 
assumptions for this technique. 
The aim in the current work is to use a method of heat transfer measurement 
applicable to the hypersonic gun tunnel in Cranfield and the HSST at ORA Fort 
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Halstead. Therefore only methods employing the infinite slab assumption are 
discussed here. 
o q 
o 
By assuming the model to consist of a 
slab of uniform material of a semi-infinite 
thickness the heat conduction equation 
can be greatly simplified and integrated. 
An additional assumption that proves 
very useful is to exclude any heat 
conduction in a direction parallel to the 
surface (cross-conduction). This 
assumption is not always justified in 
regions were the differences in heat 
transfer between neighbouring points on 
the surface is very large, hence causing 
large temperature gradients along the 
surface. Errors due to this approximation 
will be discussed later. For now we will 
assume a one dimensional material as in 
Fig. 3.1 , following the analysis presented 
in Ref.56. Fourier's equation for heat 
conduction then simplifies to: 
""""'""'""'"~~~..,.,-:-_ Surface 
~ 
Fig. 3.1 One dimensional semi infinite slab 
model of heat transfer 
c1T 1 aT (3.1) 
ax2 ex at 
By using the initial condition of constant temperature inside the model material 
(T = T J and the boundary conditions: 
-k aT(x, t) = cis (t) 
ax x=O (3.2) 
T(XI-+ OO , t) = T"" 
the heat conduction equation can be integrated to yield an analytic solution. Note 
that qs is the heat transfer into the model surface. The final solution is given in 
Ref.56 as: 
f dT,kc) 
q (t) = ~ pck 1f ~ d~ 
B 1t 2 0 (t - ~ )1fl 
(3.3) 
where Ts is the surface temperature rise. 
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In order to obtain a heat transfer measurement it is now necessary to measure 
the surf~ce temperature with time. Equati~n (3.3) can then be integrated to give 
the desired surface heat transfer. An aigorlthm
5
Jor a numerical integration of (3.3) 
has been developed by Cook and Felderman and some further variations and 
their ~ffect ha~e be.en dis?ussed by Simenoides58• One disadvantage of the 
numerical algorithm IS that It has a tendency to greatly increase the noise of the 
solutio~ if the surface temperature distribution contains high frequency 
fluctuations. As most measured temperature traces will be subject to some 
experimental noise this leads to a need for smoothing of the integrated heat 
transfer result. 
There are several methods available for the measurement of temperatures on the 
surface of a model. An important factor in the selection of a technique is the time 
response of such a method. In very short duration facilities such as the College 
of Aeronautics gun tunnel running times are of the order of 20 ms. If transition or 
turbulent fluctuations are to be investigated the response times necessary are 
even shorter. 
One sensor available for these measurements is the platinum thin film surface 
thermometer (see Refs.S6,S8). The measuring prinCiple is the change in the 
resistance of a very thin (0.1 to 1 micron) film of platinum on the surface. The 
sensitivity of the device has to be carefully calibrated before its use. The 
response time of such a gauge is better than 1 ms. Thin film gauges tend to be 
sensitive to ablation and erosion which can cause a problem in some facilities, 
particularly when there are particles in the flowfield. 
A more robust device for short duration temperature measurements is the coaxial 
thermocouple59 which is used successfully in shock tunnels of even shorter 
running time than the gun tunnels.58• eo. The measuring junction between the two 
thermocouple materials has to be created by filing or sanding the surface of the 
gauge, thus blending the two metals. These gauges are less sensitive than thin 
film gauges but more resistant to damage. The output does not need to be 
calibrated as reliable calibrations are available in the literature. The thermal 
coefficients of the device, however, have to be known to extract heat transfer 
values. 
Both of the above methods are subject to noise problems as the measured output 
is very small. The further increase of noise due to the n~merica,1 int~gra~ion of 
the temperature traces can be avoided by using analogue integration CirCUits, but 
this does not give an output of temperature which may be, req~i~ed. ,The 
smoothing qualities of an analogue circuit have to be modelled with d,lgltal filters 
for the numerical integration. A further difficulty of the above methods IS that both 
require a lot of skill and time in the manufacturing of models and sensors and 
experience in calibration and operation. 
In the current investigation a more simple device was needed to compare heat 
so 
transfer measurements with 
liquid crystal thermography. 
As the majority of the work 
was conducted in the HSST 
and only mean data was 
required, time response 
considerations were not the 
most important factor. The 
sensor was not required to 
have a high spatial resolution 
as results in areas of interest 
were expected to be obtained 
with liquid crystals. It was 
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therefore decided to use stick- Fig. 3.2 Surface temperature measured with a thin film 
on surface thermocouples thermocouple in the HSST 
supplied by RS61 • These 
were relatively inexpensive and easy to apply to previously made models. A 
further advantage is that the use of plastic as model material posed no problems 
for the application of these sensors. The surface temperature could be recorded 
with a time response sufficient for the HSST and the numerical integration as 
described in Ref.58 was employed. The output of the K-type thermocouples was 
converted into degrees Celsius using a thermocouple amplifier manufactured at 
Cranfield. A typical temperature history is shown in Fig. 3.2. During the 
experimental investigation it was noticed that the microchip used in this amplifier 
did not perform to scientific levels of accuracy. This was particularly noticeable 
in a zero-shift of up to +1 ac. Fortunately the determination of heat transfer only 
depends on the relative change in temperature so that this had little influence on 
the final values of q. The integrated heat transfer history for the thermocouple 
trace of Fig. 3.2 is given in Fig. 3.3. 
A careful examination of all 
the factors involved concluded 
that the measurement errors 
of thin film gauges and 
coaxial thermocouples are 
currently of the order of 200k 
for short duration facilities 
(Simenoides58) which agrees 
with the value given by 
Den man eta 162 for 
measurements performed in a 
gun tunnel. In the case of the 
surface thermocouples used 
in the HSST the temperature 
can only be recorded to 
±1 ac, causing an error in heat 
15 
10 
5 
Fig. 3.3 Heat transfer measured with a thin film 
thermocouple in the HSST 
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transfer of approximately 10% and a noise to signal ratio of the final heat transfer 
history of 30%. These values could be improved substantially by using a higher 
quality thermocouple amplifier and an overall uncertainty of less than 50/0 in mean 
heat transfer in the HSST could be achieved. 
All of the techniques described can only measure the surface heat transfer at one 
location. If more detailed flowfield information is required a large number of 
sensors need to be placed on the model. In most cases this is limited due to 
constraints on space. The heat flux measurement of an individual gauge will be 
an average over its surface area. This can lead to erroneous results in regions 
of very localised peaks or valleys of heat transfer. If variations of heat transfer 
exist in a presumably two-dimensional flowfield, such as the variations observed 
in transitional flows or due to leading edge disturbances, the placement of the 
sensor will be crucial to the measurement. The conclusions drawn from such a 
result can be misleading. 
It is therefore highly desirable to have access to a heat transfer measurement 
technique that can provide data over the whole model surface while still being 
easy to apply to allow the testing of a large number of configurations. Even if the 
accuracy of such a technique was reduced compared to traditional methods, the 
results can give information on the flow structure and where to place more 
reliable, and more expensive, gauges. 
One technique capable of measuring heat transfer over the whole surface of a 
model is infrared thermography. The surface radiation of a model is recorded by 
a camera sensitive to infrared radiation and then converted into a temperature 
using a pre-determined calibration curve. This technique has been used 
successfully in supersonic flows by a variety of researchers such as 
Carlomagn063, Westb'l4 and Boerrigter65• Unfortunately it requires expensive 
equipment and wind tunnel windows transparent to infrared radiation. All authors 
also report problems with the spatial resolution of this method. This prohibits its 
use for the present work. 
For this reason it was decided to use liquid crystals to perform the desired heat 
transfer measurements. 
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3.2 Liquid Crystal Thermography 
Liquid ~rystals are available as a surface coating that selectively reflects light 
depending on the surface temperature and shear stress. If the underlying material 
absorbs light (black surface), this selective reflection will be visible as a colour 
change for different shear stresses and temperatures. The types of liquid crystals 
possessing these qualities are referred to as thermochromic liquid crystals. The 
temperature range and bandwidth of liquid crystals can be controlled by mixing 
several types of ingredients. Possible bandwidths range from fractions of a 
degree C to about 40°C, useful ranges are from -30°C up to 115°C. 
If such a material is encapsulated in binder material the colour response due to 
shear stress can be suppressed and only the dependency on the temperature 
remains. The encapsulation also serves to hold the liquid crystal capsules 
together and allows the use as a surface coating with a solid appearance. It is 
this colour change of encapsulated thermochromic liquid crystals that can be 
used to measure the surface temperature of wind tunnel models and therefore 
determine the heat transfer. 
3.2.1 Overview 
The first use of liquid crystals in aerodynamic testing was reported in 1968 by 
Klein66• Encapsulated liquid crystals are now widely used in aerodynamic 
applications for surface flow visualisation and heat transfer measurements. An 
overview is given in Hallcrest67• 
Currently there are two major techniques for obtaining quantitative information 
from a liquid crystal response. The key difficulty is to convert the liquid crystal 
information which is available as an image into an estimate of the surface 
temperature. 
The first approach that is used by a number of researchers68 is to use a liquid 
crystal mixture with a very narrow bandwidth, say half a degree C. A similar 
technique is to use a wide band liquid crystal mixture and only observe one 
particular colour transition69 • As the surface temperatures experienced during 
a typical experiment vary over a much larger range, only a very small portion of 
the surface will actually display a colour, or the particular colour transition. The 
appearance will most likely be that of a narrow 'strip' of liquid crystal response 
that 'moves' along the surface during the course of an experiment. An image 
processing routine can then be used to pick out the maximum intenSity of this 
'strip' which gives the locations on the model surface which are at the 
temperature of the liquid crystal response. The bandwidth of the liquid crystal 
mixture will determine the accuracy of the temperature detection, although 
measures can be introduced to improve on this if necessary. By recording a large 
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number of frames during the course of a run it is possible to follow the 
'mov~m.ent'. o! the liq~id crystal response over the whole surface. After the tracing 
of thiS line It IS possible to know the time during the run at which almost every 
point on the surface reached the liquid crystal response temperature. Applying 
certain assumptions to the heat transfer history this information is sufficient to 
obtain the heat transfer for the whole surface. The advantage of this technique 
is that it requires only relatively simple image processing to detect the liquid 
crystal response and colour recording equipment is not needed. If necessary, the 
information can be obtained manually by investigating all available images, for 
example on a videotape. The line of liquid crystal response at each moment in 
time (or frame on the video-recording) is equivalent to a contour of heat transfer. 
A disadvantage of this technique is that a large number of frames need to be 
analysed to give a high resolution result. In short duration facilities the maximum 
frame rate of the camera may put a limit to this number. If the image quality is 
poor it may not be possible always to detect the liquid crystal response 
everywhere, thus leading to incomplete data. 
An alternative technique is to use a wideband liquid crystal. If the bandwidth is 
large enough to span all temperatures experienced on the model surface, then 
the different colours displayed will correspond to different heat transfer rates. A 
single frame contains heat transfer information over a large part of the model 
surface. If several frames are available for analysis the accuracy can be 
significantly improved as multiple measurements are obtained for each surface 
location. By comparing the colour response with a pre-determined liquid crystal 
calibration, the surface temperatures can be determined. An obvious 
improvement of such a technique is to use an automatic process to perform this 
comparison as the human eye is subjective. One such option is to view the liquid 
crystal response through a number of bandpath filters that allow only one 
wavelength of light to pass. This has been successfully applied by Akino et 
a170,71 for steady state heat transfer measurements. In the limited time available 
in short duration facilities however, it is impossible to scan the same image with 
a large number of filters. It is therefore necessary to develop a numerical 
algorithm to distinguish between the different colours displayed by the surface 
coating. Such an approach has been taken by several researchers (Refs.72, 
73, 74) for low speed flows and convection problems. In all these cases a 
calibration experiment has been performed before the actual measurement to 
determine the colour temperature relation of the liquid crystals. The setup was 
than kept the same as far as possible and a flow was applied. This procedure is 
virtually impossible in an hypersonic wind-tunnel as severe restrictions exist on 
the access to the working section. In most cases camera and lighting conditions 
have to be changed between different experiments. Camci et al72 also remarked 
on the reduced sensitivity of liquid crystals in the blue region resulting in a 
reduction of accuracy. 
For these reasons the narrow bandwidth technique is more widely used in high 
speed wind tunnel applications. The advances suggested here aim to overcome 
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some of the problems and develop a suitable technique for use in a wide variety 
of short duration wind tunnels. The first problem to be addressed is the automatic 
detection of colour, to allow a digital determination of surface temperatures. Then 
the application of wide band liquid crystal thermography to both experimental 
facilities will be discussed. 
3.3.2 Automatic Colour Detection 
The reflected colour of a liquid crystal coating is dependent on its temperature. 
It is this effect that can be used to measure temperatures with a liquid crystal 
coating. Unfortunately this is not the only influence on the colour reflected by the 
liquid crystal coating. Before describing the colour detection technique, these 
influences are discussed in more detail. 
The first factor to be considered is the wavelength spectrum of the light source 
used for illumination. As the colour displayed by the liquid crystal is produced by 
selectively reflecting a particular wavelength, its intensity will depend on the 
intensity of the same wavelength in the oncoming spectrum. In the extreme case 
of a single wavelength lightsource a colour can only be displayed if the reflected 
wavelength matches the lightsource, hence only one colour will be visible in a 
very narrow band of temperatures. This effect can be used to reduce the colour 
bandwidth of a narrow bandwidth liquid crystal. For a wide band mixture it is 
therefore desirable to use a lightsource of a uniform spectrum containing all 
visible wavelengths. This may not always be possible and care has to be taken 
to use the same illumination when comparing the liquid crystal response between 
a calibration experiment and the actual measurement. 
A further influence on the detected colour is the inclination of the surface towards 
the observer. If this angle gets very large the observed colour can be very 
different for the same liquid crystal temperature. The effect is particularly large 
for so called neat or pure liquid crystal coatings, where colours can vary 
considerably for only small changes in viewing angle. This is due to the fact that 
in such a case most of the liquid crystal molecules are aligned perpendicular to 
the surface. Encapsulated liquid crystals however contain liquid crystals packed 
into small spheres surrounded by binder material. Therefore the angles that the 
encapsulated liquid crystals make with the surface are randomly distributed. The 
colour seen from an observer is therefore a mixture of wavelengths for all these 
different viewing angles. This results in a much reduced sensitivity of the 
observed colour from the viewing angle. Current research suggests that up to 20° 
deviation from the normal is acceptable. 
The next important factor is the angle of illumination towards the liquid crystal 
coating. When observing a surface from the same position a considerable 
difference in colour can be noticed if the position of the illumination source is 
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varied. This is another important factor when comparing calibration and 
experiment. 
Finally the influence of the recording equipment needs to be mentioned. In most 
cases a video camera will be used to record the liquid crystal response during an 
experiment. The colour of the images stored on the videotape will depend on the 
camera that has been used and the adjustment of it. Most modern video cameras 
perform a white balance to modify their sensitivity to give a suitable colour range 
for the illumination. If the same colour is recorded with the same illumination, but 
different settings of white balance, the resulting recording will be different. 
To reduce the importance of these factors, a colour-temperature calibration of the 
liquid crystal mixture has to be performed under exactly the same conditions as 
the experiment. Calibrations supplied by the manufacturer may not be sufficient 
to achieve measurements of suitable accuracy. 
Wind tunnel models to be used for a liquid crystal experiment have to be 
manufactured out of a black material or covered with a layer of black paint. A 
paint layer will introduce uncertainties due to its thickness and thermal properties. 
For this reason all models used have been manufactured out of a black, easily 
machinable, plastic material with low thermal conductivity (ERT AL YTE). 
The first problem to be addressed is the quantification of colour. In broadcasting 
technology, the colour of an image is usually understood as the relation between 
the intensities in the three primary colours, red, green and blue. Most modern 
image digitisers follow this pattern by quantifying each colour as three 8 bit 
numbers corresponding to these primary colours. Therefore the colour information 
available will be coded as the image intensities in those three bands (RGB). The 
liquid crystal response, recorded at one particular temperature will be given as 
the relative intensities in red, green and blue. To compare these with the 
temperature they need to be reduced to a single value. It was found that a useful 
quantity for such a comparison is the hue as defined in the standard HLS colour 
system. An investigation by Camci et al72 found that the hue value calculated for 
one colour remains constant for large changes in image intensity or illumination. 
In order to investigate the suitability of colour detection to evaluate the 
temperature of a liquid crystal coating a wind tunnel model has been fitted with 
a thermocouple and a layer of liqu id crystals has been applied. The change in 
surface temperature was measured and the corresponding colour change in the 
vicinity of the thermocouple has been recorded with a standard CCO video 
camera (Panasonic NV-S7B). Several frames of the video recording have then 
been digitised with a standard framegrabber card with 8 bit resolution in e~ch 
colour. The RGB values recorded in the near vicinity of the thermocouple location 
are shown in Fig. 3.4 as a function of the thermocouple temperature. The values 
obtained at each temperature have been averaged over a sample area of 8 by 
10 pixels, equivalent to an area on the model of 4 by 5 mm. The liquid crystals 
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used here are of the type 
Licritherm TCS 811, 
manufactured by Merck-BDH. 
The colour range starts at 
27.6°C and ends at 41.5°C. It 
can be seen that the liquid 
crystal response starts in the 
red colourband for low 
temperatures and ends in the 
blue region for high 
temperatures. In this particular 
example the maximum 
temperature was still below 
the end of the liquid crystal 
range, therefore the colour at 
the highest temperature is still 
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Fig. 3.4 Average response of a liquid crystal coating as a 
function of temperature in the RGB system. 
in a blue-green region. If the temperature reached a higher level, the green 
response would reduce and only a blue intensity would remain. Outside the liquid 
crystal bandwidth the intensities are not zero. This is due to light being reflected 
from the model surface and noise caused by the recording equipment. In a real 
experiment a black model surface will never appear to be completely black. The 
illumination will cause reflections and the model surface may have deficiencies 
that are the source of additional reflections. The actual colour response due to 
the liquid crystals will also be subject to a scaling depending on the intensity of 
the illumination. 
To reduce the impact of these problems an image of the model surface is 
recorded before the surface reached the liquid crystal response temperature. In 
a wind tunnel this can easily be achieved by recording an image with the flow off. 
This image can now be digitally subtracted from every frame recorded during the 
run. This helps to normalise 
the response, atthough the 
noise on each colour band is 
obviously increased. A further 
advantage is that areas that 
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cases such as a reflection on ~ ~ the su rface, will be removed. ~ 40 
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determ ined at the thermo-
couple location are given in 
Fig. 3.S. It can be seen that 
the intensities are lower and 
the maxima are similar for the 
three colours. Now it is 
possible to ignore all 
Fig. 3.5 Response of a liquid crystal coating in the RGB 
system after differencing with the flow-off image. 
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intensities below a certain threshold, thus leaving only the real liquid crystal 
response. A useful threshold level in this example would be around an intensity 
of 15. Using this technique obviously changes the apparent response of a liquid 
crystal mixture but the influence of illumination and background material are 
greatly reduced. With digital image processing each pixel of the image is now 
treated as described, first subtracting the RGB levels of the flow-off image and 
then thresholding the intensities, before calculating a hue value. The formula 
used to obtain the intensity I and the hue H are, as given in Ref. 73: 
I=R+G+B 
3 
9O-arctanf~) + 0 for G> B 
H =--,-/S 180 for G<B 
where: 
360 
F = _2R_-_G_-_B 
G-B 
(3.4) 
The easiest way to perform this calculation is to use a standard RGB to HSI 
(Hue, Saturation, Intensity) transformation available with most image processing 
software. The thresholding can be performed after this transformation using the 
computed values for intensity. The hue values that have been achieved in the 
vicinity of the thermocouple in the example are also shown in Fig. 3.5. It can be 
seen that the hue value determined this way appears to be a good measure of 
colour to be used for a calibration. 
Fig. 3.6 shows a cylinder-flare model in the HSST working section covered with 
liquid crystals. The first picture shows a flow-off image, the second gives the 
liquid crystal response during the run and at the bottom the result of the 
differencing and thresholding can be seen. The resulting colour values have been 
multiplied by a constant as the resulting picture would otherwise be too dark. It 
can be seen that all parts of the image that do not display a liquid crystal 
response have been removed successfully. This includes the white paint 
markings and the reflections caused by the thermocouples. The colour response 
throughout the cylinder is relatively uniform, even on the sides where the 
illumination was much poorer. It is also interesting to note that there is very little 
colour change in a spanwise direction even though the viewing angles are well 
in excess of 20°. 
The video signal supplied to the framegrabber is in S-VHS format and has a 
resolution of 400 lines. The resolution of the framegrabber is 766x574 pixels. 
After differencing two images, the noise has obviously increased. As the 
resolution of the digitised image is above the resolution of the original image, a 
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Fig. 3.6 Image of a cylindrical wind tunnel model (from top to bottom): 
a) Flow off 
b) Uquid crystal response during run 
c) Colour image after differencing b)-a) and thresholding . 
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certain amount of filtering can be performed without loss of information. A very 
efficient image processing routine for these purposes is a median filter. In this 
case a the filtered pixel value is determined as the median value of all pixels 
within a 3x3 area around this pixel location. This process is applied to all pixels 
in the image. The advantage of this technique over standard smoothing is that 
the new pixel value will always be a value actually encountered somewhere within 
the 3x3 mask area and not a value that has been determined arithmetically. This 
routine is particularly efficient in removing salt and pepper type noise.The process 
is repeated in each of the three colour bands. 
Once the filtered and differenced RGB values are computed, the image is 
converted into the HSI space using a standard image processing routine. The 
resulting hue values are then masked using the intensities obtained from the 
conversion. Now the hue values have to be matched to temperatures. 
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3.3.3 Colour Temperature Calibration 
Due to the factors influencing the colour observed from a liquid crystal coating, 
a comparison of the colour recorded during a wind tunnel experiment with the 
colour-temperature relation measured in a calibration experiment is not 
straightforward. In successful attempts so far researchers made great efforts to 
ensure that all the factors influencing the observed colour were kept the same. 
In most of these cases the actual wind tunnel was a rather simple, purpose built 
facility (Refs.72, 74) or a blower providing the airflow over a flat plate covered 
with liquid crystals (Ref.73). The calibration curves published were obtained by 
heating a large plate to a uniform temperature, measured with several 
thermocouples embedded in the plate, and calculating the average hue value for 
the whole surface. 
The typical setup in a hypersonic facility is very different from such an 
experiment. The models used are small and often axisymmetric, causing 
additional problems due to reflections and uneven illumination. Frequently the 
angle of the model to the observer is changed to investigate angle of attack 
effects. The model often has to be observed through a small window, which also 
serves to allow the illumination of the model. The camera and lighting conditions 
are always a compromise dependant on the actual model used and its position. 
It was felt that it is impossible to ensure comparable situations of lighting and 
camera position if the calibration experiment was to be performed outside the 
tunnel. Furthermore, the model geometry will determine the lighting and viewing 
positions and it does not seem valid to compare one calibration with the colour 
response on several very differently shaped models. 
The approach taken here is therefore fundamentally different from previous work. 
It was decided to investigate the possibility of calibrating the liquid crystal colour 
response against the surface temperature by using a real wind tunnel model 
mounted inside the working section. This requires some alternative means of 
determining the surface temperature. In the HSST this can easily be achieved by 
using surface mounted thermocouples. To take this strategy even further, 
calibration and experiment were performed simultaneously. The colour change 
and surface temperature of a model were recorded during a wind tunnel 
experiment and the calibration and analysis performed afterwards. The major 
advantage of this approach is that it totally removes any difference between 
calibration and actual measurement. A disadvantage of this procedure is the 
introduction of a number of new problems that need to be addressed. 
The obvious first problem is the number and location of the thermocouples to be 
used for the calibration. An ideal calibration would incorporate a large surface 
area at constant temperature. The hue value computed from the camera 
recording can then be averaged over this area to minimise all influences of 
camera noise or other errors. On a wind tunnel model the surface temperature 
is obviously not constant. The area used to sample the surface colour must be 
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directly surrounding the thermocouple while being small enough to assume 
constant temperature. The colour directly on the thermocouple can not be 
determined as the metal of the thermocouple will reflect light. The area used in 
the experiments was finally set to a small patch of 8x10 pixels. Depending on the 
camera location this was equivalent to an area of about 2x3 mm. The area 
included part of the actual thermocouple. After differencing the image from the 
flow-off image the reflections from the thermocouple were usually removed, 
leaving dark spots on the image. If calibrations from several thermocouples are 
to be compared, they should all be in areas of similar viewing angle, together with 
the main area of interest. On axisymmetric models, measurements can be 
concentrated on a narrow streamwise strip where the model surface is facing the 
observer. 
The quality of a calibration obtained during a wind tunnel run is reduced from that 
in an ideal experiment. As the area sampled for colour is very small, camera 
noise is a more significant factor. The next difficulty is that the actual temperature 
is now determined with only one thermocouple. With a proper calibration 
experiment, the surface temperature can be measured with several sensors and 
an average value will be obtained. This is not possible here. An improvement of 
the calibration can be made by using more thermocouples distributed over the 
surface. Nevertheless each of these sensors will be at a different temperature 
and colour. Areas of large temperature gradient have to be avoided as readings 
can be erroneous due to conduction in the thermocouple and colour changes in 
the sampling area around it. 
The number of thermocouples and their location has to be chosen carefully to 
ensure readings of colour and temperature throughout the whole range of the 
liquid crystals. In the HSST this was usually not a great problem as the running 
time is sufficiently large to achieve surface temperatures above the range of the 
liquid crystals in most cases. 
After a wind tunnel experiment a large number of frames can be digitised from 
the video recording. For each of these frames the colour values in the patches 
around the thermocouple can be sampled and compared with the equivalent 
temperature measurements. The more thermocouples used and number of 
frames digitised, the larger the number of points on the calibration curve will be. 
An example of the calibration curve obtained in such an experiment, using three 
thermocouples and 50 frames is given in Fig. 3.7. As described above, all 
responses with insufficient intensity have been removed by thresholding. If the 
sampling area around a thermocouple contained only few pixels with a colour 
response, then the colour determined in this case was disregarded .. The ?utoff 
point was usually selected to be around 20% of the total n~mb~r of pixels I~ the 
sampling area. It can be seen that the points form a calibration curve With a 
scatter of about +0.250 for the lower temperatures and up to +1 0 at the high end. 
Within this scatter a calibration curve is obtained by curve-fitting a fifth order 
62 
40 
35 
25 
++ 
HUE 
+ + MEASUREMENT 
CALIBRATION CURVE 
Fig. 3.7 Calibration curve obtained on a cylinder-flare model in the HSST using three thermocouples 
and 50 frames from the video recording 
polynomial through the data points. 
It is to be expected that a calibration performed in the described fashion exhibits 
a larger amount of scatter than an ideal calibration experiment. Nevertheless the 
result is encouraging and it is believed that the calibration obtained in this way 
is more accurate as it removes all uncertainties of comparing the colour response 
of different experiments. In the course of this thesis a shift of calibration curves 
was noticed for the same liquid crystal mixture between different experiments. 
This was probably due to changes in lighting, camera position and camera setup 
(white balance), even though attempts were made to preserve similar conditions 
in a" cases. 
A further advantage of this approach is the ease of undertaking an experiment. 
If for example a new wind tunnel is to be used or the liquid crystal mixture is 
changed, no significant changes in the procedure are necessary. If the liquid 
crystal mixture is to be changed only a re-spraying of the model is necessary. 
The image processing algorithm developed for this measurement technique is a 
combination of the steps necessary for calibration and analysis of the results. It 
will perform equally well for different liquid crystal coatings or wind tunnels. 
In the case of the gun tunnel the technique has to be adjusted to the short 
running times. Surface thermocouples can no longer be used to record the 
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surface temperatures as their response 
time is insufficient. The temperatures 
required for a calibration have to be 
measured with platinum thin film gauges. 
The largest difference, however, is the 
fact that the colour displayed by the 
liquid crystals is severely affected due to 
the high heat transfer rates and short 
running times. As a result it was not 
possible to use a sim ilar approach to the 
HSST, a calibration curve has to be 
determined before a gun-tunnel 
experiment. The procedure has been 
discussed in Ref. 75, the main findings 
shall be repeated here. 
Encapsulated liquid crystals and the 
binder material are thermally insulating 
materials. In the short timescale of an 
experiment in the gun tunnel, the 
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Fig. 3.8 Composition of materials used for the 
simulation of temperature distribution 
in a gun-tunnel model 
temperature distribution inside the coating needs to be investigated. For these 
purposes a simple one-dimensional finite difference computer program has been 
used to calculate the temperature behaviour inside a layered material subject to 
a surface heat transfer. The material has been modelled as shown in Fig. 3.S. 
The liquid crystal coating thickness of 10Jlm is the minimum thickness that can 
currently be achieved with encapsulated liquid crystals as the size of a capsule 
is of this order. If a constant heat transfer onto the surface is assumed then the 
temperature distribution inside the liquid crystal coating and the underlying model 
material can be computed, depending on the time from the onset of heat transfer. 
The thermal properties of the liquid crystal surface coating have been assumed 
to be homogenous. 
The temperatures at the surface and the interface between liquid crystals and 
model material in such a case are shown in Fig. 3.9. The material properties 
have been set to simulate a liquid crystal coating on a plastic model, the surface 
heat transfer is 100kW/m2 , a typical value for the gun tunnel. It can be seen that 
the surface temperature increases very quickly, whereas the temperature at the 
interface between the model material and the liquid crystal coating is lagging 
behind considerably. After about 2ms the temperature distribution between the 
surface and the interface is approximately linear. The temperature difference 
within the liquid crystal coating will now stay approximately constant. From this 
point on, all the temperatures inside the coating will rise by the same amount, 
preserving this linear variation. This effect is also illustrated by Fig. 3.10 showing 
the surface and interface temperatures for three different levels of heat transfer. 
As the running time is very short (25ms) the average rise in temperatur~s within 
the liquid crystal coating is of the same order as the temperature difference 
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within. If the running time was 
very much longer, the 
temperatures achieved inside 
the coating would reach 
values large enough to 
neglect the variation inside by 
comparison. 
The temperature variation is 
roughly proportional to the 
~ 
:J 
e 
CD 
a. 
15 
E 5 f!!. 
t = 10 ms 
I 
I 
I INTERFACE BElWEEN 
: LIQUID CRYSTAL. AND 
I MODEL MATERIAL 
heat transfer onto the surface. 
It is this temperature 
difference that is causing 
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most of the difficulties Fig. 3.9 
associated with liquid crystal 
experiments in hypersonic 
gun tunnels. The colour 
Distance from Surface !}un] 
Temperatures computed inside a liquid 
crystal surface coating of 1 0J.1111 thickness 
subject to a heat transfer of 1 OkW 1m2 on a 
plastic model 
displayed by a surface coating under these conditions will be the sum of all 
different colours corresponding to the different temperatures encountered within. 
This explains why it is nearly impossible to use a narrow bandwidth liquid crystal 
mixture under these 
25 
20 
conditions. If, for example, the 
bandwidth is chosen to be 
one degree, less than 20% of 
the su rface coating will 
actually lie in this region and 
display a colour. The situation E 15 
will be worse for areas of ~ 
higher heat transfer where 10 
5 
this effect is even more 
severe. If on the other hand 
the bandwidth of the mixture 
is increased to give a better 
response, it will be impossible 
to distinguish between regions Fig. 3.10 
of lower heat transfer as a 
wide range of values of q will 
display a colour. 
5 
Surface 
Interface 
10 15 20 25 
TIme [ms] 
Surface and interface temperatures at 
10J.UTI liquid crystal coating on plastic for 
three heat transfer levels, typical of the gun 
tunnel 
If a large bandwidth liquid crystal is used, the non-linearity of the liquid crystal 
response will cause some problems. In al\ cases more than one colour will be 
displayed by the crystals at each point. As most mixtures currently available have 
a much larger blue region compared to the other colours, results will be 
dominated by blue. Nevertheless using image processing it is still possible to 
distinguish between different colours. In order to determine the type of liquid 
crystal to be used in the gun tunnel the temperatures have been computed for 
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three heat transfer levels 
covering a typical 
measurement range. The 
temperatures determining the 
liquid crystal response are the 
surface and interface 
temperature, the result is 
given in Fig. 3.10. This 
highlights a further difficulty 
when using narrow bandwidth 
liquid crystals. In order to be 
able to measure the lowest 
heating rate, the liquid 
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crystals have to respond at Fig. 3.11 Surface and interface temperatures on a 
liquid crystal surface coating 25ms after the 
flow start about 3°C above ambient. This will put the response in 
areas of high heating into the 
first millisecond of the experiment, with very little opportunity to distinguish 
between different levels of heating. The frame rate of the recording equipment 
has to be fast enough to obtain sufficient images at this time. The equipment 
used here has a maximum frame rate of 400 fls, this is not fast enough to 
capture any events in the first 2ms. For these reasons only wide-band liquid 
crystals have been used in the gun tunnel. The variations of temperature within 
the surface coating have to be taken into account when comparing the colours 
with a calibration. For this purpose the interface and surface temperatures of the 
liquid crystal coating 25ms after the onset of heat transfer are given in Fig. 3.11. 
With the assumption of constant heat transfer during the run, this graph gives the 
temperatures within the liquid crystal layer for a given heat transfer. 
The colour displayed will be a mixture of the colours for all temperatures within 
this layer. This mixing process can be approximated by calculating the average 
hue value for the different temperatures within the layer if a static hue-
temperature calibration such as given in Fig. 3.7 is known. This will result in a 
final calibration curve giving the average hue value through the liquid crystal 
coating as a function of surface heat transfer. An example is shown in Fig. 3.12. 
Due to the non-linear hue-temperature dependence it is not correct to use the 
mean temperature inside the coating to determine the displayed colour. It is also 
wrong to expect any of the colours as obtained in static calibrations where the 
temperature throughout the liquid crystal layer is uniform. 
Also shown in Fig. 3.12 is the relative intensity of the liquid crystal response. For 
a certain range of heat transfer values only part of the liquid crystal layer will lie 
in the colour band of the liquid crystals, hence the intensity of the displayed 
colour is reduced. In the example shown here, the colour begins to fade at a heat 
transfer of 82 kW/m2 and above 110 kW/m2 no further colour is visible. The lower 
values of hue, equivalent to red and yellow colours all lie in areas of reduced 
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response as the lowest parts 
of the coating are still too cold 
to display any colour. This 
explains the reduced 
intensities of red and yellow 
colours observed in gun-
tunnel experiments. If a 
relative intensity of, say 500/0, 
was necessary to give a 
colour response sufficient for 
the recording equipment, then 
the surface coating shown 
here will reflect colours in a 
range from 30 to 92 kW/m2 
with hue values ranging from 
70 to 240. 
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Average hue value and relative intensity of 
liquid crystal response displayed by a 10,.un 
liquid crystal coating on plastic, depending 
on the surface heat transfer. 
The hue value of a recorded response in the gun tunnel has to be correlated to 
a calibration curve such as shown Fig. 3.12 to obtain the surface heat transfer. 
This curve will depend on a static liquid crystal calibration (giving the hue-
temperature dependence), the thermal coefficients of the liquid crystals and the 
model material, the thickness of the coating and the time since the onset of heat 
transfer (running time) as well as the ambient temperature at the time of the run. 
The accuracy of the method can be increased if more than one frame of the run 
is used, but as the time will be different a new calibration curve needs to be 
used. It also needs pointing out that the quality of the calibration curve depends 
on the accuracy of the heat conduction program and the degree of validity of the 
constant heat transfer assumption. Modified heat transfer assumptions however 
can be incorporated into the computer program. 
A simpler alternative to this procedure was reported by Smith and Baxter76 who 
compared the colour response on a wind tunnel model with the response on a 
flat plate where the expected heat transfer values can be calculated using a 
theoretical solution. This increases the experimental error as the colour response 
needs to be analysed twice and the flow over the flat plate is subject to 
uncertainties on operating conditions and flow quality. 
For facilities with a sufficiently long running time to allow neglect of the 
temperature variation within the liquid crystal layer, the hue-temperature 
calibration can be used to determine the surface temperature distribution for any 
recorded liquid crystal colour response. In these facilities the assumption of a 
step change in heat transfer is usually less well justified and a different way to 
obtain the surface heat transfer should be used. 
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3.3.4 Determination of Surface Heat Transfer 
The experiments performed in the HSST have the distinct advantage over the 
gun tunnel in that the surface temperatures are measured at one or more 
locations with a surface thermocouple. This allows the computation of the surface 
heat transfer history at these locations. A further advantage is that a large 
number of f~ames a~e. availa~le for the analysis. This further spreads the range 
of the technique as It IS possible to measure very high heat transfer rates early 
in the run, when all other areas do not yet display a colour, and very low heat 
transfer at the end of the run when the 'hot' areas are already beyond the range 
of the crystals. The algorithm developed for this purpose normally uses 50 frames 
of the recording of an experiment, avoiding images obtained during the start-up 
time of the tunnel (0.7s). As the calibration curve is also obtained during the 
same experiment, both tasks will actually be performed by the same image 
processing program, hence making the use of this technique very straightforward. 
In order to explain the key processes involved it will be assumed at this point, 
that the calibration curve, such as given in Fig. 3.7, has already been obtained. 
For each of the 50 frames the surface temperatures can therefore be determined 
wherever sufficient colour response is detected. Naturally this is only possible in 
regions with surface temperatures within the liquid crystal range and not all 
surface temperatures on the model can be determined in a single frame. In a 
typical experiment the complete surface will have given a colour response at one 
point or another during the run and more than 20 temperature measurements can 
usually be obtained for each point on the surface. 
What is now needed is a relationship to determine heat transfer; the given 
quantities are time since the flow start-up and surface temperature. The most 
commonly used relationship is the analytic solution for a semi-infinite material 
under a constant heat transfer. In the case of the experiments described here it 
is not necessary to make the simplification of constant q. The surface heat 
transfer will vary during the running time due to the tunnel startup, the variations 
in total temperature, as discussed in the Chapter 2, and the change in local 
surface temperature. It has been found that the error of a constant heat transfer 
assumption is of the order of 10% in the HSST (Ref.77). This is mainly due to 
the lower heat transfer during start-up of the flow. This could be reduced by 
injecting the model into an already established flowfield, but this requires the 
design of a suitable mechanism and was not an option for this study. 
The only assumption used here is a similarity in the time distribution ?f the local 
heat transfer between all points on the model surface. The sol~t.lo~ !or the 
dependence of surface temperature rise and heat transfer for a semi-infinite slab 
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is given in Schultz and Jones (Ref.56) as: 
Tit) = 1 q(-r) d'C it. fIT. V pck 0 vt--r (3.5) 
If the variation of q with time is similar on all points of the surface then the heat 
transfer at every location can be expressed as : ' 
(3.6) 
where qo is the heat transfer at an arbitrary point on the surface for example at 
a thermocouple location. From (3.5) and (3.6) it follows that: ' 
Ts(x,y,t) = factor(x,y) x 1 r t qo( 'C) d'C 
(; vpck)o vt-'C (3.7) 
Tix,y,t) = factor x Tit) 
If the heat transfer and surface temperature rise at are known at one location on 
the model at a given time, then the heat transfer everywhere else on the model 
follows as: 
"( ) T,(x,y,t) . ( ) q x,y,t = xqo t 
To(t) 
(3.8) 
Hence the local value of q is proportional to the local increase in temperature 
since the flow-start and this proportionality is the same for the whole model at a 
given time. To obtain this proportionality the measured heat transfer values from 
the thermocouples can be compared to their temperature rise. If more than one 
thermocouple is used the average proportionality value is computed to improve 
the accuracy. Thus q can be calculated for every pixel of the digitised frame if a 
measurement of wall temperature is available. After performing this for each of 
the 50 frames the average value of q can be computed at each pixel location. 
Points on the surface that have never given sufficient liquid crystal response to 
determine a heat transfer are assigned the value o. 
One difficulty in the application of this technique is the fact that the heat transfer 
value obtained with the thermocouples is extremely noisy. Fig. 3.13 shows data 
obtained from a thermocouple and Fig. 3.14 gives the heat transfer obtained by 
integrating these results. If the proportionality factor was determined from these 
values a large error would be introduced into the liquid crystal measurements. For 
this reason a 5th order least squares polynomial has been fitted to the measured 
temperature rise after the flow start. The result of this curve fitting is given as a 
solid line in Fig. 3.13. The sudden increase in temperature due to the flow 
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shutdown has been removed 
from the data. It can be seen 
that the curve-fit matches the 
temperature rise very closely 
without any of the noise of the 
original data. The analytical 
curve can now be integrated 
much faster and the resulting 
heat transfer curve is given in 
Fig. 3.14. In all cases the 
agreement of the data 
obtained from the curve-fit 
with the heat transfer obtained 
from integrating the actual 
measurements has been very 
good. Obviously it is 
impossible to measure any 
rapid changes in heat transfer 
as this process is similar to 
wide-band filtering. Th is is not 
a problem here as the liquid 
crystal readings will be taken 
after the start-up of the tunnel 
during the steady flow period. 
The justification for this 
approach is in the reduction of 
computing time for the 
analysis of liquid crystal 
response and the good 
agreement of the fitted heat 
transfer with the actual 
measurement in the period of 
interest. 
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In all cases the heat transfer values measured with the thermocouples have also 
been integrated using the traditional technique. The results are then available to 
allow a comparison with the results obtained from the liquid crystal technique. 
A further difficulty was presented by the fact that the models used in the 
experiments were connected to the centrebody of the wind-tunnel. During the 
course of a typical day of experimental work it was noticed that the centrebody 
started to warm up significantly due to conduction and radiation from the nozzle. 
This caused the model to be at a non-uniform temperature at the beginning of an 
experiment. To determine the surface temperature rise Ts at every point on the 
model the initial temperature needs to be determined. This has been achieved 
by using the measurements from the thermocouples and interpolating between 
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Fig. 3.15 Heat transfer on a cylinder-15°flare model in the HSST 
these values. This will obviously introduce an error into the determination of heat 
transfer from the liquid crystal response, this error increasing with the degree of 
non-uniformity of the model temperature before the experiment. The magnitude 
of this error will be discussed in sub-section 3.3.5. 
An example of a final result is shown in Fig. 3.15. It gives the surface heat 
transfer determined on a cylinder-flare model, emphasising the superior spatial 
resolution of liquid crystal measurements. It can be seen that results for the 
surface heat transfer have been obtained for almost all locations visible to the 
camera, the y=O axis corresponds to the lower edge of the cylinder. The values 
obtained on the cylinder show very little variation in a spanwise direction. Hence 
it was possible to take sensible measurements for surface inclinations of up to 
70° towards the observer. This is very encouraging for future work on more 
complex model geometries. It can also be seen that the lighting problems usually 
associated with axisymmetric models have not caused any difficulties for the 
application of liquid crystal thermography. In order to compare the liquid crystal 
measurements with the thermocouple results, a slice of approximately 10 mm 
width has been taken along a streamwise direction from the centre of Fig. 3.15. 
The average values in this slice are compared with the thermocouple readings 
in Fig. 3.16. It can be seen that the agreement is very good. 
All liquid crystal experiments require some type of illumination. In some cases th is 
can be the source of additional surface heat transfer onto the model surface due 
to infrared radiation. The effect of this additional heat transfer has been measured 
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Comparison of heat transfer values on a cylinder and 15° flare obtained with 
liquid crystal thermography and surface thermocouples. 
with the surface thermocouples (flow-off) and is subtracted routinely from the 
liquid crystal and thermocouple measurements. In most cases, this correction was 
of the order of less than 5% of the aerodynam ic heating. Quantitative values are 
only compared at locations where the cylinder is facing the observer, so the 
heating caused by the illumination has been assumed as constant in this area. 
It is possible to use the flow-off image to determine the relative intensity of the 
illumination and scale the correction accordingly, this has not been done in the 
cu rrent work. 
The final heat transfer distribution is still subject to some variations. It has been 
found in the wind tunnel calibration that the total temperature is not constant 
during the run. Obviously the wall temperatures on the model surface are also 
changing with time. Due to the nature of the liquid crystal technique regions with 
high levels of heat transfer will respond early in the run, hence the measured 
values will be obtained at this time. Areas of low heat transfer, however, are 
measured fairly late in the run. The wall temperatures in both cases are similar 
as they lie in the regions of liquid crystal response, but the total temperatures do 
vary as described in the tunnel calibration. This variation can also be taken into 
account if the total temperature is monitored simultaneously. As for each 
measurement the wall temperature has been determined to obtain q this can be 
used in conjunction with the total temperature to compute a heat transfer 
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coefficient. One possibility is to use the Stanton number which is defined as (f 
Ref. 56): rom 
. 
St = q 
PeueCp(Taw -T J 
where Taw is the adiabatic wall temperature. This requires knowledge of the 
recovery factor everywhere on the model surface. In the turbulent boundary layer 
this can be set to: 
In areas where the boundary layer is disturbed or subject to an interaction the 
recovery factor is not always known. It can therefore be advantageous to use a 
modified heat transfer coefficient such as described in Ref.58, using the total 
temperature: 
. 
CH = q PeueCp(To-Tw) 
The value of CH can be determined for every location on the surface, thus 
avoiding some of the variations in q due to the change in running conditions. It 
also allows an easier comparison between experiments performed at different 
operating conditions. 
The method described to determine heat transfer values using liquid crystals in 
the HSST has a number of distinct advantages over other approaches. It can 
overcome the difficulties of a variation of surface heat transfer during the start of 
the tunnel and non-uniformities of model temperature before the flow-start. It 
supplies a large amount of data from a single experiment at very high spatial 
resolution, limited only by the size of the liquid crystal capsules (10Jlm) and the 
effects of cross-conduction. As a calibration of the liquid crystals is performed 
simultaneously with the experiment, the uncertainties and difficulties usually 
associated with comparing calibration and experiment are removed. Furthermore 
the liquid crystal mixture can be changed easily, without any need to change the 
procedure. This is a great advantage as it is often useful to use different liquid 
crystal mixtures depending on the required range and the room temperature. 
The effort involved in setting up an experiment is relatively small, the liquid 
crystals can usually be applied on-site, and the fitting of a few surface 
thermocouples at convenient locations on the model surface should no~ pr~sent 
a problem. The image processing has been developed to a state whe~e h~le Input 
is required by the operator. A typical computation time for the cahbratlo~ an,d 
analysis of a liquid crystal experiment using 50 frames of a video recording IS 
about 45 minutes. Thus a quantitative result of the heat transfer on a model can 
usually be obtained within one or two days from manufacturing the model. 
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3.3.5 Accuracy of Measurements 
The key process in determining the local heat transfer from the liquid crystal 
response is the determination of colour and the subsequent comparison with the 
calibration curve. It can be seen in Fig. 3.7 that the temperature can usually be 
?e~ermined to ~ithin one degree <? In the higher temperature range the scatter 
IS Increased, thiS has been taken Into account by ignoring all colour values with 
a hue greater than 220. It was also found that the scatter in the calibration curve 
was mainly caused by the poor performance of the thermocouples and the 
amplifier used. The main problem was found to be a zero drift which did not 
effect the heat transfer values determined from the thermocouples. In the case 
of the calibrations, however, which were usually obtained from several 
thermocouples this resulted in a large amount of scatter. The quality of the 
thermocouple readings deteriorated significantly as the room temperature 
increased during a typical day of experimental work. The reasons for this are yet 
unknown but for future work a better thermocouple amplifier is required to 
eliminate this problem. The other contribution to the scatter in the calibration 
curve is camera noise. 
Typical temperature rises detected with the liquid crystals are of the order of 10 
to 20 degrees C. The amount of experimental error caused by a single 
comparison of a liquid crystal colour with the calibration curve is therefore of the 
order of 10% • This error is a random error and the overall importance is strongly 
reduc~d by the fact that a typical measurement on any point on the model 
surface is usually an average of more than 20 different readings. The error 
therefore reduces to below 1 %. 
The values determined for heat transfer for the thermocouples and the liquid 
crystal measurements depend on the material properties used in the 
computations. In the case of the work in the HSST the temperature difference 
within the liquid crystal layer is negligible, so only the thermal properties of the 
underlying material are used in the calculations. In the gun tunnel both material 
properties have to be determined. The properties of the model material and liquid 
crystals have been measured at DRA Fort Halstead and the confidence in the 
results is better than 5% , including the variations with~n the temperature range 
experienced. This will lead to an uncertainty of 20/0 in q. 
In areas of large local differences in surface heat transfer, smearing of the 
surface temperature distribution due to conduction along the surface of t~e model 
needs to be considered. This effect is referred to as cross-conduction. The 
magnitude of error has been investigated by Schultz and Jones56 for tradition~1 
techniques. A more convenient formula for estimating this effect can be found In 
Maise et al78 who have been investigating a numerical technique to compe~sate 
for this problem. As an estimate for the magnitude of this er~or they give a 
formula to determine the extent of any influence due to a step In surface heat 
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transfer. If a 10% change in the local temperature values is set as a limit th 
extent can be calcu lated by: e 
d = 1.45 x J k t 
pc 
where t is th~ time since the onset of heat transfer. Using the properties of 
ERTALYTE thIs length-scale becomes .05 mm for the running time of the gun-
tunnel (25 ms) and 0.7 mm for the HSST (measuring time: 5 s). If the influence 
is to be less,than 1 % the length scales ~ecome 0.1 mm and 1.3 mm respectively. 
Hence the Influence of cross-conduction can be important if very small scale 
surface features are to be investigated in the HSST. The theoretical assumption 
of a step-change in local heat transfer somewhat overpredicts the amount of error 
but the figures can give a guideline to its magnitude. Carlomagn079 developed 
an algorithm which can reduce the measured surface temperature distribution to 
a theoretical result without the influence of cross-conduction, This approach is 
recommended if a resolution of better than 0.5 mm is desired. No correction has 
been applied in the current investigation. 
In the gun tunnel an external calibration of the liquid crystal response needs to 
be used and a theoretical model of colour mixing is incorporated to determine the 
hue-q calibration. The uncertainties associated with this process are rather large, 
they are currently estimated to lie in the region of 15%. An additional source of 
uncertainty here is the thickness of the liquid crystal layer. The determination of 
a calibration curve depends on the assumption of uniform coating thickness. 
Several models have been tested for this thickness and it was found that the 
average liquid crystal thickness was between 7J..lm and 131lm. This introduces an 
uncertainty of 3% in the determ ination of q. 
If liquid crystals are to be used in very short duration wind tunnels, the response 
time of the liquid crystals themselves becomes an important parameter. This 
factor has been investigated by Ireland and Jones80 who concluded that typical 
response times are of the order of 5 ms. Their work did not distinguish between 
an actual response time inside the liquid crystals and the time lag due to the 
unsteady temperature rise within the coating. The latter has been incorporated 
in the method described here. Therefore it can be estimated that the liquid crystal 
response time is shorter than described in Ref.BO, of the order of 2ms. For work 
in the gun tunnel this will introduce a further 20/0 error. In future work it may be 
possible to include this time delay into the calibration and eliminate this error. 
The largest uncertainty of the measurements performed ,in the HSST is the 
determination of model temperature before the expenment. Due to the 
disappointing performance of the thermocouples this can be ~s lar~e as ±~ °C for 
experiments performed very late in the day. The results obtained In the fl~st run 
of the day, when the model was at uniform room temperatur~ ~re not subject to 
this uncertainty. Therefore an additional experimental error IS Introduced to the 
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results rangin~ ~rom 1 % t~ 10%, depending on the time of the experiment. 
Fortunately thIs IS not a major problem for the actual experimental method and 
can be removed for future work. The results presented here, however, will be 
subject to this uncertainty. 
The illumination of the model surface was found to cause an additional surface 
heating of up to 50/0 of the aerodynamic heating. The measurements have been 
corrected by subtracting a constant amount from the results. This does not 
accurately represent the real influence of the light source and a further error of 
20/0 can be caused by this uncertainty. Increasing the distance between the light 
source and the model reduces the additional heating caused by the illumination 
significantly, thus limiting the uncertainties involved. 
During a typical experiment and between different wind tunnel runs the test 
conditions, such as total temperature vary, causing variations in the measurement 
of heat transfer. These variations are not actually measurement errors as they 
represent the true variations in the flow features, but they do represent a difficulty 
when comparing results. Therefore the results may be presented as heat transfer 
coefficients. This increases the level of uncertainty as the errors in determining 
the normalising parameters are included. This will cause a further uncertainty of 
60/0 in the results. 
To summarise the individual sources of experimental error are listed below for 
experiments performed in the gun tunnel and the HSST. The uncertainties due 
to varying operating conditions have to be added to these figures. 
Source of error: HSST Gun Tunnel 
Variation of material properties (5°k): 2% 2% 
Calibration error: 1 % (50 fram es) 15% 
Variation of I.c. layer thickness: 3% 
Response time: 20/0 
Uncertainty of initial 
1 % - 100k model temperature: 
Additional heating due to 
illumination: 2% 
Cross conduction: Reduced 
resolution (1.3mm) 
Total: 6% - 15% 22% 
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4. Experimental Investigation of Large Scale 
Roughness 
After describing the wind tunnel and measurement techniques used in this 
investigation, the actual experiments can be described. As already discussed in 
Chapter 2 it was decided to use the DRA Fort Halstead HSST wind tunnel 
together with the axisymmetric contoured Mach 5 nozzle with centrebody. The 
effect of large scale roughness is to be investigated on the turbulent boundary 
layer on the centrebody. The measurements to be performed include ~rtace 
p~ssureL_b~Q~rldary_layer profiles and surface heat transfer. 
The geometry of the models used are described in section 4.1, the results of the 
investigation are discussed in 4.2 - 4.4. All results are presented in figures at the 
end of this Chapter as it is not practical to include all illustrations in the text. 
4.1 Models and Configurations 
The models used in this study had to be designed to fit onto the centre body of 
the Mach 5 nozzle. The aim was to provide an area of disturbance for the 
centrebody boundary layer followed by a smooth surface tQJnvestigp.te IDe lE~ngth 
~c~le ~L~JJY 1?2~~ible.~ rel~o~~ti9n. Another aim of this work was to investigate the 
effect of an upstream roughness section onto a downstream adverse pressure 
Mounting shaft 
up to 4 modules 
Roughness module 
/ 
Space for 
transducers 
Fig. 4.1 Roughness and compression comer model in t~e H.SST. The roughness type ~~ 
compression comer angles could be varied by uSing different modules to make up 
model. 
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gradient region. The roughness was to be limited to an area upstream of the 
adverse pressure gradient and Dot to extend into it. 
Due to the size of the working section possible variations were limited. All areas 
of interest had to be visible through the working section windows, as the surface 
heat transfer was to be investigated using liquid crystal thermography. 
The adverse pressure gradient was modelled by a compression corner. The 
resulting design consisted of a number of ring-shaped modules that could be 
fitted onto a central shaft, extending the centrebody. The compression corner was 
created by mounting a flare onto the end of the model. The principle arrangement 
is shown in Fig. 4.1. By exchanging the modules a number of combinations of 
50 ~I 
50 
5 mm sqUIW cavity 10 mm square cavity (double length) 45 dag sawtooth 
15deg flare 20deg flare 
Fig. 4.2 Available modules for centrebody wind tunnel model 
Basic module 
Roughness 
modules 
Flare modules 
roughness and flare angles could be investigated. The available modules are 
shown in Fig. 4.2. Available roughnesses consisted of a series of .sawtooth .~nd 
cavities with a height of half a boundary layer thick~ess and a series. of ~avltles 
with a height of approximately one boundary layer thlcknes.s. As seen In .Flg. 2.29 
the location of the roughness coincides with the estimated location of a 
compression wave system reflecting from the centrebody boundary layer as 
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discussed in section 2.5. The results obtained will therefore have an element of 
influence from this interaction. This could not be avoided and it was felt that the 
present configuration constituted the best possible compromise. 
The flare angles were chosen to be 15° and 20°. Both are not expected to 
separate the boundary layer, the larger flare angle being very close to the 
expected angle of incipient separation. An angle of 30° was found to cause 
blockage of the flow and is therefore not used in this investigation. 
All models have been manufactured of black ERT AL YTE which is the trade name 
for a thermoplastic polyester based on polyethylene terephtalate (PETP). It was 
chosen for its good machinability and strength as well as thermal coefficients 
making it suitable for liquid crystal thermography in this facility. The physical 
properties have been obtained from the manufacturer and checked by ORA Fort 
Halstead and were used as: 
Density: 
Thermal conductivity: 
Specific heat: 
1390 Kg/m3 
0.29 W/Km 
2300 J/KgK 
The uncertainties and variations of these properties due to changes in 
temperature have been taken into account in the discussion of liquid crystal 
thermography in Chapter 3. 
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4.2 Schlieren Pictures 
Fig. 4.4 and Fig. 4.5 show the schlieren pictures obtained for the flow over the 
cylinder and 20° flare with a smooth surface and the large cavities. The turbulent 
boundary layer on the flare is relatively thick and not clearly visible. The shock 
originating from the compression corner is easily observed in both cases. At the 
downstream edge of the picture the shock is just clearing the edge of the 
boundary layer. It is possible that it has not yet reached its maximum strength at 
this point. The interaction is therefore spreading over a large distance 
downstream from the hingeline. The boundary layer appears to be attached in 
both cases. 
_In the rough case some small waves can be seen originating from the boundary 
layer above the cavities. Due to the poor visibility of the boundary layer no further 
90_nGlu_sions can be drawn at this point. 
Both pictures show the oblique nozzle shock at the downstream end of the 
image. In the calibration experiments no shock has been detected originating 
from the nozzle exit. It is believed that additional blockage due to the flare 
increases the pressure in the working section outside of the core flow and thus 
causes the formation of the nozzle shock. From the location of the shock as 
indicated by the schlieren pictures it is possible for the shock to just clip the edge 
of the boundary layer before the tail of the flare. Due to the unsteadiness of the 
nozzle shock it appears 'wavy' in the picture, thus making the exact determination 
of its location impossible. Moreover the exact shock angle will also vary between 
different experiments due to changes in operating conditions. In the case of an 
impingement of the nozzle shock on the flare, some influence on the measured 
quantities has to be anticipated. It is believed that events are too far downstream 
to have a significant effect on the interaction itself. 
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4.3 Surface Pressure Measurements 
Surface pressures have been recorded in close spacing directly behind the 
roughnesses and in the vicinity of the intersection of the cylinder and the flare 
forming the hingeline of the axisymmetric compression corner. The positions of 
Roughness 
.. 
Flare 
18 23 ~ 
-47 -37 -27 -18 -6 7 13 • 
-50 o sb 
Fig. 4.3 Positions of pressure tappings 
X (mm] 
the pressure transducers with respect to the hingeline are given in Fig. 4.3. The 
modular structure of the wind tunnel models is a great advantage as an element 
fitted with closely spaced transducers can be placed in several positions, thus 
measuring the pressure distribution over most of the model in a few runs without 
exchanging the transducers. All results given are averages of several 
measurements to improve the accuracy. They-_aJ~J:)reseJJJedjn dirnen§iQlll~_~~_ 
torm __ b_y dividing with the pressure recorded simultaneously in the settling 
ChClrllQf3J. For absolute values the results have to be multiplied with the reservoir 
pressure as given in section 2.5. 
Before investigating the pressure distributions behind the roughnesses and on the 
flares, Fig. 4.6 shows the surface pressures measured along the smooth 
centre body. It can be seen that some variations of pressure exist along the 
surface. These variations are due to the uncertainties of the measurement and 
non-uniformities in the free stream. The average ratio of Pw to Pres is 1.956x10-3 • 
fig. 4.7 shows the pressures recorded immediately downstream of the last 
roughness element. Within the accuracy of the measurements there is no 
difference in the results between the various types of roughness. The measured 
pressures agree with the undisturbed wall pressure in all cases. 
The next item under investigation is the influence of the roughnesses on the flow 
in the compression corner. Fig. 4.8 and Fig. 4.9 show the results obtained for 
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both flare angles. The inviscid pressures for a 150 and a 200 cone are also given 
for comparison. To give a feeling for the length scales the thickness of the 
undisturbed boundary layer Bo is also indicated. Both cases show a pressure rise 
on the flare without reaching a plateau. IhEt rnaximum pressures observed are 
below the inviscid levels. This suggests that the interaction extends further 
downstream than the last measured position. The furthest downstream pressure 
tapping was 23 mm away from the hingeline or approximately 2.5 thicknesses of 
the undisturbed boundary layer Bo. The downstream extent of the interaction is 
somewhat surprising but confirmed by the schlieren pictures. 
Both flare angles show a decrease in pressures on the flare due to the 
rO~Rhnesses. The sawtooth roughness proves to have the greatest effect, 
whereas the small cavities cause only a small difference from the smooth wall 
case. In both cases the maximum reduction of pressures, caused by the sawtooth 
roughness, is of the order of 7%. 
The pressures recorded in the vicinity of the hingeline show a different behaviour 
for the two flare angles. Fig. 4.10 and Fig. 4.11 give the pressures measured 
immediately before the cylinder-flare junction at an enlarged scale. In the case 
of the 15° flare no differences due to the roughnesses is noticeable within the 
accuracy of the measurements .. In_ the case 9f the 20° flare an incr_~~se in 
upstream pressures can be observed for some types of roughness. This indicates 
~nJ.!Q~tream moyemEmlof the shock / boundary layer interaction. The largest 
eff~9Li§observed for the sawtooth roughness, whereas the small cavities cause 
QJJ!y_a very small deviation from the undisturbed case .. WIthin the resolution of the 
pressure m~a.~urements it is not possible to determine whether the flow has 
$~paratedjn Jhe PQrner for any configuration. 
The experiments had been performed initially with an artificially thickened and 
djstl!Ib~c:I bQLJndary layer on the centrebody due to a mechanical problem in the 
s~'ttlifl9 ctH~InR~r._AltholJgbth~ results obtained in those early tests are not useful 
tor thelQvestig~tiQr"-as tbey_ de~L V\[ith~JlJxbulent bourlq~!~J~yer ofLJl1knQyv:n 
Q!!alities, spme datashall be presented here for comparati\fepuEpos_es.E_ig. 4.12 
and Fig~4~ 13show the-surface-pressures recorded with the disturbed boundary 
layer for the two flare configurations with a smooth centrebody and with the large 
cayitie~~ The highest pressures recorded are further from the inviscid cone 
pressures than with the normal boundary layer. This indicates a delayed pressure 
-rise due to the thicker boundary layer. Similar to the results with the normal 
boundary-layer there is no influence of the roughnesses on the pressure 
distribution at the hinge-line for the 15° flare. Th_~_ results for the 20° case, 
however, show a very different picture. Y'{hereas the smooth wall case shows a 
surface pressure distribution typical for an attached compression corner flow and 
.similar tothe other results, the large cavity case reveals a distinct increase in 
upstream influence, indicating a separated region before the hinge line. The 
b_oundary-Iayer in these cases was obvi()y~ly_ m_~E_~ susceptible to the influence 
of tb~ roughnesses than the normal bou~da~ry-~SlY~r. 
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Other investigations into the influence of roughness on the turbulent compression 
corner l 3-16 have found a more significant change in flow structure due to 
roughness, even for flows that are unseparated in the smooth case. The~cJif1~rent 
results obtained here seem to indicate a substantial relaxation of the boundary 
layer over the short distance between the roughness and the corner. Differences 
in the jnterCiction can still be observed but significant changes in the flow 
structure appear only when the flow is close to a separation. 
The pressures measured in the vicinity of the compression corner have been 
-investigated to determine if the results are influenced by unste~dir1ess. The 
frequency response of the transducers and the mounting is sufficient to detect 
!reqLJencies __ up to several 10kHz. Fig. 4.14 shows th~ resulf of a. frequency 
analysis on the surface pressure measured just upstream of the hingeline of the 
20° flare with a sampling rate of 200 kHz. Sawtooth roughness was mounted 
upstream. The spectrum shows a distinct peak in the region of 25 kHz. 
Experiments performed with the pressure ports covered with tape revealed the 
same peak in the frequency spectrum. The frequency of this peak was found to 
vary between different transducers. It was therefore concluded that this pattern 
is due to a mounting vibration of the transducers. No other distinct feature was 
found in the spectrum at this position. This indicates that either no significant -
unsteadiness exists in the flow, or that the unsteadiness is covered by the 
mounting vibration and is therefore undetectable. Due to the closeness of the 
vibration frequency to the expected aerodynamic frequencies, filtering was not 
successful. No further results of the high sampling rate experiments are 
discussed here, future work will have to include a change of the transducer 
mounting to investigate the problem of unsteadiness. 
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4.4 Boundary-Layer Profiles 
Mean pitot pressure profiles have been recorded for all combinations of 
roughnesses and flare angles. Traverses were located at eight streamwise 
positions between the end of the roughnesses and up to 23mm downstream of 
the hingeline on the flare. As described earlier, the measured pitot pressures 
have been divided by the pressures measured simultaneously in the settling 
chamber to remove variations caused by changes in supply pressures. In order 
to discuss the results from a physical point of view all measurements are 
presented here in the form of velocity profiles. As discussed in section 2.3.5 
these are subject to uncertainties due to experimental errors and assumptions in 
the analysis. Therefore it is advised to use the actually measured pitot pressure 
profiles when comparing with the result of a CFD computation. The pitot profiles 
J9r all traverse locations are given in the appendix to this thesis. 
Table 1 gives the location and model configuration for each boundary-layer 
traverse and summarises the boundary layer edge parameters as well as the 
results obtained from the curve-fitting procedure. The undisturbed boundary layer 
at X=-50 mm was determined to have a cf of 0.9x10-3 and a Reo2 of 1300. In a 
comparison of several measurements by different experimentators Fernhol~1 
gives some approximate correlations for skin friction and Reo2 depending on 
Mach and Reynolds number. For the conditions applicable here cf is given as 
1.1 x1 0-3 and Reo2 as 1500. The relatively good agreement between the given 
values and the results presented here is encouraging. It can also be concluded 
that the smooth centrebody boundary layer compares well with results by other 
authors. 
The first item under investigation is the influence of the different types of 
roughnesses on the undisturbed boundary-layer profile. Fig. 4.15 - Fig. 4.17 show 
the measured velocity profiles at three different locations downstream of the 
roughness elements. It can be seen that .the roughnesses cause the boundary 
layers to be less full with the sawtooth roughness having the greatest and the 
small cavities having the least effect. The velocities near the wall have been 
redlJ~ed_. CQI]Sld~(?bly,- up to .200/0 in the case of. the sawtooth roughness. 
AdditiQr1~JI~Jhel).oundaryJayer thickness, as given in Table 1, is increased by up 
103% • Comparing the profiles obtained at several streamwise locations it can be 
seen toat the . .Smooth wall boundary layer I~maLnsunchangedwhereas the 
-Rrqfiles QbtatOE3pbebing ttlerQughnessesl:>E3COme fuller with increasing distance 
from. the _ (QugbneSSeDg. The differences reduce and the profiles lie closer 
!()gether. The velocities at the outer edge of the boundary layer show virtually no /-- -
variations. 
. -'-". -_.---
The same profiles are plotted in log-law coordinates compared with the law of the 
wall (Eq.(2.5)) in Fig.-4.1-8 --Fig. 4.20. ihe values of skin frictionn~c.essary to 
determine the shear velocities have been obtained from the curve fitting of the 
experimental profiles. This assumes that the theoretical profile family is valid for 
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boun~ary I~yers distorted by the roughness. If the real profile is shifted by a 
velocIty shIft ~U then the estimated skin friction will be wrong as the profile is 
expected to conform to the smooth wall log-law. As the measurements are taken 
on a smooth surface it is believed that this approach is valid. Independent 
measurements of skin friction are necessary to determine the accuracy of this 
method. As a result the profiles agree in the log law region and exhibit 
differences in the wake strength. All profiles depart from the log law at a Y+ of 
about 50. The profiles recorded downstream of the sawtooth roughness show the 
greatest deviation, thus indicating a large wake parameter. With increasing 
distance from the roughness end the wake strengths reduce for the rough profiles 
whereas the smooth wall profile remains unchanged. At the last traverse position 
the profiles still reveal differences in wake strength due to the roughness but lie 
closer together than further upstream. 
The next item under investigation is the influence of the roughnesses on the flow 
behaviour in the shock/boundary-layer interaction of the axisymmetric 
compression corner. The first configuration under investigation is the 15° flare. 
The surface pressure measurements indicated an unseparated flowfield with no 
noticeable differences upstream of the hinge-line for the different roughnesses. 
The results of the boundary-layer profile measurements are given in Fig. 4.21-
Fig. 4.23. 
The first profile, 3mm downstream of the hinge-line appears to exhibit an 
inflexion. This is due to a static pressure gradient in y-direction at this location 
caused by the compression fan extending into the boundary-layer. A constant 
static pressure has been assumed in the calculation of the velocity, hence the 
profile presented in Fig. 4.21 is inaccurate. It can only be used for qualitative 
comparison between the different surfaces. The profiles obtained further 
downstream from the hinge-line also contain an element of distortion due to a 
pressure gradient, but here the corner shock is beginning to form, so that the 
region with a pressure gradient is more distinct and closer to the outer edge of 
the boundary-layer. The velocities given in these plots, particularly in the lower 
parts of the boundary layer are more reliable. It is obvious that, due to the 
compression, the boundary-layers on the flare are thinner than upstream. The 
roughness induced differences observed in the cylinder boundary-layer are still 
visible on the flare. The profiles seem to fit in two groups; the first being the 
smooth wall and the small cavity case and the second being the large cavity and 
sawtooth case. The sawtooth roughness causes the strongest departure from the 
smooth case profile but the large cavities have a similar effect. It can be seen 
from the last two profiles (Fig. 4.22 and Fig. 4.23) that the compression wave 
system has been displaced away from the wall by approximately O.5mm due to 
the larger roughnesses. This is slightly more than the difference in boundary-layer 
thicknesses observed upstream (O.3mm). Hence the compression wave system 
has probably also been displaced upstream, but only by a small amount. The 
velocities near the wall are reduced for the rough cases, similar to the upstream 
profiles. Again, the effect reduces with increasing distance from the roughness 
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end. The last profile on the flare (Fig. 4.23) shows the compression corner shock 
~oc~t~d at the o.ut~r ~dge of the boundary layer, but not yet completely in the 
Invlscld flow. This indicates that the end of the interaction is downstream of this 
location and the surface pressure is likely to continue to change. This agrees with 
the surface pressure measurements at this location (Fig. 4.8). 
The velocity profiles in log-law coordinates are only plotted for the furthest 
downstream position as the uncertainties caused by the compression waves 
being partly embedded in the boundary-layer make the quality of the curve-fitting 
highly questionable. Fig. 4.24 shows the profiles at X=23mm. The results are 
similar to the measurements obtained upstream of the hingeline indicating 
agreement with the log law in the lower parts of the boundary-layer, up to 
Y+=100. The profiles appear to be in the two groups discussed earlier, with the 
strength of the wake parameter being the main difference. The rough profiles 
seem to show a slightly shorter log-law region. 
The next configuration investigated was the 20° flare compression corner. The 
boundary-layers measured on this flare can be found in Fig. 4.25 - Fig. 4.27. In 
this compression corner the shock system is stronger than in the 15° case. The 
velocity profiles close to the hinge-line are therefore more likely to be distorted 
due to compression waves embedded in the boundary-layer. A comparison of the 
results reveals similar effects as in the 15° case. The velocities near the wall are 
reduced for the rough cases. The effect here is stronger than for the smaller 
flare angle, but no principal difference can be found. The corner shock system 
is also displaced further away from the wall. The greatest displacement of 1 mm 
is seen in Fig. 4.26 caused by the sawtooth roughness. This value is 
considerably larger than the increase in oncoming boundary-layer thickness. This 
suggests that the upstream influence of the interaction has been increased and 
as such the formation of the corner shock system takes place further upstream. 
The last profiles on the flare show a closer agreement. In all cases the shock is 
still partly embedded in the boundary layer, hence this location is still within the 
interaction region. Fig. 4.28 gives this profile in log-law coordinates. For low 
values of Y+ the data fits to the log law within the measurement accuracy. The 
lowest values of Y+ are larger than for the 15° case therefore the overall extent 
of the law of the wall region is reduced. 
All profiles presented here showed a relatively good agreement with the log-law 
in the near wall regions of the boundary-layer, considering the problems 
encountered with the pitot-pressures obtained near the surface. This suggests 
that the theoretical profile used to fit to the experimental data and obtain the 
surface skin friction has been very useful for this investigation. Therefore the 
obtained values of skin friction are also presented. For results obtained at the 
hingeline the pressure variation within the boundary layer due to the corner sho~k 
system makes the determination of flow velocity subject to large errors. The skin 
friction values obtained at these positions are included in the figures but only for 
completeness and not connected to the other data. When discussing the results 
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these values will be disregarded. 
As the skin friction coefficient cf used in the theoretical profiles is based on local 
boundary-layer edge conditions it is not a good parameter for comparisons as 
most profiles will have different edge conditions, particularly on the flares. 
Therefore these edge conditions have been used to calculate the local skin 
friction. Non-dimensionalised with the average smooth wall skin friction of the 
oncoming boundary-layer this gives a more suitable quantity for comparisons. 
The results are shown in Fig. 4.29 and Fig. 4.30. 
It can be seen that the surface skin friction downstream of the roughness is 
c~d_LJced by all types of roughness. This can be attributed to the loss of 
momentum in the near wall parts of the boundary-layer that has been observed 
in the velocity profiles. Again the sawtooth type has the greatest and the small 
cavities have the least effect. The maximum reduction is of the order of 20%. The 
small cavity and smooth wall case tend to overlap further downstream, whereas 
the large cavities and the sawtooth case always retain a lower value of su rface 
shear stress. The skin friction values on the 20° flare are considerably higher than 
in the 15° case. The increase of skin friction on the flare is steeper in the 20° 
case. In all cases the shape of the skin friction distribution along the surface has 
not been altered by the roughnesses. Jhe differences in skin friction caused by 
the roughnesses reduce with increasing streamwise location but this reduction is 
_v~~_ slo_\I\{. The skin friction distribution appears to reach a minimum near the 
hinge line although no reliable measurements are available at this location. It is 
possLt>I~ that the overall reduction in skin friction caused by the sawtooth 
roughness is sufficient to produce a short region of negative skin friction 
{~~parCited!lo'vY) _inJh!~~rea. 
The skin friction results confirm the trends observed in the other measurements, 
such as velocity profiles and surface pressures. This increases the confidence in 
the chosen approach, particularly in the selection of Mathews et ai's theoretical 
velocity profile and the curve fitting procedure incorporated. Though this can not 
replace a skin friction measurement, these are very difficult and prone to large 
errors, particularly in pressure gradient regions. The procedure used here may 
be useful as a complementary analysis too\. 
Summarising the results of the velocity profile investigations it can be said that 
the _ up$trE3a01J911gI1nesse?_ caused the yelQfities within. the boundary layer to be 
reduced. Ihjs effect was largest nearest the wall so that the shape of the 
-1;>9J.loaary-:-layer has al?o been effected, making the profiles less full. In law of the 
wall coordinates this effect resulted in an stronger deviation from the log law, 
hence an increase of the wake strength. ~~9J!!onally the thickness of the 
bouJ"lcJ~Jy-I~YE3r_ has been iocreased by roughness, by up to 3%. The sawtooth 
roughness was found to be the most 'effective' in causing these changes and the 
small cavity type roughness only produced very small disturbances from the 
smooth wall case, often of the magnitude of the experimental accuracy. The 
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disturbed boundary layers were found to change back towards the undisturbed 
profile but no full relaxation has been observed within the scope of the 
measurements (6-8 0). In all cases the effects of the roughnesses could be 
observed throughout the compression corner interaction with neither magnification 
nor weakening of the effects. No proof of a reversed flow in the compression 
corner was found, but this may well be a result of the resolution of the tests and 
the probe interference. Nevertheless it appears possible that for flows very close 
to separation the reduction of momentum near the wall, and hence the reduction 
of skin friction, is sufficient to cause an unseparated flowfield to develop a small 
separation. 
It was also noted that the compression wave system for both flare angles has 
been displaced further away from the surface on the flare (up to 10% of B) due 
to the two most severe upstream roughnesses. This displacement was greater 
than the increase in boundary layer thickness, hence it appears that the wave 
system has also been moved upstream. This effect was greatest for the larger 
flare angle. In this case a corresponding increase in the upstream influence has 
also been noted in the surface pressure measurements. 
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~.5 Surface Heat Transfer 
The heat flux onto the surface has been measured using liquid crystal 
thermography for all configurations. A typical response of the surface coating 
during an experiment is given in Fig. 4.31 showing the colour response on the 
cylinder fitted with sawtooth roughness and the 20° flare. The liquid crystals used 
are of the type Licritherm TCS 811 manufactured by BDH82 with a temperature 
ran~e from 27.6°C to 41.5°C. The first picture shows the response very early 
dunng the run, 1 second after the flow start. The only colour response visible at 
this moment is in regions of very high heat transfer. These are the tips of the 
sawtooth and some parts of the flare. It is interesting to note that there appears 
to be a very narrow region of high heat transfer immediately downstream of the 
hingeline; a blue-green response is clearly visible in this area. Most of the 
cylindrical part of the model and some of the flare is still too cold to give a colour 
response. The second picture was taken 5.8 s after the start of the flow. Now 
areas with high heat transfer are above the range of the liquid crystals. It can be 
seen that the rear of the flare and the narrow region near the hingeline are in this 
category. The cylindrical part of the model is now mainly in the range of the 
coating and displays a range of colours. The bandwidth of the liquid crystal 
coating appears to be suitable to give a colour response for most of the surface 
during the length of a normal wind tunnel run. It has therefore been used for the 
experiments in this thesis. 
The measured heat transfer for the smooth centrebody and 15° flare has already 
been shown in Fig. 3.15. The result for the same configuration but with sawtooth 
roughness is given in Fig. 4.32. The results for the smooth centrebody and 
sawtooth roughness for the 20° flare are given in Fig. 4.33 and Fig. 4.34. It can 
be seen that all cases display a similar distribution of heat transfer. The heat 
transfer is relatively uniform upstream of the hingeline and then experiences a 
sharp peak just downstream of the hingeline. Further downstream the heat 
transfer increases gradually. All cases show little variation in a spanwise 
direction. The increase of heat transfer towards the rear of the model is more 
severe for the 20° case. ~h~ i~!2-b~!y- ~~~9_-.E?rt~ of !be r"!9.z~le sho~k 
impinging on the model and causing additional heating. 
, '.- ----- ,- - --
When_comparing these results it needs to be recalled that the operating 
conditions of the wind tunnel vary between different experiments. This causes a 
displacement of the actual levels of measured heat transfer. Due to the poor 
performance of the surface thermocouples a normalisation of q to CH was found 
not to improve the comparisons. The additional uncertainties were of the order 
of the variations in operating conditions, therefore the measured values of heat 
transfer are presented here. 
As no significant spanwise variations exist it is easier to, compare results by 
showing slices in a streamwise direction. To reduce the nOise the ~esults shown 
are averages of several slices lying in a narrow band of 10 mm Width along the 
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centre of the image. The heat transfer on the roughness elements and 
immediately downstream is shown in Fig. 4.35 - Fig. 4.37. Measurements have 
been obtained on almost the complete surface of the roughnesses apart from the 
hidden surfaces. The results obtained behind the large cavities appear to lie 
below the smooth surface values. This is caused by variations in the operating 
conditions of the tunnel. The lowest part of the 45° sawtooth was subject to 
heating rates too low to be detected with the liquid crystal mixture used here. A 
number of observations can be made from these results. The large cavities were 
subject to heating rates comparable to the undisturbed smooth wall boundary 
layer for the surfaces inside the cavities and up to 200/0 higher at the upstream 
edge of an upper surface. The small cavities reveal significantly higher surface 
heating, up to twice the undisturbed values. The largest peaks were observed 
with the sawtooth roughness, reaching as much as three times the undisturbed 
heat transfer at the outer edges. The values of q in the grooves was lower than 
for the undisturbed boundary layer. The extreme values of heat transfer observed 
at the edges of the roughnesses are subject to measurement errors due to cross-
conduction. It is possible that the actual heat transfer value right on the point of 
a sawtooth roughness lies above the peak values measured here. Nevertheless 
this value can not be determined with any other technique and the results 
presented here are probably the best estimate that is achievable. For all types 
of roughness an area of increased heat transfer can be seen just downstream of 
the last roughness element. This increase in heat transfer is limited to a short 
distance of about 10 mm (~1.0x8) after which the normal surface heat transfer is 
re-established. Within the accuracy of the measurements and due to the 
variations in operating conditions it cannot be established if any differences in 
heat transfer persist at this pOint, as noted for the surface skin friction. 
Fig. 4.38 compares the heat transfer rates downstream of the roughnesses and 
on the 15° flare. An overshoot in q just downstream of the hingeline can clearly 
be seen for all cases. The increased heat transfer levels are limited to an area 
between the hingeline and 5 mm downstream, this is the equivalent of half a 
boundary layer thickness in terms of the upstream boundary layer. This peak is 
largest for the smooth surface case. The sawtooth roughness has the smallest 
overshoot compared to the heat transfer upstream of the hingeline. The large 
cavity case appears to be below the other configurations, this is caused by 
increased surface temperatures during the course of this particular experiment. 
The heat transfer measured for the 20° flare and various roughnesses is given 
in Fig. 4.39. The results are basically similar to the 15° case, but the differences 
in the level of q are increased. Most of the experiments leading to these results 
have been subject to significant variations in surface t~mp~rat~r~ and tunn~1 
operating conditions. The peak heat transfer near the hlngehne IS Increased In 
comparison with the smaller flare. It can also be seen that some cases sh~w .a 
strong increase in heat transfer at the downstream end of the model, thiS IS 
caused by parts of the nozzle shock syst~m impi.ngi~g. on the flare. Due to the 
larger flare angle the blockage in the working section IS Increased and the model 
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surface is closer t.o ~he edge of the useful flow. The differences caused by the 
roughnesses are limited to a reduced peak and a slight increase in the upstream 
influence before the hingeline. 
The . h~at tra~sfer rates have also been used to compute heat transfer 
coefficients, USIn~ the ~oca.1 wall tempera~ure and the measured total temperature. 
The results are given In Fig. 4.40 and Fig. 4.41 together with the computed skin 
friction coefficients for the smooth centrebody and the 15° and 20° flare. Both 
coefficients are normalised with the free-stream properties. It can be seen that 
outside the interaction region the agreement between the heat transfer coefficient 
and C/2 is good. This indicates that Reynolds analogy is valid. The exact formula 
for Reynolds analogy in turbulent boundary layers is (see Ref.83): 
St ~ ___ c...!-fl_2 _ _ 
1 + 13(Pr~-1)(cfI2)l/2 
The heat transfer coefficient computed here, CH, is obtained by using the total 
temperature instead of the recovery temperature. The relation between the 
Stanton number and the heat transfer coefficient is: 
C - Tr-Tw S H - t 
To-Tw 
For the operating conditions this gives the following proportionality: 
CH ~ O.SSt 
which of the order of the Reynolds analogy factor. Therefore the simplified 
analogy is used here: 
Also given in Fig. 4.40 and Fig. 4.41 are the surface pressure distributions for the 
same configurations. In both cases the increase in heat transfer and wall 
pressure through the corner interaction is very different in shape. This is a 
surprising result as it is generally assumed in turbulent hypersonic compression 
corners that both quantities will exhibit a similar behaviour for this type of flow as 
found in Coleman a. Sto lie ry32 , and Hankey and Holden84• In the cases 
presented here, however, the heat transfer distribution shows a rapid increase 
and an overshoot whereas the surface pressure rises only slowly without 
reaching a plateau within the range of the measurements. The flow in both cases 
is presumed to be unseparated, therefore an overshoot in heat transfer is 
unusual. A closer examination of available experimental data however, reveals 
a few cases were the heat transfer distribution shows a distinct peak while the 
surface pressure distribution shows a gradual increase towards a plateau:,.ithout 
overshoot. One example can be found in Coleman and Stollery s data In the 
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\) case of the 30° compression corner and other examples can be seen in 
experi~ents perf?rmed by Holden30, In all ca~es the flow was very close to 
separatl~n or mildly separated. A computation of the flow in a turbulent 
hypersonic compression corner performed by Edwards85 showed a spike in the 
heat transfer distribution upstream of the hingeline. The flow in this case was 
separated and it was found that this feature was caused by a secondary 
separation bubble underneath the primary separation. The feature observed here 
however, is located downstream of the corner in unseparated flow. ' 
An~?,plaAaHoncan be found in the scale of the events. The peak in heat transfer 
is limited to a small area very close to the hingeline and only of the length of half 
the oncoming boundary layer thickness. Due to the effects of cross conduction 
the distribution shown here is likely to be more spread than the actual heat 
transfer. This makes such an event very difficult to detect with traditional 
measurement techniques. If surface heat transfer sensors were used in this 
study, with a spacing of a boundary layer thickness, then the results would 
compare well with other measurements as the heat transfer peak would be 
overlooked and the increase of heat transfer downstream is sim ilar to the 
pressure rise. This can explain why such a feature has not been noticed more 
widely. 
A possible cause of such an event can be the existence of a very small region 
of separated flow in the corner as illustrated in Fig. 4.42. As the heat transfer is 
determined by events very close to the surface where the temperatures reach a 
maximum such a small separation can cause the observed peak in heat transfer. 
If the size of the bubble is well below the thickness of the boundary layer the 
outer streamlines need not be distorted. The pressure distribution in such a case 
is almost the same as for nominally unseparated flow. This idea is not entirely 
new, in his discussion of turbulent compression corner flow Holden83 remarks that 
inCipient separation can be detected at very different corner angles depending on 
the method used. If the separation is detected in the surface pressure distribution 
then usually much larger angles for incipient separation are stated than those 
determined with surface oil flow visualisation. This leads him to suggest that a 
separation may exist inside the lam inar sublayer well before it reaches a size 
large enough to cause a pressure distortion. Apart from this suggestion the idea 
was not further discussed and the possible effects on surface heat transfer have 
not been addressed. The lack of compression corner data with a similarly sized 
turbulent boundary layer and measurements of comparable resolution to the 
results presented here makes a further investigation difficult. 
In order to test the hypothesis of the existence of a small sep~~ate~ r~gion near 
the hingeline, surface flow visualisation with shear stress sensitive liqUid crystals 
was been performed. The liquid crystals used are of the type Hallcrest BCN-
19286• As this type of liquid crystal is not encapsulated in a binder t~e a~pearance 
is that of an oily film rather than a solid coating .. When ~sed, In ,Wind t,unnel 
experiments, this gives a similar effect to surface 011 flow vlsuahsatlons With an 
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additional colour response depending on the magnitude of the skin friction. For 
temperatures above 55°C the coating becomes colourless. Fig. 4.43 shows the 
response of the surface coating on a 15° and 20° flare approximately 3 s after 
the flow-start. Both exp~riments were performed without any roughness. The 
results confirm the existence ofa small separated region as a separation line can 
be seen just upstream of the flare/cyJinder junction. In the reattachment region 
the surface temperatures are already above the liquid crystal clearing point, 
th~refore the reattachment line is not visible. Careful examination of the models 
after the experiment gave an approximate location for the reattachment. The 
separation was located approximately 3 mm upstream of the corner for the 15° 
flare and about 4 mm upstream for the 20° case. The reattachment was found 
to be 1.5 mm downstream. The accuracy of the measurements is limited to about 
1 mm. By assuming the dividing streamline to be a straight line between 
separation and reattachment the height of the separation bubble is calculated to 
be around 0.3 mm. This is equivalent to _3°{<?Qftbeundisturbed boundary Ia.yer 
-- -" -
tbickness-and only just larger than the laminar sublayer. Using the undisturbed 
boundary layer profile, the Mach number at this distance from the wall is between 
1 and 2. The total pressure is of the order of 200/0 of the free stream value. It is 
believed that the an increase in pressure at reattachment is not measured 
because of the relatively low momentum of the flow at this position. It is possible, 
however, that a peak in pressure exists but remains undetected due to the 
spacing of the transducers. 
The peak in heat transfer was observed about 2 mm downstream from the 
corner. This agrees well with the location of the reattachment line as detected 
from the flow visualisation. The maximum heat transfer at this location was found 
to be up to 150/0 higher than the levels measured further downstream on the flare. 
The existence of such a localised peak in surface heat transfer at relatively 
moderate flare angles can have significant implications for the design of control 
surfaces. In order to be able to predict such a phenomenon with CFD codes it 
appears to be important to model the physics in the sublayer. Future research will 
have to address this problem in the light of turbulence modelling. 
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Fig. 4.4 Schlieren photograph of flow over 
flare 
Fig. 4.5 Schlieren photograph 
cavities and 20° flare 
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Liquid crystal response on 
(top) and 5.8 s (bottom) after the flow-start 
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Surface heat transfer on cylinder and 15° flare with sawtooth type roughness. 
The area shown extends from the end of the roughness elements to the end 
of the flare. 
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Fig. 4.34 Surface heat transfer on cylinder and 20° flare . Sawtooth roughness 
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5. Conclusions 
A,n ex~erimental investigation into the effect of large scale regular two-
dlm~n$IOnal_r~ughness, onto a turbulent boundary layer has been performed at 
M,ach 5 on aXisymmetric models, The roughness was limited to a short length 
with ,~ subsequent smooth ~urface, The behaviour of the boundary layer profile 
modified by the roughness In a compression corner has also been investigated. 
The flow conditions in the wind tunnel have been determined to allow a 
c?mpa~ison of, experimental results obtained in this facility with computer code 
slm ulatlons, It IS suggested that a re-design of the Mach 5 centrebody nozzle be 
considered as some undesirable flow features were found for this configuration. 
Liquid crystal thermography has been developed for routine usage in hypersonic 
short duration facilities, It was found to provide very high resolution surface maps 
with an accuracy comparable to other methods. The technique allows testing of 
configurations in relatively little time providing a large amount of useful data and 
is in this respect superior. 
Roughnesses investigated were a sawtooth shaped roughness of an element 
height of half a boundary layer thickness () and two square cavity shaped 
roughnesses with dimensions of 0.5 () and 1.0 (). The compression corner was 
located approximately 5 8 downstream of the roughness end formed by flare 
angles of 15° and 20°. Measured quantities included heat transfer, surface 
pressure, and pitot pressure profiles. Velocity profiles and skin friction were 
derived from the measured quantities 
The turbulent boundary layer on the undisturbed, smooth surface was found to 
be comparable to other results in thickness and skin friction. The heat transfer in 
the rough area was found to be significantly above the smooth wall values. The 
highest peaks in heat transfer were measured on the tip of the sawtooth shaped 
roughness with up to 3 times the smooth wall results. The least increas~ in heat 
transfer was caused by the large cavities reaching approximately 1.5 times the 
undisturbed value. 
The roughnesses were found to increase the boundary layer thickness by up to 
30/0 and decrease the amount of fullness of the boundary layer profiles. All 
boundary layer profiles showed a region of agreement with the log-law. The 
undisturbed boundary layer had a significant wake component. Roughness was 
fauna foreduce the area of validity of the log-law. The large~t. effect was n~ted 
with the sawtooth shaped roughness, whereas the small cavities had only little 
effect. 
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pownstream of the roughness all quantities changed towards the smooth wall 
values. The surface pressures were found to be uninfluenced by the 
roughnesses. Surface skin friction was found to be up to 20% lower than the 
comparable smooth wall value. This was found to be due to the reduction of 
velocities close to the surface and the largest effect was caused by the sawtooth 
roughness. ~jncIea~~~g distance from the roughness the profiles became 
fuller and the differences in skin friction decreased. This change was found to 
take place very slowly and after 8 boundary layer thicknesses discrepancies were 
still clearly visible. The surface heat transfer downstream of the roughness was 
found to be significantly increased. Within 1.5 boundary layer thicknesses the 
levels of heat transfer were back to the undisturbed levels. The downstream 
areas of influence of the roughnesses were found to be different for surface 
pressure, heat transfer and skin friction with surface pressure being not 
influenced at all and skin friction showing the longest reaching influence. 
Botbflare angles investigated appeared to have attached flow in the compression 
corn~r.~ The surface heat transfer distribution exhibited a sharp peak at 
approximately 0.2 B downstream of the hingeline. The surface pressure 
distribution showed a gradual increase in pressure behind the hingeline without 
reaching a plateau or the inviscid pressure level. The upstream influence of the 
interaction was limited to less than 0.5 B from the hingeline. The boundary layer 
profiles on the flare showed reduced thickness and a steeper slope near the 
surface. 
The introduction of roughness had only little effect on the flow features at the 
~~ompr~s$jQn ~ corner. The pressures on the flare were reduced by the 
rQYgbnesses.Jn the case of the 15° flare no influence was visible upstream of the 
cornes. The ~upstream influence was increased for the 20° flare. The peak in the 
heat transfer distribution was widened and slightly reduced by the roughnesses. 
One result is shown comparing the flow over the 20° corner for two roughnesses 
with a modified inflow. This result was obtained with a faulty settling chamber in 
the wind tunnel, resulting in an artificially thickened and distorted boundary layer. 
InJhis case the roughness caused a previously unseparated flow to show a 
~istinct separated region in the corner. 
Tb~bou_ndary layer profiles on the flare confirmed the changes observed further 
upstream. Roughness caused a thickening of the boundary layers and a 
reduction in skin friction. These changes were observable all the way through the 
interaction with only little change in a streamwise direction. There is a possibility 
that the reduction of skin friction in the sawtooth case was large enough to m?ve 
part of the overall distribution to negative values, thus causing a small separatIon. 
It is believed that the reduction in peak pressures is caused by the decrease in 
velocities in the outer edge of the profile and the thickening of the boun~ary layer 
du~ Jo the roughnesses. The effects of the roughnesses on the profIles were 
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found to ~emain visible f~r a lon.g time. An influence of roughness onto the 
up~tr~am Influ~nce ?f the Interaction was only visible for the higher flare angle. 
This Influence IS believed to be caused by the reduction of velocities very close 
to the su~ace ~nd can cause a lar~~ ~eparation which has been shown in one 
case. It IS believed that the sensitivity of the interaction to changes in the 
oncomi~g boundary layer profile is dependent on the closeness of the flow to 
separation. Even though the loss of velocities close to the surface is visible in the 
p~ofile~ f~r so~~ time, ~h~ relaxation on the smooth surface upstream of the 
hlngellne IS sufficient to limit the effect of this on the interaction. This is a different 
result from other studies which investigated rough compression corner flows and 
found a significant effect of roughness on interaction length even for flows which 
were sufficiently far from separation in the smooth wall case. 
All changes due to roughness were found to be largest for the sawtooth 
roughness. The large cavities, being twice the size of the sawtooth, caused a 
comparable disturbance of the boundary layer whereas the small cavities had 
only little effect. An exception are the results of the heat transfer measurements 
in the rough areas where the smaller cavities exhibited significantly greater peak 
values of q than the cavities of double the size. 
Apart from the immediate corner region and the vicinity of the roughnesses 
Reynolds analogy between skin friction and heat transfer was found to be valid 
within engineering accuracy. 
The significant difference in the shape of heat transfer and surface pressure 
distribution has been compared to other results. It is proposed that a very small 
scale separation exists in such a nominally unseparated flow which causes a 
peak in heat transfer at reattachment without disturbing the surface pressures at 
the sensor locations. The existence of a separated region has been confirmed by 
surface flow visualisation. The maximum height of the separation bubble was 
estimated to be of the order of 3% of a, boundary layer thickness. 
Future work is suggested to investigate the unsteadiness of the flow in the 
immediate vicinity of the compression corner and the influence of roughness on 
typical frequencies. This requires changes in the transducer mountings to red~ce 
the vibrations encountered in this thesis. It is also suggested that some attention 
be directed to the flow over sawtooth-shaped roughnesses. The flow features in 
this configuration and the square cavities are still not completely. unde~stood. A 
study could include variations of size and sawtooth angle to investigate the 
mechanisms behind the flow disturbances caused by these surfaces. 
The phenomenon of a small scale separatio~ in a n?min~lIy unseparat~d fl?wfield 
requires further research. It may be interesting to investigate flo~s With dlffer~nt 
flare angles and find the angle causing the onset of separation. The spatial 
resolution of surface pressure measurements needs further improvement to allow 
investigation of this flow feature. 
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7. Tables 
Table 1: Results of boundary-layer traverses 
X 
Surf. 
Flare 
Me 
Po 
Pw 
ue 
3 
31 
Cf 
X 
[mm] 
-50 
-50 
-50 
-50 
-47 
-47 
-47 
-37 
-37 
-37 
-37 
-27 
-27 
-27 
-27 
: Position as measured from hinge-line. Negative numbers are upstream 
: Roughness type. SM = smooth 
ST = sawtooth 
SC = small cavities 
: Flare angle 
LC = large cavities 
: Edge mach number as used for curve-fitting to theoretical profile 
: Total pressure, measured in settling chamber 
: Wall pressure at profile location 
: Edge velocity as obtained from curve-fitting 
: Boundary layer thickness, as obtained from curve-fitting 
: Displacement thickness 
: Local skin friction coefficients, as obtained from curve-fitting 
Surf. Flare Me Po pjpo ue 3 31 
[X103) 
[N/m2] [X103] [m/s2] [mm] [mm] 
8M 0 4.98 707.6 1.89 815.9 9.83 4.37 
ST 0 4.90 704.0 1.88 819.1 9.27 4.51 
8C 0 5.00 708.0 1.92 813.9 9.46 4.53 
LC 0 4.95 706.3 1.93 813.8 9.72 4.73 
8T 0 4.89 701.0 1.88 820.5 9.88 4.59 
8C 0 4.98 703.5 1.92 814.2 9.67 4.46 
LC 0 4.98 696.5 1.93 814.6 10.03 4.77 
8M 0 4.96 705.3 1.96 814.9 9.86 4.59 
8T 0 4.97 705.6 1.99 816.6 10.17 5.09 
8C 0 4.98 692.2 2.01 812.9 9.82 4.75 
LC 0 4.97 706.7 1.94 816.2 10.07 4.92 
8M 0 4.97 704.1 1.82 821.8 10.17 4.34 
8T 0 4.93 700.4 1.83 821.5 10.40 4.79 
8C 0 5.02 704.3 1.84 820.5 10.22 4.54 
LC 0 5.02 706.7 1.83 819.3 10.30 4.84 
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Cf 
[X1oa] 
0.88 
0.70 
0.81 
0.73 
0.73 
0.83 
0.75 
0.81 
0.65 
0.76 
0.71 
0.92 
0.79 
0.83 
0.75 
X Surf. Flare Me Po pJpo Ue 0 0, Cf [x103] 
[mm] [N/m2] [X103] [m/s2] [mm] [mm] [x1 (ill 
-27 8M 15 4.98 708.0 1.82 822.2 10.61 4.35 0.87 
-27 8T 15 4.91 707.3 1.83 822.6 10.42 4.84 0.74 
-27 8C 15 4.96 709.0 1.84 821.6 10.35 4.45 0.85 
-27 LC 15 5.02 708.3 1.82 819.9 10.34 4.81 0.76 
-27 8M 20 4.97 707.7 1.82 821.5 10.40 4.36 0.89 
-27 8T 20 4.90 705.1 1.84 823.2 10.44 4.83 0.74 
-27 8C 20 4.96 705.0 1.83 822.2 10.42 4.47 0.84 
-27 LC 20 5.03 707.8 1.82 821.2 10.50 4.84 0.78 
-18 8M 15 4.96 705.4 1.89 819.6 10.60 4.57 0.89 
-18 8T 15 4.90 693.4 1.84 816.1 10.40 4.92 0.77 
-18 8C 15 4.98 705.2 1.87 817.8 10.20 4.67 0.84 
-18 LC 15 4.94 704.1 1.84 818.9 10.50 4.83 0.80 
-18 8M 20 4.96 693.7 1.87 815.3 9.60 4.57 0.81 
-18 8T 20 4.90 689.9 1.88 817.1 10.70 4.97 0.76 
-18 8C 20 4.96 702.7 1.84 821.4 10.50 4.57 0.87 
-18 LC 20 4.96 706.5 1.83 818.8 10.50 4.85 0.79 
3 8M 15 5.34 708.1 3.64 713.9 11.40 7.95 0.47 
3 8T 15 5.31 707.1 3.50 722.0 11.40 8.10 0.39 
3 8C 15 5.22 708.9 3.52 722.7 11.30 7.77 0.47 
3 LC 15 5.30 706.8 3.40 727.4 11.30 7.91 0.43 
3 8M 20 4.90 691.8 4.55 600.8 4.37 3.18 0.68 
3 8T 20 4.91 692.3 4.38 633.0 5.74 4.29 0.37 
3 8C 20 4.93 699.7 4.49 597.4 4.18 3.08 0.60 
3 LC 20 4.92 695.1 4.48 624.7 5.48 4.04 0.48 
13 8M 15 4.00 707.1 4.93 718.0 7.94 3.53 0.72 
13 ST 15 4.00 707.4 4.68 723.0 8.10 3.86 0.58 
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X Surf. Flare Me Po pJpo ue 8 ~ cf [x103] 
[mm] [N/m2] [x103] [m/s2] [mm] [mm] [x1oa] 
13 8C 15 4.00 706.1 4.83 721.0 8.12 3.76 0.64 
13 LC 15 4.00 705.3 4.70 722.2 8.12 3.91 0.56 
13 8M 20 4.00 695.5 7.10 658.7 6.96 3.50 0.50 
13 8T 20 4.00 700.4 6.65 670.3 7.90 4.06 0.33 
13 8C 20 4.00 694.1 7.01 663.1 7.91 3.94 0.41 
13 LC 20 4.00 695.8 6.83 666.7 7.78 3.94 0.37 
23 8M 15 4.00 703.4 6.07 686.9 7.20 2.55 0.80 
23 8T 15 4.00 708.2 5.78 694.0 7.18 2.70 0.69 
23 8C 15 4.00 710.5 6.02 690.0 6.73 2.40 0.79 
23 LC 15 4.00 709.7 5.87 693.0 7.00 2.61 0.72 
23 8M 20 3.68 697.3 9,57 608.9 6.20 1.96 0.74 
23 8T 20 3.73 711.0 3.73 626.8 6.47 2.20 0.62 
23 8C 20 3.70 710.5 3.70 622.4 5.74 1.83 0.78 
23 LC 20 3.73 710.7 3.73 629.9 6.02 2.02 0.69 
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Appendix 
Fig A. 1 - A.14: Pitot pressure profiles for all traverse locations. 
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Fig. A.4 
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Fig. A.S 
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Fig. A.S 
A A Smooth 
G----EJ Sawtooth 
~ Small cavities 
)I( )K Large cavities 
0.02 0.04 
PI Po 
0.06 
Pitot pressure traverses at X=-27. Flare angle: 20° 
138 
0.08 
20 
15 
-E 
~ 10 
>-
5 
Fig. A.7 
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Fig. A.S 
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Fig. A.9 Pitot pressure traverses at X=3. Flare angle: 15° 
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Fig. A.10 
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Fig. A.11 
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Fig. A.12 
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Fig. A.13 
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Fig. A.14 
I!s------A S m 00 th 
G-----EJ Sawtooth 
~ Small cavities 
)( )( Large cavities 
PIPo 
Pitot pressure traverses at X=23mm. Flare angle: 20° 
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