Abstract-For the past decades, China's economy has continued its extraordinary expansion and played increasingly decisive world economic roles. The exchange rate of China's currency, the renminbi (RMB), has been focused from investors and policymakers all over the world. Consequently, the prediction of the exchange rate of US dollar-CHINA RMB (ER-RMB) has attracted considerable attention in recent years. This study employs certain statistical, soft computing approaches, and their hybrid models to predict the ER-RMB. While the statistical model includes multiple regression (MR), the soft computing models contain Artificial Neural Networks (ANN) and extreme learning machine (ELM). The hybrid modeling schemes include two different combinations of the models.
I. INTRODUCTION
During the past three decades, China has shifted from a centrally planned to a market based economy and experienced rapid economic and social development. Accordingly, China formally overtook Japan to become the world's second-largest economy in 2011. Due to the fact that the issue of exchange rate of US dollar-CHINA renminbi (ER-RMB) is extremely crucial from an economic point of view, the prediction of ER-RMB has become an important research topic.
Manuscript received April, 29, 2016 ; revised July 25, 2016. The present study employs two types of forecasting approaches to predict the ER-RMB. The first approach applies the single stage techniques to build the forecasting models, and these modeling techniques include the statistical and soft computing methodologies. Those single stage forecasting models contain multiple regression (MR), modeling schemes which include the two different combinations of the single stage models. Those 
hybrid models contain the combination of MR and ANN (MR-ANN) and MR and ELM (MR-ELM).
The MR modeling is one of the most important statistical techniques for prediction applications [1] - [4] . The MR is a technique which is able to help estimate the strength and direction of the relationship between two or more variables. However, MR modeling has been criticized for its strong modeling assumptions, such as variation homogeneity. Therefore, its application has been limited.
In contrast, soft computing modeling is a data-driven technique with fewer a priori assumptions. Among various soft computing techniques, this study employs ANN and ELM to perform the forecasting tasks. ANN and ELM are considered as effective forecasting schemes due to the fact that they both allow to model nonlinearity and provide good forecasting characteristics [5] - [9] . Accordingly, both ANN and ELM have been demonstrated to possess better forecasting capability than the MR [7] - [12] . However, they are criticized for the long training process in designing the optimal network topologies and the difficulty of identification of the relative importance of input variables [9] , [13] , [14] .
Recent studies report that hybrid modeling schemes which are integrated with several single stage modeling schemes are able to achieve better performances for business or industrial applications [15] - [19] . Accordingly, in addition to using the above single stage techniques, this study proposes the two-stage hybrid modeling scheme to predict ER-RMB. In this study, the initial stage of the hybrid modeling is to select fewer but more important explanatory variables by using MR technique. As a consequence, the second stage of the hybrid modeling treats those fewer important variables as the inputs for other single stage modeling schemes. The forecasts can then be generated.
In this study, a real monthly dataset containing one response variable (i.e., ER-RMB) and eleven associated explanatory variables was collected from July 2005 until December 2013. The real dataset makes it possible to compare forecasts about ER-RMB using the single stage models and the proposed hybrid models. The present study employs the first 90 data records to build various forecasting models, and then performs a models' confirmation using the last 12 data cases. The rest of the study is organized in the following manner. Section 2 describes the concept of the modeling methodologies. The development and design of the forecasting models are addressed in this section as well. Section 3 addresses the ER-RMB data and the forecasting results. The performances for all of the forecasting models are analyzed and discussed. The final section discusses the research findings and the conclusions.
II. THE FORECASTING METHODOLOGIES
This study applies a single-stage forecasting techniques, MR, ANN and ELM, as well as the hybrid approaches, MR-ANN and MR-ELM, to predict the ER-RMB.
A. Multiple Regression Modeling
MR modeling is one of the most used statistical methods in modeling practical applications. The modeling procedure involves setting up the relationships between one response variable and several explanatory variables. The performance of the regression models is typically acceptable as long as the assumptions have been met. The general MR model can be described as follows. Also, because collinearity among independent variables will lead to imprecise estimates and serious stability problems, the collinearity diagnosis procedure should be performed first before screening significant independent variables. Some well-known criteria such as the variance inflation factor (VIF) or tolerance can be applied to examine collinearity. The VIF is defined as follows
where R 2 j is the coefficient of determination of a regression x j that evaluates all other independent variables. The tolerance is defined as the reciprocal of the VIF. It has been suggested that when the value of VIF is greater than 10, the sample set may have enough variation to suggest serious multi-collinearity. In addition to the effectiveness, the MR method has another advantage which is the reduction of the numbers of explanatory variables. This characteristic is appropriate for hybrid technique since it usually captures less explanatory variables for the initial stage of modeling process.
B. Artificial Neural Networks Modeling
Artificial neural networks, originally derived from neurobiological models, are massively parallel, computer-intensive, and data-driven algorithmic systems composed of a multitude of highly interconnected nodes, known as neurons as well. Because of its associated memory characteristic and its generalization capability, ANN has been increasingly utilized for modeling non-stationary processes [20] , [21] .
It was reported that knowledge is not stored within individual processing units, but is represented by the strength between units. ANN can be classified into two categories: feed-forward and feedback networks [22] . The nodes in the ANN can be divided into three layers: the input, the output, and one or more hidden layers. Because of its popularity, this study employs the design of feedback network. The feedback networks contain neurons which are connected to each other, enabling a neuron to influence other neurons.
In the ANN design, the relationship between output (y) and inputs 1 2 ( , ,..., ) m x x x can be described as:
weights; m is the number of input nodes; n is the number of hidden nodes, and is the error term. The transfer function in the hidden layer is often represented by a logistic function; that is,
As a consequence, the ANN model in Equation ( 
where w is a vector of all ANN parameters and f is a function determined by the ANN structure and connection weights.
C. Extreme Learning Machine Modeling
ELM can be viewed as a learning algorithm for single-hidden-layer feedforward neural networks [23] , [24] . Recently, it has been used for various forecasting issues [a9,
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a13, [25] [26] [27] . The general concept of ELM can be described as follows [13] , [26] .
Consider N arbitrary distinct samples ( 
denotes the weight vector connecting the ith hidden node and the input nodes, Typically, the initial step of ELM algorithm is randomly assign input weight i w , and bias i b . Consequently, the hidden layer output matrix M is calculated. In the last step, one is able to compute the output weight  ,
III. MODELING RESULTS AND ANALYSIS
To demonstrate the forecasting performance of the proposed hybrid modeling, the real data, from July of 2005 to December of 2013, were collected for the ER-RMB from the web sites of Mainland Affairs Council, Republic of China (Taiwan) [28] . Following the suggestions and discussion with the commercial bank practitioners, we sample 11 associated explanatory variables. Table I lists these variables. The dataset consists of 102 monthly records. For each forecasting modeling process, the first 90 records are used for model building, and the last 12 records are used for model confirmation. In addition, because they are widely used for evaluation of models' forecasting capability [29] , [30] (9) where e t stands for the value of the prediction error at time t. Fig. 1 shows the monthly data of ER-RMB for total of 102 records. For MR modeling, this study initially calculates the VIF to examine the existence of collinearity among the explanatory variables. Table II shows the results of VIF by using R software. Consequently, this study drops the X 1 variable which has the highest VIF (i.e., 42.796198), and we re-calculate the VIF values for the remaining explanatory variables. This process will continue until all VIF values for the remaining variables are less than 10. In Table III , it can be found that all the values of VIF of the remaining variables are smaller than 10. As a consequence, there is no high collinearity among X 2 , X 3 , X 6 , X 7 , X 9 , X 10 and X 11 . After discarding variables with high collinearity, this study employs the typical statistical hypothesis tests to obtain the significant variables for the MR model. Accordingly, this study deleted the variables whose absolute t value is less than 1.96. That is, the type I error is chosen as 0.05. By observing Table IV, we can retain X 6 , X 7 , X 9 , and X 10 in the MR model. Using Table V For the single stage of ANN modeling, this study uses 11 input nodes and one output node. The hidden nodes range from 2N i -2 to 2N i +2, where N i is the number of input variables. Accordingly, the hidden nodes are selected as 20, 21, 22, 23 and 24, respectively. Due to the fact that the learning rate of 0.01 is an effective setting [18] , this study sets the learning setting as 0.01 for ANN modeling. After performing the ANN modeling, we found that the {11-20-1} topology with a learning rate of 0.01 provides the best results and a minimum testing MAPE. Here, {N i -N h -N o } stands for the number of neurons in the input layer, number of neurons in the hidden layer and number of neurons in the output layer, respectively.
A. Single-Stage Modeling
For ELM modeling, the most important parameter is the number of hidden nodes and that ELM tends to be unstable in single run forecasting [23] , [31] . As a consequence, the ELM models with different numbers of hidden nodes varying from 1 to 30 are set up in this study. For each number of nodes, an ELM model is repeated 30 times and the average MAPE of each node is calculated. The number of hidden nodes that gives the smallest average MAPE value is selected as the best parameter of ELM model. For the single stage of ELM modeling, the forecasting model with 28 hidden nodes has the smallest average MAPE and is chosen as the best ELM model.
B. Proposed Hybrid Modeling
In this study, the way for a hybrid modeling is to use the fewer but more important explanatory variables, which were selected by the first phase of MR modeling, as the inputs for the second phase of ANN and ELM approaches. Therefore, this study uses four explanatory variables, X 6 , X 7 , X 9 and X 10 , to serve as the input variables of the ANN and ELM for hybrid modeling.
For the hybrid of MR-ANN modeling, the hidden nodes are selected as 6, 7, 8, 9, and 10, respectively, and the {4-10-1} topology provides the best results. In addition, for the hybrid of MR-ELM modeling, the model with 7 hidden nodes has the smallest average MAPE.
C. The Results
This study employs the forecasting accuracy measures of MAPE, MSE and MAD to report the performance measure for the five different approaches, MR, ANN, ELM, MR-ANN and MR-ELM, respectively. Those performance measures are listed in Table VI. In Table VI , by considering the performance of single stage models, we can observe that ANN model provides the smallest MAPE, RMSE and MAD values. Therefore, the ANN model has the best performance than the MR and ELM approaches.
In addition, by observing Table VI, one is able to apparently note that the proposed hybrid models provide more accurate results than the single stage models. The two hybrid models are all lower than the three single stage models in terms of the three performance measures. For example, the MAPE of the hybrid MR-ANN model, 2.25135, which is smaller than the MAPE of ANN model, 2.41651. This forecasting improvement, by using the MR-ANN, can be obtained as 7.34%. Accordingly, the forecasting percentage improvements of the proposed MR-ANN and MR-ELM models over the two single stage models, ANN and ELM are reported in Table VII. As  displayed in Tables VI and VII , the proposed hybrid models outperform all three single stage models. In conclusion, the proposed hybrid approaches are more effective in forecasting ER-RMB than the typical single stage approaches.
IV. CONCLUSION
The accurate prediction of ER-RMB is very important for the economic development for most countries. In this study, the concept of the proposed hybrid approaches takes advantage of unique capability of individual model to capture patterns in the data. The hybrid mechanism was proposed to overcome the deficiencies of single models and still can be able to yield more accurate prediction results.
In this study, the MAPE, MSE and MAD are used to measure the forecasting capability. The forecasting results reveal that the hybrid models are excellent approaches to predict ER-RMB. In this study, we have described a framework for integrating MR modeling approach and ANN and ELM techniques. Based on our work further research may be expanded. For example, extensions of the proposed hybrid prediction methods to other soft computing techniques or statistical prediction methods, or to multi-stage prediction procedures are possible. Such works deserve further research and are our future concern. 
