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GMDHを用いたソフトウェアプロジェクトデータに関する予測





In this study, our purpose is to predict the number of software faults that will be observed in the operational
phase of the software product by analyzing the data set obtained from the early stage of software devel-
opment projects. Therefore, in this research, we propose a model constructed by utilizing a technique of
GMDH (Group Method of Data Handling). In particular, the data set used in this study consists of both
quantitative and qualitative variables. We evaluate the usefulness of the improved GMDH model, which can
treat qualitative variables as well as quantitative ones.














































2. GMDH（Group Method of Data Handling）
(1) GMDHの概要












いま，入出力データが N 組，すなわち (xi, yi), 　 (i =
1, 2, . . . ,N) が与えられたとする．ここで，xi は n 種類の入
力変数 (説明変数)からなる i番目のベクトルであり，具体的
には xi = (x1i, x2i, . . . , xni) を意味する．また，yi は目的変数
である．これら n種類の入力変数から，xp, xq のように 2つ
を選択し組み合わせた，以下の重回帰モデルを基礎関数とし
て用いる．ここで，c0, c1, . . . , c5 は定数係数である.
zk = c0 + c1 xp + c2 xq + c3 x2p + c4 x
2
q + c5 xp xq
(k = 1, 2, . . . , n(n − 1)/2) (1)
ここで，元のデータが n個の説明変数をもつことから，その









(yi − zk)2 (2)
(k = 1, 2, . . . , n(n − 1)/2)








zk =c0 + c1 xp
zk =c0 + c2 xq
zk =c0 + c3 x2p
zk =c0 + c4 x2q
... (3)
zk =c0 + c1 xp + c2 xq + c3 x2p + c4 x
2
q
zk =c0 + c1 xp + c2 xq + c3 x2p + c4 x
2








デル f を得る．なお，本研究で用いる AICは，定義によっ
て以下のとおりである．














Φ = α11 x11 + α12 x12 + · · · + α1L1 x1L1
+ · · · + αm1 xm1 + αm2 xm2 + · · · + αmLm xmLm
(5)
ここで，カテゴリ変数 x は m種類存在し，各カテゴリ変数




とすると，m = 2, L1 = 2, L2 = 2となる．よって
Φ =α11 x11 +α12 x12 +α21 x21 +α22 x22 (6)
と表される．ここで x11 と x12 は片方が 0，片方が 1，x21 と
x22 は片方が 0，片方が 1でなければならない．
次に，x11と x22 の実測データを用いてα11，α22 を求め
る．すべての説明変数がカテゴリ変数である場合，定量的変
数を導入すると，一般式として
Φ = f (x11, x12, · · · , xm1, · · · , xmLm , xm+1, xm+2, · · · , xm+n) (7)
とできる．xm+1 + xm+2, · · · , xm+nは定量的変数である．カテゴ
リ変数 (x11, · · · , xmLm ), (x21, · · · , xmLm ),· · · , (xm1, · · · , xmLm ) に
それらを定量化した数値変数を考える．つまり，
x1 = g1(x11, x12, · · · , x1L1 )
x2 = g2(x21, x22, · · · , x2L2 )
...




Φ = f (x1, x2, · · · , xm, xm+1, · · · , xm+n) (9)
と表すことができ，数値変数からなる非線形回帰式となるた
め， f を GMDHによって表現すればよい．
次に，各アイテムごとに数量化 1類を適用する．
x1 = α11 x11 + α12 x12 + · · · + α1L1 x1L1
x2 = α21 x21 + α22 x22 + · · · + α2L1 x1L2
...
xm = αm1 xm1 + αm2 xm2 + · · · + αmL1 xmLm
(10)
先述した例を用いる場合，
x1 = α11 x11
{
1 (男性)




x2 = α21 x21
{
1 (高身長)







x1 = α10 + α12 x12 + · · · + α1L1 x1L1
x2 = α20 + α22 x22 + · · · + α2L1 x2L2
(12)
を考える．先述した例を用いる場合，









つまり，x1 の式では，男の場合は x1 = a10，女の場合は





























































No. x1 x2 x3 x4 x5 x6 Yq
1 19 0.323 8.065 0.473 10.430 0 1
2 13 0.690 4.483 0.259 2.414 0 0
3 11 0.127 4.322 0.059 1.186 0 2
4 24 0.150 3.083 0.292 11.880 0 5
5 17 0.131 1.343 0.082 4.552 0 0
6 29 0.638 2.553 0.979 40 0 1
7 35 0.241 5.060 0.494 19.398 0 4
8 25 0.076 0.138 0.069 0.519 0 0
9 28 0.057 0.573 0.046 0.573 0 3
10 38 0.323 2.177 0.258 3.226 0 5
11 42 0.329 2.336 0.292 3.723 0 6
12 30 0.256 1.923 0.321 3.205 0 3
13 28 0.149 1.940 0.224 2.985 0 2
14 35 1.250 7.500 1.563 62.500 0 0
15 23 0.331 7.868 0.184 7.647 1 0
16 29 0.345 10.345 0.379 14.483 1 0
17 25 0.047 2.617 0.005 0.094 1 0

















No. x1 x2 x3 x4 x5 Yq
1 2.289 0.323 8.065 0.473 10.430 1
2 2.289 0.690 4.483 0.259 2.414 0
3 2.289 0.127 4.322 0.059 1.186 2
4 2.289 0.150 3.083 0.292 11.880 5
5 2.289 0.131 1.343 0.082 4.552 0
6 1.549 0.638 2.553 0.979 40 1
7 1.549 0.241 5.060 0.494 19.398 4
8 2.839 0.076 0.138 0.069 0.519 0
9 1.549 0.057 0.573 0.046 0.573 3
10 1.549 0.323 2.177 0.258 3.226 5
11 1.549 0.329 2.336 0.292 3.723 6
12 1.549 0.256 1.923 0.321 3.205 3
13 1.549 0.149 1.940 0.224 2.985 2
14 1.549 1.250 7.500 1.563 62.500 0
15 0.646 0.331 7.868 0.184 7.647 0
16 -0.645 0.345 10.345 0.379 14.483 0
17 0.646 0.047 2.617 0.005 0.094 0











り (x1, x2), (x1, x3), · · · , (x4, x5)の 10通りからなるGMDH，つ
まり，
zx = c0 + c1 xp + c2 xq + c3 x2p + c4 x
2
q + c5 xp xq (14)
























No. Yq i = 3 i = 5 i = 7 i = 10
1 1 0.832 0.920 0.855 0.865
2 0 0.538 0.347 0.034 -0.128
3 2 0.793 0.588 0.678 1.913
4 5 4.214 4.957 5.062 5.081
5 0 0.672 0.535 0.407 -0.043
6 1 1.410 1.434 1.341 1.168
7 4 4.260 4.114 4.201 4.234
8 0 1.006 0.802 0.614 0.107
9 3 2.111 2.193 2.857 2.968
10 5 4.347 4.934 4.887 5.001
11 6 6.466 6.118 6.048 5.883
12 3 2.552 2.484 2.466 2.691
13 2 2.175 2.074 1.910 1.997
14 0 -0.565 -0.247 -0.154 0.301
15 0 0.414 0.157 0.473 -0.010
16 0 -0.404 -0.321 -0.331 -0.197
17 0 1.256 0.911 0.652 0.170














No. Yq 1 2 3 4
1 1 0.756 0.168 0.425 0.494
2 0 0.538 0.494 0.057 0.693
3 2 0.793 1.669 1.030 1.546
4 5 4.214 3.602 4.593 4.642
5 0 0.672 0.677 1.132 0.968
6 1 1.410 0.791 0.574 0.566
7 4 4.260 4.425 4.148 4.440
8 0 1.006 0.262 0.963 0.747
9 3 2.111 2.283 0.883 0.764
10 5 4.347 5.735 5.013 4.972
11 6 6.466 5.297 6.026 5.248
12 3 2.552 3.175 3.262 3.817
13 2 2.175 2.592 1.792 2.039
14 0 -0.565 -0.072 0.239 0.188
15 0 0.414 0.226 0.772 0.336
16 0 -0.404 -0.120 0.365 0.481
17 0 1.256 0.796 0.725 0.059
18 0 2.712 36209 0.124 15.281
表 4 の改良した GMDH において，No.18 予測値が異常
値になってしまったため，No.18 残差平方のデータを除き，
残りの 17個の残差平方和を計算した結果を以下に示す．
データセット 1 = 8.019
データセット 2 = 6.388
データセット 3 = 9.778
データセット 4 = 9.565
以上の結果より，x1 を数字の大きい順から”high”，”low”
に区別したものを質的データとして新たに改良したデータセッ
ト (以下，データセット 2)の GMDHの適合度が良くなって
いる．一例として，No.1 の予測値を求めるために構築した
予測モデルを以下に示す．
Ŷq = −0.213 + 0.100x1 + 0.144x2




No. Yq 1 2 3 4
1 1 2.287 2.358 -0.251 2.286
2 0 0.002 0.056 1.146 1.146
3 2 2.073 1.960 1.989 1.643
4 5 4.902 4.403 3.071 4.843
5 0 0.156 1.248 2.741 0.647
6 1 1.006 0.986 0.996 0.667
7 4 4.042 4.006 3.608 3.460
8 0 1.083 0.453 1.704 1.866
9 3 2.851 1.549 2.828 2.286
10 5 4.494 4.934 3.142 4.947
11 6 5.479 3.001 3.070 5.512
12 3 3.559 3.001 3.038 2.622
13 2 4.109 1.157 3.176 2.581
14 0 -0.019 0.063 -0.010 -0.010
15 0 2.561 0.023 0.042 0.029
16 0 0.655 0.023 -0.407 0.030
17 0 0.350 0.582 0.063 0.244
18 0 0.172 0.039 0.016 -0.177
表 5の改良した GMDHにブートストラップ法を用いた
場合の残差平方和を以下に示す．
データセット 1 = 15.319
データセット 2 = 11.501
データセット 3 = 30.789




法を用いた場合，GMDH の No.1 の予測値はそれぞれ
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