In this paper we consider the problem of constructing confidence intervals and lower bounds for the intraclass correlation coefficient in an interrater reliability study where the raters are randomly selected from a population of raters.The likelihood function of the interrater reliability is derived and simplified, and the profile likelihood based approach is readily available for computing the confidence intervals of the interrater reliability. Unfortunately, the confidence intervals computed by using the profile likelihood function are in general too narrow to have the desired coverage probabilities. From the point view of practice, a conservative approach, if is at least as precise as any existing method, is preferred since it gives the correct results with a probability higher than claimed. Under this rationale, we propose the so-called modified profile likelihoodapproach in this paper. Simulation study shows that, the proposed method in general has better performance than currently used methods.
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INTRODUCTION
The intraclass correlation coefficient,which defined by Harggard [?] as "the measure of relative homogeneity of the score within classes in relation to the total variance", has been widely adapted in behavior and biomedical science. Its first application dates back to Pearson in his study of measuring family resemblance of height of brothers. There are basically two major objects with which Intraclass correlation coefficient is used: to measure the sameness for unit in the same group, or reliability test, where measurement error is introduced by rates.
In this paper we consider the interrater reliability study in which each of R raters measures each of S subjects. Suppose each of the random sample of R raters in the reliability study rates each of the corresponding random sample of S subjects independently, the rating score Y ij of the ith rater on the jth subject may be represented as Y ij = µ + r i + s j + e ij , (i = 1, 2, . . . , R; j = 1, 2, . . . , S), (1.1) where µ is the overall population mean of the measurements, r i reflects the effect of the ith rater, s j characterizes the effect of the jth subject and e ij is the measurement error associated with this rating. The random variables r i , s j and e ij are assumed to be mutually independent and normally distributed with zero mean 0 and variances σ 2 r , σ 2 s and σ 2 e , respectively. The variance σ 2 of Y ij is 1.2) and the covariance between two measurements taken by the ith and i th raters on the same
3)
It follows that the appropriate intraclass correlation coefficient to measure interrater reliability is
(1.4)
The value of ρ represents the proportion of total variability on observed scores accounted for by the subject-to-subject variability in the true but unobservable scores. To emphasize this fact, it is also denoted by ρ s . Throughout this paper, ρ and ρ s are used interchangeably.
(Similarly, the quantity ρ r given by the following equation
is the proportion of total variability on observed scores accounted for by the rater-to-rater variability in the true score. The ratio of rater-to-error variability is defined as
which is also an important parameter of the model (1.1). Obviously, ρ s > 0, ρ r > 0, ρ s +ρ r <
1.)
As the assessment of reliability of measurement is of great importance in medical study, where measurement error may have serious unwanted consequence, considerable amount of research has been done for ρ. See [7] , [1] , [14] , [2] and [10] , etc. 
This approach was proposed by Rajaratnam [7] and Rajaratnam [1] . The method is in general biased and the resulting estimates may be negative. Fortunately, the bias decreases as both R and S increase.
Fleiss [4] developed an approach for interval estimation of ρ based on Satterthwaite's [8] two-moment approximation. This method has been widely used, but it understates the coverage probabilities substantially in certain cases. The problem has been noticed by Zou et al. [14] , so they proposed a three-moment approximation and a four-moment approximation by using the Pearson system of distribution under the rationale that a better approximation may be achieved by using higher moments. In general, their higher-moment approaches produce confidence intervals that are more conservative and satisfactory than those produced by two-moment approaches.
However, Cappelleri [2] found that, in certain situations, (for example, when there are only three raters, or the ratio of rater-to-error variability is relatively high.), the highermoment approaches tend to understate the coverage probabilities. Therefore, they proposed a modified large-sample approach (MLS), which produces either correct or conservative confidence intervals with more precise (narrower) widths than those generated by the highermoment approaches.
By using generalized variables (Section 2), Tian et al. [10] proposed an approach for estimating the two-sided confidence intervals or one-side confidence lower bounds of ρ. The generalized variable method (GV) in general has a behavior similar to that of the MLS.
In certain situations, (e.g., when the ratio of rater-to-error variability is about 0.5), the coverage probabilities of one-sided confidence intervals produced by the GV method (i.e., the method using generalized variables) are marginally more conservative than that produced by MLS. Based on simulation studies, the GV method has the best overall performance among existing methods.
It seems that no existing method for estimating the confidence intervals of ρ is based on likelihood approach. However, through a series of algebraic operations, we find found that the likelihood function of (1.1) has an explicit expression which is extremely simple (Appendix), so we will develop methods for constructing confidence intervals and computing the lower bounds for ρ based on profile likelihood approach. In general, the confidence intervals of ρ produced by the traditional profile-likelihood approach are too narrow to have the desired coverage probabilities, so a remedy is necessary, resulting in the modified profile likelihood (MPL) approach proposed in this paper. The detail is described in Section 3. The proposed approach is assessed by a Monte-Carlo simulation study, where its performance is compared with that of the GV approach in terms of coverage probabilities and average lengths of the respective confidence intervals. The GV method is chosen for comparison purpose not only because it is one of the most competent methods, but also easy to implement. The results of the simulation study are presented and analyzed in Section 4. The performance of the modified profile likelihood approach will be furtherly discussed in the last section. Before we introduce the proposed approach, we will give a short description of the generalized variable method.
Chapter 2 THE GENERAL VARIABLE APPROACH
Suppose that X = (X 1 , X 2 , . . . , X n ) constitute a random sample from a distribution which depends on the parameters β = (θ, ν), where θ is of interest and ν is a vector of nuisance parameters. Let x is be an observed value of X, a generalized variable R(X; x, θ, ν)
for interval estimation of θ has the following two properties:
1. R(X; x, θ, ν) has a distribution free of unknown parameters;
See Weerahandi [12] . To construct confidence intervals for the intraclass correlation coefficient ρ, [10] proposed the following generalized variable 
LIKELIHOOD BASED INTERVAL ESTIMATION FOR ρ
It follows from (28), (29), (30), (31) and (56) in the Appendix that the negative twice logarithm of the likelihood function l of ρ (= ρ s ) and ρ r , is given by
where c is a constant free from the data and the parameters. Interestingly, the log-likelihood function is a "function" of the ANOVA layout in Table 1 .1. The profile log likelihood function
Suppose l † (ρ; y) achieves its maximum atρ, thenρ is also the maximum likelihood estimate
and an approximate one-side 100(1 − α)% lower bound is computed as the smaller root of the following equation for ρ, According to the traditional likelihood theory, the constant κ is set to be zero, but in our case the coverage probabilities will be in general understated, as shown in the simulation study in Section 4. Ideally, we wish to choose the value of κ that would result in correct confidence intervals. This value of κ is termed the "correct value" of κ and denoted by κ corr .
Accordingly to the likelihood theory, the correct value κ corr approaches to zero as both the numbers of raters and subjects increase.
The correct value κ corr depends on ρ s , ρ r , R (the number of raters) and S (the number of subjects). a trackable expression is hardly available for it, thus it is infeasible to use κ corr in practice. If we use a value of κ that is larger than κ corr , then the resulting confidence intervals will be conservative in the sense that the coverage probability is higher than 1 − α.
The cost of achieving higher coverage probabilities is the loss of accuracy since the confidence intervals would become wider. Suppose (ρ L , ρ U ) and (δ L , δ U ) are known ranges of ρ and δ, respectively, then for fixed values of R and S, letting κ equal to the value of
would minimize the loss of accuracy. If we use κ m or an estimate of κ m in (3.7) or (3.8), the resulting method will be called as modified profile likelihood (MPL) approach. Suppose we know the modified profile likelihood would produce confidence intervals which are in average shorter than those by a widely used method, then we may put this approach in our tool-box for practical use since it is not only more precise than the widely used approach, but also captures the true parameter value with a probability higher than claimed. That the modified profile likelihood approach is more accurate than existing methods, which is illustrated by our simulation study in Section 4.
In real life, we can hardly expect a value of ρ that is lower than 0.6, so we can set the lower bound of ρ to be ρ L = 0.6. As for the upper bound ρ U of ρ, we can safely set ρ U = 0.98 in most cases. Several authors used the values 0.5, 1.0, 4.0 of δ in their simulation study.
Conservatively, in most cases we may set δ L = 0.5 and δ U = 16.
Simulation study (not presented, but the reader is referred to shows that, roughly κ corr is an increasing function of δ for fixed value of ρ but a decreasing function of ρ for fixed value of δ. Thus, an estimate of κ m can be obtained by using a grid search as follows. First we choose two positive values d and r, and define the grid points
Then a reasonable estimate for κ m iŝ
Usually we use d = 0.1 or d = 0.05 and r = 2, k 1 = −1, k 2 = 4 for computingκ m .
For known parameter values of ρ and δ, the optimal value κ corr can be obtained through a grid search incorporated with Monte-Carlo simulation. Suppose we want to search for κ corr in the interval [κ L , κ U ] of κ, we can simulate the coverage probability at the grid points
and select the smallest κ i for which the simulated coverage probability is not less than the expected coverage probability. Here are the steps:
1. Choose κ L , κ U and d κ , and compute the value for each κ i .
2. Generate a sample according to (1.1) by using given parameter values.
3. Compute the upper confidence boundρ U,0 of (3.7) and/or the lower confidence bound ρ L,0 of (3.7) or (3.8) for a 1 .
4. For i = 2, . . ., search for the upper confidence boundρ U,i of (3.7) in the interval [ρ U,i−1 , 1] for κ i , and/or the lower confidence boundρ L,i of (3.7) or (3.8) in the interval
5.
For each κ i , check if the corresponding confidence interval includes the true value of ρ.
6. Repeat the steps 2 -5 m times, where m is a large number (say 10, 000 or 20,000).
For each κ i , record the number of confidence intervals that include the true value of ρ.
7. Finally, compute the proportion of confidence intervals that conclude the true value of ρ for each κ i (which is the simulated coverage probability), and select the smallest κ i for which the simulated coverage probability is at least 1 − α as an approximation to κ corr .
With probability one, the value of κ thus obtained is not less than the actual value of κ corr .
Usually, we may set κ L = −0.20, κ U = 0.8 and d κ = 0.05. Table 3 .1 presents the estimated values of κ m for various numbers of raters and subjects by using the above methods with the following settings: m = 20, 000; ρ L = 0.6, ρ U = 0.9, d = 0.1; r = 2, k 1 = −1 (so δ L = 0.5), k 2 = 4 (so δ U is equal to the values in the table); d κ = 0.01; α = 0.10, κ L = 0.0, κ U = 0.80 for two-sided confidence intervals and α = 0.05, κ L = −.20, κ U = 1.20 for one-sided confidence lower bounds. The main purpose of this Monte-Carlo simulation study is to compare the performance of the modified profile likelihood approach (MPL) with that of the GV approach described in [10] , so the parameter settings in [10] were used here. That is, the number of raters were R = 3 and 5; the number of subjects were S = 10, 25 and 50; the value of ratio of ratioto-error variability σ 2 r /σ 2 e were 0.5, 1.0, 4.0; the value of ρ were 0.6, 0.75, 0.90. For each parameter setting, 20,000 random samples were generated. For the GV approach, 10,000 values of R ρ 's were created for each of the 20,000 random samples. Table 4 .1, where we can see that, in all cases the average length of the confidence intervals produced by the PL approach is significantly shorter than that by the GV method. Unfortunately, the PL approach consistently understates the coverage probabilities. This phenomenon is obvious especially when the number of raters is only three, or the number of subjects is large (S = 50), or the value of δ is high.
After a careful examination of the results in Table 4 .1 we find that, the confidence intervals produced by the PL approach with κ = 0 is "unnecessarily" narrow. For example, when R = 3, S = 50, δ = 4.0 and ρ = 0.6, (This is the worst case for the PL method in the sense that the coverage probability is extremely low, only 79.6%), the average length of the confidence intervals from the PL approach is 0.420, while that from the GV method is 0.604.
This fact gives us the confidence to increase the value of κ for achieving the desired coverage probabilities with comparable precision. Table 4 .2 has the results for the PL approach with estimated correct values of κ, whose superiority to the GV method is clearly illustrated. The estimates of κ corr shown in the table were searched by using the increment d κ = 0.01 and m = 20, 000 simulated random samples.
If we have no prior information of δ, then we can use the modified profile likelihood (MPL) approach with the estimated values of κ m corresponding to δ U = 16 in Table 3 .1 The resulting confidence intervals are conservative, but their average lengths are still significantly shorter than that by the GV method, as shown in Table 4 [5] conducted a reliability test for four raters (R = 4), each of whom evaluated the teeth of ten patients (S = 10) independently and recorded the number of decayed, missing and filled surfaces of patients' permanent teeth (DMFS score). We estimate ρ to be 0.8987, with the estimate of rater-to-ratio error variability δ = 1.26 by profile-likelihood(PL) method . By PL method, the two-sided 90% confidence interval is (0.7120, 0.9598), and the lower bound of 95% confidence is 0.7120. The modified profilelikelihood method (MPL) gives a two-sided 90% confidence interval of (0.6808, 0.9631) with κ = 0.18 and the lower bound for 95% one-sided confidence interval of 0.6290 with κ = 0.47.
The data were also analyzed by [2] using the large sample approach and by [10] using the generalized variable(GV) method. The estimate of ρ given by GV method is 0.9037, 90% two-sided confidence interval is (0.6295,0.9614) and lower bound of one-sided 95%confidence interval is 0.6201. Example 2. Streiner et al. [9] have presented a example of rates' effect on patients' sadness score where each of the three observers(R = 3) gave a ten points scale to measure a patient's sadness (S = 10). The estimate of ρ is 0.7304 by MPL method, and 90% two-sided confidence interval is (0.3062, 0.9023), with value of κ set as 0.29. MPL method also estimates the 95% one-sided lower bound to be 0.2221 with κ = 0.74. GV method gives an estimate of ρ of 0.7141, 90% two-sided confidence interval of (0.1481, 0.8772) and lower bound of 95% one-sided confidence interval of 0.1499. Example 3. Cuttie et al. [3] tested measurement reliability between two raters(R = 2) for measuring hips and knees static flexion angles for both legs on nine (S = 18) healthy children, when their bodies were oriented in order to define Outwalk anatomical coordinate systems. For value h (hip static flexion) , MPL method yields a 90 % confidence interval for ρ of (0.4653, 0.9444) , while GV gives a 90% confidence interval of (0.1587, 0.9221). Lower bound for 95% test is 0.3839 by MPL method and 0.1474 by GV method. For value k (knee static flexion), MPL method estimates two-sided 90% confidence interval and one-sided 95% lower bound to be (0.2686, 0.8889) and 0.2251, respectively, while GV gives the estimates of (0.0536, 0.8429) and 0.0495, respectively. The estimates of rater-to-ratio error variability are less than 0.15 in both cases. MPL and 0.0352 by GV approach. 95% confidence lower bound by GV method is 0.9352 while that given by MPL approach is 0.9039. The estimated value for δ is less than 0.2.
Example 5. In a study conducted by Vaid et al. [11] , four different methods to segment magnetic resonance images (MRI) of brain were utilized to measure the volumes of four patients' tumors.(I = 4, S = 4). The estimated value of δ is 2.18. ρ is estimated to be 0.7281 by MPL method. The 90% confidence interval is determined to be (0.2672, 0.9359) when κ = 0.45. Point estimate of ρ by GV method is 0.7644 and 90% two-sided confidence interval is (0.2672, 0.9539). For the lower bound of 95% one-sided confidence interval , MPL gives a value of 0.3085 with κ = 0.21 while GV gives a value of 0.2898.
Chapter 6 DISCUSSIONS AND FUTURE WORKS
In this paper, it is of interest to study the interrater reliability coefficient ρ from a two-way random effects analysis of variance model in which every rater scores each subject.
The likelihood function is simplified, the profile-likelihood approach is derived, studied and applied to obtain one-sided lower bounds and two-sided bounds for ρ. The profile-likelihood (PL) approach is more accurate than existing methods in the sense that it always produces confidence intervals of shorter average lengths. However, the PL approach with κ = 0 understates the coverage probabilities in almost all cases. Fortunately, simulation study shows that, we can increase the value of κ appropriately so that the PL approach is still more precise than existing methods, but does not understate the coverage probabilities. A good choice for κ is κ m defined in (3.9) , resulting in the modified profile likelihood (MPL) approach.
For the parameter settings in Section 4, the MPL approach is always more accurate than the GV approach. Estimates of κ m can can be obtained through Monte-Carlo simulation. The MPL approach is in general conservative in the sense that the coverage probability are in general higher than the expected coverage probability 1−α. In other words, the actual probability that the MPL approach produces correct results is higher than claimed. Thus, from the point view of application, this feature of the MPL approach is not evil and should be appreciated since it is also more precise than existing methods.
How conservative the MPL approach can be depends on the value of κ m − κ corr (≡ κ m − κ corr (ρ 0 , δ 0 )), (6.1) where ρ 0 and δ 0 are the true parameter values of ρ and δ. A larger value of κ m −κ corr indicates that the MPL approach is more conservative. For example, for the case R = 3, S = 50 and ρ 0 = 0.90, δ 0 = 0.5, the optimal value of κ is κ corr = 0.02 for producing two-sided 90% confidence intervals (Table 4 .2). If we have no knowledge about δ, we may set κ m = 0.67 (the number corresponding to δ U = 16 in Table 3 .1), and the MPL approach becomes substantially conservative with the coverage probability 99.6% (Table 4 .3). The MPL approach is not always so conservative. For example, when R = 3, 5 and S = 10, the values of κ corr are less variable (Table 4. 2), so the value of κ m − κ corr is not expected to be high and the MPL approach is less conservative than the GV method for certain parameter settings (Table 4. 3).
Simulation study shows that, for fixed number R of raters, the value of κ m − κ corr becomes larger as the number S of subjects increases. When there are only a few raters but many subjects, the MPL approach may be very conservative for certain parameter settings. On the other hand, the value of κ m − κ corr decreases as R increases (see Table 3 .1) for fixed number of subjects. In general, if the ratio R/S is not too low, the value of κ m − κ corr is near to zero and the actual coverage probability of the MPLapproach is close to the expected one.
If a less conservative MPL approach is more desirable, the search for an estimate of κ m can be made on a narrower range of δ. For example, with the advance of technology, measuring instruments may have excellent intrarater or test-rerest reliability, so the rater component of variability in the ratings is large relative to the random error component, that is, the value of δ is high. Therefore, we should search for an estimate of κ m in the range of high values of δ. As a result, the MPL approach is less conservative, but also more precise.
In conclusion, the modified profile likelihood approach proposed here is recommended as having the best overall performance among the methods mentioned in this paper.
APPENDICES

Derivation of of Likelihood Function
In this section we will perform a series of algebraic operations for simplifying the expression of the likelihood function. First we introduce several notations. For an integer n, let 1 n denote the n-dimensional one-vector whose components are one
I n the n × n identity matrix, and J n the n × n one-matrix
. . . . . . . . . . . .
For simplicity, the subscript n is suppressed in case of no confusion. Let y j be the data on the jth subject:
and y is the RS-dimensional vector of all data
It follows that the covariance matrix of y is the RS 
Thus the log-likelihood function is given by
and
Setting to zero the partial derivative of −2l with respect to µ
gives the maximum likelihood estimator (MLE)μ of μ
since the vector 1 is an eigenvalue of the matrix V −1 (and V ). Similarly, equating with zero the partial derivative of −2l with respect to σ 2
yields the MLEσ 2 of σ 2σ
Replace µ by its maximum likelihood estimateȳ ·· , we shall havê
Let
The nuisance parameter µ is not involved in (14), (15), (16) and (17).
To evaluate the determinant |V | of the matrix V and simplify the quadratic form ∆ in (14) , we need to find out the eigenvalues and eigenvectors of the matrix V .
For an integer n, let h
n be the n × 1 vectors given by
where
The superscript (n) is suppressed if no confusion arises from this omission. Then the vectors
are eigenvectors of the matrix J n . Indeed, J n h 1 = nh 1 , J n h 2 = 0 for all i = 2, . . . , n.
The matrix
is the n × n orthogonal matrix due to Helmert. Now for i = 1, 2, . . . , R, let
then the matrix Q given by
is orthogonal. Furthermore,
by (20), so q ij 's are the eigenvectors of V and
are the eigenvalues of the matrix V .
Define two diagonal S × S matrices Λ 1 and Λ 2 by 
It follows that
Since Q is orthogonal, the determinant of the matrix V is 
where z (k) denotes the kth component of z and a = z 2 (1) , b = 
By (38), (42), (43) and the fact that H R is an orthogonal matrix,
By the proof of (45) and (46),
Using the fact that H S is orthogonal again yields that 
Hence,
It follows that the log-likelihood function is l = − 1 2 RS ln(2π) + RS ln σ 2 + ln λ 1 + (S − 1) ln λ 2 + (R − 1) ln λ 3 + (R − 1)(S − 1) ln λ 4
which implies that SSBS, SSBR and SSE are mutually independent. Furthermore, for true parameter values, the distributions of 
The constant c 0 is free of parameters, and D = D(λ 1 , λ 2 , λ 3 , λ 4 ) is the determinant of the matrix V .
A notable fact is that, the log-likelihood function in (56) depends on only on the two parameters: ρ s and and ρ r .
