INTRODUCTION
In this paper we give a proof of the following THEOREM 1.
Let C be an algebraically closed field of characteristic zero, G a connected linear algebraic group defined o¨er C, and k a differential field containing C as its field of constants and of finite, nonzero transcendence degree o¨er C; then G can be realized as the Galois group of a Picard᎐Vessiot extension of k.
w x Previous work by Kovacic 17, 18 reduced this problem to the case of powers of a simple connected linear algebraic group. Our contribution is to show that one is able to realize any connected semisimple group as a Ž . Galois group and, when k s C x , xЈ s 1, to control the number and types of singularities when one constructs a system Y Ј s AY, A g Ž Ž .. M C x , realizing an arbitrary connected linear algebraic group as its Galois group. More precisely, we give a constructive, purely algebraic proof of the following. Let G be a connected linear algebraic group and let w x R be its unipotent radical and P a Levi factor 27 where each U is an irreducible P-module. We shall assume that U is the i 1 Ž . trivial one-dimensional P-module and so allow the possibility that n s 0 . 1 We may write P s T и H, where T is a torus and H is a semisimple group. Let m s n if the action of H on U is trivial and let m s n q 1 if the We now give a brief history of work on the inverse problem in differential Galois theory. An early contribution to this problem is due to Bialyw x nicki-Birula 3 who showed that, for any differential field k of characteristic zero with algebraically closed field of constants C, if the transcendence degree of k over C is finite and nonzero then any connected nilpotent group is a Galois group over k. This result was generalized by Kovacic, w who showed that the same is true for any connected solvable group. In 17, x 18 Kovacic introduced powerful machinery to solve the inverse problem. Ž In particular, he made extensive use of the logarithmic derivative see . below and he developed an inductive technique that gave criteria to lift a solution of the inverse problem for GrR to a solution for the full group u G. Using this, Kovacic showed that to give a complete solution of the inverse problem, one needed only solve the problem for reductive groups Ž . note that GrR is reductive . He was able to solve the problem for tori u Ž and so could give a solution when GrR is such a group i.e., when G is u . solvable . He also reduced the problem for reductive groups to the problem for powers of simple groups. We will use logarithmic derivatives Ž . and the inductive technique in a very simple explicit form below.
Ä 4w y1 x When one considers specific fields, more is known. If K s C x x , w x the quotient field of convergent series, Kovacic 17 showed that a necessary and sufficient condition for a connected solvable group G to be a Galois group over K is that the unipotent radical of the center of Ž . G r R ,R have dimension at most 1, where R is the unipotent radical u u u of G. Using analytic techniques, Ramis showed that any connected Ž w x. semisimple group is a Galois group over K cf. 28 . Recently, Ramis extended this result to show that a necessary and sufficient condition for a linear algebraic group to be a Galois group over K is that it have a local Ž w x. Galois structure cf. 29 , a condition expressed in terms of the Lie algebra w x of the group. This condition was restated in 26 in more group theoretic terms: a necessary and sufficient condition for a linear algebraic group G Ž .
0
Ž . Ž 0 . to be a Galois group over K is that i GrG is cyclic, ii d G F 1, and Ž . Ž . to the condition that d G F 1. Ramis also shows how solving the inverse problem over K is equivalent to solving the inverse problem on the sphere where the differential equation has a regular singularity at 0 and an arbitrary singularity at ϱ. w x Tretkoff and Tretkoff 37 have shown that any linear algebraic group is Ž . a Galois group over C x when C s C, the field of complex numbers. Their result depends on the solution of a weak version of the 21st Hilbert 1 w x Problem. For arbitrary C, Singer 34 showed that a class of linear Ž algebraic groups including all connected groups and large classes of . Ž . nonconnected linear algebraic groups are Galois groups over C x . Singer's proof used the result of Tretkoff and Tretkoff and a transfer 1 Tretkoff and Tretkoff needed the fact that given a finitely generated group H of matrices, there exists a homomorphism of the fundamental group of the sphere minus a finite set of points onto this group and that this representation is the monodromy representation of a Fuchsian equation. Letting one of the generators be the identity matrix, and mapping the homotopy classes of loops around distinct points to distinct generators, one can use the Ž classical solutions of Plemelj or Birkhoff to produce a system with simple poles they need one of the matrices to be diagonalizable to insure that all poles are simple yet a careful examination of their techniques shows that their results still yield a Fuchsian system, without Ž w x. any hypothesis on the matrices cf. 1 . This is not in conflict with the recent work of w x Bolibruch 1 . principle to go from C to any algebraically closed field of characteristic w x zero. Recently, Magid 22 claimed to have proved that all connected groups having no subgroups of codimension one must be Galois groups Ž . over C x . In particular, this would have implied that any connected Ž . semisimple group not having PSL 2, C as a quotient could be realized as a Ž .
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Galois group over C x . Regretably, Magid's proof is flawed. Finally, w x Ramis 29 has shown that any linear algebraic group defined over C is the Ž . Galois group of a Picard᎐Vessiot extension of C x . Ramis's proof relies Ä 4w y1 x on his solution of the inverse problem for the local field C x x and a technique for gluing solutions of the local problem to form a solution of the global problem. Ramis is also able to bound the number and type of singularities.
Another approach to the inverse problem was given by Goldman and w x Miller. In 10 , Goldman developed the notion of a generic differential equation with group G analogous to what E. Noether did for algebraic equations. He showed that many groups have such an equation. In his w x thesis 23 , Miller developed the notion of a differentially Hilbertian differential field and gave a sufficient condition for the generic equation of a group to specialize over such a field to an equation having this group as Galois group. Regrettably, this condition gave a stronger hypothesis than in the analogous theory of algebraic equations. This condition made it difficult to apply the theory and Miller was unable to apply this to any groups that were not already known to be Galois groups.
Finally, many groups have been shown to appear as Galois groups for classical families of linear differential equations. The family of generalized hypergeometric equations has been particularly accessible to computation, w x w x either by algebraic methods as in Beukers and Heckmann 2 , Katz 14 , w x and Boussel 6 , or by mixed analytic and algebraic methods as in Duval w x w x and Mitschi 8 or Mitschi 24, 25 . These equations in particular provide classical groups and the exceptional group G . Other examples were 2 w x treated algorithmically, as in Duval and Loday-Richaud 7 or Ulmer and w x Weil 38 using the Kovacic algorithm for second order equations, or in w x Singer and Ulmer 35, 36 using a new algorithm for third order equations.
The rest of this paper is organized as follows. In Section 2 we recall some of the results of differential Galois theory and Kovacic's program for solving the inverse problem. In Section 3 we present proofs of the Theorems 1.1 and 1.2.
We thank J. Kovacic for pointing out mistakes in a previous attempt at proving Theorem 1.2 and for showing us that Theorem 1.2 implies Theo-rem 1.1. We also thank Jean-Pierre Ramis for stimulating conversations concerning the inverse problem and for sharing his ideas with us.
DIFFERENTIAL GALOIS THEORY AND
KOVACIC'S PROGRAM w x w x The material of this section comes from 17 and 18 . Let k be a differential field of characteristic zero with algebraically closed field of constants C. Given a connected C-group G we wish to construct Ž . Picard᎐Vessiot extensions of k of the form k g where g is a point of G. Such a field is called a G-primiti¨e extension of k. We say that a G-primi-
The following summarizes some of the material found in Chapters I and w x II of 17 . unipotent radical of G and P is a maximal reductive subgroup of G. This is called a Le¨i decomposition of G and P is called a Le¨i factor. It is known that any connected reductive subgroup is contained in a Levi factor Ž w x. and that any two Levi factors are conjugate cf. 27 . Kovacic showed that one can make several reductions of the inverse problem. First, he showed that one can assume that R is commutative and so must be of the form u C m . Since P is reductive and acts on C m , one can further write C m as a sum of irreducible P-modules. Kovacic further reduced the inverse problem to the case where R is the direct sum of copies of a unique u irreducible P-module. Second, Kovacic gave a method for selecting a solution of the inverse problem for P that will lift to a solution of the inverse problem for G s R i P. In general terms, he showed that a u solution of the inverse problem for P will lift provided that an appropriately chosen ''inhomogeneous inverse problem'' for R can be solved. u Finally, Kovacic described the obstructions to solving this inhomogeneous inverse problem for R . Since we will need to keep a careful accounting of u the singularities we introduce in each of these reduction steps in order to prove Theorem 1.2, we shall now describe these reductions in detail. It is convenient to have the following: DEFINITION 2.3. A connected linear algebraic group G defined over an algebraically closed field C of characteristic zero is realizable over a differential field k whose field of constants is C if there exists a full
Note that Proposition 2.1 implies that given A g G G there is always a k Ž .
Ž . G-primitive extension k g such that l␦ g s A. The above definition of realizability requires that the Galois group be the full group G.
Reduction to Commutati¨e R u
Let G be a connected linear algebraic group defined over an alge-Ž . Ž . braically closed field C and let G s Gr R , R , where R , R denotes u u u u Ž . the closed subgroup of commutators of R . Let G G be the Lie algebra of u G, G G be the Lie algebra of G, and d : G G ª G G be the canonical map. Using the fact that the only algebraic subgroup of G that maps surjectively Ž w onto G is G, Kovacic shows cf. 17, Lemma 2; 18, Lemma 7, Proposition x 18 :
Lifting Solutions of the In¨erse Problem
We shall assume that G is a connected linear algebraic group defined over C and that the unipotent radical of G, which we denote here by U, is abelian. For any Levi decompositions G s U i P we will describe Kovacic's method for lifting a solution of the inverse problem for the reductive group P to a solution of the inverse problem for G.
Let us first consider what happens when we have a full G-primitive Ž . Ž extension K s k g of a differential field k with algebraically closed field . of constants . We may write g s up with u g U, p g P. Since U is normal Ž . Ž . in G and k GrU s k P is the fixed field of U, we can use Galois Ž . correspondence and Proposition 2.1 to show that k p is a full P-primitive extension of k. Let G G, U U, P P be the Lie algebras of G, U, P respectively.
Ž . Ž . Note that l␦ g s A g G G and that l␦ p s A g P P . Calculating we
Ž .
Ž . Kovacic shows that if p is an element of
Ž .
A p Ž . where p is any element of P such that l␦ p s A and the constants of P Ž . k p are the same as the constants of k. Note that U U is left fixed by any Ž .
The following result of Kovacic A P Ž w shows that one can reverse this process cf. 17, Proposition 13; 18,
x. Proposition 19 . 
PROPOSITION 2.5. Let G be a connected linear algebraic group defined o¨er an algebraically closed field C and let k be a differential field with field of constants C. Assume that the unipotent radical U of G is abelian and let G s U i P be a Le¨i factor decomposition. Let A g P P realize P and
. This implies that l␦ exp ␥ s ␥ Ј and if we identify U with the vector Ž . group of U U via the exponential map, we have that l␦ g s g Ј for all
Via the identification of U with U U the action of P on U by conjugation Ž . Ž . induces the adjoint representation : P ª GL U and the correspond-Ž .
Ž .
A p
We identify the Lie algebra U U of C with 0 a a g C ½ 5
ž / 0 0 and the Lie algebra P P of C* with
1. There is a full C*-primitive extension k p , p s where
. This is equivalent to demanding that the Galois group of
Ž . 2. There exists an element u s with I ␦ u s A , such that
Ž . Therefore to realize G as a Galois group over C x , we must find Ž . Ž . a, b g C x and ␣, ␤ such that 
Ž . Then for u s u q иии qu , l␦ up s A q иии qA q A and k up is a full
Selecting A and A U P
Let G s U i P as above. We shall first show that the inverse problem can be reduced to the case where P is a direct product T = H where T is a torus and H is a semisimple group. We note that any connected reductive linear algebraic group P is of the form T и H where T is a torus and coincides with the center of P, H is semisimple, and T l H is finite. We therefore have a homomorphism : T = H ª P with finite kernel. Let T T, H H, P P be the Lie algebras of T, H, P respectively and let d : T T = H H ª P P be the Lie algebra homomorphism associated to .
The proof of this proposition is contained in the proof of Proposition 9 w x Ž in 17 note that the condition concerning the kernel of in this latter proposition is not needed in the part of the proof that verifies the above . proposition . This proposition allows us to assume that our group is of the Ž . Proof. T and H have no common homomorphic image other than the trivial group.
We do not know a general criterion for realizing a semisimple group over an arbitrary differential field, but in the next section we will show how Ž . to realize such a group over C x . The following is a criterion for realizing Ž w x . tori over any differential field cf. 
m m i
Finally, Kovacic gives a criterion for finding elements satisfying Proposi- 
realizes the torus C*. To use Proposition 2.11 we must Ž . Ž . show that ␣ Ј y 2 x␣ s 1 has no rational solutions ␣ g C x . Let ␣ g C x be a solution. At any finite pole of ␣, the order of ␣ Ј is larger than the order of 2 x␣ , so there can be no cancellation. Therefore ␣ must be a polynomial. Let n be the degree of this polynomial. The degree of 2 x␣ is larger than the degree of ␣ so the degree of the right-hand side of this equation is larger than the degree of the left hand side, a contradiction.
PROOFS OF THE THEOREMS

Reducti¨e Groups
We start by showing that any connected semisimple group can be Ž . realized over C x by a system YЈ s AY where the entries of A are polynomials of degree at most one. . irreducible components of dimension necessarily greater than 1 must be non-trivial, so we can assume that H stabilizes a line in some irreducible G-module V. Note that any subgroup conjugate to H will also stabilize w x some line in V. Dynkin's theorem 9 implies that there are only a finite number of conjugacy classes of maximal proper connected closed subgroups in G. Selecting a V as above for each of these we can now let
If need be, we can take the direct sum of this with a 1 m faithful irreducible G-module of dimension greater than 1 to assume that V is faithful.
We will refer to a faithful G-module satisfying the conclusions of the Ž . above lemma as a Che¨alley module for G. For example, if G s SL 2 , then any irreducible G-module is a Chevalley module for G since any proper connected subgroup is solvable and will leave some line invariant. 
Proof. Note that since
A has polynomial entries the monodromy group Ž w x . is trivial. Gabber's Lemma cf. 14, Proposition 1.2.5 implies that the Galois group is connected. 3 Corollary 2.2 implies that there exists a g g G w x such that g A g H H , where H H is the Lie algebra of H. Since V is ã k Chevalley module for G, there exists a line left invariant by H and therefore by H H. The conclusion now follows.
Ž .
3 Strictly speaking this is not an algebraic argument but it can be replaced by a tedious algebraic proof.
We Therefore we can conclude that the Galois group of the differential system
Note that in the above example A is a regular element of a Cartan 1 Ž . subalgebra of SL 2 and A is the sum of generators of the root subspaces 0 Ž . of SL 2 with respect to this Cartan algebra. We shall now show how one can generalize this example to deal with any connected semisimple linear group.
Let G G be a semisimple Lie algebra and let
where H H is a Cartan subalgebra and G G are the root spaces. Let V be a . Ä 4 where r s 0 . We then have that¨is a basis of V.
If ␤ is a weight of H H on V and¨is an element of V then
The matrix x of X with respect to¨has the property that
has s blocks of zeroes along the diagonal.
X¨. This implies that AX¨s
Ž . nent of X¨must be 0. 
This yields the system of equations:
Ž . for i s r q 1, . . . , n. We now consider Eq. 3
The first row of this matrix equation is yta u y иии yta u q m s 0. and again we get a contradiction if we select t g C such that a a r q 1, 1 n , 1 2 yt a qиии qa
is not an integer. The set of such t in Q, the algebraic closure of the Ž rationals, is a dense open set. For these t the Galois group of Y Ј s tA q 0 . A x must be G. 1 The above result gives a very simple system that realizes a connected semisimple group. In order to realize a Levi factor of a connected linear algebraic group in such a way that we may utilize Propositions 2.5 and 2.11, we may need a system with polynomial entries of higher degree. Ž .
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We shall deal with three cases: n ) m: Setting the coefficients of x mq n , . . . , x n equal to zero we have:
The first equation implies that c is an eigenvalue of A and w is an early independent, we have that each n s 0. For later use, we recall that if G s T = H, where T is a torus and H is Ž . a semisimple group, then we can select B s D q E where A, D , for some A, is a regular pair of generators of the Lie algebra of H and E is a diagonal matrix whose non-zero entries are linearly independent over Q.
Ž . Note that we can select a basis so that both D and E and therefore B are diagonal.
Proof of Theorem 1.2
In order to use the lifting results of Kovacic we will need the following technical lemma. and Aw is 0, we have that n s 0, contradicting that n ) m ) 0.
We now give the proof of Theorem 1.2. Let G be a connected linear algebraic group defined over C with defect d and excess e. Proposition 2. 4 Ž implies that we may assume that R is commutative note that the defect u Ž . . and excess of the groups G and Gr R , R are the same . Furthermore, u u Ž . Proposition 2.7 implies that we may assume that G s U i T = H where U is a commutative unipotent group, T is a torus, and H is a semisimple Ž . group note that e and d are unchanged under id = . We identify the Ž . is an irreducible P s T = H-module and assume that U is the one-dimen-1 sional trivial module. Fix some i and let U s U , r s r , and s . 
satisfies Proposition 2.11. We now consider the case where i ) 1. In this case U is a nontrivial irreducible T = H-module. Since T is diagonalizable and H commutes with T, we have that H preserves each eigenspace of T. Therefore, each element of T acts as a constant matrix on U. This furthermore implies that U is an irreducible H-module. We now consider two subcases.
The first is the case when U is the one-dimensional trivial H-module. . e иииc x for some integers q , not all zero. Note that our assumptions 
U i
In all cases we have introduced no more than d finite simple poles and polynomials of degree at most e. Ž . EXAMPLE 3. Consider the group G s C = C i C*, where the action of G on the first factor of C = C is trivial and the action of c g C* on the second factor is given by multiplication by c 2 . In concrete terms this is the group: 
Ž .
Proof. Assume not and let k s C x and K be a Picard᎐Vessiot Ž . extension corresponding to the system. We know that K s k G so we can Ž . Ž . write k G s k t , . . . , t where the action of the Galois group is given by Ž . will be algebraically dependent over C x , a contradiction.
3.3.
Proof of Theorem 1.1 Theorem 1.1 follows from the following proposition, whose statement w x w x and proof are due to Kovacic 19 . In 18 he attacked the inverse problem Ž . for arbitrary connected not necessarily linear algebraic groups. He showed that one could reduce this problem to the inverse problem for connected linear groups and for abelian varieties. Kovacic also showed that if G is an abelian variety and F is a differential field of finite but nonzero transcendence degree over its algebraically closed field of constants, then there exists a strongly normal extension of F whose differential Galois group is Ž . w G strongly normal generalizes the notion of Picard᎐Vessiot, cf. 15, 17, x 18 ; a strongly normal extension whose Galois group is linear is a . Picard᎐Vessiot extension . The following proposition is stated and proved in such a way that it holds in this generality but so that readers unfamiliar with strongly normal extensions can restrict themselves to Picard᎐Vessiot extensions and follow the proof as well. In general, a connected algebraic group is realizable over F if there is a strongly normal extension K of F whose Galois group is isomorphic to the given group. 
