The introduction of electronic medical records (EMRs) enabled the access of unprecedented volumes of clinical data, both in structured and unstructured formats. A significant amount of this clinical data is expressed within the narrative portion of the EMRs, requiring natural language processing techniques to unlock the medical knowledge referred to by physicians. This knowledge, derived from the practice of medical care, complements medical knowledge already encoded in various structured biomedical ontologies. Moreover, the clinical knowledge derived from EMRs also exhibits relational information between medical concepts, derived from the cohesion property of clinical text, which is an attractive attribute that is currently missing from the vast biomedical knowledge bases. In this paper, we describe an automatic method of generating a graph of clinically related medical concepts by considering the belief values associated with those concepts. The belief value is an expression of the clinician's assertion that the concept is qualified as present, absent, suggested, hypothetical, ongoing, etc. Because the method detailed in this paper takes into account the hedging used by physicians when authoring EMRs, the resulting graph encodes qualified medical knowledge wherein each medical concept has an associated assertion (or belief value) and such qualified medical concepts are spanned by relations of different strengths, derived from the clinical contexts in which concepts are used. In this paper, we discuss the construction of a qualified medical knowledge graph (QMKG) and treat it as a BigData problem addressed by using MapReduce for deriving the weighted edges of the graph. To be able to assess the value of the QMKG, we demonstrate its usage for retrieving patient cohorts by enabling query expansion that produces greatly enhanced results against state-of-the-art methods.
Introduction
Massive warehouses of electronic medical records (EMRs) contain a wealth of medical knowledge that is expressed by physicians and health care professionals when reporting on the patient visits. Hospital throughout the United States and other countries process millions of EMRs annually. The notes within these EMRs typically include a variety of clinical information, including medical history, physical exam findings, lab reports, radiology reports, operative reports, as well as discharge summaries. Information about a patient's medical problems, treatments, and clinical course is also available from EMRs. This information is essential for conducting comparative effectiveness research, defined in a brief report from the National Institute of Medicine published in 2009 as the generation and synthesis of evidence that compares the benefits and harms of alternative methods to prevent, diagnose, treat and monitor a clinical condition or to improve the delivery of care [1] .
Essential to uncovering knowledge that enables comparative studies is the capability to automatically process the large EMR repositories by identifying medical concepts and the relations between them. However, medical concepts are not mentioned in EMRs without a degree of belief that the physicians have. When physicians write about medical concepts, they often incorporate hedging or other linguistic means of expressing their opinion, in lieu of strict facts. Medical science involves asking hypotheses, experimenting with treatments, and reasoning from medical evidence. Consequently, clinical writing reflects this modus operandi with a rich set of speculative statements [2; 3; 4] .
By taking this observation into account, we decided to explore a knowledge representation that (1) takes into account the physician's degrees of belief -qualifications of the medical concepts mentioned in EMRs; and that (2) can be acquired automatically from a large corpus of EMRs. Our work considers that all medical concepts within an EMR fall within the categories of (1) medical problems (e.g. lung cancer), (2) medical tests (e.g. CT -indicating an X-ray computed tomography scan, (3) medical treatments (e.g. tylenol), or (4) infectious agents (e.g. MRSA -Methycicillin-resistant Staphylococcus aureus). In order to capture the belief values that physicians express with regards to medical concepts, we have considered (a) six types of assertions a that were used to qualify the state of a patient's medical problem in the 2010 i2b2/VA challenge; (b) three additional assertions that qualify a patient's treatments, (c) an assertion that applies onto medical tests, and (d) a new assertion that applies to medical problems, treatments, and tests. This classification follows the framework devised in the 2010 i2b2/VA challenge [5] , which tasked participants with categorizing medical concepts as problems, treatments, or tests and with classifying the assertion for each medical concept.
By capturing the assertions associated with medical concepts, we are able to build a novel form of medical knowledge, which we call "qualified medical knowledge." We organize this knowledge into a graph, which we call the qualified medical knowledge graph (QMKG). As illustrated in Figure 1 , the edges of the QMKG have different weights which are derived automatically by considering metrics of context cohesion through a battery of similarity measures. In this figure, a hypothetical visualization is provided highlighting a few example nodes (such as [steroids-treatment-continuing]) and the weighted edges between them.
In this paper, we are also concerned with the utility of the QMKG. For this purpose, we perform an extrinsic evaluation to ascertain the quality of the QMKG. We evaluate the extrinsic utility of the graph by using the QMKG to improve the quality of patient cohort retrieval by enabling a method for query expansion that is based on the weighted structure of the QMKG.
The remainder of this paper is structured as follows. Section 2 presents the framework for constructing the QMKG, and Section 3 illustrates the process of automatically identifying medical concepts, their concept type, and their belief values from EMRs. Each medical concept, along with associated concept type and assertion value becomes a node in our qualified medical knowledge graph (QMKG). Section 4 details the way Fig. 1 : Visualization of the Qualified Medical Knowledge Graph in which edges of the QMKG are learned while Section 5 presents the evaluation of our assertion classification and the utility of QMKG when applied to patient cohort retrieval. Section 6 presents the results, Section 7 provides discussion, and Section 8 summarizes the conclusions.
The Framework for Constructing the QMKG
In this paper, we present an automatic method for generating the QMKG by processing a large corpus of EMRs. The vertices in our QMKG are triples of the form: (1) lexicalized medical concepts (e.g. Pneumonia), (2) the associated medical concept type (e.g. PROBLEM), and (3) the belief value held by the author of the EMR concerning the associated medical concept (e.g. Hypothetical). The edges in our graph are weighted in order to indicate the cohesive strengths between their associated vertices, as indicated in EMRs. The content of each node of the graph is provided by (i) an automatic method of identifying medical concepts in EMRs, and (ii) an automatic method of asserting the belief value of the respective medical concept. Table 1 lists the assertions that we considered for qualifying the physician's belief status as well as their definitions. Figure 2 illustrates sentences from EMRs with their associated vertices in the QMKG. Clearly, belief values associated with medical concepts mined from EMRs encode a new form of semantic knowledge which can enable several forms of reasoning.
Assertion Value
Problem Treatment
Test
Definition EMR Excerpt historical*
The indicated medical concept occurred during a previous hospital visit. the patient's past medical history is significant for congestive heart failure conditional
The mention of the indicated medical concept asserts that it occurs only during certain conditions.
[we will] likely readmit him for rehab once the wound has healed prescribed*
The indicated treatment has been assigned and will begin sometime after this moment.
she was given Rocephin and Zithromax
absent
The note asserts that the indicated medical concept does not exist at this moment.
the patient denies any chest pain at this time
suggested*
The indicated treatment or test is advised, though it cannot be assumed to actually occur.
it was recommended that he be on Allopurinol longterm present The indicated problem is still active at this moment.
there is a moderate pericardial effusion hypothetical
The note asserts the patient may develop the indicated problem.
she is to return for any worsening pain, fevers, or persistent vomiting ordered*
The indicated treatment has been scheduled and will be completed sometime after this moment.
we will do a pulmonary function test with desaturation study associated with another
The mention of the medical problem is associated with someone other than the patient.
father died of lung cancer probably related to asbestos exposure possible
The note asserts that the patient may have a problem, but there is some degree of uncertainty.
Shortness of breath: I believe that this may represent worsening for pulmonary hyptertension ongoing*
The indicated problem or treatment persists beyond this moment.
as per nephrology, continue dialysis conducted*
The indicated medical test been performed and completed as of this moment.
Unasyn 3 grams IV was given Table 1 : Assertion values for the medical concepts (typeset in smallcaps) extracted in each excerpt. New assertion values are denoted with an *. In this table, a "moment" refers to the specific instant in time in which the particular medical concept was written.
Cultures from the wound grew Pseudomonas aeruginosa and Enterococcus. We started vancomycin. Examples of medical concepts and their associated graph nodes, which were generated by processing the EMRs.
To be able to connect the vertices from the QMKG, we devised a method that considers that ontological relatedness can be captured from the cohesive properties of EMRs. When using medical concepts to generate the narrative portion of an EMR, a physician creates cohesive text by mentioning related medical concepts. Thus, we assume that an edge between two graph nodes exists if the corresponding medical concepts co-occur within a window of λ tokens within the same EMR. For our experiments, we set λ = 20 based on our own observations about the average sentence length in our collection of EMRs. This idea was inspired by the SympGraph methodology reported in [6] which models symptom relationships in clinical notes. In addition to symptoms, the medical concepts that we recognize include diseases, injuries, and other types of concepts that represent a medical problem. In addition, the graph also encodes treatments and medical tests within vertices. The co-occurrence relations indicate links between the nodes in the QMKG, and these edges learn non-uniform weights. In our extrinsic evaluation of the QMKG, the weights of the edges in the QMKG inform query expansion for patient cohort retrieval. Within the QMKG, edges are generated according to co-occurrence information within the collection of EMRs. The weights of these edges, however, are calculated according to various first-order similarity measures, such as PMI, Lin's discounted PMI, the normalized Google distance, and Fisher's exact test. Additionally, an n-order similarity model is introduced such that paths of n transitive co-occurrences are considered. Due to large dataset used, we cast the task as a BigData problem and present a method for constructing the edges and weights of the QMKG according to the MapReduce model.
We are also concerned with the utility of the graph. For this reason we conduct an extrinsic evaluation by investigating the performance impact of applying the QMKG for query expansion on the task of patient cohort EMR retrieval. In order to expand such queries, we focused on learning the weights of the edges within the QMKG. We did this because the selection of expanded terms for enhancing a query is based on the assumption that the weight connecting a vertex to its neighbors indicates the strength of the relationship between those concepts, and thus relative utility of a potential expansion. Moreover, due to the fact that the same medical concept, when qualified by different belief states (assertions), will correspond to different vertices which will in turn have varying weights on their edges.
We use our cohort identification system [7; 8] developed for the evaluation of the TRECMed challenges in 2011 and 2012. We find that the queries expanded based on the graph we present in this paper produce cohorts that are 23.7% more accurate than those obtained without access to the information encoded within the graph, according to the percent difference between the performance of our system using the random-walk query expansion technique based on the QMKG and the performance of our system without using any query expansion based on the QMKG. To learn the weights of the co-occurring links, we have considered 4 different techniques (discussed in Section 4) -PMI, Lin's smoothed PMI [9] , Fisher's exact test, and the normalized Google distance [10] ) -and found that the best results were obtained when the PMI similarity measure was used [11] .
Furthermore, we believe that the QMKG can also be used for learning how to best rank the patient cohorts and to rely on the feedback from medical experts. Note that, like in [6] , the graph can dynamically update when new EMRs are considered.
Identifying Medical Concepts
and Their Assertions to Generate the Nodes of the QMKG
The automatic identification of medical concepts and their assertions in the narrative portion of EMRs benefits from existing clinical ontological resources as well as several methods of identifying automatically concepts in EMRs. As medical concepts are expressed in natural language, the first choice was to consider a resource where lexicosemantic medical knowledge is encoded, such as the Unified Medical Language System (UMLS) b [12] . Open-source software, such as MetaMap [13] or, more recently, cTakes [14] can parse the topics and the EMRs to assign concept unique identifiers (CUIs) which correspond to entries in UMLS. However, the semantic network available from UMLS involves a large set of concepts that were organized by ontological principles, rather than the latent semantics that can be derived from the large corpus of EMRs. In order to decide on the conceptual representation, we also considered the more general framework developed by the 2010 i2b2 challenge reported in [5] . The object of this framework is to identify medical concepts in clinical texts and moreover to assign several possible values to capture the degree of belief associated with the medical concepts. Because so many lexico-semantic resources exist for processing clinical texts, i2b2 proposed a challenge to find which resources and which features produce the best results for recognizing medical concepts. But, more importantly, the 2010 i2b2 challenge brought to the forefront of research in medical informatics the problem that recognizing medical concepts alone is not sufficient. When medical concepts are used in clinical documents, physicians also express assertions about those concepts, namely that a medical problem is present or absent, that a treatment is conditional on a test, or that the clinician is uncertain about a medical concept. The i2b2 2010 challenge considered assertions only for medical problems. In our research, for retrieving patient cohorts, we have extended the problem of assertion classification in two ways: first, we have produced assertion (or belief values) for all medical concepts that we have automatically identified; second, we have considered 6 additional values which are defined in Table 1 . Moreover, we also considered four different forms of medical concepts: (1) medical problems, (2) medical treatments, (3) medical tests, and (4) infectious agents. The fourth type of concept, infectious agents, was introduced by us due to our interest in preparing the QMKG for applications in the area of infectious diseases. We are using these concept types after extensive discussion within clinicians at the University of Texas Southwestern Medical Center. We have included in our discussion, clinicians specializing in infectious diseases, internal medicine, and surgery. We also involved the creators of the infectious disease ontology c which concurred with our concept type choices. For the purpose of this paper, infectious agents are considered to be a type of problem.
Medical Concept Recognition
Medical concepts were recognized in a four-step process based the methods reported in [15] :
Step 1: Preprocessing and feature extraction Step 3: Detection of textual boundaries within the text referring to each medical concept;
Step 4: Classification of each medical concept into (a) medical problems, (b) medical treatments, (c) medical tests, or (d) infectious agents. In Step 1, both the structured and unstructured text is preprocessed for typical natural lanaguage annotations such token lemmas; part-of-speech information; phrase chunks; and a variety of entities are recognized such as dates, dosages, measurements, percentages, names, times, diseases, lists, and ages. Features are then extracted based on combinations of this preprocessed information, as well as knownledge from from several lexico-semantic resources, as illustrated in Figure 3 . In addition to UMLS [16] and MetaMap [13] , the Genia annotations [17] which were used for Biomedical text mining were incorporated. Lexico-semantic information, especially aimed at identifying lemmas and multi-word expressions, was mined from WordNet. Additional information about lemmas, part-of-speech, and phrasal chunks as well as names of entities was provided by the Genia tools. Concept type information from Wikipedia was also used. As we extended the types of medical concepts to include infectious agents, we also incorporated a lexicon of infectious agents and acronyms. This information is evaluated both an individual token level and for contexts of varying numbers of tokens (e.g. two-token spans, three-token spans, etc.) to create an extremely large feature space (222 features). Because this space is very large, Step 2 utilizes a feature selection method based on a greedy forward strategy. By taking a "greedy approach," we repeatedly selected the feature which produced the highest score when added to the current feature set. Thus, we determined the feature set which achieves the highest score on the i2b2 training dataset, as well as a small portion of annotations which we produced on the EMR collection used during TRECMed. The selected feature set was, surprisingly, identical to the one reported in [15] , illustrated in Table ( Using the reduced feature set determined by feature selection, we then detected concept boundarys both within the narrative of the report and within the structured fields (e.g. chief complaint). Thus, Step 3 involves two different classifiers implemented as conditional random fields (CRFs) which were trained on the i2b2 annotations and using the TRECMed documents as test data to extract medical concepts.
Finally, the decision of the medical concept type is made in Step 4, where a single support vector machine (SVM) classifier is used. The individual feature sets used by each classifier (the two CRFs and the SVM) is shown in Table (2) . Additionally, this table shows that the concept type recognition benefits from features extracted from UMLS, as well as Wikipedia, along with features provided by semantic parsing of the EMRs based on the PropBank annotations [18] .
Assigning Belief Values to Medical Concepts
In order to properly encode the medical knowledge in the QMKG, we also needed to automatically identify whether a medical concept is qualified by any of the assertions given in Table 1 . To be able to automatically identify such assertions, we cast this problem as a classification problem, implemented as an SVM-based assertion classifier which uses a selected set of features aggregated from (a) lexical features of the context of the medical concept, (b) the medical concept type identified in the EMR on which the assertion is produced, (c) the meta data available in the section header where the assertion is implied, (d) features available from UMLS (extracted by MetaMap), and (e) features reflective of negated statements, disclosed through the NegEx negation Figure 4 . The assertion classifier was re-trained and the same 27 features reported in the state-of-the-art assertion identification method from [15] were selected, as shown in Table ( 3). Features A1-A7 used an assertion n-gram function ANG(x, y, z) where x ∈ P, F is the correlation metric -point wise mutual information or fisher's exact test, respectively; y is the context, and z is the minimum count.
Constructing the Edges of the Qualified Medical Knowledge Graph
An intuitive means of constructing a medical knowledge graph is to create a node for each encountered medical concept and associated assertion value in the corpus (henceforth referred to as a "qualified medical concept"), and an edge e = (u, v) between qualified medical concepts u and v if and only if they co-occur within the same context. To capture the relations spanning medical concepts in the QMKG, we address two problems: (1) whether or not to create an edge between a pair of nodes in the QMKG, and (2) how to determine the strength of connections between every two adjacent nodes in the QMKG. These two problems are treated by (a) generating an adjacency matrix which represents both the connections and their strength; and (b) by generating several similarity matrices which allow us to use the QMKG for query expansion and thus evaluate the utility of the QMKG. To generate the adjacency matrix, we consider all possible contexts in the EMR, represented as windows of 20 words based on our own observations about the average sentence length in our collection of EMRs. Thus, the EMR collection Given that the total number of medical concepts identified in the EMRs represents |V |, where the QMKG = (V, E), in order to generate the edges from E we devised an iterative manner of computing the elements of the adjacency matrix A (i) ∈ R |V |×|V | . We initialize A (0) by considering that all pairs of concepts are initially connected, and thus, ∀u, v ∈ V, A (0) (u, v) = 0. The following iterations follow Eq. (1).
To interpret the contents of this adjacency matrix at iteration (i), we note that the u-th row of A (i) , denoted as A (i) (u, ), represents the vector listing the number of times that medical concept u has co-occurred with any other medical concept in the first i contexts extracted from the EMRs. Likewise, the v-th column of
, represents the vector listing the number of times any medical concept has co-occurred with medical concept v.
To construct the edges of the QMKG = (V, E), we iterate N -times the construction of the adjacency matrix, where N is the total number of contexts we considered across the entire EMR collection. We can infer that there is an edge between a concept u and a concept v if A (N ) = 0. Additionally, we also infer the strength of these connections. In order to further explore the strength of edges in the QMKG, we also considered that some of the concepts may share a degree of semantic similarity, and thus similarity metrics can also be used. For this purpose, we have encoded the similarity between two qualified medical concepts within another matrix, S |V | 2 ∈ R |V |×|V | . Each element in this similarity matrix corresponds to an edge in the adjacency matrix A, such that the value of S(u, v) is determined according to some similarity function Similarity : (V × V ) → R applied to corresponding edge, A (i) (u, v).
A MapReduce Representation
Constructing the QMKG adjacency matrix and similarity matrix requires storing and calculating all the co-occurrences between all pairs of qualified medical concepts in a corpus. As the memory requirements for such a representation are impractical for large data sets, we present a map-reduce formulation of the QMKG edge construction.
MapReduce is a programming model for large-scale parallel, distributed processing of large data sets popularized by Google [20] . A computation in the MapReduce model can be generalized as a combination of two classes of operations:
• Map: Input is divided into sub-problems and distributed across the cluster, where-in each tuple of data is somehow transformed.
• Reduce: Multiple tuples of data are some-how aggregated to create the desired output. Algorithm (1) presents the processing for generating the QMKG edges according to the MapReduce model. The entire process consists of three phrases. First, map operation Count-Concepts counts the occurrences of qualified medical concepts. Second, three parallel reduce operations aggregate these counts: Sum-Vocabulary calculates the total number of qualified medical concept mentions, Sum-Cooccurrences calculates the total co-occurrences for each qualified medical concept pair, and SumOccurrences counts the total occurrences for each individual qualified medical concept. Lastly, a final reduce operation calculates the similarity for each pair of qualified medical concepts according to some similarity function, Similarity, based on the occurrences of each concept, as well as the co-occurrences and vocabulary size. As illustrated in Algorithm (1), the similarity functions play an important role in generating the QMKG edges. In the remainder of this section, we detail the methods we have considered for computing these similarities.
First Order Similarity
The strengths of the edges in the QMKG, S, can be also represented as similarity scores between two qualified medical concepts. Although, there are a variety of techniques for calculating the semantic similarity between two spans of text, we consider only four such techniques. To define the similarity measures, we use the following definitions:
C(n, k) denotes the binomial coefficient, n choose k v) ; i.e., the total occurrences of v A N (u, ) = j A N (u, j); i.e., the total occurrences of u |V | is the vocabulary size; i.e.,the number of qualified medical concepts. The first technique we used for qualifying the similarity between two qualified medical concepts is using the point-wise mutual-information (PMI) between two qualified medical concepts.
To compute the PMI between u and v, we make use of Eq. (2). For example, the PMI between heart failure/PRESENT and new cardiac event/PRESENT is 15.48. These PMI values indicate that the independence between these pairs of qualified medical concepts is low, and, thus, that they are likely to be related.
Similarity Method 2
However, point-wise mutual information has a well-known bias towards infrequent events. This is clear when one attempts to extrapolate knowledge from the top-scoring PMI-weighted edges for a given grounded concept. Consider, that for the PMI between heart failure/PRESENT and the unrelated qualified medical concept a divert colostomy/CONDITIONAL is 15.08.
Eq. (3), often referred to as Lin's modified PMI, addresses this bias by scaling the PMI by a discounting factor given in [9] . This discounting factor considers the frequency of each individual qualified medical concept in a way that discourages extremely rare qualified medical concepts from having too much impact on the resulting weight. For comparison, the highest scoring edges using Lin's modified PMI for heart failure/PRESENT are nonischemic cardiomyopathy/PRESENT, and intravaneous lasix /ONGOING, which are commonly associated with heart failure.
Similarity Method 3
We investigate Fisher's exact test which measures the significance of association (contingency) between two vertices in the graph, and given in Eq. (4).
Fisher's exact test is commonly used in statistics to evaluate the null hypothesis in situations where the sample size is too small to evaluate using the Chi-squared test. This test is a distance measure, thus, the least weight edges are the most similar. Continuing our example, the least distant neighbors for heart failure/PRESENT according are hypertension/PRESENT at −116.57, and congestive heart failure/PRESENT at −92.3.
Similarity Method 4
Our fourth technique, Eq. (5), adapts the Normalized Google Distance [10] , which is a way of measuring semantic similarity based on Google hits, into a similarity measure for qualified medical concepts. We do this by replacing the Google frequency with the number of associated contexts in our corpus.
As such, our complete left bundle branch block /PRESENT and nonischemic cardiomyopathy/PRESENT are the two least distant neighbors for heart failure/PRESENT.
Second Order Similarity
Because of the incredible sparsity of qualified medical concepts in EMRs, there are a multitude of qualified medical concepts that do not share the same context window, but still share semantic similarity that would be of value to medical knowledge processing systems. For example, consider the concepts atrial fibrillation and ventricular fibrillation. Although these concepts are unlikely to co-occur directly, they represent the same medical phenomena -an irregular heart beat -but correspond to different anatomical locations of the heart (the atrium and the ventricles, respectively). In order to capture this relationship, we generalize the notion of second-order PMI, which has been exploited for learning synonymy, to build a measure of second-order similarity given any first-order similarity function. We provide an algorithm, which we call Second-Order-Sim, for calculating the second-order similarity based on any first-order similarity matrix W for a graph G = (V, E). The second-order similarity can be viewed as an aggregation of the weights (firstorder similarities) on paths connecting any pairs of nodes. In this work, we only consider paths containing a single intermediate node (e.g. u ← t ←). In order to compute the second order similarity between a pair of nodes (u, v) from the graph, we first need to determine the number of single-intermediate-node paths we will consider. In our case, u and v encode triplets containing the lexicalised medical concept, the concept type, and the assertion. Hence, we want to determine how many intermediary medical concepts should be considered when determining the second-order similarity between u and v. We call these numbers β u and β v . The second-order similarity of u to v is then computed based on the first-order similarities along the most similar β u paths from u to v (and vice-versa for the similarity from v to u). In calculating the values of β u and β v , we determine (a) how many other medical concepts encoded in the QMKG may be used to semantically describe the concepts from u and v, and (b) how many nodes should be considered when generating paths between u and v in the QMKG. The algorithm above gives the details about how β u and β v are are computed, which enables the estimation of the second-order similarity for nodes u and v, denoted as z u and z v . The function SU M − T OP enables the computation of these values. Further details of the motivations behind and computation of the β values are provided in [21] . Finally, we compute the second-order similarity between v and u as a normalized sum of the first-order-similarities in the top β v and β u paths between u and v (the normalized sum of z u and z v ). This second-order similarity encodes the indirect similarity between v and u given β intermediate nodes in the QMKG. That is, if the sum of the top β weights between v and u is significantly large, then the second order similarity between v and u will also be large, indicating that v and u are highly similar.
Algorithm 2
Computing the second-order similarity matrix given a graph and its first-order similarity matrix Require: G = (V, E) is a graph of qualified medical concepts Require: W is a first-order similarity matrix of size |V | × |V |
end for 
N -Order Similarity
The notion of second order similarity can be further extended to capture the semantic similarity between two concepts across any number of intermediate vertices. However, in order to allow for arbitrary-length paths, it is necessary to modify the way in which the aggregate similarity of a path is computed. In the original second-order similarity measure, a threshold value, β is computed for each concept which indicates how many intermediate nodes should be considered as function of the frequency of that concept. To simplify the complexity of an n-order similarity measure, a commutative, uniform threshold is needed, allowing us to build the n-order similarity recursively.
To generate the n-order similarity recursively, we start with (1) A (N ) (u, ) which represents all the edges (and strengths) from node u to all other nodes in the QMKG, and (2) A (N ) ( , v) which encodes all the edges (and strengths) from all nodes to node v in the QMKG. We then define A (N ) (u, , v) as the intersection of nodes adjacent to A (N ) (u, ) and A (N ) ( , v). We also consider the vectors e u, and e ,v , which encodes all edges between node u and A ( N ) u, ,v and all edges between A ( N ) u, ,v and v, respectively. By connecting e u, and e ,v , we obtain all 2-edge paths that connect nodes u and v in the QMKG.
Because of the massive number of such paths, we can reduce the complexity of later computations by reducing the dimensionality of these vectors. We perform this dimensionality reduction by ordering the indices of both vectors in descending order according to min(e u, , e ,v ) and taking only the top k dimensions (in this work, we set k = 100). This has the effect of causing future computations to only consider the k paths from u to v that have the largest minimum edge weight. To determine the updated second-order cohesion between the two nodes, we want to determine the similarity of their first-order cohesions across the entire vectors. We calculate this updated second-order similarity between vertices u and v by considering the angle between e u, and e ,v as determined by the cosine similarity, given in Eq. (6) .
By using the cosine similarity, we able to determine the degree of correlation between to nodes across the entire distribution of the vocabulary (k = N ), or a subset of the k-most correlated words. We can then leverage the transitivity of the cosine function to calculate the n-order similarity recursively by repeatedly composing the cosine function, as shown in Eq. (7).
As a base case for the recursion, we define cosine (0) (u, v) to be the original cosine similarity between e u, and e ,v as determined Eq. (6).
Extrinsic Evaluation of the QMKG: Patient Cohort Retrieval
Because EMRs do not document the rationale for medical decisions, patient cohort studies need to be undertaken for understanding the progression of disease as well as the factors that influence clinical outcomes. Patient cohort identification has been the target of an information retrieval challenge task performed in the Text REtrieval Conference (TREC) in 2011 and 2012, under the medical records track (TRECMed) [22; 23] . The TRECMed organizers aimed to develop a retrieval problem pertinent to real-world clinical medicine by (a) enabling access to a large corpus of de-identified EMRs available from the University of Pittsburgh Medical Center and (b) a set of 85 retrieval queries called topics, reflecting patient filtering criteria similar to those specified for participation in clinical studies and the list of findings conditions developed by the National Institute of Medicine [1] .
This retrieval task considered 95,703 de-identified EMRs which were generated from multiple hospitals during 2007. The EMRs were grouped into hospital visits consisting of one or more medical reports from each patient's hospital stay. Thus, the EMRs were organized into 17,199 different patient hospital visits, wherein each hospital visit consists of all the reports generated during that patient's hospital stay. These reports are composed of primarily free-text, and consist of medical histories, physical examinations, radiology reports, operative reports, and discharge summaries. Each report is lightly wrapped within eXtensible Markup Language (XML) containing the patient's admit diagnoses and discharge diagnoses as ICD-9 codes. Additionally, a mapping from individual clinical reports to their associate patient's hospital visit was provided.
Patient cohort identification is a retrieval task in which, given a characterization of patients targeted by clinical research, a ranked list of patient hospital visits are generated. These patient cohorts are characterized by various medical phenomena such as medical problems, treatments, tests, or infectious agents, as well as individual traits such as age, gender, or hospital status. Cohorts are identified by a ranked list of hospital visits, in which the first hospital visit pertains to the patient deemed most relevant to the query's topic, while the following hospital visits correspond to patients from the same cohort in decreasing order of relevance.
The 35 topics evaluated in 2011 and the 50 topics evaluated in 2012 were characterized by (a) usage of medical concepts (e.g. acute coronary syndrome or plavix) and (b) constraints imposed on the patient population (e.g. children, female patients). A subset of the topics is illustrated in Table 4 .
Traditionally, retrieval models do not take into account belief values asserted about concepts. Moreover, semantic information such as word senses has been shown to not improve the accuracy or completeness of retrieval results. This is because semantic information that is too fine-grained seems not to be beneficial to retrieval quality. For example, Voorhees used WordNet [24] as a tool for query expansion [25] with the TREC collection [26] . By expanding query terms with WordNet synonyms, hypernyms, or hyponyms, documents which were retrieved using the SMART retrieval system [27] were more relevant only when queries were short. But, when WordNet was used for word sense disambiguation of the documents, [28] , retrieval performance was in fact degraded.
Taking into account these lessons learned, we investigated if, for the problem of patient cohort retrieval, the recognition of medically significant semantic information in the query topics could improve retrieval by informing query expansion methods. For this purpose, we make use of the patient cohort retrieval system reported in [7; 8; 29] , which was developed for evaluations in TRECMed 2011 and 2012. By using the QMKG for producing query expansions of the topics evaluated in TRECMed 2011 and 2012, we were able to produce an extrinsic evaluation of the QMKG.
This constitutes a novel application of document retrieval wherein an incredible amount of medical knowledge must be processed in order to model the relevance of a given topic [30] . Part of that knowledge consists of various medical concepts, such as medical problems, treatments, symptoms, and conditions [2] . Another critical aspect of the knowledge encoded in a given topic constrains the gender, age or hospital status of a patient.
A Patient Cohort Retrieval System
The architecture of our system is illustrated in Figure 5 . Both topics and the EMRs are analysed to identify medical concepts and their assertions. Because topics convey multiple semantic constraints, topic analysis aims to recognize additional semantic classes that are specific to patients, e.g. their age, gender and hospital status. Special submodules of the topic analysis distill the patient age (e.g. elderly, children), patient gender(e.g. women, male patients), hospital status (e.g. presenting to the emergency room, discharged from the hospital, admitted with), or medical assertion status which captures the existence, absence or uncertainty of medical phenomena (e.g. without a diagnosis of x, family history of x, recommended for possible x). We observed that there were three criteria that occurred frequently throughout the 2011 and NLM practice topics: where the report concerned the patient's Admission, the patient's Discharge, or Emergency Room. The desired hospital status was detected by comparing the lemmatized topic against a small set of simple patterns, described in Table (5) .
Hospital Status Topic Lemmatized Patterns Hospital Admission
Patients admitted with a diagnosis of multiple sclerosis
• admit for • admit to the hospital for • present to the hospital
Hospital Discharge
Patients being discharged from the hospital on hemodialysis
• discharge
Emergency Room
Patients who presented to the Emergency Department with Acute Coronary Syndrome
• Emergency Department • ED course • emergency room Table 5 : Examples of detected hospital status along with a sample topic and lemmatized patterns.
Patient age information is detected according to manually created grammar extrapolated from the sixty practice topics provided by the National Library of Medicine. Our grammar is described in detail in [7] captures topics of the form patients younger than x, patients at most x years old, as well as ranges such as patients in their thirties to sixties. We also detect common age ranges based on a lexicon of known phrases, such as children, elderly, adult have been manually mapped to their numerical ranges. Additionally, some topics target specific patient genders. We capture any gender constraints by detecting the presence of terms from a lexicon of common gender words (e.g. "male", "female").
Because medical phenomena are often represented through multi-token, complex nominal phrases, our keyword extraction technique considers multi-word expressions that preserve the semantics encoded by the syntactic structure of the topic. This requires determining which token sequences constitute a keyword, and which sequences should be decomposed into separate keywords. To address this problem, we recursively consider all sub-sequences of tokens from each topic and check if that sequence corresponds to an article title in Wikipedia. This allows us to capture virtually any medical concept as well as common abbreviations, misspellings, short-hand, phrasal verbs, noun collocations and synonyms.
The next subsection details the methods for query expansion based on the QMKG. After extracting and expanding the keywords that characterize a patient cohort, we must retrieve all relevant hospital visits that match the extracted keywords. This task is accomplished through the use of Apache Lucene 4.0 [31] .
Prior to retrieval, we created an index over all hospital visits by merging all the electronic medical records associated with each hospital visit into a single document. The various fields encoded in each EMR were retained when indexed (admit diagnosis, chief complaint, etc.) so that per-field weights could be adjusted.
For the retrieval part, each topic is represented as an interpolation of its weighted expansions, and those of any subsumed keywords (e.g. chronic wound would also include wound ). More precisely, a topic is represented as a weighted sum of keywords as given in Eq. (8) .
where λ is the initial keyword score; α, β, γ, and δ are the weights associated with the respective keyword expansion method; S is the set of keywords subsumed by k; and µ is the discounting factor such that 0 < µ < 1. In our experiments, we set λ = 16, α = 12, β = 10, γ = 8, δ = 14 and µ = 0.5. These weighted expansions were then scored using the highly popular BM25 ranking function to created a ranked list of hospital visits. We address the additional cohort constrains (age, gender, status) and assertion values by an iteratively filtering, as described in [29] .
Query Expansion Informed by the QMKG
We incorporated the similarity information stored within the QMKG by expanded medical concepts in a query such that they correspond to semantically similar concepts used in EMRs. To produce these query expansions, we perform k single-step random walks to expand a query concept so that it includes k neighbors from the QMKG according to the similarity model used to weight the QMKG. Figure 6 illustrates a portion of the QMKG and the way in which it can be used to expand a patient cohort query. The query term cellulitis is mapped to its associated ws-ijsc vertex in the QMKG -the node (cellulitis, PROBLEM, PRESENT). This node is connected to a set of related concepts indicated by its neighboring nodes. A random walk of length j on the QMKG started at vertex v is a stochastic process with random variables U 1 , U 2 , . . . , U j where U 1 = V and U i+1 is a qualified medical concept selected from the distribution of neighbors of U i in the QMKG. At each step of the random walk, we select the next node by associating all neighbors of U i with their normalized weight (as indicated by the n-order similarity between U i and each neighbor according to the QMKG) and sampling once from this distribution. For example, consider the query given in Fig. (6) . Using the root node (cellulitis, problem, present) we normalize the distribution of weighted neighbors and randomly sample from it, yielding the node (leg ulcer, PROBLEM, PRESENT). We repeat this process k times to generate k new weighted query terms.
Note that a random walk is merely a special case of a Markov chain. Additionally, the n-order similarity encodes the normalized joint likelihood of visiting some qualified medical concept v for all n combinations of intermediate nodes t 1 , t 2 , . . . t n . This allows us to model the probability that a random walk of length n starting at qualified medical concept v and ending at qualified medical concept u as the n-order similarity between vertices v and u. By leveraging the Markovian assumption inherent in a random walk (that the likelihood of visiting any node depends only on the current node), we can simulate a j-step random walk over a potentially infinite-order QMKG by instead performing a one-step random walk over the QMKG weighted by the n-order similarity function. Note that by using a random walk for this purpose, the expansions generated may change on each invocation of the query expansion algorithm. If this is undesired, one may instead simply select the k largest-weighted edges in the QMKG and use those for query expansion. The QMKG that we have automatically generated contains 634 thousand nodes and 13.9 billion edges (3.45% of nodes are connected). Figure 7a shows the distribution of automatically detected medical concepts. The most common concept type was problem, accounting for nearly half the medical concepts. Concepts of types treatment and test effectively comprise the remaining quarters of the data. The concept type introduced by us, infectious agent, occurs incredibly infrequently, and can largely be ignored for these evaluations. Since the QMKG is unique in its representation of qualified medical concepts, we were also interested in the distribution of the assertions in the QMKG. Figure 7b illustrates the distribution. The most common assertion class in our EMR collection is conducted, accounting for nearly a third of all concepts. Present follows closely, comprising nearly a fifth of the mentions. The i2b2 distribution contains 69% of the concepts being labeled as present. To compare this to our data, we must consider that we have divided present based on the concept type, so that it now corresponds to present for problems, conducted for tests, and prescribed for treatments. Thus, our comparable value to the type-less i2b2 present is 56.77, significantly lower than that of i2b2. Additionally, when comparing the 20% of ABSENT mentions in the i2b2 data to the 13.1% of our collection, it should be noted that we introduced the historical class, which accounts for 17.05%, creating a total of 30.15% of absent or historical mentions. Because the QMKG is automatically generated, we were interested in evaluating the correctness of the encoded information. The medical information from the nodes of the QMKG uses extensions of the techniques reported in [15] . The ability to detect lexicalized medical concepts on the 2010 i2b2 data had an F 1 -score of 79.59% (compared to the top submission score of 85.23). When the i2b2 assertions were used, the system's ability to identify them obtained an F 1 -score of 92.75% (compared to the top submission score of 93.62. The precision and recall of assertion classification varied for each assertion, as illustrated in Table 6 . Clearly, our assertion classification methodology performs best on the classes that occur the most (CONDUCTED, PRESENT, ABSENT), while rarer classes (SUGGESTED, and ORDERED) are harder to detect. As we did not Table 6 : Precision and recall for assertion types as evaluated against the 2010 i2b2 data, and our annotations for EMRs.
have the same amount of annotations as those used in the 2010 i2b2 challenge (where 25 thousand medical concepts were used for training and 40 thousand for testing), we have relied on 2,349 new annotations for our new assertions classes that we have introduced.
The distribution of the assertions far from uniform within the i2b2 dataset, and so it was in our dataset as well. Evaluating the assertions was performed in two phases, first, we evaluated the assertions that were used in the i2b2 challenge and then we evaluated the new assertions against our annotations (using 10-fold cross validation) and achieved an accuracy of 75.99%. Table 6 illustrates these results. As expected, the performance of our concept and assertion classification on the TRECMed EMRs is significantly reduced compared to the original i2b2 dataset it was designed for. This performance reduction is primarily due to significant changes in the dataset: unlike the i2b2 data, the TRECMed EMRs are not sentence segmented, and contain an incredible amount of embedded formatting (such as section titles, tables, lists, charts) encoded as text. Additionally, the distribution of hospital notes is significantly different, as the TREC documents contain detailed surgery and laboratory notes which consist of long lists of numerical findings. For this reason, features based on syntactic preprocessing are significantly degraded, resulting in a decrease of performance on the TRECMed dataset. It is also clear that the performance of our assertion classification method was significantly influenced by the amount of data available for each class. This is even more obvious when the new assertion classes are compared to the original assertion classes, as the scope of our annotations (2 thousand) is significantly less than the 72 thousand used in the i2b2 evaluation. Additionally, certain assertion values (Associated With Another, Hypothetical, and Suggested) were encountered very rarely (< 10 occurrences) and were not correctly classified. Although these values are incredibly rare, they constitute important semantic information that bears a significant distinction in meaning from the other classes for medical processing systems (consider, for example, the utility of the associated with another assertion if one is interested in a patient's family history). As such, we conclude that our automatic generation of the QMKG nodes and edges achieves results comparable to state-of-the-art techniques.
Evaluation of the Techniques for Discovering QMKG Edges
Because our QMKG was generated with the purpose of improving a patient cohort retrieval system, we have also evaluated the results it enabled on our TRECMed system [29] . Patient cohort identification was evaluated in TREC 2011 and 2012, within the medical records track (known as TRECMed). This retrieval problem considered 95,703 de-identified EMRs grouped into 17,199 sets corresponding to individual patients' hospital visits. When retrieving a patient cohort for a given patient topic, systems were tasked with producing a list of hospital visits ranked by relevancy. Thirty-five topics were evaluated in 2011, and fifty more in 2012. The top 100 results for participant systems were pooled, and expert judgements were created by NIST assigning each document a score of 0 (non-relevant), 1 (partially relevant), or 2 (relevant). Table 7 displays these results. Three different metrics were used to evaluate systems. Additionally, we have included the scores of the top performing manual system (meaning that human intervention was used to create the ranked result set), and the top performing automatic system. Table 7 : Scores achieved on the TRECMed 2012 topics.
The first metric, inferred average precision (infAP) is an extension of notion of average precision (AP) designed to be robust against incomplete judgements. Because precision and recall do not consider the order of returned documents, the precisionrecall curve plotting the precision and recall at every position in the ranked documents is often used to evaluate retrieval systems. One of the most popular metrics for evaluating IR systems is that of average precision (AP ), which computes the average value of the precision over all values of recall. It estimates the average precision by sampling a relevant document, d, from the collection and determining the expected precision at the retrieved rank of d by sampling the binary relevance (equating partial with complete relevance) of a document from the 1, . . . , k ranked documents. Note that when all judgements are available, inferred average precision exactly equals the average precision.
The second metric, inferred normalized discounted cumulative gain (infNDCG), is likewise an extension of the immensely popular normalized discounted cumulative gain (NDCG) metric designed to be robust against missing judgements. NDCG is, likewise, a transformation of the discounted cumulative gain (DCG) wherein the DCG is normalized across queries. The DCG metric penalizes (discounts) the cumulative gain (CG) by penalizing the CG value logarithmically proportional to the position of the result. Finally, the cumulative gain (CG) is the sum of relevance values for all result. Inferred NDCG is designed for scenarios with incomplete, non-binary relevance judgements.
Finally, the metric, the precision within the first 10 documents is shown, and corresponds to the number of correct results retrieved at rank 10 or higher.
In general, these metrics agree on the relative rankings of each technique, revealing that the point-wise mutual information best informations patient cohort identification systems.
Discussion
Automatically constructing a qualified medical knowledge graph (QMKG) entails two major steps: (1) identifying qualified medical concepts and their assertions to constitute the nodes of the graph (2) determining whether two nodes should be adjacent, and what the strength of that edge should be.
Identifying the nodes comprising the QMKG achieved state-of-the-art results for classifying medical concepts. When classifying medical concepts and detecting their boundaries, our methodology had only a 7% difference in F 1 -measure compared to the top performing system on the i2b2 data. Our technique performed well on multi-token medical concepts, such as [atrial and ventricular dysrhythmia-problem-present]. However, the EMRs we used had significant formatting differences to those used in the i2b2 training data: the i2b2 data had clearly delineated sentence boundaries; the TRECMed EMRs, however, contained raw free-form text that often incorporated long lists and tables of medications, lab results, and other measurements. Additionally, the EMRs had traces of structural information arbitrarily embedded within the text, such as titles, authors, and headers. Finally, the EMRs contained excessive duplicated information, as many reported contained the verbatim texts of previous reports. As such, we had problems with pleonastic pronouns such as it being incorrect categorized as problems, likewise with relative pronouns such as [this-problem-absent].
When detecting the assertion associated with a medical concept, our technique achieved within 0.9% of the top ranking system, and also achieved an average F 1 score of 79.33% against our new annotations. Automatic feature selection allowed us to consider a large number of features from a significant number of resources. The success of our methodology varied proportionally to the number of training instances available to us. This is likely a result of the difficulty of detecting implied semantic relationships based on a limited set of lexical clues. Consider that the belief value of a given concept often depends on the semantics of that particular concept, as shown in the except colorectal cancer screen normal, where the word normal indicates the absence of a problem.
Finally, we can discuss the quality of the results of methods for generating edges of the QMKG by their impact on patient cohort retrieval results. Surprisingly, the basic pointwise mutual information measure proved the most useful similarity measure, achieving a 115.5% increase in inferred average precision, a 55.5% increase in inferred normalized discount cumulative gain, and an 85.6% increase in the precision within the first 10 documents. This is likely due to characteristics within the domain of clinical texts. PMI's known bias towards infrequent terms, although typically viewed negatively, offers substantially higher recall which is well suited to the task of patient cohort retrieval.
By incorporating the QMKG in our patient cohort retrieval system, our iNDCG results differ from the top performing manual system by only 0.01% [32] . Further, our
Conclusions
An extraordinary breadth of electronic medical records are used throughout the world. These documents contain detailed narratives of the circumstances surrounding a patients treatment, such as surgical reports, patient histories, discourses with the physician, or discharge summaries. Despite the incredible depth of knowledge encoded in these records, they are not readily usable for machine consumption [3] . This is due to the fact that physicians do not state their reasoning behind certain actions, assuming that readers of their records have the domain knowledge required to infer their motivations. In this paper, we presented a framework for capturing medical knowledge automatically both as qualified medical concepts and as connections between them. We have evaluated the quality of this QMKG for the purpose of patient cohort retrieval. The 2011 and 2012 Text REtrieval conference evaluated the task of retrieving patient cohorts from electronic medical records (EMRs). We showed that by constructing a graph of medical concepts -medical problems, treatments, or tests -qualified by the physician's belief (such as absent, present, or conditional) can greatly improve the relevance of patient cohorts when used for query expansion. Due to the large data sets used, we incorporated BigData techniques by presenting a process for constructing this graph according to the MapReduce model. Further, we evaluated four different methods for determining the first-order similarity between qualified medical concepts. We also provided a generalized technique for computing the second-order similarity from a first-order similarity matrix. Additionally, we introduced a reformulation of this second order similarity measure to recursively calculate an n-order similarity. Finally, we showed how this n-order similarity can be used to simulate n-step random walks for query expansion, yielding significantly improved results compared to state-of-the-art patient cohort retrieval systems.
This kind of knowledge -the nature of medical concepts such as problems, treatments, or tests as well as their belief state (e.g. present, hypothetical) -constitutes a reasonable method for systems operating in the medical domain to simulate the high degree of domain knowledge required to interpret the findings in EMRs. Further, automatically learning this kind of knowledge allows for a secondary use of readily abundant EMRs [34] .
