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Non-existence of partial transpose criterion analogues for three-by-three systems
There is no direct generalization of positive partial transpose criterion to the
three-by-three case
 Lukasz Skowronek1, a)
Brygadzisto´w 23A/3, 40-807 Katowice, Polandb)
(Dated: 5 September 2018)
We show that there cannot exist a straightforward generalization of the famous positive partial transpose
criterion to three-by-three systems. We call straightforward generalizations that use a finite set of positive
maps and arbitrary local rotations of the tested two-partite state. In particular, we show that a family of
extreme positive maps discussed in a paper by Ha and Kye1, cannot be replaced by a finite set of witnesses
in the task of entanglement detection in three-by-three systems. In a more mathematically elegant parlance,
our result says that the convex cone of positive maps of the set of three-dimensional matrices into itself is not
finitely generated as a mapping cone
I. INTRODUCTION
In multi-partite quantum systems, separable states are
a generalization of pure product states to density matri-
ces. They are defined as convex combinations of one-
dimensional projections onto product states,
ρ =
k∑
i=1
αi
∣∣φ1i 〉 〈φ1i ∣∣⊗ . . .⊗ |φni 〉 〈φni | , (1)
where
∑k
i=1 αi = 1 and ∀iαi > 0.
Separable state exhibit fully classical correlations be-
tween the individual subsystems. Only states that are
not separable may therefore be useful for tasks like quan-
tum cryptography2,3. Such non-separable states are
called entangled. In the two-partite case, all entangled
states have been shown to be capable of violating a Bell
type inequality in a setting where separable states are
useless4–6. On the other hand, correlations obtained
for an entangled state may exhibit a hidden variable
description7. Unlike for pure product states, it turns
out to be very difficult to test whether a given density
matrix is separable or entanged. A notable exception to
this rule are two-partite density matrices for 2 × 2 and
2× 3 systems, which turn out to be separable if and only
if
(id⊗ t) ρ > 0, (2)
where id and t stand for the identity and the transpose
maps, respectively, and ρ denotes the density matrix in
question. This is the famous positive partial transpose
(PPT) criterion by Peres and Horodecki8,9, which builds
on the decomposability of positive maps of 2×2 matrices
into 2× 2 or 3× 3 matrices10,11.
It is well known that the PPT test is not a sufficient
separability criterion for 3 × 3 systems. In the 3 × 3
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case, there exist entangled states with positive partial
transpose12. They are examples of so-called bound en-
tangled states .
In the present paper, we shall prove that no general-
ization of (2) of the form
(id⊗ Φi) (A⊗B) ρ (A⊗B)∗ > 0 ∀i=1,2,...,m;A,B∈M3
(3)
can be a sufficient criterion for separability in 3× 3 sys-
tems. Here, {Φi}ki=1 stands for a finite set of positive
maps and A, B denote arbitrary 3 × 3 matrices with
complex entries. We denote the set of all such matrices
byM3. We immediately see that the similarity transform
by A is superfluous in (3) and we can therefore replace
(3) with
(id⊗ Φi) (I⊗B) ρ (I⊗B)∗ > 0 ∀i=1,2,...,m;B∈M3 (4)
We claim that no such criterion can be sufficient for sep-
arability in 3× 3 systems. This result has been obtained
by the author in spring 2011 and presented at a seminar
at ICFO on 2011/05/09. Due to difficult personal con-
ditions and taking up a job outside academia, the result
has not been available in a polished written up form until
now.
II. PROOF
Let us assume that Φ is an element of the set M3,3
of linear maps of the set of three-dimensional matrices
M3 into itself. It will be convenient for us to use the
Jamio lkowski-Choi transform13,14 of Φ,
CΦ =
∑
i,j=1,2,3
eij ⊗ Φ (eij) , (5)
where eij are elements of a canonical basis of M3. The
object CΦ is called the Choi matrix of Φ after
14, and the
mapping J : M3,3 ∋ Φ 7→ CΦ ∈ M9 is an isomorphism
between the space of maps of the set of three-dimensional
matrices into itself and the set of nine-dimensional ma-
trices. This isomorphism is named the Jamio lkowski iso-
morphism after13. Interestingly, if we define a natural
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inner product in M3,3,
〈Φ,Ψ〉′′ :=
∑
i,j=1,2,3
Tr
(
Φ (eij)Ψ (eij)
∗)
, (6)
J also turns out to be an isometry,
〈Φ,Ψ〉′′ = Tr (CΦC∗Ψ) =: 〈CΦ, CΨ〉′ , (7)
where the conjugation is taken with the assumption of
orthonormality of the canonical basis of C3 underlying
eij . The inner product 〈., .〉′ is simply a Hilbert-Schmidt
product in M9. Similarly, 〈., .〉′′ is a Hilbert-Schmidt
product in M3,3.
We shall need the following properties of Jamio lkowski
isomorphism and the Hilbert-Schmidt product in M3,3
(cf. e.g.15).
Proposition II.1. Let A =
∑
i,j=1,2,3 Aijeij be an ele-
ment of M3 and let AdA : M3 ∋ X 7→ AXA∗ ∈ M3 be
the conjugation map by A. Then we have
J (AdA) = CAdA = |α〉 〈α| , (8)
where α :=
∑
i,j Aijei ⊗ ej for {ei}3i=1 a canonical basis
of C3 corresponding to the canonical basis {eij}i,j=1,2,3
of M3.
In other words, arbitrary conjugation maps inM3 map
to arbitrary non-normalized one-dimensional projections
in C3.
Proposition II.2. For all Φ,Σ,Ψ ∈M3,3, we have
〈Φ ◦ Σ,Ψ〉′′ = 〈Σ,Φ∗ ◦Ψ〉′′ (9)
Proposition II.3. For all Θ,Φ,Σ,Ψ ∈ M3,3, we have
〈Θ ◦ Φ ◦ Σ,Ψ〉′′ = 〈Φ,Θ∗ ◦Ψ ◦ Σ∗〉′′ (10)
We also have the trivial
Proposition II.4. For arbitrary Φ,Ψ ∈M3,3
CΦ◦Ψ = (I⊗ Φ)CΨ (11)
and the slightly more involved
Proposition II.5. For arbitrary A,B ∈ M3 and Φ ∈
M3,3, we have
CAdA◦Φ◦AdB = AdBt⊗ACΦ (12)
which we prove in Appendix A.
Let us note that the convex cone P3,3 of positive (i.e.
positivity preserving) maps from M3 into M3 is a subset
of the setH3,3 of Hermiticity preserving maps (cf. e.g.16).
It is easy to see that H3,3 is a linear space over R and
〈., .〉′′ induces a symmetric inner product in H3,3. Thus
for every convex cone K ⊂ H3,3, we can define the dual
cone of K,
K◦ := {Ψ ∈ H3,3| 〈Ψ,Φ〉′′ > 0∀Φ∈K} (13)
Among the convex cones contained in H3,3, and more
generally in Hm,n with m, n arbitrary, there is a distin-
guished class of so-called mapping cones, introduced by
Størmer17.
Definition II.6. Let K ⊂ P3,3 be a cone. We call K a
mapping cone if K is closed, not consisting only of the
zero map, and
AdA ◦ Φ ◦ AdB ∈ K∀Φ∈K∀A,B∈M3 (14)
In other words, K is closed with respect to left and right
multiplications by arbitrary conjugation maps. Note that
convexity is not explicitly assumed in Definition II.6,
however we shall always assume K to be convex in what
follows. The papers15,18–23 show several interesting prop-
erties of mapping cones in the finite-dimensional case,
specifically concerning their duals and their relation to
operator algebras. The cone of positive maps Pm,n is
obviously the biggest mapping cone in Hm,n, whereas its
dual SPm,n, called the set of superpositive maps24, is in
a sense the smallest one, because it is contained in all
convex mapping cones. As long as convex cones are con-
cerned, which is the case in this paper and in15, we can
rightly call SPm,n the smallest mapping cone. It turns
out that (cf. e.g.21) SPm,n can be characterized as the
set of convex combinations of the form
n∑
i=1
AdAi , rk (Ai) = 1 (15)
where rk (A) denotes the rank of a matrix A. From
Proposition II.1, we easily see that, up to scaling, su-
perpositive maps are in a one-to-one correspondence with
separable states via Jamio lkowski isomorphism. It is also
not difficult to deduce (for more details cf.13,21) that the
set of all positive maps Φ corresponds via Jamio lkowski
isomorphism to the set of block positive Choi matrices,
i.e. Choi matrices CΦ such that
〈x⊗ y|CΦ |x⊗ y〉 > 0∀x,y∈C3. (16)
Let us denote the set of separable states in 3×3 systems
by Sep3×3. All the above facts give us enough informa-
tion to prove the following equivalence.
Proposition II.7. The nonexistence of a separability
criterion of the form
ρ ∈ Sep3×3 ⇔ ∀i=1,2,...,k∀B∈M3 (I⊗ Φi)AdI⊗Bρ > 0
(17)
is equivalent to the fact that there does not exist a finite
set of positive maps {Ξi}ki=1 ∈ P3,3 such that
P3,3 = convhull ({AdX ◦ Ξi ◦ AdY |i;X,Y ∈M3}), (18)
where convhull denotes the convex hull of a set and the
overline refers to topological closure.
Proof. Let us denote by Ψ the inverse Jamio lkowski
transform of a density matrix ρ ∈ M9. By Propositions
II.1–II.5 and the fact that Jamio lkowski isomorphism is
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an isometry, we have
(I⊗ Φi)AdI⊗Bρ > 0⇔ CΦi◦AdB◦Ψ > 0⇔
⇔ 〈|α〉 〈α| , CΦi◦AdB◦Ψ〉′ > 0∀α∈C9 ⇔
⇔ 〈CAdA , CΦi◦AdB◦Ψ〉′ > 0∀A∈M3 ⇔
⇔ 〈AdA,Φi ◦ AdB ◦Ψ〉′′ > 0∀A∈M3 ⇔
⇔ 〈AdB∗ ◦ Φ∗i ◦ AdA,Ψ〉′′ > 0∀A∈M3 (19)
Let us assume that (17) is a sufficient criterion for sepa-
rability of a state ρ. If we additionally assume that (18)
does not hold for Ξi = Φ
∗
i , i = 1, 2, . . . , k, then by the
identity (cf.25 and a comment in15)
K◦◦ = K (20)
applied to the closure of the convex hull of maps of the
form AdB∗ ◦Φ∗i ◦AdA, A,B ∈M3, we see that there must
exist an element Ψ of P3,3 \ SP3,3 such that
〈AdB∗ ◦ Φ∗i ◦ AdA,Ψ〉′′ > 0∀i;A,B∈M3 (21)
We already know by (19) that (21) is equivalent to
(I⊗ Φi)AdI⊗BCΨ > 0∀i;B∈M3 (22)
this implies, up to scaling, CΨ ∈ Sep3,3, which is a con-
tradiction since J−1
(
Sep3,3
) ⊂ SP3,3, where the last in-
clusion turns into an equality if we allow arbitrary scaling
of the separable density matrices by non-negative factors.
We are led to a conclusion that (17) cannot be a suffi-
cient criterion for separability. If it is, then (18) must
hold. Conversely, if the cone of positive maps can be
written in the form (18), then by the property (20) ap-
plied to K = P3,3 (K◦ = SP3,3), a sufficient criterion
for a map Ψ to be superpositive, or in other words, for
the Choi matrix CΨ to be a non-negative multiple of a
separable density matrix, is (21) with Ξi substituted for
Φ∗i , X substituted for B
∗ and Y substituted for B. That
is further equivalent to Equation (22) with Ξ∗i in place
of Φi and X
∗ substituted for B. Up to relabeling, this is
the same as (17), which finishes the proof.
The main result of this paper is therefore equivalent
to the fact that does not exist a finite set of genera-
tors {Ξi}ki=1 of P3,3 considered as a mapping cone. Let
us assume for a moment that such set of generators ex-
ists. For C ∈ M9, let us also denote by 〈.⊗ y|C |.⊗ y〉
and 〈x⊗ .|C |x⊗ .〉 matrices in M3 with matrix ele-
ments
∑3
k,l=1 y¯
kCik,jly
l and
∑3
k,l=1 x¯
kCki,ljx
l, respec-
tively. We have the following.
Proposition II.8. Let {Ξi}ki=1 be a set of positive maps
in P3,3 such that equality (18) holds. Then we can as-
sume that:
1. All Ξi’s are extreme.
2. Ξi = AdX ◦ Ξj ◦ AdY does not hold for any i, j ∈
{1, 2, . . . , k}, X,Y ∈M3 unless i = j.
3. For any Φ positive, extreme and such that the ma-
trices 〈.⊗ y|CΦ |.⊗ y〉 and 〈x⊗ .|CΦ |x⊗ .〉 are of
rank at least 2 for all x, y ∈ C3, Φ = AdX ◦Ξi ◦AdY
for some i ∈ {1, 2, . . . , k} and X,Y ∈M3.
4. If Φ positive and extreme is not of the form Φ =
AdZ or Φ = AdZ ◦ t for some Z ∈ M3, i.e. Φ is
not decomposable, the matrices X and Y in Φ =
AdX ◦ Ξi ◦ AdY must be invertible.
5. For any Φ positive, extreme and such that the ma-
trices 〈.⊗ y|CΦ |.⊗ y〉 and 〈x⊗ .|CΦ |x⊗ .〉 are of
rank at least 2 for all x, y ∈ C3, there is exactly one
i such that Φ = AdX◦Ξi◦AdY for some X,Y ∈M3.
Proof. Points 1) and 2) are obvious (in particular, point
2) simply states the fact that we can keep removing some
Ξi’s until none of them are redundant as generators of the
mapping cone (18)). Point 3) needs a longer proof that
we provide in Appendix B. Point 4) is a consequence of
the fact that positive maps in 2 × 2 and 2 × 3 systems
are decomposable, i.e. they can be written in the form∑
i AdXi +
∑
j AdX′i ◦ t for some Xi, X ′i ∈M310,11. Non-
invertible A or B would bring us back to this basic case,
as it is easily seen from Proposition II.5. Point 5) follows
because from point 3) we already know that there must
exist X,Y ∈ M3 and i ∈ {1, 2, . . . , k} such that equality
Φ = AdX ◦Ξi ◦AdY holds. Moreover, by point 4) the ma-
trices X and Y must be invertible. If i were not unique,
we would have Φ = AdZ ◦Ξj ◦AdT = AdX ◦Ξi ◦AdY for
some j 6= i and Z, T ∈ M3 invertible. This would imply
Ξj = AdZ−1X ◦ Ξi ◦ AdY T−1 , contradicting point 2).
It is easy to see from the above proposition that
the existence of an infinite family {Φα}α∈A ⊂ P3,3
of positive, indecomposable, extreme maps such that
rk (〈x⊗ .|CΦα |x⊗ .〉) > 2 and rk (〈.⊗ y|CΦα |.⊗ y〉) >
2 for all x, y ∈ C3 and
¬(∃α1 6=α2∃X,Y ∈M3Φα1 = AdX ◦ Φα2 ◦ AdY ) (23)
would preclude the existence of a finite set of mapping
cone generators of P3,3. It turns out that the family of
extreme, indecomposable positive maps
Φt :M3 ∋ [xij ] 7→

 atx11 + btx22 + ctx33 −x12 −x13−x21 ctx11 + atx22 + btx33 −x23
−x31 −x32 btx11 + ctx22 + atx33

 ∈M3 (24)
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with at = (1 − t)2/(1 − t + t2), bt = t2/(1 − t + t2),
ct = 1/(1− t+ t2), t ∈ [0, 1), introduced by Ha and Kye1,
has the required properties. To show this, let us first
prove the following facts about of Φt
Proposition II.9. Let Φt denote positive maps of the
form (24). Let x =
[
x1, x2, x3
]
and y =
[
y1, y2, y3
]
de-
note normalized vectors in C3. Then
1. det (〈.⊗ y|CΦt |.⊗ y〉) only depends on
∣∣y1∣∣, ∣∣y2∣∣
and
∣∣y3∣∣
2. 〈.⊗ y|CΦt |.⊗ y〉 is singular if and only if
∣∣y1∣∣ = ∣∣y2∣∣ = ∣∣y3∣∣ = 1√
3
(25)
or
∣∣y1∣∣ = 0, ∣∣y2∣∣ =
√
t
1 + t
,
∣∣y3∣∣ =
√
1
1 + t
(26)
or
∣∣y1∣∣ =
√
1
1 + t
,
∣∣y2∣∣ = 0, ∣∣y3∣∣ =
√
t
1 + t
(27)
or
∣∣y1∣∣ =
√
t
1 + t
,
∣∣y2∣∣ =
√
1
1 + t
,
∣∣y3∣∣ = 0 (28)
3. 〈.⊗ y|CΦt |.⊗ y〉 is never of rank 1 or 0
4. For every y that satisfies one of the condition sets
(25)-(28), there is, up to multiplication by a con-
stant factor, exactly one x such that
〈x⊗ y|CΦt |x⊗ y〉 = 0 (29)
holds
5. For y1 and y2, y1 6= y2, substituted in place of y in
(29), the corresponding vectors x are never multi-
ples of each other
6. 〈x⊗ .|CΦt |x⊗ .〉 is never of rank 1 or 0
Proof. The Choi matrix of Φt equals

at 0 0 0 −1 0 0 0 −1
0 ct 0 0 0 0 0 0 0
0 0 bt 0 0 0 0 0 0
0 0 0 bt 0 0 0 0 0
−1 0 0 0 at 0 0 0 −1
0 0 0 0 0 ct 0 0 0
0 0 0 0 0 0 ct 0 0
0 0 0 0 0 0 0 bt 0
−1 0 0 0 −1 0 0 0 at


(30)
By an elementary calculation, one can show that
〈.⊗ y|CΦt |.⊗ y〉 =

 at
∣∣y1∣∣2 + bt ∣∣y2∣∣2 + ct ∣∣y3∣∣2 −y¯1y2 −y¯1y3
−y1y¯2 ct
∣∣y1∣∣2 + at ∣∣y2∣∣2 + bt ∣∣y3∣∣2 −y¯2y3
−y1y¯3 −y2y¯3 bt
∣∣y1∣∣2 + ct ∣∣y2∣∣2 + at ∣∣y3∣∣2

 (31)
It is now almost obvious that the determinant of the ma-
trix in (31) is dependent only on the moduli of y1, y2 and
y3. Concretely, we have
Ft (y) := det (〈.⊗ y|CΦt |.⊗ y〉) =
= atbtct
(∣∣y1∣∣6 + ∣∣y2∣∣6 + ∣∣y2∣∣6)+
+
(
atb
2
t + btc
2
t + cta
2
t − ct
) (∣∣y2∣∣2 ∣∣y3∣∣4 + ∣∣y3∣∣2 ∣∣y1∣∣4+
+
∣∣y1∣∣2 ∣∣y2∣∣4)+ (atc2t + bta2t + ctb2t − bt) ·
·
(∣∣y1∣∣2 ∣∣y3∣∣4 + ∣∣y2∣∣2 ∣∣y1∣∣4 + ∣∣y3∣∣2 ∣∣y2∣∣4)+
+
(
a3t + b
3
t + c
3
t + 3atbtct − 2
) ∣∣y1∣∣2 ∣∣y2∣∣2 ∣∣y3∣∣2 (32)
where we introduced the notation Ft (y) for later conve-
nience. From formula (32), we see that point 1) of the
proposition holds. If we note that at+ bt+ ct = 2 ∀t∈[0,1)
and that the matrix
 2 −1 −1−1 2 −1
−1 −1 2

 (33)
is singular, we immediately see that y1 = y2 = y3 =
1/
√
3 solves Ft (y) = 0. Because Ft (y) only depends
on the moduli of the coordinates of y, we see that all
vectors y that fulfill equation (25) correspond to singular
〈.⊗ y|CΦt |.⊗ y〉. Indeed, for such vectors the matrix
〈.⊗ y|CΦt |.⊗ y〉 is a multiple of
 2 −ei(φ2−φ1) −ei(φ3−φ1)−ei(φ1−φ2) 2 −ei(φ3−φ2)
−ei(φ1−φ3) −ei(φ2−φ3) 2

 , (34)
where y1 =
∣∣y1∣∣ eiφ1 , y2 = ∣∣y2∣∣ eiφ2 and y3 = ∣∣y3∣∣ eiφ3 .
This matrix is singular.
We now show that there are no other y with non-
vanishing y1, y2 and y3 such that Ft (y) = 0. Because
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CΦt is block positive (cf. eq. (16)), points at which Ft (y)
vanishes must be minima of Ft, considered as a function
of the coordinates of y. More conveniently, if we de-
fine l1 :=
∣∣y1∣∣2, l2 := ∣∣y2∣∣2 and l3 := ∣∣y3∣∣2 and write
Ft (y) as a function Ft (l1, l2, l3) of l1, l2 and l3, singular
CΦt will correspond to minima of Ft (l1, l2, l3), as long
as we are only interested in y’s with all coordinates non-
vanishing (i.e. li > 0 ∀i=1,2,3). The partial derivatives of
Ft (l1, l2, l3) with respect to l1, l2 and l3 equal
3Atl
2
1 +Bt
(
2l1l3 + l
2
2
)
+ Ct
(
2l1l2 + l
2
3
)
+Dtl2l3(35)
3Atl
2
2 +Bt
(
2l2l1 + l
2
3
)
+ Ct
(
2l2l3 + l
2
1
)
+Dtl3l1(36)
3Atl
2
3 +Bt
(
2l3l2 + l
2
1
)
+ Ct
(
2l3l1 + l
2
2
)
+Dtl1l2(37)
respectively, where we have introduced the notation
At := atbtct (38)
Bt := atb
2
t + btc
2
t + cta
2
t − ct (39)
Ct := atc
2
t + bta
2
t + ctb
2
t − bt (40)
Dt := a
3
t + b
3
t + c
3
t + 3atbtct − 3at − 2 (41)
By equating the partial derivatives (35)-(37) to zero and
summing up the resulting equations, we get
(3At +Bt + Ct)
(
l21 + l
2
2 + l
2
3
)
+
+ (2Bt + 2Ct +Dt) (l1l2 + l2l3 + l3l1) = 0 (42)
which must be fulfilled by squared moduli of coordinates
of all vectors y such that det (〈.⊗ y|CΦt |.⊗ y〉) = 0. Be-
cause we already know that l1 = l2 = l3 results in a
singular 〈.⊗ y|CΦt |.⊗ y〉, we must have
3At +Bt + Ct = −2Bt − 2Ct −Dt (43)
If we can prove that the above expressions are non-
vanishing for all t, equation (42) will imply
l21 + l
2
2 + l
2
3 = l1l2 + l2l3 + l3l1 (44)
which by Schwartz inequality can only hold if l1 = l2 =
l3. The expression 3At +Bt+Ct indeed does not vanish
for any t ∈ [0, 1). Elementary algebra shows that
3At + Bt + Ct = (at + bt + ct) (atbt + btct + ctat) +
− ct − bt = 2 (atbt + btct + ctat)− ct − bt =
=
(1− t)3
(1− t+ t2)2 (45)
which is positive for all t ∈ [0, 1). In this way we have
proved that the only choice of l1 6= 0, l2 6= 0, l3 6= 0 such
that Ft (l1, l2, l3) = 0 is l1 = l2 = l3. This corresponds
to normalized vectors y that fulfill equations (25). To
prove point 2) of the proposition, let us now consider the
case l1l2l3 = 0. We shall focus on the case l1 = 0, l2 = 1,
where we have given up the normalization assumption for
y for a while. For other combinations of vanishing/non-
vanishing li, arguments follow analogously. In the case
of our interest, the matrix 〈.⊗ y|CΦt |.⊗ y〉 equals
 bt + ctl3 0 00 at + btl3 −ei(φ3−φ2)√l3
0 −ei(φ2−φ3)√l3 ct + atl3

 , (46)
where φ2 and φ3 are defined as in equation (34). Because
the above matrix is a direct sum of a 1 × 1 and 2 ×
2 matrix, and the individual coefficients are of degree
at most 1 in l3, it is very easy to find the values of l3
corresponding to singular 〈.⊗ y|CΦt |.⊗ y〉. It turns out
that the only solution when t ∈ (0, 1) is
l3 =
1√
t
(47)
This corresponds to the following family of normalized
vectors y,
[
y1, y2, y3
]
=
[
0,
√
t
1 + t
eiφ2 ,
√
1
1 + t
eiφ3
]
(48)
in accordance with formula (26). With little additional
effort, one can show that formula (48) extends to the case
of t = 0. By a permutation symmetry of CΦt ,
(CΦt)ij,kl = (CΦt)γ(i)γ(j),γ(k)γ(l) (49)
with γ equal to the three-cycle 1 → 2 → 3 → 1, we
see that indeed formulas (27) and (28) describe the only
remaining choices of the moduli of the coordinates of y
that result in singular 〈.⊗ y|CΦt |.⊗ y〉. In other words,
point 2) of the proposition holds. To prove point 3), one
only needs to show that the matrices 〈.⊗ y|CΦt |.⊗ y〉
are of rank 2 for the three choices (25)-(28) of moduli of
the coordinates of y referred to in point 2). We leave
this as an elementary algebra exercise for the reader.
Points 4), 5) and 6) follow because for every y such that
det (〈.⊗ y|CΦt |.⊗ y〉) = 0, there exists, up to scaling,
exactly one x such that 〈x⊗ y|CΦt |x⊗ y〉 = 0 (cf. point
3)). Moreover, these x’es never repeat for different y’s.
Using block positivity of CΦt , we get
∀x∈C3 !∃y∈C3 〈x⊗ y|CΦt |x⊗ y〉 = 0 (50)
which immediately proves that rk (〈x⊗ .|CΦt |x⊗ .〉) > 2
as well as the assertions of points 4) and 3). To see that
the x’es really never repeat, one can simply determine
the form of the vectors in the kernel of 〈.⊗ y|CΦt |.⊗ y〉
and see that they really never coincide for different y.
For y that fulfills relationships (25), i.e.
y =
[
eiφ1 , eiφ2 , eiφ3
]
/
√
3 (51)
the matrix 〈.⊗ y|CΦt |.⊗ y〉 takes the form (34). El-
ementary algebra shows that the kernel of this matrix
consists of vectors proportional to
x =
[
e−iφ1 , e−iφ2 , e−iφ3
]
/
√
3 (52)
Non-existence of partial transpose criterion analogues for three-by-three systems 6
Similarly, for y that fulfills the relationships (26), i.e.
y =
[
0, eiφ2
√
t
1 + t
, eiφ3
√
1
1 + t
]
(53)
the matrix 〈.⊗ y|CΦt |.⊗ y〉 takes the form (46). Again,
elementary algebra shows that the kernel of this matrix
consists of vectors proportional to
x =
[
0, e−iφ2
√
1
1 + t
, e−iφ3
√
t
1 + t
]
(54)
By the permutation symmetry (49), we also have
x =
[
e−iφ1
√
t
1 + t
, 0, e−iφ3
√
1
1 + t
]
(55)
corresponding to
y =
[
eiφ1
√
1
1 + t
, 0, eiφ3
√
t
1 + t
]
(56)
and
x =
[
e−iφ1
√
1
1 + t
, e−iφ2
√
t
1 + t
, 0
]
(57)
corresponding to
y =
[
eiφ1
√
t
1 + t
, eiφ2
√
1
1 + t
, 0
]
(58)
Note that the above x’es and y’s agree with formulas (8)-
(11) in1. It is now clear that the x’es given by formulas
(52), (54), (55) and (57) can never be proportional to
each other, as long as the corresponding y’s differ. As
explained above, this implies points 4), 5) and 6) of the
proposition.
Due to the above proposition and Proposition II.8, the
nonexistence of matrices R,S ∈M3 such that
CΦt1 = AdR⊗SCΦt2 (59)
for arbitrary t1 6= t2, t1, t2 ∈ [0, 1) would imply the main
result of this paper, cf. Proposition II.5 and the discus-
sion above equation (23). In the following we show that
indeed equality (59) cannot hold for any R,S ∈ M3 and
t1 6= t2.
Proposition II.10. The Choi matrices of the Ha-Kye
maps1 defined by formula (24) with at = (1 − t)2/(1 −
t+ t2), bt = t
2/(1− t+ t2), ct = 1/(1− t+ t2), t ∈ [0, 1)
are not locally equivalent for different t, i.e. equality (59)
does not hold for any R,S ∈M3 if t1 6= t2, t1, t2 ∈ [0, 1).
Proof. By nondecomposability of CΦt for all t ∈ [0, 1),
we get that the hypothetical matrices R, S in (59) would
have to be invertible, cf. Proposition II.8. If the equality
really held, the following equivalence would also need to
be true
Ft1 (y) = 0⇔ Ft2 (S∗y) = 0 (60)
cf. the definition of Ft, eq. (32). Let us consider
y =
[
eiφ1 , eiφ2 , eiφ3
]
/
√
3 for arbitrary φ1, φ2 and φ3,
which is an admissible choice of y according to the proof
of Proposition II.9. We now show that none of the
moduli of the coordinates of S∗y can vanish for any
choice of the phases φj , j = 1, 2, 3. Indeed, according
to the proof of Proposition II.9, at most two of them
could possibly vanish for some choice of φj ’s to ensure
det
(〈.⊗ S∗y|CΦt2 |.⊗ S∗y〉) = 0. Let the non-vanishing
coordinate be the third one and assume that the first
one vanishes. Since S∗ is non-singular, by changing one
of the φj ’s by a sufficiently small δ, we can make the first
coordinate non-negative without changing the third co-
ordinate significantly. Hence, the ratio of the modulus of
the first coordinate to the modulus of the second coor-
dinate would have to become different from zero. Thus,
by continuity of the moduli of the coordinates of S∗y as
functions of φj ’s, the ratio of the first coordinate to the
second coordinate would need to take an infinite number
of values as a function of the δ. However, this is not pos-
sible if det
(〈.⊗ S∗y|CΦt2 |.⊗ S∗y〉) is assumed to vanish
for all φj ’s, since by the proof of Proposition II.9, only
three values of the ratio are allowed, namely 0,
√
t2 and
1, cf. equations (52)-(57). In this way we have shown
that the moduli of the coordinates of S∗y for y of the
form
[
eiφ1 , eiφ2 , eiφ3
]
/
√
3 must all be non-vanishing, no
matter what the choice of the φj ’s is. Let us note that
these coordinates equal
1√
3
3∑
l=1
Slke
iφl (61)
for k = 1, 2, 3. The numbers Slk are the matrix coeffi-
cients of S. According to an argument presented in the
proof of Proposition II.9, cf. equations (52)-(57), the only
possibility for 〈.⊗ S∗y|CΦt2 |.⊗ S∗y〉 to be singular for
all choices of the φj ’s is when∣∣∣∣∣
3∑
l=1
Sl1e
iφl
∣∣∣∣∣ =
∣∣∣∣∣
3∑
l=1
Sl2e
iφl
∣∣∣∣∣ =
∣∣∣∣∣
3∑
l=1
Sl3e
iφl
∣∣∣∣∣ (62)
for all choices of {φj}j=1,2,3. With little additional ef-
fort, one can show that the above equalities can can only
hold if the matrix S∗ has exactly one nonzero entry in
each row or that some of its rows must be proportional to
each other (cf. Appendix C). Because in our setting S∗ is
necessarily non-singular, it must therefore be a permuta-
tion matrix multiplied by a non-singular diagonal matrix.
We now show that the permutation part is necessarily
a three-cycle or the identity permutation. To exclude
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transpositions as the permutation part, it is enough to
observe that the specific vectors y of the form (54), (55)
and (57) with t = t1 cannot all transform to some of
their legitimate counterparts for t = t2, i.e. some vectors
of the form (54), (55) and (57), or possibly (52), with
t = t2. We provide a detailed argument for the transpo-
sition 2↔ 3 and skip the other ones because they follow
by trivial analogy. Let us therefore assume that
S∗ =

 ζ1 0 00 ζ2 0
0 0 ζ3



 1 0 00 0 1
0 1 0

 (63)
where ζ1, ζ2, ζ3 ∈ Z, ζ1ζ2ζ3 6= 0. For y of the form (54)
with t = t1, we have
S∗y =
[
0, ζ2e
iφ2
√
1
1 + t1
, ζ3e
iφ3
√
t1
1 + t1
]
(64)
According to Proposition II.9, the only possibility for
〈.⊗ S∗y|CΦ2 |.⊗ S∗y〉 to be singular is when
ζ2e
iφ2
√
1
1 + t1
= αeiφ
′
2
√
t2
1 + t2
(65)
ζ3e
iφ3
√
t1
1 + t1
= αeiφ
′
3
√
1
1 + t2
(66)
for some phases φ′2, φ
′
3 and a scaling factor α ∈ R \ {0}.
In the above formula, we used the fact that at least one of
the parameters t1, t2 is nonzero. Similarly, by considering
the transforms S∗y for y of the form (55) and (57), we
arrive at the following equations for t1, t2 and the ζi’s
ζ1e
iφ1
√
1
1 + t1
= βeiφ
′′
1
√
t2
1 + t2
(67)
ζ2e
iφ3
√
t1
1 + t1
= βeiφ
′′
2
√
1
1 + t2
(68)
and
ζ1e
iφ1
√
t1
1 + t1
= γeiφ
′′′
1
√
1
1 + t2
(69)
ζ3e
iφ2
√
1
1 + t1
= γeiφ
′′′
3
√
t2
1 + t2
(70)
where φ′′1 , φ
′′
2 , φ
′′′
1 and φ
′′′
3 are again some arbitrary phases
and β, γ ∈ R \ {0} - arbitrary scaling factors.
By calculating the moduli of (66) and (70), we get the
following conditions on t1 ∈ (0, 1), t2 ∈ (0, 1) and ζ3 6= 0
|ζ3|
√
1
1 + t1
= |γ|
√
t2
1 + t2
(71)
|ζ3|
√
t1
1 + t1
= |α|
√
1
1 + t2
(72)
Clearly, the above formulas can only hold if
t1t2 =
∣∣∣∣αγ
∣∣∣∣
2
(73)
In a similar way, one can obtain
t1t2 =
∣∣∣∣βα
∣∣∣∣
2
(74)
and
t1t2 =
∣∣∣∣γβ
∣∣∣∣
2
(75)
The above formulas imply
t1t2 = 1 (76)
which is not true for any t1, t2 ∈ (0, 1), t1 6= t2. Thus
matrices S∗ of the form (63) are not good candidates for
the transform S∗. By trivial analogy, the same conclusion
holds when the particular transposition matrix in (63) is
replaced with another one. Thus we have proved that
the only possible form of the matrix S∗ is
S∗ =

 ζ1 0 00 ζ2 0
0 0 ζ3



 0 0 11 0 0
0 1 0

 (77)
or
S∗ =

 ζ1 0 00 ζ2 0
0 0 ζ3



 0 1 00 0 1
1 0 0

 (78)
or
S∗ =

 ζ1 0 00 ζ2 0
0 0 ζ3

 (79)
It turns out that for matrices S∗ of the form (77), (78)
and (79), the equality (59) can only hold if t1 = t2. In the
following, we prove this for S∗ of the form (77). For the
cases of (78) and (79), the reasoning follows analogously
and we leave the details to the interested reader. Once
we have convinced ourselves that matrices of the form
(77), (78) and (79) are of no use in transforming different
members of the family {Φt}t∈[0,1) between each other, we
will have completed the proof of the proposition.
Let us assume that S∗ is of the form (77). We again
consider the transforms S∗y for the characteristic vectors
y of the form (54), (55) and (57) with t = t1. Just as
before, these must be again of the form (54), (55), (57),
or possibly (52), for t = t2. If y is of the form (54), the
transform S∗ equals
S∗y =
[
ζ1e
iφ3
√
1
1 + t1
, 0, ζ3e
iφ2
√
t1
1 + t1
]
(80)
Under the assumption of t1 6= 0 or t2 6= 0,
which is true when t1 6= t2, the requirement that
det (〈.⊗ S∗y|CΦ2 |.⊗ S∗y〉) vanishes can only be met if
the S∗y given by (80) coincides with
α
[
eiφ
′
1
√
1
1 + t2
, 0, eiφ
′
3
√
t2
1 + t2
]
(81)
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for some phases φ′1 and φ
′
3 and a scaling factor α ∈ R\{0}.
This clearly implies
ζ1e
iφ3
√
1
1 + t1
= αeiφ
′
1
√
1
1 + t2
(82)
ζ3e
iφ2
√
t1
1 + t1
= αeiφ
′
3
√
t2
1 + t2
(83)
Similarly, by considering the transforms S∗y for vectors
y of the form (55) and (57), we arrive at the conditions
ζ1e
iφ3
√
t1
1 + t1
= βeiφ
′′
1
√
t2
1 + t2
(84)
ζ2e
iφ1
√
1
1 + t1
= βeiφ
′′
2
√
1
1 + t2
(85)
and
ζ2e
iφ1
√
t1
1 + t1
= γeiφ
′′′
2
√
t2
1 + t2
(86)
ζ3e
iφ2
√
1
1 + t1
= γeiφ
′′′
3
√
1
1 + t2
(87)
where φ′′1 , φ
′′
2 , φ
′′′
2 and φ
′′′
3 denote some arbitrary phases
and β, γ ∈ R \ {0} are arbitrary nonzero scaling factors.
By considering the moduli of (82) and (83), we easily
obtain
|ζ1|2 t2 = |ζ3|2 t1 (88)
In a similar way, from equations (84)-(87) we can get
|ζ2|2 t2 = |ζ1|2 t1 (89)
|ζ3|2 t2 = |ζ2|2 t1 (90)
We can now multiply equalities (88)-(90) together and
get
|ζ1|2 |ζ2|2 |ζ3|2 t32 = |ζ1|2 |ζ2|2 |ζ3|2 t31 ⇒ t2 = t1 (91)
This clearly contradicts t1 6= t2 and proves the main as-
sertion of the proposition.
As we already explained above, the above proposition
implies the main result of this paper. We briefly remind
the reader why this is the case. By Proposition II.9,
the family {Φt}t∈[0,1) of extreme indecomposable maps of
the form (24), as considered by Ha and Kye1, fulfills the
assumptions of point 5) of Proposition II.8. Therefore,
if equality (18) holds for some positive maps {Ξi}ki=1 ⊂
P3,3, there must exist at least two values t1, t2 ∈ [0, 1),
t1 6= t2 such that
Φt1 = AdA ◦ Φt2 ◦ AdB (92)
for some non-singular A,B ∈ M3 (actually, there must
exist an infinite number of such pairs). By Proposition
II.5, we know that (92) is equivalent to (59) with R =
Bt, S = A. However, we know from Proposition II.10
that (59) does not hold for any t1 6= t2, R,S ∈ M3.
Thus equality (18) cannot be true. By Proposition II.7,
this is equivalent to the non-existence of a necessary and
sufficient separability criterion of the form (17). In this
way we have arrived at the following conclusion
Theorem II.11. There does not exist a separability cri-
terion of the form
ρ ∈ Sep3×3 ⇔ ∀i=1,2,...,k∀B∈M3 (I⊗ Φi)AdI⊗Bρ > 0
(93)
for a finite set of positive maps {Φi}i=1,2,...,k.
For a more mathematically oriented audience, the
same can be expressed, by Proposition II.7, as
Theorem II.12. The cone P3,3 of positive maps from
the set M3 of three-dimensional matrices into itself is
not finitely generated as a mapping cone. In other
words, there does not exist a finite set of positive maps
{Ξi}i=1,2,...,k such that
P3,3 = convhull ({AdX ◦ Ξi ◦ AdY |i;X,Y ∈M3}), (94)
holds.
Some other noteworthy properties of mapping cones
can be found in15,18–23.
III. CONCLUSION
It is a generally accepted opinion that the detection
of all density matrix entanglement in 3 × 3 and more
complex systems is a difficult task. In this paper we have
shown that for such systems there is no hope to have
a sufficient and necessary criterion for separability of a
state, similar in structure to the famous positive partial
transpose for 2×2 and 2×3 systems8,9. This is even true
despite the fact that we allow arbitrary local transforms
in formula (17). The argument we presented also suggests
that in order to have a strong entanglement detection
procedure, one should at least consider a criterion of the
form (17) with {Ξi}ki=1 substituted with the whole Ha-
Kye family of positive maps {Φt}t∈[0,1)1.
From a more mathematics centered point of view, our
result shows that the cone P3,3 of positive maps from
the set of three-dimensional matrices into itself, is not
finitely generated as a mapping cone. This is in contrast
with P3,2, P2,3 and P2,2, where all positive maps turn
out to be decomposable10,11.
Remark III.1. It is natural to expect that the cones
Pm,n of positive maps with m > 3 and n > 3 are also not
finitely generated as mapping cones, however the author
has not yet found a proof of this fact. If it holds, we
immediately obtain a generalization of the main result of
this paper to m× n systems where m,n > 3.
Remark III.2. In the light of the proof presented above,
it is natural to ask whether the whole family of Ha-Kye
maps can provide us with a necessary and sufficient sep-
arability criterion of the form (17).
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Appendix A: Choi matrix change under multiplication by
conjugation maps
We would like to show that
CAdA◦Φ◦AdB = AdBt⊗ACΦ (A1)
for arbitrary A,B ∈ M3 and a positive map P3,3. As
expected, this result holds for general Pm,n as well.
From the definition (5) of the Choi matrix, we imme-
diately see that
CAdA◦Φ◦AdB = AdI⊗ACΦ◦AdB (A2)
Thus, we only need to prove that
CΦ◦AdB = AdBt⊗ICΦ (A3)
We have
CΦ◦AdB = (I⊗ Φ)
∑
i,j
∑
k,l
eij ⊗BkiBljekl, (A4)
where Bij are the matrix coefficients of B. We further
have∑
i,j
∑
k,l
eij ⊗BkiBljekl =
∑
i,j
∑
k,l
BkiBljeij ⊗ ekl, (A5)
which is the same as
AdBt⊗I
∑
k,l
ekl ⊗ ekl (A6)
Thus we can write
CΦ◦AdB = (I⊗ Φ)AdBt⊗I
∑
k,l
ekl ⊗ ekl (A7)
From this, we easily obtain
CΦ◦AdB = AdBt⊗I
∑
k,l
ekl ⊗ Φ (ekl) = AdBt⊗ICΦ (A8)
Appendix B: Extreme positive maps in a finitely generated
mapping cone
In this appendix we prove that extreme positive maps
Φ ∈ P3,3 in a finitely generated closed mapping cone of
the form (18) must either be of the form AdX ◦Ξi ◦AdY
for some i ∈ {1, 2, . . . , k} and X,Y ∈ M3 or there must
exist x ∈ C3 or y ∈ C3 such that
rk (〈x⊗ .|CΦ |x⊗ .〉) < 2 (B1)
or
rk (〈.⊗ y|CΦ |.⊗ y〉) < 2 (B2)
Point 3) of Proposition II.8 trivially follows from this
result.
Let us assume that Φ is an element of the closed
convex cone (18). Equivalently, there exist sequences{
ilj
}+∞
l=1
⊂ N, {X lj}+∞l=1 ⊂ M3 and {Y lj }+∞l=1 ⊂ M3, for
j = 1, 2, . . . , 82 such that
82∑
j=1
AdXlj
◦ Ξilj ◦ AdY lj
l→+∞−−−−→ Φ (B3)
The possibility to set an upper border of 82 on summa-
tion by j follows from Carathe´odory’s theorem25.
Note that every non-zero positive map Φ satisfies
Tr (CΦ) > 0 and hence can be normalized to have trace
of its Choi matrix equal to one. Moreover, positive maps
Φ such that CΦ have unit trace, form a compact subset of
the subspace of all maps Ψ in Hm,n with the trace of CΨ
equal to one. In that subspace, equation (B3) induces
82∑
j=1
λlj
AdXlj
◦ Ξilj ◦ AdY lj
τ lj
l→+∞−−−−→ Φ
Tr (CΦ)
, (B4)
where τ lj := Tr
(
CAd
Xl
j
◦Ξ
il
j
◦Ad
Y l
j
)
, λlj > 0, the sum∑82
j=1 λ
l
j tends to 1 for l → +∞, and we are free to
assume that τ lj > 0 for all j and l. The last assump-
tion is permissible because by setting X lj and Y
l
j equal
to I if initially Tr
(
CAd
Xl
j
◦Ξ
il
j
◦Ad
Y l
j
)
= 0 and bringing
the respective λlj to zero, we can make all the τ
l
j ’s posi-
tive, at the same time keeping the relationship (B4) a
consequence of (B3). Moreover, we can assume that
the largest singular values of X lj ’s and Y
l
j ’s are equal
to one because it is always possible to rescale the X lj’s
and Y lj ’s and their singular values with no influence on(
AdXlj
◦ Ξilj ◦ AdY lj
)
/τ li .
In summary, equation (B3) implies (B4) with λlj ’s and(
AdXlj
◦ Ξilj ◦ AdY lj
)
/τ li ’s contained in compact subsets
of R and P3,3. Therefore, there must exist limits
AdXlwj
◦ Ξilwj ◦ AdY lwj
τ li
w→+∞−−−−−→ Σj ∈ P3,3 (B5)
λlwj
w→+∞−−−−−→ λj > 0 (B6)
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for certain subsequence {lw}+∞w=1 ⊂ N. Hence,
Φ
Tr (CΦ)
=
82∑
j=1
λjΣj (B7)
Obviously, for Φ extreme, we can assume that the above
sum only contains a single nonzero term Σ, where
Σ = lim
w→+∞
AdXw ◦ Ξiw ◦ AdY w
Tr (CAdXw◦Ξiw◦AdYw )
(B8)
for appropriately chosen Xw and Y w with largest sin-
gular values equal to one. By an appropriate choice of
a subsequence, we can also assure that iw is a constant
i ∈ {1, 2, . . . , k}. In the following, we shall simply assume
that iw = i in equation (B8).
We now prove that the limit on the right-hand side of
equation (B8) must either be of the form AdX ◦Ξi ◦AdY
for some X,Y ∈ M3 or equation (B1) or (B2) with Σ
substituted for Φ must hold for some x or y in C3.
Because Xw and Y w can be assumed to belong to a
compact set of matrices with largest singular value equal
to one, there must exist a subsequence {wt}+∞t=1 and ma-
tricesX , Y with largest singular values equal to one, such
that
Xwt
t→+∞−−−−→ X (B9)
Y wt
t→+∞−−−−→ Y (B10)
Without loss of generality, we may assume that Xw and
Y w themselves converge to X and Y , respectively.
If lim
w→+∞
Tr (CAdXw◦Ξi◦AdY w ) = τ > 0, our main asser-
tion is obviously true, because we obtain
Σ = AdX/ 4
√
τ ◦ Ξi ◦ AdY/ 4√τ (B11)
and
Φ = Ad 4√ σ
τ
X
◦ Ξi ◦ Ad 4√σ
τ
Y
, (B12)
where σ := Tr (CΦ) > 0. Therefore, we only need to
consider the case of Tr (CAdXw◦Ξi◦AdY w ) that tends to
zero as w → +∞.
By Proposition II.5
CAdXw◦Ξi◦AdY w = Ad(Y w)t⊗XwCΞi (B13)
Denote the second and the third singular value of (Y w)
t
by σw2 , σ
w
3 . Similarly, let the second and the third singu-
lar value of Xw be δw2 and δ
w
3 . For convenience, we also
define σw1 = δ
w
1 := 1. Let
(Y w)
t
=
3∑
i=1
σwi |uwi 〉 〈vwi | (B14)
Xw =
3∑
i=1
δwi |pwi 〉 〈qwi | (B15)
be decompositions following directly from singular value
decompositions of (Y w)t andXw. In particular, {uwi }3i=1,
{vwi }3i=1, {pwi }3i=1, {qwi }3i=1 in equations (B14) and (B15)
are orthonormal bases of C3 with elements corresponding
to rows or columns of unitary matrices present in the
respective singular value decompositions. We then have
CAdXw◦Ξi◦AdY w =
=
3∑
r,s,t,u=1
σwr σ
w
t δ
w
s δ
w
u 〈vwr ⊗ qws |CΞi |vwt ⊗ qwu 〉 ·
· |uwr ⊗ pws 〉 〈uwt ⊗ pwu | (B16)
With no loss of generality, we may assume that all
the sequences {σwi }+∞w=1, {δwi }+∞w=1, {uwi }+∞w=1, {vwi }+∞w=1,
{pwi }+∞w=1, {qwi }+∞w=1 are convergent. This is so be-
cause there always exists their common convergent sub-
sequence, which we can keep and remove the other
terms. It is then easy to see that in an appropriate
orthonormal basis, the (r, s, t, u)-th matrix element of
CAdXw◦Ξi◦AdY w /Tr (CAdXw◦Ξi◦AdYw ) equals
lim
w→+∞
σwr σ
w
t δ
w
s δ
w
u 〈vwr ⊗ qws |CΞi |vwt ⊗ qwu 〉∑3
h,j=1 (σ
w
h )
2 (
δwj
)2 〈
vwh ⊗ qwj
∣∣CΞi ∣∣vwh ⊗ qwj 〉
(B17)
Note also that we are free to assume the existence of a
subsequence {wn}+∞n=1 such that σwnr , σwnt , δwns , δwnu > 0.
Otherwise, we could choose one of the singular values to
be equal to 0 all the time on an appropriate subsubse-
quence and the existence of x or y such that equations
(B1) or (B2) hold would immediately follow (actually,
CΦ would turn out to be supported on a 2× 3 or smaller
subspace). As a consequence of that, with no loss of
generality, we may assume σwr , σ
w
t , δ
w
s , δ
w
u > 0.
The fact that the denominator of (B17) vanishes in
the limit w → +∞, together with σ1 = δ1 = 1 im-
plies that 〈v1 ⊗ q1|CΞi |v1 ⊗ q1〉 = 0. Let us now fo-
cus on the terms with σw2 , although the same argument
goes for any other of the singular values σw2 , σ
w
3 , δ
w
2
and δw3 . If one of the corresponding matrix elements of
Ξi, 〈v2 ⊗ q1|CΞi |v2 ⊗ q1〉, equals 0, the following lemma
shows that the main assertion of this appendix is true
because (B2) holds for some y.
Lemma B.1. Let 〈v1 ⊗ qj |CΞi |v1 ⊗ qj〉 = 0 and
〈v2 ⊗ qj |CΞi |v2 ⊗ qj〉 = 0 for some j ∈ {1, 2, 3}. Then
there exists y ∈ C3 such that
rk (〈.⊗ y|CΦ |.⊗ y〉) = rk (〈.⊗ y|CΣ |.⊗ y〉) < 2 (B18)
Proof. Let us decompose the vector qj in the basis
{qwu }3u=1,
qj =
3∑
u=1
λwjuq
w
u (B19)
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Now define
yw :=
∑3
u=1
λwju
δwu
pwu√∑3
u=1
∣∣∣λwjuδwu
∣∣∣2
(B20)
From equation (B16), we easily see that
rk
(
〈.⊗ yw| CAdXw◦Ξi◦AdY w
Tr (CAdXw◦Ξi◦AdYw )
|.⊗ yw〉
)
< 2, (B21)
where we have used the fact that for the vanishing
of 〈x1 ⊗ yw|X |x1 ⊗ yw〉 and 〈x2 ⊗ yw|X |x2 ⊗ yw〉 for a
block positive matrixX implies rk (〈.⊗ yw|X |.⊗ yw〉) <
2, as long as x1 6= x2.
Since yw’s belong to a compact subset of C3 consisting
of normalized vectors, there is a subsequence {wn}+∞n=1
and a y ∈ C3, ‖y‖ = 1 such that ywn → y as n → +∞.
Just as we did previously, with no loss of generality we
may assume yw → y for w→ +∞. We thus have
lim
w→+∞
CAdXw◦Ξi◦AdY w
Tr (CAdXw◦Ξi◦AdY w )
= CΣ (B22)
lim
w→+∞
yw = y (B23)
Inequality (B18) now trivially follows from (B21), (B22),
(B23) and the continuity of submatrix determinants.
As a consequence of the above lemma, the only case
where we have not yet proved our assertion is that of
〈v2 ⊗ q1|CΞi |v2 ⊗ q1〉 > 0. Because of the arbitrariness
of the choice of i and the tensor product side in the above
lemma, with no loss of generality we may assume that
σw2 tends to zero in a slowest way among σ
w
2 , σ
w
3 , δ
w
2 ,
δw3 (otherwise, simply begin the argument with a differ-
ent singular value). By this, we mean the existence of a
subsequence {wn}+∞n=1 and numbers α, β, γ > 0 such that
σwn3 < ασ
wn
2 (B24)
δwn2 < βσ
wn
2 (B25)
δwn3 < γσ
wn
2 (B26)
Just like we did earlier a few times, we may neglect terms
not in wn and assume that inequalities (B24)-(B26) hold
with w substituted for wn.
Because the denominator of (B17) contains the term
(σw2 )
2 〈v2 ⊗ q1|CΞi |v2 ⊗ q1〉, all the terms in the numer-
ator that vanish faster than (σw2 )
2
result in zero terms in
CΣ and therefore also in CΦ. This applies to all terms in
(B17) with s = u = 2 and r 6= 3 or t 6= 3, which clearly
implies
rk (〈u2 ⊗ .|CΦ |u2 ⊗ .〉) = rk (〈u2 ⊗ .|CΣ |u2 ⊗ .〉) < 2,
(B27)
Hence, the main assertion of this appendix also holds in
the case of positive 〈v2 ⊗ q1|CΞi |v2 ⊗ q1〉 > 0.
Note that despite the fact that our proof was carried
out for Φ in P3,3, it is easily generalized to positive maps
in Pm,n for m and n arbitrary, however the inequalities
(B1) and (B2) need to be replaced by the condition that
the rank of 〈x⊗ .|CΦ |x⊗ .〉 or 〈.⊗ y|CΦ |.⊗ y〉 must be
smaller than the maximum possible value minus one.
Appendix C: A class of moduli preserving linear
transformations
In this appendix, we prove that n×n matrices X such
that∣∣∣∣∣
n∑
l=1
Xkle
iφl
∣∣∣∣∣ =
∣∣∣∣∣
n∑
t=1
Xmte
iφt
∣∣∣∣∣∀{φl}l=1,2,...,n∀k,m∈{1,2,...,n}
(C1)
are necessarily singular or they only have a single nonzero
entry in each row. To show this, it is enough to prove
the following lemma.
Lemma C.1. Let y and z be vectors in Cn such that∣∣∣∣∣
n∑
l=1
yleiφl
∣∣∣∣∣ =
∣∣∣∣∣
n∑
t=1
zteiφt
∣∣∣∣∣∀{φl}l=1,2,...,n (C2)
where yl and zt are the coefficients of the vectors y and z,
respectively. Then y and z must either be proportional to
each other or each of them must have exactly one nonzero
coefficient.
Proof. We prove the lemma by induction on n. For n = 1,
its assertion is obviously true. For n > 1, let us write the
moduli in (C2) as∣∣∣∣∣y1eiφ1 +
n∑
l=2
yleiφl
∣∣∣∣∣ =
∣∣∣∣∣z1eiφ1 +
n∑
t=2
zteiφl
∣∣∣∣∣ (C3)
A quick thought reveals that there are only four cases
where (C3) can hold for all possible choices of the φl’s.
These are:
1.
y1 = 0 (C4)
z1 = 0 (C5)
∀{φl}nl=2
∣∣∣∣∣
n∑
l=2
yleiφl
∣∣∣∣∣ =
∣∣∣∣∣
n∑
l=2
zteiφt
∣∣∣∣∣ (C6)
2.
y1 = 0 (C7)
z1 6= 0 (C8)
∃α>0∀{φl}nl=2
∣∣∣∣∣
n∑
l=2
yleiφl
∣∣∣∣∣ = α (C9)
∀{φt}nt=2
∣∣∣∣∣
n∑
t=2
zteiφt
∣∣∣∣∣ = 0 (C10)
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3.
y1 6= 0 (C11)
z1 = 0 (C12)
∃β>0∀{φt}nt=2
∣∣∣∣∣
n∑
t=2
zteiφt
∣∣∣∣∣ = β (C13)
∀{φl}nl=2
∣∣∣∣∣
n∑
l=2
yleiφl
∣∣∣∣∣ = 0 (C14)
4.
y1 6= 0 (C15)
z1 6= 0 (C16)
∀{φl}nl=2
∑n
l=2 y
leiφl
y1
=
∑n
t=2 z
teiφt
z1
(C17)
In case 1), the assertion of the lemma automatically holds
by induction. In case 2), equation (C9) can only hold
if exactly one of the numbers y2, y3, . . . , yn is nonzero.
Moreover, equation (C10) can only hold if all the num-
bers z2, z3, . . . , zn are equal to zero. Altogether, y and
z have exactly one nonzero coordinate, which fulfills the
assertion of the lemma. Case 3) is symmetric to case 2).
In case 4), we must have
yl =
y1
z1
zl (C18)
for l = 2, 3, . . . , n. However, equation (C18) obviously
also holds when l = 1. In other words, the vectors y and
z turn out to be proportional to each other, just as in the
assertion of the lemma.
From the above lemma, the main conclusion of the
appendix easily follows if we take as y and z arbitrary
two rows of the matrix X . In case they turn out to be
proportional to each other, the matrix turns out to be
singular. Otherwise, there is exactly one nonzero entry
in each of these rows. This argument can be repeated
for all row pairs in X to yield the main result of this
appendix.
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