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QUASI-QUADRATIC MODULES IN VALUATION RING AND
VALUED FIELD
MASATO FUJITA AND MASARU KAGEYAMA
Abstract. We investigate quasi-quadratic modules in a valuation ring and
a valued field. Let A be a commutative ring. A subset M of A is called a
quasi-quadratic module in A if M +M ⊂M and a2M ⊂M for all a ∈ A. Let
XA denote the set of all quasi-quadratic modules in A and X
p
A denote the set
of all proper quasi-quadratic modules in A.
Consider a valued filed (K, v), its valued group G and its valuation ring B.
We demonstrate that, under several technical assumptions, the sets XB and X
p
K
are completely determined by G, XF and X
p
F , where F is the residue class field
of B. More precisely, for the valuation ring B, there exists a bijection between
XB and the set T GF = {(Mg) ∈
∏
g∈G≥e XF | Mg ⊂ Mh whenever (g ≤
h) ∧ ((g ≡ h mod G2) ∨ (Mg = F ))}. As to the valued field K, we found a
bijection between XpK and
∏
g∈G/G2 X
p
F .
1. Introduction
Quadratic modules in polynomial rings are extensively studied. A major result
in this direction gives a sufficient condition for a polynomial being positive on a
basic closed semialgebraic set. Many works have been done in this direction. They
are summarized in [8, 11] and applied to polynomial optimization problems [7].
Apart from them, quadratic modules in the ring of univariate formal power series
E[[X]] were completely classified in [1] when E is a euclidean field. This result is due
to simple form of elements in the ring E[[X]] and due to the fact that a quadratic
module is finitely generated. The same classifications in [1] are obtained when the
ring in consideration is the ring of univariate convergent power series R{x} and
the univariate Nash ring with real coefficients following the literally same proof as
[1]. See [12, p.106] for the definition of Nash rings. However, they are only true in
nonsingular cases. The authors demonstrated that quadratic modules in convergent
power series rings defined on some singular curves are not always finitely generated
[3].
The authors anticipate that assertions similar to [1] hold true in more general
setting. We consider valuation rings and valued fields in this paper. The reference
[2] provides a through introduction for valuation rings and valued fields. We could
not treat valuation rings and valued fields in full generality. We employ several
extra assumptions which are satisfied by the above univariate power series rings.
Unlike [1], we focus on quasi-quadratic modules rather than quadratic modules.
A quasi-quadratic module in a commutative ring A is defined as follows: A commu-
tative ring in this paper means a commutative ring with the multiplicative identity
element 1.
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2 M. FUJITA AND M. KAGEYAMA
Definition 1.1. Let A be a commutative ring. A subset M of A is called a quasi-
quadratic module in A if M +M ⊂ M and a2M ⊂ M for all a ∈ A. Note that we
always have 0 ∈M .
A quasi-quadratic module is a quadratic module if it contains sums of squares of
elements in A. We study quasi-quadratic modules rather than quadratic modules
because we can get simpler classifications.
We review the definitions and notations used in this paper and introduce our
main results. Let (G,≥, ·, e) be a fully ordered abelian group with the identity
element e. As usual, we write G for (G,≥, ·, e). For any g ∈ G, the notation g
denotes the equivalence class of g in G/G2. Let (K, v) be a valued field, where K is
a field and v : K  G ∪ {∞} is a valuation. The notation B denotes the valuation
ring with respect to v and pi : B → F denotes the residue homomorphism, where F
is the residue class field. In general, the characteristic of the field K is not identical
to the characteristic of the residue class field F . A valued field K of characteristic
6= 2 means a valued field such that both K and F are of characteristic 6= 2 in this
paper. The multiplicative group of all units in a commutative ring A is denoted by
A×. We use these notations through the paper unless explicitly specified.
Definition 1.2. Recall that an element x ∈ K is a unit in B if and only if v(x) = e.
A unit x in B is called a strict unit if pi(x) = 1. We say that an element x in K
has its square root if there exists y ∈ K with x = y2. A cross section w : G→ K×
is a group homomorphism such that the composition v ◦ w is the identity map.
An angular component map an : K× → F× is a group homomorphiosm whose
restriction to B× is the residue map pi. We demonstrate that (K, v) has an angular
component map when it has a cross section later.
An angular component map is defined in [9, 10] to investigate henselian valued
fields from the model-theoretic point of view.
We consider two sets XA and X
p
A. The former is the set of all quasi-quadratic
modules in a commutative ring A. The latter is the set of all proper quasi-quadratic
modules in A. We demonstrate Baer-Krull-type representation theorems when A
is a valuation ring or a valued field. They claim that the sets XB and X
p
K are
completely determined by G, XF and X
p
F , where G is its value group and F is its
residue class field. See Theorem 4.15 for the Baer-Krull representation theorem.
We explain our main results more precisely. We first consider the case of valua-
tion rings. Let (K, v) be a valued field of characteristic 6= 2, G be its value group
and B be its valuation ring. Assume that any strict unit in K has its square root
and (K, v) has an angular component map.
For any quasi-quadratic module M in F , the subset Φ(M, g) of B is defined as
follows:
Φ(M, g) = {x ∈ B \ {0} | v(x) = g, v(x) ≥ g and an(x) ∈M} ∪ {0},
which is a quasi-quadratic module in B when M 6= F . For simplicity, the notation
“v(x) = g” denotes the condition that (v(x) mod G2) = g for any g ∈ G. We use
this notation through the paper.
Consider a quasi-quadratic module M in B. For any g ∈ G, we set
Mg(M) = {an(x) ∈ F \ {0} | x ∈M \ {0} with v(x) = g} ∪ {0}
and
G≥h = {g ∈ G | g ≥ h}.
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We have the following equality:
M =
⋃
g∈G≥e
Φ(Mg(M), g).
The map Θ : XB → T GF given by
Θ(M) = (Mg(M))g∈G≥e
is a bijection, where F is the residue class field of the valuation and the set T GF
is given by T GF = {(Mg) ∈
∏
g∈G≥e XF | Mg ⊂ Mh whenever (g ≤ h) ∧ ((g ≡ h
mod G2) ∨ (Mg = F ))}. The assertions in [1] can be derived from our results on
valuation rings.
Similar results hold true for valued fields. We consider a valued field K of
characteristic 6= 2 such that any strict unit in K has its square root and (K, v) has
an angular component map. Let g ∈ G/G2 and M be a proper quasi-quadratic
module in the residue class field F . The subset Γ(M, g) of K is defined as follows:
Γ(M, g) = {x ∈ K \ {0} | v(x) = g and an(x) ∈M} ∪ {0}.
The subset Γ(M, g) is a quasi-quadratic module. Set
Mg(M) = {an(x) ∈ F \ {0} | x ∈M \ {0} with v(x) = g} ∪ {0}
for all g ∈ G/G2 and any proper quasi-quadratic module M in K. It is also a
quasi-quadratic module. We have
M =
⋃
g∈G/G2
Γ(Mg(M), g).
Furthermore, we define the map Φ : XpK →
∏
g∈G/G2 X
p
F by
Φ(M) = (Mg(M))g∈G/G2 .
The map Φ is a bijection.
We also give sufficient and necessary conditions on Mg(M) for M being a qua-
dratic module, a preordering and a quasi-semiordering in the cases of valuation
rings and valued fields.
This paper is organized as follows: Section 2 introduces examples which satisfy
that any strict unit in K has its square root and have a cross section. In the same
section, we also prove basic lemmas commonly used in the succeeding sections.
Section 3 treats quasi-quadratic modules in a valuation ring, and Section 4 studies
quasi-quadratic modules in a valued field. Section 5 is a brief section discussing on
the extension of the previous sections to quasi-quadratic modules of level 2m. In
the final Section 6, we derive the results in [1] from the assertions in Section 3.
2. Basic lemmas
Let (K, v) be a valued field. In our main theorems, we assume that any strict
unit in K has its square root and (K, v) has an angular component map. We give
examples which satisfy these conditions.
Proposition 2.1. Let (K, v) be a valued field. When the residue class field F is
of characteristic 6= 2, any strict unit in K has its square root if and only if K is
2-henselian. The definition of p-henselian valued field is found in [2, Section 4.2].
Any strict unit has its square root in the following cases:
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(a) Let F be a field of characteristic zero and G be a fully ordered abelian group.
The valued filed K is the field of Hahn series F ((G)). See [4, Chapter VIII,
Section 5] for the definition of F ((G)). The orders of nonzero elements in
F ((G)) give a valuation in F ((G)).
(b) K is a henselian valued field whose residue class field is of characteristic
6= 2. See [2, Section 4.1, Theorem 4.1.3] for the definition of henselian
valued fields and their equivalent conditions.
Proof. The first assertion is [2, Corollary 4.2.4].
We consider the case (a). Any strict unit in K is of the form 1 + Φ and Φ is of
order greater than zero. Let S(X) be the Taylor expansion of
√
1 +X at X = 0. It
is an element of Q[[X]]. The formal power series S(Φ) is well-defined by [4, Chapter
VIII, Section 5, Lemma] and it is a square root of 1 + Φ.
We next consider the case (b). Since a henselian valued field is 2-henselian by
the definition, our assertion follows from [2, Corollary 4.2.4]. However, we extend
this proposition to the case where a strict unit in K has its 2m-th root in Section
5 by modifying its proof. Therefore, we give a proof here.
Let a be a strict unit in K. Consider the polynomial P (X) = X2 − a ∈ K[X].
Since pi(a) = 1, we have pi(P )(X) := X2 − pi(a) = X2 − 1 = (X + 1)(X − 1).
The polynomial pi(P )(X) is a product of two polynomials X + 1 and X − 1 which
are coprime. We can take b1, b2, c1, c2 ∈ B such that pi(b1) = pi(b2) = pi(c2) = 1,
pi(c1) = −1 and
(1) X2 − a = (b1X + c1)(b2X + c2)
because K is henselian. We have b1b2 = 1 by the equality (1). Multiplying the both
hands of the equality (1) by b1b2, we may assume that b1 = b2 = 1. Expanding the
right hand of the equality (1), we get c2 = −c1 and c21 = a. We have shown that
the strict unit a has its square root. 
Example 2.2. We define iterated Laurent series fields by induction. Let F1 = F ((t1))
be the Laurent series field in the indeterminate t1 over a field F . Note that this
consists of all formal Laurent series of the form
f = cmt
m
1 + cm+1t
m+1
1 + · · ·
for some m ∈ Z and ci ∈ F . Let Fn = F ((t1)) · · · ((tn)) be the Laurent series field
in the indeterminate tn over Fn−1 = F ((t1)) · · · ((tn−1)). The field F ((t1)) · · · ((tn)) is
called the iterated Laurent series field [6, p.261]. The field F ((G)) is the iterated
Laurent series field F ((t1)) · · · ((tn)) when G is Zn with the lexicographic order under
the order t1 > t2 > · · · > tn.
A complete discretely valuated field discussed in [6, Section VI.1, Section VI.2]
is a henselian valued field by [6, Theorem VI.2.18].
A valued field does not necessarily have a cross section as demonstrated in [5].
We give sufficient conditions for a valued field (K, v) having a cross section.
Proposition 2.3. A valued field (K, v) has a cross section w in the following cases:
(1) The valued filed K is the field of Hahn series F ((G)).
(2) The value group G has a system of generators such that any element in G
is uniquely represented by the generators.
Proof. The proposition is obvious in the case (1). The cross section w is defined by
w(g) = g for all g ∈ G.
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Consider the case (2). Let {gλ}λ∈Λ be a system of generators such that any
element in G is uniquely represented by the generators. Find an element w(gλ) ∈ K
so that v(w(gλ)) = gλ for any λ ∈ Λ. Let g be an element of G and g =
∏
λ∈Λ g
σλ
λ
be the unique representation of g by the generators, where σλ ∈ Z and σλ = 0
except a finite number of λ. Set w(g) =
∏
λ∈Λ w(gλ)
σλ . It is obvious that the map
w is a group homomorphism. 
Example 2.4. The condition (2) in Proposition 2.3 is satisfied by the fundamental
theorem of abelian groups when G is finitely generated because an ordered abelian
group G is always torsion-free.
Proposition 2.5. Let (K, v) be a valued field which has a cross section. It has an
angular component map.
Proof. Let w be a cross section. We define the map an : K× → F× by
an(x) = pi(x · w(v(x))−1).
It is a routine to demonstrate that the map an : K× → F× is a group homomor-
phism. We only prove that an(x · y) = an(x) · an(y).
an(x · y) = pi
(
x · y
w(v(x · y))
)
= pi
(
x · y
w(v(x)) · w(v(y))
)
= pi
(
x
w(v(x))
)
· pi
(
y
w(v(y))
)
= an(x) · an(y).
When x ∈ B×, we have v(x) = e and w(v(x)) = 1 because w is a group homo-
morphism. In particular, we have an(x) = pi(x · w(v(x))−1) = pi(x). We have
demonstrated that the map an is an angular component map. 
We give several basic lemmas used in the succeeding sections. The following two
lemmas are familiar to anyone with an in-depth understanding of valued fields. In
fact, the equivalent lemmas are found in [13, Appendix A]. We prove them here for
the sake of completeness.
Lemma 2.6. Let (K, v) be a valued field having an angular component map. For
any g ∈ G and nonzero c ∈ F , there exists an element w ∈ K with v(w) = g and
an(w) = c.
Proof. Let g ∈ G and 0 6= c ∈ F be arbitrary elements. By the definition of valued
field, there exists a nonzero element x ∈ K with v(x) = g. Set d = an(x) 6= 0. We
can find a nonzero y ∈ B× with pi(y) = cd−1. In particular, we have v(y) = e. Set
w = x · y. We get v(w) = v(x) · v(y) = g and an(w) = an(x) · an(y) = c. 
Lemma 2.7. Let (K, v) be a valued field having an angular component map. For
any nonzero elements x1, x2 ∈ K with x1 + x2 6= 0, we have
• v(x1 + x2) = v(x1) and an(x1 + x2) = an(x1) if v(x1) < v(x2);
• v(x1 + x2) = v(x1) and an(x1 + x2) = an(x1) + an(x2) if v(x1) = v(x2)
and an(x1) + an(x2) 6= 0.
Proof. We first consider the case in which v(x1) < v(x2). The equality v(x1 +v2) =
v(x1) immediately follows from the definition of valuations. We immediately have
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v
(
x2
x1
)
> e by the assumption. Hence, we get v
(
1 +
x2
x1
)
= e. We have
an(x1 + x2) = an(x1) · an
(
1 +
x2
x1
)
= an(x1) · pi
(
1 +
x2
x1
)
= an(x1).
We next consider the remaining case. Set g = v(x1) = v(x2). We can take a
nonzero element w ∈ K with v(w) = g and an(w) = 1 by Lemma 2.6. The element
(x1 + x2) · w−1 is contained in B because we have
v((x1 + x2) · w−1) = v(x1 · w−1 + x2 · w−1)
≥ min{v(x1 · w−1), v(x2 · w−1))} = e.
We get pi((x1 + x2) ·w−1) = pi(x1 ·w−1) + pi(x2 ·w−1) = an(x1) + an(x2) 6= 0. The
element (x1 + x2) · w−1 is a unit in B. It means that v((x1 + x2) · w−1) = e; that
is, v(x1 + x2) = g. The equality an(x1 + x2) = an(x1) + an(x2) follows from the
following calculation:
an(x1 + x2) =
an(x1 + x2)
an(w)
= an
(
x1 + x2
w
)
= pi
(
x1 + x2
w
)
= pi
(x1
w
)
+ pi
(x2
w
)
= an
(x1
w
)
+ an
(x2
w
)
=
an(x1)
an(w)
+
an(x2)
an(w)
= an(x1) + an(x2).

We frequently use the following lemma:
Lemma 2.8. Let (K, v) be a valued field. Assume that any strict unit in K has
its square root and (K, v) has an angular component map. Let x1, x2 be nonzero
elements of K such that v(x1) = v(x2) and an(x1) = an(x2). Then, there exists
an element u ∈ K with x1 = x2u2.
Proof. Since v(x1) = v(x2), we can get h ∈ G with v(x1) = v(x2)h2. Set c =
an(x1) = an(x2). Take a nonzero element w ∈ K with v(w) = h and an(w) = 1
by Lemma 2.6. Consider the element y = x1 · (x2 · w2)−1. We have v(y) =
v(x1) · (v(x2) · v(w)2)−1 = v(x1) · (v(x2)h2)−1 = e. We also get
pi(y) = an(y) =
an(x1)
an(x2) · an(w)2 =
c
c · 12 = 1.
The element y is a strict unit. Therefore, there exists an element z ∈ K with y = z2
by the assumption. Set u = w · z, then we have x1 = x2u2. 
Remember that we use the notation G≥h = {g ∈ G | g ≥ h} for all h ∈ G.
Corollary 2.9. Let (K, v) be a valued field and B be its valuation ring. Assume
that any strict unit in K has its square root and (K, v) has an angular component
map. Let g be an element of G≥e. Then there exists an element w ∈ B such that
v(w) = g, an(w) = 1 and x1 + x2 ∈ Bw for any nonzero elements x1, x2 ∈ B with
v(x1) = v(x2) ≥ g.
Proof. By Lemma 2.6, we can take an element w ∈ K with v(w) = g and an(w) = 1.
we see that w ∈ B because g ≥ e.
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We first consider the case in which an(x1) + an(x2) = 0. Since an(x1) =
an(−x2), there exists an element u ∈ K such that x1 = −x2u2 by Lemma 2.8. We
have x1 +x2 = (1−u2)x2 and v(1−u2) ≥ e. Thus it follows that (x1 +x2)w−1 ∈ B
because v((x1 + x2) · w−1) ≥ e. Hence we have x1 + x2 ∈ Bw.
We consider the case in which an(x1) + an(x2) 6= 0. If x1 + x2 = 0, we have
an(x1) + an(x2) = 0. This contradicts the assumption. Hence it follows that
x1 + x2 6= 0. By Lemma 2.7, we have v(x1 + x2) = v(x2). Since v((x1 + x2)w−1) =
v(x2)g
−1 ≥ e, it follows that (x1 + x2)w−1 ∈ B. Thus we have x1 + x2 ∈ Bw. 
Lemma 2.10. Let (K, v) be a valued field, B be its valuation ring and F be the
residue class field of B. Assume that the element 2 of B is a unit. Then the
characteristics of both K and F are not equal to two.
Proof. It is trivial. 
Let M be a quasi-quadratic module in a commutative ring A. We define the
support of M as follows:
supp(M) = M ∩ (−M),
where −M = {x ∈ A | − x ∈M}.
We can find a counterpart of the following lemma in [11, Proposition 5.1.3] when
M is a quadratic module.
Lemma 2.11. Let M be a quasi-quadratic module in a commutative ring A such
that 2 is a unit. The set supp(M) is an ideal of A.
Proof. It is easy to demonstrate that x + y ∈ supp(M) when x, y ∈ supp(M).
Let a be an arbitrary element of A and x be an element of supp(M). We have
ax =
(
a+ 1
2
)2
· x+
(
a− 1
2
)2
· (−x) ∈ supp(M) because ±x ∈ supp(M). 
Corollary 2.12. Let M be a quasi-quadratic module in a commutative ring A with
the element 2 is a unit. Then the following statements hold true:
(1) If there exists an element b ∈ A such that ±b ∈M . Then M ⊃ Ab.
(2) If there exists a unit c ∈ A such that ±c ∈M . Then M = A.
Proof. (1) Since b ∈ supp(M), we have Ab ⊂ supp(M) ⊂M by Lemma 2.11.
(2) Applying (1) to the unit c, we have A = Ac ⊂M . 
We apply Corollary 2.12 to a quasi-quadratic module in a field.
Corollary 2.13. Let M be a quasi-quadratic module in a field K of characteristic
6= 2. Assume that there exists a nonzero element c ∈ K with ±c ∈ M . Then, we
have M = K.
Proof. Immediate from Corollary 2.12(2). 
We also need the following lemma.
Lemma 2.14. Let M1 and M2 be proper quasi-quadratic modules in a field K of
characteristic 6= 2. Assume that M1 + M2 = K. Then, there exists a nonzero
element c ∈ K with c ∈M1 and −c ∈M2.
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Proof. It is obvious that M1 6= {0} because M1 and M2 are proper and M1 +M2 =
K. Take a nonzero element d ∈M1. Since M1 +M2 = K, there exist d1 ∈M1 and
d2 ∈ M2 with −d = d1 + d2. If d2 = 0, we have ±d ∈ M1, and we get M1 = K by
Corollary 2.13. It contradicts the assumption that M1 is proper. We have shown
that d2 6= 0. Set c = −d2 = d + d1. It is nonzero and c = d + d1 ∈ M1 and
−c = d2 ∈M2. 
3. Quasi-quadratic modules in valuation ring
We study quasi-quadratic modules in the valuation ring of a valued field. Let us
prepare notations used in this section.
Definition 3.1. Let (K, v) be a valued field having an angular component map.
Consider an element g ∈ G and a quasi-quadratic module M in the residue class
field F . The subset Φ(M, g) of B is defined as follows:
Φ(M, g) = {x ∈ B \ {0} | v(x) = g, v(x) ≥ g and an(x) ∈M} ∪ {0}.
The subset Φ(M, g) is called the quasi-quadratic module of B generated by M and
g ∈ G.
We next define quasi-quadratic modules in F constructed from a quasi-quadratic
module M in B. We set as follows:
Mg(M) = {an(x) ∈ F \ {0} | x ∈M \ {0} with v(x) = g} ∪ {0}
for all g ∈ G. The subsetMg(M) is called the quasi-quadratic module of F generated
by M and g ∈ G. It is simply denoted by Mg when M is clear from the context.
The following proposition claims that the subset Φ(M, g) is a quasi-quadratic
module.
Proposition 3.2. Let (K, v) be a valued field of characteristic 6= 2 and B be its
valuation ring. Assume that any strict unit in K has its square root and (K, v) has
an angular component map. Let g ∈ G≥e and M be a proper quasi-quadratic module
in the residue class field F . Then the set Φ(M, g) is a quasi-quadratic module in
B.
Proof. SetM = Φ(M, g). We first show thatM is closed under the multiplication
by the squares of elements in B. Let u ∈ B and x ∈ M. If u = 0 or x = 0,
it is obvious that u2x ∈ M. Consider the case in which u 6= 0 and x 6= 0. It
is obvious that v(u2x) = v(u)2v(x) ≡ v(x) mod G2. We have v(u2x) ≥ g and
an(u2x) = an(u)2 · an(x) ∈M . We have shown that u2x ∈M.
Let x1, x2 ∈ M. When x1 + x2 = 0, x1 = 0 or x2 = 0, it is obvious that
x1 + x2 ∈ M. We next demonstrate that x1 + x2 ∈ M when x1 + x2 6= 0, x1 6= 0
and x2 6= 0. We first consider the case in which v(x1) 6= v(x2). We may assume that
v(x1) < v(x2) by symmetry. We have v(x1 + x2) = v(x1) = g and an(x1 + x2) =
an(x1) ∈M by Lemma 2.7. We get x1 + x2 ∈M.
We next consider the case in which v(x1) = v(x2) = g. Set ci = an(xi) for
i = 1, 2. When c1 + c2 = 0, we get M = F by Corollary 2.13. Contradiction
to the assumption that M is proper. Hence we see that c1 + c2 6= 0. We have
v(x1 + x2) = g and an(x1 + x2) = c1 + c2 by Lemma 2.7. Since c1, c2 ∈M , we also
have an(x1 + x2) ∈M . We obtain x1 + x2 ∈M. 
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Remark 3.3. As seen the above, in the proof of Proposition 3.2, the assumption
that M is proper is not necessary when we show that M is closed under the mul-
tiplicaiton by the squares of elements of B.
The next lemma is a direct consequence of the definition.
Lemma 3.4. Let (K, v) be a valued field having an angular component map and
M1 and M2 be quasi-quadratic modules in the residue class field F with M1 ⊂M2.
For any g1, g2 ∈ G with g1 ≥ g2 and g1 = g2, we have Φ(M1, g1) ⊂ Φ(M2, g2).
Proof. Trivial. 
In this section we often use the following lemma:
Lemma 3.5. Let (K, v) be a valued field. Assume that any strict unit in K has its
square root and (K, v) has an angular component map. Let M be a quasi-quadratic
module in B. Consider x, y ∈ B with an(x) = an(y) and v(x) = v(y). If x ∈ M
and v(x) ≤ v(y), then y ∈M.
Proof. There exists an element u ∈ K with y = xu2 by Lemma 2.8. It immediately
follows that v(u) ≥ e and u ∈ B. Hence we have y ∈M. 
We need the following lemma in Section 6.
Lemma 3.6. Let (K, v) be a valued field. Assume that any strict unit in K has
its square root and (K, v) has an angular component map. Assume further that the
residue class field F is a formally real field. See [6, Section II.5] for the definition
of a formally real field. For any nonzero f ∈ B, the quasi-quadratic module in B
generated by f is of the form Φ(Mf , v(f)), where Mf is the quasi-quadratic module
of F generated by an(f).
Proof. Let Mf be the quasi-quadratic module generated by f . We first show that
Mf is contained in Φ(Mf , v(f)). Take a nonzero element x ∈ Mf . There are
finite nonzero elements u1, . . . , um ∈ B with x = f(u21 + · · · + u2m). Set gmin =
min{v(ui) | 1 ≤ i ≤ m} ≥ e and S = {i | 1 ≤ i ≤ m, v(ui) = gmin}. We easily
have v(x) = v(f)g2min and an(x) =
∑
i∈S an(f) an(ui)
2 by Lemma 2.7 because F
is formally real. We easily get v(x) ≥ v(f), v(x) = v(f) and an(x) ∈Mf . We have
demonstrated that x ∈ Φ(Mf , v(f)).
We next demonstrate the opposite inclusion. Take a nonzero element x ∈
Φ(Mf , v(f)). We can get g ≥ e and a finite sequence of nonzero elements c1, . . . , cm
in F such that v(x) = v(f)g2 and an(x) = an(f)(c21+· · ·+c2m). There exist nonzero
elements ui ∈ K such that v(ui) = g and an(ui) = ci for all 1 ≤ i ≤ m by Lemma
2.6. The elements ui are in B because v(ui) = g ≥ e for all 1 ≤ i ≤ m. Set
y = fu21 + · · · + fu2m. The element y belongs to Mf . Since F is formally real,
we have v(y) = v(f)g2 and an(y) = an(f)(c21 + · · · + c2m) = an(x) by Lemma 2.7.
Hence we have x ∈Mf by Lemma 3.5. 
We demonstrate that Mg(M) is a quasi-quadratic module.
Proposition 3.7. Let (K, v) be a valued field of characteristic 6= 2 and B be its
valuation ring. Assume that (K, v) has an angular component map. Consider a
quasi-quadratic module M in B. Then the following assertions hold true:
(1) The sets Mg(M) are quasi-quadratic modules in F for all g ∈ G≥e.
(2) If g1 = g2 and g1 ≤ g2 for g1, g2 ∈ G≥e, then Mg1(M) ⊂Mg2(M).
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Proof. (1) Take elements c1, c2 ∈ Mg. We first demonstrate that c1 + c2 ∈ Mg.
We have nothing to show when c1 + c2 = 0, c1 = 0 or c2 = 0. We assume that
c1 + c2 6= 0, c1 6= 0 and c2 6= 0. Take nonzero elements xi ∈ M with v(xi) = g
and ci = an(xi) for i = 1, 2. If x1 + x2 = 0, we get c1 + c2 = 0. It contradicts
that c1 + c2 6= 0. By Lemma 2.7, it is immediately follows that v(x1 + x2) = g and
an(x1) + an(x2) = an(x1 + x2). Since x1 + x2 ∈M, we get c1 + c2 ∈Mg.
We next prove that c2a ∈ Mg when c ∈ F and a ∈ Mg. We have nothing to
prove when c = 0 or a = 0. When c 6= 0 and a 6= 0, there exists an element x ∈ B
with pi(x) = c. In particular, we have v(x) = e. Take a nonzero element y ∈ M
with v(y) = g and an(y) = a. It is easy to show that v(x2y) = g. We can get
an(x2y) = c2a. It means that c2a ∈Mg because x2y ∈M. We have demonstrated
that M is a quasi-quadratic module in F .
(2) Let c be a nonzero element of Mg1 . There exists a nonzero element x ∈ M
such that an(x) = c and v(x) = g1. We can take an element h ∈ G≥e with
g2 = g1h
2, because g1 = g2 and g1 ≤ g2. By Lemma 2.6, there exists an element
w ∈ K such that v(w) = h and an(w) = 1. Since an(x) = an(xw2), xw2 ∈M and
v(xw2) = g2, it follows that c ∈Mg2 . 
Corollary 3.8. Let (K, v), B, F and M be the same as in Proposition 3.7. Let
g ∈ G with g ≥ e. If there exists a nonzero element c ∈ F with ±c ∈Mg(M), then
Mg(M) = F .
Proof. By Proposition 3.7(1), we see that Mg is a quasi-quadratic module of F .
The assertion is immediate from Corollary 2.13. 
The following structure theorem for valuation rings guarantees that their quasi-
quadratic modules have a simple form.
Theorem 3.9 (Canonical representation theorem for quasi-quadratic modules in
valuation rings). Let (K, v) be a valued field of characteristic 6= 2 and B be its
valuation ring. Assume that any strict unit in K has its square root and (K, v) has
an angular component map. Consider a quasi-quadratic module M in B. We have
M =
⋃
g∈G≥e
Φ(Mg, g),
where Mg = Mg(M).
Proof. Set N = ⋃g∈G≥e Φ(Mg, g). We demonstrate that M = N . We first show
that M ⊂ N . Take a nonzero element x ∈ M and set g = v(x). It is easily seen
that x ∈ Φ(Mg, g).
We demonstrate the opposite inclusion. Take a nonzero element x ∈ N . Then
there exists an element g ∈ G≥e such that x ∈ Φ(Mg, g). It follows from the
definition that an(x) ∈ Mg, v(x) = g and v(x) ≥ g. There exists a nonzero
element y ∈ M such that an(x) = an(y) and v(y) = g. Since an(x) = an(y) and
v(x) = v(y), the element x belongs to M by Lemma 3.5. 
Definition 3.10. Consider a quasi-quadratic moduleM in B. The decomposition
M = ⋃g∈G≥e Φ(Mg, g) in Theorem 3.9 is called the canonical representation ofM.
The next proposition and corollaries give useful characterizations of the support
of a quasi-quadratic module.
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Proposition 3.11. Let (K, v) be a valued field, B be its valuation ring such that
2 is a unit. Assume that any strict unit in K has its square root and (K, v) has an
angular component map. Consider a quasi-quadratic moduleM in B and a nonzero
element x ∈M with v(x) = g. Then the following conditions are equivalent:
(1) x ∈ supp(M);
(2) Mg(M) = F .
Furthermore, Mh(M) = F whenever Mg(M) = F and h ≥ g.
Proof. (1) ⇒ (2): By the assumption, we have ±x ∈M and v(±x) = g. Thus we
get ±an(x) ∈Mg. We see that Mg = F by Lemma 2.10 and Corollary 3.8.
(2) ⇒ (1): Since −an(x) = an(−x) ∈ Mg, there exists a nonzero element
x1 ∈ M such that v(x1) = v(−x) and an(x1) = an(−x). We have −x ∈ M by
Lemma 3.5. Hence we have x ∈ supp(M).
We next demonstrate the ‘furthermore’ part. Since the valuation v is surjective,
there exists an element w ∈ B such that v(w) = hg−1. Set y = wx. Since
x ∈ supp(M), it follows from Lemma 2.11 that y ∈ supp(M). Thus we have
Mh = F because v(y) = h. 
Corollary 3.12. Let (K, v), B, F andM be the same as in Proposition 3.11. The
following conditions are equivalent:
(1) M = B;
(2) Mg(M) = F for all g ∈ G≥e;
(3) Me(M) = F .
Proof. We only have to demonstrate that (3) implies (1). By Proposition 3.11, we
have 1 ∈ supp(M). It is immediate from Corollary 2.12 that M = B. 
Corollary 3.13. Let (K, v), B, F and M be the same as in Proposition 3.11.
(1) supp(M) = {x ∈ B \ {0} |Mv(x)(M) = F} ∪ {0}.
(2) When M 6= {0}, M becomes an ideal of B if and only if Mv(x)(M) = F
for any 0 6= x ∈M.
Proof. (1) It is obvious from the proposition.
(2) Let M be an ideal of B. Take a nonzero element x ∈ M. Since −x ∈ M,
we have ±an(x) ∈Mv(x). It follows that Mv(x) = F by Lemma 2.10 and Corollary
3.8.
We demonstrate the opposite implication. Take a nonzero element x ∈ M. By
Corollary 2.12(1), it is enough to show that −x ∈ M. Since we have Mv(x) = F
by the assumption, we see that x ∈ supp(M) by Proposition 3.11. Thus we get
−x ∈M. 
We can show an ideal of the valuation ring is represented as a union of sets of
the form Φ(F, g) for g ∈ G.
Lemma 3.14. Let (K, v) be a valued field, B be its valuation ring such that 2 is
a unit. Assume that any strict unit in K has its square root and (K, v) has an
angular component map. For any ideal I of B, we have
I =
⋃
g∈S(I)
Φ(F, g) ∪ {0},
where S(I) = v(I \ {0}).
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Proof. When I = {0}, the equality holds because S(I) = ∅.
We assume that I 6= {0}. Take a nonzero element x ∈ I. Since v(x) ∈ S(I), it
can be easily seen that x is included in the right hand side of the equality.
We next demonstrate the opposite inclusion. Let x be a nonzero element of⋃
g∈S(I) Φ(F, g). There exists an element g ∈ S(I) such that v(x) = g, v(x) ≥ g
and an(x) ∈ F . Since we have an(x) ∈ F = Mg(I) by Corollary 3.13(2), there
exists a nonzero element z ∈ I such that an(x) = an(z) and v(z) = g. By Lemma
2.8, we can take u ∈ K with x = u2z. We clearly see that u ∈ B and x ∈ I. 
We are going to study presentations of the sum and the intersection of two
quasi-quadratic modules in a valuation ring.
Lemma 3.15. Let (K, v) be a valued field, B be its valuation ring such that 2 is a
unit. Assume that any strict unit in K has a square root and (K, v) has an angular
component map. Take elements g1, g2 ∈ G≥e and quasi-quadratic modules M1 and
M2 in the residue class field F . Set gmax = max{g1, g2}.
(1) For any nonzero elements x1 ∈ Φ(M1, g1) and x2 ∈ Φ(M2, g2) with v(x1) 6=
v(x2), we have x1 + x2 ∈ Φ(M1, g1) ∪ Φ(M2, g2).
(2) If M1 and M2 are proper, the following equality holds true:
Φ(M1, g1)+Φ(M2, g2)=

Φ(M1, g1) ∪ Φ(M2, g2) if g1 6= g2,
Φ(M1, g1) ∪ Φ(M2, g2) ∪ Φ(M1 +M2, gmax)
if g1 = g2 and M1 +M2 6= F,
Φ(M1, g1) ∪ Φ(M2, g2) ∪
⋃
g∈G≥gmax Φ(F, g) otherwise.
Proof. Set Mi = Φ(Mi, gi) for i = 1, 2 and assume that g1 ≤ g2 without loss of
generality. Note that Corollary 2.13 and Lemma 2.14 are valid for F by Lemma
2.10.
(1) We may assume x1 +x2 6= 0 and v(x1) < v(x2) by symmetry. By Lemma 2.7,
it follows that v(x1 +x2) = v(x1) = g1, v(x1 +x2) = v(x1) ≥ g1 and an(x1 +x2) =
an(x1) ∈M1. Hence we have x1 + x2 ∈M1 ∪M2.
(2) We first consider the case in which g1 6= g2. It is obvious that M1 +M2 ⊃
M1 ∪M2. We only have to show that M1 +M2 ⊂ M1 ∪M2. Take arbitrary
elements xi ∈ Mi for i = 1, 2. It is nothing to show when x1 = 0, x2 = 0 or
x1 + x2 = 0. Assume x1 6= 0, x2 6= 0 and x1 + x2 6= 0. Since g1 6= g2, we have
v(x1) 6= v(x2). It is immediate from (1) that x1 + x2 ∈M1 ∪M2.
We next consider the case in which g1 = g2 and M1 + M2 6= F . We first
demonstrate that the left hand side of the equality is included in the right hand
side. Take elements x1 ∈ M1 and x2 ∈ M2 with x1 + x2 6= 0. If x1 = 0, we
have x2 ∈ Φ(M1 + M2, g2). If x2 = 0, we have x1 ∈ Φ(M1, g1). Assume x1 6= 0
and x2 6= 0. When v(x1) 6= v(x2), we have x1 + x2 ∈ M1 ∪M2 from (1). We
consider the case in which v(x1) = v(x2) and an(x1) + an(x2) 6= 0. By Lemma
2.7, we have v(x1 + x2) = v(x1) = g2, v(x1 + x2) = v(x2) ≥ g2 and an(x1 + x2) =
an(x1)+an(x2) ∈M1 +M2. Hence we have x1 +x2 ∈ Φ(M1 +M2, g2). We consider
the case in which v(x1) = v(x2) and an(x1) + an(x2) = 0. However this case does
not occur. In fact, suppose that the case holds. Since ±an(x1) ∈ M1 + M2, we
have M1 +M2 = F by Corollary 2.13. It is a contradiction to the assumption.
We show the opposite inclusion. Take a nonzero element x ∈ Φ(M1, g1) ∪
Φ(M2, g2) ∪ Φ(M1 + M2, g2). We have nothing to show when x ∈ Φ(Mi, gi) for
i = 1, 2. Assume x ∈ Φ(M1 +M2, g2). There exist elements c1 ∈ M1 and c2 ∈ M2
such that an(x) = c1 + c2 6= 0.
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If c1 = 0, we have x ∈M2 because v(x) = g2 and v(x) ≥ g2.
If c2 = 0, we have x ∈ M1 because v(x) = g2 = g1 and v(x) ≥ g2 ≥ g1 by the
assumption.
Thus we assume c1 6= 0 and c2 6= 0. We can take nonzero elements xi ∈ B with
an(xi) = ci and v(xi) = g2 for i = 1, 2 by Lemma 2.6. We have xi ∈ Φ(Mi, gi) for
i = 1, 2 by the assumption. If x1 +x2 = 0, it follows that c1 +c2 = 0. It contradicts
the fact that c1 + c2 6= 0. Hence we see that an(x) = c1 + c2 = an(x1) + an(x2) =
an(x1 + x2) and v(x1 + x2) = v(x1) = g2 by Lemma 2.7. Since v(x) = g2 and
v(x) ≥ g2, we have x ∈M1 +M2 by using Lemma 3.5.
We consider the remaining case in which g1 = g2 and M1 +M2 = F . Take w ∈ B
satisfying the condition in Corollary 2.9. We have v(w) = g2 and an(w) = 1. We
demonstrate that M1 +M2 = M1 ∪M2 ∪ Bw. We first show that M1 +M2
is contained in the right hand of the equality. Take arbitrary elements x1 + x2 ∈
M1 +M2, where xi ∈ Mi for i = 1, 2. We may assume that x1 6= 0, x2 6= 0 and
x1 + x2 6= 0.
When v(x1) 6= v(x2), we have x1+x2 ∈M1∪M2 from (1). When v(x1) = v(x2),
x1 + x2 ∈ Bw by Corollary 2.9. Hence we have M1 +M2 ⊂M1 ∪M2 ∪Bw.
We show the opposite inclusion. By Lemma 2.14, there exists a nonzero element
c ∈M1 such that −c ∈M2. We can take a unit u ∈ B with pi(u) = c. Set x = uw.
It is easily seen from Lemma 3.4 that x ∈ Φ(M1, g2) ⊂ M1. It is immediate
that −x ∈ M2. By Corollary 2.12(1), we get M1 +M2 ⊃ Bw. It is clear that
M1 +M2 ⊃Mi for i = 1, 2. Hence we have M1 +M2 ⊃M1 ∪M2 ∪Bw.
Consequently, we haveM1 +M2 =M1∪M2∪Bw. By Lemma 3.14, we see that
Bw =
⋃
g∈S(Bw) Φ(F, g). It is easily seen that S(Bw) = {g ∈ G≥e | g ≥ g2} = G≥g2 .
Hence we have proven M1 +M2 =M1 ∪M2 ∪
⋃
g∈G≥g2 Φ(F, g). 
To demonstrate our main theorem, we need the following corollary:
Corollary 3.16. Let (K, v) be a valued field, B be its valuation ring such that 2
is a unit. Assume that any strict unit in K has a square root and (K, v) has an
angular component map. Let (Mg)g∈G≥e be a family of quasi-quadratic modules in
the residue class field F such that Mg ⊂ Mh whenever one of the following two
conditions is satisfied:
• g ≤ h and g = h;
• g ≤ h and Mg = F .
Then, the union
⋃
g∈G≥e Φ(Mg, g) is a quasi-quadratic module in B.
Proof. Set M = ⋃g∈G≥e Φ(Mg, g). We first show that M is closed under the
multiplication by the squares of elements in B. However, it immediately follows
from Remark 3.3.
We next want to show that M is closed under the addition. Take elements
x1, x2 ∈ M. When x1 + x2 = 0, x1 = 0 or x2 = 0, it is obvious that x1 + x2 ∈ M.
We demonstrate that x1 + x2 ∈ M when x1 + x2 6= 0, x1 6= 0 and x2 6= 0. There
exist elements g1, g2 ∈ G≥e such that x1 ∈ Φ(Mg1 , g1) and x2 ∈ Φ(Mg2 , g2).
When g1 6= g2, we have x1 + x2 ∈ Φ(Mg1 , g1) ∪ Φ(Mg2 , g2) by Lemma 3.15(1).
We next consider the case in which g1 = g2. We may assume g1 ≤ g2 without
loss of generality. If Mg1 +Mg2 6= F , we see that x1 +x2 ∈ Φ(Mg1 , g1)∪Φ(Mg2 , g2)
by Lemma 3.15(2) because Mg1 +Mg2 = Mg2 by the assumption.
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If Mg1 +Mg2 = F , we see that Mg2 = F . This implies that Mg = F for any g2 ≤
g. Hence it follows from Lemma 3.15(2) that x1 + x2 ∈ Φ(Mg1 , g1) ∪ Φ(Mg2 , g2) ∪⋃
g∈G≥g2 Φ(F, g) = Φ(Mg1 , g1) ∪ Φ(Mg2 , g2) ∪
⋃
g∈G≥g2 Φ(Mg, g) ⊂M. 
Lemma 3.17. Let (K, v) be a valued field of characteristic 6= 2. Assume that any
strict unit in K has a square root and (K, v) has an angular component map. Take
elements g1, g2 ∈ G and quasi-quadratic modules M1 and M2 in the residue class
field F . The following equality holds true:
Φ(M1, g1) ∩ Φ(M2, g2) =
{ {0} if g1 6= g2,
Φ(M1 ∩M2,max{g1, g2}) otherwise.
Proof. We first consider the case in which g1 6= g2. If there exists a nonzero element
x ∈ Φ(M1, g1) ∩ Φ(M2, g2), we have g1 = v(x) = g2. A contradiction.
We next consider the case in which g1 = g2. We may assume g1 ≤ g2 without
loss of generality. Take a nonzero element x ∈ Φ(M1, g1) ∩ Φ(M2, g2). Since it
follows that v(x) = g2, v(x) ≥ g2, an(x) ∈ M1 and an(x) ∈ M2, we have x ∈
Φ(M1 ∩M2, g2). We demonstrate the opposite inclusion. Take a nonzero element
x ∈ Φ(M1 ∩M2, g2). It follows from the definition and the assumption that v(x) =
g1 and an(x) ∈M1 ∩M2. Hence we have x ∈ Φ(M1, g1) ∩ Φ(M2, g2). 
We are now ready to demonstrate the following theorem which is a main result
of this section.
Theorem 3.18. Let (K, v) be a valued field, B be its valuation ring such that 2
is a unit. Assume that any strict unit in K has its square root and (K, v) has an
angular component map. Consider quasi-quadratic modules M and N in B. Let
M = ⋃g∈G≥e Φ(Mg, g) and N = ⋃g∈G≥e Φ(Ng, g) be the canonical representations
of M and N where Mg = Mg(M) and Ng = Mg(N ), respectively. We get the
following equalities:
(1)
M+N =
⋃
g∈G≥e
Φ(Mg +Ng, g) ∪
⋃
h∈H
Φ(F, h),
where H = {h ∈ G≥e | h ≥ g for some g ∈ G≥e with Mg +Ng = F}.
(2)
M∩N =
⋃
g∈G≥e
Φ(Mg ∩Ng, g).
Proof. (1) Let L1 be the right hand side of the equality for the simplicity of notation.
We first demonstrate M + N ⊂ L1. Let x be a nonzero element of M+N . We
can take x1 ∈M and x2 ∈ N with x = x1 +x2. There exist g1, g2 ∈ G≥e such that
x1 ∈ Φ(Mg1 , g1) and x2 ∈ Φ(Ng2 , g2). We may assume that x1 6= 0, x2 6= 0 and
g1 ≤ g2.
We consider the case in which v(x1) 6= v(x2). By Lemma 3.15(1), we have
x = x1 + x2 ∈ Φ(Mg1 , g1) ∪ Φ(Ng2 , g2) ⊂
⋃
g∈G≥e Φ(Mg +Ng, g).
We next consider the case in which v(x1) = v(x2). If Mg1 + Ng2 6= F , then
we see that x ∈ Φ(Mg1 , g1) ∪ Φ(Mg2 , g2) ∪ Φ(Mg1 + Ng2 , g2) by Lemma 3.15(2).
It is trivial that x ∈ L1 when x ∈ Φ(Mg1 , g1) ∪ Φ(Mg2 , g2). So we assume that
x ∈ Φ(Mg1 + Ng2 , g2). By Proposition 3.7(2), it follows that Φ(Mg1 + Ng2 , g2) ⊂
Φ(Mg2 +Ng2 , g2).
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If Mg1 + Ng2 = F , then we have Mg2 + Ng2 = F because Mg1 ⊂ Mg2 by
the assumption and Proposition 3.7(2). Since v(x) ≥ v(x2) ≥ g2, it follows that
v(x) ∈ H. Hence we have x ∈ ⋃h∈H Φ(F, h).
We next demonstrate the opposite inclusion. Let x be a nonzero element of L1.
We first assume that x ∈ Φ(F, h) for some h ∈ H. There exists an element g ∈ G≥e
such that h ≥ g and Mg +Ng = F . Since Mg +Ng ⊂Mg(M+N ) by Lemma 2.7,
we see that Mg(M +N ) = F . By Proposition 3.11, we have F = Mv(x)(M+N )
because v(x) ≥ h ≥ g. We can take a nonzero element z ∈ M+N such that
an(x) = an(z) and v(x) = v(z). Hence we have x ∈M+N by Lemma 3.5.
We prove the remaining case where x 6∈ Φ(F, h) for any h ∈ H. We can take
an element g ∈ G≥e with x ∈ Φ(Mg + Ng, g). If Mg + Ng = F , we see that
g ∈ H. It contradicts the assumption that x 6∈ Φ(F, h) for any h ∈ H. Hence
it follows that Mg + Ng 6= F . By Lemma 3.15(2) and Theorem 3.9, we see that
x ∈ Φ(Mg +Ng, g) ⊂ Φ(Mg, g) + Φ(Ng, g) ⊂M+N .
(2) Let L2 be the right hand side of the equality. We first demonstrateM∩N ⊂
L2. Take a nonzero element x ∈ M∩N . Then there exist g1, g2 ∈ G≥e such that
x ∈ Φ(Mg1 , g1) ∩ Φ(Ng2 , g2). We may assume that g1 ≤ g2. By Lemma 3.17, we
have g1 = g2 and Φ(Mg1 , g1) ∩ Φ(Ng2 , g2) = Φ(Mg1 ∩ Ng2 , g2). Moreover, we can
show that Φ(Mg1 ∩Ng2 , g2) ⊂ Φ(Mg2 ∩Ng2 , g2), because Mg1 ⊂Mg2 by Proposition
3.7(2). Hence we have x ∈ Φ(Mg2 ∩Ng2 , g2).
We next demonstrate the opposite inclusion. However it is immediately follows
from Φ(Mg ∩Ng, g) = Φ(Mg, g) ∩ Φ(Ng, g) for any g ∈ G≥e by Lemma 3.17. 
Remember that XA denotes the set of all the quasi-quadratic modules in a com-
mutative ring A. We set as follows:
T GA = {(Mg) ∈
∏
g∈G≥e
XA |Mg ⊂Mh whenever (g ≤ h) ∧ ((g = h) ∨ (Mg = A))}.
The following theorem is the main theorem introduced in Section 1.
Theorem 3.19. Let (K, v) be a valued field and B be its valuation ring such that
2 is a unit. Assume that any strict unit in K has its square root and (K, v) has an
angular component map. We define the map Θ : XB → T GF by
Θ(M) = (Mg(M))g∈G≥e ,
where F is the residue class field. The map Θ is a bijection.
Proof. We define the map Λ : T GF → XB by
Λ
(
(Mg)g∈G≥e
)
=
⋃
g∈G≥e
Φ(Mg, g).
The map Λ is well-defined by Corollary 3.16. The composition Λ ◦Θ is the identity
map by Theorem 3.9. We demonstrate that Θ ◦ Λ is also the identity map. Fix
g ∈ G≥e. Let N be the g-th coordinate of Θ ◦ Λ
(
(Mg)g∈G≥e
)
. We want to show
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that N = Mg. By the assumption and Lemma 3.4, we have
N = Mg
 ⋃
h∈G≥e
Φ(Mh, h)

=
an(x) ∣∣∣ x ∈ ⋃
h∈G≥e
Φ(Mh, h) \ {0} and v(x) = g
 ∪ {0}
= {an(x) | x ∈ Φ(Mg, g) \ {0} and v(x) = g} ∪ {0}
⊂Mg.
We demonstrate the opposite inclusion. Take a nonzero element c ∈Mg. There
exists a nonzero element w ∈ B with v(w) = g and an(w) = c by Lemma 2.6. Since
w ∈ Φ(Mg, g), we have c ∈ N . We have finished to prove that Θ and Λ are the
inverses of the others. 
We review the definitions of quadratic modules, preorderings and semiorderings
given in [8, 11].
Definition 3.20. Let A be a commutative ring. A quasi-quadratic module M of
A is a quadratic module in A if 1 ∈ M and −1 6∈ M . A quadratic module M of
A is a preordering in A if M ·M ⊂ M . A quasi-quadratic module M of A is a
quasi-semiordering in A if M ∪ (−M) = A and supp(M) = M ∩ (−M) is a prime
ideal. A semiordering is a quasi-semiordering which is simultaneously a quadratic
module.
The following theorem gives necessary and sufficient conditions for a quasi-
quadratic module of the valuation ring being a quadratic module/pre-ordering/quasi-
semiordering.
Theorem 3.21. Let (K, v) be a valued field and B be its valuation ring such that
2 is a unit. Assume that any strict unit in K has its square root and (K, v) has an
angular component map. Consider a proper quasi-quadratic module M in B.
(1) The quasi-quadratic moduleM is a quadratic module if and only if Me(M)
is a quadratic module, where e is the identity element of G.
(2) When M is a quadratic module, M is a preordering if and only if, for any
g1, g2 ∈ G≥e, nonzero elements c1 ∈ Mg1(M) and c2 ∈ Mg2(M), we have
c1 · c2 ∈Mg1·g2(M). In particular, Me(M) is a preordering if so is M.
(3) The quasi-quadratic moduleM is a quasi-semiordering if and only if Mg(M)
is a quasi-semiordering for any g ∈ G≥e with Mg(M) 6= F and, for any
g1, g2 ∈ G≥e with Mg1(M) 6= F and Mg2(M) 6= F , we have Mg1g2(M) 6=
F .
Proof. (1) Recall that Me = {an(x) | x ∈ M \ {0} with v(x) = e} ∪ {0}. We first
assume that M is a quadratic module. By Corollary 3.12, we see that Me 6= F . It
follows that 1 ∈Me because 1K ∈M by the assumption. If −1 ∈Me then we have
Me = F by Corollary 2.12(2). This is a contradiction. Hence we have −1 6∈Me.
We next assume that Me is a quadratic module. We have 1 ∈ Me by the
assumption. There exists a nonzero element x ∈ M such that v(x) = e and
an(x) = 1. Since v(x) = v(1K) and an(x) = an(1K), it follows from Lemma 3.5
that 1K ∈ M. If −1K ∈ M then we have M = B by Corollary 2.12(2). This
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contradicts the assumption thatM is proper. We have demonstrated the assertion
(1).
(2) We assume that M is a preordering. Take arbitrary elements g1, g2 ∈ G≥e,
arbitrary nonzero elements c1 ∈ Mg1 and c2 ∈ Mg2 . By the assumption, there
exist nonzero elements xi ∈ M with v(xi) = gi and an(xi) = ci for i = 1, 2. Set
x = x1 · x2. We get x ∈ M because M is a preordering. It is easily seen that
v(x) = g1g2 ≥ e and an(x) = c1 · c2. We have demonstrated c1 · c2 ∈Mg1·g2 .
We next show the opposite implication. Take nonzero elements x1, x2 ∈M. We
want to show that x1 · x2 ∈ M. Set gi = v(xi) and ci = an(xi) for i = 1, 2. Note
that ci ∈ Mgi for i = 1, 2. We have c1 · c2 ∈ Mg1·g2 by the assumption. Therefore,
there exists a nonzero element x ∈ M with v(x) = g1 · g2 and an(x) = c1 · c2.
We also have v(x1x2) = g1g2 and an(x1x2) = c1c2. Therefore we get x1x2 ∈ M
by Lemma 3.5. The ‘in particular’ part is obvious. We have demonstrated the
assertion (2).
(3) We first assume that the quasi-quadratic moduleM is a quasi-semiordering.
Take an arbitrary element g ∈ G≥e with Mg 6= F . It is obviously true that the
ideal supp(Mg) becomes the prime ideal of F because supp(Mg) ⊂Mg.
We next want to show Mg ∪ (−Mg) = F . Take an arbitrary nonzero element
c ∈ F . By Lemma 2.6, we can take an element y ∈ K such that v(y) = g and
an(y) = c. Since y ∈ B =M∪ (−M), we have y ∈ M or −y ∈ M. In the former
case, we have c ∈Mg. We also have −c ∈Mg in the latter case. Hence we see that
F ⊂Mg ∪ (−Mg). We have proven that F = Mg ∪ (−Mg).
We prove the remaining assertion. Take elements g1, g2 ∈ G≥e with Mg1 6= F
and Mg2 6= F . Since the valuation v is surjective, there exist x1, x2 ∈ B such that
v(x1) = g1 and v(x2) = g2. By Proposition 3.11, it follows that xi ∈ B \ supp(M)
for i = 1, 2. Since the ideal supp(M) is a prime ideal, we have x1x2 ∈ B \supp(M).
This means that Mv(x1x2) = Mg1g2 6= F again by Proposition 3.11.
We demonstrate the opposite implication. We first want to show that B =
M∪ (−M). Take an arbitrary nonzero element x ∈ B. It is nothing to prove when
x ∈ supp(M). We assume x 6∈ supp(M). Set g = v(x) and c = an(x). Since Mg
is a quasi-semiordering by the assumption, we have Mg ∪ (−Mg) = F . If c ∈ Mg,
then we have x ∈ Φ(Mg, g) ⊂ M by Theorem 3.9. If −c ∈ Mg, then we have
−x ∈ Φ(Mg, g) ⊂ M by Theorem 3.9 and hence we see that x ∈ −M. We have
proven that x ∈M∪ (−M).
We next want to show the ideal supp(M) is a prime ideal. Take elements x1, x2 ∈
B such that x1 6∈ supp(M) and x2 6∈ supp(M). Since Mv(x1) 6= F and Mv(x2) 6= F ,
we have x1x2 6∈ supp(M) by the assumption and Proposition 3.11. Hence we see
that the ideal supp(M) is prime. 
We consider the set YA of all quasi-semiorderings in a commutative ring A. Note
that the sets discussed in [8, Section 5.3] are similar but not identical to YA.
We set as follows:
SGA = {(Mg) ∈ T GA | Mg1g2 6= A whenever Mg1 6= A and Mg2 6= A,
Mg ∈ YA for any g ≥ e with Mg 6= A}.
We have the following corollary:
Corollary 3.22. Let (K, v) be a valued field and B be its valuation ring such that
2 is a unit. Assume that any strict unit in K has its square root and (K, v) has an
angular component map. Then there exists a bijection between YB and SGF .
18 M. FUJITA AND M. KAGEYAMA
Proof. Let Θ and Λ are the bijections defined in Theorem 3.19 and its proof. The
maps θ : YB → SGF and λ : SGF → YB are defined by θ(M) = Θ(M) and
λ
(
(Mg)g∈G≥e
)
= Λ
(
(Mg)g∈G≥e
)
, respectively. They are well-defined by Theorem
3.21(3). It is obvious that θ and λ are bijections by Theorem 3.19. 
4. Quasi-quadratic modules in valued field
We study quasi-quadratic modules in valued fields in this section. We first define
the subset Γ(M, g) of K.
Definition 4.1. Let g ∈ G/G2 and M be a quasi-quadratic module in the residue
class field F . The subset Γ(M, g) of K is defined as follows:
Γ(M, g) = {x ∈ K \ {0} | v(x) = g and an(x) ∈M} ∪ {0}.
The subset Γ(M, g) is called the quasi-quadratic module generated by M and g.
The following proposition claims that the subset Γ(M, g) is a quasi-quadratic
module.
Proposition 4.2. Let (K, v) be a valued field of characteristic 6= 2. Assume that
any strict unit in K has its square root and (K, v) has an angular component map.
Let g ∈ G/G2 and M be a proper quasi-quadratic module in the residue class field
F . Then the set Γ(M, g) is a quasi-quadratic module.
Proof. The proof is almost similar to Proposition 3.2. We omit the proof. 
Lemma 4.3. Let (K, v) be a valued field. Assume that any strict unit in K has
its square root and (K, v) has an angular component map. Assume further that the
residue class field F is a formally real field. For any nonzero f ∈ K, the quasi-
quadratic module in K generated by f is of the form Γ(Mf , v(f)), where Mf is the
quasi-quadratic module generated by an(f).
Proof. The proof is similar to Lemma 3.6. We omit the proof. 
We next define quasi-quadratic modules in F constructed from a quasi-quadratic
module in K.
Definition 4.4. Consider a valued field (K, v) and a quasi-quadratic module M
in K. Set
Mg(M) = {an(x) ∈ F \ {0} | x ∈M \ {0} with v(x) = g} ∪ {0}
for all g ∈ G/G2. The subset Mg(M) is called the quasi-quadratic module of F
generated by M and g ∈ G/G2. It is simply denoted by Mg when M is clear from
the context.
Proposition 4.5. Let (K, v) be a valued field of characteristic 6= 2. Assume that
(K, v) has an angular component map. Consider a quasi-quadratic module M in
K. The sets Mg(M) are quasi-quadratic modules in F for all g ∈ G/G2.
Proof. We can prove the proposition in the same manner as Proposition 3.7(1). We
omit the proof. 
We can prove a structure theorem for quasi-quadratic modules in a valued field
similar to Theorem 3.9.
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Theorem 4.6 (Canonical decomposition theorem for quasi-quadratic modules).
Let (K, v) be a valued field of characteristic 6= 2. Assume that any strict unit in K
has its square root and (K, v) has an angular component map. Consider a proper
quasi-quadratic module M in K. We have
M =
⋃
g∈G/G2
Γ(Mg(M), g).
Proof. Set N = ⋃g∈G/G2 Γ(Mg, g). We demonstrate that M = N . The inclusion
M⊂ N is obvious.
We have only to demonstrate that N ⊂M. Take a nonzero element x ∈ N . Set
g = v(x) and c = an(x). We can take y ∈ M with an(y) = c and v(y) = g by the
definition of Mg. We get u ∈ K with x = y · u2 by Lemma 2.8. Since x = y · u2
and y is an element of M, the element x also belongs to M. 
Definition 4.7. Consider a proper quasi-quadratic module M in K. The de-
composition M = ⋃g∈G/G2 Γ(Mg(M), g) in Theorem 4.6 is called the canonical
decomposition of M.
Proposition 4.8. Let (K, v) be a valued field of characteristic 6= 2. Assume that
any strict unit in K has its square root and (K, v) has an angular component map.
Consider a quasi-quadratic module M in K. The followings are equivalent:
(1) M = K;
(2) Mg(M) = F for all g ∈ G/G2;
(3) Mg(M) = F for some g ∈ G/G2.
Proof. (1) ⇒ (2): Let g ∈ G/G2 be an arbitrary element. Take an arbitrary
nonzero element c in F . We can also take a nonzero element w ∈ K with v(w) = g
and an(w) = c by Lemma 2.6. Since w ∈ K =M, we have c ∈Mg.
(2) ⇒ (3): Obvious.
(3) ⇒ (1): There exist x1, x2 ∈ M with v(x1) = g, v(x2) = g, an(x1) = 1 and
an(x2) = −1 by the assumption. We have v(x1) = v(−x2) and an(x1) = an(−x2).
By Lemma 2.8, there exists u ∈ K with −x2 = x1 · u2. We have shown that
±x2 ∈M. Hence we get M = K by Lemma 2.13. 
We investigate the canonical decompositions of the sum and the intersection of
two quasi-quadratic modules in a valued field (K, v).
Lemma 4.9. Let (K, v) be a valued field of characteristic 6= 2. Assume that any
strict in K unit has a square root and (K, v) has an angular component map. Take
elements g1, g2 ∈ G/G2 and proper quasi-quadratic modules M1 and M2 in the
residue class field F . The following equality holds true:
Γ(M1, g1)+Γ(M2, g2) =
 Γ(M1, g1) ∪ Γ(M2, g2) if g1 6= g2,Γ(M1 +M2, g1) if g1 = g2 and M1 +M2 6= F,
K otherwise.
Proof. Set Mi = Γ(Mi, gi) for i = 1, 2.
We first consider the case in which g1 = g2 and M1 + M2 = F . Take g ∈ G
with g = g1. We can choose a nonzero element c ∈ M1 with −c ∈ M2 by Lemma
2.14. We can also take a nonzero w ∈ K with v(w) = g and an(w) = c by Lemma
2.6. We have w ∈ M1 and −w ∈ M2 by the definition. We get ±w ∈ M1 +M2.
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Since both M1 and M2 are quasi-quadratic modules in K by Proposition 4.2, so
is M1 +M2. Hence we have M1 +M2 = K by Lemma 2.13.
We consider the remaining cases. We first consider the case in which g1 6= g2.
The proof is almost similar to the relevant part of Lemma 3.15(2).
We next consider the case in which g1 = g2 and M1 + M2 6= F . We first
demonstrate that the right hand of the equality is contained in the left hand. Take
a nonzero element x ∈ Γ(M1 +M2, g1). We have an(x) = c1 + c2 for some c1 ∈M1
and c2 ∈ M2. The claim is obvious when one of c1 and c2 is zero. We consider
the case in which c1 6= 0 and c2 6= 0. We can take a nonzero element w ∈ K with
v(w) = v(x) = g1 and an(w) = c1 by Lemma 2.6. It follows that w ∈ M1. On the
other hand, we get an(x) + an(−w) = (c1 + c2) + (−c1) = c2 6= 0. Therefore, we
have v(x−w) = v(x) = g1 and an(x−w) = an(x)+an(−w) = c2 by Lemma 2.7. It
means that x−w ∈M2. We have demonstrated that x = w+(x−w) ∈M1 +M2.
We next consider the opposite inclusion. Take arbitrary elements xi ∈ Mi for
i = 1, 2. When v(x1) 6= v(x2), we can prove the inclusion in the same way as the
relevant part of Lemma 3.15(2). We omit the proof. We consider the case in which
v(x1) = v(x2) = g. Set ci = an(xi) for i = 1, 2. When c1 + c2 = 0, we have
M1 +M2 = F by Lemma 2.13. It contradicts the assumption that M1 +M2 6= F .
When c1 + c2 6= 0, we get v(x1 + x2) = g and an(x1 + x2) = c1 + c2 ∈M1 +M2 by
Lemma 2.7. We obtain x1 + x2 ∈ Γ(M1 +M2, g1). 
Corollary 4.10. Let (K, v) be a valued field of characteristic 6= 2. Assume that
any strict unit in K has its square root and (K, v) has an angular component map.
Let (Mg)g∈G/G2 be a family of proper quasi-quadratic modules in F . Then, the
union
⋃
g∈G/G2 Γ(Mg, g) is a quasi-quadratic module in K.
Proof. Immediate from Proposition 4.2 and Lemma 4.9. 
Lemma 4.11. Let (K, v) be a valued field of characteristic 6= 2. Assume that any
strict unit in K has a square root and (K, v) has an angular component map. Take
elements g1, g2 ∈ G/G2 and proper quasi-quadratic modules M1 and M2 in the
residue class field F . The following equality holds true:
Γ(M1, g1) ∩ Γ(M2, g2) =
{ {0} if g1 6= g2,
Γ(M1 ∩M2, g1) otherwise.
Proof. The right hand of the equality is obviously contained in the left hand. We
demonstrate the opposite inclusion.
We first consider the case in which g1 6= g2. If there exists a nonzero element
x ∈ Γ(M1, g1) ∩ Γ(M2, g2), we have g1 = v(x) = g2. A contradiction. The case in
which g1 = g2 is much easier. 
We are now ready to demonstrate one of the main theorems of this section.
Theorem 4.12. Let (K, v) be a valued field of characteristic 6= 2. Assume that
any strict unit in K has its square root and (K, v) has an angular component map.
Consider quasi-quadratic modules M and N in K. Let M = ⋃g∈G/G2 Γ(Mg, g)
and N = ⋃g∈G/G2 Γ(Ng, g) be the canonical representations of M and N where
Mg = Mg(M) and Ng = Mg(N ), respectively. We get the following equalities:
(1) M+N = ⋃g∈G/G2 Γ(Mg +Ng, g) when M+N 6= K;
(2) M∩N = ⋃g∈G/G2 Γ(Mg ∩Ng, g) when M 6= K and N 6= K.
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Proof. By the assumption and Proposition 4.8, we have Mg + Ng 6= F in (1)
because Mg(M+N ) ⊃ Mg +Ng. Similarly, we have Mg 6= F and Ng 6= F in (2).
The assertions are now obvious from Lemma 4.9 and Lemma 4.11. We omit the
proof. 
Remember that XpA denotes the set of all proper quasi-quadratic modules in a
commutative ring A. The following theorem is the main theorem introduced in
Section 1.
Theorem 4.13. Let (K, v) be a valued field of characteristic 6= 2. Assume that
any strict unit in K has its square root and (K, v) has an angular component map.
We define the map Φ : XpK →
∏
g∈G/G2 X
p
F by
Φ(M) = (Mg(M))g∈G/G2 .
The map Φ is a bijection.
Proof. We define the map Ψ :
∏
g∈G/G2 X
p
F → XpK by
Ψ
(
(Mg)g∈G/G2
)
=
⋃
g∈G/G2
Γ(Mg, g).
The map Ψ is well-defined by Corollary 4.10. The composition Ψ◦Φ is the identity
map by Theorem 4.6. The proof for Φ ◦Ψ being the identity map is almost similar
to the relevant part of Theorem 3.19. 
The following theorem gives necessary and sufficient conditions for a quasi-
quadratic module in (K, v) being a quadratic module/preordering/quasi-semiordering.
Theorem 4.14. Let (K, v) be a valued field of characteristic 6= 2. Assume that
any strict unit in K has its square root and (K, v) has an angular component map.
Consider a proper quasi-quadratic module M in K.
(1) The quasi-quadratic moduleM is a quadratic module if and only if Me(M)
is a quadratic module, where e is the equivalence class of the identity element
e in G/G2.
(2) When M is a quadratic module, M is a preordering if and only if, for any
g1, g2 ∈ G/G2, nonzero elements c1 ∈Mg1(M) and c2 ∈Mg2(M), we have
c1 · c2 ∈Mg1·g2(M). In particular, Me(M) is a preordering if so is M.
(3) The quasi-quadratic moduleM is a quasi-semiordering if and only if Mg(M)
is a quasi-semiordering for any g ∈ G/G2.
Proof. (1) and (2). The proof is almost similar to Theorem 3.21(1) and (2).
(3) Note that, for any proper quasi-quadratic module M of a field K, we have
supp(M) = {0} by Lemma 2.13. Hence, we have only to demonstrate that M ∪
(−M) = K for showing that a quasi-quadratic module M is a quasi-semiordering.
Assume that the quasi-quadratic module M is a quasi-semiordering. Fix an
arbitrary element g ∈ G/G2. Take an arbitrary nonzero element c ∈ F×. We have
only to show that c ∈Mg ∪ (−Mg). Take a nonzero element w ∈ K with v(w) = g
and an(w) = c by Lemma 2.6. Since K =M∪(−M), we have w ∈M or −w ∈M.
In the former case, we have c ∈Mg by the definition of Mg. We also have −c ∈Mg
in the latter case. We have proven that c ∈Mg ∪ (−Mg).
We demonstrate the opposite implication. Take an arbitrary nonzero element
x ∈ K×. We have only to show that x ∈M∪ (−M). Set g = v(x) and c = an(x).
Since Mg is a quasi-semiordering, we have Mg ∪ (−Mg) = F . We get c ∈ Mg or
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−c ∈Mg. We have x ∈ Γ(Mg, g) ⊂M by Theorem 4.6 in the former case. We also
obtain −x ∈M in the latter case. We have proven that x ∈M∪ (−M). 
A subset of a commutative field L is called a positive cone if it is a quadratic
module which is simultaneously a preordering and a quasi-semiordering. Let ZL
denotes the set of all positive cones in the field L. The following Baer-Krull repre-
sentation theorem guarantees that ZK is completely determined by the set ZF and
the valuation group G.
Theorem 4.15 (Baer-Krull). Let (K, v) be a valued field. Assume that any strict
unit in K has its square root. There exists a bijection between ZK and the set ZF ×
Hom(G, {−1, 1}), where Hom(G, {−1, 1}) denotes the set of group homomorphisms
from G to the multiplicative group whose underlying set is {−1, 1}.
Proof. Let β be a positive cone in K. The valuation ring B is called β-convex if
we have x ∈ B for all x, y ∈ β with x + y ∈ B. Since any strict unit in K has its
square root, the valuation ring B is β-convex for all positive cones β in K by [2,
Proposition 2.2.4]. The theorem follows from the original Baer-Krull theorem [2,
Theorem 2.2.5]. 
Remember that YA denotes the set of all quasi-semiorderings in a commutative
ring A. An assertion on YK similar to Theorem 4.15 holds true.
Corollary 4.16. Let (K, v) be a valued field of characteristic 6= 2. Assume that
any strict unit in K has its square root and (K, v) has an angular component map.
There exists a bijection between YK and
∏
g∈G/G2 YF .
Proof. The proof is almost similar to Corollary 3.22. 
We consider the case in which the residue class field is a euclidean field. A
euclidean field F is a formally real field with F = F 2∪ (−F 2). The notation PO(f)
denotes the quasi-quadratic module generated by 1 and f . It is called a monogenic
quadratic module following the notation in [1]. The following proposition is a
counterpart of [1] for a valued field K.
Proposition 4.17. Let (K, v) be a valued field of characteristic 6= 2. Assume that
any strict unit in K has its square root and (K, v) has an angular component map.
We further assume that the residue class field F is a euclidean field. The following
assertions hold true:
(1) The field K is pythagorean; that is, a sum of squares in K is a square.
(2) PO(1) = K2 and PO(−1) = K.
(3) A monogenic quadratic module PO(f) coincides with K2 or K if and only
if v(f) = e for any nonzero element f ∈ K. In particular, there exists an
element f ∈ K with PO(f) 6= K2 and PO(f) 6= K if and only if G 6= G2.
(4) Any monogenic quadratic module is contained in K and contains K2. There
is no inclusion between all monogenic quadratic modules other than them.
Proof. (1) Let f1 and f2 be nonzero elements of K. Set ci = an(fi) ∈ F for i = 1, 2.
When v(f1) 6= v(f2), we may assume that v(f1) < v(f2) without loss of generality.
We have v(f21 + f
2
2 ) = v(f
2
1 ) and an(f
2
1 + f
2
2 ) = an(f
2
1 ) by Lemma 2.7. We can
find u ∈ K such that f21 + f22 = f21u2 by Lemma 2.8. Hence f21 + f22 is a square in
this case.
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When v(f1) = v(f2) = g, we have an(f
2
1 ) + an(f
2
2 ) = c
2
1 + c
2
2 6= 0 because F is
formally real. We obtain v(f21 + f
2
2 ) = g
2 and an(f21 + f
2
2 ) = c
2
1 + c
2
2 by Lemma 2.7.
There exists a nonzero element c ∈ F with c2 = c21 + c22 because F is a euclidean
field. Take a nonzero element w ∈ K with v(w) = g and an(w) = c using Lemma
2.6. Since v(f21 + f
2
2 ) = v(w
2) and an(f21 + f
2
2 ) = an(w
2), we can take u ∈ K with
f21 + f
2
2 = u
2w2 by Lemma 2.8. Hence f21 + f
2
2 is a square also in this case.
(2) The equality PO(1) = K2 immediately follows from (1). We get PO(−1) = K
by Corollary 2.13 because ±1 ∈ PO(−1).
(3) We can write
PO(f) = Γ(F 2, e) + Γ(Mf , v(f))
by Lemma 4.3, where Mf is the quasi-quadratic module in F generated by an(f).
Note that Mf = F
2 or Mf = −F 2 because F is euclidean.
We first assume that v(f) = e. However, it is immediate from Lemma 4.9 that
PO(f) = K or PO(f) = K2.
We next demonstrate the opposite implication. Assume v(f) 6= e. We have
PO(f) = Γ(F 2, e) ∪ Γ(Mf , v(f)) by Lemma 4.9. When PO(f) = K2, we see that
K2 ⊃ Γ(Mf , v(f)). Hence we have Γ(F 2, e) ⊃ Γ(Mf , v(f)). It follows from Lemma
4.11 that Γ(Mf , v(f)) = {0}. It contradicts that Γ(Mf , v(f)) contains f or −f .
When PO(f) = K, we have K = K2 ∪ Γ(Mf , v(f)). We get −1 ∈ Γ(Mf , v(f))
because −1 6∈ K2. This is a contradiction.
The ‘in particular’ part easily follows from the former assertion.
(4) The first claim is obvious. We demonstrate the latter assertion. Assume
that there exist elements f1, f2 ∈ K such that PO(fi) 6= K and 6= K2 for i = 1, 2
and PO(f1) ( PO(f2). We set gi = v(fi) for i = 1, 2. We want to lead to a
contradiction.
It follows that PO(fi) = Γ(F
2, e) + Γ(Mi, gi), where Mi are the quasi-quadratic
module in F generated by an(fi) for i = 1, 2.
We first show that gi 6= e for i = 1, 2. Suppose not. If Mi = F 2, we have
Γ(Mi, gi) = K
2. It contradicts the assumption that PO(fi) 6= K2. If Mi = −F 2,
we have −1 ∈ Γ(Mi, gi) and ±1 ∈ PO(fi). Consequently, we have PO(fi) = K by
Corollary 2.13, which is a contradiction.
Since PO(f1) ⊂ PO(f2), we have
Γ(F 2, e) ∪ Γ(M1, g1) ⊂ Γ(F 2, e) ∪ Γ(M2, g2).
This implies that
Γ(M1, g1) ⊂
(
Γ(M1, g1) ∩ Γ(F 2, e)
)
∪
(
Γ(M1, g1) ∩ Γ(M2, g2)
)
.
We first consider the case in which g1 = g2. We have M1 6= M2, because PO(f1) 6=
PO(f2). Using Lemma 4.11,(
Γ(M1, g1) ∩ Γ(F 2, e)
)
∪
(
Γ(M1, g1) ∩ Γ(M2, g2)
)
= Γ(M1 ∩M2, g1)
= Γ({0}, g1) = {0}.
Thus we have Γ(M1, g1) = {0}, which shows PO(f1) = K2. This is a contradiction.
We next consider the remaining case in which g1 6= g2. However it is immediate
from Lemma 4.11 that(
Γ(M1, g1) ∩ Γ(F 2, e)
)
∪
(
Γ(M1, g1) ∩ Γ(M2, g2)
)
= {0}.
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Hence we have Γ(M1, g1) = {0}. We get a contradiction. 
Corollary 4.18. Let K = F ((t1)) · · · ((tn)) be the iterated Laurent series field in
the indeterminates t1, . . . , tn over a euclidean field F . Then Figure 1 illustrates all
monogenic quadratic modules in K. Here, the solid lines denote inclusion.
𝐾
𝐾2
PO(𝑡1) PO(−𝑡1)PO(𝑡𝑖1⋯𝑡𝑖𝑟) PO(−𝑡𝑖1 ⋯𝑡𝑖𝑟)⋯ ⋯PO(𝑡1⋯𝑡𝑛) PO(−𝑡1⋯𝑡𝑛)⋯ ⋯
Figure 1: monogenic quadratic modules in K.
Proof. It immediately follows from Proposition 2.1, Proposition 2.3 and Proposition
4.17. 
5. Quasi-quadratic modules of level 2m
Preorderings and semiorderings of level 2m are used to investigate sums of 2m-th
powers [11, Chapter 7]. Similarly, we can consider quasi-quadratic modules of level
2m. They are defined as follows:
Definition 5.1. Let A be a commutative ring and m be a positive integer. A
subset M of A is called a quasi-quadratic module of level 2m in A if M +M ⊂ M
and a2mM ⊂M for all a ∈ A.
We also need the following definition:
Definition 5.2. An element x of A has its 2m-th root if x = y2m for some y ∈ A.
Let (K, v) be a valued field, B be its valuation ring and F be the residue class
field. The assertions in the previous sections can be easily extended to quasi-
quadratic modules of level 2m considering G/G2m instead of G/G2 and assuming
that
• the characteristic of K is not equal to any prime number not greater than
2m,
• any strict unit in K has its 2m-th root and
• the element (2m)! of B is a unit
instead of assuming that
• the field K is of characteristic 6= 2,
• any strict unit in K has its square root and
• the element 2 of B is a unit,
respectively. The proofs of the extended assertions are almost the same as the case
of conventional quasi-quadratic modules. We give brief comments on the assertions
the proofs of whose counterparts are not so straightforward.
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On Proposition 2.1(b), we consider the polynomial P (X) = X2m − a ∈ K[X] in
place of the polynomial P (X) = X2− a. We use the fact X − 1 and ∑2m−1i=0 Xi are
coprime instead of the fact that X − 1 and X + 1 are coprime. On Lemma 2.10,
the assumption that (2m)! is a unit of B directly implies the characteristics of both
K and F are not equal to any prime number not greater than 2m. As to Lemma
2.11, the equality
X =
1
d!
d−1∑
i=0
(−1)d−1−i
(
d− 1
i
)
[(X + i)d − id]
given in [11, Note 7.1.2] is necessary as a counterpart of the equality
X =
(
X + 1
2
)2
−
(
X − 1
2
)2
,
where X is an indeterminate.
The assertions in Section 3 and 4 hold true in the case of quasi-quadratic modules
of level 2m with straightforward modifications of the proofs except Theorem 4.15,
Proposition 4.17 and Corollary 4.18.
6. Derivation of Augustin and Knebusch’s assertions
In this section, we assume that F is a euclidean field and B = F [[X]], which is
the formal power series ring over F . It is a valuation ring. The valuation v(f) of a
nonzero element f ∈ B is the order of the formal power series f . The value group G
is the group of integers Z. Taking the leading coefficient of a nonzero formal power
series gives an angular component map of B. It is well known that a strict unit
has a square root. Therefore, we can apply the assertions in Section 3 to the ring
B = F [[X]]. The quasi-quadratic modules in F [[X]] containing 1 were investigated
in [1]. They are called quadratic modules in [1]. Following the definition in [1], a
quadratic module means a quasi-quadratic module containing 1 only in this section.
We derive the assertions in [1] from the assertions in Section 3.
For any nonzero f ∈ B, the notation (f) denotes the sign of the element an(f)
in F . It is easy to demonstrate that the quasi-quadratic module in F generated
by an(f) is (f)F 2 in this case. The notation PO(f) denotes the quasi-quadratic
module generated by 1 and f . We have the following lemma:
Lemma 6.1. Let f be a nonzero element in B. We have
PO(f) =
 Φ(F
2, 0) ∪ Φ((f)F 2, v(f)) if v(f) is odd,
Φ(F 2, 0) if v(f) is even and (f) = 1,
Φ(F 2, 0) ∪ Φ(F, v(f)) ∪ Φ(F, v(f) + 1) otherwise.
In particular, we have
PO(f) =
{
PO(1) if v(f) is even and (f) = 1,
PO((f)Xv(f)) otherwise.
Proof. Note that a sum of squares in B is a square because a strict unit of B
has a square root. Since F is a euclidean field, the quasi-quadratic modules in
F are {0}, F 2, −F 2 and F . The quasi-quadratic modules generated by 1 and f
are Φ(F 2, 0) and Φ((f)F 2, v(f)), respectively, by Lemma 3.6. Hence, we have
PO(f) = Φ(F 2, 0) + Φ((f)F 2, v(f)).
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When v(f) is odd, we have v(f) 6≡ 0 mod 2Z. We get PO(f) = Φ(F 2, 0) ∪
Φ((f)F 2, v(f)) by Lemma 3.15(2). When v(f) is even and (f) = 1, we have
PO(f) = Φ(F 2, 0) by what we noted at the beginning of the proof. When v(f) is
even and (f) = −1, we have PO(f) = Φ(F 2, 0) ∪ ⋃g≥v(f) Φ(F, g) by Lemma 3.4
and Lemma 3.15(2). On the other hand, we have
⋃
g≥v(f) Φ(F, g) = Φ(F, v(f)) ∪
Φ(F, v(f) + 1) by Lemma 3.4. The ‘in particular’ part of the lemma easily follows
from the equality we have just demonstrated. 
We can completely classify quadratic modules in F [[X]].
Lemma 6.2. For a quadratic module Q in B = F [[X]], the quasi-quadratic modules
Mk(Q) of F generated by Q and k ∈ Z≥0 are given by the following table:
Description of Mk(Q)
(a) Mk(Q) =
{
F 2 if k is even,
{0} otherwise.
(b) Mk(Q) = F
(c) Mk(Q) =
 F
2 if k is even,
±F 2 if k is odd and k ≥ n,
{0} otherwise.
(d) Mk(Q) =
 F
2 if k is even and k < n,
F if k ≥ n,
{0} otherwise.
(e) Mk(Q) =

F 2 if k is even and k < n,
±F 2 if k is odd and m ≤ k < n,
F if k ≥ n,
{0} otherwise.
The quadratic module Q is one of the following forms in each case:
(a) Q = Φ(F 2, 0);
(b) Q = B;
(c) Q = Φ(F 2, 0) ∪ Φ(±F 2, n) for some positive odd number n;
(d) Q = Φ(F 2, 0) ∪ Φ(F, n) ∪ Φ(F, n+ 1) for some positive number n;
(e) Q = Φ(F 2, 0) ∪ Φ(±F 2,m) ∪ Φ(F, n) ∪ Φ(F, n + 1) for some positive odd
number m and positive number n with m < n.
All the double signs correspond in all the cases. In particular, any quadratic module
in F [[X]] is a preordering.
Proof. We have Mm ⊂ Mn whenever m ≡ n mod 2Z and m ≤ n by Proposition
3.7(2). We also have Mn = F whenever Mm = F for some m < n by Proposition
3.11. Since any quadratic module contains PO(1), we have F 2 ⊂ Mn for all non-
negative even numbers n. Since F is a euclidean field, the quasi-quadratic modules
in F are {0}, F 2, −F 2 and F . The quasi-quadratic modules F 2 and −F 2 are not
contained in each other. Therefore, Mk(Q) should be one of the five forms in the
table.
We obviously have Q = Φ(F 2, 0) in the cases of (a). In the case of (b), we have
Q = B by Corollary 3.12.
We next consider the case (c). We have Mn = F
2 or Mn = −F 2. We only
consider the first case. We can get the similar result in the latter case. We have
Mk = F
2 for all positive odd number with k ≥ n. Hence, we get Q = Φ(F 2, 0) ∪
Φ(F 2, n) by Theorem 3.9 and Lemma 3.4.
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The next target is the case (d). We haveQ =
⋃
k<n,k:even Φ(F
2, k)∪⋃k≥n Φ(F, k) =
Φ(F 2, 0) ∪ Φ(F, n) ∪ Φ(F, n+ 1) by Theorem 3.9 and Lemma 3.4.
The remaining case is the case (e). We only consider the case in which Mm = F
2.
We can prove the lemma similarly when Mm = −F 2. We have Q = Φ(F 2, 0) ∪
Φ(F 2,m)∪Φ(F, n)∪Φ(F, n+1) by Theorem 3.9 and Lemma 3.4 in the same manner
as the case (d).
We finally demonstrate that Q is a preordering. It is easy to check that Q satisfies
the equivalent condition given in Theorem 3.21(2) for each case by the table in the
lemma. 
Lemma 6.3. Quadratic modules Q in B = F [[X]] are represented as follows in all
the cases of Lemma 6.2:
Classification in Lemma 6.2 Description of Q
(i) (a) PO(1)
(ii) (b) PO(−1)
(iii) (c) PO(±Xn)
(iv) (d) and n is even PO(−Xn)
(v) (d) and n is odd PO(Xn) + PO(−Xn)
(vi) (e) and n is even PO(±Xm) + PO(−Xn)
(vii) (e) and n is odd PO(±Xm) + PO(∓Xn)
The double signs correspond in the case (vii). In particular, any quadratic module
is generated by at most two monogenic submodules.
Proof. We have ±1 ∈ Q in the case (ii). Hence, we obtain B = PO(−1) by Lemma
2.12. For example, we demonstrate the case (v). We get
PO(Xn) + PO(−Xn)
= Φ(F 2, 0) ∪ Φ(F 2, n) + Φ(F 2, 0) ∪ Φ(−F 2, n) (by Lemma 6.1)
= (Φ(F 2, 0) + Φ(F 2, 0)) ∪ (Φ(F 2, 0) + Φ(F 2, n))
∪(Φ(F 2, 0) + Φ(−F 2, n)) ∪ (Φ(F 2, n) + Φ(−F 2, n))
= Φ(F 2, 0) ∪ (Φ(F 2, 0) ∪ Φ(F 2, n)) ∪ (Φ(F 2, 0)
∪Φ(−F 2, n)) ∪
⋃
m≥n
Φ(F,m) (by Lemma 3.15)
= Φ(F 2, 0) ∪ Φ(F, n) ∪ Φ(F, n+ 1) (by Lemma 3.4)
= Q (by Lemma 6.2).
The remaining cases follow in the same way. 
For any quadratic module Q of B = F [[X]], we consider the following three
quadratic submodules. Let nl be the smallest positive odd integer with X
nl ∈ Q.
We set Ql = PO(X
nl). If such nl does not exist, we set Ql = PO(1). We define Qc
and Qr similarly. We put Qc = PO(−Xnc) if the smallest nonnegative even integer
with −Xnc ∈ Q exists and set Qc = PO(1) otherwise. We put Qr = PO(−Xnr )
if the smallest positive odd integer with −Xnr ∈ Q exists and set Qr = PO(1)
otherwise.
Lemma 6.4. Let Q be a quadratic module in B = F [[X]]. The quadratic submodules
Ql, Qc and Qr are given by the following:
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Classification in Lemma 6.3 Ql Qc Qr
(i) PO(1) PO(1) PO(1)
(ii) PO(X) PO(−1) PO(−X)
(iii) and Mn = F
2 PO(Xn) PO(1) PO(1)
(iii) and Mn = −F 2 PO(1) PO(1) PO(−Xn)
(iv) PO(Xn+1) PO(−Xn) PO(−Xn+1)
(v) PO(Xn) PO(−Xn+1) PO(−Xn)
(vi) and Mm = F
2 PO(Xm) PO(−Xn) PO(−Xn+1)
(vi) and Mm = −F 2 PO(Xn+1) PO(−Xn) PO(−Xm)
(vii) and Mm = F
2 PO(Xm) PO(−Xn+1) PO(−Xn)
(vii) and Mm = −F 2 PO(Xn) PO(−Xn+1) PO(−Xm)
In particular, we have Q = Ql ∪Qc ∪Qr.
Proof. The table is immediately obtained from Lemma 6.1 and Lemma 6.2. The
equality Q = Ql ∪ Qc ∪ Qr also follows from the table, Lemma 6.1 and Lemma
6.2. 
Now, the assertions on F [[X]] in [1] directly follow from the assertions we gave.
The following table summarizes the assertions in [1] and the counterparts in this
paper.
Assertions in [1]. Counterparts in this paper.
Theorem 2.3. Lemma 6.1 and Lemma 3.4.
Proposition 3.2. Lemma 6.1, Lemma 6.4 and Lemma 3.4.
Scholium 3.4. Lemma 6.4.
Theorem 3.5 and Corollary 3.6. Lemma 6.3.
Theorem 3.7 through Corollary 3.9. Lemma 6.4.
Theorem 4.1 and Corollary 4.2. Lemma 6.2.
Theorem 4.3. Lemma 6.1 and Lemma 3.4.
References
[1] Augustin, D., Knebusch, M. (2010). Quadratic modules in R[[X]]. Proc. Amer. Math. Soc.
138:75-84.
[2] Engler, A. J., Prestel, A. (2005). Valued fields. Springer-Verlag: Berlin.
[3] Fujita, M., Kageyama, M. (2018). On finiteness of prime cones over simple ADE-singularities
of dimension one, Comm. Alg. 46:3986-3995.
[4] Fuchs, L. (1963). Partially ordered algebraic systems, Pergamon Press: Oxford and New
York.
[5] Kochen, S. (1975). The model theory of local fields, In Logic conference, Kiel 1974, Lecture
note in mathematics, vol. 49, Springer-Verlag: Berlin:384-425.
[6] Lam, T. Y. (2004). Introduction to quadratic forms over fields, Graduate Studies in Mathe-
matics, vol. 67, American Mathematical Society: Providence.
[7] Lasserre, J. B. (2015). An introduction to polynomial and semi-algebraic optimization, Cam-
bridge texts in applied mathematics, Cambridge University Press: Cambridge.
[8] Marshall, M. (2008). Positive polynomials and sums of squares, Mathematical Surveys and
Monographs, vol. 146, American Mathematical Society: Providence.
[9] Pas, J. (1989). Uniform p-adic cell decomposition and local zeta functions, J. reine angew.
math. 399:137-172.
[10] Pas, J. (1990). On the angular component map modulo P , J. Symbolic Logic 55:1125-1129.
[11] Prestel, A., Delzell, C. N. (2001). Positive polynomials - from Hilbert’s 17th problem to real
algebra. Springer Monogr. Math. Springer-Verlag: Berlin.
[12] Ruiz, J.-M. (1993). The basic theory of power series. Advanced Lectures in Mathematics.
Friedr. Vieweg & Sohn: Braunschweig.
QUASI-QUADRATIC MODULES 29
[13] Sinclair, P. (2018). Relationship between model theory and valuations of fields. PhD Thesis,
MacMaster University.
Department of Liberal Arts, Japan Coast Guard Academy, 5-1 Wakaba-cho, Kure,
Hiroshima 737-8512, Japan
E-mail address: fujita.masato.p34@kyoto-u.jp
Department of General Education, National Institute of Technology (KOSEN),
Kure College, 2-2-11 Agaminami, Kure, Hiroshima 737-8506, Japan
E-mail address: mkageyama@kure-nct.ac.jp
