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Abstract
This paper continues the investigations of noncommutative ordered
spaces put forward by one of the authors. These metaphoric spaces are
defined dually by so-called isocones which generalize to the noncommuta-
tive setting the convex cones of order-preserving functions. In this paper
we will consider the case of isocones inside almost-commutative algebras
of the form C(M) ⊗ Af , with M a compact metrizable space. We will
give a family of isocones in such an algebra with the property that every
possible isocone is contained in exactly one member of the family. We
conjecture that this family is in fact a complete classification, a hypoth-
esis related with the noncommutative Stone-Weierstrass conjecture. We
also obtain that every isocone in C(M) ⊗ Af , with Af noncommutative,
induces an order relation on M with the property that every point in M
lies in a neighbourhood of incomparable points. Thus, if the causal order
relation on spacetime is induced by an isocone in an almost-commutative
(but not commutative) algebra, then causality must disappear at small
scale.
1 Introduction
It is probably unnecessary to recall the power of the beautiful noncommutative
geometric interpretation of the standard model by Connes and Chamseddine
(see [Su 14] for an introduction and [Ch-Co 12] for some of the latest advances on
the subject). This so-called “spectral standard model” takes place on an almost-
commutative algebra, that is a C∗-algebra of the form C(M)⊗Af where C(M)
∗nadir.bizi@impmc.upmc.fr; nadir.bizi@ens.fr
†fabien.besnard@epf.fr
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stands for the algebra of continuous functions on a compact manifoldM , and Af
is a finite-dimensional algebra, which is usually taken to be C⊕H⊕M3(C), but
it is also possible to consider C⊕M2(C)⊕M3(C) by slightly modifying the model
([Sh-Zo 01]), or evenM2(C)⊕M4(C), in which case Pati-Salam unification is re-
covered ([CCS 13]). However, in all these theories the metric, which is encoded
in the Dirac operator, has an euclidean signature. This obstacle can be circum-
vented by the use of Wick rotations in the flat spacetime which is the arena for
particle physics at today’s accessible energies. However, this tool is not available
in full generality. Hence a Lorentzian version of noncommutative geometry is
called for, both from a physical and a mathematical perspective. While there
already exist pioneering works in that direction ([St 06], [Pa-Si 06], [DPR 13]),
a complete theory is still lacking. Moreover, most of these approaches aim at
a definition of semi-Riemannian noncommutative geometry in general, though
the Lorentzian case might be special.
In fact, we do know that it is special already in the commutative case, for
the Lorentzian signature (that is (1, n− 1) or (n − 1, 1)) is the only one which
allows (in general only locally) the definition of a partial order relation on the
set of events. In other words, causality is a strictly Lorentzian phenomenon.
Moreover, causality determines the conformal structure of spacetime, that is
the metric up to a scalar field. It is therefore tempting to seek a Lorentzian
formulation of noncommutative geometry which puts causality to the forefront.
Two such programmes exist: the one of Franco (see [Fr-Ec 13] for a review),
and the I∗-algebra approach first put forward in [Be 09]. Both share some
common points but differ in one essential respect: Franco’s approach aims at
defining causality from the metric (encapsulated in the Dirac operator in non-
commutative geometry) and some additional information, while in the theory of
I∗-algebra our goal would be to reconstruct the metric from causality and the
conformal factor (in a spirit quite similar to the causal set approach to quantum
gravity, see [BLMS 87]).
The theory of I∗-algebras is only in its infancy, with essentially only two
questions dealt with to date. The first is the definition of what noncommutative
topological ordered spaces should be. The tentative answer put forward in
[Be 09] is that these corresponds by Gelfand duality to certain convex cones
in C∗-algebras, called isocones. The couple (I, A) where I is an isocone in
the C∗-algebra A is called an I∗-algebra. We will briefly review I∗-algebras
in section 2. The second question already answered is the classification of all
finite-dimensional I∗-algebras ([Be 12]).
In this paper we go one step further, with the investigation of the almost-
commutative case, the importance of which has been recalled above. In section
3 we will consider almost-commutative algebras of the form C(M)⊗Af whereM
is a compact metrizable space. We will exhibit for each such algebra a family of
isocones such that every isocone in C(M)⊗Af is contained in one and only one
member of the family. In fact, we will explain why we expect that this family
is exhaustive, constituting a complete classification of almost-commutative I∗-
algebras. We will prove in passing a very striking result: if the algebra Af is
not commutative, and if  is a closed partial order on M (we will explain why
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this closure condition is necessary), there exists an isocone in C(M)⊗Af which
induces the order  onM if and only if the strict order relation ≺ is also closed.
This surprising condition means that for every point p in the manifold, there
exists a neighbourhood of p in which no other point is comparable to p for .
More emphatically: causality must disappear at small scale. We will end the
paper with a discussion of this result, and in particular of its agreement with
the findings of [KLV 14] and [ASZ 14] in spite of completely different methods.
2 Noncommutative ordered spaces
2.1 Topological ordered spaces
Let us recall a few definitions and notations. A topological ordered set M is a set
which is at the same time a topological space and a partially ordered set (poset
for short). A map f :M → N between two posets is said to be an isotony when
it preserves the order, that is
x M y ⇒ f(x) N f(y) (1)
for all x, y ∈ M , and writing M ,N for the partial order relations on the
respective posets. A map is said to be strictly increasing if
x ≺M y ⇒ f(x) ≺N f(y) (2)
where the strict partial order symbol is defined such that a ≺ b⇔ a  b and
a 6= b.
We will be interested in continuous isotonies from M to R. The set of such
maps will be written I(M), or I(M,) if we want to emphasize the ordering
we consider. It is clear that Gelfand theory cannot work unless we have enough
information in I(M) to recover . We are thus led to assume that
(∀f ∈ I(M), f(x) ≤ f(y))⇒ x  y (3)
A topological ordered set satisfying (3) is said to be completely separated. In
this paper, following [Be 09], a completely separated topological ordered space
will be called a toposet for the sake of brevity.
As we have said, the toposet property is a necessary condition to expect
a reconstruction theorem. It is hence desirable to have some examples of this
important kind of spaces. First, it is a well-known property of Minkowski space-
time that if two events p and q are not causally related, then there exist two
observers O1 and O2 such that p will chronologically precede q for O1 and the
other way around for O2. This immediately entails that the Minkowski space-
time is a toposet for the causal order relation. In fact we can be much more
general. A spacetime is causally simple if 1) it does not contain closed causal
curves, and 2) the causal future and past of every point is closed (for the orig-
inal definition see [Kr-Pe 67], for this simplified form see [Be-Sa 07]). One can
prove (see [Mi 07] th. 2.2 or [Mi-Sa 06] lemma 3.67) that the second point is
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equivalent to  being closed in M ×M . Hence a spacetime is causally simple
if and only if the causal relation  is a closed partial order. This is the sec-
ond strongest causality condition after global hyperbolicity. It turns out that it
is equivalent to the toposet property. To see this we can use Levin’s theorem
([Le 83]) which we now recall.
Theorem 1 (Levin’s theorem) Let M be a second countable locally compact
Haussdorf space and  a closed partial order on M . Then there exists a real
continuous strictly increasing function on M . Moreover, if f(x) ≤ f(y) for
every such functions, then x  y.
A few remarks are in order. First, the second part immediately entails that
M is a toposet. This part is not in the original formulation of Levin but is
an easy consequence of his proof, as remarked in [Ev-Ok 11]. Moreover, this
theorem still holds with the partial order replaced with a mere pre-order, up
to an appropriate redefinition of strictly increasing functions. It is remarkable
that this theorem arose in the context of mathematical economics (where strictly
increasing functions are known as utilities) and has only recently been put to use
in causality theory (see [Mi 09]). Finally let us remark that ifM is compact, the
case in which we will work from the next section on, the hypotheses “Haussdorf”
and “second-countable” are equivalent to metrizability by Urysohn’s metrization
theorem.
Let us mention here an immediate corollary which will be useful to us in the
sequel.
Corollary 1 Let (M,) be a compact metrizable ordered space such that ≺ is
closed in M×M . Then (M,) is a toposet and there exists a continuous isotony
on M such that
x ≺ y ⇒ g(y)− g(x) ≥ 1 (4)
for all x, y ∈M .
Proof: First  is obviously closed since it is the union of ≺ and the diagonal,
two closed subsets of M ×M . Hence by Levin’s theorem M is a toposet and
there exists a strictly increasing function v onM . If ≺ is the empty relation, the
corollary is trivial. If not, then m = infx≺y(v(y)−v(x)) is finite by compactness
and g = v/m is the function we seek. ¶
2.2 Gelfand theory for toposets
We now recall the following definition from [Be 13]:
Definition 1 Let A be a C∗-algebra with unit 1. A subset I of Re (A) which
satisfies :
1. ∀x ∈ R, x.1 ∈ I.
2. ∀a, a′ ∈ I, a+ a′ ∈ I,
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3. ∀a ∈ I, ∀f ∈ I(R), f(a) ∈ I,
4. I = I (I is norm-closed),
will be called a pre-isocone. A pre-isocone will be called an isocone if it
moreover satisfies
6. I − I = Re (A)
A couple (I, A) when I is an isocone of A is called an I∗-algebra. The set
of isocones of A is denoted I(A).
An equivalent definition can be found in [Be 09] under the name “weak I∗-
algebra”. The equivalence between the two definitions is proved in [Be 13].
Given an isocone I, we can define a partial order structure on S(A), the state
space of A, in the following way : given two states φ, ψ, one has by definition
φ ≤I ψ ⇐⇒ ∀a ∈ I, φ(a) ≤ ψ(a) (5)
Note that this would define a pre-order given any subset I of ReA, but the
condition 6 ensures that it is a partial order. Also, since the evaluation eva
at a is continuous, (5) defines a toposet structure on S(A). We now restrict
this ordering to the pure state space P (A) of A, which is compact for the
weak ∗-topology. We have the following theorem ([Be 09]), which we quote here
informally:
Theorem 2 (Gelfand duality for commutative I∗-algebras) Commuta-
tive I∗-algebras are exactly those of the form (I(M), C(M)), with M a compact
toposet.
We note that with the correct notion of morphisms, the above theorem can
be raised to the level of a dual equivalence of categories, exactly like the orig-
inal Gelfand-Naimark theorem for commutative C∗-algebras, of which it is a
generalization. For details on this point, see [Be 09].
Naturally, the toposet M is recovered from the commutative algebra by
taking the pure state space (which is equal to the character space in this case),
the ordering on M is given by (5), and the isocone exactly corresponds to
I(M,≤I) via the Gelfand transform a 7→ eva. This last point is the only one
which is not entirely obvious. It follows from an appropriate variation of the
Stone-We¨ıerstrass theorem ([Be 12]).
Remark: Some might worry that the compactness hypothesis is too strong
since compact spacetimes cannot be causal. This is not true as such: spacetimes
without boundary cannot be causal. The Gelfand duality of this section and
the results about almost-commutative manifolds in section 3 will thus apply
either to a causal compactification of the entire spacetime, such as Penrose
compactification, or, in greater generality, to a compact neighbourhood of a
given point in some spacetime. Of course we will have boundaries in both cases.
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2.3 Noncommutative I∗-algebras
The theorem of the previous section provides a serious mathematical motivation
for considering noncommutative I∗-algebras as the correct dual objects of the
metaphoric noncommutative ordered spaces, with noncommutative spacetimes
among them.
On the physical side, we can also give some arguments for taking that road.
First, we can justify taking the pure state space P (A) of the algebra of observ-
ables as a substitute for spacetime (instead of the character space, the primitive
spectrum or any other space attached to A). Indeed, in a commutative space-
time M , we can (redundantly) characterize events by the values taken on them
by every possible causal function f ∈ I(M). In the noncommutative case there
is no way to simultaneously assign a definite value to the measurement of all
“quantum” causal observables. In other words there are no events anymore.
However the next best thing is a pure state, since at least one causal observ-
able has a definite value in it. Now we ask for a partial ordering on P (A) as a
replacement for the causal order on M . This might seem a little naive at first.
However, this requirement is much milder than one might think, since any set
of observables induces a pre-order on P (A), as we already remarked. Hence we
are just asking that this set is large enough to separate the pure states.
Now we make a saturation requirement: we take as the set of causal observ-
ables the set containing all observables which induce an isotone evaluation map
on the pure states. This might sound like a vicious circle, but in fact it is just
a biduality property: we want the set I ⊂ ReA to satisfy
1. I induces a closed partial order ≤I on P (A), and
2. I = {a ∈ ReA|eva is isotone for ≤I}.
In the commutative case, isocones are precisely the sets of real functions
which satisfy this biduality property, and as we remarked at the end of the
previous section, this is proved thanks to some variation of the Stone-We¨ıerstrass
theorem. Now we conjecture that this property is true in the noncommutative
case as well.
Saturation conjecture for I∗-algebra : Let (I, A) be an I∗-algebra.
Then I = {a ∈ Re A|eva is isotone on P (A) for ≤I}.
This conjecture is of course true in the commutative case, and it can be
shown to hold also in the finite-dimensional case. We note also that if we
replace the pure state space by the state space S(A), then the conjecture is true
by an immediate application of the Hahn-Banach theorem. We believe that the
saturation conjecture is closely tied with the noncommutative Stone-We¨ıerstrass
conjecture for Jordan algebras [Sh 04], and is likely to be equivalent to it given
the results in [Br 92].
6
2.4 Finite-dimensional I∗-algebras
It is possible to classify finite-dimensional I∗-algebras ([Be 13]). Before recalling
the classification theorem we will need to introduce some terminology.
Definition 2 Let (P,) be a finite poset and for each x ∈ P let (Ix, Ax) be an
I∗-algebra. We set I =
⊕
x∈P Ix, A =
⊕
x∈P Ax, and we write elements of A
in the form (ax)x∈P . We define
Lexx∈P Ix = {a ∈ I|∀x, y ∈ P, x ≺ y ⇒ max σ(ax) ≤ minσ(ay)}
which we call the lexicographic sum of (Ix)x∈P .
We will generalize this definition in the next section, replacing the finiteness
condition on P with some topological assumptions. We will then show that
Lexx∈P Ix is an isocone of A.
The name comes from the fact that the lexicographic sum L = Lexx∈P Ix
induces the lexicographic order on the pure state space P (A) ≃ ∐x∈P P (Ax).
That is, if we write (x, φ) for an element of the piece labeled x in the disjoint
sum, one has
(x, φ) ≤L (y, ψ)⇐⇒ x ≺ y or (x = y and φ ≤Ix ψ) (6)
We can now state the classification result. Recall that every finite-dimensional
C∗-algebra is isomorphic to a direct sum of matrix algebras.
Theorem 3 Let I be an isocone in the finite-dimensional C∗-algebra A =⊕
x∈P Mnx(C), with P = {1; . . . ; k}, k ∈ N∗, nx ∈ N∗. Then there exists
a poset structure on P such that I = Lexx∈P Ix. Moreover, if nx 6= 2 then
Ix = ReMnx(C), and if nx = 2 then Ix is any closed convex cone of ReM2(C)
which contains the constants and has a nonempty interior.
We refer to [Be 13] for the proof. Let us take a closer look at the case
nx = 2 which is special. In any matrix algebra the pure states are of the form
a 7→ Tr(apξ) = 〈ξ, aξ〉 where pξ is the rank one projection on the line generated
by the normalized vector ξ. Hence P (Mn(C)) ≃ CPn−1. In the case nx = 2 the
rank one projections form the two-sphere S = {p ∈ ReM2(C)|Tr(p) = Tr(p2) =
1} of the hyperplane of trace one hermitian matrices, which is centered on
I2/2 and has Frobenius norm
√
2/2. An isocone I in M2(C) is then entirely
characterized by its intersection K = I ∩ S with S, which is a closed and
geodesically convex subset of S with non-empty interior (it can easily be seen
to be either the whole S or a subset of a closed hemisphere). The order ≤I on
P (M2(C)) ≃ S can then be interpreted in the following way: for any p, q ∈ S
p ≤I q ⇐⇒ ∀x ∈ K, d(x, p) ≥ d(x, q) (7)
where d is the geodesic distance on S.
An example of a more general isocone in a finite-dimensional algebra is given
in figure 1.
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Figure 1: In this example we take the algebra A = C⊕M2(C)⊕M3(C)⊕M2(C).
The poset P = {1; 2; 3; 4} is ordered according to a 1  2, 3  4 with 2 ‖ 3.
The pure state space is {ev1}
∐
CP 1
∐
CP 2
∐
CP 1. The first CP 1 is ordered
according to a geodesically convex subset K1, the second one according to K2.
The point and the CP 2 are trivially ordered.
Remark: For application of noncommutative geometry to particle physics it
can be important to consider real C∗-algebras, like C⊕H⊕M3(C). It is easy to
see that in the real case, M2(R) and M2(H) are exceptional along with M2(C).
This is the only significant change in the classification of finite-dimensional I∗-
algebras. This will be discussed elsewhere.
3 Isocones in almost-commutative algebras
Using the classification theorem in the finite dimensional case we will, in this sec-
tion, classify all isocone-induced orders for almost-commutative algebras. But
contrary to what is done for the finite-dimensional case, we will not classify
the isocones per se, for we do not have (yet) any uniqueness theorem relating
isocone-induced orders to the isocones.
3.1 Almost-commutative geometries
We start this section with a few definitions and notations.
An almost commutative algebra is the product of a commutative algebra
and a finite-dimensional noncommutative algebra. It is thus of the form:
A = C(M)⊗Af ∼= C(M,Af ),
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with M compact Hausdorff, and Af =
⊕K
k=1Mnk(C). Let πk denote the
projection on the k-th component of the algebra. Let F ∈ A. The ele-
ment F can be written in terms of components as F = (Fk)k=1..K , with
Fk : x 7−→ πk(F (x)) ∈ C(M,Mnk(C)) in the k-th component of the algebra.
The pure state space of A is:
P (A) ∼=M × P (Af ) =M ×
K∐
k=1
CPnk−1 ∼=
K∐
k=1
(M × CPnk−1),
where the unions are disjoint. We choose to see it as a bundle1 over MK =
J1,KK×M . The elements of P (A) will be denoted in the form: (k, x, ξ) ∈ P (A),
with (k, x) ∈MK , and ξ ∈ CPnk−1; their action on A is given by:
(k, x, ξ)(F ) ≡ ξ†Fk(x)ξ,
where ξ was obviously replaced by a unit vector representing it. For I ∈ I(A)
and (k, x, ξ), (l, y, η) ∈ P (A), we have:
(k, x, ξ) ≤I (l, y, η)⇔ ∀F ∈ I : ξ†Fk(x)ξ ≤ η†Fl(y)η.
We embed C(MK) in A in the following way:
C(MK) −→ A
f 7−→
K⊕
k=1
f(k, ·)1nk ;
the k-th component of f is thus fk ≡ f(k, ·).
Finally, we define the evaluation map evx at x ∈M :
evx : A −→ Af
F 7−→ F (x),
and we denote, for any subset S of A:
S(x) ≡ evx(S) = {F (x)|F ∈ S}.
More generally, for a finite subset P of M , we define the restriction mapping
evP :
evP : A −→
⊕
x∈P
(Af )x
F 7−→
⊕
x∈P
F (x),
1A bundle is analogous to a fiber bundle, but such that the fiber space is not necessarily
the same everywhere.
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where the index x on (Af )x is to indicate that it is the copy of Af associated
to x. It is clear that evP is a continuous ∗-morphism.
In the simple case where K = 1, we have A = C(M) ⊗Mn(C). The pure
state space reduces to P (A) ∼= M × CPn−1, with its elements denoted in the
form (x, ξ). For I ∈ I(A) and (x, ξ), (y, η) ∈ P (A), we have:
(x, ξ) ≤I (y, η)⇔ ∀F ∈ I : ξ†F (x)ξ ≤ η†F (y)η.
Let us now classify such orders. This classification is done in two steps: we
first prove that all orders on almost-commutative manifolds are lexicographic.
We then determine the necessary and sufficient conditions on an arbitrary lexi-
cographic order to be induced by an isocone. We will present this classification
for the caseK = 1. Thus, throughout this section, A always denotes the algebra
A = C(M) ⊗Mn(C), with n ≥ 2 and M compact Hausdorff. The analogous
results for a more general almost-commutative algebra are then stated, but the
proofs are delayed to the appendix.
3.2 Isocone-induced orders are lexicographic
Theorem 4 Let I ∈ I(A). Then there exists an order M on M such that for
all (x, ξ), (y, η) ∈ P (A):
(x, ξ) ≤I (y, η)⇔


x ≺M y
or
x = y and ξ ≤Ix η,
(8)
where Ix = I(x) ∈ In.
Here In := I(Mn(C)) denotes the set of isocones of Mn(C)
Proof: The key idea of the proof is to restrict the algebra to a finite subset of
M , in order to obtain a finite-dimensional algebra, of which the isocones are all
known.
Let P be a finite subset of M , and evP (A) =
⊕
x∈P Mn(C)x the restriction
of A to P . Its pure state space is P (evP (A)) ∼= P × CPn−1 ⊂ P (A).
Let I ∈ I(A). One can prove easily, or infer from Theorem 9 in [Be 13] and
the fact that evP is a surjective ∗-morphism, that IP = evP (I) is an isocone of
evP (A). Let (x, ξ), (y, η) ∈ P × CPn−1. We have:
(x, ξ) ≤I (y, η)⇔ ∀F ∈ I : ξ†F (x)ξ ≤ η†F (y)η
⇔ ∀F ∈ evP (I) : ξ†F (x)ξ ≤ η†F (y)η
⇔ ∀F ∈ IP : ξ†F (x)ξ ≤ η†F (y)η
⇔ (x, ξ) ≤IP (y, η);
going from the first to the second line is possible because I and IP take the
same values on P , going from the second to the third comes from the fact that
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the natural order on R is closed. Thus the orders ≤I and ≤IP coincide on
P × CPn−1.
We know that IP is a finite-dimensional isocone. Therefore, there exists an
order P on P such that:
(x, ξ) ≤I (y, η)⇔


x ≺P y
or
x = y and ξ ≤Ix η,
(9)
where Ix = πx(IP ).
We have:
Ix = πx(evP (I)) ⊂ πx(evP (I)) = I(x).
Conversely:
I(x) = πx(evP (I)) ⊂ πx(evP (I)) = Ix.
Hence: Ix = I(x).
Let ξ0 be an arbitrary fixed element of CP
n−1. Consider the binary relation
M on M defined by:
∀x, y ∈M : x M y ⇔ (x, ξ0) ≤I (y, ξ0). (10)
This clearly defines a closed order on M . It can be readily seen from (9) that
for x, y ∈ P , we have (x, ξ0) ≤I (y, ξ0) ⇔ x P y. Therefore, the orders M
and P coincide on P . The equivalence (9) can now be rewritten:
∀(x, ξ), (y, η) ∈ P × CPn−1 : (x, ξ) ≤I (y, η)⇔


x ≺M y
or
x = y and ξ ≤Ix η,
(11)
This is true for all finite subsets P of M , and the right-hand side is now inde-
pendent of the choice of the finite subset. It is thus true for all points in the
pure state space. ¶
Let us make some observations about the order M . As can be seen from
(10), M is a closed order, and therefore (M,M ) is a compact toposet. Notice
also that M is ultimately independent of ξ0, due to the lexicographic nature
of the order ≤I .
Moreover, the strict order ≺M can be characterized in the following way:
∀x, y ∈M : x ≺M y ⇔ ∀F ∈ I : maxσ(F (x)) ≤ minσ(F (y)). (12)
Indeed, let x, y ∈ M . It is obvious that if x ≺M y, then (x, ξ) ≤I (y, η) for all
ξ, η ∈ CPn−1. Conversely, suppose that ∀ξ, η ∈ CPn−1 : (x, ξ) ≤I (y, η). We
have x M y thanks to (8). If x = y, then ∀ξ, η ∈ CPn−1 : ξ ≤Ix η, and thus
∀ξ, η ∈ CPn−1 : ξ = η, which is absurd, given that n ≥ 2. Therefore x ≺M y.
Thus:
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x y
M

Order on M
 Order on (     )nℂP
Figure 2: The pure states are ordered on M , then on the internal space of each
point, just as in the finite case.
x ≺M y ⇔ ∀ξ, η ∈ CPn−1 : (x, ξ) ≤I (y, η)
⇔ ∀ξ, η ∈ CPn−1, ∀F ∈ I : ξ†F (x)ξ ≤ η†F (y)η
⇔ ∀F ∈ I : maxσ(F (x)) ≤ minσ(F (y)),
hence (12). The most striking consequence of this characterization is that the
strict order ≺M is closed. This itself has important consequences, as we will see
in section (4).
Let us give a simple example of such an order. Consider the spaceM = [0, 1],
and λ : [0, 1]→ R∗+ a positive function. The order  defined by:
∀x, y ∈ [0, 1] : x  y ⇔


y − x ≥ λ(x)
or
x = y
is such that the strict order ≺ is closed if and only if λ is lower semi-continuous.
We see that all isocone-induced orders are lexicographic, and are character-
ized by an order M on M , and a map of “local” isocones
L :M −→ In
x 7−→ Ix.
12
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0
1
1
x ¹ y
λ )x(
Figure 3: The grayed out area is the graph of the strict order relation ≺
We have to find the necessary and sufficient conditions on M and L for their
lexicographic combination to be isocone-induced. As it turns out, we already
have half of these conditions: the condition on the order on M is that ≺M be
closed. We still need the conditions on the local isocone map. To state these
conditions, we need to open a short parenthesis on multi-valued functions (also
referred to as carriers), and state an important result from E. Michael.
3.3 Multi-valued functions and the Michael selection the-
orem
Let us first define multi-valued functions and selections. These definitions can
be found in [Mi 56].
Definition 3
• Let X and Y be topological spaces. A multi-valued function from X into
Y is a mapping from X into the set 2Y of non-empty subsets of Y .
• Let ϕ : X −→ 2Y be a multi-valued function. A selection for ϕ is a
continuous mapping f ∈ C(X,Y ) such that f(x) ∈ ϕ(x) for all x ∈ X.
The set of selections of a given multi-valued function ϕ is denoted S (ϕ).
Notions of continuity can be defined for multi-valued functions. In particular:
Definition 4 Let ϕ : X −→ 2Y be a multi-valued function. ϕ is said to be
lower hemi-continuous (l.h.c.) if and only if the set {x ∈ X |ϕ(x) ∩ V 6= ∅} is
open for all open V ⊂ Y .
Equivalently, ϕ is l.h.c. if and only if ∀x ∈ X, ∀y ∈ ϕ(x) and all V ⊂ Y
neighborhood of y, there exists a neighborhood U of x such that ∀x′ ∈ U :
ϕ(x′) ∩ V 6= ∅.
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Using the same notations as in our definitions, any subset S of C(X,Y ) can
be seen as a multi-valued function:
S : X −→ 2Y
x 7−→ S(x)(= {f(x)|f ∈ S}).
Another multi-valued function can be associated to S:
S˜ : X −→ 2Y
x 7−→ S(x).
We have the following result:
Proposition 1 Let S ⊂ C(X,Y ). Then the multi-valued functions S and S˜ are
l.h.c.
Proof: Let V be an open subset of Y , and V ′ = {x ∈ X |S(x) ∩ V 6= ∅}. We
have:
x ∈ V ′ ⇔ S(x) ∩ V 6= ∅
⇔ ∃f ∈ S : f(x) ∈ V
⇔ ∃f ∈ S : x ∈ f−1(V )
⇔ x ∈
⋃
f∈S
f−1(V ),
thus V ′ = ∪f∈Sf−1(V ). Since every f ∈ S is continuous and V is open, f−1(V )
is open, and so is V ′, which proves that S is l.h.c.
Given any V,W ⊂ Y with V is open, we have: W ∩ V 6= ∅ ⇔ W ∩ V 6= ∅.
Thus: {x ∈ X |S(x) ∩ V 6= ∅} = {x ∈ X |S(x) ∩ V 6= ∅}, from which one infers
that S˜ is l.h.c. ¶
Let us now go back to our isocones. Let I ∈ I(A). We have I ⊂ C(M,ReMn(C)).
Therefore, according to Proposition 1, the local isocone map:
L :M −→ In ⊂ 2ReMn(C)
x 7−→ I(x)
is a l.h.c. multi-valued function from M into ReMn(C).
Let L be any multi-valued function L : M −→ In. Using the fact that, for
all x ∈M , L(x) is a cone that contains the constant, one can easily prove that:
C(M,R) ⊂ S (L)
C(M,R+) ·S (L) ⊂ S (L).
(13)
Starting from an arbitrary local isocone map L :M −→ In that is l.h.c., can
one build an isocone? The answer to that question is yes and, as we will see later,
this condition is the second half of our necessary and sufficient conditions on
lexicographic orders. To prove this, we will need the following theorem (Lemma
5.2 in [Mi 56]) on selections of l.h.c. multi-valued functions:
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Theorem 5 (Michael selection theorem) Let X be a perfectly normal space2,
Y a separable Banach space, and ϕ : X −→ 2Y a l.h.c. multi-valued function
such that ϕ(x) is closed and convex in Y for all x ∈ X. Then there exists a
countable subset Φ of S (ϕ) such that ∀x ∈ X : ϕ(x) = Φ(x).
From this, we deduce (easily) that:
∀x ∈ X : ϕ(x) = S (ϕ)(x). (14)
Let us apply this to isocone maps. As stated above, the space M can be
assumed metrizable. Therefore, we will restrict ourselves to this case from
now on. This assumption is important because it allows us to use the Levin
theorem, as well as the Michael selection theorem. Indeed, all metrizable spaces
are perfectly normal.
Proposition 2 Assume M to be metrizable. Let L : M −→ In be a local
isocone map. If L is l.h.c., then S (L) is an isocone, and:
∀x ∈M : L(x) = S (L)(x). (15)
Proof: M is metrizable. It is therefore perfectly normal. We are clearly in
a situation where the Michael selection theorem applies. We know, from (14),
that ∀x ∈M : L(x) = S (L)(x).
Proving that S (L) is a pre-isocone is straightforward. To prove that it is
an isocone, we need to prove that it generates the algebra. We will start by
showing that there exists a finite set s1, ..., sb of selections of L that generates
ReMn(C) everywhere on M . Since L is l.h.c., there exists a countable subset
(ψi)i∈N of its continuous selections, such that (ψi(x))i∈N is dense in L(x) for all
x ∈M . Let x ∈M . There exists a finite subset of (ψi(x))i∈N that forms a basis
of ReMn(C). The elements of this finite subset have the indices n1(x), ..., nD(x)
(with D = dimReMn(C) =
n(n−1)
2 ). The ψi being continuous mappings, there
exists an open neighborhood Vx of x such that (ψni(x)(y))i=1...D is a basis of
ReMn(C) for all y ∈ Vx. The neighborhoods Vx (with x ∈ M) form a cover
of the compact space M . We can therefore extract from it a finite cover of M :
Vx1 , ..., Vxp , with p ∈ N, and x1, ..., xp ∈ M . It is clear that the finite set of
continuous selections (ψni(xj)) (with i = 1...D, j = 1, ..., p) generates ReMn(C)
everywhere on M . Let us denote its elements: s1, ..., sb ∈ S (L) (b = pD).
Let F ∈ C(M,ReMn(C)). There exists (not necessarily continuous) map-
pings fi :M → R, i = 1, ..., b, such that F =
∑
i fisi. All we need to do now is
prove that these mappings can be chosen continuous. Let ~f be the b-dimensional
vector that contains the fi, ~F the D-dimensional vector that contains the com-
ponents of F in the canonical basis of ReMn(C), and A the D × b real matrix
that has the si as columns when expressed in the canonical basis. We have
~F = A~f . Since the si generate the real vector space ReMn(C) at all points, A
is invertible from the left everywhere; there exists a (not necessarily continuous)
2X is said to be perfectly normal if, for all E,F disjoint non-empty closed subsets of X,
there exists a function f ∈ C(X,R) such that f−1({0}) = E, and f−1({1}) = F .
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real mapping B : M → Mb,D(R) such that BA = Ib on M . The fi are now
simply given by ~f = B ~F . We see that in order to have ~f continuous, we need
to choose B continuous. To this end, we will use the Michael selection theorem
again.
Let us define the multi-valued function:
B :M −→ 2Mb,D(R)
x 7−→ B(x) = {B ∈Mb,D(R)|B ×A(x) = Ib}.
For all x ∈ M , B(x) is a finite dimensional affine space. It is therefore closed
and convex. Let us now prove that B is lower hemi-continuous. Let x ∈ M ,
and B ∈ B(x). We have by definition of B that BA(x) = Ib. Let V be an open
neighborhood of B in Mb,D(R), and J : y 7→ BA(y). The map J is continuous
since A is, and J(x) = Ib. Therefore, there exists a neighborhood U1 of x such
that for all y ∈ U1 we have ‖J(y)− Ib‖ < 1. Thus, J(y) is invertible. The
mapping y 7−→ J(y)−1 is obviously well-defined and continuous on U1, and so
is y 7−→ J(y)−1B. Since we have J(x)−1B = B, there exists a neighborhood
U ⊂ U1 of x such that J(y)−1B ∈ V for all y ∈ U . Notice that J(y)−1B×A(y) =
Ib by definition, and thus that J(y)
−1B ∈ B(y). We just proved that for all
x ∈ M , B ∈ B(x), and V neighborhood of B, there exists a neighborhood U
of x such that for all y ∈ U : B(y) ∩ V 6= ∅. This is just the statement that
B is l.h.c.. We conclude that it has continuous selections. Let B˜ be such a
continuous selection. Taking ~f = B˜ ~F , we now have continuous components for
the element F : fi ∈ C(M,R). Each fi can be written as the difference of two
positive continuous functions: fi = fi,+ − fi,− (e.g. fi,+ = max(0, f), fi,− =
min(0,−f)). Therefore, we have F = F+ − F−, where F± =
∑
i fi,±si ∈ S (L)
(thanks to (13)). Thus C(M,ReMn(C)) ⊂ S (L) − S (L), which implies that
C(M,ReMn(C)) = S (L)−S (L). This concludes our proof. ¶
One can prove, using (13), that the order induced by the isocone S (L) is
the lexicographic combination of the trivial order on M , and the local order
induced by the map L.
3.4 Existence of isocones inducing a lexicographic order
We can now state the necessary and sufficient conditions we are looking for.
Theorem 6 Assume M to be metrizable. Let M be an order on M , and
L : M −→ In be a local isocone map. There exists an isocone I ∈ I(A) such
that, for all (x, ξ), (y, η) ∈ P (A):
(x, ξ) ≤I (y, η)⇔


x ≺M y
or
x = y and ξ L(x) η,
(16)
if and only if the following requirements are met:
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1. ≺M is closed,
2. L is l.h.c..
Proof: We already know from the preceding sections that these conditions are
necessary. Let us prove that they are sufficient. For this purpose, consider the
following subset of ReA:
I =Lexx∈(M,M) L(x)
:={F ∈ S (L)|∀x, y ∈M : x ≺M y ⇒ max σ(F (x)) ≤ min σ(F (y))}.
(17)
We will first prove that I is an isocone. Then we will prove that the order
it induces is given by (16). Notice first that, thanks to Proposition 2, S (L) is
an isocone.
It is clear that I is closed and contains R1A. Now, let F,G ∈ I, φ ∈ I(R)
and x, y ∈M such that x ≺M y. We have:
maxσ((F +G)(x)) ≤ max σ(F (x)) + maxσ(G(x))
≤ minσ(F (y)) + minσ(G(y))
≤ minσ((F +G)(y))
,
and F +G ∈ S (L), Therefore F +G ∈ I. We also have:
max σ(φ ◦ F (x)) = max σ(φ(F (x)))
= maxφ(σ(F (x)))
= φ(max σ(F (x))), since φ is increasing
≤ φ(min σ(F (y))), since F ∈ I and φ is increasing
≤ minσ(φ ◦ F (y)), by the same steps as above,
and φ ◦ F ∈ S (L). Therefore φ ◦ F ∈ I. Thus I is a pre-isocone.
Now, let F ∈ S (L). Let m = infx∈M minσ(F (x)). Then F ′ = F − m ∈
S (L) is positive. Define Λ = supx∈M maxσ(F
′(x)). According to Corollary 1,
(M,M ) is a compact toposet and there exists a strictly increasing continuous
real function g on M such that:
∀x, y ∈M : x ≺M y ⇒ g(y)− g(x) ≥ 1. (18)
Notice that, by the definition of I and (13):
I(M,M ) ⊂ I.
Thus g ∈ I. Consider G = F ′ + Λg ∈ S (L). For all x, y ∈ M such that
x ≺M y, we have:
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minσ(G(y)) = minσ(F ′(y)) + Λg(y)
≥ Λg(x) + Λ, since F ′ is positive, and by definition of g
≥ Λg(x) + max σ(F ′(x))
≥ maxσ(G(x)).
Thus G ∈ I. Consequently: F = G−λg+m ∈ I − I. This proves that S (L) ⊂
I−I, and thus that S (L)−S (L) ⊂ I−I. We know that S (L)−S (L) = ReA.
Hence I − I = ReA. Thus I is an isocone.
This implies the existence of an orderIM onM such that, for all (x, ξ), (y, η) ∈
P (A):
(x, ξ) ≤I (y, η)⇔


x ≺IM y
or
x = y and ξ 
I(x)
η.
(19)
The order IM is given by (12):
∀x, y ∈M : x ≺IM y ⇔ ∀F ∈ I : maxσ(F (x)) ≤ minσ(F (y)). (20)
Let x, y ∈ M . It is obvious that if x ≺M y, then x ≺IM y. Conversely, suppose
that x ≺IM y. Then we have ∀F ∈ I : maxσ(F (x)) ≤ minσ(F (y)). We know
that I(M,M ) ⊂ I. Thus: ∀f ∈ I(M,M ) : f(x) ≤ f(y), hence x M y. The
points x and y are distinct because x ≺IM y. Thus x ≺M y. One concludes that
≺IM and ≺M coincide, and so do IM and M .
All that remains to prove is that I(x) = L(x) for all x ∈ M . According
to Theorem 4, we have, for x ∈ M : L(x) = S (L)(x). Let x ∈ M . From
I ⊂ S (L), we find I(x) ⊂ S (L)(x). Conversely, Let A ∈ S (L)(x). Then there
exists F ∈ S (L) such that A = F (x). Let µ < infy∈M minσ(F (y)). Then
F ′ = F − µ ∈ S (L) is strictly positive. Let Ω ≥ 0 be defined by:
eΩ =
supy∈M max σ(F
′(y))
infy∈M min σ(F ′(y))
≥ 1,
and H = eΩgF ′ ∈ S (L) (to see that it is in S (L), use (13)). This is clearly
a strictly positive element of the algebra. For y, z ∈ M such that y ≺M z, we
have:
min σ(H(z))
maxσ(H(y))
= eΩ(g(z)−g(y))
minσ(F ′(z))
max σ(F ′(y))
≥ eΩ infy∈M minσ(F
′(y))
supy∈M maxσ(F
′(y))
≥ eΩe−Ω = 1.
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Thus H ∈ I. We have A = F (x) = µ+ e−Ωg(x)H(x) ∈ I(x) (it is easy to prove
that I(x) is a convex cone that contains the constants). Hence S (L)(x) ⊂ I(x).
We thus conclude that I(x) = S (L)(x). Taking the closure, one finds that
I(x) = L(x). This completes our proof. ¶
We now have completed the classification of isocone-induced orders whenM
is metrizable for the particular case of the algebra A = C(M)⊗Mn(C).
3.5 Application to Lorentzian manifolds
Let us now give an example of an order satisfying the conditions of Theorem
6 on a Lorentzian manifold. Consider first the D-dimensional flat spacetime
R1,D−1 with metric signature (+− . . .−). The Lorentzian causal order is given
by:
∀x, y ∈ R1,D−1 : x  y ⇔


x0 ≤ y0
and
(y − x)2 ≥ 0.
This order does not satisfy the property that ≺ is closed. Therefore, we must
look for an order that satisfies this property, is orthocronous-Poincare´ invariant,
and approximates Lorentzian order. For Λ ≥ 0, we define the following subsets
of R1,D−1:
C (Λ) = {x|x0 ≥ 0 and x2 ≥ Λ2}
C
o(Λ) = C (Λ) ∪ {0}.
The order we are looking for is:
x Λ y ⇔ y − x ∈ C o(Λ), (21)
with Λ > 0. Indeed, we have:
x ≺Λ y ⇔ y − x ∈ C (Λ),
which is a closed relation, since the set C (Λ) is closed. Notice that for Λ = 0, the
order Λ simply reduces to the Lorentzian order. This order can be generalized
to causal spacetimes. For this, we need a Lorentzian distance on M , that
is a distance d such that d(x, y) is the length of the geodesic connecting x
and y if they are causally related (in the Lorentzian sense), and vanishes if
x and y are not causally related. In flat spacetime, this is simply d(x, y) =√
max(0, (x− y)2). The order Λ is now defined by:
x ≺Λ y ⇔


x0 ≤ y0
and
d(x, y) ≥ Λ,
where Λ > 0. This order is obviously invariant by all orthocronous diffeomor-
phisms, and approximates Lorentzian order for small values of Λ.
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Figure 4: Lorentzian causality needs to be altered on noncommutative mani-
folds.
3.6 General finite-dimensional algebra
We know consider the algebra A = C(M) ⊗ Af . We give the classification
theorems for such an algebra, their proofs are delayed until the appendix.
Theorem 7 Let I ∈ I(A). There exists an order MK on MK such that for
all (k, x, ξ), (l, y, η) ∈ P (A):
(k, x, ξ) ≤I (l, y, η)⇔


(k, x) ≺MK (l, y)
or
(k, x) = (l, y) and ξ ≤Ik,x η,
(22)
where Ik,x = πk(I(x)) ∈ Ink .
Let us define:
Gk,l = {(x, y) ∈M ×M |(k, x) ≺MK (l, y)}. (23)
Theorem 8 Assume M to be metrizable. Let MK be an order on MK, and
Lk :M −→ Ink , k = 1..K be a set of local isocone maps. There exists an isocone
I ∈ I(A) such that, for all (k, x, ξ), (l, y, η) ∈ P (A):
(k, x, ξ) ≤I (l, y, η)⇔


(k, x) ≺MK (l, y)
or
(k, x) = (l, y) and ξ Lk(x) η,
(24)
if and only if the following requirements are met:
1. M is closed, and for all k, l ∈ J1,KK such that (nk, nl) 6= (1, 1), Gk,l is
closed in M ×M .
2. for all k ∈ J1,KK, Lk is l.h.c.
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We see that the order locally vanishes on the copies of M which are associated
to a noncommutative algebra. Moreover, the construction of examples of orders
meeting the requirements of the theorem and approximating the usual causal
order on spacetime gives rise to interesting combinatorial conditions (see the
appendix).
4 Discussion
A few words need to be said about the physical consequences of our theorems.
For the sake of simplicity, we will focus on the simple case described in Theorem
6. We assume that M is metric, with a distance d defined on it. Let I ∈ I(A),
and M the order it induces on M . Since the set {(x, y) ∈ M ×M |x ≺M y}
is closed, it is compact. The distance d is continuous, therefore it reaches its
infimum on that set, hence:
ε0 = inf
x≺My
d(x, y) > 0. (25)
By definition of ε0, we have:
∀x 6= y : d(x, y) < ε0 ⇒ x‖My. (26)
In other words, there exists a scale below which the order ceases to exist. This
scale is a global characteristic of M : for a given isocone, the order on M cannot
be arbitrarily fine. The manifold M can better be thought of as a compact
neighbourhood in a given spacetime. The requirement (26) is obviously met
when M is a compact, hence finite, piece of a discrete manifold. As such, our
results can be understood as a motivation for discrete approaches to quantum
gravity. It is however interesting to note that discreteness is not imposed by our
theorem, in fact we have given above an example of order relation defined on a
smooth manifold and satisfying (26).
The absence of order at small distances is only true in the noncommutative
case (n ≥ 2). This shows that the noncommutativity of the algebra greatly
constrains the allowed orders. More surprisingly, the reverse is true as well. In
the case n ≥ 3, all local isocones are trivial and the local order is as coarse as
possible. But for n = 2, the local order is not necessarily trivial. In that case,
let us build the multi-valued function K : M −→ 2S2 that associates a subset
of the sphere to the local isocone I(x) such that I(x) = R+K(x) + R12. It is
easy to see that K is l.h.c. Let µ : 2S
2 −→ R+ be a strictly positive measure
of the sphere - that is, µ is strictly positive for all open subsets of S2. Then
one can prove that a : x 7−→ µ(K(x)) ∈ RM is lower semi-continuous. Given
that M is compact, a reaches its infimum on it: there exists x0 ∈M such that:
a0 ≡ infM a = a(x0) = µ(K(x0)). Because K(x0) is of non-empty interior, a0
is strictly positive. We therefore have:
∀x ∈M : µ(K(x)) ≥ a0 > 0. (27)
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Thus the local isocones cannot be arbitrarily narrow; this is the non-closing
cones phenomenon (see [Be 13]). In other words, the ‘internal’ order cannot
be arbitrarily fine. This proves that the commutative component of the algebra
influences the noncommutative one as well. It is, in both cases, the manifestation
of the compatibility between topology and order that we have imposed.
The disappearance of causality at small scales is remarkably coherent with
the physical properties of the spectral action, despite the fact that it does not
appear at any point in isocone theory. Indeed, it is shown in [KLV 14] and
[ASZ 14] that bosons do not propagate at high energies, and thus at small
scales. The contribution of the high energy components of their propagators
is shown to be proportional to a delta distribution. One wonders whether this
indicates a hidden connection between causality and the spectral action. This
might also be an indication that the almost-commutative manifold hypothesis
breaks down at high energies, where quantum gravity effects are not negligible
anymore.
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A Proof of the classification theorems for a gen-
eral almost-commutative algebra
A.1 Proof of Theorem 7
Proof: The proof is similar to that of Theorem 4. We will thus not give it in
details.
Let P be a finite subset of M . We denote PK = J1,KK×P ⊂MK . Consider
evP (A) =
⊕K
k=1(Af )x
∼=⊕(k,x)∈PK Mnk(C)x the restriction of A to P . Its pure
state space is P (evP (A)) ∼=
∐K
k=1(P × CPnk−1) ⊂ P (A). We denote πk,x the
projection on the Mnk(C)x component of the restricted algebra. Let I ∈ I(A).
Then IP ≡ evP (I) ∈ I(evP (A)). Similarly to what is done in Theorem 4, on
can prove that ≤I and ≤IP coincide on P .
IP is finite-dimensional. Therefore, there exists an order PK on PK such
that for all (k, x, ξ), (l, y, η) ∈ P (evP (A)):
(k, x, ξ) ≤I (l, y, η)⇔


(k, x) ≺PK (l, y)
or
(k, x) = (l, y) and ξ ≤Ik,x η,
(28)
where Ik,x = πk,x(IP ) ∈ Ink . One can prove that Ik,x = πk(I(x)).
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Let (ξk)k=1..K be a collection of fixed elements such that ξk ∈ CPnk−1.
Consider the binary relation MK on MK defined by:
∀(k, x), (l, y) ∈MK : (k, x) MK (l, y)⇔ (k, x, ξk) ≤I (l, y, ξl). (29)
This is a closed order on MK . Using (28), one easily proves that PK and MK
coincide on PK . We rewrite (28) as:
∀(k, x, ξ), (l, y, η) ∈ P (evP (A)), (k, x, ξ) ≤I (l, y, η)⇔


(k, x) ≺MK (l, y)
or
(k, x) = (l, y) and ξ ≤Ik,x η.
This is once again true for all P finite subset of M . Hence our theorem. ¶
We see that MK is closed. Therefore (MK ,MK ) is a compact toposet.
We now prove that, for k, l ∈ J1,KK such that (nk, nl) 6= (1, 1):
∀x, y ∈M : (k, x) ≺MK (l, y)⇔ ∀F ∈ I : maxσ(Fk(x)) ≤ minσ(Fl(y)). (30)
Let k, l ∈ J1,KK be such that (nk, nl) 6= (1, 1), and x, y ∈M . If (k, x) ≺MK
(l, y), then (k, x, ξ) ≤I (l, y, η) for all ξ ∈ CPnk−1, η ∈ CPnl−1. Conversely, sup-
pose that (k, x, ξ) ≤I (l, y, η) for all ξ ∈ CPnk−1, η ∈ CPnl−1. Then (k, x) MK
(l, y). If (k, x) = (l, y), then for all ξ ∈ CPnk−1, η ∈ CPnl−1 : ξ ≤Ik,x η, which
is absurd (since here nk = nl 6= 1). Therefore (k, x) and (l, y) are distinct, and
we have: (k, x) ≺MK (l, y). Thus:
(k, x) ≺MK (l, y)⇔ ∀ξ ∈ CPnk−1, η ∈ CPnl−1 : (k, x, ξ) ≤I (l, y, η)
⇔ ∀F ∈ I : maxσ(Fk(x)) ≤ minσ(Fl(y)).
From (30), we conclude that for all k, l ∈ J1,KK such that (nk, nl) 6= (1, 1),
the graph:
Gk,l = {(x, y) ∈M ×M |(k, x) ≺MK (l, y)}
is closed. We now have the necessary and sufficient conditions on MK .
Consider the local isocone maps:
Lk :M −→ Ink
x 7−→ Ik,x = πk(I(x)).
Let Ik be the projection of I on the k-th component:
Ik = πk(I) ≡ {Fk|F ∈ I} ⊂ C(M,ReMnk(C)).
We have, for x ∈M : πk(I(x)) = Ik(x). Therefore Lk(x) = Ik(x). Thus the Lk
are all l.h.c.
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A.2 Proof of Theorem 8
Proof: Let L =
⊕
k S (Lk). According to Proposition 2, S (Lk) is an isocone
for every k = 1...K. It is not hard to see that L is an isocone of A. Moreover,
(13) can be generalized here as:
C(MK ,R) ⊂ L
C(MK ,R+) ·L ⊂ L ,
where we used the embedding of C(MK) in A described in section (3.1).
Consider the following subset of ReA:
I = {F ∈ L |(k, x) ≺MK (l, y)⇒ maxσ(Fk(x)) ≤ minσ(Fl(y))}. (31)
Proving that I is a pre-isocone is straightforward and is done in the same fashion
as in the proof of Theorem 6. Let us now prove that it is an isocone.
Notice first that, since MK is closed, (MK ,MK ) is a compact toposet.
We thus have C(MK ,R) = I(MK ,MK )− I(MK ,MK ). It is easy to see that
I(MK ,MK ) ⊂ I. Hence C(MK ,R) ⊂ I − I. Thanks to the Levin theorem, we
know that there exists a strictly increasing continuous function v on MK . For
k, l = 1...K such that (nk, nl) 6= (1, 1), we define:
mk,l =


inf
(x,y)∈Gk,l
(vl(y)− vk(x)) if Gk,l 6= ∅
1 otherwise.
Using the compactness of Gk,l, we get mk,l > 0. Let m > 0 be the smallest of
the mk,l. By their definition, the function g =
v
m
is such that, for all k, l such
that (nk, nl) 6= (1, 1), and all x, y ∈M :
(k, x) ≺MK (l, y)⇒ gl(y)− gk(x) ≥ 1.
Now, let F ∈ L . We can suppose without any loss in generality that F is
positive. We decompose it as F = F c + Fnc, where:
F ck = Fkδnk,1
Fnck = Fk(1 − δnk,1);
F c contains the components of F that take their values in the commutative
parts of the finite algebra, whereas Fnc contains the ones that take their values
in the noncommutative parts. Both parts are positive. We obviously have
F c ∈ C(MK ,R) ⊂ I − I. Once again, we define Λ = supx∈M maxσ(Fnc(x)),
and from there: G = Fnc + Λg ∈ L . Let (k, x) ≺MK (l, y). If (nk, nl) 6= (1, 1),
then:
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minσ(Gl(y)) = minσ(F
nc
l (y)) + Λgl(y)
≥ Λgk(x) + Λ
≥ Λgk(x) + maxσ(Fnck (x))
≥ maxσ(Gk(x)).
If nk = nl = 1, then F
nc
k = F
nc
l = 0. Thus: minσ(Gl(y)) = Λgl(y) ≥ Λgk(x) =
maxσ(Gk(x)), since g is non-decreasing. Hence G ∈ I. We have: F = F c+G−
Λg ∈ I − I + I − I ⊂ I − I. Thus L ⊂ I − I. This implies that I − I = ReA.
Hence I is an isocone.
We conclude that there exists an order ≺IMK on MK such that:
(k, x, ξ) ≤I (l, y, η)⇔


(k, x) ≺IMK (l, y)
or
(k, x) = (l, y) and ξ 
Ik(x)
η.
(32)
Let (k, x) ≺IMK (l, y). Then for all ξ, η: (k, x, ξ) ≤I (l, y, η). Thus, for all
F ∈ I, we have max σ(Fk(x)) ≤ minσ(Fl(y)). Using I(MK ,MK ) ⊂ I, we
infer that (k, x) ≺MK (l, y). Conversely, (k, x) ≺MK (l, y) implies that for all
F ∈ I, we have maxσ(Fk(x)) ≤ min σ(Fl(y)) (by the definition of I). Thus, for
all ξ, η: (k, x, ξ) ≤I (l, y, η). Since the order is lexicographic, this implies that
(k, x) IMK (l, y), and thus that (k, x) ≺IMK (l, y). We conclude that the orders
≺IMK and ≺MK coincide.
Finally, let k ∈ J1,KK, and x ∈ M . We have Ik ⊂ S (Lk), hence Ik(x) ⊂
S (Lk)(x). Conversely, let B ∈ S (Lk)(x). If nk = 1, then Lk(x) = R. Hence
B ∈ R. Let B˜ = B · 1A ∈ I. We have B˜k(x) = B. Thus B ∈ Ik(x). If nk ≥ 2,
define B˜ ∈ Af such that B˜l = Bδlk. It is clear that B˜ ∈ L (x). Using the same
method as in the proof of Theorem 6, one can prove that B˜ ∈ I(x), and thus
that B ∈ Ik(x). We conclude that S (Lk)(x) ⊂ Ik(x), from which one can infer
that Ik(x) = S (Lk)(x). Taking the closure, we find: Lk(x) = Ik(x). ¶
A.3 Properties and an example
The properties described in section (4) apply here. Indeed, the local isocones
cannot be arbitrarily narrow. Moreover, if d is the distance on M , then for all
k such that nk ≥ 2, there exists a scale εk > 0 such that:
∀x 6= y : d(x, y) < εk ⇒ (k, x)‖MK (k, y) (33)
(this can be proved using that Gkk is closed). That is, order ceases to exists at
small scales on the noncommutative copies of M only.
To conclude this appendix, let us give an example of such an order; we
consider a D-dimensional flat spacetime R1,D−1, and we want to generalize
Lorentzian causality as in the example of section (3.5). We are looking for an
order that is orthocronous-Poincare´ invariant, under the assumption that all the
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copies of M in MK transform simultaneously under a Poincare´ transformation.
For this purpose, we consider a partition P, P o of J1,KK2. Then one can define
the binary relation Λ such that:
∀x, y ∈M, ∀(k, l) ∈ P : (k, x) Λ (l, y)⇔ y − x ∈ C (Λk,l),
∀x, y ∈M, ∀(k, l) ∈ P o : (k, x) Λ (l, y)⇔ y − x ∈ C o(Λk,l),
(34)
with Λk,l ≥ 0 a constant parameter for k, l = 1..K. The ‘cones’ C (Λ) and C o(Λ)
are defined in section (3.5). Since C (Λ) and C o(Λ) coincide when Λ = 0, we will
assume that Λk,l > 0 when (k, l) ∈ P , and leave the case Λk,l = 0 to (k, l) ∈ P o.
Using the reversed triangular inequality
√
(a+ b)2 ≥
√
a2 +
√
b2, one can
prove that C (Λ1) + C (Λ2) ⊂ C (Λ) if and only if Λ1 + Λ2 ≥ Λ. Using this, one
can write the necessary and sufficient conditions on Λ for it to be an order.
These are the following:
• reflexivity: {(k, k)|k ∈ J1,KK} ⊂ P o, (R)
• antisymmetry: ∀(k, l), k 6= l ⇒ (k, l) ∈ P or (l, k) ∈ P , (A)
• transitivity:
1. ∀k, l,m : Λk,l + Λl,m ≥ Λk,m, (T1)
2. ∀(k, l) ∈ P o, ∀m : Λl,m ≥ Λk,m and Λm,k ≥ Λm,l, (T2)
3. ∀k, l,m : [(k, l) ∈ P o and (l,m) ∈ P o]⇒ (k,m) ∈ P o. (T3)
Finally, and assuming that Λ is an order, the requirements of Theorem 8
are met if and only if:
∀k : nk ≥ 2⇒ Λk,k > 0. (O)
Let us give a specific example. Consider the finite algebra Af = C⊕M2(C)⊕
M3(C). First, we have to find a partition P, P
o of J1, 3K2 that satisfies rules
(R),(A) and (T3). Reflexivity tells us that (1, 1), (2, 2), (3, 3) ∈ P o. We have
to put at least half of the remaining couples in P while satisfying antisymme-
try. We chose to have (1, 2), (1, 3), (3, 2) ∈ P . What remains has to be split
between P and P o in a way that satisfies (T3). For example, we choose to have
(2, 3), (3, 1) ∈ P o, which imposes that the last remaining couple (2, 1) be in P o
as well. We thus have the partition shown in the left part of Table 1.
Next, we need to chose values for the Λk,l that satisfy rules (T1), (T2) and
(O). For simplicity, we will choose their values in the set {0,Λ}, where Λ > 0
is a constant parameter, while keeping as few nonzero Λs as possible. We start
by filling the diagonal. Because of rule (O), we must choose Λ2,2 = Λ3,3 = Λ.
But we are allowed to choose Λ1,1 = 0. Using (T2), we see that the inequalities
Λk,l ≤ min(Λk,k,Λl,l) and Λl,k ≥ max(Λk,k,Λl,l) hold for all (k, l) ∈ P o. For
example, we have (2, 1) ∈ P o. Thus, we have Λ2,1 ≤ 0 and Λ1,2 ≥ Λ. We choose
Λ2,1 = 0 and Λ1,2 = Λ. The same can be done for (3, 1) and (2, 3), leaving us
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with no more Λs to specify. The chosen Λs are displayed in the right part of
Table 1. We leave it to the reader to check that these values do satisfy rules
(T1), (T2) and (O).
❍
❍
❍
❍
❍
k
l
1 2 3
1 P o P P
2 P o P o P o
3 P o P P o
❍
❍
❍
❍
❍
k
l
1 2 3
1 0 Λ Λ
2 0 Λ 0
3 0 Λ Λ
Table 1: On the left is displayed the set to which the couple (k, l) belongs. On
the right, the value of the parameter Λk,l.
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