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1. Introduction
Matrices whose entries satisfy some specified relation have been objects of interest for years, such
asmagic squares [1] and Pascalmatrices [2]. In [3], the authors introduced a class ofmatrices A = (aij)
whose entries satisfy the recurrence relation
αai−1,j−1 + βai−1,j = aij, (1.1)
where α and β are a pair of nonzero real numbers. Such matrices are said to be 7α,β-matrices since
the relative positions of the entries ai−1,j−1, ai−1,j and aij in (1.1) form the “mirrored gamma” or
“figure 7” shape. The relation (1.1) is called the 7α,β -law and we call a matrix a 7-matrix if it is a
7α,β-matrix for some α, β . For example, lower triangular Pascal matrices are 71,1-matrices. It is easily
seen from the definition that a 7-matrix is completely determined by its first row, first column and the
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recurrence relation. The structure and some properties along with some applications of 7-matrices
were investigated in [3]. The motivational probability model for studying such interesting matrices
was also described in [3].
It seems that 7-matrices do not have nice analytic properties. In this paper, we consider a spe-
cial class of 7-matrices, the symmetric 7-matrices. Compared with general 7-matrices, symmetric
7-matrices have a simple structure and some nice properties.
Throughout this paper, all matrices are square and real. The set of all 7α,β-matrices of order n shall
be denoted by Mn(α, β) whereas Sn(α, β) denote the set of all n × n symmetric 7α,β -matrices. We
denote by In the identity matrix of order n. We refer to the k-th skew-diagonal of a matrix A = (aij) as
the entries whose subscripts satisfy i + j = k + 1. If all of the entries on the k-th skew-diagonal are
equal, then we say that A has a constant k-th skew-diagonal. Given a pair of nonzero real numbers α
and β , we call a vector x = (x1, x2, . . . , xn)T ∈ Rn (n  3) an (α, β)-vector if xi = αxi−2 + βxi−1
for every i, 3  i  n. An (α, β)-vector is completely determined by its first two components and the
recurrence relation. Let Vn(α, β) denote the set of all (α, β)-vectors with n components.
Theorem 1. For n  3, Vn(α, β) is a 2-dimensional vector space.
Proof. It is easy to check that Vn(α, β) is a subspace of R
n. Observe that a nonzero vector x ∈ Rn is
an (α, β)-vector if and only if x is an eigenvector of the following lower triangular matrix
L =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 · · · 0
0 1 0 0 · · · 0
α β 0 0 · · · 0
0 α β 0 · · · 0
...
...
. . .
. . .
. . .
...
0 0 · · · α β 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
n×n
(1.2)
corresponding to the eigenvalue 1.
Thus, Vn(α, β) = V1, where V1 = {x|Lx = x} = ker(L − In). It is easy to see that rank(L − In) =
n − 2. Hence, dimVn(α, β) =dimV1 = 2. 
2. Structure and properties of symmetric 7-matrices
In this section, we will determine the structure and investigate some properties of symmetric 7-
matrices. For a matrix A ∈ Mn(α, β), we denote the first row and the first column of A by r(A) and
c(A), respectively.
Lemma 2. Let A ∈ Mn(α, β), n  3. Then A ∈ Sn(α, β) if and only if r(A) = c(A)T and r(A) is an
(α, β)-vector.
Proof. Let r(A) = (x1, x2, . . . , xn) and c(A) = (x1, y2, . . . , yn)T . If A = (aij) ∈ Mn(α, β) is sym-
metric, then it is clear that r(A) = c(A)T . It is easily seen that a22 = αa11 + βa12 = αx1 + βx2,
a23 = αa12 + βa13 = αx2 + βx3 and a32 = αa21 + βa22 = αx2 + β(αx1 + βx2). Hence, it follows
from a23 = a32 andβ = 0 that x3 = αx1+βx2. Similarly, a24 = αx3+βx4, a42 = αx3+β(αx2+βx3)
and thus x4 = αx2 + βx3. Continuing in this way we deduce that xi = αxi−2 + βxi−1 for every i,
i = 3, . . . , n, i.e., r(A) is an (α, β)-vector.
Conversely, if r(A) = c(A)T and r(A) is an (α, β)-vector, then A is of the form
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⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
x1 x2 · · · xn−1 xn
x2 x3 · · · xn ∗
...
...
. . .
...
...
xn−1 xn · · · ∗ ∗
xn ∗ · · · ∗ ∗
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
That is,Ahas constant k-th skew-diagonals, k = 1, . . . , n. Using the recurrence relation (1.1), it follows
that A has a constant (n + 1)-th skew-diagonal, each entry on which is αxn−1 + βxn. Continuing in
this way we conclude that A has constant k-th skew-diagonals for every k, k = 1, . . . , 2n − 1, which
implies the symmetry of A. 
A Hankel matrix⎛
⎜⎜⎜⎜⎜⎜⎜⎝
c1 c2 · · · cn
c2 c3 · · · cn+1
...
...
. . .
...
cn cn+1 · · · c2n−1
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
is a square matrix in which for every r, 1  r  2n − 1, the entries on the r-th skew-diagonal are the
same. It can be seen from Lemma 2 that if A ∈ Sn(α, β), then each row (resp. each column) of A is an
(α, β)-vector. Let xi = αxi−2 + βxi−1, 3  i  2n − 1. Then a symmetric 7-matrix is of the form⎛
⎜⎜⎜⎜⎜⎜⎜⎝
x1 x2 · · · xn
x2 x3 · · · xn+1
...
...
. . .
...
xn xn+1 · · · x2n−1
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
, (2.1)
which is a Hankel matrix and is completely determined by the first two components of its first row or
first column, i.e., x1 and x2.
Theorem 3. For n  3, Sn(α, β) is a 2-dimensional vector space.
Proof. Let A, B ∈ Sn(α, β) and let λ, μ ∈ R. Let C = λA + μB. A simple computation shows that the
entries of C satisfy the 7α,β -law (1.1) and C = CT , i.e., C ∈ Sn(α, β), so that Sn(α, β) is a subspace of
the vector space of all n × n real matrices.
By the structure of the matrix in (2.1), it is easily seen that Sn(α, β) is isomorphic to Vn(α, β).
Hence, by Theorem 1, dim Sn(α, β)=dim Vn(α, β) = 2. 
Theorem 4. Let A ∈ Sn(α, β) be of the form (2.1), n  3. Then
(1) LA = ALT = A, where L is defined in (1.2);
(2) span{w1,w2, . . . ,wn−2} ⊆ kerA, where w1 = (−α,−β, 1, 0, . . . , 0)T , w2 = (0,−α,−β, 1, 0,
. . . , 0)T , …, wn−2 = (0, . . . , 0,−α,−β, 1)T ;
(3) A is congruent to
⎛
⎝ x1 x2
x2 αx1 + βx2
⎞
⎠⊕ 0n−2.
Proof
(1) Since each row and each column of A is an (α, β)-vector, we have LA = ALT = A.
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(2) By a direct computation we see that Awi = 0, i = 1, . . . , n− 2. Hence, any linear combination
of w1, . . ., wn−2 belongs to the kernel of A.
(3) Let
C =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 · · · 0
0 1 0 0 · · · 0
−α −β 1 0 · · · 0
0 −α −β 1 · · · 0
...
...
. . .
. . .
. . .
...
0 0 · · · −α −β 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
n×n
. (2.2)
Then C is invertible and CACT =
⎛
⎝ x1 x2
x2 αx1 + βx2
⎞
⎠⊕ 0n−2. 
We write A  0 if A is positive semidefinite, which means that 〈Ax, x〉  0 for all x ∈ Rn.
Corollary 5. Let A ∈ Sn(α, β) be of the form (2.1), n  2. Then rank(A)  2 and A  0 if and
only if
⎛
⎝ x1 x2
x2 x3
⎞
⎠  0.
For two matrices A, B ∈ Sn(α, β), AB is not symmetric in general. The following theorem gives a
sufficient and necessary condition under which AB is symmetric, or equivalently, A and B commute.
For the sake of convenience, if A ∈ Sn(α, β) is determined by the two real numbers x1 and x2, then
we write A = [x1, x2]α,β .
Theorem 6. Let A = [x1, x2]α,β, B = [y1, y2]α,β ∈ Sn(α, β), n  2. If n is even, then AB is sym-
metric if and only if x1y2 = x2y1 or α = 1. If n is odd, then AB is symmetric if and only if x1y2 = x2y1.
Proof. For A = [x1, x2]α,β, B = [y1, y2]α,β ∈ Sn(α, β), it follows from (3) of Theorem 4 that CACT =
X2 ⊕ 0n−2 and CBCT = Y2 ⊕ 0n−2, where X2 =
⎛
⎝ x1 x2
x2 αx1 + βx2
⎞
⎠ and Y2 =
⎛
⎝ y1 y2
y2 αy1 + βy2
⎞
⎠. A
direct computation shows that
C(AB − BA)CT = [X2 ⊕ 0n−2](CCT )−1[Y2 ⊕ 0n−2] − [Y2 ⊕ 0n−2](CCT )−1[X2 ⊕ 0n−2]. (2.3)
Hence, in view of (2.3), to compute C(AB−BA)CT , we need only to compute the 2×2 leading principal
submatrix of (CCT )−1.
Observe that thefirst twocolumnsofC−1 are (α, β)-vectorsdeterminedby1,0and0,1, respectively.
Let the first two columns of C−1 be z1 and z2. Then the 2 × 2 leading principal submatrix of (CCT )−1
is
⎛
⎝ zT1z1 zT1z2
zT1z2 z
T
2z2
⎞
⎠. Thus, the righthand side of the equality (2.3) equals Z2 ⊕ 0n−2 for some 2× 2matrix
Z2. Since C(AB − BA)CT is skew-symmetric, we need only to compute (Z2)12, the (1,2)-position entry
of Z2. By a direct computation we have
(Z2)12 = (zT1z1 + βzT1z2 − αzT2z2)(x1y2 − x2y1).
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Next, we will proceed by induction on n to show that
zT1z1 + βzT1z2 − αzT2z2 = Pn(α), (2.4)
where Pn(α) = (−α)n−1 + (−α)n−2 + · · · + (−α) + 1.
It is clear that (2.4) holds for n = 2. If n = 3, then z1 = (1, 0, α)T , z2 = (0, 1, β)T . Thus,
zT1z1 + βzT1z2 −αzT2z2 = α2 −α + 1 = P3(α). Suppose (2.4) is true for n− 1 and let A, B ∈ Sn(α, β).
Partition z1 and z2 as z1 = (z˜T1 , (z1)n)T and z2 = (z˜T2 , (z2)n)T , where (zi)n is the n-th component of zi,
i = 1, 2. Then by the inductive hypothesis,
zT1z1 + βzT1z2 − αzT2z2 = z˜T1 z˜1 + β z˜T1 z˜2 − αz˜T2 z˜2 + (z1)2n + β(z1)n(z2)n − α(z2)2n
= Pn−1(α) + (z1)2n + β(z1)n(z2)n − α(z2)2n. (2.5)
Observe that (z1)n = α(z2)n−1 and (z2)n = (z1)n−1 + β(z2)n−1. Then by recurrence,
(z1)
2
n+β(z1)n(z2)n−α(z2)2n=(−α)[(z1)2n−1+β(z1)n−1(z2)n−1−α(z2)2n−1] = · · · = (−α)n−1.
Therefore, by (2.5), zT1z1 + βzT1z2 − αzT2z2 = Pn−1(α) + (−α)n−1 = Pn(α).
Now, we come to the conclusion that
C(AB − BA)CT = Pn(α)(x1y2 − x2y1)
⎡
⎣
⎛
⎝ 0 1
−1 0
⎞
⎠⊕ 0n−2
⎤
⎦ .
From the above equality we see that AB = BA if and only if Pn(α)(x1y2 − x2y1) = 0. Note that
Pn(α) = 0 for some real number α if and only if n is even and α = 1. Therefore, if n is even, then
AB is symmetric if and only if x1y2 = x2y1 or α = 1. If n is odd, then AB is symmetric if and only if
x1y2 = x2y1. 
We remark that even if A, B ∈ Sn(α, β) and AB is symmetric, it may happen that AB /∈ Sn(α, β).
Just taking A = B =
⎛
⎜⎜⎜⎝
1 1 2
1 2 3
2 3 5
⎞
⎟⎟⎟⎠ ∈ S3(1, 1), then AB = A2 =
⎛
⎜⎜⎜⎝
6 9 15
9 14 23
15 23 38
⎞
⎟⎟⎟⎠ is not a 7-matrix.
For A, B ∈ Sn(α, β), the following theorem gives a sufficient condition for AB ∈ Sn(α, β) under
some restrictions.
Theorem 7. Let A, B ∈ Sn(α, β) with α = 1. If rank(A) = 1 and AB is symmetric, then AB ∈ Sn(α, β).
Proof. SinceAB is symmetric, byTheorem6wemayassumethat (y1, y2) = k(x1, x2) for somenonzero
real number k. If rank(A) = 1, then X2 =
⎛
⎝ x1 x2
x2 αx1 + βx2
⎞
⎠ is also of rank 1. Thus X2 =
⎛
⎝ x1 lx1
lx1 l
2x1
⎞
⎠
for some real number l. Assume that the 2 × 2 leading principal submatrix of (CCT )−1 is
⎛
⎝ z1 z2
z2 z3
⎞
⎠.
Then a direct computation shows that
1
k
C(AB)CT = [X2 ⊕ 0n−2](CCT )−1[X2 ⊕ 0n−2] =
⎛
⎝ w1 lw1
lw1 l
2w1
⎞
⎠ , (2.6)
where w1 = x21z1 + lx21z2 + lx21z2 + l2x21z3.
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Since X2 ∈ S2(α, β), it follows that (α + lβ)x1 = l2x1. Since rank(A) = 1 implies x1 = 0, we get
α+ lβ = l2. Therefore,
⎛
⎝ 1kw1 lkw1
l
k
w1
l2
k
w1
⎞
⎠ ∈ S2(α, β). For a symmetricmatrix A, it is not difficult to check
that (3) of Theorem 4 is also a sufficient condition for A ∈ Sn(α, β). Hence by (2.6), AB ∈ Sn(α, β). 
Theorem 8. Let A = [x1, x2]α,β, B = [y1, y2]α,β ∈ Sn(α, β), n  3. Then each row and each column of
AB and BA is an (α, β)-vector.
Proof. For any row of AB, say row i, 1  i  n, let j be a positive integer such that 1  j 
n − 2. Then (AB)i,j = ∑n−1h=0 xi+hyj+h, (AB)i,j+1 = ∑n−1h=0 xi+hyj+1+h, (AB)i,j+2 = ∑n−1h=0 xi+hyj+2+h.
It follows that (AB)i,j+2 = ∑n−1h=0 xi+hyj+2+h = ∑n−1h=0 xi+h(αyj+h + βyj+h+1) = α∑n−1h=0 xi+hyj+h +
β
∑n−1
h=0 xi+hyj+h+1 = α(AB)i,j + β(AB)i,j+1, i.e., row i of AB is an (α, β)-vector. In a similar way, we
conclude that each column of AB is an (α, β)-vector. Since BA = (AB)T , each row and each column of
BA is an (α, β)-vector. 
Let A ∈ Sn(α, β) be of the form (2.1). Given two positive integers i and j with 1  i < j 
2n − 1, we claim that there exist two polynomials in α and β , say p1(α, β) and p2(α, β), such that
xj = p1(α, β)xi + p2(α, β)xi+1, i.e., xj can be written as a linear combination of xi and xi+1. Indeed,
if j = i + 1, then xj = 0xi + 1xi+1. If j − i = 2, then xj = αxj−2 + βxj−1 = αxi + βxi+1. If
j− i  3, then xj = αxj−2 +βxj−1 = αxj−2 +β(αxj−3 +βxj−2) = αβxj−3 + (α+β2)xj−2 = · · · =
p1(α, β)xi + p2(α, β)xi+1 for some polynomials p1(α, β) and p2(α, β). Moreover, if j − i = k − j for
some positive integer k, j < k  2n − 1, then xk can be expressed as a linear combination of xj and
xj+1 with the same coefficients as above, i.e., xk = p1(α, β)xj + p2(α, β)xj+1. This is because it takes
the same number of steps to decompose xj and xk into the linear combination of xi, xi+1 and xj , xj+1,
respectively. The above facts will be frequently used throughout the rest of this paper.
Given a symmetric 7-matrix A, we are wondering about the submatrices of A which are also sym-
metric 7-matrices. The following theoremexhibits a class of submatrices ofAwhich are also symmetric
7-matrices. It isworth pointing out that itmay happen that some submatrices of A are symmetric 7δ,γ -
matrices with δ = 0 or γ = 0, which is slightly different from the definition of a 7-matrix introduced
in Section 1.
Theorem 9. Let A ∈ Sn(α, β) be of the form (2.1), n  3. Then any submatrix of A of the form
A˜ =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
xi xi+k · · · xi+lk
xi+k xi+2k · · · xi+(l+1)k
...
...
. . .
...
xi+lk xi+(l+1)k · · · xi+2lk
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
(l+1)×(l+1)
(2.7)
is a symmetric7-matrix,where i, l andk arepositive integers satisfying1  i  2n−3and i+2lk  2n−1.
In particular, if k = 1, then A˜ ∈ Sl+1(α, β).
Proof. In order to prove that A˜ is a symmetric 7-matrix, we need to prove that there exist a pair of real
numbers δ and γ such that xi+(m+1)k = δxi+(m−1)k + γ xi+mk for everym, 1  m  2l − 1. Here we
allow δ = 0 or γ = 0. For any m, 1  m  2l − 1, we can represent xi+(m+1)k and xi+mk as a linear
combination of xi+(m−1)k and xi+(m−1)k+1, respectively,
xi+(m+1)k = f1(α, β)xi+(m−1)k + f2(α, β)xi+(m−1)k+1, (2.8)
xi+mk = g1(α, β)xi+(m−1)k + g2(α, β)xi+(m−1)k+1, (2.9)
where fi(α, β) and gi(α, β), i = 1, 2, are polynomials in α and β .
We consider the following two cases.
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Case 1. g2(α, β) = 0.
By (2.9), we have xi+(m−1)k+1 = xi+mk−g1(α,β)xi+(m−1)kg2(α,β) and then by (2.8), we have
xi+(m+1)k = f1(α, β)xi+(m−1)k + f2(α, β)xi+mk − g1(α, β)xi+(m−1)k
g2(α, β)
=
[
f1(α, β) − f2(α, β)g1(α, β)
g2(α, β)
]
xi+(m−1)k + f2(α, β)
g2(α, β)
xi+mk.
Hence, A˜ is a symmetric 7δ,γ -matrix with δ = [f1(α, β) − f2(α,β)g1(α,β)g2(α,β) ] and γ =
f2(α,β)
g2(α,β)
.
Case 2. g2(α, β) = 0.
If g1(α, β) = 0, by (2.9), xi+mk = 0 for every m, 1  m  2l. Moreover, xi+mk+1 = g1(α, β)
xi+(m−1)k+1 + g2(α, β)xi+(m−1)k+2 = 0. It is not difficult to see that xi+mk = xi+mk+1 = 0 implies
A = 0. In particular, we have A˜ = 0. Hence, A˜ is a symmetric 7δ,γ -matrix, where δ and γ are two
arbitrary real numbers.
If g1(α, β) = 0, by (2.9),
xi+mk = g1(α, β)xi+(m−1)k for every m, 1  m  2l. (2.10)
Thus, xi+(m+1)k = g1(α, β)xi+mk = g21(α, β)xi+(m−1)k for every m, 1  m  2l − 1. If xi+m0k = 0
for some m0, 0  m0  2l, it can be seen from (2.10) that A˜ = 0. Hence, A˜ is a symmetric 7-matrix.
If xi+m1k = 0 for some m1, 0  m1  2l, it can be seen from (2.10) that A˜ has no zero entries. Since
the equation δ + γ g1(α, β) = g21(α, β) with variables δ and γ always has real solutions, for any m,
1  m  2l − 1, each pair of real numbers δ and γ with δ + γ g1(α, β) = g21(α, β) will satisfy
xi+(m+1)k = δxi+(m−1)k + γ xi+mk .
Now, we come to the conclusion that there exist real numbers δ and γ such that xi+(m+1)k =
δxi+(m−1)k + γ xi+mk for everym, 1  m  2l − 1. That is, A˜ is a symmetric 7-matrix. 
For a matrix A ∈ Mn(α, β), let μ, ν be nonempty ordered subsets of {1, . . . , n}. Denote by A[μ|ν]
the submatrix of A with rows indexed by μ and columns indexed by ν . If μ = ν , then A[μ|μ] is
abbreviated to A[μ].
Example 10. Consider the following matrix
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 0 −2 −4 −4 0 8 16
1 0 −2 −4 −4 0 8 16 16
0 −2 −4 −4 0 8 16 16 0
−2 −4 −4 0 8 16 16 0 −32
−4 −4 0 8 16 16 0 −32 −64
−4 0 8 16 16 0 −32 −64 −64
0 8 16 16 0 −32 −64 −64 0
8 16 16 0 −32 −64 −64 0 128
16 16 0 −32 −64 −64 0 128 256
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈ S9(−2, 2)
and the 3 × 3 submatrix of A
2432 J. Zhong / Linear Algebra and its Applications 436 (2012) 2425–2439
A[{1, 5, 9}] =
⎛
⎜⎜⎜⎝
1 −4 16
−4 16 −64
16 −64 256
⎞
⎟⎟⎟⎠ .
Taking i = 1 and k = 4 in Theorem 9, then a direct computation shows that g1(α, β) = −4 and
g2(α, β) = 0. Hence A[{1, 5, 9}] ∈ S3(δ, γ ), where δ and γ satisfy δ − 4γ = 16.
Example 11. Consider the following matrix
B =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 −1 1 0 −1 1 0 −1 1
−1 1 0 −1 1 0 −1 1 0
1 0 −1 1 0 −1 1 0 −1
0 −1 1 0 −1 1 0 −1 1
−1 1 0 −1 1 0 −1 1 0
1 0 −1 1 0 −1 1 0 −1
0 −1 1 0 −1 1 0 −1 1
−1 1 0 −1 1 0 −1 1 0
1 0 −1 1 0 −1 1 0 −1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈ S9(−1,−1)
and the 3 × 3 submatrix
B[{1, 5, 9}] =
⎛
⎜⎜⎜⎝
0 −1 1
−1 1 0
1 0 −1
⎞
⎟⎟⎟⎠ .
Then g2(α, β) = 1 = 0, g1(α, β) = 0, f1(α, β) = −1, f2(α, β) = −1. Hence, by Theorem 9,
B[{1, 5, 9}] ∈ S3(−1,−1).
Let us remark that if A ∈ Mn(α, β), n  3, then some submatrices of A of the form (2.7) may not
be a 7-matrix. A simple example is provided by the following matrix
C =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 2 3 4 5 6 7
8 3 5 7 9 11 13
9 11 8 12 16 20 24
10 20 19 20 28 36 44
11 30 39 39 48 64 80
12 41 69 78 87 112 144
13 53 110 147 165 199 256
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈ M7(1, 1).
However, the 3 × 3 submatrix
C[{1, 4, 7}] =
⎛
⎜⎜⎜⎝
1 4 7
10 20 44
13 147 256
⎞
⎟⎟⎟⎠
is not a 7-matrix.
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3. Sparsity of symmetric 7-matrices
For a matrix A ∈ Sn(α, β), let φ(A) denote the number of zeros of A. In this section, we will
determine
max{φ(A) | 0 = A ∈ Sn(α, β)}
and determine the matrices that attain the maximum.
Given two positive integers i and j, 1  i, j  2n − 1, let us denote [xi]j = {xi+kj|k = 0, 1, . . . ,
	 2n−1−i
j

} ⊆ {x1, x2, . . . , x2n−1}, i.e., the subscripts of the elements of [xi]j form an arithmetic
progression with first term i and common difference j. Let φ(xi) be the number of xi’s in A and let
φ([xi]j) = ∑xk∈[xi]j φ(xk). Denote by |S| the cardinality of a set S.
Lemma 12. Let A ∈ Sn(α, β) be a nonzero symmetric 7-matrix of the form (2.1). Then
φ([xi]j)  φ([xi+1]j) for each pair of integers i, j, 1  j  i  2n − 1 (3.1)
and
φ([xi]j) > φ([xi+1]j) for each pair of integers i, j, 2  2j  i  2n − 1. (3.2)
Proof. Observe that
φ(xi) =
⎧⎨
⎩ i, if 1  i  n,2n − i, if n  i  2n − 1.
Thus, if n  i  2n − 1, then (3.1) and (3.2) hold obviously.
If 1  i  n − 1, let us partition [xi]j and [xi+1]j respectively as
[xi]j = S1 ∪ S2, [xi+1]j = S1′ ∪ S2′,
where S1 = {xk|i  k  n}, S1′ = {xk|i + 1  k  n}, S2 = [xi]j − S1, S2′ = [xi+1]j − S1′.
Denote |S1| = r1, |S1′| = r2, |[xi]j| = s, |[xi+1]j| = t. Then it is not difficult to see that r1 =
	 n−i
j

 + 1, r2 = 	 n−(i+1)j 
 + 1, s = 	 2n−1−ij 
 + 1, t = 	 2n−1−(i+1)j 
 + 1.
Notice that
r1 − r2 =
⌊
n − i
j
⌋
+ 1 −
(⌊
n − i − 1
j
⌋
+ 1
)
=
⌊
n − i
j
⌋
−
⌊
n − i − 1
j
⌋
= 0 or 1
and similarly, s − t = 0 or 1.
Hence, we have to consider the following two cases.
Case 1. r1 = r2.
Let
S1 = {xi1 , xi2 , . . . , xir1 }, S2 = {xir1+1 , xir1+2 , . . . , xis}
and
S1
′ = {xj1 , xj2 , . . . , xjr1 }, S2′ = {xjr1+1 , xjr1+2 , . . . , xjt },
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where i1 < i2 < · · · < is and j1 < j2 < · · · < jt .
Then
φ(xj1) − φ(xi1) = 1, φ(xj2) − φ(xi2) = 1, . . . , φ(xjr1 ) − φ(xir1 ) = 1 (3.3)
and
φ(xjr1+1) − φ(xir1+1) = −1, φ(xjr1+2) − φ(xir1+2) = −1, . . . , φ(xjt ) − φ(xit ) = −1. (3.4)
Let φ(Si) = ∑xk∈Si φ(xk) and φ(Si′) = ∑xk∈Si ′ φ(xk), i = 1, 2. By (3.3) and (3.4), we have
φ([xi]j) − φ([xi+1]j) = φ(S1) + φ(S2) − [φ(S1′) + φ(S2′)]
= φ(S1) − φ(S1′) + φ(S2) − φ(S2′)
−r1 + |S2′|
= −r1 + t − r2
= t − 2r2
=
⌊
2n − 2 − i
j
⌋
+ 1 − 2
(⌊
n − 1 − i
j
⌋
+ 1
)
=
⌊
2n − 2 − i + j
j
⌋
− 2
⌊
n − 1 − i + j
j
⌋

⌊
2n − 2 − i + j
j
− 2n − 1 − i + j
j
⌋
=
⌊
i − j
j
⌋
. (3.5)
Case 2. r1 = r2 + 1.
In this case, we partition S1 and S2
′ as
S1 = S11 ∪ {xi+jr2}, S2′ = {xi+1+jr2} ∪ S22′,
respectively, where |S11| = |S1′| = r2.
Since i + jr2  n and i + 1+ jr2 > n, it follows that i + jr2 = n and i + 1+ jr2 = n + 1. In a way
similar to that of Case 1, we have
φ([xi]j) − φ([xi+1]j) = φ(S1) + φ(S2) − [φ(S1′) + φ(S2′)]
= φ(S11) − φ(S1′) + φ({xi+jr2} ∪ S2) − φ(S2′)
−r2 + t − r2
= t − 2r2

⌊
i − j
j
⌋
. (3.6)
Now, we can see from (3.5) and (3.6) that if i  j, then φ([xi]j)  φ([xi+1]j). Moreover, if i  2j, then
φ([xi]j) > φ([xi+1]j). This completes the proof of (3.1) and (3.2). 
Theorem 13. Let A ∈ Sn(α, β) be a nonzero symmetric 7-matrix of the form (2.1), n  3.
(1) If x1 = 0, then
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max φ(A) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
n2−1
3
, if n ≡ 2 (mod 3),
n2+2
3
, if n ≡ 1 (mod 3),
n2
3
, if n ≡ 0 (mod 3).
Furthermore, the maximum is attained if and only if α + β2 = 0.
(2) If x2 = 0, then
max φ(A) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
n2+2
3
, if n ≡ 2 (mod 3),
n2−1
3
, if n ≡ 1 (mod 3),
n2
3
, if n ≡ 0 (mod 3).
Furthermore, the maximum is attained if and only if α + β2 = 0.
(3) If x1 = 0 and x2 = 0, then
max φ(A) =
⎧⎨
⎩
n2−1
3
, if n ≡ 2 (mod 3) or n ≡ 1 (mod 3),
n2
3
, if n ≡ 0 (mod 3).
Furthermore, the maximum is attained if and only if x2 = βx1 and α + β2 = 0.
Proof. (1)We claim that if x1 = 0, then for any integer i, 4  i  2n−1, xi = 0 implies [xi]i−1 = {0}.
Indeed, xi can be expressed as a linear combination of x1 and x2, i.e., there exist polynomials f1(α, β)
and f2(α, β) such that 0 = xi = f1(α, β)x1 + f2(α, β)x2. Since A is nonzero and x1 = 0, we have
x2 = 0 and thus f2(α, β) = 0. We now consider xi+(i−1)k , 1  k  	 2n−1−ii−1 
. If k = 1, then
x2i−1 = f1(α, β)xi + f2(α, β)xi+1 = 0. If k = 2, then x3i−2 = f1(α, β)x2i−1 + f2(α, β)x2i = 0.
Continuing in this way we deduce that xi+(i−1)k = 0 for every integer k, 1  k  	 2n−1−ii−1 
, i.e.,[xi]i−1 = {0}.
Next, we will prove the following statement.
(S1) For 4  p < q  2n − 1, xp = xq = 0 if and only if there exists some integer w, 4  w  p,
such that xw = 0 and xp, xq ∈ [xw]w−1.
The sufficiency is obvious and we only show the necessity. If xq ∈ [xp]p−1, then we are done. If
xq /∈ [xp]p−1, then we consider the following two cases.
Case 1. q ∈ (p, t), where t = p + (p − 1)j0 ∈ [xp]p−1, j0 = 	 2n−1−pp−1 
.
In this case, there exists some integer j1, 0  j1  j0 − 1, such that q ∈ (a, b), where a =
p+ (p− 1)j1 ∈ [xp]p−1, b = p+ (p− 1)(j1 + 1) ∈ [xp]p−1. If a < q < a+b2 , then denote δ0 = q− a.
If a+b
2
 q < b, then denote γ0 = b − q. Having in mind that A is nonzero, then any three successive
xi’s have at most one zero, which implies that δ0  3 and γ0  3.
If a < q < a+b
2
and b − a is divisible by δ0, then b − a = rδ0 for some integer r. A simple
computation shows that xa = xa+δ0(= xq) = xa+2δ0 = · · · = xa+rδ0 = xb = xb+δ0 = · · · =
xt = 0. On the other hand, let xa+δ0 = g1(α, β)xa + g2(α, β)xa+1 for some polynomials g1(α, β)
and g2(α, β). Then xa+δ0 = xa = 0 implies g2(α, β) = 0. Notice that g1(α, β) = 0. Otherwise we
have xa+δ0+1 = g1(α, β)xa+1 + g2(α, β)xa+2 = 0, contradicting the assumption that A is nonzero.
Hence, it follows from xa = g1(α, β)xa−δ0 + g2(α, β)xa−δ0+1 = 0 that xa−δ0 = 0. Continuing in this
way we have xa = xa−δ0 = · · · = xp = xp−δ0 = · · · = xδ0+1 = x1 = 0. Hence, xp, xq ∈ [xδ0+1]δ0 ,
4  δ0+1  p, xδ0+1 = 0 and then the necessity of the statement (S1) follows. Similarly, the necessity
of the statement (S1) is true if
a+b
2
 q < b and b − a is divisible by γ0.
If a < q < a+b
2
and b−a is not divisible by δ0, then there exist unique integers q1 and δ1(< δ0) such
that b − a = q1δ0 + δ1. Hence, xa = xa+δ0(= xq) = xa+2δ0 = · · · = xb−δ1 = xb = 0. If b − a is not
divisible by δ1, then there exist unique integers q2 and δ2(< δ1) such that b − a = q2δ1 + δ2. Hence,
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xb = xb−δ1 = · · · = xa+δ2 = xa = 0. Continuing in this way we conclude that b − a = q1δ0 + δ1 =
q2δ1+δ2 = · · · = qiδi−1+δi = qi+1δi, i.e., there exists some integer δi( 3) such that δi divides b−a.
Otherwise wewill obtain a strictly decreasing sequence δ0, δ1, · · · , δn such that δn  2, which implies
that xa = xa+δn = 0 or xb−δn = xb = 0, contradicting the assumption that A is nonzero. Now, assume
that q ∈ [a(1), b(1)], where a(1) = a + lδi, b(1) = a + (l + 1)δi, 0  l  qi+1 − 1. Then b(1) − a(1)
divides b− a. If q = a(1) or q = b(1), then by the above argument, the necessity of the statement (S1)
follows. If q ∈ (a(1), b(1)) and q− a(1) or b(1) − q divides b(1) − a(1), then by the above argument, the
necessity of the statement (S1) also follows. If b
(1) − a(1) is not divisible by q − a(1) or b(1) − q, then
by the above argument, we will find a smaller interval [a(2), b(2)] ⊆ [a(1), b(1)] such that b(2) − a(2)
divides b(1) − a(1) and q ∈ [a(2), b(2)]. Repeating the above argument and noting that [a, b] is a finite
interval, we conclude that there exists some interval [a(m), b(m)] ⊆ [a(m−1), b(m−1)] ⊆ · · · ⊆ [a, b]
such that b(m) −a(m) divides b−a and q ∈ [a(m), b(m)], either q = a(m) or q = b(m), or, either q−a(m)
or b(m) − q divides b(m) − a(m). Therefore, if xp = xq = 0 and b − a is not divisible by δ0 or γ0, then
there exists some integerμ( 3) such thatμ divides b − a and q = a + kμ for some positive integer
k, i.e., xp, xq ∈ [xμ+1]μ, 4  μ + 1  p and xμ+1 = 0. Hence, the necessity of the statement (S1) is
true.
Case 2. q ∈ (t, 2n − 1].
Let θ = p+ (p− 1)(j0 − 1). Then t ∈ (θ, q). If q− t divides q− θ , then q− t divides t − θ . Hence,
xq = xt = xt−(q−t) = · · · = xθ = xθ−(q−t) = · · · = xp = xp−(q−t) = · · · = xq−t+1 = x1 = 0 and
then the necessity of the statement (S1) follows. If q − t is not divisible by q − θ , then by the above
argument, there exists some integer λ( 3) such that λ divides q− θ and t = θ + lλ for some integer
l. Thus, λ divides t − θ and λ also divides q − t. Hence, xq = xq−λ = · · · = xt = xt−λ = · · · = xθ =
xθ−λ = · · · = xp = xp−λ = · · · = xλ+1 = x1 = 0 and then xp, xq ∈ [xλ+1]λ, 4  λ + 1  p,
xλ+1 = 0. This completes the proof of the statement (S1).
Note that the statement (S1) implies
max{φ(A)|A = [0, x2]α,β ∈ Sn(α, β), x2 = 0} = max
4in
φ([xi]i−1) + 1.
Now, we are left with determining max4in φ([xi]i−1). To this end, we will prove that
φ([xi]i−1) > φ([xi+1]i) for any integer i, 4  i  2n − 2. (3.7)
That is, φ([x4]3) = max4in φ([xi]i−1).
If n  i  2n − 2, then it is easy to check that φ([xi]i−1) > φ([xi+1]i).
If 4  i  n − 1, let [xi+1]i−1 = {xi+1} ∪ [x2i]i−1. Then by Lemma 12,
φ([xi]i−1)  φ([xi+1]i−1) = φ(xi+1) + φ([x2i]i−1) > φ(xi+1) + φ([x2i+1]i−1).
Let [x2i+1]i−1 = {x2i+1} ∪ [x3i]i−1. Then
φ([xi]i−1) > φ(xi+1) + φ([x2i+1]i−1)
= φ(xi+1) + φ(x2i+1) + φ([x3i]i−1)
> φ(xi+1) + φ(x2i+1) + φ([x3i+1]i−1).
Continuing in this way we finally get
φ([xi]i−1) > φ(xi+1) + φ(x2i+1) + φ(x3i+1) + · · · + φ(xi+1+i	 2n−2−i
i

) = φ([xi+1]i),
which completes the proof of (3.7).
Hence, if n  3, then max φ(A) = φ([x4]3) + 1. Now, it remains only to compute φ([x4]3) + 1.
If n ≡ 2 (mod 3), then φ([x4]3) + 1 = ∑ n+13j=1 (3j − 2) +∑ n−23j=1 [n − (3j − 1)] = n2−13 .
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If n ≡ 1 (mod 3), then φ([x4]3) + 1 = 2∑ n−13j=1 (3j − 2) + n = n2+23 .
If n ≡ 0 (mod 3), then φ([x4]3) + 1 = ∑ n3j=1(3j − 2) +∑ n3j=1[n − (3j − 2)] = ∑ n3j=1 n = n23 .
Furthermore, the above maximum is attained if and only if x4 = 0, i.e., α + β2 = 0.
(2) If x2 = 0, let us partition A as
A =
⎛
⎝ y An−1
xn z
T
⎞
⎠ ,
where y, z ∈ Rn−1, An−1 = [x2, x3]α,β ∈ Sn−1(α, β).
Let w = (yT , xn, zT )T = (x1, x2, . . . , x2n−1)T ∈ V2n−1(α, β) and let φ(w) be the number of zero
components of w. Then φ(A) = φ(An−1) + φ(w). It is easy to see that
max
w∈V2n−1(α,β)
x2=0
φ(w) =
⌊
2n − 1 − 2
3
⌋
+ 1 =
⌊
2
3
n
⌋
(3.8)
and φ(w) = 	 2
3
n
 if and only if x5 = 0. On the other hand, by the case (1) above,
max φ(An−1) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(n−1)2+2
3
, if n ≡ 2 (mod 3),
(n−1)2
3
, if n ≡ 1 (mod 3),
(n−1)2−1
3
, if n ≡ 0 (mod 3).
(3.9)
and the maximum in (3.9) is attained if and only if x5 = 0.
Hence, by (3.8) and (3.9), we have
max φ(A) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
n2+2
3
, if n ≡ 2 (mod 3),
n2−1
3
, if n ≡ 1 (mod 3),
n2
3
, if n ≡ 0 (mod 3).
(3.10)
Furthermore, the maximum in (3.10) is attained if and only if x5 = 0, i.e., α + β2 = 0.
(3) Let

 = max{φ(A) | A = [x1, x2]α,β ∈ Sn(α, β), x1 = 0, x2 = 0}.
Then

 = max
3i2n−1 maxxi=0
xj =0,1j<i
φ(A). (3.11)
To determine (3.11), we first determine max xi=0
xj =0,1j<i
φ(A). If xi = 0 for some integer i, 3  i 
2n − 1, and xj = 0 for every j, 1  j < i, then xi+k = 0 for every k, 1  k  i − 1. Otherwise by
xi = xi+k = 0, 1  k  i − 1, we have xi−k = 0, contradicting our assumption that xj = 0 for every
j, 1  j < i. Hence, if xi = 0 for some i, n  i  2n − 1 and xj = 0 for every j, 1  j < i, then xk = 0
for every k, k ∈ {1, 2, . . . , 2n − 1}\{i}. However, if 3  i  n − 1, it may happen that xi+m = 0 for
some integerm, i  m  2n − 1 − i.
The following statement plays an important role in determiningmax xi=0
xj =0,1j<i
φ(A), 3  i  n−1.
(S2) For three integers i, r and s satisfying 3  i  n − 1, i  s  2n − 1 − i and i  r  2n − 1,
if [xi]s = {0}, xr = 0 and xr /∈ [xi]s, then there exists some integer t < s, such that [xi]s ⊆ [xi]t ,
xr ∈ [xi]t and [xi]t = {0}.
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The proof of the statement (S2) is almost the same as that of the necessity of the statement (S1) and
we will omit it.
Weremark that thestatement (S2) implies that if 3  i  n−1, thenmax xi=0
xj =0,1j<i
φ(A) = φ([xi]c)
for some integer c, i  c  2n − 1 − i.
Next, we will show that
φ([xi]c) > φ([xi]c+1) for each pair of integers i, c, 3  i  n−1, i  c  2n−1− i, (3.12)
which means that if 3  i  n − 1, then max xi=0
xj =0,1j<i
φ(A) = φ([xi]i).
If 3  i  n − 1, by Lemma 12, we have
φ([xi]c) = φ(xi) + φ([xi+c]c)
 φ(xi) + φ([xi+c+1]c)
= φ(xi) + φ(xi+c+1) + φ([xi+2c+1]c)
> φ(xi) + φ(xi+c+1) + φ([xi+2c+2]c)
= φ(xi) + φ(xi+c+1) + φ(xi+2c+2) + φ([xi+3c+2]c)
> φ(xi) + φ(xi+c+1) + φ(xi+2c+2) + φ(xi+3c+3) + · · ·
= φ([xi]c+1),
which completes the proof of (3.12).
If n  i  2n − 1, then max xi=0
xj =0,1j<i
φ(A) = φ(xi) = 2n − i. It is not difficult to see that
max
xn−1=0
xj =0,1j<n−1
φ(A) > max
xn=0
xj =0,1j<n
φ(A) > · · · > max
x2n−1=0
xj =0,1j<2n−1
φ(A).
Thus, 
 = max3i2n−1 max xi=0
xj =0,1j<i
φ(A) = max3in−1 max xi=0
xj =0,1j<i
φ(A) =
max3in−1 φ([xi]i).
If 3  i  n − 1, by Lemma 12 we have
φ([xi]i) φ([xi+1]i)
= φ(xi+1) + φ([x2i+1]i)
> φ(xi+1) + φ([x2i+2]i)
= φ(xi+1) + φ(x2i+2) + φ([x3i+2]i)
> φ(xi+1) + φ(x2i+2) + φ(x3i+3) + · · ·
= φ([xi+1]i+1).
Therefore, we have proven that 
 = φ([x3]3). Now, it remains only to compute φ([x3]3).
Let us partition A as
A =
⎛
⎝ x1 vT
v A1
⎞
⎠ ,
where A1 = [x3, x4]α,β ∈ Sn−1(α, β).
Hence, 
 = φ([x3]3) = maxx3=0 φ(A1) + 2maxx3=0 φ(v).
By the case (1), we have
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max
x3=0
φ(A1) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(n−1)2+2
3
, if n ≡ 2 (mod 3),
(n−1)2
3
, if n ≡ 1 (mod 3),
(n−1)2−1
3
, if n ≡ 0 (mod 3).
(3.13)
The maximum in (3.13) is attained if and only if x6 = 0.
It is not difficult to see that 2maxx3=0 φ(v) = 2	 n3
 and φ(v) = 	 n3
 if and only if x6 = 0.
Therefore,

 = φ([x3]3) =
⎧⎨
⎩
n2−1
3
, if n ≡ 2 (mod 3) or n ≡ 1 (mod 3),
n2
3
, if n ≡ 0 (mod 3). (3.14)
Furthermore, the maximum in (3.14) is attained if and only if [x3]3 = {0}, which is equivalent to
x3 = x6 = 0, i.e., x2 = βx1 and α + β2 = 0. 
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