High-frequency gamma activity of verbal-memory encoding using invasive-electroencephalogram coupled has laid the foundation for numerous studies testing the integrity of memory in diseased populations. Yet, the functional connectivity characteristics of networks subserving these HFAmemory linkages remains uncertain. By integrating this electrophysiological biomarker of memory encoding from IEEG with resting-state BOLD fluctuations, we estimated the segregation and hubness of HFA-memory regions in drug-resistant epilepsy patients and matched healthy controls. HFA-memory regions express distinctly different hubness compared to neighboring regions in health and in epilepsy, and this hubness was more relevant than segregation in predicting verbal memory encoding. The HFA-memory network comprised regions from both the cognitive control and primary processing networks, validating that effective verbal-memory encoding requires multiple functions, and is not dominated by a central cognitive core. Our results demonstrate a tonic intrinsic set of functional connectivity, which provides the necessary conditions for effective, phasic, task-dependent memory encoding.
Introduction
Successful episodic verbal memory encoding, termed the 'Subsequent Memory Effect' (SME) is associated with high-frequency gamma activity (ranging from 30-100Hz) captured using power spectral and synchronization studies during invasive electroencephalography (IEEG) in association with neuronal firing Kucewicz MT et al., 2017; Lega BC et al., 2012; Long NM et al., 2014; Sederberg PB et al., 2006; Serruya MD et al., 2014; Solomon EA et al., 2017; Solomon EA et al., 2019) . Despite these well-established linkages, relatively little is known about the whole-brain organization of HFA regions and the degree to which these regions possess either distinct network features relative to other brain areas, or rely on abnormal organizational properties due to epilepsy. Kucewicz and colleagues demonstrated that memory related broadband gamma activity centroids were in the range of 30-100Hz (Kucewicz MT, et al., 2017) . Two recent studies on human memory network analysis with a pooled cohort of patients similar to that included in this study, have shown that successful memory encoding is associated with asynchronous organization of the memory network in gamma activity less than 100Hz and synchronous theta activity, with widespread high gamma activity considered to be the hallmark of memory encoding (Solomon EA, et al., 2017; Solomon EA, et al., 2019) . In this project, we were interested in investigating the intrinsic BOLD correlations of a high frequency network already known to play a major role in human memory, all toward determining if such networks possess distinctive whole-brain organization properties.
While evidence exists to suggest that memory-relevant regions in the epileptic brain can take up normative network roles in an effort to preserve function (Jin SH et al., 2015; Powell HW et al., 2007; Solomon EA, et al., 2017; Tracy J et al., 2014) , the network properties characterizing these memory regions in health and in disease are unclear. In this study, we integrate IEEG with 2002). Integrating IEEG with rsfMRI has the advantage of sampling the wider brain regions, allowing us to test the correspondence between the information embedded in the faster dynamics of IEEG data (i.e., HFA) and the slower BOLD response (Mizuhara H, 2012; Mizuhara H et al., 2005) . In this study, we address four specific questions: First, how does the resting-state functional connectivity (rsFC) of the HFA-memory network involved in verbal-memory encoding differ from neighboring regions that lack significant SME? Second, are the network characteristics of HFAmemory regions in epilepsy patients generalizable, or do they differ from those of matched healthy controls? Third, by discovering the key features of the HFA-memory network and studying their relationship to other intrinsic networks, can we reveal the trait-like properties of the intrinsic state, as well as the constituent cognitive processes that are necessary for effective memory encoding?
Fourth, are HFA-memory network characteristics associated with and able to predict clinically relevant verbal-memory performance in epilepsy?
METHODS Participants
Thirty-seven patients with drug-resistant epilepsy were recruited from the Thomas Jefferson University Comprehensive Epilepsy Center. They underwent IEEG implantation (subdural, depth, or both) to localize the epileptogenic zone and guide potential surgical management of their seizures (Table 1) . Sites of implantation were determined by multimodal presurgical evaluation including neurological history and examination, video-EEG, MRI, PET, and neuropsychological testing (Sperling MR et al., 1996) . Specific to this study, patients underwent a 3T-MRI scan involving resting state (rsfMRI), a high resolution anatomical image (T1MPRAGE) (Philips Achieva, Amsterdam, Netherlands), pre-surgical neuropsychological assessment (NPA) to provide a baseline indication of the patients verbal-memory skills, followed by IEEG implantation and monitoring (Nihon Kohden EEG-1200, Irvine, CA) during which patients participated in verbal episodic memory testing (free-recall paradigm). This provided behavioral measures at two stages of clinical evaluation: percent recall from a word-list memory test administered simultaneously with IEEG recording (P.REC), and the sum-total of words recalled from a similar memory test administered during baseline neuropsychological testing (CVLT Total Learning -CVLT-TL) (Supplementary Methods, Data Acquisition).
Patients were excluded from the study for any of the following reasons: previous brain surgery; medical illness with central nervous system impact other than epilepsy; contraindications to MRI; or hospitalization for major psychiatric disorders as per Diagnostic and Statistical Manual of Mental Disorders-V, except depressive disorders were allowed given the high comorbidity of depression and epilepsy (Tracy JI et al., 2007) . Healthy controls (HC, N=37) were recruited to match the patients in age, gender, handedness, and education. Since IEEG data can only be acquired from patients with epilepsy undergoing implantation, we needed to test if the network characteristics of HFA-memory regions in epilepsy patients are generalizable (i.e., do they differ from those of matched, healthy controls?). Hence, regions homologous to the HFA-memory network and the neighboring controls nodes (described later) were identified in the healthy controls and their network characteristics were tested and compared to patients. All participants provided written informed consent as per the TJU Institutional Review Board requirements.
IEEG acquisition and free-recall testing
IEEG data [subdural grids and strips (10mm resolution) or depth electrodes (5-10mm resolution)] were recorded from the patients performing delayed free recall of categorized and unrelated word lists in three distinct phases of encoding, delay, and retrieval (https://github.com/pennmem/wordpool). The task was presented using PyEPL software and the data were simultaneously recorded using the Nihon-Kohden IEEG system [sampling rate >500Hz] (Geller AS et al., 2007) . Participants were instructed to commit each list of words to memory.
Recalled responses were digitally recorded and parsed/scored offline using the University of Pennsylvania Total Recall program (http://memory.psych.upenn.edu/TotalRecall). Participants performed up to 25 recall trials in a single recall session. During encoding, lists of 12 words were presented (each word for 1600ms followed by a blank inter-stimulus interval of 750 to 1000ms). Following a math distractor task, the participant recalled as many words as possible from the most recent list presented (recall period-30s). (Figure 1 ). A measure of immediate recall, representing the percentage of words recalled across the multiple trials was utilized (percent recall, P.REC).
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Figure 1 ^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^
Signals recorded were first referenced to a common contact placed intracranially, on the scalp, or mastoid process. To eliminate potentially confounding large-scale artifacts and noise on the reference channel and to estimate the power analyses, we calculated the bipolar derivative where each electrode was linked to the next along a chain. Electrodes which were a part of the epileptogenic zone were excluded, so as not to confound power spectral changes related to memory with those caused by epileptogenic activity (ictal or interictal). Data was downsampled to 500Hz uniformly. The bipolar time-series derived from the implanted electrodes were band-pass filtered with a 4th order Butterworth band-reject filter from 58 to 62Hz to exclude line-noise. To quantify memory-related changes in spectral power, complex-valued Morlet wavelets (wave number 6) were convolved with the down-sampled (200Hz) bipolar IEEG signals to obtain magnitude information. Ten wavelets with center frequencies logarithmically-spaced between 44 and 100Hz were used to estimate changes in HFA power. The average spectral power for each encoding event was computed from the onset of each stimulus for a duration of 1600ms, with a buffer of 1000ms.
Prior to computing the subsequent memory effect (SME), power values for each bipolar pair were log-transformed and normalized to have zero mean and unit standard deviation within each session. A paired t-test was performed between the HFA power of words that were remembered and words that were forgotten at each bipolar pair. A significant increase in the HFA power provided a measure of the subsequent memory effect (SME).
Subsequently, anatomic localization of bipolar pairs (computed as the mid-point between the two contacts) was accomplished using 2 independent processing pipelines for depth and surface electrodes which were later transformed to MNI space similar to previous studies (Burke JF et al., 2013; Kragel JE et al., 2017) .
Functional MRI data acquisition and preprocessing
All participants (patients and healthy controls) underwent a rsfMRI scan using a singleshot echo-planar gradient echo sequence (120 volumes; 34 slices; TR = 2.5s, TE = 35ms; flip angle (FA) = 90°, FOV=256 mm, 128×128 matrix, resolution: 2×2×4mm) in a 3T MRI scanner (Philips Achieva). T1-MPRAGE images (180 slices, 256×256 isotropic 1mm voxels; TR/TE/FA=640ms/3.2ms/8°, FOV=256 mm) were also collected. Patients were instructed to stay awake, keep their eyes closed, and stay relaxed. Patients who reported seizures within 24 hours of the scheduled MRI appointment were not scanned. The scans were performed mid-day so that patients were cooperative, alert, and not fatigued. The resting-state scan was performed immediately after the T1 image, within 15 minutes of starting the scan, to help ensure that there was no fatigue from being in the scanner. Subject's promptness in responding to oral commands immediately after the resting-state scan was used to confirm the participant's level of alertness. If there was any indication that the participant fell asleep or was not awake and alert, their data were excluded from analyses.
All imaging data were preprocessed using Data Processing Assistant for rsfMRI Advanced Edition (http://www.rfmri.org/DPARSF) (Yan CG et al., 2010) , a MATLAB toolbox based on Statistical Parametric Mapping-8 (http://www.fil.ion.ucl.ac.uk/spm/software/spm8) in the following order: removal of first three fMRI volumes to maintain BOLD signal homogeneity, slice timing correction in an interleaved manner with the mid-time slice as a reference, realignment and co-registration of T1-MPRAGE and the corresponding rsfMRI, brain extraction using Brain Extraction Toolkit (https://github.com/neurolabusc/MRIcro), segmentation of the T1MPRAGE with neo-segmentation algorithm+DARTEL (http://www.fil.ion.ucl.ac.uk/spm/software/spm8), nuisance covariate regression using Friston's 24-parameter model (Friston KJ et al., 1996) , cerebral spinal fluid and white matter mask regression using CompCor (Ashburner J et al., 2005; Yan CG et al., 2013) , filtering resultant fMRI data between 0.008-0.1Hz, normalization to the MNI space and smoothing using a Gaussian Kernel of 4mm full width half maximum (FWHM).
Graph Theory analysis
Using the Lausanne's atlas of 234 cortical and subcortical regions of interest (ROI), a 234x234 correlation-matrix was calculated at individual subject level, which was subsequently used to construct weighted undirected graph. Minimum Spanning Tree (MST) based networks were derived to ensure the same number of connected nodes for all subjects, allowing for reliable group-level comparisons and yielding a series of graphs with connection density ranging from 5% to 50% in increments of 1% (Stam C et al., 2014; Tewarie P et al., 2015; van Diessen E et al., 2013) .
The density range of 5% to 50% was chosen for the following reasons: (1) network measures are relatively constant over this range (Alexander-Bloch AF et al., 2010) ; (2) previous work has suggested that above a density of 50% graphs become more random (Humphries MD et al., 2006) and prone to non-biological features and noise (Kaiser M et al., 2006) . Using these graphs, CC, BC and PC were calculated using Brain Connectivity Toolbox (www.brain-connectivitytoolbox.net) (Rubinov M et al., 2010) .
Defining HFA-memory regions (MEM) and their neighboring control nodes (CNs) for rsfMRI analysis
Brain regions where IEEG showed significant SME with increased HFA were termed HFAmemory regions (MEM). Brain regions where IEEG recorded HFA, but the results did not survive statistical significance for successful memory encoding were termed Control Nodes (CNs).
The 3731 IEEG bipolar contacts for all the patients were superimposed into a single MNI coordinate space, referred to as the "super-brain" (FIGURE 2A and B ).
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The MNI coordinates of these contacts were then warped to the nearest 3D Cartesian coordinates in the Euclidean space of each of the ROIs of the Lausanne atlas (Hagmann P et al., 2008) (FIGURE 2C). In order to avoid the probability of the algorithm wrongly assigning the electrodes to subcortical structures, we excluded these regions, yielding an atlas with 222 implant-relevant regions.
Each electrode coordinate was warped to the coordinate of the nearest ROI of the Lausanne atlas.
This allowed us to group the 3731 contacts into their respective 222 ROIs. Once this was done, the tvalues of the multiple electrodes within each ROI were submitted to a positive tailed one-sample ttest to determine if there was a significant increase in HFA power between words that were encoded and words that were forgotten. To account for multiple comparisons, the P-values generated for the 222 ROIs were subjected to FDR correction (Genovese CR et al., 2002) . The FDR corrected significant ROIs were considered to exhibit memory-relevant encoding effects, henceforth referred to as MEM ROIs.
For every MEM, we identified the nearest 5 CNs based on their Euclidian distance, as these neighboring CNs had the highest chance of being implanted and providing contrasting HFA recordings. The ROIs closest to MEM were grouped as first control nodes (CN.1) and second closest as CN.2. To avoid the bias of the distance from the MEM, we chose a random ROI among the first 5 CNs, and refer to these as the 'random distance control nodes' (CN.RAND).
Hubness and Participation coefficient of the HFA-memory network in comparison with the intrinsic networks
Since the HFA-memory network was found to have regions distributed widely over the brain, we were interested in looking at whether the HFA-memory regions had membership in other intrinsic networks. Hence, we assigned the different regions of the Lausanne's atlas to the different intrinsic networks as defined by Gu et al (Kauffmann L et al., 2015) and estimated the percentage contribution of the different intrinsic networks to the HFA-memory network (i.e., percentages avoid bias from the different number of ROI's that constitute each intrinsic network). The networks included cognitive control systems (temporal (TN), frontoparietal (FPN), dorsal attention (DAN), and cinguloopercular (COpN) networks), primary processing networks (sensorimotor (SMN), visual integrated (VIN) and auditory (AN) networks and a task-negative network, the default mode network (DMN).
Noting that the HFA-memory regions do not constitute an intrinsic network, nor a surrogate for any one of them, we estimated the average BC and PC of each of the networks (AvgBC and AvgPC respectively), and sought to determine if the BC and PC of the HFA-memory network differed from that of the intrinsic networks using ANOVA. We ranked the networks according to their AvgBC values. To further understand the nature of the overlap between intrinsic networks and the HFA-memory network, we tested whether the BC of ROIs of an intrinsic network that contributed to the HFA-memory regions differed from those that did not form a part of the HFA memory network.
Statistical analysis
Chi-square or t-tests, as appropriate, were used to compare the groups on demographic and clinical variables (p<0.05 was considered significant). To assess group (patient vs. controls), region (MEM vs. CN), and group-by-region effects, we ran a two-way ANOVA on the graph indices (CC Where Sig region-effect is the significant region-effect, ANOVA.1 is tested between MEM and CN.1, ANOVA.2 is tested between MEM and CN.2 and ANOVA.3 is tested between MEM and CN.RAND and ʌ is the commutative conjunction operator. This was a stringent requirement for significance ensuring that MEM ROIs with a significant difference in graph indices to only a single CN were not considered valid. Throughout the analysis, multiple comparison correction was calculated using the false discovery rate (pFDR). The difference in AvgBC and AvgPC of the HFAmemory network in comparison with the intrinsic networks was tested using repeated-measures ANOVA with Fisher's Least Significant Difference (LSD).
Multivariate machine learning to predict free-recall performance
We used a 'Random Forest' (RF) model to determine the relationship between fMRI graph indices (NodalBC and NodalCC, as the predictor variables) and free-recall performance (P.REC and CVLT-TL, tested separately, i.e., the response variable). CVLT-TL is sensitive to memory encoding and immediate recall, comparable in this sense to the P.REC measure. RF is an efficient, supervised machine learning method that identifies both linear and non-linear brain-behavior relationships, allows simultaneous testing of multivariate interactions, and shows superior resilience to over-fitting (Breiman L, 2001) . The algorithm exploits random decision trees, which use a subset of the observations through bootstrapping techniques. In short, from the original data set a random selection of the training data is sampled and used to build a model. The model is then tested on the data not included in the training sample, referred to as "out-of-bag". The random forest algorithm estimates the variable importance (VI) by looking at how much prediction error increases when out-of-bag data for that variable is permuted while all others are left unchanged. (Liaw A et al., 2002) . Briefly, we estimated the true VI for each predictor for 1000 repetitions.
Next, we established a null distribution of VIs for every predictor by estimating their VI from models trained with the response variable randomly permuted a 1000 times. Based on the true VI, the VI of each predictor from each random permutation, a probability can be estimated based on its corresponding normal cumulative null distribution, with a variable considered significant if the probability is larger than 95%. Lastly, we selected predictors whose VIs were found significant at least 950 times over the 1000 repetitions, to build RF models and predict the response. The association between the predictions and actual scores was tested using a right-tailed Pearson correlation (He X et al., 2018) . In addition, stepwise linear regression models on the two response variables were run with the selected predictors from the RF models serving as independent variables, allowing us to explore any directional or ranking effects among the predictors.
RESULTS
Demographic and clinical characteristics of the groups (patients and controls)
The demographic details of the patients and healthy controls are listed in Table 1 (also Appendix A). They were matched for age, gender, handedness, years of education, and head micromovement during rsfMRI (p>0.05) and all participants were awake and alert at the end of the resting state scan and promptly responded to oral commands. Relative to same-age peers, the patients had CVLT-TL performance in the average range (t=48, age-normed), indicating intact memory encoding ability.
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Defining HFA-memory regions and their neighboring control nodes
Brain regions where IEEG showed significant SME with increased HFA were termed 
Nodal-level differences in segregation and hubness of the HFA-memory regions and neighboring control nodes (region-effect), and between patients and controls (groupeffect)
The above network-level analyses made clear that hubness differed between the MEM and CNs irrespective of group, while segregation differed between the groups irrespective of regional differences. Because such effects may hide differences at a nodal level. We applied similar ANOVAs to BC and CC estimated at the nodal level (NodalBC and NodalCC respectively).
NodalBC was lower in MEM compared to CNs involving the left rostral middle frontal gyrus indicating a significant region effect. The main effect of group and the group-by-region interaction was not significant (Table 3) .
NodalCC was reduced in patients compared to controls across regions involving left caudal middle frontal gyrus, left inferior parietal gyrus, left precuneus, right fusiform, and lateral occipital gyri of the MEM indicating a significant group effect (Table 3) . Neither the main effect of the region nor the group-by-region interaction was significant.
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HFA-memory network decomposition among the established intrinsic networks
The HFA-memory network had a diverse "membership", sharing only modest overlap with any single intrinsic network, involving a complex set of cognitive and sensorimotor processes involved in effective memory encoding. The HFA-memory network comprised 16% of TN, 12% of FPN, 14% of DAN, and 13% of COpN, amounting to a large 55% membership in cognitive control systems ( Figure 4A ). This stands in contrast to very limited membership of 15% with DMN, 6% with SMN, and 24% with VIN ( Figure 4A ). The HFA-memory network ranked 4 th (AvgBC: 200±42) against the 9 intrinsic networks and differed significantly from all but one in AvgBC ( Figure 4B ) (Appendix B, C).
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Figure 4 ^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^ The BC of ROIs of an intrinsic network that contributed to the HFA-memory regions differed from those that did not form a part of the HFA memory network. We found reliable differences only for the FPN (HFA_FPN vs. Other_FPN: t=-3.63, df=1, p=2.9x10-4) and COpN (HFA_COpN vs. Other_COpN: t=-3.47, df=1, p=5.2x10-4), in each case revealing higher BC for the regions of intrinsic networks not part of the HFA-memory network ( Figure 4C ). Accordingly, the BC levels of HFA-memory regions involved in intrinsic networks (e.g., HFA_COpN and HFA_FPN) can be said to differ from the non-memory regions of these intrinsic networks (Other_COpN, Other_FPN) . A two-way ANOVA on these significant difference in the two networks showed that while the main effect of regional HFA status was significant (HFA_FPN vs.
Other_FPN: F=19.53, df=3, p=1.9 x10-5; HFA_COpN vs. Others_COpN: F=12.56, df=3, p=0.001), neither the main effect of group (patient vs. control) nor the group-by-network interaction was significant ( Figure 5 ). The major finding was that cognitive control networks have a higher BC compared to the HFA-memory and primary processing networks.
Figure 5 ^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^ Inter-network interaction using PC revealed that the cognitive control networks and the HFAmemory network have higher AvgPC compared to the primary processing networks ( Figure 4D , Appendix D). Importantly, the HFA-memory network possessed AvgPC levels similar to TN and DMN. The AvgPC of the cognitive control networks (FPN, COpN, DAN) was significantly higher than the HFA-memory network ( Figure 4D , Appendix D).
Multivariate machine learning to test the association of verbal-memory performance in epilepsy patients
As a final step, we tested if either hubness or segregation were relevant to an individual's clinical memory performance. Though the two memory scores were clinically related (CVLT-TL, total recall across five trials and P.REC, the average percent recall across all trials), they were not collinear (r=0.27, p=0.12) and hence dealt with in two different RF models. The NodalBC of 4 MEM variables significantly predicted CVLT-TL performance ( Figure 6A : NodalBC of ROI 1 and 2 of RFusG, LITG, and LSFG). The prediction response of this non-linear regression RF model was significant, as we found that actual CVLT-TL scores were correlated with the predictions made with the four MEM NodalBC predictors (r=0.8, p=2.04x10 -8 ) (Figure 6A, inset) .
Among the 4 predictors, a stepwise regression model built with NodalBC of RFusG2 and LSFG6 emerged as significant (F=10.599, df=2, p=<0.0001: RFusG2: beta= -0.53, t=-3.7, p=0.001, VIF=1.52; LSFG6: beta=0.47, t=3.27, p=0.003, VIF=1.02).
Similarly, the NodalBC of 6 MEM variables significantly predicted the P.REC performance (NodalBC of LIstCinG, LrMFG, LITG, LIns, RLatOG, and RPreCG) ( Figure 6B ). P.REC was correlated with the predictions made with these six MEM NodalBC measures (r=0.88, p=2.14x10 -11 ; Figure 6B , inset), indicating that the RF model was accurate. A regression model testing the six predictors with P.REC produced no significant predictors.
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Figure 6 ^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^ In the RF models with the MEM NodalCC as predictors, none of the NodalCC measures were deemed significant in >95% of the permutations. Thus, none of these variables demonstrated a reliable ability to predict either P.REC or CVLT-TL performance. This modeling work established that resting-state hubness of the HFA-memory regions not only predicted the verbalmemory performance during the IEEG testing but also baseline levels of neuropsychological memory. Regional segregation showed no relation to either of these memory performances.
DISCUSSION
A fundamental question in network neuroscience regards the specific relationship between intrinsic network architecture and task-defined regional brain activity. Thus, the goal of this study was to focus on the understanding of the broader network features that underlie and support memory functionality, particularly when such functionality is defined through a regionally limited and sparse technology such as IEEG. We demonstrated that by integrating spectral markers of memory encoding (HFA) with rsfMRI data, one can identify network features of an IEEG-derived verbal-memory network. This method also allowed us to reveal the diversity of memory encoding operations by revealing the contributions of multiple functional networks to successful memory.
Given the inherent presence of a diseased sample when using IEEG data, we tested the generality of our findings by determining if the observed memory encoding network characteristics, as embedded in resting-state data, were similar in patients and healthy controls. To assess the clinical validity of these memory network characteristics, we tested whether these characteristics were associated with actual, baseline verbal-memory performance. In summary, with a combined IEEG-rsfMRI approach, we were able to lay out the network characteristics and multifaceted intrinsic cognitive components associated with successful verbal-memory encoding.
The data demonstrate that BC, a measure of hubness, as opposed to CC, a measure of segregation, is important for driving memory-encoding networks toward successful recall. Studies have indicated that in the human brain, the highest hub scores localize in the DMN and FPN van den Heuvel MP et al., 2013) . (Cole MW et al., 2013; van den Heuvel MP, et al., 2013) , a finding consistent with our data. Compared to these dominant networks in the brain, we found that the HFA-memory network had a lower hub score, but nonetheless a level of hubness that sustained and supported successful memory encoding during IEEG testing. The apparent lower hub score for the HFA-memory network (i.e., AvgBC of MEM vs. CN), appeared to emerge from the fact that the control nodes with which they were compared were located in regions with hierarchically higher hub scores. While there have been studies showing the hippocampus to be a part of the brain's hub architecture (Van Den Heuvel MP et al., 2011) , there has been no study outside of this current data to show, one, the distinctiveness of the hub score (AvgBC) of a memory network and, two, it's standing relative to the hubness values of other cognitive control networks.
The hubness value of the HFA-memory network was not related to the presence of epilepsy and was obtained in the setting of normative baseline memory scores. As a point of contrast, we show that the patients and healthy controls differed with respect to the regional segregation (CC) of both the HFA-memory network and their neighboring control nodes. This segregation effect appeared to be a consequence of epileptic pathophysiology, a finding consistent with the previous literature (Haneef Z et al., 2014) .
Nodal hubness and segregation mirrored the above composite network findings. During the estimation of memory encoding during IEEG testing, we excluded electrodes and regions that were a part of the clinically hypothesized epileptogenic zone in order to avoid the effect of epileptic interictal and ictal discharges on the estimation of HFA-memory regions, both in terms of affecting a patient's ability to encode words, as well as the power changes related to the epileptic discharges in IEEG data. This is in accord with previous studies which have shown that significantly altered BC localized and lateralized to the epileptogenic regions in both IEEG and rsFC (Haneef Z, et al., 2014; Wilke C et al., 2011) . Excluding those regions from analysis helped establish that the regioneffects we observed at both the network level (AvgBC) and nodal level (NodalBC) were, indeed, associated with successful encoding. Note, in the setting of intact CVLT-TL performance, the appearance of regional AvgBC effects points to the likelihood that the various HFA-memory regions work in unison to maintain the integrity of verbal-memory encoding. The positive relationship we observed in the RF model between task-positive, cognitive control regions, and stronger memory performance is evidence of the way cognitive control benefits memory. The negative relationship seen between some NodalBC values and memory performance is less clear.
On this point, there is literature showing that the areas involved in the early stages of memory encoding such as the ventral attention stream (i.e., RFUSG2) may be de-activated later in the memory encoding process . Unfortunately, the low temporal resolution of rsfMRI would blur and be insensitive to this shift in activity, potentially leading to a negative correlation.
To clarify further the nature of the HFA-memory hubness findings, we compared the BC of the HFA-memory network to well-known intrinsic networks. In work utilizing network controllability measures, Gu and colleagues (Kauffmann L, et al., 2015) argued that the controllability of each of the intrinsic networks is unique. Applying this concept to the hubness results, we did see that the different cognitive networks operated at different hubness levels even in the resting-state among the same networks examined by Gu et al. 2015 .
Importantly, we noted that the membership of different intrinsic networks in the HFAmemory network makes clear that the HFA-memory network utilizes a diverse set of intrinsic functionalities to drive successful verbal-memory encoding. The HFA-memory network has major membership (55%) from cognitive control systems that call upon attentional resources (DAN), lexical/semantic processing and memory consolidation (TN), and top-down control of executive functions (FPN, trial-specific control and selective attention; COpN, control of overall task goals and error monitoring) (Vaden KI, Jr. et al., 2013) . Interestingly, we found that the HFA-memory regions that share membership with the intrinsic networks tend to operate at the same level of hubness as other constituents of the intrinsic network, with the exception of FPN and COpN networks (Figure 4c ). These members of the HFA-memory network had a lower BC. (Sheffield JM et al., 2015) . Other HFA-memory regions, utilizing cognitive processes that are part of other intrinsic networks, appear to operate at hubness levels that are comparable and optimal for the intrinsic networks as a whole (Figure 4c ). Thus, our data indicates that effective memory encoding is not dominated by a central cognitive core, but is the result of a diverse set of componential functions distributed across multiple intrinsic networks, largely involving task-positive networks, all toward the goal of maximizing subsequent recall. This distribution across multiple regions is likely reflective of adaptive "associative" encoding, consistent with the extensive literature showing that recruitment of multiple cognitive and sensory processes is a crucial feature of an effective memory (Cowan N, 2017; Tulving E et al., 1996) .
In order to go beyond a basic demonstration of the functional diversity of the HFA-memory network through data showing regional overlap, we investigated the interaction of the HFAmemory network with the different intrinsic brain networks. Participation coefficient analysis showed that regions of the HFA-memory network connect and interact with a diverse set of cortical regions and intrinsic networks, participating at a level higher than the primary processing networks (i. e., VIN, AN, SMN) , comparable and equivalent to the other episodic memory networks (TN and DMN), but at a level lower than the cognitive control networks. The latter likely arises from the fact that cognitive control is applied to attention, language, visual-spatial, and motor functions, not just memory. Such data make clear that the HFA-memory network interacts intensively with both the other types of memory networks and the cognitive control networks, demonstrating that these interactions play a major role in achieving effective verbal memory encoding.
Lastly, we verified through RF modeling that the hubness of selected HFA-memory regions were significantly associated with both baseline verbal-memory performance (CVLT-TL) and successful recall during simultaneous IEEG-memory encoding (P.REC). The regions found to be predictive of memory performance are consistent with literature showing language and executive function processes (working memory, attention) mediate memory encoding, with such processes bringing semantic associations to bear during memory engram formation or utilizing a "central executive" to manipulate incoming information in working memory (Gutchess AH et al., 2005) .
Thus, similar to the data looking at the overlap with the intrinsic networks, the RF model pointed to the multivariate nature of memory encoding. Indeed, learning during the trials of the CVLT can be achieved through auditory attention and very short-term "holding" and covert verbal recitation of the information, i.e., good performance does not require long-term memory storage. The fact that this involved mostly left as opposed to right hemisphere regions could potentially point to a material-specific effect related to the word lists and covert verbal processing (Campoy G, 2008; Cowan N, 2008) . The RF method produced a more sensitive and complex model of the relationship between hubness and memory performance, likely stemming from the fact that stepwise-regression only detects linear, not non-linear relationships. Overall, our data show that the hubness of regions matters more than segregation for the prediction of both baseline verbalmemory encoding abilities and successful recall following periods of HFA-associated memory encoding activity.
The two modalities we use, IEEG and rsfMRI, measure two biologically and technically unrelated signals (the direct activity of neuronal ensembles and metabolic-rate-driven synchronous fluctuations in cerebral-blood-flow, respectively), each based on very different spatio-temporal scales. There are multiple advantages of a method that uses IEEG HFA derived memory regions in individual subjects, and transforms them into a group-level whole-brain intrinsic functional connectivity map. First, from a statistical viewpoint, isolating HFA-memory regions allowed us to avoid, in both the inter-and intra-group comparisons, a large number of brain regions that are unassociated with memory encoding, reducing the chances of Type I error. The multiple comparisons performed in this study were restricted to the 29 regions with their corresponding controls regions, as opposed to correcting for ROIs of the entire Lausanne's atlas. Second, the method of building a 'Super-Brain' allowed us to take advantage of the fine-grained temporal sequencing of cognitive events in IEEG, and reduce but not eliminate the problem of sparse spatial sampling. The use of a 'Super Brain' is widely established in cognitive studies to map reliable networks associated with memory encoding and retrieval (Greenberg JA et al., 2015; . Third, IEEG is a spatially constrained investigative modality (i.e., sparse sampling).
However, integration of the data with a modality such as rsfMRI allowed for evaluation of function throughout the brain even if patients were not implanted in those regions. This advantage has been exploited in previous studies involving isolation of the epileptogenic zone (Aghakhani Y et al., 2015) , and in establishing task-related BOLD-gamma relations (Esposito F et al., 2013) . Fourth, this type of integration opened up the door to studying the correspondence between BOLD signal changes and different frequency ranges, along with their linked behavioral activity. Indeed, linkages between neuronal synchrony and cognitive functions may be highly specific to the frequencies in which they occur. For instance, sensorimotor functions are regulated by beta synchrony (Brovelli A et al., 2004) , and the correspondence between BOLD response and visual and auditory IEEG activity is regulated by alpha synchrony. Among the many different frequencies that can be studied in the IEEG, there has consistently been a close correspondence of the gamma band component of the local field potentials in the cerebral cortex with the BOLD signal for different motor, sensory and cognitive neuronal functions (Lachaux JP et al., 2007) . Our results are certainly another example of this correspondence.
A handful of studies have performed network analysis directly on memory task-IEEG signals, studying the network synchrony present during encoding process (Burke JF, et al., 2013; Solomon EA, et al., 2017; Vecchio F et al., 2016) . Such studies have emphasized different properties of the gamma frequency band-width, including spectral power changes, phase-locking value, and exact low-resolution topographical analysis (eLORETA). These studies have found that increased gamma spectral power, asynchronous gamma oscillations coupled with synchronous theta and increased gamma-smallworldness, were associated with better verbal and non-verbal episodic memory performance. Solomon et al., examined high gamma during verbal-memory and observed both synchronous and asynchronous activity. They found that regions in frontal, temporal, and medial temporal lobe cortex asynchronous with other regions, displayed a high level of connection strength, implying a high level of centrality or hubness within the memory network, a finding broadly consistent with the current results (Solomon EA, et al., 2017) . We show that through repetitive processes of memory encoding, gamma frequency activity can establish synchrony to the point that even slow-moving resting-state BOLD fluctuations reflect their network impact. This network impact can be best characterized as establishing a level of hubness distinct from other intrinsic networks, yet spatially overlapping them, particularly those involved in cognitive control. In the first study of its kind, applying an integrated IEEG-fMRI method, we have shown that established markers of memory encoding correspond to meaningful network differences captured by rsfMRI. In clinical terms, knowing a region is a hub, playing an important role in multi-regional and multi-functional connectivity, may inform technologies trying to identify the most effective targets to electrically or pharmacologically stimulate for cognitive enhancement in areas such as memory Ezzyat Y et al., 2018; Kucewicz MT et al., 2018) , or perhaps be used to identify the areas with sufficient influence over targets to generate effective neuro-feedback loops (Hohenfeld C et al., 2017; Murphy AC et al., 2017) .
Lastly, in the setting of clinical disorders such as epilepsy, knowledge of the broader functional network in which a given region is embedded, both its proximity to the epileptogenic (Horak PC et al., 2017; Towgood K et al., 2015) , and the degree to which it operates as a core hub of the functional network, may contribute to the risk/benefit calculus of resecting a region, essentially allowing clinicians to better account for the network context and behavioral/cognitive impact of surgery.
In terms of the limitations of this study, the hippocampus was not significant for SME because it was found that in 11 of 37 subjects hippocampal electrodes were excluded from analysis as they were part of the epileptogenic zone, though they constitute an important part of the episodic memory network. Electrodes with higher epileptiform activity from regions such as the hippocampus, which is known to be involved episodic memory, were not included in the analyses, and the few electrodes that remained in these regions were not statistically significant for HFA. (Supplementary figure 8) (Yarkoni T et al., 2011) . Note, the clinical memory performance of this cohort of patients was within the normal range making the point that while the hippocampus is a crucial structure in memory encoding, it's actually the entire network associated with encoding that maintains the integrity of the function. We also want to acknowledge that there are a large number of network centrality measures, each with their own sensitivities to aspects of network architecture. Betweenness centrality has the assumption that short paths lengths are an important part of centrality, and that a region inter-connecting or "between" the separate modules is important, leaving open the question as to whether the BC hub itself is actually densely connected.
Lastly, our capture of memory effects was limited to a specific band (44-100Hz). Given our data showing that memory-related asynchronous high frequency activity can be reliably mapped to resting state functional connectivity, future studies should focus on the whole brain network changes associated with other frequency bands, such as synchronous theta networks or high frequency activity greater than 100Hz and compare multiple bandwidths (i.e., not just high frequency but also, for example, low frequency theta synchrony) for their association with human memory (Khursheed F, et al., 2011; Solomon EA, et al., 2017) . In some sense, our data can be seen as issuing an imperative regarding the importance not just of investigating and comparing multiple bandwidths for their association with cognition, but also to then integrate such findings with whole brain connectivity and networks so as to elucidate the full brain and cognitive impact of IEEGdefined regional functionalities.
In conclusion, the present study establishes that IEEG integrated with rsfMRI is a useful method for establishing the network characteristics associated with cognitive processes such as verbal-memory encoding, showing that repetitive gamma frequency activity can establish synchrony to the point that slow-moving resting-state BOLD fluctuations reflect their network impact. The HFA-memory network operates at distinct hubness levels and interacts with other intrinsic networks, all toward the goal of maximizing subsequent verbal recall. Importantly, our results clarify the conditions of the baseline, tonic state that supports effective, phasic, taskdependent memory encoding. This trait-like network feature holds true for both epilepsy patients and healthy controls. This diversity is potentially available as a source of compensatory reorganization in the setting of specific diseases such as epilepsy.
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FIGURES
Figure 1: Free-recall task design: This is a schematic representation of simultaneous IEEG acquisition and encoding/free recall testing sessions administered to the epilepsy patients in the EMU. Time-synced markers for stimulus presentation were recorded on the IEEG signal. There were 3 phases of the task: 1) encoding, where a list of new random words is presented to the subject and they were asked to commit them to memory. During encoding, lists of 12 words were presented (each word for 1600ms followed by a blank inter-stimulus interval (ISI) of 750 to 1000ms). 2) distractor task, involving a 20s post-encoding delay period containing an arithmetic task was given to disrupt memory for end-of-list items (patients solved math problems of the form A+B+C=X using a response keypad). 3) recall, where the subject was asked to recall the words presented during the encoding phase. This design provided information about IEEG activity during the words that were successfully encoded verses those that were forgotten. Recalled responses were digitally recorded and parsed/scored offline using the University of Pennsylvania Total Recall program (http://memory.psych.upenn.edu/TotalRecall). A measure of immediate recall, representing the percentage of words recalled across the multiple trials was estimated (percent recall, P.REC). Participants performed up to 25 recall trials (i.e., lists) in a single recall session.
Figure 2: IEEG implantation and electrode assignment to brain parcels: (A) The 3731 IEEG bipolar contacts for all the patients were superimposed into MNI coordinate space, referred to as the "super-brain". (B) Shows the distribution of the IEEG bipolar contacts in the different lobes across all subjects (N=37). (C) Is an example of the assignment of the bipolar IEEG contacts to the nearest parcel of the Lausanne's atlas. Here we note a total of 188 electrodes (green spheres) from 37 patients were assigned to bilateral precentral gyri (yellow regions) of the superbrain. The minimum number of bipolar contacts in any given parcel were no less than 16 in number. (D) Shows the HFA-memory regions (MEM) and their corresponding Control Nodes (CNs). The warm yellow color represents the HFA-memory regions (MEM) and the cool cyan color represents the closest set of controls nodes (CN.1). The brain regions were illustrated in BrainNet Viewer (http://www.nitrc.org/projects/bnv/).
Figure 3: Network-level ANOVAs on AvgCC and AvgBC testing group-by-region effects:
Composite network level (AvgCC and AvgBC) differences in MEM and CN (region-effect) between patients (PAT) and controls (CON) (group-effect). Panels A, B, and C show network segregation (AvgCC) was lower in patients compared to controls (* -indicates a significant main effect of the group). Panels D, E, and F show hubness (AvgBC) of the HFAmemory network (MEM) was lower compared to their neighboring control nodes (CN.1, CN.2, and CN.RAND) (*indicates the significant main effect of the region). The * indicates that the main effects of AvgCC and AvgBC were significant across network thresholds (sparsity levels from 5-50%). The yellow inset provides a magnified view of the difference in the AvgBC in the mid sparsity range.
Figure 4: Nature of hubness of the HFA-memory network (A) Pie-graph shows percent contribution of each intrinsic network to the HFA-memory network. The HFAmemory network appears to be a diverse, composite network with contributions from other networks (B) HFAmemory network had a BC value distinct from all other intrinsic networks except the SMN (inset, post-hoc comparisons between the networks in the same order as the bar graph). DMN and the FPN, which form the core hubs in the brain had the highest AvgBC values. In fact, with the exception of the DMN, all the networks display BC values distinct from at least 5 of the other networks. (C) shows the difference in BC of HFA member ROIs of an intrinsic network compared to BC of the other nodes (non-HFA) in the same network [HFA_COpN vs. Other_COpN, t= -3.47, p= 5.2*10-4 and HFA_FPN vs. Other_FPN, t= -3.63, 2.9*10-4). (D) Shows the participation coefficient (PC) of the HFA-memory network in comparison with the different intrinsic networks. The highlighted yellow area shows the similarity of HFA-memory network to TN and DMN. Each black horizontal line indicates the networks that had a different AvgPC compared to HFA-memory network following a pairwise comparison. (* -FDR corrected P-value for alpha set at 0.05, AvgBC-Average betweenness centrality of each network, AvgPC-Average participation coefficient of each network, TNtemporal network, VIN-visual integrated network, SMN-sensorimotor network, DANdorsal attention network, COpNcingulo-opercular network, FPN-frontoparietal network, DMNdefault mode network, 'HFA_' prefixnodes of an intrinsic network that are part of HFA-memory network, 'Other_' prefixnodes of an intrinsic network that are not a part of HFA-memory network).
Figure 5
: ANOVA comparing the effects of networks and subject groups for significant networks The BC levels of HFA-members of intrinsic networks (HFA_COpN and HFA_FPN) differed from the remaining regions of a given intrinsic network (Other_COpN, Other_FPN). To determine if this effect was related to a patient vs. control group difference, we ran a two-way ANOVA. For both the CopN and FPN, the HFA-memory regions still differed from those regions not in the HFA memory network, even after accounting for the group difference. (A) The main effect of BC of HFA_COpN was lower than Other_COpN (F=12.56, p=0.001), while the main effect of group (patients vs. controls) was not significant (F=1.33, p=0.25), nor was the interaction between the group and HFA memory status (F=0.15, p=0.69). (B) The main effect of BC of HFA_FPN was lower than Other_FPN (F=19.53, p=1.9*10-5), while the main effect of group (patients vs. controls) was not significant (F=0.27, p=0.65), nor was the interaction between the group and HFA memory status (F=0.09, p=0.76). 
