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Abstract
In this paper, we establish Schur-Weyl reciprocity for the q-analogue of the alternating group.
We analyze the sign q-permutation representation of the Hecke algebra HQ(q),r(q) on the rth tensor
product of Z2-graded Q-vector space V = V0⊗V1 in detail, and examine its restriction to the q-
analogue of the alternating group H1Q(q),r(q). In consequence, we find out that if dimV0 = dimV1,
then the centralizer of H1Q(q),r(q) is a Z2-crossed product of the centralizer of HQ(q),r(q) and obtain
Schur-Weyl reciprocity between H1Q(q),r(q) and its centralizer. Though the structure of the centralizer
is more complicated for the case dimV0 6=dimV1, we obtain some results about the case. When q = 1,
Regev has proved Schur-Weyl reciprocity for alternating groups in [12]. Therefore, our result can be
regarded as an extension of Regev’s work.
1 Introduction
The purpose of this study is to research Schur-Weyl reciprocity for the q-analogue of the alternating
group. In our previous paper [10], we established Schur-Weyl reciprocity between the Hecke algebra
HQ(q),r(q) and the quantum super Lie algebra U
σ
q
(
gl(m,n)
)
. In that paper, we defined the q-permutation
representation of HQ(q),r(q), and showed that the image of the q-permutation representation is the cen-
tralizer of the image of the vector representation of the quantum super Lie algebra Uσq
(
gl(m,n)
)
on the
rth tensor product of a Z2-graded (m+ n)-dimensional Q(q)-vector space V = V0⊕V1. In this paper, we
find out the centralizer of the q-analogue of the alternating group as the restriction of the q-permutation
representation. When q = 1, Regev has already shown Schur-Weyl reciprocity for the alternating group
in [12]. Hence our result is regarded as an extension of Regev’s work.
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Let q be an indeterminate and K = Q(q). Let (πr, V
⊗r) be the q-permutation representation of
HK,r(q) (definition of the q-permutation representation is at (4.1)) and (ρr, V ⊗r) the vector representation
of Uσq
(
gl(m,n)
)
(definition of the vector representation is at (4.4)). We have proved in [10] that Aq =
πr
(
HK,r(q)
)
and Bq = ρr
(
Uσq
(
gl(m,n)
))
are full centralizers of each other, namely:
Bq = EndAq V
⊗r and Aq = EndBq V
⊗r. (1.1)
Let R0 be a commutative domain which includes an invertible element q. We further assume that 2
and q + q−1 are invertible elements of R0. Then we can define the q-analogue of the alternating group
H1R0,r(q) (see Definition 3.1 and Proposition 3.6) in HR0,r(q). In [9], we defined the q-analogue of the
alternating group as a subalgebra of Iwahori-Hecke algebra of type A and obtained defining relations (see
Proposition 3.7) for the first time. In this paper, we show that HR0,r(q) is isomorphic to the Z2-crossed
product which is obtained from the crossed system (H1R0,r(q),Z2, ψ0, α0) (definition of ψ0 and α0 are at
(3.2) and (3.3) respectively).
Theorem 3.9. HR0,r(q) is isomorphic to the Z2-crossed product H
1
R0,r
(q)ψ0α0 [Z2] as R0-algebras.
Let Cq = πr
(
H1K,r(q)
)
and Dq = EndCq V
⊗r. Our main subject is to solve the relation between Dq
and Bq. From (1.1), one can immediately see that Bq⊆Dq. But the structure of Dq is not trivial. Indeed,
the structure of Dq depends on the dimensions m = dimK V0 and n = dimK V1. In this paper, we show
that if m = n, then Dq is isomorphic to Z2-crossed product which is obtained from the crossed system
(Bq,Z2, ψ1, α1) (definition of ψ0 and α0 are at (5.4) and (5.5) respectively).
Theorem 5.6. If m = n, then Dq is isomorphic to the Z2-crossed product Bq
ψ1
α1
[Z2] as K-algebras.
From this theorem, we immediately obtain that dimK Dq = 2dimK Bq. Moreover, we show Schur-Weyl
reciprocity for H1K,r(q).
Theorem 5.8. EndCq V
⊗r = Dq and EndDq V
⊗r = Cq hold.
In the general case, the matter is more complicated, but we can find out to some extent if we exchange
the base field from K to its algebraic closure K¯. Let U¯σq
(
gl(m,n)
)
= Uσq
(
gl(m,n)
)
⊗KK¯, A¯q = Aq⊗KK¯,
B¯q = Bq⊗KK¯ and C¯q = Cq⊗KK¯. Then we have the following theorem by the theory of semisimple
algebras.
Theorem 6.1. A¯q and C¯q have direct sum decompositions A¯q = A¯0q⊕A¯
1
q and C¯q = C¯
0
q⊕C¯
1
q respectively,
which are satisfy the following relations.
(1) C¯0q⊆A¯
0
q and dimK¯ A¯
0
q = 2dimK¯ C¯
0
q
2
(2) C¯1q = A¯
1
q. Especially dimK¯ A¯
1
q = dimK¯ C¯
1
q .
As a corollary, we obtain an anomalous phenomenon for non-super case as follows.
Corollary 6.2. Let n = 0. If m2 < r, then A¯q = C¯q and EndC¯q V¯
⊗r = EndA¯q V¯
⊗r.
The details of the decompositions of A¯q and C¯q are described in section 6. We also obtain the similar
result to Theorem 6.1 about the endomorphism algebras EndA¯q V¯
⊗r and EndC¯q V¯
⊗r; there exist two
HK¯,r(q)-submodules W0 and W1 which satisfy the following properties.
Corollary 6.3. EndC¯q W0⊇EndA¯q W0 and EndC¯q W1 = EndA¯q W1.
Although the relation between A¯q and C¯q is made clear by (6.4)-(6.7), that between EndA¯q W and
EndC¯q W is not clear except for Corollary 6.2 at this point.
2 Preliminaries
Let R be a commutative ring with 1 and G a group. In this section, we shall review the definition
and some properties about G-crossed products. A full account about G-graded algebras and G-crossed
products is given in [11].
Definition 2.1 (G-graded algebra). An R-algebra A is said to be G-graded if there exist a family of
R-submodules {Aσ|σ∈G} of A indexed by elements of G which satisfies the following two conditions:
(G1) A =
⊕
σ∈GAσ,
(G2) AσAτ⊆Aστ for σ, τ∈G.
Moreover, A is said to be strongly G-graded when (G2) is replaced by the following condition:
(G’2) AσAτ = Aστ for σ, τ∈G.
We notice that if A =
⊕
σ∈GAσ is a G-graded algebra, then A1G (1G means the identity element of
G) is a subalgebra of A and 1A∈A1G .
Definition 2.2 (G-crossed product). A G-graded R-algebra A = ⊕σ∈GAσ is said to be a G-crossed
product if each Aσ has an invertible element.
We notice that a G-crossed product is a strongly G-graded algebra. Indeed, if A is a G-crossed
product, then for an invertible element uσ∈Aσ, u−1σ ∈Aσ−1 and 1A = uσu
−1
σ ∈AσAσ−1 . So, we have
Aστ = 1AAστ⊆(AσAσ−1)Aστ = Aσ(Aσ−1Aστ )⊆AσAτ .
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Definition 2.3 (crossed system). Let A be an algebra and G a group. Suppose that there exist two
maps
ψ : G−→Aut(A),
(we denote ψ(σ)(a) by σa for brevity), and
α : G×G−→A×,
where A× is the multiplicative group of units of A1, which satisfy the relations:
σ(τa) = α(σ, τ)(στ)aα(σ, τ)−1 (2.1)
σ1α(σ2, σ3)α(σ1, σ2σ3) = α(σ1, σ2)α(σ1σ2, σ3) (2.2)
α(σ, 1) = α(1, σ) = 1, (2.3)
for σ, τ, σ1, σ2, σ3∈G, a∈A. (A,G, ψ, α) is said to be a crossed system. ψ is called a weak action of G on
A, and α is called a ψ-cocycle.
We denote by Aψα[G] the free left A-module with the basis {uσ|σ∈G} and the following multiplication:
(a1uσ)(a2uτ ) = a1
σa2α(σ, τ)uστ , (2.4)
for a1, a2∈A, σ, τ∈G.
Proposition 2.4 ([11]Proposition 1.4.1). Aψα [G] is a G-crossed product.
Proposition 2.5 ([11]Proposition 1.4.2). Every G-crossed product is of the form Aψα[G] for some
algebra A, some weak action ψ and some ψ-cocycle α.
When G is finite and a strongly G-graded algebra A =
⊕
σ∈GAσ is finitely generated over R as
modules, A is said to have a G-graded Clifford system {Aσ|σ∈G} if A satisfies (C1).
(C1) For each σ∈G, there exists an invertible element aσ∈A such that Aσ = aσA1G = A1Gaσ.
It is clear that such aσ is in Aσ. An exposition about group graded Clifford systems can be found in [1],
section 11C.
3 The q-analogue of the alternating group and its representation
Let (W,S = {s1, . . . , sr}) be a Coxeter system of rank r. Let R0 be a commutative domain with 1, and
let qi(i = 1, . . . , r) be any invertible elements of R0 such that qi = qj if si is conjugate to sj inW . Further
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we assume that 2 and qi + q
−1
i (i = 1, 2, . . . , r) are invertible elements of R0. The Iwahori-Hecke algebra
HR0(W,S) is an R0-algebra generated by {Tsi |si∈S} with the defining relations:
(H1) T 2si = (qi − q
−1
i )Tsi + 1 if i = 1, 2, . . . , r,
(H2) (TsiTsj )
kij = (TsjTsi)
kij if mij = 2kij ,
(H3) (TsiTsj )
kijTsi = (TsjTsi)
kijTsj if mij = 2kij + 1,
where mij is the order of sisj in W . We write Ti = Tsi for brevity.
If (W,S) is of type A and of rank r−1, thenW is isomorphic to the symmetric groupSr. Furthermore,
all the elements of S are conjugate to each other, hence we may assume q1 = · · · = qr−1 = q. The Iwahori-
Hecke algebra HR0,r(q) = HR0(W,S) of type A has the defining relations:
(A1) T 2i = (q − q
−1)Ti + 1 if i = 1, 2, . . . , r − 1,
(A2) TiTi+1Ti = Ti+1TiTi+1 if i = 1, 2, . . . , r − 2,
(A3) TiTj = TjTi if |i− j| > 1.
Let ˆ be the Goldman involution. This is an involution on HR0,r(q) defined by
Tˆi = (q − q
−1)− Ti.
Definition 3.1. We define H±1R0,r(q) to be the eigenspaces of HR0,r(q) corresponding to the eigenvalues
±1 of ˆ respectively.
We notice that H1R0,r(q) is a subalgebra of HR0,r(q). Let T
′
i (i = 1, 2, . . . , r − 1) be the elements of
HR0,r(q) defined by
T ′i =
Ti − Tˆi
q + q−1
=
2Ti − (q − q−1)
q + q−1
for i = 1, 2, . . . , r − 1.
Then one can immediately check Tˆ ′i = −T
′
i .
Proposition 3.2. T ′i (i = 1, 2, . . . , r) generate HR0,r(q) and satisfy the following defining relations:
(A’1) T ′i
2
= 1 if i = 1, 2, . . . , r − 1,
(A’2) T ′iT
′
i+1T
′
i = T
′
i+1T
′
iT
′
i+1 −
(q − q−1
q + q−1
)2
(T ′i − T
′
i+1) if i = 1, 2, . . . , r − 2,
(A’3) T ′iT
′
j = T
′
jT
′
i if |i− j| > 1.
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Proof. From the equations
Ti =
1
2
{(q + q−1)T ′i + (q − q
−1)} for i = 1, 2, . . . , r − 1,
which are obtained from the definition of T ′i , we see that T
′
i (i = 1, 2, . . . , r) generate HR0,r(q). The
defining relations are obtained from a direct computation.
Consider the following sets of monomials:
C1 = {1, T1}
C2 = {1, T2, T2T1}
C3 = {1, T3, T3T2, T3T2T1}
:
Cr−1 = {1, Tr−1, Tr−1Tr−2, . . . , Tr−1Tr−2· · ·T1}
We shall say thatM1M2· · ·Mr−1 is amonomial in Ti-normal form inHR0,r(q) ifMi∈Ci for i = 1, 2, . . . , r−
1. The following fact is well-known in the theory of the Iwahori-Hecke algebra.
Proposition 3.3. rankR0 HR0,r(q) = r! and
HR0,r(q) =
⊕
Mi∈Ci
R0M1M2· · ·Mr−1
We derive from this fact that all monomials in T ′i -normal form also constitute a basis of HR0,r(q).
Proposition 3.4. Let C′i = {1, T
′
i , T
′
iT
′
i−1, . . . , T
′
iT
′
i−1· · ·T
′
1} for i = 1, 2, . . . , r − 1. Then we have
HR0,r(q) =
⊕
M ′i∈C
′
i
R0M
′
1M
′
2· · ·M
′
r−1.
Proof. Consider the map f from {Ti}i=1,2,...,r−1 to {T ′i}i=1,2,...,r−1 which is defined by f(Ti) = T
′
i . This
map induces the R0-endomorphism f¯ of HR0,r(q). f¯ is an R0-isomorphism because the inverse g¯ which
is induced from the map g from {T ′i}i=1,2,...,r−1 to {Ti}i=1,2,...,r−1 defined by
g(T ′i ) =
1
2
{(q + q−1)Ti + (q − q
−1)}
exists. Hence we conclude that M ′1M
′
2· · ·M
′
r−1(M
′
i∈C
′
i), which are images of M1M2· · ·Mr−1(Mi∈Ci), are
linearly independent and constitute a basis of HR0,r(q).
Let Er (respectively Or) be the set of all monomials in T ′i -normal form in HR0,r(q) which are products
of even (respectively odd) numbers of T ′i ’s. Then the following holds.
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Lemma 3.5. |Er| = |Or| = 2−1r! for r > 1.
Proof. The proof is done by induction on r. It is trivial for r = 2. Let M ′1M
′
2· · ·M
′
r−1∈Er with r > 2
and M ′i∈C
′
i. Then M
′
1M
′
2· · ·M
′
r−2 is considered as a monomial in T
′
i -normal form in HR0,r−1(q). Let
(C′r−1)
e (respectively (C′r−1)
o) be the subset of C′r−1 which consists of products of even (respectively odd)
numbers of T ′i ’s. We can readily see thatM
′
1M
′
2· · ·M
′
r−2∈Er−1 if and only ifM
′
r−1∈(C
′
r−1)
e. By induction,
|Er−1| = |Or−1| = 2−1(r − 1)! and hence we obtain the following
|Er| = |(C
′
r−1)
e||Er−1|+ |(C
′
r−1)
o||Or−1| = r×2
−1(r − 1)! = 2−1r!
as desired.
Now we characterize H1R0,r(q) as a q-analogue of the alternating group.
Proposition 3.6. rankR0 HR0,r(q) = 2 rankR0 H
1
R0,r
(q). Moreover H1R0,r(q) is the subalgebra which
consists of all the products of even numbers of T ′i ’s.
Proof. Let HeR0,r(q) = ⊕M∈ErR0M and H
o
R0,r
(q) = ⊕M∈OrR0M . Then we can see immediately that
HR0,r(q) = H
e
R0,r
(q)⊕HoR0,r(q). Furthermore we obtain H
e
R0,r
(q) = H1R0,r(q) and H
o
R0,r
(q) = H−1R0,r(q)
from the property Tˆ ′i = −T
′
i . Combined with Lemma 3.5 we have rankR0 HR0,r(q) = 2 rankR0 H
1
R0,r
(q).
Let H¯1R0,r(q) be the set of all the linear combinations of products of even numbers of T
′
i ’s. Obviously
H1R0,r(q)⊆H¯
1
R0,r
(q). From the defining relations (A’1)-(A’3), one can see that if a monomial in T ′i -normal
form which consists of even (respectively odd) number of T ′i ’s is expressed in a linear combination of other
expressions, then each term consists of even (respectively odd) number of T ′i ’s. Hence if we express an
element of H¯1R0,r(q) by a linear combination of monomials in T
′
i -normal form, each term is in H
1
R0,r
(q).
Consequently H¯1R0,r(q) = H
1
R0,r
(q).
When we suppose that R0 = C and take a limit q→1, H1C,r(1) is isomorphic to the group algebra
C[An] of the alternating group An.
Theorem 3.7 ([9]). H1R0,r(q) is isomorphic to the R0-algebra which is generated by r − 2 elements
X1, X2, . . . , Xr−2 with the defining relations:
(B1) X31 = −
(q − q−1
q + q−1
)2
(X21 −X1) + 1,
(B2) X2i = 1 for i > 1,
(B3) (Xi−1Xi)
3 = −
(q − q−1
q + q−1
)2{
(Xi−1Xi)
2 −Xi−1Xi
}
+ 1 for i = 2, 3, . . . , r − 2,
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(B4) (XiXj)
2 = 1 whenever |i− j| > 1.
An isomorphism is given by Xi−→T
′
1T
′
i+1.
Next, we shall show that HR0,r(q) is a Z2-crossed product. Since T
′
i has an inverse as itself, we can
readily see from Proposition 3.6 that H1R0,r(q)T
′
1 is an R0-submodule of HR0,r(q) which consists of all
linear combinations of products of odd numbers of T ′i ’s. Therefore, we obtain a direct sum decomposition
of left H1R0,r(q)-modules:
HR0,r(q) = H
1
R0,r(q)⊕H
1
R0,r(q)T
′
1. (3.1)
Let Z2 = 〈1,−1〉 be a multiplicative group. We define two maps ψ0 and α0 to be
ψ0 : Z2−→Aut(H
1
R0,r(q)), ψ0(1)(T ) = T, ψ0(−1)(T ) = T
′
1TT
′
1, T∈H
1
R0,r(q). (3.2)
and
α0 : Z2×Z2−→(H
1
R0,r(q))
×, α0(σ, τ) = 1 for all σ, τ∈Z2. (3.3)
Then we have the following immediately.
Lemma 3.8. ψ0 and α0 satisfy (2.1)–(2.3).
Thus, we obtain a Z2-crossed product H
1
R0,r
(q)ψ0α0 [Z2] from the crossed system (H
1
R0,r
(q),Z2, ψ0, α0),
where ψ0 and α0 are given by (3.2) and (3.3) respectively.
Theorem 3.9. HR0,r(q) is isomorphic to H
1
R0,r
(q)ψ0α0 [Z2] as R0-algebras.
Proof. Since both HR0,r(q) and H
1
R0,r
(q)ψ0α0 [Z2] are free left H
1
R0,r
(q)-modules, we may define an isomor-
phism of H1R0,r(q)-modules
ι0 : H
1
R0,r(q)
ψ0
α0 [Z2]−→HR0,r(q), ι0(u1) = 1, ι0(u−1) = T
′
1
From (2.4) and (3.2) and (3.3), we can determine the multiplication law as follows.
(a1uσ)(a2uτ ) =


a1a2uστ if σ = 1,
a1T
′
1a2T
′
1uστ if σ = −1,
where a1, a2∈H1R0,r(q) and σ, τ∈Z2. Therefore, we get four formulas in HR0,r(q)
(a11)(a21) = a1a21, (a11)(a2T
′
1) = a1a2T
′
1, (a1T
′
1)(a21) = a1T
′
1a2T
′
1T
′
1, (a1T
′
1)(a2T
′
1) = a1T
′
1a2T
′
11,
which derive the conclusion that ι0 is an isomorphism of R0-algebras.
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We denote by K¯ an algebraic closure of a field K. Let q be an indeterminate and K = Q(q). We shall
show (split) semisimplicity of H1
K¯,r
(q) and the branching rule from HK¯,r(q) to H
1
K¯,r
(q). The manner
of proof given here is credited to K.Uno, who sent me a letter enclosing the outline of this proof. It is
well-known that HK¯,r(q) is split semisimple and that isomorphism classes of simple left HK¯,r(q)-modules
are parametrized by Young diagrams of total size n. Let Λr be the set of all Young diagrams of total size
r. Then, provided that {Mq,λ|λ ∈ Λr} is a set of all isomorphism classes of simple left HK¯,r(q)-modules
and that dλ = degMq,λ, we may write
HK¯,r(q) =
⊕
λ∈Λr
Iq,λ
(
Iq,λ∼=Matdλ(K¯)
)
, (3.4)
where each Iq,λ is the homogeneous component corresponding to λ. Iq,λ is isomorphic to a dλ×dλ matrix
algebra Matdλ(K¯) whose entries lie in K¯. Since ˆ is an involution of HK¯,r(q), for each λ∈Λr there exists
µ∈Λn such that Iˆq,λ = Iq,µ. Especially, dλ = dµ follows. Dipper and James defined Specht modules
SλK for Hecke algebras as irreducible submodules of regular modules in [4], and improved the theory of
representations of Hecke algebras in the series of articles such as [4, 5, 6]. In particular, they showed in
[6] that if K is a field and HK,r(q) is semisimple, then SˆλK
∼=HK,r(q)S
λ′
K where λ
′ denotes the transpose of
λ. In this case, Mq,λ is equivalent to S
λ
K¯
, thus µ = λ′ follows. We divide into two cases depending on
whether λ is self-conjugate or not.
(Case1) λ6=λ′:
In this case, ˆ induces an involution on Iq,λ⊕Iq,λ′ . Let I˜q,λ =
{
X + Y ∈Iq,λ⊕Iq,λ′ |(X + Y )̂= X + Y }
for λ 6= λ′. Then we have
I˜q,λ =
{
X + Xˆ∈Iq,λ⊕Iq,λ′ |X∈Iq,λ
}
∼=Iq,λ
(
∼=Matdλ(K¯)
)
, (3.5)
Thereby, the image of the regular representation of H1
K¯,r
(q) on Sλ
K¯
is isomorphic to Iq,λ, so res
HK¯,r(q)
H1
K¯,r
(q)
Sλ
K¯
is a simple left H1
K¯,r
(q)-module. If g∈HK¯,r(q) satisfies gˆ = g, then the matrix coefficients with respect to
the basis x1, x2, . . . , xdλ of S
λ
K¯
is the same as those with respect to the basis xˆ1, xˆ2, . . . , xˆdλ of Sˆ
λ
K¯
∼=Sλ
′
K¯
.
Hence we have the isomorphism of simple left H1
K¯,r
(q)-modules as follows.
res
HK¯,r(q)
H1
K¯,r
(q)
SλK¯
∼=res
HK¯,r(q)
H1
K¯,r
(q)
Sλ
′
K¯ .
(Case2) λ = λ′:
In this case, ˆ induces an involution on Iq,λ∼=Matdλ(K¯). By Skolem-Noether Theorem, there exists an
invertible element P of Matdλ(K¯) such that Xˆ = PXP
−1 for all X∈Matdλ(K¯). Since eigenvalues of P
9
are ±1, We may also assume that
P =


1
. . .
1
−1
. . .
−1


.
Then we may write
P

X1 X2
X3 X4

P−1 =

 X1 −X2
−X3 X4

 ,
for some submatrices X1, X2, X3, X4. Therefore, we obtain
{
X∈Matdλ(K¯)|Xˆ = X
}
=
{
X∈Matdλ(K¯)|X =

X1 0
0 X4

}.
Assuming that 1 appears m times in P . Then dimK¯
{
X∈Matdλ(K¯)|Xˆ = X
}
= m2 + (dλ −m)2. We
easily see that
m2 + (dλ −m)
2≥
d2λ
2
equality holds iff m =
dλ
2
.
Combining this with (3.5) and the fact that dimK¯ H
1
K¯,r
(q) =
1
2
dimK¯ HK¯,r(q) (Proposition 3.6), we
deduce that m = dλ/2. Thereby,{
X∈Matdλ(K¯)|Xˆ = X
}
∼=Matdλ/2(K¯)⊕Matdλ/2(K¯) (3.6)
holds. This means that res
HK¯,r(q)
H1
K¯,r
(q)
Sλ
K¯
decomposes into two simple left H1
K¯,r
(q)-modules S¯λ+
K¯
and S¯λ−
K¯
which are mutually non-isomorphic. Let I˜q,λ =
{
X∈Iq,λ|Xˆ = X
}
and I˜+q,λ (resp. I˜
−
q,λ) be the homoge-
neous component corresponding to S¯λ+
K¯
(resp. S¯λ−
K¯
) for λ 6= λ′. Then (3.6) implies that
I˜q,λ = I˜
+
q,λ⊕I˜
−
q,λ, (3.7)
Summarizing our argument, we conclude that H1
K¯,r
(q) is isomorphic to the direct sum of minimal two-
sided ideals as follows,
H1K¯,r(q) =
{ ⊕
λ∈Λr ,λ>λ′
I˜q,λ
}⊕[ ⊕
λ∈Λr ,λ=λ′
{
I˜+q,λ⊕I˜
−
q,λ
}]
,
where < denotes the lexicographic order on Λr; λ = (λ1, λ2, . . .) < µ = (µ1, µ2, . . .) iff λk < µk for the
smallest k such that λk 6=µk. Consequently we have proved the following result.
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Theorem 3.10. Let q be an indeterminate and K = Q(q).
If λ′ 6=λ, then S¯λ
K¯
is simple and S¯λ
K¯
∼=S¯λ
′
K¯
where S¯λ
K¯
denotes res
HK¯,r(q)
H1
K¯,r
(q)
Sλ
K¯
.
If λ′ = λ, then S¯λ
K¯
decomposes into mutually non-isomorphic two simple left H1
K¯,r
(q)-modules S¯λ+
K¯
and
S¯λ−
K¯
.
The simple left H1
K¯,r
(q)-modules S¯λ
K¯
, S¯µ+
K¯
, S¯µ−
K¯
(λ, µ∈Λr, λ > λ′, µ = µ′) constitute a basic set of simple left
H1
K¯,r
(q)-modules. Moreover, H1
K¯,r
(q) is a split semisimple K¯-algebra and its homogeneous decomposition
is as follows:
H1K¯,r(q) =
{ ⊕
λ∈Λr ,λ>λ′
I˜q,λ
}⊕[ ⊕
λ∈Λr ,λ=λ′
{
I˜+q,λ⊕I˜
−
q,λ
}]
,
where each I˜q,λ is the homogeneous component corresponding to λ which is isomorphic to Matdλ(K¯) and
each direct sum I˜+q,λ⊕I˜
−
q,λ consists of two homogeneous components I˜
+
q,λ and I˜
−
q,λ both corresponding to λ
which are isomorphic to Matdλ/2(K¯).
4 Schur-Weyl reciprocity between Uσq
(
gl(m, n)
)
and HK,r(q)
In our previous paper [10], we defined the q-permutation representation and established Schur-Weyl
reciprocity between the quantum superalgebra Uσq
(
gl(m,n)
)
and HK,r(q). Schur-Weyl reciprocity be-
tween the general Lie superalgebra gl(m,n) and the symmetric group Sr was established in, for example,
[3, 13]. In this section, we shall review the q-permutation representation and the vector representation of
Uσq
(
gl(m,n)
)
.
Let V = ⊕m+nk=1 Kvk be a Z2-graded K-module of rank m + n. By Z2-graded, we mean that V is a
direct sum of two submodule V0 = ⊕
m
k=1Kvk and V1 = ⊕
m+n
k=m+1Kvk, and that for each homogeneous
element the degree map |·|
|v| =


0 if v∈V0,
1 if v∈V1,
is given.
Let πr be the q-permutation representation of HK,r(q) on the tensor space V ⊗r. πr is given by
πr(Ti) = Id
⊗i−1⊗T⊗ Id⊗r−i−1 (i = 1, 2, . . . , r − 1) where T is the operator on V⊗V defined by
Tvk⊗vl =


(−1)|vk|(q + q−1) + q − q−1
2
vk⊗vl if k = l,
(−1)|vk||vl|vl⊗vk + (q − q−1)vk⊗vl if k < l,
(−1)|vk||vl|vl⊗vk if k > l.
(4.1)
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and Id is the identity operator on V . This representation πr is reduced to the (normal) q-permutation
representation of HK,r(q) with n = 0 and to the sign permutation representation of Sr with q→1. Let
T ′ be the operator defined by
T ′ =
2T − (q − q−1)
q + q−1
Then T ′ is determined by
T ′vk⊗vl =


(−1)|vk|vk⊗vl if k = l,
2(−1)|vk||vl|
q + q−1
vl⊗vk +
q − q−1
q + q−1
vk⊗vl if k < l,
2(−1)|vk||vl|
q + q−1
vl⊗vk −
q − q−1
q + q−1
vk⊗vl if k > l.
(4.2)
πr is also given by πr(T
′
i ) = Id
⊗i−1⊗T ′⊗ Id⊗r−i−1 (i = 1, 2, . . . , r − 1)
Next we shall review quantum superalgebras and their vector representations. Several definitions of
quantum superalgebras appear in, for example, [2, 8, 14]. The much complete definition and detailed
observations of quantum superalgebras can be found in [14]. In this paper, we obey the manner of
definition of Uσq
(
gl(m,n)
)
in [2]. The method of construction of superalgebra depends on [7] basically.
Let Π = {αi}i∈I be a set of simple roots with the index set I = {1, . . . , r}. We assume that I is a disjoint
union of two subsets Ieven and Iodd. We define a map p : I−→{0, 1} to be such that
p(i) =


0 if i∈Ieven,
1 if i∈Iodd.
Let P be a free Z-module which includes all αi∈P (i∈I). We assume that a Q-valued symmetric bilinear
form on P (·, ·) : P×P−→Q is defined and that the simple coroots hi∈P ∗(i∈I) are given as data. The
natural pairing 〈·, ·〉 : P ∗×P−→Z between P and P ∗ is assumed to satisfy
〈hi, αj〉 =


2 if i = j and i∈Ieven,
0 or 2 if i = j and i∈Iodd,
≤0 if i 6=j.
We denote by Π∨ = {hi|i∈I} the set of all coroots. Furthermore, for each i∈I we assume that there
exists a nonzero integer ℓi such that ℓi〈hi, λ〉 = (αi, λ) for every λ∈P . Then we immediately have the
Cartan matrix A = [〈hi, αj〉]ij is symmetrizable because ℓi〈hi, αj〉 = (αi, αj) = (αj , αi) = ℓj〈hj , αi〉. We
mention that the symmetrized matrix is Asym = diag(ℓ1, . . . , ℓr)A = [(αi, αj)]ij . Let h = P
∗⊗ZQ. Then
Φ = (h,Π∨,Π) is said to be a fundamental root data associated to A. Let g = g(Φ) be the contragredient
12
Lie superalgebra obtained from Φ and p. The quantized enveloping algebra Uσq (g) is the unital associative
algebra over K = Q(q) with generators qh(h∈P ∗), ei, fi(i∈I) and an additional element σ which satisfy
the following defining relations:
(Q1) qh = 1 for h = 0,
(Q2) qh1qh2 = qh1+h2 for h1, h2∈P ∗,
(Q3) qhei = q
〈h,αj〉eiq
h for h∈P ∗ and i∈I,
(Q4) qhfi = q
−〈h,αj〉fiq
h for h∈P ∗ and i∈I,
(Q5) [ei, fj] = δij
qℓihi − q−ℓihi
qℓi − q−ℓi
for i, j∈I,
(Q6) σ2 = 1,
(Q7) qhσ = σqh for h∈P ∗,
(Q8) eiσ = (−1)
p(i)σei for i∈I,
(Q9) fiσ = (−1)
p(i)σfi for i∈I,
where [ei, fj ] means the supercommutator
[ei, fj ] = eifj − (−1)
p(i)p(j)fjei.
We assume further conditions:
(Q10) If a∈
∑
i∈I Uq(n+)eiUq(n+) satisfies fia∈Uq(n+)fi for all i∈I, then a = 0,
(Q11) If a∈
∑
i∈I Uq(n−)fiUq(n−) satisfies eia∈Uq(n−)ei for all i∈I, then a = 0,
where Uq(n+) (respectively Uq(n−)) is the subalgebra of U
σ
q (g) generated by {ei|i∈I} (respectively
{fi|i∈I}). U
σ
q (g) is a Hopf algebra whose comultiplication △σ, counit εσ, antipode Sσ are as follows.
△σ(σ) = σ⊗σ,
△σ(q
h) = qh⊗qh for h∈P ∗,
△σ(ei) = ei⊗q
−ℓihi + σp(i)⊗ei for i∈I,
△σ(fi) = fi⊗1 + σ
p(i)qℓihi⊗fi for i∈I,
εσ(σ) = εσ(q
h) = 1 for h∈P ∗, εσ(ei) = εσ(fi) = 0 for i∈I,
Sσ(σ) = σ, Sσ(q
±h) = q∓h for h∈P ∗,
Sσ(ei) = −σ
p(i)eiq
ℓihi , Sσ(fi) = −σ
p(i)q−ℓihifi for i∈I.
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The quantized enveloping algebra Uσq
(
gl(m,n)
)
is obtained from the fundamental root data as follows.
• I = Ieven∪Iodd is defined by Ieven = {1, 2, . . . ,m− 1,m+ 1, . . . ,m+ n− 1} and Iodd = {m},
• P = ⊕b∈BZǫb, where B = B+∪B− with B+ = {1, . . . ,m} and B− = {m+ 1, . . . ,m+ n},
• (·, ·) : P×P−→Q is the symmetric bilinear form on P defined by
(ǫa, ǫa′) =


1 if a = a′∈B+,
−1 if a = a′∈B−,
0 otherwise,
• Π = {αi|i∈I} is defined by αi = ǫi − ǫi+1,
• Π∨ = {hi|i∈I} is uniquely determined by the formula ℓi〈hi, λ〉 = (αi, λ) for any λ∈P ,
where
ℓi =


1 if i = 1, . . . ,m,
−1 if i = m+ 1, . . . ,m+ n− 1.
The vector representation (ρ, V ) of Uσq
(
gl(m,n)
)
on the Z2-graded vector space V = V0⊕V1 (recall
that V0 = ⊕
m
i=1Kvi, V1 = ⊕
m+n
i=m+1Kvi) is defined by (see [2])
ρ(σ)vj = (−1)
|vj|vj for j = 1, . . . ,m+ n,
ρ(qh)vj = q
ǫj(h)vj for h∈P
∗, j = 1, . . . ,m+ n,
ρ(ej)vj+1 = vj for j = 1, . . . ,m+ n− 1,
ρ(fj)vj = vj+1 for j = 1, . . . ,m+ n− 1,
otherwise 0.
(4.3)
The vector representation ρr on V
⊗r is given by ρr(x) = ρ
⊗r ◦ △(r−1)(x) where △(1) = △σ and △(k) =
(△σ⊗ Id
⊗k−1)△(k−1) inductively. One can readily see that ρr is of the following form:
ρr(σ) = ρ(σ)
⊗r,
ρr(q
h) = ρ(qh)⊗r for h∈P ∗,
ρr(ei) =
N∑
k=1
ρ(σp(i))⊗k−1⊗ρ(ei)⊗ρ(q
−ℓihi)⊗r−k for i∈I,
ρr(fi) =
r∑
k=1
ρ(σp(i)qℓihi)⊗k−1⊗ρ(fi)⊗ Id
⊗r−k for i∈I.
(4.4)
Our precedent works in [10] are Theorem 4.1 and Theorem 4.2.
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Theorem 4.1 (Schur-Weyl reciprocity [10]). Let Aq = πr
(
HK,r(q)
)
and Bq = ρr
(
Uσq
(
gl(m,n)
))
.
Then we have EndBq V
⊗r = Aq and EndAq V
⊗r = Bq.
Let U¯σq
(
gl(m,n)
)
= Uσq
(
gl(m,n)
)
⊗KK¯, A¯q = Aq⊗KK¯ and B¯q = Bq⊗KK¯. Then, πr
(
HK¯,r(q)
)
=
A¯q and ρr
(
U¯σq
(
gl(m,n)
))
= B¯q as K¯-algebras of operators on V¯ ⊗r = (V⊗KK¯)⊗r. We notice that
EndB¯q V¯
⊗r = A¯q and EndA¯q V¯
⊗r = B¯q hold.
Let H(m,n; r) = {λ = (λ1, λ2, . . .)∈Λr|λj≤n if j > m}. Diagrams of elements of H(m,n; r) are
exactly those contained in the (m,n)-hooks. Then the following holds.
Theorem 4.2 (Decomposition of the tensor space [10]). A¯q =
⊕
λ∈H(m,n;r) A¯q,λ where each
A¯q,λ = πr(Iq,λ)(∼=Iq,λ) is the image of the homogeneous component Iq,λ corresponding to λ∈H(m,n; r)
as in (3.4). Moreover, we have V¯ ⊗r =
⊕
λ∈H(m,n;r)Hλ⊗Vλ where Hλ’s are mutually non-isomorphic
simple left HK¯,r(q)-modules indexed by the elements of H(m,n; r), and Vλ’s are mutually non-isomorphic
simple left U¯σq
(
gl(m,n)
)
-modules indexed by the elements of H(m,n; r).
5 Schur-Weyl reciprocity for H1K,r(q) in case of m = n
Schur-Weyl reciprocity for the alternating group Ar has been researched by Regev in [12]. The paper
[12] showed that if dim V0 = dim V1 under the base field C, then the centralizer algebra EndAr V
⊗r
has remarkable property; Z2-crossed product for EndSr V
⊗r. In this paper, we establish a q-analogue
extension of Regev’s result. We also show that Schur-Weyl reciprocity is valid even if the base field is
Q(q).
We set K = Q(q) in succession, and denote Cq = πr
(
H1K,r(q)
)
. Let us consider the relation between
EndAq V
⊗r and EndCq V
⊗r. Since H1K,r(q)(HK,r(q), we immediately have
Cq⊆Aq and EndAq V
⊗r⊆EndCq V
⊗r.
Recall that V is an m + n-dimensional Z2-graded vector space over K. In this section, we analyze the
structure of EndCq V
⊗r in case of m = n. We will consider the general case in the next section.
Assume that m = n. Recall that
Bq = {f∈EndK V
⊗r|πr(T
′
i )f = fπr(T
′
i ) for i = 1, 2, . . . , r − 1} = EndAq V
⊗r.
We define B†q, Cq to be the subspaces of EndK V
⊗r as follows.
B†q = {f∈EndK V
⊗r|πr(T
′
i )f = −fπr(T
′
i ) for i = 1, 2, . . . , r − 1},
Dq = {f∈EndK V
⊗r|πr(T
′
1T
′
i+1)f = fπr(T
′
1T
′
i+1) for i = 1, 2, . . . , r − 2} = EndCq V
⊗r.
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Lemma 5.1. Dq = Bq
⊕
B†q.
Proof. It is clear that the sum is direct. ⊇ is also obvious. We notice that if f∈Dq, then πr(T ′j)fπr(T
′
j) =
πr(T
′
1)fπr(T
′
1) for j = 2, 3, . . . , r − 1 from the definition of Dq.
In general, we may write
f =
1
2
(
f + πr(T
′
1)fπr(T
′
1)
)
+
1
2
(
f − πr(T
′
1)fπr(T
′
1)
)
.
If f∈Dq, then one can readily see
πr(T
′
i )
1
2
(
f + πr(T
′
1)fπr(T
′
1)
)
=
1
2
(
πr(T
′
i )fπr(T
′
i )
2 + πr(T
′
i )πr(T
′
1)fπr(T
′
1)
)
=
1
2
(
πr(T
′
1)fπr(T
′
1)πr(T
′
i ) + fπr(T
′
i )πr(T
′
1)
2
)
=
1
2
(
πr(T
′
1)fπr(T
′
1) + f
)
πr(T
′
i ).
Hence we have 2−1
(
f+πr(T
′
1)fπr(T
′
1)
)
∈Bq. In the same fashion, we also get 2−1
(
f−πr(T ′1)fπr(T
′
1)
)
∈B†q.
Thus we have proved the reverse inclusion ⊆.
We notice that if V is Z2-graded, then EndK V is also Z2-graded. Namely,
EndK V = (EndK V )0⊕(EndK V )1,
where
(EndK V )0 =
{
f∈EndK V |f(Vi)⊆Vi, i∈{0, 1}
}
,
(EndK V )1 =
{
f∈EndK V |f(Vi)⊆Vi+1, i∈{0, 1}
}
.
Let ϕ∈EndK V be given by ϕ(vi) = v2m−i+1. Obviously, ϕ∈(EndK V )1. Let ϕ
⊗r be the tensor product
of ϕ. In general, for homogeneous elements f1, f2, . . . , fr of EndK V , f1⊗f2⊗ · · ·⊗fr∈EndK V
⊗r is given
by
f1⊗ · · ·⊗fr(u1⊗ · · ·⊗ur) = (−1)
∑
r
i=2(|fi|
∑ i−1
j=1
|uj |)f1(u1)⊗ · · ·⊗fr(ur),
where u1, . . . , ur are homogeneous elements of V . Hence we have
ϕ⊗r(u1⊗ · · ·⊗ur) = (−1)
∑
r
i=2(
∑ i−1
j=1
|uj |)ϕ(u1)⊗ · · ·⊗ϕ(ur). (5.1)
Lemma 5.2. ϕ⊗r is an isomorphism of K-vector space V ⊗r which satisfies following properties:
(ϕ⊗r)2 = (−1)r(r−1)/2 I (5.2)
and
πr(T
′
i )ϕ
⊗r = −ϕ⊗rπr(T
′
i ) for i = 1, 2, . . . , r − 1, (5.3)
where I is the identity operator on V ⊗r.
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Proof. For homogeneous elements u1, . . . , ur of V , one can readily see that
(ϕ⊗r)2(u1⊗ · · ·⊗ur) = (−1)
∑
r
i=2
(
∑ i−1
j=1
|uj |)ϕ(u1)⊗ · · ·⊗ϕ(ur)
= (−1)
∑ r
i=2
(
∑ i−1
j=1
(|uj |+|ϕ(uj)|)u1⊗ · · ·⊗ur
= (−1)
∑
r
i=2
∑ i−1
j=1
1u1⊗ · · ·⊗ur
= (−1)(r−1)r/2u1⊗ · · · ⊗ur.
Hence (ϕ⊗r)2 = (−1)r(r−1)/2 I, and ϕ⊗r has the inverse (ϕ⊗r)−1 = (−1)(r−1)r/2ϕ⊗r.
To prove the last statement, we check three cases of the definition of πr which has appeared in (4.2).
We notice that it suffice to prove only the case r = 2.
Case1 : k = l
ϕ⊗2T ′(vk⊗vl) = (−1)
|vk|ϕ⊗2(vk⊗vk)
= v2m−k+1⊗v2m−k+1
T ′ϕ⊗2(vk⊗vl) = (−1)
|vk|T ′(v2m−k+1⊗v2m−k+1)
= (−1)|vk|(−1)|v2m−k+1|v2m−k+1⊗v2m−k+1
= −v2m−k+1⊗v2m−k+1
Case2 : k < l
ϕ⊗2T ′(vk⊗vl) =
2(−1)|vk||vl|
q + q−1
ϕ⊗2(vl⊗vk) +
q − q−1
q + q−1
ϕ⊗2(vk⊗vl)
=
2(−1)|vk||vl|+|vl|
q + q−1
(v2m−l+1⊗v2m−k+1) +
q − q−1
q + q−1
(−1)|vk|(v2m−k+1⊗v2m−l+1)
T ′ϕ⊗2(vk⊗vl) = (−1)
|vk|T ′(v2m−k+1⊗v2m−l+1)
=
2(−1)|vk|+|v2m−k+1||v2m−l+1|
q + q−1
(v2m−l+1⊗v2m−k+1)−
q − q−1
q + q−1
(−1)|vk|(v2m−k+1⊗v2m−l+1)
If |vk| = |vl| = 0, then (−1)|vk||vl|+|vl| = 1 and (−1)|vk|+|v2m−k+1||v2m−l+1| = −1.
If |vk| = 0, |vl| = 1, then (−1)|vk||vl|+|vl| = −1 and (−1)|vk|+|v2m−k+1||v2m−l+1| = 1.
If |vk| = 1, |vl| = 0, then (−1)|vk||vl|+|vl| = 1 and (−1)|vk|+|v2m−k+1||v2m−l+1| = −1.
If |vk| = |vl| = 1, then (−1)|vk||vl|+|vl| = 1 and (−1)|vk|+|v2m−k+1||v2m−l+1| = −1.
After all, ϕ⊗2T ′(vk⊗vl) = −T ′ϕ⊗2(vk⊗vl) holds.
Case3 : k > l
ϕ⊗2T ′(vk⊗vl) =
2(−1)|vk||vl|
q + q−1
ϕ⊗2(vl⊗vk)−
q − q−1
q + q−1
ϕ⊗2(vk⊗vl)
=
2(−1)|vk||vl|+|vl|
q + q−1
(v2m−l+1⊗v2m−k+1)−
q − q−1
q + q−1
(−1)|vk|(v2m−k+1⊗v2m−l+1)
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T ′ϕ⊗2(vk⊗vl) = (−1)
|vk|T ′(v2m−k+1⊗v2m−l+1)
=
2(−1)|vk|+|v2m−k+1||v2m−l+1|
q + q−1
(v2m−l+1⊗v2m−k+1) +
q − q−1
q + q−1
(−1)|vk|(v2m−k+1⊗v2m−l+1)
In the same manner as case2, we have ϕ⊗2T ′(vk⊗vl) = −T ′ϕ⊗2(vk⊗vl).
Let Φ be the endomorphism of the vector space EndK V
⊗r which is given by:
Φ(f) = ϕ⊗rf for f∈EndK V
⊗r.
Then we have the following.
Proposition 5.3. Φ is an automorphism of the vector space EndK V
⊗r. The restriction of Φ to Dq gives
an automorphism of Dq which satisfies the following properties:
Φ(Bq) = B
†
q, Φ(B
†
q) = Bq.
Especially, we have dimK Bq = dimK B†q and Dq = Bq⊕Φ(Bq) = Bq⊕ϕ
⊗rBq.
Proof. From (5.2), it immediately follows that Φ2f = (−1)r(r−1)/2f for f∈EndK V
⊗r. Hence Φ is an
isomorphism of EndK V
⊗r. Let f∈Bq. From (5.3), it follows that
πr(T
′
i )Φ(f) = πr(T
′
i )ϕ
⊗rf
= −ϕ⊗rπr(T
′
i )f
= −ϕ⊗rfπr(T
′
i )
= −Φ(f)πr(T
′
i ).
Hence Φ(f)∈B†q. In the same way, we also obtain Φ(f)∈Bq for f∈B
†
q. Combining with Lemma 5.1, we can
conclude that Φ defines an automorphism of Dq = Bq⊕B†q satisfying Φ(Bq) = B
†
q and Φ(B
†
q) = Bq.
Let ω be the endomorphism of the algebra EndK V
⊗r which is given by:
ω(f) = (−1)r(r−1)/2ϕ⊗rfϕ⊗r for f∈EndK V
⊗r.
Indeed, one can easily see that the following.
ω(fg) = (−1)r(r−1)/2ϕ⊗rfgϕ⊗r
= ϕ⊗rfϕ⊗rϕ⊗rgϕ⊗r
=
(
(−1)r(r−1)/2ϕ⊗rfϕ⊗r
)(
(−1)r(r−1)/2ϕ⊗rgϕ⊗r
)
= ω(f)ω(g).
So, ω is algebraic.
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Proposition 5.4. ω is an automorphism of order 2 of the algebra Bq.
Proof. If f∈Bq, then it follows from (5.3) that
πr(T
′
i )ω(f) = (−1)
r(r−1)/2πr(T
′
i )ϕ
⊗rfϕ⊗r
= (−1)r(r−1)/2πr(T
′
i )ϕ
⊗rfϕ⊗r
= (−1)r(r−1)/2ϕ⊗rfϕ⊗rπr(T
′
i )
= ω(f)πr(T
′
i )
Therefore ω(f)∈Bq. From (5.2), it follows that
ω2(f) = (−1)r(r−1)/2ω(ϕ⊗rfϕ⊗r)
= (−1)r(r−1)(ϕ⊗r)2f(ϕ⊗r)2
= f
Therefore ω is an automorphism of Bq of order 2.
Let H = 〈1, ω〉. Then H is a subgroup of Aut(Bq). H is naturally isomorphic to Z2 = 〈1,−1〉 as
(multiplicative) groups. We define two maps
ψ1 : Z2−→Aut(Bq), ψ1(1) = 1, ψ1(−1) = ω, (5.4)
and
α1 : Z2×Z2−→(Bq)
×, α1(σ, τ) =


1 if σ = 1 or τ = 1,
(−1)r(r−1)/2 otherwise.
(5.5)
Then we have the following lemma.
Lemma 5.5. ψ1 and α1 satisfy (2.1)–(2.3).
Proof. (2.3) is trivial. Since α(σ, τ) = ±1, (2.1) may be reduced to σ(τa) = (στ)a, so holds obviously. If
σ1 = 1, then both sides of (2.2) equal α(σ2, σ3). In the same manner, if σ2 = 1 (respectively σ3 = 1), then
those equal α(σ1, σ3) (respectively α(σ1, σ2)). If σ1 = σ2 = σ3 = −1, then both sides of (2.2) become
−1. Thus (2.2) holds.
Hence, we obtain a crossed product Bq
ψ1
α1
[Z2] from the crossed system (Bq,Z2, ψ1, α1), where ψ1 and
α1 are given in (5.4) and (5.5) respectively.
Theorem 5.6. If m = n, then Dq is isomorphic to the Z2-crossed product Bq
ψ1
α1
[Z2] as K-algebras.
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Proof. Because B†q = ϕ
⊗rBq = Bqϕ⊗r holds from (5.3) and Proposition 5.3,
Dq = Bq1⊕Bqϕ
⊗r
follows. Since both Bq
ψ1
α1
[Z2] and Dq are free left Bq-modules, we may define an isomorphism of Bq-
modules:
ι1 : Bq
ψ1
α1
[Z2]−→Dq, ι1(u1) = 1, ι1(u−1) = ϕ
⊗r.
From (2.4) and (5.4) and (5.5), one can deduce the multiplication law for Bq
ψ1
α1
[Z2] as follows.
(a1uσ)(a2uτ ) =


a1a2u1 if σ = 1 and τ = 1,
a1a2u−1 if σ = 1 and τ = −1,
(−1)r(r−1)/2a1ϕ⊗ra2ϕ⊗ru−1 if σ = −1 and τ = 1,
a1ϕ
⊗ra2ϕ
⊗ru1 if σ = −1 and τ = −1,
where a1, a2∈Bq. Therefore, we get four formulas in Dq,
(a11)(a21) = a1a21,
(a11)(a2ϕ
⊗r) = a1a2ϕ
⊗r,
(a1ϕ
⊗r)(a21) = (−1)
r(r−1)/2a1ϕ
⊗ra2ϕ
⊗rϕ⊗r,
(a1ϕ
⊗r)(a2ϕ
⊗r) = a1ϕ
⊗ra2ϕ
⊗r1,
which derive the conclusion that f is an isomorphism of K-algebras.
For a commutative domain R and a subalgebra A of Mat(m,R), we set A˜ = {X∈Mat(m,R)|XY =
Y X for all Y ∈A}. Let R1 = Q[q, q
−1] be the algebra of Laurent polynomials. Since matrix elements of ρr
are in R1 by (4.3) and (4.4), we may define D′q to be the subalgebra of Mat
(
(2m)r, R1
)
generated by the
set {ρr(σ), ρr(q
h), ρr(ei), ρr(fi), ϕ
⊗r|h∈P ∗, i∈I}. Similarly by (4.2), we may also define C′q to be the one
generated by {I(2m)r , (q+q
−1)2πr(T
′
1T
′
i )|i = 2, . . . , r−1} where I(2m)r is the identity matrix. Now we shall
complete Schur-Weyl reciprocity for the q-analogue of the alternating group, namely, Cq = EndDq V
⊗r.
Dq = C˜q is by definition. We shall show Cq = D˜q. The specialization to a nonzero complex number t
is a ring homomorphism ϕt : R1−→C with the condition ϕt(q) = t. C becomes (C, R1)-bimodule, with
R1 acting from the right via ϕt. If t is a transcendental number, we can extend the specialization from
R1 to its quotient field K, namely ϕt : K−→C. Applying the specialization ϕt, we obtain the specialized
algebras Ct = C⊗R1C
′
q and Dt = C⊗R1Dq which are subalgebras of Mat
(
(2m)r,C
)
. Ct and Dt act on the
specialized vector space C⊗KV ⊗r in obvious ways.
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Proposition 5.7. Cq = D˜q.
Proof. Obviously C′q⊆D˜
′
q, so rankR1 C
′
q≤ rankR1 D˜
′
q holds.
Since R1 is a principal ideal domain, the submodules C′q and D
′
q of the free R1-module Mat
(
(2m)r, R1
)
are also free. Assume N = rankR1 C
′
q. Let Xi(q)(i = 1, . . . , N) be a basis of C
′
q and x
k,l
i (q)∈R1 the (k, l)-
entry of Xi(q). Then we immediately have that the specialized elements Xi(t) =
(
xk,li (t)
)
(i = 1, . . . , N)
generate Ct and dimC Ct≤ rankR1 C
′
q. Because Xi(q) are linearly independent,
∑N
i=1 αi(q)Xi(q) = 0
for α1(q), . . . , αN (q)∈R1 implies α1(q) = . . . = αN (q) = 0. But the equation
∑N
i=1 αiXi(t) = 0 for
α1, . . . , αN∈C may admit a nonzero αi. Consider the system of linear equations:

x1,11 (t) x
1,1
2 (t) · · · x
1,1
N (t)
x1,21 (t) x
1,2
2 (t) · · · x
1,2
N (t)
· · · · · · · · ·
x
(2m)r ,(2m)r−1
1 (t) x
(2m)r ,(2m)r−1
2 (t) · · · x
(2m)r ,(2m)r−1
N (t)
x
(2m)r ,(2m)r
1 (t) x
(2m)r ,(2m)r
2 (t) · · · x
(2m)r ,(2m)r
N (t)


×


α1
α2
· · ·
αN

 =


0
0
· · ·
0
0


.
Reducing to a common denominator for each row, we may assume that each xk,li (t)∈Q[t]. Suppose there
exists a non-trivial solution. Then the rank of above matrix is less than N , which implies that every
Nth minor determinant equals 0. This is impossible if t is transcendental. Hence dimC Ct = rankR1 C
′
q
for a transcendental t. In the same manner, dimCDt = rankR1 D
′
q if t is a transcendental number. This
argument is valid even if R1 is replaced byK, thus we also obtain dimC Ct = dimK Cq, dimCDt = dimK Dq
for a transcendental number t.
Next we shall show that rankR1 D˜
′
q = dimC D˜t. Assume that Y (q) =
(
yk,l(q)
)
∈D˜′q. Then Y (q)
commutes with all ρr(σ), ρr(q
h), ρr(ei), ρr(fi), ϕ
⊗r(h∈P ∗, i∈I). Hence the matrix elements yk,l(q)(k, l =
1, . . . , (2m)r determine polynomial equations with coefficients in R1. We notice that rankR1 D˜
′
q≤dimC D˜t
in general; besides the elements of specialized algebra C⊗R1D˜
′
q, possibly D˜t contains another element
which commutes with specializations of ρr(σ), ρr(q
h), ρr(ei), ρr(fi), ϕ
⊗r(h∈P ∗, i∈I). Assume the case.
Reducing to a common denominator, we may deduce that t is a common solution of certain polynomial
equations with coefficients in Q. This is impossible if t is transcendental. Thus rankR1 C˜
′
q = dimC C˜t
for a transcendental t. In the same manner, we also have rankR1 D˜
′
q = dimC D˜t for a transcendental t.
ReplacingR1 byK, we obtain dimK C˜q = dimC C˜t and dimK D˜q = dimC D˜t. Considering the specialization
ϕ1, we obtain the following:
dimC C1≤ dimC Ct = rankR1 C
′
q≤ rankR1 D˜
′
q = dimC D˜t≤ dimC D˜1.
In [12], Regev has shown D1 = C˜1. Applying double centralizer theorem, we have C1 = D˜1. Therefore
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rankR1 C
′
q = rankR1 D˜
′
q and dimK Cq = dimK D˜q, which imply Cq = D˜q.
From Proposition 5.7 we immediately obtain Schur-Weyl reciprocity for H1K,r(q) as follows.
Theorem 5.8. EndCq V
⊗r = Dq and EndDq V
⊗r = Cq hold.
6 Schur-Weyl reciprocity for H1
K¯,r
(q) in the general case
Henceforth, we do not assume m 6=n and consider the general case. In this case, results can be obtained
in the same way as q = 1 case which is used in [12]. Recall Theorem 4.2:
A¯q =
⊕
λ∈H(m,n;r)
A¯q,λ, (6.1)
where each A¯q,λ = πr(Iq,λ)(∼=Iq,λ) is the image of the homogeneous component Iq,λ of HK¯,r(q) corre-
sponding to λ∈H(m,n; r). In the same manner as [12], we define H0(m,n; r) = {λ∈Λr|λ, λ′∈H(m,n; r)}
and H1(m,n; r) = H(m,n; r)\H0(m,n; r). Then we obtain the following from (6.1).
A¯q =
[ ⊕
λ∈H0(m,n;r),λ>λ′
{
A¯q,λ⊕A¯q,λ′
}]⊕{ ⊕
λ∈H0(m,n;r),λ=λ′
A¯q,λ
}⊕{ ⊕
λ∈H1(m,n;r)
A¯q,λ
}
. (6.2)
Let C¯q = Cq⊗Q(q)K¯ = πr
(
H1
K¯,r
(q)
)
. From Theorem 3.10 we have:
H1K¯,r(q) =
{ ⊕
λ∈Λr ,λ>λ′
I˜q,λ
}⊕[ ⊕
λ∈Λr ,λ=λ′
{
I˜+q,λ⊕I˜
−
q,λ
}]
.
So we immediately obtain:
C¯q =
{ ⊕
λ∈H0(m,n;r),λ>λ′
πr(I˜q,λ)
}⊕[ ⊕
λ∈H0(m,n;r),λ=λ′
{
πr(I˜
+
q,λ)⊕πr(I˜
−
q,λ)
}]⊕{ ⊕
λ∈H1(m,n;r)
πr(I˜q,λ)
}
.
(6.3)
If λ∈H0(m,n; r) and λ > λ′, then πr(Iq,λ)∼=Iq,λ and πr(Iq,λ′ )∼=Iq,λ′ . Therefore πr(Iq,λ⊕Iq,λ′ )∼=Iq,λ⊕Iq,λ′ ,
which implies πr(I˜q,λ)∼=πr(Iq,λ)∼=Iq,λ because Iq,λ∼=I˜q,λ⊆Iq,λ⊕Iq,λ′ .
If λ∈H0(m,n; r) and λ = λ′, then πr(I˜
+
q,λ)
∼=I˜+q,λ and πr(I˜
−
q,λ)
∼=I˜−q,λ hold because πr(I˜q,λ)
∼=I˜q,λ and
I˜±q,λ⊆I˜q,λ.
If λ∈H1(m,n; r) then πr(Iq,λ)∼=Iq,λ and πr(Iq,λ′ ) = {0}. Since I˜q,λ =
{
X + Xˆ∈Iq,λ⊕Iq,λ′ |X∈Iq,λ
}
,
we have πr(X + Xˆ) = πr(X) for X + Xˆ∈I˜q,λ. Thereby πr(I˜q,λ) = πr(Iq,λ)∼=Iq,λ follows.
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Let us define two-sided ideals of A¯q and those of C¯q as follows.
A¯q⊇A¯
0
q =
[ ⊕
λ∈H0(m,n;r),λ>λ′
{
A¯q,λ⊕A¯q,λ′
}]⊕{ ⊕
λ∈H0(m,n;r),λ=λ′
A¯q,λ
}
,
A¯q⊇A¯
1
q =
⊕
λ∈H1(m,n;r)
A¯q,λ,
C¯q⊇C¯
0
q =
{ ⊕
λ∈H0(m,n;r),λ>λ′
πr(I˜q,λ)
}⊕[ ⊕
λ∈H0(m,n;r),λ=λ′
{
πr(I˜
+
q,λ)⊕πr(I˜
−
q,λ)
}]
C¯q⊇C¯
1
q =
⊕
λ∈H1(m,n;r)
πr(I˜q,λ)
Comparing dimensions of components between A¯q and C¯q, we obtain the following theorem.
Theorem 6.1. A¯q and C¯q have direct sum decompositions A¯q = A¯0q⊕A¯
1
q and C¯q = C¯
0
q⊕C¯
1
q respectively,
which are satisfy the following relations.
(1) C¯0q⊆A¯
0
q and dimK¯ A¯
0
q = 2dimK¯ C¯
0
q
(2) C¯1q = A¯
1
q. Especially dimK¯ A¯
1
q = dimK¯ C¯
1
q .
As a special case, when m = n, we readily see that H1(m,n; r) = ∅. Hence both A¯1q and C¯
1
q are
zero and dimK¯ A¯q = 2dimK¯ C¯q. Moreover, if n = 0, namely non-super case, then we readily see that if
m2 < r, then all λ∈Λr are contained in H1(m, 0; r) and A¯0q = C¯
0
q = 0. The Corollary below is immediately
obtained from this argument and (6.2), (6.3).
Corollary 6.2. Let n = 0. If m2 < r, then A¯q = C¯q and EndC¯q V¯
⊗r = EndA¯q V¯
⊗r.
We denote by W0 and W1 direct summands of V¯
⊗r which are defined as follows.
W0 =
[ ⊕
λ∈H0(m,n;r),λ>λ′
{
(Hλ⊗Vλ)⊕(Hλ′⊗Vλ′)
}]⊕{ ⊕
λ∈H0(m,n;r),λ=λ′
(Hλ⊗Vλ)
}
W1 =
⊕
λ∈H1(m,n;r)
(Hλ⊗Vλ)
We notice that EndA¯q V¯
⊗r = EndA¯q W0⊕EndA¯q W1 and that EndC¯q V¯
⊗r = EndC¯q W0⊕EndC¯q W1. From
Theorem 6.1, we immediately have the following.
Corollary 6.3. EndC¯q W0⊇EndA¯q W0 and EndC¯q W1 = EndA¯q W1.
Proof. Since A¯1qW0 = 0 and A¯
0
qW1 = 0, EndA¯q W0 = EndA¯0q W0 and EndA¯q W1 = EndA¯1q W1 hold.
Similarly, we have EndC¯q W0 = EndC¯1q W0 and EndC¯q W1 = EndC¯1q W1. Hence we immediately obtain
from Theorem 6.1(1) that EndC¯q W0 = EndC¯0q W0⊇EndA¯0q W0 = EndA¯q W0 and from Theorem 6.1(2)
that EndC¯q W1 = EndC¯1q W1 = EndA¯1q W1 = EndA¯q W1 also.
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