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Around 70-80% of the world’s coastline, and around 60% of the UK’s coastline, 
can be considered as ‘rocky’. Rocky coasts erode much slower than their softer 
sedimentary counterparts, but their rates of erosion and their evolutionary history 
are poorly known. In this dissertation I use a new combination of methods, 
cosmogenic nuclide exposure dating, structure-from-motion photogrammetry and 
sea-level modelling, to study a typical stretch of rocky coastline in north Torbay, 
Devon, southwest England. Torbay’s coast is characterised by the presence of 
shore platforms and raised beaches above modern sea level, situated on the 
north headland peninsula, named Hopes Nose. These elevated landforms must 
relate to a previous interglacial period, with warmer environments and higher sea-
levels, and their preservation indicates very slow rates of coastal evolution within 
the area. I apply exposure dating using 36Cl to determine the degree of 
geomorphological inheritance from previous high sea-level stands, along north 
Torbay’s rocky cliffs and across the main body of the raised shore platform at 
Hopes Nose. I combine this analysis with the measurement of a new digital 
surface model, collected via drone imagery and structure-from-motion 
photogrammetry, across the headland to perform a morphometric analysis of the 
modern and elevated interglacial platform. Lastly, I determine a new estimate of 
relative sea-level change at the site, considering glacio-isostatic adjustment, 
using the SELEN sea-level model. Cosmogenic nuclide exposure dating reveals 
that the rocky coastline around north Torbay has been actively eroding 
throughout the late Holocene, through a series of stochastic mass movements 
and some incremental loss. Similarly, the exposure dating of the raised shore 
platform at Hopes Nose reveals it has been covered by distinctive sediments 
during the late Pleistocene and hence survived surface erosion. Morphometric 
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analysis of the raised interglacial shore platform and the modern shore platform 
shows a similar evolutionary history, highlighting the changes in marine and aerial 
influence over the shore platforms formation. An analysis of the raised platform’s 
elevation, evaluated relative to modelled relative sea-level change, is most 
consistent with the platform being formed during the last interglacial period 
(Marine Isotope Stage 5e). As a result, this research also puts into question the 
overall height of the sea-level during MIS 5e, or the presence of a double peak 
within the record. Overall, this research demonstrates that the unique 
combination of methodologies can quantify coastal erosion and help decipher a 
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CHAPTER 1: INTRODUCTION 
 
1.1. Why are coastlines important?  
 
Coastlines play a vital role in modern society. Currently, around 40% of the 
world’s population resides in dense communities within 100 km of a coastline 
(Small and Nicholls, 2003; UN, 2007). Coastlines are historically important for 
establishing and developing communities on a global scale, with a dramatic 
increase in the utilisation of the coast during the 20th century (Nicholls, 2010). 
The increased utilisation of the coast  can be attributed to rapidly growing 
populations and industrial practices at the global scales, both of which are set to 
increase into the 21st century (Nicholls, 2010; UN, 2007). This is evident in the 
UK, where over 30% of the population in England and Wales live within 10 km of 
the coast, with rapid population growth in these coastal communities peaking in 
2016 (ONS, 2016; POST Report 363, 2010). 
Coastlines have a significant socio-economic importance, and the entire global 
population is connected to the coast in some way. Coastlines provide an array of 
goods and services, which are highly valuable to human society (Martínez et al., 
2007). Economic activity has increased along the coastline, almost exponentially 
with increasing populations (Coastal EBA, 2017). This is evident in the growth of 
megacities along many coastlines, with 21 of the 33 global megacities located 
along the coast. In particular, Lagos (Nigeria), Dhaka (Bangladesh) and Karachi 
(India), which have all seen significant growth over the last three decades 
(Martínez et al., 2007).  The world’s coastlines have diverse physiographical 
characteristics and contrasting environments, altering the resources and services 
which they can provide (Martínez et al., 2007).  
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Additionally, the economic value of coastlines is commonly based on the value of 
private dwellings, public infrastructure (e.g. transport links, such as the Dawlish 
railway line) and tourism income (e.g. arcades and holiday parks) (Dawson, 2012; 
GCC, nd; Lewsey et al., 2004). In most economically developed regions, coastal 
properties are higher in value than similar properties inland. For example, within 
the UK, where coastal houses along Sandbanks (Dorset) sold on average for 
£665,000 in 2016 (Turrill, 2017). Similarly, seaside tourism plays a significant part 
in the coastline economy, and is worth around £8 billion a year in the UK (Coastal 
Tourism Report, 2016).  
In addition to this, coastlines also play an important role in the development of 
cultures around the world, such as heritage cultures, cultural identities and some 
aspects of spiritual cultures (Mwaipopo and Shalli, 2016). An example of the 
cultural identity that the coast can bring to people is seen in California’s surfer 
culture along the west coast of the US, as well as the multi-cultural (or 
creolization) of the Gulf Coast of New Orleans (e.g. Cresent City) (NGS, 2017).  
Similarly, coastline features and characteristics also play a role in how people 
interact and learn from the coastline. In the UK, the coastlines can hold significant 
importance to the population, this is seen in the UNESCO World Heritage status 
of the Jurassic Coast (established in 2001) which extends between Exmouth 
(east Devon) and Studland Ba (Dorset). The Jurassic coastline has proved 
significant in increasing our understanding of the last 185 million years of 
geological history (Jurassic Coast Website, 2018; Cochrane, 2008). The Jurassic 
Coast has also been a significant tourist attraction for generations. Those that 
have not visited are aware and familiar of the importance of this coastline through 
education, books, news, TV, Film and social media (Cochrane, 2008). As a result 
of the high engagement of the general public, scientists and governing bodies are 
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encouraged to maintain the importance and protection of this area and its history 
(Edwards, 1987).   
Lastly, the diverse habitats along coastlines, serve as nurseries for rare species 
of flora and fauna, which are biologically diverse and accessible (Burke et al., 
2001; Economidou, 1982). Within the UK, topographically complex and exposed 
coastlines provide unique habitats, rocky surface substrate and turbulent nutrient 
rich environments for plant growth, such as Dog Whelk, Kelp and Sea Palm, as 
well as marine life such as Mussels and Limpets (Boaden and Seed, 1985; 
Economidou, 1982). Coastal ecosystems also include salt marshes, dunes, 
beaches, barrier beaches, coral reefs and areas of brackish water (Economidou, 
1982). It is possible to determine  the stability of many coastlines by how 
established and diverse their associated habitats have become, with extremely 
diverse and well established environments possibly highlighting relative stability 
in the coastal environment (Bird, 2011; Burke et al., 2001) 
Despite their wealth and diversity, many of the worlds coastlines are under stress 
as a direct and indirect result of anthropogenic activity. The primary threat to 
coastlines at a global scale is the rapid sea-level rise and increased storminess 
occurring over the latter part of the Holocene, which can be directly related to 
increased anthropogenic activity and influence (Thompson et al., 2002). 
Predicted sea-level rise varies significantly depending on the climate scenario 
and the geographical location, as reported in the most recent UKCP18 report 
(Table 1.1) (Palmer et al., 2018). Sea-level changes of such magnitudes are 
predicted to have a substantial impact on tidal amplitude, wave height and the 
frequency of storm surges and swells (Dawson, 2012; Nicholls, 2010; Palmer et 
al., 2018). As a direct result of these changes, the increase in future rates of 
coastal retreat is deemed inevitable, including erosion via mass movement 
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events which are more frequent and devastating in nature  (Kennedy et al., 2014; 
Teixeira, 2006). These changes are set to threaten the numerous natural and 
manmade benefits that’s the coast provides at the global scale (e.g. tourism, 
public infrastructure and natural diverse habitats).  
 
                            climate scenarios  
Place RCP 2.6 
Sea-level change (m)  
RCP 8.5  
Sea-level change (m)  
London 0.29 – 0.70 0.53 – 1.15 
Cardiff 0.27 – 0.69 0.51 – 1.13 
Edinburgh 0.08 – 0.49 0.30 – 0.90 
Belfast 0.11 – 0.52 0.33 – 0.94 
 
Table 1.1: Table interpreted and modified from Palmer et al (2018), presenting 
predicted sea-level changes at 2100. RCP 2.6 represents a low emission scenarios, 
and RCP 8.5 represents a high emission scenario. Measurements are relative to 1981 
– 2000 averages. 
 
The impact of climatic change has started to be seen along the UK coastline, 
especially during the 2013/14 winter storms, which caused significant damage 
along the coastline of Devon and Cornwall (Huntingford et al., 2014; Masselink 
et al., 2014). Coastal erosion at Dawlish (south Devon), led to a month-long 
suspension of the mainline rail services, a key transport link between the 
southwest and the rest of the country. The estimated cost of rebuilding the track 
at the time was around £35 million, with further attempts to protect the area 
estimated upwards of £650 million, leading to significant economic loss across 
the UK (BBC, 2016, 2014; Kendon and McCarthy, 2015). 
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Despite the threat of sea-level change on the worlds coastlines, Naylor et al 
(2010) noted that there is greater interest towards research on softer and 
predominantly sedimentary cliffs, beaches, dunes and barriers across the last 
century, rather than coastlines consisting of more resistant lithologies categorised 
as rocky coastlines. This is highlighted throughout a wide array of literature over 
the last few years, regarding rocky coast erosion and geomorphology, and this is 
also replicated in modern coastal management policies (Emery and Kuhn, 1982; 
Masselink et al., 2014). The minimal research interest in rocky coastline 
geomorphology, processes and retreat, is commonly associated with the typically 
slower recession rates of rocky cliffs. These rates supposedly pose less of an 
apparent and immediate threat to populations, with significant retreat events 
hardly occurring in an average person’s lifespan (Bird, 2011; Earlie et al., 2013; 
Naylor et al., 2010b). Consequently, our overall understanding of rocky coastline 
evolution is hindered by the lack of measurements and quantification along rocky 
coastlines, leading to a reliance on theories and assumptions, which are not 
always supported by solid and real-time evidence.  
Within the next sections I will outline the classification and characteristics of rocky 
coastlines, the mechanisms and theories of their evolution and analyse current 
literature which aims to further our understandings and quantify these variables. 
 
1.2. Rocky Coastlines 
 
1.2.1. What are rocky coastlines? 
 
It is estimated that around 75-80% of the world’s coastlines are classified as 
“rocky” coastlines (Emery and Kuhn, 1982; Masselink et al., 2011). This high 
percentage is lower within the UK, where 60% of the UK’s open coastlines can 
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be categorised as rocky (Masselink and Russell, 2008). Rocky coastlines are 
unique for several reasons, yet arguably their most distinctive characteristics are 
their lithology, distinctive geomorphology, slow rates of retreat and exposure to 
harsh marine conditions (Bird, 2011; Naylor et al., 2010b; Trenhaile, 2016a).  
Giuliano et al (2013), identifies that rocky coastlines consist of large areas of 
sinuous and heterogeneous lithologies, such as headlands and rocky outcrops. 
The geology of rocky coastlines consist of close-grained and cohesive structures, 
where strong bonds tying the overall structures together, forming a distinctive 
resistant lithology (e.g. very hard quartzites and granite, or moderately hard 
limestones and shales), which erode much slower than loose structured and soft-
rock coastlines (Bird, 2011; Davidson-Arnott, 2010; Wright, 1970).   
Rocky coastlines are often characterised by their distinctive geomorphology, as  
noted in pioneering work by Tsujimoto (1986) and further developed by 
Sunamura (1992). There are three distinctive geomorphologies which are seen 
along rocky coastlines: plunging cliffs, cliffs footed by a sloping shore platform,  
and cliffs that are footed by a sub-horizontal shore platform (Figure 1.1) (Bird, 
2011; Masselink et al., 2014, 2011; Sunamura, 2015, 1992). Plunging cliffs are 
often found along many rocky coastlines, typically measuring around 100-150 m 
high, with the cliff face extending below the sea level to some considerable depth 
(Figure 1.1) (Davidson-Arnott, 2010; Sunamura, 2015; Woodroffe, 2002). Many 
plunging cliffs, seen today, are formed as a result of sea-level changes during the 
Holocene, which drowned the coastline after a period of abandonment, resulting 
in mass movement events which formed the shear vertical plunging cliffs  (Isla, 
2009). Examples of plunging cliffs can be seen along the rocky coastlines of Lord 
Howe Island (New Zealand), Esha Ness (mainland Sheltand) and St Agnes 
(Cornwall) (Cotton, 1949; Garnett, 1962; Hall et al., 2006; Isla, 2009). 
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Another distinctive geomorphological feature of rocky coastlines is the presence 
of shore platforms. Shore platforms are a common coastal features along rocky 
coastlines along south coast of Britain, where 38% of the rocky coastlines have 
a shore platform (Wright, 1970). Shore platforms are created as result of 
progressive cliff retreat over time. Cliff retreat occurs as a result of weakness 
within the cliff. These weaknesses occur in rocky coastlines due to the presence 
of joints, faults, bedding planes and varying lithologies (Bird, 2011; Masselink and 
Russell, 2008; McLean and Davidson, 1968). As a result, rocky coastlines 
experience erosion at the cliff toe, in addition to the vertical downwearing and 
lowering of the surfaces within the intertidal zone (Davidson-Arnott, 2010).   
Different climatic and wave environments and rock lithologies, determine the 
geomorphology of the shore platform which is created. Shore platforms can be 
categorised as either Type-A or Type-B (Figure 1.1). “Type-A” shore platforms, 
slope away from the toe of the cliff, at a gradient around 1˚-5˚, with no breaks or 
abrupt terminus below the sea-level (Figure 1.1) (Masselink et al., 2014; 
Sunamura., 1992). Type-A platforms are the most common type of shore platform 
in macrotidal environments (tides >4 m), where tidal ranges dominate the erosive 
processes active within the environment (Woodroffe, 2002). These platforms can 
be up to 5000 m wide and 30 m deep, such as those along the west coast of 
Sakhalin (Russia) (Woodroffe, 2002).  
However, shore platforms can also be categorised as Type-B platforms, often 
referred to as sub-horizontal shore platforms (Masselink et al., 2014; Sunamura, 
2015).  These platforms extend across the intertidal zone, either at high-tide or 
low-tide, terminating in a horizontal seaward drop (Figure 1.1) (Woodroffe, 2002). 
Type-B shore platforms commonly occur in microtidal environments (tides <2 m), 
and are especially characteristic of prominent headlands (Bourke et al., 2017; 
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Masselink et al., 2014; Sunamura, 1992). Type-B platforms measure between 10 
m and 1000 m wide, increasing in width with increasing water depths, usually 
measuring 10 m to 20 m deep on average, yet some storm dominated areas may 




























Figure 1.1: Rocky coastline characteristics, taken from Sunamura (1992).  
(a) Type-A shore platform shows a sloping shore platform, (b) Type-B shore platform 
shows a sub-horizontal platform and (c) shows a plunging cliff.  
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The geomorphological features of rocky coastlines, outlined above and in Figure 
1.1, are an expression and legacy of the interactions of external forcing, such as 
marine and subaerial erosion, and the intrinsic properties of the rock’s lithology 
and structure (Andriani and Walsh, 2007; Carter and Woodroffe, 1997; Giuliano 
et al., 2013; Limber and Murray, 2011). The formation of distinctive rocky 
coastline geomorphologies can be attributed to a number of different processes 
and mechanisms, which operate over different spatial and temporal scales.  
1.2.2. Mechanisms and theories of coastal erosion and shore  
           platform formation 
 
Despite the minimal long-term quantitative research focussing on the coastal 
evolution of rocky coastlines, there are several existing theories regarding the 
erosional mechanisms and processes which shape the coastline. Rocky 
coastlines are primarily impacted and eroded by waves, weathering, bioerosion 
and mass movement processes. However, interpreting the dominant processes 
of evolution can be difficult within the coastal setting, as they all tend to occur 
concurrently (Masselink et al., 2014). Due to the resistant nature of the rocky 
coastline geology the incremental loss of material via mechanical erosion, 
weathering and bioerosion rates are often perceived to be relatively minimal 
(Earlie et al., 2013).  Table 1.2 highlights the differences in the incremental 
erosion rates between more resistant rocky lithologies (e.g. granite and 
limestone), and softer sedimentary coastlines (e.g. volcanic ejecta) (Masselink et 
al., 2014; Trenhaile, 2011). The erosive difference is also summarised by, 
Trenhaile (2011), who estimates that cliff recession is around 1.5 to 2 orders of 
magnitude greater on softer cohesive clay cliffs (over the last 100 years), than 







Table 1.2: An example of incremental erosion along resistant rocks which can make up 
a “rocky” coastlines lithology, and the variations in rates for “soft” coastline lithologies 
(Masselink et al., 2014; Sunamura, 1992; Trenhaile, 2011). 
 
 Long-term studies focused on rocky coastline evolution often identify that the 
recession of rocky coastlines is primarily driven by large episodic and localised 
mass movement events, extending over significantly long timescales. Wave 
action often dominates the initiation of mass movement events. The degree to 
which waves impact the rate of coastal erosion is determined by the specific wave 
climate which operates along the coastline, as well as the coasts lithology, 
geographical location and geomorphology itself (Woodroffe, 2002). The cliff face 
and geomorphological features can either reflect or dissipate breaking wave 
energy, thus altering the erosive processes which erode the coastline (Laker, 
2016; Masselink et al., 2014). Coastal erosion is often characterised by either 
horizontal cliff retreat (backward) erosion or vertical lowering (downward) erosion. 
However, it is often difficult to fully separate these two types of erosion within 
rocky coast environments, as they are intrinsically linked to one another. Within 
Lithology Rate of Erosion (m/yr-1) 
Granite <0.001 
Limestone 0.001 - 0.01 
Flysch and Shale 0.1 - 1 
Clay 0.5 - 2 
Quaternary Deposits 1 – 10 
Volcanic Ejecta >10 
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the following sections I outline the processes which can be deemed the primary 
drivers of horizontal and vertical erosion along a rocky coastline. 
1.2.2.1. Horizontal erosion: Hydraulic erosion and mass movements 
 
Hydraulic erosion can occur when waves break directly against the cliff face, due 
to the tension of receding water and the vertical shearing of water as it is forced 
up and down the cliff face (Davidson-Arnott, 2010). The direct breaking of waves 
on the cliff face has been dubbed as a “water hammer” or “geomorphic wrecking 
ball” due to significantly concentrated wave energy at the cliff face (Adams et al., 
2005; Davidson-Arnott, 2010). As the waves break, air is compressed and 
trapped in cracks and fractures across the cliff face, resulting in the exploitation 
and expansion of these weaknesses (Davidson-Arnott, 2010). Hydraulic erosion 
can lead to the quarrying of the cliff face,  plucking the material from the cliff face, 
which results in the horizontal retreat of the cliff. The lose material removed from 
the cliff face can often contribute to the vertical/downwards erosion and lowering 
of bedrock at the front of the cliff, possibly on a shore platform (Adams et al., 
2005). These processes will be further outlined in section 1.2.2.2 (Adams et al., 
2005). Hydraulic erosion tends to increase during periods of storm activity, due 
to the increased frequency, energy and thus impact of waves on the cliff face 
(Carter and Woodroffe, 1997; Masselink et al., 2014). Hydraulic erosion can have 
profound implications for rocky coastline evolution and is commonly attributed as 
a contributing process to the episodic occurrence of mass movements. 
The direct breaking of waves on the cliffs face can also create microseismic 
shaking and low-frequency oscillations throughout the cliff (Adams et al., 2005). 
These oscillations are generated and controlled by a range of offshore, nearshore 
and at-cliff sources, such as tide, water depth and wave heights (Adams et al., 
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2002; Norman et al., 2013; Vann Jones (née Norman) et al., 2015). Peak energy 
transfers to the cliffs face occur during large storm evens, increasing 
microseismic shaking and low-frequency oscillations (Vann Jones (née Norman) 
et al., 2015). An example of this is outlined in work by Earlie et al (2015b) along 
the southwest peninsula of the UK, where vertical ground displacements and 
microseismic motions increased an order of magnitude (10 µm to 100 µm) during 
large Atlantic storms in 2014.  
Hydraulic erosion contributes to the horizontal retreat of rocky coastlines through 
undercutting at the cliff toe, via quarrying and the removal of large quantities of 
material. The undercutting of the cliff results in the destabilisation of the cliff and 
as a result triggers large and episodic mass movement along many rocky 
coastlines (Adams et al., 2005). When combined with an increase in rock stress, 
related to the microseismic shaking and low-frequency oscillations, further 
destabilisation of the cliff occurs (Adams et al., 2005; Kennedy et al., 2018; Vann 
Jones (née Norman) et al., 2015).  
Mass movements are often seen as a mechanism which can re-establish 
“equilibrium” of the cliff face and angle (McLean and Davidson, 1968). The type 
of mass movement or wasting event is related to the environmental setting of the 
cliff and the cliff’s lithology (Masselink et al., 2014). Rock falls and topples occur 
on well-jointed rocky cliffs, which have become undercut by hydraulic erosive 
processes (Figure 1.2). During rock falls, most of the sediments are composed of 
cliff material, causing significant coastline retreat. Landslides can also occur 
along sections of rocky coastlines, which are more deep-seated failures where 
the comprehensive strength of the rock is exceeded by the load that is imparted 
onto it (Masselink et al., 2014). Landslides are often associated with sediments 
which overly the cliff, but it is possible for a significant amount of the cliff’s 
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sediments to also be incorporated within the debris. Landslides can be 
transitional (a controlled slide on a straight plane), rotational slides (occurs on a 
concave-upward surface and related to significant undercutting of the cliff) and 
block slides (related units slide down as uniform plains) (Masselink et al., 2014, 
2011; McLean and Davidson, 1968). 
 
Figure 1.2: Examples of mass movements events which can occur along coastal 
areas. Figure from Shanmugam and Wang (2015), interpreted from Varnes (1978). 
 
When a mass movement occurs debris from the cliff face falls to be the base of 
the cliff, known as talus. Talus influences mechanical processes and both vertical 
lowering and horizontal cliff retreat, which contributes to the evolution of the 
coastline (Bonneau and Hutchinson, 2019; McLean and Davidson, 1968; Melo et 
al., 2018). The overall quantity of the talus which is produced, is influenced by 
the height of the cliff with taller cliffs producing more talus during mass movement 
(Sunamura, 2015). Material is often produced via rock falls and topples, having 
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the same resistant lithology of the cliff itself. Consequently, it can take a long time 
(decades – millennia) for all the talus to be removed from in front of the cliff, via 
waves and tides (Carter and Woodroffe, 1997). The presence of talus is effective 
in momentarily ceasing the erosion of the cliff base, acting as a form of protection. 
The effectiveness of talus is often replicated as a form of coastal management, 
such as rock armour, as seen along Dawlish Warren (south Devon) and Saunton 
Sands (north Devon) (Masselink et al., 2014).  
In contrast to the above, talus can also intensify some of the mechanical erosional 
processes which operate within the coastal environment. Over time, erosive 
process (e.g. hydraulic erosion) break the talus down into clast sizes which are 
easily mobilised by waves (Blanco Chao et al., 2006). The mobilization and 
presence of such clasts provides ammunition and tools for erosive processes, 
such as abrasion and attrition, which result in the incremental loss of material 
from the cliff face (Limber and Murray, 2011). The balance between wave energy 
and clast size determines the erosive frequency and efficiency, and thus the rate 
of incremental loss (Blanco Chao et al., 2006; Limber and Murray, 2011). These 
processes mainly occur at the cliff base, contributing to the undercutting and 
destabilisation of the cliff (Bezerra et al., 2011).   
The recession of the cliff via wave driven mass movement events often creates 
near vertical plunging cliff faces along rocky coastlines. Similar mass movements 
and other processes which drive horizontal cliff retreat is also noted as the 
initiation mechanisms of shore platforms. Due to this, shore platforms are often 
noted as “wave-cut” platforms, which also refers to the vertical downwearing 




1.2.2.2. Vertical erosion: mechanical erosion and subaerial processes 
 
Mechanical erosion refers to the removal of material from the rocky coastlines by 
other material, which have been entrained by the orbital and turbulence of waves 
(Adams et al., 2005; Davidson-Arnott, 2010; Woodroffe, 2002). The entrained 
sediments are often made up of material removed from the horizontal cliff retreat, 
such as quarried sediments or talus (section 1.2.2.1) (Robinson, 1977; 
Woodroffe, 2002). Once sediments are entrained within the waves, the oscillatory 
motion results in abrasion (materials rubbing against the cliff face), and attrition 
(material hitting and fragmenting the cliff face and shore platform) (Kline et al., 
2014). Mechanical erosion tends to occur at the mean water level and is limited 
to shallower water depths. Work by Robinson (1977), identifies that overall 
erosion rates can be 15-18.5 times greater where there is available sediments at 
the cliff foot. However, as water depth increases, there is a decrease in material 
mobilization, and hydraulic erosion is once again the primary drive of cliff retreat 
(Davidson-Arnott, 2010).  
While horizontal cliff retreat is responsible for the initial formation of shoreline 
platforms and the retreat and evolution of the cliff, the type of shore platform 
(Figure 1.1), created is determined by the vertical lowering of the platform within 
the intertidal zone. (Davidson-Arnott, 2010; Stephenson, 2000; Tsujimoto, 1986). 
Tsujimoto (1986) identified that Type-A platforms occur when vertical lowering 
rates in the inter-tidal zone is similar to that experienced in the nearshore. This 
removes the low-tide cliff, creating the distinctive seaward slope of Type-A 
platforms (Bird, 2011; Davidson-Arnott, 2010). However, slower rates of vertical 
lowering and downwearing preserves the low-tide cliff in the intertidal zone, 
developing the characteristic sharp drop of the platform associated with Type-B 
platforms (Bird, 2011; Sunamura, 1978a; Woodroffe, 2002).  
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This is seen in studies which use micro-erosion meters (MEM), introduced in 
1970 by High and Hanna (1970), to measure the small rates of vertical lowering 
on geomorphological features, like shore platforms. Stephenson and Kirk (1998) 
utilize MEM on a sloping Type-A mudstone platform, on the Kaikoura Peninsula 
(South Island, New Zealand). Vertical downwearing measured a rate of 1.98 mm 
yr-1, whereas Type-B subhorizontal platforms measured a lower rate of 0.73 mm 
yr-1 (Stephenson and Kirk, 1998). Similar rates are measured by Trenhaile and 
Porter (2018), where mean vertical downwearing rates were measured at 0.162 
mm yr-1 (Mont Louis), 2.006 mm yr-1 (Burntcoat Head) and 0.631 mm yr-1 (Scots 
Bay). Vertical lowering rates are influenced by the coasts lithology, as outlined 
and agreed upon by authors, such as Bird (2011) and Stephenson and Kirk 
(1998). On average Stephenson and Kirk (1998) recorded vertical lowering rates 
of 1.233 mm yr-1 on mudstone shore platforms, which is seemingly high when 
compared to the rate of 0.875 mm yr-1, measured on the limestone platform 
(Stephenson and Kirk, 1998). However, when both mudstone and limestone 
lithologies are grouped, and subdivided as Type-A and Type-B shore platforms, 
the vertical lowering of Type-A shore platforms remains higher than Type-B 
(Stephenson and Kirk, 1998).  
However, there is significant debate regarding the influence of marine and 
subaerial processes in the vertical surface lowering of shore platforms 
(Matsumoto et al., 2016a). Waves are considered the primary erosive agent in 
vertical lowering along rocky coastlines and shore platform development. 
Plunging waves assert instantaneous pressures up to 600 kPa across a shore 
platforms surface, and are responsible for the majority of erosive processes 
operating in their formation (section 1.2.2.1) (Davidson-Arnott, 2010; 
Summerfield, 1991). Vertical downwearing of the platform theoretically increases 
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with the increase of wave energy and frequency (e.g. storms and high swells), 
yet there is minimal quantification of the difference (Davidson-Arnott, 2010). The 
amount of vertical downwearing is also influenced by the presence of beach 
sediments. As previously mentioned, Robinson (1977) noted that overall erosion 
increases in areas where sediment is available in the active wave layer (e.g. 
beach sediments or talus). However, when sediment thickness exceeds around 
5 cm it begins to protect the platform, rather than increasing its vertical 
downwearing rate (Kennedy et al., 2014; Robinson, 1977).  
It is only in recent years that the influence of marine processes on total vertical 
downwearing has been debated, with an increasing number of studies identifying 
the significant influence of subaerial and weathering processes on shore platform 
development (Woodroffe, 2002). These processes occur when there is no 
protection to the coastal area, such as talus, vegetation or other sediments (Bird, 
2011).  
An example of coastal weathering is water-layer weathering (Summerfield, 1991; 
Wentworth, 1938). Water-layer weathering is the repeated wetting and drying of 
the shore platforms top layer (Summerfield, 1991). This is active mainly around 
the lower water mark, and the furthest limit of its influence is determined by the 
reach of waves or the spray of the high tide (Bird, 2011; Kennedy et al., 2014; 
Summerfield, 1991).  
Salt weathering is also a significant form of weathering which occurs along the 
coastline, primarily those with porous geologies which absorb sea water and 
spray (Summerfield, 1991). Mottershead (1989) identified that salt spray 
weathering contributed to the vertical lowering of greenschist bedrock along the 
Start-Prawle peninsular (South Devon). Vertical downwearing averaged 0.625 
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mm yr-1 over a seven-year period, a rate considered high for a rocky coastline 
(Mottershead., 1989). Salt spray weathering is often more influential in 
environments where temperatures are higher, which increases the evaporation 
of water from the salt spray (Mottershead., 1989; Stephenson., 2000; 
Summerfield., 1991). The removal of the water by high rates of evaporation result 
in the crystallization of elements, such as sodium and magnesium within the rock 
pores. This results in the degradation of the natural rock making it vulnerable to 
significant vertical downwearing (Ruiz-Agudo et al., 2007). 
 Lastly, solution weathering is also a significant process of weathering along rocky 
coastlines, especially those composed of limestone (Summerfield, 1991). 
Solution weathering is associated with sea water, sea spray or rainwater, which 
incorporates CO2 from the atmosphere, creating carbonic acid which dissolve the 
shore platforms or rocky coasts upper surfaces (Bird, 2011; Rau et al., 2007).  
The influence of weathering processes alters with latitude. The higher 
temperatures and greater possibility for evaporation nearer to the equator means 
that weathering processes (e.g. salt weathering) are more prevalent on coastlines 
at these latitudes (Summerfield, 1991). However, solution weathering is more 
likely to be more effective in lower latitudes, as the ability for water to hold CO2 in 
solution decreases with increases in temperature (Dredge, 1992; Ruiz-Agudo et 
al., 2007). Overall, it is important to consider the possible influence of weathering 
process in the vertical downwearing, and overall evolution, of rocky coastline 
geomorphology. Weathering also varies at the local and individual shore platform 
scale. Work by Porter et al (2010) identifies that tidally generated weathering (e.g. 
water layer weathering and solution weathering), generally results in higher 
downwearing and vertical erosion rates within the upper intertidal zone of the 
shore platform, decreasing substantially towards the lower intertidal zone 
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(Kennedy et al., 2011). This is evident from the in-field results from Porter et al 
(2010), where upper intertidal zone downwearing rates were 1.5 mm a year, 
decreasing to around 0.24 mm a year in the lower intertidal zone.  
Weathering rates also vary as a result of the shore platforms morphology, as well 
as the impact weathering rates have on altering and contributing to the overall 
morphology and formation of the shore platform (Porter et al., 2010). MEM 
measurements suggest that weathering dominated the downwearing processes 
which operate on subhorizontal (Type-B) shore platforms, especially those 
located in environments with microtidal ranges (e.g. Australia) (Stephenson and 
Kirk, 1998). Stephenson and Kirk (2000) identified that the formation of Type-B 
shore platforms along the Kaikoura Peninsula (New Zealand) can primarily be 
attributed to weathering, similar to conclusions drawn by Trenhaile and Porter 
(2007) on Type-B platforms at Mount Louis (New Zealand). Weathering 
significantly reduces the comprehensive strength of the rock, specifically along 
many resistant rocky coastlines which are dominated by microtidal ranges and 
weak wave environments (Stephenson, 2000; Stephenson and Kirk, 1998; Alan 
S. Trenhaile, 2001). 
However, this is greatly debated, with some studies reporting there is ultimately 
no evidence which supports the theory of weathering being responsible for the 
overall shore platform morphology (Trenhaile, 2000; Trenhaile and Porter, 2007). 
Due to the difficulties in measuring long term absolute weathering rates on many 
shore platform morphologies, mathematical models are commonly used to 
evaluate the contribution of weathering, such as Trenhaile, (2001), Trenhaile 
(2008) and Trenhaile and Porter (2007). These studies all acknowledge and 
identify that weathering plays an important role in the development of shore 
platform morphologies, yet they also acknowledge it should be considered a 
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secondary process to wave erosional processes (Trenhaile., 2001). Weathering 
alone cannot account for the initiation of shore platforms or specific 
characteristics, such as the relationship between tidal range and platform 
gradient, the overall width of the platform and the platforms elevation (Trenhaile., 
2001; Trenhaile and Porter.,2007). Furthermore, Trenahile (2008) also states that 
even severe weathering, such as that seen on Type-B platform, has minor 
importance in the long term evolution of shore platform morphology.  
Therefore, it is often reported that wave dominated erosion and weathering, work 
in combination to develop both Type-A and Type-B shore platforms, with the 
relative and absolute degree of influence of each process varying through time 
and space (Trenhaile., 2004; Trenahile., 2008). Model runs and field evidence 
suggests that the most important role of weathering on shore platforms is to 
significantly reduce the overall comprehensive strength of rocks within the 
intertidal zone, which in turn increases the efficiency of waver erosion and shore 
platform development (e.g. quarrying) (Stephenson., 2000; Trenahile.,2008). 
1.2.2.3. Other processes at work 
 
In addition to mechanical erosion and weathering, biological and biochemical 
processes are also acting upon the coastline. However, their contribution to the 
horizontal or vertical movement of the coastline is often unknown, but appears to 
vary significantly between environments (Donn and Boardman, 1988; 
Summerfield, 1991). In some environments, bioerosion can remove rocky 
material as quickly as the physical erosion and weathering operating along the 
coast  (Donn and Boardman, 1988; Healy, 1968). There are two main types of 
bioeroders. ‘Grazers’ (e.g. snails and urchins), which scrape and remove 
sediment from the rock surface, as part of their feeding, whereas ‘borers’ (e.g. 
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muscles and barnacles) dig into the rock for homes and protection (Donn and 
Boardman, 1988; Healy, 1968; Schönberg et al., 2017; Summerfield, 1991). 
These two types of bioeroders have different influences on coastlines, causing 
direct erosion but also facilitating and influencing other weathering and erosional 
processes (Naylor et al., 2012, 2010a). Sediment produced by grazing 
bioeroders are silt-grain size and can contribute to mechanical erosive 
processes, such as abrasion (Donn and Boardman, 1988). In contrast, borers 
create holes in the cliff face which can be filled with air on the impact of waves 
against the substrate, weakening the rocks lithology for hydraulic erosive 
processes (Bird, 2011). 
Due to bioeroders, some rocky coastlines can experience significant erosion due 
to biochemical processes. Rocky carbonate coastlines on Andros Island 
(Bahamas), experienced erosion rates between 1.8 m and 2.6 m every 100 years 
within the intertidal zone, the majority of which can be sufficiently accounted for 
by bioerosion (Donn and Boardman, 1988). The significant influence of 
bioerosion is also noted by Viles (1987), where layers of microorganisms over the 
limestone coastline play a significant role in erosion and textural changes along 
the near surface zone of the coastline.   
Similarly, bioeroders have influence over the vertical lowering of shore platforms 
in the higher latitudes, addressed in research located in Cornwall and Wales by 
Naylor et al (2012). This study identifies that erosion by bioeroders is not spatially 
uniform, and that it can be direct cause for landform responses, such as the 
formation of rock pools (Naylor et al., 2012). However, similar high latitude 
research in Tuscany (Italy), show that barnacles along rocky coastlines can in 
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fact act to protect the rocks from erosion and weathering (Pappalardo et al., 
2018).  
Changes to the coastline can also be driven by human influence. Humans have 
influenced a significant proportion of the wider environment, changing the natural 
behaviour of hundreds of miles of coastline, as well as the more local 
environment, such as changes to waterways, beach sediments and sea defences 
(Cencini, 1998; Hapke et al., 2013; Leveau et al., 2016).  The extent of human 
influence over the erosion of the coastline is seen along the Qinhuangdao 
coastline (China). Between 1996 and 2003 the coastline was eroding on average 
1.5 m/yr-1, with higher rates of erosion around river mouths (Xue et al., 2009). 
The significant amount of erosion is associated with sediment starvation to the 
coastline, as a direct result of dams constructed along rivers that debouche along 
the coastline and provide sediment. This is seen especially from the main 
sediment supplier to the coastline, the Luan River, where there has been a 
decrease of 9% in the amount of sediment reaching the coastline since 1979 (Xue 
et al., 2009). Furthermore, humans have significantly influenced the removal of 
more than 80% of Taiwan’s sand coasts over the last three decades due to 
increased development, removing the natural protection for the backing cliffs 
(Hsu et al., 2007).  
Through the alteration of sediment regimes, humans have significantly increased 
the vulnerability of the coastline to erosion, yet there are also areas across the 
globe that have used different practices to protect the coastline. This is seen 
across a vast amount of coastline along the UK, through the adoption of coastal 
management plans and defences (Turner et al., 1998). These defences are often 
in place to protect buildings and infrastructure, through reducing the impact of 
coastal erosion and cliff retreat. Research has identified a relationship between 
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overall coastal erosion and accretion along coastlines, and the amount of human 
development (Hapke et al., 2013). These changes extend over long periods of 
time and over large spatial scales, suggesting that the influence of people is 
overriding the geomorphological processes and signal that drives the evolution 
of the coastline (Hapke et al., 2013). 
 
1.3. Coastline evolution 
 
The processes outline above play a significant role in the evolution of the 
coastline we see today. Typically, the evolution of the coastline follows the steps 
outlined in the diagram by Violante (2009) (Figure 1.3). However, this is a very 
simplified version, with deviations from the cycle occurring frequently. 
Furthermore, the timescales at which coastal evolution occurs varies significantly, 
as a result of lithology, climate and processes dominating the area (Bird, 2011). 
These variations are seen in Figure 1.4, which has been adapted from 
(Sunamura, 1995) by Naylor et al (2012), where all the possible contributing 






Figure 1.3: A simplified  schematic depicting the cyclitic nature coastline evolution, 






Figure 1.4: This schematic shows the more complex factors that affect rocky coast 
erosion. The dominating processes are wave assailing force (FW) and rock resistance 
force (FR). Erosion occurs when FW > FR (Sunamura, 1995). The large grey box 
outlines biotic rock interactions and the stippled box shows the biotic interaction 








The rate of rocky coastline evolution is typically undetermined, with processes 
being significantly influenced by many parameters, such as climate, lithology and 
sediment availability (Bird, 2011; Kennedy et al., 2014). While there have been 
attempts to improve the quantification of rocky coastline evolution, the slow 
development of the coastline often extends beyond the life times of individual 
researchers meaning there is a lack of observations and data (Matsumoto et al., 
2016b).  
 
1.3.1. Existing Coastal Evolution Research 
 
For as long as coastal areas have been inhabited, changes and the evolution of 
the coastline have been of great interest. Catastrophic and extreme events are 
recounted in ancient texts such as the Bible (Bentor, 1989; Carter and Woodroffe, 
1997), and  attempts to mitigate against such events, and the erosion of the 
coastline, have been witnessed since the middle ages, in China, Japan and the 
Mediterranean (Pranzini, 2018). Research has often focused on understanding 
coastal processes and mechanisms, outlined previously, and the influence they 
have on the rate of coastline evolution (Griggs and Trenhaile (1994). In: Carter 
and Woodroffe, 1997) Coastal evolution is highly non-linear, exhibiting complex 
behaviour and trends (Burningham and French, 2017). As a direct result of this, 
there has been significant debate over which methodologies are most suitable to 
understand coastal evolution. Through time the development of several suitable 
methodologies, which aim to understand and quantify coastal evolution around 
the world.  Within the following section I will outline the methodologies which are 
often used to understand coastal evolution, criticising them in relation to their 
application in rocky coastline evolution. 
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1.3.1.1. In-field measurements and observations 
 
In-field measurements and observations primarily underpin our overall 
understanding of coastal processes and geomorphology, as well as crudely 
quantifying a rate of evolution over time. Many of these studies focus on specific 
areas of coastline, observing and identifying specific morphological features such 
as elevation, topography, high and low water lines (HWL/LWL) and shoreline 
position (Hart and Gosling, 2018; Kim et al., 2017; Mottershead et al., 1987; Pajak 
and Leatherman, 2002; Stive et al., 2002). Studies, such as Stive et al (2002) plot 
these specific coastal features against time, to understand coastal advance and 
retreat along the Netherlands coastline. In-field mapping of features, such as 
GPS tracking of the HWL/LWL, is deemed to have a higher accuracy than more 
modern techniques, such as photo-interpretation (Pajak and Leatherman, 2002). 
However, the digitisation of shoreline position from aerial photographs or older 
maps, can support in-field studies to determine the age and antiquity of the 
coastline (Esteves et al., 2009; Kim et al., 2017). This is usually done to extend 
the timeframe of the study, aiming to identifying the oldest position of the coast, 
and subsequent coastline positions, up to the present day (Esteves et al., 2009). 
For example, in Esteves et al (2009), where in-field measurements and digitised 
HWL from ordinance survey maps created a time-lapse of coastal evolution from 
1848 to 2005. 
 In addition to this, in-field measurements and observations can be used to 
determine the main controls and processes (natural and anthropogenic), which 
influence coastal evolution. In-field measurements taken between 2014 and 2015 
from the Malamocco Marghera Channel (lagoon of Venice Italy), outlined that the 
speed of significant erosion in the lagoon is dependent on the distance from the 
main navigation channel (Zaggia et al., 2017). Areas of the lagoon proximal  to 
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the channel experienced greater rates of erosion than more distal regions, this 
was attributed to greater water energies  which resulted in higher rates of erosion 
(Zaggia et al., 2017).  
However, the use of in-field measurements to quantify the rate of rocky coastline 
evolution is often difficult. This is due to the episodic nature of mass movement 
events, as well as very minimal incremental loses, which are the primary drivers 
of rocky coastline evolution (section 1.2.2). Consequently, significant changes in 
a coastline’s position and geomorphological features occur over centuries to 
millennia. As a result, rocky coastlines cannot always be accurately observed and 
quantified in a study restricted to a short timeframe, due to the selected 
methodologies, data, or without plans for future research (Marques et al., 2011). 
Hence, many in-field methodologies are not always suitable for determining the 
long-term evolution of rocky coastlines.  
In contrast to this, in-field measurements and observations of inherited and relict 
coastal geomorphology (e.g. raised shore platforms), has increased our 
understanding of past climates and their influence on rocky coastline evolution. 
In-field measurements and observations of such features are often localised in 
nature, as seen in work by Hart and Gosling (2018) and Mottershead et al (1987), 
which is discussed later in section 1.5.  
Recent years have seen research focused on collating localised studies, creating 
national to international scale databases, which can be used to understand the 
way in which previous sea-levels influenced the evolution of coastlines. An 
example of this is seen in research by Ferranti et al (2006), which focuses on 
identifying the impact of palaeo sea-levels on coastline evolution through 
accurate in-field elevation measurements, at a high spatial resolution. Ferranti et 
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al (2006) lists accurate elevations of 246 interglacial depositional, erosional and 
biological high stand indicators, which outline the interglacial sea-level and the 
impact of long-term vertical land movement in the central Mediterranean (Ferranti 
et al., 2006). This is similar to recent research carried out by Rovere et al (2016a), 
who collated 987 studies globally, reporting sea-level indicator elevations related 
to the last interglacial. Similarly, Hibbert et al (2018), collected and combined 194 
biological and geomorphological sea-level indicator studies in the UK, for both 
the careful assessment and reconstruction of sea-levels between 0-25 Ka BP, 
including the Holocene transgression.  
These studies are dependent on observations and measurements of 
geomorphological features, which are currently situated at today’s modern sea-
level. As a result, the determination of which processes create palaeocoastal 
features often remains speculative. Therefore, many studies focus on observing 
and reporting just the morphological characteristics of geomorphological 
features.  
1.3.1.2.  Modelling coastline evolution 
 
Numerical modelling is another key method used to understand coastal evolution 
and cliff retreat, across a broad range of environments, at various spatial and 
temporal scales (Carpenter et al., 2015; Kennedy et al., 2017a; Limber and 
Murray, 2015). Models of coastal evolution have been published as early as 1866, 
such as Fisher (1866), initially developing the parameters used to represent 
coastal evolution. These earlier models of coastal evolution stereotyped many 
rocky coastal environments with simple observations, which assumed rocky 
coastlines were straight forward in nature. Consequently, some earlier studies fail 
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to determine links and processes which operate as part of rocky coastline 
evolution (Carter and Woodroffe, 1997).  
Tsuguo Sunamura has published some of the most cited work related to 
quantifying erosional processes,  retreat rates and coastal evolution through 
numerical modelling (Sunamura, 1976, 1978a, 1978b). Wave tank and basin 
experiments by Sunamura (1976) modelled the erosional impact of different cliff 
profiles on open and closed coastal systems. The models demonstrated that the 
maximum eroding force can be increased by a magnitude of 4.5 due to the 
presence of sediments (Sunamura, 1976). Later models by Sunamura (1978a, 
1978b) are more mathematical in nature, focusing on the temporal development 
of submarine platforms and continental shelves, and are often supported by 
laboratory and in-field observations. For example, Sunamura's (1978b) model 
correlates with observations from the Byobugaura area of Japan (Sunamura, 
1978b). However, recent work by Sunamura (2015) has focused on softer 
coastlines, further highlighting the greater research efforts made to understand 
these faster evolving coastlines over their rocky counterparts.  
Similar modelling techniques are seen in research led by Alan Trenhaile. 
Mathematical wave erosional models are used to determine the formation of 
palaeocoastal features, and rocky coastline evolution. Trenhaile and Layzell 
(1981) outline a wave erosional model, used to simulate shore platform evolution 
in east Canada, Australia, New Zealand and Britain. Trenhaile and Layzell's 
(1981) model is described as mathematically simple, maintaining the historical 
generalization of rocky coastline processes and evolution. Despite this, the model 
develops a technique which facilitates the understanding of the relationships 
between platform morphologies and morphogenic geological factors (e.g. erosion 
and tidal range) (Trenhaile and Layzell, 1981). Additional work, by Trenhaile and 
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Bryne (1986), further developed the mathematical wave erosional model. Model 
runs incorporate various environmental factors, to determine which 
environmental parameters are required to create specific geomorphological 
features and patterns of coastal evolution (Trenhaile and Bryne, 1986). The 
model results also fit consistently with the limited field evidence at the time of 
publication (Trenhaile and Bryne, 1986; Trenhaile and Laysells, 1981). 
Trenhaile (2001a) further modified the models to include parameters which 
simulate the effect of physical and chemical weathering on the development of 
shore platforms (Trenhaile, 2001a; Trenhaile, 2000). In the same year, Trenhaile 
(2001b), developed a subsequent mathematical model to identify the impact of 
sea-level variation due to glaciations on rocky coastline evolution, specifically 
shore platform development and erosional continental shelves over the 
Quaternary. This model was further developed by Trenhaile (2002), to explore 
the impact of glacially induced eustatic sea-level changes, as well as the 
interactions between wave dynamics, tides, coastal morphology and rock erosion 
at the shoreline. Model descriptions and assumptions can be identified and 
explored in Trenhaile (2000). 
 The numerical models can be run hundreds and thousands of times, with 
different variable combinations, identifying changes over multiple temporal and 
spatial scales. Long model runs can ensure the inclusion of the 26 glacial cycles 
of the Quaternary period (2.5 million years – present), to understand the differing 
influence of environmental changes to coastal evolution (A. S Trenhaile, 2002). 
More recent work by Trenhaile (2016b) includes less generalised variables, 
focusing on more localised parameters, such as geology and slope gradient 
(Trenhaile, 2016b).  
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Whilst studies by Sunamura and Trenhaile can be considered pioneering work in 
the modelling of rocky coastline evolution, many other researchers have 
successfully developed new, robust and consistent exploratory models which 
further increase our understanding (Hanson et al., 2003; Larson et al., 2003; 
Matsumoto et al., 2016b; Nicholls, 2016; Skrivanek et al., 2018; Thébaudeau et 
al., 2013). For example, work produced by Limber and Murray (2011) is use to 
investigate rocky coast evolution over a million year time scale, focused on the 
large-scale and long-term emergent geomorphic interactions (Limber and 
Murray, 2011; Murray, 2007). Later theoretical models by Limber and Murray 
(2014) are similar, and have outlined the influence of differing lithologies and rock 
strength on rocky coastline evolution. These models have identified which 
variables cause more rapid erosion in the coastal environment, such as the 
influence of wave forcing, rock strength, beach width and the sediment richness 
of the coastline (Limber and Murray, 2014). While these models allow for the 
production of vast amounts of data, it is not always considered valuable, as it is 
not always grounded in reality or underpinned by in-field data (Carter and 
Woodroffe, 1997). 
 To address this disadvantage, studies such as Thébaudeau et al (2013), focus 
on specific areas of coastline to model and simulate coastline evolution over past 
and future timescales at a specific location. Thébaudeau et al (2013) specifically 
simulates rocky shoreline evolution in Northern Ireland, driven by local sea-level 
changes over 16,000 years. Multiple model runs identified the significant role of 
inheritance along the coastline of Northern Ireland, as well as its influence in 
shore platform formation over time (Thébaudeau et al., 2013). Model results 
report that many shore platforms and terrace features along rocky coastlines are 
partially inherited from earlier stadials and sea-levels (Blanco Chao et al., 2003; 
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Cloetingh and Haq, 2015; Thébaudeau et al., 2013). Similarly, numerical and 
analytical modelling of sea-stack formation was carried out by Limber and Murray 
(2015), using specific data from the California Coastal Records Project (Santa 
Cruz and Santa Barbra). This is a similar approach to the modelling of localized 
landsliding in Auckland (New Zealand), which utilizes existing available data to 
reduce the assumptions in the model itself (Dickson and Perry, 2016). Modelling 
specific coastlines allows for the comparison of model outputs with in-field 
observations of coastal evolution, increasing the relevance and validity of the 
models (Matsumoto et al., 2016a; Matsumoto et al., 2016b; Thébaudeau et al., 
2013). 
However, there is no universal model to analyse and predict rocky coastline 
evolution, resulting in a significant lack of consistency between different research 
methods and results (Carter and Woodroffe, 1997; Hanson et al., 2003). There 
are additional challenges associated with the upscaling of localised studies to 
boarder spatial scales, such as the national and global,  due to inconsistent long-
term data along rocky coastlines (Kennedy et al., 2017a). To address this issue 
there has been a development of programmes, which aim to collate localised 
models and available data together, such as iCOAST (Nicholls, 2016), Coastline 
Evolution Model 2D (Morris et al., 2018) and GlobR2C2 (Prémaillon et al., 2018). 
These programmes aim to model the longer-term morphodynamics of rocky 
coastlines, as well as extrapolating coastal evolution over longer timescales to 
quantifying possible responses to future projected sea-levels (Morris et al., 2018; 
Nicholls, 2016; Prémaillon et al., 2018). Thus, localised studies, which aim to 
understand the coastal evolution of specific rocky coastlines, are vital in 
increasing the data available to test, calibrate and validate numerical models 
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which are focused on creating a global understanding of rocky coastline 
evolution.  
1.3.1.3.  Dating coastal evolution 
 
Various dating techniques have been used in coastal research in order to extend 
the record of past rocky coastline evolution. Building accurate chronologies 
allows us to further the understanding of rocky coastline evolution, as well as 
improve the forecasting of future coastal changes (Oliver et al., 2015). In the 
coastal environment, there are a variety of sediments and materials, which can 
be dated to create a chronology of coastal retreat and evolution (Lang et al., 
1999). Dating coastal sediments is well established in literature and is an area of 
significant development in its application and analysis, such as in research which 
aims to determine the antiquity of palaeocoastal features and mass movement 
events (Pánek, 2015).  
The most suitable dating technique is determined by the environment, materials 
and timeframes which are being investigated. The material that is dated further 
determines if the obtained age is relative or absolute. Many earlier studies use 
dating techniques to produce a relative age of a feature or event, not by directly 
dating the rocks surface, but rather obtaining the age from dateable material 
underlying, overlying or combined within the area of interest (e.g. a shell 
suspended in a raised beach, or organic material mixed with the remnants of a 
mass movement) (Walker, 2005). These ages are interpreted as either the 
minimum or bracketing ages of the mass movement or palaeocoastal feature 
(Flageollet, 1996; Pánek, 2015).  
The erosional nature and lithology of some study areas, such as palaeocoastal 
shore platforms, means dating is often difficult. In these circumstances, relative 
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dating is often the best alternative to understand their age and if they are inherited 
(Hatrushi, 2017). This method requires readily available biogenic material and  
deposits within the erosion setting, which allows radiocarbon dating to be used 
(Bezerra et al., 2017; Yoshida and Moriwaki, 1979). This is a widely used 
methodology along many of the worlds coasts, which measures the amount of 
Carbon-14 (14C) within the sample to determine the age (Bezerra et al., 2017). 
An example of such work is a study by Yoshida and Moriwaki (1979) who used 
radiocarbon dating to cluster a number of elevated beaches near Syowa Station 
(Antarctica), into specific time intervals (either between 2000 – 8000 kyr BP or 
20,000 – 35,000 kyr BP). Similarly, Amino Acid Racemization (AAR) has also 
been used to date organic marine remains, measuring ratios of D-
alloisoleucine/L-isoleucine (A/I) amino acids to obtain a relative age of the 
deposits they are suspended in, such as Mottershead et al (1987) (section 1.6.3) 
(Walker, 2005). Absolute ages, from either radiocarbon dating or AAR, can 
indicate which geologic period palaeocoastal geomorphological features are 
inherited from, highlighting the degree of inheritance along the coastline of 
interest.  
These techniques can also be used to create chronologies of mass movement 
events, such as within research by Flageollet, (1996), where radiocarbon dating 
of fossil wood embedded within the mass movement ruminants provided a 
minimum age for when the event occurred. A synthesis by Lang et al (1999) and 
Pánek (2015) further discuss similar techniques which have been implemented 
and developed to understand the timings of similar mass movement events on a 
global scale. 
However, the use of radiocarbon dating and AAR to obtain relative ages of mass 
movements and palaeocoastal features can be problematic (Lang et al., 1999; 
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Pánek, 2015; Walker, 2005). Both techniques often encounter issues of 
contamination. Ages obtained from radiocarbon dating can be contaminated by 
younger soluble carbon (e.g. organic matter, such as bones), where a sampled 
material may come into contact during its burial (Bezerra et al., 2017; Walker, 
2005). Consequently, calculated ages may report as relatively older or younger 
than the true age (Bezerra et al., 2017). The degree of contamination is 
dependent on the material that is being dated, and can result in procedural and 
interpretation difficulties. Contamination can be reduced through careful sample 
collection and decontamination methods, as outlined in Walker (2005). Similar 
contamination can occur in AAR dating, due to the “open” nature of the sampled 
biogenic material (Kaufman and Miller, 1992). As well as this, significant 
variations in the climate, such as temperature, which alters the rate of A/I 
degradation and thus the obtained ages (Walker, 2005). As a way to counteract 
this, calibration curves for specific regional areas have been developed, to 
calculate the influence of climatic shifts on A/I ratios (Mottershead et al., 1987; 
Walker, 2005; Wehmiller et al., 2012). However, calibration curves are not 
available at a global scale, and can change significantly across regions and 
frequently become outdated (Walker, 2005). This can lead to the wrongful 
interpretation of the dated samples (Mottershead et al.,1987; Walker., 2005). As 
a result, AAR dating has reduced in its applicability in more modern studies 
(Walker, 2005).   
Recent research has seen a shift towards other dating techniques to obtain 
relative ages which are less prone to contamination and its associated errors. For 
example, Torgersen et al (2015) utilises K/Ar and 40Ar/39Ar analysis of 
synkinematic clays, to constrain the timings of mass movement events, and thus 
major controls of coastal evolution. The dating highlights plausible ages of fault 
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initiation, without directly dating the faults or faces themselves and with a reduced 
risk of sample contamination (Torgersen et al., 2015). Similarly, tephrochronology 
is another technique that can be used to obtain relative and bracketing ages, 
enhanced through the use of dating techniques such as 40Ar/39Ar or fission track 
dating ( Flageollet, 1996; Pánek, 2015). However, these forms of relative dating 
require specific materials, conditions and variables to be present (e.g. tephra 
layer), reducing their applicability in certain environments or locations (McCarroll, 
1993).  
Due to the disadvantages and inaccuracies associated with relative dating, 
significant developments in dating techniques have focused on the absolute 
dating of mass movement events and palaeocoastal features (Bezerra et al., 
2017; Oliver et al., 2015; Pánek, 2015; Thomas, 2009). Absolute dating (direct or 
chronometric dating), refers to dating the features surface directly, obtaining a 
date with unwarranted certainty or accuracy (Walker, 2005). Absolute dating has 
been utilized in recent years, such as by Rémillard et al (2015) and Lamothe 
(2016) who utilise Optically-Stimulated Luminescence dating to directly date 
sandy beach ridge sediments and raises features, which can occur along rocky 
coastlines, to provide the first chronological framework of palaeocoastal features. 
Absolute dating increases our understanding of coastal evolution through 
establishing direct and precise chronologies from the palaeocoastal features 
themselves (Lamothe, 2016; Rémillard et al., 2015).  
During the last century there have been few studies which have absolutely dated 
rocky coastline evolution. Those which have, utilise established techniques which 
are often used in other environmental settings (Pánek, 2015). An example of this 
is the application of cosmogenic nuclide exposure dating, which is now being 
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used to absolutely date the remnants of mass movements, cliff faces and 
palaeocoastal features (Martinod et al., 2016; Pánek, 2015; Soldati et al., 2018).  
1.3.1.3.1. Cosmogenic nuclide exposure dating  
 
Cosmogenic nuclide dating is often used to reconstruct glacial recession and 
thinning, providing direct surface exposure ages (see section 2.1 for a full 
explanation of the methodology), as well as erosion rates of bedrock surfaces 
and vertical lowering (Davies, 2014; Owen et al., 2005). Recently, there has been 
an increase in studies which utilise cosmogenic dating to determine site specific 
chronologies of coastline retreat, via rock exposure of distinctive rocky coastline 
features, such as shore platforms and the remnants of mass movement (Choi et 
al., 2012; Hurst et al., 2016; Stone et al., 1996). Cosmogenic nuclide dating has 
begun to address the uncertainties of slow rocky coastal evolution throughout 
history, something that has remained an apparently elusive goal until now 
(Regard et al., 2012). 
Research from Stone et al (1996) is one of the earliest studies which utilises 
cosmogenic nuclide dating to understand rocky coastline evolution, specifically 
the formation of shore platforms. Absolute ages, based on the accumulation of 
36Cl in exposed surfaces, were used to calculate a late glacial age for the main 
rock platform in western Scotland (Stone et al., 1996). Isometric modelling of 36Cl 
concentrations successfully quantified the platforms formation to the Younger 
Dryas period, with samples dating between 8.9 ka BP and 10.4 ka BP (Stone et 
al., 1996). Consequently, the authors suggest that the platforms width was 
created over a 1500 year time frame of stable relative sea-levels and severe 
climate conditions, with excessive cliff retreat rates of 10-20 mm per year (Stone 
et al., 1996). This rate is much higher than typically estimated for rocky coastlines, 
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perhaps highlighting a heightened response of these coastlines to environmental 
change, where material is removed in vast amounts in a short timeframe (Stone 
et al., 1996).  
Other cosmogenic nuclides, such as 10Be, have also been used to measure rocky 
coastline evolution. Choi et al (2012) used 10Be to unravel the antiquity of a rocky 
shore platform in the west coast of Korea. Samples collected from the platform 
had varied ages between 4 ka BP (Holocene), nearer the cliff face, and 148 ka 
BP (Pleistocene) from sample collected at the furthest point from the sea cliff 
(Choi et al., 2012). This can be used to measure the sea-cliff retreat, which lead 
to shore platform widening. Older ages further from the cliff show a longer period 
of exposure than those nearer the cliff face exposed by more recent cliff retreat. 
Regard et al (2012) also proposed a similar method which utilises the pattern of 
cosmogenic nuclide concentrations along a shore platform, to evaluate the long-
term retreat of cliffs located along the English Channel at Mesnil-Val. Overall, the 
method highlighted that retreat rates appear to be less than ~30 cm/yr at the site 
under the most “ideal conditions” (Regard et al., 2012). The obtained 
concentrations of 10Be have a characteristic “bump” or “hump” is stated to 
represent steady cliff retreat since Holocene RSL rise stabilization which 
occurred around 7000 – 6000 years ago (Regard et al., 2012). Similar results to 
both studies are obtained by Hurst et al (2016), who used 10Be to quantify and 
identify recent accelerations in coastal cliff retreat along the south coast of Great 
Britain. Obtained concentrations replicate a similar pattern of age distribution 
(humped), with older ages also measured further from the cliff face, before 
decreasing in age nearer the cliff face (Choi et al., 2012; Hurst et al., 2016; 
Regard et al., 2012). The concentrations of 10Be remained consistent with 
relatively slow retreat rates of the chalk cliffs (2-6 cm yr-1), up until a few hundred 
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years ago, at which point cliff retreat rates appear to accelerate, based on 
historical observations (Hurst et al., 2016). The use of cosmogenic nuclides and 
isotopes in these studies provide a quantification of shore platform formation and 
the possible rates of cliff retreat, resulting in the platforms widening.  
Cosmogenic nuclide dating has also be used to associate palaeocoastal features 
to specific climate stadials and past sea-levels. Giuliano et al (2014) measured 
50 samples from the French Mediterranean shore platforms for 36Cl 
concentrations. The dating of shore platforms highlighted fluctuations in sea-
level, related to climatic changes, within the study site. The concentration of 36Cl 
was used to identify that shore platforms situated at elevations at present sea-
level are contemporary in age, whereas those that are around 8-14 m above sea-
level are likely to be associated to the last interglacial and higher sea-levels 
(Giuliano et al., 2014).  
Another way in which cosmogenic nuclides have been used to understand the 
episodic cliff retreat and evolution of rocky coastlines is through dating cliff faces 
and talus, which have been identified as relic mass movement events (Recorbet 
et al., 2010). Recorbet et al (2010) used cosmogenic nuclide dating and 
morphometric analysis to better understand areas of possible cliff collapse along 
Cap Canaille cliff (southeast France). The measurement of 10Be and 36Cl, on the 
cliffs face and collapse blocks, identified age clusters around 3.5 ka BP and 6.7 
ka BP and older ages around 9 ka BP and 12 ka BP, suggesting four major 
episodic collapse events (Recorbet et al., 2010). Older ages coincide with the 
approach of the present day sea-level, and younger with significant storm events 
and further alterations in sea-level (Recorbet et al., 2010). The study concludes 
that sea-level changes have a significant influence over rocky coastline retreat, 
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through large episodic mass movements, which in turn controls rocky coastline 
evolution (Recorbet et al., 2010; Regard et al., 2012).  
The studies outlined above identify the use and development of cosmogenic 
nuclide exposure dating in understanding rocky coastline evolution, through 
dating geomorphic features, relic cliff faces and the remnants of past mass 
movement events. While there are few studies which currently employ the 
technique in this manner, those which have highlight that the implementation of 
cosmogenic nuclides allows for increased understanding, making it a viable 
technique to capture rocky coastline evolution over a longer timescale.  
1.3.1.4.  Aerial imagery, LiDAR and Photogrammetry 
 
It is relatively recently that unmanned aerial vehicles (UAVs), such as drones, 
and Structure-from-Motion (SfM) photogrammetry algorithms have been applied 
in coastal evolution research (Smith et al., 2016). The increased application of 
UAV and SfM is often related to the method’s ease, low cost, rapid application 
and reproducibility over different temporal and spatial scales (Clark, 2017; 
Micheletti et al., 2015; Westoby et al., 2012). These advantages have seen UAV 
and SfM replace more traditional and expensive survey methods, such as light 
detection and ranging methods (LiDAR) (Rohling et al., 2008). However, due to 
the adolescence of combined UAV-SfM techniques in geography, the Earth 
sciences and rocky coastal research, many published applications are often 
proof-of-concept studies (Barlow et al, 2017; Smith et al., 2016). However, 
studies have begun to measure specific coastal evolution. For example Barlow 
et al (2017), use UAV-SfM to perform close-range digital photogrammetry on the 
chalk cliffs of Telscombe (UK). The use of UAV-SfM highlighted that the structural 
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geology of Telscombe’s coastline is the primary control of slope failure and 
evolution (Barlow et al., 2017). 
UAVs initially started to have significant applications in research focused on 
dynamic coastal environments, such as beaches and dunes. An example of this 
is seen in research conducted by Long et al (2016) in a lagoon inlet in the Bay of 
Biscay (France). UAVs used within this study were able to capture high resolution 
images and orthomosaics (between 4.6 cm and 2 cm), via a non-intrusive aerial 
survey, which captures inter-tidal and supra-tidal topography over a large 
geographical area (Long et al., 2016). The study also demonstrates the 
reproducibility of UAV data collection, conducting three campaigns over a three 
month time period, allowing the authors to create a high resolution time series of 
digital surface models (DSM) and orthomosaics (Long et al., 2016). Long et al 
(2016) concluded that the use of UAV allowed new perspectives and 
understandings of dynamic coastal environments, on large and small scales. 
High resolution measurements offer new perspectives and opportunities to 
understand fluxes of sand in lagoon systems, allowing for better parametrisation 
of features and processes in process-based models (Clark, 2017; Long et al., 
2016).  
Rapid increases in the applicability of UAV techniques within dynamic coastal 
environments, has seen routine surveys reduce in novelty, with many 
publications outlining the way these environments evolve over certain timescales 
(Barlow et al., 2017; Dewez et al., 2016; Turner et al., 2016) For example, 
QuestUAV (2017) are used in the UK to monitor stretches of coastline, which are 
potentially dangerous, inaccessible and rapidly eroding. As well as this, it 
demonstrates the ability for rapid data collection to occur after storms or major 
coastline alterations (Klemas, 2015; QuestUAV, 2017; Whitehead and 
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Hugenholtz, 2014). Frequent monitoring of the Northumberland coastline (UK), 
an Area of Outstanding Natural Beauty, is an example of QuestUAVs work. 
QuestUAV obtained annually collected 2.9 cm resolution images and 
orthomosaics of this coastline since 2008, as well as after significant storm and 
flooding events of 2013 and 2017 (QuestUAV, 2017). Time-series images and 
orthomosaics collected from the UAV show the impact of the 2017 floods, which 
alter the frontline of the dunes by 1-2 m, and eroded around 850 tonnes of dune 
foot along an 80 m stretch of the Northumberland coastline (QuestUAV, 2017). 
Additionally, predictions can also be made from QuestUAV interpretation of UAV 
images and orthophotos, such as the visible retreat of the high water mark by 2.2 
m which is expected to trigger slumps and the erosion of the cliff toe by around 
300 tonnes a year (QuestUAV, 2017).  
Recent research has highlighted SfM algorithms and techniques as a powerful 
tool to process images acquired by UAVs (Mancini et al., 2013). The combination 
of UAV-SfM has been applied in coastal environments, such as the monitoring of  
topographical changes in beaches, dunes or coastal zoning (Smith et al., 2016). 
Furthermore, UAV-SfM reduces the time needed for data collection by around 
80%, when compared to similar LiDAR surveys, allowing for rapid monitoring to 
measure such distinctive behaviour of the coastline (James and Robson, 2012).    
Casella et al (2016) used UAV-SfM to monitor beach topography and changes in 
the Ligurian Sea (northwest Mediterranean), utilising the ease and reproducibility 
of the technique. Regular monitoring of the area provides new insights and 
understanding into human and natural processes that alter the beaches 
topography on different temporal and spatial scales (Casella et al., 2016). Similar 
to monitoring by QuestUAV (2017), the regular monitoring of the beaches 
coincided with two significant storm events, throughout the winter months of 2013 
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and 2014 (Casella et al., 2016). The use of UAV-SfM by Casella et al (2016) 
identified that easterly and north easterly waves resulted in a coastline retreat of 
around 7 m in some areas, whereas waves propagating from the southeast 
resulted in deposition and advancement of the coastline by 5 m in some areas.  
Furthermore, UAV-SfM has been shown to create higher resolution 3D 
topographical models and DSMs of beach dune systems, than when compared 
to other techniques (e.g. LiDAR), through the collection and creation of images, 
orthomosaics and point cloud data sets (Mancini et al., 2013). This allows for 
large portions of the coast to be monitored (up to km in length), at a cm resolution 
(Mancini et al., 2013). 
The high-resolution of UAV-SfM can be used to identify coastline and new beach 
characteristics and geomorphologies. Papakonstantinou et al (2016) used UAV-
SfM (with a small commercial camera), to identify coastal zones of a sandy and 
a rubble beach, creating DSMs, orthophotos and orthomosaics with a resolution 
of a few centimetres. Due to the accurate and confident visualisations of both 
beaches, several traces that represent previous sea-levels were identified on the 
sandy beach, as well as erosion crests, berm zones and sand dunes on both 
beaches (Papakonstantinou et al., 2016). Similar to research by Long et al 
(2016), this allows us to further understand coastal environments on a variety of 
spatial and temporal scales, as well as on a number of different platforms and 
morphologies (Gienko and Terry, 2014).  
SfM has also been used in combination with other image collecting techniques, 
such as multi-view measurements (MVM) with a digital camera (Gienko and 
Terry, 2014; Klemas, 2015; Smith et al., 2016). Gienko and Terry (2014), applied 
SfM in combination with MVM, to individual coarse and clastic coastal boulders 
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as an alternative to traditional in-field techniques to measure boulder volume. 
MVMs were taken around the boulder, being processed and assessed on site (if 
required) by the researcher to give rapid results and clarification of the images 
suitability for further analysis (Gienko and Terry, 2014). MVMs were formulated 
into a point-cloud data set, then transitioned into a 3D model with the use of SfM 
and feature-detection algorithms, creating precise, measurable and textured 
models. Gienko and Terry (2014) concluded that the use of SfM to create 3D 
models of coastal boulders has certain advantages over traditional techniques, 
which do not utilise image based measurement methods and are more complex 
to use within the coastal environment.  
What is evident from the literature is the advantages that UAV-SfM data collection 
techniques have in the study of physical geography and earth sciences. However, 
the majority of research that utilises these advantages within coastal 
environments is focused on more dynamic landforms and topographies, which 
change drastically over small timescales (e.g. beaches and dune systems). There 
is little research that currently applies UAV-SfM techniques on rocky coastlines. 
UAV-SfM can be used to identify key geomorphic features along rocky coastlines 
and can be used to conduct a high resolution morphometric analysis of these 
features. The use of UAV-SfM has advantages over more traditional and existing 
methodologies, such as manual in-field measurements, to understand coastal 






1.4. Sea-level change 
 
1.4.1. Eustatic and steric sea-level changes  
 
Sea-level changes occur on multiple spatial and temporal scales, and are caused 
by a variety of Earth system processes (Cloetingh and Haq, 2015). Sea-level 
change is directly related to variations in continental ice volume (e.g. ice sheets, 
ice caps and glaciers). During colder periods, continental ice expands and sea-
level lowers (Rovere et al., 2016b). These changes are counterbalanced by 
equivalent variations in global ocean mass and land-based ice mass during 
warmer climatic conditions, where both factors are a consequence of the principle 
of mass conservation (Meier et al., 2007).  
These changes in the ocean’s mass are due to changes in the mass of 
continental ice are described by the term “eustasy”, coined by Edward Suess in 
1888 (Rovere et al., 2016b; Suess, 1904). Eustasy implies that the solid earth is 
rigid and non-deformable, with local gravitational effects being neglected (Spada 
and Stocchi, 2007). At shorter timescales, a lot of eustatic sea-level changes are 
a direct result of coupled ocean-atmospheric processes (Rovere et al., 2016b). 
Small perturbations to variables, such as CO2 concentration in the atmospheric 
and sea surface temperature or isolation, result in ice volume changes (Davidson-
Arnott, 2010). However, eustatic sea-level rise is not uniform across the globe, 
varying significantly as a result of a series of other variables, which are discussed 
below (Fairbanks, 1989). 
Sea-level changes can also occur as a result of steric effects, including 
thermosteric (changes in ocean temperature) and halosteric (changes in ocean 
salinity) (Hu and Bates, 2018). Melting continental ice not only results in eustatic 
changes, but also causes ocean freshening (Antonov et al., 2002). Fresh water 
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influx decreases ocean salinity, which in turn decreases ocean density and 
increases its volume (Antonov et al., 2002). Work by Munk (2003) highlight that 
halosteric sea-level change can contribute 0.05 ± 0.02 mm a year to eustatic sea-
level changes, agreeing with other research which categorises halosteric 
contributions as minimal (Antonov et al., 2002). Thermal expansion, or 
thermosteric affect, of the ocean also contributes to rising sea-levels. 
Thermosteric affects also alters the oceans volume, as a result of density 
decrease followed by the addition of heat into the ocean (Antonov et al., 2005; 
Hu and Bates, 2018). Warming of the oceans can be attributed to global climate 
change, which can have natural or anthropogenic drivers (Steele and Ermold, 
2007). Antonov et al (2005) notes that thermal expansion of the oceans 
contributes a larger proportion to sea-level rise, contributing around 0.33 mm per 
year.  
However, many studies highlight that these steric affects are highly localised in 
nature, with temperature and salinity changes not being geographically uniform 
(Antonov et al., 2005; Ishii et al., 2006). This is seen within Japan, where 
thermostatic sea-level changes have significantly impacted sea-level rise 
between 1969 and 2003, to an extent where it eliminated the impact of crustal 
movements (Ishii et al., 2006). As a result, steric affects are seen to have a more 
profound impact on localised relative sea-levels, rather than the global ocean 
scale.  
1.4.2. Relative sea-level changes 
 
Relative Sea-Level (RSL) refers to changes in the land reference base, rather 
than the ocean volume itself through eustatic changes (Rovere et al., 2016b). 
Changes in RSL can be induced by land based ice-melt, as well as changes 
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which stem from the mean land surface (geoid), as a result of uplift (e.g. tectonics) 
or natural and anthropogenic subsidence (e.g. groundwater drainage) (Church et 
al., 2010). RSL changes occur at regional and local scales, unlike eustatic sea-
level, which refer to global scale change (Rovere et al., 2016b).  
1.4.2.1. Glacial-isostatic adjustment 
 
Most RSL changes, resulting from changes in land-ice mass, are governed by a 
process called glacial- and hydrostatic adjustments, also referred to as glacial-
isostatic adjustment (GIA) (Massey et al., 2008; Murray-Wallace and Woodroffe, 
2014; Toscano et al., 2011). GIA is a continual viscoelastic response of the Earth 
to former changes in ice mass, in accordance with ice sheet and glacier 
fluctuations throughout glacial and interglacial cycles (Kopp et al., 2015). During 
glacial cycles, ice loading results in the deformation of the land below, migrating 
the mantle material to intermediate areas in adjacent regions, in turn uplifting 
them (Kopp et al., 2015; Rovere et al., 2016b). The uplift of land contributes to 
the fall in RSL during glacial periods, alongside additional climatic variables 
(Church et al., 2010). During interglacial periods and the unloading of ice, the 
mantle flows back to the glaciated area as a result of the collapsing forebulge, 
leading to RSL fall at glacial margins and RSL rise at far-field locations (Figure 
1.5) (Rovere et al., 2016b). 
The proximity of a location to formerly glaciated areas determines the rate of GIA 
and RSL change seen at particular locations (Church et al., 2010). Areas located 
within intermediate areas and former glaciated high latitudes experience greater 
rates of RSL rise, than those considered far field (Khan et al., 2015). There are 
few high latitude coastal areas which experience RSL fall, as a result of GIA, such 
as vast areas of Scotland (UK) (Rovere et al., 2016b). An example of such 
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isostatic change due to GIA can be seen at the UK scale, where Shennan et al 
(2009) identifies clusters of subsiding and uplifting areas (Figure 1.6). However, 
examples are seen across the world, such as RSL fall (1 cm/year) and isostatic 
uplift in Hudson Bay (Canada), which are occurring due to its proximity to the 
former Laurentide ice sheet. In contrast, RSL rise and isostatic subsidence is 
occurring along the east and west coast of the USA (1-3 mm/year), due to its 



























Figure 1.5: Schematic representation of GIA, taken from Khan et al (2015). The 
creation and collapse of the forebulge is depicted. The influence of the geological 





Figure 1.6: Figure from Shennan et al (2009), identifying areas of isostatic uplift and 
subsidence around the UK, measured in mm/yr-1. The centre of relative uplift is located 
over central Scotland (Shennan et al., 2009).  
 
1.4.3. Palaeo sea-levels 
  
Significant changes in both eustatic and RSL occurred around the world, during 
the transition between glacial and interglacial cycles which have preceded the 
present day. These changes are presented in palaeo sea-level indicators, located 
along the world’s coastline. These indicators identify that sea-level changes are 
characterised by strong regional variability (Andrews et al., 1970; Daly, 1915; 
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Stocchi et al., 2018). Examples of this can be seen from fossilized corals in the 
Caribbean which show a RSL rise, from the Last Glacial Maximum (LGM) to 
present day, which is in line with the hypothetical eustatic trends (Fairbanks, 
1989). However, ice proximal or even formerly glaciated areas show a large RSL 
drop, larger than the so-called eustatic (Andrews et al., 1970; Pedoja et al., 2014; 
Tushingham and Peltier, 1991).  
Palaeo sea-level indicators show that the solid Earth is not rigid, but deformable, 
behaving like a highly viscous body under ice and ocean load variations (Andrews 
et al., 1970; Toscano et al., 2011). Accordingly, these palaeo sea-level indicators 
(e.g. geological, geomorphological or archaeological) do measure the RSL 
changes (Ávila et al., 2015; Hatrushi, 2017; Rovere et al., 2016a). 
1.4.3.1. Marine isotope stages (MIS) 
 
Over the Earth’s geological timescale, sea-level has fluctuated significantly, as a 
result of cyclic and orbital changes triggering significant climatic changes, often 
referred to as Milankovitch cycles (Crowley et al., 2015; Short et al., 1991). Such 
climatic changes alternate between the growth and expansion of ice masses 
during colder glacial periods, followed rapidly by deglaciations and post-glacial 
rebounding in warmer interglacials. These climatic changes are subdivided into 
a series of MIS, pioneered and developed by Cesare Emiliani during the 1950’s, 
who refined oxygen isotope data to determine palaeotemperatures and delineate 
the MIS stages (Berger, 2002; Emiliani, 1955). There are 104 MIS stages, which 
have been identified and collated across several research projects, beginning 2.6 
million years ago, yet the most researched MIS stages extend back to MIS 21 





Figure1.7:  This figure is adapted from Railsback et al (2015). It shows climate 






































































































































































































 MIS 5e is one of the most studied periods of this period of the Earth’s history, 
and is commonly referred to as the Eemian or Ipswichian, dating between 125 ka 
BP and 118 ka BP (Medley et al., 2006; Rovere et al., 2016b; Stocchi et al., 2018) 
MIS 5e is one of five sub-divisions, usually applied to the MIS 5 (Table 1.3) 
(Shackleton et al., 2003). MIS 5e was characterized by surface temperatures at 
least 2 ºC warmer than present on a global scale (Abad et al., 2013; Rohling et 
al., 2008). As a result of elevated temperatures, deglaciation of the Laurentide 
and Fennoscandian ice sheets and significant shrinking of the Antarctic and 
Greenland ice sheets resulted in eustatic sea-level rise several meters above the 
present sea-level (Abad et al., 2013; Antonioli et al., 2018; Galili et al., 2007; 
Hearty et al., 2007; Hearty and Tormey, 2017; Polyak et al., 2018; Rohling et al., 
2008; Rovere et al., 2016b). MIS 5e is often seen as an analogue for 
understanding the present interglacial (Holocene), assisting in our understanding 
and projections of future scenarios (Hearty and Tormey, 2017). There is an 
abundance of palaeocoastal features situated along many stable coastlines, 
which can be measured to improve our understanding and reconstruction of MIS 
5e sea-levels (Gill, 1972; Stocchi et al., 2018).  
Sub-Division Ka BP Climate 
MIS 5a 82 Peak of last interglacial sub-stage 
MIS 5b 87 Peak of glacial sub-stage 
MIS 5c 96 Peak of last interglacial sub-stage 
MIS 5d 118 Peak of glacial stage 
MIS 5e 125 Peak of Eemian last interglacial sub-
stage (or Ipswichian in Britain) 
 
Table 1.3: Sub-division of MIS 5, adapted from work done by (Shackleton et al., 2003) 
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1.4.4. Palaeo sea-level Indicators 
 
1.4.4.1. Rocky coastline inheritance  
 
Due to sea-level changes and the slow evolution of rocky coastlines, their 
geomorphology often has a significant amount of palaeocoastal features, and 
thus inheritance (Swirad et al., 2016). Inheritance refers to the rocky coastal 
morphology, which has persisted over time from earlier environments and higher 
sea-level to the present day, and these are often referred to as palaeo sea-level 
indicators (Bird, 2011; Masselink et al., 2014; Sunamura, 1992; Trenhaile et al., 
1999). Palaeo sea-level records and consideration of inheritance suggest that 
present day marine processes are likely to be modifying shore platforms and cliffs 
that were formed during Pleistocene interglacials, where sea-level was higher 
than present day (Blanco Chao et al., 2003; Trenhaile et al., 1999). However, 
inheritance is difficult to quantify within many rocky coastal areas, due to the lack 
or removability of datable sediments, as discussed by Trenhaile et al (1999). 
Mathematical models have been used to determine the degree of inheritance of 
shoreline platforms in western Galicia (north-western Spain), concluding that 
most platforms along this coastline contain significant inheritance from one or 
more interglacial stages (Blanco Chao et al., 2003; Trenhaile et al., 1999). 
However, without specific dates attributed to features alongside the shore 
platform, or the platform itself, it is difficult to run realistic models (section 1.4.2).  
To fully understand the timescales and process which contribute to the evolution 
of rocky coastlines, palaeo sea-level indicators must be analysed to establish a 
chronology and to quantify rocky coastline evolution throughout time. This can be 




1.4.4.2. Measurement of palaeo sea-level indicators  
 
Palaeo sea-level indicators can be categorized into three distinctive categories: 
depositional, biological and geomorphological, identifying the height of palaeo 
sea-levels (Table 1.4). The best preserved MIS 5e sea-level indicators are 
situated along stable coastlines, where uplift and GIA are minimal, with palaeo 
sea-level indicators depicting the near ‘true height’ of the past sea-level with 
which they are associated (Galili et al., 2007; Hearty et al., 2007). It is vital to 
understand the height of the MIS 5e sea-level. While it isn’t a direct analogue of 
future sea-level scenarios, the high concentration of palaeo sea-level indicators, 
and its accessibility in the most recent geological history, allows us to understand 
the possible future changes to the coastal environment under a warmer world 
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Table1.4: Collection of research, focused on identifying and dating palaeocoastal 
features around the world to MIS 5. 
  
The listed studies above (Table 1.4) are just a few of the individual case studies 
of sea-level during MIS 5e. There are over 980 palaeoshoreline sequences 
around the world that can be associated with the last interglacial (Pedoja et al., 
2014, 2011; Rovere et al., 2016b). MIS 5e indicators tend to be clustered around 
certain areas of the world’s coastline, such as the Mediterranean and southwest 
England (Rovere et al., 2016a). Individual studies can be collated together to 
determine a global sea-level for the MIS 5e (Kopp et al., 2009). Frequently cited 
work by Kopp et al (2009) provides an extensive compilation of local sea-level 
indicators, as well as extensive statistical analysis to determine likely sea-level 
during the MIS 5e. From the study, the following was determined for a global sea-
level rise: 95% probability that MIS 5e sea-level reached a peak of at least 6.6m 
higher than  present mean sea-level; 67% probability that sea-level exceeded 
8.0m; 33% probability that the sea-level exceeded 9.4m (Kopp et al., 2009).  
Collating a series of localized studies has several issues, such as the variation in 
palaeo sea-level indicator descriptions and the use of different datum references 
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(not always mentioned in the studies) (Rovere et al., 2016a, 2016b). The lack of 
high-resolution studies prior to 2010 also results in uncertainty when determining 
a global sea-level for the MIS 5e. This can result in systematic errors (Pedoja et 
al., 2014, 2011), or the selection of specific studies where detailed measurement 
errors are included (Kopp et al., 2009). These factors must be considered in the 
application of certain methodologies, as well as the comparison of this research 
alongside previously published literature.  
1.5. Study Site: North Torbay  
 
The UK has an array of lithology types which can be dated to almost every 
geological time period. The coastline of the UK mimics this variety, showing 
significant geological changes over small spatial scales (BGS, 2017). The 
changes within coastline lithologies can be classified as weak and sedimentary 
or rocky and resistant bedrock (BGS, 2017). This underlying geology of the UK 
coastline is what governs the coastal topography, producing a series of inlets and 
bays in the more susceptible materials, and headlands in the erosion-resistant 
lithologies (May and Hansom, 2003). The southwest of England is home to many 
palaeo sea-level indicators, as a result of resistant lithologies which are 
interspersed around its coastline, such as Torbay.  
1.5.1. Torbay, Devon 
 
Torbay is an almost perfect example of rocky coastlines within the UK, consisting 
of resistant Devonian shale and limestone lithologies, as well as a series of 
plunging cliffs and shoreline platforms. Torbay is located on the southwest 
peninsula of England, and is a good example of the numerous crescent bays that 
are located along the UK’s coastline (Figure 1.10). Torbay is a significant 
socioeconomic and cultural asset to Devon and the southwest. Torbay consists 
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of three towns: Torquay, Paignton and Brixham, and is commonly referred to as 
“The English Riviera”. It is a highly valued UNESCO Global Geopark due to its 
complex Devonian geology, overlain by some of the oldest Permian “Red-Beds” 
(Figure 1.8 and Figure 1.9). These red beds are variegated sequences of detrital 
sedimentary rocks, which have distinctive reddish-brown ferric oxide pigments 
dispersed throughout the matrix. The differences in resistance between the 
Devonian and Permian sediments can be seen in Figure 1.8, a photograph of the 
defensive sea wall at Star Bay (Torbay), which was constructed with both of these 
sediments. The geological contrast between these two lithologies is thought to be 
the reason for the distinctive bay of Torbay and the protruding headlands, due to 
the coastal retreat of softer sediments located between the resistant headlands 





Figure 1.8: Photograph of the sea-wall at Star Bay (Torbay),  
highlighting the difference in characteristics and lithology between the Devonian 
limestone and Permian red-beds. 
(Authors photograph). 
 










Figure 1.9: Geology map of the north Torbay area, with particular interest in the Devonian geology of the 






Torbay is a macrotidal coastline and has a maximum tidal range of 4-5 m during 
spring tides and around 1.7 m during neap tides (SCOPAC, 2012). Between 2008 
and 2012 the prevailing wind and wave direction at Torbay was recorded to derive 
from east-south-east (SCOPAC, 2012). It has been reported that the mean 
significant wave height at Torbay is between 2.5 and 3 m (Harwood, 1983). 
However, data obtained from the Plymouth Coastal Observatory highlights that 
the average wave height is below this, yet the range of wave height varies 
significantly on both an annually and monthly basis (Table 1.5) (PCO, 2018).  
 
 
1st January 2018 –  
31st December 2018 
1st June 2019 –  
30th June 2019 
Average wave height (m) 0.76 0.64 
Minimum wave height (m) 0.08 0.09 
Maximum wave height (m) 9 4.73 
Table 1.5: Wave height data obtained from wave buoys situated in the bay of Torbay. 
 
Previous measurements of RSL change within the southwest have considerable 
variation, for example Holocene sea-level rates vary from 0.8 – 1.6 mm/year 
(Gehrels et al., 2011). Research conducted specifically along the south Devon 
coastline by Massey et al (2008) suggests that RSL has risen by 21±4 m over 
the last 9000 years, where around 8±1 m of this has occurred during the last 
7000 years.  However, there is minimal research which successfully quantifies 
the rate of RSL changes over the last interglacial cycle in Devon, despite the 
vast array of elevated palaeocoastal features within the region.  Some studies 
draw conclusions on MIS 5e sea-levels based upon existing palaeocoastal 
features, such as Hart and Gosling (2018) and Mottershead (1987). Both of 
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these studies concluded that previous RSL heights reached between 6 and 8 m 
above present. However, this data is purely observational and fails to model the 
entirety of RSL change over the last interglacial, MIS 5e. Consequently, many 
studies which focus on raised morphological features rely on larger UK scale or 
global average modelled RSL measurements, such as Hearty et al (2007). This 
is problematic due to the significant variability in RSL related to tides, GIA and 
other local variables (Devoy, 1982). 
1.5.2. North Torbay coastline  
 
This research focuses on the northern peninsula of Torbay. Figure 1.10 outlines 
the selected study sites, which are located along the coast and tip of the 
peninsula. Site specific details are outlined in the section below. Furthermore, 





Figure 1.10: Site map of the North Torbay area. The raised beach is depicted, as well 
as the sampling locations for 36Cl exposure dating. Data sourced from the Plymouth 




















































1.5.2.1. Meadfoot Beach (Figure 1.10B) 
 
Meadfoot beach is a shingle beach situated along an open coastline, with 
sediments that are considered part of the Lower Devonian Meadfoot Group 
(Leveridge and Shail, 2011). These Lower Devonian sediments are particularly 
visible during low tide, in the form of Devonian slates and sandstones that are 
likely to come from a fluvial origin (West and Csorvasi, n.d.). 
1.5.2.2. Beacon Cove (Figure 1.10A) 
 
Beacon Cove is a small shingle pocket beach, which is situated on a sheltered 
part of the coastline, being classified as part of the Torquay limestone and 
Meadfoot Group slate (Goodger et al., 1984). The cove has plunging cliffs, as 
well as exposed limestone bedrock, which is exposed at low tide. 
1.5.2.3. Peaked Tor Cove (Figure 1.10A)  
 
Peaked Tor Cove is a small pebble pocket beach on an open section of the 
coastline, with high plunging cliffs. The cove is characterised by steep woods of 
Holm Oak, growing above a Devonian limestone cliff, which has evidence of large 
folds along an east-west axes (Shannon, 1928). There is evident talus at the foot 
of the plunging cliffs, which is in direct contact with the sea at high tide. A sign on 
the plunging cliff is a good example as to the reach and destructive nature of the 
pebble beach at Peaked Tor Cove (Appendix 1, Figure 6.3C and D). 
1.5.3. Hopes Nose (Figure 1.10B) 
 
Hopes Nose is the northern headland of Torbay, which protrudes into the British 
Channel. The geology of Hopes Nose is internationally unique, as it is made up 
of geologically renowned Devonian carbonates and clastics, in the form of 
limestone and shale. Limestone deposits at Hopes Nose are thought to have 
been formed during the Middle Devonian (Eiefelian) 394-388 million years ago, 
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in a shallow and tropical sea, at a similar latitude to that of Australia at present 
day (Page, 2004). The Devonian limestone is characterised as “Daddyhole 
Member Limestone” (Digimap, 2019). 
Hopes Nose also has an array of palaeogeomorphological and Quaternary 
landforms. The most distinctive is the raised shore platform that is evident around 
the extent of Hopes Nose. It is estimated that the elevation of the platform is 
around 8m above sea-level and reaches 12 m above sea-level at its highest point, 
separating two sharp cliff faces with a gentle slope (Mottershead et al., 1987). 
The minimal amount of research conducted at Hopes Nose suggests that the 
shore platform is evidence of palaeo sea-levels during the Quaternary. However, 
there is no direct quantitative age for the shore platform, yet estimations have 
associated the shore platform with the last interglacial MIS 5e (Mottershead et 
al., 1987).  
In addition to the shore platform, Hopes Nose has an exposed palaeocoastal 
raised beach, visible along the southern edge of the headland (Figure 1.10). The 
raised beach is around 9 m above the current sea level, and up to 12 m thick. 
The raised beach has been dated using AAR by Davies (1984) (Mottershead et 
al., 1987), and using unpublished data by Bowen et al (1985). Mottershead et al 
(1987) argued, that on the basis of a comparison with AAR data from raised 
beaches nearby on Thatcher’s Rock,  the raised beach at Hopes Nose formed 
during MIS 7, whilst Thatcher’s Rock’s beaches formed in MIS 5e. However, the 
range of values does not support this conclusion. A/I values for Patella vulgaris 
range from 0.115 ± 0.014 to 0.181 ± 0.004 at Hopes Nose and are 0.118 ± 0.004 
at Thatcher’s Rock, indicating overlapping populations. No full calibration of A/I 
exists for southern England, but a calibration from the east coast of the USA  
(Wehmiller et al., 2012) shows that the A/I curve is initially steep, thud values for 
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Hopes Nose are not likely to reflect an interglacial difference in age. Therefore, 
based on the presence of A/I values of 0.123 in a raised beach under a stalagmite 
dated to 121 +14/-12 ka BP on nearby Jersey (Keen et al., 1981), it is most likely 
that both raised beaches formed during the last interglacial period, MIS 5e. 
However, this still is not a direct measurement of the shore platform itself, with 
the raised beach simply being used as an indicator of a relative age.  
1.5.4. Existing coastal management and protection  
 
Despite the presence of geological and geomorphological Quaternary evidence 
and documentation, there is no active intervention or protection to the coastline 
by the governing bodies of Torbay, such as the Environment Agency (EA), Torbay 
Coast and Countryside Trust and the National Trust. The nearest shoreline 
management plans are controlled by the EA, and are located around 2.5 miles 
north of Hopes Nose in Oddicombe and around 1.3 miles to the South, between 
Daddy Hole Cave and Meadfoot beach (Figure 1.11) (Environment Agency, 
2019). Both these areas are under similar management plans, holding the line 













Figure 1.11: Map outlining the short-term shoreline management plan for north Torbay. 
The red boxes highlight the “hold the line” policies at Oddicombe and between 
Daddhole Cave and Meadfoot beach. Modified from the (Environment Agency, 2019). 
 
These areas are under protection as they are eroding and receding significantly, 
a consequence of the soft nature of their red bed geology. Significant and 
dangerous landslides have occurred in the recent years, such as the Oddicombe 
landslide of 2013. The lack of coastal management around my chosen study sites 
can be explained by the assumptions of high resistance and therefore slow 
horizontal cliff retreat and erosion of the coastlines, this assumption is reinforced 
by the presence of the raised platform which is likely inherited from the 
Quaternary.  
 
Short-term Shoreline Management Plan Policy  
Hold the line  
No active intervention 
Managed realignment  
Advance the line  
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1.6. Study aims and objectives  
 
Within this research I aim to address some research gaps within our current 
understanding of rocky coastline evolution to date. These research gaps have 
been outlined and discussed throughout my literature review above. Firstly, I aim 
to investigate the use of 36Cl to understand the long term evolution of rocky 
coastlines. As outlined in section 1.3.1.3. exposure dating is a suitable 
methodology to analyse rocky coastline evolution, which occurs slowly over 
larger timescales than many modern methodologies available today (e.g. drone 
surveys). Furthermore, I will also investigate the use of 36Cl exposure dating in 
the absolute dating of possibly inherited features along these slowly eroding rocky 
coastlines, in combination with other methodologies to fully understand the 
complex nature of inherited coastal features (e.g. sea-level modelling). SfM 
photogrammetry and morphometric analysis of the obtained data will be used to 
further increase our overall understanding of distinctive morphological 
characteristics along rocky coastlines, such as shore platforms. This data can be 
used in combination with those already stated, enabling comparison between 
varying rocky coastline evolutions, especially over longer time scales. To address 
the research gaps, I will focus on creating research questions which are specific 
to north Torbay. By doing this it will not only provide a test in methodological 
application but provide a pilot dataset for numerical models to direct and anchor 
models to replicate rocky coastline evolution.  
Therefore, the aim of my research is to understand and quantify the evolution of 




• How can 36Cl cosmogenic nuclide exposure dating be used to quantify 
the rates of change on rocky coastlines and provide a chronology of 
rocky coastline evolution through mass movements? 
• Can 36Cl cosmogenic nuclide exposure dating be used to absolutely 
date and determine the antiquity of the raised shore platform at Hopes 
Nose?   
• Can the raised shore platform at Hopes Nose be associated with a 
specific palaeo sea-level, providing evidence of inheritance along 
North Torbay’s coastline? 
• How can UAV-SfM photogrammetry contribute to understanding the 
mechanisms of shore platform evolution in the north Torbay study area, 
over short and long temporal scales? 
• What are the dominant factors which control the erosion, and thus the 
evolution, of the rocky coast in north Torbay? 
The aims of my research will be met through a series of objectives: 
• Calculate the 36Cl cosmogenic nuclide exposure ages for samples 
collected from around north Torbay, from the sites mentioned above.  
• Conduct an UAV flight survey to obtain aerial images of Hopes Nose. 
• Process aerial images with photogrammetry, specifically SfM 
algorithms, to create a 3D model of the study area. 
• Conduct a morphometric analysis of Hopes Nose from the UAV-SfM 
photogrammetry data. 
• Interpret and combine 36Cl cosmogenic nuclide data and 
photogrammetry analysis to improve understanding of rocky coastline 
evolution in north Torbay. 
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• Produce a RSL curve for north Torbay to compare with cosmogenic 
exposure ages and UAV-SfM photogrammetry data, to understand 
sea-level influence on coastal erosion in north Torbay and to test 
assumptions that the raise platform dates to MIS 5e. 
To address the questions outlined above and the build upon research and 
understanding of the surrounding rocky coastline evolution in north Torbay, I will 
combine two existing methodologies in a new and unique way. Firstly, 36Cl 
cosmogenic nuclide exposure dating will be used to quantify a rate of rocky 
coastline evolution in north Torbay, from exposure ages obtained from the 
remnants of mass movement events. This will enable me to identify the frequency 
and magnitude of coastal retreat, as well as identify plausible triggers for 
significant mass movement events. Similarly, 36Cl cosmogenic nuclide exposure 
dating will also be used to date the raised shore platform at Hopes Nose, to 
determine when it was initially carved from the resistant Devonian limestone 
within the area. 
Secondly, UAV-SfM photogrammetry will be used to provide a high resolution 
data sets for Hopes Nose. A morphometric analysis will be done to extract 
additional data, to further understand rocky coastline evolution in Torbay, through 
cliff retreat and shore platform formation. Morphometric data and distinctive 
geomorphological characteristics will be compared to a site specific RSL curve, 
created by Dr Palao Stocchi. Throughout my research I will collate relevant 
research and place my findings into a global context, outlining the importance of 
localised studies in furthering our understanding of rocky coastline evolution 
under palaeo and present sea-levels.  
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A work plan figure can be seen in Appendix 9, which depicts the connections 
between the methodologies and the way in which each methodology will be used 
to address my research questions.   
76 
 
CHAPTER 2: METHODOLOGY 
2.1. 36Cl Cosmogenic Nuclide Exposure Dating  
 
2.1.1. Background to cosmogenic nuclide exposure dating 
 
Cosmogenic nuclide exposure dating has been used in the direct dating of a 
variety of geomorphic features and processes (e.g. glacial) (Barrows et al., 2002). 
Cosmogenic nuclide exposure dating utilises the build-up of rare isotopes within 
target minerals in rocks at or near the surface. These isotopes accumulate in the 
rock at a predictable time rate, which allows us to determine the date of first 
exposure, or rate of exhumation to the surface (e.g. erosion rate) (Darvill, 2013). 
Cosmogenic nuclide dating is applicable across a wide array of environments, 
materials and mineralogy, to investigate the exposure, burial, denudation of 
specific features (Alvarez-Marrón et al., 2008; Darvill, 2013; Dunai, 2010; Ivy-
Ochs and Kober, 2008). The most common cosmogenic nuclei used in 
geomorphological studies are 10Be, 26Al, 36Cl, 14C, 3He and 21Ne. These nuclei 
have been used to date landforms, broadening our understanding of 
geomorphological features and processes on timescales expanding hundreds to 
millions of years (depending on the isotope used) (Darvill, 2013; Dunai, 2010). 
Cosmogenic nuclides originate from the constant bombardment of the Earth’s 
surface by cosmic rays. Cosmic rays are generated from supernovas outside of 
our solar system (Dunai and Lifton, 2014). The rays consist of high energy 
particles, such as protons (87%), alpha particles (12%) and heavy nuclei (1%), 
and are termed primary cosmic rays (Darvill, 2013). Rays are deflected by the 
Earth’s magnetic field, with production rates of rays varying with altitude and 
latitude, between 15-35% (Dunai, 2010).  
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After passing through the atmosphere cosmic rays become secondary rays, 
experiencing an exponential energy decrease as they move deeper through the 
atmosphere (Dunai, 2010). This process is known as attenuation, which varies 
due to the mass of the atmosphere (130 g cm-2 at higher latitudes and 150 g cm-
2 at the lower latitudes) (Darvill, 2013). When secondary cosmic rays reach the 
Earth’s surface, they attenuate through the rock to a depth determined by the 
rock density and structure (Dunai and Lifton, 2014). Reactions between the target 
materials in the rocks (e.g. calcium) and the secondary cosmic rays are 
responsible for 98% of cosmogenic nuclide production (Dunai, 2010).   
One way in which cosmogenic nuclides are formed is spallation. This process 
occurs in the top 3 m of the rock, where high energy nuclide collide with atomic 
nuclei and removes protons and neutrons, leaving behind a lighter residual 
nucleus (Dunai and Lifton, 2014). A second process which can create 
cosmogenic nuclide, is thermal neutron capture. This occurs when the speed of 
neutrons from the secondary cosmic rays slow to a point where their energy 
corresponds with the surrounding temperature (Dunai and Lifton, 2014). This 
allows the capture of other protons and nuclei, creating a heavier nucleus, which 
is vital for the production of cosmogenic nuclides in the top 20 cm of the rock 
surface (Darvill, 2013).  
Finally, muonic reactions are another way in which cosmogenic nuclides are 
produced. Muons area heavy subatomic particles and relative to the electron, 
contributing to a significant proportion of cosmic radiation that reaches the earth’s 
surface. At depths between 4 and 40 m negative muon capture is the dominant 
mode of cosmogenic nuclide production (Stone et al., 1998). Below 40 m fast 
muon induced reactions are the prominent production mechanisms of 
cosmogenic nuclide production (Gosse and Phillips, 2001). Muons are able to 
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penetrate to the great depths with attenuation length of 1500g cm-2 to 6500g cm-
2, significantly greater than neutrons and protons which contribute to spallation 
and thermal neutron capture (Braucher et al., 2013; Gosse and Phillips, 2001). 
Furthermore, they have significantly weaker reactions with the target material, 
allowing for further penetration into the material (Dunai, 2010; B. Heisinger et al., 
2002).The weak interactions of muons and target materials are estimated to be 
around 2.3% of cosmogenic reactions at the surface, yet 100% of reactions 
beyond 3 m into the Earth’s surface, due to the lack of spallation below this depth 
(Darvill, 2013; Dunai, 2010). 
Within this research, 36Cl was the main cosmogenic nuclide measured to 
calculate exposure ages for the samples collected in north Torbay. 36Cl was used 
due to the high calcium content of the Devonian limestone and shale bedrock in 
the area, which is a key target element for the production of 36Cl. Spallation of 39K 
and 40Ca is the dominant process of cosmogenic nuclide production in calcium 
rich material, accounting for 80-90% of 36Cl production (Stone et al.,1996). 
However, later research by Stone et al (1998) highlights that up to 50% of 36Cl 
production in significantly eroding limestone can be attributed to negative muon 
capture, due to the re-exposure of muons produced deeper in the rock, and this 
is often termed inheritance (section 1.5.4.1) (Barrows et al., 2002; Dunai, 2010). 
Inheritance can influence calculated exposure ages, making them appear older 
than they actually are, leading to wrongful interpretations or highlighting more 
complex exposure histories than originally estimated.  
Within the coastal environment, topographic shielding of the exposed area, by 
cliff faces or over hanging rocks, reduces the cosmic ray flux and can influence 
the cosmic ray exposure and overall age. Topographic shielding is the most 
common form of shielding, accounted for with a function of height and lateral 
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extent to ensure accurate exposure ages (Dunai, 2010). Additionally, self-
shielding can occur, relating to dips and bumps within a surface and the thickness 
of the material, yet this is harder to quantify and account for (Dunai, 2010; Dunai 
and Lifton, 2014). Finally, post-depositional overburden shielding also impacts 
exposure ages (Darvill, 2013; Dunai, 2010). Seasonal snow, vegetation and 
sediment cover can reduce cosmic ray flux by around 2-7% (Dunai, 2010). 
Corrections for shielding can be small at around 5%, but at the base of a vertical 
cliff the corrections can be around 50% (Hurst et al., 2017). These corrections 
are vital for reducing some of the uncertainties that surround the determination of 
exposure ages.  
Scaling factors must be established to calculate a representable production rate, 
with different scaling factors accounting for variations in the production of in-situ 
nuclide. Production rates vary due to differences in the Earth’s geomagnetic field, 
the cosmogenic nuclide decay, altitude, latitude, shielding, density and sample 
thickness (Darvill, 2013; Dunai, 2010; Dunne et al., 1999; Ivy-Ochs and Kober, 
2008). Scaling factors associate values to these variations, describing the 
environment in which the sample was collected to establish a more accurate age 
(Masarik and Wieler, 2003). However, current scaling factors are more suited to 
a uniform environment, with flat surfaces and specific altitudes and pressures 
across the Earth’s surface (Dunne et al., 1999; Reedy, 2013; Stone, 2000). 
Recent advances have recognised the bias of production rates towards more 
horizontal surfaces, and have begun to determine the rate of cosmogenic nuclide 
production in more complex sample environments (Dunne et al., 1999; Masarik 
and Wieler, 2003). Once a production rate has been determined, it is assumed 
that they remain constant, with little variation over time and space. However, it 
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must be noted that some changes within the earth geomagnetic field can 
influence and alter production rates by up to 10% (Dunai, 2010; Lifton et al., 2014) 
 
2.1.2.  36Cl Cosmogenic nuclide dating of Torbay’s coastline 
The application of cosmogenic nuclide exposure dating along North Torbay’s 
coastline was used to model the progressive recession of a cliff face, similar to 
research on the Cretaceous chalk cliffs in east Sussex (UK), by Hurst et al., 
(2016). As outlined in section 1.2.2, landslides play a major role in the evolution 
of cliffed rocky coastlines. Exposure dating is an ideal method for dating deep-
seated landslides, as it exposes fresh previously unexposed bedrock below a 
depth of around 3 m (Ivy-Ochs and Kober, 2008; Mcintosh and Barrows, 2011; 
Sewell et al., 2006). The episodic and infrequent nature of these collapse events 
means that newly exposed surface “reset” the exposure dating clock, before 
enabling cosmogenic nuclides to re-accumulate to detectable levels. However, 
this only occurs where the cliff retreat is slow, estimated to measure around <3 
m per 1000 yrs. Exposure dating therefore provides a suitable method for 
determining the long-term evolution of slowly eroding rocky coastlines. North 
Torbay’s coastline is predicted to be eroding slowly, due to the presence of 
palaeocoastal features, such as the raised beach and elevated shore platform. 
2.1.2.1.      Sample collection and analysis 
Four sampling sites were chosen along north Torbay’s coastline, as shown in 
Figure 1.9, and sample details are outlined in Table 2.1 with further context 
provided in images found in Appendix 1 (Figure 6.1 to 6.5). Samples were taken 
from both Devonian limestone and shale. Samples that were collected can be 
categorised into three distinctive settings. First, areas where the cliff face was 
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evidently exposed by mass movement events, such as rock falls or landslides, 
were targeted for sampling (Soldati et al., 2018). Three samples were collected 
from surfaces that were set back at least 3 m from the rest of the cliff face, with 
distinctive mass movement features such as detachment faces (TOR-01, TOR-
02 and TOR-06). Vertical jointing and mass movements has promoted the 
production of near vertical plunging cliffs at Beacon Cove and Peaked Tor 
Cove, from these vertical faces TOR-3, TOR-05 and TOR-07 were collected. 
Samples collected from cliff faces were also taken relatively high up from the 
base of the cliff, in order to prevent the influence of marine processes and 
shingle impact. However, there is some severe shielding of cliff face samples, 
up to 56% of the horizon (Table 2.1), which was calculated using a clinometer 
and compass and must be considered to calculate an accurate exposure age 
following Dunne et al (1999). As seen from Figure 2.1, lower horizon correction 
values identify highly shielded areas to near vertical surfaces, with taller cliffs 
having a greater degree of shielding across the shore (Dunai, 2010; Hurst et al., 
2017). A horizon correction value close to 1 indicates an area which is not 
shielded, and thus more exposed to the sky and incoming cosmic rays (Dunai, 













     Sample  
     Code 
   Sample  
    Site 
   Lithology   Longitude 
   (W) 
     Latitude 
    (N) 
      Elevation 
    (m) 
     Horizon  
      Correction 
   Thickness 
   (cm) 
    TOR-01  Meadfoot 
   Beach 
Shale      3˚29’-3.499”     50˚27’50.459” 1 0.8929 4 
    TOR-02  Meadfoot 




     3˚29’-3.499”     50˚27’50.459” 3 0.7704 1.5 
    TOR-03  Beacon  
   Cove 
     Limestone    3˚31’-3.524”     50˚27’50.457” 3 0.755 5 
      TOR-04a  Beacon  
   Cove 
     Limestone      3˚31’-3.523”     50˚27’50.457” 0.5 0.9649 2 
      TOR-04b  Beacon  
   Cove 
     Limestone      3˚31’-3.523”     50˚27’50.457” 0.5 0.9649 4 
    TOR-05     Beacon  
   Cove 
     Limestone      3˚31’-3.523”     50˚27’50.457” 1 0.6106 6 
    TOR-06      Peaked  
  Tor  
  Cove 
   Limestone      3˚31’-3.520”     50˚27’50.455” 5 0.8759 5 
    TOR-07     Peaked  
 Tor  
  Cove 
    Limestone     3˚31’-3.520”     50˚27’50.455” 2 0.5623 2 
    TOR-08    Hopes  
   Nose 
    Limestone      3˚28’-3.520”     50˚28’50.463” 8 0.9903 2 
    TOR-09    Hopes 
   Nose 
     Limestone      3˚28’-3.481”     50˚28’50.463” 8 0.9990 2 
 











Figure 2.1: Graph outlining the topographic shielding influence of sea cliffs.  
A shielding factor of 0.5 is deemed to be on the vertical cliff face Hurst et al ( 2017). 
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Second, I collected two samples from exposed limestone bedrock at exact sea-
level in the swash zone at Beacon Cove (TOR-04a and TOR-04b). These 
surfaces were very smooth, similar to that of the backing sea wall, providing 
evidence of active and rapid abrasion by shingle impact during high wave 
conditions. Furthermore, the high water mark can be easily identified on the 
backing sea wall, with the upper section of the wall maintaining a rougher texture 
than that below the maximum water height (Appendix 1 Figure 6.2F). Due to the 
nature of this environment and the active erosion at the site, the cosmogenic 
nuclide concentrations here are best interpreted as erosion rates, rather than 
apparent exposure ages due to the lack of evidence suggesting the site is in 
dynamic equilibrium.  Duplication of these samples provides an assessment of 
local variability. 
Third, I collected two samples from the raised shore platform (TOR-08 and TOR-
09) at Hopes Nose. The samples were collected from areas where there was 
minimal shielding from the backing cliff and the samples were collected away 
from solution pans located across the platform. 
Sample elevations were estimated in the field, using a tape measure and visual 
estimation, in addition to some being taken from UAV data of Hopes Nose 
(collected in this research), which are deemed more accurate. Elevations are 
relative to the Ordnance Datum (OD) Newlyn for mainland Britain (Christie, 1994), 
as well as considering relative present-day high tide regimes specific to Torbay.  
As highlighted, samples were composed mainly of Devonian limestone and 
shale, with minimal traces of quartz. Consequently, 36Cl was chosen for analysis, 
which is suitable for these rocks which are rich in calcium, the target mineral for 
36Cl production (Stone et al., 1996). Samples were prepared following standard 
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samples preparation techniques as described in Barrows et al (2002). Targets for 
36Cl were measured by accelerator mass spectronomy at the Australian National 
University. However, TOR-02 had a lack of calcium-rich material, as a result of 
the quartz vein running through the cliff, this prevented the acquisition of 36Cl 
concentrations to calculate an accurate exposure age. Similarly, insufficient 
calcium yield from TOR-03, due to the presence of other rock types veining 
through the cliff face, also prevented the calculation of efficient 36Cl 
concentrations. 
2.1.2.2.    CRONUScalc and production rates  
Exposure ages were calculated using the 36Cl exposure age calculator version 2 
(http://cronus.cosmogenicnuclides.rocks/2.0/html/cl/), as described in Marrero et 
al (2016a). CRONUScalc is an unified and multi-purpose code, created in 
association with the CRONUS-earth project, specifically for the use of calibrating 
specific production rates (Marrero et al., 2016b). This method has a user-friendly 
interface, simply requiring the input of relevant data, such as sample location 
information, sample chemical composition and associated uncertainties (Marrero 
et al., 2016a). The calculator includes seven possible production scaling factors, 
enabling the user to choose the most relevant scaling factor suitable to the study 
areas regional setting (Lifton et al., 2015; Marrero et al., 2016a, 2016b). Scaling 
factors are based on specific study site measurements, or numerical simulations 
based on certain physical principles, but is primarily a function of latitude and 
altitude changes (Dunai, 2010). 
Production equations used within CRONUScalc are outlined in detail in Marrero 
et al (2016a). Firstly, spallation is the most dominant method of nuclide production 
at the surface (reference). The formula for the instantaneous production rate of 
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nuclides via spallation is obtained from Gosse and Phillips (2001) 
Schimmelpfennig et al (2008): 
         (1) 
 Pm,k(0) refers to sea-level, the high-latitude production rate of species m by 
spallation of element k (atoms g−1 a−1; ST  represents the topographic shielding 
factor (unitless); Sel,s refers to the geographical scaling factor for spallation 
reactions for the specific region/area of interest, which includes the temporal 
variation throughout production rates, as a result of fluctuations in 
the geomagnetic of solar magnetic fields (unitless); Ck is the concentration of the 
element k (atoms g−1 a−1); Z is the depth (g cm−2); and Λf,e is the effective 
attenuation length for faster neutrons (g cm−2) (Marrero et al., 2016a) 
Attenuation length is also calculated by CRONUScalc. Attenuation length must 
be calculated as it is the best quantifier of the depth distribution of neutron 
production via spallation (Marrero et al., 2016a). as the angle of attenuation varies 
from vertical to horizontal the overall intensity of the cosmic ray decreases overall, 
as a result of the longer transport paths through the atmosphere (Dunai, 2010). 
The equation which accounts for this is seen in equation 2: 
         (2) 
Within thus equation I is the particle beam intensity, with θ representing the 
inclination angle from the vertical. The exponent m is significantly dependant on 
the energy and particle type, and is heavily discussed in Dunai (2010) (Marrero 
et al., 2016a). The attenuation-length model which his employed by 
CRONUScalc is based on atmospheric attenuation lengths, obtained from 
PARMA model of Sato et al (2008), and is altered to account for systematic 
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differences which occur between the atmospheric and lithospheric attenuation 
(Marrero et al., 2016a).  
Thermal neutron capture also produces cosmogenics, mainly through 
cosmogenic epithermal neutron distribution with depth (Marrero et al., 2016a). 
Gosse and Phillips (2001) equation is used to obtain a production rate (Pth,m) of 
cosmogenics through thermal neutron capture:  
 
         (3) 
 
fth,ss,m represents the fraction of absorbed thermal neutrons taken up by element 
k to produce nuclide m; Φth,ss,total is the thermal neutron flux; and Λth,ss is the 
effective thermal neutron attenuation length (Marrero et al., 2016a). The 
calculation of thermal neutron capture is complicated and further details of how 
CRONUScalc calculated this variable are discussed in Marrero et al., 2016a). 
As noted within in section 2.1.1, production of 36Cl is high within calcium based 
materials (e.g. limestone), and contribute to the overall production of nuclides 
which are modelled by CRONUScalc (Marrero et al., 2016a). Muon production 
can occur in multiple ways, all of which are accounted for and discussed (with 
equations) in Marrero et al (2016a). the contribution of muonic production is 
minimal at the surface, increasing significantly with increased with depth, and 
accurate muon production formulas and modelling is vital for depth profiles which 
exceed 3 m (Dunia, 2010; Marrero et al., 2016a). CRONUScalc employs 
Heisinger et al (2002a) and Heisinger et al (2002b) as an improvement on Stone 
et al (1998), in addition to the Sato et al (2008) muon-flux model to create a 
specialised hybrid calculation of muon production (Marrero et al., 2016a). The 
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equations from each of these models are combined and discussed thoroughly 
within Marrero et al (2016). 
Production rates in my study were scaled using the scheme of Saito (Sa (LSDn)), 
which accounts for secular geomagnetic variations, as described in Lifton et al 
(2014). This contrasts with the widely-used, more empirical scaling frameworks 
such as the schemes of Lifton et al (2005) (Lm) and Stone (2000) (St), which are 
included for comparison (Table 3.1). The Sa production scaling factor considers 
the analytical approximations of atmospheric cosmic-ray fluxes (e.g. Physical 
aspects of cosmogenic nuclide production), and is most suitable for this study 
due to the latitude and altitude upon which it is based (Lifton et al., 2014).  
Spallation and low energy neutron capture (Pf) production rates under the Sa 
scaling factor can be seen in Table 2.2, including their associated uncertainties. 
Muon production rates for the Sa scaling framework are also outlined in Table 
2.3. These production rates are calibrated from global high latitude, low altitude 




Ca at 36Cl (g Ca)-
1yr-1 
K at 36Cl (g K)-1yr-1 Pf (0) neutrons (g air)-
1 yr-1 
Sa (LSDn) 56.0 ± 4.1 155 ± 11 759 ± 180 
 
Table 2.2: Sa production rates for spallation and low energy neutron capture (Marrero 





















Sa (LSDn) 8.3 ± 1.8 1.35 ± 0.27 9.4 ± 12.3 5.8 ± 1.7 
 
Table 2.3: Sa muon production rates (Marrero et al., 2016b). σ0 represents fast muon 
production. F* represents slow muon absorption.  
 
However, it must be noted that there are some issues with the online exposure 
programme itself. While the Sa scaling production rate errors are included, 
specific 36Cl production rate errors for the samples themselves are not reported. 
As a result of this the exposure ages cannot be reported as accurately as desired 
within the results of my study.  
2.2. UAV-SfM Photogrammetry 
 
2.2.1. Background to photogrammetry  
 
In recent decades, the use of remote sensing approaches to investigate Earth 
surface processes has expanded dramatically. Alongside this, multiple 
Geographical Information System (GIS) tools and methods have been developed 
to allow rapid and user-friendly visualisation, processing and analysis of remote 
sensing data (Sunamura, 2015; Woolard and Colby, 2002). This technological 
leap is most significant within geomorphological approaches, where the volume 
of 3D data and number of Digital Surface Models (DSM) have increased with the 
use of these methods (Micheletti et al., 2015). This has facilitated significant 
advances in modelling, mapping and understanding the environment. These 
methodologies are especially useful within coastal research, such as  that 
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focused on coastline retreat and geomorphology, as outlines in section 1.4.4 
(Boateng, 2012; Lefsky et al., 2002; Woolard and Colby, 2002).   
Satellite, aerial and LiDAR images are the most common methods used within 
the field of coastal research. LiDAR has been embraced by coastal research in a 
number of ways, which primarily include work focused on floodplains, shoreline 
mapping, post-storm damage and coastal engineering projects (Woolard and 
Colby, 2002). The ability of LiDAR surveys to generate DSMs has resulted in 
expansion of datasets with dense spatial resolution and highly accurate vertical 
values, allowing the method to expand into quantifying erosion and retreat rates 
of coastlines (Clark, 2017). 
 The Plymouth Coastal Observatory have collated an extensive series of LiDAR 
datasets around the UK’s coastline, including LiDAR of Hopes Nose between 
2007 and 2017. Similarly, they have collected orthorectified 1 m resolution 
datasets repeatedly between 2007 and 2017, which are often used to analyse 
coastal changes and provide data for shoreline management schemes (PCO, 
2018). GIS can be used to extract additional information from these data sets, 
and to visualise and quantify the movement of the coastline edge over the larger 
temporal and spatial scale, such as in Boateng (2012) and Swirad et al (2016). 
Despite the increasing usefulness of LiDAR datasets, they are hindered by 
expense, and the requirement of specialised user supervision (Klemas, 2015; 
Micheletti et al., 2015). Furthermore, LiDAR datasets are also hindered due to 
their coarse resolution, which miss significant details of coastal evolution (e.g. 
cliff-platform junction and solution pans), and can lead to a wrongful interpretation 
of results obtained from a morphometric analysis (Boateng., 2012; Woolard and 
Colby., 2002).   
90 
 
Due to these restrictions, I decided to use UAV-SfM photogrammetry in this study, 
to ensure an appropriate high resolution dataset is obtained to conduct a detailed 
morphometric analysis. UAV photogrammetry is a relatively new methodology, 
and the added application of SfM is even more recent (Eisenbeiss., 2009; Smith 
et al., 2016). While both techniques have existed and developed separately in 
coastal research, it is only recently they have been combined to understand 
coastal evolution (section 1.4.4).  
Photogrammetry itself can be traced back to 1839 with the invention of 
photography (Schenk., 2005). From this point, photogrammetry has gone through 
four main generations of development, from the end of the last century to present 
day, developing alongside technology, especially computational power, 
increased storage capacity and digital imaging techniques (Schenk., 2005; 
Westoby et al., 2012)).  A full break down of the history of photogrammetry is 
discussed in Schenk (2005). Traditional photogrammetry, without the application 
of SfM, relies on near parallel stereopairs of images from the same surface or 
environment, which have a minimum overlap of 60% (Carrivick et al., 2016; 
Fonstad et al., 2013; Micheletti et al., 2015). To allow for accurate processing of 
these images, traditional photogrammetry requires several ground control points 
(GCP) and the exact camera positions to be measured (Micheletti et al., 2015). 
Such strict requirements pose limitations to the technique and the environments 
which can be investigated, as well as the final topographic model which is 
produced (e.g. DEM and orthophotograph) (Westoby et al., 2012).  
To overcome this, SfM algorithms were developed during the 1980s and 1990s, 
originating from the computer and machine vision community (Micheletti et al., 
2015; Westoby et al., 2012). SfM can be used with a wide variety of imaging 
techniques, including videos stills, UAV images and commercial grade cameras 
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(Westoby et al., 2012). Unlike traditional photogrammetry, SfM uses a feature 
mapping algorithm to match distinctive features (e.g. geomorphic features and 
colours), in multiple overlapping images taken from different angles and 
viewpoints (Appendix 2, Figure 7.2) (Carrivick et al., 2016). In addition to this, the 
exact camera position or GCPs are not required, as it is internally and 
automatically determined by the SfM algorithm from the digital images 
themselves (Micheletti et al., 2015). The SfM algorithm produces a detailed point 
cloud, which represents the most prominent features within the environment 
(James and Robson, 2012). From these point clouds it is possible to generate a 
topographic surface, in multiple projections (e.g. geographic and planar), such as 
a high resolution DEM/DSM (Agisoft, 2018; Westoby et al., 2012).  
UAVs and SfM packages have increase in their commercial and consumer 
availability in recent years. There are numerous UAVs available on the market 
(e.g. Phantom by DJI and eBee by senseFly), which can be used to capture high 
quality images to produce centimetre resolution topographic models. Similarly, 
several SfM packages have been developed to handle a variety of imaging 
techniques, including UAV (e.g. Agisoft Photoscan and Pix4D) (Micheletti et al., 
2015). The commercialisation of SfM means the user is not required to 
understand the complex mathematical algorithms of SfM, making it more 
accessible to researchers new to the technique (Micheletti et al., 2015; Westoby 
et al., 2012).  
Within my study, I will be using UAV images and a SfM software package to 
produce a high resolution DEM and orthophotograph of Hopes Nose. The 
availability and ease of UAV-SfM makes it a suitable aerial survey technique for 
Hopes Nose at a high resolution, to conduct a detailed morphometric analysis to 
understand its evolution over time.  
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2.2.2. UAV-SfM Photogrammetry of Hopes Nose  
2.2.2.1.    UAV image collection 
UAV-SfM photogrammetry was employed within this study as a low cost, rapid, 
high-resolution and reproducible imaging technique, suitable for the desired 
centimetre spatial scale required for this study and allows for the possibility of 
future replication studies (Clark, 2017; Micheletti et al., 2015; Westoby et al., 
2012).  My study is the first to use of UAV-SfM, in combination with traditional 
dating methods, to understand and quantify rocky coastline evolution, specifically 
in north Torbay. The majority of existing UAV-SfM studies focus on more dynamic 
and rapidly eroding coastal environments, as outlined in section 1.4.4. 
Aerial images were taken of Hopes Nose at low tide on 30th of January 2018, 
using a senseFly eBee RTK drone. RTK gives the exact camera position for each 
photograph taken, locating them in space and time. The flight plan was processed 
using e-motion (Roze et al., 2014), with 165 images of the study area being 
collected, covering a 0.14 km2 area. The pre-defined flight path and initial image 






Figure 2.2: Green line depicts the drone path flight line, with blue dots identifying 
where the images were taken. 
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2.2.2.2.    Post processing of images  
Post-processing of the images was carried out using Agisoft Photoscan, which 
also produced an initial quality report for the drone flight survey and images 
(Agisoft LLC, 2018). A breakdown of the Agisoft process can be seen in Appendix 
2, Figure 7.1.  
Agisoft Photoscan enabled and calibrated 156/165 images (94%), with a 0.07% 
relative difference between initial and optimized inter camera parameters (Figure 
2.3). In addition to this, Figure 2.4 indicates the overlap of the obtained images, 
which is essential for obtaining a seamless and high resolution UAV-SfM dataset 









Figure 2.3 : Offset between the initial images (blue dots) and the computed images 












Figure 2.4 : Number of overlapping images, computed for each pixel of the 






It must be noted that issues arose with the elevations of the model, later related 
to projection and transformation issues. Drone images were collected in the 
coordinate system WGS_1984. Post-processing of the drone images in Agisoft 
Photoscan produced a model which had elevations around 50 m above what I 
anticipated (e.g. the elevated platform recorded 53 m to 58 m above present SL). 
Geoid height correction was calculated using an online calculator (UNAVCO, 
2019), measured at -45 m. However, even with geoid corrections applied, 
elevations still exceeded the expected and observed elevations for the shore 
platforms at Hopes Nose. Consequently, elevations recorded from the drone 
images were run through the Ordnance Survey coordinate transformation tool 
(Ordnance Survey, 2019). This calculator transforms  WGS_1984 coordinates 
and elevations to the relevant orthometric mean sea-level heights, in this case 
OD Newlyn (OSGB36), using the National Geoid Model 0SGM15 (Ordnance 
Survey, 2019). This brought the elevations in-line with those observed at the site, 
and within 1 – 2 m of those previously reported in Mottershead et al (1987). While 
Mottershead et al (1987) states elevations should not be regarded as exact, as 
they are observed and estimated, they provide good reference to ensure the 
elevation transformations were successful. In this study, elevations are thus 
reported relative to the OD Newlyn for mainland Britain (Christie, 1994). This 
issue acknowledges that the use of GCP, with known locations and elevations, 
would have been useful in preventing this situation from occurring in future 
research.  
The use of UAV-SfM photogrammetry produced a high-resolution orthomosaic 































Figure 2.5: A) Orthomosaic image of Hopes Nose. The raised shore platform area of 
interest (AOI) is identified by red hatching and the modern platform by the blue 
hatching. B) Elevation distribution of the raised shore platform. C) Elevation distribution 






























2.2.2.3.    Morphometric analysis  
The UAV aerial images were focussed on the raised platform and the modern 
shore platform. Geoprocessing tools from ArcGIS were used to extract elevations 
of both platforms from the DSM. MATLAB R2018a was then used to present 
these results for interpretation, as well as analysing them for descriptive statistics. 
Platform areas of interest (AOI) were chosen to incorporate the main extent of 
the platforms (Figure 2.5A, B and C), whilst avoiding areas of uncertainty 
associated with water cover on the modern platform and significant post-
depositional collapse from undercutting on the raised platform. Furthermore, I 
omitted the north side of the raised platform at Hopes Nose from my analysis, 
due to historical limestone quarrying. Elevations were extracted from the drone-
derived DSM: over 63,000 points were taken from the elevated raised platform; 
and over 12,000 points from the modern platform.  
From the morphometric data obtained from the UAV images several width 
measurements were also taken, with the maximum and average width of the 
shore platforms recorded. Widths were measured from the cliff-platform junction 
to the interpreted seaward edge of the shore platform. These measurements will 
be used to determine a possible cliff retreat rate for both the modern and raised 
shore platforms. The maximum shore platform width can be divided by what is 
deemed as the timescale of platform development, to estimate the magnitude of 
horizontal cliff retreat which widens and develops the shore platform (de Lange 
and Moon, 2005). 
2.2.3. Multi-view Photogrammetry 
 
In addition to the drone flight, ground-based photogrammetry was carried out on 
the sedimentary section which backed the raised shore platform, similar to that 
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done by Gienko and Terry (2014). A sub-millimetre scale (0.4 mm) model was 
created from 175 photos which were captured using an 18 Mega pixel digital 
camera and processed with Agisoft Photoscan (Figure 2.6). The imaging 
technique used to obtain these photographs is depicted in the schematic from 
Micheletti et al (2015) in the Appendix 2 (Figure 7.2). 
2.3. Relative Sea-Level Modelling  
 
The numerical modelling of RSL at Hopes Nose was conducted by Dr Paolo 
Stocchi at the Royal Netherlands Institute for Sea Research. While he also 
assisted with data interpretation, the overall analysis and conclusions were made 
by myself.   
2.3.1. Modelling eustatic sea-levels 
Variations in continental ice mass (ice sheets, ice caps, glaciers etc.), are 
counterbalanced by equivalent changes in the global ocean mass and volume, 
because of the principle of mass conservation. During glaciations water is taken 
from the oceans and stored in form of ice sheets, whilst during interglacials water 
flows back to the oceans. If it is assumed that the area of the oceans  is fixed 
in time (e.g. there is a vertical wall of infinite height along the coastlines), any ice-
mass variation  (either positive or negative) corresponds to a sea level variation 
that is defined by: 
  
         (4)  
     
where  is the so-called eustatic sea-level change and  is the density of sea 
water. As outline within section 1.5, eustasy implies that the solid Earth is rigid 
(non-deformable) and that gravity is neglected (Spada and Stocchi, 2007). 
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Accordingly, the oceans behave like a bathtub; for example, the eustatic sea-
level change does not depend on the geographical location (Hay et al., 2014). 
However, recent evidence has outlined that this is not the case, as a result of 
steric sea-level changes and GIA contributions. Consequently, Eq. (1) and 
eustasy is not the most accurate representation for the RSL at Hopes Nose.  
 
2.3.2. Background to modelling relative sea-levels 
As noted within section 1.4.1, RSL refers to changes in the land reference base, 
in combination with changes in ocean volume through eustatic changes. The 
process of modelling RSL requires prior-knowledge of former geographical 
proximities and extents of Pleistocene ice sheets and a chronology of how these 
changed over time (Murray-Wallace and Woodroffe, 2014). Models must 
incorporate the coupled effects of solid earth deformations, gravitational 
perturbations, eustasy, the Earth’s rotation and coastline migration, all of which 
occur as a direct consequence of time-variant ice and water loading at the Earth’s 
surface (Spada and Stocchi, 2007). The contribution of GIA to regional RSL 
changes can only be evaluated by means of forward process-based numerical 
modelling (de Boer et al., 2017). Numerical models used to determine the 
relevant GIA feedback usually combine a pre-defined ice sheet model, which is 
the forcing function consisting in ice sheet thickness variation and a solid earth 
model. This operates as a response function, by returning solid earth 
deformations and mean sea surface variations (e.g. geoid). The outcome yields 
the space and time dependent RSL changes, which accompanies and follows the 
ice sheet fluctuations.  
Consequently, the gravitationally self-consistent sea-level equation (SLE) must 
be solved (Farrell and Clark, 1976; Milne and Mitrovica, 1996). SLE models the 
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distribution of water between ice sheets and oceans on a deforming earth 
(Martinec et al., 2018). The SLE incorporates all the GIA feedbacks, yielding RSL 
changes which accompany and follow continental ice sheet thickness variations 
accurately (Spada and Stocchi, 2007).   
Farrell and Clark (1976) state that sea-level changes are a function of space and 
time. The spatial and temporal response of sea-level change can be related to 
perturbations, specifically the geopotential and deformation of the Earth, as a 
response to climate induced ice and ocean mass re-distribution (Milne et al., 
2006).  
 
 is defined by: 
 
         (5) 
 
where  is incremental perturbation of the gravitational potential,  is the gravity 
acceleration at the Earth’s surface,   is the vertical displacement of the solid 
Earth’s surface and  is a time-dependent function. In Eq. (2),   is the sea-level 
change which would be measured by a vertical meter stick that is attached to the 
solid boundary of the deformable Earth (e.g. a tide gauge). Therefore,   
represents the RSL change. 
 
Because the vertical variation: 
 





corresponds to the change in radius of the geoid, Eq. (2) can be written as: 
 
 
         (7) 
 
showing explicitly that  is determined by variations of the distance between the 
geoid and the solid Earth surface. This holds both on land and over the oceans, 
where  defines the change in radius of the equipotential sea surface in the 
absence of winds, tides, and ocean currents. 
Therefore,   is usually measured by means of satellite altimetry,   is observed 
by means of GPS measurements and  is measured by tide gauges and by any 
geological and archaeological sea-level indicator. 
 
Imposing the constraint of mass conservation gives: 
 
         (8) 
 
 
where  is the ice mass variation,   is the density of water,   is the area of 
the surface of the oceans (assumed constant), and the overbar indicates the 
average over the surface of the oceans. Substituting Eq. (4) into Eq. (1) yields: 
 
 




where the first term on the right-hand side corresponds to the eustatic sea-level 
change of Eq. (1). 
The SLE in the form (6) is an integral equation and cannot be solved explicitly, 
since both   and  are determined by the surface load exerted by the ice sheets 
and by that due to the melt water, with the latter depending on  itself. The load 
function  stems, in fact, from an “ice” and a “water” component, with: 
 
         (10) 
 
where  is the density of the ice and  is the so-called ocean function that 
locates the ocean loading term. Again, the loading function (eq. 7), which is 
needed to compute the sea-level change , contains an ice-loading term and an 
ocean-loading term.  
The latter is defined by the sea-level change  itself. Hence, the SLE is defined 
as an integral equation because it contains the unknowns on both the left and 
right side. Accordingly, solving the SLE requires an iterative procedure that 
usually terminates when the convergence is reached. 
2.3.3. Relative sea-level modelling at Hopes Nose 
The methodology used to produce the RSL for Hopes Nose is similar to methods 
used in recent research by Antonioli et al (2018), Stocchi et al (2018) and 
Toscano et al (2011). Similar to these studies SELEN, a Fortran 90 program 
(Spada and Stocchi, 2007), which solves the SLE by means of the pseudo-
spectral approach, was employed specifically for this area of the southwest UK 
(Milne and Mitrovica, 1996). SELEN requires two main inputs: (i) an ice-sheet 
model, which describes the ice thickness variation in space and time, and (ii) a 
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rheological model, which describes the solid Earth and gravitational response to 
ice and equivalent water-load redistribution. ICE-5G and ICE-6G ice-sheet 
models are used to describe the last 123 ka BP of ice thickness variation (Argus 
et al., 2014; Peltier et al., 2015). The ICE-6G chronology starts at 123 ka BP and 
assumes that the Greenland and Antarctic Ice Sheets (GrIS and AIS, 
respectively) are smaller than todays. The ICE-6G chronology is combined twice 
in time, to account for the ice-sheets expansion during the MIS 6 and the following 
retreat, as well as the expansion and retreat during the LGM. However, it must 
be noted that this assumes that the MIS 6 glaciation was identical to the LGM, 
which is highly debated.   
In addition to this, capturing the GIA contribution throughout the MIS 5e interval 
for the southwest is vital. Therefore, it is important to include the previous 
interglacial-glacial cycle to highlight the way in which the land deformed at this 
time. The ICE-6G model will be combined with the VM2 mantle profile to 
determine a local RSL for Hopes Nose, which considers both eustatic sea-level 








CHAPTER 3: RESULTS 
3.1 36Cl Cosmogenic nuclide exposure dating 
 
Exposure ages are presented within Table 3.1. The exposure ages obtained from 
Meadfoot Beach, Beacon Cove and Peaked Tor Cove fall within a range from 1.8 
± 0.2 ka BP to 5.89 ± 0.45 ka BP, which all fall within the late Holocene. Exposure 
ages for samples taken at Hopes Nose provided early Holocene ages of 8.35 ± 
0.69 ka BP and 10.14 ± 0.81 ka BP. Exposure ages for TOR-04a and TOR-04b 
are apparent ages only. However, the measured 36Cl concentrations and ages of 
TOR-4a and TOR-4b should be interpreted as incremental or vertical lowering 
rates of erosion, rather than exposure ages, due to their geological setting and 
the samples rocks lithology (Appendix 1, Figure 6.2C and 6.2D). I used the 
erosion rate equation from Lal (1991) to calculate an erosion rate for samples 
TOR-04a and TOR-04b (Table 3.2) using the scheme of (Stone, 2000). 
Concentrations of 36Cl and other chlorine concentrations from the collected 
samples are presented within Table 3.3. Erosion rates were calculated at 0.58 ± 
0.07 m/10^3Ka (TOR-04a) and 0.49 ± 0.05 m/10^3Ka (TOR-04b), yet these should 
be considered minimum rates as a result of possible reduced production rates 
related to water shielding of the samples (section 4.1 and 4.5.1). Exposure ages 


















Table 3.1: 36Cl exposure ages calculated using the Sa scaling scheme. Results from 




Sample Erosion Rate 
(m/10^3 Ka) 
TOR-4a 0.58 ± 0.07 
TOR-4b 0.49 ± 0.05 
  
Table 3.2: Calculated erosion rates from limestone bedrock situated in 


















TOR-01 3.8 ± 0.72 3.9 ± 0.75 3.89 ± 0.76 
TOR-04a 1.8 ± 0.2 1.98 ± 0.22 1.95 ± 0.23 
TOR-04b 2.41 ± 0.23 2.58 ± 0.28 2.54 ± 0.28 
TOR-05 5.89 ± 0.45 6.31 ± 0.61 6.23 ± 0.63 
TOR-06 2.42 ± 0.21 2.6 ± 0.27 2.56 ± 0.28 
TOR-07 4.5 ± 0.4 4.8 ± 0.5 4.72 ± 0.52 
TOR-08 8.35 ± 0.69 9.1 ± 0.9 8.94 ± 0.93 

































Figure 3.1: Map showing the locations of exposure dating samples.  































Radioactive Cl  
(atoms/g) 
TOR-01 20580 20.71 11811.15 8768.854 
TOR-04a 42650 28.94 41548.35 1101.649 
TOR-04b 53330 27.7 52826.02 503.981 
TOR-05 77610 20.69 77153.12 456.8782 
TOR-06 43910 14.26 42964.76 945.2443 
TOR-07 59700 20.89 58594.14 1105.859 
TOR-08 190100 14.42 189765 334.9963 
TOR-09 248400 43.3 246864.4 1535.607 
Table 3.3: Concentrations of 36Cl, Cl, Cosmogenic Cl and Radioactive Cl obtained 
from each sample taken from north Torbay.  
 
3.2. UAV-SfM Photogrammetry 
 
3.2.1. Hopes Nose shore platforms  
Distinctive differences are visible between the modern and raised platform 
elevations, depicted in Figure 3.2. The mean width of each of the platforms was 
measured from the orthophoto of Hopes Nose. Measurements of both shore 
platform widths were taken at 10 m intervals, over a 70 m area which 
encapsulated the main AOI. This enabled the measurements to extend across 
the entire width of the modern shore platform, yet only covers the widest area of 
the raised platform. This avoids the narrow sections which were possibly 
remodelled under present sea-levels.  The modern platform has a maximum 
width of ~90 m (average 77 m wide), and the raised platform has a maximum 
width of ~50 m (average 39 m wide). The modern platform width obtained a 




A possible erosion rate has been calculated using the shore platform maximum 
width data with the assumed formation time for each shore platform (data in 
section 3.3 and discussed in Chapter 4). Assuming the modern platform formed 
around 7000 years ago, when sea-level was ~5m below present (Appendix table 
8.1), dividing the width by this time interval produced an annual erosion rate of 
13 m is calculated (90 m / 7000 years = ~0.013 m a year or 13 m/1000 years). 
Similarly, if the maximum width of the raised shore platform divided by the 
duration of the sea-level highstand of the MIS 5e (Figure 3.4B and Appendix table 
8.1), an annual erosion rate of 20 m is calculated (50 m / 2500 years = 0.02 m a 
year or 20 m/1000 years). 
The skew on the elevation distribution for the modern platform is positive (Table 
3.4.), which is evidence of a bias towards lower elevations (Figure 3.2). This is 
reiterated from the modal elevation taken from the modern platform, which is 3.08 
m below OD Newlyn sea level (Table 3.4). In contrast, the skew on the elevation 
distribution for the raised shore platform is negative (Figure 3.2 and Table 3.4). 
This results from the platform having proportionately higher elevation areas, with 
the modal elevation being 3.75 m above current sea level, relative to OD Newlyn 
(Table 3.4). Kurtosis is greater than 3, for both the modern and the raised shore 
platform elevation distributions, meaning that the data sets are leptokurtic and 
have flatter tails with higher chances of extreme outliers existing (Table 3.4). 
From the statistics, it is evident that the raised shore platform has higher kurtosis, 
due to the wider spread of measured elevation values seen in Figure 3.2. 
Elevation profiles of each of the platforms are shown in Figure 3.3, taken 
perpendicular to the coastline. The modern platform slopes gently seaward, with 
no steps or sudden elevation changes. However, profiles extracted from the 
raised platform show higher variability, both across and along the platform. 
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Despite this greater variability, all profiles exhibit a distinctive drop-off towards the 






















3.75 3.37 8.61 -3.26 0.6803 3.5332 
 
Table 3.4: Summary statistics of elevation data extracted from the raised and modern 




































Figure 3.2: Histogram showing the distribution of all elevations extracted from the 

































































































Figure 3.3: A) Representative transects measured across the modern and raised 
platforms. B) Elevation profiles across the raised shore platform AOI. C)  





































































































3.2.2. Solifluction sediments  
From the orthophoto, there is a distinctive underlying relict cliff, formed in flat lying 
Devonian limestone beds, which has a maximum vertical height of around 2 m. 
Overlying this there is a solifluction sheet with evident periglacial characteristics, 
such as cryoturbation. The width of the overlying solifluction sediments varies 
between 1.7 m and 2.5 m. The combined height of the relict cliff and the overlying 



























Figure 3.4: High resolution 
orthophoto and sedimentary log 
of the rocks and sediment 
backing the interglacial shore 
platform. The images are taken 
from the backing cliff along the 
northern section of the raised 




3.3. Relative sea-level modelling 
 
The modelled RSL curve focused on, in this study is shown in Figure 3.5B, 
suggests that global mean sea-level at 123 ka BP was ~3 m above present day 
sea-level. This is also in accordance with the extended ICE-6G chronology, which 
covers the last 250 ka BP, confirming that the maximum MIS 5e eustatic 
highstand of ~3 m above present day sea-level (Figure 3.5 and Appendix table 
8.2). It must be noted that results from the ICE-5G and ICE-6G models produced 
significantly different MIS 5e RSL curves for north Torbay (Figure 3.5A and 3.5B). 
Results from the SELEN ICE-5G model show a eustatic and GIA RSL peak 
between 122 and 123 ka BP, ~1 m above present sea-level, before rapidly falling 
below present sea-level (Figure 3.5A).  
However, the output from SELEN ICE-6G is, overall, in line with the eustatic and 
predicts a RSL highstand of ~4 m above present day at Hopes Nose ~122 Ka 
(Torquay, Figure 3.5B) The latter is ~1 m higher than the predicted eustatic curve 
(Figure 3.5B). This peak occurs after a gradual increase from an initial peak at 
~3 m at 125 Ka BP. Within SELEN ICE-6G the local RSL started to fall below 
present sea-level at ~120 ka BP, reaching 119 m below present at ~26.5 ka BP 
before rising again towards present-day (Figure 3.6). 
RSL modelling, SELEN ICE-6G, for the Holocene (10 Ka Bp to present day) 
shows that RSL rises significantly over the Holocene, specifically before 7 Ka BP 
(Figure 3.7). Model predictions for the last 10 Ka BP can be seen in Figure 3.7 
and Appendix 3, Table 8.1. At 10 Ka BP years sea-level is at 20.99 m below 
present, rising 15.9 m to 5.09 m at 7 Ka BP, at a calculated rate of 5.3 mm a year. 
After 7 Ka BP the rate of sea-level rise slows, rising 5.09 m to present day, at a 
rate of 0.72 mm a year. The recorded sea-level at 7 Ka BP is around 2 m lower 
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Figure 3.5: A) Eustatic curve vs the local RSL change at Hopes Nose, when ICE-5G 
ice sheet model is considered. B) Eustatic curve vs the local RSL change at Hopes 














































































Figure 3.6: RSL curve, produced using the ICE-6G ice model. Present day sea-level 
















Figure 3.7: A focused RSL curve from the data above,  
which highlights the RSL for the last 10,000 years of the Holocene.  
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CHAPTER 4: DISCUSSION 
 
The results of my study indicate that the current coastline of north Torbay is 
actively eroding under modern RSL. Furthermore, north Torbay’s coastline also 
has geomorphic features, which were formed ~125,000 years ago, and are 
currently subject to ongoing erosion processes today. In the following chapter, I 
re-evaluate the antiquity and age of the raised shore platform at Hopes Nose. In 
addition to this, I will also consider the Holocene evolution of the coastline, 
specifically cliff retreat and modern shore platform formation. Morphometric 
characteristics of modern and raised shore platforms are also analysed, providing 
an insight into the erosive processes currently acting upon north Torbay’s 
coastline. Additionally, I will evaluate the unique combined application of 
cosmogenic nuclide exposure dating and UAV-SfM photogrammetry, as well as 
highlighting further areas of potential research. 
 
4.1. Holocene Cliff Retreat  
 
As summarised in section 1.2.2., previous studies have established that mass 
movements are the primary drivers of rocky coastline cliff retreat (Andriani and 
Walsh, 2007; Masselink et al., 2014; Recorbet et al., 2010; Rosser et al., 2013; 
Vann Jones (née Norman) et al., 2015). All cliff sections analysed along the north 
Torbay coastline are considered actively eroding during the Holocene. 
Specifically, all the mass movements occur after 6 ka BP (Table 3.1), once RSL 
was within 4 m of present day sea-level, as seen from the modelled RSL (Figure 
3.3B). Modern tidal regimes in Torbay have a range of around 4-5 m in height 
(Mottershead et al., 1987). A similar RSL height is estimated to have occurred 
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along the north coast of Norfolk (UK) around 5300 Ka BP, by Boomer and Horton 
(2006), with RSL reaching ~ 4 m below present day RSL at this time. 
Therefore, when RSL reached within 4 m of the present-day sea-level at Hopes 
Nose, it is likely that the water level at high tide reached the base of the cliff, 
especially during high swells and storms (Bird, 2011; Soldati et al., 2018; 
Trenhaile and Kanyaya, 2007). There is a strong relationship between these tidal 
movements and the associated seismic waves, which are transferred through the 
cliff, causing it to shake and trigger cliff failures in the form of mass movements 
(Lim et al., 2011; Vann Jones (née Norman) et al., 2015). As the tide reaches and 
submerges the cliff base at north Torbay there is an increase in the optimal 
delivery of wave energy (Lim et al., 2011). Consequently, any pre-existing and 
relict sea cliffs are subjected once again to mechanical and hydraulic erosive 
processes, as well as seismic shocks which trigger the stochastic mass 
movements driving rocky coastline evolution (McKenna et al., 1992; Savelli et al., 
2017; Yanites et al., 2009). Modern day analogues of reactivated coastline retreat 
at previously abandoned coastlines can be found in Brittany, France, where a rise 
in sea-level and storm frequency resulted in the reactivation of coastal retreat and 
erosion in 2007 (Van Vliet-Lanoë et al., 2016). This previous study supports my 
hypothesis that reactivation of cliff retreat and erosion occurred at north Torbay’s 
coastline around 6 ka BP.  
The aspect of the cliff also appears to influence how the coastline of north Torbay 
erodes through mass movement events.  Samples taken from cliffs at Meadfoot 
Beach (TOR-01), Beacon Cove (TOR-05) and Peaked Tor Cove (TOR-07) all 
show cliff failure during the early stages of RSL rise. It is possible to associate 
this occurrence with the open nature of the coves, as well as their south-westerly 
aspect. This combination situates them in the prime location for the prevailing 
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and dominant wave regimes in north Torbay. The relationship between dominant 
wave forces and the exposure of the coastline relative to wave direction is well 
documented in the literature, for example Kennedy et al (2018), Naylor and 
Stephenson (2010) and Trenhaile and Kanyaya (2007). These studies outline the 
influence of waves and the processes associated with them, as one of the primary 
controls of rocky coastline evolution over time (Abuodha and Woodroffe, 2010; 
Lim et al., 2011). The linear nature of exposed and open coastlines results in 
them being considered at “high risk” to changes in RSL, assailing wave forces, 
storms and swells (Abuodha and Woodroffe, 2010; Andrade et al., 2002; Council 
et al., 2007; Del Río and Gracia, 2009). As the RSL reached the base of the 
coastline in north Torbay around 6 ka BP, increased wave activity likely exceeded 
its resistant lithology, causing cliffs to yield to the wave energy and erosive forces. 
This is turn triggered the mass movements, which I have dated to the early 
Holocene. 
Many studies acknowledge the importance of resistant lithologies, sometimes 
referred to as rock strength, which characteristic of rocky coastlines,  Adams et 
al (2002), Dickson and Woodroffe (2005) and Andriani and Walsh (2007). 
However, these studies also identify the influence and importance of additional 
contributing factors, such as weathering, which lower the resistance and 
dominance of lithology as a significant control on coastal evolution (Gómez-Pujol 
et al., 2006). Research by Chelli et al (2010) identifies that where weathering 
rates are minimal, the lithology of the coastline is primarily dominant in influencing 
its strength and resistance to erosive processes. As weathering rates (and thus 
influence) increases within the environment, the role of lithology and overall rock 
strength decreases significantly (Chelli et al., 2010). In relation to my study, it is 
possible to assume that during the Last Glacial Maximum (LGM) the cliffs of 
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Torbay were subject to severe weathering conditions (e.g. wet/dry cycles and 
freeze/thaw cycles). Therefore, it is possible to assume that these conditions 
weakened the lithology of the cliffs, which increased their vulnerability. This in 
turn, decreased their resistance to increasing wave energies and erosive 
processes during the early Holocene (Dickson and Woodroffe, 2005).  
In addition, it is not possible to rule out the influence of pre-existing fractures and 
inconsistencies within the cliffs lithology (Appendix 1 Figure 6.3), This could have 
possibly been exacerbated by weathering during the LGM and later by rising 
Holocene sea-levels (Bird, 2011; Masselink et al., 2014; Valvo et al., 2006). Joint 
inclination, tension fractures and discontinuities within cliff stratigraphy can all 
influence the way in which the cliff evolves over time (Bird, 2011; Rao et al., 
1985). Tension fractures can be exacerbated by rain and groundwater seepage, 
which widen the fractures, and can trigger the loss of material through mass 
movements (e.g. rock falls) (Davies et al., 1998; Duperret et al., 2017). This type 
of coastal erosion can be seen along the Cornish coastline, as well as the near 
parallel coastal fractures along the Murgia Coastline (southeast Italy) (Andriani 
and Walsh, 2007; Bird, 2011). In addition to this, seeping water can also create 
new weaknesses within the cliff (e.g. cracks and holes), as well as expanding 
particular sediments (e.g. clay) or forming ice, which forces cracks to widen within 
the cliff (Davies et al., 1998; Masselink et al., 2014). Despite the influence and 
interest surrounding the influence of these variables in coastal erosion and 
evolution, it is often noted and argued that wave impact and the associated 
undercutting of the cliff face is the primary trigger of mass movement events, 
some of which is seen at Hopes Nose (Davidson-Arnott, 2010). 
In contrast to previously mentioned samples and earlier mass movements, TOR-
06 (also collected from Peaked Tor Cove), has a much younger exposure age 
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which indicates a more recent mass movement (Table 3.1) This can be attributed 
to the site being a relatively sheltered area, which faces a smaller body of water, 
rather than the open ocean as TOR-07 (Council et al., 2007). Typically, sheltered 
coastlines experience lower wave energies and tidal influence, possibly causing 
a time-lag between RSL changes and rocky coastline response (Abuodha and 
Woodroffe, 2010; Council et al., 2007; Davies et al., 2006). As a result, sheltered 
coastlines exhibit a more irregular wave pattern and slower evolution, which in 
turn creates distinct geomorphic components and environments, such as the 
undercut cliffs in Bermuda (Council et al., 2007; Neumann, 1966).  
However, the assumption that these more recent mass movements are purely 
associated to their sheltered nature, disregards the possible occurrence of 
multiple mass movements in the last 7,000 years. Research suggests that mass 
movements reoccur on a cyclic basis, between steep and gentle profiles, that 
then return to a more stable profile, with the reoccurrence period driven by site-
specific factors (Sunamura, 2015). An example of this can be seen in Black Ven 
(Dorset). Research by Brunsden and Chandler (1996) and Chandler and 
Brunsden (1995) identified a 50 – 60 year reoccurrence period or cycle of major 
activity and episodic landform change. Therefore, it is possible that the younger 
exposure ages are representative of reactivated coastal sites. If this is the case, 
the results still represent the episodic and stochastic nature of the mass 
movements along north Torbay’s rocky coastline.  
The corresponding timing of mass movements with RSL change implies that the 
attainment of modern sea-level is the controlling factor of cliff stability, and thus 
coastal evolution in north Torbay. These results are similar to the conclusions 
drawn from research on the coastline of Cassis, France (Recorbet et al., 2010). 
Although my dataset is limited in extent and sample size, there is no other obvious 
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pattern to the dated events. This is dissimilar to the specific clustering of events, 
which are associated with periods of elevated activity along the coastlines seen 
by Recorbet et al (2010), where ages cluster around 6.7 ka BP and 3.5 ka BP. 
Dated mass movement in my research are less consistent in time, indicating that 
cliff retreat rates along north Torbay’s coastline are stochastic in nature, with 
thousand year intervals between some of the mass movement events. 
Interpretation and comparison of my results with previously published findings, 
also highlighst the coastal processes and environmental changes which trigger 
and control coastal mass movements in north Torbay. 
It must be noted, that due to the low height of the cliffs (maximum height of 15 
m), there is the possibility of inheritance in cliff face samples produced at depth 
by muons. Research by Hurst et al (2016) identified that 10Be exposure ages of 
cliff inheritance from deep muonic production accounts for around 10-50% of the 
overall measured concentration of 10Be. As discussed in section 2.1.1. muons 
play a significant role in the production of 36Cl in calcium and thus the 
predominantly calcium carbonate cliffs at Torbay. However, it is difficult to 
estimate the magnitude of such inheritance. The tops of the cliffs are likely to be 
eroding in a quasi-steady state with regional denudation rates. The only available 
regional rates are for Dartmoor where cosmogenic nuclide measurements are 
consistent with denudation rates of 20-40 m/Ma on granite (Gunnell et al., 2013). 
These values are likely to be a minimum estimate on the much more easily 
eroded limestone and mudstone along the coast of Torbay. Consequently, a rate 
of coastal retreat at 40 m/Ma may result in an inheritance of ~1 ka on a limestone 
cliff 10 m high. For example, TOR-01 was obtained from a cliff around 10 m high, 
therefore the exposure age of 3.8 ± 0.72 Ka BP may be overestimated by ~1 Ka, 
resulting in an exposure age of ~ 2.8 - 3 Ka BP. While the role of inheritance plays 
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a possibly significant role in the exposure ages obtained along Torbay’s coastline, 
the conclusions drawn on the sporadic nature of cliff retreat and the quick 
reactivation/rejuvenation of the coast in relation to RSL rise remain the same. To 
fully understand and calculate the degree to which inheritance influences the 
exposure ages of samples taken in my research I could collect further samples 
from sheltered areas (e.g. caves), or more recent landfall locations of a known 
age. From this a steady state concentration of muonic production could then be 
calculated using Lal (1991) and then subtracted from the overall exposure age 
obtained, for all the samples taken in north Torbay, to achieve a more accurate 
age for the coastline at Torbay. 
Mass movement is not the only process that influences the retreat and erosion of 
rocky coastlines. Dislodged sediments from the cliff face cause mechanical 
erosion (e.g. abrasion), which result in the incremental loss of material from the 
cliff face and vertical lowering (de Lange and Moon, 2005). Incremental erosion 
rates of outcrops in the swash zone of Peaked Tor Cove range from 0.58 ± 0.07 
m/Ka-1 and 0.49 ± 0.05 m/ Ka-1  (TOR-04a and TOR-04b). This vertical rate of 
erosion is associated with mechanical erosive processes, especially abrasion 
(section 1.2.2.2.), which is evident from the smooth surfaces of the rock and the 
backing seawall at Peaked Tor Cove (Appendix 1, Figures 6.2C, 6.2D and 6.2F). 
This is a significant rate of incremental erosion and vertical lowering for a rocky 
coastline, similar to vertical lowering rates along much warmer Portuguese 
limestone coastlines (Andrade et al., 2002). Lowering rates here are reported to 
be between 0.4 and 1.4 m/Ka (Andrade et al., 2002). However, the rate of 
incremental erosion in north Torbay is three orders of magnitude lower than the 
rocky incremental erosion rates recorded by Earlie et al (2015a) on the cliff faces 
of the Californian and Cornish coastlines, where incremental erosion rates fall 
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between 30 – 130 m/1000 years and 10 – 370 m/1000 years (Young et al., 2009). 
These incremental rates of erosion are similar to, or apparently exceed, rates 
measured from cliff faces consisting of softer lithologies, such as the Seven 
Sisters chalk cliffs (south coast of Great Britain), which retreat at 0.32 m/year 
equating to around 320 m every 1000 years (Hurst et al., 2016).  
While it is possible that the use of alternating and nonuniform methodologies can 
results in some discrepancies, variations in the measured incremental erosion 
rates, either from the cliff face, bedrock situated in the swash zone or shore 
platforms, the rates are likely related to variations in lithology, geography, 
exposure and other environmental variables (Earlie et al., 2015a; Lee et al., 2001; 
Young et al., 2009). The apparent rate of incremental erosion in north Torbay, 
would be sufficient to remove any inheritance during the Holocene, from the 
bedrock outcrops, establishing steady-state erosion at the site. However, this 
remains an assumption due to the lack of information and understanding of 
Peaked Tor Cove’s full exposure history. However, incremental erosion rates 
calculated from TOR-04a and TOR-04b are best interpreted as a minimum rate 
of erosion. This is due to the influence of water-shielding, related to daily tides in 
the short term and RSL changes over a longer time scale (Hurst et al., 2017; 
Regard et al., 2012). Water-shielding attenuates the cosmic ray flux to the 
bedrock, thus altering and lowering the overall production rate of 36Cl over time 
in the bedrock (Hurst et al., 2017; Regard et al., 2012). This issue is further 
discussed within section 4.5.1. The influence of inheritance, discussed above, 
could also influence the incremental erosion rates, due to the high muon 
production of 36Cl within limestone, sample location and frequent downwearing of 
the bedrock in the swash zone. As a result of this, the 36Cl concentrations could 
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be overestimated, or at least skewed, by the existing/inherited 36Cl already deep 
within the rock.  
4.2. Dating Shore Platforms 
 
4.2.1. Modern shore platform 
The lower Holocene shore platform is being continuously created under the 
recently established modern sea-level and contemporary erosive processes, both 
vertical downwearing and horizontal cliff recession (section 1.2.2) (Trenhaile and 
Kanyaya, 2007). This is evident from the presence of the distinctive cliff-platform 
interface, located at current sea-level, as seen in the profiles taken across the 
platform (Figure 3.2). The interface marks the position of high tide and full 
inundation of the shore platform, covering the AOI outlined in Figure 2.5, as well 
as orientating itself with the dominant wave and tidal regimes at the site 
(Trenhaile, 2010; Trenhaile et al., 2015). The lowest recorded elevation from the 
modern shore platform AOI is 4.6 m below present sea-level. The modern shore 
platform could have been initiated shortly after 7 ka BP when sea-level (~ 5m 
below present), reached near this elevation. The modal elevation of the modern 
platform is 3.08 m below the present RSL. Similar Holocene shore platforms are 
seen along the Bristol Channel, some of which measure similar widths up to 100 
m wide, such as at Nash Point (Glamorgon Heritage Coast) (Bryant and Haslett., 
2007). These platforms are seaward sloping and are reported to have formed 
under sea-levels rising ~1 mm a year over the last 5000 years of the Holocene. 
This is a similar rate of RSL rise over the last 7000 years at Hopes Nose, where 
modelled RSL rose ~0.72 mm year (Trenhaile., 2010). Due to these similarities, 
it is possible to compare these examples and assume there is a possibility that 
the modern shore platform could have formed during this timeframe, especially 
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due to the increased wave exposure of Hopes Nose compared to the Bristol 
Channel.  
Similar morphological features of shore platforms, along the Otranto coast, 
highlight a RSL stand-still around 3.8 m below the current RSL between 3400 
and 2400 years BP (Sansò et al., 2016). The stand still at this time resulted in cliff 
recession through the development of deep notches along the Otranto 
coast(Sansò et al., 2016). It is possible such recession occurred during the 
evident slowing of RSL rise at Hopes Nose around this time (Figure 3.7), which 
could have carved the main body of the platform.  However, the re-acceleration 
of RSL rise during the Holocene shifted high rates of horizontal cliff retreat and 
vertical lowering rates to higher elevations, with the cliff-platform junction eroding 
backwards with the rise in sea-level and tidal range.  
In addition to this, there is abundant research which highlights that the seaward 
edge, defined as the point where active erosion of the bedrock/shore platform 
ceases, does not remain static over time and often shifts with changes in RSL 
(Kennedy., 2015). As a result, the width of the modern shore platform is likely an 
underestimate, meaning the shore platform could possibly be wider than reported 
within my research. At the seaward edge, the vertical lowering efficiency 
decreases with the increased water depth, and thus vertical lowering has 
appeared to have ceased within the lowest and oldest sections of the Holocene 
platform at Hopes Nose (Stephenson, 2000; Trenhaile, 2010). Therefore, caution 
must be taken when making such an interpretation of age, due to vertical 
downwearing of the shore platform resulting in post-inundation elevation changes 
(Moses et al., 2014). Vertical downwearing can range from <1 mm/year to a few 
cm/year, with more than one contributing process (Bird, 2011; Moses et al., 2014; 
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Trenhaile, 2010). Consequently, the estimation of platform initiation and 
formation is difficult to determine within 1 m.  
However, due to the width of the modern shore platform there is also the 
possibility that it could be inherited from a previous interglacial cycle, where RSL 
was the same or similar to that of today. Studies, such as Trenhaile (2001), 
identify that platforms in resistant lithologies which exceed around 60 m in width 
are likely inherited from previous interglacial cycles. Platforms which exceed this 
width, in resistant and slowly eroding coastline, are often seen as the “main 
evidence” of inheritance along rocky coastlines (Trenhaile., 2001; 2002). As the 
width of the modern shore platform at Hopes Nose exceeds what is classified by 
Trenhaile (2001) as a “narrow platform” (40 – 60 m), the possible influence of 
inheritance cannot be ruled out without the direct dating of the platforms surface. 
Consequently, my interpreted Holocene age of the modern shore platform is 
based upon circumstantial interpretation of shore platform elevations, in relation 
to the modelled RSL of Hopes Nose, and is not certain without the use of direct 
dating methods.  
4.2.2. Inherited shore platform  
The exposure ages of samples taken from the raised shore platform at Hopes 
Nose were 8.35 ± 0.69 ka BP and 10.14 ± 0.81 ka BP respectively. These ages 
coincide with the approach of present day sea-level, However, it is not plausible 
for a platform as wide and as elevated as the one at Hopes Nose to have been 
created within this time period. This is evident from the RSL curve which places 
the sea-level at this time around –20m to –13m.  
Dating of raised beaches at the site by Mottershead et al (1987), as outlined 
within section 1.5.3, provides relative dating of the shore platform in association 
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with a past interglacial period of higher sea level, which I have estimated to be 
MIS 5e. The elevations taken from the raised shore platform have a significant 
range, where the lowest elevation of the shore platform is measured as -3 m 
(Table 3.4) This elevation can be related to the post-formation erosion and 
erosion of the elevated platform at Hopes Nose, as it is slowly being destroyed 
under contemporary processes acting upon it, such as platform undercutting and 
destabilisation (A. S Trenhaile, 2002). Evidence of collapse can be seen in the 
aerial image in Figure 2.5 and Appendix 1 Figure 6.4, where undercutting of the 
shore platform has led to destabilisation and the formation of detachment grooves 
through the removal of material (Salzmann and Green, 2012). As a result, 
localised faulting of the platform has occurred, resulting in a downward 
displacement of a section of the platform.  
The modal elevation of the raised platform measures 3.75 m above present mean 
sea-level. The junction of the palaeo-cliff and palaeo-platform is situated ~4-6 m 
above present sea-level (Figure 3.2 and Figure 3.4), which marks the mean high 
water mark of the elevated sea-level associated with MIS 5e (Stocchi et al., 2018; 
Wright, 1970). Comparison between the observed elevations of the raised shore 
platform and the modelled RSL curve indicates that the raised shore platform is 
most consistent with having been formed during the last interglacial (MIS 5e).  
The maximum elevation of the raised shore platform is 8.6 m above present sea-
level. This represents the maximum extent of inward growth of the shore platform, 
as well as recording the elevation of interglacial high tide (Shennan et al., 2014; 
Trenhaile, 1999). If the tidal height of north Torbay was the same as present (4-
5 m), then the maximum elevation measured from the raised shore platform 
compares closely to predicted high tides during the last interglacial. These high 
tides possibly reached a maximum height between 8 m and 9 m above present 
133 
 
sea-level. At the southern end of the Hopes Nose, elevated beach sediments can 
be found 10-12m above present sea-level (Mottershead et al., 1987) (Figure 1.9). 
This is a familiar feature, as seen in west Galicia (northwest Spain), where shore 
platforms are closely associated with ancient beaches dated to the last 
interglacial (Blanco Chao et al., 2003). During the last interglacial, it is likely that 
these sediments were deposited towards the landward boundary of the shore 
platform by tidal and wave action (Twidale et al., 2005). As RSL dropped to 
present day levels, the beach sediments at Torbay are therefore situated beyond 
the reach of present tidal regimes, only being eroded during periods of high swells 
and storms (Blanco Chao et al., 2003). Thus, the elevations of these sediments 
are associated with the maximum elevation of the raised platform, which also 
confirms the MIS 5e age of both the raised shore platform and elevated raised 
beach sediments (Twidale et al., 2005).  
It is unlikely that the elevated platform dates to older interglacials, such as MIS 7 
and 9, as Hopes Nose is not an actively uplifting coastline where such ancient 
features are often observed (Lee et al., 2015; Pedoja et al., 2006; Rostami et al., 
2000). Tectonically stable coastlines have insufficient rates of uplift to isolate 
features from reoccupation and reworking during other sea-level highstands such 
as the last interglacial, when sea-level heights exceeded those of MIS 7 and 9 
(Mastronuzzi et al., 2007). This is also seen at Banks Peninsular (New Zealand), 
where tectonic stability and low rates of movement preserved shore platforms 
situated 6 – 8 m above the present sea-level (Lawrie, 1993). In addition to this, 
the modelled RSL curve highlights a period of RSL stability between 125 ka BP 
and 120 ka BP, with the low tide water level averaging ~3 m above current sea-
level (Gill, 1972; Hearty et al., 2007; Stocchi et al., 2018). Similar stability is 
outlined in research by Hearty et al (2007), highlighting that such stability resulted 
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in the morphological imprint of the highstand along many rocky coastlines, such 
as the Mediterranean, Bermuda, Europe and western Australia. It is likely that the 
main body of the raised shore platform was carved from Torbay’s coastline during 
the MIS 5e, where sea-level was ~3 m above the current sea-level.  
4.2.3. Platform covering 
Given the probability that the elevated shore platform was formed during MIS 5e, 
the exposure ages are much younger than expected, with TOR-08 producing an 
age of 8.35±0.69 Ka BP and TOR-09 an age of 10.14±0.81 Ka BP. During the 
MIS 5e interglacial, RSL and process which operated along the coast enabled 
considerable stripping of material and any inherited 36Cl in the limestone from 
previous exposures, leading to surface renewal (Raimbault et al., 2018). As a 
result, it can be assumed that the exposure ages, obtained from the shore 
platform, are likely to be an accumulation of exposure over time. This indicates a 
complex exposure history with shielding of the platform from both exposure to 
cosmic rays and erosion (Dunai, 2010; Twidale et al., 2005). Consequently, this 
makes determining the shore platform age from the exposure dating extremely 
difficult (Blanco Chao et al., 2003; Choi et al., 2012; Trenhaile et al., 1999).  
The most likely source of shielding is revealed in the back cliff. The detailed 
orthophotograph of this section shows low relict cliffs, covered by a solifluction 
layer, comprised of poorly sorted fine and clastic sediments, known as diamicton, 
(Gallagher et al., 2015). As well as this, periglacial features, such cryoturbation 
are also present, highlighting repeated freezing and thawing cycles within the 
environment (Figure 2.6) (Veit et al., 2017). The solifluction layer likely extended 
over the platform during the periods of lower sea-level, when this region likely 
formed a periglacial environment. This is dissimilar to other settings, where 
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sediments have more marine or colluvium origin, as seen in the backing 
sediments of shore platforms in Scotland (Firth et al., 2018; Shennan et al., 2014).  
Due to the significantly younger ages obtained from the exposure dating, it is 
possible to assume that solifluction covered the platform in quick succession of 
the sea-level highstand termination around 119 ka BP by 40 m. This coincides 
with significant decreases in regional temperature, between 3 and 2 ºC, as 
recorded in the GRIP ice cores during MIS 5e/5d transition (Engels et al., 2010; 
Wohlfarth, 2013).  Temperatures possibly reached 6 ºC lower than today, during 
the main part of MIS 5d (Capron et al., 2010; Engels et al., 2010; Hearty et al., 
2007; Wohlfarth, 2013). From the combined heights of the relict cliff and overlying 
sediments, the solifluction sheet is likely to have measured between at least 3 
and 4 m in depth above the shore platform. A sediment sheet of this thickness 
would effectively shield the underlying platform from most cosmic rays and 
prevent the accumulation of 36Cl via spallation, post MIS 5d. However, muonic 
production of the cosmogenic nuclides can still occur, possibly contributing to the 
overall accumulative ages obtained from the raised shore platform (Dunia, 2010). 
The solifluction sheet persisted as a result of low sea-level until the late Holocene 
transgression. At this point sea-level began to reach levels where large swells, 
shore high-stands and storm surges were able to inundate the platform and erode 
the weakly consolidated solifluction sediments, re-exposing the shore platform 
once again (Blanco Chao et al., 2003; Twidale et al., 2005). 
Further morphological evidence which suggests that the platform was likely 
covered for a substantial period of time is the presence and characteristics of the 
solution pans, which are common across the raised shore platform (Appendix 1 
Figure 6.5). Solution pans which cover the shore platform measure an average 
depth of 9 cm, with some being as shallow as 4-5 cm, indicating a relatively short 
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period of exposure. Current rates of solution weathering on limestone have been 
measured by Wilson et al (2012), obtained on pavements in the Yorkshire Dales. 
Although not the same region, weathering rates in the Yorkshire Dales can 
provide a rough estimation of weathering on the raised shore platform in north 
Torbay. It is possible to assume that weathering of the raised shore platform 
would be around 2 m, if exposed for 122.5 ka BP after the drop in sea-level, 
effectively destroying the morphology of the platform. This must be considered a 
minimum rate of solution weathering, with the proximity of salt-bearing spray, 
wind and humid temperate conditions resulting in enhanced weathering rates, as 
well as significant local environmental variation (Mottershead, 1998). However, 
while this is not entirely representative of the significant limestone weathering 
which occurs along many coastlines, shielding of the elevated shore platform by 
the solifluction sediments explains the generally excellent preservation of such 
an old limestone landform.  
 
4.3. Shore Platform Classification and Erosion 
 
4.3.1. Shore platform classification  
The presence of shore platforms on rocky coasts is not uncommon, and are found 
along approximately 20% of the coastline of England and Wales (Trenhaile, 
1974). Many studies have attempted to understand the ways in which shore 
platforms develop, often categorising them through their morphological 
characteristics (Bird, 2011; Sunamura, 1992; Trenhaile, 1974). Shore platform 
characteristics vary in relation to geology, morphometric factors such as aspect, 
and marine factors such as tidal range and wave regimes (Bird, 2011; Ogawa et 
al., 2016). As outlined within section 1.2.1, Sunamura (1992) classifies Type-A 
and Type-B shore platforms, yet the relationship between these two 
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classifications are debated. While most literature agrees that Type-A and Type-
B platforms are two distinct platform morphologies which are based upon site 
specific variables, there are some studies which present other theories 
(Trenhaile, 1987). For example, Gill and Lang (1983), argue that these platform 
types represent different stages of platform development, eventually evolving 
towards a profile in equilibrium. As a result, most single site studies on shore 
platforms apply the categories specifically to what appears to be occurring on the 
coastline of interest, making them localised in nature (Ogawa et al., 2016).  
In addition to this, further debate surrounds the contribution of wave erosion and 
weathering on shore platform development (Bird, 2011; Matsumoto et al., 2018; 
Stephenson, 2000). It is often assumed that wave and tidal processes are 
responsible for the formation of seaward sloping Type-A platforms, whereas 
weathering is a dominating process in sub-horizontal Type-B platform formation 
(Cruslock et al., 2010; Matsumoto et al., 2018; Ogawa et al., 2016, 2011; 
Sunamura, 1992; Trenhaile and Kanyaya, 2007). The results of the morphometric 
analysis of the modern and raised shore platforms at Hopes Nose are considered 
alongside current literature to categorise them (relative to Sunamura (1992) 
Type-A and Type-B platforms), and determine the processes operating upon 
them.  
The morphological characteristics of both shore platforms at Hopes Nose provide 
a key reflection of interactions between a series of dependent and independent 
variables, over varying timescales and under an array of different environmental 
conditions (Alvarez-Marrón et al., 2008). Transects taken along the modern shore 
platform show that it has a relatively smooth and gradual seaward sloping 
platform, from the distinctive cliff-platform interface (Figure 3.2). There are no 
sudden step changes or change in gradient, extending under the sub-tidal zone 
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(Duperret et al., 2017). These characteristics are similar to those shore platforms 
which are classified as “Type-A” shore platforms by Sunamura (1992). Type-A 
platforms are frequent around England and Wales, as well as many other 
exposed coastlines bordering highly energetic wave environments, such as the 
coastline of Ireland (Cullen and Bourke, 2018; Duperret et al., 2017; Trenhaile, 
1974).  
As previously highlighted in section 4.2.1, the modern platform has a distinctive 
cliff-platform interface, a common characteristic of contemporary Type-A shore 
platforms, situated at the current high tide mark (Matsumoto et al., 2017). 
However, it is likely that this was not the starting location of the interface following 
the modern shore platform possible initiation around 7000 – 6500 years ago, 
when RSL at Hopes Nose was located between 4-5 m below present day. 
Consequently, the modern shore platform was created under a rising sea-level. 
Trenhaile and Bryne (1986) highlight that Holocene RSL changes promoted the 
formation of wide and gently sloping Type-A shore platforms in the northern 
hemisphere, especially in areas located at the furthest point of the forebulge 
collapse areas, such as the southwest of England (Trenhaile., 2010; Trenhaile 
and Bryne., 1986). Similarly, Type-A shore platforms in the Bristol Channel were 
created under slow rising RSL, which averaged around 1 mm yr-1 over the last 
5000 years (Trenhaile., 2010). Similar slow RSL rates are also seen over the last 
5000 years of the Holocene at Hopes Nose, calculated at around 0.6 mm yr-1 
from the modelled sea-level curve. Due to this, the wide and sloping Type-A 
characteristics of the modern shore platform can be partly attributed to RSL rises 
during the late Holocene period. However, current platform morphologies can 
only be partly explained by rising RSL. This can be influenced by other variables 
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including climatic changes, tidal range, wave intensity and rock resistance 
(Trenhaile and Bryne., 2010).                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                            
The gentle sloping platform surface and toe extending below the low tide level of 
the sea suggests that the modern platform is also dominated by the diurnal tidal 
cycle and processes associated with wave action (Duperret et al., 2017; Marshall 
and Stephenson, 2011; Stephenson et al., 2018). The gradient of Type-A 
platforms is strongly linked to spring tidal range and rock resistance of the 
platform, both of which are especially high within the macrotidal setting and 
Devonian sediments of Hopes Nose (Matsumoto et al., 2017; Trenhaile., 1999). 
This specific morphology exerts an important control on the amount of energy 
that reaches the inner platform, and consequently the backing cliff face (Marshall 
and Stephenson, 2011). The shore platform edge and sloping gradient promotes 
the formation of spilling breakers, making it the principal site of wave and energy 
dissipation, varying with the height of the tide (Earlie et al., 2018; Kennedy et al., 
2017b; Kennedy et al., 2018; Marshall and Stephenson, 2011). This has been 
noted within many coastal settings around the world where Type-A platforms are 
identified, for example Mudstone Bay (Kaikoura, New Zealand) and Browns 
Creek (Apollo Bay, Australia) (Marshall and Stephenson, 2011).  
In addition, Type-A morphology alters and exacerbates the erosive processes, 
such as abrasion (Matsumoto et al., 2017; Trenhaile, 1999). Abrasion is an 
important mechanism in shore platform development, as discussed in section 
1.2.2.2. Abrasion takes place specifically in the shallow waters of the surf zone, 
particularly near the cliff and upper tidal limit, where  shore platforms primarily 
develop (Beetham and Kench, 2011). As a result of the platforms sloping 
morphology, water depths are forced to transition from intermediate depths 
around 3–4 m at the platforms toe, to shallow depths of 0.5-1 m across the main 
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body of the platform, which is further influenced and changed by tidal regimes 
(Beetham and Kench, 2011; Trenhaile, 2000). In this zone sediments are suitably 
coarse and well mobilised, resulting in submarine abrasion an thus the removal 
of material weakened by weathering processes (Blanco-Chao et al., 2007; 
Bradley, 1958; Stephenson, 2000). Abrasion results in downwearing, which 
varies related to environmental factors and the lithology of the shoreline (Bird, 
2011). Abrasion is seen as a consistent incremental loss of material within rocky 
coastline environments, which greatly increases during storms (Cullen and 
Bourke, 2018). Rising sea-levels, such as those seen during the early Holocene, 
also caused the abrasion zone to migrate gradually to the present high tide level 
(Blanco-Chao et al., 2007). This contributed to the difficulty of dating the initiation 
of modern shore platforms, which were likely initiated within the early Holocene, 
and discussed in section 4.5.2. 
It is most likely that the raised shore platform is inherited from the last interglacial 
sea-level high-stand, as discussed in section 4.5.3. Under the elevated sea-level 
of MIS 5e, it is likely that the raised shore platform shared similar Type-A 
characteristics with the modern shore platform, as it was probably formed and 
shaped under a similar wave environment to what we see today at Hopes Nose 
(Alvarez-Marrón et al., 2008). This conclusion can be drawn from some of the 
more gently sloping profiles of the raise shore platform, as well as the similar 
range in the height of the cliff-platform junction to the contemporary modern 
platform (Trenhaile, 1974; Wright, 1970).  
However, the raised shore platform is categorised as a sub-horizontal (or “Type-
B”) shore  platform profile at present, due to the abrupt change in the platforms 
profile towards the seaward edge (Raimbault et al., 2018; Sunamura., 1992). 
While it is possible the raised interglacial platform may have initially formed as a 
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Type-B platform, with a much smaller seaward drop than we see today, it is 
unlikely. If it is assumed the tidal regime at Hopes Nose was the same as present, 
a macrotidal environment with large tides ranging between 4 and 5 m, then the 
conditions are not conducive with the usual micro/mesotidal environments that 
Type-B platform morphologies are constructed under (Bourke et al.,2017). Type-
B platforms are also seen to form at the present sea-level in weaker lithologies 
and low-energy inlets, such as Atia Point (Kaikoura, New Zealand) and Hayley 
Point (Marengo, Australia) (Marshall and Stephenson., 2011). This is not the case 
at Hopes Nose, which is situated on a rocky headland, dominated by high energy 
wave environments and comprised of resistant Devonian shales, as outlined in 
section 1.5.3. 
 However, the raised shore platforms distinctive morphology can be seen to 
reflect significant alterations within the environmental conditions which operated 
over the platforms evolution, from MIS 5e to the present day. Rapid changes in 
the RSL between MIS 5e and MIS 5d (Figure 1.6 and Figure 3.4), resulted in the 
abandonment of the shore platform and thus the formation of the abrupt seaward 
termination of the platform’s profile (Bird., 2011; Sunamura., 1992). 
Consequently, it appears that the raised Type-B shore platform has evolved from 
a Type-A seaward sloping platform, which was initiated and created under the 
stable RSL of MIS 5e, as a result of RSL changes.  
The abandonment of the raised shore platform has also altered the active 
processes which shape the platform from a wave dominated environment, to one 
dominated by subaerial weathering processes (Naylor and Stephenson., 2010). 
Solution weathering is the main weathering process on the raised shore platform. 
The effects of solution weathering is evident from lower and more horizontal 
gradient of the elevated shore platform profile, when compared to the modern 
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platform (Raimbault et al., 2018; Stephenson and Kirk., 1998).  Weathering 
dominates the horizontal intertidal sections of many actively eroding Type-B 
platforms around the world, such as Mount Louis (Gaspé, Québec), as well as 
many shore platforms located in warmer environments (e.g. Australia and New 
Zealand) (Cruslock et al., 2010). As the shore platform is significantly elevated 
above the present RSL, the role of wave and tidal processes has diminished 
within the intertidal zone, disregarding high swells and storm surges (Ogawa et 
al., 2015; Trenhaile and Kanyaya., 2007). However, the terminating cliff of the 
platform results in highly reflective waves, which have a significant 
geomorphological importance in altering the platform profile evolution via 
undercutting (section 4.5.3.) (Laker, 2016; Ogawa et al., 2015).   
Shore platform classification at Hopes Nose identifies the presence of the two 
types of platforms, as described by Sunamura (1992). The platforms at Hopes 
Nose highlight that while they can be considered within separate platform 
classifications at present, it is likely that the raised shore platform was once Type-
A and then transition to Type-B, as a result of RSL changes. This supports 
arguments which suggest that the platform classifications are different stages of 
evolution, changing in combination with changes in its environment, moving 
towards an unknown state of platform equilibrium (Gill and Lang, 1983). In 
addition to this, it is possible to assume that wave erosion and weathering work 
synergistically with one another, in the development of both shore platform 
classifications (Matsumoto et al., 2018). Within this study I have not used 
methodologies which can be used to determine the degree of contribution of each 
process. However, it is clear that the processes which operate on the platforms 
are modulated by morphological and environmental characteristics, where wave 
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erosion dominants the modern Type-A shore platform and subaerial weathering 
dominants the raised interglacial Type-B platform present at Hopes Nose.   
4.3.2. Shore platform erosion 
In addition to classifying the shore platforms, I was also able to quantify a rate of 
retreat of the backing cliff, determined by the width of the shore platforms 
themselves. The width of shore platforms is determined by a number of factors, 
such as the lithology and time that has elapsed since platform initiation (Bird, 
2011). How ever, it has been noted that there is a direct relationship between 
shore platform width and the exposure of the coastline to strong wave action 
(Ogawa et al., 2016; Trenhaile, 1999). This can be seen on the Japanese 
coastline, where sheltered platforms have an average width of around 40 m, while 
exposed platforms on the Pacific coast measure widths upwards of 60 m 
(Takahashi, 1977). On some exposed coastlines, it is possible for shore platforms 
to reach up to 170 m in width at low tide, such as in Glamorgan, if they are situated 
directly in prevailing and dominant winds and waves (Trenhaile, 1999).  
The rate of shore platform formation for the modern shore platform, calculated in 
section 3.2.1 as 13 m a year, sits within our current understanding of shore 
platform development. This reiterates that shore platform development is a  
relatively short process, lasting only a few thousand years, with the seaward edge 
and width evolving through time (Raimbault et al., 2018; Sunamura, 1978a; 
Trenhaile, 1987). The calculated rate at Hopes Nose is at the high end of cliff 
retreat and erosion when compared to similar studies which use similar 
techniques, such as de Lange and Moon (2005), where cliff recession rates are 
1.4±0.1 – 14.3±0.1 m every 1000 years. However, rate remain consistently lower 
than those seen along chalk or softer sediment coastlines.  
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However, as discussed within section 4.2.1 and throughout Stephenson (2008) 
(a commentary on de Lange and Moon, 2005), the seaward edge of shore 
platforms does not remain static through time, as suggested within de Lange and 
Moons methodology. The seaward edge moves in relation to changes in RSL and 
tidal range, sediment cover, erosional processes, as well as being obscured by 
the current wave and tides at Hopes Nose (Kennedy, 2015; Stephenson, 2008).  
Furthermore, the possible role of inheritance on the modern shore platform must 
be considered, as there is the possibility that the entire modern platform width 
was not created over one interglacial cycle or the timeframe that I have specified. 
Stephenson (2008) stated that possible inheritance should mitigate against using 
this method, with results possibly being skewed by re-working of the coastline 
and other factors. Consequently, it is possible that the calculated erosion rates 
do not represent the true erosion rate of the shore platform, either resulting in an 
underestimate of cliff retreat due to the movement of the seaward edge, or 
overestimate of cliff retreat over the Holocene, as a result of inheritance from 
previous interglacial cycles.  
Overall cliff retreat erosion rates of the modern platform can be attributed to the 
location of Hopes Nose, which is situated on a very exposed section of the 
coastline. As a result, there is frequent inundation of the platform from high swells 
and storm waves, with little protection, resulting in extensive mechanical and 
hydraulic erosion of the shore platform and its backing cliff (de Lange and Moon, 
2005; Marshall and Stephenson, 2011; Matsumoto et al., 2017). It is unclear 
whether the differences between the results found at Hopes Nose and other 
studies can be attributed to the shore platforms geology, the processes operating 
on it or the environmental and geological setting of the coastline (Choi et al., 
2012; Matsumoto et al., 2017). 
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The calculated rate of cliff erosion assumes a constant backwearing of the cliff 
over the selected time period. The exposure dating of north Torbay’s coastline 
shows that rocky coastline retreat occurs through a series of larger stochastic 
and episodic falls. Consequently, it is possible to assume that cliff backing the 
shore platform experienced erosion which likely followed this episodic pattern and 
is not as systematic and consistent as the calculated retreat rates suggest 
(Duperret et al., 2017; Moses et al., 2014; Stephenson, 2000). In addition to this, 
it is recognised by many studies that as the platform increases in width, it starts 
to exert an important control on the amount of wave energy which reaches the 
backing cliff (Marshall and Stephenson, 2011). Consequently, it is possible that 
as the width of the shore platform at Hopes Nose increased, the amount of cliff 
erosion experienced diminished over time (Marshall and Stephenson, 2011; 
Ogawa et al., 2016). However, despite this and the difficulty of quantifying these 
variables, the calculated rates give us an understanding of the erosive 
magnitudes which are possible along the coastline of north Torbay.  
The vertical downwearing of the shore platform is another important component 
to shore platform development (Blanco-Chao et al., 2007; Davidson-Arnott, 2010; 
Trenhaile, 2016a). Downwearing rates obtained from similar shore platforms and 
lithologies, such as Furlani and Cucchi (2013), measured and calculated a 
surface downwearing rate of 0.007 m to 0.205 m every 1000 years on the 
limestone shore platforms in the Gulf of Trieste (Italy). Due to similar wave 
environments, and the presence of sediments in the tidal and wave influenced 
area of the modern shore platform, downwearing rates and incremental erosion 
of the platform could have been accelerated, possibly placing the rate towards 
the upper end of this example or similar to Blanco-Chao et al (2007) (Dornbusch 
and Robinson, 2011; Robinson, 1977). These rates are measured along the 
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shore platforms in Galicia (northwest Spain), and are recorded between 0.13 and 
1.8 m/1000 years (Blanco-Chao et al., 2007). However, without direct 
measurements from the modern shore platform at Torbay, expanding over 
several years and under different environmental conditions, the overall 
downwearing of the modern shore platform is not known and cannot be comment 
on with certainty.  
4.4. Observed and Predicted Relative Sea-Level 
Changes  
 
The extended ICE-6G chronology produced in this study was combined with the 
VM2 mantle profile, to create a RSL which considers the influence of GIA. This 
results in a local MIS 5e RSL curve that is not significantly different from the 
eustatic but is characterized by a ~1.0 m higher highstand. The latter is likely the 
combined result of the forebulge collapse which accompanied and followed the 
melting of the British Isles ice sheet (which were located further north), and of the 
far-field ice-sheets and meltwater redistribution, previously outlined in section 
1.4.2.1.  
Furthermore, the predicted RSL highstand for MIS 5e is in good agreement with 
the raised shore platform at Hopes Nose. The observed modal elevation of the 
platform measures a value of 3.76 m above present sea-level, and the modelled 
RSL is reported around 3 m above present sea-level. In addition to this, the 
highstand also correlates with findings by Hearty et al (2007), who suggests a 
period of stability within the MIS 5e highstand measuring a similar height, which 
likely persisted for a minimum of 2000 years to create the elevated shore 
platform.  
Accordingly, it is possible to argue that:  
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1. The observed modal elevation of the raised shore platform 
corresponds with the RSL maximum of MIS 5e at Hopes Nose. This 
suggests that the MIS 5e highstand was characterised by a much lower 
eustatic sea-level than previously assumed.  
 
2. Otherwise, it is possible that the observed modal elevation of the raised 
raised platform might not refer to the maximum MIS 5e peak in RSL, 
but could refer to a particular lower stand during the interglacial. This 
implies that the MIS 5e peak was characterized by two steps.  
 
However, it is highly unlikely that the latter point is applicable to Hopes Nose. A 
two-step sea-level rise during MIS 5e would require the collapse and regrowth of 
ice sheets during the interglacial, yet there is no strong or significant evidence 
which suggests this occurred along Europe’s northeast coastlines (Long et 
al.,2015). Similarly, there is minimal evidence of a two-step sea-level rise in either 
the ICE-5G or ICE-6G RSL models for Hopes Nose (Figure 3.3). However, there 
is evidence of the two-step within 3.6 Furthermore, the re-evaluation of evidence 
which supports the two-step theory also presents contradictory evidence (Dutton 
et al., 2015). For example, palaeocoastal features at Hergla (eastern 
Mediterranean) were previously dated to two MIS 5e RSL peaks, yet re-
evaluation of the results has in-fact dated the features to two different substages 
of MIS 5  (global sea-level rise during MIS 5a and one later in MIS 5e) (Mauz et 
al., 2018). 
Consequently, it is extremely likely that the modal elevations of the raised shore 
platforms represent the RSL maximum of MIS 5e, specifically for intermediate 
areas of coastline which are significantly influenced by GIA (Figure 1.5). When 
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GIA corrections are not applied to RSL models of similar intermediate and far-
field sites (e.g. UK and Australia) a possible overestimation of 1–2 m can be seen 
in the eustatic sea-level for MIS 5e (Hay et al., 2014). As seen from Figure 3.3B, 
there is a departure from the predicted eustatic RSL curve for Hopes Nose, 
highlighting the influence and importance of GIA within the study areas RSL 
heights. Similar results are noted for other intermediate locations, such as 
Mallorca Island in the Mediterranean, where GIA corrected RSL for MIS 5e 
measured 2.15 ± 0.75 m above present (Polyak et al., 2018). Furthermore, in 
Figure 3.3B a gradual increase in RSL, around 0.5 m, is seen over the MIS 5e 
period. This could be related to the return of the mantle to previously loaded and 
glaciated areas, which gradually reduces the height of the forebulge and land 
over the interglacial period, thus increasing the RSL (Khan et al., 2015). This 
submergence and sea-level rise are currently seen throughout the Southwest 
during the Holocene, as discussed in section 1.5.2.1 (Shennan et al., 2009; Khan 
et al., 2015). However, while it is noted that the southwest is subsiding due to 
GIA, it is unlikely that this rate has distorted the true elevation of the raised shore 
platform to a great extent, as the platform elevations correspond significantly with 
the predicted RSL.  
However, there are many studies across the globe which report much higher MIS 
5e sea-levels from similar palaeocoastal features. For example, 9±1 in the 
Mediterranean (Mauz et al., 2012), 7.8–8.2 m from corals in the Seychelles 
(Dutton et al., 2015) and 6–8.5 m from marine sediments along African coastlines 
(Carr et al., 2010). The large variation of reported RSL at the global scale 
highlights significant spatial variability and can be attributed to local factors (e.g. 
uplift) and GIA feedbacks. Significant variations can possibly be attributed to the 
differences in the LGM and MIS 6 glacial extent, which are assumed to be the 
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same within my study. The glacial extent of the MIS 6 is greatly debated, and the 
possible occurrence of larger ice sheets during MIS 6 would increase the impact 
of GIA on RSL along coastlines similar to north Torbay. However, these 
conclusions are ambiguous, due to the uncertainties surrounding glacial extent 
during MIS 6, and are an ongoing challenge for glaciological and 
palaeoceanographic researchers (Hibbert et al., 2010; Long et al., 2015; Pawley 
et al., 2008)  
 
4.5. Method Analysis  
 
The novel combination and application of 36Cl exposure dating and UAV-SfM 
photogrammetry was used to quantify the rate of coastal evolution in north 
Torbay, as well as determining the age of the raised shore platform at Hopes 
Nose. The following section outlines the effectiveness of the methods I have used 
in meeting my aims, as well as highlighting areas of uncertainty that have been 
considered. Furthermore, I will outline comparisons with existing literature, and 
include speculation of alternative methods which would produce similar results, 
but why they were not applicable to study of Hopes Nose. The aim of this analysis 
is to emphasise the suitability of cosmogenic nuclide dating and UAV-SfM within 
rocky coastline research, at both local and global scales.  
4.5.1.  36Cl Exposure dating  
The application of cosmogenic nuclide exposure dating along north Torbay’s 
coastline addressed the aims of my study. It revealed the stochastic nature of the 
Holocene cliff retreat, as well as contributing to our understanding in addressing 
the assumption that the elevated shore platform was inherited from a previous 
environmental period. As outlined within section 2.1.1, the application of this 
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technique is still in its infancy in application to rocky coastline environments. 
However, my study shows that it can be determined a suitable technique in similar 
research which focuses on rocky coastline evolution. 
Cosmogenic nuclide exposure dating can be prone to random and systematic 
errors, which can influence the accuracy of calculated erosion rates and exposure 
ages (Dunai, 2010; Gosse and Phillips, 2001; Lang et al., 1999). These usually 
occur  as a direct result of poorly known exposure histories, rates of incremental 
erosion and assumptions regarding the rate of production for the chosen isotope  
(Lang et al., 1999).  
For example, water-shielding of samples obtained from bedrock at sea-level, 
TOR-04a and TOR-04b, can result in an underestimate and bias within the 
calculated incremental erosion rate, as briefly discussed in section 4.1. The 
degree of water-shielding varies with water depth and sample depth, as well as 
the time scale these changes occur (Hurst et al., 2017; Regard et al., 2012). 
Water attenuates the flux of cosmic rates and the overall production of 
cosmogenics (e.g. 36Cl and 10Be), within the sample, possible resulting in reduced 
production rates and thus underestimated exposure ages/erosion rates (Hurst et 
al., 2017). The location in which these samples were taken is extremely 
influenced by high and low tides, which results in water level and depth changes 
over the samples over short time scales (Regard et al., 2012). These simple 
diurnal or semi-diurnal tides can significantly influence and modify cosmogenic 
nuclide production within the surface of the rock sample (Hurst et al., 2017; 
Regard et al., 2012). Regard et al (2012) identifies that the periodic submergence 
of the upper intertidal zones of shore platforms during high tide, reduces overall 
cosmogenic production rates. However, the periodic exposure of the lower 
intertidal zone during low tides increases the production rate of cosmogenic 
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nuclides. Water level changes over larger timescales, such as RSL changes 
occurring across intertidal and glacial stadials, can also result in increased 
cosmogenic concentration (Hurst et al., 2017). As RSL rises, so does the water 
depth above the sample. This increased water depth results in decreased 
removal of material containing cosmogenic nuclides and thus an increased 
concentration (Hurst et al., 2017; Regard et al., 2012). Regard et al (2012) has 
developed mechanisms to account for, correct and calculate water-shielding 
adjusted production rates. While I have not applied these specific corrections to 
samples within this study, it is a possible area of future research, adjustment and 
methodological analysis. 
 Gosse and Phillips (2001) also calculated error magnitudes for other common 
error sources, to assist the understanding and accommodate the influence of 
errors on the calculated exposure ages. Similar errors are considered throughout 
this study, and are reduced through careful sample collection, calculation of an 
incremental erosion rates, as well as the selection of an appropriate scaling 
framework (Gosse and Phillips, 2001).  
As outlined in section 4.1, cosmogenic nuclide dating successfully dated several 
mass movement events within the north Torbay region, in addition to providing 
an incremental rate of erosion. However, the application of cosmogenic nuclide 
exposure dating of the raised shore platform at Hopes Nose failed to provide a 
direct age (section 4.2). This can be attributed to the pre-conceived assumptions 
of the site’s exposure history. The exposure ages obtained from the platform 
revealed it had a far more complex exposure history than previously assumed 
(section 4.2.3). This is in contrast to the study by Choi et al (2012), who obtained 
absolute ages ranging from 4 ka to 148 ka from the shore platform on the west 
coast of Korea, with no note of platform covering and shielding altering the 
152 
 
obtained age. The differences between these two studies highlight the 
importance of understanding the site’s exposure history, to help ensure precise 
exposure ages are obtained, as well as the complex evolution of rocky coastline 
evolution.  
Despite the success of cosmogenic nuclide exposure dating in assessing rocky 
coastline evolution at Hopes Nose, there are other techniques which could have 
been used to achieve similar results, which are synthesised in section 1.4 and 
Lang et al (1999). For example, radiocarbon dating is commonly used to provide 
an age of mass movement events, as outlined in section 1.4.3 and seen in 
research by Bertolini et al (2004) in the north Apennines (Italy). Additionally, 
lichenometry has been used to date mass movement events, which expose new 
rock surfaces for lichen to colonisation at a known rate (Lang et al., 1999).  
However, neither technique is as advanced or accurate as cosmogenic nuclide 
exposure dating, and requires either the presence of organic material for 
radiocarbon dating, or a specific lichen species for lichenometry measurements 
(Lang et al., 1999). Sampling sites at north Torbay had neither of these specific 
requirements, and if they were present there would be no guarantee they would 
provide accurate ages, which were directly associated with the mass movement 
or palaeocoastal feature itself.  
Another plausible technique used to date exposed rock and palaeocoastal 
features is uranium-series dating (U-series) (Baker et al., 1996; Candy and 
Schreve, 2007; Knauss and Ku, 1980; Lang et al., 1999). U-series can be used 
to date carbonates, sinter-crusts and varnishes, which cover the rock face or 
reside above or within its cracks (Knauss and Ku, 1980; Lang et al., 1999). They 
commonly provide relative bracketing ages of mass movements or palaeocoastal 
features, rather than absolute or direct ages of the rock surface, which is possible 
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with cosmogenic nuclide dating (Candy and Schreve., 2007; Lang et al., 1999). 
However, it is unclear and unlikely that the appropriate sediments for U-series 
dating exist along north Torbay’s coastline, as they usually only occur in arid or 
semi-arid environments (Knauss and Ku, 1980).  
While it is clear there are other possible methods of dating, the application of 
cosmogenic nuclide exposure dating was the most suitable in assisting my 
understanding of coastal evolution in north Torbay.   
4.5.2. UAV-SfM Photogrammetry  
The use of UAV-SfM photogrammetry was extremely effective in my study, with 
results from the high resolution morphometric analysis of Hopes Nose addressing 
my studies aims. UAV-SfM furthered the understanding of erosive processes 
operating on the shore platform at Hopes Nose, both over long (millennia) and 
short (yearly or decadal) temporal scales. Furthermore, UAV-SfM provided an 
alternative to dating the elevated shore platform, where more traditional exposure 
dating techniques failed to do so.   
However, similar to cosmogenic nuclide exposure dating, UAV-SfM 
photogrammetry also experiences errors and uncertainties, some of which are 
outlined in section 2.2.2. One major source of error relates to the amount of image 
overlap within the post-processing stage, and this can influence the overall quality 
of DEMs and orthophotos. Image sets with a low percentage of overlap restricts 
the orthomosaic production, reducing the accuracy of the final DEM (Gienko and 
Terry, 2014; Micheletti et al., 2015). This can be further exacerbated if images 
are excluded from the photogrammetric processing (e.g. due to low image quality) 
(Westoby et al., 2012). However, this was not a concern within my study, meaning 
the overall quality of the produced DEMs and orthomosaic were unhindered.  
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Another area of error, which can be specific to using either LiDAR or UAV-SfM 
photogrammetry to understand the morphology of shore platforms along rocky 
coasts, is the ability to delineate the seaward edge of the platform itself. This is 
noted within research by Carvalho and Woodroffe (2019), who acknowledge that 
even during low tides and calm weathering the remaining waves and white water 
may result in the inaccurate interpretation of the seaward edge. However, 
Carvalho and Woodroffe (2019) identify that tidal elevation appeared to be the 
most accurate and easiest variable to delineate the seaward edge of the shore 
platform. This variable was used within my study, ensuring that aerial images 
were acquired at a known time at low tide and in calmer weather, as suggested 
by Carvalho and Woodroffe (2019). This  reduced the possible inaccuracies in 
shore platform morphological analysis. 
Overall, the application of UAV-SfM photogrammetry at Hopes Nose has outlined 
its efficiency in producing a high resolution morphometric analysis. Similarly, 
recent research by Matsumoto et al (2017) identified the usefulness of using 
ground-based LiDAR as an alternative technique to acquire DEMs, used to 
understand past erosion events. However, UAV-SfM photogrammetry sill yields 
higher resolution data than those obtained via LiDAR measurements (<10 cm in 
UAV-SfM and >2 m in LiDAR) (Earlie et al., 2015a; Kennedy et al., 2014; 
Matsumoto et al., 2017). Consequently, UAV-SfM photogrammetry is more 
suitable in obtaining more precise elevations of palaeocoastal features. This is 
vital for the comparison of palaeocoastal features to RSL curves, where the 
coarse spatial resolution of LiDAR can result in palaeocoastal features being 
dated to the wrong environmental period (Kennedy et al., 2014; Polyak et al., 
2018). Additionally, LiDAR’s coarser spatial resolution increases the likelihood of 
missing or generalising vital geomorphological features (Earlie et al., 2015; 
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Kennedy et al., 2014). In doing so, key morphological features of shore platforms 
(e.g. cliff-platform junction and sea-ward edge),  are not sufficiently captured and 
interpreted in high detail leading to wrongful interpretations (Kennedy et al., 2014; 
Swirad et al., 2016).  
One similarity between LiDAR and UAV-SfM photogrammetry is the techniques 
in ability to collect data over deeper water, as seen through images in my study 
not being enabled in constructing the orthomosaic of Hopes Nose (Figure 2.3) 
(Duperret et al., 2017).  Highly turbulent and turbid areas impact the light 
absorption which precludes the recognition of features which UAV-SfM 
photogrammetry is able to capture (Casella et al., 2017; Cook, 2017). LiDAR 
imagery is often limited to clear water depths up to 1 m, whereas UAV-SfM can 
penetrate deeper (<3.5 m) into more turbulent water (Charlton et al., 2003; 
Grenzdörffer and Naumann, 2016). Both LiDAR and UAV-SfM require specific 
adjustments to enable these photos within photogrammetry programming 
techniques. This characteristic of UAV-SfM is vital for looking at modern shore 
platforms at present sea-level, which is mainly covered by shallow and turbulent 
water (Kennedy et al., 2014; Smith et al., 2016).  
Similarly, the MVM-SfM used to model the backing sediments at Hopes Nose 
also has an alternative technique, terrestrial laser scanning (TLS) which can also 
produce millimetre precision DEMs and orthomosaics (Caputo et al., 2016; Smith 
et al., 2016; Swirad et al., 2016; Teza et al., 2015; Veit et al., 2017).  TLS provides 
the same opportunity as MVM-SfM, enabling contactless geometrical and 
morphological analysis, and is commonly used in coastal erosion studies 
(Bonneau and Hutchinson, 2019; Earlie et al., 2015a; Teza et al., 2015). TLS can 
also be used to further understand the overall lithology of a cliff face or backing 
sediments, where lithological changes can be identified and grain-sized 
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delineation is possible (Bonneau and Hutchinson, 2019; Teza et al., 2015). 
Consequently, this makes TLS a suitable alternative technique, which could have 
been utilised in the analysis of the backing sediments of Hopes nose. However, 
the use of MVM-SfM was more appropriate in my study, due to its more cost 
effective price, with TSL costing upwards of £30,000 (Smith et al., 2016). TLS is 
further limited by the lack of suitable acquisition locations within many coastal 
environments (Rosser et al., 2005; Smith et al., 2016; Westoby et al., 2012). 
Whereas, MVM-SfM allow for a wide variety of imaging techniques which can be 
used to construct the coastline of interest (section 2.2.1). This also reduces the 
amount of restricted areas available to the researcher, allowing complex 
coastlines and geomorphologies to be modelled and understood (Smith et al., 
2016).  
Overall, the use of UAV-SfM and MVM-SfM photogrammetry were the most 
suitable methods used to conduct my analysis of the shore platforms at Hopes 
Nose, when compared to the alternative techniques which are available. This is 
due to the higher resolution DEMs and orthomosaics that were obtained, which 
highlight key geomorphological features and allow for precise RSL comparison. 
Similarly, both UAV-SfM and MVM-SfM are more accessible to my research than 
more expensive techniques like TLS.   
UAV-SfM is also significantly applicable to multi-temporal acquisition of data, 
allowing the potential measurement of erosion and costal evolution over time. 
This is seen in research by Swirad et al (2019), where SfM at a millimetre 
resolution was used at 15 sites to measure an average erosion rate of 0.528 
mm/yr-1 along Hartle Loup (north Yorkshire, UK). This multi-temporal research 
identified important trends in erosion rates, highlighting considerable variability 
across the shore platform itself and the year of study, as well as increased erosion 
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during the summer months (Swirad et al., 2019). This is a potential avenue for 
future research using the USA-SfM and MVM-SfM technique within north Torbay, 
in addition to other areas of future research discussed further within the next 
section.  
4.6. Wider Implications and Future Research 
  
4.6.1. Future research at Torbay 
Within my study I have revealed the complex processes, of both the past and the 
present, which influences the coastal evolution in north Torbay. However, further 
research in this region would be beneficial for increased understanding. This 
research should focus on increasing the overall understanding of the 
environmental and climatic variables, which control the erosional processes 
along the north Torbay coastline. Similarly, future work should aim to further 
quantify the rate at which overall erosion is taking place in north Torbay, as well 
as highlighting how these change in relation to climate driven changes within the 
area.  
A possible way to further the work at north Torbay, would be to increase the 
cosmogenic nuclide exposure age database, through further sampling and dating 
of the rocky coastline between Hopes Nose and Torquay. As a direct result, 
factors which contributed to cliff instability and mass movements during the early 
Holocene, such as cliff aspect (section 4.4), could be analysed and reported with 
more detail. Furthermore, this would also establish a quantified frequency of 
mass movement events, extending over multiple climate scenarios, to help 
determine the long term rate of retreat and evolution in north Torbay. From this 
dataset it would be possible to identify areas of north Torbay’s rocky coastline 
which are more vulnerable than previously assumed by current shoreline 
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management plans, where no intervention is currently in place, due to  the 
apparent resistance of rocky coastline geology (Figure 1.10) (Cooper et al., 2002; 
Bernd-Cohen, 1999).  
In addition to this, there is the possibility of extending this methodology and 
research around to the southern extent of Torbay, including the headland of Berry 
Head (Figure 1.9). Cosmogenic nuclide exposure dating of Berry Head would 
enable further understanding of how Torbay’s crescent bay evolved. Similarly, 
this could also be compared with the findings from this study, to explore the 
influence of rising RSL and the cliffs aspect on mass movement events on both 
headlands at Torbay. Furthermore, research conducted by Hart and Gosling 
(2018) shows that Berry head hosts a number of elevated palaeocoastal features, 
such as raised beach sediments. UAV-SFM photogrammetry could be employed 
to obtained high resolution DEMs of these palaeocoastal features, which have 
previously been deemed inaccessible. These DEMs could be compared with RSL 
curves to obtain a confident age estimation of their formation. This would be 
useful to corroborate what has been found at Hopes Nose in my own study, but 
also to provide an additional reference point for RSL models of the southwest of 
the UK. 
4.6.2. County level research 
As well as the possibility of further research at north Torbay, the motivations, 
ideas and results from this study can influence and drive research at the county 
scale. Possible future research could focus on using the modelled RSL data for 
the MIS 5e within my study, to map and better understand the extent of 
submergence of the current coastline of southwest England under elevated RSLs 
(e.g. Exe Estuary), such as those predicted in future climate scenarios. This could 
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be achieved using ArcGIS digitisation of the modelled RSL extent, alongside 
mapping palaeocoastal features within and surrounding the submerged areas of 
coastline.  
As well as this, there is the possibility of comparing other known palaeocoastal 
RSL indicators in the region. For example, the raised beach sediments at 
Saunton, Berry Head and Westward Ho!, where a 300 m wide shore platform is 
also present and likely to be a palaeocoastal feature (Keen and Campbell, 1998; 
Keene, 2011). The modelled RSL curve from my study could be used to possibly 
attain an age of formation for these palaeocoastal features, furthering the 
understanding inheritance and the influence of palaeo sea-levels on rocky coasts 
around the southwest.  
Mapping the extent of interglacial sea-levels and correlating it with palaeocoastal 
features, can provide a proxy for future RSL rise within a region, such as the 
southwest of England. This is noted especially for MIS 5e, due to its similarity to 
our present Holocene interglacial, outlined by Hearty and Tormey (2017) and in 
section 1.5.3.1. Projecting future RSL in Devon, and other areas of the southwest, 
highlights areas which are at possible risk of flooding, increased erosion rates 
and overall loss of land and habitats. This information can be used to update or 
implement coastal management schemes along the county’s coastline, which are 
in line with future RSL projections and possible risks.  
4.6.3. Wider implications of research 
In addition to the local understanding of coastal evolution in north Torbay, Devon 
and the southwest, my study has a series of wider implications, which both 
increase our understanding of the coastal environment, as well as opening rocky 
coastline research into a new frontier.  
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This study contributes to our overall understanding of the adjacent Jurassic 
Coast, which extends 95 miles between Orcombe Point (east Devon) and 
Studland Bay (Dorset). This high-resolution study of geomorphological change at 
Torbay builds upon research specific to the Jurassic coast, providing a nearby 
comparison of erosive magnitude, between a stochastically eroding coastline and 
one where erosive events occur more frequently (Bromhead and Ibsen, 2006; 
Brunsden and Jones, 1976).  
In addition to this, the results of this study can be used as a comparison at the 
UK national scale, building on a series of works quantifying erosion and evolution 
around the coastline (Bromhead and Ibsen, 2006; Dornbusch and Robinson, 
2011; Gallois, 2011; Hurst et al., 2016). For example, the erosion rates obtained 
from my research are comparable to those calculated by Jones and Williams 
(1991) along the west Wales coast (UK), where average erosion rates measure 
around 0.25 m yr-1. Further comparison can be done from the individual cliffs 
measured within this study, such as erosion rates at Aberath (glacial embayment) 
and Aberaeron (clay), which both have high rates of incremental erosion, at 0.068 
m yr-1 and 0.168 m yr-1, than those calculated from TOR-04a and 4b at Torbay 
(Jones and Williams, 1991). Similarly, areas along the Suffolk coast are eroding 
at a much higher and frequent rate than the cliffs along north Torbay, with 
average erosion between 1883 – 1993 measuring 3.5 m yr -1, rising to around 4.7 
m yr-1 between 1993 – 2010 (Brooks et al., 2012). Through comparing erosion 
rates along the Uk’s coastline, it is possible to distinguish the variables (e.g. 
lithology, tides, wave exposure, etc) which govern the way the cliffs evolve, either 
through low magnitude/high frequency events (Suffolk) or high magnitude/low 
frequency events (Torbay). Overall, this would allow us to determine the best and 
most effective methodology to manage the coastline.  
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This study can also provide a plausible comparative rate of erosion of other 
Devonian sediments, which are distributed around the UK coastline (Figure 4.1) 
(BGS, 2017). For example, Devonian sediments along the coast of South Cork  
(Ireland) erode at an estimated rate of 0.2 -1.6 m yr-1, which is significantly higher 
than the rates measured for Devonian sediments in north Torbay (Clayton et al., 
1979; DELG, 2001). Once again, comparing these studies allows for key 
morphological and lithological features to be determined and their influence on 




















Figure 4.1: Geology of the UK, clearly highlighting areas of other Devonian sediments 
that could possibly be further understood as a result of this research (GB IPR_123-
16CTGeologyMap) (BGS, 2017). 
 
 
Furthermore, this study contributes to the rocky coastline understanding around 
the world, addressing a need for such research in a synthesis by Naylor et al 
(2010). Additionally, my research highlights unique methodologies which can 
improve the dating and overall understanding of the long-term evolution of rocky 
coastlines (Naylor et al., 2010).   
The background understanding of the main erosive processes which erode rocky 
coastlines is vital. Results from my research reiterate the stochastic nature of 
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mass movement events, which is in line with a wide array of current literature and 
theories (section 1.2.2). However, it also highlights the corresponding timing and 
relationship between these mass movement events and rising sea-level during 
the early Holocene. Rising sea-levels are predicted to change the controlling 
factors of mass movement events, including wave refraction patterns, tidal range, 
water depths, storm surges and high swells (Mauz et al., 2012; Naylor et al., 
2010; Trenhaile, 2014). In addition to this, increasing temperatures and 
precipitation are also predicted to occur alongside rising sea-levels, possibly 
contributing to potential increases in mass movement frequency via saturation, 
or increased weathering and bioerosion rates (Trenhaile, 2014). These 
environmental changes are currently being documented and identified in this 
century, at a global scale, possibly increasing the frequency of mass movement 
events within coastal areas (Clark, 2017; Senfaute et al., 2009; Trenhaile, 2014). 
Consequently, the application of cosmogenic nuclide dating along some of the 
worlds coastline could construct an understanding of past mass movement 
events and incremental erosion rates. This can then be used as a proxy to project 
future changes under elevated sea-levels and environmental conditions. 
Another successful component of my study focuses on the re-evaluation of the 
elevated shore platform at Hopes Nose, using UAV-SfM and modelled RSL to 
date and understand inheritance along north Torbay’s rocky coastline. The 
results of my study are at a much higher resolution than previous studies, where 
low-accuracy and low resolution techniques are often employed, as noted in 
recent work by Rovere et al (2016a). Uncertainties are further exacerbated by the 
non-uniformity in measuring approaches commonly used to measure the 
geomorphological evidence of palaeo sea-levels at the global scale, thus 
hindering the collation of studies to create a global database (Rovere et al., 
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2016a). However, my study demonstrates that UAV-SfM photogrammetry is a 
suitable alternative and effective methodology, which can be applied to many 
palaeogeomorphological features (e.g. elevated shore platforms or tidal notches), 
to produce centimetre resolution DEMs and orthomosaics which can be used to 
standardize the morphometric techniques within the research community.  
Furthermore, the use of UAV-SfM photogrammetry to obtain morphometric data 
and model RSL, as discussed in section 4.6.2, can be used to date palaeocoastal 
features at the global scale. Applying UAV-SfM photogrammetry to palaeocoastal 
features at a global scale would produce useful insights into rocky coastal 
inheritance and evolution. Similarly, the technique can be used to estimate 
palaeo-RSL along many coastlines, possibly highlighting the significant variations 
in RSL between different locations on the global scale (Ferranti et al., 2006). 
Additionally, this can reveal significant temporal changes in RSL throughout the 
MIS stages, and how these differ between location. For example,  the differences 
seen between north Torbay (section 4.4) and recent work by Polyak et al (2018) 
in the Mediterranean. Similarly, the high resolution elevations of palaeocoastal 
features can also be used as points of refence for existing modelled RSL curves 
at the global scale, which in turn will improve the overall accuracy of the models, 
as well as their future projections (Sloss et al., 2007).  
Overall, it is evident that the methods used in my study have the potential to add 
significant and more accurate insights into rocky coastline evolution, at both the 





CHAPTER 5: CONCLUSION 
The novel application of 36Cl exposure dating and UAV-SfM photogrammetry in 
my study has provided insight into the complex history of evolution and antiquity 
of north Torbay’s coastline. The application of exposure dating has highlighted 
that north Torbay’s coastline is actively eroding, through a series of stochastic 
mass movements, which postdate the onset of sea-level stabilisation during the 
late Holocene. Within my results, there appears to be no pattern to the mass 
movements themselves. However, the influence of the open or closed aspect of 
the cliffs to prevailing waves and tides has some apparent influence over the 
possible timings of mass movement events, with open coastlines experiencing 
earlier falls than those in sheltered coastal environments. In contrast to this, 
differences in the exposure ages could possibly highlight the cyclic nature of cliff 
evolution, which cycles through periods of cliff destabilisation and stability. 
I also calculated incremental erosion rate for bedrock situated in the swash zone 
at Peaked Tor Cove from 36Cl concentrations, at between 0.4-0.6 m ka. This rate 
is a possible incremental erosion rate associated with mechanical erosion and 
weathering rates of the Devonian carbonates at north Torbay. These rates are 
high for rocky coastlines but remain three orders of magnitude lower than more 
sedimentary coastlines.  
Exposure dating of the raised shore platform at Hopes Nose failed to provide a 
direct date, but identifies that the raised shore platform has had a complex 
exposure history. I identified this covering as solifluction sediments, through 
observations taken from a detailed orthomosaic of the cliff and sediments at the 
back of the platform. However, through the comparison of UAV-SfM 
photogrammetry elevations and modelled RSL at Hopes Nose, I have concluded 
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that it is possible that the raised shore platform is inherited from the last 
interglacial, MIS 5e.  
I have attributed the preservation of the raised shore platform to the covering of 
the platform by solifluction sediments, which were likely removed during storms 
and swells throughout the Holocene. Morphometric analysis of the modern and 
raised shore platform profiles highlights how the platform geomorphology and 
erosive processes alters over time, as an indirect result of RSL changes. 
Furthermore, the measurement of shore platform widths, as well as the 
quantification of cliff retreat and erosion rates, supports similar research which 
concludes that shore platform formation requires a relatively short period of sea-
level stabilisation for their formation.  
Furthermore, the elevations measured from the morphometric analysis of Hopes 
Nose are consistent with the GIA prediction for north Torbay. My results imply 
that the maximum MIS 5e eustatic peak was lower than what has been assumed 
so far, rather than the MIS 5e highstand being characterized by two different 
highstands.  
Lastly, extensive literature comparison and review highlights that the unique 
application of cosmogenic nuclide exposure dating and UAV-SfM 
photogrammetry was the most suitable methodology for this study area.  The 
methods are well suited to the study area, as well as addressing the aims and 
scale of my research project. Additionally, this combination of methodologies has 
a wide application across several temporal and spatial scales (e.g. north Torbay 
to the global scale). Consequently, the techniques can develop our fundamental 
understandings of rocky coastline evolution throughout the Quaternary, through 
stochastic and incremental erosion. Similarly, high resolution morphometric 
167 
 
analysis of rocky coastlines can be collated to help understand the influence of 
palaeo-RSL on rocky coastline evolution, as well as utilizing results as an 
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6. APPENDIX 1 
 
A collection of images from the three north Torbay fieldtrips in January and 
February 2016, June 2017, January and March 2018. The follow photographs 
show sampling locations within the chosen study sites, as well as some of the 
distinctive geomorphology at the study sites located along north Torbay. 
Additionally, some of the drone images collected during the January 2018 eBee 
flight have also been included. 




















Figure 6.1:  A series of photographs taken at Meadfoot Beach.  
A) Photograph of the cliff sample TOR-02 (shale, with a quartz vein).  
B) Photograph of the cliff sample TOR-01 (shale).  
C) Photograph of a relic rotational landslide within the sampling site. 













Figure 6.2: A series of photographs taken at Beacon Cove.  
A) Photograph of the cliff face sample TOR-03 (limestone). 
B) Photograph of the cliff face sample TOR-05 (limestone). 
C) Photograph of the bedrock sampled in the swash zone for TOR-o4a (limestone). 
D) Photograph of the bedrock sampled in the swash zone for TOR-04b (limestone). 
E) Example of a relic landslide, or topple, within Beacon Cove (TOR-03  taken here). 
F) Photograph of the backing sea-wall (Victorian period) at Beacon Cove, which have 




6.3. Peaked Tor Cove 
 
  
Figure 6.3: A series of photographs 
taken at Peaked Tor Cove.  
A) Photograph of the cliff face sample 
TOR-06 (limestone). 
B) Photograph of the cliff face sample 
TOR-07 (limestone). 
C) Metal sign on the TOR-07 sampled 
cliff, showing the height at which 
attrition, by sediments (e.g. pebbles), 
can impact the cliff. 
D) The entire cliff where TOR-07 was 
sampled, as well as the location of the 
metal sign. 
E) Photograph highlighting distinctive 
lithological changes within a cliff face. A 
large fracture is clear, as well as 














Figure 6.4: A series of photographs taken from Hopes Nose, including two 
images from the EBee drone. 
A) Sample TOR-08 taken from the raised shore platform at Hopes Nose 
(Limestone). 
B) Sample TOR-09 taken from the raised shore platform at Hopes Nose 
(Limestone). 
C) eBee drone image of the modern shore platform AOI. 
D) Photograph showing the slope of the raised platform towards the sea. 












Figure 6.5: Additional images collected on the raised (interglacial) shore 
platform at Hopes Nose. 
A) The palaeo limestone cliff towards the back of the platform. 
B) Image showing the elevated cliff-platform junction (red box) at Hopes Nose. 
C) Photograph showing the extent of the palaeo-cliff and overlying solifluction 
sediments. 
D) Shallow solution pans that are scattered across the surface of the raised 
shore platform. 
E) Example of the sediments which are seen across both the raised 
(interglacial) and modern shore platforms. 
F) Example of limestone that has undergone significant solution weathering at 





7. APPENDIX 2 
 
This section outlines the basic principles behind the Agisoft Photoscan SfM 
process, as well as the multi-view photogrammetry imaging technique to 





This step identifies the 
common features within the 
images, matching them and 
then internally locates and 
refines the camera position for 
each image. 
This step also creates a 
sparse point cloud. 
Generation of point cloud  
Within this step a dense point 
cloud is created. This is based 
upon the established camera 
positions and identified 
features. 
Generation of the surface 
This step generates the 
topographic surface, such as 
a mesh or DEM. The surface 
is based on dense point 
clouds. DEMs can be 
produced in a number of 
projections, but commonly 
geographic, planar and 
cylindrical. 
After surface reconstruction 
After the surface is 
reconstructed it can be 
textured, or an orthomosaic 
can be generated. The 
orthomosaic can be projected 
on a surface of choice, such 
as a DEM.  
Figure 7.1: Basic flowchart depicting the basic process of SfM within the 




Figure 7.2: Schematic from Micheletti et al (2015), showing how the images 
were collected to construct the backing sediment orthomosaic model. 
Figure 7.3: Screenshot of 3D model obtained from the point cloud created 




8. APPENDIX 3 
 











































Table 8.1: Sea-level 
predictions for the last 10,000 
years of the Holocene. Sea-
level was modelled specifically 
to Hopes Nose using the 
SELEN ICE-6G model. 
Table 8.2: Sea-level 
predictions for the last 
interglacial period, MIS5e 
(Eemian), which dates between 
125 ka BP and 119 ka BP. 
Sea-level was modelled 
specifically to Hopes Nose 








Figure 9.1: Work plan figure outlining the ways in which the analytical 
approaches tie together, and which methodologies address which research 
questions. 
