Abstract. The purpose of this work is to carry out a systematic study of a special class of convex functions defined over the space Sn of symmetric matrices of order n×n. The functions under consideration (Φ : Sn → R ∪ {+∞}) are spectrally defined in the sense that the value Φ(A) depends only on the spectrum {λ 1 (A), . . . , λn(A)} of the matrix A ∈ Sn. Fenchel-Legendre conjugation, firstand second-order subdifferentiability, asymptotic behavior, and other concepts of convex analysis are the main ingredients of our exposition.
1. Introduction. This work deals with a special class of functions (Φ : S n → R ∪ {+∞}) defined over the space S n of n × n real symmetric matrices. Definition 1.1. Φ : S n → R ∪ {+∞} is said to be spectrally defined if there is a symmetric function f : R n → R ∪ {+∞} such that
where λ(A) := (λ 1 (A), . . . , λ n (A)) T is the vector of eigenvalues of A in nondecreasing order.
Recall that a function f over R n is said to be symmetric if f (Πx) = f (x) for all n × n permutation matrix Π. It is not difficult to prove that Φ is spectrally defined if and only if Φ is orthonormal invariant in the sense that Φ(U T AU ) = Φ(A) for all U ∈ O n , where O n denotes the set of orthonormal matrices of order n × n. The symmetric function f appearing in Definition 1.1 is necessarily unique. In fact, it is given by f (x) = Φ(diagx) for all x ∈ R n , where diag x stands for the diagonal matrix whose entries on the diagonal are the components of x. Spectrally defined functions arise in various areas of applied mathematics: optimality criteria in experimental design theory [27] , [15] , barrier functions in matrix optimization [23] , [17] , matrix updates in quasi-Newton methods [10] , [34] , potential energy densities for isotropic elastic materials [8, Section 2.3] , etc. Some standard examples are shown below. Example 1.1. Consider the function A ∈ S n → Φ(A) = log(tr e A ), where "tr" stands for the trace operator. Φ is spectrally defined in terms of the symmetric function x ∈ R n → f (x) = log(e x1 + · · · + e xn ).
Example 1.2. The largest eigenvalue function A ∈ S n → Φ(A) = λ max (A) is spectrally defined. In this case, f (x) = max{x 1 , . . . , x n } for all x ∈ R n .
Example 1.3. The function
A ∈ S n → Φ(A) = tr A −1
if A is positive definite, +∞ otherwise arises in the theory of optimal experimental design [27] . Φ is spectrally defined in terms of
x ∈ R n → f (x) = From the point of view of convex analysis, most of the interesting properties of Φ f can be derived directly from those of f . For instance, Lewis [17] recently obtained an expression for the conjugate of Φ f in terms of the conjugate of f . Lewis's formula is an elegant and powerful result that has a large number of applications. For example, it is used in [17] to express the subdifferential of Φ f in terms of the subdifferential of f . The purpose of our work is to complement Lewis's paper by deepening the analysis of spectrally defined functions. More precisely, we explore this class of functions in connection with the following concepts: Legendre-Fenchel conjugation, first-and second-order subdifferentiability, regularization, unconstrained minimization, diagonal-constrained minimization, good asymptotic behavior, recession analysis, degree of pointedness, and barrier functions.
Most of the spectrally defined functions arising in the literature are associated to symmetric functions that are proper convex lower semicontinuous. This is the case in Examples 1.1-1.3. For notational convenience, we write
For a matrix A ∈ S n , we use the standard notation
Most of our results remain valid, with obvious changes, for functions defined on the bigger linear space of Hermitian n × n complex matrices. a cumbersome task. If one uses the definition (2.1), then one has to solve a maximization problem over a space of symmetric matrices. As indicated by Lewis [17] , the computation of Φ * f can be carried out by evaluating the conjugate
The symbol ·, · refers this time to the usual inner product in the space R n . Theorem 2.1 (see [17, Theorem 2.6] ). Let f ∈ E(R n ). Then, Φ * f is spectrally defined in terms of the symmetric function f * . In short,
Proof. Our proof is different from that in [17, Theorem 2.6] . Take any B ∈ S n and write
where U is an n × n orthonormal matrix such that U T BU = diagλ (B) . Since
By choosing Q as the identity matrix, one gets (in particular)
To prove that Φ * f (B) ≤ f * (λ(B)), it suffices to combine the Young-Fenchel inequality
and the well-known trace inequality
Remark. A result somehow related to Theorem 2.1 can be found in Barbara and Crouzeix [4, Theorem 5.1]. Theorem 2.1 remains true if one drops the convexity and/or the lower semicontinuity of f .
As a way of illustrating Theorem 2.1, consider the following examples. Example 2.1. In the context of the theory of optimal experimental design, the function
is known as the E-optimality criterion [27] . This function is spectrally defined in terms of
As a matter of calculus one gets
if y 1 ≤ 0, . . . , y n ≤ 0, +∞ otherwise and, consequently,
The above expression is obtained in [15, Corollary 6.4 ] by using a rather cumbersome method.
Example 2.2. The spectral radius of a matrix A ∈ S n is the number
As an immediate consequence of Theorem 2.1 one has the following corollaries.
Corollary 2.4. If Φ is spectrally defined, then
3. Subdifferentiability. The effective domain of Φ : S n → R ∪ {+∞} is defined as the set dom Φ := {A ∈ S n : Φ(A) < +∞}.
The subdifferential at A ∈ dom Φ is by definition
When Φ is a convex function, the set ∂Φ(A) reflects the first-order behavior of Φ around A. Higher-order information on Φ can be obtained from the set
which is known as the ǫ-subdifferential of Φ at A. For ǫ > 0, the set ∂ ǫ Φ(A) is an enlargement of ∂Φ(A). In fact, one has
The following calculus rule serves to check whether or not a given matrix B ∈ S n belongs to
Proof. According to Theorem 2.1, the condition
However, this can be written in the form
To complete the proof, it suffices to observe that the term on the left-hand side of (3.2) is nonnegative.
Proof. It suffices to observe that
and
The reverse implication in Corollary 3.2 is obviously true. Thus, if A = U DU T is a polar decomposition of A, then one has
In other words, when it comes to computing the set ∂ ǫ Φ f (A), one can always assume that A is a diagonal matrix. Another important consequence of Theorem 3.1 is a result due to Lewis [17,
Proof. Set ǫ = 0 in Theorem 3.1. Also remember that
Remark. Corollary 3.3 can be used, in particular, to discuss the differentiability of Φ f (see [19] ). As mentioned in [17, Theorem 2.2], the equality λ(A), λ(B) = A, B occurs if and only if there exists an orthonormal matrix V such that
The next example shows how Corollary 3.3 works in practice. Example 3.1. Let Φ be the spectrally defined function introduced in Example 2.1. Let A ∈ S n be a positive definite matrix whose smallest eigenvalue has multiplicity p ∈ {1, . . . , n}, i.e.,
A standard calculus rule on the subdifferential of a maximum function yields here the estimate
where e 1 , . . . , e p are the p first canonical unit vectors in R n . Thus, λ(B) ∈ ∂f (λ(A)) if and only if
In view of (3.4), the condition λ(A), λ(B) = A, B takes the form
According to Corollary 3.3, conditions (3.4)-(3.5) are necessary and sufficient for B ∈ S n to be in ∂Φ(A). This is consistent with the estimate
given in [15, Corollary 6.5].
4. Unconstrained minimization. Another consequence of Theorem 2.1 is that the matrix optimization problem
is equivalent to the simpler problem
First of all, one has the following proposition.
Proof. Observe that
Also, the solutions of (4.1) and (4.2) are related to each other. Denote by
the set of ǫ-minima of the function Φ : S n → R ∪ {+∞}. For ǫ = 0, one simply has argmin Φ := {A ∈ S n : Φ(A) = inf Φ}.
In particular, Φ f admits a minimum if and only if f admits a minimum. Proof. It is immediate from Proposition 4.1.
The results of this section are evident even without Theorem 2.1. They follow from the elementary observation that, for any x ∈ R n , there exists a permutation matrix P such that P x = λ(diag x), whence f (R n ) = Φ f (S n ) for any symmetric function f . This type of problem arises in a natural way in the context of matrix optimization. An interesting application can be found in a paper by Fletcher [9] , in which Φ(A) is defined as the sum of the m largest eigenvalues of A (with 1 ≤ m ≤ n).
The following result can be seen as an extension of [9, Lemma A.3] . However, our proof is completely different.
Proposition 5.1. Let Φ be spectrally defined in terms of a given f ∈ E(R n ). Then, (a) the optimal-value function v coincides with f ;
Proof. The adjoint diag * : S n → R n of the linear mapping diag :
Thus, the infimal-value function 
By taking conjugates again, one gets
The last equality is due to the fact that f = Φ • diag is a convex lower-semicontinuous function. Hence,
This completes the proof of the proposition. Corollary 5.2. Let f ∈ E(R n ) be continuous at x ∈ dom f . Then, ∂Φ f (diagx) contains a diagonal matrix, and
Proof. Since the matrix A 0 = diagx is a solution to the convex minimization problem
it satisfies the first-order optimality condition
These conditions are derived by applying [26, Theorem 28.3 ] to the Lagrangian function
This proves that there exists a vector y ∈ R n (of Lagrange multipliers) such that diagy ∈ ∂Φ f (diagx). Formula (5.2) follows by applying Proposition 5.1 and a general rule on the subdifferential of an optimal-value function like v. Formula (5.2) can also be derived from Corollary 3.3.
6. Regularization. A standard way to regularize a function Φ : S n → R∪{+∞} is by taking its infimal-convolution
with respect to a "kernel" function G : S n → R ∪ {+∞}. The properties imposed on the kernel G depend essentially on the type of regularity for Φ2G that one wishes to achieve. As a common practice, one supposes that G is at least inf compact, in the sense that
Among the most typical examples one has the Moreau-Yosida kernel of index α > 0 (cf. [3] )
the Baire-Wijsman kernel of index α > 0 (cf. [12] , [5] )
and the rolling ball kernel of index α > 0 (cf. [31] )
It turns out that the above three kernels are spectrally defined if the matrix norm || · || is induced by the inner product. The underlying functions g 1 , g 2 , g 3 ∈ E(R n ) are, of course, immediate to identify.
The following theorem is a general result concerning the regularization of spectrally defined functions. It has been obtained independently by A. Lewis in his recent work [21] .
Theorem 6.1. Let f ∈ E(R n ). If g ∈ E(R n ) is inf-compact, then Φ g is infcompact, and the infimal-convolution Φ f 2Φ g is spectrally defined in terms of f 2g ∈ E(R n ). In short,
Proof. The inf-compacity of g allows us to write (see [16, Section 7] )
This proves that f 2g ∈ E(R n ). That Φ g is inf-compact follows from the chain of implications
Finally, by applying Theorem 2.1, one gets
This completes the proof of the theorem.
7. Good asymptotic behavior. The concept of good asymptotic behavior plays an important role in the design of algorithms for the minimization of a function whose level sets are not necessarily bounded. This concept has been introduced recently by Auslender and Crouzeix [1] .
Definition 7.1. The function Φ : S n → R ∪ {+∞} is said to have good asymptotic behavior if
More details on this notion can be found in the original work [1] ; see also Auslender, Cominetti, and Crouzeix [2] . The notation Gr ∂Φ in Definition 7.1 refers to the graph of the set-valued mapping ∂Φ : S n → S n . The purpose of this section is to prove the following result. Theorem 7.1. Φ f : S n → R ∪ {+∞} has good asymptotic behavior if and only if the function f ∈ E(R n ) does also.
Proof. Suppose that f has good asymptotic behavior. Consider any sequence
This and the condition λ(B k ) → 0 yield
Conversely, suppose Φ f has good asymptotic behavior, and let {(x k , y k )} k∈N ⊂ Gr∂f be any sequence such that y k → 0. According to Lemma A (cf. Appendix), one has
wherez ∈ R n is the vector obtained from z ∈ R n after rearranging the components in a nondecreasing order. Now, define
In this case,
According to Corollary 3.3, one obtains
Since y k → 0, one has B k → 0 and
Thus, it suffices to apply Proposition 4.1 and observe that
Most of the interesting spectrally defined functions do have good asymptotic behavior. Theorem 7.1 can be used to check that the functions mentioned in all the previous examples belong to this category.
Recession analysis.
Recall that if Φ : S n → R ∪ {+∞} is proper convex lower semicontinuous, then its recession function Φ ∞ : S n → R ∪ {+∞} is given by
where A is any matrix in dom Φ. An equivalent expression for Φ ∞ is simply (cf. [26, p. 116 
The above characterization applies also to a function defined over R n . If f belongs to E(R n ), then so does f ∞ . Moreover, we have the following theorem. Theorem 8.1. Let f ∈ E(R n ). Then the recession function of the spectrally defined function Φ f is given by
Proof. Take any D ∈ S n . Then,
. But Theorem 2.1 allows us to write
Thus,
The choice Q = U yields in particular
The proof of the reverse inequality is as follows. Let {u 1 , . . . , u n } and {q 1 , . . . , q n } be the columns of U and Q, respectively. As a matter of calculus, one has
Hence,
Since M Q is a double stochastic matrix for all Q ∈ O n and every such matrix can be written as a convex combination of permutation matrices [7] , one obtains
where
is the collection of all permutation matrices of order n × n. But, for all y ∈ dom f * and ℓ ∈ {1, . . . , m}, one has
This yields the reverse inequality (
Remark. If dom f intersects {ke : k ∈ R}, with e = (1, . . . , 1) T , then the proof of Theorem 8.1 becomes much shorter. Indeed, dom Φ f contains a multiple kI n of the identity matrix I n , and
The next example serves to illustrate the use of Theorem 8.1. Example 8.1. The function A ∈ S n → Φ(A) = tr e A is spectrally defined in terms of x ∈ R n → f (x) = e x1 + · · · + e xn . Since
9. Barrier functions. Consider the problem of minimizing a function ν : S n → R ∪ {+∞} over some closed set P ⊂ S n . Since ν is allowed to have the value +∞, the minimization problem Minimize {ν(A) : A ∈ P } (9.1) includes implicitly the constraint A ∈ dom ν. Suppose this constraint is easy to handle, so that the main computational difficulty lies in the treatment of the constraint A ∈ P .
The barrier method for problem (9.1) consists of solving the "unconstrained" programs
where {c k } k∈N is a sequence of positive numbers decreasing to zero, and Φ : S n → R ∪ {+∞} is a barrier function for the set P . The precise meaning of this concept is as follows. Definition 9.1. Let P ⊂ S n be a closed set whose interior int P is nonempty. Let the boundary of P be denoted by bd P . Φ : S n → R ∪ {+∞} is said to be a barrier function for P if
A question of practical interest asks how we should construct barrier functions for different types of sets in S n . In connection with this question, one has the following result.
Theorem 9.1. Suppose K ⊂ R n is a closed set whose interior intersects the cone {x ∈ R n : x 1 ≤ · · · ≤ x n }. Let the set P := {A ∈ S n : λ(A) ∈ K} be such that
Under these assumptions, if f ∈ E(R n ) is a barrier function for K, then Φ f is a barrier function for P .
Proof. Hypothesis (9.2) is equivalent to the condition int P = {A ∈ S n : λ(A) ∈ int K}.
Since int K ⊂ dom f , it follows that int P ⊂ dom Φ f . To check condition (ii) in Definition 9.1, take any
Since f is a barrier function for K, it follows that
This shows that Φ f is a barrier function for P .
Remark. Theorem 9.1 is reminiscent of a somehow related result by Barbara and Crouzeix [4, Theorem 10.1] . However, we work with a different concept of barrier function.
Example 9.1. A typical barrier function which fits into the framework of Theorem 9.1 is
This corresponds to the case K = R n + , P = {A ∈ S n : A ≥ 0}, and
10. Degree of pointedness. It is known that if Φ : S n → R∪{+∞} is a proper convex lower-semicontinuous function, then
is a closed convex cone in the space S n × R. The set
is the largest subspace of S n × R which is contained in epi Φ ∞ . Following the author's previous work [32] , we refer to the number
as the degree of pointedness of Φ. If p[Φ] = dim S n , then Φ is said to be pointed. According to this definition, Φ is pointed if and only if epi Φ ∞ is a pointed cone. This particular case has been considered by Benoist and Hiriart-Urruty [6, Definition 2.3]. For a function f defined over the Euclidean space R n , one has, of course,
A detailed discussion on the concept of pointedness can be found in [32] . The theorem recorded below deals with the degree of pointedness of a spectrally defined function. The dimension of a nonempty convex set is defined as the dimension of its affine hull (cf. [26, p. 12] ). Theorem 10.1. Let f ∈ E(R n ) and denote by
its lineality space [26, p. 70] . Then, the degree of pointedness of Φ f admits the following two characterizations:
In particular, Φ f is pointed if and only if f is pointed. Proof. As mentioned in [32] , the space ℓ(epi(Φ f ) ∞ ) has the same dimension as
But, according to Theorem 8.1, one can write
By taking into account the symmetry of f ∞ , one gets, finally,
This proves the first characterization that has been given for the number p[Φ f ]. The second formula follows from Theorem 2.1 and the fact that (see [32, Theorem 1] )
Finally, the spectrally defined function Φ f is pointed if and only if lin Φ f is a zerodimensional space in S n , i.e.,
However, the above equality amounts to saying that lin f = {0} ⊂ R n ; i.e., f is pointed.
Example 10.1. The variance of the matrix A ∈ S n is the number
where · is the norm associated to the inner product ·, · . Φ is spectrally defined in terms of This number is obtained also as the dimension of dom Φ * = {B ∈ S n : λ(B) ∈ dom f * } = {B ∈ S n : tr B = 0}.
11. Second-order subdifferentiability. Second-order information on the behavior of the proper convex lower-semicontinuous function Φ : S n → R ∪ {+∞} is captured by the second-order subdifferential mapping ∂ 2 Φ : S n × S n → S n . Following our previous work [30] , we denote by If Φ is spectrally defined in terms of f ∈ E(R n ), then it is possible to obtain estimates for ∂ 2 Φ and ∂ 2 Φ in terms of ∂ 2 f and ∂ 2 f , respectively. The next theorem is a result in that direction.
Recall that each eigenvalue function A ∈ S n → λ i (A) is directionally differentiable. Formulas for computing the directional derivative H ∈ S n → λ T does not constitute a major difficulty. Theorem 11.1. Let f ∈ E(R n ) and B ∈ ∂Φ f (A). Then ∂ 2 Φ f (A, B) ⊂ {C ∈ S n : λ ′ (B; C) ∈ ∂ 2 f (λ(A), λ(B))}.
