We present BV CCD and APM photometry, accurate astrometry and 1859 radial velocities for 1318 stars within 36 0 of the Galactic globular cluster NGC 3201. The eld and cluster populations separate unambiguously in two distinct samples since the systemic radial velocity of NGC 3201 is 494.2 km s ?1 . After removal of the 19 known NGC 3201 photometric variables in our sample, we have a database of 930 radial velocities for 420 member giants (276 of which have multiple velocity measurements) with which to identify spectroscopic binaries on the basis of radial velocity variations. The mean time span of the observations is 1.7 years, with coverage up to about 6 years for our best-studied stars. Monte Carlo simulations of the observed velocity variations have provided upper limits to the cluster binary fraction (for binaries with 0.1 P 5 { 10 years and mass ratios in the range 0.1 { 1) of 0.06 { 0.10 (circular orbits) and 0.15 { 0.18 (eccentric orbits). These results suggest an incidence of binarism for NGC 3201 consistent with the corresponding incidence among nearby solar-type stars having similar periods and mass ratios (0.04 { 0.08) and that for a small sample of other globular clusters (0.05 { 0.12) studied by Hut et al: (1992) .
INTRODUCTION
The importance of binaries in globular clusters is well known. Early numerical investigations into the dynamical evolution of globular clusters demonstrated the capability of a population of primordial binaries to postpone the onset of core-collapse (Spitzer and Mathieu 1980) and signi cantly in uence the post-core-collapse evolution (Hills 1975 ) | ndings which have been con rmed by a large number of subsequent studies (e:g: Goodman and Hut 1989 , Gao et al: 1991 , Drukier et al: 1992 , Heggie and Aarseth 1992 . Indeed, the recent Fokker-Planck simulations of Drukier et al: (1992) suggest that a population of primordial binaries must be included to simultaneously reproduce the star-count mass functions and surface density pro les of M71. Over the years, a considerable amount of evidence for the presence of close binary systems in globular clusters has been amassed. For instance, the two novae (Sawyer-Hogg 1973) , 12 bright X-ray sources (see Hut et al: 1992 and references therein) and numerous \recycled" radio pulsars (Phinney 1992) observed in globular clusters are most easily explained in terms of binary systems containing a degenerate star. Merged binaries (Mateo et al: 1990) and single-binary/binary-binary collisions (Leonard and Fahlman 1991) are likely explanations for at least some of the blue stragglers observed in many clusters (Fusi Pecci et al: 1992) . While such compact systems may or may not be primordial in nature (see McMillan 1991) , there is mounting evidence (e:g: Pryor et al: 1989 , Hut et al: 1992 that, in many clusters, such close binaries may be augmented by signi cant populations of wider systems having periods > 1 year which were almost certainly formed at the same times as the clusters themselves.
Until about a dozen years ago, however, there existed no direct empirical evidence for even one such binary in a globular cluster | a state of a airs due not to lack of initiative but, rather, to the di cult nature of the problem. Searches for visual binaries in globular clusters are futile, of course, since those systems wide enough to be resolved in even the nearest globular clusters would have been disrupted by stellar encounters long ago. Similarly, attempts to detect eclipsing binaries were foiled until it became possible to photometrically monitor large numbers of main sequence stars and a handful of eclipsing binaries were at last discovered (Niss et al: 1978, Irwin and Trimble 1984) although crowding remains a problem. For these reasons, the most straightforward means of directly measuring the frequency of globular cluster binaries remains comprehensive searches for radial velocity variations in individual globular cluster stars. The required velocity precision ( 1 km s ?1 ) and relative faintness of even the most luminous cluster red giants in the nearest globular clusters prohibited such surveys until Gunn and Gri n (1979) used the cross-correlation radial-velocity spectrometer on the Hale 5.0m telescope to accumulate multiple observations for 33 red giants in M3. They found no evidence for even a single binary system in their sample and concluded that globular clusters are de cient, compared to Pop I eld stars, in binaries with mean separations less than 10 AU. It was later pointed out by Harris and McClure (1983) that due to severe observational and evolutionary selection e ects, the M3 observations were, in fact, still consistent with a binary frequency equal to that of the Pop I eld.
Subsequent e orts to constrain the globular cluster binary frequency (Pryor et al: 1988 , Pryor et al: 1989 based on radial velocity variations of individual cluster stars have explicitly attempted to account for such selection e ects via comparisons to Monte Carlo simulations which have two free parameters | the main sequence binary frequency and the minimum binary separation which avoids mass transfer. These simulations indicate that, in general, only a few percent of the surveyed stars are expected to show velocity variations of 10 km s ?1 or more. Given this low discovery e ciency, multiple measurements for huge numbers of stars are required to meaningfully constrain the globular cluster binary frequency. With the advent of high-resolution multi-object spectrographs on 4.0m-class telescopes, accurate velocities for hundreds of stars can now be accumulated in just a few nights. In this paper, we present the results of a search for spectroscopic binaries in the globular cluster NGC 3201 based on 930 radial velocities for 420 cluster giants collected primarily with ARGUS, the multi-object spectrograph on the CTIO 4.0 telescope. Detailed Monte Carlo simulations suggest upper limits to the NGC 3201 binary frequency of 15 { 18 percent (thermal distribution of eccentricities) and 6 { 10 percent (circular orbits) | consistent with the ndings of Hut et al: (1992) for a handful of other Galactic globular clusters.
OBSERVATIONS AND REDUCTIONS
The data discussed here were obtained during a number of di erent observing runs using a variety of instruments on telescopes at both CTIO and Las Campanas. We have listed each run (i:e:, dates, telescopes, instrumentation and abbreviation) in Table 1 . This program, begun separately by two subsets of the present authors, was intended by both groups to be used in a dynamical study of NGC 3201 based on accurate radial velocities of individual cluster red giants (Côt e et al: 1993b and Da Costa et al: 1993) . It was eventually decided that combining the two data sets, which have a substantial number of program objects in common and, in some cases, span a period of more than six years, would provide a superb opportunity to study spectroscopic binaries in this cluster.
The rst group (GSD, PT and PS) acquired 129 spectra for 92 member giants during two successive seasons (3 nights in April 1987 and 4 nights in March 1988) with the Cassegrain echelle spectrograph of the 4.0m telescope at CTIO. The 31.6 g/mm echelle grating was used in conjunction with the red air Schmidt camera, the 385 576 GEC CCD (pixel size = 22 m) and a 200 m (1.3 00 ) slit. The resulting scale and resolution were 8.9 km s ?1 pixel ?1 and 0.6 A , respectively. Initially, all stars on or near the giant branch of Lee (1977) having V < 14 were observed | fainter stars at projected distances larger than 3 0 were eventually included to improve the statistics. Exposure times were chosen to give comparable S=N for each program object and ranged from about 100 { 1200 seconds. Spectra for a number of bright K-giant radial velocity standards were also taken for calibration purposes. The individual spectra were wavelength-calibrated using standard IRAF 3 tasks under the precepts which have been outlined elsewhere (see Da Costa and Seitzer 1989) .
Three spectral orders, covering the wavelength range 8450 { 8850 A were selected for use in the cross-correlation procedure because of the presence of relatively strong stellar lines (such as the Ca II triplet lines at 8498, 8542, and 8662 A , Fe I lines at 8689 A and 8823 A , and the Mg I line at 8807 A ) and the relative freedom from contamination by telluric absorption lines. In all cases, these orders were cross-correlated with the equivalent three orders for a number of radial velocity standards and the results for the individual orders averaged. The individual velocity uncertainties were determined from 62 repeat measurements of 25 program stars. Since all spectra were chosen to have very similar S=N, the mean error of 1.1 0.2 km s ?1 has been adopted for each radial velocity.
The second group (PC, DLW, PF, MJI) acquired 1730 useful spectra for 1316 stars in the direction of NGC 3201 over a series of recent observing runs, as summarized in Table  1 . First, a total of 267 spectra for 189 stars were obtained using echelle spectrograph and 2D-Frutti detectors on the CTIO 4.0m telescope on January 19 { 20 1991 and the Las Campanas 2.5m telescope on January 30 { February 1 1991 and February 14 { 21 1991. Frequent Th-Ar comparison lamp spectra, radial velocity standard star spectra (33 Sex, HD23214, HD130997) and spectra of the twilight/dawn sky were obtained each night for calibration purposes. A total of four spectral orders spanning the range 5120 { 5460 A were cross-correlated and converted to heliocentric velocities with the RVXCOR and RVCORRECT tasks in IRAF. Multiple observations suggest that the CTIO and Las Campanas velocities are good to about 1.7 km s ?1 and 1.3 km s ?1 , respectively. All of the 189 stars targeted during these runs are less than about 5 0 from the cluster center so that only nine nonmembers were observed. (The systemic velocity of NGC 3201 is 494.2 km s ?1 (Côt e et al: 1993b) , so that the identi cation of eld stars, as is apparent from Figure 1 , is entirely unambiguous.) The reduction of these spectra to radial velocities was accomplished via procedures described in a series of earlier papers , Fischer et al: 1992 and will not be repeated here. The reader is referred to the above references for a more thorough description of these reductions.
The bulk of the data presented here were obtained during two observing runs (February 15 { 16 1992 and March 15 { 16 1992) with ARGUS, the bench-mounted, ber-fed, multi-object spectrograph on the CTIO 4.0m telescope. Since ARGUS has been described elsewhere (Ingerson 1988 ) only a short summary will be given here. Brie y, this instrument uses a series of independent, computer-controlled positioners to move 24 optical ber pairs (one ber each for the object and adjacent sky) anywhere in a at 50 0 prime focus eld. The 100 m (1.86 00 ) bers carry light from the prime focus cage to a bench-mounted spectrograph located near the base of the 4.0m dome in a thermally and mechanically isolated environment. For both observing runs, we used a Reticon 400 1240 CCD (27 m pixels) and an echelle grating with bandpass lter ( 0 = 5186 A, 0 = 379 A ) to select and record a single spectral order (containing the Mg I triplet lines at 5167, 5173 and 5184 A) for each of the 24 program stars. (During the second of these two runs, the CCD was binned to 200 1240 to improve the S=N.) Th-Ar comparison lamp spectra were obtained at the beginning, middle and end of each observing night. In addition, high S=N (100 { 150) spectra for both the twilight/dawn sky and a number of IAU radial velocity standard stars (HD66141, HD92588, HD108903, HD107328) were also collected each night. Object exposure times were typically 900s. After the images were trimmed and corrected for overscan and bias, the 24 object spectra were identi ed, traced (RMS trace error being typically 0.015 pixels) and extracted using the APSUM task in the IRAF package ARGUS in NEWIMRED. Once the spectra were corrected for cosmic rays and continuum-subtracted using the CONTINUUM task, the extracted spectra were divided by an identically extracted (and normalized) quartz lamp at-eld to remove pixel-to-pixel variations. Individual lines in a single Th-Ar lamp spectrum were then IDENTIFIED and other comparison lamp spectra from the same night were REIDENTIFIED using this spectrum as a reference. Typically, 14 { 16 features were identi ed in each of 24 apertures with an RMS error in the dispersion-solution of 0.01 A . The object spectra were then dispersion-corrected with the MSDISPCOR task in the range 5090 A { 5260 A and cross-correlated using the FXCOR task in the new RV0 package. A ramp lter (cutting on at 5 wavenumbers, reaching full value at 10, beginning to cut o at 256 and reaching zero at 512) was used in all cases to lter both the object and template spectra. Cross-correlation tests were performed using a variety of template spectra in order to isolate the optimum template | it was eventually decided that high S=N ( 130) sky exposures acquired on the same night as the program spectra produced the best results. Finally, during an observing run with the 2.5m DuPont telescope and the photon-counting echelle spectrograph on 27 November 1992 and 1 December 1992, we re-observed 13 of our best binary candidates. The instrumental con guration during this run was identical to the previous Las Campanas runs and the spectra were reduced in a completely analogous fashion.
Since the principal objective of the two ARGUS runs was to measure the NGC 3201 velocity-dispersion pro le out to near the cluster tidal radius and since ARGUS requires precise astrometry for all program objects, absolute positions accurate to 1 00 for thousands of stars within about 36 0 of the cluster center (the cluster tidal radius according to Webbink 1985) were determined using the HST Guide Star Catalog and a combination of: (1) a mosaic of BV 1024 2 TEK2 CCD images (extending out to roughly 12 0 from the cluster core) obtained on January 1 1991 with the Las Campanas 1.0m Swope telescope and (2) B j and R UK-Schmidt plates scanned with the APM facility in Cambridge to produce a pair of 140 Mbyte (8192 8192) images centered on NGC 3201. In order to optimize our chances of selecting cluster members, we only targeted stars on or near the NGC 3201 red giant branch. The speci c photometric selection criteria were V < 16:5 and (B ? V ) > 0:9 for the CCD data and B j < 16:0 and 1:2 < (B j ? R) < 2:2 for the APM scans. Figure 2 shows the color-magnitude diagram determined from these APM scans | stars contained within the boxed region (the approximate position of the NGC 3201 RGB) and located less than 36 0 from the cluster core were deemed suitable for observation with ARGUS. In addition, a small number of BHB stars were also observed since every star known from a previous observing run to be a cluster member was targeted for study with ARGUS. All of our CCD images were reduced with DoPHOT (Mateo and Schechter 1987) and calibrated with nine unsaturated NGC 3201 photoelectric standard stars taken from the lists of Alcaino and Liller (1984) and Lee (1977) . A comparison between the CCD photometry of Brewer et al: (1993) for uncrowded stars in the central regions of NGC 3201 which are common to both studies shows excellent agreement in V and a slight (but systematic) di erence in (B ? V ) in the sense that our inferred colors are 0.04 mag redder than those of Brewer et al: (1993) . Finally, the APM photometry has been transformed to the BV system by adopting the color equations presented in Irwin et al: (1990) . Although the photographic data are severely incomplete in the inner regions of the cluster, there is a some overlap between the APM and CCD data in the range 10 0 < R < 15 0 | for those stars where data is in hand from both sources, we have adopted the CCD photometry and astrometry.
THE RADIAL VELOCITIES
We present photometry, astrometry and 1859 radial velocities for all 1318 program stars within 36 0 of the NGC 3201 core in Tables 2 { 4. Speci cally, Table 2 lists the 40 radial velocities measured for the 19 NGC 3201 stars in our survey which were previously known to be photometric variables. The columns record, from left to right, the star's identi cation number, right ascension, declination, the heliocentric Julian date of the observation, the heliocentric radial velocity and its corresponding uncertainty (both in km s ?1 ), the period of variability (taken from Fourcade and Laborde 1966 or Sawyer-Hogg 1973) , the source of the velocity (see column four of Table 1 ) and the variable designation of Sawyer-Hogg (1973) . Table 3 records the 930 radial velocities for the remaining 420 NGC 3201 giants. In order, the columns record the star's identi cation number, right ascension, declination, projected distance from the cluster center (adopting the NGC 3201 center found by Shawl and White 1986) , the heliocentric Julian date of the observation, the heliocentric radial velocity, the associated velocity uncertainty, the total number of observations, the weighted mean radial velocity and its corresponding uncertainty, the chi-square for the observations and the probability of obtaining a chi-square at least this large purely as a consequence of measurement error. The nal four columns give the star's V magnitude, (B ? V ) color, the source of the photometry (either APM or CCD) and origin of the spectroscopy. A detailed analysis of the cluster dynamics based on the data given in Table 3 will be presented in an accompanying paper (Côt e et al: 1993b) . Finally, the 889 velocities for the 879 eld stars measured during this program are recorded in Table 4 , which gives, from left to right, the star's identi cation number, right ascension, declination, projected distance from the cluster center, heliocentric Julian date, heliocentric radial velocity and its uncertainty, V magnitude, (B ? V ) color, source of the photometry (once again, APM or CCD) and spectroscopy. We have already announced the discovery of an extended moving group in this eld star sample (Côt e 1993a) and a detailed analysis of the eld star kinematics within the framework of the Institute for Advanced Study Galaxy model is underway and will be reported in the near future (Côt e 1993c).
Of course, when combining velocities accumulated over the course of several years, using a variety of telescopes, spectrographs and detectors, one must be careful to properly account for zeropoint di erences in the velocity scales. By comparing stars from each observing run which were also observed during the January/February 1991 Las Campanas observing run, where we feel the velocity zeropoint is most secure, we have determined mean residuals (in the sense, v?v LC ) of 0.0 and 0.1 km s ?1 for the A1 and C2 runs (abbreviations from Table 1 ). The corresponding o sets between the A2 and C1 runs were somewhat larger (0.9 and {1.4 km s ?1 ). In all cases, the computed shift was uniformly applied to each of the separate data sets in order to bring them onto an identical scale. No correction was applied to the November/December 1992 observing run at Las Campanas since only a small number of suspected radial velocity variables were observed. Observations of the local radial velocity standard #226 suggests good agreement with previous runs.
An important rst step in attempting to identify candidate binaries on the basis of variations in their observed radial velocities is to determine realistic estimates of the velocity uncertainties. The errors in the individual velocities for the C1 observing runs were determined by 62 repeat measurements of 25 stars which were entirely typical of the complete set of program objects. Exposure times were adjusted during observation to ensure that all spectra had roughly equal S=N so that the average uncertainty of 1.1 km s ?1 has been adopted for every velocity obtained during 1987 and 1988. Similarly, repeat measurements for several dozen giants during the January and February 1991 observing runs at Las Campanas indicated that the velocity uncertainties determined by the RVXCOR task in IRAF are representative of the actual measurement errors, as demonstrated by previous work with the Las Campanas photon-counting echelle spectrograph (see Welch et al: 1991) . For the two ARGUS runs, repeat measurements during the same night were unavailable so velocities for those stars known from previous runs to show no obvious velocity variation were compared to the earlier results. It was found that the velocity errors returned from the FXCOR task in the new RV0 package of IRAF tended to overestimate the true uncertainties by roughly a factor of two and were therefore scaled appropriately. In the end, we have a sample of 276 cluster members with repeat measurements (a total of 786 velocities). This sample has a total number of degrees of freedom of 510 with a 2 of 1150.4 | much larger than expected. However, if we reject the 11 stars with the largest 2 , the total 2 for the remaining stars drops to 514.9 for 480 degrees of freedom. Since these 11 stars almost certainly re ect the presence of companions and/or atmospheric pulsation (Mayor et al: 1984, Gunn and Gri n 1979) and/or possible misidenti cation, we believe that our adopted errors accurately represent the true uncertainties. (Of course, a 2 514.9 is expected only 13 percent of the time, however, an inspection of the histogram of P(< 2 ) values shows the histogram to be at with a peak near zero probability). For those stars with repeat measurements, the time baseline ranges from 0.1 { 6.2 years, with an average of about 1.7 years. Note that the (lone) previous radial velocity study of individual NGC 3201 members is that of Kinman (1959) who gives eight radial velocities for three luminous giants, but since his measurements have a mean uncertainty of 6 km s ?1 , they were not included in the following analysis.
THE BINARY CANDIDATES
In this section, we discuss in detail the observations of the stars in Table 3 which show some evidence for variability and which are not thought to be photometric variables (see Table 2 ). As a caveat, we point out that during the rst of our two runs with ARGUS, the ability to position individual bers to within 1 00 was slightly compromised by problems with the corrector lens. As a result, bers were occasionally positioned several arcseconds from the desired location | every ber had to be checked with the ARGUS periscope and sometimes re-positioned manually. Inevitably, some stars have been misidenti ed. In Tables 3 and 4 , an asterisk ags the ten stars which were measured during one of the ARGUS runs to be a velocity member of NGC 3201, but found to belong to the eld population during the other ARGUS run. Although it is highly likely that at least one of the tabulated velocities corresponds to the intended object (the periscope eld of view usually contained only a very small number of stars brighter than V = 16:5), it is unclear which observation that is. Since the number of eld and cluster velocities in our sample are roughly equal, we expect a similar number of (undetected) misidenti cations in the Table 3 . The discussion below of the 21 stars (see Figure 4 ) in our sample which show some signature of binarity is summarized in Table 5 , which includes a subjective ranking of their probability of being binaries based on the following considerations. #60 Four observations spanning more than four years are available for this star.
Two observations taken on successive nights in March 1988 show good agreement at 498.0 and 497.7 km s ?1 . A single observation made with ARGUS in March 1992 yielded a radial velocity of 506.3 km s ?1 , di ering by more than 8 km s ?1 from the 1987 observations. Follow up observations in November 1992 yielded a velocity of 489.9 km s ?1 , con rming the velocity variability. In all cases, the velocity seems well-determined for this intermediatebrightness red giant. We therefore consider C60 one of our best candidates for binarity.
#98
The original two radial velocities for this star, separated by about a month, di er by more than 10 km s ?1 . The velocity observed in November 1992 is, however, completely consistent with the March 1992 measurement suggesting the possibility that the star may have been misidenti ed during the February 1992 run.
#121
Although this star has a rather large 2 and shows a velocity range of more than 4 km s ?1 , it is one of the most luminous stars in our sample at V = 11:75, so that the observed variation may be due to atmospheric motions. #128 Although the two ARGUS measurements disagree by more than 15 km s ?1 , follow-up observations in November 1992 suggest that the star was probably misidenti ed during the rst ARGUS run.
#130 Over the course of one month, the radial velocity of this star was observed to vary by almost 7 km s ?1 . It must therefore be considered a candidate for binarity and warrants further monitoring. #139 Four observations for this star show a range of 11 km s ?1 . However, the velocities are not particularly well determined (it is a Horizontal Branch star with (B ?V ) = 0.75), so that the variability may not be due to a companion. #162 Although only two velocities are in hand, the observed discrepancy of more than 5 km s ?1 over a one-month period suggests that further study of this faint RGB star is in order.
#184
Although the large discrepancy between the two measured velocities suggests the presence of a companion, this star is located in a very crowded eld. We suspect that the nearby RR Lyrae V22 (Sawyer-Hogg 1973) may have been mistakenly observed during the second ARGUS run.
#188 Although this star is determined to have a rather large 2 (24.90 for 5 degrees of freedom), it is among the most luminous stars in our sample, so we suspect that the variation of 4 km s ?1 may be due to atmospheric motions. (and from each other by 46 km s ?1 )! The individual spectra and cross-correlations for this star were visually inspected for obvious problems although none were apparent. Of course, a velocity variation of 46 km s ?1 over one night argues strongly against this star being a binary | perhaps it is photometric variable, however, if this is the case, it is extremely di cult to understand why the last three velocities are in such good agreement (and within 1 of the cluster mean). The most likely explanation is that the nearby RR Lyrae V77 (Sawyer-Hogg 1973), was mistakenly observed during the 1991 Las Campanas run. #258 Only two measurements separated by one month are available, but the observed discrepancy of almost 6 km s ?1 indicates that this star merits further study.
#293
Of the ve velocities which are in hand for this star, four are in excellent agreement at 494.3 km s ?1 . One observation, taken at CTIO with the 2D{Frutti, is about 7 km s ?1 lower. Since this velocity has a rather large uncertainty of 3.99 km s ?1 , we do not consider the di erence signi cant.
#299 Like C98 and C128, the rst two radial velocity measurements of this star disagree by nearly 14 km s ?1 , whereas the follow-up measurement in November 1992 shows good agreement with the March 1992 velocity, suggesting that the star may have been misidenti ed during the February 1992 ARGUS run (although inspection of Figure 5a shows that this star is not in a particularly crowded eld).
#307 Despite the fact that one of the four available velocities disagrees with the other measurements by about 11 km s ?1 , the velocity uncertainties are very high since (B ? V ) 0 = 0:39 for this star. C309 is therefore unlikely to be a spectroscopic binary.
#337
Once again, this star shows a disagreement between the two ARGUS velocities of more than 5 km s ?1 . Additional velocities would help establish if the velocity variability is due to a companion. #339 Since three of the four radial velocities of this star show good agreement at 498.5 km s ?1 , we consider this star an unlikely candidate for binarity.
#345
The four velocities of this moderately faint RGB star span four years and show sizable scatter between 492.0 and 498.7 km s ?1 . We therefore consider it one of our most promising binary candidates.
#377
The only two velocities of this star show a discrepancy of more than 5 km s ?1 .
However, the velocities have uncertainties of 2.2 km s ?1 , so that the di erence may not be signi cant. Figure 5b suggests that such a misidenti cation is unlikely). The last two measurements show good agreement with each other but poor agreement with the February 1992 velocity.
#399 Misidenti cation during the rst ARGUS run may explain the observed radial velocities of the this star (although
We therefore have two good candidates (60, 345), 13 fair candidates (98, 128, 130, 162, 184, 193, 217, 258, 299, 337, 339, 377, 399) and six stars (121, 139, 188, 220, 293, 307 ) that are probably not NGC 3201 binaries. Finder charts for the 21 stars are given in Figure 5 .
MODELING THE BINARY POPULATION
As pointed out by Pryor et al: (1989) , the task of extracting a binary frequency from a set of radial velocities is an exceedingly di cult one since the likelihood of detecting a binary depends both on the number and spacing of the observations and on a wide assortment of unknown parameters including the orbital period, the mass of the secondary, longitude and time of periastron passage, eccentricity and inclination. Given the complexity of the problem, the only recourse for estimating the binary frequency is to compare the actual database with a large number of simulated data sets. The procedure used to generate such simulations has been discussed extensively by Pryor et al. (1988) , who used a two-parameter family of models | x b , the binary fraction and r min , the minimum orbital separation which avoids mass transfer | to constrain x b for M3. In his section of the Hut et al: (1992) review on binaries in globular clusters, Pryor later pointed out that such models can be improved if an estimate of the radius for each program star is available, say, from infrared photometry and narrow-band spectrophotometry or from theoretical models. The family of models discussed by Pryor et al: (1988) then is parameterized by x b alone. Our simulations have been developed along these lines and are described in detail below.
The rst step in generating a simulated data set is to assign a radius to each star in the sample, based on its position in the CMD. To do this, we have used the RGB models of Bergbusch and VandenBerg (1992) and the HB models of Dorman (1992) . The majority of our objects are RGB stars (with a much smaller number of AGB stars) so a radius has been computed using the Fe/H] = {1.26, O/Fe] = +0.55 and T = 15 Gyr isochrone of Bergbusch and VandenBerg (1992) . In Figure 6 we show the dependence of stellar radius on absolute magnitude (determined assuming (m ? M v ) = 14.2 and E(B ? V ) = 0:21 found by Brewer et al: 1993) Dorman (1992) , who tabulates stellar radius as a function of (B?V ), to assign an appropriate radius to each HB star. Note that our adopted reddening is somewhat lower than the value of E(B ? V ) = 0:28 found by Da Costa et al: (1981) .
However, the uncertainties in the computed radii are signi cant only for the coolest red giants (which comprise a small fraction of the sample). Our results are therefore una ected by this uncertainty in E(B ? V ). The next step in the procedure is to randomly assign binary (or single) status to each object in our simulated data set | the likelihood of chosing a given star to be binary depends, of course, on x b . If the star is determined to be single, then the appropriate number of velocities are generated, each including the e ects of an observational error which is estimated from the actual uncertainties of the corresponding program object. On the other hand, if the star is assigned binary status, an orbital period and mass ratio are randomly chosen from relatively small bins of log P and log q where q = M 2 =M 1 . In all cases, we assume a primary mass of 0:8M (the main sequence turno mass according to the isochrone of Bergbusch and VandenBerg 1992) . This procedure of simulating observations in small bins of period and mass ratio is distinct from the method of Pryor et al: (1988) who quoted a binary frequency based on simulations over much wider ranges (e:g: a few days { 100 years). Because the observations are generally sensitive to a restricted window of log P and log q, quoting a binary frequency in small bins of period and mass ratio allows a more straightforward comparison to studies of binaries in eld star samples (Abt 1979 , Abt and Levy 1976 , Duquennoy and Mayor 1991 .
Following Pryor et al: (1988) , simulations are carried out for two separate cases: circular orbits and eccentricities randomly chosen according to the thermal distribution, f(e) = 2e, of Heggie (1975) . (Tidal encounters among stars are expected to give rise to such a distribution.) After an orbital eccentricity has been adopted, the remaining orbital elements (the longitude and time of periastron passage and the inclination of the orbital plane to the line of sight) are randomly assigned. In order to incorporate the e ects of mass transfer in the models, we then check that the periastron distance of the binary is larger than (see Pryor et al: 1988) a crit = R=h(q)
where R is the computed radius of the giant and h(q) is a slowly-varying function which ranges from 0.38 to 0.59 as q goes from 1 to 1/12. If the periastron distance is smaller than a crit then the binary is assumed to have been removed from the sample by mass transfer (see Pryor et al: 1988 for a complete discussion of the selection e ects introduced by the primary over lling its Roche lobe) and we repeat the entire procedure. If the periastron distance is acceptably large, then a series of mock velocities for the binary are generated using the actual data to determine the spacing of the simulations. Once again, a realistic amount of observational noise, as determined from the real data, is included. We proceed in this fashion until a complete data set | 930 simulated radial velocities for 420 stars | has been produced. Once 1000 simulated data sets have been generated for a grid of binary fractions (x b = 0. 00, 0.04, 0.08, 0.12, 0.16, 0.20, 0.24, 0.28, 0.32, 0.36 and 0.40) in each bin of log P and log q they are compared to the actual radial velocities with the aid of two statistical tests. First, the mean number of velocity di erences greater than some limiting value observed in 1000 simulated data sets for a given x b is compared to the actual number of such variations in the real data. Since pulsations in the atmospheres of red giants are known to rarely exceed 8 km s ?1 (Gunn and Gri n 1979 , Mayor et al: 1984 , Pryor et al: 1988 , a suitable choice for this velocity di erence might be 8 or 10 km s ?1 (Hut et al: 1992) . For both the real and simulated data we have computed the total number of velocity di erences greater than both 8 and 10 km s ?1 (28 and 23 such di erences are observed in the actual data set, possible misidenti cations included). The results of these simulations are summarized in Table 6 . If the mean number of velocity di erences greater than 8 or 10 km s ?1 for 1000 simulated data sets exceeded the observed number of di erences, then the model was deemed unacceptable. A second method of comparing the simulations to the real observations is to use a Kolmogorov-Smirnov (K-S) test to compare the cumulative distributions of maximum velocity di erences for the real data to the mean distribution determined from 100 simulated data sets. As noted by Pryor et al: (1988) , it is crucial to plot only one velocity di erence per star in order to ensure that the di erences are independent and the K-S test is applicable. For both the real and simulated data, we used the maximum di erence between the last observation and all previous measurements. A summary of the comparison of the real and simulated data using this method is given in Table 7 .
DISCUSSION
As mentioned above, a grid of models corresponding to di erent binary fractions were generated for various bins of log P and log q. Since a given data set be will sensitive only to binaries having periods and mass ratios within a certain range, some care must be exercised to ensure that representative values for these parameters are used in the generation of the models. We have carried out simulations for four distinct combinations of these orbital parameters: (1) 0:1 log P 1:0 and ?1:0 log q 0:0 (2) 0:1 log P 1:0 and ?0:5 log q 0:0 (3) 0:1 log P 0:7 and ?1:0 log q 0:0 and (4) 0:1 log P 0:7 and ?0:5 log q 0:0. In all cases, P is in years. In Figure 7 we present discovery e ciencies (based on 1000 simulated data sets) for binaries in these ranges of log P and having ?1:0 log q 0:0 for the data given in Table 3 (the corresponding plots for ?0:5 log q 0:0 are very similar). With a maximum timespan of more than 6 years and a median velocity precision of 1 km s ?1 , our data should be able to detect binaries within these intervals.
In Table 6 we present the total number of velocity variations greater than both 8 and 10 km s ?1 expected on the basis of our Monte Carlo simulations. For each range of log P and log q, and for an adopted distribution of orbital eccentricities, we report the number of such di erences for a variety of binary fractions. These results should be compared to the actual data set where 28 and 23 variations greater than 8 and 10 km s ?1 , respectively, were observed. The nal row in this table gives the value of the binary fraction determined by interpolating the predicted number of such variations to the above values. Of course, since the models do not include the e ects of atmospheric motions nor do they account for possible misidenti cations, the binary fraction deduced in this way is best viewed as an upper limit to the actual binary fraction. The binary fractions determined via this procedure appear very stable | x b < 0:07 for circular orbits and x b < 0:16 for a thermal distribution of orbital eccentricities (although the 95% statistical con dence range for the estimates of x b yielded by the tests summarized in Table 6 is a full range of roughly a factor of two).
The above method of comparing the simulations to the real data uses only the number of variations greater than some maximum value. By comparing the cumulative distribution of maximum velocity di erences for the real and simulated data sets (Figures 8 and 9 ) and using a Kolmogorov-Smirnov test to test the null hypothesis that the two distributions came from the same parent distribution, we can make use of the entire data set. In Figure 8 we present the cumulative distribution of maximum velocity di erences (solid line) with the model predictions assuming circular orbits for all binaries. The four panels correspond to the four di erent combinations of log P and log q described above and are labeled accordingly. Clearly, those model populations containing a modest fraction of binaries (i:e:, 4 { 12 percent) most e ectively reproduce the observed distribution. Similarly, we plot in Figure 9 the actual and simulated distributions, this time assuming a thermal distribution of orbital eccentricities. Accordingly to this gure, only models containing 12 { 20 percent binaries do a reasonable job in reproducing the observations. These results are summarized in Table 7 where we record the Kolmogorov-Smirnov probabilities for the acceptance of the various models depicted in Figure 8 and 9. The nal row in this table gives the value of x b which maximizes the computed probability. For circular orbits, x b < 0:10 while x b < 0:18 for orbits with a thermal distribution of eccentricities. Once again, these numbers should be considered only upper limits to the true binary fraction in NGC 3201.
How do these values compare to the eld population and to other globular clusters?
The most thorough study of multiplicity among eld stars is that of Duquennoy and Mayor (1991) who accumulated CORAVEL velocities for a sample of 164 nearby solar-type stars. For our period and mass ranges, the Duquennoy and Mayor (1991) binary fractions to which the NGC 3201 fraction should be compared are 0.08 (case 1), 0.06 (case 2), 0.05 (case 3) and 0.04 (case 4). In arriving at these estimates, we have simply counted the number of stars in the CORAVEL study in the required period range, added one star to account for incompleteness in the sample (Hut et al: 1992) and multiplied by 0.88 (if the lower limit to log q = ?1:0) or 0.58 (if the lower limit to log q = ?0:5) to account for the absence of binaries in our sample with mass ratios below these limits. Thus, the incidence of binarism in NGC 3201 appears consistent with, or perhaps slightly higher than, the eld binary frequency, depending the distribution of orbital eccentricities. Clearly, the principal obstacle towards constraining the binary frequency in globular clusters is an a priori knowledge of the distribution of eccentricities.
Unfortunately, only a handful of other globular clusters have been studied in su cient detail to permit a meaningful comparison to NGC 3201. Pryor et al: (1989) quotes a value of x b = 0:10 based on 1253 radial velocities for 393 giants in 47 Tuc, M2, M3, M71, M13 and M12. With a modeling scheme similar to that used here, Hut et al: (1992) nd values of 0.05 (circular orbits) and 0.12 (thermal distribution) using these same data. Our results for NGC 3201 are therefore consistent with the ndings of Hut et al: (1992) .
The possibility that NGC 3201 shows marginal evidence for a slightly enhanced binary frequency is noteworthy since the central binary disruption time (Heggie 1980 , Hills 1983 , Hut 1984 T 
for NGC 3201 is 1.35 10 10 yr (Côt e et al: 1993b) | larger than any cluster in the Pryor et al: (1989) sample. Here 0 is the central stellar density, a is the binary's semi-major axis (taken to be 1 AU) and < v 0 2 > 1=2 is the central rms velocity. Long term monitoring of the NGC 3201 giants listed in Table 3 should permit a more precise estimate of x b for this cluster, rather than just an upper limit, and when combined with similar studies of other clusters (Pryor et al: 1991 , Barden et al: 1990 will allow a serious investigation into possible correlations between x b and the binary disruption timescale.
Obvious from equation (4) is the fact that the binary disruption timescale decreases towards the cluster center. We would therefore expect to observe most globular cluster binaries outside the central regions. This e ect, however, is balanced by the process of mass segregation which will tend to produce an enhanced number of binaries in the core. By examining the radial distribution of binaries in NGC 3201, it may be possible to infer which of these processes is dominant in this particular cluster. In Figure 10 we plot the cumulative distributions of all stars in Table 3 having multiple measurements (solid line). Also shown (as a dotted line) is the cumulative distribution of all 15 stars considered \good" or \fair" candidates in Table 5 . There is some indication that these binary candidates are more centrally concentrated than the remaining program stars, but the Kolmogorov-Smirnov test rejects the null hypothesis that the two distributions are the same at only the 55 percent level. Thus, while a rm conclusion regarding the degree of central concentration of the NGC 3201 binary population must wait until it has been de nitely established which of the stars given in Table 5 are bona de binaries, the present results suggest that their degree of central concentration is not signi cantly di erent from that of the red giants.
SUMMARY
We have presented photometry, astrometry and 1859 radial velocities for 1318 stars in the direction of the Galactic globular cluster NGC 3201. A detailed analysis of the cluster dynamics based on BV surface brightness and velocity dispersion pro les which extend over the full range in cluster radius will be given in an upcoming paper (Côt e et al: 1993b ). An exhaustive series of Monte Carlo simulations has constrained the percentage of cluster binaries with 0.1 P 5 { 10 years and 0:1 M 2 =M 1 1 to < 15 { 18 percent (assuming a thermal distribution of eccentricities). For binaries having circular orbits, these limits fall to < 6 { 10 percent. The NGC 3201 binary frequency therefore appears equal to, or perhaps slightly higher than, that of the eld (4 { 8 percent in a comparable range of period and mass ratio) and the value of 5 { 12 percent found by Hut et al: (1992) for a small sample of other globular clusters. Until future work unambiguously establishes which of our candidate binaries are, in fact, multiple systems, conclusions regarding the degree of central concentration of the binaries must remain suspect, although the present observations suggest a degree of central concentration similar to that of the other cluster red giants.
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by J. Goodman and P. Hut (Reidel, Dordrecht), p. 541 Figure Captions Figure 6 { Relationship between red giant radii, R, and absolute visual magnitude M V determined from the models of Bergbusch and Vandenberg (1992) for the three cases of Fe/H] = {2.26, {1.66 and {1.26. For comparison, we have also shown the empirical radii of giants in M3, M13 and M92, as determined from the IR observations of Cohen et al: (1978) . Since the metallicity of NGC 3201 is ?1:3 (see the synopsis in Alcaino et al: 1989) we have used the Fe/H] = {1.26 isochrone to compute radii for the program red giants. For those Horizontal Branch stars in our sample, we have used the color-radius relations of Dorman (1992) to estimate the radius. Figure 8 { Cumulative distribution of the maximum radial velocity di erences for the actual data (solid line) and the mean of 100 simulated data sets containing, from top to bottom, 0, 4, 8, 12, 16, 20, 24, 28, 32, 36 and 40 percent binaries (dotted curves). The models used in producing the synthetic distribution functions assume perfectly circular orbits. The four panels refer to di erent ranges of log P and log q (given in the lower right corner of each panel) from which simulated binaries orbits were randomly drawn. In all cases, P is in years. The results of a comparison of the real and simulated distributions using a Kolmogorov-Smirnov scheme are recorded in Table 7 . Figure 10 { Cumulative distribution of the projected radii of the 276 member giants having multiple radial velocities (solid line). Also shown (dotted line) is the cumulative distributions for the sample of the 15 stars considered \good" or \fair" binary candidates listed in Table 5 .
ABSTRACT FOR BACK COVERS OF PART 1 AND SUPPLEMENTS
We present BV photometry, accurate astrometry and 1859 radial velocities for 1318 stars in the direction of the Galactic globular cluster NGC 3201. A sample of 930 radial velocities for 420 cluster members has been used to identify spectroscopic binaries on the basis of radial velocity variations. Monte Carlo simulations of the observed velocity variations have provided upper limits to the cluster binary fraction of 0.06 { 0.10 (circular orbits) and 0.15 { 0.18 (eccentric orbits). These results suggest an incidence of binarism for NGC 3201 consistent with that found for (1) the small number of other globular clusters with measured binary frequencies and (2) nearby solar-type stars having similar periods and mass ratios.
