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Introduction
Prediction of genetic values is relevant in plant and animal breeding, or for assessing probability of disease in medicine. Standard genetic models view phenotypic outcomes ( ) Family structure, usually represented as a pedigree, and phenotypic records have been used for prediction of genetic values in plants and animals over several decades (e.g., Fisher, 1918; Wright, 1921; Henderson, 1975) . In pedigree-based models (P) a genealogy is used to derive the expected degree of resemblance between relatives, measured as
, and this provides a means for smoothing phenotypic records.
Dense molecular marker panels (MM) are now available in humans and in many plant an animal species. Unlike pedigree-data, genetic markers allow follow up of Mendelian segregation; a term that in additive models and in the absence of inbreeding, accounts for 50% of the genetic variability.
However, incorporating MM into models poses several statistical and computational challenges such as how models can cope with the genetic complexity of multi-factorial traits (e.g., Gianola and de los Campos, 2008) , and with the curse of dimensionality that arises when a large number of markers is considered. Parametric and semi-parametric methods address these two issues in different ways.
In parametric regression models for MM (e.g., Meuwissen, Hayes and Goddard, 2001) , x . Often, p>>n and some shrinkage estimation method such as ridge regression Kennard, 1970a, 1970b) or LASSO (Tibshirani, 1996) , or their Bayesian counterparts, are used to estimate marker effects. Among the latter, those using marker-specific shrinkage such as the Bayesian LASSO of Park and Casella (2008) or methods BayesA or BayesB of Meuwissen, Hayes and Goddard (2001) are the most commonly used. Dominance and epistasis may be accommodated by adding appropriate interactions between marker covariates to the model. However, the number of predictor variables is extremely large and modeling interactions is only feasible to a limited degree.
Reproducing Kernel Hilbert spaces regressions have been proposed for semi-parametric regression on marker genotypes, e.g., Gianola, Fernando and Stella (2006) ; Gianola and van Kaam (2008) . In RKHS, markers are used to build a covariance structure among genetic values;
for example,
where i x , i′ x are vectors of marker genotypes and ( ) .,. K , the Reproducing Kernel (RK), is some positive definite function. This approach has several attractive features: (a) the methodology can be used with almost any type of information set (e.g., covariates, strings, images, graphs). This is particularly important because techniques for characterizing genomes change rapidly; (b) some parametric methods for GS appear as special cases; and (c) computations are performed in a n-dimensional space. This gives to RKHS methods a great computational advantage relative to some parametric methods, especially when p>>n.
This article discusses and evaluates the use of RKHS regressions for genomic-enabled prediction of genetic values of complex traits. Section 2 gives a brief review of RKHS regressions. A special focus is placed on the problem of kernel choice. Genetic models (e.g., additive infinitesimal) can be used to choose the kernel and we discuss the connection between RKHS regressions and some of the standard models of quantitative genetics. We also discuss the case where the reproducing kernel is chosen based on its properties (e.g., predictive ability) and how the problem of kernel choice be formulated as an estimation problem. Section 3 presents an application to an extensive plant breeding data where some of the methods discussed in Section 2 are evaluated. Concluding remarks are provided in Section 4.
Reproducing Kernel Hilbert Spaces Regression
This section provides a brief overview of kernel methods (i), introduce a parameterization of RKHS regressions that yields highly efficient computational implementations (ii), and discusses the problem of kernel choice (iii); a central problem in RKHS regressions.
(i) Overview of reproducing kernel Hilbert spaces regressions
Reproducing kernel Hilbert spaces methods have been used in many areas of application such as spatial statistics (e.g., 'Kriging'; Cressie, 1993) , scatter-plot smoothing (e.g., smoothing splines; Wahba, 1990 ) and classification problems (e.g., support vector machines; Vapnik, 1998) , just to mention a few. In all these applications the learning task is the following (Vapnik, 1998) Kimeldorf and Wahba (1971) showed that the finite dimensional solution of [1] admits a linear representation ( ) ( )
, or in matrix notation,
. Further, in this finite dimensional setting,
to be a residual sum of squares, one obtains:
and { } i y = y is a data-vector. The first order conditions of [2] lead to ( )
Therefore, the estimated conditional expectation function is
is a smoother or influence matrix.
The input information, T t i ∈ , enters in the objective function and on the solution only through K. This allows using RKHS for regression with any class of information sets (vectors, 4 That is, any function, ( )
graphs, images, etc.) where a PD function can be evaluated; the choice of kernel becomes the key element of model specification.
From a Bayesian perspective, α can be viewed as a posterior mode in the following model:
. The relationship between RKHS regressions and Gaussian processes was first noted by Kimeldorf and Wahba (1970) and has revisited by many authors, e.g., Harville, 1983; Speed, 1991 
Thus, from a Bayesian perspective, the evaluations of functions, can be viewed as Gaussian processes satisfying
∝ . The fully-Bayesian RKHS regression assumes unknown variance parameters, and the model becomes:
is a (proper) prior density assigned to variance parameters.
(ii) Representation using orthogonal random variables
Representing model [4] with orthogonal random variables simplifies computations greatly and provides additional insights on the nature of the RKHS regressions. To this end, we make use of the eigenvalue decomposition (e.g., Golub and Van Loan, 1996) of the kernel
, where Λ is a matrix of eigenvectors satisfying
, is a diagonal matrix whose non-zero entries are the eigenvalues (EV) of K. Using these [4] becomes:
To see the equivalence of [4] and [5] , note that Λδ is multivariate normal because so is δ. 
, and
. This simplification occurs because I Λ Λ = ′ . The fully conditional distribution of δ is multivariate normal, and the (co)variance matrix, is close to one, yielding negligible shrinkage of the corresponding regression coefficients. Therefore, linear combinations of the first eigenvectors can then be seen as components of f that are not penalized.
(iii) Choosing the Reproducing Kernel
The RK is a central element of model specification in RKHS. Kernels can be chosen so as to represent a parametric model or based on their ability to predict future observations. The standard additive infinitesimal model of quantitative genetics (e.g., Fisher, 1918; Henderson, 1975) , is an example of a model-driven kernel (e.g., de los Campos, Gianola and Rosa, 2009a) .
Here, the information set (a pedigree) consists of a directed acyclic graph and ( )
gives the expected degree of resemblance between relatives under an infinitesimal model and certain mode of gene action (additive, dominance or diverse forms of epistasis, e.g., Cockerham, 1954; Kempthorne, 1954) .
One way of incorporating marker information into models for prediction of genetic values is to use [4] with K being a marker-based estimate of a kinship matrix (usually denoted as G) and several estimates have been suggested and used in applications (c.f., Ritland, 1996; Lynch and Ritland, 1999; Eding and Meuwissen, 2001; VanRaden, 2007; Hayes and Goddard, 2008) . As with the pedigree-based infinitesimal model, here the (co)variance structure is defined so as to represent the type of patterns expected under a particular mode of gene action (e.g., infinitesimal additive model). Therefore, using K=G is another way of generating a modeldriven RK.
A Bayesian ridge regression (BRR) provides another way of choosing K so as to represent the patterns generated by a parametric model. This model is defined by ε Xβ y + = and
To see how a BRR constitutes a special case of [5] one can make use of the singular value decomposition (SVD, e.g., Golub and Van Loan,
Here, U (n×n) and V (p×n) are matrices whose columns are orthogonal, and
is a diagonal matrix whose non-null entries are the singular values of X . Using this in the data equation, we get
The distribution of δ is multivariate normal because so is that of β . Further,
. Therefore a BRR can be equivalently represented using [5] with
. Once an estimate of δ has been obtained, estimates of marker effects can be retrieved using
. Note that using
Habier Fernando and Dekkers (2009) argues that as the number of markers increases, X X ′ approaches the numerator relationship matrix, A. From this perspective, X X ′ can also be viewed just as another choice for an estimate of a kinship matrix. However, the derivation of the argument follows the standard treatment of quantitative genetic models where genotypes are random and marker effects as fixed, whereas in BRR, the opposite is true (see, Gianola et al., 2009 , for further discussion of this).
In the examples given above the RK was defined in such a manner that it represents a parametric model. An advantage of using parametric models is that estimates can be interpreted However, these models may not be optimal from a predictive perspective. Another approach (e.g., Shawe-Taylor and Cristianini, 2004) views RK's as smoothers, with the choice of kernel based on their predictive ability or some other criterion. Moreover, the choice of the kernel may become a task of the algorithm.
For example, one can index a Gaussian kernel with a bandwidth parameter, θ , so that
is some distance function and θ controls how fast the covariance function drops as points get further apart as measured by ( ) A third way of generating families of kernels is to use closure properties of PD functions (Shawe-Taylor and Cristianini, 2004 
It follows that ( ) . Therefore, fitting a RKHS with two random effects is equivalent to using K in [4] . We refer to this approach as automatic kernel selection via kernel averaging (KA)-an example of this is given in Section 3.
The Haddamard (or Schur) product of PD functions is also PD, that is, if
, in matrix notation this is usually denoted as K=K 1 #K 1 . From a genetic perspective, this formulation can be used to accommodate nonadditive infinitesimal effects (e.g., Cockerham, 1954; Kempthorne, 1954) . For example, under certain conditions, K=A#A gives the expected degree of resemblance between relatives under an infinitesimal model for additive×additive interactions.
Application to Plant Breeding Data
Some of the methods discussed in the previous section were evaluated using a dataset consisting 
(i) Materials and Methods
The data comprise family, marker and phenotypic information of 599 wheat lines that were evaluated for grain yield (GY) in four environments. Single-trait models were fitted to data from each environment. Marker information consisted of genotypes for 1,447 Diversity Array Technology (DArT) markers, generated by Triticarte Pty. Ltd. (Canberra, Australia; http://www.triticarte.com.au). Pedigree information was used to compute additive relationships between lines (i.e., twice the kinship coefficient; Wright, 1921) using the Browse application of the International Crop Information System (ICIS), as described in McLaren et al. (2005) .
A sequence of models was fitted to the entire dataset and in cross-validation. Figure 1 gives a summary of the models considered. In all environments, phenotypes were represented using equation In all models variance parameters were treated as unknown and assigned identical independent scaled inverse chi-square prior distributions with small degrees of freedom and scale parameters, ( ) ( ) 
Markers (M)
Xβ a g + = (M K,θ ) () ( ) ( ) ∏( ) ′ = ′ ′ ′ p i i i x x ,..., 1 x ,and ( ) {
PM
, respectively (see Table A1 of the Appendix).
The contribution of a, that is, the regression on the pedigree, to the conditional expectation function, g, can be assessed via the posterior mean of 2 a σ (see Figure A1 in the Appendix). The posterior mean of 2 a σ was larger in P models than in their PM counterparts;
this was expected, because in P the regression on the pedigree is the only component of the conditional expectation function that contributes to phenotypic variance. Within Plots in Figure 3 give the estimated mean squared error (MSE) between CV-predictions and observations versus values of the bandwidth parameter (x-axis), by environment and model. 
performed better than the P-models highlighting the importance of kernel choice.
As shown in Figure 3 , the value of the bandwidth parameter that gave the best predictive ability was in the range [2, 4] , except for environment E2 in which values of θ near one performed slightly better. The value of the bandwidth parameter that was optimal from the perspective of predictive ability was similar in M and PM models ( Figure 3 and Table A2 in the Appendix). However, the difference between the predictive ability of 
for extreme values of the bandwidth parameter, illustrating, again, the importance of kernel selection. Moreover, the superiority of RKHS methods may not generalize to other traits or populations. 
Discussion
Incorporating molecular markers into model for prediction of genetic values poses important statistical and computational challenges. Ideally, models for MM should be: (a) able to cope with the curse of dimensionality; (b) flexible enough to capture the complexity of quantitative traits, and (c) amenable for computations. RKHS regressions can be used to address some of these challenges.
Coping with the curse of dimensionality and with complexity. In RKHS the curse of dimensionality is controlled by defining a notion of smoothness of the unknown function with respect to pairs of points in input space,
∝ and the choice of RK becomes a central element of model specification in RKHS regressions.
As a framework, RKHS is flexible enough to accommodate many non-parametric and some parametric methods, including some classical choices such as the infinitesimal model. The frontier between parametric and non-parametric methods becomes fuzzy; models are better thought as decision rules (i.e., maps from data to estimates) and best evaluated based on performance. Predictive ability appears as a natural choice for evaluating model performance from a breeding perspective.
From a non-parametric perspective kernels are chosen based on their properties (e.g., predictive ability). To a certain extent, this choice can be made a task of the algorithm. Kernel averaging offers a computationally convenient method for automatic kernel selection. In the applications presented in this article, Some challenges. In the kernels used in this study all SNPs contributed equally to the RK. As the number of available markers increases, a high number is expected to be located in regions of the genome that are not associated with genetic variability of a quantitative trait.
Ideally, the RK should weight each marker based on some measure of its contribution to genetic variance. However, such contribution is model dependent, and the development of algorithms for choosing these weights is not trivial, especially for large p. 
APPENDIX

Gibbs Sampler
The Appendix describes a Gibbs sampler for a Bayesian RKHS regression. The parameterization is as in [5] , extended to two random effects and with the inclusion of an intercept. The derivation uses standard results for Bayesian linear models (e.g., Gelman et al., 2004; Sorensen and Gianola, 2002) . 
is a scaled inverse chi-square density with degree of freedom .
df and scale-parameter . S , with the parameterization presented in Gelman et al. (2004) .
The joint posterior density is proportional to the product of the likelihood and the prior, thus: Variance parameters. The fully conditional distribution of the residual variance is: 
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