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Linear dynamics is a rapidly evolving area of operator theory, however the only results related
to the dynamics of the commutator operators have hitherto been on the characterisation of the
hypercyclicity of the left and right multiplication operators.
This text introduces the requisite background theory of hypercyclicity before surveying the hy-
percyclicity of the left and right multiplication operators. It expands on this to prove suﬃcient
conditions for the hypercyclicity of the two-sided multiplication operator.
Conditions are established under which the general class of elementary operators are never hy-
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percyclic on the space of bounded linear operators L (XAH), where XAH is the Argyros–Haydon
Banach space.
In the first main result of this text, large classes of operators for which the induced commutator
operators are never hypercyclic on separable Banach ideals are identified. In particular it is pro-
ven that commutator operators induced by compact and Riesz operators are never hypercyclic on
the ideal of compact operators and that commutator operators are also never hypercyclic on the
ideal of compact operators K (XAH). In the Hilbert space setting it is demonstrated that commu-
tator operators induced by normal operators are never hypercyclic on the ideal of Hilbert–Schmidt
operators.
In the second main result, nonzero scalar multiples of the backward shift operator on `2 is identified
as a strong candidate to induce a hypercyclic commutator operator on the separable ideal of com-
pact operators K (`2). However it is proven that it cannot have a dense orbit and hence is never
hypercyclic.
This study indicates that the commutator operator typically behaves in a non-hypercyclic fashion
and that if they exist, instances of hypercyclic commutator operators are rare.
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1 Introduction
Hypercyclicity of the commutator operator is the central topic of this thesis,
which is itself contained in the wider question concerning the dynamics of
elementary operators. To motivate our interest in the hypercyclicity of the
commutator operator we begin by introducing the more general problem.
For a Banach space X, an elementary operator EA,B : L (X)! L (X) is
the operator induced by fixed A,B 2 L (X)n and is defined as
EA,B(S) :=
nX
j=1
AjSBj
for any bounded linear operator S 2 L (X) and where A = (A1, . . . , An),
B = (B1, . . . , Bn) 2 L (X)n are fixed n-tuples of bounded linear operators
on X. The term elementary operator was introduced by Lumer and Rosen-
blum in 1959 [LR59], however their study originated with Sylvester in the
1880s [Syl84] in the setting of matrix algebras.
The algebra of elementary operators includes many important classes of
bounded linear operators, for instance the left and right multipliers, commut-
ator operators and the generalised derivations. Since the 1950s the properties
of particular elementary operators have been extensively studied and aspects
of the theory have been surveyed in [Cur92], [Fia92], [AM03], [ST06] and in
the recently published book [CM11].
In the case of linear dynamics, the first examples of hypercyclic operators
on topological vector spaces came from Birkhoﬀ in 1929 [Bir29] and MacLane
in 1952 [Mac52]. The first instance in the Banach space setting was then
found by Rolewicz in 1969 [Rol69]. However, it was not until the 1980s
and the work by Kitai [Kit82] and Gethner and Shapiro [GS87] before the
topic received systematic attention from a wider mathematical community.
Hypercyclicity rapidly developed into an exciting branch of operator theory
and the two recent books by Bayart and Matheron [BM09], and Grosse-
Erdmann and Peris [GEPM11] illustrate how actively this area continues to
be investigated.
While much has been proven on the general theory of hypercyclic operat-
ors, very little is currently known about the hypercyclic behaviour of element-
ary operators and hitherto the only published work concerns the left and right
multipliers. In the main reference for this question, Bonet et al. [BMGP04]
established suﬃcient conditions for the left and right multipliers to be hy-
percyclic on separable ideals of operators, which provides many examples of
hypercyclic multipliers in this setting.
1
2 Introduction
To expand on this topic it is natural to begin by investigating the hy-
percyclicity of a slightly more general elementary operator, so we consider
the question of the hypercyclicity of the commutator operator. For a Banach
space X, the commutator operator is the map S 7! TS ST which is induced
by a fixed T 2 L (X), for any S 2 L (X). Much is already known about
the commutator operators, for instance the deep work of Anderson [And73]
and Stampfli [Sta70, Sta73] which contains many interesting and elegant res-
ults on their range, norm and spectrum. Wider interest in commutators also
comes from its connection to quantum mechanics [Hal82].
In this text we begin by introducing the notion of hypercyclicity and in
Chapters 2 and 3 we include the background results relevant to tackling our
question. Then in Chapter 4 we present the results of Bonet et al. which show
the hypercyclicity of the left and right multipliers on the space of compact
operators.
Chapter 4 also contains our original observations, where we extend the
results of Bonet et al. to prove suﬃcient conditions for the two-sided multi-
plier to be hypercyclic on separable operator ideals. Additionally we analyse
how the multipliers behave on the unusual operator space constructed by
Argyros and Haydon [AH11] and in particular we prove the surprising fact
that elementary operators are never hypercyclic on this space.
Chapter 5 is dedicated to surveying the properties of the commutator op-
erator which are relevant to our question. In particular we recall some results
concerning the range of the commutator map which reveal that commutators
typically behaves in a non-hypercyclic fashion. We also compute the spec-
trum of the commutator map when it is restricted to Banach ideals since it
is needed in the final chapter. We will use some notions from Gelfand theory
and the theory of Banach ideals in this chapter, so to make the presentation
of the core material smoother we have recalled these ideas in two appendices
at the end of the text.
We take up the main question of the hypercyclicity of the commutator
map on separable Banach ideals in the final chapter, which contains our ori-
ginal contributions to the theory. We first identify classes of commutators
that are never hypercyclic, notably we prove that commutators induced by
compact and Riesz operators are never hypercyclic on the space of compact
operators. Furthermore we show that commutators induced by hyponormal
operators are never hypercyclic on the space of Hilbert–Schmidt operators
and we also prove the surprising result that commutators are never hyper-
cyclic on Banach ideals of the Argyros–Haydon Banach space.
In the main result of Chapter 6, we identify nonzero scalar multiples of the
backward shift operator on `2 as a strong candidate to induce a hypercyclic
commutator operator on the space of compact operators K (`2), however we
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prove that it fails to be hypercyclic. This example is quite surprising since in
the setting of Banach ideals of classical Banach spaces the hypercyclicity of
an operator has previously been inherited by its induced elementary operator.
Our investigation has revealed something of the subtle nature of hyper-
cyclicity and in particular of the hypercyclicity of the commutator operator.
Since the search for an instance of a hypercyclic commutator operator con-
tinues, if one even exists, we end the text by discussing some stimulating
open questions that have arisen in the course of our work. We also mention
some approaches for advancing the research which will undoubtedly lead to
further interesting results.
Notation
We will use standard notation throughout this text and as a reminder to the
reader we will recall some of the commonly used items here. The symbols N,
Z, R, C are, respectively, the natural numbers, the integers, the real numbers
and the complex numbers. General scalar fields will be written as K and they
will be either R or C.
The unit disk will be denoted by D := {  2 C : | | < 1} and the unit
circle by T := {  2 C : | | = 1}.
For a Banach space X, the space of bounded linear operators on X will
be written as L (X) and the space of compact operators on X as K (X).
Evaluation of a functional x⇤ 2 X⇤ at the point x 2 X will be denoted by
hx⇤, xi = x⇤(x). The closed unit ball of X is defined as BX := {x 2 X :
kxk  1} and the unit sphere is SX := {x 2 X : kxk = 1}.
The space of finitely supported sequences will be denoted by c00, the
space of sequences that tend to zero by c0 and `p will mean the usual space
of p-summable sequences.
The spectrum of a bounded linear operator T 2 L (X) will be written
as  (T ) and the point spectrum as  p(T ). The range of T will be denoted
by ran(T ). The n-fold iteration of T will be written as T n = T   · · ·   T
and the orbit of x 2 X under iterations of T is denoted by orb(x, T ) =
{x, Tx, T 2x, . . . }.

2 Hypercyclic Operators
Linear dynamics examines the behaviour of bounded linear operators. The
area grew out of the invariant subspace problem and the study of cyclic op-
erators, which naturally led research activity to the invariant subset problem
and the study of hypercyclic operators.
The first example of a hypercyclic operator on a topological vector space
was published by Birkhoﬀ in 1929 [Bir29], when he demonstrated the trans-
lation operator Taf(z) = f(z+a), a 6= 0, is hypercyclic on the space of entire
functions H(C). The next example was proven in 1952 by MacLane [Mac52],
when he showed the hypercyclicity of the diﬀerentiation operator f 7! f 0 on
H(C).
In the Banach space setting the first instance of a hypercyclic operator
was found by Rolewicz in 1969 [Rol69]. He proved the hypercyclicity of scalar
multiples of the backward shift operator, µB : X ! X, where |µ| > 1 and
X = c0 or `p for 1  p <1.
In this chapter we will introduce hypercyclicity and give a first illustration
of this phenomenon using a well known example. We also survey some of the
various techniques for demonstrating hypercyclicity, in particular we prove
the Hypercyclicity Criterion and the hypercyclic comparison principle which
will be utilised many times throughout this text. We then explore some spec-
tral properties which provide necessary conditions for hypercyclicity before
finishing with some structural properties.
Since this text is concerned with operators on Banach spaces, we present
the precise definition of hypercyclicity in this setting.
Definition 2.1. For a separable Banach space X, a bounded linear operator
T 2 L (X) is hypercyclic if there exists a vector x 2 X such that its orbit
under T is dense in X, that is
orb(x, T ) = {T nx : n   0} = X.
Such a vector x is said to be a hypercyclic vector for T and we will denote
by HC(T ) the set of vectors in X that are hypercyclic with respect to T .
As a first observation, we note in finite dimensions hypercyclicity is not
possible since the orbits of a linear operator correspond to its Jordan canon-
ical form and are never dense. However the infinite dimensional case proves
more interesting since operators can have dense orbits. So hypercyclicity
is a purely infinite dimensional phenomenon and unless otherwise stated,
henceforth all Banach spaces are assumed to be infinite dimensional.
5
6 Hypercyclic Operators
As mentioned above, scalar multiples of the backward shift operator are
hypercyclic, so as a first illustration we will demonstrate hypercyclicity for the
operator 2B on the Hilbert space `2. To begin we define the shift operators
that will appear frequently throughout the text.
Definition 2.2. Let X = c0 or `p for 1  p  1. The backward shift
operator B : X ! X is defined as
B(x1, x2, . . . ) = (x2, x3, . . . )
for all (xn) 2 X. The forward shift operator S : X ! X is defined as
S(x1, x2, . . . ) = (0, x1, x2, x3, . . . )
for all (xn) 2 X.
Example 2.3. We define T 2 L (`2) as
Tx = 2B(x1, x2, . . . ) = 2(x2, x3, . . . )
for x = (xn) 2 `2. We claim that T is hypercyclic and in what follows we
will explicitly construct a hypercyclic vector for T .
First we observe that `2 has a countable dense set comprising of finitely
supported sequences {y(k) : k   1} ⇢ c00. For each y(k), k   1, we write mk
for the greatest index with y(k)mk 6= 0.
Next we consider a sequence of positive integers (nk)k such that for any
k > j   1
nj+1 = mj + nj and 2nk   2nj+k
  y(k)   . (2.1)
We claim that the following vector is a hypercyclic vector for T
x :=
1X
k=1
F nky(k) (2.2)
where F 2 L (`2) is given by
Fx =
1
2
S(x1, x2, . . . ) =
1
2
(0, x1, x2, . . . )
for x = (xn) 2 `2. Observe that the convergence of the series in (2.2) follows
from   F nky(k)   =   y(k)  
2nk
by (2.1)
 1
2nj+k
 1
2k
for k   2 and hence x 2 `2.
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Next let k   1. Then
T nkx = T nk
1X
j=1
F njy(j) = T nkF n1y(1) + T nkF n2y(2) + · · ·
= T nk n1y(1) + T nk n2y(2) + · · ·+ T 0y(k) + F nk+1 nky(k+1) + · · ·
=
k 1X
j=1
T nk njy(j) + y(k) +
1X
j=k+1
F nj nky(j)
=
k 1X
j=1
2nk nj
=0z }| {
Bnk njy(j)+y(k) +
1X
j=k+1
2nk njSnj nky(j) (2.3)
= y(k) +
1X
j=k+1
2nk njSnj nky(j).
For line (2.3), we used the fact that by our choice in (2.1), nk   nj   mj for
j < k which implies that Bnk njy(j) = (0, 0, . . . ). Rewriting the above we
observe that
  T nkx  y(k)    1X
j=k+1
2nk nj
  Snj nky(j)  
=
1X
j=k+1
2nk nj
  y(j)   .
Furthermore, by our choice in (2.1) we have for j > k that 2nk+j
  y(j)    2nj
which gives 2nk nj
  y(j)    2 j. So it follows that
1X
j=k+1
2nk nj
  y(j)    1X
j=k+1
2 j
= 2 k 1 + 2 k 2 + · · ·
= 2 k 1
✓
1 +
1
2
+
1
4
+
1
8
+ · · ·
◆
= 2 k 1
1X
j=0
✓
1
2
◆j
= 2 k 1 · 2 = 2 k.
Hence we have that
  T nkx  y(k)    2 k for all k and since the y(k) form a
dense set in `2 we get that x has a dense orbit under T .
8 Hypercyclicity and Topological Transitivity
2.1 Hypercyclicity and Topological Transitivity
The definition of hypercyclicity can be diﬃcult to work with since, as demon-
strated in Example 2.3, it is not always easy to find a hypercyclic vector for
a given operator. Fortunately there exist a number of approaches for estab-
lishing hypercyclicity and here we review some of the methods that will be
relevant later in the text.
The first approach is to demonstrate the connection between hypercycli-
city and topological dynamics via the Birkhoﬀ Transitivity Theorem.
Definition 2.4. Let X be a Banach space. The bounded linear operator
T 2 L (X) is topologically transitive if for any pair of nonempty and open
subsets U, V ⇢ X, there exists some n 2 N such that T n(U) \ V 6= ;.
U
V
T n(U)
T
T n 2
T
Figure 2.1: Topological Transitivity
To prove Birkhoﬀ’s theorem we need a short lemma and the well known
Baire Category Theorem, which we recall without proof.
Lemma 2.5. Let X be a separable Banach space. If x 2 X is a hypercyclic
vector for T 2 L (X), then each T nx is also a hypercyclic vector for T .
Proof. We begin by removing a finite number of points, {x, Tx, . . . , T n 1x},
from the set orb(x, T ) and we note that since the Banach space X has no
isolated points the remaining set is still dense. Further note that
orb(x, T ) \ {x, Tx, . . . , T n 1x} ⇢ orb(T nx, T )
and since orb(T nx, T ) contains a dense set it follows that it is dense itself.
Hence T nx is a hypercyclic vector for T .
Theorem 2.6 (Baire Category Theorem). For any separable Banach space
X, the intersection of countably many dense open sets in X is dense in X.
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Theorem 2.7 (Birkhoﬀ Transitivity Theorem). For any separable Banach
space X, the operator T 2 L (X) is hypercyclic if and only if it is topologically
transitive.
Proof. Assume T is hypercyclic with hypercyclic vector x 2 X and let U, V ⇢
X be nonempty open subsets. Since x is hypercyclic for T there exists some
n   0 such that T nx 2 U . Furthermore, by Lemma 2.5 the vector T nx
has a dense orbit under T and therefore there exists some m   0 such that
Tm (T nx) 2 V . Hence Tm (U) \ V 6= ; and T is topologically transitive.
Conversely, suppose T is topologically transitive. The separability of X
gives us a countable basis of open sets which we denote by (Uk)k 1. By
definition the vector x is hypercyclic for T if and only if, for every k   1,
there is some n   0 such that T nx 2 Uk. Thus we get that the set of
hypercyclic vectors for T is
HC(T ) =
\
k 1
[
n 0
T n (Uk) .
By the Baire Category Theorem, HC(T ) is dense in X if and only if eachS
n 0 T
 n (Uk) is dense, or equivalently if and only if for each nonempty open
U ⇢ X and any j   0 we can find n   0 such that U\T n (Uj) 6= ;. Since the
sets (Uj) form a basis for the topology of X, then it follows by the continuity
and transitivity of T that HC(T ) is dense and therefore T is hypercyclic.
It turns out the Birkhoﬀ Transitivity Theorem is the foundation on which
the subsequent hypercyclicity criteria are built.
2.2 The Hypercyclicity Criterion
Next we present the Hypercyclicity Criterion, which has emerged as a prac-
tical and invaluable tool in linear dynamics. It was initially demonstrated by
Kitai [Kit82] in the Banach space setting and independently rediscovered by
Gethner and Shapiro [GS87], who used diﬀerent methods on Fréchet spaces.
The following statement is a general version of the criterion stemming
from Kitai’s work.
Theorem 2.8 (Hypercyclicity Criterion). Let X be a separable Banach space
and T 2 L (X). If there exist dense subsets X0, Y0 ⇢ X, an increasing
sequence (nk)k of positive integers and maps Snk : Y0 ! X, k   1, such that
for any x 2 X0, y 2 Y0
(i) T nkx! 0,
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(ii) Snk(y)! 0,
(iii) T nkSnk(y)! y
as k !1, then T is hypercyclic.
Proof. Let the subsets U, V ⇢ X be nonempty and open, so by density we
can pick x 2 X0 \ U and y 2 Y0 \ V . If we consider x+ Snk(y) 2 X, then it
follows by assumption that
x+ Snk(y)
k!1 ! x 2 U
and
T nk (x+ Snk(y)) = T
nkx+ T nkSnk(y) = T
nkx+ y
k!1 ! y 2 V.
Hence T nk (U) \ V 6= ; by continuity and it follows that T is topologic-
ally transitive. So by the Birkhoﬀ Transitivity Theorem the operator T is
hypercyclic.
Notice that the maps Snk in the criterion need not be linear or even
continuous! However we may always assume, without loss of generality, that
the subsets X0 and Y0 coincide, that they are linear subspaces and that the
maps Snk are linear [GEPM11, Proposition 3.20]. To see this we note that
since T is hypercyclic the dense sets can be taken to be orb(x, T ), where
x 2 X is a hypercyclic vector of T . Since the vectors from orb(x, T ) form
a linearly independent set [GEPM11, Proposition 2.60], we can extend each
Snk linearly to the span of orb(x, T ) and it follows that the Hypercyclicity
Criterion holds for X0 = Y0 = span{orb(x, T )}.
Also note that the Hypercyclicity Criterion is only a suﬃcient condition
for hypercyclicity and the reverse implication of Theorem 2.8 is not always
true. As an aside for the interested reader, the question of whether every
hypercyclic operator satisfies the Hypercyclicity Criterion was for many years
a central open problem in linear dynamics. Due to a result by Bès and
Peris [BP99], which we will see shortly in Theorem 2.23, the question can
be restated as follows: if T 2 L (X) is hypercyclic does this imply T   T is
hypercyclic on X  X? The question was first posed in this form in 1991 by
Herrero [Her91].
The solution was finally obtained in 2006 when de la Rosa and Read con-
structed a Banach space containing a hypercyclic operator not satisfying the
Hypercyclicity Criterion [dlRR09]. Subsequently using the ideas of de la Rosa
and Read, a class of examples was constructed on classical Banach spaces
by Bayart and Matheron [BM07]. We remark that the misnomer Hypercyc-
licity Criterion is even more apparent in the general framework of separable
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topological vector spaces where one can easily find bounded linear operators
satisfying the Hypercyclicity Criterion that are not hypercyclic [GEPM11,
Example 12.9].
In our next example we will recover the result from Example 2.3 by ap-
plying the Hypercyclicity Criterion. However this time we will show hyper-
cyclicity in a more general setting and for the more general operator µB,
where |µ| > 1. The power of the Hypercyclicity Criterion can be seen in
the simplicity of the argument, which is in stark contrast to the somewhat
lengthy calculations of Example 2.3.
Example 2.9. Let X = c0 or `p, for 1  p < 1, and we define T 2 L (X)
as T = µB, where |µ| > 1 and B is the backward shift operator. We claim
that T satisfies the Hypercyclicity Criterion.
To set up the Hypercyclicity Criterion we take the dense subsets to be
X0 = Y0 = c00, the space of finitely supported sequences. For the increasing
sequence of positive integers we choose the full sequence of natural numbers
(n). We define the sequence of maps Sn : Y0 ! X as
Sn(y) =
1
µn
Sn(y1, y2, . . . ) =
1
µn
(
n-timesz }| {
0, . . . , 0, y1, y2, . . . )
where S is the forward shift operator and y = (yn) 2 Y0. Now we test the
conditions of the criterion.
(i) T nx = µnBn(x1, x2, . . . , xm, 0, . . . ) = µn(0, 0, . . . ) for all x 2 c00 when
n > m.
(ii) kSnyk = |µ| n kSnyk = |µ| n kyk n!1 ! 0 for all y 2 c00.
(iii) T nSny = (µn · µ n)BnSny = y for all y 2 c00.
Thus the Hypercyclicity Criterion is satisfied and it follows that T is hyper-
cyclic.
2.3 The Godefroy-Shapiro Criterion
We present a further application of the Hypercyclicity Criterion which gives
another method for proving hypercyclicity. The following criterion was dis-
covered by Godefroy and Shapiro [GS91] and it highlights the interesting
connection between hypercyclicity and operators with an abundance of ei-
genvalues.
12 The Godefroy-Shapiro Criterion
Theorem 2.10 (Godefroy–Shapiro Criterion). Let X be a separable Banach
space and let T 2 L (X). If the subspaces X0 and Y0, defined below, are
dense in X then T is hypercyclic.
X0 = span{x 2 X : Tx =  x for some   2 K, | | < 1}
Y0 = span{x 2 X : Tx =  x for some   2 K, | | > 1}
Proof. We will use the Hypercyclicity Criterion to show that T is hypercyclic.
By assumptionX0, Y0 are dense inX and for the required sequence of integers
we choose the full sequence of natural numbers (n). Next we define
Sny :=
1
 n
y
for y 2 Y0. Notice we can extend Sn by linearity to the full space Y0 since
the subspaces ker(T    ) for | | > 1 are linearly independent. Thus we have
the required maps Sn : Y0 ! X and we are ready to test the Hypercyclicity
Criterion.
(i) T nx =  nx n!1 ! 0 for all x 2 X0 since | | < 1.
(ii) Sny =   ny
n!1 ! 0 for all y 2 Y0 since | | > 1.
(iii) T nSny = T n (  ny) =   n (T ny) =   n ny = y for all y 2 Y0.
Hence T satisfies the Hypercyclicity Criterion and is hypercyclic.
To demonstrate the Godefroy–Shapiro Criterion, we will recover by a
third means the hypercyclicity of the operator µB. We include it here to
illustrate the contrasting approaches to proving hypercyclicity: firstly by
means of constructing a hypercyclic vector (Example 2.3), secondly by use
of the Hypercyclicity Criterion (Example 2.9) and in the next example we
will use the Godefroy–Shapiro Criterion to exploit properties derived from
the point spectrum of the operator.
Example 2.11. Let T = µB 2 L (X), where B is the backward shift
operator, |µ| > 1 and X = c0 or `p for 1  p <1. We claim that T satisfies
the Godefroy–Shapiro Criterion.
To find the eigenvectors of B we solve the equation Bx =  x, where
x = (x1, x2, x3, . . . ) 2 X, which gives us
(x2, x3, x4, . . . ) = ( x1, x2, x3, . . . ) (2.4)
and we get the system of equations
x2 =  x1, x3 =  x2 =  
2x1, . . .
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Letting x1 = 1, we get that the solutions to (2.4) are the nonzero multiples
of the sequences
e  = (1, , 
2, 3, . . . ). (2.5)
Furthermore, if | |   1 then e  62 X so the eigenvectors ofB are the sequences
e  such that | | < 1.
Next we find the eigenvectors of T . Notice the same vectors e  from (2.5)
satisfy the equation
Te  = µBx = µ e 
and hence T has eigenvectors e  corresponding to the eigenvalues µ . We
need the following claim to complete the example.
Claim For any subset of the unit disc ⇤ ⇢ D containing an accumulation
point, the linear subspace span{e  :   2 ⇤} is dense in X.
By the Hahn-Banach Theorem, it suﬃces to show if x⇤ 2 X⇤ is a con-
tinuous linear functional such that x⇤(e ) = 0 for all   2 ⇤, then x⇤ also
vanishes on X. Note that x⇤ 2 X⇤ is given by a sequence (yn)n 2 `q, where
1  q  1 and 1p + 1q = 1. In the case X = c0, q is equal to 1. Hence for
e  = (1, , 2, 3, . . . ) 2 X, where | | < 1, we get
x⇤(e ) = he , x⇤i =
1X
n=1
yn 
n.
Furthermore, since supn |yn| <1 and is therefore bounded, the above defines
a holomorphic function   7! x⇤(e ) for   2 D. By assumption x⇤(e ) = 0
for all   2 ⇤, where ⇤ has an accumulation point, and it follows that this
holomorphic function vanishes on ⇤. The identity theorem for holomorphic
functions implies that each yn is zero and hence x⇤ = 0, which proves our
claim.
Now we check the Godefroy–Shapiro Criterion for T = µB with |µ| > 1.
Case | µ| < 1: Consider the subspace
X0 := span{x 2 X : Tx = ⌘x for some ⌘ 2 K, |⌘| < 1}
= span{e  : | µ| < 1} = span
⇢
e  : | | < 1|µ|
 
.
The subset {  2 D : | | < |µ| 1}, illustrated in Figure 2.2 (a), satisfies the
assumption of our claim, so it follows that X0 is dense in X.
Case | µ| > 1: Consider the subspace
Y0 := span{x 2 X : Tx = ⌘x for some ⌘ 2 K, |⌘| > 1}
= span{e  : 1 < | µ|} = span
⇢
e  :
1
|µ| < | | < 1
 
.
1
|µ|
1
(a) | | < 1|µ|
1
|µ| 1
(b) 1|µ| < | | < 1
Figure 2.2
The subset {  2 D : |µ| 1 < | | < 1}, illustrated in Figure 2.2 (b), also
satisfies the assumption of our claim, so it follows that Y0 is dense in X.
Hence the Godefroy–Shapiro Criterion is satisfied and it follows that T is
hypercyclic.
However, the properties of hypercyclic operators are not as straightfor-
ward as might be implied by our presentation thus far. The following in-
teresting example, taken from [GEPM11, Example 3.9], is an instance of a
hypercyclic operator that satisfies the Hypercyclicity Criterion but cannot
satisfy the Godefroy–Shapiro Criterion.
Example 2.12. For X = `p(Z), 1  p < 1, the bilateral backward shift
operator B : X ! X is defined as B(xn)n2Z = (xn+1)n2Z.
For the weight sequence
v = (vn)n =
✓
1
|n|+ 1
◆
n
with n 2 Z, we define the weighted space
`1(Z, v) := {x = (xn)n2Z : kxk =
X
n2Z
|xn| vn <1}.
We claim that B cannot satisfy the Godefroy–Shapiro Criterion but that is
does satisfy the Hypercyclicity Criterion.
We consider B acting on `1(Z, v) and we assume that   is an eigenvalue
of B for the eigenvector x = (xn)n 2 `1(Z, v). Expanding the equation
Bx =  x, where x 6= 0, we see that
Bx = B(. . . , x 1, x0, x1, x2, . . . ) = (. . . , x0, x1, x2, . . . )
= (. . . , x 1, x0, x1, . . . ) =  x.
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Hence it follows that
. . . , x 1 =   1x0, x1 =  x0, x2 =  x1 =  2x0, . . .
so the eigenvectors are of the form
x =
 
. . . ,  2x0,   1x0, x0,  x0,  2x0, . . .
 
for   6= 0 and x0 6= 0. But for any   6= 0 notice that
kxk = |x0|
 
1 +
X
n2N
| |n
n+ 1
+
X
n2N
1
| |n (n+ 1)
!
=1.
So it follows that x 62 `1(Z, v), which is a contradiction and hence B has no
eigenvalues and we cannot apply the Godefroy–Shapiro Criterion.
Next we apply the Hypercyclicity Criterion. Let X0 = Y0 = c00(Z, v) be
the space of finitely supported bilateral weighted sequences for the weight
sequence v. We choose the full sequence of natural numbers (n) and we
define the maps Sn = Sn, where S is the bilateral forward shift operator.
We will test the Hypercyclicity Criterion for any x, y 2 c00(Z, v), where
x = (. . . , 0, x l1 , . . . , xm1 , 0, . . . ) and y = (. . . , 0, y l2 , . . . , ym2 , 0, . . . ) and
l1, l2,m1,m2 are natural numbers.
(i) kBnxk = kBn (. . . , 0, x l1 , . . . , xm1 , 0, . . . )k =
m1X
j= l1
|xj|
|n|+ 1
n!1 ! 0.
(ii) kSnyk = kSn (. . . , 0, y l2 , . . . , ym2 , 0, . . . )k =
m2X
j= l2
|yj|
|n|+ 1
n!1 ! 0.
(iii) BnSny = y.
Hence B satisfies the Hypercyclicity Criterion.
2.4 The Hypercyclic Comparison Principle
Another method of demonstrating the hypercyclicity of an operator is by
use of the hypercyclic comparison principle. It is based on the fact that the
property of having a dense orbit is preserved by quasi-factors.
Definition 2.13. Let T0 : X0 ! X0 and T : X ! X be two continuous maps
acting on topological spaces X0 and X. The map T is said to be a quasi-
factor of T0 if there exists a continuous map with dense range J : X0 ! X
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such that TJ = JT0, that is the following diagram commutes.
X0
T0 //
J
✏✏
X0
J
✏✏
X T // X
When T0 and T are linear operators and the map J can be taken as linear,
then we say T is a linear quasi-factor of T0.
Lemma 2.14. The property of having a dense orbit is preserved under quasi-
factors.
Proof. Let X and X0 be topological spaces and let T : X ! X be a quasi-
factor of T0 : X0 ! X0 via the map J : X0 ! X.
X0
T0 //
J
✏✏
X0
J
✏✏
X T // X
We assume that x 2 X0 has a dense orbit under T0, that is
X0 = {T n0 (x) : n   0}.
If the subset U ⇢ X is nonempty and open, then by continuity the preimage
J 1(U) is nonempty and open in X0. So by the density of the orbit of x
under T0, there exists some n   0 such that T n0 (x) 2 J 1(U). But then
T nJ(x) = J (T n0 (x)) belongs to U and the result follows.
This leads to the next result which is another very useful tool in linear
dynamics.
Theorem 2.15 (Hypercyclic Comparison Principle). Hypercyclicity is pre-
served by quasi-factors. Furthermore, the property of satisfying the Hyper-
cyclicity Criterion is preserved by linear quasi-factors.
Proof. It follows from Lemma 2.14 that hypercyclicity is preserved by quasi-
factors.
To show the second claim, for the Banach spacesX andX0 we let T : X !
X be a linear quasi-factor of T0 : X0 ! X0 via the linear map J : X0 ! X.
X0
T0 //
J
✏✏
X0
J
✏✏
X T // X
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We further assume T0 satisfies the Hypercyclicity Criterion for the increasing
sequence of positive integers (nk)k, the dense subspaces D0, E0 ⇢ X and the
maps S0nk : E0 ! X0.
First notice that the spaces D := J(D0) and E := J(E0) are dense in X.
Furthermore we define the maps Snk : E ! X by
Snk(Jy0) := JS
0
nk
(y0)
where y0 2 E0. Recall that by assumption JT0 = TJ and hence it follows by
induction that JT nk0 = T nkJ .
Now for any x 2 D, there exists x0 2 D0 such that x = Jx0 and observe
that
T nkx = T nkJx0 = J (T
nk
0 x0)
k!1 ! J(0) = 0
where the last step follows by the linearity and continuity of J . Furthermore
for any y 2 E, with y = Jy0 for some y0 2 E0, we have
Snk(y) = Snk(Jy0) = J
 
S0nk(y0)
  k!1 ! J(0) = 0
where the last step again follows by the linearity and continuity of J . Next
notice that for all y = Jy0 2 E
T nkSnk(y) = T
nkJS0nk(y0) = J
 
T nk0 S
0
nk
(y0)
 
= Jy0 = y.
Thus linear quasi-factors preserve the property of satisfying the Hypercycli-
city Criterion.
2.5 Spectral Properties
Here we list some necessary conditions for hypercyclicity that arise from
spectral theory. They are particularly useful for demonstrating that certain
operators are not hypercyclic.
Lemma 2.16. For a separable Banach space X, let T 2 L (X). Suppose for
each x 2 X there exists a nonzero x⇤ 2 X⇤ such that the set {hx⇤, T nxi : n  
0} is not dense in C. Then T is not hypercyclic.
Proof. Assume that T is hypercyclic with the hypercyclic vector x 2 X.
Since the image of a dense set under a continuous operator with dense range
is itself dense, it follows that the set {hx⇤, T nxi : n   0} is dense in C. So
we have a contradiction and thus T is not hypercyclic.
Proposition 2.17. Let T be a hypercyclic operator on a real or complex
Banach space X. Then the adjoint T ⇤ of T has no eigenvalues, that is the
point spectrum  p(T ⇤) = ;.
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Proof. Let x 2 X be a hypercyclic vector for T . We make the counter
assumption that T ⇤ has an eigenvalue   2 K for some eigenvector x⇤ 2 X⇤,
x⇤ 6= 0. Notice that
x⇤(T nx) = hx⇤, T nxi = h(T ⇤)nx⇤, xi =  nhx⇤, xi
and hence
x⇤ (orb(x, T )) = { nx⇤(x) : n   0}.
Lemma 2.16 implies that that the set { nx⇤(x) : n   0} must be dense in K,
however we arrive at a contradiction since this is impossible.
The following spectral criterion is due to Kitai [Kit82] and we will use it
many times in this text to show that certain operators are not hypercyclic.
Its proof relies on a couple of well known lemmata from spectral theory
and an elementary topological lemma. We recall them here for the reader
without proof and we note that the details can be found in [BM09, Lemmata
1.19–1.21].
Lemma 2.18 (Riesz Decomposition Theorem). Let X be a Banach space,
T 2 L (X) and assume the spectrum of T can be decomposed as follows
 (T ) =  1 [ · · · [  N
where the sets  i are closed and pairwise disjoint and N 2 N. Then we can
write
X = X1   · · · XN
where each Xi is a closed T -invariant subspace and  (T |Xi) =  i for each
i 2 {1, . . . , N}.
Lemma 2.19. Let X be a Banach space and T 2 L (X).
(i) If  (T ) ⇢ D, then there exists a < 1 and N 2 N such that kT nxk 
an kxk for any x 2 X and all n > N .
(ii) If  (T ) ⇢ C\D, then there exists A > 1 and N 2 N such that kT nxk  
An kxk for any x 2 X and all n   N .
Lemma 2.20. Let K be a compact subset of C and let C be a connected
component of K. If C is contained in some open set ⌦ ⇢ C, then there exists
a clopen, that is closed and open, subset   of K such that C ⇢   ⇢ ⌦.
Theorem 2.21. (Kitai) Let T be a hypercyclic operator on a complex Banach
space X. Then every connected component C of the spectrum  (T ) intersects
the unit circle, that is C \ T 6= ;.
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Proof. We make the counter assumption that some component C1 of  (T )
does not intersect the unit circle. Then it follows that either C1 ⇢ D or
C1 ⇢ C \ D.
We know by Lemma 2.20 that there exists a clopen set  1 ⇢  (T ) such
that C1 ⇢  1 ⇢ D or C1 ⇢  1 ⇢ C \ D. If we apply Lemma 2.18 to  1
and  2 :=  (T ) \  1, we can write X = X1   X2 and T = T1   T2 where
 1 :=  (T1) and T1 = T |X1 .
Observe that T1 and T2 are quasi-factors of T = T1 T2 via the respective
projections onto X1 and X2.
X1  X2 T1 T2 //
✏✏
X1  X2
✏✏
X1  X2 T1 T2 //
✏✏
X1  X2
✏✏
X1
T1 // X1 X2
T2 // X2
Since T is hypercyclic it follows from the hypercyclic comparison principle
that T1 and T2 are also hypercyclic.
Next notice that it follows from Lemma 2.19 that kT n1 xk tends to either
0 or infinity for any x 2 X1 \ {0} and hence T1 cannot be hypercyclic. Thus
it follows that T is not hypercyclic.
2.6 Rigidity Properties
We finish this chapter with a few useful rigidity properties that will be needed
later. The first theorem is due to Ansari [Ans95] and states if T is hypercyclic,
then so are the powers of T . A proof of the theorem can be found in either
[BM09, Theorem 3.1] or [GEPM11, Theorem 6.2].
Theorem 2.22. (Ansari) For a separable Banach space X, let T 2 L (X)
be hypercyclic. Then T p is also hypercyclic for any p   1 and moreover
HC(T ) = HC(T p).
The next theorem is due to Bès and Peris [BP99] and it gives us an equi-
valent condition for when an operator satisfies the Hypercyclicity Criterion.
Theorem 2.23 (Bès–Peris). Let X be a Banach space and let T 2 L (X).
Then T satisfies the Hypercyclicity Criterion if and only if T T is hypercyclic
on X  X.
Proof. Let T   T be hypercyclic with hypercyclic vector (x, y) 2 X   X.
Notice that (I   T n)(T   T ) = (T   T )(I   T n) and furthermore I   T n has
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dense range on X  X by Theorem 2.22. Hence the vector (I   T n)(x, y) =
(x, T ny) is a hypercyclic vector for T   T for any n   0.
Since y is a hypercyclic vector for T , it follows that for each nonempty
open U ⇢ X we can find u 2 U such that (x, u) 2 HC(T  T ). In particular,
by density there exists u 2 U arbitrarily close to 0 and n   1 such that
(T nx, T nu) is arbitrarily close to (0, x) 2 X  X. Equivalently, we can find
a sequence (uk)k ⇢ X and an increasing sequence of integers (nk)k such that
uk ! 0, T nkx! 0 and T nkuk ! x as k !1.
Next we test the Hypercyclicity Criterion for T . By assumption T   T is
hypercyclic on X  X and hence we have that T is hypercyclic on X. So it
follows that orb(x, T ) is a dense subset of X and to satisfy the Hypercyclicity
Criterion we choose the dense subsets to be X0 = Y0 = orb(x, T ). We define
the maps Snk : Y0 ! X by Snk(T jx) = T juk, for j   1. Note that the vectors
T jx are pairwise distinct and hence the Snk are well defined. Now we check
the three conditions of the Hypercyclicity Criterion.
(i) T nk(T jx) = T jT nkx! 0,
(ii) Snk(T jx) = T juk ! 0,
(iii) T nkSnk(T jx) = T jT nkuk ! T jx
as k !1 for all j   1. So T satisfies the Hypercyclicity Criterion.
Conversely suppose T satisfies the Hypercyclicity Criterion. It follows
that there exists dense subsets X0, Y0 2 X, an increasing sequence of positive
integers (nk)k and maps Snk : Y0 ! X, k   0, such that for any x 2 X0 and
y 2 Y0 we have
(i) T nkx! 0,
(ii) Snk(y)! 0,
(iii) T nkSnk(y)! y.
Next we will test the conditions of the Hypercyclicity Criterion on T  T
for the dense subspaces X0  X0 ⇢ X  X, Y0   Y0 ⇢ X  X and the maps
Snk   Snk : Y0   Y0 ! X  X. Let (x1, x2) 2 X0  X0 and (y1, y2) 2 Y0   Y0.
(i) (T   T )(x1, x2) = (Tx1, Tx2)! 0.
(ii) (Snk   Snk)(y1, y2) = (Snky1, Snky2)! 0.
(iii) (T   T )(Snk   Snk)(y1, y2) = (TSnk(y1), TSnk(y2))! (y1, y2).
It follows that T T also satisfies the Hypercyclicity Criterion and is therefore
hypercyclic on X  X.
3 Hypercyclicity of Tensor Products
In this chapter we will present the techniques from Martínez-Giménez and
Peris [MGP03] that will later be used to prove the hypercyclicity of tensor
products of operators. In particular we will introduce the tensor hypercyc-
licity criterion, which is part of a suﬃcient condition for demonstrating the
hypercyclicity of tensor products of operators. The tensor hypercyclicity cri-
terion will be used in the next chapter to show the hypercyclicity of the left
and right multiplication operators on separable ideals of operators.
However in the first section we will briefly clarify our notation and recall
the ideas we need from tensor product theory.
3.1 Tensor Products
LetX and Y be Banach spaces. The linear spaceX⌦Y is called the algebraic
tensor product of X and Y and it is the linear span of the elementary tensors
x ⌦ y, for all x 2 X and y 2 Y . Thus a typical tensor is of the form
u =
Pn
i=1 xi⌦yi 2 X⌦Y , where n   1, xi 2 X and yi 2 Y for all 1  i  n.
It is well known that the tensor representation of u is not unique.
Some elementary properties of tensor products include, for x1, x2, x 2 X,
y1, y2, y 2 Y and   2 K
(i) (x1 + x2)⌦ y = x1 ⌦ y + x2 ⌦ y,
(ii) x⌦ (y1 + y2) = x⌦ y1 + x⌦ y2,
(iii)  (x⌦ y) = ( x)⌦ y = x⌦ ( y),
(iv) 0⌦ y = x⌦ 0 = 0.
We can also define tensor products of bounded linear operators. For S 2
L (X) and T 2 L (Y ) there exists a unique operator S⌦T : X⌦Y ! X⌦Y
such that
(S ⌦ T ) (x⌦ y) = Sx⌦ Ty
for every x 2 X and y 2 Y .
The topology induced by a given tensor norm k · k↵ on the tensor product
X ⌦ Y will be denoted by X ⌦↵ Y and its completion will be written as
X b⌦↵Y . Tensor norms are defined as follows.
Definition 3.1. The norm k · k↵ on X ⌦ Y is called a tensor norm if it
satisfies the following properties
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(i) kx⌦ yk↵ = kxk kyk for every x 2 X and y 2 Y ,
(ii) For every   2 X⇤ and  2 Y ⇤, the linear functional   ⌦  on X ⌦↵ Y
is bounded and k ⌦  k = k k k k,
(iii) k · k↵ is finitely generated, that is for u 2 X ⌦ Y we have
kuk↵ = inf
  kuk↵ : u 2M ⌦N, dimM <1, dimN <1 ,
(iv) For every S 2 L (X) and T 2 L (Y ) the operator S ⌦ T : X ⌦↵ Y !
X ⌦↵ Y is bounded and kS ⌦ Tk  kSk kTk.
The operator S ⌦ T : X ⌦↵ Y ! X ⌦↵ Y has a unique extension to an
operator on X b⌦↵Y with the same norm and we will denote this operator by
S b⌦T : X b⌦↵Y ! X b⌦↵Y .
Two concrete tensor norms that we will encounter later are defined as
follows. The projective norm of a tensor u 2 X ⌦ Y is defined as
kuk⇡ := inf
n nX
j=1
kxjk kyjk : u =
nX
j=1
xj ⌦ yj and
nX
j=1
kxjk kyjk <1
o
where the infimum is taken over all representations of u 2 X ⌦ Y . The
completion of the space endowed with the projective topology is denoted as
X b⌦⇡Y .
The injective norm of u 2 X ⌦ Y is defined as
kuk✏ := sup
n    nX
i=1
 (xi) (yi)
    :   2 BX⇤ ,  2 BY ⇤o
where
Pn
i=1 xi⌦yi is any representation of u and BX⇤ and BY ⇤ are the closed
unit balls of X⇤ and Y ⇤. The completion of the space under the injective
topology is of course written as X b⌦✏Y .
We note if k · k↵ is an arbitrary tensor norm on X⌦Y , then the following
relations hold: kuk✏  kuk↵  kuk⇡ for all u 2 X ⌦ Y .
Finally we mention that a special form of the tensor notion we will en-
counter is that of the space of finite rank operators. We recall that the rank
one operator x⇤ ⌦ y : X ! Y is defined as
(x⇤ ⌦ y)(z) = hx⇤, ziy
where x⇤ 2 X⇤, y 2 Y and z 2 X. The space spanned by the rank one
operators is called the space of finite rank operators and denoted by
X⇤ ⌦ Y :=
n nX
i=1
x⇤i ⌦ yi : x⇤i 2 X⇤, yi 2 Y and n   1
o
.
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3.2 The Tensor Hypercyclicity Criterion
We now turn our attention to the tensor hypercyclicity criterion, which is a
key element in proving the hypercyclicity of tensor products of operators. It
was introduced in [MGP03] and it is a tool we will eventually use to prove
the hypercyclicity of the left and right multiplication operators.
Definition 3.2 (Tensor Hypercyclicity Criterion). Let X be a separable
Banach space. For T 2 L (X), we say that T satisfies the tensor hypercycli-
city criterion if there exist dense subsets X0, Y0 ⇢ X, an increasing sequence
of positive integers (nk)k and maps Snk : Y0 ! X such that, for any x 2 X0,
y 2 Y0
(i) T nkx is bounded,
(ii) Snk(y) is bounded,
(iii) T nkSnk(y)
k!1   ! y.
As a cautionary note, observe that satisfying the tensor hypercyclicity
criterion is a much weaker property than satisfying the Hypercyclicity Cri-
terion and not all operators satisfying the tensor hypercyclicity criterion are
hypercyclic. Even the identity operator satisfies the tensor hypercyclicity
criterion and as we know it is very far from being hypercyclic.
Also note we may assume that the dense subsets X0 and Y0 are linear sub-
spaces and that the maps Snk are linear. To see this we take maximal, linearly
independent subsets X 00 ⇢ X0 and Y 00 ⇢ Y0. Notice that X0 ⇢ span{X 00} and
Y0 ⇢ span{Y 00} and hence the subspaces span{X 00} and span{Y 00} are dense
in X. Next we can extend the Snk linearly from Y 00 to span{Y 00} and it is then
a straightforward calculation to check that conditions (i)–(iii) of the tensor
hypercyclicity criterion remain true for span{X 00} and span{Y 00}.
The following is the key theorem from the paper by Martínez-Giménez
and Peris [MGP03] where they prove a suﬃcient condition for tensor products
of operators to be hypercyclic. They first prove it for tensor products of
Fréchet spaces endowed with the projective topology and then via the hyper-
cyclic comparison principle they extend the result to topologies induced by
arbitrary tensor norms. However we will give a shorter proof, in the Banach
space setting, that instead uses the definition of tensor norms.
Theorem 3.3. Let X and Y be separable Banach spaces and T1 2 L (X)
and T2 2 L (Y ). If T1 satisfies the Hypercyclicity Criterion and T2 satisfies
the tensor hypercyclicity criterion for a common sequence of integers, then
the operator
T1b⌦T2 : X b⌦↵Y ! X b⌦↵Y
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satisfies the Hypercyclicity Criterion for any tensor norm k · k↵.
Proof. By assumption we have dense subsets X1, X2 ⇢ X and Y1, Y2 ⇢ Y , a
common sequence of integers (nk)k and maps S(1)nk : X2 ! X and S(2)nk : Y2 !
Y such that
(a) T nk1 x1 ! 0 for all x1 2 X1
(b) S(1)nk x2 ! 0 for all x2 2 X2
(c) T nk1 S
(1)
nk x2 ! x2 for all x2 2 X2
(d)
 
T nk2 y1
 
is bounded for all y1 2 Y1
(e)
 
S(2)nk y2
 
is bounded for all y2 2 Y2
(f) T nk2 S
(2)
nk y2 ! y2 for all y2 2 Y2.
Recall from the remarks following Theorem 2.8 and Definition 3.2 that
without loss of generality we can assume that the subsets X1, X2, Y1, Y2 are
linear subspaces and that the maps S(1)nk and S
(2)
nk are linear. We claim that
the operator
T := T1b⌦T2 : X b⌦↵Y ! X b⌦↵Y
satisfies the Hypercyclicity Criterion for the dense subspaces X1 ⌦↵ Y1 and
X2 ⌦↵ Y2 and the sequence of operators
Snk := S
(1)
nk
⌦ S(2)nk : X2 ⌦↵ Y2 ! X ⌦↵ Y.
We note that the linearity of S(1)nk and S
(2)
nk is required for Snk(z) to be inde-
pendent of the tensor representation of z 2 X2 ⌦↵ Y2 and hence for the Snk
to be well defined.
Next we show the conditions of the Hypercyclicity Criterion are satisfied
for elementary tensors with the topology induced by the tensor norm k · k↵.
(i) Let x1 2 X1, y1 2 Y1 and notice that
kT nk(x1 ⌦ y1)k↵ = k(T nk1 ⌦ T nk2 )(x1 ⌦ y1)k↵
3.1 (i)
= kT nk1 x1k kT nk2 y1k  ! 0
since by assumption T nk1 x1 ! 0 for all x1 2 X1 and (T nk2 y1) is a bounded
sequence for all y1 2 Y1. The second last step follows from Defini-
tion 3.1 (i).
(ii) Similarly, for all x2 2 X2 and y2 2 Y2 we see that
kSnk(x2 ⌦ y2)k↵ =
  (S(1)nk ⌦ S(2)nk )(x2 ⌦ y2)  ↵
3.1 (i)
=
  S(1)nk x2     S(2)nk y2    ! 0
since by assumption S(1)nk x2 ! 0 for all x2 2 X2 and (S(2)nk y2) is a bounded
sequence for all y2 2 Y2.
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(iii) For all x2 2 X2 and y2 2 Y2 we see that
kT nkSnk(x2 ⌦ y2)   x2 ⌦ y2k↵
=
  T nk1 S(1)nk x2 ⌦ T nk2 S(2)nk y2   x2 ⌦ T nk2 S(2)nk y2
+ x2 ⌦ T nk2 S(2)nk y2   x2 ⌦ y2
  
↵
    T nk1 S(1)nk x2   x2 ⌦ T nk2 S(2)nk y2  ↵ +   x2 ⌦  T nk2 S(2)nk y2   y2   ↵
3.1 (i)
=
  T nk1 S(1)nk x2   x2  | {z }
! 0 by (c)
  T nk2 S(2)nk y2  | {z }
! y2 by (f)
+ kx2k
  T nk2 S(2)nk y2   y2  | {z }
! 0 by (f)
 ! 0.
Hence the Hypercyclicity Criterion is satisfied for elementary tensors. By
taking linear combinations of elementary tensors it follows that T satisfies
the Hypercyclicity Criterion for any tensor in X b⌦↵Y .
We note by the symmetry of the tensor product that Theorem 3.3 remains
true if the assumptions on T1 and T2 are switched. That is, if instead T1
satisfies the tensor hypercyclicity criterion and T2 satisfies the Hypercyclicity
Criterion then it still follows that T1b⌦T2 satisfies the Hypercyclicity Criterion.
We remark that the tensor product of two non-hypercyclic operators may
turn out to be hypercyclic and we illustrate this with a simple example taken
from [MGP03].
Example 3.4. Consider the bounded linear operators twice the identity 2I
and the backward shift B on X, where X = c0 or `p for 1  p <1. Clearly
neither operator is hypercyclic, however notice that their tensor product can
be rewritten as 2I ⌦ B = I ⌦ 2B. Further note that I satisfies the tensor
hypercyclicity criterion and 2B satisfies the Hypercyclicity Criterion, for the
sequence of natural numbers, so it follows by Theorem 3.3 that I ⌦ 2B is
hypercyclic on X⇤ ⌦X.
Hence we see that tensor products of operators can be hypercyclic outside
the conditions of Theorem 3.3. A more interesting example on the hypercyc-
licity of tensor products of operators also comes from [MGP03, Example 2.2].
It is in stark contrast to the behaviour of Example 3.4 since it reveals that
the tensor product of two hypercyclic operators need not be hypercyclic.
The example uses a generalisation of the backward shift which we now
define. Let X = c0 or `p, 1  p < 1, and let w = (wn)n 1 be a bounded
weight sequence of nonzero scalars in `1. The weighted backward shift oper-
ator Bw 2 L (X) is defined as
Bwen =
(
wnen 1, n   2
0, n = 1
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where (en) is the standard canonical unit vector basis ofX. The example also
requires the following theorems, the first is due to Salas from his classification
of hypercyclic shift operators [Sal95] and the second is taken from [MGP03,
Proposition 2.1]. We recall their statements here without proof but we note
that the proofs are essentially an application of the Hypercyclicity Criterion.
Theorem 3.5. The weighted backward shift operator Bw 2 L (X) satisfies
the Hypercyclicity Criterion on X = c0 or `p, 1  p <1, if and only if
sup
n 1
nY
j=1
|wj| =1.
Theorem 3.6. For v = (vj), w = (wj) 2 `1 we let Bv : `p ! `p and
Bw : `q ! `q be weighted backward shift operators, where 1  p, q <1. Then
the operator
Bv b⌦Bw : `pb⌦↵`q ! `pb⌦↵`q
is hypercyclic for any tensor norm k · k↵ if and only if
sup
n 1
nY
j=1
|vjwj| =1.
Example 3.7. Consider the pair of weight sequences v, w 2 `1 defined as
v = (vj) = (2,
1
2
,
1
2
, 2, 2, 2, 2,
1
2
,
1
2
,
1
2
,
1
2
,
1
2
,
1
2
,
1
2
,
1
2
, . . . ),
w = (wj) = (
1
2
, 2, 2,
1
2
,
1
2
,
1
2
,
1
2
, 2, 2, 2, 2, 2, 2, 2, 2, . . . ).
It follows from Theorem 3.5 that Bv : `p ! `p and Bw : `q ! `q are hyper-
cyclic for 1  p, q <1. However we further note that
nY
j=1
vjwj = 1
for all n   1, so it follows from Theorem 3.6 that the tensor product Bv b⌦Bw
is not hypercyclic.
At first glance Example 3.7 seems to conflict with Theorem 3.3 since both
Bv and Bw satisfy the Hypercyclicity Criterion and hence we might expect
Bv b⌦Bw to be hypercyclic. Indeed conditions (i) and (iii) of the Hypercyclicity
Criterion are satisfied by both Bv and Bw for the sequence of natural numbers
(n) when we take the dense subsets of `p and `q to be the space of finitely
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supported sequences c00 and we choose the maps Sn to be the weighted
forward shifts
Snv 1 : c00 ! `p
and
Snw 1 : c00 ! `q.
However to satisfy Theorem 3.3 we also require that conditions (ii) of the
Hypercyclicity and tensor hypercyclicity criteria are fulfilled for a common
sequence of integers (nk)k. So for the sequences Snkv 1y and S
nk
w 1y this would
mean that one of them is bounded and the other tends to zero for all y =
(y1, y2, . . . , yn, 0, . . . ) 2 c00. We note that w 1 = (w 1j ) = v and hence
Sw 1 = Sv. So the sequences are as follows
Snkv 1y = (. . . , 0, v
 1
1 · · · v 1nk y1, v 12 · · · v 1nk+1y2, . . . , v 1n · · · v 1nk+n 1yn, 0, . . . )
and
Snkv y = (. . . , 0, v1 · · · vnky1, v2 · · · vnk+1y2, . . . , vn · · · vnk+n 1yn, 0, . . . ).
However if one of the sequences tends to zero then the other is unbounded
and hence condition (ii) of the respective criteria cannot be satisfied for a
common sequence of integers.

4 Dynamics of the Multipliers
Elementary operators are inextricably connected to the properties of the left
and right multipliers [Cur92]. Therefore it is natural to begin any invest-
igation into the dynamics of the commutator operator S 7! TS   ST by
first considering the hypercyclic properties of its components, which we now
define.
For a Banach space X, the bounded linear operator T 2 L (X) induces
the left multiplication and right multiplication operators, respectively, as fol-
lows
LT : L (X)! L (X), LTS = TS,
RT : L (X)! L (X), RTS = ST,
where S 2 L (X).
From the perspective of linear dynamics the first question we might ask is,
can they ever have dense orbits? If we consider LT and RT acting on the space
of bounded linear operators L (X), an immediate obstacle we encounter is
if X is a classical Banach space then L (X) is not separable when endowed
with the operator norm topology.
The first results on the hypercyclicity of LT and RT avoided this impedi-
ment by considering the strong operator topology (SOT), since (L (X), SOT )
is separable under this weaker topology. Using this approach, Chan [Cha99]
characterised when LT is hypercyclic on (L (H), SOT ), where H is a Hilbert
space. Later Chan and Taylor generalised the result to (L (X), SOT ) for an
arbitrary separable Banach space X [CT01].
However this is not satisfactory for our purposes since, among other reas-
ons, (L (X), SOT ) is a topological vector space that is not normable. So
the course we take is to consider LT and RT acting on ideals of L (X) that
are separable with respect to some ideal norm. Bonet et al. [BMGP04] took
this approach to characterise when LT and RT are hypercyclic on the space
of compact operators K (X). They proved this using the tensor product
techniques presented in Section 3.2.
In this chapter we will first show the hypercyclicity of LT and RT on
Banach ideals under suitable assumptions on T and T ⇤. We then extend
the ideas from [BMGP04] to prove suﬃcient conditions that make the two-
sided multiplier LARB hypercyclic on Banach ideals. We refer the reader to
Appendix A for a brief reminder of the notation and the results we will use
from the theory of Banach ideals.
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To finish this chapter we will consider LT and RT acting on L (XAH),
where XAH is the peculiar Banach space recently constructed by Argyros and
Haydon [AH11]. The space L (XAH) is of interest since it is separable when
endowed with the operator norm topology and we will see the remarkable
result that elementary operators are never hypercyclic on this space.
4.1 Hypercyclicity of the Left Multiplier
We will first demonstrate the hypercyclicity of the left multiplication op-
erator LT , under suitable assumptions, on the space of nuclear operators.
Then by means of the hypercyclicity comparison principle we will show LT is
hypercyclic, under certain conditions, on other Banach ideals. We refer the
reader to Appendix A for the definition of a nuclear operator and a reminder
of the theory of Banach ideals.
Theorem 4.1. Let X be a Banach space with a separable dual space X⇤ and
let T 2 L (X). If we consider the left multiplication operator LT : N (X)!
N (X) on the space of nuclear operators, then the following are equivalent
(i) T satisfies the Hypercyclicity Criterion,
(ii) LT is hypercyclic on N (X).
Proof. (i) ) (ii) Assume T satisfies the Hypercyclicity Criterion for some
sequence of integers (nk)k. Notice that X⇤ embeds isometrically into X⇤b⌦⇡X
via the map x⇤ 7! x⇤⌦x, where x is fixed and kxk = 1 since kx⇤ ⌦ xk⇡ = kx⇤k.
Hence the separability of X⇤ and X gives that X⇤b⌦⇡X is a separable Banach
space. Recall from Appendix A that there exists a continuous, linear and
surjective operator  : X⇤b⌦⇡X ! N (X) defined by x⇤⌦ x 7! x⇤⌦ x, where
the right hand side map x⇤ ⌦ x : X ! X is defined by z 7! hx⇤, zix.
By Theorem 3.3, the operator I b⌦T is hypercyclic on X⇤b⌦⇡X since by
assumption T satisfies the Hypercyclicity Criterion on X for the sequence
(nk)k and the identity operator I satisfies the tensor hypercyclicity criterion
on X⇤ for the same sequence (nk)k.
Next observe we have that    (I b⌦T ) = LT    since for any x⇤ ⌦ x 2
X⇤b⌦⇡X
 
 
I b⌦T  (x⇤ ⌦ x) =  (x⇤ ⌦ Tx) = x⇤ ⌦ Tx
and
LT ( (x
⇤ ⌦ x)) = T (x⇤ ⌦ x) = x⇤ ⌦ Tx.
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So it follows by applying the hypercyclicity comparison principle to the below
commuting diagram that LT is hypercyclic on N (X).
X⇤b⌦⇡X I b⌦T //
 
✏✏
X⇤b⌦⇡X
 
✏✏
N (X)
LT //N (X)
(ii) ) (i) Let LT be hypercyclic on N (X). We pick linearly independent
and normalised u, v 2 X and define the linear extension   : N (X)! X X
such that
 (x⇤ ⌦ x) :=  (x⇤ ⌦ x)u, (x⇤ ⌦ x)v  =  hx⇤, uix, hx⇤, vix 
for all x⇤ ⌦ x 2 N (X). The continuity of   follows from its linearity and
the following estimate
k (x⇤ ⌦ x)k =    (x⇤ ⌦ x)u, (x⇤ ⌦ x)v   
= khx⇤, uixk+ khx⇤, vixk
 kxk kx⇤k   kuk+ kvk  
=
  kuk+ kvk   kx⇤ ⌦ xkN .
Furthermore the operator   is surjective. To see this, fix an arbitrary (x, y) 2
X X. By the linear independence of u and v, we can construct an operator
u⇤ ⌦ x+ v⇤ ⌦ y 2 N (X), where u⇤, v⇤ 2 X⇤ are chosen to satisfy
hu⇤, ui = 1, hu⇤, vi = 0,
hv⇤, ui = 0, hv⇤, vi = 1. (4.1)
It follows that
  (u⇤ ⌦ x+ v⇤ ⌦ y) =  (u⇤ ⌦ x+ v⇤ ⌦ y)u, (u⇤ ⌦ x+ v⇤ ⌦ y)v 
=
 hu⇤, uix+ hv⇤, uiy, hu⇤, vix+ hv⇤, viy 
= (x, y)
and hence   is surjective. Next observe that     LT = (T   T )     since for
any x⇤ ⌦ x 2 X⇤ ⌦X
  (LT (x
⇤ ⌦ x)) =  (x⇤ ⌦ Tx)
=
 
(x⇤ ⌦ Tx)u, (x⇤ ⌦ Tx)v 
=
 hx⇤, uiTx, hx⇤, viTx 
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and
(T   T ) (x⇤ ⌦ x) = (T   T ) (x⇤ ⌦ x)u, (x⇤ ⌦ x)v 
= (T   T ) hx⇤, uix, hx⇤, vix 
=
 hx⇤, uiTx, hx⇤, viTx .
So by linearity the following diagram commutes.
N (X)
LT //
 
✏✏
N (X)
 
✏✏
X  X T T // X  X
We can now apply the hypercyclicity comparison principle to conclude that
T  T is hypercyclic. Moreover it follows from Theorem 2.23 that T satisfies
the Hypercyclicity Criterion.
Corollary 4.2. Theorem 4.1 also holds on the Banach ideal of approximable
operators X⇤b⌦✏X.
Proof. Recall from Appendix A that the natural inclusion J : N (X) ,!
X⇤b⌦✏X provides a continuous linear map, with dense range by definition,
for which the following diagram commutes.
N (X)
LT //
J
✏✏
N (X)
J
✏✏
X⇤b⌦✏X LT // X⇤b⌦✏X
We know from Theorem 4.1 that LT is hypercyclic on N (X), so it fol-
lows from the hypercyclicity comparison principle that LT is hypercyclic on
X⇤b⌦✏X.
If we make the additional assumption thatX possesses the approximation
property (see Definition A.2 in Appendix A) then we get further information
about LT on K (X).
Corollary 4.3. If X has the approximation property then Theorem 4.1 also
holds on the Banach ideal K (X) of compact operators.
Proof. Let X have the approximation property. Recall from Appendix A
that when X possesses the approximation property the natural inclusion
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J : N (X) ,! K (X) provides a continuous linear map that has dense range.
This give us the following commuting diagram.
N (X)
LT //
J
✏✏
N (X)
J
✏✏
K (X)
LT //K (X)
By Theorem 4.1 LT is hypercyclic on N (X), so it follows from the hyper-
cyclicity comparison principle that LT is hypercyclic on K (X).
4.2 Hypercyclicity of the Right Multiplier
We first note that for T 2 L (X), we expect the right multiplication operator
RT to share dynamical properties with the adjoint T ⇤ since, if we consider
the rank one operators x⇤ ⌦ x 2 X⇤ ⌦X, we see that
RT (x
⇤ ⌦ x) = (x⇤ ⌦ x)T = T ⇤x⇤ ⌦ x = (T ⇤ ⌦ I) (x⇤ ⌦ x) .
Similar to the last section, we will first show the hypercyclicity of RT on the
space of nuclear operators and then extend the result to other Banach ideals.
Theorem 4.4. Let X be a Banach space with separable dual space X⇤ and let
T 2 L (X). If we consider the right multiplication operator RT : N (X) !
N (X) on the space of nuclear operators, then the following are equivalent
(i) T ⇤ satisfies the Hypercyclicity Criterion,
(ii) RT is hypercyclic on N (X).
Proof. (i)) (ii) Let T ⇤ satisfy the Hypercyclicity Criterion on X⇤ for some
sequence of integers (nk)k. Observe that I satisfies the tensor hypercyclicity
criterion on X for the same sequence (nk)k, so it follows by Theorem 3.3 that
the following operator is hypercyclic
T ⇤b⌦I : X⇤b⌦⇡X ! X⇤b⌦⇡X.
Similar to Theorem 4.1, we define a continuous, canonical surjective operator
 : X⇤b⌦⇡X ! N (X). So by applying the hypercyclicity comparison prin-
ciple to the following commutative diagram, it follows that RT is hypercyclic.
X⇤b⌦⇡X T ⇤ b⌦I //
 
✏✏
X⇤b⌦⇡X
 
✏✏
N (X)
RT //N (X)
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(ii) ) (i) Let RT be hypercyclic on N (X). Again similar to Theorem 4.1
we pick linearly independent and normalised u⇤, v⇤ 2 X⇤ and we define the
linear extension   : N (X)! X⇤  X⇤ by
 (x⇤ ⌦ x) =  (x⇤ ⌦ x)⇤u⇤, (x⇤ ⌦ x)⇤v⇤  =  (x⌦ x⇤)u⇤, (x⌦ x⇤)v⇤ 
where x⇤ ⌦ x 2 N (X). The continuity of   follows from its linearity and
the following estimate
k (x⇤ ⌦ x)k =    (x⌦ x⇤)u⇤, (x⌦ x⇤)v⇤   
= khx, u⇤ix⇤k+ khx, v⇤ix⇤k
   ku⇤k+ kv⇤k   kx⇤k kxk
=
  ku⇤k+ kv⇤k   kx⇤ ⌦ xkN .
Furthermore the operator   is surjective. To see this we fix an arbitrary
(x⇤, y⇤) 2 X⇤  X⇤. By the linear independence of u⇤ and v⇤, we construct
an operator x⇤⌦u+y⇤⌦v 2 N (X), where u, v 2 X satisfy similar conditions
to line (4.1) from Theorem 4.1. Notice that
  (x⇤ ⌦ u+ y⇤ ⌦ v) =  (x⇤ ⌦ u+ y⇤ ⌦ v)⇤u⇤, (x⇤ ⌦ u+ y⇤ ⌦ v)⇤v⇤ 
=
 hu, u⇤ix⇤ + hv, u⇤iy⇤, hu, v⇤ix⇤ + hv, v⇤iy⇤ 
= (x⇤, y⇤)
and hence it follows   is surjective. Further observe that     RT = (T ⇤  
T ⇤)     since for any x⇤ ⌦ x 2 X⇤ ⌦X we have
  (RT (x
⇤ ⌦ x)) =  (T ⇤x⇤ ⌦ x)
=
 
(T ⇤x⇤ ⌦ x)⇤u⇤, (T ⇤x⇤ ⌦ x)⇤v⇤ 
=
 
(x⌦ T ⇤x⇤)u⇤, (x⌦ T ⇤x⇤)v⇤ 
=
 hx, u⇤iT ⇤x⇤, hx, v⇤iT ⇤x⇤ 
and
(T ⇤   T ⇤) (x⇤ ⌦ x) = (T ⇤   T ⇤) (x⌦ x⇤)u⇤, (x⌦ x⇤)v⇤ 
= (T ⇤   T ⇤) hx, u⇤ix⇤, hx, v⇤ix⇤ 
=
 hx, u⇤iT ⇤x⇤, hx, v⇤iT ⇤x⇤ .
So by linearity the following diagram commutes and by the hypercyclicity
comparison principle it follows that T ⇤   T ⇤ is hypercyclic.
N (X)
RT //
 
✏✏
N (X)
 
✏✏
X⇤  X⇤ T ⇤ T ⇤ // X⇤  X⇤
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Moreover by Theorem 2.23 we have that T ⇤ satisfies the Hypercyclicity Cri-
terion.
Corollary 4.5. Theorem 4.4 remains true on the Banach ideal of approxim-
able operators X⇤b⌦✏X.
Proof. We apply a similar argument as in Corollary 4.2. Recall from Ap-
pendix A that the natural inclusion J : N (X) ,! X⇤b⌦✏X provides a con-
tinuous linear map, with dense range by definition, for which the following
diagram commutes.
N (X)
RT //
J
✏✏
N (X)
J
✏✏
X⇤b⌦✏X RT // X⇤b⌦✏X
We know from Theorem 4.4 that RT is hypercyclic on N (X), so it fol-
lows from the hypercyclicity comparison principle that RT is hypercyclic on
X⇤b⌦✏X.
Corollary 4.6. If X⇤ is separable and has the approximation property then
Theorem 4.4 remains true on the Banach ideal K (X) of compact operators.
Proof. We apply the same argument as Corollary 4.3. Let X⇤ have the ap-
proximation property which implies that X has the approximation property.
Recall from Appendix A that when X possesses the approximation property
the natural inclusion J : N (X) ,! K (X) provides a continuous linear map
that has dense range. This give us the following commuting diagram.
N (X)
RT //
J
✏✏
N (X)
J
✏✏
K (X)
RT //K (X)
We know from Theorem 4.4 that RT is hypercyclic on N (X), so it fol-
lows from the hypercyclicity comparison principle that RT is hypercyclic on
K (X).
4.3 Hypercyclicity of the Two-Sided Multiplier
The results from Sections 4.1 and 4.2 naturally lead us to ask whether the
same techniques can be applied to the more general two-sided multiplica-
tion operator LARB : L (X) ! L (X), for any Banach space X and fixed
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A,B 2 L (X). It turns out we can partially generalise the previous results to
obtain suﬃcient conditions that imply the hypercyclicity of LARB on Banach
ideals. However we will also show an obstacle to obtaining an if and only if
implication similar to that of Theorems 4.1 and 4.4.
The observations and results of this section are our original work, based
on the techniques of Bonet et al. [BMGP04].
Theorem 4.7. Let X be a Banach space with a separable dual space X⇤
and let A,B 2 L (X). If either of the following conditions holds then the
two-sided multiplier LARB is hypercyclic on N (X).
(i) A satisfies the Hypercyclicity Criterion on X and B⇤ satisfies the tensor
hypercyclicity criterion on X⇤ for a common sequence of integers.
(ii) A satisfies the tensor hypercyclicity criterion on X and B⇤ satisfies the
Hypercyclicity Criterion on X⇤ for a common sequence of integers.
Proof. We first consider the operator
B⇤b⌦A : X⇤b⌦⇡X ! X⇤b⌦⇡X
and it follows from our assumptions and Theorem 3.3 that B⇤b⌦A is hyper-
cyclic on the space X⇤b⌦⇡X.
Similar to Theorem 4.1, we have that there exists a continuous linear
surjective operator  : X⇤b⌦⇡X ! N (X) defined by x⇤⌦x 7! x⇤⌦x. Further
observe that    (B⇤b⌦A) = LARB    since for any x⇤ ⌦ x 2 X⇤b⌦⇡X
 
 
B⇤b⌦A  (x⇤ ⌦ x) =  (B⇤x⇤ ⌦ Ax) = B⇤x⇤ ⌦ Ax
and
LARB
 
 (x⇤ ⌦ x)  = A(x⇤ ⌦ x)B = B⇤x⇤ ⌦ Ax.
So it follows by applying the hypercyclicity comparison principle to the below
commuting diagram that LARB is hypercyclic on N (X).
X⇤b⌦⇡X B⇤ b⌦A //
 
✏✏
X⇤b⌦⇡X
 
✏✏
N (X)
LARB //N (X)
We recall from Appendix A that the inclusion map N (X) ! X⇤b⌦✏X
provides us with a continuous, linear map with dense range. So by using the
same argument as in Corollary 4.2 we get the following corollary.
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Corollary 4.8. Theorem 4.7 also holds on the Banach ideal of approximable
operators X⇤b⌦✏X.
We further recall from Appendix A that if X or X⇤ possesses the ap-
proximation property, then the canonical inclusion map N (X)! K (X) is
continuous, linear and has dense range. So by arguing as in Corollary 4.3 we
have the following result.
Corollary 4.9. Let X be a Banach space with a separable dual space X⇤
and let A,B 2 L (X). If either of the following conditions holds then the
two-sided multiplier LARB is hypercyclic on K (X).
(i) X has the approximation property, A satisfies the Hypercyclicity Cri-
terion on X and B⇤ satisfies the tensor hypercyclicity criterion on X⇤
for a common sequence of integers.
(ii) X⇤ has the approximation property, A satisfies the tensor hypercyclicity
criterion on X and B⇤ satisfies the Hypercyclicity Criterion on X⇤ for
a common sequence of integers.
We remark that the reverse implication of Theorem 4.7 cannot be proven
with a similar argument to that used in part (ii))(i) of Theorems 4.1 and
4.4, since it breaks down for the two-sided multiplier. However if we take
B = I then we get a simple example of the reverse implication in the positive
direction. In this case we see if LARB is hypercyclic on N (X) then it easily
follows from Theorem 4.1 that A satisfies the Hypercyclicity Criterion and
of course B = I satisfies the tensor hypercyclicity criterion for a common
sequence of integers.
One of the obstacles in proving the reverse implication of Theorem 4.7
arises from the fact that both elementary operators and tensor products do
not have a unique representation, as illustrated in the following, somewhat
artificial, example.
Example 4.10. We consider the identity operator I 2 L (`2) and twice the
backward shift 2B 2 L (`2). If we take the common sequence of positive
integers to be the full sequence of natural numbers, then it follows from The-
orem 4.7 that L2BRI is hypercyclic on N (`2). However we can also write
L2BRI = LBR2I and notice that neither B nor 2I satisfy the Hypercycli-
city Criterion, so in this case we cannot achieve the reverse implication of
Theorem 4.7.
In the next example, we will see two operators that satisfy the Hypercyc-
licity Criterion but induce a non-hypercyclic two-sided multiplier. Similar to
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Example 3.7, we define the pair of weight sequences v, w 2 `1 as
v = (vj) = (2,
1
2
,
1
2
, 2, 2, 2, 2,
1
2
,
1
2
,
1
2
,
1
2
,
1
2
,
1
2
,
1
2
,
1
2
, . . . ),
w = (wj) = (
1
2
, 2, 2,
1
2
,
1
2
,
1
2
,
1
2
, 2, 2, 2, 2, 2, 2, 2, 2, . . . ).
Theorem 3.5 gives that the weighted backward shifts Bv : `2 ! `2 and
Bw : `2 ! `2 satisfy the Hypercyclicity Criterion. It further follows from
Theorems 4.1 and 4.4 that LBv and RB⇤w are hypercyclic on N (`
2). We note
thatN (`2) = C1, where C1 is the space of trace class operators on `2, defined
in Appendix A.1. Since `2 has a Schauder basis we know from Appendix A
that it possesses the approximation property, so we have from Corollaries 4.3
and 4.6 that LBv and RB⇤w are also hypercyclic on K (`
2).
Recall from Appendix A that since `2 has the approximation property
then it follows that `2b⌦⇡`2 = N (`2) and moreover LBvRB⇤w : N (`2) !
N (`2) is isomorphic, up to similarity, to Bv b⌦Bw : `2b⌦⇡`2 ! `2b⌦⇡`2. We
already know from Example 3.7 that Bv b⌦Bw is not hypercyclic on `2b⌦↵`2,
for any tensor norm k · k↵, and hence LBvRB⇤w is not hypercyclic on N (`2).
The reason again comes down to the fact we cannot find a common se-
quence of positive integers such that one of Bv or Bw satisfies the Hypercyc-
licity Criterion and the other satisfies the tensor hypercyclicity criterion.
4.4 Multipliers on the Argyros-Haydon Space
The famous scalar-plus-compact problem asks whether there exists a Banach
space such that every bounded linear operator is a compact perturbation
of a scalar multiple of the identity operator. Argyros and Haydon recently
solved it with the construction of the Banach space XAH [AH11]. This space
possesses many remarkable properties and it turns out the multipliers acting
on L (XAH) and K (XAH) reveal some surprising hypercyclic behaviour.
We will not elaborate here on the details of the so-called ‘monster’ space
XAH , however we will briefly list the properties of XAH and L (XAH) that
are relevant to this section. Unless otherwise stated the results and observa-
tions on the hypercyclicity of elementary operators in this section are due to
Saksman, Tylli and the author [GST].
Theorem 4.11 (Argyros–Haydon). There exists an infinite dimensional sep-
arable Banach space XAH , possessing a Schauder basis, such that every T 2
L (XAH) is of the form
T =  I +K
where   2 C and K 2 K (XAH) is a compact operator.
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Recall from Appendix A that the existence of a Schauder basis implies
that XAH possesses the approximation property. One may also show that
the dual space X⇤AH is isomorphic to `1 and is therefore separable. So it
follows that the space of compact operators K (XAH) is separable under
the operator norm topology and since L (XAH) = C · I +K (XAH), we also
have the remarkable fact that L (XAH) is separable under the operator norm
topology.
The separability of L (XAH) naturally leads us to ask whether the multi-
plication operators are hypercyclic on this space. However Grosse-Erdmann
and Peris [GEPM11, Exercise 10.2.8] give a partial outline of an argument to
show that LT is not hypercyclic on L (XAH). Subsequently we go further to
show that general elementary operators are never hypercyclic on L (XAH),
which follows from the following general observation.
Theorem 4.12. Let A be a Banach algebra which admits a non-trivial mul-
tiplicative linear functional. Then elementary operators are never hypercyclic
on A .
Proof. Let   be a multiplicative linear functional onA and let EA,B : A ! A
be the elementary operator defined by
EA,B =
nX
j=1
LajRbj
where A = (a1, . . . , an), B = (b1, . . . , bn) 2 A n are fixed n-tuples given by the
elements aj 2 A and bj 2 A for j = 1, . . . , n. To prove EA,B is not hypercyc-
lic on A we will show that the multiplicative linear functional   is an eigen-
vector of the adjoint E⇤A,B for the corresponding eigenvalue
Pn
j=1  (aj) (bj).
We recall from Appendix B that multiplicative functionals are always
continuous and hence   2 A ⇤. Notice for any s 2 A we have that
hE⇤A,B( ), si = h , EA,B(s)i = h ,
nX
j=1
ajsbji
=  
✓ nX
j=1
ajsbj
◆
=
nX
j=1
 (aj) (s) (bj) (4.2)
=  (s)
nX
j=1
 (aj) (bj) =
✓ nX
j=1
 (aj) (bj)
◆
h , si,
where the step on line (4.2) follows from the linearity and multiplicativity of
 . So   satisfies the equation
E⇤A,B( ) =
✓ nX
j=1
 (aj) (bj)
◆
 
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and is an eigenvector of E⇤A,B. Hence it follows by Proposition 2.17 that EA,B
is not hypercyclic on A .
Corollary 4.13. Elementary operators are never hypercyclic on L (XAH).
Proof. We define the linear functional   : L (XAH)! C by
 ( I +K) =  
where   2 C and K 2 K (XAH). This is well defined since the representation
of any operator T =  I + K 2 L (XAH) is unique. Further notice   is a
multiplicative functional since for any T =  0I + K0 and S =  I + K 2
L (XAH) we have that
 (TS) =   ( 0 I +  0K +  K0 +K0K) =  0 
and
 (T ) (S) =  ( 0I +K0) ( I +K) =  0 .
So it follows by Theorem 4.12 that elementary operators are never hypercyclic
on L (XAH).
The argument from Corollary 4.13 does not hold on the ideal of compact
operators K (XAH) since  
  
K (XAH)
⌘ 0. However the surprising and subtle
nature of hypercyclicity is further revealed in the next example where we
consider the simplest elementary operator LT acting on the space K (XAH).
Example 4.14. We claim that there exists T 2 L (XAH) such that LT is
hypercyclic on K (XAH).
We first recall that by a result attributed to Ansari and Bernal [GEPM11,
Theorem 8.9], every infinite dimensional separable Banach space supports an
operator that satisfies the Hypercyclicity Criterion. In particular there exists
some T 2 L (XAH) such that T satisfies the Hypercyclicity Criterion. We
further recall thatXAH has the approximation property andX⇤AH is separable
so it follows by Corollary 4.3 that LT is hypercyclic on K (XAH).
So LT can be hypercyclic on K (XAH) but never on L (XAH) = C · I +
K (XAH). Thus the seemingly minor change of adding one dimension to a
space can completely alter the hypercyclicity of an operator! The delicate
question of the hypercyclicity of elementary operators will further be illus-
trated in Section 6.1 when we prove the commutator operators  A are never
hypercyclic on K (XAH).
We finish by noting that a result of Saldivia [Sal03] also implies that the
left and right multipliers are never hypercyclic on L (XAH).
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Theorem 4.15 (Saldivia). No multiplier on a Banach algebra with unit
element is topologically transitive.
The Birkhoﬀ Transitivity Theorem (Theorem 2.7) implies that, in the
separable Banach space setting, topological transitivity is equivalent to hy-
percyclicity. So it follows as a corollary to Theorem 4.15 that LT and RT are
never hypercyclic on L (XAH) for any T 2 L (XAH).

5 The Commutator Operator
We take a brief detour from hypercyclicity to introduce the commutator
operator and some of the properties that are relevant to this text. We begin
by remarking that the left and right multiplication operators from Chapter 4
can further be used to build more complex operators. Immediate examples
include the two-sided multiplication operators seen in Section 4.3
S 7! LARB(S) = ASB
and the generalised derivations
S 7! (LA  RB)(S) = AS   SB
for fixed A,B 2 L (X) and any S 2 L (X). The class of generalised deriva-
tions contains the commutator operators, also known as the inner derivations,
which we now define.
Definition 5.1. For any Banach space X the commutator operator is the
map  A : L (X)! L (X) induced by a fixed A 2 L (X) and defined as
 A(S) = LA(S) RA(S) = AS   SA
for any S 2 L (X).
For short we will occasionally simply refer to the commutator, which
will always mean the commutator map L (X) ! L (X) and not the other
common usage which means the operator AS   SA 2 L (X).
In this chapter we will first present some structural properties of the com-
mutator map and we will then calculate the spectrum of  A when restricted
to Banach ideals.
5.1 Structural Properties of Commutators
When investigating the dynamics of commutator operators on separable
Banach ideals our first question is naturally, can they ever have a dense
orbit in this setting? We observe that if a commutator operator on separ-
able Banach ideals does not have dense range, then it trivially follows that
it cannot have a dense orbit. A great deal is already known about the range
of commutator operators, on both L (X) and on Banach ideals, so we will
briefly review some of these background results.
We begin by demonstrating an example of a commutator operator on the
separable Banach ideal K (`2) that has dense range in this space. There
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are many proofs of this well known example and here we present a classical
argument from the 1950s using Hardy space theory, so we will briefly recall
some notation and ideas from Hardy spaces. The Hardy space of holomorphic
functions on the open unit disk D is denoted by H2(D). We can associate
with each f 2 H2 its power series f(z) = P1n=0 anzn, where (an) 2 `2 and
z 2 D, and the Hardy space norm can be written as
kfk2H2 =
1X
n=0
|an|2 .
Under this norm H2 is a Hilbert space with orthonormal basis {zn : n   0}
and the corresponding inner product is given by
hf, gi =
1X
n=0
anbn
for f(z) =
P1
n=0 anz
n and g(z) =
P1
n=0 bnz
n in H2.
Example 5.2. Let B be the backward shift operator on `2. We claim that
the induced commutator on K (`2) has dense range, that is
 B (K (`2)) = K (`
2).
Since H2 is isometrically isomorphic to `2(N) it is enough to consider our
claim for the backward shift operator B on the Hardy space H2, where B is
defined as
Bf =
f   f(0)
z
for all f 2 H2. In the classical orthonormal basis (zn) ofH2 we have B(1) = 0
and B(zn) = zn 1 for all n   1. So we now claim that the commutator
 B : K (H2) ! K (H2) has dense range and to prove this it suﬃces to
verify that its adjoint  ⇤B is injective [Rud91, Theorem 4.12].
Recall the adjoint of the backward shift is the forward shift S : H2 ! H2
which is given by
Sf = zf
for f 2 H2. By trace duality K (H2)⇤ = N (H2), see Appendix A.1, so the
adjoint of  B is  ⇤B =  B⇤ =  S : N (H2) ! N (H2). So the commutator
induced by the forward shift U 7! SU   US is defined as
 S : N (H
2)! N (H2).
Hence our claim follows if  S is injective on N (H2), or equivalently if
ker( S) = {0}.
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Let U 2 L (H2) be such that SU = US. Hence SU = US and we get
that U(Sf) = U(zf) and S(Uf) = zU(f), so that U(zf) = zU(f) for all
f 2 H2. Furthermore by iteration and linearity it follows that
U (p(z)f) = p(z)U(f)
for any polynomial p(z) =
Pm
k=0 akz
k, f 2 H2 and m 2 N. If we take f ⌘ 1
we get
U (p(z)) = p(z)U(1) =  p(z) =: M  (p(z))
for all analytic polynomials p(z) =
Pm
k=0 akz
k and where we denote   = U(1).
We know that   = U(1) 2 H2 so M  is bounded which further implies   is
a bounded analytic function on D.
Next we recall if (en)n is an orthonormal basis for a Hilbert space H,
then en ! 0 as n ! 1 in the weak topology. So in particular for every
V 2 K (H2) we have that kV enk ! 0 as n ! 1. Hence zn ! 0 weakly in
H2 as n!1, but if we consider U we notice that
kU(zn)kH2 = kM (zn)kH2 = k znkH2 = k kH2
for all n, since f 7! znf is an isometry on H2. Hence if U 6= 0 then U cannot
be compact on H2 and it follows that ker( S) = {0}.
Another example of a commutator with dense range was published by
Stampfli [Sta73, Theorem 3] when he showed that there even exists a compact
operatorK 2 K (H), for a Hilbert spaceH, such that K(K (H)) = K (H).
However we will see in Theorem 6.3 that the commutator induced by a com-
pact operator is unsuitable for our purposes since it is never hypercyclic.
Despite the existence of commutators with dense range on separable
Banach ideals, it turns out the range of the commutator operator is a subtle
topic and in many respects commutators display behaviour that is far from
hypercyclic. To see this we will now briefly survey some properties of com-
mutators on L (X), where X is any Banach space, since it reveals the nature
of its range and it highlights the contrasting behaviour of  A on diﬀerent
spaces. It also emphasises our motivation for considering Banach ideals.
We recall a well known result which states that the identity operator and
hence any nonzero scalar multiple of the identity can never be a commutator.
Proposition 5.3. Let A be any Banach algebra with unit element e. Then
 a(b) = ab  ba 6= e for any a, b 2 A .
Proof. We make the counter assumption that ab  ba = e and we also make
the induction hypothesis that
anb  ban = nan 1. (5.1)
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It follows from our initial assumption that the base case n = 1 of (5.1) holds.
Next we assume our induction hypothesis holds for some integer n   1. So
it follows that
an+1b  ban+1 = an+1b  anba+ anba  ban+1
= an (ab  ba) + (anb  ban) a
= ane+
 
nan 1
 
a
= (n+ 1) an
and hence our induction hypothesis (5.1) holds for the case n+ 1.
Next observe if there exists n   1 such that an = 0 but an 1 6= 0, we
arrive at a contradiction since 0 = anb  ban = nan 1 6= 0.
So if an 6= 0 for every n   1, then it follows from (5.1) that
n
  an 1   = kanb  bank  2 kank kbk  2   an 1   kak kbk
and since an 1 6= 0 it follows that n  2 kak kbk for every n   1. This is
clearly untrue so we arrive at a contradiction and the result follows.
So in particular Proposition 5.3 above implies that the identity oper-
ator I 2 L (X) is never a commutator, where X is any infinite dimensional
Banach space. Halmos later applied the above fact to the quotient space
L (X)/K (X) and he observed that no operator from the class of thin oper-
ators { I +K :   2 C, K 2 K (X)} is a commutator.
For an infinite dimensional Hilbert space H, Stampfli [Sta73] showed the
following much stronger results which essentially state that the closure of
ran( A) is small in L (H), for a fixed A 2 L (H).
Theorem 5.4. Let H be an infinite dimensional Hilbert space and A 2
L (H). Then the quotient space L (H)/ran ( A) is non-separable and hence
ran( A) is never norm dense in L (H).
Theorem 5.5. For any A 2 L (H), the range of the commutator  A (L (H))
does not contain all operators of rank one and hence does not contain any
ideal in L (H).
So regardless of the separability of L (X), commutators are quite far
from displaying hypercyclic behaviour. However the subtlety of the range
of commutator maps is revealed when we consider the deep result of Ander-
son [And73] who proved that for a Hilbert space H, there exists an operator
A 2 L (H) such that the identity operator I is in the uniform closure of the
range of the commutator  A : L (H)! L (H), that is I 2 ran ( A).
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We finish this section with another useful fact about the commutator
which comes from Stampfli [Sta70]. He computed the following elegant for-
mula for the norm of a commutator.
Theorem 5.6. Let X be any Banach space with A 2 L (X). Then the norm
of the commutator of A is
k Ak = 2 inf {kA   Ik :   2 C}
where inf {kA   Ik :   2 C} is the distance from A to the scalar multiples
of the identity.
Proof. Since we do not need the full power of this theorem, we will only recall
the following easy upper estimate
k Ak  2 inf {kA   Ik :   2 C} .
For   2 C and T 2 L (X)
 A(T ) = AT   TA = (A   I)T   T (A   I)
and it follows that
k A(T )k  2 kA   Ik kTk .
Hence we get
k Ak  2 inf {kA   Ik :   2 C} .
5.2 Spectrum of the Commutator Operator I
The spectrum of  A on L (X) was first computed by Lumer and Rosenblum
in 1959 [LR59], where they credit the result to Kleinecke. In fact they cal-
culated the spectrum for the more general case of the generalised derivation,
LA  RB : L (X)! L (X), and the precise result is as follows.
Theorem 5.7. For any Banach space X and any A,B 2 L (X), the spec-
trum of LA  RB : L (X)! L (X) is
 (LA  RB) =  (A)   (B) = {   µ :   2  (A) , µ 2  (B)}. (5.2)
However, in Banach algebra theory it is well known that the spectrum of
a bounded linear operator usually depends on the underlying space [Rud91,
10.15(b)]. Since we will later need to know the spectrum of  A on Banach
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ideals, our next goal is to verify that formula (5.2) also holds when the
operator LA  RB is restricted to Banach ideals.
We will use standard spectral notation when we need to specify the space
on which the operator is acting. For instance we denote the spectrum of
LA restricted to I ⇢ L (X) by  (LA; I). For convenience we will write
 (A) =  (A;X),  (LA) =  (LA;L (X)) and  (RB) =  (RB;L (X)).
So our aim is to show that (5.2) holds on any Banach ideal I and to
obtain this we will show that
 (LA +RB; I) =  (A) +  (B) . (5.3)
In this section we will verify the general inclusion
 (LA +RB; I) ⇢  (A) +  (B)
using classical Gelfand theory as presented by Rudin [Rud91]. The reverse
inclusion will then be proven in Section 5.3. We start by verifying the fol-
lowing proposition which will be used implicitly throughout this section.
Proposition 5.8. For any Banach space X, let I be any Banach ideal of
L (X) and let A 2 L (X). Then the following inclusions hold
 (LA; I) ⇢  (A) and  (RA; I) ⇢  (A) .
Proof. Assume   62  (A). Then there exists an S 2 L (X) such that
(   A)S = IdX = S(   A) (5.4)
where IdX is the identity element of X. Observe if we multiply (5.4) by any
U 2 I, it gives us (   A)SU = U = S(   A)U .
We denote the identity on I by IdI and notice that, for any V 2 I 
L(  A)LS
 
(V ) = (   A)SV = V
and hence
L(  A)LS = IdI .
Similarly we have that IdI = LSL(  A), so it follows LS = (LA    ) 1 in
L (I) and therefore   62  (LA; I). Hence it follows that  (LA; I) ⇢  (A).
The second inclusion  (RA; I) ⇢  (A) can be seen using a similar argu-
ment.
It turns out the reverse inclusions of Proposition 5.8 are also true but the
proof is somewhat more demanding so it is postponed until Corollary 5.13
where we will obtain it as a special case of line (5.3).
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At this point we refer the reader to Appendix B for a reminder of the
definitions and results we will use from Gelfand theory, but for convenience
we recall some notation here. For any Banach algebra A , the centraliser of a
subset S ⇢ A is denoted by  (S) and the Gelfand transform of an arbitrary
x 2 A is denoted by xˆ.
We will briefly switch our spectral notation in Theorems 5.9 and 5.10,
where it is more convenient to write  G(x) to denote the spectrum of an
element x 2 A which is computed on some subalgebra G ⇢ A .
Theorem 5.9. Let A be any Banach algebra and S ⇢ A such that S is
commutative. Then G :=  ( (S)) is a commutative Banach algebra, S ⇢ G
and  G(x) =  (x) for every x 2 G.
Proof. Since the identity element e is in G, we have from Proposition B.4 in
Appendix B that G is a commutative Banach algebra containing S. Next
suppose x 2 G and that x is invertible in A . We claim that x 1 is also in G.
Since x 2 G, we know xy = yx for every y 2  (S). It follows that y = x 1yx
and yx 1 = x 1y for every y 2  (S). Therefore x 1 2 G.
Hence it follows that {x 2 G : x 1 2 A } = {x 2 G : x 1 2 G} and
moreover  G(x) =  (x) for every x 2 G.
Theorem 5.10. Suppose A is any Banach algebra, x, y 2 A and that xy =
yx. Then  (x+ y) ⇢  (x) +  (y).
Proof. Let S = {x, y} and G =  ( (S)). Then x+y 2 G and by Theorem 5.9
we only need to show that
 G(x+ y) ⇢  G(x) +  G(y) .
Since G is commutative, by Theorem B.3 we know  G(z) is the range of the
Gelfand transform zˆ for every z 2 G. Note the Gelfand transforms are now
functions on the maximal ideal space of G.
It is well known that the Gelfand transform is an algebra homomorphism
and the result follows from the fact that
 G(x+ y) = \(x+ y)(⇤|G) = {\(x+ y)(h) : h 2 ⇤|G}
= {(xˆ+ yˆ) (h) : h 2 ⇤|G}
= {xˆ(h) + yˆ(h) : h 2 ⇤|G}
= xˆ(⇤|G) + yˆ(⇤|G) ⇢  G(x) +  G(y)
where we define ⇤|G := {h : G! C : h is a character}.
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Corollary 5.11. For any Banach space X, let I be any ideal of L (X) and
let A,B 2 L (X). Then the spectrum of LA +RB on I satisfies
 (LA +RB; I) ⇢  (A) +  (B) .
Proof. Observe that the operators LA and RB commute. So it follows by
Theorem 5.10 that
 (LA +RB; I) ⇢  (LA; I) +  (RB; I) .
Furthermore Proposition 5.8 gives that
 (LA; I) +  (RB; I) ⇢  (A) +  (B)
and the result follows.
5.3 Spectrum of the Commutator Operator II
In this section we will prove the reverse inclusion to that of Corollary 5.11.
We will use the strategy employed by Saksman and Tylli in [ST06], where
they computed the spectrum of general elementary operators restricted to
Banach space ideals. Using their approach, we will tackle the simpler case of
the operator LA + RB and present a proof of the inclusion  (A) +  (B) ⇢
 (LA +RB; I). We briefly mention that Aden [Ade96] has shown a similar
result, via diﬀerent means, in his unpublished PhD thesis.
We first recall some spectral definitions. For any Banach space X and
A 2 L (X), the approximate point spectrum of A is defined as
 ⇡(A) :=
n
  2 C : 9 (xk)k 2 SX such that k(A   )xkk k!1 ! 0
o
where SX is the unit sphere of X. Furthermore, we recall that the spectrum
of A can be split as follows
 (A) =  ⇡(A) [  ⇡(A⇤).
Theorem 5.12. For any Banach space X, any A,B 2 L (X) and any
Banach ideal I ⇢ L (X), the spectrum of LA +RB : I ! I satisfies
 (A) +  (B) =  (LA +RB; I) .
Proof. Notice that  (A) =  ⇡(A) [  ⇡(A⇤) and  (B) =  ⇡(B) [  ⇡(B⇤) so
our inclusion can be restated as
 ⇡(A) [  ⇡(A⇤) +  ⇡(B) [  ⇡(B⇤) ⇢  (LA +RB; I) .
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Next we let   2  (A) and µ 2  (B). Additionally we define a bounded
operator   : I ! I by
  = (LA +RB)  ( + µ) = L(A  ) +R(B µ)
and we make the counter assumption that
( + µ) 62  (LA +RB; I) (5.5)
which of course implies   is invertible on I. Hence we have four distinct
cases to investigate and in each case our strategy is to seek a contradiction
to assumption (5.5).
Case (i): Let   2  ⇡(A) and µ 2  ⇡(B⇤). Then there exist sequences
(xk) ⇢ SX and (x⇤k) ⇢ SX⇤ such that
k(A   )xkk ! 0 and k(B⇤   µ)x⇤kk ! 0
as k ! 1. Next we consider the rank one operator x⇤k ⌦ xk 2 I, with
kx⇤k ⌦ xkkI = kx⇤kk kxkk = 1 for each k. We observe that  L(A  )(x⇤k ⌦ xk)  I = kx⇤k ⌦ (A   )xkkI = kx⇤kk k(A   )xkk ! 0
and  R(B µ)(x⇤k ⌦ xk)  I = k(B⇤   µ)x⇤k ⌦ xkkI = kxkk k(B⇤   µ)x⇤kk ! 0
as k !1. So it follows that
k (x⇤k ⌦ xk)kI =
   L(A  ) +R(B µ)  (x⇤k ⌦ xk)  I k!1 ! 0.
However by the invertibility of  , there exists c > 0 such that k (S)kI  
c kSkI for all S 2 I and thus we have a contradiction to assumption (5.5).
Case (ii): Let   2  ⇡(A⇤) and µ 2  ⇡(B). Then there exist sequences
(xk) ⇢ SX and (x⇤k) ⇢ SX⇤ such that
k(A⇤    )x⇤kk ! 0 and k(B   µ)xkk ! 0
as k ! 1. Next we define the evaluation functionals  k 2 I⇤ by  k(S) =
h k, Si := hx⇤k, Sxki for S 2 I and we note that k kk = 1 for all k. To see
this first observe the upper estimate
| k(S)| = |hx⇤k, Sxki|  kx⇤kk kSxkk  kx⇤kk kxkk kSkI = kSkI
where S 2 I. Next we fix k 2 N and choose (yl) ⇢ SX such that hx⇤k, yli ! 1
as l ! 1. Further fix x⇤ 2 SX⇤ such that hx⇤, xki = 1 and we define
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Sl = x⇤ ⌦ yl for l 2 N. Then Sl 2 I and kSlkI = kx⇤k kylk = 1 for all l 2 N.
Moreover it follows that
| k(Sl)| = |hx⇤k, (x⇤ ⌦ yl)xki| = |hx⇤k, hx⇤, xkiyli| = |hx⇤k, yli|! 1
as l !1 and hence k kk = 1 for all k 2 N.
Next observe that for any S 2 I we get
|h ⇤ k, Si| = |h k, Si| = |hx⇤k, Sxki|
=
  hx⇤k,  L(A  ) + R(B µ) Sxki  
 |hx⇤k, (A   )Sxki| + |hx⇤k, S(B   µ)xki|
= |h(A⇤    )x⇤k, Sxki| + |hx⇤k, S(B   µ)xki|
 k(A⇤    )x⇤kk kSkI + k(B   µ)xkk kSkI ! 0.
This implies k ⇤( k)kI ! 0 and since k kk = 1 for all k, this again contra-
dicts the invertibility of   from assumption (5.5).
Case (iii): Let   2  ⇡(A) and µ 2  ⇡(B). Then there exist sequences
(xk), (yk) ⇢ SX such that
k(A   )xkk ! 0 and k(B   µ)ykk ! 0
as k ! 1. Next we fix x⇤, y⇤ 2 SX⇤ and we define two sequences of rank
one operators (Uk), (Vk) ⇢ I by Uk = x⇤ ⌦ xk and Vk = y⇤ ⌦ yk. Note that  L(A  )Uk  I = k(A   )(x⇤ ⌦ xk)kI = kx⇤ ⌦ (A   )xkkI
= k(A   )xkk ! 0 (5.6)
and similarly
k(B   µ)VkkI = k(B   µ)(y⇤ ⌦ yk)kI = ky⇤ ⌦ (B   µ)ykkI
= k(B   µ)ykk ! 0. (5.7)
We further observe that   and L(A  ) commute since
    L(A  ) =
 
L(A  ) +R(B µ)
 
L(A  )
= L(A  )
 
L(A  ) +R(B µ)
 
= L(A  )    .
Note that (5.6) gives us that
  L(A  )LUk  L (I) ! 0, so it follows that  L(A  )LUk  L (I) =   L(A  )         1   LUk  L (I)
=
      L(A  )     1   LUk  L (I) ! 0.
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Since   is invertible it must follow that  L(A  )     1   LUk  L (I) ! 0. (5.8)
Next we see that
RVkLUk = RVk         1   LUk
= RVk  
 
L(A  ) +R(B µ)
      1   LUk
= RVk   L(A  )     1   LUk| {z }
! 0 by (5.8)
+ RVk  R(B µ)| {z }
! 0 by (5.7)
   1   LUk .
Hence it follows that kRVkLUkkL (I) ! 0. However this gives us a contradic-
tion since
kRVkLUkkL (I) = kVkkI kUkkI = ky⇤ ⌦ ykkI kx⇤ ⌦ xkkI = 1.
Case (iv): Let   2  ⇡(A⇤) and µ 2  ⇡(B⇤). Then there exist sequences
(x⇤k), (y
⇤
k) ⇢ SX⇤ such that
k(A⇤    )x⇤kk ! 0 and k(B⇤   µ)y⇤kk ! 0
as k ! 1. Next we fix x, y 2 SX and we define two sequences of rank one
operators (Uk), (Vk) ⇢ I by Uk = x⇤k ⌦ x and Vk = y⇤k ⌦ y. Note that
kUk(A   )kI = k(x⇤k ⌦ x)(A   )kI = k(A⇤    )x⇤k ⌦ xkI
= k(A⇤    )x⇤kk ! 0. (5.9)
Similarly it can be seen that
kVk(B   µ)kI = k(y⇤k ⌦ y)(B   µ)kI = k(B⇤   µ)y⇤k ⌦ ykI
= k(B⇤   µ)y⇤kk ! 0. (5.10)
Observe (5.9) gives us that
  LUkL(A  )  L (I) ! 0, so it follows that  LUkL(A  )  L (I) =   LUk     1       L(A  )  L (I)
=
  LUk     1   L(A  )      L (I) ! 0.
Since   is invertible it must follow that  LUk     1   L(A  )  L (I) ! 0. (5.11)
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So we see that
LUkRVk = LUk     1      RVk
= LUk     1  
 
L(A  ) +R(B  )
   RVk
= LUk     1   L(A  )| {z }
! 0 by (5.11)
 RVk + LUk     1  R(B  )  RVk| {z }
! 0 by (5.10)
.
So we have that kLUkRVkkL (I) ! 0. However this is again a contradiction
since kLUkRVkkL (I) = 1, which concludes our final case.
So combining the four cases we have that our counter assumption (5.5)
is untrue and therefore ( + µ) 2  (LA +RB; I). Hence
 (A) +  (B) ⇢  (LA +RB; I) .
Furthermore by combining this with Corollary 5.11 it follows that
 (LA +RB; I) =  (A) +  (B)
which gives the result.
To round oﬀ this section, we observe that we can actually have equality
in the inclusions from Proposition 5.8. Note that this can also be proven
directly with a simpler version of the argument from Theorem 5.12, however
for convenience we state it as the following corollary.
Corollary 5.13. For any Banach space X, any Banach ideal I of L (X)
and any A,B 2 L (X) the following hold
 (A) =  (LA; I) and  (B) =  (RB; I) .
Proof. Let the operator B = 0. Then it follows as a special case from The-
orem 5.12 that  (A) =  (LA; I). Similarly by letting A = 0 it follows that
 (B) =  (RB; I).
6 Dynamics of Commutators
We saw previously that LT andRT are hypercyclic on separable Banach ideals
if and only if T and T ⇤, respectively, satisfy the Hypercyclicity Criterion. So
it is natural to pose the question, do there exist assumptions on T and T ⇤
that make the operator  T = LT   RT hypercyclic on separable Banach
ideals? We address this question now by first identifying some large classes
of non-hypercyclic commutator operators. We then finish the chapter with
an example of an operator that satisfies the Hypercyclicity Criterion and that
induces a commutator operator with dense range on separable Banach ideals
but fails to be hypercyclic.
The observations and results on the dynamics of the commutator operator
in this chapter are due to Saksman, Tylli and the author [GST].
6.1 Classes of Non-Hypercyclic Commutators
In this section we identify some classes of non-hypercyclic commutator oper-
ators. In particular we will see that the non-hypercyclicity of compact and
Riesz operators is reflected in their induced commutators. We will also see
that the commutator operator is never hypercyclic on the space K (XAH),
where XAH is the Argyros–Haydon Banach space.
We begin by recalling that compact operators are never hypercyclic and
to see this we need the following well known theorem on the spectrum of
compact operators.
Theorem 6.1. For any Banach space X, let K 2 K (X) be a compact
operator. Then the spectrum of K is given by
 (K) = { 0} [ { n : n   1}
where { n : n   1} is a discrete at most countable set, possibly empty,
containing eigenvalues of finite multiplicity and we set  0 = 0. Furthermore
if { n : n   1} is an infinite set then  n ! 0 as n!1.
Theorem 6.2. Let X be any separable Banach space and let K 2 K (X).
Then K cannot be hypercyclic.
Proof. It follows from Theorem 6.1 that the spectrum  (K) is at most count-
able and contains  0 = 0. Since any countable subset of C is totally discon-
nected, it follows that { 0} is a connected component of  (K). Clearly
{ 0} does not intersect the unit circle, so K is not hypercyclic by The-
orem 2.21.
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Further classes of operators that are compact and hence never hypercyclic
include the nuclear, Schatten and trace class operators. We refer the reader
to Appendix A for a brief description of these classes.
Next we see that the non-hypercyclicity of a compact operator is inherited
by its induced commutator.
Theorem 6.3. Suppose X is a Banach space such that K (X) is separable.
If K 2 K (X) is a compact operator, then the induced commutator operator
 K is not hypercyclic on K (X).
Proof. Combining Theorem 6.1 and Theorem 5.12, observe that the spectrum
of  K on K (X) is given by
 ( K ;K (X)) =  (K)   (K)
= { n    m : n,m   0 and  n, m 2  (K)}
where we continue with the convention that  0 = 0. Notice that it is at most
a countable set and that the map  : C ⇥ C ! C given by  (z, w) = z   w
is continuous, so that the set
 ( (K)⇥  (K)) = { n    m : n,m   0}
is compact and in particular closed. Hence  ( K ;K (X)) is a discrete set
containing the singleton { 0} as a connected component, so it follows by
Theorem 2.21 that  K is not hypercyclic on K (X).
The argument from Theorem 6.3 can be further applied to give a stronger
result for more general elementary operators induced by Riesz operators.
We recall that for a Banach space X, T 2 L (X) is a Riesz operator if
 e(T ) = {0}. Here  e(T ) denotes the essential spectrum of T and it is
defined as the spectrum of the quotient element T +K (X) in the quotient
space L (X)/K (X). We note that the essential spectrum of any T 2 L (X)
is a nonempty compact subset of  (T ).
An important property of Riesz operators is that their spectral theory is
like that of the compact operators. More specifically for a Riesz operator
T 2 L (X), we have that  (T ) = { 0} [ { n : n   1}, where { n : n   1} is
at most a countable set of eigenvalues of T , if it is countable then  n ! 0 as
n!1 and again we set  0 = 0.
Theorem 6.4. Let X be a Banach space such that K (X) is separable.
If A, B 2 L (X) are Riesz operators then the elementary operator LA +
RB : K (X)! K (X) is not hypercyclic.
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Proof. It follows from Theorem 5.12 that the spectrum of LA+RB onK (X)
is given by
 (LA +RB;K (X)) =  (A) +  (B)
= { n + µm : n,m   0 and  n 2  (A) , µm 2  (B)}
where we set  0 = 0 and µ0 = 0. By proceeding as in Theorem 6.3 the result
follows.
The same argument can be applied to commutators on the Argyros–
Haydon space K (XAH), which was introduced in Section 4.4. Commutators
are never hypercyclic on L (XAH) by Corollary 4.13, however Example 4.14
demonstrated that the left multiplier can be hypercyclic on K (XAH). The
next theorem introduces another twist in the story where we see that com-
mutators are never hypercyclic on K (XAH).
Theorem 6.5. Let XAH be the Argyros–Haydon Banach space and let T 2
L (XAH). Then the induced operator  T is never hypercyclic on K (XAH).
Proof. By Theorem 4.11 we know that every T 2 L (XAH) has the form
T =  I+K where   2 C and K 2 K (XAH). So  T : K (XAH)! K (XAH)
is given by
 T =   I+K = L I+K  R I+K = LK  RK =  K .
Using the same spectral argument as in Theorem 6.3 it follows that the
singleton {0} as a connected component of  ( K ;K (X)) =  ( T ;K (X))
and thus  T is never hypercyclic on K (XAH) by Theorem 2.21.
The argument from Theorem 6.5 also works to prove directly that no
commutator operator is hypercyclic on L (XAH).
6.2 Non-Hypercyclic Hilbert Space Commutators
We will now see some classes of non-hypercyclic operators in the Hilbert space
setting that induce non-hypercyclic commutator operators. In this section
H will be an infinite dimensional Hilbert space over the complex field.
We recall the bounded linear operator T 2 L (H) is called positive if
hTx, xi   0 for all x 2 H and the positivity of T will be denoted by T   0.
We say the operator T 2 L (H) is hyponormal if T ⇤T   TT ⇤ is positive or
equivalently if kTxk   kT ⇤xk for all x 2 H.
The class of hyponormal operators contains some well known classes of
operators such as the subnormal, normal and self-adjoint operators [Hal82]
and as stated in the following result from Kitai [Kit82], they are never hy-
percyclic.
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Theorem 6.6. Let H be any infinite dimensional separable Hilbert space. If
T 2 L (H) is hyponormal then it is never hypercyclic.
We will use Theorem 6.6 to prove that the commutator operator induced
by a hyponormal operator is not hypercyclic on the space of Hilbert-Schmidt
operators C2. We remark that hyponormality exists in the Hilbert space
setting so it is necessary to consider its induced commutator on the Hilbert
space C2. We refer the reader to Appendix A for further details on C2.
Theorem 6.7. For any separable Hilbert space H and any hyponormal op-
erator A 2 L (H), the induced commutator operator  A is hyponormal on
C2 and hence it cannot be hypercyclic on this space.
Proof. We will show that the commutator  A is hyponormal on C2 and thus
by Theorem 6.6 it follows that it cannot be hypercyclic on this space. Recall
that by trace duality  ⇤A = L⇤A R⇤A = LA⇤  RA⇤ : C2 ! C2 and notice that
 ⇤A A   A ⇤A = (LA⇤  RA⇤) (LA  RA)  (LA  RA) (LA⇤  RA⇤)
= LA⇤A   LA⇤RA  RA⇤LA +RA⇤A
  LAA⇤ + LARA⇤ +RALA⇤  RAA⇤ (6.1)
= LA⇤A   LAA⇤ +RA⇤A  RAA⇤
= LA⇤A AA⇤ +RA⇤A AA⇤
where the cancellation on line (6.1) follows from the fact RULV = LVRU for
all U, V 2 L (H). Next we want to verify that LA⇤A AA⇤ + RA⇤A AA⇤ is a
positive operator on C2. So for any S 2 C2 it follows, with respect to trace
duality, that
h(LA⇤A AA⇤ +RA⇤A AA⇤)S, Si = h(A⇤A  AA⇤)S + S(A⇤A  AA⇤), Si
= hA⇤AS, Si   hAA⇤S, Si+ hSA⇤A, Si   hSAA⇤, Si. (6.2)
Splitting line (6.2) we see that
hA⇤AS, Si   hAA⇤S, Si = hAS,ASi   hA⇤S,A⇤Si
= kASk2HS   kA⇤Sk2HS .
By the definition of hyponormality we have that kASenk   kA⇤Senk for all
n, where (en)n is a fixed orthonormal basis of H. So it follows that
kASk2HS =
X
n
kASenk2  
X
n
kA⇤Senk2 = kA⇤Sk2HS (6.3)
and hence kASk2HS   kA⇤Sk2HS   0 for all S 2 C2.
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Next we consider the second part of line (6.2). For any S 2 C2 we know
from Appendix A that the inner product on C2 is given by
hSA⇤A, Si   hSAA⇤, Si = tr(S⇤SA⇤A)  tr(S⇤SAA⇤) .
Notice that SA⇤A and SAA⇤ are in C2 since C2 is a Banach ideal, S 2 C2
and A, A⇤ 2 L (H), so applying Theorem A.5 observe that
tr(S⇤SA⇤A)  tr(S⇤SAA⇤) = tr(SA⇤AS⇤)  tr(SAA⇤S⇤)
= kAS⇤k2HS   kA⇤S⇤k2HS
(6.3)
  0
where the last step follows by an argument similar to that used in inequality
(6.3) above. Therefore  ⇤A A  A ⇤A is a positive operator on C2 and hence
 A : C2 ! C2 is hyponormal. So it follows from Theorem 6.6 that  A cannot
be hypercyclic on C2.
It is known that every normal operator N 2 L (H) is contained in the
class of hyponormal operators, so it follows from Theorem 6.7 that  N is
hyponormal and hence never hypercyclic on C2. However there is also a
simple direct proof which we include below since it contains more precise
information on the behaviour of  N .
Corollary 6.8. Let H be any Hilbert space and let N 2 L (H) be a normal
operator. Then the induced commutator operator  N is a normal operator
on C2 and hence not hypercyclic C2 ! C2.
Proof. Let N 2 L (H) be a normal operator. By definition NN⇤ = N⇤N
and further recall that  ⇤N =  N⇤ : C2 ! C2. Next we observe that
 N N⇤ = (LN  RN) (LN⇤  RN⇤)
= LNN⇤   LNRN⇤  RNLN⇤ +RNN⇤
= LN⇤N   LN⇤RN  RN⇤LN +RN⇤N (6.4)
= (LN⇤  RN⇤) (LN  RN)
=  N⇤ N
where we used the commutativity of the left and right multipliers for the step
to line (6.4). Hence  N : C2 ! C2 is a normal operator and thus cannot be
hypercyclic by Theorem 6.6.
We note that Theorem 6.6 was extended by Bourdon [Bou97] who showed
that hyponormal operators are never even supercyclic. We recall that for a
separable Banach space X, the operator T 2 L (X) is supercyclic if there
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exists a vector x 2 X such that its projective orbit under T is dense in X,
that is
{ T nx : n   0,   2 C} = X.
So we can extend Theorem 6.7 to obtain that the commutator  A of a
hyponormal operator cannot even be supercyclic on C2!
We further remark that the notion of hyponormality on Hilbert spaces
can be generalised to the Banach space setting. For a Banach space X,
the operator T 2 L (X) is paranormal if for every x 2 X we have that
kTxk2  kT 2xk kxk.
In the Hilbert space setting every hyponormal operator is paranormal
since if A 2 L (H) is hyponormal, then kA⇤xk  kAxk for every x 2 H and
it follows that
kAxk2 = hA⇤Ax, xi  kA⇤Axk kxk    A2x   kxk
for every x 2 H. Moreover it is known that the class of paranormal operators
is strictly larger than the class of hyponormal operators and we will outline
the argument here. Consider the hyponormal operator T 2 L (`2) defined as
T = S⇤ + 2S, where S is the forward shift operator on `2. Halmos [Hal82,
Problem 209] shows that T 2 is not hyponormal, however its paranormality
follows from the fact that powers of paranormal operators are still paranor-
mal.
The argument of Bourdon [Bou97] actually shows that paranormal oper-
ators on a Banach space are never supercyclic, so a natural question for us
to ask is whether Theorem 6.7 can be extended to show that a commutator
induced by a paranormal operator is itself paranormal. However we will next
see a counter example to this question.
Example 6.9. There exists a paranormal operator A 2 L (`2) such that the
induced operator  A is not paranormal on the spaces C2 and K (`2).
First observe if  A was paranormal on K (`2) then it would follow that
kAS   SAk2    A2S   2ASA+ SA2   kSk (6.5)
for all S 2 K (`2). We will check this on suitable normalised rank one
operators u⌦ v, where u, v 2 `2 satisfy kuk = kvk = 1. This gives us
 A(u⌦ v) = A(u⌦ v)  (u⌦ v)A = u⌦ Av   A⇤u⌦ v
and
 2A(u⌦ v) = A2(u⌦ v)  2A(u⌦ v)A+ (u⌦ v)A2
= u⌦ A2v   2A⇤u⌦ Av + A⇤2u⌦ v.
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Next we suppose A 2 L (`2) is such that A⇤ is not paranormal and ker(A) 6=
{0}. Then we may choose normalised u, v 2 `2 such that Av = 0 and
kA⇤uk2 >   A⇤2u   . (6.6)
So if we let S = u⌦ v we observe that since Av = 0
kAS   SAk2 = ku⌦ Av   A⇤u⌦ vk2 = kA⇤uk2
and  A2S   2ASA+ SA2   =   u⌦ A2v   2A⇤u⌦ Av + A⇤2u⌦ v   =   A⇤2u  
and line (6.5) would imply that kA⇤uk2  kA⇤2uk. However this contradicts
our choice of S and line (6.6) so  A is not paranormal on K (`2). Notice
that the same argument holds on C2 since ku⌦ vkHS = kuk kvk and thus
 A is not paranormal on C2.
Finally we show that there exist such operators A 2 L (`2). If we consider
the forward shift S : `2 ! `2, we notice that it is paranormal while its adjoint
the backward shift S⇤ = B : `2 ! `2 is not. To see this notice that kBe2k2 =
ke1k2 = 1 and kB2e2k ke2k = 0, where e1 and e2 are the usual unit basis
vectors in `2. The forward shift S is an isometry on `2 and by putting
Se0 = 0 we may extend it to `2   [e0], which is isomorphic to `2. Thus we
obtain a paranormal operator on `2   [e0] ⇠= `2 with a nontrivial kernel such
that its adjoint is not paranormal.
6.3 The Commutator Operator of the Backward Shift
Hitherto there has been a correspondence between the hypercyclic properties
of the operator T and the induced operators LT and  T on separable Banach
ideals of classical Banach spaces. A natural course of investigation is to see
how far this connection continues. So here we pose the question, do there
exist conditions on T and T ⇤ that make  T hypercyclic on separable Banach
ideals?
Our intuition might suggest that a good candidate is an operator satisfy-
ing the Hypercyclicity Criterion and which induces a commutator operator
with dense range. Example 2.9 and Example 5.2 give us such a candidate so
we will consider the operator  cB induced by scalar multiples of the back-
ward shift cB, for |c| > 1, on the space K (`2). Furthermore Salas showed
the following result in [Sal95].
Theorem 6.10. Let X = c0 or `p, for 1  p <1, and let w = (wn)n2N be a
weighted sequence such that supn2N |wn| <1. Then T = I +Bw satisfies the
Hypercyclicity Criterion, where Bw : X ! X is the weighted backward shift
operator.
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So in particular we have that I + cB satisfies the Hypercyclicity Cri-
terion on X for any c 6= 0 and hence our candidate extends to the class of
commutator operators  I+cB =  cB : K (`2)! K (`2) for any c 6= 0.
However in this section we will demonstrate that  cB : K (`2) ! K (`2)
is not hypercyclic by showing directly that it cannot have a dense orbit. We
first describe our setting. LetX = `2 and we denote its standard orthonormal
basis by (en)n. We know under the backward shift operator B that e0 7!
0, e1 7! e0, e2 7! e1, and so on. Hence the matrix representation of B is as
follows, where I is the identity matrix.
B = BI = B
0BBB@
1 0 0 · · ·
0 1 0 · · ·
0 0 1 · · ·
...
...
... . . .
1CCCA =
0BBB@
0 1 0 0 · · ·
0 0 1 0 · · ·
0 0 0 1 · · ·
...
...
...
... . . .
1CCCA
For A = (ai,j) 2 K (`2), we see the commutator  B applied to the matrix
representation of A gives us
 B(A) = BA  AB
=
0BBB@
0 1 0 0 · · ·
0 0 1 0 · · ·
0 0 0 1 · · ·
...
...
...
... . . .
1CCCA
0BBB@
a1,1 a1,2 a1,3 · · ·
a2,1 a2,2 a2,3 · · ·
a3,1 a3,2 a3,3 · · ·
...
...
... . . .
1CCCA
 
0BBB@
a1,1 a1,2 a1,3 · · ·
a2,1 a2,2 a2,3 · · ·
a3,1 a3,2 a3,3 · · ·
...
...
... . . .
1CCCA
0BBB@
0 1 0 0 · · ·
0 0 1 0 · · ·
0 0 0 1 · · ·
...
...
...
... . . .
1CCCA
=
0BBB@
a2,1 a2,2 a2,3 · · ·
a3,1 a3,2 a3,3 · · ·
a4,1 a4,2 a4,3 · · ·
...
...
... . . .
1CCCA 
0BBB@
0 a1,1 a1,2 · · ·
0 a2,1 a2,2 · · ·
0 a3,1 a3,2 · · ·
...
...
... . . .
1CCCA
=
0BBB@
a2,1 a2,2   a1,1 a2,3   a1,2 · · ·
a3,1 a3,2   a2,1 a3,3   a2,2 · · ·
a4,1 a4,2   a3,1 a4,3   a3,2 · · ·
...
...
... . . .
1CCCA =:
0BBB@
c1,1 c1,2 · · ·
c2,1 c2,2 · · ·
c3,1 c3,2 · · ·
...
... . . .
1CCCA =: C
We see that each element ci,j of C is given by
ci,j =
(
ai+1,1 j = 1,
ai+1,j   ai,j 1 j   2.
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In particular, the elements of each subdiagonal are mapped to the subdiag-
onal immediately above, as illustrated below.
0BBBBBBBBBBBB@
an,1
an,1
+
OO
 
// an+1,2 an,1
an+1,2
+
OO
 
// an+2,3 an+1,2
an+2,3
+
OO
 
//
1CCCCCCCCCCCCA
Now we are ready to see that our candidate  cB =  I+cB : K (`2)! K (`2)
is never hypercyclic on K (`2) for any c 6= 0.
Theorem 6.11. Let B : `2 ! `2 be the backward shift operator. If we con-
sider its induced commutator operator  cB : K (`2) ! K (`2), then  cB is
not hypercyclic on K (`2) for any c 6= 0.
Proof. Fix c 6= 0 and assume that  cB = c B is hypercyclic on K (`2) with
the hypercyclic vector A = (ai,j) 2 K (`2). To begin, we define the functions
fk : D! C, k   0, on the open unit disk D by
fk(z) =
1X
r=1
ak+r,rz
r 1
where z 2 D and the ak+r,r are given by the elements of the kth subdiagonal of
A. Each function fk is analytic in D since the sequence (ak+r,r)r 1 is bounded
by the compactness of A and |z| < 1.
Next we consider a transformation ⌧ : H(C) ! H(C) acting on analytic
functions g(z) =
P1
r=1 brz
r 1 defined by
(⌧g)(z) = b1 +
1X
r=2
(br   br 1) zr 1
where z 2 D and for sequences (br) 2 C. If we apply ⌧ to fk(z) we get
(⌧fk)(z) = ak+1,1 +
1X
r=2
(ak+r,r   ak+r 1,r 1) zr 1.
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Note that ⌧ reflects how the elements of the kth subdiagonal of A are mapped
to the (k  1)th subdiagonal under the action of  B. Furthermore notice for
|z| < 1 that
(⌧fk)(z) = ak+1,1 +
1X
r=2
(ak+r,r   ak+r 1,r 1) zr 1
= ak+1,1 + (ak+2,2   ak+1,1)z + (ak+3,3   ak+2,2)z2 + · · ·
= fk(z) 
 
ak+1,1z + ak+2,2z
2 + · · ·  
= fk(z)  zfk(z) = (1  z)fk(z).
Moreover, it follows that n-fold iteration yields, for z 2 D and all n   1, that
(⌧nfk) (z) = (⌧   · · ·   ⌧fk)(z) = (1  z)nfk(z).
Next, for k 2 N we consider the orthonormal projection Pk : K (`2) !
span{e1, . . . , ek}. We would like to show that kA  PkAk < " for all k   k"
and to do this we will use a well known argument. Notice first that
kAx  PkAxk ! 0 (6.7)
as k !1 for any x 2 `2.
Since A is compact, for " > 0 there exist vectors x1, . . . , xm in the open
unit ball B`2 of `2 such that A(B`2) ✓ [mj=1B(Axj, "/3), where B(Axj, "/3)
denotes the open ball of radius "/3 centred at Axj. So if kxk  1, we choose
xj with kAx  Axjk < "/3. So for any k 2 N
kAx  PkAxk  kAx  Axjk+ kAxj   PkAxjk+ kPk(Axj   Ax)k
 2 kAx  Axjk+ kAxj   PkAxjk
 2"
3
+ kAxj   PkAxjk .
By line (6.7) we can find k" 2 N such that kAxj   PkAxjk < "/3 for 1 
j  m and k   k". So kAx  PkAxk < " uniformly for x 2 B`2 and hence
kA  PkAk < " for k   k". So in particular for r 2 N and all k 2 N large
enough, the compactness of A gives that
|ak+r,r|  kA  PkAk < ".
Now we consider e1⌦ e1 = (di,j) 2 K (`2), where d1,1 = 1 and di,j = 0 for all
i, j > 1. That is
e1 ⌦ e1 =
0B@1 0 · · ·0 0 · · ·... ... . . .
1CA
gn(z0)gn(z0)
1
3
2
3
1
Figure 6.1
By assumption A is a hypercyclic vector for c B, so there exists an integer
n > k" such that
kcn ( B)n (A)  e1 ⌦ e1k < ".
In fact, for any V = (vi,j) 2 L (`2), we have that |vi,j|  kV k for all (i, j), so
in particular after n iterations the values of the entries on the main diagonal
of the matrix cn ( B)n (A)   e1 ⌦ e1 are all smaller than ". Furthermore
the absolute values of the Taylor coeﬃcients (hr,r) of the analytic function
gn = (cn⌧nfn   1) : D ! C are smaller than ". So by a geometric series
estimation we get that
|gn(z)| 
1X
r=1
|hr,r| |z|r 1  "
1X
r=1
|z|r 1  "
1  |z| (6.8)
where z 2 D and hr,r are the Taylor coeﬃcients of gn.
Furthermore, since n > k" we have that |an+r,r| < " for all r 2 N. So for
fn(z) =
P1
r=1 an+r,rz
r 1 we see again by geometric series estimation that for
any z 2 D satisfying |z|  1  3"
|fn(z)| 
1X
r=1
|an+r,r| |z|r 1  " · 1
1  (1  3") =
1
3
. (6.9)
Next, without loss of generality, we may assume that " > 0 is so small that
3 |c| " < 1. For z0 = 1  3" we have that
|gn(z0)|
(6.8)
 "
1  |z0| =
"
1  |1  3"| =
1
3
.
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On the other hand for n   k" notice that |3c"|n < 1 and (6.9) gives us that
|fn(z0)|  13 so it follows that
|(3c")n fn(z0)| < 1
3
.
So if we again consider gn(z0) we see that
|gn(z0)| = |cn(1  z0)nfn(z0)  1| = |cn (3")n fn(z0)  1| > 2
3
.
So we arrive at a contradiction since gn(z0) cannot lie simultaneously inside
the circle of radius 13 and outside the circle of radius
2
3 , as illustrated in
Figure 6.1.
So in particular we have identified a class of operators I+cB : `2 ! `2, for
|c| > 1, that satisfy the Hypercyclicity Criterion, whose induced commutator
operator has dense range inK (`2) but whose commutator is not hypercyclic!
We next show that the result also holds on the space of Hilbert-Schmidt
operators.
Corollary 6.12. Let B : `2 ! `2 be the backward shift operator. If we con-
sider its induced commutator operator  cB : C2 ! C2, then  cB is not hy-
percyclic on the space of Hilbert-Schmidt operators C2 for any c 6= 0.
Proof. The operator  cB : K (`2) ! K (`2) is a quasi-factor of  cB : C2 !
C2 via the following commuting diagram.
C2
 cB //
J
✏✏
C2
J
✏✏
K (`2)
 cB //K (`2)
Here J : C2 ,! K (`2) is the natural inclusion map, having dense range, as
described in Appendix A.1.
So if  cB was hypercyclic on C2 then it would follow by the hypercyclicity
comparison principle that is would be hypercyclic on K (`2). However we
know by Theorem 6.11 that  cB is not hypercyclic on K (`2) and hence  cB
cannot be hypercyclic on C2.
6.4 Closing Observations
It would seem the task of finding a hypercyclic commutator operator is a
demanding and subtle question, with the evidence thus far suggesting if they
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exist then they are quite rare. During our investigation many interesting
questions have arisen which suggest avenues for future research and we finish
by discussing some of them here.
If we consider the bilateral backward shift B : `2(Z) ! `2(Z), we see
that the argument of Theorem 6.11 breaks down since we cannot obtain the
convergent series required in the proof. Moreover a result of Salas [Sal91]
has shown that there exists a bilateral backward shift such that its adjoint,
the bilateral forward shift, is also hypercyclic. Hence  B : K (`2(Z)) !
K (`2(Z)) provides a concrete candidate to obtain a hypercyclic commutator
operator and merits further investigation.
Beyond the search for a hypercyclic commutator operator, further invest-
igation might include relaxing some of the conditions of our question. One
direction would be to relax the dynamical property we seek and to investigate
whether a commutator can ever be cyclic or even supercyclic on separable
Banach ideals.
We briefly saw in Section 6.2 that the class of supercyclic operators con-
tains the hypercyclic operators and in particular we saw classes of commut-
ators that are never supercyclic. So a natural question is whether any com-
mutator operator can ever be supercyclic on separable Banach ideals such as
K (X).
Another generalisation of these notions in linear dynamics is that of cyc-
licity. We recall for a separable Banach space X that T 2 L (X) is cyclic if
there exists x 2 X such that
span{T nx : n   0} = X.
The class of cyclic operators clearly contains the class of supercyclic operat-
ors. So we might ask whether there exist cyclic commutator operators.
If we consider a separable Banach space X with the approximation prop-
erty, then it can be shown that the commutator operator  A is never cyclic
on N (X) for any A 2 L (X). Furthermore for any A 2 L (X) such that A
and A2 are linearly independent, it also holds that the induced commutator
 A is never cyclic on K (X).
These results follow from the well known fact that if T 2 L (X) is cyclic
then dim(X/ran (T ))  1. In the above cases we find that the dimensions
of N (X)/ran ( A) and K (X)/ran ( A) are at least 2 and hence  A is not
cyclic.
Another approach would be to consider whether the commutator operator
is ever hypercyclic under weaker topologies on the space of bounded linear
operatorsL (X). Indeed Chan and Taylor [Cha99, CT01] characterised when
the left multiplier is hypercyclic onL (X) under the strong operator topology.
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Their result can immediately be extended to the right multiplier case, so
a natural line of investigation would be to check whether the commutator
operator can ever be hypercyclic on (L (X), SOT ).
A Banach Ideals
A complex algebra is a vector space A over the complex field C in which the
operation of multiplication is defined and satisfies the following conditions
(i) x(yz) = (xy)z,
(ii) (x+ y)z = xz + yz,
(iii) ↵(xy) = (↵x)y = x(↵y),
(iv) x(y + z) = xy + xz,
for all x, y, z 2 A and for all scalars ↵ 2 C. Furthermore, we say A is
a Banach algebra if it is also a Banach space with respect to a norm that
satisfies the inequality kxyk  kxk kyk for all x, y 2 A . A Banach algebra
is called unital if it contains a unit element e with kek = 1.
A linear subspace J of a complex algebra A is an ideal if xy 2 J and
yx 2 J whenever x 2 A and y 2 J . If J 6= A then J is a proper ideal
and moreover a proper ideal which is not contained in a larger proper ideal
is called a maximal ideal.
Definition A.1. For a Banach space X, we call (I, k · kI) a Banach ideal of
L (X) if
(i) I ⇢ L (X) is a linear subspace,
(ii) The norm k · kI is complete in I and kSk  kSkI for all S 2 I,
(iii) BSA 2 I and kBSAkI  kBk kAk kSkI for any A,B 2 L (X) and any
S 2 I,
(iv) The rank one operator x⇤ ⌦ x 2 I and kx⇤ ⌦ xkI = kx⇤k kxk for all
x⇤ 2 X⇤ and x 2 X.
We note that (ii) gives us a continuous embedding I ,! L (X), that (iii)
gives us that the multiplication operators LA, RB 2 L (I) are bounded and
that (iv) gives us that I is non-trivial since it contains the rank-one operators.
We caution that this is a non-standard definition of Banach ideals tailored
for our needs and a more typical definition can be found, for instance, in
[Pie87].
An important Banach ideal we will encounter is the class of nuclear op-
erators. We say T 2 L (X) is a nuclear operator if there exist sequences
( n) ⇢ X⇤ and (xn) ⇢ X such that for all x 2 X, T is of the form
Tx =
1X
n=1
( n ⌦ xn)(x) =
1X
n=1
h n, xixn
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and
P
n k nk kxnk <1. If T 2 L (X) is nuclear, we define the nuclear norm
of T as
kTkN := inf
n 1X
n=1
k nk kxnk : T =
1X
n=1
 n ⌦ xn
o
where the infimum is taken over all representations of T =
P1
n=1  n⌦xn such
that
P1
n=1 k nk kxnk < 1. With this norm the space of nuclear operators
on X forms a Banach space [Rya02] which we will denote as N (X).
If T 2 N (X) has the nuclear representation P1n=1  n ⌦ xn, then the
adjoint operator is also nuclear and is given by
T ⇤ =
1X
n=1
 (xn) n =
1X
n=1
(xn ⌦  n) 
for  2 X⇤. Furthermore kT ⇤kN  kTkN .
In this text we use the hypercyclicity comparison principle many times
for operators on Banach ideals, so we will next consider continuous maps
with dense range between the pertinent Banach ideals.
We first note that there exists a linear surjective operator  : X⇤b⌦⇡X !
N (X), defined by the linear extension of x⇤ ⌦ x 7! x⇤ ⌦ x. Furthermore for
any x⇤ ⌦ x 2 X⇤b⌦⇡X notice that
k (x⇤ ⌦ x)kN = kx⇤ ⌦ xkN = kx⇤k kxk
and hence  is bounded and in particular continuous.
The next Banach ideal we consider is defined as follows. An operator
X ! X is approximable if it is the limit in the operator norm of a sequence
of finite rank operators on X. The closure of this space is called the space of
approximable operators and it is denoted by
X⇤b⌦✏X :=  T 2 L (X) : 9 (Tn)n such that kT   Tnk n!1 ! 0 
where (Tn)n is a sequence of finite rank operators.
Since the projective topology is the weakest topology, there exists a nat-
ural inclusion map J : X⇤b⌦⇡X ! X⇤b⌦✏X which is continuous and by com-
pleteness it also has dense range.
Hence we so far have the following natural mappings:
X⇤b⌦⇡X J //
 
✏✏
X⇤b⌦✏X
N (X)
dense range
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However in general we can go no further with these mappings since we reach
the obstacle that not every operator inK (X) is the limit of finite rank oper-
ators. We can overcome this problem if we are somehow able to approximate
an arbitrary compact operator by an operator of finite rank and the following
property comes to our aid.
Definition A.2. A Banach space X has the approximation property if for
every compact subset K ⇢ X and every " > 0, there exists a finite rank
operator S 2 L (X) such that kx  Sxk  " for every x 2 K.
Some properties and consequences of the approximation property include:
(i) every Banach space with a Schauder basis possesses the approximation
property [Rya02, Example 4.4],
(ii) if X⇤ has the approximation property then it follows X has the ap-
proximation property, however the converse is not always true [Rya02,
Corollary 4.7],
(iii) if X⇤ has the approximation property then it follows that X⇤b⌦⇡X =
N (X) [Rya02, Corollary 4.8],
(iv) if X⇤ has the approximation property and if T ⇤ 2 N (X⇤) is nuclear,
then it follows that T is also nuclear and furthermore we get kTkN =
kT ⇤kN [Rya02, Proposition 4.10].
The following results taken from [Rya02] allow us to continue with our chain
of maps between Banach ideals.
Proposition A.3. If the Banach space X has the approximation property
then every compact operator K 2 K (X) is approximable.
Corollary A.4. If X⇤ or X has the approximation property then K (X) =
X⇤b⌦✏X.
So with the approximation property we now get the following natural
mappings having dense range:
X⇤b⌦⇡X = N (X)  ! X⇤b⌦✏X = K (X).
While it is true that the classical Banach spaces we have hitherto con-
sidered possess the approximation property, we mention that this is not
merely a trivial assumption. Enflo [Enf73] showed there exists a separable
Banach space without the approximation property and further examples fol-
lowed including in [Sza81], where it was shown that L (`2) does not possess
the approximation property.
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A.1 Ideals of Hilbert Space Operators
Here we recall some notions from trace duality and on ideals of Hilbert space
operators, which follows the presentation of Conway [Con00]. In this section
H is a Hilbert space with an orthonormal basis (ek)k. For A 2 L (H) we
define the trace of A as
tr(A) :=
X
k
hAek, eki.
We call A 2 L (H) a trace class operator if tr
⇣
(A⇤A)
1
2
⌘
<1 and we denote
the space of trace class operators on H by C1, which is a Banach space under
the trace class norm
kAk1 := tr
⇣
(A⇤A)
1
2
⌘
.
It is well known that the trace class operators are basically the nuclear op-
erators on H.
Next we recall for A 2 L (H), the Hilbert-Schmidt norm is defined as
kAk2HS = tr(A⇤A) =
X
k
hA⇤Aek, eki =
X
k
hAek, Aeki =
X
k
kAekk2 .
The operator A 2 L (H) is said to be a Hilbert-Schmidt operator if it has
finite Hilbert-Schmidt norm and the space of Hilbert-Schmidt operators on
H is denoted by C2. The space C2 is a Hilbert space with the corresponding
inner product defined by
hS, T i = tr(T ⇤S)
for S, T 2 C2.
We now list some well known results that are used in this text.
Theorem A.5. For any Hilbert space H, let S, T 2 C2. Then tr(ST ) =
tr(TS).
Theorem A.6. For any Hilbert space H, let S, T 2 L (H). Then kSTkHS 
kSk kTkHS and kSTkHS  kSkHS kTk.
We note that these spaces are related by the following inclusions
C1 ⇢ C2 ⇢ K (H) ⇢ L (H).
Furthermore it can be demonstrated using trace duality that their dual spaces
are related as follows, K (H)⇤ = C1 and C⇤1 = L (H).
To see the first relation we define the linear functional  A : K (H) ! C
by  A(K) = tr(AK) = tr(KA), where A 2 C1 and K 2 K (H). It turns out
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that the map A!  A is an isometric isomorphism of C1 onto K (H)⇤ from
which it follows that K (H)⇤ = C1 [Con00, Theorem 19.1].
Next we consider the linear functional  B : C1 ! C defined by  B(A) =
tr(BA) = tr(AB), where B 2 L (H) and A 2 C1. We note that the mapping
B !  B is an isometric isomorphism of C⇤1 onto L (H) from which it follows
that C⇤1 = L (H) [Con00, Theorem 19.2].

B Gelfand Theory
For a complex Banach algebra A , the linear map h : A ! C is a multi-
plicative linear functional if h is an algebra homomorphism, that is for all
x, y 2 A , h(xy) = h(x)h(y).
It is well known that multiplicative linear functionals are continuous. To
see this let h be any multiplicative functional on A and we make the counter
assumption that h is discontinuous. Then there exists x 2 A with kxk < 1
and h(x) = 1. If we consider y =
P1
n=1 x
n, notice that xy = y   x and
furthermore that h(x)h(y) = h(y) h(x) = h(y)  1. Hence h(y) = h(y)  1,
which is impossible and it follows that multiplicative linear functionals are
always continuous.
If A is a commutative Banach algebra, then we say that a nonzero mul-
tiplicative linear functional h is a character of A . We denote the set of
characters on A 6= {0} by
⇤ = ⇤(A ) := {h : A ! C : h is a character}.
Next we collect some well known properties that are needed later.
Proposition B.1. Let A be a complex commutative unital Banach algebra.
(i) If I ⇢ A is a proper ideal, then there exists a maximal ideal M ( A
such that I ⇢M .
(ii) If M ⇢ A is a closed maximal ideal, then there exists a character h 2 ⇤
such that M = ker(h).
Theorem B.2. Let A be a complex, commutative, unital Banach algebra.
Then for each x 2 A ,  (x) = {h(x) : h 2 ⇤}.
Proof. Let x 2 A be arbitrary. By definition   2  (x) if and only if  e  x
is not invertible in A and it is well known this is true if and only if there
exists a character h 2 ⇤ such that
0 = h( e  x) =  h(e)  h(x) =    h(x).
Hence   2  (x) if and only if there exists a character h 2 ⇤ with   = h(x)
and it follows that {h(x) : h 2 ⇤} =  (x).
The next notion we recall from Banach algebra theory is that of the
Gelfand transform. For an arbitrary x 2 A , the Gelfand transform of x,
xˆ : ⇤! C, is defined as xˆ(h) = h(x), where h 2 ⇤.
75
76 Gelfand Theory
We will denote the set Aˆ = {xˆ : x 2 A }. We recall that the Gelfand
transform is an algebra homomorphism that turns out to be a very useful
tool when computing the spectrum of any element of A .
Theorem B.3. Let A be a complex, commutative, unital Banach algebra.
Then for each x 2 A we have that xˆ(⇤) =  (x).
Proof. Let x 2 A . Then
xˆ(⇤) = {xˆ(h) : h 2 ⇤} = {h(x) : h 2 ⇤} B.2=  (x).
The last concept we recall is that of the centraliser. If S is a subset of a
Banach algebra A , the centraliser of S is the set
 (S) = {x 2 A : xs = sx for every s 2 S}.
Some simple properties of centralisers are listed in the next proposition.
Proposition B.4. For a subset S of a Banach algebra A the following hold.
(i)  (S) is a closed subalgebra of A .
(ii) S ⇢   ( (S)).
(iii) If the elements of S commute with each other, then so do the elements
of   ( (S)).
Proof. (i) If x, y 2 A commute with every s 2 S, then so do  x, x + y and
xy. Note that multiplication is a continuous operation in A . If we consider
the commutator map  s : A ! A defined by  s(x) = xs   sx, we notice
that
 (S) =
\
s2S
ker( s)
and hence  (S) is closed.
(ii) Let s 2 S. Then xs = sx for every x 2  (S) and hence s 2   ( (S)).
(iii) Let S be commutative. Then S ⇢  (S). Next let x 2   ( (S)), so
xy = yx for all y 2  (S) and since S ⇢  (S) it follows that xs = sx for all
s 2 S. Hence   ( (S)) ⇢  (S).
Furthermore, for any x, y 2   ( (S)) ⇢  (S) it follows that xy = yx and
hence   ( (S)) commutes.
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Corrigendum
Error
In Theorem 6.7 it is claimed on (6.1) that
(LA⇤  RA⇤) (LA  RA)  (LA  RA) (LA⇤  RA⇤)
= LA⇤A   LA⇤RA  RA⇤LA +RA⇤A
  LAA⇤ + LARA⇤ +RALA⇤  RAA⇤ .
Correction
The correct calculation is
(LA⇤  RA⇤) (LA  RA)  (LA  RA) (LA⇤  RA⇤)
= LA⇤A   LA⇤RA  RA⇤LA +RAA⇤
  LAA⇤ + LARA⇤ +RALA⇤  RA⇤A
where we use the identities RA⇤RA = RAA⇤ and RARA⇤ = RA⇤A. On the
subsequent lines this gives
LA⇤A   LAA⇤ +RAA⇤  RA⇤A = LA⇤A AA⇤ +RAA⇤ A⇤A
and this correction changes the claim of Theorem 6.7 as follows.
Theorem 6.7. For any separable Hilbert space H and any A 2 L (H) such
that both A and A⇤ are hyponormal, the induced commutator operator  A is
hyponormal on C2 and hence it cannot be hypercyclic on this space.
We note if both A and A⇤ are hyponormal then it follows that A is normal.
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