This work introduces a method for learning low-dimensional models from data of high-dimensional black-box dynamical systems. The novelty is that the learned models are exactly the reduced models that are traditionally constructed with model reduction techniques that require full knowledge of governing equations and operators of the high-dimensional systems. Thus, the learned models are guaranteed to inherit the well-studied properties of reduced models from traditional model reduction. The key ingredient is a new data sampling scheme to obtain re-projected trajectories of high-dimensional systems that correspond to Markovian dynamics in low-dimensional subspaces. The exact recovery of reduced models from these re-projected trajectories is guaranteed pre-asymptotically under certain conditions for finite amounts of data and for a large class of systems with polynomial nonlinear terms. Numerical results demonstrate that the lowdimensional models learned with the proposed approach match reduced models from traditional model reduction up to numerical errors in practice. The numerical results further indicate that low-dimensional models fitted to re-projected trajectories are predictive even in situations where models fitted to trajectories without re-projection are inaccurate and unstable.
Introduction
Reduced models have become a ubiquitous tool to make tractable computations that require large numbers of model evaluations in, e.g., uncertainty quantification, optimization, and inverse problems. Traditional model reduction derives reduced models from high-dimensional (full) models of systems that typically are given in the form of partial differential equations (PDEs) and their corresponding discretized operators. The properties of reduced models have been extensively studied by the model reduction community [2, 43, 4, 9] and even rigorous error estimation has been established for certain classes of problems [56, 55, 21, 24, 49, 43] . The aim of data-driven model reduction methods is to learn reduced models from data alone and so to extend the scope of model reduction to settings where the governing equations and the corresponding discrete operators of the high-dimensional systems are unavailable; however, the models learned from data alone typically are only approximations of the reduced models obtained with traditional model reduction and thus establishing the same rigor for the learned models as for reduced models is challenging. In contrast, this work presents that correspond to low-dimensional Markovian dynamics and provides an analysis that shows that operators fitted to these re-projected trajectories are the operators obtained with traditional model reduction. The overall computational approach is presented in Algorithm 2 in Section 4 and numerical results are given in Section 5. Conclusions are drawn in Section 6.
Preliminaries
The focus of this work is on dynamical systems with polynomial nonlinear terms, which we introduce in Section 2.1 together with traditional model reduction for these systems in Section 2.2. A building block of our approach is operator inference [38] for learning reduced models from data, which we discuss in Section 2.3. The problem we aim to address is formulated in Section 2.4.
Dynamical systems with polynomial nonlinear terms
Let K ∈ N and consider a dynamical system of the form
with state x k (µ) ∈ R N of dimension N ∈ N and input u k (µ) ∈ R p of dimension p ∈ N at time steps k = 0, . . . , K − 1. The parameter µ ∈ D ⊂ R d is independent of the time step. The initial condition is x 0 ∈ R N . The potentially nonlinear function f : R N × R p × D → R N describes the dynamics of system (1) .
for i ∈ N. In the following, we consider systems (1) that are polynomial of order ℓ ∈ N, which means that there exists A i (µ) ∈ R N ×Ni for i = 1, . . . , ℓ and B(µ) ∈ R N ×p for µ ∈ D such that
The vector x i k (µ) ∈ R Ni is the i-th power of x k , which is constructed from the Kronecker product x k (µ)⊗· · ·⊗ x k (µ) by removing all duplicate entries due to commutativity of the multiplication [38] . Note that x More details on systems with polynomial nonlinear terms and their relevance in computational science and engineering can be found in, e.g., [22, 8, 26, 20, 38] .
Model reduction of systems with polynomial nonlinear terms
If operators A 1 (µ), . . . , A ℓ (µ), B(µ) of (1) for µ ∈ D are available, then traditional projection-based model reduction can be applied to find a reduced model; see, e.g., [43, 9] . Traditional projection-based model reduction typically first constructs a reduced space and then projects the operators of the high-dimensional system to obtain the reduced operators and to assemble the reduced model. Consider first the construction of a reduced space. Let µ 1 , . . . , µ m ∈ D and let X(µ 1 ), . . . , X(µ m ) ∈ R N ×K be the corresponding trajectories of length K. Applying proper orthogonal decomposition (POD) [9, 50] to the snapshot ma-
N ×n be the basis matrix that has as columns the basis vectors v 1 , . . . , v n . Note that V n is independent of the parameter µ in the following. There are other methods for constructing reduced spaces such as greedy methods [40, 56] and interpolatory model reduction [5, 23, 2] . We refer to [43, 9] for details on how to select the parameters µ 1 , . . . , µ m and how to select the dimension n of the space V n .
For j = 1, . . . , m, the reduced operators are constructed via, e.g., Galerkin projectioñ
and similarly forÃ 2 (µ j ) ∈ R n×n2 , . . . ,Ã ℓ (µ j ) ∈ R n×n ℓ with
The reduced model for µ j is
with the reduced statex k (µ j ) ∈ R n and its i-th powerx
Once the reduced modelsf (·, ·; µ 1 ), . . . ,f (·, ·; µ m ) are constructed for all m parameters µ 1 , . . . , µ m , a reduced model for µ ∈ D is derived by element-wise interpolation of the reduced operators corresponding to µ 1 , . . . , µ m . If structure of the reduced operators is known, e.g., symmetry and positive definiteness, then this structure can preserved in the interpolation. We refer to [1, 34, 15] for details on interpolating reduced operators in model reduction.
Operator inference
The traditional model reduction approach described in Section 2.2 to construct a reduced model (5) is intrusive in the sense that the operators A 1 (µ j ), . . . , A ℓ (µ j ), B(µ j ) of system (2) for j = 1, . . . , m are required in the projection step (3). Operator inference is introduced in [38] to derive approximations of the reduced operatorsÃ 1 (µ j ), . . . ,Ã ℓ (µ j ),B(µ j ) from data of the high-dimensional system without requiring the high-dimensional operators A 1 (µ j ), . . . , A ℓ (µ j ), B(µ j ).
Operator inference proceeds in three steps. First, state trajectories X(µ 1 ), . . . , X(µ m ) and Y (µ 1 ), . . . , Y (µ m ) are obtained by querying the system (1) at parameters µ 1 , . . . , µ m ∈ D to derive a reduced space spanned by the columns of V n = [v 1 , . . . , v n ]. Many of the basis construction techniques developed in traditional model reduction can be applied; see references given in Section 2.2. In the following, we will use POD to construct V n as described in Section 2.2. The second step of operator inference is to project the trajectories onto the reduced space V n spanned by the columns of V n and so to obtain the projected trajectories
In the third step of operator inference, the operatorŝ
are learned via least-squares regression min A1(µj ),...,Â ℓ (µj ),B(µj )
to obtain the modelx
for j = 1, . . . , m. Note that the least-squares problem (7) is solved for each parameter µ j with j = 1, . . . , m.
The state of the learned model at time k isx k (µ j ) ∈ R n with its i-th powerx i k (µ j ). Note that the statê x k (µ j ) is obtained by time stepping the learned model (8) , whereas the projected statex k (µ j ) is obtained by projecting the high-dimensional state x k (µ j ) at time k onto the reduced space V n . The initial condition isx 0 (µ j ) = V T n x 0 (µ j ). To obtain a model for µ ∈ D, the operators of the learned models corresponding to µ 1 , . . . , µ m are interpolated as in traditional model reduction; see Section 2.2. We refer to [38, 41, 52, 37] for details on operator inference.
Data matrix
It will be convenient to write (7) for each j = 1, . . . , m as
with the data matrixD
Problem formulation
Our goal is exactly recovering the operators (3) of the intrusive reduced model from data of the highdimensional system without knowledge of the high-dimensional operators (3) . The operators (6) obtained with operator inference from the projected trajectories, as described in Section 2.3, equal the intrusive operators (3) in the limit of n → N under certain conditions described in [38] . However, typically, one is interested in reduced models with n ≪ N , in which case the learned operators can differ significantly from the intrusive operators. To explain the origin of the difference between the intrusive and the learned, non-intrusive operators, consider the trajectoryX(µ) = [x 0 (µ), . . . ,x K−1 (µ)] ∈ R n×K obtained by time stepping the intrusive reduced model (5) . Even if x 0 (µ) ∈ V n , and thusx 0 (µ) =x 0 (µ), the projected trajectoryX(µ) can be different from the intrusive trajectoryX(µ), i.e., there is a non-zero closure error
By fitting operators to projected trajectories with operator inference as described in Section 2.3 and in [38] , the closure error (11) is introduced into the learned operators, which means that the learned operators can fail to approximate the dynamics of the intrusive reduced model. We demonstrate the effect of the closure error on operator inference with a toy example. Consider a system (2) of degree ℓ = 1, order N = 10, time steps K = 100, and without inputs, i.e., a time-discrete autonomous linear dynamical system x k+1 = A 1 x k for k = 0, . . . , K − 1. The matrix A 1 ∈ R N ×N is generated by first sampling entries uniformly in [0, 1] and then transforming them to ensure the eigenvalues of A 1 have absolute values less than 1. The initial condition x 0 is the first column of the identity matrix of dimension n × n and X is the corresponding trajectory of length K. Set n = 2 and consider the 2-dimensional space V n that is spanned by the initial condition and the canonical unit vector with 1 at component 2. Let V n be the corresponding basis matrix and letX = V is given byx k+1 =Ã 1xk
T , and the trajectoryX. Figure 1a shows the difference x k −x k 2 for time steps k = 0, . . . , K − 1, which is the 2-norm of the difference of the projected state and the state of the intrusive reduced model at time step k. We now derive a model with operator inference from the projected trajectoryX as described in Section 2.3 and denote the trajectory corresponding to this learned model asX. The trajectoryX differs significantly from the trajectory of the intrusive reduced model, as shown in Figure 1b . This toy example demonstrates that the closure error can have a significant polluting effect on fitting operators to projected trajectories and so lead to models that exhibit different dynamics than the corresponding intrusive reduced models and high-dimensional systems. Thus, if the aim is to learn from data the same reduced models that intrusive model reduction constructs, then there is a need for revising operator inference to guarantee the recovery of the intrusive operators from trajectories with finite length K < ∞ and for dimensions n ≪ N .
Non-Markovian dynamics of projected states
To motivate our data sampling scheme, we first discuss the closure error X −X F on the toy example given in the problem formulation in Section 2.4. The arguments in this section are not new; we refer to the literature from the statistical physics community on the Mori-Zwanzig formalism, which describes the arguments in this section for more general systems and in stochastic settings; see, e.g., the surveys [17, 13] for more details.
Our toy example is an autonomous linear system, which corresponds to system (1) with ℓ = 1 and B = 0, i.e.,
Consider now the orthogonal complement V ⊥ n of V n that is spanned by the orthonormal columns of the (12) is split into
with the matrices
Model reduction as described in Section 2.2 constructs the reduced
which gives with an inductive argument that
Thus, the projected statex k+1 = x k+1 at time k + 1 depends on the time history of projected states x 0 , x 1 , . . . , x k instead of only on the last time step x k . This means that the dynamics of the trajectory X become non-Markovian if projected onto the reduced space V n in the sense that going from x k to x k+1 requires knowledge of the time history x 0 , . . . , x k−1 in general. Therefore, the reduced model (5), which is derived with traditional model reduction, cannot describe well the projected trajectoryX because the reduced model (5) is Markovian in the sense that the statex k+1 at time step k + 1 depends on the statex k of the previous time step k alone, instead of on the historyx 0 , . . . ,x k−1 .
Data sampling with re-projection to avoid non-Markovian dynamics
We now describe our sampling scheme with re-projection. Consider an initial condition x 0 ∈ V n and set x 0 = V T n x 0 . Note that V nx0 = x 0 because x 0 ∈ V n . Our scheme proceeds iteratively, see Figure 2 . In the first iteration, system (1) is queried at initial condition V nx0 and input u 0 to obtain
Then, the re-projected statex 1 = V T n x tmp is computed by projecting x tmp onto V n . In the second iteration, system (1) is queried for a single time step at the initial condition V nx1 and input u 1 to obtain f (V nx1 , u 1 )
The scheme shows data sampling with re-projection. Under certain conditions that are discussed in Section 3.3, the re-projected trajectoriesX = [x0,x1, . . . ,xK−1] are the trajectoriesX obtained by time stepping the intrusive reduced model. Thus, the closure error (11) of the re-projected trajectories is zero.
Algorithm 1 Data sampling with re-projection
Query system for a single time step
end for
. This process is repeated to generate the re-projected statesx 0 ,x 1 , . . . ,x K and to collect them into the re-projected trajectoriesX = [x 0 ,x 1 , . . . ,
Algorithm 1 summarizes our data sampling scheme with re-projection. The inputs to Algorithm 1 are the high-dimensional system f , a basis matrix V n , an initial condition x 0 ∈ V n , a parameter µ ∈ D, and inputs u 0 , . . . , u K−1 . Line 2 projects the initial condition x 0 to obtainx 0 . The for loop on line 3 iterates over the time steps k = 0, . . . , K − 1 and generates the re-projected statex k+1 by querying the high-dimensional system for a single time step in line 4. The re-projected trajectoriesX andȲ are returned in line 7.
Exact recovery of reduced models from re-projected trajectories
Proposition 1 shows that the trajectoriesX andȲ obtained with sampling with re-projection are the trajectoriesX andỸ obtained from time stepping the corresponding intrusive reduced models. Proposition 1 leads to Corollary 1 that shows that intrusive reduced models are exactly recovered from re-projected trajectories in the sense that Ã i −Â i F = B −B F = 0 for i = 1, . . . , ℓ under certain conditions. This is a pre-asymptotic result in the sense that it holds for finite-length trajectories, i.e., for finite number of data points, and for reduced spaces V n of dimensions n < N . Proposition 1. Consider a system (2) with polynomial nonlinear terms. Let x 0 ∈ V n be an initial condition and let u 0 , . . . , u K−1 be inputs. Generate trajectoriesX andȲ from system (2) with re-projection as described in Algorithm 1. Then,X =X andȲ =Ỹ holds, whereX = [x 0 , . . . , Proof. With zero padding, the operators A 1 , . . . , A ℓ of (2) can be reformulated to A 1 , . . . , A ℓ so that
where ⊗ is the Kronecker product. Note that
T n x 0 and note that x 0 ∈ V n and thus x 0 =x 0 . Querying system (2) at initial condition V nx0 = x 0 as described in line 4 of Algorithm 1 leads to
where we used that x 0 = V nx0 in (13) and where we exploited the mixed-product property of the Kronecker product in (14) . We now project (14) to obtain
and thusx 1 = V T n x tmp . According to line 5 in Algorithm 1, the re-projected state isx 1 = V T n x tmp and thusx 1 =x 1 holds. The same steps can be repeated for time step k withx k =x k to obtainx k+1 =x k+1 . Then, with induction follows thatX =X andȲ =Ỹ hold. Corollary 1. Let the trajectoriesX andȲ of length K be generated with Algorithm 1 from a system with polynomial nonlinear terms up to degree ℓ. Let further
with n i defined in (4) for i = 1, . . . , ℓ. Consider the data matrix
derived from the re-projected trajectoryX, cf. the data matrixD derived from the projected trajectoryX defined in (10) . IfD has full rank, then the least-squares problem
has a unique solutionÔ * with objective 0 and that solution isÔ
, whereÃ 1 , . . . ,Ã ℓ ,B are the intrusive operators (3).
Proof. First, because of Proposition 1, we haveX =X andỸ =Ȳ , and thus the states ofX and Y satisfy the equations corresponding to the intrusive reduced model (5) . This means that the matrix O = [Ã 1 ,Ã 2 , . . . ,Ã ℓ ,B] is a solution of (17) because it achieves objective 0. To show uniqueness, note that (17) corresponds to i = 1, . . . , n independent least-squares problems (18) . SinceÕ leads to objective 0, we obtainÔ * =Õ.
Computational procedure and practical aspects
This section summarizes the overall computational procedure of operator inference with re-projected trajectories in Algorithm 2 and discusses practical aspects as well as limitations of the approach.
Computational procedure
Algorithm 2 summarizes the overall procedure of recovering reduced models from re-projected trajectories with operator inference. The inputs to Algorithm 2 are f , the degree ℓ, the dimension n of the reduced space, the parameters µ 1 , . . . , µ m , the initial conditions x 0 (µ 1 ), . . . , x 0 (µ m ), and the input trajectories U (µ 1 ), . . . , U (µ m ). Algorithm 2 time steps the high-dimensional system to obtain the trajectories X(µ 1 ), . . . , X(µ m ) in the for loop on line 2. Then, in line 5, the POD basis matrix V n is computed from the snapshot matrix [X(µ 1 ), . . . , X(µ m )]. The for loop in line 6 calls Algorithm 1 to generate the re-projected trajectoriesX(µ 1 ), . . . ,X(µ m ) andȲ (µ 1 ), . . . ,Ȳ (µ m ). Operator inference as described in Corollary 1 is then applied to the re-projected trajectories in line 8 and line 9 to learn operators. Line 11 returns the learned operators. The computational costs of Algorithm 2 are typically dominated by querying the high-dimensional system. The costs of assembling the data matrix on line 8 and the costs of solving the corresponding least-squares problem on line 9 typically are negligible. In the for loop in line 2, the high-dimensional system is time stepped to generate the trajectories for constructing the POD basis matrix, which is similar to traditional, intrusive model reduction. The for loop in line 6 requires time stepping the high-dimensional systems once more to sample the re-projected trajectories with Algorithm 1. Thus, the computational costs of learning a reduced model with operator inference with re-projection is twice as high as the costs of constructing a model with operator inference without re-projection. Note, however, that it is unnecessary to sample reprojected trajectories of length K. Sampling shorter re-projected trajectories can significantly reduce the computational costs of operator inference with re-projection.
Practical aspects and condition of least-squares problem
We make three remarks of practical aspects of operator inference with re-projection. First, Corollary 1 states that operator inference from re-projected trajectories gives the intrusive reduced models if condition (15) is Algorithm 2 Operator inference with re-projected trajectories
for j = 1, . . . , m do
3:
Time step f at µ j with x 0 (µ j ) and U (µ j ) to obtain X(µ j )
4:
5:
Derive POD basis matrix V n from snapshot matrix [X(µ 1 ), . . . , X(µ m )]
6:
7:
Call Algorithm 1 with V n , x 0 (µ j ), U (µ j ) to obtainX(µ j ) andȲ (µ j )
8:
Assemble data matrixD(µ j ) defined in (16)
9:
Solve (17) to learn operatorsÂ 1 (µ j ), . . . ,Â ℓ (µ j ),B(µ j ) 10: end for
11:
Return learned operatorsÂ 1 (µ j ), . . . ,Â ℓ (µ j ),B(µ j ) for j = 1, . . . , m 12: end procedure satisfied and if the data matrixD defined in (16) has full rank. It is straightforward to numerically verify these two conditions in practice and so to determine if Corollary 1 applies and if the intrusive reduced model is obtained up to numerical errors.
Second, to sample the re-projected trajectories with Algorithm 1, it is necessary to have available the highdimensional system in the sense that it can be time stepped for a single time step with initial conditionx k for k = 0, . . . , K − 1. This is in contrast to operator inference without re-projection, which is applicable even if only the trajectories X(µ 1 ), . . . , X(µ m ) and the corresponding inputs U (µ 1 ), . . . , U (µ m ) are available and the high-dimensional system cannot be queried. However, note that it is unnecessary to time step the high-dimensional system at arbitrary initial conditions. The re-projected states are close to the states of the high-dimensional system if the space V n is sufficiently rich, which typically is a necessary requirement for the success of model reduction in any case.
Third, in practice, the condition number ofD T (µ j )D(µ j ), j = 1, . . . , m can be high, which means that numerical errors are amplified and pollute the learned operators even if all conditions required for Corollary 1 are satisfied. To keep the condition number ofD T (µ j )D(µ j ) low, we concatenate multiple trajectories corresponding to different inputs in practice. Let U 1 (µ j ), . . . , U m ′ (µ j ) be m ′ ∈ N input trajectories and let X 1 (µ j ), . . . , X m ′ (µ j ) be the corresponding trajectories andX 1 (µ j ), . . . ,X m ′ (µ j ) be the corresponding re-projected trajectories computed with Algorithm 1. We concatenate the trajectories to obtain
and then use (19) andȲ (µ j ) obtained fromȲ 1 (µ j ), . . . ,Ȳ m ′ (µ j ) in the least-squares problem (17) to learn a model. This is a similar process as suggested in [38] .
Numerical results
The numerical results in this section demonstrate that the proposed data sampling strategy with re-projection leads to low-dimensional models that match reduced models derived with traditional model reduction methods up to numerical errors in practice. The toy example introduced in the problem formulation in Section 2.4 is revisited in Section 5. 
Toy example
We revisit the toy example introduced in Section 2.4. LetX be the re-projected trajectory obtained with Algorithm 1. Following the least-squares problem (17) described in Corollary 1, we learn a model from the re-projected trajectoryX and time step the learned model to obtain the trajectoryX, which is plotted in Figure 3a . The trajectory of the model learned from the re-projected trajectory closely follows the trajectory of the intrusive reduced model, which is in stark contrast to the model learned from the trajectoryX without re-projection. Thus, the results in Figure 3a are in agreement with Corollary 1. Now consider the data matrixD defined in (16) . Figure 3b shows the condition number ofD TD for dimensions n ∈ {2, 4, 6} and various numbers of time steps K. In this example, the condition number grows with the dimension n. This means that even though condition (15) together with a full-rank data matrix are sufficient to recover the intrusive reduced model, numerical errors are introduced into the learned operators because of the potentially high condition number ofD TD ; cf. Section 4.2. Figure 3c demonstrates that the difference X −X F X F (20) between the trajectoryX of the intrusive reduced model and the trajectoryX of the model learned from the re-projected trajectory grows with the dimension n as numerical errors are amplified by the increasing condition number ofD TD in this example. Increasing the number of time steps K seems to help to reduce the condition number, as shown in Figure 3b .
Burgers' equation
A similar setup as in [38] is used for demonstrating the proposed approach on the viscous Burgers' equation. with the spatial coordinate ξ ∈ Ω, time t ∈ [0, T ], and parameter µ ∈ D. Impose Dirichlet boundary conditions x(−1, t; µ) = u(t) and x(1, t; µ) = −u(t) with the input function u : [0, T ] → R. The initial condition is zero x(ξ, 0; µ) = 0 for ξ ∈ Ω. We discretize the Burgers' equation with finite difference on an equidistant grid in Ω with mesh width 2 −7 , which leads to a system of ordinary differential equations of order N = 128. Time is discretized with the forward Euler method and time step size δt = 10 −4 to obtain
Setup
which is a polynomial nonlinear dynamical system (2) of degree ℓ = 2 with A 1 (µ) ∈ R N ×N , A 2 ∈ R N ×N2 , and input matrix B ∈ R N ×1 . Note that A 2 and B are independent of the parameter µ. ′ and by concatenating the trajectories corresponding to the same parameters as described in Section 4.2. We learn modelsf (·, ·, µ 1 ), . . . ,f (·, ·, µ m ) by solving the optimization problem (17) stated in Corollary 1 using the re-projected trajectories. We verified numerically that the data matrices have full rank. Condition (15) holds as well, and thus Corollary 1 is applicable in this setup, which means that we expect that time stepping the learned model gives a trajectory that matches the corresponding trajectory of the intrusive reduced model up to numerical errors. We construct the intrusive reduced modelsf (·, ·; µ 1 ), . . . ,f (·, ·; µ m ) and learn modelsf (·, ·; µ 1 ), . . . ,f (·, ·; µ m ) from the projected trajectoriesX(µ 1 ), . . . ,X(µ m ) (without reprojection) as described in Section 2.3. The projected trajectoriesX(µ 1 ), . . . ,X(µ m ) are obtained by concatenating the trajectoriesX 1 (µ 1 ), . . . ,X m ′ (µ m ) accordingly. For a parameter µ ∈ D \ {µ 1 , . . . , µ m }, modelf (·, ·; µ) is derived by component-wise spline interpolation of the operators of the learned modelŝ f (·, ·; µ 1 ), . . . ,f (·, ·; µ m ). The same interpolation approach is used for deriving the intrusive reduced model f (·, ·; µ) and the modelf (·, ·; µ) learned from trajectories without re-projection for µ ∈ D \ {µ 1 , . . . , µ m }. To derive modelf (·, ·; µ) for dimension n <n, we truncate the operators off (·, ·; µ) accordingly, which is the same approach as used in [38] . This means that for n <n, the n × n submatrix ofÂ 1 (µ) ∈ Rn ×n of modelf (·, ·; µ) is extracted, which corresponds to the first n POD modes. A similar process is performed for the input matrix, quadratic terms, and higher-degree nonlinear terms if present. Thus, modelf (·, ·; µ) is learned once for dimensionn and then truncated for n <n. The intrusive reduced modelf (·, ·; µ) and modelf (·, ·; µ) are truncated the same way for n <n. Figure 4a shows the error 1 m
Results
where
is the concatenated trajectory of either the intrusive reduced modelf (·, ·; µ i ), the modelf (·, ·; µ i ) learned from re-projected trajectories, or the modelf (·, ·; µ i ) learned from trajectories without re-projection for all m ′ inputs U 1 (µ i ), . . . , U m ′ (µ i ). The dimensionn of the POD space used for re-projection is set ton = 10 and operators are truncated as described in Section 5.2.1 to compute error (22) corresponding to models with n <n. The results in Figure 4a are reported for the training parameters µ 1 , . . . , µ m and the training inputs that are also used in Section 5.2.1 to construct the POD basis matrix and to learn the models. The intrusive reduced model achieves an error of almost 10 −2 for n = 10 dimensions. The model learned from trajectories without re-projection exhibits unstable behavior for most dimensions n = 1, . . . , 10 in the sense that the state during time stepping numerically diverges to NaNs (not a number). Missing values in Figure 4a mean that the states diverged to NaNs. In contrast, the model learned from trajectories with re-projection achieves an error (22) that closely follows the error of the intrusive reduced model. To test the learned models on parameters that are different from the parameters used for learning the models, we select m test = 7 test parameters µ 
is plotted in Figure 4c . The models learned from re-projected trajectories achieve similar errors as the intrusive reduced models, in contrast to models learned from trajectories without re-projection. Similar observations can be made forn = 15 as shown in Figure 4b for training parameters and training inputs and in Figure 4d for test parameters and test inputs. Now consider the difference 1 (24) is plotted in Figure 5 . The models learned from re-projected trajectories achieve a difference to the intrusive reduced model of less than 10 −10 , whereas the models learned from trajectories without re-projection are up to 8 orders of magnitude worse in terms of difference (24) and diverge in most cases (missing values in the plots).
Chafee-Infante equation
A similar setup as in [8] is used in this section.
Setup
Set the spatial domain to Ω = (0, 1) ⊂ R and end time to T = 4. We consider the Chafee-Infante equation given by
with the spatial coordinate ξ ∈ Ω and time t ∈ [0, T ]. Note that we consider a parameter-independent version of the Chafee-Infante equation. The boundary conditions are
with the input u : [0, T ] → R. The initial condition is x(ξ, t) = 0 for ξ ∈ Ω ∪ {0, 1}. The spatial domain Ω is discretized on an equidistant grid with mesh width 2 −7 and finite differences. Time is discretized with the forward Euler method and time-step size δt = 10 −5 to obtain the time-discrete dynamical system with polynomial nonlinear terms up to degree ℓ = 3 (11) has a significant polluting effect on operators learned from trajectories without re-projection as shown in Figure 7 .
for K = 4 × 10 5 and N = 128 and where the input matrix B corresponds to the discretization of the boundary conditions.
Consider the m ′ = 25 input trajectories U 1 , . . . , U m ′ with components sampled from a uniform distribution in [0, 10] and let X 1 , . . . , X m ′ be the corresponding trajectories of system (25) . The same steps as in Section 5.2.1 are performed to concatenate the trajectories X 1 , . . . , X m ′ , to derive a POD space of dimensionn ∈ N and the corresponding re-projected trajectoriesX 1 , . . . ,X m ′ and the concatenated re-projected trajectoryX, and to learn the modelf (·, ·) from the re-projected trajectoryX. Additionally, as described in Section 5.2.1, the intrusive reduced modelf (·, ·) and the modelf (·, ·) learned from the trajectories without re-projection are constructed. The test input is u(t) = 25(sin(πt) + 1), which is also used in [8] .
Results
Consider the re-projected trajectoryX 1 and the projected trajectoryX 1 = V T n X 1 forn = 10. Let v ·,N ∈ R 1×n be the last row of Vn so that v ·,NX1 and v ·,NX1 is the approximation of the state at spatial coordinate ξ = 1 given by the projected and the re-projected trajectory, respectively. Figure 6a plots v ·,NX1 and v ·,NX1 restricted to time t ∈ [0, 1]. Both trajectories overlap, which indicates that the projected and the re-projected trajectory are similar in this example. The absolute value of the difference v ·,NX1 − v ·,NX1 against the time step is shown in Figure 6b and indicates again that the projected and the re-projected trajectories are close relative to the absolute value of the trajectories in Figure 6a ; however, even this small difference has a polluting effect on operator inference that can lead to poor models. Consider Figure 7 , which shows the test error
for n ≤n and where Z test is computed with the test input with either model
Even though the difference between the projected and the re-projected trajectories is small in this example, the results in Figure 7 demonstrate that fitting a model to trajectories without re-projection leads to poor approximations of the intrusive reduced models.
Diffusion-reaction equation
The setup of the diffusion-reaction equation in this section follows the example in [36] . (26) as intrusive reduced models in this example. Even though the difference between re-projected trajectories and projected trajectories is small in this example (cf. Figure 6 ), models learned from trajectories without re-projection perform significantly worse than models learned from re-projected trajectories. Missing values correspond to models that numerically diverged during time stepping. (27) for parameters µ = 1.0625 and µ = 1.4375, respectively.
Setup
Let Ω = (0, 1) 2 ⊂ R 2 be the spatial domain with boundary ∂Ω and closed setΩ = Ω ∪ ∂Ω. Let further µ ∈ D = [1, 1.5] be the parameter domain. Consider the PDE ∂ ∂t x(ξ, t; µ) = −∆x(ξ, t; µ) + s(ξ)u(t) + g(x(ξ, t; µ)) ,
where the spatial coordinate is ξ = [ξ 1 , ξ 2 ] T , the source term s :Ω → R is s(ξ) = 10 −1 sin(2πξ 1 ) sin(2πξ 2 ), and the nonlinear term g :Ω → R is the second-order Taylor approximation of x → −(a sin(µ)+2) exp(−(µ 2 )b) exp(µxc) about 0 and with a = 0.1, b = 2.7 and c = 1.8, which is the same nonlinear term as used in [36] . The initial condition is 0. We impose homogeneous Neumann boundary conditions and discretize with finite difference on a grid with 64 equidistant grid points in each dimension. Time is discretized with the forward Euler method and time step size δt = 10 −2 and end time T = 100. The corresponding time-discrete dynamical system is x k+1 (µ) = A 1 (µ)x k (µ) + A 2 (µ)x To construct a reduced space, we select m = 10 equidistant parameters µ 1 , . . . , µ m ∈ D and set the inputs to be realizations of the random variables uniformly distributed in [1, 1000] . From these trajectories, the basis matrix Vn withn = 10 columns is computed with POD. Then, re-projected trajectories are sampled up to time t = 5 (instead of end time T = 100). For each µ i , 10 re-projected trajectories with different random inputs are derived, and concatenated together as described in Section 4.2. The concatenation of trajectories ensures that the data matrixD has full rank in this example. Models are learned with operator inference from the re-projected trajectories to obtainf (·, ·; µ 1 ), . . . ,f (·, ·; µ m ). The same process is repeated for the trajectories without re-projection to obtain the modelsf (·, ·; µ 1 ), . . . ,f (·, ·; µ m ). The rest of the setup is the same as in Section 5.2. Test parameters are 7 equidistantly chosen parameters in D. Test inputs are realizations of random variables with uniform distribution in [1, 1000]. Figure 9a shows the error (22) for the training parameters and training inputs. The model fitted to trajectories without re-projection numerically diverged to NaNs during time stepping for all dimensions n > 2. Figure 9 : Diffusion-reaction: Models learned from trajectories without re-projection show unstable behavior (missing values) for all dimensions n > 2. In contrast, models learned with operator inference from re-projected trajectories achieve the same errors as the intrusive reduced models, which is guaranteed by Corollary 1 in this example.
Results
The model fitted to re-projected trajectories closely matches the behavior of the intrusive reduced model as expected from the analysis presented in Corollary 1. The same observations can be made for the error (23) with the test parameters and test inputs.
Conclusions
The presented approach exactly recovers reduced models from data under certain conditions. This result holds pre-asymptotically in the number of data points and the dimension of the reduced space as long as the corresponding data matrix is full rank. The optimization problem underlying operator inference with re-projected trajectories is convex and can be solved with standard numerical linear algebra packages. Numerical experiments demonstrate that reduced models are learned up to numerical errors in practice for a wide class of systems with polynomial nonlinear terms.
