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Povzetek
Naslov: Sledenje ocˇem v uporabniˇskih vmesnikih
Avtor: Gasˇper Hribar
Diplomska naloga opisuje podrocˇje sledenja ocˇem (angl. eye tracking) in
predstavi mozˇnosti njegove prakticˇne uporabe pri analizi privlacˇnosti in ucˇin-
kovitosti uporabniˇskih vmesnikov. Premike zrkla zaznava racˇunalniˇska ka-
mera, ki z metodami racˇunalniˇskega vida in modeli strojnega ucˇenja, uspe
dolocˇiti tocˇko pogleda na zaslonu. Diplomska naloga opisuje nacˇin, ki na pod-
lagi tocˇke pogleda ustvari ”toplotno karto”(angl. heat-map) zaslona, ki ima
lahko vecˇ primerov uporabe. Na primer analiziranje uporabniˇskih vmesnikov,
uporablja pa se tudi pri oglasˇevanju in v nekaterih industrijskih panogah.
Kljucˇne besede: sledenje ocˇem, tocˇka pogleda, uporabniˇski vmesnik.

Abstract
Title: Eye tracking in user interfaces
Author: Gasˇper Hribar
In this thesis, I briefly present eye tracking methodologies and their prac-
tical usage, with focus on analyzing user interfaces. The eye movements are
detected by a regular RGB computer camera. The input is then processed by
computer vision and machine learning algorithms to determine the point on
the screen, at which the user is looking. This thesis also describes the gen-
eration of a heat map, which can be used in many scenarios, like analyzing
user interfaces or advertisement.




Pogled je ena izmed prvih metod komunikacije, ki jo cˇlovek razvije in ima
pomembno vlogo v posameznikovi komunikaciji skozi svoje zˇivljenje. Preko
pogleda izkazujemo svoja cˇustva, socialni vpliv, intimnost, ustrahovanje in
vse ostale misli [5]. Vzemimo za primer dojencˇke, ki strmijo v stvari, ki
jih zanimajo. To dokazuje Yarbusov poskus [4], ki pravi, da je gibanje ocˇi
odvisno od naloge, ki jo zˇelimo opraviti. Starsˇi torej preko dojencˇkovega
pogleda lahko deduktivno sklepajo, kaj jih zanima. To se imenuje skupna
pozornost (angl. joint attention) [15].
V racˇunalniˇstvu je metoda sledenja pogledu poznana pod anglesˇkim iz-
razom
”
gaze tracking“, ki na podlagi smeri pogleda in lokaciji ocˇes, izracˇuna
tocˇko, v katero oseba usmeri svojo vizualno pozornost. S hitrejˇsimi, dosto-
pnejˇsimi in uporabnikom prijaznejˇsimi racˇunalniki je podrocˇje sledenja ocˇem
presˇlo iz psihologije tudi v medicino, oglasˇevanje, avtomobilizem in ostale
industrije.
Pri nacˇrtovanju vmesnika morajo razvijalci dobro razmisliti o postavitvi,
velikosti in barvni izbiri gradnikov. Cilj nacˇrtovanja je, da so vmesniki za
uporabnika pregledni, intuitivni in privlacˇni, kar uporabnikom prihrani cˇas,
potreben za orientacijo po sistemu [8]. V danasˇnjem dinamicˇnem svetu, ki
cˇedalje bolj stremi k digitilizaciji, je dober prvi vtis racˇunalniˇskega vmesnika
kljucˇnega pomena pri njegovi nadaljnji uporabi.
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To diplomsko delo se osredotocˇa na zgradbo aplikacije, ki na podlagi gi-
banja ocˇes, ustvari toplotno mapo (angl. heat-map) uporabniˇskih vmesnikov.
Ta mapa lahko sluzˇi nacˇrtovalcem spletnih strani (ali drugih racˇunalniˇskih
vmesnikov), da preucˇijo preglednost svojega vmesnika in posledicˇno pouda-
rijo pomembenjˇse stvari, da jih uporabniki cˇim hitreje opazijo in posledicˇno
porabijo manj cˇasa za iskanje funkcionalnosti.
Poglavje 2
Pregled podrocˇja
Podrocˇje sledenja ocˇem preko slikovnih medijev skusˇa resˇiti problem dolocˇanja
tocˇke pogleda. To lahko dosezˇemo, cˇe podrobno analiziramo zgradbo in
obnasˇanje ocˇesnega zrkla (Slika 2.1), ki v duhovnem smislu velja za okno
cˇlovesˇke dusˇe.
Slika 2.1: Zgradba cˇlovesˇkega ocˇesa.
Najpomembnejˇsi deli in ocˇesa so:
• Zenica (angl. pupil), ki v oko spusˇcˇa svetlobo.
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Slika 2.2: Kratek pregled zgodovine sledenja ocˇem.
• Sˇarenica (angl. iris), ki nadzoruje kolicˇino svetlobe, ki pride v oko. To
uravnava z raztezanjem in krcˇenjem zenice.
• Belocˇnica (angl. sclera), ki sluzˇi kot zasˇcˇita ostalega ocˇesa.
Ljudje lahko na podlagi izkusˇenj hitro ugotovimo, kam je vizualno osre-
dotocˇena neka oseba. Tipicˇno se tega zavedamo lahko zˇe na podlagi usmer-
jenosti obraza, ki v vecˇini primerov strmi k tocˇki zanimanja. Kljub temu,
to v primerih, ko je gibanje glave onemogocˇeno, ali pa se tocˇka pozornosti le
malo premika (npr. branje), ne zadostuje. V temu primeru je informacija o
polozˇaju ocˇesnega zrkla kljucˇnega pomena.
2.1 Kratek zgodovinski pregled
Zacˇetki sledenja ocˇem segajo vse v leto 1879, ko je francoski znanstvenik
Louis E´mile Javal opazil, da ocˇi pri branju ne sledijo striktni liniji, pacˇ pa
je njihovo gibanje sestavljeno iz hitrih premikov - sakade (angl. saccades) in
mirovanj - fiksacij (angl. fixations). Njegove sˇtudije so zaradi pomankanje
tehnologije temeljile na osebnem opazovanju [1].
Leta 1908 je Edmund Huey ustvaril napravo (Slika 2.3), s katero je lahko
spremljal gibanje ocˇi med branjem. Bralec je moral nositi zelo invazivno vrsto
kontaktnih lecˇ, ki so bile pritrjene na kazalec, s katerim je belezˇil njihovo
premikanje [1].
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Slika 2.3: Prva kamera za belezˇenje premikov ocˇes.
Prvo snemanje premikanje ocˇes je posnel Guy Thomas Buswell. Temeljilo
je na podlagi odboja svetlobe od bralcˇevih ocˇes, ki so bili posneti na filmski
trak. Raziskava je pokazala, da do tihega in glasnega branja pristopimo na
drugacˇen nacˇin [1].
Leta 1947 so znanstveniki Fitts, Jones in Milton [17] objavili porocˇila o vi-
zualnem vzorcˇenju, ki predstavljajo najvecˇjo zbirko podatkov o gibanju ocˇes,
zbranih v okviru vizualnega nadzora [5]. Podatke so pridobili na mnozˇici
40 pilotov, ki so leteli v razlicˇnih vremenskih pogojih. Raziskava dokazuje,
da obstaja korelacija med smerjo pogleda in razmiˇsljanjem – zanimanjem te
osebe. Njihova ugotovitev pa je naslednja:
”
If we know where a pilot is looking, we do not necessarily know what he
is thinking, but we know something of what he is thinking about.“
V drugi polovici prejˇsnjega stoletja je podrocˇje dozˇivelo razcvet. Z ra-
zvojem opreme so metode postajale natancˇnejˇse in manj vsiljive za uporab-
nika. V devetdesetih letih so racˇunalniki postali dovolj zmogljivi, da so lahko
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sledili ocˇesom v realnem cˇasu. To je privedlo do aplikacij, ki so z analizo
slik/posnetka temeljile na cˇlovesˇki interakciji. Z zacˇetkom novega tisocˇletja
so sˇtevilne oglasˇevalske agencije prepoznale potencial v metodi sledenja po-
gledu, zato so jo uporabile za izboljˇsanje svojih oglasˇevalskih strategij [1].
Do danasˇnjega dne se metodologija sledenja pogledu izboljˇsuje in pronica v
vsak koticˇek nasˇega vsakdana.
2.2 Prakticˇna uporaba
Sledenje ocˇem se uporablja predvsem v digitalnem marketingu, kjer razne
panoge to metodo izkoriˇscˇajo za preucˇevanje uporabniˇskega vedenja. Ugoto-
vitve raziskav pripomorejo k vecˇjemu zadovoljstvu uporabnikov, kar v eko-
nomskem smislu pomeni vecˇji profit ponudnikom storitev. Kljub temu, da
smo vsakodnevno izpostavljeni raziskavam, ki so bile dosezˇene s to metodo,
se teh pogosto ne zavedamo. Pri oglasˇevanju je cilj, da vplivajo na nasˇo pod-
zavest in nas prepricˇajo v nakup nekega izdelka. Metoda je zanimiva tudi z
varnostnega vidika, saj lahko zazna zaspane voznike in jim preprecˇi nadaljnjo
vozˇnjo. Ljudem s fizicˇnimi omejitvami in bolezenskimi stanji lahko omogocˇi
nov nacˇin komunikacije z racˇunalniˇskimi napravami. Primerov prakticˇne
uporabe je vsak dan vecˇ, zato bom na hitro opisal tistih nekaj, ki veljajo za
najbolj prepoznavne.
2.2.1 Oglasˇevanje
Ljudje od vseh petih cˇutil najbolj uporabljamo ocˇi, s katerimi si ustvarimo
sliko okolice. V okolici smo, evolucijsko gledano, bolj pozorni na vecˇje, hi-
trejˇse in barvitejˇse stvari, ki bi lahko ogrozile nasˇe zˇivljenje. Cˇeprav smo
si podredili okolje, je ta instinkt sˇe vedno del nas. To spretno izkoriˇscˇajo
oglasˇevalska podjetja, katerih cilj je, da ljudje opazijo in si zapomnijo re-
klamo. To dosezˇejo ravno z vpadljivimi barvami in vecˇjimi napisi. Pomemb-
nejˇse informacije so postavljene na mesta, na katera smo bolj pozorni (pri
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Slika 2.4: Toplotna karta trga Times Square na Manhattanu, New York.
cˇloveku je to obraz) ali pa nas kako drugacˇe privlacˇijo (npr. najviˇsja stol-
pnica).
Realni primer predstavlja toplotna slika 2.4, ki prikazuje oglasˇevalska
obmocˇja, v katera so zainteresirani mimoidocˇi ljudje na trgu Times Square,
ki ga dnevno precˇka vecˇ kot 400 000 ljudi [16]. Iz slike je razvidno, kateri
panoji so bolj gledani in vizualno privlacˇnejˇsi. Rdecˇa barva oznacˇuje mesta,
ki so med ljudmi delezˇna vecˇje pozornosti. Bolj kot je oglas opazen, vecˇja
je verjetnost, da ga opazi vecˇja masa ljudi in s tem je bolj dosezˇen namen
reklame. Z metodo sledenja pogledu lahko analiziramo oglase in zacˇrtamo
mejo med uspesˇnim in neuspesˇnim oglasom.
Podobni nacˇini se uporabljajo tudi v uporabniˇskih vmesnikih, kjer razvi-
jalci dajejo pomembnejˇse stvari v najbolj opazna obmocˇja, zato da jih obi-
skovalci lazˇje opazijo. To uporabnikom prihrani cˇas pri navigiranju vmesnika
in izboljˇsa uporabniˇsko izkusˇnjo.
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2.2.2 Avtomobilska industrija
Na malenkost drugacˇen nacˇin se sledenje ocˇem uporablja v avtomobilski in-
dustriji. Z razvojem avtonomnih vozil je cˇlovesˇka prisebnost pri vozˇnji cˇedalje
manj potrebna, a vseeno lahko pomeni razliko med zˇivljenjem in smrtjo. Za-
radi tega je pomembno, da je voznik povsem skoncentriran na vozˇnjo. V
praksi temu velikokrat ni tako. V skrajnih primerih je voznik tako utru-
jen, da med vozˇnjo lahko celo zaspi. Posledica je veliko sˇtevilo primerov
smrti voznika in ostalih udelezˇencev. V izogib temu lahko metoda sledenja
ocˇesom zazna voznikovo utrujenost in preprecˇi nadaljevanje vozˇnje oziroma
avto varno ustavi.
2.2.3 Vsakodnevna opravila
Metoda ima mesto tudi v interakciji cˇlovek-racˇunalnik, saj lahko sluzˇi kot
orodje za upravljanje. To pride sˇe posebno prav osebam z invalidnostjo in
ostalimi fizicˇnimi omejitvami, zaradi katerih niso zmozˇni upravljati naprav,
ki za upravljanje potrebujejo fizicˇno silo (npr. tipkovnica). Namesto fizicˇne




Strojna oprema, ki jo potrebujemo za sledenje ocˇem, je odvisna od metode, ki
jo za sledenje uporabljamo. Vsaka ima svoje prednosti in svoje pomanjkljivo-
sti. Med seboj se metode razlikujejo predvsem po invazivnosti, natancˇnosti
in obcˇutljivosti na zunanje pogoje. Pristop je invaziven ali vsiljiv, cˇe je neka
zunanja naprava (senzor) pritrjena na kozˇo ali oko, da bi merila premikanje
ocˇesnega zrkla. Okulografija je postopek snemanja ocˇesne pozicije, pri cˇemer
locˇimo sˇtiri razlicˇne pristope [6]:
• elektrookulografija (angl. Electro-Oculography),
• kontaktne lecˇe s tuljavo (angl. Sceleral Search Coils),
• infrardecˇa okulografija (angl. Infrared Oculography)
• video okulogarfija (angl. Video Oculography)
Cilj problema je dolocˇitev lokacije ocˇesa in zaznavanje ocˇesnega gibanja.
3.1 Elektrookulografija
Elektrookulografija (EOG) je precej invaziven postopek, saj zahteva, da mo-
ramo na kozˇo okoli ocˇesa pritrditi elektrode (Slika 3.1), ki merijo elektricˇni
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Slika 3.1: Postavitev elektrod pri metodi EOG.
potencial. Ob premikanju ocˇesnega zrkla, se pojavi majhna sprememba po-
tenciala na kozˇi, ki jo z namesˇcˇenimi elektrodami lahko zaznamo. Z ustrezno
namestitvijo elektrod, lahko locˇeno zaznavamo vertikalne in horizontalne pre-
mike ocˇesnega zrkla (Slika 3.1).
Velika prednost metode je enostavnost in nizka cena v primerjavi z osta-
limi pristopi. Zaradi elektrod ni najudobnejˇsa za uporabnike, a je vseeno
precej popularna med ljudmi s hudimi fizicˇnimi omejitvami.
3.2 Kontaktne lecˇe s tuljavo
Kontaktne lecˇe s tuljavo (Slika 3.2) omogocˇajo zelo natancˇno sledenje ocˇem,
ki jih zaznava s premiki tuljave v magnetnem polju. S premikanjem ocˇesa, se
premakne tudi tuljava, zaradi cˇesar magnetno polje vanjo inducira napetost,
ki jo lahko izmerimo. Lecˇa je v oko vstavljena v lokalni anesteziji.
Glavna prednost te metode je visoka natancˇnost, ki pa zaradi potrebne
(kirursˇke) umestitve lecˇe v oko, velja za eno bolj invazivnih metod. Uporablja
se predvsem v medicinskih in psiholosˇkih raziskavah.
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Slika 3.2: Kontaktna lecˇa s tuljavo.
Slika 3.3: IR senzor svetlobe (rdecˇ), ki po odboju zaznava spremembe sve-
tlobe, oddane iz vira IR svetlobe (moder)
3.3 Infrardecˇa okulografija
Infrardecˇa okulografija meri intenziteto infrardecˇe (IR) svetlobe, ki se odbije
od belocˇnice. IR svetloba prihaja iz svetlobnega vira, ki je, poleg senzorjev,
namesˇcˇen blizu ocˇesa (Slika 3.3). Razlika med projeciranimi zˇarki in kolicˇino
IR zˇarkov, ki se odbijejo od ocˇesa, vsebuje informacijo o spremembi ocˇesne
pozicije.
Senzorji in vir svetlobe morajo biti ves cˇas blizu ocˇesa, zato metoda velja
za invazivno. V primerjavi z elektrookulografijo je manj obcˇutljiva na sˇume,
ampak je bolj dovzetna na spremembe svetlobne napetosti iz okolice. Ena
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Slika 3.4: Diagram sledenja zˇarkov.
vecˇjih pomanjkljivosti je nezmozˇnost zaznavanja premikanj ocˇesa v ekstre-
mnih legah ocˇesa.
3.4 Video okulografija
Sledenje ocˇem na podlagi videa je najbolj uporabljena metoda v komerci-
alni rabi, v katero je priˇsla s tehnolosˇkimi izboljˇsavami racˇunalnikov, ki so
omogocˇile hitrejˇse procesiranje podatkov. Gibanje ocˇesa se dolocˇi na podlagi
analize slik (iz katerih je video sestavljen), vzetih iz ene ali vecˇih kamer. Pri
tem se uporablja vidna svetloba, IR svetloba, ali pa mesˇanica obeh.
Vecˇina sistemov deluje z osvetljevanjem ocˇes z virom svetlobe. Odboj
svetlobe na rozˇenici pusti blesk, ki se uporablja kot referencˇna tocˇka za oce-
njevanje smeri pogleda (Slika 3.4).
Eden bolj prepoznavnih izdelkov, ki se uvrsˇcˇa v to kategorijo, so ocˇala
Tobii (Slika 3.5). Imajo visoko natancˇnost in dobro tolerirajo uporabnikovo
premikanje.
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Cˇe se metode sledenja ocˇem posvecˇajo iskanju lokacije ocˇes, se metode slede-
nja pogledu posvecˇajo iskanju lokacije, v katero so usmerjene ocˇi. Predpogoj
za resˇevanje tega problema je lokacija ocˇes. Za dolocˇanje tocˇke pogleda lahko
poleg informacije o lokaciji ocˇes uporabimo tudi informacijo o usmerjenosti
obraza. Obe informaciji sta pridobljeni iz RGB oziroma RGB-D slike.
Algoritmi za dolocˇanje centra ocˇesa so racˇunsko precej kompleksni, a so
danasˇnji racˇunalniki dovolj zmogljivi, da opravijo izracˇun v realnem cˇasu.
Pri dolocˇanju smeri pogleda, sta aktualni predvsem dve metodi [19].
4.1 Dolocˇanje na podlagi modela
Dolocˇanje na podlagi modela (angl. Model-based gaze estimation) skusˇa
na podlagi geometrijskih znacˇilnosti in ostalih ocˇesnih karakteristik dolocˇiti
tocˇko pogleda [9]. Mocˇno je odvisen od metricˇnih informacij, zato zahteva
kalibracijo kamere, globalni sistem svetlobnih virov in pozicijo ter orientacijo
kamere in zaslona.
Najpogostejˇsa strategija te metode je dolocˇanje opticˇne osi ocˇesa, ki je
dolocˇena z estimacijo rozˇenice in centra zenice (Slika 4.1). Sledi rekonstruk-




Slika 4.1: Prikaz sistema ocˇesa in zaslona v globalnem koordinatnem sistemu.
Metoda je nacˇeloma manj obcˇutljiva na svetlobne pogoje in kote, pod
katerimi je slika pridobljena. V kolikor natancˇna lokacija zenice in rozˇenice
ni znana, se posledicˇno zmanjˇsa tudi natancˇnost metode.
4.2 Dolocˇanje na podlagi videza
Dolocˇanje na podlagi videza (angl. Appearance-based gaze estimation), za
razliko od dolocˇanja na podlagi modela, opisanega v 4.1, ne uporablja ge-
ometricˇnih lastnosti ocˇesa, pacˇ pa skusˇa problem resˇiti z ucˇenjem funkcije,
ki preslika sliko ocˇesa v smer pogleda. Ucˇenje lahko poteka z razlicˇnimi
regresijskimi tehnikami, kot so: nevronske mrezˇe (angl. neural networks), lo-
kalne interpolacije (angl. local interpolation) ali pa Gaussovim regresijskim
procesom (angl. Gaussian process regression) [19]. Za dolocˇanje je nujno
potrebno poznavanje 3D pozicije ocˇes. Slednje se lahko pridobi s cˇedalje bolj
dostopnimi RGB-D kamerami, ki poleg barvne informacije vkljucˇujejo tudi
podatke o globini. V primeru navadne RGB kamere, se 3D pozicija lahko
predvidi na podlagi vhodne slike in statisticˇnih 3D modelov obraza.
Ta metoda je od prejˇsnjih najmanj invazivna. Slabost pa je, da je poleg
slabe resolucije slike, zelo odvisna od svetlobnih pogojev in obraznih kotov
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Namen aplikacije je, da uporabnikom preko vizualne predstavitve (toplotne
karte) predstavi, kaj je na njihovem vmesniku najbolj vizualno privlacˇnega
oziroma na kaj se osredotocˇajo ljudje, ko vidijo njihov uporabniˇski vmesnik.
To lahko razvijalci vmesnika izkoristijo za njegovo izboljˇsanje, ki vkljucˇuje:
vecˇjo preglednost, poudarjanje pomembenjˇsih funkcij in odstranjevanje gra-
dnikov (angl. widgets), ki so s strani uporabnikov zapostavljeni oziroma
neuporabljeni. Posledicˇno bi bil vmesnik bolj priljubljen in enostaven za
uporabnike, kar daje ponudnikom prednost pred konkurenco.
Natancˇnost celotne aplikacije je odvisna predvsem od tega, kako natancˇen
je algoritem za dolocˇanje tocˇke pogleda. Pri resˇevanju tega problema sem
uporabil metodo, ki je predstavljena v [21]. Slika 5.1 prikazuje, kako so avtorji
z implementacijo konvolucijske nevronske mrezˇe pridobili kot pogleda, ki se
uporabi pri izracˇunu tocˇke na zaslonu.
Na pridobljeni sliki iz RGB kamere, se najprej uporabi algoritem za is-
kanje obrazov. Od vseh najdenih predelov, ki bi lahko ustrezali obrazu, se
uporabi tisti, z najvecˇjo povrsˇino. Po najvecˇji povrsˇini sklepam, da gre za
obraz, ki je najblizˇje kameri. Pri nadaljnjem procesiranju se ohrani le ta
del slike, saj preostanek ne nosi nobenih podatkov, ki bi lahko koristili pri
dolocˇanju smeri pogleda. V nadaljevanju, s pomocˇjo genericˇnega 3D oblikov-
nega modela obraza in obraznih znacˇilk (angl. facial landmark), pridobim
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Slika 5.1: Abstrakten prikaz postopka za dolocˇanja smeri pogleda.
3D tocˇke obraza v kamerinem koordinatnem sistemu. Slednje uporabim pri
dolocˇanju rotacije in translacije glave, ki se nato uporabita pri normaliza-
cijski tehniki za izolacijo in manipulacijo ocˇesnega dela slike. Normalizirano
sliko ocˇesa, skupaj z rotacijo glave, uporabim za vhodni parameter nevronske
mrezˇe, katere izhod je kot pogleda v koordinatnem sistemu glave. Na podlagi
tega se izracˇuna tocˇka na zaslonu.
5.1 Dolocˇanje obraznih tocˇk
Zaznavanje pozicije obraza stremi k lokalizaciji vecˇih obraznih znacˇilk (angl.
facial landmarks) na dolocˇeni sliki. To je primarni korak pri vecˇini nalog
za analiziranje obraza (npr. prepoznava in verifikacija obraza). Kljub ogro-
mnemu napredku v zadnjih desetletjih, zaradi velike raznolikosti obraznih
izrazov in razlicˇnih geometrijskih razmerij obraza, to sˇe vedno ostaja zahte-
ven problem [14].
Obicˇajne resˇitve temeljijo na dveh metodah: diskriminacijski osnovi (angl.
discriminative fitting-based) in kaskadni regresiji (angl. cascaded regression-
based). Metoda diskriminacijske osnove [7, 10] obrazne poteze oceni z maksi-
mizacijo skupne posteriorne porazdelitve nad vsemi obraznimi tocˇkami. To
je racˇunsko precej zahteven proces, a nadoknadijo z natancˇnostjo. V naspro-
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tju, metoda kaskadne regresije do problema pristopi z ucˇenjem preprostih
(linearnih) preslikav znacˇilnosti v oblike (angl. feature-to-shape) in posto-
poma izpopolni zacˇetno obliko do koncˇne [22, 18]. To precej izboljˇsa hitrost
zaznave, kljub temu pa to sˇe vseeno ni dovolj. Tu nastopijo algoritmi glo-
bokega ucˇenja (angl. deep learning), ki omogocˇajo hitrost pri kompleksnih
nelinearnih preslikavah [14].
Cilj je v vsakem primeru zaznava pomembnejˇsih obrazih struktur obraza
(npr. konica nosu, rob ocˇesa . . . ). Sestavljena pa je iz dveh procesov:
• lokalizacija obmocˇja obraza na sliki,
• zaznava kljucˇnih obraznih struktur.
Obraz in njegovo lokacijo na sliki lahko najdemo na vecˇ nacˇinov. Eden
bolj prepoznavnih algoritmov je algoritem Viola-Jones [20], ki je odporen na
svetlobne razmere in mu razlicˇne poze obraza ne predstavljajo tezˇav. Zaradi
robustnosti sem se pri implementaciji odlocˇil za ta algoritem. Ob zaznavi
vecˇih obrazov, sem ohranil le tistega, ki je imel najvecˇjo povrsˇino na sliki.
Za tega sem sklepal, da je bil najbljizˇje kameri.
Po lokalizaciji obraza sem apliciral zaznavanje obraznih potez. Za resˇitev
sem uporabil algoritem, ki temelji na kaskadni regresiji in je podrobneje opi-
san v [12]. Pozicija obraznih potez je s kaskadami vnaprej naucˇenih regre-
sorjev dolocˇena na racˇunsko ucˇinkovit nacˇin. Detektor vrne predvideno x, y
lokacijo 68 pomembnejˇsih obraznih znacˇilk, kot to prikazuje slika 5.2.
5.2 Dolocˇanje pozicije obraza
V racˇunalniˇskem vidu se pozicija objekta nanasˇa na njegovo relativno usmer-
jenost in polozˇaj v kamerinem koordinatnem sistemu. Pozicija se spremeni
ob premikanju objekta glede na kamero oziroma premikanju kamere glede na
objekt. Izrazˇena je z rotacijskim in translacijskim vektorjem objekta, s ka-
terima lahko pretvorimo 3 dimenzijsko tocˇko koordinatnega sistema objekta
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Slika 5.2: 68 pomembnejˇsih obraznih tocˇk.
(tj. obraza) v koordinatni sistem kamere. Problem je poznan kot problem
perspektivne-n-tocˇke (angl. Perspective-n-Point problem) [13].
Pri izdelovanju aplikacije, sem na ta problem naletel, ker je vhodna slika
narejena z RGB racˇunalniˇsko kamero, s katero se lahko natancˇno dolocˇi le
sˇirino x in viˇsino y objekta. Informacije o globini z objekta je torej potrebno
pridobiti nekako drugacˇe.
Manjkajocˇo koordinato pridobim iz genericˇne 3D oblike obraznega mo-
dela, ki nosi podatke o 3D koordinatah obraza, izracˇunanih na podlagi sta-
tisticˇnih podatkov.
V aplikaciji sem uporabil enako definicijo obraznega modela, kot je opi-
sana v [19]. Model temelji na sˇestih 3D pozicijah obraznih znacˇilk. To so
(sˇtevilka v oklepaju nakazuje pripadajocˇo tocˇko iz slike 5.2):
• Levi rob levega ocˇesa (46).
• Desni rob levega ocˇesa (43).
• Levi rob desnega ocˇesa (40).
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Slika 5.3: Koordinatni sistem obraza.
• Desni rob desnega ocˇesa (37).
• Levi rob ust (55).
• Desni rob ust (49).
Koordinatni sistem glave je definiran kot trikotnik, ki povezuje sredino
sˇestih tocˇk (Slika 5.3). Izhodiˇscˇe sistema je na sredini, med tocˇkama desnega
ocˇesa.
Ob ekstrakciji sˇestih 3D tocˇk iz genericˇne oblike obraznega modela, po-
iˇscˇem istolezˇne 2D tocˇke zaznanih obraznih znacˇilk (opisano v podpoglavju
5.1). Vse tocˇke, vkljucˇno s parametri kamere (goriˇscˇna razdalja, opticˇno
srediˇscˇe in parametri popacˇenja), uporabim pri resˇevanju problema perspektivne-
n-tocˇke. Algoritem zahteva predhodno kalibracijo kamere, s katero se pridobi
njene parametre. Aplikacija tega ne podpira, zato sem te parametre predho-
dno dolocˇil, posledica pa je manjˇsa natancˇnost aplikacije.
5.3 Priprava podatkov
Pred nadaljnjim procesiranjem sem normaliziral vhodno sliko in usmerjenost
glave, izrazˇeno z rotacijskim in translacijskim vektorjem. Pri tem sem skaliral
24 Gasˇper Hribar
Slika 5.4: Normalizirana slika ocˇesa.
in rotiral kamero tako, da je bila kamera na poziciji, ki ustreza spodnjima
kriterijema:
• oddaljenost d med ocˇesom in kamero je konstantna,
• usmerjenost kamere je pravokotna na os x v koordinatnem sistemu
glave.
Po zgoraj opisani manipulaciji slike sem s pomocˇjo zaznanih obraznih po-
tez (glej 5.1) izoliral predela ocˇes in ju nastavil na vnaprej dolocˇeno resolucijo
W ×H, ki je bila identicˇna tisti, ki se je uporabljala pri generiranju podat-
kovne mnozˇice za ucˇenje nevronske mrezˇe. Da bi zmanjˇsal vpliv svetlobnih
pogojev, ob katerih je bila slika posneta, sem uporabil proces izenacˇenja hi-
stograma slike (angl. histogram equalization). Ta z raztezanjem intenzitete
pikslov izboljˇsa kontrast slike. Po koncˇanem postopku normalizirano sliko
prikazuje 5.4.
3D rotacijski vektor glave (in 3D smerni vektor pogleda pri ucˇenju) sem
po naslednjem postopku, predlaganemu v [21], pretvoril v 2D eulerjeva kota
pitch in jaw.
1. Smer pogleda (x, y, z) −→ pitch, jaw:
pitch = arcsin(−y)
jaw = arctan2(−x,−z)
Vrednosti so negativne, da smer pogleda proti kameri postane (0, 0)
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2. Smer pogleda (x, y, z) −→ pitch, jaw:
M = Rodrigues((x, y, z))
Zv = M [:, 3](tretji stolpec M)
pitch = arcsin(Zv[1])
jaw = arctan2(Zv[0], Zv[2])
Pri cˇemer je Rodrigues funkcija, ki pretvori rotacijski vektor v rotacijsko
matriko ali obratno.
5.4 Podatkovna mnozˇica
Nevronska mrezˇa je bila naucˇena na primerih iz podatkovne baze MPIIGaze
[21], ki vsebuje podatke iz 213.659 slik, posnetih s petnajstimi osebami. Te-
kom vecˇih mesecev, je bilo z vsakim udelezˇencem posnetih med 1.498 in
34.745 slik. Primeri iz podatkovne mnozˇice zajemajo slike uporabnikov ob
vsakdanji rabi racˇunalnika. Slika 5.5 prikazuje vecˇ faktorjev, ki opisujejo
podatkovno mnozˇico slik. Histogram levo-zgoraj prikazuje odstotek slik, ki
imajo razlicˇno povprecˇno sivino (angl. grey-scale) obrazne regije. Ta vizuali-
zacija nam pomaga razumeti razporeditev svetlobnih pogojev, pod katerimi
so bile narejene slike. Podobno histogram v desnem zgornjem kotu prikazuje
razlicˇne povprecˇne sivine obraza od leve proti desni, kar nakazuje na razlicˇne
usmerjenosti svetlobnih virov. Diagram levo-spodaj nosi informacijo o cˇasu,
v katerem je bila slika narejena. Graf spodaj-desno pa prikazuje sˇtevilo slik
na osebo.
Za to podatkovno mnozˇico sem se odlocˇil, ker vsebuje veliko razprsˇenost
slik pod razlicˇnimi svetlobnimi pogoji in ob razlicˇnih cˇasih, poleg tega pa
vsebuje vecˇje sˇtevilo primerov kot ostale baze [21]. V moji aplikaciji bodo
uporabniˇski vmesniki prav tako izpostavljeni uporabnikom, ki do njega dosto-
pajo ob razlicˇnih pogojih, zato je pomembno, da je nevronska mrezˇa naucˇena
na primerih, ki predstavljajo razmere v praksi.
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Slika 5.5: Prikaz podatkovne baze z razlicˇnimi faktorji.
Poleg slik udelezˇencev iz baze vzamem tudi podatke o:
• kalibraciji kamere,
• rotaciji in translaciji obraza, ki temeljita na 6 tocˇkovnem obraznem
modelu, opisanemu v podpoglavju 5.1,
• 3D tocˇko pogleda, v kamerinem koordinatnem sistemu.
Nasˇtete podatke sem uporabil pri postopku normalizacije (glej 5.3). Raz-
lika med sliko levega in desnega ocˇesa je pri ucˇenju nepomembna [19]. S
horizontalnim obracˇanjem slike ocˇesa in zrcaljenjem 2D obrazne pozicije in
2D vektorja pogleda, lahko torej podatke obeh ocˇes obdelamo z enako regre-
sijsko funkcijo [21].
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5.5 Konvolucijska nevronska mrezˇa
Za izracˇun tocˇke na zaslonu, je potreben podatek o uporabnikovi smeri po-
gleda. Pri resˇevanju tega regresijskega problema sem si pomagal s konvolu-
cjsko nevronsko mrezˇo, predlagano v cˇlanku [21]. Njen namen je na podlagi
vhodne sivinske slike ocˇesa in pozicije glave predvideti smer pogleda. Sle-
dnja je izrazˇena z eulerjevima kotoma pitch in jaw. S tem se iznicˇi potreba
po dodatni dimenziji, izrazˇeni v 3D kartezicˇnem koordinatem sistemu x, y, z,
zato se zmanjˇsa tudi sˇtevilo parametrov, cˇesar posledica je poenostavljenje
ucˇnega procesa.
Arhitektura
Zgradba nevronske mrezˇe temelji na LeNet arhitekturi [3], sestavljajo pa jo
sledecˇe plasti (angl. layers), ki jih prikazuje slika 5.6:
• Vhodna sivinska slika, dimenzij 60×36, vstopi v Konvolucijsko plast
(angl. convolutional layer), ki ima obliko (angl. number of features) 20,
velikost filtra (angl. kernel size) nastavljeno na (5,5) in velikost koraka
(angl. stride) na (1, 1). Izhod plasti so torej slike dimenzij 56 × 32
(Slika 5.7). Celotna plast vsebuje 520 parametrov. Za aktivacijsko
funkcijo uporabljam funkcijo ReLU (Slika 5.8).
• Izhod konvulucijske plasti je vezan na plast zdruzˇevanja (angl. poo-
ling layer). Namen te plasti je zmanjˇsevanje (angl. subsampling) ve-
likosti prejˇsnje plasti, kar pripomore h genericˇnosti modela in optimi-
zaciji ucˇenja. Uporabil sem metodo Max poolinga z velikostjo filtra (2,
2), ki ohrani le najvecˇjo vrednost v filtru. Izhod plasti je slika velikosti
28× 16.
• Sledi sˇe ena konvolucijska plast, ki ima podobno zgradbo kot prva,
le, da ima obliko 50. Izhodna slika je velikosti 24 × 12, sˇtevilo ucˇnih
parametrov je 25,050.
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Slika 5.6: Prikaz arhitekture modela.
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Slika 5.7: Prikaz izhoda prve konvolucijske plasti. Filtri na katerih se oko
vidi dobro, bolje prispevajo k predikciji.
Slika 5.8: Prikaz funkcije ReLU.
• Za dodatno zmanjˇsanje se uporabi sˇe ena plast zdruzˇevanja, ki je
enaka prvi. Slika se zmanjˇsa na dimenzijo 12× 6.
• Naslednja je splosˇcˇitvena plast, ki dimenzije zdruzˇi v eno samo. Ta
plast je potrebna, da lahko mrezˇi dodamo podatek o poziciji glave
(angl. head pose). Plast torej sestavlja ena dimenzija, ki vsebuje 3,600
nevronov.
• Naslednja je gosta oziroma polno povezana plast (angl. dense
layer) z obliko 500. V tej plasti je vsak vhodni nevron povezan z vsakim
izhodnim, zato vsebuje ogromno sˇtevilo parametrov (1,800,500). Ob
izhodu se uporabi aktivacijska funkcija ReLU.
• V zdruzˇevalni plasti (angl. concatenate layer) se mrezˇi doda sˇe 2D
informacija o poziciji glave. V tej plasti je skupaj torej 502 nevronov
(500 + 2).
• Za izhod celotne mrezˇe uporabim sˇe eno gosto plast z dvema ne-
30 Gasˇper Hribar
vronoma, ki nosita informacijo o predikciji smeri pogleda (pitch, jaw).
Plast ima 1006 ucˇnih parametrov.
5.5.1 Ucˇenje
Pri ucˇenju sem uporabil predhodno normalizirane podatke iz podpoglavja
5.4, ki sem jih razdelil na ucˇno (angl. training set) in testno mnozˇico (angl.
testing set). Namen tega je ugotoviti obnasˇanje modela na sˇe ne vide-
nih podatkih. Iz 213,659 slik udelezˇencev sem pridobil 427,318 slik ocˇes.
Ucˇna mnozˇica zajema 80% vseh podatkov (341,855), testna mnozˇica pa 20%
(85463). Ucˇno mnozˇico sem naknadno razdelil sˇe na validacijsko mnozˇico
(angl. validation set), katere namen je dolocˇitev optimalnih parametrov re-
gresorja (npr. korak ucˇenja (angl. learning step)).
Pred zacˇetkom ucˇenja sem definiral funkcijo izgube (angl. loss function),
ki izracˇuna odstopanje med predvideno in pravilno vrednostjo. Na primeru
predikcije 2D smeri pogleda, to pomeni cˇim boljˇse ujemanje predvidenega
in pravega vektorja pogleda. Podobnost vektorjev izracˇunam z evklidsko
razdaljo. Manjˇsa kot je ta razdalja, bolj sta si vektorja podobna. Izracˇun
poteka po naslednjih korakih:
1. Pretvorba kotov (pitch, jaw) −→ (x, y, z).
x = cos(pitch)× sin(jaw)
y = sin(pitch)




x2 + y2 + z2
y =
y√
x2 + y2 + z2
z =
z√
x2 + y2 + z2
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Slika 5.9: Prikaz poti optimizatorja, ki v procesu ucˇenja skusˇa najti globalni
minimum.
3. Izracˇun vrednosti kota:
angle = xp × xt + yp × yt + zp × zt
Kjer xp, yp, zp oznacˇujejo predvidene in xt, yt, zt pravilne vrednosti.




Celotna mrezˇa vsebuje 1,827,076 parametrov, ki vplivajo na predikcijo
smeri pogleda. Za iskanje minimuma v taksˇnem ogromnem vecˇ-dimenzional-
nem prostoru, je potrebna uporaba optimizatorja, ki z minimiziranjem funk-
cije izgube skusˇa najti globalni minimum (Slika 5.9). Pri svojem modelu sem
uporabil optimizator RMSprop.
5.5.2 Rezultati
Model je po desetih iteracijah skozi vse primere (angl. epochs) izgubo mini-
miziral na priblizˇno 3 stopinje (Slika 5.10). To prikazuje povprecˇno razliko
med predvidenim in pravim vektorjem (smeri) pogleda.
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Slika 5.10: Prikaz vrednosti izgube tekom ucˇenja.
Rezultat oziroma izhod nevronske mrezˇe najlazˇje prikazˇem na realnih pri-
merih (sliki 5.11 in 5.12). Koordinatni sistem prikazuje usmerjenost glave.
Vektorja ob ocˇesih nakazujeta predvideno smer pogleda. Beli krizˇci prika-
zujejo obrazne znacˇilke, s katerimi dolocˇim usmerjenost glave. Model deluje
dobro tudi ob malenkost mocˇnejˇsi direktni osvetlitvi, cˇe oseba nosi ocˇala in ob
pomankanju svetlobe (Slika 5.11). Model ne prepozna, cˇe slika ne prikazuje
ocˇesa (Slika 5.12 - levo). Mocˇno ga zmede tudi mocˇna osvetlitev, zaradi cˇesar
ne vidi tocˇne meje med ocˇesnimi deli. Iz podobnega razloga tezˇko identificira
tudi smer pogleda osebe, ki nosi ocˇala. Odsev v ocˇalih je lahko premocˇen
(Slika 5.12).
5.6 Izracˇun tocˇke pogleda
Z informacijo o smeri pogleda in lokaciji ocˇes lahko dolocˇimo priblizˇno tocˇko
pogleda na zaslonu. Prisotna sta torej 2 koordinatna sistema. Koordinatni
sistem kamere Xc, Yc, Zc, v katerem je vektor pogleda in koordinatni sistem
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Slika 5.11: Leva slika prikazuje primer ob direktni osvetlitvi, sredinska slika
prikazuje osebo z ocˇali, skrajno desna pa v temnih pogojih.
Slika 5.12: Leva slika prikazuje predikcijo necˇesa kar ni oko, sredinska slika
prikazuje mocˇno stransko osvetlitev, skrajno desna pa mocˇan odsev v ocˇalih.
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Slika 5.13: Vizualizacija vektorja pogleda, lokacije ocˇes, koordinatnih siste-
mov in tocˇke pogleda na zaslonu.
slike Xi, Yi, ki vsebuje lokacijo ocˇes. Izracˇunati je potrebno presecˇiˇscˇe za-
slonske ravnine in smeri pogleda (Slika 5.13). Predpostavljam tudi, da je
lokacija kamere na sredini zaslona, malenkost nad robom. Ker se nahaja v
isti ravnini, imata enako x–os in nasprotno y–os. Zaslon je torej omejen na







−Hs 6 Yc 6 0
pri cˇemer sta Ws in Hs sˇirina in viˇsina zaslona.
Pred izracˇunom presecˇiˇscˇa je potrebno prestaviti vse podatke v enotni
koordinatni sistem. Os Zc seka sliko tocˇno v njenem srediˇscˇu, kot to prikazuje
slika 5.14. Tu je velika omejitev pomanjkanje podatka o oddaljenosti (globini)
ocˇesa od zaslona. Zaradi tega sem za globino dolocˇil vrednost d, ki jo lahko
uporabniki po potrebi spreminjajo. Nova lokacija ocˇesa je torej naslednja:
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Slika 5.14: Vizualizacija prestavitve podatkov v koordinatni sistem kamere.





pri cˇemer sta Wi in Hi sˇirina in viˇsina zaslona. Zaradi nasprotnih Y-osi, se
spremeni tudi predznak.
Pri racˇunanju je torej osnovna enota piksel. Glede na sˇtevilo pikslov





Kjer je Wi sˇirina zaslona, n pa sˇtevilo pikslov po dolzˇini ekrana. S po-
datkom o velikosti piksla lahko nato pretvarjam dolzˇinske enote v piksle, kar
mi sluzˇi pri dolocˇanju oddaljenosti uporabnika od zaslona.
Za konec je potreben le sˇe izracˇun presecˇiˇscˇa med vektorjem pogleda in
ravnino, ki jo dolocˇata enotska vektorja osi Xc in Yc. Enacˇbo ravnine lahko
izrazimo s parametricˇno obliko:
z = 0
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Slika 5.15: Vizualizacija dolocˇitve tocˇke na zaslonu.
Presecˇiˇscˇe je mogocˇe izracˇunati, cˇe parametricˇno obliko vektorja vstavimo
v enacˇbo ravnine:
A(x1 + at) +B(y1 + bt) + C(z1 + ct) +D = 0
in izpostavimo t:
t =
−(Ax1 +By1 + Cz1 +D)
Aa+Bb+ Cc




Tocˇki na zaslonu sta torej:
x = px + vx × t
y = py + vy × t
Kjer je p koordinata ocˇesa, v pa je koordinata vektorja pogleda (slika
5.15).
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Za predvideno tocˇko, v katero strmi uporabnik, vzamem srediˇscˇe med
predvideno tocˇko levega in desnega ocˇesa.
5.7 Generacija toplotne karte
Toplotna karta je graficˇna predstavitev podatkov, pri kateri so individualne
vrednosti predstavljene kot barve. Toplotne karte omogocˇajo hiter pogled
na podatkovno porazdelitev nad sliko. V mojem primeru so podatki tocˇke
na zaslonu, v katere je uporabnik usmerjal pogled tekom uporabe aplikacije.
Njen namen pa je, da bi poudarila in izpostavila tocˇke, katerim uporabnik na-
menja najvecˇ pozornosti. To bi ustvarjalcem uporabniˇskih vmesnikov lahko
pomagalo bolje razumeti, kako uporabniki preletavajo in dojemajo vmesnik.
Pri generaciji karte vhodni podatki vsebujejo 2D informacijo o lokaciji
tocˇke pogleda na racˇunalniˇskem zaslonu, izrazˇeni z dolzˇino x in viˇsino y. Teh
tocˇk je vecˇ in so pridobljene med uporabo vmesnika.
Najprej ustvarim dvo-dimenzionalni histogram, ki prikazuje razporeditev
predvidenih tocˇk pogleda na zaslonu (slika 5.16 - levo). Na predelih, katerim
je uporabnik namenil vecˇ cˇasa - fiksacij, bo gostota tocˇk vecˇja.





zamegli“ predvidene tocˇke in namesto njih poudari obmocˇje.
Tam, kjer je to obmocˇje najbolj izrazito, je gostota tocˇk najvecˇja. Za sˇe
bolj intuitiven prikaz sem vsak piksel slike mapiral v dolocˇeno barvo, ki jo
narekuje barvna paleta (angl. color map). Mocˇnejˇsi piksli dobijo zˇivahnejˇso
barvo, zato imajo obmocˇja z najvecˇjo gostoto tocˇk rdecˇo barvo, ostala pa,
glede na vrednost, prehajajo proti modri barvi.
Rezultat prikazuje slika 5.16 (desno), kjer je z rdecˇo barvo oznacˇeno
obmocˇje z najvecˇjo gostoto tocˇk. Na obmocˇjih, kjer tocˇk ni, oziroma jih
je malo, je barva modra.
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Slika 5.16: Graficˇna predstavitev gostote tocˇk s toplotno karto.
Poglavje 6
Testiranje in rezultati
Pri opisani aplikaciji je vazˇno predvsem kako natancˇno program predvidi
tocˇko na zaslonu, v katero zre uporabnik. Slednjo lahko izmerimo, cˇe dolocˇimo
neko referencˇno tocˇko na zaslonu, ki naj bi bila tarcˇa uporabnikovega po-
gleda. Razdalja med to tocˇko in predvideno tocˇko nam pove kako natancˇna
je aplikacija.
V ta namen sem ustvaril preprosto racˇunalniˇsko igrico, v kateri mora
uporabnik z ocˇmi slediti objektu - hrosˇcˇu, ki se premika po zaslonu (Slika
6.1). Celoten preizkus traja 30 sekund. Cˇasovna komponenta obstaja le zato,
da tekom izvajanja preizkusa pridobimo zadostno sˇtevilo tocˇk pogleda. Pred
zacˇetkom je oddaljenost med konico uporabnikovega nosu in racˇunalniˇsko ka-
mero nastavljena na vnaprej dolocˇeno vrednost. Med izvajanjem testa sem na
podlagi videa - slike, vzete iz racˇunalniˇske kamere, skusˇal cˇimbolj natancˇno
predvideti tocˇko, v katero uporabnik gleda. Slednjemu je narocˇeno, da lahko
prosto premika ali suka glavo, toda le, da ob tem bistveno ne spremeni odda-
ljenosti od zaslona. Ob vsaki spremembi se izracˇuna razdalja med predvideno
tocˇko in referencˇno tocˇko. Na koncu izracˇunam tudi povprecˇno odstopanje,
ki sluzˇi kot natancˇnost aplikacije. V to odstopanje so vkljucˇene napake, ki
nastanejo ob predikciji vektorja pogleda (izhod nevronske mrezˇe), kot tudi
napaka pri dolocˇanju tocˇke na zaslonu (napacˇno ocenjena oddaljenost).
Poskuse sem vecˇkrat ponovil za razlicˇne oddaljenosti uporabnika od za-
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Slika 6.1: Iskanje premikajocˇega se hrosˇcˇa z zadnjimi petimi predvidenimi
tocˇkami pogleda.
slona: 40, 50, 60, 70 in 80 centimetrov. Za vsako razdaljo je bil poskus narejen
9-krat. 3-krat v dopoldanskem cˇasu, 3-krat popoldne in 3-krat ponocˇi. S tem
sem zˇelel v preizkus vkljucˇiti tudi vpliv razlicˇnih svetlobnih dejavnikov. Z
oddaljenostjo se je povecˇal tudi povprecˇen razmik med predvideno in refe-
rencˇno tocˇko. Zaradi te odvisnosti, sem natancˇnost izrazil s kotom, ki ga
definirata oddaljenost in odstopanje tocˇk (slika 6.2).
Pri izracˇunu kota α sem najprej poenotil enote. Odstopanje sem iz pi-
kslov pretvoril v centrimetre. Nato sem s kotnimi funkcijami pridobil kot.
Razmerje med nasprotno kateto (odstopanje) in prilezˇno kateto (oddaljenost)




Rezultati 6.3 prikazujejo, kako oddaljenost od zaslona vpliva na natancˇnost
aplikacije. Razvidno je, da pri vecˇji oddaljenosti natancˇnost zacˇne padati.
Razlog za to je slabsˇa kakovost slike ocˇesa, kar pripomore k slabsˇi predikciji.
Pri rezultatu sem uposˇteval povprecˇno meritev pri razdaljah 40, 60, 60, 70
in 80 centrimetrov. Povprecˇna natancˇnost znasˇa 4.7◦.
Dodatno sem aplikacijo preizkusil tudi na preprostem uporabniˇskem vme-
sniku. Vmesnik (slika 6.4) je bil sestavljen iz dveh delov. Na levi so bila
Diplomska naloga 41
Slika 6.2: Upodobitev kota α, ki oznacˇuje natancˇnost aplikacije. Zelena pika
na zaslonu je referencˇna tocˇka, v katero gleda uporabnik. Rdecˇa tocˇka je
tocˇka, ki jo je predvidela aplikacija.
kratka vprasˇanja oziroma kratke naloge, ki jih je uporabnik moral resˇiti v
drugem, desnem delu. Uporabnik je tako moral opazovati oba dela – levega,
iz katerega je bilo potrebno brati in desnega, v katerega je bilo potrebno pi-
sati. Iz generirane toplotne karte (Slika 6.4) je razvidno, da sta to dejansko
tudi bili najbolj opazovani obmocˇji.
Na podlagi toplotne karte je mozˇno sklepati o marsicˇem. Na testnem
primeru je razvidno katere naloge zahtevajo vecˇ vizualne pozornosti.
Na levem, bralnem delu, je v zadnji nalogi potrebno presˇteti sˇtevilo pik.
Ta naloga zahteva najvecˇ vizualne pozornosti, kar je iz toplotne karte, kljub
zamiku, precej lepo razvidno. Zamik obmocˇja je nastal zaradi napake, ki
je nastala ob predikciji. Pri ostalih nalogah, kot je sesˇtevanje dveh sˇtevil,
posebnega poudarka ni.
Na desnem, pisalnem podrocˇju, je najbolj gledano obmocˇje tisto, kjer je
uporabnik moral prepisati del besedila. Sklepam, da je najvecˇja gostota tocˇk
tam, ker je uporabnik preverjal pravilnost napisanega.
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Slika 6.3: Prikaz rezultatov
Opaziti je mozˇno tudi
”
most“ med dvema deloma. Barva je malenkost
svetlejˇse modre, ker je tu skozi pogled potoval iz enega dela v drugega.
Test ocenjujem kot uspesˇen, saj je bila iz toplotne karte razvidna uporab-
nikova vizualna pozornost. Aplikacija bi se lahko uporabila na enak nacˇin
tudi na ostalih vmesnikih.
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Slika 6.4: Uporaba aplikacije na testnem uporabniˇskem vmesniku. Zgornja





Diplomsko delo je na kratko podalo pregled podrocˇja sledenja ocˇem, pred-
stavilo aplikacijo, ki na podlagi slike, vzete iz racˇunalniˇske kamere, dolocˇi
tocˇko na zaslonu, v katero gleda uporabnik. Slednje se uporabi za gene-
riranje toplotne karte, ki se lahko uporabi pri analiziranju in razumevanju
uporabniˇskih vmesnikov. Program tu dosega natancˇnost 4.7◦.
Toplotne karte ustvarjalcem vmesnikov pomagajo razumeti obnasˇanje
uporabnikov ob rabi vmesnika. Na podlagi te analize ga lahko ustrezno
prilagodijo, s cˇimer bo med uporabniki bolj zazˇeljen, kar pripomore k ugledu
in prepoznavnosti organizacije.
Pri implementaciji sledenja pogledu, ki ga opisuje moja aplikacija, je pre-
cej priblizˇkov, ki nastanejo zaradi pomanjkanja natancˇnih podatkov, neka-
libriranosti kamere ali pa poenostavitve nekaterih metod. Posledicˇno je na-
tancˇnost nizˇja, kot pa jo dosegajo nekatera dela (npr. [11]), ki dosegajo
natancˇnost 1.4◦.
Podobne analize vmesnikov se zˇe uporabljajo. Primer je ponudnik Hotjar,
ki analizira obnasˇanje uporabnika ob uporabi vmesnika. Pri tem med drugim
belezˇi lokacijo kazalnika in generira toplotno karto uporabe. Uporabniki
njihove aplikacije so zadovoljni, saj jim je prihranila ogromno cˇasa [2].
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