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Abstract
The theory of product systems both of Hilbert spaces (Arveson systems) and product sys-
tems of Hilbert modules has reached a status where it seems appropriate to rest a moment
and to have a look at what is known so far and what are open problems. However, the
attempt to give an approximately complete account in view pages is destined to fail already
for Arveson systems since Tsirelson, Powers and Liebscher have discovered their powerful
methods to construct large classes of examples. In this survey we concentrate on that part
of the theory that works also for Hilbert modules. This does not only help to make a se-
lection among the possible topics, but it also helps to shed some new light on the case of
Arveson systems. Often, proofs that work for Hilbert modules also lead to simpler proofs in
the case of Hilbert spaces. We put emphasis on those aspects that arise from recent results
about commutants of von Neumann correspondences, which, in the case of Hilbert spaces,
explain the relation between the Arveson system and the Bhat system associated with an
E0–semigroup on B(H).
1 Introduction
A product system of Hilbert spaces is a family E⊗ = (Et)t∈R+ of Hilbert spaces that factor as
Es+t  Es ⊗ Et
∗2000 AMS-Subject classification: 46L53; 46L55; 46L08; 60J25; 81S25; 12H20;
†This work is supported by research funds of University of Molise (Dipartimento S.E.G.e S.) and Italian MIUR
(PRIN 2005).
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by means of an associative bilinear multiplication Es × Et ∋ (xs, yt) 7→ xsyt ∈ Es+t. (Depending
on the application, there are also technical conditions about continuity or measurability of sec-
tions. We speak about this later on.) The definition of such product systems is due to Arveson
[Arv89a]. It is motivated by Arveson’s construction that associates with every E0–semigroup
(a semigroup of normal unital endomorphisms) of the B(H) of all adjointable operators on a
Hilbert space H a product system EA⊗. If H is infinite-dimensional and separable, then the
product system determines the E0–semigroup up to cocycle conjugacy. In a series of four ar-
ticles [Arv89a, Arv90a, Arv89b, Arv90b] Arveson showed the fundamental theorem, namely,
that every product system of Hilbert spaces is the one associated with a suitable E0–semigroup.
Thus, there is a one-to-one correspondence between product systems (up to isomorphism) and
E0–semigroups (up to cocycle conjugacy). In the sequel, we will speak about an Arveson sys-
tem if we intend a product system of Hilbert spaces. In particular, we will speak about the
Arveson system associated with an E0–semigroup on B(H).
Meanwhile, product systems of Hilbert bimodules or, more fashonably, correspondences
made appearance in many contexts. Bhat and Skeide [BS00] constructed a product system of
correspondences over a (unital) C∗–algebra B from a (unital) CP-semigroup on B. (See also
the discussion of Muhly and Solel [MS02] in Remark 6.6.) This construction overcomes con-
structions by Bhat [Bha96] and by Arveson [Arv96] who construct an Arveson system starting
from a CP-semigroup on B(H) by, first, dilating in a unique way the CP-semigroup to a min-
imal E0–semigroup and, then, constructing the Arveson system of that E0–semigroup. The
construction of [BS00], instead, is direct and allows, then, to construct the minimal dilation in
a transparent way. Only later, Skeide [Ske02, Ske05a, Ske04] associated in several ways with
an E0–semigroup a product system. Now the E0–semigroup acts on the algebra Ba(E) of all ad-
jointable maps on a Hilbert B–module E. Although historically earlier, the approach to product
systems from CP-semigroups (that is, irreversible quantum dynamics) has the disadvantage that
not all product systems arise in that way. While one of the latest results (Skeide [Ske07]; still
in preparation) asserts that cum grano salis every product system comes from an E0–semigroup
(that is, reversible quantum dynamics in a sense we specify later on). So the approach via
E0–semigroups allows a more coherent discussion. In this survey we will concentrate on this
connection between product systems and E0–semigroups, while we will have no space to dis-
cuss also the connections with CP-semigroup and their dilations; see Skeide [Ske03b]. Also
basic classification of product systems must be sacrificed; see Skeide [Ske03b, Ske06g].
The basic factorization property of the symmetric Fock space
Γ(H1 ⊕ H2) = Γ(H1) ⊗ Γ(H2)
(H1 and H2 some Hilbert spaces) has drawn attention since a long time. In the form
Γ(L2([r, t], K)) = Γ(L2([r, s], K)) ⊗ Γ(L2([s, t], K)), r ≤ s ≤ t (∗)
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(K a Hilbert space) it made appearance in the work of Araki [Ara70] and Streater [Str69] on
current representations of Lie algebras, in the work of Parthasarathy and Schmidt [PS72] about
Le´vy processes (culminating in Schu¨rmann’s work [Sch93] on quantum Le´vy processes) and in
quantum stochastic calculus on the symmetric Fock space initiated by Hudson and Parthasarathy
[HP84].
Let us put Et = Γ(L2([0, t], K)). Then, from the beginning, there are two possibilities to use
(∗) in order to define an isomorphism Es ⊗ Et  Es+t, namely,
Es ⊗ Et  StEs ⊗ Et  Es+t and Es ⊗ Et  Es ⊗ SsEt  Es+t,
where St : Γ(L2([0, s], K)) → Γ(L2([t, t + s], K)) is the time shift. If we consider the CCR-flow,
that is, the E0–semigroup induced on B
(
Γ(L2(R+, K))) by the time shift, then the associated
Arveson system is Et with the second choice of an isomorphism, that is, with the time shift
acting on the right factor in Es ⊗ Et. However, Bhat discovered a second possibility to associate
an Arveson with an E0–semigroup. In the case of the CCR-flow one obtains the same Hilbert
spaces Et but with the first choice of an isomorphism, that is, with the time shift acting on the
left factor in Es⊗Et. More generally, the Bhat system associated with any E0–semigroup shows
always to be anti-isomorphic to the associated Arveson system.
This ambivalence in the tensor product of Hilbert spaces, where we may switch the order
of factors without changing (up to canonical isomorphism) the resulting space, is by far less
innocent than it appears at the first sight. Nothing like this is true in the module case for the
tensor product of correspondences over B. (It is very well possible that in one order their tensor
product is {0}, while in the other order it is not.) In fact, we will see that the construction
of a product system of correspondences over B from an E0–semigroup on Ba(E) for some
Hilbert B–module E corresponds to the construction of the Bhat system of an E0–semigroup on
B(H). Also the construction of product system following the ideas of Arveson is still possible.
However, it yields a product system of correspondences over the commutant B′ of B and works
nicely only for von Neumann algebras B. The relation between these two product systems is
that one is the commutant of the other. The commutant of a correspondence was introduced in
Skeide [Ske03a], the conribution to the proceedings of the conference in Mount Holyoke 2002.
In the space available we are not able to even scratch the basic classification results for
product systems. We refere the reader to the still quite up-to-date survey Skeide [Ske03b] in
the proceedings of the conference in Burg 2001. The classification is based on spatial product
systems and their product in Skeide [Ske06g] (preprint 2001).
We fix some notations used throughout, and recall very few basics about Hilbert modules in
order to make this survey digestable also for nonexperts in Hilbert modules.
Let B be a C∗–algebra. Recall that a pre-Hilbert B–module is a right B–module E with a
sesquilinear inner product 〈•, •〉 : E × E → B satisfying 〈x, x〉 ≥ 0 for all x ∈ E (positivity),
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〈x, yb〉 = 〈x, y〉b for all x, y ∈ E; b ∈ B (right linearity), and 〈x, x〉 = 0 =⇒ x = 0 (definiteness).
If definiteness is missing, then E is a semi-Hilbert B–module. (Properties like 〈x, y〉∗ = 〈y, x〉
and 〈xb, y〉 = b∗〈x, y〉 are automatic.) The most basic property of the inner product in a semi-
Hilbert B–module is the following Cauchy-Schwartz inequality
〈x, y〉〈y, x〉 ≤ ‖〈y, y〉‖ 〈x, x〉.
By Cauchy-Schwartz inequality it is possible to quotient out length-zero elements. By Cauchy-
Schwartz inequality ‖x‖ := √〈x, x〉 defines a norm on the pre-Hilbert module E. If E is complete
in that norm, then E is a Hilbert B–module. By Cauchy-Schwartz inequality the operator norm
turns the algebra of bounded adjointable operators Ba(E) on the pre-Hilbert module E into a
pre–C∗–algebra. Recall that a map a on E is adjointable, if it admits an adjoint a∗ such that
〈x, ay〉 = 〈a∗x, y〉 for all x, y ∈ E. Every adjointable map is closeable. Therefore, by the closed
graph theorem, an adjointable map on a Hilbert module is bounded, automatically.
In order to speak about product systems we need the (internal) tensor product, and the tensor
product is among bimodules or correspondences. If A is another C∗–algebra, then a correspon-
dence from A to B (or a A–B–correspondence) is a Hilbert B–module with a nondegenerate
representation ofA by adjointable operators. If A = B, then we speak also of a correspondence
over B or of a B–correspondence.[1] The (internal) tensor product of a correspondence E from
A to B and a correspondence F from B to C is the unique correspondence E ⊙ F from A to C
that is generated by elementary tensors x ⊙ y with inner product
〈x ⊙ y, x′ ⊙ y′〉 = 〈y′, 〈x, x′〉y′〉 (1.1)
and the obvious bimodule operation. Uniqueness is, in the sense of a universal property, up
to canonical isomorphism. (In two realizations, simply identify the elementary tensors. For a
construction take the vector space tensor product E ⊗ F, define a semiinner product by (1.1)
and divide by the length-zero elements.) The tensor product applies also if E is just a Hilbert
B–module, as every Hilbert B–module E may be viewed as a correspondence from Ba(E) to B.
This also shows that E ⊙F carries a canonical nondegenerate left action of a ∈ Ba(E) which we
denote by a ⊙ idF or, sometimes, simply by a, too. (Attention! The unital embedding Ba(E) →
Ba(E) ⊙ idF ⊂ Ba(E ⊙ F) need not be faithful.) By Ba,bil(F) we denote the space of those
elements a ∈ Ba(F) that are bilinear, that is, which fulfill a(by) = b(ay) for all b ∈ B, y ∈ F.
There is an embedding Ba,bil(F) → idE ⊙Ba,bil(F) ⊂ Ba(E ⊙ F). If E is full, that is, if the range
ideal BE := span〈E, E〉 in B is B, then one may show that this embedding is an isomorphism
onto the relative commutant of Ba(E) ⊙ idF in Ba(E ⊙ F).
[1]The nondegeneracy condition is crucial in all what follows. For the right action of B on a Hilbert B–module
it is automatic. (Exercise: Why?) But, there are left actions that act degenerately. However, in that case we will
never say A–B–module, but rather speak of a (possibly degenerate) representation of A.
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If (v, w) 7→ v ·w is bilinear or sesquilinear operation, then VW is the set {v ·w : v ∈ V, w ∈ W}.
We do not adopt the convention that VW = span VW or even VW = span VW.
2 The product system associated with an E0–semigroup
Let S be one of the (additive) semigroups R+ or N0 (with identity 0). We will refer to S = R+
also as the continuous time case and to S = N0 as the discrete case. We are mainly interested
in the continuous time case. In associating with an E0–semigroup a product system, there is no
difference between the discrete and the continuous time case. But knowing how to deal with
the discrete case will play a crucial role in showing the converse statement in Sections 3 and 4.
For the forward direction in this section, we will discuss first the Hilbert space case and then
gradually pass to modules.
Let ϑ =
(
ϑt
)
t∈S be an E0–semigroup on the algebra B(H) of all adjointable operators on a
Hilbert space H. Recall that an E0–semigroup ϑ on a unital ∗–algebra is a semigroup of unital
endomorphisms. If the ∗–algebra is B(H), then we will require that these endomorphisms are
normal, while for the time being we do note pose continuity conditions regarding time depen-
dence of ϑt. We mentioned already, that there are essentially two ways to associate with ϑ a
product system of Hilbert spaces (Arveson system, for short). The first one is Arveson’s original
construction from [Arv89a], the second one is due to Bhat [Bha96]. However, only the second
construction due to Bhat allows for a direct generalization to Hilbert modules. Arveson’s con-
struction works nicely only for von Neumann modules and results in a different product system,
the commutant system. Even for Hilbert spaces the results of the constructions need not co-
incide; see Footnote [17]. Moreover, he results are related to the original E0–semigroup in
different ways, namely, one (Arveson) by what we will call a right dilation and the other (Bhat)
by what we will call a left dilation. Starting with this section we will discuss product systems
and their relations with E0–semigroups in terms that correspond rather to Bhat’s construction.
The generalization of Arveson’s approach requires the commutant of a von Neumann corre-
spondence. We will discuss these things starting from Section 5.
In [Bha96] Bhat chooses a unit vector ξ ∈ H and defines the Hilbert subspaces
EBt := ϑt(ξξ∗)H (2.1)
of H. (Once for all, for an element x in a space with an inner product, we define the map
x∗ : y 7→ 〈x, y〉. Consequently, xy∗ is the rank-one operator z 7→ x〈y, z〉.) It is easy to show that
the bilinear maps
(x, yt) 7−→ xyt := ϑt(xξ∗)yt and (xs, yt) 7−→ xsyt := ϑt(xsξ∗)yt (2.2)
define isometries vt : H ⊗ EBt → H and us,t : EBs ⊗ EBt → EBs+t. (Exercise: Check that us,t is into
Es+t.) Using a bounded approximate unit of finite-rank operators and normality, one may show
5
that vt is surjective. (We discuss this in a minute in the more general context; see Equation (2.3)
and the exercise suggested there.) Now us,t is just the restriction of vt to the subspace EBs ⊗ EBt
of H ⊗ EBt and v∗t maps the subspace Es+t of H into Es ⊗ Et. (Exercise!) This shows that us,t is
onto Es+t. We find
(xys)zt = ϑt((xys)ξ∗)zt = ϑt(ϑs(xξ∗)ysξ∗)zt = ϑs+t(xξ∗)ϑt(ysξ∗)zt = ϑs+t(xξ∗)(yszt) = x(yszt)
and, by restriction, (xrys)zt = xr(yszt). Therefore, the family EB⊗ = (EBt )t∈S is an (algebraic)
Arveson system[2] and the vt iterate associatively with that product system structure. We call
EB⊗ the Bhat system associated with ϑ.[3]
In general, whenever for an Arveson system E⊗ we have a Hilbert space L , {0} and a family
w⊗ of unitaries vt : L ⊗ Et → L that iterates associatively with the product system structure, we
call the pair (v⊗, L) a left dilation v⊗ of E⊗ to L.[4] In that case, by setting ϑvt (a) := vt(a ⊗ idt)v∗t
we define an E0–semigroup ϑv on B(L). (The semigroup property corresponds exactly to the
associativity condition.) Moreover, it is easy to check that the Bhat system of ϑv is E⊗ by
identifying xt ∈ Et with vt(ξ ⊗ xt) ∈ ϑvt (ξξ∗)L. (Exercise: Verify that this identification does not
only preserve the spaces but also the product system structure.) In the case of the Bhat system
EB⊗ of an E0–semigroup ϑ on B(H) and the left dilation vt of EB⊗ to H as constructed before, it
follows from
vt(a⊗ idt)v∗t (xyt) = vt(a⊗ idt)(x⊗yt) = vt(ax⊗yt) = ϑt(axξ∗)yt = ϑt(a)ϑt(xξ∗)yt = ϑt(a)(xyt)
that ϑvt = ϑt. We summarize:
2.1 Proposition. Let E⊗ be an (algebraic) Arveson system. The problem of finding an E0–semi-
group that has E⊗ as associated Bhat system is equivalent to the problem of finding a left dilation
of E⊗.
Now suppose that ϑ is an E0–semigroup acting on Ba(E) where E is a Hilbert B–module.
In order to obtain a representation theory of Ba(E) on E in analogy with that of B(H), we
need a condition that replaces normality. The crucial point is that a normal representation of
B(H) is determined completely by what it does to the rank-one operators. In particular, if
[2]
“Algebraic” refers to that we are not posing any continuity or measurability condition on EB⊗.
[3]Of course, the construction of EB⊗ depends on ξ. But we explain in Proposition 2.4 that all Arveson systems we
obtain from different choices are isomorphic. Moreover, we will single out the result of yet another construction as
the Bhat system of ϑ. (That construction has the advantage that it works with choosing a distinguished unit vector.
But, even in the Hilbert space case, its simple proof cannot be understood without knowing Hilbert modules; see
Remark 2.3.) If we want to emphasize the unit vector ξ, we will say the Bhat system of ϑ based on ξ.
[4]Note that by associativity and the requirement that u0,0 is the canonical identification, it follows that also v0
is the canonical identification. Indeed, suppose u is the unique unitary in B(L) such that v0(x ⊗ 1) = ux. Then
ux = v0(x ⊗ 1) = v0((v0(u∗x ⊗ 1)) ⊗ 1) = v0(u∗x ⊗ u0,0(1 ⊗ 1)) = v0(u∗x ⊗ 1) = uu∗x = x, so that u = idL.
6
the representation is nondegenerate, then already the action of the rank-one operators alone
has to be nondegenerate. (For a unital representation of B(H), this nondegeneracy condition
is equivalent to normality!) We will require that all unital endomorphisms ϑt of Ba(E) are
nondegenerate in that sense, that is, we require that for all t ∈ S the set ϑt(EE∗)E is total in E.
It can be shown that this is equivalent to say that the unital representation ϑt is strict; see, for
instance, [MSS06].
To begin with, suppose that E has a unit vector ξ, that is, 〈ξ, ξ〉 = 1 ∈ B. That means, in
particular, that B is unital and that E is full. We showed in Skeide [Ske02] that, in this case, the
whole construction of a product system a` la Bhat cum grano salis goes through, as before. As
in (2.1), we define Hilbert B–submodules Et := ϑt(ξξ∗)E of E. The grano salis we had to add
in [Ske02] is the definition of a left action of B on Et that turns it into a correspondence over B.
This left action is
bxt := ϑt(ξbξ∗)xt.
(Exercise: Check that this defines a unital representation of B by operators on Et.) Once more,
the (balanced C–bilinear) mappings in (2.2) define isometries vt : E⊙Et and us,t : Es⊙Et → Es+t.
(We invite the reader to check that these maps, indeed, preserve inner products.) To see that vt
is surjective, simply observe that the elements of the total subset ϑt(EE∗)E can be written as
ϑt(xy∗)z = ϑt(xξ∗ξy∗)z = ϑt(xξ∗)ϑt(ξy∗)z = vt(x ⊙ ϑt(ξy∗)z) (2.3)
where, clearly, ϑt(ξy∗)z ∈ Et. (Exercise: Go back to the Hilbert space case and give a for-
mal proof of surjectivity under the apparently weaker assumption of normality, modifying the
preceding argument suitably.) Of course, also here ϑvt (a) := vt(a ⊙ idt)v∗t gives back ϑt(a). Sur-
jectivity of us,t can be checked as in the Hilbert space case. And by
bus,t(xs ⊙ yt) = ϑs+t(ξbξ∗)ϑt(xsξ∗)yt = ϑt(ϑs(ξbξ∗)xsξ∗)yt = ϑt(bxsξ∗)yt = us,t(bxs ⊙ yt)
we see that the unitaries us,t are even bilinear.
We summarize: The family E⊙ = (Et)t∈S with the unitaries us,t ∈ Ba,bil(Es ⊙ Et, Es+t) is
an (algebraic) product system of correspondences over B. That means, the product (xs, yt) 7→
xsyt := us,t(xs ⊙ yt) is associative, E0 = B and ut,0 and u0,t are the canonical identifications.
Moreover, the product system is full in the sense that each Et is full, and the pair (v⊙, E) with
v⊙ =
(
vt
)
t∈S is a left dilation of E⊙ to E. By this we mean that the unitaries vt ∈ Ba(E ⊙ Et, E)
iterate associatively with the product system structure and that E is full. The E0–semigroup
ϑv =
(
ϑvt
)
t∈S is the ϑ we started with.
2.2 Remark. Note that if (v⊙, L) is a left dilation, then BL ⊂ BEt so that full L implies that
every Et is full. The condition that L be full replaces the condition L , {0} of nontriviality in
the Hilbert space case. In fact, the only Hilbert space that is not a full Hilbert C–module is {0}.
For nonfull E⊙ the concept of left dilation is not defined.
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The idea of left dilation is that, if a product system E⊙ gives rise to an E0–semigroup ϑv via
a left dilation (v⊙, L), then the E0–semigroup should determine that product system uniquely.
By this we mean, if we have another product system with a left dilation to the same L such that
the induced E0–semigroups coincide, then the two product systems should be isomorphic. For
full L this is a special case of Proposition 2.4 below. If we would weaken to not necessarily full
L, then uniqueness fails as soon as L is not full. (An extrem example would be L = {0} to which
every product system could be “dilated”.) If we have a pair (v⊙, L) that fulfills all conditions of
a left dilation except fullness of L, then we speak of a left quasi dilation. Also a quasi dilation
defines an E0–semigroup ϑv on Ba(L).
Every product system E⊙ of correspondences over B with a quasi dilation v⊙ to L has a
subsystem F⊙ of full correspondences
Ft :=
⋂
t1+...+tn=t
span
(BLEtnBL . . .BLEt1BL)
over BL. It is easy to check (exercise!) that the restriction of the quasi dilation of E⊙ to that
subsystem F⊙ is, now, a left dilation of F⊙ to the full Hilbert BL–module L inducing the same
E0–semigroup on Ba(L). By Proposition 2.4, which holds also for nonunital BL, such a product
system is determined uniquely by ϑv.
We owe the reader to say a few words about the construction of the unique product system
of an E0–semigroup in the general case. (The reader who is satisfied considering only the full
unital case, may skip this and pass to Proposition 2.4, immediately.) Again this is nothing but
the theory of (strict) representations of Ba(E), now in its most general form. The theory of
unital strict representations ϑ of Ba(E) on another Hilbert module F over a possibly different
C∗–algebra C and the theory of arbitrary representations on a von Neumann module have been
settled in Muhly, Skeide and Solel [MSS06]. In the strict and unital case there is a correspon-
dence Fϑ from B to C such that F  E ⊙ Fϑ and ϑ(a) is just amplification a ⊙ idFϑ . In the not
necessarily strict case, the representation on a von Neumann module decomposes into a strict
unital part, and a part that annihilates the algebra of finite-rank operators F(E) := span EE∗
and, therefore, also the C∗–algebra of compact operators K(E) = F(E).
We repeat briefly what the construction asserts in the case of an E0–semigroup ϑ on Ba(E)
as discussed in Skeide [Ske04]. To begin with, we do not assume that the Hilbert B–module E
is full. For every t ∈ S we turn E into a correspondence tE from Ba(E) to B by defining the
left action ax = ϑt(a)x. By the nondegeneracy condition we posed on ϑt, already the action
of F(E) ⊂ Ba(E) alone on tE is nondegenerate. In other words, we may also view tE as
correspondence from K(E) to B. We turn E∗ = {x∗ : x ∈ E} into a correspondence from B to
Ba(E) by defining the inner product 〈x∗, y∗〉 := xy∗ and the bimodule action bx∗a := (a∗xb∗)∗.
As Ba(E)E∗ = K(E) and BEE∗ is total in E∗ we may view E∗ also as a full correspondence from
BE to K(E).
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It is easy to verify that E⊙E∗  K(E) via x⊙y∗ 7→ xy∗ and E∗⊙E  BE via x∗⊙y 7→ 〈x, y〉,
as correspondences over K(E) and over BE, respectively.[5] If we define the correspondence
Et := E∗ ⊙ tE over BE, then
E ⊙ Et = E ⊙ (E∗ ⊙ tE)  (E ⊙ E∗) ⊙ tE  K(E) ⊙ tE  tE
via
vt : x ⊙ (y∗ ⊙t z) 7−→ ϑt(xy∗)z,
where we denote the elementary tensor of elements y∗ ∈ E∗ and z ∈ tE as y∗ ⊙t z. Note that this
is an isomorphism of correspondences from Ba(E) to B so that the canonical action a ⊙ idt of
a ∈ Ba(E) on the left-hand side corresponds to the canonical action ϑt(a) of a on the right-hand
side. It is readily verified (exercise!) that
(x∗ ⊙s y) ⊙ (x′∗ ⊙t y′) 7−→ x∗ ⊙s+t (ϑt(yx′∗)y′)
defines an (obviously, bilinear) unitary us,t : Es ⊙ Et → Es+t and that this product is associative.
In other words, E⊙ = (Et)t∈S is a product system of BE–correspondences and v⊙ = (vt)t∈S is a left
dilation of E⊙ to E giving back ϑ as ϑv. If we want to have a concise construction that works
for all E0–semigroups, then we speak about this E⊙ as the product system associated with ϑ.
2.3 Remark. There is a price to be paid, for that this construction works for all E0–semigroups.
The members Et = E∗ ⊙ tE are abstract tensor products, while in every other construction, also
Arveson’s for Hilbert spaces, the Et are subspaces of one fixed Banach space (of E in the
construction a` la Bhat with a unit vector and of B(H) in Arveson’s construction; see Section 5).
Also, the proof is very elegant and simple. But, unlike the other proofs, even in the Hilbert
space case it requires some basic knowledge of Hilbert modules. (H∗ is a correspondence from
C to K(H) and we have to calculate tensor products with this correspondence.) We recommend
as an intriguing exercise to redo the theory of normal representation of B(H) along the preceding
proof. See [Ske05a, Remark 2.2] and [MSS06, Example 1.5].
After the preceding discussion of the general nonunital and even nonfull case, we will now
concentrate on full product systems. What happens if we have two left dilations (v1⊙, L1) and
[5]Effectively, as K(E)–BE–correspondence, E is a Morita equivalence from K(E) to BE and E∗ its inverse
under tensor product. In general, what we nowadays call a Morita equivalence from A to B, is a full corre-
spondence F from A to B for which the canonical homomorphism A → Ba(F) defines an isomorphism onto
K(F). (Rieffel [Rie74a], who introduced the concept, called F an imprimitivity bimodule.) With this isomor-
phism the B–K(F)–correspondence F∗ can be viewed as B–A–correspondence. As B is canonically isomorphic
to K(F∗), also F∗ is a Morita equivalence. Almost all what follows, essentially noting that tensoring with a Morita
equivalence may be undone by tensoring with its inverse, was already known to Rieffel. What we added to his
imprimitivity theorem [Rie74a, Theorem 6.23], essentially the representation theory of F(E) on a Hilbert space, is
the extension to Ba(E) and that the representation space may be a Hilbert module.
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(v2⊙, L2) of a full product system E⊙? In the case of Hilbert spaces Arveson’s answer (in terms
of left dilation) is, the two E0–semigroups ϑv1 and ϑv2 must be cocycle conjugate. However,
this statement relies on the fact that Arveson’s E0–semigroups all act on a B(H) where H is
infinite-dimensional and separable. In other words, the Hilbert spaces L1 and L2 have the same
dimension and, therefore, are isomorphic. The general case of Hilbert modules, is an (interest-
ing) open problem.[6] However, if the Hilbert modules L1 and L2 are isomorphic, then we have
the same result as Arveson.[7] In Skeide [Ske02] we discussed the case with unit vectors. Here
we state a slightly more general result directly in terms of left dilations.
2.4 Proposition. Let L be a Hilbert B–module. Then for two left dilations (vi⊙, L) of two full
product systems Ei⊙ (i = 1, 2) to L the product systems are isomorphic (that is, there is a family
ut : E1t → E2t of bilinear unitaries fulfilling us+t(xsyt) = us(xs)ut(yt) and u0 = idB), if and only
if the E0–semigroups ϑv1 and ϑv2 are cocycle conjugate (that is, there is a family ut ∈ Ba(L) of
unitaries with u0 = idL such that ϑv
1
s+t(us+t) = usϑv
1
s (ut) and ϑv
2
t (a) = utϑv
1
t (a)u∗t ).
Proof. (Sketch.) If there is a family ut, then ut := v2t (idL ⊙ut)v1t ∗ fulfills the desired properties.
(Exercise!) For the backward direction recall that L is necessarily full. Therefore, Eit = L∗ ⊙L⊙
Eit as correspondences over B. Moreover, L ⊙ Eit is isomorphic to tLi via vit, if we define tLi as L
when viewed as correspondence from Ba(L) to B via ϑit. Clearly, ut : L → L is an isomorphism
of correspondences when viewed as mapping tL1 → tL2. In other words, ut := idL∗ ⊙v2t ∗utv1t is
an isomorphism E1t = L∗ ⊙ L ⊙ E1t → L∗ ⊙ L ⊙ E2t = E2t . These ut form an isomorphism of
product systems. (Exercise!)
We summarize: Every E0–semigroup ϑ on Ba(E) leads to a product system E⊙. If E is full,
then so is E⊙ and E⊙ is related to ϑ via a left dilation v⊙ to E giving back ϑ as ϑv. Every other left
dilation of E⊙ to E leads to an E0–semigroup cocycle conjugate to ϑ and two E0–semigroups
on Ba(E) have isomorphic product systems, if and only if they are cocycle conjugate.
If E is not full, then we may still associate with an E0–semigroup ϑ on Ba(E) a product sys-
tem E⊙. This product system consists of full correspondences over BE. So if we simply restrict
to BE, then we are in the full situation. There is no problem to consider Et as a (no longer full)
correspondence over B. However, if we insist in having a product system of correspondences
over B, then we must replace E0 = BE with B. This causes a sharp discontinuity at t = 0.
[6]Left (quasi) dilations of the same product system admit direct sums. We expect that it is possible to develop a
decomposition theory for left dilations in terms of smallest building blocks.
[7]We have even more: Suppose Ba(L1) and Ba(L2) are strictly isomorphic, so that there is a Morita equivalence
M such that L2 = L1 ⊙ M; see Footnote [5]. Then two E0–semigroups ϑvi on Ba(Li) (i = 1, 2) are cocycle
conjugate (in the obvious way), if and only if their product systems Ei⊙ are Morita equivalent via the same
Morita equivalence M, that is, there is an isomorphism between the product systems E1⊙ and M ⊙ E2⊙ ⊙ M∗ :=(
M ⊙ E2t ⊙ M∗
)
t∈S. For that, L1 and L2 need not even be modules over the same C∗–algebra. See Skeide [Ske04]
for details.
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Such a product system with BEt = BE , B for t > 0 will never be continuous in the sense of
Definition 4.2 below. Product systems where BEt increases in continuous way to B may have
interesting left quasi dilations if there is a nontrivial subalgebra C of B such that BEt ⊃ C for all
t. But the investigation of quasi dilations, so far, has not yet been tackled.
Even if
⋂
t∈SBEt = {0} we obtain interesting structures, if we weaken, in the definition of
left quasi dilation, unitarity of vt to isometry.
2.5 Example. Put E = B = C0(0,∞), define the Hilbert submodules Et = C0(t,∞) of B, and
let St denote the usual right shift. We turn Et into a correspondence over B by defining the left
action b.xt := St(b)xt. We leave it as an exercise to check that vt(x ⊙ yt) = St(x)yt defines an
isometry E ⊙ Et → E, and that the restriction us,t to Es ⊙ Et defines a bilinear unitary onto
Es+t. Clearly, the us,t turn E⊙ =
(
Et
)
t∈S into a product system and the vt iterate associatively
with the product system structure. Note that vt is not adjointable, so it is not possible to define
an E–semigroup (that is, a semigroup of not necessarily unital endomorphism) ϑv on Ba(E) =
Cb(0,∞), the multiplier algebra M(B) of B. (In fact, such a semigroup should have to send
the identity of Ba(E) to the indicator function II [t,∞) which is not in Cb(0,∞).) But, St does
define an E–semigroup on K(E) = B, and E⊙ may be considered as the product system of
that E–semigroup. The difficulty disappears for von Neumann modules; see Bhat and Lindsay
[BL05] and Skeide [Ske04, Ske06e] for the obvious generalizations from E0–semigroups to
E–semigroups.
The question whether to every full product system E⊙ there exists a left dilation and, there-
fore, an E0–semigroup that has E⊙ as associated product system is the subject of the following
two sections.
3 Arveson systems and E0–semigroups
One of the most important results about Arveson systems is that every Arveson system is the
Arveson system associated with an E0–semigroup; see Section 5 for the terminology we use
here. Therefore we refer to this result as the fundamental theorem about Arveson systems. By
Observation 3.1, below, this is equivalent to say that every Arveson system is the Bhat system
associated with an E0–semigroup as described in Section 2 or, by Proposition 2.1, to say that
every Arveson system admits a left dilation.
Arveson showed the fundamental theorem in the last of the four articles [Arv89a, Arv90a,
Arv89b, Arv90b]. After laying the basis in [Arv89a], in [Arv90a] he introduced the spectral
C∗–algebra of an Arveson system, that is, essentially, the C∗–algebra generated by the repre-
senting operators of a sufficiently faithful representation (see below) of the Arveson system. A
universal property asserts that representations of the Arveson system are in one-to-one corre-
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spondence with representations of the spectral algebra. In [Arv89b] he analyzed that sort of
representations, the singular representations, that do not lead to E0–semigroups. (In the discrete
case, a singular representation corresponds to the defining representation of a Cuntz algebra
on the full Fock space.) In [Arv90b] he used the precise knowledge of the singular represen-
tations to construct an essential representation to every Arveson system, and this is equivalent
to constructing an E0–semigroup (Proposition 5.1). Independently of proving the fundamental
theorem, the spectral algebra and the deep analysis of its representations in [Arv90a, Arv89b,
Arv90b] is interesting in its own right and has been subject to intense research, among others, by
Zacharias and Hirshberg [Zac00a, Zac00b, HZ03, Hir04, Hir05b, Hir05a]. We shall not discuss
the spectral algebra.
In the meantime, there is a proof due to Liebscher [Lie03], which is similarly involved as
Arveson’s. (See also Footnote [10].) Since Skeide [Ske06a] we have a proof of the fundamental
theorem that fits into a few pages. Shortly after, Arveson [Arv06] presented a proof which frees
the construction in [Ske06a] from a not actually difficult but quite tedious verification of the
associativity condition. In Skeide [Ske06d] it is shown that the result of Arveson’s construc-
tion [Arv06] is, indeed, unitarily equivalent to (a special case of) the construction in [Ske06a].
While Arveson’s approach [Arv90a, Arv89b, Arv90b] via the spectral algebra definitely is not
applicable to the case of Hilbert modules, the proof(s) in [Ske06a, Arv06, Ske06d] generalize
in a (more or less) straightforward way to Hilbert modules; see [Ske06c] (E0–semigroups) and
[Ske06f] (essential representations) for Hilbert modules and [Ske07] (in preparation) for von
Neumann modules.
In this section we discuss the case of Hilbert spaces. The versions we have, so far, for
modules we discuss in Section 4. We should like to say that we will describe the construction
of a left dilation, because it is this construction which generalizes to Hilbert modules. What
Arveson constructs (be it in [Arv89b] or in [Arv06]) is an essential representation or, what is
the same, a right dilation; see the end of this section. For Hilbert spaces these concepts may
be easily translated into each other; see Observation 3.1. (In fact, in [Ske06d] we translated
[Ske06a] into a right dilation in order to compare with [Arv06]. Here we will proceed the other
way round.)
The hard problem is the continuous time case S = R+ in absence of so-called units. A unit
for an Arveson system E⊗ is a family ξ⊗ =
(
ξt
)
t∈S of elements ξt ∈ Et that fulfills
ξsξt = ξs+t (3.1)
and ξ0 = 1. Arveson excludes the trivial case where ξt = 0 for all t > 0. We do not want to
exclude it at all as a possibility. Nevertheless, in these notes we shall assume tacitly that a unit
is nontrivial.[8] We say a unit ξ⊗ is unital, if 〈ξt, ξt〉 = 1 for all t ∈ S.
[8]If we speak about continuous units, as almost everywhere in the Hilbert modules case, then nontriviality is
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If E⊗ has a unital unit ξ⊗, then already Arveson [Arv89a, appendix] constructed a right dila-
tion by an inductive limit. We discuss here the version for left dilations from [BS00, BBLS04]
that will work also for Hilbert modules. For every s, t ∈ S we define an isometric embedding
Et → Es+t by xt 7→ ξsxt. The Et together with these embeddings form an inductive system. We
denote by L its inductive limit. The factorization us,t : Es ⊗ Et → Es+t under the limit s → ∞
gives rise to a factorization vt : L ⊗ Et → L. Associativity of the product system structure us,t
guarantees that the vt form a left dilation of E⊗. All the ξt ∈ Et in the inductive limit appear as
the same vector ξ and vt(ξ ⊗ ξt) = ξ. We leave it as an exercise to show that the Bhat system
associated with the E0–semigroup ϑv via ξ is E⊗.
The problem is that, in the continuous time case, there are loads of product systems without
units.[9] However, it is always possible to find a unit for a product system in the discrete case
S = N0. Simply take any unit vector ξ1 ∈ E1 and put ξn = ξn1. Then ξ⊗ =
(
ξn
)
n∈N0 is a unital
unit for E⊗. Existence of left dilations for discrete Arveson systems is the starting point of the
construction in Skeide [Ske06a].
So let E⊗ =
(
Et
)
t∈R+ be an Arveson system. Suppose we have a left dilation v˘n of the discrete
subsystem (En)n∈N0 of E⊗ to ˘L. (This can be the preceding inductive limit construction based
on a unit vector ξ1 ∈ E1, but it need not.) We try now to “lift” this left dilation of the discrete
subsystem to a left dilation of the whole system.[10] To that goal we consider the direct integrals∫ b
a
Eα dα (0 ≤ a < b ≤ ∞). We put L := ˘L ⊗
∫ 1
0 Eα dα. For t ∈ R+ we define n := [t], the unique
integer such that t − n ∈ [0, 1). Then the following identifications
L ⊗ Et = ˘L ⊗
(∫ 1
0
Eα dα
)
⊗ Et  ˘L ⊗
∫ 1+t
t
Eα dα

(
˘L ⊗ En ⊗
∫ 1
t−n
Eα dα
)
⊕
(
˘L ⊗ En+1 ⊗
∫ t−n
0
Eα dα
)

(
˘L ⊗
∫ 1
t−n
Eα dα
)
⊕
(
˘L ⊗
∫ t−n
0
Eα dα
)
= L (3.2)
define a unitary vt : L ⊗ Et → L. In the step from the second line to the third one we have made
use of the identifications v˘n : ˘L ⊗ En → ˘L and v˘n+1 : ˘L ⊗ En+1 → ˘L coming from the dilation of(
En
)
n∈N0 . Existence of the dilation of the discrete subsystem means that ˘L absorbs every tensor
automatic. Instead, it is a well-known obstacle in semigroup theory that just measurability is not enough.
[9]Powers [Pow87] showed existence of nonspatial E0–semigroups on B(H) by rather indirect means. And non-
spatiality is equivalent to that the associated Arveson (or Bhat) system is unitless. The first constructive examples
are due to Tsirelson [Tsi00b]. Bhat and Srinivasan [BS05] started a systematic investigation of Tsirelson’s proba-
bilistic constructions in a more functional analytic way, and discovered a large class of examples.
[10]This very similar to Riesz’ proof of Stone’s theorem; see Riesz and Sz.-Nagy [RSN82]. But, there are also
similarities to Liebscher’s proof in [Lie03]. However, the E0–semigroup Liebscher constructs is pure, while ours
is definitely nonpure.
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power of E1. Just that how many factors E1 have to be absorbed depends on whether α + t − n
is bigger or smaller then 1.
The identifications in (3.2) suggest operations that act directly on sections (x˘⊗ yα)α∈[0,1) and
give as result again a section in ( ˘L ⊗ Eα)α∈[0,1). It is a tedious but straightforward verification
(one page in [Ske06a]) directly on sections that these identifications iterate associatively. But a
word need to be said about the direct integrals, because these do no longer make sense without
technical conditions.[11] The technical conditions on an Arveson system are such that (Et)t>0
is isomorphic to (0,∞) × H0 as a Borel bundle, where H0 is an infinite-dimensional separable
Hilbert space such that Et  H0, and such that the product (xt, ys) 7→ xtys is measurable. We
will have to speak more about good choices of technical conditions in the module case. Here
it is enough to know that the direct integrals gain a sense as
∫ b
a
Eα dα = L2([a, b), H0). The
fundamental theorem, in its precise formulation, involves the statement that under the technical
conditions on an Arveson system, the constructed E0–semigroup is strongly continuous in time.
The self-contained proof in [Ske06a] is done by involving Observation 3.2. (More precisely,
we construct in the same way also a right dilation of E⊗ to R, and show that the unitary group
ut on L ⊗ R defined in Observation 3.2 is weakly measurable, hence, by separability, strongly
continuous. And, this turns over to the E0–semigroup ϑ.)
Arveson [Arv06] was able to simplify considerably the proof of associativity in the special
case, when the left dilation of the discrete subsystem (En)n∈N0 is obtained as an inductive limit
over the unit
(
ξn1
)
n∈N0 obtained from a unit vector ξ1 ∈ E1. Starting with that unit vector, Arveson
defines the space of stable sections, that is, of all locally square integrable sections (yα)α∈R+ that
fulfill
ξ1yα = yα+1 (3.3)
for all sufficiently big α. It is not difficult to show that for two such sections y and z the
expression
∫ a+1
a
〈yα, zα〉 dα is eventually constant, so that
〈y, z〉 := lim
a→∞
∫ a+1
a
〈yα, zα〉 dα
defines a semiinner product on the space of stable sections. The kernel of this semiinner product
consists of those stable sections which are eventually 0 almost everywhere. The quotient is a
Hilbert space. In [Ske06d] we have shown that this Hilbert space is canonically isomorphic to
L.[12] For a stable section y and an element xt ∈ Et Arveson defines the stable section yxt by
[11]The direct integrals make sense immediately, if for dα we choose the counting measure, that is, as direct sums.
In this case, the E0–semigroup we obtain from the left dilation has no chance to satisfy any reasonable continuity
condition, because the left dilation involves a shift of sections. (Also the time shift on ℓ2[0, 1) is not weakly
continuous.) Anyway: Every algebraic Arveson system admits a left dilation, though not always a continuous one.
[12]Roughly speaking, in the construction of ˘L⊗
∫ 1
0 Eα dα one has to interchange inductive limit and direct integral.
In other words, one considers an inductive limit over En ⊗
∫ 1
0 Eα dα =
∫ n+1
n
Eα dα. This space corresponds to the
subspace of stable sections that satisfy (3.3) for all α ≥ n.
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setting
(yxt)α =

yα−t xt α ≥ t,
0 else.
Then y ⊗ xt 7→ yxt defines an isometry that, in the picture L, coincides with vt (from which also
surjectivity is immediate). The advantage of Arveson’s approach [Arv06] is that associativity is
immediate and that it gives an interpretation of the inductive limit in very concrete terms. The
construction in [Ske06a] is slightly more general. It starts from the well-known observation that
it is easy to obtain a left dilation for the discrete subsystem and the basic idea in (3.2) how to
transform that dilation into a dilation of the whole system.
We close this section with some explanations about left and right dilations. Whenever for an
Arveson system E⊗ we have a Hilbert space R , {0} and a family w⊗ of unitaries wt : Et⊗R → R
that iterates associatively with the product system structure, we call the pair (w⊗,R) a right
dilation w⊗ of E⊗ to R.[13]
A representation of an Arveson system E⊗ on a Hilbert space R is a family of maps ηt : Et →
B(R) such that
ηt(xt)∗ηt(yt) = 〈xt, yt〉 idR, ηt(xt)ηs(ys) = ηt+s(xtys).
A representation is nondegenerate (or essential in [Arv89a]), if each ηt is nondegenerate, that
is, if span ηt(Et)R = R for all t ∈ S.
If we have a representation, then it is easy to check that wt : xt ⊗ y 7→ ηt(xt)y defines an
isometry wt : Et ⊗ R → R. These isometries iterate associatively with the product system struc-
ture. If the representation is nondegenerate, then the wt form a right dilation. Conversely, if
we have a right dilation wt, then ηt(xt) : y 7→ wt(xt ⊗ y) defines a nondegenerate representation.
Therefore, it is the same to speak about a right dilation or a nondegenerate representation. In
[Arv89a, Arv90a, Arv89b, Arv90b] Arveson showed his fundamental theorem by establishing
existence of a representation for every Arveson system E⊗.
3.1 Observation. For an Arveson system E⊗ we define the opposite Arveson system E′⊗ as the
same family of Hilbert spaces (with the same measurable structure) but opposite multiplication
(xs, yt) 7→ ytxs. We may transform a left dilation (v⊗, L) of E⊗ into a right dilation (w′⊗, L) of
the opposite system and a right dilation (w⊗,R) of E⊗ into a left dilation (v′⊗, L) of the opposite
system. We simply have to reverse in all tensor products the order of the factors, that is, we put
w′t(xt ⊗ y) := vt(y ⊗ xt) and v′t(x ⊗ yt) := wt(yt ⊗ x).
For correspondences the operation(xs, yt) 7→ ytxs will rarely define an isometry. In general,
there is no opposite system for product systems of correspondences. However, for product
systems of von Neumann correspondences there is the commutant, and the commutant of an
Arveson system coincides with its opposite system; see Example 6.4.
[13]Also here it is automatic that w0 is the canonical identification; cf. Footnote [4].
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3.2 Observation. Suppose (v⊗, L) and (w⊗,R) are a left and a right dilation, respectively, of E⊗.
Then ut := (vt ⊗ idR)(idL ⊗w∗t ) defines a unitary group in B(L ⊗ R). Moreover, the automorphism
group αt := ut • u∗t leaves invariant B(L) ⊗ idR for t ≥ 0 and idL ⊗B(R) for t ≤ 0. Then the
restriction αt (t ≥ 0) to B(L) ⊗ idR  B(L) defines an E0–semigroup ϑ on B(L) which has
E⊗ as associated Bhat system, while the restriction αt (t ≤ 0) to idL ⊗B(R)  B(R) defines
an E0–semigroup θ on B(R) which has E′⊗ as associated Bhat system. Canceling from the
last phrase all statements about product systems, this is exactly the situation when Powers and
Robinson [PR89] say ϑ and θ are paired.
Note that the E0–semigroup θ on B(R) has E⊗ as associated Arveson system in the sense of
[Arv89a] and ϑ has E′⊗ as associated Arveson system. We explain this in Section 5.
4 Continuous product systems and E0–semigroups
Let E⊙ =
(
Et
)
t∈S be a product system of correspondences over a unital C∗–algebraB. Like in the
Hilbert space case, a unit for E⊙ is a family ξ⊙ = (ξt)t∈S of elements ξt ∈ Et fulfilling (3.1) and
ξ0 = 1. We do not define what a unit is, if B is nonunital! The unit is unital, if 〈ξt, ξt〉 = 1 for
all t ∈ S. The construction of an E0–semigroup from a unital unit works as for Hilbert spaces:
We define isometric embeddings Et → Es+t by xt 7→ ξsxt. Then, the inductive limit L factors as
vt : L ⊙ Et → L via a left dilation v⊙.
4.1 Remark. For Hilbert spaces the isometric embedding could be defined as xt 7→ xtξt, leading
to a right dilation. In fact, this is what Arveson did in the appendix of [Arv89a] and what we did
in [Ske06d] in the discrete case when we compared Arveson’s construction of a right dilation
in [Arv06] with [Ske06a]. From the beginning, such a construction of a right dilation can not
be done for Hilbert modules: xt 7→ xtξt is, in general, not an isometry. More precisely, it is an
isometry, if and only if the unital unit ξ⊙ is central, that is, if bξt = ξtb for all t ∈ S, b ∈ B.
Product systems that admit a central unital unit are classified as spatial (Skeide [Ske06g]) and
admit classification results parallel to those for spatial Arveson systems. Product systems of
von Neumann modules that admit (continuous) units are spatial automatically (Barreto, Bhat,
Liebscher and Skeide [BBLS04]), while for Hilbert modules existence of a continuous unit is
not enough to guarantee spatiality. We see, the problem of constructing an E0–semigroup is
difficult only for nonspatial product systems.
If in a discrete product system E⊙ = (En)n∈N0 the member E1 has a unit vector, then we
may construct a left dilation of that discrete product system. However, there are discrete prod-
uct systems where no member except E0 has a unit vector. It is one of the main results of
Skeide [Ske04] to show that every full discrete product system of correspondences over a unital
C∗–algebra admits a left dilation; see Footnote [16].
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Now let us discuss the continuous time case. Let E⊙ = (Et)t∈R+ be a full product system
of correspondences over a unital C∗–algebra B. By [Ske04] we may choose a left dilation
(v˘⊙, ˘L) of the discrete subsystem (Et)t∈N0 . We would like to proceed as in Section 3, defining
the direct integrals
∫ b
a
Eα dα and L = ˘L ⊙
∫ 1
0 Eα dα so that (3.2) had a chance to define a left
dilation. Without posing precise technical conditions, this works only for direct sums, leading
to noncontinuous E0–semigroups; cf. Footnote [11].
To motivate the technical conditions we will pose, we start from what, in the end, we wish
to have. Given a full product system E⊙ = (Et)t∈R+ of correspondences over a unital C∗–algebra,
we wish to have a full Hilbert module L and a left dilation vt : L ⊙ Et → L such that the
E0–semigroup ϑv on Ba(L) is strongly continuous, that is, for all a ∈ Ba(L) and all x ∈ L, the
function t 7→ ϑvt (a)x is continuous. (As usual with semigroups, it is sufficient to require strong
continuity around 0. Since the ϑvt are bounded uniformly, it is also sufficient to check continuity
for a and x from total subsets of Ba(L) and L, respectively.)
So suppose we have a strongly continuous E0–semigroup ϑ on Ba(E) where E is a full
Hilbert module over a unital C∗–algebra B. What can we say about the associated product
system? How is continuity of ϑ reflected by the bundle structure of the product system? As a
first step, we have to fix a version of the product system and of the left dilation relating it to
ϑ. We have to take into account that the structures we derive might depend on that choice. To
have a start, let us suppose that E has a unit vector ξ and construct product system E⊙ and left
dilation vt of that product system from the unit vector ξ a` la Bhat. The essential observation
is that in this approach all Et are identified as submodules of E. Moreover, for every x ∈ E
the function t 7→ ϑt(ξξ∗)x ∈ Et ⊂ E is continuous. Of course, if x = yt ∈ Et, then the section
t 7→ xt := ϑt(ξξ∗)x assumes the value xt = yt at t. It is not difficult to check that, whenever we
have two sections x, y of E⊙ such that the functions t 7→ xt ∈ Et ⊂ E and t 7→ yt ∈ Et ⊂ E are
continuous, then also the function (s, t) 7→ xsyt ∈ Es+t ⊂ E is continuous; see Skeide [Ske03b].
This motivates the following definition from [Ske03b, Ske06c].
4.2 Definition. Let E⊙ = (Et)t∈R+ be a product system of correspondences over a C∗–algebra
B with a family i = (it)t∈R+ of isometric embeddings it : Et → Ê into a Hilbert B–module Ê.
Denote by
CS i(E⊙) =
{
x =
(
xt
)
t∈R+ : xt ∈ Et, t 7→ itxt is continuous
}
the set of continuous sections of E⊙ (with respect to i). We say E⊙ is continuous (with respect
to i), if the following conditions are satisfied.
1. For every yt ∈ Et we can find a continuous section x ∈ CS i(E⊙) such that xt = yt.
2. For every pair x, y ∈ CS i(E⊙) of continuous sections the function
(s, t) 7−→ is+t(xsyt)
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is continuous.
We say two embeddings i and i′ have the same continuous structure, if CS i(E⊙) = CS i′(E⊙).
4.3 Remark. The definition says, roughly speaking, that E⊙ is a subbundle of the trivial Banach
bundle [0,∞)×Ê. Note that this is even weaker than Arveson’s requirement that the part t > 0 of
an Arveson system be Borel isomorphic to the trivial bundle (0,∞)×H0. Of course, this bundle
is also a Banach bundle, and the condition just means that the Borel structure of an Arveson
system is that induced from the continuous structure of a trivial Banach bundle. We allow even
for subbundles.
The only difference between a continuous Arveson system (that is, an algebraic Arveson
system that is continuous in the sense of Definition 4.2) and a measurable Arveson system (that
is, an Arveson system in the sense of Arveson [Arv89a]) consists in whether multiplication is
required continuous or just measurable. (Note that in [Ske06a] we used Arveson’s condition,
that is, just measurable multiplication.) If, for a general product system, we pose just measur-
ability as assumption, then the construction we describe in the sequel should provide us with a
(weakly) measurable E0–semigroup. Only under separability assumptions this will be enough
to show strong continuity. We did not yet put into practice a measurable version.
In Definition 4.2 we do not require that E⊙ is full, nor that B is unital. However, if B is
unital, then we have the following lemma from [Ske06a].
4.4 Lemma. If B is unital, then a continuous product system E⊙ of correspondences over B
contains a continuous section ζ ∈ CS i(E⊙) that consists entirely of unit vectors and fulfills
ζ0 = 1. In particular, every Et contains a unit vector (and, therefore, is full).
The proof relies on the fact that the invertible elements of B form an open subset (so that
there is a continuous section that consists of unit vectors at least for all sufficiently small t), and
on the fact that the tensor product of unit vectors is again a unit vector (so that small pieces of
that section can be used to compose a global continuous section of unit vectors).
We see that not only the continuous product system is full automatically[14], but that all of
its members contain a unit vector. That is, we may not only use a unit vector in E1 to construct
a left dilation of the discrete subsystem, but we may even adapt Arveson’s construction of an
E0–semigroup word by word as described in Section 3.
4.5 Remark. Note that, like in the construction of the dilation of the discrete subsystem, also
for imitating Arveson’s proof it is indispensable that we define the space of stable sections as
in (3.3), by multiplying the unit vector from the left. Multiplying from the right (as in [Arv06])
will cause that the inner product
∫ a+1
a
〈yα, zα〉 dα is no longer eventually constant.
[14]Note that this may fail, if B is nonunital. Indeed, the product system from Example 2.5 with the canonical
embedding C0(t,∞) → C0(0,∞) is continuous. But, none of the Et is full but E0.
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Arveson’s proof in [Arv06], once understood the idea, is easier to carry out than our proof
in [Ske06a]. This is, why in [Ske06c] we followed Arveson’s road to prove the fundamental
theorem for continuous product systems of correspondences over a unital C∗–algebra. The
result:
4.6 Theorem. Every continuous product system of correspondences over a unital C∗–algebra
is the continuous product system associated with a strictly continuous E0–semigroup that acts
on the algebra of all adjointable operators on a Hilbert module with a unit vector.
Note that the technically most difficult part in the proof of that theorem is to show that the
continuous structure induced by the constructed E0–semigroup and the unit vector, is the same
we started with.
4.7 Remark. So suppose, once more, we have a strongly continuous E0–semigroup ϑ on Ba(E)
where E is a full Hilbert module over a unital C∗–algebra B. If E has a unit vector, then it is
not difficult to show that the continuous structure induced on the product system E⊙ associated
with ϑ does not depend on the choice of that unit vector. As a sort of surprise, if the members
of a product system (continuous or not) derived from an E0–semigroup on Ba(E) have unit vec-
tors, this does not mean that the full Hilbert module E need have a unit vector.[15] However,
if a full E does not have a unit vector, then a little lemma from [Ske04] asserts that a finite
direct sum En of copies of E will have a unit vector. (The proof uses, again, that the invertibles
form an open subset, and Cauchy-Schwartz inequality: If E is full, then 1 is approximated by
finite sums b = ∑ni=1〈xi, yi〉. If the approximation is sufficiently good, then b is invertible. b
can be interpreted as inner product of elements in X, Y ∈ En. A simple application of Cauchy-
Schwartz inequality shows that also 〈X, X〉 must be invertible so that X
√
〈X, X〉−1 is a unit vector
in En.)[16] The strongly continuous E0–semigroup ϑ on Ba(E) may be lifted to a strongly contin-
uous E0–semigroup on Ba(En) = Mn(Ba(E)) (acting pointwise with ϑ on the matrix elements),
[15]As a trivial example, take the Hilbert M2–modules E = C2 where we put Cn := (Cn)∗. The only E0–semigroup
ϑ on Ba(E) = C is ϑt = idC, its product system simply Et = M2 with multiplication as identification Es⊙Et = Es+t.
Also the left dilation vt is simply the canonical identification E ⊙ M2 = E. Nontrivial examples may be obtained
by working in the present one via direct sum constructions.
[16]This result is key in the proof of [Ske04] that every full discrete product system E⊙ = (En)n∈N0 of correspon-
dences over a unital C∗–algebra admits a left dilation. In fact, if En1 contains a unit vector, then intuitively also
Mn·∞,∞(E1) = M∞(E) should contain a unit vector. The problem is that M∞(E1), usually, is not big enough, but a
suitable strict completion is. This problem does not appear in the version for von Neumann modules. The price
to be paid is that the analogue of the lemma for von Neumann modules requires a direct sum En1 with arbitrary
cardinality n. Now Mn(E1) is nothing but Bn ⊙ E1 ⊙ Bn. In other words, the tensor powers of Mn(E1) form a
product system Bn ⊙ E⊙ ⊙Bn Morita equivalent to E⊙ in the sense of Footnote [7]. Once a unit vector in Mn(E1) is
established, we find a left dilation of Bn ⊙ E⊙ ⊙ Bn. And one of the major results of [Ske04] asserts that a product
system admits a left dilation, if (and only if) it is Morita equivalent to another product system that admits a left
dilation.
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having the same product system E⊙ as ϑ. Now E⊙ can be induced from a unit vector En. Also
here the continuous structure depends neither on how big n is, nor on which unit vector we
choose.
It is an open problem how to define a continuous structure on E⊙ without reference to a
unit vector. A solution might be to give a definition of continuous product systems in terms of
Banach bundles (as Hirshberg’s [Hir04] for Borel bundles), that is, by giving explicitly a set of
sections that are supposed to be continuous and that determine the structure of the bundle. The
product system will, then, be considered as obtained via [MSS06, Ske04]. A candidate for the
generating set of continuous sections would be the set
{(
x∗ ⊙t y
)
t∈R+ | x, y ∈ E
}
.
It is unclear in how far a definition of continuous product system as Banach bundle (generated
by a compatible set of continuous sections) is already sufficient to run through the proof of
[Ske06c]. It might be necessary to find a further condition that substitutes the condition being a
subbundle of a trivial bundle.
4.8 Remark. We mentioned in Remark 4.1 that Arveson’s construction of a right dilation (that
is, of an essential representation) for the Hilbert space case, with tensoring a unit vector from
the right, fails for modules. However, in Skeide [Ske06f] we pointed out that the construction,
indeed, can be saved if we tensor something different from the right. This “something different”
is a unit vector not for E1 but for the member E′1 of the commutant of the product system E⊙.
And an element of Et can be tensored with en element from E′s in a reasonable way. We explain
the commutant of a product system in Section 6. But we do not have the space to explain
any detail (in particular, how the C∗–setting of this section fits into the von Neumann–setting
of Section 6) and refer the reader to [Ske06f]. However, we mention that the existence of a
unit vector in E′1 follows by Hirshberg’s result [Hir05a] that every full discrete product system
with faithful left action admits a right dilation. This result is dual to [Ske04] in the sense of
commutant. And, as a matter of fact, the condition that the left actions of the product system be
faithful is dual to fullness under commutant. For right dilations it is as indispensable as fullness
is for left dilations.
5 The Arveson system of an E0–semigroup on B(H)
Preparing Section 6, in this section we review Arveson’s construction of an Arveson system
from an E0–semigroup ϑ on B(H) and compare it with Bhat’s. Arveson defines for every ϑt the
intertwiner space
EAt :=
{
x′t ∈ B(H) : ϑt(a)x′t = x′ta (a ∈ B(H))
}
.
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It is readily verified that x′∗t y′t ∈ B(H)′ = C idH, so that x′∗t y′t = 〈x′t , y′t〉 idH defines a an inner
product turning EAt into a Hilbert space. Similarly, it is an easy exercise to check that the bilinear
mappings
(x′t , y) 7−→ x′ty (x′t , y′s) 7−→ x′ty′s
define isometries w′t : EAt ⊗ H → H and u′t,s : EAt ⊗ EAs → EAt+s. Less obvious is that w′t is
surjective. (Here, normality of ϑt is essential; see Lemma 6.1 in the more general context.)
But, from surjectivity of w′t , w′s and w′t+s it is immediate (exercise!) that also u′t,s is surjective.
From (x′ty′s)z′r = x′t(y′sz′r) we see that the u′t,s iterate associatively on multiple tensor products. In
other words, the family EA⊗ = (EAt )t∈S forms an (algebraic) Arveson system. We call EA⊗ the
Arveson system associated with ϑ. But, we have more than just the Arveson system of ϑ. From
(x′ty′s)z = x′t(y′sz) it follows that the w′t define a right dilation (w′⊗, H) of EA⊗.
In general, if (w⊗,R) is a right dilation of E⊗, by setting ϑwt (a) := wt(idt ⊗a)w∗t we define an
E0–semigroup ϑw on B(R). It is easy to check that the Arveson system of ϑw is E⊗ by identifying
xt ∈ Et with the intertwiner
wt(xt ⊗ idR) : z 7−→ wt(xt ⊗ z).
In the case of the Arveson system EA⊗ of an E0–semigroup ϑ on B(H) and the right dilation w′t
of EA⊗ to H as constructed before, it follows from
(w′t(idt ⊗a)w′∗t )(x′ty) = w′t(idt ⊗a)(x′t ⊗ y) = w′t(x′t ⊗ ay) = x′tay = ϑt(a)(x′ty)
that ϑw′t = ϑt. We summarize:
5.1 Proposition. Let E⊗ be an (algebraic) Arveson system. The problem of finding an E0–semi-
group that has E⊗ as associated Arveson system is equivalent to the problem of finding a right
dilation of E⊗ or, equivalently, a nondegenerate representation.
Let us return to the E0–semigroup ϑ on B(H) and ask what the relation is between EA⊗ and
EB⊗. Of course, the dimension of the multiplicity space of an endomorphism ϑt is unique, no
matter whether we factor it out to the left (right dilation) or to the right (left dilation). Therefore,
EAt  EBt as Hilbert spaces. But what happens to the identifications u′t,s and us,t? Can we identify
EAt with EBt in such a way that these identifications are preserved? At this point the reader will
have noticed that in the discussion of the Arveson system of ϑ we discussed an identification of
EAt ⊗EAs with EAt+s, while for EB⊗ we chose the opposite direction of times. From this, the reader
might guess what the answer will be: EA⊗ and EB⊗ turn out to be anti-isomorphic, that is , EA⊗
is the opposite product system of EB⊗. The two need not be isomorphic.[17]
[17]Tsirelson [Tsi00a] provided us with an explicit example of a product system that is not isomorphic to its
opposite product system.
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Let us see why EA⊗ and EB⊗ are anti-isomorphic. Let xt ∈ EBt and define x′t : h 7→ ϑt(hξ∗)xt
(= vt(h ⊗ xt)). It follows that
ϑt(a)x′th = ϑt(a)ϑt(hξ∗)xt = ϑt(ahξ∗)xt = x′tah,
so that x′t ∈ EAt . Clearly, ut : xt 7→ x′t is an isometry. Now let x′t ∈ EAt and define xt = x′tξ. Then
ϑt(ξξ∗)xt = ϑt(ξξ∗)x′tξ = x′t(ξξ∗)ξ = x′tξ = xt,
so that xt ∈ EBt . Clearly, u′t : x′t 7→ xt is an isometry. Moreover,
(utu′t x′t)h = (ut x′tξ)h = ϑt(hξ∗)x′tξ = x′t(hξ∗)ξ = x′th.
In other words, ut and u′t are a pair of inverse unitaries. Now let us see what u′t+s does to a tensor
product u′t,s(x′t ⊗ y′s).
u′t+su
′
t,s(x′t ⊗ y′s) = u′t+s(x′ty′s) = (x′ty′s)ξ = x′t(y′sξ) = x′t(u′sy′s) = x′t((u′sy′s)ξ∗)ξ
= ϑt((u′sy′s)ξ∗)x′tξ = ϑt((u′sy′s)ξ∗)(u′t x′t) = us,t((u′sy′s) ⊗ (u′t x′t)).
In other words, u′t+su′t,s = us,t(u′s ⊗ u′t), that is, the family u′t establishes an anti-isomorphism
EA⊗ → EB⊗.
6 E0–Semigroups and product systems a` la Arveson: Com-
mutants of von Neumann correspondences
Of course, the construction in Section 2 of the product system associated with an E0–semigroup
on Ba(E) works also if E is a von Neumann module. (After all a von Neumann module is also a
Hilbert module.) In presence of a unit vector it is even clear that the product system consists of
von Neumann modules. (The ranges of projections on von Neumann modules are von Neumann
modules.) The point is that in the assumptions on the E0–semigroup it is sufficient that the
endomorphisms of the von Neumann algebra Ba(E) be only normal, not necessarily strict. In
Skeide [Ske05a] we provided a generalization of Bhat’s approach (without unit vectors, not
along the lines of [MSS06]) that works for every von Neumann module (and, of course, gives a
product system isomorphic to that constructed along the lines of [MSS06]). As all modifications
to be done are plain, we do not discuss them here.
The approach we want to discuss here, is the generalization of Arveson’s approach, as dis-
covered in Skeide [Ske03a] together with the commutant of von Neumann correspondences.
To that goal we have to spend some time to review the necessary notions and facts about von
Neumann modules, von Neumann correspondences and their commutants. The correspondence
between a von Neumann algebra and its commutant is bijective. In order that this desirable
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property remains true for commutants of von Neumann correspondences and does not degen-
erate to an equivalence, we have to choose our categories carefully. The correct category that
allows to view the commutant as a bijective functor is the category of concrete von Neumann
correspondences; Skeide [Ske06b]. In the sequel, we discuss only the case relevant to us,
namely, correspondences over B. (See also Remark 6.3.)
Before we can speak about concrete von Neumann correspondences, we have to speak
about concrete von Neumann modules. Recall that a von Neumann algebra is a strongly closed
∗–algebra B ⊂ B(G) of operators acting nondegenerately on a Hilbert space G. As usual, by
B′ ⊂ B(G) we denote the commutant of B. Similarly, a concrete von Neumann B–module is a
subset E of B(G, H), where H is another Hilbert space, such that
1. E is a right B–submodule of B(G, H), that is, EB ⊂ E,
2. E is a pre-Hilbert B–module with inner product 〈x, y〉 = x∗y, that is, E∗E ⊂ B,
3. E acts nondegenerately on G, that is, span EG = H, and
4. E is strongly closed in B(G, H).
If we wish to underline the Hilbert space H, we will also write the pair (E, H) for the con-
crete von Neumann B–module. One may show (see Skeide [Ske00, Ske05b]) that a subset E
of B(G, H) fulfilling 1–3 (that is, E is a concrete pre-Hilbert B–module) is a concrete von Neu-
mannB–module, if and only if E is self-dual[18], that is, if and only if E is a W∗–module over the
von Neumann algebra B ⊂ B(G) considered as a W∗–algebra. By cvNB we denote the category
of concrete von Neumann B–modules with the adjointable maps a ∈ Ba(E1, E2) as morphisms.
The definition of concrete von Neumann modules and their category is due to Skeide [Ske06b],
while the definition of von Neumann modules is due to Skeide [Ske00]; see Footnote [19].
Identifying xg ∈ H with x ⊙ g ∈ E ⊙ G, we see from 3 that H and E ⊙ G are canonically
isomorphic.[19] Giving E as a subset of B(G, H) from the beginning, is crucial for that the
commutant, later on, will be bijective. The fact that H is canonically isomorphic to the tensor
product E ⊙G is, however, by far more inspiring from the algebraic point of view.
For instance, every adjointable operator a ∈ Ba(E1, E2) amplifies to an operator a ⊙ idG ∈
B(E1 ⊙G, E2 ⊙G). Consequently, a gives rise to and is determined uniquely by an operator in
[18]Recall that a Hilbert B–module is self-dual, if every bounded right linear map E → B has the form x 7→ 〈y, x〉
for a suitable y ∈ E.
[19]In fact, if E is a pre-Hilbert module over a pre-C∗–algebra B ⊂ B(G), then one may construct the Hilbert
space E ⊙G with an embedding x 7→ Lx ∈ B(G, E ⊙G) where we put Lxg := x ⊙ g, transforming E into a concrete
pre-Hilbert B–module (E, E ⊙ G). For a von Neumann algebra B ⊂ B(G) we defined in [Ske00] that E is a von
NeumannB–module, if its image in B(G, E ⊙G) is strongly closed. Of course, in that way also a W∗–module over
a W∗–algebra M may be turned into a von Neumann module after choosing a faithful normal unital representation
of M on a Hilbert space G, thus, turning M into a von Neumann algebra.
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B(H1, H2) that acts as x1g 7→ (ax1)g. We shall denote this operator by the same symbol a and
identify in that way Ba(E1, E2) as a subset of B(H1, H2). It is easy to show that Ba(E1, E2) is
strongly closed in B(H1, H2). In particular, Ba(E) ⊂ B(H) is a von Neumann algebra acting on
H.
Those operators on the second factor G in E⊙G that embed into B(E⊙G) are theB–C–linear
operators on G. Of course, Bbil(G) = B′ is nothing but the commutant of B. So, the (clearly,
normal and nondegenerate) representation b′ 7→ idE ⊙b′ of B′ on E ⊙ G gives rise to a normal
nondegenerate representation ρ′ of B′ on H which acts as ρ′(b′)xg = xb′g. We call ρ′ the
commutant lifting associated with E.
From the commutant lifting ρ′ we obtain back E as the space
E = CB′(B(G, H)) := {x ∈ B(G, H) : ρ′(b′)x = xb′ (b′ ∈ B′)} (6.1)
of intertwiners for the natural actions of B′. This was known already to Rieffel [Rie74b]. In
[Ske05b] we proved it by simply calculating the double commutant of the linking von Neumann
algebra in B(G ⊕ H):
B E∗E Ba(E)

′′
=
{b′ 00 ρ′(b′)
 : b′ ∈ B′
}′
=
 B CB′ (B(H,G))CB′ (B(G, H)) ρ′(B′)′
.
This proof also shows that the commutant ρ′(B′)′ of the range of ρ′ in B(H) may be identified
with the von Neumann algebra Ba(E) ⊂ B(H). By doing the computation for E = E1 ⊕ E2
one also shows that Ba(E1, E2) is just Bbil(H1, H2), the space of operators that intertwine the
commutant liftings ρ′2 and ρ′1.) Conversely, if (ρ′, H) is a normal nondegenerate representation
of B′ on the Hilbert space H, then E := CB′(B(G, H)) as in (6.1) defines a concrete von Neu-
mann B–module in B(G, H), which gives back ρ′ as commutant lifting. The only critical task,
nondegeneracy in Condition 3, is settled by the following result.
6.1 Lemma (Muhly and Solel [MS02, Lemma 2.10]). If ρ′ is a nondegenerate normal repre-
sentation of B′ on a Hilbert space H, then the intertwiner space CB′(B(G, H)) acts nondegen-
erately on G.[20]
We find that
(E, H) ←→ (ρ′, H) a ∈ Ba(E1, E2) ←→ a ∈ Bbil(H1, H2) (6.2)
establishes a bijective functor between the category cvNB of concrete von NeumannB–modules
and the category B′cvN of normal nondegenerate representations of B′ with the intertwiners
Bbil(H1, H2) as morphisms. (The preceding correspondence was established in Skeide [Ske03a]
[20]Denote by P ∈
B E∗E Ba(E)
′ =
(b′ 00 ρ′(b′) : b′ ∈ B′) the projection onto the invariant subspace span B E∗E Ba(E)GH. This
subspace contains G so that P =
1 00 ρ′(1)
. Since ρ′ is nondegenerate, the statement follows.
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as an equivalence between the category von Neumann B–modules and B′cvN. As a von Neu-
mann B–module E, first, must be turned into a concrete von Neumann B–modules (E, E ⊙G),
the correspondence is not bijective but only an equivalence. The precise formulation above,
where the functor is, really, bijective and not only an equivalence, is due to [Ske06b].)
A concrete von Neumann correspondence over a von Neumann algebra B is a concrete
von Neumann B–module (E, H) with a left action of B such that ρ : B → Ba(E) → B(H)
defines a normal (nondegenerate, of course) representation ofB on H. We call ρ the Stinespring
representation associated with E.
6.2 Remark. The GNS-correspondence of a (normal) CP-map T on B is the unique Hilbert
(von Neumann) B–correspondence E which has a vector ξ ∈ E that generates E as a (von
Neumann) correspondence and gives back T as T (b) = 〈ξ, bξ〉; see Paschke [Pas73]. For this
GNS-correspondence E, the representation ρ is, indeed, the Stinespring representation, while
ρ′ is (a restriction of) the representation constructed by Arveson [Arv69] in the section called
“lifting commutants”.
By BcvNB we denote the category of concrete von Neumann correspondences from B to
B with the bilinear adjointable maps a ∈ Ba,bil(E1, E2) as morphisms. (For adjointable maps,
only left B–linearity has to be checked.) We observe that ρ(B) ⊂ Ba(E) = ρ′(B′)′, that is, ρ′
and ρ have mutually commuting ranges. As this is very close to correspondences in the sense
of Connes [Con80] (if B is in standard form, then B′  Bop), we introduce the category of
concrete Connes correspondences BcCB whose objects are triples (ρ′, ρ, H) such that ρ′ and ρ
are a pair of normal nondegenerate representations of B′ and of B, respectively, on H with mu-
tually commuting ranges, and with those maps in B(H1, H2) as morphisms that intertwine both
actions that of B′ and that of B. Extending the correspondence between concrete von Neumann
B–modules and representations of B′, we find a find bijective functor between the category of
concrete von Neumann B–correspondences (E, H) and the category of concrete Connes corre-
spondences (ρ′, ρ, H). In [Ske03a] we observed this as an equivalence for von Neumann cor-
respondences, while the bijective version for concrete von Neumann correspondences is from
[Ske06b].
A last almost trivial observation (once again in [Ske03a] up to equivalence and in [Ske06b],
really, bijective) consists in noting that in the representation picture the roles of the represen-
tations ρ′ and ρ are absolutely symmetric. That is, BcCB  B′cCB′ . Therefore, if we switch B
and B′, that is, if we interprete ρ as commutant lifting of B, the commutant of B′, and ρ′ as
Stinespring representation of B′, by
E′ := CB(B(G, H)) := {x′ ∈ B(G, H) : ρ(b)x′ = x′b (b ∈ B)} (6.3)
we obtain a von Neumann B′–module which is turned into a von Neumann B′–correspondence
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by defining a left action via ρ′. We call E′ the commutant of E. The commutant is a bijective
functor from the category of concrete von Neumann B–correspondences onto the category of
concrete von Neumann B′–correspondences (in each case with the bilinear adjointable maps as
morphisms that are, really, the same algebra Ba(E) ∩ Ba(E′) = ρ′(B′)′ ∩ ρ(B)′ of operators in
B(H)). Obviously, E′′ := (E′)′ = E.
6.3 Remark. Muhly and Solel [MS04] have discussed (independently) a version of the com-
mutant for W∗–algebras, called σ–dual, where σ is a faithful representation of the underlying
W∗–algebra, that must be chosen, and the σ–dual depends on σ (up to Morita equivalence of
correspondences [MS05a]). An extension to correspondences from A to B was first done in the
setting of σ–duals in [MS05a]. In [Ske06b] we discussed the version for von Neumann algebras
and (concrete) von Neumann correspondences.
We remark that the functor cvNB ↔ B′cvN in (6.2) fits canonically into the setting of the
commutant functor as CcvNB ←→ B′cvNC′ , if we consider C = C′ ⊂ B(C) = C as a von
Neumann algebra.
The tensor product of Connes correspondences is tricky to describe in terms that do not
explicitly involve the von Neumann correspondences to which they correspond. It requires that
the von Neumann algebra is a W∗–algebra in standard form and parts from Tomita-Takesaki
theory and the result depends manifestly on the choice of a normal semifinite weight; see, for
instance, Takesaki [Tak03, Section IX.3]. Also the tensor product of W∗–correspondences,
although definitely less involved, still has the problem that the usual tensor product must be
completed in a suitable σ–topology, and this topology is defined rather ad hoc.
The tensor product two of von Neumann correspondences E1 and E2 is easy to obtain (and
unique up to unitary equivalence): Simply construct E1 ⊙ E2 ⊙ G and determine the strong
closure of E1 ⊙ E2 in B(G, E1 ⊙ E2 ⊙ G) or, equivalently, determine the intertwiner space
CB′(B(G, E1 ⊙ E2 ⊙G)), a purely algebraic problem, like determining the double commutant of
a ∗–algebra of operators. Up to canonical isomorphism it is not important whether we construct
first E1 ⊙ E2 and then (E1 ⊙ E2)⊙G or first E2 ⊙G and then E1 ⊙ (E2 ⊙G). If we have concrete
von Neumann correspondences (E1, H1) and (E2, H2) it occurs to be more adapted to construct
E1 ⊙ H2 as the space H2, canonically isomorphic to E2 ⊙ G, is given from the beginning. By
slight abuse of notation we shall denote the concrete von Neumann correspondence obtained in
that way by E1 ⊙ E2 ⊂ B(G, E1 ⊙ H2), using the same symbol ⊙ as for the tensor product of
C∗–correspondences. Anyway, no matter how we obtained E1 ⊙ E2 ⊙ G, as (E1 ⊙ E2) ⊙ G, as
E1 ⊙ (E2 ⊙G) or as E1 ⊙ H2, to fix an isomorphism from the concrete von Neumann correspon-
dence (E1 ⊙ E2, E1 ⊙ E2 ⊙G) to a concrete von Neumann correspondence (F, K) simply means
to fix a unitary u ∈ B(E1 ⊙ E2 ⊙ G, K) that intertwines both the commutant liftings of B′ and
the Stinespring representations of B.
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The notations established so far allow to state and prove that the commutant establishes a bi-
jective functor between the category cvN⊙B of product systems of concrete von Neumann B–cor-
respondences and the category cvN⊙B′ of product systems of concrete von Neumann B′–corre-
spondences; see Skeide [Ske03a, Ske06e] and Muhly and Solel [MS05b]. A morphism between
two objects E⊙ and F⊙ in cvN⊙B is a family a⊙ =
(
at
)
t∈S of maps at ∈ Ba,bil(Et, Ft) that fulfills
as ⊙ at = as+t and a0 = idB.
We sketch this very briefly. Suppose E⊙ is a product system of concrete von Neumann
correspondences (Et, Ht) over B and denote by (ρ′t , ρt, Ht) the corresponding concrete Connes
correspondence. The familiy us,t : Es ⊙ Et → Es+t that determines the product system structure,
in the picture of Hilbert spaces is captured by unitaries us,t ∈ B(Es ⊙ Ht, Hs+t) that intertwine
both the actions of B and the actions of B′ on these Hilbert spaces. The associativity condition
reads ur,s+t(xr⊙us,t(ys⊙ht)) = ur+s,t(ur,s(xs⊙yr)⊙ht). The double meaning in this formula of ur,s+t,
us,t, ur+s,t as operators between Hilbert spaces and of ur,s as operator between correspondences
is not exactly satisfactory. We will circumvent this (purely formal) difficulty in [Ske07] by
giving a different definition of the product system structure in terms of representations of Hilbert
modules[21] where the us,t will appear no longer as a defining object but as a derived one. Here
we limit ourselves to explain how the product system structure of E⊙ gives rise to a product
system structure of E′⊙ by a giving some (canonical) isomorphisms as we did in [Ske03a].
Indeed, to define a (bilinear) unitary E′t ⊙E′s → E′t+s we have to establish a unitary u′t,s : E′t ⊙
Hs → Ht+s intertwining the relevant representations. We have
Es ⊙ Et ⊙G  Es ⊙ E′t ⊙G  E′t ⊙ Es ⊙G  E′t ⊙ E′s ⊙G,
where we used two times Et ⊙ G  Ht  E′t ⊙ G and, in the middle, an isomorphism that,
indeed, simply flips xs ⊙ y′t ⊙ g to y′t ⊙ xs ⊙ g. (This flip is the only place where we have to
compute something.) Attaching elements b ∈ B and b′ ∈ B′ in every part to the places where
they act naturally, we see that the suggested isomorphism intertwines their actions. This chain
of isomorphisms written down for an arbitrary tensor product of correspondences (even over
different von Neumann algebras; see Remark 6.3) shows clearly that the commutant flips orders
in tensor products:
(E ⊙ F)′  F′ ⊙ E′; (6.4)
see [Ske03a, Theorem 2.3] and [MS05a, Lemma 3.3]. For our scope here, defining u′t,s, it is
sufficient to look at the chain
E′t ⊙ Hs = E′t ⊙ span(EsG)  Es ⊙ span(E′tG) = Es ⊙ Ht
us,t
 Hs+t. (6.5)
[21]This is not to be confused with the term covariant representation of a correspondence in the work of Muhly
and Solel starting with [MS98].
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This chain shows clearly how us,t enters and that the flip of the elements x′t ans ys is the only
thing where we are really doing something.[22] It is routine to show that the u′t,s defined in that
way turn E′⊙ into a product system, the commutant system of E⊙.
6.4 Example. Suppose E⊗ is an Arveson system. We turn Et in to the concrete von Neumann
correspondence (Et, Ht = Et) by identifying xt ∈ Et with the map λ 7→ xtλ in B(C, Et). Both
the Stinespring representation of C ⊂ B(C) and the commutant lifting of C′ = C are simply the
map λ 7→ λ idt. So E′t = CC(B(C, Et)) = Et. But, the unitary u′t,s : E′t ⊗ E′s → E′t+s suggested by
(6.5) means: Take x′t ⊗ y′s, express y′s ∈ Hs = Es as ys1 ∈ EsC with ys = y′s, flip the tensors to
ys ⊗ x′t1 and interpret x′t1 ∈ E′tC as element in xt ∈ Ht = Et = E′t . In this special case, thanks
to Et = E′t (a formula, that in the general case has no sense), everything can be done at once by
defining u′t,s(x′t ⊗ y′t) := us,t(y′s ⊗ x′t).
As a more elaborate example we discuss now the construction from [Ske03a] that, first, gen-
eralizes Arveson’s construction of a product system from an E0–semigroup and, then, shows
that the commutant of that system is the product system associated with the E0–semigroup. So
let (E, H) be a strongly full von Neumann module over a von Neumann algebra B ⊂ B(G).
Strongly full means that 〈E, E〉 generates B as von Neumann algebra. It is easy to show (exer-
cise!) that E is strongly full, if and only if the associated commutant lifting (ρ′, H) is faithful.
Let ϑ be an E0–semigroup of (normal unital) endomorphisms ϑt of Ba(E) ⊂ B(H). Like Arve-
son we define the intertwiner space
E′t :=
{
x′t ∈ B(H) : ϑt(a)x′t = x′ta (a ∈ Ba(E))
}
.[23]
Since x′∗t y′t ∈ Ba(E)′ = ρ′(B′) and ρ′ is faithful, we may define an inner product
〈x′t , y′t〉 := ρ′−1(x′∗t y′t)
on E′t with values in B′. It is plain to verify that E′t with this inner product and the bimodule
operation b′1x′tb′2 := ρ′(b′1)x′tρ′(b′2) is a von Neumann correspondence over B′. Observe that E′t
acts nondegenerately on H by Lemma 6.1 and that it is the only space of intertwiners of ϑt and
idBa(E) with this property. It follows that
x′t ⊙ y′s 7→ x′ty′s
defines an isomorphism from E′t ⊙ E′s onto E′t+s turning E′⊙ =
(
E′t
)
t∈S into a product system.
[22]Behind this flip there is a sort of tensor product among a von Neumann B–module and a von Neumann
B′–module, resulting into a von Neumann (B ∩ B′)′–module. In the picture of Connes correspondences this is
closely related to Sauvageot [Sau80, Sau83]. We will discuss this in detail in [Ske07].
[23]Note that the interwiners are calculated in B(H) of which Ba(E) is a von Neumann subalgebra. Taking the
analogy with [Arv89a] too literally would mean to determine only the interwiners in Ba(E) what is not approxi-
mately as useful.
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Like the Arveson system of an E0–semigroup on B(H), the product system E′⊙ associated
a` la Arveson with the E0–semigroup ϑ on Ba(E) ⊂ B(H) comes along with a faithful nonde-
generate representation η′t : E′t → B(H) on the Hilbert space H. By this we mean two things:
Firstly, the η′t are isometric in the sense that η′t(x′t)∗η′t(y′t) = η′0(〈x′t , y′t〉), and the η′t are multiplica-
tive in the sense that η′t(x′t)η′s(y′s) = η′t+s(x′ty′s). From this it follows that for each t the pair (η′t , η′0)
is an isometric covariant representation of E′t in the sense of Muhly and Solel [MS98]. In par-
ticular, η′0 is a representation of B′. And, secondly, the η′t are normal and faithful in the sense
that their unique extension to a representation of the von Neumann linking algebra
B′ E′∗tE′t Ba(E′t )
 on
B(H ⊕ H) = M2(B(H)) is normal and faithful. One may show that this is the case, if and only
if η′0 is normal and faithful. In our case, η′t is simply the canonical embedding E′t → B(H).
In particular, η′0 = ρ′. Like for Arveson systems, speaking about a faithful nondegenerate rep-
resentation is the same as speaking about a right dilation of E′⊙ to R in the sense that R is
Hilbert space with a faithful normal representation ρ′ of B′ and w′t : E′t ⊙ R → R is a family of
unitaries in Bbil(E′t ⊙ R,R) that iterates associatively with the product system structure. If we
have such a right dilation then ϑw′t (a) = w′t(idE′t ⊙a)w′∗t defines an E0–semigroup on the concrete
von Neumann B–module (L,R) determined by (ρ′,R), giving back E′⊙ as product system of
intertwiners. Note that faithfulness of ρ′ implies that L is strongly full and that the left action of
B′ on all E′t is faithful. We say the product system E′⊙ is faithful.
Returning to the E0–semigroup ϑ on Ba(E) and its product system a` la Arveson E′⊙, let
us turn E′t into a concrete von Neumann correspondence (Ht, σt, σ′t) by defining the Hilbert
space Ht = E′t ⊙ G, the commutant lifting σt(b) = idE′t ⊙b of (B′)′ = B, and the Stinespring
representation σ′t(b′) = b′ ⊙ idG of B′. Then its commutant
Et := CB′(B(G, Ht)) = {xt ∈ B(G, Ht) : σ′t(b′)xt = xtb′ (b′ ∈ B′)}
is a concrete von Neumann correspondence overB with left action via σt. If we now apply (6.4)
to E′t ⊙H what we find is H′⊙Et = E ⊙Et, because (H′, H), the commutant of (H, H) ∈ B′cvNC,
is nothing but (E, H); see Remark 6.3. The (bilinear!) isomorphisms w′t : E′t ⊙ H → H give,
therefore, rise to isomorphisms vt := (w′t)′ : E ⊙ Et → E. (Again, we do not show that associa-
tivity is respected.) This transition between right dilations of E′⊙ and left dilations of E⊙ does
not depend on that we started from an E0–semigroup on Ba(E). In fact, we have the complete
analogue of Observation 3.1 including that E⊙ is strongly full, if and only if E′⊙ is faithful.
We mention that this correspondence between left dilations of E⊙ (that is, E0–semigroup hav-
ing E⊙ as associated product system) and and right dilations of E′⊙ (that is, nondegenerate
representations of E′⊙) is due to [Ske04]. It has been generalized to not necessarily unital endo-
morphism semigroups and not necessarily nondegenerate representations in [Ske06e, Theorem
3.6(3)]. Just that in [Ske04, Ske06e] we did not yet use the terminology of dilations of a product
system.
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If E⊙ is both strongly full and faithful, then also Observation 3.2 remains true. In [Ske07] we
will show that a strongly continuous product system E⊙ of (concrete) von Neumann correspon-
dences admits a strongly continuous left dilation, if it is strongly full, and a strongly continuous
right dilation, if it is faithful.[24] In this case, the unitary group according to Observation 3.2 is
strongly continuous and so are the two E0–semigroups ϑ and θ.[25] This means that the commu-
tant of E⊙ is also derived from a strongly continuous E0–semigroup and, therefore, possesses
a strongly continuous structure. We do not describe here the definition of strongly continuous
product systems. Apart from missing space, at the time being we have more than one candidate
for a definition, and all candidates work well. We did not yet find out which one we should
consider the best one. Anyway, the results will allow to show the following theorem.
6.5 Theorem. The commutant of a strongly continuous, strongly full and faithful product sys-
tem is strongly continuous, strongly full and faithful, too.
Muhly and Solel [MS05b] have a similar result for measurable product systems under sep-
arability assumptions. However, while our proof relies essentially on the product system struc-
ture (in that we have to construct a left and a right dilation and to use the semigroup structure
encoded by them), their proof is rather a result on general measurable bundles of correspon-
dences and works by a reduction to the analogue result for von Neumann algebras due to Effros
[Eff65]. In general it is far from being obvious why a bundle of intertwiners between bundles
of Banach modules should admit (strongly) continuous sections.
6.6 Remark. The list of dualities may be extended. For instance, the fact that (by using quasi
orthonormal bases of von Neumann B–modules, as suitable substitute for orthonormal bases
of Hilbert spaces) every von Neumann B–module is a complemented submodule of a free von
Neumann B–module, may be used to prove the amplification-induction theorem on the repre-
sentations ρ′ of B′. In the presence of invariant vector states there is a duality between CP-maps
from A to B and CP-maps from B′ to A′ (Albeverio and Hoegh-Krohn [AHK78]) that includes
a duality between tensor dilations of a CP-maps on B and extensions from B′ to B(G) of the
dual of that CP-map; see Gohm and Skeide [GS05]. Applying the duality of CP-maps to the
canonical embedding of a subalgebra A ⊂ B into B (both in standard form) and translating
back the dual map B′ → A′ into a map B → A via twofold Tomita conjugation, one obtains
[24]Unlike continuous product systems (unital B) where existence of a unit vector in E1 was automatic, it is an
open problem whether strongly continuous product systems always have unit vectors. (The C∗–proof does no
longer work, because the invertibles are not open in the strong topology.) So, the results from [Ske04] (existence
of a left and right dilation of the discrete subsystem) and the basic idea of [Ske06a] (how to turn it into a dilation
of the continuous time system) become indispensable.
[25]If we apply this module version of Observation 3.2 to Ba(B) = B, then we obtain a completely different proof
of a result due to Arveson and Kishimoto [AK92]: Every faithful normal E0–semigroup is the restriction of an
inner automorphism group on some B(H) to a subalgebra isomorphic to B.
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the Accardi-Cecchini conditional expectation [AC82] that coincides with the usual conditional
expectation whenever the latter exists; see also Accardi and Longo [Lon84, AL93].
We mention the duality between Rieffel’s Eilenberg-Watts theorem [Rie74b] about functors
between categories of representations of von Neumann algebras and Blecher’s Eilenberg-Watts
theorem [Ble97] about functors between categories of Hilbert modules. When the latter is
restricted to von Neumann modules, the two Eilenberg-Watts theorems are dual to each other
under the commutant; see [Ske06b].
Last but surely not least there is the duality between the product system of a CP-semigroup
in Bhat and Skeide [BS00] and the product system constructed from the same CP-semigroup
by Muhly and Solel [MS02]. The latter is the the commutant of the former, a problem left open
in [MS02] that lead to the notion of commutant of correspondences and product systems in
[Ske03a].
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