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Abstract: The one-loop effective action for the scalar field part of a non-Abelian gauge
theory based on a general gauge group of the form G × U(1), where the gauge group G
is arbitrary, is calculated. A complex scalar field, both Abelian and non-Abelian gauge
fields and Dirac fermions coupled to gauge and scalar fields are included. A general mass
term for the Dirac fields that includes a pseudoscalar term as well as both scalar and
pseudoscalar Yukawa couplings is considered. The background field method is used in its
manifestly gauge condition independent and gauge invariant form to isolate the divergent
part of the one-loop effective action and to calculate the associated renormalisation group
functions. Terms in the renormalised effective action up to and including those quadratic in
the curvature are calculated using renormalisation group methods. The background scalar
field is not assumed to be constant, so the second order derivative terms in the effective
action can be calculated, and the gravitational background is kept arbitrary. The difference
between the gauge condition independent approach and the more standard approach where
gauge condition dependent results are found is demonstrated by explicit calculations. The
anomaly that can arise if the pseudoscalar mass term for the fermions is transformed away
from the classical theory is noted.
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1 Introduction
The study of a general Yukawa model in curved spacetime was given recently [1, 2]. This
previous work considered only the case of an Abelian U(1) gauge field. One of the main
aims of the present paper is to generalise the calculations to non-Abelian theories. Our
principle aim is to calculate the effective action for the scalar field part of a non-Abelian
gauge theory based on a general gauge group of the form G×U(1), where the gauge group
G is arbitrary, at one-loop order. The compete form of the theory will be considered in
Sec. 2 below. The calculations will be done by isolating the divergent parts of the effective
action that just involve the scalar field (along with the vacuum part), so this paper is not
a complete calculation of all of the one-loop divergences. The effective potential will then
be calculated by using the renormalisation group as discussed originally in flat spacetime
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by Coleman and Weinberg [3] and generalised to curved spacetime by Buchbinder and
Odintsov [4] but with the neglect of the R2 terms. (See the overview in [5] based on earlier
analysis in Ref. [6].). The background field method of DeWitt [7] will be utilised, but in
the gauge invariant, gauge condition independent, and field parametrisation independent
formulation given originally by Vilkovisky [8]. The version of this applicable to any order in
perturbation theory was given by DeWitt [9]. The method is reviewed in [5, Chap. 7] and
we will use the notation and conventions found there. We obtain a result for the effective
action, including terms that involve the background scalar field gradient, at one-loop order
up to and including terms that are quadratic in the curvature. This means that we do
not have to restrict the background scalar field to be constant and do not assume that the
background spacetime has constant curvature.
A selected set of earlier references to previous work on Yukawa interactions with scalars
in curved spacetime includes [10–23]. In particular, [23] has looked at the renormalisation
group improved effective potential for the standard model in some detail and shown the
potential importance of the R2 terms in cosmology. Yukawa interactions have also been
considered in related calculations: the asymptotic safety program for quantum gravity [24–
28], in perturbative quantum gravity [29], in unimodular gravity [30–32], and in scale-
invariant gravity [33]. Some other recent work that is relevant includes [34] where non-
perturbative effects in the effective action with Abelian gauge fields and Yukawa terms is
considered; [35, 36] who who examine the role of Yukawa couplings in curved spacetime,
but with no gauge fields.
The outline of our paper is as follows. The general model of a complex scalar field
interacting with both Abelian and non-Abelian gauge fields as well as spinor fields is
given in Sec. 2. Both scalar and pseudoscalar mass terms are included, as are scalar and
pseudoscalar Yukawa couplings. A brief description of the relevant parts of the background
field method [5, 7–9] is given in Sec. 3, and the formal expression for the one-loop effective
action is given. We present a discussion of the role and treatment of gauge conditions
that is essential for understanding how the gauge condition independence is obtained later
in the paper. All of the pole parts for the one-loop effective action coming from the
vector and scalar fields are found in Sec. 4. The local momentum space method originated
by Bunch and Parker [37] is used and some results are checked or obtained using heat
kernel techniques. In Sec. 5 we evaluate the pole part of the one-loop effective action
that arises from the spinor fields by using results form our earlier work [1, 2]. In Sec. 6 we
combine all the results for the pole terms from previous sections and work out the necessary
counterterms and renormalisation group functions. By keeping general parameters in the
gauge conditions we show that all counterterms, apart from the field renormalisation factor,
are independent of the gauge conditions. The correct gauge condition independent field
renormalisation factor is obtained and it is emphasised how gauge condition dependent
renormalisation group functions can result if this is not accounted for properly, and this
has a knock-on effect for the potentials obtained in the subsequent section. In Sec. 7 the
renormalisation group is used to evaluate the effective potential and the gradient part of
the effective action in the case where neither the scalar field nor the spinor fields have
mass terms present. We present a short discussion in the last section and comment on
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an anomaly that was shown to arise [1] if the pseudoscalar mass terms for the fermions
are removed by chiral transformations. Some of the technical calculations are contained or
elaborated on in the Appendices.
2 Non-Abelian gauged Yukawa model
We will consider a set of complex scalar fields arranged in a column vector Φ(x) coupled to
an Abelian gauge field Aµ(x) and a non-Abelian gauge field BAµ(x). We will use A,B, . . .
to label the group indices for a simple gauge group G. The overall symmetry group will be
G×U(1). We will not distinguish between upper and lower group indices and all repeated
indices are summed over the dimension of G. Some useful results and conventions are
summarised in Appendix A.
The bare action for the scalar field will be chosen to be
Sscalar =
∫
dvx
[
(DµΦB)
†(DµΦB)−m
2
sB |ΦB|
2 − ξBR |ΦB|
2 −
λB
6
|ΦB|
4
]
, (2.1)
where the subscript B denotes a bare quantity. We take the spacetime to be curved and
allow a non-minimal coupling to the curvature. dvx = |det gµν(x)|
1/2d4x is the invariant
spacetime volume element and ∇µ denotes the spacetime covariant derivative which for
scalars is just the ordinary derivative. The gauge covariant derivative of Φ is defined by
DµΦ = ∇µΦ− iesAµΦ− ig BAµTAΦ, (2.2)
with the scalar field U(1) coupling constant es and the non-Abelian gauge coupling constant
g. The generators TA in (2.2) are in the appropriate representation for the scalar field and
we choose these generators to be Hermitian. Because we are only considering the terms in
the one-loop effective action that depend on a background scalar field we do not need to
consider the renormalisation of either es or g. This would not be the case if we were to
consider the full renormalisation by including background gauge fields.
The vector field part of the action is
Svector = −
1
4
∫
dvx (F
µνFµν +BAµνBA
µν) , (2.3)
where the Abelian and non-Abelian field strengths are defined by
Fµν = ∇µAν −∇νAµ, (2.4a)
BAµν = ∇µBAν −∇νBAµ + gfABCBBµBCν , (2.4b)
respectively.
We also consider the coupling of the scalar field to spinor fields through a Yukawa
coupling. We will allow for the presence of both scalar and pseudoscalar Yukawa couplings
as well as scalar and pseudoscalar mass terms for the spinor fields. As a simple analogue
of the S(2) × U(1) electroweak theory we will consider a G-singlet spinor field χ(x) that
couples to the U(1) vector field (as well as the scalar field), and another spinor field Ψ(x)
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that transforms under U(1) and under G in the same way as the scalar field Φ(x). This
allows for Yukawa interactions in the generic form χΦ†Ψ that we write in detail in (2.5).
The spinor field part of the action will be written as
Sspinor =
∫
dvx
[
χ¯(iγµDµ −mχ − imχ5γ5)χ+ Ψ¯(iγ
µDµ −mψ − imψ5γ5)Ψ
− χ¯(w + iw5γ5)Φ
†Ψ− Ψ¯Φ(w∗ + iw∗5γ5)χ
]
. (2.5)
Here
Dµχ = ∇µχ− ieχAµχ, (2.6a)
DµΨ = ∇µΨ− ieψ AµΨ− ig BAµTAΨ, (2.6b)
define the gauge covariant derivatives with eχ and eψ the U(1) coupling constants for χ
and Ψ respectively, and g the coupling constant for Ψ to the non-Abelian gauge field. The
representation for Ψ must be the same as that for Φ if the action in (2.5) is to make sense.
In (2.5) we usemχ and mχ5 to be the scalar and pseudoscalar mass terms for χ with similar
expressions for Ψ. These mass terms could be generalised to non-trivial matrices but we
will not consider this here. The scalar and pseudoscalar Yukawa couplings are denoted by
w and w5 and are treated as complex numbers. The form of the action in (2.5) is real as
written. It is customary to omit the pseudoscalar mass terms. In flat spacetime they can
always be removed from the Dirac equation not coupled to any gauge fields by a chiral
rotation of the spinor field. However in the presence of gravity or a non-trivial background
gauge field an anomaly can arise [1, 2]. These anomalies turn out not to affect the one-loop
counterterms but we will keep them in and discuss them later in Sec. 7.
The γ-matrices in (2.5) are defined in terms of the usual flat spacetime γ-matrices as
given by [38] for example by using the vierbein formalism. The covariant derivative ∇µ
appearing in (2.6a) and (2.6b) contains the usual spin connection. We use the results and
conventions of [5, Chapter 5] here.
Because we are in curved spacetime we must also include the gravitational part of the
action
Sgrav =
∫
dvx
(
ΛB + κBR+ α1BR
µνλσRµνλσ + α2BR
µνRµν + α3BR
2
)
, (2.7)
in order to remove divergences from the vacuum part of the effective action.
The complete classical action is then given by
S = Sscalar + Svector + Sspinor + Sgrav. (2.8)
It will be invariant under the following infinitesimal gauge transformations
δAµ = ∇µδǫ, (2.9a)
δBAµ = ∇µδǫA + gfABCBBµδǫC , (2.9b)
δΦ = i (es δǫ+ g δǫATA)Φ, (2.9c)
δΦ† = −iΦ†(es δǫ+ g δǫATA), (2.9d)
– 4 –
δχ = i eχ δǫ χ, (2.9e)
δΨ = i (eψ δǫ+ g δǫATA)Ψ. (2.9f)
Here δǫ is the infinitesimal parameter corresponding to the U(1) part of the gauge group,
and δǫA are the infinitesimal parameters for the non-Abelian part G of the gauge group.
In the next section we will consider the background field method applied to the scalar
sector of the one-loop effective action based on (2.8).
3 Background field method and effective action
The starting point is to expand all fields about a background part and a quantum part,
where by quantum we mean that it is integrated over in the functional integral that defines
the effective action. Because we only want the scalar field part of the effective action this
means that we only need to consider background scalar fields; the background spinor and
vector fields can be set equal to zero here. This prohibits us from performing a complete
one-loop analysis of the counterterms but is sufficient for calculating the terms in the
effective action that depend only on the background scalar fields. In particular we will
not calculate the renormalisation group functions for the gauge coupling constants or the
Yukawa coupling constants, but these are not required for the one-loop effective potential.
Neglect of the background vector and spinor fields results in considerable simplification. Of
course there is nothing stopping the approach being generalised to include the background
vector and spinor fields other than technical complexity.
We denote the background scalar field by Φ¯ and we do not assume that it is constant.
This is essential if we are to calculate the relevant scalar field renormalisation. We replace
Φ by Φ¯ + Φ in (2.1) and (2.5) where Φ is now treated as a quantum field in the sense that
it is integrated over in the functional integral. The gauge and spinor fields are treated
as quantum. To one-loop order we just need terms in the action that are quadratic in
the quantum fields. For the spinor part of the action (2.5), because χ and Ψ are treated
as quantum fields, we simply take Φ = Φ¯ to quadratic order. The quantum spinor fields
do not couple to any of the other quantum fields so this enables us to consider the Bose
and spinor contributions to the effective action separately as the functional integral will
factorise. The spinor field contribution will be considered in Sec. 5. For now we concentrate
on just the Bose fields. Our description here will be very brief and the reader unfamiliar
with the formalism should consult [5, 8, 9] for more details.
The vector part that is quadratic in the quantum fields is obtained from (2.3) by
simply dropping the non-linear term in (2.4b). The scalar field part coming from (2.1) is
more complicated as it involves coupling terms between the gauge and scalar fields. Before
writing this out we will consider the issue of gauge conditions.
If we use DeWitt’s condensed notation [7] and let ϕi stand for all of the Bose fields,
then the gauge transformations can be written as
δϕi = Kiα δǫ
α. (3.1)
Here δǫα = (δǫ, δǫA) represents the complete set of infinitesimal gauge parameters, and the
expressions for Kiα follow from (2.9).
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Central to the Vilkovisky-DeWitt construction of the effective action is the metric on
the space of fields. The generators of the gauge transformations in (3.1) are Killing vectors
for this metric. In the present theory the field space metric follows from the action (2.1)
and (2.3) (by analogy with the non-linear sigma model) to have the non-zero components
g
Φi(x)Φ
†
j(x
′)
= g
Φ†i (x)Φj(x
′)
= δij δ(x, x
′), (3.2a)
gAµ(x)Aν(x′) = −g
µν(x) δ(x, x′), (3.2b)
gBAµ(x)BBν (x′) = −δAB g
µν(x) δ(x, x′). (3.2c)
(The minus signs that occur in (3.2b) and (3.2c) are a consequence of our choice for
the spacetime metric signature.) In place of indices we use the actual fields to label the
components. The utility of this was shown originally by Kunstatter [39]. An important
point to note here is that because the field space metric has no explicit dependence on the
fields the corresponding Christoffel connection will vanish.
The Landau-DeWitt gauge condition is defined by
Cα = K¯α i ϕ
i = 0. (3.3)
Here ϕi now denotes the quantum field (variable of integration in the functional integral)
and K¯α i is the gauge generator evaluated at the background field. There are two gauge
conditions in our case that we will write in normal notation as
C(x) = ∇µAµ + i ζ1(Φ
†Φ¯− Φ¯†Φ), (3.4a)
CA(x) = ∇
µBAµ + i ζ2(Φ
†TAΦ¯− Φ¯
†TAΦ). (3.4b)
In order to show the gauge condition dependence of the usual formalism we have introduced
two gauge parameters ζ1 and ζ2 here. The Landau-DeWitt gauge choice is specified by
ζ1 = es, (3.5a)
ζ2 = g, (3.5b)
as follows directly from (3.3) by uncondensing the notation and using (2.9) and (3.2).
It is possible to keep ζ1 and ζ2 completely arbitrary. If this is done then it is necessary
to allow for a non-trivial connection term in the Vilkovisky-DeWitt formalism above and
beyond the Christoffel connection. This connection term enters the covariant differentiation
in the expansion of the action about the background field and if done correctly completely
cancels out the dependence on the parameters ζ1 and ζ2. The explicit demonstration of
this was first given by Fradkin and Tseytlin [40] in the case of scalar electrodynamics. The
demonstration of this in the present theory will be given elsewhere as a different approach
to the calculations is more efficient for this.
Because the formalism is completely independent of the gauge conditions, unlike the
traditional methods, we can choose a particular gauge to simplify the calculations. The
most convenient choice, as emphasised originally by Fradkin and Tseytlin [40], is the
Landau-DeWitt gauge condition specified by (3.4) and (3.5). At one-loop order it is easy to
– 6 –
see (e.g. [5, p. 378]) that the Landau-DeWitt gauge choice results in the extra terms in the
Vilkovisky-DeWitt connection making no contribution to the result. For the present theory
we also have the Christoffel term vanishing as mentioned above, so the complete connec-
tion makes no contribution. The net result is that we are able to adopt the conventional
background field method provided that we adopt the Landau-DeWitt gauge conditions.
Just to be clear, any choice of gauge conditions will lead to a result that coincides with
that found by the traditional method in the Landau-DeWitt gauge; the Landau-DeWitt
gauge choice is not mandatory for the calculation of the effective action but it makes the
calculations far simpler. Our calculations will be in the Landau-DeWitt gauge (3.4) and
(3.5) but we will relax the requirement of (3.5) until the end as this will show the gauge
condition dependence of the traditional method.
The gauge conditions (3.4) can be incorporated into the functional integration that
defines the effective action with Dirac δ-functions along with the associated Faddeev-Popov
determinant factors. The part of the one-loop effective action that arises from the scalar
and vector fields, the Bose part Γ
(1)
Bose, is given by
eiΓ
(1)
Bose =
∫
dµBose δ[C(x)] δ[CA(x)] (det Q) e
i SquadBose , (3.6)
where dµBose indicates the functional integral measure over the Bose fields Φ,Φ
†, Aµ, BAµ,
det Q is the Faddeev-Popov determinant, and SquadBose represents that part of the classical
action that comes from the scalars and vectors and is quadratic in the quantum fields. With
the gauge choice of (3.4) we have
Q =
(
Qxx′ QxBx′
QAxx′ QAxBx′
)
, (3.7)
where
Qxx′ =
(
x + 2 ζ1es |Φ¯|
2
)
δ(x, x′), (3.8a)
QxBx′ = 2 ζ1g τB δ(x, x
′), (3.8b)
QAxx′ = 2 ζ2es τA δ(x, x
′), (3.8c)
QAxBx′ =
(
δABx + 2 ζ2g ρAB
)
δ(x, x′). (3.8d)
We have defined
τA = Φ¯
†TAΦ¯, (3.9)
and
ρAB =
1
2
Φ¯†(TATB + TBTA)Φ¯, (3.10)
as in (A.7) and (A.8).
The spinor part of the one-loop effective action, Γ
(1)
Fermi, is given by
eiΓ
(1)
Fermi =
∫
dµFermi e
i Squad spinor , (3.11)
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where dµFermi represents the integration over the spinor fields χ, χ¯,Ψ, Ψ¯, and Squad spinor
is given by (2.5) with Φ = Φ¯ taken there. The integration in (3.11) treats the fields as
anti-commuting Grassmann variables. The result for Γ
(1)
Fermi in (3.11) will be considered in
Sec. 5 after we have evaluated the contribution from Bose fields in the next section.
4 Bose field contribution ΓBose
4.1 Expansion of the effective action
From (3.6), in order to evaluate the functional integral it is necessary to deal with the
Dirac δ-functions that encode the gauge conditions. The usual method is to exponentiate
them using the functional equivalent of the identity
δ(x) = lim
α→0
(−πiα)−1/2 e− i
x2
α . (4.1)
If this procedure is followed then the vector fields operators involve what was called non-
minimal by Barvinsky and Vilkovisky [41] where the second order derivative terms do not
just involve  = ∇µ∇
µ but can also have an explicit dependence on ∇µ∇ν . Although it
is perfectly possible to deal with such operators, there are extra complications in curved
spacetime. (See for example, [2] for how this works in a simple Abelian gauge theory.)
What we will do instead avoids the need for non-minimal operators to a large degree, and
also does not require the introduction of any extra gauge parameters like α in (4.1).
In place of (4.1) we can use a Lagrange multiplier σ and adopt the functional analogue
of
δ(x) =
1
2π
∫
dσ eiσx. (4.2)
We can then take (3.6) to read
eiΓ
(1)
Bose = (det Q)
∫
dµ˜Bose e
i S˜quadBose . (4.3)
Here
S˜quadBose = SquadBose +
∫
dvx
[
σ(x)C(x) + σA(x)CA(x)
]
, (4.4)
with σ(x) and σA(x) the Lagrange multiplier fields that enforce the gauge conditions (3.4),
and dµ˜Bose indicates the functional integral measure over the Bose fields including the
Lagrange multipliers, the full set being Φ,Φ†, Aµ, BAµ, σ, σA. It is advantageous to use
the gauge conditions in (3.6) to simplify the quadratic part of the action by eliminating
(∇µAµ)
2 and (∇µBAµ)
2 in terms of Φ, Φ¯ using (3.4). This completely removes the non-
minimal terms from the vector field operators, but of course there is a price to pay for this
as we will see later.
It is convenient to write S˜quadBose in the form
S˜quadBose = S0 + S1 + S2, (4.5)
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where the subscripts 0, 1, 2 indicate the power of the background scalar field Φ¯ that occurs.
The explicit results for the three terms in (4.5) are
S0 =
∫
dvx
[ 1
2
AµAµ +
1
2
RµνAµAν +
1
2
BµABAµ +
1
2
RµνBAµBAν
+ σA∇
µBAµ + σ∇
µAµ +∇
µΦ†∇µΦ−m
2
sΦ
†Φ− ξRΦ†Φ
]
, (4.6)
that contains no dependence on the background scalar field,
S1 =
∫
dvx
[
2 iesA
µΦ†∇µΦ¯− 2 iesA
µ∇µΦ
†Φ¯ + 2 igBAµΦ
†TA∇µΦ¯− 2 igBAµ∇µΦ
†TAΦ¯
+ iζ1σ(Φ
†Φ¯− Φ¯†Φ) + iζ2σA(Φ
†TAΦ¯− Φ¯
†TAΦ)
]
, (4.7)
that contains all terms with a linear dependence on Φ¯, and
S2 =
∫
dvx
[
αij ΦiΦj + βij Φ
†
iΦ
†
j + γij Φ
†
iΦj + e
2
s|Φ¯|
2AµAµ
+ 2 esg τAA
µBAµ + g
2 ρAB B
µ
ABAµ
]
, (4.8)
that contains all terms quadratic in the background scalar field. We have used (3.9) and
(3.10) here and have defined
αij =
(
−
1
2
ζ21 + ζ1es −
λ
6
)
Φ¯†i Φ¯
†
j +
(
−
1
2
ζ22 + ζ2g
)
(Φ¯†TA)i(Φ¯
†TA)j (4.9a)
βij = (αij)
† =
(
−
1
2
ζ21 + ζ1es −
λ
6
)
Φ¯iΦ¯j +
(
−
1
2
ζ22 + ζ2g
)
(TAΦ¯)i(TAΦ¯)j (4.9b)
γij =
(
ζ21 − 2 ζ1es −
λ
3
)
Φ¯iΦ¯
†
j + (ζ
2
2 − 2 ζ2g)(TAΦ¯)i(Φ¯
†TA)j −
λ
3
δij |Φ¯|
2. (4.9c)
We can use (A.6) to reduce these expressions slightly but we will not do this at this stage.
We will wait until the end of the calculation and use (A.7) and (A.8) instead.
The aim now is to treat S1 and S2 as interactions and work to quartic order in Φ¯. The
terms in S0 determine the propagators to be used when the interaction terms are reduced
using Wick’s theorem. Only terms that correspond to connected one-particle irreducible
diagrams need to be considered. Because S0 involves terms that are not diagonal in the
fields it is necessary to be careful here.
We can write
Γ
(1)
Bose = −i ln detQ− i
〈
ei(S1+S2)
〉
, (4.10)
where 〈· · · 〉 means to evaluate what is enclosed by the angle brackets using Wick’s theorem
with only one-particle irreducible terms kept. To quartic order in Φ¯ we have
Γ
(1)
Bose = −i ln detQ+ Γ0 + Γ2 + Γ4 + · · · , (4.11)
where Γ0 denotes a vacuum term that is independent of Φ¯ that we will consider later, and
Γ2 = 〈S2〉+
i
2
〈S21〉, (4.12)
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Γ4 =
i
2
〈S2〉 −
1
2
〈S2S
2
1〉 −
i
24
〈S41〉, (4.13)
give the quadratic and quartic terms in Φ¯ coming from the scalars and vectors. There are
also quadratic and quartic terms coming from the Faddeev-Popov ghost determinant that
we will consider later in Sec. 4.4.
The Green’s functions used in the evaluation of the terms in (4.12) and (4.13) follow
from S0 in (4.6). The scalar fields occur without coupling to the other fields so we simply
have
〈Φi(x)Φ
†
j(x
′)〉 = i δij ∆(x, x
′), (4.14)
where
(−−m2s − ξR)∆(x, x
′) = δ(x, x′). (4.15)
(Clearly, 〈Φi(x)Φj(x
′)〉 = 〈Φ†i (x)Φ
†
j(x
′)〉 = 0.) The vector fields and Lagrange multipliers
are coupled together but with no coupling between the Abelian and non-Abelian parts.
We will first consider the Abelian part.
Define the functional integral
Z[Jµ, L] =
∫
[dAdσ] eiE , (4.16)
where
E =
∫
dvx
[1
2
Aµ(gµν+Rµν)A
ν + σ∇µAµ + J
µAµ + Lσ
]
, (4.17)
and [dAdσ] represents the functional measure over the Abelian gauge field Aµ and the
Lagrange multiplier field σ. Now define a Green’s function Gµν(x, x′) by
(gµν+Rµν)G
νλ(x, x′) = δλµδ(x, x
′), (4.18)
so that Gµν(x, x′) may be viewed as the inverse of the operator gµν+Rµν . By operating
on both sides of (4.18) with ∇µ∇′λ where ∇
′
λ is the covariant derivative at x
′, it is possible
to show that
∇µ∇
′
νG
µν(x, x′) = −δ(x, x′). (4.19)
(This is trivial to show in flat spacetime; the curved spacetime result makes use of the
contracted Bianchi identity.)
In (4.16) consider the integration over Aµ first and make the translation of integration
variable
Aµ(x)→ Aµ(x) +
∫
dvx′ G
µν(x, x′)[∇′νσ(x
′)− Jν(x
′)], (4.20)
which is chosen to eliminate the linear term in Aµ that occurs in (4.17). After some
manipulations involving integration by parts and use of (4.19) it can be shown that when
(4.20) is made,
E →
1
2
∫
dvxA
µ(gµν+Rµν)A
ν −
1
2
∫
dvxdvx′ J
µ(x)Gµν(x, x
′)Jν(x′) + Eσ, (4.21)
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where Eσ is given by
Eσ =
∫
dvx
[1
2
σ2(x) + L(x)σ(x)
]
−
∫
dvxdvx′ σ(x)Jµ(x
′)∇νG
µν(x′, x). (4.22)
Now make the translation in the integration variable σ(x) defined by
σ(x)→ σ(x)− L(x) +
∫
dvx′ Jµ(x
′)∇νG
µν(x′, x), (4.23)
chosen to eliminate the term linear in σ(x) in (4.22). After a bit of calculation it follows
that (4.16) becomes
Z[Jµ, L] = Z[0, 0] eiE , (4.24)
where
E = −
∫
dvxdvx′ Jµ(x)G˜
µν(x, x′)Jν(x
′)
+ 2
∫
dvxdvx′ Jµ(x
′)∇νG
µν(x′, x)L(x) −
∫
dvx L
2(x). (4.25)
(Z[0, 0] will be evaluated in Sec. 4.5 as it is not needed here.) We have defined G˜µν(x, x′)
by
G˜µν(x, x′) = Gµν(x, x′) +
∫
dvx′′∇
′′
λG
µλ(x, x′′)∇′′σG
νσ(x′, x′′). (4.26)
The two-point functions are now easily evaluated from (4.24) and (4.25). For example,
〈Aµ(x)Aν(x
′)〉 =
1
Z[0, 0]
∫
[dAdσ]Aµ(x)Aν(x
′)eiS0
=
1
Z[0, 0]
(
−i
δ
δJµ(x)
)(
−i
δ
δJν(x′)
)
Z[Jµ, L]
∣∣∣∣
Jµ=L=0
= i G˜µν(x, x′). (4.27)
In a similar way,
〈Aµ(x)σ(x
′)〉 = −iGµ(x, x
′), (4.28)
where
Gµ(x, x
′) = ∇′νGµν(x, x
′). (4.29)
Finally,
〈σ(x)σ(x′)〉 = i δ(x, x′). (4.30)
A similar analysis to that just described applied to the Yang-Mills field gives
〈BAµ(x)BBν(x
′)〉 = i δAB G˜
µν(x, x′), (4.31a)
〈BAµ(x)σB(x
′)〉 = −i δAB Gµ(x, x
′), (4.31b)
〈σA(x)σB(x
′)〉 = i δAB δ(x, x
′). (4.31c)
The results in (4.14),(4.27),(4.28),(4.30) and (4.31) enable all of the terms in the one-
loop effective action to be determined. Before proceeding with the evaluation of the one-
loop effective action it is advantageous to put (4.26) into a more convenient form. This is
described in Appendix B.
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4.2 Poles in Γ2
It is now a straightforward matter to evaluate the pole part of Γ2 defined in (4.12). From
(4.8) we have
〈S2〉 =
∫
dvx
[
γij〈Φ
†
iΦj〉+ e
2
s|Φ¯|
2〈AµAν〉+ g
2ρAB〈B
µ
ABBµ〉
]
= i
∫
dvx
[
γii∆(x, x) +
(
e2s|Φ¯|
2 + g2ρAA
)
G˜µµ(x, x)
]
, (4.32)
where (4.14), (4.27) and (4.31a) were used.
If PP{· · · } denotes the pole part of any expression in dimensional regularisation then
using (B.14) and (B.15) it can be shown that
PP{〈S2〉} =
1
8π2ǫ
∫
dvx
{[
ζ21 − 2 ζ1es + ζ
2
2 C2 − 2 ζ2 g C2 −
λ
3
(dR + 1)
]
m2s |Φ¯|
2 (4.33)[
ζ21 − 2 ζ1es + ζ
2
2 C2 − 2 ζ2 g C2 −
λ
3
(dR + 1)
](
ξ −
1
6
)
−
1
2
e2s −
1
2
g2 C2
]
R |Φ¯|2
}
.
We have just written C2 in place of C2(GR) since no confusion should arise as we only
consider one representation here. The results of (4.9c) and (3.10) have been used along
with (A.3).
Turning next to 〈S21〉 we use (4.7) and the result is somewhat more complicated than
that for 〈S2〉. For convenience it proves useful to write S1 in the form
S1 = S11 + S12 + · · ·+ S16, (4.34)
where S11, . . . , S16 represent the six terms that occur on the right hand side of (4.7). A
consideration of the non-trivial pairings in 〈S21〉 shows that
〈S21〉 = 2 〈S11S12〉+ 2 〈S11S15〉+ 2 〈S12S15〉+ 2 〈S13S14〉+ 2 〈S13S16〉+ 2 〈S14S16〉
+ 〈S215〉+ 〈S
2
16〉. (4.35)
From the first two terms on the right hand side of (4.7) it can be shown that
〈S11S12〉 = −4 e
2
s
∫
dvxdvx′∇
′
νΦ¯
†(x′)∇µΦ¯(x)G˜
µν(x, x′)∆(x, x′), (4.36)
if we use (4.14) and (4.27). Using (B.16) shows that
PP{〈S11S12〉} = −
3 i e2s
8π2ǫ
∫
dvx∇
µΦ¯†∇µΦ¯. (4.37)
From the first and fifth terms in (4.7) it follows that
〈S11S15〉 = 2 ζ1 es
∫
dvxdvx′Φ¯
†(x′)∇µΦ¯(x)G
µ(x, x′)∆(x, x′),
if we use (4.14) and (4.28). From (B.17) we find
PP{〈S11S15〉} = −
i ζ1 es
8π2ǫ
∫
dvx∇
µΦ¯†∇µΦ¯. (4.38)
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In a similar way, and as is obvious from symmetry,
PP{〈S12S15〉} = −
i ζ1 es
8π2ǫ
∫
dvx∇
µΦ¯†∇µΦ¯. (4.39)
For 〈S13S14〉 we need (4.14) and (4.31a). The definition in (A.3) is also required. It is
found that
PP{〈S13S14〉} = −
3 i g2 C2
8π2ǫ
∫
dvx∇
µΦ¯†∇µΦ¯. (4.40)
For 〈S13S15〉 we use (4.14) and (4.31b) along with (A.3) to obtain
PP{〈S13S15〉} = −
i ζ2 g C2
8π2ǫ
∫
dvx∇
µΦ¯†∇µΦ¯. (4.41)
In a similar way, or by symmetry,
PP{〈S14S16〉} = −
i ζ2 g C2
8π2ǫ
∫
dvx∇
µΦ¯†∇µΦ¯. (4.42)
For 〈S215〉 we need to use (4.14) and (4.30). It is found that
〈S215〉 = −2 ζ
2
1
∫
dvx|Φ¯|
2∆(x, x).
Use of (B.14) shows that
PP{〈S215〉} =
iζ21
4π2ǫ
∫
dvx
[
m2s |Φ¯|
2 +
(
ξ −
1
6
)
R |Φ¯|2
]
. (4.43)
A similar result to this holds for 〈S216〉 with an extra factor of the Casimir invariant C2
coming from the use of (A.3):
PP{〈S216〉} =
iζ22 C2
4π2ǫ
∫
dvx
[
m2s |Φ¯|
2 +
(
ξ −
1
6
)
R |Φ¯|2
]
. (4.44)
Using (4.37)–(4.44) back in (4.35) shows that
PP{〈S21〉} =
i
8π2ǫ
∫
dvx
{
− (6 e2s + 4 ζ1 es + 6 g
2 C2 + 4 ζ2 g C2)∇
µΦ¯†∇µΦ¯
+ (2 ζ21 + 2 ζ
2
2 C2)
[
m2s +
(
ξ −
1
6
)
R
]
|Φ¯|2
}
. (4.45)
If we now combine (4.33) with (4.45) we will obtain the pole part of Γ2 from (4.12) to
be
PP{Γ2} =
1
8π2ǫ
∫
dvx
{
(3 e2s + 2 ζ1 es + 3 g
2 C2 + 2 ζ2 g C2)∇
µΦ¯†∇µΦ¯
−
[
2 ζ1 es + 2 ζ2 g C2 +
λ
3
(dR + 1)
][
m2s +
(
ξ −
1
6
)
R
]
|Φ¯|2
−
1
2
(e2s + g
2 C2)R |Φ¯|
2
}
. (4.46)
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There are no other sources for pole terms that are quadratic in the background scalar
fields in the traditional effective action method, so this clearly shows the gauge condition
dependence of the result through the dependence on the two parameters ζ1 and ζ2. As
mentioned, in the Vilkovisky-DeWitt method there will be extra contributions coming from
the additional terms in the connection that will cancel these gauge condition parameters
to leave a result that coincides with the Landau-DeWitt gauge condition given in (3.5) and
which is free of any dependence on these parameters.
4.3 Poles in Γ4
Some details in the evaluation of the three terms in (4.13) are contained in Appendix C.
If we use (C.13), (C.15) and (C.17) then we can write
PP{Γ4} =
1
8π2ǫ
∫
dvx
(
A |Φ¯|4 +B τ2A +Dρ
2
AB
)
, (4.47)
with τA and ρAB given by (3.9) and (3.10). The three coefficients in (4.47) are found to be
A = −3 e4s − 2 ζ
2
1 e
2
s −
2λ
3
(ζ1 es + C2 ζ2 g)−
(dR + 4)
18
λ2, (4.48a)
B = −6 e2s g
2 − 4 ζ1 ζ2 es g, (4.48b)
D = −3 g4 − 2 ζ22 g
2. (4.48c)
As a check on these results we can compare them with the Abelian case in the Landau-
DeWitt gauge calculated in [2]. If we set ζ2 = g = 0, dR = 1 and ζ1 = es then A =
−5 e4s − 2λ e
2
s/3 − 5λ
2/18, B = D = 0 which does agree with the analogous result of
[2]. We can also check agreement by taking ζ1 = es = 0, ζ2 = g and dR = 1 along with
TA → 1. In this case we have A = −2λ g
2/3 − 5λ2/18, B = 0, D = −5 g4 so that the
overall coefficient of |Φ¯|4 is A+D = −5 g4 − 2λ g2/3− 5λ2/18 just as before.
The overall coefficient of |Φ¯|4 in (4.47) is found by using (A.7) and (A.8) to reduce the
second and third terms. However before doing this we will consider the ghost contribution
−i ln detQ coming from the first term of (4.11).
4.4 Ghost contribution
The ghost contribution to the one-loop effective action is given by
Γghost = −i ln detQ, (4.49)
where Q was defined in (3.7) with (3.8). It is most expedient to use heat kernel methods
here since this will also give us the vacuum contributions as well that depend on the
spacetime curvature. We will indicate how the pole parts of (4.49) that involve quadratic
and quartic terms in Φ¯ may also be found perturbatively.
The operator Q was defined in (3.7) takes the general form
Q =
(
x 0
0 δAB x
)
δ(x, x′) +
(
Xx x XxBx
XAxx XAxBx
)
δ(x, x′), (4.50)
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where
Xxx = 2 ζ1 es|Φ¯|
2, (4.51a)
XxBx = 2 ζ1 g τB , (4.51b)
XAxx = 2 ζ2 es τA, (4.51c)
XAxBx = 2 ζ2 g ρAB . (4.51d)
For any covariant derivative Dµ and any X(x) we have (using the notation of [5, pages
193–194])
PP
{
i ln det(D2 +X)
}
= −
1
8π2ǫ
∫
dvx trE2(x), (4.52)
where
E2 =
(
1
72
R2 −
1
180
RµνRµν +
1
180
RµνλσRµνλσ
)
I
+
1
12
W µνWµν +
1
2
X2 −
1
6
RX. (4.53)
Here Wµν = [Dµ,Dν ] = 0 since the ghost fields are scalars, but we quote the more general
result for later reference. A total derivative of X in (4.53) has been discarded as it cannot
contribute to (4.52). (See [7, 42, 43] for original calculations of the heat kernel coefficients
or [5, 44–47] for reviews.) For the ghost operator in (4.50) we have
tr I = 1 + dR, (4.54)
trX = 2 ζ1 es |Φ¯|
2 + 2 ζ2 g C2 |Φ¯|
2, (4.55)
trX2 = 4 ζ21 e
2
s |Φ¯|
4 + 8 ζ1 ζ2 es g τ
2
A + 4 ζ
2
2 g
2 ρ2AB. (4.56)
We then find
PP{Γghost} =
1
8π2ǫ
∫
dvx
[
(dR + 1)
( 1
72
R2 −
1
180
RµνRµν +
1
180
RµνλσRµνλσ
)
−
1
3
(ζ1 es + C2 ζ2 g)R |Φ¯|
2 + 2 ζ21 e
2
s |Φ¯|
4
+ 4 ζ1 ζ2 es g τ
2
A + 2 ζ
2
2 g
2 ρ2AB
]
. (4.57)
As with previous results, the final three terms in (4.57) can be combined into a single term
that involves |Φ¯|4 if we use (A.7) and (A.8).
The last four terms of (4.57) can also be evaluated by more traditional methods along
the lines of our previous approach. Define anticommuting Faddeev-Popov ghosts θ(x) and
θA(x). Then we can write (4.49) as
eiΓghost =
∫
[dθ dθA] e
i Sghost , (4.58)
where
Sghost =
∫
dvx
(
θ¯ θ + θ¯A θA
)
+ Sintghost, (4.59a)
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Sintghost =
∫
dvx
(
2 ζ1 es |Φ¯|
2 θ¯ θ + 2 ζ1 g τA θ¯ θA
+ 2 ζ2 es τA θ¯A θ + 2 ζ2 g ρAB θ¯A θB
)
. (4.59b)
Sghost is treated as the action for the ghost fields, with (4.59b) treated as an interaction.
It then follows that, with the neglect of the vacuum terms,
PP{Γghost} = PP
{〈
Sintghost
〉
+
i
2
〈(
Sintghost
)2〉}
. (4.60)
The basic relations needed here are
〈θ(x) θ¯(x′)〉 = −i∆g(x, x
′), (4.61a)
〈θA(x) θ¯B(x
′)〉 = −i δAB ∆g(x, x
′), (4.61b)
where
−∆g(x, x
′) = δ(x, x′). (4.62)
The local momentum space expansion for ∆g(x, x
′) follows from taking m2s = 0 and ξ = 0
in the Green’s function for the scalar field given in (B.12). In particular we find
PP{∆g(x, x)} =
i
48π2ǫ
R, (4.63)
PP{∆2g(x, x
′)} = −
i
8π2ǫ
δ(x, x′), (4.64)
from (B.14) and (B.18).
It is now straightforward to show that〈
Sintghost
〉
= 2i
∫
dvx (ζ1 es + C2 ζ2 g) |Φ¯|
2∆g(x, x), (4.65)〈(
Sintghost
)2〉
=
∫
dvxdvx′
[
4 ζ21 e
2
s |Φ¯(x)|
2 |Φ¯(x′)|2 + 8 ζ1 ζ2 es g τA(x) τA(x
′)
+ 4 ζ22 g
2 ρAB(x) ρAB(x
′)
]
∆2g(x, x
′). (4.66)
Upon use of (4.63) and (4.64) in these last two results, and substitution back into (4.60),
the last four terms of (4.57) are found as claimed.
4.5 Vacuum contribution
To complete the pole part of the one-loop effective action we need the vacuum part that
is independent of the background scalar fields and depends only on the curvature of the
background spacetime. This follows directly by performing the integration over the Bose
fields using (4.6) and adding in the ghost contribution from (4.57). We can define the
vacuum Bose field contribution to be ΓvacBose where
eiΓ
vac
Bose =
∫
dµ ei S0 . (4.67)
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Here dµ stands for the functional measure over the Bose fields Φ†,Φ, Aµ, BAµ, σ and σA.
The form of S0 in (4.6) shows that the functional integral factorises into three: one over Φ
†
and Φ, one over Aµ and σ, and one over BAµ and σA. The integral over Φ
† and Φ gives rise
to [det(+m2s + ξR)]
−1. The integral over Aµ and σ can be done as described in Sec. 4.1
and coincides with Z[0, 0] defined in (4.16) with (4.17). Making the change of variables in
(4.20) with Jν = 0 taken there results in
Z[0, 0] =
[
det
(
δµν +R
µ
ν
)]−1/2
. (4.68)
up to an overall constant. The integral over BAµ and σA may be done in the same way
and gives [det(δµν +R
µ
ν )]−dR/2 allowing for the extra gauge indices. The net result is that
ΓvacBose = i ln det
(
+m2s + ξR
)
+
i
2
(dR + 1) ln det
(
δµν +R
µ
ν
)
. (4.69)
We now use the basic heat kernel result (4.52) with (4.53). For the scalar fields Wµν = 0
and Xij = (m
2
s + ξR) δij . For the vector fields (Wµν)
λ
σ = −Rµν
λ
σ and X
µ
ν = R
µ
ν . The
net result is that
PP{ΓvacBose} = −
1
8π2ǫ
∫
dvx
{ 1
18
[
9 dR
(
ξ −
1
6
)2
− dR − 1
]
R2
+
1
180
(42 dR + 43)R
µνRµν −
1
360
(9 dR + 11)R
µνλσRµνλσ
+
1
2
dRm
4
s + dR
(
ξ −
1
6
)
m2s R
}
. (4.70)
is the expression for the pole part of the one-loop effective action that involves just the
Bose fields and contains no terms in the background scalar field.
4.6 Complete expression for the one-loop scalar pole terms
In this section we will combine all of the separate pieces of the pole terms for the one-loop
effective action worked out above. Using (4.46), (4.47), (4.57) and (4.70) along with (A.7)
and (A.8) the following result is obtained:
PP{Γ
(1)
Bose} =
1
8π2ǫ
∫
dvx
{
(3 e2s + 2 ζ1 es + 3 g
2 C2 + 2 ζ2 g C2)∇
µΦ¯†∇µΦ¯
−
[
2 ζ1 es + 2 ζ2 g C2 +
λ
3
(dR + 1)
]
m2s |Φ¯|
2
−
[1
2
e2s +
1
2
g2 C2 +
1
3
ζ1 es +
1
3
C2 ζ2 g
+
(
ξ −
1
6
)(
2 ζ1 es + 2 ζ2 g C2 +
λ
3
(dR + 1)
)]
R |Φ¯|2
−
[
3 e4s +
2λ
3
(ζ1 es + C2 ζ2 g) +
(dR + 4)
18
λ2
+ 6C2 e
2
s g
2
(
dR − 1
dG
)
+ 3C22 g
4
(
(dR − 1)(d
2
R + 2 dR − 2)
2 d2G
)]
|Φ¯|4
+
1
72
[
5 dR + 5− 36 dR
(
ξ −
1
6
)2]
R2
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−
1
180
(43 dR + 44)R
µνRµν +
1
360
(11 dR + 13)R
µνλσRµνλσ
−
1
2
dRm
4
s − dR
(
ξ −
1
6
)
m2s R
}
. (4.71)
Some, but not all, of the dependence on the gauge parameters ζ1 and ζ2 has cancelled
out here. In particular, ζ1 and ζ2 enter the term that involves the derivatives of the back-
ground scalar field and will therefore enter into the field renormalisation in the conventional
method. Of course in our case we have the Landau-DeWitt gauge ζ1 = es and ζ2 = g that
will coincide with the gauge condition independent result of the Vilkovisky-DeWitt method.
If we specialise to the gauge group SU(n), then the term in g4 that multiplies |Φ¯|4 agrees
precisely with that found in [48]. This provides a useful check on our calculations.
5 Spinor field contribution Γ
(1)
Fermi
Referring back to (3.11) we can perform the integration over the Grassmann variables Ψ
and χ to obtain the the contribution of fermions to the one-loop effective action as the
functional determinant
Γfermion = −i ln det
(
A(x, x′) B(x, x′)
C(x, x′) D(x, x′)
)
, (5.1)
where
A(x, x′) =
(
iγµ∇µ −mψ − imψ5γ5
)
δ(x, x′), (5.2a)
B(x, x′) = − Φ¯(x) (w∗ + iw∗5γ5) δ(x, x
′), (5.2b)
C(x, x′) = − (w + iw5γ5) Φ¯
†(x)δ(x, x′), (5.2c)
D(x, x′) =
(
iγµ∇µ −mχ − imχ5γ5
)
δ(x, x′). (5.2d)
The results in (5.2) follow directly from the spinor field action given in (2.5) with the scalar
field Φ taken to be the background field as mentioned earlier. As in [2] we now write (5.1)
in the form
Γfermion = −i ln det
(
A 0
0 D
)
− iTr ln(I+ X), (5.3)
where
X =
(
0 A−1B
D
−1
C 0
)
. (5.4)
Here we use Tr to denote the functional as well as the trace over Dirac spinor and group
indices. So for example, TrX =
∫
dvx trX(x, x) where tr is just the normal Dirac and group
trace. A−1 and D−1 are simply related to the Green functions Ψ(x, x′) and χ(x, x′) for the
Ψ and χ spinors that we define by(
iγµ∇µ −mψ − imψ5γ5
)
Ψ(x, x′) = −δ(x, x′), (5.5)(
iγµ∇µ −mχ − imχ5γ5
)
χ(x, x′) = −δ(x, x′). (5.6)
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(So A−1(x, x′) = −Ψ(x, x′) and D−1(x, x′) = −χ(x, x′).)
The term in (5.3) that involves Tr ln(I+X) can be expanded in powers of X. Because
of the form of X in (5.4) all terms that are odd in X will have a vanishing trace, and
all terms that involve more than four factors of X will not have any poles in dimensional
regularisation. This means that the pole part of Γfermion is contained in the terms explicitly
indicated below,
Γfermion = −i ln det
(
A 0
0 D
)
+
i
2
Tr(X2) +
i
4
Tr(X4) + · · · . (5.7)
Using (5.4) it can be seen that
Tr(X2) = 2
∫
dvxdvx′ tr[Ψ(x, x
′) (w∗ + iw∗5γ5)χ(x
′, x) (w + iw5γ5)]Φ¯
†(x)Φ¯(x′), (5.8)
and that
Tr(X4) = 2
∫
dvx
∫
dvx′
∫
dvx′′
∫
dvx′′′ tr[(w + iw5γ5)Ψ(x, x
′)(w∗ + iw∗5γ5) (5.9)
× χ(x′, x′′)(w + iw5γ5)Ψ(x
′′, x′′′)(w∗ + iw∗5γ5)χ(x
′′′, x)] Φ¯†(x′′)Φ¯(x′) Φ¯†(x)Φ¯(x′′′).
The pole parts of the expressions needed in (5.8) and (5.9) are identical to those evaluated
in [2] so we will not repeat the details here.
The first term in (5.7) is independent of the background scalar field and involves just
the vacuum gravitational pole terms. It was shown in [1, 2] that
ln det(i∇/−m0 − im5γ5) =
1
2
ln det(D2 +X), (5.10)
where
Dµ = ∇µ −m5γ5γµ, (5.11a)
X =
(
m20 + 3m
2
5 +
1
4
R
)
I + 2im0m5 γ5, (5.11b)
Wµν = [Dµ,Dν ] = −
1
4
Rµνλσ γ
λγσ −m25 [γµ, γν ]. (5.11c)
This enables the standard heat kernel result (4.52) and (4.53) to be used for each of the
two operators that arise from (5.7) with (5.2a) and (5.2d).
The net result for the pole part of Γfermion is
PP{Γfermion} =
1
4π2ǫ
∫
dvx
{(dR + 1)
288
R2 −
(dR + 1)
180
RµνR
µν −
7(dR + 1)
1440
RµνλσR
µνλσ
+
1
12
[ dR (m
2
ψ +m
2
ψ5) +m
2
χ +m
2
χ5]R +
dR
2
(m2ψ +m
2
ψ5)
2 +
1
2
(m2χ +m
2
χ5)
2
− (|w|2 + |w5|
2)∇µΦ¯†∇µΦ¯ +
1
6
R|Φ¯|2
+ 2
[
(|w|2 + |w5|
2)(m2ψ +m
2
ψ5 +m
2
χ +m
2
χ5)
+ (wmψ + w5mχ5)(w
∗mψ + w
∗
5mψ5)
− (wmχ5 − w5mχ)(w
∗mψ5 − w
∗
5mψ)
]
|Φ¯|2
+
[
(|w|2 + |w5|
2)2 − (ww∗5 − w
∗w5)
2
]
|Φ¯|4
}
. (5.12)
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6 One-loop counterterms and renormalisation group functions
We will now combine the results for the complete pole parts of the one-loop effective action
coming from Secs. 4 and 5 and then evaluate the one-loop counterterms and associated
renormalisation group functions. Because only the scalar field background is kept non-zero
in our calculation (apart from the arbitrary gravitational background) we can set the gauge
fields to zero in (2.1). The bare quantities in (2.1) and (2.7) can be expressed in terms
of renormalised ones and counterterms in dimensional regularisation as originally specified
by ‘t Hooft [49]:
ΦB = µ
ǫ/2(1 + δZϕ)Φ, (6.1a)
m2sB = m
2
s + δm
2
s, (6.1b)
ξB = ξ + δξ, (6.1c)
λB = µ
−ǫ(λ+ δλ), (6.1d)
ΛB = µ
ǫ(Λ + δΛ), (6.1e)
κB = µ
ǫ(κ+ δκ), (6.1f)
αiB = µ
ǫ(αi + δαi) for i = 1, 2, 3. (6.1g)
Here µ is the ‘t Hooft arbitrary unit of mass introduced so that all of the renormalised
quantities (those without the subscript ‘B’ appended) have the same dimensions, in units of
mass, for all spacetime dimensions n = 4+ ǫ as they do for n = 4. Additional counterterms
and poles will arise in the effective action for the full theory with all fields having a non-zero
background part but these extra terms are all irrelevant for the scalar field part that we
are considering here.
The counterterm part of the classical action, which will cancel the pole terms coming
from the one-loop part of the effective action, follow from (2.1) and (2.7) using (6.1) and is
Sct =
∫
dvx
[
2 δZϕ∇
µΦ¯∇µΦ¯− (δm
2
s + 2 δZϕm
2
s)|Φ¯|
2 − (δξ + 2 δZϕ ξ)R |Φ¯|
2 (6.2)
−
(
δλ
6
+
2
3
λ δZϕ
)
|Φ¯|4 + δΛ + δκR + δα1RµνρσR
µνρσ + δα2RµνR
µν + δα3R
2
]
.
The pole terms that come in the one-loop effective action by combining (4.71) and (5.12)
are all of the form of the counterterms in (6.2), so all poles can be dealt with with the
indicated counterterms. Requiring that the poles from the one-loop effective action be
cancelled by the terms in (6.2) leads to
δZϕ =
1
16π2ǫ
(
2 |w|2 + 2 |w5|
2 − 3 e2s − 3C2 g
2 − 2 ζ1es − 2 ζ2 C2 g
)
, (6.3a)
δm2s =
1
8π2ǫ
{[
3 e2s + 3C2 g
2 − (dR + 1)
λ
3
− 2 |w|2 − 2 |w5|
2
]
m2s
+ 4(|w|2 + |w5|
2)(m2ψ +m
2
ψ5 +m
2
χ +m
2
χ5)
+ 4(wmψ + w5mχ5)(w
∗mψ + w
∗
5mψ5)
− 4(wmχ5 − w5mχ)(w
∗mψ5 − w
∗
5mψ)
}
, (6.3b)
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δξ =
1
8π2ǫ
[
3 e2s + 3C2 g
2 − (dR + 1)
λ
3
− 2 |w|2 − 2 |w5|
2
] (
ξ −
1
6
)
, (6.3c)
δλ = −
1
4π2ǫ
{
9 e4s − 3 e
2
sλ− 3C2 g
2 λ+ 18C2
(dR − 1
dG
)
e2s g
2 +
1
6
(dR + 1)λ
2
+ 9C22
[(dR − 1)(d2R + 2 dR − 2)
2 d2G
]
g4 + 6 (ww∗5 − w
∗w5)
2 − 6 (|w|2 + |w5|
2)2
}
,
(6.3d)
δΛ = −
1
16π2ǫ
[
2 (m2χ +m
2
χ5)
2 + 2 dR (m
2
ψ +m
2
ψ5)
2 − dRm
4
s
]
, (6.3e)
δκ = −
1
48π2ǫ
[
m2χ +m
2
χ5 + dR (m
2
ψ +m
2
ψ5)− 6 dR
(
ξ −
1
6
)
m2s
]
, (6.3f)
δα1 = −
1
5760π2ǫ
(15 dR + 19), (6.3g)
δα2 =
1
1440π2ǫ
(45 dR + 46), (6.3h)
δα3 = −
1
1152π2ǫ
[
11 dR + 11− 72 dR
(
ξ −
1
6
)2]
. (6.3i)
In the standard background field method the two gauge parameters ζ1 and ζ2 that we
introduced in the gauge conditions (3.4) are completely arbitrary. From the counterterms
calculations above it can be seen that the only place that they enter is in the scalar
field renormalisation (6.3a). All other counterterms are completely independent of these
arbitrary parameters as they cancel out from the pole terms in the one-loop effective action
from whence they came. This would not be the case if the scalar field renormalisation was
erroneously ignored by simply taking a constant scalar field background from the start.
As we emphasised in Sec. 3, the correct expression for the effective action is obtained by
taking ζ1 = es and ζ2 = g to implement the Landau-DeWitt gauge as noted in (3.5). The
correct gauge condition independent field renormalisation factor is therefore given by
δZϕ = −
1
16π2ǫ
(
5 e2s + 5C2 g
2 − 2 |w|2 − 2 |w5|
2
)
. (6.4)
What this calculation has shown, by keeping the gauge parameters arbitrary, is that all of
the counterterms for the scalar sector of the gauge theory considered here are independent
of the gauge parameters apart from the field renormalisation factor; the Vilkovisky-DeWitt
corrections to the usual background field method are only needed to calculate the scalar
field renormalisation, at least for gauge conditions of the form (3.4).
The one-loop renormalisation group functions now follow directly from the one-loop
counterterms (6.3) using the pioneering method of ‘t Hooft [49]. We will follow the review
in [5] where if qi represents any of the renormalised expressions (Φ¯,m2s, ξ, λ,Λ, κ, α1 , α2, α3),
then under a change of the renormalisation mass µ
µ
d
dµ
qi = βqi . (6.5)
βqi are the renormalisation group functions. The explicit results that follow from (6.3b)–
(6.3i) and (6.4) are
βΦ¯ =
1
16π2
(
5 e2s + 5C2 g
2 − 2 |w|2 − 2 |w5|
2
)
Φ¯, (6.6a)
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βm2s = −
1
8π2
{[
3 e2s + 3C2 g
2 − (dR + 1)
λ
3
− 2 |w|2 − 2 |w5|
2
]
m2s
+ 4(|w|2 + |w5|
2)(m2ψ +m
2
ψ5 +m
2
χ +m
2
χ5)
+ 4(wmψ + w5mχ5)(w
∗mψ + w
∗
5mψ5)
− 4(wmχ5 − w5mχ)(w
∗mψ5 − w
∗
5mψ)
}
, (6.6b)
βξ = −
1
8π2
[
3 e2s + 3C2 g
2 − (dR + 1)
λ
3
− 2 |w|2 − 2 |w5|
2
] (
ξ −
1
6
)
, (6.6c)
βλ =
1
4π2
{
9 e4s − 3 e
2
sλ− 3C2 g
2 λ+ 18C2
(dR − 1
dG
)
e2s g
2 +
1
6
(dR + 1)λ
2 (6.6d)
+ 9C22
[(dR − 1)(d2R + 2 dR − 2)
2 d2G
]
g4 + 6 (ww∗5 − w
∗w5)
2 − 6 (|w|2 + |w5|
2)2
}
,
βΛ =
1
16π2
[
2 (m2χ +m
2
χ5)
2 + 2 dR (m
2
ψ +m
2
ψ5)
2 − dRm
4
s
]
, (6.6e)
βκ =
1
48π2
[
m2χ +m
2
χ5 + dR (m
2
ψ +m
2
ψ5)− 6 dR
(
ξ −
1
6
)
m2s
]
, (6.6f)
βα1 =
1
5760π2
(15 dR + 19), (6.6g)
βα2 = −
1
1440π2
(45 dR + 46), (6.6h)
βα3 =
1
1152π2
[
11 dR + 11− 72 dR
(
ξ −
1
6
)2]
. (6.6i)
We will use these results in the next section to consider the leading terms in the renor-
malised one-loop effective action.
7 Effective action
The renormalisation group can be used to obtain terms in the effective action as dis-
cussed originally by Coleman and Weinberg [3] in flat spacetime and by Buchbinder and
Odintsov [4] in curved spacetime. We will only look at the simplest case here where
there are no mass scales present in the theory (apart from the fields), so we will take
m2s = mχ = mχ5 = mψ = mψ5 = 0 in our previous expressions resulting in great simplifi-
cations for the renormalisation group functions in (6.6).
As described in [1] the general form of the effective action, including only terms that
follow from the renormalisation group, is
Γ =
∫
dvx
[1
2
Z(Φ¯)∂µΦ¯∂µΦ¯− V0(Φ¯)−RV1(Φ¯)
+ α1(Φ¯)R
µνλσRµνλσ + α2(Φ¯)R
µνRµν + α3(Φ¯)R
2
]
, (7.1)
where Z(Φ¯), V0(Φ¯), V1(Φ¯), αi(Φ¯) are to be determined by requiring that the effective action
be invariant under a rescaling of the renormalisation mass µ. The Coleman-Weinberg
renormalisation conditions on the potentials appearing in (7.1) are given by
Z(Φ¯ = µ) = 1, (7.2a)
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∂2V0(Φ¯)
∂2|Φ¯|2
∣∣∣∣
Φ¯=µ
=
λ
3
, (7.2b)
∂V1(Φ¯)
∂|Φ¯|2
∣∣∣∣
Φ¯=µ
= ξ, (7.2c)
αi(Φ¯ = µ) = αi. (7.2d)
With these renormalisation conditions the general form of the potentials can be written in
the form
Z(Φ¯) = 1 +A ln
(
|Φ¯|2/µ2
)
, (7.3a)
V0(Φ¯) =
λ
6
|Φ¯|4 +B |Φ¯|4
[
ln
(
|Φ¯|2/µ2
)
−
3
2
]
, (7.3b)
V1(Φ¯) = ξ |Φ¯|
2 + C |Φ¯|2
[
ln
(
|Φ¯|2/µ2
)
− 1
]
, (7.3c)
αi(Φ¯) = αi +Di ln
(
|Φ¯|2/µ2
)
. (7.3d)
Here A,B,C,Di are constants, independent of the background field, that are determined
by the one-loop renormalisation group functions given in (6.6). Requiring that the effective
action in (7.1) with the potentials taking the form of (7.3) be invariant under a rescaling
of the renormalisation mass µ results in
A = β˜Φ¯, (7.4a)
B =
1
12
βλ +
1
3
λ β˜Φ¯, (7.4b)
C =
1
2
βξ + ξ β˜Φ¯, (7.4c)
Di = βαi . (7.4d)
where
β˜Φ¯ =
1
16π2
(
5 e2s + 5C2 g
2 − 2 |w|2 − 2 |w5|
2
)
, (7.5)
is the coefficient multiplying Φ¯ in (6.6a). As already remarked above, this expression would
contain the gauge parameters ζ1 and ζ2 if calculated using conventional methods (as found
from (6.3a)) and lead to the erroneous conclusion that the potentials were gauge condition
dependent. We will not write out the explicit forms for the coefficients in (7.4a)–(7.5) as
they all follow readily from the renormalisation group functions.
It is also worth commenting on the anomaly that was remarked on in [1, 2] when
removing the pseudoscalar mass term, or else the pseudoscalar Yukawa coupling by a field
redefinition. We can define two new fields, χ′ and Ψ′ by
χ(x) = e−iθγ5 χ′(x), (7.6)
Ψ(x) = e−iωγ5 Ψ′(x), (7.7)
where the angles θ and ω are chosen to eliminate the pseudoscalar mass terms (or the
pseudoscalar Yukawa terms if desired) in (2.5). The pseudoscalar mass terms can be
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removed by choosing
θ =
1
2
tan−1
(
mχ5
mχ
)
, (7.8)
ω =
1
2
tan−1
(
mψ5
mψ
)
. (7.9)
(Similar results apply with the Yukawa couplings appearing in place of the masses if the
pseudoscalar Yukawa couplings are eliminated.) The transformations (7.6) and (7.7) will
also transform the Yukawa coupling terms in an easily determined way. It can be shown
that the one-loop counterterms that were obtained above, and the one loop renormalisation
group functions that follow from them, are invariant under the change of coupling constants
and masses induced by the transformations in (7.6) and (7.7) as in [1, 2]. The classical
theory based on χ,Ψ and the one based on χ′,Ψ′ are completely equivalent, but this is
not necessarily the case for the quantum theories. The technical details of examining the
potential anomaly are virtually identical to those involved with the chiral or axial anomaly
which is hardly surprising given the form of the transformations. The details are most
easily calculated by examiing the change in the functional measure under (7.6) and (7.7)
following the treatment initiated by Fujikawa [50–52]. The details in the calculation needed
here are outlined in [2, Appendix C] and need not be repeated. If we call Γ the effective
action for the theory that uses the original fields χ,Ψ and Γ′ the effective action for the
theory based on the fields χ′,Ψ′ then the Fujikawa analysis results in
Γ′ = Γ−
iθ
8π2
∫
dvx tr[γ5E2]−
iω
8π2
∫
dvx tr[γ5 E˜2]. (7.10)
Here E2 is the heat kernel coefficient for the Dirac operator for the χ field that follows
from (2.5) and (2.6a), and E˜2 is the heat kernel coefficient for the Dirac operator for the Ψ
field that follows from (2.5) and (2.6b). The E2 expressions can be found from (4.52) and
(4.53). The trace in (7.10) is over both Dirac indices and group indices if present. After a
bit of calculation it can be shown that (7.10) becomes
Γ′ = Γ−
(θ + dR ω)
384π2
∫
dvx ǫ
µνλσRαβµνR
αβ
λσ +
(e2χ θ + dR e
2
ψ ω)
16π2
∫
dvx ǫ
µνλσFµνFλσ
+
g2 dR ω
16π2 dG
C2
∫
dvx ǫ
µνλσBAµνBAλσ, (7.11)
if we leave in potential background gauge fields. The explicit expressions for the angles θ
and ω are given in (7.8) and (7.9). The result in (7.11) is consistent with the invariance
of the one-loop counterterms under the required field redefinitions and shows that the two
quantum theories are not identical, but are related by an anomaly that does not affect the
divergent part of the effective action.
8 Conclusions
The renormalisation group functions for a general gauge theory based on the gauge group
G×U(1) to one loop order in a theory that contains scalars, Dirac spinors and gauge fields
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were calculated for the scalar sector of the theory. These renormalisation group functions
were then used to obtain terms in the one-loop effective action. The results were obtained
in a gauge condition independent way and we showed explicitly where the gauge conditions
entered the more standard background field method. This dependence was traced through
the renormalisation group functions and the correct gauge independent results were found.
The field transformations which can be used to remove the pseudoscalar mass term for the
Dirac fields in the classical theory was shown to lead to an anomaly in the quantum theory.
This anomaly does not affect the divergent part of the effective action and therefore does
not affect the renormalisation group functions that have been calculated.
The calculation falls short of a full one-loop analysis as only the background scalar field
was kept non-zero. There is no impediment to obtaining results for the complete quantised
theory, other than technical difficulty.
A Some conventions
We adopt mostly the same conventions as in [5]. Specifically, the spacetime metric has
signature −2, the Riemann tensor is defined in terms of the Christoffel symbols by
Rλτµν = Γ
λ
τµ,ν − Γ
λ
τν,µ + Γ
λ
νσΓ
σ
µτ − Γ
λ
µσΓ
σ
ντ , (A.1)
and the Ricci tensor is Rµν = R
λ
µλν .
The non-Abelian part of the gauge group, G, is assumed to be simple with its Lie
algebra defined in terms of Hermitian generators TA by
[TA, TB ] = i fABC TC . (A.2)
Repeated group indices are labelled by A,B,C, . . . and run over 1, . . . , dG where dG is
the dimension of the group. The structure constants fABC are assumed to be totally
antisymmetric.
If we have some particular representation of G, say GR, then TA can be viewed as
dR × dR Hermitian matrices, where dR gives the dimension of the representation GR. The
quadratic Casimir invariant is defined by
TATA = C2(GR) I, (A.3)
for any representation GR with I the dR×dR identity matrix. Because G is assumed to be
simple (we have explicitly extracted a U(1) factor in the overall gauge group) and compact,
we have
tr(TA) = 0. (A.4)
We also have
tr(TATB) =
dR
dG
C2(GR) δAB , (A.5)
where the constant of proportionality is fixed by consistency with (A.3). It is customary
in particle physics applications to fix the normalisation of TA and the structure constants
in (A.2) such that the right hand side of (A.5) becomes 12δAB but we do not do this here.
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The right hand side of (A.5) does become 12δAB for the special case of the fundamental
representation of SU(n).
Another important result is that for any representation GR of the simple group G we
have
(TA)ij(TA)kl =
dR
dG
C2(GR)
(
δilδjk −
1
dR
δijδkl
)
, (A.6)
where (TA)ij denotes the matrix elements of the generators TA in the representation GR.
This result is easily proven from the fact that any dR × dR Hermitian matrix can be
expressed as a linear combination of the Lie algebra generators TA along with the identity
matrix. The result in (A.6) allows terms like (Φ¯†TAΦ¯)
2 and (Φ¯†TATBΦ¯)
2 to be related to
|Φ¯|4 along with some group theoretic factors. Specifically, we will define
τ2A = (Φ¯
†TAΦ¯)
2 =
(dR − 1)
dG
C2(GR) |Φ¯|
4, (A.7)
and
ρ2AB = (Φ¯
†T(ATB)Φ¯)
2 =
(dR − 1)(d
2
R + 2 dR − 2)
2 d2G
C22 (GR) |Φ¯|
4, (A.8)
where we have adopted the convention 2T(ATB) = TATB+TBTA. The expressions in (A.7)
and (A.8) allow all of the pole terms in the effective action that are quartic in Φ¯ to be
related to the manifestly gauge invariant expression |Φ¯|4 and to be removed with the δλ
counterterm.
B Some Green’s function results
Let Dµν(x, x
′) satisfy the equation[
gµλ+Rµν −
(
1−
1
α
)
∇µ∇λ
]
Dλν(x, x′) = δνµδ(x, x
′). (B.1)
This is the vector field Green’s function for the non-minimal operator that was used in
[2]. We will show that G˜µν(x, x′) defined in (4.26) coincides with Dµν(x, x′) in the Landau
gauge, α → 0. This is simple to show in flat spacetime using Fourier transforms, but
slightly more involved in curved spacetime. The fact that we need to use G˜µν(x, x′) is
where non-minimal operators, although initially absent from the calculations, come back
in. The appearance of non-minimal operators appears to be unavoidable.
With Gµν(x, x
′) defined in (4.18) it follows from (B.1) that
Dµν(x, x
′) = Gµν(x, x
′)−
(
1−
1
α
)∫
dvx′′∇
′′σDνσ(x, x
′′)∇′′ρGρν(x
′′, x′). (B.2)
Note that by comparing (B.1) with (4.18) it is clear that
Gµν(x, x
′) = Dµν(x, x
′)
∣∣
α=1
. (B.3)
(B.2) is consistent with this relation.
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By operating on both sides of (B.1) it can be seen that
∇λDλν(x, x
′) = −α∇′νD(x, x
′), (B.4)
where
D(x, x′) = δ(x, x′). (B.5)
Similarly,
∇′νDµν(x, x
′) = −α∇µD(x, x
′). (B.6)
By using (B.3), (B.4) and (B.6) in (B.2) if follows that
Dµν(x, x
′) = Gµν(x, x
′) + (1− α)∇µ∇
′
ν
∫
dvx′′D(x, x
′′)D(x′′, x′). (B.7)
From (4.26) if we set α = 1 in (B.4) and (B.6) we see that
G˜µν(x, x
′) = Gµν(x, x
′) +∇µ∇
′
ν
∫
dvx′′D(x, x
′′)D(x′′, x′). (B.8)
Comparison of (B.7) and (B.8) shows that
G˜µν(x, x
′) = Dµν(x, x
′)
∣∣
α=0
, (B.9)
as we claimed. This allows us to use our previous results [2] for the local momentum space
expansions of the vector field Green’s functions and simply set α = 0 there.
If we refer the spacetime labels back to a local orthonormal frame using the vierbein
formalism1 then the results of [2] give (where we use a, b, . . . to represent orthonormal frame
indices)
Gab(x, x
′) =
∫
dnp
(2π)n
eip·y
[
− δab p
−2 +
1
3
δab Rp
−4 −Rabp
−4
−
2
3
δab R
µν pµpν p
−6 + · · ·
]
, (B.10)
(by taking α = 1 in the relevant expressions of [2]) and
G˜ab(x, x
′) =
∫
dnp
(2π)n
eip·y
[
− δab p
−2 + papbp
−4 +
1
3
δab Rp
−4 −
2
3
Rpapb p
−6 −
7
6
Rab p
−4
−
2
3
δab R
µν pµpν p
−6 + 2Rµν pµpνp
apb p
−8 +
2
3
Raµb
ν pµpν p
−6 + · · ·
]
, (B.11)
(by taking α = 0 in the relevant expressions of [2]). We have only indicated the terms in
the local momentum space expansion that are linear in the curvature; higher order terms
can be found as described in [53]. The scalar field Green’s function expansion is
∆(x, x′) =
∫
dnp
(2π)n
eip·y
[ 1
p2
+
(
ξ −
1
3
)
Rp−4 +m2s p
−4 +
2
3
Rµν pµpν p
−6 + · · ·
]
. (B.12)
1The reason why this is done, as explained in [53] is that it means we do not need to consider the bivector
of geodetic parallel displacement as in [7].
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We summarise for convenience some of the basic results needed in our calculation. Full
details can be found in [2]. The basic results of dimensional regularisation [54] are
PP
{∫
dnp
(2π)n
1
p4
}
= −
i
8π2ǫ
, (B.13a)
PP
{∫
dnp
(2π)n
pµpν
p6
}
= −
i
32π2ǫ
ηµν , (B.13b)
PP
{∫
dnp
(2π)n
pµpνpλpσ
p8
}
= −
i
192π2ǫ
(ηµνηλσ + ηµληνσ + ηµσηλν). (B.13c)
With these used we find from (B.12) that
PP {∆(x, x)} = −
i
8π2ǫ
[
m2s +
(
ξ −
1
6
)
R
]
. (B.14)
and from (B.11) that
PP
{
G˜µµ(x, x)
}
=
i
16π2ǫ
R. (B.15)
Here PP{· · · } denotes the pole part of any expression. By taking the α → 0 limits of
results in [2] we have
PP
{
∆(x, x′)G˜µν(x, x′)
}
=
3i
32π2ǫ
gµνδ(x, x′), (B.16)
PP
{
Gµ(x, x′)∆(x, x′)
}
= −
i
16π2ǫ
∇µδ(x, x′), (B.17)
PP
{
∆2(x, x′)
}
= −
i
8π2ǫ
δ(x, x′), (B.18)
PP
{
G˜µν(x, x′)G˜µν(x, x
′)
}
= −
3i
8π2ǫ
δ(x, x′). (B.19)
In (B.17) we have Gµ(x, x′) = ∇′νG
µν(x, x′) as defined in (4.29). Because the results of
(B.16)–(B.19) do not involve the spacetime curvature they are easily checked with a flat
spacetime calculation.
C Some details in the evaluation of Γ4
Write S2 in (4.8) in the generic form
S2 = S2Φ + S2G, (C.1)
where
S2Φ =
∫
dvx
[
αij(x)ΦiΦj + βij(x)Φ
†
iΦ
†
j + γij(x)Φ
†
iΦj
]
, (C.2)
involves just the quantum scalar fields, and
S2G =
∫
dvx
[
ǫ(x)AµAµ + 2 es g τA(x)A
µBAµ + g
2 ρAB(x)B
µ
ABAµ
]
, (C.3)
involves just the quantum gauge fields. Here αij , βij and γij were defined in (4.9), τA was
defined in (3.9), ρAB was defined in (3.10), and we have defined
ǫ(x) = e2s |Φ¯(x)|
2. (C.4)
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In a similar way we write the last two terms of S1 in (4.7) as
S1 = S11 + S12 + S13 + S14, (C.5)
where
S11 = i
∫
dvx ζ1i(x)σ(x)Φ
†
i (x), (C.6a)
S12 = −i
∫
dvx ζ¯1i(x)σ(x)Φi(x), (C.6b)
S13 = i
∫
dvx ζ2Ai(x)σA(x)Φ
†
i (x), (C.6c)
S14 = −i
∫
dvx ζ¯2Ai(x)σA(x)Φi(x). (C.6d)
Although we used a similar notation for different expressions in Sec. 4.2 this should not lead
to any confusion as the expressions given here are only used in this Appendix. As explained
in Sec. 4.3 we can ignore the first four terms of S1 in (4.7) that involve derivatives of Φ¯ as
they cannot contribute to the pole part of Γ4. (Of course they will make a contribution to
the full finite part of the expression for Γ4.) We have defined
ζ1i(x) = ζ1 Φ¯i(x), (C.7a)
ζ¯1i(x) = ζ1 Φ¯
†
i (x), (C.7b)
ζ2Ai(x) = ζ2 [TAΦ¯(x)]i, (C.7c)
ζ¯2Ai(x) = ζ2 [Φ¯
†(x)TA]i. (C.7d)
If we examine 〈S22〉 and use (C.1) it is clear that 〈S2ΦS2G〉 = 0 as no connected diagrams
can result. For 〈S22Φ〉 we need equal numbers of Φi and Φ
†
j terms. It is easily seen that
〈S22Φ〉 = −
∫
dvxdvx′
[
4αij(x)βij(x
′) + γij(x) γji(x
′)
]
∆2(x, x′). (C.8)
For 〈S22G〉 we find
〈S22G〉 = −
∫
dvxdvx′
[
2 ǫ(x)ǫ(x′) + 4 e2s g
2 τA(x)τA(x
′) + 2 g4 ρAB(x)ρAB(x
′)
]
× G˜µν(x, x′)G˜µν(x, x
′). (C.9)
If we now use (B.18) and (B.19) we obtain
PP
{
〈S22〉
}
=
i
8π2ǫ
∫
dvx
[
4αij βij + γij γji + 6 ǫ
2 + 12 e2s g
2 τ2A + 6 g
4 ρ2AB
]
. (C.10)
For 〈S21S2〉 we expand using (C.1) and (C.5). This gives rise to twenty separate terms
some of which vanish because of the pairing relations on the quantum fields given in Sec. 4.
We leave out all of these intermediate details for brevity. The net result is that
PP
{
〈S21S2〉
}
=
i
8π2ǫ
∫
dvx
[
2 (ζ1iζ1j + ζ2Aiζ2Aj)αij + 2 (ζ¯1iζ¯1j + ζ¯2Aiζ¯2Aj)βij
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− 2 (ζ1iζ¯1j + ζ2Aiζ¯2Aj)γji − 4 ǫ ζ1iζ¯1i − 4 es g(ζ1iζ¯2Ai + ζ¯1iζ2Ai)τA
− 4 g2 ζ2Aiζ¯2BiρAB
]
. (C.11)
Finally, for 〈S41〉 it is straightforward to show from (C.5) and (C.6) that
PP
{
〈S41〉
}
= −
3 i
4π2ǫ
∫
dvx
[
4 (ζ1i ζ¯1i)
2 + (ζ2Aiζ¯2Bi + ζ¯2Aiζ2Bi)
2
+ 2 (ζ1iζ¯2Ai + ζ¯1iζ2Ai)
2
]
. (C.12)
It now remains to eliminate the auxiliary expressions that we introduced in (C.4),
(C.7), (3.9), (3.10), and (4.9). Using (4.9) it can be shown that (C.10) becomes
PP
{
〈S22〉
}
=
i
8π2ǫ
∫
dvx
(
A1 |Φ¯|
4 +B1 τ
2
A +D1 ρ
2
AB
)
, (C.13)
where we have defined
A1 = 6 e
4
s + 2 ζ
2
1 (ζ1 − 2 es)
2 −
2
3
λ ζ1(ζ1 − 2 es)
−
2
3
λC2 ζ2(ζ2 − 2 g) +
1
9
(dR + 4)λ
2, (C.14a)
B1 = 12 e
2
s g
2 + 4 ζ1 ζ2 (ζ1 − 2 es)(ζ2 − 2 g), (C.14b)
D1 = 6 g
4 + 2 ζ22 (ζ2 − 2 g)
2. (C.14c)
It is possible to write (C.13) solely in terms of |Φ¯|4 by making use of (A.7) and (A.8) but
we will defer this until we have the complete expression for PP{Γ4}.
We can write PP{〈S21S2〉} given in (C.11) in a form analogous to that in (C.13):
PP
{
〈S21S2〉
}
=
1
8π2ǫ
∫
dvx
(
A2 |Φ¯|
4 +B2 τ
2
A +D2 ρ
2
AB
)
, (C.15)
where we have defined
A2 = −4 (ζ1 − es)
2 +
2
3
λ(ζ21 + C2 ζ
2
2 ), (C.16a)
B2 = −8 ζ1 ζ2 (ζ1 − es)(ζ2 − g), (C.16b)
D2 = −4 ζ
2
2 (ζ2 − g)
2. (C.16c)
(Note that there is great simplification in the Landau-DeWitt gauge (3.5).)
Using (C.7) it can be shown that (C.12) becomes
PP
{
〈S41〉
}
= −
3 i
4π2ǫ
∫
dvx
(
4 ζ41 |Φ¯|
4 + 8 ζ21 ζ
2
2 τ
2
A + 4 ζ
4
2 ρ
2
AB
)
. (C.17)
This completes the evaluation of the expressions needed in Sec. 4.3.
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