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Abstract. A model for drug diffusion from a spherical polymeric drug delivery device is con-
sidered. The model contains two key features. The first is that solvent diffuses into the polymer,
which then transitions from a glassy to a rubbery state. The interface between the two states of
polymer is modeled as a moving boundary, whose speed is governed by a kinetic law; the same mov-
ing boundary problem arises in the one-phase limit of a Stefan problem with kinetic undercooling.
The second feature is that drug diffuses only through the rubbery region, with a nonlinear diffusion
coefficient that depends on the concentration of solvent. We analyze the model using both formal
asymptotics and numerical computation, the latter by applying a front-fixing scheme with a finite
volume method. Previous results are extended and comparisons are made with linear models that
work well under certain parameter regimes. Finally, a model for a multilayered drug delivery device
is suggested, which allows for more flexible control of drug release.
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1. Introduction. The role of solvent diffusion in polymer systems is critically
important for a variety of drug delivery processes. In terms of mathematical modeling,
there are numerous studies of interest, many of which involve linear diffusion on fixed
domains, allowing for exact solutions and relatively simple formulae for drug release
and other important variables [11]. In the context of drug delivery, detailed reviews
of such models for solvent penetration in polymers include [5], for example.
In the present study, we are interested in polymers (such as hydroxypropyl methyl-
cellulose) that are initially in a dry glassy state before being immersed in a body of
thermodynamically compatible solvent. Provided the concentration of solvent U is
above a certain threshold value U∗, the solvent diffuses into the polymer, significantly
weakening the entanglement of macromolecular polymer chains, and transforming the
affected region of polymer to a rubbery or gel-like phase. The narrow layer divid-
ing the glassy and rubbery regions can be thought of as a moving interface which
penetrates into the polymer. At the same time, the intake of solvent causes the
rubbery region to swell, while the dissolved polymer chains on the polymer/solvent
interface diffuse away into the solvent. Of course the extent of solvent penetration,
polymer swelling, and polymer dissolution depends on the properties of the polymer
and solvent in question.
There exists a number of mathematical models for the above processes, includ-
ing the early studies [2, 21, 39, 26, 51, 52] and good reviews by [37, 38]. Here
we are interested in those mathematical models for which the glassy-rubbery inter-
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face is described by a moving boundary whose kinetics is governed by an empiri-
cal law that relates the concentration of solvent there to the velocity of the inter-
face. In particular, we revisit the model studied in Astarita and Sarti [6] and others
[3, 9, 13, 14, 15, 16, 18, 19, 20, 28, 29], which has the appealing feature that the mov-
ing boundary evolves with constant speed in the small time limit, in line with known
experimental data [2, 6, 36]. In section 2 we formulate the model for a spherical poly-
meric particle (as in Lin et al. [29]), so that the glassy-rubbery interface moves toward
the center of the sphere. By applying formal asymptotics in section 2.3, we are able to
determine a number of terms in the small-time expansion and observe the transition
to a completely different qualitative behavior (which has the interface initially mov-
ing with infinite speed) as the important kinetic parameter vanishes, the implication
being that models that do not apply the kinetic law on the glassy-rubbery interface
(such as [26, 39, 41, 51, 52], for example) cannot recover the appropriate small-time
behavior. The moving boundary problem is solved numerically using a front-fixing
transformation together with a finite volume spatial discretization (section 2.4). We
also provide an asymptotic analysis of the moving boundary in the limit that the
control parameter is large (section 2.5), as well as numerical results for the limit that
the glassy-rubbery interface reaches the center of the sphere (section 2.6). At this
point it is worth mentioning that some authors use the term “free boundary” instead
of “moving boundary”; following the convention of Crank [12], we use the latter, as
the governing equations are parabolic.
We note that the model treated in section 2 also applies for a one-phase Stefan
problem with kinetic undercooling (a careful derivation of this one-phase model from
a two-phase formulation is presented in [15]). For the geometry considered here, the
Stefan problem describes the melting of an ice-ball initially at its melting temperature.
In that context, the asymptotic limits considered in this paper are early melting,
large Stefan number, and near-complete-melting. In particular, we extend the large
Stefan number analysis presented in Riley, Smith, and Poots [48], Soward [49], and
Stewartson and Waechter [50] to hold for nonzero kinetic undercooling (in the same
way as [53] generalizes the classical problem to include surface tension). Further,
we observe that the inclusion of kinetic undercooling regularizes a singularity in the
near-complete-melting limit.
There are a plethora of mathematical models that describe drug diffusion pro-
cesses, many of which essentially involve linear diffusion in a fixed domain [11]. We
are interested in studying drug release from polymers in contact with solvent, which
leads to more sophisticated modeling, since the drug mobility is much higher in the
rubbery region of polymer, and the width of the rubbery region changes as the glassy-
rubbery interface propagates into the polymer and the rubbery polymer swells or even
dissolves into the surrounding solvent. The most notable and/or highly cited mathe-
matical models are presented by Peppas and coworkers [8, 40, 43, 44, 46], with more
general reviews of models that couple the processes of drug release, solvent diffusion,
and the glassy-rubbery transition given in [5, 27, 45, 47].
In section 3, we are concerned with a model for drug release from a spherical
polymer device that is an extension of that treated in Cohen and Erneux [10], who
coupled drug diffusion with the one-dimensional moving boundary problem for sol-
vent penetration [6, 9] described above. The first extension is to apply the model to
a spherical geometry, as was also done by Lin and Peng [30]. In addition, we use a
nonlinear diffusion coefficient that depends on the concentration of solvent, further
coupling the processes. The model itself is described in section 3.1, and then asymp-
totic limits of small time and large control parameter are treated briefly in section 3.2,
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where we show how the kinetic parameter mentioned above is crucial in determining
qualitative behavior. In section 3.3 we present numerical results that suggest that
for some parameter regimes a simple linear diffusion model works essentially as well
as the more complicated coupled moving boundary problem. Finally, we extend the
model further to apply in a multilayered device in section 3.4, allowing for greater
control of drug release from the polymer.
We finish the paper in section 4 with a short discussion of the results and how
the models can be extended to include the effects of polymer swelling.
2. Model for diffusion of solvent into polymeric spheres.
2.1. Mathematical formulation. We suppose that initially a spherical ball of
glassy polymer is immersed in a solvent which subsequently diffuses into the polymer.
We denote the concentration of solvent in the polymer by U(R, T ), where R is the
radial coordinate and T is time. As the solvent penetrates the polymer, an interface
R = S(T ) divides the inner glassy region 0 < R < S(T ) from the rubbery region
S(T ) < R < S(0), where S(0) is the radius of the ball (at T = 0 there is no rubbery
region).
The moving boundary problem for U with which we shall be concerned is
in S(T ) < R < S(0),
∂U
∂T
= D
1
R2
∂
∂R
(
R2
∂U
∂R
)
,(2.1)
on R = S(0), U = U0,(2.2)
on R = S(T ), D
∂U
∂R
= −(U +K) dS
dT
,(2.3)
on R = S(T ), k(U − U∗)n = −dS
dT
,(2.4)
where U0 > U
∗. Equation (2.1) describes diffusion of solvent in the rubbery region
S(T ) < R < S(0) with a constant diffusivity D, while (2.2) forces the concentration of
solvent to be the constant U0 on the outside of the ball. The remaining two equations
are conditions on the moving boundary R = S(T ): (2.3) is a mass balance, while (2.4)
describes a kinetic law that states that there is a threshold value U∗ above which the
interface will move with a speed given by a power law with index n > 0. The problem
(2.1)–(2.4) is treated in [29], while the one-dimensional version has received much
more attention [6, 9, 13, 14, 15, 16, 28] (we refer the reader to these studies for more
details of the formulation). While the governing equation (2.1) is linear, the entire
problem (2.1)–(2.4) is nonlinear due to the moving boundary.
We scale (2.1)–(2.4), introducing the dimensionless variables
(2.5) r =
R
S(0)
, t =
DT
S(0)2
, u(r, t) =
U − U∗
U0 − U∗ , s(t) =
S(T )
S(0)
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to give
in s(t) < r < 1,
∂u
∂t
=
1
r2
∂
∂r
(
r2
∂u
∂r
)
,(2.6)
on r = 1, u = 1,(2.7)
on r = s(t),
∂u
∂r
= −(u+ λ)ds
dt
,(2.8)
on r = s(t), un = −μds
dt
,(2.9)
at t = 0, s = 1,(2.10)
where, in addition to the index n, the two dimensionless parameters in the problem
are
(2.11) μ =
D
kS(0)(U0 − U∗)n , λ =
U∗ +K
U0 − U∗ .
Typically, the kinetic parameter μ is small, while the control parameter λ can range
from O(1) to large [7, 24, 39, 46]. It is quite common to take the kinetic law (2.9)
to be a simple linear relationship, with n = 1. For most of the study we use this
value. We emphasize that there are no known exact solutions to (2.6)–(2.10), even for
the case μ = 0 (unlike in the one-dimensional counterpart, which has the well-known
Neumann solution for μ = 0 [11, 12]).
In the well-studied one-dimensional counterpart to (2.6)–(2.10), the moving
boundary propagates for all time, whereas in the spherical case we are considering
here, the interface will eventually reach the center r = 0, at which time the entire
polymer ball will be in the rubbery state. We call this the extinction time te and
consider the limit t → t−e in section 2.6. For now we note that for t > te, the diffusion
process can continue, governed by the linear problem (2.6) (with the domain changed
to 0 < r < 1), (2.7), and the condition
(2.12) on r = 0,
∂u
∂r
= 0.
As is well known, the solution to this linear problem has u(r, t) → 1 as t → ∞ for
all r.
2.2. Stefan problem with kinetic undercooling. At this stage it is worth
describing how (2.6)–(2.10) arises in the context of melting an ice-ball. Consider a
solid ball of ice, initially at melting temperature U∗, which has its surface temperature
suddenly raised to U0 > U
∗. Under idealized conditions (ignoring the effects of gravity,
for example), the ball will begin to melt with an interface R = S(T ) between the solid
and liquid regions propagating toward the center of the ball. If we now use U(R, T )
to denote temperature in the liquid region S(T ) < R < S(0), the governing equation
is (2.1), where now D is the thermal diffusivity. The condition (2.2) still holds, but
(2.3) and (2.4) are replaced by
on R = S(T ), D
∂U
∂R
= − L
cp
dS
dT
,(2.13)
on R = S(T ), U = U∗,(2.14)
where L is the latent heat of fusion per unit mass, while cp is the specific heat of the
liquid at constant pressure. Applying the scalings (2.5), the dimensionless one-phase
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problem for melting an ice-ball becomes (2.6)–(2.10) with μ = 0, where now λ is the
Stefan number λ = L/cp(U0 − U∗). In this context the extinction time te is the time
it takes for complete melting of the ice-ball.
If we now take into account the (normally weak) effect of kinetic undercooling on
the solid-melt interface, then instead of (2.14) we again have (2.4), where now k is
the kinetic undercooling parameter. However, we cannot simply keep (2.13), as this
condition holds only if there is no flux of heat within the inner solid phase (as in
the case in which kinetic undercooling is ignored, for which temperature in the solid
phase is identically equal to the melting temperature U∗ for all time). Instead, the full
two-phase problem must be treated, from which the physically meaningful condition
on R = S(T ), D
∂U
∂R
= −
(
L
cp
+ U − U∗
)
dS
dT
(2.15)
appears to leading order in the limit that the thermal diffusivity in the solid vanishes.
The scalings (2.5) now lead to (2.6)–(2.10), where λ is the Stefan number, and μ is the
dimensionless kinetic undercooling parameter. Full details of the derivation of (2.15)
are included in [15, 25].
2.3. Asymptotic limit t → 0+. We determine the small-time behavior using
the front-fixing transformation
(2.16) ξ =
r − s
1− s ,
which has the property that r = s corresponds to ξ = 0 and r = 1 corresponds to
ξ = 1. By applying the ansatz
u ∼ 1
r
{
u0(ξ) + u1(ξ)(1 − s) + u2(ξ)(1 − s)2
}
,(2.17)
t ∼ a1(1 − s) + a2(1− s)2 + a3(1− s)3(2.18)
we are able to solve for the ui and
(2.19) a1 = μ, a2 =
n
2
(1 + λ), a3 = − n
6μ
[
(n− 1)λ2 + 2(n+ μ)λ + 1 + n+ 2μ] ,
resulting in the asymptotic behavior
u ∼ 1− 1 + λ
μ
(
1− r
r
)
+
(1 + λ)(1 + 2μ+ n(1 + λ))
μ3
(
1− r
r
)
t,(2.20)
s ∼ 1− 1
μ
t+
n(1 + λ)
2μ3
t2 − n[(4n− 1)λ
2 + (8n+ 2μ)λ+ 1 + 4n+ 2μ]
6μ5
t3(2.21)
as t → 0+.
While the results (2.20)–(2.21) have not been presented previously, they are
perfectly analogous to the small-time expansions for the one-dimensional problem
recorded in [6, 9, 14, 15, 16]; using x as the Cartesian coordinate for the one-
dimensional problem, these are
u ∼ 1− 1 + λ
μ
(1 − x) + (1 + λ)(1 + n(1 + λ))
μ3
(1− x)t,(2.22)
s ∼ 1− 1
μ
t+
n(1 + λ)
2μ3
t2 − n[(4n− 1)λ
2 + 8nλ+ 1 + 4n]
6μ5
t3(2.23)
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as t → 0+. We see that (2.20)–(2.21) differ from (2.22)–(2.23) only in the higher order
terms, which is as expected, since for small time the domain s(t) < r < 1 is a thin
shell that is almost one-dimensional.
The main point of interest regarding (2.20)–(2.21) is that 1−s = O(t) as t → 0+,
meaning that speed of the interface is finite at t = 0+ (this phenomenon, which is
associated with ∂u/∂r(1, t) = O(1) as t → 0+, is often confusingly referred to as
“non-Fickian” or Case II diffusion, even though the diffusion itself is governed by
Fick’s law), whereas in the well-studied case μ = 0 (corresponding to the classical
one-phase Stefan problem) we have 1− s = O(t1/2) in the limit, corresponding to an
interface speed that has the (unphysical) behavior ds/dt → −∞ as t → 0+. Thus the
addition of kinetic undercooling has the effect of regularizing the classical one-phase
Stefan problem in the small time limit. But more importantly in the present context,
a consequence of having a finite interface speed as t → 0+ (Case II diffusion) is that,
when coupled with our model for drug diffusion, we find that the drug is released
at a constant rate initially (that is, the outward flux of the drug on the boundary
of the sphere is finite in the limit t → 0+; see (3.12)–(3.13) and the subsequent
paragraph), which is a desirable outcome from a pharmaceutical perspective. We
defer this discussion until section 3.2 but note that models for solvent penetration
that do not include a kinetic law on the interface are deficient in this respect.
To reconcile the different small-time scalings for μ > 0 and μ = 0, we note that for
μ  1, (2.20)–(2.21) are valid for t = O(μ2) and 1− s = O(μ), but these expansions
break down for μ2  t  1 and μ  1 − s  1, reflecting the fact that the limits
t → 0+ and μ → 0+ do not commute. By posing 1 − r = μγ r˜, t = μ2γ t˜, and
1 − s = μγ s˜, where γ is a constant and r˜ = O(1), t˜ = O(1), s˜ = O(1), we can write
u ∼ u˜0(r˜, t˜), s˜ ∼ s˜0 as μ → 0+, so that (2.6)–(2.8), (2.10) become
in 0 < r˜ < s˜0(t˜),
∂u˜0
∂t˜
=
∂2u
∂r˜2
,(2.24)
on r˜ = 0, u˜0 = 1,(2.25)
on r˜ = s˜0(t˜),
∂u˜0
∂r˜
= −(u˜0 + λ)ds˜0
dt˜
,(2.26)
at t˜ = 0, s˜0 = 0.(2.27)
Now, to leading order, the left-hand side of (2.9) is u˜n0 , while the right-hand side is
μ1−γds˜0/dt˜, so we have
on r˜ = s˜0(t˜),
{
u˜0 = 0, γ < 1,
u˜n0 =
ds˜0
dt˜
, γ = 1.
(2.28)
Thus γ = 1 is seen to be the critical exponent, with γ ≥ 1 corresponding to the
small-time behavior (2.20)–(2.21). On the other hand, the case γ < 1 has the small-
time asymptotics governed by (2.24)–(2.27), (2.28)1, which is of course the classical
one-phase Stefan problem in one dimension, with the exact solution (the Neumann
solution)
u˜0 = 1− erf(r˜/2t˜
1/2)
erf(α)
, s˜0 = 2αt˜
1/2,
where α is the positive real root of the transcendental equation
(2.29)
√
παλeα
2
erf(α) = 1
(see [11, 12]).
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2.4. Numerical scheme. To solve (2.6)–(2.10) numerically we first transform
the problem to a fixed domain by applying the front-fixing transformation (2.16) and
then taking the approach of [31] to cast the transport equation in conservative form.
The resulting problem
in 0 < ξ < 1,
∂
∂t
{
u(1− s)[s+ (1− s)ξ]2}
=
∂
∂ξ
{
[s+ (1− s)ξ]2
1− s
[
∂u
∂ξ
+ u(1− ξ)(1− s)ds
dt
]}
,(2.30)
on ξ = 1, u = 1,(2.31)
on ξ = 0,
∂u
∂ξ
=
(u + λ)(1 − s)un
μ
,(2.32)
on ξ = 0,
ds
dt
= −u
n
μ
(2.33)
is then amenable to a numerical discretization on the fixed interval 0 ≤ ξ ≤ 1.
We introduce N − 1 internal mesh nodes in order to subdivide the interval into N
subintervals and apply a finite volume spatial discretization of (2.30). The boundary
conditions at ξ = 0 and ξ = 1 are provided by (2.32) and (2.31), respectively. For the
sensitive computations presented below in subsection 2.6, the behavior of which we
are interested in as s → 0+ (or t → t−e ), we use a nonuniform mesh, with the smallest
subinterval beginning at ξ = 0, and subinterval widths growing geometrically away
from this point.
The resulting semidiscrete problem is a system ofN ordinary differential equations
in time, with one equation for the scaled concentration at each internal node, and at
the boundary node ξ = 0 (the Dirichlet condition imposed at ξ = 1 provides the
solution there). This system is coupled with the additional equation (2.33), which
describes the motion of the moving boundary, to give a system of N + 1 ordinary
differential equations.
This method-of-lines formulation allows a standard initial value problem solver to
be used to advance the solution in time. We use MATLAB’s ode15s, which employs
variable-order, variable-stepsize numerical differentiation formulae [42]. The small-
time expansions (2.20) and (2.21) are used to construct initial conditions for the
problem at a time shortly after t = 0. We note that for performance reasons it is
imperative that the sparsity pattern of the Jacobian matrix be specified in the call to
ode15s. Using a mesh of N = 10, 000 nodes, the code requires around ten minutes to
solve on a standard desktop machine.
A typical numerical solution is illustrated in Figure 2.1, computed using the rep-
resentative parameter values λ = 1, μ = 0.1. Part (a) shows profiles of solvent
concentration u versus radius r for different times. For these parameter values, the
extinction time is roughly te = 0.4, at which point the glassy-rubbery interface reaches
the center of the sphere. The evolution of the interface r = s(t) versus time is shown
in part (b).
We note that Lin et al. [29] also solve (2.6)–(2.10) numerically, except they use
a different approach, which they call a local similarity method, which involves ap-
proximating the solution on each time interval with a self-similar form appropriate
for the one-dimensional problem with μ = 0. From the results presented in their
paper, which do not include any profiles of solvent concentration, it is not clear from
their study how well their scheme works. This is especially true in the delicate limit
t → t−e , given that their approximation on each time step becomes less valid as time
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0.8
1
Fig. 2.1. Numerical solution of (2.6)–(2.10) computed for λ = 1 and μ = 0.1. (a) From right
to left, profiles of solvent concentration u versus radius r are shown for times t = 0.001, 0.01, 0.1,
0.2, 0.3, 0.35, and 0.3991. (b) Dependence of glassy-rubbery interface r = s(t) on time t.
increases. Despite this possible inaccuracy, the reader is referred to [29] for some
typical numerical results, including the effect that varying n has on the location and
speed of the glassy-rubbery interface.
2.5. Asymptotic limit λ → ∞. In this subsection we treat (2.6)–(2.10) for
λ 	 1. For this regime the glassy-rubbery interface moves relatively slowly, with the
extinction time (the time it takes for the interface to reach the center) te = O(λ)
(remember that the problem has been scaled so that solvent diffuses a distance O(1)
over a time period O(1)). For the special case μ = 0 this difficult problem has three
time scales: t = O(λ), te − t = O(1), and te− t = O(exp(−2
√
2πλ1/2)). The first two
time scales are dealt with in [48], for example, while the final exponentially short time
scale is resolved in [49, 50] (the two-phase problem with μ = 0 is studied in [34], and
the analysis for arbitrary two- and three-dimensional domains is provided in [32, 33]).
For μ > 0 we must consider an earlier time scale t = O(μ2/λ), as the subsequent
time scale t = O(λ) does not resolve the small-time behavior described in subsection
2.3. A similar undertaking was attempted in Lin et al. [29], except these authors treat
only the leading order term. For the case n = 1 we give two correction terms and go
on to provide a rather complete analysis for next two time scales.
2.5.1. Time scale 1, t = O(μ2/λ), 1 − s = O(μ/λ). For this short time
scale we work with the variables
(2.34) ρ =
λ
μ
r, τ =
λ
μ2
t, σ(τ) =
λ
μ
s(t),
so that the outer radius of the sphere (r = 1) is given by
(2.35) ρf =
λ
μ
.
As a result, the parameter μ is scaled out of the governing equations (2.6)–(2.10),
leading to dimensionless variables that are employed in Lin et al. [29] (who do not
take the radius of the sphere to be a representative length scale).
To proceed, we swap the roles of τ and σ and consider τ to be a function of σ,
which we treat as an independent variable. Expanding u and τ in the form
(2.36) u ∼ u0(ρ, σ) + u1(ρ, σ)
λ
+
u2(ρ, σ)
λ2
, τ ∼ τ0(σ) + τ1(σ)
λ
+
τ2(σ)
λ2
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gives a quasi-steady problem for the leading order term with the solution
u0 = 1− p(σ)
(
ρf
ρ
− 1
)
,
where the function p is given implicitly by
p =
σ2/n
p(1−n)/nρ1/nf + σ(2−n)/n(ρf − σ)
.
The moving boundary is then determined as the solution to the nonlinear ordinary
differential equation
dτ0
dσ
= −
(
−dτ0
dσ
)(n−1)/n
− σ + σ
2
ρf
with the initial condition τ0 = 0 at σ = ρf . For the special case n = 1 we can integrate
directly to find
(2.37) u0 = 1− σ
2
ρf + σ(ρf − σ)
(
ρf
ρ
− 1
)
, τ0 = ρf−σ+1
2
(ρf−σ)2− 1
3ρf
(ρf−σ)3.
Results equivalent to the above are detailed in Lin et al. [29], but no further results
for λ 	 1 are presented in that study.
In order to continue to higher order terms (and subsequent time scales), we set
n = 1 for the remainder of this section. The remaining problems for u1 and u2 are
linear, leading to
u1 = −
σ(σ + 2)ρ2f (2ρf − ρ)(ρf − ρ)
6(ρf + σ(ρf − σ))3 +
(
1
ρ
− 1
ρf
)
×
σ2ρ3f
[
σ4 − 3σ3ρf + σ2(2ρ2f − 3ρf + 2) + 4σρ2f − 6ρf
]
6(ρf + σ(ρf − σ))4 ,(2.38)
τ1 =
(ρf − σ)2
6
(
1 +
2σ
ρf + σ(ρf − σ)
)
,(2.39)
with u2 and τ2 not included here due to restrictions on space (the formulae taking up
most of one page).
To demonstrate how well these approximations work, we compare in Figure 2.2
some numerical results computed for λ = 10 and μ = 0.1 with the asymptotic formulae
(2.37)–(2.39). We see that even for this moderately large value of λ, the comparison
is remarkably good, except for times close to te.
We emphasize that we cannot take the limit μ → 0+ in the above to check with
known results for the case μ = 0, as this time scale does not appear in the μ = 0
problem. On the other hand, we may check that the results are consistent with
subsection 2.3 by rewriting τ0, τ1, and τ2 in terms of s and expanding as s → 1− to
give
τ0 =
λ
μ2
{
μ(1− s) + 1
2
λ(1 − s)2 − 1
3
λ(1 − s)3
}
,
τ1
λ
=
λ
μ2
{
1
2
(1− s)2 − λ+ μ
3μ
(1− s)3 +O((1 − s)4)
}
,
τ2
λ2
=
λ
μ2
{
− 1
3μ
(1− s)3 +O((1 − s)4)
}
.
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Fig. 2.2. A comparison of the numerical solution of (2.6)–(2.10) (solid) computed for λ = 10
and μ = 0.1 with the asymptotic results (2.37)–(2.39) (dashed). (a) From right to left, profiles of
solvent concentration u versus radius r are shown for times t = 0.01, 0.1, 0.5, 1, 1.5, 1.8, and
1.9124. (b) Dependence of glassy-rubbery interface r = s(t) on time t.
By combining these expressions with (2.36), we see that they agree with (2.18)–(2.19)
when n = 1, as expected.
2.5.2. Time scale 2, t = O(λ), 1− s = O(1). The details of this time scale
are almost identical to the μ = 0 case [48]. We rescale time as t = λtˆ, where tˆ = O(1),
and write
u ∼ uˆ0(r, s) + uˆ1(r, s)
λ
+
uˆ2(r, s)
λ2
, tˆ ∼ tˆ0(s) + tˆ1(s)
λ
+
tˆ2(s)
λ2
,
as λ → ∞. Again, the glassy-rubbery interface is moving so slowly that the leading
order problem is quasi-steady, and, after some algebra, the results
uˆ0 =
r − s
(1− s)r ,
tˆ0 =
1
2 (1− s)2 − 13 (1− s)3,
uˆ1 = − 1− r
6rs(1 − s)
[
1−
(
1− r
1 − s
)2]
+
μ(1 − r)
(1 − s)2r ,
tˆ1 =μ(1− s) + 16 (1− s)2,
uˆ2 =
1− r
s3(1− s)r
{
1
36
[
1−
(
1− r
1 − s
)2]
+
4s− 1
120
[
1−
(
1− r
1− s
)4]}
+
μ(1 − r)
6s2(1− s)2r
[
1− (1 + 2s)
(
1− r
1− s
)2]
− μ
2(1− r)
s(1− s)3r ,
tˆ2 =
1
3μ(1− s)−
1
45s
(1− s)2
are readily deduced. Notice how μ does not appear in the leading order description,
meaning that this kinetic parameter has a weak effect on the solution on this time
scale. In the limit μ → 0+, the above expressions reduce to known results in [48].
Further, as s → 1−, the correction term tˆ1/λ becomes the same size as tˆ0, implying
that these expansions break down when 1− s = O(μ/λ) or t = O(μ2/λ), the scalings
for our first time scale. This is as expected. A simple check shows that these time
scales match appropriately.
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2.5.3. Time scale 3, te − t = O(1), s = O(λ−1/2). The third time scale
is for times close to the extinction time te, at which the glassy-rubbery interface
r = s(t) reaches the center. Here s = O(λ−1/2), and so we write s = λ−1/2s¯ in what
follows, where s¯ = O(1). In these latter stages the interface begins to speed up again
so that the leading order behavior away from the interface is no longer quasi-steady
(although the leading order behavior near the interface is). We shall not go through
the work here, as the details are very similar to the μ = 0 case. Instead, we simply
summarize the results and refer the reader to [48, 49, 50] for a full description of the
issues involved.
There are two spatial regions to consider on this time scale. The inner region is
for r = O(λ−1/2); thus we use the scaled variable r = λ−1/2r¯, where r¯ = O(1). It
turns out that, as λ → ∞,
u ∼ 1− s¯
r¯
+
{(
1
s¯
− 1
r¯
)[
s¯2 − s¯
(
2
π
)1/2 ∞∑
m=1
em
2π2s¯2/2
m
erfc
(
mπs¯√
2
)
− μ
]
+
μ
s¯
}
1
λ1/2
in this region, where the glassy-rubbery interface behaves as
t ∼ λ
6
+
1− 3s¯2 + 6μ
6
+
[
s¯3
3
− s¯
3
−
(
2
π5
)1/2 ∞∑
m=1
em
2π2s¯2/2
m3
erfc
(
mπs¯√
2
)
− μs¯
]
1
λ1/2
.
(2.40)
Here erfc(z) is the complementary error function [1]. The outer region is for r = O(1),
on which we find
u ∼ 1−
[(
1
r
− 1
)
s¯+
1
r
(
2
π3
)1/2 ∞∑
m=1
em
2π2s¯2/2
m2
erfc
(
mπs¯√
2
)
sin(mπr)
]
1
λ1/2
.
(2.41)
Again we see that the kinetic parameter μ has only a weak effect on the solution on
this time scale.
By taking the limit s¯ → 0 in (2.40), we can approximate the extinction time by
(2.42) te =
1
6
λ+
1
6
+ μ−
√
2ζ(3)
π5/2λ1/2
+O(λ−1),
where ζ(z) is the Riemann zeta function. By setting μ = 0, all of the above results for
the third time scale reduce to those given in [48, 49, 50]. We see that for the regime
λ 	 1, increasing the kinetic parameter μ simply increases the extinction time by
μ+O(λ−1).
2.5.4. Summary. The asymptotic behavior of (2.6)–(2.10) in the limit λ →
∞ is much more detailed than the corresponding one-dimensional problem treated
in [9, 13, 14, 15, 16]. Indeed, the analysis for the first time scale t = O(μ2/λ) is
very similar to the one-dimensional problem, while the behavior on the second and
third time scales mimics that of the more complicated spherical problem with μ = 0
(analyzed by [48, 49, 50]).
Furthermore, by exploiting limiting properties of Clausen’s integral [1], the outer
region on the third time scale (2.41) appears to have the solvent concentration at the
extinction time behaving as
(2.43) u(r, te) ∼ 1− 1
λ1/2
[√
2
π
(ln(1/πr) + 1) +O(r2)
]
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as r → 0 [48, 49, 50], implying that the analysis on the third time scale cannot
be uniformly valid, as the ln(1/r) term becomes unbounded at the center of the
sphere (reflecting the fact that the limits r → 0 and λ → ∞ do not commute).
For the case μ = 0, this nonuniformity is resolved on an exponentially short time
scale te − t = O(exp(−2
√
2πλ1/2)) in [49, 50], with the solvent concentration at the
extinction time being expressed for r  1 as
(2.44) u(r, te) ∼ 1
ψ(r)2
[
1 +
(−5 + 6 ln 2) lnψ(r) +O(1)√
2πλ1/2ψ(r)
]
as λ → ∞,
where
ψ(r) = 1 +
ln(1/r)√
2πλ1/2
(see (3.22) in [49]), while the glassy-rubbery interface propagates as
(2.45) s(t) ∼
√
2(te − t)1/2
λ1/2ψ((te − t)1/2)
[
1 +
(−5 + 6 ln 2) lnψ((te − t)1/2) +O(1)
2
√
2πλ1/2ψ((te − t)1/2)
]
(see (3.23) in [49]). Thus for 1  ln(1/r)  √2πλ1/2, (2.44) reduces to (2.43), while
for ln(1/r) 	 √2πλ1/2 we have, to leading order,
(2.46) u(r, te) ∼ 2πλ
ln2(1/r)
as r → 0,
which implies u(0, te) = 0, as required in the μ = 0 case. Further, for 1  ln(1/(te −
t))  2√2πλ1/2, (2.45) agrees with (2.40) and (2.42), while for ln(1/(te − t)) 	
2
√
2πλ1/2, (2.45) has
(2.47) s ∼ 4
√
π(te − t)1/2
ln(1/(te − t)) as t → t
−
e
to leading order.
Of particular interest here are the observations that
as r → 0, ∂u(r, te)
∂r
→ ∞,(2.48)
as t → t−e ,
ds
dt
→ −∞(2.49)
when μ = 0. In other words, both the flux of solvent on the interface and the speed of
the interface itself become unbounded in the limit t → t−e . It is well known that in the
context of Stefan problems, kinetic undercooling acts to regularize such singularities,
suggesting that (2.48)–(2.49) will no longer hold for the case μ > 0. Indeed, it appears
that the μ = 0 analysis for te − t = O(exp(−2
√
2πλ1/2)) will not carry over to the
case μ > 0.
In general terms, we can summarize by observing that for early times the kinetic
parameter μ has quite a significant effect on the process of solvent diffusion, with the
qualitative behavior for μ > 0 very different from that for μ = 0, while for later times
the effect decreases to the extent that the leading order behavior as λ → ∞ does not
depend on μ at all on the second and third time scales. On the other hand, we expect
that for times extremely close to the extinction time te, the solution with μ > 0 will
very quickly diverge from the solution with μ = 0, as the kinetic parameter should
act to keep the flux of solvent and speed of the interface bounded for all time. With
this in mind, we shall consider the limit t → t−e in the following subsection.
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2.6. The “extinction limit” t → t−e . As mentioned above, for the special case
μ = 0, the solvent penetration problem (2.6)–(2.10) reduces to the classical Stefan
problem for melting an ice-ball. In that case the results (2.46)–(2.47) are generic in
the sense that they hold for all values of λ and not just for λ 	 1, as described in
the previous subsection (see Herrero and Vela´zquez [22] as well as [4, 33, 49, 50]).
Thus we see that for μ = 0, the limiting behavior (2.48)–(2.49) means that there is an
unphysical singularity in the limit t → t−e for all λ. It is known that the addition of
surface tension (via the Gibbs–Thomson condition) does not regularize this singularity
[35, 53] (in fact, it makes it worse, with the model including surface tension breaking
down at a finite time before the interface reaches the center of the ball), so in this
context it is of interest to explore the effect that (an alternative regularization) kinetic
undercooling μ > 0 has on the Stefan problem.
Numerical solutions of solvent concentration are given in Figure 2.3 for the rep-
resentative value λ = 1. In part (a), which is for μ = 0 (corresponding to the classical
Stefan problem), the profile at t = te does appear to have an infinite slope at r = 0,
as expected, while in part (b), which is for μ = 0.01, the slope of u(r, te) at r = 0 is
finite.
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0.8
1
Fig. 2.3. Profiles of solvent concentration computed for λ = 1. (a) μ = 0. (b) μ = 0.01.
Figure 2.4 provides a close-up view of the solutions near r = 0, clearly showing
that the kinetic parameter μ > 0 regularizes the flux singularity at t = te. By
observing plots (not shown here) of the interface velocity ds/dt versus time close to
the extinction time t = te, we see that the ds/dt remains finite at t = te for all μ > 0,
no matter how small, meaning that the singular speed that occurs for μ = 0 appears
to also be regularized by the addition of the kinetic term.
u
r
0 0.02 0.04 0.06 0.08 0.1
0
0.1
0.2
0.3
Fig. 2.4. A comparison of solvent concentration profiles for λ = 1 near the extinction time
t = te for s = 0, 0.025, and 0.05. The dashed profiles are computed with μ = 0 and the solid profiles
with μ = 0.01.
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Analytically, we can make some progress by rescaling near the glassy-rubbery
interface using ρˆ = r/s and writing
u ∼ Φ(ρˆ, s) as s → 0
for r = O(s). To leading order (2.6), (2.8)–(2.9) gives
(2.50) Φ = ss˙
(
λ+ μ1/n(−s˙)1/n
)(1
ρˆ
− 1
)
+ μ1/n(−s˙)1/n,
where here s˙ < 0 denotes the velocity of the interface. If we write s ∼ −s˙e(te − t) as
t → t−e , where s˙e is a constant (cf. (2.47) and (2.49)), one observation from (2.50) is
that while the slope ∂Φ/∂ρˆ remains nonzero on the interface ρˆ = 1 for times leading up
to the extinction time, we have ∂Φ/∂ρˆ(1, s) = 0 at the precise moment of extinction
s = 0 (t = te), so that
u(r, te) ∼ μ1/n(−s˙e)1/n +O(r2) as r → 0+,
which is in stark contrast to the μ = 0 case (2.46) and (2.48).
It is worth stating that the near-extinction analysis by Herrero and Vela´zquez [22]
and Soward [49] for the case μ = 0 cannot be simply extended to included the effects of
the kinetic parameter μ > 0. In that case, by defining R¯ = ln(1/r), T¯ = ln(1/(te− t)),
u(r, te) = Θ(R¯), and s(t) = (te − t)1/2S¯(T¯ ), a vital part of the analysis is that
Θ(R¯) 	 dΘ
dR¯
	 d
2Θ
dR¯2
	 . . .
for R¯ 	 1 (that is, for r  1) and
S¯(T¯ ) 	 dS¯
dT¯
	 d
2S¯
dT¯ 2
	 . . .
for T¯ 	 1 (that is, for te − t  1). These assumptions no longer hold when μ > 0.
3. Model for drug diffusion from polymeric spheres.
3.1. Mathematical formulation and numerical results. In section 2 we
considered a moving boundary problem (2.1)–(2.4) for solvent penetration through a
polymer ball, where (reverting back to dimensional variables) the solvent concentra-
tion U(R, T ) is governed by a linear diffusion equation in the region S(T ) < R < S(0),
where R = S(T ) describes the location of the interface between the glassy and rubbery
regions of polymer. In this section we now suppose that the drug has been dissolved
in the polymer matrix and is released from the polymer when it is in a rubbery state
(but not released when the polymer is in a glassy state).
By denoting the drug concentration by V (R, T ), the problem we are concerned
with is
in S(T ) < R < S(0),
∂V
∂T
=
1
R2
∂
∂R
(
R2D¯d(U)
∂V
∂R
)
,(3.1)
on R = S(0), V = 0,(3.2)
on R = S(T ), D¯d(U)
∂V
∂R
= (Vi − V ) dS
dT
,(3.3)
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where the location of the interface R = S(T ) is an input to the problem (given by the
solution of (2.1)–(2.4), which is not dependent on V ). Here (3.2) states that the drug
concentration is assumed to vanish on the outer boundary of the polymer ball (the
perfect sink condition), while (3.3) is required to conserve the mass of drug in the
system. Initially the concentration of the drug is the constant V (R, 0) ≡ Vi. Following
[17, 41, 46], for example, we suppose the nonlinear diffusion coefficient is given by
D¯d(U) = δ¯e
−β¯(1−U/U0),
which is an increasing function of U that reduces to a constant for β¯ = 0. In other
words, for β¯ = 0 we have the concentration of the drug governed by the linear diffusion
equation, while for β¯ > 0 we suppose that the drug tends to diffuse more in regions
of higher concentration of solvent.
We nondimensionalize (3.1)–(3.3) by applying (2.5) and introducing the dimen-
sionless drug concentration v(r, t) = V/Vi, resulting in
in s(t) < r < 1,
∂v
∂t
=
1
r2
∂
∂r
(
r2Dd(u)
∂v
∂r
)
,(3.4)
on r = 1, v = 0,(3.5)
on r = s(t), Dd(u)
∂v
∂r
= (1− v)ds
dt
,(3.6)
where the dimensionless nonlinear diffusion coefficient is given by
(3.7) Dd(u) = δe
−β(1−u).
Equations (3.4)–(3.7) contain two new dimensionless parameters
(3.8) δ =
δ¯
D
, β = β¯
(
1− U
∗
U0
)
.
Here δ is the ratio of the diffusion coefficient of the drug on the surface of the ball to
the diffusion coefficient of the solvent in the rubbery region. Typically δ is a small
parameter; we take δ = 0.1 for all the calculations in the present study. The other
parameter, β, measures the strength of the nonlinearity of the diffusion of the drug,
with (3.4) reducing to the linear diffusion equation for the special case β = 0.
It is important to note that once the glassy-rubbery interface reaches the center,
the polymer ball will be entirely in the rubbery state, but the drug will continue to
be released. For t > te we continue to solve (3.4), except the domain is changed to
0 < r < 1, together with boundary conditions (3.5) and
(3.9) on r = 0,
∂v
∂r
= 0.
That is, for t > te this is no longer a moving boundary problem.
To summarize, the problems for concentrations of solvent and drug are partially
coupled in the sense that we may solve (2.6)–(2.10) given the two parameters defined
in (2.11) and then use this solution as an input for (3.4)–(3.7), which requires the
two extra parameters (3.8). Collectively, (2.6)–(2.10) and (3.4)–(3.7) are very similar
to the problem treated in Lin and Peng [30], except for two differences: first, in [30]
the parameter β = 0, so those authors do not consider the effect that solvent has on
the diffusion coefficient for the drug; second, the model considered by Lin and Peng
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allows the polymer matrix to swell, leading to a double moving boundary problem
that is the radially symmetric extension of the one-dimensional model proposed by
Cohen and Erneux [10]. We shall mention the effects of swelling briefly in section 4
but note for now that provided the molar volume of the solvent is small compared
to 1/U0, all of the results presented here are qualitatively the same as those for the
more complicated double moving boundary problem.
Of particular concern for those working in the pharmaceutical industry is to
calculate the quantity
(3.10) mt = −3δ
∫ t
0
∂v
∂r
∣∣∣∣
r=1
dt,
which is the dimensionless amount of drug released from the spherical delivery device
at time t, normalized so that mt → 1− as t → ∞ (that is, mt is the ratio of the drug
released at time t to the amount of the drug in the polymer at t = 0).
Typical numerical results are presented in Figure 3.1. The plots in parts (a)
and (c) come from solving (2.6)–(2.10) for the parameter values λ = 0.8 and μ = 0.1,
as described in section 2.4. The dashed curve in (a) denotes the profile of solvent
concentration at the extinction time te; for latter times the domain is fixed and the
relevant equations are (2.6) (with the domain changed to 0 < r < 1), (2.7), and
(2.12), as discussed in section 2.1. Figures 3.1(b) and (d) contain numerical results
of (3.4)–(3.7) for δ = 0.1 and β = 20, where u(r, t) and s(t) are found from the
numerical solution to (2.6)–(2.10). The numerical scheme for solving (3.4)–(3.7) is a
straightforward extension of that described in section 2.4 and will not be elaborated
on here.
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Fig. 3.1. Numerical results for λ = 0.8, μ = 0.1, δ = 0.1, and β = 20. (a) From right to left,
profiles of solvent concentration u(r, t) are shown for t = 0.001, 0.01, 0.1, 0.27, 0.3651 (dashed),
0.4201, and 0.6801. (b) From right to left, profiles of drug concentration v(r, t) are shown for
t = 0.01, 0.17, 0.3651 (dashed), 0.5511, 0.8311, 1.4251, 2.1251, and 4.9651. (c) Dependence of
glassy-rubbery interface r = s(t) on time t. (d) Normalized drug release mt versus time t. The
vertical thin marker indicates the time the interface reaches the center, te = 0.3651.
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We close this subsection by noting some evidence that we believe highlights how
our numerical scheme is preferred to that employed by Lin and Peng [30]. Figure 3.2
shows profiles of flux −∂v/∂r at r = 1 for time, which for β = 0 is a measure of
drug being released from the outer surface of the polymer ball. Note how the curves
are monotonically decreasing, which is as expected given that the solution for v(r, t)
becomes flatter and tending to v(r, t) ≡ 0 as time increases. This monotonic behavior
is in contrast to the numerical results shown in [30], where a number of profiles of the
flux −∂v/∂r(1, t) versus time are presented, but each has a distinct local minimum
followed by a sharp rise just before t = te.
As a check on our scheme, we computed the normalized drug release mt defined
in (3.10) for a variety of parameter sets (including those presented in [30]) and found
that, for large times, mt approaches 1 (as expected) to within at least 3 decimal places.
This is a strong test, as any small numerical error in calculating the flux −∂v/∂r(1, t)
accumulates in time when computing mt. The apparent inaccuracy of the numerical
scheme in [30] is not surprising, since it relies on an approximate similarity solution
on each time step that becomes less and less accurate as time increases; indeed, in the
limit t → t−e , the similarity solution used in [30] is not even a rough approximation of
the real behavior exhibited by (2.6)–(2.9), (3.4)–(3.7).
−∂v
∂r
∣
∣
∣
∣
r=1
t
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101
Fig. 3.2. Profiles of the flux of drug at the surface of the polymer ball versus time calculated
for δ = 1, β = 0. The solid line is for λ = 0.1, μ = 0.02, the dashed line for λ = 1, μ = 0.2, the
dotted line for λ = 10, μ = 2, and the loosely dashed line for λ = 100, μ = 20. These parameter
values are the same as those used in Figure 13 of [30], except that those authors have included the
effects of swelling as the solvent penetrates the polymer ball. Such effects, which do not change the
qualitative behavior of drug release, are ignored in our model.
3.2. Asymptotic limits. We can derive a small-time expansion for drug con-
centration v by applying the ansatz
v ∼ 1
r
{v0(ξ) + v1(ξ)(1− s) + v2(ξ)(1 − s)2} as s → 1−
(together with (2.17)–(2.18)), where ξ is the front-fixing variable defined in (2.16).
The result is that
(3.11) v ∼ 1
δμ
(
1− r
r
)
+
β(1 + λ)
2δμ2
(
(1− r)2
r
)
− 1 + 2δμ+ δn(1 + λ)
δ2μ3
(
1− r
r
)
t
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as t → 0+. We can thus deduce that
∂v
∂r
∣∣∣∣
r=1
∼ − 1
δμ
+
1 + 2δμ+ δn(1 + λ)
δ2μ3
t,(3.12)
mt ∼ 3
μ
t− 3[1 + 2δμ+ δn(1 + λ)]
2δμ3
t2(3.13)
as t → 0+.
These results provide a modest contribution to the literature (the small-time anal-
ysis of (2.6)–(2.10) and (3.4)–(3.7) was not attempted in [30]) but are of considerable
interest given the vast amount of attention given to the rate of drug release in the past.
Equations (3.12)–(3.13) show explicitly how the flux of drug from the polymer ball is
O(1) and the normalized drug release is O(t) in the small-time limit, and the effect
the kinetic parameter μ has on these processes. In particular, the kinetic boundary
condition (2.9) (which leads to the so-called Case II diffusion of solvent through the
polymer) dictates the scalings of drug release for small time, and without this empiri-
cal law the time-dependence would be qualitatively different (as in [26, 39, 41, 51, 52],
for example). Clearly (3.12)–(3.13) break down in the limit μ → 0+, and in fact
(3.11)–(3.13) are valid only for t = O(μ2) in this limit (see the related discussion in
section 2.3). This implies that for μ = 0 the above analysis no longer holds; indeed,
for μ = 0 we find that ∂v/∂r(r, 1) = O(t−1/2) and mt = O(t1/2) as t → 0+ (for β = 0
we have
mt ∼ 6αe
α2/δ
1 + α
√
π/δeα2/δerf(α/
√
π)
t1/2 as t → 0+,
where α is the positive real root of (2.29)). Thus, it happens that if (2.9) is replaced
by the condition u = 0 on r = s(t), then the early drug release scales the same way
as predicted by Higuchi [23] or even a simple linear model (see section 3.3 below).
For the case n = 1 it is possible to extend the large-λ analysis of (2.6)–(2.10) in
section 2.5 to take into account the drug diffusion problem (3.4)–(3.7), although the
algebra is tedious. For brevity we simply note that on the first time scale t = O(μ2/λ)
we rescale variables as in (2.34)–(2.35) and find for β = 0 the leading order solution
v ∼ 1
δλ
(
ρf
ρ
− 1
)
σ2
ρf + σ(ρf − σ) as λ → ∞,
where σ and τ are related by (2.36)2 and (2.37)2 (this term was given in [30]). By
integrating (3.10) we find that
mt ∼ μ
λρ2f
(ρ3f − σ3) as λ → ∞,
again to leading order. Interestingly, by writing in original variables, this provides
the very simple approximation
mt ≈ 1− s3 for λ 	 1.
Since s ∼ 1− t/μ as t → 0+, this reduces further to
mt ∼ 3(1− s) ∼ 3
μ
t as t → 0+, λ → ∞,
which agrees with the small-time expansion (3.13) (valid for all λ), as expected.
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3.3. Comparison with the linear model. It is instructive to compare the re-
sults for the problem (2.6)–(2.10), (3.4)–(3.7) with those for the linear initial boundary
value problem
in 0 < r < 1,
∂v
∂t
= δ
1
r2
∂
∂r
(
r2
∂v
∂r
)
,(3.14)
on r = 1, v = 0,(3.15)
on r = 0,
∂v
∂r
= 0,(3.16)
at t = 0, v = 1.(3.17)
Equations (3.14)–(3.17) provide the most simple nontrivial description of genuine drug
diffusion from a spherical delivery device where the drug is initially uniformly dissolved
in the polymer ball (see [5], for example). The model has linear diffusion in the fixed
domain 0 < r < 1 (without a moving boundary) and does not take into account any
effects of solvent. The only parameter is δ, the constant diffusion coefficient (which
could be scaled out of (3.14)–(3.17) but is kept here to be consistent with previous
scalings).
By separating variables or applying a Laplace transform, (3.14)–(3.17) may be
solved exactly to give [11]
v(r, t) =
2
π
∞∑
m=1
(−1)m+1
m
sin(mπr)
r
e−m
2π2δt
= 1 +
1
r
∞∑
m=0
{
erfc
(
2m+ 1 + r
2
√
δt
)
− erfc
(
2m+ 1− r
2
√
δt
)}
,
with the normalized drug release given by
mt = 1− 6
π2
∞∑
m=1
1
m2
e−m
2π2δt
= 6
√
δt
π
− 3δt+ 12
∞∑
m=1
{√
δt
π
e−m
2/δt −m erfc
(
m√
δt
)}
.
An obvious qualitative difference between this solution and the solution to (2.6)–
(2.10), (3.4)–(3.7) is that
(3.18) mt ∼ 6
√
δ√
π
t1/2 as t → 0+
for the linear problem (3.14)–(3.17), meaning that mt = O(t1/2) as t → 0+, whereas
from (3.13) we see that mt = O(t) for the full moving boundary problem. Thus
the linear problem (3.14)–(3.17), which makes no reference to either solvent or the
glassy-rubbery interface, does not provide a small-time drug release rate that scales
the same way as our model, which has the interface kinetics governed by an empirical
law relating the concentration of solvent there to the velocity of the interface.
While these observations are important, we have found that for certain param-
eter regimes the solution to the linear problem (3.14)–(3.17) provides a very good
approximation to (2.6)–(2.10), (3.4)–(3.7) for times away from t = 0. For example,
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the dependence of the normalized drug release on time is presented in Figure 3.3 for
fixed values of μ and δ and β = 0 but three different values of the control parameter λ.
We see that for λ = 1 the comparison is very good, except for very small times. While
not shown here, the comparison was found to improve even further as λ decreases.
The explanation for this agreement is that for small values of λ the glassy-rubbery
interface moves quickly and reaches the center of the ball before much of the drug is
released. From that time the problem for drug concentration is (3.4) (with the domain
replaced by 0 < r < 1), (3.5), and (3.9), which for β = 0 coincides with (3.14)–(3.17).
On the other hand, for large values of λ (see the drug release profile in Figure 3.3
for λ = 50), the glassy-rubbery interface moves very slowly, and almost all the drug
is released before t = te. For this parameter regime the comparison with the linear
problem (3.14)–(3.17) is not good at all (but in terms of an analytical approximation,
we are able to resort to our large λ asymptotics in that case).
(a)
mt
t
0 2 4 6 8 10
0
0.2
0.4
0.6
0.8
1 (b)
mt
t
0 0.01 0.02 0.03 0.04 0.05
0
0.1
0.2
Fig. 3.3. Normalized drug release mt versus t for μ = 0.1, δ = 0.1, β = 0 and for λ = 1 (solid
line), 10 (dashed line), and 50 (dotted line). The solid, dashed, and dotted vertical markers indicate
the time te for the cases λ = 1, 10, and 50, respectively. Also included, as solid circles, is the
solution of the linear diffusion problem for δ = 0.1.
Similar observations can be made for other parameter regimes. For example, in
Figure 3.4 we see that for β = 0 and small values of the kinetic parameter μ, the
linear problem (3.14)–(3.17) provides a very good approximation of the full moving
boundary problem (2.6)–(2.10), (3.4)–(3.7), except for very small times.
(a)
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t
0 0.5 1 1.5 2
0
0.2
0.4
0.6
0.8
(b)
mt
t
0 0.02 0.04 0.06 0.08 0.1
0
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Fig. 3.4. Normalized drug release mt versus t for λ = 1, δ = 0.1, β = 0 and for μ = 0 (solid
line), 0.1 (dashed line), and 1 (dotted line). The dashed and dotted vertical markers indicate the
time te for the cases μ = 0.1 and 1, respectively. Also included, as solid circles, is the solution of
the linear diffusion problem for δ = 0.1.
In Figure 3.5 we see that increasing the effects of nonlinear diffusion of the drug
(by increasing β) moves the drug release profile away from the linear profile. That is to
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Fig. 3.5. Normalized drug release mt versus t for λ = 1, μ = 0.01, δ = 0.1 and for β = 0 (solid
line), 5 (dashed line), and 20 (dotted line). The thin vertical marker indicates the time te for these
profiles. Also included, as solid circles, is the solution of the linear diffusion problem for δ = 0.1.
say, for large β the linear problem (3.14)–(3.17) does not provide a good approximation
of the full moving boundary problem (2.6)–(2.10), (3.4)–(3.7).
3.4. Multilayered system. Instead of having an evenly distributed amount of
drug initially dissolved in the polymer, it is possible to construct a drug delivery
device with different levels of initial drug concentration in different regions. Perhaps
the most simple example which is an extension of our model is to assume that, instead
of having u(r, 0) = 1 for all r, we have
(3.19) u(r, 0) =
{
1, 0 < r < r,
0, r < r < 1.
That is, we suppose that the drug is evenly dissolved in the core of the polymer ball
0 < r < r, but no drug is initially stored in the outer shell r < r < 1. Otherwise,
the governing equations (2.6)–(2.10), (3.4)–(3.7) remain the same, with the same
alterations once the glassy-rubbery interface reaches the center.
In Figure 3.6 we present typical numerical results for such a two-layered device.
The value r = 2
−1/3 ≈ 0.7937 implies that the inner core initially containing the
drug is one half of the volume of the polymer ball. Parts (a) and (b) show profiles
of solvent and drug concentration for various times, respectively. Here the dotted
curve represents the time at which the glassy-rubbery interface reaches the inner core
(that is, the solvent concentration profile at which s = r), while the dashed curve
represents the time at which the interface reaches the center.
To demonstrate the effect that this simple multilayered device has on the drug
release rate, we have included plots of normalized drug release versus time in Figure 3.7
for three cases. The first case is for r = 1, which is simply the one-layered device
treated in the bulk of this paper. The second case is for two polymer balls with
r = 2
−1/3, while the third is for three polymer balls with r = 3−1/3. Note that the
same amount of drug is released in each case, with the same parameter values except
r. It is immediately clear that the rate of drug release is greatly affected by dissolving
the drug in a multilayered device, and, depending on the application in mind, it is
easy to imagine that one could construct a multilayered device that is able to provide
a release rate that is desirable. We leave this exercise for further research.
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Fig. 3.6. Profiles of solvent and drug concentration in a two-layered controlled released device
for λ = 0.8, μ = 0.1, δ = 0.1, and β = 0. Here r = 2
−1/3.
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Fig. 3.7. Normalized drug release mt versus t for λ = 0.8, μ = 0.1, δ = 0.1, and β = 0, with
the thin vertical markers indicating the extinction time te. The three cases are one polymer ball with
r = 1 (dotted line), two polymer balls with r = 2
−1/3 (solid line), and three polymer balls with
r = 3
−1/3 (dashed line).
4. Discussion. We have been concerned with the moving boundary problem
(2.6)–(2.10), (3.4)–(3.7), which couples together the processes of solvent and drug
transport in a spherically shaped glassy polymer. Although (2.6)–(2.10) was consid-
ered in [29], where numerical solutions were presented and a leading order term in
a large-λ expansion was given on an early time scale, we provide what we believe is
a much more accurate numerical scheme and a rather complete asymptotic analysis
in the limits t → 0+, λ → ∞, and t → t−e . Regarding the full problem (2.6)–(2.10),
(3.4)–(3.7), which for β = 0 was considered in [30], we derive a small-time approxi-
mation not attempted by those authors and again provide numerical solutions that
we believe are considerably more accurate. Further, we briefly treat a multilayered
version of the model, which could be useful for controlling drug release rates.
In our analysis we have found that the kinetic boundary condition (2.9) (the
dimensionless version of (2.4)) in the model is crucial in determining the qualitative
behavior of the rate of solvent penetration, the speed of the glassy-rubbery interface,
and rate of drug release for early times. Much has been made of this issue in the
literature, and we emphasize that the model (2.6)–(2.10), (3.4)–(3.7) has ∂u/∂r(1, t) =
O(1), ds/dt = O(1), and mt = O(t) as t → 0+. From a mathematical perspective,
the parameter μ has a regularizing effect in both the limits t → 0+ and t → t−e in the
sense that a model with μ = 0 (that is, if the dimensional kinetic boundary condition
(2.4) is replaced with U = U∗ on R = S(T )) has unphysical singular behavior there,
while the full model (2.6)–(2.10), (3.4)–(3.7) with μ > 0 does not.
Our results show that for certain parameter regimes the simple linear problem
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(3.14)–(3.17) provides quite a good approximation of the full moving boundary prob-
lem (2.6)–(2.10), (3.4)–(3.7). One such regime is when both λ and μ are small and
β = 0; in this case the glassy-rubbery interface moves so quickly that the extinction
time te is small compared to the time scale on which drug diffuses out of the polymer
ball (which, for our choice of dimensionless variables, is t = O(1)), and for subsequent
times the full problem becomes linear anyway. The lesson here in terms of mathemati-
cal modeling is that one must be careful about spending time developing sophisticated
models when sometimes the most obvious formulations are good enough. On the other
hand, we have shown that for some parameter regimes (for example, with a slow mov-
ing interface, a large kinetic parameter μ, or a highly nonlinear diffusion coefficient),
a simple linear model is certainly not appropriate.
Finally, we note that Lin and Peng [30] treat (2.6)–(2.9), (3.4)–(3.7) with the
domain s(t) < r < 1 replaced with s1(t) < r < s2(t), the fixed boundary r = 1
replaced with r = s2(t), and the initial condition s1 = s2 = 1 at t = 0. As there are
two moving boundaries r = s1(t) and r = s2(t), the extra condition
s32(t)− 1 = 3νm
∫ s2(t)
s1(t)
(
1− 1− u
λ+ 1
)
r2dr
is required, where the dimensionless parameter νm < 1 is the molar volume of the
solvent multiplied by U0 (this model is the radially symmetric version of the one
proposed in [10]). For practical cases in which the molar volume of solvent is low,
there is only a small amount of swelling, and the single moving boundary problem
(2.6)–(2.9), (3.4)–(3.7) is a good approximation; indeed, we performed a variety of
numerical calculations for the full model with νm  1 and found that the results are
qualitatively similar to those for νm = 0 in [54]. It is of some interest to consider a
more complicated model that builds on [30] and to also consider dissolution of polymer
on the outer moving boundary r = s2(t). Such a study will be presented elsewhere.
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