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Abstract
This work addresses a modification of the random geometric graph (RGG) model by considering
a set of points uniformly and independently distributed on the surface of a (d − 1)-sphere with
radius r in a d−dimensional Euclidean space, instead of on an unit hypercube [0, 1]d . Then,
two vertices are connected by a link if their great circle distance is at most s. In the case of
d = 3, the topological properties of the random spherical graphs (RSGs) generated by this model
are studied as a function of s. We obtain analytical expressions for the average degree, degree
distribution, connectivity, average path length, diameter and clustering coefficient for RSGs. By
setting r =
√
pi/(2pi), we also show the differences between the topological properties of RSGs and
those of two-dimensional RGGs and random rectangular graphs (RRGs). Surprisingly, in terms of
the average clustering coefficient, RSGs look more similar to the analytical estimation for RGGs
than RGGs themselves, when their boundary effects are considered. We support all our findings by
computer simulations that corroborate the accuracy of the theoretical models proposed for RSGs.
∗ alfonso.allen@hotmail.com
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I. INTRODUCTION
Random geometric graphs (RGGs) models contain a collection of nodes distributed ran-
domly throughout a given domain of typically two or three dimensions, together with con-
necting links between pairs of nodes that exist with a probability related to the vertex
locations [1–4]. An intense theoretical research on RGGs has been triggered by the study of
complex spatial networks [5], that is, networks that emerge under certain geometrical con-
straints. RGGs have been applied to a variety of complex systems including in city growth
[6], power grids [7], nanoscience [8], epidemiology [9–13], forest fires [14], social networks
[15, 16, 18, 22], and wireless communications [19–25], among others.
Most research on RGGs has been carried out in networks in which the nodes of the graph
are distributed randomly and independently in a unit square and two nodes are connected
if they are inside a disk of a given radius, centered at one of the nodes. Hereafter, the term
RGG is reserved for that case. However, various modifications of the RGG model have been
introduced to account for more realistic scenarios. This includes the generalization of RGGs
to random rectangular networks (RRGs) [26–30], the use of a general connection function
[31, 32], the embedding of the nodes into fractal domains [33] and into the two-dimensional
unit torus [34], or the use of low-discrepancy sequences [35] to mention a few. Likewise,
different geometric rules for generating the edges have been studied. This is the case of the
random proximity graphs and their generalization [36, 37], the scale-free spatial networks
[38, 39], or the Waxman model [40].
It has been shown that the geometrical details of the confined space boundary (such as
corners, edges, faces or the length of the perimeter) dominate the topological properties of
RGG and RRG models, and play a fundamental role on the dynamical properties of the
resulting graphs [26–30, 33]. In this work, we develop a model that modifies the RGG and
RRG approachs by allowing the embedding of the nodes on a sphere instead of a unit square
or a unit rectangle. Our main goal is to investigate how the lack of borders of the graphs gen-
erated by the new model impacts some network-theoretic invariants that are commonly used
to characterize the structural properties of networks, namely: the average degree, connectiv-
ity, degree distribution, average path length, diameter and clustering coefficient. Previous
investigations on other domains without borders were restricted to spectral statistics [34].
We found analytical expressions and bounds for all the topological properties mentioned
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above, and provide computational evidence of the accuracy of these approaches for RSGs.
The paper is organized as follows. In Sec. II, we present the RSG model. The topological
properties of RSGs are analyzed in Sec. III. Finally, our conclusions are summarized in
Sec. IV.
II. DEFINITION OF THE MODEL
A random spherical graph (RSG) is a network where each of its N nodes is assigned ran-
dom coordinates on the (d− 1)-sphere centered at the origin, in a d−dimensional Euclidean
space:
Sd−1(r) =
{
x ∈ Rd : ‖x‖ = r} , (1)
where ‖.‖ is the standard Euclidean metric on Rd. Then, two vertices are connected by a
link if their great circle distance (i.e., the shortest distance between two points, measured
along the surface of the sphere) is at most s. Hereafter, we will consider only the case d = 3,
which corresponds to a sphere of radius r. In the case of r = 1, we call our surface the unit
ball, S2. Now, the RSG is defined by distributing uniformly and independently N vertices
in the sphere and then connecting two points i and j by an edge if their circle distance
distance δ(i, j) is less than or equal to s, the connection radius of the RSG. According to
the haversine formula, δ(i, j) is described by
δ(i, j) = 2r arcsin
(√
sin2
(
φj − φi
2
)
+ cos (φi) cos (φj) sin
2
(
λj − λi
2
))
(2)
where φP and λP are the latitude and longitude of point P (in radians), respectively. The
conversion from the geographic coordinates (φP , λP ) to a cartesian vector (xP , yP , zP ) of a
position P is given by:
xP = r cos(φP ) cos(λP ),
yP = r cos(φP ) sin(λP ), (3)
zP = r sin(λP ).
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Let us now consider a node i and the set of points in the sphere where δ(i, j) ≤ s. As
can be observed in Fig. 1(a), these points define a spherical cap “centered” in i, denoted as
SC(i, s, r). Note that, in the case of S2 (i.e. r = 1), the great circle distance s and the polar
angle of SC(i, s, 1), denoted as γ = s/r, are equivalent. Thus, according to our model, we
connect every node to the other vertices that lie inside its cap. For this reason, the surface
of the cap represents the connection area of a given point in the sphere. In Fig. 1(b) we
show an example of RSG.
(a) (b)
FIG. 1: (a) Example of a spherical cap SC(i, s, r) (blue surface) with polar angle γ. All
points j in SC(i, s, r) satisfy the condition δ(i, j) ≤ s. (b) A random spherical graph with
N = 200 nodes and s = 0.27, when r = 1. A red dashed line of arc length s = 0.27 is
included as a point of reference.
It is easy to see that our model has some similarities with the RGG [1, 2] and RRG [26]
graphs. In all the cases, N nodes are distributed uniformly and independently in a finite
surface, and two points are connected by an edge if the shortest distance between them,
measured along the surface, is less than or equal to a given threshold. However, in the case
of RSGs, an important difference has been introduced: the unit ball has no borders, while
the other types of random graphs do. As we will see in the next sections of this paper, the
lack of borders and the spherical symmetry of RSGs influence their topological parameters
and also facilitate their analytical study.
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III. TOPOLOGICAL PROPERTIES OF RSGs
A. Average degree
Following Ref. [26], we start the study of the topological properties of RSGs by considering
an analytical expression for the average degree of the network k¯ = M/N , where N is the
number of nodes and M is the amount of edges. As we will see in the next sections, this
network-theoretic invariant is fundamental to understand other topological parameters of
RSGs, as well as their relations with those of RGGs and RRGs.
Let ki be the degree of a vertex i (i.e. the number of edges incident to i) and let us
consider that, for a given node i, there are N −1 nodes distributed in the rest of the sphere.
Since the nodes are uniformly and independently distributed, the expected degree of a node
i is
E [ki(s)] = (N − 1)ASCi
4πr2
, (4)
where r is the radius of the sphere (r = 1 for S2), and ASCi is the surface of SC(i, s, r),
given by
ASCi =

0 ≤ s ≤ πr 2πr
2
(
1− cos ( s
r
))
πr < s 4πr2
. (5)
Note that SC(i, s, r) is equal to the area of the sphere, when s ≥ πr. Considering that for
a given value of s all the points in SC(i, s, r) are within the sphere, it is possible to see
that ASCi = ASCj for i 6= j. Therefore, the expected degree of each node is the same and,
consequently, its value is equal to the expected average degree of the RSG (see Eq. 6).
E
[
k¯(s)
]
=
∫
S2
E [ki(s)] dS
4πr2
= E [ki(s)]
∫
S2
dS
4πr2
= E [ki(s)] =
N − 1
2
(
1− cos
(s
r
))
(6)
Fig. 2 illustrates the dependence of the average degree k¯(s) on the connection radius s,
for the unit ball (i.e. r = 1). As can be observed, there is a complete agreement between
the results of Eq. 6 and those obtained from computer simulations.
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FIG. 2: Dependence of the average degree k¯ on s for a RSG with N = 500 nodes, when
r = 1. The symbols indicate the numerical results (averaged over 100 realizations), and the
blue continuous line corresponds to the analytical prediction of Eq. 6.
To study the influence of the borders on the expected average degree of RSGs, we compare
our analytical findings with those for RGGs and RRGs. The expected average degree for
RRGs with N nodes embedded in a rectangle with sides of lengths a and b (where b ≤ a
and b = 1/a) was obtained analytically by Estrada and Sheerin in Ref. [26], and is given by
E
[
k¯(s)
]
=
N − 1
ab
〈SRRG〉 = N − 1
(ab)2
f(s, a) = (N − 1)f(s, a), (7)
where s is the connection radius (i.e. the maximum shortest distance between two connected
nodes of the RRG), 〈SRRG〉 = f(s, a)/(ab) = f(s, a) represents the average connection area
of the rectangle (i.e. the average area within radius s of a point which lies in the rectangle),
and
f(s, a) =


0 ≤ s ≤ b πs2ab− 4
3
(a+ b)s3 + 1
2
s4
b ≤ s ≤ a −4
3
as3 − s2b2 + 1
6
b4 + a
(
4
3
s2 + 2
3
b2
)√
s2 − b2+
2s2 arcsin
(
b
s
)
a ≤ s ≤ √a2 + b2 −s2(a2 + b2) + 1
6
(a4 + b4)− 1
2
s4
+b
(
4
3
s2 + 2
3
b2
)√
s2 − a2 + a (4
3
s2 + 2
3
b2
)√
s2 − b2
−2abs2 (arccos ( b
s
)− arcsin (a
s
))
. (8)
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Then, we define a sphere that has the same area as the unit square (i.e. the radius of the
new sphere is r =
√
π/(2π) units). In this way, the uniform and independent distribution of
nodes in each system takes place in the same area. In Fig. 3(a) we show the dependence of
the expected average degree on s for RSGs (with radius r =
√
π/(2π)), RGGs (with a = 1
and b = 1), and RRGs (with a = 2 and b = 1/2). As can be observed, for a given value of
s > 0 and N , the largest (smallest) expected average degree is obtained for RSGs (RRGs).
This result is apparently surprising given that the connection areas of the RGGs and RRGs
are larger than those of the RSGs, when s > 0 and r =
√
π/(2π) (see Fig. 3(b)). The main
reason for this behavior is the lack of borders of the RSGs. As indicated before, the whole
area within the connection radius s of a point lies in the surface of the sphere. However, in
the case of RGGs and RRGs, their boundaries imply that there are points whose connection
areas lie partially outside the borders of the square or rectangle, respectively. Those nodes
have an expected smaller degree. Therefore, they reduced the average connection area and
the expected average degree of their systems (see Fig. 3(b)). As our data show, the larger
the length of the perimeter, the smaller the expected average degree.
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FIG. 3: (a) Dependence of the expected (normalized) average degree E
[
k¯(s)
]
/(N − 1) on
s for RSGs with radius r =
√
π/(2π) (blue continuous line, Eq. 6), RGGs (red dashed line,
Eq. 7) and RRGs with a = 2 and b = 1/2 (black dotted line, Eq. 7). (b) Dependence of the
connection area on s for RSGs with radius r =
√
π/(2π) (blue continuous line, Eq. 5), and
RGGs and RRGs (red dashed line, SRRG = πs
2).
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Finally, we compare our analytical findings for RSGs with those for RGGs and RRGs
that have periodic boundaries (PB-RGGs and PB-RRGs, respectively). Unlike the case of
the standard RGGs and RRGs, these systems (i.e., RSGs, PB-RGGs and PB-RRGs) satisfy
the condition that the whole connection area of a point lies in the surface of the model
considered. Consequently, in these graph models there are no nodes that could reduce the
average connection area (i.e., the connection area of all the points is the same) and the
expected average degree.
In the case of PB-RRGs with N nodes embedded in a rectangle with sides of lengths a
and b (where b ≤ a and b = 1/a), the expected average degree is
E
[
k¯(s)
]
= (N − 1)fPB(s, a), (9)
where s is the connection radius, and fPB(s, a) represents the (average) connection area of
the PB-RRGs, given by
fPB(s, a) =


0 ≤ s ≤ 1
2
b πs2
1
2
b ≤ s ≤ 1
2
a bs
√
1− b2
4s2
+ 2s2 arccos
(√
1− b2
4s2
)
1
2
a ≤ s ≤
√
1
4
a2 + 1
4
b2 bs
√
1− b2
4s2
+ 2s2 arccos
(√
1− b2
4s2
)
+as
√
1− b2
4s2
− 2s2 arccos
(√
1− a2
4s2
)
√
1
4
a2 + 1
4
b2 ≤ s ab
, (10)
(see Appendix for the derivation of Eqs. 9 and 10). As expected, according to Eqs. 8 and 10,
the average connection area of PR-RGGs (PR-RRGs) is larger than those of RGGs (RRGs,
see Fig. 4(a)).
In Fig. 4(a) we show the dependence of the expected (normalized) average degree on s for
RSGs (with radius r =
√
π/(2π)), PB-RGGs (with a = 1 and b = 1), and PB-RRGs (with
a = 2 and b = 1/2). We also exhibit the computer results (averaged over 100 realizations) for
the expected (normalized) average degree of PB-RGGs and PB-RRGs. As can be observed,
computer calculations are in good agreement with Eqs. 9 and 10. We can also see that for a
given value of s > 0 and N , the largest expected average degree is obtained for PB-RGGs.
Due to their periodic boundaries, PB-RGGs also present the largest (average) connection
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areas, when s > 0 and r =
√
π/(2π). Note that, according to Eqs. 6 and 9, the expected
(normalized) average degrees shown in Fig. 4(a) are equal to the (average) connection areas
of the respective graph models. On the other hand, we can see that RSGs exhibit the
smallest expected average degree when 0 < s <∼ 0.3 and a = 2, while for PB-RRGs this
happens when s >∼ 0.3. According to Eq. 10, as we elongate the rectangle, the range of
s values (i.e., b/2 ≤ s ≤ a/2) where the average expected degree of PB-RRGs and their
connection area grow more slowly, is increased. Indeed, in the case of a >∼ 1.95, for a given
value of N , there is a threshold connection radius, denoted as sT , that makes the expected
average degrees of RSGs and PB-RRGs equal. For instance, when a = 2, sT = 0.30814 (see
Fig. 4). Thus, when s < sT (s > sT ), the smallest expected average degree is obtained for
RSGs (PB-RRGs). In Fig. 4(b), we show the dependence of sT on a. To do so, we solve
numerically the following equation
fPB(sT , a) = ASCi(s
T ) =

0 ≤ s
T ≤ πr 2πr2
(
1− cos
(
sT
r
))
πr < sT 4πr2
, (11)
for a spherical radius r =
√
π/(2π). As can be observed, when a >∼ 2, sT ∝ 1/a.
The previous discussion on the expected average degrees of PB-RGGs and RSGs suggests
that the other topological properties of these models will follow an opposite tendency when
compared with the characteristics of RGGs and RSGs. However, in the case of PB-RRGs
and RSGs, the results indicate that the relative features of these models will depend on the
value of a (the length of the largest side of the PB-RRGs), which determines the value of
sT . When s < sT , PB-RRGs are similar to PB-RGGs, whereas, when s > sT , the PB-RRGs
behave approximately like RRGs with a larger number of links. Hereafter, we will consider
only the RGG and RRG models in our comparative study. An exhaustive research on the
degree distribution, connectivity, average path length, diameter and clustering coefficient
for PB-RGGs and PB-RRGs is being conducted and it will be published elsewhere.
B. Connectivity
In Graph Theory, a (simple) graph is connected when there is a path between every pair
of vertices. In this section, we are interested in the RSG’s probability of being connected as a
function of the connection radius s. Our strategy is similar to the one used in Refs. [26, 35].
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FIG. 4: Dependence of the expected (normalized) average degree E
[
k¯(s)
]
/(N − 1) on s
for RSGs with radius r =
√
π/(2π) (blue continuous line, Eq. 6), PB-RGGs (red dashed
line, Eq. 9), PB-RRGs with a = 2 and b = 1/2 (black dotted line, Eq. 9), and RRGs with
a = 2 and b = 1/2 (magenta dash-dotted line, Eq. 7). The symbols indicate numerical
results (averaged over 100 realizations) for PB-RGGs (red squares), and PB-RRGs with
a = 2 and b = 1/2 (black dots). The inset shows (on a semi-logarithmic scale) greater
detail of the region where the expected (normalized) average degree of the PB-RRGs
(black dots) becomes smaller than the value of the RSGs (blue line). (b) Dependence of
the threshold connection radius sT (blue continuous line, Eq. 11) on the length of the
PB-RRGs’ longest side, a. The red dashed line is a guide for the eye proportional to 1/a.
For the RGG, Penrose [41] proved that if MN is the maximum length of an edge in the
graph, then the probability that NπM2N − lnN ≤ α for a given α ∈ R is
lim
N→∞
P
(
NπM2N − lnN ≤ α
)
= exp (− exp [−α]) . (12)
This means that α = limN→∞− ln(− ln(P )). Consequently, if the RGG is almost surely
connected (i.e. P → 1), then α→ +∞, when N → +∞. On the other hand, if the RGG is
almost surely disconnected (i.e. P → 0 ), then α→ −∞.
In the two dimensional case (i.e. d = 2), when no boundaries effects are considered, it is
possible to rewrite Eq. 12 as follows [26, 35]:
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lim
N→∞
P
(
k¯ − lnN ≤ α) = exp (− exp [−α]) , (13)
where k¯ is just the average degree of the RGG, given by Eq. 7.
In the previous section we have obtained an analytical expression for k¯ in the RSG
(Eq. 6). Taking adavantage of the fact that the sphere has no borders (i.e. there are no
boundaries effects), we can replace its expected average degree in Eq. 13 and obtain an
analogous expression for the RSGs. In this way, the RSGs’ probability of being connected
can be estimated as:
lim
N→∞
P
(
N − 1
2
(
1− cos
(s
r
))
− lnN ≤ α
)
= exp (− exp [−α]) . (14)
According to Eq. 14, a lower bound for the prior probability is given by
exp
(
− exp
[
−N − 1
2
(
1− cos
(s
r
))
+ lnN
])
≤ exp (− exp [−α]) . (15)
In Fig. 5, we compare the lower bound obtained from Eq. 15 with the computer results
(averaged over 100 realizations) for the dependence of the RSG’ connectivity as a function
of the connection radius s, when r = 1. As can be seen, the observed points and the lower
bound prediction follow the same distribution, and their respective values are very similar.
As expected, the analytical and numerical results also show that, for a given connection
radius s, the larger the number of nodes (i.e. the average degree), the larger the connectivity.
On the other hand, Eq. 14 allows us to approximate the connection radius at which the
RSG is connected with probability one. Following the terminology in Ref. [35], we denote
that value as critical connection radius, sc. In the case of RSGs, its lower bound can be
estimated as:
sRSGc ≥ r arccos
(
1− 2
N − 1 (lnN + αc)
)
, (16)
where αc is the value of α for which exp (− exp [−α]) ≈ 1. For instance, for αc = 7 we
obtain exp (− exp [−α]) ≈ 0.999. Introducing this value of αc into Eq. 16 we obtain that
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FIG. 5: Dependence of the probability of being connected on s for RSGs. The symbols
indicate the numerical results (averaged over 100 realizations), the blue continuous line
represents the results of Eq. 15, and the black dashed line shows the critical connection
radius given by Eq. 16, when αc = 7. (a) N = 500. (b) N = 1000.
sRSGc
>∼ 0.327 for RSGs with N = 500 nodes and sRSGc >∼ 0.237 for those with N = 1000
nodes, when r = 1 (unit ball). As can be seen in Fig. 5, the previous values of sRSGc are in
good agreement with our numerical findings.
Now we compare the probability of being connected and the critical connection radius
obtained for RSGs with those for RGGs and RRGs. In the case of RRGs, using Eqs. 7 and
13, we can derive the following lower bound for their probability of being connected:
exp
(
− exp
[
−N − 1
(ab)2
f(s, a) + lnN
])
≤ exp (− exp [−α]) . (17)
In Fig. 6(a), we compare the analytical lower bounds for the connectivity of RSGs (with
spherical radius r =
√
π/(2π)), RGGs and RRGs, respectively. As expected, for a given
value of s and a fixed value of N , the larger the length of the perimeter (i.e. the smaller the
average degree), the smaller the connectivity. Therefore, the connectivity of RSGs (RRGs)
is the largest (smallest) one.
On the other hand, considering that k¯ = Nπs2 when the boundary effects of the RRG are
negligible (see Refs. [26, 35]), the critical connection radius of the RRGs, sRRGc , is bounded
as follows:
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sRRGc ≤
√
αc + lnN
Nπ
. (18)
If we take into account the boundary effects (i.e. k¯ = (N −1)f(s, a)), sRRGc is obtained from
the following inequality:
f(sRRGc , a) ≤
αc + lnN
N − 1 . (19)
In Fig. 6(b), we show the dependence of the critical connection radius sc on N for RSGs,
RGGs and RRGs. As can be observed, for a given number of nodes and a fixed value of
αc, the sphere (the rectangle) exhibits the smallest (largest) value of sc, when the boundary
effects are considered (see Eqs. 16 and 19). It is also possible to see that the larger the
number of nodes, the smaller the differences between the systems. On the other hand, in
case we ignore the boundary effects of the RRGs, as well as those of RGGs (Eq. 18), we
found no significant differences between the critical connection radii of the various systems
considered, when N is large enough (N > 500).
C. Degree distribution
To estimate the degree distribution of RSGs we follow a strategy that is similar to the
one used in Refs. [26, 35, 42]. We consider the probability of having a node i with degree
ki when there are N − 1 other nodes uniformly distributed in the sphere. When N is large
enough, N − 1 ∼ N and this probability follows the binomial distribution:
P (k) =
(
n
k
)
pk(1− p)n−k, (20)
where p is the connection area of the node i, given by Eq. 5. When N →∞ and s is small
enough, P (k) approaches a Poisson distribution of the form:
P (k) ≈ k¯
ke−k¯
k!
. (21)
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FIG. 6: (a) Dependence of the probability of being connected on s for RSGs with radius
r =
√
π/(2π) (blue continuous line, Eq. 15), RGGs (red dashed line, Eq. 17) and RRGs
with a = 10 and b = 0.1 (black dotted line, Eq. 17), when N = 1500. (b) Dependence of
the critical connection radius sc on N for a RSG (blue continuous line obtained from
Eq. 16), RRG (red dashed line obtained from Eq. 19, with a = 1), RRG (black dotted line
obtained from Eq. 19, with a = 10) and a RRG when no boundary effects are considered
(magenta circles obtained from Eq. 18). In all previous cases, the value of αc is equal to 7.
Thus, introducing the analytical expression for the average degree of the RSGs (Eq. 6) into
Eq. 21, we can easily approximate the degree distribution of these graphs. In Fig. 7 we show
the results for P (k), when N = 500 and two connection radii are used. As can be observed,
the numerical findings (averaged over 100 random realizations) are in excellent agreement
with the results obtained from Eq. 21. Therefore, it is possible to see that spherical geometry
of RSGs does not affect the shape of the degree distribution estimated in Refs. [26, 35, 42].
Now we compare the degree distribution obtained for the RSGs with those for RGGs and
RRGs. To calculate the latters, we introduce the average degree of the RRGs (Eq. 7) into
Eq. 21. In Fig. 8 we exhibit the analytical degree distribibution for RSGs (with spherical
radius r =
√
π/(2π)), RGGs and RRGs, when N = 2500 nodes and s = 0.07. We can
observe that the results are in perfect agreement with the findings we presented in the
previous sections. That is, for a given connection radius s and a fixed number of nodes N ,
the larger the length of the perimeter of the surface, the smaller the average degree of the
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FIG. 7: Degree distribution P (k) of RSGs with N = 500 nodes and connection radius
s = 0.2 (blue circles) and s = 0.4 (red squares). The symbols indicate the numerical results
(averaged over 100 realizations). The continuous lines correspond to the shape of the
Poisson distribution (Eq. 21) with the corresponding average degree obtained from Eq. 6.
corresponding network.
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FIG. 8: Analytical degree distribution P (k) for RSGs with r =
√
π/(2π) (blue continuous
line), RGGs with a = 1 and b = 1 (red dashed line), and RRGs with a = 10 and b = 0.1
(black dotted line), when N = 2500 nodes and s = 0.07. The lines correspond to the shape
of the Poisson distribution (Eq. 21) with the corresponding average degrees, obtained from
Eq. 6 (RSGs) and Eq. 7 (RGGs and RRGs), respectively.
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D. Average shortest path distance
Let G(V,E) be a simple connected graph. A path of length k in G is a set of nodes i1, i2,
· · · , ik, ik+1 such that for all 1 ≤ ℓ ≤ k, (iℓ, iℓ+1) ∈ E with no repeated nodes. The shortest-
path between two nodes i, j ∈ V is defined as the length of the shortest path connecting
these nodes. We denote this shortest path distance as dG(i, j). Then, the average shortest
path length is defined as follows:
〈ℓ〉 = 1
N(N − 1)
∑
i,j∈V
dG(i, j). (22)
In the case that G(V,E) is disconnected, 〈ℓ〉 =∞.
We are interested in determining a bound for the RSGs’ average shortest path length as
a function of the connection radius s. Let i and j be two points in the sphere separated
by a great circle distance δ(i, j) = rϕ and let s be the connection radius of the RSG (see
Fig. 1(a)). Let us now define the great-circle shortest-path between two nodes i, j ∈ V as
follows:
dGCG (i, j) =
⌈rϕ
s
⌉
, (23)
where ⌈.⌉ represents the ceiling function. Supposing that N → ∞, there will be a large
amount of nodes in the great circle arc that connects i with j. Therefore, it is almost certain
that, in the case of s ≪ πr, dG(i, j) = dGCG (i, j). Now, suppose that node i is located in
the North pole of the sphere (see Fig. 9). Then, for a given value of s, we can estimate the
average great-circle shortest-path between i and all the other points in the surface of the
sphere, as follows
〈
ℓGC
〉
(s) =
∫ θ=2π
θ=0
∫ ϕ=π
ϕ=0
dGCG r
2 sin(ϕ′)dϕ′dθ′∫ θ=2π
θ=0
∫ ϕ=π
ϕ=0
r2 sin(ϕ′)dϕ′dθ′
=
∫ θ=2π
θ=0
∫ ϕ=π
ϕ=0
⌈
rϕ′
s
⌉
r2 sin(ϕ′)dϕ′dθ′
4πr2
. (24)
In the case that N is not large enough, there won’t be enough nodes in the great circle arc
that connects i with j. Consequently, if the connection radius s is small, then dG(i, j) ≥
dGCG (i, j). Thus,
〈
ℓGC
〉
is the lower bound for 〈ℓ〉.
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FIG. 9: Example of two points i, j ∈ S2 that are separated by a great circle distance
δ(i, j) = rϕ. In this case, δ(i, j) < s and, consequently, dGCG (i, j) = 1 (Eq. 23).
In Fig. 10(a) we compare the numerical results for the average shortest path 〈ℓ〉 with our
lower bound (Eq. 24), when r = 1. As we can see, when s ≥ sRSGc , the lower bound is very
close to the average shortest path obtained for these RSGs. Particularly, for large values of
the connection radius, the computer results are almost identical to those of the analytical
lower bound. This behavior takes place because the larger the value of s, the smaller the
amount of nodes in the great circle arc that are needed to connect two nodes (i.e. rising s
increases the similarity between dG(i, j) and d
GC
G (i, j)). On the other hand, as we discussed
in the previous sections, in case of s < sRSGc , the network is almost surely disconnected, and
therefore, 〈ℓ〉 =∞.
When we compare the average shortest path length obtained for the RSGs with those for
RGGs and RRGs (see Fig. 10(b)), we can observe that the evolution of 〈ℓ〉 for RGGs and
RRGs exhibits a monotonically decreasing behavior similar to that of RSGs. The sphere
with r =
√
π/(2π) (the rectangle with a > 1) shows the smallest (largest) average shortest
path length for s ≥ sc. For a given value of s and a fixed N , the larger the length of the
perimeter, the larger the average shortest path length. For a wider description regarding
the influence of a on the shortest path length of RRGs the reader is referred to Ref. [26].
Using similar arguments, we can estimate the diameter of the RSGs as a function of
the connection radius s. Given a simple connected graph G(V,E), the diameter is defined
as the maximum of all the shortest path lengths in the graph, i.e. D = maxi,j dG(i, j).
Supposing that N → ∞, the diameter represents the shortest path length between two
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FIG. 10: (a) Dependence of the average shortest path length 〈ℓ〉 on s for a RSG with
N = 500 nodes, when r = 1. The symbols indicate the numerical results (averaged over
100 realizations). The blue continuous line represents the numerical evaluation of the lower
bound for 〈ℓ〉 (Eq. 24), and the black dashed line shows the critical connection radius sRSGc
(Eq. 16), when αc = 7. (b) Dependence of the average shortest path length 〈ℓ〉 on s for a
RSG with r =
√
π/(2π) (red circles), RRG with a = 1 (green crosses), and RRG with
a = 10 (black triangles), when N = 500 nodes. The blue continuous line represents the
numerical evaluation of the lower bound for the RSG’s shortest path length (Eq. 24), and
the black dashed line shows the critical connection radii for the three networks considered,
sc ≈ 0.1 (see Fig. 6(b)), when αc = 7.
nodes that are separated by a great circle distance δ(i, j) = πr (see Fig. 9). Therefore, it
can be approximated by
DGC =
⌈πr
s
⌉
. (25)
If N and s are not large enough, then DGC ≤ D (i.e. DGC is a lower bound for the diameter
of RSGs).
In Fig. 11(a) we compare the numerical results for the diamater of the RSG with our
lower bound (Eq. 25), when r = 1. When s ≥ sRSGc , the lower bound is very similar to
the estimated diameter, and, for large connection radius, they are almost identical (for the
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same reason as the shortest path length). Thus, according to Eq. 25, given a sphere with
radius r, the diameter of its RSGs depends only on the inverse of the connection radius, s.
Note that, in case of s < sRSGc , the network is almost surely disconnected, and consequently,
〈D〉 =∞.
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FIG. 11: (a) Dependence of the diameter D on s for a RSG with N = 500 nodes, when
r = 1. The symbols indicate the numerical results (averaged over 100 realizations). The
blue continuous line represents the numerical evaluation of the lower bound for 〈ℓ〉 (Eq. 25),
and the black dashed line shows the critical connection radius sRSGc (Eq. 16), when αc = 7.
(b) Dependence of the average diameter D on s for a RSG with r =
√
π/(2π) (red circles),
RRG with a = 1 (green crosses), and RRG with a = 10 (black triangles), when N = 500
nodes. The blue continuous line represents the numerical evaluation of the lower bound for
the RSG’s shortest path length (Eq. 25), and the black dashed line shows the critical
connection radii for the three networks considered, sc ≈ 0.1 (see Fig. 6(b)), when αc = 7.
Finally, in Fig. 11(b), we compare the diameter obtained for the RSGs with those for
RGGs and RRGs. As expected, the evolution of D for RGGs and RRGs shows a mono-
tonically decreasing behavior similar to that of RSGs. The sphere with r =
√
π/(2π) (the
rectangle with a > 1) shows the smallest (largest) diameter for s ≥ sc. For a given value of
s and a fixed N , the larger the length of the perimeter, the larger the diameter.
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E. Clustering coefficient
According to Ref. [43], the local clustering coefficient of a node i is given by
Ci =
2ti
ki(ki − 1) =
(A3)ii
ki(ki − 1) , (26)
where ti is the number of triangles incident to the node i, A is the adjacency matrix of the
network, and ki is the degree of the node i. Then, the average clustering coefficient of the
network is defined as
〈C〉 = 1
N
N∑
i=1
Ci, (27)
for ki > 1. In the case of ki = 1, the term 2ti/ki(ki − 1) is considered equal to zero.
We are interested in determining a bound for the RSGs’ average clustering coefficient as
a function of the connection radius s, similar to the strategy used in Refs. [2, 26]. Suppose
N →∞, and let i and j be two connected nodes in a RSG, which are separated at a great
circle distance δ(i, j) = ϕr from each other. Let us draw two spherical caps of connection
radius s centered, respectively, at i and j. Let δ(i, j) ≤ s such that the two nodes are
connected. Then, because δ(i, j) ≤ 2s the two caps overlap (see Fig. 12). Because i and
j are connected, any point in the area formed by the overlap of the two caps will form a
triangle with the nodes i and j. In addition, any node inside the two caps that is not in the
overlapping area forms a path of length two with the nodes i and j . Thus, if we quantify
the ratio of the overlapping area and the total area of the cap, we account for the ratio
of the number of triangles and open triads in which the nodes i and j take place, i.e., the
clustering coefficient. This ratio is given by
Ci(δ, s) =
A
⋂SC2
SC1
(δ, s)
2πr2(1− cos(s)) (28)
where A
⋂SC2
SC1
(δ, s) represents the overlapping area of two spherical caps with connection
radius s that are separated by a distance δ ≤ 2s, defined by
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ASC2⋂
SC1
(δ, s) =


0 = s 0
0 < s ≤ π/2 2πr2 − 2r2 arccos (cos(δ) csc2(s)− cot2(s))
−4r2 arccos (csc(δ) cot(s)− cot(δ) cot(s)) cos(s)
π/2 < s ≤ π, 2πr2(1− 2 cos(s))− 2r2 arccos (cos(δ) csc2(π − s)− cot2(π − s))
−4r2 arccos (csc(δ) cot(π − s)− cot(δ) cot(π − s)) cos(π − s)
(29)
Using the formulas in Ref. [44], Eq. 29 can be derived.
FIG. 12: Overlapping rea of two spherical caps with connection ratius s that are separated
by a distance δ.
Suppose node i is located in the North pole of the sphere (see Fig. 12). Now, in case of
δ ≤ 2s, for a given value of s, we estimate the average clustering coefficient between i and
all the other points in the cap SC(i, s, r), as follows
〈
CU
〉
=
∫ θ=2π
θ=0
∫ ϕ=s
ϕ=0
Ci(ϕ
′, s)r2 sin(ϕ′)dϕ′dθ′∫ θ=2π
θ=0
∫ ϕ=s
ϕ=0
r2 sin(ϕ′)dϕ′dθ′
=
∫ θ=2π
θ=0
∫ ϕ=s
ϕ=0
(
A
⋂SC2
SC1
(ϕ′, s)
)
sin(ϕ′)dϕ′dθ′
4π2r2(1− cos(s))2 .
(30)
If N and s are not large enough, the node’s distribution on the surface of the sphere can
not be considered homogeneous. Consequently,
〈
CU
〉 ≥ 〈C〉 (i.e. 〈CU〉 is an upper bound
for the average clustering coefficient of RSGs).
In Fig. 13(a) we exhibit the numerical results for the average clustering coefficient 〈C〉
and those for our lower bound (Eq. 30), when r = 1. As can be observed, when s >∼ sRSGc , the
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estimated values of 〈C〉 are identical to those of the upper bound 〈CU〉. On the other hand,
it is remarkable that in the case of s → 0+, the numerical estimation of Eq. 30 converges
to the analytical average clustering coefficient for two-dimensional RGGs obtained by Dall
and Christensen in Ref. [2], when N →∞ and α→∞ (see Sec. III B). That is,
lim
s→0+
〈
CU
〉
= 0.58653 ≈ 3
√
3
4π
. (31)
Intuition suggests that this behavior takes place because the surfaces of the small caps look
flat when compared to the surface of the sphere. As expected, the data show that the
increase of the connection radius s augments the average clustering coefficient. Increasing
s enlarge the RSG’s average degree and makes the network more dense. Indeed, the value
of 〈C〉 exhibits an abrupt increase from s = 0 (i.e. a graph without edges) to s = sc (i.e.
a connected graph). For large values of s, the average clustering coefficient approachs to
one. Finally, in case of s ≥ πr, the RSG becomes a complete graph (i.e. a network in which
every pair of distinct nodes is connected by a unique link).
In Fig. 13(b), we compare the average clustering coefficient obtained for the RSGs with
those for RGGs and RRGs. As expected, the evolution of 〈C〉 for RGGs and RRGs exhibits
a monotonically increasing behavior similar to that observed previously in RSGs. It is
remarkable that the sphere with r =
√
π/(2π) (the rectangle with a > 1) shows the smallest
(largest) value of 〈C〉, when s ≈ sc. Indeed, the larger the length of the perimeter (i.e. the
larger the value of a), the larger the value of 〈C〉 at s ≈ sc. It is also worth mentioning
that, in the case of the rectangle with a = 10, 〈C〉 ≈ 3/4 at s ≈ sc, which coincides
with the exact value for one-dimensional RGGs according to Ref. [2]. On the other hand,
surprisingly, when s ≈ sc, the analytical average clustering coefficient for two-dimensional
RGGs (according to Ref. [2]) is closer to the one observed for RSGs than the result obtained
for RGGs. The reason why this happens is that analytical calculation in Ref. [2] does not
consider the boundary effects, whereas our numerical estimation for RGGs does. Finally
for a wider description regarding the influence of a on the average clustering coefficient of
RRGs the reader is referred to Ref. [26].
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FIG. 13: (a) Dependence of the average clustering coefficient 〈C〉 on the connection radius
s for RSGs with N = 500 nodes and r = 1. The symbols indicate the numerical results
(averaged over 100 realizations) obtained from Eq. 27. The blue continuous line represents
the numerical evaluation of the upper bound for 〈C〉 (Eq. 30). The black dashed line
represents the critical connection radius sRSGc (Eq. 16), when αc = 7. (b) Dependence of
the average clustering coefficient 〈C〉 on s for a RSG with r = √π/(2π) (red circles), RRG
with a = 1 (green crosses), and RRG with a = 10 (black triangles), when N = 500 nodes.
The blue continuous line represents the numerical evaluation of the upper bound for 〈C〉
(Eq. 30), and the black dashed line shows the critical connection radii for the three
networks considered, sc ≈ 0.1 (see Fig. 6(b)), when αc = 7.
IV. CONCLUSIONS
In this work, we have developed a new model of random geometric network in which we
embed the points on a sphere with radius r instead of on a square or a rectangle. As usual
in the random geometric networks, N nodes are distributed uniformly and independently
in a finite surface, and then two points are connected by an edge if the shortest distance
between them, measured along the surface, is less than or equal to a given threshold, the
connection radius s.
By setting r =
√
π/(2π), we have shown analytically and numerically the differences
between the topological properties of RSGs and those of RGGs and RRGs. In this respect
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we have obtained analytical expressions or bounds for the average degree, degree distribution,
connectivity, average path length, diameter and clustering coefficient of RSGs. In general,
these properties are mainly produced by the lack of borders of the RSGs and depend on the
connection radius s, as well as on the radius of the sphere, r.
The introduction of RSGs opens new possibilities for studying spatially embedded random
graphs. For instance, the dynamics of cross-borders spreading processes that take place on
a planetary scale (such as the global spreading of diseases, rumors or computer virus, among
others) can be addressed easily with this new tool. On the other hand, since the transition
to full connectivity on random geometric networks is strongly influenced by the details of
the boundary, the generalization of the RSG model to other curved finite surfaces with novel
borders can be of great interest.
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APPENDIX: DEPENDENCE OF THE EXPECTED AVERAGE DEGREE ON
THE CONNECTION RADIUS FOR PB-RRGs.
Let us consider a PB-RRG with N nodes embedded in a rectangle with sides of lengths
a and b (where b ≤ a and b = 1/a), and let us suppose that, for a given node i, there
are N − 1 nodes distributed in the rest of the surface. Since the nodes are uniformly and
independently distributed, the expected degree of a node i can be expressed as
E [ki(s)] = (N − 1)f
PB
i (s, a)
ab
= (N − 1)fPBi (s, a), (32)
where fPBi (s, a) is the area within radius s of a point which lies in the rectangle with periodic
boundaries (see Fig. 14(a)). To calculate fPBi (s, a), we determine the area of the quarter
circle inside the quarter rectangle (see Fig. 14(b)), and multiply it by 4. Note that three
different types of quarter circles can be used, when s ≤ √a2/4 + b2/4. In this way, we
obtain Eq. 10.
24
ab
s s
ss
(a)
a/2
b/2
s
(b)
FIG. 14: (a) Area within radius s of a point which lies in the rectangle with periodic
boundaries, fPBi (s, a) (hatched area). (b) Illustration of three different quarter circles in
the quarter rectangle, corresponding to 0 ≤ s ≤ 1
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b2 (dash-dotted line).
Considering that for a given value of s all the points in fPBi (s, a) are within the rectangle,
it is possible to see that fPBi (s, a) = f
PB
j (s, a) = f
PB(s, a) for i 6= j. Therefore, the expected
degree of each node is the same and, consequently, its value is equal to the expected average
degree of the PB-RRGs (see Eq. 33).
E
[
k¯(s)
]
=
∫
S2
E [ki(s)] dS
ab
= E [ki(s)]
∫
S2
dS
ab
= E [ki(s)] = (N − 1)fPB(s, a). (33)
Thus, we obtain Eq. 9.
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