Network motifs are overrepresented interconnection patterns found in real-world networks. What functional advantages may they offer for building complex systems? We show that most network motifs emerge from interconnections patterns that best exploit the intrinsic stability characteristics of individual nodes. This feature is observed at different scales in a network, from nodes to modules, suggesting an efficient mechanism to stably build complex systems.
Complex systems of dynamic interacting components are ubiquitous, from natural to technological or socioeconomic systems. The universal organizing principles found in their underlying interconnection networks, which serve as conduit to the various dynamics, have enriched our understanding of complex systems. Scale-free and smallworld organization are two well known examples [1] .
More recently, the notion of "network motifs" has been proposed to study the mesoscopic properties of complex networks [2, 3] . Network motifs are small interconnection patterns (or subgraphs) that appear more frequently than expected in random networks. The same motif may appear in networks that perform different functions, suggesting that they encode basic interconnection properties of complex networks in nature [4] . For example, the feed-forward loop motif (motif M2 in Fig. 1 ) appears in gene regulatory networks of Yeast, the neural network of C.Elegans and some electronic circuits [2] . Yet, we still lack an analytical understanding why network motifs exist. Previous studies suggest that their topologies offer functional advantages when dynamics are considered [5] [6] [7] . For example, when considering network motifs as small isolated subgraphs, their topologies make them more robust to parameter variations [5] and easier to synchronize [6] when compared to other possible topologies. Despite offering interesting results, the dynamic properties of network motifs can not be simply studied as if they were isolated subgraphs, since they are always embedded in larger networks.
In nature, the particular topologies of network motifs have been shaped by evolution. Evolution and natural selection proceed by accumulation of stable intermediate steps, which are interconnected to form more complex systems. This modular design principle has been observed at many scales: from the motion control architecture of vertebrates to the emotional response of human beings [8] [9] [10] [11] . Nevertheless, in general, the interconnection of stable components may result in an unstable system. Then, one can hypothesize that nature favors interconnections in which is easier to obtain a stable network.
In this letter, we show that most network motifs present in nature can emerge precisely from such consideration, meaning that their topologies best exploit the intrinsic nodal stability characteristics. Furthermore, we show how this property can be used for building bigger systems by applying it at different scales of interconnection, from nodes to modules.
To start, we consider a set of N nodes each having scalar dynamics of the form
where the scalars x i , u i and y i are the state, input and output of node i, respectively. Depending on the context, the state of a node may represent the expression level of a gene, the concentration of a metabolite, the charge of a capacitor, among other possibilities. Vector dynamics will be discussed later in the context of modules. The functions f i (x i , t), which are typically nonlinear, determine the nodal dynamics.
Nodes interact with each other by interconnecting their inputs and outputs. We restrict ourselves to linear interconnections
where y = col(y 1 , · · · , y N ), u = col(u 1 , · · · , u N ) and A ∈ R N ×N is the weighted adjacency matrix of the interconnection network.
The linearity of the interconnection network enable us to quantify the contribution of the interconnection to the stability of the network system without precisely knowing the node dynamics f i , which is hard to parametrize and difficult to estimate for most complex systems. In some cases, including diffusive coupling of oscillators and particular neural networks, the interconnection can be effectively modeled as linear [12] [13] [14] [15] [16] . In general, the linearization of any nonlinear model always results in a linear interconnection which describes small deviations from its nominal behavior [5, 7, 17] . Later in the paper, we discuss the cost of considering nonlinear interconnections in detail.
Our standing assumption on the isolated nodes is that they are stable, and our aim is to quantify for which interconnections is easier to get a stable interconnected system. We will use contraction theory [18] for analyzing the stability of dynamic systems, mainly since it makes transparent the separated role of the isolated nodes and the interconnection in the stability of the interconnected system. The concept of "contraction loss", introduced later in this paper, will precisely characterize how easy is to get a stable network.
Contraction theory is a tool for analyzing the stability of dynamic systems based on a differential-geometric viewpoint inspired by fluid mechanics (in contrast to Lyapunov stability, which is based on analogs of mechanical energy). A system is said contracting if the flow associated to any two initial conditions exponentially converge towards each other. In other words, the system forgets its initial condition exponentially fast and converge to a unique behavior (that may be time-varying). Exponential stability in Lyapunov's sense is thus a particular instance of contraction, when the system converges to a static behavior (equilibrium). We also note that contraction is preserved under some basic interconnections found in nature and technology, like parallel or serial interconnections [18, 19] .
More precisely, a dynamical system of the forṁ
with state x ∈ R n is contracting with rate α > 0 if for any two initial conditions
for some vector norm | · |. Letting J(x, t) = ∂ x f (x, t) denote the Jacobian of the system, contraction is equivalent to the existence of a matrix measure µ such that µ(J(x, t)) ≤ −α, for all x ∈ R n and t ≥ t 0 , [19] . Any vector norm | · | induces a matrix norm · and a matrix measure µ by
both well defined for any J ∈ R n×n . Matrix measures are sub-additive:
n×n . In the case of scalar isolated systems, as shown in (1) with u i = 0, contraction with rate α i is equivalent to the condition J i (x i , t) ≤ −α i for all x i ∈ R and t ≥ t 0 . The contraction of isolated nodes might be dissipated when interconnected, so that the whole network is no longer contracting. Indeed, the Jacobian of the networked system (1)-(2) satisfies
where
By defining µ(A) as the contraction loss of the interconnection network, the expression above shows that the networked system remains contracting if the contraction of the isolated nodes µ(−D α ) < 0 dominates the contraction lost due to the interconnection. As a consequence, interconnections with small contraction loss best favor stability since they require smaller contraction from the isolated nodes to keep the network contracting.
The choice of matrix measure in (3) is a degree of freedom that can be optimized to make both µ(−D α ) and µ(A) as negative as possible. Theorem 1 in SI-1 proves that
where M is the set of all matrix measures in R N ×N and λ i (A) are the eigenvalues of A. In particular, if the offdiagonal entries of A are non-negative, Proposition 1 in SI-1 shows that µ A is the optimal choice of matrix measure and µ A (−D α ) = −min i α i .
I. CONTRACTION LOSS OF 3-AND 4-NODE SUBGRAPHS
We analyze the contraction loss of all 3 or 4 node subgraphs to find those with the lowest contraction loss in their density class, since those interconnections best favor the stability of the networked system. Following [5] , the density class of a subgraph is defined as the set of all subgraphs with the same number of nodes and edges.
The contraction loss of a subgraph depends on the specific values of its weighted adjacency matrix. Since the value of its non-zero entries may change from one system to other, we randomly select them from a uniform distribution on [0, a max ], a max > 0, to form an ensemble of 10,000 weighted adjacency matrices with the same sparsity pattern. From this ensemble the mean contraction loss µ A and its standard deviation are computed (see SI-2 for details). The particular value of a max is irrelevant since any matrix measure is positive homogeneous µ(a max A) = a max µ(A). The results are shown in Fig. 1 .
We find that all motifs reported in [2] that do not contain feedback loops emerge among the subgraphs with minimal mean contraction in their density class. In particular, all motifs found in biological networks (marked in circles in Fig. 3 ) have zero contraction loss. That feedback motifs do not have minimal contraction loss is consistent with the fact that such interconnections usually provide functionalities associated to performance, like robustness to external disturbances, that do not necessarily favor the stability of the network.
To further disentangle the relation between network motifs and subgraphs with low contraction loss, we compare the Z-score and relative contraction loss of subgraphs in several real networks.
The Z-score of a subgraph A in a real network quan- tifies its significance as a motif, and is defined as
where N real is the number of occurrences in the real network, N rand the average number of occurrences in an ensemble of its randomizations (we use 1000) and σ rand its standard deviation. A subgraph with a high (low) Zscore is over (under) represented in the real network, and thus will be defined as a network motif (anti-motif) if it has a P -value < 0.01, an uniqueness ≥ 4 and a M -factor ≥ 1.1, see [2] for details. The relative contraction loss of a subgraph A is defined as
undefined otherwise where µ max (resp. µ min ) is the maximum (resp. minimum) mean contraction loss among the density class of A. The case r(A) = 0 (resp. r(A) = 1) corresponds to a subgraph with the minimal (resp. maximal) mean contraction loss among its density class, while r(A) undefined means that all subgraphs in the density class of A are undistinguishable using their contraction loss. In this last case, such subgraph will be discarded from the discussion that follows.
We have compared the relative contraction loss and the normalized Z-score of several empirical networks from biology, finding that overrepresented subgraphs (e.g. motifs) tend to have low relative contraction loss, Fig. 2 .
The phenomenon is stronger for 3-node subgraphs, where also underrepresented subgraphs (e.g. anti-motifs) have high relative contraction loss. In other words, subgraphs that favor stability are overrepresented, while 3-node subgraphs which do not favor stability are underrepresented. We did not find this phenomenon in other classes of networks containing feedback motifs with high Z-score (like electronic circuits shown in SI-5) suggesting that other factors apart of maintaining stability played a central role during their construction.
II. INTERCONNECTION OF MODULES
Next we consider how the small contraction loss property of motifs can be used to build bigger network systems. To address such question, we consider a set of N modules possibly having vector dynamics
where x i ∈ R ni , u i ∈ R mi and y i ∈ R pi are the state, input and output vectors of module i. We regard a module as a subgraph within the network. The matrices B i ∈ R ni×mi and C i ∈ R pi×ni determine which nodes of the module interact with other modules. The interconnection of modules is again described by equation (2) , but the A matrix is not square anymore if some module has different number of inputs and outputs. We assume no self-loop in the interconnection of modules. Each isolated module is assumed to be contracting with rate α i > 0 and measure µ i , which can be calculated using the contraction rate of its internal nodes and their interconnection topology A i . To each module, we associate a condensed scalar node containing only its contraction rate
Additionally, using the (n 1 +· · ·+n N )×(n 1 +· · ·+n N ) interconnection network of the full system, we define a condensed weighted adjacency matrix A cond ∈ R N ×N as
where M ij = B i A ij C j with A ij the (i, j) block of the interconnection network (2) . Above · i,j stands for the induced matrix norm
x| 2 a weighted Euclidean norm with metric P i ∈ R ni×ni found as the solution to the following linear matrix inequality (Theorem 1 in SI-1):
When the off-diagonal elements of A i are non-negative, a diagonal solution to the inequality above exits and the metric P i just assigns different units to different modules (see SI-1). Also, in the case when each module has a single input and a single output, A cond takes a particular simple form in which its (i, j) entry is |γ ij A ij | with γ ij = B i C j ∈ R.
In Theorem 2 of SI-1 we prove that if the condensed interconnected system (5)- (6) is contracting, then the original interconnected system (4)- (2) is also contracting. Using this method, the interconnection between modules has minimal contraction loss if they are also interconnected using network motifs. This suggest a modular mechanism to build complex systems, starting by building modules interconnecting nodes as network motifs and interconnecting those modules again as network motifs. To better illustrate the point above, consider the feedback interconnection of three 3-node motifs shown in Fig.  3 . Each isolated motif, that we label by j = 1, 2, 3, will be contracting provided that
where α j,min is the minimum contraction rate of the nodes inside the j-th motif, and A j is its internal interconnection. Indeed, α j is just the contraction rate of that motif. The smaller is the contraction loss of the internal topology, the larger is the contraction inherited by the module. Now we construct the reduced interconnection net- work. For this example we have
The interconnection of the modules is described by the adjacency matrix of the feedback interconnection motif A ∈ R 3×3 , whose only nonzero values are A 12 , A 23 and A 31 . Then, it is not surprising that the corresponding A cond obtained using (6) is again the adjacency matrix of a feedback interconnection.
The reduced interconnected system will be contracting if α min = min{α 1 , α 2 , α 3 } > µ cond (A cond ) = µ A (A). Additionally, under such condition the original interconnected system is also contracting. Note that the details of the node dynamics were not used in the analysis, since the constraints were only imposed on their contraction rates.
We emphasize that the contraction loss plays a very important role in the stability of the whole network, specially at small scales where it percolates to larger scales of interconnection. Starting from isolated modules, the smaller the contraction loss of their internal topology, the smaller the contraction rate required from its nodes. Similarly, the smaller the contraction loss of the interconnection of modules, the smaller is the required contraction rate of the isolated modules. This, in turn, also implies a smaller contraction rate required from the nodes. In this form, the interconnection of "motifs as motifs" arises as a modular network design procedure in which the contraction loss remains minimal at each step of construction of the network. Both humans and nature seem to adopt this modular design principle by interconnecting already designed modules known to efficiently perform their function [4, 20] .
The idea of "motifs of motifs" was used in [21] to reverse-engineer electronic circuits and coarse-grain a signal-transduction protein network. In contrast, we aim to check if motifs at different scales still have low relative contraction loss, thus providing evidence of a design principle found in nature's complex networks which has the low contraction loss property of motifs as basis. We have used a collection of nature networks to test our hypothesis by recursively searching and condensing motifs (details of the method and used networks are found SI-4 and SI-6, respectively). We obtained the results shown in Fig. 4 , where most motifs in the original and condensed networks of E. Coli and Yeast have low relative contraction loss. For C. Elegans this only happens for 3-node motifs. A closer analysis reveals that most 4-node motifs in the C. Elegans with high relative contraction loss also have small Z-score, c.f. Fig. 4 .
III. DISCUSSION
The introduced notion of contraction loss depends only on the interconnection network and does not require the specific knowledge of the node dynamics. This is essential in many applications, since the specific details of the nodes in most complex system are unknown. However, if more knowledge about the node dynamics is assumed, one can expect a less conservative estimate of the required conditions on the isolated nodes to keep the interconnected system stable.
The contraction loss for an antisymmetric interconnection is zero. The larger the symmetric part of the interconnection, the larger is the contraction loss. For ecological systems, this implies that predator-pray interconnections have smaller contraction loss compared to random and mixture interconnections [17] . This is also the case for many engineering systems modeled as porthamiltonian systems (e.g., mechanical and electrical systems), in which the symmetric part of the interconnection is known responsible for dissipation [22] .
Negative feedback interconnection, which lies at the core of automatic control [18] , has zero contraction loss since its adjacency matrix is anti-symmetric. Cascade (i.e. serial) interconnection also has zero contraction loss, which means that the cascade of contracting systems is contracting [18] . We also point out that contraction is preserved under diffusion time-delayed interconnections [23] .
If the elements of off-diagonal entries of A are nonnegative, the Perron-Frobenius theorem implies that the contraction loss is non-negative. Nevertheless, in other cases, the contraction loss of an interconnection can be negative meaning that the interconnection increases the contraction already present in the isolated nodes.
Since contraction in a constant metric is determined by the Jacobian of the system only, it is possible to compute the contraction loss of more general interconnections as µ( ∂u(y) ∂y ) which is state-dependent in general. To conclude contraction of the network, one might consider a state dependent contraction rate of the isolated nodes, and show that it uniformly dominates the contraction loss. However, this requires knowledge of specific details of the node dynamics f i .
The optimal matrix measure used to compute the contraction loss induces different metrics P i in different modules in the network. Different metrics complicate the interconnection between modules, since each module needs to know the particular metric of all other modules to which it is connected (6). This problem is avoided by choosing a uniform metric for all subgraphs, and one may argue that in such situation an identity metric is natural. With this metric the difference in contraction loss among subgraphs in the same density group is smaller and there is no subgraph with zero contraction loss, see SI-3. However, only motif M10 in Figure 1 fails to have the lowest mean contraction loss in its density class.
Conclusion.-The notion of contraction loss quantifies the contribution of different interconnections to the stability of the networked system, with those with small contraction loss best favoring stability. Network motifs found in real-world networks are special, since most of them emerge with minimal mean contraction loss among all other subgraphs with the same number of edges. The interconnection of network motifs as motifs results in a modular design method for large networks which is efficient in the sense that it best exploits the individual stability characteristics of isolated modules.
