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a b s t r a c t
An approach for Eulerian–Lagrangian large-eddy simulation of bubble plume dynamics is presented and its
performance evaluated. Themain numerical novelties consist in deﬁning the gas-liquid coupling based on the
bubble size to mesh resolution ratio (Dp/x) and the interpolation between Eulerian and Lagrangian frame-
works through the use of delta functions. Themodel’s performance is thoroughly validated for a bubble plume
in a cubic tank in initially quiescent water using experimental data obtained from high-resolution ADV and
PIVmeasurements. The predicted time-averaged velocities and second-order statistics show good agreement
with the measurements, including the reproduction of the anisotropic nature of the plume’s turbulence. Fur-
ther, the predicted Eulerian and Lagrangian velocity ﬁelds, second-order turbulence statistics and interfacial
gas-liquid forces are quantiﬁed and discussed as well as the visualization of the time-averaged primary and
secondary ﬂow structure in the tank.
© 2015 The Authors. Published by Elsevier Ltd.
This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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1. Introduction
There are many engineering applications of bubble plumes within
carrier liquid, such as fermentation devices, bubble reactors, boil-
rs or nuclear reactors. Several important environmental and ocean
ngineering examples include destratiﬁcation and aeration of lakes
r reservoirs (e.g. Asaeda and Imberger, 1993; Sahoo and Luketina,
003; Wüest et al., 1992), the injection of CO2 in the deep ocean (e.g.
aulﬁeld et al., 1997; Socolofsky and Adams, 2002) or gas releases
rom natural vents or accidental well blow-outs (e.g. Fabregat et al.
2015) (this issue); Socolofsky and Adams, 2003; Yapa et al., 1999).
ecent work has provided new insights on the integral or bulk prop-
rties of the mixture (e.g. Bombardelli et al., 2007; Socolofsky and
dams, 2005; Socolofsky et al., 2008) and also reported on the local
urbulent ﬂow ﬁeld and its statistical properties (e.g. Martínez Mer-
ado et al., 2010; Mazzitelli and Lohse, 2009). However, the accurate
rediction or reproduction of bubble plumes has been a challeng-
ng task for both Computational Fluid Dynamics (CFD) modellers and
xperimentalists.∗ Corresponding author. Tel.: +447472029663.
E-mail address: FragaB@cardiff.ac.uk, brunhofraga@gmail.com (B. Fraga).
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463-5003/© 2015 The Authors. Published by Elsevier Ltd. This is an open access article undeThe 3D numerical modelling/simulation of bubbly ﬂows requires
ccurate treatments of the carrier and dispersed phases as well as
he coupling and interaction between the two. The ﬂow and tur-
ulence of the carrier phase can be categorized into: (1) numeri-
al resolution of all turbulent scales, i.e. Direct Numerical Simula-
ion (DNS), (2) numerical resolution of only the largest and most en-
rgetic eddies and subgrid-scale modelling of the small scales, i.e.
arge Eddy Simulation (LES) or (3) modelling of the entire turbu-
ent spectrum through a turbulence model and solving for the time-
veraged ﬂow only, i.e. Reynolds-Averaged Navier–Stokes simulation
RANS). The latter was the most common approach to calculate bub-
le plumes until the last decade, due to its relatively low computa-
ional requirements (see Becker et al., 1994; Laín et al., 2002; Sato
nd Sekoguchi, 1975; Sokolichin et al., 1997). RANS rely on closure
odels to account for the unsteadiness in the ﬂow. However, even
t a low Reynolds number of the liquid phase, bubbles induce sig-
iﬁcant turbulence (also called pseudo-turbulence) of anisotropic
ature (see Dhotre et al., 2013), contrasting with the main assump-
ion (isotropic turbulence) of most RANS turbulence closure mod-
ls. DNS is the most accurate approach to predict bubble plume
ynamics, but its high cost prevents it from being employed for
any practical applications. Hence DNS is considered a tool for fun-
amental research on the physics of the liquid-bubble interactionr the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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Fig. 1. Relation between the bubbles’ size Dp and the grid resolution x.
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m(e.g. Bunner and Tryggvason, 2002) or to produce highly accurate
data for the validation formoremacroscopic approaches (e.g. Bestion,
2012). LES is a promising compromise between accuracy and appli-
cability and it has received some attention in recent years. How-
ever, whilst LES has been applied successfully for many single-phase
ﬂows (e.g. Rodi et al., 2013; Stoesser, 2014), many challenges remain
with regards to the treatment of the dispersed phase in multiphase
ﬂows.
Three main methods exist to simulate the gas bubbles and to cou-
ple it with the liquid, namely (1) Eulerian-Eulerian (EE), i.e. both the
carrier phase and the gas phase are computed in an Eulerian frame-
work, (2) Eulerian–Lagrangian (EL), i.e. the carried liquid is calculated
as in (1) and the gas phase is treated as Lagrangian markers, and (3)
Interface Tracking (IT), i.e. the carried liquid is calculated as in (1) and
some features of the interface between liquid and gas phases are re-
solved by the numerical method. EE has the great advantage of low
computational cost compared to EL or IT because the gas phase is cal-
culated eﬃciently by solving only one additional transport equation.
With this method, a two-phase ﬂow is simulated, assuming that the
gas phase is continuous and that liquid and gas interpenetrate each
other. Milelli et al. (2001) studied the role of the ratio of particle-to-
mesh size Dp/x (see Fig. 1), the inﬂuence of the subgrid scale (SGS)
model and the role of the lift coeﬃcient in EE; Deen et al. (2001) and
Dhotre et al. (2009) compared RANS and LES predictions; Nicˇeno et al.
(2009) analysed the importance of SGS modelling and the bubble-
ﬁlter ratio; Ma et al. (2014) compare the results obtained with EE-
LES, EE-URANS, EL-LES and experiments and provide a method to in-
clude the contribution to the SGS turbulence generated by the unre-
solved scales; Fabregat et al. (2015) studied the evolution of thermal
and gas plumes in stratiﬁed environments with a spectral solver. The
review by Dhotre et al. (2013) provides a good summary of the suc-
cess and limitations of EE. There are some drawbacks of the EE ap-
proach though, which are the inherent numerical diffusion of the Eu-
lerian treatment of the bubble-phase (which can be mitigated by the
use of high-order discretization schemes (Sokolichin et al., 1997)) and
the lack of physical details of the bubble dynamics and carrier-ﬂuid-
bubble interaction. The assumption of a ﬁlter size considerably larger
than the size of the bubbles (so they can be considered continuous
when they are actually discrete) prevents this method from solving
the turbulence generating scales close to the order of the bubble size
(Ma et al., 2014).
IT approaches are on the other side of the numerical meth-
ods spectrum, being the most accurate approach to a bubbly ﬂow
but also the most expensive. Different IT techniques have been de-
veloped such as Level Set (Sussman et al., 1994), Volume of Fluid
(Hirt and Nichols, 1981), Front Tracking (Unverdi and Tryggvason,
1992) or Constrained Interpolation Proﬁle (Yabe et al., 2001). All ofhem solve the interfacial interactions between the dispersed face
nd the carrier ﬂuid without or with only minimum semi-empirical
losure. In order to track accurately the gas-liquid interface, IT-LES
equires a high ﬁlter width ratio (Dp/x ≈ 20), which results in
igh resolution of the liquid phase, and hence most IT simulations
on’t require sgs-modelling anymore. IT methods face the challenge
f the proper implementation of boundary conditions between the
wo phases but the main drawback is the extremely high compu-
ational cost, making it feasible for only a low number of bubbles
nd for ﬂows at low Reynolds numbers. IT methods are extremely
seful for the understanding of the underlying physical mechanisms
f the ﬂuid-bubble interactions but should be considered comple-
entary to other, more practical approaches of engineering interest
Mazzitelli and Lohse, 2009). An important aspect of the physics pre-
icted by bubble-resolved simulations is the generation of bubble-
ake-induced turbulence which usually adds to the carrier liquid
nergy cascade and which is reﬂected in the energy spectrum. For
nstance, physical modelling and some recent IT-DNS suggest the
lope of the energy cascade to be −3 instead of the − 53 for ho-
ogeneous turbulence (see Martínez Mercado et al., 2010; Roghair
t al., 2011). Some examples of IT simulations that involve more
han one single bubble are: Bunner and Tryggvason (2002), DNS
ith up to 216 bubbles; Esmaeeli and Tryggvason (1998), DNS with
p to 49 bubbles; Lu et al. (2005), DNS with 16 bubbles; Roghair
t al. (2011), DNS with 16 bubbles or Yujie et al. (2012), DNS up to
pprox. 50 bubbles.
Eulerian-Lagrangian based Large-Eddy Simulation (EL-LES) sits
omewhere between EE and IT and it employs Lagrangian Particle
racking (LPT) to simulate the dispersed phase. Each bubble is repre-
ented by a Lagrangian point which moves across the Eulerian mesh
ccording to the Newton’s second law of motion. Compared with EE,
L gives detailed information about every bubble’s position, force and
elocity, and this method may allow more ﬂexibility in the Dp/x
atio. In their pioneering work in 1997, Sokolichin et al. (1997) ap-
lied EE and EL to a bubble column previously studied experimen-
ally (Becker et al., 1999). They concluded that, with the appropriate
on-diffusive convection schemes, EE could be as accurate as ELwhen
redicting the average ﬂow structure. No turbulent properties were
nvestigated. EL-LES is more expensive than EE-LES because each par-
icle requires the calculation of a set of equations and a mapping pro-
edure between the Lagrangian and Eulerian coordinates. Compared
o IT, EL is less costly (lower resolution, lower Dp/x and broader
ssumptions) and offers wider applicability, being able to deal with
uch larger number of particles and higher Reynolds numbers. On
he other hand, the bubble-liquid interface is not resolved and the
ethod relies on semi-empirical formulae to compute acting bubble
orces.
Despite its advantages, EL-LES faces the overarching issue regard-
ng the optimumDp/x. Some authors apply the constraint suggested
y Milelli et al. (2001) for EE Dp/x < 0.67 with some ﬂexibility. A
lightly smaller x can provide a better compromise between cap-
uring the most energetic eddies and the aforementioned criterion
e.g. Sungkorn et al., 2011). Some authors developed variations of
L to deal with a wide range of sizes, such as the PSI-ball (particle-
ource-in-ball) approach (Hu and Celik, 2008). The basic idea be-
ind this formulation is the creation of an inﬂuence volume (ball)
round the bubble (in Hu and Celik (2008) a sphere of 2Dp diame-
er is suggested). All the Eulerian nodes within this volume will re-
eive a contribution from the bubble that originates the ball. As the
all’s size depends on the particle’s dimension, this method should
e able to deal with a wide range of values for Dp, specially for large
p/x cases. This method was named in contrast with the particle-
ource-in-cell (PSI-cell) method developed by Crowe et al. (1977),
n which only the host cell in which the centroid of the bubble is
ocated is affected by its presence. The Eulerian-Lagrangian treat-
ent of bubble plumes has not been restricted to LES, as there are
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uuccessful experiences with RANS (Laín et al., 2002) and DNS (e.g.
itagawa et al., 2001; Mazzitelli and Lohse, 2009).
In this paper a reﬁned Eulerian–Lagrangian LES approach is pro-
osed, introducing a new LPT algorithm and a revised formulation
f the PSI-ball method. The model’s performance is evaluated quan-
itatively in terms of ﬁrst and second order statistics using high-
esolution experimental data. The comparison with ADV results and
he use of different mesh resolutions allows for insightful discussions
o what extent large-scale turbulence can be resolved through an
L-LES method. Furthermore, the paper provides important bubble
lume details which EL-LES can deliver such as the distribution of
he slip velocity, the balance of forces on a bubble within the plume,
he description of the secondary ﬂow in the tank or the revelation of
nstantaneous turbulence structures in the plume.
. Numerical framework
The in-house ﬁnite-difference-based Large-Eddy Simulation code
ydro3D is employed. Hydro3D solves the ﬁltered Navier–Stokes
quations on staggered grids for the continuous (liquid) phase
nd has been validated thoroughly for many different ﬂows (e.g.
omminayuni and Stoesser, 2011; Bai et al., 2013; Kara et al., 2015;
012; Kim and Stoesser, 2011; Kim et al., 2013; Papanicolaou et al.,
012). The code is equipped with a Lagrangian Particle Tracking al-
orithm to allow for accurate predictions of the dispersed (bubbles)
hase, the validation of which is the subject of this work.
.1. Continuous phase
Hydro3D solves the space-ﬁltered mass and momentum conser-
ation equations for an incompressible ﬂuid:
∂ui
∂xi
= 0 (1)
∂ui
∂t
+ ∂uiu j
∂x j
= − ∂ p
∂xi
+ 2ν
∂
(
Si j
)
∂x j
− ∂τi j
∂x j
+ ξi (2)
here ui refers to the velocity component in the spatial direction i, t is
he time, p the pressure, ν the dynamic viscosity and Sij the strain rate
ensor. The term τ ij accounts for the unresolved turbulence, which
s calculated through the turbulent viscosity νt using the Smagorin-
ky sub-grid scale (SGS) model. The Smagorinsky constant CS is set
o CS = 0.1 for all simulations. ξ i is a source term and accounts for
he contribution of the dispersed phase to the ﬂow. The derivatives
n the governing equations are discretized with a three-step Runge–
utta algorithm for the time derivative and second-order central dif-
erencing schemes for both convective and diffusive terms. The code
s based on a predictor-corrector fractional step method with the so-
ution of the Poisson pressure equation using a multi-grid method as
he corrector.
.2. Dispersed phase
In Eulerian–Lagrangian simulations the bubbles are represented
y volumeless Lagrangian points/markers. The physical effect of the
nterphase liquid-gas is modelled through the forces described in this
ection. The assumptions made for this case are that the bubbles are
igid and spheric and that there is no direct interaction between them
due to the relatively dilute gas mixture). Also only linear interac-
ion between interfacial forces is considered. Themotion of individual
ubbles (from here onwards called particles) is computed by New-
on’s second law:
p
∂vp,i
∂t
= Fp,i (3)
ihere mp is the particle’s mass, vp,i is the particle’s velocity in spa-
ial direction i and Fp, i is the sum of the interfacial liquid forces act-
ng on the particle in direction i. The integral forces acting on each
article are approximated by semi-empirical formulae. The following
ve forces are considered (Delnoij et al., 1997): buoyancy, ﬂuid stress,
dded mass, drag and lift. The buoyancy force is computed as:
G,3 = (mp − ml)g (4)
hereml is the displaced liquid mass and g is the acceleration due to
ravity. The buoyancy force applies only in the vertical direction i = 3.
he ﬂuid stress force, which accounts for part of the ﬂuid’s resistance
o the particle’s acceleration, is computed as:
S,i = ml
Dui
Dt
(5)
here ui is the ﬂuid velocity at the bubble’s geometric center loca-
ion. The added mass force, which represents the ﬂuid’s resistance
o the particle’s movement which is dependent of the slip velocity,
eads:
A,i = −CAml
∂
∂t
(vp,i − ui) (6)
here CA is an empirical coeﬃcient, assumed to be 0.5 for a sphere
Delnoij et al., 1997) and the difference between particle and water
elocity (vp,i − ui) is often referred to as the slip velocity uslip. The
rag force, which is exerted by the particle on the liquid (and vice
ersa) in the direction of motion, is computed as:
D,i =
1
2
CDρAfr|vp,i − ui|(vp,i − ui) (7)
here Afr is the frontal area of the particle and ρ the ﬂuid density. The
rag coeﬃcient CD depends on the local Reynolds number Rep and is
alculated from the standard drag curve (Clift et al., 1978):
D =
⎧⎨
⎩
24
Rep
(1 + 0.15Re0.687p ) Rep ≤ 800
0.44 Rep > 800
(8)
The lift force, which is the force exerted on the particle perpendic-
lar to the axis of motion and which is responsible for the particles
preading is computed as:
L,i = −CLmp(vp,i − ui) × ωi (9)
hereωi is the ﬂuid vorticity and CL = 0.53 is the lift coeﬃcient for a
phere.
.3. Eulerian-Lagrangian mapping: a reﬁned approach
In a two-way coupling approach, as is proposed here, exchange of
nformation is required twice. First, the interfacial particle forces are
alculated from Eqs. (4)–(9) and through Eq. (3) the particles’ veloc-
ties are obtained. This is called forward coupling. Second, the con-
ribution of the dispersed phase to the continuous one is computed
nd added as a source term, ξ , to the liquid’s momentum Eq. (2). This
s called reverse or backward coupling. Forward and backward cou-
ling is achieved by connecting randomly placed Lagrangian parti-
les with ﬁxed Eulerian framework and this is achieved through a
apping technique. Mapping consists of two basic elements: (1) the
eﬁnition of the volume of ﬂuid inﬂuenced by the particle and (2)
nterpolation techniques to transfer quantities between Eulerian and
agrangian frameworks.
Focusing on element (1), the starting point for this work is the
forementioned PSI-ball approach developed by Hu and Celik (2008).
womain novelties are incorporated: (a) the size of the inﬂuence vol-
me (which is a cube instead of a sphere) depends on the Dp/x ratio
ather than only on Dp; (b) for the sake of consistency the chosen vol-
me of inﬂuence is used for both forward and backward coupling. As
n two-way coupling both phases affect dynamically each other, the
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Algorithm 1 Lagrangian Particle Tracking Algorithm.
for t=1, tend do
Time step loop
Note: the ﬁrst three steps take place only in the master pro-
cessor
1. Removal. Bubbles that have reached the water surface during
the previous time step are removed and the others are renum-
bered.
2. Release. A new set of particles is released in consistency
with the prescribed ﬂow rate and added to the updated pool
of bubbles.
3. Scatter. The master processor distributes the bubbles among
the other processors according to their location using the MPI-
SCATTERV directive.
Note: from this point, the steps will run in parallel in all pro-
cessors with particles
for L = 1,M do
Loop in particles. OpenMP parallelization
4. Location. Bubble p is tracked within the domain and the
closest velocity and pressure nodes are located.
5. Inﬂuence volume. Depending on the stencil h and the inter-
polation order, the N Eulerian nodes which will interact with
the bubble are selected.
6. Eu-Lag interpolation. 3D Eulerian velocities from the pre-
viously deﬁned nodes are interpolated at the location of the
bubble:
ui =
∑N
j=1 uj,iδ(xp,i − x j,i)
7. Forward coupling (Liquid-Gas). Slip velocity is calculated
based on the Lagrangian velocities of the previous time step us-
ing an implicit form of Eq. 3 and considering Fp,i = FG,3 + FS,i +
FA,i + FD,i + FL,i:
vt
p,i
= vt−1
p,i
+ t
[
3
uslip
t
− 3
2Dp
Cd|uslip|uslip − 2CLuslip × ωt−1i
]
8. Backward coupling (Gas-Liquid). Updated Lagrangian ve-
locities are used to calculate the reaction force by volume unit.
The buoyancy force is not included because the impact of grav-
ity on the carrier ﬂuid is already accounted for in the momen-
tum equations:
F∗
p,i
=
[
FS,i + FA,i + FD,i + FL,i
]
9. Source terms calculation. Backward forces are added to the
source terms of the nodes within the inﬂuence volume:
ξi = − 1Vp
∑M
p=1 F∗p,iV
end for
10. Momentum equations. Source terms are added to the Eule-
rian momentum equation (Eq. 2).
11. Actualization. Bubbles’ locations are updated.
12. Gather. Relevant updated information of every bubble is sent
to the master processor using the MPI-GATHERV directive.
end for
2
m
l
r
i
3
a
i
Dinﬂuence radius for both should be the same. Besides, this procedure
is more eﬃcient computationally. Regarding a), the size of the inﬂu-
ence volume is deﬁned by R = k · h, where R is the length of the edge
of the inﬂuence cube, k is a constant (typically 3, 4 or 5) which de-
pends on the choice of interpolation function (commented later in
this section) and h is deﬁned by Eq. 10:
h =
⎧⎨
⎩
x
Dp
x
≤ 1
Dp
Dp
x
> 1
(10)
This procedure ensures the accuracy of the interpolation with a
large enough representation of points, even for low Dp/x. The clas-
sic PSI-ball method (2Dp-sized ball) can lead to under-representation
of points when Dp/x is smaller than 1, as illustrated in Fig. 2. This
sketch represents this mesh dependency in a 2D application of the
classic PSI-ball method for two different grid resolutions (left is twice
as ﬁne as right). For the ﬁne grid bubbles A and B inﬂuence four veloc-
ity nodes (crosses) each. However, for the coarse mesh (right), bubble
A only gets two nodes inside the ball and bubble B would have no
force interaction with the liquid ﬂow.
With regards to element 2) of the mapping, transfer of quantities,
this has been a major aspect for CFD modellers. Some examples are
cited: Delnoij et al. (1997) proposed an area-weighted averaging; Laín
et al. (2002) suggested linear interpolation plus a ﬂuctuating compo-
nent; Kitagawa et al. (2001) used a box or Gaussian template func-
tion; Deen et al. (2004) chose a clipped fourth-order polynomial ker-
nel, which was also used by Darmana et al. (2006) and Sungkorn et al.
(2011) and Hu and Celik (2008) chose a truncated Gaussian for the
forward coupling whilst applying a distance weighted function for
the backward coupling.
In here the smoothed delta functions developed by Yang et al.
(2009) are chosen. This family of second-order polynomial functions
has been speciﬁcally designed to transfer Eulerian-to-Lagrangian
quantities and successfully applied in recent years within immersed
boundary problems, which hold similarities with Lagrangian Par-
ticle Tracking. In both there are discrete forcing points which do
not coincide with the Eulerian grid nodes and hence transferring
forces between different frames of reference is a key element. The
smoothed version of the discrete delta functions signiﬁcantly reduce
the amount of non-physical ’noise’ generated in the interpolation
(Yang et al., 2009). The general expression of the three-dimensional
delta function is as follows:
δ(xp − x j) =
1
h3
φ
(
xp − x j
h
)
φ
(
yp − yj
h
)
φ
(
zp − z j
h
)
(11)
where δ is the 3D delta function, h is the stencil size (deﬁned in 10),
the subscript j refers to the cell nodes and p to the particles/bubbles.
In the presentwork, the smoothed 4-point piecewise functionφ = φ∗4
was chosen. This implies that k = 5, giving a cubic inﬂuence volume
whose edge’s length comprises 5 Eulerian cells (ifDp/x≤ 1) ormore
(if Dp/x > 1). This delta function creates a 3D Gaussian-like kernel
centred in the Lagrangian point, so the nodes that are distant or near
the corners of the resulting cube will have tiny inﬂuence or none.
Delta functions provide accurate results for the Eulerian–
Lagrangian interpolation (step 6 of Alg. 1), unfortunately they are not
suitable for the Lagrangian–Eulerian step (step 9). They require the
collection of points to be regularly arranged, which is not usually the
case of the bubbles within the gas plume. A volume-average was ap-
plied instead, hence the contribution of every particle over an Eule-
rian node is multiplied by a term V = VpVball
L j
Lk
, being Vp the volume
of the bubble and Vball the volume of the inﬂuence region and
L j
Lk
is a
distance weighted linear function that ensures those particles which
are closer to the considered node have a bigger impact, in the same
way that was suggested in Hu and Celik (2008)..4. Eulerian–Lagrangian coupling algorithm
The calculation procedure for every time step of the described
ethod is described in Algorithm 1. Indexes j, p and i account for Eu-
erian nodes, Lagrangian markers and Cartesian velocity components
espectively; M is the total number of particles; N the nodes in the
nﬂuence volume.
. Model performance assessment: boundary conditions
nd setup
The model’s performance is evaluated by predicting the dynam-
cs of the bubble plume that was studied experimentally in the Fluid
ynamics Laboratory in the Zachry Department of Civil Engineering
B. Fraga et al. / Ocean Modelling 97 (2016) 27–36 31
Fig. 2. Inﬂuence of the grid resolution on the Lagrangian–Eulerian mapping through PSI-ball.
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Table 1
Bubble-to-mesh size ratio for the three mesh resolutions tested and Milleli’s
proposed limit of applicability (Milelli et al., 2001).
Coarse mesh Mediummesh Milleli’s limit Fine mesh
Dp/x 0.32 0.64 0.67 0.8
p
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4
at Texas A&M University. The setup of the experiment is sketched
n Fig. 3. Compressed air was injected at a constant gas ﬂow rate of
g = 0.5l/min at standard conditions through an aquarium airstone
ocated at the bottom of a 1 m wide, 1 m deep cubic tank creat-
ng bubbles with a diameter between 2–4 mm and a median size of
.4mm. High-resolution velocity data were measured using Acoustic
oppler Velocimetry (ADV) with a Nortek Vectrino II velocity proﬁler
t different elevations above the injections. More details of the ex-
eriment are reported in Lai (2015). Also, Particle Image Velocimetry
PIV) measurements were conducted previously for the same setup
nd conditions, as speciﬁed in Bryant et al. (2009). The ADV datasets
sed in the present work have been corrected using the method pro-
osed in Hurther and Lemmin (2001). A suﬃciently long sampling
ime of 15–18min was used during the experiments so that well-
onverged second-order statistics could be obtained minimizing the
andom sampling errors. Both datasets are used for validation pur-
oses in this section, although the main reference is the more recent
nd higher resolution ADV measurements.
The numerical simulations are carried out under analogous con-
itions to the experiment. The boundary conditions for the dispersed
hase are the prescription of a gas ﬂow rate of Qg = 0.5l/min and
bubble diameter of Dp = 2mm. Bubbles are initially randomly dis-
ributed over the release area and once they make their way through
he tank and reach the water surface they are removed from the com-
utational domain. The average number of bubbles for a fully devel-
ped bubble plume is approximately 6000. Boundary conditions for
he continuous phase include the use of the no-slip boundary con-
ition at all solid walls and a rigid lid at the water surface with a
ree slip condition. Three different uniformly spaced grids are em-Fig. 3. Side view of the experimental setup.
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nloyed for the simulations:x = 6.25mm, x = 3.125mm andx =
.5mm, yielding a total number of gridpoints of 4Mio, 32.7Mio and
4Mio, respectively. The mesh resolutions are chosen with Milelli’s
ecommendations in mind, as illustrated in Table 1. The size of the
edium mesh (x = 3.125mm) is very close to Milelli’s proposed
imit, the ﬁne grid (x = 2.5mm) exceeds it and the coarse grid is
onsidered reasonably ﬁne to effectively resolve explicitly large-scale
urbulence.
The code is executed using a hybrid parallelization method. The
nest grid employed 125 MPI tasks on Cardiff University’s high-
erformance computer facilities. The particles’ advection between
omains is accomplished using standardMPI commands as described
n Alg. 1. For approx. 6,000 bubbles, the LPT calculation comprise 60%
f the total computational load. By using 4 OpenMP threads on those
rocessors with signiﬁcant amounts of bubbles, the CPU time spent
er time step can be cut in half.
. Model validation: results and discussion
In the ﬁrst instance the results of the medium mesh simulation
re used to assess the performance of the code, while mesh size sen-
itivity is investigated afterwards. The reference frame is Cartesian,
eing X and Y the horizontal axis and Z the vertical one. Some of the
ow properties presented in the following are plotted as a function
f the dimensionless radial distance from the plume center line r
bv
.
he plume’s width scale bv is the distance between the plume center
nd the point whereW(bv) = e−1Wc, whereWc is the time-averaged
ertical velocity at the plume’s center line. Furthermore, some of
he numerical/experimental results are plotted at non-dimensional
epth z/D, where D is the scale which characterises the length of the
ore energetic eddies in the bubble plume. D was ﬁrst deﬁned by
ombardelli et al. (2007) and since then has been used as the prin-
ipal length scale of a bubble plume by many experimentalists and
odellers. D is calculated as:
= gQg
4πα2w3
slip
(12)
here Qg is the air-volume inﬂow at atmospheric pressure, α is the
lume entrainment coeﬃcient (here α = 0.1) and wslip is the slip
elocity (approx. 20 cm/s on average for this case, as reported in
ection 4.1). For the case considered in this study D = 8.1 cm. All the
umerical radial proﬁles presented in this section are the result of
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Fig. 4. Numerical versus experimental time-averaged vertical velocities of the en-
trained ﬂuid inside the bubble plume at z/D = 5.5 (black squares) and z/D = 6.75 (red
circles).
Fig. 6. Time-averaged vertical velocity contour lines of the entrained ﬂuid at z/D = 5.5
in one quarter of the plume.
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zintegrating the predicted results around the center of the plume at
the considered height.
4.1. Time-averaged stream-wise velocity of the continuous phase
Fig. 4 presents simulated (WNUM) and ADV-measured (WEXP) time-
averaged vertical ﬂuid velocities at identical radial locations for two
different depths, i.e. z/D = 5.5 (squares) and z/D = 6.75 (circles), be-
tween the plume center and r = 2bv. The overall agreement is quite
good, but there is a slight over-prediction of the experimental veloc-
ities near the plume’s centerline. The main reason for that may be
the fact that the simulations were carried out with 2 mm bubbles,
whereas in the experiments there is a narrow range of sizes, with a
2.4 mm average diameter and smaller bubbles generate higher cen-
terline velocities.
Fig. 5 plots proﬁles of the numerically predicted non-dimensional
time-averaged vertical velocity of the liquid at z/D = 5.5 and z/D =
6.75 and the ADV results of those locations together with the gener-
ally accepted Gaussian self-similar velocity distribution W(r)/Wc =
exp( − r2/b2v). The simulated proﬁle shows an almost perfect agree-
ment with both the experiments and the theoretical model. There is
a discrepancy with the Gaussian curve from approx. r/bv > 1.4. There
the velocity predicted by the theoretical model is underestimated be-
cause the self-similar model does not consider the returning ﬂow
generated in a conﬁned geometry, while both experiments and sim-
ulation do.
Fig. 6 represents the three main zones that constitute the bubble
plume: (A) a core region characterised by the high density of par-
ticles, (B) the transition zone where gas fraction decreases abruptlyFig. 5. Gaussian ﬁt of the dimensionless velocity proﬁle of the entrained ﬂuid inside
the plume at z/D = 5.5 (black squares) and z/D = 6.75 (red circles).
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gnd the gradients are high and (C) an area without bubbles (except
rom some eventual wandering particle) which is characterized by
he circulating tank ﬂow.
.2. Second-order statistics of the continuous phase
Fig. 7 compares data from the numerical simulations with experi-
ental measurements for second-order non-dimensional turbulence
tatistics at z/D = 5.5 and z/D = 6.75. In this case, both ADV and PIV
ata are displayed, although the PIV measurements only reach un-
il r/bv = 1.5. The overall trend is very well captured, but the quan-
itative agreement varies depending on the property. The numeri-
ally predicted vertical turbulent ﬂuctuations wrms/W exhibit a good
greement with PIV results but a constant deviation in magnitude
rom the ADV data, in particular at the plume’s core and in the tran-
ition zone. It seems that EL-LES approach is unable to resolve all the
urbulence generated at the bubble scale (e.g. ﬂow separation at the
nterface, vortex shedding and hence local interaction of wakes), as
hemethod does not intend to solve explicitly the gas-liquid interface
Mazzitelli and Lohse, 2009). The PIV dataset lacks the suﬃcient res-
lution to capture small-scale turbulence. This suggests that a more
ophisticated large-eddy simulation closure model may be needed,
ossibly to add bubble-induced turbulence production to the SGS-
odel Ma et al., 2014). As the ADV measurements show, the bubbly
ow is strongly anisotropic, with a clear dominance of turbulence in
he vertical streamwise direction. It is worth noting that whereas the
IV results are almost isotropic, the simulations are not. The peak for
he predicted vertical ﬂuctuations is a 25% higher than for the hori-
ontal ones. Hence, some of the relevant turbulent scales are actually
olved (e.g. oscillations in the motion of individual bubbles, cluster-
ng of particles or interactions between trajectories). Thismakes a key
ifference with the results provided by models with isotropic closure
eg. RANS plus k − ) or those that are only applicable at fairly low
p/x values.
The numerical-ADV agreement for the horizontal (urms/W) ﬂuctu-
tions and the turbulent shear stress (uwrms/W
2) is very good. There
ay be a very small difference on the location of the main peaks of
he proﬁles which can also be due to the difference in the bubble size
istributions of experiments and simulations. But the overall agree-
ent is remarkable. The coincidence with PIV is very good as well,
oth in the evolution from the plume’s core and the peaks’ locations.
.3. Slip velocity and tracking of Lagrangian forces
The left side of Fig. 8 shows the distribution of the time-averaged
using 50,000 time steps) vertical slip velocityWslip in the symmetry
lane. The distribution appears to be relatively constant with sharp
radient at the plume’s edge. A more quantitative view is provided
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Fig. 7. Turbulent Reynolds stresses for numerical (lines with solid symbols) and experimental (hollow symbols and grey line) data. The radial proﬁles were extracted at z/D = 5.5
(black squares) and z/D = 6.75 (red circles).
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Fig. 9. Time series of the vertical component of the interfacial forces over a single
bubble within the plume: buoyancy force (blue), added mass force (green), ﬂuid stress
force (black), drag force (red) and lift force (orange). The quantities are scaled with the
buoyancy force for a theoretical bubble of zero density.n the top-right of the ﬁgure, plotting the radial slip velocity proﬁle
xtracted at z/D = 6. The proﬁle exhibits the sharp increase in Wslip
t the boundary of the plume (around r/D = ±1 at this depth). This is
ollowed by a mainly constant value (Wslip oscillates around 22 cm/s)
nside the bubble column. The proﬁle exhibits a top-hat distribution.
Fig. 9 presents the evolution in time of the vertical component
f the dimensionless interfacial forces acting on a particular bub-
le along its track within the plume for 2000 time steps. The buoy-
ncy force FG is a straight horizontal line as no mechanism of mass
ransport was incorporated for the dispersed phase and the density
s constant. There is a dynamic equilibrium when FG, the main driv-
ng force, is counteracted by the drag force FD. For a given bubble size,
his equilibrium is achieved at a speciﬁc slip velocity (see Eq. (7)). In
he present case, this equilibrium value is around Wslip  22 cm/s as
s shown in Fig. 8. The added mass term FA is an inertial force that
eacts to the ﬂuctuations on FD, but on average is an order of magni-
ude lower than FD. Similarly for the ﬂuid stress force FS which does
ot appear to have a big impact on the total force. The lift force FL,
hich is the result of the motion in the horizontal plane, is three or-
ers of magnitude lower than the drag force.ig. 8. Time-averaged vertical slip velocity ﬁeld on a vertical plane that crosses the
enter of the plume (left) and extracted radial proﬁle at z/D = 6 (right).
4
v
n
d
d
p
v
(
s
M
T
t
p
b
t
t
p
4
w
w
i
f.4. Sensitivity to Dp/x
First of all it should be noted that the time-averaged streamwise
elocity distribution is insensitive to the grid resolution and this is
ot shown for brevity. Fig. 10 presents proﬁles of the numerically pre-
icted second order statistics on the three meshes deﬁned in Table 1
emonstrating the inﬂuence of Dp/x on the turbulence quantities
redictions. For the sake of clarity, only the numerical proﬁles at ele-
ation z/D = 6.75 are plotted.
The proﬁles of the simulations on the coarse (circles) andmedium
solid line) meshes are almost identical, exhibiting very little sen-
itivity to the chosen resolution. However, mesh reﬁnement above
ilelli’s limit (dashed line) appears to deteriorate the predictions.
he smaller ﬁlter-width of the ﬁner mesh does not help in capturing
he eddies generated at (or below) the bubble scale. Additionally, the
lume’s width scale bv predicted by the ﬁnermesh is higher, probably
ecause of a better deﬁnition of the shear layer and the structures in
he interface between the plume and the rest of the tank. As a result,
he same number of particles have to trigger turbulence over a wider
lume, resulting in the underprediction of the turbulent ﬂuctuations.
.5. Flow structure
The water ﬂow in the tank is illustrated with the help of Fig. 11,
hich displays 3D streamlines of the time-averaged ﬂow colored
ith the streamwise velocity in a quarter of the tank (and includ-
ng the entire bubble plume). Three basic hydrodynamic elements are
eatured:
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Fig. 10. Numerical proﬁles of the Turbulent Reynolds stresses for for the three grid resolutions on Table 1 at z/D = 6.75.
Fig. 11. Three-dimensional view of one quarter of the tank including the bubble plume
and the stramtraces deﬁning the secondary circulation.
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c1. the plume itself: as bubbles move upwards ﬂuid is entrained
thereby creating a high-momentum vertical ﬂuid ﬂow towards
the water surface.
2. the returning ﬂow: once the ﬂuid reaches the water surface it
spreads laterally towards the walls before it moves back down,
thereby creating a large recirculation in the radial plane that dom-
inates the top half of the tank.Fig. 12. Time-averaged vertical velocity contours on a horizontal plane close3. three-dimensionality: whilst the plume is radially symmetric
about the centreline of the tank, the tank itself is not and hence
the distance from the plume to thewall is maximal in the diagonal
direction. This means that the ﬂuid has to ﬁll the low momentum
in corners (see Fig. 12, left) and hence it ﬂows down faster in the
corners of the tank thereby creating an imbalance of momentum
in the horizontal plane. This momentum imbalance leads to a vor-
tex/cell in a plane parallel to the walls in the lower third of the
tank.
The twisted double-vortex structure is similar to a number eight
hape with the two loops in perpendicular planes. The upper vortex
s larger and exhibits higher velocity magnitudes than the lower one.
he horizontal plane of the tank has four planes of symmetry and
ence there are eight twisted double-cell structures as the one de-
cribed in Fig. 11. Fig. 12 (left), presents contours of the time-averaged
ertical velocity in a horizontal plane near the water surface and it
hows how the high-momentum ﬂuid from the plume is convected
rimarily to the corners of the tank. Fig. 12 (right) shows contours
f the time-averaged vertical velocity in a radial plane and displays
he plume and the upper cells of returning ﬂow. The orientation of
he axis of recirculation changes from radial for the upper loop of the
eight” to wall-parallel for the lower loop.
Finally, an instantaneous snapshot of the plume dynamics at two
ifferent instants in time are provided in Fig. 13 which depicts iso-
urfaces of the Q-criterion, an appropriate tool to visualize coherent
tructures from large-eddy simulations (Rodi et al., 2013). The isosur-
aces are color-coded with the streamwise velocity. Coherent struc-
ures in the form of horseshoe vortices are visible at the edge of the
lume. The vortices are generated in the shear layer as a result of the
arge radial gradient of streamwise velocity in the radial direction in-
icated by the low velocities (blue color) at the edge of the plume.
hese structures start out as tubes around the plume. The slight wan-
ering and unsteadiness of the plume restricts their extent in the cir-
umferential direction to an angle of 30–90◦.to the surface (left) and a vertical plane at the half of the tank (right).
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Fig. 13. Q-criterion isosurfaces for a developing column (left, t = 5s) and a fully-
developed plume (right, t > 20s).
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DThe continuous upwards movement of the plume convects the
ubes vertically upwards, but due to the radial velocity gradient they
re gradually stretched and result in the form of a horseshoe vortex.
he different concentrations of bubbles and velocity ﬂuctuations in-
ide the plume generates some lateral inclination of the horseshoe
ortices. The ﬁgure on the left depicts the plume at a very early
tage and the radial gradients are stronger resulting in bigger and
etter deﬁned vortices. When the plume is fully established (ﬁgure
n the right) it covers a larger volume and the structures are more
umerous and thinner. Vortices are shed into the returning ﬂow
here they dissipate very quickly.
. Conclusions
A reﬁned numerical methodology for large-eddy simulations of
ubble plume dynamics is presented. It incorporates a new mapping
lgorithm which utilizes second-order smoothed delta functions as
he interpolation technique for the forward coupling. It also suggests
he use of a dynamic radius dependent on the Dp/x ratio to deﬁne
he inﬂuence volume where the bubble/node interaction takes place
ith minimummesh-dependence.
Themethod has been validated using data from laboratory experi-
ents carried out at Texas A&MUniversity of a solitary bubble plume
n an initially quiescent cubic water tank. The predicted stream-wise
ime-averaged velocities of the entrained liquid in the plume show a
ery good agreement with the experimental data and the theoretical
urve.
This work presents some novel results on the model’s capacity
o solve the turbulent scales of motion on the continuous phase
ntrained in the plume. The numerical predictions of second-order
tatistics were satisfactory regarding the turbulent stresses trend and
he ﬂuctuations anisotropic nature. But while the agreement is re-
arkable for the horizontal ﬂuctuations and the shear stress, the
treamwise turbulence ﬂuctuations are under-predicted in the core
f the plume and its periphery. This may indicate some limitations
n solving turbulent structures below the bubble length-scale. This
ssue does not seem to be a matter of lack of resolution as three dif-
erent mesh resolutions were tested. The model proves to be mesh-
ndependent until the threshold suggested by Milleli’s condition, be-
ond which the simulation quality deteriorates. This indicates that
ulerian–Lagrangian assumptions prevent it from capturing smaller
urbulent scales beyond a givenmesh resolution. The authors suggest
urther research to include bubble-induced turbulence generation in
he LES subgrid-scale closure.The LES data have revealed interesting quantities that experi-
ents cannot provide: For instance the vertical slip velocity between
he two phases has been quantiﬁed and its distribution in the plume
pproximates a top-hat distribution. The average slip velocity for a
iven bubble size is mainly determined by the equilibrium between
he buoyancy and drag forces. The added mass force appears to play
n important role in balancing the oscillations of the drag component.
The analysis of the secondary ﬂow has revealed the presence of
double-cell recirculating structure that dominates the ﬂow in the
ank. It is characterized by one large vortex at the radial plane that
ominates the upper part of the tank and one smaller cell at the wall
lane on the lower part. This bottom cell is a product of the momen-
um unbalance generated by the geometry itself. As the entrained
ater leaves the plume its trajectory turns towards the tank corners
reating a shear ﬂow. Finally, unsteady horse-shoe-type vortices gen-
rated at the edge of the plume are identiﬁed by visualization of the
nstantaneous ﬂow ﬁeld.
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