Abstract: In recent years, with a growing interest in big or large datasets, there has been a rise in the application of large graphs and networks to financial big data. Much of this research has focused on the construction and analysis of the network structure of stock markets, based on the relationships between stock prices. Motivated by Boginski et al. Boginski et al. (2005) , who studied the characteristics of a network structure of the US stock market, we construct network graphs of the UK stock market using same method. We fit four distributions to the degree density of the vertices from these graphs, the Pareto I, Fréchet, lognormal, and generalised Pareto distributions, and assess the goodness of fit. Our results show that the degree density of the complements of the market graphs, constructed using a negative threshold value close to zero, can be fitted well with the Fréchet and lognormal distributions.
Introduction
Large datasets have useful applications in many different areas, for example, science, engineering, and computer science, to name just a few. Such large data sets can often be represented in terms of large graphs, comprising vertices (or nodes) connected by edges. In the most simple case, we can consider an undirected graph, say G(V, E), which is defined by the set of vertices V and edges E ⊂ V × V connecting pairs of vertices (Boginski et al. Boginski et al. (2005) ).
The applications of large graphs or networks has been studied greatly, and also spans across a number of fields. For example, in chemistry, Chou Chou (1990) ) applies large graphs to enzyme kinetics and protein folding mechanisms; in ecology, Bunn et al. Bunn et al. (2000) ) apply large graphs to landscape and habitat connectivity; in engineering, Dobrjanskyj and Freudenstein Dobrjanskyj and Freudenstein (1967) apply large graphs to the structural analysis of mechanisms. In recent years, there has been a rise in the application of large graphs and networks to large datasets in the area of finance. More specifically, the structure of stock markets, see Kullman et al. Kullmann et al. (2002) , Jung et al. WS et al. (2006) , Ping and Binghong Ping and Binghong (2006) , Zhuang et al. Zhuang et al. (2007) , Tabak et al. Tabak et al. (2010) , Zhang et al. Zhang et al. (2010) and Vizgunov et al. Vizgunov et al. (2014) .
In particular, networks constructed based on the relationships between stock prices have been shown to follow a common distributional model. Kim et al. Kullmann et al. (2002) studied crosscorrelations in stock price changes among S&P 500 companies by a weighted random graph. They found that the influence-strength distribution in absolute terms follows a power law. Huang et al. Huang et al. (2009) used a threshold model to construct China's stock correlation network and studied the structural properties. After conducting a statistical analysis on the network, they also showed that it follows a power law model. Tse et al. Tse et al. (2010) created a complex network of the US stock market and studied the correlations between closing prices of the stocks. Their results found that the network shows a scale free distribution, and variations in the stocks were heavily influenced by a small number of stocks. Boginski et al. Boginski et al. (2005) also studied the characteristics of the graph representing the structure of the US stock market, using a network representation based on cross-correlations of stock price fluctuations.
Let P i (t) denote the price of stock i, i = 1, . . . , N , on day t, t = 1, . . . , T , where N is the total number of stocks in the sample, and T is the total number of trading days in the time period considered. Also, let R i (t) = ln P i (t) P i (t−1) be the log one-period returns of stock i, from time t − 1 to t. It follows that the correlation coefficient, C i,j ∈ [−1, 1] for all i, j = 1, . . . , N , can be calculated as:
where E (R i ) is the average log returns of stock i over T days, E (R i R j ) is the average of the product of the log returns of stocks i, j over T days, and V ar (R i ) is the variance of the log returns of stock i over T days (Boginski et al. Boginski et al. (2005) ).
Define the market graph and its complement to be graphs with N vertices represented by each of the stocks. Let θ ∈ [−1, 1] denote a threshold value, such that an edge connects a pair of stocks (i, j) if C i,j ≥ θ (market), or C i,j ≤ θ (complement). Boginski et al. Boginski et al. (2005) used data for 6546 financial instruments traded on the US stock markets over 500 consecutive trading days in 2000-2002 and constructed graphs using various threshold values θ. They showed that under certain conditions, the degree distribution of the vertices of the market graphs follows a power law model. This paper is motivated by Boginski et al. Boginski et al. (2005) . Whilst Boginski et al. Boginski et al. (2005) consider the degree distribution of network graphs of the US stock market, we construct network graphs of the UK stock market, and fit various distributions to the degree density of the vertices in these graphs. In our analysis, we find that for the market graphs of the UK stock market, no particular model (including the Pareto I) gives a significantly better fit compared with the others. However, complements of market graphs, constructed using a threshold of θ negative and close to zero, can be fitted well with the lognormal or Fréchet distributions.
The contents of this paper are as follows. In Section 2, we give a brief overview of our dataset and the construction of our network graphs. In Section 3, we describe the models fitted and the criteria used for assessing the fit of the models. In Section 4, we present our results comparing the performances of the fitted models. In Section 5, we give a short discussion of our results and their relation to some recent related papers. In Section 6, we provide some concluding remarks.
Data and construction of the network graphs
The data set considered in our analysis consists of UK stock market data for stocks or financial instruments traded on three UK stock markets: FTSE100, FTSE250, and FTSEAIM, over three different time periods each of two years in length. These are the daily closing prices of each stock listed on any of the three markets, for each trading day between the dates: i) 1st January 2000 -31st December 2001; ii) 1st January 2006 -31st December 2007; iii) 1st January 2012 -31st December 2013. These three periods have totals of T = 505, 505, 506 trading days, respectively. The stock data were obtained using the Datastream package (Datastream International Datastream International (2016) ) and all analysis was performed using R (R Development Core Team R Development Core Team (2016) ). Note that we consider each time period independently, and for each two year period we use only the data for stocks that were traded continuously throughout the time period -stocks for which closing prices were available for all trading days within a two year period. For each of the three periods, we have a total sample of N = 492, 1052, 991 stocks, respectively. Any stocks which started trading (on a market) after the first trading day or ceased trading before the last day of the two year period were omitted, and stocks with a significant amount of missing data were also omitted.
We form our network model of the UK stock market by constructing network graphs using the cross correlations of stock price movements, for each two year period. We build the graphs, using (1), according to Boginski et al. Boginski et al. (2005) 's method as described in Section 1, for a range of values of θ. To aid us in our computations, we consider the market graphs and complements in terms of their adjacency matrices -these are N × N matrices, whose elements represent the edges between stocks. The element (i, j), i, j = 1, 2, . . . , N , refers to the edge (link) between stocks i and j, taking a value of zero if C i,j < θ or one if C i,j ≥ θ, for the market graph, and vice versa in the case of the complement.
Whilst Boginski et al. Boginski et al. (2005) analysed the degree distribution of the market graphs and their complements, for various values of θ, we consider the distribution of the degree density of the market graphs and complements. The degree values of the stocks could be calculated directly from the adjacency matrices, by totalling the number of edges of each stock -in other words, summing up all the elements in each row of the matrices, to obtain N * ≤ N degree values for each market graph and complement. Note that in the case of the market graph, we subtract one edge from the total sum of each row to remove the 'self-correlation', correlation values of C i,j = 1, where i = j, i, j = 1, . . . , N , which would lead to an extra edge being accounted for, regardless of the value of θ chosen. The number of degree values, N * , is allowed to be less than the number of stocks, as we do not consider a stock if it has a degree value (total number of edges) equal to zero.
Distributions fitted to the data
The Pareto I distribution has the probability density function (PDF) given by
for x > λ > 0 and α > 0. Taking a very simple mathematical form, this is not a very flexible heavy tailed distribution. We consider three other heavy tailed distributions that are more flexible: the generalized Pareto distribution (GPD) given by the PDF
for x > u if α ≥ 0, u < x < u − λ/α if α < 0 and λ > 0, where u is a fixed number known as threshold and p is the probability that the data exceeds u; the lognormal distribution given by the
for x > 0, λ > 0 and α > 0; the Fréchet distribution given by the PDF
α for x > 0, λ > 0 and α > 0. Each of these PDFs can be monotonically decreasing or unimodal.
We have chosen them because of their simple mathematical forms. There are other heavy tailed distributions which are even more flexible (for example, capable of allowing for bimodality), but they come at the most of complicated mathematical forms often involving special functions. They also suffer from estimation issues like identifiability.
Each distribution was fitted by the method of maximum likelihood, and to avoid possible complications when fitting the distributions, we consider only those stocks which have at least one degree. Suppose {x 1 , x 2 , . . . , x n } are independent observations. Then the maximum likelihood estimates for the Pareto I distribution are
The maximum likelihood estimates for the lognormal distribution are
The maximum likelihood estimate of α for the Fréchet distribution is the root of
The maximum likelihood estimate of λ for the Fréchet distribution is
The maximum likelihood estimates for the GPD are the simultaneous solutions of
In addition to a visual comparison of the fits of the models to the true degree density, we also assess the fitted distributions by other various criteria:
• the Akaike information criterion due to Akaike Akaike (1974) defined by
where Θ is the vector of unknown parameters, Θ is the maximum likelihood estimate of Θ and k is the number of unknown parameters;
• the Bayesian information criterion due to Schwarz Schwarz (1978) defined by
• the Kolmogorov-Smirnov statistic (Kolmogorov Kolmogorov (1933) , Smirnov Smirnov (1948)) defined by
where I {·} denotes the indicator function and F (·) the maximum likelihood estimate of F (x).
The smaller the values of these criteria the better the fit. For more discussion on these criteria, see Burnham and Anderson Burnham and Anderson (2004) and Fang Fang (2011) .
We also used the chi-square goodness of fit statistic to compare of fits of the models, but its values were similar to those of the Kolmogorov-Smirnov statistic. So, we shall not report values of the chi-square goodness of fit statistic.
Results
In this section, we provide short graphical comparisons of the fits, for each of the three time periods considered, of the fitted distributions to the true degree density of the market graphs and their complements, generated under various threshold values of θ. We also compare numerically the AIC and BIC values, the results of the KS test for the fitted distributions, for each θ value. For each of the three time periods, we generated market graphs using threshold values θ = 0. 1, 0.15, 0.2, 0.25, 0.3, 0.35, 0.4, 0.45, 0.5, 0.55, 0.6 , and the complements of the market graphs using θ = −0.125, −0.1, −0.075, −0.05, −0.025. A quick look at the distributions of the correlation coefficients of the samples of stocks ( Figure  1 ), in each of the three time periods, reveals a similar shape to that of the equivalent distribution in Figure 1 of Boginski et al. Boginski et al. (2005) . We see that all three distributions are not strictly symmetric or centred around zero, but are instead skewed slightly towards the right tail. The distributions of the coefficients for the two periods covering 2006 -2008 and 2012 -2014 have a higher peak density than that for the earliest period of 2000 -2002 . The density of correlations in the range of 0 to 0.2 is higher for the earliest period, whilst the density of correlations between -0.1 and 0, and in excess of 0.3, is slightly greater for the most recent two periods.
One of the key assumptions of the distributions in Section 3 is that data are independently and identically distributed and have no serial correlation. We tested for no serial correlation using Durbin and Watson Durbin and Watson (1950) Durbin and Watson (1951) Durbin and Watson (1971) 's method. This gave the p-values of 0.122, 0.056 and 0.066 for the three data periods. We tested for the independent and identical hypothesis using the difference sign, turning point and the rank tests (Brockwell and Davis Brockwell and Davis (2002) For the plots in the following subsections, the blue line denotes the Pareto I distribution; the green line denotes the Fréchet distribution; the yellow line denotes the lognormal distribution; the purple line denotes the GPD.
Period 1: 1st January 2000 -31st December 2001
The first period contains a total sample of N = 492 stocks, for which the daily closing prices on each of the T = 505 trading days were available. We note here that the results and plots produced are for a range of θ values smaller than that specified in Section 4, θ ∈ [0.1, 0.4] for the market graph and θ ∈ [−0.125, −0.025] for the complements. For the values of θ which were omitted, the degree density plots either had no real distinct shape or not enough data to be fitted. In Figure 2 , for the market graph of θ close to 0, i.e. θ = 0.1, it is hard to distinguish any real fit between the fitted distributions. As θ increases to 0.2, it appears that the Fréchet and lognormal distributions give the best overall fit, followed by the Pareto I distribution, and the least best fit is given by the GPD. Increasing θ further to 0.3, the best overall fit now appears to be given by the the Pareto I distribution, and then by the Fréchet and lognormal distributions which appear to show some overestimation. However, the GPD seems to provide the best fit to the upper part of the density, where the other fitted distributions tail off and decay towards 0. With θ ≥ 0.4 the results are similar to that of θ = 0.3, however, we note that the true density becomes more sparse with some degree ranges having a density of zero. We also found that as the chosen threshold value θ increased, the number of degrees of stocks decreased, and the total number of stocks with at least one degree also fell. The upper limit of θ = 0.4 was therefore chosen, as it was found that using a threshold value above 0.4 made it difficult get a reasonable fit from any of the fitted distributions. This could be explained by the decrease in the number of nodes with at least one degree when θ exceeds 0.4, due to the low density of stocks with correlations coefficients greater than 0.4. From Table 1 , we observe that the lowest AIC and BIC values over all θ are given by the GPD, suggesting that the GPD gives the best fit out of all the fitted distributions. For θ ≤ 0.2, the Fréchet and lognormal distributions give the next lowest AIC and BIC values after the GPD, whereas for θ > 0.2, the Pareto I distribution gives the next lowest AIC and BIC values after the GPD. The corresponding p-values are given in brackets below the KS statistics.
The results of the KS test (Table 2) show that for θ close to zero, the GPD and lognormal distributions produce the lowest KS statistics. For θ ≥ 0.2, the Fréchet and lognormal distributions give either the lowest or second lowest KS statistics. Looking closer at the p-values, we find that the majority are very small and close to zero -evidence (in these cases) at all significance levels to reject the null hypothesis that the data comes from the respective fitted model. However, when θ = 0.1 the GPD gives the lowest KS statistic with a p-value of 0.09174; when θ = 0.2 the lognormal distribution gives the lowest KS statistic with a p-value of 0.009342; when θ = 0.25 the Fréchet distribution gives the lowest KS statistic with a p-value of 0.001063; when θ = 0.4 the lognormal distribution gives the lowest KS statistic with a p-value of 0.001055, respectively. Therefore, we conclude that for θ = 0.1, at the 5% significance level we fail to reject the null hypothesis that the sample degree data is drawn from a GPD. Moving on to the complement of the market graph, in Figure 3 , we see that the differences between fits are more pronounced. It can be observed from the plots that for θ very close to zero, i.e. θ = −0.025, −0.05, −0.075, the shape of the true degree density of the complement of the market graph differs from that of the original market graph. The peaks in the distributions instead occur at a 'low' number of degrees slightly greater than the minimum. For θ = −0.025, the best overall fit appears to be given by the lognormal distribution, the second best fit by the Fréchet distribution, the third best fit by the GPD, with the Pareto I distribution giving the least best fit overall. These results hold true as we decrease the value (increase in absolute value) of θ to -0.05, and -0.075. The best overall fits continue to be given by the lognormal and Fréchet distributions, whilst the Pareto I distribution underestimates the density for low degree values. At θ = −0.1, for low degree values the Pareto I distribution seems to provide the best fit to the true distribution. However, the best overall fit may arguably still be given by the Fréchet and lognormal distributions, whilst the GPD gives the least best fit -overestimating the density at low degree values. As was the case with the market graph, we find that the number of stocks with at least one degree decreases, but more significantly as the value of θ decreases (increases in absolute value), which may be explained by the skew towards the right tail in the distribution of the correlation coefficients (Figure 1 ). The corresponding p-values are given in brackets below the KS statistics.
In comparison with Table 1 for the market graph, Table 3 shows that for θ negative and very close to 0 (θ ≥ −0.05), the fitted lognormal distribution produces the lowest AIC and BIC values, indicating that at these values it provides the best fit of all the distributions. However, as θ decreases (increases in absolute value) the GPD gives the lowest AIC and BIC values (and best fit), followed by the Pareto I giving the second lowest, with the lognromal and Fréchet distributions giving the highest values.
The results of the KS test (Table 4) 
Period 2: 1st January 2006 -31st December 2007
The second period that we examine contains a total sample of N = 1052 stocks, for which the closing daily prices on each of the T = 505 trading days are available. For this two year period, we computed and plotted the results for the whole range of θ values, as specified in Section 4. From Figure 4 , we can immediately see a difference with the distributions for the first sample period (Figure 2 ) -the degree density here is bimodal at low and high degree values, for θ close to zero. However, none of the fitted distributions captures this, each fitting just one of the two peaks well. For the degree density of the market graph with θ = 0.1, the best fit to the lower half of the distribution appears to be given by the Fréchet and lognormal distributions, followed by the Pareto I distribution, with the GPD giving the best fit to the upper half of the distribution. With θ = 0.2, 0.3, the Pareto I, lognormal and Fréchet distributions jointly give the best fit to the lower half of the distribution, whilst the GPD continues to give the best fit over the upper part of the distribution at large degree values. At θ = 0.4, the distribution is no longer bimodal, and the overall best fit seems to be given by the GPD. For θ = 0.5, at low degree values the best fit appears to be given by the Fréchet, lognormal and Pareto I distributions. When θ reaches our upper limit of 0.6 we find that the GPD may give the best visual fit out of all the fitted distributions. The comparison of the AIC and BIC values from the fitted distributions are shown in Table  5 . Again, for all values of θ the GPD produces the lowest AIC and BIC values, indicating that the GPD may offer the best fit out of all the distributions fitted. In general, the next lowest AIC and BIC values are given by Fréchet and lognormal distributions, with the Pareto I distribution producing the most number of largest values across the range of θ. The corresponding p-values are given in brackets below the KS statistics. Table 6 shows the results for the KS test for the fitted distributions using the market graphs. We note that output for θ < 0.5 is omitted as the p-values corresponding to the KS statistics were found to be zero or very small and insignificant. The largest p-values, relative to all others, can be found at θ = 0.5, 0.55, 0.6 for the smallest KS statistics given by the lognormal distribution, where the respective p-values are 0.04606, 0.009663 and 0.008037. From this, we conclude that at the 1% significance level, for θ = 0.5, we fail to reject the null hypothesis that the sample degree data is drawn from the lognormal distribution. In Figure 5 , we notice that the results for the degree densities of the complements of the market graph, in this second period, are similar to those from the first period. Again, with θ very close to 0, the shape of the distribution differs from that when considering the market graph; the peak in the distribution of the density occurs close to but not exactly at the minimum number of degrees. With θ = −0.025, it appears that the best fit overall is given by the Fréchet distribution, the second best by the lognormal distribution, the third best by the GPD, with the Pareto I distribution giving the least best fit. These results continue to hold as we decrease θ (increase in absolute value) further to -0.05 and -0.075. At θ = −0.1, the fit of all the fitted distributions is much more similar, however the lognormal and Fréchet distributions still appear to provide the best overall fit. The Pareto I distribution and GPD give the least best fit overall and show signs of underestimation and overestimation, respectively.
A possible explanation for the similarity in results (relating to the complement of the market graph) between the two periods, is that the distributions of the negative correlation coefficients in all periods, Figure 1 , appear to be quite similar. Thus, due to the similarity in the distribution of the negative correlation coefficients, we may expect the complements of the market graphs (using negative θ values) in both this (and the third) period to be similar to that of the first. Therefore we may hypothesise that the respective degree densities and the shape of the fitted distributions to be very similar too. From Table 7 , we can also see a similar pattern to the first period in the information criteria values for the complements of the market graphs. At θ very close to 0, the lognormal distribution produces the lowest AIC and BIC values, indicating the best fit out of the fitted distributions. This is followed closely, in second, by the Fréchet distribution. As θ decreases (increases in absolute value), the GPD gives the lowest values for both (and the best fit), the Pareto I distribution follows with the second lowest values, whilst the lognormal and Fréchet distributions give the largest values for both. The corresponding p-values are given in brackets below the KS statistics.
For the KS test in Table 8 , we omit the results for θ < −0.075, as the p-values corresponding to the KS statistics were found to be either zero or very small and insignificant. Those that were significant showed a slight departure from the results for the test in the first period (Table 4) . For θ > −0.075 we find that the Fréchet distribution produces the most number of lowest KS statistics, and the lognormal distribution giving the second most. Across the whole range of θ values the highest KS statistics are given by the Pareto I distribution. The largest p-values are produced at the θ values closest to zero (-0.025 and -0.05), however, these correspond to the lowest KS statistics given by the Fréchet distribution, as opposed to the lognormal distribution. We note that for θ = −0.025, −0.05, these p-values are 0.07745 and 0.004511, respectively, thus we conclude that for θ = −0.025 at the 5% significance level, we fail to reject the null hypothesis that the sample degree data is drawn from the Fréchet distribution.
Period 3: 1st January 2012 -31st December 2013
The final period considered contains a total sample of N = 991 stocks, for which the closing daily prices on each of the T = 506 trading days are available. For this final two year period, we also computed and plotted the results for the whole range of θ values, as specified in Section 4. The comparisons of the fitted distributions, in Figure 6 , show very similar results to those in Figure 4 for the second period. Again, the degree density is bimodal for θ values close to 0 but loses this property when θ ≥ 0.4. With θ = 0.1, the best fit to the lower half of the distribution appears to be given by the Fréchet and lognormal distributions, followed by the Pareto I distribution, whilst the GPD gives the best fit to upper half of the distribution. For θ = 0.2, 0.3, the Pareto I, lognormal and Fréchet distributions jointly give the best fit to the lower half of the distribution, and the GPD continues to give the best fit to the upper part of the distribution. When θ ≥ 0.4, the bimodal property disappears, with the overall best fit appearing to be given by the GPD. As θ approaches the upper limit of 0.6, the GPD may give the best visual fit out of all the fitted distributions. Over all values of θ tested, the GPD again gives the lowest AIC and BIC values (Table 9) , leading us to conclude that this result holds true for the market graphs in all three time periods. This indicates that according to the information criteria, the GPD would be the preferred distribution relative to the other fitted distributions. Overall, the second lowest AIC and BIC values are given by the lognormal distribution, whilst the highest values are given by the Pareto I and Fréchet distributions. The corresponding p-values are given in brackets below the KS statistics.
From the KS test, we find that in all but two of the cases, for θ = 0.1, 0.15 (not shown) the lognormal distribution gives the lowest KS statistics, whilst the Fréchet distribution gives the second lowest. In general, the highest values were found to be given by the GPD for θ ≤ 0.35 and the Pareto I distribution for θ > 0.35. However, we omit the results for θ < 0.5 as the p-values of the corresponding KS statistics were found to be either zero or very small and insignificant. Where θ is large (Table 10) we find the largest p-values, as in the equivalent KS test for the second period, Table 6 . For θ = 0.5 the lognormal distribution gives the lowest KS statistic with a p-value of 0.01337; for θ = 0.55 the lognormal and Fréchet distributions give the lowest KS statistics with pvalues of 0.06664 and 0.02595, respectively; for θ = 0.6 the lognormal and Fréchet distributions give the lowest KS statistics with p-values of 0.04325 and 0.02880, respectively. Thus, for θ = 0.55, 0.6 at the 1% level of significance, we fail to reject the null hypothesis that the sample degree data is drawn from the Fréchet distribution; for θ = 0.5, 0.6 (θ = 0.55) at the 1% (5%) level of significance, we fail to reject the null hypothesis that the sample degree data is drawn from the lognormal distribution. As was the case for the market graph, the distributions of the complements of the market graph in the third period, Figure 7 , are also very similar to those in the first and second periods over all θ. For θ close to 0, the best visual fit is given by the Fréchet distribution, second by the lognormal distribution, third by the GPD, and the least best by the Pareto I distribution. As θ decreases (increases in absolute value) these results still hold, with the Pareto I and GPD still showing some underestimation and overestimation, respectively. However, the overall fit of all the distributions becomes much more similar. This result would seem to fit our expectations, due to the similarity in the distribution of the negative correlation coefficients in each of the three time periods, as shown in Figure 1 . This similarity in results continues for the information criteria, as Table 11 shows that for θ ≥ −0.075 the lognormal distribution gives the lowest AIC and BIC values followed by the Fréchet distribution, whilst for θ < −0.075 the GPD gives the lowest AIC and BIC values. This indicates (as for the second period) that according to the information criteria, at θ negative and very close to zero, the lognormal distribution gives the best fit of all models, but away from zero the GPD gives the best fit. The results of the KS test are shown in Table 12 , with the output for θ < −0.075 being omitted due to the p-values of the corresponding KS statistics either being zero or very small and insignificant. We note that the results again show that the largest p-values correspond to the lowest KS statistics given by the Fréchet and lognormal distributions. In particular, for θ = −0.025 the lognormal distribution gives the smallest KS statistic with a p-value of 0.02237; for θ = −0.05 the Fréchet and lognormal distributions give the smallest KS statistics with p-values of 0.08329 and 0.01677, respectively. Thus, for θ = −0.025, −0.05 at the 1% significance level, we fail to reject the null hypothesis that the sample degree data is drawn from a lognormal distribution; for θ = −0.05 at the 5% significance level, we fail to reject the null hypothesis that the sample degree data is drawn from the Fréchet distribution.
Discussion
The differences between the true distributions of degree density of the market graphs using data from period 1 compared with periods 2 and 3, could be explained by the differences in the original distribution of correlation coefficients in Figure 1 . The number of stocks considered in period 1 was approximately half the number in periods 2 and 3, thus the number of correlation coefficients for period 1 was approximately a quarter of that in periods 2 and 3. Further to this, the distribution of the coefficients in period 1 has a smaller range, whilst those for periods 2 and 3 have a higher peak density and a higher density of large correlation values above 0.3. This may also explain the bimodal nature of the degree densities of the market graphs in periods 2 and 3 (Figures 4 and 6 ).
It appears that, in the case of the market graphs, no definitive conclusion could be made about the best fitting distribution to the degree density. Visually, although we note may be misleading, the fitted distributions to the degree density of market graphs across the three periods show a similar pattern. For market graphs constructed with a low threshold θ, the Fréchet, lognormal and Pareto I distributions give a reasonable fit to the lower part of the distribution, whilst the GPD gives a reasonable fit to the upper part of the distribution. For market graphs constructed with a high threshold θ, the GPD appears to give the best fit overall.
However, for all threshold values θ in the three periods, the GPD gives the lowest AIC and BIC values indicating that according to the information criteria this would be the preferred model out of those that were fitted. In terms of the KS test, we find that the majority of tests on the fitted distributions are insignificant due to very small p-values. Although, for θ = 0.1 in period 1 the GPD gives the smallest KS statistic with a p-value of almost 0.1 -agreeing with the result from the information criteria, whilst for θ = 0.5 in period 2 the lognormal distribution gives the smallest KS statistic with a p-value of almost 0.05 -partially agreeing with the information criteria result (with the lognormal distribution giving the second lowest AIC and BIC values in this case).
On the other hand, we find that the true distributions of degree density of the complement of market graphs are much more similar, for each threshold value θ, across the three periods. This may be due to the similarity in the shape of the distributions of the negative correlation coefficients for each of the three periods analysed (Figure 1) . Visually, the Fréchet and lognormal distributions appear to give the best fit overall to the true distributions of degree density. For θ negative and close to (further from) zero, the lognormal distribution (GPD) gives the lowest AIC and BIC values. Indeed, in periods 2 and 3 the lowest AIC and BIC values from the lognormal distribution are followed by the Fréchet distribution giving the second lowest values for both criteria, showing agreement with the visual fit.
The KS test also appears to show agreement with these results, as in period 1 the lognormal distribution gives the smallest KS statistics with statistically significant p-values, as high as 0.15, at θ values negative and close to zero. In the second period, the Fréchet distribution gives the lowest KS statistics with significant p-values, for θ negative and close to zero. In the third and final period, for θ negative and close to zero, the lognormal and Fréchet distributions give the lowest KS statistics (in comparison with the GPD and Pareto I distribution) with significant p-values.
Many recent papers that have studied financial networks and the construction of network graphs have explored the alternative statistical route of multiple decision procedures. For example, in Koldanov et al. Koldanov et al. (2013) the construction of sample market graphs for a financial network (as in our analysis) is the procedure of the identification of the true market graph, and this identification problem is treated as a multiple decision problem of the selection of one from a set of hypotheses.
Koldanov et al. Koldanov et al. (2013) compute a simulation study in which the random vector of random variables representing the daily returns of a stock are distributed according to a multivariate normal distribution or a multivariate Student-t distribution. The main results from the study are that the method of market graph construction is i) "optimal in the class of all unbiased statistical procedures if, for the generating hypotheses testing, one uses the tests of the Neyman structures"; ii) "optimal in a restricted class of unbiased statistical procedures if, for the generating hypotheses testing, one uses the classical Pearson correlation tests" (Koldanov et al. Koldanov et al. (2013) ). In the former case, edges connect two stocks (i, j) if the sample correlation s i,j exceeds a predetermined threshold c i,j . However, whereas our threshold value θ was chosen arbitrarily, the threshold c i,j utilises the conditional distribution of s i,j from the Wishart distribution. In the latter case, edges connect two stocks (i, j) if the sample correlation s i,j exceeds a predetermined threshold c. Indeed, our method appears more similar to this case and is in fact optimal in this class for the special choice of a significance level α = 0.5.
The statistical procedure of stock selection by using the Sharpe ratio is considered in Koldanov et al. (2015) . The problem of stock selection is presented as a multiple decision problem of choosing (by observations) one hypothesis from a set of hypotheses. In the study, two well known multiple testing statistical procedures are compared, these are the Holm step down procedure and the Hochberg step up procedure. Given a set of observations of a random variable describing a characteristic of stocks in a financial market, stocks are selected if the condition Sh i > Sh 0 is satisfied, that is, the Sharpe ratio of a stock (Sh i ) exceeds a threshold value (Sh 0 ). The conditional risk of the two methods as a function of the threshold is explored. For a real financial market which shows a concentration of Sharpe ratios, it is shown to be more appropriate to use the Hochberg procedure for stock selection; in all other cases, the Holm procedure may be better suited. Arguably, this could be viewed as an alternative method for stock selection to what could be achieved through the method used in our paper. By constructing the complements of the market graphs for threshold values θ negative and less than zero, one could select stocks and build a portfolio of stocks which are interconnected in these graphs. For example, this may enable one to choose stocks whose returns move in opposite directions, which would offset each other and help to diversify risk in an investment portfolio.
Kalyagin et al. Kalyagin et al. (2016) propose a general method for multivariate network construction based on measures of association. In relation to Kalyagin et al. Kalyagin et al. (2016) , our analysis can be categorised as the construction of threshold graphs for UK financial networks, with the aim of recovering the reference threshold graph from observations. This provides the simplest statistical procedure for the identification of the reference threshold graph (a subgraph of the reference network). Due to the measure of association chosen in our method, the network graphs constructed can be classed as Pearson correlation networks. Kalyagin et al. Kalyagin et al. (2016) show that the problem of identifying the reference threshold graph, from observations of attributes of nodes in a multivariate network, can be solved in terms of a multiple decision problem -again, as the selection of one from many hypotheses. In their study, they conclude that for a random vector of nodes in a network with a fixed multivariate distribution, it is possible to construct various reference networks which relate to a particular measure of association, e.g. Pearson correlation network, Kendall correlation network, Spearman correlation network, etc.
Conclusions
In our analysis, we have fitted four distributions: i) Pareto I distribution; ii) Fréchet distribution; iii) lognormal distribution; iv) generalised Pareto distribution, to the degree density of financial network graphs constructed from correlation coefficients of pairs of stocks in the stock markets, according to various threshold values of θ ∈ [−1, 1], over three different time periods. Our data set consisted of the daily closing prices of stocks listed on one of three UK stock markets: FTSE100; FTSE250; FTSEAIM, over three time periods each of two years in length covering: 2000 -2002; 2006 -2008; 2012 -2014. We followed Boginski et al. Boginski et al. (2005) 's method to construct the network graphs, using positive threshold values of θ for market graphs and negative threshold values θ for the complement of the market graphs. Although our data set consists of UK stock data, as opposed to Boginski et al. Boginski et al. (2005) who considered US stock data, our analysis covers the same time period as Boginski et al. Boginski et al. (2005) in addition to two more recent periods.
Our results show that for the degree density of market graphs, constructed using positive values of the threshold θ, none of the fitted models performs significantly better than others. Observing the plots of the distributions, it appears that (in general) for low values of θ the Fréchet, lognormal and Pareto I distributions give a reasonable fit to the lower part of the true distribution, whilst the GPD gives a reasonable fit to the upper part. For higher values of θ the GPD may give the best fit overall. However, according to the information criteria, the GPD would be the preferred model out of the fitted distributions, for all θ across the three time periods.
On the contrary, for the degree density of the complement of the market graphs, constructed using negative values of the threshold θ, the Fréchet and lognormal distributions appear to give the best fit with θ close to zero. This is supported by the fact that they give the lowest and second lowest AIC and BIC values when θ is close to zero. Furthermore, the lowest (and significant) KS statistics are also either given by the lognormal and Fréchet distributions for θ close to zero. This work could be extended to analyse stock market data for other countries, in particular for the US. For example, we note that for our data set the distributions of the degree density of market graphs in the second and third periods differ from those in the first. In particular, when using a low threshold θ the true distributions in periods 2 and 3 appear to be bimodal. It would therefore be interesting to see whether this pattern can be found, over the same time periods, when using data from other international stock markets, such as the US, or whether this may be due to the dependence and correlation between stocks in the UK markets only. In addition, it would be of interest to test whether the Fréchet and lognormal distributions fit well to the degree density of the complement of market graphs, for other stock data too.
Also, one measure of the goodness of fit used was the information criteria, the Akaike and Bayesian information criteria. Both of these measures are dependent on the number of estimated parameters in the model, k, however, in our analysis our four fitted models each have k = 2 estimated parameters. A natural extension to this could be to extend the number of distributions fitted (including those with a different number of parameters) and utilise a greater number of goodness of fit tests.
Finally, we acknowledge that our results only scratch the surface in terms of network analysis of stock market graphs. With regards to the UK stock market network, the next step would be to evaluate and analyse some of the many network measures, such as network disparity; graph centrality; closeness centrality; domination power; clustering coefficients; minimum spanning tree. This would allow for a deeper understanding of the complexities of the UK stock market network. Another step is to use more flexible distributions to account for bimodality of some of the data sets.
