Introduction
The adequate representation of production or crop yield functions is crucial for modeling purposes in agricultural, environmental and economic analyses. The discussion and estimation of different functional forms has therefore gained much attention in both general and applied agricultural and environmental economics. The pertinent literature provides a variety of functional specifications to mathematically describe the technical relationships between the quantities of inputs employed and those of outputs produced [7] . Agricultural economists have de- Discussions on the theoretical appropriateness of different functional forms to agronomic problems can be found in Fuchs and Löthe [15] , Heady and Dillon [19] , Hexem and Heady [20] , and, Keusch [27] . They primarily address the integration of agronomic processes into economic production functions. However, the distinction between different types of production functions is often negligible. The analysis of Frank et al. [11] suggests that no functional form dominates all other forms in every situation and therefore, crop yield functions must be reassessed for each location.
Various locations and functional forms have been considered so far in the literature. But, little attention has been given to estimate the impact of exceptional climatic events upon extreme variations in crop yields. This is particularly important since the estimation of a production function using the Ordinary Least Squares (OLS) fitting criterion can produce misleading results if data sets con- zenbächer [14] , Fuchs and Löthe [15] , and, Khan and Akbari [28] . Their procedure is based on a simple classification of climatic conditions to a certain dummy group. However, detecting outliers in multivariate regression analysis is much harder than in simple regression cases [22] . Therefore, classification based on informal procedures such as scatter plots is no longer sufficient [17] . Robust regression diagnostics have to be applied for outlier detection.
The aim of this analysis is to exhibit the vulnerability of usually applied production function estimation methods to extreme climatic events. It shows that inference based on usually applied methods can be misleading. The adequacy of certain models and even the significance of coefficient estimates can change, if outlying observations are adequately treated in the analysis. Besides relevance for crop production function estimation, this study is a general example for the efficient handling of climatic extreme events in environmental modeling, which cannot be attained with conventional approaches.
In this paper, the application of robust regression is combined with the evaluation of three types of production functions. The assessment of functional forms can be based on the coefficient of determination [2] , residual distribution [4] and potential misspecification costs [11, 32] .
We devote special attention to the cost of misspecification; that is the potential income loss that would arise from using OLS instead of robust regression methods or an improper specification of the production function.
The remainder of this paper is organized as follows. Sections 2 and 3 provide a brief presentation of the production functions and the data, respectively, that are used throughout our analysis. In Section 4, the estimation methodology is briefly introduced. The estimation results for corn (Zea mays L.) yields in Switzerland are presented and discussed in Section 5. Subsequently, optimal input levels and the cost of misspecification are investigated in Section 6. Finally, the advantage of applying robust regression techniques in production function estimation is discussed in the concluding Section 7.
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Three Types of Production Functions
Three types of crop production functions are estimated in this study: two polynomial specifications (the quadratic and the square root function) and the Mitscherlich-Baule function. These functional forms are frequently used in the agricultural economic literature and proved to accurately capture the underlying relationships [3, 1, 5, 11, 14, 15, 32] .
Being aware that corn yields are driven by numerous factors, we restrict our analysis to two crucial input factors:
nitrogen fertilizer and irrigation water. Together with the concentration on three functional forms, this restriction serves the sake of clarity in our investigation. It is focused on the estimation methodology, rather than aimed at providing an approximation of the most appropriate form with an extended set of output determining factors.
The quadratic form, shown in equation (Eq. 1), consists of an additive composition of the input factors, their squared values, and an additional interaction term. The latter clarifies whether the input factors are independent of each other or not. The quadratic production function for a given crop is formally defined as follows:
Y denotes corn yield per area, N the amount of inorganic nitrogen applied, and W irrigation water applied. The i 's are parameters that must satisfy the subsequent conditions in order to ensure decreasing marginal productivity of each input factor: 1 , 2 > 0 and 3 , 4 < 0 . Furthermore, if The square root function (Eq. 2) is very similar to the quadratic form but produces different shapes of the curves. The square root form is defined as follows:
To ensure decreasing marginal productivity of each input factor, the above given conditions for the parameters have to be satisfied here as well. Furthermore, the interpretation of the parameter 5 is identical.
The Mitscherlich-Baule function (Eq. 3) is, according to Frank et al. [11] and Llewelyn and Featherstone [32] , the most appropriate production function for corn yields. It allows for a growth plateau -i.e., maximum yield -which follows from the von Liebig approach to production functions (see Paris [37] for historical notes). Moreover, the Mitscherlich- In each of the three production functions, the elasticity of substitution between the two input factors is by definition different from zero and not constant. These characteristics and the property of decreasing marginal productivity are important criteria of production functions in describing agricultural factor-yield relationships [27] . 
Data
Our analysis is based on corn yield data provided by the Agroscope Reckenholz-Tänikon Research Station ART in
Zurich. The data is generated by the deterministic crop yield simulation model CropSyst [45, 46] . The model is calibrated to field trials [8, 9, 53] and sample data [10] . The comparability of simulated and observed yields is restricted because the simulations do not account for yield reducing events such as hail, disease and insect infestation. Details about the model setting and calibration used in this study are presented in Torriani et al. [49] .
CropSyst is driven by weather data from six different loca- ing from 339ppm to 379ppm [43] , are considered in the CropSyst simulations.
The simulation and subsequent data analysis are restricted to one uniform type of soil for all locations (characterized by texture with 38% clay, 36% silt, 26% sand and soil organic matter content at 2.6% weight in the top soil layer (5 cm) and 2.0% in lower soil layers [49] ), one type of irrigation (possible from day one after sowing to harvesting, never exceeding field capacity) and one type of fertilizer (inorganic nitrogen fertilizer). This approach avoids distortions due to non-uniform soil and management properties.
To generate a comprehensive data set, one simulation is The resulting dataset consists of 527 observations with different corn yields. Assuming a dry matter content of 85%, average yields for three different ranges of irrigation and fertilizer application, respectively, are shown in Table 1 .
This rough approximation of the average corn yields re- 
Estimation Methodology
The estimation of the above production functions for Swiss corn yield data requires multivariate regression analysis. A further problem in estimating crop yields arises from the influence of the rates of nitrogen fertilizer application and irrigation upon the variance of the regression residuals, which causes heteroscedasticity [26, 30, 38] . Therefore, all estimated equations presented in this paper are corrected for heteroscedasticity using feasible generalized least squares regression [25] . Table 2 Moreover, the coefficients of determination are remarkably higher if RLS is used compared to OLS estimations. If exceptional observations are omitted in the analysis, the linear pattern formed by the remaining observations explains more of the variation in corn yields. We are aware of the fact that truncating the undesired observations is not a remedy for each estimation task. In particular, following sufficient truncation, many distributions are "normal" in the middle [50] . But in our opinion, extraordinary hot and dry years demand for a separately estimated production function. Only these specific years and the related yields should then be included in the analysis for climatically extreme years. If water is, unlike in normal years in the Swiss Plateau, a limiting factor for the plants, the yield response to irrigation water is expected to be much higher than usual. Furthermore, the plants' response to nitrogen also highly depends on water availability as nitrogen is taken up by the roots in a water solution [31] . Under dry climatic conditions, the interaction between fertilizer and irrigation water is expected to be more significant than currently. Unfortunately, the regression analysis fails to provide valuable results due to a lack of sufficient observations in the available dataset. 
Optimal Input Levels and Costs of Misspecification
The knowledge of production functions is crucial for modeling purposes and economic analyses that are concerned with optimal resource allocation. This usually involves an assessment of optimal input and output levels, which is generally determined through maximization of a suitably defined profit function. For the purpose of our analysis, this is given by the subsequent definition 
Where N * and * W are the profit maximizing input levels of nitrogen application and irrigation respectively. In other words, efficiency in production requires employment and remuneration of all production factors according to their value marginal product. This is satisfied if, for each input factor, the input price equals the product of the crop price and the factor's marginal productivity.
In the further analysis, we set the corn price equal to CHF 0.642 kg -1 , the average annual value for the period 1981-2003 in Switzerland [44] . We assume a constant nitrogen price of CHF 1.6 kg -1 (extrapolated from ammonium nitrate 27.5 to pure nitrogen) at the 1993 level [29] , and an esti- Thus, to get one mm of additional water, a farmer has to pay an irrigation price of CHF 0.60 per hectare. Using these data, the optimal input levels are calculated according to equation (5) and represented in Table 5 . It shows that all optimal input levels are within the range of the simulation data. The lowest input use is recom- Furthermore, the results in Table 5 show that the robust versions of production function estimates systematically lead to higher profit maximizing yields and higher profits Observed yield data provide insufficient estimation possibilities due to a lack of variation within the data. In contrast, biophysical simulation generates an enlarged data base compared with field observations. For the present study, we used simulated corn yield data of the CropSyst model, which is widely used and validated (see Stöckle et al. [46] for a review of studies using CropSyst).
In the existing literature, several comparisons of corn yield production functions recommend flexible forms containing a growth plateau, such as the Mitscherlich-Baule function.
In contrast, we found the square root function to be the most appropriate form to represent corn production in 
Appendix -Estimation techniques
Ordinary Least Squares. The general linear model is given by:
Where Y is the regressand vector, X is the regressor matrix, an intercept, the coefficient vector and u an error term vector. The Least Squares criterion selects the coefficient vector, which minimizes the sum of squared residuals:
Thus, the vector of coefficient estimates, ˆ , is given by:
Following the Gauss-Markov theorem, Ordinary Least Squares (OLS) is the most efficient regression technique, i.e. provides the coefficient estimates with the smallest variance [25] .
Robustness. An outlier is an observation that deviates from the relationship described by the majority of data. OLS cannot cope with a single outlier. The breakdown point concept is used to quantify robustness properties of an estimator. It is defined as the smallest amount of arbitrary (outlier) contamination, which can carry an estimator over all bounds [24] . The estimator becomes unreliable beyond this borderline. OLS possesses the lowest possible breakdown point of 1/n 1 . Thus, one outlier can be sufficient to arbitrarily change OLS estimates [39] . A hypothetical example for OLS estimation in presence of outliers is given in Figure A1 .
1 n denotes the number of observations, in our analysis n=527. 
ence [39] . Thus, LTS estimation is only used as a data analytic tool for outlier identification. An observation is identified as an outlier if the absolute standardized robust resid-
) exceeds the cutoff value of 2.5 [24] . Where i r is the (robust) LTS residual and ˆ is the (robust) LTS scale estimate [39] .
Reweighted Least Squares. To provide both robust and efficient coefficient estimates, Reweighted Least Squares (RLS) regression is applied [39] . RLS regression is a weighted least squares regression with coefficient estimate being defined as follows:
The diagonal elements of the weighting matrix . RLS regression is applied for coefficient estimation of the quasi linear functional forms (square root and quadratic). 4 Due to these properties, RLS is chosen in our analysis in favor of other robust regression techniques (see Hampel et al. [18] , for details). 
