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ABSTRACT
Linear energy harvesters can only produce useful amounts of power when excited close to their natural fre-
quency. Due to the uncertain nature of ambient vibrations it has been hypothesised that such devices will
perform poorly in real world applications. To improve performance, it has been suggested that the introduc-
tion of nonlinearities into such devices may extend the bandwidth over which they perform effectively. In this
work a magnetic levitation device with nonlinearities similar to the Duffing oscillator is considered. The gov-
erning equations of the device are formed in which the effects of friction are considered. Analytical solutions
are used to explore the effect that friction can have on the system when it is under harmonic excitations.
Following this, a numerical model is formed. A differential evolution algorithm is used alongside experimen-
tal data to identify the relevant parameters of the device. The model is then validated using experimental
data. Monte Carlo simulations are then used to analyse the effect of coulomb damping and Duffing-type
nonlinearities when the device is subjected to broadband white noise and coloured noise excitations.
1
1 INTRODUCTION
The concept of harvesting electrical energy from mechanical vibrations and using it to drive low-power sys-
tems has received much attention in recent years. Williams and Yates (1996) investigated the feasibility of
harvesting electrical energy from bridge vibrations, with the aim of using it to power microelectromechanical
systems (MEMS). In their work a device was proposed which consisted of a magnet, attached to a spring,
and surrounded by a coil of wire. The device was designed such that the vibrations of the bridge would cause
the magnet to oscillate within the coil and generate a voltage via electromagnetic induction. The system
was modeled as a simple mass-spring-damper where the damper was used to model the electromagnetic
transducer.
In work following this, the response of the device to a sinusoidal excitation was analysed in more detail
(Stephen, 2006; Beeby, Tudor, and White, 2006). A resounding conclusion was that, when excited by a
sinusoidal excitation, the device was only able to produce useful amounts of power when excited close to its
natural frequency. As the dominant frequencies of most environmental excitations usually take place over a
large bandwidth or are time dependent, it can be concluded that energy harvesters that only operate well
near resonance will be poorly suited to real world applications. To solve this problem two main solutions
have been proposed:
• increasing the bandwidth over which the device can produce useful amounts of energy,
• designing energy harvesters which can adapt their natural frequency to match that of the excitation
frequency.
Reviews of attempts to apply these solutions to a range of energy harvesting devices can be found in (Zhu,
Tudor, and Beeby, 2010; Tang, Yang, and Soh, 2010). As well as this, devices have been proposed which
are designed to be able to harvest useful amounts of energy from multiple frequencies simultaneously (Yang
et al., 2009).
Mann and Sims (2009) proposed a single-degree of freedom device which relied on magnetic levitation rather
than linear springs. A schematic diagram of the device and its corresponding circuit diagram are shown in
FIGURES 1(a) and (b) respectively. It was shown that the governing equations of the device contained a
cubic stiffness term - similar to that of the Duffing oscillator. The effect of this nonlinearity was to ’skew’
the frequency response curve of the device. It was hypothesised that the introduction of this nonlinearity
may extend the bandwidth over which the device could produce useful amounts of power.
Subsequently, in (Daqaq, 2010, 2011) a device similar to that proposed by Mann and Sims was considered,
the only difference being that its orientation had been changed by ninety degrees. This had the effect of
removing gravity from the governing equations of the device. The Fokker-Planck-Kolmogorov equation was
used to analyse how it responded to different types of random excitation. In these works, a white noise force
was applied both to the centre magnet (Daqaq, 2010) and the base of the device (Daqaq, 2011). It was
concluded, in both cases, that the addition of the nonlinearity did not affect the potential power output of
the device.
In the present study, experimental tests are conducted using an upright magnetic levitation device. The
governing equations of the device are derived, which differs from previous work in that the effect of friction
is also considered. A self adaptive differential evolution algorithm is then used alongside experimental data
to identify the parameters needed in the model. Subsequent simulations show an excellent agreement be-
tween the response of the model and that of the experiment in both the time and frequency domains. Once
validated, the model is used to produce dimensionless contour plots detailing the effect that different levels
of nonlinearity, electromagnetic coupling and coulomb damping can have on the system when the base of
the device is subjected to white noise and coloured base accelerations.
At this stage it should be emphasised that the aim of the present experiments was not to harvest power but
rather to understand and validate the theoretical power harvesting potential. For this reason the experi-
ment did not include an electromagnetic coupling and the associated electrical energy storage or dissipation
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systems. Instead the energy dissipated is due to viscous friction, and a dimensionless approach enables under-
standing of how energy capture could be achieved by the addition of more damping through electromagnetic
coupling.
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Figure 1: (a) Schematic diagram and (b) circuit diagram of the magnetic levitation energy harvester proposed
by Mann and Sims.
2 MODEL FORMULATION
In this section, the mechanical and electrical governing equations of the device are derived.
2.1 Equation of Motion
A schematic diagram of the model is shown in FIGURE 2 where the spring represents the magnetic restoring
force, the dashpot represents a combination of coulomb and viscous damping, and x and y represent the
centre magnet and base displacements respectively. The equation of motion for this system can be written
as:
−mx¨ = c(x˙− y˙) + k(x− y) + k3(x − y)3 + Fdsgn(x˙− y˙) +mg, (1)
wherem represents the mass of the centre magnet, g is the acceleration due to gravity, k is the linear stiffness,
k3 the cubic stiffness, c the viscous damping, Fd the coulomb damping coefficient and
sgn(x˙− y˙) =


1, x˙− y˙ > 0
0, x˙− y˙ = 0
−1, x˙− y˙ < 0
(2)
m
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Figure 2: Energy harvester model.
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It should be noted here that the magnetic restoring forces have been modelled as a third order polynomial
(following the work of Mann and Sims (2009)). In practice, dipole, distributed or point charge magnet
models are available (Sneller and Mann (2010)). However, it will be shown in Section 6 that a high fidelity
model can be obtained with the addition of a cubic nonlinearity spring force.
By setting X1 = x and X2 = x˙, EQUATION 1 can be put in state space form:
X˙1 = X2, (3)
X˙2 =
−mg − c(X2 − y˙)− k(X1 − y)− k3(X1 − y)3 − Fdsgn(X1 − y)
m
. (4)
To perform a time domain simulation, the solutions of EQUATIONS 3 and 4 were obtained numerically
using the fourth-order Runge-Kutta method.
2.2 Electromagnetic Transducer
This section is concerned with simplified modelling of the electromagnetic transducer that would be present
in a practical energy harvester. A more detailed discussion of different transducer configurations can be
found in Mitcheson et al. (2004). In this analysis it is assumed that the magnetic flux density does not
change over the regions we are interested in.
Faraday’s law states that the voltage induced in the circuit will be proportional to the relative velocity of
the magnet:
V (t) = Blz˙(t), (5)
where V is the induced voltage, B is the magnetic flux density, l is the length of the coiled wire and z˙ is the
relative velocity between the centre magnet and the base of the device z˙ = y˙− x˙. Furthermore, Lorenz’s law
states that the force exerted on the magnet as a result of inducing the voltage is given by:
F (t) = Bi(t)l, (6)
where i represents current. Finally, recalling that the circuit contains a resistor and an inductor (as shown
in FIGURE 1(b) ) then the induced voltage can also be expressed as:
V (t) = i(t)R+
di(t)
dt
L, (7)
where R is the combination of coil and load resistances and L is the coil inductance. Taking Laplace
transforms (assuming zero initial conditions) and combining EQUATIONS 5, 6 and 7, the following expression
can be obtained:
L(F (t)) = s(Bl)
2L(z(t))
R+ sL
, (8)
where s is the Laplace operator and L is the Laplace transform. If it is assumed that the inductance is small
compared to the resistance then the transducer can be modeled as a viscous damper where:
c =
(Bl)2
R
. (9)
Assuming that the viscous damping in the system is only due to the electromagnetic coupling, then the
power available for harvest is given by:
P = c|z˙|2. (10)
A detailed analysis of the effect of coil inductance can be found in Mann and Sims (2010). Once again it
should be noted that this work is concerned with maximising the kinetic energy available within the device
which could, potentially, be converted into electrical energy using an electromagnet coupling. It does not
discuss the difficulties which may arise if were one were to consider the issues of energy capture and storage.
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3 ANALYTICAL SOLUTION
To gain more insight into the behavior of the system, the method of harmonic balance was used to approxi-
mate the power output of the device when under a sinusoidal base excitation.
3.1 Frequency Response
Neglecting DC components, the equation of motion of the device can be written as:
mz¨ + cz˙ + Fdsgn(z˙) + kz + k3z
3 = −my¨, (11)
where z = (x− y). Setting the input as:
y = Y sin(ωt+ φ), (12)
it is assumed that the response of the system is dominated by the first harmonic:
z = Zsin(ωt). (13)
Note that the phase term (φ) has been transferred to the input y as it helps to simplify matters later. Taking
EQUATION 12, differentiating twice and rewriting using elementary trigonometric relations one finds that:
y¨ = −mω2Y (sin(ωt)cos(φ) + cos(ωt)sin(φ)). (14)
Inserting EQUATIONS 12 and 13 into EQUATION 11 one obtains:
−mω2Zsin(ωt) + cωZcos(ωt) + kZsin(ωt) + k3Z3sin3(ωt)+
Fdsgn(cos(ωt)) = mω
2Y (sin(ωt)cos(φ) + cos(ωt)sin(φ)). (15)
The coefficient of Fd was then expanded up to the first harmonic using the Fourier series:
sgn(cos(ωt)) =
4
pi
cos(ωt)− 4
3pi
cos(3ωt) +
4
5pi
cos(5ωt)− ...
≈ 4
pi
cos(ωt). (16)
The coefficient of k3 was then expanded using elementary trigonometric relations (again, only up to the first
harmonic):
Z3sin3(ωt) = Z3
(
−1
4
sin(3ωt) +
3
4
sin(ωt)
)
≈ Z3 3
4
sin(ωt). (17)
Consequently, EQUATION 15 becomes:
−mω2Zsin(ωt) + cωZcos(ωt) + kZsin(ωt) + k3Z3
(
3
4
sin(ωt)
)
+ (18)
4Fd
pi
cos(ωt) = mω2Y (sin(ωt)cos(φ) + cos(ωt)sin(φ)). (19)
Equating coefficients of sin(ωt) and cos(ωt) one obtains two equations:
−mω2Z + kZ + 3
4
k3Z
3 = mω2Y cos(φ), (20)
cωZ +
4
pi
Fd = mω
2Y sin(φ). (21)
Squaring and summing EQUATIONS 20 and 21 one can eliminate the phase term and find that:
(
−mω2Z + kZ + 3k3Z
3
4
)2
+
(
cωZ +
4Fd
pi
)2
= m2ω4Y 2. (22)
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After manipulation, if was found that Z could be obtained by finding the roots of a sixth order polynomial:
Z6
(
9k23
16
)
+ Z4
(
−3
2
mω2k3 +
3
2
kk3
)
+ Z2(m2ω4 − 2mω2k + k2 + c2ω2)
Z
(
8cωFd
pi
)
+
(
16F 2d
pi2
−m2ω4Y 2
)
= 0. (23)
The solutions to EQUATION 23 were found using the Matlab roots command (MathWorks., 2004). Once Z
was obtained the negative and imaginary solutions were neglected as being unphysical. The power output
of the device was found using the relation:
P = (ωZ)2c. (24)
To validate the analytical result, the model detailed in Section 2 was used to analyse the frequency response
of the device. To achieve this, the model was subjected to a sinusoidal excitation and the resulting power
output was monitored as the excitation frequency was stepped up or down. FIGURE 3 shows that there
was a reasonably good match between the analytical and simulation results.
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Figure 3: Power output of device at different frequencies where m = 0.02 kg, k = 50 N/m, k3 = 20000
N/m3, c = 0.1 Ns/m, Fd = 0.01 N, Y = 4mm and g = 9.81m/s
2. Crosses represent the analytical solutions
(equation 23) while dashed and solid lines represent swept up and swept down simulation results respectively.
Exciting the model with a stepped-sine wave, the forth order Runge-Kutta method was used to numerically
solve equations 3 and 4 thus obtaining the frequency response of the device.
3.2 The Effect of Friction
The analysis shown above is based on the assumption that there is relative motion between the centre magnet
and base of the device. Consequently, this approach is only valid if:
|cz˙ + kz + k3z3 +my¨| > |Fdsgn(z˙)|, (25)
such that the forces acting on the mass are large enough to overcome the friction in the system. As a result,
the frequency where the device starts to move relative to the base (termed the slipping frequency) is when:
|cz˙ + kz + k3z3 +my¨| = |Fdsgn(z˙)|. (26)
Applying the same procedure as shown in the previous section allows this to be written as:
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(
kZ +
3
4
k3Z
3
)2(
ωZc+
4
pi
Fd
)2
= m2ω4Y 2, (27)
where Z changes with ω according to EQUATION 23. The value of ω that satisfies EQUATION 27 will be
the slipping frequency. FIGURE 4 shows the swept up frequency response of the model (using the same
techniques as the previous section) and shows that, when excited sinusoidally, EQUATIONS 23 and 27 can
be used to predict the frequency where the device moves from stick to slip behavior with a reasonable degree
of accuracy. In FIGURE 4 (c) one can see that the increase in friction has decreased the effect of the
nonlinear spring to the point where the jump phenomenon has been removed from the frequency response of
the device. The same effect would occur is one was to increase the viscous damping present in the system.
It remains to be seen how friction and Duffing-type nonlinearities influence the behavior of the device when
it is under a random excitation. This will be the focus of the remaining sections.
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Figure 4: Power output of device at different frequencies where m = 0.02 kg, c = 0.1 N/s, k = 50 N/m,
k3 = N/m
3, Y = 0.004 m and Fd = (a) 0.05, (b) 0.06, (c) 0.07 N. Exciting the model with a stepped-sine
wave, the forth order Runge-Kutta method was used to numerically solve equations 3 and 4 thus obtaining
the frequency response of the device.
4 EXPERIMENTAL APPARATUS
A diagram of the experimental apparatus is shown in FIGURE 5. The top and bottom magnets were both
attached to an aluminium rod which was, in turn, bolted to an electromagnetic shaker via an aluminium
extension piece. The extension piece was used to keep the device away from the magnetic effects of the
shaker. A linear variable differential transformer (LVDT) was screwed into the aluminium rod, allowing it
to measure the displacement of the shaker table.
The centre magnet was able to move up and down the aluminium rod via two sets of linear bearings. A
plastic penny washer was glued to the magnet such that the displacement of the centre magnet could be
measured using a laser triangulation sensor.
In Section 2.2 it was shown that the electrical damping introduced by an electromagnetic coupling could be
modelled as viscous damping such that the total damping in the system is given by:
ctotal = cm + ce, (28)
7
where cm and ce represent the mechanical and viscous damping terms respectively. As a result, the device
shown in FIGURE 5 could be used to validate the model even though all the damping was mechanical and
no coupling was present.
Shaker+
-
Signal Generator
PID
LaserLVDT
Linear Bearings
Figure 5: Experimental apparatus.
To achieve the desired excitation a proportional-integral-derivative (PID) controller was used with the LVDT
to control the position of the shaker table. FIGURE 6 shows how the addition of the controller improved
the ability of the shaker to follow a square wave input.
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Figure 6: Response of the shaker to a square wave input with (a) open loop and (b) closed loop PID control.
Solid and dashed lines represent desired and actual displacements respectively.
The aim of the experiment was to excite the base of the energy harvester with a random, white noise, force.
In reality a white noise signal cannot be achieved experimentally as the bandwidth of the noise is limited
by the fundamental sample frequency of the system and the actuator dynamics. A Gaussian, band-limited
white noise signal was created, integrated twice and then filtered to remove integral drift as well as unwanted
higher frequencies before being sent to the shaker. This is shown in block diagram form in FIGURE 7.
Upon studying the frequency response of the energy harvesting device it was found to have a natural frequency
of approximately 8.5 Hz. As a result it was ensured that the force applied to the base of the device had a
flat power spectral density (PSD) over the bandwidth between 5 and 20 Hz. An example of the resulting
acceleration PSD is shown in FIGURE 8.
∫ ∫
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Figure 7: Obtaining a band limited white acceleration using position control.
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Figure 8: Example of base acceleration spectrum taken over 20 averages where the root mean square accel-
eration was 1.54 m/s2.
5 PARAMETER IDENTIFICATION
Before the simulation could be validated against the experimental data all of the parameters in the equation
of motion had to be identified for the time domain system.
5.1 Self Adaptive Differential Evolution
The mass of the centre magnet was easily measured while the other parameters (k, k3, Fd, c) were identified
using a Differential Evolution (DE) algorithm. The model was excited with the same signal that had been
used to excite the real device and the algorithm was used to identify parameter values that would minimise
the difference between the simulation and experiment time histories. Throughout this work, a self-adaptive
differential evolution (SADE) algorithm was used. Details of this algorithm are described by Worden and
Manson (2010).
5.2 Cost Function
A cost function was used to describe the level of similarity between the time response of the model and the
experiment. This is shown in EQUATION 29:
J(c, Fd, k, k3) =
100
Nσ2z
N∑
n=1
(zn − zˆn(c, Fd, k, k3))2, (29)
where n represents the point in the time history vector, zn and σ
2
z represent the time history and variance
of the experimentally obtained relative displacement respectively, zˆn represents the relative displacement
according to the simulation and c, Fd, k and k3 are the parameters to be identified. The cost function is
such that if the model simply produced the mean of the experimental result (denoted z¯) then the function
will return a value of 100:
J(c, Fd, k, k3) =
100
Nσ2z
N∑
n=1
(zn − z¯)2 = 100. (30)
From experience it is known that a cost of less than five represents a good correlation, and that less than
one can be considered excellent.
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6 MODEL VALIDATION
Experiments were conducted under nine different conditions where each condition represented a different
intensity of white noise excitation. The root mean square (RMS) value of each excitation signal and its
corresponding condition is shown in TABLE 1. Each test was run long enough for the statistical moments
of the relative displacement to converge. It was found that sixty seconds of testing was ample time for this
to occur. To obtain the relevant parameters the SADE algorithm was run for 200 generations using the data
from condition 1 as the training data. The identified parameters were then used to compare the response
of the model with that of the experiment in all the noise conditions investigated. It was found that the
model was able to accurately replicate the response of the experiment in the time and frequency domains
for all the excitation intensities. Examples of this for conditions 2, 5 and 8 are shown in FIGURES 9, 10
and 11 respectively. It should be noted that the power output of the device was calculated according to
EQUATION 10. The value of the cost function corresponding to each condition is also shown in TABLE 1.
The identified parameter values are shown in TABLE 2.
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Figure 9: Comparison of simulation and experimental results for condition 2. Shown is centre magnet
displacement (a) time history portion, (b) histogram,(c) frequency content and (d) device power output.
Dashed lines and solid lines represent the simulation and experiment respectively. Model response was
determined via numerical solutions of equations 3 and 4 using the fourth order Runge-Kutta method.
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Figure 10: Comparison of simulation and experimental results for condition 5. Shown is centre magnet
displacement (a) time history portion, (b) histogram,(c) frequency content and (d) device power output.
Dashed lines and solid lines represent the simulation and experiment respectively. Model response was
determined via numerical solutions of equations 3 and 4 using the fourth order Runge-Kutta method.
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Figure 11: Comparison of simulation and experimental results for condition 8. Shown is centre magnet
displacement (a) time history portion, (b) histogram,(c) frequency content and (d) device power output.
Dashed lines and solid lines represent the simulation and experiment respectively. Model response was
determined via numerical solutions of equations 3 and 4 using the fourth order Runge-Kutta method.
To ensure that the estimated parameter values were sensible, the stepped up and stepped down frequency
response of the simulation was compared with that of the experiment. This was obtained using a stepped sine
technique, where the root-mean-square (RMS) of the response amplitude was measured at each frequency.
FIGURE 12 shows that there is good match between the frequency response of the real device and that of
the model. It also shows that the model is able to demonstrate the jump phenomenon that is commonly
associated with the hardening spring Duffing oscillator.
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Figure 12: Comparison of (a) stepped up and (b) stepped down frequency response with an input amplitude
of 0.8mm. Dashed lines and solid lines represent the simulation and experiment respectively. Exciting
the model with a stepped-sine wave, the forth order Runge-Kutta method was used to numerically solve
equations 3 and 4 thus obtaining the frequency response of the device.
7 WHITE NOISE BASE EXCITATION
Once the model was validated it was used to explore how the device would respond to a broadband white
noise base excitation when different levels of nonlinearity, viscous damping and friction were present in the
system. In this section it was assumed that all of the viscous damping was due to the electromagnetic
coupling using the theory outlined in Section 2.2. This approach therefore predicts the maximum theoretical
power that could be harvested from the device.
7.1 Dimensional Analysis
To begin the analysis, dimensionless groups corresponding to the power output, viscous damping, nonlinear
stiffness and coulomb damping of the device were formed. Firstly, it was assumed that the power output of
the device was a function of the following variables:
σP = f(σy¨,m, c, k, k3, Fd), (31)
where σP is the RMS power available from the device, σy¨ is the RMS acceleration of the base, m is the mass
of the central magnet, c represents the damping in the system due to electromagnetic coupling, k and k3 are
the linear and nonlinear stiffness terms respectively and Fd is the coulomb damping coefficient. The primary
variables chosen were base acceleration, mass and linear stiffness where
[σy¨] = LT
−2, (32)
[m] =M, (33)
[k] =MT−2. (34)
The first dimensionless group was found using the power term:
piP = σPσ
a1
y¨ m
a2ka3 , (35)
[piP ] =M
1+a2+a3L2+a1T−3−2a1−2a3 = 1, (36)
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which leads to the relationship:
piP =
σPωn
σ2y¨m
. (37)
The second dimensionless group was found using the damping term:
pic = cσ
a1
y¨ m
a2ka3 , (38)
[pic] =M
1+a2+a3La1T−1−2a1−2a3 = 1, (39)
which leads to the relationship:
pic =
c√
km
. (40)
It is noted here that this group is the same as double the damping ratio that one finds in a linear mass-
spring-damper system. The third dimensionless group was found using the nonlinear stiffness term:
pik3 = k3σ
a1
y¨ m
a2ka3 , (41)
[pik3 ] =M
1+a2+a3L−2+a1T−2−2a1−2a3 = 1, (42)
which leads to the relationship:
pik3 =
k3σ
2
y¨m
2
k3
. (43)
The final dimensionless group was found using the coulomb damping term:
piFd = Fdσ
a1
y¨ m
a2ka3 , (44)
[piFd ] =M
1+a2+a3L1+a1T−2−2a1−2a3 = 1, (45)
which leads to the relationship:
piFd =
Fd
σy¨m
. (46)
As a result, one is left with four dimensionless groups, each one containing one of the parameters being
investigated.
7.2 Results
Initially, it was assumed that there was no friction present in the simulated system. Monte Carlo simulations
were run using a band-limited white noise force applied to the base of the device. This was done for different
values of nonlinear stiffness and linear damping. It was ensured that the simulation results were independent
of the simulation run time and sampling frequency. The dimensionless form of the results are shown in
FIGURE 13 where the circles represent excitation conditions where the model was validated, as defined in
TABLE 1. The simulation results suggest that the introduction of the spring nonlinearity into the system
has no effect on its power output. It also seems to indicate a threshold value of damping ratio, above which,
the power output of the system does not increase.
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Figure 13: The variation of power output as k3 and c are varied according to simulation results. Circles
represent points where the model was validated while the values next to them represent the corresponding
excitation condition. Model response was determined via numerical solutions of equations 3 and 4 using the
fourth order Runge-Kutta method.
Having established that the nonlinear spring term does not affect the power output of the system, k3 was
set to zero and Monte Carlo simulations were used to investigate the relation between friction, damping and
power output. The resulting contour plot is shown in FIGURE 14. It can clearly be seen that increased
coulomb damping has a detrimental effect on the power output of the device. It is also clear that the harmful
effect of friction can be reduced in most cases by increasing the electromagnetic coupling of the device. For
the purposes of validation, it was ensured that the results demonstrated in FIGURE 14 were independent of
values of k3.
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Figure 14: The variation of power output as Fd and c are varied according to simulation results where circles
represent points where the model was validated. Model response was determined via numerical solutions of
equations 3 and 4 using the fourth order Runge-Kutta method.
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8 COLOURED NOISE BASE EXCITATION
With the model validated under white noise excitation conditions, it was then used to analyse the response
of the device to coloured noise excitations.
8.1 Signal Generation
To generate the coloured noise base acceleration, a white noise signal was passed through a second order
filter such that:
y¨ + 2ωcαy˙ + ω
2
cy =W (t), (47)
where W (t) is white noise, ωc is the natural frequency of the filter and α is the damping ratio of the filter.
8.2 Dimensional Analysis
It is now assumed that the RMS power output of the device is a function of the following variables:
σP = f(σy¨,m, c, k, k3, Fd, ωc, α) (48)
Once again, the primary variables were chosen as σy¨, m and k. As a result, all the derived groups were the
same as those shown in Section 7.1 except for the addition of two additional groups:
piωc =
ωcm
1/2
k1/2
, (49)
piα = α. (50)
It is noted that piωc is the ratio of the filter and device linear natural frequencies and that, piα = α as α was
already a dimensionless quantity.
8.3 Results
For the first set of Monte-Carlo simulations, pic and piα were held constant while piFd was set to zero. As
a result, the value of piP was monitored as the pik3 and piωc groups were varied. As one would expect, it
was found that an increase in k3 had the effect of shifting the natural frequency of the device to higher
frequencies. FIGURE 15 demonstrates the effect of k3 on a device which has been mistuned such that its
natural frequency is lower than than of the dominant frequency of excitation (piωc = 1.2). In this scenario
one can see that the increase in k3 has shifted the natural frequency of the device closer to the dominant
frequency of excitation and has, as a result, increased power output.
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Figure 15: Variation of piP as pik3 is varied where pic = 0.03, piωc = 1.2, piα = 0.001 and piFd = 0. Model
response was determined via numerical solutions of equations 3 and 4 using the fourth order Runge-Kutta
method.
For the second set of simulations, pik3 was set zero and piωc was set equal to one such that the response of a
linear device which has been tuned to the dominant frequency of excitation was being modelled. FIGURES
16 (a) and (b) show how piP was effected by changes in pic and piFd for different values of piα. Aside from
showing that friction is detrimental to the power output of the device, the simulation results appear to show
that the system’s sensitivity to changes in damping is dependent on the excitation type. For example, in
FIGURE 16 (a) (where a low value of piα was chosen) one can clearly see that the a low value of damping
is desirable. However, as piα is increased and the signal becomes more alike to broadband white noise then
changing damping has less effect on power output (FIGURE 16 (b)) and the behavior starts to approach
that shown in FIGURE 14.
Finally, pik3 was set to zero, piα was held at 0.2 and simulations were run to investigate the effect of changing
pic and piFd for different values of piωc . By changing piωc one was able to study how the response of the
device responded to different levels of mistuning (where the natural frequency of the device differs from the
dominant frequency of excitation). FIGURE 16 (c) shows simulation results for the case where piωc = 1.3.
One can see that the mistuning has reduced the maximum power output of the device as well as increasing the
optimum level of viscous damping. This is likely due to the fact that larger levels of viscous damping widen
the useful bandwidth of the device. Consequently, when the device is mistuned the increase in damping is
desirable as it helps to extend the useful bandwidth of the device into the dominant frequencies of excitation.
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Figure 16: Variation of piP as pic and piFd is varied where pik3 = 0 and (a) piωc = 1, piα = 0.05, (b) piωc = 1,
piα = 0.2, (c) piωc = 1.3, piα = 0.2. Model response was determined via numerical solutions of equations 3
and 4 using the fourth order Runge-Kutta method.
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9 DISCUSSION
A number of issues are worthy of further discussion. The experiments did not involve energy capture and all
losses were due to viscous and Coulomb damping. However, in Section 2.2 it was explained how a simplified
model of electromagnetic coupling allows the harvesting to be represented by the mechanical analogy of a
viscous damper (EQUATION 10). Meanwhile, a dimensionless approach has been used in the interpretation
of the performance, which remains valid if this simple electromagnetic coupling is present. Consequently
the present work is useful for illustrating the maximum possible energy that could be harvested from a real
device if mechanical and electrical losses were negligible. Nevertheless, further work is clearly needed to
understand the role of energy capture, and any associated nonlinearities, in more detail.
A key finding from this work is that, when under a broadband excitation, Duffing-type nonlinearities cannot
be used to improve device power output. With regards to coloured noise excitations, it was shown that
Duffing-type nonlinearities may prove useful in a scenario where one needed to tune the natural frequency of
the device to a higher value without changing the mass or linear stiffness terms. It should also be noted that
if the kinetic energy losses present in the device were too high or the excitation level too low then the level
of nonlinearity required to shift the natural frequency may be too high to be achieved practically. Addition-
ally, although coloured noise excitations are regarded as a better approximation of ambient vibrations than
sinusoidal or broadband excitations, future work could be directed at more specific cases. This is further
emphasised by the results shown in Section 8.3 which shows that the optimum level of electrical damping
for such a device is dependent on the excitation type and the likelihood of device mistuning.
Finally, for all the excitation types investigated, the detrimental effects of friction were demonstrated. The
investigation of friction is likely to be significant for many practical applications where energy capture in-
volves electromagnetic, rather than piezoelectric phenomenon, since electrical machines will generally require
mechanical bearings.
10 CONCLUSIONS
In this work, an energy harvesting device with Duffing-type and Coulomb damping nonlinearities is anal-
ysed. Firstly, the response of the device to a sinusoidal excitation is analysed using the method of harmonic
balance. As well as showing that the DC components and super-harmonic components of the response do
not have a great effect on power output, an expression was derived which can be used to determine whether
the centre magnet of the device will be able to overcome friction present in the system.
Secondly, by approximating the magnetic levitation force-displacement relationship by using a cubic poly-
nomial, it was found that the resulting model was able to match the response of the experiment excellently,
regardless of the excitation intensity. This resulted in a high fidelity model despite the simplified modelling
of the permanent magnet restoring forces.
Thirdly, the parameters governing the power output of the device were non-dimensionalised such that the
findings from this paper apply to all devices of this sort. It was also found that the dimensionless group
which contained the nonlinear spring term also contained a term representing the RMS base acceleration.
Experimentally, this allowed the effect of different levels of nonlinearity to be formally studied by varying
the intensity of the base excitation, rather than attempting to modify the nonlinearity directly.
Fourthly, the validated model was used to analyse the response of the device to broad band white noise
and excitations. It was found that the Duffing-type nonlinearities had no effect on the power output of the
device. It was also shown that the effect of changes in damping on device performance are altered when
friction is included in the system.
Finally, the model was used to analyse the response of the device to coloured noise excitations. It was
shown that Duffing-type nonlinearities could be used to tune the natural frequency of the device to higher
frequencies without having to change the mass or linear stiffness of the system. As a result, it can be
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concluded that the one scenario where the nonlinearity could be used to improve the power output of the
device is when its linear natural frequency is lower than the dominant frequency of excitation. Additionally,
it was shown that the affect of damping on the system performance is dependent on the type of excitation
as well as the level of friction present in the device. Due to the increased useful bandwidth that one can
achieve with high levels of damping, it is suggested that the optimum level of damping for such a device
should be chosen depending on the likelihood that the device will be mistuned with respect to the dominant
frequency of excitation. This will be especially important if one were to consider ambient vibrations which
possess dominant frequencies that are time dependent.
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Table 1: RMS and associated cost for each excitation condition where condition 1 was used as the training
data.
Excitation Condition RMS (m/s2) Cost
Training Data Set 1 1.07 2.71
Validation Data Sets 2 1.21 4.09
3 1.34 1.98
4 1.54 2.07
5 1.67 1.31
6 1.84 1.57
7 1.96 1.60
8 2.12 0.99
9 2.22 1.57
Table 2: Parameter values identified using the SADE algorithm
Parameter Value Units
c 0.048 Ns/m
Fd 0.006 N
k 56.2 N/m
k3 86579 N/m
3
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