Introduction
The debate about the depth and characteristics of public policy intervention in encouraging renewable energy is more urgent than ever. Some of the literature has started to cast doubt on the strategies being pursued by countries to encourage renewables. These criticisms have been varied with regard to the costs of intervention and the consequences for the economy as a whole. The need to guarantee a continuous supply of electricity requires the existence of backup power, which is essentially based on fossil sources. Marques and Fuinhas (2012a) point out that the increase in renewables has been predominantly based upon direct public subsidies and intervention. Market-driven policies have been deprecated in favor of policydriven measures. Fossil sources are often identified as beneficiaries of subsidies, so renewable sources should also be stimulated by these policy instruments. However, the way in which this argument is presented can lead to confusion. In fact, a substantial part of these subsidies for fossil fuels is a consequence of the strategy to develop renewables. Fossil fuels are used to provide backup power, such as that from coal plants or combined-cycle gas-fired plants, but they are turned off for long periods. Consequently, overcapacity and economic inefficiency arise, which is the primary reason for the current subsidies for fossil fuels. Some literature, such as Liao et al. (2011) , sustains that all incentives/subsidies should be removed, both for fossil fuels and renewables. The authors then propose applying fees to fossil-based wind power. The ratio of the actual electricity output to maximum capacity is referred to as the capacity factor. Electricity demand throughout the day is volatile, especially in off-peak and peak-load periods. This may also influence the amount of idle capacity. This problem can force investment into pumped hydro during periods when there is wind overproduction and low grid consumption and secondly into thermal plants like coal-based or gas-fired to provide backup power for wind power when necessary (Luickx et al., 2008) .
The vast literature about renewable intermittency, both theoretical and case studies, has not explored the phenomenon of wind overcapacity in enough detail. Indeed, the empirical assessment of overcapacity in wind power merits much more attention. On the one hand, the phenomenon of overcapacity reflects the path taken by renewables and, on the other, since this phenomenon is a leading indicator, it should back the process of updating public guidance. The aim of this chapter is to provide empirical evidence on the drivers that contribute to explaining wind power overcapacity and, secondly, to identify empirically the causes for a panel of 19 countries. While Boccard (2009) addresses the issue of wind intermittency from the perspective of the capacity factors, this chapter is focused on the importance of intermittency and possible wind overcapacity, but using a non-used wind capacity approach.
The role played by several energy sources in creating wind power overcapacity is assessed, controlling for socio-economic drivers and public energy policies and measures. On the whole, this approach can be useful in highlighting the relevance of the intermittent nature of renewables for policymakers in order to deal with wind overcapacity. Econometric techniques of panel data were applied to deal with the energy and socio-economic characteristics of an economic bloc with environmental concerns and long-term energy targets. In particular, the contribution of conventional energy sources to the wind power overcapacity in Europe is appraised. Some light is shed on the public policies that might mitigate the economic inefficiency.
Renewables' intermittency context: The debate
The expansion of renewables is the subject of hot debate in the literature regarding the implications of these energy sources, namely their advantages, consequences and prospects for growth. The implications of the unpredictability and inconstancy of wind energy generation prove relevant. In fact, this intermittency in generation makes it increasingly important to combine different energy sources, including fossil fuels, to backup energy supply. A relevant role is merited not only for conventional energy sources, but also for the mix of renewables. Moreover, it is crucial to understand the role that public policy and measures have played. Wind power installation has been strongly stimulated by public guidance and highly subsidized, namely by guaranteed prices under feed-in tariffs which will last for more than 25 years, as stated by Moreno and Martínez-Val (2011) . Together with other drivers that promote renewables on a large scale, this creates distortions and increased costs for consumers (Gómez et al., 2011 ).
Intermittency and wind power overcapacity
Although the issue of renewable intermittency is far from new in the literature, the relevance of this topic together with the phenomenon of overcapacity requires much more research. The main reasons and impacts of non-constant generation of wind energy are analyzed by authors such as Albadi and El-Saadany (2010), and Green and Vasilakos (2010) . Gonzalez Intermittency in renewables can be analyzed by using the capacity factor. This is the ratio, for a certain period of time, of the energy generated to the energy that would have been generated in operation by operating total continuous power during the same period (Denholm et al., 2005) . Boccard (2009) summarizes that capacity factor depends on: (i) wind variability; (ii) the shadowing phenomenon; and (iii) the intensive focus on subsidy policies. The shadowing phenomenon comes from installing too many wind turbines in a limited area to save costs on land use. Moreover, the short distance between wind farms compromises the individual performance of each farm. The vast use of public financial support policies may have led to fast, but inefficient, wind energy deployment. Acker et al. (2007) noted that a seasonal influence in the capacity factor can be observed. Caralis et al. (2008) analyzed the capacity factors in Greece and suggest that spatial dispersion of wind farms benefits the wind power capacity factor. They concluded that the accumulation of too many wind farms is not always the optimal solution because it may impair the efficiency of each individual wind farm. More recently, Yang et al. (2012) and Zhang and Li (2012) assessed wind power growth in China, which was driven by three main factors: (i) the perception that China benefits from large wind resources; (ii) the adoption of incentives and subsidies that support the investment in wind power; and (iii) the reduction in wind capital costs. The authors note that more attention to the efficiency of wind turbine allocation in China is needed. In fact, one-third of wind turbines were idle, causing a capacity factor of 16.3% between 2007 and 2010 (Yang et al., 2012 ).
Backup and energy storage
It is important to seek new ways to deal with wind speed variability, both in the short and long term. Examples could be additional energy sources to backup power in windless periods or energy storage devices (Purvins et al., 2011) . To ensure a secure energy supply, it is necessary to mix wind power with other energy sources, including fossil fuels. Pearce (2009) suggests a solar photovoltaic system mixed with combined heat and power to overcome intermittency in California without resorting to energy storage. Moreno and Martínez-Val (2011) argue that thermal power plants are no longer so important in base load energy generation, turning them into backup sources to substitute renewables. These authors support that by 2020, backup with combined cycle gas turbine plants needs to grow to 8 or 9 Gigawatts. The literature (e.g. Archer and Jacobson, 2007) also mentions another method to smooth wind variability. These authors found that by interconnecting multiple wind parks through the electricity transmission grid, wind farms behave more similarly over time as a single wind farm with constant wind speed, providing a constant and secure energy supply.
As regards the impact of energy policies and measures on the deployment of renewables, a few studies have provided empirical evidence. Carley (2009) uses the fixed-effect vector decomposition, which is a variant of the fixed-effects model, and finds that the sum total of United States energy policies does not contribute significantly to more electricity from renewables. However, the growth of renewables is promoted by each additional year that a State maintains a policy. A positive relationship between the expansion of wind energy and the adoption of energy policies that promote investment and subsidies is found by Menz and Vachon (2006) . Regarding European countries, Marques and Fuinhas (2012a) prove that policies subsidizing the promotion of renewables have been effective in doing so. Overall, they argued that this process is driven by political willingness rather than by economic rationality.
Wind capacity, energy sources and European public policies
Wind energy growth in the last decade in Europe was mainly driven by several factors such as: energy demand growth; the commitments made to greenhouse gas reduction under the Kyoto protocol directives; improvements in renewable energy technology; and the reduction of the marginal cost of wind power generation over the past 15 years, approaching the cost of conventional energy sources (Pechak et al., 2011) . For these reasons, wind power has registered a strong impulse since the late 1990s and early 2000s. As a consequence, due to the lack of data before 1998 for almost all European countries, this study uses panel data for the time span 1998-2009, for the following countries: Austria, Belgium, the Czech Republic, Denmark, Finland, France, Germany, Greece, Hungary, Ireland, Italy, Latvia, the Netherlands, Norway, Poland, Portugal, Spain, Sweden and the United Kingdom. These countries are part of a group that is driven by long-term energy goals under European directives (EU directive, 2009). Not all countries have the same number of observations due to sporadic missing values, which leads to an unbalanced panel. The remaining countries of the EU27 did not provide available data for wind power installed capacity in the considered time span.
Panel data techniques have several advantages, such as: (i) they allow a more accurate statistical inference; (ii) they provide more informative data and variability; (iii) they increase the number of observations and degrees of freedom; and (iv) they allow for controlling individual heterogeneity and unobserved characteristics of errors which are not detectable in timeseries or cross-sectional models (Baltagi, 2005 and Hsiao, 2006 ).
Wind capacity
For a better approach to the issue of intermittency and overcapacity, it proved necessary to make the concept of overcapacity operational. To do so, a variable which emulates wind overcapacity (WOCAP c,t ) was created.
WOCAP c,t is the dependent variable and represents the ratio of idle capacity in a year to the hypothetical maximum energy that could be produced in a year, in a continuous full-power operation. This ratio was computed from raw data, and can be done in two different ways: (i) through idle capacity; and (ii) through capacity factor. Accordingly, for option (i) the result is:
In equation (1) 
where TOTELECGEN c,t is the total electricity generated in a year, in Gigawatts per hour (GWh). TOTELECGEN c,t is multiplied by 1000 to convert to same units.
Regarding option (ii) WOCAP c,t can be computed as the difference between 1 and the capacity factor (CF c,t ) as follows:
The capacity factor is computed as follows: 
In accordance with equation (1) 
Variables
Several causes for idle capacity are suggested by the normative literature. Following this closely, the impact of variables with different natures is controlled for, such as: conventional energy sources; other renewable sources; socio-economic drivers; and energy efficiency measures and public policies as follows. 
Conventional energy sources
To assess the impact of conventional energy sources on wind overcapacity, the shares of fossil energy sources in total electricity generation across European countries were used (see Figure 2 for average values). The variables are for coal-based power plants (COALSH c,t ), gasfired (GASSH c,t ) and oil power plants (OILSH c,t , 2011) argues that these variables are the main sources used to backup wind power, especially coal and gas. In fact, gas turbines can be used as a backup source for wind power in windless periods because their startup times are in the order of a few minutes while other conventional power plants may take much longer (Kehlhofer et al., 2009) . It is expected that these variables will be highly significant in explaining wind overcapacity. Nuclear power is also part of conventional energy sources. The impact of nuclear capacity factor (CFNUCL c,t ) in wind overcapacity (computed according to (4)) is controlled. Nuclear power still has great importance in Europe, despite its capacity factor reduction by 7.9% between 1998 and 2009. The toxic waste that comes from nuclear power and the fact that it is difficult to treat as well as risk of disaster have recently brought the debate to Germany to reduce its share of nuclear power in electricity generation. Figure 2 suggests that the 19 countries included in our study still have a large share of conventional energy sources in total electricity generation, except Nordic countries and Portugal, which have been at the forefront of the support in renewables, namely wind and solar energy. 
Other renewable energy sources
To assess the impact of renewables on wind overcapacity, our option is to use variables representing the most common renewable energy sources such as hydropower, renewable waste and solar energy. Figure 3 presents the growth rate of renewables' share in the 19 countries under analysis. Regarding hydropower, the effect of the capacity factor of hydropower (CFHYD c,t ) is controlled. This variable was computed similarly to the nuclear capacity factor, according to expression (4) to avoid multicollinearity problems. In the context of the Europe 20-20-20 targets, renewable waste and solar energy have been increasingly used to generate electricity (Münster and Meibom, 2011) . To assess the impact of these two energy sources on wind overcapacity, the effect of the share of waste (WASTSH c,t ) and solar (SOLSH c,t ) in the total electricity generated is controlled. We also sought to ascertain the impact of installing more wind power over the years through the growth rate of wind power installed capacity (WINDGR c,t ). It is expected that the overcapacity of wind power will be positively influenced by more wind power plants.
In Figure 3 , values suggest that, in Europe, there has generally been large growth in the share of electricity generated from renewable energy sources. Negative values may indicate that in these countries hydro power is becoming less important in the energy portfolio. For example, Portugal, Germany, Denmark and Ireland have average rates of growth of 10.75%, 9.57%, 10.63% and 11.55% respectively, which indicates huge support in electricity generation from renewables in the early 2000s.
Socio-economic drivers
Potential socio-economic drivers such as population density or economic development were controlled for in order to assess their effect on wind overcapacity (see Figures 4 and 5 for average values). According to Caralis et al. (2008) and Boccard (2009) , the spatial dispersion of wind farms may be an important driver for a greater or lesser capacity factor. To control for the effect of spatial dispersion of wind farms, a proxy, the variable POPDENS c,t is used. This variable assesses the effect of available and suitable land area for wind park installation in countries with greater or lesser population density. The Netherlands, followed by the United Kingdom, reveal the largest population density in the panel.
Regarding economic development, the natural logarithm of Gross Domestic Product (GDP) per capita (LNGDPPC c,t ) is used to measure the capacity of European countries to invest in more efficient energy generation technologies. It is expected that more developed countries will have greater available financial resources to invest in more efficient energy sources, such as offshore wind parks. Latvia is the country with the smallest average natural logarithm of GDP per capita, while Norway holds the largest value for this indicator.
Energy efficiency measures and public policies
Energy policies and measures have been widely used to promote and support the deployment of renewables. Data from the Mesures d'Utilisation Rationnelle de l'Energie (MURE) database was collected, which provides information concerning the amount and the impact of these measures in order to control for the influence of energy policies on overcapacity.
The variables are the cumulative amount of measures taken per household and in the industrial and tertiary sectors, as presented in Figure 6 . Firstly, the total energy policies and measures carried out in a year (ALLPOL c,t ) were considered. It is expected that the total measures may have a positive impact on wind power overcapacity. For a deeper analysis of public policies, the total energy policies are divided into seven individual types to assess the influ 
Methods
To make a proper empirical analysis the panel dataset structure was analyzed, which generally has a complex nature of term error composition. Several methods were applied: (i) visual analysis of data; (ii) test for first-order autocorrelation in panel data; (iii) test for the presence of groupwise heteroskedasticity; and (iv) test for contemporaneous correlation. Stata v11.2 econometric software was used.
The correlation matrix ( (Table 3) , which reinforces that multicollinearity among variables is not a problem. As part of the empirical research using panel dataset techniques, several tests to detect common panel phenomena in errors structure were performed (see Table 4 for results Note: ***, ** denote significance at 1 and 5% significance levels 41) suggests rejection of the null hypothesis of errors homoskedasticity within cross-sections. Therefore, the presence of groupwise heteroskedasticity is confirmed. As far as the presence of contemporaneous correlation is concerned, with the exception of the Pesaran test for random effects (-2.061), generally the null hypothesis of no contemporaneous correlation was not rejected, suggesting that there is spatial independence across European countries. This is not surprising given the technical nature of our research into the interaction of conventional sources and renewables with wind overcapacity instead of common policy guidelines.
The OLS estimator proves to be consistent when there is no presence of multicollinearity among the explanatory variables and when the regressors are exogenous. It is optimal when there is no serial auto-correlation following V (ε) = σ ε 2 | NT and when the errors are homoskedastic followingE (ε) = 0. Therefore, in our case it may be useful to benchmark results of our panel estimation. Moreover, we apply the panel fixed-effects (FE) and random-effects estimators (RE). Using the fixed-effects estimator appears to be appropriate in studying the impact of variables that vary over time. It explores the different variables within groups that have their own characteristics, in our case European countries. The fixed-effects estimator assumes that something time-invariant within groups can affect the dependent variable and cannot be correlated with other groups. In turn, random effects assume that variation across groups is random and not correlated to the dependent and independent variables.
The generic model to estimate is:
where the error term is ε c,t = α c + u c,t with α c uncorrelated with the regressors and ε c,t homoskedastic with no serial correlation. The dummy for time is denoted by d t .
Empirical evidence of the drivers of wind overcapacity
The estimation results are shown in Table 5 . Conventional standard errors (CSE) are provided, as are robust standard errors (RSE) to deal with the presence of heteroskedasticity. Models I and II represent pooled OLS; models III and IV are panel fixed-effect estimators (FE); and models V and VI stand for random-effect estimators (RE). The error term isε c,t = α c + u c,t .
A battery of diagnostic tests was applied to test the quality of the estimators. The Breusch-Pagan Lagrange multiplier (LM) is provided to test whether the RE estimator is more suitable than the OLS estimator. The results show that the null hypothesis of variances across groups being equal to zero is rejected, so there is a significant difference across groups. Accordingly, the RE estimator is more suitable than Pooled OLS. The Hausman test to choose the most appropriate estimator between FE and RE was applied. The null hypothesis assumes that the difference in coefficients is not systematic, thus accepting RE over FE estimator (Greene, 2008) . The Hausman test accepts the null hypothesis, thus the errors α c are uncorrelated with the regressors. As a consequence, the discussion will be based on RE estimator with RSE (VI). In other words, it seems that differences across countries influence WOCAP c,t , so the panel RE estimator is more appropriate than FE to our analysis. el. The Hausman test has χ 2 distribution and tests the null hypothesis of the difference in coefficients not being systematic between two selected estimators. Standard errors are reported in brackets. All estimates were controlled to include time effects, although they are not reported for reasons of simplicity. ***, **, denote significance at 1 and 5% significance levels respectively for both coefficient estimators and test statistics. 
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New Developments in Renewable Energy
Globally, the estimation results provided in Table 5 reveal consistency despite some differences between significance levels. By examining the variables in descending order, for fossil fuels, the effect of COALSH c,t and GASSH c,t proved to be negative and statistically significant at 5% and 1% respectively. On the other hand, variable OILSH c,t does not seem to be significant statistically. This result is in line with expectations, revealing that there is backup for wind power using fossil fuels like coal and gas to overcome intermittency. Oil power plants are not generally used for backup, so these results may reveal our model's robustness.
CFNUCL c,t , CFHYD c,t and SOLSH c,t coefficients reveal no statistical relationship between the capacity factor of nuclear and hydro or the share of solar energy and wind power overcapacity. The effects of variables WINDGR c,t , POPDENS c,t , LNGDPPC c,t and ALLPOL c,t are positive and statistically significant. Therefore, it is assumed that they are important drivers in explaining wind overcapacity. Results from disaggregated policies are presented in table A. 1. None of the individual energy policies proves to be significant in explaining wind overcapacity except NORMPOL c,t and FISCPOL c,t . However, it is worth noting that there is no inclusion of the legislative/informative policies (INFOPOL c,t ) due to their identical nature and the fact that they could create collinearity problems. Contrary to expectations, financial policies have no statistical relation to wind overcapacity.
Exclusion tests were run for the explanatory variables (FINPOL c,t , EDUPOL c,t , COOP-POL c,t
and CUTPOL c,t ), which do not reveal a statistical significance, following the parsimonious principle. The results are shown in Table A. 2. In fact, the models maintain robustness among the estimators for all coefficients with or without these individual policies. This set of variables has no influence either on the ratio of non-used wind capacity (WOCAP c,t ) or on the remaining model. Nevertheless, given that consistency and robustness are crucial properties, a subsection is opened to provide additional analysis on the reliability of results.
Consistency and robustness of empirical evidence
According to Huber (1973) , as further evidence of the robustness of results, it is appropriate to apply the robust regression (RREG) estimator to cope with possible outliers from our dataset. These outliers can impair the stability and reliability of results. Such as in Marques and Fuinhas (2012b) , robustness is analyzed by providing the robust regression with Huber and Tukey weight functions, as presented in table 6.
As shown from this additional assessment of the robustness of results, the variables maintain their signs, though with small differences in significance levels. In general, the robust regression validates the main results of the estimations. with β 1 , β 2 , β 3 , β 4 representing the coefficient of FINPOL c,t , EDUPOL c,t , COOPPOL c,t and CUTPOL c,t , respectively. LRT -Linear Restriction Test has the null hypothesis of H 0 = β 1 + β 2 + β 3 + β 4 = 0. Standard errors are reported in brackets. All estimates were controlled to include time effects, but they are not reported for reasons of simplicity. ***, **, denote significance at 1 and 5% significance levels respectively. 
Conventional energy sources and backup
As stated above, renewable energy sources, particularly wind and solar, suffer from the intermittency phenomenon. This phenomenon could cause overcapacity. There are several factors that may influence overcapacity, such as conventional energy sources and renewable energy sources, socio-economic and energy policies. Our results allow us to explore and discuss them individually and suggest some guidance for energy policy and measures.
As shown in the models, the results for conventional energy sources show a negative effect of fossil fuels on overcapacity, more specifically coal and gas power plants. With greater use of coal and gas, the effect of wind overcapacity is reduced. Two main reasons can be at the origin of this effect: (i) intermittency leads to the uncertainty of energy generation and the need to ensure a continuous electricity supply. It requires the existence of fossil fuels like coal and gas to backup power. With more dependence on these sources in peak-load periods, electricity generation is simultaneously based on renewables and fossil fuels in order to meet electricity demand and this implies a reduction in wind overcapacity; and (ii) in line with Marques et al. (2010) the results for fossil fuels sustain a lobbying effect in the electricity generation industry. This effect promotes the growth of fossil fuels to the detriment of renewables due to more stringent energy policies (Fredriksson et al., 2004) . The first sites for installation of wind farms are usually the most efficient ones, and, in some countries, the deployment of renewables is still in its early stages because fossil fuels still have high shares in total electricity generation. Therefore, some countries still benefit from better sites with high wind speeds and from better capacity factor and, as a consequence, wind overcapacity tends to be lower, since wind power is installed in optimum sites.
Nevertheless, assuming that fossil fuels could have a positive effect on overcapacity, an increase in the share of coal, gas and oil would provoke a substitution effect in the electrici-ty generation process due to less use of wind energy. In this case, idle capacity would be greater.
Further regarding conventional energy sources, nuclear power is not statistically significant in wind overcapacity, despite its relevance in Europe. Nuclear power is not an intermittent source and its widespread use in Europe is mainly due to its own characteristics: it is cheaper than oil, with a greater capacity to generate power in a single power plant but is inflexible in providing backup for renewables due to its low startup times. Nuclear power works better in full-power operation than on demand (Dittmar, 2012) . It is therefore understandable that nuclear is not significant in explaining wind overcapacity. Ultimately, this result can be seen as additional proof of the robustness of the results.
Other renewable energy sources
The contributions that renewable energy sources, other than wind, make to explaining wind overcapacity are also discussed. Similarly to results obtained for nuclear, hydropower is not statistically significant. It is a well-developed renewable energy source, with widespread use in Europe for electricity generation (Balat, 2006) , which is relatively stable and mature. Its own characteristics imply its use in base load generation. However, recent developments in this source have involved engaging hydropower with wind power. Indeed, wind power combined with pumped hydro power stations can be useful in meeting electricity demand in peak-load periods. In off-peak, wind overproduction can be used to pump water to an elevated reservoir to later be re-used back in the lower reservoir (Dursun and Alboyaci, 2010) . This new technology adds storage capacity, not in terms of energy storage but rather in terms of energy generation storage, thereby giving wind energy a new role as a backup to hydropower. In the future, this could help to mitigate overcapacity effects. Solar energy merits our attention since it is an increasingly common renewable energy source in Europe. The results show that solar energy does not prove to be statistically significant in explaining wind overcapacity. Nevertheless, a popular and advantageous solution, stated by Nema et al. (2009) , is the mix of wind and solar considering that their integration makes them less exposed to intermittency. Supporting such systems, more especially in remote areas, may be a solution to reducing overcapacity. It can be followed by European partners, namely in regions where land space and natural resources allow this investment. A case in point is the recent investment in southern Spain in solar thermal plants with a capacity of 300MW at their completion in 2013. Solar thermal power plants use several available technologies such as power towers, parabolic troughs with heat storage, sterling dishes and concentrated/non-concentrated solar power. Consequently, by combining this mix of technologies, the power plants can operate without sunlight at total capacity for 7.5 hours.
When there is more wind installed capacity, the number of intermittent wind power plants also logically increases. Our results support this assumption since the growth rate of wind capacity positively influences overcapacity. Regarding the impact of industrial, municipal and renewable waste power, it seems to overlap wind energy due to positive signs in our results. In fact, with more waste processing for energy generation, there appears to be a substitution effect for wind energy. This result is in line with the growing use of waste for electricity generation in recent years, ranging from 2% in 1998 to 5% in 2009.
Socio-economic drivers, energy policies and measures
The spatial dispersion and, in other words, the efficient installation of wind parks should be discussed further. Population density was applied as a proxy for spatial dispersion of wind farms to assess the impact of countries with higher or less population density. These countries tend to have less land space to install wind farms properly. Furthermore, continental areas have lower wind speeds than countries with coastlines. Overall, the results support this assumption. Overcapacity is larger in more populated countries. Accordingly, policy makers and players should pay extra attention to this issue in order to support the diversification of wind turbines. To overcome the constraints caused by highly populated countries, offshore technologies can be a better way due to their steadier characteristics mainly driven by higher wind speeds. It also allows the use of higher power generation turbines. In short, offshore wind farms can help to overcome the population density effect on the creation of overcapacity.
In the literature, the role of economic growth as a driver toward renewable energy is far from consensual. Marques et al. (2010) argued that the effect of GDP on renewables depends on the share level of renewables. In their turn, Chang et al. (2009) conclude that economic growth and renewables' development are not directly related. Nonetheless, countries that are in an upward trajectory with high growth rates can support prices of investing in renewables. Despite increased prices for the final consumer, developed countries tend to invest more in renewable energy sources. In this chapter, we focus on the effect of the logarithm of GDP per capita. Our results are consistent and reveal that countries with the highest living standards benefit from more advanced and efficient wind power plants which reduce idle capacity.
With the goal of increasing the share of energy from renewable sources, energy policies are stated as an effective instrument for European countries to implement (EU directive, 2009). Several authors (e.g. Gan et al., 2007; and Johnstone et al., 2008) found that incentive taxes, feed-in tariffs, voluntary programs and R&D policy support are the main drivers supporting renewables. Our results allow us to analyze individually and jointly the energy policies adopted in the European context. In our models, the total of accumulated energy policies over the years increases overcapacity, showing that the impact of these policies is sometimes inefficient, taking into account only the players' political will to reach European guidelines. Table A .1 of the appendix shows results from disaggregated energy policies. Normative regulation and efficiency in building policies create wind power overcapacity. Indeed, these policies imply better efficiency and consumption savings. Reducing energy consumption in buildings contributes to aggravating idle capacity. Moreover, fiscal and tariff policies, including tax reduction in retrofitting investments, promote investments in new power plants, replacing old equipment with technologies that generate higher power and are more efficient. Retrofit investments help to upgrade the electricity system and reduce idle capacity.
Overcapacity of renewables is another aspect of the intermittency phenomenon. Wind energy has been a very common and widely accepted instrument in reaching the 20-20-20 targets. It merits a review of the implicit economic consequences. Policy makers should pay more attention to the advantages and consequences of their policies and measures focused on renewables in order to avoid a blindly ill-considered decision-making process. The deployment of wind power installed capacity has implications for the energy grid as a whole and creates economic distortions. To balance conventional energy sources with all renewables is a challenging task that requires enlightened political and scientific intervention. Policy makers should bear in mind that the growth of renewables has to be in line with energy consumption patterns. To mitigate this problem, micro-production incentives seem to be a solution to balancing domestic consumption with network energy supply. Furthermore, installed players should not resist investment in new technologies in order to maximize wind capacity factors. Off-shore sites are a good alternative for countries with coastal areas because in addition to having higher power generation, wind farms can make more efficient use of installed capacity.
Coal-based and gas-fired power plants are actually used to backup wind power. However, this imposes an extra cost on the final consumer since the non-use of conventional power plants is subsidized. Regulatory authorities should be aware and take measures to prevent the price escalation that combines the contribution to investment in renewables with these subsidies for energy industry lobbies. The implementation of mixed systems based on renewable energy in regions with available natural resources can both improve the energy supply economically and supplant the needs of the area (Erdinc and Uzunoglu, 2012) . With the opening of energy markets to the private sector, stronger regulation of the market may be an instrument in monitoring immoderate investments.
Generally, there are no incentives to increase the efficiency of renewables' technology. For example, in some countries such as Portugal, there is an incentive based on feed-in tariffs for the solar photovoltaic micro-generation system. The incentive to improve efficiency is nonexistent given that the maximum electricity generation that could be sold to the player distributer is bounded. In general, the feed-in tariffs guarantee the price for kWh regardless of whether it is generated by a very efficient device or not. This form of intervention merely ensures income for the players. Policymakers should consider implementing measures that will add competition to the renewables industry, particularly in solar and wind industries, and thus promote patenting and R&D activities.
Conclusion
This chapter is centered on a panel dataset of 19 European countries for the time span 1998-2009 in order to understand and analyze the causes of wind overcapacity that may arise from non-constant electricity generation from renewables. To the best of our knowledge, this approach had never been made through panel data techniques and it is a new method in the renewables' intermittency literature. Some light is shed on overcapacity of wind energy and its interaction with conventional energy sources, other renewables, socioeconomic drivers and energy policies in the context of an economic bloc with common longterm energy guidelines.
Results from our models reveal that fossil fuel power plants, such as coal-based and gasfired, are actually used to backup wind power. Oil and nuclear do not appear to be significant in explaining wind overcapacity. These results may highlight the robustness of our model, considering that oil and nuclear power are generally used for base load energy generation and therefore have no direct effect on wind overcapacity. As further robustness assessment, the robust regression estimator was performed to deal with possible outliers from our panel. Overall, the robust regression supports the main results of the estimations.
Renewables such as hydropower and solar photovoltaic seem to make no apparent contribution to explaining wind power overcapacity, unlike industrial and municipal waste. Moreover, the results indicate that population density is a factor in greater wind overcapacity, while countries with a higher standard of living are associated with less overcapacity. The results for public policies and measures suggest that a positive effect on increased overcapacity may be due to inefficient incentives for deployment of wind power. The promotion of renewable energy is a crucial decision because it deals with one of the central inputs of economies and societies in general. In order to gain a full understanding of the appropriate ways in which to promote the paradigm shift from fossil to renewable sources, objectivity is needed in analyzing both the advantages and disadvantages associated with the path that has already been trodden. This cumulative experience should support the intensification of measures that have had a positive impact on the development of renewables and have not added significant distortions to the economy as a whole. Other measures which do not produce the desired effects, or fail to contribute to an egalitarian distribution of benefits, should be reconsidered or even abandoned and replaced.
Policy measures, particularly incentives, should be largely dependent on the level of efficiency achieved by the players. These measures should be oriented towards the market, avoiding distortions between the different players acting in the energy market. Such measures should not result in costs for the economy that endanger the prosperity levels of society in general. In fact, we are dealing with a non-cooperative game played between international players, including countries or economic blocs, where the competitive advantage of this technology domain is more quickly surpassed than the comparative advantage of the possession of fossil resources, such as coal or oil reserves. The F-test has normal distribution N(0,1) and tests the null hypothesis of non-significance of all estimated parameters. The Wald test has χ 2 distribution and tests the null hypothesis of non-significance of all coefficients of independent variables. Standard errors are reported in brackets. All estimates were controlled to include time effects, but they are not reported for reasons of simplicity. ***, **, denote significance at 1 and 5% significance levels respectively 
