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[1] We use an inverse method to estimate the global-scale pattern of the air-sea flux of
natural CO2, i.e., the component of the CO2 flux due to the natural carbon cycle that
already existed in preindustrial times, on the basis of ocean interior observations of
dissolved inorganic carbon (DIC) and other tracers, from which we estimate DCgasex, i.e.,
the component of the observed DIC that is due to the gas exchange of natural CO2. We
employ a suite of 10 different Ocean General Circulation Models (OGCMs) to
quantify the error arising from uncertainties in the modeled transport required to link the
interior ocean observations to the surface fluxes. The results from the contributing
OGCMs are weighted using a model skill score based on a comparison of each model’s
simulated natural radiocarbon with observations. We find a pattern of air-sea flux of
natural CO2 characterized by outgassing in the Southern Ocean between 44S and 59S,
vigorous uptake at midlatitudes of both hemispheres, and strong outgassing in the
tropics. In the Northern Hemisphere and the tropics, the inverse estimates generally
agree closely with the natural CO2 flux results from forward simulations of coupled
OGCM-biogeochemistry models undertaken as part of the second phase of the Ocean
Carbon Model Intercomparison Project (OCMIP-2). The OCMIP-2 simulations find far
less air-sea exchange than the inversion south of 20S, but more recent forward
OGCM studies are in better agreement with the inverse estimates in the Southern
Hemisphere. The strong source and sink pattern south of 20S was not apparent in an
earlier inversion study, because the choice of region boundaries led to a partial
cancellation of the sources and sinks. We show that the inversely estimated flux pattern is
clearly traceable to gradients in the observed DCgasex, and that it is relatively insensitive
to the choice of OGCM or potential biases in DCgasex. Our inverse estimates imply a
southward interhemispheric transport of 0.31 ± 0.02 Pg C yr1, most of which occurs in
the Atlantic. This is considerably smaller than the 1 Pg C yr1 of Northern
Hemisphere uptake that has been inferred from atmospheric CO2 observations during the
1980s and 1990s, which supports the hypothesis of a Northern Hemisphere terrestrial
sink.
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1. Introduction
[2] The air-sea exchange of CO2 is a major determinant of
the spatial and temporal distribution of atmospheric CO2,
which is used to draw major conclusions about the global
carbon cycle [Keeling et al., 1989b; Tans et al., 1990;
Gurney et al., 2002]. The contemporary air-sea flux of
CO2 can be broken down into two primary components:
the exchange of natural CO2 that existed in preindustrial
times and the uptake of anthropogenic CO2, which is driven
by the perturbation of atmospheric CO2 by fossil
fuel burning, cement production, and land use change
[Sarmiento et al., 1992; Murnane et al., 1999; Gruber
and Sarmiento, 2002]. A potential additional component
is the perturbation flux of CO2 that arises owing to changes
in ocean circulation and ocean biology as a consequence of
climate change [Sarmiento et al., 1998; Matear and Hirst,
1999; Joos et al., 1999; Gruber et al., 2004]. Model
simulations indicate that this flux is still relatively small
compared to the other two flux components [e.g., Plattner et
al., 2001], but will become more important later in this
century.
[3] Separate estimates of the natural and anthropogenic
air-sea flux help elucidate the processes driving these air-
sea fluxes and are critical to interpreting the contempo-
rary spatial and temporal gradients in atmospheric CO2 in
terms of carbon sources and sinks. In particular, natural
carbon transport in the interior ocean has played a major
role in discussions about the processes responsible for the
Northern Hemisphere carbon sink that is implied by the
latitudinal gradient of atmospheric CO2 during the 1980’s
and 1990’s, which is smaller than expected on the basis
of the anthropogenic CO2 emission pattern [e.g., Keeling
et al., 1989b; Tans et al., 1990]. Keeling et al. [1989b]
suggested that this Northern Hemisphere carbon sink is
due to an uptake of about 1 Pg C yr1 by the Northern
Hemisphere ocean, and that this carbon is then trans-
ported southward by the ocean currents across the equator
into the Southern Hemisphere, where it outgasses back
into the atmosphere. Furthermore, they argued that this
transport existed in preindustrial times and that it is
balanced by a northward atmospheric transport of equal
magnitude. Using an early, limited set of surface ocean
observations of the partial pressure of CO2 in the North-
ern Hemisphere oceans, Tans et al. [1990] rejected this
hypothesis, and argued that the Northern Hemisphere
sink was primarily due to the terrestrial biosphere. The
debate about the nature of the Northern Hemisphere
carbon sink has spawned a substantial number of inves-
tigations with conflicting conclusions [Broecker and Peng,
1992; Keeling and Peng, 1995; Sarmiento et al., 2000].
[4] Separation of the natural from the anthropogenic CO2
fluxes is also important to better understand the response of
the ocean to climate change. Changes in ocean circulation,
biology, and chemistry due to climate change act differently
on the processes governing air-sea fluxes of anthropogenic
and natural CO2 because of the different timescales
involved [Sarmiento et al., 1998; Joos et al., 1999; Gruber
et al., 2004]. While the total air-sea CO2 flux can be
estimated from observations of the difference between the
partial pressure of CO2 in the atmosphere and that in the
surface ocean, DpCO2, and a parametrization of the air-sea
gas exchange coefficient [e.g., Takahashi et al., 2002], the
air-sea flux of natural CO2 cannot be estimated using this
method. In contrast, such a separation has been achieved for
ocean interior data, permitting us to determine the footprint
of natural air-sea gas exchange in the interior ocean from
observations of dissolved inorganic carbon (DIC) and
additional tracers [Gruber and Sarmiento, 2002]. Thus, if
the patterns in the ocean interior data can be related to
surface exchange by reversing the effect of mixing and
advective transport in the oceans, we can, in principle,
estimate the two flux components separately.
[5] To achieve this goal, an ocean inversion technique has
recently been developed to estimate air-sea fluxes of heat
and trace gases on the basis of ocean interior observations
and OGCMs [Gloor et al., 2001; Gruber et al., 2001; Gloor
et al., 2003; Mikaloff Fletcher et al., 2006; Jacobson et al.,
2007a, 2007b]. This approach is based on a Green’s
function inverse method that was adapted from atmospheric
tracer inversions [e.g., Enting and Mansbridge, 1989; Tans
et al., 1990; Bousquet et al., 2000]. The surface of the ocean
is divided into discrete spatial regions, and an OGCM is
used to simulate how an arbitrary flux into each region
influences tracer concentrations in the interior ocean. Then
we find the combination of fluxes from the prescribed
regions that are in optimal agreement with the observations
using a least squares technique.
[6] Gloor et al. [2003] presented the first ocean inversion
estimates of the air-sea flux of CO2 that resolved 13 ocean
regions using three versions of an OGCM with varying
subgridscale process parameterizations. A limited set of
sensitivity studies suggested that the inverse estimates
may be sensitive to biases in the OGCM used to represent
transport and the method used to separate the anthropogenic
and natural gas exchange components from the observed
DIC [Gloor et al., 2003]. Mikaloff Fletcher et al. [2006]
revisited the anthropogenic carbon inversion employing a
suite of 10 OGCMs to quantify the uncertainties associated
with the representation of ocean transport and incorporating
many additional improvements, such as a larger number of
regions, better representation of the spatial distribution of
the fluxes within these regions, and improved consideration
of the uncertainty associated with the observations. They
also examined the sensitivity of the anthropogenic CO2
uptake results to biases in the data-based estimates of
anthropogenic CO2 in detail.
[7] Combining the oceanic with the atmospheric inver-
sion, Jacobson et al. [2007a, 2007b] developed a joint
atmosphere-ocean inversion method, which estimates the
exchange of CO2 between the atmosphere and all of
the Earth’s surface, i.e., both ocean and land regions. The
spatial gradients of CO2 fluxes in the Southern Hemisphere
from the ocean inversion combined with spatial gradients in
atmospheric CO2 suggest that there must be a large source
from the southern terrestrial land regions, which remained
unresolvable in earlier atmospheric inversion studies
primarily because these studies were not able to effectively
partition the ocean sink from the land source in the tropics
and Southern Hemisphere using atmospheric CO2 observa-
tions alone.
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[8] We expand on this body of work with an in-depth
study of the air-sea fluxes of the natural CO2 analogous to
the anthropogenic carbon study of Mikaloff Fletcher et al.
[2006]. A discussion of the contemporary CO2 fluxes, i.e.,
the sum of the natural and anthropogenic fluxes, will be
provided by N. Gruber et al. (Oceanic sources and sinks for
atmospheric CO2, submitted to Global Biogeochemical
Cycles, 2007) (hereinafter referred to as Gruber et al.,
submitted manuscript, 2007). Here we present air-sea fluxes
of natural CO2 from 23 ocean regions estimated using a
suite of 10 different OGCMs. This regional configuration
gives substantially higher resolution than Gloor et al.
[2003]. In particular, we distinguish between the Southern
Ocean regions differently from the previous study, which
helps clarify the flux dynamics in this key region of
atmosphere-ocean carbon exchange. We discuss the natural
transport of carbon in the interior ocean and explore the
implications of this transport for the global carbon cycle and
the interpretation of spatial gradients in atmospheric CO2.
We quantify the uncertainties associated with the fluxes
using the different OGCMs and nine possible scenarios for
biases in the estimated air-sea gas exchange component of
DIC.
2. Methods
[9] The ocean inversion method used here was developed
by Gloor et al. [2003]. We expand upon this work by using
a larger number of model regions, refining the method, and
engaging in a detailed investigation of the sensitivity of the
estimated fluxes of natural CO2 to potential biases. We
therefore provide a brief overview of the method only,
focusing on the differences between this work and earlier
studies.
2.1. Observations
[10] We employ DIC, alkalinity (Alk), phosphate (PO4
3),
and other hydrographic data from the Global Ocean Data
Analysis Project [Key et al., 2004], which synthesized data
primarily from the World Ocean Circulation Experiment
(WOCE) and the Joint Global Ocean Flux Study (JGOFS).
We also included observations from the TTO-NAS,
TTO-TTS, and SAVE historical cruises [Gruber, 1998],
which are of comparable quality to the WOCE data
[Tanhua and Wallace, 2005]. The resulting data set has
over 68,000 observations with excellent spatial coverage
(see Figure S1 of the auxiliary material1).
[11] One challenge associated with using these data to
determine air-sea fluxes is that DIC is not conserved in the
interior ocean, but is subject to intense transformations due
to biological processes. We employ a quasiconservative
tracer, DCgasex [Gruber and Sarmiento, 2002], which is
closely related to the quasiconservative tracer S* of
Broecker and Peng [1992]. This tracer is modified at the
surface by the exchange of CO2 across the air-sea interface,
but is conserved in the interior ocean. DCgasex is based on
the observation that biological processes influence ocean
interior DIC, phosphate (PO4
3), and alkalinity (Alk) con-
centrations with relatively constant stoichiometric ratios.
Therefore one can remove the biological signal using the
observed PO4
3, Alk, and stoichiometric ratios. The anthro-
pogenic carbon concentration is removed using a data-based
estimate of anthropogenic carbon, Cant, estimated following
the DC* method of Gruber et al. [1996]. This gives
DCgasex ¼ So
S
DIC  rC:P  PO34  0:5
  Alk þ rN :PPO34
 
 Cant  constant; ð1Þ
where the constant is arbitrarily chosen such that the mean
surface DCgasex is zero. The value of this constant has no
implications for our inversion results, as the inversion only
interprets spatial gradients in DCgasex. The ratios rC:P and
rN:P are the stoichiometric carbon-to-phosphorus and
nitrogen-to-phosphorus ratios, respectively, for which we
adopt the values determined by Anderson and Sarmiento
[1994]. The tracer DCgasex is normalized to a constant
reference salinity, So (35), to account for the concentration
or dilution effect as a result of evaporation and precipitation.
If the assumptions about the constant stoichiometric ratios
are correct and the Cant estimate is accurate, gradients in
DCgasex are only caused by the exchange of natural CO2
across the air-sea interface and ocean interior transport and
mixing. Thus, if ocean interior patterns are combined with
knowledge about ocean transport and mixing, one can infer
the direction and magnitude of the implied air-sea flux
(Figure 1).
[12] Since DCgasex is a derived quantity, we have to
consider the impact of uncertainty in this tracer on the
inverse estimates. In addition to random measurement
errors of DIC, Alk, and PO4
3, two sources of potential bias
exist in DCgasex: biases in the stoichiometric ratios, rC:P and
rN:P, and biases in the data-based Cant estimates. These
sources of error will be discussed in depth and quantified in
section 4.2.
2.2. Inverse Method
[13] We use a Green’s function approach to estimate
regional fluxes of natural CO2 from the data-based DCgasex
estimates [Gloor et al., 2001; Mikaloff Fletcher et al.,
2006]. The surface of the ocean is first divided into a
number of regions (Figure 2). An OGCM is then used to
create a basis function for each region, which provides a
spatial pattern of ocean interior concentrations that results
from an arbitrary flux of a dye tracer into the surface of that
region. These basis functions were generated by each of the
10 participating OGCMs following the protocol of Mikaloff
Fletcher et al. [2003]. In order to estimate the fluxes at the
surface, each DCgasex estimate is treated as a linear
combination of the source strengths multiplied by the basis
functions plus a globally uniform constant, which we also
estimate. Each member of the resulting set of linear
equations is then divided by an uncertainty estimate, which
determines its weighting. Finally, a singular value decom-
position (SVD) [Press et al., 1992] is used to solve for the
combination of source strengths that best matches the
observations.
1Auxiliary material data sets are available at ftp://ftp.agu.org/apend/gb/
2006gb002751. Other auxiliary material files are in the HTML.
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[14] The uncertainty used to weight each observational
constraint is calculated by the propagation of random errors
associated with DCgasex. The random errors associated with
the stoichiometric ratios are taken from Anderson and
Sarmiento [1994], the random errors associated with Cant
are calculated following Gruber et al. [1996], and the
measurement errors associated with the observations of
DIC, PO4
3, and Alk are taken to be 2.0 mmol kg1,
0.05 mmol kg1, and 1.0 mmol kg1, respectively [Wallace,
2001]. Another type of error that is sometimes considered
when weighting the data is representation error, which
reflects how well point observations can be described by a
coarse resolution model. Unfortunately, it is difficult to
accurately assess the magnitude of this error. We add a
spatially uniform uncertainly of 10 mmol kg1 to account for
representation error, but we also tested a variety of different
weighting schemes. The inverse air-sea flux estimates are
insensitive to the choice of weighting scheme owing to the
large number of observations and the strong spatial gradients
in DCgasex.
[15] The inversely estimated partitioning between air-sea
fluxes into a few regions is unstable owing to a high
similarity between the spatial structure of the basis func-
tions, data limitations, or both. However, the inversion is
able to constrain the sum of these regional fluxes, so this
problem can largely be avoided by combining regions. The
inversion was done using the original 30 regions, and the
results were then combined to the 23 regions reported here
(Figure 2). We aggregated regions that had high off-
diagonal elements of the matrix of region-region air-sea
flux covariances, which is calculated as part of the SVD
[Press et al., 1992]. The diagonal elements of this matrix
represent the square of the random error associated with each
air-sea flux estimate, and the off-diagonal elements represent
the covariances between regional flux estimates (Figure S3
of the auxiliary material). Large covariances between two or
more regions indicate that the partitioning between these
regions may be unstable. Even after aggregating to
23 regions, there remain substantial covariances between
the air-sea fluxes in the South Sub-polar Atlantic, the South
Sub-polar Indian and Pacific, and the Polar Southern Ocean
(Figure 2). The longitudinal separation of the fluxes south of
44S is therefore expected to be uncertain. However, the
meridional partitioning of the fluxes between the regions
south of 44S and those north of this boundary is well
constrained by the inversion.
2.3. Ocean Transport Models
[16] In order to account for biases due to model transport,
the inverse calculations were done using basis functions
generated by a suite of 10 OGCMs (Table S1 of the
auxiliary material). Simulations were undertaken by
six different modeling groups: Princeton (PRINCE),
Figure 1. A global section of DCgasex (mmol kg
1) along a track that follows the global-scale deep-
ocean circulations. This track begins in the Atlantic, just south of Iceland, and heads south to 60S. It then
turns east, and follows the 60S latitude circle to 150W, where it heads northward into the Pacific to
60N. A few selected isopycnals are shown as contour lines, major flows are shown as narrow, black
arrows, and air-sea fluxes are shown as thick, shaded arrows. The labels indicate locations of the following
water masses: North Atlantic Deep Water (NADW), Antarctic Intermediate Water (AAIW), and
Circumpolar Deep Water (CDW).
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Massachusetts Institute of Technology (MIT), Bern-
Switzerland (Bern3D), Jet Propulsion Laboratory (ECCO),
National Center for Atmospheric Research (NCAR), and
University of Lie´ge-Belgium (UL). The individual models
are described in further detail by Mikaloff Fletcher et al.
[2006]. The Princeton group computed basis functions for
five different configurations of their model [Gnanadesikan
et al., 2002, 2004], which have been shown to span the
range of a larger group of OGCMs used in OCMIP-2
[Matsumoto et al., 2004]. These five sets of PRINCE
basis functions are the same ones that were used by
Jacobson et al. [2007a, 2007b].
[17] Comparisons between the modeled and the observed
distributions of CFCs, radiocarbon, and other tracers have
shown that not all OGCMs represent transport and mixing
with equal accuracy [e.g., Doney et al., 2004; Dutay et al.,
2002; Matsumoto et al., 2004; Mu¨ller et al., 2006]. In order
to address this, we employ a model skill score based on the
formula of Taylor [2001], which is based on the correlation
between the observed and modeled quantities and the ratio
of the standard deviation of the model results to the standard
deviation of the observations. Natural radiocarbon from the
GLODAP data set [Key et al., 2004] was used to calculate
the skill score because it is a passive, approximately
conservative tracer in the ocean interior, it has been widely
measured, and it is transported on a similar timescale as
natural carbon. The model simulations of natural radiocar-
bon were done following the OCMIP-2 protocol of Orr et
al. [1999] for all of the models participating in this study
except ECCO and MIT. The radiocarbon skill score was
then used to weight the cross-model averages and standard
deviations reported throughout the rest of this paper accord-
ing to the formulas given in the supplementary materials of
Mikaloff Fletcher et al. [2006]. Models without a skill score
were not included in the weighted mean values.
3. Results and Discussion
3.1. Natural Air-Sea Fluxes of CO2
3.1.1. Inverse Estimates
[18] Globally, the ocean inversion finds a nearly balanced
exchange, with a mean flux of 0.03 ± 0.08 Pg C yr1 (see
Figure 2. The 23 regions used for the ocean inversion. The region numbers show the aggregation from
the original 30 regions [Mikaloff Fletcher et al., 2003] to the 23 regions used in this study.
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Table 1; here and throughout the rest of the paper ‘‘flux’’
refers to air-sea flux and transport refers to ocean interior
transport.) This nearly balanced global flux estimate
emerges naturally from our inversion, as we did not impose
any constraints on the global integral flux. The finding of a
near-zero flux is notable, because, in steady state, riverine
carbon inputs are expected to lead to an outgassing of
natural CO2 of about 0.6 Pg C yr
1 [Sarmiento and
Sundquist, 1992].
[19] There are two possible scenarios for the influence of
riverine carbon on the ocean inversion. The bulk of the
organic and inorganic carbon from rivers might be buried in
sediments or emitted to the atmosphere in coastal areas,
estuaries, tidal flats, rivers, or other areas not observed, and
therefore would not be captured by the data set used to
constrain the inversion owing to spatial sampling that
avoids these areas. If this is the case, the open ocean air-
sea flux estimates presented here are essentially independent
of riverine carbon.
[20] A second possibility is that riverine carbon reaches
the open ocean and is subsequently outgassed to the
atmosphere. Riverine carbon would then increase the
DCgasex tracer concentrations because riverine discharge
has a far greater carbon-to-phosphorus ratio in both organic
and inorganic phases than the open ocean [Lerman et al.,
2004], which would lead to an apparent oceanic carbon
Figure 3. Inverse estimates the air-sea flux of natural CO2 (Pg C yr
1). Positive (negative) values
indicate outgassing (uptake) by the ocean. The columns show the cross-model means and the error bars
represent the standard deviation, both weighted by the model’s radiocarbon skill scores (see Table S1 of
the auxiliary material). The flux estimates for individual models are shown as symbols.
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uptake in the inversion. In contrast, the loss of river derived
CO2 by outgassing is correctly diagnosed from the inversion
from the corresponding decrease in DCgasex. Therefore, if
riverine carbon is outgassing in the same model region
where it enters the ocean, we expect essentially no effect of
riverine carbon on the ocean inversion. If the riverine
carbon is transported to other regions before being out-
gassed, the inverse flux results are biased toward an uptake
from the atmosphere by the amount of riverine carbon that
escapes burial. Owing to our assumption of steady state, this
bias is equal to the riverine outgassing of natural CO2,
explaining the nearly balanced global flux emerging from
the inversion, despite the presence of a net river carbon
driven outgassing of natural CO2. Globally, Jacobson et al.
[2007a] estimated this riverine outgassing outside of near-
shore regions to about 0.45 Pg C yr1. When the inverse
estimates of the fluxes of natural and anthropogenic CO2 are
combined to estimate the contemporary flux in order to
compare, for example, toDpCO2 based estimates (Gruber et
al., submitted manuscript, 2007) or to combine them with
atmospheric constraints [Jacobson et al., 2007a, 2007b],
one needs to add an estimate of this riverine carbon flux to
the inverse estimates. However, we decided here not to
include these small corrections, as they are rather uncertain,
and since we do not make comparisons that would require
their consideration.
[21] Spatially, the ocean inversion finds uptake of natural
CO2 at midlatitudes in both hemispheres as well as in the
Northern Hemisphere high latitudes, and outgassing in the
tropics and in the Southern Ocean (Figure 3 and Table 1).
This pattern is driven by spatial patterns in the observed
DCgasex (Figure 1). Relatively high values of this tracer
indicate that when the water mass was last at the surface, it
took up CO2 from the atmosphere and relatively low values
indicate that it has lost CO2 to the atmosphere. For example,
waters that upwell into the Tropical Pacific tend to have
DCgasex concentrations of around 0 mmol kg
1, while
subtropical surface waters in the Pacific tend to have
DCgasex concentrations of around 40 mmol kg
1 or less.
This implies that waters have lost over 40 mmol kg1 of
natural CO2 to the atmosphere between the point of
upwelling and their poleward transport in the subtropics.
If we neglect mixing, this can be interpreted as the
signature of the Tropical Pacific CO2 source.
[22] All of the models find substantial outgassing between
44S and 59S, with a mean of 0.37 ± 0.13 Pg C yr1
(Figure 3). This outgassing can be interpreted using
DCgasex, which shows high values in the waters that upwell
to the surface in this region, but has much lower values in
the waters downstream, particularly in Sub-Antarctic Mode
Water (SAMW) (Figure 1). The DCgasex concentration
difference is about 60 mmol kg1, which, when multiplied
by an estimate of the mean overturning transport in the
upper 100 m of about 10 to 20 Sv between 44S and 59S,
gives a rough estimate of 0.4 Pg C yr1 outgassing,
consistent with the inverse estimate.
[23] This outgassing is likely driven by the upwelling of
waters with high concentrations of remineralized DIC, a
substantial fraction of which can escape into the atmo-
sphere as the carbon uptake by biology at the surface in the
Southern Ocean is slow and inefficient [Gruber and
Sarmiento, 2002; Murnane et al., 1999]. The inefficient
biological pump in the Southern Ocean is thought to be the
result of a combination of light limitation, iron limitation,
and to a lesser extent, grazing. There is little net air-sea
heat flux south of 50S [da Silva et al., 1994; Gloor et al.,
2001], so any solubility-driven CO2 flux is small.
[24] In the midlatitudes of the Southern Hemisphere (18S
to 44S), the ocean inversion estimates a vigorous uptake of
natural CO2 with a mean of 0.68 ± 0.13 Pg C yr
1
(Figure 3). In the surface waters of the Southern Hemi-
sphere midlatitudes, DCgasex is relatively low, 35 to
60 mmol kg1 (Figure 1), but the DCgasex concentra-
tions increase substantially to the south of this, reflecting
the uptake of CO2 from the atmosphere. This uptake is
likely driven by a combination of an efficient biological
pump, and cooling of surface waters that are transported
southward by Ekman circulation [Murnane et al., 1999;
Gruber and Sarmiento, 2002].
[25] The inversion estimates 0.93 ± 0.16 Pg C yr1 of
outgassing in the tropics (18N to 18S) with approximately
two thirds of this occurring in the Pacific Ocean (Figure 3).
The signal of equatorial outgassing can be identified in the
DCgasex distribution, as the upper thermocline waters that
upwell in the tropics have high concentrations of DCgasex,
while the DCgasex values of the near-surface waters that are
transported poleward by Ekman transport are much lower.
The outgassing in the tropics results from upwelling of
waters that are rich in remineralized DIC, which the
biological pump is unable to fix before it escapes to the
atmosphere. The upwelled waters undergo substantial
warming, resulting in a substantial solubility pump contri-
bution to the total outgassing [Murnane et al., 1999; Gruber
and Sarmiento, 2002].
[26] In the mid and high latitudes of the Northern Hemi-
sphere, the ocean inversion finds uptake of natural CO2
nearly everywhere, with the highest uptake fluxes occurring
in the North Atlantic (Figure 3). This is consistent with the
high concentrations of DCgasex observed in the deep Atlan-
tic (Figure 1), which imply a substantial uptake of CO2 from
the atmosphere.
[27] As discussed by Broecker and Peng [1992], the high
CO2 uptake in the North Atlantic is the result of a combi-
nation of cooling of warm waters of subtropical origin as
they move poleward and a highly efficient biological carbon
pump [see also Gruber and Sarmiento, 2002]. The CO2
uptake is significantly smaller in the North Pacific, primar-
ily because the biological pump is substantially less efficient
there, but also because there is somewhat less cooling, and
no deep water formation in this basin.
3.1.2. Comparison With Forward Simulations
[28] The inversely estimated air-sea fluxes of natural CO2
are generally similar to many of those derived from simu-
lations, in which an OGCM is combined with a biogeo-
chemistry model and integrated forward in time to
equilibrium [e.g., Murnane et al., 1999; Sarmiento et al.,
2000; Watson and Orr, 2003; Wetzel et al., 2005], but differ
substantially in a number of critical aspects. We first
compare our results with the OCMIP-2 results, which use
a simple ecosystem/biogeochemistry model [Najjar and
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Orr, 1999] (also R. G. Najjar et al., Impact of circulation on
export production, dissolved organic matter and dissolved
oxygen in the ocean: Results from OCMIP-2, submitted to
Global Biogeochemical Cycles, 2007) (hereinafter referred
to as Najjar et al., submitted manuscript, 2007). We used
only those OCMIP-2 models that participated in both
OCMIP-2 and this study, permitting us to largely remove
differences due to model transport alone, and weighted them
using the radiocarbon skill score in exactly the same way.
Afterward, we compare the inverse estimates with a wider
range of forward simulations.
[29] Figure 4 reveals that the OCMIP-2 forward and
inverse estimates generally agree to within the error bars
in the tropics and in the midlatitudes of the Northern
Hemisphere (see also Table S2 of the auxiliary material).
However, there are substantial differences in the Southern
Hemisphere, particularly between 18S and 44S, where the
OCMIP-2 forward simulations find less than half as much
natural CO2 uptake as the inversion. In addition, the forward
simulations simulate very little flux south of 44S 0.37 ±
0.13 Pg C yr1.
[30] This spatial pattern of relatively little air-sea flux of
natural CO2 south of 18S in the OCMIP-2 simulations is
qualitatively comparable to a number of previous forward
simulations [e.g., Murnane et al., 1999; Sarmiento et al.,
2000; Wetzel et al., 2005]. However, some more recent
forward simulations using more complex biological models
and different physics are in far better agreement with the
inverse estimates in the Southern Hemisphere [Moore et al.,
2004; Doney et al., 2006]. For example, fluxes of natural
CO2 from the ocean component of the Community Climate
System Model (CCSM) coupled with the ecosystem and
biogeochemistry model described by Moore et al. [2004]
are within the error bars associated with the inverse esti-
mates between 18S and 44S (Figure 4). The inversion still
finds about twice as much CO2 outgassing as the CCSM
forward simulation south of 44S, largely owing to the
inversion estimating substantial outgassing in the South
Sub-polar Atlantic while the CCSM forward simulation
finds a small net uptake.
[31] The differences in the Southern Hemisphere between
the ocean inversion and OCMIP-2 as well as many other
previous forward modeling studies could be due to biases in
the inversion, discussed in section 4. However, all of the
scenarios constructed to test potential sources of error
robustly find this meridional source and sink pattern.
Alternatively, the differences between the OCMIP-2 for-
ward and the inverse flux estimates could be due to errors in
Figure 4. Comparison between flux estimates of natural CO2 from the ocean inversion, forward
simulations from OCMIP-2, and forward simulations from the CCSM coupled with the ecosystem and
biogeochemistry model described by Moore et al. [2004]. The OCMIP-2 results only include those
models that participated in both the ocean inversion and OCMIP-2 (NCAR, PRINCE (NCAR, PRINCE-
LL, PRINCE-HH, PRINCE-LHS, PRINCE-2, PRINCE-2a, and UL), and the mean and standard
deviation have been weighted using the same radiocarbon skill score weighting as the ocean inversion. The
shaded bars represent the radiocarbon skill score weighted cross-model means and the error bars represent
the weighted standard deviation between models. The fluxes have been aggregated to 11 regions for
clarity. Positive (negative) values indicate outgassing (uptake).
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the biogeochemical model used in the OCMIP-2 forward
simulations. For example, the spatial and seasonal structure
of the nutrient restoring fields is not well known, and
seasonal phase lags in the nutrient restoring fields may
cause considerable biases (Najjar et al., 2007). In addition,
the OCMIP-2 forward simulations are sensitive to the
parameterization of organic matter cycling, the lifetime of
DOC, and remineralization length scales of sinking partic-
ulate matter. The small net natural CO2 fluxes exhibited by
the OCMIP-2 models south of 18S are the result of a near-
cancellation of a strong uptake flux due to the solubility
pump and a nearly equally strong outgassing flux due to the
biological pump [Murnane et al., 1999; Sarmiento et al.,
2000; Watson and Orr, 2003]. Therefore it is conceivable
that a slight imbalance in these two pumps or meridional
shifts in the location of the maximum influence of the two
pumps is all that is needed in order for the forward
simulations to reproduce the pattern identified by the
inversion. The new forward results of the CCSM tend to
support this conclusion.
3.1.3. Comparison With Previous Inverse Estimates
[32] This work is generally in good agreement with the
previous ocean inversion study of Gloor et al. [2003],
except that they did not identify the large gradients in the
Southern Hemisphere flux pattern discussed above. This is
primarily because a smaller number of regions was used,
and the region selection happened to combine part of the
Southern Hemisphere midlatitude uptake region (north of
44S to 18S) with the Southern Hemisphere high-latitude
outgassing region (south of 44S), leading to a smooth
pattern. When we interpolate our inverse flux estimates to
the model regions of Gloor et al. [2003], our results are
similar (Figure S2 of the auxiliary material).
[33] Other differences are Gloor et al. [2003] finding a
higher uptake in the midlatitude South Pacific and midlat-
itude North Pacific, and stronger outgassing in the tropical
Pacific (Figure S2 of the auxiliary material). This is likely
also a consequence of their using a smaller number of model
regions. The use of overly large model regions can lead to
aggregation error because of the assumption that fluxes
within these regions are proportional to a prescribed spatial
pattern [Kaminski et al., 2001]. Therefore our results are
expected to be less biased. Another cause for the differences
is that we report the mean from 10 OGCMs, while Gloor et
al. [2003] report results primarily based on one model,
PRINCE-LL, which is included in this study. Comparisons
between Gloor et al. [2003] and the results from this work
using only PRINCE-LL indicate that the OGCMs used has a
smaller effect on the differences between flux estimates than
the region selection. Additional, smaller methodological
differences [Mikaloff Fletcher et al., 2006] have little or
no effect on the results.
[34] The flux estimates presented here are essentially
identical to the natural CO2 flux component of the joint
atmosphere-ocean inversion of Jacobson et al. [2007b],
except that we use a suite of 10 OGCMs, while Jacobson
et al. [2007b] use only the five configurations of the
PRINCE model, also included in this study. Differences
between regional flux estimates for these two studies due
to factors other than the OGCMs, for example, the use
of atmospheric data of Jacobson et al. [2007a], slightly
different error weighting structures, and different minimi-
zation techniques, are generally less than 0.02 Pg C yr1
regionally.
3.2. Oceanic Transport of Natural CO2
[35] The meridional transports implied by the inverse
estimates are calculated by integrating the regional fluxes
spatially, starting at the North Pole. Separation of the
transports by individual basins requires the specification
of the natural CO2 transport by the Indonesian throughflow
and the Bering Strait. These were computed for each model
by multiplying the volume flux in the model for each
vertical grid cell with the observed DCgasex concentration
interpolated to the throughflow point in the model. The
observed DCgasex concentrations at many depth levels are
negative in these two regions; therefore, the direction of
DCgasex flow is opposite the direction of mass flux in the
models. This can be physically interpreted as a southward
(northward) transport of waters through the Indonesian
Throughflow (Bering Strait) that have been depleted in
carbon by outgassing to the atmosphere.
[36] We find substantial southward transport of natural
CO2 throughout the Atlantic Ocean (Figure 5). This is
primarily the result of the uptake of natural CO2 in the
North Atlantic, which is then entrained into North Atlantic
Deep Water (NADW) and transported southward in the
deep ocean to the Southern Ocean, where it is eventually
upwelled [Broecker and Peng, 1992]. In addition, the
distribution of DCgasex suggests that waters upwelled in
the tropics release CO2 to the atmosphere, then take up
natural CO2 as they move poleward. These waters are then
subducted in the subtropical gyres and return DCgasex-rich
water to the tropics (Figure 1).
[37] In the Pacific and Indian Oceans, the inverse flux
estimates imply equatorward transport from midlatitudes
and convergence in the tropics (Figure 5), due to the
subduction and equatorward transport of DCgasex-rich
waters in the subtropical gyres. The ocean inversion also
finds substantial poleward transport across 44S. This
indicates that some of the natural CO2 taken up at midlat-
itudes continues poleward.
[38] Analysis of the observed spatial gradients of atmo-
spheric CO2 indicate that there is at present (1980s and
1990s) a major sink of atmospheric CO2 in the Northern
Hemisphere [e.g., Keeling et al., 1989a; Tans et al., 1990].
However, there has been considerable debate about the
nature of this sink, as discussed in section 1. Keeling et
al. [1989b] proposed that the Northern Hemisphere carbon
sink could be explained by a natural cycle of 1 Pg C yr1
southward oceanic transport balanced by an equal north-
ward CO2 transport in the atmosphere.
[39] We find a substantially smaller southward cross-
equatorial transport of 0.31 ± 0.02 Pg C yr1, which
primarily occurs in the Atlantic Ocean. The uncertainty
estimate is based on the standard deviation between the
models, which is taken after the cross-equatorial transports
for the Atlantic, Pacific, and Indian Oceans are summed.
Our small cross-equatorial transport estimate supports the
hypothesis that there must be a substantial terrestrial carbon
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sink in the Northern Hemisphere [Tans et al., 1990].
Nevertheless, our inversion gives a larger interhemispheric
ocean carbon transport than the three forward simulations
used in the OGCM study of Sarmiento et al. [2000], which
found a slight southward cross-equatorial transport of
0.12 Pg C yr1. These differences are because the forward
models used by Sarmiento et al. [2000] simulated less
natural carbon uptake at northern high and mid latitudes
and did not find substantial outgassing in the Southern
Ocean.
[40] Natural CO2 transport has also been estimated across
several transects in the Atlantic Ocean on the basis of
hydrographic data, using assumptions about the geostrophic
nature of the flow, estimates of the Ekman-driven flow, and
data-based estimates of natural carbon [e.g., Brewer et al.,
1989; Lundberg and Haugan, 1996; Holfort et al., 1998;
A´lvarez et al., 2003; Roso´n et al., 2003; Macdonald et al.,
2003]. Comparisons between inverse transport estimates
and estimates based on hydrographic data need to be
interpreted with care. The hydrographic data-based esti-
mates determine the transport for a single point in time
and could be influenced by substantial seasonal or interan-
nual variations in transport. By contrast, the inverse esti-
mates reflect long-term mean transport. Because of the
general lack of organic carbon measurements, the hydro-
graphic data-based estimates also have to neglect the
possible transport divergence that results from the transport
divergence of organic carbon, but this is relatively small.
The hydrographic data also include transport of riverine
carbon, which may not be detected in the inversion as
discussed in the following section. Finally, the hydrographic
data-based estimates reflect the transport of the total DIC
pool, i.e., also the nondivergent part due to net mass
transport across a section. Our transport estimates reflect
only the transport of the DIC pool that is divergent as a
result of air-sea gas exchange. Therefore we subtract the
estimated Bering Strait Throughflow reported in these
studies (0.62–0.65 Pg C yr1) from the hydrographic
data-based estimates, where applicable, so that all of the
transport estimates are directly comparable.
[41] South of 20S in the Atlantic, the estimated natural
CO2 transports generally agree to within the error estimates
Figure 5. Global map of the transport (shown above or below arrows) of natural CO2 (Pg C yr
1) based
on the inverse flux estimates (bold). The values shown are the weighted mean estimates and their
weighted standard deviation. The transport estimates include only that component of DIC that reflects
exchange with the atmosphere. The width of the arrows are only qualitatively proportional to the
transports.
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between the two methods (Figure 6). However, the hydro-
graphic data-based studies find substantially more south-
ward transport of natural CO2 in the midlatitude north and
tropical Atlantic than the inverse estimates. We currently do
not know the cause for these large differences. They may be
partially due to seasonal or interannual biases in the
hydrographic data-based estimates, or other sources of error
discussed above. For example, the hydrographic data-based
estimates across 24.5N range from 0.12 to 0.69 Pg C yr1
of southward transport (after removing a 0.62 Pg C yr1
Bering Straight Throughflow) for different cruise years
[Macdonald et al., 2003]. Methodological errors in the
hydrographic transect data may also be important. For
example, Roso´n et al. [2003] (not shown) estimate
0.46 Pg C yr1 greater transport across 24.5N than
Macdonald et al. [2003] using the same oceanographic
data set. The discrepancy between natural carbon transport
estimates in the North Atlantic may also be due to errors in
the inversion. Nearly all coarse-resolution OGCMs form
NADW that is too warm and too shallow. In the inversion,
this may cause insufficient uptake of CO2 from the atmo-
sphere in the North Atlantic, and hence an underestimate of
the southward transport.
4. Sensitivity and Error Analysis
[42] We test the sensitivity of the inversion to biases in
DCgasex and to biases stemming from errors in model
transport. To this end, we employ a suite of 10 OGCMs
and nine scenarios describing potential biases in DCgasex.
However, there are a number of other sources of uncertainty
that will not be quantified in this paper, which we discuss
briefly here.
[43] One potentially important source of error is the
implicit assumption that ocean circulation is approximately
constant in time. The OGCMs used in this study have
steady state circulation. Therefore any spatially coherent
pattern in the observations that arises owing to variability in
ocean circulation will cause shifts in the inversely estimated
air-sea fluxes. Repeat hydrographic studies have found
substantial evidence for decadal variability in ocean circu-
lation [e.g., Doney et al., 1998; Garcı´a et al., 2002; Bryden
et al., 2003; Johnson and Gruber, 2007; McPhaden and
Zhang, 2002]. We are currently unable to quantify the
Figure 6. Inverse estimates of oceanic transport of natural CO2 in the Atlantic Ocean (Pg C yr
1) from
the 10 participating OGCMS compared with estimates based on hydrographic transects. Shown are:
Holfort et al. [1998] (H98), Keeling and Peng [1995] (KP95), Broecker and Peng [1992] (BP92),
Macdonald et al. [2003] (M03), and Stoll et al. [1996] (S96). Separate transport values at the same
latitude (H98 and M03) reflect analysis of data from separate cruises along the same transect. We
subtracted the Bering Strait throughflow from H98, M03, and S96, so that they are comparable to the
inverse estimates, as discussed in section 3.2. Negative values indicate southward transport.
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potential impact of biases owing to temporal variability in
ocean circulation. Qualitatively, our method is most sensi-
tive to long-term trends in ocean transport, resulting from,
for example, the transition out of the little ice age or human
induced climate change. Although a clear long-term warm-
ing trend of the ocean has been documented [Levitus et al.,
2000], the impact of this warming on ocean transport is
currently believed to be relatively small. This is indicated,
for example, by comparisons between observed and
OGCM-simulated CFCs that do not indicate major prob-
lems in the model circulation due to temporal variability
[Dutay et al., 2002].
[44] Although we use a wide range of OGCMs to deter-
mine the sensitivity of the ocean inversion to transport, this
does not address the possibility of fundamental errors that
are common to all of the models, for example, the coarse
resolution of all of the models, and the limited consideration
of processes that lead to deep water formation. The coarse
resolution of the models is of particular concern, since it
precludes the models from explicitly resolving eddies and
reproducing some major current systems.
[45] Another potential source of error is seasonal bias in
the observations, particularly in the Southern Ocean. Obser-
vations of temperature, salinity, and other quantities have
been used to restore or tune many of the OGCMs used in
this study. There may also be some seasonal bias in the
DCgasex observations, but these biases are likely to be
minimal in waters deeper than 200 m. Eighty percent of
the observations in the ocean inversion are from waters
deeper than 200 m.
[46] There may also be errors due to the inverse method-
ology. For example, the use of large spatial regions in
inverse models can lead to aggregation errors due to the
implicit assumption that fluxes over these regions are
proportional to a prescribed spatial pattern that describes
subregional variations in the fluxes [Kaminski et al., 2001].
Nevertheless, on the basis of analysis of the covariance
matrix discussed in section 2.2, we conclude that increasing
the number of model regions further may lead to solutions
that are not well constrained by the observations. We would
therefore be required to either aggregate the regions to a
similar configuration to the one used here or rely heavily on
regularization techniques such as the imposition of a priori
flux estimates or spatial correlations between regions.
[47] Finally, errors may arise owing to covariances
between model regions that are difficult for the inversion
to distinguish because their basis functions are too similar,
they are not well sampled by the data, or both. The regional
flux estimates corresponding to the original 30 regions have
already been aggregated to 23 regions to eliminate the
strongest covariances.
4.1. Sensitivity to Modeled Transport
[48] The principal features of the natural carbon fluxes
and transports are remarkably insensitive to the choice of
OGCM (Figures S4 and S5 of the auxiliary material). The
cross-model standard deviation of the regional flux esti-
mates are less than 33% of the total flux except in regions
where both the flux and the uncertainty are small.
[49] The largest cross-model uncertainties in the inverse
estimates occur in the temperate and high-latitude Southern
Hemisphere, particularly in the Indian and Pacific. Previous
model comparison studies such as OCMIP-2 have found
substantial differences between OGCMs in the Southern
Ocean [Dutay et al., 2002; Doney et al., 2004; Mikaloff
Fletcher et al., 2006]. The high cross-model differences in
the Southern Hemisphere are partially due to the difficulty
of correctly representing along-isopycnal transport, brine
rejection due to sea ice formation, ice shelf processes,
uncertainties in surface boundary conditions, the role of
eddies and the way that they are parameterized, and the lack
of data available to evaluate the models in this region
[Doney et al., 2004; Caldeira and Duffy, 2000].
[50] The cross-model standard deviation of the inverse
flux estimates is always substantially greater than the
random errors calculated from the diagonal elements of
the covariance matrix, which reflect the uncertainty due to
the ability of the observations to constrain the regional flux
estimates and the random estimates for DCgasex. This
supports the earlier conclusion that the ocean inversion is
not limited by insufficient observational coverage [Gloor et
al., 2001, 2003].
[51] A three-dimensional distribution of the DCgasex can
be reconstructed by multiplying each basis function by the
inverse flux estimate for that region and summing over all
of the model regions. Residuals between the observed
DCgasex and reconstructed DCgasex concentrations from
the ocean inversion are a useful diagnostic for the inversion,
since they highlight places where the basis functions are
unable to reproduce the observations owing to errors in the
models, errors in the DCgasex tracer, or both. In this study,
the residuals are defined as the observations minus the
inverse estimates.
[52] The majority of the residuals are generally small
relative to the DCgasex signal, but, in some cases, they are
quite substantial (Figure S7 of the auxiliary material and
Figure 7). Over half of the residuals are less than 20% of the
DCgasex concentration for all of the models, and over 90%
are less than the total DCgasex concentration for all of the
models. The standard deviation of the residuals ranges from
15.9 mmol kg1 for the UL model to 20.6 mmol kg1
for the MIT model, while the range of DCgasex estimates is
300 mmol kg1. The models with the highest radiocarbon
skill scores also tend to have lower globally averaged
residuals (Table 1 and Figure S6 of the auxiliary material),
which suggests that larger residuals are related to
deficiencies in the OGCMs.
[53] Another issue of concern is that there is considerable
spatial structure in the residuals that is common to all of the
models (Figure 7). This spatial structure indicates that
the inversion underestimates the spatial gradients that drive
the striking pattern of outgassing in the Southern Ocean and
uptake at southern midlatitudes found in the inverse esti-
mates. All of the models have positive residuals between
20S and 40S in waters shallower than 500 m, and the
greatest negative residuals occur in the SAMW (Figure 7).
A similar spatial structure is also found in the residuals
between observed and modeled temperature and salinity
fields, for example, Figure S9 of the auxiliary material
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Figure 7. Meridional section of the global zonal mean of the difference between the observed DCgasex
estimates (bottom row, middle) and the inverse DCgasex estimates for the 10 models that participated in
this study (top left through bottom right plots). All plots are in mmol kg1. Gray areas represent locations
where no observations are available or that are outside the model grid. The residuals are defined as the
observations minus the inverse estimates. There is relatively little spatial structure in the residuals below
3000 m.
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[Doney et al., 2004], suggesting that this may be the result
of errors in model transport that exist in all of the OGCMs
and therefore are not included in our error estimates. The
OGCM water masses are generally too cool and too fresh at
Southern Hemisphere midlatitudes between about 500 m
and 1500 m, which suggests insufficient SAMW formation
rates. Therefore the basis functions corresponding to the
regions where SAMW is formed may have spatial footprints
in the ocean interior that are too diffuse in this water mass.
Comparison between the residuals and the basis functions
for these regions show that the inversion would not be able
to match the lowDCgasex values observed in this water mass
without incurring even larger residuals in other regions
(Figure S8 of the auxiliary material). A recently developed
advection scheme has been shown to perform substantially
better with regard to formation and preservation of inter-
mediate and mode waters than the schemes employed by the
OGCMs participating in this study [Hofmann and Morales
Maqueda, 2006]. Revisiting the ocean inversion with an
OGCM using this advection scheme might alleviate some of
the spatial structures in the residuals.
[54] In addition, all of the models find substantial positive
residuals in the deep ocean at northern high latitudes
(Figure 7). This suggests that the OGCMs have insufficient
NADW formation and therefore the inversion is unable to
match the high observed values in the deep North Atlantic.
[55] These spatially coherent residuals might also be the
result of biases in DCgasex. For example, a number of
studies have suggested that the rC:P ratios south of the Polar
Front may be substantially lower than we assumed owing to
the prevalence of diatoms in this region [de Baar et al.,
1997; Rubin et al., 1998; Rubin, 2003]. This would lead to
an overestimate of the biological signal that is removed
from the observed DIC, and therefore to an underestimate of
DCgasex (equation (1)). The regions where these low rC:P
ratios have been observed play a major role in SAMW
formation; therefore this signal would be observed in
SAMW. This hypothesis will be tested in the following
section.
4.2. Sensitivity to Errors in the DCgasex
[56] The largest potential sources of error in DCgasex are
the rC:P and rN:P stoichiometric ratios used to remove the
effect of biology. The uncertainties associated with the
observed DIC, PO4
3, and Alk concentrations (equation (1))
are thought to be relatively small, because careful work has
been done to correct for biases between different cruises
[Key et al., 2004], and the data from the historical cruises
have been shown to be of comparable quality to the WOCE
cruises [Tanhua and Wallace, 2005]. The anthropogenic
carbon estimates may also be biased [e.g., Matsumoto and
Gruber, 2005]. Nevertheless, these are expected to have a
relatively small impact on DCgasex, because the anthropo-
genic carbon estimates are generally substantially smaller
than the biological terms in Equation 1 except in surface
waters. We employ a suite of nine scenarios to assess the
sensitivity of the inversion to biases in DCgasex, consisting
of six scenarios to test the sensitivity to biases in the rC:P
and rN:P ratios, summarized in Table 2, and three to test the
sensitivity to biases in the anthropogenic carbon estimates.
These scenarios have been tested using the PRINCE-2,
NCAR, and ECCO models with similar results, but we
show only results from the PRINCE-2 model in the interest
of clarity.
[57] In order to test the sensitivity of the inversion to
spatially uniform biases in rC:P and rN:P, we recalculated
DCgasex using the low (S1) and high (S2) estimates based on
the error estimates given by Anderson and Sarmiento
[1994]. These globally uniform shifts have little effect on
the spatial pattern of the air-sea flux estimates of natural
CO2 (Figure 8).
[58] Several recent studies have suggested a depth depen-
dence for stoichiometric ratios in the ocean [Schneider et
al., 2003, 2004; Hupe and Karstensen, 2000]. In order to
quantify the effect of such a depth-dependent bias, we
recalculated DCgasex using a polynomial fit to the rC:P and
rN:P ratios reported by Hupe and Karstensen [2000], S3. We
chose Hupe and Karstensen’s ratios over those of Schneider
et al., because the vertical gradients in are larger, permitting
us to place some bounds on the largest expected impact of
depth-variable ratios.
[59] Scenario S3 leads to less outgassing or more uptake
for regions that ventilate the deep ocean, where the rC:P
and rN:P ratios are higher and therefore DCgasex is lower
compared to the standard scenario, S0. Most notably, the
region south of 59S becomes a substantial sink of
natural CO2 and the source is reduced from 0.45 to
0.20 Pg C yr1 in the regions between 44S and 59S. The
cross-model range for the 44S to 59S latitude band is 0.21
to 0.60 Pg C yr1, which suggests that the sensitivity of this
region to depth-dependent biases inDCgasex is comparable to
the sensitivity to the transport uncertainty. Scenario S3 has
more outgassing or less uptake in regions that ventilate
shallower waters, particularly in the tropics, where the
Table 2. Summary of the Scenarios Used to Test Hypotheses for Biases in the rC:P and rN:P Ratios
Used to Estimate DCgasex
Scenario Hypothesis rC:P rN:P
S0 ratios from Anderson and Sarmiento
[1994] (default)
117 14
S1 low rC:P and rN:P 102 13
S2 high rC:P and rN:P 132 15
S3 depth dependent rC:P 90 (surface)–127 (deep) 14
S4 low rC:P south of the Polar
front; S0 elsewhere
91.4 13
S5 low rC:P for waters recently in contact with the
surface of the Southern Ocean; S0 elsewhere
91.4–117 13–14
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sensitivity to this bias is substantially greater than the
sensitivity to model transport. It needs to be noted, however,
that the strong depth dependence of the Hupe and Karsten-
sen’s [2000] ratios for the Arabian Sea has not been found in
any of the many other studies that attempted to estimate
stoichiometric ratios of remineralization. Therefore this
scenario has to be viewed as extreme.
[60] Low rC:P and rN:P ratios have been observed in the
Southern Ocean owing to excess phosphate uptake by
diatoms [de Baar et al., 1997; Rubin et al., 1998; Rubin,
2003], although Sweeney et al. [2003] suggested that this
might be a seasonal effect counterbalanced by species that
take up far less phosphate in autumn. The low stoichiomet-
ric ratios near the surface due to diatoms can be propagated
into the interior ocean through sinking POM or through
mixing or transport of dissolved organic matter (DOM) into
the interior ocean. The Southern Ocean is a region of low
DOM production, resulting in a low ratio of DOM to POM
export; therefore the first mechanism is likely to be dom-
inant. Nevertheless, we have constructed scenarios to ad-
dress each of these mechanisms.
[61] In the first of these scenarios, S4 we set rC:P and rN:P
to the values observed by Rubin et al. [1998] everywhere
south of the Antarctic Polar Front [Moore et al., 1999], as
Rubin [2003] observed that the ratios return to values
similar to those of Anderson and Sarmiento [1994] north
of the Polar Front. This approximates the effect of sinking
POM distributing the low rC:P and rN:P through the ther-
mocline. Scenario S4 leads to a substantial increase in the
uptake of natural CO2 south of 59S and increase in
outgassing between 44S and 59S, but has little effect on
the net outgassing of all these waters south of 44S, which
we base many of our important conclusions on (Figure 8).
North of 44N, the inversion is generally less sensitive to
this scenario than to the depth-dependent scenario, although
the inverse estimates are generally more sensitive to this
scenario than to the choice of OGCM.
[62] In order to approximate the effect of mixing DOM
with low stoichiometric ratios from the Southern Ocean
surface waters into the interior, salinity is used as a tracer.
We construct scenario S5 by assigning the Anderson and
Sarmiento [1994] values to all waters north of 20S as well
as those saltier than 34.4, and linearly interpolating between
them. Scenario S5 leads to a 0.15 Pg C yr
1 reduction in
Southern Ocean (44S to 59S) outgassing and nonsignif-
icant changes elsewhere (Figure 8).
Figure 8. Sensitivity of the inverse estimates of the natural CO2 flux (Pg C yr
1) to errors in DCgasex.
The different estimates represent a series of different scenarios for biases in the rC:P and rN:P ratios that
are used to remove the influence of ocean interior biology from the observed DIC (equation (1)),
described in section 4.2. All estimates use the PRINCE-2 OGCM and are aggregated to 11 regions for
clarity.
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[63] The effects of biases in the anthropogenic carbon
estimates were tested using the same scenarios described by
Mikaloff Fletcher et al. [2006]: a globally uniform low and
high estimate of the stoichiometric rC:O ratio used in the
anthropogenic carbon calculation and a hypothetical depth-
dependent bias similar to the findings of Matsumoto and
Gruber [2005]. We find that the natural flux estimates are
insensitive to biases in the anthropogenic carbon estimates
(Figure S10 of the auxiliary material), in agreement with
Jacobson et al. [2007b].
[64] The differences between the flux estimates for these
scenarios are generally less than 0.01 Pg C yr1 except for
the Southern Ocean south of 59S, where the difference is
less than 0.03 Pg C yr1.
[65] Overall, we find that the results tend to be more
sensitive to biases in DCgasex than to the choice of OGCM.
The Southern Ocean is the most sensitive to these biases,
however none of the relatively extreme scenarios tested here
remove the spatial pattern of substantial outgassing south of
59S and uptake between 44S and 50S.
5. Conclusions
[66] We find an overall spatial pattern of substantial
natural CO2 uptake at midlatitudes of both the Northern
and Southern Hemispheres and considerable outgassing in
the tropics and south of 44S. This spatial pattern of sources
and sinks differs considerably from many previous forward
simulations, including OCMIP-2, in the Southern Hemi-
sphere south of 20S [Murnane et al., 1999; Sarmiento et
al., 2000; Watson and Orr, 2003; Wetzel et al., 2005].
However, it is in better agreement with some more recent
forward simulations with more complex ecological/biogeo-
chemical models [Moore et al., 2004; Doney et al., 2006].
[67] We have a substantial level of confidence in these
results, because the inverse flux estimates correspond to
spatial gradients in DCgasex and are remarkably insensitive
to the choice of OGCM. While the inverse estimates in the
Southern Ocean are sensitive to potential biases in DCgasex,
the overall spatial structure of outgassing between 59S and
44S and uptake between 44S and 18S persists in all of
the relatively extreme scenarios that we explored. Although
we have undertaken extensive error analysis, the errors in
this study do not account for the possibility of unquantified
errors due to variability in ocean transport or errors in the
ocean transport common to all of the models. The residuals
between the data-based DCgasex estimates and the models
suggest there may be some errors in transport common to all
of the models, a shortcoming that needs to be revised with
the next generation of OGCMs.
[68] Our findings in the Southern Hemisphere have sig-
nificant implications for the past, present, and future carbon
cycle. For example, several groups have hypothesized that
the low atmospheric CO2 concentrations during the ice ages
may be related to biogeochemical changes in the Southern
Ocean [Sigman and Boyle, 2000]. These authors argue that
upwelling of DIC-rich waters in the Southern Ocean com-
bined with an inefficient biological pump lead to outgassing
of CO2 from this region during interglacial periods. During
glacial times, they suggested that this natural CO2 source
was damped owing to increased nutrient utilization or
decreased ventilation of deep waters as a result of increased
stratification [Toggweiler, 1999]. We find a large natural
outgassing of CO2, which supports the hypothesis of
substantial Southern Ocean outgassing during interglacial
periods and confirms the potential sensitivity of this region
to climate changes.
[69] Jacobson et al. [2007b] found a substantial contem-
porary terrestrial source in the Southern Hemisphere using
an atmospheric inversion that was coupled to an ocean
inversion for fluxes of both anthropogenic and natural
CO2. This tropical land source implies that a large tropical
CO2 fertilization sink on land is not needed to close the CO2
budget. The terrestrial results for the Southern Hemisphere
in this study were closely linked to the finding of a very
large natural and anthropogenic CO2 sink in the midlatitude
Southern Hemisphere ocean and a substantial natural CO2
source in the Southern Ocean.
[70] A third implication is that simulations using ocean
carbon cycle models have suggested that future climate
warming could lead to less anthropogenic CO2 uptake in the
Southern Ocean as a result of increased stratification and
therefore decreased ventilation of deep waters in this region
[Sarmiento et al., 1998]. Increased stratification might also
lead to a decrease in the large natural Southern Ocean
outgassing found in this study, because it would reduce
the upwelling of DIC-rich deep waters in this region, and
therefore reduce the natural CO2 outgassing, which would
more than compensate for reduced biological uptake [Fung
et al., 2005; Doney et al., 2006]. This implies that the
decreased anthropogenic carbon uptake in the Southern
Ocean could be largely balanced by a reduction in outgas-
sing of natural carbon, making an accurate projection of
the possible oceanic feedbacks in a changing climate
challenging.
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