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Resumen: En este art´ıculo se presenta el Teorema de Lyusternik, usado en problemas 
de optimizacio´n de funcionales definidas en espacios de Banach de cualquier dimen-
sio´n, asimismo, en el estudio de la optimizacio´n con restricciones de funcionales Fre´chet 
diferenciables bajo condiciones suficientemente regulares.
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1. Introduccio´n
En la teor´ıa de optimizacio´n cla´sica, dada una funcio´n diferenciable f : D ⊆ R −→ R, la condicio´n
necesaria para encontrar el punto o´ptimo de f en D es dar solucio´n a la ecuacio´n f ′(x) = 0 donde
f ′(x) es la derivada de la funcio´n. Para el caso de una funcio´n real de varias variables reales, se
utilizan los me´todos del gradiente y la matriz Hessiana para resolver los problemas de optimizacio´n
sin restricciones; asimismo el uso de la funcio´n Lagrangiana y los multiplicadores de Lagrange para
el caso de la optimizacio´n con restricciones de igualdad.
Hacia la mitad del siglo XX, H. Kuhn y A. Tucker, estudian el problema de minimizacio´n de una
funcio´n de varias variables, bajo restricciones o condiciones de desigualdad, obteniendo condicio-
nes necesarias y suficientes para los puntos minimizantes. A partir de dichos resultados, muchos
investigadores estudiaron la existencia de soluciones para el problema de minimizacio´n:
mı´n
x∈X
f(x),
donde X es un espacio normado y f es un funcional real. La necesidad de esta extensio´n, se debe a
que casi todos los modelos matema´ticos de la vida real, en especial los modelos de aplicacio´n hacia
otras ramas de las ciencias exactas, trabajan sobre espacios que no son necesariamente el conjunto
R o en general como el caso del espacio Rn.
Para abordar el problema de la optimizacio´n en un espacio de Banach X, se emplean conceptos de
diferenciabilidad ma´s generales que la definicio´n de derivada cla´sica, as´ı como tambie´n resultados
espec´ıficos del Ana´lisis Convexo y del Ana´lisis Funcional en dimensio´n infinita, para lograr la for-
mulacio´n del teorema de los multiplicadores de Lagrange y las condiciones de Kuhn-Tucker para
funciones reales definidas en X.
En este art´ıculo, se expone el teorema de Lyusternik [3] formulado en un espacio de Banach, el
cual es considerado un resultado de vital importancia en la teor´ıa de optimizacio´n abstracta, en la
resolucio´n problemas de optimizacio´n de funcionales sobre espacios normados, en particular en la
optimizacio´n de funcionales sujeto a restricciones.
La versio´n original del teorema dada por Lyusternik en 1934, ha sido continuamente mejorada
y generalizada por diversos autores. En Dmitruk [2] se presenta una generalizacio´n del teorema
empleando me´todos secuenciales denominados esquemas iterativos de Lyusternik consiguiendo re-
sultados que permiten dar solucio´n a optimizacio´n de funcionales no diferenciables. En el trabajo de
Dontchev [3] se estudia una versio´n mejorada del teorema de la aplicacio´n abierta para aplicaciones
no lineales, bajo hipo´tesis de diferenciabilidad adecuadas. Como consecuencia de este resultado,
se formula una nueva demostracio´n de teorema de Lyusternik. En este art´ıculo presentamos la
demostracio´n del teorema, siguiendo las ideas expuestas en Jahn [4] y Luenberger [5].
2. Preliminares
Considerar X un espacio vectorial normado (e.v.n) con norma ‖ ‖, X? su espacio dual topolo´gico
dotado con la norma
‖f‖X? = sup
x 6=0
|f(x)|
‖x‖X
,
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donde f ∈ X?. Asimismo, si X e Y son dos espacios normados, se define el espacio de las funcionales
lineales continuas L(X,Y ) equipado con la norma
‖f‖L(X,Y ) = sup
x6=0
‖f(x)‖Y
‖x‖X
Los siguientes resultados pueden ser vistos en [1] y [6].
Teorema 2.1 Sea X un e.v.n. Si x ∈ X entonces existe l ∈ X? tales que ‖l‖X? = 1 y l(x) = ‖x‖.
Demostracio´n. Ver [1, pp. 19].
Teorema 2.2 (Aplicacio´n abierta) Sean (X, ‖ ‖X), (Y, ‖ ‖Y ) dos espacios de Banach y T ∈ L(X,Y )
una aplicacio´n sobreyectiva. Entonces T es una aplicacio´n abierta; es decir, para todo conjunto
abierto U ⊆ X, f(U) es abierto en Y .
Demostracio´n. Ver [6, pp. 61].
Las siguientes definiciones sera´n empleadas a lo largo de este art´ıculo.
Definicio´n 1. Sean (X, ‖ ‖X) e (Y, ‖ ‖Y ) dos espacios normados, S ⊆ X un subconjunto abierto no
vac´ıo y f : S −→ Y una aplicacio´n. Se dice que f es Fre´chet diferenciable en x¯ ∈ S si existe una
aplicacio´n lineal continua f ′(x¯) : X −→ Y tal que
l´ım
‖h‖X→0
‖f(x¯+ h)− f(x¯)− f ′(x¯)h‖Y
‖h‖X
= 0,
f ′(x¯) sera´ llamada la derivada de Frechet de f en x¯.
Definicio´n 2. Sea (X, ‖ ‖) un e.v.n, S ⊆ X no vac´ıo y x¯ ∈ S¯.
1. Diremos que u ∈ X es un vector tangente a S en x¯ si existen dos sucesiones (xn)n∈N ⊆ S y
(λn)n∈N ⊆ R+ tales que x¯ = l´ım
n→∞xn y u = l´ımn→∞λn(xn − x¯).
2. El conjunto T (S, x¯) = {u ∈ X/u es vector tangente a S en x¯} sera´ llamado cono tangente
secuencial de Bouligand a S en x¯ o cono contenedor de S en x¯.
En principio, presentamos el siguiente teorema referido al cono tangente T (S, x).
Teorema 2.3 Sean (X, ‖·‖X) y (Z, ‖·‖Z) dos e.v.n y h : X −→ Z una aplicacio´n. Consideremos el
conjunto S = {x ∈ X/h(x) = 0Z} y x¯ ∈ S. Si h es Frechet diferenciable en x¯ entonces
T (S, x¯) ⊆W
donde W = {x ∈ X/h′(x¯)x = 0Z}.
Demostracio´n. Sea y ∈ T (S, x¯). Si y = 0X entonces y ∈ W pues h′(x¯) es una aplicacio´n lineal.
Supongamos que y 6= 0X , por la Definicio´n 2 existen dos sucesiones (xn) ⊆ S y (λn) ⊆ R+ tales que
x¯ = l´ım
n→∞xn e y = l´ımn→∞λn(xn − x¯).
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Como h es Frechet diferenciable en x¯ tenemos
h′(x¯)y = h′(x¯)
{
l´ım
n→∞λn(xn − x¯)
}
= l´ım
n→∞λnh
′(x¯)(xn − x¯)
= l´ım
n→∞λn{h(xn)− h(x¯)− (h(xn)− h(x¯)− h
′(x¯)(xn − x¯))}
= − l´ım
n→∞
λn ‖xn − x¯‖X {h(xn)− h(x¯)− h′(x¯)(xn − x¯)}
‖xn − x¯‖X
(xn, x¯ ∈ S)
= − l´ım
n→∞ ‖yn‖X
{h(xn)− h(x¯)− h′(x¯)(xn − x¯)}
‖xn − x¯‖X
= −‖y‖X {0Z} = 0Z .
En consecuencia, h′(x¯)y = 0Z por lo tanto y ∈W , mostrando as´ı el resultado.
3. El Teorema Central
Teorema 3.1 Sean (X, ‖ ‖X) y (Z, ‖ ‖Z) dos espacios de Banach reales y h : X −→ Z una apli-
cacio´n. Consideremos el conjunto factible S = {x ∈ X/h(x) = 0Z} y el punto x¯ ∈ S. Supongamos
que
(i) h es Fre´chet diferenciable en una vecindad de x¯.
(ii) h′(·) es continua en x¯.
(iii) h′(x¯) es una aplicacio´n sobreyectiva.
Entonces W es un subconjunto de T (S, x¯).
Demostracio´n. Por hipo´tesis (iii) la aplicacio´n h′(x¯) es lineal, continua y sobreyectiva. As´ı por el
teorema de la aplicacio´n abierta h′(x¯) es una funcional lineal abierta. Como B(0X , 1) es abierto en X
entonces h′(x¯)(B(0X , 1)) es abierto en Z por tanto existe ρ1 > 0 tal que B(0Z , ρ1) ⊆ h′(x¯)(B(0X , 1))
puesto que 0Z es punto interior de h
′(x¯)(B(0X , 1)).
Afirmacio´n 1. h′(x¯)(B(0X , 1)) es acotado.
En efecto, sea w ∈ h′(x¯)(B(0X , 1)), as´ı existe u ∈ B(0X , 1) tal que w = h′(x¯)u. Como h′(x¯) ∈
L(X,Z), tenemos que
‖w‖Z =
∥∥h′(x¯)u∥∥
Z
≤ ∥∥h′(x¯)∥∥
Z?
‖u‖X ≤
∥∥h′(x¯)∥∥
con lo cual w ∈ B(0Z , ‖h′(x¯)‖Z?), demostrando nuestra afirmacio´n 1.
Consideremos el conjunto
Γ = {ρ > 0/B(0Z , ρ) ⊆ h′(x¯)(B(0X , 1))}.
Claramente, ρ1 ∈ Γ, as´ı Γ es no vac´ıo y por la Afirmacio´n 1, acotado superiormente. Sea ρ0 = sup Γ.
Consideremos  ∈ (0, ρ02 ) arbitrario. Por la hipo´tesis (ii) existe δ > 0 tal que∥∥h′(x˜)− h′(x¯)∥∥
L(X,Z)
≤  (1)
para todo x˜ ∈ B(x¯, 2δ). Tomemos x˜1, x˜2 ∈ B(x¯, 2δ), como h(x˜2) − h(x˜1) − h′(x¯)(x˜2 − x˜1) ∈ Z por
el Teorema 2.1, existe l ∈ Z? tal que ‖l‖Z? = 1 y
l(h(x˜2)− h(x˜1)− h′(x¯)(x˜2 − x˜1)) =
∥∥h(x˜2)− h(x˜1)− h′(x¯)(x˜2 − x˜1)∥∥Z . (2)
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Definimos la funcio´n
ϕ : [0, 1] −→ R
t 7−→ ϕ(t) = l(h(x˜1 + t(x˜2 − x˜1)− th′(x¯)(x˜2 − x˜1)).
Dado que l ∈ Z? podemos escribir ϕ(t) como
ϕ(t) = (l ◦ h)(x˜1 + t(x˜2 − x˜1))− t(l ◦ h′(x¯))(x˜2 − x˜1)),
para cada t ∈ [0, 1]. Observemos que ϕ(0) = l ◦ h(x˜1) y ϕ(1) = l(h(x˜2) − h′(x¯)(x˜2 − x˜1)). Por la
convexidad de B(x¯, 2δ) tenemos que x˜1 + t(x˜2 − x˜1) ∈ B(x¯, 2δ) para todo t ∈ [0, 1] y por hipo´tesis
h es Frechet diferenciable en una vecindad de x¯. En consecuencia, la aplicacio´n ϕ es diferenciable
en (0, 1) y por la regla de la cadena se obtiene
ϕ′(t) = l(h′(x˜1 + t(x˜2 − x˜1))(x˜2 − x˜1)− l(h′(x¯)(x˜2 − x˜1)
= l(h′(x˜1 + t(x˜2 − x˜1))(x˜2 − x˜1)− h′(x¯)(x˜2 − x˜1)). (3)
Luego, por el teorema del valor medio para derivadas, existe t¯ ∈ (0, 1) tal que ϕ(1)− ϕ(0) = ϕ′(t¯).
Notemos que
ϕ(1)− ϕ(0) = l(h(x˜2)− h′(x¯)(x˜2 − x˜1))− l ◦ h(x˜1). (4)
Por lo tanto, de (2), (3) y (4) conseguimos la desigualdad∥∥h(x˜2)− h(x˜1)− h′(x¯)(x˜2 − x˜1)∥∥Z = l(h(x˜2)− h(x˜1)− h′(x¯)(x˜2 − x˜1))
= ϕ(1)− ϕ(0)
= ϕ′(t¯)
= l(h′(x˜1 + t¯(x˜2 − x˜1))(x˜2 − x˜1)− h′(x¯)(x˜2 − x˜1))
≤ ‖l‖Z?
∥∥h′(x˜1 + t¯(x˜2 − x˜1))− h′(x¯)∥∥L(X,Z) ‖x˜2 − x˜1‖X .
De esta desigualdad, considerando que ‖l‖Z? = 1 y x˜1 + t¯(x˜2 − x˜1) ∈ B(x¯, 2δ) logramos∥∥h(x˜2)− h(x˜1)− h′(x¯)(x˜2 − x˜1)∥∥Z ≤  ‖x˜2 − x˜1‖X (5)
para cualesquiera x˜1, x˜2 ∈ B(x¯, 2δ). Por la eleccio´n de  tenemos que 
ρ0
<
1
2
. Tomemos α > 1
tal que α
(

ρ0
+
1
2
)
< 1 y consideremos x ∈ W . Si x = 0X el teorema se satisface puesto que
0X ∈ T (S, x¯). Consideremos el caso en que x 6= 0X y tomemos λ ∈ (0, λˆ] fijo pero arbitrario, donde
λˆ =
δ
‖x‖X
. Como h′(x¯)X = Z, podemos definir las sucesiones (rn) y (un) de la siguiente manera:
Para r1 = 0X existe u1 ∈ X tal que h′(x¯)u1 = h(x¯ + λx + r1). Definimos r2 = r1 − u1, para
este elemento, existe u2 ∈ X tal que h′(x¯)u2 = h(x¯ + λx + r2). Ana´logamente, para r3 = r2 − u2
existe u3 ∈ X tal que h′(x¯)u3 = h(x¯+ λx+ r3). En consecuencia, para cada n ∈ N se obtienen las
sucesiones (rn) y (un) que satisfacen
h′(x¯)un = h(x¯+ λx+ rn), rn+1 = rn − un,
Observemos por la definicio´n de Γ y α > 1 se satisface B(0Z ,
ρ0
α
) ⊆ h′(x¯)(B(0X , 1)).
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Afirmacio´n 2. ‖un‖X ≤
α
ρ0
‖h(x¯+ λx+ rn)‖Z para todo n ∈ N.
En efecto, si un = 0X la desigualdad es trivial. Supongamos que un 6= 0X y definamos wn = un‖un‖X
.
De esta manera wn ∈ S(0X , 1), siendo este conjunto la frontera de la bola unitaria en X. As´ı tenemos
B(0Z ,
ρ0
α
) ⊆ B(0Z , ρ0)
⊆ h′(x¯)(B(0X , 1)).
De esta u´ltima inclusio´n, como wn ∈ S(0X , 1) se obtiene la desigualdad
ρ0
α
≤
∥∥∥∥h′(x¯) un‖un‖X
∥∥∥∥
Z
. (6)
Por (6) y (7) se obtiene
‖un‖ ≤ α
ρ0
∥∥h′(x¯)un∥∥Z
=
α
ρ0
‖h(x¯+ λx+ rn)‖Z .
Demostrando la Afirmacio´n 2.
Definimos d(λ) = ‖h(x¯+ λx)‖Z y q =
α
ρ0
. Por la eleccio´n de λ obtenemos
‖λx‖X = λ ‖x‖X
≤ λˆ ‖x‖X
= δ.
Por lo tanto ‖λx‖X ≤ δ, en consecuencia ‖x¯+ λx− x¯‖ ≤ δ < 2δ. Luego por las hipo´tesis sobre x y
x¯ (h(x¯) = 0 y h′(x¯)x = 0), la desigualdad anterior y (5), logramos
d(λ) =
∥∥h(x¯+ λx)− h(x¯)− h′(x¯)(λx)∥∥
Z
≤  ‖λx‖X ≤ δ. (7)
Como α > 1 tenemos q =
α
ρ0
≤ 1− α
2
<
1
2
.
Afirmacio´n 3. Se cumplen las siguientes desigualdades
(a) ‖rn‖X ≤
α
ρ0
d(λ)
(
1− qn−1
1− q
)
(b) ‖h(x¯+ λx+ rn)‖X ≤ d(λ)qn−1
(c) ‖un‖X ≤
α
ρ0
d(λ)qn−1 para cualquier n ∈ N.
En efecto, procediendo por induccio´n sobre n.
Para n = 1 tenemos:
(a) Como r1 = 0X tenemos 0 = ‖r1‖X ≤
α
ρ0
d(λ)(0).
(b) ‖h(x¯+ λx+ r1)‖Z = ‖h(x¯+ λx)‖Z = d(λ) (por definicio´n de d(λ)).
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(c) De la Afirmacio´n 2 y (b) tenemos
‖u1‖X ≤
α
ρ0
‖h(x¯+ λx+ r1)‖Z
=
α
ρ0
‖h(x¯+ λx)‖Z
=
α
ρ0
d(λ).
Supongamos va´lidas las tres afirmaciones para n (hipo´tesis inductiva).
Para n+ 1 tenemos,
(a) Por la definicio´n de rn, la desigualdad triangular e hipo´tesis inductiva (a) y (c) conseguimos
‖rn+1‖X = ‖rn − un‖X
≤ ‖rn‖X + ‖un‖X
≤ α
ρ0
d(λ)
(
1− qn−1
1− q
)
+
α
ρ0
d(λ)qn−1
=
α
ρ0
d(λ)
(
1− qn−1
1− q + q
n−1
)
=
α
ρ0
d(λ)
(
1− qn
1− q
)
.
(b) Por hipo´tesis inductiva, la definicio´n de q y (8) tenemos
‖λx+ rn‖X ≤ ‖λx‖X + ‖rn‖X
≤ δ + α
ρ0
d(λ)
(
1− qn−1
1− q
)
≤ δ + α
ρ0
(δ)
(
1− qn−1
1− q
)
(8)
≤ δ + δq
1− q
(
1− qn−1)
≤ δ
(
1 +
q
1− q
{
1− qn−1}) ≤ 2δ
y
‖λx+ rn − un‖X = ‖λx+ rn+1‖X
≤ ‖λx‖X + ‖rn+1‖X
≤ δ + α
ρ0
d(λ)
(
1− qn
1− q
)
(9)
= δ
(
1 +
q
1− q
{
1− qn−1}) ≤ 2δ,
puesto que el producto
q
1− q
{
1− qn−1} es menor que 1 y q = α
ρ0
.
Luego, por la definicio´n de un y la linealidad de h
′(x¯) conseguimos
‖h(x¯+ λx+ rn+1)‖Z = ‖h(x¯+ λx+ rn − un)‖Z
= ‖h(x¯+ λx+ rn)− h(x¯+ λx+ rn) + h(x¯+ λx+ rn − un)‖Z
= ‖−h(x¯)(−un)− h(x¯+ λx+ rn) + h(x¯+ λx+ rn − un)‖Z (10)
= ‖h(x¯+ λx+ rn − un)− h(x¯+ λx+ rn)− h(x¯)(−un)‖Z .
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Considerando x˜2 = x¯+ λx+ rn − un y x˜1 = x¯+ λx+ rn, de (9) y (10) logramos
x˜2 − x˜1 = (x¯+ λx+ rn − un)− (x¯+ λx+ rn) = −un
‖x˜2 − x¯‖X = ‖(x¯+ λx+ rn − un)− x¯‖X = ‖λx+ rn − un‖X < 2δ (11)
‖x˜1 − x¯‖X = ‖λx+ rn‖X =< 2δ.
De (12), concluimos que los puntos x¯+ λx+ rn− un y x¯+ λx+ rn pertenecen a B(x¯, 2δ). Luego de
(10), (5) y la hipo´tesis inductiva (c) obtenemos
‖h(x¯+ λx+ rn+1)‖Z ≤  ‖−un‖ .
≤ α
ρ0
d(λ)qn−1 = d(λ)qn (12)
(c) De (13), resulta que
‖un+1‖X ≤
α
ρ0
‖h(x¯+ λx+ rn+1)‖Z
≤ α
ρ0
d(λ)qn.
Quedando demostrada la Afirmacio´n 3.
Afirmacio´n 4. La sucesio´n (rn) es de Cauchy en X.
En efecto, como rn+1 = rn − un para n, k ∈ N tenemos
‖rn+k − rn‖X = ‖rn+k−1 − un+k−1 − rn‖X
= ‖rn+k−2 − un+k−2 − un+k−1 − rn‖X
= ‖rn − un − un+1 − un+2 − · · · − un+k−2 − un+k−1 − rn‖X (13)
= ‖un + un+1 + un+2 + · · ·+ un+k−2 + un+k−1‖X
≤ ‖un‖X + ‖un+1‖X + ‖un+2‖X + · · ·+ ‖un+k−2‖X + ‖un+k−1‖X .
De la Afirmacio´n 3 y la desigualdad (14) tenemos
‖rn+k − rn‖X ≤ ‖un‖X + ‖un+1‖X + · · ·+ ‖un+k−2‖X + ‖un+k−1‖X
≤ α
ρ0
d(λ)qn−1 +
α
ρ0
d(λ)qn + · · ·+ α
ρ0
d(λ)qn+k−3 +
α
ρ0
d(λ)qn+k−2
=
α
ρ0
d(λ)qn−1
{
1 + q + · · ·+ qk−2 + qk−1
}
(14)
=
α
ρ0
d(λ)qn−1
{
1− qk
1− q
}
<
α
ρ0
d(λ)qn−1
{
1− qk
1− q
}
<
α
ρ0
d(λ)
qn−1
1− q ,
puesto que 1 − qk < 1. Por lo tanto ‖rn+k − rn‖X <
α
ρ0
d(λ)
qn−1
1− q . Haciendo tender n → ∞ el
termino qn−1 tiende a cero, en consecuencia ‖rn+k − rn‖X → 0 si n → ∞. De donde la sucesio´n
(rn) es de Cauchy en X. Demostrando as´ı la Afirmacio´n 4.
Como X es un espacio de Banach existe r(λ) ∈ X tal que l´ım
n→∞rn = r(λ). Observemos que dicho
l´ımite depende de λ. Asimismo, siendo un = rn+1 − rn, la sucesio´n (un) es convergente y por la
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Afirmacio´n 3, logramos
‖un‖X ≤
α
ρ0
d(λ)qn−1
≤ α
ρ0
(δ)qn−1
≤ δqn
Obteniendo la desigualdad ‖un‖X ≤ δqn. Tomando l´ımite cuando n→∞ tenemos que (un)→ 0X .
Afirmacio´n 5. l´ım
n→∞
r(λ)
λ
= 0X .
En efecto, como h′(x¯) ∈ L(X,Z), un −→ 0X , rn −→ r(λ) y por la identidad (6) tenemos
h(x¯+ λx+ r(λ)) = h′(x¯)(0X) = 0, (15)
puesto que x¯+ λx+ rn ∈ B(x¯, 2δ). Por la Afirmacio´n 3, obtenemos la desigualdad
‖rn‖X ≤
α
ρ0
d(λ)
(
1− qn−1
1− q
)
.
Tomando l´ımite cuando n→∞ a la desigualdad anterior y dividiendo por λ se obtiene
‖r(λ)‖X
λ
≤ α
λρ0
d(λ)
(
1
1− q
)
. (16)
Por la definicio´n de d(λ), las igualdades h(x¯) = 0 y h′(x¯)x = 0 y efectuando la divisio´n por ‖x‖X ,
de (17) resulta que
‖r(λ)‖X
λ
≤ α
ρ0(1− q)
d(λ)
λ
=
α
ρ0(1− q)
‖h(x¯+ λx)− h(x¯)− λh′(x¯)(x)‖Z ‖x‖X
λ ‖x‖X
=
α
ρ0(1− q)
‖h(x¯+ λx)− h(x¯)− h′(x¯)(λx)‖Z
‖λx‖X
‖x‖X . (17)
Por otra parte, como h es Frechet diferenciable en x¯ tenemos que
l´ım
λ→0+
‖h(x¯+ λx)− h(x¯)− h′(x¯)(λx)‖Z
‖λx‖X
= 0. (18)
En consecuencia, de (18) y (19) tenemos l´ım
n→∞
‖r(λ)‖
λ
= 0X . Demostrando de esta manera la afir-
macio´n 5.
Consideremos una sucesio´n (λn) ⊆ R+ tal que 0 < λn < λˆ para todo n ∈ N y l´ım
λ→0+
λn = 0. Sean las
sucesiones (µn) ⊆ R+ y (xn) ⊆ X definidas por
µn =
1
λn
y xn = x¯+ λnx+ r(λn)
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para cada n ∈ N, donde r(λn) es el l´ımite de la sucesio´n (rk) para el valor λn. Claramente µn > 0
y por (6) h(xn) = h(x¯+ λnx+ r(λn)) = 0Z . As´ı xn ∈ S para todo n ∈ N. Por la afirmacio´n 5 y la
convergencia de (λn) tenemos
l´ım
n→∞xn = l´ımn→∞x¯+ λnx+ r(λn)
= l´ım
n→∞x¯+ λn
{
x+
r(λn)
λn
}
= x¯
y adema´s
l´ım
n→∞µn(xn − x¯) = l´ımn→∞
1
µn
(x¯+ λnx+ r(λn)− x¯)
= l´ım
n→∞x+
r(λn)
λn
= x.
Por lo tanto, x ∈ T (S, x¯), es decir W ⊆ T (S, x¯), quedando demostrado el teorema.

Observacio´n. Del Teorema de Lyusternik y el teorema 3, cuando se satisfacen sus hipo´tesis res-
pectivas, obtenemos la igualdad
T (S, x¯) = W.
4. Conclusio´n
El teorema de Lyusternik establece una relacio´n entre el cono tangente y el nu´cleo de una aplicacio´n
suficientemente regular. Este resultado permite trabajar directamente con el cono tangente en pro-
blemas de optimizacio´n restringida cuando las funcionales de restriccio´n cumplen ciertas hipo´tesis
de diferenciabilidad.
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