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THE NUMBER OF IDEALS OF Z[x] CONTAINING
x(x− α)(x− β) WITH GIVEN INDEX
MITSUGU HIRASAKA AND SEMIN OH
Abstract. It is well-known that a connected regular graph is
strongly-regular if and only if its adjacency matrix has exactly
three eigenvalues. Let B denote an integral square matrix and 〈B〉
denote the subring of the full matrix ring generated by B. Then
〈B〉 is a free Z-module of finite rank, which guarantees that there
are only finitely many ideals of 〈B〉 with given finite index. Thus,
the formal Dirichlet series ζ〈B〉(s) =
∑
n≥1 ann
−s is well-defined
where an is the number of ideals of 〈B〉 with index n. In this arti-
cle we aim to find an explicit form of ζ〈B〉(s) when B has exactly
three eigenvalues all of which are integral, e.g., the adjacency ma-
trix of a strongly-regular graph which is not a conference graph
with a non-squared number of vertices. By isomorphism theorem
for rings, 〈B〉 is isomorphic to Z[x]/m(x)Z[x] where m(x) is the
minimal polynomial of B over Q, and Z[x]/m(x)Z[x] is isomorphic
to Z[x]/m(x+γ)Z[x] for each γ ∈ Z. Thus, the problem is reduced
to counting the number of ideals of Z[x]/x(x−α)(x− β)Z[x] with
given finite index where 0, α and β are distinct integers.
1. Introduction
For an integral square matrix B ∈ Mv(Z) we denote by 〈B〉 the
subring of Mv(Z) generated by B, i.e.,
〈B〉 = {f(B) | f(x) ∈ Z[x]}.
Since B is integral, the minimal polynomial mB(x) of B over Q is a
monic integral polynomial. By ring isomorphism theorem for the ring
homomorphism from Z[x]→ 〈B〉 defined by f(x) 7→ f(B), we have
〈B〉 ≃ Z[x]/mB(x)Z[x].
Thus, 〈B〉 is a free Z-module of finite rank, and hence, for each positive
integer n there are only finitely many ideals of 〈B〉 with index n. There-
fore, the formal Dirichlet series ζ〈B〉(s) =
∑
n≥1 ann
−s is well-defined
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where an is the number of ideals of 〈B〉 with index n. In this article we
aim to find an explicit form of ζ〈B〉(s) when mB(x) = x(x− α)(x− β)
and 0, α and β are distinct integers. In Section 2 we will show that
ζ〈B〉(s) can be written as
(1)
∏
p|αβ(β−α)
δp(p
−s) · ζ(s)3
where ζ(s) is the Riemann zeta function, p runs through the prime
divisors of αβ(β − α) and δp(x) is a polynomial in Z[x]. Moreover, we
will find an explicit form of ζp(x) in Section 3. Since
Z[x]/mB(x)Z[x] ≃ Z[x]/mB(x+ γ)Z[x] for each γ ∈ Z,
we can apply our main result for finding ζ〈B〉(s) when B is the adjacency
matrix of a simple graph with exactly three distinct eigenvalues all of
which are integral (see [3] and [6] to find examples of non-regular graphs
with three eigenvalues).
Example 1.1. If B is the adjacency matrix of a cycle of length 4, then
ζ〈B〉(s) = (16·2
−8s−16·2−7s+12·2−6s+2·2−4s+3·2−2s−2·2−s+1)ζ(s)3.
This formula is obtained by the method mentioned in [9] with the
aid of computer (see [7]), and obtained theoretically as a corollary of
Proposition 4.3.
Example 1.2. If B is the adjacency matrix of the peterson graph, then
ζ〈B〉(s) =
∏
p=2,3,5
(1− p−s + p1−2s) · ζ(s)3.
This formula is obtained theoretically through the method given in the
paper (see Proposition 4.1).
Remark 1.3. It is well-known that a simple connected graph has exactly
two eigenvalues if and only if it is a complete graph with more than one
vertices. In [4, Thm. 1.2], the explicit form of ζ〈B〉(s) is found when B
is the adjacency matrix of a complete graph.
It must be noted that [9] is the first paper to establish a way to find
zeta functions of lattices over Z-orders, and [9, Thm. 4] shows that the
zeta function of the group ring ZG, where G is a group of prime order
p, equals
(2) (1− p−s + p1−2s)ζ(s)ζF (s)
where ζF (s) is the Dedekind zeta function of F = Q(ξp), and ξp is
a primitive p-th root of unity (see [8], [10] and [5] for other groups).
Group rings are generalized as Schur rings, Hecke rings and adjacency
2
algebras of association schemes (see [1], [11] and [12] to study basic
concepts for association schemes). Recently, in [4], as a generalization
of (2), the zeta function of the adjacency algebra ZS of an association
scheme (X,S) with |X| = p is computed as follows:
(3) (1− p−s + p1−2s)ζ(s)ζK(s)
where K is the minimal splitting field of ZS.
The topic given in this article is motivated from [9] and continued
from [4] and [7]. Moreover, the procedure to obtain (1) is based on [9],
and the authors got an idea to compute δp(x) from [8] and [10].
Remark that it is not so easy to find an explicit form of Dedekind
zeta functions, so that (3) does not help to count the number of ideals
with given index unless ζK(s) is specified.
In Section 2, we prepare basic results to reach our main result, and
in Section 3 we show that the zeta function of the ring given in the
title can be written as the sum of seven equations, each of which is
also obtained as rational function of p−s, and in Section 4 we show
that explicit forms of ζ〈B〉(s) for some matrices B with exactly three
eigenvalues all of which are integral.
2. Preliminaries
We use the same notation as in [9] to start from the following theo-
rem:
Theorem 2.1 ([9]). Let A be a semisimple algebra over Q, and let Λ
be a Z-order of A. Let V be an A-module and let L be a Λ-lattice on
V . There exists for each prime p ∈ B a rational function δp(x) in an
indeterminate x such that
δp(p
−s) =
ζLp(s; Λp)
ζV (s)p
and ζL(s) =
∏
p∈B
δp(p
−s)ζV (s).
In the above theorem B is the set of primes uniquely determined by
Λ (see [9] for the definitions of B, ζL(s), ζLp(s; Λp), ζV (s)p and ζV (s)).
For the remainder of this section we assume that
A = Q[x]/x(x − α)(x− β)Q[x]
where 0, α and β are distinct integers, V = A is viewed as a regular
A-module,
Λ = Z[x]/x(x− α)(x− β)Z[x]
and L = Λ is viewed as a regular left Λ-module. We note that A is a
finite-dimensional semisimple Q-algebra, Λ is identified with a Z-order
of A and L is a Λ-lattice on V so that Theorem 2.1 can be applied for
(A,Λ, V, L).
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Lemma 2.2. Under the same assumption as in Theorem 2.1 we have
the following:
(i) B is the set of prime divisors of αβ(β − α);
(ii) ζV (s) = ζ(s) · ζ(s) · ζ(s) where ζ(s) is the Riemann zeta func-
tion;
(iii) ζV (s)p = (1− p
−s)−3.
Proof. (i) Since{
βx− x2
α(β − α)
,
αx− x2
β(α− β)
,
(x− α)(x− β)
αβ
}
is a unique basis for A consisting of primitive idempotents, it spans a
maximal order Γ of A containing Λ. This implies that |Γ : Λ| divides
|αβ(β − α)|. According to [9, Rem.] B coincides with the set of prime
divisors of the index of Λ in a maximal Z-order A containing Λ. This
completes the proof of (i).
(ii) Since A ≃ Q⊕Q⊕Q as Q-algebras and V is isomorphic to AA,
the lemma follows from the definition of ζV (s).
(iii) follows from (ii) and the definition of ζV (s)p. 
According to [9] we set Λp = ZpΛ and Lp = ZpL where Zp is the
localization of Z at a prime p, that is,
Zp = {a/b | a, b ∈ Z; p ∤ b}.
It is well-known that each nonzero ideal of Zp forms p
rZp for a unique
non-negative integer r. For nonzero a ∈ Zp we denote by [a] the unique
positive integer r such that aZp = p
rZp, and we define [0] to be +∞ for
convenience. The following is a well-known result on valuation rings:
Lemma 2.3. For all a, b ∈ Zp we have the following:
(i) [ab] = [a][b];
(ii) [a + b] = min{[a], [b]} if [a] 6= [b].
For the remainder of this section we shall write Lp as R for conve-
nience, i.e.,
R = Zp[x]/x(x − α)(x− β)Zp[x].
Setting f(x) = x(x− α)(x− β), since
Z[x]/f(x)Z[x] ≃ Z[x]/f(x+ α)Z[x] ≃ Z[x]/f(x+ β)Z[x],
we may assume that [α] ≤ [β] ≤ [β − α] without loss of generality.
If [α] < [β], then [β − α] = [α] by Lemma 2.3(ii), which contradicts
[α] < [β] ≤ [β − α]. Thus, we have
(4) [α] = [β] ≤ [β − α].
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Let I be a full ideal of R and fix a Zp-basis {1, x, x(x − α)} for R.
Then we can apply a well-known result on modules over principal ideal
domains for I being a free Zp-module of rank three to find (r1, r2, r3) ∈
N and (a1, a2, a3) ∈ Z
3
p such that
{pr1 + a1x+ a2x(x− α), p
r2x+ a3x(x− α), p
r3x(x− α)}
is a Zp-basis for I, and (r1, r2, r3) ∈ N is uniquely determined by I as
pr1Zp = {g(0) | g ∈ I}, p
r2Zp = {g(α) | g ∈ R; xg ∈ I} and
pr3Zp = {g(β) | g ∈ R; a(x− α)g ∈ I}.
We say that an ideal I of R is of type of (r1, r2, r3) in this case. On the
other hand, it is easily proved that
{pr1 + b1x+ b2x(x− α), p
r2x+ b3x(x− α), p
r3x(x− α)}
is also a basis for I if and only if
a3 − b3 ∈ p
r3Zp and (a1, a2)− (b1, b2) ∈ Zp(p
r2, a3) + Zp(0, p
r3).
We shall count the number of ideals of type (r1, r2, r3), which equals the
number of equivalence classes defined above on the set of (a1, a2, a3) ∈
Z3p such that
(5) pr2 + a3(β − α) ∈ p
r3Zp;
(6) pr1 + αa1 ∈ p
r2Zp;
(7) (pr2 − αa3)a1 + βp
r2a2 − p
r1a3 ∈ p
r2+r3Zp
since these equations hold if and only if
x{pr1 + a1x+ a2x(x− α), p
r2x+ a3x(x− α), p
r3x(x− α)} ⊆ I.
For (r1, r2, r3) ∈ N
3 we define S(r2, r3) to be
S(r2, r3) = {a3 ∈ Zp | (5) holds}.
and for a3 ∈ S(r2, r3) we define S(r1, r2, r3, a3) to be
S(r1, r2, r3, a3) = {(a1, a2) ∈ Z
2
p | (6) and (7) hold}
Since
pr2 + (w + b)(β − α) = pr2 + w(β − α) + b(β − α) ∈ pr3Zp
for all w ∈ S(r2, r3) and b ∈ p
r3Zp, S(r2, r3) is a union of cosets of p
r3Zp
(possibly empty). We define S¯(r2, r3) to be the set of cosets of p
r3Zp
contained in S(r2, r3).
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Lemma 2.4. For a3, b3 ∈ S(r2, r3) with a3 − b3 ∈ p
r3Zp we have
S(r1, r2, r3, a3) = S(r1, r2, r3, b3),
which is a union of cosets of Zp(p
r2 , a3) + Zp(0, p
r3) (possibly empty).
Proof. Replacing a3 by b3 + p
r3t in (7) with (a1, a2) ∈ S(r1, r2, r3, a3)
we obtain that
(pr2 − αb3)a1 + βp
r2a2 − p
r1b3 − p
r3t(αa1 + p
r1) ∈ pr2+r3Zp.
Since αa1+p
r1 ∈ pr2Zp by (6), it follows that (a1, a2) ∈ S(r1, r2, r3, b3).
This implies that S(r1, r2, r3, a3) ⊆ S(r1, r2, r3, b3), and similarly we
have S(r1, r2, r3, b3) ⊆ S(r1, r2, r3, a3). This proves the first statement.
In order to the second statement it suffices to show that
(y, z) + b(pr2 , a3) + c(0, p
r3) = (y+ bpr2 , z + ba3 + cp
r3) ∈ S(a, r1, r2, r3)
whenever (y, z) ∈ S(a, r1, r2, r3) and (b, c) ∈ Zp × Zp. In fact,
pr1 + α(y + bpr2) = pr1 + αy + αbpr2 ∈ pr2Zp, and
(pr2−αa3)bp
r2+βpr2(ba3+cp
r3) = bpr2(pr2+(β−α)a)+cβpr2+r3 ∈ pr2+r3Zp
since pr2 + (β − α)a ∈ pr3Zp by (5). 
For a¯ ∈ S¯(r2, r3) where a¯ = a + p
r3Zp we denote the set of cosets
of Zp(p
r2, a) + Zp(0, p
r3) contained in S(r1, r2, r3, a) by S¯(r1, r2, r3, a),
which is well-defined by Lemma 2.4. Therefore, the number of ideals
of type (r1, r2, r3) is given by the following formula:
(8)
∑
a¯∈S¯(r2,r3)
|S¯(r1, r2, r3, a)|.
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We shall find an explicit form of of ζR(s) as follows:
ζR(s) =
∑
I
|R : I|−s
where I runs through the full ideals of R
=
∑
(r1,r2,r3)∈N3
∑
a¯∈S¯(r2,r3)
|S¯(r1, r2, r3, a)|p
−s(r1+r2+r3)
by (8) and since the index of an ideal of type (r1, r2, r3) equals p
r1+r2+r3
=
∑
(r3,r2)∈N2
∑
a¯∈S¯(r2,r3)
∑
r1∈C(r2,r3,a)
|S¯(r1, r2, r3, a)|p
−s(r1+r2+r3)
where C(r2, r3, a) := {r1 ∈ N | S¯(r1, r2, r3, a) 6= ∅}
=
∑
(r3,r2)∈N2
E(r2, r3)p
−s(r1+r2+r3)
where E(r2, r3) :=
∑
a¯∈S¯(r2,r3)
∑
r1∈C(r2,r3,a)
|S¯(r1, r2, r3, a)|
is viewed as an operator.
Lemma 2.5. We have
S(r2, r3) =


∅ if r2 < min{[β − α], r3}
Zp if r3 ≤ min{[β − α], r2}
pr3−[β−α]Zp if [β − α] ≤ r3 ≤ r2
pr3−[β−α]Zp −
pr2
β−α
if [β − α] ≤ r2 < r3.
Proof. Let a ∈ S(r2, r3). Then, by (5),
pr2 ∈ (β − α)a+ pr3Zp ⊆ −(β − α)Zp + p
r3Zp = p
min{r3,[β−α]}Zp.
Thus, r2 ≥ min{[β − α], r3} if and only if S(r2, r3) 6= ∅.
Suppose r2 ≥ min{[β − α], r3}. If r3 ≤ [β − α], then each element
w ∈ Zp satisfies p
r2 + (β − α)w ∈ pr3Zp, implying S(r2, r3) = Zp. If
[β − α] < r3, then p
r2/(β − α), pr3/(β − α) ∈ Zp, and hence,
S(r2, r3) = p
r3−[β−α]Zp − p
r2/(β − α).
Moreover, it equals pr3−[β−α]Zp if r3 ≤ r2. This completes the proof. 
Applying Lemma 2.5 for (r3, r2) ∈ N
2 with r2 < min{[β − α], r3} we
conclude that S(r2, r3) = ∅, and hence, E(r2, r3) = 0. For other cases
we can take a finite set of representatives of S(r2, r3) modulo p
r3Zp as
follows:
(i) {1, 2, . . . , pr3} if r3 ≤ min{[β − α], r2};
(ii) {pr3−[β−α]i | i = 1, 2, . . . , p[β−α]} if [β − α] ≤ r3 ≤ r2;
(iii) {pr3−[β−α]i− p
r2
β−α
| i = 1, 2, . . . , p[β−α]} if [β − α] ≤ r2 < r3.
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For the remainder of this section we prepare some lemmas to compute
E(r2, r3):
Lemma 2.6. For a, b ∈ S(r2, r3) with a− b ∈ p
r3Zp we have
C(r2, r3, a) = C(r2, r3, b) = {r ∈ N | r ≥ min{[p
r2−αa], 2[α], r3+[α]}}.
Proof. Suppose (y, z) ∈ S(r1, r2, r3, a). Then
pr1 = −αy + pr2Zp ⊆ p
[α]Zp + p
r2Zp = p
min{[α],r2}Zp.
This implies that r1 ≥ min{[α], r2}. Since
(9) pr1 + αy = pr2u for some u ∈ Zp by (6)
and
(pr2 − αa)αy + αβpr2z − αpr1a ∈ p[α]+r2+r3Zp by (7),
we have
(pr2 − αa)(pr2u− pr1) + αβpr2z − pr1αa ∈ p[α]+r2+r3Zp,
and hence,
(10) (pr2 − αa)pr2u+ αβpr2z − pr1+r2 ∈ p[α]+r2+r3Zp.
Thus,
pr1+r2 ∈ (pr2 − αa)pr2Zp + αβp
r2Zp + p
[α]+r2+r3Zp,
which implies r1 ≥ min{[p
r2 − αa], [α] + [β], [α] + r3}. Conversely, the
two inequalities imply the existence of (y, u, z) which satisfies (9) and
(10). So, it suffices to show that
min{r2, [α]} ≤ min{[p
r2 − αa], 2[α], r3 + [α]}.
If r2 < [α], then [p
r2 − αa] = r2 by Lemma 2.3(ii), and hence we are
done. If r2 ≥ [α], then [p
r2 −αa] ≥ [α] and [α] ≤ min{2[α], r3+ [α]} as
desired.
Since a− b ∈ pr3Zp, a = b+ p
r3t for some t ∈ Zp. It is easy to show
that [pr2 − αa] = [pr2 − αb] if [pr2 − αa] < [α] + r3, and
min{[pr2 − αb], 2[α], r3 + [α]} = min{2[α], [α] + r3}
if [pr2 − αa] ≥ [α] + r3. This completes the proof. 
Lemma 2.7. For all (r1, r2, r3) ∈ N
3 and a ∈ S(r2, r3) with r1 ∈
C(r2, r3, a) we have
|S¯(r1, r2, r3, a)| = p
min{[pr2−αa],2[α],[α]+r3}.
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Proof. Since S¯(r1, r2, r3, a) 6= ∅, we can take (y0, z0) ∈ S(r1, r2, r3, a) so
that S¯(r1, r2, r3, a) − (y0, z0) is an additive subgroup of Zp × Zp. For
short we set
H = S¯(r1, r2, r3, a)− (y0, z0), K = Zp(p
r2, a) + Zp(0, p
r3) and G = Zp × Zp.
By Lemma 2.4, we have
(11) |S¯(r1, r2, r3, a)| = |H : K| = |G : K|/|G : H| = p
r2+r3/|G : H|.
Note that
H = {(y, z) ∈ Zp × Zp | dy ∈ eZp, gy + bz ∈ cZp}
where g = pr2 − αa, b = βpr2 , c = pr2+r3, d = α and e = pr2 .
We claim that
{y ∈ Zp | dy ∈ eZp} = p
max{0,[e]−[d]}Zp.
It is clear if [e] < [d]. Since Zp is an integral domain e 6= 0, dy ∈ eZp is
equivalent to y ∈ e/dZp if [e] ≥ [d]. Since e/dZp = p
[e]−[d]Zp, the claim
holds.
We claim that |G : H| equals

(i) p[c]−[g] if [g] + max{0, [e]− [d]} ≤ [b] ≤ [c]
(ii) pmax{0,[e]−[d]}+[c]−[b] if [b] ≤ [a] + max{0, [e]− [d]} ≤ [c]
(iii) pmax{0,[c]−[b]}+max{0,[e]−[d]} if [b] ≤ [c] ≤ [g] + max{0, [e]− [d]}
(iv) pmax{0,[c]−[g],[e]−[d]} if [g] + max{0, [e]− [d]} ≤ [c] ≤ [b]
(v) pmax{0,[e]−[d]} if [c] ≤ [g] + max{0, [e]− [d]} ≤ [b]
(vi) pmax{0,[e]−[d]} if [c] ≤ [b] ≤ [g] + max{0, [e]− [d]}
(i) By the assumption of (i), we have [g] ≤ [b] ≤ [c], and hence, if
(y, z) ∈ H , then, for some w ∈ Zp,
(y, z) = ((−b/a)z + (c/a)w, z) = z(−b/a, 1) + w(c/a, 0).
By the assumption, the above equation implies y ∈ pmax{0,[e]−[d]}Zp.
Thus, {(−b/g, 1), (c/g, 0)} is a Zp-basis for H , and |G : H| = p
[c]−[g].
(ii) By the claim, y = fw for some w ∈ Zp where f = p
max{0,[e]−[d]}.
Let (y, z) ∈ H . Then, by the assumption of (ii), z = (−gf/b)w + c/bt
for some t ∈ Zp, and
(y, z) = (fw, (−gf/b)w + c/bt) = w(f,−gf/b) + t(0, c/b).
Thus, {(f,−gf/b), (0, c/b)} is a Zp-basis forH , and |G : H| = p
[f ]+[c]−[b].
(iii) Note that H = {(y, z) | dy ∈ eZp, bz ∈ cZp}. By the claim, H =
fZp×gZp where g = p
max{0,[c]−[b]}. Thus, |G : H| = pmax{0,[e]−[d]}+max{0,[c]−[b]}.
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(iv) Note that H = {(y, z) | dy ∈ eZp, ay ∈ cZp}. By the claim,
letting h = pmax{0,[c]−[g]} we have
H = (fZp ∩ hZp)× Zp = p
max{[f ],[h]}Zp × Zp.
Thus, |G : H| = pmax{0,[e]−[d],[c]−[g]}.
(v),(vi) Note that H = {(y, z) | dy ∈ eZp, gy ∈ cZp}. Since [c] ≤
[g] + [f ], we have max{0, [e]− [d], [c]− [g]} = max{0, [e]− [d]}. By the
similar argument as (iv) we obtain |G : H| = pmax{0,[e]−[d]}.
Therefore, the equation given in the lemma holds as a direct conse-
quence of (11) and the second claim. 
For (r3, r2) ∈ N
2 with r3 ≤ r2 and i ∈ N we set
Si(r2, r3) = {a ∈ S(r2, r3) | [a] = i}and S¯i(r2, r3) = {a¯ ∈ S(r2, r3) | [a] = i}
so that S¯(r2, r3) is a disjoint union of S¯i(r2, r3) with i = m,m+1, . . . , r3
by Lemma 2.5 and the statement preddceding the proof of Lemma 2.5
where m := max{0, r3 − [β − α]}.
Lemma 2.8. For (r3, r2) ∈ N
2 and i ∈ N with r3 ≤ r2 and m ≤ i ≤ r3
we have
|S¯i(r2, r3)| = p
r3−i − ⌊pr3−i−1⌋
where m := max{0, r3 − [β − α]} and ⌊b⌋ is the greatest integer n with
n ≤ b for b ∈ R.
Proof. If m ≤ i < r3, then |S¯i(r2, r3)| equals the number of cosets of
pr3Zp contained in p
iZp \ p
i+1Zp, and hence, equal to p
r3−i− pr3−i−1. If
i = r3, then S¯i(r2, r3) = {0¯} and hence, |S¯i(r2, r3)| = 1 
Lemma 2.9. For (r3, r2) ∈ N
2 and a ∈ S(r2, r3) we have
[pr2 − αa] =


[α] + [a] if [a] < r2 − [α]
r2 + j if a = p
r2/α(1 + pjd) for some d ∈ Zp \ pZp
r2 if [a] > r2 − [α].
Proof. This is an immediate consequence of Lemma 2.3. 
Lemma 2.10. For (r3, r2) ∈ N
2 with [β−α] ≤ r2 < r3 and a ∈ S(r2, r3)
we have
[pr2 − αa] = r2 + [α]− [β − α].
Proof. By Lemma 2.5, a = pr3−[β−α]t − pr2/(β − α) for some t ∈ Zp,
and hence,
pr2 − αa = pr2 − αpr3−[β−α]t+ αpr2/(β − α)
= pr2β/(β − α)− αpr3−[β−α]t
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Since r2 < r3 and [α] = [β] by (4), the lemma follows from Lemma 2.3.

As mentioned in Lemma 2.9, it is easy to compute [pr2 − αa] if r2 6=
[α] + [a] by Lemma 2.3. However, we need to know which a ∈ S(r2, r3)
attains [pr2 − αa] = r2 + i for given i and how many a¯ ∈ S¯(r2, r3) so
does. The following lemma is useful in determining them:
Lemma 2.11. For (r3, r2) ∈ N
2 with
0 ≤ r3 < [β − α] + [α],max{[α], r3} ≤ r2 < [α] + r3,
S¯r2[α](r2, r3) is a disjoint union of Xj with 0 ≤ j ≤ r3 − r2 + [α] where
Xj := {a¯ ∈ S¯r2−[α](r2, r3) | [p
r2 − αa] = r2 + j}.
Moreover, |X0| = p
r3−r2+[α] − 2pr3−r2+[α]−1 and
|Xj| = p
r3−r2+[α]−j − ⌊pr3−r2+[α]−j−1⌋.
Proof. It is clear that Xj are disjoint subsets of Sr2−[α]. Thus, it suf-
fices to prove the statements on |Xj| since |S¯r2−[α](r2, r3)| = p
r3−r2−[α]−
pr3−r2−[α]−1 being the summation of the numbers given above by Lemma 2.8.
For a¯ ∈ S¯r2−[α](r2, r3) with [p
r2−αa] = r2+ j there exists b ∈ Z\pZp
such that a = (pr2/α)(1+pjb) and 1+pjb is invertible. Conversely, if b ∈
Z\pZp and 1+p
jb ∈ Zp \pZp, then a¯ ∈ Xj where a = (p
r2/α)(1+pjb).
Note that 1 + pjb is invertible unless j = 0 and b ∈ −1 + pZp. Thus,
|X0| =
|{b¯ ∈ Zp/p
r3Zp | b /∈ pZp ∪ (−1 + pZp)}|
|{a¯ ∈ Zp/pr3Zp | pr2−[α]a ∈ pr3Zp}|
=
pr3 − 2pr3−1
pr2−[α]
= pr3−r2+[α] − 2pr3−r2+[α]−1,
and similarly we have, for j with 1 ≤ j ≤ r3 − r2 + [α],
|Xj| = p
r3−r2+[α]−j − ⌊pr3−r2+[α]−j−1⌋.

3. Finding E(r2, r3)
In this section we shall find E(r2, r3) defined in the equation preced-
ing Lemma 2.5 for (r3, r2) ∈ N
2. We use the same terminology as in the
previous section. As mentioned before, E(r2, r3) = 0 for all (r3, r2) ∈ N
with r2 < min{r3, [β − α]}.
First we deal with some cases with [α] ≤ r3 in the following three
lemmas. In this case we have
min{[pr2 − αa], 2[α], [α] + r3} = min{[p
r2 − αa], 2[α]}.
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Lemma 3.1. For each (r3, r2) ∈ N
2 with [β−α] + [α] ≤ r2, r3 we have
E(r2, r3) = p
2[α]+[β−α]
∑
r1≥2[α]
.
Proof. If r3 ≤ r2, then S(r2, r3) = p
r3−[β−α]Zp by Lemma 2.5. Since
r3 ≥ [β−α]+[α] and [α] = [β] ≤ [β−α], it follows that, for a ∈ S(r2, r3),
[pr2 − αa] ≥ min{r2, [α] + [a]} ≥ min{r2, [α] + r3 − [β − α]} ≥ 2[α].
If r3 > r2, then, by Lemma 2.10 and the assumption on r2, for a ∈
S(r2, r3),
[pr2 − αa] = r2 − [β − α] + [α] ≥ 2[α].
These imply that, for a ∈ S(r2, r3), we have
min{[pr2 − αa], 2[α], [α] + r3} = 2[α].
Therefore, we conclude from Lemma 2.6 and Lemma 2.7 that
E(r2, r3) =
∑
a¯∈S¯(r2,r3)
∑
r1≥2[α]
p2[α]
=
∑
r1≥2[α]
p2[α]|S¯(r2, r3)|
=
∑
r1≥2[α]
p2[α]p[β−α].

Lemma 3.2. For each (r3, r2) ∈ N
2 with
[β − α] ≤ r3, [β − α] ≤ r2 < min{[β − α] + [α], r3}
we have
E(r2, r3) = p
r2+[α]
∑
r1≥r2−[β−α]+[α]
.
Proof. By Lemma 2.10 and the assumption on (r3, r2),
[pr2 − αa] = r2 − [β − α] + [α] ≤ 2[α].
Therefore, we conclude from Lemma 2.6 and Lemma 2.7 that
E(r2, r3) =
∑
a¯∈S¯(r2,r3)
∑
r1≥r2−[β−α]+[α]
pr2−[β−α]+[α]
=
∑
r1≥r2−[β−α]+[α]
pr2−[β−α]+[α]|S¯(r2, r3)|
=
∑
r1≥r2−[β−α]+[α]
pr2−[β−α]+[α]p[β−α].
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Lemma 3.3. For each (r3, r2) ∈ N
2 with [α] ≤ r3 < [β − α] + [α], r3 +
[α] ≤ r2 we have
E(r2, r3) =
∑
m≤i<[α]
∑
r1≥[α]+i
p[α]+i(pr3−i − ⌊pr3−i−1⌋) +
∑
r1≥2[α]
p[α]+r3
where m := max{0, r3 − [β − α]}.
Proof. Since r3 ≤ r2, S(r2, r3) = p
mZp. For a ∈ S(r2, r3) \ p
r3Zp we
have
[α] + [a] < [α] + r3 ≤ r2.
By Lemma 2.3,
[pr2 − αa] = [α] + [a].
If a ∈ pr3Zp, then
[pr2 − αa] ≥ [α] + [a] ≥ r3 + [α] ≥ 2[α].
Thus, we conclude that, for a ∈ S(r2, r3),
min{[pr2 −αa], 2[α]} =
{
[α] + [a] if max{0, r3 − [β − α]} ≤ [a] < [α]
2[α] if [α] ≤ [a].
Since S¯(r2, r3) is a disjoint union of S¯i(r2, r3) with m ≤ i ≤ r3, we
conclude from Lemma 2.6, Lemma 2.7 and Lemma 2.8 that
E(r2, r3)
=
∑
m≤i≤r3
∑
a¯∈Si(r2,r3)
∑
r1∈C(r2,r3,a)
|S¯(r1, r2, r3, a)|
=
∑
m≤i<[α]
∑
a¯∈Si(r2,r3)
∑
r1≥[α]+i
p[α]+i +
∑
[α]≤i≤r3
∑
a¯∈Si(r2,r3)
∑
r1≥2[α]
p2[α]
=
∑
m≤i<[α]
∑
r1≥[α]+i
p[α]+i(pr3−i − ⌊pr3−i−1⌋) +
∑
r1≥2[α]
p2[α]|
r3⋃
i=[α]
S¯i(r2, r3)|
=
∑
m≤i<[α]
∑
r1≥[α]+i
∑
r1≥[α]+i
p[α]+i(pr3−i − ⌊pr3−i−1⌋) +
∑
r1≥2[α]
p2[α]pr3−[α].

Second, we deals with some cases with r3 ≤ [α] in the following two
lemmas. In this case we have
min{[pr2 − αa], 2[α], [α] + r3} = min{[p
r2 − αa], [α] + r3}.
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Lemma 3.4. For each (r3, r2) ∈ N
2 with 0 ≤ r3 < [α] and [α]+r3 ≤ r2
we have
E(r2, r3) =
∑
0≤i≤r3
∑
r1≥[α]+i
p[α]+i(pr3−i − ⌊pr3−i−1⌋).
Proof. Since 0 ≤ r3 < [α], it follows from Lemma 2.5 that S(r2, r3) =
Zp. For a ∈ Zp with [a] < r3 we have
[αa] = [α] + [a] < [α] + r3 ≤ r2,
which implies that
min{[pr2 − αa], [α] + r3} =
{
[α] + [a] if [a] < r3
[α] + r3 if [a] ≥ r3.
Thus, we have
E(r2, r3)
=
∑
0≤i≤r3
∑
a¯∈S¯i(r2,r3)
∑
r1∈C(r2,r3,a)
|S¯(r1, r2, r3, a)|
=
∑
0≤i≤r3
∑
a¯∈S¯i(r2,r3)
∑
r1≥[α]+i
p[α]+i
=
∑
0≤i≤r3
∑
r1≥[α]+i
p[α]+i(pr3−i − ⌊pr3−i−1⌋).

Lemma 3.5. For each (r3, r2) ∈ N
2 with 0 ≤ r3 ≤ r2 < [α] we have
E(r2, r3) = p
r2+r3
∑
r1≥r2
.
Proof. For a ∈ Zp we have
r2 < [α] ≤ [α] + [a] = [αa].
Thus, by Lemma 2.3,
[pr2 − αa] = r2 < [α] ≤ [α] + r3.
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Therefore, we conclude from Lemma 2.6 and Lemma 2.7 that
E(r2, r3)
=
∑
a¯∈S¯(r2,r3)
∑
r1∈C(r2,r3,a)
|S¯(r1, r2, r3, a)|
=
∑
a¯∈S¯i(r2,r3)
∑
r1≥r2
pr2
=
∑
r1≥r2
pr2|S¯i(r2, r3)|
=
∑
r1≥r2
pr2pr3 .

Recall that E(r2, r3) is computed but for a finite number of (r3, r2) ∈
N2, i.e., but for the elements of
(12)
{(r3, r2) ∈ N
2 | 0 ≤ r3 < [β − α] + [α],max{[α], r3} ≤ r2 < [α] + r3}.
In order to find E(r2, r3) for (r3, r2) in (12) we need the following
formula: According to Lemma 2.9 and Lemma 2.11 we decompose
E(r2, r3) into E1(r2, r3)+E2(r2, r3)+E3(r2, r3) where m := max{0, r3−
[β − α]}
E1(r2, r3) =
∑
m≤i<r2−[α]
∑
a¯∈S¯i(r2,r3)
∑
r1∈C(r2,r3,a)
|S¯(r1, r2, r3, a)|
E2(r2, r3) =
∑
a¯∈S¯r2−[α]
∑
r1∈C(r2,r3,a)
|S¯(r1, r2, r3, a)|
E3(r2, r3) =
∑
r2−[α]<i≤r3
∑
a¯∈S¯i(r2,r3)
∑
r1∈C(r2,r3,a)
|S¯(r1, r2, r3, a)|.
Moreover, these operators can be computed as follows:
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Proposition 3.6. For (r3, r2) ∈ N
2 satisfying (12) we have the follow-
ing:
E1(r2, r3) =
∑
m≤i<r2−[α]
∑
r1≥li(r3)
pli(r3)(pr3−i − ⌊pr3−i−1⌋),
E2(r2, r3) =∑
0≤j≤r3−r2+[α]
∑
r1≥mj(r2,r3)
pmj(r2,r3)(pr3−r2+[α]−j − ⌊1 + 2−j⌋⌊pr3−r2+[α]−j−1⌋),
E3(r2, r3) =
∑
r1≥n(r2,r3)
pn(r2,r3)pr3−r2+[α]−1
where li(r3) = min{[α] + i, 2[α], r3 + [α]},
mj(r2, r3) = min{r2+ j, 2[α], r3+[α]} and n(r2, r3) = min{r2, 2[α], r3+
[α]}.
Proof. For the cases E1(r2, r3), E2(r2, r3) and E3(r2, r3), |S¯(r1, r2, r3, a)|
does not depend on the choice of
a¯ ∈ S¯i(r2, r3) for i = m,m+ 1, . . . , r2 − [α]− 1,
a¯ ∈ Xj for j = 0, 1, . . . , r3 − r2 + [α],
and a¯ ∈ S¯i(r2, r3) for i = r2 − [α] + 1, r2 − [α] + 2, . . . , r3, respectively.
This implies that, for i = 1, 2, 3, the equation Ei(r2, r3) is obtained as
an immediate consequence of Lemma 2.6, Lemma 2.7, Lemma 2.9 and
Lema 2.11. 
Proposition 3.6 shows that ζR(s) can be theoretically computed as
follows:
Theorem 3.7. We have
ζR(s) =
6∑
i=1
∑
(r3,r2)∈Ri
E(r2, r3)p
−s(r1+r2+r3)
where
R1 = {(r3, r2) | [β − α] + [α] ≤ r2, r3}
R2 = {(r3, r2) | [β − α] ≤ r3, [β − α] ≤ r2 < min{[β − α] + [α], r3}}
R3 = {(r3, r2) | [α] ≤ r3 < [β − α] + [α], r3 + [α] ≤ r2}
R4 = {(r3, r2) | 0 ≤ r3 < [α], [α] + r3 ≤ r2}}
R5 = {(r3, r2) | 0 ≤ r3 ≤ r2 < [α]}}
R6 = {(r3, r2) | 0 ≤ r3 < [β − α] + [α],max{[α], r3} ≤ r2 < [α] + r3}}.
16
Combining calculations on power series we obtain an explicit form
of ζR(s). For example, letting x = p
−s,
∑
(r3,r2)∈R1
E(r2, r3)p
−s(r1+r2+r3)
=
∑
r3≥[β−α]+[α]
∑
r2≥[β−α]+[α]
p2[α]+[β−α]
∑
r1≥2[α]
p−s(r1+r2+r3)
= p2[α]+[β−α]
∑
r3≥[β−α]+[α]
p−sr3
∑
r2≥[β−α]+[α]
p−sr2
∑
r1≥2[α]
p−sr1
= p2[α]+[β−α]
x[β−α]+[α]
1− x
x[β−α]+[α]
1− x
x2[α]
1− x
=
(px2)2[α]+[β−α]
(1− x)3
.
4. Some applications
We use the same notation on R as in the previous section and aim to
find an explicit form of ζR(s) under certain assumption on ([α], [β], [β−
α]). In this section we always denote p−s by x.
Proposition 4.1. If ([α], [β], [β − α]) = (0, 0, k), then
ζR(s) =
1− pkx2k
1− px2
1
(1− x)2
+
pkx2k
(1− x)3
.
Proof. Since [α] = [β] = 0, we have Ri = ∅ for i = 2, 4, 5, 6. We have
already computed
∑
(r3,r2)∈R1
E(r2, r3)p
−s(r1+r2+r3) in Section 3, and we
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obtain from Lemma 3.2 that∑
(r3,r2)∈R3
E(r2, r3)p
−s(r1+r2+r3)
=
∑
[α]≤r3<[β−α]+[α]
∑
r2≥r3+[α]
∑
r1≥2[α]
p[α]+r3p−s(r1+r2+r3)
=
∑
0≤r3<k
∑
r2≥r3
∑
r1≥0
pr3p−s(r1+r2+r3)
=
∑
0≤r3<k
pr3(1−s)
∑
r2≥r3
p−sr2
∑
r1≥0
p−sr1
=
∑
0≤r3<k
pr3(1−s)
p−sr3
1− x
1
1− x
=
∑
0≤r3<k
pr3(1−2s)
1
1− x
1
1− x
=
1− pkx2k
1− px2
1
(1− x)2
.
Thus, ζR(s) =
∑
i=1,3
∑
(r3,r2)∈Ri
E(r2, r3)p
−s(r1+r2+r3) as desired. 
As an application of Proposition 4.1 with k = 1 we show a way to find
the zeta function given in Example 1.2. Let B denote the adjacency
matrix of the peterson graph. Since B has the eigenvalues 3, 1 and −2,
ζ〈B〉(s) equals the zeta function of Z[x]/x(x+3)(x−2)Z[x]. Note that,
for each prime divisor p of (−3)2 · 5, we have ([α], [β−α]) = (0, 1) and
by Lemma 2.2 and Proposition 4.1
δp(x) =
(1− x+ px2)
(1− x)3
·
1
(1− x)−3
= 1− x+ px2.
Therefore, we have
ζ〈B〉(s) =
∏
p=2,3,5
(1− p−s + p1−2s) · ζ(s) · ζ(s) · ζ(s).
Proposition 4.2. If ([α], [β], [β − α]) = (1, 1, 1), then
(1− x)3ζR(s) =
p3x6 − 2p2x5 + (p2 + p)x4 + (p2 − 2p)x3 + (p+ 1)x2 − 2x+ 1.
Proof. Applying the first five lemmas in Section 3 we obtain
ηi(p
−s) :=
∑
(r3,r2)∈Ri
E(r2, r3)p
−s(r1+r2+r3)
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with 1 ≤ i ≤ 6 as follows:
η1(x) =
p3x6
(1− x)3
η2(x) =
p2x4
(1− x)2
η3(x) =
(p2 − p)x4 + p2x5
(1− x)2
η4(x) =
px2
(1− x)2
η5(x) =
1
1− x
Since R6 = {(1, 1)}, we apply Proposition 3.6 for Ek(1, 1) with k =
1, 2, 3 to obtain the following:
E1(1, 1) = 0 E2(1, 1) = p(p− 2)
∑
r1≥1
+p2
∑
r1≥2
E3(1, 1) = p
∑
r1≥1
η6(x) =
(p2 − 2p)x3 + p2x4 + px3
1− x
.
Thus,
ζR(s) =
∑
(r3,r2)∈N2
E(r2, r3)p
−s(r1+r2+r3)
=
6∑
i=1
ηi(x)
=
p3x6 + (1− x)(p2x4 + (p2 − p)x4 + p2x5 + px2)
(1− x)3
+
(1− x)2(1 + (p2 − 2p)x3 + p2x4 + px3)
(1− x)3
=
p3x6 + (1− x)(px2 + (2p2 − p)x4 + p2x5)
(1− x)3
+
(1− x)2(1 + (p2 − p)x3 + p2x4)
(1− x)3
=
p3x6 − 2p2x5 + (p2 + p)x4 + (p2 − 2p)x3 + (p+ 1)x2 − 2x+ 1
(1− x)3
which equals the formula given in the statement. 
Proposition 4.3. If ([α], [β], [β − α]) = (1, 1, 2), then
(1− x)3ζR(s) =p
4x8 − 2p3x7 + (p3 + p2)x6 + (p3 − p2)x5
+ px4 + (p2 − 2p)x3 + (p+ 1)x2 − 2x+ 1.
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Proof. Applying the first five lemmas in Section 3 we obtain
ηi(p
−s) :=
∑
(r3,r2)∈Ri
E(r2, r3)p
−s(r1+r2+r3)
with 1 ≤ i ≤ 6 as follows:
η1(x) =
p4x8
(1− x)3
η2(x) =
p3x6
(1− x)2
η3(x) =
p3x7 + (p3 − p2)x6 + p2x5 + (p2 − p)x4
(1− x)2
η4(x) =
px2
(1− x)2
η5(x) =
1
1− x
Since R6 = {(1, 1), (2, 2)}, we apply Proposition 3.6 for Ek(i, i) with
i = 1, 2 and k = 1, 2, 3 to obtain the following:
E1(1, 1) = 0 E2(1, 1) = p(p− 2)
∑
r1≥1
+p2
∑
r1≥2
E3(1, 1) = p
∑
r1≥1
E1(2, 2) = (p
3 − p2)
∑
r1≥1
E2(2, 2) = (p
3 − p2)
∑
r2≥2
E3(2, 2) =
∑
r1≥2
p2.
Thus,
η6(x) =
0 + p(p− 2)x3 + p2x4 + px3 + (p3 − p2)x5 + (p3 − p2)x6 + p2x6
1− x
=
(p2 − p)x3 + p2x4 + (p3 − p2)x5 + p3x6
1− x
.
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Therefore,
ζR(s)
=
∑
(r3,r2)∈N2
E(r2, r3)p
−s(r1+r2+r3)
=
6∑
i=1
ηi(x)
=
p4x8 + p3x6(1− x)
(1− x)3
+
(1− x)(p3x7 + (p3 − p2)x6 + p2x5 + (p2 − p)x4)
(1− x)3
+
px2(1− x) + (1− x)2 + (1− x)2((p2 − p)x3 + p2x4 + (p3 − p2)x5 + p3x6)
(1− x)3
,
which equals the formula given in the statement. 
As a direct consequence of Proposition 4.3 with p = 2 we obtain
the same formula as in Example 1.1 since the adjacency matrix of
the quadrangle has its eigenvalues 0, 2,−2. One may notice that the
last three propositions enables us to find an explicit from of the zeta
function ζ〈B〉(s) whenever B has exactly three eigenvalues k,r and s
from integers and, for each prime divisor p of (r − k)(s − k)(r − s),
([r− k], [s− k], [r− s]) can be permutated as one of the forms given in
the three propositions of this section. For example, B is the adjacency
matrix of one of the following graphs: K3,3, K2,2,2, K5,5, Payley(9),
T (5),K6,6, K4,4,4, K3,3,3,3, K2,2,2,2,2,2, Sp(4, 2), T (6), and so on (see [2]
to find the eigenvalues of strongly-regular graphs with small number of
vertices and the terminology to represent graphs).
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