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Abstract
The ever-increasing price pressure in the commercial aircraft market forces carriers as well
as manufacturers to explore further cost-cutting potential. One promising approach for
substantial cost reduction is the replacement of interval-based maintenance with contin-
uous Structural Health Monitoring (SHM) systems. Over the last 20 years considerable
effort has gone into the development of vibration-based techniques that can derive the
current system health state from the structural response to ambient excitation. Many of
these approaches rely on Operational Modal Analysis (OMA) techniques, which replace
direct load measurements for modal parameter extraction with assumptions about the
stochastic properties of the excitation source. In-flight loads could be a suitable source
of excitation for vibration-based SHM of aircraft wings, but their eligibility has not been
studied yet. Varying flight and operation conditions will introduce considerable variance
to the modal properties of a wing, which could hide potentially critical damage. The
separation of damage-induced modal parameter changes and flight-related changes intro-
duced by velocity, angle of attack and mass variability, was not thoroughly studied yet.
Continuous modal parameter-based SHM presupposes the availability of a robust Auto-
mated Operational Modal Analysis (AOMA) methodology. Most of the available AOMA
techniques have been developed with regard to applications in civil engineering, where, in
contrast to a wing in flight, damping is not dominated by aerodynamic forces and mode
shapes do not show significant complexity. The existing AOMA procedures either require
modes to have negligible complexity and to be lightly damped or they have to be manu-
ally parametrized, which makes them not well-suited for the application of aircraft wing
AOMA-based SHM. Finally, no methodology was hitherto proposed to automatize the
training set (baseline) preparation procedure of an AOMA-based SHM system. Instead,
current practice is driven by iterative data processing and subjective assessment by expert
users. This approach is nontransparent, labor intensive and may lead to less than optimal
damage detection capability of the SHM system.
Two wind tunnel experiments are evaluated in this work. Data from the High
Reynolds Number Aerostructural Dynamics (HIRENASD) experiment are used to investi-
gate transonic wind excitation using measurements from accelerometers, strain gauges and
from nearly 200 surface pressure sensors. Furthermore, an experiment with a composite
cantilever was conducted to investigate damage detection under wind-, angle of attack-
xxv
and mass-induced operational variability. Twenty-seven different operational and envi-
ronmental conditions and one impact damage scenario are investigated. Measurements
from Fiber Bragg Grating Sensors (FBGS) and piezoelectric sensors are used to compare
multiple data normalization techniques and to validate the automatization techniques
developed in this work.
Inflow velocity spectra and surface pressure measurements show that the wind-induced
excitation is well-distributed over a wide frequency range, which is one major OMA load
requirement. Furthermore, both experiments confirm that wind-loads, even on small-scale
structures like the ones investigated in this work, can be considered to be composed of
multiple independent sources, which is the second major OMA load requirement. Further
discussion reveals that surface pressure variation caused by atmospheric and boundary
layer turbulence on the surface of an aircraft wing can be regarded as an appropriate type
of excitation for OMA. However, it is also found that narrow-banded transonic distur-
bances may be present at the wing surface and facility-related narrow-banded disturbances
may be present in the incoming flow during wind tunnel testing. These phenomena were
falsely identified as structural modes by OMA and further discussion revealed that load
measurements must be available to distinguish between these two types of modes.
The damage detection investigation shows that it is possible to detect damage scenar-
ios with modal parameter changes that are nearly an order of magnitude smaller than the
Operational and Environmental Variability (OEV)-induced variability. A comparison of
data normalization techniques that rely on direct measurement of the OEV shows that a
step function approach applied to data that has innate breakpoints performs significantly
better than the two other investigated techniques, namely a feature vector extended with
information about the encountered operational and environmental conditions and data
normalization using linear regression. The application of a Principal Component Analy-
sis (PCA)-based unsupervised dimensionality reduction technique, which currently is one
of the most popular approaches to account for unmeasured OEV in SHM, is critically
discussed and the limitations of this approach are revealed. A comparison between the
wind tunnel results and a numerical model of the investigated specimen shows that the
natural frequency shifts introduced by the impact damage not only depend on the damage
location, type and severity but also on the currently encountered operational and envi-
ronmental conditions. The implications of this result for the feasibility of SHM levels that
go beyond damage detection are discussed.
A multi-stage clustering approach for automated parametric OMA is introduced. In
contrast to existing approaches, the procedure works without any user-provided thresh-
olds, is applicable within large system order ranges, can be used with very small sensor
numbers and does not place any limitations on the damping ratios or mode shape com-
plexities of the system under investigation. Furthermore, a novel baseline preparation
procedure is described that reduces the amount of user interaction to the provision of
xxvi
a single consistency threshold. The procedure starts with an indeterminate number of
operational modal analysis identifications from a large number of datasets and returns a
complete baseline matrix of natural frequencies and damping ratios that is suitable for
subsequent anomaly detection. The two automatization procedures are integrated into a
AOMA-based SHM system and used to detect an impact damage on a composite cantilever
under OEV.
This work investigates the stochastic properties of wind-induced loads created by
wind tunnels, including transonic flows, and shows that these are a suitable source of
excitation for OMA-based modal parameter extraction of wing-like structures. Further-
more, it is examined how OEV as a result of mass, velocity and angle of attack changes
influences the damage detection capability of an AOMA-based SHM system. Multiple
approaches for OEV-normalization are studied, taking into account scenarios where direct
OEV measurements are available as well as scenarios where the OEV influence has to be
identified blindly. Finally, the current practice of expert user parametrization is critically
discussed and automatization techniques for automated OMA and baseline set prepara-
tion are proposed, which overcome the limitations of the previously available approaches
with regards to applications in aerospace engineering.
xxvii

CHAPTER 1
Introduction
The long term vision for Structural Health Monitoring (SHM) in aeronautical engineering
is the fully automatic supervision of vital aircraft components that are exposed to possibly
critical operational or impact loads. In this vision high density sensor networks are incor-
porated into the structure of an aircraft during the manufacturing process and are used to
detect damage appearance, location, type and severity. The SHM system automatically
detects and accounts for operational and environmental variability. High fidelity progno-
sis algorithms are used to estimate the remaining life time. Interval-based maintenance is
not needed anymore and manual intervention is only necessary if an unidentified damage
occurs or if the calculated remaining life time of the system is reached. No such system
has been presented yet.
Today, commercial aircraft are maintained during periodic multi-level inspections
that result in downtimes from a few hours (A check) to multiple weeks (D check). The
inspection intervals are calculated based on (necessarily) conservative assumptions about
the loads the aircraft will encounter throughout its lifetime, the predicted damage growth
between inspection intervals and the rate of inspections where damage that is actually
beyond the detection threshold is not detected. The potential savings that can be realized
if the most time-intensive, interval-based maintenance procedures can be replaced with
in-operation monitoring systems are enormous. According to a benchmark analysis by the
International Air Transport Association (IATA)’s Maintenance Cost Task Force (MCTF)
the commercial Maintenance, Repair, and Operations (MRO) market has reached a value
of nearly 50 billion US dollar in 2012 and maintenance accounts for 12 percent of the total
operational cost of a commercial passenger aircraft [1].
The research activity in the field of SHM has been characterized by strong growth
over the last two decades, mainly due to the introduction of modern sensing technology
and ever increasing computation power. Very recently two SHM systems reached a state
that allowed their performance to be evaluated during regular commercial flights [2]. The
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two investigated sensing technologies were Comparative Vacuum Monitoring (CVM) that
can be used for crack detection in the structure below the sensor surface and piezoelec-
tric (PZT) sensor arrays that use Lamb waves to monitor specific surface regions. Such
sensing approaches are very well suited for monitoring particular regions of an aircraft
that are known to be prone to specific types of damage. However, these approaches, with
their sensitive but very localized monitoring capabilities, must be combined with global
health monitoring approaches, which are able to detect damage at unexpected places, if a
comprehensive SHM system is to be built that can supersede interval-based maintenance.
The global dynamic system response in the form of modal parameters (natural fre-
quencies, mode shapes and damping ratios) has been shown to be damage-sensitive in a
large number of studies. One promising approach to extract modal parameters in-flight
are Operational Modal Analysis (OMA) techniques that only use the ambiently-excited
structural response to extract the modal properties of a structure. In OMA explicit in-
put load measurements are replaced by certain assumptions about the prevalent ambient
excitation. The stochastic input is required to be driven by multiple uncorrelated white
noise sources that are zero mean, ergodic and stationary. System identification on sys-
tems that are excited by sources which only partly fulfill these requirements shows higher
identification variance, may include false, distorted or biased identifications or may miss
important modal information.
The development of OMA over the last 20 years was mainly driven by research in
the civil engineering community. In civil engineering the structures under investigation
like bridges, stadiums, high-rise buildings and wind turbine towers, are huge and excited
by wind loads that are shaped by the atmospheric boundary layer, the interaction with
nearby structures and the excited structure itself. In contrast to buildings and bridges a
wing is a comparatively small, flexible and streamlined structure that is subjected to a high
speed unidirectional flow. Thus, it is reasonable to assume that the excitation will differ
considerably from what is known from and has been shown to work in civil engineering.
In previous work it has been demonstrated that OMA can in general be used to extract
some modal properties from in-flight measurements of aircraft wings. However, how these
identifications are influenced by the stochastic wind load, particularly in the transonic
regime, which is the dominant condition for large civil aircraft, has never been investigated.
Wind tunnels can be used to examine this question and furthermore to investigate OMA
of wind-excited structures in a controlled environment that much better emulates the
excitation and the operation conditions of many engineering structures than any of the
classic laboratory excitation sources adapted from Experimental Modal Analysis (EMA).
Despite this, neither in-flight loads nor the wind load created by a wind tunnel were
ever investigated with respect to the excitation requirements imposed by OMA theory.
Hence, it is critical to understand whether wind loads generate pressure fluctuations on
a wing surface that are broadly distributed over the frequency-range of interest, so that
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a sufficient number of modes is excited for subsequent damage detection, whether there
are narrow-banded disturbances that may interfere with the modal parameter extraction
process and result in false or distorted identifications and if the correlation of the surface
pressure fluctuation in space is limited and can be assumed to originate from multiple
independent sources so that modes in near proximity to each other can be identified and
distinguished. Thus, the first research question discussed in this thesis reads as follows:
I To what extent do in-flight loads conform with the assumptions about the prevalent
excitation in operational modal analysis and how does this influence the damage
detection capabilities of a health monitoring system based on operational modal
analysis?
An aircraft wing in-flight is subjected to considerable Operational and Environmental
Variability (OEV). Fuel levels decrease, temperatures change, flight velocities and angles of
attack vary, as do the levels of turbulence-induced vibration. All these factors, and many
other, have an influence on the modal properties of a system and can potentially obscure
damage-induced modal property shifts. It is therefore not surprising that OEV is con-
sidered to be one of the major obstacles to the comprehensive introduction of continuous
vibration-based SHM. Multiple methods to reduce the influence of OEV were developed
over the last two decades. This includes approaches that work with direct measurements
of the OEV as well as approaches that try to blindly identify dominant factors of variance
in samples of the undamaged system. They have been tested on laboratory data where
OEV has been simulated through mass, stiffness or temperature changes and real-world
data from bridges and wind turbine towers where temperature often is the major source of
environmental variability. It is well-known from aeroelastic theory that mass and velocity
changes can result in considerable shifts of the modal properties of a wing. Furthermore,
it has been shown that the modal properties of flexible, wing-like structures show a sig-
nificant load amplitude or angle of attack sensitivity. Despite this, limited publications
have considered the effect of wind velocity and no publications to date have considered the
effect of angle of attack changes. Furthermore, few studies explored the problem of data
normalization for scenarios where multiple similarly strong sources of OEV are present in
the data. It is therefore critical to investigate whether the pattern of modal parameter
changes created by a small-scale damage can be reliably distinguished from wind- and
mass-induced changes, even if the damage-induced changes are significantly smaller in
amplitude. Otherwise all but the most devastating damage scenarios would not be safely
detectable with an Automated Operational Modal Analysis (AOMA)-based SHM system.
Thus, the second research question reads as follows:
II What are the effects of mass, velocity and angle of attack changes on the extracted
modal properties and how can these changes be separated from damage-induced
changes under uncertain operational and environmental conditions?
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Modal parameters and features derived from these have been shown to be excellent
indicators of damage in a myriad of numerical and experimental studies. However, one
major disadvantage of using modal parameters as damage-sensitive features is the non-
trivial and sometimes unreliable automated modal parameter extraction process. The vast
majority of currently existing AOMA procedures and all hitherto proposed SHM methods
that are based on AOMA rely on considerable user interaction. For AOMA consistency
thresholds must be selected that are suitable for datasets from all encounterable oper-
ational and environmental conditions. Large numbers of AOMA identifications must be
sorted into coherent groups and filtered for consistency before they can be used for damage
detection. Current practice usually involve iterative data processing, manual parameter
tuning, repetitive visualisation and data re-partitioning and even manual assignment of
observations into clusters based on expert judgement. Such approaches are not only labor
intensive but are also more prone to mistakes and are less transparent and replicable.
Thus, the last research question addresses the application of automatization techniques
to the problem of AOMA-based SHM:
III How can the current praxis of manual model parametrisation by expert users be
transformed into automated and data-driven processes for automated operational
modal analysis and automated baseline data preparation?
The remaining of the thesis is organized as follows:
CHAPTER 2 reviews the literature on previous research in vibration-based SHM with
special emphasis on AOMA, operational and environmental variability and the use
of Fiber Bragg Grating (FBG) sensing technology for SHM.
CHAPTER 3 deals with the dynamic properties of wind tunnel flows and their suit-
ability for OMA, the separability of identification variance and wind-induced modal
parameter changes, the limitations of Fiber Bragg Grating Sensors (FBGS) for dy-
namic monitoring of wind-excited structures and the performance of two popular
OMA techniques, Frequency Domain Decomposition (FDD) and Stochastic Sub-
space Identification (SSI), in this context. Parts of this chapter were published in:
Eugen Neu, Frank Janser, Akbar A. Khatibi, and Adrian C. Orifici. Operational
Modal Analysis of a Cantilever in a Wind Tunnel using Optical Fiber Bragg Grat-
ing Sensors. In Proceedings of the 6th International Operational Modal Analysis
Conference, Gijón, Spain, 12-14 May 2015.
CHAPTER 4 is concerned with modal parameter identification from a large-scale wing
model, including key focus on the complex flow characteristics in the transonic flow
regime and their interaction with OMA. The use of strain sensors for OMA un-
der wind-excitation is critically discussed and the identification performance of au-
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tomated FDD and SSI are assessed. An abbreviated version of the chapter was
published in:
Eugen Neu, Frank Janser, Akbar A. Khatibi, Carsten Braun, and Adrian C. Orifici.
Operational Modal Analysis of a wing excited by transonic flow. Aerospace Science
and Technology, 49:73-79, 2016.
CHAPTER 5 describes a novel automatization procedure for parametric OMA that, in
contrast to existing approaches, does not rely on user parametrization but derives
internal parameters through the use of cluster analysis and statistical modelling.
The procedure is shown to be insensitive to the chosen system order ranges and to
work under poor Signal-to-Noise Ratio (SNR) conditions, for highly damped and
complex modes and for identification from only two sensors. A slightly modified
version of the chapter was published in:
Eugen Neu, Frank Janser, Akbar A. Khatibi, and Adrian C. Orifici. Fully Automated
Operational Modal Analysis using Multi-Stage Clustering. Mechanical Signal and
System Processing, 84:308-323, 2017
CHAPTER 6 demonstrates AOMA-based damage detection under the influence of a
wide range of simultaneously acting OEVs, including varying wind velocities, differ-
ent angles of attack and different mass configurations. Multiple data normalization
techniques are studied under different severities of operational variability as well
as with and without explicit measurements of the Operational and Environmental
Conditions (OEC). Furthermore, an innovative automated baseline preparation pro-
cedure is described that reduces user-interaction during training set preparation to
the choice of a single consistency factor. A slightly modified version of the chapter
was published in:
Eugen Neu, Frank Janser, Akbar A. Khatibi, and Adrian C. Orifici. Automated
Modal Parameter-based Anomaly Detection under varying Wind Excitation. Struc-
tural Health Monitoring, 15:730-749, 2016
CHAPTER 7 synthesises the work across chapters in the context of the research ques-
tions, with additional investigations on the use of surface pressure measurements for
load rank estimation and the limitations of unsupervised dimensionality reduction
techniques for data normalization. Further data analysis is carried out to deepen
understanding about the interaction between OEV- and damage-induced modal pa-
rameter changes.
CHAPTER 8 Conclusion and outlook.
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CHAPTER 2
Literature Review
The potential benefits of Structural Health Monitoring have aroused interest in a large
number of engineering disciplines. In the last two decades multiple key technologies, like
affordable sensing technology, cheap computing power together with sophisticated sta-
tistical and machine learning methods, have matured to a point that makes Structural
Health Monitoring (SHM) of critical infrastructure feasible. It is therefore no surprise
that research activity increased simultaneously. A comprehensive review of SHM liter-
ature published between 1996 and 2001 was compiled by Sohn et al. [3]. The report
counts 300 pages. Since then the rate of publication in the field increased even further
and a number of specialized periodicals, like Structural Health Monitoring, Journal of
Civil Structural Health Monitoring and Structural Control and Health Monitoring, were
introduced. SHM is an inherently interdisciplinary topic, touching for example signal
processing, structural dynamics, statistics and machine learning. Thus, advancements in
these fields may translate to advancements in SHM. Today’s large extent of SHM related
research makes it necessary to narrow down the topic of this review. Therefore, after a
short general overview on SHM in aerospace engineering and the steps involved in SHM,
the following review concentrates on research that can be directly related to the research
questions introduced in chapter 1.
2.1 Overview
Derriso and Olson [4] discussed the role of SHM for future air vehicles. They point out that
migration to a condition-based maintenance procedure would offer significant cost-cutting
potential. As reported by Bartelds [5] there is strong support for the introduction of SHM
from aircraft manufacturers and operators provided that the SHM system offers a cost
benefit and is at least as reliable as current inspection methods. Derriso and Olson [4] and
Bartelds [5] remark that structural hot spots in inaccessible locations are especially suited
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for SHM. Furthermore, the system’s damage sensing capability may notably improve if the
SHM design is incorporated into the overall aircraft design process [4]. Aerospace mainte-
nance procedures are highly formalised and regulated. It is therefore no surprise that the
adaption or even consideration of newly emerging technologies like SHM is rather slow.
A recent step forward was the introduction of the first ’Guidelines for Implementation of
Structural Health Monitoring on Fixed Wing Aircraft’ (ARP6461). Foote [6] published
a summary of the document. The guidelines discuss top level requirements, validation
and verification as well as certification. The requirements are defined within the present
regulatory environment and current aircraft structural design. The author points out that
even if there are numerous potential benefits of SHM, the major motivations for its devel-
opment are reduced maintenance cost through increased inspection intervals and possible
life extension. The final breakthrough of composite materials in the latest large passenger
aircraft generation (Boing 787 Dreamliner, Airbus A350 XWB) comes along with a shift
in the most threatening damage scenarios. Whereas for metallic structures fatigue crack
development and corrosion are the major threats, for composite structures the inspection
targets have shifted to impact, delamination and debonding detection [5]. Those damages
often occur below the surface and therefore are hard to detect by simple visual inspection.
This requires more sophisticated Non-destructive Evaluation (NDE), which translates to
longer inspection periods. In summary, from the available literature it is evident that
SHM for commercial aircraft can only be successful if it can substitute manual inspection,
especially in critical and poorly accessible regions, and if the proposed methodology can
reliably detect damage types and sizes that are detected with conventional methods today.
The first step of every operating SHM system is data acquisition (Fig. 2.1). Great
expectations are tied to the use of fiber-optical sensing technology for SHM, especially in
aerospace engineering [7]. Fiber-optical sensors can be directly embedded into composite
materials during manufacturing and can afterwards be used to monitor a composite air-
craft structure throughout its lifetime. Their performance does not degrade even after 100
million load cycles [8]. Further advantages include the ability to deploy dozens or even
hundreds of sensors on a single fiber with only a single connector, negligible weight penalty,
the ability to measure strain, pressure and temperature, as well as absolute electrical noise
immunity. One major reason why optical strain sensing has not yet found general accep-
tance is the lack of qualified interrogators. The available concepts are expensive and either
lack robustness, dynamic-range and/or a high enough sampling rate [7, 8, 9, 10]. However,
in the last decade the capabilities of newly developed interrogators have increased rapidly.
Thus, the introduction of interrogators suitable for in-flight dynamic strain measurement
within the next few years seems plausible. Fiber Bragg Grating Sensors (FBGS) were
used for SHM in a number of studies. These are listed in section 2.3.
In vibration-based SHM, damage-sensitive features are extracted from dynamic sys-
tem response measurements and are used as inputs at every level of the SHM system (Fig.
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Figure 2.1: Comprehensive SHM and prognosis model.
2.1). The underlying idea is that damage-induced changes to a system will alter its mass,
stiffness and/or energy dissipation properties. These modifications manifest themselves
as changes in the dynamic system response. Vibration-based methods are popular be-
cause they allow to monitor the state of a system with a very limited number of sensors
that do not have to be placed in the vicinity of a possible damage location to be able
to detect damage at this location [11]. It has become common practice to describe the
layout of an SHM and prognosis system in five distinct levels (Fig. 2.1). A comparison
between an actual measurement of damage-sensitive features and an undamaged refer-
ence state will allow for damage detection (I) and (sometimes) localisation (II). Adding
information about the system’s damage dependent behavior will further allow for damage
classification (III) and severity estimation (IV). Remaining lifetime forecasting (V) is con-
ceivable, provided measurements of the current system state, future loading estimations
and damage propagation models are available. The levels (I) and (II) can be evaluated
solely from measurements of the undamaged system. From the perspective of statisti-
cal learning damage detection and localisation can be described as anomaly detection or
one-class classification problems. The goal at these levels is to determine whether the
current system state is abnormal. To assess higher SHM levels samples of every critical
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damage scenario are required. In this case the challenge is to determine whether a damage
scenario or the undamaged reference state best describes the currently measured system
behavior. In machine or statistical learning these two types of problems are known as un-
supervised and supervised learning scenarios [12]. An overview of major vibration-based
SHM literature is presented in section 2.2.
Worden, Farrar, Manson, and Park [13] postulated seven general principles of any
SHM methodology, which they call axioms. None of the axioms has been rebutted ever
since and they will be used throughout this thesis to discuss and classify methods and
arguments that have been brought up in the context of SHM. The seven fundamental
axioms of SHM according to Worden et al. [13] are:
I All materials have inherent flaws or defects.
II The assessment of damage requires a comparison between two system
states.
III Identifying the existence and location of damage can be done in an unsu-
pervised learning mode, but identifying the type of damage present and
the damage severity can generally only be done in a supervised learning
mode.
IV a Sensors cannot measure damage. Feature extraction through signal
processing and statistical classification is necessary to convert sensor
data into damage information.
b Without intelligent feature extraction, the more sensitive a measure-
ment is to damage, the more sensitive it is to changing operational
and environmental conditions.
V The length- and time-scales associated with damage initiation and evo-
lution dictate the required properties of the SHM sensing system.
VI There is a trade-off between the sensitivity to damage of an algorithm
and its noise rejection capability.
VII The size of damage that can be detected from changes in system dynamics
is inversely proportional to the frequency range of excitation.
A large variety of methods for damage-sensitive feature extraction from dynamic
system measurements were proposed over the last two decades, including autoregressive
parameter [14, 15], modal filters [16], residual Operational Deflection Shape (ODS) [17]
and many more. However, by far the best investigated and most proposed vibration-
based damage-sensitive features are the modal properties (natural frequencies, damping
ratios, mode shapes) of the system. The vast majority of the available literature on
vibration-based SHM focuses on the definition of damage-sensitive features derived from
the modal properties of the system or related quantities like strain mode shapes, curvature
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mode shapes, modal strain energy and functions thereof [3, 18, 19]. In many studies the
proposed methodologies are experimentally validated using classic Experimental Modal
Analysis (EMA) [20, 21, 22, 23, 24]. EMA is the most accurate way to obtain estimates of
modal properties under laboratory conditions. Today EMA is applied to aircraft in two
scenarios: Ground Vibration Test (GVT) for numerical model validation and updating [25]
and in-flight flutter tests to prove that an aircraft can be safely operated in the designated
flight environment [26]. In both scenarios the aircraft is artificially excited and the modal
system properties are selected by experienced users. EMA-based SHM would fit into a
scheduled SHM framework [6]. However, it is unsuitable for automated SHM, where the
aircraft would have to be continuously artificially excited during operation. In the last two
decades significant progress has been made in developing and refining modal parameter
identification methods that use environmental loads as a source of structural excitation.
Those methods are today known under the name Operational Modal Analysis (OMA) [27].
In this work OMA is used to extract damage-sensitive features from ambiently excited
specimen for subsequent damage detection. A detailed overview of OMA, with special
emphasis on automatization and studies related to SHM is given in section 2.4.
Operational and Environmental Variability (OEV) is one of the major obstacles to
the comprehensive introduction of continuous vibration-based SHM. Multiple approaches
have been proposed to account for OEV. The most straightforward approach is the direct
measurement of the dependent variables (e.g. natural frequencies, damping ratios, mode
shapes) and independent operational and environmental variables (e.g. temperature, wind
velocity, wind direction). A regression model can then be used to remove the OEV, ef-
fectively creating new, OEV-normalised features [11]. These or similar approaches can be
used to model and monitor operation points that were not present in the original training
set, as long as they can be represented by the regression model. However, direct and
thorough measurement of all relevant OEV is seldom possible. The alternative is to get
sufficient samples under all encounterable operational and environmental conditions. In
the context of SHM a number of dimensionality reduction or decomposition techniques like
Factor Analysis (FA), Principal Component Analysis (PCA) or Singular Value Decompo-
sition (SVD) were proposed to identify the OEV from the baseline and distinguish these
changes from damage-induced changes [28, 29]. The problem can also be stated as a data
domain description or one-class classification problem [30]. An overview of studies that
were concerned with OEV and a discussion of various approaches to OEV normalization
is presented in section 2.6.
2.2 Modal-based Structural Health Monitoring
Structural damage will alter a system’s mass, stiffness and/or energy dissipation proper-
ties [31]. The dynamic behavior of a linear, time-invariant (LTI) mechanical system with
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viscous damping can be described by the well-known equation of motion
M · u¨(t) +C · u˙(t) +K · u(t) = F(t) (2.1)
where M, C and K are the mass, damping and stiffness matrices of the lumped pa-
rameter system. u(t) is the displacement vector and F(t) the force vector at every Degree
of Freedom (DOF). Modal parameters (natural frequencies, mode shapes and damping
ratios) are directly related to those properties and can be extracted from vibration mea-
surements [32].
The most frequent manifestation of damage is a local reduction in stiffness. Cracks,
corrosion, fiber breakage or delamination will generally reduce the stiffness of a system in
the vicinity of the damage location. Thus, damage will introduce a modification of the
stiffness matrix K = Ku+∆K, where Ku is the undamaged stiffness matrix and ∆K the
damage-induced stiffness modification. Hearn and Testa [33] showed that the shift of the
ith natural angular frequency ∆ω can be expressed as
∆ω2i ≈
φi
T∆Kφi
φiTMφi
(2.2)
where φi is the ith mode shape of the structure, M is the mass matrix and ∆K the
damage-induced change of the stiffness matrix K. The expression in Eq. (2.2) was derived
from the homogeneous part of Eq. (2.1) neglecting damping and second-order terms.
According to Eq. (2.2) each location and severity of stiffness modification will affect every
vibration mode differently. Notice that a given natural frequency is only unaffected by
damage when the damage location coincides with a modal node of the corresponding mode
shape. Hearn and Testa [33] point out that the expression in Eq. (2.2) shows that changes
in regions of large modal potential energy result in larger shifts of the corresponding
natural frequencies.
Hearn and Testa [33] limited their investigation to damage scenarios that result in a
loss of stiffness with negligible mass changes. However, damage scenarios are conceivable
where non-load-bearing elements are detached from a system and either directly reduce its
performance or reveal possibly sensitive structure to environmental wear and tear. Using
a perturbation approach similar to the one proposed in [33] where ∆M is the damage-
induced mass modification, one can derive an expression for the natural angular frequency
shift of a mode as a result of a mass modification:
∆ω2i ≈ −ωi2
φi
T∆Mφi
φiTMφi
(2.3)
Now the numerator includes the mass matrix change ∆M. The most interesting
aspect of Eq. (2.3) is that the expression is proportional to ωi2. Thus, high frequency
modes are far more sensitive to a mass modification than lower frequency modes.
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It is evident from the solution to the homogeneous part of Eq. (2.1) (again assuming an
undamped system) that a stiffness or mass modification will in general alter the eigenvalues
and eigenvectors of the resulting eigenvalue problem
[
(M+∆M)−1(K+∆K)− λi∆I
]
φi∆ = 0 (2.4)
where λi∆ is an eigenvalue of the modified system, which can be expressed in terms of
the undamped angular natural frequency jωi∆ = ±
√−λi∆ and φi∆ is the corresponding
mode shape. Thus, a mass or stiffness modification will result in new mode shapes φi∆.
Mode shapes introduce spatial information about the system. It stands to reason that
this information can be used to detect a damage location. It was empirically shown in
a number of studies that a difference in damage-induced Deflection Mode Shape (DMS),
Strain Mode Shape (SMS) or Curvature Mode Shape (CMS) will often be most pronounced
in the vicinity of the damage location [11, 19]. For the fundamental mode of a cantilever
shear beam and its derivatives Roy and Ray-Chaudhuri [34] confirmed this through an
(approximate) closed form expression.
Natural frequencies and DMS were shown not to be the most sensitive damage in-
dicators that can be derived from vibration data [19, 35]. Indicators that are related to
curvature or strain proved to be significantly better damage indicators in a number of
numerical and laboratory studies [18, 36]. Wang et al. [37] for example used a numerical
wind turbine blade model to show that CMS may allow for more precise damage locali-
sation. However, it can also be shown that SMS and CMS that are numerically derived
from DMS measurements are inherently more prone to noise [11, 19, 38]. Deraemaeker
et al. [28] for example found that without noise natural frequencies are the least damage-
sensitive features, whereas high frequency mode shapes and modal filters are much more
sensitive to damage. For large levels of noise that relation is completely reversed due
to the excellent noise rejection capabilities of the natural frequency estimation procedure
used in the study (Stochastic Subspace Identification (SSI)) and the high noise-sensitivity
of the modal filters. Farrar and Worden [11] showed results from a study that came to
similar results. Interestingly, every hitherto reported study of a longtime modal-based
SHM system exclusively relied on natural frequencies as damage-sensitive features. A
detailed account of such studies is given in section 2.4 and section 2.6.
The third property extracted by modal analysis that can be used for SHM is the
damping ratio. In general the mass and stiffness properties of e.g. aircraft structures are
well known and can be modelled quite precisely using Finite Element Analysis (FEA) [25].
Direct calculations with structurally modified FEA models or approximation solutions like
Eq. (2.2) and Eq. (2.3) can then be used to predict damage-induced frequency (and normal
mode shape) changes. Unfortunately the precise locations and causes of energy dissipation
in a structure cannot be predicted theoretically or from a numerical model today [39,
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40]. Thus, the damping properties of a structure can only be obtained experimentally.
The most important implication of this is that currently damping ratios cannot be used
as damage-sensitive features in a supervised learning environment, where the damage
scenarios are retrieved from numerical models. Since comprehensive experimental damage
studies of complex aircraft structures are prohibitively expensive, this effectively rules out
the use of energy dissipation properties in a supervised learning environment. Of course,
damping can still be an effective indicator of anomalies in the first SHM level according
to Fig. 2.1 [18].
Higher levels of SHM are reliant on samples from damaged and undamaged struc-
tures. According to the third axiom of SHM, type identification and severity estimation
can only be done in a supervised learning mode. If only damage-sensitive features with-
out spatial information (natural frequencies and damping ratios) are used, even damage
localisation requires a supervised learning environment. Since experimentally obtaining
sufficient samples of all critical damage scenarios is nearly always impractical, the use of
numerical simulation is currently the most promising approach for SHM beyond damage
localisation. However, even if numerical simulation may be the most promising approach,
it is by no means a trivial one. The underlying inverse problem is very sensitive to mod-
elling error and identification uncertainty [41]. Hitherto, severity estimation was only
demonstrated for simple structures under constant OEV [18, 19, 42]. Farrar and Worden
[11] point out a number of challenges for FEA-based modelling and updating of complex
structures, which include geometrical and material uncertainties, structural nonlinearities
and difficulties of modelling different damage scenarios.
A huge amount of modal-based damage indicators were proposed over the last 25
years. The following four publications reviewed the literature from different perspectives.
Montalvao [18] reviewed the current state of vibration-based SHM with special empha-
sis on composite materials. The review focuses mainly on damage-sensitive features and
direct comparison between damaged and undamaged state. The author concluded that
damping and nonlinearity are promising damage-sensitive feature candidates for composite
materials. Furthermore, he saw the need for further research in statistical pattern recog-
nition with very small sensor counts. Sinou [43] put special emphasis on crack-induced
nonlinearity. The review focuses on direct comparisons between the damaged and undam-
aged state, without intermediary statistical model. The author concluded that there are
many open research questions like the extension of criteria that have been developed from
linear theory to the non-linear case and the development of theories that take into account
uncertainties due to OEV. A more recent review of vibration-based damage identification
methods was published in [19]. The study focused on natural frequency and mode shape
related damage-sensitive features for beams and plates. A numerical study is used to in-
vestigate the effect of noise and sensor spacing. The authors conclude that, among other
things, the development of robust statistical methods for (multiple point) damage identifi-
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cation under environmental noise needs to be addressed. The book written by Farrar and
Worden [11] gives a good overview and shows a number of experimental results from some
popular vibration-based damage indicators that have been proposed so far. Again, OEV
and the integration into a statistical framework are highlighted as important factors.
This section summarized the reasons why modal properties have been such popular
damage-sensitive features in vibration-based SHM. A number of advantageous properties
of modal parameters were conveniently demonstrated over the last decades. It was shown
that every modal feature is almost always sensitive to damage, as long as the damage
results in a modification of the mass, energy dissipation or stiffness properties of the sys-
tem under consideration and the damage location does not correspond to a modal node
of the respective mode shape. Mode shapes and related quantities were shown to be ef-
fectively usable for damage localisation. It was further demonstrated that experimentally
obtained modal properties, in combination with numerical modal analysis, can be used
to investigate higher levels of SHM. However, there still exist a range of challenges for
modal-based SHM. The majority of the experimental validation results cited in this sec-
tion were obtained with EMA, under laboratory conditions and with considerable manual
user interaction. Damage localisation under OEV and in an unsupervised learning mode
was not demonstrated yet. Severity estimation was only demonstrated under controlled
laboratory conditions and with very simple structures. The major reoccurring issue, that
many researches consider to be the crucial challenge for modal-based SHM, is the intro-
duction of sophisticated statistical methods to discriminate between OEV-based modal
parameter fluctuations and changes caused by damage. A review of literature where these
two topics are treated is given in section 2.6.
2.3 Data Acquisition and Fiber Optical Sensing Technology
Sensors for continuous vibration-based SHM applications have to fulfill a number of chal-
lenging requirements. They have to be small, robust, durable, highly sensitive, basically
maintenance-free and of course inexpensive. Other frequent requirements are electrical
noise resistance and applicability in hazardous environment. In aerospace applications
sensors may be subjected to very harsh environmental conditions and the overall weight
of the monitoring system is of critical importance. Today the most frequently used sensing
technology in EMA and OMA are (piezoelectric) accelerometers [44]. Recently piezoelec-
tric strain sensors were introduced and are getting more popular in dynamic testing due
to their high dynamic range and extremely low spectral noise floor (0.02 nε/
√
Hz range
at 100 Hz) [45, 46, 47]. Piezoelectric sensors can be operated in large frequency ranges
and show excellent dynamic range (> 100 dB). However, they are not immune to electri-
cal noise, need periodic calibration are not easily deployable in hazardous environments
and if large numbers of sensors are needed (dozens or even hundreds) wiring and data
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acquisition can get very challenging. Fiber optical sensing technology does not have many
of these drawbacks and is currently regarded as a key technology for future aircraft SHM
systems [7, 8]. The following review concentrates on Fiber Bragg Grating (FBG) sens-
ing, which is currently considered to be the most promising optical sensing technology for
SHM [48].
In principle FBGS are transparent optical fibers with inscribed reflective regions. A
broadband or fast-swept light source is used to illuminate the fiber. The Bragg grating
reflectivity is confined to a very narrowband wavelength region. These wavelengths can be
detected and subsequently be related to strain and temperature induced shifts according
to Eq. (2.5) [49].
∆λB
λB
= CSε+ CT∆T (2.5)
Here ∆λB/λB is the relative shift in the Bragg wavelength, ε and ∆T are the causative
strain and temperature changes and CS and CT are the corresponding strain and tem-
perature coefficients. A number of illumination and interrogation techniques have been
proposed in the last decades. Overviews with special focus on applications in SHM were
published in [50, 51].
FBGS have a number of desirable properties that make them well-suited for SHM
applications in aerospace engineering. Their multiplexing capabilities may be their main
advantage. Huge numbers of FBGS can be inscribed into a single fiber. An FBG sensing
system with 480 sensors on a single fiber and 1920 sensors per interrogator was demon-
strated in an application to an Unmanned Aerial Vehicle (UAV) [7]. Two other major
advantages are the small size of the fiber and the low weight of the overall measurement
system. Small diameter optical fibers have diameters below 0.05 mm and therefore can be
directly embedded into composite materials without significantly altering their structural
properties [51]. The whole measurement section of the fiber up to the interrogator is com-
pletely immune to electromagnetic interference [8]. FBGS have a high fatigue tolerance. It
was shown that they can sustain over 108 load cycles (2000 µε) without degradation [49].
However, FBG sensing also has a number of drawbacks that so far have prevented its
widespread introduction. Robust and economic techniques for fiber deposition during the
manufacturing process and reliable ways to incorporate connectors are still being sought
after [52, 53, 54]. The majority of currently available commercial FBG interrogators that
are suitable for a harsh environment are either based on a broadband light source together
with a dispersion element and a Charge-Coupled Device (CCD) sensor or a tunable laser
together with a photodetector. These systems currently only offer dynamic ranges of 20-
40 dB and noise floors in the range of 40 to 70 nε/
√
Hz [24, 55]. 40 dB is considered
to be the minimum acceptable dynamic range for applications in OMA [44]. Signifi-
cantly more sensitive interrogation techniques exist, e.g. based on interferometers [51, 56].
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However, these are widely considered to be too expensive and too fragile for SHM ap-
plications [10, 48]. Thus, apart from high strain applications the interrogators currently
available are not sensitive enough for dynamic testing in the field. The majority of interro-
gation techniques (including those suitable for SHM) lack the ability to remove unwanted
high frequency content (anti-aliasing) [57]. Conventional electric filters are not applicable,
since sampling happens before the optical signal is transformed into an electrical one. Re-
cently a number of approaches have been proposed to overcome or at least attenuate the
problem [57, 58, 59]. However, these have not been integrated into commercially available
products yet. It was shown that FBG peak-wavelengths can drift over time (up to 3 µε
per year), which the authors attributed to relaxation of strain in the FBG’s athermal
packaging [60]. Thus, in applications where absolute strain measurements are required
frequent recalibration or some type of compensation technique may be necessary.
The applicability of FBGS to SHM of aircraft or composite structures was analyzed
in a number of studies. Multiple applications related to aerospace engineering were shown
in [61]. A recent review of research and applications for SHM of composite aircraft struc-
tures was prepared by Di Sante [48]. Other reviews with focus on composite structures
in general were published in [53] and Kinet et al. [54]. While the number of studies that
concentrate on static strain measurements [49, 62, 63, 64] or impact damage detection
[65, 66, 67, 68] is considerable, the applicability to modal testing is less well investigated.
Cusano et al. [24] used four FBGS, each inscribed into an individual fiber, in an EMA
investigation of a small-scale UAV wing. They identified the first five modes of the system
and obtained results that were in good agreement with the simultaneously recorded ac-
celerometer measurements. Trickey et al. [69] investigated the detectability of low energy
impacts on a composite UAV wing model. They propose a transfer entropy metric to de-
tect nonlinearity in the system response, which they equate with damage. The approach
is used to detect a number of barely visible impact damages from dynamic FBG response
measurements excited by a shaker. They demonstrate that the proposed methodology
is more sensitive to the investigated damage than the first four natural frequencies of
the system, which were identified using a SSI method. In Capoluongo et al. [70] a T-
shaped steel model was used to investigate FBGS for damage detection and localisation
based on EMA. Two FBGS were bonded to the structure, which was excited at mul-
tiple locations with an impact hammer. FBGS- and accelerometer-based identification
resulted in similar identified natural frequencies. It seems that the SMS showed a higher
damage sensitivity than the DMS extracted with the accelerometer. Peeters et al. [71]
tested a shaker-excited helicopter blade under laboratory conditions using a fiber with
ten inscribed FBGS. The results showed a good correspondence with the simultaneously
recorded accelerometer measurements and a very good overall quality. The systems in all
the aforementioned EMA studies were artificially excited. Publications where FBGS were
used in combination with OMA are not known to the author.
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2.4 Operational Modal Analysis
The desire to extract modal properties from output-only measurements is nearly as old
as dynamic testing. The first rudimentary approach to OMA was the so-called Peak
Picking (PP) method, which has been used for decades to identify modal properties [44].
For broadly excited and weakly damped systems with well separated natural frequencies
the Spectral Density (SD) peak frequencies will approximately correspond to the natural
frequencies of the system and the ODS at such frequencies will be dominated by the cor-
responding mode shapes [72]. Ibrahim [73] proposed the Ibrahim Time Domain (ITD),
which is regarded as the first sophisticated OMA time-domain method. ITD relies on
the random decrement technique to extract modal properties from the random response
of the system. A Mechanical Systems and Signal Processing special issue [74] contains a
historical overview of OMA in wind turbine testing and the development of the Natural
Excitation Testing (NExT) algorithm [75], which is considered to be another milestone in
the development of OMA [76]. The authors point out that a major breakthrough in ambi-
ent testing was the recognition in the modal community that the correlation function of an
LTI structure excited by a white noise process essentially contains the same information
as the Impulse Response Function (IRF) of the same structure. Today the similarities
between IRF and Correlation Function (CF) in the time-domain and Frequency Response
Function (FRF) and SD in the frequency-domain are well understood and many popular
EMA algorithms were reformulated to be applicable in OMA [77]. Three other important
techniques became available in the mid 90s and at the beginning of the new millennium.
Overschee and Moor [78] introduced SSI, a parametric time-domain method that is still
considered to be one of the most sophisticated and robust OMA-techniques available to-
day [79, 80]. Brincker et al. [81] proposed the Frequency Domain Decomposition (FDD)
method, which is a non-parametric frequency-domain methodology that is popular due
to its clarity and comprehensibility. FDD can be considered to be the successor to PP.
Peeters and Van der Auweraer [82] described an operational polyreference Least-Squares
Complex Frequency-Domain (pLSCF) modal estimator, which is also known as PolyMAX,
that is quite popular because it yields very clean stabilisation diagrams1. This list is not
exhaustive. Today diverse implementations and modified versions of all the aforemen-
tioned procedures as well as a number of other methods exist. More recent reviews were
published by Zhang et al. [83], Masjedian and Keshmiri [84], Reynders [85] and Ghal-
ishooyan and Shooshtari [86].
Today OMA is mainly used and further developed in the civil engineering research
community. The available body of literature concerned with the application of OMA
to buildings and bridges is rather extensive. In contrast, the amount of publications
concerned with modal parameter extraction from fixed-wing aircraft is quite limited.
1SSI, FDD and PolyMAX are all available as user-friendly implementations in various commercial
software packages, which surely contributes to their popularity.
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Mevel et al. [87] presented an algorithm for automatic in-flight monitoring based on a
covariance-driven SSI-technique. They succeeded in automatically tracking the first two
modal frequencies and damping ratios from in-flight data of a large aircraft. The detected
frequencies showed the expected increase with progressively changing fuel level, whereas
the damping estimates showed strong variance. The study focused on the presented algo-
rithm. The authors did not publish any information about the investigated aircraft, the
measurement setup, the type and number of sensors, the investigated flight conditions,
mode shape estimates, etc. In Debille and Peeters [88] accelerometer response data from
a Polish PZL 28 twin-propeller aircraft flight campaign were used to extract modal pa-
rameter using PolyMAX and SSI. The authors successfully tracked natural frequencies
and damping ratios for several modes as a function of airspeed. The modes were selected
manually. No information about the mode shape detection quality was published. In
Peeters et al. [89] modal properties extracted from a sweep-excited in-flight flutter test of
a large aircraft were compared to turbulence-only excitation estimates for the same flight.
PolyMAX was used for OMA. The results showed good agreement for natural frequen-
cies and mode shapes but high damping ratio differences. Again the modes were selected
manually. No information about the flight conditions were given. De Cock et al. [90]
tested a recursive subspace identification method for natural frequency and damping ratio
tracking. Simulated data and acceleration data from a not further described aircraft were
used to track two to six physical modes, depending on the currently encountered flight
conditions. The results are compared with SSI. Schwochow and Jelicic [91] applied a data-
driven SSI technique to in-flight accelerometer measurements of a converted business jet
research aircraft. They successfully tracked eight modes throughout the transonic flight
regime. The publication focused on the OMA automatization procedure and no further
information about the in-flight tests were given.
It is evident from the available literature that it is possible to extract modal param-
eters from an ambiently excited wing in-flight. However, it is not clear how many modal
properties can be consistently identified from in-flight data of different aircraft types. The
excitation conditions are not well investigated and it is unknown in how far they are com-
patible with the OMA requirement of a stationary, band-limited white noise excitation
from multiple independent sources [44, 85]. This information is essential to assess the
feasibility of vibration-based SHM.
2.5 Automated Operational Modal Analysis and Structural
Health Monitoring
Automatization of OMA is the key to its application as damage-sensitive feature extractor
in automated SHM. No OMA procedure has the innate ability to return solely estimates of
the physical system modes. Instead, non-parametric methods like FDD will return a whole
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spectrum estimate, whereas parametric methods like SSI will return n mode estimates,
where n is the user-defined system order. The majority of automatic modal parameter
estimation techniques that are applicable to parametric OMA rely on the stabilization
diagram and try to mimic the behavior of experienced modal analysts. The stabilization
diagram is a technique in manual EMA and OMA to visualize the similarity between
modes that were identified at different system orders. Usually the frequency range is
plotted on the abscissa and the model order is shown on the ordinate. The approach is
based on the empirical observation that physical modes are identified with nearly identical
properties at every system order. Their modal properties are stable. Mathematical modes
on the other hand are not identified in a consistent way. Inconsistency thresholds for
natural frequency, damping ratio and mode shape variations between identifications from
different system orders are traditionally provided by the analyst to separate physical from
mathematical modes [32, 44]. These inconsistency thresholds can be expressed as
∣∣∣∣fn − fn+1fn
∣∣∣∣ ≤ dfth, ∣∣∣∣ξn − ξn+1ξn
∣∣∣∣ ≤ dξth, 1−MAC(φn,φn+1) ≤MACth (2.6)
where fn, ξn and φn are the natural frequency, damping ratio and mode shape of a
mode identified at system order n and fn+1, ξn+1 and φn+1 are the corresponding of a
mode identified from the next system order. MAC is the Modal Assurance Criterion [92].
dfth, dξth and MACth are user-defined thresholds with typical ranges 1-2%, 5-30% and
2-10%. If a mode is consistently identified at X consecutive system orders (typically 5-10)
it is flagged as stable. The traditional approach requires the user to select these four
thresholds and has to be manually adapted to every new application.
A number of studies tackled the problem of automatization. Peeters and de Roeck
[93] used an automatization procedure that requires stable physical modes to be detected
from at least five consecutive system orders. Stability is assessed using the traditional sim-
ilarity measures (Eq. (2.6)). Scionti et al. [94] discussed an approach where stable poles
that build well aligned vertical structures in the stabilization diagram are detected using a
two-histogram approach. Again, the traditional consistency thresholds are used to assess
stability. Van der Auweraer and Peeters [95] also discussed automatization procedures
based on the stabilization diagram and the traditional thresholds but further reviewed a
number of other physical mode criteria like the requirement of nearly non-complex mode
shapes in applications where such mode shapes generally do not appear. Furthermore,
they review a number of validation criteria for specific identification techniques. Chauhan
and Tcherniak [96] discussed two automatization techniques: The first approach again
relies on the classic stabilization diagram in combination with the traditional consistency
thresholds. The second approach generalizes the consistency comparison from modes at
consecutive system orders to modes from arbitrary system orders. Both procedures were
tested with numerical data and the second showed better performance for nearly overlap-
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ping poles. Magalha˜es et al. [97] proposes an automatization procedure centered around a
hierarchical clustering step that simultaneously separates the physical from the mathemat-
ical modes and clusters the physical modes from different system orders into coherent sets.
In [97] the procedure is combined with the traditional stability indicators and relies on at
least one user-defined parameter, namely the maximum within-cluster distance between
representations of the same physical mode from different system orders. The algorithm
was successfully tested with a covariance-driven SSI method and measurements from a
long span arch bridge. Reynders et al. [98] likewise adopted an approach centered around
hierarchical clustering. They eliminated the need for user-defined parameters through the
introduction of two additional k-means clustering steps, however at the price of restricting
identifiable modes to being nearly non-complex and well-excited. The method was tested
on measurements from two bridges, one in an OMA and the other in an Operational
Modal Analysis with eXogenous inputs (OMAX) setup. Devriendt et al. [99] proposed a
customized agglomerative hierarchical clustering procedure in combination with a fuzzy
clustering algorithm. The procedure relies on a number of arbitrarily chosen parameters
and is limited to nearly non-complex mode shapes. The methodology was successfully
tested on measurement data from an idling wind turbine. Allemang and Phillips [100]
proposed to replace the traditional consistency indicators with pole-weighted modal vec-
tors and showed this to be beneficial for closely spaced modes. Schwochow and Jelicic [91]
likewise replaced the traditional consistency indicators with another pole-weighted indica-
tor, namely the Pole-weighted Extended Modal Assurance Criterion (MACXP) originally
proposed by Vacher et al. [101]. The procedure relies on a number of arbitrarily chosen
parameters. In [91] the method is tested on in-flight data and GVT data of two different
aircraft models. Rainieri and Fabbrocino [102] introduced a somewhat different approach
to Automated Operational Modal Analysis (AOMA) where in the first step the output
correlation matrix is diagonalized and a covariance-driven SSI method is applied to every
diagonal element individually. The proposed methodology utilizes hierarchical clustering
and does not rely on parameters that have to be tuned by the user. However, the number
of modes in the investigated frequency range is limited by the number of sensors, the
damping ratio is restricted and the returned mode shapes have to be extracted using the
non-parametric FDD method. The automatization procedures hitherto described were all
developed for parametric system identification. For non-parametric methods like FDD,
where the system is not identified at different system orders, other approaches are needed.
Brincker et al. [103] introduced an automated FDD methodology. The procedure first
identifies peaks of the first singular value, checks whether these are likely to be physical
and classifies the region around the peak as either modal or noisy accordingly. Whether
a peak is a modal peak or a noise peak is decided based on the modal coherence between
the first singular vector at the peak and at the neighboring frequency points. Rainieri and
Fabbrocino [104] proposed a method that relies on an averaged Modal Assurance Criterion
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(MAC) vs frequency diagram built from consecutive datasets.
The overview provided in the preceding paragraph shows that considerable effort has
gone into the development of sophisticated OMA automatization methodologies. A num-
ber of studies discussed and investigated the incorporation of AOMA into a full SHM
system. Possibly the first large-scale application of OMA to SHM was the investigation
of the Z24 bridge, which was continuously monitored for one year before it was artifi-
cially damaged and later demolished. Peeters and de Roeck [93] used a data-driven SSI
method to extract modal properties from these measurements. They were able to ex-
tract four consistently identified natural frequencies in the investigated frequency range.
An Autoregressive Exogenous (ARX) approach was used to model the (static and dy-
namic) temperature influence. From this model confidence intervals were estimated that
were exceeded when the bridge was damaged. Rainieri et al. [105] showed results from
a FDD-based building monitoring system before, during and after an earthquake. All
three monitored natural frequencies showed a slight decrease after the earthquake. Ma-
galha˜es et al. [106] used data from a two-year monitoring campaign of an arch bridge to
extract 12 consistently identified natural frequencies using the pLSCF method and the
automatization technique proposed in [97]. A temperature-normalized baseline dataset
was built and subsequently tested with numerically created damage scenarios. T 2 control
charts were used to successfully detect all investigated damages. The authors point out
that with enough baseline data and the proper application of statistical tools they were
able to detect natural frequency shifts lower than 0.4%. Reynders et al. [107] used the
Z24 data to test a kernel PCA-based damage detection methodology. Again four natural
frequencies extracted using a data-driven SSI method were used as damage-sensitive fea-
tures. They succeeded in detecting the damage without the use of explicit measurements
of the operational variability. Hu et al. [108] published results from a longtime-monitoring
project of a stress-ribbon footbridge. Twelve natural frequencies were extracted using a
covariance-driven SSI method and were subsequently used as damage-sensitive features.
Multiple damage scenarios were derived from an updated numerical model and successfully
detected with the proposed approach.
From the results of the studies listed above, it appears appropriate to say that AOMA-
based SHM in civil engineering has slowly started its transition from research to prac-
tice [109]. However, there are still a number of open issues regarding automatization.
Current practise heavily relies on manual parametrization by expert users. The traditional
approach to AOMA requires the user to select multiple consistency thresholds [91, 96, 99].
Approaches that do not expect the user to define consistency are limited to non-complex
and well-excited modes [98], do not work well with low sensor numbers [102] or average
multiple datasets, which makes them unsuitable for systems that are subjected to quickly
changing OEV [104]. Whereas the problem of AOMA was discussed in some detail in the
literature, the problem of automated baseline set preparation for AOMA-based SHM has
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not been studied yet. Instead, for the few hitherto published AOMA-based SHM studies,
the setup of the baseline dataset apparently involved iterative data processing and manual
user interaction. The goal in developing methods that reduce user-interaction is to replace
the subjective assessment of an experienced operator with a methodical and data-driven
decision. The more data have to be examined before a decision on certain parameters
can be made, the more time-consuming the process and the more user-dependent the out-
come. To train a vibration-based SHM system to detect damage under the influence of
OEV thousands of datasets have to be processed. At some operation points excitation-
induced disturbances may be falsely identified as structural modes. Some modes will be
excited under all operational conditions, whereas others will only be detectable under cer-
tain circumstances. Thus, a large number of samples may have to be examined to decide
on the proper choice of damage-sensitive features and the parametrization of the data
processing toolchain. This approach is labor intensive, often not transparent and difficult
to reproduce, which at the end may lead to less than optimal damage detection capability
of the SHM system.
2.6 Operational and Environmental Variability
Every long-term SHM study carried out to date showed that OEV-induced modal param-
eter changes can be significantly larger than the changes introduced by realistic damage
scenarios [106, 108, 110]. The consideration of OEV, which is sometimes called data
normalization in the context of SHM, is regarded as one of the major challenges facing
SHM [11, 29]. Aircraft are subjected to a variety of OEV. It is well known from aeroelastic
theory that damping and stiffness matrices are affected by the airflow velocity [111]. Angle
Of Attack (AOA) changes can also provoke nonlinear system behavior [112]. Decreasing
fuel levels, icing or different take-off masses do have an influence on the mass distribution.
Temperature changes and strong vibration levels modify the dynamic system behavior as
well. All listed effects do increase the variance of the tracked damage-sensitive features
and thus can hide damage-induced changes. In general three approaches can be pursued
to factor in the effects of OEV: 1) One can use features that are insensitive to OEV but
are affected by damage. 2) One can directly measure the dominant OEVs and e.g. regress
the damage-sensitive features on the OEV measurements. 3) One can collect data over
a wide range of operational and environmental conditions and use these to describe the
normal state of the system.
Cross et al. [113] investigated multiple approaches to damage detection without ex-
plicit measurements of the operational variability. They showed an example of damage-
sensitive features that are insensitive to temperature variation. Their approach was to
select lamb-wave spectral lines that showed little variation under artificially produced
temperature changes. These features were subsequently used to train an outlier detection
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model that successfully detected the investigated damage scenario. There are a number
of problems with this approach. First, to demonstrate an OEV-insensitivity for a new
SHM application, data from a wide range of operational and environmental conditions
are needed. Second, features that are insensitive to environmental variability may indeed
show the same insensitivity to damage. In fact, one of the fundamental axioms of SHM
introduced in [13] says that “without intelligent feature extraction, the more sensitive a
measurement is to damage, the more sensitive it is to changing operational and environ-
mental conditions”. Thus, simply selecting features that show no response to OEV may
result in a set of features that have a significantly lower damage sensitivity. The case in-
vestigated by Cross et al. [113] demonstrates this. The mean novelty index of the damaged
samples trained on all features is significantly further away from the threshold value than
the corresponding mean index trained on features that are insensitive to the temperature
variability.
The second approach to data normalization is the direct measurement of the en-
countered operational and environmental variability. These measurements can be used
to create new, OEV-normalized features through regression. In principle, this approach
allows to model highly non-linear system behavior as well as to monitor operation points
that were not present in the original training set, provided that they can be represented by
the regression model. To make sure that the model properly represents the system behav-
ior sufficient samples from the operational and environmental domain, especially at and
near the boundaries, are required [12]. The regression approach to SHM was investigated
and applied in a number of studies. Peeters et al. [110] noticed a bilinear relationship be-
tween the measured natural frequencies and the temperature, with the switching point at
zero degree Celsius. A dynamic linear regression model was used to model the dependency
above the freezing point. To account for thermal inertia, temperature measurements from
different points in time were combined into an ARX model. Worden et al. [114] discussed
two approaches for data normalisation when the OEV is measurable. A polynomial re-
gression model and an interpolation method were tested on numerically generated data.
They showed that when the normal domain is not sufficiently sampled the Mahalanobis
Squared Distance (MSD)-based outlier detection procedure may fail, since the covariance
matrix estimate is not guaranteed to be positive definite. Moser and Moaveni [115] inves-
tigated a small bridge and also noticed a freezing-induced bilinear relationship between
the six detected natural frequencies and the temperature. The best regression results were
obtained with a fourth-order polynomial static model with R2 values between 0.45 and
0.87 on test data. Magalha˜es et al. [106] used direct measurements of the temperature at
multiple locations and with different time-shifts, lateral acceleration measurements and
an indirect measurement of traffic jam through the damping ratio of the second bending
mode for a linear regression model. They were able to explain between 64% and 90% of the
test set variability of the first twelve bridge natural frequencies. Sohn [29] lists a number
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of other bridge studies where regression models were used to account for the temperature
variability. An alternative to the regression approach is to divide the available training
data into subsets, each representing measurements under approximately constant Opera-
tional and Environmental Conditions (OEC) and train an individual anomaly detection
system on each subset [29]. These techniques are known as step function approaches in
statistical learning and are especially suitable for OEV that show natural breakpoints
in the data or can be described by categorical variables [116]. A third way to include
direct measurements of OEV into a SHM system is to append the OEV variables to the
damage-sensitive feature and learn the normal system behavior from their joined distri-
bution. This approach was rarely investigated in the context of SHM. However, it is the
dominant approach to anomaly detection in many other disciplines [30, 117].
For the majority of SHM applications neither sufficient OEV-insensitive features are
available nor are thorough direct measurements of all the significant OEVs feasible. Thus,
even after partial data normalization by means of regression, the damage-sensitive features
will still vary considerably in time and potentially hide critical damage. This situation
can be improved if sufficient damage-sensitive feature measurements of the undamaged
system from all encounterable OEC are available. Under such conditions it is possible to
describe the normal domain of the feature space. Samples that are outside the domain
boundary can then be classified as anomalies that were possibly caused by damage. A
quite popular approach in SHM is to find the directions of largest variance in the baseline
data using PCA and remove the influence of the major principle components from the
data [29, 106, 108, 113]. Magalha˜es et al. [106] removed the influence of the first two
principle components after data normalization by regression. Hu et al. [108] used PCA
to remove the environmental effects, including the temperature variability. They used
the available temperature data for exploratory analysis but never as part of the SHM
system. Instead the principal components that explained 95% of the baseline data vari-
ance were used to normalize the feature vector. Cross et al. [113] only used the last ten
minor principle components for damage detection, which accounted for a mere 0.005%
of the variation in the training data. PCA is not scale invariant and Cross et al. [113]
showed that under certain circumstances the unscaled features can result in a better dam-
age detection performance. A number of similar approaches exist. Deraemaeker et al. [28]
studied vibration-based damage detection under temperature variability using a numerical
bridge model. Natural frequencies and mode shapes identified with SSI and peak indi-
cators combined with special filtering (modal filters) were investigated as features. The
environmental effects were removed from the features by means of FA. Kullaa [118] pro-
posed the method of missing data analysis to blindly remove the environmental variability.
Reynders et al. [107] uses kernel PCA to create a nonlinear environmental model of the
Z24 bridge data. Contrary to the approach described in [110], Reynders et al. [107] did not
use any direct measurements of the OEV to successfully detect the investigated damage
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cases. The proposed methodology showed significantly better damage detection capabili-
ties than the linear PCA method used as a reference. A recent overview of statistical tools
for blind source separation for data normalization was published in [119].
To distinguish between normal observations and outliers some type of statistical dis-
cordancy test is needed. The by far most frequently used classifier in SHM is the Maha-
lanobis Squared Distance (MSD) or the identical Hotelling or Shewhart T 2 chart. This
type of test is used among others in [28, 29, 106, 108, 113, 120, 121]. The MSD is defined
as
d2m = (xn − µˆBL)T ΣˆBL−1 (xn − µˆBL) (2.7)
where d2m is the MSD, ΣˆBL is the covariance matrix estimate of the baseline feature
matrix X, xn is the to be tested feature vector and µˆBL is the estimate of the mean
feature vector. A constant MSD threshold can be understood as a higher-dimensional
generalization of an ellipsoid that covers a certain proportion (e.g. 95%) of the baseline
data under OEV. For data that follow a normal distribution all observations at a constant
MSD are equiprobable [122].
Interestingly, in SHM the MSD is often combined with some type of covariance matrix
based approach, like PCA, to remove the influence of unmeasured operational and envi-
ronmental variability [28, 106, 108, 113]. However, the MSD itself has the inherent ability
to consider OEV. Deraemaeker et al. [123] showed that the MSD can be decomposed into
a part that is projected on the principal components dominated by the OEV and a second
part that is orthogonal to the OEV-dominated principal components. In other words, it
can be shown that the MSD “is equal to the sum of squares of the scores of all non-zero
standardised principal components” [124]. Thus, the often used approach to monitor the
minor principal components may be more sensitive to feature vector changes that point
into the direction of the minor components. However, this comes at the price that dam-
age that manifests itself in a major principle component direction but outside the ellipsoid
spanned by an MSD threshold cannot be detected using a minor PCA-based monitoring
approach, whereas it could be detected when the MSD were directly applied. Figueiredo
et al. [15] compared four algorithms for damage detection under OEV. The four investi-
gated algorithms were Auto-Associative Neural Network (AANN), FA, SVD and MSD.
A three-story frame structure was used as test bed. OEV was simulated through mass
and stiffness variation. A nonlinear bumper element was used to simulate damage. To
maximize the performance of the AANN and the FA methods a priori knowledge about
the number of unobserved underlying variables is necessary. This is pointed out as a
drawback of both methods for real-life applications, since this is information is usually
not available. Overall the authors rated the direct application of MSD to be the best
approach, due to its excellent classification performance, small computational effort and
the fact that it does not rely on additional information about the underlying variability.
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The MSD is not well suited for non-normal distributed data [122]. In general a
wide selection of more flexible anomaly detection and one-class classification techniques
are available that can model highly non-linear domain boundaries in the feature space.
Popular reviews were published in Hodge and Austin [30] and [117]. However, these
techniques so far hardly find use in SHM. What makes the application of more flexible
anomaly detectors to SHM problematic is that flexible techniques in general have more
parameters that have to be optimized for the application at hand. In order to find the
optimal parameters the fraction of false positives as well as the fraction of false negatives
on test data have to be minimized [125, 126]. Continuous monitoring of an undamaged
structure under OEV is comparatively simple or at least feasible for many engineering
structures. Comprehensive experimental damage studies of complex engineering structures
like aircraft on the other hand are prohibitively expensive. Thus, it is not possible to
evaluate the false negative rate from experimental data. The use of modal parameters as
damage-sensitive features opens the possibility to create outlier samples from numerical
models (except for damping ratios, which cannot be predicted with numerical modal
analysis). Magalha˜es et al. [106] and Hu et al. [108] used numerically generated damage
scenarios from updated FEA models to test their vibration-based SHM methodologies.
However, whether a real damage at the investigated position would create a similar shift
of the feature vector and whether there could be any interaction between the damaged-
induced feature vector change and feature vector changes due to OEV was not investigated.
A number of methods for parameter optimization of flexible one-class classifier without
samples of the outlier class were proposed. Some propose to artificially create outliers in
the hyperspace around the normal domain [127], others try to minimize the error rate and
simultaneously find a geometrically optimal solution [128]. It seems that hitherto only
Reynders et al. [107] applied an automatically parametrized nonlinear domain description
technique to a realistic SHM dataset (Z24 bridge data). The investigated kernel PCA
requires two parameters to be selected. The proportion of variance explained was pre-
set to a comparatively high value (0.99) whereas the second parameter, the Gaussian
kernel parameter σ, was automatically chosen to maximize the information entropy of
an inner product matrix as suggested by Widjaja et al. [129]. Deraemaeker and Worden
[130] tested two other nonlinear techniques (AANN and multi factor analysis) on the Z24
bridge data. However, they manually selected the model parameters, apparently based on
their performance on the test data.
The vast majority of SHM studies under OEV concentrate on temperature variability
and for many civil engineering structures temperature-induced effects are the main source
of feature vector variability [93, 106, 108, 119, 131]. Many of these studies show a nearly
linear relationship between natural frequencies and temperatures above the freezing point.
Mass loading due to heavy traffic was shown to be a significant driver of operational vari-
ability for bridges [29]. Recently offshore wind turbine towers and foundations receive
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more attention. Tidal levels seem to be the driving factor of environmental variability
there [99, 132]. In laboratory studies OEV is often simulated through mass, stiffness or
temperature modifications [11, 15, 29]. Moaveni et al. [133] investigated operational vari-
ability using a full-scale seven-story concrete building model. The excitation amplitudes
were found to have the largest influence on the modal properties as a result of structural re-
sponse nonlinearity. The effect of wind-induced variability in the context of SHM was less
thoroughly studied. Masato et al. [134] showed that the first fundamental frequency of the
investigated long-span suspension bridge decreased with increasing wind velocity. Peeters
and de Roeck [93] found no relationship between the four extracted natural frequencies
of a concrete bridge and the measured wind characteristics. However, it is well known
that wind characteristics have a substantial influence on modal properties, especially if
the structure under consideration is a slender cantilever [112, 135].
To summarize the current state of vibration-based SHM under operational and envi-
ronmental variability one can say that the applicability of regression to the data normaliza-
tion problem and the value of direct OEV measurements were conveniently demonstrated
in a number of longtime monitoring studies of bridges [106, 108, 110]. A rich toolset of
statistical and machine learning techniques can be used to regress the damage-sensitive
feature measurements on direct or indirect measurements of the OEV [12, 136]. Consid-
erable effort has gone into the development of “blind” normalization techniques, where
direct measurements of the operational and environmental variabilities are not available.
Especially a number of linear techniques that incorporate covariance matrix estimates like
PCA, FA, MSD and missing data models showed promising results despite their inherent
shortcomings in describing nonlinear decision boundaries [15, 108, 118, 130]. More flexible
one-class classification techniques that allow for nonlinear domain boundary descriptions
are known [137].
Despite the progress to date, the application of flexible one-class classification tech-
niques to the problem of SHM is currently in its infancy and was not yet conveniently
demonstrated. Certain types of OEV, like the effect of temperature variability on bridges,
is well investigated and understood. Other types of OEV and structures are not as well
analyzed. Specifically, limited publications have considered the effect of wind velocity
on slender cantilever like structures, and no publications to date have considered the ef-
fect of AOA. The majority of publications deal with cases where only a single dominant
source of OEV is present. Community practice in AOMA-based SHM seems not to show
consideration for the limitations of unsupervised dimensionality reduction techniques in
the context of SHM. The interaction between damage and OEV and what this means
for damage detection, localization and higher levels of SHM was not investigated yet. A
better understanding of all the aforementioned is critical to assess the suitability of an
AOMA-based approach to SHM of aircraft wings.
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2.7 Summary
The literature review discusses the current state of vibration-based SHM, where the
damage-sensitive features are modal parameters that are extracted from ambiently ex-
cited structures. The properties that make modal parameters excellent candidates for
SHM were presented in section 2.2. Fundamental limitations, like the ineligibility of
damping ratios for SHM levels beyond damage detection, were identified. The review re-
vealed the consideration of operational and environmental variability and the integration
into a statistical framework to be two reoccurring topics that many researchers consider
to be the major challenges for modal-based SHM.
In section 2.3 the current state of fiber optical sensing technology for dynamic testing
was reviewed. The benefits as well as the drawbacks of FBGS were discussed in the context
of SHM. Publications were listed where FBGS were used for EMA and it was revealed
that FBGS hitherto were not used in combination with OMA.
A short historical overview and the major development milestones of OMA were
presented in section 2.4. Investigations in the context of aircraft wings were reviewed and
the gaps in the body of knowledge concerning in-flight loads and their influence on the
identification process were highlighted.
Automatization of OMA and baseline set preparation was discussed in section 2.5.
The review revealed current practise to either be not well suited for aerospace applications
or largely dependent on manual parametrization and expert knowledge, which may lead
to less than optimal damage identification results.
Section 2.6 reviewed approaches for data normalization. The three generally available
approaches to deal with OEV were discussed and reviewed. It was shown that even if
the amount of literature concerned with OEV is considerable, wind-induced variability
hitherto received little consideration and the vast majority of applied studies focused on
regression for direct OEV measurements and dimensionality reduction for blind OEV
normalization.
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CHAPTER 3
Operational Modal Analysis of a
Cantilever in a Wind Tunnel using
Optical Fiber Bragg Grating Sensors
Abstract
Although it is well known that modal parameters change under varying wind excita-
tion, studies where these changes are systematically investigated with Operational Modal
Analysis (OMA) are rare. Wind tunnels and Fiber Bragg Grating Sensors (FBGS) were
hitherto not used as tools for OMA structural excitations and their advantages and lim-
itations are not well understood in this context. This chapter presents the results of
a study where a composite cantilever was operated at three Angles Of Attack (AOAs)
and subjected to three airflow velocities in a wind tunnel. The structural response was
measured using ten surface-mounted FBGS inscribed into a single optical fiber. The spec-
tral content of the inflow velocity was measured with a hot-wire anemometer. Strain
Mode Shapes (SMSs), natural frequencies and damping ratios were automatically iden-
tified using two OMA-methods: Stochastic Subspace Identification (SSI) and Frequency
Domain Decomposition (FDD). The spectral content of the airflow velocity is investigated
and the terms of fulfilling the OMA excitation requirements are discussed. The use of
FBGS for structural dynamic measurements is critically discussed and compared to re-
sults of conventional piezoelectric sensors. Finally, the SSI and FDD identification results
are compared and assessed with regards to their identification performance. This study
shows that wind tunnels are a suitable source of structural excitation for OMA, that
FBGS may have considerable limitations for ambient structural vibration measurements,
that modal parameters change significantly under the investigated operational conditions
and that these changes can be detected using the two investigated OMA-methods with
varying degree of success.
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3.1 Introduction
Operational Modal Analysis (OMA) is a promising candidate for damage-sensitive feature
extraction in Structural Health Monitoring (SHM) of wind-excited composite cantilever-
like structures. The two most significant engineering systems that match this description
are aircraft wings and wind turbine blades. Both structures are subjected to varying
wind-excitation and are operated under changing Angles Of Attack (AOAs). Operational
variability will often mask structural changes caused by damage [29]. To be able to
separate damage-induced changes to modal parameters from excitation and identification
variance it is necessary to know how the excitation influences the structural response and
whether these changes can be detected using OMA. Wind tunnels can be a valuable tool
for OMA-based SHM system model testing that produce much more realistic excitation
conditions than any of the classic sources of excitation used in the laboratory environment.
However, the spectral content of wind tunnel flow fluctuations has never been analyzed
with respect to the excitation requirements imposed by OMA theory. Fiber optical sensors
are thought to have significant technical and economical potential for applications in
SHM of aircraft wings and wind turbine blades [7, 8]. Despite this, Fiber Bragg Grating
Sensors (FBGS) were never examined as a sensing technology for OMA testing. Since the
number of identified modal parameters and the identification quality directly influences the
damage detection performance of an SHM system it is critical to evaluate the identification
performance of different OMA techniques, like Frequency Domain Decomposition (FDD)
and Stochastic Subspace Identification (SSI), to understand the approach that performs
best under the conditions described above.
OMA was developed as a tool for dynamic testing of structures that are hard or impos-
sible to excite artificially. Classic ambient excitation sources in civil engineering are wind
loads, traffic and ground motion. Under laboratory conditions impact hammers, electro-
dynamic shakers or a single loudspeaker are often used [138, 139]. However, for laboratory
OMA tests the latter three are actually inappropriate sources of excitation, since they may
limit the number of independent excitation sources and the rank of the structural response
matrix to one, making it impossible to identify closely spaced modes [44, 140]. The random
(in space and time) application of some type of brushing or scratching device is considered
to be best practice for laboratory OMA investigations of small structures [44]. However,
the manual application of a brush seems impractical and error prone when a large num-
ber of measurements, possibly under various operational conditions, have to be recorded.
Thus, the use of wind tunnels for OMA testing would have several advantages, among
them, the contact-free application of a well-controllable, continuous excitation source that
much better represents the operation conditions for many engineering structures in the
field in terms of aerodynamic damping and load distribution than any of the classic labo-
ratory excitation sources. However, in classic aeroelastic testing wind-induced vibrations
were only treated as a source of noise and not as the main sources of structural excitation.
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Hence, the wind load created by a wind tunnel was never investigated with respect to the
excitation requirements imposed by OMA theory. It is therefore critical to assess whether
wind tunnel flows do not have any narrow-banded disturbances in the spectral content of
the flow and whether the fact that turbulent fluctuations are correlated in space and time
does not violate the multiple independent source requirement for small-scale models.
It is well known from aeroelastic theory that the mean flow velocity has a considerable
influence on the modal properties of a wing. The classic structural dynamic equation can
be adapted to account for the airflow velocity [135]. This leads to the modified equation
of motion in state-space representation[
q˙
q¨
]
−
[
0 I
−M−1 (ρv2A+K) −M−1 (ρvB+C)
] [
q
q˙
]
=
[
0
0
]
(3.1)
where M,B,A,C,K are the structural inertia, aerodynamic damping, aerodynamic stiff-
ness, structural damping and structural stiffness matrices, respectively, q are the gener-
alized coordinates and v is the mean velocity. Equation (3.1) is of the form x˙ −Qx = 0
and can be transformed into a eigenvalue problem assuming that x = xoeλt
(Q− λI)xo = 0 (3.2)
It is directly evident from Eq. (3.2) that modal parameters identified from wind-excited
structures will vary for different flow velocities. Furthermore, it has been shown that
slender, high-aspect ratio beam modal parameters will change under varying loads [112],
which is what happens when the AOA is varied. Thus, the theoretical interaction between
modal properties and wind velocity and AOA have already been investigated. However,
the practical detectability of such shifts with OMA has not been experimentally verified
yet. An important question in this context is whether the OMA identification variance
under constant operational conditions is significantly lower than the wind-induced changes
for all extracted modal properties (natural frequencies, damping ratios and mode shapes).
This question directly translates to the problem of modal feature selection for subsequent
damage detection in SHM.
The advantages of FBGS include the ability to deploy dozens or even hundreds of
sensors on a single fiber with only a single connector, negligible weight penalty, seamless
integration with composite materials and absolute electrical noise immunity. Usually high
costs are named as primary hindrance for their breakthrough, and to a lesser degree their
delicate handling [8]. Two other serious limitations of FBGS interrogation techniques
that are robust enough for vibration-based SHM in the field are seldom mentioned: The
comparatively low Signal-to-Noise Ratio (SNR) and the lack of analog low-pass filter
capability. FBGS were successfully used in combination with an electrodynamic shaker
for Experimental Modal Analysis (EMA) of a helicopter blade [71]. In EMA the load
magnitude and frequency distribution can be adapted to the limitations of the FBGS
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interrogator. However, this is not possible for wind-excited structures in combination
with OMA. Since ambient excitation conditions are a much more realistic application
scenario for FBGS in SHM of aircraft wings and wind turbine blades it is important to
assess the performance of FBGS under such excitation conditions and identify possible
limitations and potential for improvement.
Two of the most popular OMA techniques are FDD and SSI. The two methods pursue
sort of opposite approaches to OMA. SSI can be classified as a parametric time-domain
methodology, whereas FDD is a non-parametric frequency domain method. FDD is signif-
icantly faster and easier to interpret but yields a biased estimate of the modal parameters,
whereas SSI is computationally significantly more expensive but is considered to be one
of the most powerful identification techniques available today [44, 79]. Automatization
techniques were proposed for both methods in the last decade [97, 103]. Thus, in principle,
both methods can be utilized as damage-sensitive feature extractors in an SHM system.
Identification results from both techniques were compared in a number of studies, often
with similar results [139, 141]. However, these studies usually compared civil engineering
structures that were monitored using accelerometers. The use of FBGS introduces unique
challenges like modes that are barely excited above the noise floor and power levels between
modes of interest that span 40 dB. For embedded applications computational efficiency is
still an important factor. Thus, it is worthwhile to evaluate whether FDD and SSI yield
similar identification results for the investigated scenario in which case FDD could be the
more sensible modal parameter-extractor choice or if the challenging measurement signal
conditions require the use of the more sophisticated SSI technique.
This chapter deals with the use of wind tunnels for OMA, the separability of identi-
fication variance and wind-induced modal parameter changes, the use of FBGS for wind-
excited OMA and the performance of FDD and SSI in the context described above. The
spectral content of the wind tunnel flow is measured with a hot-wire anemometer and
analyzed at different flow velocities. Structural response measurements at nine different
operation points (three velocities and three AOA) are recorded and examined with re-
spect to the identification variance. The FBGS response measurements are compared to
measurements with piezoelectric sensors and critically discussed with regards to their suit-
ability for OMA testing. Finally, FBGS structural response measurements are evaluated
with automatic FDD and SSI methods and the performance of the two methodologies is
assessed.
3.2 Methodology
3.2.1 Hardware setup
The investigation was conducted in a closed-loop wind tunnel with an open test section
and jet outlet diameter of 0.8 m. The experimental setup is shown in figure 3.1. The
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Figure 3.1: Wind tunnel setup.
investigated specimen was a glass fiber-reinforced polymer plate (500 mm × 90 mm × 4
mm). It was mounted in a hydraulic machine vice on a mechanic indexing device which
in turn was attached to a floor-mounted steel frame. The structural response of the spec-
imen was measured using three sensor types: FBGS, a unidirectional accelerometer and a
piezoelectric strain sensor. The inflow velocity was measured with a hot-wire anemometer.
The individual positions of all used sensors are shown in figure 3.1.
An optical fiber with 10 inscribed FBGS was surface-bonded to the specimen. The
optical strain data were evaluated using a Bluebox Z850 interrogator of Jenaer Messtech-
nik GmbH company. The interrogator is limited to a sampling rate of 400 Hz and has
no anti-aliasing filter. The impact of these two restrictions is discussed in section 3.3.
The sampling rate was set to the maximum 400 Hz during all measurements. A PCB
piezoelectric strain sensor (model 740B02) and a PCB piezoelectric accelerometer (model
352C23) together with a LMS SCADAS interrogator were used to verify the results of the
FBGS system and furthermore to measure the system response up to higher frequencies
and down to lower vibration levels. The data were recorded at a sampling frequency
of 1600 Hz. The inflow velocity and its fluctuation were measured using a TSI thermal
anemometry probe (model 1220) together with a TSI IFA 300 anemometer system. The
sampling rate of the system was set to 2000 Hz.
35
CHAPTER 3: OPERATIONAL MODAL ANALYSIS OF A CANTILEVER IN A WIND TUNNEL
USING OPTICAL FIBER BRAGG GRATING SENSORS
3.2.2 Test procedure and data processing
The inflow velocity and the AOA were varied in three discrete steps (v1...3 ≈ 70 km/h,
100 km/h 140 km/h and α1...3 ≈ 0°, 1° and 2°). This resulted in 9 individual operation
points. At each operation point all structural response sensors were recorded for nearly
45 minutes. The FBGS measurements for each operation point were split into 32 equally
sized datasets, which were processed individually. The data were first passed through a
4th order Butterworth high-pass filter with 0.5 Hz cutoff frequency to remove the strain
offset from the mean wind load and the slow temperature drift of the FBGS. The time-
domain data were then slightly cropped to remove the transient filter response. This
resulted in datasets of approximately 80 seconds in length with nearly 900 repetitions of
the first natural frequency in each dataset. The minimum time series length Tmin can be
estimated using an approach suggested by Brincker and Ventura [44]
Tmin >
20
2ξlowflow
(3.3)
where flow is the lowest natural frequency of interest and ξlow the damping ratio of the
mode associated with this frequency. Preliminary analysis showed that the first bending
mode 1B at 11Hz has a damping ratio of at least 0.05 under wind-on conditions, which
results in a minimum time series length of approximately 20 seconds. Thus, the chosen
blocksize is more than sufficient to capture the modal properties of the first mode of the
structure.
Modal parameters were identified from each individual dataset using the commer-
cial OMA software ARTeMIS Modal 3.6. Two popular OMA-methods were used to ex-
tract natural frequencies, damping ratios and Strain Mode Shapes (SMSs) from the data:
Stochastic Subspace Identification - Canonical Variate Analysis (SSI-CVA) and Curve-
fit Frequency Domain Decomposition (CFDD). For both methods only modes that were
automatically detected by ARTeMIS Modal were used during the later analysis. The au-
tomatic estimation algorithm was parameterized as follows: The dynamic headroom was
set to 60 dB to allow for the identification of weak modes, the Modal Assurance Criterion
(MAC) rejection level was set to 0.85 to account for the low SNR of the FBGS interroga-
tor. The maximum damping ratio was set to 15% to be able to consistently identify the
strongly damped first bending mode.
Identification with the SSI-CVA method sometimes resulted in multiple identification
of the same mode from a single dataset. This resulted in bigger variation of the modal
parameters and also in an overrepresentation of individual datasets in the data. To remove
these “spurious” modes all identified modes of an operation point were hierarchically
clustered based on a normalized frequency distance measure. Multiple occurrences of a
mode from one dataset in a cluster were then tested against their distance to the cluster
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center based on the Extended Modal Assurance Criterion (MACX) [101]. Only the best
fitting mode was kept in the cluster.
All Power Spectral Density (PSD)-diagrams within this chapter were made with
Welch’s approach, a Hanning window and 50% overlap. The 32 FBGS datasets of each op-
eration point were split into 6 segments. The estimates of each dataset were then averaged
to one estimate of the operation point, which resulted in 192 individual segments. The
measurement data of the piezoelectric strain sensor, the accelerometer and the anemome-
try probe were first high-pass filtered with the method described above and then directly
averaged from 192 segments.
3.3 Results and Discussion
3.3.1 Spectral content of a wind tunnel flow
Figure 3.2 shows the inflow velocity PSDs at three different inflow velocities. As one would
expect, the overall power of the signal increases with increasing velocity throughout the
frequency range. The frequency response can be separated into two regions. A high-
turbulence region at low frequencies and a low-turbulence region at higher frequencies.
The transition frequency between high-frequency and low-frequency region depends on
the mean inflow velocity. For the three investigated frequencies the transition starts
between 20Hz and 40Hz and takes place over a range of of approximately 20Hz, where
the signal power drops about 15 dB.
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Figure 3.2: Velocity-PSD from hot-wire anemometer.
Overall both regions very well fulfill the OMA requirement of a white (or at least
smoothly varying) excitation. Especially the low-frequency region shows a nearly flat
spectrum. However, both regions are interrupted by sharp and narrow-banded elongations.
The peak in the high-frequency range at 88 Hz is caused by the first bending mode of the
hot-wire support and thus is not part of the wind-excitation. The low frequency range
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is dominated by multiple peaks. Their frequencies depend on the mean inflow velocity,
but are not directly proportional to the rotor speed of the ventilator. The highest peak
for v1 is located at 10.38 Hz, almost exactly at the first bending mode frequency of the
investigated cantilever specimen (11.06 Hz for v1). The first peak then shifts to 14.04 Hz at
v2 and 17.09 Hz at v3. The existence of these peaks is a violation of the smoothly varying
excitation assumption. Consequently, they can be identified in the structural response
PSDs and are also falsely identified as structural modes using OMA (section 3.3.3). The
occurrence of the peaks was validated from measurements with and without the specimen
mounted in the wind tunnel.
It is important to note that the actual excitation of the specimen is not the result of
inflow velocity variations (atmospheric or inflow turbulence) alone. Viscous shear effects
near the surface (boundary layer turbulence) are another excitation source, which is not
measured here. Turbulent boundary layer excitation is known to be more smoothly spread
throughout the frequency spectrum [142] and hence better fulfills the OMA demands,
assuming that no pronounced oscillating separation occurs. In chapter 4 and 7 surface
pressure measurements from a wing model in a wind tunnel are used to further evaluate
the frequency content of wind-induced vibrations.
A second important excitation source requirement in OMA testing is the need for
multiple independent sources of excitation [44]. When no load measurements are available
Brincker et al. [140] suggest to investigate the output spectral density response (figure 3.3).
The number of active singular values in the plot is a measure for the rank of the output
spectral density matrix and thus a measure for the minimum rank of the input spectral
density matrix. This interrelationship is further evaluated in chapter 7. Figure 3.3 shows
that multiple singular values are active throughout the frequency range, indicating that
the excitation can be considered to be composed of multiple sources. If measurements of
the surface pressure fluctuation are available it is also possible to directly investigate the
rank of the input load matrix from these. This approach is further evaluated in chapter 7.
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Figure 3.3: Singular Value Decomposition (SVD) of Cross Spectral Densities (CSDs) at v3 and α3.
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The results presented in this section show that, from the perspective of frequency-
content of the excitation, wind tunnels can be an excellent tool for OMA testing, provided
that any possibly existing regions of sharp elongation can be identified from spectral
measurements of the inflow velocity. Furthermore, it was demonstrated that the wind
load can be considered to be composed of multiple independent sources even for the
small-scale specimen investigated in this work. These results confirm that a wind tunnel
creates a wind load that is appropriate for OMA testing.
3.3.2 Structural response measurements and the limitations of Fiber
Bragg Grating Sensors
Figure 3.4 shows the PSD of FBGS 5, one of the two FBGS at the root of the cantilever.
Each subfigure shows a velocity variation at a constant AOA. As expected, the response
signal power increases with increasing velocity. Furthermore, multiple peak frequencies
change notably under different operational conditions, indicating a considerable velocity
and AOA sensitivity of the corresponding modes. These changes are quantified in section
3.3.3. Two sharp peaks are visible at v3 in the vicinity of 20Hz. A comparison with
figure 3.2 shows that these are the result of the narrow-banded disturbances in the wind
excitation. The spectral power of the narrow-banded disturbances is significantly lower
at v1 and v2 and consequently these are less visible in the output PSDs. Still, careful
examination of figure 3.4 and figure 3.5 shows that the narrow-banded disturbances can
be detected from the output data at every investigated flow velocity. The noise floor of
the measurement system lies at approximately −25 dB (56 nε/√Hz) as is evident from
the continuous flat spectrum above 90Hz in figure 3.4a and 3.4b. At the highest velocity
and at larger AOAs the excitation power increases for higher frequencies, which heaves the
signal above the noise floor, as is evident from the not superimposed spectral densities in
the high-frequency range of figure 3.4c. Table 3.1 reports Finite Element Analysis (FEA)
and EMA results for the first four physical modes of the structure for subsequent analysis
and comparison with the wind-on measurements.
Table 3.1: Natural frequency results from FEA and natural frequencies and damping ratios from a no-wind
EMA. The deformation type of each mode is given in the first row, where B stands for bending and T for
torsion.
Mode 1B 2B 1T 3B
FEA fu [Hz] 11.1 69.4 79.0 194.2
EMA fu [Hz] 11.1 69.0 78.9 193.7
ξ [%] 0.84 0.72 0.53 0.60
The analysis of figure 3.4 illustrates one critical shortcomings of the investigated
FBGS measurement system: The comparatively high noise floor of the sensing system
cuts off weakly excited modes, like the third bending mode (3B) at approximately 194 Hz.
This effect is reinforced by the fact that FBGS measure strain and that the excitation
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power drops for increasing frequencies. The strain response at a given natural frequency is
proportional to 1/(j2ξω20) and therefore wanes with increasing frequency as is discussed in
greater detail in chapter 4.3.3. The investigation in section 3.3.1 showed that the spectral
power of the wind velocity significantly drops above 20Hz–40Hz. The noise floor lies
at 56 nε/
√
Hz. This value is comparable to FBGS noise floors reported by others [70]
but more than three orders of magnitude lower than the resolution of e.g. a piezoelectric
strain sensor (20 pε/
√
Hz for the PCB 740B02 strain sensor used in this work [143]). The
literature review in chapter 2.3 revealed that other FBGS interrogators that are suitable for
SHM show similar noise floors and dynamic ranges (nearly 50 dB for the interrogator used
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(a) ε-PSD from FBGS 5 at α1.
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(b) ε-PSD from FBGS 5 at α2.
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(c) ε-PSD from FBGS 5 at α3.
Figure 3.4: Strain response PSD from FBGS 5 at three different velocities and three AOAs.
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Figure 3.5: ε-PSD from piezoelectric strain sensor at α3.
in this work). Thus, the characteristics of the available FBGS interrogation techniques
in combination with the diminishing wind excitation power at higher frequencies and the
facts that FBGS measure strain makes this sensor type only suitable for low-frequency
measurements in comparatively high dynamic-strain applications.
Another important disadvantage of FBGS for OMA is the inherent difficulty to build
interrogators with analog low-pass filter capabilities and thus the lack of commercially
available interrogators with integrated anti-aliasing filters (see chapter 2.3 for a more de-
tailed discussion). Consequently, high-frequency modes are folded into the low-frequency
range due to the lack of a low-pass filter in figure 3.4. The peaks at approximately 22 Hz
and 33 Hz (figure 3.4b and 3.4c) can be related to modes at 378 Hz and 433 Hz with
the help of piezoelectric measurements (figure 3.5). The lightly visible peak at ≈160 Hz
(figure 3.4a and 3.4b)) is the reflection of a mode at ≈240 Hz. The lack of analog anti-
aliasing capability is an inherent problem of FBGS interrogators and a severe limitation
of this sensing technology for ambient vibration testing. In EMA with electrodynamic
shakers the frequency range of the excitation can be controlled and limited to frequencies
below half the sampling frequency. Thus, the lack of anti-aliasing is not a serious prob-
lem there. However, wind-induced surface pressure fluctuations cannot be restricted to
a certain frequency range. Hence, at the moment the only realistic option to use FBGS
without low-pass filters is to sample up to very high frequencies where the waning strain
response and the diminishing spectral power of the excitation bury the system response
below the noise floor. The interrogator used in this work is limited to 400 Hz sampling
frequency, which is too low to investigate this approach. However, there is no physical
barrier for higher sampling rate FBGS interrogators and systems with significantly higher
sampling rates have been reported in the literature [70].
The analysis in this section showed that FBGS are only suitable for OMA to a certain
extent. The limitations of the investigated interrogator represent general limitations of
FBGS interrogators that are suitable for applications outside the laboratory. Further im-
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provements in sensitivity and a solution for the anti-aliasing problem are necessary before
FBGS can seriously compete with more classic sensing technologies for OMA applications.
3.3.3 Modal parameter identification under varying wind excitation
Modal parameters identified with OMA differ in their identification variance under ideal
conditions as well as in their sensitivity to Operational and Environmental Variability
(OEV). Damping estimations in OMA are known to be aﬄicted by large identification
variance, whereas natural frequency estimates are known to be very precise (see chapter 2).
To assess the suitability of OMA for vibration-based SHM under varying wind-excitation
it is necessary to investigate the ratio of these quantities in relation to damage-induced
modal parameter shifts. Damage identification under varying wind-excitation is assessed
in later chapters of this work (chapter 6 and 7). In this section the sensitivity of natural
frequencies, damping ratios and strain mode shapes to OEV as well as their identification
variance under constant operational conditions are evaluated. Nine operation points were
measured (all combinations of v1 to v3 and α1 to α3). At every single operation point 32
datasets were recorded. Overall 288 individual datasets are examined.
The investigated specimen had four physical modes in the frequency range captured
by the FBGS interrogator. Not all these modes could be identified from each dataset and
at a number of operation points some modes were not identified at all. The identifications
were carried out using the commercial software ARTeMIS Modal and only modes that
were automatically detected by it are subsequently analyzed. The various reasons for the
missing modes are discussed throughout this subsection.
Figure 3.6 shows the natural frequencies and damping ratios at a constant angle
of attack (α = 0°) and for three different velocities. Each symbol represents a single
identification using the SSI-CVA OMA algorithm. The OMA algorithm was applied to
32 individual datasets at every investigated velocity (v1...3). Thus, for perfectly identified
modes, 32 symbols should be visible in every subfigure of figure 3.6. The identifications at
different operation points build well-separable clusters, thereby demonstrating a clear and
well-detectable mean inflow velocity dependency of the first four eigenvalues. The first
torsional mode (1T) was only identified in four out of 32 datasets at v1. The Automated
Operational Modal Analysis (AOMA) algorithm implemented in ARTeMIS classified 1T
as an unstable mode from the remaining datasets at v1. The third bending mode (3B)
was not identified from a single dataset at the lowest velocity. This can be explained from
figure 3.4a, where the response of 3B is only visible above the noise floor for v2 and v3.
The operational variability at constant velocity and varying AOAs is shown in figure
3.7. The AOA-variability is less pronounced than the velocity variability. Still, 2B and 1T
show a clear AOA-dependency and a trend seems to be visible in 3B, even if the clusters
do strongly overlap. No AOA-dependency can be detected from the first bending mode
identification.
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Figure 3.6: Natural frequencies and damping ratios identified with SSI-CVA at α1 and v1, v2 and v3.
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Figure 3.7: Natural frequencies and damping ratios identified with SSI-CVA at v3 and α1, α2 and α3 .
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The SMSs of the first four modes that were identified with SSI-CVA from FBGS
data are shown in figure 3.8. The figure shows mean absolute values at each Degree of
Freedom (DOF) together with the corresponding standard deviations derived from the
32 datasets at each operation point. For the majority of DOFs the differences between
identifications at the investigated operation points are not statistically significant. Only
the sensors 5 and 6, which are located at the root of the cantilever, show distinguishable
responses for some operational conditions. Since the strain response at a given location of
a cantilever beam is proportional to the bending moment, the sensors 5 and 6 correspond
to the sensors with the highest SNR. These results indicate that the identification variance
may be dominated by the limited dynamic resolution of the FBGS interrogator. However,
even the SMS responses at the sensor locations 5 and 6 do not consistently reveal a shift
of the operational conditions, whereas the same information can be clearly deduced from
eigenvalue changes (figures 3.6 and 3.7). Thus, wind-induced OEV seems to be better
detectable from natural frequencies and damping ratios identified with OMA than from
mode shape related quantities.
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Figure 3.8: SMS identified with SSI-CVA at α1 and v1, v2 and v3. Mean µ and standard deviation σ.
Table 3.2 and 3.3 show the identified natural frequencies and damping ratios at each
investigated operation point as well as the corresponding standard deviations. The iden-
tification variance under constant operational conditions does not show a clearly notable
OEV sensitivity. The identification variance is considerably larger at some operation
points, e.g. the first bending mode at the highest investigated velocity (figure 3.6a). How-
ever, no systematic dependency can be deduced from the data. The OEV sensitivity as
44
SECTION 3.3: RESULTS AND DISCUSSION
well as the identification variance of the damping ratios are much larger than the same
natural frequency quantities. The damping ratio increases 60% (over 100% according to
the FDD estimate) from 70 kph and 0° to 140 kph and 2°, whereas the corresponding
natural frequency shift is 1%. However, the standard deviations of the natural frequency
estimates usually lie well bellow 1% of the mean estimate, whereas the damping ratio
standard deviation often are larger than 10% of the mean.
Table 3.2: Natural frequencies f and standard deviations σ at three velocities and AOAs, identified with
SSI-CVA and CFDD. Modal parameter denoted with a ’-’ could not be detected with the specified OMA-
method at the respective operation point.
Mode 1B 2B 1T 3B
Method SSI FDD SSI FDD SSI FDD SSI FDD
V α f1B σf1B f1B σf1B f2B σf2B f2B σf2B f1T f1T f3B f3B
[kph] [°] [Hz] [Hz] [Hz] [Hz] [Hz] [Hz] [Hz] [Hz] [Hz] [Hz] [Hz] [Hz]
70 0 11.16 0.08 11.16 0.06 68.94 0.11 68.94 0.17 78.7 - - -
70 1 11.08 0.10 11.11 0.08 69.45 0.06 69.42 0.07 77.6 - - -
70 2 11.00 0.09 11.04 0.07 69.26 0.07 69.24 0.10 - - - -
100 0 11.30 0.05 11.33 0.06 69.78 0.07 69.64 0.08 77.3 - 194.8 -
100 1 11.34 0.07 11.37 0.06 69.31 0.08 69.19 0.07 77.3 - 194.8 -
100 2 11.28 0.07 11.33 0.06 69.22 0.09 69.11 0.10 76.9 - 194.1 -
140 0 11.25 0.11 11.38 0.09 69.85 0.06 69.77 0.06 76.1 - 194.2 -
140 1 11.31 0.12 11.53 0.14 69.84 0.07 69.74 0.08 76.1 - 194.3 -
140 2 11.26 0.07 11.65 0.22 69.64 0.09 69.50 0.09 75.7 - 194.0 -
Table 3.3: Damping ratios ξ and standard deviations σ at three velocities and AOAs, identified with
SSI-CVA and CFDD.
Mode 1B 2B 1T 3B
Method SSI FDD SSI FDD SSI FDD SSI FDD
V α ξ1B σξ1B ξ1B σξ1B ξ2B σξ2B ξ2B σξ2B ξ1T ξ1T ξ3B ξ3B
[kph] [°] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%]
70 0 5.06 0.88 3.41 0.32 1.54 0.14 0.61 0.14 1.61 - - -
70 1 5.25 0.95 3.61 0.31 1.13 0.11 0.62 0.09 1.81 - - -
70 2 5.16 0.80 3.72 0.32 1.15 0.11 0.54 0.08 - - - -
100 0 5.69 0.42 4.67 0.43 1.63 0.10 1.01 0.09 1.39 - 0.76 -
100 1 6.34 0.54 5.03 0.38 1.67 0.09 1.09 0.09 1.84 - 0.87 -
100 2 6.65 0.54 5.40 0.38 1.74 0.12 1.04 0.19 1.37 - 1.06 -
140 0 7.91 0.93 7.05 0.64 0.99 0.07 0.73 0.07 1.52 - 0.60 -
140 1 7.78 1.14 7.28 0.60 1.35 0.09 0.93 0.09 1.24 - 0.58 -
140 2 7.99 0.74 7.50 0.58 1.65 0.13 1.12 0.23 1.03 - 0.69 -
In this section it was demonstrated that natural frequency and damping ratio shifts
induced by flow velocity and AOA changes to a cantilever-like structure can reliably be
detected using OMA identifications. In contrast, it was not possible to extract the same in-
formation from the identified SMS based on FBGS measurements. It was confirmed that
natural frequencies are identified with the highest precision under constant operational
conditions and that damping ratio estimates are subjected to considerable uncertainty.
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However, it was also demonstrated that damping ratios show by far the strongest sen-
sitivity to wind-induced changes of all modal parameters. In chapter 6 it will also be
demonstrated that this holds true for the impact-damage scenario investigated in this
thesis, making damping ratios that were extracted by OMA a valuable damage-sensitive
feature for vibration-based SHM systems.
3.3.4 Comparison between Stochastic Subspace Identification and
Frequency Domain Decomposition
The FBGS data used in this work show three properties that have proven to be challenging
identification conditions for the investigated OMA techniques: 1) The first bending mode
is strongly affected by fluid-structure interaction, thus resulting in heavy damping. 2) The
second bending mode and the first torsional mode are in near proximity to each other,
whereas the latter shows a more than an order of magnitude weaker system response. 3)
The third bending mode is barely excited above the noise floor. In contrast to multiple
other available comparative OMA studies [139, 141, 144], the investigated automatic FDD
and SSI techniques produced considerably different identification results on these data.
Especially for weakly excited modes the automated FDD approach showed significantly
worse performance. This is evident from the missing FDD identifications of 1T and 3B in
table 3.2 and table 3.3. Similar results were obtained using manual mode selection since
1T and 3B were often indistinguishable from the surrounding noise. The situation could
only be improved using more averaging steps, which resulted in either lower frequency
resolution or in the necessity for longer blocksizes.
The first bending mode identification results in table 3.2 and table 3.3 indicate bias for
both the natural frequency as well as the damping ratio estimates. The natural frequency
estimates of the FDD method are consistently equal to or higher than the corresponding
SSI estimates. The differences are quite small and for each individual operation point
may very well be the result of statistical uncertainty as is evident from the accompanying
standard deviations. Only the fact that not a single SSI estimate is larger than the corre-
sponding FDD estimate raises the question of a biased estimate. The damping estimates
of the first bending and second bending mode shown in 3.3 display a pronounced and sta-
tistically significant discrepancy between the SSI and the FDD damping ratio estimates.
The discrepancy is most noticeable at the v1 and seems to decreases with increasing flow
velocity.
As can be seen from the tables 3.2 and 3.3 the CFDD in combination with the
automatic detection methodology was only able to detect the first two bending modes
whereas SSI-CVA was able to detect the first four modes in all but three operation points
(at a single velocity). Thus, in the scenario of two modes in near proximity to each
other, with significantly different excitation levels, as well as in the low SNR scenario the
automated SSI method showed significantly better identification performance than the
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automated FDD algorithm. Actually, up to eight different modes, corresponding to the
different peaks in figure 3.4 were identified by SSI-CVA. This included the projections
of higher frequency modes into the lower frequency range at 22 Hz, 33 Hz and 44 Hz as
well as the excitation induced responses at 16 Hz and 23 Hz. The CFDD method rarely
identified something other than the first two bending modes and never more often than
twice out of 32 datasets. The superior identification results of SSI, at least for wind-
excited wing-like structures, were confirmed by a second wind tunnel investigation that is
presented in chapter 4.
3.4 Conclusions
This chapter dealt with Operational Modal Analysis (OMA) under varying wind excita-
tion, the appropriateness of wind tunnels as excitation tools for OMA, the suitability of
Fiber Bragg Grating Sensors (FBGS) for OMA and a comparison between an automated
Frequency Domain Decomposition (FDD) technique and an automated Stochastic Sub-
space Identification (SSI) technique for modal parameter extraction from a wind-excited
composite cantilever.
It was shown that, for the investigated scenario, the natural frequency- and damping
ratio-sensitivity to velocity and angle of attack changes is significantly larger than the
identification variance under constant operational conditions. These changes could be
reliably detected using automated OMA. In contrast, it was not possible to detect the
operational variability from the identified Strain Mode Shapes (SMSs), where the low
Signal-to-Noise Ratio (SNR) seems to have disproportionally and adversely affected the
identification.
The spectral content of the wind tunnel flow was found to be flat or smoothly varying
in large portions of the investigated frequency range up to 1000Hz. However, the lower
airflow frequency range was contaminated by narrow-banded disturbances, which were
falsify identified as system modes and could only be correctly classified with the help of
flow velocity measurements. The analysis of the structural response revealed that the
wind excitation can be considered to consist of multiple independent sources, thereby
confirming a second important OMA load requirement. Thus, a wind tunnel can be an
excellent tool for OMA laboratory studies provided that the frequency content of the flow
is measured and can be used to separate between real system modes and wind-induced
oscillation.
FBGS were shown to be suitable for OMA under ambient excitation to only a limited
extent. For low vibration level measurements, possibly at high frequencies, the dynamic
resolution needs significant improvement. Obviously, this will depend on the SNR of the
specific application. Furthermore, the lack of analog anti-aliasing is a serious drawback of
this sensor type.
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For the investigated dataset the Stochastic Subspace Identification - Canonical Vari-
ate Analysis (SSI-CVA) method showed superior mode detection capabilities. Curve-fit
Frequency Domain Decomposition (CFDD) had no problems in detecting modes with high
energy levels. But modes that were in near proximity to other modes with significantly
larger energy levels were only detected by SSI-CVA. The same is true for weakly excited
modes, that were barely excited above the noise floor.
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Operational Modal Analysis of a Wing
Excited by Transonic Flow
Abstract
Operational Modal Analysis (OMA) is a promising candidate for flutter testing and Struc-
tural Health Monitoring (SHM) of aircraft wings that are passively excited by wind loads.
However, no studies have been published where OMA is tested in transonic flows, which
is the dominant condition for large civil aircraft and is characterised by complex and
unique aerodynamic phenomena. We use data from the HIRENASD large-scale wind
tunnel experiment to automatically extract modal parameters from an ambiently excited
wing operated in the transonic regime using two OMA methods: Stochastic Subspace
Identification (SSI) and Frequency Domain Decomposition (FDD). The system response
is evaluated based on accelerometer and strain gauge measurements. The excitation is
investigated from surface pressure measurements. The forcing function is shown to be
non-white, non-stationary and contaminated by narrow-banded transonic disturbances.
All these properties violate fundamental OMA assumptions about the forcing function.
Despite this, all physical modes in the investigated frequency range were successfully iden-
tified from accelerometer data, and in addition transonic pressure waves were identified
as physical modes as well. The SSI method showed superior identification capabilities for
the investigated case. The investigation shows that complex transonic flows can interfere
with OMA. This can make existing approaches for modal tracking unsuitable for their ap-
plication to aircraft wings operated in the transonic flight regime. Approaches to separate
the true physical modes from the transonic disturbances are discussed.
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4.1 Introduction
In recent years significant progress has been made in developing and refining modal pa-
rameter identification methods that use environmental loads as the primary source of
structural excitation. Those methods are today known under the name Operational Modal
Analysis (OMA) [27]. Modal parameters identified with OMA have been shown to be suit-
able for Structural Health Monitoring (SHM) of large civil engineering structures [106].
However, only limited publications have investigated the application of similar techniques
to aircraft wings, and there is a lack of knowledge across a range of critical areas.
Abdelghani et al. [145] investigated an output-only subspace-based damage detection
algorithm using a Paris MS760 airplane in a Ground Vibration Test (GVT). They showed
that it is possible to detect small mass (2%) and stiffness changes (blocked and released
ailerons). The structure was artificially excited at two points with random white signals.
Mevel et al. [87], Debille and Peeters [88] and Peeters et al. [89] extracted natural frequen-
cies and damping ratios from in-flight data, thereby showing that it is essentially possible
to track some modal parameters during aircraft operation. However, they only published
limited quantitative results on precision and variability. Mode shapes were not published
and the accuracy and precision of the mode shape estimation remains unknown. This is
unfortunate from the perspective of SHM as frequency change-based damage identifica-
tion methods have been shown to be often unsuitable for damage assessment in complex
structures [19]. Furthermore, all relevant studies have only considered accelerometer mea-
surements, though Strain Mode Shape (SMS)-based methods are known to have superior
damage detection and localisation capabilities [19, 36].
The application of OMA to transonic flow has not been previously demonstrated.
This is significant as transonic flow not only involves complex aerodynamic phenomena,
but is the dominant flight regime for large passenger transport aircraft. As such, the per-
formance of the various OMA techniques and their associated autonomous mode detection
algorithms has not been characterised. For example, Stochastic Subspace Identification
(SSI) is considered to be one of the most powerful parametric time-domain system identi-
fication methods [79], which was investigated in a variety of output-only damage detection
or SHM studies [106, 133, 145]. The vast majority of hitherto proposed SSI-based auto-
matic modal parameter extraction methods for SSI try to automatize the interpretation of
the consistency or stabilization diagram [97, 98]. In contrast, Frequency Domain Decom-
position (FDD) is a non-parametric frequency-domain method, which is an extension of
the classic Peak Picking (PP) approach and was studied for damage detection and SHM as
well [105, 133, 146]. Modal parameters are automatically detected by searching for local
maxima of the first singular value and subsequently checking the modal coherence in the
vicinity of the peaks [103]. It is not known how the different mathematical foundations
of automatic SSI and FDD perform for transonic flow excitation and whether there are
any limitations of the techniques within this unique context. In addition, no wing-based
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OMA publications have used input load measurements to gain critical insight into the
aerodynamic excitation.
This study focuses on modal parameter extraction from a large-scale wind tunnel wing
model excited by transonic flow. Modal parameters (natural frequencies, mode shapes and
damping ratios) are extracted from dynamic measurements of the High Reynolds Number
Aerostructural Dynamics (HIRENASD) wind tunnel model using two OMA-techniques:
FDD and SSI. Previous studies have shown that a periodic pressure wave builds at the
surface of the HIRENASD wing, when operated in the transonic flow regime [147]. The
properties of this transonic phenomena and its interaction with the elastic structure are
studied in detail in this work within the context of the OMA techniques. The identified
natural frequencies are compared to existing Experimental Modal Analysis (EMA) and
Finite Element Method (FEM) results. The Angle Of Attack (AOA)-variability of the
identified modal properties as well as the AOA-variability of the encountered transonic
pressure waves are examined. Modal parameters extracted from strain gauge and ac-
celerometer measurements are compared and the shortcomings of strain-based OMA for
wind-excited systems are discussed. These findings are assessed in the context of SHM for
aircraft structures.
4.2 Methodology
4.2.1 HIRENASD model and data
A dataset from the HIRENASD wind tunnel experiment is used for the present investiga-
tion. The HIRENASD project was a study of an elastic wing model in the transonic regime
carried out in 2006. The tests were conducted at the European Transonic Wind tunnel
(ETW). The aeroelastic behavior of a fixed-wing model was investigated at Reynolds and
Mach numbers that are typically encountered by large aircraft in cruise flight, with the
goal to better understand the encountered aeroelastic phenomena and improve computa-
tional aeroelastic models. A more detailed description of the experiment can be found on
the project webpage [148].
The HIRENASD wind tunnel model was equipped with 9 functional accelerometers
and 16 functional strain gauge sensors. The sensor positions and their respective labels
are shown in figure 4.1a and figure 4.1b. Furthermore the wing was equipped with 205
functional pressure sensors distributed over 7 span-wise sections, which are shown in figure
4.1c.
The accelerometer data that have been used for all subsequent analysis were nor-
malized with v∞2/cref . The pressure transducer measurements were converted to dimen-
sionless pressure coefficients cp. The strain gauge data were not modified. Accelerometer
and strain gauge time-history plots for two characteristic sensors are shown in figure 4.2b
before data cleansing. The pressure and strain measurements were contaminated by alter-
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(a) Strain sensor alignement (b) Acceleration sensor positions
(c) Pressure sensor positions. Only the measurements from the circled pressure sensors are used in
this investigation.
Figure 4.1: Accelerometer, strain gauge and pressure sensor positions and labels (adapted from [148]).
nating voltage disturbances at multiples of 100 Hz (200 Hz, 300 Hz, . . . ). Since the noise
only affected some sensors in a very narrow and constant frequency band it could easily be
removed from the data. The affected frequency lines were replaced by linear least square
fits through the neighboring frequency lines in all affected spectral density figures.
In this study results from a single 41 second measurement at a fixed operation point
are investigated. The dataset was recorded at 279 K total temperature and 136 kPa total
pressure. The freestream Mach number was set to 0.8 resulting in a mean chord-based
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Figure 4.2: Data normalisation and cleansing
Reynolds number of 7× 106 (cref = 0.3445 m). The AOA was slowly changed during the
recording window from −2.1 ◦ to +4.2 ◦ at a rate of change of ≈ 0.18 ◦/s. Figure 4.2a
shows the AOA time-history plot for the investigated dataset.
The original goal of the HIRENASD experiment was to validate new numerical meth-
ods and to gain a better understanding of aeroelasticity in the transonic wind regime [148].
Therefore, measurements under constant AOA with an artificial wing root excitation as
well as measurements with slowly varying AOA and without wing root excitation were
realized. Both types of measurements are not ideal from an OMA point of view. The first
type of measurement violates the band-limited white noise requirement, whereas the sec-
ond type of measurement violates the wide-sense stationarity requirement. However, since
the AOA was varied slowly in comparison to the dynamic properties of the investigated
wing [148], the data can be subdivided into smaller subsets to confine the non-stationary
influence of the AOA-sweep. Thus, in the first sections of this chapter the dataset was
separated into two non-overlapping blocks with a duration of 18 seconds each. The split
was performed to confine the non-stationary influence of the AOA-sweep and to be able
to assess the variation of the identification process. Additional investigations with a fur-
ther subdivided dataset were conducted to examine the natural frequency evolution with
increasing AOA. The validity of this approach is discussed in chapter 4.3.2.
4.2.2 Operational Modal Analysis
Two OMA-methods were used to extract modal parameters from the HIRENASD data.
The Stochastic Subspace Identification - Unweighted Principal Component (SSI-UPC)
method can be classified as a parametric time-domain methodology. As an alternative
the non-parametric FDD methodology in its Curve-fit Frequency Domain Decomposition
(CFDD) realization is investigated. The identification was done using the commercial
software ARTeMIS Modal [149]. Linear trends were removed, the data were processed
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through a low-pass filter with a cut-off frequency of 480 Hz and subsequently decimated to
a sampling rate of 1000 Hz. The resolution for the CFDD spectral density estimation was
set to 2048 lines in the investigated frequency range. Only modes that were automatically
detected by the investigated algorithms are presented throughout the paper, thus the
suitability of the investigated techniques for automatic OMA can be assessed.
In general the stochastic unobserved load is assumed to be stationary, ergodic and
zero mean during the derivation of the investigated OMA methods. Furthermore the input
load is assumed to have a constant Power Spectral Density (PSD) in the frequency range
of interest (band-limited white noise) [85]. Figure 4.3 shows the relationship between
the presumed excitation and the measured response. Any deviation from the required
white excitation can be represented through an excitation filter, if the excitation can be
represented by a linear, time-invariant system. System identification with OMA will then
identify a joined system consisting of the excitation filter response and the structural
system response. The interaction between the excitation and the structural system is a
key focus of this work and is discussed in detail in section 4.3.1 and 4.3.2.
EXCITATION FILTER
Linear
Time Invariant
STRUCTURAL SYSTEM
Linear
Time Invariant
EXCITATION
Stationary, Zero Mean
Gaussian, White Noise
MEASURED RESPONSE
NoiseHarmonics
Figure 4.3: System identification from output-only measurements.
Stochastic Subspace Identification
Several studies showed that SSI can be considered to be one of the most sophisticated
OMA-techniques available today [72, 85]. The idea of the approach is to extract a state-
space representation of the linear, time-invariant physical model from the observability
matrix O using Singular Value Decomposition (SVD).
The major steps in SSI are to arrange the individual discrete signals yl[n] into a single
data matrix Y n = [y1[n], y2[n], · · · , yL[n]]T . Then the data matrix Y is rearranged into a
Block Hankel matrix H.
H =

Y :, 1 : N − 2s
Y :, 2 : N − 2s+ 1
· · ·
Y :, 2s : N
 =
[
Hp
Hf
]
(4.1)
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The orthogonal projection of the futureHf into the pastHp produces the projection
matrix O
O =HfHTp
(
HpH
T
p
)−1
Hp (4.2)
which is further decomposed using SVD.
O =
[
U1 U2
] [S1 0
0 0
] [
V T1
V T2
]
(4.3)
U1S
1
2
1 and S
1
2
1 V
T
1 can be related to the state space representation of a linear, time-
invariant discrete time physical system
x[n+ 1] = Ax[n] + w[n] (4.4)
y[n] = Cx[n] + v[n] (4.5)
where x[n] is the discrete state space vector, A is the dynamic stiffness matrix, which
completely describes the dynamic system. C is the output matrix, which describes the
transformation of the internal state to the measurements y[n]. w[n] and v[n] are unmea-
sured stationary, zero mean, white noise vectors.
The output matrix estimate Cˆ can immediately be extracted from the observability
matrix by taking the first L rows from U1S
1
2
1 and the system matrix estimate Aˆ can be
extracted from the observability matrix estimate by blockwise regression.
Finally, estimates for natural frequencies fn, damping ratios ξi and mode shapes φi
can be extracted from Aˆ using an eigenvalue decomposition
Aˆ = Ψ [µi]Ψ−1 (4.6)
and proper scaling Φ = CˆΨ, λi = 1/T · ln(µi), ωi = |λi| and ξi = Re(λi)/ |λi|.
Frequency Domain Decomposition
The second OMA method used to extract modal parameter from the HIRENASD exper-
imental data is Curve-fit Frequency Domain Decomposition. FDD was first presented by
Brincker et al. [81]. The basic idea is to decompose the Cross Spectral Density Matrix
(CSDM) estimate Gˆy using SVD.
Gˆy [ω] = U [ω]S [ω]V ∗ [ω] (4.7)
For lightly damped structures only a limited number of modes (typically one or two)
will significantly contribute to the system response at a certain frequency ωi. Therefore,
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in the vicinity of the ith natural frequency fn, the first singular vector u1 [ω] is an estimate
of the corresponding mode shape φˆi. The first singular value s1 [ω] can then be interpreted
as PSD of the Single Degree-of-Freedom (SDOF) system [81].
With the classic FDD approach it is only possible to manually estimate natural fre-
quencies and mode shapes. A technique to estimate damping ratios in the time-domain
was later proposed by Brincker et al. [150] and today is known as Enhanced Frequency
Domain Decomposition (EFDD). Jacobsen et al. [151] proposed the CFDD algorithm,
which relocates the damping estimation process back to the frequency domain, thereby
improving the natural frequency and damping ratio estimation. In Brincker et al. [103]
an algorithm for automatic mode shape estimation for FDD was described. This for the
first time allowed to consider the algorithm as suitable for SHM.
4.3 Results and Discussion
4.3.1 Turbulent and transonic wind excitation
The large number of pressure gauges at the surface of the HIRENASD wing allows for a
detailed investigation of the input loads. Traditionally the input loads are not measured in
OMA but rather are represented by the model described in section 4.2.2. In this section it
is discussed in what respect the real transonic wind loads deviate from the ideal stochastic
model and how these deviations influence the modal parameter identification.
Figure 4.4 shows cp-PSD-estimates from four surface pressure sensors (see figure 4.4
for labels and figure 4.1c for locations). The wing was slowly rotated during the mea-
surement period. As a consequence the surface pressure distribution and power vary with
time and the OMA ergodicity and stationarity assumptions are not fulfilled. Benveniste
and Mevel [152] showed that subspace algorithms will converge to the true eigenstructure
despite nonstationaries in the excitation. Of course, the “true eigenstructure” may be
velocity-dependent or may depend on the static preload of the structure, as in fact is the
case for a wing operated at different velocities [135] or AOAs [112].
Strong and narrow-banded peaks at 129 Hz are visible in every PSD estimate. Addi-
tional peaks at 258 Hz and 387 Hz are visible in some PSD estimates as well. Ballmann
et al. [147] showed the peak at 129 Hz to be a transonic phenomena, which they call
an upstream running pressure wave. The occurrence of additional or secondary pressure
waves was not reported. The SVD of the CSDM from 18 pressure sensors (the application
of the FDD algorithm to the pressure data) reveals more of the true nature of the pressure
wave (figure 4.5). The frequency investigated by Ballmann et al. [147] is in fact only the
fundamental frequency of a family of pressure waves which occur at multiples of the fun-
damental pressure wave frequency. The SVD also reveals a second group of significantly
weaker pressure waves, which have the same distance between each other (129 Hz) but
are shifted against the previously described group by 27 Hz (156 Hz, 285 Hz, 414 Hz).
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(a) Pressure sensor 3-7 (lower surface, center).
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(b) Pressure sensor 3-12 (lower surface, leading edge).
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(c) Pressure sensor 3-18 (upper surface, leading edge).
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(d) Pressure sensor 3-25 (upper surface, center).
AoA -2 ◦ AoA +1 ◦ AoA +4 ◦ ω−1-trend
Figure 4.4: cp-PSD content throughout the AOA-sweep . Dashed lines indicate an ω−1-trend.
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27 Hz also happens to be the first fundamental bending mode frequency of the wing and
a strong and broad elongation can be seen in the SVD-diagram at 27 Hz as well. This
indicates that a complex interaction between the eigenmovement of the system and the
transonic flow seems to be at work and further investigation is necessary to reveal the true
nature of this phenomena.
The key conclusion from the analysis is that the occurrence of narrow-banded dis-
turbances clearly violates the OMA band-limited white noise assumption. Hence, the
excitation will be part of the identified system in accordance with figure 4.3 and the
pressure waves will be identified as system poles. Whether the full system behavior of
the pressure waves can be modelled using a linear, time-invariant filter is questionable.
This question will be further evaluated in section 4.3.2, where the results of the modal
identification are presented.
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Figure 4.5: SVD of the CSDM from the 18 pressure sensors highlighted in figure 4.1c.
4.3.2 Modal parameter identification – evaluation and analysis
In table 4.1 OMA results are compared to hammer impact modal analysis data and the
results of a numerical modal analysis. The wing was extensively tested using hammer im-
pact, sine sweep and harmonic excitation EMA before deployment to ETW. The results
have been published in Korsch et al. [153]. Natural frequencies and damping ratios ob-
tained from the hammer impact tests are included in table 4.1. Furthermore, HIRENASD
data are used as a test case in the Aeroelastic Prediction Workshop (AePW) [154]. In this
context an already available FEM model was further enhanced and validated by Wieseman
et al. [155]. The natural frequencies obtained from the numerical model are also included
in table 4.1. The EMA and FEM results are associated with the modes extracted from
OMA by natural frequency correlation and qualitative mode-shape comparison. Mode
shapes extracted from accelerometer data using SSI-UPC are shown in figure 4.6.
The first row in table 4.1 points out the dominant type of movement for the respective
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Table 4.1: Natural frequencies and damping ratios identified from accelerometer data using SSI-UPC,
hammer impact test data from Korsch et al. [153] and FEM data from Wieseman et al. [155].
SSI acc 1-half SSI acc 2-half Hammer impact [153] FEM [155]
Mode f ξ f ξ f ξ f
[Hz] [%] [Hz] [%] [Hz] [%] [Hz]
1B 26.61 3.16 27.13 3.01 25.75 0.07 25.55
2B 78.60 1.58 79.55 1.85 71.11 0.27 80.25
1F 118.90 3.97 111.66 0.34 106.19
1P 128.74 0.46
1P 129.27 0.15 128.76 0.18
1X 160.76 1.88 156.45 3.94
3B 168.81 1.98 167.33 2.24 149.34 0.71 160.35
4B 235.58 2.79 236.23 1.86 242.00
2F 250.88 3.17 252.23
2P 259.33 0.75 257.39 0.34
1T 266.22 1.03 264.98 1.40 263.15 0.26 271.88
5B 349.26 2.88 345.70 1.57 354.16
2T 423.49 0.70 422.76 0.81 437.83
(a) 1B (b) 2B (c) 1F
(d) 1P (e) 2P (f) 3B
(g) 4B (h) 2F (i) 3P
(j) 1T (k) 5B (l) 2T
Figure 4.6: Mode shapes extracted from the second half of the accelerometer data using SSI-UPC. The
wing root is on the left side of each figure.
mode shape. The data in the columns SSI acc 1-half and SSI acc 2-half were identified
from the first and the second half of the accelerometer dataset using the SSI-UPC method.
The FEM results correspond quite well with the observed OMA results. The only modes
identified by OMA that could not be associated to FEM-modes are 1P, 2P, 3P and 1X
but these can clearly be related to disturbances in the excitation spectra (figure 4.5). 1P
to 3P can be related to the first set of narrow-banded pressure waves revealed in section
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??, whereas 1X is identified at the same frequency as the first pressure wave from the
second identified group of waves that are shifted by 27 Hz against 1P to 3P and are
probably the result of a complex interaction between 1P to 3P and the eigenmovement
of the structure (see ??). Hence, as anticipated in the discussion of section 4.3.1, the
pressure waves are detected as part of the identified system. All natural frequencies
identified under operational conditions in ETW are higher than the frequencies measured
during the dynamic qualification tests described in Korsch et al. [153]. This indicates a
stiffer clamping in ETW than under laboratory conditions. The damping obtained under
operational conditions is dominated by aerodynamic forces and therefore is significantly
higher than the damping measured during the hammer impact tests. The for-and-aft
bending modes (1F, 2F) should not be detectable with the out-of-plane accelerometers but
cross-axis sensor interference seems to be strong enough to induce a detectable output.
In the column SSI-UPC ACC 2-half of table 4.2 the results of the SSI-UPC estima-
tion from the second half of accelerometer data are extended with information about the
standard deviation (σf , σξ) and the Mode Complexity Factor (MCF). The same nomen-
clature as in table 4.1 is used to label the modes. σf and σξ indicate how strong f and ξ
vary with increasing model order in the stabilization diagram. It is important to note that
this is not a global estimate of variance but only a measure of the stability of modes with
increasing model order. Inconsistencies like frequency shifts, non-stationary load and too
short datasets will decrease stability [156]. The MCF is defined as [149]:
MCF (i) = 1− (Sxx − Syy)
2 + 4S2xy
(Sxx + Syy)2
(4.8)
where
Sxx = Re (φi)T Re (φi) , Syy = Im (φi)T Im (φi) , Sxy = Re (φi)T Im (φi)
are scalar products of real and imaginary mode shape parts. Hence, MCF indicates
the complex content in a mode. Complex mode shapes are usually the result of non-
proportional damping, aerodynamic effects, travelling waves or non-linear structural be-
havior [157].
The magnitude of the frequency standard deviation in table 4.2 strongly varies be-
tween modes. To investigate the reason for this discrepancy two additional tests were
conducted. First, the SSI-UPC identification was applied to the combined 1-half and 2-
half accelerometer dataset. The standard deviations showed no significant decrease. This
ruled out a too short dataset. Second, the two datasets were subdivided into four equally
sized subsets and modal parameters were estimated for each individual set. Figure 4.7
shows the change in relative frequency for these four datasets. The individual natural
frequencies are normalized to the frequency identified from the first subset. The errorbars
are based on the standard deviation estimates of the SSI-UPC method. Especially the
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lower natural frequencies show a significant AOA-dependency. The AOA-variability can-
not be explained by linear aerodynamic or structural theory and most likely is the result
of structural geometric nonlinearity. A modal analysis is always a linearization about the
current system deformation state. The deformation introduced by the AOA-change seems
to be large enough to cause a detectable change in natural frequencies. This effect has been
described for high-aspect-ratio wings, where it is significantly more pronounced [112, 158]
but will of course occur in any cantilever-like structure subjected to significant static de-
formation. A distinct AOA-dependency could not be detected for damping ratios, mode
shapes or mode shape complexities.
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Figure 4.7: Evolution of natural frequency estimates with increasing AOA.
Only 2P shows a non-monotonic behavior in figure 4.7. 1P and 3P were not added to
the diagram because both modes split into multiple modes with increasing AOA, whereby
the gap between the identified frequencies reaches 2 Hz. The MCFs for all modes that
are associated with pressure waves are more than an order of magnitude larger than the
MCFs of the wing modes. The detected pressure wave mode shapes change with increasing
AOA, in contrast to the mode shapes of the wing (figure 4.8). According to Ballmann
et al. [147] the area covered by the pressure wave and its amplitude significantly increases
with AOA, which is in line with our findings of strongly changing mode shapes. These
findings show that the pressure wave excitation has multiple non-linear characteristics and
therefore cannot be represented by a linear, time-invariant system.
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Figure 4.8: The visualization shows the Modal Assurance Criterion (MAC). A value (color) of 1 (black)
means that the two mode shapes match exactly whereas a value of 0 (white) means that the mode shapes
are completely unrelated.
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4.3.3 Comparison between Operational Modal Analysis from
accelerometer and strain gauge measurements
So far only accelerometer response measurements were used to evaluate the dynamic re-
sponse of the HIRENASD wing. The usage of strain-based dynamic parameters, especially
for beam-like structures, has been shown to outperform acceleration-based dynamic pa-
rameters for damage detection and localization in a variety of studies [11, 19, 36]. Figure
4.9 presents the Singular Value (SV) frequency plots created from accelerometer measure-
ments (figure 4.9a) and strain gauge measurements (figure 4.9b). Red markers symbolise
automatically detected modes from accelerometer data in figure 4.9a and modes from
strain gauge data in figure 4.9b respectively.
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(a) Accelerometer Singular Value (SV) frequency-plot.
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(b) Strain gauge SV frequency-plot.
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Figure 4.9: The figure shows Singular Value frequency-plots for accelerometer and strain data.
The reason for the decreasing power of the strain response with increasing frequency
is the behavior of the Strain Frequency Response Function (SFRF) in contrast to the
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Acceleration Frequency Response Function (AFRF). Where the acceleration response at a
natural frequency is proportional to 1/(j2ξ) and therefore independent of actual frequency
for white excitation, the strain response is proportional to 1/(j2ξω20) and as a consequence
drops with increasing frequency as can be seen from equation 4.9 and 4.10.
Ai (ω) = φi
−ω2
−ω2 + j2ξkω0kω + ω20k
φi
TF (ω) (4.9)
Si (ω) = ψi
1
−ω2 + j2ξkω0kω + ω20k
φi
TF (ω) (4.10)
Ai (ω) and Si (ω) describe the acceleration and strain frequency response of mode i to a
forcing function F (ω). φi is the ith displacement mode shape, ψi the ith strain mode
shape (see for example Yam et al. [159]).
The MACs for the strain mode shapes are shown in figure 4.8b. The coincidence is
complete for the first three bending modes and significantly deteriorates for 4B. Modes
above 4B are not excited well enough above the noise-floor to be selected as stable phys-
ical modes by the automatic mode detection algorithm. A mode at 180 Hz (1X) is only
identified from strain gauge data and could not be associated with a wing mode or an
aerodynamic phenomena. The results in figure 4.9 vividly show the major disadvantage
of strain- and displacement-based sensing systems for dynamic measurements and hence
for vibration-based SHM. Modes that are well excited can be identified from strain mea-
surements as good as from accelerometer measurements but due to the relation described
in equation 4.10, the SFRF will at some point inevitably intersect the noise-floor, even
with a truly white excitation. Of course, sensors with significantly higher sensitivity, like
piezoelectric strain sensors, could be used to counteract this disadvantage.
4.3.4 Comparison between Stochastic Subspace Identification and
Frequency Domain Decomposition
Table 4.2 shows a comparison between modes identified with SSI-UPC and CFDD from
both accelerometer measurements and strain gauge measurements. Significantly less
modes have been automatically detected using CFDD. Figure 4.8c shows that whenever
mode shapes are detected by the CFDD method they are practically identical to the mode
shapes identified with SSI-UPC. The only exception is the fifth bending mode (5B) where
the MAC is only 0.93.
The automatic CFDD algorithm was not able to detect any of the pressure wave
modes. CFDD relies on an automatic mode detection algorithm where singular vectors at
neighboring spectral lines are compared with the singular vector of the local first singular
value maximum using the MAC [103]. 1P for example is not detected because the peak
is very sharp and the singular vectors are changing rapidly throughout the frequency
range. Figure 4.8a shows that the mode shapes of 3P and 1T strongly interact and
further investigation showed that the algorithm always selects the higher peak to be the
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single peak of the whole 3P-1T-region. The CFDD identification was also applied to the
further subdivided accelerometer datasets and overall showed a less reliable identification
behavior. 3P and 1T were identified twice each but never both from the same dataset. 4B
was identified once, 5B thrice. The investigated automatic SSI algorithm is based on the
comparison of modes detected from different system orders [149]. This approach is actually
not limited to SSI-methods but can be used with any parametric system identification
method where the system order is used as a parameter [98]. This approach does not rely
on a comparison at neighboring spectral lines and therefore allows the detection of very
narrow-banded disturbances, as long as they are identified at multiple (or consecutive)
system orders. This is also confirmed by the fact that the SSI-algorithm was always able
to detect the likewise narrow-banded power noise interference in the strain data, whereas
the CFDD-based algorithm could not detect the power-noise nor the pressure waves.
The findings here are consistent with the findings in chapter 3. There it was found that
the Stochastic Subspace Identification - Canonical Variate Analysis (SSI-CVA) method has
superior mode detection capabilities for modes which are in the near proximity to other
modes with significantly larger energy levels. The same was found to be true for weakly
excited modes, that barely were above the noise floor. The results here demonstrate that,
in addition, automatic SSI-algorithms seem to be inherently better suited for the detection
of very narrow-banded disturbances.
4.3.5 Discussion
In section 4.3.1 it was seen that the wind excitation is contaminated by pressure waves and
in section 4.3.2 it was shown that some of these pressure waves are identified as part of the
physical system. From the perspective of SHM this kind of effect needs to be separated
from nearby real physical modes which are part of the damage-sensitive feature vector.
The obvious solution is to measure the surface pressure at representative locations and
separate physical and non-physical modes based on a partial input load measurement.
Another way is to ignore modes with a significant MCF when extracting and comparing
damage-sensitive features. As aerodynamic damping is non-proportional and damage
often results in a non-linear system behavior this possibility may limit the applicability
of modal parameter-based damage assessment. A third solution is to mark modes with a
damping ratio below a certain threshold as non-physical. Damping estimates for 1P and
3P are nearly an order of magnitude lower than the detected damping for the physical
modes. But this was not found to be true for 2P and there are flight conditions where
the damping ratio of natural modes can become very small (i.e. flutter). Furthermore
structural damage is known to alter the dissipative behavior of structures. Finally the
singular value behavior for 1P and 3P in the SVD-plot shown in figure 4.9a significantly
differs from the behavior of the surrounding modes. In contrast to the physical modes,
where only one or two singular values peak in the vicinity of the detected mode, for 1P
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and 3P all singular values show a local maxima. But again, this was not found to be true
for 2P.
In section 4.3.2 the natural frequency AOA-dependency was investigated. It was
found that the detected natural frequencies show a detectable AOA-dependency, similar
to the findings in chapter 3. On the other hand, the nearly ideal MAC values between the
1-half and 2-half datasets in figure 4.8 show that the MAC seems to be less sensitive to
AOA-changes, again confirming the results found in chapter 3.
The modal parameter identification from strain gauge data was discussed in section
4.3.3. The structural response has been shown to decrease with ω−2. Together with the
approximate excitation decrease of ω−1 this results in an overall roll off rate of 18 dB per
octave. The results show that the use of strain-based modal parameters for SHM is limited
to comparatively low-frequency modes, as the sensing system will inevitably hit the noise
floor even if a true white excitation source is available. Of course, practical limits will be
determined by the sensitivity of the measurement system and the characteristics of the
present excitation.
There are important differences between the investigated model and an aircraft wing.
First, the HIRENASD experiment was developed with Mach-number and Reynolds-number
similarity in mind. The structure was designed to withstand the high aerodynamic loads
and to have clearly separated modes [153]. Thus, whereas real large aircraft have a high
modal density in the very low frequency range (up to 16 elastic modes in 2 Hz according
to Lau et al. [160]), the modes of the HIRENASD wing are well spread over a broad fre-
quency band and are easier to detect. Second, there are fundamental differences between
the dynamic excitation in a wind tunnel and in-flight. The wind tunnel model is excited
by boundary layer turbulence and facility-dependent freestream turbulence. An aircraft
in-flight is excited by boundary layer turbulence and atmospheric turbulence. Information
about the freestream turbulence in ETW was not available. Hence, it was not possible
to separate the freestream contribution from the boundary layer contribution. No wing
surface pressure measurements from a large aircraft in-flight are available in the open
literature to address these aspects.
Despite the described differences, multiple key similarities exist between the investi-
gated wind tunnel model and a large aircraft wing. The outer shape of the structure is
identical, except for a scaling factor. In both cases the system in question is a cantilever-
type structure. The excitation is comparable, if not identical. Based on these similarities
and the findings in this study there is reasonable ground to presume that a high number
of modal parameters can be extracted from output-only acceleration measurements of a
large aircraft wing and that these parameters can be used as damage-sensitive features in
an SHM system.
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4.4 Conclusions
Modal parameters were successfully and automatically extracted from the HIRENASD
fixed-wing wind tunnel model using OMA, which was operated in the transonic flow
regime.
Surface pressure measurements revealed the wind-excitation to be non-white, non-
stationary and moreover to include strong and narrow-banded transonic pressure waves.
These disturbances dynamically interfered with the wing structure and were partially iden-
tified as structural system modes by the investigated OMA methods. Further investigation
showed these pressure waves to be partially recognizable from output-only measurements
by their very small damping ratio, the high mode shape complexity and the deviating
singular value behavior when compared to real physical modes.
Two different methods have been investigated for OMA: SSI-UPC and CFDD. A
comparison with EMA and FEM data showed that only the SSI-method was able to
detect all out-of-plane bending and torsional modes in the investigated frequency range.
Furthermore, only the automatic SSI method was able to reliably detect the narrow-
banded transonic pressure waves. The discussion showed this to be an inherent advantage
of automatic modal parameter identification methods that are based on parametric system
identification methods, like SSI.
The wing model was slowly rotated throughout the measurement period. Natural
frequencies were shown to have a dependency on AOA, particularly at lower frequencies,
which was attributed to a structural geometric nonlinearity. Mode shapes, damping ratios
and mode shape complexities showed no distinct AOA-dependency. The pressure waves,
on the other hand, were strongly influenced by the AOA and the system behavior was
shown to be nonlinear in several ways.
Separately, modal parameters were extracted from strain measurements, but the iden-
tification quality deteriorated with increasing frequency. The decrease in output power was
estimated to be 18 dB per octave from the known behavior of the SFRF and the measured
surface pressure excitation. This inherent property of any strain- or displacement-based
sensing systems was discussed in the context of SHM.
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CHAPTER 5
Fully Automated Operational Modal
Analysis using Multi-Stage Clustering
Abstract
The interest for robust automatic modal parameter extraction techniques has increased
significantly over the last years, together with the rising demand for continuous health
monitoring of critical infrastructure like bridges, buildings and wind turbine blades. In
this study a novel, multi-stage clustering approach for Automated Operational Modal
Analysis (AOMA) is introduced. In contrast to existing approaches, the procedure works
without any user-provided thresholds, is applicable within large system order ranges, can
be used with very small sensor numbers and does not place any limitations on the damping
ratio or the complexity of the system under investigation. The approach works with any
parametric system identification algorithm that uses the system order n as sole parameter.
Here a data-driven Stochastic Subspace Identification (SSI) method is used. Measurements
from a wind tunnel investigation with a composite cantilever equipped with Fiber Bragg
Grating Sensorss (FBGSs) and piezoelectric sensors are used to assess the performance
of the algorithm with a highly damped structure and low signal to noise ratio conditions.
The proposed method was able to identify all physical system modes in the investigated
frequency range from over 1000 individual datasets using FBGSs under challenging signal
to noise ratio conditions and under better signal conditions but from only two sensors.
5.1 Introduction
Continuous Structural Health Monitoring (SHM) presupposes the automatic extraction
of damage-sensitive features. In the case of vibration-based SHM these features usually
are the modal parameters of the system (natural frequencies, mode shapes and damping
ratios). In recent years significant progress has been made in developing and refining
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modal parameter identification methods that use unmeasured environmental loads as the
primary source of structural excitation. These methods are today known under the name
of Operational Modal Analysis (OMA) [27]. OMA itself requires manual user interaction
but multiple OMA-based automatization algorithms have been proposed and successfully
applied to complex structure like bridges [97, 98] and wind turbines [99]. Despite some
progress, the proper (and ideally fully automatic) choice of automatization parameters
and thresholds as well as the identification of complex and heavily damped modes is an
area of ongoing research.
The main challenge for Automated Operational Modal Analysis (AOMA) from para-
metric system identification algorithms is the separation between physical and mathemat-
ical modes. This challenge is commonly addressed through parameter identification at a
large number of system orders n. The approach is based on the mathematical hypotheses
that modal quantities identified with parametric models are order-independent. Their
modal properties are stable and are identified with nearly identical values at every system
order. Empirical observation, on the other hand, shows that mathematical modes are not
identified in a consistent way and their modal properties vary much more from system or-
der to system order [98]. Traditionally inconsistency thresholds for each modal parameter
are provided by the user to separate physical from mathematical modes [32]. Further-
more, additional mode validation criteria like Mean Phase Deviation (MPD), Mode Phase
Collinearity (MPC), etc. are often used to single out the physical system modes. This
data are then summarized in a stability diagram, which allows the user to manually select
the physical modes.
A variety of methods have been proposed to automatize the OMA process. Overviews
were published in [98] and [102] and will not be repeated here. The approach to AOMA
described in this work can be summarised into the following steps [97, 98]:
1. Identify mode candidates from a large number of system orders.
2. Remove as many mathematical modes as possible.
3. Use hierarchical clustering to divide the remaining modes into homogeneous sets.
4. Remove the small sets, which typically consist of mathematical modes.
The method proposed in [97] requires at least one user-defined parameter, the maximum
within-cluster distance between representations of the same physical mode from different
system orders. Such parameters have to be selected for every new sensor setup and
system under investigation and may be sensitive to varying operational and environmental
conditions. Their proper choice requires expert knowledge and, depending on the specific
application, considerable manual effort may be required. Reynders et al. [98] suggested
to automatically derive this parameter from the actual data. However, the proposed
algorithm is limited to (nearly) real mode shapes and includes a damping ratio threshold.
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These are acceptable restrictions for some engineering structures, including e.g. bridges
that were investigated in [97] and [98]. However, in aerospace applications damping and
complexity are dominated by the fluid-structure interaction and are often substantially
larger than under no-wind conditions. For such applications these constraints may be too
restrictive.
A Stochastic Subspace Identification (SSI) method is commonly used to identify the
mode candidates in a large range of system orders. However, the influence of the utilized
system order range has not been investigated in the context of AOMA. Instead, in previous
publications [97, 98] the maximum system order was chosen to be much larger than the
number of expected physical modes in the investigated frequency range. Further, the
insensitivity of the proposed methodologies to varying system order ranges was not proven,
and no methods were discussed to detect the upper and lower bounds of the usable system
order range.
In this work an innovative multi-stage clustering approach for AOMA is introduced
that can be used with any parametric system identification algorithm. No user-defined
thresholds are required and neither the to-be-identified damping ratios nor the mode shape
complexities are limited in any way. Furthermore, the sensitivity of step one of the pro-
posed method to changes of the chosen system order range is explored and compared to
existing approaches using a large number of independent datasets and two different mea-
surement setups. One major novel contribution of this work is the consistent formulation
of a clustering feature vector to separate between physical and mathematical modes in
step two of the investigated method, and the subsequent application of transformation
and normalisation techniques to the heavily skewed feature vector. It is at this point that
the demand for small complexity as well as for a damping ratio threshold can be dropped.
For hierarchical clustering we derive a statistically profound threshold value from the mea-
sured Probability Density Functions (PDFs) to separate the remaining probably physical
modes into homogeneous sets. Since hierarchical clustering is computationally very ex-
pensive, a pre-clustering procedure is introduced, which improves the performance of the
hierarchical clustering step by more than an order of magnitude. The performance of the
algorithm is assessed using a large number of wind tunnel measurements with a composite
cantilever that was equipped with a low number of piezoelectric sensors and a high number
of Fiber Bragg Grating Sensorss (FBGSs). This presents a challenging data set in terms
of a highly damped system with variable noise levels, as well as more broadly representing
one possible future utilisation scenario for the two sensing technologies in SHM.
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5.2 Methodology
5.2.1 Experimental data
To assess the performance of the proposed AOMA methodology experimental data from
a wind tunnel study are used. The experimental setup is shown in figure 5.1. The
investigation was conducted in a closed-loop wind tunnel with an open test section. The
investigated specimen was a glass fiber-reinforced polymer plate (500 mm × 90 mm ×
4 mm), which was subjected to different flow conditions. The structural response of the
specimen was measured using three sensor types: FBGSs, a unidirectional piezoelectric
(PZT) accelerometer and a piezoelectric strain sensor. In addition, the dynamic properties
of the inflowing wind were measured using a hot-wire anemometer. A detailed description
of the experimental setup was provided in chapter 3 and also published in [55].
Figure 5.1: Wind tunnel setup.
The experimental setup was designed to represent two limiting cases of possible sensor
setups. On one hand two piezoelectric sensors, with high dynamic range but only limited
spatial information. On the other hand ten FBGSs, with more spatial information but
significantly worse dynamic range due to the investigated interrogator, which is based on
Charge-Coupled Device (CCD) technology. The differences in the Signal-to-Noise Ratio
(SNR) of the two cases are apparent from the Power Spectral Densities (PSDs) in figure
5.2. Furthermore, a preceding investigation showed the first bending mode to be strongly
damped by aerodynamic forces [55], which is especially demanding for previously existing
fully automated OMA procedures that rely on fixed and arbitrary chosen damping ratio
thresholds [98, 102]. In summary, the first investigated use case are ten FBGSs, a sampling
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rate of 400 Hz, no anti-aliasing filter and a comparatively low SNR. The second use
case consists of only two sensors, a unidirectional accelerometer and a piezoelectric strain
sensor, measured at a sampling rate of 1600 Hz with analog anti-aliasing and a high SNR.
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(b) Piezoelectric strain sensor.
Figure 5.2: PSDs at three velocities and otherwise constant operational conditions.
The modal parameters were automatically extracted from the FBGSs and the PZT
sensors individually. In both cases the measurement data were first passed through a
fourth-order Butterworth high-pass filter with 0.5 Hz cutoff frequency to remove the strain
offset from the mean wind load and the slow temperature drift of the FBGSs. The time-
domain data were then slightly cropped to remove the transient filter response. This
resulted in datasets of approximately 40 seconds in length with 450 repetitions of the
period corresponding to the first natural frequency in each dataset.
5.2.2 Definitions
The relative difference between scalar (real or complex) values Xi and Xj is calculated
using the formulation in equation (5.1) throughout this text.
dXi,j =
|Xi −Xj |
max(|Xi|, |Xj |) (5.1)
Equation (5.1) is used to measure the relative natural frequency distance dfu, the
relative damping distance dξ, the relative pole distance dλ and the relative mean phase
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deviation dMPD. The Modal Assurance Criterion (MAC), which defines a relative cor-
relation between two modes, is defined according to Eq. (5.2).
MACi,j =
∣∣∣φiH · φ∗j ∣∣∣2(
φHi · φ∗i
) (
φHj · φ∗j
) (5.2)
where φi and φj are the ith and jth mode shape, which can be either real or complex.
The Mean Phase Deviation (MPD) is a measure of mode shape complexity. It describes
the mean phase angle deviation of the individual mode shape components from a straight
line in the complex plane. It is calculated using a total least squares fit of the mode
shape in the complex plane (Eq. (5.3)) and a weighted sum of phase angle deviations (Eq.
(5.4)) [98].
USV T = [Re(φi) Im(φi)] (5.3)
MPDi =
∑Nφ
n=1wn arccos
∣∣∣∣Re(φjn)V22−Im(φin)V12√V 212+V 222|φin|
∣∣∣∣∑Nφ
n=1wn
(5.4)
where V12 and V22 are the individual components of the right singular matrix of the
singular value decomposition USVT , Nφ is the number of mode shape components and
wn are weighting factors that are chosen as |φin| in this work.
5.3 Automated Operational Modal Analysis
The approach to AOMA described in this work follows the four-step procedure described
in section 5.1, where some steps involve multiple procedures:
1. Identify mode candidates from a large number of system orders.
2. Remove as many mathematical modes as possible.
a) Remove certainly mathematical modes using hard validation criteria.
b) Split modes into consistent and non-consistent sets using k-means clustering.
3. Divide the remaining modes into homogeneous sets using hierarchical clustering.
a) Derive cutoff distance from the probability distribution of the consistent modes.
b) Pre-cluster the mode candidates based on a scalar distance measure.
c) Subdivide the pre-clustered sets using a complex distance measure.
d) Remove all but one mode from a single system order in one cluster.
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4. Remove the small sets, which typically consist of mathematical modes.
a) Reject sets that are smaller than a threshold derived from the largest set size.
b) Use outlier rejection to remove natural frequency and damping outliers.
c) Select a single mode representative from the remaining modes in each cluster.
The steps are described in the subsequent sections and demonstrated using the experi-
mental data from the wind tunnel investigation.
5.3.1 System Identification
The parametric system identification method used in this work is the data-driven Stochas-
tic Subspace Identification - Canonical Variate Analysis. The method is based on the
procedure described in [78]. The fundamentals of the SSI methods have often been de-
scribed and will not be repeated here. The important concept and the common base for
all parametric models, with the model order as the only parameter, is that the algorithm
expects a single input parameter (the model order n), and responses with n sets of modal
properties (in the OMA case n poles λ1 . . . λn and n unscaled mode shapes φ1 . . .φn).
The number of block rows in the Hankel matrices was chosen to be i = 2 · nmax/N in
accordance with the suggestion in [78], where nmax is the maximum investigated system
order and N is the number of sensors in the investigated setup. Manual investigation of
multiple randomly chosen datasets from the two investigated sensor setups and the varia-
tion of the parameter in a range surrounding the chosen value confirmed the response to
be nearly invariant to i in the investigated number of block rows range.
5.3.2 Hard validation criteria for certainly mathematical modes
Whether a mode represents a physical mode or a mathematical mode can usually not
be deduced from its isolated modal properties. However, there are certain indicators
for mathematical modes. Stable systems do not have negative damping. Poles without
imaginary part do not represent a system capable of oscillation. Physical poles always
occur in complex conjugate pairs at a single model order n. These three criteria, which
test whether a mode is certainly mathematical, are sometimes called Hard Validation
Criteria (HVC) [98] and can be expressed using the following formulas:
Re(λi) ≥0 Im(λi) =0 λi
nλi=nλj
Ó= λ∗j (5.5)
Poles that meet this criteria are removed immediately. The application of the HVC
(and the a priori removal of the negative frequency range) as a first step reduces the
computational effort of the algorithm. Beside the improved performance, the application
of the HVC before or after k-means clustering did not have a significant influence on the
final choice of physical modes in our tests.
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5.3.3 k-means based mathematical pole removal
The second step of the presented AOMA algorithm is to separate the modes into two
sets, probably physical modes and modes that are marked as certainly mathematical. It
is important to note that it is not necessary to remove all mathematical modes at this
stage of the algorithm. This will be done in subsequent clustering stages. The primary
characteristic of physical modes, which distinguishes them from mathematical ones, is
their similarity to their siblings at other system orders. Hence, for each mode λn,i,φn,i
at the current model order the nearest neighbor λn+1,j ,φn+1,j from the next higher order
is found. If a similar mode is found at the next higher order, chances are high that the
mode at hand is a physical mode. Otherwise the mode is probably mathematical. The
distance measure used by Reynders et al. [98] and in this work is
dpMACi,j = dλi,j + (1−MACi,j) (5.6)
where dλ is the pole distance according to Eq. (5.1) and the modes i and j are from
two consecutive model orders n and n+ 1 respectively.
The next step of the proposed algorithm is to use the information about the nearest-
neighbor to create a Soft Validation Criteria (SVC) vector. Reynders et al. [98] suggested
to build such a vector from “as many relevant single-mode validation criteria as possi-
ble”. However, our investigation shows that more care must be taken to properly select,
transform and normalise the variables for the feature vector. According to our defini-
tion physical modes can be separated from mathematical ones based on their similarity
to modes at other orders. This is exactly what relative difference measures (Eq. (5.1)
and (5.2)) describe. Single mode criteria like Modal Transfer Norm (MTN) [98] or MPD
(Eq. (5.4)) on the other hand are strength and complexity measures of individual modes.
Clustering based on these properties will divide the modes into weak and powerful modes
and into real and more complex modes. However, the system under investigation may
have weakly excited and/or complex modes, which would then be incorrectly flagged as
mathematical.
A second argument against the use of combined feature vectors from variables with
different informative value is their sometimes very dissimilar probability distribution. Fig-
ure 5.3a shows the MPD and relative MPD difference (dMPD) distributions from a large
number of orders (n = {2, 4, 6, . . . , 300}). Certainly mathematical modes according to
the HVC in Eq. (5.5) were removed beforehand. The MPD shape clearly resembles a
multimodal distribution. The mathematical modes seem to be normally distributed in
the middle of the possible MPD range, whereas the physical modes, which are nearly
real in this case, are squeezed to the left side of the diagram. The dMPD shape, on the
other hand, resembles some type of exponential distribution. When k-means clustering is
applied to a feature vector consisting of only these two variables the result is dominated
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by the MPD distribution (figure 5.3b). The datasets are predominantly separated into
real and complex but not into consistent and inconsistent. The reason for this behavior is
that variables with larger variances always dominate k-means clustering. Further, when
applied to normally distributed data, k-means tends to split the datasets in approximately
equally sized clusters [136]. This is not true for exponentially distributed data. To allow
for the occurrence of weakly excited and complex physical modes and to give all variables
equal weight we therefore propose to formulate the feature vector in the following way:
pi =
[
dλi,j dfui,j dξi,j (1−MACi,j) dMPDi,j
]T
(5.7)
where dλ, dfu and dξ are the normalised pole distance, undamped natural frequency
distance and damping ratio distance. In this form the feature vector only has one infor-
mative value, namely the proximity to the nearest neighbor, and the shape of all variables
approximately resembles the same probability distribution.
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Figure 5.3: Result of k-means clustering when variables with strongly deviating distributions are used. PP
stands for probably physical, CM for certainly mathematical.
The nearest-neighbor detection process results in heavily skewed feature distribu-
tions. A comparison of different exponential family distributions showed that the Weibull
distribution seems to be the best fit for the variables in Eq. (5.7) as well as in Eq. (5.6).
Figure 5.4a shows the best fits of the Weibull, the exponential and the half-normal distri-
bution to the combined distance measure according to Eq. (5.6). When k-means clustering
is applied to data that is skewed to such an extent the resulting clusters will not be of
approximately equal size. Instead, a very large and a very small cluster will be created.
Figure 5.4b shows the results of such a clustering. The smaller cluster is barely visible in
the diagram and only begins near the 3σ boundary.
For the investigated problem this means that the vast majority of modes will still be
flagged as possibly physical after k-means clustering and nearly no mode candidates will
be removed. Whether this behavior is desired depends on the expected ratio of physical to
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Figure 5.4: Result of k-means clustering when variables with different distributions are used.
mathematical modes. The total number of physical modes Np and mathematical modes
Nm can be expressed by the following (approximate) relationships:
Np ∝∼ nmax · L (5.8)
Nm =
1
2nmax · (nmax + 1)−Np (5.9)
where nmax is the maximum investigated order and L the number of unique physical
system modes in the investigated frequency range. Hence, the low orders are dominated
by physical poles and the higher orders are dominated by mathematical ones. If the system
order is much larger than 2L, which is the basic requirement for the stabilisation-based
mode separation, the number of mathematical modes will be larger than or in the same
order as the number of physical modes. From this it follows that separation based on
the skewed distribution will not result in the desired detection of a significant number
of mathematical modes. Therefore, we suggest to transform the feature vector (5.7) into
a shape that more resembles a normal distribution. The power transformation is done
according to Eq. (5.10) using the approach described by Box and Cox [161].
hT,i(m) =
(p
γm
i (m)− 1) · γ−1m , γm Ó= 0
ln (pi(m)) , γm = 0
(5.10)
Each individual feature pi(m) of the feature vector pi is transformed according to Eq.
(5.10). The optimal transformation parameter γm for each individual feature variable
pi(m) is found by a profile log-likelihood maximisation. A discussion of the Box-Cox
approach in the context of data normalization was published by Osborne [162]. A thorough
discussion and literature review can be found in [163].
For the dataset that is used as an example throughout this chapter the following
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γ-vector is found:
γ =
[
0.06 0.05 0.19 0.10 0.23
]
Each component m of the vector γ is applied to the corresponding feature samples in pi
(e.g. the first component 0.06 is used to transform dλ, the second component 0.05 is used
to transform dfu, etc.). A simpler approach, where all features are transformed into the
logarithmic scale (Eq. (5.11)) showed satisfactory results as well.
hT,i = ln(pi) (5.11)
Features with large dispersion will dominate the clustering process [136]. A feature
like dξ which is known to have a significantly larger variance than dfu would have a
larger influence on the clustering process. This is the exact opposite behavior to what is
common practice in manual analysis or when dξ and dfu thresholds are manually chosen
for AOMA [97]. Therefore a final normalisation to standard score (z-score) is applied
to the feature vector, where the sample mean h¯T,i(m) is subtracted from every sample
hT,i(m) and the result is divided by the standard deviation σ (hT,i(m)):
hN,i(m) =
(
hT,i(m)− h¯T,i(m)
)
/σ (hT,i(m)) (5.12)
This transforms all features into the same range and thus gives them equal weight
in the subsequent k-means clustering procedure. Equation (5.12) shows the final form
of the proposed feature vector hN,i. The goal of k-means clustering is to minimise the
within-cluster sum of squares (Eq. (5.13)).
{S1, S2} = argmin
S
2∑
k=1
∑
hN,i∈Sk
‖hN,i − µk‖2 (5.13)
Equation (5.13) returns two sets, S1 and S2, which contain the probably physical and
the certainly mathematical modes. µ1 and µ2 are the centroids of the sets S1 and S2
and are initialized with +σ(hN,i) and −σ(hN,i) respectively. For a thorough discussion of
k-means clustering see e.g. [12].
The results of the k-means clustering process based on this feature vector are shown
in the scatterplot matrix in figure 5.5. The upper right triangle matrix of the scatterplot
matrix shows the correlation coefficients between the individual features in equation (5.12).
The lower triangle of the scatterplot matrix shows each mode in the normalized validation
criteria feature space. Modes that are very near to their nearest neighbor are located in
the vicinity of -2, whereas modes that are very far away from the nearest neighbor are
located near +2. The diagonal of the scatter plot matrix shows the histograms of the
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two resulting probably physical and certainly mathematical clusters. Features with high
correlation will create more “weight” in the clustering process [136]. Hence, the dλ and dfu
features have a strong influence on the clustering process, which in this case is a desired
effect, since the frequency distance is an excellent indicator of stability.
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Figure 5.5: Scatterplot matrix of soft validation criteria. The data have been transformed into log-scale
and normalised by the standard deviation. The upper right triangle numbers are correlation coefficients
between the individual feature variables.
There is no distinct boundary region between the two sets marked as Probably Physi-
cal and Certainly Mathematical in figure 5.5. Instead, both sets merge seamlessly. Hence,
it is likely that some mathematical modes will be marked as probably physical or/and that
valid physical modes will be marked as mathematical, depending on the ratio of physical
to mathematical modes in the initial joint set. Since the feature vectors were transformed
to resemble a normal distribution (Eq. (5.10)), the resulting sets S1 and S2 will be of ap-
proximately equal size [136]. Therefore the maximum order nmax should be chosen from
a range where the number of mathematical mode representatives Nm exceeds the number
of physical mode representatives Np (see Eq. (5.8) and (5.9)). The sensitivity of the algo-
rithm to system order changes and the proper choice of system orders is investigated in
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section 5.3.9.
The stabilisation diagram in figure 5.6 shows that the algorithm successfully marked
the majority of spurious modes as mathematical. Nearly no modes that appear to be
stable in the diagram were not marked as such. The clustering process was tested for
large ranges of model orders and always proved to be able to remove the majority of
mathematical modes.
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(b) Stabilisation diagram from the accelerometer and the PZT strain sensor.
Figure 5.6: The colors indicate at which point the individual modes have been marked as mathematical.
The clusters which were automatically classified as physical are marked with vertical lines.
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5.3.4 Hierarchical clustering based mode separation
In section 5.3.3 a clustering algorithm was applied to separate the mode candidates into
probably physical and certainly mathematical modes. The number of clusters (two) was
therefore known in advance. The goal in this section is to separate the remaining modes
into clusters which represent the individual physical modes of the system. Their number
is not known beforehand in the vast majority of cases. The classic clustering approach for
cases where the number of clusters is not known in advance is agglomerative hierarchical
clustering [136]. All agglomerative hierarchical clustering procedures can be described in
three steps:
1. Each observation starts in its own cluster.
2. The two nearest clusters are combined into a new cluster.
3. The procedure is repeated until all observations are contained in a single cluster.
To completely define a hierarchical clustering procedure a measure of similarity be-
tween clusters and a linkage procedure for clusters with multiple members are needed.
Both are described below.
The basic idea behind the application of hierarchical clustering to AOMA is to stop
the clustering process when the distance between the nearest two clusters is larger than a
certain threshold. This threshold can be understood as the distance up to which modes
from different orders are considered to belong to the same physical mode. Often such
thresholds are manually fit to the specific example under analysis [97]. Reynders et al.
[98] calculated the threshold from the sum of the mean and two standard deviations
of the probably physical mode distances. In this work the threshold is derived from
the distribution of probably physical modes, since these were found to be not normally
distributed. The inverse cumulative distribution function of the Weibull distribution is
used to find the 95th percentile nearest-distances between probably physical modes
P
(
dpMACPP,i,j ≤ d˜dpMAC
)
= 0.95 (5.14)
where d˜dpMAC is the 95th percentile threshold and dpMACPP,i,j is the distance be-
tween two neighbors from different model orders according to Eq. (5.6). Figure 5.4a shows
exactly this distribution. Applied to the data shown in figure 5.4a the threshold value
calculated using Eq. (5.14) is 0.046.
Figure 5.7 shows the sensitivity of the cutoff distance (Eq. (5.14)) to changes in
the considered model order range. For this investigation the cutoff distance was derived
from different model order intervals (n = {2, 4, 6, . . . , nmax}), where nmax was varied from
50 to 300. The cutoff distance (5.14) was determined from 64 independent Fiber Bragg
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Grating (FBG) and PZT sensor measurements to assess the variance of the process. The
large magnitude difference between the two curves is the result of the different number of
sensors, different number of physical poles in the investigated frequency range, different
noise levels, etc. A user who wants to determine the threshold value for a new system or
sensor setup would have to manually investigate an interval that is larger than the one
spread between the FBG and PZT curves. The FBG threshold is nearly constant between
a maximum order of 100 and 250 and starts to rise afterwards. The threshold value drops
to smaller values below nmax = 100. This behavior can be deduced from the discussion in
section 5.3.3. At very low maximum orders the majority of modes are physical, whereas
at very high maximum orders the majority of modes are mathematical. The clustering
process discussed in section 5.3.3 only works well within these boundaries. The PZT
curve is constant throughout the investigated order range. The investigated upper limit
for nmax is quite excessive. More typical nmax values are 100 [97] and 160 to 200 [98]. In
this range both curves are basically independent of the maximum order. This underlines
that the proposed method is insensitive to the investigated model order in a wide model
order range. How this compares to existing methods is discussed in section 5.3.9.
In addition to the definition of similarity or distance, the distance between multi-
member clusters also needs to be calculated. The three most used linkage procedures
are single-linkage, average-linkage and complete-linkage [136]. Magalha˜es et al. [97] use
the single-linkage method (Eq. (5.15)), where the smallest distance between two clusters
defines their overall distance. Reynders et al. [98] on the other hand use average linkage
(Eq. (5.16)), which defines the distance between two clusters as the average distance
between all members of one cluster with the average distance of all members of the other
cluster.
dr,s = min (dist (xri, xsj)) , i ∈ {1, . . . , nr}, j ∈ {1, . . . , ns} (5.15)
dr,s =
1
nrns
nr∑
i=1
ns∑
j=1
dist (xri, xsj) (5.16)
where nr and ns are the total number of individual members xr and xs in the clusters
r and s respectively. The single-linkage approach is known to create “chains” through the
data, when the observations are not clearly separated [136]. Our investigation showed that,
especially when higher model orders were considered, physical modes in near proximity
to each other were grouped into a single cluster when the linkage procedure could “jump”
over mathematical modes to build a single large cluster. The average linkage procedure
is computationally more expensive but was much better able to create compact clusters
of individual physical modes. The complete-linkage procedure, where the largest distance
between two clusters defines their overall distance, was discarded because of its sensitivity
to outliers [136].
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The process of hierarchical clustering is often visualised using a dendrogram, where
the node height represents distance at which two clusters are joined. A dendrogram,
with the corresponding cutoff distance according to Eq. (5.14) is shown in figure 5.8.
To create the dendrogram the model order range was chosen to be very small (n =
{20, 22, 24, . . . , 50}) for visualisation purposes and the derived threshold distance is lower
than normal.
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Figure 5.8: Hierarchical clustering dendrogram.
The result of the hierarchical clustering process will be either large clusters that
will almost exclusively consist of modes that represent physical system modes, or small
clusters consisting of mathematical modes. If the maximum order nmax is not chosen
high enough some smaller clusters may actually be representations of very weakly excited
physical modes, which only occur at higher system orders. However, when large maximum
orders are used, the so-called pole splitting phenomenon can occur. In this case a single
physical system mode will be represented by two physical modes at higher system orders.
Pole splitting is shown in figure 5.9. Furthermore, in rare cases, a mathematical mode
could by chance have properties that are very similar to a physical system mode. Under
this circumstance physical and mathematical modes of the same system order n would be
joined into a single cluster. To make sure that only one representation of a pole is present
in each cluster, repeated poles at single system orders are sought out and all but the one
with the highest proximity to the cluster centroid according to Eq. (5.6) are removed from
the cluster (figure 5.9).
5.3.5 Frequency based pre-clustering
The procedure described in this section can improve the performance of the hierarchical
clustering step by more than an order of magnitude without compromising the mode
detection capability. The basic idea is to pre-cluster the whole group of probably physical
modes into smaller sub-clusters using a simple distance measure. The sub-clusters are
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then examined individually in a subsequent clustering step using a more sophisticated
distance measure. To make sure that no valid physical modes are split or removed during
the pre-clustering process a conservative cutoff distance is chosen from the probability
distribution of the scalar distance measure. We propose the pole distance dλ as the
pre-cluster similarity measure and choose the cutoff distance d˜dλ to include 99.7% of
all probably physical nearest-neighbors (Eq. (5.17)) according to the fitted probability
distribution.
P
(
dλPP,i,j ≤ d˜dλ
)
= 0.997 (5.17)
5.3.6 Physical cluster selection
Two types of clusters will be created by the hierarchical clustering process: Large clusters
that represent physical system modes and small clusters consisting of mathematical modes.
Figure 5.10 shows the number of modes in each cluster after hierarchical clustering for
a FBGS dataset. Here the dividing line between physical and mathematical clusters is
derived from the number of observations in the largest cluster. A 50% threshold is shown
in figure 5.10, which was used to separate the clusters into physical and mathematical
ones. Of course, in this case two sets are barely above the threshold value and could have
been marked as mathematical if they would have been only slightly smaller. The distance
between physical and mathematical clusters can be increased when the minimum model
order nmin is not set to 2 but to a higher value, e. g. 20. This way the size differences
between the physical clusters will get smaller (compare figure 5.6a and 5.6b). With these
conditions considered, further investigation showed that the gap between physical and
mathematical sets spans a region from approximately 75% to 25% of the largest set size in
the majority of the investigated FBG and PZT datasets. Hence, the number of physical
mode sets returned by the algorithm is nearly invariant to the threshold, as long as the
threshold percentage lies between 25% and 75%.
5.3.7 Outlier rejection
Outlier deletion is controversial, especially when the underlying probability distribution
is unknown or small sets are investigated. To our best knowledge it has never been stud-
ied whether modal properties from different model orders, which are associated with the
same physical system mode, tend to be normally distributed or not. Physical poles often
follow trends with increasing system order, which sometimes are suddenly disrupted (see
e.g. figure 5.9). Our examination shows no dominating probability distribution. However,
empirical evidence also shows that sometimes “obvious” outliers are present in a cluster
(e. g. seventh cluster from left in figure 5.11) and that the identification variance from
large numbers of measurements can be improved when outlier rejection is applied to the
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identifications from the individual measurements. Hence, we apply the modified Thomp-
son Tau technique [164] to remove frequency and damping ratio outliers from the physical
clusters.
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Figure 5.11: Outlier rejection using modified Thompson Tau technique.
The modified Thompson Tau technique considers only one outlier at a time and is
repeated until no more outliers are found. The algorithm first looks for the observation
with the largest absolute value deviation from the mean:
δ = max
(∣∣∣Xi − X¯∣∣∣) (5.18)
In our case the dummy variable X is either the natural frequency fu or the damping
ratio ξ. In the next step the modified Thompson τ is calculated from the student’s t PDF.
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τ =
tα/2 · (n− 1)√
n ·
√
n− 2 + t2α/2
(5.19)
Here n is the number of observations and tα/2 is the critical student’s t value, which
is a function of the number of observations n and the significance level α. tα/2 can be
calculated from the inverse of student’s t cumulative distribution function. α is set to 0.01
to limit the removal to strong outliers. The final step of the algorithm is to test whether
the absolute value deviation is larger than τ multiplied by the standard deviation of X,
in which case the data point is rejected (Eq. (5.20)). The algorithm is repeated, starting
from Eq. (5.18), until no more outliers are found.
δ > τ · σ (X) (5.20)
5.3.8 Choosing the final modal representation
Each physical cluster obtained from the hierarchical clustering step in section 5.3.4 con-
tains a large number of modes. Hence, the questions arises how to chose a single rep-
resentation of the individual modal properties. Magalha˜es et al. [97] used the average
natural frequency, damping ratio and mode shape calculated from all observations in each
physical cluster. Reynders et al. [98] chose the mode with the median damping value as
single epitome of the physical cluster. Finally, Schwochow and Jelicic [91], who proposed
a stabilisation diagram based AOMA methodology, suggested to use the modes from the
lowest possible model order, which still has an observation in each physical cluster. That
way all chosen modes are from a single system model order and build a “consistent” rep-
resentation of the system. All the aforementioned methods have their advantages and
disadvantages, which depend on the planned application of the algorithm. Each of them
can be used with the proposed AOMA methodology. In this work, the approach described
in [97] was used.
5.3.9 Model order sensitivity and comparison to existing algorithms
The influence of the utilized system order range was never addressed in [97] or [98]. Instead,
the maximum system order was chosen to be much larger than the number of expected
physical modes in the investigated frequency range. The figures 5.12a and 5.12b show
a comparison between the probably physical cluster S1 and the certainly mathematical
cluster S2 for the feature vector proposed in [98] and the feature vector proposed in this
work (Eq. (5.12)). For this investigation the ratios were derived from different model order
intervals (n = {2, 4, 6, . . . , nmax}), where nmax was varied from 50 to 300. Furthermore,
the identification was determined from 64 individual datasets measured under constant
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operational conditions to assess the variance of the process. The results for the newly
derived feature vector are in good agreement with the discussion in section 5.3.3. The ratio
of probably physical modes NPP to certainly mathematical modes NCM is approximately
one and nearly invariant to the maximum model order. The ratios derived from the
clustering process with the feature vector proposed in [98] show a different behavior. The
ratio obtained from piezoelectric sensor data (figure 5.12b) is constant and below 0.5,
whereas the FBGS ratio increases with nmax and moreover shows a strong variance. The
reason for the large variance is unclear. The smaller ratio in the PZT data (figure 5.12b)
can be explained with the reduced influence of the MPC, which only returns a measure
of complexity for setups with three or more sensors. The results show that the newly
developed feature vector shows a more consistent behavior for different sensor setups and
throughout the maximum order range. However, other measures have to be applied to
examine the consistency of the two resulting sets.
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Figure 5.12: Model order range sensitivity comparison between the consistent, transformed and normalised
feature vector (c/t/n) and the feature vector (RE) proposed in [98].
The figures 5.12c and 5.12d show the 95th percentile d˜dpMAC according to Eq. (5.14)
derived from the probably physical set S1 using the distance measure introduced in Eq.
(5.6). In other words, the two figures 5.12c and 5.12d show a comparison of nearest-
neighbor distances in the probably physical set when the new and the feature vector
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proposed by [98] are used to separate probably physical from certainly mathematical
modes. Two things are striking: Reynders et al.’s feature vector shows a strong nmax
sensitivity, whereas the feature vector proposed in this work is nearly nmax invariant and
the nearest neighbors have much larger distances in the sets derived with Reynders et al.’s
feature vector than in the sets derived with the consistent, transformed and normalised
one. d˜dpMAC is used as the stopping criterion for the hierarchical clustering procedure
(section 5.3.4) and can therefore be directly compared to the manual cutoff distance used
in [97] (0.02) and the automatically derived OMA threshold shown in [98] (0.24). Manual
thresholds, modified to be comparable to Eq. (5.6), which are used in free or commercial
tools to create stabilisation diagrams [149, 165] are all below 0.06. The distance derived
from the newly developed feature vector is much closer to the one chosen in the manual
analysis, whereas the distance calculated with the feature vector proposed by Reynders
et al. [98] is in the same range as the one published in [98] but much larger than what
would be used in a manual analysis.
5.4 Modal Analysis Results
The AOMA methodology described in section 5.3 was applied to a total of 1152 datasets,
576 measured with FBGSs and 576 measured with piezoelectric sensors, to assess the
performance of the proposed algorithm. The investigated datasets are from measurements
at a constant velocity (v3), three Angles Of Attack (AOAs) and with two additional
masses, resulting in 9 different operation points, each measured 64 times. The detected
natural frequencies are shown in figure 5.13 and can be compared to Experimental Modal
Analysis (EMA) and Finite Element Analysis (FEA) results shown in table 5.1. The EMA
results were obtained from a hammer impact test, which was carried out in the wind tunnel
but without any wind excitation. The data were collected and processed according to the
method described in [166]. The FEA results were obtained from numerical modal analysis
using the commercial software ANSYS Mechanical. The system was modelled using a
full 3D solid representation of each fiber layer, orthotropic material and fixed clamping
conditions. The material properties were tuned to fit the EMA results.
Table 5.1: Natural frequency results from EMA and FEA. The deformation type of each mode is given in
the first row, where B stands for bending, T for torsion and F for a for-and-aft in-plane bending mode.
Mode 1B 2B 1T 3B 2T 1F 3T 4B 4T 5B
EMA fu [Hz] 11.1 69.0 78.9 193.7 244.4 - 379.9 435.0 628.5 661.6
FEA fu [Hz] 11.1 69.4 79.0 194.2 245.3 261.1 380.1 435.2 627.5 660.8
Figure 5.13a shows the results of the FBG identification. A number of modes are
identified consistently from nearly every dataset, whereas others are only identified spo-
radically. According to the EMA and FEA analysis four physical modes should be present
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in the frequency range from 0 Hz to 200 Hz (table 5.1). These four modes are successfully
identified from nearly every dataset. However, a significant number of additional modes
are detected as well. The consistently detected mode at 17 Hz was identified as a narrow-
banded excitation caused by the rotating wind tunnel blades [55]. Since OMA identifies a
joined system, consisting of the excitation and the structural system response, the wind
tunnel excitation is classified as a system mode. Other identified modes can be explained
with the lack of an anti-aliasing filter in the utilized FBG interrogator. Hence, all the high
frequency modes are folded into the low-frequency range and those that are excited above
the noise floor are detected by the algorithm and identified as physical modes. The pro-
posed AOMA methodology, in combination with the data-driven SSI method used, show
excellent mode detection capabilities under challenging SNR conditions. For example, the
bending mode 3B is consistently identified from FBG data, even if the mode is barely
excited above the noise floor (see figure 5.2a).
The investigated structure was equipped with only a single accelerometer and a sin-
gle piezoelectric strain sensor. In order to obtain relevant consistency indicators from the
MAC and the MPD the modal properties were identified from the joined strain and ac-
celerometer measurements. This results in a MAC and a MPD comparison between mode
shapes with two Degrees of Freedom (DOFs) where one component of the resulting mode
shape represents an acceleration and the other represents a strain. At the kth natural en-
ergy equilibrium state the modal parameters measured with both sensors are entirely the
same [159]. Thus, the MAC and MPD in Eq. (5.6) and Eq. (5.7) are applied to a pattern
of motion at the kth equilibrium state where the components of the same modal properties
are measured from acceleration and from strain. The resulting pattern of motion does not
represent a classic Deflection Mode Shape (DMS) or Strain Mode Shape (SMS) but can
be used to compare the relative change (amplitude and phase) between the DMS at the
location of the accelerometer and the SMS at the location of the strain sensor.
Figure 5.13b shows the result of the identification from the two piezoelectric sensors.
Eleven vertical lines are visible in the diagram, the ten expected physical modes according
to table 5.1 and the narrow-banded excitation from the wind tunnel at 17 Hz. Hence, the
algorithm successfully detected every physical mode in the investigated frequency range.
It is noticeable that considerably less spurious or noise modes are visible in figure 5.13a
when compared to figure 5.13b, especially in the region between 20 Hz and 70 Hz. A
comparison to the PSDs in figure 5.2 reveals that the majority of these noise modes can
be attributed to the missing anti-aliasing filter.
Figure 5.13 shows clearly visible stepwise changes for some of the identified natural
frequencies that correspond to varying mass configurations and AOA. Further evaluation
of the data in figure 5.13b shows that many of the natural frequencies and damping
ratios identified under different operational conditions build distinguishable clusters. In
this work an aeroelastic application of the proposed automation algorithm is investigated.
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(b) Identified modes from 576 piezoelectric sensor datasets.
Figure 5.13: The colors indicate different operational conditions. Data from three different mass setups
and three AOAs are shown. All other operational conditions were kept constant.
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Under certain operational conditions strong aerodynamic damping (ξ > 0.1) can and in
fact did occur (see figure 5.11). Still, the automation technique was able to reliably detect
these modes. The general applicability of OMA for in-flight modal parameter extraction of
wings was already demonstrated in a number of studies [88, 89, 167]. These also confirmed
the detectability of velocity and AOA-induced variability. Robust automation techniques,
like the procedure described in this work, are another important building block for future
applications of AOMA in passive flutter testing or SHM.
5.5 Conclusions
In this work a multi-stage clustering approach for automated operational modal analysis
is presented, which improves existing approaches in multiple aspects. The algorithm is
fully automatic. No parameters or thresholds have to be provided by the user. Neither the
damping ratios nor the complexities of the to-be-identified modes are limited in any way.
In contrast to existing methods, the procedure is shown to be insensitive to the chosen
system order ranges. The methodology was applied to a large number of challenging wind
tunnel measurements with, in part, poor SNR conditions, highly damped modes and/or
identification from only two sensors. Nevertheless, the method was able to consistently
identify all physical modes in the investigated frequency range.
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CHAPTER 6
Automated Modal Parameter-based
Anomaly Detection under varying Wind
Excitation
Abstract
Wind-induced operational variability is one of the major challenges for Structural Health
Monitoring (SHM) of slender engineering structures like aircraft wings or wind turbine
blades. Modal parameters, which are frequently proposed as damage-sensitive features,
often show an even bigger sensitivity to operational variability than to critical damage.
However, damage detection under changing wind velocities and angles of attack has not
been studied yet. In this study a composite cantilever was subjected to multiple mass
configurations, velocities and angles of attack in a controlled wind tunnel environment. A
small-scale impact damage was introduced to the specimen and the structural response
measurements were repeated. The proposed damage detection methodology is based on
automated operational modal analysis. A novel baseline preparation procedure is de-
scribed that reduces the amount of user interaction to the provision of a single consistency
threshold. The procedure starts with an indeterminate number of operational modal anal-
ysis identifications from a large number of datasets and returns a complete baseline matrix
of natural frequencies and damping ratios that is suitable for subsequent anomaly detec-
tion. Mahalanobis distance-based anomaly detection is then applied to successfully detect
the damage under varying severities of operational variability and with various degrees of
knowledge about the present operational conditions. The damage detection capabilities of
the proposed methodology were found to be excellent under varying velocities and angles
of attack. Damage detection was less successful under joint mass and wind variability
but could be significantly improved through the provision of the encountered operational
conditions.
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6.1 Introduction
Modal parameters have several unique properties that make them excellent damage-
sensitive feature candidates for Structural Health Monitoring (SHM). They are by far
the single best investigated and understood dynamic system property. Their sensitiv-
ity to damage was proven in a myriad of analytical, numerical and experimental stud-
ies [3, 18, 19, 43]. They can be used to tune numerical models from experimental data
and in the opposite direction to test experimentally-trained SHM systems with numeri-
cally generated damage scenarios. The major disadvantage of using modal parameters as
damage-sensitive features is the non-trivial and sometimes unreliable automated modal
parameter identification process. Until recently no robust automatic modal parameter ex-
traction techniques existed and modal parameters were manually selected by experienced
users. Over the last decade the automated extraction of modal properties from ambiently
excited structures has received significantly more attention and a number of Automated
Operational Modal Analysis (AOMA) methodologies have been proposed [97, 98, 99, 102].
However, only a small number of studies were published where AOMA was integrated into
a fully functional SHM system and tested with experimental data [93, 105, 106, 108]. All
hitherto proposed full SHM methodologies that are based on AOMA rely on manual user
interaction and on manually tuned parameters. The setup process heavily relies on user
experience and expert knowledge. Furthermore, consideration of Operational and Envi-
ronmental Variability (OEV) remains a challenging task, especially when neither explicit
measurements of the OEV nor representative samples of the outlier class are available.
The success of a SHM system strongly depends, among other things, on the careful
preparation of the training data. General AOMA algorithms return an indeterminate
number of modes from each dataset. These have to be sorted into coherent groups and
filtered for consistency. Pre-processing for AOMA-based SHM usually involves iterative
data processing and manual user interaction. The exact procedure is rarely described
since it involves manual parameter tuning, repetitive visualisation and re-partitioning
and sometimes even the manual assignment of observations into clusters based on expert
judgement. The handling of closely spaced natural frequencies is especially challenging.
Deraemaeker et al. [28] investigated a vibration-based SHM methodology using a numer-
ical bridge model. They manually selected the initial set of baseline modes from a single
dataset using manual Operational Modal Analysis (OMA) and determined appertaining
modes from other datasets through a frequency-based modal tracking procedure. De-
vriendt et al. [99] investigated a parked wind turbine and manually selected the modes
of interest from a single reference dataset as well. They introduced a two-stage tracking
procedure based on frequency distances and Modal Assurance Criterion (MAC). The pro-
cedure limits the maximum MAC and frequency shifts between the reference modes and
the modes obtained through tracking to 0.8 and 5% respectively. Schwochow and Jelicic
[91] proposed a pole-weighted MAC for tracking in the context of in-flight flutter detec-
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tion. Again, modes were only tracked within an arbitrary chosen but not further specified
region around the manually chosen reference modes. Magalha˜es et al. [106] showed results
of a 2 year arch bridge monitoring campaign but did not describe the baseline preparation
or tracking procedure used. Reynders et al. [107] used AOMA to extract four natural fre-
quencies that were used as features in a damage detection study on a three-span concrete
bridge. Again, no details were given on training set preparation. All the listed studies
have in common that substantial manual effort is required or that a number of case-
dependent parameters have to be selected during the setup procedure before the AOMA
identifications are transformed into a form that is suitable for statistical data modelling.
OEV is one of the major obstacles to the comprehensive introduction of continuous
vibration-based SHM. Multiple approaches have been proposed to account for OEV. The
most straightforward approach is the direct measurement of the dependent variables (e.g.
natural frequencies, damping ratios, mode shapes) and independent operational and envi-
ronmental variables (e.g. temperature, wind velocity, wind direction). A (static) regression
model can then be used to remove the OEV, effectively creating new, OEV-normalised
features [11]. Regression models with temporal terms can be used to capture dynamic in-
teractions. Peeters and de Roeck [93] used an Autoregressive Exogenous (ARX) model to
capture the dynamics between temperature and natural frequency shifts. These or similar
approaches can be used to model and monitor operation points that were not present in the
original training set, as long as they can be represented by the regression model. However,
direct and thorough measurement of all relevant OEV is seldom possible. Another ap-
proach is to get sufficient samples under all encounterable operational and environmental
conditions. In the context of SHM a number of dimensionality reduction or decomposition
techniques like Factor Analysis (FA), Principal Component Analysis (PCA) or Singular
Value Decomposition (SVD) were proposed to identify the OEV from the baseline and
distinguish these changes from damage-induced changes [28, 29]. The problem can also
be stated as a data domain description or one-class classification problem [30]. Partial
measurements of the OEV can be incorporated into the domain description approach by
appending the Operational and Environmental Conditions (OEC) measurements to the
feature vector. The vast majority of SHM studies under OEV concentrate on temper-
ature variability [93, 106, 107]. Devriendt et al. [99] also investigated the influence of
tidal levels. In laboratory studies OEV is often simulated through mass and/or stiffness
modifications [11, 15]. Damage detection under wind-induced operational variability was
not thoroughly investigated yet. Specifically, limited publications have considered the ef-
fect of wind velocity, and no publications to date have considered the effect of Angle Of
Attack (AOA), which are both critical to understand for aircraft and wind turbine blade
applications. Peeters and de Roeck [93] found no relationship between the four extracted
natural frequencies of a concrete bridge and the measured wind characteristics. However,
it is well known that wind characteristics have a substantial influence on modal properties,
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especially if the structure under consideration is a slender cantilever [55, 112, 135, 167].
This study introduces two novel contributions: An automated baseline set prepara-
tion procedure and damage detection under the influence of multiple, wind-induced and
simultaneously acting sources of OEV. The fully automated baseline preparation method-
ology starts with individual AOMA identifications from a large number of datasets M .
The number of modes identified from each of these datasets is indeterminate and they
are not grouped in any way. The goal of the automated baseline generation procedure
is to single out consistently identified modes and order them into cohesive sets. The end
product of the procedure is the N × p matrix X, where each row of X represents one
measurement of the feature vector xi. p is the number of features extracted from the se-
lected modal properties. The only user-defined parameter of the procedure is the desired
consistency ratio N/M , which can be directly related to the anticipated false alarm rate.
The procedure does not include any arbitrarily chosen thresholds. Instead, clustering and
statistical modelling is used to derive any necessary thresholds from the actual data. This,
in principle, allows the procedure to automatically adapt to different sensor numbers and
types, OEV intensities and inter-frequency distances. The baseline preparation method-
ology is integrated into a full AOMA-based SHM system to detect an impact damage on
a composite cantilever.
Damage detection is demonstrated under the influence of a wide range of simulta-
neously acting OEVs, including varying wind velocities, different angles of attack and
varying mass configurations using an experimental setup where a composite cantilever
was excited in a wind tunnel. The damage-induced modal parameter changes found are
significantly smaller than the variability introduced by the investigated wind and mass
changes. Multiple data normalization techniques are then studied under different sever-
ities of operational variability as well as with and without explicit measurements of the
OEC.
6.2 Methodology
6.2.1 Experimental setup and data
To assess the performance of the proposed SHM methodology under varying wind exci-
tation experimental data from the wind tunnel study presented in chapter 3 are used.
Only measurements from the two piezoelectric sensors are used in this study. These were
recorded at a sampling rate of 1600Hz. Three angles of attack α1...3 = 0°, 1°, 2° and three
inflow velocities v1...3 = 70 km/h, 100 km/h, 140 km/h were investigated. The dynamic
pressure is doubled at every velocity step. Three mass configurations were investigated:
The 390 g specimen without additional mass (m0), an additional 16 g mass at the upper
attachment point (m1), a second additional 16 g mass at the lower attachment point (m2).
The two mass attachment points are shown in figure 6.1. All measurements were repeated
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after damage was introduced to the specimen. In total 54 individual operation points
were measured. Measurements were conducted for approximately 40 minutes at every
operation point and split into 64 equally sized datasets per operation point.
The result of the impact damage is shown in figure 6.2. The damage was created with
a drop test rig. A damage scenario was chosen through pre-testing that created a modal
parameter shift in the same range as the investigated OEV. The dimensions of the final
damage are approximately 20mm × 20mm. The 20 J impact resulted in a palpable dent
on the impact side and clearly visible fiber breakage on the opposite side. The damage was
introduced at the symmetry plane of the specimen, placed at the height of the piezoelectric
strain sensor. The former location of the piezoelectric sensor is indicated with red color
in figure 6.2.
Figure 6.1: Wind tunnel setup. Figure 6.2: Impact damage (white
cross).
6.2.2 Automatic preparation of the baseline dataset
The quality of the baseline or training data preparation has a major impact on the damage-
sensitivity as well as the number of false positives and negatives of an SHM system. Thus,
the choice of consistently identified features and their error-free arrangement is of critical
importance. In general, AOMA procedures return an indeterminant number of obser-
vations from each dataset. Furthermore, some modes are identified from almost every
datasets, whereas others are identified with significantly less consistency. The problem
of identifying consistency from multiple AOMA identifications and the problem of iden-
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tifying physical modes from a single dataset through consistency detection from multiple
system orders shows some similarity. Thus, the subsequently described algorithm at sev-
eral places uses approaches that are similar to approaches described in chapter 5. However,
there are multiple decisive differences between the two problems, such as the expected ra-
tio of large-distance and small-distance observations. For an AOMA-based SHM system
individual measurements from a large number of AOMA identifications have to be filtered
for consistency and arranged into the N × p matrix X, where each row of X represents
one measurement of the feature vector xi. The goal of the automated baseline prepa-
ration procedure described in this chapter is to do exactly that, namely to distinguish
consistently identified physical modes from sporadically identified or spurious modes and
arranges them into the matrix X.
Automated operational modal analysis input data
The procedure starts with AOMA identifications from a large number of baseline datasets
M , where m = 1, 2, . . . ,M . Each AOMA baseline dataset consists of Km poles λ1 . . . λKm
and Km unscaled mode shapes φ1 . . .φKm . The number of modes Km identified with
AOMA may vary from dataset to dataset. The algorithm will work with any general
AOMA procedure. Here a data-driven Stochastic Subspace Identification (SSI) method
together with the fully automated multi-stage clustering OMA procedure presented in
chapter 5 is used.
Before the AOMA data are processed they have to be randomly shuﬄed on the
dataset scale. This will allow to account for sudden changes of OEC which otherwise may
be identified as separate modes. In the case of the present dataset shuﬄing is required
since only stepwise operational changes were measured. For datasets with only continuous
OEV shuﬄing is not required.
Find nearest neighbors from consecutive datasets
Start with the first baseline dataset and calculate the distances between each mode
λm,i,φm,i in the current dataset and all modes in the subsequent dataset λm+1,j ,φm+1,j .
The distance between two modes can be measured in a variety of ways, here the sum of
normalized pole distance and MAC is used:
dpMACi,j =
|λi − λj |
max(|λi|, |λj |) + (1−MACi,j) (6.1)
The goal in this step is to find the nearest neighbor from dataset m+ 1 for each mode in
dataset m. The neighbors for the last dataset M are found from the first dataset. Hence,
the final result of the procedure is a single nearest neighbor for each mode from each
dataset and the dpMAC distance between the two.
Consistently identified modes will have nearest neighbors in near proximity to them,
whereas modes that are not consistently identified, false identifications or modes that are
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only identified at certain OEC will tend to have significantly larger distances to the nearest
neighbor.
To achieve finer separation of the modes for subsequent analysis a vector of multiple
distance measures between the nearest neighbors according to Eq. (6.1) is created:
pi =
[
dλi,j dfui,j dξi,j (1−MACi,j) dMPDi,j
]T
(6.2)
The mode distance vector pi consists of the relative eigenvalue difference dλ, the relative
undamped natural frequency difference dfu, the relative damping ratio difference dξ, the
Modal Assurance Criterion MAC and the Mean Phase Deviation MPD. These proper-
ties were chosen since they all represent relative distance measures between modes from
consecutive datasets. Together they include information from all extracted modal prop-
erties (natural frequencies, damping ratios and mode shapes). The individual features
in Eq. (6.2) all resemble similar probability distributions driven by the nearest-neighbor
detection procedure. Similar probability distributions are important for the subsequent
feature transformation described in the next section.
Separate observations into a low-distance and large-distance neighbors
The nearest-neighbor distances in Eq. (6.2) can be used to separate all baseline modal ob-
servations into a small-distances and a large-distances cluster. The small-distances cluster
congregates modes which are consistently identified throughout the whole baseline dataset.
To separate the modes into these two sets two challenges have to be overcome: First, the
nearest-neighbor detection process results in heavily skewed feature distributions. Classic
clustering methods like k-means or Gaussian Mixture Model (GMM) expect the data to
be normally distributed. Second, the procedure must be able to adapt in case that the
small-distances cluster is significantly larger than the large-distances cluster.
The first challenge can be overcome by proper transformation and normalisation of
the distance vector pi. Therefore, the distance vector (Eq. (6.2)) is transformed into
a shape that more resembles a normal distribution. The power transformation is done
according to Eq. (6.3) using the approach described by Box and Cox [161].
hT,i(m) =
(p
γm
i (m)− 1) · γ−1m , γm Ó= 0
ln (pi(m)) , γm = 0
(6.3)
The optimal transformation parameter vector γ for each feature variable in pi is found by
a profile log-likelihood maximisation.
Features with large dispersion will dominate the clustering process [136]. To give
every variable equal weight the distance vector is normalized to standard scores using
the standard deviation σ (hT,i(m)) and the mean h¯T,i(m) of the individual (transformed)
features:
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hN,i(m) =
(
hT,i(m)− h¯T,i(m)
)
/σ (hT,i(m)) (6.4)
Equation (6.4) shows the final form of the transformed and normalised distance vector
hN,i. To overcome the challenge of dissimilar size clusters the two-cluster GMM model
shown in Eq. (6.5) is fit to the data using Expectation-Maximization (EM) [12].
p(hN,i) =
2∑
k=1
pikN
(
hN,i|µk,Σk
)
(6.5)
where 0 < pik < 1,
2∑
k=1
pik = 1
The distance vector hN,i is normalised to standard scores and it is assumed that there
are significantly more low-distance neighbors than large-distance neighbors. Therefore, the
cluster centroids µ1 and µ2 are initialized with −1 and +2 respectively. Furthermore,
pi1 = 0.9 and pi2 = 0.1 are used as initial weights. The transformation according to Eq.
(6.3) will stretch the low-distance range and compress the large-distance range. Hence,
the covariance matrices Σ1 and Σ2 are initialized using I and 0.1 · I respectively, where
I is the identity matrix. The result of the clustering procedure will be two sets S1 and S2
that contain the modes with low-distance neighbors and large-distance neighbors.
Separate observations into consistent sets using hierarchical clustering
The next step is to separate the individual modes from all baseline datasets into consistent
clusters that each represent one physical mode of the system. Agglomerative hierarchical
clustering is the most popular approach for tasks where the final number of clusters is
not known beforehand [136]. All agglomerative hierarchical clustering procedures can be
described in three steps:
1. Each observation starts in its own cluster.
2. The two nearest clusters are combined into a new cluster.
3. The procedure is repeated until all observations are contained in a single cluster.
For the issue at hand the procedure is stopped when the inter-cluster distance be-
tween two nearest clusters exceeds a certain distance threshold. The distance between the
clusters is measured according to Eq. (6.1) and the threshold is derived from the dpMAC
Probability Density Function (PDF) estimate of the low-distance set S1. The threshold
d˜dpMAC is chosen at the 95th percentile of a Weibull distribution fitted to the S1 subset
of the data:
P
(
dpMACS1 ≤ d˜dpMAC
)
= 0.95 (6.6)
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Inter-clusters distances are calculated using average linkage
dr,s =
1
nrns
nr∑
i=1
ns∑
j=1
dist (xri, xsj) (6.7)
where dist is the distance function according to Eq. (6.1), nr and ns are the total number of
individual members xr and xs in the clusters r and s respectively. The procedure returns
Mt sets Shc,1 . . . Shc,Mt that contain varying number of observations. The observations in
each individual cluster Shc,m are homogeneous according to Eq. (6.1).
Hierarchical clustering in combination with a sophisticated distance measure is com-
putationally expensive. It is possible to significantly decrease the computational effort by
more than an order of magnitude without altering the outcome of the procedure. The
basic idea is to pre-cluster the whole group of baseline modes into smaller sub-clusters
using a simple distance measure. The sub-clusters are then examined individually in a
subsequent clustering step using the procedure described above. We use the pole distance
dλ as the pre-cluster similarity measure and choose the cutoff distance d˜dλ to include
99.9% of all low-distance neighbors in S1 according to the fitted probability distribution.
Outlier rejection
In the next step an outlier rejection technique is used to remove observations with ab-
normal natural frequencies and damping ratios from every set Shc,m. The sets Shc,m are
homogeneous by means of Eq. (6.1). Hence, one could argue that outliers should have
been removed during the hierarchical clustering procedure. However, the cutoff distance
d˜dpMAC is derived from a mixture of nearest neighbor distances from different physical
modes. Furthermore, Eq. (6.1) is a sum of three properties with considerably different
identification variances. Hence, outlier in one property may be hidden within the vari-
ance of another. This leads to unnecessarily strong variances of individual features and
consequently to a lower damage detection rate.
The outlier removal procedure used in this study is the modified Thompson Tau
technique [164]. The procedure considers only one outlier at a time and is repeated until
no more outliers are found. The algorithm first looks for the observation with the largest
absolute value deviation from the mean:
δ = max
(∣∣∣Xi − X¯∣∣∣) (6.8)
In our case the dummy variable X is either the natural frequency fu or the damping ratio
ξ. In the next step the modified Thompson τ is calculated from the student’s t PDF.
τ =
tα/2 · (n− 1)√
n ·
√
n− 2 + t2α/2
(6.9)
Here n is the number of observations and tα/2 is the critical student’s t value, which
is a function of the number of observations n and the significance level α. tα/2 can be
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calculated from the inverse of student’s t cumulative distribution function. α is set to 0.01
to limit the removal to strong outliers. The final step of the algorithm is to test whether
the absolute value deviation is larger than τ multiplied by the standard deviation of X,
in which case the data point is rejected (Eq. (6.10)). The algorithm is repeated, starting
from Eq. (6.8), until no more outliers are found.
δ > τ · σ (X) (6.10)
Feature vector preparation
The clusters Shc,m returned after the hierarchical clustering step may contain multiple
observations from the same dataset. This can happen when e.g. the AOMA algorithm
identifies two modes with nearly identical modal properties from a single dataset. Since
there cannot be two representations of the same feature in one row of a feature vector, these
duplications have to be removed. Therefore, the dpMAC distances of all observations from
a single dataset to the cluster centroid are calculated. All but the nearest duplication are
removed from the cluster. The procedure is repeated for every cluster.
The number of observations in every cluster Shc,m will vary. Some clusters will contain
observations from nearly every baseline dataset. Others will consist of very few observa-
tions. Finally, there may be modes that are not well excited, that show a significantly
higher identification variance than the remaining modes, that are not consistently detected
or that are only detected or not detected under certain OEC. These will only be detected
in a certain proportion of the baseline data. Hence, there exists a trade-off between the
number of modes that can be used for subsequent damage detection and the percentage
of baseline datasets that are feature-complete, i.e. have an observation in every cluster
Shc,m. The ratio between the number of observation Mhc,m in a cluster Shc,m and the
total number of baseline datasets M can be used as a threshold to control this trade-off.
ϑ ≤Mhc,m
M
(6.11)
Only the Kfc clusters with a minimum number of objects ϑ·M are retained for subsequent
analysis.
The final step of the baseline data preparation procedure is to remove all datasets
that do not have a representative in each remaining cluster. An alternative approach,
which is not pursued here, would be to reconstruct the missing mode information from
datasets where these modes were identified (missing value treatment). The number of
feature-complete baseline datasets is N ≤ Mhc,m. These N datasets are used to extract
the p individual features for the feature vector X that are used for subsequent damage
detection. In this work natural frequencies and damping ratios are used as features. Hence,
one row xi of the feature vector X is defined as
xi =
[
fu,i,1, . . . , fu,i,Kfc , ξu,i,1, . . . , ξu,i,Kfc
]T
(6.12)
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where fu,i,1, . . . , fu,i,Kfc are the Kfc natural frequencies extracted from the ith feature-
complete dataset. ξu,i,1, . . . , ξu,i,Kfc are the damping ratios extracted from the same
dataset. The individual steps of the baseline preparation procedure are summarized in
figure 6.3.
6.2.3 Modal tracking
The baseline preparation procedure returns Kfc clusters of consistently identified modes.
In SHM newly arriving measurements are compared to the baseline dataset or training
model to examine whether the dataset represents an anomaly or not. Since the number of
modes identified from the newly arriving dataset is again indeterminate and the presence of
modes that were also selected for the baseline set is not guaranteed, a procedure is needed
that matches modes identified from the new dataset with modes that were selected for the
baseline dataset.
First, if the number of modes in the new dataset Mnew is smaller than the number of
modes in the baseline Kfc, the dataset is skipped. This is a rare event, since the number
of modes selected for the baseline is smaller than the mean number of identified modes.
In the next step the distance according to Eq. (6.1) between each mean baseline mode k
and every mode in the new dataset l is calculated. This results in a Kfc ×MnewdpMAC
distance matrix DMT , where Kfc ≤ Mnew. The mean values of the baseline poles are
calculated according to
λ¯k =
1
N
N∑
i=1
λk,i (6.13)
where λk,i is the pole from the ith dataset in cluster k and λ¯k is the mean cluster pole.
The mean cluster mode shape φ¯k is calculated according to
USV T = [φk,1, . . . ,φk,N ]
φ¯k = U [:,1] (6.14)
where U [:,1] is the first column vector of the unitary matrix U , which in turn is calculated
from the SVD of all mode shapes φk,1, . . . ,φk,N in cluster k. The affiliation between the
pair of modes λ¯k, φ¯k and λnew,l,φnew,l with the smallest dpMAC distance DMT,k,l is
saved. The corresponding row k and column l are removed from the distance matrix
DMT . The procedure is repeated until a mode from the new dataset was associated with
every baseline cluster. If the number of new mode candidates is equal to or larger than
the number of baseline modes, modal tracking will always be successful. However, this
does note necessarily mean that a fitting mode candidate is guaranteed to be found. If
the new dataset does not include an appropriate mode candidate for one or more baseline
mode(s), the least unfitting candidate(s) will be chosen. This will almost certainly result
in an outlier classification of such datasets in the subsequent anomaly detection step.
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Shuﬄe M AOMA datasets, each with
Km modes λ1 . . . λKm , φ1 . . .φKm
Find nearest neighbor from next
dataset according to dpMAC
for each mode λn,m, φn,m with
n = 1 . . .Km, m = 1 . . .M
For each pair of nearest neighbors
calculate mode distance vector pi
Transform and normalize p into hN
Cluster modes into small-distance
(S1) and large-distance (S2) ob-
servations using hN and GMM
Derive d˜dpMAC , the 95th per-
centile of a Weibull distribu-
tion fitted to the S1 observations
Group all modes into consistent sets
Shc,m using hierarchical clustering
with d˜dpMAC as stopping criteria
Remove natural frequency and damp-
ing ratio outlier in each set Shc,m
Remove all but one representation
of each dataset in every set Shc,m
Retain only the Kfc sets Shc that
contain at least ϑ · M observations
Retain only complete datasets
Sort modal data into feature matrix X
Figure 6.3: Summary of baseline preparation algorithm
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6.2.4 Data normalization and damage detection
The consideration of OEV is often called data normalization in the context of SHM. Mul-
tiple approaches to account for OEV are investigated in this work. First, the detectability
of damage without further information about the currently encountered operational con-
ditions is investigated. In this scenario anomalies are detected using the Mahalanobis
Distance (MD), which is defined as
dmahal =
√
(xnew − µˆBL)T Σˆ−1BL (xnew − µˆBL) (6.15)
where ΣˆBL is the covariance matrix estimate of the baseline feature vector X, xnew
is the to be tested observation and µˆBL is the mean of each individual feature in X. The
direct application of the MD has been shown to be well-suited for damage detection under
OEV [15, 123].
There are other popular approaches to account for unmeasured OEV, e.g. removal
of the contribution from the major principal component before the application of Maha-
lanobis distance-based anomaly detection [29, 106, 113]. These approaches may result in
higher damage sensitivity if the damage-induced feature vector changes point mainly into
the directions of the minor components. However, this comes at the price that damage
that manifests itself in a major principle component direction but outside the ellipsoid
spanned by a Mahalanobis threshold cannot be detected using a minor PCA-based mon-
itoring approach, whereas it could be detected if the Mahalanobis distance test were
directly applied. Thus, since the feature vector changes induced by an arbitrary damage
are not easily predictable and also vary depending on the currently encountered OEC (see
table 6.1 and 6.2) PCA-based preprocessing is not used in this work.
To investigate whether the availability of direct measurements of the currently en-
countered OEV can substantially improve damage detectability, two approaches to incor-
porate this information are investigated. For the first approach the information about the
currently encountered OEV is appended to the feature vectors
xoec,i = [xi m0 m1 m2 v1 v2 v3 α1 α2 α3] (6.16)
where m0 . . . α3 are binary variables that indicate whether the specified OEC are
currently encountered or not. For applications with continuously changing OEC these
variables would be replaced by quantitative measurements of the OEV and normalised in
the same manner as xi. The second approach to consider OEV measurements is based on
regression-based preprocessing and is commonly used in the AOMA-based SHM literature
to account for direct measurements of the OEV [106, 115]. Here the OEV is modelled
using multiple output Linear Regression (LR)
105
CHAPTER 6: AUTOMATED MODAL PARAMETER-BASED ANOMALY DETECTION UNDER
VARYING WIND EXCITATION
X = Oβ +E (6.17)
where X is the N × p matrix of baseline features, O is the N × (m + 1) matrix of
binary variables that indicate whether the specified OEC are currently encountered or
not, β is the (m+1)×p matrix of parameters and E is the N ×p matrix of residuals [12].
For the regression-based approach the Mahalanobis test is applied to the residual matrix
E instead of X.
6.3 Results and Discussion
6.3.1 Automated feature vector preparation
Figure 6.4 shows a scatterplot of the transformed and normalized feature vector hN ,
which was introdcued in Eq. (6.4). The small-distance and large-distance clusters S1 and
S2 selected by the GMM (Eq. (6.5)) are represented with colors. The data show excellent
separability in dλ and dfu, which are also strongly correlated. The clusters are not as well
separable based on the other distance features. dξ is known to show strong identification
variance and the informative value in 1 −MAC and dMPD is limited due to the use
of only two sensors. Still, there is a significant amount of correlation present and the
large-distance observations show a higher population density in the large-distance region
of every investigated distance feature. It is important to point out that the large-distance
observations are not directly removed as inconsistent. The GMM is only used to get a
better estimate of what represents a consistently identified mode. This information is then
used to derive a stopping criterion for the hierarchical clustering procedure.
The investigated structure was equipped with only a single accelerometer and a single
piezoelectric strain sensor. In order to obtain relevant consistency indicators from the
MAC and the dMPD the modal properties were identified from the joined strain and
accelerometer measurements. Thus, the MAC and dMPD in Eq. (6.1) and Eq. (6.2) are
applied to a pattern of motion at the kth equilibrium state where one component of the
resulting mode shape represents an acceleration and the other represents a strain. The
MAC (and dMPD) is used to measure the similarity of this pattern in observations from
different datasets.
The vector in Eq. (6.2), shown in figure 6.4, contains two highly correlated features,
namely dλ and dfu. Features with high correlation are known to create more “weight” in
the clustering process [136], which in this case is a desired effect that is used to take into
account that natural frequencies are excellent indicators of consistency and are known to
be identified with significantly higher precision and accuracy than the other modal prop-
erties in OMA. Instead of scaling dfu to create more weight on that feature, dλ is used in
addition to capture the interaction between dfu and dξ. Interaction-terms are commonly
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Figure 6.4: Scatterplot matrix of normalized distance vector hN . The upper right triangle numbers are
correlation coefficients between the individual feature variables. The number of shown observations was
reduced for visualization purposes.
used in statistical learning to capture the interaction between variables and improve the
overall performance of classification and clustering algorithms [12]. The dMPD feature
shows comparatively little correlation with the other small-distance indicators and cannot
be used to effectively distinguish between two nearly normal mode shapes, even if these
are otherwise dissimilar. However, in aerospace applications the mode shapes show signif-
icant complexity as a result of the fluid-structure interaction. Furthermore, large-distance
observations can also be the result of false AOMA identifications, which may have an ar-
bitrary amount of complexity. For the latter two scenarios the dMPD can be a valuable
indicator of consistency.
The sensor setup investigated in this work consists of only two sensors. Thus, the
informative value that can be extracted from the (mixed sensor) mode shapes is quite
limited. It seems natural that measurements from more sensors will allow for better sepa-
ration based on pi(4) (1-MAC) and pi(5) (dMPD) in Eq. (6.2). To verify this assumption,
data from the Fiber Bragg Grating Sensors (FBGS) shown in figure 6.1 were used. Due
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to the inherent limitations of the adopted Fiber Bragg Grating (FBG) interrogator [55]
not enough modal data could be extracted from the measurements to allow for damage
detection. However, under certain operational conditions (m0...2-v3-α1...3) the first four
modes were consistently identifiable from the FBG measurements. These data were used
to investigate whether the correlation between the mode shape related and pole related
features increases when all ten FBGS instead of only two of them are used to calculate
pi(4) and pi(5). Applied to identical observations the correlation between all pole related
quantities and all mode shape related quantities increased when ten sensors instead of two
sensors were used, e.g. the correlation between dλ and 1-MAC increased from 0.4 to 0.5,
the correlation between dλ and dMPD increased from 0.21 to 0.35. These results confirm
that measurements at more Degrees of Freedom (DOFs) will improve the separation based
on the mode shape related features.
One major objective during the development of the proposed methodology was to
avoid arbitrarily chosen or user-defined parameters. Instead parameters are derived from
the statistical properties of the present data. This, in principle, allows the algorithm to
adapt to varying levels of noise, different inter-mode distances, variable number and type
of sensors, etc. However, there are scenarios where the procedure can fail. If there exists
no clear separation between the small-distance and the large-distance clusters (figure 6.4)
GMM clustering may result in unpredictable partitioning. This can happen when the
OEV induces modal parameter changes that are as far away from the cluster mean as a
significant number of noise modes. However, due to the curse of dimensionality [12], this
scenario is highly unlikely when a uniform distribution of noise modes is assumed and a
multidimensional feature space is considered as it is the case here (Eq. (6.2)). A similar
scenario could occur with two or more not consistently detected modes in near proximity
to each other. In this work the procedure is shown to work with modal properties that were
identified from only two sensors, which is at the lower end of the possible sensor quantity.
More sensors will allow for better separation in the mode shape related dimensions (pi(4)
and pi(5) in Eq. (6.2)) rendering the two described scenarios even more unlikely.
Figure 6.5 shows the dpMAC small-distances observations distribution. A comparison
of a large number of distributions from the exponential family showed that the Weibull
distribution seems to best represent the nearest-neighbor detection procedure. Two fitted
models are shown in figure 6.5, an exponential and a Weibull distribution. The inverse
cumulative distribution of the fitted model is used to calculate the 95th percentile d˜dpMAC
(Eq. (6.6)), which is used as a stopping criterion for the hierarchical clustering procedure.
The process of hierarchical clustering is often visualised using a dendrogram, where
the node height represents the distance at which two clusters are joined. A dendrogram,
with the corresponding cutoff threshold according to Eq. (6.6), is shown in figure 6.6.
The dendrogram shows a number of well separated clusters below the cutoff threshold.
Their inter-cluster distances differ significantly. Some clusters are joined well below the
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threshold, whereas observations in other clusters are further apart from each other. The
difference in in-cluster distances can be explained by different identification variances as
well as by different sensitivities to OEV. This underlines one of the advantages of the
approach proposed in this work. The cutoff distance automatically adapts to the level
of variance in the baseline data. Instead of manual selection based on trial and error
or experience for every individual use case an automatic and data-driven procedure is
applied.
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Figure 6.5: Small-distances cluster S1 PDF dis-
tribution fitting.
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Figure 6.6: Hierarchical clustering dendrogram.
The number of shown observations was reduced
for visualization purposes.
The major disadvantage of AOMA-based SHM is that feature extraction is not guar-
anteed to be successful for every mode from every dataset. Some modes are identified
with total consistence, whereas others are identified from for example 90% of all datasets.
Hence, there exists a trade-off between the number of modes and the percentage of feature-
complete datasets in the baseline dataset. More modes in the feature vector will generally
increase the damage detection capabilities of the model and allow for better differentiation
between various OEC and damage. However, the number of feature-complete datasets de-
creases when modes are included into the feature vector that are identified with lower
than perfect consistency. Hence, the training set size decreases, resulting in worse model
training performance and thus worse damage detection capability. Furthermore, there is
no reason to assume that the percentage of feature-complete datasets will increase after
the baseline has been built. Hence, depending on how missing features are handled either
more datasets will be discarded during operation of the SHM system or the false alarm
rate will increase. An effective procedure to reduce the false alarm rate without increasing
the consistency threshold is discussed at the end of this section.
Figure 6.7 shows how the number of selected modes and the percentage of feature-
complete datasets change when the required consistency is varied. Here the consistency
threshold is defined as the ratio between the number of modes in a cluster returned by the
automated baseline selection algorithm and the total number of initial baseline datasets
M . The number of selected modes increases with decreasing consistency threshold. Only
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two modes are detected from every initial baseline dataset. In the range between 99%
and 96% 5 modes are selected. Two additional modes are selected in the range from 95%
to 92%. Simultaneously the percentage of feature-complete datasets decreases from 100%
to 99% and then to 90%. For subsequent analysis a threshold of 90% was chosen, which
balanced the need to keep the threshold as high as possible whilst still capturing a sufficient
number of modes. This threshold resulted in 8 selected modes and 82% feature-complete
vectors.
Figure 6.8 illustrates the distance matrix DMT and one step of the modal track-
ing procedure outlined in section 6.2.3. The distance between each of the eight selected
baseline modes and each new mode candidate is calculated using the dpMAC distance
(Eq. (6.1)). In this case the test set contains eight mode candidates with complementing
baseline clusters and three without. The three are dropped, whereas the eight are asso-
ciated with their respective baseline clusters. The example shows that modes that are in
near frequency proximity to each other are still well seperated according to the dpMAC
distance. The distances between the new candidates and the baseline modes that belong
together are at least an order of magnitude smaller than the distances to the neighbor
modes. Since dpMAC contains information from three independent features (natural fre-
quencies, damping ratios and mode shapes), the proposed procedure is immune to the
problem of crossing frequencies. The example also shows that the smallest distances be-
tween neighboring modes are approximately 0.3. Around this distance multiple clusters
are joined in the dendrogram shown in figure 6.6. The hierarchical clustering cutoff dis-
tance lies between this distance and zero, the ideal distance values for two representations
of the same physical mode at identical OEV. This further substantiates the well balanced
automated choice of the cutoff distance.
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line datasets.
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Figure 6.8: Modal tracking matrix with dpMAC values
between baseline modes and new mode candidates.
Figure 6.9 shows the frequencies of all modes detected by AOMA from every in-
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vestigated dataset. The region captioned “Baseline” was processed with the algorithm
described in section 6.2.2. The regions “Test” and “Damaged” were prepared using the
modal tracking algorithm described in section 6.2.3. The baseline and test sets were ran-
domized during the automated baseline creation procedure, whereas the damaged set is
ordered by the prevalent OEC. In accordance with the chosen consistency threshold of
90% eight modes were selected for the feature vector, which are highlighted using different
colors. Two frequency regions with a high density of omitted modes are visible around
11Hz and 260Hz. These are the first out-of-plane bending mode and the first in-plane
bending mode, which are neglected since they are identified with a lower consistency than
required by the chosen consistency threshold. Modes at 17Hz, 35Hz and 48Hz were iden-
tified as narrow-banded wind tunnel-induced excitations, which are only detectable under
certain OEC. The Baseline section shows a considerable number of omitted modes in near
proximity to the eight selected feature vector modes. These are modes that were part
of not feature-complete datasets. For a consistency threshold of 90% their proportion is
approximately 18% (Fig. 6.7). Finally, a small number of randomly distributed modes are
visible, which are the result of false AOMA identifications.
The proposed methodology relies on multiple statistical methods whose performance
increases with the availability of more data. The approach was successfully tested and
delivered consistent results for baseline observations from only three operation points
(144 baseline datasets). The use of significantly less datasets may result in inconsistent
behavior. To detect damage under operational variability many more samples of the
normal state will usually be necessary. Multiple thousand samples are commonly used [93,
106, 108]. Thus, the proposed baseline preparation methodology does not require more
datasets than one would actually need to set up an AOMA-based SHM system with
manually selected and prepared features.
6.3.2 Damage detection
Figure 6.10 shows the natural frequencies and damping ratios of all eight feature vector
modes at a single mass configuration (m0). Frequencies and damping ratios clearly vary as
a result of damage and OEV. The damage-induced frequency and damping ratio shifts are
not constant and strongly depend on the present OEC. Table 6.1 shows the mean natural
frequency shifts for all operation points together with the standard deviations at each of
these operation points. Mass changes show the largest influence on the frequency with
shifts up to 5%. Velocity changes have a strong influence as well (over 3%). The angle
of attack changes still results in frequency shifts that are larger than 1%. A comparison
between the damaged and undamaged cases at otherwise constant operational conditions
shows that the damaged-induced changes are well below 1% for the majority of operation
points and modes (maximum shift 1.7%). Table 6.2 shows damping ratio shifts as a result
of OEV. The damping ratio shows a very strong sensitivity to damage and operational
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Figure 6.9: Natural frequencies identified by the AOMA algorithm from every investigated dataset. Rep-
resentations of a single mode that were selected for the feature vector are highlighted with colors and
denoted with their respective type of movement (where B stands for bending and T for torsion).
variability with shifts that range from -67% to +56% as a result of damage at otherwise
constant OEC. The OEV-induced damping ratio shifts are even larger. However, it is
evident from the standard deviations given in table 6.1 and table 6.2 that the damping
ratio identification variability is in the same range as the changes to be detected and
that the rather small damage (and OEC) sensitivity of the natural frequencies is out-
weighed by the excellent precision of the identification process. Still, the consideration of
damping ratios as part of the feature vector results in a significantly improved damage
missclassification rate on test data (-30% to -50%) and thus damping ratios are used as
part of the feature vector throughout this study. Overall the dispersion of the individual
damage-sensitive features under OEV is much larger than the shifts introduced by the
impact damage. Hence, the challenge in this study is to reliably identify a damage that
produces feature changes that are significantly smaller than the (unmeasured) operational
and environmental variability.
Figure 6.11 shows the results of the Mahalanobis distance-based anomaly detection.
In figure 6.11a only data at a constant mass m0 are considered for training and damage
detection. In figure 6.11b the full range of measured operational variability is investigated.
In figure 6.11c again full operational variability is considered. However, the information
about the currently encountered OEC are appended to the feature vector. Results pre-
sented and discussed throughout this section are based on 5-fold cross-validation of the
undamaged data. The diagrams in figure 6.11 each show one of those folds. All three
diagrams show an accumulation of observations at the upper edge of the diagram from
the Test and Damaged datasets. These observations are further away from the mean than
six times the standard error estimate of the Mahalanobis distance in Baseline and were
mapped to this value for visualisation purposes. These strong outliers come from datasets
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Figure 6.10: Damping ratios ξ over natural frequencies fu extracted from measurements at a constant mass
configuration m0, where undamaged and damaged data (d0/d1) are visualised through symbols, velocities
(v1/v2/v3) are visualised using saturation and angles of attack (α1/α2/α3) by varying hue.
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Table 6.1: Natural frequency changes and standard deviations (f¯u ± σˆ) due to the investigated damage d
and OEV m, v and α.
OEC B2 T1 B3 T2 T3 B4 T4 B5
[Hz] [Hz] [Hz] [Hz] [Hz] [Hz] [Hz] [Hz]
d0-m0-v1-α1 69.28± 0.33 78.75± 0.14 194.0± 0.7 244.2± 1.2 379.9± 3.3 434.3± 0.2 632.3± 0.3 661.1± 0.4
d0-m0-v1-α2 69.50± 0.29 77.73± 0.12 194.4± 0.3 243.5± 1.3 381.3± 1.9 434.4± 0.2 632.8± 0.3 661.0± 0.3
d0-m0-v1-α3 69.50± 0.56 77.69± 0.10 194.2± 0.5 243.4± 1.2 381.5± 1.4 434.4± 0.2 633.0± 0.3 661.5± 0.3
d0-m0-v2-α1 69.15± 1.07 77.74± 0.11 195.2± 0.6 242.2± 0.2 380.1± 3.3 433.8± 0.5 632.8± 0.2 660.8± 0.3
d0-m0-v2-α2 68.75± 0.94 77.39± 0.14 194.8± 1.3 241.4± 1.1 380.9± 2.1 433.5± 0.3 632.2± 0.8 660.1± 0.3
d0-m0-v2-α3 68.91± 0.93 77.32± 0.12 195.1± 0.6 240.2± 0.6 380.8± 1.4 433.2± 0.3 632.2± 0.2 660.0± 0.4
d0-m0-v3-α1 69.98± 1.06 76.15± 0.13 194.8± 0.3 240.3± 1.4 379.3± 3.6 431.2± 0.5 630.9± 0.3 656.6± 0.7
d0-m0-v3-α2 69.87± 0.32 76.10± 0.13 194.8± 0.1 237.5± 1.3 380.0± 3.9 431.9± 0.3 630.9± 0.5 657.6± 0.4
d0-m0-v3-α3 69.46± 0.54 75.86± 0.10 194.5± 0.1 235.6± 1.8 378.9± 4.2 431.7± 0.3 630.4± 0.2 656.6± 0.3
d0-m1-v1-α1 67.48± 0.28 78.05± 0.15 193.9± 0.3 243.5± 1.6 374.0± 1.6 436.2± 0.2 627.7± 0.2 658.8± 0.3
d0-m1-v1-α2 67.52± 0.40 77.95± 0.09 193.7± 0.5 243.2± 1.1 373.1± 2.9 436.5± 0.2 626.9± 0.8 658.1± 0.3
d0-m1-v1-α3 67.73± 0.14 77.90± 0.10 194.1± 0.3 243.3± 1.3 373.2± 1.8 436.4± 0.2 627.4± 0.2 659.2± 0.3
d0-m1-v2-α1 67.22± 0.59 77.85± 0.13 193.9± 1.6 241.7± 1.2 373.2± 0.9 434.7± 0.2 626.7± 0.2 657.0± 0.3
d0-m1-v2-α2 67.20± 0.52 77.47± 0.15 194.4± 0.5 241.0± 1.1 373.0± 1.9 434.4± 0.3 626.3± 0.2 656.3± 0.3
d0-m1-v2-α3 67.27± 0.53 77.51± 0.13 194.1± 1.1 240.4± 1.1 372.6± 2.0 435.3± 0.2 627.0± 0.2 658.0± 0.3
d0-m1-v3-α1 67.85± 1.40 76.28± 0.14 194.1± 0.3 239.8± 1.1 372.4± 1.7 432.6± 0.5 625.5± 0.3 653.6± 0.7
d0-m1-v3-α2 67.75± 0.47 76.25± 0.10 194.0± 0.1 237.7± 1.0 372.3± 2.1 433.4± 0.3 625.4± 0.2 654.5± 0.4
d0-m1-v3-α3 67.08± 0.82 76.30± 0.10 194.1± 0.1 235.8± 0.9 372.7± 1.6 434.8± 0.3 625.7± 0.2 655.7± 0.3
d0-m2-v1-α1 65.88± 0.36 78.07± 0.10 192.6± 0.5 244.1± 1.6 368.6± 1.6 435.7± 0.2 615.3± 0.8 660.0± 0.4
d0-m2-v1-α2 65.93± 0.46 77.97± 0.11 192.7± 0.6 244.1± 1.5 368.4± 2.0 435.8± 0.2 614.8± 0.9 660.0± 0.4
d0-m2-v1-α3 65.97± 0.48 77.64± 0.13 192.8± 0.7 243.6± 1.8 368.6± 1.4 435.3± 0.2 615.3± 0.8 660.6± 0.3
d0-m2-v2-α1 66.28± 0.53 77.88± 0.16 192.9± 1.5 242.6± 1.6 369.2± 1.7 435.0± 0.2 614.8± 0.2 659.1± 0.3
d0-m2-v2-α2 66.08± 0.56 77.53± 0.15 193.3± 0.6 241.2± 1.1 368.1± 1.1 433.7± 0.3 614.6± 0.3 658.0± 0.4
d0-m2-v2-α3 66.01± 0.49 77.52± 0.15 193.2± 0.7 240.7± 0.3 368.0± 2.0 434.6± 0.2 615.2± 0.2 659.6± 0.3
d0-m2-v3-α1 66.17± 0.69 76.39± 0.11 193.0± 0.4 239.9± 0.7 368.4± 3.2 432.1± 0.3 614.0± 0.2 655.1± 0.3
d0-m2-v3-α2 65.86± 0.56 76.36± 0.11 192.8± 0.2 237.9± 0.8 367.7± 2.1 433.0± 0.3 614.0± 0.2 655.9± 0.4
d0-m2-v3-α3 65.66± 0.59 76.36± 0.11 192.8± 0.1 235.8± 0.5 368.0± 2.6 434.2± 0.4 614.0± 1.2 657.2± 0.4
d1-m0-v1-α1 69.36± 0.25 78.49± 0.12 196.3± 0.2 242.6± 0.4 380.8± 1.3 434.1± 0.3 629.8± 0.4 659.1± 0.4
d1-m0-v1-α2 69.40± 0.05 78.47± 0.11 194.8± 1.2 241.8± 0.4 381.0± 1.8 435.0± 0.2 630.5± 0.3 659.7± 0.3
d1-m0-v1-α3 69.37± 0.13 78.24± 0.15 194.9± 1.4 240.8± 0.5 380.7± 1.3 434.3± 0.2 630.2± 0.2 659.0± 0.4
d1-m0-v2-α1 69.40± 0.12 77.77± 0.20 195.5± 0.3 241.1± 0.3 380.7± 0.3 433.4± 0.3 630.0± 0.2 658.2± 0.5
d1-m0-v2-α2 69.41± 0.09 77.61± 0.18 196.2± 0.5 239.5± 0.3 380.6± 1.7 434.1± 0.2 630.6± 0.2 659.0± 0.3
d1-m0-v2-α3 69.29± 0.23 77.44± 0.20 195.9± 0.4 237.6± 0.5 380.7± 1.7 433.9± 0.1 630.4± 0.4 658.7± 0.3
d1-m0-v3-α1 69.07± 0.35 76.14± 0.27 195.2± 0.3 239.2± 0.4 380.1± 1.5 431.2± 0.4 628.5± 0.3 654.6± 0.6
d1-m0-v3-α2 69.37± 0.11 76.19± 0.18 195.3± 0.2 235.8± 1.2 380.7± 1.2 433.1± 0.2 629.1± 0.3 656.2± 0.3
d1-m0-v3-α3 69.39± 0.12 75.97± 0.14 195.2± 0.1 232.1± 1.2 380.8± 0.9 433.6± 0.4 628.8± 0.2 655.8± 0.7
d1-m1-v1-α1 67.44± 0.05 78.90± 0.11 194.2± 0.2 242.7± 0.5 373.8± 0.1 437.2± 0.2 625.9± 0.3 657.4± 0.3
d1-m1-v1-α2 67.43± 0.05 78.69± 0.08 193.5± 0.7 241.7± 0.3 373.5± 0.1 436.8± 0.2 625.4± 0.2 656.4± 0.3
d1-m1-v1-α3 67.51± 0.05 78.62± 0.10 193.9± 0.6 241.2± 0.2 373.5± 0.1 437.1± 0.2 625.4± 0.3 657.0± 0.3
d1-m1-v2-α1 67.38± 0.07 78.23± 0.14 194.3± 1.1 241.4± 0.9 373.3± 0.1 436.3± 0.2 625.6± 0.2 657.2± 0.3
d1-m1-v2-α2 67.39± 0.08 78.03± 0.12 195.5± 0.6 239.2± 0.2 373.1± 0.1 436.0± 0.2 625.2± 0.2 656.5± 0.4
d1-m1-v2-α3 67.50± 0.09 77.79± 0.11 195.4± 0.8 237.7± 0.2 373.3± 0.2 436.6± 0.2 625.5± 0.2 656.1± 0.3
d1-m1-v3-α1 67.48± 0.10 76.83± 0.17 195.0± 0.2 239.9± 1.1 373.3± 0.1 435.0± 0.3 624.3± 0.2 654.5± 0.4
d1-m1-v3-α2 67.43± 0.11 76.44± 0.15 194.7± 0.1 235.7± 0.4 373.0± 0.2 435.1± 0.3 623.8± 0.2 653.5± 0.5
d1-m1-v3-α3 67.57± 0.10 76.55± 0.10 194.8± 0.2 232.8± 1.7 373.5± 0.1 437.3± 0.2 624.5± 0.2 656.4± 0.4
d1-m2-v1-α1 66.13± 0.05 78.97± 0.10 193.4± 0.2 243.2± 1.2 369.3± 0.5 436.5± 0.1 613.6± 0.2 659.0± 0.3
d1-m2-v1-α2 66.15± 0.06 78.88± 0.09 192.9± 0.2 242.6± 1.6 369.2± 0.5 436.4± 0.2 613.4± 0.2 658.8± 0.3
d1-m2-v1-α3 66.14± 0.05 78.56± 0.10 192.7± 1.1 241.2± 1.6 368.8± 0.6 435.8± 0.2 613.6± 0.2 658.9± 0.3
d1-m2-v2-α1 66.00± 0.10 78.05± 0.15 192.4± 1.0 242.0± 1.5 368.7± 1.2 435.0± 0.3 613.4± 0.2 657.5± 0.3
d1-m2-v2-α2 66.17± 0.08 78.07± 0.12 193.2± 1.5 239.8± 0.2 368.9± 1.1 435.7± 0.7 613.5± 0.2 658.2± 0.2
d1-m2-v2-α3 66.12± 0.09 77.64± 0.15 193.8± 0.3 237.7± 1.6 368.6± 1.5 435.2± 0.3 613.0± 0.2 657.8± 0.4
d1-m2-v3-α1 66.14± 0.10 76.79± 0.16 193.6± 0.2 239.7± 0.9 368.5± 0.5 433.9± 0.3 612.4± 0.5 655.2± 0.4
d1-m2-v3-α2 66.11± 0.23 76.51± 0.14 193.5± 0.1 236.0± 0.3 368.5± 1.2 434.7± 0.3 612.4± 0.2 656.0± 0.4
d1-m2-v3-α3 65.98± 0.18 75.98± 0.14 193.3± 0.2 231.6± 0.6 368.4± 1.3 435.0± 0.4 611.8± 0.3 655.5± 0.6
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Table 6.2: Damping ratio changes and standard deviations (ξ¯ ± σˆ) due to the investigated damage d and
OEV m, v and α.
OEC B2 T1 B3 T2 T3 B4 T4 B5
[%] [%] [%] [%] [%] [%] [%] [%]
d0-m0-v1-α1 1.13± 0.19 1.30± 0.17 0.79± 0.16 0.52± 0.12 0.56± 0.19 0.76± 0.05 0.63± 0.05 0.93± 0.05
d0-m0-v1-α2 0.83± 0.10 1.30± 0.15 0.84± 0.15 0.55± 0.10 0.59± 0.21 0.71± 0.07 0.62± 0.07 0.72± 0.06
d0-m0-v1-α3 0.85± 0.18 1.40± 0.16 0.80± 0.16 0.56± 0.15 0.58± 0.16 0.61± 0.06 0.52± 0.04 0.70± 0.06
d0-m0-v2-α1 1.37± 0.60 1.22± 0.14 0.73± 0.10 0.58± 0.05 0.64± 0.23 0.75± 0.08 0.44± 0.04 0.70± 0.05
d0-m0-v2-α2 1.02± 0.42 1.55± 0.16 1.20± 0.25 0.57± 0.10 0.52± 0.08 0.64± 0.06 0.42± 0.04 0.67± 0.05
d0-m0-v2-α3 1.25± 0.42 1.46± 0.17 0.98± 0.22 0.50± 0.07 0.54± 0.12 0.61± 0.05 0.40± 0.03 0.63± 0.05
d0-m0-v3-α1 1.40± 0.25 1.38± 0.18 0.56± 0.06 0.79± 0.14 0.43± 0.14 0.83± 0.06 0.41± 0.04 0.65± 0.06
d0-m0-v3-α2 1.82± 0.36 1.27± 0.15 0.58± 0.08 0.95± 0.28 0.39± 0.14 0.87± 0.06 0.38± 0.04 0.71± 0.06
d0-m0-v3-α3 2.07± 0.31 1.05± 0.12 0.56± 0.06 0.96± 0.23 0.39± 0.15 0.87± 0.07 0.37± 0.03 0.60± 0.05
d0-m1-v1-α1 1.08± 0.17 1.46± 0.18 0.89± 0.16 0.52± 0.15 0.57± 0.15 0.55± 0.04 0.58± 0.05 0.67± 0.05
d0-m1-v1-α2 0.94± 0.13 1.28± 0.13 0.80± 0.15 0.52± 0.15 0.61± 0.15 0.67± 0.05 0.62± 0.07 0.68± 0.05
d0-m1-v1-α3 1.06± 0.19 1.37± 0.18 0.77± 0.16 0.54± 0.15 0.54± 0.14 0.56± 0.05 0.51± 0.03 0.67± 0.05
d0-m1-v2-α1 1.02± 0.47 1.56± 0.16 1.17± 0.23 0.56± 0.09 0.53± 0.12 0.64± 0.06 0.48± 0.06 0.70± 0.05
d0-m1-v2-α2 1.11± 0.39 1.58± 0.15 1.09± 0.18 0.50± 0.09 0.50± 0.11 0.62± 0.07 0.42± 0.03 0.67± 0.04
d0-m1-v2-α3 1.29± 0.33 1.59± 0.16 1.18± 0.18 0.50± 0.10 0.49± 0.16 0.62± 0.05 0.44± 0.03 0.62± 0.04
d0-m1-v3-α1 1.65± 0.29 1.39± 0.17 0.59± 0.08 0.79± 0.16 0.47± 0.11 0.86± 0.05 0.41± 0.04 0.65± 0.05
d0-m1-v3-α2 1.90± 0.25 1.28± 0.15 0.60± 0.10 0.87± 0.16 0.44± 0.13 0.86± 0.06 0.39± 0.03 0.64± 0.04
d0-m1-v3-α3 1.96± 0.49 1.08± 0.14 0.57± 0.06 0.95± 0.19 0.46± 0.10 0.85± 0.06 0.37± 0.03 0.58± 0.04
d0-m2-v1-α1 1.13± 0.20 1.28± 0.11 0.77± 0.13 0.55± 0.13 0.63± 0.19 0.63± 0.06 0.57± 0.08 0.68± 0.05
d0-m2-v1-α2 1.05± 0.20 1.33± 0.17 0.76± 0.14 0.52± 0.13 0.53± 0.19 0.61± 0.06 0.53± 0.06 0.69± 0.06
d0-m2-v1-α3 1.10± 0.22 1.37± 0.14 0.87± 0.19 0.57± 0.12 0.63± 0.16 0.58± 0.05 0.49± 0.05 0.66± 0.05
d0-m2-v2-α1 0.86± 0.36 1.66± 0.15 1.23± 0.26 0.58± 0.15 0.57± 0.10 0.64± 0.04 0.57± 0.03 0.67± 0.04
d0-m2-v2-α2 1.24± 0.35 1.57± 0.14 1.13± 0.26 0.56± 0.08 0.54± 0.12 0.60± 0.04 0.46± 0.04 0.64± 0.04
d0-m2-v2-α3 1.38± 0.38 1.58± 0.14 1.17± 0.26 0.51± 0.05 0.56± 0.13 0.59± 0.06 0.49± 0.03 0.65± 0.05
d0-m2-v3-α1 1.68± 0.37 1.41± 0.15 0.60± 0.09 0.84± 0.10 0.47± 0.15 0.85± 0.06 0.41± 0.04 0.65± 0.06
d0-m2-v3-α2 1.92± 0.28 1.28± 0.16 0.63± 0.07 0.84± 0.23 0.46± 0.14 0.88± 0.07 0.41± 0.05 0.63± 0.05
d0-m2-v3-α3 2.02± 0.40 1.10± 0.14 0.56± 0.08 0.95± 0.18 0.49± 0.13 0.88± 0.06 0.38± 0.05 0.60± 0.04
d1-m0-v1-α1 0.56± 0.10 0.93± 0.16 0.64± 0.10 0.80± 0.18 0.38± 0.12 0.50± 0.05 0.46± 0.05 0.79± 0.05
d1-m0-v1-α2 0.57± 0.08 1.12± 0.17 0.81± 0.17 0.86± 0.15 0.39± 0.10 0.52± 0.06 0.48± 0.05 0.76± 0.04
d1-m0-v1-α3 0.46± 0.08 1.08± 0.18 0.82± 0.23 0.87± 0.16 0.39± 0.12 0.51± 0.05 0.46± 0.04 0.77± 0.04
d1-m0-v2-α1 0.67± 0.13 1.16± 0.19 0.67± 0.11 0.80± 0.15 0.50± 0.10 0.62± 0.05 0.44± 0.04 0.81± 0.04
d1-m0-v2-α2 0.83± 0.11 1.32± 0.25 0.97± 0.29 0.71± 0.10 0.41± 0.12 0.57± 0.07 0.43± 0.03 0.78± 0.05
d1-m0-v2-α3 0.92± 0.20 1.33± 0.21 1.11± 0.31 0.67± 0.12 0.47± 0.09 0.54± 0.04 0.42± 0.05 0.83± 0.05
d1-m0-v3-α1 1.65± 0.26 1.55± 0.30 0.58± 0.07 0.96± 0.19 0.40± 0.09 0.67± 0.07 0.42± 0.05 0.79± 0.06
d1-m0-v3-α2 1.45± 0.15 1.27± 0.25 0.52± 0.05 0.92± 0.17 0.38± 0.11 0.72± 0.07 0.43± 0.04 0.76± 0.05
d1-m0-v3-α3 1.55± 0.15 0.94± 0.20 0.46± 0.06 1.01± 0.14 0.40± 0.06 0.83± 0.09 0.38± 0.03 0.85± 0.05
d1-m1-v1-α1 0.58± 0.09 1.02± 0.13 0.71± 0.07 0.77± 0.14 0.40± 0.03 0.54± 0.04 0.47± 0.05 0.73± 0.04
d1-m1-v1-α2 0.56± 0.09 1.07± 0.13 0.75± 0.15 0.87± 0.13 0.39± 0.03 0.54± 0.04 0.42± 0.04 0.73± 0.06
d1-m1-v1-α3 0.47± 0.08 1.08± 0.13 0.73± 0.13 0.84± 0.13 0.40± 0.03 0.55± 0.05 0.46± 0.06 0.73± 0.04
d1-m1-v2-α1 0.97± 0.12 1.60± 0.18 1.13± 0.34 0.70± 0.09 0.41± 0.03 0.57± 0.05 0.43± 0.05 0.82± 0.05
d1-m1-v2-α2 1.09± 0.11 1.46± 0.18 0.91± 0.33 0.71± 0.08 0.45± 0.03 0.58± 0.04 0.39± 0.03 0.81± 0.05
d1-m1-v2-α3 0.83± 0.13 1.07± 0.12 1.08± 0.39 0.62± 0.06 0.48± 0.05 0.55± 0.04 0.41± 0.03 0.71± 0.04
d1-m1-v3-α1 1.30± 0.16 1.75± 0.21 0.60± 0.09 0.89± 0.14 0.40± 0.04 0.65± 0.03 0.44± 0.04 0.85± 0.06
d1-m1-v3-α2 1.33± 0.16 1.41± 0.14 0.54± 0.06 0.91± 0.11 0.41± 0.04 0.71± 0.04 0.39± 0.04 0.80± 0.05
d1-m1-v3-α3 1.48± 0.16 0.99± 0.12 0.52± 0.08 0.93± 0.08 0.40± 0.04 0.81± 0.07 0.36± 0.03 0.85± 0.07
d1-m2-v1-α1 0.58± 0.10 1.06± 0.11 0.74± 0.07 0.67± 0.18 0.40± 0.10 0.56± 0.04 0.50± 0.04 0.83± 0.05
d1-m2-v1-α2 0.55± 0.08 1.12± 0.11 0.69± 0.08 0.82± 0.12 0.41± 0.07 0.57± 0.04 0.52± 0.04 0.83± 0.05
d1-m2-v1-α3 0.48± 0.07 1.17± 0.13 0.83± 0.20 0.80± 0.10 0.38± 0.08 0.55± 0.05 0.48± 0.04 0.79± 0.05
d1-m2-v2-α1 0.87± 0.16 1.60± 0.16 0.98± 0.19 0.70± 0.15 0.37± 0.09 0.61± 0.05 0.45± 0.03 0.87± 0.05
d1-m2-v2-α2 0.82± 0.12 1.34± 0.17 1.11± 0.36 0.73± 0.07 0.40± 0.13 0.59± 0.04 0.45± 0.04 0.82± 0.04
d1-m2-v2-α3 0.82± 0.13 1.15± 0.16 0.96± 0.15 0.69± 0.09 0.41± 0.11 0.56± 0.06 0.43± 0.04 0.77± 0.04
d1-m2-v3-α1 1.27± 0.16 1.71± 0.20 0.66± 0.15 0.86± 0.12 0.39± 0.09 0.64± 0.05 0.45± 0.05 0.87± 0.05
d1-m2-v3-α2 1.18± 0.14 1.38± 0.17 0.54± 0.07 0.95± 0.12 0.40± 0.06 0.66± 0.04 0.44± 0.04 0.91± 0.05
d1-m2-v3-α3 1.34± 0.22 1.01± 0.12 0.45± 0.09 1.04± 0.16 0.40± 0.09 0.71± 0.06 0.44± 0.04 0.82± 0.05
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where at least one baseline mode was not detected in the corresponding Test or Damaged
dataset. Identifications with not detected modes are not uniformly distributed over the
different OEC. Instead, some modes show a significantly higher rate of missing modes.
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(c) Data with full operational variability and with OEC augmented feature vector.
Figure 6.11: Mahalanobis distance-based damage detection.
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Figure 6.11a shows the excellent damage detection capabilities of the proposed method-
ology under varying wind-excitation, i.e. when only datasets at a constant mass are con-
sidered during training and for subsequent testing. The datasets used for this figure
correspond to the data shown in figure 6.10. Hence, training is done under varying ve-
locities and angles of attack. From the large Mahalanobis distance jump in the outlier
class it is obvious that the target and the outlier class are strongly separated when the
entire feature space is considered. This type of strong separability is not visible in the 16
individual features shown in figure 6.10. The excellent separability can be explained by
the different impact of the damage and the wind-related variability on the dynamic prop-
erties of the specimen. The damage will result in a local modification of the specimen and
its discrete stiffness and damping matrix approximation. The investigated wind-induced
changes on the other hand result in more widely spread or global modifications of the
stiffness and damping matrices [135]. Hence, feature vector changes introduced by local
damage and global wind-excitation show into different directions. This is the key property
that is necessary to make damage detection under OEV without explicit measurements of
the variability feasible [29]. An investigation of the other two mass configurations show
similar results.
The picture changes dramatically when the mass variability is introduced. Figure
6.11b shows that a large proportion of Damaged samples falls below the 95% threshold and
are therefore misclassified. The missclassification rate strongly depends on the currently
encountered OECs. For some OECs damage is still reliably detectable. However, the
overall missclassification rate would certainly be unacceptable for productive application.
The mass changes introduce local modifications of the mass matrix, which result in feature
vector changes that are more aligned with the damage-induced changes. Hence, local
mass changes introduced in the vicinity of the damage location are hard to separate
reliably from damage without explicit measurements of the OEC. Figure 6.11c shows
the damage detection performance significantly improves when information about the
currently encountered OEC are part of the feature vector. In this case each feature vector
xi (Eq. (6.12)) is extended with OEC information according to Eq. (6.16). The provision
of OEC information lifts the Damaged observations above the 95% threshold. However,
damage is still at the verge of detectability for some OECs and the separation between
the target and outlier class is not as strong as in figure 6.11a.
To investigate which of the OEC information benefit classification the most, the ex-
periment was repeated with subsets of the binary OEC variables introduced in Eq. (6.16)
and Eq. (6.17). Table 6.3 shows error rates starting from the case m?-v?-α? shown in
figure 6.11b to the case m!-v!-α! shown in figure 6.11c, as well as for all possible combi-
nation of known and unknown OECs. For example, in the case of m?-v!-α? only three
additional features v1 . . . v3 were attached to the feature vector xi (Eq. (6.16)). Mean
error rates and standard error estimates were determined using 5-fold cross-validation on
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the undamaged datasets. The outlier rate in Baseline was set to 0.05. The Testsets (T)
show nearly constant missclassification rates of 0.19-0.20. This agrees well with the 0.82
ratio of feature-complete Baseline datasets (see figure 6.7). The missclassification rate for
m?-v?-α? is 0.42. However, it can be concluded from the Testset missclassification rate
that approximately 20% of the observations in Damaged will be classified as outliers due
to missing modes. Hence, the true missclassification rate on “good” feature vectors is even
larger (approximately 50%). The error rate can be improved substantially when informa-
tion about all OECs is considered. The evaluation shows that the largest improvements
can be achieved when the mass variability is explicitly measured. Knowledge about the
velocity variability still improves the classification results considerably. Explicit provision
of the AOA measurement does not significantly improve the error rate. Neither the direct
MD approach nor the LR approach shows a decisive advantage over the other when infor-
mation about the mass variability is introduced. For the m? cases the direct MD approach
shows slightly better error rates and significantly lower dispersion. This indicates a higher
robustness to outliers. As expected the error rate improves when direct measurements
of the OEV are included into the feature vector. Interestingly, separating the data into
subsets and training multiple models may be a significantly better strategy than including
OEV measurements into a single model as is evident from the figures 6.11a and 6.11c. Of
course, this is only an option if the data can be divided into clearly separated states.
Table 6.3: Mean missclassification rates e¯ and standard error estimates σˆe for different extents of explicit
OEC knowledge. OECs marked as ? were unknown during training and testing. OECs marked as ! were
part of the feature vector or were used for regression. Direct application of the Mahalanobis test (MD),
linear regression and a subsequent Mahalanobis test (LR). B stands for baseline data, T for a test set and
D for samples of the damaged state.
m?-v?-α? m?-v?-α! m?-v!-α? m?-v!-α! m!-v?-α? m!-v?-α! m!-v!-α? m!-v!-α!
e¯ σˆe e¯ σˆe e¯ σˆe e¯ σˆe e¯ σˆe e¯ σˆe e¯ σˆe e¯ σˆe
B 0.05 0.00 0.05 0.00 0.05 0.00 0.05 0.00 0.05 0.00 0.05 0.00 0.05 0.00 0.05 0.00
MD T 0.19 0.02 0.19 0.02 0.20 0.02 0.20 0.02 0.19 0.02 0.19 0.02 0.19 0.02 0.19 0.02
D 0.42 0.03 0.42 0.02 0.35 0.02 0.33 0.02 0.29 0.12 0.29 0.13 0.24 0.10 0.22 0.10
B 0.05 0.00 0.05 0.00 0.05 0.00 0.05 0.00 0.05 0.00 0.05 0.00 0.05 0.00
LR T 0.19 0.02 0.20 0.02 0.20 0.02 0.20 0.02 0.19 0.02 0.19 0.02 0.19 0.02
D 0.44 0.06 0.39 0.10 0.38 0.13 0.28 0.14 0.29 0.15 0.22 0.11 0.20 0.10
Aircraft wings or wind turbine blades rarely encounter unmeasured and local mass
changes. Fuel is uniformly distributed inside a modern aircraft wing. The fuel level changes
uniformly as well and the current fuel mass is usually well known during operation. The
only unmeasured mass variability typically encountered by aircraft wings and wind turbine
blades is icing. However, icing usually affects a large portion of the wing and therefore
results in a more global modification of the mass matrix. Additional masses are sometimes
attached below a wing in scientific or military applications. However, in this case the data
can be split into well separated states in accordance with the discussion above. Hence,
joint unmeasured mass and wind variability may not be a practical problem for aircraft
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wings or wind turbine blades. Of course, for other applications like bridges subjected to
heavy-duty traffic it could very well be.
Without further processing the false alarm rate of the proposed methodology is quite
high if a consistency thresholds is chosen that is significantly lower than 100%. Another
outlier detection step could be used before the actual damage detection to identify feature
vectors that contain a missing mode. However, there is always the danger of removing
legitimate (damage-induced) anomalies in the data during preprocessing. Instead of an
additional outlier detection step, one can take advantage of the fact that once damage
occurs it does not go away. Hence, multiple successive outliers are a sure sign of an
anomaly. How many consecutive outliers are required to trigger an alarm can be estimated
from the false positive rate estimate obtained from the cross-validation of the training
data. Assuming random occurrence of outliers and a false alarm rate of 0.2 one can
be 99% confident of an anomaly after three consecutive outliers. Since this procedure
effectively allows one to control the (final) false alarm rate, the trade off between the
proportion of feature-complete datasets and the number of modes in the feature vector
can be shifted towards the latter. More damage-sensitive features generally will improve
damage detection as well as allow for better separation between damage and OEV [29].
However, there is a limit to the reduction of the consistency threshold. At some point
modes may be included into the feature vector that are not excited under certain OEV
at all. Hence, the assumption of random false alarm occurrences is violated and the
procedure will identify this OEC as an anomaly.
The sensor locations can also influence the damage-sensitivity of an AOMA-based
SHM methodology. The proposed feature vector (Eq. (6.12)) only includes global modal
properties (natural frequencies and damping ratios). Thus, the damage-sensitivity of the
feature vector is independent of the sensor locations. Since it can be shown that a given
natural frequency is only unaffected by damage when the damage location coincides with a
modal node of the correspondent mode shape [33], the inclusion of more natural frequencies
should in general improve the damage-sensitivity of the approach. Hence, with a feature
vector consisting only of global modal properties the most beneficial sensor distribution
would be one that maximises the number of consistently detectable modes. However, it
can also be shown that mode shape changes induced by damage are most pronounced in
the vicinity of the damage location [19, 34]. Thus, if mode shape related quantities are
included in the feature vector (not further investigated in this work) it may be beneficial
to place some sensors in the vicinity of potentially critical damage locations, irrespective
of whether these locations are optimal from an identification point of view.
Mahalanobis distance-based anomaly detection works best for multivariate normal
baseline data and may fail if this assumption is strongly violated. The experimental data
used in this study are markedly non-normal (see figure 6.10). Still, the investigated dam-
age case produced feature vector changes that are outside of the ellipsoid that covers 95%
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of the baseline data under varying wind excitation. Obviously, these results cannot be
generalized to all types of damage or OEV. If a damage produces changes that fall inside
the normal operation domain boundary this damage scenario is simply not detectable [29].
If the domain boundary is highly non-linear a more flexible domain description technique,
like Support Vector Domain Description (SVDD) [125] or an Auto-Associative Neural
Network (AANN) [15], may be more appropriate. However, more flexible models usually
have to be parameterized using cross-validation on target and outlier data and sufficient
representative samples of the latter are seldomly available in damage detection applica-
tions [125]. In general, detectability has to be proven on a case-by-case basis for each
individual combinations of damage type, monitored structure and encountered OECs.
Continuous monitoring for baseline data accumulation under OEV is comparatively sim-
ple or at least feasible for many engineering structures. This is not the case for exper-
imentally generated outlier samples. The use of modal parameters as damage-sensitive
features opens the possibility to create outlier samples from numerical models (except
for damping ratios, which cannot be predicted with numerical modal analysis). However,
this presupposes the availability of an accurate numerical model, knowledge about the
most critical and frequent damage scenarios, valid linear approximations of the damage
cases and no interdependency between damage- and OEC-induced changes to the feature
vector. These are very high demands. However, if they are fulfilled, this information
can furthermore be processed to investigate higher levels of SHM like type classification,
severity estimation and even prognosis [11].
6.4 Conclusions
Natural frequencies and damping ratios that were automatically extracted with opera-
tional modal analysis were used to detect a small scale impact damage on a composite
cantilever that was subjected to wind and mass-induced operational and environmental
variability in a wind tunnel.
An automated baseline or training set preparation procedure was described and suc-
cessfully tested with the experimental data from the wind tunnel. The proposed method-
ology is most helpful in cases where the structure under consideration has modes that
are not consistently detectable under all operational and environmental conditions. The
amount of user interaction was reduced to the selection of a single threshold: the desired
consistency of the least well detected mode that is accepted as a feature for subsequent
damage detection.
It was shown that the operational variability induced significantly stronger modal
parameter changes than the investigated damage. Still, the damage could be detected
under varying wind velocity and angle of attack with great reliability and without infor-
mation about the operational conditions during training or testing. Damage detection
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under joint mass and wind variability was less successful and the damage was not reli-
ably detectable under the majority of investigated operational conditions. The damage
detection performance under this conditions could significantly be improved using data
normalization techniques. Finally, a simple procedure to reduce the final false alarm rate
and simultaneously increase the damage sensitivity of the anomaly detection system is
discussed.
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Discussion
In this chapter the results of chapter 3 to 6, which build the core of this thesis, are
summarized. Special emphasis is set on their relation to the research questions introduced
in chapter 1, on aspects that can be derived from the holistic examination of the chapters
and on results that did not fit into the framework of the individual chapters, which were
prepared for independent publication, but are nonetheless valuable in the discussion of
the research questions.
7.1 Research Question I
To what extent do in-flight loads conform with the assumptions about the
prevalent excitation in operational modal analysis and how does this influence
the damage detection capabilities of a health monitoring system based on
operational modal analysis?
The literature review in chapter 2 listed multiple studies where OMA was used to extract
modal properties from in-flight vibration measurements. Thus, there exists enough ev-
idence to conclude that it is possible to track modal properties from in-flight vibration
data. However, the available literature completely lacks investigations that compare the
actual excitation of a wing with the OMA requirements of a stationary band-limited white
noise excitation [85]. Especially in the transonic regime, where the majority of modern
large passenger aircraft operate, a slightly unstable surface pressure distribution can result
in non-broadband excitation of a wing. This question was evaluated based on surface pres-
sure and vibration measurements of the High Reynolds Number Aerostructural Dynamics
(HIRENASD) transonic wind tunnel experiment in chapter 4.
The HIRENASD investigation revealed the wind-excitation to be non-white and to
include strong narrow-banded transonic pressure waves. Furthermore, the wing was slowly
rotated from −2.1 ◦ to +4.2 ◦ AOA during the investigated measurement period. Thus, the
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excitation was found to be non-stationary. The overall shape of the Spectral Density (SD)
(figure 4.4) can be described with two major regions: A nearly flat low-frequency region
up to approximately 260 Hz and a region of slow power decline up to nearly 2000 Hz where
the low-pass filter starts to affect the measurements. According to Farabee and Casarella
[168] the low-frequency range should have a ω2-dependency but is often contaminated by
facility-related noise. No distinct ω2-behavior can be observed from the depicted data.
Therefore it seems that the low-frequency region is dominated by free-stream turbulence.
No free-stream turbulence data is available from the investigation, making it hard to
distinguish between contributions from the free flow and the boundary layer. In the second
broad region above 260 Hz the power spectral density is decreasing. One would expect a
ω−1-dependency for a fully developed boundary layer over a flat, rigid and smooth plate
[142]. The investigation in chapter 4 showed that the Power Spectral Density (PSD)-slope,
-curvature and -amplitude in the higher frequency region is clearly position- and AOA-
dependent. Figure 7.1 shows a SVD of the Cross Spectral Density Matrix (CSDM) matrix
that reveals a number of important properties of the surface pressure. The depicted ω−2-
trend clearly shows that the actual power decline is steeper than the decline predicted by
the flat plate theory for an incompressible flow. Moreover, the spectrum is disrupted by
a number of strong and sharp peaks.
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Figure 7.1: SVD of the CSDM from 18 pressure sensors.
In general the deviations from the band-limited white noise requirement is not consid-
ered to be a serious problem in applied OMA as long as the input load introduces sufficient
energy over a broad frequency range to adequately excite the modes of interest [44]. The
deviation from the white noise assumption can be modeled as a colored filter that in turn
is excited by a (fictional) white noise source. This relationship can be expressed as
Gy(ω) =Hyx(ω)Hxe(ω)Ge(ω)HHxe(ω)HHyx(ω) (7.1)
where Gy(ω) is the output hatSD of the investigated system, Hyx(ω) is its Frequency
Response Function (FRF),Hxe(ω) is the FRF of the loading filter and Ge(ω) is the SD of
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the white input load. Since OMA is based on the assumption thatHxe(ω)Ge(ω)HHxe(ω) is
frequency-independent and the modal properties of the system are solely extracted from
the information in Gy(ω), a joint system, consisting of the structural FRF and the loading
filter FRF is identified, when this condition is not met. This implies that when sharp peaks
are present in the input load, as is the case here, this peaks will appear as modes in Gy(ω)
that may be difficult to distinguish from the true structural system modes. In general,
additional knowledge about the system is needed to distinguish these two types of modes.
In chapter 4 it was shown that the pressure waves are partially recognisable from
output-only measurements by their very small damping ratio, the high mode shape com-
plexity and the deviating singular value behavior when compared to real physical modes.
However, this was not found to be true for every detected pressure wave mode. Without
further consideration such modes could disturb a SHM system and either produce false
alarms or make the system more insensitive to damage. As was shown in chapter 4 classic
procedures for parametric AOMA are not able to distinguish between the pressure wave
modes and the system modes. This is also true for the AOMA procedure proposed in
chapter 5, which is evident from figure 7.2 where the AOMA procedure proposed in chap-
ter 5 was applied to the full spectral range of HIRENASD accelerometer data and some
pressures waves as well as system modes are automatically detected. The discussion in
chapter 4 also revealed that simply rejecting automatically detected complex modes or
modes with extremely low damping ratios may limit the applicability of the procedure
for SHM. However, the automated baseline preparation procedure proposed in chapter 6
should be able to filter out the pressure wave modes as inconsistent. With only a single
HIRENASD dataset available this assumption cannot be verified experimentally. Though,
it was shown in chapter 3 that the data from the wind tunnel experiment conducted at FH
Aachen UAS were contaminated by multiple narrow-banded disturbances as well, even if
the source of the input load contamination were different. The baseline preparation pro-
cedure proposed in chapter 6 rejected these modes since they showed significantly more
variance than the structural system modes and were not consistently excited or identified
from nearly all datasets. One can argue that the same would happen with data that are
contaminated by transonic pressure waves. It was shown in chapter 4 that the pressure
wave modes and especially their damping, complexity and mode shapes are much more
sensitive to AOA changes than the corresponding properties of the structural modes. Ball-
mann et al. [147] pointed out that the pressure wave only occurs when the flow locally
exceeds Mach 1 and that its properties depend on the speed of sound of the incoming
flow. Thus, if the baseline data contain samples from a broad range of operational and en-
vironmental conditions, the baseline preparation procedure discussed in chapter 6 should
reject transonic pressure waves such as those found in the HIRENASD data.
A second requirement for OMA input loads is the need for multiple independent
excitation sources [140]. The rank of the input loading matrix Ge(ω) (Eq. (7.1)) is limited
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Figure 7.2: SVD of the CSDM from 9 accelerometer sensors.
by the number of independent loads. This limits the rank of the output matrix Gy(ω) and
makes it hard to detect and identify closely spaced modes [44]. It is well known that wind
loads and surface pressures are correlated in space and time [169]. Thus, the question
arises whether the wind-induced surface pressure fluctuations on a wing contain enough
independent sources to be suitable for OMA. In a classic OMA setup no information
about the acting input forces are available. Therefore, Brincker and Ventura [44] suggest
to examine whether a reasonable number of singular values, derived using the Frequency
Domain Decomposition (FDD) technique, are well separated from the noise floor. In
figure 7.2 the first two to three singular values show a markedly different behavior than the
subjacent values. Since in the case of the HIRENASD data surface pressure measurements
and thus a measure of the acting forces is available one can also estimate the rank of the
input as follows. First, the covariance matrix of the measured surface pressures from the
available 199 pressure transducers is estimated using
Σˆp = E
[
(p− E[p]) (p− E[p])T
]
(7.2)
where Σˆp is the covariance matrix estimate, p is the N × S matrix of pressure mea-
surements, where N is the number of samples, S is the number of sensors and E[·] is the
expectation operator. An SVD of the covariance matrix estimate Σˆp
Σˆp = UpSpV ∗p (7.3)
reveals the number of independent sources that significantly contribute to the input
load. Figure 7.3 shows the first twenty normalized singular values in Sp and confirms that
the rank of the input load is approximately two. Thus, more than two modes in near
proximity to each other will be hard to detect with confidence from the data. The reason
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for this low rank is the small scale of the wind tunnel model (345 mm reference chord
length, 1285 mm semi-wingspan). For real wings, whose dimensions often are more than
an order of magnitude larger, one can expect the input loads to be less correlated and the
rank of the input matrix to be considerably higher.
From the discussion above, the literature survey in chapter 2 and the work in chapter
4 it can be concluded that the surface pressure variation caused by atmospheric and
boundary layer turbulence on the surface of an aircraft wing is an appropriate type of
excitation for OMA. There exists enough evidence to conclude that it is possible to extract
a considerable amount of modal properties from an ambiently excited wing (figure 7.2 and
[91]). How these modal properties can be further processed to be used to monitor the
structural health of such a wing is discussed below.
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Figure 7.3: Number of independent excitation sources derived from surface pressure measurements.
7.2 Research Question II
What are the effects of mass, velocity and angle of attack changes on the
extracted modal properties and how can these changes be separated from
damage-induced changes under uncertain operational and environmental con-
ditions?
Operational and environmental variability is widely considered to be the major obstacle
to the introduction of SHM in a number of different engineering disciplines, including
aerospace engineering. The second research question asked for the impact of mass, velocity
and angle of attack changes on the detected modal properties of a wing and how these
changes can be separated from changes caused by damage. The general influence of mass
changes can directly be estimated from the general equation of motion (Eq. (2.1)). This
classic structural dynamic equation can be adapted to account for substantial aerodynamic
forces [135]. This leads to the modified equation of motion (Eq. (??)) introduced in
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chapter 3, from which it can be directly derived that modal parameters identified from
wind-excited structures will vary under changing wind excitation. Further, it has been
shown that slender, high-aspect ratio beam modal parameters will change under varying
loads [112], which is what happens when the AOA is varied. These changes are the result
of large deformations and structural non-linearity.
In chapter 3 structural response measurements from FBGS were used to investigate
modal parameter changes as a result of velocity and AOA variability. It was shown
that all nine investigated operation points could clearly be separated on the basis of the
measured frequency and damping ratio shifts. These results were confirmed and extended
in chapter 6 where measurements from piezoelectric sensors were used to identify the modal
properties in a larger frequency range, at 27 operation points and two damage states. The
best separability was found to be possible based on natural frequencies. This confirms
the findings of other authors (see section 2.2), namely that even if the natural frequency
changes introduced by OEV and damage are tiny, the low sensitivity is outweighed by the
excellent precision of the identification process. Interestingly, the results also showed the
damping ratios of certain modes to be good indicators of OEV and damage. Damping
ratios are often discussed for damage detection but rarely used in studies where ambient-
excitation and operational variability is considered, due to the large uncertainty associated
with the OMA damping identification process [170]. However, for the particular case of a
slender structure under substantial wind-excitation the damping is largely dominated by
the aerodynamic forces. An increase of the flow velocity from 70 km/h to 140 km/h or a
shift from 0 ◦ to 2 ◦ AOA resulted in damping ratio increases of up to 100%. This type of
change can be reliably detected, even if the identification dispersion for some modes was
found to be larger than 30% of the mean.
The mode shape OEC-sensitivity was investigated in chapter 3. The results showed
that the overall variance of the mode shape estimates extracted from FBGS measurements
made it impossible to reliably differentiate between operation points. The literature re-
view in chapter 2 revealed that mode shapes can be used for damage localisation in an
unsupervised learning environment. However, these results were achieved either numeri-
cally or under laboratory conditions and without the influence of OEV. Figure 7.4 shows
the Strain Mode Shape (SMS) differences along one path on the surface of the cantilever
Finite Element Analysis (FEA) model (Path A in figure 7.4a). Two damage scenarios
were investigated: 1) The layers in the affected region were allowed to slide but not to
separate or penetrate each other. 2) A Young’s modulus and shear modulus reduction
in the affected region. The first damage type represents pure delamination whereas the
second type represents a general degeneration of the specimen in the affected region. Both
damage scenarios can be represented with linear theory and are therefore suitable for clas-
sic numerical modal analysis. Comparable results can be obtained for the other SMS. The
results show that for both damage scenarios the largest differences are detected in the
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vicinity of the damage location. Thus, damage localisation is clearly possible under ideal
conditions, even if the practical implementation remains open to debate [19].
The comparatively dense optical sensor distribution at the surface of the investigated
specimen would theoretically have allowed for damage localisation. Figure 7.5 shows the
identification variability of the first four mode SMS for a single FBGS. The different OECs
build partly distinguishable but strongly overlapping clusters. The picture is similar or
even worse for other FBGS. Hence, the high identification variance and the comparatively
low sensitivity of the interrogator used made damage localisation from FBG data not
feasible. The piezoelectric data show much lower variance under constant OEC. However,
the number of piezoelectric sensors used was too low for damage localisation. Thus,
vibration-based damage localisation under OEV seems to be feasible provided that a dense
network of highly sensitive sensors is available. However, further research is necessary to
include localisation data into a statistical framework that is able to account for uncertainly
and OEV. Currently the vast majority of methods proposed for damage localisation are
not formulated in such a way [18, 19].
It was shown in chapter 6 that the investigated mass changes resulted in natural
frequency shifts of up to 5% for certain modes. The velocity variations produced shifts
of more than 3% and the AOA changes resulted in shifts of nearly 2% for some modes.
In contrast, the largest detected damage-induced frequency shift was 1.2% for one mode
at a single operation point. More typically the damage-induced shifts were in the range
of 0.3% to 0.7%. Changes this small, under operational variability that is nearly an
order of magnitude larger, cannot be detected without proper statistical treatment. In
chapter 6 the system behavior during the training period was modelled as multivariate
normally distributed and the distance between new samples and the baseline data was
estimated using the Mahalanobis distance (Eq. (2.7)). Contrary to the popular approach,
where the Mahalanobis test is only applied after a preceding dimensionality reduction
step by e.g. PCA (section 2.6), the Mahalanobis test was directly applied. Figure 7.6
shows that approximately 60% of the variance in the baseline data can be explained by
the first two principal components. These apparently represent the mass and velocity
variation. 95% of the variance can be explained using the first 11 principal components.
There are two popular approaches to select the number of components to retain: either
a sudden drop in the variance explained is sought out, this is often referred to as an
elbow approach [116], or an arbitrary threshold like 95% of variance explained is used.
Both approaches are compared to the direct application of MD in table 7.1. The elbow
approach (60% PCA) shows no improvement over the direct MD approach, whereas the
95% PCA approach shows a significantly lower missclassification rate. Still, care must be
taken when dimensionality reduction is applied as is explained in the next two paragraphs.
As was indicated in section 2.6 there may be scenarios where the direct application
of the Mahalanobis test may result in superior damage detection capability and such a
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(a) FEA model setup.
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(b) First bending mode (1B) delamination.
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(c) First bending mode (1B) stiffness reduction.
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(d) Second bending mode (2B) delamination.
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(e) Second bending mode (2B) stiffness reduction.
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(f) First torsional mode (1T) delamination.
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(h) Third bending mode (3B) delamination.
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(i) Third bending mode (3B) stiffness reduction.
Figure 7.4: Numerical model SMS differences along Path A for varying damage severities (25%, 50%,
100% layers affect by delamination and 10%, 25% and 50% stiffness reduction in the affected region). The
damaged area is gray-shaded.
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Figure 7.5: Strain Mode Shape (SMS) component at 7th FBG sensor at a constant velocity v3 and
otherwise varying OEC.
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Figure 7.6: Proportion of baseline data variance explained by each of the 16 principal componenents.
(simulated) scenario is shown in figure 7.7. First, 240 samples from a multivariate normal
distribution N (µBL,ΣBL) with two dimensions were drawn. Three challenging damage
scenarios (D1 - D3) are indicated in figure 7.7a. Figure 7.7b shows the result when the Ma-
halanobis test is directly applied. The unaltered 240 baseline samples are used to estimate
µˆBL, ΣˆBL (Eq. (2.7)) and a 95% threshold. For figure 7.7c the data were first projected
into the major principal component and µˆBL, ΣˆBL and the threshold were estimated from
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Table 7.1: Data normalization by means of PCA. Mean missclassification rates e¯ and standard error
estimates σˆe for different extents of dimensionality reduction. Direct application of the Mahalanobis test
(MD), . B stands for baseline data, T for a test set and D for samples of the damaged state.
MD PCA 60% PCA 95%
e¯ σˆe e¯ σˆe e¯ σˆe
B 0.05 0.00 0.05 0.00 0.05 0.00
T 0.19 0.02 0.19 0.02 0.19 0.02
D 0.42 0.03 0.43 0.03 0.32 0.04
that single dimension. The same procedure was applied to the minor principal component
projections to create figure 7.7d. All samples of D1, nearly all samples of D2 and a nearly
half of the samples of D3 are classified as outliers when the Mahalanobis test is directly
applied to the data without dimensionality reduction. Regardless of whether the major
or minor principal direction is used to project the data, at least one damage scenario (D1
or D2) will remain undetectable when the data are projected into a lower-dimensional
space before they are tested for outliers. Furthermore, the detectability of D3 is worse
for both principal component projections when compared to the direct application of the
Mahalanobis test. It is worth pointing out that it may be beneficial for the detectability
of certain damage scenarios to initially apply dimensionality reduction. As can be seen in
the figures 7.7c and 7.7d the distances between the threshold and the outlier samples of
the well-detectable damage scenarios increases for the initially projected tests in compar-
ison to the distances in figure 7.7b. Thus, the PCA-based pre-processing can improve the
damage detection sensitivity but at the price of a lower generality.
The example introduced in the last paragraph shows that PCA-based dimensionality
reduction is not always beneficial for subsequent anomaly detection. The goal of dimen-
sionality reduction in the context of damage detection is to optimize the detectability of
every critical damage scenario. However, the PCA-based approach does not incorporate
any representative samples of damage. Thus, instead of retaining principal components
that are most sensitive to damage one removes components that are sensitive to OEV.
There is no evidence to presume that the directions that change the least under OEV
are the best to predict damage. However, there is also no evidence to assume substan-
tial correlation between OEV-induced and damage-induced feature vector changes. Thus,
with increasing dimensionality of the feature vector it gets more and more unlikely that
damage-induced changes will correspond to OEV-induced changes. A promising strategy
could be to apply a statistical test to the full feature vector as well as to a dimensionally
reduced one and trigger a warning when one of them detects multiple consecutive out-
liers. This way it may be possible to benefit from the higher sensitivity of the PCA-based
approach for some damage scenarios as well as from the generality of the full feature
vector.
Table 7.2 shows damage-induced natural frequency shifts under operational variabil-
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Figure 7.7: Comparison between anomaly detection based on Mahalanobis distance alone or combined
with a preceding PCA-based dimensionality reduction step.
ity. Each table field was calculated according to Eq. (7.4).
dfui =
f¯u,d0,i − f¯u,d1,i
f¯u,d0,i
(7.4)
f¯u,d0,i is the mean undamaged natural frequency of mode i under the operational
conditions given in the first column of the table. Accordingly f¯u,d1,i is the corresponding
damaged mean natural frequency. All data are given as percentages. The damage-induced
frequency shifts are quite small. They rarely exceed 1% of the undamaged natural fre-
quency. In contrast, mass and velocity-induced changes can reach values of over 5% and
3% respectively. For an uncoupled system one would expect consistent damage-induced
shifts throughout the different OECs. This is clearly not the case. On the contrary,
there seem to be significant interactive terms between the investigated damage and the
encountered OEC. This has consequences for the feasibility of damage type detection (III)
and severity estimation (IV) systems. Such systems have to be trained with representa-
tive samples of the outlier class [11]. Since comprehensive experimental damage studies
of complex engineering structures are prohibitively expensive, a frequently suggested ap-
proach is to use numerically generated outlier samples [42]. Table 7.2 shows that such
models not only have to find an appropriate numerical simplification of every frequently
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encountered damage scenario but also have to consider the effect of OEV. For an aircraft
wing this means that, beside the need for a numerical model of every conceivable or critical
damage scenario at every possible damage position, there is also the need to model the
full operational (and environmental) range. The sheer amount of possible system states
and the need to consider multiple nonlinear effects translate to very high computational
and methodical demands. Further research is necessary to reduce the complexity of the
problem and make damage classification and severity estimation of complex structures
under OEV feasible.
Table 7.2: Natural frequency shifts as a result of the investigated damage under OEV m, v and α.
OEC B2 T1 B3 T2 T3 B4 T4 B5
m0-v1-α1 [%] -0.12 0.32 -1.23 0.63 -0.24 0.04 0.40 0.30
m0-v1-α2 [%] 0.15 -0.95 -0.21 0.70 0.10 -0.12 0.35 0.20
m0-v1-α3 [%] 0.20 -0.71 -0.39 1.20 0.12 0.03 0.43 0.37
m0-v2-α1 [%] -0.52 -0.05 -0.15 0.45 -0.12 0.10 0.45 0.40
m0-v2-α2 [%] -1.19 -0.28 -0.64 0.81 0.06 -0.14 0.25 0.17
m0-v2-α3 [%] -0.55 -0.15 -0.46 1.09 0.02 -0.18 0.29 0.20
m0-v3-α1 [%] 1.21 0.04 -0.26 0.52 -0.19 -0.00 0.38 0.30
m0-v3-α2 [%] 0.65 -0.11 -0.27 0.80 -0.23 -0.26 0.28 0.21
m0-v3-α3 [%] 0.19 -0.14 -0.38 1.57 -0.35 -0.43 0.26 0.13
m1-v1-α1 [%] 0.06 -1.10 -0.21 0.20 0.06 -0.23 0.29 0.22
m1-v1-α2 [%] 0.20 -0.96 0.10 0.66 -0.10 -0.05 0.27 0.26
m1-v1-α3 [%] 0.17 -0.93 0.09 0.78 -0.16 -0.15 0.32 0.32
m1-v2-α1 [%] -0.27 -0.48 -0.18 0.13 0.02 -0.36 0.18 -0.04
m1-v2-α2 [%] -0.43 -0.74 -0.57 0.72 -0.03 -0.35 0.17 -0.04
m1-v2-α3 [%] -0.28 -0.37 -0.65 1.21 -0.28 -0.30 0.25 0.29
m1-v3-α1 [%] 0.83 -0.70 -0.42 0.04 -0.26 -0.56 0.19 -0.13
m1-v3-α2 [%] 0.22 -0.24 -0.36 0.84 -0.14 -0.41 0.26 0.14
m1-v3-α3 [%] -0.73 -0.33 -0.39 1.20 -0.23 -0.58 0.20 -0.10
m2-v1-α1 [%] -0.31 -1.15 -0.42 0.31 -0.26 -0.20 0.27 0.16
m2-v1-α2 [%] -0.23 -1.16 -0.13 0.67 -0.16 -0.14 0.24 0.18
m2-v1-α3 [%] -0.11 -1.18 -0.00 0.95 -0.00 -0.13 0.28 0.25
m2-v2-α1 [%] 0.35 -0.19 0.13 0.38 0.07 0.01 0.23 0.24
m2-v2-α2 [%] -0.33 -0.71 0.10 0.51 -0.29 -0.45 0.18 -0.03
m2-v2-α3 [%] -0.17 -0.15 -0.31 1.29 -0.18 -0.13 0.35 0.26
m2-v3-α1 [%] 0.17 -0.52 -0.33 0.08 -0.16 -0.43 0.26 -0.02
m2-v3-α2 [%] -0.38 -0.19 -0.32 0.77 -0.23 -0.40 0.27 -0.01
m2-v3-α3 [%] -0.30 0.49 -0.24 1.74 -0.03 -0.18 0.35 0.26
Figure 7.8 shows a correlation coefficient matrix. The correlation coefficients were
calculated between the damage-induced shifts of the eight natural frequencies selected by
the algorithm described in chapter 6 and the corresponding natural frequency shifts of the
numerical models. Only data from a single mass configuration m0 were considered. One
can derive from the significantly higher correlation coefficients that the stiffness reduction
is a better representation of the investigated impact damage than pure delamination.
Furthermore, the data shows that correlation drops substantially with increasing influence
of the OEV. This results further substantiate the fact that damage and OEV-induced
feature changes are not independent. A combination of the two damage scenarios may
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further improve the correlation between the experimental and numerical results. This
scenario was not investigated.
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Figure 7.8: Correlation coefficients between damage-induced natural frequency changes under operational
variability and as a result of two numeric damage scenarios. d1-X =̂ delamination, d2-X =̂ stiffness
reduction, X =̂ damage severity.
The second research question asked for the feasibility of modal-based damage detec-
tion for a system that is subjected to changing mass loads and wind-induced variabil-
ity. A number of different approaches were investigated to account for OEV. Chapter
6 showed that the best results can be achieved if separate models are learned for each
mass configuration. This step function approach performed significantly better than the
two other investigated normalization techniques, namely the direct application of the MD
test to a feature vector extended with information about the currently encountered OEC
and data normalization by LR. However, the step function approach is naturally suited
for data that show innate breakpoints (as is the case here) and may perform worse for
continuously changing features. Furthermore, it may be possible that more flexible re-
gression techniques can improve the performance of the regression-approach. This was
not further investigated in this work. It was demonstrated that PCA-based feature vec-
tor pre-processing can improve the damage sensitivity of the SHM system. However, it
was also demonstrated that this comes at the price of lower generality. The discrepancy
between the purpose of dimensionality reduction, namely to maximize damage-sensitivity
of the feature vector and what it actually does in a unsupervised learning environment,
namely OEV-sensitivity reduction was elaborated. It was proposed to apply statistical
tests to both the full feature vector as well as the dimensionally reduced one, to retain
the generality of the former as well as to obtain the possibly higher damage-sensitivity of
the latter. A comparison between the wind tunnel results and a numerical model of the
investigated specimen showed that the natural frequency shifts introduced by the impact
damage not only depend on the type, location and severity of the damage but also on the
current OECs of the system. In other words, the same damage manifests itself differently
at different operational conditions. This issue was not explicitly reported by others in the
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context of SHM yet. However, it can be directly derived from Eq. (3.1) or Eq. (2.1), e.g.
a change of K alone will result in different modal property shifts than a change of K that
is accompanied by a change of ρV 2A. The transformation is nonlinear and the principle
of superposition cannot be utilized. Similar reasoning applies for mass or AOA changes.
This result has implication beyond the obvious result that damage may be detectable at
certain OECs and not detectable at others. It also means that to make use of numerical
simulation, either for verification of the damage detection capabilities of a proposed SHM
methodology, for training of more sophisticated anomaly detectors or to elaborate higher
levels of SHM, like type classification and severity estimation, the numerical models must
be able to describe the interaction between the different types of frequently encounterable
damage and the expected operational and environmental variability.
7.3 Research Question III
How can the current praxis of manual model parametrisation by expert users
be transformed into automated and data-driven processes for automated op-
erational modal analysis and automated baseline data preparation?
A major building block of this thesis is the development of automatization techniques
for OMA and for training set preparation. The main focus was on the development
of methods that avoid or minimize the need for user-defined parameters and that can
be used in the aerospace context where high damping ratios and substantial mode shape
complexities are commonly encountered. An overview of the AOMA procedures presented
in the literature so far was given in section 2.4. It was found that none of the available
techniques fulfilled the aforementioned requirements, which led to the development of the
methodology proposed in chapter 5. There the proposed AOMA method was tested for
highly damped modes (ξ > 0.1) under poor Signal-to-Noise Ratio (SNR) conditions (FBG
sensor data) and for the case of automated identification from only two sensors. The HI-
RENASD investigation in chapter 4 was originally carried out using the ARTeMIS Modal
OMA software [149]. Figure 7.2 shows the results when the AOMA procedure proposed in
chapter 5 is applied to the full range of HIRENASD accelerometer data. As is evident the
procedure was able to detect nearly 30 modes over a broad frequency range, including the
highly complex first pressure wave mode that has a Mode Complexity Factor (MCF) of
over 70%. Thus, it can be concluded that the proposed OMA automatization procedure is
able to detect a large number of possibly strongly damped and/or highly complex modes
under challenging SNR conditions and from a low number of measurements without the
need for any user-defined parameters or thresholds.
The problem of OMA automatization and baseline set preparation are quite similar.
In both cases the goal is to find consistently identified modes that are in close proximity
to their nearest neighbors. The main difference between the two problems is the expected
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ratio of large-distance to small-distance observations. As was pointed out in chapter 5 the
total number of physical modes Np and mathematical modes Nm can be estimated from
the maximum investigated system order nmax (Eq. (5.8) and (5.9)). It was concluded
that if the system order is much larger than 2L, the number of physical modes in the
investigated frequency range, which is the basic requirement for the stabilisation-based
mode separation, the number of mathematical modes will be larger than or in the same
order as the number of physical modes. The proportion of the large-distance modes in
the baseline preparation procedure discussed in chapter 6 cannot be easily derived from
contemplation. It will mainly depend on the number of false AOMA identifications and
the proportion of modes that are not well-excited under all operational and environmental
conditions. Assuming that the AOMA procedure does only return a small proportion of
false modes and that the majority of detected modes is consistently identified one can
argue that the large-distance cluster should be significantly smaller than the small-distance
cluster. That is the reason why the k-means clustering procedure used in chapter 5 had to
be replaced by GMM clustering for chapter 6, since k-means clustering is known to favour
approximately equally sized clusters, when the clusters are not well-separated.
The results presented in chapter 5 and 6 as well as the discussion above demonstrate
that some major building blocks of an OMA-based SHM methodology that are currently
parameterised manually can be replaced by automatic, data-driven methods. The goal
here is not to replace the scientists who calibrate the complete SHM system. Instead, the
goal is to implement a repeatable and transparent process that allows them to rapidly
evaluate varying sensor setups, block sizes, different anomaly detectors or exchange other
parts of the complete SHM pipeline without the need for manual re-parametrisation of
the AOMA and baseline preparation modules.
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Conclusions & Outlook
This thesis reports on the feasibility of vibration-based Structural Health Monitoring
(SHM) of cantilever-like structures, e.g. aircraft wings, under wind-induced excitation
and operational variability. The first part of this work was concerned with wind loads
on wings and with the question in how far these fulfill the Operational Modal Analysis
(OMA) assumptions about the prevalent excitation and what this means for the use of
OMA as part of an SHM methodology. Measurements from two wind tunnel experiments,
a small-scale composite cantilever subjected to subsonic flow and a large-scale wing model
subjected to transonic flow, were used to answer this question. In the first experiment the
spectral content of the inflow was found to be mostly flat or smoothly varying throughout
the investigated frequency range. Pressure measurements from the second experiment
revealed the same to be true at the surface of the large-scale wing subjected to transonic
flow. However, in both cases narrow-banded disturbances were found in the excitation
that were falsely identified as structural modes by OMA. For both experimental setups
the wind-excitation, which is known to be correlated in space in time, could be shown
to be composed of multiple independent sources, which is essential to be able to detect
modes in near proximity to each other. Further evaluation and discussion revealed that
the surface pressure variation caused by atmospheric and boundary layer turbulence on
the surface of a wing-like structure is an appropriate type of excitation for OMA under the
constraint that there is some additional knowledge that allows one to separate between
real physical modes of the system and excitation-induced narrow-banded disturbances.
Furthermore, it was shown that wind tunnels can be a valuable tool for OMA testing that
can create much more realistic and OMA-conforming excitation conditions than classic
artificial excitation tools for dynamic testing.
The second part of this thesis was concerned with damage detection under operational
and environmental variability caused by velocity, angle of attack and mass changes. A
wind tunnel experiment with a composite cantilever equipped with multiple structural
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response sensors was realized and used to investigate the problem. The structural response
to wind excitation was measured under different operational conditions at 27 different
operational points. The specimen was damaged on a drop test rig after the initial set
of measurements were recorded. Afterwards, all the measurements were repeated. The
modal parameter changes caused by the operational and environmental variability were
found to be significantly larger than the damage-induced changes. A number of data
normalization techniques, like step function approaches, Principal Component Analysis
(PCA)-based pre-processing, regression and the direct application of the Mahalanobis
Distance (MD) discordancy test were critically discussed and compared. At the end,
using proper data pre-processing and statistical modelling the damage could be detected
under all operational and environmental conditions.
The final part of this work investigated automatization procedures for two building
blocks of an OMA-based SHM methodology. A fully automated modal parameter extrac-
tion method for parametric OMA was developed. It is centered around a hierarchical
clustering approach that simultaneously separates the physical from the mathematical
modes and clusters the physical modes from different system orders into coherent sets.
Contrary to existing approaches the method has neither to be parametrized by the user
nor is it only applicable to nearly real, well excited or weakly damped modes. The method-
ology is shown to work well under challenging signal to noise ratios or with only a limited
number of sensors. The second developed automatization procedure is concerned with the
preparation of a training set for subsequent anomaly detection from a large number of
unfiltered and unsorted Automated Operational Modal Analysis (AOMA) identifications.
It is shown that the problem of baseline set preparation is similar but not identical to the
problem of AOMA. The two proposed automatization procedures were embedded into a
complete SHM system that then was used to detect the impact damage on the cantilever
under varying wind excitation.
The AOMA step plays a decisive role in the AOMA-based SHM pipeline. To date, a
large number of AOMA algorithms have been proposed, including the one proposed in this
thesis, but a systematic comparison and performance evaluation for different use cases is
missing. Some important questions for future research are how resistant these algorithms
are to noise, whether they introduce bias, how sensitive they are to the chosen system
order range, if and how they must be adapted to different transducer types and number
of Degrees of Freedom (DOFs) and finally how good they are in terms of false positive
and false negative rate in comparison to each other. Many different mode similarity
measures were introduced over the last decade as part of AOMA procedures whose relative
performance on identical data was not demonstrated yet. Here too questions on noise
resistance, bias, sensitivity to transducer types and number of DOFs as well as false
positive and false negative rates arise. The automated baseline preparation procedure
proposed in chapter 6 is the first of its kind. To further demonstrate its generality it should
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be applied to noticeably different data like e.g. long-term monitoring data from a civil
engineering structure. Simulation data could be used to more systematically investigate
the sensitivity to noise, transducer types, number of DOFs and clustering cutoff distances.
Here too the used mode similarity measure may have a significant influence on the overall
performance of the algorithm.
The emergence of more and more studies that show successful applications of vibration-
based SHM to complex engineering structures, like bridges, clearly indicate a demand for
and the feasibility of vibration-based SHM. The progress in vibration-based SHM made
over the last 20 years is striking and can be mainly attributed to two things: more and
better data and improved statistical modelling. For the author of this thesis there is little
doubt that these are also the most promising candidates for substantial future improve-
ments. A large amount of anomaly detection and one-class classification methodologies
have been described in the literature that were not yet applied to the damage detection
problem. In combination with sophisticated numerical models these anomaly detection
methods could be notably more damage-sensitive than the currently applied methods.
Damage localisation under operational and environmental variability and in an un-
supervised learning environment has yet to be demonstrated. Higher levels of SHM, like
type identification, severity estimation and prognosis, are still in their infancy and are
only conceivable in a supervised learning environment with numerically generated dam-
age scenarios. It was shown in this work that the structural response due to damage
strongly varies based on the currently encountered operational and environmental con-
ditions. Thus, for supervised learning, numerical models must be able to describe the
interaction between different critical damage scenarios and the dominant operational and
environmental variability. This is a formidable modelling challenge for the next generation
of vibration-based SHM systems.
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