In this paper, we focus on an in-line machine model. This model represents systems for the manufacturing of a product in large quantities. Recently, studies relating to the collision probability between jobs have been conducted in such models. In this paper, we extend the known models to a generalized version by considering delivery time between machines. We first present a method for computing a schedule of jobs in the generalized model. Then, we show that the collision probability for the generalized model is the same as that for the model without delivery time. We call this property the redundancy of delivery time. Next, we introduce two optimization problems with collision probability for the generalized model. Using the redundancy of delivery time, it is shown that these optimization problems are equivalent to simpler problems. This finding may prove to be very useful when considering optimization problems with collision probability.
Introduction
In this paper, we focus on a simple model with applications in the manufacturing of a product in large quantities. The following model was introduced in Ref. [1] . The machines in this model exist in series. Each job is fed into the first machine from the entrance with a constant time interval between jobs. Each job is processed in order from the first machine to the last, and is finally delivered to the exit. Each machine can process only one job at a time. The processing time at each machine is stochastic. Buffers exist in front of each machine. These buffers are used as a temporary housing for jobs waiting to be processed. For simplicity, the delivery time between two machines is assumed to be nil.
In the above model, the phenomenon of a collision occurring between jobs is the main subject of observation. A collision is said to have occurred if a job is delivered to a machine when all buffers in front of the machine are occupied. The phenomenon of a collision occurring could cause the breakdown of a manufacturing system and, therefore, can be considered to be one of the most potentially damaging things that can happen in a production line. In particular, the probability of a collision occurring is an important evaluation item, and this has applications to the efficiency of manufacturing systems (see Refs. [1] , [2] and [3] ).
In the field of scheduling research, blocking exists in flow shops, this being similar to a collision. When considering blocking, the number of buffers is assumed to be limited (since if the number of buffers is unlimited, no blocking occurs). Even when a machine completes a job, if all buffers in front of the next machine are occupied, the job stays in the current machine. Therefore, the 1 Department of Industrial and Systems Engineering, Hosei University, Koganei, Tokyo 184-8584, Japan a) e-chiba@hosei.ac.jp machine cannot process subsequent jobs. At such a time, the machine is said to be blocked, or the job (staying in the machine) is said to be blocked. Blocking is the phenomenon of a blocked machine or a blocked job occurring (see Ref. [12] ). Note that the probability of a blocking occurring is equal to that of a collision occurring for the model in Ref. [1] . Even if a machine is blocked, the blocked job is delivered to the next machine as soon as a buffer in front of that next machine becomes empty. Under such blocking conditions, manufacturing systems are still able to continue operating. On the other hand, under collision conditions, manufacturing systems stop when a collision occurs. This concept is the difference between blocking and collision. Regarding deterministic processing time, the flow shop problem with blocking was studied in detail by Refs. [9] , [11] and [13] , where the purpose was to minimize the makespan. A survey paper on this problem is in Ref. [4] . A fair amount of research has also been done on the development of heuristics for this problem (one popular heuristics is in Ref. [10] ). With regards to stochastic processing time, study results are somewhat limited in comparison to their deterministic counterparts. For example, see Refs. [6] and [11] , where the purpose was to minimize the expected makespan.
In queueing theory, there is a tandem queue model, this being similar to the model in Ref. [1] . In the tandem queue model, depending on the rule for processing blockings (blocked calls cleared, blocked calls delayed, etc.), analyses of performance measures in the steady state are the main object of research. Examples of performance measures are the expected queue length, the expected waiting time, etc. Collision probability relates to loss probability, this being an important evaluation item in queueing theory. Note that, loss probability is the probability of a blocking occurring in the steady state, whereas collision probability is an evaluation item in an unsteady state. We can find, in c 2016 Information Processing Society of Japan fact, that a wide range of literature in the field of queuing theory has been addressed, for example in Refs. [5] , [7] and [8] .
For the model in Ref. [1] , when buffers are not considered (i.e., the number of buffers is zero), previous results relating to the analysis of the collision probability exist. For example, it was shown in Ref. [2] that the collision probability can be approximately expressed by a multiple integration, assuming that the processing time of each machine follows general distribution. In the special case that the processing time follows exponential distribution, a closed form formula of the approximate collision probability is derived without using any multiple integration (see Ref. [2] ). Moreover, if the processing time follows Erlang distribution, a closed form formula of the approximate collision probability is derived (see Ref. [3] ). On the other hand, for the model in Ref. [1] (including buffers), although no analytical studies on the collision probability seem to exist, a computer simulation method for computing the collision probability was presented therein. This simulation method is applicable even when the processing time follows general distribution.
In this paper, we extend the model in Ref.
[1] to a generalized version by considering delivery time between two machines. Since delivery time exists in real production lines, the generalized model seems to be reasonable. It is permitted to deliver an arbitrary number of jobs at one time (Note that, if it is assumed that we can deliver only one job at a time, then we can regard a delivery as a machine.). This assumption might be reasonable for applications that include delivery by machinery such as conveyor belts. In addition, the delivery time is assumed to be deterministic and independent of the jobs (Note that the delivery time is not stochastic.).
First, we present a method for computing a schedule of jobs in the generalized model. Using this schedule, we can compute the collision probability by a computer simulation method. Concretely speaking, by applying the idea of the simulation method in Ref. [1] , we can compute the probability. In addition, we show that the collision probability can be computed without data on the delivery time. This means that the delivery time is not an essential parameter when computing collision probability. We call this property the redundancy of delivery time. Due to the redundancy of delivery time, collision probability can be computed by a simpler method. Next, we introduce two optimization problems for the generalized model. The two optimization problems with collision probability were originally presented in Refs. [1] and [2] . We rewrite these two optimization problems as the two optimization problems for the generalized model. Moreover, it is shown that we can get more understanding of those problems from the redundancy of delivery time. The discussion in Section 5 of this paper might be very useful when considering optimization problems with collision probability.
In-line Machine Model
We describe an in-line machine model with delivery time. This is a generalized version of the model in Ref. [1] , with consideration of delivery time. The following notations are used:
• M 1 , M 2 , . . . , M m : m machines, which line in series.
• J 1 , J 2 , . . . , J n : n jobs to be processed. The in-line machine model is illustrated in Fig. 1 . With the same time interval, t tact , jobs are fed one by one into the line at the entrance. Each job J i is fed i-th into the line. Each job is first processed on a machine M 1 . It is then automatically delivered to the next machine M 2 after it has been finished on M 1 . The delivery time between M 1 and M 2 is d (1) . As soon as M 2 receives the job, it starts processing. In this manner, each job is processed on consecutive machines in the order M 1 , M 2 , . . . , M m , and then sent to the exit. For convenience of notation, the entrance and exit are denoted by M 0 and M m+1 , respectively. Moreover, the processing time T
i is assumed to be a random variable. The delivery time d ( j) is assumed to be deterministic and independent of the jobs.
When job J i arrives at M j , the system dynamics are as follows. If M j is idle, it starts processing J i . If M j is processing another job and an empty buffer exists in front of M j , then J i waits at the buffer. When waiting, the queue discipline follows First-In-FirstOut (FIFO), where all jobs are processed in the same order as they arrive in the queue. Since the number of buffers in front of M j is b j , the length of the queue can be, at most, b j . In Fig. 1 , b 1 = 2, b 2 = 3, and b m = 1. When all buffers in front of M j are occupied (i.e., the length of the queue in front of M j is b j ), if J i arrives at M j , then a collision at M j occurs. The collision probability is the probability that there will be at least one collision at any machine.
Scheduling When the Number of Buffers Is Infinite
We consider a schedule under the assumption that the number of buffers in front of each machine is infinite. In this paper, a schedule is defined by the three functions a, s, and f . Each function is defined as follows:
• a From the assumption that the number of buffers in front of each machine is infinite, no collisions will occur. Therefore, the schedule (a
can exist (Note that, if we do not make this assumption, a system stoppage could occur due to a collision, and after any such stoppage a schedule cannot exist.). Note that, when considering the schedule (a
, the number of buffers in front of each machine is assumed to be infinite. In the concrete computation of the schedule, the random variable T ( j) i is generated randomly from a distribution. The variable t ( j) i is assumed to be the generated value derived from T i unit time. Each J i is assumed to be finished on M 0 at the time instant (i − 1)t tact since each job is fed into the line at the entrance with t tact time interval. Moreover, J 0 is assumed to be finished on M j at time instant 0. Therefore, the following recursive expressions hold:
From Eqs. (1), (2), and (3), the time complexity for computing the schedule is O(mn), as filling each entry requires O(1) time.
Note that the waiting sequence is defined under the assumption that the number of buffers is infinite.
Next, using the schedule, we explain that it is possible to determine whether a collision occurs or not in the in-line machine model with finite buffers. Namely, if the length of the waiting sequence in front of M j is larger than the number of buffers b ( j) , a collision at M j occurs in the in-line machine model with finite buffers.
Theorem
The recursive expressions on the schedule that does not consider delivery time are derived from the consideration of d ( j−1) = 0 in Eqs. (1), (2), and (3). Therefore, when the schedule that does not consider delivery time is denoted byã,s, andf , the following recursive expressions hold:
We prove that the time difference between the two schedules (a, s, f ) and (ã,s,f ) remains constant. In fact, we can prove that the three functions (a, s, and f ) are shifted by a constant related to delivery time.
Lemma 1 For all i, j (1 ≤ i ≤ n, 1 ≤ j ≤ m), the following proposition P(i, j) holds:
Proof We prove it by double induction on i and j. STAGE 1: ∀i, P(i, 1) is proved. First, for all i, the following holds:
i .
Next, we prove that s
i −s 
1 −s
0 } − max{ã (1) 1 ,f
(from Eq. (4)) When i ≥ 2, the following holds from Eq. (2).
We consider four cases in Eq. (5).
(from Eqs. (3) and (4) )
(from the induction hypothesis)
The last inequality contradicts the hypothesis in case (ii).
We can prove that case (iii) is impossible using the same method as used in case (ii).
Then, the induction finishes. STAGE 2: ∀ j, P(1, j) is proved. First, for all j, the following holds:
c 2016 Information Processing Society of Japan probability, which was presented in Ref. [1] . For the in-line machine model with delivery time, this problem is rewritten as follows. Buffer allocation problem Input: The number of jobs n, the number of machines m, the tact time t tact , the distributions of processing times, the delivery time d ( j) , and α (0 ≤ α ≤ 1) (specifying the collision probability). Output: The number of buffers b ( j) in front of each machine, such that the collision probability is less than or equal to α. Objective function: Total number of buffers m j=1 b
( j) −→ min.
The constraint condition in this problem only relates to collision probability. Therefore, we obtain the following corollary from Theorem 1.
Corollary 2 The buffer allocation problem is equivalent to that which does not consider delivery time.
Theorem 1, Corollaries 1 and 2 are concrete examples which show the redundancy of delivery time in the in-line machine model.
Conclusions
In this paper, we considered the in-line machine model with delivery time. We proved that collision probability is the same as when delivery time is not considered. Therefore, when computing collision probability, delivery time is a redundant parameter.
Moreover, we considered the tact time minimization problem and the buffer allocation problem. We showed that these problems are equivalent to those which do not consider delivery time. Therefore, when considering these problems, delivery time is, again, a redundant parameter.
In Section 3, the variable t could be regarded as a constant. Therefore, without using random variables, we could easily show the result in Section 4. When analyzing similar stochastic cases to that in this paper via deterministic cases, our approach may be effective.
