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Re´sume´.— Dans cet article nous e´tudions la notion de partie essentielle d’une base
additive, c’est-a`-dire de parties finies minimales P d’une base A donne´e telles que
A \P ne soit plus une base. L’existence de parties essentielles pour une base e´quivaut
a` ce que cette base soit incluse, a` partir d’un certain rang, dans une progression
arithme´tique non triviale. Nous montrons que pour toute base A il existe une pro-
gression arithme´tique de plus grande raison qui contient, a` partir d’un certain rang,
la base A. Posse´dant cette plus grande raison a, on peut alors majorer le nombre de
parties essentielles de A (qui est donc toujours fini) par la longueur du radical de a
(i.e. le nombre de nombre premiers divisant a).
Dans le cas des parties essentielles de cardinal 1 (e´le´ments essentiels) nous introduisons
une me´thode pour ”dessentialiser” une base. En application de ces conside´rations nous
raffinons et comple´tons de manie`re de´finitive le re´sultat de Deschamps et Grekos sur
la majoration du nombre d’e´le´ments essentiels dans une base en fonction de l’ordre
: nous montrons que pour toute base A d’ordre h, le nombre s d’e´le´ments essentiels
de A ve´rifie s ≤ c
q
h
log h
avec c = 30
q
log 1564
1564
≃ 2, 05728 et que cette ine´galite´ est
optimale.
Abstract.— In this article we study the notion of essential subset of an additive
basis, that is to say the minimal finite subsets P of a basis A such that A \ P doesn’t
remains a basis. The existence of an essential subset for a basis is equivalent for this
basis to be included, for almost all elements, in an arithmetic non-trivial progression.
We show that for every basis A there exists an arithmetic progression with a biggest
common difference containing A. Having this common difference a we are able to give
an upper bound to the number of essential subsets of A: this is the radical’s length of
a (in particular there is always many finite essential subsets in a basis).
In the case of essential subsets of cardinality 1 (essential elements) we introduce a
way to ”dessentialize” a basis. As an application, we definitively improve the earlier
result of Deschamps and Grekos giving an upper bound of the number of the essential
elements of a basis. More precisely, we show that for all basis A of order h, the number
s of essential elements of A satisfy s ≤ c
q
h
log h
where c = 30
q
log 1564
1564
≃ 2, 05728, and
we show that this inequality is best possible.
02000 Mathematics Subject Classification : Primary 11P99 Secondary 11A99, 11P32
1
1.— Introduction et notations.
Dans ce texte, on notera
• #E le cardinal d’un ensemble E,
• A \ B (pour deux ensembles A,B) l’ensemble des e´le´ments de A qui ne sont
pas dans B,
• aX + b (a, b ∈ N et X ⊂ N) l’ensemble d’entiers {ax+ b | x ∈ X},
• hA (h ∈ N∗ et A ⊂ N) l’ensemble d’entiers {a1 + · · ·+ ah | a1, · · · , ah ∈ A},
• E ∼ F (pour E,F deux parties de N) pour dire que la diffe´rence syme´trique
de E et de F est finie, ce qui revient a` dire qu’il existe un entier n0 tel que
E ∩ [n0,+∞[= F ∩ [n0,+∞[,
• ord(A) (A base additive) l’ordre de la base A,
• (pn)n la suite des nombres premiers e´nume´re´s par ordre croissant,
• a1 · · · âi · · · an (a1, · · · , an ∈ N∗) l’entier
a1 · · · an
ai
.
• ⌊x⌋ (x ∈ R) la partie entie`re par de´faut du re´el x.
Une base additive (ou base ou encore ensemble de base) est une partie A
de N telle qu’il existe un entier h ≥ 1 ve´rifiant hA ∼ N. Le plus petit entier h
pour cette proprie´te´ s’appelle alors l’ordre de la base.
Dans une base additive tous les e´le´ments n’ont pas la meˆme importance en
terme de basicite´. Par exemple, dans la base A = 2N ∪ {1} on voit que 1 joue
un roˆle pre´ponde´rant : si l’on retire 1 a` A on ne dispose plus d’une base (c’est
d’ailleurs dans cet exemple le seul e´le´ment qui ait cette proprie´te´). De manie`re
plus ge´ne´rale dans une base A il peut y avoir des parties qui sont essentielles a`
la basicite´, c’est-a`-dire des parties P ⊂ A telles que A \P ne soit plus une base.
Si P est une telle partie et que P ⊂ P
′
, on voit que P
′
est aussi essentielle. Ceci
nous ame`ne a` la de´finition suivante :
De´finition.— Soit A une base additive. On appelle essentialite´ de A toute
partie P ⊂ A telle que A \ P ne soit pas une base et telle que P soit minimal
au sens de l’inclusion pour cette proprie´te´.
Une essentialite´ de cardinal fini sera appele´e partie essentielle de A. Un
e´le´ment a ∈ A tel que P = {a} soit une partie essentielle sera appele´ e´le´ment
essentiel de A.
Si l’on conside`re la base A = N et si l’on prend un nombre premier p on
voit que la partie Ap = N \ pN est une essentialite´ de A. On voit donc qu’il
existe des bases additives posse´dant une infinite´ d’essentialite´s. Dans le cas des
e´le´ments essentiels, une telle chose ne peut pas se produire : Grekos a montre´
que l’ensemble des e´le´ments essentiels d’une base e´tait un ensemble fini (voir
[Gr]). Dans [DG] Deschamps et Grekos montrent que ce nombre est toujours
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majore´ par 5, 7
√
h
log h ou` h de´signe l’ordre de la base et que cette majoration
en O
(√
h
log h
)
est la meilleure possible. Ce re´sultat est donc optimum, a` la
constante pre`s. Dans cet article nous donnons la meilleure constante possible
pour cette estimation : nous montrons (the´ore`me 7) que pour toute base additive
A d’ordre h, le nombre s d’e´le´ments essentiels de A ve´rifie s ≤ c
√
h
log h avec
c = 30
√
log 1564
1564 ≃ 2, 05728 et qu’il existe une base additive pour laquelle cette
majoration est une e´galite´. Ceci comple`te de manie`re de´finitive l’e´tude globale
de la majoration de s en fonction de h.
L’e´tude des parties essentielles d’une base est un prolongement naturelle de
celle des e´le´ments essentiels. Nous montrons dans cet article (The´ore`me 11)
que, comme pour les e´le´ments essentiels, le nombre de parties essentielles d’une
base est fini. Toutefois, et au contraire du cas des e´le´ments essentiels, le nom-
bre de parties essentielles n’est pas majorable par une fonction de l’ordre de
la base. Par exemple, la base additive Xn = p1 · · · pnN ∪ {1, 2, · · · , p1 · · · pn}
est une base d’ordre 2 qui posse`de n parties essentielles (qui sont les parties
Pk = {1 ≤ i ≤ p1 · · · pn | pk 6 | i}). Il faut donc, pour controler le nombre de
parties essentielles, trouver d’autres invariants susceptibles de donner cette in-
formation.
En fait l’existence de parties essentielles dans une base additive est a` relier
a` la proprie´te´ pour cette base d’eˆtre incluse, a` partir d’un certain rang, dans
une progression arithme´tique non triviale (Proposition 8). Dans cet article nous
prouvons que pour toute base additive A il existe un plus grand entier a tel que
A soit incluse, a` partir d’un certain rang, dans une progression arithme´tique de
raison a (The´ore`me 9). Ce re´sultat permet d’introduire trois invariants fonda-
mentaux pour une base additive A : le plus grand entier a donne´ par le the´ore`me,
appele´ raison de la base A, et deux parties B,E ⊂ N appele´es respectivement
la dessentialise´e et le re´servoir de A : les ensembles B et E sont les uniques
ensembles tels que A = (aB + b) ∪ E (b ∈ {0, · · · , a − 1}) et tel que pour tout
x ∈ E on ait x 6≡ b mod(a).
L’ensemble B est alors une base sans partie essentielle qui est unique (a`
translation pre`s et modulo la relation ∼) pour cette proprie´te´ (Proposition 10).
Ces invariants sont les plus pertinents pour l’e´tude des parties essentielles. En
effet, nous montrons qu’e´tant donne´e une base A de raison a et de re´servoir E,
le nombre de parties essentielles de A est majore´ par la longueur du radical de a
(i.e. le nombre de nombres premiers divisant a) et que toute partie essentielle de
A est incluse dans E (The´ore`me 11). En fin de texte, un exemple vient montrer
que la majoration du nombre de parties essentielles d’une base par la longueur
du radical de sa raison est la meilleure possible.
Ce texte de´bute par un paragraphe qui pre´sente un moyen de dessentialiser
e´le´mentairement une base, c’est-a`-dire d’associer de manie`re naturelle a` une base
une autre base sans e´le´ment essentiel. Il s’agit en quelque sorte de l’analogue de
la dessentialise´e pour le cas des e´le´ments essentiels. Outre le fait de pre´senter
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un algorithme de dessentialisation, ce paragraphe permet d’introduire des outils
et des re´sultats qui seront utiles pour les autres parties du texte. Ils permettent
aussi de raffiner des estimations sur l’ordre de certaines bases (The´ore`me 3), en
particulier ils permettent d’obtenir la constante optimale pour le the´ore`me de
Deschamps-Grekos.
2.— Ele´ments essentiels dans une base additive
Le point de de´part pour l’e´tude des e´le´ments essentiels, et plus tard des
parties essentielles, est une ide´e de Erdos et Graham (voir [EG]) exploite´e dans
l’article [DG] sous la forme de ce lemme :
Lemme 1.— Soient A une base additive et a ∈ A. Les propositions suivantes
sont e´quivalentes:
i) A \ {a} est une base additive,
ii) pgcd{b− b
′
| b, b
′
∈ A \ {a}} = 1.
L’e´tude des pgcd des diffe´rences d’e´le´ments de certaines sous-parties d’une
base va eˆtre un outil important dans ce qui va suivre.
2.1.—Bases associe´es a` une base additive et dessentialisation e´le´mentaire.
Supposons donne´s une base additive A et Ess(A) = {x1, · · · , xs} (s ∈ N)
l’ensemble de ses e´le´ments essentiels. On appelle diviseur associe´ a` l’e´le´ment
essentiel xi, l’entier positif :
di = pgcd {x− y | x, y ∈ A \ {xi}}
que l’on sait eˆtre ≥ 2 d’apre`s le lemme 1. Par ailleurs, on sait (voir [DG, lemme
4]) que les entiers d1, · · · , ds sont premiers entre eux deux a` deux. Une fois
donne´s les entiers di, on pose
q(A) = d1 · · · ds
(en convenant que q(A) = 1 lorsque A est une base sans e´le´ment essentiel) et
m(A) = pgcd {x− y | x, y ∈ A \ Ess(A)}
Nous appelerons l’entierm(A), lemodule de la baseA (en particulierm(A) =
1 lorsque A est sans e´le´ment essentiel). Comme m(A) est clairement multiple de
chacun des entiers di et que ces derniers sont premiers entre eux deux a` deux,
l’entier m(A) est donc multiple de q(A). Il est a` noter que, de manie`re ge´ne´rale,
m(A) est diffe´rent de q(A).
Soit x0 le plus petit e´le´ment non essentiel de A. On appelle ensemble primitif
de A, le sous-ensemble de N note´ P (A) et de´fini par :
P (A) =
{
x− x0
m(A)
| x ∈ A \ Ess(A)
}
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et on appelle ensemble e´le´mentaire associe´ a` A, le sous-ensemble de N, note´
D(A) et de´fini par :
D(A) = (m(A)N+ x0) ∪ Ess(A)
Les ensembles D(A) et P (A) sont en fait des bases additives dont on peut
estimer l’ordre :
Proposition 2.— Soient A une base additive, P (A) l’ensemble primitif de A
et D(A) l’ensemble e´le´mentaire associe´ a` A. Les ensembles P (A) et D(A) sont
des bases additives et on a :
ord(D(A)) ≤ ord(A) ≤ ord(P (A)) + ord(D(A)) − 1
Preuve : Comme D(A) contient A il est clair que D(A) est une base. Notons
h l’ordre de A et montrons que P (A) est une base additive. Commenc¸ons par
montrer que P (A) ∪ {1} est une base additive :
Soit z un entier positif assez grand pour que m(A).z ∈ hA. Nous allons
e´tablir l’existence d’un entier h
′
∈ N∗, de´pendant de A mais pas de z, tel que z
soit une somme de h
′
e´le´ments de P (A) ∪ {1}. Par hypothe`se, on peut e´crire :
m(A).z = a1x1 + · · ·+ asxs + y1 + · · ·+ yℓ
avec a1, · · · , as et ℓ des entiers positifs ve´rifiant a1+ · · ·+as+ ℓ = h et y1, · · · , yℓ
des e´le´ments de A \ {x1, · · · , xs}. On a donc :
z =
a1x1 + · · ·+ asxs + y1 + · · ·+ yℓ
m(A)
=
y1 − x0
m(A)
+ · · ·+
yℓ − x0
m(A)
+
a1x1 + · · ·+ asxs + ℓx0
m(A)
Or, les z1 =
y1 − x0
m(A)
, · · · , zℓ =
yℓ − x0
m(A)
sont dans P (A), ce qui implique que le
re´el
u =
a1x1 + · · ·+ asxs + ℓx0
m(A)
est un entier positif. Par ailleurs, on a
u ≤
h
m(A)
max{x0, x1, · · · , xs}
car a1+ · · ·+ as+ ℓ = h. L’e´galite´ z = z1+ · · ·+ zℓ+ u est donc une e´criture de
l’entier z comme somme de ⌊h+ hm(A) max{x0, x1, · · · , xs}⌋ e´le´ments de P (A)∪
{1} (car ℓ ≤ h et 0 ∈ P (A)). Ainsi, P (A) ∪ {1} est une base additive.
Si 1 ∈ P (A) alors P (A) est bien une base. Si, maintenant, 1 /∈ P (A), alors
par de´finition meˆme du module m(A) on a
pgcd{a− b | a, b ∈ P (A)} = 1
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le lemme 1 assure alors que P (A) = (P (A) ∪ {1}) \ {1} est une base.
Montrons maintenant les encadrements annonce´s. On note H l’ordre de
P (A) et µ l’ordre de D(A).
• Le fait que ord(A) ≥ ord(D(A)) provient de l’inclusion A ⊂ D(A).
•Montrons maintenant que ord(A) ≤ ord(P (A))+ord(D(A))−1. Pour ce faire,
nous choisissons un entier N1 assez grand de fac¸on a` ce que :
•N1 > 2(H + µ− 1)max{x0, x1, · · · , xs}
•N1 − (H − 1)x0 s’exprime comme une somme de µ e´le´ments de D(A)
•tout entier n > N12m(A) s’exprime comme une somme de H e´le´ments de P (A)
Soient α1, · · · , αs, t, k1, · · · , kt des entiers positifs tels que α1+· · ·+αs+t = µ
et tels que
N1− (H− 1)x0 = α1x1+ · · ·+αsxs+(k1m(A)+x0)+ · · ·+(ktm(A)+x0) (1)
On a donc :
(k1 + · · · kt)m(A) = N1 − (α1x1 + · · ·+ αsxs + (t+H − 1)x0)
≥ N1 − (α1 + · · ·+ αs + t+H − 1)max{x0, · · · , xs}
= N1 − (H + µ− 1)max{x0, · · · , xs} >
N1
2
car N1 > 2(H + µ− 1)max{x0, · · · , xs}. Ainsi, on a :
k1 + · · ·+ kt >
N1
2m(A)
On en de´duit que t ≥ 1 et que le nombre (k1 + · · ·+ kt) est une somme de
H e´le´ments de P (A), c’est-a`-dire que l’on a :
k1 + · · ·+ kt =
y1 − x0
m(A)
+ · · ·+
yH − x0
m(A)
pour certains e´le´ments y1, · · · , yH de A−{x1, · · · , xs}. Par suite, la relation (1)
donne
N1 = α1x1 + · · ·+ αsxs + (t+H − 1)x0 + (k1 + · · ·+ kt)m(A)
= α1x1 + · · ·+ αsxs + (t+H − 1)x0 + y1 + · · ·+ yH −Hx0
= α1x1 + · · ·+ αsxs + (t− 1)x0 + y1 + · · ·+ yH
et montre que N1 est une somme de α1 + · · · + αs + t − 1 + H = H + µ − 1
e´le´ments de A et donc,
ord(A) ≤ H + µ− 1 = ord(P (A)) + ord(D(A)) − 1
——–
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On peut aussi encadrer l’ordre de D(A) en fonction de la base A :
The´ore`me 3.— Soient A une base additive, x1, · · · , xs ses e´le´ments essentiels,
d1, · · · , ds les diviseurs associe´s a` x1, · · · , xs, m(A) le module de A et q(A) =
d1 · · · ds. On a
s∑
i=1
di − s+ 1 ≤ ord(D(A)) ≤
m(A)
q(A)
(
s∑
i=1
di − s
s
√
q(A)
m(A)
)
+ 1
Preuve : Posons µ = ord(D(A)) et commenc¸ons par e´tablir la minoration
annonce´e. Conside´rons un entier n assez grand tel que l’entier
ω =
s∑
i=1
(di − 1)(xi − x0) + µx0 + nm(A)
ve´rifie ω > µmax{x1, · · · , xs} et tel que que ω soit somme de µ e´le´ments de
D(A). Il existe donc des entiers positifs α1, · · · , αs, k, n1, · · · , nk tels que α1 +
· · ·+ αs + k = µ et que
ω = α1x1 + · · ·+ αsxs + (n1m(A) + x0) + · · ·+ (nkm(A) + x0) (2)
On a alors
s∑
i=1
(di − 1)(xi − x0) =
s∑
i=1
αi(xi − x0) + (n1 + · · ·+ nk − n)m(A)
Pour i ∈ {1, · · · , s} fixe´, en prenant les classes modulo di des deux membres de
cette dernie`re e´quation, on obtient :
(di − 1)(xi − x0) ≡ αi(xi − x0) mod(di)
(xj − x0 ≡ 0 mod(di) pour tout j 6= i et di|m(A)).
Maintenant (xi − x0) est premier avec di. En effet, conside´rons un diviseur
d commun a` xi−x0 et di. La de´finition meˆme de di entraˆıne que d divise x−x0
pour tout x ∈ A − {xi} et comme d divise aussi xi − x0, alors d divise tous
les entiers x − x0 pour x parcourant A. Donc les e´le´ments de A \ x0 sont tous
multiple de d, mais comme A \ x0 est une base (puisque A en est une et que la
basicite´ est conserve´e par translation) cela implique d = 1.
On en de´duit donc que αi ≡ (di − 1) mod(di) et comme αi est positif, on a
alors
αi ≥ di − 1 (3)
(et ceci e´tant valable pour tout 1 ≤ i ≤ s).
Par hypothe`se ω − (α1x1 + · · · + αsxs) > 0 et donc k ≥ 1. L’ordre µ de
D(A) est donc minore´ par :
µ = α1 + · · ·+ αs + k ≥
s∑
i=1
(di − 1) + 1 =
s∑
i=1
di − s+ 1
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Montrons maintenant la majoration. Remarquons pre´liminairement que
pgcd{m(A), x1 − x0, · · · , xs − x0} = 1
En effet, si d ∈ N∗ est un diviseur commun des entiers xi − x0 (1 ≤ i ≤ s)
et m(A) alors d divise tout les entiers x− x0 avec x ∈ A, car si x ∈ A \Ess(A),
comme x0 ∈ A \Ess(A), le module m(A) de A divise x− x0 et donc a fortiori d
divise x− x0. Ainsi, tout e´le´ment de l’ensemble A \ x0 est multiple de d. Mais
comme A \ x0 est une base additive, on a obligatoirement d = 1.
Soit m(A) = qα11 · · · q
αk
k la de´composition en facteurs premiers de m(A). On
note Ω l’ensemble des diviseurs premiers de m(A), c’est-a`-dire Ω = {q1, · · · , qk}
et Ωi (1 ≤ i ≤ s) l’ensemble des diviseurs premiers de xi − x0. L’e´galite´
pgcd{m(A), x1 − x0, · · · , xs − x0} = 1 s’e´crit en termes ensemblistes Ω ∩ Ω1 ∩
· · · ∩ Ωs = ∅ ou encore
Ω ⊂ ∁P(Ω1 ∩ · · · ∩ Ωs) = ∁P(Ω1) ∪ · · · ∪ ∁P(Ωs)
ou` P de´signe l’ensemble des nombres premiers. Ainsi, on a Ω = Γ1 ⊔ · · · ⊔ Γs
avec
Γ1 =
(
Ω ∩ ∁P(Ω1)
)
, Γi =
(
Ω ∩ ∁P(Ωi)
)
−
i−1⋃
j=1
(
Ω ∩ ∁P(Ωj)
)
pour tout 2 ≤ i ≤ s. Pour tout i = 1, · · · , s, posons
ti =
∏
1≤r≤k/qr∈Γi
qαrr
Il est clair que les ti sont des entiers strictement positifs, deux a` deux pre-
miers entre eux et qu’ils ve´rifient m(A) = t1 · · · ts et pgcd{ti, xi − x0} = 1 pour
tout 1 ≤ i ≤ s. Montrons que di divise ti pour tout i = 1, · · · , s. Pour ce faire,
nous remarquons que pour tout couple (i, j) ∈ {1, · · · , s}2, tel que i 6= j, on a
pgcd(di, tj) = 1 (car pgcd{tj , xj − x0} = 1 et di divise (xj − x0)). Ceci entraˆıne
que pour tout 1 ≤ i ≤ s, l’entier di est premier avec le produit t1 · · · t̂i · · · ts,
mais comme di divise (t1 · · · t̂i · · · ts)ti = m(A), on conclut par le lemme de
Gauss que di divise ti.
En re´sume´, on vient de trouver des entiers t1, · · · , ts tels que :
• m(A) = t1 . . . ts
• pgcd{ti, tj} = 1 pour tous 1 ≤ i < j ≤ s
• pgcd{ti, xi − x0} = 1 pour tout 1 ≤ i ≤ s
• di divise ti pour tout 1 ≤ i ≤ s
Conside´rons alors l’entier
λ =
s∑
i=1
t1 · · · t̂i · · · ts
d1 · · · d̂i · · · ds
(ti−1) =
s∑
i=1
m(A)
q(A)
(
di −
di
ti
)
=
m(A)
q(A)
(
s∑
i=1
di −
s∑
i=1
di
ti
)
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Comme la moyenne arithme´tique de toute famille finie de re´els positifs est
supe´rieure ou e´gale a` sa moyenne ge´ome´trique, on a :
1
s
s∑
i=1
di
ti
≥
(
s∏
i=1
di
ti
)1/s
= s
√
q(A)
m(A)
Ceci permet de majorer λ de la manie`re suivante :
λ ≤
m(A)
q(A)
(
s∑
i=1
di − s
s
√
q(A)
m(A)
)
Nous allons montrer maintenant que tout entier positif assez grand N2 est
une somme d’un nombre ≤ (λ+ 1) e´le´ments de D(A), ce qui prouvera la majo-
ration annonce´e dans le the´ore`me. Soit donc N2 ≥ (λ + 1)max{x0, x1, · · · , xs}
un entier positif arbitraire et N3 = N2 − (λ+ 1)x0.
Pour tout 1 ≤ i ≤ s, notons ni l’unique solution en n, dans Z ∩ [0, ti − 1],
de la congruence(
xi − x0
d1 · · · d̂i · · · ds
t1 · · · t̂i · · · ts
)
n ≡ N3 mod(ti)
(l’existence et l’unicite´ de ni sont garanties par le fait que ti est premier avec
xi−x0
d1···bdi···ds
t1 · · · t̂i · · · ts.)
L’entier N3−
s∑
i=1
(
xi − x0
d1 · · · d̂i · · · ds
t1 · · · t̂i · · · ts
)
ni est ainsi multiple de tous
les entiers strictement positifs t1, · · · , ts. Comme ces derniers entiers sont deux a`
deux premiers entre eux, ce meˆme entier est multiple de leur produit t1 · · · ts =
m(A). Ceci entraˆıne que l’entier N3 s’e´crit sous la forme :
N3 =
s∑
i=1
(
xi − x0
d1 · · · d̂i · · · ds
t1 · · · t̂i · · · ts
)
ni + km(A)
pour un certain k ∈ Z. Ainsi, N2 s’e´crit :
N2 =
s∑
i=1
(
xi − x0
d1 · · · d̂i · · · ds
t1 · · · t̂i · · · ts
)
ni + km(A) + (λ + 1)x0
=
s∑
i=1
(
t1 · · · t̂i · · · ts
d1 · · · d̂i · · · ds
ni
)
xi +
(
λ−
s∑
i=1
t1 · · · t̂i · · · ts
d1 · · · d̂i · · · ds
ni
)
.x0 + (km(A) + x0)
Le fait N2 ≥ (λ+ 1)max{x0, x1, · · · , xs} assure la positivite´ de l’entier k et
montre par suite que N2 est une somme de (λ+ 1) e´le´ments de D(A).
——–
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Remarque : L’encadrement obtenu dans ce the´ore`me est en fait optimum. En
effet, on voit que l’encadrement devient une e´galite´ de`s que q(A) = m(A) et ceci
est le cas pour le choix de A = An = p1 · · · pnN ∪ {p1 · · · p̂i · · · pn, i = 1, · · · , n}.
Dans ce cas, on a en fait An = D(An) et on en de´duit donc que
ordAn =
n∑
i=1
pi − n+ 1
(Ce re´sultat figure de´ja` dans [DG] mais y e´tait obtenu de manie`re ad hoc.)
Lorsque A est sans e´le´ment essentiel, il est e´gal a` un translate´ de son en-
semble primitif P (A). Moralement, l’ensemble primitif associe´ a` une base A est
la base obtenu en ”retirant” les e´le´ments essentiels de A. Pourtant, P (A) peut
pre´senter a` son tour des e´le´ments essentiels. On est donc amene´ a` conside´rer,
e´tant donne´ une base A, la suite de bases associe´es (Pn(A))n de´finie par
P 0(A) = A et ∀n ≥ 1, Pn(A) = P (Pn−1(A))
Il est remarquable que, de manie`re ge´ne´rale, le nombre sn d’e´le´ments essen-
tiels de Pn(A) ne de´finit pas force´ment une suite de´croissante (voir remarque
apre`s la preuve du the´ore`me 4). Pourtant, la suite (Pn(A))n est bien station-
naire :
The´ore`me 4 .— Soit A une base additive. Il existe un entier positif n tel que
Pn(A) soit sans e´le´ment essentiel.
Preuve: Pour une base additive donne´e A, on note ρA l’application :
ρA : P (A) −→ A
y 7−→ m(A).y + xA
ou` xA de´signe le plus petit e´le´ment non essentiel deA. Il est clair que l’application
ρA est injective et que son image est e´gale a` A \ Ess(A).
Supposons qu’il existe une base additive A pour laquelle Ess(Pn(A)) soit
non vide pour tout n ∈ N. De´signons par si (i ∈ N) le cardinal de l’ensemble
des e´le´ments essentiels de P i(A). Ces entiers si sont donc tous strictement
positifs. Posons, pour tout n ∈ N, ρn = ρPn(A) et conside´rons la suite infinie
d’applications
· · · −→ Pn+1(A)
ρn
−→ Pn(A)
ρn−1
−→ Pn−1(A) −→ · · · −→ P (A)
ρ0
−→ A
ainsi que l’application compose´e fn
fn = ρ0 ◦ ρ1 ◦ . . . ◦ ρn
C’est une application affine de Pn+1(A) dans A, de pente
m(A).m(P (A)) · · · .m(Pn(A))
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et d’image une partie cofinie de A de cocardinal e´gal a`
# (Ess(A)) + # (Ess(P (A))) + · · ·+#(Ess(Pn(A))) = s0 + s1 + · · ·+ sn
Maintenant, comme pour toute base additive B, les diviseurs associe´s aux
e´le´ments essentiels de B sont tous ≥ 2, on a m(B) ≥ q(B) ≥ 2#(Ess(B))), on en
de´duit donc que
m(A).m(P (A)) · · ·m(Pn(A)) ≥ 2s0 .2s1 · · · 2sn = 2s0+s1+···+sn
En posant, pour tout n ∈ N, Cn = fn
(
Pn+1(A)
)
⊂ A et un = s0 + s1 +
. . .+ sn, on a alors :{
#(A \ Cn) = un (I)
pgcd {a− b | a, b ∈ Cn} ≥ 2un (II)
Pour un entier positif n donne´, estimons l’entier A(2un) ou` A(x) = #[0, x]∩
A pour tout re´el x ≥ 0. Conside´rons un entier a ∈ A, tel que a ≤ 2un . Si
a /∈ Cn alors, d’apre`s (I), a ne peut prendre que un valeurs possibles. Si a ∈ Cn,
comme a ≤ 2un et d’apre`s la relation (II), a ne peut prendre que deux valeurs
possibles. Ainsi, pour tout n ∈ N, on a
A(2un) ≤ un + 2
Maintenant, un argument combinatoire classique montre que, si h de´signe
l’ordre de A et N le plus petit entier positif a` partir duquel tout entier est
somme de h e´le´ments de A, alors pour tout x ≥ N on a A(x) ≥ (x−N)1/h. En
particulier, pour tout n ≥
logN
log 2
, on a :
A(2un) ≥ (2un −N)1/h
(car la suite (un)n est une suite strictement croissante d’entiers, elle est donc
minore´e par n et donc 2un ≥ 2n ≥ N). On en de´duit que, pour tout n ≥
logN
log 2
on a
log(un + 2)
log(2un −N)
≥
1
h
. Ce qui est absurde, par passage a` la limite.
——–
Remarque : a) Le the´ore`me 4 explique donc que le calcul de la suite (Pn(A))n
fournit un algorithme pour “dessentialiser e´le´mentairement” une base, c’est-a`-
dire un moyen pour associer a` une base une autre base sans e´le´ment essentiels.
La preuve du the´ore`me 4, plus exactement l’ine´galite´
log(un + 2)
log(2un −N)
≥
1
h
, permet
de majorer le nombre δ(A) d’e´tapes ne´cessaire a` la dessentialisation e´le´mentaire
de A en fonction des invariants h et N lie´s a` A. Par exemple, une simple e´tude
de fonction montre que
δ(A) ≤ max
(
logN
log 2
+ 1, N1/h − 2
)
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b) Une conse´quence imme´diate du the´ore`me 4 est que, si A est une base additive
posse´dant des e´le´ments essentiels, il existe une base B sans e´le´ment essentiel et
deux entiers a, b avec a ≥ 2 tels que
A ∼ aB + b
Ce re´sultat sera ge´ne´ralise´ au paragraphe 3 dans le cas des parties essentielles.
c) Il est inte´ressant de remarquer qu’e´tant donne´ un entier n ≥ 0 et une suite
d’entiers strictement positifs s0, · · · , sn il existe toujours une base additive A
telle que δ(A) = n et tel que pour tout i = 0, · · · , n, le nombre d’e´le´ments
essentiels de P i(A) soit e´gal a` si. En effet, conside´rons la suite finie de bases
additives, de´finie par re´currence de la manie`re suivante :
A0 = N, ∀i = 0, · · ·n, Ai+1 = p1 · · · psn−iAi∪
{
p1 · · · p̂j · · · psn−i , j = 1, · · · , sn−i
}
Les ensembles Ai sont bien des bases et elles comptent respectivement
sn−i+1 e´le´ments essentiels. Il est clair que l’on a, pour tout i = 0, · · · , n,
P (Ai+1) = Ai
2.2.— Etude du nombre d’e´le´ments essentiels.
Une conse´quence inte´ressante de la partie pre´ce´dente est le lemme suivant,
qui permet de relier l’ordre d’une base a` son nombre d’e´le´ments essentiels :
Lemme 6.— Soit A une base additive d’ordre h, posse´dant s e´le´ments essen-
tiels. On a
h ≥
s∑
i=1
pi − s+ 1
Preuve: D’apre`s la proposition 2 et le the´ore`me 3, on a ord(A) ≥ ord(D(A)) ≥∑s
i=1 di−s+1 et comme les di sont premiers entre eux deux a` deux et supe´rieurs
a` 2, on a
∑s
i=1 di ≥
∑s
i=1 pi.
——–
Si l’on conside`re la base An = p1 · · · pnN ∪ {p1 · · · p̂i · · · pn, i = 1, · · · , n}
on sait que son ordre est hn =
∑n
i=1 pi − n + 1 et qu’elle compte exactement
n e´le´ments essentiels. On voit donc que, pour le choix A = An, l’ine´galite´ du
Lemme 6 est optimale.
Le re´sultat principal de [DG] assure que si A est une base additive d’ordre
h comptant s e´le´ments essentiels, alors on a l’ine´galite´
s ≤ 5, 7
√
h
log h
De plus, il est prouve´ dans [DG] qu’il existe une constante c > 0, inde´pendante
de n, telle que
n ≥ c
√
hn
log hn
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Ainsi, on savait depuis [DG] que le comportement de s en fonction de h e´tait
en O(
√
h
log h ) et qu’il s’agissait la` de la meilleure estimation possible en O. Il
restait deux questions en suspend : la de´termination de la constante absolu,
c’est-a`-dire le plus petit re´el C > 0 tel que pour toute base additive d’ordre
h comptant s e´le´ments essentiels on ait s ≤ C
√
h
log h et la de´termination de
la constante asymptotique, c’est-a`-dire le re´el (s’il existe) c = limh s(h)
√
log h
h
ou` s(h) de´signe le nombre maximal d’e´le´ments essentiels d’une base additive
d’ordre h. Si l’on regarde la suite (An)n, on voit qu’asymptotiquement on a
n
√
log hn
hn
≃ 2, ce qui sugge`re que la constante asymptotique au proble`me est
2. A.Plagne a montre´ re´cemment que c’e´tait bien le cas (cf [Pl]). Le the´ore`me
suivant fournit la constante absolu et montre comment obtenir la constante
asymptotique supe´rieure :
The´ore`me 7.— a) On a lim sup
h
s(h)
√
log h
h
= 2.
b) Soit A une base additive d’ordre h ≥ 2 comptant s e´le´ments essentiels.
• On a
s ≤ C
√
h
log h
avec C = 30
√
log 1564
1564 ∼ 2, 0572841285. De plus, cette ine´galite´ devient une
e´galite´ pour A = A30 = p1 · · · p30N ∪ {p1 · · · p̂i · · · p30, i = 1, · · · , 30}.
• Pour tout α > 2 on a
s ≤ α
√
h
log h
de`s que h ≥ exp
(
− 72α
2 log(α
2−4)
(α2−4)
)
.
Preuve: a) Avec les notations pre´ce´dentes, notons Ch = s(h)
√
log h
h . Quand
h = hn, on sait que la base additive An, d’ordre hn, compte exactement n
e´le´ments essentiels, on a donc s(hn) ≥ n. Maintenant, par le lemme 6, on a
n∑
i=1
pi − n+ 1 = hn ≥
s(hn)∑
i=1
pi − s(hn) + 1
ce qui montre que s(hn) ≤ n et, par suite, que s(hn) = n. On a donc n
√
log hn
hn
=
Chn .
Soit A une base additive d’ordre h ≥ 4, n ≥ 2 l’unique entier tel que
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hn ≤ h < hn+1 et s le nombre d’e´le´ments essentiels de A. On a
n+1∑
i=1
pi − (n+ 1) + 1 = hn+1 > h ≥
s∑
i=1
pi − s+ 1
on en de´duit donc que s < n+ 1. Ainsi on a
s
√
log h
h
≤ n
√
log h
h
≤ n
√
log hn
hn
= Chn
et, par suite, Ch ≤ Chn .
Il s’ensuit que lim sup
h
s(h)
√
log h
h
= lim sup
n
Chn = lim sup
n
n
√
log hn
hn
. Le
the´ore`me des nombres premiers a comme conse´quence l’e´quivalence suivante :
pn ≃n n logn. On en de´duit donc que
hn =
n∑
i=1
pi − n+ 1 ≃n
n∑
i=1
pi ≃n
n∑
i=1
i log i ≃n
1
2
n2 logn
et, par suite,
n
√
log hn
hn
≃n n
√
2 logn
1
2n
2 logn
= 2
ce qui prouve le a).
b) • On cherche donc a` de´terminer maxh Ch. Dans la preuve du a) on a vu que
pour tout entier h ≥ 4 il existait n ≥ 2 tel que Ch ≤ Chn . Comme par ailleurs,
C2, C3 ≤ C4, il s’ensuit que maxh Ch = maxn Chn . On va montrer que
max
n
Chn = Ch30 = C
ce qui prouvera l’assertion.
Si n ≤ 127042 on ve´rifie que Chn ≤ C. (Nous ne de´taillons pas ici le calcul
qui s’obtient tre`s facilement avec une table de nombres premiers et un tableur.)
Supposons n ≥ 127042. D’apre`s [MR], on sait que l’on a
n∑
i=1
pi ≥
n2
2
(logn+ log logn− 1, 5034)
Ainsi, pour montrer que n
√
log hn
hn
≤ C, il suffit de prouver que
n2
C2
≤
n2
2 (logn+ log logn− 1, 5034)− n+ 1
log(n
2
2 (log n+ log logn− 1, 5034)− n+ 1)
ce qui e´quivaut, une fois les simplifications effectue´es, a` l’ine´quation
14
(C2 − 4) logn+ (C2 − 2) log logn− C2.1, 5034−
2C2
n
+
2C2
n2
−2 log
(
1
2
+
log logn
2 logn
−
1, 5034
2 logn
−
1
n logn
+
1
n2 logn
)
≥ 0
Comme n ≥ 127042, on a
log logn
2 logn
−
1, 5034
2 logn
−
1
n logn
+
1
n2 logn
≤
1
2
. Il suffit
donc de ve´rifier que
(C2 − 4) logn+ (C2 − 2) log log n− C2.1, 5034−
2C2
n
≥ 0
pour obtenir le re´sultat. Compte-tenu du fait que la fonction incrimine´e dans
le membre de gauche est croissante et que l’ine´galite´ est vraie pour n = 127042,
on en de´duit qu’elle est vraie pour tout n ≥ 127042.
• Soit α > 2 (on suppose α ≤ C sinon la proposition est e´vidente) et A une
base additive d’ordre h comptant s e´le´ments essentiels tels que
s > α
√
h
log h
On a h ≥
∑s
i=1 pi − s+ 1. D’apre`s [MR], on sait que
∑s
i=1 pi ≥
1
2s
2 log s pour
tout s ≥ 2, et donc
h >
1
2
α2
h
log h
(
1
2
log h−
1
2
log log h+ logα
)
− α
√
h
log h
+ 1
⇐⇒ (4− α2) log h+ α2 log log h− 2α2 logα+ 4α
√
log h
h
− 4
logh
h
> 0
=⇒ (4− α2) log h+ α2 log log h− 2α2 logα+ 4α > 0
Conside´rons la fonction f(x) = (4−α2)x+α2 log x−2α2 logα+4α. Elle pre´sente
un maximum absolu en xα =
α2
α2−4 et est de´croissante sur [xα,+∞[. On a
f
(
−
7
2
α2
log(α2 − 4)
(α2 − 4)
)
=
5
2
α2 log(α2 − 4) + α2 log(− log(α2 − 4)) + α2 log
7
2
+ 4α
< α2
(
5
2
log(α2 − 4) + log(− log(α2 − 4)) + log
7
2
+ 2
)
= α2 log
(
−
7e2
2
t5/2 log t
)
avec t = α2 − 4
Une e´tude rapide de la fonction t 7→ t5/2 log tmontre, qu’avec l’hypothe`se α ≤ C,
on a alors
f
(
−
7
2
α2
log(α2 − 4)
(α2 − 4)
)
< 0
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et donc que, puisque f(log h) > 0, on a log h < −
7
2
α2
log(α2 − 4)
(α2 − 4)
c’est-a`-dire
h < exp
(
−
7
2
α2
log(α2 − 4)
(α2 − 4)
)
. Ceci ache`ve la preuve du the´ore`me.
——–
3.— Sur les parties essentielles d’une base additive.
On s’inte´resse dans ce paragraphe aux parties essentielles d’une base additive
qui, nous le rappelons, sont les parties finies et minimales P ⊂ A telles que A\P
ne soit plus une base. Le point de de´part pour leur e´tude est le lien qu’il y a entre
l’existence d’une partie essentielle pour une base et le fait d’eˆtre en progression
arithme´tique :
Proposition 8.— Soit A une base. Les proprie´te´s suivantes sont e´quivalentes
:
i) A posse`de une partie essentielle,
ii) Il existe deux entiers a ≥ 2, b ≥ 0 et une partie X ⊂ N telle que A ∼ aX+ b.
Preuve : i) ⇒ ii) Soit P une partie essentielle de A et x ∈ P . L’ensemble
(A \ P ) ∪ {x} est une base additive posse´dant x pour e´le´ment essentiel, donc
d’apre`s le lemme 1 on a ii).
ii)⇒ i) Si A ∼ aX + b, on peut e´crire A = (aB + b) ∪ E avec E finie non vide
(sinon A n’est pas une base). L’ensemble A\E n’est pas une base, on en de´duit
donc qu’il existe une partie essentielle P de A telle que P ⊂ E.
——–
En d’autres termes, l’existence de parties essentielles pour une base e´quivaut
pour cette base a` vivre dans une progression arithme´tique non triviale a` partir
d’un certain rang. On va voir ici que la raison d’une telle progression donne des
informations capitales pour l’e´tude des parties essentielles.
Si A ∼ aX+ b et que l’on impose la condition 0 ≤ b < a (ce qui est toujours
possible quitte a` translater X) on voit qu’en posant
E = {x ∈ A | x 6≡ b mod(a)}
B =
{
x− b
a
| x ∈ A, x ≡ b mod(a)
}
on a A = (aB+ b)∪E. On remarque que, toujours sous la condition 0 ≤ b < a,
les ensembles B et E sont uniques de´s que l’on impose la condition x 6≡ bmod(a)
pour tout x ∈ E, et que dans cette situation on a A = (aB+ b)⊔E avec E fini.
Dans la suite de ce texte, quand on supposera que A ∼ aX + b et que l’on
e´crira alors A = (aB + b) ∪ E on supposera toujours que 0 ≤ b < a et que tout
e´le´ment x ∈ E ve´rifie x 6≡ b mod(a).
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The´ore`me 9.— Soit A une partie de N. S’il existe une infinite´ d’entiers a ∈ N
tels que A ∼ aX + b (pour un certain b ∈ N et un certain X ⊂ N de´pendants de
a), alors A n’est pas une base additive.
Preuve : Commenc¸ons par remarquer que s’il existe a 6= a
′
tels que A ∼
aX + b ∼ a
′
X
′
+ b
′
alors A ∼ mX
′′
+ b
′′
ou` m = ppcm(a, a
′
) pour une certaine
partie X
′′
et un certain entier b
′′
. En particulier, s’il existe une infinite´ d’entiers
a tels que A ∼ aX + b alors il en existe une infinite´ ordonne´e pour la relation
de divisibilite´.
Si a1, a2, · · · de´signe une suite d’entiers strictement croissante (pour la rela-
tion de divisibilite´) tels que A ∼ aiXi + bi alors, avec notre convention, si l’on
e´crit A = (aiBi + bi) ∪ Ei, on a pour tout i{
(ai+1Bi+1 + bi+1) ⊂ (aiBi + bi)
Ei ⊂ Ei+1
Dans cette situation, l’intersection
⋂
i
(aiBi + bi) est re´duite au plus a` un seul
e´le´ment, ce qui entraine que A =
⋃
iEi ∪ {α} pour un certain e´le´ment α ∈ A.
Ainsi, puisque A est infini, la suite croissante d’ensembles finis (Ei)i ne peut
pas eˆtre stationnaire. On de´duit donc que si A ∼ aX + b pour une infinite´ de
a, alors pour tout entier a donne´ tel que A = (aB + b) ∪ E et tout entier M , il
existe un entier a
′
> M tel que a|a
′
, A = (a
′
B
′
+ b
′
) ∪ E
′
et E  E
′
(et donc
(a
′
B
′
+ b
′
)  (aB + b)).
Raisonnons par l’absurde en supposant que A soit une base additive.
• Soient a1, b1, B1, E1 tels que A = (a1B1 + b1) ∪ E1 et a1 ≥ 2. Comme A est
une base, on a E1 6= ∅. On conside`re un e´le´ment x1 ∈ E1.
• Il existe a2, b2, B2, E2 tels que
a1|a2
a2 > maxE1
A = (a2B2 + b2) ∪ E2
Il existe a3, b3, B3, E3 tels que
a2|a3
A = (a3B3 + b3) ∪ E3
E2  E3
On peut alors choisir un e´le´ment x2 ∈ (a2B2 + b2) tel que x2 ∈ E3.
• De meˆme, il existe a4, b4, B4, E4 tels que
a3|a4
a4 > 2maxE3
A = (a4B4 + b4) ∪ E4
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Il existe alors a5, b5, B5, E5 tels que
a4|a5
A = (a5B5 + b5) ∪ E5
E4  E5
On peut choisir un e´le´ment x3 ∈ (a4B4 + b4) tel que x3 ∈ E5.
• Par re´currence, si l’on suppose au rang k− 1 ≥ 1 avoir construit a2k−2, a2k−1,
b2k−2, b2k−1, B2k−2, B2k−1, E2k−2, E2k−1 et xk tels que
a2k−2 > (k − 1)maxE2k−3
a2k−2|a2k−1
A = (a2k−2B2k−2 + b2k−2) ∪ E2k−2 = (a2k−1B2k−1 + b2k−1) ∪ E2k−1
xk ∈ (a2k−2B2k−2 + b2k−2) ∩ E2k−1
alors au rang k il existe a2k, b2k, B2k, E2k tels que
a2k−1|a2k
a2k > kmaxE2k−1
A = (a2kB2k + b2k) ∪ E2k
Il existe alors a2k+1, b2k+1, B2k+1, E2k+1 tels que
a2k|a2k+1
A = (a2k+1B2k+1 + b2k+1) ∪ E2k+1
E2k  E2k+1
On peut alors choisir un e´lement xk+1 ∈ (a2kB2k + b2k) tel que xk+1 ∈ E2k+1.
Supposons que h soit l’ordre de A et conside´rons l’entier
x = x1 + · · ·+ xh + λa2h
ou` λ est un parame`tre entier. Puisque A est une base d’ordre h, pour tout λ
assez grand il existe y1, · · · , yh ∈ A tel que
x = y1 + · · ·+ yh
Nous allons montrer, par re´currence, que l’on peut re´ordonner la famille
(yi)i de sorte que yi ∈ E2i−1 pour tout i = 1, · · · , h.
• Par construction, on a xp ≡ b1 mod(a1) pour tout p = 2, · · · , h et x1 6≡
b1 mod(a1). Ainsi, puisque λa2h ≡ 0 mod(a1) on a
y1 + · · ·+ yh = x = x1 + · · ·+ xh + λa2h 6≡ hb1 mod(a1)
et donc il existe un yk, disons y1, tel que y1 6≡ b1 mod(a1), c’est-a`-dire y1 ∈ E1.
La proprie´te´ est donc ve´rifie´e au rang l = 1.
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• Supposons que pour l < h on ait yi ∈ E2i−1 pour tout i = 1, · · · , l. En
particulier, on a y1, · · · , yl ∈ E2l−1. Alors au rang l + 1, on a :
yl+1 + · · ·+ yh = (x1 − y1) + · · ·+ (xl − yl) + xl+1 + · · ·+ xh + λa2h
Posons
ω = (x1 − y1) + · · ·+ (xl − yl)
Si ω = 0 alors
yl+1 + · · ·+ yh = xl+1 + · · ·+ xh + λa2h
Par hypothe`se, xl+1 6≡ b2l+1 mod(a2l+1) et comme on a xp ≡ b2l+1 mod(a2l+1)
pour tout p = l + 2, · · · , h et λa2h ≡ 0 mod(a2l+1), on en de´duit que
yl+1 + · · ·+ yh 6≡ (h− l)b2l+1 mod(a2l+1)
donc il existe un yk, disons yl+1 tel que yl+1 6≡ b2l+1 mod(a2l+1), c’est-a`-dire
yl+1 ∈ E2l+1.
Si ω 6= 0 alors comme x1, · · · , xl, y1, · · · , yl ∈ E2l−1 et que a2l > lmaxE2l−1,
on a a2l > |(x1−y1)+ · · ·+(xl−yl)|. Il s’ensuit que (x1−y1)+ · · ·+(xl−yl) 6≡
0 mod(a2l). Par ailleurs, pour tout p = l + 1, · · · , h on a xp ≡ b2l mod(a2l) et
λa2h ≡ 0 mod(a2l), ainsi
yl+1 + · · ·+ yh 6≡ (h− l)b2l mod(a2l)
et donc il existe un yk, disons yl+1 tel que yl+1 6≡ b2l mod(a2l), c’est-a`-dire
yl+1 ∈ E2l ⊂ E2l+1.
La re´currence est ainsi acheve´e. Nous venons donc de montrer que l’entier
x s’e´crit comme somme de h e´le´ments de E2h+1 et ceci inde´pendamment du
parame`tre λ. Comme E2h+1 est un ensemble fini, il n’y a qu’un nombre fini
d’entiers x pouvant s’e´crire comme somme de h e´le´ments de E2h+1. On en
de´duit une absurdite´ puisque λ peut prendre une infinite´ de valeurs. Ainsi A
n’est pas une base additive.
——–
On de´duit du the´ore`me 9 que pour toute base A il existe un plus grand
entier a tel que A ∼ aX + b. Une fois donne´ ce plus grand entier a, si a ≥ 2 il
existe alors un unique entier 0 ≤ b < a et deux parties uniques B,E tels que
A = (aB + b) ∪ E
avec pour tout x ∈ E, x 6≡ b mod(a).
De´finition.— Avec les notations pre´ce´dentes, on appelle l’entier a la raison de
A, la partie B la dessentialise´e de A et la partie E le re´servoir de A.
Par exemple l’ensemble, P (k) = {nk | n ∈ N} est une base de raison 1 et
de re´servoir vide. L’ensemble P des nombres premiers est une base de raison 2,
son re´servoir est {2}.
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Il est a` noter qu’il n’existe pas a priori de lien entre l’ordre et la rai-
son d’une base. Par exemple, si l’on conside`re la suite de bases additives
(aP (k) ∪ {1})k, on voit que la raison de ces bases est toujours a et que l’ordre
tend vers +∞. Re´ciproquement, si l’on conside`re la suite de bases additives
(kN ∪ {1, · · · , k − 1})k, on voit que l’ordre de ces bases est toujours 2 alors que
la raison tend vers +∞.
La proposition suivante ge´ne´ralise la remarque du the´ore`me 4 :
Proposition 10.— a) La dessentialise´e d’une base additive est une base addi-
tive sans partie essentielle.
b) Soit A une base additive de raison a et B la dessentialise´e de A. Soit a
′
, b
′
∈ N
et B
′
⊂ N tels que A ∼ a
′
B
′
+ b
′
. Les proprie´te´s suivantes sont e´quivalentes :
i) a = a
′
,
ii) B ∼ (B
′
+ k), pour un certain entier k,
iii) B
′
est une base sans partie essentielle.
Preuve : a) Soit h l’ordre de A. Pour tout entier n assez grand il existe
x1, · · · , xk ∈ E, m1, · · · ,ml ∈ B avec k + l = h tel que
an+ b = x1 + · · ·+ xk + (am1 + b) + · · ·+ (aml + b)
on en de´duit que
n = m1 + · · ·+ml +
x1 + · · ·+ xk + (l − 1)b
a
Maintenant
x1 + · · ·+ xk + (l − 1)b
a
≤ h
maxE + b
a
on en de´duit donc que B ∪ {0, 1} est une base additive d’ordre ≤ h + z ou` z
de´signe la partie entie`re de hmaxE+ba .
Supposons que B ne soit pas une base, alors B ∪ {0, 1} posse`de une partie
essentielle et donc il existe a
′
≥ 2, b
′
∈ N etB
′
⊂ N tels que B∪{0, 1} ∼ a
′
B
′
+b
′
.
Par suite, on a B ∼ a
′
B
′
+ b
′
et donc A ∼ a
′
aB
′
+ c pour un certain c, ce qui
nie la maximalite´ de a. Donc B est bien une base.
Si B posse`de une partie essentielle alors B ∼ a
′
B
′
+ b
′
avec a
′
≥ 2 et donc
A ∼ a
′
aB
′
+ c, ce qui nie a` nouveau la maximalite´ de a.
b) i)⇒ ii) Il existe un entier n0 tel que
(aB + b) ∩ [n0,+∞[= A ∩ [n0,+∞[= (aB
′
+ b
′
) ∩ [n0,+∞[
on en de´duit que b ≡ b
′
mod(a). Posons k =
b
′
− b
a
, on a
B ∩
[
n0 − b
a
,+∞
[
= (B
′
+ k) ∩
[
n0 − b
a
,+∞
[
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c’est-a`-dire B ∼ B
′
+ k.
ii)⇒ iii) Soit n0 est tel que B ∩ [n0,+∞[= (B
′
+ k)∩ [n0,+∞[. Comme B est
sans partie essentielle, B ∩ [n0,+∞[ est une base, donc (B
′
+ k) ∩ [n0,+∞[ et
(B
′
+k) le sont aussi. Si P e´tait une partie essentielle de B
′
+k alors (B
′
+k)−P
ne serait pas une base, idem pour (B
′
+k)∩ [n0,+∞[−P = B∩ [n0,+∞[−P , et
par suite [0, n0[∪P contiendrait une partie essentielle de B ce qui est absurde.
Ainsi, (B
′
+ k) est une base sans partie essentielle, il en est donc de meˆme de
sa translate´e B
′
= (B
′
+ k)− k.
iii)⇒ i) Supposons a 6= a
′
. Par maximalite´ de a on a a
′
|a strictement. Posons
a = ka
′
avec k ≥ 2, on a donc B
′
∼ kB+ t pour un certain entier t et par suite
(proposition 8), B
′
posse`de une partie essentielle, ce qui est absurde.
——–
Le the´ore`me suivant montre que toute partie essentielle d’une base A vit
dans son re´servoir, ce qui explique la terminologie que nous employons pour
de´signer cet invariant.
The´ore`me 11.— Soit A une base additive de raison a et de re´servoir E. Si
P est une partie essentielle de A alors P ⊂ E. En particulier, l’ensemble des
parties essentielles de A est fini, son cardinal est majore´ par la longueur du
radical de a (i.e. le nombre de nombres premiers divisant a).
Preuve : On a A = (aB + b) ∪ E. Soit P une partie essentielle de A telle
que P 6⊂ E et x0 ∈ P ∩ (aB + b). L’ensemble (A ⊂ P ) ∪ {x0} est donc une
base additive posse´dant x0 pour e´le´ment essentiel. Le lemme 1, permet alors
d’affirmer que
pgcd{x− y | x, y ∈ A \ P} = d ≥ 2
Montrons par l’absurde que d ne divise pas a. Supposons donc le contraire
et prenons deux e´le´ments x, y ∈ (A \ P ) ∪ {x0}.
• Si x, y ∈ aB + b alors d|x− y par hypothe`se.
• Si x, y ∈ (A \ P ) on a d|(x− y) par de´finition de d.
• Si x = x0 et y ∈ A \ P alors x − y = x0 − t + t − y (pour n’importe quel
t ∈ (aB + b) \ P ) et comme d|(x0 − t) et d|(t− y) on a d|(x0 − y).
Ainsi, d|(x − y) pour tout x, y ∈ (A \ P ) ∪ {x0} ce qui est en contradiction
avec le fait que (A \ P ) ∪ {x0} soit une base.
Comme d 6 | a, il existe un premier p et un entier k tel que pk|d et pk 6 | a.
Comme A ∼ pkB
′
+ b
′
(puisque presque toute les diffe´rences des e´le´ments de
aB+ b sont divisibles par pk) et que A ∼ aB+ b on en de´duit que A ∼ paB+ c
pour un certain c ce qui est impossible puisque a < pa et que a est la raison de
A. Ceci prouve donc que P ⊂ E et par suite que le nombre de parties essentielles
de A est fini, puisque E est fini.
Pour majorer le nombre de parties essentielles en fonction de a, commenc¸ons
par e´tablir le lemme suivant :
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Lemme 12.— Soit A une base additive et P1, P2 deux essentialite´s distinctes
de A telles que P1 ∪ P2 6= A. Posons
d(Pi) = pgcd{x− y | x, y ∈ A \ Pi}; i = 1, 2
On a d(Pi) ≥ 2 et pgcd(d(P1), d(P2)) = 1.
Preuve du lemme : Supposons qu’il existe d ≥ 2 tel que d|d(P1) et d|d(P2).
Conside´rons un entier t ∈ A\(P1∪P2) et la partie B = A\(P1∩P2). Soit x ∈ B,
si x /∈ P1 alors d|d(P1)|(x− t) et si x /∈ P2 alors d|d(P2)|(x− t). Donc, pour tout
x, y ∈ B, on a d|(x− y) et, par suite, on en de´duit que B ne peut eˆtre une base
additive. Il s’ensuit, par hypothe`se de minimalite´ et puisque P1 ∩ P2 ⊂ P1, P2,
que P1 = P1 ∩ P2 = P2 ce qui est, bien sur, absurde par hypothe`se.
——–
Remarque : L’hypothe`se P1∪P2 6= A est visiblement essentielle pour la preuve
de ce lemme, mais elle est en fait essentielle pour la proprie´te´ annonce´e. En effet,
si l’on conside`re A = N, P1 = 2N et P2 = 2N+ 1, on voit que P1 et P2 sont des
essentialite´s mais que d(P1) = d(P2) = 2.
Retour a` la preuve du the´ore`me : Soit P1, · · · , Ps les parties essentielles de
A et di = d(Pi) ≥ 2 pour tout i = 1, · · · , s. En appliquant le lemme pre´ce´dent
on voit que pour tout i = 1, · · · , s on a A ∼ diBi+bi pour un certain bi ∈ N et un
certain Bi ⊂ N. Comme les di sont premiers entre eux deux a` deux, on voit que
l’on a A ∼ d1 · · · dsB+b pour un certain b ∈ N et un certain B ⊂ N. Si a de´signe
la raison de A, alors on a d1 · · · ds|a et donc, puisque les di sont premiers entre
eux deux a` deux, on voit que a est divisible par au moins s nombres premiers
distincts, c’est-a`-dire que s est majore´ par la longueur du radical de a.
——–
Remarques : a) La majoration du nombre de parties essentielles donne´e dans
le the´ore`me est en fait la meilleure possible. En effet, si l’on reprend la suite de
bases additives An = p1 · · · pnN ∪ {p1 · · · p̂i · · · pn | i = 1, · · · , n} alors le radical
de la raison de cette base est n et elle posse`de exactement n e´le´ments essentiels
qui forment donc exactement les n parties essentielles de An.
b) Le fait que les parties essentielles d’une base A soient contenues dans le
re´servoir E de A, permet aussi de majorer leur nombre par 2#E. Toutefois, en
termes d’invariants, il n’est pas inte´ressant d’utiliser le reservoir pour majorer
le nombre de parties essentielles. Si A et B sont deux bases telles que A ∼ B,
alors leurs raisons sont e´gales et, par suite, le nombre de leurs parties essentielles
est majorable simultane´ment. Par contre, les re´servoirs de A et B peuvent eˆtre
tre`s diffe´rents et contenir un nombre diffe´rent de parties essentielles.
c) Comme pour le cas de la dessentialistation e´le´mentaire, on peut donner un
algorithme de dessentialisation ge´ne´ral : e´tant donne´ une base A de parties
essentielles P1, · · · , Ps, on note x0 le plus petit e´le´ment de A \ (P1 ∪ · · · ∪Ps) et
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on pose :
m(A) = pgcd {x− y | x, y ∈ A \ (P1 ∪ · · · ∪ Ps)}
P (A) =
{
x− x0
m(A)
| x ∈ A \ (P1 ∪ · · · ∪ Ps)
}
Le meˆme argument que dans le cas e´le´mentaire montre que P (A) reste une
base. On voit que m(A) = 1 si et seulement si la base A est sans parties
essentielles. On conside`re donc la suite (Pn(A))n de´finie par
P 0(A) = A, ∀n ≥ 0 Pn+1(A) = P (Pn(A))
Comme pour toute base B on a m(B)|r(B) (ou` r(B) de´signe la raison de B)
et r(P (B)) = r(B)m(B) , on en de´duit que pour tout n ≥ 0 on a r(P
n+1(A))|r(Pn(A)).
Mais l’e´galite´ r(Pn+1(A)) = r(Pn(A)) entrainem(Pn(A)) = 1, ce qui e´quivaut a`
Pn(A) sans partie essentielles, ou encore r(Pn(A)) = 1. Ainsi la suite r(Pn(A))
est strictement de´croissante puis stationnaire e´gale a` 1 et le rang de station-
narite´ est majore´ par la longueur de l’entier r(A) (i.e la somme des puissances
de la de´composition en facteurs premiers de r(A)). On en de´duit en particulier
que si l est la longueur de r(A) alors P l(A) est e´gal a` la dessentialise´e de A
modulo une translation et la relation ∼.
d) On a de´ja` remarque´ qu’il n’existait aucun lien entre la raison et l’ordre d’une
base, il faut aussi noter qu’il n’existe aucun lien entre l’ordre et la longueur du
radical de la raison d’une base. Ceci implique qu’il est impossible de majorer le
nombre de parties essentielles d’une base en fonction de son ordre.
Nous finissons cet article en sugge´rant quelques proble`mes ouverts relatifs a`
l’e´tude que nous venons de mener.
Proble`mes ouverts :
Proble`me I.— Nous avons vu que le nombre de parties essentielles n’e´tait pas
majorable par une fonction de l’ordre de la base, au contraire du cas des e´le´ments
essentiels. Si l’on compte les parties essentielles de cardinal borne´, on peut
s’interroger sur la possibilite´ de majorer leur nombre en fonction de h. Plus
pre´cise´ment, existe-t-il une fonction ϕ telle que, e´tant donne´ k, h ∈ N∗, pour
toute base additive A d’ordre h on ait
#{P ⊂ A | P partie essentielle de cardinal ≤ k} ≤ ϕ(k, h) ?
Proble`me II.— a) Toute base additive contient-elle toujours au moins une es-
sentialite´?
b) Pour toute base A et toute partie P ⊂ A telle que A − P ne soit pas une
base, existe-t-il P
′
⊂ P telle que P
′
soit une essentialite´ de A?
c) Est-il vrai qu’une base additive contient toujours une infinite´ d’essentialite´s?
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