Abstract-Constructions of nonlinear covering codes are given. Using any nonlinear starting code of covering radius R 2 these constructions form an infinite family of codes with the same covering radius. A nonlinear code is treated as a union of cosets of a linear code. New infinite families of nonlinear covering codes are obtained. Concepts of R; l-objects, R; l-partitions, and R; l-length are described for nonlinear codes.
I. INTRODUCTION
Covering codes and their constructions are considered, e.g., in [1] - [30] , and the references therein. In Sections II and III we develop and generalize linear code constructions of [6] - [8] and [12] and propose new constructions of nonlinear covering codes. Using an arbitrary code of covering radius R 2 as a starting code, these constructions form an infinite family of codes with the same covering radius. A nonlinear code is treated as a union of cosets of a linear code. Such treatment is based on the ideas of [1] and [22] , their variants [13] , [17] , [23] , [24] , and [28] , and approaches of [20] and [21] . The new constructions also use structural ideas of the blockwisedirect sum construction [16] , [26, Sec. 18.7.2] , and [28] . In Section IV, new infinite families of covering codes are obtained. Parameters of the new codes are better than those of known codes with the same length and covering radius.
In [6] a new type of constructions of linear covering codes was proposed. In [7] , [8] , and [12] the ideas of [6] were modified and developed. The constructions of the type considered in [6] - [8] and [12] can be called "q m -concatenating constructions" since a parity-check matrix of a starting code is repeated q m times. In this correspondence, we give variants of q m -concatenating constructions for q-ary nonlinear codes, q 2. Some results of this work were briefly described in [9] and [10] . (Note also that the main ideas of nonlinear constructions of this correspondence were described in the submitted version of [8] . To save space, the final version of [8] contains only linear constructions.)
In [28 , Supplement] Struik briefly described a nonlinear generalization of linear q m -concatenating constructions of [6] , [7] , and [12] . This generalization is close to Construction B of this work, see Remark 2. Let E n q be the space of n-dimensional row vectors over the Galois field GF (q); q 2. Denote by an (n; M ) q R code a q-ary code of length n, cardinality M , and covering radius R. Let an [n; n 0 r]q R code be a q-ary linear code of length n, codimension r, and covering
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radius R. In the notations (n; M ) q R and [n; n 0 r] q R we may omit Denote by t + V the translate of an (n; M ) q code V with the leader t 2 E n q . So t + V = ft + v : v 2 V g. Let wt (g) be the weight of a vector g. Denote by F r q the space of r-dimensional q-ary column vectors. Denote by C1 2 C2 2 111 2 Ct = f(u1;u2;1 11;ut) : ui 2 Ci; i = 1; tg the direct sum (DS) of codes C 1 ; 111; C t ; t 2. Let q (n; R; C) be the density of the covering of an (n; M(C))qR code C q (n; R; C) = M(C) R i=0 (q 0 1) i n i q n :
For an infinite family U consisting of (n; M(U n )) q R codes U n [8] , [12] we consider the value q (R; U) = lim inf n!1 q (n; R; U n ); U n 2U:
Let q (n; R) be the least known density of the covering of a q-ary code of length n, covering radius R. Denote by M q (n; R) the least known cardinality of a q-ary code of length n, covering radius R. Let r = n 0 log q M be redundancy of the (n; M) q code.
Fact 1:
If an (n; M)qR code exists then an (n + 1; qM)qR code exists.
We give parameters of the best known infinite families A i of (n i ; M) 2 3 codes with R = 3; q = 2.
A 1 : r = 3t 0 2; n 1 = 48 2 2 t05 0 1; M = 2 n 03t+2 ; t 8 We can obtain a code of arbitrary length n using a family A i and Fact 1. But this new code has the density 2 (n; 3) greater than codes of the used family Ai, e.g., if the length n increases from 64 2 2 t06 0 1 to 48 2 2 t05 0 2, where t is large even, then the density 2 (n; 3) increases from 4=3 to 9=2, see (1) . In general, 2 (ni 0 1; 3) 2 2 (ni; 3) for large ni. Note also that asymptotic optimal (n 0 ; M 0 ) q 1 codes with arbitrary length n 0 and 0018-9448/97$10.00 © 1997 IEEE are obtained in [21] . DS of these codes gives codes D with q(n; 3;D) 4:5 for arbitrary q and arbitrary large n.
To illustrate the new constructions, in Section IV we obtain new infinite families F i of (n; M ) 2 
In ( + " where u is even and " is small compared to 2 u . The family F2 shows that new constructions can obtain codes in a region of code length (for F 2 the region is given by 1). This new property of the proposed constructions is connected with their nonlinearity and peculiarities of design of Construction A from Section II. Note that the length of the first code of a family obtained by new constructions is usually much greater than 100 or even 1000.
To illustrate a nonbinary application of new constructions, in Section IV we obtain families F 5 ; F 6 of (n;M) 3 3 (n; 3); 3 (n; 3;C 6 ) < 2 3 3 (n; 3); 3 (3;F 6 ) < 3:0:
Here 3 (n; 3) = 4:5. Codes with M 3 (n; 3); 3 (n;3) are DS of the codes from [21] Denote by C(6 p ) the union of cosets of code C with syndromes of the set 6 p . We have
Clearly, C(6 p ) is an (n; pq n0r ) q code.
Kabatianskii [20] suggested the following fact.
Fact 2 [20] : Let I n be the n 2 n identity matrix. Let Z n be the code consisting of the only word (01110) of length n. We treat Z n as the linear [n; n 0 n]q code with the parity-check matrix In. Fact 3 gives versions of construction from [1] . Variants and generalizations of this construction obtain covering codes with good parameters, see, e.g., [13] , [17] , [23] , [24] , and [28] . In [24, p. 8] it is remarked that the construction of [1] is a generalization of the constructions of [22] , see also [23, p. 9] . The situation C V = Z n for Fact 3 is noted in [17] and [24] . Definition 1 [8] , [12] : Let V be an (n; M)qR code of length n, cardinality M, and covering radius R. Let l be an integer, R l 0.
The code V is called an R; l-object of the space E n q and is denoted by an (n; M)qR; l code if for each vector x of E n q there exists a word w(x) of V such that R d(x; w(x)) l. If l 1 then V is also an R; l1-object with l1 = 0;1;1 11 ; l 0 1.
Remark 1: R; l-objects are a subclass of R 3 ; l-subsets of [6, p. 321]. A spherical R; l-capsule with center w in E n q is the set fx : x 2 E n q ; R d(x; w) lg [6, p. 326] . Spherical R; l-capsules centered at vectors of an R; l-object cover the space E n q . The goal of this work is to construct codes covering the space E n q by usual spheres. Spherical R; l-capsules and R; l-objects are useful for it.
Example 1:
The set f000000;111000;000111g is a (6; 3) 2 3; 1 code. The set f0000;1111;2222;0011;2200g is a (4; 5) 3 2; 1 code. Let 2 GF (4), 6 = 0;1. The set f000000; 111111; 000111;
g is a (6; 6) 4 4; 2 code. See also Section IV.
Definition 2 [8] , [12] : Let D = f1; 111; ng be the set of codeword positions of an (n; M) q R; l code C of covering radius R. A partition of the set D into nonempty subsets is called an R; l-partition if for each vector x of E n q there exists a codeword g(x) of C and a vector e(x) of E n q such that x = g(x) + e(x), R wt(e(x)) l, and all nonzero positions of e(x) belong to distinct subsets.
Denote by h(C; l; K) the number of subsets in an R; l-partition K for a code C. The value of R is defined by context. For an (n; M)qR; l code C we have h(C; l; K) n and an R; l-partition K is called trivial if h(C; l; K) = n. The minimal number of subsets in an R; l-partition for a code C is called an R; l-length of the code C and is denoted by h(C; l). So, h(C; l) = minK h(C; l; K). For linear codes R; l-partitions and R; l-length were introduced in [8] and [12] . For nonlinear codes an "effective length" corresponding to R; 0-length was considered in [28, suppl., statement 6] .
For codes defined as C(6 p ) Definition 3 is equivalent to Definitions 1 and 2.
Definition 3: Let V = CV (6p) be an (n; pq n0r )qR code of covering radius R where C V is an [n; n0r] q code with a parity-check matrix H and 6p = f1; 1 11;pg F r q :
Let l be an integer, R l 0. and CV is an [n0; n0 0 r0]q code with a parity-check matrix H 0 = [f 1 111f n ], f 2 F r q , = 1; n 0 . Let K 0 be an R; l 0 -partition for the starting code V 0 . We denote h 0 = h(V 0 ; l 0 ; K 0 ). Let m; 3 be parameters, 3 2 f0;Rg. We set = R 0 3, Q = q m , and use Notation 1. We form a new code V by two steps.
1)
We form an auxiliary (n 1 ; pQq n 0r ) q R 1 code V 1 of length n1, cardinality pQq n 0r , and covering radius R1, where V 1 = C V (6 1 5 ); n 1 = n 0 q m ; r 1 = r 0 + mR; 5 = pQ; 6 1 5 Proof: By Lemma 1, it is sufficient to prove that RV R. We consider Condition 1 with 3 = l0 = 0, = = R, j = 1, Q j = q m , j = 1; R. By Definition 3, we can find a syndrome i() , an index collection J = fj 1 ; 11 1;j Z g, and coefficients a k such that = i() + Z k=1 a k f j ; i() 26 0 p ; R Z l 0 ; a k 2GF 3 (q); k = 1; Z (14) where f j are columns of the matrix H 0 , all numbers j k of columns fj belong to distinct subsets of the partition K0. Then bj 6 = bj if y; k 2 f1;Zg; y 6 = k, see the assignment of indicators b i in (11) .
Let ci 2 E N q . Denote by 9i(ci) the least integer such that ci 2 A 9 (c ) i , see Notation 1. We take the least integer for definiteness.
Let t j be the th column of the submatrix B m (b j ) in (11).
Let R > Z 1. For the index collection J we will find columns t j and a vector 0 X such that
where i() , a k , j k , k = 1; Z, are taken from (14), and besides the vector 0 X must satisfy the relations
Let b j 6 = 3, k = 1; Z. "Locations" e of columns t j in (15) are a solution of the system 
Now the relations (16) and (18) together give the desired vector 0 X . We have obtained columns tj and the vector 0X simultaneously satisfying (15) and (16) . The columns t j are given by locations e . By (15), we have the representation of the column T of (13) Let Z = 0, = i() , see (14) . We put 0X = . a k e = R 0 (R) 9 (c ) : (19) The determinant of the system of (19) Other conditions can be considered similarly. We consider some distinctive situations.
Condition 2:
We have j = 1, Qj = q m , j = 1; 0 1, = dR=2e, = bR=2c + 1, = R. Let Z 1, see (14) . We denote () w (X) = (E 1;X E 2;X 11 1E dR=2e;X ); E l;X 2 GF (q m ); l = 1; dR=2e: If R 0Z dR=2e then we use (15)- (17) . Instead of (18) 
Then we use (18) (15), (17), and (18) we use (22)- (24), respectively. 
Condition 4:
We have V = V 1 , l 0 = 3 = R, n V = n 1 . Instead of (c) we consider a vector . The relation (14) always holds for Z = R. We use (15) (10) ). Put that the right side of the equations of (17) is i , obtain e , k = 1; R, and show that d(; V1) R.
For Conditions 5 and 6, the matrix of (11) (13) and (14). Nonzero positions of the vector 0 r X () can be given by locations of Z columns tj in the matrix (11), see (15) , (22), and Fact 3ii). If Z = 3 then there is only one such group G X . Condition 4 always implies Z = 3. If Z > 3 the groups G X can be given by vectors 0X in which, e.g., the following components [6] , [7] , and [12] . This generalization uses n-arcs in a projective geometry. The construction of [28] is close and obtains codes with the same parameters as Construction B of this work in which a starting code is an R; 0-object, the vector g is (1; 1 11;1), and K 0 is an R; 0-partition. But the construction of [28] does not allow to improve parameters of new codes by using R; l-objects and R; l-partitions with l 1 and by using parity check matrices of codes with i 2 for design of matrices D (") m . Besides, in the construction of [28] one cannot use translates of nonlinear codes for design of codes D u , i.e., the construction of [28] is not close to Construction A of this work. Note also that in [28, suppl., Statement 6] ideas connected with a complete set of indicators are used only for R = 2 whereas Condition 5 allows to put R 2 and Condition 6 is effective for R = 3, see Examples 3 and 5. It can be remarked that constructions of this work allow to design codes in a region of the code length, see Example 6. Therefore, new codes obtained by constructions of this work usually have better parameters than codes designed by the construction of [28] .
Note that connections between matrices B m (b), H, 9 of linear q mconcatenating constructions and a projective geometry are considered in [6] , and [12, Remark 5.1] . In [6, Remark 2, p. 326], e.g., it is noted that a parity-check matrix of a maximum-distance-separable (MDS) code can be used to design the matrix H. (Linear MDS codes and n-arcs are equivalent objects [27] .) (15) . Hence, taking into account Fact 3ii), we can partition the positions N + 1; 111; nV of the code V into jj subsets such that each subset consists of all column labels of all submatrices from (11) having the same indicator b 2 . Here jXj is the cardinality of a set X. We can put jj = h 0 . Besides, we may also treat V as an (n V ; M V ) q R; 0 code, see Definition 1. Clearly, h(V; 0) h(V; 1). So h(V; 0) h(V; 1) 3 + j=2 j + h0 = + 1 + + h0;
IV. FAMILIES OF COVERING CODES
for Conditions 1 and 2 with R 3; jj = h 0 : (27) Example 3: R = 3; q = 2. We obtain codes with the help of an iterative process when a new code is a starting code on the next step.
V 0 = C V (6 0 p ) is the (n 0 ; 2 n 0r ) 2 (11) is a sum of three other columns. Now we use the trivial partition K0
and take D as V 0 for Condition 3 with 3 = 2, 2 m n D . We obtain the family F3 of (4). . We obtain the family F 4 of (5).
Example 5: R = 3;q = 2. V 0 is the (9; 7) 2 3 code of [5] . Using K0 with h0 = 9 and Condition 6 with m = 3, n0 = 2 m + 1 = h0, we obtain a (79; 7 2 (27) . We take V 0 as V 0 . We use the 3; 1-partition K (12) and Remark 3. We obtain the family F 5 of (6). Similarly, if V 0 is the (13; 1215) 3 3 code of [19] we obtain the family F 6 of (7).
Remark 4:
The described constructions can be developed and modified by using the ideas of [6] - [12] . For example, we can use Cauchy matrices for design of matrices B m (b) [6, (2)- (5) 
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