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Resumo 
Desenvolvemos um novo método para o cálculo da Densidade de Es-
tados eletrônicos (DOS) de Ligas Binárias Desordenadas. O método pro-
posto permite a introdução de efeitos de ordem de curto alcance (SRO) e 
da presença de campo magnético. A estrutura da DOS é utilizada para 
analisar efeitos de localização dos estados eletrônicos. Nossos resultados 
mostram que os efeitos de SRO têm um papel essencial na localização 
dos estados eletrônicos. Obtvemos evidéncias da presença de estados 
eletrônicos não exponencialmente loca.liza.dos para o caso bidimensional. 
O campo magnético aplicado induz mudanças na DOS que mostra um 
comportamento oscilatório de deslocalização-localização, quando o sis-
tema está próximo do regime de localização fraca. 
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Abstract 
We have developed a new method to ca.lculate the electronic Densit.y 
of States (DOS) of disordered binary alloys. The method proposed per-
mits to introduce effects of Short Range Order (SRO) and of an applied 
magnetic field. The structurc of the DOS is uscd to analyse localization 
effects of the electronic states. We found that SRO effects plays an essen-
tial role in the loca\ization of the electronic states. We obtained evidences 
of the presence of non-exponentially localized electronic states for the two-
dirnensional case. The applied magnetic ficld induces changes in the DOS 
which shows an oscillatory behaviour of delocalization-localization, when 
the system approaches to the weak localization regime. 
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Introdução 
Embora sistemas cristalinos venham sendo largamente estudados desde o início do 
século com o advento da Mecânica Quântica, e grandes progressos realizados nesse 
campo, sistemas condensados reais apresentam em geral algum grau de desordem, 
podendo variar, desde a presença de apenas algumas impurezas (ou defeito") na rede 
cristalina, até o limite fortemente desordenado de estruturas vítreas ou sernicondu-
tores amorfos por exemplo. 
Por outro lado, a última década. tem sido caracterizada. por um rápido desen-
volvimento da. ciência de materiais, com ênfase no crescimento de novos materiais 
c.om distintas propriedades e aplicações na indústria de microeletrônica, Super-redes 
metálicas e semicondutoras, supercondutores de aha temperatura crítica., camadas 
magnéticas (rna.gnetic overlayers) em substratos magnéticos e não magnéticos, são 
exemplos de sistemas que a.presenta.m em gera.! a.lgurn grau de desordem. 
A presença de inomogeneidade composicional e/ou estrutural faz com que o estudo 
de sistemas desordenados do ponto de vista teórico, seja ainda hoje um desafio. A 
perda da. simetria. tra.nslaciona.l faz com que ferramentas como o Teorema de Bloch 
e a Teoria. de Grupos, usadas pa.ra sistemas cristalinos, deixem de ser aplicáveis . 
Neste contexto outros métodos vem sendo buscados para a caracterizaç.ã.o dos esta.dos 
eletrônicos. 
Saber que processos físicos a nível microscópico são responsáveis pelas proprieda-
des observadas é essenciaL 
Dentro do problema da desordem, uma das questões fundamentais que se levanta 
é a respeito da localização dos estados elet.rônicos. A transição de estados localizados 
para estados estendidos em função da desordem do sistema está intimamente ligada. do 
ponto de vista macroscópico com a transição metal-isolante (Transição de Anderson). 
Elétrons que ocupam estados exponencialmente localizados estão restritos a regiões 
finitas do espaço, não contribtlindo para as propriedades de transporte a T = O K, se 
o acoplamento com outros graus de liberdade está sendo desconsiderado (como por 
exemplo interação elétron"fônon, elétron-elétron), Por outro lado elétrons em estados 
estendidos podem estar em qualquer parte e contribuem para o transporte. Como 
consequência, se o nível de Fermi está numa região de estados localizados, o sist.ema 
será um isolante, no sentido qtHJ a T = O K, a condutividade DC (ao) desaparece. 
Se, por sua vez o nível de Fermi está numa região de estados estendidos "c i- O. 
A questão de como fica a locali:-:ação na presença de desordem em função da 
dimensão do sistema vem sendo amplamente discutida desde o conhecido trabalho 
de Anderson [ 1] e mais recentemente com a Teoria de Scaling [2], 
Durante muito ternpo, foi considerada como absolnta a hipótese de Mott [3] de 
que todos os estados eletrônicos em l dimensão eram exponencialmente localizados, 
qualquer que fosse a desordem. Hoje, no entanto, alguns resultados [4, 5], mostram 
que é possível ter estados estendidos em 1 dimensão para alguns tipos de desordem. 
Para o modelo de Anderson em particular, onde a desordem é do tipo aleatôria e 
diagonal, permanece válido que todos os estados são localizados em 1 dimensão. 
Com relação a dimensão dois, a controvérsia persiste. A Hipótese de Scalinp; de 1 
parâmetro [2] afirma que para d2, todos os estados são localizados. Alguns resultados 
existentes na literatura confirmam esta hipótese [15, 16, 20], embora por outro lado 
existam resultados que indicam uma possível transição de estados exponencialmente 
localizados para estados fracamente localizados [21, 22]. Na presença de interações, 
tipo elétron-elétron ou a presença de um campo externo, há indicações de qne não 
necessariamente todos estados sejam exponencialmente localizados [11, 62, 19]. Em 3 
dimensões, existe um "rnobility edge" (um valor crítico de energia) que separa estados 
localizados de estados estendidos [10, 3]. 
Sabe-se, por exemplo, que a presença de apenas algumas impurezas num semi-
condutor cristalino leva ao aparecimento de est.ados localizados isolados no gap, que 
decaem exponencialmente desde o c:entro da impureza. A medida que a concentração 
dessas impurezas (ou defeitos) vai aumentando, os estados eletrônicos vão sendo al-
terados significativamente, e a visão de impnrezas isoladas se torna inadequada. 
Estudar o papel da desordem na localização cletrónica é ponto relevante em 
fenômenos como como Supercondutores de Alta Temperatura Crítica e Efeito Hall 
Quântico. 
No caso de supercondulores de alta temperatura crítica, a desordem está presente 
nos planos de óxido de cobre. A variação de átomos de oxigênio é a responsável pela 
desordem, podendo neste caso induzir efeitos de localização dos estados cletrónicos 
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em conjunto com outros mecanismos. 
Outro caso de interesse corresponde ao Efeito Hall Quântico Inteiro. Na ausência 
de desordem, a presença do campo magnético, entre outros efeitos, leva ao apare-
cimento dos conhecidos níveis de Landau, infinitamente degenerados, denominados 
"Hall plateaus". Em geral considera-se q11e os "Hall plateaus" sejam um gas de 
elétrons bidimensional, onde a interação elétron-elétron, e os graus de liberdade de 
spin não são considerados. A presença de desordem, faz com que haja um alarga-
mento dos plateaus, devido a quebra da degenerescência dos níveis de Landau. No 
limite em que esse alargamento é menor que a separação entre os próprios plateaus, 
os modelos "tight-binding" de uma única banda são extremamente úteis para estudar 
efeitos de localização eletrônica nos níveis mais baixos [13]. 
Para caracterizar se os estados eletrônicos sào estendidos ou exponencialmente 
localizados, a Densidade de Estados Elet.rônicos (DOS) pode ser considerada como 
o ponto inicial. De uma maneira geral estados estendidos dão à DOS uma estr11tura 
suave e aproximadamente contínua, estados localizados dão uma DOS composta de 
estrutura de picos [32]. Os métodos de cálclllo da DOS existentes dão "m geral 
uma estrutura pobre, qu" não permite uma análise do ponto de vista da localização 
dos estados eletrônicos. Outras q11antidadcs como wmprimento de localização e 
probabilidade de transmissão são tarnhém usadas para estudar o comportamento dos 
estados eletrônicos. 
Um fator importante e qu<" não tem sido levado em conta. nos trabalhos existentes 
na literatura quando se estuda a localização do8 estados eletrônicos, é o efeito da or-
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dem de curto alcance (SRO ). Em sistemas desordenados reais, a tendência dos átomos 
nã.o é de se distribuirem aleatoriamente, mas sim de apresentarem uma preferência 
na distribuição destes, devido a presença de interações interatômicas [17]. 
Nossa proposta neste trabalho foi investigar o papel da desordem local e da pre-
sença do campo magnético na localização dos estados eletrônicos a partir da densi-
dade de estados eletrônicos (DOS). Nesse sentido desenvolvemos um novo método 
de cálculo da DOS, na qual a estrutura é obtida com detalhes que possam levar 
a uma indicação sobre a localização dos estados eletrônicos [6]. Nossos resultados 
mostram que o método proposto para o cálculo da DOS é extremamente eficiente 
e fornece uma estrutura detalhada e realística. da DOS. Observamos pela primeira 
vez que Efeitos de Ordem de Curto Alcance (SRO) tem papel fundamental na loca-
lização dos estados eletrônicos em sistemas em 2 e 3 dimensões. Ern duas dimensões, 
próximo ao limite de segregação das espécies, obtivemos evidências da presença de 
estados não exponencialmente localizados [6]. Mostramos também que o efeito do 
campo magnético aplicado a sistemas quase unidimensionais, depende fortemente do 
grau de ordem de curto alcance apresentado por este [7]. Quando o sistema tende a 
segregar-se, o campo introduz um efeito oscilatório de deslocalização-localização dos 
estados eletrônicos. 
No capítulo 1 apresentamos a dassificação geral de sistemas desordenados, os 
modelos existentes pa.ra descrever estes sistemas e os métodos ttsados para o estudo 
de propriedades eletrônicas. 
No capítulo 2 propomos um novo método para calcular a Densidade de ~~stados 
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eletrônicoa (DOS) para o Sistema no limite bi-dimen~ional. A DOS do sistema bi-
dimensional ( e tridimensional) é obtida em função da DOS de cadeias lineares, o 
que simplifica muito o problema, visto que a DOS de sistemas unidimensionais pode 
ser obtida de maneira precisa e eficiente numericamente. Calculamos a DOS para os 
casos da rede quadrada e da rede cúbica puras [43, 6] . Estudamos também o caso de 
uma liga binária desord<Jnada aleatória. Para os casos puros nosso método é exato. 
Para o caso bidimensional da desordem aleatória, nossos resultam indicam a presença 
de estados exponencialmente localizados [6] como relatado em <mtros trabalhos da 
literatura que estudam comprimento de localização [15, 20]. 
No capítulo 3 introduzimos Efeitos de Ordem de Curto Alcance (SRO). Resultados 
são apresentados indo desde o limite ordenado até o limite segregado. Discutimos 
o efeito da SRO na localização dos estados eletrônicos. Para concentrações iguais, 
os resultados obtidos da DOS, indicam a presença de estados não exponencialmente 
localizados quando o siskma está próximo do limite segregado, enquanto que quando 
o sistema está próximo à ordem, estados fortemente localizados são os ca.racterísticos. 
No capítulo 4 fazemos a extensão do método desenvolvido no capítulo 2 para sis-
temas quasi uni dimensionais com a geometria de "barras", e introduzimos a presença 
do campo magnético. O efeito do Campo magnético aplicado é introduzido como uma 
fase complexa na. integral de de "hopping". Discutimos qual seu efeito na localização 
dos estados eletrônicos em função das correlações de curto alcance. Temos evidências 
de que o efeito do campo magnético na localização eletrônica depende fortemente do 
grau de correlação, sendo mais fortes esses no limite de localização fraca. 
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No capítulo 5 apresentamos as conclusões . 
Capítulo 1 
Apresentação Geral de Sistemas 
Desordenados 
1.1 Classificação de Sistemas Desordenados 
Quando deixa de existir ordem de longo alcance (LRO) na distribuição dos átomos, 
os sistemM são em geral denominados sistemas desordenados. 
Estes sistemas são classificados em função dos desvios que apresentam em 
relação a um sistema cristalino perfeito. DuM c!Mses são em geral usadas para essa 
c!Msificaçã.o, dependendo do grau de desordem apresentado em relação ao cristal 
ideal. 
Desordem Substitucional (ou Composicional): Corresponde ao limite de 
mais fraca desordem. As posições oct!padas pelos átomos ainda formam urna es-
trutura periódica, corno no cMo cristalino, embora a distribuição dos átomos nessa 
estrutura seja desordenada. Esse tipo de desordem é em geral o apresentado por Ligas 
lnterrnetá!icM, em particular as Ligas Binárias, onde apenM duas espécies atômicas 
estão presentes. A liga de Cu-Au, onde os átomos de Cu e A u são de tamanhos simila-
res, exemplifica um caso de desordem substitucional, onde a substituição de um tipo 
(•) 
(o) 
••••• 
• • • • • 
• • • • • 
(d) 
9 
(h) 
(o) 
Fig. 1.1; Tipos de Desordem,( a) estrutura cristalina geral, (b) estrutura cristalina 
com ligações covalentes, (c) desordem substitucional, ( d) desordem estrutural, (e) 
desordem apresentada pelos semicondutores amorfos (estrutural) 
de átomo por outro ocorre sem criar alterações estruturais na rede. Outros exemplos 
de ligas sã.o; Cu-Ni, Pd- V, Ni-Fe. Cristais mistos, como NaCI-KCI e semicondutores 
dopados tipo Si:P, Si:As também apresentam desordem do tipo substitucional. 
Desordem Estrutural (ou Topológica): Corresponde ao grau mais alto de 
desordem. Nesse caso, já nã.o existe vestígios de urna estrutura periódica. Esta. 
terminologia em geral é utilizada para descrever tanto a desordem apresentada por 
metais líquidos, vidros, quanto os semicondutores amorfos. Neste último caso não 
existe também a ordem de longo alcance na distribuição atôrnica, !Ilas se diz que uma 
certa ordem de curto a.lcancc, é mantida na medida que o mimero de coordenação de 
cada átomo permanece o mesmo que no caso do cristal. 
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1.2 Efeitos de Ordem de Curto Alcance 
A maneira como os átomos se distribuem não é completamente aleatória, mas 
depende da natureza dos átomos que ocupam sítios vizinhos. Sabe-se por exemplo 
que as energias efetivas de ligação interatôrnica não são usualmente a mesma para urna 
ligação entre átomos tipo A e para átomos tipo A e B ou B e 8. Embora a hipótese de 
independência estatística na distribuição das espécies at.ômicas, onde a probabilidade 
de um sítio i ser ocnpado por uma determinada espécie é simplesmente dada por sua 
concentração, seja a mais simples, ela é é muito pouco realística. Correlações entre 
átomos em sítios vizinhos são importantes, on seja, o sistema apresenta algum grau 
de ordem de curto alcance (SRO). 
O efeito de ordem de curto alcance numa aproximação de primeiros vizinhos, pode 
ser definido em função da prohabilidade de ocorrer uma ligação tipo AB, PAB: 
. 2NAB 
PAB = hm (-N ) 
N-oo z 
(1.1) 
onde N = número de sítios, N AB = número de ligaçiíes AB e z = número de coor-
denação. 
No caso de uma distribuição independente dos átomos nos sítios da rede, a pro-
babilidade de ocorrer uma ligação AB seria simplesmente cAcB, onde c; corresponde 
as concentrações. 
O parâmetro de correlação entre primeiros vizinhos pode ser definido como: 
r PAR AH = -- - CA<'B 2 ( 1.2) 
Na literat.nra várias definições são encontradas. Aqui usamos o Parâmetro de 
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Cowley uç [23] definido corno : 
(1.:!) 
ou 
(1.4) 
with PAa = PAB +PElA· 
Se considerarmos o caso de uma liga binária com concentrações iguais das espécies 
A e B, variando o parâmetro etc, podemos ir desde o limite da ordem completa 
(uç = -1), passando pela desordem aleatória (uc == 0), até atingir o limite segregado 
(etç = 1) [35]. 
O efeito de ordem não está necessariamente restrito a primeiros vizinhos, c pode 
ser considerado através de outras aproximações [23], como discut,imos no capít.ulo 4, 
onde introduzimos correlações de quadrados, para a geometria de uma faixa [34]. 
1.3 Caracterização dos Estados Eletrônicos 
Um elétron movendo-se num potendal aleatório, pode ter tanto estados estendidos 
quanto estados localizados. Classicamente podemos f>1zer a distinção entre estados 
estendidos c estados localizados apenas mn função da energia do elétron com relação 
ao potencial a que este está sujeito. Olhando para a figura 1.2 fica fácil ver que se a 
energia do elétron E for maior que F.:0 , ele poderá se mover em todo espaço, ou seja, 
teremos nm estado estendido. Se por outro lado o elétron tiver energia E menor que 
Eo (8!), ele estará confinado a intervalos finitos: (~:~,a: 2 ),(x3 ,x4 ), etc. 
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V(x) 
I!• ~--------~~-----~--------------------------~---------------
X I I 2 X :!o X 4 
E o 
Et 
Fig. 1.2: Potencial aleatório 
Distinguir o caracter do estado de uma partícula do ponto de vista da Mecânica 
Quântica é bastante rna.is complicado, pois de um lad<1 temos o Efeito de Tunela-
mento, que permite o elétron tunelar at.ravé, das barreiras de potencial, promovendo 
assim um efeito de deslocalização. Um exemplo clássico de deslocaliza.ção são os esta-
dos de Bloch num cristal. Por outro lado, temos os efeitos de interferência Quântica, 
podendo levar à localização do elétron para fJ > E0 , devido a super posição destrutiva 
dos estados eletrônicos. 
O comportamento assintótico de um e'tado localizado é usualmente descrito por 
um decaimento exponencial da função de onda, expressa pela equação: 
( 1.5) 
onde Ç é o comprimento de localização, e Ç -+ oo corresponde ao limite de um estado 
(b) 
(a) 
Fig. 1.:1: (a) estado estendido, (b) estado localizado 
estendido. 
A diferença básica entre estados estendidos e estados localizados do ponto de 
vista da teoria de transporte, é que no primeiro caso é possível transport.ar corrente 
diretamente, enquanto que no segnndo caso, o transporte de corrente só ocorre com a 
ajuda de outros mecanismos, como interação dêtron-fônon. Assim, a coudnt.ividade 
residual é esperada ser nula para energia de Fermi numa. região de est.a.dos locali-
zados, e diferente d,., zero para. uma mgião de estados <Jstendidos. Essa transição 
do comportamento isolant.e para metálico é chamada. Transição d<J Auderson, dis-
tinta. da transição de Hubba.rd-Mott., que está diret.a.mente ligada com a int<1ração 
Coulombiana de curto akancc. 
Das quantidades físicas estudadas para ca.racterizar se o estado ê do tipo ,-.steudido 
ou localizado a mais simples corresponde a Densidade de Estados eletrôuicos (DOS), 
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definida por: 
n(E) = :l í:.S(t:- E;). ( 1.6) 
De maneira geral para estados estendidos a DOS é dada por uma curva suave, 
enquanto que para estados localizados a DOS aparece como uma coleção de picos [:12]. 
Outra diferença básica nos espectros de sistemas cristalinos e sistemas desordenados, 
é que no primeiro caso, devido a ordem de longo alcance, tem-se a ocorrência das 
singularidades de Van Hove, enquanto que no segundo caso não [14]. 
Outra quantidade também estudada na caracterização dos estados elctrônicos é o 
comprimento de localização, obtido a partir dos elementos não diagonais da função 
de Green [32]. (Para a DOS necessitamos apenas dos elementos diagonais [4:!]). 
1.4 Efeitos de Interações versus Localização 
As propriedades de l.ransporte dependem fortemente da característica dos estados 
eletrônicos do sistema. Enquanto num sistema com estados estendidos, a condutivi-
dade a T = O, é diferente de zero,( onde o processo de condução pode ser considerado 
como sendo de difusão quântica), num sistema com estados localizados, a. conduti-
vidade a T = O é nula (e o mecanismo de condução acontece por "hopping" dos 
elétrons entre estados localizados cm geral por ativação térmica, ou seja interação 
elétron-fônon, o que significa que a condutividade tem uma fort.e dependência com a 
temperatura nesse caso). 
A teoria clássica de transporte, prevê um/l. condutividade independente da tem-
peratura, dada pelo modelo de Drude: 
nc2 
(I=oo--, 
mro 
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( 1. 7) 
onde To é o tempo entre duas colisões e n o número de elétrons. Este resnltado não 
leva em consideração a interferência quântica entre as funções de onda espalhadas. 
Medidas da resitividade ern amostras metálicas com pequena concentração de impu-
rezas, mostram que há um aum<:nto logarítimic.o da resistividade com o decréscimo 
da temperatura. Esse limite é em geral conhecido como Regime de Localização Fraca. 
De outro lado, temos o caso característico de semicondutores dopados, onde a resiti-
vidade tem uma dependência exponencial com a temperatura [45], conhecido como 
Regime de Localização Forte (conhecido também como Regime de Hopping Variável). 
Outra maneira de definir esses dois regimes é cm termos do comprimento de loca-
lização Ç. No limite de localização fraca, Ç > l, enquanto que para localização forte, 
e <<I, sendo I é o livre caminho médio. 
Espera-se que o papel das interações seja dist.into no caso de estados eBtendidos 
e no caso de estados locali:<ados. 
Enquanto no Regime de Localização Fraca, por ser possível um tratamento per-
turbativo, a teoria de transporte incluindo o papel das diversas interações é hoje bem 
entendida [12, 11], o Regime de Locali2açào Forte ainda permanece um campo aberto 
a investigações. 
Uma das primeiras questões que se levantou a respeito das interaçõcs em sist.r:mas 
desordenados foi o fato de que Altshuler et ai ( 1980) [5:3] mostraram teoricamente 
que o aumento logarítimico da resistividade com o decréscimo da temperatura oh-
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serva.do experimentalmente podia ser tanto devido a efeitos de interferência quântic~. 
como devido à interação Coulombiana entre os elétrons, a única diferença estando 
no prefator desse termo [47]. Como distinguir então entre efeitos de localização e de 
interação? 
O campo Magnético apresenta-se como uma ferramenta útil para distinguir entre 
efeitos de localização e efeitos de interação. O caso em que estamos interessados 
corresponde à férmions com carga sem spin. Tanto funções de onda como o espectro 
de energia dependem do campo magnético. (Não estamos considerando efeitos de 
quantização dos níveis de Landau.) A presença. do campo magnético implica na 
introdução de uma fase nas funções de onda. associada com o potencial vetor Ã, dada 
por [69]: 
c i A-(;;'\J- ""' <p =- -1 r·1 r=- 211'-h ..,, /.C C c ( 1.8) 
onde a integral é sobre a trajetória do elétron e .P, o fluxo através do contorno C, com 
~· =- cf>o definido como quantum de fluxo. Isso significa que processo de interferência 
quântica é alterado na presença do campo magnético. 
Uren et ai. (1980) [48], observaram que enquanto a localização leva a. uma ma.g-
netoresistência negativa, associada corn o aumento do comprimento de localização, a 
interação elétron-elétron leva a uma rnagnetoresistência positiva. 
Oscilações da rnagnetoresistência em função do campo magnético aplicado (Efeito 
Aharonov·Bohm), observadas em cilindros de Mg por Sha.rvin ( 1981) [52], são também 
uma evidência do fenõmeno da interferência quântica. 
Uma dos efeitos mais interessantes associados com o campo magnético está rela-
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clonado com as transições Metal-Isolante induzidas por este [61, 62, 54]. 
Se por um lado os efeitos da interferência quântica são capazes de explicar qua.nti-
tativamenteo comportamento negativo da. magnetoresist.i'mcia no limite de foça[ização 
fraca [42], de outro lado, no caso da localização forte, ela não é suficiente para descre-
ver os resultados experimentais observados, sugerindo qne algum outro mecanismo 
também contribua. para. o decréscimo da rnagnetoresistênda. [57, 58]. 
Observa-se [50], que na presença. de intera.çã.o spin-órbita, há um decréscimo lo-
garítimico da resistência com o decréscimo da. temperatura., podendo compensar o 
efeito de localização na presença de campo magnético. Esse efeito foi observado em 
filmes de Mg dopados com Au. A presença. de Au, que tem forte intma.ção spin-órbita., 
faz com que a ma.gnetomsistência mude drasticamente a baixas temperaturas. Estes 
resultados experimentais são explicados teoricamente por Hikami ct ai (1980) [51]. 
Medidas de transporte em filmes de Cu/Ge, Ag/Ge e AufGe, onde a interação 
spin-órbita entre os elétrons de condução c os íons metálicos é conhecida.mente forte, 
mostram que no regime de localização fraca., a ma.gnetocondutância é sempre nega.-
tiva (consequência. da intera.çâo spin-órbita.), enquanto que no regime de Localir.a.çâo 
Forte, a. magnetocondutâ.ncia é sempre positiva, uma indicação de que efeitos de 
localização sobrepoern-se à intcra.çâo spin·órbita. nesse regime [49]. Esses resnlta.· 
dos experimentais estão de acordo com resultados numúicos obtidos por Sivan et 
ai. (1988) [55] para. modelo que inclui efeitos de interferência e presença. do campo 
magnético e Meir et a.! (1991) [.56], que inclui também interação spin-órbita. 
Essa diferença. de comportamento da mag!letocondutância. para os regimes de 
17 
cionado com as transições Metal-Isola.nte induzidas por este [61, 62, 54). 
Se por um lado os efeitos da interfer€mcia quântica são capazes de explicar quanti-
tativamente o comportamento negativo da magnetoresistência no limite de localização 
fraca [42), de outro lado, no caso da localização forte, ela não é suficiente para descre-
ver os resultados experimentais observados, sugerindo que algum outro mecanismo 
também contribua para o decréscimo da magnetoresistência [57, 58]. 
Observa-se [50], que na presença de interaçâo spin-órbita, há um decréscimo lo-
garítimico da resistência com o decréscimo da temperatura, pod.,ndo compensar o 
efeito de localização na presença de campo magnético, Esse efeito foi observado em 
filmes de Mg dopados com Au. A presença de Au, que tern forte interação spin-órbita, 
faz com que a magnetoresistência mude drasticamente a baixas temperaturas. Estes 
resultados experimentais são explicados teoricamente por IIikami et ai ( I.\J80) [f> I]. 
Medidas de transporte em filmes de Cu/Gc, Ag/Ge e Au/Ge, onde a interação 
spin-órbita entre os elétrons de condução e os íons metálicos é conhccida.rnente forte, 
mostram que no regime de localização fraca, a magnetocondutância. é sempre nega-
tiva (consequência da interaçào spin-órbita), enquanto que no regirn" de Localização 
Forte, a. magnetocondutáncia é sempre pos.itiva, urna indicação de que efeitos de 
localização sobrepoem-se à interação spin-órbita nesse regime [4!J). Esses resulta-
dos experimentais estão de acordo com resultados numéricos obtidos por Sivan et 
ai. (1988) [55) para modelo que inclui efeitos de interferência e presença de campo 
magnético e Meir et ai (1991) [56), que inclui também interação spin-órbita. 
Essa diferença d" comportamento da magnetocondutância para os regimes de 
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localização fraca e forte, é uma indicação de que os efeitos de int,rfcrência quãntica 
na presença de interações tem papéis distintos no ca.so de estados estendidos e estados 
localizados. 
De outro lado Spriet et ai ( 1986) [.54], através de medidas da condutividade elétrica 
em arnostra.s de InP do tipo n, na presença de campo magnético, obtiveram as pri· 
meiras evidências de uma transição isolante-metal, seguida por outra transição metal-
isolante para altos campos magnéticos. Essa observação experimenta.! est.á cm acordo 
com previsões teóricas anteriormente feitas por Shapiro (I 984), LI ma. su posi çiío para. 
esse tipo de comportamento, é que primeiro o campo magnético leva a. uma desloca.-
lização dos estados .,Jetrônicos, devido a uma interferência construtiva da.s fuu~:ões d., 
onda, e para altos campos há um encolhimento da.s fuuções de onda, localizando os 
estados eletrônicos [63]. Mais recentemente, .Jiang ct ai (19\12) [.57] observaram num 
estudo experimental sobre magnetoresistôncia de gás de elétrons bi·dimcnsional no 
Regime de Loca.liza.ção Forte, que para baixos campos há um decréscimo da ma.gne-
toresist.ência., enquanto que para. altos campos da. cresce. Esses resultados estiío de 
acordo com estudos numéricos realizados por Bockstwlte et ai (19!!:1) [60] para um 
sistema modelado por um hamilton i ano 'l'ight-Biuding com desordem a. penas fora. da 
dia.goual na. presença. de campo magn<itico. 
Podemos ver que no regime de loca.liza.çào forte nào há um consenso sobre qua.is os 
efeitos que estão sendo olmcrvados, c tão pouco uma teoria que seja. capaz de explicar 
esses dei tos. 
No capítulo 4 vamos ver, através de cálculos da DOS, corno o Campo Magnêtico 
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afeta a localização dos estados detrônicos, em função do grau de desordem apresen-
tado pelo sistema. 
1.5 Modelos 
O modelo mais simples para estudar o efeito da. desordem na localização dos 
estados eletrônicos corresponde ao caso de elétrons sem spins, não interagentes, numa 
rede estática, onde interaçôes elétron-elétrou, elétron-fônou, e interações com campos 
externos não são considerados. Nesse l.imite, temos então um Hamiltoniano do tipo 
Tight Binding, com interações a primeiros vizinhos, que na. represent.açiío de sítios, e 
apenas um orbita.l por sítio 6 expresso por: 
H= 2:Rdi ><ii+ :LV.Ii ><i+ II+ h.c. ( 1.9) 
O hamiltouiano expresso pela equação l.!l é bastante geral, podm1do ser particu-
larizado para representar diversos tipos de desordem, como mostramos abaixo. Esse 
tipo de hamiltoniano é usado não somente para o estudo de propriedades elctrônicas 
em sistemas desordenados, mas também propriedades vibracionais [14], entre outras. 
1.5.1 Modelo de Anderson 
Neste modelo, a desordem é do tipo diagonal, onde os níveis de energia E; estão 
distribuídos aleatoriamente num intervalo de largura W. A iukgral de "hopping" 
entre primeiros vi~inhos, V;, é tornada corno constante e igual a. V. O parâmetro 
w;v é definido corno parâmetro de desordem, e o limite w;v << 1 é denomina.do 
limite de desordem fraca. 
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1.5.2 O Modelo da Liga Binária e o "Quantum Site (Bond} 
Percolation Model" 
Uma Liga Binária, pode ser representada pelo mesmo hamiltoniano da. equação 
1.9, com a.s a.utoenergia.s E; podendo assumir dois valores RA ou EB, dependendo 
do sítio i estar sendo ocupado por um átomo da. espécie A ou H respedivamente. 
Define-se o parâmetro ó = (ER ~ EA)/W (onde W é a largura da banda) como 
parâmetro de desordem diagonal. A desordem fora da diagonal é caracterizada pelo 
parâmetro definido como a. diferença entre as integrais de "hopping" Como as integrais 
de "hopping" estão diretamente ligadas com as larguras das bandas dos element.os 
puros, cm geral o parâmetro de desordem fora da diagonal é definido como (WA ~ 
WB)/W O termo de "hopping" é l.oma.do na maioria dos casos mmo comta.nte e 
igual a V. Isto se deve a.o fato de que no caso dos metais de transição, o termo de 
"hopping" varia. muito menos que os níveis at.ômicos de energia [28], como indica 
esquema ilustrado na figura 1.4 
O caso em que IBA ~ Eal >> V, rorresponde ao "Qua.nt.um Sitc Percola.tion 
Model", onde duas subbandas scpa.radas são formadas. No caso do "Quantum Bond 
Percolation Model", as a.utoencrgias E; sào tomada.s como constantes, e o parâmetro 
de interação V; é tomado como V se a. ligação entre primeiros vizinhos for do tipo AB 
e 7-ero nos demais casos, ou vice versa. 
11 v .. . 
1t Nb .. . 
~r To .. . 
(1) 
Nl 
Pd 
PI 
N 
v 
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Fig. 1.4: Comportamento Qualitativo das variações típicas dos níveis de energia 
atômicos ern escalas com paráveis: (a) c das integrais de interaçã.o (h) 
1.6 Métodos 
A ausência da simetria translacional é o principal obstáculo na constrnçào de urna 
teoria quantitativa comparável em precisào e eficiência com as existentes para sólidos 
cristalinos, baseadas no teorema de Bloch. 
Devido a presença da desordem a solu~cào cxata do problema envolveria a clia.go-
nalização de matrizes N x N, (onde N é o número de sítios) para cada configuraçào 
possível, o que do ponto de vista cornputaciona.llimita muito o ta.m.anho dos sistemas 
a serem estudados. 
Soluções analíticas se reduzem a casos bastantes simples, em geral em 1 dirnensào. 
Em 2 e 3 dimensões soluções pcrturba.tivas podem ser obtidas para o caso de desordem 
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fraca [10]. 
Dentro desse contexto, o desenvolvimento de métodos numéricos que tentem mi· 
nimizar tanto o tempo de computação quanto a memória envolvida nos cálculos é 
extremamente importante. 
Métodos de "Finite-Size Scaling" [39], onde se calcula a propriedade de sistemas 
finitos, e através de seu comportamento em função do tamanho, fazem previsões para 
o sistema real, são bastante úteis no caso de sistemas desordenados, onde o tamanho 
representa uma limitaçào nos cálculos. 
Do ponto de vista do desenvolvimento de urna teoria unificada para sistemas 
desordenados como a Teoria de Bloch pa.ra. ~istemas cristalinos, a Aproximação do 
Potencial Coherente (CPA) [lO, 23], é a que mais tem sido utilizada. U<tsicarnente 
consiste em fazer uma aproximação tipo campo médio, onde se trata um átomo num 
potencial efetivo, ou um duster de átomos num potencial efetivo. No primeiro caso, 
os resultados obtidos são em geral bastante incipientes e não fornecem urna estrutura 
detalhada do espectro, não permitindo assim qualquer conclusão sobre a localização 
dos estados eletrônicos. No segundo caso, se depara com o problema do t.arnanho 
do cluster que pode ser t.ratado, o que limita novamente os resultados assirn obtidos. 
Outra limitação dos métodos qu" envolvem a.proximações tipo campo médio estâ. no 
limite de percolação quânt.ic:a, quando duas <'Spécies muito distintas estão present.<1s. 
Ind.,pendentemente da aproximaç.ão utilizada. para resolver numericamente o pro-
blema, os métodos podem ainda ser classificados corno ab-init.io ou fenomenológicos, 
Dentro dos métodos ab-init.io, utiliza-se em geral a aproximação de CPA, e/ou Mêtodo 
:n 
de Recursão [29]. Os cálculos são autoconsistentes e bases tipo LMTO (Linear Muf-
fin Thin Orbitais) são utilizadas. [30, :1:1, 31]. A característica dos métodos f.,no-
menológicos (ou semi-empíricos ), é a de que alguns parâmetros como por exemplo 
integrais de hopping, entram corno dados nos cálculos, e não são obtidos diretamente 
como nos métodos ab-initio. 
A escolha de um método ou outro, é bastante discutida. Enquanto que os métodos 
ab-initio promovem resultados do ponto de vista quantitativo m<1lhores, permitindo 
uma comparação mais próxima com o experimento, os métodos fenomenológicos per-
mitem uma investigação de quais sã.o os fenômenos físicos relevantes na observaçâo 
do comportamento de urna determinada propriedade. 
1. 7 Dados Experimentais 
Uma dificuldade básica ao compararmos resultados obtidos expcrimentahnente 
com os previstos teoricamente em sistemas desordenados, está relacionada ao fato 
das propriedades físicas medidas serem muito sensíveis à preparação das amostras. 
Algumas das propriedades estudadas com o intuito de verificar efeitos de loca-
lizaçã.o são: resistividade, magnetoresistência, mpedros de absorção, condutividade. 
Com relação a DOS, os experimentos de absorção nào dão detalhes da estrutura. 
Em geral sào utilizados para. determinar gaps. Efeitos de interaçào elét.ron-buraco 
(cxcit011") e iuterações com fônons fa~<·m COITJ que o deito puramente da desordem 
seja mascarado. 
A maneira. mais direta de se distinguir entre estados lorn.lizados e est.,ndidos 
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nesse caso é através de mcdidM de condutividade elétrica à baixas temperaturas, já 
que para temperaturas muito baixas, nao haveria a contribuição de fônons para a 
condutividade. 
O comportamento da condutividade elétrica em função da temperatura é distinto 
para estados estendidos e para estados localizados . No caso de estados estendi-
dos, espera-se que a dependência com a temperatura seja menor. Por outro lado, 
estados localizados terão urna pequena contribuição para a condutividade à baixas 
temperaturas, sendo que esta contribuição deve aumentar a medida que aumenta a 
temperatura, devido a interação com fônons, permitindo o "hopping" de um elétron 
de um estado localizado para outro. 
Outras informações sobre a localizaçao dos estados eletrônicos em sistemas desor-
denados podem ser obtidas através de propriedades magnéticas. No caso de estados 
loca.lizados, devido a repulsão Coulombiana ser muito forte, espera-se que cada est<Ldo 
tenha apenas urn elétron corn spin não emparelhado, dando origem a uma suscepti-
bilida.de paramagnética. 
Medid<LS da magnetoresistência também sao utili><Ml<Ls para estudar localização 
dos estados eletrônicos [42, 11]. 
Capítulo 2 
Um Novo Método de Cálculo da DOS de 
Sistemas Desordenados 
Neste capítulo apres.,ntamos um novo método de cálculo para a DOS de sistemas 
bidimensionais e tridimensionais, que fornece uma estrutura detalhada, permitindo 
assim inferirmos sobre a localizaç.ào dos estados el<etrônicos. 
2.1 Sistemas Bidimensionais 
O sistema bidimensional é aproximado dentro da idéia de "Finite -Size Scaling" 
[40, 15] por uma faixa de largura Me comprimento N como ilustra a figura 2.1. 
O hamiltoniano usado para repres.,ntar o sistema é do tipo Tight-llinding, com 
interaçào apenas entre primeiros vizinhos, e um orbital por sítio, definido por: 
H = L E,.mln,m >< n,ml + L:txln,m >< n + 1, mi+ h.c. 
n,m 
+ L:tvln,m >< n,m + 11 + h..c., (2.1) 
m 
ond" O ~ n :0::: N, com N --+ oo, c O ~ m ~ M, com M sendo a largura da fa.ixa. 
Assumimos condições de contorno periódicas na dimensão finita, c desordem diagonal, 
onde a energia por sítio pode assumir dois valores EA ou E a, o que r"presenta o caso 
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Fig. 2.1: Geometria de uma faixa com dimensões N e M. 
de uma liga binária, com tx = ty = v. Estudamos aqui o limite de Percolação 
Quântica que corresponde a: 
IEA- Eal » lVI, (2.2) 
onde temos a formação de duas subbandM ~eparadas, uma centrada em EA e a outra 
A DOS para o caso puro (onde todos os sítios são ocupados por átomos do mesmo 
tipo) é obtida através da convolução das DOS de duas cadeias lineares: 
(2.:i) 
Est.e resultado é exaLo como demonstramos abaixo para o caso de uma rede qua-
drada pura. 
Seja lm, n > a base na representação de sítios para Hamiltoniano dado pela 
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equação (2.1). Fazendo a tran~formada de Fouricr na direção x, temos: 
I 1 ""' iknl k m, n >= . rrr L. e m, >. 
vN k 
(2A) 
Com essa nova base a parte diagonal do hamiltoniano é expressa por: 
"E I I 1 ""'"E .ikn -ik'nl k k'l L. o m,n >< m,n = N L. L. 0 e e m, >< m, , 
m,n m,n k,k' 
(2.5) 
onde 
__!__L ei(k-k')n _ < 
- uk k', N , 
n 
(2.6) 
logo: 
L;Eolm,n >< m,nl = L;L;Eolm,k >< rn,kl. (2.7) 
m,n m k 
O termo fora da diagonal na direção x fica: 
L;tx(lrn,n><m,n + ll+h.c.)= 
m,n 
l "" t ( ikn -ik'(n+l)l k k'l + / ) N L. L. z e c m, >< m, . !.c. 
k,k' m,n 
"" I " l(k-k')n( -ik' I I k k' I+ h L.. L. N L.. r. e , m, >< rn,. .c. 
m k,k' n 
= L;2t,cos(k)irn,k >< m,kl, (2.8) 
m,k 
e o termo fora da diagonal na dircçào y: 
L;tylm,n><m + l,nl+h.c.= 
m,n 
~L L lyeikne-ik'"lm, k >< m + l, kl + h.c. 
k,k' m,n 
L;ty(lm,k >< m + 1,kl + lm+ 1,k >< m,kl (2.9) 
m,k 
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O hamiltoniano efetivo na nova representação -m,k;, fica: 
m,k 
E t.([m, k >< m + 1, k[ + lm + 1, k >< m, k[) . (2.10) 
m,k 
Na representação [m, k >, G(z) [43] pode 8er expressa como: 
G(z) =E [m,k >,< m,kl, 
k z-E(k,m) nt, 
(2. li) 
onde E(k, m) são os autovalorcs do hamilt.onia.no efetivo, expressos COIIlo: 
E(k, m) = l';o + 2fx cos(k) + Àm = E.(k) +À,, (2. 12) 
com: 
(2.1:1) 
onde Àm corresponde ao aut.ovalor da. cadeia transversal. Reescrevendo a função de 
Green: 
G(z) =E [m,A' >< m,k[. 
m,k Z- E,.(k)- Àm 
O elemento da função de Green Gm'n',mn pode ser expresso como: 
(2.1 ~) 
< m',n.'[G(z)[m,n > = '\'{J" ,{j .. '\'<m",n'[m",k><m",k[rn,n> L.....t m m m m L...t .,. _ \ , _ };' ( '·) 
m" k '"' "'m ·1 x fi., 
. ' 
= {j '\' c•k(n -n) 
m,m' L, \ E' (k) k Z ~ A 711. - Jx , 
V !. eik(n' -n) 
= 8 ·--- dk-~·---
m,m (27T)d BZ Z- Àm- Ex(k) (2.15) 
O elemento diagonal de G: 
<m,n[G(z)[m,n>=-L-J. dk 1 
27TN BZ z-A,-F,(k) (2.16) 
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A DOS está relacionada com a função de Green por [43]: 
V( E)= _!_[m L G(E), 
1i m,n 
(2.17) 
com: 
1 , I 1 1~ 1 
-N L< m,niG(z)lm,n >= M L -2 dk À E 2t . (k) M m n m tr -11' Z ~ m - o - :r. CUS 
' 
(2.18) 
Assim temos: 
T>(E) = - 1 lrn L G(E) = LDldim(E- À,.). 
7r m,n m 
(2.19) 
onde D 1oim(FJ- Àm) é a DOS de uma cadeia linear centrada no autovalor Àm· Os 
autovalores Àm são os autovalores correspondentes a cadeia transversal. 
Para o caso desordenado, propomos baseados no caso puro, que a DOS da faixa, 
seja obtida através das DOS das cadeias lineares, segundo equasão: 
M 
T>M (E)= LP, L n,(E;)Dzdim(E- E;), (2.20) 
c i=l 
onde TJM corresponde a DOS de uma faixa de largura M, E; são os au tovalores para 
uma cadeia finita transversal de M átomos para uma dada configuração. n,(E;) 
corresponde a distribuição dos autovalores }<); para cada configuração, ou seja o peso 
de cada auto valor. I', corresponde a probabilidade de ca.da coullguraç.ão, sendo qu<> 
no limite de M indo para infinito temos: 
lim L P,n,(E;) = Dz<lim(Ei). (2.21) 
c 
Assim para o limite M ---+ oo, a DOS do sistema bidimensional fica dada pela con-
volução das DOS d., duas cadeias lineares: 
(2.22) 
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Esse resultado pode ser generalizado para dimensão d: 
Vddim(E) = j V(d-t)dim(E;)Vt<lim(E- E;)dE;. (2.23) 
A DOS em d-dimensões é dada pela convolução da distribuição de autovalores na 
dimensão d - 1 com a DOS de cadeias lineares. 
2.1.1 Caso Puro 
Esse método de cálculo da DOS foi implementado numericamente para o caso 
conhecido de uma rede quadrada pura, onde as energias por sítio Eo são ignais, 
tendo sido tomadas ignais a zero. O parãmetro de interação entre primeiros vizinhos 
V foi tomado igual a 1. 
Na figura 2.2 mostramos os resultados obtidos para a cadeia transversal com 
número de átomos M=100 , M=500 e o resultado exato obtido pela convolução de 
duas cadeias lineares. A DOS das cadeias lineares foram obtidas numericamente im· 
plementando o método "Negative Factor Counting" (NFC) [1 1] para N = 104 átomos 
(ver Apêndice). Todos os cálculos rnlméricos foram realizados nas Workstations da 
Sun modelo correspondente a SparclO. O tempo de CPU para 1 cadeia é de aproxi-
madamente 2.500s para passo de energia de .5.10-4 , para passo igual a 5.10-3 o tempo 
cai para CPU=240s e para passo = 5.10-2 CPU=25s. Para a convolução o tempo 
médio é de CPU=IOOH. 
Pelos resultados da. figura 2.2, podemos verificar que o método proposto para. o 
cálculo da DOS é eficiente e reprodnz de maneira exata. o caso da rede quadrada. 
pura. Podemos ver que ainda. para N finito a. estrutura geral da DOS já é obtida. 
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Fig. 2.2: UOS para rede quadrada - caso puro, passo igual a 5.10-4 
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assim como a largura da banda é corretam ente dada por 2z V, onde z é o número de 
coordenação, que para rede quadrada é igual a 4. As oscilações que observamos para 
valores de N finitos são uma característica de sistemas puros, e estão relacionadas 
com a coerência dos estados eletrônicos. 
Na figura 2.3 ilustramos os mesmos resultados anteriores só que com a parte 
imaginária igual a 5.10-3 • Podemos ver que a amplitude da.s oscilações decresce 
quando aumentamos a parte imaginária. Comportamento este esperado em função 
da presença. das singularidades. 
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Fig. 2.3: DOS para rede quadrada - caso puro, passo igual a 5.10-3 
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2.1.2 Desordem Aleatória 
O caso da desordem aleatória, onde a probabilidade de ocupação de cada sítio ser 
ocupado por um átomo tipo A 011 H é dada pela concentração desses átomos, e por 
sna vez todas as configurações tem a. mesma probabilidade de ocorrer foi calculado 
para concentrações iguais CA = ca = 0.5. Tomamos o limite de percolação quântica 
[65], onde E8 >> EA. Adotamos EA =O e Ea = 1000, e V= 1. Nesse limite temos 
a formação de duas subba.ndas, uma centrada em EA e outra centrada em Ea. 
Na figura 2.4 ilustramos a DOS correspondente a subbanda A para l cadeia 
apenas. Na figura 2.5 mostramos os resultados paraM= 10, M = 20, e a convoluçã.o 
para duas cadeias lineares e na figura 2.6 o resultado obtido por uma simulaçã.o de 
Monte Cario para uma amostra de 30 por 50 sítios [66]. Na figura 2.8 comparamos a 
DOS de 1 cadeia com 20 cadeias e com a convolução de duas cadeias linear<'..s, para um 
intervalo de energia reduzido. Podemos observar ainda que a diferença da DOS para 
l cadeia e para M finito, está no aparecimento de mais estados localizados (ver figura 
2. 7) , além do aumento da "largura. de banda" esperado para o caso bi-dimensional 
(figura 2.4 e 2.5). 
O tempo de CPU paraM = 10 cadeias é de aproximadamente lOs e paraM = 20 
cadeias CPU=30.000s. Esse aumento no tempo deve-se ao fato de que o número de 
configurações aumenta com N segundo 2N. Para N = 10, ternos um total de 1024 
configllra.ções e para N = 20 o tota.l de configurações é 1.018.576. 
A estrutura da DOS obtida, nos leva a indicação da presença de estados localizados 
no sistema. Este resultado está em acordo com resultados sobre o tipo de estados 
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Fig. 2.4: DOS para 1 cadeia linear com desordem aleatória, com concentrações 
q = CB = 0.5, e passo igual a 5.10-4 
eletrônicos ern sistemas bidimensionais, obtidos através de cálculos de eompriment.o 
de localização para desordem puramente aleatória [15, 20]. 
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Fig, 2.5: DOS para 2dim com desordem aleatória, com concentrações c A == ca == 0.5, 
e passo igual a 5.10-4 
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Fig. 2. 7: Efeitos de tamanho - DOS para 2dirn com desordem alflatória compara.da 
com 1 cadflia, com concentraçoes CA = c13 = O .ri, " pas"o igual a 5.10-4 . 
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Os resultados obtidos são excelentes, visto que, o método proposto é capaz de re-
produzir de maneira exata casos conhecidos como o da rede quadrada, e fornecer uma 
estrutura detalhada e realística da DOS para o caso desordenado. Cabe salientar que 
os métodos existentes na literatura para o cálculo da DOS dão em geral uma estru-
tura muito pobre, o que inviabiliza a caracterização dos estados eletrônicos quanto a 
localização. Esses métodos envolvem em geral aproximaçôes de campo médio, como 
CPA (Coherent Potencial Approximation) e aproximação do Cristal Virtual. A si-
t.uação é ainda mais crítica quando se está estudando o limite de percolação quántica 
onde temos duas espécies com energias de sítio muito distintas, Um outro problema 
que também se depara quando se trabalha com clusters, é que o tamanho destes 
fica muito limitado para sistemas que não unidirnensiona.is. Urna estrutura pobre 
da DOS inviabiliza qualquer análise quanto a característica dos estados cletrônicos 
presentes no sistema, pois espera-se no geral que estados estendidos forneçam uma 
curva suave da DOS, enquanto que a presença. de estados localiza.dos é associa.do com 
uma estrutura de picos [32]. 
Ressaltamos que o número muito maior de cadeias acopladas utilizado para o caso 
puro (N = 500), que o 11tilizado pa.ra caso desordenado (N = 20), para nos aproxi-
marmos do limite inftnito, está relacionado com o fenômeno da coerência. quâ.ntica.. 
Enquanto em sistemas puros o efeito de coerência. quâ.ntica.leva ao aparecimento das 
oscila.çôes que observamos, o mesmo não acontece com o caso desordenado. 
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2.2 Sistemas Tridimensionais 
O sistema estudado aqui tem a geometria de uma barra, como ilustra a Figura 
2.8. Condições de contorno periódicas são assumidas nas dimensões finitas x e y . 
/ 
•' i 
i 
... 
• 
..... --------f---
Fig. 2.8: Geometria de uma barra com seção transversal de área finita de dimensão 
NxM. 
A DOS para o sistema com a geometria ilustrada na figura 2.8 é dada por: 
MxN 
'Dbarra(E) = l:Po L d\C)(E;)V!dim(E- E;), (2.24) 
c í~l 
onde d,( E;) representa a distribuição dos autovalores E; de uma seç.ão transversal 
de área M x N, com M e N finitos. V 1dim(E- E;) corresponde a DOS de cadeias 
lineares centradas nos autovalores E; e l'c a probabilidade de cada configuração para 
a geometria da seção. 
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2.2.1 Rede Cúbica - Caso Puro 
No caso puro de uma rede cühica, onde os E; são todos iguais, ternos apenas 
uma configuração e a DOS é dada pela convolução da distribuição dos autovalores 
da seção transversal da barra com a DOS da cadeia linear. No limite N X M indo 
para infinito a distribuição dos autovalores da seção transversal é a própria DOS da 
rede quadrada. 
MxN 
Dbarro(E)"' L d~0)(E;)Dtdim(E- E;) (2.2.5) 
i~t 
Na figura 2.9 mostramos os resultados obtidos paraM x N = 21, 48 e a convolução 
da DOS bidimensional com a DOS unidimensional. A DOS bidimensional é a obtida 
no capítulo 2. Na figura 2.1 O ilustramos o mesmo caso anterior só que com passo igual 
à 5.10-4 . Novamente observamos, os mesmos efeitos relacionados com a estrutura de 
picos, que os discutidos no caso puro bidimensional. 
As assimetrias observadas na figura 2.9 estão relacionadas com o passo de energia 
utilizado. Podemos ver na figura seguinte que tais assimetrias praticamente desa.pa-
recem quando o passo é reduzido. 
Nossos resultados evidenciam que a utilização de geometrias cilíndricas (onde uma 
das dimensões permanece infinita) h.z com que mesmo para um tamanho pequeno da 
parte finita, os resultados estejam muito próximos do limite infinito. Isso representa 
uma vantagem frente aos métodos que envolvem clusters, onde toda.s as dimensões 
permanecem finitas, e a tendência do sistema se aproximar do limite termodinâmico 
é nmito mais lenta [41]. Em geral o que se observa é que, os efeitos de tamanho 
decaem muito mais rapidamente p~.ra geometrias cilíndricas do que para. geometrias 
12 
finitas. 
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Fig. 2.9: DOS para rede níbica- caso puro, passo igual a 5.10-2 . 
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Capítulo 3 
Efeitos da Ordem de Curto Alcance na 
Localização dos Estados Eletrônicos de 
Sistemas Bidimensionais 
Para levar em conta a correlação entre sítios vizinhos consideramos a probabilidade 
de cada_ configuração 1-'c dentro da aproximação de uma. cadeia Markoviana, dada 
através das probabilidades de pares p( i, i + 1) por: 
PC = c,p(i, i+ l)p(i + 1, i+ 2)p(i + 2, i+ 3) ... p(M ~ 1, M) ) . (:u 
CiCi+l Cl+2 ··.CM -1 
As concentrações c; correspondem as concentrações das espécies CA ou ca dependendo 
do sítio i ser ocupado pela espécie A ou B respectivamente. No caso de desordem pu-
rarnente aleatória a probabilidade das configuraçoes são idênticas, e iguais ao produt.o 
das concentraçoes, ou seja: Pc = c",/M c'J'M 
De maneira geral as probabilidades de pares podem ser relacionadas com o co-
nhecido parãmet.ro de ordem de curto alc.am,c, parãmdro de Cow!ey, pela relação 
[23]: 
(3.2) 
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Fig. 3.1: Desordem em função do parâmetro de SRO rr0 para caso de conçentrações 
iguais de ambas as espécies numa liga binária. (a) rrc == 1: limite segregado, (b) 
rro == -1: limite ordenado, (c) rro == 0: desordem aleatória. 
onde CA e ca são as concentrações das espécies A c B respectivamente. PAB e PBA são 
as probabilidades de ocorrer pares AB eRA respectivamente. O Parâmetro de Cowley 
fica restrito ao intervalo de valores: -1 :",; rrç :",; I, onde ternos os seguintes limites 
para concentrações iguais das duas espécies ( CA = c a = 0.5 ): i.) rro == -1 - limite 
segregado, temos de um lado átomos do tipo A e do outro átomos do tipo H; ii.) 
rrc; = O - desordem completamente aleatória, os â.tomos encontram-se distribuídos 
de maneira randõrnica; iii.) rrc = 1 - caso ordenado, onde temos átomos A e H 
distribuídos ordenadamente. 
Os resultados mostrados são para o limite de percolaçào quântica, onde ilustramos 
apenas a subbanda A. 
47 
Nas figuras 3.2 e :!.3 mostramos os resultados obtidos para o sistema perto da 
ordem (a c = -0.8) e perto da segregação (a c = 0.8) respectivamente. 
Quando ac é negativo e se aproxima de -1, temos a tendência a formação de duas 
subrcdes, uma intercalada pela outra. Como estamos tratando do caso percolativo, 
onde as duas espécies tem energias de sítio muito distintas (EE >> EA), a estrutura 
da DOS mostra uma coleção de estados altamente localizados. Podemos ver que as 
posições dos picos estão levemente deslocadas das posições que se obtém para um 
cluster de 5 átomos como ilustramos na figura 3.4, que correspondem aos autovalores 
>.' .s para a matriz: 
FJA - ). v v v v 
v EB-). o o o 
H= v o EB-), o () 
v o o ER - >. () 
v o o o Ea- J... 
Este caso é semelhante a situação onde s" tem desordem aleatória corn uma das 
espécies com concentração muito menor que a outra. Ilustramos esse caso na figura 
3 .. 5, onde rrc = O, cA = 0.2 e CIJ = 0.8. 
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Fig. 3.2: Tendência à ordem, uu = -0.8, passo=,). lO-•. 
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Fig. 3.3: Tendência à segregação, a c = 0.8, passo=5.1Q- 4 . 
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EB 
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EB 
Fig. 3.4: Cluster com 5 átomos 
O caso (Te = O, correspondente a desordem aleatória mostra uma estrutura bas-
tante rica, sendo característica da presença de estados localizados no sistema. Nesse 
limite nossos resultados estão em acordo com os resultados da literatura que cal-
culam o comprimento de localização Ç para modelos de Anderson e "Quantum Site 
Percolation" [18, 17, 43], que encontram que todos os estados são localizados em duas 
dimensões. 
Para o limite de (Te próximo de 1, as espécies tendem a segregar-se e a estru-
tura de bandas é composta por duas subbandas quase puras, centradas nas energias 
das duas espécies atômicas, respectivamente. Esse resultado é bastante interessante 
pois indica a possibilidade de termos não apenas estados localizados em 2 dimensões. 
Na figura 3.6 mostramos os resultados da DOS variando o parâmetro de ordem de 
curto alcance (Te (SRO). As figuras seguintes correspondem ao mesmo caso ante-
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Fig. 3.5: Caso aleatório, uc = O, com concentrações CA = 0.2 e CB = 0.8. 
rior, estando apenas representadas em escalas diferentes com a finalidade de melhor 
visualizarmos a diferença entre os 3 limites de correlação entre sítios vizinhos. 
Com esses resultados, fica claro que a localização dos estados eletrônicos depende 
fortemente da ordem de curto alcance. Perto do limite segregado, nossos cálculos in-
clicam a presença de estados não exponencialmente localizados. Nesse limite teríamos 
a formação de ilhas muito grandes da mesma espécie, fazendo corn que o limite de 
percolação decresça. Evidências da presença de estados estendidos em sistemas de-
sordenados bidimensionais foram obtidos por Schreiber (1991), analisando a natureza 
fractal da função de onda de amostras bidimensionais através da diagonalização di reta 
de matrizes de até 32000 x 32000. 
Em resumo, o método por nós proposto para calcular a DOS de sistemM bidi-
mensionais, é bastante eficiente, permitindo determinar a estrutura de limites impor-
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Fig. 3.6: DOS para limite bidimensional (N=20 cadeias), a.) a-0 = -0.8- tendência 
à ordem, b.) a-ç = O - desordem aleatória, c.) a-0 = 0.8 - tendência à segregação, 
passo= 5.10-4 • 
-. 
td 
:i 
...... 
(j) 
o 
Cl 
a=0.8 
--, I I 
o=() 
.. .liil 1.. LI I, l ~ 1.1 11. ld 
·' 
I L. 
. .I' J,t h • 
' ' 
o=-1>.8 
' 
I I 
-5.0 -4.0 -3.0 -2.0 -1.0 0.0 1.0 2.0 3.0 4.0 5.0 
ENERGIA 
Fig. 3.7; DOS para lirnite bidirnensioual (convohJção) indo do limite ordenado até 
segregação, passo =5.10-4 
' 
.I , I. L'· I. 
' 
-1.0 -0.5 
IL .t J. J I 
0.0 
ENERGIA 
54 
o=().8 
o=() 
IJ .I .1.1 
I 
o=-0.8 
0.5 1.0 
Fig. 3.8: DOS para limite bidimensional (convolução) indo do limite ordenado at.é 
segregação, passo =5.10-4, intervalo de energia de -1 à 1. 
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Fig. 3.9: DOS para limite bidimensional (convolução) indo do limite ordenado até 
segregação, passo =5.10- 4 , intervalo de energia de -1 à 1, cortando a singularidade 
central (1/3 da altura inicial) 
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Fig. 3.10: DOS para limite bidimensional (convolução) indo do limite ordenado até 
segregação, passo =5.10-4, intervalo de energia de -I à l, cortando a singularidade 
central (1/2 da altura anterior). 
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tantes, e analisar os efeitos de ordem de curto alcance (SRO) [6]. Pela primeira vez 
efeitos de SRO na localização dos estados eletrônicos são analisados e indicam forte 
dependência entre SRO e loca!i.,ação. Podemos observar que quando o sistema tende 
ao limite segregado (para concentrações iguais, a estrutura da DOS indica para a 
presença de estados não exponencialmente localizados para sistema bidimensional. 
58 
hapterf:feitos do Campo Magnético na Localização dos Estados Eletrônicos 
para Sistemas Quasi-unidimensionais 
Os sistemas quasi-unidimensionais estudados aqui tem a geometria de uma barra, 
como ilustra a figura 2.8. Condições de contorno periódicas são assumidas nas di-
mensôes finitas x e y. O campo magnético é aplicado na direção z. 
Este sistema é modelado de maneira análoga à introduzida no capítulo 2, por um 
hamiltoniano tipo Tight· Binding com interação apenas entre primeiros vizinhos i e 
j, para uma liga binária desordenada, no limite de percolação quântica. A diferença 
está em introduzir uma fase complexa no termo de "hopping", que está associada 
com o campo magnético, procedimento este conhecido como substituição de Peierls 
[69]: 
H= L E; ]i) (i]+ L Vei~;, ]i) (j] + h.c., (3.3) 
<i> <ij> 
onde a fase </>;i está associada com o campo magnético aplicado, e i e j denotam sítios 
primeiros vizinhos. 
A amplitude da probabilidade de transição [68] entre dois sítios x c y de uma 
partícula quântica de carga c, quando está se movendo sobre a influência de nrn 
campo magnético B é dada por: 
(3.4) 
onde Ã é o vetor potencial relacionado com o campo magnético 8 por 8 = \7 x Ã. 
.')9 
Quando o caminho é fechado, a integral pode ser expressa como; 
e;-- c.jj-- e <I> ~ A.dl = ~ B.ds = 21r~ct> = -fie nc hc <J>O ( 3.5) 
onde <I> é o fluxo magnético através da área encerrada pela trajetória do elétron, e 
<1> 0 corresponde ao quantum de fluxo. 
Corno o que interessa é a diferença de fase global numa trajetória fechada, assu-
mimos que na horizontal o termo de "hopping" V é~'' é sempre real e igual a V, ou 
seja tP<i = O. Na vertical tomamos V e;~,, para cada ligação de maneira que o fluxo 
que atravessa a seção d<O\ cada quadrado seja o mesmo, ou seja o campo magnético é 
uniforme. Assim para uma seção de N x M = 12, temos no caso de eondições de 
contorno periódicas, que satisfazer a relação; 
(3.6) 
o que significa tornar: 
6<1> = 21rn, n = O, I, 2, ... (3. 7) 
onde t/J; representa a fase na i-ésima ligação vertical, e <I> é o próprio fluxo dentro de 
uma célula quadrada. Os valores de <I> ficam então restritos a; 
com n igual a um inteiro. 
7r 
<I>= -n 
3 (3.8) 
A DOS para o sistema com a geometria de urna barra é obtida segundo método 
proposto no capítulo 2: 
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MxN 
Dborra(E) =L Pc L a;c)(E;)D!dim(E- E;), (3.9) 
c i~l 
onde d,(E;) representa a distribuição dos autovalores E; de uma seção transversal de 
dimensão M x N,eom Me N finitos. D1d;m(E- E;) é a DOS de cadeias lineares 
centradas nos autovalores E; e Po a probabilidade de cada configuração para a seção 
transversal. 
3.1 Caso Desordenado 
Para o caso desordenado, se estamos interessados em nos aproximar da situação 
real, onde os átomos não se distribuem de maneira aleatória, mas dependem da 
ocupaçiio de sítios vizinhos, alguma aproximaçào para se levar em conta essas cor-
relações deve ser feita. Nesse caso temos configurações com diferentes probabilidades 
de ocorrerem, distinto do que ocorre no caso aleatório, onde todas as configurações 
tem a mesma probabilidade de ocoorerem. 
3.1.1 Aproximação de Kikuchi de Quadrados 
Uma maneira eficiente de levar em consideração as correlações entre sítios no caso 
de uma rede quadrada, ou genericamente para a geometria de faixas é através da 
aproximação de Kikuchi de quadrados [34]. A vantagem de se introduzir as correlações 
de curto alcance através de quadrados, (e não por exemplo através de pares como 
feito anteriormente para o caso de uma cadeia na transversal), é que assim a topologia 
do sistema fica representada de maneira mais precisa, ou seja, o fato de ocorrerem 
61 
trajetórias fechadas está sendo considerado através da introdução da correlação de 
quadrados. 
Para cada quadrado temos 16 configurações possíveis de ocorrerem, sendo que 
algumas são degeneradas. Ilustramos estas configurações e suas respectivas probabi-
lidades z;s e degenerescências na figura 4.3. 
No caso da aproximação de pares que utilizamos no capítulo 2 para levar em conta 
as correlações de curto alcance, tínhamos dois parâmetros independentes que eram 
a concentração de uma das espécies c; e o parâmetro de Cowley uo. No caso de 
considerarmos a aproximação de quadrados necessitamos de 5 parâmetros indepen-
dentes. Essas cinco variáveis independentes podem ser convenienternente escolhidas 
como sendo; PAB, z,, z4, e1 e 6, sendo as últimas duas definidas corno: 
(3.10) 
(:l.11) 
O primeiro parâmetro PAB, que dá a probabilidade de ocorrer um par AB, re-
presenta a ordem de curto alcance através da sua dependência com o parâmetro de 
Cowley uc, segtmdo a relação: 
(3.12) 
Usando a condição de normalização; 
CA + CB = l, (3.13) 
LIO. PROB. DEO. 
o-----o PAA 1 
o • P•• 2 
• o 
• • 
p •• 1 
Fig. 3.11; Probabilidades das configurações de uma ligaçã.o 
com: 
PAA + PAB 
PBB + PAB = CB 
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(3.14) 
(3.15) 
e as relações que conectam geometricamente as probabilidades de qu<Ldrados e as 
probabilidades de pares ; 
PAA Z1 + 2z2 + z3 
PAB = Z2 + z, + Z4 + Zr. 
As variáveis deptmdentes podem ser expressas como: 
CA = (J +~t)/2 
CB = (J -6)/2 
PAA (1 + Ç, - 2PAB )/2 
PBB- (1-6-2PAB)/2 
(3.16) 
(3.17) 
(3.18) 
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QUADRADO I'ROB. DEG. 
tJ z, I 
o z, 4 
D ., 4 
D z, 2 
o z, 4 
tJ z, I 
Fig. 3.12; Probabilidades das configurações de um quadrado 
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I I I I I I 
Fig. 3.13; Faixa de largura M = 2 e comprimento N = 6. 
(3.19) 
ZB (1 - (t - 4PA8 + 2z4 + 26)/2 
Variando"se os parâmetros PA8 , ( 1 , 6, z3 e z4 estudamos os casos indo desde o 
limite ordenado paJJsando pela desordem completamente aleatória até atingir o limite 
segregado. 
A probabilidade de cada configuração PC (para uma faixa como ilustra a figura 
4.4) é dada em termos das probabilidades dos quadrados Pq; (que correspondem 
as probabildades z;s) e das probabilidades das ligaçoes P1,; (que correspondem a 
probabilidades de pares P<i na vertical) ; 
PC = PQt·PQ2·PQ3····PQN 
]IJ,t·PL2·PL3••···PL(N-l) 
(3.20) 
Os casos ilustrados a seguir correspondem ao limite de percolaçâo quântica, onde 
temos a formação de duas bandas separadas, uma centrada em EA = O e outra em 
EB = 1000. Tomamos V = 1 e CA = CB = 0.5. 
Para o caso da desordem aleat6ria, onde a ocupação dos sítios é indepen-
dente, temos para concentraçoes iguais (c A = c a = 0.5), os seguintes valores para os 
fi !i 
parâmetros independentes; PAB = 1/4 (ac = 0), z3 = Z4 = 1/16, Çt =O e Çl =O. 
As probabilidades de quadrados z;s são todas iguais, Z:s = 1/16. Podemos obser-
var que a estrutura da DOS nesse caso é típica de estados localizados (figura 4.5). 
Quando o sistema apresenta tendência à segregação, no limite onde as duas 
espécies tem energias muito separadas ( que corresponde ao caso estudado de per· 
colação quântica), temos o aparecimento de duas subbandas com características de 
um sistema puro. O limite que estudamos corresponde a tomar os parâmetros inde-
pendentes como; O"ç = 0.8, Z3 = o, Z4 = o, çl = o e e2 = o. Nesse limite a DOS 
apresenta uma estrutura que indica a presença de estados não exponencialmente lo-
calizados (figura 4.6). 
Estudamos o caso em que o sistema apresenta tendência à ordem para os 
seguintes valores de parâmetros independentes; ac = -0.8. Para q = c8 = 0.5, 
PAB = 0.45, z3 = 0.05, z 4 = 0.4, 6 = O e 6 = O. Nesse limite temos duas pseudo-
redes se intercalando. Como as energias de cada uma das duas espécies são muita 
distintas, uma forte localização dos estados eletrônicos é observada como esperado 
(figura 4. 7). 
As figura 4.5, 4.6 e 4. 7 correspondem a DOS para os casos aleatório, tendência à 
segregação e tendência à ordem, para os parâmetros anteriormente definidos para a 
liga binária, na ausência de campo magnético. Para cada figura ilustramos os casos 
para seções finitas com N x M=12, 16 e a convolução da DOS bidimensional com a 
DOS unidimenisonal. Podemos observar que mesmo para sistemas com seção trans-
versal finita e da ordem de 12 átomos, a estrutura da DOS já mostra as características 
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essenciais do sistema infinito. 
Esses efeitos de tamanho sao esperados, uma vez que uma das dimensões do 
sistema é infinita, ou seja estamos tratat~do de geometria tipo cilíndrica, e neRse 
caso o sistema se aproxima muito mais rapidamente do limite infinito, do que se 
estivessemos tratando com clusters, onde todas as dimensões são tomadas finitas. 
Na figura 4.8 ilustramos os três casos; (a) tendência à ordem, (b) desordem 
aleatória, (c) tendência à segregação, para o caso da convolução da DOS bidimensi-
onal com a DOS unidmensional. A figura 4.9 corresponde a ilustração dos mesmos 
três limites anteriores, mas com a convolução da distribuição dos autovalores da 
seção transversal finita (N x M=l2) (no lugar da DOS bidimensional) com a DOS 
unidmensional. 
Nas figuras 4.9 e 4.10 ilustramos os mesmos casos ilustrados na figura 4.9, mas 
com o passo de energia menor, igual à à 5.10-4 • Enquanto com uma resoh1ção menor, 
pode-se apreciar a estrutura global da DOS, uma varredura mais fina no espaço de 
energia é útil para observação de detalhes. 
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INFINITO 
NxM=16 
NxM=12 
-7.0 -5.0 -3.0 -1.0 1.0 3.0 5.0 7.0 
ENERGIA 
Fig. 3.14: DOS para rede cúbica- caso aleatório , parte imaginária ignal a 5.10-2 • 
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INFINITO 
NxM-12 
-7.0 -5.0 -3.0 -1.0 1.0 3.0 5.0 7.0 
ENERGIA 
Fig. 3.15: DOS para rede cúbica- tendência à segregação , parte imaginária igual a 
5.10-2 • 
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~ NxM=16 
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t.l L! 
r 1 
NxM=12 
' 
-7.0 -5.0 -3.0 -1.0 1.0 3.0 5.0 7.0 
ENERGIA 
Fig. 3.16: DOS para rede cúbica - tendência à ordem , parte imaginária igual a 
5.10-2 . 
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(c) 
(b) 
(a) 
3.0 5.0 7.0 
Fig. 3.17: DOS para rede cúbica - sistema infinito, (a) tendência à ordem, (b) 
desordem aleatória, (c) tendência à segregação , parte imaginária igual a 5.10-2 , 
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(c) 
(b) 
~ 
o 
. . 
' 
(a) 
-7.0 -5.0 -3.0 -1.0 1.0 3.0 5.0 7.0 
ENERGIA 
Fig. 3.18: DOS para rede cúbica, seção transversal de dimensão N x M ::: 12, 
(a) tendência à ordem, (h) desordem aleatória, (c) tendência à segregação , parte 
imaginária igual a 5.10-2 . 
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(c) 
(b) 
. . 
' 
(a) 
...L l..L I I 
·7.0 ·5.0 ·3.0 ·1.0 1.0 3.0 5.0 7.0 
ENERGIA 
Fig. 3.19: DOS para rede cúbica, ~eçâo tran~versal de dimen~ão N x M = 12, 
(a) tendência à ordem, (b) desordem aleatória, (c) tendência à segregação , parte 
imaginária igual a 5.10-4 • 
' 
...l 
-2.0 -1 .o 
' 
0.0 
ENERGIA 
' 
1.0 
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(c) 
(b) 
(a) 
I 
2.0 
Fig. 3.20: DOS para rede cúbica- N X M=12, (a) tendência à ordem, (h) desordem 
aleatória, (c) tendência à segregação, intervalo de energia reduzido, parte imaginária 
igual a 5.10-4 . 
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Nas figuras que se seguem mostramos os resultados obtidos na presença de campo 
magnético. Tomamos 4 valores para o fluxo <li, O, !j, 23~ e 11'. Quando <li = O, 
temos ausência de campo magnético, e os resultados correspondem aos anteriormente 
ilustrados. 
As figuras 4.11, 4.12 e 4.13 ilustram os efeitos do campo magnético para os casos 
de desordem aleatória, tendência à segregação e tendência à ordem respectivamente. 
Esses exemplos correspondem ao caso de menor resolução, onde o passo de energia 
foi tomado como 5.10-2 • Observamos que perto da segregação, o sistema se mostra 
mais sensível ao efeito da aplicação do campo magnético. 
-7.0 -5.0 -3.0 -1.0 1.0 3.0 5.0 7.0 
. . 
.jl=2n/3 
-
.... .ill.JÂ. .ii .UJ .h.lll ~.L 
aj 
-7.0 -5.0 -3.0 -1.0 1.0 3.0 5.0 7.0 
.2. 
8 • . 
.jl=n/3 
.... UlJA .1 .. IiLI I I ,I 
-7.0 -5.0 -3.0 -1.0 1.0 3.0 5.0 7.0 
-7.0 -5.0 -3.0 -1.0 1.0 3.0 5.0 7.0 
ENERGIA 
Fig. 3.21; DOS para rede cúbica- efeito do campo magnético N x M=l2, desordem 
aleatória , parte imaginária igual a 5.10-2 . 
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·7.0 7.0 
+=2n/3 
~ 
cd 
·7.0 ·5.0 ·3.0 ·1.0 1.0 3.0 5.0 7.0 a 
r.n 
8 
+""'l/3 
-7.0 7.0 
·7.0 ·5.0 ·3.0 -1.0 1.0 3.0 5.0 7.0 
ENERGIA 
Fig. 3.22: DOS para rede cúbica· tendência à segregação, efeito do campo magnético, 
amostra de seção transversal de dimensão N x M=12, parte imaginária igual a 5.10-2 • 
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Nas figuras 4.14, 4.15 e 4.16 ilustramos os resultados obtidos para o caso de 
desordem aleatória, com o passo de energia igual à 5.10~4 • Enquanto que a figura 
4.14 representa toda a estrutura da DOS, as figuras 4.15 e 4.16 corresponde a olharmos 
para a DOS para intervalos de energia reduzidos ( 4.15 e 4.16), e um corte na altura 
dos picos ( 4.16). Uma variação muito pequena da estrutura da DOS ocorre em função 
da variação do campo magnético. Para esse tipo de desordem, o que observa-se é que 
os estados eletrônicos permanecem sempre localizados para qualquer valor de campo. 
A variação que se observa, é a da largura da banda em função do campo magnético 
aplicado. diminuição da largura da banda está associada com efeitos de interferência 
quântica destrutiva. 
Podemos observar (figuras 4.17, 4.18, 4.19 e 4.20) que quando o sistema se apro-
xima do limite segregado, a estrutura da DOS é extremamente sensível à aplicação 
do campo magnético. A primeira mudança visível (figuras 4.17 e 4.12) ocorre na lar-
gura da banda como observamos no caso anterior para desordem aleatória, associada 
com interferência quântica destrutiva, responsável neste caso também pelo apareci-
mento do "gap" no centro da banda para 4"1 = 1r. U1n comportamento oscilatório 
da DOS em função do campo é observado (figuras 4.18, 4.19 e 4.20). Esse compor-
tamento oscilatório é associado com o efeito Aharonov-Bohm [24] e já foi observado 
experimentalmente para cilindros de Mg [12] (ver capítulo 1). Esse comportamento 
oscilatório de deslocalização-localização dos estados eletrônicos em função do campo 
aplicado é uma observação extremamente relevante, mostrando analogia com o Efeito 
Hall Quântico. 
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No outro extremo quando o sistema apresenta tendência à ordem conforme 
podemos observar nas figuras 4.21 e 4.22, a DOS permanece praticamente insensível 
frente as variações do campo magnético. Nesse caso os estados eletrônicos permane-
cem fortemente localizados, independentemente do campo aplicado. 
Na figura 4.23 mostramos os resultados obtidos para CA = 0.8 e CB = 0.2 quando 
sistema apresenta desordem aleatória. Esse limite se assemelha ao limite de se-
gregação quando temos as mesmas concentrações para ambas as espécies. Podemos 
ver que novamente a estrutura da DOS é sensível ao campo magnético aplicado. 
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Fig. 3.24: DOS para rede cúbica - desordem aleatória., efeito do campo magnéUco, 
seção transversal de dimensão N X M=od2, , part.e imaginária igual a 5.10-4• 
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Fig. 3.25: DOS para rede cúbica - desordem aleatória, efeito do campo magnético, 
amostra com seção transversal de dimensão N x M = 12 , parte imaginária igual a 
5.10-4 • 
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Fig. 3.26: DOS para rede cúbica - desordem aleatória, efeito do campo magnético 
N X M = 12, intervalo de energia reduzido, altura reduzida pelo fator 10 , parte 
imaginária igual a 5.10-4 • 
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Fig. 3.27: DOS para rede c\Íbica- tendência à segregação, efeito do campo magnético, 
seção transversal de dimensão N x M = 12, parte imaginária igual a 5.10-4 
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Fig. 3.28: DOS para rede cúbica- efeito do campo magnético tendência à segregação, 
seção transversal de dimensão N x M = 12, intervalo de energia reduzido, parte 
· imaginária igual a 5.10-4 • 
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Fig. 3.29: DOS para rede cúbica- efeito do campo magnético, tendência à segregação, 
seção transversal de dimensão N x M = 12, intervalo de energia reduzido, altura 
dos picos reduzida por fator lO , parte imaginária igual a 5.10-4 • 
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Fig. 3.30: DOS para rede cúbica- efeito do campo magnético, tendência. à segrega.ção, 
seção transversal de dimensão N X M = 12, intervalo de energia reduzido, altura 
. dos picos reduzida por fator 100, parte imaginária igual a 5.10-4 • 
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Fig. 3.31: DOS para rede cúbica- tendência à ordem, efeito do campo magnético, 
seção transversal de dimensão N x M = 12, parte imaginária igual a 5.10-4 . 
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Fig. 3.32: DOS para rede cúbica - tendência à ordem, efeito do campo magnético, 
seção transversal de dimensão N x M = 12, intervalo de energia reduzido, parte 
. imaginária igual a 5.10-4 . 
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Fig. 3.33: DOS para rede cúbica - CA = 0.8, c8 "' 0.2 - desordem aleatória, efeito 
do campo magnético, seçã.o transversal de dimensão N x M = 12, parte imaginária 
igual a 5.10-2 . 
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Com base na observação do6 resultados ilustrados anteriormente, vemos que o 
efeito do campo magnético na localização dos estados eletrônicos, depende forte-
mente do efeito de ordem de curto alcance (SRO) além da concentração das espécies. 
Para concentrações iguais de ambas as espécies os estados eletrônicos são afetados 
significativamente próximo ao limite segregado. [7]. 
Em termos gerais, concluí que a questão de classificar o sistema como estando 
no regime de localização fraca ou forte, depende não apenas da concentraç ao das 
espécies, mas do grau de correlação local que o sistema apresenta. Como ilustramos, 
podemos ter um sistema com concentrações iguais de ambas as espécies, e próximo 
do limite segregado, apresentando estados eletrônicos não exponencialmente locali-
zados, o que caracterizaria o limite de localização fraca ou baixa desordem. Outro 
caso é o de uma amostra com CA = 0.8, CB = 0.2, para desordem aleatória (figura 
4.23) que apresenta também, características típicas de estados não exponencialmente 
localizados. 
Neste contexto, onde as correlações de ordem de curto alcance aparecem como um 
parãmetro indispensável na caracterização dos estados eletrônicos, a questão de se 
determinar o "mobility edge", ou seja a energia crítica que separa estados estendidos 
de estados localizado6, deve ser feita não mais apenas em termos da variação das 
concentrações das espécies. Nos exemplos que ilustramos, não fizemos nenhum estudo 
do "mobility edge", visto que estamos no limite de percolação quântica, onde temos 
a formação de 2 subbandas separadas em energia. O que se espera é que no limite 
em que as duas bandas se sobreponham, a inclusão de efeitos de SRO influencie os 
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"mobility edges", e que estes não dependam apenas da concentração das espécies. 
Conclusões 
Dentro dos métodos existentes para investigar a localização dos estados eletrõnicos 
em função da desordem, o método por nós desenvolvido para calcular a DOS se 
apresenta extremamente vantajoso, pois: 
Fornece uma estrutura detalhada e realística da DOS, o que permite inferirmos 
sobre a localização dos estados eletrõnicos. (Outros métodos para calcular a 
DOS dão em geral um estrutura muito pobre.) 
Efeitos de Ordem de Curto Alcance (SRO) e de campo magnético são incluídos 
no cálculo de maneira direta. 
Os resultados obtidos nos levam à indicação de que para 2 dimensões urna 
transição de estados localizados para estados estendidos pode ocorrer em função 
de SRO. Quando o sistema aproxima-se do limite segregado (para concentrações 
iguais das espécies) há uma tendência à deslocalização dos estados eletrõnicos. 
Esse é um resultado bastante interessante, visto que resultados da literatura 
em geral não levam em consideração na análise da localização efeitos de SRO 
[6]. 
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Para sistemas quase unidimensionais com a geometria de barras, o efeito da. 
presença de campo magnético na localização dos estados eletrônicos mostra 
forte dependência com os efeitos da ordem de curto alcance. Variando-se o 
parâmetro de correlação e a concentração, podemos ver que a estrutura da 
DOS é bastante sensível à. presença do campo no limite de desordem fraca, ou 
seja quando os estados eletrônicos não são exponencialmente localizados. 
Nossos resultados apontam para a importância do efeito de ordem de curto 
alcance na localização dos estados eletrônicos em sistemas desordenados. Ob-
tivemos indicações de que os limites de desordem fraca e forte (ou localização 
fraca e forte) são função não apenas da concentração, mas também do grau de 
correlação local. 
Appendix A 
Método NFC · ("Negative Factor 
Counting" ) 
O Método NFC se constitui em um dos métodos numéricos mais amplamente 
usados para determinação dos autovalores de um conjunto de equações lineares. Pro-
posto por Dean e Martin [14] como um teorema (Teorema do Autovalor Negativo) 
válido em geral para matrizes reais simétricas, tem sido amplamente usado para a ob-
tenção da DOS de cadeias lineares. Em 1 dimensão não há necessidade de memória 
de armazenamento, assim cadeias muito longas podem ser tratadas (mais que 106 
átomos), o que faz com que esses resultados sejam considerados exatos. Em duas e 3 
dimensões tem-se problema no entanto com o armazenamento de dados, e a Rolução 
fica limitada pelo tamanho do sistema que pode ser considerado [9] 
Seja uma matriz M de dimensões N x N. Queremos encontrar o número de 
autovalores a menores que .\: G(.\). Os autovalores são as raízes da equação: 
det ( M - a) = det L = O (A.l) 
onde: 
(A.2) 
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Em termos da densidade espectral g(.\), temos: 
G(,\) = j_~ g(a)da (A.3) 
Fracionando a matriz L em: 
(N) _ [ L(n) Y ] 
L - yT Z(m) 
, 
onde L(n) é de ordem n x n e z(m) é de ordem m x m, com m + n = N. Assim; 
det L(N) = det L(n). det L(m), (A.4) 
onde: 
(A.5) 
Tomando n = 1: 
det L(N) = nN l(m)(o) m~l 11 (A.6) 
onde 11';') é o elemento (1,1) de L(m), sendo que II';'J deve mudar de sinal para cada 
autovalor. Desta maneira g(.\) é o mímero de ll';'l(a)'s negativos. 
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