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 要  旨 
情報処理技術の発達に伴い, 情報の電子化が進んでいる. また, インターネットの発達によっ
て, 特定のユーザーだけではなく, 全てのユーザーが情報発信可能となった為に, マルチメディ
アデータは増大する一方である. その量はもはや人間の処理能力をはるかに超えており, 人の手
によって的確かつ効率的に処理を行うのは不可能である. この為, 人間の介入なしにそれらを分
類できる分析システムが重要である.  
本研究室では, データをその圧縮性に基づいて自動解析する研究を行っている. 研究の中で, 
マルチメディアデータを統括的に扱う事が可能なPRDC(Pattern Representation Scheme Using 
Data Compression)が開発され, 応用研究が行われている. PRDC の研究の中で, 以下のような課
題が残されている. 
・圧縮率を用いる分類空間の高度化の実現 
・大規模データ下での高速計算の実現 
・データ分類への人的判断の加味を可能化する 
・分類の背景理由の提示の実現 
本研究は, PRDC の研究の中で出てきた上記の課題を解決する事を目的として行った. 結果的
に , PRDC の原理に基づきながら , 上記の課題を解決する CBDA(Compression Based 
Dendrogram Aping)手法を開発した. CBDA では, 与えられた教示データをクラスタ解析して得
られる木構造(デンドログラム)の各ノードにLZW型の圧縮辞書を付加した2分決定木を自動的に
構築する. この 2 分決定木を用いる事で, 未知データをコンテンツベースで分類する事が可能で
ある. さらに, 各ノードにおいて, 圧縮辞書に登録されたフレーズを利用して経路選択の理由提
示が可能である. 分類の為の比較回数も木の高さに比例するので高速化される. 入力として使用
するデンドログラムを作成する際に, 人的判断を加えることで, 決定木の性質を人の方針に沿わ
せる事も可能である. CBDA を画像の自動分類問題に適用する実験等により, 非常に高い分類精
度を持つ事を示した. 
なお, 本研究はESA-EUSC-JRC 2011と IGARSS 2011の 2つの学会に論文投稿を行っており, 
前者には受理され, 後者は結果待ちである. 
 
