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Resumo
É bem sabido que o custo das ações preventivas é menor do que o envolvido em ações
empregadas para corrigir alguma falha estrutural que implique, em caso de desconhecimento
ou negligência, na paralisação do uso da estrutura de forma parcial ou total. Com base nisso,
o diagnóstico estrutural preventivo, além de exigir parecer técnico preciso, deve ocorrer
com o máximo de celeridade e, de preferência, por meio de monitoramento contínuo sem a
necessidade de interrupção do uso da estrutura. Para tanto, o diagnóstico estrutural pode ser
realizado com base em medidas de vibração, tendo em vista que os danos estruturais modificam
diretamente as características físicas da estrutura que, por sua vez, estão relacionadas aos
parâmetros modais estruturais. Com estas respostas dinâmicas, a aplicação de ferramentas
computacionais adequadas para reconhecer e classificar padrões é de extrema necessidade,
sendo que as redes neurais artificiais têm conquistado cada vez mais atenção ao superar os
desafios envolvidos em situações com alto nível de complexidade. A fase de treinamento
da rede neural, no entanto, além de essencial, pode consumir bastante tempo tanto devido
ao volume de dados amostrais quanto devido ao desempenho do algoritmo de treinamento
adotado. Assim, com o intuito de aperfeiçoar a prática de SHM (Structural Health Monitoring)
em estruturas civis, a presente Tese: considera a função de ativação ISRU (Inverse Square
Root Unit) que concorre satisfatoriamente, em termos de desempenho de aprendizagem, com a
função clássica tanh (Tangente Hiperbólica); apresenta um processo adequado de determinação
da arquitetura ótima da rede neural via análise de medidas estatísticas; introduz e avalia diver-
sos tipos de algoritmos de treinamento não-adaptativos e adaptativos de primeira ordem que
exigem, ao contrário dos algoritmos de alta ordem, baixa capacidade de memória e reduzido
custo computacional; e, elabora metodologias para monitoramento contínuo de estruturas
reais em serviço, simulando a interação entre a análise modal operacional e as técnicas de
reconhecimento de padrões desenvolvidas. Inicialmente, estas abordagens são verificadas em
três estudos de caso numéricos baseados em estruturas civis, nos quais as técnicas propostas são
avaliadas em termos de desempenho de aprendizagem e análise de eficiência dos diagnósticos
de danos desenvolvidos em cada estrutura. Finalmente, um quarto estudo de caso é proposto
com a finalidade de revisitar o conceito tradicional que trata da impossibilidade, ou ineficiência,
em diagnosticar danos a partir do conhecimento das frequências naturais, tão somente. Diante
dos resultados obtidos, as técnicas propostas promoveram resultados animadores e viabilizam
o aperfeiçoamento da prática de SHM em estruturas civis em serviço.
Palavras-chave: Monitoramento de saúde estrutural; Diagnóstico de danos em tempo real; Rede
neural artificial.
Abstract
Generally, the cost of preventive maintenance is lower than the costs involved in corrective
maintenance used to correct any structural failure that implies in the partial or full interruption
of use of the structure. Based on this, preventive structural diagnosis, in addition to requiring
accurate technical report, should occur as quickly as possible and preferably through continu-
ous and real-time SHM (Structural Health Monitoring), preventing unnecessary interruption.
The procedure of diagnosing structures may be developed based on vibration measurements,
since structural damage directly modifies the structure’s physical characteristics that are related
to structural modal parameters. From these dynamic responses, the application of adequate
computational tools for pattern recognition and classification is highly recommended, noting
that artificial neural networks have gained increasing attention in overcoming the challenges
involved in situations with a high level of complexity. In addition to being essential, the
training stage of the neural network can be quite time consuming due to both the amount of
sample data and the performance of the training algorithm adopted. Thus, in order to improve
the practice of SHM in civil structures, this Thesis: considers the application of the ISRU
(Inverse Square Root Unit) activation function that competes satisfactorily, in relation to the
learning performance, with the classic tanh function (Hyperbolic Tangent); presents an suitable
process of determining the optimal architecture of the neural network through the analysis
of statistical measures; introduces and evaluates several types of non-adaptive and adaptive
first-order training algorithms that require, unlike high-order algorithms, low memory capacity
and reduced computational cost; and develops methodologies for continuous monitoring of
real structures in service, simulating the interaction among operational modal analysis and
developed pattern recognition techniques. Initially, these approaches are verified in three
numerical case studies based on civil structures, in which the proposed techniques will be
evaluated in terms of learning performance and efficiency analysis of the damage diagnosis
developed in each structure. Finally, a fourth case study is proposed in order to revisit the
traditional concept that deals with the impossibility, or inefficiency, in diagnosing damage
from the knowledge of natural frequencies only. In view of the results obtained, the proposed
techniques promoted encouraging results and allowed the improvement of the practice of SHM
in civil structures.
Keywords: Structural health monitoring; Real-time damage diagnosis; Artificial neural network.
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1 INTRODUÇÃO
Este capítulo descreve o problema a ser abordado e solucionado nesta Tese, a partir das
motivações e contextualização da pesquisa, questões que guiaram este trabalho, objetivos, con-
tribuições desta pesquisa e estrutura do texto.
1.1 Motivações e contextualização da pesquisa
Sabe-se que os projetos de estruturas civis, quando desenvolvidos, utilizam diversos coefi-
cientes ou ponderadores que visam proporcionar segurança estrutural e conforto ao usuário. As-
sim, as estruturas são dimensionadas mediante atendimento aos Estados Limites Último (ELU)
e de Serviço (ELS). Contudo, a garantia de que a estrutura foi projetada em acordo com todas
as diretrizes normativas não implica que estará imune a problemas estruturais ao longo de sua
vida útil, sendo que diversos fatores podem provocar o surgimento de tais problemas, como por
exemplo: ações não previstas no projeto, cargas excessivas, mudança de finalidade da estrutura,
alteração das condições de contorno, deterioração ao longo do tempo, entre outros.
Diante dos problemas supracitados, nos dias de hoje ainda é um grande desafio a identifi-
cação do surgimento de danos na estrutura. Por isso, diversas pesquisas surgem com o propósito
de criar ou aperfeiçoar técnicas que promovam a realização do monitoramento da saúde estru-
tural (Structural Health Monitoring - SHM) em sua plenitude.
Quando detectados precocemente, os problemas estruturais tendem a estimular a prática
de manutenção simples e preventiva, que não exige a interrupção do uso parcial ou total da estru-
tura. Porém, quando evoluem severamente, a manutenção corretiva se faz necessária, podendo
implicar na interrupção do uso total da estrutura, muitas vezes, em virtude da possibilidade de
ruptura da estrutura em casos extremos. Assim, a manutenção simples envolve custos financei-
ros baixos e a corretiva implica em custos elevados, em virtude da necessidade de reabilitação
estrutural rigorosa.
Nesse contexto, pode-se elencar pelo menos quatro indagações relacionadas à realização
de SHM: 1) como perceber que a estrutura apresenta dano?; 2) qual a localização exata do
dano?; 3) qual a severidade do dano?; e, 4) qual é a vida útil da estrutura, a partir do instante
em que se foi detectado o dano e a sua severidade foi avaliada?.
Conforme Rytter (1993), para responder as perguntas acima, diversos tipos de inspeção
são utilizados para o monitoramento de estruturas civis e, ao longo dos anos, têm sido objetos de
estudo e aprimoramento. Neste aspecto, a técnica de detecção de danos baseada em vibrações
(Vibration based damage detection - VBDD) tem sido bastante utilizada em SHM, tendo em
vista a possibilidade de detectar danos em estruturas de grande envergadura (Yan et al., 2007),
sendo que o principal argumento para se utilizar tal técnica é o fato de que o dano estrutural
altera a resposta dinâmica da estrutura em virtude da modificação das propriedades físicas de
massa, amortecimento e rigidez, o que implica diretamente na mudança dos parâmetros modais
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(frequência natural e modos de vibração associados, por exemplo) (Doebling et al., 1998).
Apesar de Rytter (1993), Doebling et al. (1998) e Worden et al. (2007) terem elencados
vários níveis que classificam a potencialidade das ferramentas de SHM, sabe-se que a "simples"
detecção do dano é, ainda, um dos tópicos alvos de inúmeras pesquisas (WORDEN et al.,
2000), pois continua sendo processo complexo e desafiador em relação a aplicações práticas,
em virtude de incertezas inerentes a erros de modelagem, informações desconhecidas sobre
carregamentos, etc., conforme problematizado por Da Silva et al. (2008).
Nesse sentido, Yan et al. (2007) classificaram pesquisas relacionadas à detecção de danos
em dois tipos: tradicionais (TTs) e modernos (TMs). Os TTs englobam 6 métodos de detecção
dos danos estruturais baseados em: frequências naturais, modos de vibração, matrizes de flexi-
bilidade, funções de transferência, análise estatística e fluxo de potência. De acordo com o autor,
tais métodos têm as seguintes desvantagens inerentes: a) dependência de experimentos, aumen-
tando tanto o tempo necessário de medição quanto o custo financeiro para a realização dos
ensaios, o que dificulta a detecção em tempo real para estruturas em serviço; b) dificuldade de
estabelecer metodologia que seja adequada para diversos tipos de estruturas simultaneamente,
e c) geralmente, tais métodos não são sensíveis a pequenos danos iniciais.
Ainda conforme Yan et al. (2007), os métodos que se enquadram como TMs (análise de
wavelets, redes neurais artificiais - RNAs e algoritmos genéticos) são baseados em medidas em
tempo real obtidas a partir dos sinais de respostas das estruturas em serviço, sendo métodos viá-
veis para detectar danos estruturais de forma contínua e automática; e, as vantagens para o uso
de métodos do tipo moderno são: 1) redução de custos operacionais em virtude tanto da neces-
sidade de um número menor de experimentos quanto da quantidade de pontos para medidas de
respostas dinâmicas por meio de sensores (por exemplo: acelerômetros); 2) estabelecimento de
metodologia universal para detectar a localização e a severidade do dano em qualquer estrutura;
e, 3) a detecção de pequenos danos estruturais pode ser realizada pela obtenção de melhores
informações das características extraídas a partir dos sinais de respostas dinâmicas.
Em consonância com o que foi apresentado, este trabalho tem o intuito de estabelecer me-
todologia sólida, baseada no uso de medidas de vibração e redes neurais artificiais, que viabilize
o diagnóstico estrutural por meio de monitoramento contínuo e em tempo real de estruturas ci-
vis.
Explicado com mais detalhes no capítulo pertinente, é válido antecipar que dentre os
diversos tipos conhecidos de RNAs, utilizaremos o Perceptron de Múltiplas Camadas (ou Mul-
tilayer Perceptron - MLP), cujo aprendizado ocorre pelo método de retropropagação de erros
(ou Backpropagation - BP). Além disso, diversas metodologias estão disponíveis para desen-
volver o aprendizado da rede neural, sendo que pela forma como as amostras são apresentadas
para treinamento, os métodos podem ser classificados em off-line ou on-line.
Os métodos off-line têm como característica o uso simultâneo de todas as amostras para
ajustar os parâmetros da rede (pesos sinápticos e bias), iteração após iteração. Nesta circunstân-
cia, os algoritmos de otimização utilizados para efetuar o aprendizado da rede são de segunda
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ordem, normalmente. Dentre estes algoritmos, é possível citar o “Levenberg-Marquadt”, que é
o método de segunda ordem mais conhecido, atualmente. É inquestionável que este método tem
como característica a alta velocidade de convergência, em termos de quantidade de iterações
necessárias. No entanto, com este tipo de método, o aprendizado contínuo pode ser prejudicado
frontalmente, tendo em vista que após a coleta de dados da estrutura, em serviço, a atualização
dos parâmetros da rede será desenvolvida a partir do uso completo da matriz de dados. Além
disso, características intrínsecas como a necessidade de mais memória e grande esforço com-
putacional envolvidos no cálculo e armazenamento da inversa da matriz Hessiana - se existir e
for bem condicionada - em cada iteração, podem ser fatores impeditivos ao uso do método para
os fins aqui propostos, em caso de matrizes com muitos dados amostrais. É salutar acrescentar
que o uso das amostras em lote, pelos métodos de segunda ordem, separa conceitualmente tais
metodologias à forma de aprendizagem humana modelada, artificialmente, pelas RNAs.
Os métodos on-line têm como característica peculiar a possibilidade de aprendizado a
partir da apresentação individual de cada amostra, tornando-se ideais para monitoramento es-
trutural contínuo e em tempo real, o que é de interesse deste trabalho. Estes métodos utilizam
algoritmos classificados de primeira ordem, pois fazem uso apenas da matriz de gradientes, não
utilizando a Hessiana (segunda ordem). Dentre os algoritmos de primeira ordem utilizados para
treinamento da rede neural, o mais conhecido é o Gradiente Descendente Estocástico (Stochas-
tic Gradient Descent - SGD), que é aplicado em BP clássico para aprendizado por correção de
erros.
Apesar do fato dos algoritmos de primeira ordem possuírem convergência mais lenta em
relação aos de alta ordem, em termos da necessidade de mais iterações para atingir o erro limite,
são eles que podem viabilizar, organicamente, o monitoramento contínuo e em tempo real de es-
truturas em operação. Assim, alguns pesquisadores têm desenvolvido algoritmos, baseados em
SGD, que possam acelerar o processo de aprendizagem via BP. Para melhor organização concei-
tual, esses algoritmos de primeira ordem serão subdivididos, neste trabalho, em não-adaptativos
e adaptativos, sendo que alguns deles são aplicados, pela primeira vez, em diagnóstico de estru-
turas civis baseado em medidas de vibração, mantendo o conceito fundamental de aprendizado
humano modelado por redes neurais.
Para agregar, ainda mais, o aperfeiçoamento do processo de aprendizagem da rede neural,
outras importantes contribuições serão discutidas com mais profundidade, ao longo desta Tese,
com relação às funções de ativação neuronal, formas de determinar a arquitetura ótima para o
problema em análise e outras abordagens.
1.2 Questões de pesquisa
A pesquisa desenvolvida neste trabalho é guiada pelos seguintes questionamentos:
1. Como aprimorar a união entre técnicas tradicionais e modernas, de tal forma a:
X viabilizar o monitoramento estrutural a partir da associação entre respostas dinâmi-
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cas medidas e ferramentas de reconhecimento de padrões?;
X estabelecer metodologia geral que seja aplicável em estruturas diversas?;
X agregar sensibilidade à metodologia para diagnosticar danos iniciais a partir de me-
lhor caracterização dinâmica da estrutura?.
2. Como oportunizar o monitoramento contínuo da saúde de estruturas reais em operação a
partir da apresentação individual de amostras coletadas em tempo real?
3. Nos dias atuais, o diagnóstico de danos pode ser realizado a partir do conhecimento das
frequências naturais tão somente?
1.3 Objetivos
O presente trabalho tem como objetivo geral a elaboração de sistemática inovadora para
aperfeiçoar a prática de diagnóstico de danos em estruturas civis, baseado em medidas de vibra-
ção, a partir da união entre técnicas tradicionais e ferramentas modernas computacionais que
tende a agregar metodologias valiosas para a realização eficiente de SHM.
Os objetivos específicos deste trabalho são:
∙ Desenvolver ferramentas computacionais para detectar, localizar e classificar a severidade
dos danos via Redes Neurais Artificiais (RNA) do tipo MLP.
∙ Implementar e analisar o comportamento da função de ativação neuronal “Inverse Square
Root Unit” (ISRU) em algoritmos de otimização de primeira ordem.
∙ Implementar e discutir algoritmos de otimização de primeira ordem não-adaptativos e
adaptativos, que ainda não foram aplicados em diagnóstico de estruturas ou em quaisquer
problemas de engenharia, para treinamento de RNA visando melhorar o desempenho de
monitoramento estrutural contínuo e em tempo real.
∙ Apresentar e discutir processos para definição da arquitetura ótima da rede neural para
cada estrutura civil modelada, via determinação da quantidade de neurônios ocultos.
∙ Criar modelos de estruturas civis saudáveis e com danos, em Método dos Elementos Fini-
tos (MEF) ou via processo analítico, com diversos cenários de danos estruturais e aplicar
todas as ferramentas computacionais implementadas para avaliar seus desempenhos ao
diagnosticar danos estruturais com base em medidas de vibração, o que poderá permitir a
definição do otimizador mais adequado.
1.4 Contribuições deste trabalho
As principais contribuições desta pesquisa são elencadas a seguir:
∙ Propor novas metodologias sobre a execução de monitoramento estrutural contínuo e em
tempo real para o diagnóstico de danos em estruturas civis a partir de medidas de vibração;
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∙ Reformular alguns algoritmos de otimização de tal forma a adequá-los para substituição
do algoritmo de aprendizagem clássico de primeira ordem, SGD, aplicado em MLP;
∙ Apresentar a função de ativação neuronal ISRU que pode obter melhores resultados que
a função clássica “Tangente Hiperbólica” (tanh);
∙ Aplicar algoritmos de treinamento de RNAs, não-adaptativos e adaptativos, que nunca
foram aplicados em diagnóstico de estruturas, visando melhor desempenho de aprendiza-
gem e classificação das redes neurais;
∙ Abordar uma forma de como definir a arquitetura ótima da rede neural para qualquer
problema analisado, a partir de métricas estatísticas, desconsiderando, de forma racional,
inúmeras tentativas de se propor formulação universal que forneça o número de neurônios
ocultos adequado para qualquer situação;
∙ Integrar o processo de identificação modal, utilizando apenas as respostas dinâmicas das
estruturas, à rede neural desenvolvida, para viabilizar o treinamento e o diagnóstico de
danos em estruturas em operação;
∙ Revisitar conceito tradicional e vastamente disseminado de que o diagnóstico de estrutu-
ras não pode ser desenvolvido com o uso apenas das frequências naturais.
Naturalmente, outras pequenas contribuições foram necessárias para viabilizar o pleno
desenvolvimento deste trabalho e serão mencionadas ao longo do texto.
1.5 Estrutura do texto
Esta Tese está organizada da seguinte forma:
∙ No Cap. 2, será dado enfoque:
X aos principais aspectos envolvidos no monitoramento de saúde estrutural, baseado
em medidas de vibração;
X às ferramentas disponíveis para desenvolver a identificação modal do sistema, via
análise modal experimental e análise modal operacional, sendo que esta última téc-
nica será enfatizada pela sua capacidade de determinar os parâmetros modais a partir
das respostas dinâmicas da estrutura, sem a necessidade de medir as ações que a ex-
citaram;
X à RNA do tipo MLP, apresentando os conceitos fundamentais estritamente necessá-
rios para o entendimento dos processos envolvidos na implementação dos algorit-
mos tanto não-adaptativos quanto adaptativos, bem como outros aspectos importan-
tes;
X à breve análise de pesquisas que estejam relacionadas ao tema deste trabalho, com o
intuito de contextualizar as hipóteses intrínsecas e permitindo o entendimento sobre
a posição das contribuições desta Tese em relação às metodologias propostas em
alguns trabalhos de alta relevância;
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X à revisão técnica sobre os algoritmos de treinamento não-adaptativos e adaptativos
que serão implementados em MLP, abordando os trabalhos originais e localizando
o uso desses otimizadores em diversas aplicações.
∙ No Cap. 3, são propostas metodologias de monitoramento de estruturas em operação de
forma contínua e em tempo real, via RNAs.
∙ No Cap. 4, algoritmos de treinamento não-adaptativos e adaptativos terão suas formula-
ções apresentadas e adaptadas para aplicação em redes neurais do tipo MLP.
∙ No Cap. 5, quatro estudos de caso são desenvolvidos com o intuito de testar e avaliar as
contribuições propostas nesta Tese.
∙ No Cap. 6, são apresentadas as análises sobre os resultados obtidos nos estudos de caso
desenvolvidos.
∙ No Cap. 7, as conclusões são abordadas, validando, com base nos resultados obtidos, as
contribuições desta Tese. Além disso, são apresentadas propostas para pesquisas futuras
que podem ser desenvolvidas, a partir do que foi proposto e desenvolvido nesta pesquisa.
∙ No Apêndice A, são apresentados comparativos do cálculo de frequências pelos métodos
de processo direto (PD) e por técnica de análise modal operacional.
∙ No Apêndice B, pseudocódigos dos algoritmos de treinamento são apresentados, tendo
em vista a dificuldade de encontrá-los, na literatura, adaptados para MLP.
∙ No Apêndice C, encontram-se os processos matemáticos que demonstram a obtenção das
principais matrizes da Sec. 2.1.3.
∙ No Apêndice D, disponibiliza-se o artigo publicado em congresso, sendo que outros arti-
gos provenientes deste trabalho se encontram em avaliação.
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2 CONCEITOS E TRABALHOS RELACIONADOS
Este capítulo apresenta conceitos essenciais que fundamentam a pesquisa desenvolvida.
Além disso, trabalhos que serviram de base para o desenvolvimento das técnicas propostas são
descritos e analisados.
2.1 Conceitos básicos
Neste trabalho, propõe-se uma abordagem moderna em que o diagnóstico de pequenas
e grandes estruturas civis seja desenvolvido a partir do uso inteligente das respostas dinâmi-
cas da estrutura, ao permitir o reconhecimento de padrões estabelecidos durante a variação dos
parâmetros modais. A viabilidade desta proposta tem como base o fato de que os danos modi-
ficam as características físicas da estrutura, sendo que estas estão diretamente relacionadas aos
parâmetros modais (frequências e modos de vibração). Portanto, a ocorrência de danos está re-
lacionada diretamente à variação dos parâmetros modais da estrutura. Neste sentido, inúmeras
técnicas têm sido desenvolvidas ou aprimoradas com o intuito de possibilitar melhor entendi-
mento e análise sobre os padrões que possam existir nas mudanças daqueles parâmetros. Diante
disso, alguns conceitos importantes serão destacados, a seguir, de tal forma a balizar as aborda-
gens propostas.
2.1.1 Monitoramento de saúde estrutural baseado em medidas de vibração
O número de pesquisas e relatórios técnicos relacionados ao SHM tem aumentado, nos
últimos anos, com o objetivo primordial de garantir segurança e vida útil maior às obras de en-
genharia. Com essas finalidades, algumas metodologias foram propostas ou aprimoradas com o
intuito de atestar “se um dano está presente ou não em uma estrutura” (Balsamo et al., 2014).
A certificação de que a estrutura possui dano, no entanto, pode ser considerada como um as-
pecto “simples” de ser aferido, porém este estágio está cercado por problemas mais complexos
e desafiadores que são inerentes ao monitoramento e diagnóstico completo da estrutura, com-
preendendo tanto a detecção do dano quanto a sua localização e classificação em relação a sua
severidade.
Em linhas gerais, as três principais vertentes do SHM são: (1) detectar a ocorrência de
dano; (2) diagnosticar o dano estrutural; e, (3) prever as consequências da falha, adotando, em
seguida, ações preventivas precoces para evitar situações catastróficas. Neste aspecto, Rytter
(1993) classificou o processo de identificação de danos em três estágios hierarquicamente de-
pendentes: (𝑎) localização; (𝑏) avaliação; e, (𝑐) prognóstico. Worden e Dulieu-Barton (2004)
complementaram a lista anterior adicionando o estágio vital chamado classificação entre (𝑎) e
(𝑏). Com isso, para delimitar conceitos, o presente trabalho considera que o diagnóstico estru-
tural envolve tanto o estágio (1) quanto o estágio (2) supracitados; ou seja, o termo diagnóstico,
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quando mencionado, englobará a detecção, localização, classificação e avaliação de danos.
Diante das inúmeras pesquisas desenvolvidas sobre SHM, Worden et al. (2007) elabora-
ram 8 axiomas, são eles:
1. Todo material apresenta falhas ou defeitos inerentes;
2. A avaliação de dano estrutural necessita da comparação entre 2 estados;
3. A identificação da existência e da localização do dano pode ser realizada por meio de
aprendizado não supervisionado; mas, a identificação do tipo de dano atual e a sua seve-
ridade só podem, geralmente, ser realizadas via aprendizado supervisionado;
4. Sensores não podem medir danos. Para converter os dados dos sensores em informações
sobre os danos, a extração das características via processamento de sinais e classificação
estatística é necessária;
5. Sem a extração das características de forma inteligente, as medições dos danos se tornam
mais sensíveis às mudanças de operação e condições ambientais;
6. O tamanho e a escala de tempo associadas com o início e a evolução do dano ditam as
propriedades requeridas do sistema SHM;
7. Há relação entre a sensibilidade de um algoritmo ao dano e ao ruído;
8. A magnitude do dano que pode ser detectada a partir das mudanças do sistema dinâmico
é inversamente proporcional à faixa de frequência de excitação.
Para aperfeiçoar a prática de SHM, pesquisadores e engenheiros têm adotado métodos de
identificação de danos baseados em vibração através da análise de características modais da
estrutura, pois o dano modifica as matrizes de massa, rigidez e amortecimento dos elementos
estruturais, sendo que estas alterações afetam diretamente os parâmetros modais (frequências
naturais, taxas de amortecimento e modos de vibração) (Doebling et al., 1998; Carden e Fan-
ning, 2004). A propósito, Nikola Tesla1 já dizia: “If you want to find the secrets of the universe,
think in terms of energy, frequency and vibration”. Em tradução livre: Se você quer descobrir
os segredos do universo, pense em termos de energia, frequência e vibração.
Naturalmente, a percepção da ocorrência de danos implica no conhecimento prévio do
comportamento dinâmico da estrutura em situação saudável. Assim, com as respostas dinâmi-
cas provenientes da estrutura com danos, técnicas apropriadas devem ser usadas para relacionar
essas informações coletadas em momentos distintos e, enfim, possibilitar o diagnóstico da estru-
tura. Em se tratando disso, a detecção de danos, como mencionado acima, é uma tarefa primária
e pode ser feita a partir da análise direta das alterações das frequências naturais apenas (Salawu,
1997). No entanto, definir a localização do dano e o classificar pela severidade é tratado, por
diversas literaturas, como situação bastante complexa e que exige informações complementares
(por exemplo: modos de vibração) (Cawley e Adams, 1979). Nesta pesquisa, esse conceito tão
disseminado será revisitado.
Diante disso, como a abordagem proposta faz uso dos parâmetros modais, a seção a seguir
abordará técnicas adequadas que visam a obtenção dos parâmetros modais em estruturas civis
1Para mais informações sobre este pesquisador, consultar: https://teslauniverse.com/
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em operação, preferencialmente, tendo em vista peculiaridades próprias.
2.1.2 Identificação modal de estruturas civis
Alguns pesquisadores discutem sobre quais dados dinâmicos podem ser utilizados para
analisar a estrutura; ou seja, a discussão ocorre ao tentar definir se os parâmetros modais
(frequências, modos de vibração, etc.) são mais (ou menos) adequados para executar o diag-
nóstico da estrutura em relação às respostas dinâmicas, em formatos de séries temporais. No
entanto, a quantidade de dados envolvida na análise de séries temporais é imensa, em oposição
ao volume reduzido de dados necessários para o diagnóstico via parâmetros modais. Embora
haja doutrina contrária, o volume (reduzido) de parâmetros modais não representa perda de
informações necessárias para realizar o diagnóstico da estrutura, conforme enfatizado por Lan-
gone et al. (2017). Além disso, de acordo com Reynders (2012), esse procedimento de conver-
são de dados de séries temporais em parâmetros modais se tornou bastante comum. Na prática,
os parâmetros modais contribuem para fornecer análises baseadas em resultados mais tangíveis
devido à compreensão técnica imediata do problema físico. Para tanto, várias ferramentas ma-
temáticas para extrair os parâmetros modais das respostas dinâmicas estão disponíveis e serão
introduzidas nesta seção.
De forma geral, para obtenção dos parâmetros modais da estrutura, a identificação mo-
dal engloba tanto técnicas teóricas quanto experimentais, válidas no domínio do tempo ou de
frequência. Além disso, a depender de como as excitações são consideradas no sistema, visando
a aquisição das respostas dinâmicas, a identificação modal pode ser obtida por Análise Modal
Experimental (AME) ou Operacional (AMO).
Em linhas gerais, a AME é um método clássico e tem como característica principal a apli-
cação de excitação artificial na estrutura de forma controlada e medida; além disso, a resposta do
sistema também deve ser medida. As fundamentações teóricas sobre esta metodologia podem
ser acessadas em Ewins (2000), He e Fu (2001), e outras referências igualmente importantes.
Farrar et al. (1999) elaboraram um vasto sumário com diversas formas de excitação de
grandes estruturas, atestando que em pequenas pontes é prático adotar excitação artificial, o
que não é encorajado em grandes pontes. Em virtudes de algumas formas inusitadas - todas em
casos reais - de excitar grandes pontes, citar um dos exemplos seria reduzir o seu trabalho. É
possível que a partir da leitura do mesmo, haja um engajamento maior sobre o uso de excitações
ambientais.
A segunda técnica, AMO, permite que a identificação modal ocorra a partir do conheci-
mento da resposta do sistema, tão somente; ou seja, não há necessidade do prévio conhecimento
da força externa atuante ou, mais que isso, a aplicação de excitação artificial pode ser desneces-
sária em estruturas reais.
Em casos em que a identificação visa obter parâmetros modais de estruturas civis (e.g.
pontes, barragens, galpões industriais, edificações residenciais, etc.) o uso de AME se torna
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uma tarefa mais complexa, exigindo o uso de dispositivos caros e pesados, cuja mobilização de
todos os equipamentos envolvidos na instrumentação reduz a praticidade do ensaio, podendo
inviabilizá-lo, e impede a análise estrutural precoce. Além disso, o monitoramento contínuo
da estrutura não é possível pela própria natureza deste tipo de ensaio modal. Diante de todos
esses aspectos peculiares, AMO tem obtido grande atenção no tocante à identificação modal
de grandes estruturas civis, possuindo maior campo de aplicação que a AME com destaque à
detecção de danos e SHM de forma efetiva (Rainieri e Fabbrocino, 2014) (Brincker e Ventura,
2015).
Como a característica básica da AMO é fazer uso de excitações ambiente que possuem
características similares ao ruído branco gaussiano1 (por exemplo: ação do vento em estruturas
ou condições normais de operação), todos os equipamentos necessários para excitar artificial-
mente a estrutura são desnecessários, acarretando menor custo de mobilização e maior agilidade
de implementação da infraestrutura adequada para o ensaio, o que implica que esta técnica é
bastante adequada para monitoramento de estruturas civis de grande porte, em virtude de viabi-
lidade prática. Diante disso, aspectos conceituais e fundamentais da AMO serão abordados na
próxima seção.
2.1.3 Análise modal operacional
Propor uma abordagem inteligente de diagnóstico de danos via monitoramento contínuo
e em tempo real é um dos pilares deste trabalho. Vinculado a isso, é perceptível que a possibili-
dade de obtenção dos parâmetros modais, sem excitação artificial da estrutura, é a metodologia
prática mais adequada; ou seja, para que o diagnóstico de danos seja desenvolvido, apenas o co-
nhecimento das respostas dinâmicas da estrutura são necessárias. Contudo, não custa ressaltar
que este procedimento está atrelado à necessidade de diagnosticar a estrutura a partir da análise
dos parâmetros modais.
Ao visar que a identificação do sistema seja desenvolvida no domínio do tempo2 de forma
plena a partir da proposta deste trabalho, vale apresentar os procedimentos matemáticos clás-
sicos, tendo como passo inicial a equação geral do movimento. Posteriormente, de forma ge-
neralizada, será apresentado o modelo em espaços de estados, na Sec. 2.1.3.1, que tem como
característica a possibilidade de descrever o comportamento de um sistema desconhecido, em
qualquer instante, a partir do conhecimento dos dados de entrada e saída. Na Sec. 2.1.3.2, o
modelo em espaços de estados será adaptado de tal forma a permitir a descrição do sistema a
partir do conhecimento, tão somente, da saída do sistema, desconsiderando as necessidades de
conhecimento e controle das excitações aplicadas.
1É caracterizado como distribuição normal, sendo ideal para simular diversos fenômenos naturais.
2As matrizes físicas do sistema são consideradas lineares e invariantes no domínio do tempo.
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2.1.3.1 Modelo em Espaço de Estados
É bem sabido que um sistema com n graus de liberdade é governado pela seguinte equação
diferencial de segunda-ordem que define o seu comportamento dinâmico linear, amortecido e
sob excitação externa f(𝑡):
My¨(𝑡) +Cy˙(𝑡) +Ky(𝑡) = f(𝑡), (2.1)
onde: y(𝑡), y˙(𝑡) e y¨(𝑡) são vetores, de ordem n × 1, de deslocamento, velocidade e aceleração,
respectivamente; M, C e K são as matrizes, de ordem n, de massa, amortecimento e rigidez da
estrutura, respectivamente; e, f(𝑡) é o vetor de forças aplicadas no sistema.
Pelo Modelo em Espaço de Estados (MEE), a Eq. 2.1 pode ser convertida em duas equa-
ções diferenciais de primeira ordem. O procedimento matemático apresentado nesta seção en-
volve, de certa forma, manipulações algébricas mais conceituais e pode ser encontrado em refe-
rências clássicas (Juang e Phan, 2001; Rainieri e Fabbrocino, 2014; Brincker e Ventura, 2015;
Kurka, 2015), o que nos proporciona o conforto de suprimir os detalhes elementares, permitindo
apresentar apenas os conceitos prioritários para compreender a raiz conceitual de AMO, Sec.
2.1.3.2.
Como primeiro passo, f(𝑡) é fatorado de tal forma a levar em consideração a localização,
B, de aplicação das forças externas, u (t), permitindo-nos reescrever a equação de movimento:
My¨ (t) +C y˙ (t) +Ky (t) = Bu (t) (2.2)
A partir de algumas manipulações algébricas simples, encontradas em referências clássi-
cas, obtém-se, em instantes de tempos discretos k ∈ N, o modelo em espaço de estados a seguir
(Rainieri e Fabbrocino, 2014):
sk+1 = Ask +Buk +wk (2.3)
yk = Csk +Duk + vk (2.4)
onde: sk ≡ s (kΔt) é classificado como vetor de estado no tempo discreto; ∆𝑡 é o passo no
tempo;A é a matriz de estado discreta;B é matriz dos sinais de entrada discreta;C é a matriz de
saída discreta; e,D é a matriz de transmissão direta e discreto. Estas matrizes estão relacionadas
com as características físicas do sistema e mais detalhes podem ser encontrados no Apêndice
C.
O modelo acima é considerado determinístico desde que os sinais de entrada, uk, se-
jam determinísticos. A esse modelo, o ruído complementa a equação de estado, Eq. 2.3, com
a variável wk, e a equação de observação, Eq. 2.4, pela variável vk. Neste caso, o modelo
determinístico supracitado passa a ser um modelo em espaço de estados determinísticos e esto-
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cásticos com tempo discreto, sendo que a variávelwk representa o processo, em si, de aquisição
do ruído, por meio dos distúrbios e imprecisões envolvidos durante a modelagem. A segunda
variável, vk, simula a medição do ruído, propriamente dita, pelas imprecisões dos sensores.
Ambas as variáveis, wk e vk, são sinais não medidos. Apesar disso, respeitam as hipóteses de
terem características gaussianas - ruído branco estacionário com médio zero - e matrizes de
covariâncias abaixo (Rainieri e Fabbrocino, 2014):
E
[︃{︃
wp
vp
}︃{︁
wTq v
T
q
}︁]︃
=
⎧⎪⎨⎪⎩
[︃
Qww Swv
STwv Rvv
]︃
p = q
0 p ̸= q
(2.5)
onde: p e q são dois instantes de tempo quaisquer; a estimativa das matrizesQww, Swv andRvv
faz parte do processo de identificação; E representa o operador estatístico “valor esperado”1.
2.1.3.2 Adaptando o Modelo em Espaço de Estados para AMO
A característica básica de AMO é que o sinal de entrada (artificial), uk, não é aplicado ou
medido, simplesmente, o que nos permite retirá-lo das Eqs. 2.3 e 2.4, resultando nas Eqs. 2.6 e
2.7 (Van Overschee e De Moor, 1994; Rainieri e Fabbrocino, 2014).
sk+1 = Ask +wk (2.6)
yk = Csk + vk (2.7)
Assim, as variáveis wk e vk, ambas assumidas com característica de distribuição gaus-
siana, representam os únicos sinais de entrada, a partir de agora, sendo que as Eqs. 2.6 e 2.7
passam a representar o modelo em espaço de estados estocásticos com tempo discreto (Rainieri
e Fabbrocino, 2014).
Como propriedades estatísticas, as variáveis wk e vk tem média zero, E
[︁
wk
]︁
=
E
[︁
vk
]︁
= 0, e as covariâncias são calculadas pela Eq. 2.5. Também, no tocante à equação
de estado, assumindo que o processo estocástico é estacionário, a média é zero, E
[︁
sk
]︁
= 0 e
E
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sk s
T
k
]︁
é a matriz de covariância de estado,Σ, independente do instante 𝑘. Além disso, como
não há correlação entre sk, wk e vk, tem-se E
[︁
skw
T
k
]︁
= E
[︁
sk v
T
k
]︁
= 0 (Peeters e De Roeck,
1999, 2000).
Diante dos conceitos assumidos acima, a resposta do sistema, no modelo em espaço de
estados, também é representada por um modelo gaussiano com as mesmas características já
mencionadas (estocasticidade, estacionariedade e média zero). Logo, a matriz de covariância
1Também conhecido como “esperança matemática”, de uma variável aleatória, é resultado da soma do produto
de cada probabilidade de saída, de um experimento, pelo seu valor próprio.
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entre os sinais de saída, em k+i, e os sinais de referência obtidos no instante k é dada pela Eq.
2.8. A matriz de covariância entre o sinal de saída, no instante k, e o vetor de estado, em k+1, é
dada pela Eq. 2.9 (Rainieri e Fabbrocino, 2014).
Ri = E
[︀
yk+i y
T
k
]︀
(2.8)
G = E
[︀
sk+1 y
T
k
]︀
(2.9)
Em consideração aos principais conceitos apresentados acima e a partir de manipulações
algébricas, é possível obter as seguintes relações fundamentais (Rainieri e Fabbrocino, 2014;
Peeters e De Roeck, 1999):
Σ = AΣAT +Qww, (2.10)
R0 = CΣC
T +Rww, (2.11)
G = AΣCT + Sww, (2.12)
Ri = CA
i−1G, (2.13)
Na teoria clássica, a identificação estocástica por subespaço ocorre conforme a partir das
covariância entre todas as saídas, conforme Eq. 2.8 (Van Overschee e De Moor, 1994). Este
procedimento pode elevar razoavelmente o custo computacional em monitoramento de grandes
estruturas que implicam na necessidade de muitos sensores. Assim, para um monitoramento
ágil, a Sec. 2.1.3.3 apresentará um processo, desenvolvido por Peeters e De Roeck (1999),
que aperfeiçoa o processo de AMO e que será adotada neste trabalho para determinação dos
parâmetros modais por estar adequada ao monitoramento estrutural em tempo real.
2.1.3.3 Identificação Estocástica em Subespaços via Covariância dos Sinais de
Saída de Referência - COV-SSI/Ref
O método de identificação estocástica em subespaços via covariância (COV-SSI) é clas-
sificado como um procedimento paramétrico, controlado por covariância no domínio do tempo
para AMO, conforme apresentado nas Secs. 2.1.3.1 e 2.1.3.2. Estas formulações formam o que
se conhece como “Identificação Estocástica em Subespaços via Covariância Clássica (COV-
SSI/Cla)” e são utilizadas para fornecer os parâmetros modais de um modelo estocástico em
espaço de estados a partir da resposta dinâmica da estrutura. Assim, os dados de entrada (por
exemplo: excitação artificial) não são considerados.
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Destaca-se, novamente, que a identificação modal via resposta dinâmica da estrutura, ao
negligenciar a excitação artificial, faz uso da “excitação ambiental”1, tais como: vento, tráfego
de veículos (no caso de pontes e viadutos), etc.
O passo inicial é determinar a ordem de sistemas dinâmicos complexos, como ocorre em
grandes estruturas civis. Para resolver isso, a fim de obter os parâmetros modais da estrutura, a
abordagem prática é superestimar a ordem do sistema e, se esta ordem for maior que a ordem
do sistema real, a superestimação levará ao indesejável, mas inevitável, surgimento de polos
não físicos, que devem ser reconhecidos e extraídos do papel dos polos físicos da estrutura
(Peeters e De Roeck, 1999; Rainieri e Fabbrocino, 2014). Para reconhecer os polos físicos
estruturais, alguns procedimentos de estabilização serão apresentados posteriormente com o
intuito de facilitar essa classificação.
Supondo que os “l” sensores estejam incorporados na estrutura e que cada sensor mede
“N” amostras durante o intervalo de tempo em que ocorre o teste, o passo posterior é calcular
as correlações entre as saídas medidas, por meio da Eq. 2.14 (Rainieri e Fabbrocino, 2014).
Ri =
1
𝑁 − 𝑖Y(1:N−i)Y
T
(i:N) ∴ [Y]l×N , [Ri]l×l (2.14)
onde:Y(1:N−i) eYT(i:N) são matrizes construídas a partir do dataset de respostas medidas, sendo
que a primeira é criada pela remoção das últimas i amostras e a segunda pela extração das
primeiras i amostras; i é um número finito de dados observados de Y.
Diante do que foi exposto, faz-se necessário definir o número i de intervalos usados. Ao
pensar em grandes estruturas civis, sabe-se que a ordem do sistema monitorado, n, é desconhe-
cida. Contudo, ao definirmos determinada quantidade de sensores, estamos estipulando uma
ordem do sistema, diretamente; ou seja, estamos definindo as dimensões das matrizes físicas do
sistema dinâmico, tendo em vista que, numericamente, n define o número de modos de vibração
medidos. Isto implica que é desejável, intuitivamente, que a ordem do sistema seja maior, ou
igual, à quantidade de sensores locados. Logo, podemos equacionar essa estimativa mínima,
i𝑚𝑖𝑛, da seguinte forma:
𝑖𝑚𝑖𝑛 =
𝑛
𝑙
. (2.15)
Em outras palavras, como n é desconhecido, recomenda-se que seja adotado i ≥ i𝑚𝑖𝑛.
Assim, estimamos um sistema com ordem maior.
A próxima etapa é calcular todas as correlações possíveis, em diferentes passos, sendo que
estes resultados serão armazenados na “matriz Toeplitz”2 dada pela Eq. 2.16 (Van Overschee e
De Moor, 1994).
1A carga ambiental atuante na estrutura monitorada deve ser suficiente para mobilizar os parâmetros modais
necessários para caracterizar a estrutura e permitir o desenvolvimento do diagnóstico estrutural a ser realizado via
RNA.
2Recebeu este nome em homenagem ao matemático alemão Otto Toeplitz (1881-1940). Esta matriz tem a
característica de suas componentes, em cada diagonal da esquerda para a direita, serem iguais.
34
T1|i =
⎡⎢⎢⎢⎢⎣
Ri Ri−1 · · · R1
Ri+1 Ri · · · R2
...
... . . .
...
R2i−1 R2i−2 · · · Ri
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
C
CA
...
CA𝑖−1
⎤⎥⎥⎥⎥⎦
[︁
A𝑖−1G · · · AG G
]︁
= OiΓi (2.16)
O procedimento de fatoração de T1|i acima, oferece duas sub-matrizes, cujos conceitos
são fortes e encontrados, de forma detalhada, em literaturas clássicas referentes à Teoria de
Controle. Essas sub-matrizes são: a “Matriz de Observalidade”1, Eq. 2.17; e a matriz na Eq.
2.18 é chamada de “Matriz de Controlabilidade”2. De forma simples, para um sistema dinâmico
de ordem “n” ser observável e controlável, é suficiente queOi e Γi tenham a mesma ordem, “n”
(Juang e Phan, 2001).
Oi =
⎡⎢⎢⎢⎢⎣
C
CA
...
CA𝑖−1
⎤⎥⎥⎥⎥⎦ ∴ [Oi]l·i×n (2.17)
Γi =
[︁
A𝑖−1G · · · AG G
]︁
∴ [Γi]n×l·i (2.18)
Diante disso, estas matrizes serão obtidas a partir da aplicação da técnica clássica Singular
Value Decomposition (SVD) em T1|i, resultando em:
T1|i = USV𝑇 =
[︁
U1 U2
]︁ [︃S1 0
0 0
]︃[︃
V1
𝑇
V2
𝑇
]︃
= OiΓi (2.19)
onde: S1 é matriz diagonal que contém os valores singulares em ordem decrescente. Assim, as
matrizes Oi e Γi podem ser obtidas a partir do desenvolvimento da Eq. 2.19, conforme segue
(Peeters e De Roeck, 1999; Rainieri e Fabbrocino, 2014):
Oi = U1S1
1/2 ∴ [U1]l·i×n , [S1]n×n (2.20)
Γi = S1
1/2V1
𝑇 ∴ [S1]n×n ,
[︀
V1
𝑇
]︀
n×l·i (2.21)
Ao observar a Eq. 2.17, percebemos que a matriz de saída, C, é obtida ao extrair as
primeiras l linhas de Eq. 2.20. Da mesma forma, extraindo as últimas l colunas de Eq. 2.18, a
matriz de covariância de saída referente ao passo seguinte, G, é obtida da Eq. 2.21.
Com as matrizes apresentadas nas Eqs. 2.16 a 2.18, resta encontrar a matriz de estado, A.
1Indica a viabilidade de deduzir informações internas do sistema dinâmico a partir do conhecimento das res-
postas dinâmicas.
2Indica que é possível transferir um sistema de um estado inicial, em t0, para um estado final, tk.
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Com esta finalidade, uma das abordagens possíveis é o uso novamente da matriz Toeplitz, mais
com um passo adiante, i+1, e aplicar SVD, resultando na Eq. 2.22. Assim, a partir das Eqs. 2.20,
2.21 e 2.22, a importante matriz de estado, A, é obtida com esforço computacional reduzido,
em relação ao método SSI-COV/Cla, como preconizado originalmente em Peeters e De Roeck
(1999) e replicado em Rainieri e Fabbrocino (2014).
T2|i+1 =
⎡⎢⎢⎢⎢⎣
Ri+1 Ri · · · R2
Ri+2 Ri+1 · · · R3
...
... . . .
...
R2i R2i−1 · · · Ri+1
⎤⎥⎥⎥⎥⎦ = OiAΓi ∴ [A]n×n (2.22)
A = S1
−1/2U1𝑇T2|i+1V1S1−1/2 (2.23)
Ao obter as matrizes de estado, A, e de saída, C, a identificação modal do sistema dinâ-
mico é possível e será apresentada na seção a seguir.
2.1.3.4 Obtenção dos parâmetros modais
As expressões, a seguir, são válidas tanto para COV-SSI/Cla quanto para o COV-SSI/Ref 1,
pois todas estas metodologias resultam nas matrizes A e C (Peeters e De Roeck, 1999).
Dentre as matrizes apresentadas, a que possui maior relevância para a identificação do
sistema é a matriz de estado, A, pois a partir de sua decomposição é possível obter as matrizes
de autovalores e autovetores, conforme apresentado na Eq. 2.24.
A = ΨΛΨ−1 ∴ [Λ]𝑛×𝑛 , [Ψ]𝑛×𝑛 (2.24)
onde: Λ representa a matriz diagonal com 𝑛 autovalores, 𝜆𝑛, e Ψ representa a matriz com os 𝑛
autovetores, 𝜑𝑛.
A partir da resolução do problema de autovalor, outros parâmetros modais do sistema
podem ser obtidos. Para isso, o autovalor complexo calculado no domínio de tempo discreto,
𝜆𝑛 ∈ C, referente a cada modo do sistema, será convertido para o tempo contínuo, como mostra
a Eq. 2.25.
𝜆𝑛 =
𝑙𝑛
(︀
𝜆𝑛
)︀
∆𝑡
∴ ∆𝑡 = 𝑡𝑘+1 − 𝑡𝑘,∀𝑘 ∈ Z (2.25)
Com estes autovalores, é possível obter as frequências naturais não-amortecida, 𝜔𝑛,𝑖,
frequência natural amortecida, 𝜔𝑑,𝑖, e a taxa de amortecimento, 𝜁𝑖, para todos os modos do
sistema, conforme a Eq. 2.26.
1Identificação Estocástica em Subespaços via Covariância por Referência - COV-SSI/Ref.
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𝜔𝑛,𝑖 = |𝜆𝑛,𝑖| , 𝜔𝑑,𝑖 = Im(𝜆𝑛,𝑖), 𝜁𝑖 = −Re(𝜆𝑛,𝑖)
𝜔𝑛,𝑖
(2.26)
Para melhor caracterizar a estrutura1, resta obter os modos de vibração pela Eq. 2.27.
Φ = CΨ (2.27)
É oportuno ressaltar que a identificação modal da estrutura é apenas uma das etapas da
metodologia proposta. A próxima etapa importante é justamente extrair informações referentes
ao diagnóstico da estrutura a partir dos parâmetros modais obtidos em um determinado instante,
via a técnica COV-SSI/Ref, por exemplo. Esta tarefa de diagnosticar a estrutura será dada à RNA,
que tem como característica reconhecer e classificar padrões. Assim, na Sec. 2.1.4 serão apre-
sentados os conceitos fundamentais que servirão de base para o desenvolvimento e apresentação
de uma das principais contribuições desta pesquisa.
2.1.4 Redes neurais artificiais: multilayer perceptron
Como a detecção de danos ocorre a partir da comparação de dois estágios na estrutura
(entre situações de referência e com danos) e esse processo de análise precisa ser desenvolvido
repetidas vezes, o uso de técnicas de reconhecimento de padrões (RP), a partir de algoritmos de
aprendizado de máquina, tem provado ser adequado para tal finalidade (Farrar e Worden, 2012).
Entre os diversos algoritmos de aprendizado de máquina, a RNA tem sido amplamente usada
para fins de RP (de Lautour e Omenzetter, 2010), devido à adaptação por experiência, capa-
cidade de generalização, organização de dados e tolerância a falhas, conforme Haykin (1999).
Além disso, sua característica peculiar de lidar com conjuntos de dados incompletos e incertos
torna a RNA promissora para desenvolver o diagnóstico estrutural (Kao e Hung, 2003).
Nesta seção, serão apresentados alguns conceitos fundamentais e vinculados à rede neu-
ral do tipo MLP que balizarão a aplicação dos algoritmos de aprendizagem não-adaptativos e
adaptativos, sendo que a maioria destes algoritmos ainda não foi utilizada em diagnósticos de
estruturas e monitoramento estrutural em tempo real.
2.1.4.1 Fundamentos
O modelo de neurônio artificial, que atualmente serve de base para muitas aplicações em
medicina, engenharia, linguística, etc., foi idealizado por McCulloch e Pitts (1943) ao reprodu-
zir, por meio de modelagem matemática, o comportamento do neurônio humano, Fig. 2.1. Desde
então, diversas simulações de redes neurais humanas têm sido desenvolvidas com o intuito de
reproduzir algumas características a elas intrínsecas, tais como: aquisição de aprendizado, adap-
1O uso dos modos de vibração é relevante para o diagnóstico das estruturas. Essa discussão será abordada no
EC4.
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tação por experiência, capacidade de generalização, organização de dados e tolerância a falhas,
conforme destacado em Da Silva et al. (2016).
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Figura 2.1: Esquema de neurônio artificial que modela o neurônio humano.
Estes avanços proveram fundamentos práticos ao uso de RNA, sendo que muitos pesqui-
sadores agregaram estas simulações matemáticas ao avanço do SHM, em busca de desenvolver
sistemáticas eficientes para detecção de danos e diagnóstico de estruturas civis.
As RNAs são, em geral, definidas por sua arquitetura, topologia, pela forma como ocorre
a aprendizagem e pelo algoritmo de treinamento adotado. Em sua origem, o MLP tem como ca-
racterística principal a numerosa associação de diversos neurônios, ligados entre si, por elemen-
tos que representam as sinapses nervosas e são chamados de pesos sinápticos, 𝑊𝑖 ∴ 𝑖 = 1..𝑛.
Outras características importantes são: treinamento supervisionado, uso de múltiplas camadas
neuronais e aprendizado via algoritmo BP.
O MLP é uma classe de rede neural amplamente usada, devido a sua simplicidade de
implementação e excelente desempenho. Neste ponto, vale a pena mencionar que a essência
desta seção é apresentar brevemente os processos necessários e inerentes a este tipo de rede
neural, via algoritmo BP, sendo que para mais detalhes é indicado o acesso às obras clássicas
Haykin (1999), Demuth et al. (2014), etc. Contudo, para facilitar a escrita e o entendimento,
sempre que se tratar de MLP, considera-se que o uso do BP clássico esteja subentendido.
A arquitetura MLP pode possuir diversos formatos. Mas, neste trabalho será dada ênfase
a arquitetura que consistirá de nós de entrada (algumas referências chamam de “camada de en-
trada”), apenas uma camada oculta e camada de saída, sendo que cada camada é composta pelos
vetores neuronais 𝐼𝑛, 𝐻𝑝 e 𝑂𝑞, respectivamente. É oportuno comentar que há grande discussão
sobre a quantidade ideal de camadas ocultas a serem adotadas para o melhor desempenho da
rede neural, mas Hecht-Nielsen (1989) e Bishop (1995) mostraram que o uso de apenas uma
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camada oculta é suficiente para aproximar qualquer função ou superfície. De qualquer forma, é
inquestionável que a principal característica desta arquitetura básica é a alta distribuição de da-
dos ao longo da rede, permitindo que as amostras influenciem todos os neurônios das camadas
oculta e de saída.
Ao definir a arquitetura da RNA, é possível apresentar, com apelo matemático reduzido,
a sistemática de aprendizado prático de MLP, sendo que esta iniciativa ocorre devido a sua
importância fundamental para esta pesquisa. Além disso, a conversão da teoria matemática
rigorosa intrínseca em conteúdo mais tangível, via aplicação em diagnóstico de estruturas, pode
ser observada em Souza et al. (2019), Apêndice D.
2.1.4.2 Sistemática do algoritmo Backpropagation clássico
Na Fig. 2.2, as etapas básicas do BP clássico são mostradas esquematicamente, no qual
o processo de aprendizado ocorre em três etapas. O primeiro estágio está relacionado à pro-
pagação direta (forward propagation), que realiza algumas operações matemáticas simples,
envolvendo os nós de entrada, 𝐼𝑛, neurônios da camada oculta, 𝐻𝑝, e da camada de saída, 𝑂𝑞,
bem como os pesos sinápticos, 𝑊 , entre as camadas sucessivas e os limiares (ou bias), 𝑏.
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Figura 2.2: Processo de treinamento via MLP - adaptada de Souza et al. (2019).
Neste contexto, para facilitar o entendimento funcional do esquema acima, define-se que,
após a execução de todas as operações matemáticas necessárias (ou seja: ponderação, somatório
e aplicação da função de ativação), os resultados obtidos nos neurônios das camadas oculta e de
saída são calculadas pelas Eqs. 2.28 e 2.29.
ℎ𝑗 = 𝑓
(︃
𝑛∑︁
𝑖=1
𝑊
(1)
𝑗,𝑖 𝐼𝑖 + 𝑏1
)︃
∴ 𝑖 = 1 .. 𝑛 ; 𝑗 = 1 .. 𝑝 (2.28)
𝑜𝑘 = 𝑓
(︃
𝑝∑︁
𝑗=1
𝑊
(2)
𝑘,𝑗 ℎ𝑗 + 𝑏2
)︃
∴ 𝑘 = 1 .. 𝑞 (2.29)
onde: 𝑛, 𝑝 e 𝑞 são as quantidades de nós de entrada, neurônios das camadas oculta e de saída,
respectivamente; 𝑏1 e 𝑏2 são os componentes de bias adicionados às camadas oculta e de saída,
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respectivamente; 𝑊 (1)𝑗,𝑖 e 𝑊
(2)
𝑘,𝑗 são as matrizes de pesos sinápticos que ligam os nós de entrada
aos neurônios da camada oculta e os neurônios da camada oculta aos neurônios da camada de
saída, respectivamente. Esses pesos simulam artificialmente as sinapses nervosas representadas
na Fig. 2.1.
O próximo estágio é iniciado a partir dos erros resultantes da relação entre as saídas,
𝑜𝑘, e os alvos, 𝑡𝑘, obtidos de cada amostra, 𝑠, pertencente à matriz de dados. Esses erros são
calculados pela função “erro quadrático da soma” (Sum Square Error - SSE), E, e o processo
de treinamento consiste em minimizar a função “erro quadrático médio” (Mean Square Error -
MSE), 𝐸𝑚, ambos na Eq. 2.30, onde S é a quantidade de amostras.
𝐸 =
𝑞∑︁
𝑘=1
𝐸𝑘(𝑠) =
𝑞∑︁
𝑘=1
(𝑡𝑘(𝑠)− 𝑜𝑘(𝑠))2 , 𝐸𝑚 = 1
𝑆
𝐸 (2.30)
No último estágio, chamado de propagação reversa (backward propagation), os pesos
sinápticos e bias devem ser atualizados por meio da retropropagação de erros, sendo que, neste
estudo, o procedimento de referência para aprendizagem é realizado pelo algoritmo SGD, de-
finido e aplicado nas atualizações dos pesos, Eqs. 2.31 a 2.34 (Haykin, 1999; Demuth et al.,
2014; Da Silva et al., 2016). Este conjunto de equações é aqui classificado como o núcleo de
aprendizagem.
𝑊
(2)
𝑘,𝑗 = 𝑊
(2)
𝑘,𝑗 − 𝜂 · 𝛿(2) · ℎ𝑗 (2.31)
𝑏(2) = 𝑏(2) − 𝜂 · 𝛿(2) (2.32)
𝑊
(1)
𝑗,𝑖 = 𝑊
(1)
𝑗,𝑖 − 𝜂 · 𝛿(1) · 𝐼𝑖 (2.33)
𝑏(1) = 𝑏(1) − 𝜂 · 𝛿(1) (2.34)
onde: 𝜂 é a taxa de aprendizagem; 𝛿(2) e 𝛿(1) são chamadas de sensibilidades, definidas pelas
Eqs. 2.35 e 2.36, em que 𝑑𝑖𝑎𝑔[·] representa a matriz diagonal cujos componentes são as primei-
ras derivadas das funções indicadas (Demuth et al., 2014).
𝛿(2) = −2 · 𝑑𝑖𝑎𝑔[ 𝑜′𝑘(𝑠) ] · (𝑡𝑘(𝑠)− 𝑜𝑘(𝑠)) (2.35)
𝛿(1) = 𝑑𝑖𝑎𝑔[ℎ
′
𝑗(𝑠) ] ·𝑊 (2)𝑘,𝑗 · 𝛿(2) (2.36)
Os estágios mencionados acima são repetidos em várias iterações, chamadas de épocas,
até que haja convergência ao erro limite pré-definido, 𝜖. Para permitir análise estatística ade-
quada, esses processos ocorrerão diversas vezes até atingir a convergência. Com isso, será pos-
sível determinar, por exemplo, a arquitetura ótima da rede neural, como será visto mais adiante.
𝐸𝑚(𝑒𝑝𝑜𝑐𝑎𝑠)− 𝐸𝑚(𝑒𝑝𝑜𝑐𝑎𝑠− 1) ≤ 𝜖 (2.37)
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Ressalta-se, novamente, que a aplicação de SGD possui vantagens bem conhecidas: é um
método de primeira ordem; exige pouca memória de armazenamento; desempenho computa-
cional eficiente em cada iteração; algoritmo computacional intuitivo e de fácil implementação,
valorizando o não manuseio de toolbox (caixa preta) e sendo indicado para implementação em
dispositivos móveis. Alguns desses recursos são imprescindíveis para facilitar o monitoramento
de estruturas em tempo real.
É oportuno ilustrar que, para o diagnóstico baseado em medidas de vibração, os nós de
entrada, por onde a rede é alimentada, receberão os parâmetros modais do sistema estrutural;
assim, a quantidade de nós de entrada, n, é estabelecida pela Eq. 2.38. A quantidade de neurô-
nios ocultos será determinada em cada situação analisada, a partir do melhor desempenho da
arquitetura da rede neural atestado por medidas estatísticas. Por fim, a quantidade de neurônios
de saídas é determinada a partir do número de informações utilizadas, sobre os danos, para efe-
tuar o aprendizado supervisionado. Nesta Tese, foram dispostos dois neurônios de saída, sendo
que um neurônio representa a localização do dano e o outro está relacionado com a classificação
do mesmo.
𝑛 = 𝑛𝑚𝑜𝑑 + 𝑛𝑚𝑜𝑑 · 𝑛𝑆𝑒𝑛𝑠𝑜𝑟 (2.38)
onde: 𝑛𝑚𝑜𝑑 é o número de modos utilizados para caracterizar a estrutura, o que representa a
quantidade de frequências medidas; e, 𝑛𝑆𝑒𝑛𝑠𝑜𝑟 representa a quantidade de sensores utilizados
e locados no sistema estrutural que podem medir, além das respostas dinâmicas, os modos de
vibração (em deslocamentos ou rotações).
2.1.4.3 Funções de ativação dos neurônios
Esta seção visa proporcionar esclarecimentos adicionais sobre um elemento de extrema
importância ao pleno funcionamento da MLP. Trata-se da função de ativação neuronal que in-
fluencia substancialmente o desempenho de aprendizagem da rede neural, entre outros aspectos.
A função de ativação “f ”, aqui adotada, é não-linear e continuamente diferenciável, e tem
como objetivo a restrição das saídas dos neurônios a valores que pertencem ao intervalo da
imagem de cada função (Da Silva et al., 2016). As funções de ativação mais conhecidas são:
sigmóide (sig) e tangente hiperbólica (tanh). Contudo, em função de sua importância para o bom
desempenho da rede neural, funções de ativações têm sido foco de pesquisas, sendo aplicadas,
aprimoradas ou desenvolvidas (Gomes et al., 2011; Mohammed et al., 2019; Apicella et al.,
2019).
Neste trabalho, será dada ênfase à função ISRU, proposta por Carlile et al. (2017), que
providencia resultados equivalentes ou melhores aos obtidos pela função clássica tanh. Estas
expressões e os gráficos são apresentados na Tab. 2.1 e Fig. 2.3, respectivamente.
Conforme apresentado na figura 2.3, essas funções têm comportamentos semelhantes e
41
suas imagens estão limitadas ao intervalo [−1,1]. Contudo, na prática, a função ISRU tem for-
necido melhor desempenho, que a função tanh, com gradientes suavemente superiores no início
dos aclives.
Tabela 2.1: Funções de ativação ISRU e tanh - adaptada de Souza et al. (2019)
Função de ativação Expressão (f )
Primeira
derivada (𝑓 ′)
ISRU 𝑓(𝑢) = 𝑢 · (1 + 𝑢2)−1 𝑓 ′(𝑢) = (1 + 𝑢2)− 32
tanh 𝑓(𝑢) = (1− exp (−2𝑢)) · (1 + exp (−2𝑢))−1 𝑓 ′(𝑢) = 1− (𝑓(𝑢))2
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Figura 2.3: Funções de ativação e primeiras derivadas - adaptada de Souza et al. (2019).
2.2 Trabalhos relacionados
A seguir, são apresentadas algumas referências importantes, cujos autores desenvolveram
técnicas capazes de diagnosticar estruturas (detectar, localizar e classificar danos estruturais).
Mas, apesar destas ferramentas serem diferentes entre si, em aspectos específicos, todos os pro-
cedimentos são fundamentados na identificação de estruturas, a partir de medidas de vibração
(frequências naturais e modos de vibração) e uso de RNAs. Além disso, sem o intuito de causar
lapsos em algum aspecto peculiar de cada referência apresentada, esses trabalhos são descritos
com o objetivo principal de balizar as metodologias, aqui propostas, que visam a verificação da
saúde estrutural a partir do monitoramento contínuo e em tempo real.
2.2.1 Análise de pesquisas relacionadas
Mehrjoo et al. (2008) propuseram um método para estimar a intensidade dos danos nos
nós em estruturas de pontes treliçadas por meio do uso de RNAs, via algoritmo BP clássico e
técnica de identificação por subestruturas.
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A sistemática proposta por aqueles autores está baseada em medidas de vibração, onde se
faz uso de frequências naturais e modos de vibração como parâmetros de entrada (neurônios da
camada de entrada), sendo que os danos impostos são derivados de falhas que surgem em torno
dos furos, vide Fig. 2.4, nos quais os parafusos são instalados.
Figura 2.4: Ilustração dos danos nas ligações (Mehrjoo et al., 2008).
Como forma de simplificar a análise numérica, adotaram que as falhas são representadas
por redução da área transversal das barras, de forma proporcional à magnitude da falha, que
chegam nos nós que apresentam danos. A análise modal foi efetuada com base em modelos
numéricos apenas.
Para desenvolvimento do método, adotaram a MLP, sendo que as quantidades de camadas
ocultas e o número de neurônios foram determinados por meio de tentativa e erro. Com essa
configuração definida, os parâmetros modais alimentam os neurônios de entrada e as porcenta-
gens dos danos reais, respectivos ao modo dinâmico, são alocadas nos neurônios de saída, 𝑡𝑘,
para que seja calculado o erro, a partir dos resultados estimados pela rede, 𝑜𝑘.
Além deste processo clássico do uso de RNA, a metodologia fez uso da técnica de iden-
tificação por subestruturas com a justificativa de evitar o desempenho computacional oneroso
e pelo fato da inspeção visual, somada à experiência técnica do engenheiro, ser determinante
para a delimitação da região do dano, sendo que o autor não fez menção aos danos visualmente
inacessíveis, por exemplo. Contudo, uma das propostas desta Tese é, entre outras, possibilitar
a detecção de danos que estejam imperceptíveis, inclusive. E, que esse processo seja feito de
forma eficiente, durante a operação da estrutura.
Em virtude da impossibilidade, muitas vezes, de visualização clara do dano, faz-se ne-
cessário, em uma situação ideal, que toda estrutura seja constantemente monitorada. Assim, a
subestruturação precisaria se adequar a este propósito, o que não é objeto do artigo em discus-
são. Com relação ao custo computacional, as técnicas de aprendizagem implementadas nesta
Tese tendem a garantir, além do monitoramento contínuo e em tempo real, melhor desempenho
do que o algoritmo BP clássico utilizado em Mehrjoo et al. (2008).
Bakhary et al. (2010) exploraram ainda mais a proposta de Mehrjoo et al. (2008), man-
tendo o princípio básico do uso de parâmetros modais (frequências naturais e modos de vibra-
ção) como dados de entrada nas RNAs, mas aplicando a análise em multi-estágios, sendo que,
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no primeiro estágio, a rede primária fica responsável por detectar a parte da estrutura, ou su-
bestrutura, que sofreu dano(s) e, no segundo estágio, a rede secundária localiza e classifica o(s)
dano(s). No entanto, o fato de utilizar várias RNAs tende a aumentar o custo computacional,
sendo que a análise por subestruturas tem como objetivo a redução deste custo. Nesta Tese, será
adotada apenas uma RNA, em virtude da busca de uma metodologia simples, porém com ótimo
desempenho computacional, conforme será percebido no Cap. 5.
Hakim et al. (2014) aplicaram e compararam a eficiência de duas técnicas de inteligência
artificial utilizadas para diagnosticar o dano estrutural, sendo que uma delas foi a RNA. Para
tanto, como dados de entrada, foram utilizadas medidas de vibração por meio das cinco primei-
ras frequências naturais e os cinco modos de vibração, respectivos. Como estudo de caso, quatro
vigas metálicas idênticas com perfis do tipo I foram investigadas experimentalmente e individu-
almente, sendo que a identificação dos parâmetros modais foi possível a partir da excitação da
estrutura, via shaker1, e respostas dinâmicas aquisitadas pelos 14 acelerômetros instalados ao
longo da viga na altura da linha neutra. As frequências naturais e os modos de vibração obtidos
em cada viga, sem dano, tiveram diferenças mínimas entre si.
A arquitetura da rede foi escolhida com base no melhor desempenho atestado tanto pela
magnitude do erro absoluto quanto o custo computacional envolvido, sendo que a melhor confi-
guração foi a 15-7-4-2 (15 nós de entrada, 7 neurônios na primeira camada oculta, 4 neurônios
na segunda camada oculta e 2 neurônios na camada de saída). Os resultados foram bastante
satisfatórios.
Na presente Tese, a arquitetura será configurada com apenas uma camada oculta, pois
verificou-se, ao longo da análise de vários experimentos, que tal configuração foi suficiente
para fornecer resultados adequados em termos de diagnósticos. Além disso, outros algoritmos
mais eficientes de aprendizagem serão discutidos.
Hakim et al. (2015) apresentaram procedimento para diagnóstico de danos em duas vigas
metálicas de perfil "I"(B1 e B2), com danos duplos, conforme Fig. 2.5. Para tanto, utilizaram
RNAs que foram treinadas a partir dos danos de vibração (frequências naturais e modos de
vibrar) obtidos em estruturas intactas (referência) e danificadas, via modelagem numérica em
MEF e análise experimental. No estágio experimental, as estruturas (sem/com danos) foram
excitadas por shakers e os acelerômetros mediram as respostas dinâmicas.
No estágio de modelagem numérica, tanto a estrutura intacta foi modelada quanto as duas
estruturas com diferentes localizações de danos (B1 e B2); além disso, cenários de danos equi-
valentes aos desenvolvidos no ensaio experimental também foram modelados numericamente.
Ao comparar os resultados experimentais e numéricos, observou-se que as diferenças dos parâ-
metros modais, em cada cenário de dano, foram pequenas.
1Trata-se de um dispositivo que tem a finalidade de excitar artificialmente uma estrutura.
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Figura 2.5: Localização dos danos nas vigas B1 e B2 - adaptada de Hakim et al. (2015).
No tocante à identificação do(s) dano(s), que inclui tanto a localização quanto à classifi-
cação, o trabalho utilizou cinco RNAs com o algoritmo de aprendizagem BP, sendo que cada
rede era composta por nós de entrada, uma ou duas camadas ocultas e camada de saída. Por
exemplo, a rede neural “1” tem, como entrada, 15 nós (frequência natural do primeiro modo,
𝑓1, e valores respectivos do modo de vibração em 14 seções, 𝜑2 à 𝜑15 , pois as duas seções dos
apoios foram excluídas), vide Fig. 2.6(a); já a camada de saída é composta por três neurônios
que informam o índice de severidade do dano (𝑑𝑑/ℎ) e as localizações dos dois danos em cada
viga (𝑙𝑑1/𝐿) e (𝑙𝑑2/𝐿). Assim, essa metodologia se repete mais quatro vezes (uma RNA para
cada frequência natural: 𝑓2, 𝑓3, 𝑓4 e 𝑓5).
Após esses procedimentos, os resultados de saída de cada RNA individual “i”, 𝑆 −𝑀𝑖,
𝐿1 −𝑀𝑖 e 𝐿2 −𝑀𝑖, alimentam uma nova e definitiva rede neural, Fig. 2.6(b), que tem a res-
ponsabilidade de fornecer, na camada de saída, as informações globais dos índices referentes à
severidade e localização dos danos. Este processo, desde a entrada dos parâmetros modais até
a saída dos índices supracitados, se repete até que o erro, entre os valores obtidos na rede, 𝑜𝑘,
e os reais, 𝑡𝑘, sejam minimizados, sendo que a proposta inclui o uso das medidas MSE e erro
absoluto (absolute error - AE). Vale ressaltar que a determinação da quantidade de camadas
ocultas, bem como o número de neurônios em cada uma, foi determinada por meio da análise
do erro.
Na proposta de Hakim et al. (2015), para os baixos índices de severidade, os resultados
não foram satisfatórios, em virtude da pequena influência dos parâmetros modais. O autor não
citou informações sobre o custo computacional envolvido, mas é de se presumir, pela experiên-
cia adquirida no desenvolvimento desta Tese, que o treinamento utilizando essa sistemática com
inúmeras iterações para definir a melhor quantidade de neurônios ocultos, por meio de tentativa
e erro, deve ter exigido bastante tempo de processamento, pois além de utilizar diversas redes
neurais, cada uma delas pode ter até duas camadas ocultas, o que implica em maior quantidade
de operações matemáticas.
Tan et al. (2017) fez uso de medidas de vibração para diagnosticar danos estruturais em
viga metálica biapoiada de perfil ”I”. Para tanto, utilizou a energia de deformação modal, base-
ada no índice 𝛽 (Eq. 2.39), que requer os modos de vibração antes e após o surgimento do dano.
Em tal trabalho, esse índice foi utilizado tanto para identificar diversos cenários de dano com
atuação individual na estrutura quanto para múltiplos danos, sendo que neste caso a metodologia
fez uso de RNA.
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(a) Arquitetura da RNA individual. (b) Arquitetura da última RNA.
Figura 2.6: Arquiteturas de RNAs (Hakim et al., 2015).
𝛽𝑖𝑗 =
[︁(︀
Φ
′′*
𝑗𝑖
)︀2
+
∑︀(︀
Φ
′′*
𝑗𝑖
)︀2]︁ [︁∑︀(︀
Φ
′′
𝑗𝑖
)︀2]︁[︁(︀
Φ
′′
𝑗𝑖
)︀2
+
∑︀(︀
Φ
′′
𝑗𝑖
)︀2]︁ [︁∑︀(︀
Φ
′′*
𝑗𝑖
)︀2]︁ , (2.39)
onde Φ′′𝑗𝑖 ( Φ
′′*
𝑗𝑖 ) se refere à segunda derivada do modo de vibração do elemento “j” em relação
ao modo de vibração “i” da viga sem dano (ou, com dano). Assim, os valores dos índices 𝛽𝑖𝑗
são calculados ao longo da estrutura e tais valores alimentarão os neurônios de entrada da RNA
“i”.
Como parte da metodologia daquela pesquisa, modelos experimentais e numéricos foram
realizados. No tocante ao modelo experimental, buscaram determinar a ação máxima a se aplicar
para garantir que a análise seja realizada no regime elástico linear. A partir dessa delimitação,
modelos numéricos foram desenvolvidos, sendo que os danos gerados são referentes à redução
do módulo de elasticidade. Os danos foram representados como porcentagens de redução da
rigidez estrutural e, no total, quatro magnitudes de danos foram inseridas: 10,00%, 15,00%,
20,00% e 25,71% (referente à redução máxima da rigidez). Estes, portanto, são os 𝑡𝑘, definidos
na Sec. 2.1.4.2.
A partir da delimitação proporcionada pelo modelo experimental, modelos numéricos
foram utilizados para que os modos de vibração fossem determinados nos cenários com danos
individuais, em cada modelo, e com danos múltiplos - no máximo dois.
Especificamente no caso de cenários com danos múltiplos, a RNA foi utilizada por meio
da ferramenta Matlab® que possui o pacote pronto “ANN Tool” que é apropriado para tal fim,
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sendo que a arquitetura da rede neural foi composta por nós de entrada, uma camada oculta
e uma camada de saída. Além disso, a entrada foi composta por nove nós (um nó para cada
valor de 𝛽 ao longo da viga e em cada modelo) e nove neurônios na camada de saída (um
neurônio para cada porcentagem de dano ao longo da viga e em cada modelo). A quantidade de
neurônios na camada oculta foi determinada a partir da análise do fator R durante o treinamento
e pela aplicação da técnica do erro quadrático médio (Mean Square Error - MSE) que avaliou
a diferença entre o valor real e o valor encontrado; soma-se a isso, o uso do algoritmo BP. De
acordo com a pesquisa, os melhores resultados ocorreram quando 10 neurônios formaram a
camada oculta.
De fato, a metodologia proposta por Tan et al. (2017) gerou resultados satisfatórios para
os exemplos mostrados. Contudo, não foi avaliado: se tal técnica, que envolve o uso das segun-
das derivadas dos modos de vibração, é mais promissora do que as técnicas tradicionais que
usam tanto as frequências naturais quanto os modos de vibração; se há aumento de precisão
considerável ao se utilizar mais modos de vibração; se a metodologia é satisfatória na detecção
de pequenos danos (inferiores à 10%);
Frisa-se que esta Tese não faz uso de pacotes prontos, o que permite inserções de novos
processos e técnicas.
2.2.2 Algoritmos de treinamento não-adaptativos e adaptativos para MLP
Entre todos os algoritmos de RNA existentes, o MLP é, indubitavelmente, um dos mais
conhecidos e aplicados em problemas que envolvem reconhecimento de padrões. Embora as-
pectos matemáticos e teóricos tenham sido apresentados na Sec. 2.1.4, é importante ressaltar
que o MLP se enquadra no rol de ferramentas cujo aprendizado é supervisionado, possuindo
duas fases importantes: treinamento (ou aprendizado) e teste (ou classificação); ou seja, uma
matriz de dados (dataset) para fins de aprendizado e teste, que relaciona os danos aos respec-
tivos parâmetros modais da estrutura danificada, precisa ser construída para que a rede neural
seja “alimentada” por informações da estrutura naqueles estágios. Assim, uma classificação de
dano (ou “etiqueta”) é atribuída previamente a amostra que contém os parâmetros modais da
estrutura danificada (Worden e Dulieu-Barton, 2004).
Anterior à fase de testes, a fase de treinamento, via MLP, tem importância fundamental
para a correta classificação dos danos. Como força motriz dessa etapa, o algoritmo de retropro-
pagação de erros é usado para executar a aprendizagem da RNA, a partir da minimização da
função de erro pelo método clássico SGD (Robbins e Monro, 1951).
Como já mencionado, o algoritmo SGD é classificado como um método de primeira or-
dem e permite que a atualização dos parâmetros da RNA ocorra dinamicamente à medida que a
amostra é coletada e anexada à matriz de dados, favorecendo o monitoramento estrutural contí-
nuo e em tempo real. Contudo, é razoável afirmar que quanto mais amostras estão disponíveis
para treinamento, melhor é a aprendizagem da rede e maior é o tempo necessário para executar
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esta etapa.
Nesse aspecto, é preciso superar o baixo desempenho de convergência do SGD. Diante
disso, alguns algoritmos, baseados em SGD, têm sido desenvolvidos com a proposta de, além
de garantir a convergência, possuir desempenho superior, mas mantendo a simplicidade da im-
plementação computacional, impreterivelmente. No entanto, a grande maioria deles ainda não
foram avaliados no tocante ao diagnóstico de estruturas, mas serão tratados nesta Tese. Apesar
de serem detalhados em momento oportuno, é possível antecipar que tais algoritmos podem ser
classificados em dois tipos:
1. não-adaptativos:
∙ SGD: proposto por (Robbins e Monro, 1951), é o otimizador clássico para aprendi-
zagem de RNAs e será utilizado como referência para comparação de desempenho
com os outros algoritmos.
∙ SGDM - SGD acrescido do termo de Momentum (Rumelhart et al., 1986): tende a
ser um algoritmo com desempenho melhor que o SGD, sendo que Pandey e Barai
(1995) utilizaram este otimizador para realizar o diagnóstico em estruturas de pon-
tes treliçadas. Além disso, a função sigmoidal foi usada como função de ativação e
não houve diferença significativa ao usar uma ou duas camadas ocultas na análise.
Mehrjoo et al. (2008) também o adotaram para diagnosticar danos estruturais em
treliça simples e em ponte treliçada real. A função sigmoidal também foi aplicada
para ativar todos os neurônios da rede neural. Li et al. (2019) avaliaram o efeito de
acúmulo de danos em membros estruturais da madeira por MLP com SGDM e ape-
nas uma camada oculta. Como procedimento incomum, foi utilizada a função tanh,
para a camada oculta, e SoftPlus para a camada de saída. Uma característica comum
desta pesquisa, com as demais citadas nesta seção, é que não houve comparação
de desempenhos entre os vários otimizadores disponíveis até a elaboração de tais
trabalhos.
∙ NES - NESterov (Nesterov, 1983): Tang et al. (2017, 2018) aplicaram este algo-
ritmo para desenvolver diagnóstico em sistema mecânico de máquinas rotativas.
Shen et al. (2019) também o aplicaram em diagnóstico de falhas em máquinas ro-
tativas, usando o conjunto de dados do espectro de frequências como entradas para
o estágio de aprendizado profundo e a ativação dos neurônios ocorreu pela função
sigmoidal. Em todos estes trabalhos, não houve comparação entre os diversos algo-
ritmos de treinamento já disponíveis naquele período. Vale complementar que não
foram detectadas pesquisas sobre SHM de estruturas civis baseadas em reconheci-
mento de padrões via NES, e outros recursos abordados na presente pesquisa.
2. adaptativos:
∙ ADAGRAD - ADAptive GRADient (Duchi et al., 2011): apesar dos benefícios con-
ceituais, esse método ainda não atraiu grande atenção dos pesquisadores. Como re-
sultado, poucas pesquisas aplicadas foram desenvolvidas, por exemplo: representa-
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ção de palavras (Pennington et al., 2014); Transformadores de potência imersos em
óleo (Ou et al., 2019); máquinas rotativas (Gong et al., 2019). Além disso, nestas
pesquisas, a aplicação de ADAGRAD geralmente está vinculada a outros tipos de
redes neurais, funções de ativação, etc. Até o presente momento, não foi encontrada
nenhuma aplicação deste otimizador, em diagnóstico de falhas de estruturas civis.
∙ ADADELTA - ADAptive learning method (Zeiler, 2012): o trabalho original avalia o
desempenho do ADADELTA com várias arquiteturas de redes neurais, sendo que o
processamento ocorreu tanto em um único computador quanto em um ambiente de
cluster distribuído1. Foram comparados resultados obtidos pelos algoritmos SGD,
SGDM e ADAGRAD. O treinamento foi desenvolvido em conjuntos de dados de
imagem e voz. Dos métodos destacados até aqui, tal pesquisa não levou em consi-
deração apenas o NES no rol de comparações, o que pode ser considerado uma falha
de procedimento, tendo em vista que este otimizador pode obter resultados muito
interessantes em diversas situações. O ADADELTA foi recentemente utilizado para
diagnosticar falhas em rolamentos, conforme atestam Gong et al. (2019) e Jian et al.
(2019), a partir de medidas de vibração. Até o momento, não foram encontradas
pesquisas onde essa técnica de otimização é aplicada para diagnosticar danos em
estruturas civis.
∙ RMSPROP - Root Mean Square PROPagation (Hinton e Tieleman, 2012): não foram
encontradas aplicações deste método em diagnóstico estrutural e em qualquer outro
problema de engenharia.
∙ ADAM - ADAptive Moment (Kingma e Ba, 2014): apesar dos seus benefícios con-
ceituais, poucas pesquisas aplicadas foram desenvolvidas, por exemplo: Transfor-
madores de potência imersos em óleo (Ou et al., 2019); e, máquinas rotativas (Gong
et al., 2019). Além disso, em tais pesquisas, a aplicação do método está vinculada a
outros tipos de redes neurais, funções de ativação, etc. Até o momento, não foram
encontradas aplicações de ADAM para diagnóstico de falhas em estruturas.
∙ NADAM - Aplicação de NES em ADAM (Dozat, 2016) - como aplicações práticas
deste método, o autor deste otimizador realizou análise tanto em linguística quanto
em reconhecimento de imagens. Qiao et al. (2018) usou esse algoritmo para realizar
monitoramento da saúde de máquinas via Redes Neurais Convolucionais (RNC) e
outras ferramentas, sendo que foram usadas funções de ativação clássicas. Diante
disso, embora as pesquisas em monitoramento de saúde de máquinas, com este oti-
mizador, ainda estejam em fase incipiente, trabalhos relacionados ao diagnóstico de
estruturas civis, com este método, não foram encontrados.
As referências supracitadas foram relevantes em desenvolver técnicas que atendessem
seus objetivos de reconhecer padrões ou detectar e diagnosticar danos. No entanto, não pro-
moveram metodologias que permitissem o monitoramento contínuo e em tempo real, o que é
1Trata-se de conjunto de computadores que trabalham juntos em um determinado processamento.
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viável a partir dos otimizadores de primeira ordem.
Com o intuito de elaborar soluções efetivas e práticas em SHM, o desenvolvimento das
metodologias propostas, neste trabalho, não pautou diversas abordagens adotadas nas pesquisas
descritas nesta Sec. 2.2. Por exemplo, as principais técnicas desconsideradas foram: a ação
humana para indicar a localização do dano, via inspeção visual; a identificação por subestruturas
e implementação de várias redes neurais, primárias e secundárias, o que elevariam sobremaneira
o esforço computacional durante o diagnóstico, etc.
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3 METODOLOGIAS PROPOSTAS PARA MONITORAMENTO ES-
TRUTURAL CONTÍNUO E EM TEMPO REAL VIA REDES NEU-
RAIS ARTIFICIAIS
Este capítulo tem a finalidade de propor algumas abordagens possíveis para diagnósticos
de estruturas via monitoramento contínuo e em tempo real.
Em linhas gerais, todas as abordagens são elaboradas tendo como base a identificação
modal do sistema, utilizando apenas as respostas dinâmicas da estrutura. Além disso, podem
ser utilizadas simulações numéricas, via modelagem dinâmica da estrutura, com o intuito de
complementar a análise experimental de estruturas reais. Para o diagnóstico propriamente dito,
utilizam-se RNAs com o intuito de reconhecer e classificar padrões, levando em consideração
algoritmos de treinamento de primeira ordem não-adaptativos e adaptativos.
3.1 Metodologia I - Abordagem idealizada para treinamento, in-office, da RNA e
o monitoramento de estruturas
A metodologia proposta nesta seção vislumbra uma situação ideal ao considerar que o
dataset seja construído via modelagem numérica de diversos cenários de danos estruturais,
ainda na etapa de projeto da estrutura, sendo que os parâmetros modais (frequências e modos de
vibração) são fornecidos diretamente pelo programa onde a estrutura foi modelada para análise.
Para tanto, muitas ferramentas computacionais que modelam numericamente as estruturas estão
disponíveis e são, atualmente, utilizadas.
Normalmente, as estruturas são modeladas em MEF, que está implementado em inúmeros
programas computacionais - comerciais ou de uso livre, viabilizando a análise estrutural estática
e dinâmica, o que possibilita o dimensionamento e verificação da estrutura concebida de forma
célere.
Em situações de cálculo estrutural, é comum que a obtenção dos parâmetros modais esteja
associado à verificação tanto do conforto da estrutura ao usuário quanto das deformações. Se as
magnitudes desses parâmetros infringem os limites impostos pelas normas vigentes, a estrutura
será redimensionada. Contudo, o que se estimula nesta metodologia é um propósito ainda mais
peculiar: inserir cada cenário de dano no modelo numérico e obter os parâmetros modais do
sistema correspondente e, após a construção de uma matriz de amostras, uma RNA deve ser
capacitada para realizar o diagnóstico de estruturas reais, no instante em que novas amostras
sejam adquiridas, a partir do seu monitoramento contínuo.
Um dos desafios propostos é justamente a prática da modelagem avançada que alguns
programas modernos estão aptos a realizar, mas que pode exigir uma habilidade maior ao enge-
nheiro calculista. Como exemplo, podemos citar a modelagem de uma ponte de concreto, pois
com o intuito de obtermos resultados estáticos e dinâmicos equivalentes ao que ocorre na situ-
ação real, faz-se necessário: modelar a interação solo-estrutura - levando em consideração os
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coeficientes do solo; modelar as condições de contorno - levando em consideração a deformabi-
lidade dos apoios; modelar a interação entre os elementos estruturais - levando em consideração
a modificação da rigidez ao longo do tempo (ex.: seção composta: viga + laje do tabuleiro); mo-
delar corretamente as ações ambientais (ex.: mudança de temperatura, ação do vento, etc.), entre
outras situações reais que devem ser levadas em consideração durante a modelagem.
Esta metodologia, conforme fluxograma apresentado na Fig. 3.1, leva em consideração
a atividade futura de monitoramento da estrutura baseado em medidas de vibração, durante a
“Etapa de projeto”, tendo em vista que a modelagem numérica é desenvolvida para fins de
análise estática e dinâmica. Nesta última análise, o projetista poderá modelar diversos cenários
de danos ao longo da estrutura e, com isso, para cada cenário, serão obtidos os parâmetros
modais da estrutura correspondentes ao dano.
Concepção
estrutural
Modelagem numérica
por MEF
Análise estrutural
Estática
Dinâmica
Cenários de danos
modelados
Identificação dos 
parâmetros modais
Treinamento da 
RNA
Cálculo dos pesos
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Etapa de 
projeto
Monitoramento da 
estrutura em serviço
Execução da estrutura
Instalação de 
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(d,v,a)
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Diagnóstico estrutural
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Não
Sim
Localização e classificacão
do dano pela RNA
Estratégia de
manutenção
Figura 3.1: Esquema da metodologia I proposta.
No final dessa fase, todos os cenários de danos, nos quais constam as localizações e as
severidades de cada dano modelado, juntamente com os respectivos parâmetros modais conse-
quentes, formarão um dataset que fornecerá os dados necessários para o treinamento da MLP e
calibragem dos parâmetros neurais.
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A próxima etapa é a “Execução da estrutura” que deverá ser desenvolvida conforme o
projeto executivo de estruturas elaborado anteriormente. Assim, a “Instalação de sensores in-
teligentes” poderá ser executada, viabilizando o “Monitoramento da estrutura em serviço”
que deverá coletar continuamente respostas dinâmicas em termos de séries temporais, como
por exemplo: acelerações (a), velocidades (v) ou deslocamentos (d). Com estas respostas sendo
coletadas, em tempo real, uma equipe, que não necessariamente está in-loco, monitora a es-
trutura e pode selecionar os sinais de resposta, durante algum intervalo de tempo. Com isso,
a “Aplicação de COV-SSI” possibilitará a identificação dos parâmetros modais, referentes à
situação atual da estrutura.
Ao alimentar a rede treinada com os parâmetros modais experimentais determinados,
ocorrerá o “Diagnóstico estrutural via RNA”. No caso do sistema acusar que não há dano,
o monitoramento estrutura continuará em operação. Contudo, se for detectado a ocorrência de
dano, o sistema indicará a “Localização e classificação do dano pela RNA”. A partir da verifica-
ção, pela equipe de monitoramento, da veracidade da resposta, deverá ser elaborado um relatório
técnico em que consta o “Prognóstico por engenheiro estrutural”, sendo que a “Estratégia
de manutenção” será apresentada e discutida .
Ao longo do processo de discussão sobre a solução técnica a adotar, a estrutura continuará
em monitoramento. Além disso, se for verificada a ocorrência de um dano não catalogado, o
mesmo poderá atualizar o dataset de danos, acrescentando tanto a sua localização e classificação
quanto os respectivos parâmetros modais da estrutura danificada. Ou seja, o dataset poderá estar
em constante atualização.
Indubitavelmente, a atualização do dataset implicará em atualização dos pesos sinápti-
cos. Neste trabalho, propõe-se que esse processo seja feito de forma inteligente, via algoritmos
de primeira ordem não-adaptativos ou adaptativos, que permitem, organicamente, reavaliar os
pesos sinápticos apenas com os novos dados coletados; ou seja, não é necessário desenvolver
um novo treinamento da MLP, levando em conta todas as amostras do dataset, o que poderia
gerar um custo computacional elevado, dependendo da quantidade de dados armazenados. Os
otimizadores envolvidos neste processo serão abordados no Cap. 4.
Vale mencionar que a partir da vasta aplicação desta metodologia nos projetos, os desen-
volvedores de programas de análise estrutural poderão ser motivados a elaborar maneiras que
possibilitem a simulação de danos, conforme apresentado, de forma mais automatizada, a partir
dos critérios adotados pelo engenheiro calculista. Esta tarefa, com as ferramentas atuais, pode
ser hercúlea.
É importante destacar, neste momento, que os “sensores inteligentes”, supramencionados,
estão em fase de desenvolvimento pelo grupo de pesquisa coordenado pelo orientador desta
Tese. Além destes sensores, o desenvolvimento de um sistema de controle também faz parte
do escopo de pesquisa de tal grupo. Diante disso, as técnicas, aqui propostas, tendem a agregar
esforços complementares no sentido de promover diagnóstico inteligente de danos em estruturas
civis.
53
3.2 Metodologia II - Abordagem idealizada para o diagnóstico estrutural contí-
nuo e em tempo real de estruturas em operação
Esta metodologia, esquematizada na Fig. 3.2, está relacionada ao monitoramento de estru-
turas que não tenham sido alvo de modelagem dinâmica dos diversos cenários de danos durante
a fase de projeto, por não ser uma prática cultural dos projetistas de estruturas ou por limitações
computacionais. Logo, esta caracterização engloba boa parte das grandes estruturas civis em
operação.
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Figura 3.2: Esquema da metodologia II proposta.
É válido ressaltar que a prática consolidada de reconhecimento e classificação de padrões
se viabilizou computacionalmente há algumas décadas com o surgimento dos computadores.
Isto permite afirmar que mesmo se houvesse a modelagem dos danos estruturais, em algumas
décadas atrás, como proposto neste trabalho, tal análise seria bastante desafiadora para o proje-
tista, mas isso foi amenizado, ao longo do tempo, com o avanço computacional, em termos de
desenvolvimento tanto em hardware quanto em software.
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Atualmente, existem inúmeras estruturas civis que foram projetadas com base em normas
que já se encontram ultrapassadas. Muitas dessas estruturas ainda não passaram por um processo
de reavaliação de segurança. No caso, as grandes estruturas, como pontes, viadutos e barragens,
deveriam possuir um plano permanente de monitoração, tendo em vista que a possível ruptura
da estrutura poderia proporcionar grandes danos humanos e materiais.
Assim, esta metodologia é adequada para “Estrutura em serviço” e que não tenha sido
modelada dinamicamente com o intuito de construir um dataset com cenários de danos, sendo
que neste caso, existem duas ações imediatas que podem ser aplicadas simultaneamente.
A primeira ação é a “Instalação de sensores inteligentes na estrutura”, a partir do qual
será desenvolvido o “Monitoramento dinâmico da estrutura em serviço”. Nesta etapa, serão
coletados os sinais de resposta da estrutura e, após aplicação da técnica COV-SSI/Ref, os parâ-
metros modais serão calculados. A segunda ação é a “Modelagem numérica da estrutura”,
na qual os parâmetros modais simulados serão obtidos.
A partir dos resultados destas duas ações, ocorrerá a “Análise e calibração entre os resul-
tados numéricos e experimentais”, sendo que se não houver a validação destes resultados, será
necessário remodelar, numericamente, a estrutura e reanalisar o ensaio. No caso de validação,
o modelo numérico corresponde à estrutura atual. Logo, será possível realizar a “Modelagem
dos cenários de danos” e construir o dataset, no qual a localização e classificação de cada
dano estará relacionada aos parâmetros modais da estrutura modelada. A partir deste dataset, o
treinamento via RNA pode ser executado.
Com a rede treinada, os parâmetros sinápticos são calibrados e estarão aptos a reali-
zar o diagnóstico, a qualquer momento, a partir dos parâmetros modais medidos na etapa
‘‘Monitoramento da estrutura em tempo real”, o que permitirá o “Diagnóstico estrutural
via treinamento de RNAs”. A partir disso, executa-se a etapa “Prognóstico por engenheiro
de estruturas” para que a “Estratégia de manutenção” seja definida.
Em casos reais, no tocante ao diagnóstico de danos em estruturas existentes e em plena
operação, é viável questionar: como garantir que não há danos na estrutura de referência no iní-
cio do monitoramento? Neste aspecto, inúmeros fatores podem dificultar respostas práticas em
relação a este questionamento, a partir das metodologias propostas, tais como: inacessibilidade
ao projeto original, possíveis intervenções estruturais ao longo do tempo que descaracterizaram
a concepção original, etc.
Diante dessa reflexão, é importante destacar que, a rigor, não há exigência técnica que de-
limite a aplicação das ferramentas, aqui propostas, em estrutura saudável, tão somente. Contudo,
para a estrutura existente ser definida como referência, é desejável que se tenha compreensão
clara do seu estado de saúde atual, sendo que os danos, se porventura existirem, sejam conheci-
dos e estejam inertes, não interferindo criticamente no desempenho estrutural. Diante disso, em
caso de habilitação da estrutura à situação de referência e aplicação das metodologias propostas,
a evolução dos danos existentes será monitorada, bem como o surgimento de novos danos.
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3.3 Metodologia III - Abordagem proposta complementar para o monitoramento
em tempo real e aprendizado contínuo
Como mencionado anteriormente, a razão para adotar métodos de primeira ordem como
algoritmos de aprendizagem, deve-se ao fato desta técnica viabilizar, em virtude da sua funda-
mentação matemática, o monitoramento em tempo real, possibilitando o aprendizado contínuo,
de uma estrutura em serviço. Este processo está descrito logo a seguir.
Após o treinamento da RNA, a partir das amostras que compõem o dataset da estrutura,
os parâmetros da rede (pesos sinápticos e bias) estão calibrados para eventual processo de di-
agnósticos dos danos. Logo, quando alguma nova amostra é coletada, in-loco, basta aplicá-la
para etapa de classificação e o diagnóstico do dano será efetuado pela RNA treinada. Diante
disso, se o dano for detectado e, além disso, for constatado que ele não esteja catalogado na
matriz de dados, tal amostra poderá ser incluída na matriz e os parâmetros da rede neural serão
recalibrados com menor esforço computacional em comparação com a prática dos algoritmos
de segunda ordem tradicionais.
Na Fig. 3.3, apresenta-se o processo de calibragem dos parâmetros da rede (W e b), via
MLP. Como o treinamento é supervisionado e baseado nos parâmetros modais de cada amostra
vinculada a cada dano, faz-se necessário obter vários cenários de dano para que a aprendizagem,
via BP, ocorra de forma efetiva a partir de cada amostra que alimentará a rede neural, de época
à época, até que os critérios preestabelecidos sejam alcançados, conforme supracitado.
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Figura 3.3: Obtenção dos parâmetros calibrados pelo processo de treinamento.
Na Fig. 3.4, o procedimento relacionado ao monitoramento estrutural contínuo e em
tempo real, tal como proposto, é ilustrado. Portanto, após a obtenção dos parâmetros calibrados,
é possível monitorar continuamente a estrutura em serviço. Quando o dano é detectado, ele deve
ser investigado para que seja possível caracterizar sua localização e severidade. Naturalmente,
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é importante destacar que a RNA não substitui o engenheiro calculista que detém a prerrogativa
de certificar os danos e, consequentemente, desenvolver um prognóstico estrutural.
1 2 3 4 5 6 7 n-1 n
Cenário s+1
Coletar on-line
?
Parâmetros calibrados: 
          [W],{b}
Diagnóstico: 
existe dano?
Não
  Continuar
monitorando!
Sim
Localização e classificação 
do dano "?"
Prognóstico de
um projetista
Estratégia de
manutenção
Figura 3.4: Atualização on-line dos parâmetros da RNA.
Os algoritmos de otimização de primeira ordem, não-adaptativos e adaptativos, são ade-
quados para viabilizar esta proposta. Diante da importância em apresentá-los, lhes será dada
uma maior ênfase no próximo capítulo, Cap. 4.
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4 ALGORITMOS DE APRENDIZAGEM NÃO-ADAPTATIVOS E
ADAPTATIVOS
Nesta seção, discute-se um conjunto de algoritmos de otimização de primeira ordem apli-
cados ao treinamento da MLP. Uma das particularidades desses algoritmos é que eles são adap-
tações desenvolvidas a partir do método SGD, mas com o intuito de aprimorar seu desempenho
computacional.
O desenvolvimento de cada algoritmo visa melhorar algumas características do método
SGD. Este método clássico tem como desvantagens: escala uniformemente o gradiente em to-
das as direções (Luo et al., 2019), o que implica que pode convergir lentamente; a habilidade e
atenção do usuário são necessárias para inicializar corretamente os parâmetros neurais e esco-
lher, de forma apropriada, a taxa de aprendizagem para evitar “ponto de sela indesejado” (Lee
et al., 2016).
Diante disso, algoritmos de treinamento, que superem o desempenho promovido pelo
SGD, têm sido propostos por diversos pesquisadores. Como o foco deste trabalho se encontra
na aplicação inovadora da maioria destas técnicas ao otimizar o diagnóstico estrutural, a teoria
matemática que fundamenta cada algoritmo não será apresentada; mas, pode ser acessada nas
pesquisas que originam cada otimizador. Com base nessa perspectiva e em virtude da peculiar
inexistência de literatura técnica com formulações adequadamente apropriadas para inserção
desses algoritmos em MLP, este trabalho também contribui ao adequar e descrever os otimiza-
dores de maneira conveniente, apresentando os pseudocódigos no Apêndice B.
É importante destacar que os algoritmos serão classificados, a seguir, sob o aspecto de
como tratam a taxa de aprendizagem, por exemplo. Logo, serão rotulados como algoritmos
não-adaptativos ou adaptativos.
4.1 Algoritmos de treinamento não-adaptativos
Os algoritmos não-adaptativos têm a característica de manter a taxa de aprendizagem
constante em todas as épocas, independente da apresentação de novas amostras. Assim, a taxa
se mantém fixa não levando em conta qualquer informação de como os parâmetros neurais
estão se modificando ao longo das iterações. A seguir, serão tratados os principais algoritmos
não-adaptativos.
4.1.1 SGD + termo de momentum - SGDM
Apesar da convergência garantida, o SGD pode apresentar lentidão no processo de apren-
dizado, principalmente devido a descidas mais íngremes em uma direção e menos acentuadas
em outras direções, bem como à interferência que ocorre na aprendizagem ao associar descidas
íngremes ao treinamento de padrões distintos (Sutton, 1986).
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Sabe-se que a taxa de aprendizagem, 𝜂, está relacionada à velocidade de convergência
da rede; porém, não se pode associar, diretamente, o aumento da magnitude desse parâmetro
com uma maior velocidade de aprendizado, pois inconvenientes, como oscilações indesejadas
que atrasam ou impedem o aprendizado da rede na tentativa de encontrar a solução ideal, são
passíveis de acontecer. Diante desta problemática e com o intuito de acelerar o processo de
aprendizado, inclusive com a possibilidade de aumentar o valor de 𝜂, sem implicar em difi-
culdades de convergência durante o treinamento, Rumelhart et al. (1986) propuseram mudar a
forma de como os parâmetros neurais são atualizados (vide o núcleo de aprendizagem - Eqs.
2.31 a 2.34), desenvolvendo o algoritmo SGDM que, matematicamente, é expresso por meio
das Eqs. 4.1 e 4.2.
𝑚𝑞+1 = 𝛼𝑚𝑞 − 𝜂∇𝑃𝐽 (𝑃𝑞) (4.1)
𝑃𝑞+1 = 𝑃𝑞 + 𝑚𝑞+1 (4.2)
onde o termo do momentum (𝑚𝑞) representa a velocidade de atualização do parâmetro obser-
vado (𝑃 : 𝑊 ou 𝑏), entre o instante atual (𝑞) e o anterior (𝑞 − 1), sendo que essa velocidade é
controlada pela taxa de momentum, 𝛼. A magnitude da influência do gradiente local para deter-
minar o termo atualizado (𝑚𝑞+1) será controlada por 𝜂. O parâmetro atualizado (𝑊 ou 𝑏), em
𝑞 + 1, será determinado após o cálculo da velocidade de atualização de 𝑞 − 1 para 𝑞.
Ao adaptar o SGD, Algoritmo 1 (Apêndice B), representado pelo núcleo de aprendiza-
gem supracitado, os parâmetros neurais via SGDM serão atualizados pelas Eqs. 4.3 a 4.6. Com
essa nova parcela acrescida, o processo de aprendizagem ocorrerá de forma mais rápida e as
oscilações podem ser atenuadas ou eliminadas. Além disso, a implementação computacional
é imediata, substituindo aquele núcleo de aprendizagem pelas expressões a seguir e conforme
exposto no Algoritmo 2 (Apêndice B).
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(2)
𝑘,𝑗,𝑞+1 = 𝑊
(2)
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𝑏
(2)
𝑞+1 = 𝑏
(2)
𝑞 + 𝛼 ·
(︁
𝑏(2)𝑞 − 𝑏(2)𝑞−1
)︁
− 𝜂 · 𝛿(2) (4.4)
𝑊
(1)
𝑗,𝑖,𝑞+1 = 𝑊
(1)
𝑗,𝑖,𝑞 + 𝛼 ·
(︁
𝑊
(1)
𝑗,𝑖,𝑞 −𝑊 (1)𝑗,𝑖,𝑞−1
)︁
− 𝜂 · 𝛿(1) · 𝐼𝑖 (4.5)
𝑏
(1)
𝑞+1 = 𝑏
(1)
𝑞 + 𝛼 ·
(︁
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4.1.2 SGDM + Nesterov - NES
Na prática, o algoritmo SGDM tem como desvantagem a impossibilidade de descobrir se
a próxima iteração tende a avançar em direção à solução ideal ou se passou o mínimo local.
Para tornar esse método de otimização mais “inteligente”, Nesterov (1983) propôs uma técnica
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adequada para superar esse problema seguindo matematicamente os conceitos abaixo:
𝑚𝑞+1 = 𝛼𝑚𝑞 − 𝜂∇𝑃𝐽 (𝑃𝑞 + 𝛼𝑚𝑞) (4.7)
𝑃𝑞+1 = 𝑃𝑞 + 𝑚𝑞+1 (4.8)
Nesta Tese, adota-se a aproximação proposta por Bengio et al. (2013) para equacionar o
NES, por meio das Eqs. 4.9 a 4.12. Dada a semelhança com a formulação da Seção 4.1.1, fica
evidente a facilidade de implementação computacional do novo núcleo de aprendizagem.
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Ao não fazer uso do rigor matemático, que pode ser encontrada nos artigos originais, a
abordagem geométrica de NES é ilustrada e comparada aos demais algoritmos não-adaptativos
na Fig. 4.1, como forma de explicar cada processo de atualização dos parâmetros neurais.
P1
P2
P0

J(P  )1


J(P  )0
 
P1
P2
P0 J(P  )0
m1

m
2


J(P  )1
 P1
P0
P2
m1 m2

J(P  )0


J(P +am  )
1
1

Figura 4.1: SGD (esquerda) x SGDM (centro) x NES (direita).
Como observado, o comportamento do NES é diferente de SGDM. Em relação ao NES, a
partir do parâmetro atual (𝑊𝑞 ou 𝑏𝑞) e conhecendo o parâmetro anterior (𝑊𝑞−1 ou 𝑏𝑞−1 ), essa
técnica calcula o vetor resultante entre esses dois momentos, guiando a alteração do caminho
para uma posição intermediária, onde o gradiente será calculado, corrigindo o caminho para o
próximo parâmetro (𝑊𝑞+1 ou 𝑏𝑞+1). Para mais detalhes sobre a implementação, o Algoritmo 3
(Apêndice B) pode ser acessado.
No caso de SGDM, o gradiente é calculado no início do parâmetro atual e, após obter
a posição intermediária, a orientação anterior será calculada para corrigir o caminho para o
parâmetro atualizado. Esses procedimentos indicam que o NES, com base no conhecimento
prévio da orientação do caminho percorrido, tende a buscar um procedimento de convergência
mais eficiente e estável que o SGDM.
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4.2 Algoritmos de treinamento adaptativos
Os algoritmos adaptativos têm como característica principal a modificação dinâmica da
taxa de aprendizagem. Assim, alguns algoritmos promissores, para o uso em SHM, serão desta-
cados a seguir.
4.2.1 ADAptive GRAdient - ADAGRAD
Conceitualmente, os algoritmos de treinamento não-adaptativos têm, como desvantagem
comum, o uso de taxas de aprendizagem e momentum constantes em todas as iterações necessá-
rias até atingir a convergência. No entanto, os parâmetros neurais - 𝑊 (1), 𝑏(1), 𝑊 (2) e 𝑏(2) - têm
características individuais e particulares que os tornam independentes um do outro. Logo, por
hipótese, a maneira como as variáveis são atualizadas deve ser customizada para cada parâmetro
e em cada iteração.
Para superar a desvantagem supracitada, Duchi et al. (2011) desenvolveu um método que
incorporou sutilmente o conhecimento particular de cada variável em cada época, tornando o
aprendizado adaptável dinamicamente. Esse método foi chamado de ADAGRAD e sua formula-
ção é apresentada nas Eqs. 4.13 a 4.16, estando apta para substituir o núcleo de aprendizagem
do SGD.
𝑊
(2)
𝑘,𝑗,𝑞+1 = 𝑊
(2)
𝑘,𝑗,𝑞 −
𝜂√︁
𝑑𝑊
(2)
𝑞+1 + 𝜖
}
(︀
𝛿(2) · ℎ𝑗
)︀
(4.13)
𝑏
(2)
𝑞+1 = 𝑏
(2)
𝑞 −
𝜂√︁
𝑑𝑏
(2)
𝑞+1 + 𝜖
}
(︀
𝛿(2)
)︀
(4.14)
𝑊
(1)
𝑗,𝑖,𝑞+1 = 𝑊
(1)
𝑗,𝑖,𝑞 −
𝜂√︁
𝑑𝑊
(1)
𝑞+1 + 𝜖
}
(︀
𝛿(1) · 𝐼𝑖
)︀
(4.15)
𝑏
(1)
𝑞+1 = 𝑏
(1)
𝑞 −
𝜂√︁
𝑑𝑏
(1)
𝑞+1 + 𝜖
}
(︀
𝛿(1)
)︀
(4.16)
A regra de atualização do ADAGRAD prevê a adaptação da taxa de aprendizagem pelas
Eqs. 4.17 a 4.20, atualizando os parâmetros intrinsecamente relacionados à variável, em ques-
tão, a cada instante “q”. Devido à possibilidade de o denominador assumir valor “zero”, pode-se
adotar uma pequena constante, 𝜖 = 10−8, evitando a singularidade numérica. Ressalta-se que o
operador “}” realiza multiplicação especial mais conhecida como “element-wise”1.
𝑑𝑊
(2)
𝑞+1 = 𝑑𝑊
(2)
𝑞 +
[︀(︀
𝛿(2) · ℎ𝑗
)︀
}
(︀
𝛿(2) · ℎ𝑗
)︀]︀
(4.17)
1Também conhecida como Produto de Hadamard.
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𝑑𝑏
(2)
𝑞+1 = 𝑑𝑏
(2)
𝑞 +
(︀
𝛿(2) } 𝛿(2)
)︀
(4.18)
𝑑𝑊
(1)
𝑞+1 = 𝑑𝑊
(1)
𝑞 +
[︀(︀
𝛿(1) · 𝐼𝑖
)︀
}
(︀
𝛿(1) · 𝐼𝑖
)︀]︀
(4.19)
𝑑𝑏
(1)
𝑞+1 = 𝑑𝑏
(1)
𝑞 +
(︀
𝛿(1) } 𝛿(1)
)︀
(4.20)
A taxa de aprendizagem é atualizada democraticamente em todas as direções, mas a adap-
tação leva em consideração o conhecimento prévio de atualizações anteriores. Acima de tudo,
esse método tende a promover a adaptação de 𝜂, com atualizações maiores, em direções gradi-
entes que foram observadas com menor frequência. Para direções de gradiente mais frequentes,
as atualizações ocorrem em intensidades mais baixas (Ruder, 2016; Berrada et al., 2017).
O pseudocódigo, referente a este otimizador, encontra-se no Algoritmo 4 (Apêndice B).
4.2.2 ADAptive learning method - ADADELTA
É interessante notar que se todos os termos das Eqs. 4.17 a 4.20 forem sempre positivos,
é evidente que o resultado acumulado tende a aumentar indefinidamente durante o treinamento,
implicando uma redução rigorosa na capacidade de aprender. Além disso, embora o método
ADAGRAD possa fornecer resultados interessantes, ele ainda depende da capacidade do usuário
de definir manualmente 𝜂.
Como alternativa capaz de superar alguns problemas comuns e intrínsecos aos algoritmos
anteriores, como a necessidade de se configurar manualmente a taxa de aprendizagem (por
exemplo: SGD, SGDM, NES, ADAGRAD) e o possível decaimento contínuo do aprendizado
inerente ao último algoritmo, Zeiler (2012) desenvolveu o método ADADELTA que reúne alguns
conceitos importantes desses otimizadores.
Por exemplo, a regra geral de atualização dos pesos e bias é a mesma utilizada por todos
os métodos de otimização supra-mencionados, conforme descrito nas Eqs. 4.21 a 4.24.
𝑊
(2)
𝑘,𝑗,𝑞+1 = 𝑊
(2)
𝑘,𝑗,𝑞 + ∆𝑊
(2)
𝑞+1 (4.21)
𝑏
(2)
𝑞+1 = 𝑏
(2)
𝑞 + ∆𝑏
(2)
𝑞+1 (4.22)
𝑊
(1)
𝑗,𝑖,𝑞+1 = 𝑊
(1)
𝑗,𝑖,𝑞 + ∆𝑊
(1)
𝑞+1 (4.23)
𝑏
(1)
𝑞+1 = 𝑏
(1)
𝑞 + ∆𝑏
(1)
𝑞+1 (4.24)
A princípio, o último termo de cada equação é calculado de forma semelhante ao indicado
no método ADAGRAD com a diferença de que a taxa de aprendizagem deixou de ser conside-
rada, como se pode ver nas Eqs. 4.25 a 4.28.
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∆𝑊
(2)
𝑞+1 = −
⎯⎸⎸⎷∆2𝑊 (2)𝑞 + 𝜖
𝑑𝑊
(2)
𝑞+1 + 𝜖
}
(︀
𝛿(2) · ℎ𝑗
)︀
(4.25)
∆𝑏
(2)
𝑞+1 = −
⎯⎸⎸⎷∆2𝑏(2)𝑞 + 𝜖
𝑑𝑏
(2)
𝑞+1 + 𝜖
}
(︀
𝛿(2)
)︀
(4.26)
∆𝑊
(1)
𝑞+1 = −
⎯⎸⎸⎷∆2𝑊 (1)𝑞 + 𝜖
𝑑𝑊
(1)
𝑞+1 + 𝜖
}
(︀
𝛿(1) · 𝐼𝑖
)︀
(4.27)
∆𝑏
(1)
𝑞+1 = −
⎯⎸⎸⎷∆2𝑏(1)𝑞 + 𝜖
𝑑𝑏
(1)
𝑞+1 + 𝜖
}
(︀
𝛿(1)
)︀
(4.28)
Como é possível perceber, uma das desvantagens mais importantes do ADAGRAD é acu-
mular a soma dos gradientes quadrados ao longo de todo o treinamento, o que pode reduzir o
nível de aprendizado da rede neural. Com base nisso, Zeiler (2012) implementou a possibilidade
de selecionar uma janela temporal, abrangendo apenas gradientes passados que serão conside-
rados e acumulados, em vez de levar em consideração todos os gradientes passados registrados
durante o treinamento. A constante residual, 𝜖, tem a mesma função citada no otimizador ante-
rior, sendo também adotada nos otimizadores a seguir.
Como melhoria para esse processo, o armazenamento dos gradientes localizados nessa ja-
nela de tempo foi substituído pela média de decaimento exponencial dos gradientes quadrados,
conforme consta nas Eqs. 4.29 a 4.32.
𝑑𝑊
(2)
𝑞+1 = 𝜌 · 𝑑𝑊 (2)𝑞 + (1− 𝜌) ·
[︀(︀
𝛿(2) · ℎ𝑗
)︀
}
(︀
𝛿(2) · ℎ𝑗
)︀]︀
(4.29)
𝑑𝑏
(2)
𝑞+1 = 𝜌 · 𝑑𝑏(2)𝑞 + (1− 𝜌) ·
(︀
𝛿(2) } 𝛿(2)
)︀
(4.30)
𝑑𝑊
(1)
𝑞+1 = 𝜌 · 𝑑𝑊 (1)𝑞 + (1− 𝜌) ·
[︀(︀
𝛿(1) · 𝐼𝑖
)︀
}
(︀
𝛿(1) · 𝐼𝑖
)︀]︀
(4.31)
𝑑𝑏
(1)
𝑞+1 = 𝜌 · 𝑑𝑏(1)𝑞 + (1− 𝜌) ·
(︀
𝛿(1) } 𝛿(1)
)︀
(4.32)
As atualizações acumuladas são consideradas da mesma forma por decaimento exponen-
cial, 4.33 a 4.36. Naturalmente, enfatiza-se a importância de acessar o trabalho original, se
houver necessidade de analisar os fundamentos matemáticos sobre essa metodologia.
∆2𝑊
(2)
𝑞+1 = 𝜌 ·∆2𝑊 (2)𝑞 + (1− 𝜌) ·
(︁
∆𝑊
(2)
𝑞+1
)︁2
(4.33)
∆2𝑏
(2)
𝑞+1 = 𝜌 ·∆2𝑏(2)𝑞 + (1− 𝜌) ·
(︁
∆𝑏
(2)
𝑞+1
)︁2
(4.34)
63
∆2𝑊
(1)
𝑞+1 = 𝜌 ·∆2𝑊 (1)𝑞 + (1− 𝜌) ·
(︁
∆𝑊
(1)
𝑞+1
)︁2
(4.35)
∆2𝑏
(1)
𝑞+1 = 𝜌 ·∆2𝑏(1)𝑞 + (1− 𝜌) ·
(︁
∆𝑏
(1)
𝑞+1
)︁2
(4.36)
O surgimento de duas novas classes de hiperparâmetros para calcular 𝑑𝑊 (𝑑𝑏) e ∆2𝑊
(∆2𝑏), em cada iteração, não gera acréscimo significativo em relação ao custo computacional.
Além disso, é claro que o conceito usado para os gradientes acumulados, Eqs. 4.29 a 4.32, e atu-
alizações acumuladas, Eqs. 4.33 a 4.36, leva em consideração a constante de decaimento, 𝜌, que
possui a mesma magnitude que a taxa de momentum, 𝛼, de SGDM e, por isso, as magnitudes
são consideradas invariáveis nas análises.
Com o intuito de promover, ainda mais, o uso deste processo, o Algoritmo 6 (Apêndice
B) esta disponível para implementação.
4.2.3 Root Mean Square PROPagation - RMSPROP
Hinton desenvolveu o método chamado RMSPROP que além de possuir características
bastante similares ao ADADELTA foi elaborado na mesma época e de forma independente (Ru-
der, 2016). Embora este algoritmo possa, em algum momento, apresentar bom desempenho
computacional, ele ainda não foi publicado em revistas científicas pelo próprio autor e, tão
pouco, explorado em quaisquer tipo de problemas de engenharia. A única forma de acesso para
apresentação deste método, pelo próprio autor, é via Hinton e Tieleman (2012).
Como, de fato, este método tem identidade razoável com o ADADELTA, as formulações
foram descritas de forma similar com o intuito de poupar explicações repetitivas.
𝑑𝑊
(2)
𝑞+1 = 𝜌 · 𝑑𝑊 (2)𝑞 + (1− 𝜌) ·
[︀(︀
𝛿(2) · ℎ𝑗
)︀
}
(︀
𝛿(2) · ℎ𝑗
)︀]︀
(4.37)
𝑑𝑏
(2)
𝑞+1 = 𝜌 · 𝑑𝑏(2)𝑞 + (1− 𝜌) ·
(︀
𝛿(2) } 𝛿(2)
)︀
(4.38)
𝑑𝑊
(1)
𝑞+1 = 𝜌 · 𝑑𝑊 (1)𝑞 + (1− 𝜌) ·
[︀(︀
𝛿(1) · 𝐼𝑖
)︀
}
(︀
𝛿(1) · 𝐼𝑖
)︀]︀
(4.39)
𝑑𝑏
(1)
𝑞+1 = 𝜌 · 𝑑𝑏(1)𝑞 + (1− 𝜌) ·
(︀
𝛿(1) } 𝛿(1)
)︀
(4.40)
Hinton atribui à Tijmen Tieleman a percepção de melhorar a minimização da função ao
obter as variáveis dadas pelas Eqs. 4.37 a 4.40 e dividir 𝜂 pelas raízes quadradas daquelas va-
riáveis, respectivamente, conforme representado nas Eqs. 4.41 a 4.44. Todas as variáveis destas
expressões já foram tratadas na Sec. 4.2.2.
𝑊
(2)
𝑘,𝑗,𝑞+1 = 𝑊
(2)
𝑘,𝑗,𝑞 −
𝜂√︁
𝑑𝑊
(2)
𝑞+1 + 𝜖
}
(︀
𝛿(2) · ℎ𝑗
)︀
(4.41)
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𝑏
(2)
𝑞+1 = 𝑏
(2)
𝑞 −
𝜂√︁
𝑑𝑏
(2)
𝑞+1 + 𝜖
}
(︀
𝛿(2)
)︀
(4.42)
𝑊
(1)
𝑗,𝑖,𝑞+1 = 𝑊
(1)
𝑗,𝑖,𝑞 −
𝜂√︁
𝑑𝑊
(1)
𝑞+1 + 𝜖
}
(︀
𝛿(1) · 𝐼𝑖
)︀
(4.43)
𝑏
(1)
𝑞+1 = 𝑏
(1)
𝑞 −
𝜂√︁
𝑑𝑏
(1)
𝑞+1 + 𝜖
}
(︀
𝛿(1)
)︀
(4.44)
O Algoritmo 5, referente a este otimizador, se encontra disponível no Apêndice B.
4.2.4 ADAptive Moment - ADAM
Neste intuito contínuo de análise e adequação de otimizadores de primeira ordem, o mé-
todo ADAM também tem obtido destaque. Desenvolvido por Kingma e Ba (2014) e inspirado
no método ADAGRAD, o ADAM também leva em sua essência a adaptação dinâmica da taxa
de aprendizagem em todas as iterações, avaliando o que se classifica de primeiro e segundo
momentos dos gradientes representados por 𝑚_ e 𝑣_, respectivamente.
O processo tem início após a obtenção dos gradientes em cada iteração “q”, onde os
primeiros momentos são atualizados pelas Eqs. 4.45 a 4.48. Essas funções atualizam médias
móveis exponenciais de gradientes dos pesos, 𝑚_𝑑𝑊 , e bias, 𝑚_𝑑𝑏.
𝑚_𝑑𝑊 (2)𝑞+1 = 𝛽1 ·𝑚_𝑑𝑊 (2)𝑞 + (1− 𝛽1) ·
(︀
𝛿(2) · ℎ𝑗
)︀
(4.45)
𝑚_𝑑𝑏(2)𝑞+1 = 𝛽1 ·𝑚_𝑑𝑏(2)𝑞 + (1− 𝛽1) ·
(︀
𝛿(2)
)︀
(4.46)
𝑚_𝑑𝑊 (1)𝑞+1 = 𝛽1 ·𝑚_𝑑𝑊 (1)𝑞 + (1− 𝛽1) ·
(︀
𝛿(1) · 𝐼𝑖
)︀
(4.47)
𝑚_𝑑𝑏(1)𝑞+1 = 𝛽1 ·𝑚_𝑑𝑏(1)𝑞 + (1− 𝛽1) ·
(︀
𝛿(1)
)︀
(4.48)
Os segundos momentos atualizam as médias móveis exponenciais dos gradientes quadra-
dos dos pesos, 𝑣_𝑑𝑊 , e bias, 𝑣_𝑑𝑏. Essas atualizações são calculadas pelas Eqs. 4.49 a 4.52.
𝑣_𝑑𝑊 (2)𝑞+1 = 𝛽2 · 𝑣_𝑑𝑊 (2)𝑞 + (1− 𝛽2) ·
[︀(︀
𝛿(2) · ℎ𝑗
)︀
}
(︀
𝛿(2) · ℎ𝑗
)︀]︀
(4.49)
𝑣_𝑑𝑏(2)𝑞+1 = 𝛽2 · 𝑣_𝑑𝑏(2)𝑞 + (1− 𝛽2) ·
(︀
𝛿(2) } 𝛿(2)
)︀
(4.50)
𝑣_𝑑𝑊 (1)𝑞+1 = 𝛽2 · 𝑣_𝑑𝑊 (1)𝑞 + (1− 𝛽2) ·
[︀(︀
𝛿(1) · 𝐼𝑖
)︀
}
(︀
𝛿(1) · 𝐼𝑖
)︀]︀
(4.51)
𝑣_𝑑𝑏(1)𝑞+1 = 𝛽2 · 𝑣_𝑑𝑏(1)𝑞 + (1− 𝛽2) ·
(︀
𝛿(1) } 𝛿(1)
)︀
(4.52)
Para aumentar a eficiência do método no aprendizado de máquina, Kingma e Ba (2014)
indicam os seguintes valores dos parâmetros: 𝛽1 = 0,900, 𝛽2 = 0.999 e 𝜖 = 10−8.
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Finalmente, os parâmetros neurais são atualizados conforme as Eqs. 4.53 a 4.56.
𝑊
(2)
𝑘,𝑗,𝑞+1 = 𝑊
(2)
𝑘,𝑗,𝑞 −
𝜂𝑡√︁
𝑣_𝑑𝑊 (2)𝑞+1 + 𝜖
}𝑚_𝑑𝑊 (2)𝑞+1 (4.53)
𝑏
(2)
𝑞+1 = 𝑏
(2)
𝑞 −
𝜂𝑡√︁
𝑣_𝑑𝑏(2)𝑞+1 + 𝜖
}𝑚_𝑑𝑏(2)𝑞+1 (4.54)
𝑊
(1)
𝑗,𝑖,𝑞+1 = 𝑊
(1)
𝑗,𝑖,𝑞 −
𝜂𝑡√︁
𝑣_𝑑𝑊 (1)𝑞+1 + 𝜖
}𝑚_𝑑𝑊 (1)𝑞+1 (4.55)
𝑏
(1)
𝑞+1 = 𝑏
(1)
𝑞 −
𝜂𝑡√︁
𝑣_𝑑𝑏(1)𝑞+1 + 𝜖
}𝑚_𝑑𝑏(1)𝑞+1 (4.56)
onde é recomendado, pelos autores do método, que seja adotado tanto 𝜂𝑡 = 𝜂 · √︀1− 𝛽𝑞2/(︀1− 𝛽𝑞1)︀,
como uma maneira de melhorar a eficiência do método, quanto 𝜂 = 10−3. Além disso, o pri-
meiro e o segundo momentos, 𝑚_𝑑𝑊 e 𝑣_𝑑𝑊 , são inicializados com “ 0 ” para que ocorram
as iterações devidas.
Os autores justificam o desenvolvimento desse método como a necessidade de ter dispo-
níveis técnicas eficientes de primeira ordem para otimizar funções estocásticas, uma vez que
geralmente envolvem grandes matrizes de dados, impedindo o uso de otimizadores de alta or-
dem que, naturalmente, exigem custo computacional maior. Soma-se a isso, a facilidade de
implementação computacional, conforme Algoritmo 7 (Apêndice B).
4.2.5 Aplicação de NES em ADAM - NADAM
Este otimizador, proposto por Dozat (2016), reuniu, em um só algoritmo, dois otimiza-
dores que se apresentam, em quase todas as análises, como os de melhor desempenho para
treinamento de RNAs tanto no rol de algoritmos não-adaptativos, como o NES, quanto adaptati-
vos, o ADAM. A bem da verdade, a diferença entre o algoritmo NADAM e ADAM é bastante sutil
e será apontada adiante. Além disso, a partir da taxa de aprendizagem bem dimensionada, esses
algoritmos podem obter resultados equivalentes ou com algum nível de superioridade de um em
relação ao outro; mas, não se pode afirmar qual deles sempre resultará em melhor desempenho.
Da mesma forma que os demais algoritmos abordados neste capítulo, o NADAM tem
como conceito primário a adaptação dinâmica da taxa de aprendizagem em todas as iterações e,
com o mesmo procedimento de ADAM, avalia o primeiro e segundo momentos dos gradientes
representados pelos grupos de Eqs. 4.57 a 4.60 e 4.61 a 4.64, após a obtenção dos gradientes
para cada iteração. As mesmas magnitudes dos coeficientes, indicados por Kingma e Ba (2014),
são adotadas neste otimizador.
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𝑚_𝑑𝑊 (2)𝑞+1 = 𝛽1 ·𝑚_𝑑𝑊 (2)𝑞 + (1− 𝛽1) ·
(︀
𝛿(2) · ℎ𝑗
)︀
(4.57)
𝑚_𝑑𝑏(2)𝑞+1 = 𝛽1 ·𝑚_𝑑𝑏(2)𝑞 + (1− 𝛽1) ·
(︀
𝛿(2)
)︀
(4.58)
𝑚_𝑑𝑊 (1)𝑞+1 = 𝛽1 ·𝑚_𝑑𝑊 (1)𝑞 + (1− 𝛽1) ·
(︀
𝛿(1) · 𝐼𝑖
)︀
(4.59)
𝑚_𝑑𝑏(1)𝑞+1 = 𝛽1 ·𝑚_𝑑𝑏(1)𝑞 + (1− 𝛽1) ·
(︀
𝛿(1)
)︀
(4.60)
𝑣_𝑑𝑊 (2)𝑞+1 = 𝛽2 · 𝑣_𝑑𝑊 (2)𝑞 + (1− 𝛽2) ·
[︀(︀
𝛿(2) · ℎ𝑗
)︀
}
(︀
𝛿(2) · ℎ𝑗
)︀]︀
(4.61)
𝑣_𝑑𝑏(2)𝑞+1 = 𝛽2 · 𝑣_𝑑𝑏(2)𝑞 + (1− 𝛽2) ·
(︀
𝛿(2) } 𝛿(2)
)︀
(4.62)
𝑣_𝑑𝑊 (1)𝑞+1 = 𝛽2 · 𝑣_𝑑𝑊 (1)𝑞 + (1− 𝛽2) ·
[︀(︀
𝛿(1) · 𝐼𝑖
)︀
}
(︀
𝛿(1) · 𝐼𝑖
)︀]︀
(4.63)
𝑣_𝑑𝑏(1)𝑞+1 = 𝛽2 · 𝑣_𝑑𝑏(1)𝑞 + (1− 𝛽2) ·
(︀
𝛿(1) } 𝛿(1)
)︀
(4.64)
A diferença entre os algoritmos NADAM e ADAM acontece imediatamente antes da atu-
alização dos parâmetros neurais, tendo em vista a modificação dos primeiros momentos de 𝑚_
para ?ˆ?_ em cada iteração, conforme as Eqs. 4.65 a 4.72.
?ˆ?_𝑑𝑊 (2)𝑞+1 =
𝑚_𝑑𝑊 (2)𝑞+1
(1− 𝛽𝑡𝑛𝑎𝑑𝑎𝑚1 )
(4.65)
?ˆ?_𝑑𝑏(2)𝑞+1 =
𝑚_𝑑𝑏(2)𝑞+1
(1− 𝛽𝑡𝑛𝑎𝑑𝑎𝑚1 )
(4.66)
?ˆ?_𝑑𝑊 (1)𝑞+1 =
𝑚_𝑑𝑊 (1)𝑞+1
(1− 𝛽𝑡𝑛𝑎𝑑𝑎𝑚1 )
(4.67)
?ˆ?_𝑑𝑏(1)𝑞+1 =
𝑚_𝑑𝑏(1)𝑞+1
(1− 𝛽𝑡𝑛𝑎𝑑𝑎𝑚1 )
(4.68)
?ˆ?_𝑑𝑊 (2)𝑞+1 = 𝛽1 · ?ˆ?_𝑑𝑊 (2)𝑞+1 + (1− 𝛽1) ·
(︀
𝛿(2) · ℎ𝑗
)︀
(4.69)
?ˆ?_𝑑𝑏(2)𝑞+1 = 𝛽1 · ?ˆ?_𝑑𝑏(2)𝑞+1 + (1− 𝛽1) ·
(︀
𝛿(2)
)︀
(4.70)
?ˆ?_𝑑𝑊 (1)𝑞+1 = 𝛽1 · ?ˆ?_𝑑𝑊 (1)𝑞+1 + (1− 𝛽1) ·
(︀
𝛿(1) · 𝐼𝑖
)︀
(4.71)
?ˆ?_𝑑𝑏(1)𝑞+1 = 𝛽1 · ?ˆ?_𝑑𝑏(1)𝑞+1 + (1− 𝛽1) ·
(︀
𝛿(1)
)︀
(4.72)
Além da modificação e atualização do primeiro momento referente à cada parâmetro da
rede, faz-se necessário modificar, também, o segundo momento de 𝑣_ para 𝑣_, conforme apre-
sentado nas Eqs. 4.73 a 4.76.
𝑣_𝑑𝑊 (2)𝑞+1 =
𝑣_𝑑𝑊 (2)𝑞+1
(1− 𝛽𝑡𝑛𝑎𝑑𝑎𝑚2 )
(4.73)
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𝑣_𝑑𝑏(2)𝑞+1 =
𝑣_𝑑𝑏(2)𝑞+1
(1− 𝛽𝑡𝑛𝑎𝑑𝑎𝑚2 )
(4.74)
𝑣_𝑑𝑊 (1)𝑞+1 =
𝑣_𝑑𝑊 (1)𝑞+1
(1− 𝛽𝑡𝑛𝑎𝑑𝑎𝑚2 )
(4.75)
𝑣_𝑑𝑏(1)𝑞+1 =
𝑣_𝑑𝑏(1)𝑞+1
(1− 𝛽𝑡𝑛𝑎𝑑𝑎𝑚2 )
(4.76)
Finalmente, os parâmetros neurais são atualizados conforme as Eqs. 4.77 a 4.80.
𝑊
(2)
𝑘,𝑗,𝑞+1 = 𝑊
(2)
𝑘,𝑗,𝑞 −
𝜂√︁
𝑣_𝑑𝑊 (2)𝑞+1 + 𝜖
} ?ˆ?_𝑑𝑊 (2)𝑞+1 (4.77)
𝑏
(2)
𝑞+1 = 𝑏
(2)
𝑞 −
𝜂√︁
𝑣_𝑑𝑏(2)𝑞+1 + 𝜖
} ?ˆ?_𝑑𝑏(2)𝑞+1 (4.78)
𝑊
(1)
𝑗,𝑖,𝑞+1 = 𝑊
(1)
𝑗,𝑖,𝑞 −
𝜂√︁
𝑣_𝑑𝑊 (1)𝑞+1 + 𝜖
} ?ˆ?_𝑑𝑊 (1)𝑞+1 (4.79)
𝑏
(1)
𝑞+1 = 𝑏
(1)
𝑞 −
𝜂√︁
𝑣_𝑑𝑏(1)𝑞+1 + 𝜖
} ?ˆ?_𝑑𝑏(1)𝑞+1 (4.80)
De todos os otimizadores apresentados, esta técnica é a que exige maior atenção. Assim,
o Algoritmo 8, Apêndice B, está disponível para análise e implementação computacional.
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5 ESTUDOS DE CASO
Neste capítulo, são apresentados quatro estudos de caso (EC) em ordem de complexidade
de sistema estrutural; ou seja, desde o mais simples, estrutura unidimensional, até o sistema
mais complexo, como o caso do pórtico tridimensional. Em comum, a proposta inicial é deter-
minar a arquitetura ótima da MLP, englobando tanto a determinação do número de neurônios
adequado para garantir o melhor desempenho da rede quanto a avaliação da função de ativação
que mais favorece tal desempenho. No primeiro momento, o treinamento da rede ocorrerá via
BP clássico, no qual é utilizado o algoritmo otimizador SGD para treinamento.
Em segundo momento, a partir da arquitetura ótima definida, serão avaliados algoritmos
de otimização não-adaptativos (SGDM e NES) e adaptativos (ADAGRAD, RMSPROP, ADA-
DELTA, ADAM e NADAM). O intuito principal nesta etapa é definir o algoritmo que supera
o desempenho do SGD no tocante à obtenção precoce da convergência, o que garante maior
eficiência ao diagnóstico dos danos durante o monitoramento estrutural contínuo e em tempo
real.
5.1 Caso 1 - Diagnóstico de danos em viga biapoiada
Este estudo de caso, EC1, retoma alguns resultados obtidos em Souza et al. (2019). Além
disso, agrega complementações originais importantes para o diagnóstico de estruturas.
Neste trabalho, uma viga de concreto, Fig. 5.1(a), foi modelada numericamente via MEF
com o intuito de obter tanto as 5 primeiras frequências quanto os modos de vibração respectivos
nos 9 nós intermediários (de 𝐵 a 𝐽). Estas respostas dinâmicas, Fig. 5.1(b), foram obtidas para
a estrutura saudável e danificada, a partir de vários cenários de danos apresentados na Tab. 5.1.
4
1 2 3 4 5 6 7 8 9 10
2
Estado saudável Elementos com danos
A
B C D E F G H I J
K
3,0m
(a) Viga em dois estágios: saudável e com danos nos elementos 2 e 4.
1 2 3 4 5 6 7 8 9 10 11A B C D E F G H I J
Modo 1Modo 4
Modo 5
Modo 3
Modo 2
(b) Os primeiros 5 modos de vibração na viga
proposta.
Figura 5.1: Modos de vibração (1 ao 5) da viga nos estados saudável e com danos estruturais -
adaptada de Souza et al. (2019).
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A Fig. 5.1(a) mostra a viga discretizada em 10 elementos e os danos são estabelecidos
nos elementos 2 e 4, sendo que na tabela 5.1 os parâmetros de danos são definidos. O módulo
longitudinal de elasticidade adotado para o material, E, é de 24.000𝑀𝑃𝑎 e a seção transversal
retangular da viga tem largura (𝑏𝑤) 15,0𝑐𝑚 e altura (ℎ𝑤) 30,0𝑐𝑚.
Tabela 5.1: Cenários de danos de EC1 - adaptada de Souza
et al. (2019)
Cenários
Elemento
com danos
”E” resultante
após o dano
Número de
classes
I Sem danos 1,00 E 1
II - XXVI 2 0,98 E à 0,50 E 25
XXVII - LI 4 0,98 E à 0,50 E 25
Obs.: O decremento dos valores de “E” é de 2,00%
[0,98E; 0,96E; ...; 0,50E].
Os danos foram simulados numericamente via redução do módulo de elasticidade, E,
variando-o de 2,00% (0,98E) à 50,00% (0,50E), Tab. 5.1. Assim, são simulados 25 níveis de
danos nos elementos 2 e 4, igualmente. Com isso, os parâmetros modais em frequência e modos
de vibração são obtidos em cada cenário, definindo as amostras. Tais parâmetros alimentam a
MLP proposta, pois representam os valores dos nós de entrada da rede, conforme mostrado na
Fig. 5.2.
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Figura 5.2: Arquitetura adotada para a MLP proposta - adaptada de Souza et al. (2019).
Para cada amostra (ou cenário de dano), os resultados representam o diagnóstico do dano,
oferecendo informações do local e da severidade do dano. No final do processo, quando to-
das as amostras tiverem alimentado a rede e o erro convergir para o valor limite estipulado,
determinam-se os pesos sinápticos calibrados para o conjunto total de amostras do rol de trei-
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namento, refletindo que a RNA está treinada. A partir disso, o poder de reconhecimento e clas-
sificação dos padrões da rede treinada será atestado a partir das amostras selecionadas, aleato-
riamente, para classificação.
Embora apenas um tipo de topologia de RNA - composta por nós de entrada, uma camada
oculta e camada de saída - seja usada, diversas arquiteturas serão investigadas a partir da vari-
ação do número de neurônios na camada oculta. Vale mencionar que, a partir das 5 primeiras
frequências e dos 5 primeiros modos de vibração da estrutura não danificada e danificada, a
entrada está dimensionada em 51 nós e a camada de saída tem dois neurônios responsáveis por
fornecer simultaneamente a localização e a severidade do dano. Ainda com a finalidade de de-
terminar a arquitetura ótima, duas situações são abordadas ao considerar tanto a função clássica
de ativação tahn quanto a função ISRU.
Para cada função de ativação e número de neurônios ocultos, o treinamento ocorrerá res-
peitando o limite de 50.000 épocas com o valor limite do erro médio de 0,0005. Para aplicação
de métricas estatísticas que visam avaliar o desempenho de cada arquitetura, a rede é executada
50 vezes em cada dimensão da camada oculta que variará de 1 a 40 neurônios. A taxa de apren-
dizagem considerada para o treinamento supervisionado é de 0,01 e ocorrerá por meio do BP
clássico que utiliza o SGD como função de otimização para referência e comparação com os
demais otimizadores.
5.1.1 Determinação da arquitetura ótima da RNA
A partir da modelagem numérica via MEF, as cinco primeiras frequências e os cinco
primeiros modos de vibrar são gerados a partir do estado saudável e de diversos cenários de
dano, sendo usados como valores de entrada para treinamento e determinação da arquitetura
ótima da rede neural proposta.
As frequências obtidas são apresentadas na Fig. 5.3, para cada modo de vibração e em
cada cenário de dano, sendo perceptível que as magnitudes apresentaram ínfimos decréscimos
com o aumento do dano.
Apesar da disponibilidade dos gráficos acima, o diagnóstico da estrutura não é imedi-
ato através da análise visual dos resultados, sendo proposto o uso de RNAs para diagnosticar
(detectar, localizar e classificar) os danos.
Para determinar a melhor arquitetura de MLP, a partir do número ideal de neurônios na
camada oculta e da função de ativação com melhor desempenho, optou-se por realizar a análise
por meio de métricas estatísticas.
Para desenvolver esse processo estatístico, 75% das amostras foram usadas para treina-
mento e 25% para diagnóstico de danos. Logo, das 51 amostras, 38 foram utilizadas para trei-
namento e 13 amostras foram selecionadas para classificação. Com o intuito de simular a alea-
toriedade sequencial de obtenção das amostras, tal conjunto é reorganizado em cada iteração.
Assim, de acordo com as Figs. 5.4 e 5.5, publicadas por este autor em Souza et al. (2019),
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ao usar a função de ativação ISRU, pode-se observar que as arquiteturas com 10, 20 e 27 neurô-
nios na camada oculta obtiveram as medianas máximas de 100% de acertos; ou seja, houve a
identificação correta tanto do elemento danificado quanto da severidade do dano.
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Figura 5.3: Frequências (1 a 5) para a estrutura saudável e com todos os níveis de dano para os
elementos “2”, 5.3(a), e “4”, 5.3(b) - adaptada de Souza et al. (2019).
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Figura 5.4: Taxas de acertos, via ISRU, de 1 a 20 neurônios na camada oculta.
Na arquitetura com 10 neurônios, ocorreram dois outliers1, sendo que o menor deles re-
presenta a taxa de acerto da ordem de 84,6%. No caso da arquitetura com 20 neurônios, o me-
nor outlier obtido representa 69,3% de acertos. Na terceira arquitetura, ocorreram três outliers,
sendo que o menor representa 61,5% de acertos.
Portanto, sabendo que o maior número de neurônios pode levar a um alto custo compu-
tacional, a RNA com 10 neurônios na camada oculta se destaca em termos de desempenho e
1Tratam-se de valores discrepantes dos demais.
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excelentes resultados e por apresentar a menor variação nas taxas de acertos, sendo que o termo
“acerto” define as respostas obtidas nos neurônios de saída que coincidem, simultaneamente,
com os danos das amostras destinadas à classificação.
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Figura 5.5: Taxas de acertos, via ISRU, de 21 a 40 neurônios na camada oculta.
A partir dos resultados mostrados nas Figs. 5.6 e 5.7, publicadas por este autor em Souza
et al. (2019), nos casos em que tanh é utilizada como função de ativação, os resultados em
termos de valores medianos são mais estáveis do que no caso anterior, Figs. 5.4 e 5.5, obtendo
praticamente a mediana constante da ordem de 84,6%, para as arquiteturas com pelo menos 3
neurônios na camada oculta.
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Figura 5.6: Taxas de acertos, via tanh, de 1 a 20 neurônios na camada oculta.
Em algumas arquiteturas, ocorreram variações nos valores medianos para cima ou para
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baixo. No entanto, pode-se observar que, em relação às arquiteturas que resultaram em valores
medianos mais altos, podemos destacar as arquiteturas com 17 e 32 neurônios com 92,3% de
acertos e a camada com 34 neurônios que resultou em 96,2% de diagnóstico preciso.
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Figura 5.7: Taxas de acertos, via tanh, de 21 a 40 neurônios na camada oculta.
Na camada com 17 neurônios, o menor outlier representou 69,3% de acertos. Na segunda
e terceira arquiteturas, com 32 e 34 neurônios, respectivamente, os menores outliers represen-
tam, igualmente, 76,9% de acertos. Diante desses dados, observa-se que a escolha da arquitetura
com 34 neurônios poderia ser mais satisfatória em termos de taxas de acerto, mas deve-se levar
em conta que o custo computacional pode ser mais elevado com o aumento do número de neurô-
nios. Portanto, a primeira arquitetura, com 17 neurônios, pode ser considerada mais apropriada
no tocante a oferecer custo computacional satisfatório.
Por meio dos resultados supracitados, é possível extrair parâmetros estatísticos que auxi-
liam na escolha da arquitetura, vinculada à função de ativação adotada, que pode implicar em
desempenho mais adequado da RNA. Tais métricas estatísticas podem ser observadas nas Tabs.
5.2 e 5.3.
Tabela 5.2: Análise estatística das três melhores arquiteturas, considerando a função ISRU -
adaptada de Souza et al. (2019)
Arquitetura
Acerto
mínimo (%)
Acerto
máximo (%)
Acerto
médio (%)
Desvio
padrão Variância
Erro
médio (EM)
51-10-2 84,6 100,0 99,1 0,38545 0,14857 0,000034
51-20-2 69,3 100,0 96,5 0,81341 0,66163 0,000822
51-27-2 61,5 100,0 93,7 1,28873 1,66082 0,001442
A análise direta de EM nem sempre implica em escolha satisfatória. Contudo, ao observar
outros parâmetros estatísticos, é possível fundamentar, de forma mais apropriada, a escolha da
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arquitetura que promove melhor desempenho da rede. Assim, observando todas as métricas
estatísticas destacadas, verifica-se que a arquitetura 51-10-2, composta por 10 neurônios na
camada oculta, obteve o melhor desempenho via aplicação da função de ativação ISRU.
Tabela 5.3: Análise estatística das três melhores arquiteturas, considerando a função tanh -
adaptada de Souza et al. (2019)
Arquitetura
Acerto
mínimo (%)
Acerto
máximo (%)
Acerto
médio (%)
Desvio
padrão Variância
Erro
médio (EM)
51-17-2 69,3 100,0 89,4 0,98747 0,97511 0,000037
51-32-2 76,9 100,0 93,3 0,91785 0,84245 0,000232
51-34-2 76,9 100,0 94,9 0,77222 0,59633 0,002563
5.1.2 Comparação entre algoritmos de treinamento não-adaptativos e adaptati-
vos
Como mencionado, os resultados anteriores são provenientes de uma série de análises
com o intuito de determinar a arquitetura ótima da rede, considerando que o treinamento é
efetuado via SGD - referência para comparação com os demais algoritmos de treinamento de
primeira ordem (não-adaptativos e adaptativos).
A partir da referência de treinamento, adotando a mesma matriz de amostras e fazendo
uso da arquitetura ótima determinada, diversos algoritmos de treinamento são avaliados, com
o intuito de se estimar aquele que permite melhor desempenho computacional, tendo como
foco a convergência que exige menos iterações. Assim, tanto algoritmos de treinamento não-
adaptativos (SGDM e NES) quanto adaptativos (ADAGRAD, RMSPROP, ADADELTA, ADAM e
NADAM) são agrupados e seus desempenhos são aferidos.
Na Fig. 5.8, observa-se que os algoritmos SGDM e NES atingiram o erro limite antes dos
demais métodos, considerando os parâmetros pré-definidos de taxa de aprendizagem, 𝜂 = 0,01,
e de taxa momentum, 𝛼 = 0,90. Contudo, a partir destes resultados, não se pode extrair a
qualidade dos diagnósticos resultantes, sendo necessário, para isso, coletar os pesos sinápticos
obtidos por cada algoritmo, no instante em que o primeiro critério de parada foi alcançado, e
testá-los nas amostras a classificar.
Esse processo é perceptível nos gráficos da Fig. 5.9, no qual o desempenho do diagnóstico
é representado geometricamente, sendo que a linha preta é a reta fixa de referência que repre-
senta total precisão no diagnóstico, que ocorre quando todos os danos simulados convergem
para os danos de referências. A linha vermelha representa a regressão linear traçada a partir
dos danos simulados (∘) obtidos pela RNA. Logo, o diagnóstico será tanto melhor quanto maior
for a convergência entre essas duas retas, o que possibilita compreensão imediata do desempe-
nho da RNA em diagnosticar os danos, complementado pela análise de 𝑅2. Assim, fica evidente
que os algoritmos SGDM e NES obtiveram os melhores desempenhos para tal propósito.
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Figura 5.8: Convergência dos algoritmos de treinamento via ISRU (𝜂 = 0,01 e 𝛼 = 0,90).
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Figura 5.9: Comparações entre danos de referência e os simulados obtidos por SGD, SGDM,
NES e ADAGRAD via ISRU (𝜂 = 0,01 e 𝛼 = 0,90).
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Conforme apresentado na Fig. 5.8, as curvas referentes a alguns algoritmos de treinamento
apresentaram fortes oscilações, o que pode atestar que a magnitude da taxa de aprendizagem (𝜂)
esteja elevada. Assim, ao adotar 𝜂 = 0,001, ocorre redução razoável das oscilações, vide Fig.
5.10. Além disso, diferentemente do caso anterior, a convergência é atendida pelo algoritmo
adaptativo ADAM, sendo acompanhado pelo NADAM, em seguida.
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Figura 5.10: Convergência dos algoritmos de treinamento via ISRU (𝜂 = 0,001 e 𝛼 = 0,90).
Na Fig. 5.11 é possível observar que, apesar da obtenção de bons coeficientes (𝑅2), con-
vergindo para 1,00, os otimizadores adaptativos, ADAM e NADAM, forneceram melhores diag-
nósticos, conforme Fig. 5.12. Este comportamento exitoso ocorreu em virtude da redução da
taxa de aprendizagem para 𝜂 = 0,001. Assim, cabe verificar, nos próximos estudos de caso, se
tais comportamentos, em relação às taxas de aprendizagem adotadas, serão confirmados.
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Figura 5.11: Comparações entre danos de referência e os simulados obtidos por SGD e ADA-
GRAD via ISRU (𝜂 = 0,001 e 𝛼 = 0,90).
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Figura 5.12: Comparações entre danos de referência e os simulados obtidos por ADAM e NA-
DAM via ISRU (𝜂 = 0,001 e 𝛼 = 0,90).
5.2 Caso 2 - Pórtico de cisalhamento com andares múltiplos
Neste estudo de caso, EC2, apresentado na Fig. 5.13, o diagnóstico estrutural é desenvol-
vido em estrutura aporticada plana, com 5 pisos, e baseado em medidas de vibração, conside-
rando o seu comportamento ao cisalhamento. Estes tipos de modelos são comuns em análise
estrutural e simulam edificações submetidas a cargas horizontais (por exemplo: vento, sismo
horizontal, etc.).
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Figura 5.13: Pórtico com múltiplos andares.
No presente estudo, foram adotadas as seguintes características: cada pilar tem seção
transversal quadrada (0,50𝑚 × 0,50𝑚); todos os nós, de cada piso, apresentam os mes-
mos deslocamentos horizontais; deslocamentos verticais são desprezados; massas - 𝑀1 =
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𝑀2 = 50.000𝑘𝑔, 𝑀3 = 𝑀4 = 𝑀5 = 25.000𝑘𝑔; módulo de elasticidade longitudinal -
E = 30.672,50𝑀𝑃𝑎.
Diversos cenários de danos foram elaborados e estão expostos na Tab. 5.4. A partir desses
cenários, são definidas as características físicas (massa e rigidez) correspondentes a cada dano
aplicado ao sistema estrutural.
Esse processo de montagem das matrizes pode ser desenvolvido conforme descrito na Sec.
5.2.1, ocasião em que o monitoramento estrutural real é simulado via medição das respostas
dinâmicas da estrutura e, a partir destas, os parâmetros modais são obtidos pela aplicação de
técnicas relacionadas a AMO.
Para fomentar, mais uma vez, a percepção da dificuldade de reconhecer e classificar pa-
drões de determinados danos, por análise visual de um conjunto de dados, a Fig. 5.14 apresenta
as variações sutis de frequências na proporção em que os danos aumentam. Cada gráfico apre-
senta a evolução das 5 primeiras frequências em cada região1.
Tabela 5.4: Cenários de danos de EC2
Região com
danos Cenários
Valores de
Inércia “I”
Número de
classes
Sem danos 1 1,00 I 1
1 2 - 21 0,98 I à 0,60 I 20
2 22 - 41 0,98 I à 0,60 I 20
3 42 - 61 0,98 I à 0,60 I 20
4 62 - 81 0,98 I à 0,60 I 20
5 82 - 101 0,98 I à 0,60 I 20
Obs.: O decremento dos valores de “I” é de 2,00%
[0,98 I; 0,96 I; ...; 0,60 I].
A partir da análise dessas frequências, é possível intuir que o diagnóstico da estrutura
pode ser prejudicado quando se utiliza apenas as frequências do “Modo 1”, por exemplo, em
virtude da sua baixíssima variação no tocante ao crescimento do dano.
Assim, quanto mais características da estrutura estão disponíveis, maior será o potencial
da RNA em caracterizar a estrutura e, assim, reconhecer e classificar padrões.
Para treinamento da RNA, neste EC2, são utilizadas as 5 primeiras frequências naturais
e os 5 primeiros modos de vibração, a partir de 75% das amostras do dataset. As amostras
restantes, são diagnosticadas. Além disso, são utilizados para análise de referência neste EC:
taxa de aprendizagem - 0,01; taxa de momentum - 0,90; erro limite - 0,0005.
1O termo “região” engloba o piso (i) com os pilares que o suportam.
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Figura 5.14: Frequências dos modos “1” ao “5” em todos os cenários de danos nas regiões “1”
a “5”.
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5.2.1 Identificação dos parâmetros modais via simulação numérica e aplicação
AMO
Para esta estrutura, a determinação dos parâmetros modais ocorrerá das seguintes formas:
1) simulação numérica - a estrutura é modelada numericamente via MEF para a geração de
suas matrizes físicas e, consequentemente, os parâmetros modais são obtidos por PD a partir
da determinação dos autovalores e autovetores; 2) análise experimental - a identificação modal
é obtida a partir do conhecimento dos saída do sistema via AMO, sendo que este processo
está apresentado na Fig. 5.15. No Apêndice A, apresentam-se comparativos entre os resultados
obtidos pelos processos “1” e “2”, mostrando a convergência entre os mesmos para este EC.
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Figura 5.15: Construção do banco de amostras (dataset) ao repetir este processo “cenário a
cenário”.
As matrizes físicas, desse EC em particular, são simples de serem determinadas, sendo
que os processos envolvidos podem ser encontrados facilmente na literatura clássica, tais como:
Chopra (2007); Clough e Penzien (1993).
De qualquer forma, ao caracterizar o sistema estrutural do pórtico com múltiplos andares,
em processo de análise numérica, as matrizes de massa da estrutura e rigidez global são dadas
pelas Eqs. 5.1 a 5.3.
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M =
⎡⎢⎢⎢⎢⎢⎢⎣
M5 0 0 0 0
0 M4 0 0 0
0 0 M3 0 0
0 0 0 M2 0
0 0 0 0 M1
⎤⎥⎥⎥⎥⎥⎥⎦ (5.1)
K =
⎡⎢⎢⎢⎢⎢⎢⎣
K5 −K5 0 0 0
−K5 K5 +K4 −K4 0 0
0 −K4 K4 +K3 −K3 0
0 0 −K3 K3 +K2 −K2
0 0 0 −K2 K2 +K1
⎤⎥⎥⎥⎥⎥⎥⎦ ∴
K5,4,3
2
=
K2,1
3
= k (5.2)
onde: “k” é a rigidez à flexão da barra, calculada pela Eq. 5.3.
k =
12× E× I
ℎ3
∴ I = 𝑎
4
12
(5.3)
onde: “I” é o momento de inércia da seção transversal do pilar (𝑎×𝑎); “𝑎” é a dimensão do lado
da seção transversal quadrada; “ℎ” é o comprimento do pilar; e, E é o módulo de elasticidade
longitudinal do material.
A partir da determinação das matrizes do sistema para cada cenário da Tab. 5.4, um dos
processos disponíveis para obtenção dos parâmetros modais, esquematizado na Fig. 5.15, en-
volve inicialmente a aplicação de ruído branco gaussiano para excitar o sistema e o uso do
método de Newmark que resolve a equação diferencial de movimento, Eq. 2.1, resultando na
obtenção das respostas dinâmicas do sistema, em deslocamento, velocidade e aceleração.
A aplicação desse processo é peculiar, pois simula o monitoramento de uma estrutura
real, tendo em vista que teremos as respostas dinâmicas obtidas numericamente que simulam as
medições reais de sensores instalados na estrutura. A partir da escolha de qualquer resposta di-
nâmica obtida, a identificação modal pode ocorrer via COV-SSI/Ref que, associada aos métodos
de estabilização, fornece os parâmetros modais; mas, enfatiza-se novamente que este processo
deve ocorrer para cada situação da estrutura (sem dano e com os diversos cenários de danos).
Com isso, o banco de amostras (dataset) é construído.
A outra metodologia é classificada, nesta Tese, como processo direto (PD), que utiliza
técnicas de álgebra linear para obtenção dos autovalores (𝜆) e autovetores (𝜑), ao resolver ana-
liticamente o sistema dado pela Eq. 5.4.
(K− 𝜆M) 𝜑 = 0 (5.4)
Com relação a essas técnicas, as frequências calculadas por ambas podem ser verificadas
no Apêndice A, onde é possível perceber que os valores são praticamente convergentes, entre
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si. Diante disso, a fim de possibilitar maior agilidade na construção do dataset, optou-se por
utilizar os valores obtidos a partir do PD.
De qualquer forma, após a construção e armazenamento do dataset, por qualquer um
daqueles métodos (COV-SSI/Ref ou processo direto), a próxima etapa é definir a arquitetura da
RNA a adotar para treinamento. E, ao calibrar os parâmetros sinápticos da rede, o diagnóstico
é desenvolvido, resultando na taxa de acerto específica para a arquitetura escolhida.
A metodologia deste trabalho propõe repetir, por diversas vezes, o processo esquemati-
zado na Fig. 5.16, para cada quantidade definida de neurônios ocultos (“Definição da arqui-
tetura da RNA a verificar”), até que a arquitetura ótima seja determinada, ao fornecer as
melhores taxas de acertos que são atestadas via medidas estatísticas, conforme descrito na Sec.
5.2.2.
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Figura 5.16: Descrição do processo de agrupamento das taxas de acertos.
5.2.2 Determinação da arquitetura ótima da RNA
A determinação da arquitetura ótima ocorre a partir de procedimentos similares aos ado-
tados no EC1. Porém, neste estudo, optou-se, com base em experiência prática adquirida, pela
avaliação de arquiteturas a partir de 1 até 25 neurônios ocultos tanto para função de ativação
ISRU quanto para função tanh. Assim, são mantidos o tipo de treinamento (BP clássico), o
algoritmo de aprendizagem (SGD) e as magnitudes de referência dos coeficientes 𝜂 e 𝛼 para
viabilizar a comparação entre os diversos algoritmos de treinamento supracitados.
No tocante a definição da quantidade de neurônios ocultos que favorece o melhor de-
sempenho da RNA com o uso da função ISRU, a Fig. 5.17 apresenta resultados interessantes e
consistentes, conforme o propósito da análise, para camadas ocultas com 7, 10 e 14 neurônios,
onde ocorreram as maiores medianas das taxas de acertos.
Para definir a arquitetura ótima, faz-se necessário complementar a análise por meio dos
parâmetros estatísticos em cada configuração, conforme Tab. 5.5.
De acordo com essa tabela, é possível observar que a maior taxa do rol de acertos míni-
mos, 92,00%, ocorreu nas arquiteturas com 7 e 14 neurônios ocultos. Contudo, embora a arqui-
tetura com 10 neurônios ocultos tenha obtido 88,00%, deve-se perceber que esta taxa é, por si
só, bastante satisfatória com relação ao diagnóstico estrutural. Com o mesmo ímpeto, é possível
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avaliar as arquiteturas via taxas de acertos máximos, sendo que a menor taxa nesta coluna é
de 96,00% e por meio das taxas de acertos médios, onde se registra a taxa de 95,68%, como
sendo a menor taxa entre as três arquiteturas. Ou seja, ao adotar qualquer das três arquiteturas
selecionadas, espera-se que o diagnóstico estrutural seja eficazmente desenvolvido.
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Figura 5.17: Taxas de acertos para diversas dimensões de camada oculta via ISRU.
Tabela 5.5: Análise estatística das três melhores arquiteturas, considerando a função ISRU
Arquitetura
Acerto
mínimo (%)
Acerto
máximo (%)
Acerto
médio (%)
Desvio
padrão Variância
Erro
médio (EM)
31 - 7 - 2 92,00 96,00 95,68 0,27405 0,07510 0,000472
31 - 10 - 2 88,00 100,00 97,04 0,77749 0,60449 0,000288
31 - 14 - 2 92,00 100,00 95,92 0,76904 0,59143 0,000563
Com relação às medidas de dispersão, a análise das variâncias, onde o menor valor de
0,07510 ocorre na arquitetura com 7 neurônios, indica que nesta arquitetura os resultados estão
mais próximos da média dos acertos em cada iteração.
Ao considerar a função de ativação tanh, as quantidades 6, 10 e 11 neurônios ocultos
implicam em melhor desempenho da RNA, conforme Fig. 5.18. Diante disso, a análise será
complementada por meio dos resultados estatísticos da Tab. 5.6.
No conjunto de acertos mínimos, encontra-se que a maior taxa, 88,00%, ocorre nas arqui-
teturas com 10 e 11 neurônios ocultos. Com relação aos acertos máximos, todas as arquiteturas
selecionadas classificaram corretamente, em alguma iteração, todas as amostras. Em termos de
média de acertos, a arquitetura com 6 neurônios foi a que obteve a menor taxa de acerto com
94,00%. Naturalmente, este é um resultado excelente para diagnóstico de estruturas.
Em termos de medidas de dispersão, a arquitetura com 10 neurônios ocultos obteve a
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menor variância de resultados em relação à média. Contudo, as demais configurações de rede
também obtiveram excelentes resultados.
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Figura 5.18: Taxas de acertos para diversas dimensões de camada oculta via tanh.
Tabela 5.6: Análise estatística das três melhores arquiteturas, considerando a função tanh
Arquitetura
Acerto
mínimo (%)
Acerto
máximo (%)
Acerto
médio (%)
Desvio
padrão Variância
Erro
médio (EM)
31 - 6 - 2 84,00 100,00 94,00 0,97416 0,94898 0,000372
31 - 10 - 2 88,00 100,00 98,80 0,73540 0,54082 0,000165
31 - 11 - 2 88,00 100,00 96,88 1,01599 1,03225 0,000272
Em suma, os gráficos e as tabelas com resultados estatísticos demonstram que pode ser
bastante confortável optar por qualquer uma das 6 arquiteturas selecionadas. No entanto, ao
optar pela arquitetura que obtém o menor fator de variância, considerando também a que possui
menor quantidade de neurônios, possibilitando desempenho mais célere da RNA e com menos
esforço computacional, a configuração 31-7-2, cujos neurônios são ativados pela função ISRU,
é a arquitetura ótima dentre as 6 pré-selecionadas; porém, vale insistir que todas as arquiteturas
selecionadas se mostraram eficientes para diagnóstico estrutural e que podem se tornar opções
viáveis para análises alternativas.
5.2.3 Comparação entre algoritmos de treinamento não-adaptativos e adaptati-
vos
Após análise estatística, os resultados obtidos anteriormente definiram a configuração 31-
7-2, com a função de ativação ISRU, como arquitetura ótima, tendo utilizado para aprendizagem
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o backpropagation clássico via SGD. Diante disso, faz-se necessário verificar se é possível me-
lhorar o desempenho da RNA ao considerar outros algoritmos de aprendizagem não-adaptativos
e adaptativos, conforme já explicitados. De forma complementar, outras comparações serão de-
senvolvidas para avaliar a variação de desempenho da RNA a partir da modificação de 𝜂.
Na Fig. 5.19, considerando 𝜂 = 0,01, o algoritmo SGDM superou, em termos de veloci-
dade de convergência, o algoritmo SGD e todos os demais otimizadores. Além disso, percebe-se
que, com esta taxa de aprendizagem, apenas os algoritmos SGD, ADAGRAD e ADADELTA não
apresentaram oscilações. Apesar desse comportamento, é possível perceber a tendência de con-
vergência futura de alguns métodos.
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Figura 5.19: Convergência dos algoritmos de treinamento para 𝜂 = 0,01 e 𝛼 = 0,90 via ISRU.
Conforme se observa na Fig. 5.20, ao adotar 𝜂 = 0,001, houve redução drástica das osci-
lações, com exceção do gráfico proveniente de RMSPROP que apresentou pertubações no final
do processo. É oportuno mencionar que, diferentemente do caso anterior, o algoritmo NADAM
apresentou convergência mais célere. Adicionalmente, observa-se que as curvas provenientes
dos algoritmos RMSPROP e ADAM tiveram comportamentos similares ao NADAM, ao longo
das iterações.
Para 𝜂 = 0,0005, Fig. 5.21, verifica-se que os traçados das funções, de modo geral,
tornaram-se regulares, sendo que as curvas de ADAM e NADAM estão sobrepostas ao longo
de todas as épocas, sendo que ambas têm convergência mais rápida que os demais algoritmos
de treinamento. Porém, em relação aos algoritmos não-adaptativos, o método NES possui de-
sempenho superior.
Após essas análises, é prudente verificar o efeito prático dessas curvas de convergência.
Assim, considerando os treinamentos apresentados na Fig. 5.21, observa-se que o otimizador
ADAGRAD obteve a pior convergência; ADADELTA obteve comportamento mediano; e, os al-
goritmos ADAM e NADAM convergiram para o valor limite praticamente no mesmo instante.
Ao obter os parâmetros neurais, necessários para classificação e provenientes dos algo-
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ritmos de treinamento no instante em que algum otimizador convergiu para o limite de erro
preestabelecido, é interessante avaliar a relação entre os danos de referência (danos reais utili-
zados para treinamento) e os danos simulados resultantes do treinamento por cada algoritmo.
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Figura 5.20: Convergência dos algoritmos de treinamento para 𝜂 = 0,001 e 𝛼 = 0,90 via ISRU.
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Figura 5.21: Convergência dos algoritmos de treinamento para 𝜂 = 0,0005 e 𝛼 = 0,90 via
ISRU.
Observa-se nas Figs. 5.22 e 5.23 que são apresentados resultados técnicos efetivos em
relação ao diagnóstico estrutural, via diversos otimizadores supracitados. É possível avaliar que
pelo fato de ADAGRAD, Fig. 5.22(a), ter sido capaz de prover o treinamento inadequado, tendo
como referência a convergência obtida, as relações entre os danos de referência e os simulados
pela rede neural foram discrepantes; ou seja, o aprendizado não foi eficiente ao ponto de ga-
rantir adequado diagnóstico dos danos. No entanto, ADADELTA, apesar de não ter alcançado a
convergência limite, apresentou melhor convergência e simulou danos com bastante proximi-
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dade aos danos de referência, conforme Fig. 5.22(b). ADAM e NADAM tiveram os melhores
desempenhos, o que pode ser verificado pelas Figs. 5.23(a) e 5.23(b).
Nesses gráficos, Figs. 5.22 e 5.23, o desempenho do diagnóstico é representado geome-
tricamente ao considerar o que já foi discutido nos ECs anteriores. Assim, a linha preta é a reta
de referência e representa que os danos simulados convergem para os danos de referências. A
linha vermelha representa a regressão linear traçada a partir dos danos simulados (∘) obtidos.
Logo, o diagnóstico será tanto melhor quanto maior for a convergência entre essas duas retas,
o que possibilita compreensão imediata do desempenho da RNA em diagnosticar os danos, que
pode ser complementada pela análise da tendência do coeficiente de regressão convergir para
𝑅2 = 1,00.
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Figura 5.22: Comparações entre danos de referência e os simulados obtidos por ADAGRAD e
ADADELTA via ISRU (𝜂 = 0,0005 e 𝛼 = 0,90).
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Figura 5.23: Comparações entre danos de referência e os simulados obtidos por ADAM e NA-
DAM via ISRU (𝜂 = 0,0005 e 𝛼 = 0,90).
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5.3 Caso 3 - Benchmark (Fase I: IASC-ASCE)
Este estudo de caso é baseado no benchmark desenvolvido por Johnson et al. (2004),
sendo que dentre os modelos desenvolvidos em tal pesquisa, utilizaremos como referência
o modelo 3D de um edifício em cisalhamento, Fig. 5.24, que foi modelado em MEF com
120 DOFs, cujos códigos, escritos em Matlab®, foram disponibilizados pelos autores no sítio
http://wusceel.cive.wustl.edu/asce.shm/. Como alternativa, tais códigos po-
dem ser acessados no sítio http://en.pudn.com/Download/item/id/3052604.
html, onde também são agrupados os artigos de referência.
Figura 5.24: Protótipo de estrutura modelada no benchmark - adaptada de Johnson et al. (2004).
O presente estudo trata de modelo numérico de um edifício simétrico, no plano xy, com
quatro pavimentos superiores e pavimento térreo, sendo que os pilares, vigas e contraventa-
mentos são metálicos. Assim, estes elementos possuem em comum as seguintes propriedades
físicas: “E(MPa)” - 2 × 105; módulo de elasticidade transversal “G(MPa)” - E/2,6; e, peso
específico “𝜌” (𝑘𝑔/𝑚3) - 7800. Além destes, os elementos possuem as propriedades geométri-
cas apresentadas na Tab. 5.7. Cada piso superior possui quatro lajes com massa individual de
400𝑘𝑔.
Este benchmark foi proposto para que várias metodologias de SHM fossem verificadas.
Para tanto, foram configuradas algumas condições de danos ao longo da estrutura. Nesta linha,
diversos trabalhos têm aplicado novas técnicas de diagnóstico de danos com resultados bastante
satisfatórios. Contudo, é comum que essas técnicas utilizem a resposta dinâmica da estrutura no
formato de séries temporais, o que diverge da proposta desta tese, onde os parâmetros modais
são utilizados.
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Diante do que foi exposto, o objetivo deste estudo de caso será apresentar os desempe-
nhos de vários otimizadores de primeira ordem não-adaptativos e adaptativos, tendo como base
aquele benchmark. Assim, o diagnóstico estrutural será desenvolvido, via RNA, a partir dos
parâmetros modais em cada cenário de dano, conforme apresentado na Tab. 5.8.
Tabela 5.7: Propriedades geométricas dos elementos estruturais do edifício - adaptada de John-
son et al. (2004)
Propriedades Pilares Vigas Contraventamentos
Área da seção
transversal - 𝐴(𝑚2)
1,133× 10−3 1,430× 10−3 0,141× 10−3
Momento de
inércia - 𝐼𝑦(𝑚4)
1,970× 10−6 1,220× 10−6 0,000
Momento de
inércia - 𝐼𝑧(𝑚4)
0,664× 10−6 0,249× 10−6 0,000
Constante de torção
de St. Venant - 𝐽(𝑚4) 8,010× 10
−9 38,200× 10−9 0,000
Tabela 5.8: Cenários de danos de EC3
Grupos Cenários
Valores de
“E”
Qtd. de
amostras
I 1 1,00 E 1
II 2 - 21 0,98 E à 0,60 E 20
III 22 - 41 0,98 E à 0,60 E 20
IV 42 - 61 0,98 E à 0,60 E 20
V 62 - 81 0,98 E à 0,60 E 20
VI 82 - 101 0,98 E à 0,60 E 20
VII 102 - 121 0,98 E à 0,60 E 20
IX 142 - 161 0,98 E à 0,60 E 20
X 162 - 181 0,98 E à 0,60 E 20
Obs.: O decremento dos valores de “E” é de 2,00%
[0,98E; 0,96E; ...; 0,60E].
Diversos cenários de danos, não tratados no artigo supracitado, foram modelados com
o intuito de construir um dataset com várias amostras, nas quais as características dos danos
(localização e classificação) estão vinculadas aos consequentes parâmetros modais resultantes.
Neste estudo, optou-se por aplicar os danos apenas nos contraventamentos1.
Os parâmetros modais foram gerados analiticamente, Eq. 5.4, a partir da obtenção das
matrizes físicas fornecidas pelo próprio programa criado pelos autores deste benchmark. Para
tanto, várias intervenções nos códigos foram implementadas para que as configurações deseja-
das, neste EC, fossem analisadas.
1São elementos que possuem rigidez axial à tração, sendo essenciais para garantia da estabilidade da estrutura
com relação aos esforços horizontais (ex.: vento).
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Para melhor ilustrar algumas informações descritas na tabela acima, as Figs. 5.25 a 5.29,
adaptadas da Fig. 5.24, apresentam os “Grupos” e “Cenários”, sendo que os “Grupos” localizam
os elementos da estrutura que foram modelados com danos e os “Cenários” simbolizam os
níveis de danos pré-definidos na Tab. 5.8.
A Fig. 5.25(a) representa a estrutura saudável, enquanto a Fig. 5.25(b) apresenta a situação
em que todos os contraventamentos, localizados entre o piso térreo e o primeiro piso superior,
estão danificados com os cenários “2− 21”, vide Tab. 5.8.
O “Grupo II”, Fig. 5.25(b), indica que os elementos com danos são os representados pelos
segmentos em destaque e os “Cenários 2 a 21” indicam que esses elementos tiveram danos
da ordem de 2,00% a 40,00%, que foram simulados pela redução do módulo de elasticidade,
restando “0,98 E a 0,60 E”, respectivamente. Diferentemente desta configuração, o benchmark
aplicou um único cenário de dano ao simular, nesse mesmo grupo de elementos, rigidez axial
nula.
x
y
z
(a) Estrutura saudável - Cenário
“1” (Grupo I).
(b) Estrutura com cenários de da-
nos “2− 21” (Grupo II).
Figura 5.25: Representações dos grupos de danos 𝐼 e 𝐼𝐼 .
A Fig. 5.26(a) mostra o elemento que receberá os cenários de danos “22−41”. No mesmo
nível, a Fig. 5.26(b) apresenta outro contraventamento, no qual foram modelados os cenários
“42 − 61”, sendo que neste mesmo elemento, o benchmark simulou apenas dois cenários de
danos. Já as Figs. 5.27(a) e 5.27(b) ilustram os cenários “62−81” e “82−101”, respectivamente,
sendo que as Figs. 5.28(a) e 5.28(b) apresentam os cenários de danos “102−121” e “122−141”,
nesta ordem. As Figs. 5.29(a) e 5.29(b) mostram os cenários de danos “142−161” e “162−181”,
respectivamente.
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y
(a) Cenários de danos “22 − 41”
(Grupo III).
(b) Cenários de danos “42 − 61”
(Grupo IV).
Figura 5.26: Representações dos grupos de danos 𝐼𝐼𝐼 e 𝐼𝑉 .
(a) Cenários de danos “62 − 81”
(Grupo V).
(b) Cenários de danos “82− 101”
(Grupo VI).
Figura 5.27: Representações dos grupos de danos 𝑉 e 𝑉 𝐼 .
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(a) Cenários de danos “102−121”
(Grupo VII).
(b) Cenários de danos “122−141”
(Grupo VIII).
Figura 5.28: Representações dos grupos de danos 𝑉 𝐼𝐼 e 𝑉 𝐼𝐼𝐼 .
(a) Cenários de danos “102−121”
(Grupo IX).
(b) Cenários de danos “122−141”
(Grupo X).
Figura 5.29: Representações dos grupos de danos 𝐼𝑋 e 𝑋 .
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Para o treinamento da RNA, são utilizadas 75% das amostras. Cerca de 25% são diagnos-
ticadas. Além disso, são utilizados para análise de referência: taxa de aprendizagem - 0,01; taxa
de momentum - 0,90; erro limite - 0,001.
5.3.1 Determinação da arquitetura ótima da RNA
Da mesma forma que o estudo de caso anterior, a arquitetura ótima é determinada, ava-
liando configurações de 1 até 25 neurônios ocultos tanto para função de ativação tanh quanto
para função ISRU. Assim, para referência, são mantidos o tipo de treinamento (BP clássico),
o algoritmo de aprendizagem (SGD) e a magnitude de referência da taxa de aprendizagem, 𝜂,
para viabilizar a comparação entre os diversos algoritmos de treinamento citados no Cap. 4.
Em virtude da complexidade dessa estrutura, houve o cuidado de analisar as taxas de
acertos tanto em relação ao diagnóstico quanto apenas a localização dos danos estruturais, pois
se trata de informação extremamente importante em estruturas complexas. A metodologia de se
utilizar as frequências e os modos de vibração, simultaneamente, é mantida, o que caracteriza
de forma mais rica o diagnóstico da estrutura em situação de danos.
Ao considerar primeiramente os resultados obtidos via tanh, o gráfico apresentado na Fig.
5.30 mostra as taxas de acertos na obtenção do diagnóstico correto dos danos, localizando-os e
os classificando quanto à severidade, simultaneamente.
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Figura 5.30: Diagnóstico de danos - taxas de acertos para diversas dimensões de camada oculta
via tanh.
As cinco maiores medianas ocorreram para as configurações com 9, 10, 14, 15 e 16 neurô-
nios ocultos, o que nos leva a realizar a análise das medidas estatísticas em busca da arquitetura
que fornece os melhores resultados. Esta determinação auxiliará na definição dos algoritmos
com desempenhos mais promissores, em termos de aprendizagem.
94
De acordo com a Tab. 5.9, a arquitetura que apresentou resultados mais consistentes,
analisando o conjunto das métricas estatísticas, foi a configuração “25-14-2”, com 14 neurônios
ocultos, e considerando que a ativação dos neurônios ocorre via tanh. Nesta configuração, além
de obtermos EM reduzido, a variância entre os valores das taxas de acertos foi a menor entre
todas as configurações.
Tabela 5.9: Análise estatística das cinco melhores arquiteturas, considerando a função tanh
Arquitetura
Acerto
mínimo (%)
Acerto
máximo (%)
Acerto
médio (%)
Desvio
padrão Variância
Erro
médio (EM)
25 - 9 - 2 75,56 97,78 93,82 2,25235 5,07306 0,002090
25 - 10 - 2 68,89 95,56 93,51 2,17443 4,72816 0,002037
25 - 14 - 2 93,33 97,78 95,60 0,58867 0,34653 0,001150
25 - 15 - 2 82,22 100,00 95,96 1,88105 3,53837 0,000812
25 - 16 - 2 88,89 97,78 96,54 0,83690 0,70041 0,000550
Nesta estrutura, em virtude de sua complexidade, sabe-se que a busca pelo diagnóstico
correto tende a ser uma tarefa mais desafiadora que a localização correta dos danos. A possi-
bilidade desta percepção é fundamentada a partir da construção do gráfico apresentado na Fig.
5.31.
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Figura 5.31: Localização de danos - taxas de acertos para diversas dimensões de camada oculta
via tanh.
É oportuno mencionar que, baseado nesse gráfico, observou-se uma leve diminuição na
quantidade de outliers na Fig. 5.30, mostrando que os resultados, para cada neurônio, abrange-
ram um intervalo mais compacto, no tocante ao diagnóstico estrutural.
Para efeito de comparação, os dois gráficos anteriores foram sobrepostos, resultando na
Fig. 5.32 a seguir. Assim, é perceptível que os resultados referentes à localização, apenas, e
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ao diagnóstico dos danos tiveram tendência maior de convergência com um número maior de
neurônios (acima de 8) na camada oculta. Abaixo disso, há dispersão acentuada entre as medi-
anas de acertos das localizações e dos diagnósticos dos danos.
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Figura 5.32: Comparativo entre a localização e diagnóstico dos danos apresentados nas Figs.
5.31 e 5.30, respectivamente.
Em complementação à determinação da arquitetura ótima acima, faz-se, a seguir, nova
análise ao considerar a função de ativação ISRU, utilizando tanto as frequências naturais quanto
os modos de vibração. Esta análise busca a determinação da quantidade de neurônios ocultos
que possibilitam taxas de acertos consistentes para o diagnóstico estrutural do benchmark.
Com base no gráfico da Fig. 5.33, observa-se que as cinco maiores medianas ocorreram
para as quantidades 9, 10, 14, 16 e 18 neurônios ocultos. Assim, a partir da análise das métricas
estatísticas, observa-se, na Tab. 5.10, que a melhor configuração resultou foi a “25-16-2” com
16 neurônios ocultos.
Ao analisar as Tabs. 5.9 e 5.10, observa-se que as melhores arquiteturas foram “25-14-2” e
“25-16-2” para as funções tanh e ISRU, respectivamente. Em virtude disso, é evidente observar
que as duas funções produzem resultados bastante satisfatórios. Contudo, neste EC, a função
clássica tanh obteve resultados moderadamente superiores, em termos de diagnóstico estrutural,
apesar da grande proximidade entre as medidas estatísticas. De qualquer forma, os resultados
atestam que a função ISRU não pode ser desconsiderada em análises semelhantes.
Com a função ISRU, optou-se por analisar, também, o desempenho da metodologia ao
localizar os danos, tão somente, o que é apresentado no gráfico da Fig. 5.34. Imediatamente,
é possível observar que a localização dos danos gerou taxas de acertos muito mais espaçadas
entre si. Em contrapartida, houve maior compacidade nos intervalos das taxas na análise do
diagnóstico da estrutura, Fig. 5.33, implicando que, de fato, alguns elementos danificados foram
localizados, mas os danos não foram classificados corretamente.
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Figura 5.33: Diagnóstico de danos - taxas de acertos para diversas dimensões de camada oculta
via ISRU.
Tabela 5.10: Análise estatística das cinco melhores arquiteturas, considerando a função ISRU
Arquitetura
Acerto
mínimo (%)
Acerto
máximo (%)
Acerto
médio (%)
Desvio
padrão Variância
Erro
médio (EM)
25 - 9 - 2 75,56 97,78 95,06 1,59456 2,54245 0,001546
25 - 10 - 2 86,67 95,56 93,74 1,06311 1,13020 0,001797
25 - 14 - 2 88,89 97,78 94,80 1,25536 1,57592 0,001466
25 - 16 - 2 88,89 97,78 95,12 0,88063 0,77551 0,001234
25 - 18 - 2 86,67 97,78 96,94 0,90102 0,81184 0,001904
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Figura 5.34: Localização de danos - taxas de acertos para diversas dimensões de camada oculta
via ISRU.
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Além da apresentação dos dois gráficos, para diagnóstico e para localização, é proveitoso
sobrepô-los, conforme a Fig. 5.35, para melhor entendimento. Assim, percebe-se que a equi-
valência, entre as medianas das taxas de acertos provenientes da localização e do diagnóstico
dos danos, tende a ocorrer a partir da arquitetura com 9 neurônios ocultos, conforme mostra o
gráfico da Fig. 5.35.
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Figura 5.35: Comparativo entre a localização e diagnóstico dos danos apresentados nas Figs.
5.34 e 5.33, respectivamente.
Baseado nesses resultados, os algoritmos de treinamento de primeira ordem serão avalia-
dos considerando apenas a arquitetura com melhor desempenho.
5.3.2 Comparação entre algoritmos de treinamento não-adaptativos e adaptati-
vos
Mediante as análises estatísticas na Sec. 5.3.1, verificou-se que a configuração 25-14-2,
com a função de ativação tanh, obteve o melhor desempenho no tocante a avaliação das taxas
de acertos e EM. O aprendizado, em tais análises, ocorreu a partir do backpropagation clássico
via SGD.
Com essa configuração da rede, outros otimizadores de primeira ordem, não-adaptativos
e adaptativos, serão avaliados com o propósito de verificar se é possível melhorar o desempe-
nho de aprendizagem da RNA. Contudo, é importante relembrar que os algoritmos de primeira
ordem são abordados, nesta Tese, pelas seguintes razões: fácil implementação; exigência de
memória reduzida para armazenagem de matrizes; não fazem uso da matriz Hessiana, que em
monitoramentos com muitas amostras coletadas, tende a reduzir consideravelmente o desempe-
nho da metodologia; garantem o monitoramento contínuo e em tempo real ao permitir que novas
amostras sejam coletadas e avaliadas, sem a necessidade de novo processamento das amostras
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anteriores, para atualização dos pesos sinápticos da rede neural.
A avaliação dos otimizadores será complementada ao variar a taxa de aprendizagem, 𝜂,
para verificar a sua relevância em aumentar (ou diminuir) o desempenho de aprendizagem da
RNA. Neste EC, serão adotados as taxas “0,01” e “0,001”.
Ao considerar 𝜂 = 0,01, observa-se, na Fig. 5.36, que o processamento foi interrompido
ao respeitar o critério do número de épocas limite. Nesse gráfico, os algoritmos SGDM e NES
tiveram os melhores desempenhos, como esperado. Frisa-se o comportamento do otimizador
ADADELTA que, não exigindo definição da taxa de aprendizagem, obteve convergência seme-
lhante ao SGD.
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Figura 5.36: Convergência dos algoritmos de treinamento para 𝜂 = 0,01 e 𝛼 = 0,90 via tanh.
As curvas de treinamento da Fig. 5.36 possibilitam entendimento matemático de forma
direta. Contudo, a análise física relacionada à qualidade dos diagnósticos dos danos é o interesse
final e será aferida, mais facilmente, a partir da relação entre os danos de referência e os danos
simulados resultantes do treinamento em cada otimizador. Assim, a Fig. 5.37 tem organizado
os desempenhos dos algoritmos SGDM, NES, ADAM e NADAM para 𝜂 = 0,01.
Para auxiliar a verificação da qualidade do diagnóstico, utiliza-se a mesma metodologia
adotada nos ECs anteriores ao analisar a superposição da reta de regressão linear (linha ver-
melha) ao segmento de referência (linha preta). Assim, baseado nos gráficos da Fig. 5.37,
percebe-se que os otimizadores SGDM e NES estão aptos a fornecer o diagnóstico correto dos
danos. Além disso, observa-se novamente que a taxa de aprendizagem “0,01” não é adequada
para o uso de algoritmos adaptativos.
Ao adotar 𝜂 = 0,001, é esperado, baseado em experiência adquirida com outros ECs: que
haja redução de oscilações nos algoritmos; e, que ADAM e NADAM tenham melhores desem-
penhos que os otimizadores SGDM e NES. Contudo, as Figs. 5.38 e 5.39 apresentam alguns
resultados que divergem do que era esperado, tal como o fato dos algoritmos SGDM e NES,
Figs.5.39(a) e 5.39(b), obterem desempenhos melhores que o ADAM, Fig. 5.39(c). No entanto,
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o otimizador NADAM, Fig. 5.39(d), manteve o melhor desempenho. O ADADELTA obteve me-
lhor convergência em relação ao SGD, seguido pelo RMSPROP.
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Figura 5.37: Comparações entre danos de referência e os simulados por algoritmos de treina-
mento SGDM, NES, ADAM e NADAM.
Outro fato a observar é que não houve redução da quantidade de épocas necessárias para
a convergência ao erro limite. Na realidade, tanto para 𝜂 = 0,01 quanto para 𝜂 = 0,001, o
processo foi concluído quando o critério referente ao número de épocas limite foi alcançado
nos dois casos; ou seja, antes de convergir para o erro limite pré-definido.
A razão de não ter ocorrido diminuição da quantidade de épocas necessária, o que des-
toa das ocorrências nos primeiros ECs, é que a quantidade de parâmetros modais (5 primeiras
frequências e 5 modos de vibração) adotada não foi suficiente para caracterizar plenamente a
estrutura. Contudo, no tocante ao desempenho de diagnóstico dos danos estruturais, tal conjunto
de informações resultou em desempenho ótimo da metodologia para diagnóstico dos danos es-
truturais.
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Figura 5.38: Convergência dos algoritmos de treinamento para 𝜂 = 0,001 e 𝛼 = 0,90 via tanh.
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Figura 5.39: Comparações entre danos de referência e os simulados por algoritmos de treina-
mento não-adaptativos (SGDM e NES) e adaptativos (ADAM e NADAM).
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De fato, ao adotar as 12 primeiras frequências naturais e os modos de vibração corres-
pondentes, observa-se, na Fig. 5.40, que a partir das arquiteturas com 12, 14, 15, 19, 20 e 22
neurônios houve redução considerável da quantidade de épocas necessária até a convergência.
É importante enfatizar que para a geração das medianas, foram utilizadas 50 iterações,
sendo que, em cada uma, os pesos sinápticos eram iniciados aleatoriamente, o que garantiu a
independência dos resultados.
É viável afirmar que, após a análise de três ECs, O procedimento de avaliar diversas
configurações de quantidade de neurônios, em várias iterações, para definir a arquitetura ótima
é necessário. Naturalmente, isso irá ocorrer em fase anterior ao diagnóstico, que já utilizará a
rede com os parâmetros calibrados para a localização e classificação dos danos, sendo que esta
fase não exige grande esforço computacional.
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Figura 5.40: Convergência dos algoritmos de treinamento para 𝜂 = 0,001 e 𝛼 = 0,90 via tanh.
5.4 Caso 4 - Revisitando conceito tradicional
Ao longo das últimas décadas, um conceito tem sido propagado em inúmeras pesquisas
sobre diagnóstico de estruturas baseado em medidas de vibração. Trata-se de afirmar que um
dano estrutural é localizado e classificado plenamente, ou tão somente, por meio do uso simul-
tâneo de frequências e modos de vibração, conforme Cawley e Adams (1979), Yan et al. (2007),
Mehrjoo et al. (2008), Hakim et al. (2014), Hakim et al. (2016), etc.
Ao considerar tal conceito em monitoramento de estruturas reais, recaímos na necessidade
de maior infraestrutura para o monitoramento da edificação, em virtude da maior quantidade de
sensores instalados em busca da obtenção dos modos de vibração que são coletados simultanea-
mente, maior equipe técnica e, a partir da quantidade maior de dados, o custo computacional se
torna elevado, implicando diretamente no aumento do tempo necessário e, consequentemente,
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elevação do custo financeiro referentes ao serviço.
Diante disso, revisitamos esse conceito tradicional, considerando para análise o EC3, por
apresentar modelo estrutural mais complexo e desafiador para o diagnóstico de estruturas.
Como primeira avaliação, a partir da Fig. 5.41 se verifica o desempenho do diagnóstico
dos danos considerando apenas as 5 primeiras frequências naturais, como entrada da rede, as-
sociadas à localização e classificação de cada dano modelado.
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Figura 5.41: Diagnóstico de danos - taxas de acertos para diversas dimensões de camada oculta
via tanh.
Como os modos de vibração não foram considerados para treinamento, simula-se a não
necessidade de instalar sensores em todos os pisos simultaneamente para coletar tais infor-
mações, reduzindo a infraestrutura necessária para o monitoramento estrutural. Diante disso,
observa-se que o diagnóstico foi desenvolvido a contento e, para algumas arquiteturas, os resul-
tados foram satisfatórios tecnicamente, pois as medianas superaram a taxa de acerto de 80%,
o que é considerado, nesta Tese, como ótima referência, tendo em vista que houve diagnóstico
correto em 8 casos de 10 situações avaliadas.
Percebe-se que a descaracterização da estrutura, ao não coletar os modos de vibração,
implicou em redução do desempenho no diagnóstico geral. Contudo, a escolha adequada da
arquitetura da rede, nessas condições, ainda permite um monitoramento estrutural conveniente,
tecnicamente, em comparação com a inspeção visual que pode ser ineficiente, na maioria das
vezes.
A Tab. 5.11 apresenta os resultados de três arquiteturas com taxas de acertos razoáveis
que poderiam ser escolhidas para realizar o diagnóstico estrutural a partir do uso das frequências
naturais, tão somente, com acertos mínimos, máximos e médios a partir de 71,11%, 88,89% e
83,33%, respectivamente. Em contrapartida, os EMs foram elevados, ficando acima do limite
estipulado para convergência, “0,001”.
103
Tabela 5.11: Análise estatística das três melhores arquiteturas, considerando a função tanh
Arquitetura
Acerto
mínimo (%)
Acerto
máximo (%)
Acerto
médio (%)
Desvio
padrão Variância
Erro
médio (EM)
5 - 10 - 2 71,11 88,89 83,33 1,76416 3,11225 0,006369
5 - 15 - 2 71,11 95,56 87,24 2,43956 5,95143 0,006956
5 - 19 - 2 77,78 95,56 89,29 1,87017 3,49755 0,005508
É importante ponderar que em relação à Tab. 5.9, na qual foi definida que a arquitetura
ótima era “25-14-2”, esta situação de monitoramento com infraestrutura mínima, proporcionou
medidas de “Variância” elevadas, indicando a não-compacidade no intervalo de taxas de acertos.
É bem sabido que a classificação da severidade do dano é a tarefa mais complexa da tríade
relacionada ao diagnóstico. Assim, a investigação da localização dos danos também é uma
ferramenta de análise importante para o monitoramento estrutural. Para o EC3, considerando
apenas as frequências naturais, a análise das taxas de acertos levando em consideração apenas
a tentativa de localizar os danos foi desenvolvida e está apresentada na Fig. 5.42.
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Figura 5.42: Localização de danos - taxas de acertos para diversas dimensões de camada oculta
via tanh.
A Fig. 5.43 é resultado da sobreposição do gráfico referente ao diagnóstico, Fig. 5.41,
ao gráfico da localização dos danos, Fig. 5.42, permitindo tornar as análises acima ainda mais
evidentes, quando se atesta que as medianas das taxas de acertos para a localização dos danos
podem ser mais efetivas que às obtidas no diagnóstico completo dos danos.
Observa-se, na Fig. 5.43, que as taxas de acertos para localização e diagnóstico conver-
giram apenas na arquitetura “5-15-2”, comportamento completamente diferente do que ocorreu
na Fig. 5.35, onde houve razoável similaridade a partir da configuração com 9 neurônios.
104
Número de neurônios na camada oculta
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
M
ed
ia
na
s 
"1
" e
 "2
" (
%)
0
10
20
30
40
50
60
70
80
90
100
Comparativo entre "1" e "2" (5 primeiras frequências) [via "tanh"]
1 - Medianas para Diagnóstico
2 - Medianas para Localização
Figura 5.43: Comparativo entre a localização e diagnóstico dos danos apresentados nas Figs.
5.42 e 5.41, respectivamente.
A comparação dos resultados, em termos de diagnósticos, que envolve a situação que
simulou a coleta tanto das frequências naturais quanto dos modos de vibração, Fig. 5.30, e do
uso apenas das frequências naturais, Fig. 5.41, faz-se necessária e é apresentada na Fig. 5.44,
tornando evidente a superioridade do diagnóstico desenvolvido a partir da coleta dos dois tipos
de parâmetros modais, mas evidenciam que o diagnóstico, a partir do uso apenas das frequências
naturais, é relevante e viável.
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Figura 5.44: Comparativo dos diagnósticos apresentados nas Figs. 5.30 e 5.41.
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6 ANÁLISE DOS RESULTADOS
Como medida possível para agilizar o desempenho das RNAs, mantendo a facilidade de
implementação computacional, foi adotada a rede do tipo MLP que tem como referência o uso
do algoritmo BP clássico com o otimizador SGD. Em diversas literaturas, algumas possibili-
dades de agregar desempenho estão atreladas ao aumento da quantidade de camadas ocultas.
No entanto, esta possibilidade não foi considerada, tendo em vista que o seu uso implica no
aumento imediato do custo computacional sem oferecer melhoria efetiva aos resultados; ao
contrário, diversos pesquisadores desencorajam esta prática.
Como ponto de partida deste trabalho, optou-se por utilizar a função de ativação do tipo
ISRU que, no geral, apresentou melhor desempenho para a aprendizagem que a função clássica
tanh. Com estas funções, ao adotar os 5 primeiros parâmetros modais (em frequência e modos
de vibração) obtidos em cada cenário de dano, foi possível determinar as arquiteturas ótimas
para os quatro estudos de caso analisados, como sendo aquelas que, a partir da quantidade mí-
nima de neurônios na camada oculta, promoviam resultados que, avaliados estatisticamente,
eram considerados bastante satisfatórios em termos de diagnóstico de danos; ou seja, a arquite-
tura ótima tem por função garantir taxas de acertos interessantes tanto para a localização quanto
classificação das amostras selecionadas, aleatoriamente, para testes.
A partir da arquitetura ótima definida, em cada estudo de caso, vários otimizadores de
treinamento foram avaliados em busca daquele que apresentasse o melhor desempenho ao atin-
gir, com menos iterações, qualquer dos critérios pré-definidos. Para tanto, foram avaliadas duas
classes de otimizadores: não-adaptativos (SGD, SGDM e NES) e adaptativos (ADAGRAD, ADA-
DELTA, RMSPROP, ADAM e NADAM). É oportuno destacar, novamente, que alguns destes
otimizadores nunca foram aplicados em diagnóstico de danos; e, para as verificações, estes
algoritmos foram avaliados em algumas magnitudes de taxas de aprendizagem.
No primeiro estudo de caso, ao adotar 𝜂 = 0,01, os algoritmos SGDM e NES obtiveram
melhores desempenhos de convergência e regularidade, enquanto os demais não conseguiram
convergir, sendo que alguns otimizadores apresentaram grandes oscilações. Para facilitar o en-
tendimento, no tocante ao potencial dos algoritmos em diagnosticar os danos, foram traçadas
várias regressões lineares dos danos simulados pela RNA, o que proporcionou compreensão
prática das diferenças comportamentais de cada algoritmo destacado, confirmando que SGDM
e NES foram os mais exitosos.
Para 𝜂 = 0,001, além de observar que houve redução notória das oscilações dos algo-
ritmos, o SGD só apresentou melhor desempenho que o algoritmo ADAGRAD, sendo supe-
rado pelos demais otimizadores; além disso, o algoritmo ADAM obteve a melhor convergência,
embora ainda com diminutas oscilações, e foi acompanhado com bastante proximidade pelo
NADAM. Estes resultados também ficaram evidentes a partir do uso das regressões lineares,
comprovando que além das convergências eficientes, os desempenhos em diagnosticar os danos
foram promissores.
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Para essa taxa, é oportuno ressaltar que os algoritmos SGDM e NES também tiveram bons
desempenhos, embora a convergência de cada um precisasse de mais épocas para ocorrer até
alcançar algum dos critérios de parada.
No segundo estudo de caso, a identificação modal foi desenvolvida, a partir da obten-
ção das matrizes físicas do sistema, de duas formas: a primeira ocorreu pelo processo direto
(PD), no qual os parâmetros modais foram obtidos analiticamente pela extração dos autovalo-
res (frequências naturais) e autovetores (modos de vibração); o segundo procedimento foi mais
sofisticado, tendo em vista que se utilizou o método COV-SSI/Ref, que faz parte das diversas
ferramentas para identificação modal disponíveis em AMO. Este último método permitiu a si-
mulação de monitoramento estrutural real com o cálculo dos parâmetros modais a partir de
respostas dinâmicas simuladas numericamente. Os resultados obtidos por ambos os métodos
praticamente convergiram entre si, conforme apresentado no Apêndice A.
Após a construção do dataset, houve a determinação da arquitetura ótima, sendo que a
configuração com 31-7-2, via função ISRU e 𝜂 = 0,01, obteve as melhores medianas das taxas
de acertos. Diante disso, verificou-se que o algoritmo SGDM obteve a melhor convergência e
apresentou regularidade satisfatória durante a maior parte do treinamento, mas ocorreram osci-
lações no término do aprendizado; da mesma forma que o estudo de caso anterior, os algorit-
mos adaptativos não apresentaram resultados satisfatórios. Para 𝜂 = 0,001, apenas o algoritmo
RMSPROP apresentou oscilações acentuadas no término do treinamento e o algoritmo NADAM
obteve a melhor convergência. Para 𝜂 = 0,0005, não foram detectadas fortes oscilações em
qualquer otimizador e, satisfatoriamente, houve convergência similar de resultados entre os al-
goritmos ADAM e NADAM durante todo o treinamento.
Diante dos resultados obtidos, observa-se que a definição da taxa de aprendizagem é im-
portante tanto para os algoritmos não-adaptativos quanto para os adaptativos, sendo que para
taxa mais “elevada”, os algoritmos não-adaptativos obtiveram melhores desempenhos e para
taxas “baixas”, os algoritmos adaptativos prevaleceram, sendo que ADAM e NADAM tiveram
melhores desempenhos tanto para 𝜂 = 0,001 quanto para 𝜂 = 0,0005.
No terceiro estudo de caso, analisou-se um benchmark de edifício metálico e simétrico
de quatro pisos, modelado em MEF com 120 DOFs. Neste modelo, foram inseridos grupos de
danos nos contraventamentos da estrutura, o que totalizou 181 amostras no dataset, levando em
consideração o uso das 5 primeiras frequências naturais e respectivos modos de vibração. A
partir disso, houve a determinação da arquitetura ótima, sendo que as configurações “25-14-2”
e “25-16-2” com as funções tanh e ISRU, respectivamente, obtiveram as melhores métricas es-
tatísticas. Destas duas arquiteturas, a configuração que utilizou a função de ativação clássica,
tanh, obteve leve superioridade sobre a função ISRU, com relação ao desempenho em diagnos-
ticar danos estruturais.
Como se trata de um EC complexo, optou-se por desenvolver análise complementar ao
levar em consideração apenas a localização dos danos. Com isso, percebeu-se que as media-
nas das taxas de acertos para localização e diagnóstico praticamente coincidiram a partir de
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8 neurônios ocultos e função tanh, sendo que os resultados foram convergentes até 25 neurô-
nios ocultos. Mas, naturalmente, quando os resultados não eram coincidentes, o que ocorreu em
configurações com menos de 8 neurônios ocultos, as medianas das taxas de acertos para loca-
lização dos danos eram superiores ao diagnóstico estrutural, demonstrando que a classificação
dos danos quanto à severidade é uma análise mais complexa.
Com a arquitetura ótima determinada e 𝜂 = 0,01, os algoritmos SGDM e NES obtive-
ram os melhores desempenhos de convergência, sendo acompanhados pelos algoritmos SGD e
ADADELTA. As análises a partir das regressões repetiram o baixo desempenho dos otimizado-
res ADAM e NADAM para essa taxa de aprendizagem.
Com relação à 𝜂 = 0,001, o otimizador NADAM continuou a ter melhor desempenho
entre todos os algoritmos. Contudo, em uma das iterações, o ADAM não teve êxito estritamente
similar em relação à convergência, diferenciando dos resultados obtidos nos outros ECs; no
entanto, a capacidade de diagnosticar os danos foi preservada. Outra curiosidade tem relação ao
bom desempenho de convergência dos algoritmos SGDM e NES, para tal taxa de aprendizagem,
pois proporcionou boa qualidade de localização e classificação dos danos estruturas, conforme
apresentado nos gráficos das regressões lineares.
Neste terceiro estudo de caso, houve registro de outra peculiaridade, visto que não ocor-
reu redução do número de épocas necessárias para interrupção do processo de treinamento, ao
passar de 𝜂 = 0,01 para 𝜂 = 0,001. Na realidade, os treinamentos foram interrompidos quando
o critério do limite de épocas foi alcançado, não sendo atingido o erro limite. Isto se deve ao fato
de que o uso de apenas 5 parâmetros modais, em frequências e modos de vibração, para esta
estrutura complexa, foi bastante oneroso para o treinamento da RNA. Assim, foi desenvolvida
nova análise levando em conta os 12 primeiros parâmetros modais para diagnosticar os danos,
sendo que os resultados foram bastante promissores, pois em algumas arquiteturas houve redu-
ção de até 60% da quantidade de épocas necessárias para que o treinamento pudesse ocorrer até
alcançar o critério do erro limite. Isto se deve ao fato de que os 12 primeiros parâmetros modais
melhor caracterizaram o comportamento dinâmico da estrutura.
Para melhor destaque, os principais resultados discutidos acima, são organizados na Tab.
6.1.
Tabela 6.1: Resumo dos principais resultados e destaque para os algoritmos com melhores de-
sempenhos em EC1, EC2 e EC3
EC
Arquitetura
ótima (%)
Função de
ativação (%)
Acerto
mínimo (%)
𝜂 = 0,01 𝜂 = 0,001
1
51-10-2 ISRU 84,60 SGDM/NES ADAM/NADAM
51-17-2 tanh 69,30 - -
2
31-7-2 ISRU 92,00 SGDM NADAM
31-10-2 tanh 88,00 - -
3
25-16-2 ISRU 88,89 - -
25-14-2 tanh 93,33 NES NADAM
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No quarto e último estudo de caso, um conceito tradicional e largamente disseminado foi
revisitado. Trata-se de afirmar que o diagnóstico dos danos só pode ser desenvolvido com uso
simultâneo das frequências naturais e modos de vibração. Assim, com base no EC3, verificou-
se que o diagnóstico dos danos a partir das 5 primeiras frequências, tão somente, é bastante
desafiador, mas mostrou-se que é possível e viável de ser realizado. Contudo, em virtude de
envolver quantidade de épocas maior, o treinamento se torna bastante oneroso. De qualquer
forma, foram obtidos acertos médios superiores a 80%, sendo alcançados acertos máximos
superiores à 95%, para as arquiteturas “5-15-2” e “5-19-2”, com taxa de aprendizagem 𝜂 =
0,01.
Este derradeiro EC indica que, na prática do SHM, é possível reduzir a infraestrutura ne-
cessária para realizar o monitoramento estrutural, tendo em vista que pode ser utilizado apenas
um único sensor para fazer a coleta das respostas dinâmicas na estrutura, deslocando-o piso a
piso. No caso de também utilizar os modos de vibração para treinamento, faz-se necessário ter
sensores em todos os pisos para a coleta simultânea dos dados, tornando o processo de monito-
ramento mais dispendioso tanto no sentido financeiro quanto no aspecto de aquisição de dados
referentes às respostas dinâmicas do sistema.
Em termos práticos e computacionais, com o desenvolvimento de diagnóstico estrutural
em um único computador, os métodos SGDM, NES, ADAM e NADAM merecem a atenção no
tocante aos seus desempenhos. Contudo, em uma situação ideal, se houver a possibilidade de
distribuir o processo em clusters, é válido utilizar todos os métodos e obter os parâmetros neu-
rais do primeiro otimizador que atingir os critérios de parada. Assim, a utilização simultânea de
vários dispositivos (móveis ou não) pode ser considerada para treinamento da rede neural, vi-
sando ao diagnóstico estrutural mais célere, otimizando o monitoramento contínuo e em tempo
real.
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7 CONSIDERAÇÕES FINAIS
7.1 Conclusões
Diante da necessidade de se antever à possibilidade das estruturas se degradarem até a
ruptura, causando sinistros que podem pesar tanto sobre o cidadão comum quanto ao poder
público, a depender da envergadura da estrutura, esta Tese contribui ao propor metodologias e
técnicas que aperfeiçoam o monitoramento estrutural contínuo e em tempo real com o intuito
de assistir ao pleno funcionamento de pequenas e grandes estruturas civis.
Neste trabalho, o desenvolvimento do diagnóstico estrutural teve como base fundamen-
tal o uso de medidas de vibração, por serem informações bastante eficientes que auxiliam a
detecção, localização e classificação de danos estruturais, tendo em vista que o surgimento des-
tas patologias tende a causar mudanças nas características físicas do sistema e, com isso, os
parâmetros modais são diretamente modificados.
Durante a formação dos danos, por terem consequências sutis, a inspeção visual “nua”
sobre a estrutura é ineficiente habitualmente, tendo em vista que a diferença entre os estados da
estrutura saudável e com dano é, na maioria das vezes, imperceptível sem uso de ferramentas
adequadas, impossibilitando até mesmo o estágio inicial de SHM que é, ressalta-se, a simples
detecção do surgimento de danos. Inclusive, o próprio dano pode estar em local inacessível à
percepção visual como, por exemplo, a ruptura de armaduras ativas ou passivas em estruturas
de concreto.
A partir do que foi exposto, além de propor metodologias de execução prática de monito-
ramento estrutural, esta Tese lançou luz sobre ferramentas matemáticas modernas que se mos-
traram adequadas à análise criteriosa de dados coletados da estrutura a tal ponto de reconhecer
e classificar padrões. Para isso, a MLP foi aperfeiçoada com várias contribuições, tais como:
o uso da função de ativação ISRU; a forma como a arquitetura neural ótima é determinada,
via métricas estatísticas que analisam as taxas de acertos; e, a implementação de algoritmos
de otimização de primeira ordem, sendo que alguns destes nunca haviam sido aplicados em
diagnóstico de estruturas civis. Essas intervenções aperfeiçoaram a realização do SHM.
Para que as metodologias propostas tivessem êxito e relevância prática, levando em con-
sideração que o monitoramento estrutural ocorra de forma contínua e em tempo real, outra con-
tribuição desta Tese foi incorporar os benefícios da técnica de identificação modal, via AMO,
que permite o cálculo dos parâmetros modais com base nas respostas dinâmicas da estrutura,
tão somente. Ou seja, em grandes estruturas, especialmente, são utilizadas as próprias ações,
que atuam rotineiramente sobre o sistema (vento, temperatura, carga móvel, etc.), como fontes
de excitações ambientais, o que permite desconsiderar o uso de excitações artificiais por razões
práticas que as tornam impeditivas de serem aplicadas em estruturas de grande envergadura.
Para o treinamento da RNA, foram avaliadas as classes de otimizadores: não-adaptativos
(SGD, SGDM e NES) e adaptativos (ADAGRAD, ADADELTA, RMSPROP, ADAM e NADAM).
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É oportuno destacar, novamente, que alguns destes otimizadores foram aplicados pela primeira
vez em diagnóstico de danos, de estruturas civis, nesta Tese e em artigos resultantes desta pes-
quisa.
Percebeu-se que os algoritmos, independentes da classe, tiveram importância e viabili-
dade, a partir da escolha adequada da taxa de aprendizagem; ou seja: para 𝜂 = 0,01, observou-
se que os algoritmos SGDM e NES tiveram melhores resultados entre todos os demais; para
𝜂 = 0,001 e 𝜂 = 0,0005, os algoritmos adaptativos ADAM e NADAM tiveram maior desta-
que no desempenho de aprendizagem. No entanto, em todas as situações avaliadas, todos os
algoritmos que alcançaram o critério de parada definido, se apresentaram adequados para exer-
cer os diagnósticos dos danos, conforme as regressões lineares comprovaram. Contudo, o que
é normal, alguns algoritmos demandaram maior esforço computacional que outros, conforme
apresentado nos ECs.
Em suma, diante das validações apresentadas, os questionamentos elencados na Sec. 1.2
são solucionados. Assim, as questões “1” e “2” são respondidas nos Caps. 3 e 4, bem como
nas Secs. 5.1 a 5.3, nos quais os resultados exitosos referendam as técnicas e metodologias
propostas, nesta Tese, para o diagnóstico de danos por meio da simulação de monitoramento
estrutural contínuo e em tempo real.
Com relação ao questionamento “3”, que trata do diagnóstico de danos a partir do co-
nhecimento apenas das frequências naturais, é possível observar, na Sec. 5.4, que o diagnóstico
foi realizado, ao contrário do que trabalhos clássicos, que tratam do assunto, advertem. Con-
tudo, foram obtidas taxas de acertos inferiores às registradas na Sec. 5.3, tendo em vista que
houve redução de caracterização dinâmica da estrutura. De qualquer forma, essa possibilidade
de diagnóstico, tendo conhecimento apenas das frequências naturais, providencia redução na
infraestrutura necessária para realização do ensaio.
7.2 Propostas para pesquisas futuras
A partir da sistemática desenvolvida neste trabalho, algumas propostas para pesquisas
futuras são elencadas a seguir:
∙ desenvolver estudo sobre as respostas dinâmicas mínimas necessárias para viabilizar o
diagnóstico estrutural;
∙ analisar o desempenho desta metodologia em modelos experimentais de galpões indus-
triais e torres de transmissão de energia, tendo em vista que são estruturas não exploradas
nas literaturas relacionadas ao SHM;
∙ aperfeiçoar o desempenho do diagnóstico estrutural via computação paralela, a partir das
contribuições propostas;
∙ adequar métodos de ordem superior para permitir o desenvolvimento de monitoramento
estrutural contínuo e em tempo real de forma satisfatória;
∙ analisar e tratar os outliers que surgem durante a determinação da arquitetura ótima.
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APÊNDICE A – Comparativo do cálculo de frequências pelo
processo direto (PD) e AMO
Este apêndice tem o objetivo de agrupar os dados envolvidos e resultados obtidos no
tocante a aplicação de PD e AMO.
No caso da aplicação do PD, as matrizes físicas, Eqs. 5.1 e 5.2, são definidas tanto para a
estrutura saudável quanto para os diversos cenários de danos descritos na Tab. 5.4. A obtenção
dos parâmetros modais é obtida por meio de técnicas de álgebra linear ao extrair os autovalores
(frequências naturais) e autovetores (modos de vibração) a partir da Eq. 5.4.
Com relação a aplicação de AMO, o processo tem início ao definir os seguintes parâ-
metros para este EC: ordem do modelo - 50; tempo de coleta - 10s; intervalo entre amostras
- 1ms. A partir disso, com as matrizes físicas definidas, aplica-se o método de Newmark para
resolver numericamente a Eq. 2.1. Para tanto, o sistema é excitado via ruído branco gaussiano
em cada sensor simulado; assim, são obtidas medidas de deslocamento, velocidade e aceleração
simuladas.
A partir das respostas dinâmicas armazenadas, tão somente, a AMO é capaz de fornecer
os parâmetros modais da estrutura, conforme formulação apresentada no Cap. 2.1.3.
Em suma, as Tabs. A.1 à A.6 mostram que os resultados obtidos pelo PD e AMO são
equivalentes, viabilizando o uso de qualquer dessas alternativas para construção do dataset
necessário para o treinamento e teste da rede neural.
Embora tenha sido aplicada em estruturas modeladas numericamente, a validação do uso
de AMO comprova que a metodologia proposta, Cap. 3, é factível em monitoramento de estru-
turas reais, cujas ações podem ter características equivalentes ao ruído branco gaussiano.
A seguir, os resultados obtidos são apresentados para estruturas saudável e com nível
máximo de danos em cada região.
Estrutura saudável
Tabela A.1: Frequências - Estruturas sem danos
Modos
PD
(Hz)
COV-SSI/Ref
(Hz)
Erro
relativo (ER)
1 3,6708 3,6717 0,0003
2 8,6380 8,6692 0,0036
3 14,8698 14,8667 0,0002
4 17,9804 17,9686 0,0007
5 21,9673 21,9634 0,0002
O erro relativo é calculado pela expressão:
𝐸𝑅 =
|(𝑃𝐷)− (𝐶𝑂𝑉−𝑆𝑆𝐼/𝑅𝑒𝑓)|
𝑃𝐷
(A.1)
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Figura A.1: Medição dos deslocamentos no sensor simulado “1”.
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Figura A.2: Medição dos deslocamentos no sensor simulado “2”.
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Figura A.3: Medição dos deslocamentos no sensor simulado “3”.
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Figura A.4: Medição dos deslocamentos no sensor simulado “4”.
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Figura A.5: Medição dos deslocamentos no sensor simulado “5”.
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Figura A.6: Diagrama de estabilização das frequências obtidas via AMO.
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Estrutura com dano máximo (40%) na região 1
Tabela A.2: “Região 1” com dano máximo (40%)
Modos
PD
(Hz)
COV-SSI/Ref
(Hz)
Erro
relativo (ER)
1 3,2823 3,3041 0,0066
2 7,9173 7,9116 0,0007
3 14,3507 14,3255 0,0018
4 17,6151 17,5707 0,0025
5 21,9591 21,9316 0,0013
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Figura A.7: Medição dos deslocamentos no sensor simulado “1”.
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Figura A.8: Medição dos deslocamentos no sensor simulado “2”.
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Figura A.9: Medição dos deslocamentos no sensor simulado “3”.
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Figura A.10: Medição dos deslocamentos no sensor simulado “4”.
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Figura A.11: Medição dos deslocamentos no sensor simulado “5”.
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Figura A.12: Diagrama de estabilização - região 1 com dano máximo (40%).
Estrutura com dano máximo (40%) na região 2
Tabela A.3: “Região 2” com dano máximo (40%)
Modos
PD
(Hz)
COV-SSI/Ref
(Hz)
Erro
relativo (ER)
1 3,3692 3,3709 0,0005
2 8,5484 8,5482 0,0000
3 13,8129 13,7653 0,0034
4 16,5666 16,5839 0,0010
5 21,8873 21,8838 0,0002
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Figura A.13: Medição dos deslocamentos no sensor simulado “1”.
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Figura A.14: Medição dos deslocamentos no sensor simulado “2”.
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Figura A.15: Medição dos deslocamentos no sensor simulado “3”.
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Figura A.16: Medição dos deslocamentos no sensor simulado “4”.
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Figura A.17: Medição dos deslocamentos no sensor simulado “5”.
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Figura A.18: Diagrama de estabilização - região 2 com dano máximo (40%).
Estrutura com dano máximo (40%) na região 3
Tabela A.4: “Região 3” com dano máximo (40%)
Modos
PD
(Hz)
COV-SSI/Ref
(Hz)
Erro
relativo (ER)
1 3,4184 3,4202 0,0005
2 8,1701 8,1774 0,0009
3 13,9605 13,9643 0,0003
4 17,3693 17,3638 0,0003
5 21,3004 21,2631 0,0018
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Figura A.19: Medição dos deslocamentos no sensor simulado “1”.
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Figura A.20: Medição dos deslocamentos no sensor simulado “2”.
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Figura A.21: Medição dos deslocamentos no sensor simulado “3”.
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Figura A.22: Medição dos deslocamentos no sensor simulado “4”.
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Figura A.23: Medição dos deslocamentos no sensor simulado “5”.
ω (rad/s)
0 25 50 75 100 125 150
O
rd
em
 d
o 
m
od
el
o
0
10
20
30
40
50
Figura A.24: Diagrama de estabilização - região 3 com dano máximo (40%).
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Estrutura com dano máximo (40%) na região 4
Tabela A.5: “Região 4” com dano máximo (40%)
Modos
PD
(Hz)
COV-SSI/Ref
(Hz)
Erro
relativo (ER)
1 3,5303 3,5412 0,0031
2 7,9221 7,9259 0,0005
3 14,5363 14,5404 0,0003
4 17,8926 17,8890 0,0002
5 19,8314 19,8307 0,0000
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Figura A.25: Medição dos deslocamentos no sensor simulado “1”.
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Figura A.26: Medição dos deslocamentos no sensor simulado “2”.
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Figura A.27: Medição dos deslocamentos no sensor simulado “3”.
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Figura A.28: Medição dos deslocamentos no sensor simulado “4”.
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Figura A.29: Medição dos deslocamentos no sensor simulado “5”.
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Figura A.30: Diagrama de estabilização - região 4 com dano máximo (40%).
Estrutura com dano máximo (40%) na região 5
Tabela A.6: “Região 5” com dano máximo (40%)
Modos
PD
(Hz)
COV-SSI/Ref
(Hz)
Erro
relativo (ER)
1 3,6307 3,6351 0,0012
2 8,2241 8,2156 0,0010
3 13,2379 13,2306 0,0006
4 17,3235 17,3161 0,0004
5 21,0663 21,0562 0,0005
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Figura A.31: Medição dos deslocamentos no sensor simulado “1”.
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Figura A.32: Medição dos deslocamentos no sensor simulado “2”.
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Figura A.33: Medição dos deslocamentos no sensor simulado “3”.
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Figura A.34: Medição dos deslocamentos no sensor simulado “4”.
132
Tempo (s)0 2 4 6 8 10
D
es
lo
ca
m
en
to
 (m
)
×10-5
-5
0
5
Figura A.35: Medição dos deslocamentos no sensor simulado “5”.
ω (rad/s)
0 25 50 75 100 125 150
O
rd
em
 d
o 
m
od
el
o
0
10
20
30
40
50
Figura A.36: Diagrama de estabilização - região 5 com dano máximo (40%).
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APÊNDICE B – Pseudocódigos dos algoritmos de aprendizado
não-adaptativos e adaptativos
B.1 Pseudocódigo de MLP baseado no algoritmo de BP clássico - SGD
Para consolidar a implementação computacional de cada método de primeira ordem dis-
cutido, é apresentado o pseudocódigo do algoritmo de MLP para referência, baseado em BP
clássico, onde cada amostra é chamada individualmente pelo processo estocástico.
Todos os pseudocódigos, a seguir, podem ser facilmente adaptados em relação a algumas
características básicas da MLP, tais como: arquitetura (testes com relação ao número de neurô-
nios), topologia (aumentar o número de camadas ocultas), adotar funções de ativação quaisquer
ou diferentes funções em cada camada, entre outras possibilidades. Mas, vale ressaltar que as
operações matemáticas, em cada algoritmo abaixo, deverão ser analisadas com atenção em rela-
ção às dimensões corretas dos vetores e matrizes, ou se há alguma operação especial, tal como
o produto de Hadamard, por exemplo. Para tanto, o acesso aos artigos originais é aconselhável
para que as dúvidas mais conceituais sejam sanadas.
Outros algoritmos foram necessários para que as técnicas propostas nesta Tese fossem
desenvolvidas e avaliadas. Contudo, permitiu-se apresentar apenas os códigos a seguir, tendo
em vista a complexidade ao implementar cada otimizador, a partir da análise e entendimento
dos conceitos matemáticos envolvidos, e da insuficiência de informações disponíveis.
Algoritmo 1: Pseudocódigo de MLP com BP clássico, adaptado de Souza et al. (2019)
Entrada: Conjunto de amostras (frequências e modos de vibração para cada dano): 𝐼𝑖;
Saída: Pesos sinápticos e bias calibrados: 𝑊 (2), 𝑏(2), 𝑊 (1) e 𝑏(1);
início
Inicializar aleatoriamente, conforme os limites da função de ativação, os parâmetros neurais (𝑊 (2),
𝑏(2), 𝑊 (1) e 𝑏(1)) e (𝑠𝑢𝑚← 0);
Especificar: quantidade de amostras (𝑛𝑆𝑎𝑚𝑝𝑙𝑒), taxa de aprendizagem (𝜂), precisão requerida (𝜖) e
quantidade máxima de épocas (𝑛𝐸𝑝𝑜𝑐ℎ𝑠);
para 𝑒𝑝𝑜𝑐ℎ𝑠 = 1 : 𝑛𝐸𝑝𝑜𝑐ℎ𝑠 faça
para 𝑞 = 1 : 𝑛𝑆𝑎𝑚𝑝𝑙𝑒 faça
ℎ𝑗 = 𝑓(
∑︀
𝑊
(1)
𝑗,𝑖 · 𝐼𝑖 + 𝑏1); 𝑜𝑘 = 𝑓(
∑︀
𝑊
(2)
𝑘,𝑗 · ℎ𝑗 + 𝑏2);
𝛿(2) = −2 · 𝑑𝑖𝑎𝑔(𝑜′𝑘) · (𝑡𝑘 − 𝑜𝑘); 𝛿(1) = 𝑑𝑖𝑎𝑔(ℎ
′
𝑗) ·𝑊 (2)𝑘,𝑗 · 𝛿(2);
𝑊
(2)
𝑘,𝑗 =𝑊
(2)
𝑘,𝑗 − 𝜂 · 𝛿(2) · ℎ𝑗 ;
𝑏(2) = 𝑏(2) − 𝜂 · 𝛿(2);
𝑊
(1)
𝑗,𝑖 =𝑊
(1)
𝑗,𝑖 − 𝜂 · 𝛿(1) · 𝐼𝑖(𝑞);
𝑏(1) = 𝑏(1) − 𝜂 · 𝛿(1) ;
𝑠𝑢𝑚← (𝑡𝑘 − 𝑜𝑘)2 + 𝑠𝑢𝑚;
fim
𝐸𝑚𝑒𝑑𝑖𝑜(𝑒𝑝𝑜𝑐ℎ) = 𝑠𝑢𝑚/𝑛𝑆𝑎𝑚𝑝𝑙𝑒;
se 𝑎𝑏𝑠(𝐸𝑚𝑒𝑑𝑖𝑜(𝑒𝑝𝑜𝑐ℎ)) <= 𝜖 então
𝑏𝑟𝑒𝑎𝑘;
fim
fim
fim
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Algoritmo 2: Pseudocódigo de MLP com SGDM
Entrada: Conjunto de amostras (frequências e modos de vibração para cada dano): 𝐼𝑖;
Saída: Pesos sinápticos e bias calibrados: 𝑊 (2), 𝑏(2), 𝑊 (1) e 𝑏(1);
início
Inicializar aleatoriamente, conforme os limites da função de ativação, os parâmetros neurais (𝑊 (2),
𝑏(2), 𝑊 (1) e 𝑏(1)) e (𝑠𝑢𝑚← 0);
Especificar: quantidade de amostras (𝑛𝑆𝑎𝑚𝑝𝑙𝑒), taxas de aprendizagem (𝜂) e momentum (𝛼),
precisão requerida (𝜖) e quantidade máxima de épocas (𝑛𝐸𝑝𝑜𝑐ℎ𝑠);
para 𝑒𝑝𝑜𝑐ℎ𝑠 = 1 : 𝑛𝐸𝑝𝑜𝑐ℎ𝑠 faça
para 𝑞 = 1 : 𝑛𝑆𝑎𝑚𝑝𝑙𝑒 faça
ℎ𝑗 = 𝑓(
∑︀
𝑊
(1)
𝑗,𝑖 · 𝐼𝑖 + 𝑏1);
𝑜𝑘 = 𝑓(
∑︀
𝑊
(2)
𝑘,𝑗 · ℎ𝑗 + 𝑏2);
𝛿(2) = −2 · 𝑑𝑖𝑎𝑔(𝑜′𝑘) · (𝑡𝑘 − 𝑜𝑘);
𝛿(1) = 𝑑𝑖𝑎𝑔(ℎ
′
𝑗) ·𝑊 (2)𝑘,𝑗 · 𝛿(2) ;
𝑊
(2)
𝑘,𝑗,𝑞+1 =𝑊
(2)
𝑘,𝑗,𝑞 + 𝛼 ·
(︁
𝑊
(2)
𝑘,𝑗,𝑞 −𝑊 (2)𝑘,𝑗,𝑞−1
)︁
− 𝜂 · 𝛿(2) · ℎ𝑗 ;
𝑏
(2)
𝑞+1 = 𝑏
(2)
𝑞 + 𝛼 ·
(︁
𝑏
(2)
𝑞 − 𝑏(2)𝑞−1
)︁
− 𝜂 · 𝛿(2);
𝑊
(1)
𝑗,𝑖,𝑞+1 =𝑊
(1)
𝑗,𝑖,𝑞 + 𝛼 ·
(︁
𝑊
(1)
𝑗,𝑖,𝑞 −𝑊 (1)𝑗,𝑖,𝑞−1
)︁
− 𝜂 · 𝛿(1) · 𝐼𝑖;
𝑏
(1)
𝑞+1 = 𝑏
(1)
𝑞 + 𝛼 ·
(︁
𝑏
(1)
𝑞 − 𝑏(1)𝑞−1
)︁
− 𝜂 · 𝛿(1);
𝑠𝑢𝑚← (𝑡𝑘 − 𝑜𝑘)2 + 𝑠𝑢𝑚;
fim
𝐸𝑚𝑒𝑑𝑖𝑜(𝑒𝑝𝑜𝑐ℎ) = 𝑠𝑢𝑚/𝑛𝑆𝑎𝑚𝑝𝑙𝑒;
se 𝑎𝑏𝑠(𝐸𝑚𝑒𝑑𝑖𝑜(𝑒𝑝𝑜𝑐ℎ)) <= 𝜖 então
𝑏𝑟𝑒𝑎𝑘;
fim
fim
fim
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Algoritmo 3: Pseudocódigo de MLP com NES
Entrada: Conjunto de amostras (frequências e modos de vibração para cada dano): 𝐼𝑖;
Saída: Pesos sinápticos e bias calibrados: 𝑊 (2), 𝑏(2), 𝑊 (1) e 𝑏(1);
início
Inicializar aleatoriamente, conforme os limites da função de ativação, os parâmetros neurais (𝑊 (2),
𝑏(2), 𝑊 (1) e 𝑏(1)) e (𝑠𝑢𝑚← 0);
Especificar: quantidade de amostras (𝑛𝑆𝑎𝑚𝑝𝑙𝑒), taxas de aprendizagem (𝜂) e momentum (𝛼),
precisão requerida (𝜖) e quantidade máxima de épocas (𝑛𝐸𝑝𝑜𝑐ℎ𝑠);
para 𝑒𝑝𝑜𝑐ℎ𝑠 = 1 : 𝑛𝐸𝑝𝑜𝑐ℎ𝑠 faça
para 𝑞 = 1 : 𝑛𝑆𝑎𝑚𝑝𝑙𝑒 faça
ℎ𝑗 = 𝑓(
∑︀
𝑊
(1)
𝑗,𝑖 · 𝐼𝑖 + 𝑏1);
𝑜𝑘 = 𝑓(
∑︀
𝑊
(2)
𝑘,𝑗 · ℎ𝑗 + 𝑏2);
𝛿(2) = −2 · 𝑑𝑖𝑎𝑔(𝑜′𝑘) · (𝑡𝑘 − 𝑜𝑘);
𝛿(1) = 𝑑𝑖𝑎𝑔(ℎ
′
𝑗) ·𝑊 (2)𝑘,𝑗 · 𝛿(2);
𝑊
(2)
𝑘,𝑗,𝑞+1 =𝑊
(2)
𝑘,𝑗,𝑞 + 𝛼
2 ·
(︁
𝑊
(2)
𝑘,𝑗,𝑞 −𝑊 (2)𝑘,𝑗,𝑞−1
)︁
− (1 + 𝛼) · 𝜂 · 𝛿(2) · ℎ𝑗 ;
𝑏
(2)
𝑞+1 = 𝑏
(2)
𝑞 + 𝛼2 ·
(︁
𝑏
(2)
𝑞 − 𝑏(2)𝑞−1
)︁
− (1 + 𝛼) · 𝜂 · 𝛿(2);
𝑊
(1)
𝑗,𝑖,𝑞+1 =𝑊
(1)
𝑗,𝑖,𝑞 + 𝛼
2 ·
(︁
𝑊
(1)
𝑗,𝑖,𝑞 −𝑊 (1)𝑗,𝑖,𝑞−1
)︁
− (1 + 𝛼) · 𝜂 · 𝛿(1) · 𝐼𝑖;
𝑏
(1)
𝑞+1 = 𝑏
(1)
𝑞 + 𝛼2 ·
(︁
𝑏
(1)
𝑞 − 𝑏(1)𝑞−1
)︁
− (1 + 𝛼) · 𝜂 · 𝛿(1);
𝑠𝑢𝑚← (𝑡𝑘 − 𝑜𝑘)2 + 𝑠𝑢𝑚;
fim
𝐸𝑚𝑒𝑑𝑖𝑜(𝑒𝑝𝑜𝑐ℎ) = 𝑠𝑢𝑚/𝑛𝑆𝑎𝑚𝑝𝑙𝑒;
se 𝑎𝑏𝑠(𝐸𝑚𝑒𝑑𝑖𝑜(𝑒𝑝𝑜𝑐ℎ)) <= 𝜖 então
𝑏𝑟𝑒𝑎𝑘;
fim
fim
fim
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Algoritmo 4: Pseudocódigo de MLP com ADAGRAD
Entrada: Conjunto de amostras (frequências e modos de vibração para cada dano): 𝐼𝑖;
Saída: Pesos sinápticos e bias calibrados: 𝑊 (2), 𝑏(2), 𝑊 (1) e 𝑏(1);
início
Inicializar aleatoriamente, conforme os limites da função de ativação, os parâmetros neurais (𝑊 (2),
𝑏(2), 𝑊 (1) e 𝑏(1)), (𝑑𝑊 (2) ← 0), (𝑑𝑏(2) ← 0), (𝑑𝑊 (1) ← 0), (𝑑𝑏(1) ← 0) e (𝑠𝑢𝑚← 0);
Especificar: quantidade de amostras (𝑛𝑆𝑎𝑚𝑝𝑙𝑒), taxas de aprendizagem (𝜂) e momentum (𝛼),
regularização (𝜖), precisão requerida (𝜖) e quantidade máxima de épocas (𝑛𝐸𝑝𝑜𝑐ℎ𝑠);
para 𝑒𝑝𝑜𝑐ℎ𝑠 = 1 : 𝑛𝐸𝑝𝑜𝑐ℎ𝑠 faça
para 𝑞 = 1 : 𝑛𝑆𝑎𝑚𝑝𝑙𝑒 faça
ℎ𝑗 = 𝑓(
∑︀
𝑊
(1)
𝑗,𝑖 · 𝐼𝑖 + 𝑏1);
𝑜𝑘 = 𝑓(
∑︀
𝑊
(2)
𝑘,𝑗 · ℎ𝑗 + 𝑏2);
𝛿(2) = −2 · 𝑑𝑖𝑎𝑔(𝑜′𝑘) · (𝑡𝑘 − 𝑜𝑘);
𝛿(1) = 𝑑𝑖𝑎𝑔(ℎ
′
𝑗) ·𝑊 (2)𝑘,𝑗 · 𝛿(2);
𝑑𝑊
(2)
𝑞+1 = 𝑑𝑊
(2)
𝑞 +
[︀(︀
𝛿(2) · ℎ𝑗
)︀
}
(︀
𝛿(2) · ℎ𝑗
)︀]︀
;
𝑑𝑏
(2)
𝑞+1 = 𝑑𝑏
(2)
𝑞 +
(︀
𝛿(2) } 𝛿(2)
)︀
;
𝑑𝑊
(1)
𝑞+1 = 𝑑𝑊
(1)
𝑞 +
[︀(︀
𝛿(1) · 𝐼𝑖
)︀
}
(︀
𝛿(1) · 𝐼𝑖
)︀]︀
;
𝑑𝑏
(1)
𝑞+1 = 𝑑𝑏
(1)
𝑞 +
(︀
𝛿(1) } 𝛿(1)
)︀
;
𝑊
(2)
𝑘,𝑗,𝑞+1 =𝑊
(2)
𝑘,𝑗,𝑞 − 𝜂√︁
𝑑𝑊
(2)
𝑞+1+𝜖
}
(︀
𝛿(2) · ℎ𝑗
)︀
;
𝑏
(2)
𝑞+1 = 𝑏
(2)
𝑞 − 𝜂√︁
𝑑𝑏
(2)
𝑞+1+𝜖
}
(︀
𝛿(2)
)︀
;
𝑊
(1)
𝑗,𝑖,𝑞+1 =𝑊
(1)
𝑗,𝑖,𝑞 − 𝜂√︁
𝑑𝑊
(1)
𝑞+1+𝜖
}
(︀
𝛿(1) · 𝐼𝑖
)︀
;
𝑏
(1)
𝑞+1 = 𝑏
(1)
𝑞 − 𝜂√︁
𝑑𝑏
(1)
𝑞+1+𝜖
}
(︀
𝛿(1)
)︀
;
𝑠𝑢𝑚← (𝑡𝑘 − 𝑜𝑘)2 + 𝑠𝑢𝑚;
fim
𝐸𝑚𝑒𝑑𝑖𝑜(𝑒𝑝𝑜𝑐ℎ) = 𝑠𝑢𝑚/𝑛𝑆𝑎𝑚𝑝𝑙𝑒;
se 𝑎𝑏𝑠(𝐸𝑚𝑒𝑑𝑖𝑜(𝑒𝑝𝑜𝑐ℎ)) <= 𝜖 então
𝑏𝑟𝑒𝑎𝑘;
fim
fim
fim
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Algoritmo 5: Pseudocódigo de MLP com RMSPROP
Entrada: Conjunto de amostras (frequências e modos de vibração para cada dano): 𝐼𝑖;
Saída: Pesos sinápticos e bias calibrados: 𝑊 (2), 𝑏(2), 𝑊 (1) e 𝑏(1);
início
Inicializar aleatoriamente, conforme os limites da função de ativação, os parâmetros neurais (𝑊 (2),
𝑏(2), 𝑊 (1) e 𝑏(1)), (𝑑𝑊 (2) ← 0), (𝑑𝑏(2) ← 0), (𝑑𝑊 (1) ← 0), (𝑑𝑏(1) ← 0) e (𝑠𝑢𝑚← 0);
Especificar: quantidade de amostras (𝑛𝑆𝑎𝑚𝑝𝑙𝑒), taxas de aprendizagem (𝜂) e momentum (𝜌),
regularização (𝜖), precisão requerida (𝜖) e quantidade máxima de épocas (𝑛𝐸𝑝𝑜𝑐ℎ𝑠);
para 𝑒𝑝𝑜𝑐ℎ𝑠 = 1 : 𝑛𝐸𝑝𝑜𝑐ℎ𝑠 faça
para 𝑞 = 1 : 𝑛𝑆𝑎𝑚𝑝𝑙𝑒 faça
ℎ𝑗 = 𝑓(
∑︀
𝑊
(1)
𝑗,𝑖 · 𝐼𝑖 + 𝑏1);
𝑜𝑘 = 𝑓(
∑︀
𝑊
(2)
𝑘,𝑗 · ℎ𝑗 + 𝑏2);
𝛿(2) = −2 · 𝑑𝑖𝑎𝑔(𝑜′𝑘) · (𝑡𝑘 − 𝑜𝑘);
𝛿(1) = 𝑑𝑖𝑎𝑔(ℎ
′
𝑗) ·𝑊 (2)𝑘,𝑗 · 𝛿(2);
𝑑𝑊
(2)
𝑞+1 = 𝜌 · 𝑑𝑊 (2)𝑞 + (1− 𝜌) ·
[︀(︀
𝛿(2) · ℎ𝑗
)︀
}
(︀
𝛿(2) · ℎ𝑗
)︀]︀
;
𝑑𝑏
(2)
𝑞+1 = 𝜌 · 𝑑𝑏(2)𝑞 + (1− 𝜌) ·
(︀
𝛿(2) } 𝛿(2)
)︀
;
𝑑𝑊
(1)
𝑞+1 = 𝜌 · 𝑑𝑊 (1)𝑞 + (1− 𝜌) ·
[︀(︀
𝛿(1) · 𝐼𝑖
)︀
}
(︀
𝛿(1) · 𝐼𝑖
)︀]︀
;
𝑑𝑏
(1)
𝑞+1 = 𝜌 · 𝑑𝑏(1)𝑞 + (1− 𝜌) ·
(︀
𝛿(1) } 𝛿(1)
)︀
;
𝑊
(2)
𝑘,𝑗,𝑞+1 =𝑊
(2)
𝑘,𝑗,𝑞 − 𝜂√︁
𝑑𝑊
(2)
𝑞+1+𝜖
}
(︀
𝛿(2) · ℎ𝑗
)︀
;
𝑏
(2)
𝑞+1 = 𝑏
(2)
𝑞 − 𝜂√︁
𝑑𝑏
(2)
𝑞+1+𝜖
}
(︀
𝛿(2)
)︀
;
𝑊
(1)
𝑗,𝑖,𝑞+1 =𝑊
(1)
𝑗,𝑖,𝑞 − 𝜂√︁
𝑑𝑊
(1)
𝑞+1+𝜖
}
(︀
𝛿(1) · 𝐼𝑖
)︀
;
𝑏
(1)
𝑞+1 = 𝑏
(1)
𝑞 − 𝜂√︁
𝑑𝑏
(1)
𝑞+1+𝜖
}
(︀
𝛿(1)
)︀
;
𝑠𝑢𝑚← (𝑡𝑘 − 𝑜𝑘)2 + 𝑠𝑢𝑚;
fim
𝐸𝑚𝑒𝑑𝑖𝑜(𝑒𝑝𝑜𝑐ℎ) = 𝑠𝑢𝑚/𝑛𝑆𝑎𝑚𝑝𝑙𝑒;
se 𝑎𝑏𝑠(𝐸𝑚𝑒𝑑𝑖𝑜(𝑒𝑝𝑜𝑐ℎ)) <= 𝜖 então
𝑏𝑟𝑒𝑎𝑘;
fim
fim
fim
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Algoritmo 6: Pseudocódigo de MLP com ADADELTA
Entrada: Conjunto de amostras (frequências e modos de vibração para cada dano): 𝐼𝑖;
Saída: Pesos sinápticos e bias calibrados: 𝑊 (2), 𝑏(2), 𝑊 (1) e 𝑏(1);
início
Inicializar aleatoriamente, conforme os limites da função de ativação, os parâmetros neurais (𝑊 (2),
𝑏(2), 𝑊 (1) e 𝑏(1)), (𝑑𝑊 (2) ← 0), (𝑑𝑏(2) ← 0), (𝑑𝑊 (1) ← 0), (𝑑𝑏(1) ← 0), (Δ2𝑊 (2) ← 0),
(Δ2𝑏(2) ← 0), (Δ2𝑊 (1) ← 0), (Δ2𝑏(1) ← 0) e (𝑠𝑢𝑚← 0);
Especificar: quantidade de amostras (𝑛𝑆𝑎𝑚𝑝𝑙𝑒), taxas de aprendizagem (𝜂) e momentum (𝜌),
regularização (𝜖), precisão requerida (𝜖) e quantidade máxima de épocas (𝑛𝐸𝑝𝑜𝑐ℎ𝑠);
para 𝑒𝑝𝑜𝑐ℎ𝑠 = 1 : 𝑛𝐸𝑝𝑜𝑐ℎ𝑠 faça
para 𝑞 = 1 : 𝑛𝑆𝑎𝑚𝑝𝑙𝑒 faça
ℎ𝑗 = 𝑓(
∑︀
𝑊
(1)
𝑗,𝑖 · 𝐼𝑖 + 𝑏1);
𝑜𝑘 = 𝑓(
∑︀
𝑊
(2)
𝑘,𝑗 · ℎ𝑗 + 𝑏2);
𝛿(2) = −2 · 𝑑𝑖𝑎𝑔(𝑜′𝑘) · (𝑡𝑘 − 𝑜𝑘);
𝛿(1) = 𝑑𝑖𝑎𝑔(ℎ
′
𝑗) ·𝑊 (2)𝑘,𝑗 · 𝛿(2);
𝑑𝑊
(2)
𝑞+1 = 𝜌 · 𝑑𝑊 (2)𝑞 + (1− 𝜌) ·
[︀(︀
𝛿(2) · ℎ𝑗
)︀
}
(︀
𝛿(2) · ℎ𝑗
)︀]︀
;
𝑑𝑏
(2)
𝑞+1 = 𝜌 · 𝑑𝑏(2)𝑞 + (1− 𝜌) ·
(︀
𝛿(2) } 𝛿(2)
)︀
;
𝑑𝑊
(1)
𝑞+1 = 𝜌 · 𝑑𝑊 (1)𝑞 + (1− 𝜌) ·
[︀(︀
𝛿(1) · 𝐼𝑖
)︀
}
(︀
𝛿(1) · 𝐼𝑖
)︀]︀
;
𝑑𝑏
(1)
𝑞+1 = 𝜌 · 𝑑𝑏(1)𝑞 + (1− 𝜌) ·
(︀
𝛿(1) } 𝛿(1)
)︀
;
Δ𝑊
(2)
𝑞+1 = −
√︂
Δ2𝑊
(2)
𝑞 +𝜖
𝑑𝑊
(2)
𝑞+1+𝜖
}
(︀
𝛿(2) · ℎ𝑗
)︀
;
Δ𝑏
(2)
𝑞+1 = −
√︂
Δ2𝑏
(2)
𝑞 +𝜖
𝑑𝑏
(2)
𝑞+1+𝜖
}
(︀
𝛿(2)
)︀
;
Δ𝑊
(1)
𝑞+1 = −
√︂
Δ2𝑊
(1)
𝑞 +𝜖
𝑑𝑊
(1)
𝑞+1+𝜖
}
(︀
𝛿(1) · 𝐼𝑖
)︀
;
Δ𝑏
(1)
𝑞+1 = −
√︂
Δ2𝑏
(1)
𝑞 +𝜖
𝑑𝑏
(1)
𝑞+1+𝜖
}
(︀
𝛿(1)
)︀
;
Δ2𝑊
(2)
𝑞+1 = 𝜌 ·Δ2𝑊 (2)𝑞 + (1− 𝜌) ·
(︁
Δ𝑊
(2)
𝑞+1
)︁2
;
Δ2𝑏
(2)
𝑞+1 = 𝜌 ·Δ2𝑏(2)𝑞 + (1− 𝜌) ·
(︁
Δ𝑏
(2)
𝑞+1
)︁2
;
Δ2𝑊
(1)
𝑞+1 = 𝜌 ·Δ2𝑊 (1)𝑞 + (1− 𝜌) ·
(︁
Δ𝑊
(1)
𝑞+1
)︁2
;
Δ2𝑏
(1)
𝑞+1 = 𝜌 ·Δ2𝑏(1)𝑞 + (1− 𝜌) ·
(︁
Δ𝑏
(1)
𝑞+1
)︁2
;
𝑊
(2)
𝑘,𝑗,𝑞+1 =𝑊
(2)
𝑘,𝑗,𝑞 +Δ𝑊
(2)
𝑞+1;
𝑏
(2)
𝑞+1 = 𝑏
(2)
𝑞 +Δ𝑏
(2)
𝑞+1;
𝑊
(1)
𝑗,𝑖,𝑞+1 =𝑊
(1)
𝑗,𝑖,𝑞 +Δ𝑊
(1)
𝑞+1;
𝑏
(1)
𝑞+1 = 𝑏
(1)
𝑞 +Δ𝑏
(1)
𝑞+1;
𝑠𝑢𝑚← (𝑡𝑘 − 𝑜𝑘)2 + 𝑠𝑢𝑚;
fim
𝐸𝑚𝑒𝑑𝑖𝑜(𝑒𝑝𝑜𝑐ℎ) = 𝑠𝑢𝑚/𝑛𝑆𝑎𝑚𝑝𝑙𝑒;
se 𝑎𝑏𝑠(𝐸𝑚𝑒𝑑𝑖𝑜(𝑒𝑝𝑜𝑐ℎ)) <= 𝜖 então
𝑏𝑟𝑒𝑎𝑘;
fim
fim
fim
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Algoritmo 7: Pseudocódigo de MLP com ADAM
Entrada: Conjunto de amostras (frequências e modos de vibração para cada dano): 𝐼𝑖;
Saída: Pesos sinápticos e bias calibrados: 𝑊 (2), 𝑏(2), 𝑊 (1) e 𝑏(1);
início
Inicializar aleatoriamente, conforme os limites da função de ativação, os parâmetros neurais (𝑊 (2),
𝑏(2), 𝑊 (1) e 𝑏(1)), (𝑚_𝑑𝑊 (2) ← 0), (𝑚_𝑑𝑏(2) ← 0), (𝑚_𝑑𝑊 (1) ← 0), (𝑚_𝑑𝑏(1) ← 0),
(𝑣_𝑑𝑊 (2) ← 0), (𝑣_𝑑𝑏(2) ← 0), (𝑣_𝑑𝑊 (1) ← 0), (𝑣_𝑑𝑏(1) ← 0), (𝑡𝑎𝑑𝑎𝑚 ← 0) e (𝑠𝑢𝑚← 0);
Especificar: quantidade de amostras (𝑛𝑆𝑎𝑚𝑝𝑙𝑒), taxas de aprendizagem (𝜂) e momentum (𝛼), 𝛽1,
𝛽2, regularização (𝜖), precisão requerida (𝜖) e quantidade máxima de épocas (𝑛𝐸𝑝𝑜𝑐ℎ𝑠);
para 𝑒𝑝𝑜𝑐ℎ𝑠 = 1 : 𝑛𝐸𝑝𝑜𝑐ℎ𝑠 faça
para 𝑞 = 1 : 𝑛𝑆𝑎𝑚𝑝𝑙𝑒 faça
ℎ𝑗 = 𝑓(
∑︀
𝑊
(1)
𝑗,𝑖 · 𝐼𝑖 + 𝑏1);
𝑜𝑘 = 𝑓(
∑︀
𝑊
(2)
𝑘,𝑗 · ℎ𝑗 + 𝑏2);
𝛿(2) = −2 · 𝑑𝑖𝑎𝑔(𝑜′𝑘) · (𝑡𝑘 − 𝑜𝑘);
𝛿(1) = 𝑑𝑖𝑎𝑔(ℎ
′
𝑗) ·𝑊 (2)𝑘,𝑗 · 𝛿(2);
𝑡𝑎𝑑𝑎𝑚 = 𝑡𝑎𝑑𝑎𝑚 + 1;
𝑚_𝑑𝑊 (2)𝑞+1 = 𝛽1 ·𝑚_𝑑𝑊 (2)𝑞 + (1− 𝛽1) ·
(︀
𝛿(2) · ℎ𝑗
)︀
;
𝑚_𝑑𝑏(2)𝑞+1 = 𝛽1 ·𝑚_𝑑𝑏(2)𝑞 + (1− 𝛽1) ·
(︀
𝛿(2)
)︀
;
𝑚_𝑑𝑊 (1)𝑞+1 = 𝛽1 ·𝑚_𝑑𝑊 (1)𝑞 + (1− 𝛽1) ·
(︀
𝛿(1) · 𝐼𝑖
)︀
;
𝑚_𝑑𝑏(1)𝑞+1 = 𝛽1 ·𝑚_𝑑𝑏(1)𝑞 + (1− 𝛽1) ·
(︀
𝛿(1)
)︀
;
𝑣_𝑑𝑊 (2)𝑞+1 = 𝛽2 · 𝑣_𝑑𝑊 (2)𝑞 + (1− 𝛽2) ·
[︀(︀
𝛿(2) · ℎ𝑗
)︀
}
(︀
𝛿(2) · ℎ𝑗
)︀]︀
;
𝑣_𝑑𝑏(2)𝑞+1 = 𝛽2 · 𝑣_𝑑𝑏(2)𝑞 + (1− 𝛽2) ·
(︀
𝛿(2) } 𝛿(2)
)︀
;
𝑣_𝑑𝑊 (1)𝑞+1 = 𝛽2 · 𝑣_𝑑𝑊 (1)𝑞 + (1− 𝛽2) ·
[︀(︀
𝛿(1) · 𝐼𝑖
)︀
}
(︀
𝛿(1) · 𝐼𝑖
)︀]︀
;
𝑣_𝑑𝑏(1)𝑞+1 = 𝛽2 · 𝑣_𝑑𝑏(1)𝑞 + (1− 𝛽2) ·
(︀
𝛿(1) } 𝛿(1)
)︀
;
𝜂𝑡 = 𝜂 ·
√︁
(1−𝛽𝑡𝑎𝑑𝑎𝑚2 )
(1−𝛽𝑡𝑎𝑑𝑎𝑚1 )
;
𝑊
(2)
𝑘,𝑗,𝑞+1 =𝑊
(2)
𝑘,𝑗,𝑞 − 𝜂𝑡√︁
𝑣_𝑑𝑊 (2)𝑞+1+𝜖
}𝑚_𝑑𝑊 (2)𝑞+1;
𝑏
(2)
𝑞+1 = 𝑏
(2)
𝑞 − 𝜂𝑡√︁
𝑣_𝑑𝑏(2)𝑞+1+𝜖
}𝑚_𝑑𝑏(2)𝑞+1;
𝑊
(1)
𝑗,𝑖,𝑞+1 =𝑊
(1)
𝑗,𝑖,𝑞 − 𝜂𝑡√︁
𝑣_𝑑𝑊 (1)𝑞+1+𝜖
}𝑚_𝑑𝑊 (1)𝑞+1;
𝑏
(1)
𝑞+1 = 𝑏
(1)
𝑞 − 𝜂𝑡√︁
𝑣_𝑑𝑏(1)𝑞+1+𝜖
}𝑚_𝑑𝑏(1)𝑞+1;
𝑠𝑢𝑚← (𝑡𝑘 − 𝑜𝑘)2 + 𝑠𝑢𝑚;
fim
𝐸𝑚𝑒𝑑𝑖𝑜(𝑒𝑝𝑜𝑐ℎ) = 𝑠𝑢𝑚/𝑛𝑆𝑎𝑚𝑝𝑙𝑒;
se 𝑎𝑏𝑠(𝐸𝑚𝑒𝑑𝑖𝑜(𝑒𝑝𝑜𝑐ℎ)) <= 𝜖 então
𝑏𝑟𝑒𝑎𝑘;
fim
fim
fim
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Algoritmo 8: Pseudocódigo de MLP com NADAM
Entrada: Conjunto de amostras (frequências e modos de vibração para cada dano): 𝐼𝑖;
Saída: Pesos sinápticos e bias calibrados: 𝑊 (2), 𝑏(2), 𝑊 (1) e 𝑏(1);
início
Inicializar aleatoriamente, conforme os limites da função de ativação, os parâmetros neurais (𝑊 (2),
𝑏(2), 𝑊 (1) e 𝑏(1)), (𝑚_𝑑𝑊 (2) ← 0), (𝑚_𝑑𝑏(2) ← 0), (𝑚_𝑑𝑊 (1) ← 0), (𝑚_𝑑𝑏(1) ← 0),
(𝑣_𝑑𝑊 (2) ← 0), (𝑣_𝑑𝑏(2) ← 0), (𝑣_𝑑𝑊 (1) ← 0), (𝑣_𝑑𝑏(1) ← 0), (𝑡𝑛𝑎𝑑𝑎𝑚 ← 0) e (𝑠𝑢𝑚← 0);
Especificar: quantidade de amostras (𝑛𝑆𝑎𝑚𝑝𝑙𝑒), taxas de aprendizagem (𝜂) e momentum (𝛼), 𝛽1,
𝛽2, regularização (𝜖), precisão requerida (𝜖) e quantidade máxima de épocas (𝑛𝐸𝑝𝑜𝑐ℎ𝑠);
para 𝑒𝑝𝑜𝑐ℎ𝑠 = 1 : 𝑛𝐸𝑝𝑜𝑐ℎ𝑠 faça
para 𝑞 = 1 : 𝑛𝑆𝑎𝑚𝑝𝑙𝑒 faça
ℎ𝑗 = 𝑓(
∑︀
𝑊
(1)
𝑗,𝑖 · 𝐼𝑖 + 𝑏1); 𝑜𝑘 = 𝑓(
∑︀
𝑊
(2)
𝑘,𝑗 · ℎ𝑗 + 𝑏2);
𝛿(2) = −2 · 𝑑𝑖𝑎𝑔(𝑜′𝑘) · (𝑡𝑘 − 𝑜𝑘); 𝛿(1) = 𝑑𝑖𝑎𝑔(ℎ
′
𝑗) ·𝑊 (2)𝑘,𝑗 · 𝛿(2);
𝑡𝑛𝑎𝑑𝑎𝑚 = 𝑡𝑛𝑎𝑑𝑎𝑚 + 1;
𝑚_𝑑𝑊 (2)𝑞+1 = 𝛽1 ·𝑚_𝑑𝑊 (2)𝑞 + (1− 𝛽1) ·
(︀
𝛿(2) · ℎ𝑗
)︀
;
𝑚_𝑑𝑏(2)𝑞+1 = 𝛽1 ·𝑚_𝑑𝑏(2)𝑞 + (1− 𝛽1) ·
(︀
𝛿(2)
)︀
;
𝑚_𝑑𝑊 (1)𝑞+1 = 𝛽1 ·𝑚_𝑑𝑊 (1)𝑞 + (1− 𝛽1) ·
(︀
𝛿(1) · 𝐼𝑖
)︀
;
𝑚_𝑑𝑏(1)𝑞+1 = 𝛽1 ·𝑚_𝑑𝑏(1)𝑞 + (1− 𝛽1) ·
(︀
𝛿(1)
)︀
;
?^?_𝑑𝑊 (2)𝑞+1 = 𝑚_𝑑𝑊
(2)
𝑞+1/(1− 𝛽𝑡𝑛𝑎𝑑𝑎𝑚1 );
?^?_𝑑𝑏(2)𝑞+1 = 𝑚_𝑑𝑏
(2)
𝑞+1/(1− 𝛽𝑡𝑛𝑎𝑑𝑎𝑚1 );
?^?_𝑑𝑊 (1)𝑞+1 = 𝑚_𝑑𝑊
(1)
𝑞+1/(1− 𝛽𝑡𝑛𝑎𝑑𝑎𝑚1 );
?^?_𝑑𝑏(1)𝑞+1 = 𝑚_𝑑𝑏
(1)
𝑞+1/(1− 𝛽𝑡𝑛𝑎𝑑𝑎𝑚1 );
?^?_𝑑𝑊 (2)𝑞+1 = 𝛽1 · ?^?_𝑑𝑊 (2)𝑞+1 + (1− 𝛽1) ·
(︀
𝛿(2) · ℎ𝑗
)︀
/(1− 𝛽𝑡𝑛𝑎𝑑𝑎𝑚1 );
?^?_𝑑𝑏(2)𝑞+1 = 𝛽1 · ?^?_𝑑𝑏(2)𝑞+1 + (1− 𝛽1) ·
(︀
𝛿(2)
)︀
/(1− 𝛽𝑡𝑛𝑎𝑑𝑎𝑚1 );
?^?_𝑑𝑊 (1)𝑞+1 = 𝛽1 · ?^?_𝑑𝑊 (1)𝑞+1 + (1− 𝛽1) ·
(︀
𝛿(1) · 𝐼𝑖
)︀
/(1− 𝛽𝑡𝑛𝑎𝑑𝑎𝑚1 );
?^?_𝑑𝑏(1)𝑞+1 = 𝛽1 · ?^?_𝑑𝑏(1)𝑞+1 + (1− 𝛽1) ·
(︀
𝛿(1)
)︀
/(1− 𝛽𝑡𝑛𝑎𝑑𝑎𝑚1 );
𝑣_𝑑𝑊 (2)𝑞+1 = 𝛽2 · 𝑣_𝑑𝑊 (2)𝑞 + (1− 𝛽2) ·
[︀(︀
𝛿(2) · ℎ𝑗
)︀
}
(︀
𝛿(2) · ℎ𝑗
)︀]︀
;
𝑣_𝑑𝑏(2)𝑞+1 = 𝛽2 · 𝑣_𝑑𝑏(2)𝑞 + (1− 𝛽2) ·
(︀
𝛿(2) } 𝛿(2)
)︀
;
𝑣_𝑑𝑊 (1)𝑞+1 = 𝛽2 · 𝑣_𝑑𝑊 (1)𝑞 + (1− 𝛽2) ·
[︀(︀
𝛿(1) · 𝐼𝑖
)︀
}
(︀
𝛿(1) · 𝐼𝑖
)︀]︀
;
𝑣_𝑑𝑏(1)𝑞+1 = 𝛽2 · 𝑣_𝑑𝑏(1)𝑞 + (1− 𝛽2) ·
(︀
𝛿(1) } 𝛿(1)
)︀
;
𝑣_𝑑𝑊 (2)𝑞+1 = 𝑣_𝑑𝑊
(2)
𝑞+1/(1− 𝛽𝑡𝑛𝑎𝑑𝑎𝑚2 );
𝑣_𝑑𝑏(2)𝑞+1 = 𝑣_𝑑𝑏
(2)
𝑞+1/(1− 𝛽𝑡𝑛𝑎𝑑𝑎𝑚2 );
𝑣_𝑑𝑊 (1)𝑞+1 = 𝑣_𝑑𝑊
(1)
𝑞+1/(1− 𝛽𝑡𝑛𝑎𝑑𝑎𝑚2 );
𝑣_𝑑𝑏(1)𝑞+1 = 𝑣_𝑑𝑏
(1)
𝑞+1/(1− 𝛽𝑡𝑛𝑎𝑑𝑎𝑚2 );
𝑊
(2)
𝑘,𝑗,𝑞+1 =𝑊
(2)
𝑘,𝑗,𝑞 − 𝜂√︁
𝑣_𝑑𝑊 (2)𝑞+1+𝜖
} ?^?_𝑑𝑊 (2)𝑞+1;
𝑏
(2)
𝑞+1 = 𝑏
(2)
𝑞 − 𝜂√︁
𝑣_𝑑𝑏(2)𝑞+1+𝜖
} ?^?_𝑑𝑏(2)𝑞+1;
𝑊
(1)
𝑗,𝑖,𝑞+1 =𝑊
(1)
𝑗,𝑖,𝑞 − 𝜂√︁
𝑣_𝑑𝑊 (1)𝑞+1+𝜖
} ?^?_𝑑𝑊 (1)𝑞+1;
𝑏
(1)
𝑞+1 = 𝑏
(1)
𝑞 − 𝜂√︁
𝑣_𝑑𝑏(1)𝑞+1+𝜖
} ?^?_𝑑𝑏(1)𝑞+1;
𝑠𝑢𝑚← (𝑡𝑘 − 𝑜𝑘)2 + 𝑠𝑢𝑚;
fim
𝐸𝑚𝑒𝑑𝑖𝑜(𝑒𝑝𝑜𝑐ℎ) = 𝑠𝑢𝑚/𝑛𝑆𝑎𝑚𝑝𝑙𝑒;
se 𝑎𝑏𝑠(𝐸𝑚𝑒𝑑𝑖𝑜(𝑒𝑝𝑜𝑐ℎ)) <= 𝜖 então
𝑏𝑟𝑒𝑎𝑘;
fim
fim
fim
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APÊNDICE C – Processos matemáticos de obtenção das
principais matrizes envolvidas na Sec. 2.1.3
A seguir, processos matemáticos serão apresentados com o intuito de obtermos algumas
das principais matrizes da Sec. 2.1.3. Tais procedimentos, bem como os conceitos envolvidos,
são consolidados e conhecidos, sendo encontrados em referências clássicas (Juang e Phan,
2001), (Rainieri e Fabbrocino, 2014), (Brincker e Ventura, 2015) e (Kurka, 2015).
C.1 Obtenção das principais matrizes envolvidas na Sec. 2.1.3
A equação diferencial clássica de movimento, conforme apresentado na Eq. 2.1, pode ser
fatorizada ao considerar a localização, B, e aplicação das forças de excitação, u (t). Apesar
desta expressão ter sido apresentada na Eq. 2.2, a mesma será reescrita a seguir, por razões
práticas.
My¨ (t) +C y˙ (t) +Ky (t) = Bu (t) (C.1)
Ao multiplicar a Eq. C.1 por M
−1
e aplicando algumas manipulações algébricas simples,
obtemos:
y¨ (t) = −M−1C y˙ (t)−M−1Ky (t) +M−1Bu (t) (C.2)
Essa expressão pode ser reescrita conforme apresentado na Eq. C.3 a seguir:
y¨ (t) =
[︁
−M−1C −M−1K
]︁{︃y˙ (t)
y (t)
}︃
+
[︁
M
−1
B
]︁
u (t). (C.3)
Percebe-se que a Eq. C.3 pode ser reorganizada na forma de sistema de equações, dada
pela Eq. C.4: ao substituir o vetor
{︁
y˙ (t) y (t)
}︁𝑇
pela variável s (t), chamada de variável de
estado; ao adotar as unicidades y˙ (t) =
[︁
I 0
]︁
s (t) e My˙ (t)−My˙ (t) = 0; e, finalmente, ao
inserir a primeira derivada da variável de estado, s˙ (t), que representa o vetor
{︁
y¨ (t) y˙ (t)
}︁𝑇
.
Assim, a partir destes procedimentos, o seguinte sistema é obtido:
s˙ (t) =
[︃
−M−1C −M−1K
I 0
]︃
s (t) +
[︃
M
−1
B
0
]︃
u (t). (C.4)
Em virtude da identificação modal, alguns fatores da Eq. C.4 têm importância própria e
individualizada para alguns aspectos específicos. Diante disso, tais fatores são destacados pelas
Eqs. C.5 e C.6 e chamados de matriz de estado e matriz de influência, respectivamente. Como
ainda estão no domínio de tempo contínuo, apresentam o subscrito “c” para os caracterizar.
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Ac =
[︃
−M−1C −M−1K
I 0
]︃
(C.5)
Bc =
[︃
M
−1
B
0
]︃
(C.6)
Logo, reescrevendo a Eq. C.4, a partir de C.5 e C.6, obtém-se a Eq. C.7:
s˙ (t) = Ac s (t) +Bc u (t) (C.7)
É bem sabido que as estruturas reais têm infinitos graus de liberdade (DOFs), sendo que
alguns são (ou precisam ser) medidos na prática. Assim, nos ensaios experimentais, os sensores
são posicionados em pontos específicos, l, medindo aceleração, velocidade ou deslocamento.
Diante disso, uma equação que leva em consideração tais referências físicas é definida pela Eq.
C.8, sendo chamada de equação de observação, yl (t).
yl (t) = Ca y¨ (t) +Cv y˙ (t) +Cd y (t), (C.8)
onde Ca, Cv e Cd são as respostas dinâmicas medidas em aceleração, velocidade e desloca-
mento, respectivamente. Logo, a partir das Eqs. C.2 e C.8, obtém-se:
yl (t) = Cc s (t) +Dc u (t) (C.9)
onde Cc e Dc são as matrizes de saída, Eq. C.10, e transmissão direta, Eq. C.11, definidas no
domínio de tempo contínuo. Conforme Rainieri e Fabbrocino (2014), a matriz Dc é desconsi-
derada nos casos, não usuais, em que as acelerações não são medidas.
Cc =
[︁
Cv −CaM−1C Cd −CaM−1K
]︁
(C.10)
Dc = CaM
−1
B (C.11)
Matematicamente, percebe-se que os vetores e matrizes são aptas em modelos em espaço
de estados determinísticos sob domínio de tempo contínuo. Contudo, esta hipótese não tem
correspondência com a prática experimental, onde as medidas são obtidas em instantes de tempo
discretos com k ∈ N; também, as medidas não são determinísticas, tendo em vista a dependência
e influência da magnitude do ruído tanto nos sinais de entrada quanto nos sinais de saída do
sistema. Diante disso, as matrizes Ac, Bc, Cc e Dc são transformadas em matrizes discretas -
A, B, C e D - e as Eqs. C.7 e C.9 são, também, readequadas para o tempo discreto, conforme
as Eqs. C.12 e C.13
sk+1 = Ask +Buk (C.12)
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(yl)k = Csk +Duk (C.13)
onde sk = s (kΔt) é o vetor de estado em tempo discreto; Δt é o passo no tempo; A é matriz
de estado discreta, Eq. C.14; B é matriz de entrada discreta, Eq. C.15; C é a matriz de saída
discreta, Eq. C.16; e, D é a matriz de transmissão direta discreta, Eq. C.17.
A = eAcΔt (C.14)
B = (A− I)A−1c Bc (C.15)
C = Cc (C.16)
D = Dc (C.17)
Portanto, as expressões apresentadas, neste apêndice, fornecem informações mais deta-
lhadas das variáveis matriciais envolvidas na Sec. 2.1.3, mostrando suas relações com as carac-
terísticas físicas do sistema.
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APÊNDICE D – Artigo publicado no XVIII International
Symposium on Dynamic Problems of Mechanics (DINAME
2019)
D.1 Artificial Neural Network Application for Structural Damage Diagnosis from
Vibration Measurements
DINAME 2019 - Proceedings of the XVIII International Symposium on Dynamic Problems of Mechanics,
M.A. Savi, T.G. Ritto and W.M. Bessa (Editors), ABCM, Buzios, RJ, Brazil, March 10th to 15th, 2019
Artificial Neural Network Application for Structural Damage Diagno-
sis from Vibration Measurements
Calebe Paiva Gomes de Souza1, Paulo Roberto Gardel Kurka2, Romulo Gonc¸alves Lins3 and Jose´ Medeiros de
Arau´jo Ju´nior4
1 Departamento de Estruturas/CT/UFPI, CEP: 64.049-550, Teresina-PI, Brasil, calebepaiva@ufpi.edu.br
2 Departamento de Projeto Mecaˆnico/FEM/UNICAMP, CEP: 13.083-970, Campinas-SP, Brasil, kurka@fem.unicamp.br
3 Centro de Engenharia, Modelagem e Cieˆncias Sociais Aplicadas/UFABC, CEP: 09210580, Santo Andre´-SP, Brasil,
romulo.lins@ufabc.edu.br
4 Engenharia Ele´trica/CT/UFPI, CEP: 64.049-550, Teresina-PI, Brasil, jmjunior@ufpi.edu.br
Abstract: The structural damage diagnosis aims to verify, in the first stage, if damages exist in the structure and if they
can compromise its operation. During the second stage, it is mandatory to localize the damage and determine its severity
level. For developing an efficient diagnosis, one possibility is to use vibration measurements, because a damage modifies
the modal parameters of structures. However, the efficient damage detection still remains a challenge, and then, modern
techniques have been proposed in order to improve the initial diagnosis, such as the use of Artificial Neural Network
(ANN). In this paper, a ANN-type Multi-Layer Perceptron (MLP) will be used, being that its architecture will be formed in
three layers (input layer, hidden layer and output layer). Moreover, the samples to feed the MLP will be obtained from a
numerical modeling of a simply supported beam by using Finite Element Method, which will supply dynamic response of
the structure in two main cases: undamaged structure and with various damage scenarios. From the vibration response,
some samples will be used for training the ANN by using backpropagation algorithm and Gradient Descent Method
in a supervised learning, once for each damage will be known input data (modal parameters) and the expected results
of damage location and its severity. Many ANN topologies are analyzed, varying both the number of hidden neurons
and the activation function. The best topology will be obtained from the analysis of statistical parameters. In addition
to the “tanh” activation function, the “ISRU” function, which has never been used to diagnosis of structures based
on vibration measurements, will also be verified. After training procedure, the validation set will be inputted into the
trained ANN in order to prove that it can detect, localize and quantify damages arbitrarily with accuracy and reliability.
Keywords: Vibration-based damage diagnosis, Pattern recognition and classification, Artificial Neural Network, Tan-
gent Hyperbolic function, Inverse Square Root Unit function
INTRODUCTION
When the damage detection in large and complex structures is demanded, the most recommended method is that
which detects global damages, from the analysis entire of structure. Among the possible methodologies, the detection of
structural damage by vibration measurements has been widely used, since the basic premise is that the modal parameters
(natural frequencies, modes of vibration, etc.) are directly connected to the physical properties (stiffness, mass and
damping matrices) of the structure; that is, any damage occurring in the structure will change the physical parameters and
consequently change the modal parameters (Doebling, Farrar and Prime, 1998).
Among the main modern techniques for detecting damage in structures, from the vibration measurements, Artificial
Neural Networks (ANNs) have been highlighted by its capacity for identifying severe damages and also for its ability
for pattern recognition (Tan et al., 2017), as well as for its power and high accuracy in classifying patterns (Lautour
and Omenzetter, 2010). A special and well established type of ANN called of Multi-Layer Perceptron (MLP) have been
commonly applied in damage identification of civil structures.
Mehrjoo et al. (2008) and Bakhary, Hao, and Deeks (2010) have explored damage detection algorithm by substructure
evaluation, from the use of modal parameters as input into ANNs with single neural network and using standard back-
propagation method (BP) added of momentum rate and learning coefficient rate. In addition, it used sigmoid activation
function and the number of hidden layers and their hidden neurons was determined by trial and error method. Hakim,
Razak, and Ravanfar (2015) presented technique developed for damage localization and severity classification in I-beam,
being that the ANN training occurred from the clustering of specialist neural networks that are experts in each mode of
vibration and traditional BP. The number of hidden layers and of hidden neurons was defined by absolute error. Tan et al.
(2017) also made use of vibration measurements to structural damage diagnosis in I-beam from the modal strain energy
based damage index (β ) and use the Levenberg-Marquardt algorithm to train the neural network. Only one hidden layer
was used and the number of hidden neurons was defined by the R coefficient and the Mean Square Error (MSE).
The ANN topology is defined, basically, by the amount of neurons that make up the layers and the activation functions
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applied. In order to determine the number of neurons in the hidden layer, several researches have presented different
heuristics for this purpose (Arai, 1993), (Huang, 2003), (Tamura and Tateishi, 1997), (Jinchuan and Xinzhe, 2008),
(Shibata and Ikeda, 2009), (Hunter et al., 2012) and (Gnana Sheela and Deepa, 2013). Although these methodologies are
proposed, what can be said is that there is no consolidated and general definition of the number of hidden neurons to adopt
in general cases. The nature of data sets have great relevance in such a definition. Thus, the trial and error method has
been the most effective, from the choice of the appropriate stopping criterion, taking into consideration that small number
of hidden neurons can lead to underfitting and many neurons can lead to overfitting (Panchal et al, 2011).
Regarding the activation functions, in the vast majority of searches with ANNs and damage identification in structures
the most used functions are Hyperbolic Tangent (tanh) and Sigmoid (sig) functions. Carlile et al. (2017) said that among
these functions the one that has the best performance is the tanh. In additon, he also presented a new function called
Inverse Square Root Unit (ISRU) which can be more efficient than the tanh in about 3x to 6x. In several research related
to the diagnosis of civil structures based on vibration measurements, no records of the application of this promising
function were found.
In this work, non-damaged and damaged structures will be numerically modeled with Finite Element Method (FEM)
that will provide the natural frequencies and mode shapes. Such results will be allocated to the input layer of the ANN
and the expected results in terms of localization, and classification of the severity of the damage will be obtained in the
output layer. In order to do so, the network architecture will be constituted, besides the input and output layers, by one
hidden layer. Several topologies of the network will be studied, from the diversification of the number of neurons, in
order to determine the optimum amount that implied better results. Also, the behavior of the tahn and ISRU functions will
be analyzed in a critical way during the training of the ANNs that will occur by using BP and Gradient Descent Method
(GDM).
MODAL ANALYSIS
In order to determine the dynamic properties of a structure by using FEM in non-damaged and damaged structures,
under undamped free vibration, some algorithms have been implemented in Matlab R©. In this case, the structures are
under natural motion, as defined by Rayleigh (1877) apud Adhikari (2000), and the motion equation is determined by Eq.
(1).
Mx¨(t)+Kx(t) = 0. (1)
where: x(t) is the displacement vector whose the order is n × 1; x¨(t) is the acceleration vector whose the order is n × 1;
M is a matrice, whose its order is n, related to the structural mass; K is a matrice, whose its order is n, related to structural
rigidity.
The oscillation frequency and the displacement form are called as natural frequencies and mode shapes, respectively,
being obtained from the motion expression, given by Eq. (2):
(
M−1K−λ I)φ = 0 (2)
Disregarding the trivial solution, φ = 0, can be perceived that the determinant of Eq. (2) generates polynomial function
of order n, whose the solution implies in to find the follow ordenated roots (eigenvalue): λ1 ≤ λ2 ≤ ...≤ λn. Furthermore,
for each eigenvalue λi, it is associated an eigenvector φi. These two aforementioned entities are entitled as natural fre-
quency and mode shapes of the system, respectively, and they will be the inputs of the proposed ANN, as discussed in the
next Section.
ARTIFICIAL NEURAL NETWORK
In order to develop mechanisms that can help in the detection, localization and classification of damages in civil
structures in service life, many mathematical and computational tools have been proposed for this purpose. Among such
tools, the ANNs have obtained a prominent position among the several researches presented.
Multi-Layer Perceptron training process
ANNs are computational models created with the prerogative to simulate the functioning of biological neurons, such
that their structures are equivalent. The knowledge and learning acquisition are important characteristics that ANNs must
possess. In addition, Silva, Spatti and Flauzino (2016) and Haykin (2001) mention other relevant characteristics for ANNs
are: adaptation by experience, generalization ability, organization of data and fault tolerance.
The MLP will be used and one of its main characteristics being the high distribution of data over the network. The
high branching allows the samples to influence all the neurons of the hidden layer and the output layer. Thus, the process
of distribution of the MLP data is presented in Fig. 1 as follows:
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Figure 1: Multi-Layer Perceptron training process.
Mathematically, from the data collected and presented at the input layer, such data is weighted by the W (1) and
conveniently summed up, resulting in the input, H inj , of each hidden layer neuron, according to Eq. (3). From this, the
activation function f is applied, obtaining Houtj , Eq. (4).
H inj =
n
∑
i=1
W (1)j,i Ii+b1 ∴ i = 1..n, j = 1..p (3)
Houtj = f
(
H inj
)
(4)
where: Ii is the neuron i of the input vector; b1 is the bias; Houtj is the output of the neuron j of the hidden layer; W
(1)
j,i is
the matrix with weights between the hidden layer and the input layer; n is the amount of neurons in the input layer; p is
the amount of neurons in the hidden layer.
In the next step, the outputs of the neurons of the hidden layer will be weighted by the W (2) and they will enter in each
neuron of output layer by similar to previous way, Eq. (5) e Eq. (6).
Oink =
p
∑
j=1
W (2)k, j H
out
j +b2 ∴ j = 1..p,k = 1..q (5)
Ooutk = f
(
Oink
)
(6)
where: Ooutk is the output of the neuron k of the output layer; b2 is the bias; W
(2)
k, j is the matrix with the weights between
the output layers and the hidden layer; q is the amount of neurons in the output layer. With the results obtained in the
neurons of the output layer, it is possible to start the BP algorithm from the errors, in order to update the weights and bias.
To do this, the Sum Square Error (SSE), Eq. (7), is used to measure the difference between the output neuron results and
the target values, T , for each sample s.
E =
q
∑
k=1
Ek(s) =
q
∑
k=1
(
Tk(s)−Ooutk (s)
)2 (7)
Obviously, when considering a training set consisting of s samples, the evaluation of the overall performance of this
algorithm can be measured by Mean Square Error (MSE), labeled as Em. From the calculation of Em, Eq. (8), the error
propagation occurs in order to update the synaptic weights and bias, Eq. (9) until Eq. (12). This procedure is performed
by the mathematical technique GDM.
Em =
1
s
E (8)
W (2)k, j = W
(2)
k, j −η ·δ (2) ·Houtj (9)
b(2) = b(2)−η ·δ (2) (10)
W (1)j,i = W
(1)
j,i −η ·δ (1) · Ii (11)
b(1) = b(1)−η ·δ (1) (12)
where: η is the learning rate; δ (2) e δ (1) are the sensibilities defined in Eq. (13) and Eq. (14). Thus, for the network
architecture in question, the sensibilities for activation functions are determined as follows:
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δ (2) = −2 ·diag[ f ′(Ooutk (s)) ] · (Tk(s)−Ooutk (s)) (13)
δ (1) = diag[ f
′
(Houtj (s)) ] ·W (2)k, j ·δ (2) (14)
where: diag[·] represents the diagonal matrix where the diagonal components are the first derivatives of the indicated
functions.
As the weights and bias have been updated, the inputs and outputs of the neurons in the hidden layer are recalculated
and, consequently, the inputs and outputs of the neurons of the output layer, resulting in new Em. Therefore, considering
that both forward propagation and backward propagation occur, the methodology used is called BP. For more details on all
the procedures presented, see Hagan, Demuth and Beale (1996) and Hakim, Razak and Ravanfar (2015). The Appendix
section shows a pseudocode with this algorithm.
Several mathematical tools can be applied to obtain better results. As we intend to carry out analysis by statistical
parameters, all the above procedure will be repeated in several iterations, being that at each iteration all the samples will
be reused several times (epochs) to obtain the optimal convergence or when the number of epochs is hit.
Em(epoch)−Em(epoch−1)≤ ε (15)
From the minimum and maximum hit rates, statistical parameters (mean hit rate, standard deviation and variance), the
choice of both the best activation function and the optimal number of hidden neurons will be developed. After determining
the best neural network topology, the validation level will be measured from the MSE, but in only one iteraction, which
will take into account the weights and bias already defined during the training and the outputs of the selected samples for
classification.
Activation functions
Especial topic of great importance to ensure a good performance of the network is related to activation functions that
aim to limit the output of a neuron to a range of allowable values.
In this work, nonlinear and continuously differentiable activation functions will be used, according to Tab. 1 and Fig.
2. One of the most commonly used in pattern classification is the tanh function. Carlile et al. (2017) has proposed ISRU
activation function that can be more efficient than that function and it has not still been used to detect, localize and classify
damage based on vibration measurements.
Table 1: Activation functions and derivatives.
Activation function (label) Expression Derivative function
ISRU f (u) = u · (1+u2)−1 f ′(u) = (1+u2)− 32
tanh f (u) = (1− exp(−2u)) · (1+ exp(−2u))−1 f ′(u) = 1− ( f (u))2
u
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(b) Activation functions - first derivative.
Figure 2: Activation functions and their first derivatives.
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When visualizing these activation functions, Fig. 2a, it is possible notice that they have very similar behavior among
each other. Furthermore, in the first derivative, Fig. 2b, the functions tanh and ISRU have the potential to achieve a higher
convergence. All those activation functions were limited to range [−1,1].
CASE STUDY
In this work, a concrete beam was modeled in FEM, according to Fig. 3b, wherein the values in the 9 intermediate
nodes (from B to J) for 5 modes of vibration, as well as their respective frequencies, were obtained for the non-damaged
and the damaged structure according to the various imposed scenarios.
4
1 2 3 4 5 6 7 8 9 10
2
Healthy state Damaged elements
A
B C D E F G H I J
K
3,0m
(a) The structure in three main stages: healthy state, damaged element - 2.
1 2 3 4 5 6 7 8 9 10 11A B C D E F G H I J
Mode 1
Mode 2
Mode 3
Mode 4
Mode 5
(b) Mode shapes for the first five modes of flexural vibration of the
proposed beam.
Figure 3: Mode shapes 1 to 5 for healthy state and damaged elements.
Table 2 shows the damage parameters established for the beam and the Fig. 3a shows localization of each damaged
element. Moreover, the longitudinal modulus of elasticity, E, for the material adopted is 24,000MPa and the beam cross-
section has width (bw) 15.0cm and height (hw) 30.0cm.
Table 2: Damage scenarios.
Scenarios Damaged element Reduction of ”E” Damage level Number of classes
I Healthy state 1.00E 0% 1
II - XXVI 2 0.98E : 0.02E : 0.50E 2.00% : 2.00% : 50.00% 25
XXVII - LI 4 0.98E : 0.02E : 0.50E 2.00% : 2.00% : 50.00% 25
The damage will be simulated by reducing E that will vary from 2.00% (0.98E) up to 50.00% (0.50E), Tab. 2. Thus, in
each element, 25 damage levels will be simulated and modal parameters, obtained numerically from all damage scenarios,
will feed into proposed ANN, as shown in Fig. 4. For each sample (damage scenario), the results will be outputted with
the location, as well as the damage severity, which are previously known. At the end of the process, when all samples have
fed the network and the error converges to the stipulated threshold value, the synaptic weights for the total set of training
samples will be determined, reflecting that ANN will be trained. From this, the power of recognition and classification of
trained ANN standards will be verified for the validation samples.
Although only one type of ANN topology composed of an input layer, a hidden layer and output layer is used, several
architectures will be investigated from the variation of the number of neurons in the hidden layer and applying tahn and
ISRU functions. The input layer will have 51 neurons, with frequencies and mode shapes of the undamaged and damaged
structure, and the output layer will have two neurons that will provide the location and severity of the damage.
For each activation function and number of hidden neurons, the network will be compiled 50 times and in each iteration
the training will occur respecting the limit of 50,000 epochs with the threshold value of the mean error of 0.0005. As
this process will occur for each dimension of the hidden layer that will vary from 1 to 40 neurons, the results in each
architecture will be discussed through statistical parameters. The learning rate for training is 0.01.
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Figure 4: The adopted architecture of the proposed ANN.
NUMERICAL RESULTS AND DISCUSSION
The following results, Fig. 5, were obtained from numerical modeling processing by FEM, and they will be used as
input values for training and classification of the proposed ANN architecture. The first five mode shapes (φ1 to φ5) were
generated from healthy state and damage scenarios. Thus, both Fig. 5a and Fig. 5b show overlapping mode shapes
with healthy state and damages of 50% in chosen elements. Therefore, given the enormous proximity of all curves, the
challenge for neural networks to detect and classify the damage is notorious because each structural damage patterns
imply such small changes in modal parameters.
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Figure 5: Mode shapes 1 to 5 for healthy state and maximum damage.
It is observed that the curves for the undamaged and damaged structures are very close. In addition, it is easy to
intuit that the other damage scenarios in each element imply intermediate curves to those presented in Fig. 5. With the
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same interest, the frequencies are presented in Fig. 6, for each mode of vibration and in each damage scenario, it being
noticeable that the magnitudes had small variations with the increase of the damage. Therefore, despite the availability of
the above graphs, the diagnosis of the structure is not immediate through visual analysis of the results, being proposed the
use of ANNs to detect, locate and classify the damage.
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Figure 6: Frequencies 1 to 5 for healthy state and all damage scenarios.
In order to verify the best architecture of ANN, from the optimal number of neurons of the hidden layer and the
activation function with better performance, it was chosen to perform the analysis through statistical parameters and 75%
of the samples were used for training and 25% for classification or damage diagnosis. Therefore, of the 51 samples,
38 were used for training and 13 samples were selected for classification. This set of samples was rearranged at each
iteration. The weights and biases were also initialized at each iteration and generated from random numbers using gaussian
distributed.
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Figure 7: Hit rate by different number of neurons with ISRU activation function.
According to Fig. 7, using ISRU activation function, it can be seen that the architectures with 10, 20 and 27 neurons
in the hidden layer obtained the maximum medians of 100% of hits, correctly identifying both the damaged element and
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the severity of the damage. In the architecture with 10 neurons, two outliers occurred, the smallest of which represents
84.6% hits. In the case of the second architecture with 20 neurons, a lower outlier with 69.2% hits occurred. In the third
architecture, three outliers occurred, the smallest representing 61.5% hits. Therefore, knowing that the greatest number
of neurons can lead to a high computational cost, the ANN with 10 neurons in the hidden layer stood out in terms of
performance and excellent results and the one that presented the lowest variation in the hit rates. Here, we define ”hit”
when the output neurons issue responses of both the damaged element and the damage severity simultaneously coinciding
with the targets of the validation set.
From the results shown in Fig. 8, in cases whose activation function was used as tanh, the results in terms of median
values were more stable than in the previous case, Fig. 7, obtaining practically the constant median of the order of 84.6%,
for the cases with at least 3 neurons in the hidden layer. But in some architectures there were variations of median values
up or down. However, it can be observed that, in relation to the architectures that resulted in higher median values, we can
highlight the architectures with 17 and 32 neurons with 92.3% hits and the layer with 34 neurons that resulted in 96.2%
of accurate diagnosis.
In the layer with 17 neurons, there was a lower outlier that represented 69.2% hits. In the second and third architectures,
with 32 and 34 neurons respectively, the lower outliers were equal and of the order of 76.9%. Given these data, it is
observed that choosing the architecture with 34 neurons could be more satisfactory in terms of hit rates, but it must
be taken into account that the computational cost tends to become higher. Therefore, the first architecture aligns the
appropriate hit rate with satisfactory computational cost.
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Figure 8: Hit rate by different number of neurons with tanh activation function.
Given the results obtained, it is possible to extract statistical parameters that support the choice of both the neural
network architecture and the activation function, which together provide the best results and performance of the network,
Tab. 3 and Tab. 4.
Table 3: Statistical analysis for ISRU activation function and three best ANN architectures.
Architecture Minimum hit(%) Maximum hit(%) Mean hit(%) Standard deviation Variance MSE
51-10-2 84.6 100.0 99.1 0.38545 0.14857 0,000034
51-20-2 69.3 100.0 96.5 0.81341 0.66163 0,000822
51-27-2 61.5 100.0 93.7 1.28873 1.66082 0.001442
The direct analysis of the MSE is not, in itself, satisfactory, considering that in all the selected architectures the values
have been greatly reduced, demonstrating that the output value of the neural network and the real value are very close.
Thus, by observing a set of the best statistical results, it was found that the architecture 51-10-2, consisting of 10 neurons
in the hidden layer, obtained the best performance from the application of the ISRU activation function.
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Table 4: Statistical analysis for tahn activation function and three best ANN architectures.
Architecture Minimum hit(%) Maximum hit(%) Mean hit(%) Standard deviation Variance MSE
51-17-2 69.3 100.0 89.4 0.98747 0.97511 0.000037
51-32-2 76.9 100.0 93.3 0.91785 0.84245 0.000232
51-34-2 76.9 100.0 94.9 0.77222 0.59633 0.002563
CONCLUSIONS
It is known that the use of ANNs for damage detection in structures has been widely researched in the last three decades
and the results are promissing. Thus, in order to contribute to this large research area, it is important that some concepts
involved were rigorously analyzed. Therefore, this work had the goal of clarifying fundamental and inherent concepts
to the ANNs, such as: what activation function and the number of neurons in the hidden layer result in better pattern
recognition and classification for structural damage diagnosis, using MLP with BP and GDM.
The most well-known and applied activation function in ANNs problems and damage detection in structures is the tahn
function which provides generally excellent results. The use of the ISRU activation function for similar damage detection
problems in structures based on vibration measurements has not been found in the literature. However, when comparing
the two activation functions, it was observed that the ISRU provided the best results regarding the structure diagnosis, and
the best neural network architecture had 10 neurons in only one hidden layer. Therefore, the new application of the ISRU
activation function has shown that its performance in detecting, locating and classifying the damage is quite promising
and may be more exploited from now on.
Regarding the diagnosis based on vibration measurements of structures similar to the one proposed in the case study,
the results showed that there was no need to increase the network with more than one hidden layer and with specialist
networks, which could increase the computational cost.
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APPENDIX - TRAINING ALGORITHM - PSEUDOCODE
Algorithm 1 Pseudocode of MLP with backpropagation and GDM
Require: Get the sample set (frequencies and vibration modes) from MEF
1: Define the set of samples, p, for training
2: Associate each sample with the desired output vector (target - tk)
3: Initialize the weights (W (1)j,i ,W
(2)
k, j ) with small random values and sum← 0
4: Specify the learning rate (η), the desired precision (ε) and the number of epochs maximum (nE pochs)
5: for epochs = 1 : nE pochs do
6: for q = 1 : length(Amostras) do
7: a1 = f (∑W
(1)
j,i · Ii +b1); Ii is the input values and “f” is activation function
8: a2 = f (∑W
(2)
k, j ·a1 +b2)
9: erro = tk−ok; ok is the output values a2
10: δ (2) =−2 ·diag(a′2) · (Tk−Ok);
11: δ (1) = diag(a′1) ·W (2)k, j ·δ (2)
12: W (2)k, j =W
(2)
k, j −η ·δ (2) ·a1
13: b(2) = b(2)−η ·δ (2)
14: W (1)j,i =W
(1)
j,i −η ·δ (1) · p(q)
15: b(1) = b(1)−η ·δ (1)
16: sum← (tk−ok)2 + sum
17: end for
18: Emedio(epoch) = sum/length(Amostras)
19: if abs(Emedio(epoch))<= ε then
20: break
21: end if
22: end for
RESPONSIBILITY NOTICE
The author(s) is (are) the only responsible for the printed material included in this paper.
