Abstract-Wireless communication in confined metal environment such as rectangular metal cavity has attracted more and more attentions recently. The channel characteristics in such an environment are different from those in the traditional wireless communication environments: extremely rich multipath components make communication very challenging. Multiple input multiple output (MIMO) plus ultra-wideband (UWB) technique is promising for wireless communication in confined metal environment, since it can fully employ radio resources not only in space domain but also in frequency domain. This paper considers the fundamental limit about MIMO UWB channel in rectangular metal cavity when different spectrum-shaping schemes such as water filling, constant power water filling, time reversal, channel inverse, constant power spectrum density and minimum mean square error are employed at the transmitter. Meanwhile, the measured channel transfer function is used in this paper for analysis.
I. INTRODUCTION
Wireless communication in confined metal environment has attracted more and more attentions recently [1] because of the increasing demand of communication in confined metal environment such as intra-ship, intravehicle [2] , intra-engine, manufacturing plant, assembly line, nuclear plant and so on. The channel characteristics in such an environment are different from those in the traditional wireless communication environments [3] : extremely rich multipath components make communication in confined metal environment very challenging.
Multiple input multiple output (MIMO) is an important breakthrough in the scientific research on wireless communication, by greatly increasing the spectral efficiency [4] . Ultra-wideband (UWB) technique can resolve the resonance caused by metal wall into many timeresolvable pulses. Time-varying fading is the hallmark of narrowband wireless communication. It seems safe to say that almost all the major progress made in wireless industry, such as MIMO and orthogonal frequency-division multiplexing (OFDM), has been motivated to exploit fading through diversity. Fading caused by multipath, however, may be negligible for UWB communication using a sufficiently lager signal bandwidth [6] . So the UWB channel considered in this paper can be treated as deterministic channel. The dominant mechanism is the extremely dense multipath [3] [5] .
This paper considers MIMO UWB channel for the fundamental limit using measured channel transfer function. The work in this paper is the extension of [3] [5] . We calculate spectral efficiencies when different spectrumshaping schemes are employed. These spectrum-shaping schemes include water filling, time reversal, channel inverse and constant power spectrum density (PSD) [5] . Meanwhile, constant power water filling [7] and minimum mean square error (MMSE) are also considered in this paper for comparison. In [5] , the power allocation among entries in the transmitted signal vector is not studied for time reversal. When power allocation is considered, the calculation for spectral efficiency of time reversal is converted into the optimization problem. How to solve the optimization problem is the critical issue in this paper. Deterministic algorithm and random algorithm are used here to solve the corresponding optimization problems respectively in order to get the optimal spectral efficiency in time reversal. The results of optimization problem can give us more intuitions to design the high performance system for wireless communication and deploy wireless sensor network (WSN) in confined metal environment.
The rest of the paper is organized as follows. Section 2 derives the formulas to calculate the spectral efficiencies when different spectrum-shaping schemes are used. Section 3 studies the spectral efficiency of time reversal with power allocation. In this section, the power allocation among different entries in the transmitted signal vector is considered. Section 4 describes the setup and procedure of channel sounding using Vector Network Analyzer (VNA) in frequency domain to obtain channel transfer function. Numerical results are presented in Section 5 and the conclusions are drawn in Section 6.
II. SPECTRAL EFFICIENCY CALCULATION
It is assumed that there are N t transmitter antennas and N r receiver antennas in the system. The diagram of MIMO UWB system is shown in Fig. 1 . The channel transfer function is H(f ) with bandwidth W = f 1 − f 0 where f 0 (> 0) is the starting frequency and
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Nt transmitter antennas Nr receiver antennas Figure 1 . The diagram of MIMO UWB system. f 1 (> 0) is the end frequency.
(1) where H mn (f ) is channel transfer function from the transmitter antenna n to the receiver antenna m. Its corresponding channel impulse response is
2) The spectrum-shaping filter at the transmitter side is
and its corresponding transfer function is
The input of the spectrum-shaping filter is the transmitted signal vector a(t). The entries of a(t) are a 1 (t), a 2 (t),. . . , and a Ns (t),
. . .
all of which are independent white Gaussian random processes with zero mean and unit PSD.
The transmitted signal at the transmitter array is
where * represents convolution operator and each entry of S(t) is
and the PSD of the transmitted signal at the transmitter array is
where H represents conjugate transpose operator.
The received signal at the receiver array is R(t) = H(t) * S(t) + N(t) (9) where N(t) is the additive white Gaussian noise the entries of which are independent random processes with zero mean and one-sided PSD N 0 . If one-sided situation is considered, then the transmitted power is
The equivalent ratio of the transmitted signal power to the received noise power (TX SNR) is defined as
The spectral efficiency is [8] 
A. Water Filling
It is well known that the spectral efficiency of water filling is greater than that of any other spectrum-shaping scheme. Let λ i (f ), i = 1, 2, . . . , N t denote the set of eigenvalues of
H can be written as
where diag(a), if a is a vector with n components, returns an n-by-n diagonal matrix having a as its main diagonal. Because of the property of unitary matrix,
Then, R S (f ) can be given by
where
. . , N t and
Here, the constant µ is the water level chosen to satisfy the power constraint with equality
So, the spectral efficiency
In order to decrease the computational complexity of spectral efficiency in water filling, the asymptotic behaviors of spectral efficiency for both very large and very small ρ are studied here according to [9] . For this purpose, let µ # be
and the frequency band sets Ω i , i = 1, 2, . . . , N t are defined for water level µ # .
The measure of Ω i is θ i and
Two average channel parameters are defined as [9] .
From the power constraint, we can get
From the spectral efficiency formula, we can get
These equations are combined to yield
If P is large enough so that λ
This asymptotic behavior of spectral efficiency can be treated as the lower bound of the real spectral efficiency when P is sufficiently large.
If P is small ehough, then
When ρ approaches 0, µ # andλ approach λ min , where
This asymptotic behavior of spectral efficiency can be treated as the upper bound of the real spectral efficiency when P is sufficiently small.
B. Constant Power Water Filling
Constant power water filling is well studied in [7] . For water filling, the power allocation scheme is
. . , N t . While for constant power water filling, the power allocation scheme is
How to get the optimal p 0 and λ 0 is the key point of constant power water filling. Similarly, the frequency band sets Ω i , i = 1, 2, . . . , N t are defined as,
λ 0 should be chosen to meet the condition that
C. Time Reversal
For time reversal, it follows that
the constant α is the scale factor chosen to satisfy the power constraint with equality.
with,
The spectral efficiency
D. Channel Inverse
For channel inverse, it follows that
so,
E. Constant Power Spectrum Density
If power is equally allocated to each transmitter antenna, then
F. Minimum Mean Square Error
For MMSE, it follows that
and
So α is equal to In this section, spectral efficiency of time reversal with power allocation is considered. How to allocate the power among the entries in the transmitted signal vector to maximize the spectral efficiency is studied. Two optimization problems are presented. The first problem is the extension of Equation 6 . And in the second problem, there is only one independent entry in the transmitted signal vector. respectively. Let us define the N s × N s diagonal power allocation matrix P,
A. Time Reversal with Multiplexing Gain
Thus, the transmitted signal at the transmitter array is
For time reversal scheme, it follows that
and N s = N r . If one-sided situation is considered, then the total transmitted power is
How to get the optimal P i , i = 1, 2, . . . , N r to achieve the optimal spectral efficiency is studied here. So the corresponding optimization problem can be described as
.
If
and equality constraint is considered, then
T , where T represents the transpose operator, then the equality constraint can be further simplified as,
Define,
According to the concavity of log 2 |•| and the affine transformation, C f (p) is concave in P i , i = 1, 2, . . . , N r [11] [12] . Further more, C (p) is also concave in P i , i = 1, 2, . . . , N r .
According to the barrier method [11], C 0 (p) and φ (p) are defined as,
Given strictly feasible p, for example, P i , i = 1, 2, . . . , N r are set equally. t > 0, µ > 1 and ε > 0. The optimal p can be obtained by the following iterative numerical method.
Repeat: 1 Compute p (t) by minimizing f = tC 0 + φ, subject to βp = P .
2 p := p (t).
3 If N r /t < ε, stop, else t := µt. The newton method [11] can be used to solve the minimizing problem in the first step. ∆p is defined as the newton step at p and ∆p can be characterized by
where [Ξ (f )] i,m,sub is the sub-matrix which is obtained from Ξ (f ) when the entries in the ith row and the mth column are removed.
∂Pi∂Pj is derived as,
B. Time Reversal with Array Gain
If a(t) is expressed as
where a (t) is the white Gaussian random process with zero mean and unit PSD. L can be similarly treated as the power allocation vector,
In this situation, there is only one independent entry in a (t), which is called time reversal with array gain in this paper. Thus, the transmitted signal at the transmitter array is
S(t) = X(t) * a(t) (98) = X(t) * (La(t))
and the PSD of the transmitted signals at the transmitter array is
The spectral efficiency C W in this case is [10] 1 W f1 f0
(106) Similarly, how to get the optimal L i , i = 1, 2, . . . , N r to achieve the optimal spectral efficiency is studied here. So the corresponding optimization problem can be described as
Even though the first and second derivatives of the objective function and constraint function can be easily derived [10] , because the objective function is a nonlinear and nonconvex function, it is hard to use deterministic algorithm to solve the optimization problem 107. In recent years, the random algorithm is widely used to solve the nonlinear and nonconvex optimization problem to get the near optimal solution. Here particle swarm optimization (PSO) is employed to solve the optimization problem 107.
PSO is a swarm intelligence based algorithm to find a solution to an optimization problem in a search space [13] . There are many particles with a position and a velocity in the swarm. Particles in a swarm communicate good positions to each other and adjust their own position and velocity based on these good positions [13] . There are two kinds of good positions: (1) a global best position that is known to all and immediately updated when a new best position is found by any particle in the swarm; (2) the local best position, which is the best solution that the particle has passed [13] .
Suppose there are N particles in N r -dimensional space. After K iterations, the algorithm is stopped. When the kth iteration begins, the position of particle i is L . The local best position of particle i is
and the global best position is
Then the velocity of particle i in the kth iteration is
and the new position of particle i is
, rand means random value drawn from a uniform distribution on the unit interval; w is the inertia weight; c 1 and c 2 are two positive constants, called the cognitive and social parameter respectively.
Meanwhile, if h L k i > 0, which means the particle i moves to the infeasible position, then C L k i is set extremely small value. Although PSO can not guarantee the optimal solution, it can still find the solution very close to the optimal solution.
IV. CHANNEL SOUNDING
Channel sounding is performed using frequency domain technique to get MIMO UWB channel transfer function H (f ) in confined metal environment. In channel sounding, rectangular metal cavity, the size of which is 8 feet by 8 feet by 8 feet, is used to emulate confined metal environment [14] . The material of cavity is aluminum.
The data of channel transfer function is collected using VNA -Agilent N5230A (300 kHz -13.5 GHz). It sweeps from 3 GHz to 10 GHz using 7001 tones with frequency step of 1 MHz. The power of each tone is 10 dBm. The averaging number is 128, which enhances the accuracy of channel sounding. Meanwhile, the cables and the connectors are calibrated before channel sounding to compensate for the frequency dependent losses.
The setup of channel sounding is shown in Figure 2 and the basic parameters for channel sounding are given by Table I . There are three antennas in the transmitter array and three antennas in the receiver array. Virtual array technique is employed here. The distance between the transmitter array and the receiver array is 4 feet. The distance between the antennas in the array is 2 feet. The antenna is placed at 1.35 meters above the ground. The channel transfer function from transmitter antenna two to receiver antenna two is shown in Figure 3 as an example.
V. NUMERICAL RESULTS
In this section, we give the numerical results of spectral efficiency for MIMO UWB channel in rectangular metal cavity. Figure 4 and Figure 5 show spectral efficiencies in rectangular metal cavity when different spectrum-shaping schemes are employed. Figure 4 uses the log expression in the y axis to show the low TX SNR region clearly and Fig. 5 uses the linear expression in the y axis to show the high TX SNR region clearly. Figure 6 shows the spectral efficiency ratio of different spectrum-shaping schemes to water filling. Water filling gives the maximum spectral efficiency among these schemes. Channel inverse is good for detection but performs poorly in terms of spectral efficiency. Time reversal does the tradeoff between detection and spectral efficiency. The spectrum efficiency of constant PSD is smaller than that of time reversal at low TX SNR and larger than that of time reversal at high TX SNR. Meanwhile spectral efficiency of constant PSD approaches that of water filling very well at high TX SNR. The constant PSD can be easily implemented, because channel state information is not needed at the transmitter. In real system, chirp signal generated by SAW device can be used to implement constant PSD. The spectral efficiency of constant power water filling is very close to that of water filling, but the computational complexity of the former is much lower than that of the latter. The spectral efficiency of MMSE is between the spectral efficiencies of time reversal and channel inverse. At low TX SNR,
, so the spectrum efficiency of MMSE is similar to that of time reversal. While at high
so the spectral efficiency of MMSE is close to that of channel inverse. Figure 7 shows spectral efficiency of water filling if different antenna configurations are employed. At high TX SNR, the spectral efficiency of 3-by-3 is almost 4.7 dB larger than that of 1-by-1 and the spectral efficiency of 2-by-2 is almost 3 dB larger than that of 1-by-1. MIMO introduces apparent increase in spectral efficiency. Because maximum achievable data rate of the channel is unique if the system bandwidth, antenna configuration and total transmitted power are given, spectral efficiency of water filling can be used as the metric to quantify the channel. Figure 8 shows spectral efficiency and its corresponding lower bound of water filling. This lower bound approaches the spectral efficiency at high TX SNR. If λ
is not satisfied for all f 0 ≤ f ≤ f 1 and i = 1, 2, . . . , N t , this bound is not valid. Figure 9 shows spectral efficiency and its corresponding upper bound of water filling. This bound is valid at low TX SNR. The advantage of this bound is that the bound is linear with TX SNR that can be used to estimate the spectral efficiency of water filling easily and quickly.
For the spectral efficiency of time reversal with power allocation, deterministic algorithm, i.e. the barrier method together with the newton method and random algorithm, i.e. PSO are used in this paper. In the barrier method, t is initially set 1; µ is set 2; ε is set 0.00000001. In PSO, the number of particles in the swarm is 200; the number Figure 10 shows the spectral efficiency of time reversal with power allocation. Figure 11 shows the ratio of spectral efficiency of time reversal with array gain to that of time reversal with multiplexing gain. At high TX SNR, the spectral efficiency of time reversal with multiplexing gain is obviously larger than that of time reversal with array gain. While at low TX SNR, the spectral efficiency of time reversal with multiplexing gain is almost the same as that of time reversal with array gain. Multiplexing gain will be obvious at high TX SNR. While at low TX SNR, all the power should be allocated into one equivalent spatio-frequency channel which has the largest gain. Figure 12 shows the ratio of spectral efficiency of time reversal without power allocation to that of time reversal with power allocation when multiplexing gain is considered. At high TX SNR, the spectral efficiency of time reversal without power allocation is almost the same as that of time reversal with power allocation, which means in this kind of SNR region, power allocation is not a must and equally allocating the power to each entry in the transmitted signal vector can reach the optimal spectral efficiency. At low TX SNR, there is a small gap between spectral efficiencies of time reversal without power allocation and with power allocation. From the solution of the optimization problem 77, the small power should be allocated to one entry which corresponds to the equivalent channel with the largest gain. Because the size of MIMO is small, i.e. 3-by-3 in this paper, power allocation can not bring the obvious improvement in spectral efficiency. This results tell us in the complex system, if the degree of freedom for power allocation is limited, constant power allocation can reach the near optimal performance.
VI. CONCLUSION
This paper considers spectral efficiency for MIMO UWB channel in rectangular metal cavity and calculates spectral efficiencies when different spectrum-shaping schemes are used. These spectrum-shaping schemes include water filling, time reversal, channel inverse, constant power spectrum density as well as constant power water filling, minimum mean square error. Meanwhile, spectral efficiency of time reversal with power allocation is considered. Deterministic algorithm and random algorithm are used to solve the corresponding optimization problems respectively in order to get the optimal spectral efficiency in time reversal. 
