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Abstract
We consider an inverse boundary value problem for the heat equation that consists of the identi5cation of
the interior boundary curve of an annuli from given temperature and heat 6ux measurements on the exterior
boundary. In order to solve the problem in a stable way, we apply the Landweber method, where we treat both
the direct and the adjoint problem by means of the boundary integral equation method. Numerical examples,
including a comparison to the Gauss–Newton method, are presented.
c© 2004 Elsevier B.V. All rights reserved.
1. Introduction
In nondestructive material testing, one tries to investigate the interior structure of a body only given
some information on the boundary. Among the strategies followed is the thermal imaging technique,
where inclusions or interior cracks are detected by controlling the heat 6ux on the boundary body
and monitoring the boundary temperature response over an appropriate time interval. Alternatively,
the boundary temperature can be chosen as control variable. For industrial applications of these
methods in, e.g., medicine, we refer to [1,2,4,11].
Based on a linear heat equation as direct problem, one can formulate the inverse problem of
estimating the shape of the interior boundary of the domain from additional temperature observations
along the outer boundary as a nonlinear operator equation. Due to the ill-posedness of the problem,
i.e., high instabilities of the solution with respect to small data perturbations, regularization techniques
have to be applied in order to obtain reliable approximations of the interior boundary. Thereby,
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regularization means to replace the original ill-posed problem by a family of neighboring well-posed
ones. Least-squares estimation techniques, comparing the given data to the computed output, were
used for this class of inverse problems in [1,2]. In [5,7,8] the Gauss–Newton method was proposed
for the case of exact data, where only the linear system at the last stage of the numerical computation
was regularized.
In this paper, we apply the Landweber iteration method, as analyzed in [3,10,13,18,19], to the
inverse boundary problem for the heat equation and investigate—mostly numerically—its regular-
ization properties with respect to a sequence of perturbed data. Introducing the direct problem, we
assume to be given two simply connected bounded domains D1 and D2 in R2 with boundaries 1
and 2 of class C2. We suppose that ID1 ⊂ D2 and de5ne D := D2 \ ID1. For T ¿ 0, we consider
the initial boundary value problem for the heat equation
@u
@t
=Ku in D × (0; T ) (1.1)
with homogeneous initial condition
u(·; 0) = 0 in D (1.2)
and Dirichlet boundary conditions
u= 0 on 1 × [0; T ] (1.3)
and
u= f on 2 × [0; T ]: (1.4)
Here, f is a given function on 2× [0; T ]. Existence and uniqueness of classical and weak solutions
to this initial boundary value problem are well established (see for example [17] for weak solution
case).
In Section 2 we formulate the inverse problem of determining the interior boundary 1 from the
additional knowledge of the heat 6ux
@u
@
= g on 2 × [0; T ]
along the outer boundary as a nonlinear operator equation. Here, g is a given function and  denotes
the outward unit normal to 2. Furthermore, we provide the linearization of the operator describing
the inverse problem as well as its adjoint, which then is essential for the introduction of the Landwe-
ber iteration method in Section 3. In Section 4, numerical results both with exact and perturbed data
as well as a comparison to the Gauss–Newton method as suggested in [7,8] are presented, followed
by conclusions and ideas for future research in Section 5.
2. The inverse problem as an operator equation
In this section, we formulate our inverse problem as a nonlinear operator equation. For that
purpose, we introduce the set
X˜ := {f∈C2(S1;R2)|f : S1 → f(S1) ⊂ D2 is a C2 diOeomorphism}
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of admissible interior boundary curves, where S1 denotes the unit circle in R2. We identify 1 :=
f(S1) with the map f∈ X˜ . For an open interval (0; T ) and real numbers r; s6 2, we furthermore
de5ne the anisotropic Sobolev spaces (see [17])
Hr;s(2 × (0; T )) := L2((0; T );Hr(2)) ∩ Hs((0; T );L2(2))
and
Y˜ := H−1=2;−1=4(2 × (0; T )) := [H 1=2;1=4(2 × (0; T ))]′:
By means of the forward operator
F : X˜ → Y˜ ; 1 → @u@
∣∣∣∣
2×(0;T )
;
where u denotes the unique solution of the direct problem (1.1)–(1.4), the inverse problem can then
be written as the nonlinear operator equation
F(1) = g; (2.1)
where g∈ Y˜ represents the given heat 6ux data.
The following theorem, based on Holmgren’s uniqueness theorem and the maximum–minimum
principle for the heat equation (see [7]), shows that the additional outer boundary data allow to
determine the unknown inner boundary uniquely.
Theorem 2.1. Let D and D˜ be two annuli with a common exterior boundary 2 and interior
boundaries 1 and ˜1, respectively. Denote by u and u˜ classical solutions to the initial boundary
value problem (1.1)–(1.4) in the domains D and D˜, respectively. Assume that the heat :ux of both
solutions coincide
@u
@
=
@u˜
@
on 2 × [0; T ]:
Then 1 = ˜1.
In order to solve (2.1) in a stable way we will apply the Landweber iteration, which in fact is
the method of steepest descent in combination with a stopping rule, see the next section. Hence, for
the computation of the search direction, the derivative of the forward operator F is required. Let
1 ∈ X˜ and a∈C2(1;R2) be 5xed and let 1 := {x + a(x): x∈1} belong to X˜ for some ¿ 0.
The domain derivative of F at 1 ∈ X˜ in the direction a is de5ned by the limit
F ′(1; a) = lim
↘0
1

[F(1)− F(1)]:
In [7] it is shown that the derivative F ′(1; a) exists and is a linear operator characterized by an
initial boundary value problem for the heat equation.
Theorem 2.2. Let 1 ∈ X˜ , and a∈C2(1;R2) be given. Then the domain derivative F ′(1; a) exists
and is given by
F ′(1; a) =
@u′
@
∣∣∣∣
2×(0;T )
∈ Y˜ ;
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where u′ solves the initial boundary value problem
@u′
@t
=Ku′ in D × (0; T );
u′(·; 0) = 0 in D;
u′ =−a ·  @u
@
on 1 × (0; T ) and u′ = 0 on 2 × (0; T ):
Here, @u=@ is given through the Neumann trace with respect to the outward unit normal  on
1 × (0; T ).
Furthermore, we require the adjoint operator of F ′(1; a) since it will be the main ingredient for
an eRcient implementation of the Landweber iteration.
Theorem 2.3. Let  ∈ Y˜ ′. Then the adjoint operator F ′(1; a)∗ : Y˜ ′ → C2(1;R2) is given by
F ′(1; a)∗ = 
∫ T
0
@u
@
@v
@
∣∣∣∣
1×(0;T )
dt; (2.2)
where v solves the initial boundary value problem
@v
@t
=−Kv in D × (0; T ); (2.3)
v(·; T ) = 0 in D; (2.4)
v= 0 on 1 × (0; T ) and v=  on 2 × (0; T ): (2.5)
Proof. Using the Green formula for functions u′ and v and boundary conditions for these functions
we have
(F ′(1; a);  )|L2(2×(0;T )) =
(
@u′
@
; v
)∣∣∣∣
L2(2×(0;T ))
=
∫ T
0
∫
@D
@u′
@
v ds dt
=
∫ T
0
∫
D
(−Ku′v+Kvu′) dx dt +
∫ T
0
∫
@D
@v
@
u′ ds dt = I1 + I2:
From Theorem 2.2 we obtain that
I2 =
∫ T
0
∫
1
a ·  @u
@
@v
@
ds dt:
Furthermore, integration by parts yields
I1 =
∫ T
0
∫
D
(
@v
@t
+Kv
)
u′dx dt −
∫
D
(vu′)(x; T ) dx:
Thus by initial boundary value problem (2.3)–(2.5) I1 is equal to zero.
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For the sake of simplicity, we now assume that the boundary curves have parametric representa-
tions
1 := {x1(s) = r(s)(cos s; sin s); 06 s6 2!}
and
2 := {x2(s) = (x21(s); x22(s)); 06 s6 2!}
with r; x21; x22 ∈H 3[0; 2!] ⊂ C2[0; 2!], where r ¿ 0 denotes the unknown radial function. We em-
phasize that—opposed to [7]—the interior boundary 1 does not need to have the form of a star-like
curve. As a consequence, the nonlinear Eq. (2.1) can be considered in a Hilbert space setting, i.e.,
F(r) = z; (2.6)
with F mapping from X=H 3[0; 2!] into Y=L2([0; 2!]×(0; T ]) and z(s; t) := g(x2(s); t). Furthermore,
the adjoint operator of F ′(·) can then be represented as
(F ′(r)∗) (s; t) = r(s)
∫ T
0
@u
@
(x1(s); t)
@v
@
(x1(s); t) dt; (2.7)
compare to (2.2).
3. Landweber iteration
Most iterative methods for solving nonlinear ill-posed problems of form (2.6) are based on solving
the normal equation
N (r) := $F ′(r)∗(F(r)− z) = 0; (3.1)
where $ is some scaling parameter, via successive iteration starting from an initial guess r0 for the
solution, see [12] for a comprehensive survey. Eq. (3.1) is the 5rst-order optimality condition for
the nonlinear least-squares problem
$
2
‖F(r)− z‖2 → min; r ∈D(F) ⊂ X: (3.2)
In the sequel, the norms ‖·‖ correspond to the Hilbert spaces Y and X , respectively, and can always
be identi5ed from the context in which they appear. The most straightforward way to solve problem
(3.2) is the gradient method, i.e.,
rk+1 = rk + $F ′(rk)∗(z − F(rk)); k = 0; 1; 2; : : : : (3.3)
In practical applications, often only perturbed data z& instead of z are available. In order to still
obtain a reliable approximation of a solution to problem (2.6), it is essential to have a data error
bound
‖z& − z‖6 &: (3.4)
An iterative method, as, e.g., the Landweber method
r&k+1 = r
&
k + $F
′(r&k )
∗(z& − F(r&k )); (3.5)
only then can become a regularization method, if it is stopped “at the right time”, i.e., only for a
suitable stopping index k∗, the iterate r&k∗ yields a stable and reliable approximation to the solution
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r∗ of (2.6). Since all available stopping rules are based on the noise level &, the need for (3.4)
is obvious. Due to the ill-posedness, a mere minimization of (3.2) would lead to a monotonically
decreasing deviation between the computed output F(r&k ) and the data z
&, but an increasing error
between r&k and r∗ after an initial decay.
In [13] it is suggested to stop the Landweber iteration (3.5) according to the discrepancy principle,
where k∗ = k∗(&; z&) is determined by
‖z& − F(r&k∗)‖6 '&¡ ‖z& − F(r&k )‖; 06 k ¡k∗ (3.6)
for some suRciently large '¿ 0. This is a quite natural stopping rule since at the index k∗ the
residual z& − F(r&k∗) then is of the order of the data error, which is the best we should ask for. For
solving (2.6) when only noisy data z& with (3.4) are given, it would make no sense to ask for an
approximate solution r˜ with ‖z& − F(r˜)‖¡&.
In addition to (3.6), the (local) boundedness of the iteration operator, i.e.,
‖F ′(r)‖6 1=√$;
as well as the nonlinearity condition
‖F(r)− F(r˜)− F ′(r)(r − r˜)‖6 )‖F(r)− F(r˜)‖; (3.7)
with r; r˜ in a neighborhood of r∗ and some )¡ 12 , are required in [13] in order to guarantee the
regularization properties of the Landweber method (3.5).
Both the convergence of the iterates rk towards r∗ in the case of exact data and the convergence
of the regularized solutions r&k∗(&) towards r∗ as the noise level & tends to zero may be arbitrarily
slow for an inverse and ill-posed problem (see [20]). Hence, convergence rates can only be given
on subsets of X , i.e., under a-priori assumptions on the exact solution r∗. These a priori assumptions
are usually formulated in terms of so-called source conditions, e.g.,
∃f∈X r∗ − r0 = (F ′(r∗)∗F ′(r∗))f; 0¡6 12 (3.8)
then leading to a convergence rate
‖r&k∗(&) − r∗‖= O(&2=(2+1)); (3.9)
see [13]. Unfortunately, we so far fail in verifying the nonlinearity condition (3.7) and the source
condition (3.8) (or its logarithmic type variant, see [9]) for our inverse problem (2.6). Similar
theoretical troubles occur in [14–16], where the Landweber iteration could still be successfully applied
to the related family of inverse scattering problems.
Applying Landweber iteration (3.5) to the inverse boundary value problem (2.6), a single iteration
step consists of:
(1) Given the radial function r&k , solve the direct problem (1.1)–(1.4) and evaluate F(r
&
k ) as the
heat 6ux on 2 × [0; T ].
(2) Solve the adjoint problem (2.3)–(2.5) with the boundary function  =z&−F(r&k ) on 2× [0; T ].
(3) Given the direct and the adjoint solution, compute F ′(r&k )
∗(z& − F(r&k )) according to (2.7) in
order to obtain r&k+1.
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This procedure is repeated until the stopping criterion (3.6) is reached. The numerical solution
of direct problems (1.1)–(1.4) and (2.3)–(2.5) is realised by boundary integral equation method
described in detail in [6,7].
In the next section, we numerically test the algorithm discussed above and compare its results to
the outcome of the Gauss–Newton method proposed in [7,8]. Its abstract formulation reads as
r&k+1 = r
&
k + (F
′(r&k )
∗F ′(r&k ) + *I)
−1[F ′(r&k )
∗(z& − F(r&k ))− *r&k ]; (3.10)
where *¿ 0 is a regularization parameter. Concerning the implementation, the diOerence to (3.5) is
that (3.10) requires to solve n (with n denoting the degrees of freedom in the representation of the
radial function r&k ) linearized direct problems per iteration step, which is avoided in (3.5) by the use
of the adjoint method. In the following, we shall see that both (3.5) and (3.10) have the right to
exist when facing the inverse problem discussed in this paper.
4. Numerical experiments
In this section, we investigate the numerical performance of our algorithm by means of two
examples: using synthetic data, i.e., creating the 6ux g = @u=@ by solving the direct problem for
a known interior radial function r∗, we consider the reconstruction of a nonconvex and a convex
interior domain. We compare the proposed Landweber method with regularized Newton method from
[7] for every case. In order to avoid inverse crimes, the collocation points for the boundary integral
method used in both methods diOer from those used for the data generation.
For our 5rst test, we choose an interior peanut-shaped (and hence nonconvex) boundary 1 that
is described by the radial function
r∗(s) =
√
cos2 s+ 0:26 sin2(s+ 0:5); 06 s6 2!:
Furthermore, we assume that the exterior boundary 2 is given by a circle of radius 1.5 and consider
the boundary function
f(t) = t2 exp (−4t + 2);
de5ned on 2× (0; 1]. Turning to the Landweber method for the identi5cation of r∗ from knowledge
of the corresponding heat 6ux g, we choose a constant initial guess r0 = 1 and a scaling parameter
$=0:95. The sequence of direct problems is solved by means of the boundary integral method with
M = 32 collocation points with respect to the space variable and N = 10 collocation points with
respect to the time variable.
For the approximating subspace for the radial function r in regularized Newton method we choose
trigonometric polynomials of degree less than or equal to K = 6. Thus, we have solved K direct
initial boundary value problems on every Newton iteration steps. Here we have also used integral
equation method with discretization parameters like for direct problems in Landweber method.
Given exact data, i.e., & = 0, the result of the numerical test is documented in Fig. 1.
Fig. 1a shows the monotonic decrease of the relative error in the radial function (the object we
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Fig. 1. Numerical results for the nonconvex inclusion (exact data). (a) Landweber: error in the radial function.
(b) Landweber: 800 it. steps (error 5.2%). (c) Newton: error in the radial function. (d) Newton: 20 it. steps (error
2.3%).
are interested in, see also the discussion subsequent to (3.5))
ek :=
‖r∗ − r&k‖L2[0;2!]
‖r∗‖L2[0;2!]
as the iteration index k increases. For the computations of the respective L2-norms we used the
trapezoidal rule. Fig. 1b compares the exact interior boundary 1 (dashed line) with the reconstruc-
tion after 800 steps. The relative error in the radial function is 5.2%. Figs. 1c and d shows the
corresponding results for Newton method in 20 iteration steps.
Considering the case of noisy data, the numerical results for 5% and 10% data perturbation are
presented in Figs. 2 and 3, respectively. The data were obtained by adding random numbers to the
exact heat 6ux g on 2, taken from the interval [−a; a] with a=&‖g‖L2([0;2!]×[0; T ]) for a given noise
level &. Both Figs. 2 and 3 demonstrate the semi-convergent behavior that is typical for inverse and
ill-posed problems in the presence of data noise. While the error between the data and the computed
output decreases during the iteration (see Fig. 7), the error in the radial function to be identi5ed
starts to increase after an initial decrease due to the data error propagation. This eOect becomes
more signi5cant the higher the noise level & is. In order to still obtain a stable approximation for r∗,
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Fig. 2. Numerical results for the nonconvex inclusion (5% data noise). (a) Landweber: error in the radial function.
(b) Landweber: 672 it. steps (error: 6.79%). (c) Landweber: 800 it. steps (error: 6.82%). (d) Newton: error in the
radial function. (e) Newton: 20 it. steps (error: 4%, * = 10−4).
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Fig. 3. Numerical results for the nonconvex inclusion (10% data noise). (a) Landweber: error in the radial function.
(b) Landweber: 272 it. steps (error: 6.4%). (c) Landweber: 800 it. steps (error: 7.2%). (d) Newton: error for radial
function. (e) Newton: 20 it. steps (error: 9.6%, * = 10−4).
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Table 1
Landweber: results obtained with the discrepancy principle ('= 1)
Nonconvex case Convex case
& (%) k∗ ek∗ ord& k∗ ek∗ ord&
5 11 0.167 10 0.074
0.52 0.48
10 4 0.232 5 0.106
the iteration has to be stopped at the right time. The results obtained by applying the discrepancy
principle (3.6) with the choice '= 1 are documented in Table 1. While this stopping rule indicates
a convergence rate—calculated by the formula
ord& =
ln & − ln &=2
ln 2
with & := ek∗—that is in accordance to (3.9) with =1=2, Figs. 2a and 3a also demonstrate that the
iteration is stopped by far too early, even though the parameter ' is chosen smaller than suggested
by the theory (there we have '¿ 2).
As we can see the Newton reconstruction for nonconvex inclusion is more accurate as in the case
of Landweber method both in case of exact and noisy data. Note that we show here and further the
reconstructions for optimal regularization parameter * in Newton method.
For a second test, we consider a convex interior domain whose boundary curve is a rounded
rectangle described by
r∗(s) =
2
3
(
(cos s)10 +
(
2
3
sin s
)10)−0:1
; 06 s6 2!:
As scaling parameter we choose $ = 0:8, while all the other ingredients for testing the Landweber
algorithm are adopted from the previous example. Though we have no theoretical explanation, the
numerical results recorded in Figs. 4, 5 and 6 indicate a signi5cantly better performance of the
iteration—both for exact and noisy data—in the convex case compared to the nonconvex one. Nev-
ertheless, the data noise leads to a semi-convergence behavior of the error in the radial function such
that nonphysical oscillations in the solution can again only be avoided by the use of a stopping rule.
Table 1 records the outcome when choosing the discrepancy principle with '=1. The monotonically
decreasing error in the output is recorded in Fig. 7.
The results show that—though being slower—the Landweber method performs better than the
Newton method in the convex case. Though the Newton method yields a suitable results in all cases
already after 5 iteration steps, the outcome of the Landweber method is never reached. Tests for the
Newton method with enhanced polynomial degree K (leading to signi5cantly higher computational
costs) failed to give better results since already for exact data the use of a large regularization
parameter became necessary since because of the loss of regularization eOect by (rough) discretization
(see [10]).
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Fig. 4. Numerical results for the convex inclusion (exact data). (a) Landweber: error for radial function. (b) Landweber:
800 it. steps (error: 0.5%). (c) Newton: error in the radial function. (d) Newton: 20 it. steps (error: 2.3%).
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Fig. 5. Numerical results for the convex inclusion (5% data noise). (a) Landweber: error in the radial function.
(b) Landweber: 89 it. steps (error: 1.8%). (c) Landweber: 300 it. steps (error: 3.1%). (d) Newton: error in the radial
function. (e) Newton: 20 it. steps (error: 3%, * = 10−4).
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Fig. 6. Numerical results for the convex inclusion (10% data noise). (a) Landweber: error in the radial function.
(b) Landweber: 66 it. steps (error: 3.4%). (c) Landweber: 300 it. steps (error: 4.2%). (d) Newton: error in the radial
function. (e) Newton: 20 it. steps (error: 5%, * = 10−5).
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Fig. 7. Landweber: error in the output, i.e., ‖z&−F(r&k )‖, is monotonically decreasing, even in the presence of data noise.
(a) Nonconvex case. (b) Convex case.
5. Conclusion
We considered the inverse problem of identifying a body inclusion from heat measurements along
its exterior boundary. In order to solve this nonlinear ill-posed problem in a stable way, we applied
the Landweber method. The solutions of the direct and the adjoint heat equation problems corre-
sponding to the current iterate were computed by means of the boundary integral equation method.
Our numerical experiments con5rm the Landweber algorithm as a slow but stable method for solving
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Table 2
Relative errors for both methods in all cases
Nonconvex case Convex case
& (%) Landweber (%) Newton (%) Landweber (%) Newton (%)
0 5.2 2.3 0.5 2.3
5 6.8 4.0 1.8 3.0
10 6.4 9.6 3.4 5.0
the inverse problem in the presence of data perturbation—independent of the chosen initial guess
r0. The comparison of Landweber method and of Newton method from [7] shows that Landweber
iterations gives better result in the case of convex inclusion and Newton method is more accurate
for nonconvex inclusion (see Table 2).
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