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Череповецкое высшее военное инженерное училище радиоэлектроники
Оптимальный алгоритм оценивания координатно­
информативных параметров MSK-сигналов 
пакетных радиосетей с неизвестным законом первичной 
модуляции на основе нелинейной чирплет-аппроксимации
Предложен научно-методический аппарат обработки радиосигналов на основе поиска совпадений и 
модифицированной нелинейной чирплет-аппроксимации. Разработан оптимальный алгоритм оценива­
ния времени прихода MSK-радиосигналов пакетных радиосетей в пространственно-разнесенных пунк­
тах приема разностно-дальномерной системы местоопределения. Произведено сравнение разработан­
ного алгоритма с известными.
Нелинейная чирплет-аппроксимация, поиск совпадений, атомарная функция, время прихода сигнала, 
взаимная задержка сигналов, корреляционный интеграл, разностно-дальномерная система 
местоопределения
Повышение точности определения координат 
источников радиоизлучений (И РИ ) весьма важно 
при решении задач радиоконтроля (РК ). Одним из 
путей повышения точности местоопределения 
(М О ) И РИ  систем радиосвязи является примене­
ние многопозиционных разностно-дальномерных 
систем (РДС) М О [1]. Особенно это актуально в 
отношении широкополосных сигналов пакетных 
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радиосетей, так как в этом случае в полной мере 
проявляются преимущества РДС МО.
Известны методы оптимальной обработки и 
оценки временных параметров полностью извест­
ных сигналов и сигналов с неизвестной начальной 
фазой [2], [3]. Для их реализации в пункте приема 
необходимо иметь копию принимаемого сигнала.
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При Р К  это условие, как правило, не выполня­
ется, поэтому РДС МО могут быть реализованы 
двумя способами: 1) ретрансляцией принятых в про­
странственно разнесенных приемных пунктах 
(ПРПП) сигналов на центральный пункт (ЦП), где 
осуществляется их совместная обработка и оцени­
вание взаимной задержки сигналов (ВЗС). При этом 
роль копии сигнала выполняет сигнал, принятый в 
другом пункте; 2) измерением времени прихода сиг­
налов (ВП С ) в ПРПП и передачей на ЦП только ре­
зультатов обработки. При этом оценка временного 
положения сигнала сводится к оценке временного 
положения огибающей всего пакета.
Каждый из рассмотренных способов имеет свои 
преимущества и недостатки. Достоинством пер­
вого способа является высокая точность измере­
ния ВП С , недостатком - необходимость высоко­
скоростных каналов передачи данных для ре­
трансляции сигналов с П РП П  на ЦП, а также 
сосредоточение всей обработки сигналов в од­
ном пункте. Это приводит к значительному сни­
жению пропускной способности РДС МО, что 
является основной причиной сдерживания их 
практического применения. Достоинством вто­
рого способа является высокая пропускная спо­
собность, так как обработка осуществляется 
непосредственно на пунктах приема и ретрансли­
ровать сигналы не нужно, недостатком - низкая 
точность измерения ВПС, так как при оценивании 
не используется внутриимпульсная модуляция.
Таким образом, актуальной является задача 
оценивания ВП С  с неизвестным законом первичной 
модуляции в ПРПП при сохранении высокой точно­
сти оценивания, присущей первому способу, и высо­
кой пропускной способности РДС МО, свойственной 
второму способу. Решению этой задачи и посвяще­
на статья. Рассмотрена обработка сигналов класса 
M SK  (minimum shift keying), так как они широко 
используются в пакетных радиосетях систем связи 
диапазонов очень высоких и ультравысоких частот.
Основные теоретические положения нели­
нейного чирплет-преобразования. Проведенные 
исследования показали, что при наличии априор­
ной информации о параметрах принимаемого 
сигнала задача оценивания ВП С  неизвестной 
формы может быть решена на основе теории ато­
марных функций (А Ф ). [4]. Теория предусматри­
вает разложение сигнала на А Ф  - финитные бес­
конечные дифференцируемые функции, являю­
щиеся решениями дифференциальных уравнений 
со смещенным аргументом. По аналогии с клас­
сическим спектральным анализом порождаемый
таким разложением набор весовых коэффициен­
тов, сопоставленных с номерами А Ф , рассматри­
вается как МН-чирплет-спектр.
К  А Ф , составляющим базис разложения, в от­
личие от функций, используемых в классическом 
спектральном анализе, предъявляются менее 
жесткие требования. В  частности, они не обязаны 
быть ортогональными, основное требование - 
хорошая аппроксимация особенностей анализиру­
емого сигнала их минимальным количеством. В  ре­
зультате разложения копия принимаемого сигнала 
в пункте приема заменяется суммой малого числа 
А Ф , максимально точно аппроксимирующих при­
нимаемый сигнал на основе поиска совпадений
[5]-[7]. Принимаемый сигнал обрабатывается 
совместно с каждой из А Ф , после чего благодаря 
линейности преобразования конечный результат 
находится как сумма частных результатов. В  [8] 
показано, что наиболее универсальными для ре­
шения задачи оценивания ВП С  А Ф  являются не­
линейные чирплеты, так как они могут быть 
адаптированы для аппроксимации как линейных, 
так и нелинейных локальных структур сигнала.
К  классу нелинейных чирплетов относятся
доплерлеты [9]-[10], FM m -леты [11], полиноми­
альные чирплеты [12]. Теоретически все они мо­
гут использоваться в качестве А Ф  для оценивания 
координатно-информативных параметров (КИ П ) 
рассматриваемого класса радиосигналов. Однако 
на практике их применение целесообразно в тех 
случаях, когда время наблюдения за источником 
достаточно большое и относительная скорость 
движения излучателя и приемника достаточно вы­
сока. При РК  эти условия, как правило, не выпол­
няются. Обычно параметры сигналов доступны для 
измерения в случайные моменты времени, при этом 
относительная скорость излучателя и носителя мо­
жет быть как очень высокой, так и очень низкой 
(вплоть до нуля). В  связи с этим для решения по­
ставленной задачи в настоящей статье предложен 
модифицированный нелинейный (М Н ) чирплет, 
полученный из линейного чирплета [13] добавлени­
ем к его параметрам ускорения изменения частоты. 
Тогда МН-чирплет будет иметь вид
dу ( t) = g ( t, ст) exp( j 2%ft) = 
= g (t, CT)exp{j27T j  + j  + ( af /2)t 2] t|, (1)
где y = [  f s ст r f  a f  J  - множество параметров;
g (t , ст) - оконная функция, причем f s - начальная 
частота принимаемого сигнала; ст - параметр, ха-
рактеризующии ширину окна; г/ - скорость изме­
нения частоты; a / - ускорение изменения частоты.
При оценивании ВП С  целесообразно исполь­
зовать прямоугольное окно
(t ) J 1, 0 ~ t ~ Тп ;
* (  a ) = | 0, t > тп, п
где Тп - длина пакета, так как применение сглажи­
вающих окон приводит к снижению точности оцени­
вания. В  этом случае параметр ширины окна ст = Тп.
Пример действительной части МН-чирплета 
представлен на рис. 1, а, его псевдораспределение 
Вигнера-Вилли - на рис. 1, б.
Как и другие А Ф , МН-чирплет обладает сле­
дующими свойствами:
- имеет конечную энергию
E  = j  |dy (t )|2 dt <<»;
имеет нулевое среднее значение
j  dY ( t) = 0;
- локализован во времени и по частоте. 
Комплексное МН-чирплет-преобразование лю­
бого квадратично-интегрируемого сигнала s (t )е
т2 |е L  (Ж ) определяется как [9]
M N FCT [s ( t)] = (s  ( t) , dy ( t^ =  j  s ( t) g (t, ст) x 
x exp]>{j2rc /s + г/ t + ( a / l2)t 2 ] t) dt,
где L  (Ж ) - Гильбертово пространство комплексно­
значных функций; (•, •) - символ скалярного произ­
ведения принимаемого сигнала с МН-чирплет-АФ.
Результаты МН-чирплет-преобразования как ска­
лярного произведения МН-чирплета и сигнала 
содержат комбинированную информацию об ана­
лизируемом сигнале и самом МН-чирплете. По­
лучение объективной информации о сигнале ба­
зируется на свойствах МН-чирплет-преобразо- 
вания, основными из которых являются:
- линейность
M N FCT [a s1 ( t ) + ps2 (t ) ]  =
= a  M N FCT [s1 (t ) ]  + p M N FCT [s2 (t ) ] ;
(a, P - постоянные множители): МН-чирплет-пре­
образование линейной комбинации функций яв­
ляется линейной комбинацией МН-чирплет-пре- 
образований этих функций;
- инвариантность относительно сдвига [14]: 
сдвиг сигнала во времени на t0 приводит к сдви­
гу МН-чирплет-спектра также на t0.
- инвариантность относительно масштабирова­
ния: растяжение (сжатие) сигнала приводит к сжа­
тию (растяжению) МН-чирплет-спектра сигнала.
Из-за большой размерности параметрического 
пространства непосредственное выполнение МН-чирп- 
лет-преобразования проблематично, хотя теорети­
чески и выполнимо. Поэтому для декомпозиции 
используется специальный алгоритм, получивший 
название алгоритма "поиска совпадений" [5]-[7].
Алгоритм "поиска совпадений" адаптивно 
раскладывает сигнал на линейную комбинацию 
А Ф , которые лучше всего совпадают с локальны­
ми особенностями сигнала. Базовая процедура 
МН-чирплет-преобразования на основе алгорит­
ма "поиска совпадений" следующая.
Пусть
D  = j'V’}е L2 Г  = jy (i) } е L2
где d^(;) е D , i = 1, N  - i-й МН-чирплет из слова­
ря D  объемом N  с множеством параметров
Y(i} = J sU ) „ ( i ) r ( i ) a (i ) Г/  a /ст е Г  из словаря пара­
метров Г, причем CT(i) е Ж+; /( i ) , г/ ) , а/ ) е Ж,
i = 1, N  (Ж - множество действительных чисел; 
Ж+ - множество положительных действительных
а
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чисел); d y ,) = 1. Тогда сигнал s (t) может быть
разложен на составляющие компоненты:
s (t ) = M N FC T(0 )[s (t )]d^(0) + R r , 
где первое слагаемое представляет собой проек­
цию s (t ) на d
У
R r - остаточный сигнал.
МН-чирплет-преобразование, основанное на 
применении алгоритма "поиска совпадений", яв­
ляется итеративным алгоритмом, раскладываю­
щим остаточный сигнал Rr проецированием его
на А Ф  из словаря D, которая совпадает с R r 
наилучшим образом. После каждой итерации вы­
бирается МН-чирплет, максимально соответст­
вующий доминирующей компоненте остаточного 
сигнала. Итеративный процесс декомпозиции про­
должается до тех пор, пока энергия остаточного 
сигнала не станет ниже заданного порога.
Пусть R <( 0) = s (t ). После завершения к ите­
раций, результат декомпозиции будет иметь вид
R (0)
к
= I (  R
i=0
r(i} , d (Л  d u )+  R ^ +1
В  этом разложении минимизация энергии оста-
точного сигнала R (к+1) соответствует максимизации
i=0
энергии сигнала, собранной А Ф  I
У.(0 dy(i) .
Поэтому в качестве критерия будем использовать 
максимум собранной А Ф  энергии исследуемого 
сигнала, так как в теории оптимального приема 
при вычислении временного положения импуль­
сов используется максимизация отношения энер­
гии сигнала к энергии шума [2], [3].
Постановка задачи. Научную задачу сфор­
мулируем следующим образом. Пусть на вход 
приемного устройства поступает колебание
£ (t) = s ( t) + « ( t) , 0 < t < Т , (2)
представляющее собой сумму полезного MSK-сиг­
нала s ( t) и шума « ( t) (Т  - время наблюдения). 
Полагая известными некоторые характеристики 
излучаемых радиосигналов, каналов приема и 
помех, а также их функциональное взаимодей- 
стве, разработаем оптимальный алгоритм оце­
нивания времени прихода M SK -радиосигналов в 
пунктах приема разностно-дальномерной систе­
мы местоопределения на основе поиска совпаде­
ний и нелинейной чирплет-аппроксимации.
Вместе с тем положим априорно известными 
(хотя бы приближенно) следующие параметры сиг­
налов: вид модуляции, несущую частоту, тактовую 
частоту модулирующей псевдослучайной последо­
вательности (ПСП), число элементов модулирую­
щей ПСП, длительность пакета. Эти параметры 
могут быть известны из описания сигналов или 
приближенно измерены при их экспресс-анализе.
Решение задачи. Математическую модель 
M SK -сигнала можно представить в виде [8]
s ( t) = U cos jrac [ ( t — x) — Ти (M  —1) ]  +
I  qkл 4m * [(t  — х) —Ти (M  —1)] ] (3)
+ 1 Ч г  +---- ----- ~ ---------  + Ф0 \, (3)
к=1 2Ти
где U  - амплитуда сигнала;
юс = 2л (/ с + г/ t  + a / t
- циклическая несущая частота с учетом изменения 
за счет эффекта Доплера при возможном взаим­
ном движении И РИ  и П РП П  ( г/ , a/  - скорость
и ускорение изменения частоты соответственно); 
х - смещение входной реализации относительно 
МН-чирплета; Ти - длительность элементарного 
импульса модулирующей ПСП; M  - номер теку­
щего элементарного импульса модулирующей 
ПСП; qk = +1 при передаче лог. 1, qk = — 1 при 
передаче лог. 0; ф0 - случайная начальная фаза, 
равномерно распределенная на интервале [0, 2л].
Для M SK -сигналов при манипуляции излучается 
одна из двух частот: / (0  1) = /с +1/ (4Ти ). При пе­
редаче лог. 1 излучается частота / (1) = /с +1/ (4Ти ), 
и к концу элемента приращение фазы составляет 
+ л/2. Передаче лог. 0 соответствует излучение
частоты / (0) = /с — 1/(4ТИ ),  и к концу элемента 
приращение фазы составляет —л/2. Тогда в каче­
стве чирплетов целесообразно рассматривать си­
нусоидальные функции частот / (1) и / (0) и вы­
числять результирующую взаимную корреляцион­
ную функцию (В К Ф ) как сумму частных ВКФ , полу­
ченных при совместной обработке входного сигнала 
с действительными и мнимыми частями этих 
чирплетов, имеющих длительности Ст0 = <ст = Тп.
Структурная схема алгоритма оценивания 
ВП С  M S K -сигналов путем поиска совпадений на 
основе МН-чирплет-аппроксимации приведена на 
рис. 2. Он включает следующие основные шаги.
Ввод исходных данных 1/ 
); к = 0;
" '0, =[Л"г10’ ст10) r 'j" af°>]« Г
i = 0; Р ( 1)psmax
= р(к-1) 7 
psmax
i = i +1 8
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вероятности Р^Чт) и ее максимума
S i) .
Ps
0) = max Y( 0)
к = к +1 3
r J =[fc( 1) ст(l) r/ ) a f )] е Г  
методом Ньютона-Рафсона
I ~
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параметров на k-м шаге
( k) = [ A-к) ст(k) /к)
Р (г) = max [ рР.^т)!Psmax [ ps Л
r ->  [ f (к) ст(к) / к) a f  )]е  Г
Вычисление апостериорной 5 
плотности вероятности на к-м шаге
Ppsk) (т) и ее максимума
Р  к) = max
1 J i ) [ A i) ст(i) r(i) a(i)] 121 = 1 = /о ст rf  af
ЗР (т)P^max 13= 0
тВПСдт
Вывод результатов 14/
тВПС, f 0, ст, rf , af  /
Т
Рис. 2
Начальная оценка. Оцениваются начальные 
значения параметров МН-чирплетов (рис. 2, 1)
/ о
(0) „  (0) „ (0) a (0) 
„/ afст . Значения ст
(0)Y( 0) =
/ (0) могут быть оценены на основании априор­
ных сведений о сигнале или по предварительно 
полученной времячастотной спектрограмме. 
Сформируем начальную апостериорную плот­
ность вероятности (А П В ) Pp0  (т ) и определим 
значение ее максимума (рис. 2, 2 ):
После завершения k-й итерации все парамет­
ры, полученные в разреженных (из-за больших 
шагов поиска) узлах, рассматриваются как при­
ближенные оценки 1( k) = ГJo
( к) (к )ст „ (к ) „/ я( к У af
р( 0) 
Psma
max j (0^ Е psРР0; (т )
1=1.(0) ■
Грубая оценка. Для грубой оценки значений па­
раметров МН-чирплет А Ф  и определения прибли­
зительных интервалов используются относительно 
большие и постоянные приращения (рис. 2, 3-6). На
каждом шаге строится А П В ) (т ) и вычисляется
ее максимум:
Максимальное значение А П В  сравнивается со 
значением, полученным на предыдущем шаге. Вы ­
числения продолжаются до тех пор, пока не будет 
найден грубый максимум (рис. 2, 6 ).
Уточнение. Для определения параметров 
МН-чирплет А Ф , наилучшим способом согласован­
ной с анализируемым сигналом, выполняется чис­
ленная оптимизация (например, методом Ньютона-
Рафсона) в Г-окрестностях 1 (к) со значительно 
меньшими шагами (рис. 2, 8-11). На каждом шаге
строится А П В Pp.) (т ) и определяется ее максимум:
P (i)
psm;
■ps 
(т ) = max ‘psppy (т )
1=1
p(к ) 
psma:
(т ) =max Pps^  ) ( т)
1=1.(к)
Максимальное значение А П В  сравнивается со 
значением, вычисленным на предыдущем шаге. 
Вычисления продолжаются до тех пор, пока не
9
max
будет найден вектор параметров, соответствую­
щих точному максимуму (рис. 2, 12):
У = У(/} = /с(I) л I)ст г (l } г/ a( 1} a/
Так как при цифровой обработке значения 
А П В  определены только в дискретные моменты 
времени и истинный максимум может находиться 
между дискретными отсчетами, центральный пик 
А П В  в окрестности максимума необходимо ап­
проксимировать какой-либо непрерывной функцией 
-^ psm (х ) (например, полиномом). Затем производ­
ная полинома приравнивается нулю и решением 
уравнения находится искомая точная оценка х вп с  
(рис. 2, 13). Сопутствующие оценки параметров
МН-чирплет А Ф  /с, ст, г/ , af также являются
координатно-информативными и могут использовать­
ся при вычислении координат ИРИ (рис. 2, 14).
Основной процедурой в представленном ал­
горитме является построение А П В  Pps (х ), ап­
проксимация пика в окрестности максимального 
значения Pps ( х) , а также оценка ВП С  х ВПС.F°max
В  соответствии с полученными в [8] результа­
тами алгоритм построения А П В  описывается вы­
ражениями
Т
A  ( х) = j ^ ( t) Im [dy—1)
0
Т
dt;
(4)
Aq ( х) = J  £,(t) Im [ dy(0) 
Т
1 ( х) = j ^ ( t) Re [d y—i) 
Т
B Q (х) = j ^ ( t) Re [ d ^
B
dt;
dt;
dt;
(5)
(6)
A, ( х) = Д [A1 ( х) ] ; Aq ( х) = д [Aq ( х) ]
B , (х) = д [в l1 (х )] ; Bq (х) = Д [ B J (х )]
A ( х) = A, ( х) + Aq ( х) ; B ( х) = B , ( х) + B 0 ( х) ; (7)
Z  (х) = >/ A2 (х ) + B 2 (х ); (8)
Pps ( х) = Ppr ( х) Iq [ ( 2U m/Nm) Z ( х) ] , (9)
(10) ст(/—х) г a . Л  ■ Im (•),где у—х0) = a/  (1.0)/  ' с т ( г г/ (1,0)
Re (•) - операции взятия мнимой и действительной 
частей соответственно; д Ы  - оператор коррекции 
корреляционного интеграла (К И ) (функция опе­
ратора описана далее); Ppr (х) - априорная плот­
ность распределения вероятности; I q (0  - моди­
фицированная функция Бесселя нулевого порядка; 
Z  ( х) - модуль В К Ф ; N m - спектральная плот­
ность мощности шума.
Особенностью алгоритма является построение 
модуля результирующей В К Ф  с использованием 
частных ВКФ , полученных при совместной обработ­
ке входного сигнала с действительными и мни­
мыми частями комплексных МН-чирплетов (1),
имеющих параметры у(1) =
“ г(0)
/ (1) «ст г/  ш a/  0)
и у(0) = г ст г/ (0) a/  (0) найденные в ре-
зультате поиска совпадений. Основными опера­
циями при построении В К Ф  являются вычисле­
ния КИ  (4), (5), из значений которых при различ­
ных т и состоит В К Ф  (8).
Вычисление КИ  в синтезированном алгоритме 
имеет некоторые особенности. Рассмотрим их на 
примере (рис. 3, 4). Пусть в элементе модулиру­
ющей последовательности (рис. 3, 4, а, штрихо­
вые линии) размещаются 2.25 периода частоты
/ (1) (рис. 3, 4, б) и 1.75 периода частоты / (0) 
(рис. 3, 4, г). Из-за указанного ранее приращения 
фазы чирплета за длительность элемента ПСП, 
равного ±л/2, вычисление КИ  дает различный ре­
зультат в зависимости от суммарного набега фазы в 
пределах этого элемента. Без ограничения общности 
положим, что начальные фазы M SK -сигнала и чир- 
плетов совпадают. В  этом случае всю энергию сиг­
нала накапливают действительные части последних1.
На основании (5) запишем выражения для КИ  
относительно действительных частей чирплетов:
Гз +Тп
K B l=  j  5 М R e [dy(i. dt;
K B'„ = j  ? ( , )R ' [ dy(0) dt,
где ^ - задержка сигнала относительно начала 
наблюдения.
На рис. 3 изображена ситуация, когда набег 
фазы сигнала (рис. 3, а, сплошная линия) в пре­
делах элемента ПСП кратен полупериоду. В  пер­
вом элементе q, = +1, поэтому сигнал представляет
1 При несовпадении начальных фаз накапливаемая энергия будет 
распределяться между действительными и мнимыми частями чирп- 
летов в зависимости от сдвига фаз.
з
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Рис. 3
(1)собой фрагмент синусоиды частоты f  . Он 
находится в фазе с чирплетом d ( 1) , поэтому зна­
чения КИ  K B1 в пределах элемента возрастают
В1
(рис. 3, в). Напротив, взаимная фаза сигнала и 
чирплета d (0) в пределах этого элемента изме­
няется, поэтому значения КИ  K b1 колеблются
В0
относительно нуля (рис. 3, д). Поскольку набег 
фазы чирплетов за элемент ПСП кратен полупе- 
риоду, к окончанию первого элемента фазы как 
сигнала, так и обоих чирплетов изменятся на п.
В  пределах второго элемента ПСП ситуация 
меняется на противоположную. Теперь q2 = -1, в
f  (0)сигнале присутствует синусоида частоты f  , 
поэтому разность фаз сигнала и чирплета d (0)
d„( 1), В
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Рис. 4
постоянна и равна 0, а разность фаз сигнала и
чирплета d ( 1) изменяется. В  результате K b1
1 B0
возрастает, а K B1 колеблется относительно зна-
B1
чения, накопленного к началу этого элемента.
Иная ситуация возникает, если интервал неиз- 
меного значения ПСП кратен нечетному количеству 
четвертей периодов чирплетов (рис. 4, а, второй 
элемент ПСП). Здесь в пределах первого элемен­
та ситуация аналогична рассмотренной ранее,
поэтому значения КИ  K b1 возрастают (рис. 4, в),
В1
а K B1 колеблются около нуля (рис. 4, д). В  преде-
В0
лах второго элемента в сигнале КИ  K b1 возрас-
В0
тает, а K B1 колеблется около накопленного ранее
В1
значения. Однако в конце этого элемента фаза 
сигнала оказывается противоположной фазе чир-
0 0
1 1
0
1 1
б б
В
0 0
1 1
г г
плета d (\), и это соотношение сохраняется на
протяжении всего третьего элемента ПСП. Поэтому 
КИ  К „\ уменьшается, в то время как К „\  вновьBJ
колеблется относительно накопленного значения.
Таким образом, в зависимости от длительно­
сти отрезков ПСП с постоянным значением воз­
можно как увеличение, так и уменьшение значе­
ний КИ , причем обе ситуации свидетельствуют о 
наличии в сигнале соответствующего чирплета. 
Определяющим является не направление измене­
ния КИ , а монотонность (в целом) этого измене­
ния в пределах элемента ПСП.
В  общем случае рассмотренное изменение на­
правления накопления значений К И  может про­
исходить в КИ , связанных как с действительны­
ми, так и с мнимыми частями всех чирплетов. 
Точки "перелома" (рис. 4, в, круглый маркер) рас­
полагаются на границах элементов модулирую­
щей ПСП. Пример корреляционного накопления 
при начальном смещении фаз чирплетов относи­
тельно сигнала на %/4 представлен на рис. 5. На
начальном участке корреляционная обработка в 
целом приводит к накоплению значений (рис. 5, 1), 
однако после точки "перелома" накопление может 
как продолжиться (рис. 5, 2), так и смениться 
устойчивым уменьшением значений КИ  (рис. 5, 3), 
причем обе ситуации свидетельствуют о совпаде­
нии частоты фрагмента сигнала с частотой соответ­
ствующего КИ  черплета2. Рассмотренная ситуация 
в алгоритме отслеживается оператором коррекции 
Д, действие которого основано на фундаментальном 
свойстве КИ: его значения могут либо возрастать, 
либо колебаться (в небольших пределах) относи­
тельно ранее накопленного значения. В  результате 
корректировки накопление всех КИ  происходит по 
траекториям \, 3 (рис. 5). Подробное рассмотрение
операции поиска переломов и выпрямления 
КИ  выходит за рамки настоящей статьи.
Проведено имитационное моделирование син­
тезированного алгоритма (4)-(9) на сигнале (3) со
следующими параметрами: f  = i00 МГц, f  ^  =
= f  + У(4Ти) = \0\.25 М Гц, f (0) = f c - \/(4ГИ) = 
= 98.75 М Гц, Тп = 6.4 мкс, Ти = 200 нс, отноше­
ние "сигнал/шум" у  = 30. Введена задержка сиг­
нала ^ = 3.2 мкс. Осциллограммы в характерных 
точках приведены на рис. 6. На рис. 6, а представ­
лен исходный сигнал (3). Рис. 6, б—м  представляют 
результаты расчетов по формулам (4)-(9), преду­
смотренных алгоритмом. На рис. 6, н показан в уве­
личенном временном масштабе ход кривой АПС в 
области максимума P-,s (т ) , на рис. 6, о - по- ^ F°max
лучение оценки т вп с  согласно уравнению
= 0, (\0)
dPps ( т) Pm
Эт
т ВПС
где Pps (т ) - полиномиальная аппроксимация
центрального пика АП В.
На рис. 7 процессы аппроксимации централь­
ного пика А П В  и оценивания времени прихода 
сигнала показаны более подробно. Здесь штрихо­
вой линией изображена верхняя часть централь­
ного пика А П В  Pps ( т) , круглыми маркерами от­
мечены точки, по которым строился аппроксими­
рующий полином (штриховая линия). Здесь же 
пунктирной линией показана производная этого 
полинома, по которой определяется Твпс (\0).
Вид А П В  ВП С  более детально показан на 
рис. 8, а . На рис. 8, б для сравнения изображена
2 Наклон траектории значений КИ относительно постоянного 
значения (угол р) по модулю сохраняется.
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Рис. 8
апостериорная плотность вероятности ВЗС , вы­
численная традиционным способом для сигналов, 
принятых в разнесенных пунктах приема, ретранс­
лированных на центральный пункт и совместно 
обработанных.
Из рис. 8 следует, что А П В , вычисленная по 
формулам (4)-(9), имеет более высокий уровень 
боковых лепестков по сравнению с апостериор­
ной плотностью вероятности, полученной с по­
мощью традиционного алгоритма. Однако цен­
тральный пик имеет такую же ширину, как и в клас­
сическом случае. Это говорит о том, что точность 
оценивания ВЗС  в обоих случаях должна быть со­
измерима, что и подтверждают результаты модели­
рования, представленные далее.
Результаты имитационного моделирования.
С помощью имитационной модели проведены 
исследования точностных характеристик предло­
женного алгоритма для M S K -сигналов и сравне­
ние его с известными алгоритмами. При модели­
ровании использовались указанные ранее пара­
метры сигнала и МН-чирплетов.
На рис. 9 приведены зависимости погрешности 
оценивания взаимной задержки сигналов от отноше­
ния "сигнал/шум": 1 - для синтезированного алго­
ритма; 2 - для алгоритма оценивания по огибающей 
пакета; 3 - для алгоритма оценивания с ретрансляци­
ей принимаемых сигналов с ПРПП на ЦП. Как сле­
дует из рис. 9, по сравнению с алгоритмом оце­
нивания по огибающей пакета синтезированный 
алгоритм обеспечивает выигрыш по точности от
2 до 10 раз в зависимости от отношения "сиг­
нал/шум". По сравнению с алгоритмом оценива­
ния, предполагающим ретрансляцию сигналов, 
при большом отношении "сигнал/шум" (больше 
20) погрешность синтезированного алгоритма 
больше в среднем на 35 % . С уменьшением от­
ношения "сигнал/шум" разница постепенно 
уменьшается, и при значении q «12 погрешно­
сти сравниваются. При дальнейшем уменьшении 
отношения "сигнал/шум" картина меняется и по­
грешность способа с ретрансляцией сигналов 
резко возрастает, при этом выигрыш предлагае­
мого оптимального алгоритма достигает 50 % . 
Этот факт очень важен, так как Р К  осуществляет­
ся, как правило, при низких отношениях "сиг­
нал/шум". Выигрыш синтезированного алгоритма 
при низких отношениях "сигнал/шум" объясняет­
ся тем, что М Ч  генерируются в пунктах приема и 
в них отсутствуют шумы, в то время как при сов­
местной обработке ретранслированных сигналов 
оба сигнала зашумлены.
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