Abstract-The basic concept behind a Wireless Sensor Network is to deploy a large number of sensor nodes able to acquire and process data. Most of WSNs applications require sensor nodes to maintain local clocks both to determine the events order and to provide temporal information to measured data. Thus, providing a powerful synchronization system is one of the most important goals to be pursued if an efficient utilization of sensor networks has to be addressed. In order to achieve this goal, applications generally require a synchronization precision close to Milli seconds. This paper proposes a novel synchronization system based on Kohonens Self Organizing Maps (SOMs), able to provide some Artificial Intelligence features to sensor nodes. A SOM is a particular neural network that learns to classify data without any supervision. In each sensor node, a SOM is implemented to evaluate the sensor node time, using a very little amount of storage and computing resources. In a scenario where thousands of sensor nodes are placed, this system evaluates the time of each sensor in a distributed manner, assuming a very little percentage of nodes knowing their actual time, thus ensuring an effective clock synchronization among all the sensors.
I. INTRODUCTION
Interest in Wireless Sensor Networks (WSNs) is strongly increased in the last few years, due to their applications in the area of monitoring and control of military, civilian, physical and biological quantities [1] . The basic concept behind a WSN is to deploy a large number of sensor nodes able to acquire and process data. In this work we focus on the synchronization issue [2] . Most of WSNs applications require sensor nodes to maintain local clocks in order to determine the events order; these applications generally require a low synchronization precision, close to few seconds. Synchronization could also reduce the energy consumption cost at MAC level [3] . In fact, collisions and packets loss can be reduced through schedules synchronization of sensor nodes. Schedules synchronization requires an high precision of some microseconds. Many different synchronization methods are currently used. Synchronization to an external timescale is typically provided by the Global Positioning System (GPS) [4] [5] , which allows receivers to achieve accuracy of some tenth of nanoseconds. GPS receivers are too large and costly, and also require too much power to be integrated on a small sensor node. The network Time Protocol (NTP) is able to distribute to networked computers the time which is evaluated by means of GPS [6] [7] [8] . Such techniques are too expensive, in terms of power consumption and computing resources, to be implemented on most sensor devices, and many new synchronization algorithms have been proposed to solve the WSN specific problems [9] [10] [11] [12] [13] [2] [14] . Being radio transmission one of the most important cause of energy loss in WSN, sending packets on the radio channel is very expensive.
This work aims to introduce a new methodology for WSNs synchronization. The transmission delay is a relevant factor in wireless synchronization and the hop distance from the beacon nodes is strictly related to the accuracy of the delay estimation. We want to introduce the Self Organizing Maps (SOM) [15] [16] [17] as an alternative to the traditional methods in synchronization for Wireless Sensor Networks. SOMs, or Kohonen's maps are particular neural networks that learns to classify data without any supervision providing a way of representing multidimensional data in a much lower dimensional spaces. The main advantages of our solution are the very limited storage and computing costs to manage a light Neural Map in order to set the local time in wireless sensor nodes. This paper is organized as follows: some related works on the synchronization issue are analyzed in Section II. Section III describes the functioning principles of the Self Organizing Maps and Section IV-C provides a description of the proposed approach. Section V presents some simulation results. Finally, in Section VI some conclusive remarks are given.
II. RELATED WORKS
Many synchronization techniques can be found, in literature. The Global Positioning System (GPS) [4] [5], for example, provides a time reference and, in fixed network applications, the Network Time Protocol (NTP) [6] [7] [8] is able to distribute synchronization among networked computers. These techniques have not been developed for WSNs and in most cases they are not suitable for these environments. In WSNs, the following metrics are mainly used:
• Precision, that is the maximum error respect to an external reference time; • Efficiency, that takes into account both the time and the energy spent to achieve a specified synchronization precision; • Cost and Form Factor, that becomes important when the WSN involves thousands of tiny sensor nodes. In WSNs the non-deterministic delay in delivering radio messages could be larger than the required synchronization precision. This non-deterministic delay is due to the following causes:
• Send Time. This is the time spent to assemble a packet and send it to the MAC layer. This time includes kernel processing and the delay introduced by the operating system. • Access Time. This is the time loss experienced while waiting to access the transmission channel. It depends on the specific MAC protocol.
• Transmission Time. The time the sender spends to transmit the packet.
• Propagation Time. The time needed for the packet to transit from sender to receiver. It is the physical propagation time of the packet through the media channel.
• Receive Time. This is the time the receiver takes to receive and process the packet. This non-deterministic delay is a limit to the synchronization precision that is possible to achieve. Generally speaking in order to meet a specific Synchronization precision, each synchronization protocol needs to exchange messages (Efficiency), and in most cases a specific synchronization device is needed as well (Cost and Form Factor). Both Efficiency and Cost and Form Factor are costs that must lead to a relevant network performance increase in order to be justified. Post-facto synchronization is proposed in [13] . Authors propose a solution in which at the arrival of a stimulus, each node records the time of the stimulus respect to its own local clock. Immediately afterwards, a third node sends a beacon synchronization pulse to all the nodes in the area. Nodes that receive the pulse can normalize their own stimulus timestamp with respect to that reference. A Flooding Time Synchronization Protocol (FTSP) is proposed in [9] , which synchronizes the time of a sender to all receivers utilizing messages time-stamped at both the sender and the receiver sides. FTSP provides also a multi-hop synchronization: an elected root node maintains a global time and all other nodes synchronize their clocks to that of the root. In [12] , the authors present a reference-broadcast synchronization scheme, in which nodes send reference beacons to their neighbors. Reference broadcast messages do not contain an explicit timestamp; receivers use the broadcast message arrival time to adjust their clocks. The messages are broadcasted at physical layer and then they arrive at the receivers with a minimum delay variability. In [11] , an algorithm is proposed that, in order to synchronize the entire network, needs a path that contains all sensor nodes. The main idea is to send a message along a loop recording hop by hop the initial time and the end time of the message. Assuming that transmission and handling time are the same for each node and iterating over many cycles, each sensor is able to adjust its clock. In [10] , a Timing-sync Protocol for Sensor Networks (TPSN) is presented. First a hierarchical structure is established over the network and then a pair wise synchronization is performed along the edge of this structure to establish a global timescale throughout the network. In Time Diffusion Protocol [18] , the synchronization task is initiated from a selected subset of nodes that can access an external source of synchronization. A round trip transmission with the direct neighbors is performed to evaluate the average transmission delay and the standard deviation. In such way, each node stores timing information from the others nodes in order to adjust the local time with an accurate estimation of the delay.
The purpose of this paper is to propose a multi-hop synchronization protocol that makes use of a little percentage of beacon nodes; the proposed solution requires a very limited storage and computing costs and uses SOM neural network to set the local time.
III. SOM OVERVIEW
Neural networks are essentially structured as a sequence of layers, each of which is composed of neural nodes. The first layer is called input layer, and its role is to accept input data. The middle layers have to elaborate the data presented on the previous layer, and act as input for the next layer. The last layer is called output layer and its function is to present output data after the elaboration is over. In neural networks many supervised training techniques consist of vector pairs: an input vector and a target vector. With this approach an input vector is presented to the input layer and the output is compared with the target vector. If they differ, the weights of the middle layer are slightly modified to reduce the error in the output. This is repeated many times and with many sets of vector pairs, until the network gives the desired output. SOMs, or Kohonen's maps [17] [15] [16] , provide a way of representing multidimensional data in much lower dimensional spaces, usually one or two dimensions. Fig. 1(a) shows a very small SOM of 6 X 6 nodes, connected to a three dimensional vector input layer. Each node has a specific topological position in the lattice and contains a vector of weights of the same dimension as the input vector. That is, if the training data consists of a weight vector
The SOM does not need a target output to be specified, unlike many other types of neural networks. Instead, where the node weights match the input vector, that area of the lattice is selectively optimized to more closely resemble the data for the class the input vector is a member of. From an initial distribution of random weights, and over many iterations, the SOM eventually settles into a map of stable zones. Any new, previously unseen input vector submitted to the network will stimulate nodes in the zone with similar weight vectors. Training occurs in several steps and over many iterations. An iteration takes place every time a training vector is presented to the input layer. After the Best Matching Unit (BMU) has been determined, the next step is to compute the other nodes within the BMU's neighborhood, as shown in Fig. 1(b) . First, the SOM calculates what the radius of the neighborhood is. Fig. 1(b) shows that the neighborhood is centered around the BMU. A unique feature of the Kohonen learning algorithm is that the area of the neighborhood shrinks over iterations. To do this, the SOM can use, for example, the exponential decay function of Equation (1):
where σ 0 denotes the width of the lattice at time t = 0 and λ denotes a time constant; t is the current time-step or iteration. The value of λ is dependent on σ 0 and on the number of iterations chosen for the algorithm to run. From Equation (1) it is clear that the radius of the neighborhood decreases iteration by iteration, shrinking to the size of just the BMU node.
Using the Euclidean distance of Equation (2
the algorithm is able to determine if a node is within the radial distance or not. Every node within the BMU's neighborhood, including the BMU, has its weight vector adjusted according to the following equation
where L(t) is the learning function of Equation (4):
and φ(t) is the influence function of Equation (5):
In all these equations:
• t represents the time-step or an iteration;
• L(t) is the learning function which decreases with each iteration, L 0 is its value for t = 0 and δ is a time constant. Basically, what Equation (4) says, is that the new adjusted weight for a node diminishes over iteration; • φ(t) is the influence function, that is the effect of learning is proportional to the distance from the BMU. All these equations are usually used to implements a SOM, but for specific problems other equations can be used.
A. An example
The map shown in Fig. 2(a) is useful for grouping colors. It represents a simple color recognition SOM. The 3 input nodes would represent the RGB values of a color and each Map Node also has a feature vector of length 3. The 6x6 map represents 36 different color classifications. Note that we are not telling it what those 36 different colors to be classified are. If a random input from the entire color spectrum is provided, then an individual map node would ultimately match it. In fact, for example, we want Red, Blue, and Green to be in the corners, and the other colors to be in between, such as Yellow between Blue and Green. On the other hand, if only inputs of different shades of Red are provided, then it would only cluster different shades of Red. The lefttop corner will have dark red, and the lower-right corner will have a light shade of pink, with lighter shades of red between those nodes. In the untrained map, the feature vectors of each node will start out with random values. Training involves numerous iterations of feeding the input data to the map. For the color problem, our input data are random colors. All we have to do is randomly select 3 numbers between 0 and 255 and give them as input. If we give as input the red color then we obtain the result shown first in Fig. 2(b) and later in Fig. 2(c) . The nodes around the BMU, and the BMU itself, are modified to assume values closer to the input ones. The training of the SOM, by applying the input set, occurs through many iterations, called epochs. Each time an epoch passes, 2 values are changed: the learning rate and the radius of the neighborhood size. Usually, we start out with high values of learning rate and radius, so that the SOM adjusts quickly to the input set. While time passes, these two values decrease to let the feature vectors stabilize. After the iterations are done, then the SOM is trained as shown in Fig. 2(d) .
IV. SYNCHRONIZATION ALGORITHM
Before discussing our synchronization algorithm in detail, we outline the context in which this algorithm has to operate. We assume that :
• nodes are randomly deployed across the environment following a uniform distribution; this led us to conclude that the sensors density is constant and each node has a given average number of neighbors;
• the transmit powers of sensor nodes and anchor nodes are the same; In the following Sub-Sections the techniques and the protocols used to carry out the synchronization algorithm are described. According to [18] , synchronization between two nodes is achieved measuring the transmission delay using a round-trip message exchange. As it is shown in Fig 3, each round-trip implies an exchange of three messages:
A. Synchronization technique
• Synchronization Message • Return Message • Delay Message These three messages are used to get a proactive synchronization of two nodes. In particular, a synchronized node (called anchor) requests the synchronization of the neighbor by sending a synchronization message. Then, the neighbor sends a return message which contains the time interval (T 3 − T 2 ). In this way, the anchor node is able to evaluate the average delay, d = (d 1 + d 2 )/2 using Equation (6) .
Finally, the anchor node sends the delay message to the neighbor. The delay message contains the anchor timestamp and the average delay evaluated for the neighbor. In this way, the neighbor is capable to update its local time making it equal to the timestamp of the master plus the estimated transmission delay d.
B. Synchronization via SOM
Generally speaking, a not synchronized node has many neighbor and it needs to be synchronized with all of them; we used a SOM to mitigate the different timestamps and delays evaluated by the neighbors of the not synchronized node. To demonstrate the effectiveness of SOMs for the specific problem of sensors synchronization, on each sensor is implemented a small SOM of 3 X 3 nodes connected to a one dimensional vector input layer that denotes a 1D space 1 . The SOM implemented on each sensor node is shown in Fig. 4 . The learning activity of the neural network is performed with multiple round-trip measurements of the transmission delay and timestamp, according to the technique described in SubSection IV-A. The input value of the SOM is the difference between the local time of the node and the actual time evaluated by the not synchronized node, that can be expressed as: timestamp+delay. These round-trip measurements of the transmission delay and of the timestamp are related to all neighbor anchors. For the sake of simplicity, Fig. 5 shows a sensor network of nine sensor nodes distributed in a 3x3 grid structure, that is, we assume that each node has 8 neighbors. Figure 5 . A simple sensor network. 1 To simplify and make the discussion easier, we limit the environment to 2 dimensions, but the algorithm is capable to operate in 3D.
The red sensor nodes are equipped with a GPS device which is capable to provide the actual time with a precision of some nanoseconds. The yellow sensor node does not know its local time, but it has a SOM. Each red sensor node starts the round-trip messages exchange described in SubSection IV-A. The yellow sensor node receives the messages from the red sensor nodes and uses the values contained in the delay messages to train its own SOM as follows:
• Each SOM node is examined to find the BMU .
• For each neighboring node within the BMU radius, its time value is adjusted to make it closer to the input time value.
• Once the iterations are over, the value of the yellow SOM node of Fig. 4 is the time value of the yellow sensor node.
This process is shown in Fig. 6 . During iterations the SOM of the yellow sensor node follows the step shown in Fig. 6 . At the end of the iteration the time value of the yellow node of the SOM is influenced in the same way by the time values of all red sensor nodes, and its actual time can be obtained making the sum of its local time value and the value stored in the centre node of the Som of Fig. 5 . For the sake of simplicity we described a process that works if the sensor nodes are distributed in a 3x3 grid, but obviously the algorithm features can be easily generalized. The target of this work is to analyze sensor networks of thousands of sensor nodes of which only a little amount are equipped with a positioning system, such as GPS, able to provide time.
C. Protocol Description
The proposed protocol ensures the network synchronization in a proactive manner: the synchronized nodes request and determine the synchronization of the not synchronized ones. The synchronization task is carried out hop by hop, and is initiated by the nodes with an external source of time reference (called Anchors). Anchors follow the steps shown in the pseudo code of Tab. I, while not synchronized nodes execute the steps described in the pseudo code of Tab. II. According to Tab. I, anchors perform the synchronization of the one hop neighbors according to the condition of line 3; In relation to both the synchronizationTimerIsFired() and the notAllMyNeighborsAreSynchronized conditions, anchors periodically send a synchronization request to all their neighbors (lines 5-7) by sending a synchronization message. For each synchronization message both the sending time (that allows to evaluate the reply time to the synchronization request), and an identification number (that is obtained using the function IDentificationNumber()) are defined. As shown in Tab. II, the not synchronized nodes listen for the requests of synchronization coming from the anchors (lines 15-19); each synchronization message is recorded with both the arrival time and the identification of the sender anchor (lines 17-18). As depicted in Fig. 3 , the not synchronized nodes evaluate the time interval of reply for each synchronization message until the returnTimerIsFired() is expired. For each requesting anchor the response time, T3 T2TimeIntervals, is calculated and inserted in the following return message (line 7). The timer permits to reply to the requests of synchronization with one return message for all the anchor neighbors (line 10). Simultaneously to the requests of synchronization, anchors wait for the return messages of the not synchronized neighbors; according to both the delayTimerIsFired() and to the numberOfReturnMessageReceived conditions, anchors synchronize their not synchronized neighbors through the delay messages. When the delay timer fires (delayTimerIsFired()), anchors collect return messages sent by one hop neighbors (line 18). Each return message allows to:
• identify each not synchronized neighbor, using the neighborID; • get the response time T3 T2timeInterval at the synchronization request.
Once data related to neighbors are acquired, synchronized nodes evaluate the transmission delay for each neighbor using Equation (6) 
.)).
Delay messages are counted by a counter (numberOfDelayMessageReceived) that introduces an upper bound to the maximum number of received delay messages (MAX NUMBER OF DELAY MESSAGE) that is related to the values of λ and δ, described in Section III; when a not synchronized node reaches the upper bound of the received delay messages (if condition at line 26), it becomes an anchor and acts as a synchronization source for its not synchronized neighbors.
V. SIMULATION RESULTS
Simulation has been carried out using the OMNET++ discrete event simulation environment [19] . All the results presented henceforth are obtained by executing simulation runs long enough to guarantee a 99% confidence level. Before presenting the simulation results we want to outline the scenario taken into consideration: 1) Nodes are randomly positioned across the environment following a uniform distribution; this leads us to conclude that the sensors density is constant and each node has a given average number of neighbors. 2) Sensor nodes have the same transmission power; in particular, we assume that the radius range is 75 meters and nodes are positioned at a distance of 50 meters each others. It follows that each node has 8 neighbors. 3) Some anchors are deployed across the environment. 4) Nodes are equipped with the SOM described in Section IV. SOM training is carried out using the equations of Section III, with λ = 150 and δ = 150.
5) The value of MAX NUMBER OF DELAY MESSAGE
is fixed to 200, that is, a node becomes an anchor once it receives 200 synchronization messages.
Our first test aims to investigate how the proposed synchronization protocol behaves when the number of sensor nodes increases till a maximum of 10000. Fig. 7 shows the synchronization error, expressed in seconds, of the estimated local time respect to the actual time, as determined by 4 anchor nodes placed in the four external corner of the deployment area (Scenario A). As can be observed the synchronization error remains almost constant when the number of sensor nodes increases and is also very limited (around 0.035s) with only 4 anchors. Obviously, the synchronization error depends on the number of anchor nodes and on their location. To better investigate such aspect, we have introduced a new scenario (Scenario B) where a fifth anchor node is positioned in the centre of the deployment area. Fig. 8 , shows the synchronization error versus the distance from the centre of the deployment area in term of hops. We can observe that, in Scenario A, for all the nodes closer to the centre of the deployment area, the confidence interval becomes larger, as a consequence of the increasing distance from the anchors.
The synchronization error instead, drastically decreases near the centre of Scenario B, due to the presence of the fifth anchor and it can be highlighted that the confidence interval, near the centre of the deployment area diminishes in Scenario B due again to the presence of the fifth anchor, thus highlighting the crucial role played by anchors.
In Fig. 9 , the time needed to carry out the synchronization algorithms is shown. We can observe that increasing the number of nodes, the convergence time grows. In Scenario B this convergence time is almost 30% lower than in Scenario A, due to the lower average number of hops between nodes and anchors. In our tests a very small percentage of anchors is used; for example, in a 10000 nodes networks we have only 0,04% of anchors. If a number of anchors equal to 1% of the total number of nodes is assumed, it is possible to significantly reduce the average number of hops between nodes and anchors, consequently reducing the convergence time. Also this aspect seems to be dependent on the location of anchors in the deployment area and will be further investigated in our future works. of received messages slightly decreases in Scenario B.
VI. CONCLUSION
In this paper we proposed a new distributed synchronization algorithm for large scale sensor networks, based on a neural network typology called SOM. The simulation results demonstrate the effectiveness of this algorithm, and present some important features such as the properties that the synchronization error does not increase when the number of nodes grows and that the percentage of needed anchors nodes is really very low. Our future research will focus on: 1) analyzing the influence on the performance of the number of anchor nodes and their location; 2) studying new radius, learning and influence functions to provide an in depth characterization of specific synchronization problems. Moreover we plan to improve the speed of the algorithm and to reduce the number of synchronization messages providing a node the capabilities to decide to send a synchronization message depending on the variation of its estimated local time. The proposed algorithm can be easily modified to use a device able to estimate electronically the delay beetween nodes. Our idea is to use some radius, learning and influence functions that are dependent both on neural network epochs, and on the electronically evaluated delay. • performance evaluation of system with faults and repairings, with particular interest to modelling techniques and performability measures over distributed systems. Analysis of non Markovian Petri nets models by using non exponentially distributed firing times and particular interest is devoted to the class of Petri nets with more than one non exponentially distributed transition in a marking.
• performance and reliability analysis of real time and wireless communication systems (with particular interest to the Sensor and Ad-Hoc networks); • He coordinates the development of the software tool Web-SPN. WebSPN is a tool for the analysis and solution of stochastic Petri nets, provided with a graphical interface written in Java; the solution algorithm implemented in WebSPN is based on an expansion technique thanks to which it has been possible to relax some restrictions present in many others tool for the analysis of Petri nets. 
