Modeling of Human Web Browsing Based on Theory of Interest-Driven Behavior by Yang, Yang
 MODELING OF HUMAN WEB BROWSING  
BASED ON THEORY OF INTEREST-DRIVEN BEHAVIOR 
YANG YANG 
A THESIS SUBMITTED TO 
THE FACULTY OF GRADUATE STUDIES 
IN PARTIAL FULFILLMENT OF THE REQUIREMENTS 
FOR THE DEGREE OF 
MASTER OF SCIENCE 
GRADUATE PROGRAM IN COMPUTER SCIENCE AND ENGINEERING 
YORK UNIVERSITY 
TORONTO, ONTARIO 
JUNE 2016 
 
© YANG YANG, 2016 
ii 
 
ABSTRACT 
The ability to generate human-like Web-browsing requests is essential for testing and 
optimization of WWW systems. To date, the majority of approaches to modeling of 
human-like browsing behavior have assumed the use of data mining techniques on 
collections of previously gathered browsing sequences (i.e., server logs). However, in 
situations where the amount of data pertaining to previous browsing history is 
insufficient or unavailable altogether, data mining approaches are generally not suitable.  
In this thesis a new model of human-browsing behavior – the so-called HBB-IDT model 
– has been proposed. The model is based on the theory of interest-driven human 
behavior and does not assume the availability of server-side logs (i.e., previous 
browsing history). The defining features of the model are: (1) human browsing on the 
internet is regarded as a dynamic interest-driven process, based on which the URL 
sequence and the corresponding stay times are generated; and (2) the user’s browsing 
interests are linked to actual characteristics of the visited Web pages, such as their 
theme, visibility and information quality. Given that the model does not rely on the 
existence of Web logs, it can be applied more generally than the previously proposed 
data-mining approaches.   
The key assumptions, conceptual motivation, defining algorithms, evaluation 
framework, as well as the final experimental results pertaining to the HBB-IDT model 
are presented in this thesis. The experimental results show that the probability of 
generating human-like browsing sequences is much higher using the HBB-IDT model 
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than using the pre-set request list model or the random crawling model (two models 
most commonly deployed in present-day Web test tools and DDoS tools). 
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Chapter 1  
Introduction 
With the increasing reliance on the Internet and Internet-related technologies, Web-
based services have grown considerably more important in nearly every aspect of 
modern life. As a result, the workloads of popular Web sites have also grown 
substantially, and at the same time these systems have become increasingly more 
exposed (i.e., vulnerable) to the so-called denial-of-service (DoS) attacks. In order to 
adequately deal with (i.e., prepare for) excessive work-load conditions - either those 
caused by legitimate or DoS-induced traffic - Web site owners resort to the use of the 
so-called performance testing tools. At the heart of these tools are algorithms intended 
to generate workloads (i.e., workload conditions) similar to those generated by real 
human visitors to a Web site. In this study, we propose a novel method for modeling of 
human-like browsing behavior, which aims to overcome the limitations or previous 
models that have been used for this purpose. 
1.1 Motivation and Objectives 
With the increasing demand for Website robustness and security, workload testing tools 
are now widely used to evaluate the performance limits of many Websites as well as 
the their ability to defend against DDoS attacks. To the best of our knowledge, most 
performance testing tools are designed deploying the so-called random/probabilistic 
 2 
 
models (see [1] to [8]) or server-side log-mining approaches (see [9] to [16]). (In 
random/probabilistic models human browsing behavior is depicted using the well-
known probability distributions (e.g., Zipf and Poisson), while in server-side log-
mining approaches the information pertaining to past human browsing is used to 
model/predict future browsing behavior.) Both methods have certain weaknesses: The 
output of random/probabilistic models can substantially deviate from actual human 
behavior, possibly decreasing the efficacy of respective performance testing tools as 
well as impacting the accuracy of respective results. On the other hand, the server-side 
log-mining methods require a great deal of server-side logs in order to train the 
respective models, and before the tests based on these models could take place. 
Furthermore, given their reliance on historic data, these models are not suitable for 
many real-world situations, including: 1) workload testing of new Web sites before they 
have actually been published/mounted, or 2) testing the workload capacity of a Web 
site in response to some new (i.e., previously unseen) event.  
Given the limitations of the random and log-mining approaches, it is important to 
develop a model that can generate human-like browsing behavior without: a) making 
any assumptions about the distributions that govern human-browsing behavior, and b) 
without relying on the availability of past server logs. The goal of the work outlined in 
this thesis is to develop such a model using the concepts of human interest-driven 
behavior (see [17] to [21]), and then to evaluate the given model on a real-world 
Website and against real human browsing behavior. In other words, the main objective 
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of this study is to determine an approach whereby a Web tester could generate URL-
request sequences similar to those that would be generated by real human visitors. The 
approach assumes that only the page-contents of the target Website are accessible, 
while the browsing logs on the server are NOT available and/or required. 
To accomplish the main objective, the following detailed objectives are set forward in 
the presented research: 
(1) Identify the key factors that drive human browsing and analyze their interactions 
and interdependencies. 
(2) Propose a mathematical model that captures the above. 
(3) Develop a prototype simulation software based on the proposed model. 
(4) Evaluate the model in a test environment 
1.2 Research Contributions 
The major contributions of our research include the following: 
(1) The concepts pertaining to the general theory of interest-driven human behavior are  
integrated into a model of human browsing on the Web – which we name the ‘model 
of Human Browsing Behavior based on Interest Driven Theory’ (HBB-IDT). 
(2) A series of algorithms are proposed to adequately incorporate all the key aspects of 
the general interest-driven theory into the HBB-IDT model, so that a practical 
workload testing tool based on the HBB-IDT model can be implemented and 
evaluated. 
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1.3 Thesis Structure 
The content of the thesis is organized as follows. In Chapter 2 a review of the related 
literature is presented, and the main advantages and disadvantages of 
random/probabilistic-based and data-mining-based approaches to the modeling of 
human browsing behavior are discussed. In Chapter 3, basic assumptions pertaining to 
our work are introduced, and a conceptual model of human browsing based on the 
theory of interest-driven behavior is proposed. In Chapter 4, detailed equations 
pertaining to the HBB-IDT model are derived and explained. In Chapter 5, a prototype 
software used for the evaluation of the proposed model is introduced. Also, in this 
chapter, the actual evaluation processes as well as the obtained experimental results are 
presented. In Chapter 6, the main conclusion of this study and possible directions for 
future works are outlined. 
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Chapter 2  
Literature Review 
Scholars from various field have been interested in studying human browsing behavior 
in the Web. For example, many approaches have been developed by computer security 
experts to simulate human browsing behavior based on random/probabilistc models. At 
the same time, data mining researchers have proposed several server-side log-mining 
algorithms to identify abnormal requests (i.e., to distinguish between human- vs. bot-
generated traffic in case of DDoS attacks). Furthermore, many physicists have looked 
at this field as well, as they are interested in modeling collective behavior patterns based 
on the huge datasets from Web logs. In this chapter, the related literature from these 
fields is introduced and discussed. 
2.1 Approaches Based on Random/Probabilistic Models 
The simplest way to generate a sequence of Web-browsing requests is by deploying the 
random/probabilistic model. According to this model, URL requests are generated by 
randomly selecting pages from the target Web site (or choosing them based on the Zipf 
distribution), and then assigning a thinking (stay) time to each of the pages according 
to the Poisson or Pareto distribution [1]. This model has been adopted by many workload 
test systems and application-layer DDoS hacking tools, such as the well-known ab 
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(Apache HTTP Server Benchmarking Tool) [2], the open source load testing tool Tsung 
[3] and the widely used JMeter [4].  
However, many studies note that the random/probabilistic model is far from accurate 
in presenting realistic human-generated browsing streams [5] [6] [7]. In Oikonomou et al.’s 
work (2004), URL sequences generated by automated bots based on random models 
are compared to the sequences generated by actual humans. The results show that 98.6% 
of randomly simulated URL sequences have a very low probability (<5%) of occurring 
in the examined server logs, while the actual human URL sequences have a 
significantly higher probability of occurring in the examined logs. In particular, 
approximately 80% of human URL sequences have a probability of occurance greater 
than 40% [5]. This implies that the Web browsing of common human users does not 
exhibit unpredictable (i.e., random) behavior.  
In [8], Dimitris Gavrilis et al. identified another disadvantage of the random model. 
Namely, with this type of model, the hyperlink/semantic information of requested pages 
is not taken into account. Hence, it is possible that subsequently requested pages are 
neither linked to each other nor contain related information – something unlikely to 
occur when requests are generated by a real human visitor. The same phenomenon was 
also observed by Xie et al. in [7], and the authors of this work proposed an Access-
Matrix-based approach to detect application layer DDoS traffic (i.e., request sequences) 
generated by bots deploying random models. 
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Although the random model has proven to be rather unrealistic, it is nevertheless the 
most widely used model of Web-browsing behavior, mainly as it is easy to implement 
and does not rely on the use/existence of server logs. 
2.2 Approaches Based on Server-Side Log Mining 
To improve accuracy of browsing models, many researches have looked into the use 
of data-mining techniques to deduce the key characteristics of human browsing from 
existing server logs.  
Schechter et al. [9] proposed a method for predicting HTTP request sequences based 
on the server-side path profiles, similar to the code branch prediction algorithm of 
microprocessors. This method first logs each user’s visiting history and sets up a 
profile containing their visited URL sequences and corresponding frequencies. 
Subsequently this profile is used to predict new users’ URL sequences, obtaining rates 
of prediction  accuracy of over 40% in tests. 
Zhong et al. [10] created a similar prediction method by profiling browsing-paths 
from server logs using the N-Gram model. One of the key findings of their work is 
that for N equal to or greater than 3, the accuracy of prediction improves significantly.  
Markov models are also widely used in studies dealing with prediction of human 
browsing sequences (see [11][12][13][14][15]). In Zukerman et al. [11], the space-
Markov model, second-order Markov model and linked space-time Markov model are 
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used to profile server logs. Awad et al. [12] combined association rule mining with a 
modified Markov model to predict URL sequences. Given that higher-order Markov 
models may be too complex to meet real-time prediction requirements, Deshpande at 
el. [13] designed a method of intelligently selecting different parts of ordered Markov 
models to profile server logs. Their algorithm can effectively reduce state complexity 
while maintaining high prediction accuracy.  
Other statistical methods such as the Bayes model or distance-based clustering have 
also been studied in this context. For example, Poornalatha et al. [16] showed that a 
variant of distance-based clustering algorithm exhibits similar accuracy to Markov 
models in terms of predicting user requests – but in a significantly shorter amount of 
time.  
Although the above mentioned data-mining approaches generate very realistic URL 
request sequences, they may not be practical in cases when there is not a statistically 
significant amount of related server logs, such as in the case of a Web site that has just 
gone live, or a Web site that frequently changes its structure and content. In such sites, 
using past log information to make prediction about the users’ future browsing 
behavior is likely to produce suboptimal results, at best. 
2.3 Approaches Based on Content Analysis 
The content of Web pages is a significant factor impacting the way humans browse 
the WWW. Consequently, semantic relationships between URL requests of human-
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generated browsing sequences have been frequently studied in the past. Moreover, 
several researchers have incorporated content analysis into basic log-mining 
approaches to improve simulation performance. 
Shen et al. [27] studied the problem of dynamics in Web searches, and he proposed 
the so-called possibility matrix to depict the way humans transition from one topic to 
another. Mabroukeh et al. [28] and Hoxha et al. [29] both proposed frameworks for 
predicting URL sequences based on a pre-built ontology semantic Web. Although the 
need for an existing Web domain ontology limits the applicability of these 
frameworks, they demonstrate the feasibility of simulating human-like URL 
sequences by relying on the knowledge of semantic relations. 
Given that different types of users may be interested in different types of Web 
content, user characteristics may also be helpful in predicting browsing sequences. 
Examples of works in this area are the studies by Goel et al. [25] and Duarte et al. 
[26]. Specifically these works looked at the impact of general browsing interest and 
habits of various groups of users on their overall Web-browsing behavior. 
2.4 Research on Human Behavior Patterns 
As indicated in the preceding sections, many researchers believe that there exist non-
random patterns in human browsing behavior. One way of identifying these patterns 
is by studying the logs (i.e., historic databases) of past human browsing. However, as 
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indicated in the first chapter, it is not easy and may even be impossible to obtain 
sufficient amount of past log-data in many real-life cases.  
Nevertheless, the latest research on the nature and mechanisms driving general human 
behavior offers another way of predicting human browsing in the absence of server 
logs. Namely, in recent years, several studies in the field of the so-called social 
physics have attempted to identify the common laws that shape human behavior. 
Among these studies, the work by Barabási et al. [17] has earned special attention and 
recognition. In this work it has been argued that human behavioral patterns follow 
certain laws, which causes them to exhibit non-Poisson distributions. In particular, as 
Barabási noted, “In most human-initiated activities, task selection is not random, but 
the individual executes the highest-priority item on its list.” Thus, if we can determine 
the factors that drive/impact human priorities in certain situations/conditions (e.g., in 
the case of Web browsing), we should be able to more accurately model/simulate 
human behavior under those situations/conditions. 
From the base argument established in [17], researchers have further hypothesized that 
‘personal interest’ is most likely factor driving human priorities and thus overall human 
behavior ([17] - [21]). Specifically, human behavior seems to be driven by an interplay 
between ‘personal interests’ and ‘frequency of events/actions’. As stated in [19], 
“frequency of events/actions is determined by the interest, while the interest is 
simultaneously affected by the occurrence of events/actions”. In other words, a new 
event/action may initially spark interest in the same/similar type of activity and 
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intensify its occurrence. However, as the overall number of repetitions (i.e., frequency) 
of this activity increases, the respective interest is likely to subside. This, in turn, will 
gradually decrease the frequency of activity back down to (near) zero. The 
interdependence between the frequency of an event/activity and the interest in the given 
event/activity is illustrated in the below figure. 
 
Figure 1. Interdependence between the frequency of an event/activity and the interest in that. 
It should be noted, however, that Zhou’s theory considers human interests and events 
as very general and abstract processes/variables. Hence, in order to apply this theory 
to the modeling of human browsing-behavior it is necessary to develop more detailed 
(i.e., appropriate) depiction of interest-changing processes, the Web page selection-
probabilities as well as individual Web page think-times.  
2.5 Summary of the Existing Research 
Based on the literature review, the following conclusions may be drawn: 
(1) Human browsing behavior exhibits certain common patterns. 
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(2) The patterns of real human browsing behavior differ substantially from the 
traditionally deployed random models, and instead can be better described by 
interest changing and semantic relations. 
(3) Existing studies on interest-driven human-behavior only reveal macro-level 
statistical features and are not sufficiently detailed to be directly used for 
modeling of human browsing-behavior in WWW. 
The goal of the study presented in this thesis is to advance the research on modeling 
of human browsing behavior in WWW by developing an appropriate and sufficiently 
detailed interest-driven model and then testing this model in a real-world evaluation 
framework. 
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Chapter 3  
Assumptions and Conceptual Model 
In this chapter, we lay the foundation for further discussion by introducing the key 
assumptions and definition as pertaining to our model of Human Browsing Behavior 
using Interest-Driven Theory (HBB-IDT). In particular, we identify the major 
interest-driven factors that shape and influence the human Web-browsing process, and 
we propose a conceptual state-model depicting this process. In-depth details of our 
model, including its algorithmic implementation, are presented in Chapter 4. 
3.1 Key Assumptions 
Because this research is the first attempt to apply interest-driven theory to the 
modeling of human browsing behavior, we introduce several simplifying assumptions 
that seem reasonable and justified:  
3.1.1 Assumption 1: Consider Content Downloading Only 
In general, there are two different types of user activity on the WWW: content 
downloading (e.g., reading an article or listening to an audio file hosted on a Web 
site) and content uploading (e.g., posting personal comments to a news-agency or a 
social-media Web site). Content downloading is the original and most common form 
of Web browsing. Hence, the work presented in this thesis focuses solely on this form 
of Web browsing. In other words, the model in this paper considers only static or non-
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interactive webpages, which do not allow users to change the content they are 
reading. 
3.1.2 Assumption 2: Consider Text Content Only 
Modern Web sites generally consist of text content and multi-media content such as 
images, video and audio. There is no doubt that multi-media content carries valuable 
information and has significant effects on human browsing behavior. However, it is 
rather difficult for computers to automatically understand themes and extract key 
information from a pure multi-media file. Therefore, the model deployed in our work 
considers only the text content of each visited Web page and ignores multi-media 
objects as well as other MIME links (such as PDF) that can be found on the given 
page. (Please note, in the majority of today’s popular Web sites the text content is still 
far more important than the content carried in their multi-media objects. Hence, the 
decision to focus on ‘text-only’ information seems reasonable and statistically well-
justified.) 
3.1.3 Assumption 3: Full Knowledge of Website Structure and Content 
Human Web browsing, i.e., the decision to pick one of many links/Web pages that are 
referenced on the current Web page, is generally governed by the thematic similarity 
and/or relevance of the two pages. (We elaborate more on this in Chapter 4.) Now, 
humans are generally very good at determining the thematic similarity/relevance 
between the current page and a linked/referenced page ‘on the fly’ (e.g., by examining 
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the text contained in the referenced page’s link/URL, by examining the physical or 
logical position of the referenced page’s link/URL in the current page, etc.). 
Unfortunately, automated bots lack this skill (i.e., do not possess such level of 
intellectual/browsing sophistication). Thus, to improve the odds that our automated 
bot correctly distinguishes between the thematic similarity/dissimilarity of the current 
Web page and the pages that it refers to, we assume that the bot knows a priori the full 
content of all referenced pages. From the implementation point of view, for this to be 
true, the bot must (be able to) first pre-screen the target site or obtain the site’s full 
content in some other way. 
3.2 Definitions of Key Terms 
3.2.1 Web Page, Successor and Stay Time 
As previously indicated, the purpose of our research is to develop a model of realistic 
human-like browsing behavior. Two (sets of) features that characterize any browsing 
process, whether generated by a human or bot, are: 1) the sequence of the Web page 
visited/requested, and 2) the stay time on each of the visited pages. In this thesis, we 
employ the following terms and definitions related to the two key features of the 
browsing process: 
(1) Web Page. A Web page is an HTML document with a unique URL and 
meaningful text content. A Web page may contain several hyper-links (i.e., URLs) 
to other HTML documents, multi-media resources, MIME files, CSS and 
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JAVASCRIPT files, etc. Note that in our work files and embedded objects that do 
not contain human-readable text (CSS, JSON data, JAVASCRIPT codes, etc.) are 
not considered a Web page, even though they may also be referenced by a unique 
URL and their requests/retrievals may also be recorded in server logs. In general, 
requests to these non-human-readable objects are caused by a request to a Web 
page that contains or points to them. 
(2) Web Page’s Successor. During a browsing process, Web page B requested 
immediately after the currently visited Web page A is called page A’s successor. 
(3) Stay Time on Web Page. The stay time on a Web page is defined as the time 
interval between the user requesting the given page and the user requesting this 
page’s successor. In the literature, this time interval is also commonly referred to 
as Think Time. Generally, the length of stay time on a Web page is determined by 
the user’s interest in the page’s theme and content. 
Figure 2 illustrates the above terms using an example of URL logs. 
 
 17 
 
Figure 2. Illustration of Web page, successor and stay time. In the caption of the server logs, only 
the two highlighted URLs are considered Web pages, while the others are non-textual or 
meaningless files. The second Web page is the successor of the first one. The stay time on the first 
Web page is 35 seconds (2015-02-09 01:33:37 minus 2015-02-09 01:33:02). 
3.2.2 Theme, Content and Information Quality 
In our work/model, we assume that the browsing behavior of a human visitor (i.e., the 
particular pages that they visit and the length of time they stay on each page) depends 
on the visitor’s interest in each page. Furthermore, we assume that the user’s interest 
in each visited page is influenced by three factors: (1) the user’s interest in the page’s 
theme, (2) the user’s interest in the page’s content, and (3) the content quality of the 
given page. We define these three concept as follows: 
(1) Theme. Theme is the set of main general topic(s), subject(s) or idea(s) conveyed 
in a Web page. For example, the possible themes of a news-agency page about 
Apple’s stock are Business, Technology and Finances. 
Once a user finishes reading Web page A, they will select a new Web page to visit 
choosing from several candidate hyperlinks that appear on page A. Now, given 
that the user has not opened any of these Web pages yet, thet not know the 
detailed contents of these Web pages. However, by reading the tip-texts that 
appear within these hyper-links (as shown in Fig 3), the user is generally able to 
grasp the major idea, i.e., the main theme, of each ‘candidate’ page. Then, the user 
can make a selection based on their interest in each theme.  
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Figure 3. An example of Tip-Texts for a Hyper Link. 
(2) Content. The content of a Web page is defined as the key substance of the 
information provided/found in its text. Webpages belonging to the same theme 
may (i.e., likely will) provide different content. For example, a news-agency page 
about Microsoft’s stock value would belong to the same theme as a page on 
Apple’s stock (see the definition of Theme), but the content of each page would 
obviously be different.  
Once a user selects a Web page based on their interest in the page’s theme, the 
stay time on the given page will depend on their interest in the actual content of 
the page. Consequently, even though the user may be interested in the theme of a 
Web page, they may quickly jump/move to another page if the page’s content is 
not attractive enough.  
(3) Content Quality. We define content quality as the actual attractiveness of a Web 
page’s content to the user. It can generally be expected that a Web page with more 
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information and sufficient but not overly high similarity to the content of 
previously visited Web page is more attractive to the user, and thus has higher 
content quality. 
Now, during the browsing process, the choice of a particular Web page and the stay 
time on it are impacted by a fine interplay among the three above mentioned 
parameters. Namely, once the user decides to open/retrieve a Web page based on their 
interest in that page’s general theme, the stay time on the given page will depend on 
their interest in the page’s actual content as well as the page’s content quality. 
However, in some cases, even though the user may be very interested in the page’s 
theme, they may quickly jump/move to another page if the page’s content is not 
attractive enough (i.e., its content quality is not satisfactory). 
3.2.3 Web Page Similarity 
In order to measure the ‘contextual proximity’ (i.e., similarity) between two Web 
pages, which we refer to as Web page closeness, we establish the following three 
metrics: 
(1) Theme Closeness depicts the degree to which the themes of two Web pages are 
similar.  
(2) Content Closeness depicts the degree to which the content of two Web pages is 
similar. 
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(3) Visibility Closeness between the current page and one of its links (i.e., linked 
pages) depicts the likelihood that the user spots/finds the given hyperlink inside 
the current page. Obviously, the higher the visibility closeness, the more likely the 
given link/page will be selected as the successor page. 
3.3 Conceptual Model of Human Browsing Behavior 
3.3.1 Factors Impacting Human Browsing Behavior 
Based on the previous research on interest-driven human behavior discussed in Chapter 
2, we have identified users’ interest in the themes and content of encountered Web 
pages as the key factors influencing their browsing in the WWW. We also believe that, 
although not fully predictable, users’ interest in themes and content are expected to 
evolve and eventually change over time as outlined below: 
(1) Interest in Themes. According to the interest-driven theory [19], the change in a 
user’s interest in a particular theme is generally correlated with the user’s stay time 
on the given theme. Namely, when the user first opens a Web page that reflects a 
new theme, it is reasonable to assume that their interest in this theme is high. 
Following this, the user is also likely to open other pages on the same/similar theme. 
However, as the stay time on the same theme increases, the user will gradually 
become less interested (i.e., bored) with this theme, and they will more likely open 
a Web page on a (very) different theme.  
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(2) Interest in Content. When a user opens a new Web page, his/her stay time on the 
Web page will mainly depend on his/her actual interest in the Web page’s content. 
The value of this interest is typically decided by the content quality of the Web 
page. Higher content quality generally results in a longer stay time on the page. 
Based on the discussion in 3.2, we know that the content quality of a page is 
determined by the page’s content length (i.e., amount of provided information) and 
its content closeness to previously visited Web pages. 
3.3.2 Outline of HBB-IDT Model 
(1) Choices of Key Factors in the Model 
Based on the principles and discussions provided in Section 3.3.1, we can draw a 
simplified model of the interest-driven behavior in Web browsing by humans.  Let 
Pn, Pn-1 and Pm denote the currently visited Web page, the previously visited page, 
and one of the candidate pages to visit next, respectively.  As shown in Figure 4(a), 
the interest in the current page Pn and the interest in the theme of Pn are related to the 
stay time on the page and the selection of the next page to visit. This idea comes 
directly from the Interest Driven Theory, as discussed in Section 3.3.1.  
There are also other factors that affect the stay time and the two interest factors 
mentioned above (see Figure 4(b)). Firstly, the stay time on different pages of the 
same theme constitutes the stay time on this theme, which then determines the user’s 
interest in the theme. Secondly, the content quality of the current page Pn and the 
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content closeness between the current page Pn and the previous page Pn-1 affect the 
user’s interest in Pn as well as the interest in the theme of Pn. Therefore, we added 
these three factors - the stay time on the current theme, the content quality of Pn and 
the content closeness between Pn and Pn-1 - into the model, as shown in Figure 4(b). 
 
Similarly, since the user’s choice of what page to visit next is influenced by his/her 
interest in the current theme, we must also know the closeness between the current 
theme and the theme of a candidate page. Thus a new factor, theme closeness, is 
added to the model. Finally, whether the user can easily find a hyper-link to a 
candidate page determines the probability of that page to be opened next, so we added 
one more factor, visibility closeness, to the model. Figure 4(c) shows all the factors 
we have discussed above. Based on these factors, we built the proposed model of 
human browsing behavior using the interest-driven theory. 
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Figure 4. Steps of choosing factors in the HBB-IDT model. 
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(2) Model Outline 
The proposed model of human browsing behavior using the interest-driven theory 
(HBB-IDT) is illustrated in Figure 5. In the diagram, the symbols  "+" and "–" 
indicate positive and negative correlation, respectively. The diagram captures not only 
the key states and parameters, but also their interdependence and dynamics. 
 
 
Figure 5. Dynamic relationships illustration, in which "+" means positive influence and "–" means 
negative influence. Pn is the current Web page, and Pn-1 is the page visited before Pn. Pm is one of the 
candidate pages to be visited in the next step.   
According to this model, when the user browses Web page Pn, the stay time of the 
user on this page (the state in the lower-left corner of Fig. 4) is decided by his/her 
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current interest in the content of Pn. The extent/strength of this interest, however, is 
determined by two additional factors: the current interest in the general theme of Pn 
and the quality of the content of Pn. (As discussed, we define content quality of Pn as 
a function of two factors: content text length and the closeness of content Pn to the 
previous page Pn-1.) 
The interest in the current theme also affects the selection of the next page. If the 
user’s interest in the current theme is high, and the theme of a page Pm is very close to 
Pn’s, the probability of the user visiting Pm in the next step is higher. However, if the 
user’s interest in the current theme is low (i.e., they are likely to change themes) and 
if Pm‘s theme is different from Pn’s, the probability of visiting Pm in next step shall be 
high too. In other cases, the chance of Pm being chosen is low. At the same time, if the 
user can easily find a hyper-link to Pm on Web page Pn, the visibility-closeness 
between Pm and Pn is high, and the possibility of selecting Pm is further improved. 
As further shown in the model, user interest in the current theme is mainly affected by 
their stay time on the theme. This stay time is the sum of the stay-times on 
consecutively visited Web pages belonging to the current theme, and it is reset if the 
user visits a Web page with a new theme. Generally, the stay time of the current 
theme affects the user’s interest in a nonlinear way. As revealed by previous studies, 
the user’s interest in a theme is likely to increase (or remain high) for some initial 
period of time, but after that (i.e., once the user obtains a sufficient amount of 
information), the interest is likely to decrease.  
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Chapter 4  
HBB-IDT:  Key Algorithms and 
Quantitative Model 
In Chapter 3, we have outlined all key driving factors behind our HBB-IDT model and 
we have described their interaction mechanisms. In this chapter we present a precise 
analytical depiction of each of those interactions, thus allowing that a detailed 
(quantitative) model of HBB-IDT be developed and, subsequently, evaluated.  
4.1 Analytical Model of Interest in a Theme 
According to the model shown in Figure 5, it is quite common that a user looks at 
several different topics/themes (in succession) during a single browsing session. The 
transition from the current theme to another is generally correlated with the 
(cumulative) stay time on the current theme. Namely, when the user first opens a Web 
page on a new theme, it is reasonable to assume that his/her interest in this theme is 
high. Following this, the user is also likely to open other pages on the same/similar 
theme. However, as the stay time on the same theme increases, the user will gradually 
become less interested (i.e., bored) with this theme, and he/she will be more likely to 
open a Web page on a different theme. We capture this phenomenon in our model by 
indicating that the interest in the current theme (i.e., theme of currently visited page) 
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is initially positively but then negatively impacted by the cumulative stay time on the 
given theme (see Figure 5). 
To be actually able to depict the change a theme analytically, let us provide a few 
clarifications. First, we consider the stay time on a theme to be the sum of stay times 
on the consecutively visited Web pages corresponding to this theme. In practice, 
however, it is very difficult to find two Web pages covering exactly the same theme. 
In some cases, even if there is a single word that differs between two pages, there may 
be a noticeable difference in their respective themes. Therefore, to decide whether two 
pages belong to the same theme, we incorporated a pre-set threshold 𝜃 into the 
model. More precisely, we annotate the theme closeness between Web page i and j by 
𝑆(𝑖, 𝑗), where i and j are considered to belong to the same theme if 𝑆(𝑖, 𝑗) > 𝜃 and 
vice versa. (The exact expression for S(i,j) is provided in equation (3) of the next 
section.) 
Furthermore, let us suppose that the user has browsed (i-1) Web pages on the same 
theme before visiting the current page (i.e., the current page is the ith visited page), 
and let us annotate the user’s stay time on page (i-1) by 𝑡𝑖−1. Consequently, the 
user’s stay time on the given theme can be depicted by: 
𝑑𝑖 = { 
0   , 𝑖𝑓 𝑖 = 1 𝑜𝑟 𝑆(𝑖, 𝑖 − 1) ≤ 𝜃   
𝑑𝑖−1 + 𝑡𝑖−1   , 𝑖𝑓 𝑆(𝑖, 𝑖 − 1) > 𝜃 
, 0 < 𝜃 < 1  (1) 
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Clearly, from formula (1), if the closeness value for pages i and (i-1) is less than 𝜃, 
the current visited page i is viewed as belonging to a new theme, and consequently, 
the stay time on the current theme shall be reset to 0. 
Based on the above, the interest in the current theme (i.e., theme of page i) can be 
modeled using formula (2). 
𝑐𝑖 = 𝑀𝑎𝑥 (0,
𝑐′−1
𝑑𝑚
2 (𝑑𝑖 − 𝑑𝑚)
2 + 1)   (2) 
In formula (2),    𝑐′ is the initial interest value on a new theme, which can be preset 
to a constant value or a random number in the range of (0,1), 𝑑𝑚 (also a preset 
constant) represents the time point at which the interest on a given theme reaches its 
highest value, while 𝑑𝑖 represents the actual stay time on the given theme.  
Figure 6 depicts the character of the change in the user’s interest in the current theme 
(ci) relative to the stay time on the given theme (di) defined by (2). As discussed in 
Chapter 3, the value of interest in a given theme should be a non-linear function of 
stay time, which first increases but then keeps decreasing after reaching its peak 
value. Based on Figure 6, we observe that expression (2) very much satisfies this 
(general trend) requirement. Furthermore, from Figure 6, we can also observe that the 
interest value in a theme is first set to a random value 𝑐′ when the user opens a Web 
page corresponding to a new theme. Then, the interest value keeps increasing until the 
stay time reaches 𝑑𝑚. Once the stay time surpasses dm, the interest value starts 
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declining. Clearly, from (2) and Figure 6, if a user’s stay time 𝑑𝑖 equals 𝑑𝑚, his 
(her) current interest value on the given theme is at its maximum value 1. 
 
Figure 6. Demo shape of formula (2). In this demo,    𝑐′ is set to 0.5, and 𝑑𝑚 is set 
to 20. 
4.2 Analytical Model of Theme Closeness and Content 
Closeness 
In the model outlined in Figure 5, theme closeness and content closeness are 
important factors affecting user interest in theme/content. Because we only consider 
text content in this research (see Premise 2 in Chapter 3), we use computational 
linguistic methods to quantify the values of these two parameters. 
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4.2.1 Analytical Model of Theme Closeness 
To decide how close the themes of two Web pages are, we examine the text-similarity 
of their hyperlink tip-texts, page titles and keywords (the content in <META> tags 
such as <meta name="keywords">).  
Generally, in information retrieval and text mining, each term (found in a document) 
is notionally assigned a different dimension allowing for the entire document (i.e., 
Web page) to be characterized by a vector, where the value of each dimension 
corresponds to the number of times that the respective term has appeared in the 
document. Consequently, based on this model, one of the most practical methods of 
computing similarity between two documents/Web pages is cosine similarity, which 
corresponds to the inner product or their respective vector representations (i.e., it 
measures the cosine of the angle between them) [36]. 
Given that different words may belong to the same theme – for example, Computer 
and Automobile both belong to theme Technology – in our model, every word is first 
mapped into corresponding theme-domains. In the filed of linguistic analysis, there 
are many word classification hierarchies, such as EuroWordNet Domain-ontology 
(Vossen, 1998) and SIMPLE domain hierarchy (SIMPLE, 2000). In this study, we 
choose a widely used category, WordNet Domains Hierarchy (WDH, version 3.2), 
which was proposed by Bernardo Magnini et al. (2004) and updated in 2007 (see [37] 
and [38]). This word list classifies 115,424 English words into 161 domains, and each 
word may be mapped to several domains. The original mapping-corpus of Word Net 
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Domains can be downloaded from http://wndomains.fbk.eu/download.html, and is 
illustrated in Figure 7. 
 
Figure 7. A fragment of the word-domain hierarchy in WDH taken from the literature [38]. 
To make calculating theme closeness with this hierarchy easier, in our work we have 
encoded all the domains based on their position in the hierarchy tree. For example, the 
top-level domain Pure Science is encoded as 04000000, its sub-level domains such as 
Astronomy, Biology are encoded as 04010000 and 04020000, respectively, and sub-
level domains of Biology such as Biochemistry and Anatomy are encoded as 
04020100 and 04020200. Using this scheme, all common English words are classified 
into one or more encoded domains, as shown in Figure 8. 
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We annotate all theme-domains in WDH as a set 𝐻 = {ℎ𝑗}, where ℎ𝑗  is the 𝑗𝑡ℎ 
theme-domain in the list. Furthermore, we use R( ℎ𝑗, i) to describe the closeness of 
Web page i and theme-domain  ℎ𝑗. In particular, we check every word in the page’s 
title and its key words (as found in the page’s <meta> tags), and if the given word 
also exists in the word list of domains H (e.g., is found in theme domain  ℎ𝑗}, we 
increase the value R( ℎ𝑗, i) by 1.  
However, to make R( ℎ𝑗, i) more accurate, we also consider the hierarchy-structure 
among theme-domains in WDH. For example, a word belonging to the domain “Arts 
(encoded as 01060000 in this study)” and another word belonging to the domain 
“Dance (encoded as 01060200 in this study)” are to some degree close, although they 
belong to different (sub)domains. In particular, we compute R( ℎ𝑗, i) based on the 
code-match level.  
Figure 8. Mapping from Words to Theme-Domains by WDH 
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For example, suppose there are two domains A and B, which are encoded with code 
values CA and CB, respectively; their code-match level can be obtained by 
   𝐿𝑒𝑣𝑒𝑙 𝑜𝑓 𝑡ℎ𝑒 𝑂𝑣𝑒𝑟𝑙𝑎𝑝𝑝𝑒𝑑  𝐵𝑒𝑡𝑤𝑒𝑒𝑛 𝐶𝐴 𝑎𝑛𝑑 𝐶𝐵  
𝑀𝑎𝑥(𝐿𝑒𝑣𝑒𝑙 𝑜𝑓 𝐴,𝐿𝑒𝑣𝑒𝑙 𝑜𝑓 𝐵)
, where the term level indicates the 
position of a given domain in the word-domain hierarchy. For example, in Figure 7, 
domain “Doctrines” locates on the 1st level, domain “Theatre” locates on the 3rd level, 
and domain “Painting” locates on the 4th level. A domain’s level can be determined by 
checking its encode in WDH, which contains 8 digit numbers and every two digits 
refer to one level. If two digits referring to a level are both zero, the domain must 
locate on a higher level. For instance, domain “Biology” is encoded as 04020000, 
which means that the domain locates on the 2nd level in the hierarchy, since the 5th to 
8th digits in its encode are all zeros. Similarly, the level of domain “Biochemistry” is 3 
since its encode is 04020200, in which the last two digits are zeros. 
To illustrate the above, let us assume a word from page i’s is classified into domain 
01060200. In that case, R(01060200, i) will be increased by 1, while R(01060000, i) 
will be increased by 0.66. The latter value is derived from the maximum level of 
domain 01060000 and 01060200 being 3 (our WDH encoding uses two digits to 
represent one level, thus 01060200 is at the 3rd level in the WDH hierarchy), and the 
level of their overlapped part 0106 is 2; thus the respective code-match level is 
2/3=0.66. Similarly, R(01060100, i), or any other (suu)domain with a code of the type 
‘0106----’, is also increased by 0.66. 
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Based on the above, we represent each Web page i as a vector in an H=161 
dimensional space: [R(h1, i), R(h2, i), .., R(hH, i)]. Consequently, the theme closeness 
between two Web pages i and k (i.e., between their hyperlink tips, titles and 
keywords) is calculated using the following cosine-similarity formula: 
𝑆(𝑖, 𝑘) =
∑ 𝑅(ℎ𝑗, 𝑖) ∙ 𝑅(ℎ𝑗, 𝑘)
|𝐻|
𝑗=1
√∑ 𝑅2(ℎ𝑗 , 𝑖)
|𝐻|
𝑗=1 ∙ √∑ 𝑅
2(ℎ𝑗, 𝑘)
|𝐻|
𝑗=1
    (3) 
  
4.2.2 Analytical Model of Content Closeness 
As discussed in Chapter 3, two Web pages with a very similar theme may still have 
different content, which must be considered when computing the content quality of 
pages. We compute the content closeness of two Web pages i and k using formula (4), 
in which 𝐺 = {𝑔𝑗} is a list of all meaningful words found on that Web page. The 
term ‘meaningful words’ refers to nouns and verbs (a total of 115425 words) 
contained in WordNet 2.0, a lexical database for English maintained by Princeton 
University (https://wordnet.princeton.edu/).  
𝑆′(𝑖, 𝑘) =
∑ 𝑅(𝑔𝑗,𝑖)∙𝑅(𝑔𝑗,𝑘)
|𝐺|
𝑗=1
√∑ 𝑅2(𝑔𝑗,𝑖)
|𝐺|
𝑗=1 ∙√∑ 𝑅
2(𝑔𝑗,𝑘)
|𝐺|
𝑗=1
  (4) 
(Note that while in (3) |H|=161, here in (4) |G|=115425 allow for far more refined 
evaluation of how close the content/information found in two pages is.) 
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4.3 Analytical Models of Interest in a Web Page’s Content and 
Page Stay Time 
In our model, change in the user’s interest in the current content effectively signifies 
that the user has decided to open another/new Web page. When a user opens a new 
Web page, his/her interest in this new content will mainly depend on (i.e., be 
positively correlated with) his/her interest in the general theme of the Web page as 
well as the page’s content quality, as shown in Figure 3. Higher interest in the content 
of the current page will ultimately imply longer stay time on the given page, as also 
indicated in Figure 3. 
In our model, the content quality  𝑞𝑖 is determined by the page’s content length (i.e., 
overall amount of text provided) and the closeness of the content to the previous page. 
Longer content means that there may be more useful information on the page, while 
lower closeness to the previous page means that more new information may be 
provided by the page. Therefore, longer content and lower closeness generally imply 
higher content quality.  
In our model, we calculate Web page content length by extracting all of its plain text 
outside of HTML tags and counting the number of respective words. The count of 
these non-HTML-Tag words is considered to be the length of the Web page. Please 
note that there are some methods for filtering nonsense texts (see [31] - [35]) that we 
have not used at this point but might employ in the future.  
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Now, suppose L(i) is the content length of page i and Lmax is the maximum content 
length found in all pages; the content quality of this page ( 𝑞𝑖 ) is defined as follows: 
𝑞𝑖 = {
𝐿(𝑖)
𝐿𝑚𝑎𝑥
           , 𝑖 = 1
𝐿(𝑖)
𝐿𝑚𝑎𝑥
(1 − 𝑆′(𝑖, 𝑖 − 1)), 𝑖 > 0
   (5) 
  
Based on the above, we use the following formula to calculate (i.e., predict) the user’s 
stay time on Web page i: 
𝑡𝑖 =
𝐿𝑚𝑎𝑥
𝑍
∙ 𝑐𝑖 ∙ 𝑞𝑖   (6)  
In equation (6), besides qi, 𝐿𝑚𝑎𝑥 represents the maximum content length in all Web 
pages of the target Web site, ci is the user’s interest in the current theme (as discussed 
and defined in Section 4.1), and Z represents the average reading speed of a human 
being1. Note that by dividing 𝐿𝑚𝑎𝑥 by Z, we get the maximum possible stay time a 
common user is expected to spend on any page in the target Web site. Clearly, from (6), 
the user is expected to spend a long(er) time viewing page i if both his interest in the 
page’s theme and the page’s content quality are high(er). 
                                                 
1 For example, the average reading speed of English-speaking adults ranges from 200 words per 
minute to 300 words per minute [39]. 
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4.4 Analytical Model of Visibility Closeness 
In our model, higher visibility between Web pages i and j - which we annotate with 
𝑉( 𝑖, 𝑗) - means that the user can easily see a hyperlink to Web page j while 
browsing Web page i and is thus more likely to choose Web page j as the next page to 
visit. We use the formula shown in (7) to calculate the visibility closeness between 
Web pages i and j. In (7), L(i) is the overall number of characters in Web page i's 
content, and LOC(i,j) is the number of characters appearing before the hyper link to j. 
According to this formula, and as illustrated in Figure 9, the value of V(i,j) will be 
higher when the link to Web page j appears closer to the the head of page i (i.e., 
LOC(i,j) is closer to 0), and will rapidly decline otherwise. 
𝑉(𝑖, 𝑗) = {
0                              , 𝑖𝑓 𝑡ℎ𝑒𝑟𝑒 𝑖𝑠 𝑛𝑜 𝑙𝑖𝑛𝑘𝑠 𝑓𝑟𝑜𝑚 𝑖 𝑡𝑜 𝑗
0.5 − 0.5 𝑠𝑖𝑛 ((
𝐿𝑜𝑐(𝑖,𝑗)
𝐿𝑖
− 0.5) 𝜋)  , 𝑖𝑓 𝑡ℎ𝑒𝑟𝑒 𝑖𝑠 𝑎 𝑙𝑖𝑛𝑘 𝑓𝑟𝑜𝑚 𝑖 𝑡𝑜 𝑗
  (7)  
 
  
Figure 9. Demo shape of formula (7) 
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It should be noted that sometimes, there may be several links to page j in page i. In 
this case, we simply select the maximum value derived from formula (7) as 𝑉(𝑖, 𝑗). 
4.5 Analytical Model of Probability of (Next) Page Selection 
In our model, the first Web page to be visited (Web page i=1) can be randomly 
chosen from all Web pages on the site. Next, the model determines the probability of 
choosing page j as the next page by examining the user’s interest in the current theme 
( 𝑐𝑖), the theme closeness between the current page and page j (𝑆(𝑖, 𝑗)) , and the 
visibility closeness between the two pages ( 𝑉( 𝑖, 𝑗)). Now, out of the three 
parameters, the value of V(i,j) is an independent factor that positively feeds into the 
probability of choosing page j as the successor page. (Clearly, links/URLs that are 
more visually pronounced and ‘catchy’ have a higher chance of being 
selected/requested, and vice versa.) 
On the other hand, the impact of ci and S(i,j) on the selection of page j is more 
complicated as it requires that the values of these parameters relative to each other be 
examined. In particular, if the user’s interest in the current theme is high (ci is high), 
and page i’s theme is very close to page j’s theme (S(i,j) is high), then the probability 
of visiting page j next is high. Similarly, if the user’s interest in the current theme is 
low, and page i’s theme is very different from page j’s theme, then the probability of 
visiting page j in the next step is also high. In all other cases, page j chances to be 
chosen as the successor page are low(er).  
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In our implementation of the HBB-IDT model, we use formula (8) to estimate the 
relative chances of page j becoming the successor of page i (E(i,j)). Ultimately, the 
page with the highest value of E(i,j) will become the actual successor of page i.  
𝐸( 𝑖, 𝑗) = 𝜑𝑉( 𝑖, 𝑗) + (1 − 𝜑)
2𝑐𝑖∙𝑆( 𝑖,𝑗)
𝑐𝑖
2+𝑆2( 𝑖,𝑗)
      , 0 ≤ 𝜑 ≤ 1    (8)  
In (8), φ is a pre-set parameter that depict the importance/weight of visibility 
closeness V(i,j) relative to the other two parameters. (E.g., for a high φ, we expect the 
user to be more influenced by the visual organization of a Web page then the elements 
related to its content/theme, and vice versa.) The combined effect of S(i,j) and ci on 
E(i,j) is shown in Figure 10. It is obvious from Figure 10 that when the two factors are 
both high or both low, E(i,j) will be significantly higher than when only one of these 
factors is low.  
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Figure 10. Effects of interest value and theme closeness on selection-priority by formula (8). 
From (8), we calculate the probability of page 𝑗 being chosen as the successor of 
page i- out of all the candidate Web pages (noted by set W) – as a normalized value of 
E(i,j) given in (9): 
𝑃( 𝑖, 𝑗) =
𝐸(𝑖,𝑗)
∑ 𝐸( 𝑖,𝑘)
|𝑊|
𝑘=1
    (9)  
4.6 Model Summary and Discussion 
Based on the individual parameter models discussed in the preceding sections, the 
overall mode of Human Browsing Behavior using Interest-Driven Theory. The 
following is a brief description of how the model actually operates in real-time: 
(1) For a page that is currently browsed/visited by the model, compute the user’s 
interest in the page’s (current) theme using formula (1) and (2) from section 4.1 
and formula (3) from 4.2.1. 
(2) Compute the closeness of the content of the currently browsed page to that of the 
previously visited page using formula (4), and then obtain the stay time on the 
current page by formula (5)(6). 
(3) For every page linking to the current browse page, compute the closeness of the 
page’s theme to the theme of the current page using formula (3), as well as their 
respective visibility closeness using formula (7), which was described in 4.4. 
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(4) Compute every linked pages’ possibility of being visited next using formulas (8) 
and (9) from section 4.5. 
(5) Out of all pages linked to the currently visited page the linked-page with the 
highest probability calculated in step (4) will actually be visited next.  
(6) Go back to step (1). 
In the end, it is worth pointing that, based on the above descriptions, it is clear that the 
stay time on a page and the possibility of selecting the next page both depend on the 
selections of the previous steps. Thus, the HBB-IDT model is essentially a Markov 
procedure, and as such complies with the general theory of interest-driven human 
behavior as depicted in works of Barbasi and Zhou. 
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Chapter 5  
Experimental Results 
5.1 Evaluation Framework 
5.1.1 HBB-IDT Emulation Framework  
Based on the model outlined in the previous chapter, we have developed a software 
framework for the emulation of Human Browsing Behavior using Interest-Driven 
Theory (HBB-IDT). The framework can be employed on any target Web site and 
does not require knowledge of the system logs or prior human behavior on the given 
site. 
The framework is developed in Java and includes the following three components: 
(1) Content Gatherer crawls and downloads all Web pages from the target Web site. 
Note that although our model does not require knowledge of the system logs or 
prior human behavior on the target site, the system does assume that the site’s 
content (i.e., the content of its individual Web pages) is readily known and available. 
(2) Data Analyzer is responsible for analyzing the content of individual Web pages, 
determining their respective themes, as well as building the linkage maps of the 
target site. Data Analyzer’s results are stored in a database (we use SQL Server 2014) 
to support the next functions. 
(3) Human-Mimicking Crawler. This component is the core of the system. By relying 
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on the data provided by (1) and (2) and by implementing the functions outlined in 
Chapter 4, this component aims to (i.e., is capable of) generating browsing 
sequences on the target Web site that resemble the sequences that would be 
generated by real human visitors. 
5.1.2 Evaluation Software 
In addition to HBB-IDT emulation framework, we have also built a software for 
evaluation of the given framework (i.e., evaluation of HBB-IDT model). In particular, 
for a given target Web site and a given real browsing sequence on that site, the 
evaluation software is capable of determining the probability that HBB-IDT model 
has generated this sequence as opposed to the probability that this sequence was 
generated by the standard random browsing model. Details of the actual evaluation 
methods will be introduced in the next section. 
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Fig 11. The User Interface of the Evaluation Software 
Figure 11 shows the GUI interface of the HBB-IDT evaluation software, together 
with some running results. Figure 12, on the other hand, shows the architecture of the 
core classes, including algorithms, simulator components and evaluator components 
of the HBB-IDT evaluation software. 
 
 Fig 12. Class Diagram of the HBB-IDT Evaluation Software Framework  
(Generated by Enterprise Architecture 12.0) 
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5.1.3 Simulation Outputs 
By running the HBB-IDT emulation framework targeting a test Web site (in our case 
this was a mirror site of www.cbc.ca - see Section 5.3 for more details), we were able 
to observe the simulation outputs directly. For an illustration, see Figure 13.  
In the simulation shown in Figure 13, the HBB-IDT emulation framework totally 
lunched 14 Web requests, whose URLs are listed in the column “URL”. The column 
“Step” indicates the sequence number of each request to be visited, and “Stay Time” 
indicates the for how long the mimic-browser stayed on the Web page.  
The outputted URL sequences and stay times in Figure 13 indicate/verify that the 
HBB-IDT model focuses on meaningful and content-related Web pages most of the 
time, while other pages, such as advertisements or about pages, are seldom visited. It 
also changed topics during browsing (in this case, the topics of URL 2-4 are technical 
news, while URL 1/6/12/14 are social and political news), and the stay time follows a 
distribution between exponential and power law.  
 
Fig 13. Part of a Simulation Result on www.cbc.ca 
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5.2 Evaluation Method  
The major goal of our research on the HBB-IDT model is to simulate realistic human-
like request sequences. Therefore, it is necessary to identify an evaluation method to 
determine the degree to which the HBB-IDT model’s output is close to the sequences 
generated by a real human, as well as to compare the outputs of HBB-IDT model with 
output sequences of other popular Web site workload testing tools. 
Currently, there is no universally acceptable way of measuring the accuracy of a 
human-browsing model. In general, to evaluate the accuracy of a browsing model, it 
is possible to compare the logs of real humans from the target site with those output 
by a human-browsing mode using statistical metrics or machine-learning algorithms. 
However, for this approach to yield accurate results a large number/volume of real 
logs from the target site would be required, which is often impractical or impossible 
to obtain. This exactly was the case in our experimentation with www.cbc.ca site . 
To compensate for the lack of statistically sufficient amount of real target-site logs, 
we propose the following evaluation method as a means of comparing the accuracy of 
the HBB-IDT with that of other models. The basis of this method is the following 
question: Is it possible for a model to produce a browsing sequence that is identical to 
a sequence produced by a human? Generally (not strictly), a model that is more likely 
to generate real sequence can be considered more realistic (i.e., accurate). Thus, by 
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comparing each model’s likelihood of generating a real sequence, it is possible to 
assess the differences in their respective performances. 
Based on the above idea, our evaluation methodology comprises the following 
procedures:  
(1) Select one human-generated URL sequence from the logs collected on our test site 
(See Section 5.3). 
(2) Compute the probability of our HBB-IDT model generating this particular sequence 
and the expected stay times on each Web page in the sequence. 
(3) Compute the probability of other tools/models generating the same sequence. 
(4) Compare the two probabilities.  
It should be noted that the probability that a site consisting of a large number of Web 
pages will generate any particular URL sequence is very low (regardless of the 
employed model) and therefore may not be very informative. Therefore, instead of 
presenting the two probabilities independently, we compute and present the ratio of 
the two probabilities, as shown in equation (10). 
𝑅 = ∏
𝑃(𝑖−1,𝑖)
𝑃′(𝑖−1,𝑖)
𝑛
𝑖=1        (10) 
  
In formula (10), R is the ratio of our model’s probability and the probability of 
another model. n is the number of Web pages as found in a provided human sequence. 
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𝑃(𝑖 − 1, 𝑖) is the probability of moving from page i-1 to page i according to our 
HBB-IDT model, whereby the pages and order is dictated by the provided human 
sequence. Based on formula (9) introduced in Chapter 4, we can numerically calculate 
the value of 𝑃(𝑖 − 1, 𝑖). On the other hand, 𝑃′(𝑖 − 1, 𝑖) is an equivalent probability 
corresponding to (i.e., calculated for) the other evaluated model/tool. In this way, we 
can compute the probabilities to generate a specific real-URL sequence with each 
model and then compare them relative to each other. 
In the following sections, we will illustrate our evaluation process and respective 
experimental results obtained using the above describe evaluation framework. In 
particular, Section 5.3 we introduce the test site and real log collection procedure. In 
Section 5.4, we present our experimental results pertaining to the comparative 
performance of HBB-IDT relative to other widely used Web site testing tools and 
models. 
5.3 Evaluation Site and Evaluation Procedure 
To evaluate our model under real-world conditions, we chose the most popular news 
Web site in Canada, www.cbc.com as our study case. The reason for this is: (1) the 
Web site covers a wide range of themes and contents and thus is likely to satisfy a 
large number of different interests; (2) textual components are the primary source of 
information in most of its Web pages, which meets our research assumptions; (3) this 
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is mostly a non-interaction Web site (i.e., most users request and do not posting 
information), which also agrees with the assumptions of our research. 
5.3.1 Test Environment 
Clearly, it was not possible for us to gain access to the CBC’s human generated logs. 
Thus, in order to capture the actual human browsing sequences on this site (which 
would ultimately be needed to evaluate our HBB-IDT model), we set up a mirror-site 
of the www.cbc.ca/news directory, which will be introduced in detail. The major steps 
performed while setting up this mirror site include: 
(1) Download the Web pages from www.cbc.ca/news using HTTrack Website Copier 
v3.48 - a popular software that facilitates the creation of Web site mirrors. To avoid 
downloading of too much content, we have enabled filters in the software setting, 
including: 
a) Do not download news Web pages before 2015. 
b) Do not download video and audio files. 
c) Do not download special documents such as .doc, .zip, and .pdf. 
d) Do not download users’ comments posted on each webpage, and disable the 
comment-functions on the downloaded webpages, so that the mirror site is a 
pure non-interactive website according to Assumption 1 stated in Section 3.1.1. 
e) The maximum depth of links to gather is 4. 
f) All links to Web sites other than www.cbc.ca are replaced by a link to an error 
page, which prompts the visitor to go back to the previous page. 
 50 
 
(2) Upload the mirror Web site to Microsoft’s cloud virtual server, and configure it in 
IIS 9.0. The home URL of this site was set to http://cse.cloudapp.net, and the site 
was accessible from anywhere in the Internet.  
(3) To capture the necessary logs and identify different users (even those from the 
same/shared IP address), an ASP file was placed in the root directory of the Web 
site and was assigned as the default index page. Then, we set the IIS logging module 
to catch not only standard information but also the field  CS(COOKIE). Therefore, 
any visitor to the mirror site would be assigned a unique ASPSESSIONID after 
entering/typing http://cse.cloudapp.net in their browser, and their Session ID would 
be recorded together with their respective IP address. 
By executing the above steps, a mirror of www.cbc.ca/news was finally set up to 
collect browsing logs generated by our human volunteers. 
To consolidate the evaluation, we held the experiment twice during our research, in 
May 2015 and Sep 2015.  
In the first experiment, we began downloading www.cbc.ca at 8:00 pm on May 18th 
2015. The procedure lasted 11 hours and was completed at 7:00 am on May 19th 
2015. At the end of the procedure, there were 22,740 files (including 13,011 HTML 
files) on the mirror site, occupying a total of 1.60 GB.  
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In the second experiment, downloading began at 2:00 pm on Sep 26th 2015, lasted 12 
hours and was completed at 2:00 am on Sep 27th 2015. This mirror contains 21,848 
files, including 11,421 HTML files, which amounts to a total of 2.18 GB. 
5.3.2 Volunteers 
As discussed in 5.2, it is/was necessary to collect real-human request sequences to 
compute the required probability values. Thus, for the purposes of HBB-IDT model 
evaluation, we solicited several volunteers to browse the mirror site.  
All volunteers were from EECS York University and were notified by email with an 
introduction and consent form. They were asked to enter the Web site and begin 
browsing the mirror site through the default page http://cse.cloudapp.net/. They were 
also informed that the experiment was anonymous (the participants did not have to 
identify themselves). 
In the first experiment, four volunteers (excluding the author) attended from 10:00 am 
to 11:00 pm on May 19th 2015. In the second experiment, there were 14 volunteers 
(excluding the author) who attended from 8:00 am to 8:00 pm on Sep 27th 2015. 
5.3.3 Data Set 
According to the IIS logs on the mirror server, there were 5375 URL requests in 
experiment 1 and 8998 in experiment 2. Based on the logged IP address and 
ASPSESSIONID data, we were able to group these requests into several sessions, 
meaning that the same volunteer or BOT sent all requests in one uninterrupted 
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session. In this way, we extracted 31 sessions in experiment 1 and 17 in experiment 2. 
Table 1 and 2 show the information for each of these sessions in each experiment, 
respectively: 
Table 1 All Sessions Logged in Experiment 1 for Evaluation 
Num Time Source IP ASPSESSION 
Page 
Count  
Dur
ation
(min
) 
Request 
Origin 
1 10:55:43- 12:4:3 99.233.3.74 
CACTRSDT=GBNJFHKBFKAKNBIBHPF
JICAF 
10 68  Toronto 
2 11:5:12 -20:3:24 66.249.64.177 NO SESSION ID 31 538  Google Bot 
3 11:5:14 - 18:47:13 66.249.64.187 NO SESSION ID 24 462  Google Bot 
4 11:5:14 - 20:57:56 66.249.64.182 NO SESSION ID 33 593  Google Bot 
5 11:13:39 - 11:13:39 66.249.64.177 
CACTRSDT=HBNJFHKBKCAMLPHOMND
DHAIK 
1 0  Google Bot 
6 
11:52:58 - 
12:9:53 
69.46.127.6 
CACTRSDT=IBNJFHKBFKCIPAHBEMB
IMLCC 
15 17  Oakville,ON 
7 11:55:59 - 23:0:18 5.9.190.107 NO SESSION ID 6 664  Unknown Bot 
8 
13:4:19 - 
13:16:18 
37.24.213.43 
ACDSQSCS=EEAJIGLBOMFHEAAPHC
ODHECA 
7 12  Europe 
9 14:49:36 - 14:49:42 198.200.64.109 
CCCQTTCT=JBADMCMBBFEPLKMAPILO
HJKF 
2 0  Server Test 
10 15:10:48 - 15:10:48 199.212.67.253 
CCCQTTCT=KBADMCMBNIIEAICLDNJE
CDFO 
1 0  York U 
11 17:15:23 - 17:28:18 66.203.207.67 
CACQTTDT=MGAFPDNBOAGKAJAGMJFILGH
M 
16 13  Scarborough 
12 18:57:19 - 18:57:19 24.114.69.40 
CADTQSCS=KGOHOPNBAKJFHDEPHLJN
MBBE 
1 0  Toronto 
13 18:59:59 - 19:2:49 37.24.213.43 NO SESSION ID 3 3  Europe 
14 20:0:0 - 20:0:0 54.86.138.239 NO SESSION ID 1 0  Amazon Bot 
15 20:0:2 - 20:0:2 52.7.18.41 NO SESSION ID 1 0  Amazon Bot 
16 20:0:2 - 21:5:23 198.200.64.109 
AQSBBADT=NAJHJDDBGKJPJMKAAEIL
MKPF 
2 65  Server Test 
17 20:0:10 - 22:59:33 5.9.190.101 NO SESSION ID 4 179  Cxense Bot 
18 20:0:15 - 20:4:49 89.145.95.42 NO SESSION ID 3 5  UK 
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19 20:6:6 - 20:6:6 ::1 
ASSDDDAT=CLJNHNDBCLHMLJGOBLBP
BAAH 
1 0  Server Test 
20 20:8:7 - 20:8:7 52.0.133.35 NO SESSION ID 1 0  Amazon Bot 
21 20:41:46 - 21:26:13 198.200.64.109 
CADTQSCS=MGOHOPNBJEJMNANACNP
ODLJI 
4 44  Server Test 
22 20:47:40 - 20:47:40 52.7.185.248 NO SESSION ID 1 0  Amazon Bot 
23 21:11:18 - 21:11:18 24.212.213.53 
CADTQSCS=NGOHOPNBBIDMFOLCPJAO
NHDM 
1 0  
Mississauga, 
ON 
24 21:12:19 - 21:12:19 52.7.218.87 NO SESSION ID 1 0  Amazon Bot 
25 
22:54:32 - 
23:4:34 
198.200.64.109 
AABRTTCT=JDDFJLPBNIGJMEJAECK
BMMEE 
17 10  The Author 
26 2:6:50 - 2:6:50 66.249.78.252 
ASQBBBDT=LEIPFJGBPGHLEGNDAEHK
GCJO 
1 0  Google Bot 
27 2:10:30 - 9:49:26 66.249.78.252 NO SESSION ID 4 459  Google Bot 
28 2:11:32 - 2:11:51 66.249.67.216 NO SESSION ID 2 0  Google Bot 
29 2:11:44 - 9:49:26 66.249.78.246 NO SESSION ID 2 458  Google Bot 
30 2:31:29 - 2:31:29 95.211.224.136 NO SESSION ID 1 0  leaseweb bot 
31 7:49:31 - 7:49:31 99.251.202.34 
ACCTQSCS=FLMHEKDCGFPMNJFJMCLK
NJOK 
1 0  Fredericton, NB 
* IP locations were looked up on http://whatismyipaddress.com/ 
Table 2 All Sessions Logged in Experiment 2 for Evaluation 
Num Time Source IP ASPSESSION 
Page 
Count  
Durati
on(min
) 
Request 
Origin 
1 8:34:37 - 8:34:54 99.227.146.169 
SCSBTRRA=JPJJDOODFANHAPHLGPMIF
CPI 
4 0.3 Brampton,ON 
2 8:37:38 - 11:23:15 198.91.172.239 
SCSBTRRA=LPJJDOODPIDGKEPCFGNDK
NMA 
16 166 The Author 
3 8:37:58 - 8:47:54 99.227.146.169 
SCSBTRRA=KPJJDOODLGDLOACLNFP
BDAOE 
14 10 Brampton, ON 
4 9:5:27 - 9:34:34 99.225.221.240 
SCSBTRRA=MPJJDOODCGIHHELEFBN
PBJKH 
11 29 Toronto,ON 
5 9:40:57 - 9:40:57 184.173.183.174 NO SESSION ID 1 0 Softlayer Bot 
6 9:52:49 - 9:57:56 65.94.54.180 
SCSBTRRA=NPJJDOODBINCLFJEACBN
CFBH 
7 5 
Toronto,O
N 
7 10:9:31 - 10:16:44 99.225.238.208 
SCSBTRRA=OPJJDOODDCKHMFPKIN
CCBHMG 
14 7 
Toronto,O
N 
8 10:43:13 - 10:58:36 216.105.80.21 
SCSBTRRA=AAKJDOODHMJLPHFGFFI
KIEOO 
24 15 
Toronto,O
N 
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9 10:44:36 - 10:53:56 99.238.81.13 
SATBSRQA=DIKBGPADNLHEBBDCOB
ODNFAE 
7 9 
Markham,O
N 
10 10:47:4 - 10:59:51 99.234.62.15 
SCSBTRRA=BAKJDOODHOGJLGEPKK
KABKGH 
13 13 
Toronto,O
N 
11 11:2:22 - 11:9:56 104.255.14.239 
SCSBTRRA=CAKJDOODPLPEKEMFLO
GBAFDJ 
5 8 
Toronto,O
N 
12 11:10:8 - 11:13:4 99.233.223.79 
SCSBTRRA=DAKJDOODOIAPILCALBL
DPPKE 
11 3 
Toronto,O
N 
13 11:58:53 - 16:7:34 99.238.110.111 
QCSDRRQB=NMIPPIAALIGOPMHMDOEHBPE
O 
14 249 
Thornhill,O
N 
14 12:51:36 - 12:51:39 198.91.172.239 
QAQDSRRB=NCBNCPAAACAINFEKGHC
CLLNJ 
2 0 The Author 
15 13:10:47 - 13:24:49 99.234.210.73 
QAQDSRRB=OCBNCPAAJMAJAKNMEAMFPG
DA 
14 14 
Toronto,O
N 
16 17:42:44 - 17:55:22 99.225.235.249 
QCQBSRQA=COPHEBDAHPLFFBAOFF
ENLIBJ 
14 13 
North York, 
ON 
17 19:0:8 - 19:15:56 70.55.34.47 
SCRBSQRA=PJLNGKDANIKANJIEFKF
OEBFH 
19 16 
Toronto,O
N 
* IP locations were looked up on http://whatismyipaddress.com/ 
In Table 1 and 2, the column “Page Count” indicates how many Web pages were 
requested during the respective session. It must be noted that this count is much 
smaller than the count of actual URL/HTTP requests in Web logs because a visit to 
one Web page can prompt several URL/HTTP requests (typically, 50 requests per 
page), e.g., images, javascript and css files. The column “Request Origin” shows the 
geographic locations from which the requests were sent. This information was 
obtained by performing an IP address lookup using http://whatismyipaddress.com/.  
According to Table 1, most of the recorded requests in the first experiment were from 
Web Bots. On the other hand, sessions enumerated 1, 6, 8, 11, 25 (also highlighted as 
bold in the table) can clearly be associated with human visitors to the site, including 
volunteers and the author himself. However, in Table 2, there is only one session 
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(session 5) that is recognized as a BOT, while the other 16 are all from volunteers or 
the author. The BOT counts in experiment 1 are much higher because the mirror 
server had been running for 1 month before experiment 1; thus, BOTs from Google 
and other companies had enough time to find and reach this server. After experiment 
1, we shut down the server for 4 months until the day before experiment 2 started. 
Therefore, few BOTs knew of the existence of the mirror server during experiment 2. 
According to the information given in Table 1 and 2 (column Page Count and column 
Duration), average counts of Web pages browsed by real-human visitors are 13 (in 
Table 1) and 12.3 (in Table 2), and average time per session are 24 minutes and 35 
minutes respectively.  
For a more objective dataset, we abandoned the author-sessions in both of the 
experiments. Therefore, we identified 4 and 14 human-generated sessions in 
experiment 1 and 2, respectively, which were used to evaluate our HBB-IDT model.  
5.3.4 Additional Data Pre-Processing 
Prior to the evaluation, the raw data corresponding to the human-generated sessions 
(that were collected as described in Section 5.3.3) had to be processed further for the 
following reasons: 
Some re-visited Web pages were not recorded by the logs because of the caching 
mechanism built into some of the clients’ browsers. (For example, for a user with a 
browser cache, if the user’s real browsing sequence is Page A -> Page B -> Page A -> 
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Page C, the recorded sequence in the server-logs may appear as Page A-> Page B -> 
Page C, even though Page B may have no direct links to Page C. In this case we can 
deduce with 100% certainty that Page A was revisited before Page C by checking the 
value of ‘referrer’ filed in the HTTP request for Page C as captured in the logs.) A 
similar omission occurs in pages that can automatically redirect to other pages using 
the <REFRESH> tag.  
To automate the process of ‘insert back all omitted URL requests’, as well as the 
process of removing irrelevant URL (i.e., requests for secondary Web pages), we 
developed a Visual Basic (VBA) routine. Figure 14 shows snapshots of logs in 
Experiment 1 before and after this additional processing has been done. 
 
Fig 14.a). A portion of the logs before processing. It can be seen that the request 
for each actual HTML document (Web page) is followed by tens of secondary 
URL requests (i.e., requests for non-textual objects embedded in the given page). 
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Fig 14.b). Logs from Fig 14.a) after processing. Only actual visited Web pages are 
extracted, and missing URLs are added back according to CS(REFERER), as 
shown in the 4th and 6th row. The stay time for each Web page is also calculated. 
 
5.4 Experimental Set-up and Results 
Based on the evaluation method proposed in section 5.2, we calculate the probabilities 
of the HBB-IBT model generating the real sequences described in 5.3 as well as the 
probabilities of these sequences being generated by some common Website workload 
testing tools / models.  
5.4.1 Tools/Models Used for Comparison 
There are many Website workload testing tools that are used in practice, and they 
deploy different request-sequence-generating models. By reading their documents or 
source codes, we were able to classify them into the following categories: 
(1) Tools that Use Pre-set Request List Model (PRLM, Sample: Apache ab).  
Many workload testing tools have adopted this model, including the Apache HTTP 
server benchmarking tool “ab” [2]. In this tool, the user provides/sets a URL list in the 
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command line or a configure file before running the tool. The testing tool then generates 
requests by randomly choosing URL from this list based on a uniform distribution. 
In our experiment, to use PRLM-based tools to simulate a request sequence, we listed 
all Web page files (13011 HTML Web pages on the mirror server in Experiment 1 and 
11421 in Experiment 2) in a configure file, and the model randomly selected one at the 
time. Clearly, with this model, the probability of jumping to Web page i from Web page 
i-1 – annotated as  𝑃′(𝑖 − 1, 𝑖) in formula (10) – is always 
1
𝑁−1
, where N is the overall 
number of all pages in the target site. In the case of www.cbc.ca, this value is 
1
13010
 in 
Experiment 1 and 
1
11420
 in Experiment 2. 
(2) Randomly Crawling Model (RCM, Sample: JMeter). 
Some popular testing tools also support Web page crawling functions, which means 
they are able to jump from one page to another provided the later page is linked to the 
previous one. For example, the widely used tool JMeter provides an HTML-Link-
Parser so that it can randomly choose and visit a link in the current page with equal 
probability (uniform distribution) [4]. 
Hence, in the case of this model, the value of 𝑃′(𝑖 − 1, 𝑖) in RCM is 
1
𝑛
, where n is the 
link-count of page i.  
(3) Record-Replay Model (RRM, Sample: Tsung). 
To achieve outputs that are more similar to those of humans, tools such as Tsung also 
provide interfaces to record users’ browsing sequences and then replay these sequence 
in future tests [3]. In particular, in the case of this tool, the user is first asked to visit the 
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target Web site in a special Web browser which can record users’ activities. All pages 
he/she has visited are recorded into one or several session files. Subsequently, the user 
can launch a test in the tool, and all request sequences generated by the tool are copies 
of the previously recorded sessions.  
This tool may be good for testing of static Web-sites – where the content of the site and 
thus the ‘most likely’ human sequences do not change over time. However, in case of 
dynamic web-sites - such as new-agency sites, including CBC – the pre-recording of 
sessions is likely not to yield good/accurate/realistic results. For this reason, we didn’t 
compare RRM with HBB-IDT in this research. 
5.4.2 Results 
According to the evaluation methods described in 5.2, we compared the probability of 
generating real sequences using the HBB-IDT model against the probability of those 
sequences being generated by the PRLM and RCM models (introduced in Section 
5.4.1) using formula (10).  
5.4.2.1 Comparison of Human-Generated Sessions 
(1) URL Sequence Comparison 
In the dataset that was collected in Experiment 1, 4 out of 31 sessions were launched 
by volunteers, whose session numbers were 1/6/8/11. Table 3 shows the results of the 
comparison for these four particular sessions. 
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Table 3 Evaluation Results for the Simulation of Real Human Sequences in Experiment 1 
Session Num. 
(Num. in Table 1) 
Ratio of HBB-IDT vs PRLM 
(R in Equation 10) 
Ratio of HBB-IDT vs RCM 
(R in Equation 10) 
1 3.75 X 1023 131.54 
6 7.87 X 1032 4738.66 
8 1.01 X 1018 515.44 
11 1.36 X 1051 175.82 
Based on Table 3, it is obvious that the HBB-IDT is always far more likely to 
generate real human sessions than the random model. For example, with respect to 
generating the same request sequence as in Session 1, the probability obtained with 
the HBB-IDT model is 131.54 times greater than the probability obtained using 
Random Crawling Model, and 3.75 X 1023 times greater than the probability obtained 
using Pre-set Request List Model.  
In the dataset that was collected in Experiment 2, there were 13 volunteer sessions. 
The respective results are shown Table 4: 
Table 4 Evaluation Results on Simulating Real Human Sequences in Experiment 2 
Session Num. 
(Num. in Table 2) 
Ratio of HBB-IDT vs PRLM 
(R in Equation 10) 
Ratio of HBB-IDT vs RCM 
(R in Equation 10) 
1 5.74 X 105 1.99 
3 2.66 X 1044 2262.86 
4 1 X 1036 825.59 
6 4.67 X 1013 7.71 
7 7.13 X 1050 608.66 
8 8.53 X 1094 2676784.97 
9 3.99 X 1017 7.26 
10 1.95 X 1043 2344.59 
11 8.11 X 1011 14.01 
12 5.33 X 1054 13835.93 
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13 2.70 X 1039 8861.56 
15 3.70 X 1041 49010.34 
16 5.98 X 1054 37859.40 
According to Table 4, the comparison results in Experiment 2 are similar to those 
collected in Experiment 1, showing that the HBB-IDT has a much higher probability 
of simulating human browsing sessions compared to the Random Crawling model and 
the Pre-set Request List Model. In certain extreme cases (for example in session 8 in 
table 4), the probability of generating a real human browsing sequence using the 
HBB-IDT is as much as 2.67 million times greater than the probability obtained using 
the RCM. 
(2) Stay Time Comparison 
The stay time of each Web page is another output of a simulation model and is used 
as an important evaluation metric.  
Based on the raw logs collected in Experiments 1 and 2, we obtained the time-stamps 
of each Web page (i.e., the time when a Web page, in a sequence, was actually 
requested). Based on the obtained values we were able to estimate the volunteers’ stay 
times on each Web page using the formula 𝑑𝑖 = 𝑡𝑖+1 − 𝑡𝑖, in which 𝑡𝑖 and 𝑡𝑖+1 are 
the time stamps of Web page i and i+1, and 𝑑𝑖 is the estimated stay time on Web 
page i. We also computed the expected stay times on these Web pages using the 
HBB-IDT model, as explained in section 5.2 step (2).  
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In case of random models such as RCM and PRLM, stay time values are generally 
random numbers following a uniform distribution. Thus, to evaluate/compare the stay 
times of these two models, we generated a random number for each Web page in a 
sequence and used it as this page’s respective stay time. 
By aggregating the above data, we obtained three stay time vectors: Actual Stay Time 
(estimated), HBB-IDT Stay Time and Random Model (RCM/PRLM) Stay Time. All 
vectors are of the same dimensionality, which is the count of URL-requests launched 
by human volunteers in the respective experiment. Based on Table 1 and 2, the vector 
dimensionalities are 48 in Experiment 1 and 169 in Experiment 2. Figure 15 shows a 
fraction of these vectors corresponding to Experiment 2. 
After generating/computing the stay time vectors in Experiment 2, we subsequently 
computed: a) the Pearson correlation between the HBB-IDT stay time vector and the 
actual stay time vector, and 2) the Pearson correlation between the Random model 
stay time vector and the actual stay time vector. Figure 15 shows the obtained values 
of the two correlation matrices. These values indicate that the stay times of the HBB-
IDT model are weakly positively correlated to the actual stay times (0.226 on the 
significant level 0.007), while the Random model values are non-correlated (-0.005 on 
the significant level 0.95) with the actual stay times. Thus, we conclude that, overall, 
the HBB-IDT model results in better stay times relative to the random (RCM and 
PRLM) models. 
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Fig 15. Stay Time Vectors. Actual ST is the actual stay time on each Web page as 
derived from recorded volunteer sessions, RCM ST is the expected stay time of 
Random models, and Model ST is the expected stay time of the HBB-IDT 
model. ). 
 
 
Fig 16. Correlation matrices of the HBB-IDT and Random Models to Actual Stay 
times. These results were calculated using Origin Pro correlation analysis tools.  
In addition to the results presented in Figure 16, we also compared the frequency 
distributions of the three stay time vectors. Here the term frequency indicates the 
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occurrences of stay-time values within an interval in each vector. For example, in the 
vector of Acctual-Stay-Time, there are 3 URL-requests whose stay time values are 0, 
42 between 0 to 10, and 23 between 10 to 20. Then the frequency of stay time in 
interval [0,0] is 3, that of stay time in interval (0,10] is 42, and that in interval (10,20] 
is 23. As shown in Figure 17, the stay time frequency distribution of HBB-IDT is 
much closer to that of actual cases than the Random models. Furthermore, we also 
computed the Cumulative distribution of stay time to make the comparison much 
clear. Cumulative frequency means the count of all values not greater than a given 
value. For instance, in the above example, the cumulative frequency of stay time 
value 20 is 68, which equals 3+42+23. The cumulative distributions of the three stay-
time vectors are shown in the lower part of Figure 17, which also reveals that HBB-
IDT is much closer to the actual case. 
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Fig 17. Stay Time Frequency Distributions (upper graph) and Cumulative 
Frequency Distributions (lower graph).  
Because of time limitations, we chose not to address additional details regarding stay 
time distributions. However, based on the above analysis and figures, it is still 
obvious that HBB-IDT generates more human-like Web page stay times than RCM 
and PRLM do. 
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5.5 Discussions and Limitations 
The results of our experimentation with HBB-IDT support the assumption that our 
model is more accurate than the existing models/tools, such as the Random Crawling 
Model adopted by JMeter and the Pre-set Request List Model adopted by Apache-ab, 
with respect to simulating human Web browsing behavior.  
However, there are limitations to the experiment and evaluation. 
(1) Web pages with titles that contain French characters were not recognized by the 
simulation software, thus affecting simulation accuracy.  
(2) The content of the mirror Web site were not 100% up to date (at least 12 hours were 
needed to create and upload a mirror), which was a factor potentially 
affecting/skewing volunteer behavior. 
(3) Clearly, the experiments involved a limited number of volunteers. Ideally this 
number would have been larger in order to increase the overall confidence in the 
obtained results. 
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Chapter 6  
Conclusions and Future Work 
In this thesis, we propose an interest-driven model of human browsing behavior in the 
WWW. The model is based on the well-known theory of interest driven behavior, and 
is applied to Web sites that are not visited previously or do not have sufficient 
statistical information about past user browsing behavior.  
In this chapter, we outline open issues and discuss future research directions.   
(1) Bi-directional interactions between users and Web sites are not considered in the 
current model. Currently, our research and experiments focus mainly on non-
interactive webpages, such as a university’s portal site or a news agency’s web 
site. These websites do not allow users to modify or add to the content they are 
reading. User behavior may be different on interactive websites because their 
interest is now extended from reading to communicating with others. In the future, 
we will extend the current model to take into account user behavior on interactive 
websites. 
(2) The accuracy of the model can be further enhanced by using more advanced 
semantic and visibility analysis. Several advanced methods [28] – [35] exist that 
can accurately evaluate the semantics and visibility of webpages. These methods 
are very complex and powerful, and capable of addressing problems caused by 
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asynchronous technologies such as AJAX. In the next stage of our work, we will 
incorporate these methods into our model to enhance its accuracy.   
(3) We will also continue to evaluate the model on other real-world Web sites using 
larger numbers of human participants. 
Although the research presented in the thesis is ongoing, we expect that the HBB-IDT 
model and the initial experimental results will act as a catalyst for broader discussion 
and ultimately mark a new era in the design and utilization of bots/crawlers mimicking 
human behavior.   
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