Few studies have assessed the efficacy of the Differential Functioning of Items and Tests (DFIT) methodology for assessing measurement invariance with Likert data. Monte-Carlo analyses indicate large improvements in the sensitivity of the DFIT methodology for identifying lack of measurement invariance when using appropriate, empirically derived, cutoff values.
Likert scales are routinely used in educational and psychological research as measures of constructs of interest. If sound scale development procedures are followed, the resulting scale can reliably and validly measure a construct. However, if a given scale is used to make comparisons among different populations of respondents (e.g., cultures; Riordan & Vandenberg, 1994) , over time in longitudinal measurements (Golembiewski, Billingsley, & Yeager, 1976) , or across different mediums of data collection (Ployhart, Weekley, Holtz, & Kemp, 2003) , measurement invariance must be established before meaningful comparisons in observed data can be made (Raju, Laffitte, & Byrne, 2002; Taris, Bok, & Meijer, 1998; Vandenberg, 2002) .
Recently, IRT methods of establishing measurement invariance for Likert data have gained acceptance.
IRT methods of establishing measurement invariance typically have used the nomenclature of differential item functioning (DIF). DIF is said to occur when the relationship between levels of examinees' latent trait ( ) and the probability of responses for a particular item differ between two groups (Camilli & Shepard, 1994) .
The Differential Functioning of Items and Tests (DFIT) framework (Raju, van der Linden, & Fleer, 1995) has been advanced for assessing both DIF and differential test functioning (DTF). Although the DFIT methodology is relatively new, it has been used in several studies published in prestigious journals (e.g., Collins, Raju, & Edwards, 2000; Donovan, Drasgow, & Probst, 2000; Ellis & Mead, 2000; Facteau & Craig, 2001; Flowers, Oshima, & Raju, 1999; Maurer, Raju, & Collins, 1999; Raju, et al., 2002) . Articles published in these journals (including Applied Psychological Measurement, Educational and Psychological Measurement, and Journal of Applied Psychology), lend a high level of credibility to the DFIT methodology.
Despite its high profile use in the past few years, the DFIT methodology is still under development. Few studies have been published that examine the efficacy of the DFIT program for detecting DIF in Likert data. More importantly, DFIT relies on non-parametric cutoff values for its indices in order to evaluate DIF. The recommended cutoff values have been changed substantially in recent years leading to some questions as to the optimal cutoff value that should be used. In this study, we simulated data with known DIF in order to the efficacy of the DFIT program for detecting DIF using several potentially promising cutoff values.
DFIT Method Overview
The DFIT methodology provides three indices in total: an index of differential test functioning (DTF), an index of compensatory differential item functioning (CDIF), and an index of non-compensatory differential item functioning (NCDIF). In this study, we focus solely on the use of DFIT to identify DIF and only the NCDIF index is used for this purpose. Thus, we provide a brief overview of NCDIF; much more detail and accompanying formula are provided in Raju et al. (1995) and Flowers et al. (1999) .
The non-compensatory DIF index (NCDIF) is an item level index similar to traditional indices of DIF, namely Lord's (1980) 2 and Raju's (1988) unsigned area index (Raju et al., 1995; Flowers et al., 1999) . This index is referred to as non-compensatory because the index does not take into account differential functioning of other scale items. Though NCDIF can be evaluated by parametric 2 tests, these tests are thought to erroneously over-identify items as exhibiting DIF (Fleer, 1993 cited in Raju et al., 1995 . As a result, Raju et al. recommended a cutoff value of .016 for the non-compensatory DIF (NCDIF) index for polytomous data with five response options in their original 1995 article. In the documentation accompanying the most recent version of the software (Raju, 2000) , the recommended NCDIF cutoff value was .096 for data with the same properties. The DTF cutoff value is computed as the NCDIF cutoff value multiplied by the number of scale items (Raju, 2000) , while the CDIF values are used to select which items might be removed from a scale in order to eliminate DTF. Thus, all three indices are affected by the change in cutoff value, highlighting the importance of a choice of cutoff value.
Empirical Investigation of the DFIT Methodology
Though several published studies have used the DFIT program, few published studies have examined the efficacy of the DFIT methodology with data known to show a lack of measurement invariance and none have investigated different cutoff values. In one of the only two published articles that we could locate, Flowers et al. (1999) simulated Likert scale data with either 20 or 40 scale items and found adequate DIF detection with the methodology. Importantly, Flowers et al. simulated two thousand items with no DIF in order to determine the 99th percentile of the NCDIF index to guard against Type I error (T1E). As a result, they used an empirically established cutoff value of .016 for the NCDIF index. In the second, Bolt (2002) 
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Data were simulated to represent either 500 or 1000 participant responses on a twelve-item Likert scale with five response options for both a referent and focal group. These data were meant to represent a single scale measuring a single unidimensional construct.
In order to manipulate the amount of DIF present, referent group item parameters were simulated under the graded response model (Samejima, 1969) , then these item parameters were changed in various ways in order to simulate focal group item parameters.
A random normal distribution, N[ =-1.7, =.45] was sampled in order to generate the threshold values for the lowest boundary response function (BRF) for the referent group data. Constants of 1.2, 2.4, and 3.6 were then added to the lowest threshold in order to generate the threshold parameters of the other three BRFs necessary to generate Likert-type data with five category response options. The a parameter for each item was also sampled from a random normal distribution, N[ =1.25, =.07] (cf., Meade & Lautenschlager, 2004) . Actual values of the referent group item parameters can be found in Table 1 . Data were generated using the GENIRV item response generator (Baker, 1994) .
Simulating DIF
Two items were simulated to exhibit varying amounts of DIF between groups. For each DIF item in which b parameters varied between groups, a value was added or subtracted to the referent group b parameters in order to create the focal group b parameters. There were three conditions simulated in which items' b parameters varied. In the first condition, only one b parameter differed for each DIF item. This was accomplished by modifying the referent group's largest b parameter value in order to create the focal group's largest b parameter value. This condition represents a case in which the most extreme option (i.e., a Likert rating of 5) is more or less likely to be used by the referent group than the focal group for persons with the level of the latent trait. In a second condition, each DIF items' largest two b parameters were set to differ between groups. Again, this was accomplished by modifying the referent group's largest two b parameters in order to create the focal group's item parameters for the two DIF items. In a third condition, all four b parameters were simulated to differ between groups for both DIF item.
Two levels of magnitude of DIF were simulated. In the first, a constant of 1.0 was added or subtracted to each DIF items' differentially functioning (DF) parameters. This condition of large magnitude of DIF is equal to that of Flowers et al. (1999) when applied to all four b parameters. Additionally, we simulated a condition of low magnitude of DIF in which a value of .4 was added/subtracted to DF parameters. Note that while these levels of DIF are somewhat less than those simulated in the Flowers et al. (1999) and Bolt (2002) studies, they are nearly identical to those simulated by Meade and Lautenschlager (2004) . In that study, these low levels of DIF were readily detected by both IRT likelihood ratio tests (Thissen, Steinberg, & Wainer, 1988 , 1993 and by confirmatory factor analysis test of measurement invariance.
All conditions simulated allow for the possibility of DIF canceling out across items. DIF was simulated to cancel across items by setting DIF items' b to vary in opposite ways for different DIF items. For example, when the two DIF items' largest b parameters differ between the referent and focal groups,.40 was added to largest b parameter for the first of the two DIF items while .40 was subtracted from the largest b parameter of the second DIF item. We chose to simulate cancellation of DIF as DFIT has been shown to perform better in such circumstances (Meade & Lautenschlager, 2005) . One hundred data samples were simulated for each condition.
Data Analysis
In order to detect differences in item parameters between the referent group and focal group using the DFIT method, item parameters must be estimated and put onto the same metric using a linking procedure. Item parameters were estimated using the MULTILOG program (Thissen, 1991) while linking was accomplished using the Equate 2.1 program (Baker, 1995) . Like others (cf. Bolt, 2002; Flowers et al., 1999; Raju et al., 1995) we used a two-stage linking procedure in which linking constants were computed, DIF analyses conducted, and DIF items removed to re-compute the linking constants. These second-stage linking constants were then used to equate the focal and referent group item parameters.
To evaluate the efficacy of the item-level NCDIF index at different cutoff values, power was assessed by computing true positive (TP) rates for each replication by calculating the number of items generated to have DIF that were successfully detected as DIF items divided by the total number of DIF items generated for the sample. T1E rates were computed as false positive (FP) rates by taking the number of non-DIF items flagged as exhibiting DIF, divided by the total number of items simulated to not contain DIF. These power and T1E rates were then averaged across all 100 replications simulated for each condition for each cutoff value.
Cutoff Values.
We investigated the performance of a total of seven potential NCDIF cutoff values. Simulated DIF can be thought of as a shifting in the distribution of two groups by a constant. Thus, the relationship between power and T1E is an inverse relationship in detecting this shift. The choice of a higher cutoff value will necessarily lower power but also reduce T1Es. Conversely, lower cutoff values will increase power to detect DIF, but will also necessarily increase T1Es. We chose to investigate the recommended NCDIF cutoff value (.096; Raju, 2000) as well as potential cutoff values of .054 (the recommended value if one of the response options were to be deleted due to low response rate), .032 (as recommended by Bolt, 2002) , .016 (as recommended by Flowers et al., 1999) , and three empirically derived cutoff values based on our data.
These cutoff values were derived by simulating 100 replications of a condition of no DIF, then calculating NCDIF values for each item in order to establish the NCDIF value associated with different levels of T1E (cf., Bolt, 2002) . These analyses suggested empirical cutoff values of .0115 (T1E rate of .05 with N=500), .009 (T1E rate of .10 with N=500; also, as recommended by Bolt, 2002) , and .006 (T1E rate of .05 with N=1000) for our data.
ROC curves. ROC curves are used to graphically represent the magnitude of DIF simulated in each condition as well as the tradeoff between power and T1E of each NCDIF cutoff value. These curves feature Power on the y-axis with T1E rates on the x-axis, with each point on the graph corresponding to the Power and T1E rates for a particular cutoff value. When a strong level of DIF is simulated, the resulting plot will show the ideal situation of a curve that tends to be located in the upper left-hand corner of the graph. A diagonal line from lower left to upper right indicates that no DIF could be suitably detected (due to a simulation of a trivial amount of DIF) .
Results
Power and T1E rates for all conditions and cutoff values with sample sizes of 500 are presented in Table 2 while those with sample sizes of 1000 appear in Table 3 . As must be the case, higher cutoff values were associated with both lower power and lower T1Es across all study conditions. In examining power and T1E rates, it appears that the recommended cutoff value of .096 trades too much power for a decreased FP rate in nearly all conditions. Lower cutoff values also were also able to maintain perfect T1E rates while showing substantially more power to detect DIF. Conversely, the lowest cutoff value (.006) showed T1E rates that were far too high for sample sizes of 500.
Examining the conditions of a large magnitude of simulated DIF for either 2 or 4 of the DIF items' parameters (Tables 2 and 3) indicates that such a pervasive amount of DIF is detectable by nearly any NCDIF cutoff value. However, the .096 cutoff somewhat underperforms the others for the two parameter condition, while the .006 and .009 cutoff values have somewhat high T1E rates in the N=500 conditions. Nearly any cutoff value between .054 and .009 would be suitable to detect this large magnitude of DIF while remaining somewhat free of T1E.
Conversely, when very little DIF was simulated, as with only one DF parameter and a magnitude of .4, no cutoff value performed particularly well. Though the .006 cutoff value had higher power rates, the chances of detect this small amount of DIF was less that 50% and T1E rates were excessive for this cutoff when N=500.
The remaining conditions of moderate simulated DIF provide the most information regarding the choice of cutoff value. In order to better understand the relationship between power, T1E, and cutoff values for these conditions, we plot ROC curves for conditions of moderate DIF . Figure  1 graphically presents the tradeoff between power and T1E for the condition of two parameters with DF of .4 each. Examining the graph clearly indicates that for sample sizes of 500, the cutoff .016 value was slightly underpowered while .009 and .006 had T1Es in excess of 10%. For these data, the .0115 cutoff value appeared to perform optimally. With sample sizes of 1000, the cutoff of .009 would be the optimal balance of power and T1E, while .0115 also provides good power with very little T1E. For this sample size and condition, the .006 cutoff value provides nearly perfect power, but has slightly larger (though reasonable) T1E.
Somewhat more DIF was simulated when all four parameters exhibit .4 magnitude of DF (see Figure 2 ). For sample sizes of 500, clearly the .032 cutoff has the optimal properties of perfect power and error rates. However, the .016 and .0115 indices also showed perfect power and had suitable error rates. For sample sizes of 1000, all cutoff values smaller than .032 had perfect power. However, T1Es were somewhat higher for .006.
Lastly, Figure 3 depicts ROC curves for the condition of one DF parameter and a DF magnitude of 1.0. As can be seen, less DIF was simulated in this condition than in that depicted in Figure 2 . For sample sizes of 500, the best balance of power and error rates seemed to be at the .0115 and .009 cutoff values. However, the .009 cutoff had T1E rates that may be considered excessively high if many items were being examined for DIF. For sample sizes of 1000, both the .009 and .006 indices performed quite well and either would be quite suitable for data such as these.
Discussion
Across all simulated conditions, our results indicated that indices other than the recommended NCDIF index cutoff value of .096 (Raju, 2000) would be preferable for the identification of DIF. In this study, we found that many NCDIF cutoff values provide much more power and comparable T1E rates for conditions of moderate and large simulated DIF. Conversely, when very small amounts of DIF were simulated, no cutoff value exhibited adequate power while maintaining suitable T1E. For conditions of moderate DIF, we found that the cutoff values of .0115 and .009 performed most optimally for sample sizes of 500. Similarly, cutoff values of .009 and .006 performed most optimally with sample sizes of 1000. Not coincidentally, these values correspond to those we empirically derived based on their known T1E values. By simulating data with a known lack of invariance, we were able to empirically determine the cutoff values which would optimize the T1E and power relationship.
Based on this study, we recommend that, whenever possible, researchers empirically derive their own cutoff values based on their own particular number of items and sample size. Such values will be known to provide acceptable T1E while maximizing power. However, we realize that the ability and motivation of researchers to conduct a small Monte-Carlo study prior to undertaking analyses is likely unrealistic. In such cases, we recommend the following: For sample sizes 500 or less, cutoff values of .0115 would provide a liberal tests of DIF while a cutoff value of .009 would provide a conservative test (at the risk of potentially over-identifying items as DF). For sample sizes of more than 500, we recommend a cutoff value of .009 as a liberal test of DIF and .006 as a conservative test.
Limitations and Summary
One issue not addressed in this study is that of detectable DIF versus practically significant DIF. We clearly found that many NCDIF cutoff values would be much better suited to detect DIF than the .096 cutoff. However, we do not know whether these levels of DIF, while readily detectable, should be considered practically significant. Indeed, one of the goals of modifying the NCDIF cutoff value in the most recent version of DFIT was to choose cutoff values that are known to be insensitive to nonpractically significant DIF. Note, however, the adaptation of the NCDIF cutoff value from dichotomous to polytomous data has been criticized (see Meade & Lautenschlager, 2005) . We believe that the issues of detectable versus practically significant DIF are best treated separately. In other words, we believe that an NCDIF value should be used that shows the best combination of power and error rates. Whether or not the DIF that may then be detected is considered consequential should be left up to researcher judgment, not built into the NCDIF cutoff value directly as is currently the case.
As with all simulation studies, our study was limited in scope. The specifics of the simulation conditions represent only a very small number of possible scenarios of Likert scales.
Thus, future research is needed to both determine the optimal cutoff score with different numbers of items and sample sizes.
Raju and his colleagues have made many significant contributions to the IRT literature and have introduced a promising methodology with the DFIT program. We hope that future research will provide further insight as to ways in which applied research can make informed choices with respect to cutoff values.
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