Abstract. J. M. Pollard, in 1974, presented the P -\ integer factoring algorithm. His paper couched the algorithm in theoretical terms based upon use of Fast Fourier Transform techniques, but he was unable to say whether the method could be made practical. We discuss the mathematical basis of the algorithm and show how it can work in practice. The practical implementation depends, for its success, upon the use of Residue Number Systems. We also present an open problem as to how the method could be made to work for the Elliptic Curve factoring algorithm.
Introduction
Let A be an odd composite integer whose factorization is sought. A key problem in one variant of the second phase of the P -\ and Elliptic Curve (ECM) factoring algorithms [11] is constructing two sequences x0, xx , ... , xm_x, over Z/NZ and checking whether GCD(x( -y¡, N)> 1 for some / and j. For example, in P -1 the x¡ and y. might represent selected powers of an element H mod A [11, p. 251] . In ECM the xi and y. might represent the jc-coordinates of selected points on an elliptic curve [11, p. 256] . A nontrivial GCD will usually yield a factorization of A, and the chance of finding a nontrivial GCD increases with mn .
Let lg denote logarithm to the base 2 and In denote natural logarithm. Previous methods required O(mn) operations mod N to do the above tests; this comes to 0(mn lg (N)) bit operations, using classical algorithms for modular arithmetic. If instead we select m and n such that m \ n and m is a power of 2, then we can do it in 0((n + m) lg(m) lg(A) [lg(w) + lg(N)]) operations and 0(m [lg(m) + lg(N)]) space by using fast polynomial convolution algorithms. The time is even less for the P -1 algorithm if we require that the y-sequence be a geometric progression mod A. The constants are sufficiently small that the method is practical. For example, if m is 16384, n is 131072, and N is a 100-digit number, then an Alliant FX/8 with four computational elements can complete the approximately 2-10 tests in 16 minutes. In this way we found the factors in Table 2 (see §8).
Classical P -1 algorithm
The P-1 factoring algorithm [14] depends, for its success, upon the concept of a group of smooth order. An integer is said to be y-smooth if all of its prime factors are less than y . Suppose that we have an arbitrary composite odd integer A that we wish to factor, and that p is a prime dividing N. Preselect a limit Bx (positive, real), and put (2.1) m= n p°>, pl prime so that M is the product of prime powers less than Bx. Then, choose any small integer a^ ±\ which is coprime to N, and compute Relation (2.3) will be true whenever p -1 has all of its prime power divisors less than Bx , that is to say, the order \(Z/pZ)*\ of the multiplicative group (Z/pZ)* is B{ -smooth. It is a possible but rare occurrence for large N that A* has additional factors q of the same form as p. In that case all will appear in the GCD of (2.3). To rectify this problem, one reduces the value of M.
Otherwise, p will equal the GCD, and not just divide it, in (2.3).
A second stage of the algorithm succeeds whenever \(Z/pZ)*\ is smooth up to Bx and has a single prime factor between Bx and B2, where B2 » Bx . This part of the algorithm proceeds as follows. and periodically compute GCD(P, N).
Step 2 succeeds if p -1 | Ms for some prime 5 with Bx < s < B2. When the algorithm is implemented in this fashion, each prime in the interval (5,, B2] requires one multiplication mod A from (2.5) and one from (2.6). Add the setup cost in (2.4) to get a total of 2(ti(B2) -it(Bx)) + 0(\n (B2)) modular multiplications. Montgomery [11] suggests methods for reducing the number of multiplications.
Convolution Theorem
Our algorithms require considerable manipulation of polynomials over Z/AZ, esp. multiplication and evaluation. One may use Fast Fourier Transforms (FFT) to perform the polynomial multiplications via the Convolution Theorem [1, Chapter 7] .
Theorem 1 (Convolution theorem). Let f(x) = J2"lo f,x and S(x) = ¿Z"~q gjX1 be polynomials of degree at most n -1. Let
(so that s¡ = zZj+k=i (mod «) fjSk) ■ Form the following vectors of length n :
where * indicates a pointwise product. The quantity FFT(x) is the Fast Fourier Transform of the vector x, and FFT~ is the inverse transform.
The FFT in Theorem 1 is performed over the ring Z/NZ and is exactly analogous to the more familiar FFT's over C. If a) is a primitive root of order n [1] , then the FFT of the vector x of length n is 
7=0
By choosing n larger than the degree of the product and by padding / and g with leading zeros, one can compute an exact polynomial product via a circular convolution.
Assume n > 1 is a power of 2 and A^ is odd. If we know a primitive «th root of unity mod A, then a convolution algorithm based upon straightforward implementation of the Fast Fourier Transform will take 0(n lg(«)) arithmetic operations mod A. Such a primitive root will not exist unless all prime factors of AT are congruent to 1 mod n ; however the factorization of A^ is unknown. Nussbaumer's convolution algorithm [13; 8, Exercise 4.6.4-59] avoids this requirement, and can perform a circular convolution of length n in time 0(nlg(n)) multiplications and 0(lg («)) additions mod N. We do not use, and hence do not describe, Nussbaumer's method in detail. The convolutions can be performed more efficiently with the use of Residue Number Systems, because multiplication mod A^ is expensive. . By reducing the original coefficients modulo enough primes p¡, performing separate convolutions over the finite fields Z/p¡Z, and then using the Chinese Remainder Theorem (henceforth abbreviated as CRT), the coefficients of the product mod N can be reconstructed. The key to the usefulness of this approach is that all of the computations may now be performed in single-precision arithmetic if the p: 's are chosen properly.
To compute a polynomial product f(x)g(x) mod N mod (xn -1), where / and g have degree at most n -1 with coefficients in the interval [0, Af -1 ], select K distinct primes pi for 0 < i < K-1 with p¡ = 1 (mod n), such that One now performs K single-precision convolutions mod pi, rather than one convolution mod A. This construction provides an additional advantage in that the individual convolutions are independent of one another and may be performed in parallel or in vector mode. The congruence restrictions on pi ensure that appropriate primitive roots of order n , required to do the FFT's, exist.
Let Sjj, 0 < i < K -1, 0 < j < n -1 be the coefficients obtained from the individual convolutions taken mod p{. We use the CRT to reconstruct the coefficients of the product f(x)g(x) mod (x" -1) mod A from those convolutions. Precompute the quantities vi = P/pj and r = v~ modpt, 0 < i < K -1.
For each j, 0 < j < n -1, compute where 0 denotes the Euler totient function. After computing the powers Hu , the coefficients a¡ can be computed by writing the product in (5.1) as a product of polynomials of equal degree, and recursively multiplying them together in pairs, using the methods of §4. Next, evaluate f(x) along the geometric progression
The reason is that if p \ GCD(HS -1, A) where s = v6 -u, then
These points of evaluation form a geometric progression mod A. A polynomial of degree n may be evaluated along m points of a geometric progression with a circular convolution of length n + m, followed by some simple postmultiplications. Given / defined by (5.1), suppose we wish to evaluate it at x = e, er, er2, ... , er'"~ ' . Set L = n + m-l , where n = <f> (6) , and form the vectors (all taken mod A )
Compute the circular convolution, y ® z, of the vectors y and z, yielding another vector u of length L + 1 . We then apply the following result.
Theorem 2 (Polynomial evaluation). If the vectors y and z are given as in (5.5), and u = y ® z, then
Proof. By the definition of a circular convolution, the elements of y ® z are the coefficients of a polynomial u which is the product mod (x +l -1) of two polynomials whose coefficients are given by y. and zk . If i > n, then
Let i = L-s, where 0 < s < m -I. This implies that k = L-s -j, and
= er 2_^aje r =e r f(er ). u
As with the coefficient evaluation, these convolutions may be performed modulo a fixed set of primes and the CRT used to reassemble the results mod N. The CRT need be used only for those coefficients required by (5.6). Our application uses (5.5) and (5.6) with r = H mod A, while e varies. Since GCD(r e , N) = 1, we can ignore the multiplications from (5.6) and take greatest common divisors directly from the final convolution vector in (5.4). The vector y is fixed, so it and its forward transforms mod p¡ need to be computed only once. The powers of r and l/r in (5.5) may be precomputed, so that computation of zk requires only computing the relevant powers of e and multiplying them by the appropriate power of r.
If (p -1) | Ms, then the algorithm will succeed from (5.6) at k = [^J. In essence, evaluating f(r') tests all possible primes s in the range [d(k-l), Ok].
The reason we need powers of e in (5.5) and (5.6) is because we need to evaluate f(rx), x = 0, ... , B2/9 and we evaluate it at only m points at a time. The first progression runs from 1 to rm~l , the second from r'n to r2m~[ , etc. We thus set e successively to I, r'" , r '" , ... and perform multiple convolutions of length (j>(6) + m .
It is not necessary to compute a GCD for every k in (5.6). Instead, one can compute nr=io ut-k mo<^ ^ anc* tnen take a single GCD. If multiple factors appear, then one can go back and compute the GCD's individually.
Complexity
In this section we compare the complexity of performing the convolutions mod A, using Nussbaumer's algorithm, versus using the method in §4. We also suggest how to select the algorithm parameters to yield good performance. We take, as our fundamental unit of work, a single-precision modular multiplication.
Consider the cost of a circular convolution of length n with coefficients in Z/AZ. Nussbaumer's algorithm uses 0(nlg(n)) multiplications mod A and 0(nlg (n)) additions mod A. If one assumes classical algorithms for arithmetic, then the cost of a modular multiplication mod A is 0(lg (N)) and the cost of a modular addition is 0(lg(N)), for a total cost of (6.1) 0(«lg(«)lg(A) [lg(«) + lg(A0]) units (Nussbaumer's algorithm).
Using the CRT requires 0(n lg(n)K) units to do a convolution of length n mod all ps, plus 0(n lg(N)K) to reduce the original coefficients mod p¡, and 0(nlg(N)K) more to perform the CRT. Upon substituting K from (4.2), we find that the work per convolution is We observe that (6.4) is a factor of 0(lg(d)) faster than (6.3). We also note that the factor of 1/16, from (4.2), does not affect the asymptotic complexity, but has great practical value. A naive computation of the coefficients, by direct long multiplication, would take We observe that (6.7) is a factor of 0(lg(L + 1)) faster than (6.6).
C. Example. To illustrate how much of a typical speedup is obtained by using convolutions over (2.5) and (2.3), let us take B2 = 10 . Consider using Nussbaumer's algorithm and select 6 = 72930 = 2-3-5-ll-13-17«105.We then have d = (f)(6) = 15360. The advantage of selecting 8 in this fashion is twofold. The first is that (f)(6) is small, relative to 6 , and hence the degree of the polynomial is small. The second is that it allows the sizes of the convolutions to be very close to powers of 2, simplifying computation of the FFT's. The convolutions will then take 8-3-2 «6.3-10 multiplications mod A, and the total work will be about 9.4-10 modular multiplications. Since there 8 10 are approximately 4.5 • 10 primes less than 10 , performance of step 2 via convolutions will be about 95 times better than the original method using (2.5). Use of the CRT will result in an even greater speedup over Nussbaumer's method. For a 300-bit A represented in radix 2 it takes 210 single-precision multiplication instructions to multiply two numbers mod A. It also takes twenty 31-bit primes from (4.1) for the CRT. A convolution of length 2" will therefore take 210-3-2""1+r'ê(")1 = 315-2n+r'g('!)1 operations using Nussbaumer's algorithm. Assuming that the necessary powers of the primitive roots of unity have been precomputed, careful counting of the total operations involved in the CRT reveals a total of (60« + 670)2" multiplications/divisions to perform the convolutions and reconstruct the coefficients. For n -15, the CRT is therefore 3.4 times as fast. This will increase asymptotically to n times as fast as A -> oo .
ALGORITHMIC DESCRIPTION AND CODING CONSIDERATIONS
For the example given above we have (f)(6) = 15360 = 210 • 3 • 5 . In practice, before beginning the convolutions, it is convenient to break the product in (5.1) into smaller products, each a polynomial of degree equal to the odd part of (f)(6). Our code therefore starts by forming 1024 polynomials mod A of degree 15. Multiply these in pairs to get 512 polynomials of degree 30, then 256 of degree 60, ... , 1 of degree 15360. At each stage, all convolution lengths are equal, so it suffices to select the pi and do the precomputations for the CRT only once per stage. Each polynomial mod A is converted to K polynomials mod Pj, the convolutions are performed, and the polynomials mod p¡ are then converted back to a single polynomial mod A. The full algorithm is as follows:
(1) Select Bx and perform step 1 of the P -1 algorithm. Let H be the output.
(2) Verify GCD(H -1, A) = 1 . (3) Given H from step 1, compute Hu for 1 < u < 6, GCD(w, 6) = 1. (4) Form, via long multiplication, <p(d)/q polynomials mod A of degree q, where q is the odd part of (f) (6) . Let conlen be the least power of 2 exceeding 2q. (5) Repeat the following procedure until one has a single polynomial f(x) of degree (f)(6), as in (5.1). 5a. Select an appropriate set of primes. These primes must be congruent to 1 (mod conlen). Find appropriate primitive roots of these primes for the FFT's. The primes and their roots can be precomputed and placed in a table.
5b. Reduce the polynomials mod each of these primes. 5c. Multiply the reduced polynomials in pairs, via the Convolution Theorem, yielding <f>(d)/(2q) polynomials of degree 2q for each p;. Replace q by 2q and conlen by 2conlen. 5d. Reconstruct products mod A from the separate polynomials mod pt via the CRT. .4) should round to the nearest integer. However, this scheme will usually not reduce K, and it requires signed arithmetic during the conversion to and from residue numbers. It is easier, when doing multiple-precision arithmetic, to use only unsigned quantities. Remark 4. Instead of using 0 < u < 6 and GCD(w, 0) = 1 in (5.1), one can use arbitrary representatives of (Z/0Z)* for u provided each \u\ < B1. The advantage is that one can use the multiplicative relations amongst the H" to shorten the computation of / by a factor of 0(lg(4> (6))). We illustrate the procedure assuming 0 = 2qxq2q} for distinct odd primes qt, with each q{ = 1 (mod 2"').
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use The iterations over j and k can occur in any convenient order. Each iteration doubles the degree of F, and uses approximately 2\g(m) + 2deg(F) multiplications mod A to compute the coefficients of F(x, Hmy) from those of F(x, y), plus one convolution of length at least 2deg(F) + 1 to do the polynomial multiplication.
(3) Set f(x) = F(x, 1).
Remark 5. Our implementation uses 42 Mbytes of data storage and can accommodate A « 250 decimal digits. Storage requirements grow linearly with lg A. We did not optimize the program for space and can cut storage at least in half by using some statically defined arrays for different things in different places. For example, we declared separate arrays for the coefficient and polynomial evaluation calculations. A minimal storage implementation should be able to handle 100-digit composites in 6-8 megabytes of storage without difficulty.
Results
In this section we present timing information for various stages of the algorithm on an Alliant FX/8 computer with four computational elements (CE's). Each one has vector instructions which make performing FFT's and dot products as in (4.4) very efficient. The Alliant computer is a tightly coupled parallel processor with shared memory. Many stages of our algorithm can be computed in parallel with 100% efficiency. For example, the convolutions mod each of the separate primes from (4.1), the reconstruction of the coefficients from A mod A, and the GCD's from (5.4) may all be conducted in parallel. Furthermore, since there are K primes from (4.1), T processors (T < K) will run approximately T times as fast as one processor. The step-2 parts of the computations that are not parallelizable form only a small percentage of the total work. Table 1 gives timing information in seconds for a step-2 limit of 101 for 25-, 50-and 100-digit composite integers. The times given that are relevant to (5.5) and (5.6) are those for one iteration only, using the parameters given in §6.C. Eight separate iterations of (5.5) and (5.6) are required to cover the entire interval from Bx to B1. The time given to set up the vectors in (5.5) is split into two parts. The first number is the time to compute the powers of r, . We have not taken step 2 to 1010 by the older methods, but since 7r(10l0)/7r(108) « 79, we project that for B2 = 1010 step 2 will take about 4,300,000 seconds using (2.5) and (2.6) directly, and 660,000 seconds by the methods of [11] for a single CE.
Furthermore, computation of step 2 via (2.5) and (2.6) does not parallelize well. The newer methods presented herein take 30700 seconds for a single CE; a factor of 139 over (2.5) and (2.6) and a factor of 22 over the methods of [11] . We observe that these factors will increase as A increases. Table 2 lists some new factorizations found by the method described herein, using a step-1 limit of 3 • 106 and a step-2 limit of 101 . With the exception of U575 they are all taken from the 'Cunningham Project' [6] . The designations y, xxx± indicate a cofactor of yxxx ± 1 respectively. The number U575 was a cofactor of the 575th Fibonacci number and its 34-digit factor is the largest factor yet found by P -1 . We note that on average the Elliptic Curve algorithm will still be more effective than the P -1 algorithm, even with our enhancements. While step 1 of ECM runs about 8 times slower than step 1 of P -1, step 2 takes about the same time for both, using non-FFT techniques. A comparison of the run times and effectiveness of the two methods was presented in [5] . It is difficult to directly compare the run time of the two algorithms since ECM is a random method while P -1 is deterministic. Many factors which would have otherwise been found by our method had already been found by ECM. 9. Application to P + 1 algorithm
For an integer n , the «th Lucas (Chebyshev) polynomial, Vn, is defined by the formal identity Vn(x + x~ ) -x" + x~" . If n > 0, then Vn is a monic polynomial of degree n over Z. It satisfies
V2(x) = x2-2, V2n(x) = Vn(xf-2.
The P+ 1 factoring algorithm [16] starts with an integer a , chooses Bx and M as in (2.1), and computes This implies that p \ GCD{H-2, N) (cf. (2.3) ). The P+l algorithm operates in the multiplicative subgroup of elements of GF(p )* having norm 1 (i.e., algebraic conjugate equal to multiplicative inverse). As in P -1, if the first step of P + 1 is unsuccessful, we can still succeed (providing a -4 and hence H -4 is a quadratic nonresidue) if P + 1 is smooth up to Bx and has only one prime factor between 5, and B7. Assume that 0 = 2 (mod 4). Set a = (H + \/H2 -4)/2 mod A so that H = a + a-1 (mod A) (in the machine, a would have real and imaginary parts mod N ). An FFT version of step 2 can replace (5.1) by
Instead of (5.2), evaluate / along the geometric progression (9.5) a0'2 where 1 < v < 2B2/6, v = 1 (mod 2).
As in ( (6) , as in the P -1 algorithm. Since this / is a reciprocal polynomial (i.e., f(x) = x eg( ]f(l/x) ), it needs only half the storage. This / will be evaluated at about B2/8 points, as in P -1, but the points of evaluation (though not the coefficients of / ) have both real and imaginary parts when expressed mod A. This means that the methods of §5 cannot be directly applied to (5.6). The problem is easily circumvented by doing four convolutions: one with the real parts of both sequences, one with both imaginary parts (result multiplied pointwise by H~ -4 ), and two with a real part and an imaginary part. This can be reduced to three convolutions (and one multiplication by H -4 ) by emulating the trick (a + b\¡H2 -4)(c + d\¡H2 -4) = ac + bd{H2 -4) + ({a + b)(c + d) -ac -bd)\JH2 -4.
Since H2 -4 is assumed to be a quadratic nonresidue mod p, we can do even better. If p | f(a" ), then both the real and imaginary parts of f(av ) must be divisible by p . It suffices to compute only one of these parts before taking GCD's; that can be done with two convolutions mod A.
Relationship to elliptic curves
An elliptic curve E over a finite field whose characteristic is not 2 or 3 consists of the solutions (x, y) of a cubic equation y = x + Ax + B where 4/43 + 21B2 t¿ 0. These solutions, together with a point at infinity, form an additive, commutative group known as the Mordell-Weil group. When defined over a field of order p, the order of the Mordell-Weil group is bounded by [p -2y/p + 1, p + 2y/p + 1 ], by a theorem of Hasse [ 15, p. 131] . By changing the pair (A, B), one changes curves and can obtain groups of different orders. Whereas the P -1 algorithm provides only one group whose order must be smooth for success, the elliptic curve algorithm (ECM) [9, 11] provides many such groups, only one of which must be smooth. In order to implement an FFT version of ECM via the methods of §5, it is necessary to construct a ring R[E, p] whose group of units R* has a subgroup isomorphic to the additive Mordell-Weil group. One can do this by decomposing the Mordell-Weil group into its cyclic subgroups, but the decomposition requires one to know the group order in the first place! We would like to be able to find an explicit injection which takes the result, H, from step 1 of ECM and maps it into the ring R. If we could do this, the algorithm could be made much more effective.
Another approach uses Brent's birthday paradox algorithm [4] . This variant of step 2 of ECM generates many random points (x, y) on the curve, all of which are multiples of the point generated by step 1. If two of these points happen to be equal or to be negatives of each other, then they will have identical x-coordinates. Construct a polynomial like (5.1) with several of these x-coordinates as roots, and evaluate that polynomial at the remaining x-coordinates. The methods of §5 do not apply, since the points of evaluation will not lie in a geometric progression, but [1, §8.5] gives a way for evaluating a polynomial of degree at most m -I at m points using convolutions of total length 0(mlg(m)). By repeating this n/m times, we can evaluate it at n points in time 0(nlg(m)lg(N) [lg(m) + lg(A)]). This is 0(lg(m)) worse than the P -1 extension in §5, and may not be practical.
