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Resumen de la tesis de doctoramiento: 
Varias Perspectivas sobre las Bases de Gröbner: Forma Normal de 
Smith, Algoritmo de Berlekamp y Álgebras de Leibniz 
 
En 1965 Buchberger introdujo el concepto de Base de Gröbner para un ideal del 
anillo de polinomios conmutativos y proporcionó un algoritmo de cálculo para  calcular 
dichas bases. Desde entonces, la teoría de Bases de Gröbner ha experimentado un notable 
desarrollo, tanto en el terreno de sus aplicaciones que son abundantes y variadas, como en 
la extensión del concepto inicial de Base de Gröbner a otras estructuras matemáticas más 
complejas que el anillo de polinomios conmutativos. 
En este trabajo se incide en estas dos vertientes de las Bases de Gröbner. A lo largo 
de los cuatros capítulos de los que consta se trata, en el primero el problema del cálculo de 
la Forma Normal de Smith utilizando la teoría de Bases de Gröbner. La idea clave que va a 
permitir hacer este cálculo vía Bases de Gröbner es el hecho de que estas bases 
proporcionan una matriz equivalente en filas con la matriz inicial. En el segundo capítulo se 
aborda el problema de la factorización de polinomios en una sola variable con coeficientes 
sobre un cuerpo finito a través del algoritmo de Berlekamp utilizando las Bases de Gröbner 
como herramienta de cálculo; además se programa el algoritmo obtenido de Berlekamp con 
bases de Gröbner en lenguaje Maple. En el tercer capítulo se aborda el problema de 
extender el concepto de Base de Gröbner al álgebra envolvente universal de un álgebra de 
Leibniz. El camino seguido para introducir este concepto en el álgebra envolvente fue a 
través del teorema de Poincaré-Birkhoff-Witt (que en este trabajo se prueba utilizando 
técnicas de Bases de Gröbner) y del concepto de FG-base de Gröbner, que es el concepto 
de Base de Gröbner definido para cocientes del álgebra asociativa no conmutativa libre. 
Por último en el capítulo cuatro se proporcionan los listados del paquete SmithGroebner 
en el cual se programaron en lenguaje Mathematica los resultados más destacados 
obtenidos en el primer capítulo. 
 
 
 
 
 
 
Summary of the Ph.D. : 
Varias Perspectivas sobre las Bases de Gröbner: Forma Normal 
de Smith, Algoritmo de Berlekamp y Álgebras de Leibniz 
 
In 1965 Buchberger introduced the notion of Gröbner bases for a polynomial ideal 
and an algorithm for their computation. Since then, Gröbner bases has experimented a 
notable development in the area of its applications that they are abundant and assorted , as 
well as in the extension of the initial Gröbner bases concept to others more complex rings 
than the commutative polynomial ring. 
This work has four chapters. In the first one, we calculate Smith Normal Form 
using Gröbner Bases. The key idea is that these bases provide a matrix which is equivalent 
with the initial matrix. In the second chapter we factor polynomials in one variable over a 
finite field through Berlekamp algorithm using Gröbner Bases, and we program Berlekamp 
with Gröbner Bases in Maple. In the third chapter we define the concept of Göbner Bases 
in the universal enveloping algebra of a Leibniz algebra. Poincaré-Birkhoff-Witt theorem, 
which we demonstrate using Gröbner Bases techniques, and FG-Bases are the essential 
tools to reach our objective. Finally, the main results of chapter one are programmed in 
package SmithGroebner which we write in Mathematica. The lists of SmithGroebner are 
chapter four. 
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Introduccio´n
Algoritmos y Bases de Gro¨bner, son las palabras que mejor definen el
contenido de esta memoria.
Muchos son los algoritmos matema´ticos construidos desde el algoritmo
de Euclides; e´stos se han ido creando a lo largo de los siglos, en mayor o
menor medida, en todas las ramas de las matema´ticas para resolver construc-
tivamente los ma´s diversos problemas. El te´rmino algoritmo no deja de ser,
en cierta forma parado´jico, pues aunque en principio significa que se tiene un
determinado procedimiento para resolver un cierto problema, en matema´ticas
por ejemplo, puede suceder en la pra´ctica que e´ste no sea aplicable en general
o en determinados casos, debido al gran nu´mero de operaciones que se deben
realizar. Cierto es que desde la invencio´n de las computadoras ha mejora-
do mucho la situacio´n, se podr´ıa decir incluso que las computadoras han
contribuido a ”empequen˜ecer” en gran medida esta paradoja, aunque siga
presente. La solucio´n que se ha adoptado en la segunda mitad del siglo XX,
frente a esta paradoja de tener un algoritmo, y por lo tanto la solucio´n de
un determinado problema, pero que e´ste no sea aplicable en un tiempo ra-
zonable debido a la gran cantidad de operaciones a realizar (hay algoritmos
cuya aplicacio´n llevar´ıa a una computadora cientos de an˜os) ha sido la de
reformular el concepto mismo de algoritmo. Frente al concepto tradicional
de algoritmo, que es considerado como un procedimiento por el cual en un
nu´mero finito de pasos, partiendo de unos datos de entrada, se construye
una solucio´n a un determinado problema (son los que hoy en d´ıa se conocen
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como algoritmos deterministas), surge un nuevo tipo de algoritmos, los algo-
ritmos probabil´ısticos. Este tipo de procedimientos, que son muy utilizados
en los test de primalidad y en la factorizacio´n de polinomios en una o varias
variables, esta´n basados en utilizar me´todos probabil´ısticos para obtener el
resultado deseado.
Hoy en d´ıa, no cabe la menor duda de que en matema´ticas las palabras al-
goritmo y computadora van ı´ntimamente ligadas, pues son las computadoras
los instrumentos con los que poner en pra´ctica los algoritmos desarrollados
sobre el papel. El rol que han desempen˜ado y todav´ıa desempen˜an las com-
putadoras no se quedo´ aqu´ı, pues a su vez, el hecho de poder mediante una
computadora, aplicar un algoritmo para resolver un problema determinado,
ha servido como est´ımulo para el desarrollo de nuevos algoritmos; e incluso
se puede decir ma´s, el uso de las computadoras en matema´ticas impulso´ e
impulsa la ”parte constructivista”, por llamarla as´ı, de sus distintas ramas,
de hecho, por ejemplo en A´lgebra en la actualidad se habla de la disciplina
de A´lgebra Computacional.
Las aportaciones de las computadoras no se quedaron aqu´ı, pues hubo
quien intuyo´ una nueva funcionalidad: el ca´lculo simbo´lico.
La idea de hacer ca´lculo simbo´lico con un ordenador es relativamente
reciente. Desde 1960 hasta nuestros d´ıas se han realizado numerosos lenguajes
de computacio´n simbo´lica, desde el pionero Lisp, pasando por Alpak, Camal,
Formac, Saint, en la de´cada de los an˜os sesenta, hasta los ma´s actuales como
Axiom, Bergman, Cayley, Cocoa, Gap, Magma, Maple, Mathematica, Reduce
y Singular.
Al igual que la idea de hacer ca´lculo simbo´lico con un ordenador, la cons-
truccio´n de algoritmos en el campo del a´lgebra conmutativa y geometr´ıa
algebraica es tambie´n relativamente reciente. Hermann [Her26] fue una de
los primeros matema´ticos que se intereso´ en la construccio´n de algoritmos,
en el campo de la teor´ıa de ideales del anillo de polinomios en n variables
sobre un cuerpo K (n ≥ 1). Descubrio´ un algoritmo que calculaba la des-
ii
composicio´n primaria de un ideal y otro que serv´ıa para comprobar si un
polinomio pertenec´ıa a un ideal dado; e´ste u´ltimo algoritmo reduc´ıa el proble-
ma a resolver un sistema de ecuaciones lineales. Ma´s tarde Seidenberg [Sei74]
publicar´ıa una revisio´n de ambos me´todos dados por Hermann.
El avance ma´s significativo en la construccio´n de algoritmos para a´lgebra
conmutativa y geometr´ıa algebraica, surge de la teor´ıa y te´cnicas que desa-
rrollo´ Bruno Buchberger en su tesis doctoral [Buc65]. La teor´ıa de Buchberger
o Bases de Gro¨bner, permite manipular polinomios en varias variables casi
de la misma forma, que uno manipula polinomios en una variable. El algo-
ritmo de Buchberger, piedra angular de la teor´ıa de las Bases de Gro¨bner, es
una generalizacio´n del Algoritmo de Euclides al caso multivariable, si se ve
desde el punto de vista de la teor´ıa de ideales sobre K[x1, ..., xn] (K cuerpo),
debido a la unicidad del resto de la divisio´n de un polinomio por una Base de
Gro¨bner. Tambie´n se puede considerar como una generalizacio´n del algorit-
mo de eliminacio´n de Gauss al caso no lineal, si se ve desde el punto de vista
de la teor´ıa de variedades, pues, en el caso lineal, los polinomios que definen
una variedad lineal en el sistema final, tras haber aplicado Gauss, forman
una Base de Gro¨bner respecto al orden monomial lexicogra´fico. Incluso se
puede considerar como una generalizacio´n de la resultante de Sylvester para
el ca´lculo del polinomio mı´nimo de dos polinomios en una variable.
Buscando las primeras ”huellas” de lo que posteriormente ser´ıan las bases
de Gro¨bner, es necesario retroceder hasta finales del siglo XIX, y situarse, con
cierta sorpresa, en el contexto de la Teor´ıa de Invariantes, ma´s concretamente
en el ”tira y afloja” que mantuvieron dos matema´ticos de prestigio de la
e´poca, e´stos son Hilbert y Gordan.
En 1890 Hilbert dio a conocer su primera prueba del teorema de Finitud
[H1890], que establece que el anillo de invariantes asociado a un grupo finito
esta´ finitamente generado. Aunque de gran intere´s teo´rico, su demostracio´n
no ten´ıa por si misma gran intere´s pra´ctico, pues la prueba dada por Hilbert es
no constructiva; fue precisamente esta no constructividad de la demostracio´n
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dada por Hilbert el hecho que critico´ Gordan, y es justo en este contexto al
revisar la demostracio´n dada por Hilbert, cuando Gordan pronuncio´ la ya
famosa frase: ”esto es teolog´ıa y no matema´ticas”. Posteriormente, el propio
Gordan en cierta forma se retracto´ de lo dicho afirmando que: ”la teolog´ıa
tambie´n tiene sus ventajas”, al publicar e´l mismo [G1899] una nueva prueba
del teorema de la Base de Hilbert (responsable de la no constructividad de la
prueba de 1890); en el citado art´ıculo utiliza por primera vez ideas similares a
las bases de Gro¨bner, que e´l llama ”le systeme irre´ductible N”, y la generacio´n
finita de los ideales monomiales para deducir el teorema de la Base de Hilbert.
Con el transcurso del tiempo se ha podido comprobar que la demostracio´n
de 1890 no era en el fondo tan no constructiva, como en un principio se
penso´, pues basa´ndose en ella Derksen [Der99] ha construido un algoritmo de
computacio´n de los invariantes fundamentales de un grupo lineal reductivo,
utilizando las bases de Gro¨bner como herramienta de ca´lculo.
Motivado por las cr´ıticas recibidas, Hilbert da tres an˜os ma´s tarde una
nueva prueba, esta vez constructiva, del teorema de Finitud utilizando sis-
temas homoge´neos de para´metros [H1893].
El uso de un concepto ma´s o menos aproximado de lo que es una base
de Gro¨bner no se quedo´ aqu´ı; Macaulay [M1916] introdujo el concepto de
H-base de un ideal en K[x1, ..., xn]. Una H-base es un subconjunto finito F
de K[x1, ..., xn] tal que a cada 0 6= g ∈<F > tiene una H-representacio´n, esto
es, una representacio´n de la forma:
g =
∑
f∈F
hf · f
con max{grado(hf · f)/f ∈ F} ≤ grado(g). Bajo un orden monomial ade-
cuado, se puede probar que toda base de Gro¨bner es una H-base, aunque el
rec´ıproco no es cierto en general. Macaulay probo´ la existencia de una H-base
para un ideal dado de forma no constructiva, como una simple aplicacio´n del
teorema de la Base de Hilbert.
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Tambie´n se debe a Macaulay la introduccio´n de o´rdenes totales en el con-
junto de los monomios de un anillo de polinomios [M1927], o´rdenes que uti-
lizo´ para caracterizar las posibles funciones de Hilbert de ideales graduados,
compara´ndolas con ideales monomiales.
Ma´s tarde, Gro¨bner [Gro¨39] publico´ aplicaciones de la idea de Macaulay
de ordenar los monomios y de encontrar expl´ıcitamente una base del K-
espacio vectorial K[x1,...,xn]
I
, siendo I un ideal de dimensio´n cero, aunque so´lo
resolvio´ parcialmente este problema.
En 1964, Gro¨bner propuso a su estudiante Bruno Buchberger el ca´lcu-
lo de tales bases como tema para su tesis doctoral. La intencio´n de ambos
era resolver el problema del ca´lculo de una K-base de K[x1,...,xn]
I
siendo I un
ideal de dimensio´n cero. Para su sorpresa, consiguieron desarrollar un algo-
ritmo que era va´lido para cualquier ideal I. Incomprensiblemente los resul-
tados obtenidos por Buchberger recibieron escasa atencio´n hasta principios
de los an˜os setenta, fue entonces cuando Buchberger acun˜o´ el te´rmino base
de Gro¨bner.
En el terreno cient´ıfico sucede muchas veces que las nuevas teor´ıas sue-
len ser obtenidas casi simulta´nea e independientemente por distintos inves-
tigadores, de hecho as´ı fue en este caso pues a la vez que se desarrollaba la
teor´ıa de las bases de Gro¨bner, Hironaka [Hir64] introduce, aunque de mo-
do no constructivo, las bases esta´ndar (”standard bases”) para ideales en el
anillo de series de potencias; estas bases han resultado ser ana´logas de las
bases de Gro¨bner. El trabajo de Hironaka fue independiente del de Buch-
berger, y no fue hasta los an˜os setenta cuando la analog´ıa fue sacada a la
luz. Knuth y Bendix [KnB70] desarrollaron la idea de la complecio´n del par
cr´ıtico, estructura que recuerda al algoritmo de Buchberger, para la comple-
ta reescritura de sistemas de ecuaciones (”term-rewriting systems”). Incluso
antes que el correspondiente concepto en a´lgebras asociativas conmutativas
libres, las bases de Gro¨bner para ideales en a´lgebras de Lie libres fueron
introducidas por Shirshov [Shi62].
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Desde su creacio´n, la teor´ıa de las Bases de Gro¨bner ha experimentado un
notable crecimiento. Si se restringe a sus aplicaciones, se ve que estas aparecen
por doquier, en a´reas tan diversas de las matema´ticas como la integracio´n
indefinida de funciones racionales, la teor´ıa de co´digos, la estad´ıstica, las
ecuaciones en derivadas parciales, la teor´ıa de grafos, programacio´n entera,
funciones hipergeome´tricas, ana´lisis nume´rico, disen˜o geome´trico asistido por
ordenador, teor´ıa de homotop´ıa combinatoria, etc (ve´ase [BuW98]). En el
caso particular del a´lgebra conmutativa y geometr´ıa algebraica, proporciona
me´todos para el ca´lculo de inversas de aplicaciones racionales, la resolucio´n
de sistemas de ecuaciones polino´micas, la inversio´n de matrices, el ca´lculo del
ma´ximo comu´n divisor de varios polinomios, la pertenencia de un polinomio
a un ideal del anillo de polinomios en n variables, el ca´lculo de las ecuaciones
impl´ıcitas de una variedad a partir de sus ecuaciones parame´tricas, etc (ve´ase
[CLO92, BeW93]).
El trabajo que a continuacio´n se presenta consta de dos partes claramente
diferenciadas. En la primera, se utilizan bases de Gro¨bner para calcular la
Forma Normal de Smith (primer cap´ıtulo) y para calcular la factorizacio´n
de un polinomio libre de cuadrados en una variable, con coeficientes en un
cuerpo finito (segundo cap´ıtulo). En la segunda parte (tercer cap´ıtulo) se
aborda un tema ma´s arduo, la definicio´n del concepto de base de Gro¨bner en
el a´lgebra envolvente universal de un a´lgebra de Leibniz.
Como en todo trabajo de investigacio´n, se plantean al principio del mismo
los objetivos que se pretenden alcanzar, en este caso, el director de esta
tesis propuso un doble objetivo, por una parte la obtencio´n de la forma
cano´nica de Jordan de una matriz dada, utilizando las Bases de Gro¨bner
como herramienta de ca´lculo, y por otra, la definicio´n de bases de Gro¨bner
en el a´lgebra envolvente universal de un a´lgebra de Leibniz g de dimensio´n
finita.
El ca´lculo, utilizando bases de Gro¨bner, de la forma cano´nica de Jordan
era un procedimiento que no se conoc´ıa, pero se ten´ıa el convencimiento de
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que tal procedimiento exist´ıa, de que hab´ıa una conexio´n entre las bases de
Gro¨bner y el ca´lculo de la forma cano´nica de Jordan. Puesto que las formas
cano´nicas de las matrices (la forma cano´nica de Jordan, la forma cano´nica
de Frobenius, la segunda forma cano´nica y la forma cano´nica de Jacobson
[Ser02, Jea99]) se pueden obtener a partir de la Forma Normal de Smith,
se cambio´ el objetivo inicial por uno ma´s ambicioso, el ca´lculo de la Forma
Normal de Smith con bases de Gro¨bner.
El primer paso que se dio para lograr calcular la Forma Normal de Smith
utilizando las bases de Gro¨bner, fue el ana´lisis del algoritmo cla´sico de ob-
tencio´n de dicha forma cano´nica [Jac74]. Un ana´lisis con detalle muestra que
es posible una reformulacio´n de dicho algoritmo, las ideas ba´sicas son ahora
diagonalizacio´n y reordenacio´n de los divisores elementales. Se llega de esta
forma a un algoritmo nuevo de ca´lculo de la Forma Normal de Smith, la tra-
duccio´n de este algoritmo al contexto de bases de Gro¨bner proporcionara´ el
procedimiento buscado.
Sea A ∈Matm×n(D) una matriz con coeficientes en un DIP y el ideal IA
de D[x1, ..., xn] generado por las filas de la matriz A · (x1, ..., xn)T .
El ca´lculo de la base de Gro¨bner del ideal IA no es otra cosa que aplicar
el algoritmo de eliminacio´n de Gauss a la matriz A. Teniendo en cuenta que
al aplicar Gauss a una matriz se esta´n haciendo so´lo operaciones en filas, y
que para obtener la Forma Normal de Smith es necesario hacer, por norma
general, operaciones en filas y columnas, ¿co´mo es posible obtener la Forma
Normal de Smith si no se esta´ operando en columnas?
Esta dificultad que se presenta es fa´cilmente salvable, sin ma´s que tener en
cuenta que operar en columnas no es ma´s que operar en filas en la traspuesta.
De esta forma surge la idea de aplicar Gauss a una matriz (operaciones en
filas), trasponer el resultado, volver a aplicar el algoritmo de Gauss (opera-
ciones en columnas en la matriz original), trasponer el resultado y volver a
empezar el proceso. Inmediatamente surge la pregunta de si esta sucesio´n de
bases de Gro¨bner conduce a la Forma Normal de Smith. La respuesta, como a
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continuacio´n se vera´ es que no, este proceso conduce siempre hacia una matriz
diagonal equivalente a la matriz inicial (diagonalizacio´n). No obstante, una
vez aqu´ı, la obtencio´n de la Forma Normal de Smith se consigue sin mayor
dificultad sin ma´s que reordenar los divisores elementales (reordenacio´n).
Obtenido el algoritmo se plantean otros dos desaf´ıos no menos intere-
santes. El primero es la obtencio´n de las matrices de paso y, como conse-
cuencia, de las formas cano´nicas ma´s conocidas: la forma cano´nica racional o
de Frobenius, la segunda forma cano´nica, las formas cano´nicas de Jacobson
y Jordan (objetivo inicial) pues todas ellas se pueden obtener a partir de la
Forma Normal de Smith.
Un trabajo sobre un tema de a´lgebra computacional no se puede entender
actualmente sin la programacio´n de los algoritmos obtenidos, pues bien, este
punto constituye el segundo desaf´ıo.
El planteamiento que se ha hecho, desde un principio, del ca´lculo de la
Forma Normal de Smith ha sido tomar como base un DIP cualquiera, por
coherencia con esta forma de proceder, se ha desarrollado un paquete en
lenguaje Mathematica, el paquete SmithGroebner, que es capaz de operar
en cualquier DIP que el usuario desee. Esta capacidad que posee el paquete
SmithGroebner de manejar cualquier DIP, que es muy interesante desde un
punto de vista matema´tico, parado´jicamente es tambie´n su principal desven-
taja, pues al tener que programar en un DIP cualquiera, se esta´ obligado
”a priori” a utilizar rutinas lo ma´s generales posibles, no contempladas en
Mathematica y por lo tanto no compiladas, que ya de partida van a ha-
cer ma´s lento su funcionamiento. Au´n as´ı, no hay actualmente disponible
ningu´n programa de computacio´n simbo´lica que ofrezca unas prestaciones
y una flexibilidad a la hora de escoger el DIP de trabajo, comparables a
las que proporciona el paquete SmithGroebner, te´ngase en cuenta que se
esta´ hablando de un paquete en el que tiene cabida cualquier DIP.
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Fermat es un lenguaje de computacio´n simbo´lica que permite calcular la
Forma Normal de Smith de matrices con coeficientes en Q,Z o Fq, posibilidad
cubierta tambie´n por el paquete SmithGroebner.
Magma permite calcular la Forma Normal de Smith de matrices con
coeficientes en un dominio eucl´ıdeo, posibilidad cubierta y ampliada por
el paquete SmithGroebner, pues e´ste da la ocasio´n a mayores de trabajar
en un DIP que no sea dominio euclideo, por ejemplo el anillo Z[1+
√−19
2
]
[Cam88, Gre97].
Reduce [Hea95] posee el paquete normform para calcular la Forma Nor-
mal de Smith de matrices con coeficientes en Z, Q[x] o en anillos de la
forma Q(y1, ..., yn)[x]. Tambie´n calcula la forma cano´nica de Frobenius, la
forma cano´nica de Jacobson y la forma cano´nica de Jordan. Este paquete
que posee Reduce es quiza´s el que ma´s se acerca a las prestaciones que ofrece
SmithGroebner.
Mathematica posee los paquetes IntegerSmithNormalForm.m y Polyno-
mialSmithNormalForm.m que calculan la Forma Normal de Smith de matri-
ces con coeficientes en Z y Q[x] respectivamente. El paquete SmithGroebner
que aqu´ı se presenta, se puede considerar como una extensio´n de estos dos
paquetes.
Maple proporciona rutinas para calcular la Forma Normal de Smith de
matrices con coeficientes en Z o F[x], siendo F un cuerpo, posibilidad cubierta
por el paquete SmithGroebner.
Los DIPs que por defecto maneja el paquete SmithGroebner, aunque
como se ha dicho es posible an˜adir cualquier otro que desee el usuario, son:1
Z Z[i] Q R C Zp
Fq Z[1+
√−19
2
] Q[x] R[x] C[x] Zp[x]
Fq[x]
1Fq: Cuerpo finito de q elementos
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El paquete SmithGroebner es capaz de:
Calcular la Forma Normal de Smith y las matrices de paso de una
matriz con coeficientes en cualquier DIP de los anteriores.
Calcular la inversa de una matriz con coeficientes en cualquier DIP de
los anteriores.
Calcular la forma cano´nica de Frobenius, la segunda forma cano´nica y
las formas cano´nicas de Jacobson y Jordan, as´ı como sus respectivas
matrices de paso, de una matriz con coeficientes en uno de los cuerpos
anteriormente citados.
Calcular los generadores zi de los c´ıclicos en los que descompone un
K[x]-mo´dulo finitamente generado (K cuerpo) y los generadores de sus
ideales aniquiladores (0 : zi); los cuales se obtienen como tesis en el Teo-
rema de Estructura de Mo´dulos finitamente generados definidos sobre
un DIP.
Paralelamente al desarrollo del paquete SmithGroebner, se ha ido escri-
biendo un notebook en Mathematica en el que se explican los DIPs disponibles
y el modo de funcionamiento de los comandos al servicio del usuario, que pro-
porciona el paquete SmithGroebner. Dicha ayuda, una vez instalada, puede
ser consultada dentro de la ayuda del propio Mathematica en la seccio´n Add-
ons, subseccio´n bases de Gro¨bner
La u´ltima seccio´n de este primer cap´ıtulo, esta´ dedicada a la utilizacio´n
del paquete SmithGroebner para mostrar algunas aplicaciones del ca´lculo de
la Forma Normal de Smith, en tres campos bien distintos:
La identificacio´n de grupos abelianos finitamente generados.
La resolucio´n de sistemas de ecuaciones diferenciales lineales.
La resolucio´n de sistemas de ecuaciones diofa´nticas.
x
Durante el desarrollo del paquete SmithGroebner surgio´ la necesidad de
factorizar polinomios en una variable sobre un cuerpo finito, para poder im-
plementar los algoritmos de ca´lculo de las distintas formas cano´nicas que
manejan los divisores elementales. Como Mathematica no tiene, hasta donde
el que suscribe sabe, un comando espec´ıfico, ni un paquete, de ca´lculo de dicha
factorizacio´n, surgio´ la necesidad de programar el algoritmo de Berlekamp
[Ber67] para obtenerla. El algoritmo de Berlekamp proporciona una forma
ra´pida y elegante de factorizar polinomios sobre cuerpos finitos de orden
pequen˜o q. La idea clave en la que se basa este algoritmo es la de sacar
partido de las soluciones de la ecuacio´n:
g(x)q − g(x) = 0 mod f(x)
siendo f(x) el polinomio mo´nico de grado n a factorizar. Para a continua-
cio´n resolver un cierto sistema de ecuaciones lineales de orden n, y con cada
elemento h(x) de una base del espacio solucio´n, ir desgranando los factores
irreducibles del polinomio f(x) al utilizar la fo´rmula:
f(x) =
∏
c∈Fq
GCD(f(x), h(x)− c)
Este algoritmo tambie´n proporciona una forma de factorizar polinomios sobre
Z, pues basta con factorizar sobre Zn siendo n un entero lo suficientemente
grande [Ber72].
La pista que proporciono´ la traduccio´n del algoritmo de Berlekamp a un con-
texto con bases de Gro¨bner, y con ello el embrio´n de lo que ser´ıa el segundo
cap´ıtulo, fueron los art´ıculos de Lazard [Laz85] y Czichowski [Czi95]. En el
u´ltimo de estos art´ıculos el autor, basa´ndose en el trabajo de Lazard, calcula
la integral de una funcio´n racional P (x)
Q(x)
, siendo P (x), Q(x) ∈ K[x] (K cuerpo
de caracter´ıstica cero) y Q(x) un polinomio mo´nico y libre de cuadrados.
Para ello, da precisamente el me´todo de calcular los ma´ximos comunes di-
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visores que se necesitan saber para aplicar el algoritmo de Berlekamp, pues
el procedimiento que expone se traslada completamente de un contexto de
caracter´ıstica cero a uno de caracter´ıstica p.
Es esta traduccio´n del algoritmo de Berlekamp a un contexto con bases de
Gro¨bner ma´s su programacio´n en lenguaje Maple, el contenido del segundo
cap´ıtulo.
El tercer y u´ltimo cap´ıtulo de esta tesis trata sobre el concepto de base de
Gro¨bner en el a´lgebra envolvente universal UL(g) de un a´lgebra de Leibniz
g de dimensio´n finita.
Al comienzo del desarollo de este tercer y u´ltimo cap´ıtulo, como no pod´ıa
ser de otra forma, se revisaron varios trabajos existentes sobre la construccio´n
de bases de Gro¨bner en distintas estructuras matema´ticas [ApL88, Ape00,
KaW90, Wei92, Mor94, BGC98, GRZ02, Rei95, Li02], llegando a la con-
clusio´n de que Buchberger en su tesis [Buc65] no so´lo establecio´ que´ es una
base de Gro¨bner, sino que tambie´n marco´ las pautas a seguir para definir
el concepto de base de Gro¨bner en otras estructuras matema´ticas, pues casi
todas las construcciones que se han hecho, tratan de imitar en la medida de
lo posible, el camino que marco´ Buchberger.
Las pautas fijadas por Buchberger son:
- Definicio´n de un orden monomial (el cual debe cumplir la condicio´n de
cadena descendente)
- Definicio´n de un algoritmo de divisio´n (el cual termina en un nu´mero
finito de pasos cuando se maneja un orden monomial, por cumplir e´ste
la condicio´n de cadena descendente)
Una vez que se han definido los dos puntos anteriores, se esta´ en condi-
ciones de definir, en primer lugar, el concepto de te´rmino principal de un
polinomio y, en segundo lugar, el concepto mismo de base de Gro¨bner.
As´ı pues, los primeros esfuerzos estuvieron encaminados hacia la defini-
cio´n del concepto de orden monomial en UL(g). Tras varios intentos fallidos
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debidos a la existencia en UL(g) de divisores de cero, que imped´ıan que se
cumpliese la condicio´n de cadena descendente, y como no se intu´ıa ninguna
posible solucio´n, se opto´ por probar por una v´ıa diferente. Se empezo´ por
profundizar un poco ma´s en la estructura de UL(g), con la firme conviccio´n
de que un conocimiento ma´s profundo de dicha a´lgebra, al final, conducira´ al
objetivo deseado.
Teniendo en cuenta que el a´lgebra tensorial es isomorfa como K-a´lgebra
al a´lgebra asociativa no conmutativa libre, es posible visualizar UL(g) como
un cociente de la citada a´lgebra:
pi : K<x1, ..., xn>³ UL(g)
con este enfoque, ya es posible probar la versio´n correspondiente del teorema
de Poincare´-Birkhoff-Witt para UL(g) y constatar su noetherianidad.
Llegados a este punto, es conveniente recordar que el origen de las bases
de Gro¨bner esta´ relacionado con el ca´lculo de una K-base del K-espacio vec-
torial K[x1,...,xn]
I
siendo I un ideal de K[x1, ..., xn]. Si se traslada este hecho al
contexto que nos ocupa, se tiene que para un ideal J de UL(g) el cociente
UL(g)
J
=
K<x1,...,xn>
Kerpi
J
Kerpi
∼= K < x1, ..., xn >
J
esto es, el tercer teorema de isomorf´ıa va a permitir ”dar un paso atra´s” y
volver al a´lgebra asociativa no conmutativa libre, donde hay perfectamente
establecida una teor´ıa de bases de Gro¨bner [Mor94].
La forma ma´s lo´gica de proceder sera´ entonces definir el concepto de base
de Gro¨bner en UL(g), que aqu´ı se denomina FG-base de Gro¨bner finita,
a partir del concepto de FG-base (”Factor Gro¨bner Basis”) introducido en
[Nor01] para un cociente del a´lgebra asociativa no conmutativa libre.
La ventaja de esta forma de proceder es muy importante pues, se evi-
ta trabajar directamente en UL(g), que es intr´ınsecamente ma´s complicado
que hacerlo en el a´lgebra asociativa no conmutativa libre. El enfoque que
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aqu´ı se presenta, adema´s ofrece la posibilidad de calcular expl´ıcitamente FG-
bases de Gro¨bner finitas, pues existen un lenguaje de computacio´n simbo´lica,
que es Bergman, y un paquete de Mathematica, que es NCAlgebra, que per-
miten calcular bases de Gro¨bner en el a´lgebra asociativa no conmutativa libre.
Aunque se han utilizado ambos en esta memoria, es ma´s recomendable uti-
lizar NCAlgebra y no Bergman, pues e´ste u´ltimo so´lo es capaz de manipular
polinomios homoge´neos.
Una vez que se ha establecido el concepto de FG-base de Gro¨bner finita
en UL(g), surge de modo inmediato la pregunta de si el desarrollo que se
ha realizado es exportable a otros cocientes conocidos del a´lgebra asociativa
no conmutativa libre, en los que ya existe una teor´ıa establecida de bases de
Gro¨bner, como por ejemplo el anillo conmutativo de polinomios en n variables
o el a´lgebra envolvente universal de un a´lgebra de Lie, y comparar los con-
ceptos de ”FG-base de Gro¨bner finita” y de base de Gro¨bner. La conclusio´n
a la que se llega es que la construccio´n de toda ”FG-base de Gro¨bner finita”
en ambas estructuras nos da una base de Gro¨bner y rec´ıprocamente, toda
base de Gro¨bner que tenga un nu´mero finito de elementos es una FG-base
de Gro¨bner finita.
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Cap´ıtulo 1
Bases de Gro¨bner y la Forma
Normal de Smith
Una vez ma´s, las bases de Gro¨bner demuestran su gran adaptabilidad para
la resolucio´n de los ma´s diversos problemas; en esta ocasio´n, en el ca´lculo de
la Forma Normal de Smith de una matriz con coeficientes en un dominio de
ideales principales.
Aunque este hecho pueda sorprender en un principio, a lo largo de este
cap´ıtulo se podra´ comprobar que, el origen de tal ca´lculo se localiza en el
algoritmo mismo de obtencio´n de una base de Gro¨bner, ”so´lo hay que seguir”
los polinomios que interesan.
1.1. Introduccio´n
Casi tan antiguo como el concepto mismo de matriz, es el intere´s por
calcular su forma cano´nica.
Para poder hablar de forma cano´nica, hay que, ciertamente, establecer
previamente una relacio´n de equivalencia entre matrices; respecto a la cual,
una matriz es la forma cano´nica de otra. En este cap´ıtulo, dos matrices A y B
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se dicen equivalentes si y so´lo si, existen matrices inversibles P y R, llamadas
matrices de paso, tales que B=PAR.
Actualmente, es conocido que toda matriz con coeficientes sobre un do-
minio de ideales principales, de m filas por n columnas, es equivalente a una
matriz diagonal, que es la Forma Normal de Smith, cuyos elementos no nulos
d1, ...,dp, que son los Factores Invariantes , verifican que d1 divide a d2, d2
divide a d3,..., dp−1 divide a dp (ve´ase [Jac74]). Este hecho fue probado por
primera vez para matrices de nu´meros enteros por H. J. S. Smith [S1861]
en 1861. A su vez, el trabajo de Smith se apoyo´ en un resultado que, diez
an˜os antes, Sylvester hab´ıa publicado [S1851]: el ma´ximo comu´n divisor de
los menores de orden i de B es igual al ma´ximo comu´n divisor de los menores
de orden i de A.
Por aquel entonces, mediados del siglo XIX, muchos de los resultados ma´s
importantes sobre Teor´ıa de Grupos Abelianos eran ya conocidos. Introduci-
do por Gauss, el concepto de grupo abeliano se desarrollo´ simulta´neamente
en teor´ıa de nu´meros por parte de Gauss, Schering, Kronecker y Dirichlet,
y en teor´ıa de funciones el´ıpticas e integrales abelianas por Gauss, Abel y
Jacobi. Sin embargo, no fue hasta 1879 cuando Frobenius y Stickelberger
[F1879] descubrieron y utilizaron expl´ıcitamente la conexio´n entre grupos
abelianos finitamente generados y el Teorema de Smith. En el mismo an˜o,
Frobenius probo´ que la Forma Normal de Smith extendida a matrices sobre
anillos de polinomios, se puede utilizar para clasificar las matrices cuadradas
con coeficientes en un cuerpo.
Posteriormente, se ha reinterpretado el ca´lculo de la Forma Normal de
Smith en el contexto del a´lgebra moderna: La Forma Normal de Smith
proporciona la descomposicio´n en suma directa de mo´dulos c´ıclicos, de un
mo´dulo de tipo finito definido sobre un dominio de ideales principales (ve´ase
[DuF99]).
Es evidente la ventaja, en lo que a simplicidad de ca´lculo se refiere, de
manejar la forma cano´nica de Smith de una matriz. Es seguramente esta
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ventaja, la que ha propiciado, sobre todo desde el uso masivo de los orde-
nadores, la gran literatura acerca de su ca´lculo, ve´ase [Vil94, Vil95, Vil97,
Mal72, HaH83, Ser02, Jac74].
En este cap´ıtulo se presenta una nueva aproximacio´n al problema de la
computacio´n de la Forma Normal de Smith, desde la perspectiva de las bases
de Gro¨bner. El objetivo principal de este primer cap´ıtulo es mostrar la es-
trecha relacio´n existente entre el ca´lculo de la Forma Normal de Smith y la
Teor´ıa de Bases de Gro¨bner; en ningu´n caso se pretende, sea dicho esto ya de
paso, la construccio´n de un algoritmo que sea ma´s eficiente que los mejores
algoritmos actuales [ChC82, KaB79].
El algoritmo cla´sico de obtencio´n de la Forma Normal de Smith de una
matriz de m filas y n columnas A = (aij) con coeficientes en un DIP, ”grosso
modo”, consiste demin(m,n) etapas. En la primera etapa, se obtiene a partir
de A una matriz de la forma:
d1 0 ... 0
0 b22 ... b2n
...
...
. . .
...
0 bm2 ... bmn

tal que d1|bij ∀i, j. En la segunda, se vuelve a pasar el mismo proceso que se
siguio´ en la primera etapa pero esta vez a la matriz:
b22 ... b2n
...
. . .
...
bm2 ... bmn

con lo cual se obtiene al final de esta etapa, una matriz de la forma:
d1 0 0 ... 0
0 d2 0 ... 0
0 0 c33 ... c3n
...
...
...
. . .
...
0 0 cm3 ... cmn

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con d1|d2|cij ∀i, j. Tras min(m,n) etapas como mucho, el proceso termina
con la obtencio´n de la Forma Normal de Smith:
d1 0
. . .
dp
0
. . .
0 0

con d1|d2|...|dp.
Computacionalmente hablando, como posteriormente se comprobara´, es
un ca´lculo pesado, pedir que en la etapa i-e´sima di divida a todos los elemen-
tos de la matriz que esta´n por debajo de e´l. Surge de modo natural entonces
la pregunta ¿que´ sucede si se quita so´lo esta condicio´n de divisibilidad? La
respuesta es casi inmediata pues, se tendr´ıa un nuevo algoritmo que en un
nu´mero finito de etapas, conducir´ıa a una matriz diagonal que tiene la misma
Forma Normal de Smith que la matriz de partida. Una vez aqu´ı, el paso a la
Forma Normal de Smith es relativamente fa´cil, pues basta con reordenar los
factores irreducibles en los que se descomponen los elementos de la diagonal
principal [Mal72]. Se llega de este modo a un nuevo algoritmo de ca´lculo de
la Forma Normal de Smith, las ideas ba´sicas son ahora:
- Diagonalizacio´n
- Reordenacio´n
La traduccio´n a un contexto con bases de Gro¨bner del proceso de diago-
nalizacio´n, es la clave para la obtencio´n del algoritmo buscado. Para dicha
traduccio´n se procede del siguiente modo. Es conocido, que para obtener
la Forma Normal de Smith de una matriz, es necesario por norma general,
hacer operaciones elementales en filas y columnas. Al aplicar el algoritmo de
eliminacio´n de Gauss a una matriz, se esta´n haciendo so´lo operaciones en
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filas; se puede pensar entonces que no existe tal conexio´n entre las bases de
Gro¨bner y el ca´lculo de la Forma Normal de Smith, pues no se actu´a sobre
las columnas de la matriz.
Esta dificultad que se presenta es fa´cilmente salvable, sin ma´s que tener en
cuenta que operar en columnas no es ma´s que operar en filas en la traspuesta.
Surge entonces de modo natural, la idea de aplicar el algoritmo de eliminacio´n
de Gauss a una matriz dada (=operaciones elementales en filas), trasponer
el resultado y volver a aplicar el algoritmo de eliminacio´n de gaussiana a esta
nueva matriz (=operaciones elementales en columnas en la matriz original),
trasponer el resultado y volver a empezar el proceso. Inmediatamente surge la
pregunta de si esta ”sucesio´n de bases de Gro¨bner” conduce o no a la Forma
Normal de Smith, la respuesta a esta cuestio´n es que no, pues en general este
proceso conduce a la obtencio´n de una matriz diagonal que tiene la misma
Forma Normal de Smith que la de partida.
Como posteriormente se comprobara´, es precisamente esta forma de ac-
tuar, la traduccio´n a un contexto con bases de Gro¨bner del proceso de dia-
gonalizacio´n citado anteriormente, pues aunque en principio no lo parezca,
un ana´lisis ma´s en profundidad mostrara´ que se esta´ haciendo lo mismo en
ambos casos.
Obtenido el algoritmo de ca´lculo de la Forma Normal de Smith, se plantean
otros dos desaf´ıos no menos interesantes. El primero de ellos es la obtencio´n
de las matrices de paso y, como consecuencia, de las formas cano´nicas ma´s
conocidas: la forma cano´nica Racional o de Frobenius, la segunda forma
cano´nica, las formas cano´nicas de Jacobson y Jordan.
El punto clave para lograr calcular las matrices de paso, es darse cuenta
que la Reordenacio´n se puede lograr aplicando el algoritmo de Diagonali-
zacio´n a una matriz adecuada.
Si a una matriz A = (aij) dem filas y n columnas le aplicamos el algoritmo
de diagonalizacio´n esbozado anteriormente, obtendremos una matriz diagonal
D = diag(d1, ..., dp, 0, ..., 0) que posee la misma Forma Normal de Smith que
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la matriz inicial. Para conseguir la Forma Normal de Smith se procedera´ del
siguiente modo, en primer lugar se construye la matriz:
D1 =

d1 0 . . . . . . . . . . . . . . . 0
...
. . .
...
...
dr . . . dr
...
0 0
...
...
. . .
...
0 . . . . . . . . . . . . 0 . . . 0

D1 posee la misma Forma Normal de Smith que las matrices A y D. Si se
aplica a D1 el algoritmo de diagonalizacio´n se obtiene una matriz de la forma:
D2 =

mcd(d1, ..., dr) 0
d
′
2
. . .
d
′
r
0
. . .
0 0

por la propia meca´nica heredada del algoritmo cla´sico de ca´lculo de la For-
ma Normal de Smith, para matrices que sean de la misma forma que D1.
Aplicando de nuevo el proceso a la submatriz de D2 obtenida al eliminar
la primera fila y columna y as´ı sucesivamente, se conseguira´ en un nu´mero
finito de etapas, obtener una matriz de la forma:
e1 0
. . .
er
0
. . .
0 0

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con e1|e2|...|er, esto es, habremos calculado la Forma Normal de Smith de
la matriz A. Llegados a este punto, es posible concluir que el proceso de
diagonalizacio´n es la clave para obtener la Forma Normal de Smith, a su
vez, el algoritmo de eliminacio´n de Gauss aplicado de forma reiterada, es el
nu´cleo del algoritmo de Diagonalizacio´n.
Dada una matriz A de m filas y n columnas, las matrices de paso se van a
ir construyendo de la siguiente forma, en primer lugar se aplica el algoritmo
de eliminacio´n de Gauss a la matriz (A|Im), siendo Im la matriz identidad
de orden m, de esta forma se obtiene una matriz (B|P ), y se consigue no
so´lo hacer operaciones en las filas de la matriz A, sino que adema´s, en las
posiciones de Im se ”guarda memoria” de lo hecho, esto es, B = PA. A
continuacio´n se repite el mismo proceso anterior pero para la traspuesta de
B y la matriz In, con lo cual se obtendra´ una matriz (C|Q) verificando
C = QBT , se puede concluir entonces que la matriz traspuesta de C (= CT )
es la matriz A despue´s de haber realizado operaciones elementales en las
filas y en las columnas, as´ı pues CT = PAQT . Aplicando el algoritmo de
diagonalizacio´n de este modo, dentro del algoritmo de ca´lculo de la Forma
Normal de Smith, es posible ir construyendo las matrices de paso.
La aproximacio´n que en este cap´ıtulo se presenta, al ca´lculo de la Forma
cano´nica Racional o de Frobenius es mediante un algoritmo determinista.
Se han hecho tambie´n aproximaciones a este ca´lculo mediante algoritmos
probabil´ısticos [GiS02].
En lo que sigue, D denota a un dominio de ideales principales (esto es, D
es un anillo unitario y conmutativo tal que todo ideal esta´ generado por uno
de los elementos del propio ideal), m, n y r son nu´meros naturales.
1.2. Planteamiento Inicial
En esta segunda seccio´n, se va a exponer el algoritmo de ca´lculo de la
Forma Normal de Smith, ve´ase [Jac74], que servira´ como base a partir de
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la cual, se construira´ un nuevo algoritmo de obtencio´n de la Forma Normal
de Smith, que utiliza las bases de Gro¨bner como herramienta de ca´lculo.
Para ello es necesario establecer, previamente, las siguientes definiciones y
resultados.
Definicio´n 1.2.1 Dado d ∈ D, se denomina longitud de d, brevemente l(d),
al nu´mero de elementos primos de su factorizacio´n.
Ejemplo 1.2.2 Sea D = Z
l(8) = l(2 · 2 · 2) = 3
l(6) = l(2 · 3) = 2
l(−1) = 0
Proposicio´n 1.2.3 Si u ∈ D es unidad, entonces l(u) = 0.
Definicio´n 1.2.4 Sobre el conjunto Matm×n(D) se define la siguiente rela-
cio´n binaria:
A,B ∈Matm×n(D) se dicen equivalentes , brevemente A'B, si existen P ∈
Matm×m(D) y R ∈Matn×n(D) ambas inversibles, tales que B = PAR.
Proposicio´n 1.2.5 ' es una relacio´n de equivalencia.
Definicio´n 1.2.6 Las matrices P y Q se denominan matices de paso.
Definicio´n 1.2.7 Se denomina matriz elemental , a una matriz que es de
alguna de estas tres formas:
Dado b ∈ D, i, j, n ∈ N tales que i 6= j, i ≤ n, j ≤ n.
Tij(b) es una matriz cuadrada de orden n, con un uno en cada posicio´n
de su diagonal principal, b en la posicio´n (i,j) y cero en el resto.
Dado u ∈ D unidad, i, n ∈ N tales que i ≤ n.
Di(u) es una matriz cuadrada de orden n y diagonal, con u en el lugar
(i,i) y un uno en las dema´s posiciones de su diagonal principal.
1.2 Planteamiento Inicial 9
Dados i, j, n ∈ N, tales que i, j ≤ n.
Pij es la matriz que se obtiene a partir de la matriz identidad de orden
n, intercambiando las filas i y j.
Definicio´n 1.2.8 Dada A ∈ Matm×n(D), son operaciones elementales en
A, la multiplicacio´n por la izquierda o por la derecha, por matrices elemen-
tales.
Las operaciones elementales son pues:
1. Tij(b) · A −→ Matriz obtenida a partir de A, suma´ndole a la fila i la
fila j multiplicada por b.
2. A · Tij(b) −→ Matriz obtenida a partir de A, suma´ndole a la columna
j la columna i multiplicada por b
3. Di(u) ·A −→ Matriz obtenida a partir de A, multiplicando la fila i por
u.
4. A ·Di(u) −→ Matriz obtenida a partir de A, multiplicando la columna
i por u.
5. Pij · A −→ Matriz obtenida a partir de A, intercambiando las filas i y
j.
6. A ·Pij −→ Matriz obtenida a partir de A, intercambiando las columnas
i y j.
Observaciones:
Multiplicar por la izquierda por una matriz elemental, conlleva una
transformacio´n en filas
Multiplicar por la derecha por una matriz elemental, conlleva una trans-
formacio´n en columnas.
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Al realizar una operacio´n elemental sobre una matriz, se obtiene una
matriz equivalente a la inicial.
Teorema 1.2.9 [Jac74] Cualquier matriz de m filas por n columnas con
coeficientes en D, es equivalente a una matriz diagonal, cuyos elementos no
nulos, d1, ..., dr, verifican que d1 divide a d2, d2 divide a d3,..., dr−1 divide a dr.
Adema´s, esta matriz diagonal es u´nica, salvo multiplicacio´n de los elementos
diagonales no nulos por unidades de D, y se denomina Forma Normal de
Smith.
Definicio´n 1.2.10 Sea A ∈ Matm×n(D) y S = diag(d1, ..., dr, 0, ..., 0) su
Forma Normal de Smith (d1, ..., dr no nulos). Entonces:
d1, ..., dr se denominan factores invariantes de A.
Conside´rense las factorizaciones en irreducibles de los factores inva-
riantes:
di = p
ei1
i1 · ... · p
eirj
irj
, pij 6= pis si j 6= s, i = 1, ..., r
Entonces cada p
eij
ij se denomina divisor elemental sobre D de A.
La propia demostracio´n del teorema anterior constituye un algoritmo de
ca´lculo de la Forma Normal de Smith. Es precisamente este algoritmo el
punto de partida; una reformulacio´n del mismo ma´s la traduccio´n de esta
reformulacio´n al contexto de bases de Gro¨bner son los pasos que se seguira´n
para lograr el objetivo de este cap´ıtulo. A continuacio´n se presenta la citada
demostracio´n en formato de algoritmo de ca´lculo de la Forma Normal de
Smith; debido a su extensio´n y para facilitar su comprensio´n, se presenta
troceado en dos rutinas, el algoritmo Smith (la rutina principal) y el algoritmo
Divisible (una subrutina de la rutina principal).
Algoritmo 1.2.11 Smith
Entrada: A ∈Matm×n(D) tal que A es no nula.
Salida: La Forma Normal de Smith de A.
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1. Se coloca, mediante transformaciones elementales (cambios de filas y
columnas), un elemento no nulo y con longitud mı´nima, en la posicio´n
(1,1). Esta matriz as´ı obtenida, es equivalente a la inicial y pasa a ser
A.
2. A = Divisible(A)
3. Todos los elementos no nulos de la primera fila y columna son divisibles
por a11, a diferencia de lo que ocurre con el resto de los elementos de la
matriz que no tienen por que´ serlo. Mediante operaciones elementales
sobre filas y columnas de la matriz A, se llega a una matriz de la forma:
a11 0 ... 0
0 b22 ... b2n
...
...
. . .
...
0 bm2 ... bmn

4. Mientras a11 no divida a todos los elementos de la matriz.
a) Se escoge un bij que no sea divisible por a11.
b) A = T1i(1) · A (se le suma a la primera fila de A, la i-e´sima)
c) A = Divisible(A)
d) Todos los elementos no nulos de la primera fila y columna, son
divisibles por a11, a diferencia de lo que ocurre con el resto de
los elementos de la matriz que no tienen porque serlo. Mediante
operaciones elementales sobre las filas y columnas de la matriz A,
se llega a una matriz de la forma:
a11 0 ... 0
0 b22 ... b2n
...
...
. . .
...
0 bm2 ... bmn

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5. A es de la forma:

d11 0 ... 0
0 c22 ... c2n
...
...
. . .
...
0 cm2 ... cmn

verificando que d11 divide a cij, i ∈ {2, ...,m}, j ∈ {2, ..., n}
6. Se aplica este algoritmo de nuevo, a la submatriz:
c22 ... c2n
...
. . .
...
cm2 ... cmn

7. Fin.
Algoritmo 1.2.12 Divisible
Enrada: A ∈Matm×n(D) tal que A es no nula
Salida: Una matriz equivalente a la matriz de entrada, que verifica que todo
elemento no nulo de la primera fila y primera columna, es divisible por el
elemento que ocupa la posicio´n (1,1).
1. Mientras todo elemento no nulo de la primera fila y columna no sea
divisible por a11.
a) ¿Existe en la primera fila un elemento no nulo que no sea divisible
por a11?
1) S´ı
i) Se lleva este elemento hasta la posicio´n (1,2) mediante un
intercambio de columnas. A es ahora de la forma:
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a b a13 a1n
...
...
...
. . .
...
am1 am2 am3 amn

ii) Se calculan d,α, β,s,t∈ D tales que:
d = mcd(a, b)
α · a+ β · b = d
a = s · d
b = t · d
iii) A=

a b a13 . . . a1n
a21 a22
...
...
...
...
...
...
. . .
...
am1 am2 . . . . . . amn
·

α −t 0 . . . 0
β s 0 . . . 0
0 0 1 . . . 0
...
...
...
. . .
...
0 0 0 . . . 1

=

d 0 a13 . . . a1n
α · a21 + β · a22 −t · a21 + s · a22 a23 . . . a2n
...
...
...
. . .
...
α · am1 + β · am2 −t · am1 + s · am2 am3 . . . amn

[Nota: l(a) > l(d). La longitud del elemento que ocupa la
posicio´n (1,1) disminuye.]
b) ¿Existe en la primera columna un elemento no nulo que no sea
divisible por a11?
1) S´ı
i) Se lleva ese elemento hasta la posicio´n (2,1), mediante un
intercambio de filas. A es de la forma:
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a a12 . . . a1n
b a22 . . . a2n
a31 a32 . . . a3m
...
...
. . .
...
am1 a3m . . . amn

ii) Se calculan e,α, β, s, t ∈ D tales que:
e = mcd(a, b)
α · a+ β · b = e
a = s · e
b = t · e
iii) A =

α β 0 . . . 0
−t s 0 . . . 0
0 0 1 . . . 0
...
...
...
. . .
...
0 0 0 . . . 1

·

a a12 . . . a1n
b a22 . . . a2n
a31 a32 . . . a3n
...
...
. . .
...
am1 am2 . . . amn

=

e α · a12 + β · a22 . . . α · a1n + β · a2n
0 −t · a12 + s · a22 . . . −t · a1n + s · a2n
a31 . . . . . . a3n
...
...
...
...
am1 . . . . . . amn

[Nota: l(a) > l(e). La longitud del elemento que ocupa la
posicio´n (1,1) disminuye.]
2. Devuelve A
3. Fin.
1.3 Reformulacio´n del algoritmo de ca´lculo 15
Dos hechos fundamentales son los que sustentan este algoritmo. El prime-
ro, es pedir que el anillo base sea un dominio de ideales principales, pues esto
garantiza que siempre existe el ma´ximo comu´n divisor de dos elementos y se
verifica la identidad de Bezout. El segundo, es la ingeniosa introduccio´n de la
funcio´n longitud, de un elemento de un dominio de ideales principales. Con
ella se relacionan los nu´meros naturales y el ca´lculo de la Forma Normal de
Smith.
Gracias a la funcio´n longitud, se tiene asegurado que el algoritmo Smith
termina tras un nu´mero finito de pasos, ya que si esto no fuese as´ı, se podr´ıa
construir una sucesio´n infinita de nu´meros naturales acotada superiormente
y estrictamente decreciente, lo cual es imposible.
Que el conjunto de los nu´meros naturales sea bien ordenado, con respecto
a la relacio´n ”≤ ”, es en u´ltima instancia, el garante de que el algoritmo
Smith, termina tras un nu´mero finito de pasos. Esta propiedad del conjunto
de los nu´meros naturales, ma´s la funcio´n longitud, que actu´a como un puente
entre el algoritmo de Ca´lculo de la Forma Normal de Smith y el conjunto de
los nu´meros naturales, garantizan que todo el proceso termina en un nu´mero
finito de pasos.
1.3. Reformulacio´n del algoritmo de ca´lculo
Ciertamente, el problema del ca´lculo teo´rico de la Forma Normal de
Smith, queda resuelto con el algoritmo Smith. No obstante, desde un punto
de vista pra´ctico, no es el ma´s adecuado por la cantidad de operaciones in-
necesarias que se hacen. No es preciso colocar un te´rmino de longitud mı´nima
en la posicio´n (1,1), aunque esta eleccio´n pueda en algunos casos acelerar,
en otros retrasar, la obtencio´n de la Forma Normal de Smith. Conside´rese,
por ejemplo, el caso concreto de una matriz que contenga una unidad y e´sta
no este´ en la posicio´n (1,1); aplicar el paso 1 del algoritmo Smith, supone
colocar la unidad en la posicio´n (1,1). Gracias a esto, se pasa directamente al
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paso 3. El paso 1 ha contribuido a acelerar la obtencio´n de la Forma Normal
de Smith, ya que de no haberse realizado s´ı se entrar´ıa probablemente en el
paso 2. Por otra parte, conside´rese el caso hipote´tico de que el elemento que
ocupa la posicio´n (1,1), sea el elemento de longitud mı´nima. En esta ocasio´n,
aplicar el paso 1 no modifica la matriz original y supone un retraso en la
obtencio´n de la Forma Normal de Smith.
A todo esto, se une el hecho de que obtener un elemento de longitud
mı´nima, obliga a calcular por norma general, las longitudes de todos los
elementos de la matriz y luego escoger uno de longitud mı´nima. Por otra
parte, el ca´lculo de la longitud de un elemento, no es en general, un ca´lculo
trivial.
Tampoco es necesario, que cada vez que la matriz sea de la forma:
a11 0 ... 0
0 b22 ... b2n
...
...
. . .
...
0 bm2 ... bmn

exigir que a11 divida a todos los elementos de la matriz; lo que se pretende con
esta condicio´n, claro esta´, es obtener al final la Forma Normal de Smith. Como
a continuacio´n quedara´ patente, es posible sustituir este paso por otro que
se aplica so´lo al final de un proceso de ca´lculo y no en cada paso intermedio.
Un examen detallado del algoritmo Smith, revela que si se eliminan los
pasos 1,4 y 5, el algoritmo resultante proporcionar´ıa una matriz diagonal,
equivalente a la inicial (hecho que se muestra en el algoritmo Diagonaliza,
que se expone a continuacio´n). Desde luego, no es posible esperar que esta
matriz diagonal sea la Forma Normal de Smith, en algunos casos si lo sera´ y
en otros no. No obstante, como el conjunto de los divisores elementales de una
matriz diagonal, es el mismo que el de su Forma Normal de Smith [Mal72],
so´lo queda reordenar este conjunto convenientemente para obtener la matriz
que interesa. Esta reordenacio´n se consigue haciendo un barrido sobre los
elementos de la diagonal principal.
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Estos dos hechos, permiten realizar una reformulacio´n del algoritmo Smith;
las ideas ba´sicas son ahora:
Diagonalizacio´n
Reordenacio´n de los divisores elementales.
Algoritmo 1.3.1 SmithR (Reformulacio´n)
Entrada: A ∈Matm×n(D) tal que A es no nula.
Salida: La Forma Normal de Smith de A
1. A=Diagonaliza(A) /*Diagonalizacio´n*/
2. ¿A es la Forma Normal de Smith? /*Reordenacio´n*/
a) No
Bucle desde i=1 hasta mı´nimo(m,n)-1
• P=In +B siendo
◦ In: matriz identidad de orden n
◦ B: matriz nula salvo en las posiciones {(j, i)}mı´n(m,n)j=i+1
que contienen un uno.
• A=A·P
• A=Diagonaliza(A)
• ¿A es la Forma Normal de Smith?
◦ S´ı
¦ Salir del bucle.
3. Devuelve A
4. Fin
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Algoritmo 1.3.2 Diagonaliza
Entrada: A ∈Matm×n(D) tal que A es no nula.
Salida: Una matriz diagonal equivalente a la inicial (son los pasos 2,3 y 6 del
algoritmo Smith)
1. A=Divisible(A)
2. Todos los elementos no nulos de la primera fila y columna son divisibles
por a11, a diferencia de lo que ocurre con el resto de los elementos de
la matriz que no tienen porque serlo. Mediante operaciones elementales
en filas y columnas se llega a una matriz de la forma:

a11 0 ... 0
0 b22 ... b2n
...
...
. . .
...
0 bm2 ... bmn

3. Se aplica este algoritmo de nuevo, a la submatriz:
B =

b22 ... b2n
...
...
...
bm2 ... bmn

esto es:
B=Diagonaliza(B)
A =

a11 0 ... 0
0
... B
0

4. Fin
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Hay varias formas de reordenar los divisores elementales para conseguir los
factores invariantes. Una de ellas viene reflejada en [Mal72], y esta´ basada en
la factorizacio´n en irreducibles de los elementos diagonales, y en su posterior
reordenacio´n segu´n su exponente. Este no es el camino que se va a seguir;
las ideas del algoritmo Smith, siguen siendo el punto de partida. Esta forma
de proceder, viene justificada por el hecho de que se pretenden conseguir las
matrices de paso, a medida que se va avanzando en el ca´lculo de la Forma
Normal de Smith.
La justificacio´n del paso 2 del algoritmo SmithR, es la siguiente:
Sea A = diag(d1, ..., dr, 0, ..., 0) ∈Matm×n(D) una matriz diagonal
Primera iteracio´n (i=1).
Se cambia A por la matriz equivalente que se obtiene al sumar a la primera
columna, todas las columnas que esta´n a su derecha (en el algoritmo esto se
obtiene al hacer A·P). La matriz obtenida es de la forma:
d1 0 . . . . . . . . . . . . . . . 0
...
. . .
...
...
dr . . . dr
...
0 0
...
...
. . .
...
0 . . . . . . . . . . . . 0 . . . 0

Si se diagonaliza esta matriz con el algoritmo Diagonaliza, y se sigue
el proceso, se observa que e´ste devuelve una matriz diagonal que tiene en
su posicio´n (1,1) el ma´ximo comu´n divisor de d1, ..., dr; esto es, tiene en su
posicio´n (1,1) el primer factor invariante de A.
Segunda Iteracio´n (i=2).
Para calcular el segundo factor invariante, se procede de forma similar a
la anterior. Primero se le suma a la segunda columna de la matriz obtenida
en el paso previo, todas las columnas que esta´n a su derecha. El resultado es
una matriz de la forma:
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E=

f1 0 . . . 0 . . . 0
0 e1 0 . . .
...
...
. . .
... er . . . er
...
...
. . .
0 0 0 . . . 0

Si se vuelve a aplicar el algoritmo Diagonaliza a esta nueva matriz se
obtendra´ otra diagonal que tiene en su posicio´n (2,2), el primer factor invari-
ante de la submatriz diag(e1, ..., er) ∈Mat(m−1)×(n−1)(D) que es, el segundo
factor invariante de la matriz E. Es importante destacar que la primera fila y
la primera columna no influyen a la hora de aplicar el algoritmo Diagonaliza
a la matriz E, es ma´s, no sufren ninguna modificacio´n.
Si se continua este proceso (el bucle del algoritmo SmithR), se obtendra´ al
final la Forma Normal de Smith.
A la vista del algoritmo SmithR, se puede observar que, la base sobre la
que se apoya la reformulacio´n del algoritmo de ca´lculo de la Forma Normal
de Smith, es el proceso de diagonalizacio´n. De hecho, una traduccio´n de este
algoritmo de diagonalizacio´n al contexto de bases de Gro¨bner, proporcionar´ıa
de modo inmediato un algoritmo de ca´lculo de la Forma Normal de Smith.
Este es, precisamente el objetivo de la pro´xima seccio´n.
1.4. Una solucio´n con Bases de Gro¨bner
Antes de exponer el teorema central, pilar ba´sico como se vera´, del algo-
ritmo de computacio´n de la Forma Normal de Smith, es necesario establecer
previamente unos conceptos.
Definicio´n 1.4.1 Dada A = (aij) ∈ Matm×n(D), se llamara´ ideal asociado
a A, brevemente IA, al ideal de D[x1, ..., xn] generado por:
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f1 = a11x1 + ...+ a1nxn
...
fm = am1x1 + ...+ amnxn
Definicio´n 1.4.2 Dadas A = (aij) ∈ Matm×n(D) y B ∈ Mat(m+r)×n(D),
se dira´ que B es igual a A salvo un nu´mero finito de filas nulas, brevemente
B=0A, si:
B =

a11 . . . a1n
...
. . .
...
am1 . . . amn
0 . . . 0
...
. . .
...
0 . . . 0

Proposicio´n 1.4.3 Dadas A ∈ Matm×n(D) y B ∈ Mat(m+r)×n(D), se
verifica:
Si B =0 A, entonces A y B tienen el mismo rango y los mismos factores
invariantes.
Definicio´n 1.4.4 MatN×n(D) := unionsq
m∈N
Matm×n(D)
Definicio´n 1.4.5 Sean A,B ∈MatN×n(D).
B es equivalente a A salvo un nu´mero finito de filas nulas, brevemente B
'0A, si la Forma Normal de Smith de B es igual, salvo un nu´mero finito de
filas nulas, a la Forma Normal de Smith de A.
Proposicio´n 1.4.6 '0es transitiva.
Proposicio´n 1.4.7 Dadas A,B ∈MatN×n(D), se verifica:
Si B'0A, entonces A y B tienen el mismo rango y los mismos factores in-
variantes.
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Fijado un orden monomial cualquiera en D[x1, x2, ..., xn] con x1 > x2 >
... > xn, se establece:
Definicio´n 1.4.8 Dados f, g ∈ D[x1, x2, ..., xn]
1. lp(f) denota la potencia principal de f.
2. lc(f) denota el coeficiente principal de f.
3. lt(f) denota al producto de lc(f) por lp(f).
4. La sicigia de f y g es:
S(f, g) = mcm(lc(f),lc(g))
lc(f)
· mcm(lp(f),lp(g))
lp(f)
f − mcm(lc(f),lc(g))
lc(g)
· mcm(lp(f),lp(g))
lp(g)
g
El teorema que sigue, es la base del algoritmo de ca´lculo que en este
cap´ıtulo se presenta. Dada A ∈ MatN×n(D), se demuestra que cualquier
base de Gro¨bner Fuerte de IA [AdL94], proporciona una matriz equivalente
a A.
Teorema 1.4.9 Sea A = (aij) ∈Matm×n(D) una matriz no nula. Se verifi-
ca:
1. Cualquier base de Gro¨bner Fuerte de IA es de la forma:
{g1 = a11x1+a12x2+ ...+a1nxn, g2 = a22x2+ ...+a2nxn, ..., gn = annxn}∪B
siendo B, o el conjunto vac´ıo, o un conjunto formado por polinomios
homoge´neos en x1, ..., xn, de grado mayor o igual que 2.
2. La matriz
Lad(A) :=

a11 . . . a
1
n
. . .
...
ann
0 . . . 0
...
...
0 . . . 0

∈Matm×n(D)
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que se obtiene a partir de la base de Gro¨bner Fuerte de apartado ante-
rior, es equivalente a A.
3. Existe P ∈Matm×m(D) inversible, tal que Lad(A) = P · A
Demostracio´n:
Sea A = (aij) ∈Matm×n(D), tal que A es no nula. Se supondra´ que las filas
de A esta´n ordenadas de la siguiente forma:
0
...
0
0 0
...
...
0 0
...

Esto es, en primer lugar las filas cuya primera columna es no nula, luego,
a continuacio´n, las filas cuya primera columna es nula y la segunda columna
es no nula, y as´ı sucesivamente. Esta ordenacio´n no es restrictiva, esto es,
no hay que reordenar la matriz antes de calcular la base de Gro¨bner. Es
simplemente una cuestio´n de resaltar que se va a considerar cada bloque de
filas por separado, y para simplificar notacio´n. Se tiene entonces una particio´n
de {1, ...,m}.
Se define:
I1 = {1, ..., p1}, ı´ndices correspondientes a las filas de A cuya primera
columna es no nula.
I2 = {p1 + 1, ..., p2}, ı´ndices correspondientes a las filas de A cuya
primera columna es nula y la segunda es no nula.
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...
In = {pn−1 + 1, ...,m}, ı´ndices correspondientes a las filas de A cuya
primera columna no nula es la columna n.
I1 unionsq I2 unionsq ... unionsq In = {1, ...,m}.
Cabe la posibilidad de que uno o varios Ii sean el conjunto vac´ıo.
Sea {f1, ..., fm} el conjunto de generadores de IA.
De aqu´ı en adelante, se utilizara´ la palabra bloque, para designar el con-
junto de todos los polinomios cuyos sub´ındices esta´n en un mismo Ii.
{f1, ..., fm} es un conjunto de polinomios homoge´neos de grado 1. El
cara´cter homoge´neo de los polinomios iniciales es heredado por las sicigias y
sus reducidos mo´dulo un determinado conjunto de polinomios tambie´n ho-
moge´neos. Esto es, todos los polinomios no nulos que aparecen al aplicar
el algoritmo de ca´lculo de una base de Gro¨bner, son homoge´neos de grado
mayor o igual que 1. Adema´s, so´lo al hacer la sicigia de dos polinomios cuyos
sub´ındices esta´n en el mismo Ik, se puede obtener un polinomio homoge´neo
de grado uno. Esto es as´ı, por el cara´cter homoge´neo de grado 1, de los
polinomios iniciales.
A continuacio´n se procede a aplicar el algoritmo de ca´lculo de una base de
Gro¨bner a IA. Se empieza por calcular las sicigias y sus reducidos, al llegar al
ca´lculo de una sicigia de dos polinomios cuyos sub´ındices esta´n en el mismo
Ik, se razona de la siguiente forma:
Se supone que f1 y f2 esta´n en el primer bloque, esto es {1, 2} ⊆ I1, y se
quiere calcular S(f1, f2).
f1 = a11x1 + ...+ a1nxn; a11 6= 0
f2 = a21x1 + ...+ a2nxn; a21 6= 0
S(f1, f2) =
mcm(a11,a21)
a11
f1 − mcm(a11,a21)a21 f2 = a21mcd(a11,a21)f1 − a11mcd(a11,a21)f2 =
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= a21
mcd(a11,a21)
(a11x1 + ...+ a1nxn)− a11mcd(a11,a21)(a21x1 + ...+ a2nxn) =
= a21a12−a11a22
mcd(a11,a21)
x2 + ...+
a21a1n−a11a2n
mcd(a11,a21)
xn
Se comprueba que este polinomio se puede obtener, multiplicando por
una matriz inversible.
Se define:
B =

a11 . . . a1n
...
. . .
...
am1 . . . amn
0 . . . 0
 ; B =0 A

1 0 . . . 0
0 1 0
...
...
. . .
...
. . .
...
a21
mcd(a11,a21)
− a11
mcd(a11,a21)
0 ... 0 1

·

a11 . . . a1n
...
. . .
...
am1 . . . amn
0 . . . 0
 =

a11 a12 . . . a1n
...
...
am1 am2 . . . amn
0 a21a12−a11a22
mcd(a11,a21)
. . . a21a1n−a11a2n
mcd(a11,a21)
 = C
La u´ltima fila de C contiene los coeficientes de S(f1, f2). Queda por cal-
cular S(f1, f2)
{f1,...,fm}
.
S(f1, f2) f1 . . . fm
fs q1 ... qm
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s es el ı´ndice que le corresponde al nuevo polinomio, hay que tener en cuenta
que es posible que se hayan an˜adido otros polinomios antes de calcular esta
sicigia.
S(f1, f2) =
m∑
i=1
qifi + fs =⇒ fs = S(f1, f2)−
m∑
i=1
qifi
Esto es lo mismo que hacer:
1 0 0
0 1
...
...
. . .
0 0
. . . 0
−q1 −q2 . . . −qm 1

︸ ︷︷ ︸
Inversible

a11 a12 . . . a1n
...
...
am1 am2 . . . amn
0 a21a12−a11a22
mcd(a11,a21)
. . . a21a1n−a11a2n
mcd(a11,a21)
=D
La u´ltima fila de D contiene los coeficientes de fs. Adema´s se verifica:
D ' C ' B =0 A
entonces,
D '0 A
y por lo tanto A y D tienen los mismos factores invariantes.
Si fs 6= 0 entonces lp(fs) = xk para algu´n k ∈ {1, ..., n} y se an˜ade el
ı´ndice de este nuevo polinomio, s, a Ik. Es muy importante ir an˜adiendo cada
ı´ndice nuevo al bloque al que pertenezca a medida que se van obteniendo
los polinomios lineales, pues esta demostracio´n se basa en los nu´meros que
aparecen en cada Ik.
As´ı mismo, se lleva cuenta de las matrices por las que se va multiplicando
(para al final obtener P); para ello se define:
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P1 =

1 0 0
0 1 0
...
...
. . .
...
0 0
. . . 0
−q1 −q2 . . . −qm 1

·

1 0 0
0 1 0
...
...
. . .
...
. . .
...
a21
mcd(a11,a21)
− a11
mcd(a11,a21)
0 ... 0 1

P1 · A′ = D siendo A′ la matriz A ma´s una fila de ceros.
Se prosigue con los ca´lculos de las sicigias y sus reducidos, hasta que se
llega a otra sicigia de dos polinomios cuyos ı´ndices vuelven a estar los dos en
el mismo Ik. Razonando igual que antes, se define E como la matriz D ma´s
una fila de ceros. Calcular el polinomio reducido de la sicigia, no es ma´s que
multiplicar E por una determinada matriz inversible H; sea F el resultado.
Por ser F ' E =0 D se deduce que F '0 D, como adema´s D '0 A,
entonces se sigue que F '0 A
Para seguir llevando cuenta de las matrices por las que se multiplica, se
define:
P2 = H ·

p11 . . . p1m+1 0
...
. . .
...
...
pm+11 . . . pm+1m+1 0
0 . . . 0 1

siendo P1 =

p11 . . . p1m+1
...
. . .
...
pm+11 . . . pm+1m+1

P2 · A′ = F siendo A′ la matriz A ma´s dos filas de ceros.
Siguiendo esta estrategia de ca´lculo, se llegar´ıa, al finalizar la computacio´n
de la base de Gro¨bner de IA, a una matriz ∆, de r filas y n columnas, que
contendr´ıa a todos los polinomios de grado 1 de la base de Gro¨bner, y a una
matriz Ω cuadrada e inversible de orden r, tales que Ω ·A′ = ∆ (siendo A′ la
matriz A ma´s r-m filas nulas). Adema´s, por construccio´n, ∆ '0 A.
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∆ se puede volver a pensar, para simplificar notacio´n, que es de la forma:

#I1 elementos
0 #I2 elementos
... 0
...
...
...
...
0 #In

Una vez obtenida una base de Gro¨bner de IA, hay que calcular una base
de Gro¨bner Fuerte para IA.
I1, ..., In son conjuntos saturados [AdL94]. De cualquier otro conjunto
saturado J , al calcular fJ se va a obtener un polinomio homoge´neo de grado
mayor o igual que dos. So´lo al calcular fIk , con Ik no vac´ıo, se obtendra´ un
polinomio homoge´neo de grado 1. As´ı, cada bloque Ik no vac´ıo, contribuye
con un polinomio fIk . Se ilustra este ca´lculo para I1, para los dema´s casos es
similar.
El primer paso es calcular {aj}j∈I1 tales que:
∑
j∈I1
aj · lc(fj) = mcd({lc(fj)/j ∈ I1}) (1.1)
Por definicio´n:
fI1 =
∑
j∈I1
aj · fj
De nuevo, este polinomio tambie´n se puede obtener multiplicando por la
izquierda por una matriz inversible.
Se define γ como la matriz ∆ ma´s una fila de ceros (γ =0 ∆).
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
1
. . .
1
. . .
. . .
a1 . . . a#I1 0 . . . 1

︸ ︷︷ ︸
Inversible
·

#I1 elementos
0 #I2 elementos
... 0
...
...
...
...
0 #In
0 . . . 0

=Σ
La u´ltima fila de Σ esta´ formada por los coeficientes de fI1 en x1, ..., xn.
De nuevo Σ ' γ =0 ∆, y por lo tanto Σ '0 ∆, como adema´s ∆ '0 A, se
verifica entonces que Σ '0 A.
No hay que olvidar que tambie´n se esta´ llevando cuenta de las matrices
por las que se multiplica. Se define:
Ψ =

1
. . .
. . .
1
. . .
. . .
a1 . . . a#I1 0 . . . 0 1

·

Ω11 Ω1r 0
Ωr1 Ωrr 0
0 0 1

,
con Ω =

Ω11 . . . Ω1r
...
. . .
...
Ωr1 . . . Ωrr

Razonando de igual modo con el resto de los bloques Ik no vac´ıos, se
obtendr´ıan
∑
Final ∈Matu×n(D) y ΨFinal ∈Matu×u(D) tales que:
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∑
Final =

#I1
#I2
...
#In
... Q

∑
Final = ΨFinal · A′
Una base de Gro¨bner Fuerte de IA sera´ pues de la forma:
( ∪
k/Ik 6=Ø
{fIk})︸ ︷︷ ︸
Q
∪B
Con B un conjunto o bien vac´ıo, o bien formado por polinomios ho-
moge´neos de grado mayor o igual que 2 (apartado 1 probado). Cualquier
polinomio de grado 1, que este´ en el ideal, va a reducirse a cero al dividir
entre Q. Es por esto que, realizando operaciones elementales en filas sobre∑
Final, y llevando cuenta de lo que se hace; al final se obtienen dos matrices
P ′ ∈Matu×u(D) y X ∈Matu×n(D), tales que:
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X =

Q
...
0 . . . . . . 0
...
...
0 . . . . . . 0

, donde Q esta´ formado por los coeficientes
de los polinomios fIk con Ik 6= Ø .
P ′ es inversible y P ′ · A′ = X, siendo A′ la matriz A ma´s u −m filas
de ceros.
La submatriz deX formada por los coeficientes de los elementos de Q, ma´s las
filas de ceros que hagan falta hasta completar una matriz de taman˜o m× n,
es equivalente a A; pues tienen los mismos factores invariantes (X '0 A) y
las mismas dimensiones. Esta matriz es Lad(A) (apartado 2 probado). Del
mismo modo, la submatriz P de P ′ formada por las m primeras columnas
y las m primeras filas es inversible y verifica que Lad(A) = P · A, esto es
as´ı por ser P ′ ·A′ = X, y A′ la matriz A ma´s un nu´mero finito de filas nulas
(apartado 3 probado). ¤
Con la demostracio´n anterior en mente, es necesario realizar, antes de
continuar, las siguientes puntualizaciones:
No es necesario un ca´lculo completo de la base de Gro¨bner Fuerte para
obtener los polinomios homoge´neos de grado 1 de la base de Gro¨bner
Fuerte de IA, con un ca´lculo parcial basta. Es ma´s, la forma de proceder
en la demostracio´n sugiere el me´todo a seguir. E´ste, consiste en calcular
las sicigias y sus reducidos de los polinomios del primer bloque, an˜adir
los polinomios resultantes a los bloques que pertenezcan, procesar el
bloque 2 al igual que se hizo con el bloque 1, y as´ı sucesivamente.
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El u´ltimo bloque no es necesario procesarlo, pues esta´ formado por
monomios y la sicigia de dos monomios es siempre cero.
Sobre la eleccio´n de los coeficientes ai en (1.1): aunque en principio,
para obtener una matriz equivalente, cualquier familia de coeficientes
que cumpla la condicio´n vale, con el objeto de evitar bucles infinitos en
el proceso que a continuacio´n se describira´, se restringe su eleccio´n con
la siguiente condicio´n:
Si alguno de los polinomios, tiene por coeficiente principal el ma´ximo
comu´n divisor de los coeficientes principales, entonces se toma directa-
mente, como integrante de la base de Gro¨bner Fuerte de IA, al primer
polinomio del bloque cuyo coeficiente principal sea el ma´ximo comu´n
divisor de todos.
A esta condicio´n se hara´ referencia a lo largo del texto como {C1}. A
partir de ahora, siempre que se hable de base de Gro¨bner Fuerte, se
supondra´ que se utilizo´ esta restriccio´n a la hora de calcularla.
El primer bloque nunca aumenta de taman˜o, pues todas las sicigias
tienen, como mucho, a x2 por monomio principal. El resto de los blo-
ques, si pueden aumentar de taman˜o. Este hecho es relevante, desde el
punto de vista de que ya se puede saber desde un principio, el polinomio
que aporta el primer bloque a la base de Gro¨bner Fuerte de IA.
A continuacio´n, se ilustra la idea de la demostracio´n del Teorema anterior,
con un ejemplo
Ejemplo 1.4.10 Se calculara´, utilizando la forma de proceder en la demostra-
cio´n anterior, una matriz equivalente a
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A =

1 −1 0
0 −5 6
2 3 7
0 3 2
 ∈Mat4×3(Z)
IA :=< {f1 = x− y, f2 = −5y + 6z, f3 = 2x+ 3y + 7z, f4 = 3y + 2z} >
I1 = {1, 3}, I2 = {2, 4}, I3 = ∅
I1 ∪ I2 ∪ I3 = {1, 2, 3, 4}
En lo que sigue, para todo nu´mero natural i, se define Ai como la matriz
A ma´s i filas de ceros.
S(f1, f3) = 2(x− y)− (2x+ 3y + 7z) = −5y − 7z
Matricialmente se corresponde con:

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
2 0 −1 0 1
 ·

1 −1 0
0 −5 6
2 3 7
0 3 2
0 0 0
 =

1 −1 0
0 −5 6
2 3 7
0 3 2
0 −5 −7︸ ︷︷ ︸
S(f1,f3)

Se reduce S(f1, f3)
−5y − 7z x− y −5y + 6z 2x+ 3y + 7z 3y + 2z
5y − 6z
−13z = f5
1
Matricialmente:
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
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 −1 0 0 1
 ·

1 −1 0
0 −5 6
2 3 7
0 3 2
0 −5 −7
 =

1 −1 0
0 −5 6
2 3 7
0 3 2
0 0 −13︸ ︷︷ ︸
f5

= C
Se lleva cuenta de las matrices por las que se multiplica.
P1 =

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 −1 0 0 1
 ·

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
2 0 −1 0 1
 =
=

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
2 −1 −1 0 1

Se verifica:
C = P1 · A1
Se an˜ade 5 a I3, quedando entonces I1 = {1, 3}, I2 = {2, 4}, I3 = {5}
S(f2, f4) = 3(−5y + 6z) + 5(3y + 2z) = 28z
Matricialmente:
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
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 3 0 5 0 1

·

1 −1 0
0 −5 6
2 3 7
0 3 2
0 0 −13
0 0 0

=

1 −1 0
0 −5 6
2 3 7
0 3 2
0 0 −13
0 0 28︸ ︷︷ ︸
S(f2,f4)

= D
El resultado de reducir S(f2, f4) por {f1, f2, f3, f4, f5} es S(f2, f4). Se
define por lo tanto f6 = S(f2, f4). Se an˜ade {6} a I3, quedando entonces
I1 = {1, 3}, I2 = {2, 4}, I3 = {5, 6}.
Hay que seguir llevando cuenta de las matrices por las que se multiplica.
Se define:
P2 =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 3 0 5 0 1

·

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
2 −1 −1 0 1 0
0 0 0 0 0 1

=
=

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
2 −1 −1 0 1 0
0 3 0 5 0 1

y se verifica que P2 · A2 = D. Adema´s una base de Gro¨bner para IA es
entonces de la forma {f1, f2, f3, f4, f5, f6}∪B, siendo B, o el conjunto vac´ıo,
o un conjunto de polinomios homoge´neos de grado mayor o igual que 2.
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Falta por calcular una base de Gro¨bner Fuerte. Cada bloque Ik no vac´ıo,
contribuye con un polinomio.
Primer Bloque.
I1 = {1, 3}, fI1 = f1

1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
1 0 0 0 0 0 1

·

1 −1 0
0 −5 6
2 3 7
0 3 2
0 0 −13
0 0 28
0 0 0

=

1 −1 0
0 −5 6
2 3 7
0 3 2
0 0 −13
0 0 28
1 −1 0︸ ︷︷ ︸
fI1

=E
Se define:
P3 =

1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
1 0 0 0 0 0 1

·

1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
2 −1 −1 0 1 0 0
0 3 0 5 0 1 0
0 0 0 0 0 0 1

=
=

1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
2 −1 −1 0 1 0 0
0 3 0 5 0 1 0
1 0 0 0 0 0 1

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Se verifica que E = P3 · A3
El segundo bloque esta´ formado por dos polinomios (I2 = {2, 4}); el ma´xi-
mo comu´n divisor de sus coeficientes principales (mcd(−5, 3)) es 1. Teniendo
en cuenta que 1 = 1 · (−5)+2 ·3 se define fI2 = 1 · (−5y+6z)+2 · (3y+2z) =
y + 10z.
F =

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 1 0 2 0 0 0 1

·

1 −1 0
0 −5 6
2 3 7
0 3 2
0 0 −13
0 0 −28
1 −1 0
0 0 0

=
=

1 −1 0
0 −5 6
2 3 7
0 3 2
0 0 −13
0 0 −28
1 −1 0
0 1 10︸ ︷︷ ︸
fI2

= F
Se define:
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P4 =

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 1 0 2 0 0 0 1

·

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
2 −1 −1 0 1 0 0 0
0 3 0 5 0 1 0 0
1 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1

=
=

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
2 −1 −1 0 1 0 0 0
0 3 0 5 0 1 0 0
1 0 0 0 0 0 1 0
0 1 0 2 0 0 0 1

Se verifica que F = P4 · A4
El tercer bloque esta´ formado por dos polinomios (I3 = {5, 6}); el ma´ximo
comu´n divisor de sus coeficientes principales (mcd(−13, 28)) es 1. Teniendo
en cuenta que 1 = (−13) · (−13)− 6 · 28 se define fI3 = z.
G =

1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 −13 −6 0 0 1

·

1 −1 0
0 −5 6
2 3 7
0 3 2
0 0 −13
0 0 28
1 −1 0
0 1 10
0 0 0

=
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=

1 −1 0
0 −5 6
2 3 7
0 3 2
0 0 −13
0 0 28
1 −1 0
0 1 10
0 0 1︸ ︷︷ ︸
Q

= G
P5 =

1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 −13 −6 0 0 1

·

1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
2 −1 −1 0 1 0 0 0 0
0 3 0 5 0 1 0 0 0
1 0 0 0 0 0 1 0 0
0 1 0 2 0 0 0 1 0
0 0 0 0 0 0 0 0 1

=
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=

1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
2 −1 −1 0 1 0 0 0 0
0 3 0 5 0 1 0 0 0
1 0 0 0 0 0 1 0 0
0 1 0 2 0 0 0 1 0
−26 −5 13 −30 −13 −6 0 0 1

Se verifica que G = P5 ·A5. Adema´s so´lo queda hacer operaciones elemen-
tales en G, para obtener la matriz buscada.
f1 = x− y = 1 · (x− y) + 0 · (y + 10z) + 0 · z
f2 = −5y + 6z = 0 · (x− y) + (−5) · (y + 10z) + 56 · z
f3 = 2x+ 3y + 7z = 2 · (x− y) + 5 · (y + 10z) + (−43) · z
f4 = 3y + 2z = 0 · (x− y) + 3 · (y + 10z) + (−28) · z
f5 = −13z = 0 · (x− y) + 0 · (y + 10z) + (−13) · z
f6 = 28z = 0 · (x− y) + 0 · (y + 10z) + 28 · z
Por lo tanto:
T17(−1) −→ hace cero la primera fila de G
T29(−56) · T28(5) −→ hace cero la segunda fila de G
T39(43) · T38(−5) · T37(−2) −→ hace cero la tercera fila de G
T49(28) · T48(−3) −→ hace cero la cuarta fila de G
T59(13) −→ hace cero la quinta fila de G
T69(−28) −→ hace cero la sexta fila de G
De este modo, si se define Ψ de modo que Ψ := T17(−1)·T29(−56)·T28(5)·
T39(43) · T38(−5) · T37(−2) · T49(28) · T48(−3) · T59(13) · T69(−28) entonces se
verifica que
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Ψ ·G =

0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
−1 1 0
0 1 10
0 0 1

si adema´s se intercambian las filas convenientemente, entonces
P39 · P28 · P17 ·Ψ︸ ︷︷ ︸
Φ
·G =

−1 1 0
0 1 10
0 0 1
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0

Φ ·G = Φ · P5 · A5

−1 1 0
0 1 10
0 0 1
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0

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Ψ·P5=

1 0 0 0 0 0 1 0 0
0 1 0 2 0 0 0 1 0
−26 −5 13 −30 −13 −6 0 0 1
−728 −143 364 −845 −364 −168 0 −3 28
−336 −66 168 −390 −168 −78 0 0 13
728 143 −364 845 364 169 0 0 −28
0 0 0 0 0 0 −1 0 0
1456 286 −728 1690 728 336 0 5 −56
−1120 −220 560 −1300 −559 −258 −2 −5 43

Lad(A) =

−1 1 0
0 1 10
0 0 1
0 0 0

P =

1 0 0 0
0 1 0 2
−26 −5 13 −30
−728 −143 364 −845

La matriz P verifica que es invertible y que Lad(A) = P · A
Para calcular, en general la Forma Normal de Smith de una matriz, es
necesario hacer transformaciones en filas y columnas. Como se acaba de com-
probar; mediante el ca´lculo de una base de Gro¨bner Fuerte del ideal asociado
a una matriz dada, se puede obtener una matriz equivalente en filas a la
primera. Al calcular una base de Gro¨bner Fuerte, no se realizan operaciones
en las columnas de la matriz, so´lo en las filas. Este hecho podr´ıa inducir a
pensar que no hay un nexo claro entre la Teor´ıa de las bases de Gro¨bner
y el ca´lculo de la Forma Normal de Smith (falta operar en columnas). No
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obstante, esta dificultad es fa´cilmente salvable teniendo en cuenta que las ope-
raciones en columnas no son ma´s, que operaciones en filas en la traspuesta.
Estos dos hechos, por una parte que una base de Gro¨bner Fuerte propor-
cione una matriz equivalente en filas, y por otra, saber que las operaciones
en columnas no son ma´s que operaciones en filas en la traspuesta, son el
origen de un concepto que va a desempen˜ar un papel central, en el algoritmo
de diagonalizacio´n, el concepto de par equivalente.
Definicio´n 1.4.11 Se llamara´ par equivalente de una matriz no nula A =
(aij), brevemente A˜, a un par de matrices (
1A = (1aij),
2A = (2aij)), tales
que:
1A = Lad(A)
2A = Lad(1AT ), siendo 1AT la matriz traspuesta de 1A.
Lema 1.4.12 A ' 1A ' 2AT
Lema 1.4.13 Sea i un nu´mero natural tal que ai1 es el primer elemento no
nulo de la primera columna de una matriz no nula A = (aij). Se verifica:
l(ai1) ≥ l( 1a11) ≥ l( 2a11).
Demostracio´n:
Trivial si se tiene en cuenta que 1a11 (
2a11) es el ma´ximo comu´n divisor de
un conjunto de elementos de D, entre los que esta´ ai1 (
1a11).
¤
Lema 1.4.14 Sea i un nu´mero natural tal que ai1 es el primer elemento no
nulo de la primera columna de una matriz no nula A = (aij).
Si l(ai1) ≥ l( 1a11) = l(2a11), entonces 2A es de la forma:
1a11 0 0
0 R
...
. . .
0

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siendo R una matriz triangular superior.
Demostracio´n:
A˜ = (1A, 2A) con 1A y 2A triangulares superiores.
2a11 es el ma´ximo comu´n divisor de los elementos no nulos de la primera
columna de 1AT , entre ellos 1a11.
l( 1a11) = l(
2a11) garantiza que
1a11 = u ·2 a11, con u unidad en D.
Luego 1a11 es el ma´ximo comu´n divisor de los elementos no nulos de
la primera columna de 1AT . Este hecho, unido a la restriccio´n {C1},
garantiza que el polinomio que aporta el primer bloque es 1a11x1. Con
lo cual la matriz 2A es de la forma:
1a11 0 0
0 R
...
. . .
0

¤
Definicio´n 1.4.15 Se entendera´ por ”ca´lculo reiterado del par equivalente
de una matriz A”, al proceso de construccio´n de la sucesio´n {A˜n}n∈N∪{0},
donde
A˜0 = A˜
A˜ −→ (1A,2A) A1 = 2AT
A˜1 −→ (1A1,2A1) A2 = 2AT1
A˜2 −→ (1A2,2A2) A3 = 2AT2
...
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Lema 1.4.16 La sucesio´n {A˜n}n∈N∪{0}, esta´ formada por matrices equiva-
lentes todas entre s´ı.
Demostracio´n:
Trivial si se tiene en cuenta el Lema 1.4.12. ¤
Teorema 1.4.17 El ca´lculo reiterado del par equivalente de una matriz no
nula A, conduce a una matriz diagonal equivalente a A.
Demostracio´n:
Sea A = (aij) ∈ Matm×n(D) tal que A es no nula, A˜ = ( 1A, 2A) con
1A = ( 1aij) y
2A = (2aij). Sea adema´s ai1 el primer elemento no nulo de la
primera columna. Por el Lema 1.4.13 se verifica que l(ai1) ≥ l( 1a11) ≥ l(2a11).
So´lo se pueden dar uno de estos cuatro casos:
i) l(ai1) > l(
1a11) > l(
2a11)
ii) l(ai1) > l(
1a11) = l(
2a11)
iii) l(ai1) = l(
1a11) > l(
2a11)
iv) l(ai1) = l(
1a11) = l(
2a11)
Si se verifica ii) o iv), entonces 2A; por el Lema 1.4.14, va a ser de la forma:
1a11 0 0
0 R
...
. . .
0

con R una matriz triangular superior.
Cada vez que se calcula el par equivalente de una matriz, se presenta la
casu´ıstica anterior. En el proceso de ca´lculo reiterado del par equivalente,
los casos i) y iii) no se pueden dar un nu´mero infinito de veces, ya que
este hecho implicar´ıa la existencia de una sucesio´n de nu´meros naturales
estrictamente decreciente, acotada superiormente y con infinitos te´rminos,
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lo cual es imposible. Se puede asegurar entonces que, tras el ca´lculo de un
nu´mero finito de te´rminos de la sucesio´n {A˜n}n∈N∪{0}, se llega a un te´rmino
A˜p−1 tal que:
l(p−1ai1) ≥ l( 1p−1a11) = l(2p−1a11)
siendo Ap−1 = (p−1aij), 1Ap−1 = (1p−1aij),
2Ap−1 = (2p−1aij) y p−1ai1 el primer
elemento no nulo de la primera columna de Ap−1. Por lo tanto:
2Ap−1 =

1
p−1a11 0 0
0
...
0

esto es:
Ap =

1
p−1a11 0 0
0
...
0

Una vez que se llega a Ap, el comportamiento del te´rmino que ocupa la
posicio´n (1, 1), a lo largo del ca´lculo reiterado del par equivalente, se traslada
al te´rmino que ocupa la posicio´n (2, 2). Razonando de modo ana´logo, tras un
nu´mero finito de pasos, se llega a un te´rmino:
a1 0 . . . . . . 0
0 a2
...
...
0

Continuando este proceso, al final se llegar´ıa a un te´rmino:
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a1 0 . . . 0
0
. . .
at
... 0
. . .
0 0

(t = rango(A)) equivalente a A. ¤
A la vista de este resultado, la estrategia a seguir para diagonalizar una
matriz es clara; basta con realizar un ca´lculo reiterado del par equivalente.
Algoritmo 1.4.18 DiagonalizaG
Entrada: A ∈Matm×n(D) tal que A es no nula.
Salida: Una matriz diagonal equivalente a la inicial.
1. Mientras A no diagonal.
a) Calcular A˜
b) A = 2AT
2. Return A
3. Fin
Los algoritmos Diagonaliza y DiagonalizaG, comparten una misma forma
de proceder, a la hora de diagonalizar una matriz; la estrategia que siguen
consiste en:
a11 . . . . . . a1n
...
. . .
...
...
. . .
...
am1 . . . . . . amn

→

d1 0 . . . . . . 0
0 b22 . . . b2n
...
...
...
...
0 bm2 bmn

→
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d1 0 . . . . . . 0
0 d2 0 . . . 0
... 0 c13 . . . c3n
...
...
0 0 cm3 . . . cmn

→

d1 0
. . .
dr
0
. . .
0 0

Meter ceros a la derecha y debajo de cada elemento de la diagonal prin-
cipal. Desde este punto de vista, se puede afirmar que DiagonalizaG es la
traduccio´n al contexto de las bases de Gro¨bner del algoritmo Diagonaliza.
Cabe esperar entonces que al reemplazar en el algoritmo SmithR, el algorit-
mo Diagonaliza por DiagonalizaG, se obtenga el algoritmo de ca´lculo de la
Forma Normal de Smith que se busca.
Algoritmo 1.4.19 SmithG (Reformulacio´n)
Entrada: A ∈Matm×n(D) tal que A es no nula.
Salida: La Forma Normal de Smith de A
1. A=DiagonalizaG(A) /*Diagonalizacio´n*/
2. ¿A es la Forma Normal de Smith? /*Reordenacio´n*/
a) No
Bucle desde i=1 hasta mı´nimo(m,n)-1
• P=In +B siendo
◦ In: matriz identidad de orden n
◦ B: matriz nula salvo en las posiciones {(j, i)}mı´n(m,n)j=i+1
que contienen un uno.
• A=A·P
• A=DiagonalizaG(A)
1.4 Una solucio´n con Bases de Gro¨bner 49
• ¿A es la Forma Normal de Smith?
◦ S´ı
¦ Salir del bucle.
3. Devuelve A
4. Fin
Demostracio´n:
So´lo queda por justificar el paso 2 de este algoritmo; para ello sea A =
diag(a1, ..., ar, 0, ..., 0).
Primera Iteracio´n (i=1).
Hacer A = A · P cambia A por la matriz que se obtiene al sumarle a la
primera columna de A, todas las columnas a su derecha. Esto es, A es ahora
de la forma: 
a1
...
. . .
ar . . . ar
0
. . .
0

A continuacio´n se aplica el algoritmo DiagonalizaG.
{a1x1, a2x1 + a2x2, . . . , arx1 + arxr} es el conjunto de los polinomios que
constituyen el primer bloque. 1a11 es el ma´ximo comu´n divisor de a1, ..., ar,
esto es, es el primer factor invariante de A. Con este hecho en mente, ma´s la
restriccio´n {C1}, se puede asegurar que 2A va a ser de la forma:
1a11 0 . . . 0
0
...
0

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Como resultado del algoritmo DiagonalizaG, se obtiene una matriz dia-
gonal A, equivalente a la inicial y con el primer factor invariante situado en
la posicio´n (1, 1).
Segunda Iteracio´n (i=2).
Hacer A = A · P cambia A por la matriz que se obtiene al sumarle a la
segunda columna de A, todas las columnas a su derecha. Esto es, A es ahora
de la forma: 
d1
b2
...
. . .
br . . . br
0
. . .
0

A continuacio´n se aplica el algoritmo DiagonalizaG.
{b2x2, b3x2 + b3x3, . . . , brx2 + brxr} es el conjunto de polinomios que consti-
tuyen el segundo bloque. Como so´lo hay un polinomio en el primer bloque
(a1x1), no es posible esperar que al segundo bloque se le an˜adan nuevos poli-
nomios (resultado de la reduccio´n de sicigias), es por esto, que es posible
conocer de antemano el polinomio con el que contribuye a la base de Gro¨b-
ner Fuerte. Este polinomio tiene por coeficiente principal al ma´ximo comu´n
divisor de b2, . . . , br, esto es,
1a22 es el segundo factor invariante. Con este
hecho en mente ma´s la restriccio´n {C1}, se puede asegurar que 2A va a ser
de la forma: 
d1 0
1a22
0

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Como resultado del algoritmo DiagonalizaG, se obtiene una matriz dia-
gonal A, equivalente a la inicial y con el primer factor invariante situado
en la posicio´n (1, 1), y el segundo factor invariante en la posicio´n (2, 2).
Continuando este bucle hasta su final, se llegar´ıa a la Forma Normal de
Smith.
¤
No se puede terminar esta seccio´n, sin hacer mencio´n especial a la condi-
cio´n {C1}. Esta restriccio´n es muy importante, pues garantiza que el algo-
ritmo de diagonalizacio´n utilizando bases de Gro¨bner, no entra en un bucle
infinito, esto es, que el proceso de ca´lculo reiterado del par equivalente, con-
duce a una matriz diagonal. Para comprender este hecho hay que remontarse
al Teorema 1.4.9, siguiendo el hilo de su demostracio´n, se ve que cada bloque
no vac´ıo, una vez que se han calculado todas las sicigias y sus reducidos,
aporta a la base de Gro¨bner Fuerte un polinomio, que es combinacio´n lineal
con coeficientes en el anillo base D, de los polinomios que forman el bloque,
y cuyo coeficiente principal es el ma´ximo comu´n divisor de los coeficientes
principales de todos los polinomios que forman el bloque. El problema surge
en la arbitrariedad a la hora de escoger esa combinacio´n lineal; desde luego
si lo que se quiere es calcular una matriz equivalente a la inicial, cualquier
combinacio´n lineal de los polinomios del bloque, que verifique la condicio´n
anterior, es va´lida.
No obstante, la situacio´n cambia radicalmente a la hora de realizar un
ca´lculo reiterado del par equivalente.
La condicio´n {C1} surge realmente del Lema 1.4.14, que se verifique
l(1a11) = l(
2a11), implica que
1a11 es el ma´ximo comu´n divisor de los co-
eficientes principales de los polinomios del primer bloque. Pues bien, a la
hora de calcular la primera fila de 2A, es este monomio, 1a11x1, el que se
debe escoger para poder ir diagonalizando la matriz. Para asegurar que en
el caso de que 1a11 sea el ma´ximo comu´n divisor de los elementos no nulos
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de la primera columna, se escogera´ 1a11x1 como el polinomio que aporta el
primer bloque, se impone la condicio´n {C1}.
A continuacio´n se expone un ejemplo en el que la no aplicacio´n de {C1},
conduce a un bucle infinito al aplicar el algoritmo DiagonalizaG.
Ejemplo 1.4.20 Se Diagonal´ıza siguiendo los pasos del algoritmo Diagona-
lizaG, la siguiente matriz.
A =
(
1 0
−1 1
)
Ca´lculo de A˜.
• Ca´lculo de 1A.
-
f1 = x
f2 = −x+ y
=⇒ I1 = {1, 2}
I2 = ∅
- S(f1, f2) = y = f3 =⇒ I2 = {3}
- fI1 = −x+ y (No se aplica la condicio´n {C1} y se escoge f2).
- fI2 = y
- 1A = Lad(A) =
(
−1 1
0 1
)
• Ca´lculo de 2A.
• 1AT =
(
−1 0
1 1
)
• f1 = −x
f2 = x+ y
=⇒ I1 = {1, 2}
I2 = ∅
• S(f1, f2) = y = f3 =⇒ I2 = {3}
• fI1 = x+ y (No se aplica la condicio´n {C1} y se escoge f2).
• fI2 = y
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• 2A = Lad(1AT ) =
(
1 1
0 1
)
A = 2AT =
(
1 0
1 1
)
Ca´lculo de A˜.
• Ca´lculo de 1A.
-
f1 = x
f2 = x+ y
=⇒ I1 = {1, 2}
I2 = ∅
- S(f1, f2) = −y = f3 =⇒ I2 = {3}
- fI1 = x+ y (No se aplica la condicio´n {C1} y se escoge f2).
- fI2 = −y
- 1A = Lad(A) =
(
1 1
0 −1
)
• Ca´lculo de 2A.
• 1AT =
(
1 0
1 −1
)
• f1 = x
f2 = x− y
=⇒ I1 = {1, 2}
I2 = ∅
• S(f1, f2) = y = f3 =⇒ I2 = {3}
• fI1 = x− y
• fI2 = y
• 2A = Lad(1AT ) =
(
1 −1
0 1
)
A = 2AT =
(
1 0
−1 1
)
Llegando de este modo a la matriz inicial, con lo que se podr´ıan repetir
los ca´lculos desde el principio una y otra vez.
54 1 Bases de Gro¨bner y la Forma Normal de Smith
1.5. Matrices de Paso
Si bien es importante conocer la Forma Normal de Smith de una matriz,
tambie´n es importante conocer sus matrices de paso; sobre todo de cara a
la utilizacio´n de la Forma Normal de Smith para la resolucio´n de efectiva de
problemas.
1.5.1. Construccio´n
El punto de partida para la construccio´n de las matrices de paso, es
tambie´n el punto de partida del algoritmo DiagonalizaG; e´ste es el Teorema
1.4.9. Cada vez que se aplica este resultado, esto es, cada vez que se calcula
para una matriz dada A, Lad(A), existe una matriz P inversible tal que
Lad(A) = P · A. Pues bien, simplemente llevando cuenta de las matrices P,
por las que se va multiplicando, se obtendra´ al final tanto la Forma Normal
de Smith, como sus matrices de paso.
Teorema 1.5.1 Llevando cuenta de las matrices por las que se va multipli-
cando en el algoritmo SmithG, se obtienen las matrices de paso.
Demostracio´n:
Dada B ∈Matm×n(D) no nula, se le aplica el algoritmo SmithG.
A = B
Paso 1: Aplicar DiagonalizaG a A.
- Si A no es diagonal, se calcula A˜.
- 1A = Lad(A)
Por el Teorema 1.4.9, existe F1 ∈ Matm×m(D) inversible, tal
que 1A = Lad(A) = F1A.
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- 2A = Lad(1AT )
Por el Teorema 1.4.9, existe C1 ∈ Matn×n(D) inversible, tal
que 2A = Lad(1AT ) = C1 · 1AT
-
1A = F1A
2A = C1 · 1AT
→ 2A = C1· 1AT = C1·(F1B)T = C1·BT ·F T1
- Sea A = 2AT = F1 ·B · CT1
- Si A no es diagonal, se calcula A˜.
- 1A = Lad(A)
Por el Teorema 1.4.9, existe F2 ∈ Matm×m(D) inversible, tal
que 1A = Lad(A) = F2A.
- 2A = Lad(1AT )
Por el Teorema 1.4.9, existe C2 ∈ Matn×n(D) inversible, tal
que 2A = Lad(1AT ) = C2 · 1AT
-
1A = F2A
2A = C2 · 1AT
→ 2A = C2 · 1AT = C2 ·(F2A)T = C2 ·AT ·F T2
- A = 2AT (= F2 · F1 ·B · CT1 · CT2 = F2 · F1 ·B · (C2 · C1)T )
- Si A no es diagonal, se calcula A˜.
- ...
Este proceso termina tras un nu´mero finito de pasos, con una matriz
diagonal equivalente a la inicial y de la forma:
A = 2AT = (Fr · ... · F1)︸ ︷︷ ︸
F
·B · (Cr · ... · C1)T︸ ︷︷ ︸
C
Paso 2: Reordenacio´n de los divisores elementales.
- Bucle i = 1, ...,mı´n(m,n)− 1
- i = 1
- Se construye la matriz P
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- A = A · P
- C = C · P
- Al aplicar DiagonalizaG a A se recogen las matricesD1, G1
por las que al multiplicar A se obtiene una matriz Diago-
nal (ve´ase paso 1)
- A = D1 · A ·G1
- C = C ·G1
- F = D1 · F
- i = 2
...
Como resultado de este bucle se llegara´ a dos matrices F y C inversibles
tales que la Forma Normal de Smith de B es: F ·B · C. ¤
Para que el ca´lculo de las matrices de paso sea completo, so´lo queda por
explicar co´mo, dada una matriz A, se puede obtener una matriz inversible P,
tal que Lad(A) = P · A.
El me´todo natural es el que se expone en la demostracio´n del Teorema
1.4.9; ir construyendo P , a medida que se avanza en el ca´lculo de la base de
Gro¨bner Fuerte de IA. No obstante, no es este el camino que aqu´ı se seguira´,
ya que supondr´ıa manejar matrices de taman˜o arbitrariamente grande (re-
cue´rdese que el nu´mero de filas, depende del nu´mero de sicigias que se cal-
culan para obtener una base de Gro¨bner Fuerte de IA).
El proceso que se seguira´ para obtener P , es el siguiente:
Dada A ∈Matm×n(D), se construye la matriz (A|Im), esto es, a la matriz A
se le an˜ade la matriz identidad de orden m. Se calcula una base de Gro¨bner
Fuerte para I(A|Im) =< {f1(x1, ..., xn) + y1, ..., fm(x1, ..., xn) + ym} > con
respecto a un orden monomial cualquiera con x1 > ... > xn > y1 > ... > ym.
El conjunto de los polinomios de grado 1 de esta base de Gro¨bner Fuerte es
de la forma:
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{g1(x1, ..., xn) + h1(y1, ..., ym), ..., gt(x1, ..., xn) + ht(y1, ..., ym), u1(y1, ..., ym),
..., us(y1, ..., ym)}.
A la hora de calcular una base de Gro¨bner, es importante la eleccio´n del
par de polinomios del que se va a calcular su sicigia. Escoger uno u otro
par, supondra´ al final, llegar seguramente a bases de Gro¨bner distintas. Si
para calcular una base de Gro¨bner Fuerte de IA =< {f1, ..., fm} >, se siguen
los mismos pasos que se siguieron en la construccio´n de la base de Gro¨bner
Fuerte de I(A|Im) para obtener {g1(x1, ..., xn)+h1(y1, ..., ym), ..., gt(x1, ..., xn)+
ht(y1, ..., ym)}, al final, cuando se complete el ca´lculo de la base de Gro¨bner
Fuerte de IA, se tendra´ que el conjunto de polinomios de grado 1 para esa
base de Gro¨bner Fuerte de IA es {g1(x1, ..., xn), ..., gt(x1, ..., xn)}; esto es as´ı,
pues se han hecho las ”mismas cuentas” para IA que para I(A|Im), en lo que a
ca´lculo de polinomios de grado 1 en {x1, ..., xn} se refiere. La u´nica diferencia
sustancial entre un ca´lculo y el otro es que en el segundo se arrastran te´rminos
adicionales (la parte que depende de {y1, ..., ym}) al hacer las cuentas, y en
el primero no. Este hecho se expresa y ampl´ıa en el siguiente resultado.
Teorema 1.5.2 Dada A ∈ Matm×n(D), G una base de Gro¨bner Fuerte de
I(A|Im) y Lad(A|Im) la matriz que se obtiene a partir de G, entonces existe
P ∈ Matm×m(D) inversible y existe una base de Gro¨bner Fuerte de IA tal
que su correspondiente matriz Lad(A) verifica:
Lad(A|Im) = (Lad(A)|P )
Lad(A) = P · A
Demostracio´n:
Como se acaba de comprobar, es posible obtener los mismos polinomios de
grado 1, salvo los sumandos que dependen de {y1, ..., ym}, tanto al calcular
una Base de Gro¨bner Fuerte de IA como de IA|Im . Este hecho, garantiza que
la submatriz de Lad(A|Im), formada por las primeras m filas y n columnas,
es Lad(A).
Por el Teorema 1.4.9 existe P ∈Matm×m(D) inversible tal que:
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Lad(A|Im) = P · (A|Im) = (P · A︸ ︷︷ ︸
Lad(A)
|P )
¤
El papel que juega la matriz Im al an˜adirse a A, es el de ”guardar memo-
ria” de la matriz de paso P . Con este hecho en mente, es fa´cil modificar los
algoritmos DiagonalizaG y SmithG para obtener las matrices de paso.
Algoritmo 1.5.3 DiagonalizaG Paso
Entrada: A ∈Matm×n(D) tal que A es no nula.
Salida: Este algoritmo devuelve tres matrices B,F,C tales que:
- B ∈Matm×n(D) es diagonal y equivalente a A.
- F ∈Matm×m(D) inversible.
- C ∈Matn×n(D) inversible.
- B = F · A · C
1. F = Im; C = In (Ij: Matriz identidad de orden j)
2. Mientras A no diagonal.
- Se calcula Lad(A|Im)(= 1(A|Im))
/*Lad(A|Im) = (Lad(A)|P );Lad(A) = P · A*/
- 1A = Lad(A)
- F = P · F
- Se calcula Lad( 1AT |In)
/*Lad( 1AT |In) = (Lad( 1AT )|Q);Lad( 1AT ) = Q · 1AT*/
- 2A = Lad( 1AT )
- C = Q · C /*Se traspone al final*/
- A = 2AT
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3. C = CT ;B = A
4. Devuelve B,F,C
5. Fin
Algoritmo 1.5.4 SmithG Paso
Entrada: A ∈Matm×n(D) tal que A es no nula.
Salida: Este algoritmo devuelve tres matrices G,H,K tales que:
- G ∈Matm×n(D) es la Forma Normal de Smith de A.
- H ∈Matm×m(D) inversible.
- K ∈Matn×n(D) inversible.
- G = H · A ·K
1. (A,H,K) = DiagonalizaG Paso(A)
2. ¿A es la Forma Normal de Smith?
- No
- P = In +B
In es la matriz identidad de orden n,
B es la matriz nula, salvo en las posiciones (j, i)min(m,n)j=j+i que
contienen un uno.
- A = A · P
- K = K · P
- (A,F,C) = DiagonalizaG Paso(A)
- H = F ·H
- K = K · C
- ¿A es la Forma Normal de Smith?
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- S´ı, entonces salir del bucle.
3. G = A
4. Devuelve G,H,K
5. Fin
La forma de proceder en el algoritmo SmithG Paso, es el modo ma´s com-
pleto de calcular la Forma Normal de Smith, puesto que, a medida que se va
avanzando en su ca´lculo, se van construyendo las matrices de paso. Adema´s,
todo este proceso se realiza utilizando las bases de Gro¨bner como herramienta
de ca´lculo.
1.5.2. Ca´lculo de la inversa de una matriz
Seguramente llama la atencio´n, tratar a estas alturas de cap´ıtulo, el tema
de decidir si una matriz es inversible o no, y en caso afirmativo calcular su
inversa. No obstante, esto esta´ plenamente justificado, pues en la subseccio´n
siguiente de ca´lculo de Formas Cano´nicas, se necesitara´ calcular inversas de
matrices.
Dos son los algoritmos que se presentan, y aunque so´lo el primero de
ellos es va´lido para su utilizacio´n en la siguiente subseccio´n, ambos ponen de
manifiesto la relacio´n entre el ca´lculo de la inversa de una matriz y el ca´lculo
de la Forma Normal de Smith. El primero se fundamenta en el ca´lculo de las
matrices de paso, y el segundo en la obtencio´n del polinomio mı´nimo.
Ca´lculo de la Inversa y Matrices de Paso.
Sea D, como hasta ahora, un dominio de ideales principales y A ∈
Matn(D). Entonces, existen matrices S, P,Q de orden n, tales que:
- S es la Forma Normal de Smith de A.
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- P y Q son inversibles.
- S = P · A ·Q
De la u´ltima igualdad se concluye que para que A sea inversible, todos
los elementos que forman la diagonal principal de S, deben ser unidades de
D. De ser cierto A−1 = Q · S−1 · P .
Este razonamiento da pie al siguiente algoritmo:
Algoritmo 1.5.5 Inversa Paso
Entrada: A ∈Matn(D) tal que A es no nula.
Salida: Si A es inversible devuelve su inversa, de no serlo devuelve 0.
1. (S, P,Q) = SmithG Paso(A) /* S = P · A ·Q */
2. ¿Todos los elementos de la diagonal principal de S son unidades en D?
- S´ı.
- Inversa A = Q · S−1 · P
- No.
- Inversa A = 0
3. Devuelve Inversa A
4. Fin
Ca´lculo de la Inversa y el Polinomio Mı´nimo.
En esta subseccio´n se parte de un cuerpo conmutativo K y de una matriz
A ∈ Matn(K). Es conocido que el polinomio mı´nimo de A, m(x) = xm +
am−1xm−1+...+a0, es el factor invariante de mayor grado de la matriz xIn−A,
donde In es la matriz identidad de orden n [DuF99].
Que la matriz A sea inversible depende del te´rmino independiente de
m(x), pues a0 = 0 es condicio´n necesaria y suficiente para que la matriz
62 1 Bases de Gro¨bner y la Forma Normal de Smith
no sea inversible. Por otra parte, si a0 no fuese cero, se podr´ıa razonar del
siguiente modo para obtener A−1.
m(A) = 0⇐⇒ Am + am−1Am−1 + ...+ a0In = 0 a0 6=0⇐⇒
Am−1 + am−1Am−2 + ...+ a0A−1 = 0⇐⇒
A−1 = −1
a0
· (Am−1 + am−1Am−2 + ...+ a1In)
Estos hechos dan pie al siguiente algoritmo.
Algoritmo 1.5.6 Inversa Minimo
Entrada: A ∈Matn(K) tal que A es no nula.
Salida: Si A es inversible devuelve su inversa, de no serlo devuelve 0.
1. B = SmithG(x · In − A)
2. Sea f el factor invariante de mayor grado de B
- f es el polinomio mı´nimo de A.
- f = xm + am−1 · xm−1 + ...+ a0
3. ¿a0 = 0?
- S´ı. /* A no es inversible */
- Inversa A = 0
- No.
- Inversa A = −1
a0
· (Am−1 + am−1Am−2 + ...+ a1In)
4. Devuelve Inversa A
5. Fin
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1.5.3. Ca´lculo de Formas Cano´nicas
Mediados del siglo XIX; e´sta es la e´poca en la que se descubrio´ la Forma
Normal de Smith [S1861]. Aunque en su origen estaba definida sobre matrices
de nu´meros enteros, con el tiempo, este concepto se ha interpretado en el
contexto de la Teor´ıa de Mo´dulos: La Forma Normal de Smith, proporciona
la descomposicio´n en suma directa de mo´dulos c´ıclicos, de un mo´dulo de
tipo finito sobre un dominio de ideales principales. Esta reinterpretacio´n del
concepto, se recoge en el siguiente Teorema [Jac74]:
Teorema 1.5.7 Teorema de Estructura de Mo´dulos de Tipo Finito .- Sea D
un dominio de ideales principales y M un D-mo´dulo de tipo finito. Entonces,
M es suma directa de D-mo´dulos c´ıclicos:
M = Dz1 ⊕ ...⊕Dzs
tal que:
(0 : z1) ⊇ (0 : z2) ⊇ ... ⊇ (0 : zs); (0 : zk) 6= D, k = 1, ..., s
Este teorema de estructura, es el pilar central sobre el que se apoya, el
desarrollo para la obtencio´n de las Formas Cano´nicas de una matriz, que en
esta subseccio´n se presenta. De hecho, su demostracio´n [Jac74] es el punto
de partida.
Cuatro son las Formas Cano´nicas que se obtendra´n [Ser02, Bar96]:
1. La Forma Cano´nica Racional o de Frobenius.
2. La Segunda Forma Cano´nica.
3. La Forma Cano´nica de Jacobson.
4. La Forma Cano´nica de Jordan.
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La meca´nica para obtener una de las Formas Cano´nicas anteriores, es
siempre la misma. Primero, se descompone el espacio vectorial sobre el que
esta´ definido el endomorfismo, en suma directa de subespacios invariantes
(es en este punto donde interviene el Teorema de Estructura). Segundo, se
elige un base adecuada en cada subespacio. La unio´n de todas estas bases,
proporcionara´ la base en la cual el endomorfismo se expresa matricialmente
en la forma cano´nica buscada.
Sea K un cuerpo conmutativo, V un K-espacio vectorial de dimensio´n
finita n, B = {v1, ..., vn} una K-base de V y T : V −→ V una aplicacio´n
K-lineal.
T : V −→ V
v1 −→ T (v1) = a11v1 + ...+ an1vn
...
vn −→ T (vn) = a1nv1 + ...+ annvn
La matriz de T en la base B es:
A =

a11 . . . a1n
...
. . .
...
an1 . . . ann

Tomando como ley de composicio´n externa Θ:
K× V
↓
∗
↘
K[x]× V Θ−→ V
siendo:
Θ(amx
m + ...+ a0, v) := amT
m(v) + ...+ a0v
∗ la operacio´n externa de V como K-espacio vectorial.
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Lema 1.5.8 [Jac74] T dota a V de una estructura de K[x]-mo´dulo.
Lema 1.5.9 [Jac74] V es un K[x]-mo´dulo de torsio´n.
Demostracio´n:
Trivial por ser V un K-espacio vectorial de dimensio´n finita n y no haber,
por lo tanto, n+ 1 vectores linealmente independientes. ¤
Lema 1.5.10 [Jac74] V es un K[x]-mo´dulo finitamente generado.
Demostracio´n:
Trivial por ser V un K-espacio vectorial de dimensio´n finita n. ¤
Una aplicacio´n apresurada del Teorema de Estructura, conducir´ıa a afir-
mar que, como V es un K[x]-mo´dulo finitamente generado y K[x] es un
dominio de ideales principales (por ser K cuerpo), entonces
V = K[x]z1 ⊕ ...⊕K[x]zs
con
(0 : z1) ⊇ (0 : z2) ⊇ ... ⊇ (0 : zs); (0 : zk) 6= D, k = 1, ..., s
Esta aplicacio´n directa del Teorema de Estructura, aunque importante
pues muestra la composicio´n de V como K[x]-mo´dulo, desde un punto de
vista pra´ctico, no aporta lo que realmente interesa, ¿co´mo calcular z1, ..., zs?
La obtencio´n de z1, ..., zs es importante, pues como se vera´, es a partir de
estos elementos, de donde se obtendra´n todas las Formas Cano´nicas. Afor-
tunadamente, la prueba del Teorema de Estructura [Jac74] es totalmente
constructiva, por lo que se seguira´n sus pasos para obtener z1, ..., zs.
Para empezar, todo K[x]-mo´dulo finitamente generado, es cociente de
un K[x]-mo´dulo libre, esto es equivalente a decir que existe una aplicacio´n
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K[x]-lineal sobreyectiva de (K[x])n en V . Esta aplicacio´n es la siguiente:
K[x]n
Ψ³ V
e1 −→ Ψ(e1) = v1
...
en −→ Ψ(en) = vn
con C = {e1, ..., en} la base cano´nica de K[x]n.
KerΨ
i½ K[x]n Ψ³ V
Teorema 1.5.11 [Jac74] F =
n∪
j=1
{fj =
n∑
i=1
xej − aijei} es una K[x]-base de
KerΨ.
La matriz de la inclusio´n i en las bases F y C es:
x− a11 −a12 . . . −a1n
−a21 x− a22 . . . −a2n
...
...
. . .
...
−an1 −an2 . . . x− ann
 = xIn − A
Definicio´n 1.5.12 Dada A ∈Matn×n(K), se llama matriz caracter´ıstica de
A, a la matriz xIn − A.
Para xIn − A, existen S, P,Q ∈Matn×n(K[x]) tales que:
- S es la Forma Normal de Smith de xIn − A.
- P y Q son matrices inversibles
- S = P · (xIn − A) ·Q
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Esto es:
FKerΨ
xIn−A½ (K[x]n)C
Ψ³ V
↑Q ↓P
F ′KerΨ
S½ (K[x]n)C′
Lo que se esta´ haciendo al obtener la Forma Normal de Smith de la
matriz caracter´ıstica de A, es calcular una base F ′ en KerΨ y otra C ′ en
K[x]n, respecto a las cuales, la matriz asociada al morfismo inclusio´n tiene
una expresio´n diagonal, que es la matriz S.
Q y P son las matrices de cambio de base, las columnas de Q son las
coordenadas de F ′ con respecto a F , las columnas de P son las coordenadas
de C con respecto a C ′ y las columnas de P−1 son las coordenadas de C ′ con
respecto a la base C.
S es de la forma:

1
. . .
1
d1
. . .
ds

(d1|d2|...|ds)
siendo d1|d2|...|ds no nulos.
Un examen, a posteriori, de la prueba del Teorema de Estructura, mues-
tra que el nu´mero de posiciones nulas en la diagonal principal de S, se co-
rresponde con el rango libre o nu´mero de Betti [DuF99] del K[x]-mo´dulo V ,
esto es, es el mayor entero p tal que K[x]p ⊆ V. Como V es un K[x]-mo´dulo
de torsio´n, carece de componente libre [Jac74], y por lo tanto p es cero. Esta
es la razo´n por la cual se puede asegurar que d1, ..., ds son polinomios no
nulos.
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En la prueba del Teorema de Estructura se demuestra finalmente, que las
ima´genes por Ψ de los u´ltimos s vectores de la base
C ′ = {e′1 =
n∑
i=1
1pi1ei, e
′
2 =
n∑
i=1
1pi2ei, ..., e
′
n =
n∑
i=1
1pinei}
(P−1 = (1pij)), son las que determinan los elementos de V cuyos c´ıclicos
generan V . As´ı pues se verifica:
z1 = Ψ(e
′
n−s+1), ..., zs = Ψ(e
′
n)
V = K[x]z1 ⊕ ...⊕K[x]zs (1.2)
Adema´s
- (0 : zi) = (di) con di = x
mi + ami−1x
mi−1 + ...+ a0i , i = 1, ..., s
- (0 : z1) ⊇ (0 : z2) ⊇ ... ⊇ (0 : zs)
Este hecho da pie al siguiente algoritmo.
Algoritmo 1.5.13 Generadores Primera Descomposicio´n.
Entrada:
- K cuerpo y V un K-espacio vectorial.
- B = {v1, ..., vn} una K-base de V .
- A ∈ Matn×n(K) no nula, tal que A es la matriz del endomorfismo de
V en la base B.
Salida: z1, ..., zs ∈ V y d1, ..., ds ∈ K[x] tales que
- V = K[x]z1 ⊕ ...⊕K[x]zs
- (0 : zi) = (di), i = 1, ..., s
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- (0 : z1) ⊇ (0 : z2) ⊇ ... ⊇ (0 : zs).
- d1, ..., ds son polinomios mo´nicos.
1. (S, P,Q) = SmithG Paso(xIn−A) /* S = diag(1, ..., 1, d1, ..., ds)*/
2. s = nu´mero de elementos distintos de 1 en la diagonal principal de S.
3. Inversa P = Inversa Paso(P ) /* Ψ(ei) = vi, siendo {e1, ..., en} la
base cano´nica de K[x]n */
4. zi = Ψ(columna n− s+ i-e´sima de Inversa P ), i = 1, ..., s
5. di =elemento de S que ocupa la posicio´n (n−s+ i, n−s+ i), i = 1, ..., s
6. Se hacen mo´nicos d1, ..., ds
7. Devuelve {{z1, ..., zs}, {d1, ..., ds}}
8. Fin
Ejemplo 1.5.14 Se aplica el algoritmo Generadores Primera Descomposicio´n
a:
- A =
(
2 −1
0 1
)
∈Mat2×2(Q)
- B = {v1 = (−1, 0, 2), v2 = (0, 1, 1)}
V =< v1, v2 >⊆ Q3
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1. (S, P,Q) = SmithG Paso(xI2 − A)
S =
(
1 0
0 (x− 1)(x− 2)
)
P =
(
−1 0
1− x 1
)
Q =
(
0 1
1 2− x
)
2. s = 1
3. Inversa P = Inversa Paso(P ).
Inversa P =
(
−1 0
1− x 1
)
4. z1 = Ψ(0 · e1 + 1 · e2) = 0 · v1 + 1 · v2 = v2 = (0, 1, 1)
5. d1 = (x− 1) · (x− 2) = x2 − 3x+ 2
6. Devuelve {{(0, 1, 1)}, {x2 − 3x+ 2}}
7. Fin
Se puede afirmar entonces que:
- V =< v1, v2 >= K[x] · v2 (V es un K[x]-mo´dulo c´ıclico).
- (0 : v2) = (x
2 − 3x+ 2)
Definicio´n 1.5.15 Dado un polinomio mo´nico f = xn + an−1xn−1 + ... +
a0 ∈ K[x], se denomina matriz compan˜era asociada a f , a la matriz C(f) ∈
Matn×n(K) cuyo te´rmino (i, j) es:
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1, si j + 1 = i.
−ai−1, si j = n.
0, en cualquier otro caso.
Ejemplo 1.5.16 La matriz compan˜era de x3 − 2x2 + 4 es:
C(x3 − 2x2 + 4) =
 0 0 −41 0 0
0 1 2

Teorema 1.5.17 [Bar96, Ser02] Dada una matriz A de orden n sobre K,
existe una matriz P de orden n e inversible, tal que:
(F =)P−1AP = diag(C(f1), ..., C(ft)), con f1|f2|...|ft.
F se dice que es la Forma Cano´nica Racional o de Frobenius de A.
La Forma Cano´nica Racional de A [Jac74], se obtiene a partir de la
primera descomposicio´n de V (1.2), que proporciona el Teorema de Estruc-
tura. Tomando como K-base para cada mo´dulo c´ıclico K[x]zi [Jac74]
{zi, x · zi, ..., xmi−1 · zi}
se obtiene una K-base para V de la forma
B′ = {z1, x · z1, ..., xm1−1 · z1, z2, x · z2, ..., xm2−1 · z2, ..., zs, x · zs, ..., xms−1 · zs}.
Si P es la matriz que se obtiene al colocar en columnas las coordenadas de
los vectores de B′, entonces se verifica que P−1AP es una matriz diagonal por
bloques, formada por las matrices compan˜eras de los factores invariantes de
la matriz caracter´ıstica de A, esto es, se obtiene la Forma Cano´nica Racional
de A.
De este razonamiento se sigue el siguiente algoritmo:
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Algoritmo 1.5.18 Frobenius.
Entrada:
- K cuerpo.
- A ∈ Matn×n(K) no nula, la matriz del endomorfismo de Kn en las
bases cano´nicas.
Salida:
- Una matriz R tal que R es la Forma Cano´nica Racional de A.
- Una matriz inversible P , tal que P−1 · A · P = R
1. {{z1, ..., zs}, {d1, ..., ds}}=Generadores Primera Descomposicio´n(A,C)
/* C es la base cano´nica de Kn */
2. B′ = ∅; R =matriz nula de taman˜o n× n; indicador bloque=1
3. Bucle i = 1 hasta s /*Se construye B′ */
- m = grado(di)
- B′ = B′ ∪ {zi, x · zi, ..., xm−1 · zi}
- Se sustituye el recta´ngulo de R de coordenadas
- (indicador bloque, indicador bloque)
/* Esquina superior izqda. */
- (indicador bloque+m− 1, indicador bloque+m− 1)
/* Esquina inferior dcha. */
por la matriz compan˜era de di
- indicador bloque = indicador bloque+m
4. P es la matriz que se obtiene al poner en columnas los vectores de B′
5. Devuelve R,P
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6. Fin
Ejemplo 1.5.19 Se calculara´ la Forma Cano´nica Racional de:
A =

0 −1 0 0 0 0
1 2 0 0 0 0
0 0 1 0 0 0
0 0 0 2 0 0
0 0 0 0 1 −2
0 0 0 0 0 3

∈Mat6×6(Q)
1. {{z1, ...ds}, {d1, ..., ds}}=Generadores Primera Descomposicio´n(A,C)
- z1 = (−3, 3,−1, 0,−1, 0); d1 = x− 1
- z2 = (1,−1, 0, 0,−1, 0); d2 = x− 1
- z3 = (0,
1
2
, 1
2
, 1, 0, 1
4
); d2 = x
4 − 7x3 + 17x2 − 17x+ 6
2. B′ = ∅; R= matriz nula de orden 6; indicador bloque=1
3. Bucle i=1 hasta 3
- i = 1
- m = 1
- B′ = {z1}
- (indicador bloque, indicador bloque) = (1, 1)
- (indicador bloque+m− 1, indicador bloque+m− 1) = (1, 1)
- Se sustituye el bloque de R de coordenadas (1,1)-(1,1) por la
matriz compan˜era de x− 1.
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R =

1 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

- indicador bloque = 2
- i = 2
- m = 1
- B′ = {z1, z2}
- (indicador bloque, indicador bloque) = (2, 2)
- (indicador bloque+m− 1, indicador bloque+m− 1) = (2, 2)
- Se sustituye el bloque de R de coordenadas (2,2)-(2,2) por la
matriz compan˜era de x− 1.
R =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

- indicador bloque = 3
- i = 3
- m = 4
- B′ = {z1, z2} ∪ {z3, A · z3 = (−12 , 1, 12 , 2, −14 , 34),
A2 · z3 = (−1, 32 , 12 , 4,−2, 94),
A3 · z3 = (−32 , 2, 12 , 8, −132 , 274 )}
- (indicador bloque, indicador bloque) = (3, 3)
- (indicador bloque+m− 1, indicador bloque+m− 1) = (6, 6)
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- Se sustituye el bloque de R de coordenadas (3,3)-(6,6) por la
matriz compan˜era de x4 − 7x3 + 17x2 − 17x+ 6.
R =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 −6
0 0 1 0 0 17
0 0 0 1 0 −17
0 0 0 0 1 7

- indicador bloque = 7
4. P =

−3 1 0 −1
2
−1 −3
2
3 −1 1
2
1 3
2
2
−1 0 1
2
1
2
1
2
1
2
0 0 1 2 4 8
−1 −1 0 −1
4
−2 −13
2
0 0 1
4
3
4
9
4
27
4

5. Devuelve R,P
6. Fin
Teorema 1.5.20 [Jac74, DuF99, Coh74] Sea M un K[x]-mo´dulo, x ∈ M ,
d ∈ K[x] tal que (0 : x) = (d) y d = pe11 · ... · pett , pi 6= pj si i 6= j, la
descomposicio´n de d en primos. Entonces:
- Dx = Dx1 ⊕ ...⊕Dxt con (0 : xi) = (peii )
- xi = p
e1
1 · ... · pei−1i−1 · pei+1i+1 · ... · pett , i = 1, ..., t.
Teniendo en cuenta este resultado, cada K[x]-mo´dulo c´ıclico de la des-
composicio´n (1.2), se puede volver a descomponer en suma directa de K[x]-
mo´dulos c´ıclicos. Se obtiene as´ı, una segunda descomposicio´n de V :
V = K[x] · u1 ⊕ ...⊕K[x] · ur (1.3)
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siendo (0 : ui) = (pi(x)
ei), con pi(x) un polinomio mo´nico e irreducible en
K[x], i = 1, ..., r.
Teorema 1.5.21 [Bar96, Ser02] Dada una matriz A de orden n sobre K,
existe una matriz P de orden n e inversible, tal que:
(F =)P−1AP = diag(C(qa11 ), ..., C(q
at
t )), q1, ..., qt irreducibles sobre K[x].
F se dice que es la Segunda Forma Cano´nica de A.
Tomando de nuevo como K-base de cada mo´dulo c´ıclico K[x]ui
{ui, x · ui, ..., xhi−1 · ui}
siendo hi el grado del polinomio p
ei
i , se obtiene una K-base para V de la
forma
B′′ = {u1, x · u1, ..., xh1−1 · u1, ..., ur, x · ur, ..., xhr−1 · ur}
Si P es la matriz que se obtiene al colocar en columnas las coordenadas de
los vectores de B′′, entonces se verifica que P−1AP es una matriz diagonal por
bloques, formada por las matrices compan˜eras de los divisores elementales de
la matriz caracter´ıstica de A, esto es, se obtiene la Segunda Forma Cano´nica
de A.
Esta forma de proceder da lugar a:
Algoritmo 1.5.22 Segunda Forma Cano´nica.
Entrada:
- K cuerpo
- A ∈ Matn×n(K) no nula, la matriz del endomorfismo de Kn en las
bases cano´nicas.
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Salida:
- Una matriz R tal que R es la Segunda Forma Cano´nica de A
- Una matriz inversible P , tal que P−1 · A · P = R
1. {{z1, ..., zs}, {d1, ..., ds}} =Generadores Primera Descomposicio´n(A,C)
/* C es la base cano´nica de Kn */
2. B′′ = ∅; R es la matriz nula de orden n; indicador bloque=1.
3. Bucle i = 1 hasta s
- Se factoriza di en primos (sobre K[x])
- di = p
ei,1
i,1 · ... · pei,ti,t , pi,j 6= pi,k si j 6= k.
- t=nu´mero de factores primos en la descomposicio´n de di.
- /* Se descompone K[x]zi en suma directa de c´ıclicos */
- Bucle j = 1 hasta t
- u = di
p
ei,j
i,j
zi
- m = grado(pi,j) · ei,j
- B′′ = B′′ ∪ {u, x · u, ..., xm−1u}
- Se sustituye el recta´ngulo de R:
- (indicador bloque, indicador bloque)
/* Esquina superior izquierda */
- (indicador bloque+m− 1, indicador bloque+m− 1)
/* Esquina inferior derecha */
por la matriz compan˜era de p
ei,j
i,j .
• indicador bloque = indicador bloque+m
4. P es la matriz que se obtiene al poner en columnas los vectores de B′′.
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5. Devuelve R,P
6. Fin
Ejemplo 1.5.23 Se calculara´ la Segunda Forma Cano´nica de la matriz:
A =

0 −1 0 0 0 0
1 2 0 0 0 0
0 0 1 0 0 0
0 0 0 2 0 0
0 0 0 0 1 −2
0 0 0 0 0 3

∈Mat6×6(Q)
1. {{z1, ..., zs}, {d1, ..., ds}} =Generadores Primera Descomposicio´n(A,C)
- z1 = (−3, 3,−1, 0,−1, 0); d1 = x− 1
- z2 = (1,−1, 0, 0,−1, 0); d2 = x− 1
- z3 = (0,
1
2
, 1
2
, 1, 0, 1
4
); d3 = x
4 − 7x3 + 17x2 − 17x+ 6
2. B′′ = ∅; R es la matriz nula de orden 6; indicador bloque=1
3. Bucle i = 1 hasta 3
- i = 1
- d1 = x− 1
- Bucle j = 1 hasta 1
- u = z1
- m = 1
- B′′ = {z1}
- (indicador bloque, indicador bloque) = (1, 1)
- (indicador bloque +m − 1, indicador bloque +m − 1) =
(1, 1)
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- Se sustituye el recta´ngulo de R de coordenadas (1,1)-(1,1),
por la matriz compan˜era de x− 1.
R =

1 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

- indicador bloque=2
- i = 2
- d2 = x− 1
- Bucle j = 1 hasta 1
- u = z2
- m = 1
- B′′ = {z1, z2}
- (indicador bloque, indicador bloque) = (2, 2)
- (indicador bloque+m− 1, indicador bloque+m− 1) = (2, 2)
- Se sustituye el recta´ngulo de R de coordenadas (2,2)-(2,2),
por la matriz compan˜era de x− 1.
R =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

- indicador bloque=3
- i = 3
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- d3 = (x− 1)2 · (x− 2) · (x− 3)
- Bucle j = 1 hasta 3
- j = 1
- u = (x− 2) · (x− 3) · z3 = (32 , −12 , 1, 0, 12 , 0)
- m = 2
- B′′ = {z1, z2} ∪ {u, xu = (12 , 12 , 1, 0, 12 , 0)}
- (indicador bloque, indicador bloque) = (3, 3)
- (indicador bloque +m − 1, indicador bloque +m − 1) =
(4, 4)
- Se sustituye el recta´ngulo de R de coordenadas (3,3)-(4,4),
por la matriz compan˜era de (x− 1)2.
R =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 −1 0 0
0 0 1 2 0 0
0 0 0 0 0 0
0 0 0 0 0 0

- indicador bloque=5
- j = 2
- u = (x− 1)2 · (x− 3) · z3 = (0, 0, 0,−1, 0, 0)
- m = 1
- B′′ = {z1, z2, (32 , −12 , 1, 0, 12 , 0), (12 , 12 , 1, 0, 12 , 0)}∪
{(0, 0, 0,−1, 0, 0)}
- (indicador bloque, indicador bloque) = (5, 5)
- (indicador bloque +m − 1, indicador bloque +m − 1) =
(5, 5)
- Se sustituye el recta´ngulo de R de coordenadas (5,5)-(5,5),
por la matriz compan˜era de x− 2.
1.5.3 Ca´lculo de Formas Cano´nicas 81
R =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 −1 0 0
0 0 1 2 0 0
0 0 0 0 2 0
0 0 0 0 0 0

- indicador bloque=6
- j = 3
- u = (x− 1)2 · (x− 2) · z3 = (0, 0, 0, 0,−1, 1)
- m = 1
- B′′ = B′′ ∪ {(0, 0, 0, 0,−1, 1)}
- (indicador bloque, indicador bloque) = (6, 6)
- (indicador bloque +m − 1, indicador bloque +m − 1) =
(6, 6)
- Se sustituye el recta´ngulo de R de coordenadas (6,6)-(6,6),
por la matriz compan˜era de x− 3.
R =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 −1 0 0
0 0 1 2 0 0
0 0 0 0 2 0
0 0 0 0 0 3

- indicador bloque=7
4. P =

−3 1 3
2
1
2
0 0
3 −1 −1
2
1
2
0 0
−1 0 1 1 0 0
0 0 0 0 −1 0
−1 −1 1
2
1
2
0 −1
0 0 0 0 0 1

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5. Devuelve R,P
6. Fin
Definicio´n 1.5.24 Se llama matriz hiperasociada o hipercompan˜era de un
polinomio mo´nico p(x)q a una matriz que verifica:
Si q = 1 es la matriz compan˜era de p(x).
Si q > 1 es una matriz cuadrada de orden grado(p(x)) · q, de la forma:
Cq(p) =

C(p) 0
N C(p)
N
. . .
. . . . . .
0 N C(p)

siendo C(p) la matriz compan˜era de p, y N una matriz con el mismo
orden de C(p), que tiene un uno en la esquina superior derecha y cero
en el resto de las posiciones.
Ejemplo 1.5.25 La matriz hiperasociada de (x2 + 2x− 1)4 es:
C4(x
2 + 2x− 1) =

0 1 0 0 0 0 0 0
1 -2 0 0 0 0 0 0
0 1 0 1 0 0 0 0
0 0 1 -2 0 0 0 0
0 0 0 1 0 1 0 0
0 0 0 0 1 -2 0 0
0 0 0 0 0 1 0 1
0 0 0 0 0 0 1 -2

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Teorema 1.5.26 [Jea99, Ser02] Dada una matriz A de orden n sobre K,
existe una matriz P de orden n e inversible, tal que:
(F =)P−1AP = diag(Ca1(q1), ..., Cat(qt)) q1, ..., qt irreducibles.
F se dice que es la Forma Cano´nica de Jacobson de A.
La Forma Cano´nica de Jacobson, se obtiene al tomar como K-base de
cada c´ıclico K[x]ui en (1.3) [Jac74]
{ui, x · ui, ..., xmi−1 · ui, pi · ui, x · pi · ui, ..., xmi−1 · pi · ui, ..., pei−1i · ui,
x · pei−1i · ui, ..., xmi−1 · pei−1i · ui}
siendo (mi = grado(pi(x))). La unio´n de todas estas K-bases proporciona
una K-base para V , en la cual, el endomorfismo que representa la matriz
A tiene asociada una matriz diagonal por bloques, formada por las matrices
hipercompan˜eras de los divisores elementales de la matriz caracter´ıstica de A,
esto es, se obtiene la Forma Cano´nica de Jacobson de A. Este razonamiento
da lugar al siguiente algoritmo.
Algoritmo 1.5.27 Jacobson
Entrada:
- K cuerpo
- A ∈ Matn×n(K) no nula, la matriz del endomorfismo de Kn en las
bases cano´nicas.
Salida:
- Una matriz R tal que R es la Forma Cano´nica de Jacobson de A.
- Una matriz inversible P , tal que P−1 · A · P = R
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1. {{z1, ..., zs}, {d1, ..., ds}} =Generadores Primera Descomposicio´n(A,C)
/* C es la base cano´nica de Kn */
2. B′′′ = ∅; R es la matriz nula de orden n; indicador bloque=1.
3. Bucle i = 1 hasta s
- Se factoriza di en primos (sobre K[x])
- di = p
ei,1
i,1 · ... · pei,ti,t , pi,j 6= pi,k si j 6= k.
- t=nu´mero de factores primos en la descomposicio´n de di.
- /* Se descompone K[x]zi en suma directa de c´ıclicos */
- Bucle j = 1 hasta t
- u = di
p
ei,j
i,j
zi
- m = grado(pi,j) · ei,j; gradop = m · eij
- B′′′ = B′′′ ∪ {u, x · u, ..., xm−1 · u, pi,j · u, x · pi,j · u, ..., xm−1 ·
pi,j · u, ..., peij−1i,j · u, x · peij−1i,j · u, ..., xm−1 · peij−1i,j · u}
- Se sustituye el recta´ngulo de R:
- (indicador bloque, indicador bloque)
/* Esquina superior izquierda */
- (indicador bloque+gradop−1, indicador bloque+gradop−
1)
/* Esquina inferior derecha */
por la matriz hipercompan˜era de p
ei,j
i,j .
• indicador bloque = indicador bloque+ gradop
4. P es la matriz que se obtiene al poner en columnas los vectores de B′′′.
5. Devuelve R,P
6. Fin
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Ejemplo 1.5.28 Se calculara´ la Forma Cano´nica de Jacobson de la matriz:
A =

0 0 0 −4
1 0 0 0
0 1 0 −4
0 0 1 0
 ∈Mat4×4(Q)
1. {{z1, ..., zs}, {d1, ..., ds}} =Generadores Primera Descomposicio´n(A,C)
z1 = (0, 0,
1
4
, 0); d1 = x
4 + 4x2 + 4
2. B′′′ = ∅;R la matriz nula de orden 4; indicador bloque=1
3. Bucle i = 1 hasta 1
- i = 1
- d1 = (x
2 + 2)2
- t = 1
- Bucle j = 1 hasta 1
- u = z1
- m = 2; gradop = 4
- B′′′ = {z1, x · z1 = (0, 0, 0, 14),
(x2+2) · z1 = (−1, 0, −12 , 0), x(x2+2) · z1 = (0,−1, 0, −12 )}
- (indicador bloque, indicador bloque) = (1, 1)
- (indicador bloque+gradop−1, indicador bloque+gradop−
1) = (4, 4)
por la matriz hipercompan˜era de (x2 + 2)2
R =

0 −2 0 0
1 0 0 0
0 1 0 −2
0 0 1 0

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- indicador bloque = 5
4. P =

0 0 −1 0
0 0 0 −1
1
4
0 −1
2
0
0 1
4
0 −1
2

5. Devuelve R,P
6. Fin
Queda, por u´ltimo, tratar el ca´lculo de la Forma Cano´nica de Jordan
de una matriz. La Forma Cano´nica de Jordan es la apariencia que toma la
Forma Cano´nica de Jacobson, cuando los divisores elementales de la matriz
caracter´ıstica, son potencias de polinomios de grado 1 [Ser02].
El me´todo natural para calcular entonces la Forma Cano´nica de Jordan de
una matriz, se reduce a comprobar que las ra´ıces del polinomio caracter´ıstico
esta´n todas en K, y, en caso afirmativo, aplicar el algoritmo de ca´lculo de la
Forma Cano´nica de Jacobson.
Ejemplo 1.5.29 Se calculara´ la Forma Cano´nica de Jordan de la matriz
A =

0 −1 0 0 0 0
1 2 0 0 0 0
0 0 1 0 0 0
0 0 0 2 0 0
0 0 0 0 1 −2
0 0 0 0 0 3

∈Mat6×6(Q)
Los factores invariantes no triviales son x − 1, x − 1, x4 − 7x3 + 17x2 −
17x + 6. Todos tienen sus ra´ıces en Q, por lo que si se aplica el algoritmo
Jacobson se obtendra´ entonces la Forma Cano´nica de Jordan de A.
1. {{z1, ..., zs}, {d1, ..., ds}} =Generadores Primera Descomposicio´n(A,C)
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- z1 = (−3, 3,−1, 0,−1, 0); d1 = x− 1
- z2 = (1,−1, 0, 0,−1, 0); d2 = x− 1
- z3 = (0,
1
2
, 1
2
, 1, 0, 1
4
); d3 = x
4 − 7x3 + 17x2 − 17x+ 6
2. B′′ = ∅; R es la matriz nula de orden 6; indicador bloque=1
3. Bucle i = 1 hasta 3
- i = 1
- d1 = x− 1
- t = 1
- Bucle j = 1 hasta 1
- u = z1
- m = 1; gradop = 1
- B′′′ = {z1}
- (indicador bloque, indicador bloque) = (1, 1)
- (indicador bloque+gradop−1, indicador bloque+gradop−
1) = (1, 1)
- Se sustituye el recta´ngulo de R de coordenadas (1,1)-(1,1),
por la matriz hipercompan˜era de x− 1.
R =

1 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

- indicador bloque=2
- i = 2
- d2 = x− 1
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- t = 1
- Bucle j = 1 hasta 1
- u = z2
- m = 1; gradop = 1
- B′′′ = {z1, z2}
- (indicador bloque, indicador bloque) = (2, 2)
- (indicador bloque+ gradop− 1, indicador bloque+ gradop−
1) = (2, 2)
- Se sustituye el recta´ngulo de R de coordenadas (2,2)-(2,2),
por la matriz hipercompan˜era de x− 1.
R =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

- indicador bloque=3
- i = 3
- d3 = (x− 1)2 · (x− 2) · (x− 3)
- t = 3
- Bucle j = 1 hasta 3
- j = 1
- u = (x− 2) · (x− 3) · z3 = (32 , −12 , 1, 0, 12 , 0)
- m = 1; gradop = 2
- B′′′ = {z1, z2} ∪ {u, (x− 1)u = (−1, 1, 0, 0, 0, 0)}
- (indicador bloque, indicador bloque) = (3, 3)
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- (indicador bloque+gradop−1, indicador bloque+gradop−
1) = (4, 4)
- Se sustituye el recta´ngulo de R de coordenadas (3,3)-(4,4),
por la matriz hipercompan˜era de (x− 1)2.
R =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 1 1 0 0
0 0 0 0 0 0
0 0 0 0 0 0

- indicador bloque=5
- j = 2
- u = (x− 1)2 · (x− 3) · z3 = (0, 0, 0,−1, 0, 0)
- m = 1; gradop = 1
- B′′′ = {z1, z2, (32 , −12 , 1, 0, 12 , 0), (−1, 1, 0, 0, 0, 0)}∪
{(0, 0, 0,−1, 0, 0)}
- (indicador bloque, indicador bloque) = (5, 5)
- (indicador bloque+gradop−1, indicador bloque+gradop−
1) = (5, 5)
- Se sustituye el recta´ngulo de R de coordenadas (5,5)-(5,5),
por la matriz hipercompan˜era de x− 2.
R =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 1 1 0 0
0 0 0 0 2 0
0 0 0 0 0 0

- indicador bloque=6
- j = 3
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- u = (x− 1)2 · (x− 2) · z3 = (0, 0, 0, 0,−1, 1)
- m = 1; gradop = 1
- B′′′ = B′′′ ∪ {(0, 0, 0, 0,−1, 1)}
- (indicador bloque, indicador bloque) = (6, 6)
- (indicador bloque+gradop−1, indicador bloque+gradop−
1) = (6, 6)
- Se sustituye el recta´ngulo de R de coordenadas (6,6)-(6,6),
por la matriz compan˜era de x− 3.
R =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 1 1 0 0
0 0 0 0 2 0
0 0 0 0 0 3

- indicador bloque=7
4. P =

−3 1 3
2
−1 0 0
3 −1 −1
2
1 0 0
−1 0 1 0 0 0
0 0 0 0 −1 0
−1 −1 1
2
0 0 −1
0 0 0 0 0 1

5. Devuelve R,P
6. Fin
Observaciones:
Los algoritmos de ca´lculo de la Segunda Forma Cano´nica y de la Forma
Cano´nica de Jacobson, son casi ide´nticos, las u´nicas diferencias radican
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a la hora de construir la K-base, y en el hecho de que en uno se mane-
ja la matriz compan˜era y en el otro la matriz hipercompan˜era. Este
comportamiento simplifica enormemente la programacio´n del ca´lculo
de ambas Formas Cano´nicas.
No siempre es posible, en la pra´ctica, obtener la Segunda Forma Cano´-
nica y la Forma Cano´nica de Jacobson, pues para su ca´lculo se debe
conocer previamente la factorizacio´n en irreducibles de los factores in-
variantes (=divisores elementales), y esto no siempre es factible. En C,
por ejemplo, aunque teo´ricamente todo polinomio de grado mayor que
uno con coeficientes complejos, se puede expresar como producto de
polinomios de grado uno, en la pra´ctica, no siempre se puede llegar a
esta factorizacio´n.
La Forma Cano´nica de Jordan, no es ma´s que la apariencia que adopta
la Forma Cano´nica de Jacobson, en el caso de que los divisores ele-
mentales sean potencias de polinomios lineales, o lo que es equivalente,
cuando los factores invariantes tengan todas sus ra´ıces en el cuerpo K
sobre el que se trabaja.
1.5.4. Ma´s Bases de Gro¨bner
Una vez que se ha conseguido, utilizando la teor´ıa de bases de Gro¨bner, re-
formular los tres algoritmos cla´sicos de ca´lculo de formas cano´nicas, es dif´ıcil
no caer en la tentacio´n de preguntarse, ¿ que´ ma´s pueden aportar las bases
de Gro¨bner ?, esto es, ¿ ser´ıa posible utilizar bases de Gro¨bner para realizar
algu´n ca´lculo ma´s ? Un examen detallado de los tres algoritmos de ca´lculo de
formas cano´nicas (Frobenius, Segunda Forma Cano´nica, Jacobson) muestra
que tres son los ca´lculos ma´s importantes que se hacen, el primero es el de
calcular los elementos {z1, ..., zs} y los factores invariantes, que ya se hace
utilizando bases de Gro¨bner; el segundo es la factorizacio´n de los factores in-
variantes (en Segunda Forma Cano´nica y Jacobson), y el tercero es el ca´lculo
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de la accio´n de un polinomio f(x) ∈ K[x] sobre un vector v ∈ V . Este ca´lculo
es muy importante, pues se necesita para construir la K-base de V en la cual
el endomorfismo que define la matriz A, se expresa matricialmente mediante
una de las cuatro formas cano´nicas descritas anteriormente.
La cuestio´n que subyace tras el ca´lculo de la accio´n de un polinomio
sobre un vector, es la evaluacio´n de un polinomio en una matriz (f(x) · v =
f(A) ·v) [Gie93]. Este ca´lculo en principio puede parecer trivial, sin embargo,
es un problema muy complicado de resolver, pues aunque la meca´nica es
muy sencilla, en la pra´ctica, el nu´mero de operaciones a realizar se dispara a
medida que crece el orden de la matriz y el grado del polinomio sobre el que
actu´a.
En esta subseccio´n se va a explicar co´mo calcular la accio´n de un poli-
nomio f(x) ∈ K[x] sobre un vector v ∈ V , utilizando bases de Gro¨bner. El
u´nico objetivo de esta subseccio´n es el de mostrar que este ca´lculo se puede
hacer utilizando la teor´ıa de bases de Gro¨bner, sin entrar a discutir en ningu´n
momento, la rapidez o lentitud del procedimiento que aqu´ı se expone.
Se define, igual que en la subseccio´n anterior, el epimorfismo:
Ψ : K[x]n ³ V
Ψ es una presentacio´n libre del K[x]-mo´dulo V siendo KerΨ su mo´dulo
de relaciones. Se puede afirmar entonces que se tiene un isomorfismo de K[x]-
mo´dulos entre K[x]
n
KerΨ
y V .
En la mayor´ıa de los libros de a´lgebra, se manejan siempre los elementos
de R-mo´dulo Rn (con R un anillo cualquiera), de la forma
n∑
i=1
aiei, siendo
{e1, ..., en} la base cano´nica de Rn y a1, ..., an ∈ R. Esto es, se piensan, por
comodidad para su manipulacio´n, como polinomios en las variables e1, ..., en
con coeficientes en R.
Este modo de actuar define, de modo natural, un monomorfismo K[x]-
lineal:
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θ : K[x]n ½ K[x,E1, ..., En]
g = (g1(x), ..., gn(x)) Ã θ(g) = g1(x) · E1 + ...+ gn(x) · En
A partir de los morfismos de K[x]-mo´dulos θ y Ψ, y definiendo I como
el K[x]-mo´dulo θ(KerΨ), es posible construir de modo natural el siguiente
diagrama conmutativo de K[x]-mo´dulos:
Ker Ψ //
θ
u
//
²²
²²
I
²²
²²
K[x]n // θ //
²²²²
K[x,E1, ..., En]
²²²²
V ∼= K[x]nKer Ψ // // K[x,E1,...,En]I
La propiedad universal del conu´cleo garantiza la existencia de un u´nico
morfismo inyectivo
θ : V ∼= K[x]
n
KerΨ
−−−−−→ K[x,E1, ..., En]
I
que hace el diagrama conmutativo.
En lo tocante al K[x]-mo´dulo I, es posible concretar un poco ma´s y afir-
mar:
Proposicio´n 1.5.30 I esta´ generado como K[x]-mo´dulo por
{xE1−
n∑
i=1
ai1Ei, ..., xEn−
n∑
i=1
ainEi}
Demostracio´n:
Trivial teniendo en cuenta que
n∪
j=1
{fj =
n∑
i=1
xej − aijei} es una K[x]-base de
KerΨ ¤
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Corolario 1.5.31 V es un K[x]-submo´dulo del K[x]-mo´dulo K[x,E1,...,En]
I
Lema 1.5.32 Una base de Gro¨bner para el ideal
J =< {f1 = xE1 −
n∑
i=1
ai1Ei, ..., fn = xEn −
n∑
i=1
ainEi} >
con respecto al orden monomial lexicogra´fico con x > E1 > ... > En es de la
forma G = {xE1−
n∑
i=1
ai1Ei, ..., xEn−
n∑
i=1
ainEi} ∪ H, siendo H un conjunto
de polinomios homoge´neos en E1, ..., En, de grado mayor o igual que 2.
Demostracio´n:
Se comienza esta demostracio´n aplicando el algoritmo de Buchberger [CLO92]
de ca´lculo de bases de Gro¨bner al conjunto G = {f1, ..., fn}.
S(f1, f2) = E2 · (xE1 −
n∑
i=1
ai1Ei)−E1 · (xE2 −
n∑
i=1
ai2Ei) =
n∑
i=1
(−ai1 ·E2 +
ai2 · E1)Ei
El reducido de S(f1, f2) por G es S(f1, f2), pues ninguno de sus monomios
es divisible por ningu´n monomio principal de ningu´n polinomio de G. Se
an˜ade fn+1 = S(f1, f2) a G.
Procediendo de igual modo que antes, se tiene que S(f1, f3) =
n∑
i=1
(−ai1 ·
E3 + ai3 ·E1)Ei. Como mucho, S(f1, f3) se puede dividir entre fn+1, y como
este polinomio es homoge´neo de grado 2, entonces, el reducido con respecto
a G de S(f1, f3), sea e´ste fn+2, es homoge´neo de grado 2.
Si se continu´a el algoritmo de Buchberger hasta el final, se obtendra´ una
base de Gro¨bner con la forma descrita. ¤
Corolario 1.5.33 {E1, ..., En, 1, x, ..., xn, ...} es una K-base de K[x,E1,...,En]I
Lema 1.5.34 {ei +KerΨ}ni=1 es un conjunto K-linealmente independiente.
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Demostracio´n:
α1(e1 +KerΨ) + ... + αn(en +KerΨ) = 0 +KerΨ⇐⇒ α1e1 + ... + αnen ∈
KerΨ⇐⇒ Ψ(α1e1+...+αnen) = α1v1+...+αnvn = 0⇐⇒ α1 = ... = αn = 0
¤
Lema 1.5.35 {E1, ..., En} es una K-base para V .
Demostracio´n:
V es un K-espacio vectorial de dimensio´n n y {ei+KerΨ}ni=1 es un conjunto
K-linealmente independiente de V . Es por esto por lo que se puede concluir
que {ei + KerΨ}ni=1 es una K-base de V ; y, por lo tanto {E1 = θ(e1 +
KerΨ), ..., En = θ(en +KerΨ)} es una K-base para V . ¤
Corolario 1.5.36 K[x,E1,...,En]
I
= V ⊕K[x]
Conclusio´n 1.5.37 Todo elemento h(x,E1, ..., En) ∈ V (que en realidad
es una clase por ser un elemento de K[x,E1,...,En]
I
) tiene por representante
cano´nico a un elemento que es combinacio´n K-lineal de {E1, ..., En}.
Corolario 1.5.38 Dado f(x) ∈ K[x], v = v1e1 + ...+ vnen ∈ V la accio´n de
f(x) sobre v (f(x)·v) es el resto de la divisio´n del polinomio f(x)·(v1E1+...+
vnEn) entre {xE1−
n∑
i=1
ai1Ei, ..., xEn−
n∑
i=1
ainEi}, respecto al orden monomial
lexicogra´fico con x > E1 > ... > En.
Ejemplo 1.5.39 Dado V = Q2 y A =
(
1 0
−2 1
)
, se calculara´ la accio´n
de x2 + 2x− 2 sobre v = (1,−1).
La accio´n de x2 + 2x − 2 sobre v = (1,−1) se corresponde con el repre-
sentante cano´nico del elemento (x2+2x− 2) · (E1−E2), dicho representante
no es ma´s que el resto de su divisio´n entre {(1 − x)E2, (1 − x)E1 − 2E2},
respecto al orden monomial lexicogra´fico con x > E1 > E2.
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(x2+2x−2)(E1−E2) = (5+x)((1−x)E2)+(−3−x)((1−x)E1−2E2)+E1−9E2
As´ı pues (x2 + 2x− 2) · (1,−1) = (1,−9)
1.6. Programacio´n de los resultados obtenidos
Puesto que es el A´lgebra Computacional la disciplina a la que pertenece
la teor´ıa que se expone en esta memoria, es lo´gico esperar que parte de dicha
memoria, consista en el desarrollo de un paquete de funciones, las cua´les
implementan los resultados obtenidos hasta el momento. E´ste es el motivo
por el que se desarrollo´, en lenguaje Mathematica, el paquete SmithGroebner.
La primera cuestio´n que hubo que decidir, a la hora de sentarse a pro-
gramar el paquete SmithGroebner, fue la de escoger los DIPs sobre los que
iba a actuar el paquete; en principio hab´ıa dos opciones, la primera era la de
escoger unos pocos DIPs y programar cada caso en particular, y la segunda
era la de hacer un paquete en el que tuviese cabida cualquier DIP. Ambas
opciones tienen sus ventajas e inconvenientes; la primera opcio´n posee la
ventaja de que al centrar la atencio´n so´lo en varios DIPs, es posible hacer
rutinas ma´s ra´pidas pues se puede acceder a funciones del propio sistema, es-
to es, menos DIPs ma´s rapidez; mientras la segunda opcio´n, posee la ventaja
notable de ser un paquete que puede manejar cualquier DIP; no obstante,
aunque parezca contradictorio, e´sta es tambie´n su principal desventaja, pues
al necesitar las rutinas lo ma´s generales posibles, obliga a no poder utilizar
las rutinas del propio sistema, y por lo tanto ya compiladas, que proporciona
Mathematica. Sustituir estas rutinas por otras del paquete va a ralentizar,
ya de partida, su funcionamiento.
Pie´nsese por ejemplo en los DIPs Z y Q; si se desarrolla un paquete en
el que prime la rapidez, se deber´ıa, por ejemplo, programar el algoritmo de
Buchberger para Z [NaG94] y para Q por separado (para Q se puede utilizar
la funcio´n GroebnerBasis). Si se desarrolla pensando en la segunda opcio´n, se
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programar´ıa un u´nico algoritmo de ca´lculo de bases de Gro¨bner para ideales
de polinomios sobre DIPs [Mol88, Pan88].
Debido a su mayor intere´s matema´tico, es la segunda opcio´n el camino
escogido como planteamiento inicial.
El paquete SmithGroebner se disen˜o´ pensando en un dominio de ideales
principales cualquiera. De hecho, el nivel de abstraccio´n que se alcanza es tal,
que se puede an˜adir cualquier otro DIP que se desee, modificando solamente
la funcio´n CargaFunciones.
U´nicamente an˜adiendo un trocito de co´digo en esta funcio´n, se puede
ampliar, au´n ma´s, el rango de los DIPs que puede manejar el paquete; eso
s´ı, sin perder ninguna de las funciones que ofrece. Para ello so´lo se hubo que
fijar en las operaciones que se hac´ıan de distinta forma, segu´n se estuviese en
un DIP u otro (no es lo mismo, por ejemplo, calcular el m.c.d. en Z que en
Q[x] o Z[1+
√−19
2
]); definir unas funciones gene´ricas y, dependiendo del DIP
escogido por el usuario, construir esas funciones gene´ricas de modo adecuado
en tiempo de ejecucio´n.
Las funciones gene´ricas que se utilizan son:
1. MaximoComunDivisor[a, b]
Proporciona el m.c.d. de a y b.
2. MaximoComunDivisorEx[a, b]
Proporciona la lista {d, {α, β}}, siendo
d es el m.c.d. de a y b
α · a+ β · b = d
3. DividirQ[a, b]
Funcio´n lo´gica que retorna True si a divide a b y False en otro caso.
4. Cociente[a, b]
Proporciona el cociente de la divisio´n de a entre b (esta funcio´n so´lo se
utiliza cuando b divide a a)
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5. Normaliza[A,B : 0]1
Se utiliza para formatear la Forma Normal de Smith, antes de mostrarla
al usuario (por ej., si se trabaja sobre Z, Normaliza devuelve una matriz
de enteros positivos).
Normaliza[A] devuelve la matriz A formateada.
Normaliza[A,B] devuelve {C,D}; siendo C la matriz A formatea-
da y D la matriz de paso en columnas B, convenientemente modi-
ficada, pues hay que llevar cuenta de los cambios realizados.
6. UnidadQ[V alor]
Retorna True si Valor es una unidad en el DIP en el que se trabaja,
False en otro caso.
El funcionamiento del paquete es muy sencillo. Una vez que el usuario
pulse ”Return”, antes de hacer ningu´n ca´lculo, se identifica el anillo escogido
y se definen estas seis funciones de modo correcto (esta es la labor principal
de la funcio´n CargaFunciones). Una vez hecho esto, se empieza a calcular. La
funcio´n CargaFunciones actu´a de intermediaria entre el usuario y el paquete.
Si se revisa el listado de las funciones, se puede observar que hay alguna
funcio´n gene´rica ma´s, pero las esenciales son estas que se acaban de describir.
Las l´ıneas generales de funcionamiento, como se acaba de ver, son muy
sencillas; so´lo queda entonces por describir las funciones que proporciona el
paquete SmithGroebner y los anillos sobre los que opera.
Ocho son las funciones que esta´n a disposicio´n del usuario:
1. GroebnerEquivalente
Calcula una matriz Lad(A). Si se le an˜ade la opcio´n ” Paso ->S´ı ”
proporcionara´ adema´s la matriz de paso.
1B:0 quiere decir que B es un argumento optativo, en caso de no aparecer, Mathematica
toma B=0
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2. Smith
Calcula la Forma Normal de Smith de una matriz. Si se le an˜ade la
opcio´n ” Paso ->S´ı ” proporcionara´ adema´s las matrices de paso.
3. InversaPaso
Calcula la inversa de una matriz
4. InversaMinimo
Calcula la inversa de una matriz de complejos
5. Frobenius
Calcula la Forma Cano´nica Racional de una matriz y la matriz de
cambio de base.
6. SegundaFormaC
Calcula la Segunda Forma Cano´nica de una matriz y la matriz de cam-
bio de base.
7. Jacobson
Calcula la Forma Cano´nica de Jacobson de una matriz y la matriz de
cambio de base.
8. Generadores1D
Programacio´n del algoritmo Generadores Primera Descomposicion, el
cual se utiliza para calcular los elementos zi y di, que proporcionan la
descomposicio´n del K[x]-mo´dulo V en suma directa de c´ıclicos (ve´ase
1.2).
Por u´ltimo, los anillos de trabajo que maneja el paquete son:2
Z Z[i] Q R C Zp
Fq Z[1+
√−19
2
] Q[x] R[x] C[x] Zp[x]
Fq[x]
2Fq: Cuerpo finito de q elementos
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De entre todos los DIPs que maneja el paquete escogidos inicialmente,
llama seguramente la atencio´n el anillo Z[1+
√−19
2
], este anillo es el u´nico para
el que no hay definido en Mathematica ningu´n comando espec´ıfico; para todos
los dema´s existen funciones definidas en mayor o menor medida. Z[1+
√−19
2
]
constituye uno de los pocos ejemplos conocidos, de anillos que son DIPs y no
son dominios eucl´ıdeos [Cam88, Gre97]. Es precisamente este motivo por el
que se incluyo´ este anillo en el paquete. Para ma´s informacio´n, se recomienda
instalar la ayuda del paquete y consultar en el HelpBrowser de Mathematica,
la seccio´n Add-ons, subseccio´n bases de Gro¨bner.
1.7. Aplicaciones
Con el correr del tiempo, la Forma Normal de Smith se ha ido aplicando
para resolver los ma´s diversos problemas; ahora, una vez que ha quedado
de manifiesto que se puede calcular la Forma Normal de Smith mediante un
ca´lculo sucesivo de bases de Gro¨bner; todas estas aplicaciones de la Forma
Normal de Smith, pasan a ser problemas resolubles con te´cnicas de la Teor´ıa
de las bases de Gro¨bner.
1.7.1. Grupos Abelianos Finitamente Generados.
Si bien era necesaria una seccio´n de aplicaciones del ca´lculo de la Forma
Normal de Smith, donde trabajar con el paquete construido; no es menos
cierto que, hablar del ca´lculo de la Forma Normal de Smith, y no hablar en
primera instancia de la identificacio´n de R-mo´dulos finitamente generados
sobre un dominio de ideales principales, en este caso R = Z, ser´ıa incompren-
sible. Pues las dos, el ca´lculo de la Forma Normal de Smith y la identificacio´n
de R-mo´dulos finitamente generados sobre un dominio de ideales principales,
van ı´ntimamente ligadas [Jac74, DuF99, F1879].
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Todo grupo abeliano finitamente generado queda definido por un conjunto
de generadores y uno de relaciones, y rec´ıprocamente. La Forma Normal
de Smith de la matriz del conjunto de relaciones, es la que proporciona la
informacio´n que se necesita, para identificar el grupo.
Ejemplo 1.7.1 Se identificara´ el grupo abeliano M generado por {a, b, c, d},
sujeto a las relaciones {a+ b+ d = 0, 2a− b = c}
La matriz de relaciones es(
1 1 0 1
2 −1 −1 0
)
Se calcula la Forma Normal de Smith
Smith[{{1, 1, 0, 1}, {2,−1,−1, 0}}, Z]
y se obtiene
S =
(
d1 = 1 0 0 0
0 d2 = 1 0 0
)
Entonces [DuF99]
M ∼= Z
d1Z
⊕ Z
d2Z
⊕ Z⊕ Z ∼= Z⊕ Z
Ejemplo 1.7.2 Se identificara´ el grupo abeliano M generado por {a, b, c, d},
sujeto a las relaciones {2a− 3b = c, a+ d = 0, 5d = 0}
La matriz de relaciones es 2 −3 −1 01 0 0 1
0 0 0 5

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Se calcula la Forma Normal de Smith
Smith[{{2,−3,−1, 0}, {1, 0, 0, 1}, {0, 0, 0, 5}}, Z]
y se obtiene
S =
 d1 = 1 0 0 00 d2 = 1 0 0
0 0 d3 = 5 0

Entonces [DuF99]
M ∼= Z
d1Z
⊕ Z
d2Z
⊕ Z
d2Z
⊕ Z ∼= Z5 ⊕ Z
1.7.2. Ecuaciones Diferenciales Lineales
Uno de los me´todos de resolucio´n de un sistema de m ecuaciones diferen-
ciales lineales de orden n con coeficientes constantes, es el me´todo de elimi-
nacio´n [NaS92]. Este me´todo se basa en manejar la matriz de operadores
diferenciales lineales asociada al sistema de ecuaciones. Esta matriz de opera-
dores, se puede considerar como una matriz de polinomios en una variable;
surge entonces de modo natural, la idea de aplicar el ca´lculo de la Forma
Normal de Smith para su resolucio´n.
Ejemplo 1.7.3 Se calculara´ la solucio´n general de:
x′′(t) + y′(t)− x(t) + y(t) = −1
x′(t) + y′(t)− x(t) = t2
El sistema a resolver en notacio´n de operadores diferenciales lineales es:3
3L=d/dt
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(
L2 − 1 L+ 1
L− 1 L
)
︸ ︷︷ ︸
A
(
x(t)
y(t)
)
︸ ︷︷ ︸
X(t)
=
(
−1
t2
)
︸ ︷︷ ︸
B(t)
El primer paso a dar es el ca´lculo de la Forma Normal de Smith:
Smith[{{L2 − 1, L+ 1}, {L− 1, L}}, Q[L], Paso− > Sı´]
De esta forma se obtiene
- S =
(
1 0
0 L3 − L2 − L+ 1
)
- P =
(
0 1
−1 −L2 + L+ 2
)
- Q =
(
−1 −L
1 L− 1
)
siendo S la Forma Normal de Smith de A, P la matriz de paso en filas y Q
la matriz de paso en columnas (S = P · A ·Q).
A ·X(t) = B(t)⇐⇒ P · A ·X(t) = P ·B(t)
Haciendo el cambio de variable X(t) = Q · Y (t)
P · A ·Q · Y (t) = P ·B(t)⇐⇒ S · Y (t) = P ·B(t)⇐⇒
⇐⇒
(
1 0
0 L3 − L2 − L+ 1
)(
y1(t)
y2(t)
)
=
(
t2
2t2 + 2t− 1
)
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El sistema a resolver es pues:
y1(t) = t
2
y
3)
2 (t)− y2)2 (t)− y)2(t) + y2(t) = 2t2 + 2t− 1
Su solucio´n es:(
y1(t)
y2(t)
)
=
(
t2
C1e
t + C2te
t + C3e
−t + 2t2 + 6t+ 9
)
Para obtener la solucio´n del sistema planteado inicialmente, so´lo queda
por deshacer el cambio de variable:
X(t) =
(
x(t)
y(t)
)
= Q · Y (t) =
=
(
−C1et − C2et − C2tet + C3e−t − t2 − 4t− 6
−2C3e−t + C2et − t2 − 2t− 3
)
Ejemplo 1.7.4 Se calculara´ la solucio´n general de:
x′1(t) + x
′
2(t) + x
′
3(t) + 2x1(t) + x2(t) + 3x3(t) = 0
x′′′1 (t) + x
′′′
2 (t) + 2x
′′′
3 (t) + 2x
′′
1(t) + x
′′
2(t) + 3x
′′
3(t) + x
′
1(t) + x
′
2(t) + x
′
3(t) = 0
x′′1(t) + x
′′
2(t) + 3x
′′
3(t) + 3x
′
1(t) + 2x
′
2(t) + 6x
′
3(t) + 2x1(t) + x2(t) + 3x3(t) = 0
El sistema a resolver en notacio´n de operadores diferenciales lineales es:4
 L+ 2 L+ 1 L+ 3L3 + 2L2 + L L3 + L2 + L 2L3 + 3L2 + L
L2 + 3L+ 2 L2 + 2L+ 1 3L2 + 6L+ 3

︸ ︷︷ ︸
A
 x1(t)x2(t)
x3(t)

︸ ︷︷ ︸
X(t)
=
 00
0

︸ ︷︷ ︸
B(t)
4L=d/dt
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El primer paso a dar es el ca´lculo de la Forma Normal de Smith de A:
Smith[{{L+ 2, L+ 1, L+ 3}, {L3 + 2L2 + L,L3 + L2 + L, 2L3 + 3L2 + L},
{L2 + 3L+ 2, L2 + 2L+ 1, 3L2 + 6L+ 3}}, Q[L], Paso− > Sı´]
De esta forma se obtiene
- S =
 1 0 00 L 0
0 0 L2 + L

- P =

1
2
+ L
2
2
−1
2
0
L3 + 2L2 + L −L− 2 0
L+ 1 0 −1

- Q =
 1
1
2
−1
2
L3 − 1
2
L2 + 1
0 −1 1
2
L3 + L2 − 1
2
0 0 −1
2

Haciendo el cambio de variable X(t) = Q · Y (t), el sistema a resolver es
ahora: 
y1(t) = 0
y′2(t) = 0
y
′′
3 (t) + y
′
3(t) = 0

Su solucio´n es:  y1(t)y2(t)
y3(t)
 =
 0C1
C2 + C3e
−t

Deshaciendo el cambio de variable:
X(t) =

1
2
C1 + C2 + C3e
−t
−C1 − 12C2
−1
2
C2 − 12C3e−t

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1.7.3. Ecuaciones Diofa´nticas
En esencia, el procedimiento que se utiliza para resolver los sistemas de
ecuaciones diferenciales de la subseccio´n anterior, es va´lido para resolver un
sistema de ecuaciones lineales diofa´nticas Ax = b. Los pasos a dar son los
mismos; primero se calcula la Forma Normal de Smith de A, esta vez eso s´ı,
sobre Z; se obtienen de este modo tres matrices S, P,Q, tales que S es la
Forma Normal de Smith de A y S = PAQ; segundo, se multiplica el sistema
por la matriz P y se hace el cambio de variable X = Q · Y . En tercer lugar
se resuelve, si es que se puede, el sistema S · Y = PB, que es trivial pues S
es diagonal, y, por u´ltimo, se deshace el cambio de variable para obtener X,
para una consulta ma´s detallada sobre este particular se recomienda [Lak96].
Ejemplo 1.7.5 Se resolvera´ la ecuacio´n diofa´ntica lineal
8x+ 10y = 1000
El primer paso a dar es expresar el sistema en forma matricial.
(
8 10
)( x
y
)
= (1000)
A continuacio´n, se calcula la Forma Normal de Smith de A:
Smith[{{8, 10}}, Z, Paso− > Sı´]
Se obtiene de este modo
S =
(
2 0
)
P = (1) Q =
(
−1 5
1 −4
)
siendo S la Forma Normal de Smith (S = PAQ)
AX = b⇐⇒ PAX = Pb
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Haciendo el cambio de variable X = QY , queda:
PAQY = Pb⇐⇒ SY = Pb⇐⇒
(
2 0
)( y1
y2
)
= 1000
Que tiene por solucio´n
y1 = 500
y2 = λ
Deshaciendo el cambio de variable(
x
y
)
=
(
−1 5
1 −4
)(
500
λ
)
=
(
−500 + 5λ
500− 4λ
)
Por lo tanto la solucio´n del sistema inicial es:(
x
y
)
=
(
−500 + 5λ
500− 4λ
)
λ ∈ Z
Ejemplo 1.7.6 Se resolvera´ el sistema lineal de ecuaciones diofa´nticas line-
ales
3x+ 6y + 5z + 2t = −2
x+ y + z − 5t = 0
−7x+ 2y − 2z + t = 1
El primer paso a dar es expresar el sistema en forma matricial.
 3 6 5 21 1 1 −5
−7 2 −2 1

︸ ︷︷ ︸
A

x
y
z
t

︸ ︷︷ ︸
X
=
 −20
1

︸ ︷︷ ︸
b
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A continuacio´n, se calcula la Forma Normal de Smith de A:
Smith[{{3, 6, 5, 2}, {1, 1, 1,−5}, {−7, 2,−2, 1}}, Z, Paso− > Sı´]
Se obtiene de este modo
S =
 1 0 0 00 1 0 0
0 0 3 0

P =
 0 1 01 −3 0
−4 19 1

Q =

1 0 40 −39
0 1 53 −51
0 −1 −88 85
0 0 1 −1

siendo S la Forma Normal de Smith (S = PAQ)
AX = b⇐⇒ PAX = Pb
El sistema a resolver es
 1 0 0 00 1 0 0
0 0 3 0


y1
y2
y3
y4
 =
 0−2
9

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Cuya solucio´n es
y1 = 0
y2 = −2
y3 = 3
y4 = λ
λ ∈ Z
Deshaciendo el cambio de variable se obtiene la solucio´n del sistema de
partida 
x
y
z
t
 =

120− 39λ
157− 51λ
−262 + 85λ
3− λ
λ ∈ Z
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Cap´ıtulo 2
Bases de Gro¨bner y el
Algoritmo de Berlekamp
Se puede afirmar, sin temor a equivocarse, que es un hecho frecuente
cuando se esta´ trabajando en algu´n proyecto de investigacio´n, que se obten-
gan resultados colaterales, en principio inesperados; al menos esto es lo que
ha ocurrido en este caso, y fruto del desarrollo del extenso paquete Smith-
Groebner, se ha obtenido, sin pretenderlo inicialmente, una versio´n con bases
de Gro¨bner del algoritmo de Berlekamp [Ber67]. Para evitar confusiones es
necesario decir que no se busca, en ningu´n momento, dar un algoritmo ma´s
ra´pido que el algoritmo cla´sico de Berlekamp; el verdadero objetivo es el de
establecer la relacio´n te´orica existente entre dicho algoritmo y las bases de
Gro¨bner.
El uso de las bases de Gro¨bner para factorizar polinomios no es novedoso,
pues para polinomios en dos variables, sorprendentemente, dichas te´cnicas
son u´tiles en la pra´ctica. Noro y Yokoyama [NoY02], usando cambios de
ordenes en bases de Gro¨bner de ideales de dimensio´n 0, propusieron un algo-
ritmo en Fq[x, y] en tiempo polino´mico que puede ser implementado eficien-
temente.
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Este segundo cap´ıtulo consta de cuatro secciones; en la primera seccio´n
se presenta una breve introduccio´n sobre la factorizacio´n de polinomios, y el
lugar que ocupa el algoritmo de Berlekamp en este contexto; a continuacio´n
se expone brevemente el algoritmo inicial de Berlekamp para, en la siguiente
seccio´n, enunciar el teorema que justifica una versio´n con bases de Gro¨bner
de dicho algoritmo. Por u´ltimo, en la cuarta seccio´n se proporciona el listado,
en Maple, de las cinco funciones que implementan la versio´n con bases de
Gro¨bner del algoritmo de Berlekamp.
2.1. Introduccio´n
El problema de factorizar un polinomio en una o varias variables sobre
un cuerpo finito, los nu´meros racionales o los nu´meros complejos es uno de
los mayores e´xitos en el a´rea de la computacio´n simbo´lica en los u´ltimos
cuarenta an˜os. Los ejemplos ma´s importantes son los anillos Fq[x],Z[x] y,
como ejemplo ma´s reciente de intere´s computacional,Q(X)[d/dX] (este anillo
no es conmutativo y la factorizacio´n en irreducibles no es u´nica, pero su
intere´s radica en que permite encontrar relaciones algebraicas entre soluciones
de ecuaciones diferenciales lineales).
Aqu´ı, consideramos el problema de factorizar polinomios sobre cuerpos
finitos. La factorizacio´n de polinomios sobre cuerpos finitos, a parte de su
intere´s matema´tico intr´ınseco, juega un papel muy importante en muchas
a´reas de las Matema´ticas, especialmente en Criptograf´ıa, ampliamente de-
sarrollada desde la popularizacio´n de Internet, Teor´ıa de Nu´meros y Teor´ıa
de Co´digos.
Por otro lado, conocer co´mo se factorizan polinomios sobre cuerpos finitos
es muy importante, pues es la base sobre la que se construyen algoritmos de
factorizacio´n de polinomios sobre otros anillos, tales como
Z[x],Q[x],Z[x1, ..., xn],Q[x1, ..., xn],Fq[x1, ..., xn],Q(α)[x],Q(α)[x1, ..., xn]
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La factorizacio´n de polinomios en cuerpos finitos se usa como un subproble-
ma en algoritmos para factorizar polinomios sobre los enteros; la construc-
cio´n de Hensel permite reducir problemas de factorizacio´n de polinomios en
Z[x1, ..., xn] a factorizar polinomios en Fp[x], p primo.
Polinomios con coeficientes en un cuerpo finito y sus propiedades de fac-
torizacio´n fueron estudiadas desde mediados del siglo XIX. Sin embargo, no
fue hasta 1967 cuando Berlekamp [Ber67] presento´ un algoritmo eficiente que
factoriza polinomios en una variable sobre un cuerpo finito de q elementos.
Hablando en te´rminos generales, los me´todos de factorizacio´n de poli-
nomios que existen actualmente se pueden clasificar en dos partes, perfecta-
mente diferenciadas: te´cnicas deterministas y te´cnicas probabil´ısticas.
Mientras las te´cnicas deterministas se basan en los algoritmos cla´sicos,
las te´cnicas probabil´ısticas esta´n basadas en algoritmos que utilizan me´todos
probabil´ısticos para obtener el resultado deseado.
Utilizar un me´todo determinista garantiza que la solucio´n (al menos en
teor´ıa) siempre se alcanzara´; aunque en la pra´ctica, el nu´mero de operaciones
sea tan alto que haga imposible la aplicacio´n de dicho algoritmo en un tiempo
razonable. En frente a esta paradoja de tener un algoritmo, y por lo tanto
la solucio´n de un determinado problema, pero que este algoritmo no sea
aplicable debido al gran nu´mero de operaciones que se deben llevar a cabo,
se encuentran los me´todos probabil´ısticos, que son los ma´s utilizados. En esta
clase de me´todos, al contrario de lo que pasaba con las te´cnicas deterministas,
existe la posibilidad de que el algoritmo conduzca a un error; evidentemente,
la probabilidad de que esto suceda, siempre se busca que sea lo ma´s pequen˜a
posible. Una de las formas de conseguirlo, que es la que ma´s se utiliza, por
ejemplo cuando se aplica el algoritmo de Cantor-Zassenhaus [CaZ81], es la
de pasar el algoritmo varias veces. Este pequen˜o e ingenioso truco reduce
la probabilidad de que el algoritmo falle. En compensacio´n, este tipo de
algoritmos suelen ser ma´s ra´pidos que los algoritmos deterministas.
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El algoritmo de Berlekamp [Ber67] y el algoritmo de Niederreiter [Nie94]
son dos ejemplos de te´cnicas deterministas de factorizacio´n de polinomios. El
algoritmo probabil´ıstico de Berlekamp tipo Las Vegas [Ber70] y los algorit-
mos de Cantor-Zassenhaus [CaZ81], de von zur Gathen-Shoup [GaS92] y de
Kaltofen-Shoup [KaS98] son ejemplos de te´nicas probabil´ısticas de factori-
zacio´n. Estos algoritmos probabil´ısticos son en tiempo polino´mico mientras
que sigue siendo un problema abierto si existe un algoritmo determinista en
tiempo polino´mico.
El intere´s de este cap´ıtulo esta´ centrado en el algoritmo de Berlekamp; este
algoritmo proporciona la factorizacio´n de un polinomio libre de cuadrados
con coeficientes sobre un cuerpo finito; no´tese que la verdadera dificultad
a la hora de factorizar un polinomio es dicha factorizacio´n, pues existen
algoritmos, relativamente sencillos, que determinan la factorizacio´n libre de
cuadrados de un polinomio [GCL92, pa´g. 337].
La clave para obtener la versio´n con bases de Gro¨bner del algoritmo de
Berlekamp, esta´ en utilizar dichas bases para calcular los ma´ximos comunes
divisores que se necesitan cuando se aplica el algoritmo de Berlekamp.
2.2. El Algoritmo de Berlekamp
Sea Fq un cuerpo finito de q elementos, caracter´ıstica p, y a(x) ∈ Fq[x]−
{0} un polinomio mo´nico de grado n mayor que cero y libre de cuadrados.
Definicio´n 2.2.1 Sea W := {[h(x) ∈ Fq [x]
<a(x)>
/[h(x)]q = [h(x)]}.
Proposicio´n 2.2.2 [GCL92] W es un Fq-subespacio vectorial de Fq [x]<a(x)> .
Por ser a(x) libre de cuadrados es posible encontrar k polinomios irre-
ducibles a1(x), ..., ak(x) tales que a(x) = a1(x) · ... · ak(x). Gracias a esta
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factorizacio´n en irreducibles, es posible definir la siguiente aplicacio´n
φ : Fq [x]
<a(x)>
−→ Fq [x]
<a1(x)>
× ...× Fq [x]
<ak(x)>
[h(x)] Ã φ([h(x)]) = ([h(x)], ..., [h(x)])
φ es un homomorfismo de anillos. Ma´s au´n, por ser a1(x), ..., ak(x) irre-
ducibles, se verifica que los ideales < a1(x) >, ..., < an(x) > son primos entre
s´ı, y adema´s, que
k∩
i=1
< ai(x) >=< a(x) >. Es por esto que se puede concluir,
gracias al Teorema Chino de los Restos, que φ es un isomorfismo de anillos.
Sea h(x) ∈ Fq(x), se verifica:
Si h(x)q ≡ h(x)mod a(x)⇒ h(x)q ≡ h(x)mod ai(x)
As´ı la restriccio´n de φ a W da lugar al siguiente homomorfismo de anillos
(que tambie´n lo es de Fq-espacios vectoriales):
ψ = φ|W : W −→ W1 × ...×Wk
siendo Wi := {[h(x)] ∈ Fq [x]<ai(x)>/[h(x)]q = [h(x)]}.
Ma´s au´n, considerando a Wi como el conjunto de ra´ıces del polinomio
zq − z ∈ Fq [x]
<ai(x)>
[z], se deduce que Wi es isomorfo como Fq-espacio vectorial
a Fq, esto es, es un subespacio vectorial de Fq [x]<a(x)> de dimensio´n 1.
Teorema 2.2.3 [GCL92] La aplicacio´n ψ es un isomorfismo de anillos y de
Fq-espacios vectoriales. En particular, la dimensio´n de W es el nu´mero de
factores irreducibles de la factorizacio´n de a(x).
As´ı, a(x) es irreducible si y so´lo si dimFq W = 1.
Definicio´n 2.2.4 [GaG99] Sea Q la matriz que tiene por filas (y en este
orden), los restos de x0, xq, ..., x(n−1)q mo´dulo a(x). La matriz Q se llama
Matriz de Berlekamp-Petr.
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Teorema 2.2.5 [GCL92]
W = {v = (v0, ..., vn−1)/v(Q− I) = 0}1
Teorema 2.2.6 [GCL92, LiN97] Sea h(x) ∈ W un polinomio no constante.
Entonces se verifica que:
a(x) =
∏
c∈Fq
GCD(a(x), h(x)− c)
El algoritmo de Berlekamp [Ber67] consiste en:
1. Calcular una Fq-base para W ({1, h2(x), ..., hk(x)})
2. Aplicar el Teorema 2.2.6, tomando h(x) = h2(x)
3. Si a(x) factorizase en un producto de k factores, entonces el proceso
se para. De no ser as´ı, se aplica el Teorema 2.2.6 a cada factor de a(x)
obtenido previamente, tomando h(x) = h3(x); y as´ı sucesivamente.
2.3. Berlekamp con Bases de Gro¨bner
Calcular una Fq-base para W , es el primer punto a tratar a la hora de
aplicar el algoritmo de Berlekamp. El Teorema 2.2.5 proporciona el modo de
hacerlo; para ello so´lo hay que resolver el siguiente sistema lineal de ecua-
ciones:
(x1, ..., xn)(Q− I) = (0, ..., 0)
para obtener una Fq-base para W . Una de las aplicaciones ma´s conocidas
de la teor´ıa de las bases de Gro¨bner es la resolucio´n de sistemas de ecua-
ciones polino´micas [GCL92, CLO92, AdL94], razo´n por la cual este punto no
representa un problema y puede ser resuelto calculando una base de Gro¨bner.
1I es la matriz identidad de orden n
2.3 Berlekamp con Bases de Gro¨bner 117
Desde cierto punto de vista, se podr´ıa decir que el algoritmo de Berlekamp
es la aplicacio´n reiterada del Teorema 2.2.6. La mayor dificultad en este
resultado es calcular todos los ma´ximos comunes divisores.
Un problema similar a este, fue tratado y resuelto con bases de Gro¨bner
por Czichowski [Czi95]. El contexto era bien distinto, pues el art´ıculo de Czi-
chowski trata sobre el ca´lculo de integrales de funciones racionales sobre un
cuerpo de caracter´ıstica cero; y aqu´ı se trata el problema de la factorizacio´n
de un polinomio en una variable sobre un cuerpo finito. De todas formas, la
idea de co´mo calcular estos ma´ximos comunes divisores con bases de Gro¨bner
es la misma en ambos casos.
El punto de partida del art´ıculo de Czichowski es la fo´rmula de integracio´n
dada por Rothstein [Rot76], Trager [Tra76] y Lazard y Rioboo [LaR90]∫
A(x)
D(x)
dx =
∑
c/R(c)=0
c · log(GCD(A(x)− c · dD
dx
(x), D(x))) (2.1)
siendo R(z) = Resultantex(A(x) − z · dDdx (x), D(x)), D(x) un polinomio
mo´nico y libre de cuadrados, de grado mayor que cero, deg(A(x)) < deg(D(x))
y GCD(A(x), D(x)) = 1.
Czichowski probo´ que la base de Gro¨bner reducida del ideal < A(x)− z ·
dD
dx
(x), D(x) > respecto al orden monomial lexicogra´fico con x > z, propor-
ciona los ma´ximos comunes divisores buscados.
Las ideas de Czichowski, como posteriormente se vera´, trasladan comple-
tamente al contexto de la factorizacio´n de polinomios sobre un cuerpo finito.
Curiosamente, las ideas de Czichowski se adaptan mucho mejor a un contex-
to de cuerpos finitos que a uno de caracter´ıstica cero; pues en el contexto
de cuerpos finitos, como se vera´ a continuacio´n, las ra´ıces de la resultante
siempre se pueden calcular, mientras en caracter´ıstica cero no siempre se
puede.
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Teorema 2.3.1 Sean a(x), h(x) ∈ Fq [x], con a(x) mo´nico, libre de cuadra-
dos y deg(a(x)) = n ≥ 1, h(x) ∈ W, I =< a(x), h(x)− z >⊂ Fq [x, z], y sea
G = {P1(x, z) = R1(z) · xn1 + ..., P2(x, z) = R2(z) · xn2 + ..., ..., Pm(x, z) =
Rm(z) · xnm + ...} la base de Go¨bner Reducida de I, respecto al orden mono-
mial lexicogra´fico con x > z. Se supone adema´s, que G esta´ ordenado con
respecto a sus te´rminos principales en orden ascendente. Se verifica:
a) Rk+1(z)|Rk(z), k = 1, ...,m− 1.
b) Rm(z) ∈ Fq.
c) P1(x, z) = R1(z)
d) R1(z) tiene las mismas ra´ıces que Resultantex(a(x), h(x)− z)
pero con multiplicidad uno.
e) Resultantex(a(x), h(x)− z) posee todas sus ra´ıces en Fq.
f) Pk(x, z) = Rk(z) · Sk (x, z) , k = 1, ...,m.
siendo Sk (x, z) un polinomio mo´nico con respecto a su mayor
potencia en x (Sk (x, z) = x
nk + ...)
g) Si Qk(z), k = 1, ...m− 1, denota al polinomio definido por
Rk(z) = Qk(z) ·Rk+1(z), entonces:
a(x) =
∏
k=1,...,m−1
(
∏
c/Qk(c)=0
Sk+1(x, c))
Demostracio´n:
a)
Sea k ∈ {1, 2, ...,m − 1}, con nk < nk+1 y G la base de Gro¨bner Re-
ducida del Ideal I, entonces deg(Rk(z)) > deg(Rk+1(z)). Adema´s existen
A(z), B(z) ∈ Fq[z] tales queA(z)·Rk(z)+B(z)·Rk+1(z) = GCD(Rk(z), Rk+1(z)).
Sea P (x, z) = A(z)·xnk+1−nk ·Pk(x, z)+B(z)·Pk+1(x, z) = GCD(Rk(z), Rk+1(z))·
xnk+1 + ... Puesto que P (x, z) ∈ I, entonces P (x, z) =⇒G 0. El te´rmi-
no principal de P (x, z) es GCD(Rk(z), Rk+1(z)) · xnk+1 y so´lo es divisi-
ble por el te´rmino principal de Pk+1(x, z). Es por esto, que se verifica que
GCD(Rk(z), Rk+1(z)) = Rk+1(z), y por lo tanto Rk+1(z)|Rk(z) para todo k,
k ∈ {1, ...,m− 1}
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b)
Puesto que a(x) =⇒G 0 y el te´rmino principal de a(x) es xn, entonces
Rm(z) debe ser constante.
c)
Es bien conocida de Geometr´ıa Algebraica la correspondencia entre idea-
les de K[x1, ..., xn] y variedades de Kn (K cuerpo), que viene dada por:
Para V ⊆ Kn
i(V ) = {f ∈ K[x1, ..., xn] : f(x) = 0 ∀x ∈ V }
Para un ideal I ⊆ K[x1, ..., xn]
v(I) = {x ∈ Kn : f(x) = 0 ∀f ∈ I}
Para obtener el resultado, se comprobara´ en primer lugar que iv(I) = I.
{a(x), h(x)− z} es una base de Gro¨bner Reducida de I, respecto al orden
monomial lexicogra´fico con z > x (este hecho es de comprobacio´n rutinaria).
Sea F (x, z) ∈ iv(I), por el algoritmo de Euclides F (x, z) = Q1(x, z) · a(x) +
Q2(x, z) · (h(x)− z) +R(x), con deg(R(x)) < n. Ya que R(x) ∈ iv(I) y a(x)
es libre de cuadrados entonces R(x) = 0 y iv(I) = I.
Por hipo´tesis, a(x) es libre de cuadrados, es por esto que la ecuacio´n
a(x) = 0 tiene n soluciones diferentes (posiblemente en la clausura algebraica
de Fq); sean estas x1, ..., xn.
Se define zi = h(xi), i ∈ {1, ...n}. Puesto que h(x) ∈ W si y so´lo si
hq(x) ≡ h(x)mod a(x) entonces hq(xi) = h(xi), i ∈ {1, ..., n} y por lo tanto
zi = h(xi) ∈ Fq, i ∈ {1, ..., n}.
Los puntos de la variedad v(I), siempre tienen su segunda componente en
Fq. Sea g(z) =
∏
i=1,...,n
(z − zi) ∈ iv(I) = I. Ya que g tiene todas sus ra´ıces
en Fq entonces I1 = I ∩ Fq[z] 6= ∅. Teniendo en cuenta el orden de G y el
Teorema de Eliminacio´n [CLO92], es posible concluir que P1(x, z) = R1(z) y
I1 =< R1(z) >.
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d)
Como g(z) ∈ I1, existe b(z) ∈ Fq[z] tal que g(z) = R1(z) · b(z); se sigue
entonces que R1(z) posee todas sus ra´ıces en Fq.
Ya que Resultantex(a(x), h(x) − z) ∈ Fq[z]∩ I entonces se verifica que
R1(z)|Resultantex( a(x), h(x)−z) yResultantex(a(x), h(x)−z) =
∏
i=1,...,n
(h(xi)−
z) = g(z) [GCL92] luego g,R1 ∈ iv(I) = I, g = R1 · b y las ra´ıces de g son
z1, ..., zn.
Por lo tanto se puede afirmar que g y R1 tienen las mismas ra´ıces,
pero con distintas multiplicidades; adema´s R1(z) tiene las mismas ra´ıces que
Resultantex(a(x), h(x)− z), pero con multiplicidad uno.
e)
Resultantex(a(x), h(x)− z) = g(z), con lo cual tiene todas sus ra´ıces en
Fq.
f)
Se comprueba ahora que Pk(x, z) = Rk(z) · Sk(x, z) para k = 1, ...,m.
Se procede por induccio´n.
Para k = 1
P1(x, z) = R1(z) · S1(x, z), siendo S1(x, z) = 1 (ve´ase c))
Se supone que el resultado es cierto para k. Sea Qk(z) ∈ Fq[z] tal que
Rk(z) = Qk(z) ·Rk+1(z).
Se define:
P (x, z) = Qk(z) · Pk+1(x, z)− xnk+1−nk · Pk(x, z) ∈ I
P (x, z) =⇒G 0, e incluso ma´s, P (x, z) =⇒{P1,...,Pk} 0
Entonces:
Qk(z) · Pk+1(x, z) =
∑
i=1,...,k
ci(x, z) · Pi(x, z)
Pk+1(x, z) =
Rk(x,z)
Qk(z)︸ ︷︷ ︸ ·
∑
i=1,...,k
ci(x, z) · Pi(x,z)Rk(x,z)︸ ︷︷ ︸
Rk+1(z) Rk(z)|Ri(z) i = 1, ..., k − 1
y por lo tanto Rk+1(z)|Pk+1(x, z)
g)
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Sea k ∈ {1, ...,m−1}, c ∈ Fq tal que Qk(c) = 0. Se procedera´ a comprobar
en primer lugar que Sk+1(x, c) = GCD(a(x), h(x)− c)
Sea j > k, se define
P (x, z) = Qj(z) · Pj+1(x, z)− xnj+1−nj · Pj(x, z) =⇒G 0
Entonces
Qj(z) · Pj+1(x, z) =
∑
i=1,...,j
ci(x, z) · Pi(x, z),
evaluado en c es
Pj+1(x, c) =
∑
i=k+1,...,j
ci(x,c)
Qj(c)
· Pi(x, c)
Se puede concluir entonces que
Pk+1(x, c)|Pj(x, c) j ∈ {k + 1, ...,m}
Por lo tanto
Pk+1(x, c) = GCD({Pj(x, c)}mj=k+1),
o si se escoge un polinomio mo´nico
Sk+1(x, c) = GCD({Pj(x, c)}mj=k+1).
Como {P1(x, z), ...Pm(x, z)} es una base de Gro¨bner I =< a(x), h(x) −
z >, se verifica que:
< P1(x, c), ..., Pm(x, c) >=< a(x), h(x)− c >.
Este hecho, junto al Teorema 2.2.6, proporciona el resultado deseado:
a(x) =
∏
k=1,...,m−1
(
∏
c/Qk(c)=0
Sk+1(x, c))
¤
Despue´s de este desarrollo teo´rico, se hace necesario explicar la potencia
de este resultado con un ejemplo.
Ejemplo 2.3.2 Se factoriza el polinomio libre de cuadrados a(x) = x4+2 ∈
Z3[x].
Nota: Te´ngase en cuenta que se esta´ trabajando en el anillo cociente
Z3[x]
<a(x)>
, el cual tiene subyacente una estructura de F3-espacio vectorial con
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base {1, x, x2, x3}; y que este es el motivo por el que se hablara´ indistinta-
mente del vector (a, b, c, d) o del polinomio a+ bx+ cx2 + dx3.
El primer paso a dar es construir la matriz de Berlekamp-Petr:
Q =

1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0

Una Z3-base para W es {(1, 0, 0, 0), (0, 0, 1, 0), (0, 1, 0, 1)}, y por lo tanto
el nu´mero de factores irreducibles en los cuales a(x) se descompone es 3.
Se aplica el Teorema 2.3.1 al vector (0, 0, 1, 0) = x2.
Puesto que el ideal I es:
I =< x4 + 2, x2 − z >.
y la base de Gro¨bner Reducida de I con respecto al orden monomial lexi-
cogra´fico, con x > z, es
G = {2 + z2, x2 − z}.
Entonces
P1(z) = 2 + z
2 = R1(z)
P2(x, z) = x
2 − z
R2(z) = 1
S2(x, z) = x
2 − z
y, como consecuencia del Teorema 2.3.1:
a(x) =
∏
k=1,...,2−1
(
∏
c/Qk(c)=0
Sk+1(x, c)) =
∏
c/c2+2=0
S2(x, c) =
= S2(x, 1) · S2(x, 2) = (x2 − 1) · (x2 − 2)
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Como a(x) descompone en 2 factores (y deben ser 3), hay que continuar
aplicando el Teorema 2.3.1. Para hacerlo, se toma el siguiente elemento de
la base y uno de los factores; se aplica entonces el Teorema 2.3.1 al vector
(0, 1, 0, 1) = x+ x3 y al primer factor, el ideal I es ahora:
I =< x2 − 1, x3 + x− z >
La base de Gro¨bner Reducida de I con respecto al orden monomial lexi-
cogra´fico, con x > z es
G = {z2 + 2, x+ z}
As´ı pues
P1(x, z) = z
2 + 2 = (z − 1) · (z − 2) = R1(z)
P2(x, z) = x+ z
R2(z) = 1
S2(x, z) = x+ z
Entonces
x2 − 1 = S2(x, 2) · S2(x, 1) = (x+ 2) · (x+ 1)
a(x) = (x+ 2) · (x+ 1) · (x2 − 2)
2.4. Programacio´n en Maple
De entre el gran abanico de posibilidades de ca´lculo que ofrece Maple se
encuentra la factorizacio´n de un polinomio en una variable con coeficientes
sobre un cuerpo finito. Para ello, se proporcionan dos comandos sqrfree(f)
mod p y Berlekamp(g,x,K) mod p; con el primero se obtiene la fac-
torizacio´n del polinomio f en producto de polinomios libres de cuadrados,
mientras que aplicar el segundo comando a cada uno de estos polinomios
por separado proporciona su factorizacio´n. El objetivo final de este cap´ıtulo
no es otro que hacer el segundo paso utilizando las bases de Gro¨bner como
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herramienta de ca´lculo, sin entrar en consideraciones de que me´todo es el
ma´s ra´pido.
Con este objetivo en mente se han desarrollado cinco funciones en Maple
9.5, que implementan el algoritmo de factorizacio´n que se desprende del Teo-
rema 2.3.1, e´stas funciones son:
1. GBerlekamp
U´nica funcio´n que esta´ a disposicio´n del usuario y que calcula la fac-
torizacio´n de un polinomio en una variable, libre de cuadrados y con
coeficientes sobre un cuerpo finito.
2. BerlekampPetrMatrix
Subrutina de la funcio´n GBerlekamp que obtiene la Matriz de Berlekamp-
Petr.
3. WBasis
Subrutina de la funcio´n GBerlekamp que calcula una base para el subes-
pacio W.
4. GroebnerKernel
Subrutina de la funcio´n GBerlekamp que calcula la factorizacio´n de un
polinomio mo´nico y libre de cuadrados.
5. CanonicalForm
Subrutina de la funcio´n GBerlekamp que calcula representantes cano´-
nicos de elementos de un cuerpo finito.
En las l´ıneas que siguen se muestra, en primer lugar, un par de ejemplos de
utilizacio´n de este paquete y, en segundo lugar el listado de dichas funciones.
Ejemplo 2.4.1 Se calculara´ la factorzacio´n de x4 + 2 ∈ Z3 [x]
> GBerlekamp(x^4+2,x,3,alpha,alpha);
{2 + x, x2 + 1, 1 + x}
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Ejemplo 2.4.2 Se calculara´ la factorizacio´n de (1 + α + α3) + αx + (1 +
α2 + α3)x3 + (1 + α + α3)x4 + x5 ∈ Z2[α,x]
<α4+α+1>
= F16.
> GBerlekamp(1+alpha+alpha^3+alpha*x+(1+alpha^2+alpha^3)*x^3+
> (1+alpha+alpha^3)*x^4+x^5,x,2,alpha^4+alpha+1,alpha);
{α3 + 1 + (α3 + α)x+ x3 + x2 (α2 + α+ 1), α2 + 1 + (α3 + α2)x+ x2}
# Para ejecutar correctamente este co´digo, es necesario cargar
# previamente el paquete GB de Andreas Pirklbauer‘s. Este paquete, que
# esta´ localizado en la Share Library, sirve para calcular bases de Gro¨bner
# sobre cuerpos finitos.
GBerlekamp:=proc(apoly,var,p::prime,irredpoly,alpha)
# Esta funcio´n devuelve la factorizacio´n de un polinomio mo´nico
# y libre de cuadrados.
local GB apolydeg,GB card::integer,GB W,proceslist,aux,icont,
hcont,dimW::integer,blnContinue,cardproceslist::integer,
domloop, apolycan,irredpolycan;
apolycan:=CanonicalForm(apoly,irredpoly,alpha,p);
irredpolycan:=Normal(irredpoly) mod p;
proceslist:={apolycan};
blnContinue:=true;
GB apolydeg:=degree(apoly,var);
GB card:=pˆdegree(irredpoly,alpha);
# Se calcula una base para W.
GB W:= WBasis(apolycan,var,GB apolydeg,p,GB card,
irredpolycan,alpha);
GB W:=evalm([seq(varˆicont,icont=0..GB apolydeg-1)]
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&* GB W);
GB W:=convert(GB W,set);
dimW:=nops(GB W);
if dimW > 1 then
for hcont in GB W[2..-1] while blnContinue
do
domloop:=proceslist;
for icont in domloop while blnContinue
do
aux:=GroebnerKernel(icont,hcont,var,p,
irredpolycan,alpha);
if nops(aux) > 1 then
proceslist:=proceslist union {op(aux)};
proceslist:=proceslist minus {icont};
fi;
if dimW=nops(proceslist) then
blnContinue:=false;
fi;
end do;
end do;
fi;
return(proceslist);
end proc;
BerlekampPetrMatrix:=proc(apoly,var,apolydeg,p,cardfinitefield,
irredpoly,alpha)
# Esta funcio´n devuelve la matriz de Berlekamp-Petr
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local mat::list,apolydegm1::integer,aux,icont::integer,jcont::integer;
mat:=array(1..apolydeg,1..apolydeg);
apolydegm1:=apolydeg-1;
for icont from 0 to apolydegm1
do
aux:=Rem(
varˆ(icont*cardfinitefield),
apoly,
var) mod p;
aux:=CanonicalForm(aux,irredpoly,alpha,p);
for jcont from 0 to apolydegm1
do
mat[icont+1,jcont+1]:=coeff(aux,var,jcont);
end do;
end do;
return evalm(mat);
end proc;
WBasis:=proc(apoly,var,apolydeg,p,cardfinitefield,irredpoly,alpha)
# Esta rutina obtiene una base para W
local sysmat,tagvars,syspoly,indepvars,aux::integer,
hbasis,icont::integer,jcont::integer,scont::integer,
tcont::integer,equats,remvars,dimKer::integer;
tagvars:=[seq(tagvar[icont],icont=1..apolydeg)];
indepvars:=[];
# Matriz del Sistema a resolver
sysmat:=evalm(BerlekampPetrMatrix(apoly,var,apolydeg,p,
128 2 Bases de Gro¨bner y el Algoritmo de Berlekamp
cardfinitefield,irredpoly,
alpha)-
array(identity,1..apolydeg,1..apolydeg));
syspoly:=evalm(tagvars&*sysmat);
syspoly:=GB(convert(syspoly,set) union {irredpoly},
[op(tagvars),alpha],plex) mod p;
syspoly:=convert(syspoly,set) minus {irredpoly};
# Ca´lculo de las variables independientes
for icont in tagvars
do
aux:=nops(select(has,syspoly,icont));
if aux<>1 then
# Variable Independiente encontrada
indepvars:=[op(indepvars),icont];
fi;
end do;
dimKer:=apolydeg-nops(syspoly);
if nops(indepvars) < dimKer then
remvars:=convert(tagvars,set) minus convert(indepvars,set);
for icont in remvars while nops(indepvars) < dimKer
do
aux:=select(has,syspoly,icont);
if nops(indets(aux[1]) minus {alpha})-\
nops(indets(aux[1]) intersect convert(indepvars,set))>1
then
# Variable Independiente encontrada
indepvars:=[op(indepvars),icont];
fi;
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end do;
fi;
hbasis:=array(1..apolydeg,1..nops(indepvars));
scont:=0;
for icont in indepvars
do
scont:=scont+1;
equats:=map(x->if x=icont then x=1 else x=0 fi,indepvars);
aux:=subs(equats,syspoly);
tcont:=0;
for jcont in tagvars
do
tcont:=tcont+1;
if member(jcont,indepvars) then
if jcont=icont then
hbasis[tcont,scont]:=1;
else
hbasis[tcont,scont]:=0;
fi;
else
hbasis[tcont,scont]:=CanonicalForm(
op(
2,
solve({select(
has,
aux,
jcont)[1]=0},
jcont)[1]),
irredpoly,
alpha,
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p);
fi;
end do;
end do;
return(hbasis);
end proc;
GroebnerKernel:=proc(apoly,hbasispoly,var,p,irredpoly,alpha)
# Esta rutina calcula la factorizacio´n de un polinomio mo´nico y libre de
# cuadrados.
local factorslist,GB varz,Rk,Rkp1,GB G,indset,icont::integer,
Qroots,Pkp1,aux;
factorslist:=[];
GB G:=GB({apoly,hbasispoly-GB varz,irredpoly},
[var,GB varz,alpha],plex) mod p;
GB G:=convert(GB G,set);
GB G:=GB G minus {irredpoly};
indset:=map(t->degree(t,var),GB G);
# Resultante de apoly y hbasispoly-GB varz
Rk:=select(t->if degree(t,var)=0 then true else false fi,
GB G)[1];
# Se borra zero en indset
indset:=indset[2..-1];
# GB no devuelve los polinomios ordenados por su grado en var
for icont in indset
do
Pkp1:=select(t->if degree(t,var)=icont then true else false fi,
GB G)[1];
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Rkp1:=coeff(Pkp1,var,icont);
Pkp1:=Quo(Pkp1,Rkp1,var) mod p;
aux:=Quo(Rk,Rkp1,GB varz) mod p;
aux:=subs(alpha=RootOf(irredpoly),aux);
if degree(irredpoly,alpha)=1 then
Qroots:=Roots(aux) mod p;
else
Qroots:=Roots(aux,RootOf(irredpoly)) mod p;
Qroots:=subs(RootOf(irredpoly)=alpha,Qroots);
fi;
factorslist:=[op(map(t->CanonicalForm(subs(GB varz=t[1]
,Pkp1),
irredpoly,alpha,p),
Qroots)),
op(factorslist)];
Rk:=Rkp1;
end do;
return(factorslist);
end proc;
CanonicalForm:=proc(expr,irredpoly,alpha,p)
#Este procedimiento calcula la forma cano´nica de expr en un cuerpo
# finito.
local aux;
if degree(irredpoly,alpha)>1 then
aux:=subs(alpha=RootOf(irredpoly),expr);
aux:=Normal(aux) mod p;
aux:=subs(RootOf(irredpoly)=alpha,aux);
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else
aux:=Normal(expr) mod p;
end if ;
return(aux);
end proc;
Cap´ıtulo 3
Bases de Gro¨bner en UL(g)
Las a´lgebras de Leibniz son una generalizacio´n no conmutativa y no anti-
sime´trica de las a´lgebras de Lie. El concepto de a´lgebra envolvente universal
para un a´lgebra de Leibniz, juega un papel fundamental en la teor´ıa de re-
presentaciones de a´lgebras de Leibniz, de manera similar al papel jugado por
el a´lgebra envolvente universal de un a´lgebra de Lie.
Bases de Gro¨bner para ideales por la izquierda en a´lgebras envolventes
universales de un a´lgebra de Lie, fueron introducidas en [ApL88] y para
ideales bila´teros en [KaW90]. Esto nos conduce a plantear de manera natural,
en este u´ltimo cap´ıtulo, las bases de Gro¨bner para ideales bila´teros en el
a´lgebra envolvente universal de un a´lgebra de Leibniz.
3.1. Introduccio´n
Con el transcurso de los an˜os, se ha ido demostrando que el concepto de
base de Gro¨bner no es exclusivo del anillo de polinomios K[x1, ..., xn] con
coeficientes en un cuerpo K, donde originalmente fueron introducidas; sino
que es un concepto ma´s universal, ma´s amplio, ma´s general, y exportable a
otras estructuras matema´ticas.
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Bergman [Ber78] extendio´ el concepto de base de Gro¨bner a a´lgebras
asociativas libres no conmutativas. En [KaW90, Kre92] se describen bases de
Gro¨bner para a´lgebras de tipo soluble, que incluyen como caso particular las
a´lgebras envolventes universales de un a´lgebra de Lie.
Se han definido bases de Gro¨bner en a´lgebras libres sobre cuerpos [Mor94];
en anillos de polinomios torcidos (”skew”) y extensiones de Ore [Wei92,
Pes94]; en grupos cua´nticos [BGC98] que contienen como ejemplo las ex-
tensiones de Ore iteradas; en estructuras graduadas sobre un anillo [Ape00],
estas clases de anillos incluyen las a´lgebras de polinomios, a´lgebras envol-
ventes de a´lgebras de Lie, a´lgebras de Weyl, a´lgebras de Hecke y a´lgebras de
Clifford; en ideales de D[x1, ..., xn] donde D es un DIP [Pan88]; en submo´du-
los de K[x1, ..., xn]m [Sch80] donde aparece por primera vez la computacio´n
de las sicigias por el me´todo del algoritmo de la divisio´n (ve´ase tambie´n
[AdL94]); en ideales de R[x1, ..., xn] siendo R un anillo conmutativo y noethe-
riano cualquiera (ver [AdL94]); en ideales en extensiones del Teorema de
Poincare´-Birkhoff-Witt [GRZ02], y en muchas otras estructuras algebraicas.
Existen anillos donde se puede llevar a cabo el proceso de reduccio´n pero
no es posible introducir o´rdenes admisibles noetherianos sobre el conjunto
de todos los monomios; para estos casos se han desarrollado otros conceptos
para caracterizar las bases de Gro¨bner. Por ejemplo, en el supuesto de que
el anillo contenga divisores de cero un orden admisible noetheriano no ser´ıa
compatible con la multiplicacio´n del anillo. Esta situacio´n ha sido estudiada,
en el caso de que existan divisores de cero en el anillo de coeficientes, por
Kapur y Madlener, Green [Gre94], Li [ Li02] y por Weispfenning para el caso
especial de anillos regulares [Wei89].
En esta ocasio´n se va a definir lo que se entendera´ por base de Gro¨b-
ner para ideales bila´teros del a´lgebra envolvente universal de un a´lgebra de
Leibniz de dimensio´n finita. Estas a´lgebras tienen divisores de cero y por lo
tanto no son a´lgebras de tipo soluble, lo que nos obliga a utilizar un me´todo
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diferente del usado en las a´lgebras envolventes universales de un a´lgebra de
Lie.
3.2. Preliminares
3.2.1. Conceptos Ba´sicos
La gran mayor´ıa de definiciones y resultados que se exponen en esta sec-
cio´n, esta´n sacados fundamentalmente del libro de [Gra00], verdadero hilo
conductor de este tercer cap´ıtulo.
De aqu´ı en adelante, se supondra´ fijado un cuerpo K y un conjunto de
variables X = {x1, ..., xn}, sobre los que se establecen las siguientes defini-
ciones y resultados.
Se denotara´ por X∗ al conjunto de todas las palabras w = xi1 · ... ·xik que
se pueden formar con los elementos de X (esto incluye a la palabra vac´ıa,
que se denotara´ por 1).
X∗ con la operacio´n de concatenacio´n de palabras es el monoide libre
sobre X.
Definicio´n 3.2.1 Se llamara´ monomios a los elementos de X∗. Si w = xi1 ·
... · xik ∈ X∗, se dice que w es un monomio de grado k, o brevemente,
grad(w) = k.
Definicio´n 3.2.2 Dados u, v ∈ X∗, se dira´ que u es un factor de v si u
es una subpalabra de v. Si adema´s v = u · w1 (respectivamente v = w2 · u)
entonces se dira´ que u es un factor por la izquierda (respectivamente por la
derecha) de v.
Se denotara´ por K<x1, ..., xn> al K-espacio vectorial generado por X∗.
Definicio´n 3.2.3 A los elementos de K<x1, ..., xn> se les denomina poli-
nomios.
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Proposicio´n 3.2.4 K<x1, ..., xn> con la operacio´n de concatenacio´n de mo-
nomios tiene estructura de K-a´lgebra asociativa unitaria y no conmutativa
de polinomios. K<x1, ..., xn> es el a´lgebra asociativa no conmutativa libre.
Una vez que se ha establecido la notacio´n que se va a utilizar, se esta´ en
posicio´n de introducir el concepto de orden monomial. Dicho concepto es
ba´sico a la hora de definir bases de Gro¨bner de ideales de K<x1, ..., xn>.
Definicio´n 3.2.5 Dada ”≤” una relacio´n de orden en X∗, se dira´ que ”≤”
es un orden monomial, si verifica:
- ”≤” es una relacio´n de orden total.
- ”≤” es multiplicativa, esto es, si u ≤ v entonces w·u ≤ w·v y u·w ≤ v·w
∀u, v, w ∈ X∗.
- ”≤” verifica la condicio´n de cadena descendente, esto es, si w1 ≥ w2 ≥
... ≥ wn ≥ ... es una cadena descendente de palabras, entonces existe
k > 0 tal que wk = wk+j ∀j ≥ 0.
El concepto de orden monomial juega un papel muy importante dentro
de la teor´ıa de bases de Go¨bner, pues es la garant´ıa de que el algoritmo de
la divisio´n termina tras un nu´mero finito de pasos.
Ejemplo 3.2.6 El orden lex no es un orden monomial en K<x, y> [Mor94].
En K<x, y> se fija el orden lex con x > y.
Si fuese un orden monomial entonces ser´ıa multiplicativo:
y2 > y =⇒ y2x > yx
Sin embargo no es cierto que y2x > yx. Con lo cual, el orden lex no es un
orden monomial en K<x, y>; a diferencia de lo que ocurre en K[x1, ..., xn]
que s´ı lo es.
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Ejemplo 3.2.7 El orden graduado lexicogra´fico por la izquierda (deglex) tam-
bie´n llamado simplemente orden graduado lexicogra´fico, es un orden mono-
mial en X∗ [AdL94, Gra00].
u = xα11 ·...·xαnn <deg lex v = xα11 ·...·xαnn ⇐⇒

grad(u) < grad(v)
o
grad(u) = grad(v)⇒ ∃i ∈ {1, . . . , n}
tal que αj = βj ∀j < i
y αi < βi
Ejemplo 3.2.8 El orden graduado lexicogra´fico por la derecha es un orden
monomial en X∗.
u = xα11 ·...·xαnn <deg lex v = xβ11 ·...·xβnn ⇐⇒

grad(u) < grad(v)
o
grad(u) = grad(v)⇒ ∃i ∈ {1, . . . , n}
tal que αj = βj ∀j > i
y αi < βi
Ejemplo 3.2.9 El orden monomial lexicogra´fico con pesos a la izquierda:
Sea w : {x1, ..., xn} → N una aplicacio´n y W : X∗ → N la extensio´n natu-
ral de w a X∗, esto es, si u = xα1xα2 ...xαr , entonces W (u) =
∑
i=1,...,r
w(xαi).
u < v ⇐⇒

W(u)<W(v)
o
W(u)=W(v)⇒ ∃i ∈ {1, . . . , n}
tal que αj = βj ∀j < i
y αi < βi
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De modo ana´logo se puede definir el orden monomial lexicogra´fico con pesos
a la derecha.
El orden monomial graduado lexicogra´fico por la izquierda, respectiva-
mente derecha, es un caso particular del orden monomial lexicogra´fico con
pesos a la izquierda, respectivamente derecha, tomando como w la aplicacio´n
constante igual a uno.
Ejemplo 3.2.10 (O´rdenes conmutativos) Sea x1 < x2 < ... < xn un orden
arbitrario y sea <c un orden monomial cualquiera definido sobre el conjunto
de las palabras conmutativas {x1, ..., xn}. Para cualquier monomio no con-
mutativo u en {x1, ..., xn}, sea u la palabra que se obtiene tratando u como
una palabra conmutativa. Se dice que
u < v ⇐⇒

u <c v
o
u =c v ⇒ u <lex v
Ejemplo 3.2.11 [BuW98] Una variante de los o´rdenes conmutativos es el
orden de Eliminacio´n que se define tomando como <c el orden monomial lexi-
cogra´fico y, en lugar del orden lexicogra´fico <lex el orden monomial graduado
lexicogra´fico. Esto es
u < v ⇐⇒

u <lex v
o
u =lex v ⇒ u <deglex v
Una vez que se fija un orden monomial, tiene sentido pleno hablar del
mayor monomio de un polinomio f ∈ K<x1, ..., xn>.
Definicio´n 3.2.12 Fijado un orden monomial y dado f ∈ K<x1, ..., xn>,
se denota por lm(f) al mayor de los monomios que forman f .
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Si en lugar de un so´lo polinomio, se tuviese un subconjunto deK<x1, ..., xn>,
entonces:
Definicio´n 3.2.13 Sea T ⊆ K<x1, ..., xn>.
lm(T ) := {lm(f)/f ∈ T}
Al igual que ocurre en el caso conmutativo, se verifica:
Proposicio´n 3.2.14 [Gra00] Sea I un ideal de K<x1, ..., xn>. Entonces:
K<x1, ..., xn>= C(I)⊕ I
siendo
C(I) =<{u ∈ X∗/u /∈<lm(I)>}>K
Todo elemento f ∈ K<x1, ..., xn> se puede expresar entonces de modo
u´nico, como suma de un elemento v de I y otro u de C(I). Este elemento u
recibe el nombre de forma normal de f mo´dulo I. De forma ana´loga se puede
tomar un subconjunto G ⊂ I ma´s pequen˜o, y definir el concepto de forma
normal mo´dulo G.
Definicio´n 3.2.15 Sea G ⊂ K<x1, ..., xn> e I =<G>. Un elemento f ∈
K<x1, ..., xn> se dice que esta´ en forma normal mo´dulo G si para todo g ∈ G,
lm(g) no es factor de ningu´n monomio de f .
Definicio´n 3.2.16 Sea G ⊂ K<x1, ..., xn>, I =<G> y u, f ∈ K<x1, ..., xn>;
u se dice que es una forma normal mo´dulo G de f si u esta´ en forma normal
mo´dulo G y f − u ∈ I.
Ciertamente, a la vista de su definicio´n, el me´todo de ca´lculo de una
forma normal de un elemento f ∈ K<x1, ..., xn> es bien intuitiva y sencilla
de obtener; simplemente bastara´ con ir reduciendo cada monomio de f con
respecto a G. Cuando se obtenga un polinomio tal que ningu´n monomio sea
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divisible por ningu´n monomio principal de los polinomios que forman G, ese
polinomio sera´ una forma normal de f mo´dulo G. Este razonamiento queda
recogido ma´s detalladamente en el siguiente algoritmo de ca´lculo.
Algoritmo 3.2.17 Forma Normal
Entrada: f ∈ K<x1, ..., xn>,G ⊆ K<x1, ..., xn>
Salida: φ ∈ K<x1, ..., xn> tal que φ es una Forma Normal de f mo´dulo G.
1. Sea φ = 0; h = f
2. ¿h = 0?
- Si
- Devuelve φ
- No.
- Sea u = lm(h) y λ el coeficiente principal de h.
3. ¿Existe g ∈ G tal que lm(g) sea un factor de u?
- No.
- h = h− λu
- φ = φ+ λu
- Volver al paso 2.
- Si
- Sea µ el coeficiente de lm(g) en g y sean v, w ∈ X∗ tales que
v · lm(g) · w = u
- h = h− λ
µ
· v · g · w
- Volver al paso 2.
El algoritmo Forma Normal no es ma´s que la traduccio´n a K<x1, ..., xn>
del algoritmo de la divisio´n.
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Ejemplo 3.2.18 Fijado el orden monomial deglex con x < y, y2x e yx son
formas normales mo´dulo G = {g1 = xy − x2, g2 = x3 − yx, g3 = y3} de
f = x3y2.
f = y · g1 · y + yx · g1 + g2 · y2 + y · g2 + y2x
f = x2 · g1 · y + x3 · g1 + x · g1 · x+ g1 · x+ x2 · g2 + x · g2 + g2 + yx
A la vista de este ejemplo, se puede concluir que la forma normal mo´dulo
G de un polinomio f no es en general u´nica, esto es, el resto de la divisio´n
de un polinomio f entre G ⊆ K<x1, ..., xn> no es en general u´nico. Para
conseguir la unicidad del resto hay que exigir que G sea una base de Gro¨bner
de I, al igual que ocurre en el caso conmutativo.
Definicio´n 3.2.19 Sea I un ideal de K<x1, ..., xn>. Entonces G ⊆ I se dice
que es una base de Gro¨bner de I si para todo f en I existe g en G tal que
lm(g) es un factor de lm(f).
Proposicio´n 3.2.20 [Gra00] Si en el algoritmo Forma Normal, se pasa co-
mo entrada un conjunto G que sea base de Gro¨bner del ideal I=<G>, en-
tonces la forma normal mo´dulo G de f es u´nica y es igual a la forma normal
de f mo´dulo I. De aqu´ı en adelante se denotara´ la forma normal de f mo´dulo
I como f
G
o f
I
.
Definicio´n 3.2.21 Un conjunto G ⊆ K<x1, ..., xn> se denomina autorre-
ducido (minimal) si verifica:
- ∀g, h ∈ G/g 6= h⇒ lm(g) no es un factor de lm(h).
- G esta´ formado por polinomios mo´nicos (es decir, coeficiente principal
1).
Se puede ser un poco ma´s estricto y definir:
Definicio´n 3.2.22 Un conjunto G ⊆ K<x1, ..., xn> se denomina reducido
si verifica:
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- ∀g, h ∈ G/g 6= h⇒ lm(g) no es un factor de ningu´n monomio de h.
- G esta´ formado por polinomios mo´nicos (es decir, coeficiente principal
1).
Es obvio que todo conjunto reducido es minimal.
Definicio´n 3.2.23 Sean g1, g2 ∈ K<x1, ..., xn> y wi = lm(gi) i=1,2. Supon-
gamos que los coeficientes de w1, w2 en g1, g2 sean 1. Supo´ngase adema´s que
w1 no es un factor de w2 y, rec´ıprocamente, que w2 no es un factor de w1.
Sean u, v ∈ X∗ tales que w1 · u = v · w2 y u es un factor propio ( 6= 1) por
la derecha de w2 y v es un factor propio por la izquierda de w1. Entonces el
elemento g1 ·u−v ·g2 se denomina sicigia 1 de g1 y g2, brevemente, S(g1, g2).
Es en esta definicio´n donde radica la mayor diferencia entre la teor´ıa de bases
de Gro¨bner en el caso conmutativo y en el no conmutativo; pues mientras en el
caso conmutativo un par de polinomios so´lo proporciona una sicigia, usando
el mı´nimo comu´n de los monomios principales, en el caso no conmutativo un
par de polinomios pueden proporcionar ma´s de una sicigia. Incluso se pueden
dar en el caso no conmutativo auto-sicigias.
Proposicio´n 3.2.24 (Lema del diamante)[Ber78] Sea I un ideal del anillo
K<x1, ..., xn> generado por un conjunto minimal G. Entonces G es base de
Gro¨bner de I si, y so´lo si, el resto de la divisio´n de f entre G es cero para
todas las posibles sicigias f de los elementos de G.
Esta proposicio´n proporciona de modo inmediato un algoritmo de ca´lcu-
lo de una base de Gro¨bner de un ideal I generado por un conjunto finito
de polinomios G. Los pasos a seguir son pues, en primer lugar, obtener un
1Aunque no es usual, para mantener la coherencia con los cap´ıtulos anteriores se
utiliza el nombre de sicigia. Otros autores utilizan el nombre de ”overlap relation” o
”composition”.
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conjunto minimal H a partir de G; en segundo lugar, calcular la sicigia de
dos elementos de H y, en caso de no ser cero el resto de la divisio´n de la
sicigia entre H, an˜adir este resto a H. La aplicacio´n reiterada de esta forma
de proceder, conduce a un conjunto T tal que el resto de la divisio´n de la
sicigia de dos elementos cualesquiera de T entre T, sea siempre cero.
En el contexto que nos ocupa, el a´lgebra asociativa no conmutativa libre,
no hay ninguna condicio´n que garantice la finitud del proceso de ca´lculo
descrito anteriormente; de hecho podr´ıa no terminar en un nu´mero finito de
pasos.
Ejemplo 3.2.25 Sea I el ideal de K<x,y> generado por f1 = xyx−yx. Basta
con dar unos pocos pasos en el algoritmo de ca´lculo de bases de Gro¨bner, para
darse cuenta de que {fn = xynx− ynx}n∈N es una base de Gro¨bner de I con
respecto al orden monomial graduado lexicogra´fico con x < y.
Aunque, como se acaba de ver, no hay ninguna condicio´n que en general
garantice la finitud del proceso de ca´lculo de una base de Gro¨bner en el
a´lgebra asociativa no conmutativa y libre, s´ı existen condiciones particulares
bajo las cuales se puede asegurar la finitud de dicho proceso de obtencio´n de
una base de Gro¨bner.
Proposicio´n 3.2.26 [Gre94] Todo ideal I ⊆ K<x1, ..., xn> tal que el ideal
<lm(I)> este´ finitamente generado posee una base de Gro¨bner finita.
Si se centra la atencio´n en el ideal monomial < lm(I) >, se tiene que
existe un u´nico conjunto de generadores minimal T de < lm(I) >. Entonces
la u´nica base reducida de Gro¨bner de I es G = {f − f I : f ∈ T} [Gre94].
3.2.2. El a´lgebra envolvente universal UL(g)
Un a´lgebra de Leibniz es una generalizacio´n natural del concepto de a´lge-
bra de Lie, dicho concepto fue introducido por Loday a lo largo de una serie
de trabajos sobre periodicidad en K-teor´ıa algebraica (ver [Lod93, Lod97]).
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Definicio´n 3.2.27 [Lod93] Sea K un cuerpo y g un K-espacio vectorial. Se
dice que g es un a´lgebra de Leibniz sobre K si g se puede dotar con una
aplicacio´n bilineal
[ , ] : g× g −→ g
verificando la identidad de Leibniz
[x, [y, z]] = [[x, y], z]− [[x, z], y]
El punto de partida de la teor´ıa de las a´lgebras de Leibniz es, como se
acaba de ver, la teor´ıa de las a´lgebras de Lie. Surge entonces casi siempre
que se presenta el desarrollo de una nueva teor´ıa, que generaliza otra ya
conocida, la idea de ver hasta que´ punto los conceptos de las a´lgebras de Lie
se pueden generalizar/exportar al nuevo contexto de las a´lgebras de Leibniz.
Entre estos conceptos que se trata de migrar esta´ el concepto de a´lgebra
envolvente universal de un a´lgebra de Lie [Gra00, HiSt97].
Existen al menos dos definiciones equivalentes posibles de esta a´lgebra:
Sea g un a´lgebra de Lie y (−)L : As −→ Lie el funtor entre la categor´ıa
de a´lgebras asociativas y la categor´ıa de a´lgebras de Lie que a cada a´lgebra
asociativa A le asocia el a´lgebra de Lie AL con espacio subyacente A y con
el corchete [a, b] = a · b− b · a, ∀a, b ∈ A.
(A) Un a´lgebra envolvente de g consiste de un par (U ,σ), donde U es un
a´lgebra asociativa unitaria y σ : g→ UL es un morfismo de a´lgebras de Lie,
que verifica la propiedad universal siguiente: para toda a´lgebra asociativa
unitaria A y para todo morfismo de a´lgebras de Lie f : g → AL, existe un
u´nico morfismo de a´lgebras asociativas unitarias f : U → A tal que f ◦σ = f.
(B) Un a´lgebra envolvente de g es un a´lgebra asociativa unitaria U tal
que la categor´ıa de g-mo´dulos a la derecha es equivalente a la categor´ıa de
U -mo´dulos a la derecha.
Tal a´lgebra U existe y es u´nica salvo isomorfismos. Se denota por U(g) y
se llama el a´lgebra envolvente universal del a´lgebra de Lie g.
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Se define as´ı un funtor U : Lie −→ As entre la categor´ıa de a´lgebras de
Lie y la categor´ıa de a´lgebras asociativas que es adjunto por la izquierda del
funtor (−)L [HiSt97].
Surge entonces de modo natural, la cuestio´n de saber que´ pasa si en lugar
de la categor´ıa de las a´lgebras de Lie se pone la categor´ıa de las a´lgebras de
Leibniz.
Toda a´lgebra de Lie es un a´lgebra de Leibniz. As´ı Lie es una subcategor´ıa
plena de la categor´ıa de a´lgebras de Leibniz, Leib. Inversamente, a toda
a´lgebra de Leibniz g se le puede asociar un a´lgebra de Lie universal gLie =
g
gann
, donde gann es el ideal bila´tero generado por {[x, x]/x ∈ g}).
Proposicio´n 3.2.28 El funtor
(−)Lie : Leib −→ Lie
es adjunto por la izquierda del funtor de olvido
Lie −→ Leib
Demostracio´n:
Trivial. ¤
En cuanto a la bu´squeda de un funtor similar entre la categor´ıa de a´lge-
bras de Leibniz y la categor´ıa de las a´lgebras asociativas, verificando las
condiciones equivalentes (A) y (B), decir que no existe.
La definicio´n del concepto de a´lgebra envolvente universal de un a´lgebra
de Leibniz puede verse de dos maneras diferentes. El objeto que jugar´ıa un
papel ana´logo al caso (B) ser´ıa el siguiente:
(B’) A toda a´lgebra de Leibniz g se le puede asociar un a´lgebra asociati-
va unitaria UL(g) de tal manera que la categor´ıa de g-representaciones sea
equivalente a la categor´ıa de UL(g)-mo´dulos a la derecha.
Una g-representacio´n consiste de un K-espacio vectorial M y dos aplica-
ciones bilineales M ⊗ g→M , (m,x)Ã m · x y g⊗M →M , (x,m)Ã x ·m
verificando los siguientes axiomas:
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m · [x, y] = (m · x) · y − (m · y) · x
x · (m · y) = (x ·m) · y − [x, y] ·m
x · (y ·m) = [x, y] ·m− (x ·m) · y
donde m ∈M y x, y ∈ g.
Hay una laboriosa y preciosa construccio´n hecha por Loday y Pirashvili
[LoP93]. La justificacio´n de dicha construccio´n [LoP98] esta´ basada en los
funtores U y (−)L definidos para las a´lgebras de Lie. El punto crucial de este
desarrollo es la utilizacio´n de la categor´ıa de aplicaciones K-lineales LM
equipada con un producto tensor. Partiendo de esta base se prueba que a
partir de un a´lgebra de Leibniz cualquiera, es posible construir, y con un
comportamiento funtorial, un a´lgebra de Lie dentro de la categor´ıa LM.
A su vez, a partir de esta a´lgebra de Lie, haciendo actuar el funtor U , se
pasa a un a´lgebra asociativa dentro de la categor´ıa LM. Una vez aqu´ı la
construccio´n de un funtor hasta la categor´ıa de a´lgebras asociativas es un
paso trivial, pues basta con hacer un coproducto. Como consecuencia de este
desarrollo se define:
Definicio´n 3.2.29 [LoP93] Sea g un a´lgebra de Leibniz, gl (cuyos elementos
se denotara´n por lx con x ∈ g) y gr (cuyos elementos se denotara´n por rx
con x ∈ g) dos copias de g. Entonces se define el a´lgebra envolvente universal
de g, brevemente UL(g), como el cociente del a´lgebra tensorial T (gl⊕gr) por
el ideal bila´tero I generado por los elementos:
i) r[x,y] − (rxry − ryrx)
ii) l[x,y] − (lxry − rylx)
iii) (ry + ly)lx
Proposicio´n 3.2.30 [LoP93] La categor´ıa de representaciones del a´lgebra de
Leibniz g es equivalente a la categor´ıa de mo´dulos a la derecha sobre UL(g).
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Hay otra manera de ver las cosas.
(A’) En [Lod97, Lod01], Loday introduce una versio´n asociativa de las
a´lgebras de Leibniz, llamadas dia´lgebras, e´stas son K-espacios vectoriales
equipados con dos operaciones binarias, ` y a, que verifican todas las varia-
ciones de la ley asociativa; as´ı a´lgebras asociativas son dia´lgebras para las que
los dos productos, ` y a, coinciden. De manera similar al caso de a´lgebras de
Lie, a toda a´lgebra de Leibniz g se le puede asociar una dia´lgebra Ud(g), la
dia´lgebra envolvente universal del a´lgebra de Leibniz g [Lod97], que verifica:
Proposicio´n 3.2.31 [Lod97] El funtor
Ud : Leib −→ Dias
es adjunto por la izquierda del funtor
(−)L : Dias −→ Leib
donde DL es el a´lgebra de Leibniz con espacio vectorial subyacente D y con
el corchete [a, b] = a a b− b ` a.
3.3. El Teorema de Poincare´-Birkhoff-Witt
Una vez que se ha establecido el concepto de a´lgebra envolvente universal
de un a´lgebra de Leibniz, se hace necesario profundizar un poco ma´s para en-
tender mejor su estructura algebraica. Es en este objetivo precisamente donde
encaja el teorema de Poincare´-Birkhoff-Witt, pues dicho teorema muestra la
estructura del a´lgebra envolvente universal.
Aqu´ı, haremos hincapie´ en la versio´n (B’) del teorema de Poincare´-Birkhoff-
Witt. Existe tambie´n la versio´n (A’) de dicho teorema en la categor´ıa de
dia´lgebras [AyG03] que describe la estructura de la dia´lgebra envolvente
universal: Para un a´lgebra de Leibniz existe un isomorfismo de dia´lgebras
graduadas S(gLie) ⊗ g ≈ grUd(g), donde S(gLie) es el a´lgebra sime´trica del
mo´dulo gLie.
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En esta seccio´n se presenta una prueba novedosa del teorema de Poincare´-
Birkhoff-Witt, utilizando la teor´ıa de bases de Gro¨bner en el a´lgebra asocia-
tiva no conmutativa y libre, K<x1, ..., xn>. Para ello es necesario enfocar
el concepto de a´lgebra envolvente universal, desde otro punto de vista ma´s
provechoso para poder utilizar las bases de Gro¨bner como herramienta.
Dada (g =< a1, ..., an >K, [−,−]) un a´lgebra de Leibniz de dimensio´n
finita sobre un cuerpo K, el primer paso que hay que dar para la construccio´n
de su a´lgebra envolvente universal, es la construccio´n del a´lgebra tensorial
T (gl ⊕ gr) = K⊕ (gl ⊕ gr)⊕ (gl ⊕ gr)⊗ (gl ⊕ gr)⊕ ...
Si se profundiza un poco en su estructura, y se pregunta por sus tensores
fundamentales, no es dif´ıcil darse cuenta de que, en la componente p-e´sima
se verifica, simplemente por linealidad:
p⊗
i=1
(lαi+rβi) = lα1⊗ lα2⊗ ...⊗ lαp+ lα1⊗rβ2⊗ ...⊗ lαp+ ...+rβ1⊗rβ2⊗ ...⊗rβp
Lema 3.3.1 TF = ∪
p∈N
{δ1,i1 ⊗ ...⊗ δp,ip / δk,ij = laij o δk,ij = raij , i1, ..., ip ∈
{1, ..., n}, k ∈ {1, ..., p}} ∪ {1} es el conjunto de los tensores fundamentales
de T (gl ⊕ gr).
Todo elemento de T (gl⊕gr) es pues, combinacio´n K-lineal de los elemen-
tos de TF. Esto es, todo elemento del a´lgebra tensorial, se puede ver como un
polinomio no conmutativo con coeficientes en K y en 2n variables como mu-
cho. Por lo tanto, esencialmente, no hay ninguna diferencia entre T (gl ⊕ gr)
y K<y1, ..., yn, x1, ..., xn>; so´lo cambia la forma en la que se escriben los
elementos en una u otra estructura matema´tica.
Se puede establecer entonces la siguiente aplicacio´n K-lineal:
Φ : T (gl ⊕ gr) −→ K<y1, ..., yn, x1, ..., xn>
tal que Φ(lai) = yi y Φ(rai) = xi.
Proposicio´n 3.3.2 Φ es un isomorfismo de K-a´lgebras.
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La demostracio´n de esta proposicio´n es trivial, pues basta darse cuenta
co´mo son los tensores fundamentales, y que e´stos se corresponden biyectiva-
mente con los monomios en K<y1, ..., yn, x1, ..., xn>.
El isomorfismo Φ puede aportar mucha ma´s informacio´n de la que en
un principio puede parecer. En primer lugar, y teniendo en cuenta que el
ideal I de las relaciones por las que se divide el a´lgebra tensorial T (gl ⊕ gr)
esta´ generado por:
r[x,y] − (rxry − ryrx)
l[x,y] − (lxry − rylx)
(ry + ly)lx
cabe preguntarse por Φ(I), pues el intere´s u´ltimo es UL(g). Φ(I) esta´ genera-
do por:
Φ(r[ai,aj ])− (xi · xj − xj · xi)
Φ(l[ai,aj ])− (yi · xj − xj · yi)
(xi + yi) · yj
Con lo cual:
I −→ Φ(I)
↓ ↓
T (gl ⊕ gr) −→ K < y1, ..., yn, x1, ..., xn >
↓ ↓
UL(g) −→ K<y1,...,yn,x1,...,xn>
Φ(I)
Teorema 3.3.3 UL(g) ≈ K<y1,...,yn,x1,...,xn>
Φ(I)
(isomorfismo de K-a´lgebras).
El teorema de estructura anterior supone un salto cualitativo importante,
pues con este resultado, se sientan las bases para poder utilizar la teor´ıa
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de bases de Gro¨bner sobre K<y1, ..., yn, x1, ..., xn>; teor´ıa perfectamente es-
tablecida y conocida [Mor94], para obtener resultados en el a´lgebra envol-
vente universal UL(g). Con este primer teorema de estructura en mente, se
esta´ en condiciones de demostrar el teorema de Poincare´-Birkhoff-Witt para
el a´lgebra envolvente universal de un a´lgebra de Leibniz de dimensio´n finita.
Teorema 3.3.4 Teorema de Poincare´-Birkhoff-Witt [LoP93] Una K-base
para el a´lgebra envolvente universal de un a´lgebra de Leibniz g de dimen-
sio´n finita, esta´ formada por los monomios de la forma:
xα11 · ... · xαmm
xα11 · ... · xαmm · y1
...
xα11 · ... · xαmm · yn
siendo n = dimKg y m = dimKgLie.
Demostracio´n:
La demostracio´n de este teorema se divide en tres partes. En la primera, se
procede a identificar el ideal gann, pues dicho ideal juega un papel destacado
en esta demostracio´n. En segundo lugar, se obtiene un conjunto minimal G,
a partir de los generadores de Φ(I); y, en tercer y u´ltimo lugar, se verifica
que G es una base de Gro¨bner para Φ(I). Una vez probado que G es una
base de Gro¨bner para Φ(I), so´lo queda por aplicar la Proposicio´n 3.2.14 para
deducir este resultado.
Hipo´tesis de partida:
- (g =< a1, ..., an >K, [−,−]) un a´lgebra de Leibniz de dimensio´n finita.
- n,m, p ∈ N tales que n = dimKg, m = dimKgLie, p = dimKgann,
(n = m+ p).
- {y1, ..., yn, x1, ..., xn} un conjunto de variables
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- Se fija el orden monomial graduado lexicogra´fico con: yn > ... > y1 >
xn > ... > x1
Por el Teorema 3.3.3:
UL(g) ≈ K<y1,...,yn,x1,...,xn>
Φ(I)
siendo Φ(I) el ideal generado por
Φ(r[ai,aj ])− (xi · xj − xj · xi)
Φ(l[ai,aj ])− (yi · xj − xj · yi)
(xi + yi) · yj
Paso 1: Identificacio´n del ideal gann
Sea J el ideal bila´tero generado por
{[ai, ai]}ni=1 ∪ {[ai, aj] + [aj, ai]}i,j=1,...,n;i<j,
entonces gann ⊆ J ; adema´s, fijados i, j ∈ {1, .., n} se verifica que [ai+aj, ai+
aj] = [ai, ai]+[ai, aj]+[aj, ai]+[aj, aj], y teniendo en cuenta que [ai+aj, ai+
aj], [ai, ai], [aj, aj] ∈ gann se puede concluir entonces que [ai, aj] + [aj, ai] ∈
gann; esto es, gann = J .
Puesto que gann es un K-subespacio vectorial de dimensio´n p, es posible
obtener una K-base de gann; sea e´sta {g1, ..., gp}. Se puede suponer adema´s
(para simplificar notacio´n) que tiene la forma:
g1 = am+1 + u
1
1a1 + ...+ u
1
mam
...
gp = an + u
p
1a1 + ...+ u
p
mam
Para conseguir una K-base con esta apariencia, basta con partir de una K-
base H de gann, tomar el elemento ai de mayor ı´ndice en H, y un elemento
cualquiera de H que lo contenga. A ese vector se le llama gp; a continuacio´n se
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elimina, utilizando gp, todas las expresiones α · ai de los restantes elementos
de H. Se vuelve a coger, de H − {gp}, el elemento aj de mayor ı´ndice y un
vector que lo contenga. A ese vector se le denota por gp−1; a continuacio´n se
elimina β · aj de todos los restantes (incluido gp). Este proceso se continu´a
hasta conseguir la base anteriormente descrita (eliminacio´n gaussiana).
El ideal gann juega un papel relevante en esta demostracio´n, pues es muy
importante ”su visio´n” dentro de K<y1, ..., yn, x1, ..., xn>, esto es, los dos K-
subespacios vectoriales de K<y1, ..., yn, x1, ..., xn> que, de modo natural, son
isomorfos a e´l; y que, a su vez, heredan todas las propiedades de gann. E´stos
son Ψl(g
ann) y Ψr(g
ann), siendo Ψl y Ψr los monomorfismos siguientes:
Ψl : g
ann ½ K<y1, ..., yn, x1, ..., xn>
Ψr : g
ann ½ K<y1, ..., yn, x1, ..., xn>
con Ψl(gi(a1, ..., an)) = gi(y1, ..., yn) y Ψr(gi(a1, ..., an)) = gi(x1, ..., xn).
Paso 2: Obtencio´n de un conjunto minimal.
Si se sustituye el conjunto
{Φ(r[ai,aj ])− (xi · xj − xj · xi)}i,j∈{1,...,n}
por
{Φ(r[ai,ai])}ni=1∪{Φ(r[ai,aj ])−(xi ·xj−xj ·xi),Φ(r[ai,aj ])+Φ(r[aj ,ai])}i,j∈{1,...,n};i<j
en el conjunto de los generadores de Φ(I), entonces este ideal no cambia. A
su vez, por lo establecido en el punto anterior, se puede reemplazar, sin que
el ideal Φ(I) cambie, el conjunto
{Φ(r[ai,ai])}ni=1 ∪ {Φ(r[ai,aj ]) + Φ(r[aj ,ai])}i,j∈{1,...,n};i<j
por
{g1(x1, ..., xn), ..., gp(x1, ..., xn)}.
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Se puede afirmar entonces que el conjunto
{Φ(r[ai,aj ])− (xi · xj − xj · xi)}i,j∈{1,...,n}
se puede sustituir por
C = {Φ(r[ai,aj ])−(xi·xj−xj ·xi)}i,j∈{1,...,n};i<j∪{g1(x1, ..., xn), ..., gp(x1, ..., xn)}
y el ideal Φ(I) no cambia.
Sea
G = {Φ(r[ai,aj ])− (xi · xj − xj · xi)}i,j∈{1,...,m};i<j
∪{g1(x1, ..., xn), ..., gp(x1, ..., xn)}.
Afirmacio´n: G y C generan el mismo ideal (G ⊆ C).
Sea i < j con j ∈ {m+ 1, ..., n}, t > 0 tal que j = m+ t, se verifica:2
Φ(r[ai,aj ])−xixj +xjxi ⇒−gtxi Φ(r[ai,aj ])−xixj −ut1x1xi− ...−utmxmxi ⇒xigt
Φ(r[ai,aj ]) − ut1x1xi − ... − utmxmxi + ut1xix1 + ... + utmxixm = Φ(r[ai,aj ]) +
ut1(xix1 − x1xi) + ...+ utm(xixm − xmxi)
Caso 1: i > m, w > 0 tal que i = m+ w y k ∈ {1, ...,m}
xixk − xkxi ⇒−gwxk −xkxi − uw1 x1xk − ...− uwmxmxk ⇒xkgw −uw1 x1xk − ...−
uwmxmxk+u
w
1 xkx1+...+u
w
mxkxm = u
w
1 (xkx1−x1xk)+...+uwm(xkxm−xmxk)⇒G
−uw1 Φ(r[a1,ak]) − ... − uwmΦ(r[am,ak]) ⇒G uw1 Φ(r[ak,a1]) + ... + uwmΦ(r[ak,am]) =
Φ(r[ak,gi−ai]) = Φ(r[ak,gi])− Φ(r[ak,ai])⇒ Φ(r[ak,ai]).
pues [a, x] = 0 ∀a ∈ g ∀x ∈ gann.
Por lo tanto la expresio´n inicial se reducir´ıa a:
2Se adopta el convenio en esta demostracio´n de indicar debajo de la flecha de reduccio´n
el polinomio/s con los que se va a reducir la expresio´n.
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Φ(r[ai,aj ]) + u
t
1Φ(r[ai,a1]) + ...+ u
t
mΦ(r[ai,am]) = Φ(r[ai,gt]) = 0
Caso 2: i ≤ m
Φ(r[ai,aj ]) + u
t
1(xix1− x1xi) + ...+ uti−1(xixi−1− xi−1xi) + uti(xixi− xixi)=0+
uti+1(xixi+1 − xi+1xi) + ...+ utm(xixm − xmxi)⇒G Φ(r[ai,aj ])− ut1Φ(r[a1,ai])−
... − uti−1Φ(r[ai−1,ai]) + uti+1Φ(r[ai,ai+1]) + ... + utmΦ(r[ai,am]) ⇒G Φ(r[ai,aj ]) +
ut1Φ(r[ai,a1]) + ... + u
t
i−1Φ(r[ai,ai−1]) + u
t
i+1Φ(r[ai,ai+1]) + ... + u
t
mΦ(r[ai,am]) =
Φ(r[ai,gt−utiai]) = Φ(r[ai,gt])− utiΦ(r[ai,ai])⇒G 0.
Se redefineG = {Φ(r[ai,aj ])−(xixj−xjxi)}i,j∈{1,...,m};i<j∪{g1, ..., gp}∪{Φ(l[ai,aj ])−
yixj + xjyi}i∈{1,...,n};j∈{1,...,m}.
Afirmacio´n: {Φ(l[ai,aj ])− yixj + xjyi}i∈{1,...,n};j∈{1,...,n} reduce a cero por G.
Sea i ∈ {1, ..., n}, j > m, t > 0 tal que j = m+ t.
Φ(l[ai,aj ])− yixj + xjyi ⇒yigt Φ(l[ai,aj ]) + xjyi + ut1yix1 + ...+ utmyixm ⇒−gtyi
Φ(l[ai,aj ])+u
t
1yix1+...+u
t
myixm−ut1x1yi−...−utmxmyi = Φ(l[ai,aj ])+ut1(yix1−
x1yi)+ ...+u
t
m(yixm−xmyi)⇒G Φ(l[ai,aj ])+ut1Φ(l[ai,a1])+ ...+utmΦ(l[ai,am]) =
Φ(l[ai,gt]) = 0.
Por lo tanto, el conjunto:
G = {gi,j = Φ(r[ai,aj ])−(xixj−xjxi)}i,j∈{1,...,m};i<j∪{g1(x1, ..., xn), ..., gp(x1, ..., xn)}∪
{hi,j = −Φ(l[ai,aj ])+yixj−xjyi}i∈{1,...,n};j∈{1,...,m}∪{ti,j = xiyj+yiyj}i,j∈{1,...,n}
genera el ideal Φ(I) y adema´s es minimal.
Paso 3: G es una base de Gro¨bner del ideal Φ(I).
En esta tercera y u´ltima parte de la demostracio´n de este teorema se
comprueba que todas las posibles sicigias de los elementos de G, reducen a
cero por G.
Sea j > i > k, se considera gi,j, gk,i.
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gi,jxk−xjgk,i = Φ(r[ai,aj ])xk−xixjxk−xjΦ(r[ak,ai])+xjxkxi ⇒−gk,jxi Φ(r[ai,aj ])xk−
xixjxk−xjΦ(r[ak,ai])−Φ(r[ak,aj ])xi+xkxjxi ⇒xigk,j Φ(r[ai,aj ])xk−xjΦ(r[ak,ai])−
Φ(r[ak,aj ])xi+xkxjxi+xiΦ(r[ak,aj ])−xixkxj ⇒gk,ixj Φ(r[ai,aj ])xk−xjΦ(r[ak,ai])−
Φ(r[ak,aj ])xi + xkxjxi + xiΦ(r[ak,aj ]) + Φ(r[ak,ai])xj − xkxixj = Φ(r[ai,aj ])xk +
xk(xjxi − xixj) + Φ(r[ak,ai])xj − xjΦ(r[ak,ai])−Φ(r[ak,aj ])xi + xiΦ(r[ak,aj ])⇒G
Φ(r[ai,aj ])xk−xkΦ(r[ai,aj ])+Φ(r[ak,ai])xj−xjΦ(r[ak,ai])−Φ(r[ak,aj ])xi+xiΦ(r[ak,aj ]).
Sea [ai, aj] = α
ij
1 a1 + ...+ α
ij
n an.
Φ(r[ai,aj ])xk−xkΦ(r[ai,aj ]) = (αij1 x1+...+αijn xn)xk−xk(αij1 x1+...+αijn xn) =
αij1 (x1xk − xkx1) + ... + αijk−1(xk−1xk − xkxk−1) + αijk · 0 + αijk+1(xk+1xk −
xkxk+1) + ... + α
ij
n (xnxk − xkxn) ⇒G αij1 Φ(r[a1,ak]) + ... + αijk−1Φ(r[ak−1,ak]) −
αijk+1Φ(r[ak,ak+1])−...−αijnΦ(r[ak,an])⇒G αij1 Φ(r[a1,ak])+...+αijk−1Φ(r[ak−1,ak])+
αijk+1Φ(r[ak+1,ak])− ...− αijnΦ(r[an,ak]) = Φ(r[[ai,aj ],ak])− αijk Φ(r[ak,ak])
⇒G Φ(r[[ai,aj ],ak])
o
⇒G −Φ(r[ak,[ai,aj ]])
La expresio´n anterior se reduce entonces a:
−Φ(r[ak,[ai,aj ]]) + Φ(r[[ak,ai],aj ])− Φ(r[[ak,aj ],ai]) = 0 (identidad de Leibniz).
Sea j ∈ {1, ...,m}, i ∈ {1, ..., n} y k < j, se considera hij, gkj.
hijxk − yigkj = (−Φ(l[ai,aj ]) + yixj − xjyi)xk − yi(Φ(r[ak,aj ])− xkxj + xjxk) =
−Φ(l[ai,aj ])xk−xjyixk−yiΦ(r[ak,aj ])+yixkxj ⇒−hikxj −Φ(l[ai,aj ])xk−xjyixk−
yiΦ(r[ak,aj ])+Φ(l[ai,ak])xj+xkyixj ⇒xjhik −Φ(l[ai,aj ])xk−yiΦ(r[ak,aj ])+Φ(l[ai,ak])xj+
xkyixj−xjΦ(l[ai,ak])−xjxkyi ⇒gkjyi −Φ(l[ai,aj ])xk−yiΦ(r[ak,aj ])+Φ(l[ai,ak])xj+
xkyixj − xjΦ(l[ai,ak]) + Φ(r[ak,aj ])yi − xkxjyi = −Φ(l[ai,aj ])xk − yiΦ(r[ak,aj ]) +
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Φ(l[ai,ak])xj − xjΦ(l[ai,ak]) +Φ(r[ak,aj ])yi + xk(yixj − xjyi)⇒G −Φ(l[ai,aj ])xk −
yiΦ(r[ak,aj ]) + Φ(l[ai,ak])xj − xjΦ(l[ai,ak]) + Φ(r[ak,aj ])yi + xkΦ(l[ai,aj ])
Sea [ak, aj] = α
kj
1 a1 + ...+ α
kj
n an.
Φ(r[ak,aj ])yi− yiΦ(r[ak,aj ]) = (αkj1 x1+ ...+αkjn xn)yi− yi(αkj1 x1+ ...+αkjn xn) =
αkj1 (x1yi−yix1)+...+αkjn (xnyi−yixn)⇒G −αkj1 Φ(l[ai,a1])−...−αkjn Φ(l[ai,an]) =
−Φ(l[ai,[ak,aj ]]).
Φ(l[ai,aj ])xk − xkΦ(l[ai,aj ]) = (αij1 y1 + ...+ αijn yn)xk − xk(αij1 y1 + ...+ αijn yn) =
αij1 (y1xk−xky1)+ ...+αijn (ynxk−xkyn)⇒G αij1 Φ(l[a1,ak])+ ...+αijnΦ(l[an,ak]) =
Φ(l[[ai,aj ],ak]).
La expresio´n inicial se reduce entonces a:
−Φ(l[[ai,aj ],ak])− Φ(l[ai,[ak,aj ]]) + Φ(l[[ai,ak],aj ]) = 0 (Identidad de Leibniz).
La tercera composicio´n posible es entre tij y hjk i, j ∈ {1, ..., n}, k ∈
{1, ...,m}.
tijyk − yihjk = (xiyj + yiyj)xk − yi(−Φ(l[aj ,ak]) + yjxk − xkyj) = xiyjxk +
yiΦ(l[aj ,ak])+yixkyj ⇒−hikyj xiyjxk+yiΦ(l[aj ,ak])+Φ(l[ai,ak])yj+xkyiyj ⇒−xktij
xiyjxk+yiΦ(l[aj ,ak])+Φ(l[ai,ak])yj−xkxiyj ⇒−xihjk yiΦ(l[aj ,ak])+Φ(l[ai,ak])yj−
xkxiyj + xiΦ(l[aj ,ak]) + xixkyj = yiΦ(l[aj ,ak]) + Φ(l[ai,ak])yj + xiΦ(l[aj ,ak]) +
(xixk − xkxi)yj ⇒G yiΦ(l[aj ,ak]) + Φ(l[ai,ak])yj + xiΦ(l[aj ,ak]) + Φ(r[ai,ak])yj =
(yi + xi)Φ(l[aj ,ak]) + (Φ(l[ai,ak]) + Φ(r[ai,ak]))yj.
(yi + xi)Φ(l[aj ,ak]) = (yi + xi)(α
jk
1 y1 + ... + α
jk
n yn) = α
jk
1 (yi + xi)y1 + ... +
αjkn (yi + xi)yn ⇒G 0
(Φ(l[ai,ak]) + Φ(r[ai,ak]))yj = (α
ik
1 y1 + ... + α
ik
n yn + α
ik
1 x1 + ... + α
ik
n xn)yj =
αik1 (y1 + x1)yj + ...+ α
ik
n (yn + xn)yj ⇒G 0
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Teniendo en cuenta estas dos reducciones la expresio´n anterior reduce a
cero por G.
La cuarta y u´ltima sicigia es la de tij con tjk, i, j, k ∈ {1, ..., n}.
tijyk − yitjk = (yi + xi)yjyk − yi(xj + yj)yk = xiyjyk − yixjyk ⇒hijyk xiyjyk −
Φ(l[ai,aj ])yk−xjyiyk ⇒−xitjk −Φ(l[ai,aj ])yk−xjyiyk−xixjyk ⇒xjtik −Φ(l[ai,aj ])yk−
xixjyk+xjxiyk = −Φ(l[ai,aj ])yk+(xjxi−xixj)yk ⇒G −Φ(l[ai,aj ])yk−Φ(r[ai,aj ])yk =
−(Φ(l[ai,aj ]) + Φ(r[ai,aj ]))yk ⇒G 0.
Una vez que se ha probado que toda sicigia de dos elementos de G, reduce
a cero por G, se esta´ en posicio´n de afirmar que dicho conjunto es una base
de Gro¨bner para el ideal Φ(I); con lo cual, por la Proposicio´n 3.2.14
< lm(Φ(I)) >=< {xjxi}i,j∈{1,...,m};i<j∪{xm+1, ..., xn}∪{yixj}i∈{1,...,n},j∈{1,...,m}∪
{yiyj}i,j∈{1,...,n} >; y por lo tanto:
xα11 · ... · xαmm
xα11 · ... · xαmm · y1
...
xα11 · ... · xαmm · yn
es una K-base del a´lgebra envolvente universal de g. ¤
Ejemplo 3.3.5 Dada (g =< e, f >K, [−,−]) un a´lgebra de Leibniz tal que:
[e, e] = f , [e, f ] = [f, e] = [f, f ] = 0
Se calculara´ una K-base de su a´lgebra envolvente universal.
Teniendo en cuenta que:
gLie =
g
<[x,x]>
= g
<f>
∼=< e > (m = 1)
y que el a´lgebra envolvente universal de g es:
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UL(g) ≈ K<y1,y2,x1,x2>
Φ(I)
siendo Φ(I) el ideal generado por las relaciones:
Φ(r[e,e]) = 0
Φ(r[e,f ]) = x1x2 − x2x1
Φ(l[e,e]) = y1x1 − x1y1
Φ(l[e,f ]) = y1x2 − x2y1
Φ(l[f,e]) = y2x1 − x1y2
Φ(l[f,f ]) = y2x2 − x2y2
(x1 + y1)y1 = 0
(x1 + y1)y2 = 0
(x2 + y2)y1 = 0
(x2 + y2)y2 = 0
entonces, aplicando a los generadores de Φ(I) el mismo razonamiento que se
siguio´ en la demostracio´n del teorema de Poincare´-Birkhoff-Witt, se puede
afirmar que el conjunto de polinomios
{x2,−y2+y1x1−x1y1, y2x1−x1y2, (x1+y1)y2, (x2+y2)y1, (x2+y2)y2, (x1+y1)y1}
forma una base de Gro¨bner del ideal Φ(I), con respecto al orden monomial
graduado lexicogra´fico con y2 > y1 > x2 > x1. Con lo cual, una K-base de
UL(g) sera´ entonces
{xα01 , xα11 y1, xα21 y2}{α0,α1,α2∈N∪{0}}
El teorema de Poincare´-Birkhoff-Witt que se acaba de probar, se puede
resumir en el siguiente teorema de estructura del a´lgebra envolvente universal
de un a´lgebra de Leibniz de dimensio´n finita.
3.3 El Teorema de Poincare´-Birkhoff-Witt 159
Teorema 3.3.6 (Teorema de Estructura) Sea (g, [−,−]) un a´lgebra de Leib-
niz de dimensio´n finita, n = dimKg y m = dimKgLie. Entonces, la aplicacio´n
K-lineal:
Ψ : K[x1, ..., xm]n+1 −→ UL(g)
siendo Ψ(f0, ..., fn) = f0+ f1y1+ ...+ fnyn, es un isomorfismo de K-espacios
vectoriales.
Se podr´ıa afinar incluso un poquito ma´s y, a la vista de la estructura del
a´lgebra UL(g) es posible concluir que:
Teorema 3.3.7 (Teorema de Estructura II) Sea (g, [−,−]) un a´lgebra de
Leibniz de dimensio´n finita, n = dimKg y m = dimKgLie. Entonces, la apli-
cacio´n:
Φ : U(gLie)
n+1 −→ UL(g)
siendo Φ(f0, ..., fn) = f0 + f1y1 + ... + fnyn, es un isomorfismo de U(gLie)-
mo´dulos.
Demostracio´n:
Partiendo del hecho de que existe un isomorfismo de K-espacios vectoriales
entre U(gLie) y K[x1, ..., xm] [Gra00] la demostracio´n es trivial, pues basta
con darse cuenta de que ambas estructuras matema´ticas ”funcionan” de igual
modo vistos como U(gLie)-mo´dulos, la u´nica diferencia es la forma en la que
se escriben sus elementos, en el primer caso son n+1-uplas de polinomios con
coeficientes en K[x1, ..., xm], mientras que en el segundo son polinomios de
grado uno o cero en las variables y1, ..., yn con coeficientes en K[x1, ..., xm].
¤
Aunque no esencial, una condicio´n interesante a estudiar cuando se desean
construir bases de Gro¨bner en una estructura matema´tica, es la noetheriani-
dad. Puesto que la teor´ıa de las a´lgebras de Leibniz es, en cierta forma una
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generalizacio´n de la teor´ıa de las a´lgebras de Lie, cabe preguntarse en primer
lugar si dada un a´lgebra de Lie g su a´lgebra envolvente universal U(g), es o
no es un anillo noetheriano.
Teorema 3.3.8 [Dix96] U(g) es un anillo noetheriano para cualquier a´lgebra
de Lie g de dimensio´n finita.
Este resultado, ma´s el Teorema 3.3.7 ponen de manifiesto la condicio´n de
anillo noetheriano de UL(g). As´ı pues:
Teorema 3.3.9 UL(g) es un anillo noetheriano para cualquier a´lgebra de
Leibniz g de dimensio´n finita.
Demostracio´n:
Sea τ : g→ gLie el epimorfismo cano´nico. Entonces SL(τ) es isomorfo como
K-espacio vectorial a S(gLie)⊕ S(gLie)⊗ g [LoP93].
Se verifica que gr UL(g) ∼= K[x1, ..., xm]n+1 (Teorema de estructura 3.3.6).
El a´lgebra SL(τ) contiene a S(gLie) como una suba´lgebra central, adema´s
se tiene un isomorfismo SL(τ) ∼= S(gLie) ⊕ S(gLie) ⊗ g de S(gLie)-mo´dulos
y as´ı SL(τ) es finitamente generado como S(gLie)-mo´dulo y por lo tanto
SL(τ) es noetheriano. UL(g) tiene una filtracio´n tal que el objeto graduado
asociado es de la forma SL(τ) y por lo tanto noetheriano y usando resultados
de a´lgebras filtradas se tiene que UL(g) es tambie´n noetheriano.
¤
Una vez cumplido el objetivo principal y u´ltimo de esta seccio´n, que no es
otro que la prueba del teorema de Poincare´-Birkhoff-Witt, no ser´ıa adecuado
terminar sin destacar unas observaciones acerca de la demostracio´n que se
acaba de exponer. Observaciones que tienen que ver con el papel destacado
que juega el ideal gann y que, en un principio pudiera pasar desapercibido.
- ”Unicidad” de la K-base de gann.- Una vez fijada una K-base en g, la
K-base del ideal gann que se construye en la demostracio´n del teorema
de Poincare´-Birkhoff-Witt existe y es u´nica.
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- Papel de la K-base de gann en Φ(I).- Aunque en principio, y como
en la demostracio´n del teorema de Poincare´-Birkhoff-Witt ha quedado
patente, son los generadores de gann (o ma´s correctamente, sus ima´genes
por Ψr) los que aparecen expl´ıcitamente en el ideal Φ(I). Se pudiera
pensar entonces, que so´lo la imagen por la derecha (= Ψr) de la K-base
de gann juega un papel destacado; nada ma´s lejos de la realidad, lo
cierto es que su imagen por la izquierda (= Ψl) tambie´n esta´ presente.
{yiyj+xiyj}i,j∈{1,...,n} = {yiyj+xiyj}{i≤m,j≤n}∪{yiyj+xiyj}{i≥m+1,j≤n}
Sean i ∈ {m+ 1, ..., n}, j ∈ {1, ..., n}.
yiyj + xiyj ⇒hji yiyj − Φ(l[aj ,ai]) + yjxi ⇒−yjgi−m yiyj − Φ(l[aj ,ai]) −
ui−m1 yjx1−...−ui−mm yjxm ⇒ yiyj−Φ(l[aj ,ai])−ui−m1 yjx1−...−ui−mm yjxm+
ui−m1 (−Φ(l[aj ,a1])+yjx1−x1yj)+...+ui−mm (−Φ(l[aj ,am])+yjxm−xmyj) =
yiyj−Φ(l[aj ,gi−m(a1,...,an)])−ui−m1 x1yj−...−ui−mm xmyj ⇒ yiyj+ui−m1 y1yj+
...+ ui−mm ymyj = Ψl(gi−m(a1, ..., an))yj = gi−m(y1, ..., yn)yj
Se pueden cambiar entonces los generadores {yiyj + xiyj}{i≥m+1,j≤n}
por {gi−m(y1, ..., yn)yj}i,j∈{1,...,n}; i>m y el conjunto resultante seguir´ıa
generando Φ(I).
- Sobre la eleccio´n de la K-base de gann.- Otro punto muy importante que
tiene que ver con gann, es la eleccio´n misma de la K-base {g1(a1, ..., an),
..., gp(a1, ..., an)}. Ciertamente, cualquier base que sea de la forma des-
crita en la demostracio´n del teorema de Poincare´-Birkhoff-Witt es va´li-
da. No obstante, hay un punto que se escapa en principio a estudio,
¿que´ ocurre si existiese gi(a1, ..., an) = am+i? De existir gi(a1, ..., an) =
am+i, entonces xm+i estar´ıa entre los generadores de Φ(I), esto origi-
na que se elimine de la K-base todo monomio que dependa de xm+i
y, por otra parte, en el cociente ym+iyj = 0 ∀j ∈ {1, ..., n}, esto
es, el producto de dos monomios puede ser cero. Para evitar esta
situacio´n basta con escoger como K-base de g a {b1 = a1, ..., bm+i−1 =
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am+i−1, bm+i = am+i + a1, bm+i+1 = am+i+1, ..., bn = an}, esto es, bas-
ta con sumar ai con i ∈ {1, ...,m}. Con respecto a esta nueva base
{b1, ..., bn}, gi(b1, ..., bn) = bm+i − b1. Procediendo de igual modo con
todos los elementos gi tales que tienen so´lo una coordenada no nula, al
final se conseguira´ una K-base B de g tal que se puede encontrar una
K-base para gann en las condiciones descritas en la demostracio´n del
teorema de Poincare´-Birkhoff-Witt y que adema´s, todos los vectores
que la forman tienen al menos dos coordenadas no nulas.
Ejemplo 3.3.10 Sea (g =< e, f >K, [−,−]) el a´lgebra de Leibniz del ejemplo
3.3.5.
Tal cual esta´ construido UL(g) se verifica que y2 · y2 = 0. Si se quisiese
evitar este comportamiento en la multiplicacio´n de dos monomios, bastar´ıa
con cambiar la K-base {e, f}, por {a1 = e, a2 = e + f}. Con respecto a esta
nueva base, los generadores del ideal por el que hay que dividir para obtener
UL(g) son {x2 − x1,−y2 + y1 + y1x1 − x1y1, y2x1 − x1y2 − y2 + y1, (x1 +
y1)y1, (x1 + y1)y2, (x2 + y2)y1, (x2 + y2)y2}.
El proceso anterior, de cambio de la K-base de g, se puede hacer siempre
que m ≥ 1, pero, ¿que´ pasa cuando m = 0? Veamos que esto no es posible
como consecuencia del siguiente resultado.
Lema 3.3.11 Si (g, [−,−]) un a´lgebra de Leibniz no nula, entonces gLie 6= 0
Demostracio´n:
Para demostrar este lema es importante darse cuenta de que para cualquier
a´lgebra de Leibniz g =< a1, ..., an >K se verifica:
[x, [ai, ai]] = 0 y [x, [ai, aj] + [aj, ai]] = 0
∀ x ∈ g (hecho de comprobacio´n rutinaria aplicando la identidad de Leibniz).
Si gLie = 0 entonces g = g
ann =< [ai, ai], [ai, aj]+[aj, ai] >. Dado g ∈ g =
gann, g =
∑
i[[ai, ai], xi] +
∑
s,t[[as, at] + [at, as], yst], a su vez, por ser xi e yst
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elementos de gann se pueden expresar de modo similar a g en funcio´n de los
generadores de gann. Aplicando la linealidad del corchete y las identidades
anteriores se llega a la conclusio´n de que g = 0 y como consecuencia g = 0.
¤
3.4. Bases de Gro¨bner en UL(g)
Llegados a este punto, se hace necesario recordar el problema inicial que
en 1965 Buchberger se planteo´, que es el ca´lculo de una K-base de K[x1,...,xn]
I
donde I es un ideal; problema de cuya resolucio´n [Buc65] nacer´ıan las bases
de Gro¨bner. En nuestro caso, nos planteamos la obtencio´n de una K-base
para el K-espacio vectorial UL(g)
J
, siendo J un ideal bila´tero de UL(g).
Se tiene definida la siguiente aplicacio´n:
pi : K<y1, ..., yn, x1, ..., xn>−→ UL(g) ∼= K<y1,...,yn,x1,...,xn>Φ(I)
Φ(I) ⊆ J Ã J = J
Φ(I)
Es conocido que existe una aplicacio´n biyectiva entre ideales de UL(g) e
ideales de K<y1, ..., yn, x1, ..., xn> que contienen a Φ(I). De modo inmediato
viene a la mente el tercer teorema de isomorf´ıa [DuF99], gracias al cual se
puede afirmar que:
UL(g)
J
=
K<y1,...,yn,x1,...,xn>
Φ(I)
J
Φ(I)
∼= K < y1, ..., yn, x1, ..., xn >
J
Esto es, el tercer teorema de isomorf´ıa va a permitir ”dar un paso atra´s”,
y volver a K<y1, ..., yn, x1, ..., xn>, donde hay perfectamente definida una
teor´ıa de bases de Gro¨bner [Mor94, Gra00].
El camino ma´s lo´gico a seguir, a la vista de lo que se acaba de exponer
es pues, el de definir el concepto de base de Gro¨bner en UL(g) a partir del
concepto de base de Gro¨bner en K<y1, ..., yn, x1, ..., xn>.
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Cuando Bruno Buchberger definio´ el concepto de base de Gro¨bner, no
so´lo establecio´ dicha idea, sino que tambie´n, paralelamente en cierta forma,
fijo´ los pasos a seguir para definir el concepto de base de Gro¨bner en otras
estructuras matema´ticas, pues la gran mayor´ıa de las aproximaciones a este
concepto en distintos entornos se hacen imitando, en la medida de lo posible,
la construccio´n hecha por Buchberger para K[x1, ..., xn] [Buc65].
Estos pasos que fijo´ Buchberger son, esencialmente:
- Definicio´n de un orden monomial
- Algoritmo de la Divisio´n
No obstante, no es e´ste el camino que aqu´ı se seguira´; gracias al tercer teo-
rema de isomorf´ıa, y con el fin de evitar trabajar en UL(g) directamente, que
es intr´ınsecamente ma´s complicado pues, por ejemplo, hay divisores de cero,
que complicar´ıan la definicio´n del concepto de orden monomial; se opta por
trabajar en el a´lgebra asociativa no conmutativa libre K<y1, ..., yn, x1, ..., xn>
y pasar por pi a UL(g).
Este modo de proceder tiene la notable ventaja de aprovechar la teor´ıa de
bases de Gro¨bner existente en K<y1, ..., yn, x1, ..., xn>, teor´ıa por otra parte
perfectamente establecida y conocida, para obtener definiciones y resultados
en UL(g).
Hablando en te´rminos generales, la idea de definir el concepto de base de
Gro¨bner en el a´lgebra K<x1,...,xr>
I
a partir del concepto de base de Gro¨bner
en K<x1, ..., xr> no es nueva, aunque s´ı reciente. Una primera aproximacio´n
a este planteamiento fue llevada a cabo en [Mor94], en este art´ıculo Mora
muestra, de un modo breve, las directrices que hay que seguir para establecer
el concepto de base de Gro¨bner en K<x1,...,xr>
I
a partir del concepto de base de
Gro¨bner en K<x1, ..., xr>. En [Nor01] Nordbeck recoge el testigo que hab´ıa
dejado Mora e introduce el concepto de FG-base (”Factor Gro¨bner basis”)
en K<x1,...,xr>
I
. Las FG-bases son las bases de Gro¨bner definidas de un modo
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general en el a´lgebra K<x1,...,xr>
I
y e´stas aparecen como el camino a seguir
para definir el concepto de base de Gro¨bner en UL(g).
Por motivos que quedara´n claros a posteriori y que tienen su razo´n de ser
en la bu´squeda de una base de Gro¨bner con un nu´mero finito de elementos,
se fija un orden monomial graduado L.
Definicio´n 3.4.1 [Nor01] Sea J un ideal de K<y1,...,yn,x1,...,xn>
Φ(I)
, esto es J es
un ideal de K<y1, ..., yn, x1, ..., xn> verificando que Φ(I) ⊂ J . Un conjunto
de elementos F ⊂ J reducidos mo´dulo Φ(I) se dice que es una FG-base para
J si, para cada f ∈ J tal que f 6= 0 (⇔ f /∈ Φ(I)) existe g ∈ F tal que
lm(g) | lm(f).
Bajo cierto punto de vista y como a continuacio´n se comprobara´, la defini-
cio´n de FG-base no es ma´s que la extensio´n de una base de Gro¨bner de Φ(I).
Proposicio´n 3.4.2 [Nor01] Sea F = {f1, ..., fs} un conjunto de elementos
reducidos mo´dulo Φ(I) y G una base de Gro¨bner del ideal Φ(I). Entonces F
es una FG-base para J en K<y1,...,yn,x1,...,xn>
Φ(I)
si y so´lo si F ∪G es una base de
Gro¨bner del ideal J en K<y1, ..., yn, x1, ..., xn>.
Teniendo en cuenta el resultado anterior, un procedimiento va´lido para
calcular una FG-base de un ideal J =<f1, ..., fs> consiste en calcular una
base de Gro¨bner del ideal deK<y1, ..., yn, x1, ..., xn> generado por {f1, ..., fs}∪
G, siendo G una base de Gro¨bner del ideal Φ(I).
A continuacio´n se exponen algunos ejemplos que ilustran la definicio´n que
se acaba de establecer, para ello se utilizan a´lgebras de Leibniz de dimensiones
2 y 3.
Si g es un a´lgebra de Leibniz de dimensio´n 2 con generadores e y f, existen,
salvo isomorfismo, tres tipos de a´lgebras de Leibniz segu´n sea la estructura
de gann.
Caso I.- Si dimgann = 0, entonces g es un a´lgebra de Lie. En las l´ıneas que
siguen se muestran un par de ejemplos que ilustran el ca´lculo de las FG-bases
de Gro¨bner en este supuesto.
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Ejemplo 3.4.3 Dada el a´lgebra de Leibniz (g =< e, f >Q, [−,−] = 0) y
fijado el orden monomial graduado lexicogra´fico con y2 > y1 > x2 > x1, se
calculara´ una FG-base del ideal J =< {x1y1 + x21, x21y21 + x41} >⊆ UL(g) (se
supone φ(le) = y1, φ(lf ) = y2, φ(re) = x1, φ(rf ) = x2).
Una base de Gro¨bner del ideal J =< {x2x1−x1x2, y1x1−x1y1, y1x2−x2y1,
y2x1 − x1y2, y2x2 − x2y2, (x1 + y1)y1, (x1 + y1)y2, (x2 + y2)y1, (x2 + y2)y2,
x1y1+x
2
1, x
2
1y
2
1+x
4
1} > con respecto al orden monomial graduado lexicogra´fico,
calculada con Bergman v. 0.96, es:
G = {x1y1+x21, x2x1−x1x2, y1x1+x21, y1x2−x2y1, y21−x21, y1y2+x1y2, y2x1−
x1y2, y2x2−x2y2, y22+x2y2, y2y1+x2y1}∪{x41}∪{−x21xn−12 y2−x21xn2 , x1xn2y1+
x21x
n
2}n∈N.
Una FG-base del ideal J es entonces:
G = {x1y1 + x21, x41}∪ {−x21xn−12 y2 − x21xn2 , x1xn2y1 + x21xn2}n∈N.
Ejemplo 3.4.4 Dada el a´lgebra de Leibniz (g =< e, f >Q, [−,−]), siendo:
[e, e] = [f, f ] = 0, [e, f ] = −e, [f, e] = e
y fijado el orden monomial graduado lexicogra´fico con y2 > y1 > x2 > x1, se
calculara´ una FG-base del ideal J =<x21 + 2x1 + x
2
2, x1 + 2x2>⊆ UL(g) (se
supone φ(le) = y1, φ(lf ) = y2, φ(re) = x1, φ(rf ) = x2).
Una base de Gro¨bner del ideal J =< {−x1+x2x1−x1x2, y1x1−x1y1, y1+
y1x2 − x2y1, −y1 + y2x1 − x1y2, y2x2 − x2y2, (x1 + y1)y1, (x1 + y1)y2, (x2 +
y2)y1, (x2+ y2)y2, x
2
1+2x1+ x
2
2, x1+2x2} > con respecto al orden monomial
graduado lexicogra´fico, calculada con el paquete NCAlgebra es:
{x1, y1, y22, x2}
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Una FG-base del ideal J es entonces:
G = {x1, y1, x2y2, x2}
Caso II.- Si dimgann = 1 y gann es un mo´dulo trivial sobre gLie, entonces g
es isomorfo al a´lgebra definida por:
[e, e] = [e, f ] = [f, e] = 0, [f, f ] = e
Veamos un ejemplo para este caso.
Ejemplo 3.4.5 En las condiciones de los dos ejemplos anteriores, se calcu-
lara´ una FG-base del ideal:
J = {x22y2 − 3x22, x2y1 − y2} ⊆ UL(g)
Una base de Gro¨bner del ideal J =< {x1, y1x2−x2y1,−y1+y2x2−x2y2, (x1+
y1)y1, (x1+y1)y2, (x2+y2)y1, (x2+y2)y2, x
2
2y2−3x22, x2y1−y2} > con respecto al
orden monomial graduado lexicogra´fico, calculada con el paquete NCAlgebra
es:
{x1, y1, y2, x22}
Una FG-base del ideal J es entonces:
{y1, y2, x22}
Caso III.- Si dimgann = 1 y gann no es un mo´dulo trivial sobre gLie, entonces
g es isomorfo al a´lgebra definida por:
[e, e] = [f, e] = 0, [e, f ] = e [f, f ] = e
Veamos un ejemplo para este caso.
Ejemplo 3.4.6 En las condiciones anteriores, se calculara´ una FG-base del
ideal:
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J = {x22y2 − 3x22, x2y1 − y2} ⊆ UL(g)
Una base de Gro¨bner del ideal J =< {x1,−y1 + y1x2 − x2y1,−y1 + y2x2 −
x2y2, (x1+y1)y1, (x1+y1)y2, (x2+y2)y1, (x2+y2)y2, x
2
2y2−3x22, x2y1−y2} > con
respecto al orden monomial graduado lexicogra´fico, calculada con el paquete
NCAlgebra es:
{x1, y1, y2, x22}
Una FG-base del ideal J es entonces:
{y1, y2, x22}
Caso IV.- Si g es un a´lgebra de Leibniz de dimensio´n 3 existen 10 clases de
a´lgebras de Leibniz que no son a´lgebras de Lie [AyO98]. Veamos un ejemplo
de uno de estos casos.
Ejemplo 3.4.7 Dada el a´lgebra de Leibniz (g =< e, f, h >Q, [−,−]), siendo:
[e, e] = 0, [e, f ] = 0, [e, h] = −2e
[f, e] = 0, [f, f ] = e, [f, h] = e− f
[h, e] = 0, [h, f ] = −e+ f, [h, h] = e
y fijado el orden monomial graduado lexicogra´fico con y3 > y2 > y1 > x3 >
x2 > x1, se calculara´ una FG-base del ideal (se supone φ(le) = y1, φ(lf ) =
y2, φ(lh) = y3, φ(re) = x1, φ(rf ) = x2, φ(rh) = x3):
J = {x22y2 − 3x22, x2y1 − y23} ⊆ UL(g)
Una base de Gro¨bner del ideal J =< {−x1 − x2 − x2x3 + x3x2, x1, y1x2 −
x2y1, 2y1+y1x3−x3y1,−y1+y2x2−x2y2, y1+y2+y2x3−x3y2, y1−y2+y3x2−
x2y3,−y1+ y3x3− x3y3, (x1+ y1)y1, (x1+ y1)y2, (x1+ y1)y3, (x2+ y2)y1, (x2+
y2)y2, (x2+ y2)y3, (x3+ y3)y1, (x3+ y3)y2, (x3+ y3)y3, x
2
2y2−3x22, x2y1− y23} >
con respecto al orden monomial graduado lexicogra´fico con y3 > y2 > y1 >
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x3 > x2 > x1, calculada con el paquete NCAlgebra es:
{x1,−x2 − x2x3 + x3x2, x22, y23, x3y3, x2y3, x3y2, y2y3, y3y2, y1, y3x3, x2y2,
y2x2, y2 + y2x3,−y2 + y3x2, y2y2}
Una FG-base de Gro¨bner del ideal J es entonces:
{x22, x3y3, x2y3, x3y2, y1, x3y3 + y1, x2y2, x2y2 + y1, x3y2 − y1, x2y3 − y1}
A la vista del ejemplo 3.4.3 las FG-bases en UL(g) pueden tener infinitos
elementos; este comportamiento de las FG-bases no es exclusivo del anillo
UL(g) pues incluso en el anillo de polinomios conmutativos, visto como un
cociente del a´lgebra asociativa no conmutativa libre, tambie´n existen FG-
bases con infinitos elementos. Esto nos sugiere que el concepto de FG-base
no es quiza´s el ma´s adecuado para tomarlo como definicio´n definitiva de base
de Gro¨bner en UL(g), al mismo tiempo surge de modo inmediato una nueva
cuestio´n, pues no hay que olvidar que UL(g) es un anillo noetheriano: ¿es
posible establecer una definicio´n de base de Gro¨bner donde el nu´mero de
elementos que la componen sea siempre finito?
Para empezar a responder a esta pregunta conviene recordar que en el
modelo conmutativo el algoritmo de Buchberger [Buc65] para tras un nu´mero
finito de pasos gracias la relacio´n de divisibilidad entre monomios, la cual
permite construir una cadena estrictamente creciente de ideales que debe ser
estacionaria debido a la noetherianidad del anillo, condicio´n que garantiza la
finitud del proceso. No hay que olvidar pues el papel importante que debe
jugar el criterio de divisibilidad entre monomios, con el fin de repetir el
esquema del caso conmutativo.
Mientras en el a´lgebra asociativa no conmutativa libre el criterio de di-
visibilidad es muy r´ıgido, pues asegurar que un monomio A divide a otro B
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es decir que A es una subpalabra de B. No ocurre as´ı en UL(g), donde decir
que un monomio A divide a otro B es asegurar que existen monomios C y D
tales que lm(B)=lm(C·A·D); e´ste concepto, sin duda, da mucho ma´s juego
pues es mucho ma´s amplio y a la postre va a ser una de las garant´ıas para
conseguir una base de Gro¨bner con un nu´mero finito de elementos.
No resulta extran˜o entonces pensar en la posibilidad de armonizar estos
tres hechos, por una parte las FG-bases, por otra el cambio del concepto de
divisibilidad entre monomios en el a´lgebra asociativa no conmutativa libre
por el concepto de divisibilidad entre monomios en UL(g) y por otra la
noetherianidad de UL(g), y a partir de ellos construir la nueva definicio´n de
base de Gro¨bner en UL(g) en la cual se tenga garantizado que dichas bases
de Gro¨bner contengan siempre un nu´mero finito de elementos.
El objetivo a conseguir de aqu´ı al final de esta seccio´n es pues, obtener
una definicio´n de base de Gro¨bner en UL(g) donde el nu´mero de elementos
que la componen sea siempre finito.
Por el Teorema 3.3.6 de Estructura de la seccio´n anterior, se verifica que
existe un isomorfismo de K-espacios vectoriales:
ψ : UL(g) −→ K[x1, ..., xm]⊕K[x1, ..., xm]y1 ⊕ ...⊕K[x1, ..., xm]yn
Definicio´n 3.4.8 Sea V = ψ−1(K[x1, ..., xm]).
Partiendo de una FG-base G de un ideal J , se puede construir el conjun-
to lm(G) formado por los monomios principales de los polinomios de G.
Lema 3.4.9 El isomorfismo ψ induce una particio´n sobre lm(G), de modo
que:
lm(G) = D0
⊔
...
⊔
Dn
siendo Di el subconjunto de lm(G) formado por los monomios que esta´n en la
componente i-e´sima de K[x1, ..., xm]⊕K[x1, ..., xm]y1⊕...⊕K[x1, ..., xm]yn, i ∈
{0, ..., n}.
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Demostracio´n:
Trivial. ¤
Lema 3.4.10 Para cada Di se puede extraer un subconjunto finito de monomios
Ei ⊆ Di tales que ∀d ∈ Di ∃e ∈ Ei y p ∈ V tales que d = lm(p · e), i ∈
{0, ..., n}
Demostracio´n:
Sea i ∈ {0, ..., n}.
Si Di fuese un conjunto con un nu´mero finito de elementos, bastar´ıa tomar
Ei = Di. De no ser as´ı, se considera el ideal generado por ψ(Di): < ψ(Di) >⊆
K[x1, ..., xm]yi3. Como K[x1, ..., xm]yi es un anillo noetheriano, es posible en-
contrar un subconjunto finito de ψ(Di), sea e´ste ψ(Ei), tal que todo elemento
de ψ(Di) es dividido por un elemento de ψ(Ei), esto es, para todo ψ(d) ∈
ψ(Di) existe ψ(e) ∈ ψ(Ei) y ψ(p) ∈ K[x1, ..., xm] tal que ψ(d) = ψ(p) · ψ(e).
Por lo tanto, y teniendo en cuenta co´mo se multiplica a un lado y al otro, se
verifica que ∀d ∈ Di ,∃e ∈ Ei y p ∈ V tal que d = lm(p · e) ¤
Definicio´n 3.4.11 Sea Hi el subconjunto de G formado por los polinomios
cuyos monomios principales esta´n en Ei, i ∈ {0, ..., n}, y B la K-base de
UL(g) que se obtiene a partir de una base de Gro¨bner del ideal Φ(I).
Proposicio´n 3.4.12 El conjunto H =
n∪
i=0
Hi verifica:
i) <H>=< G >= J .
ii) ∀f ∈ J , ∃ p, q ∈ B y g ∈ H tales que lm(f) = lm(p · lm(g) · q).
3Por comodidad en la notacio´n se supone y0 = 1
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Demostracio´n:
i) Trivial por la propia construccio´n de H y por verificar B la condicio´n de
cadena descendente.
ii) Para todo f en J se puede encontrar g en G y monomios a, b en B
tales que lm(f) = a · lm(g) · b.
So´lo son posibles dos opciones, o g esta´ en H, y por lo tanto ya estar´ıa
probado, o g no esta´ en H, en cuyo caso se pueden encontrar un polinomio
t en H y r en V tales que lm(g) = lm(r · lm(t)).
lm(f) = a · lm(r · lm(t)) · b = lm(a · r · lm(t) · b) = lm(lm(a · r) · lm(t) · b).
¤
Llegados a este punto se esta´ en condiciones de establecer el concepto de
Base de Gro¨bner en UL(g).
Definicio´n 3.4.13 Se denomina FG-base de Gro¨bner finita obtenida a partir
de la FG-base G, brevemente fG, al conjunto H.
Ejemplo 3.4.14 Se calculara´ una FG-base de Gro¨bner finita, fG, siendo G
la FG-base del Ejemplo 3.4.3.
Puesto que G = {x1y1 + x21, x41}∪{−x21xn−12 y2 − x21xn2 , x1xn2y1 + x21xn2}n∈N
se puede afirmar entonces que lm(G) = {x1y1, x41}∪{−x21xn−12 y2, x1xn2y1}n∈N.
Procediendo al igual que en el desarrollo teo´rico anterior, se tienen tres
conjuntos D0 = {x41}, D1 = {x1} ∪ {x1xn2}, D2 = {−x21xn−12 }; que a su vez
dan lugar a E0 = {x41}, E1 = {x1}, E2 = {x21}.
As´ı pues H = {x41, x1y1 + x21,−x21y2 − x21x2} es una FG-base de Gro¨bner
finita del ideal J .
No se deber´ıa acabar esta seccio´n sin recalcar la importancia que tiene
exigir que el orden monomial sea graduado. Imponer esta condicio´n es un
punto clave a la hora de definir el concepto de FG-base de Gro¨bner finita,
pues este hecho garantiza que se verifica:
3.5 Extensio´n de las FG-bases de Gro¨bner finitas. 173
Proposicio´n 3.4.15 [Gra00] Sean u = xα11 · ... · xαmm , v = xβ11 · ... · xβmm ∈ V
entonces lm(u · v) = xα1+β11 · ... · xαm+βmm .
Proposicio´n 3.4.16 [Gra00] Sean u = xα11 · ... · xαmm , v = xβ11 · ... · xβmm ∈ V
entonces u es un factor de v si y so´lo si αi ≤ βi ∀i.
3.5. Extensio´n de las FG-bases de Gro¨bner
finitas.
¿Cua´l es la idea ba´sica que se maneja a la hora de definir el concepto
de FG-base de Gro¨bner finita en UL(g)? La idea ba´sica que se maneja a la
hora de definir el concepto de FG-base de Gro¨bner finita en UL(g), es la de
calcular una FG-base y luego extraer de e´sta una FG-base de Gro¨bner finita.
Se puede pensar entonces en aplicar este procedimiento a otros cocientes del
a´lgebra asociativa no conmutativa libre donde ya hay establecida una teor´ıa
de bases de Gro¨bner, y estudiar la relacio´n entre las FG-bases de Gro¨bner
finitas y las bases de Gro¨bner ya definidas. Pues bien, e´ste es el objetivo de
esta seccio´n.
3.5.1. FG-bases de Gro¨bner finitas en K[x1, ..., xn]
Es conocido que el a´lgebra K[x1, ..., xn] es, en realidad, un cociente del
a´lgebraK<x1, ..., xn> por el ideal conmutador I =<{xi·xj−xj·xi}i,j∈{1,...,n}>:
K[x1, ..., xn] ∼= K<x1,...,xn><{xi·xj−xj ·xi}i,j∈{1,...,n}>
Por ser un cociente del a´lgebra asociativa no conmutativa libre es posible
definir de modo ana´logo a UL(g) el concepto de FG-base en K[x1, ..., xn].
Definicio´n 3.5.1 [Nor01] Sea J un ideal de K<x1,...,xn>
I
, esto es J es un ideal
de K<x1, ..., xn> verificando que I ⊂ J . Un conjunto de elementos F ⊂ J
reducidos mo´dulo I se dice que es una FG-base para J si, para cada f ∈ J
tal que f 6= 0 (⇔ f /∈ I) existe g ∈ F tal que lm(g) | lm(f).
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Ejemplo 3.5.2 Se calculara´ una FG-base del ideal
J =< xyz,−x2y + z3, x3y2 >⊆ K[x, y, z]
con respecto al orden monomial graduado lexicogra´fico con x < y < z.
Una base de Gro¨bner del ideal J =< xyz,−x2y + z3, x3y2, yx− xy, zx−
xz, zy−yz >, con respecto al orden monomial graduado lexicogra´fico con x <
y < z, calculada con el paquete NCAlgebra, es {−x2y+z3, x3y2, yx−xy, zx−
xz, zy−yz}∪{xynz}n∈N. As´ı pues la FG-base del ideal J es {−x2y + z3, x3y2}∪
{xynz}n∈N
Teorema 3.5.3 Si G es FG-base de J con respecto a un orden monomial L
entonces, G es una base de Gro¨bner de J con respecto al orden monomial L.
Demostracio´n:
Sea f ∈ J y f ∈ J su representante cano´nico entonces, existe un polinomio
reducido mo´dulo I g ∈ G, p, q ∈ X∗ tales que lm(f) = p · lm(g) · q, y por lo
tanto lm(f) = p · lm(g) · q
¤
Corolario 3.5.4 Para todo f ∈ J existe siempre g ∈ G tal que lm(g) es una
subpalabra de lm(f).
Aprovechando que K[x1, ..., xn] es un anillo noetheriano, cabe pensar en
la posibilidad, en un principio, de poder definir FG-bases de Gro¨bner finitas.
Lema 3.5.5 Si G ⊆ K[x1, ..., xn] es FG-base de J con respecto a un orden
monomial L entonces, del conjunto G se puede extraer un subconjunto H tal
que:
- H es un conjunto finito.
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- ∀g ∈ G ∃h ∈ H p, q ∈ B = {xα11 · xα22 · ... · xαnn /(α1, ..., αn) ∈ Nn} tales
que lm(g) = lm(p · lm(h) · q).
Demostracio´n:
Trivial por ser K[x1, ..., xn] un anillo noetheriano, ¤
Definicio´n 3.5.6 Se denomina FG-base de Gro¨bner finita obtenida a partir
de la FG-base G, brevemente fG, al conjunto H.
Ejemplo 3.5.7 {−x2y + z3, x3y2, xyz} es una FG-base de Gro¨bner finita
obtenida a partir de la FG-base del ejemplo anterior.
Teorema 3.5.8 Si fG es una FG-base de Gro¨bner finita con respecto a un
orden monomial L de un ideal J entonces, fG es una base de Gro¨bner con
respecto al orden monomial L.
Demostracio´n:
Trivial por la propia definicio´n de FG-base de Gro¨bner finita. ¤
Se puede concluir entonces que tanto las FG-bases como las FG-bases de
Gro¨bner finitas calculadas con respecto a un orden monomial L, son siempre
una base de Gro¨bner con respecto al orden monomial L. De modo natural,
a la vista de lo que se acaba de exponer, surge la pregunta de si sera´ cierta
la implicacio´n contraria, esto es, dada una base de Gro¨bner con respecto al
orden monomial L, ¿es una FG-base?, ¿es una FG-base de Gro¨bner finita?
Hablando en te´rminos generales y puesto que el algoritmo de Buchberger
[Buc65] proporciona bases de Gro¨bner con un nu´mero finito de elementos y
las FG-bases pueden contener infinitos elementos, es posible concluir que en
general una base de Gro¨bner no tiene porque´ ser una FG-base. Sin embargo:
Teorema 3.5.9 Sea J =< f1, ..., fr > un ideal de K[x1, ..., xn], L un mismo
orden monomial en K[x1, ..., xn] y K<x1, ..., xn> y G una base de Gro¨bner
de J con respecto al orden monomial L, tal que G tiene un nu´mero finito de
elementos, entonces G es una FG-base de Gro¨bner finita.
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Demostracio´n:
Sea T el conjunto formado por todos los polinomios reducidos mo´dulo I que
pertenecen a J, ma´s una base de Gro¨bner de I con respecto al orden monomial
L.
Por construccio´n T es una FG-base del ideal J con respecto al orden
monomial L; adema´s G =f T , esto es, G es una FG-base de Gro¨bner finita
obtenida a partir de la FG-base T . ¤
3.5.2. FG-bases de Gro¨bner finitas en U(g)
Sea (g, [−,−]) un a´lgebra de Lie de dimensio´n finita sobre el cuerpo K
con base {a1, ..., an} y sea la aplicacio´n lineal φ : g → K<x1, ..., xn> tal
que φ(ai) = xi. Es conocido que el a´lgebra envolvente universal, U(g), es en
realidad un cociente del a´lgebra K<x1, ..., xn> por el ideal I =<{xj ·xi−xi ·
xj − φ[aj, ai]}i,j∈{1,...,n},i<j> [Gra00, HiSt97]:
U(g) ∼= K<x1,...,xn><{xj ·xi−xi·xj−φ[aj ,ai]}i,j∈{1,...,n},i<j>
Por ser un cociente del a´lgebra asociativa no conmutativa libre es posible
definir de modo ana´logo a UL(g) el concepto de FG-base en U(g).
Al igual que ocurr´ıa en UL(g) y por razones similares, se supondra´ que
se maneja siempre un orden monomial graduado L.
Definicio´n 3.5.10 [Nor01] Sea J un ideal de K<x1,...,xn>
I
, esto es J es un
ideal de K<x1, ..., xn> verificando que I ⊂ J . Un conjunto de elementos
F ⊂ J reducidos mo´dulo I se dice que es una FG-base para J si, para cada
f ∈ J tal que f 6= 0 (⇔ f /∈ I) existe g ∈ F tal que lm(g) | lm(f).
Ejemplo 3.5.11 Sea g el a´lgebra de Lie con base {e, f, g} y tabla de multi-
plicacio´n
[e, f ] = g, [g, e] = 2e, [g, f ] = −2f
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El a´lgebra envolvente universal es U(g) ∼= K<x,y,h><{h·x−x·h−2x,h·y−y·h+2y,y·x−x·y+h}> .
Calculemos la FG-base del ideal J =< {x2, y2, h2 − 1} >⊂ U(g), siendo L el
orden monomial graduado lexicogra´fico con x < y < h.
Una base de Gro¨bner del ideal J =< {x2, y2, h2 − 1, h · x− x · h− 2x, h ·
y − y · h + 2y, y · x − x · y + h} >, con respecto a L, calculada con el pa-
quete NCAlgebra de Mathematica, es {x2, y2, h2 − 1, xh + x, yh − y, xy −
h
2
− 1
2
, hy + y, hx − x, yx + h
2
− 1
2
}. As´ı pues la FG-base del ideal J es
{x2, y2, h2 − 1, xh+ x, yh− y, xy − h
2
− 1
2
}.
Ejemplo 3.5.12 Dada el a´lgebra de Lie del ejemplo 3.4.4 se calculara´ una
FG-base del ideal J =<x21 + 2x1 + x
2
2, x1 + 2x2>⊆ U(g) (se supone x2 > x1).
Una base de Gro¨bner del ideal:
J =< {−x1 + x2x1 − x1x2, x21 + 2x1 + x22, x1 + 2x2} >
con respecto al orden monomial graduado lexicogra´fico, calculada con el pa-
quete NCAlgebra es:
{x1, x2}
Una FG-base del ideal J es entonces:
G = {x1, x2}
Teorema 3.5.13 Si G es una FG-base de J entonces G es una base de
Gro¨bner de J con respecto al orden monomial graduado L.
Demostracio´n:
La construccio´n de Bases de Gro¨bner en U(g) puede verse en [Gra00].
Sea f ∈ J y f ∈ J su representante cano´nico entonces, existe un polinomio
reducido mo´dulo I g ∈ G, p, q ∈ X∗ tales que lm(f) = p · lm(g) · q, y por lo
tanto lm(f) = p · lm(g) · q.
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¤
Corolario 3.5.14 Para todo f ∈ J existe siempre g ∈ G tal que lm(g) es
una subpalabra de lm(f).
Aprovechando que U(g) es un anillo noetheriano [Dix96], cabe pensar en
la posibilidad, en un principio, de poder definir FG-bases de Gro¨bner finitas.
Lema 3.5.15 Si G ⊆ U(g) es FG-base de J con respecto a un orden mono-
mial graduado L entonces, del conjunto G se puede extraer un subconjunto
H tal que:
- H es un conjunto finito.
- ∀g ∈ G ∃h ∈ H p, q ∈ B tales que lm(g) = lm(p · lm(h) · q).
Demostracio´n:
Trivial por ser U(g) un anillo noetheriano.
¤
Definicio´n 3.5.16 Se denomina FG-base de Gro¨bner finita obtenida a partir
de la FG-base G, brevemente fG, al conjunto H.
Teorema 3.5.17 Si fG es una FG-base de Gro¨bner finita de un ideal J en-
tonces, fG es una base de Gro¨bner con respecto al orden monomial graduado
L.
Demostracio´n:
Trivial por la propia definicio´n de FG-base de Gro¨bner finita.
¤
Se puede concluir entonces que tanto las FG-bases como las FG-bases de
Gro¨bner finitas calculadas con respecto a un orden monomial graduado L, son
3.6 Aplicaciones 179
siempre una base de Gro¨bner con respecto al orden monomial graduado L. De
modo natural, a la vista de lo que se acaba de exponer, surge la pregunta de
si sera´ cierta la implicacio´n contraria, esto es, dada una base de Gro¨bner con
respecto al orden monomial graduado L, ¿es una FG-base?, ¿es una FG-base
de Gro¨bner finita?
Hablando en te´rminos generales y puesto que el algoritmo de Buchberger
[Buc65] proporciona bases de Gro¨bner con un nu´mero finito de elementos y
las FG-bases pueden contener infinitos elementos, da la impresio´n de que en
general una base de Gro¨bner no tiene porque´ ser una FG-base. Sin embargo:
Teorema 3.5.18 Sea J =< f1, ..., fr > un ideal de U(g) y G una base
de Gro¨bner con respecto al orden monomial graduado L tal que G tiene un
nu´mero finito de elementos entonces, G es una FG-base de Gro¨bner finita.
Demostracio´n:
Sea T el conjunto formado por todos los polinomios reducidos mo´dulo I que
pertenecen a J, ma´s una base de Gro¨bner de I con respecto al orden monomial
graduado L.
Por construccio´n T es una FG-base del ideal J con respecto al orden
monomial L; adema´s G =f T , esto es, G es una FG-base de Gro¨bner finita
obtenida a partir de la FG-base T .
¤
3.6. Aplicaciones
Una vez que se ha hecho un desarrollo teo´rico de esta ı´ndole, ser´ıa incom-
prensible no mostrar por lo menos una aplicacio´n en la cual se utilice toda
la potencia de la teor´ıa de las FG-bases de Gro¨bner finitas, para resolver un
problema en concreto.
De entre todo el abanico de posibilidades se ha seleccionado el test de
pertenencia de un elemento a un ideal.
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3.6.1. Test de pertenencia
Sea J un ideal de UL(g), f un elemento de UL(g) dado en forma cano´nica
y G una FG-base de Gro¨bner finita de J con respecto a un orden monomial
graduado.
La proposicio´n 3.4.12 garantiza que es condicio´n necesaria, pero no su-
ficiente, para que f pertenezca J que existan monomios p, q y un elemento
g ∈ G tales que lm(f) = lm(p · lm(g) · q). Con este resultado presente parece
claro el me´todo a seguir, en primer lugar se comprueba si existe algu´n ele-
mento de G cuyo monomio principal divida al monomio principal de f , en
caso de que esto no sea as´ı ya se puede afirmar que f no pertenece a J , en
el supuesto contrario se reduce f por g y se vuelve a empezar el proceso con
este nuevo polinomio.
Es importante destacar el hecho de que el proceso anteriormente descrito,
se basa en construir una sucesio´n de polinomios que comienza en f y cuyos
te´rminos principales forman una sucesio´n estrictamente decreciente. Se po-
dr´ıa pensar entonces en la posibilidad de que el algoritmo esbozado anterior-
mente no acabe en un nu´mero finito de pasos; nada ma´s lejos de la realidad
pues el hecho de trabajar con un orden monomial va a garantizar que esta
sucesio´n estrictamente decreciente se estaciona en un nu´mero finito de eta-
pas, esto es, el proceso anteriormente descrito acaba en un nu´mero finito de
pasos.
E´stas ideas que se acaban de exponer se recogen en el siguiente algoritmo.
Algoritmo 3.6.1 Test de Pertenencia
Entrada: f , J , G.
Salida: True si el polinomio pertenece al ideal dado y False en el caso con-
trario.
1. h = f , Φ = 2
2. Mientras Φ = 2
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- ¿ Existen monomios p, q y un polinomio g ∈ G tales que lm(h) =
lm(p · lm(g) · q) ?
- S´ı
- h = h− lc(h) · p · g · q
- ¿ h = 0 ?
S´ı.
Φ = 0
- No.
Φ = 1
3. ¿ Φ = 0 ?
- S´ı. Retornar True
- No. Retornar False
Ejemplo 3.6.2 Determinar utilizando el algoritmo anterior si el polinomio
f = y2 − 6x22 − x2y1 + x2y2 + 2x22y2 pertenece o no al ideal J del ejemplo
3.4.6.
1. h = f , Φ = 2
2. x22y2 = 1 · x22 · y2
3. h = h− 2 · x22 · y2 = y2 − 6x22 − x2y1 + x2y2
4. x2y2 = x2 · y2 · 1
5. h = h− x2 · y2 = y2 − 6x22 − x2y1
6. x2y1 = x2 · y1 · 1
7. h = h+ x2 · y1 = y2 − 6x22
8. x22 = 1 · x22 · 1
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9. h = h+ 6x22 = y2
10. y2 = 1 · y2 · 1
11. h = h− y2 = 0
12. True
Se puede concluir entonces que el polinomio f pertenece al ideal J .
Cap´ıtulo 4
Listados del paquete
SmithGroebner
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