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MORPHISMS OF VERMA MODULES OVER EXCEPTIONAL LIE
SUPERALGEBRA E(5, 10).
ALEXEI RUDAKOV
Abstract. In this paper we define the degree of a morphism between (generalized)
Verma modules over a graded Lie superalgebra and construct series of morphisms of
various degrees between (generalized) Verma modules over the exceptional infinite-
dimensional linearly compact simple Lie superalgebra E(5, 10). We prove that all such
morphisms of degree 1 are found.
To Victor Kac for the birhtday
0. Introduction.
The paper continues the study of representations of the exceptional infinite-dimensional lin-
early compact simple Lie superalgebra E(5, 10) that has begun in [KR3]. Here we deal with
morphisms between (generalized) Verma modules. We define a degree of such a morphism
and notice that the morphisms described in [KR3] are morphisms of degree 1. In the paper
we prove that there are no more morphisms of degree 1. But we find morphisms of degrees
2 and 3 when considering products of morphisms of degree 1.
It takes some efforts to find morphisms of degree 4. We study their properties and use
them to construct also some morphisms of degree 5. We show that the picture of complexes
of Verma modules over E(5, 10) given in [KR3] extends naturally with the morphisms of
degree 4.
At the moment it is not clear if there are more morphisms of degree ≥ 3, but we know
that there are no other morphisms of degree 2. We will include the proof of this fact in a
subsequent paper.
1. Verma modules.
We keep the notations from [KR2] (see also [KR1], [R]).
Let L = ⊕j∈Zgj be a Z-graded Lie superalgebra by finite-dimensional vector spaces. Let
L− = ⊕j<0 gj , L+ = ⊕j>0 gj , L0 = g0 + L+ .
As usual we denote by U = U(L) the universal enveloping algebra of L and similarly
U0 = U(L0), U− = U(L−).
Let us notice that the grading extends to the enveloping algebras, in particular to U−.
It is convenient to change the sign of the degree when considering this grading on U−. We
shall call it the natural grading of U−.
Given a g0-module V , we extend it to a L0-module by letting L+ act trivially, and define
the induced L-module
M(V ) = U ⊗U0 V .
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We shall use the vector space isomorphism
M(V ) = U− ⊗C V .
Definition 1.1. Let V be a g-module. The L-module M(V ) is called a (generalized) Verma
module (associated to V ). When we want to emphasis that V is a finite-dimensional irre-
ducible g-module, we call the Verma module M(V ) a minimal Verma module.
A minimal Verma module is called non-degenerate if it is irreducible and degenerate if it is
not irreducible.
Let A and B be two g0-modules and let Hom(A,B) be the g0-module of linear maps
from A to B. The following proposition will be used to construct morphisms between the
L-modules M(A) and M(B).
Proposition 1.1. Let ϕ :M(A)→M(B) be a morphism of L-modules and
Φ ∈ U− ⊗C Hom(A,B) be such that ϕ(1 ⊗ a) = Φ(a). Then Φ has the properties:
vΦ(a) = Φ(u a) for v ∈ g0 ,(1.1a)
vΦ(a) = 0 for v ∈ L+ .(1.1b)
and the morphism ϕ is determined by the rule
(1.2) ϕ(u ⊗ a) = uΦ(a) .
Moreover for any Φ with the properties (1.1a), (1.1b) a morphism ϕ : M(A) → M(B) is
uniquely defined.
Proof. If ϕ :M(A)→M(B) is a morphism of L-modules then for u ∈ U(L0),
uϕ(1⊗ a) = ϕ(u⊗ a) = ϕ(1 ⊗ u a) .
Properties (1.1a) and (1.1b) follow.
Now given Φ ∈ U− ⊗C Hom(A,B)) with the properties (1.1a),(1.1b) we may wish to use
(1.2) to define ϕ, but in order to conclude that ϕ is well-defined we have to check for any
u ∈ U , v ∈ U0 the equality
ϕ(uv ⊗ a) = ϕ(u ⊗ v a) .
Clearly it is equivalent to an equality
vΦ(a) = Φ(v a) ,
and it is sufficient to consider cases: v ∈ g0 and v ∈ L+. For the first case the equality is
exactly the same as the property (1.1a). In the second case we have v a = 0 because L+ act
trivially and we come to the property (1.1b). 
Let us denote the morphism defined in the proposition as Φ = ϕ|A and call it the restric-
tion of ϕ.
Definition 1.2. We say that a morphism ϕ :M(A)→M(B) has degree k when
Φ = ϕ|A =
∑
i
ui ⊗ ℓi , where ui ∈ U− , ℓi ∈ Hom(A,B)
and deg ui = k for all i.
We shall permit ourselves to denote the morphism of Verma modules and its restriction
by the same letter when it does not lead to confusion.
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Remark 1.3. If L0 is generated by g0 and a subset of T ⊂ L+, then conditions (1.1) are
equivalent to
g0 · Φ = 0(1.3a)
tΦ(a) = 0 for all t ∈ T , a ∈ A .(1.3b)
The ”dot” in (1.3a) denotes the action of g0 on the tensor product of g0-modules U− and
Hom(A,B). Usually it gives a hint to a possible choice of Φ and may be checked by general
invariant-theoretical considerations. The condition (1.3b) is often more difficult to check.
Remark 1.4. We can viewM(V ) also as the induced (L−⊕g0)-module: U(L−⊕g0)⊗U(g0)V .
Then condition (1.3a) on Φ =
∑
i ui ⊗ ℓi, where ui ∈ U(L− ⊕ g0), ℓi ∈ Hom(A,B), suffices
in order (1.2) to give a well-defined morphism of (L− ⊕ g0)-modules. One can also replace
g0 by any of its subalgebras.
2. Lie superalgebra E(5, 10).
Recall some standard notation:
Wn = {
n∑
j=1
Pi(x)∂i | Pi ∈ C[[x1, . . . , xn]], ∂i ≡ ∂/∂xi}
denotes the Lie algebra of formal vector fields in n indeterminates:
Sn = {D =
∑
Pi∂i | divD ≡
∑
i
∂iPi = 0}
denotes the Lie subalgebra of divergenceless formal vector fields; Ωk(n) denotes the associa-
tive algebra of formal differential forms of degree k in n indeterminates, Ωkcℓ(n) denoted the
subspace of closed forms.
The Lie algebra Wn acts on Ω
k(n) via Lie derivative D → LD. Given λ ∈ C one can
define the twisted action:
Dω = LD ω + λ(divD)ω .
The Wn-module thus obtained is denoted by Ω
k(n)λ. Recall the following isomorphism of
Wn-modules
(2.1) Wn ≃ Ω
n−1(n)−1 .
It is obtained by mapping a vector field D ∈ Wn to the (n − 1)-form ιD(dx1 ∧ . . . ∧ dxn).
Note that (2.1) induces an isomorphism of Sn-modules:
(2.2) Sn ≃ Ω
n−1
cℓ (n) .
Recall that the Lie superalgebra E(5, 10) = E(5, 10)0¯∔E(5, 10)1¯ is constructed as follows
[K], [CK]:
E(5, 10)0¯ = S5, E(5, 10)1¯ = Ω
2
cℓ(5).
To describe brackets consider an algebra E˜(5, 10) = E˜(5, 10)0¯ ∔ E˜(5, 10)1¯ = W5 ∔ Ω
2(5)
where the subalgebraW5 acts on E˜(5, 10)1¯ via the Lie derivative, but for ω2, ω
′
2 ∈ E˜(5, 10)1¯
the brackets are
[ω2, ω
′
2] = ω2 ∧ ω
′
2 ∈ Ω
4(5)
∼
→W5 (see (2.1) ) .
Now E(5, 10) is a subalgebra of E˜(5, 10). Let as note that E˜(5, 10) is not a Lie superalgebra,
the Jacobi identity is no longer true in this larger algebra, but true in E(5, 10) .
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As in [KR2] we use for the odd elements of E(5, 10) the notation dij = dxi ∧ dxj (i, j =
1, 2, . . . , 5); recall that we have the following commutation relation (f, g ∈ C[[x1, . . . , x5]]):
[fdjk, g dℓm] = ǫijkℓm fg ∂i ,
where ǫijkℓm is the sign of the permutation ijkℓm if all indices are distinct and 0 otherwise.
Recall that the Lie superalgebra L = E(5, 10) carries a unique consistent irreducible
Z-gradation L = ⊕j≥−2 gj . It is defined by:
deg xi = 2 = − deg ∂i , deg dij = −1 .
One has: g0 ≃ sℓ5(C) and the g0-modules occurring in the L− part are:
g−1 = 〈dij |i, j = 1, . . . , 5〉 ≃ Λ
2
C
5 ,
fg−2 = 〈∂i |i = 1, . . . , 5〉 ≃ C
5∗ .
Recall also that g1 consist of closed 2-forms with linear coefficients, that g1 is an irreducible
g0-module and gj = [ g1 [. . .]] = g
j
1 for j ≥ 1.
3. Degenerate Verma modules and morphisms of degree 1.
We take for the Borel subalgebra of g0 ≃ sℓ5 the subalgebra of the vector fields
{
∑
i≤j
aij(xi∂j) | aij ∈ C , tr(aij) = 0} = 〈xi∂j , i ≤ j, hi = xi∂i − xi+1∂i+1〉 .
We denote by F (n1, n2, n3, n4) the finite-dimensional irreducible g0-module with highest
weight (n1, n2, n3, n4). Let
M(n1, n2, n3, n4) =M(F (n1, n2, n3, n4))
denote the corresponding generalized Verma module over E(5, 10).
Let us repeat a conjecture from [KR3] (where it contains a misprint)
Conjecture 3.1. The following is a complete list of degenerate Verma modules over
E(5, 10):
M(m,n, 0, 0), M(m, 0, 0, n), and M(0, 0,m, n) (for any m,n ∈ Z+).
In this section we construct three series of morphisms of degree one of Verma modules
which shows, in particular, that all modules from the list given by Conjecture 3.1 are indeed
degenerate.
We let (see [KR3], but our notations differ slightly):
SA = S(C
5 + Λ2C5) , SB = S(C
5 + C5∗) , SC = S(C
5∗ + Λ2C5∗) .
Denote by zi (i = 1, . . . , 5) the standard basis of C
5 and by xij = −xji (i, j = 1, . . . , 5)
the standard basis of Λ2C5. Let z∗i and x
∗
ij = −x
∗
ji be the dual bases of C
5∗ and Λ2C5∗,
respectively. Then SA is the polynomial algebra in 15 indeterminates xi and xij , SB is the
polynomial algebra in 15 indeterminates z∗i and x
∗
ij and SC is the polynomial algebra in
10 indeterminates zi and z
∗
i .
Given two irreducible g0-modules E and F , we denote by (E ⊗ F )high the highest ir-
reducible component of the g0-module E ⊗ F . If E = ⊕iEi and F = ⊕jFj are di-
rect sums of irreducible g0-modules, we let (E ⊗ F )high = ⊕i,j(Ei ⊗ Fj)high. If E and
F are again irreducible g0-modules, then S(E ⊕ F ) = ⊕m,n∈Z+S
mE ⊗ SnF , and we let
Shigh(E⊕F ) = ⊕m,n∈Z+(S
mE⊗SnF )high. We also denote by Slow(E⊕F ) the g0-invariant
complement to Shigh(E ⊕ F ).
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It is easy to see that we have as g0-modules:
SA,high ≃ ⊕m,n∈Z+F (m,n, 0, 0) ,
SB,high ≃ ⊕m,n∈Z+F (m, 0, 0, n) ,
SC,high ≃ ⊕m,n∈Z+F (0, 0,m, n) .
We are going to construct morphisms ▽X ∈ EndL(M(SX,high)) of degree 1 for X = A, B or
C. Let us start with the following operators:
(3.1) ▽X =
5∑
i,j=1
dij ⊗ θ
X
ij ,
where θXij ∈ Hom(SX , SX), X = A, B or C. Namely we take
θAij =
d
dxij
, θBij = z
∗
i
d
dzj
− z∗j
d
dzi
, θCij = x
∗
ij .
In order to get the morphisms of SX,high we need following more specific realizations of these
spaces.
Proposition 3.2. The g0-module SC,high is equal to a factor of the polynomial ring SC by
the ideal SC,low generated by the relations:
x∗abx
∗
cd − x
∗
acx
∗
bd + x
∗
adx
∗
bc = 0 for a, b, c, d = 1, . . . , 5 ,(3.2a)
x∗abz
∗
c − x
∗
acz
∗
b + x
∗
bcz
∗
a = 0 for a, b, c = 1, . . . , 5 .(3.2b)
This follows from the fact that the orbit of the sum of highest weight vectors in
F (0, 0, 0, 1)⊕ F (0, 0, 1, 0) is a spherical variety.
Proposition 3.3. The g0-module SB,high is equal to a factor of the polynomial ring SB by
the ideal SB,low generated by the relation:∑
i=1,..,5
ziz
∗
i = 0 .(3.3)
Similarly we use the fact that the orbit of the sum of highest weight vectors in
F (1, 0, 0, 0)⊕ F (0, 0, 0, 1) is a spherical variety.
Proposition 3.4. The g0-module SA,high is equal to the subspace of all polynomials f ∈ SA
that satisfy the following equations:(
d
dxab
d
dxcd
−
d
dxac
d
dxbd
+
d
dxad
d
dxbc
)
f = 0 for a, b, c, d = 1, . . . , 5 ,(3.4a) (
d
dxab
d
dzc
−
d
dxac
d
dzb
+
d
dxbc
d
dza
)
f = 0 for a, b, c = 1, . . . , 5 .(3.4b)
We notice that the realization of SC as differential operators on SA makes the perfect
duality. The proposition means that SA,high coincides with the orthogonal complement to
SC,low, which is clear because SA,high is dual to SC,high.
Corollary 3.5. (a) The operator ▽A preserves the subspace SA,high of SA and therefore
defines a map ▽A ∈ End(SA,high).
(b) The operator ▽B preserves the ideal SB,low of SB and thus determines a map of the
factor rings ▽B ∈ End(SB,high).
(c) The operator ▽C preserves the ideal SC,low of SC and determines a map of the factor
rings ▽C ∈ End(SC,high).
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The statements (a) and (c) are evident. For (b) we notice that ▽B acts as a derivative,
thus it is enough to check that it annihilates the generator of the ideal SB,low given by (3.3),
which is straightforward.
To keep with the notations in [KR3] we let:
VA = SA,high , VB(resp. C) = SB(resp. C)/SB(resp. C),low ≃ SB(resp. C),high.
Theorem 3.6. (a) The operators ▽X define E(5, 10)-morphisms M(VX)→M(VX)
(X = A,B or C).
(b) Morphism ▽X restricted to M =M(n1, n2, n3, n4) is trivial iff X = A and
M =M(m, 0, 0, 0), or X = B and M =M(0, 0, 0, n).
(c) The non-zero morphisms ▽X are morphisms of degree 1.
Proof. It is immediate to see that g0 · ▽X = 0. By Remark 1.4 we conclude that there
exist the corresponding (U− ⊕ g0)-morphisms M(SX) −→M(SX) that we permit ourselves
to denote by the same symbols ▽X . These are evidently morphisms of degree 1.
In order to apply Proposition 1.1 and get E(5, 10)-morphisms of modules SX,high we need
to check that
(3.5) g1 · ▽X(s) = 0 for s ∈ SX,high.
Now in order to check (3.5) we may use Remark 1.3 with t = x5d45. Namely
(3.6)
(x5d45)
5∑
i,j=1
dij ⊗ θ
X
ij (s) =
= [x5d45, d12]⊗ θ
X
12(s) + [x5d45, d13]⊗ θ
X
13(s) + [x5d45, d23]⊗ θ
X
23(s) + 0
= (x5∂3)⊗ θ
X
12(s)− (x5∂2)⊗ θ
X
13(s) + (x5∂1)⊗ θ
X
23(s) .
It is not difficult to check that for X = A the right hand side is equal to zero modulo
relations (3.4).
Now let us consider X = B. Here for s ∈ SB
(x5∂c)θ
B
ab(s) =
(
z5z
∗
a
d
dzb
d
dzc
− z∗az
∗
c
d
dzb
d
dz∗5
− z5z
∗
b
d
dza
d
dzc
+ z∗b z
∗
c
d
dza
d
dz∗5
)
(s) .
This immediately gives us zero at the right hand side of (3.6).
When X = C we have
(x5∂c)θ
B
ab(s) = −z
∗
cx
∗
ab
d
dz∗5
(s) ,
thus the right hand side of (3.6) is zero modulo the relations (3.2b).✷
The non-zero maps ▽X are illustrated in Figure 2.
The nodes in the quadrantsA, B and C represent generalized Verma modulesM(m,n, 0, 0),
M(0, 0,m, n) and M(m, 0, 0, n), respectively. The arrows represent the E(5, 10)-morphisms
▽X , X = A, B or C in the respective quadrants.
Proposition 3.7. (▽X)
2 = 0 (X = A,B or C).
It is not difficult to check the following lemma.
Lemma 3.8. Equation (▽X)
2 = 0 for ▽X ∈ EndL(M(VX)) is equivalent to the system of
equations :
θXabθ
X
cd − θ
X
acθ
X
bd + θ
X
adθ
X
bc = 0 for a, b, c, d = 1, . . . , 5.
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Figure 1. Morphisms of degree 1.
For X = A the equations follow from Proposition 3.4, for X = C the equations follow
immediately from Proposition 3.2. In the case X = B denote
[ab/cd] = x∗ax
∗
b
d
dxc
d
dxd
.
Then we have
θBabθ
B
cd = [ac/bd]− [ad/bc]− [bc/ad] + [bd/ac] ,
and similarly
θBacθ
B
bd = [ab/cd]− [ad/bc]− [bc/ad] + [cd/ab] ,
θBabθ
B
cd = [ab/cd]− [ac/bd]− [bd/ac] + [cd/ab] .
The equation follows.
Theorem 3.9. All the morphisms of degree 1 are the following:
(a) ▽A :M(n1, n2, 0, 0)→M(n1, n2 − 1, 0, 0) for n1 ≥ 0, n2 > 0;
(b) ▽B :M(n1, 0, 0, n4)→M(n1 − 1, 0, 0, n4 + 1) for n1 > 0, n4 ≥ 0;
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(c) ▽C :M(0, 0, n3, n4)→M(0, 0, n3, n4 + 1) for n3 ≥ 0, n4 ≥ 0.
Remark 3.10. In short these are the morphisms represented in Figure 2, i.e. all the non-zero
morphisms ▽X .
Proof. Amorphism ϕ :M(n¯′)→M(n¯′′) of degree 1 is defined according to Proposition 1.1
by Φ of the form
(3.7) Φ =
5∑
i,j=1
dij ⊗ θij ,
Because of (1.3a) the basis {θij} is dual to {dij} and that means
(3.8) (xa∂b) θij = −δaiθbj − δajθib ,
The equation (1.3b) where we consider t = xqdpq gives (the calculations are similar to those
in (3.6) ):
(xqdpq)
5∑
i,j=1
dij ⊗ θij(s) =
= (xq∂c)⊗ θab(s)− (xq∂b)⊗ θac(s) + (xq∂a)⊗ θbc(s) = 0 ,
or
(3.9) (xq∂c)θab(s) + (xq∂b)θca(s) + (xq∂a)θbc(s) = 0 ,
for different a, b, c, q.
Choose s to be the highest weight vector in F (n¯′).
Suppose first that θ45(s) 6= 0 and a, q ≤ 3, b = 4, c = 5. Then (3.9) and (3.8) imply
(xq∂a)⊗ θ45(s) = −θa4(xq∂5)s− θ5a(xq∂4)s = 0 .
Therefore the weight wt(θ45(s)) has the form (0, 0,m, n) for some m,n ≥ 0. We conclude
that
n¯′ = wt(s) = (0, 0,m+ 1, n) .
This clearly implies ϕ = ▽C .
We assume θ45(s) = 0 for the following.
If we apply xc∂q to (3.9) we get
(3.10) θab(hcqs) + θca(xc∂b)(s)− θqa(xq∂b)(s) + θbc(xc∂a)(s)− θbq(xq∂a)(s) = 0 .
For a = 3, b = 5, c = 2, q = 4 it becomes
h24θ35(s) = −θ23(x2∂5)(s) + θ43(x4∂5)(s)− θ52(x2∂3)(s) + θ54(x4∂3)(s) = (x4∂3)θ54(s) = 0 .
Suppose that θ35(s) 6= 0. Then θ35(s) is a highest weight vector and its weight has the form
wt(θ35)(s) = (m, 0, 0, n) for some m,n 6= 0. But when wt(s) = (m, 0, 0, n)− (0, 1,−1, 1) is
not dominant.
So we have θ35(s) = θ45(s) = 0.
If θ25(s) 6= 0, then it is a highest weight vector and similarly we may use (3.10) for a = 2,
b = 5, c = 1, q = 4. We come to h14θ25(s) = 0, which gives an impossible weight for θ25(s).
Thus θ25(s) = 0.
Substitute a = 1, b = 5, 1 < c, q < 5 in (3.10)
hcqθ15(s) = −θ1c(xc∂5)(s) + θ1q(xq∂5)(s) + (xc∂1)θc5(s)− (xq∂1)θq5(s) = 0 .
We see that if θ15(s) 6= 0, then it is the highest weight vector with the weight wt(θ15(s)) =
(m, 0, 0, n). It is easy to conclude that ϕ = ▽B in this case.
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We have all θi5 = 0. Let 1 < a, b < 5. Again (3.10) gives
h15θab(s) = 0 .
It follows that non of the vectors θab(s) can be the hight weight vector, they all are to be
zero. Only θ1j(s) for j = 2, 3, 4 could be non-zero.
For b = 3, 4 we have
h25θ1b(s) = θ12(x2∂b)(s)− (x5∂b)θ15(s)− (x2∂1)θ2b(s) + (x5∂1)θb5(s) = 0 .
So wt(θ1b(s)) should be (m, 0, 0, 0) and this is not possible. The only choice is θ1b(s) = 0
for b = 3, 4.
We are left with the case when all θab(s) = 0 except θ12(s), which is the highest weight
vector. Then similarly we get h35θ12(s) = 0 and therefore wt(θ12(s)) = (m,n, 0, 0). Then
ϕ = ▽A. ✷
4. Morphisms of degree 4.
Our goal is to construct a morphism of degree 4.
Let us start with the formula
(4.1) t =
∑
ua¯ ⊗ zˆ
a¯ ,
where {zˆa¯} is the monomial basis of S3(C5
∗
) and {ua¯} is the dual basis of the irreducible
sℓ5-submodule S
3(C5) in U− with the highest vector d12d13d14d15. This implies
u(30000) = d12d13d14d15 .
It is more convenient to write the multi-index in the ”multiplicative” form, [13] instead of
(30000) and so on. Then
(4.2) u[122] = u(21000) = d12d23d14d15 + d12d13d24d15 + d12d13d14d25 .
The expressions of this type are not unique, for example
u[23] = d21d23d24d25 = d12d23d24d25 ,
u[33] = d31d32d34d35 = d13d23d34d35 ,
u[45] = d41d42d43d45 = d14d24d34d45 ,
but each ua¯ can be written as a sum of monomials in dij of degree 4.
Theorem 4.1. (a) For each n1 ≥ 3 there exist a morphism of degree 4
tAB :M(n1, 0, 0, 0)→M(n1 − 3, 0, 0, 0) .
(b) For any n4 ≥ 0 there exist a morphism of degree 4
tBC :M(0, 0, 0, n4)→M(0, 0, 0, n4 + 3) .
Remark 4.2. We may also write tAB as a morphism of the combined Verma module
M(C[zi]) = ⊕M(n, 0, 0, 0) in itself , tAB :M(C[zi])→M(C[zi])
in itself given by (4.1) with z¯i = ∂i. Similarly
tBC :M(C[z
∗
i ])→M(C[z
∗
i ])
is a morphism given by (4.1) with z¯i equal to the multiplication by z
∗
i .
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Proof of the theorem. We see immediately that Remark 4.2 determines a (L− ⊕ g0)-
morphism of Verma modules. One has to check the condition (1.3b) where we may suppose
that a is the highest weight vector of A. For tAB this means
x5d45 · tAB ⊗ z
n
1 = n(n− 1)(n− 2)x5d45 · d12d13d14d15 ⊗ z
n−3
1
= n(n− 1)(n− 2) ((x5∂3)d13d14d15 + d12(x5∂2)d14d15)⊗ z
n−3
1 = 0 .
The case (b) amounts to a much more complicated computation. We shall write only
few hints. Evidently the symmetric group S5 acts on the indices. The following simple
observation helps in the computations.
Lemma 4.3. For π ∈ S5 we have π · uα = sign(π)uπ(α).
Clearly we have the equalities
u[122] = (x2∂1)u[13] and u[123] = (x3∂1)u[122] ,
that help us to write the elements uα explicitly. We leave it to the reader to check the rest
of the computation. ✷
Proposition 4.4. Whenever defined, the following compositions are zero
tAB · ▽A = 0 , ▽B · tAB = 0 ,
tBC · ▽B = 0 , ▽C · tBC = 0 ,
tBC · tAB = 0 .
The proof is more or less immediate.
This means that we have got complexes that are shown in the following picture.
5. Morphisms of other degrees.
There morphisms of degrees 2, 3 and 5 that can be constructed as compositions of the
morphisms of degree 1 and 4 described above.
Proposition 5.1. There are morphisms of degree 2
▽AB = ▽B ·▽A :M(m, 1, 0, 0)→M(m− 1, 0, 0, 1) for m > 0 ,
▽BC = ▽C ·▽B :M(1, 0, 0, n)→M(0, 0, 1, n+ 1) for n ≥ 0 ,
▽AC = ▽C ·▽A :M(1, 0, 0, 0)→M(0, 0, 0, 1) .
It is not difficult to see that the morphisms are non-zero and they are evidently morphisms
of degree 2.
Proposition 5.2. There is a morphism of degree 3
▽ABC = ▽C ·▽B ·▽A :M(1, 1, 0, 0)→M(0, 0, 1, 1) .
It is a simple calculation to check that the morphism in question is non-zero.
Proposition 5.3. There are two morphisms of degree 5
t′ = ▽C ·tAB :M(3, 0, 0, 0)→M(0, 0, 1, 0) and
t′′ = tBC ·▽A :M(0, 1, 0, 0)→M(0, 0, 0, 3) .
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Figure 2. The long complexes with morphisms of degree 1 and 4.
Again we only need to notice that the morphisms are non-zero which amounts to some
calculation. It is tempting to believe that we have found already all morphisms between
degenerate Verma modules.
Conjecture 5.4. The morphisms listed in Propositions 5.1, 5.2, 5.3 and Theorems 3.9, 4.1
are all morphisms between degenerate (minimal) Verma modules for E(5, 10), in particular
there are no morphisms of degrees larger than 5.
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