It is often desirable to be able to recognize when inputs to a recognition function correspond to classes unseen at training time. With this ability, these inputs could be re-labeled by a human, and later incorporated into the recognition function -ideally under an efficient incremental update mechanism. While good models that assume inputs from a fixed set of classes exist, e.g., artificial neural networks and kernel machines, it is not immediately obvious how to extend them to perform incremental learning in the presence of unknown query classes. Models that do so take little other distributional information into account when constructing recognition functions and lack strong theoretical foundations. We take steps to address this gap by formulating a novel, theoretically grounded classifier -the Extreme Value Machine (EVM) -which is capable of performing open world recognition. The EVM has a wellgrounded interpretation derived from statistical extreme value theory (EVT), and is the first classifier of its kind to be able to perform nonlinear, kernel-free, variable bandwidth, incremental learning. We demonstrate experimentally that, compared to other classifiers in the same deep network derived feature space, the EVM is accurate and efficient on an established benchmark partition of the ImageNet dataset.
I. INTRODUCTION
Recognition problems which evolve over time require classifiers that can adapt to domain changes and incorporate novel classes of data. One way to address this is to periodically retrain classifiers. In situations that are time or resource constrained, however, periodic retraining is infeasible. Instead an online classifier that incorporates an efficient incremental update mechanism is desirable. Several methods have been proposed to deal with the incremental learning problem, but they are often either prohibitively expensive [1] - [4] , or provide little to no characterization of the statistical distribution of the data [5] - [8] . The former trait is problematic because it is contrary to a key motivation for using incremental learning in the first place -that of an efficient update system -while the latter trait places severe limitations on the quality of inferences that can be made.
There is also a more fundamental problem with these types of incremental learning applications: when the recognition system encounters a novel concept, that concept should be incorporated into the learning process at subsequent increments, but in order to do so, the recognition system needs to be able to detect that the concept is novel in the first place. For these types of problems, in which unknown concepts Via kernel-free non-linear modeling, the EVM supports open set recognition and can reject the "??" input as "unknown." The EVM estimates an independent scale and shape parameter for eachΨmodel. For example, because of the outlier star, theΨ-model for "A" has a more gradual fall-off. Right-hand plot: The solution after incremental learning assigning seven points from a new "+" class. The "+" class is covered by a single EV, and the model for "A" tightens up considerably given the new information. With a budgeted optimization limit of 10 EVs, one of the EVs for the square class is dropped to allow for the new "+" EV, thus limiting excessive overall model growth while maintaining accuracy. This article explores all of these different aspects of the EVM in detail. appear at query time, we cannot rely solely on a closed set classifier, even if it supports incremental learning, because it implicitly assumes that query data is well represented by the training set. Closed set classifiers have been developed for approximating the Bayesian optimal posterior probability, P (C l |x ; C 1 , C 2 , . . . , C M ), l ∈ {1, . . . , M }, for a fixed set of classes, where x is an input sample, l is the index of class C l (a particular known class), and M is the number of known classes. When Ω unknown classes appear at query time, however, the Baysian optimal posterior becomes P (Cl|x ; C 1 , C 2 , . . . , C M , U M +1 , . . . , U M +Ω ),l ∈ {1, . . . , M + Ω}, a distribution that we cannot model because classes U M +1 through U Ω are unknown. Making closed set assumptions in training leads to regions of unbounded support for an open set problem because a sample x from an unknown class Ul will be misclassified as belonging to a known class C l . This misclassification will occur with extremely high confidence if x is far from any known data -a result that is very misleading. Scheirer et al. [9] termed this problem open space risk, and proposed open set recognition as a means to address it by exercising a rejection option [10] for queries that lie beyond the reasonable support of known data.
Open set recognition [9] , [11] , [12] , and more generally novelty/outlier detection [13] , [14] are well established areas in their own right, but much less research has been conducted on how to treat unknown samples in an incremental context, which is the focus of this work. When an open set recognition system labels a sample as unknown, this suggests that either classes of data are missing or existing classes are under-arXiv:1506.06112v3 [cs.LG] 18 May 2016 supported by the training set. In both cases, the classifier's decision boundaries should be updated so that the system can make better decisions. But there is a caveat: full retraining is not always feasible, depending on timing constraints and the availability of computational resources.
Recent work [5] extended the open set recognition problem to include the incremental learning of new classes in a regime dubbed open world recognition. An algorithm, nearest non-outlier (NNO), was proposed as a demonstration of the elements of a potential solution -the first of its kind. Unfortunately, NNO lacks strong theoretical grounding, using thresholded distances from the nearest class mean as its decision function, and otherwise ignoring distributional information. Real class boundaries that we would like to incorporate into a decision function are unlikely to be homogeneoussized spheres, which the NNO algorithm assumes. While classical learning theory has provided powerful algorithms for modeling class boundaries (e.g., artificial neural networks and kernel machines), how to extend these models to incorporate both incremental learning and open set constraints is neither obvious nor trivial. A new formulation is required.
In this article we address the construction of a compact representation of open world decision boundaries based on the distribution of the training data. Obtaining this representation is difficult because training points that do not contribute to a decision boundary at one point in time may be extremely relevant in defining a decision boundary later on, and retraining on all points is infeasible at large scales. Moreover, by the definition of the open world problem, the hypothesis space will be under-sampled, so in many cases linearity of the decision boundaries cannot be guaranteed and the data bandwidth is unknown. So how does one obtain a compact statistical model without discarding potentially relevant points -especially in regions where the data bandwidth is unknown? To this end, we introduce the Extreme Value Machine (EVM), a model which we derive from statistical extreme value theory (EVT).
EVT dictates the functional form for the radial probability of inclusion of a point with respect to the class of another. By selecting the points and distributions that best summarize each class, i.e., are least redundant with respect to one another, we arrive at a compact probabilistic representation of each class's decision boundary, characterized in terms of its extreme vectors, which provides an abating bound on open space risk. When new data arrives, these extreme vectors can be efficiently updated. The EVM is a scalable nonlinear classifier, with radial inclusion functions that are in some respects similar to RBF kernels, but unlike RBF kernels assume variable bandwidths and skew that are data derived and statistically grounded in EVT. In addition to being the first statistically grounded classifier to model open world decision boundaries, the EVM is rather different from many existing classifiers in its approach to nonlinear kernel-free learning.
The remainder of this article discusses related work in EVT based recognition (Sec. II), followed by the development of a theoretical foundation for kernel-free nonlinear classification (Sec. III) and the specifics of the EVM algorithm itself (Sec. IV). The experiments (Sec. V) demonstrate the operation of the EVM in a deep learning-derived feature space for the recently introduced open world ImageNet benchmark partition [5] . Further aspects of scalability and optimization are also explored (Sec. VI), and the paper concludes with suggestions for future research (Sec. VII).
II. RELATED WORK
With respect to classifiers that mitigate the risk of the unknown at classification time, Scheirer et al. [9] , [12] recently formalized the concept of open space risk and its role in open set recognition. Open space risk is defined as the relative measure of positively labeled space, far from known samples to the overall measure of the feature space. The 1-vs-Set machine [9] , a proposed solution for the open set recognition problem, reduces open space risk by replacing the halfspace of a binary linear classifier by bounding the positive data with two hyperplanes. An approach similar to the 1vs-Set machine was described by Cevikalp and Triggs [15] for object detection, where a binary classifier with a slab is combined with a nonlinear SVDD classifier for just the positive class. In later work, Scheirer et al. [12] extended their solution to multi-class open set recognition problems using nonlinear kernels, with provable guarantees of open space risk reduction. These nonlinear models were more accurate, but also more costly to compute and store. Additional research related to the open set problem has been conducted in areas of novelty detection [16] , domain adaptation [17] , and zeroshot classification [18] . Bendale and Boult expanded the notion of open set recognition to include incremental and scalable learning, leading to a more comprehensive problem that they called "open world recognition" [5] . To address it, the Nearest Class Mean [19] algorithm was modified by limiting open space risk for model combinations and transformed spaces, resulting in a new formulation dubbed Nearest Non-Outlier.
There is growing interest in statistical extreme value theory for visual recognition. Early work in this direction began with the concept of meta-recognition, which allows one to make predictions about the correctness of decisions from a recognition model. With the observation that the tails of any distance or similarity score distribution must always follow an EVT distribution [20] , highly accurate probabilistic calibration models became possible, leading to strong empirical results for multi-biometric fusion [21] , describable visual attributes [22] , and visual inspection tasks [23] . EVT models have also been applied to feature point matching, where the Rayleigh distribution was used for efficient guided sampling for homography estimation [24] , and the notion of extreme value sample consensus was used in conjunction with RANSAC for similar means [25] . Work in machine learning has shown that EVT is a suitable model for open set recognition problems, where one- [11] and two-sided calibration models [12] of decision boundaries lead to better generalization. However, these are post hoc approaches that do not apply EVT at training time.
The EVM formulation developed herein stems from the concept of margin distributions. This idea is not new; multiple researchers have explored various definitions and uses of margin distributions, [26] - [30] , involving techniques such as maximizing the mean or median margin, taking a weighted combination margin, or optimizing the margin mean and variance. These papers demonstrate that leveraging the margin distribution itself can provide better error bounds than those offered by a soft-margin SVM classifier, which in some cases translates into reduced experimental error. One can intuitively rationalize characterizing the margin using mean, median, and variance of the distances of all points to the margin. As recently pointed out by Zhou in [31] , "These arguments, however, are all heuristics without theoretical justification." We argue that a margin distribution definition should use only points near the decision boundary and have a strong theoretical justification.
III. THEORETICAL FOUNDATION
As discussed in Sec. I and as illustrated in Fig. 1 , each class in the EVM's training set is represented by a set of extreme vectors with a a radial inclusion function modeling the Probability of Sample Inclusion (PSI or Ψ) associated with each extreme vector. In this section we derive the functional forms for Ψ from statistical extreme value theory; these functional forms are not just a mathematically convenient choicethey are statistically guaranteed to be the limiting distributions of relative proximity between data points under the minor assumptions of continuity and smoothness. We model Ψ in terms of two distributions of sample distances relative to a reference point.
The first model, margin probability of sample inclusion (Ψ M ), extends margin distribution theory from a per-class formulation [26] - [30] to a sample-wise formulation, and is trained in a discriminative manner. The model is fit on the distribution of margins -half distances to the nearest negative samples -for each positive reference point. From this distribution, we derive a radial inclusion function which carves out a posterior probability of association with respect to the reference point. This radial inclusion function falls toward zero at the margin. But the model comes with a caveat: when dimensionality is large and when classes highly overlap, modeling using Ψ M alone can lead to overspecialized "spiky" regions of support. While one could improve coverage by increasing the number of negative samples in fitting, this greatly increases computational cost.
We therefore introduce a coverage probability of sample inclusion (Ψ C ) model, trained by fitting on positive data. By introducing Ψ C , we seek to ensure that the local model covers (i.e., indicates high-probability for) other positive examples. While Ψ M is a rejection model, Ψ C is an acceptance model derived from a distribution fit on the positive tail of the distances to the farthest τ positive points that lie closer to the reference sample than the nearest negative. Training Ψ C requires only one negative point for discrimination. Note that to increase coverage, Ψ C uses complete distances instead of margins for the selected positive points. Empirically, Ψ C accommodates areas with class overlap or high-dimensional features where margins for Ψ M may over-specialize.
A. Margin Probability of Sample Inclusion
To formalize the Ψ M model, let x ∈ X be training samples in a metric space X with norm · . Let y i ∈ C ∈ N be the class label for x i ∈ X . Consider, for now, only a single positive instance x i for some class with label y i . Given x i , the maximum margin distance would be given by half the distance to the closest training sample from a different class. However, the closest point is just one sample and we should consider the potential maximum margins under different samplings. We define margin distribution as the distribution of the margin distances of the observed data. Thus, given x i and x j , where ∀j, y j = y i , consider the margin distance to the decision boundary that would be estimated for the pair (x i , x j ) if x j were the closest instance. The margin estimates are thus m ij = x i − x j /2 for the τ closest points. Considering these τ nearest points to the margin, our question then becomes: what is the distributional form of the margin distances?
To estimate this distribution, we turn to the Fisher-Tippett Theorem [32] also known as the Extreme Value Theorem 1 . Just as the Central Limit Theorem dictates that the random variables generated from certain stochastic processes follow Gaussian distributions, EVT dictates that given a well-behaved overall distribution of values, e.g., a distribution that is continuous and has an inverse, the distribution of the maximum or minimum values can assume only limited forms. To find the appropriate form, let us first introduce this theorem:
If a sequence of pairs of real numbers (a n , b n ) exists such that each a n > 0 and lim z→∞ P ζn−bn an ≤ z = F (z) then if F is a non-degenerate distribution function, it belongs to the Gumbel, the Fréchet or the Reversed Weibull family.
From Theorem 1, we can derive the following theorem:
Theorem 2 (Margin Distribution Theorem). Assume we are given a positive sample x i and sufficiently many negative samples x j drawn from well behaved class distributions, yielding pairwise margin estimates m ij . Assume a continuous nondegenerate margin distribution exists. Then the distribution for the minimal values of the margin distance for x i is given by a Weibull distribution.
Proof. Since the Fisher-Tippett Theorem applies to maxima, we transform the variables via z = −m ij and consider the maximum set of values −m ij . The assumption of sufficient samples and a well-defined set of margin distances converging to a non-degenerate margin implies that Theorem 1 applies. Let φ be the associated distribution of the maxima of ζ n in Theorem 1. Combining Theorem 1 with knowledge that the data are bounded (−m ij < 0) means that φ converges to a reversed Weibull, as it is the EVT distribution that is bounded from above [34] . Changing the variable back (m ij = −z) means that the minimum distance to the boundary must be a Weibull distribution.
Note that Theorem 2 holds for any given point x i , with each point estimating its own distribution of distance to the margin yielding: Density Function) . Given the conditions for the Margin Distribution Theorem, the probability that x is included in the boundary estimated by x i is given by:
where ||x i −x || is the distance of x from sample x i , and where κ i , λ i are Weibull shape and scale parameters respectively obtained from fitting to the smallest m ij .
Proof. The Weibull cumulative distribution function (CDF)
provides the probability that the margin is at or below a given value, but we seek the probability that x does not exceed the margin yielding the inverse:
The Ψ M model defines a radial inclusion function that is an EVT rejection model where the probability of inclusion corresponds to the probability that the sample does not lie well into or beyond the negative margin. While Ψ M is designed to have zero probability around the margin, half-way to the negative data, the model still supports a soft margin because the EVT estimation uses τ points and hence may cover space with both positive and negative points. However, this does not force the model to include any positive training samples within its probability of inclusion.
B. Coverage Probability of Sample Inclusion
To incorporate positive support into our formulation, the Ψ C model accepts based on positive data, rather than being a rejection model based on negative data in areas of small negative support. This model takes a similar functional form to that of Ψ M , so we can fuse Ψ M and Ψ C under a single decision function. Consider the τ -largest distances to positive points that are within the radius of the nearest negative point -fitting on these values forces an upper bound on a positive tail which allows us to re-invoke Theorem 1.
Theorem 3 (Coverage Distribution Theorem). Assume we are given positive sample x i , nearest negative sample x k , and sufficiently many positive samples x j , with pairwise unique
Then the distribution of largest c ij will follow a reversed Weibull distribution.
Proof. Distances c ij are bounded from above by ||x k − x i ||. This fact, along with the assumption that the largest of sufficiently many distance samples are under consideration guarantee the existence of a limiting sequence (a n , b n ) in Theorem 1. ||x k − x i || serves as an upper end point on the distribution, yielding a reversed Weibull distribution.
From Theorem 3, we can derive Ψ C , which is similar in functional form to Ψ M : Density Function) . Given the conditions for the Coverage Distribution Theorem, the probability that x is included in the boundary estimated by x i is given by:
where ||x i − x || is the distance of x from sample x i , and where κ i , λ i are reversed Weibull shape and scale parameters respectively obtained from fitting to the largest c ij .
Proof. Theorem 3 states that a reversed Weibull CDF F R (||x − x i ||; κ i , λ i ), with shape and scale parameters κ and λ obtained by fitting on the distances to farthest positives from x i nearer than the nearest negative, will yield the probability that a positive point will have been seen at distance d ≤ ||x − x i ||, given that it is closer than the nearest negative point 2 . However, we wish to obtain the probability that a point from the same class as x i has not been seen within distance d, and thus we need to "cover" it. This probability is equivalent
C. Decision Function
We have two models for a given point: Ψ M and Ψ C , but how do we decide which one to use or how to fuse them? Crossvalidation is nontrivial for two reasons: First, it introduces additional computation, thus hindering scalability. Second, it does not let us reason beyond the error of the validation set, which gives little indication that the model will generalize in the presence of unknown classes or when classes are incrementally added later on. Fortunately, because Ψ M and Ψ C have similar functional forms, we can easily fuse them. Since a reversed Weibull PDF is a reflection of a Weibull PDF at the same scale and shape, we can decide whether to use Ψ M or Ψ C via a comparison of the respective scale parameters. We let the overall probability of sample inclusion be:
Taking the model with larger scale gives us a principled choice of Ψ C or Ψ M in the following respect: Ψ C only defines the distribution of points closer than the nearest negative, so we expect its scale to be small. If Ψ M predominantly falls in the space governed by this distribution, then Ψ M is spiky, suggesting poor coverage of positive data. In this case, we leave the classification decision to Ψ C . Otherwise, we trust the support of the learnt margin distribution. Now, consider the probability that a query point x is associated with class C l , i.e.,P (C l |x ) = argmax {i:yi=C l }Ψ (x i , x ;κ i ,λ i ). GivenP , we compute the open set multi-class recognition result for x . Let threshold δ on the probability define the boundary between the set of known classes C and unsupported open space [9] so that the final classification decision is given by:
A slight generalization of the decision function in Eq. 4 is to average over the k-largest probabilities for each class. For all experiments in Sec. V a k value of 4 was used. This value was obtained by a 3-fold cross-validation over the LETTER training set [35] , choosing k from {1, 4, 10}. In practice, however, we found that k = 1 and k = 10 were less than a percentage worse in accuracy, so the choice of k is relatively inconsequential.
IV. EVM FORMULATION
With the Ψ-models derived in Sec. III, we can develop an algorithm that is not only advantageous for open world recognition, but is also useful for limiting trained model size and obtaining favorable scaling characteristics. The pseudocode for this algorithm is provided in the supplemental material for this paper. Corresponding source code will be made available after this paper is published.
A. Model Reduction
Keeping all Ψ-models and associated data points results in larger models and longer classification times as dataset sizes increase, which is undesirable in both incremental and resource constrained scenarios. The success of sparse classification algorithms in other problem domains (e.g., SVM) suggests that we can strategically discard many redundant x i ,Ψ(x i , x ,κ i ,λ i ) pairs within a class C l of N l training points with minimal degradation in classification performance. Intuitively, if many points that characterize the class in question are sufficiently close to one another compared to points from negative classes, then we expect redundancy in their Ψ responses. By thresholding on a minimum redundancy probability, we can select a subset of points that characterize the class. While many strategies can be used for this selection, we wish to select the minimum number of points required to cover the class. We can formulate this strategy as a minimization problem: Let x i be a point in the class of interest andΨ(x i , x ,κ i ,λ i ) be its corresponding model. Without loss of generality, let x j be another point in the same class with modelΨ(x j , x ,κ j ,λ j ). Let ς be the probability threshold above which to designate redundancy of the pair
is redundant with respect to x i ,Ψ(x i , x ,κ i ,λ i ) . Finally, let I(·) be an indicator function such that
If x i andΨ(x i , x ,κ i ,λ i ) are retained, they become extreme vectors defining the final model. We can then express our optimization strategy in terms of the following objective function:
The constraint (Eq. 7) requires that every x i ,Ψ(x i , x ,κ i ,λ i ) pair be covered by at least one other pair. Note that the implicit binary constraint in the range of I(·) makes the optimization an integer linear programming (ILP) problem. In fact, the formulation in Eq. 6 and Eq. 7 happens to be a special case of Karp's Set Cover problem. We can see this by defining a coverage set of indices s i ≡ {j ∈ {1, .., N l }|Ψ i (x i , x j ,κ i ,λ i ) ≥ ς} for each x i ,Ψ i (x i , x ,κ i ,λ i ) pair and a universe U = {1, .., N l }. The objective of the Set Cover problem is then to select the minimum number of sets that contains all elements of U . While Set Cover is NP-hard, we employ the greedy approximation described in [36] that offers a polynomial time (1 + ln(N l )) approximate solution (cf. Theorem 2 in [36] ). We selected this algorithm because it offers the smallest error bound for any polynomial time approximation. The greedy approximation entails selecting the sets of highest cardinality at each step. The upper bound in approximation error is (1 − o(1)) · ln(N l ), where N l is the cardinality of the universe of set elements. Note that with the model fitting, an outlier is generally "covered" by a point from another class (see Fig. 1 ), and such outlier points are also unlikely to "cover" many other points. Thus, outliers are added to the coverage set very late, if at all. This is not an ad hoc assumption; it is an outcome of the process of minimizing the number of points that cover all examples. Like the inherent softness of the margin, this is an inherent part of the model-reduction approach that follows from the EVT-modeling.
B. Incremental Learning
The EVM accommodates incremental learning as follows: when new data are added, models are acquired for these points by fitting on margins and positives from both old points and the new extreme vectors, and then re-running model reduction. This means that newly added training points may or may not become extreme vectors and new classes can also impact previously learned models and extreme vectors. The efficient model reduction technique discussed in Sec. A-B allows the EVM to limit the size of its models either probabilistically via an explicit selection of ς or by a specific maximum number of extreme vectors in a max-k cover greedy approach [37] (cf. Sec. VI-A). This allows the EVM to scale to many different incremental problems via different modes of operation. In Sec. V-C, for example, we choose a static ς and perform model reduction using this threshold at each training increment for classes to which data get added. While this limits the growth in model size, the number of extreme vectors still increases over time. Bounded optimization would specify a maximum per-class size or maximum total size, recalculating ς at each increment. Alternatively, maximum model sizes could be pre-specified with model reduction performed only when the maximum size is violated. Thus, the EVM is not only an incremental classifier, but it is an incremental classifier whose size can be controlled at each learning increment.
V. EXPERIMENTAL EVALUATION
Evaluation measures and thresholds used in our experiments are introduced in Sec. V-A. Even though the EVM is an open world classifier, which imposes the additional constraint that it must support incremental learning, in Sec. V-B we first evaluate its performance in comparison to other classifiers on an open set protocol for the standard machine learning LETTER dataset [12] . This allows us to assess any tradeoffs required to support incremental learning atop of open set recognition. In Sec. V-C, we then compare the EVM's open world capabilities with the existing state-of-the-art algorithm by evaluating it on the only published open world benchmark -the partition of the ImageNet dataset introduced in [5] .
A. Evaluation Measures
To be consistent with previous work [5] , [9] , [12] , We assess performance in terms of F1-Measure. Like Scheirer et al. [9] , [12] we dynamically threshold open space as δ =
, where C R is the number of classes to be recognized, C T is the number of classes used in training, and C E be the number of classes used in evaluation (testing). We evaluate model compactness in terms of the vector ratio, defined as VR = # points retained by model total # trainin points . The VR is a scaled form of the support vector ratio introduced by Vapnik to provide an approximation of generalization error [38] , [39] . This allows us to compare the scalability of our EVM models to that of nonlinear open set SVM models [12] .
B. Multi-class Open Set Recognition Experiments
We replicated the OLETTER protocol in [12] by randomly selecting 15 distinct labels as known classes during training and adding unknown classes by incrementally including subsets of the remaining 11 labels during testing. We repeated this process over 20 folds to calculate averages and error bars. Fig. 2 shows results for all of the evaluated algorithms, including the open set-specific W-SVM [12] , which is currently the best performing algorithm in the literature for this problem. Results for Nearest Neighbor (NN) classifiers with CAP probability estimation [12] , and 1-vs-Rest RBF SVMs with Platt's probability estimator [40] are also shown. Other calibrated models assessed in [12] performed significantly worse and are not shown. We selected RBF parameters for the SVMs via 5-fold cross validation on the training dataset, using a grid of C = 2 −5 , 2 −3 , ..., 2 15 and γ = 2 −15 , 2 −13 , ..., 2 3 , consistent with [41] .
The EVM performs comparably to the W-SVM, and outperforms all other algorithms. The W-SVM is certainly a viable algorithm for this dataset, but its slight advantage comes at a greater cost than the EVM, requiring two trained SVM models (one 1-class and one binary) for its operation. The vector ratio for this experiment is computed for models trained on all 26 classes. For the evaluation in Fig. 2 , the EVM's vector ratio is an order of magnitude smaller than that of any of the SVM models, indicating that for the chosen ς (0.5), fewer than half of the training data points were included as extreme vectors. The number of support vectors in the SVM models is greater than the number of points in the training set. This is due to redundancy in support vectors kept in the multi-class regime. Although Platt-Calibrated SVM model processing and storage costs can be reduced by caching duplicated support vectors (at the cost of some overhead and code complexity), the computational savings is less feasible for the W-SVM, since it uses different SVM models with multiple kernels. This is because different RBF kernels require different computations even if they are centered on the same point. Also, for the EVM, and unlike the W-SVM, we can easily obtain a lower vector ratio while minimizing any degradation in accuracy. We analyze this tradeoff in Sec. VI-A. Finally, we would like to mention that, apart from the EVM, none of the classifiers whose performance is depicted in Fig. 2 support incremental learning.
C. Open World Recognition Experiments
Open world recognition [5] consists of three phases: one initial training phase, followed by alternating phases of open set recognition and updates to incorporate newly labeled data into the model. We compared with the state-of-the-art NNO algorithm [5] on a benchmark protocol, which uses an open world partition of ImageNet introduced in [5] . It consists of an initial training phase for 50 classes, performing classification with 0, 100, 200, and 500 unknown classes in the test set. At each increment another group of 50 classes is added, and classification is again performed under 0, 100, 200, and 500 unknown classes. We used a 4,096-dimensional feature space derived from the penultimate layer of AlexNet [42] for both the EVM and NNO algorithms. For training and testing, we used the ILSVRC2014 training and validation partitions respectively. For consistency with [5] , we selected an NNO rejection threshold via 3-fold cross-class validation on the training set.
Results of the open world evaluation after initial training and two incremental updates are shown in Fig. 3 . We see that the EVM performs comparably to or better than the NNO algorithm. The same effect holds true in the closed set incremental learning case shown in Fig. 4 . Despite the narrowing gap between F1-measures at later increments, for classes was performed, then classes were incrementally added in groups of 50. Open set results are shown for the EVM and NNO algorithms after initial training (Initial) and after two increments (150). The EVM substantially outperforms the NNO algorithm after the initial training increment. After two additional training increments (NNO-150 and EVM-150) the performance between the models is comparable. Tailsize and cover probability hyperparameters of τ = 40 and ς = 0.99 were selected by three-fold cross validation on non-test data.
the first increment, we see that NNO performance degradation is noticeably steeper than that of the EVM. Even when 75% of classes are learned incrementally, which is a liberal estimate for realistic use cases, the EVM still outperforms NNO. The vector ratios confirm that EVM scales for this problem.
VI. DISCUSSION
Open world problems are often very large scale and therefore resource constrained. In Sec. VI-A, we show how EVM model reduction can be optimized under fixed resource constraints, while in Sec. VI-B we discuss model scalability.
A. Model Reduction vs. Budgeted Optimization
The model reduction strategy that we employed in Sec. V of selecting a threshold on ς and running the Set Cover algorithm is a very simple way to increase efficiency at classification time and achieve a compact representation of the training set. In practice, however, what constitutes a "good" redundancy threshold is often tied to the computational, storage, or time "budget" of the problem at hand. We refer to this as the budgeted optimization problem in which the objective is to keep the largest model that computational requirements afford us. We can perform this selection via a binary search for ς, for which the optimization, given a target budget, most closely returns the requested number of extreme vectors. Since the greedy optimization selects extreme vectors in order of their coverage, we can easily retain only the most important of these extreme vectors. This allows EVM classifiers to be approximately portable across many device types of heterogeneous computational capabilities.
We performed an evaluation of this technique on the closed set LETTER dataset, using all points in the training set (ς = 1.0), which yielded a base accuracy of 96%. Reducing to 10% of the training points (ς = 0.008) yielded an accuracy of 92%. Using 40% of the data (ς = 0.186) or 50% of the data (ς = 0.492) yielded comparable accuracies to using all points. This suggests that budgeted optimization is quite effective for Fig. 4 . Performance of the EVM and NNO [5] algorithms for incremental closed set recognition. Initial training considered 50 classes, and was followed by an incremental addition of classes, 50 at a time. Probabilistic model reduction was performed at each increment. After the initial training phase, and after the first increment, the EVM dramatically outperforms NNO. The EVM has comparable performance to the NNO algorithm at the second and third increments. Model reduction, indicating scalability for this experiment, is reported in terms of vector ratio (VR) for each increment. Tailsize and cover probability hyperparameters of τ = 40 and ς = 0.99 were selected by three-fold cross validation on non-test data.
classifier compression/portability, and that ς can assume a very wide range with minimal impact on classification performance.
B. Computational Efficiency and Scalability
Much of the EVM's training procedure can be performed independently on a class-by-class basis, making the algorithm well suited for a cluster or GPU implementation. Each statistical fit, made via Maximum Likelihood Estimation, is fast and constant in time. While each point requires two Ψ models to be fit on a subset of nearby points, our implementation reduces complexity by using two space partitioning k-d trees [43] per class: one consisting of positive points, and one of negative points. k-d tree queries can be performed in parallel and are O(logN ) each, where N is the total number of points in the training set at a given increment. k-d tree construction, which can only be parallelized at the class level is O(N logN ), where N is the total number of training points. Model reduction is O(N 2 l ), where N l is the number of points in class C l . These reductions can be parallelized at the class level. For each of the experiments in Sec. V, the base model reduction time was a very small fraction of the overall training time (in most cases < 1%). While the EVM may appear to be highly parameterized, the Weibull scale and shape parameters are purely data derived and are automatically learnt during training. The only hyperparameters are τ and ς, where τ affects accuracy, while ς affects model size. This is precisely the same number of hyperparameters associated with a Gaussian RBF SVM. However, we found that ς can take on a broad range of values with minimal impact on performance, and in many cases a grid search need not be performed (cf. Sec VI-A for an example). Thus, only one EVM hyperparameter needs to be tuned in many cases.
VII. CONCLUSION
Readers may find it interesting to note that when κ = 2, the functional form of Eq. 1 is the same as that of a Gaussian RBF, and when κ = 1 it is the same as that of an exponential or Laplacian RBF. While these κ values can occur in practice, κ assumes a much broader range of values than just these two shape parameters. Alternatively, if one approximates Eq. 1 by a weighted sum of Gaussians (or Laplacians) we have two different ways of viewing a Gaussian (or Laplacian) RBF algorithm as an approximation to a Ψ-model. While the Ψ-model parameters vary in scale / shape with the bandwidth / density of the data set, in a Gaussian approximation the number of kernel elements and / or the accuracy of approximation must vary spatially. The EVM requires the fewest points for the margin distribution and its Ψ-model. For the EVM, we do not make an ad hoc assumption of a kernel trick nor a post hoc assumption of a particular kernel function; the functional form of the Ψ-model is a direct result of EVT being used to model input space distance distributions.
The Weibull fitting ensures that a small number of mislabeled points or other outliers will not cause the margin estimated from the Weibull to be at that location. If the fitting includes more distant points, the Ψ-model will broaden in scale/shape providing a naturally derived theory for the "softness" in its margin definition. However, the overall optimization with Set Cover currently lacks a parameter to adjust the risk tradeoff between positive and negative classes. Future directions of research may include directly extending the EVM by obtaining a better parameterized soft-margin during Set Cover, perhaps by adding weights to balance soft-margin errors and formulating the problem in terms of linear programming. Another potential extension would be to incorporate margin weights in a loss function in an SVM-style optimization algorithm.
APPENDIX A ALGORITHM DETAILS
In this section we provide the details of the algorithms presented in the main text of the paper. Exploitable parallelism is discussed in the main text, but here we omit it for clarity. The process of training the EVM is provided in Alg. 1.
For brevity we adopt an array notation. Let Ψ M [i] refer to Ψ M (x i , x , κ i , λ i ) in the main text of the paper. Similarly, let
.λ to refer to λ i , and Ψ M [i].κ to refer to κ i . We apply a similar convention for Ψ C . We treat Ψ C and Ψ M as ephemeral variables for iteration l, andΨ l as permanent models for class C l .
On lines 3 and 4, k-d trees K M and K C are built from negative and positive points with respect to a given class. On lines 5 and 6, these trees are passed to the Fit Ψ C and Fit Ψ M routines, which are detailed in Algs 2 and 3. They return radial inclusion functions for all points. In the for loop on line 7, either Ψ M [i] or Ψ C [i] is assigned toΨ[i] according to the scale parameter rule in Eq. 3 of the main text. The resultant inclusion functions and points,Ψ[i], are then passed to the Reduce function in line 14, which yields the extreme vectorsΨ l for the given class C l . This concludes training for C l . Once the outer for-loop (line 2) has completed, this concludes training for all classes. Note that this for loop can be trivially unrolled and parallelized, which we did to conduct the experiments of this paper.
Algorithm 1 EVM Training 1: function TRAIN EVM(X,y,τ ,ς) X and y are data and labels for all classes C.
2:
for C l ∈ C do Negatives N l and positives P l are derived from X and y. 
Reduce is a proxy for either of the routines in Alg. 3, which returns the indices of the models to keep. 15: end for 16: end function 
A. Ψ-Model Fitting
The process of model fitting for Ψ C and Ψ M is shown in Alg. 2. The first function for fitting Ψ M takes positive class data x, tailsize τ , and a space fracturing k-d tree containing negative points (KDT M ) as arguments. The use of the kd tree reduces the complexity of each margin tail retrieval from O(N logN ) to O(τ logN ), where N is the total number of points. This analysis assumes that negatives dominate the majority of the total points, which is a valid assumptions for the datasets that we used in the main text of this paper.
The method call KDT C .query(x i , τ ) (line 3) returns τ distances to negatives closest to x i . The vector division by two normalizes these distances to margins. Note that the choice of a k-d tree is incidental to the algorithm and can be replaced with other space fracturing data structures (e.g., Ball-trees, VP-trees, proximity graphs). The method Weibull fit low (line 4) performs a maximium-likelihood Weibull fit on the tail of the distribution and returns the Weibull parameters used in Corollary 1 of the paper.
The second function in Alg. 2 performs the Ψ C fit and takes an additional argument, KDT C , which is a k-d tree containing positive points. The query radius method call on the k-d tree returns all distances from x i to positive points distances within the radius of the nearest negative point. Assuming that at least τ positive distances are retrieved, the farthest τ of these distances are used as the tail (T ) for the Weibull fit (line 13). Otherwise the nearest positive point distances with respect to the reference point are retrieved (line 15). A reversed Weibull fit is then performed on the resulting T (line 17), yielding the parameterization for the Ψ C model.
We perform both fits in Alg. 2 (lines 4 and 17), using the Meta-Recogntion library provided by Scheirer et al. [20] . Notice that the loop iterations in both Ψ C and Ψ M fitting for i = 1 to N do 10:
D ← KDTM .query(xi, 1)
Nearest neg. dist.
11:
T ← KDTC .query radius(xi, D) 12: if length(T ) ≥ τ then 13: T ← T ail functions are independent and can be performed in parallel.
B. Model Reduction
As discussed in the main text of the paper, several model reduction techniques can be employed. Two of these model reduction routines are shown in Alg. 3. The Probablistic Reduction function does not guarantee a predefined model size. However, the Fixed-Size Reduction function does guarantee a predefined model size, and is therefore a form of budgeted optimization.
Probablistic Reduction takes three parameters: An array of Ψ-modelsΨ, an array of positive data points x, and a cover probability threshold ς. The function returns indices of data points and Ψ-models to be kept. In line 2 a matrix of pairwise distances between all positive points is obtained. Point indices j are then inserted into respective subsets S i if Ψ i (x j ) ≥ ς (lines 3-11). By design, every subset contains at least one point (i ∈ S i ). A greedy approximation to the Set Cover solution for a universe U of N points with N corresponding subsets is then used to select extreme vectors (lines 4-10). Approximation bounds for this algorithm are discussed in the text of the paper. The distance computations and probability evaluations are trivially parallelized. The greedy Set Cover approximation is iterative and cannot be parallelized, but takes a negligible fraction of overall computation time.
The Fixed Size Reduction routine takes as arguments a fixed number of points, N max , to constitute the cover, as well as δ P , a probability threshold by which to truncate the search for an "optimal" ς. The function performs a bisection on ς to obtain the Set Cover that returns the set of extreme vectors of cardinality N C closest in size to N max with the additional constraint that N C ≥ N max . Upon finding the "optimal" ς, the N max extreme vectors of highest coverage from the greedy Set Cover thresholded on ς are returned. The model reduction functions are called once for each class during training (cf. for i = 1 to N l do 5:
for j = 1 to N l do 6: if U = {1, ..., N l } Universe.
12:
C ← {} Covered elements. 13: ind ← [] Cover indices. 14: while (C = U) do 15: I ← argmax i (Si − C) 16 :
C ← C ∪ SI 17: ind.append(I) if C1 then 34: ςmax ← ς 35: else 36: if C2 or C3 then 37: ςmin ← ς Alg. 1).
