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Actor grammars were introduced by Janssens and Rozenberg (1987) as a formal model for actor 
systems. In an actor grammar, configurations of an actor system are represented by graphs, and the 
dynamic behavior of an actor system is described by graph rewriting. In this way, the problem of 
understanding the dynamic evolution of configurations in an actor system is translated into the 
problem of understanding the rewriting processes of an actor grammar. The structure of these 
rewriting processes is investigated by Janssens and Rozenberg (1989, 1990). The present paper 
continues the research on this topic; more precisely, it is demonstrated that the notion of a structured 
transformation, introduced by Janssens and Rozenberg (1989), arises in a natural way from the 
notion of a subcomputation, introduced by Janssens and Rozenberg (1990). All required notions 
about actor grammars are introduced in the paper. 
0. Introduction 
Actor grammars were introduced in [6] as a formal model for actor systems, aimed 
at providing a formal tool for the implementation of actor systems on a parallel 
computer. 
Actor systems were introduced in [4, 51 as a model of concurrent computation. An 
actor system consists of a set of active objects, called actors. These actors communic- 
ate by asynchronous message passing, and an atomic event of an actor system is the 
processing of a message by an actor. An event may result in the creation of new actors 
or messages, and in updating the information present in the actor involved. For more 
information about actor systems, we refer, e.g., to [l]. 
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In an actor grammar, a configuration (a snapshot) of an actor system is represented 
by a graph, called a configuration graph; the behavior of the system is modeled by 
transformations of configuration graphs. These transformations are obtained by 
applying graph grammar productions of a suitable form. An application of a produc- 
tion in an actor grammar (called a primitive rewriting) represents an atomic event of 
the actor system. Hence, the model yields an explicit description of actor configura- 
tions and their run-time evolution. 
In this approach, the problem of executing a given program is reduced to applying 
productions of a given set to configuration graphs. The rewriting process is unrestric- 
ted, in the sense that arbitrary nonoverlapping occurrences of the left-hand sides of 
productions may be rewritten concurrently; there is no need for further synchroniz- 
ation or locking mechanisms. Hence, one should clearly distinguish between actor 
grammars and hybrid system descriptions such as GARP (see, e.g., [3]), where one 
uses a textual representation of sequential system components together with 
a graph-rewriting system. In that approach the graph-rewriting is used as a tool for 
describing the communication topology of the system; the execution of a program is 
driven by the execution of the sequential components rather than by the graph- 
rewriting system itself and, moreover, the graph rewriting process is restricted by the 
requirement that, when a node is rewritten, all its neighbor nodes must be locked. 
Obviously, providing a set of productions such that the corresponding rewriting 
processes result in a specified set of graph transformations is not necessarily an easy 
task. To facilitate reasoning about rewriting processes of actor grammars, a number of 
formal tools have been introduced and some relevant properties have been shown in 
[7,8]. This paper reviews briefly some of these results and presents some more 
research in this direction. 
A first issue considered is related to the order in which primitive rewritings occur in 
a rewriting process. Since, in general, one cannot assume to have information about 
the relative speed of processors in a parallel system, the use of actor grammars as an 
implementation tool would lose much of its value if the graph transformation 
resulting from a rewriting process would be dependent on the order in which the 
rewritings are carried out. It turns out that this order is indeed irrelevant for rewriting 
processes of actor grammars. To show this, the notion of a computation graph is 
introduced. A computation graph represents the causal relationship between the 
elementary actions (the primitive rewritings) of a rewriting process in the same way as 
the causal relationship between firings of transitions is represented by the processes of 
a Petri net. It is demonstrated that the graph transformation resulting from a rewrit- 
ing process depends only on this causal structure (i.e., for a given initial graph, the 
graph resulting from the rewriting process can be constructed from the computation 
graph). Based on the notion of a computation graph, the notion of a computation is 
introduced: a computation is a pair (g, C) such that C corresponds to a rewriting 
process with initial graph g. One may view C as a description of a rewriting history 
that starts from g. Hence, a computation describes a run of the system. We review 
some results from [S] concerning the composition of computation graphs and 
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computations, and the construction of intermediate graphs of a computation (con- 
structing the graph resulting from a computation is a special case of this). 
A second issue considered is related to the problem of designing actor grammars in 
a modular way. Intuitively, in writing an actor grammar, one would like to have a way 
of refining productions: consider a set P of actor productions and an occurrence of 
a production rr in a computation (g, C). It would often be useful to view that 
occurrence of 71 as the effect of a computation (g’, C’), where the productions 
occurring in C’ belong to a set P’. Then P’ may be viewed as a subprogram, and the 
occurrence of 71 in C as a call of P’ by P. Hence, one would like to view the external 
effect of the computation (g’, C’) as a production 7~. It is shown that this is indeed 
possible for actor grammars. To this aim, we introduce the notion of a structured 
transformation: a structured transformation is an actor production of a special form. 
It is shown that, for each computation, a corresponding structured transformation 
can be constructed. Then it is demonstrated that this construction corresponds to 
a suitable notion of equivalence of computations: two computations are considered 
equivalent if they can be substituted for each other in any context (i.e., in any larger 
computation) without changing the corresponding graph transformation. This notion 
of equivalence of computations is called external equivalence. It is shown that two 
computations are externally equivalent if and only if they correspond to the same 
structured transformation. 
The paper is organized as follows. The basic mathematical terminology and 
notation is given in Section 1. In Section 2 we introduce actor productions, and the 
way they are used to transform graphs. In Section 3 the notion of a computation 
graph is introduced, as well as the notions of a subcomputation graph and the 
composition of computation graphs. In Section 4 the notions of a computation and 
a subcomputation are introduced, and the relationship between computations and 
intermediate graphs is investigated. Furthermore, the set of all computations corres- 
ponding to a given set of actor productions is characterized. In Section 5 the notion 
of external equivalence of computations is defined, and it is shown that computations 
are externally equivalent if and only if they correspond to the same structured 
transformation. 
1. Preliminaries 
In this section we recall some basic notions and terminology concerning graphs and 
sets. 
(1) Let A be a set and let R c A x A. Then R* denotes the reflexive and transitive 
closure of R. The relation R is antisymmetric if, for each x,y~A such that x#y and 
(x,Y)ER (Y, $$R. 
(2) Let A and B be sets. Then A -B denotes the difference of A and B. 
(3) Let C and A be sets. A (C, A)-labeled graph is a system g = (V, E, c$), where V is 
a finite nonempty set (called the set of nodes of g), Es V x A x V(called the set ofedges 
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of g), and C$ is a function from V into C (called the node-labeling function of g). For 
a (2, d)-labeled graph g, its set of nodes, its set of edges and its node-labeling function 
are denoted by Nd(g), Ed(g) and c$~, respectively. 
(4) Let g be a (Z, d)-labeled graph and let uENd(g). Then (‘v), and (u’), denote the 
sets defined by 
(‘v),= (xENd(g) 1 (x, 6, u)EEd(g), for some &A}, 
(u’&= {xENd(g) 1 (v, 6, x)EEd(g), for some SEA} 
When it is obvious which graph g is intended, then we often write l U and U* instead of 
(‘v& and (v’),, respectively. 
(5) Let g be a (1, d)-labeled graph. A directed path in g is a sequence (x1, . , x,) 
such that n31 and, for each i~{l,..., n-l}, (Xi, 6, xi+l)EEd(g), for some SEA. The 
path (x1, . . . , x,) is a path from x1 into x,. For a set XcNd(g) such that x,EX, 
(x 1, . . . . x,) is a path into X. 
(6) Let g and h be (C, d)-labeled graphs. An isomorphism from g onto h is a bijection 
l:Nd(g)-+Nd(h) such that 4s=@ho5 and Ed(h)={([(x),& <(y))I(x,&y)~Ed(g)}. 
The graphs y and h are isomorphic if there exists an isomorphism from g onto h. Note 
that an isomorphism as defined here preserves labels. 
(7) Let g be a (C, d)-labeled graph, X a set and 4 : Nd(g)-+X an injective function. 
Then t(y) denotes the graph k such that Nd(k) is the range of 5, Ed(k)= 
{(ir(x), 4 r(y))l(x, 6, y)EEd(g)}, and &=&~ir. 
(8) Let g and h be (Z, d)-labeled graphs. Then h is a subgraph of g if Nd(h) E Nd(g), 
Ed(h)zEd(g) and &, is the restriction of c$~ to Nd( h). For a subset A of Nd(g), the 
subgraph of g induced by A is the graph 
(A, Ed(g) n(A x d x A), 4’), where 4’ is the restriction of 4, to A. 
(9) Let g and h be (C, d)-labeled graphs. If, for each xcNd(g)nNd(h), 49(x)=&h(~), 
then guh denotes the graph (Nd(g)uNd(h), Ed(g)uEd(h), c$), where the function 
#:Nd(g)uNd(h)-+C is such that 4, is the restriction of C$ to Nd(g) and & is the 
restriction of C#J to Nd(h). The graphs g and h are disjoint if Nd(g)nNd(d)=@ 
2. Actor productions 
In this section we introduce briefly the notion of an actor production, and we define 
the way in which actor productions are used to transform graphs. In [668] it is 
demonstrated that actor productions can be used to model transformations of 
configurations in actor systems. To this aim, a configuration of an actor system is 
represented by a graph. Such a graph is called a configuration graph; both actors and 
messages are represented by nodes, and references to actors are represented by edges. 
The relationship “has been sent to”, between messages and actors, is represented by 
edges that are labeled by a special symbol. An atomic event (the processing of 
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a message by an actor) corresponds to an application of a production to a configura- 
tion graph. Since several atomic events can occur concurrently in an actor system, 
several subgraphs of a configuration graph can be replaced concurrently in an actor 
grammar. Each of these subgraphs contains two nodes: a node representing an actor 
and a node that represents a message that is processed by that actor; these nodes are 
connected by an edge labeled by the special symbol. Consequently, in [S-S], only 
productions having a left-hand side of a very restricted form were considered. Those 
restrictions, however, are not relevant for this paper and, therefore, we consider actor 
productions where the left-hand side is an arbitrary graph. Moreover, in this way it 
will be possible to view the effect of a rewriting process as an actor production. 
Throughout this paper, we assume that C and d denote fixed, but arbitrarily 
chosen, sets. 
The notion of a (C, d)-actor production is formally defined as follows. 
Definition 2.1. A (C, A)-actor production is a 4-tuple (y, h, Emb, Zden) such that g, h are 
(C, d)-labeled graphs, EmbG(Nd(g) x A) x (Nd(h) x A), and Zdenc Nd(g) x Nd(h). 
For a (C, d)-actor production r=(g, h, Emb, Iden), the graphs g and h are denoted 
by in(x) and res(x), respectively. The relations Emb and Iden are called the embedding 
relation and the identljication relation of rc, respectively. They are denoted by Emb, and 
Iden,, respectively. 
Example 2.2. Let .Z= {a, b, c, d} and d = {z, /I, ;‘, 6). Let the relations Emb,, Iden,, 
Emb, and Iden,, be defined by 
Emb,=(((u3,6), (~3, zc)), ((US, 4, (~3, a))), 
Iden,={(u2, w)}, 
and let in(n), res(z), in(v) and res(v) be the graphs depicted in Fig. 1. Then rr and v are 
(C, d)-actor productions. 
Informally speaking, a (C, d)-actor production (g, h, Emb, Iden) can be used to 
rewrite a graph k in the following way. First, one removes an occurrence g’ of g in 
k (we consider only isomorphic occurrences) and replaces it by an occurrence h’ of h. 
The relations Emb and Iden are used to transform edges of k incident with nodes of g’ 
into edges incident with nodes of h’: ((x, 6), (u, p))EEmb means that outgoing d-labeled 
edges incident with the node corresponding to x are transformed into outgoing 
p-labeled edges incident with the node corresponding to U, and (y, w)EZden means that 
incoming edges incident with the node corresponding to y are transformed into 
incoming edges incident with the node corresponding to w. Hence, Emb specifies how 
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Fig. 1 
the source part (x, 6) of an edge (.x, 6, y) is transformed, and Zden specifies how its 
target part y is transformed. Formally, one has the following definition. 
Definition 2.3. Let P be a set of (I, A)-productions, and let g and h be (C, A)-labeled 
graphs. Then y derives k in P if and only if there exists an integer k30, (C, A)- 
productions IZ, , , X~E P and, for each in { 1, . . , k), a subgraph yi of g, an isomorphism 
yli: in(q)+gi, a subgraph hi of h, and an isomorphism li: res(ni)+hi such that the 
following holds. Let 
R=Nd(g)- ~ Nd(gi). 
i=l 
(1) 
(2) 
(3) 
(4) 
The graphs gr , . , gk are pairwise disjoint and the graphs g, hI , . , h, are pairwise 
disjoint. 
Nd(k)=RV(IJf=, Nd(ki)). 
For each XER, c&(x)= 4,(x). 
Let the relations Ss(Nd(g) x A) x (Nd(k) x A) and TE Nd(g) x Nd(k) be defined by 
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s= i, (((Yi(-x)s 6), (t'it"), I*)) I(Cx, 6), t”, P)JEEmb,) 
i=l 
u {((x, 6), (x, 6)) I XER and 6~dj, 
T= fi {(Vi(X), [i(U)) / (x, ~)~Iden, > u {(x, x) 1 XCR}. 
i=l 
Then Ed(h) is defined by 
Ed(h)= 5 Ed(l?i)u ((~1, I*, w) / there exists an edge (x, 6, y)~Ed(g) 
i=l 
such that ((x, 6),(u, ~))ES and (y, w)ET}. 
The situation is illustrated by Fig. 2. 
Whenever we want to express the precise way in which h is obtained from y, then we 
write that g derives h using (TC~, . . . . Q; gl, . . . . gk; ql, . . . . qk; hl, . . . . h,; tl, . . . . &). 
An actor grammar is a pair consisting of a set of (1, d)-labeled graphs Init and a set 
of (C, d)-actor productions P. The graphs of Init are used as initial graphs of rewriting 
processes. 
Throughout the rest of the paper, we assume that P denotes a fixed, but arbitrarily 
chosen, set of (Z, d)-actor productions. Furthermore, N denotes the set 
We often write “actor production” instead of “(1, d)-actor production”. 
3. Computation graphs 
In this section we recall the notion of a computation graph, introduced in [S]. We 
also introduce the notion of a subcomputation graph and define operations for the 
composition of computation graphs. 
A rewriting process of an actor grammar is described by a pair of graphs (g, C). The 
first component y is the initial graph of the process. The second component is 
a directed acyclic graph that represents the rewriting history of the process: it specifies 
which productions are applied, and to which nodes. Such a directed acyclic graph is 
called a computation graph. A computation graph has two kinds of nodes: nodes 
representing primitive rewritings (applications of a production to a subgraph), and 
nodes representing the nodes of the graphs that actually occur in the rewriting process 
(these nodes are removed or created in the primitive rewritings of the process). Hence, 
computation graphs yield a description of rewriting histories similar to the one given 
by processes in Petri nets (see, e.g., [9]). In fact, place/transition nets with unbounded 
places only can be viewed as actor grammars rewriting discrete graphs: places are 
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II 
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represented by node labels, and a marking where place p contains m tokens is 
represented by a discrete graph containing m nodes with label p. 
We first define the notion of a primitive computation graph: a computation graph 
describing a primitive rewriting (an atomic event). Consider a primitive rewriting, 
consisting of an application of a production rc. Then a corresponding primitive 
computation graph C consists of the following: 
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A z-labeled node v. 
A set of nodes describing the “input” of the primitive rewriting. Each such node x is 
connected to v by an edge (x, p, v), where p is the node of in(z) corresponding to x. 
Hence, informally speaking, p specifies the role that x plays in the primitive 
rewriting. The node label of x is the node label of p in in(z). 
A set of nodes describing the “output” of the primitive rewriting. Each such node 
u is connected to v by an edge (v, t, u), where T is the node of res(rc) corresponding to 
U. Hence, informally speaking, z specifies the role that 1.4 plays in the 
rewriting. The node label of u is the node label of T in res(rc). 
primitive 
The notion is formally defined as follows. 
Definition 3.1. Let XEP. A (Pu C, N )-labeled graph C is a z-primitive 
computation graph if and only if there exists a node vend and bijective 
I?: Nd(in(7r))+‘v and t: Nd(res(z))+a’ such that 
(1) Nd(C)=‘vu{v}uv’, ‘vnv’=@ and v$‘ouo’, 
(2) &(r) = n, 4c 3 YI = $in(a), 4~ 3 t = hestn), and 
(3) WC)= { (Y(X), x, v) I xENd(in(-n))} 
u{(v, x, t(x))1 xgNid(res(z))j. 
(& 4 P)- 
functions 
Example 3.2. Let rc be the first actor production of Example 2.2. Then the graph C, 
depicted in Fig. 3, is a n-primitive computation graph. 
Remark 3.3. (1) For a given z-primitive (C, A, P)-computation graph C, the functions 
v and r are uniquely determined by C. 
(2) Let C1 and C2 be n-primitive (1, A, Q-computation graphs. Then C1 and C2 are 
isomorphic. 
a b 
c b d 
Fig. 3 
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The nodes of l u and II’ may be viewed as nodes that are actually manipulated 
(removed and created, respectively) in the primitive rewriting corresponding to C. The 
node u, on the other hand, does not correspond to any of the manipulated nodes. Its 
label specifies which production is applied, and the edges incident with u specify how it 
is applied. The nodes of ‘V v v’ are called the object-nodes of C and the node v is called 
the event-node of C. 
We now define the notion of a computation graph. A computation graph may be 
viewed as consisting of a number of primitive computation graphs, glued together in 
object-nodes, in such a way that the resulting graph is acyclic, and that there is no 
branching in the nodes that are glued together. Hence, an event-node is never adjacent 
to another event-node, and similarly, for object-nodes. 
Definition 3.4. A (C, A, P)-computation graph is a (P u C, N )-labeled graph C such that 
(1) for each ueNd(C) such that &(u)EP, the subgraph of C induced by l vv{v} vu’ 
is a n-primitive (C, A, P)-computation graph, where X= 4c(u), 
(2) C is acyclic, and 
(3) for each xENd(C) such that &(x)EC, x is incident to at most one incoming edge 
and at most one outgoing edge. 
Example 3.5. Let P = {rr, v}, where 71 and v are the actor productions from Example 
2.2. Then the graph Cr, depicted in Fig. 4, is a (C, A, P)-computation graph. 
We will often skip the prefix (C, A, P) and write “computation graph” instead of 
“(C, A, P)-computation graph”. We also use the following notions and notation. Let 
C be a computation graph. 
(1) The set of event-nodes of C, denoted by Eon(C), is the set 
and the set of object-nodes of C, denoted by Obn(C), is the set 
(2) Let uEEun(C) and &(v)=rr. 
(2.1) qc,V denotes the bijective function from Nd(in(z)) onto ‘v such that, for 
each xENd(in(z)), (~c,~(x), x, u)EEd(C). Similarly, tc,” denotes the bijective 
function from Nd(res(n)) onto v* such that, for each xENd(res(n)), 
(v, x, tc,“(x))EEd(C). It follows from Remark 3.3(l) that Y~,-~ and tc,v are 
unique. The graphs qc,“(in(z)) and te,“(res(~)) are denoted by inc(v) and rest(u), 
respectively. Hence, inc(u) and yes,-(v) are isomorphic copies of in(rc) and res(z), 
with sets of nodes l V and v*, respectively, and the corresponding isomorphisms 
are qc, c‘ and &, L,, respectively. 
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(2.2) S,,.&(Obn(C) x A) x (Obn(C) x A) and 7”,,sObn(C) x Obn(C) are de- 
fined as follows. 
Sc,l, = {((rlc,,(xh d), (k&G> P) I (CT d)> (u> /-dkEmb,), 
T,,.={h,.(x)~ ~c,v(4)l(x~ 4~JhJ. 
Hence, one may view Sc.V and T,., as local versions (in u) of Emb, and Iden,, 
respectively. 
156 D. Janssens 
(3) Sc~(Obrz(C) x A) x (Obn(C) x A) and rcsObn(C) x Obn(C) are defined by 
sc= 
( 
u &,ou{((x, 6), (x, 6)) I -=OWC) and d~d} 
DE Evn (C 1 1 
* 
, 
* 
Tc = 
( 
u Tc,vu {(x, x) I xEObn(C)) 
) 
. 
vsEvn(C) 
(4) The relation &~Nd(c) x Nd(C) is defined by 
bc= { (x, y)eNd(C) x Nd(C)I there exists a directed 
path from x into y in C]. 
We often write x dc y instead of (x, y)~ Q. Intuitively, x dc y means that either x = y 
or, in the rewriting process corresponding to C, x must be created and removed again 
before y can appear. In this sense, x <,-y means that y is causally dependent on x. 
Obviously, for each xeNd(C), x dc x. 
(5) For each Xc Nd(C), Min,-(X) and Maxc(X) denote the sets of minimal and 
maximal nodes of X with respect to dc, respectively. We write Min(C) and Max(C) 
instead of Minc(Nd(C)) and Max,-(Nd(C)), respectively. 
We will use computation graphs to describe rewriting processes. More specifically, 
a rewriting process will be represented by a pair (y, C), where y is the initial graph and 
C is a computation graph describing a rewriting history: C describes which produc- 
tions are applied, which nodes are removed in each of the primitive rewritings, and 
which nodes are created in each of those rewritings. The sets Min(C) and Max(C) may 
be viewed as the sets of input nodes and output nodes of the rewriting history 
corresponding to C, respectively. It is important to note that, although we describe 
rewriting histories by computation graphs, there may exist computation graphs that 
do not correspond to any rewriting history; i.e., it may be that, for some computation 
graph C, there exists no g such that (g, C) describes a rewriting process. In general, it 
depends on the set of edges of g whether the pair (g, C) is “valid” in the sense that it 
corresponds to a rewriting process. A characterization of the pairs (g, C) that are valid 
in this sense, called computations, is given in Section 4. In the last part of this section 
we introduce some notions that will be useful in investigating computation graphs: 
object-cuts, subcomputation graphs, and the composition of computation graphs. 
We will often be interested in the intermediate graphs that occur in a rewriting 
process. In particular, it will be shown that, if such a process is described by a pair 
(g, C) in the way explained above, then the intermediate graphs correspond to the 
maximal sets of object-nodes of C that are not causally related. Such a set is called an 
object-cut. The notion is defined as follows. 
Definition 3.6. Let C be a computation graph. An object-cut is a set KzObn(C) such that 
(1) for each x, YE K such that x # y, neither x Gc y nor y 6x, and 
(2) for each xENd(C)- K, either there exists a ycK such that x Gy, or there exists 
a YE K such that y dc x. 
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In defining the notion of external equivalence of computations, in Section 5, it is 
useful to consider a rewriting process R, corresponding to a computation graph C, as 
a part of a larger rewriting process R’. This motivates the notion of a subcomputation 
yrupk. Intuitively, a subcomputation graph C of a computation graph C’ describes 
a part of the rewriting history corresponding to C’; hence, C is a subgraph of C’ that is 
itself a computation graph. However, there is a further restriction: the description of 
the rewriting history corresponding to R should be “complete” in the sense that the 
rewriting history corresponding to R’ does not yield other causal relationships 
between nodes of C than those specified by C. Hence, we do not allow that output of 
R is transformed by R’ into input of R. Such a situation would imply that, for some of 
the intermediate graphs h of R, there exists no intermediate graph of R’ that contains 
k as a subgraph. In particular, this would be the case for the initial graph of R. The 
notion of a subcomputation graph is formally defined as follows. 
Definition 3.7. Let C and C’ be computation graphs. C is a subcomputation graph of C’ 
if and only if 
(1) C is a subgraph of C’, and 
(2) Gc= bc.n(Nd(C) x Nd(C)). 
Example 3.8. Let C2 be the computation graph depicted in Fig. 5 and C1 the 
computation graph from Example 3.5. Then Cz is a subcomputation graph of C1. 
Another important issue in the investigation of rewriting processes is their composi- 
tion; we need operations for building large rewriting processes from smaller ones. The 
operations used in this paper are based on operations for the composition of compu- 
tation graphs. We first introduce an operation that corresponds to a two-way 
communication between rewriting processes. Then two special cases are considered: 
concurrent composition and sequential composition. These two operations have also 
been introduced in [S]. 
Let C1 and C2 be computation graphs. Assume that C1 and C2 correspond 
rewriting processes that interact in some way. Then there are two obvious ways 
which this interaction may happen: 
l output of Ci is used as input of Cz, and 
l output of Cz is used as input of C1. 
to 
in 
Hence, since input and output of the rewriting process described by a computation 
graph C correspond to Min(C) and Max(C), respectively, the interaction between 
C1 and C2 can be specified by identifying nodes of Min(Ci) with nodes of Max(C3_J, 
for i= 1,2. Moreover, it is obvious that this identification should not introduce cycles, 
since the composed graph must be a computation graph. 
To avoid irrelevant technical difficulties, we define the operations only for pairs of 
graphs that satisfy certain restrictions (concerning the way they overlap). Replacing 
one of the graphs by an isomorphic copy may lead to a situation where the operation 
is not defined. However, it is clear that, if desired, an abstract version of the operations 
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can be provided (using the methodology of the algebraic approach to graph gram- 
mars; see, e.g., [2]). Formally, one has the following. 
Definition 3.9. Let C, and C2 be computation graphs. C1 and C2 are composable if 
and only if 
(1) Nd(C,)nNd(C,)~(Min(C,)nMax(C,))u(Max(C~)nMin(C~)), 
(2) for each xENd(Cl)nNd(Cz), &,(X)=&~(X), and 
(3) the relation (<cl u Q~)* is antisymmetric. 
Definition 3.10. Let C1 and C2 be computation graphs such that C1 and C2 are 
composable. The composition ofC, and Cz, denoted by C1 VC,, is the graph C1 u C2. 
Example 3.11. Let Cz be the computation graph of Example 3.8 and C3 the computa- 
tion graph depicted in Fig. 6. Then C2 and C3 are composable, and C,O C3 is the 
graph C1 of Example 3.5. 
One easily verifies that the composition operation 0, when applied to composable 
computation graphs, yields a computation graph. Hence, one has the following result. 
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Theorem 3.12. Let Cl and C2 be computation graphs such that Cl and C2 are 
composable. Then Cl 0 C2 is a computation graph. 
Two special cases of the composition operation 0 are of particular interest. 
The first one, called concurrent composition, corresponds to a situation where two 
rewriting processes are put together without interaction: the corresponding computa- 
tion graphs have disjoint sets of nodes. The second special case, called sequential 
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composition, corresponds to a situation where there is a one-way interaction: the 
second rewriting process uses output of the first process, but the first process does not 
use output of the second one. Hence, intuitively, the first process may happen entirely 
before the second one starts. Formally, one has the following definition. 
Definition 3.13. Let C1 and C2 be computation graphs. C1 and C2 are concurrently 
composable if and only if Nd(C,)nNd(Cz)=@ 
Obviously, if Ci and C2 are concurrently composable, then they are composable. 
Definition 3.14. Let C1 and Cz be computation graphs such that Ci and Cz are 
concurrently composable. The concurrent composition of C1 and C2, denoted by 
C1 0 C2, is the graph C,O Cz. 
Definition 3.15. Let Ci and C2 be computation graphs. C1 and C2 are sequentially 
composable if and only if 
(1) Nd(CI)nNd(C,)=Max(C,)=Min(C2), and 
(2) for each xENd(C1)nNd(C2), &,(X)=&~(X). 
Obviously, if C1 and Cz are sequentially composable, then they are composable. 
Definition 3.16. Let C, and C2 be computation graphs such that C1 and C2 are 
sequentially composable. The sequential composition of C1 and C2, denoted by 
C1;Cz, is the graph C10C2. 
It will be useful to extend the notions of concurrent and sequential composition to 
situations where more than two computation graphs are composed. This is done as 
follows. Let n 3 2 and let Ci, . . . , C, be computation graphs. 
(1) C1, ..., C, are concurrently composable if and only if 
/j Nd(Ci)=@. 
i=l 
If c 1, . . . , C, are concurrently composable then the concurrent composition of 
C1, . . . . C,, denoted by C1 0 ... @ C,, is the graph 
(2) Cl, ..., C2 are sequentially composable if and only if, for each iE{ 1, . . . , n}, 
(1) (U~=,~d(Cj))n~d(Ci+l)=~~~x(Ci)=~in(Ci+,), and 
(2) for each x~(Ui=, Nd(Cj))nNd(Ci+ I), 4ci(x)=4c,+ ,(x). 
If c 1, . . . . C, are sequentially composable then the sequential composition of 
C1, . . . . C,, denoted by C1 ; ... ; C,, is the graph 
( ... (C, ; Cz); ... ; C,). 
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One easily verifies that, for n=2, these notions coincide with those of Definitions 
3.13-3.16. 
4. Computations 
In this section the notion of a computation is introduced. A computation is a pair 
(g, C) such that g and C together describe a rewriting process; g is the initial graph of 
the rewriting process and C is a computation graph describing which productions are 
applied, and to which nodes. 
To clarify the relationship between computations and the operational notion of 
graph rewriting introduced in Definition 2.3, the notion of a step is introduced. A step 
is a restricted type of computation that corresponds to the situation of Definition 2.3: 
the concurrent application of productions. It is also demonstrated that, for a compu- 
tation (g, C), each object-cut of C corresponds to an intermediate graph of the 
rewriting process described by (y, C), and that each intermediate graph can be 
obtained in this way. Finally, a characterization of the set of computations (for the 
given set of productions P) is given. 
Let g be a (Z, d)-labeled graph and C a computation graph. If C describes 
a rewriting process with initial graph g then, obviously, the nodes of g are minimal 
nodes of C, and the node labeling function of g is the restriction of the node labeling 
function of C to Nd(g). A pair (g, C) satisfying these conditions is called a computation 
pair. The notion of a computation pair is defined as follows. 
Definition 4.1. A computation pair is a pair (g, C) such that g is a (C, d)-labeled graph, C 
is a (C, d, P)-computation graph, Nd(g)&Min(C), and 4, is the restriction of @c to Nd(g). 
We will first focus on computation pairs that correspond to a graph rewriting as 
introduced in Definition 2.3: a number of disjoint subgraphs of a graph g are 
concurrently rewritten. Computation pairs corresponding to such graph rewritings 
are called steps. It is easily seen that the corresponding computation graphs consist of 
the concurrent composition of a number of primitive computation graphs and 
a discrete graph containing the nodes that are not rewritten. Such a computation 
graph has the property that its event nodes are not causally related; it will be called 
a depth-l computation graph. Formally, one has the following definition. 
Definition 4.2. Let C be a computation graph. C is depth-l if and only if, for each 
v,,v2EEvn(C) such that v1 fv,, neither v1 <cv2 for v2 +v,. 
For a computation pair (g, C) such that C is depth-l, (g, C) is a step if and only if 
Nd(g)=Min(C) and g has, informally speaking, enough edges: for each event-node 
v of C, the isomorphic copy inc(v) of in(z) (where rc is the label of v) is a subgraph of g. 
Formally, one has the following definition. 
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Definition 4.3. A step is a computation pair (g, C) such that C is depth-l, Nd(g)= 
Min(C) and, for each u~Evn(C), kc(v) is a subgraph of g. 
Example 4.4. Let g and C be the graphs depicted in Fig. 7. Then (g, C) is a step. 
It follows from Definition 4.1 that the condition “i+(u) is a subgraph of g” of 
Definition 4.3 is equivalent to the condition “Ed(inc(u))c Ed(g)“. 
Since we want to use a step (g, C) as a description of a rewriting process (consisting 
of the concurrent application of a number of productions), it must be possible to 
construct the graph resulting from this rewriting process from g and C. We first give 
the construction, and then it is demonstrated that it is correct in the sense that it 
corresponds to Definition 2.3. 
Definition 4.5. Let (g, C) be a step. The result graph of(g, C), denoted by res(g, C), is 
the (C, d)-labeled graph k such that 
(1) Nd(k)=Max(C), 
(2) & is the restriction of & to Max(C), and 
(3) Ed(k) = U Ed(res,(u)) 
veEtm(C) 
u { (u, p, w) ( there exists an edge (x, 6, y)&d(g) 
such that ((x, a), (u, P))E& and (y, w)~Tc}. 
9 
b d c a a b 
c 
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Implicitly, Definitions 4.3 and 4.5 together introduce a new way of rewriting graphs: 
g derives h if and only if there exists a computation graph C such that (g, C) is a step 
and h is the result graph of (g, C). The next result states that this new notion of graph 
rewriting is equivalent to the one of Definition 2.3. More precisely, let g and h be 
graphs such that g derives h using c(, where 
The pair (g, CX) may be viewed as a description of the way h is obtained from g. We 
show that there exists a step (g, C) that yields an equivalent description. Formally one 
has the following theorem. 
Theorem 4.6. (1) Let g and h be (C, A)-labeled graphs such that g derives h using 
(~~,...,~k;Yl,...,gk;Yi,...r~k;hl,...,hk;~~,...,5k). 
Then there exists a depth- 1 computation graph C such that (g, C) is a step, h = res(g, C), 
Evn(C)=(v,,..., vk} and, for each ie{ 1, . . , k}, qc,., = vi and [c,u, = <i. 
(2) Let (g, C) be a step, Evn(C)= {vl, . , vk } and h = res( g, C). Then g derives h using 
(n 1, . . ..%.gl, . . ..gk.Y]1,...,Q;hl, . . ..hk.tl, . . ..tk). 
where,for each iE{l,..., k}, xi= &(ui), gi= inc(ui), vi= VC,“,, hi=resc(ui) and 4i= 5c, “,. 
Proof. A straightforward verification, using the obvious similarity between Defini- 
tions 2.3 and 4.5, proves the result. 0 
A step (g, C) describes how the graph res(g, C) is obtained from g. Hence, it is 
natural to consider sequences of steps that describe consecutive graph transforma- 
tions. Such a sequence is called a step sequence. Hence, a step sequence gives an 
operational description of a rewriting process. The notion is formally defined as 
follows. 
Definition 4.7. A step sequence is a sequence (gl, C,), . . . , (gn, C,) such that n 3 1, and 
(1) for each ie{ 1, . . . . n}, (Sit Ci) is a step, 
(2) for each iE{l, . . . . n-l}, reskli, ci)zYi+l~ 
One may associate step sequences with a computation pair in the following way. 
Definition 4.8. Let (g, C) be a computation pair. An execution of (g, C) is a step 
sequence (gl, C,), . . , (g,, C,) such that Ci, . , C, are sequentially composable and 
c=ci;...;c,. 
Using the notion of an execution, one can give a first characterization of the set of 
computations. 
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Definition 4.9. A computation is a computation pair (g, C) such that there exists an 
execution of (g, C). 
Example 4.10. Let g1 be the graph depicted in Fig. 8 and C1 the computation graph 
from Example 3.5. Then (gl, C,) is a computation. 
It follows from Definition 4.3 that, for each computation (g, C), Nd(g)=Min(C). 
We use the following notions and notation. For each execution (gl, C,), . . , (g,,, C,) of 
(g, C), the graphs gl, . . . . g,, and res(g,, C,) are called the intermediate graphs of the 
execution (gl, C,), . . ..(g.,, C,). The graph res(g,, C,) is called the result graph of 
(gl, C,), . . . . (g”, C,). A graph k is called an intermediate graph of the computation 
(g, C) if there exists an execution (gl, C,), . . ..(g.,, C,) of (g, C) such that k is an 
intermediate graph of (gl, C,), . . . . (g,, C,). 
Obviously, a computation (g, C) may have several executions. Intuitively, these 
executions provide a more detailed description of the rewriting process than (g, C): 
each execution yields a division of C into depth-l computation graphs C,, . . , C, such 
that each of the C,‘s corresponds to a step. The division is such that these steps can be 
carried out one after another. 
Next, it is demonstrated that the intermediate graphs of a computation (g, C) 
correspond to the object-cuts of C, and we give a construction that yields the 
intermediate graph corresponding to a given object-cut of (g, C). Based on this 
construction, it is shown that each sequence C1, . , C, of sequentially composable 
depth-l computation graphs such that C=C1; ... ; C, yields an execution of (g, C), 
and that all executions of (g, C) yield the same result graph. Hence, one may view 
a computation (g, C) as a representation of a class of equivalent step sequences: its 
executions. 
We start by introducing a way to construct, for each computation pair (g, C) 
and each set KG Obn(C), a (C, d)-labeled graph y(g, C, K). It will be demonstrated 
that, if K is an object-cut, then y(g, C, K) is an intermediate graph of (g, C). The 
set of nodes of y(g, C, K) is K and its node-labeling function is the restriction of 
& to K. The set of edges of y(g, C, K) is obtained by transforming edges from 
g and from the graphs res,(c) [where v~Eun(C)] into edges between nodes of K. 
The way in which the source part and the target part of edges are transformed is 
given by the relations Sc and Tc, respectively. In the definition of the cons&uction 
y, the following technical notion is used. It describes the transformation of edges in 
a computation graph C. 
b d c b 
/ / \ 
/ 
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Fig. 8. 
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Definition 4.11. Let C be a computation graph, e=(x, 6, y)~Obn(C) x A x Obn(C), 
A s(Ohn(C) x A) x (O&(C) x A), B c_ Obn(C) x Obn(C) and K c_ O&r(C). Then 
Q,-(e, A, B, K) is the set 
{(u, ~1, W)EK x A x K I ((x, @, (u, PIPA and (Y, wkB}. 
For a set EcObn(C) x d x Oh(C), we write dc(E, A, B, K) instead of 
u &(G A, B, K). 
CEE 
Informally, the set 8c(e, A, B, K) is the set of edges between nodes of K obtained by 
transforming e in the way specified by A and B. 
We now define the graph y( g, C, K), for a computation pair (g, C) and a subset K of 
Obn(C). The graph y(g, C, K) has edges of two kinds: transformed versions of edges of 
g and transformed versions of edges of req.(v), where L’ is an event-node of C. 
Formally, one has the following definition. 
Definition 4.12. Let (g, C) be a computation pair and let K 5 Obn(C). Then y(g, C, K) 
is the 
(1) 
(2) 
(3) 
(Z, A)-labeled graph h such that 
Nd(lz) = K, 
&, is the restriction of & to K, and 
Ed(h)=H,(Ed(g)u&, SC, T,, K), where 
Ec= u Ed(res,(u)). 
Example 4.13. Let (gr, C,) be the computation from Example 4.10, and K the set of 
nodes numbered $6 and 11 in Fig. 4. Let g2 be the graph depicted in Fig. 9. Then 
gz=y(g, C, K). 
Remark 4.14. (1) For a computation pair (g, C), ;j(g, C, Min(C))=g. 
(2) For a step (g, C), y(g, C, Max(C)) = res(g, C). 
(3) For a computation pair (g, C) and sets K, K’ E Obn(C) such that K’ c K, 
y(g, C, K’) is the subgraph of y(g, C, K) induced by K’. 
Let (g, C) be a computation. Then (g, C) describes a rewriting process: g is the 
initial graph and C describes the rewriting history. Let C be a subcomputation graph 
n b C 
\ / 
N Y 
Fig. 9. 
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of C. Then C specifies a second rewriting process: the nodes of its initial graph are the 
elements of Min(C), and C describes the corresponding rewriting history. It will be 
demonstrated that the initial graph of this “smaller” rewriting process is 
y(g, C, Min(C)). Let, furthermore, KG Obn(C). Then there are two natural ways to 
apply the construction y to K: either one considers y(g, C, K), or one considers 
?;(h, C, K), where h = y(g, C, Min(C)). The situation is illustrated in Fig. 10. Our next 
result states that one gets the same graph in both cases. We first prove some useful 
technical properties of the construction Bc. 
Lemma 4.15. Let C be a computation graph, A s(Obn(C) x A) x (Obn(C) x A) and 
B s Obn(C) x Obn(C). 
(1) Let K&Obn(C) and El, E,cObn(C)x A x Obn(C). Then 
(2) Let K,HcObn(C), Al,A2s(Obn(C)xA)x(Obn(C)xA), B1,BZEObn(C)x 
Obn(C), and E G Obn(C) x A x Obn(C). Then 
(3) Let c be a subcomputation graph of C, KS Obn(C) and EcObn(C) x 
A x Obn(C). Then 
&(E, SC, Tc, K)= Q&E, S,, T,-, K). 
(4) Let F, H, KsObn(C) and E E F x A x F such that, for each directed path 
(a 1, . . . . a,) in C such that alcF and a,,EK, {aI ,..., a,}nH#~. Then 
&(E> SC, Tc, K)=&(&(E, SC, Tc, HI, Sc, Tc, K). 
Fig. 10. 
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Proof. It follows easily from Definition 4.11 that (1) and (2) hold. It follows from 
Definition 3.7(2) that 
Sy=&nObn(C) x A x Obn(C), 
and 
T,-= T,nObn(C) x Obn(C). 
Hence, (3) also holds. To demonstrate that (4) holds, let x, uEObn(C) and 6, PEA. Then 
((x, ,u), (u, S))E& if and only if there exists a directed path 
61, Ul, x2, uz, . . ..V.-1,X,) 
in C and labels vi,. . . , V,E A such that x1, x2,. , x, are object-nodes, v1 , v2,. . , v,_ 1 are 
event-nodes, x1=-q v,=6, x,=u, v,,=P and, for each i~(l,..., n-l}, 
((Xi, vi), Cxi+l, vi+l ))ESC,cl. 
Similarly, for each y, wEObn(C), (y, w@Tc if and only if there exists a directed path 
in C such that xi=y, x,=w and, for each i~jl,..., n-l}, 
Hence, since each directed path from F into K in C contains a node in H, it follows 
that, for each x, ~EF, u, WEK and 6, UEA, 
(1) ((x, 6) (u, P))E& if and only if there exists a node ZEH and a label $EA such 
that ((x, d), (z, $))E& and ((z, II/), (u, P))E&, and 
(2) (y, W)E T, if and only if there exists a node ~EH such that (y, r)ETc and 
(r, W)E G. 
It follows that, for each U, WEK and each PLEA, (u, ,u, w)E~~(E, SC, T,, K) if and only if 
there exists a (z, $, r)EGc(E, SC, T,, H) such that (u, p, w)E@~((z, $, r), SC, T,, K). 
Hence, (4) holds. 0 
We can now prove the desired result about the construction y. 
Theorem 4.16. Let (g, C) be a computation pair and c a subcomputation graph of C. 
Let K ~Obn(c) and h=y(g, C, Min(C)). Then 
y(g, C, K)=y(h, c, K). 
Proof. Let k=y(y, C, K) and k=y(h, c, K). Obviously, Nd(k)=Nd(k)=K and 
& = 4~ is the restriction of +c to K. Hence, it is sufficient to show that Ed(k) = Ed(k). 
Let 
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El =Ed(g)u 
i 
u Ed(resdu)) , 
vEEcn(C)-Elm(C) ! 
E2= u Ed(resc(v)), 
ceEm(Cj 
F=(Obn(C)-Obn(C))uMin(C), 
H = Min(C). 
Then El GF x A x F and, for each directed path (ur, . . ..a.) in C such that U,EF and 
U,E K, {ur , ., a,} n H #@ Moreover, E2 G Obn(C) x A x Obn(C) and, since C is 
acyclic, 
&(E,uEz,&, Tc,H)=g,(E,,&, Tc, H)=Ed(h) 
It follows from Lemma 4.15 that 
Ed(k)=&@1 uEz> SC, Tc, K) 
=‘&@I, SC, Tc, K)u&(&, SC, Tc, K) 
=&(‘&(E1, SC, Tc, HI, SC, Tc, K)u@(E,, St, Tk K) 
= &(Ed@), SC, Tc, K )u ME,, SC, Tr, K) 
=&(Ed(h), S,, Tr, K)u&(E,, S,, Tc, K) 
= &(Ed(h) u Ez, S,, T,-, K ) 
= Ed(k). 
This completes the proof. 0 
The next result states that, for each computation (g, C) and for each intermediate 
graph h of (g, C), there exists an object-cut K of C such that h=l;(g, C, K). 
Theorem 4.17. Let (g, C) he a computation and ( gl, Cl ), . . , (g,,, C,) an execution of 
(g, C). Let, for each in{ 1, . . . . n}, Ki=Min(Ci), let gn+l =res(g,, C,) utid 
K n+ 1 = Mux(C,). Then, for each in{ 1, . . . . n+ l}, Ki is an object-cut of’ C and 
gi=Y(gs C, Ki). 
Proof. Since (gr, C,), . . . . (g,,, C,) is an execution of (g, C), C=Cr; . . ..C.,, and it is 
easily seen that, for each iE{ 1, . . . . n + l}, Ki is an object-cut of C. Moreover, for each 
iE{l, . ..) n-t l>, Nd(gi)=Nd(y(g, C, Ki))= Ki, and +st=(by(g,C.K,J is the restriction of 
& to Ki. Hence, it remains to show that, for each in{ 1, ., n+ l}, Ed(gi)= 
Ed(y(g, C, Ki)). This is shown by induction on n. 
(1) n= 1. It follows from Remark 4.14(l) that 
gr =g=g(g, C, K,) 
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and from Remark 4.14(2) that 
g2=res(g1, C,)=Y(S, C, K2). 
(2) Assume that n 22 and that the statement of the theorem holds for 1, . . . . IZ- 1. 
Then C= C’; C,, where C’= C1 ; ... ; C,_ r. Moreover, (g, C’) is a computation and 
(gi , C,), . , (gn_ i, C,_ r ) is an execution of (g, C’). It follows from the induction 
hypothesis that, for each iE{ 1, . , n}, gi= y(g, C’, Ki). Since C’ is a subcomputation 
graph of C and K,cObn(C’), it follows from Theorem 4.16 that y(g, C, Ki)= 
y(k, C’, Ki), where k=g(g, C, Min(C’))=g. Hence, for each i~jl, . . . . n}, 
gi'"/(S2 c', Ki)='J(!J3 c, Ki). 
Because C, is a subcomputation of C, it follows from Theorem 4.16 and 
g,,=y(g, C, KJ that 
This completes the proof. I7 
It follows from Theorem 4.17 that, for a computation (g, C), each execution of (g, C) 
results in the same graph. Hence, one may view (g, C) as a representation of a set of 
step sequences that are equivalent in the sense that they only differ in the order in 
which the primitive rewritings are carried out (whereas the causal relationships 
between these primitive rewritings are the same for each of those step sequences). 
Formally, one has the following theorem. 
Theorem 4.18. Let (g, C) be a computation and (gl, Cl), . . . . (g,,, C,) and (g;, C;), . . . . 
(gL, C’,) executions of‘ (g, C). Then res(gnr C,)=res(gk, CA). 
Proof. It follows from Theorem 4.17 that 
resb, C,)=y(g, C, Max(C))=WgL CL). 
This proves the theorem. 0 
For a computation (g, C), the graph y(g, C, Max(C)) is called the result graph of 
(g, C). It is denoted by res(g, C). It follows from Remark 4.14(2) that this notation is 
not in conflict with that of Definition 4.5: if (g, C) is a step, then (g, C) itself may be 
considered as an execution of length 1. 
Example 4.19. Let ( gl, C1 ) be the computation from Example 4.10. Let k be the graph 
depicted in Fig. 11. Then k=res(g,, C,). 
The next result shows that, for a computation (g, C), each division of C into 
a sequence C1, . . , C, of depth-l computation graphs such that C= C1 ; ... ; C, yields 
an execution of (g, C). 
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Theorem 4.20. Let (g, C) be a computation and C1, . . , C, depth-l computation graphs 
such that C=C1;...; C,. Let, for each iE{l, . . . . n], gi=‘l(g, C, Min(Ci)). Then 
(gI, C,), . . . . (gn, C,) is an execution of (g, C). 
Proof. Let in {l, . ., nI\. We have to show that (gi, Ci) is a step. Since (g, C) is 
a computation, there exists an execution 
(h,, Hi), . . ..(h.> H,) 
of (g, C). Let tiEEon( Let j~(l, . . ..FPz} be such that 2;EEvn(Hj). Since (hj, Hj) is 
a step, ina, is a subgraph of hj. It follows from Theorem 4.17 that hj= 
y( g, C, Min(Hj)). Let 
K =Nd(in,J(c))=‘o=Nd(inc(u)). 
It follows from Remark 4.14(3) that y(g, C, K) is the subgraph of hj induced by K. 
Hence, since in,,(v) = inc(c) is a subgraph of hj, it is a subgraph of y(g, C, K ). Again by 
Remark 4.14(3), y(g, C, K) is also the subgraph of gi induced by K. Hence, i+(u) is 
a subgraph of gi, and we conclude that (gi, Ci) is a step. This completes the proof. 0 
One can now easily prove that each object-cut of a computation (g, C) corresponds 
to an intermediate graph of (g, C). Formally, one has the following theorem. 
Theorem 4.21. Let (g, C) be a computation and K an object-cut of C. Then there exists 
anexecutio~z(g,,C,),...,(g,,C,)of(g,C)suchthat~(g,C,K)isanintermediategraph 
of (SI, C1),...,(gn, C,). 
Proof. It is easily verified that there exists a sequence C, , . . , C, of depth-l computa- 
tion graphs such that C= Ci ; ... ; C, and either K = Max(C) or, for some in{ 1, . . . . n}, 
K = Min(Ci). Let, for each iE { 1, . . , n}, gi=y(g, C, Min(Ci)). It follows from Theorem 
4.20 that (gl, C,), . . ..(g., C,) is an execution of (g, C). This completes the proof. Cl 
The last result of this section gives a characterization of the set of computations, 
using the construction ;‘. 
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Theorem 4.22. Let (g, C) be a computation pair. Then (g, C) is a computation $ and 
only if for each u~Evn(C), in,-(v) is a subgraph of y(g, C, ‘v). 
Proof. (1) Assume that (g, C) is a computation and let veEvn(C). Let (gl, C,), 
. . ..(g., C,) be an execution of (g, C). Let ig{l, . . . . n} be such that vGEun(Ci). Since 
(gi, Ci) is a step, inc(c)=incc(v) is a subgraph of gi. It follows from Theorem 4.17 that 
gi=‘r’(g, C, Min(Ci)). Since Nd(in,(u))=‘u, it follows from Remark 4.14(3) that in&v) is 
a subgraph of ;j(g, C, ‘v). This proves the “only if” part of the statement. 
(2) Assume that, for each vEEvn(C), i+(c) is a subgraph of y(g, C, ‘v). Let C1, . . . . C, 
be depth-l computation graphs such that C=C1; . . ..C.,. Let, for each i~(l, . . . . nj, 
gi=;‘(g, C, Afin(C We show that (gl, C,), . . . . (g,, C,) is an execution of (g, C). Let 
iE(l, . . . . kz}. We have to prove that (gi, Ci) is a step. Let UEE~~n(Ci). Since y(g, C, ‘v) is 
the subgraph of gi induced by l L’ = Nd(&-(v)), in,(v) is a subgraph of gi and, hence, 
(gi, Ci) is a step. This completes the proof. 0 
5. External equivalence of computations 
In this section the notion of external equivalence of computations is introduced, and 
it is shown that computations are externally equivalent if and only if they correspond 
to the same structured transformation. The definition of external equivalence is 
motivated by the observation that one may investigate the external effect of a rewrit- 
ing process by considering it as a part of a larger rewriting process; i.e., by considering 
a computation as a part of a larger computation. To this larger rewriting process 
corresponds a graph transformation: its initial graph is transformed into its result 
graph. Two rewriting processes are considered to be equivalent if, when both are 
extended in the same way to a larger rewriting process, they yield rewriting processes 
that correspond to the same graph transformation. 
Formally, we proceed as follows. First, we recall the notion of a subcomptltation, 
introduced in [8]. Then the notion of a context is introduced. Informally speaking, 
a context of a computation (g, C) is a pair (g’, C’) that may be used to extend (g, C) to 
a larger computation. Using the notion of a context, the notion of external equiva- 
lence is defined. Finally, we recall the notion of a structured transformation, and we 
show that computations are externally equivalent if and only if the structured 
transformations determined by them are equal. 
We often use the following notations. Let C be a computation graph. Then 
(1) Internal(C) denotes the set Nd(C)-(Min(C)uMax(C)), and 
(2) Ec denotes the set 
u Ed(res,(v)). 
VEElVl(C) 
A computation (g, C) is a subcomputation of a computation (g’, C’) if the rewriting 
process described by (g, C) is a part of the rewriting process described by (g’, C’). We 
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consider only situations where the input nodes of C are not causally related to each 
other in C’; i.e., C is a subcomputation graph of C’. The initial graph g of the 
subcomputation is the graph obtained by y from g’, C’ and Min(C); hence, for each 
intermediate graph h of (g’, C’) such that Nd(h) contains Min(C), g is the subgraph of 
h induced by Min(C). Formally, one has the following definition. 
Definition 5.1. Let (g, C) and (g’, C’) be computations. Then (g, C) is a subcomputa- 
tion of(g’, C’) if and only if 
(1) C is a subcomputation graph of C’, and 
(2) y(g’, C’, Min(C))=g. 
Example 5.2. Let g1 be the graph from Example 4.10, g2 the graph from Example 4.13, 
C1 the computation graph from Example 3.5 and C2 the computation graph from 
Example 3.8. Then (g2, C,) is a subcomputation of (gI, C,). 
A context of a computation (g, C) is a computation pair (g’, C’) that extends (g, C) 
to a larger computation in such a way that (g, C) is a subcomputation of that larger 
computation. The initial graph of the larger computation is g’, and its computation 
graph is the graph C 0 C’. The notion is formally defined as follows. 
Definition 5.3. Let (g, C) be a computation. A computation pair (g’, C’) is a context of 
(g, C) if and only if 
(1) C and C’ are composable, 
(2) (g’, C 0 C’) is a computation, and 
(3) (g, C) is a subcomputation of (g’, C 0 C’). 
Remark 5.4. If (g ‘, C’) is a context of (g, C ), then C’ is the subgraph of C 0 C’ induced 
by Nd(C 0 C’) - Internal(C). 
Example 5.5. Let g2 be the graph from Example 4.13, C, the computation graph from 
Example 3.8, g1 the graph from Example 4.10, and C3 be the computation graph from 
Example 3.11. Then (gr, C,) is a context of (gz, C,). 
Using the notion of a context, one can now express that two computations have the 
same external behavior; i.e., they yield the same graph transformation in any possible 
context. Such computations are called externally equivalent. Two computations are 
externally equivalent if 
l they have the same set of contexts, and 
l for each context, the graph transformations obtained by composing both computa- 
tions with this context yield the same result graph. 
Formally, one has the following definition. 
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Definition 5.6. Let (gr , C,) and (g2, C,) be computations. Then (gr, C,) and (g2, C,) 
are externally equivalent if and only if 
(1) Mirz(C,)=Min(C2), Max(C1)=Max(C2), and 
(2) for each computation pair (g, C) such that 
Nd(C)nInternal(C,)=Nd(C)nInternal(C2)=~, 
(2.1) (g, C) is a context of (gi, C,) if and only if (g, C) is a context of (g2, C,), 
and 
(2.2) if (g, C) is a context of (gi, C,) and (g2, C,), then 
res(g, C 0 Cl)=reG, C 0 C2). 
It will be demonstrated that the external effect of a computation can be described by 
a 4-tuple (g, h, S, T), where g is the initial graph of the computation, h is its result 
graph and S and Tare relations specifying how source and target parts of edges are 
transferred from g to h. In [7] such 4-tuples were called structured transformations. 
A structured transformation may be viewed as a restricted kind of actor production. 
The notion of a structured transformation is formally defined as follows. 
Definition 5.7. A structured transformation is a 4-tuple (g, h, S, T), where g and h are 
(C, d)-labeled graphs, SE(Nd(g) x A) x (Nd(h) x A), TsNd(g) x Nd(h) and, for each 
((x, a), (u, ~))ES and each (v, u’)ET such that (x, 6, y)EEd(g), (u, ,u, w)&d(h). 
In [S] it is shown that structured transformations, on the one hand, and computa- 
tions, on the other hand, yield equivalent descriptions of the set of graph transforma- 
tions defined by a given set of actor productions. To this aim, one associates 
a structured transformation with each computation. More precisely, with (g, C) one 
associates the 4-tuple (g, res(g, C), S, T), where S and Tare the intersections of Sc and 
Tc with (Mm(C) x A) x (Max(C) x A) and Min(C) x Max(C), respectively. This 4- 
tuple is denoted by T(g, C). The next result states that f (g, C) is a structured 
transformation. 
Lemma 5.8. Let (g, C) be a computation. Let 
S=&n(Min(C) x A) x (Max(C) x A), 
and 
T= TcnMin(C) x Max(C). 
Then (g, res(g, C), S, T) is a structured transformation. 
Proof. Let (gi , C, ), . . , (g,,, C,) be an execution of (g, C). We show by induction on 
n that the statement of the lemma holds. 
(1) If n= 1, then (g, C) is a step, and it follows from Definition 4.5(3) that 
(g, res(g, C), S, T) is a structured transformation. 
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(2) Assume that the statement from the lemma holds for each computation (h, H) 
such that there exists an execution of (h, H) of length at most II- 1. Let 
C’=Ci;...;C,-l, 
and 
S’=&~n(Min(C’) x d) x (Max(C’) x d), 
T’= Tc,nMin(C’) x Max(C’). 
It follows from the induction hypothesis that (g, g,,, S’, T’) is a structured transforma- 
tion. Since S = Sc, 0 S’, T= Ten 3 T’, and (gn, C,) is a step, it follows from Definition 
4.5(3) that (g, res(gn, C,), S, T) = (g, res(g, C), S, T) is a structured transformation. 
This completes the proof. 0 
The main result of this section states that two computations are externally equiva- 
lent if and only if they correspond to the same structured transformation. Hence, 
structured transformations provide an adequate description of the effect of a compu- 
tation: if two computations have the same structured transformation, then no context 
can distinguish between them. To prove this result we use the following three technical 
lemmas. The first one gives a useful property of the construction Q of Definition 4.11. 
Lemma 5.9. Let (g, C) be a computation and (g’, C’) be a computation pair such that 
C and C’ are composable, Min(C)sMax(C’), Max(C)cMin(C’) and g=y(g’, 
C’, Min(C)). Let C”=C 0 C’ and let l? be defined by 
E=Ed(g’)uEd(res(g, C))uEc,. 
Then, for each KC Obn(C’), 
Ed(Y(g’, C”, K))=Bc&, SC-, T,-, K). 
Proof. It follows from Definition 4.12 that 
Ed(y(g’, C”, K))=fl,-(Ed(g’)uE,,,, SC-, Tc.., K). 
We first prove the inclusion 
f&-(Ed(g’)uEc,,, SC,., Tc-, K)Qlc,@, SC-, Tc-, K). 
Since EC Is = Ecu Ecs, it follows from the definition of ,!? and Lemma 4.15(l) that it is 
sufficient to show that 
8,-(Ec, SC-, Tc-, K)sQ,@, SC.,, Tc-, K). 
It follows from Lemma 4.15(4) that 
&,s(&, SC,,, Tc.., K)=Q,-(Bc-(Ec, S,,,, Tc-, Max(C)), S,-, Tc,,, K). 
Moreover, it follows from Lemma 4.15(3) that 
&@c, SC,,, Tc,., Max(C))= gc(&, SC, Tc, Max(C)), 
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and since &(&, Sc, Tc, Max(C))sEd(res(g, C))cE, the desired inclusion holds. 
Next we prove the inclusion 
e,@, SC,,, Tc=, K)~H,~~(Ed(g’)uE,~~, SC-, T,.,, K). 
It follows from the definition of Eand Lemma 4.15(l) that it is sufficient to show that 
&s(WWg, C)), SC,,, Tc-, K)sOc-(Ed(g’)u&, SC,,, Tc-, K). 
It follows from Lemma 4.15(3) that 
Ed(Wg, C))=gc(Ed(g)u&, SC, G, Max(C)) 
=&(Ed(g)uEc, SC,,, Tc-, Max(C)). 
By Lemma 4.15(2) one has 
Qc-(Bc-(Ec, SC,,, Tc-, Max(C)), SC,,, Tc,,, K)E&-(E~, SC-, Tc,,, K). 
Hence, E,G E,,, and Lemma 4.15(l) that it is sufficient to show that 
0,.,(8,-(Ed(g), SC-, Tc-, Max(C)), SC,,, Tc-, K) 
zQc-(Ed(g’)u&, SC,,, Tc,,, K). 
Since we assume that g=;‘(g’, C”, Min(C)), 
Ed(g)=&~~(Ed(g’)uE,~~, SC,,, T,-, Min(C)). 
It follows from Definition 3.7(2) that, for each veEzm(C), there is no path from U* to 
Min(C) in C”. Hence, since E,,, =Ecu Ec,, 
Ed(g)=8css(Ed(g’)uEc,, SC-, Tc-, Min(C)). 
Using Lemma 4.15(2), one has 
&..(O,-(Ed(g), SC,,, Tc-, Max(C)), SC,,, T,,,, K) 
=8c,,(0c,,(Bc,,(Ed(g’)u Ec,, Sc-, T,,,, Min(C)), Tc-, Max(C)), SC,,, Tc,,, K) 
sB,-(Ed(g’)uE,,, SC,., Tc.., K). 
This completes the proof. 0 
The second lemma gives a characterization of the set of all contexts of a computa- 
tion (g, C). More precisely, it is shown that, in order to determine whether a computa- 
tion pair (g’, C’) such that Nd(C’)n Internal(C)= fl is a context of (g, C), the only 
information one needs about (g, C) is T(g, C). 
Lemma 5.10. Let (g, C) be a computation and (g’, C’) a computation pair such that 
Nd(C’)nInternul(C)=@ Let 
176 D. Janssens 
S = Scn(Min(C) x A) x (Max(C) x A), 
T= TcnMin(C) x Max(C), 
s=&‘cs+, 
r= Tc, 0 To Tc,, 
and 
E=Ed(g’)uEd(res(g, C))uEc,. 
Then (g’, C’) is a context of (g, C) if and only {f 
(1) Min(C)sMax(C’), Max(C)sMin(C’), 
(2) for each xEMin(C)u Max(C), &,(x)=&(x), 
(3) for each x~Max(C) and each ycMin(C), x +,y implies that x=y, 
(4) Nd(g’)n(Max(C)-Min(C))=@ 
(5) y(g’, C’, Min(C))=g, and - - - 
(6) for each ugEun(C’), Ed(inc,(u))s&, (E, S, T, -0). 
Proof. (a) Assume that (l)-(6) hold. It follows from (l)-(3) that the graphs C and C’ 
are composable, and C is a subcomputation graph of C 0 C’. Let C”= C 0 C’. It 
follows from (4) that Nd(g’)sMin(C”) and, hence, (g’, C”) is a computation pair. We 
still have to show that (g’, C”) is a computation. Hence, by Theorem 4.22, we have to 
show that, for each ueEun(C”), inc,,(u) is a subgraph of y(g’, C”, ‘v). Let uEEun(C”). 
(i) If uEEun(C), then it follows from Theorem 4.22 that i+(u) is a subgraph of 
y(g, C, ‘u), because (g, C) is a computation. It follows from (5) that 
g = ‘~(g’, C’, Min(C)). Moreover, it follows from (3) that each directed path into 
Min(C) in C” is a path in C’ and, hence, that 
y(g’, C’, Min(C))=g(g’, C”, Min(C)). 
It follows from Theorem 4. I6 that y( g, C, ‘u) = y (g ‘, C”, ‘u). Hence, we conclude 
that in,-(u)=incss(u) is a subgraph of y(g’, C”, l u). 
(ii) if ueEun(C’), then it follows from (6) that 
Ed(incs(u))sQcz(E, S, T, ‘u). 
One easily verifies that 
S=Sc,,n(Obn(C’) x d) x (Obn(C’) x A), 
F= Tc., nObn(C’) x Obn(C’). 
Since l?cObn(C’) x A x Obn(C’) and ‘uEObn(C’), one has 
8&E, S, T, ‘u)=&@ SC,,, Tc,,, 71). 
It follows from Lemma 5.9 that 
- - - 
&s(E, S, T, ‘u)=Ed(y(g’, C”, ‘II)). 
Hence, inc,(v)=inc..(t:) is a subgraph of y(g’, C”, ‘0). 
We conclude that (g’, C”) is a computation and that (g’, C’) is a context of (g, C). 
(b) Assume that (g’, C’) is a context of (g, C). Then one easily verifies that (1) and (2) 
of the statement of the lemma hold. Furthermore, it follows from Definition 3.7(2) that 
(3) holds, and from Nd(g’)sMin(C’) that (4) holds. Let C”=C 0 C’. Then 
y(g’, C”, Min(C))=g because (g, C) is a subcomputation of (g’, C”) and, since each 
directed path into Min(C) in C” is a path in C’, one has 
;(g’. C”, Min(C))=~(y’, C’, Min(C)). 
Hence, (5) also holds. Finally, to prove (6) let ceEun(C’). Because (g’, C”) is a compu- 
tation, incS,(a)=incS(r) is a subgraph of ~(cg’, C”, ‘a). It follows from Lemma 5.9 that 
Ed(;,(g’, C”, ‘r))=f$& SC,,, T,,,, ‘v), 
and, since l?r Ohn(C’) x A x Ohn(C’) and ‘0s Obn(C’), 
&,(E, SC,,, T,rr, ‘o) = fl,,(E, S, T, ‘v). 
Hence, (6) also holds. This completes the proof. U 
The third lemma states that, for a computation (g, C), a context (g’, C’) of (g, C) 
and a set Kc Obn(C’), the graph y(g’, C 0 C’, K ) may be constructed from (g’, C’) 
and T(g, C). 
Lemma 5.11. Let (g, C) be a computation and (g’, C’) a context of (g, C). Let 
C” = C OC’ and let 
S=&n(Min(C) x A) x (Max(C) x A), 
T= Tc nMin(C) x Max(C), 
s=sc’“s”sc’, 
T= T,< i T> T,,, 
E=Ed(g’)uEd(res(g, C))uE,,. 
Then, ,for each K G Obn(C’), 
- - _ 
Ed(y(g’, C”, K))=&,(E, S, T, K). 
Proof. It follows from Lemma 5.9 that 
Ed(y(g’, C”, K))=Q,@, SC,,, T,,,, K). 
One easily verifies that 
$=S,.,n(Obn(C’) x A) x (Obn(C’) x A) 
and 
T= Tcsz n Obn(C’) x Obn(C’). 
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Since K G Obn(C’) and Es Obn(C’) x A x Obn(C’), it follows from Lemma 4.15(3) that 
&(E, scsr, Tc.,, K)=&(E, S, T, K). 
This completes the proof. 0 
We now prove the main result: computations are externally equivalent if and only if 
their structured transformations are equal. 
Theorem 5.12. Let (gI, C,) and (gz, C,) be compututions. Then (gI, C,) and (g2, C,) 
are externally equioalent if and only if T(g,, C1)=T(g,, C,). 
Proof. Let r(gl, CI)=(gl, hI, S1, TI) and L7g2, C2)=(g2,h2, S2, T,). 
(1) Assume that (gI, C,) and (g2, C,) are externally equivalent. Let C be the 
computation graph such that Nd(C)=Min(C,)uMax(C,), Ed(C)=@ and & is the 
restriction of 4c, to Nd(C). Then (gt, C) is a context of (gI, C,) and 
Nd(C)nInternal(C,)=Nd(C)nInternal(C2)=@. 
Hence, it follows from Definition 5.6(2.1) that (gr , C) is a context of (gz, C,). It follows 
from Lemma 5.10(5) that g1 =g2. Moreover, 
h,=res(g,,C,)=res(g,,COC,), 
h2=res(gz, Cz)=res(gz, C 0 CZ), 
and it follows from Definition 5.6(2.2) that 
res(gr, C 0 C1)=res(g2, COC2). 
Hence, h, = h2. We still have to show that S, =Sz and I-, = T2. Assume that S1 $S,. 
Let ((x, x), (u, /I))ES~ -&. Let ~EC and let C be a computation graph such that 
Nd(C)=Min(CI)uMax(C,)u{n), where n$Nd(CI)uNd(C2), Ed(C)=@ and & is 
defined by 
4,-,(x) if xENd(C1), 
if x = n. 
Let g be the (C, A)-labeled graph such 
((x, a, n)}, and 49 is defined by 
that Nd(g)=Nd(g,)u{n}, Ed(g)=Ed(g,)u 
The situation is illustrated in Fig. 12. Then (g, C) is a context of (gr , C,), and 
Nd(C)nZnternal(C,)=Nd(C)nInternal(C2)=~. 
Since (gl, C,) and (gz, C,) are externally equivalent, (g, C) is a context of (92, C,). 
However, (u, p, n)EEd(res(g, C 0 C,)) and (u, p, n)$Ed(res(g, C 0 C,)). This is a 
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contradiction because of Definition 5.6(2.2). We conclude that S1 G S2. The inclusions 
S2 c S1 , Tl G T, and T2 c T, can be shown in a similar way. Hence, T(gl, C,) = 
rkl2, C2). 
(2) Assume that T(gr, C,)=T(g,, C,). Then, obviously, Definition 5.6(l) holds. 
Let (g, C) be a computation pair such that 
NA(C)nInternal(C,)=Nd(C)nInternal(C2)=& 
and some that (g, C) is a context of (gl, C,). It follows from Lemma 5.10 that (g, C) is 
a context of (g2, C,), and from Lemma 5.11 that res(g, C 0 C,) = res(g, C 0 C,). 
Hence, ( g1 , C1 ) and ( g2, C,) are externally equivalent. This completes the proof. 0 
6. Discussion 
We have introduced computations and structured transformations as formal tools 
for reasoning about rewriting processes in actor grammars, and investigated equiva- 
lences of rewriting processes induced by them. A computation yields a description of 
the causal relationship between primitive rewritings. It is shown that rewriting 
processes that are equivalent in the sense that they correspond to the same computa- 
tion yield the same graph transformation. This property is very useful when imple- 
menting an actor grammar (and, hence, an actor system) on a parallel machine: one 
does not need to take into account the relative speed of the processors. 
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A second formal tool for the description of rewriting processes is the notion of 
a structured transformation. It is demonstrated that computations that are equivalent 
in the sense that they correspond to the same structured transformation have the same 
effect when occurring as part of a larger computation. Since each structured trans- 
formation may be used as a production, it seems possible to develop a methodology 
for refining productions and, hence, for the modular design of actor grammars, on the 
basis of the results presented. 
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