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Abstract. We study problems of reconfiguration of shortest paths in
graphs. We prove that the shortest reconfiguration sequence can be ex-
ponential in the size of the graph and that it is NP-hard to compute
the shortest reconfiguration sequence even when we know that the se-
quence has polynomial length. Moreover, we also study reconfiguration
of independent sets in three different models and analyze relationships
between these models, observing that shortest path reconfiguration is a
special case of independent set reconfiguration in perfect graphs, under
any of the three models. Finally, we give polynomial results for restricted
classes of graphs (even-hole-free and P4-free graphs).
1 Introduction
One of the biggest impacts of algorithmic graph theory has been its use-
fulness in modeling real-world problems, where the domain of the problem
is modeled as a graph and the constraints on the solution define feasible
solutions. For example, consider the problem of routing a certain com-
modity between two nodes in a transportation network, using as few hops
as possible. The transportation network can be modeled as a graph, each
route can be modeled as a path, and the feasible solutions are all the
shortest paths between the two nodes. Traditionally, the real-world user
first defines a problem instance and then uses an algorithm to find a feasi-
ble solution which she then “implements” in the real world. However, some
real-world situations do not follow this simple paradigm and are more dy-
namic because they allow the solution to “evolve” over time. For example,
consider the situation where the commodity is already being transferred
along a shortest route, but the operator has been instructed to use a dif-
ferent route, which is also a shortest path. She can physically switch the
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2route only one node at a time, but does not wish to interrupt the transfer.
Thus, she would like to switch between the two routes in as few steps as
possible, while maintaining a shortest path route at every intermediate
step.
In general, this type of situation gives rise to a reconfiguration frame-
work, where we consider an algorithmic problem P and a way of trans-
forming one feasible solution of an instance I of P to another (reconfig-
uration rule). Given two feasible solutions s1, sk of I, we want to find
a reconfiguration sequence s1, . . . , sk such that each si (1 ≤ i ≤ k) is a
feasible solution of I, and the transition between si and si+1 is allowed
by the reconfiguration rule. An alternate definition is via the reconfigu-
ration graph, where the vertices are the feasible solutions of I, and two
solutions are adjacent if and only if one can be obtained from the other
by the reconfiguration rule. The reconfiguration sequence is then a path
between s1 and sk in the reconfiguration graph. We can then ask for the
shortest reconfiguration sequence, or, in the reconfigurability problem, to
simply check if the two solutions are reconfigurable (i.e., if such a sequence
exists).
The reconfiguration framework has recently been applied in a num-
ber of settings, including vertex coloring [4, 5, 3, 2], list-edge coloring [13],
clique, set cover, integer programming, matching, spanning tree, matroid
bases [12], block puzzles [11], independent set [11, 12], and satisfiability
[10]. In the well-studied vertex coloring problem, for example, we are given
two k-colorings of a graph, and the reconfiguration rule allows to change
the color of a single vertex. In a different example, we are given two in-
dependent sets, which we imagine to be two sets of tokens placed on the
vertices, and the reconfiguration rule is to slide a single token along an
edge (token sliding).
Though the complexities of each of the many reconfiguration problems
may each be studied independently, a fundamental question is whether
there exists any systematic relationship between the complexity of the
original problem and that of its reconfigurability problem. To this end,
current studies have revealed a pattern where most “natural” problems in
P have their reconfigurability problems in P as well, while problems whose
reconfigurability versions are at least NP-hard are NP-complete. For ex-
ample, spanning tree, matching, and matroid problems in general (all in
P) lead to polynomially solvable reconfigurability problems, while the re-
configurability of independent set, set cover, and integer programming
(all NP-complete) are PSPACE-complete [12]. Another example is satisfi-
ability, where Gopalan et al. [10] showed that reconfigurability instances
arising from tight relations—a class for which it is easy to determine if the
formula is satisfiable—can be solved in linear time; on the other hand, re-
configurability is PSPACE-complete for the class of formulas arising from
non-tight relations.
3Ito et al. [12] have conjectured that this relationship is not true in
general, and that there exist problems in P which give rise, in a natural
way, to NP-hard reconfigurability problems. Indeed, the problem of decid-
ing whether two k-colorings are reconfigurable is PSPACE-complete for
(i) bipartite graphs and k ≥ 4, and (ii) planar graphs, for 4 ≤ k ≤ 6 [2].
Clearly, 4-coloring of bipartite or planar graphs is in P. However, these
are not “natural” problems in the sense that the colorings are not opti-
mal. It is interesting to ask if there exists a “natural” problem in P whose
reconfiguration version is NP-hard.
Another systematic relationship that has been pursued is between the
complexity of a reconfigurability problem and the diameter of the re-
configuration graph. When the diameter is polynomial, a reconfiguration
sequence is a trivial certificate for the reconfigurability of two instances,
guaranteeing that the problem is in NP. However, current evidence further
suggests that for reconfigurability problems that are solvable in polyno-
mial time, the diameter is also polynomial. In the study of k-coloring,
it was found that for k ≤ 3, the reconfigurability problem is solvable in
polynomial time and the diameter of the reconfiguration graph is at most
quadratic in the number of vertices of the colored graph. For satisfiability,
the formulas built from tight relations (whose reconfigurability is polyno-
mial) lead to reconfiguration graphs with linear diameter [10]. We are not
aware of any natural problems with the property that the diameter can be
exponential while reconfigurability can be decided in polynomial time1;
however, such an example, if found, would indicate that the diameter
cannot serve as a reliable indicator of the reconfigurability complexity.
In this paper, we introduce the reconfiguration version of the shortest
path problem (Section 2), which arises naturally, such as in the routing
example above. We show that the reconfiguration graph can have expo-
nential diameter, implying that the shortest path reconfiguration problem
probably breaks one of the two established patterns described above. On
the one hand, if reconfigurability of shortest paths can be decided in poly-
nomial time, then it is the first example of a reconfigurability problem
in P with exponential diameter. On the other hand, if it is NP-hard, it
is the first example of a “natural” problem in P whose reconfigurability
version is NP-hard. For these reasons, we believe that shortest path re-
configuration is an important problem to study, not only for its practical
application but also for our understanding of the systematic relationship
between the hardness of a problem, the diameter of its reconfiguration
graph, and the hardness of its reconfigurability problem. Towards this
end, we give a non-trivial reduction from SAT to show that it is NP-hard
to find the shortest reconfiguration sequence between two shortest paths
1 For a very artificial one, consider the problem in which instances are n-bit words
and two instances are adjacent if they differ by 1 modulo 2n. The diameter of the
reconfiguration graph is 2n−1 but all pairs of instances are reconfigurable.
4(however, the complexity status of the reconfigurability problem remains
open).
We also study reconfiguration of independent sets, where, unlike many
other problems, there is more than one natural reconfiguration rule. In
particular applications, for example, a threshold is specified that bounds
the cardinality of the intermediate feasible solutions. Based on this idea,
Ito et al. [12] considered an alternative to token sliding called token addi-
tion and removal, where one is allowed to either add or remove a token as
long as there are at least k − 1 tokens at any given time, for some k. In
this paper, we introduce token jumping, where one is allowed to move a
single token to any other vertex. The token jumping reconfiguration graph
is often easier to analyze than the token addition and removal one, since
the cardinalities of two adjacent token sets are always the same. However,
we show that the two models are polynomially equivalent, allowing for an
easier way to analyze token addition and removal reconfiguration graphs
(Section 3).
Finally, we show that reconfiguration of independent sets is a gener-
alization of the reconfiguration of shortest paths; our hardness result for
shortest paths then implies that it is NP-hard to find the shortest recon-
figuration sequence between two independent sets, even in perfect graphs
(Section 4). We also identify two restricted graph classes where reconfig-
urability is easy – even-hole-free graphs under token jumping, for which
the reconfiguration graph is always connected, and P4-free graphs under
token sliding (Section 5).
2 Shortest path reconfiguration
We define the reconfiguration rule for shortest paths in the natural way:
two shortest (s, t)-paths are adjacent in the reconfiguration graph of short-
est (s, t)-paths if and only if they differ, as sequences, in exactly one vertex.
2.1 Instances with exponential diameter
We now present a family of graphs Gk whose size is linear in k but
the diameter of the reconfiguration graph is Ω(2k). The graph G1 con-
tains vertices {x1i | 1 ≤ i ≤ 7} ∪ {y1i | 1 ≤ i ≤ 6} ∪ {s, t} and edges{(x1i , y1i ), (x1i+1, y1i ), (y1i , t) | i ≤ 6} ∪ {(s, x1i ) | 1 ≤ i ≤ 7}. The graph
Gk is defined recursively with vertices {xki | 1 ≤ i ≤ 7} ∪ {yki | 1 ≤ i ≤
6}∪V (Gk−1) and the edges {(xki , yki ), (xki+1, yki ) | i ≤ 6}∪{(yki , xk−1j ) | i ∈
{1, 3, 5}, j ≤ 7} ∪ {(yk2 , xk−11 ), (yk4 , xk−17 ), (yk6 , xk−11 )} ∪ E(Gk−1 \ {s}) ∪
{(s, xki ) | 1 ≤ i ≤ 7} (see Figure 1). Let pkb = s, xk1, yk1 , . . . , x11, y11, t, and
let pke = s, xk7, yk6 , x
k−1
1 , x
k−1
1 , . . . , x
1
1, y
1
1, t. We will consider the problem of
reconfiguring pkb to p
k
e in Gk.
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Fig. 1. The graph Gk for k = 4, where the reconfiguration distance between pkb =
s, xk1 , y
k
1 , . . . , x
1
1, y
1
1 , t and pke = s, xk7 , yk6 , xk−11 , x
k−1
1 , . . . , x
1
1, y
1
1 , t is Θ(2k). An edge with
a circle end means that the vertex is connected to all the vertices in the next layer.
Lemma 1. Let p be a shortest path in Gk that goes through yk1 , and let q
be a path that goes through yk6 . Then the reconfiguration distance between
p and q is at least 9(2k − 1).
Proof. We prove by induction on k, where the base case is clear. Let
ρ = p1, . . . , pn be the shortest reconfiguration sequence between p and q.
First, let i′ be the smallest integer such that pi′+1 contains yk4 , and let
i ≤ i′ be the smallest integer such that every path pi, . . . , pi′ contains
yk3 . By construction, we know that pi−1, and hence pi, contains y
k−1
1 and
pi′+1, and hence pi′ , contains yk−16 . Hence, by the induction hypothesis,
the length of this first phase, i′ − i+ 1, is at least 9(2k−1 − 1).
Next, let j′ be the smallest integer such that pj′+1 contains yk6 , and
let j ≤ j′ be the smallest integer such that every path pj , . . . , pj′ contains
yk5 . By construction, we know that pj−1, and hence pj , contains y
k−1
6 and
pj′+1, and hence pj′ , contains yk−11 . Hence, by the induction hypothesis,
the length of this second phase, j′ − j + 1, is at least 9(2k−1 − 1).
Observe from the graph construction that ρ must always visit ykx−1
before visiting ykx, hence i′ < j, and so the length of ρ is at least the sum
of the two phases plus the moves of the first and second vertex necessary
to percolate yk1 down to yk6 , proving the lemma. uunionsq
On the other hand, there exists an asymptotically matching lower
bound:
Lemma 2. The reconfiguration distance between pkb and p
k
e is at most
11(2k − 1).
Proof. We prove by induction on k, where the base case is clear. It will
be helpful to formally treat a reconfiguration sequence not as a sequence
of paths but as a sequence of vertices, each one representing the switched
vertex at that step. Applying the induction hypothesis, let ρ be the short-
est reconfiguration sequence in Gk−1, and let rev(ρ) be that sequence
6in the reverse direction (from pk−1e to p
k−1
b ). We construct the sequence
as ρ′ = xk2, yk2 , xk3, yk3 , ρ, xk4, yk4 , xk5, yk5 , rev(ρ), xk6, yk6 , xk7. This sequence of
moves reconfigures pkb into p
k
e with the number of steps satisfying the
lemma. uunionsq
We therefore have the following theorem:
Theorem 1. The reconfiguration distance in Gk between pkb and p
k
e is
Θ(2k).
2.2 NP-Hardness of Min-SPR
Given (G, s, t, pb, pe, k), where pb and pe are shortest (s, t)-paths and k
is an integer, the Min-SPR problem is to determine whether there is a
reconfiguration sequence between pb and pe of length at most k. Let φ be
a formula with variables x1, . . . , xn and clauses C1, . . . , Cm. We will create
an instance (Gφ, s, t, pb, pe, 2m(n+2)) and show that φ is satisfiable if and
only this instance is in Min-SPR. For ease of presentation, the graph Gφ
will be directed. However, our result holds for undirected graphs because
the directed shortest (s, t)-paths in Gφ are exactly the shortest paths in
the undirected version of Gφ.
For every variable xi and its possible value vs ∈ {0, 1}, we build a
gadget G(i, vs). The vertex set is {v(i, vs, cs, j) | cs ∈ {0, 1}, 1 ≤ j ≤ 2m}.
The values i, vs, cs, and j for a vertex are referred to as its level, v-
state, c-state, and depth, and denoted by l(v), vs(v), cs(v), and d(v),
respectively. For every 1 ≤ j ≤ 2m − 1, and every cs, there is an edge
from v(i, vs, cs, j) to v(i, vs, cs, j + 1). For all 1 ≤ j ≤ m − 1, there is
an edge from v(i, vs, 0, 2j) to v(i, vs, 1, 2j + 1), and from v(i, vs, 1, 2j)
to v(i, vs, 0, 2j + 1). We also add edges, called formula edges, that are
formula dependent. For all j, if xi = vs satisfies Cj , we add an edge from
v(i, vs, 1, 2j − 1) to v(i, vs, 0, 2j). This gadget is shown in Figure 2A.
We now connect some of these gadgets together. The gadgets we con-
nect are G(i, vs) to G(i + 1, 0) and to G(i + 1, 1), for all i ≤ n − 1 and
all vs. Given two gadgets, G(i, vs) and G(i′, vs′), the meaning of connect-
ing G(i, vs) to G(i′, vs′) is given as follows (shown in Figure 2BC). For all
j ≤ 2m−1 and cs, there is an edge from v(i′, vs′, cs, j−1) to v(i, vs, cs, j).
Also, for all j ≤ m − 1 and cs, there is an edge from v(i′, vs′, cs, 2j) to
v(i, vs, 1− cs, 2j + 1).
We next add a begin and end gadget to the graph, consisting of vertices
begj and endj , respectively, for 1 ≤ j ≤ 2m. These are connected in a path,
with edges (begj , begj+1) and (endj , endj+1) for j ≤ 2m− 1. The level of
the vertices in the begin (end) gadget is 0 (i+1), the c-state is 0 (1), and
the depth of begj or endj is j. For all vs, j ≤ 2m − 1, there is an edge
from v(1, vs, 0, j) to begj+1, and from endj to v(n, vs, 1, j + 1).
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Fig. 2. The reduction from a formula φ to a graph Gφ for the case of three clauses and
three variables. Panel A shows the internal connections of a gadget, with the potential
formula edges that depend on φ given in red (dashed). Panel B shows the way we
connect two given gadgets, while C shows the structure of the whole graph. Each of
the rectangles represents a gadget, with the lines showing which parts are connected
together.
Finally, we add a s and t vertex to the graph, and make an edge from
s to every depth 1 vertex, and from every depth 2m vertex to t. The depth
of s(t) is defined to be 0 (2m + 1). We call the resulting directed graph
Gφ. Let pb = s, beg1, . . . , beg2m, t and pe = s, end1, . . . , end2m, t be two
paths in this graph. Then, (Gφ, s, t, pb, pe, 2m(n + 2)) is the instance of
the Min-SPR problem that we will consider here.
The intuition behind the reduction is that in order for the path to
percolate down from pb to pe in a minimal number of steps, it must pass
consecutively through exactly one of G(i, 0) or G(i, 1) for every variable
xi. The choice of which one corresponds to assigning xi the corresponding
value. Furthermore, each shortest path that goes through a gadget can
visit the vertex at depth 2j with a c-state of 0 or 1. This corresponds to
having the jth clause satisfied or not. Initially, the path goes only through
vertices with c-state 0, and the only way to switch the c-state at a given
depth is via a formula edge. By going through a gadget G(i, vs), there is
an opportunity to use the formula edges to switch the c-state of all clauses
that xi = vs would satisfy. In order to reach the final path pe, the c-state
of all the vertices must be 1, hence all the clauses must be satisfied.
First, we will show that the reduction is sound. Each edge (a, b) is con-
sidered to be either odd or even, depending on the parity of d(a). We call
edges that connect vertices on the same level (exactly those that belong
to the same gadget) as intra-level, while the edges that connect vertices
on different levels are called inter-level. We say that a reconfiguration
sequence visits a vertex if there exists p ∈ ρ that contains that vertex.
Fact 1 Let e = (a, b) be an edge in Gφ. The following follows directly
from construction:
1. l(b) ≤ l(a) ≤ l(b) + 1.
82. If e is an intra-level odd edge, cs(a) = 0 implies that cs(b) = 0.
3. If e is an inter-level odd edge, then cs(a) = cs(b).
4. If e is a non-formula odd edge, then cs(a) = cs(b).
5. If e is intra-level, then vs(a) = vs(b).
These facts about Gφ capture most of the properties of the reduction
that are needed to prove completeness and soundness. We will first need
some definitions. Let p = s, v1, . . . , v2m, t be a shortest path and consider
an arbitrary move that switches vi with v′i. Themove graph is the subgraph
induced by vi−1, vi, v′i, vi+1, referred to by the tuple (vi−1, vi, v
′
i, vi+1).
There are two kinds of moves, odd and even, depending on the parity
of d(vi).
Lemma 3. The length of a reconfiguration sequence is at least 2m(n +
2). Moreover, each move in an sequence that has this length must either
increase the c-state or the level of the switched vertex, but not both.
Proof. Let Φ(p) =
∑
v∈p\{s,t} l(v)+ cs(v) be a potential function counting
the sum levels and c-states for vertices in a path. Consider an arbitrary
move m and its move graph (a, b, c, d). We will first show that ∆Φ(m) =
l(c)− l(b)+cs(c)−cs(b) ≤ 1. First consider the case that the move is odd.
Applying Fact 1.1 to the edges (b, d) and (c, d), we get that l(c) ≤ l(b)+1.
Moreover, the only way to have l(c) = l(b)+1 is for (b, d) to be intra-level
and (c, d) to be inter-level. In this case, and further supposing cs(b) = 0,
Fact 1.2 implies that cs(d) = 0, and Fact 1.3 implies that cs(c) = 0.
These facts imply ∆Φ(m) ≤ 1. A similar argument, applied to the edges
(a, b) and (a, c), holds for the case m is even. Combined with the fact that
Φ(pb) = 0 and Φ(pe) = 2m(n+ 2), the lemma follows. uunionsq
Lemma 4. No path can contain two vertices with the same level but dif-
ferent v-state.
Proof. In any path, the level of the vertices is non-increasing (by Fact 1.1).
Therefore, all the vertices that have the same level must appear consecu-
tively in the path. The lemma follows by Fact 1.5. uunionsq
Lemma 5. Suppose there exists a reconfiguration sequence ρ of length
2m(n + 2). Then ρ visits at least one vertex at every level, and all the
vertices that it visits at a given level have the same v-state.
Proof. Since the level of a switched vertex can never increase by more
than one, and the level of all vertices in pb is 0 and in pe is i+ 1, ρ must
visit a vertex at every level.
Let p be the first shortest path in ρ that contains a vertex of level i,
and let s be the v-state of that vertex. Let p′′ be the first path in ρ after p
that does not contain a vertex whose level is i and v-state is s, and let p′
9be the path right before that. By Lemma 4, all the paths between p and
p′ only contain level i vertices whose v-state is s.
Suppose for the sake of contradiction that p′′ contains a vertex with
level i and a v-state that is not s, and consider the move (a, b, c, d) that
created p′′. By Lemma 4 and the fact that p′ and p′′ differ in only one
vertex, we know that b and c are the only level i vertices in p′ and p′′,
respectively. Furthermore, Fact 1.5 implies all the edges of (a, b, c, d) must
be inter-level. We can apply Fact 1.3 to the edges (b, d), (c, d) (if b is odd)
or to (a, b), (a, c) (if b is even) to show that cs(b) = cs(c). However, since
l(c) = l(b), Lemma 3 implies cs(c) = cs(b) + 1. This is a contradiction,
and, so, p′′ does not contain a level i vertex.
For any path, the set of the levels of its vertices must form a contiguous
interval, since an edge can never cross more than one level. Because p′′
has a level i+1 vertex (by Lemma 3) and does not have a level i vertex, it
therefore only contains vertices with level greater than i. Lemma 3 further
implies that the same holds for all the paths after p′′ in ρ. uunionsq
Suppose there exists a reconfiguration sequence ρ of length 2m(n+2).
Lemma 5 allows us to build an assignment θ by assigning θi the v-state
of the vertices of level i in ρ.
Lemma 6. The assignment θ is satisfying for φ.
Proof. Consider an arbitrary clause Cj , and the vertices at depth 2j − 1.
Each p ∈ ρ contains exactly one vertex at this depth. In pb, the c-state of
this vertex is 0, while in pe it is 1, so there exists some first move (a, b, c, d)
with d(b) = d(c) = 2j−1 and cs(b) = 0 and cs(c) = 1. Since cs(c) > cs(b),
Lemma 3 implies that l(b) = l(c). By Fact 1.4, either (b, d) or (c, d) is a
formula edge, otherwise we would have 0 = cs(b) = cs(d) = cs(c) = 1.
Furthermore, (b, d) is not a formula edge because cs(b) = 0. Thus, (c, d)
is a formula edge, and we know from the construction that xl(c) = vs(c)
satisfies Cj . But θl(c) = vs(c) by definition, so Cj is satisfied. uunionsq
We now prove that the reduction is complete.
Lemma 7. If φ is satisfiable, then there exists a reconfiguration sequence
of length at most 2m(n+ 2).
Proof. Let θ ∈ {0, 1}n be a satisfying truth assignment. Let sat(i, j) =
1 if Cj is satisfied by θ1, . . . , θi, and 0 otherwise. Let p(i, k) = s,
v(i, θi, sat(k, 1), 1), v(i, θi, sat(k, 1), 2), . . ., v(i, θi, sat(k, j), 2j − 1),
v(i, θi, sat(k, j), 2j),. . . , t. We claim that ρ = pb, p(1, 0), p(1, 1),. . ., p(i, i−
1), p(i, i), . . . , pe is a reconfiguration sequence of length 2m(n+2), where
the intermediate moves and their length are explained below.
The vertices of p(i, i) can be switched in order of increasing depth
using inter-level edges to get p(i+ 1, i) in 2m steps. The paths p(i, i− 1)
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and p(i, i) are different only when Cj is satisfied by θi, in which case there
is a formula edge from v(i, θi, 1, 2j − 1) to v(i, θi, 0, 2j). Using this edge,
the vertices of p(i, i − 1) can be switched in order of increasing depth to
get p(i, i). The number of moves required is 2k, where k is the number
of clauses satisfied by θi but not satisfied by θ1, . . . , θi−1. When summed
over ρ, these add up to at most 2m, since each clause can become satisfied
for the first time only once. Finally, we can switch between pb and p(1, 0)
and between p(n, n) and pe using in 2m steps each. uunionsq
Combining Lemma 6 and Lemma 7 together with the fact that the
reduction can be clearly done in polynomial time, we have the following
theorem.
Theorem 2. The Min-SPR problem is NP-hard, even if k is polynomial
in |V (G)|.
3 Independent set reconfiguration: the models
We now turn our attention to reconfiguring independent sets. Recall that
we view an independent set as a set of tokens placed on the vertices such
that no two tokens are adjacent. Consider the reconfiguration rule in which
a move from one valid configuration to another is made by a token jump:
moving a token from one vertex to an unoccupied vertex (not necessarily
a neighbor of it), such that the resulting set is independent. The token
sliding, token jumping, and token addition and removal reconfiguration
rules give rise to the following three reconfigurability problems.
Token sliding (TS) / token jumping (TJ): Given a graph G and two
independent sets A, B in G, determine if A can be reconfigured into B via
a sequence of independent sets, each of which results from the previous
one by a single token slide (for TS) or jump (for TJ).
Token addition and removal (TAR): Given a graph G, an integer k
and two independent sets A, B in G, both of size ≥ k, is there a way to
transform A into B via independent sets, each of which results from the
previous one by adding or removing one vertex of G, without ever going
through an independent set of size less than k − 1?
We now establish the equivalence between the TJ and TAR problems.
We need some definitions. We say that A and B are TS- (TAR-, TJ-)
reconfigurable if they belong to the same connected component of the
TS- (TAR-, TJ-) reconfiguration graph. For the three independent set
reconfiguration problems, we refer to the corresponding reconfiguration
graphs as the TS-graph, TAR-graph, and TJ-graph (of the graph G),
respectively. Corresponding reconfiguration sequences will be referred to
as TS- (TAR-, TJ-) paths. Also, we will use the terms token set and
independent set interchangeably.
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Theorem 3. Two independent sets A and B of size s in a graph G are
TJ-reconfigurable if and only if they are TAR-reconfigurable with parame-
ter k = s. Moreover, distTAR(A,B) = 2distTJ(A,B), and there exists an
algorithm that, given a reconfiguration sequence between two independent
sets in one of these two models outputs a reconfiguration sequence con-
necting the two sets in the other model in time polynomial in the length
of the sequence. The algorithm maps every shortest TAR-sequence to a
shortest TJ-sequence, and vice versa.
Proof. Any path P in the TJ-graph between two independent sets of size s
naturally corresponds to a path P ′ in the TAR-graph with parameter k =
s, between the same two sets: Jumping a token from a to b is equivalent
to first removing the token from a, thereby creating an independent set of
size s − 1, and then adding a token to b, resulting in an independent set
of size s. Applying this transformation to every jump produces, in linear
time, a TAR-reconfiguration path P ′ such that |P ′| = 2|P |.
Conversely, suppose that P = (A0, A1, . . . , Ar) is a path in the TAR-
graph with parameter k = s connecting two independent sets A = A0
and B = Ar of size s, where A 6= B. We will show how to transform P
into a path P ′ that connects A to B in the TJ-graph. Notice that this is
equivalent to finding an (A,B)-path in the TAR-graph such that all the
token sets are of sizes k or k − 1.
Let us call an (A,B)-reconfiguration path P = (A0, A1, . . . , Ar) in the
TAR-graph compressed if it holds that Ai 6= Ai+2 for all i = 0, 1, . . . , r−2.
Clearly, every reconfiguration path can be transformed in linear time into
a compressed one since if Ai = Ai+2, then we can remove Ai+1 and Ai+2
from the sequence to obtain a shorter TAR-reconfiguration path from A
to B. We will refer to this transformation as compression.
The whole transformation procedure that will produce a TJ-
reconfiguration path will consist of a sequence of compressions and peak
foldings, which we define now. Let P = (A0, A1, . . . , Ar) be a com-
pressed (A,B)-path in the TAR-graph. For each i ∈ {1, . . . , r}, let vi
denote the token that is either added or removed in the i-th step, that is,
Ai4Ai−1 = {vi} (where 4 denotes the symmetric difference). Let us call
an index p ∈ {1, . . . , r − 1} peak index if
|Ap| = |Ap−1|+ 1 = |Ap+1|+ 1 ≥ k + 1 .
It follows directly from the definition that for every peak index p, we have
Ap\Ap−1 = {vp} and Ap\Ap+1 = {vp+1}. In particular, vp, vp+1 ∈ Ap, and
we can obtain another (A,B)-path in the TAR-graph by replacing Ap with
the set A′p := Ap\{vp, vp+1}. More formally, peak folding is the operation
of producing from a compressed path (A0, A1, . . . , Ap−1, Ap, Ap+1, . . . , Ar)
the path (A0, A1, . . . , Ap−1, A′p, Ap+1, . . . , Ar), where p is a peak index and
A′p = Ap\{vp, vp+1}. Since P is compressed, the sets Ap−1 and Ap+1 are
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distinct, which implies that vp 6= vp+1, and in turn vp+1 ∈ Ap−1. This
guarantees that A′p = Ap−1\{vp+1} so we can indeed move from Ap−1 to
A′p with a token removal. Similarly we can see that Ap+1 = Ap′ ∪ {vp}.
Notice that since A′p is a subset of Ap, it is independent. Figure 3 shows
the effect of applying a peak folding on the cardinalities of the token sets.
k
k − 1
k + 1
k + 2
A
1 2 3 r
B A
1 2 3 r
Bk
k − 1
k + 1
i i
|Ai| |Ai|
p p
k + 3
k + 2
k + 3
Fig. 3. Simplifying the reconfiguration path by folding a peak at p.
Let P = (A0, A1, . . . , Ar) be a given (A,B)-path in the TAR-graph.
Starting with P , we iteratively apply compressions and peak foldings (ev-
ery peak folding preceded by a compression step), as long as possible, that
is, until we obtain a compressed path without peak indices. Notice that
every step reduces the total size
∑
i |Ai| of the token sets by at least two.
All the token set sizes are bounded from below by k − 1, hence the pro-
cess eventually stops and produces an (A,B)-path (A∗0, A∗1, . . . , A∗m) in the
TAR-graph. Since this path contains no peak indices, it only contains to-
ken sets of size k or k−1. More specifically, |A∗i | = k−1 for odd i and |A∗i | =
k for even i. In particular, m is even. The path (A∗0, A∗2, A∗4, . . . , A∗m/2) is
therefore a valid (A,B)-path in the TJ-graph. Clearly, the algorithm runs
in polynomial time.
Finally, it follows from the above proof that shortest paths get mapped
to shortest paths. By the first part of the proof, any (A,B)-path of length
r in the TJ-graph gets mapped to an (A,B)-path of length 2r in the TAR-
graph. Notice that every shortest (A,B)-path in the TAR-graph is com-
pressed, thus, by the second part of the proof, every shortest (A,B)-path
in the TAR-graph of length r is transformed to an (A,B)-path of length
r/2 in the TJ-graph. This also shows that distTAR(A,B) = 2distTJ(A,B).
uunionsq
Theorem 3 immediately implies that results holding for the TARmodel
can be transferred to the TJ model. New results can also be derived via
this relationship:
Corollary 1. There exists a polynomial-time algorithm for the TJ prob-
lem in line graphs.
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Proof. By Theorem 3, the TJ problem in line graphs is polynomially re-
ducible to the TAR problem in line graphs. Due to the correspondence
between matchings in a graph and independent sets in its line graph,
the problem is polynomially equivalent to the Matching reconfigu-
ration problem. For a polynomial-time algorithm for this problem, see
Ito et al. [12]. uunionsq
4 Hardness of independent set reconfiguration
TS, TAR, and TJ reconfiguration problems are all PSPACE-complete
in general graphs. For the TS problem, this was announced in [11] (see
also [2]) without an explicit proof. For the TAR problem, this was shown
by Ito et al. [12]. In fact, their proof uses only token slides (which are
done by token additions and removals), also implying that TS is PSPACE-
complete. Theorem 3 immediately implies PSPACE-completeness for the
TJ model. The hardness of these reconfigurability problems of course im-
plies the hardness of the more difficult problems of finding the length of the
shortest reconfiguration sequence. However, in this section we show that
these related variants remain NP-hard even when the graph is restricted
to be perfect.
We use a reduction from the reconfiguration of shortest paths. Given a
graph G and two vertices s and t of G at a distance k apart, let G1 denote
the graph obtained from G by deleting from it all the vertices and edges
not appearing on any shortest (s, t)-path. For i ∈ {0, 1, . . . , k}, let Di be
the set of vertices in G1 at distance i from s and k−i from t. The graph G′
is the graph obtained from G1 by turning every set Di into a clique, and
complementing the edges of G1 between every pair of consecutive layers
Di and Di+1. Formally, V (G′) = V (G1) and E(G′) = {uv : u 6= v, ∃i
such that u, v ∈ Di} ∪
⋃k−1
i=0 {uv : u ∈ Di, v ∈ Di+1, uv 6∈ E(G1)}. The
idea of the construction is that there is a bijective correspondence between
shortest (s, t)-paths in G and independent sets of size k + 1 in G′. This
gives the following theorem (the proof is straightforward)
Theorem 4. For every graph G, there is a polynomially computable length-
preserving bijection (length-doubling for TAR) between shortest reconfigu-
ration sequences in the shortest path reconfiguration graph of G and those
in the TS- (TJ-, TAR-) reconfiguration graph for G′.
The following corollary is a direct consequence of Theorem 2 and the fact
that graph G′ contains no odd holes or their complements and hence is
perfect [6]. Recall that a hole in a graph is a chordless cycle with at least
four vertices, and a hole is even (odd) if it has an even (odd) number of
vertices.
Corollary 2. Let G be a perfect graph, A,B two independent sets in G,
and k an integer. It is NP-hard to determine if there exists a reconfigu-
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ration sequence of length at most k between A and B in the TS, TJ, and
TAR models,even if k is polynomial in |V (G)|.
5 Positive results for independent set reconfiguration
In this section we identify two restrictions on the input graphs which make
the reconfigurability of independents sets easy to solve.
5.1 Even-hole-free graphs in the TJ model
We will show that two token sets of the same size in any even-hole-free
graph are TJ-reconfigurable. Given a graph G and two independent sets
A and B in G of the same size, the Piran graph Π(A,B) of A and B is the
subgraph of G induced by the vertex set (A\B) ∪ (B\A). The following
simple lemma gives a sufficient condition under which it is always possible
to jump a token from A to B.
Lemma 8. Let A and B be two independent sets of the same size in a
graph G. If the Piran graph Π(A,B) is even-hole-free then there exists a
token in B \A with at most one neighbor in A \B.
Proof. The Piran graph is bipartite, and as such, it does not contain odd
cycles. If in addition, Π(A,B) is even-hole-free, then it must be a forest.
Since |A \B| = |B \A|, the number of edges in Π(A,B) is in fact at most
|A \ B| + |B \ A| − 1 = 2|B \ A| − 1. Therefore there exists a vertex in
B \A with at most one neighbor in A \B. uunionsq
A consequence of Lemma 8 is the following result.
Theorem 5. Let A and B be two independent sets of the same size in
a graph G. If the Piran graph Π(A,B) is even-hole-free, then A and B
are TJ-reconfigurable. Moreover, there exists an algorithm running in time
O(|A|) that (if the Piran graph is even-hole-free) finds a shortest TJ-path
between the two sets.
Proof. By Lemma 8, there exists a token in B \ A with at most one
neighbor in A \ B. Therefore, the following sequence of token jumps will
transform the current independent set A to the target independent set B:
1. Find a vertex v from B\A with at most one neighbor in the set A\B.
2. If v has a neighbor in A\B, say w, jump w to v.
3. Otherwise, jump an arbitrary token w from A\B to v.
4. Replace A and B with A \ {w} and B \ {v}, respectively. If |A| ≥ 1,
go to 1.
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The whole procedure can be performed in time O(|A|), as follows. We
first compute the degrees of the vertices in the (B\A)-part of the initial
Piran graph. We keep vertices of degree at most one in a queue. Every
token jump consists of taking a vertex v from the queue, finding a vertex
w ∈ A\B as specified above, reducing the Piran graph by exactly two
vertices (v and w), and reducing the degrees of the remaining neighbors
of w other than v by one. We add each vertex whose degree drops to one
to the queue and repeat the procedure. Since every edge of the initial
Piran graph is considered at most once, the running time of the algorithm
is O(|E(Π(A,B))|) = O(|A|). Finally, note that since the reconfiguration
sequence output by the algorithm consists of |A\B| moves, it is a shortest
one. uunionsq
The class of even-hole-free graphs includes the well known class of
chordal graphs (hence also trees and interval graphs). The structure of
even-hole-free graphs is understood and membership in this class can be
decided in polynomial time [7]. Notice that if the input graph is even-
hole-free, so is the Piran graph. Due to Theorem 5 we can easily solve
the TJ reconfiguration problem for the class of even-hole-free graphs. In-
terestingly, determining the complexity of computing the maximum size
of an independent set in an even-hole-free graph is, to the best of our
knowledge, an open problem.
The example of the claw G = K1,3 with leaves {v1, v2, v3}, and the
independent sets A = {v1, v2}, B = {v1, v3}, shows that the analogue of
Theorem 5 does not hold for the TS model for the whole class of even-
hole-free graphs. We leave it as an open question to determine whether
the analogue holds for the class of (claw, even-hole)-free graphs.
5.2 P4-free graphs in the TS model
In this subsection we give a polynomial time algorithm to solve the TS
problem in P4-free graphs. P4-free graphs (also known as cographs) are
graphs without an induced subgraph isomorphic to a 4-vertex path. A
polynomial-time algorithm for token sliding in P4-free graphs can be de-
veloped based on the following well-known characterization of P4-free
graphs [8]: a graph G is P4-free if and only if for every induced subgraph
F of G with at least two vertices, either F or the complement to F is dis-
connected. A co-component of a graph G = (V,E) is the subgraph of G
induced by the vertex set of a connected component of the complementary
graph G = (V, {uv | u, v ∈ V, u 6= v, uv 6∈ E}).
Theorem 6. The TS problem is solvable in time O(|V |+ |E|) if the input
graph G = (V,E) is P4-free. Moreover, a shortest reconfiguration sequence,
if it exists, can be found in time O(|V |+ |E|).
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Algorithm 1 TS-reconfiguration of independent sets in P4-free graphs
Input: A P4-free graph G = (V,E) and two independent sets A, B.
Output: A shortest (A,B)-path in the TS-graph, if one exists, NO other-
wise.
1: if |V (G)| = 1 then return the trivial TS-path if |A| = |B|, and NO otherwise.
2: if G is disconnected, with connected components C1, . . . , Cm then
3: if there is an i ∈ {1, . . . ,m} such that |A ∩ Ci| 6= |B ∩ Ci| then return NO.
4: else solve the problem recursively for the connected components C1, . . . , Cm
with respective token sets (A ∩ C1, B ∩ C1), . . . (A ∩ Cm, B ∩ Cm).
5: if one of the outputs is NO then return NO.
6: else merge the corresponding (A ∩ Ci, B ∩ Ci)-paths into an (A,B)
TS-path P , return P .
7: else
8: if |A| = |B| = 1 then return an (A,B) TS-path corresponding to a shortest
(A,B)-path in G.
9: else
10: if A and B are in the same co-component of G then solve the problem
for A and B recursively on that co-component and return the output.
11: else return NO.
Proof. We claim that Algorithm 1 below solves the TS problem on P4-free
graphs.
The correctness of the algorithm is straightforward, using the above-
mentioned characterization of P4-free graphs [8]. Using the result of
Corneil et al. [9] showing that the decomposition of a P4-free graph
G = (V,E) into one-vertex graphs by means of taking components or
co-components can be computed in time O(|V | + |E|) [9], it is also easy
to see that the algorithm can be implemented so that it runs in linear
time. uunionsq
Theorem 6 can be used to prove that the TS problem is solvable in
polynomial time if the input graph is (claw, paw)-free (recall that the
claw is K1,3 and the paw is the graph obtained from the claw by adding
one edge). This is due to the observation that the only connected (claw,
paw)-free graph containing an induced P4 are (long enough) paths and
cycles.
6 Concluding remarks
In this paper, we studied the reconfiguration variant of the shortest path
problem. We believe that the major open problem is to determine the
complexity of deciding whether two shortest paths are reconfigurable. If
the problem is NP-hard, then it will be the first example of a “natural”
problem in P whose reconfigurability version is NP-hard. If the problem
is polynomially solvable, then it will be the first example of an efficiently
solvable reconfigurability problem with reconfiguration graphs of large
diameter.
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Our results are somewhat orthogonal to previous research on recon-
figuration since we consider the length of a shortest bath between two
instances in the reconfiguration graph. If we assume that the bound k on
the reconfiguration sequence length is given in unary, Min-SPR is in NP
and Theorem 2 says it is NP-complete. It would be interesting to analyze
whether similar results hold for other problems that have been studied in
the context of reconfiguration.
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Addendum
Recently, Paul Bonsma proved that shortest path reconfiguration is PSPACE-
complete [1].
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