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AN ALGEBRAIC APPROACH TO THE QUANTUM
CLEBSCH-GORDAN FORMULA
JOHN WU
Abstract. This paper is an expository essay on the quantum variant of the
Clebsch-Gordan formula. We describe the special linear Lie algebra of order
2 and form its quantum group by deformation. We will take a Hopf algebra
approach to proving the Clebsch-Gordan formula and its quantum variant.
This paper consists of two sections describing the Clebsch-Gordan formula and
its quantum variant. In the first section, we introduce Hopf algebras and their
module structure. This will be applied to the defining of the Lie algebra sl(2)
and its universal enveloping algebra U(sl(2)), followed by the statement and proof
of the Clebsch-Gordan formula. In the second section, we define the deformation
Uq(sl(2)) and show its connection to U(sl(2)) as a Hopf algebra. To conclude, we
state and prove the quantum variant of the Clebsch-Gordan formula.
We assume throughout this paper that the ground field k is algebraically closed
of characteristic zero. The reader may freely substitute the complex numbers.
THE CLEBSCH-GORDAN FORMULA
The goal of this section is to introduce the concepts that lead up to modules
over U(sl(2)) and then prove the Clebsch-Gordan formula, which shows how to
decompose tensor products of simple modules as direct sums of simple modules.
1. Preliminary Concepts: Tensors, Modules, and Hopf Algebras
We begin by introducing tensor products with a few definitions.
For two vector spaces U, V , there is a correspondence between the bilinear func-
tions from U × V and the linear functions from a vector space we call the tensor
product U ⊗ V . If {ui | i ∈ I}, {vj | j ∈ J} are bases for U, V respectively, then
U ⊗V has {ui | i ∈ I}×{vj | j ∈ J} as a basis, written as {ui⊗ vj | (i, j) ∈ I ×J}.
We describe U ⊗ V as the quotient space of the vector space with basis U × V
by the subspace generated by the following for λ ∈ k:
(u+ u′)⊗ v = u⊗ v + u′ ⊗ v,
u⊗ (v + v′) = u⊗ v + u⊗ v′,
λ(u⊗ v) = (λu)⊗ v = u⊗ (λv).
(1.1)
Definition 1.1. An algebra is a a triple (A,µ, η) where A is a vector space, µ : A⊗
A→ A, and η : k → A satisfying:









k ⊗A A⊗A A⊗ k
A
η ⊗ id id⊗ η
∼= ∼=
µ
corresponding to associativity of multiplication µ and unit η(1) respectively.
A linear map f : (A,µ, η)→ (A′, µ′, η′) is an algebra morphism if µ′ ◦ (f ⊗ f) =
f ◦ µ and f ⊗ η = η′.
Given algebras A and B, the tensor product A ⊗ B has an algebra structure
given by (a⊗ b)(a′ ⊗ b′) = aa′ ⊗ bb′ for a, a′ ∈ A and b, b′ ∈ B, with unit 1⊗ 1.
Definition 1.2. An A-module is a pair (M,µM ) where M is a vector space and












An A-module morphism f : (M,µ′M ) → (M,µM ′) is a linear map such that
µM ′ ◦ (id⊗ f) = f ◦ µM .
The action of A onM defines an algebra morphism ρ : A→ End(M) by ρ(a)(v) =
av which we call a representation of A on M .
Definition 1.3. A coalgebra is a a triple (C,∆, ε) where C is a vector space,
∆: C → C ⊗ C, and ε : C → k satisfying:
C C ⊗ C





k ⊗ C C ⊗ C C ⊗ k
C
ε⊗ id id⊗ ε
∼= ∼=
∆
corresponding to coassociativity of comultiplication ∆ and counit ε respectively.
A linear map f : (C,∆, ε)→ (C ′,∆′, ε′) is a coalgebra morphism if (f ⊗ f) ◦∆ =
∆′ ◦ f and ε = ε′ ◦ f .
Given coalgebras (C,∆, ε), (C ′,∆′, ε′), the tensor product C⊗C ′ has a coalgebra
structure with comultiplication (id⊗ τC,C′ ⊗ id) ◦ (∆⊗∆′) and counit ε⊗ ε′, where
τC,C′ : C ⊗ C ′ → C ′ ⊗ C with τC,C′(c⊗ c′) = c′ ⊗ c.
Definition 1.4. An C-comodule is a pair (N,∆N ) where N is a vector space and
∆N : N → C ⊗N is a linear map satisfying:
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N C ⊗N










A C-comodule morphism f : (N,∆′N ) → (N,∆N ′) is a linear map such that
(id⊗ f) ◦∆N = ∆N ′ ◦ f .
Definition 1.5. An A-module V is simple if its only submodules are {0} and V .
V is semisimple if it is isomorphic to a direct sum of simple A-modules. V is
indecomposable if it is not isomorphic to a direct sum of nonzero submodules.
Proposition 1.6. The following are equivalent:
(1) For any submodule V ′ ⊂ V a finite-dimensional A-module, there exists a
submodule V ′′ such that V ∼= V ′ ⊕ V ′′.
(2) For simple submodule V ′ ⊂ V a finite-dimensional A-module, there exists
a submodule V ′′ such that V ∼= V ′ ⊕ V ′′
(3) Any finite-dimensional A-module is semisimple.
Proof. (1⇒ 2) : This is clear.
(2⇒ 3) : Let V1 be a minimal nonzero submodule of V satisfying (2), so it must
be simple and there exists a submodule V 1 with V = V1 ∼= V 1. If we iterate this
construction on V 1, we get a sequence (Vn)n>0 such that V
n ∼= Vn+1⊕V n+1. This
sequence is strictly decreasing so there exists an integer p such that V p = {0} and
we have V ∼= V1 ⊕ ...⊕ Vp. Thus V is semisimple.
(3 ⇒ 1) : Let V ′ ⊂ V =
⊕
i∈I Vi. Let J ⊂ I be a maximal subset such that
V ′ ∩ (
⊕
j∈J Vj) = {0}. If i 6∈ J , then Vi ∩ (V ′ +
⊕
j∈J)Vj 6= {0}. But since
Vi is simple, we must have Vi ⊂ V ′ +
⊕
j∈J Vj for all i. Consequently we have
V = V ′+
⊕
j∈J Vj and by definition of J , we have V = V
′⊕
⊕
j∈J Vj = V
′⊕V ′′. 
Definition 1.7. A bialgebra is a quintuple (H,µ, η,∆, ε) where (H,µ, η) is an
algebra and (H,∆, ε) is a coalgebra such that µ and η are coalgebra morphisms or
equivalently ∆ and ε are algebra morphisms.
Given two H-modules U, V , the tensor product U ⊗V is an H ⊗H-module with
(h ⊗ h′)(u ⊗ v) = (hu ⊗ h′v) where h, h′ ∈ H,u ∈ U, v ∈ V . Additionally, U ⊗ V
has an H-module structure given by h(u⊗ v) = ∆(h)(u⊗ v).
Definition 1.8. For an algebra A, a coalgebra C, and f, g ∈ hom(C,A), we define
a convolution f ?g = ∆◦f⊗g ◦µ. For a bialgebra (H,µ, η,∆, ε), an endomorphism
S is an antipode if S ? idH = idH ? S = η ◦ ε. A bialgebra with an antipode is a
Hopf algebra. As the inverse of idH in the monoid hom(H,H) under convoltuion,
the antipode is uniquely specified. Alternatively, a Hopf algebra is a bialgebra
(H,µ, η,∆, ε) together with a linear map S : H → H that satisfies:
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H ⊗H H ⊗H
H k H







2. The Lie algebra sl(2)
In this section we describe sl(2) and finite-dimensional U(sl(2))-modules.
Definition 2.1. A Lie algebra g is a vector space with a bilinear map [, ] : g×g→ g,
the Lie bracket, satisfying for all x, y, z ∈ g:
i) [x, y] = −[y, x]
ii) [x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0.
A linear map f : g → g′ is a Lie algebra morphism if f [x, y] = [f(x), f(y)] for
x, y ∈ g.
A Lie subalgebra h of g is a subspace of g such that if (x, y) ∈ h×h, then [x, y] ∈ h.
A subspace I of g is an ideal of g if for any (x, y) ∈ g× I, we have [x, y] ∈ I.
Remark 2.2. Note there is no distinction between left and right ideals because of
the antisymmetry of the Lie bracket.
Remark 2.3. Let A be an associative algebra. Defining [a, b] = ab − ba for all
a, b ∈ A, we have an induced Lie algebra L(A) on A, where [, ] satisfies the two Lie
algebra axioms.
Definition 2.4. The Lie algebra gl(n) = L(Mn(k)) is the Lie algebra of n × n
matrices with entries in k. Then sl(n) is the Lie subalgebra of gl(n) of matrices
with trace 0.
Definition 2.5. For a vector space V , define T 0(V ) = k, T 1(V ) = V, ..., Tn(V ) =




is a vector space equipped with an algebra structure:
(x1 ⊗ ...⊗ xn)(xn+1 ⊗ ...⊗ xn+m) = x1 ⊗ ...⊗ xn ⊗ xn+1 ⊗ ...⊗ xn+m,
where xi ∈ V and with unit η(1) = 1 ∈ k = T 0(V ).
Note that a Lie algebra does not inherently have an associative algebra structure.
To remedy this and to preserve the properties of the Lie bracket, to a Lie algebra
g we assign an associative algebra U(g) and a morphism of Lie algebras ig : g →
L(U(g)). We call the pair (U(g), ig) the universal enveloping algebra of g. We
now establish the existence of such a pair. Define I to be the two-sided ideal
of T (g) generated by all elements of the form xy − yx − [x, y], where x, y ∈ g.
Now U(g) = T (g)/I(g). Define the map ig to be the composition of the canonical
injection g→ T (g) and the canonical surjection T (g)→ U(g). ig is an Lie algebra
morphism since ig([x, y]) = xy − yx.
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Remark 2.6. U(g) has the following universal property: given any associative alge-
bra A and any f : g→ L(A), there exists an unique algebra morphism φ : U(g)→ A
such that φ ◦ ig = f . Equivalently, homLie(g, L(A)) ∼= homAlg(U(g), A). This uni-
versal property is used to prove the following lemma.
Lemma 2.7. (1) For any f : g→ g′ there exists a unique U(f) : U(g)→ U(g′)
such that U(F ) ◦ ig = ig′ ◦ f and U(idg) = idU(g.
(2) If f, g : g→ g′, then U(f ′ ◦ f) = U(f ′) ◦ U(f).
(3) U(g⊕ g′) ∼= U(g)⊗ U(g′).
Definition 2.8. If (A,µ, η) is an algebra, then we define the opposite algebra
(Aop, µop, η) by Aop = A, µop = µ ◦ τA,A. For a Lie algebra (g, [, ]), we define
the opposite Lie algebra (gop, [, ]op) by gop = g and [x, y]op = [y, x] = −[x, y].
Note the linear map op(x) = −x is an isomorphism from g to gop. In the
following, we will simplify notation by writing x for ig(x).
Proposition 2.9. Let ∆ = ϕ ◦ U(δ) where δ : g → g ⊕ g by δ(x) = (x, x) and
ϕ : U(g ⊕ g) → U(g) ⊗ U(g) an isomorphism. Let ε = U(0) where 0: g → {0} and
S = U(op) where op : g → gop is an isomorphism. Then the enveloping algebra
U(g) is a cocommutative Hopf algebra. Explicitly, for x1, ..., xn ∈ g, we have






+ x1...xn ⊗ 1
where σ is a permutation such that σ(1) < σ(2) < ... < σ(p) and σ(p + 1) < ... <
σ(n), and S(x1x2...xn) = (−1)nxn...x2x1. In particular, ∆(x) = x⊗ 1 + 1⊗ x and
S(x) = −x for x ∈ g.
Proof. It follows from the definition of S that it is an antipode of U(g). Consider
the commuting diagrams:
g g⊗ g





{0} ⊗ g g⊗ g g⊗ {0}
g
0⊗ id id⊗ 0
∼= ∼=
δ
By the previous lemma, we can lift each Lie algebra morphism to morphisms
of universal enveloping algebras. By definition of ∆ and ε, the diagrams apply to
U(g) and so it is a Hopf algebra.
Finally:
g
g⊗ g g⊗ g
δ δ
τ
implies that U(g) is cocommutative. 
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We state the following theorem without proof and without proper background.
See reference [2, Sec.17.3], for a proof.
Theorem 2.10. (Poincaré-Birkhoff-Witt or PBW Theorem): U(g) is filtered as a
quotient of T (g) and the corresponding graded algebra is isomorphic to the symmet-
ric algebra on g : grU(g) ∼= S(g). If {vi | i ∈ I} is a totally ordered basis of g, then
{vi1 ...vin | i1 ≤ ... ≤ in ∈ I, n ∈ N} is a basis of U(g).
As a consequence of the PBW theorem, g is embedded in U(g). Additionally,
recall that U(g) is an associative algebra so we have a notion of a U(g)-module V .
If ρ : U(g)→ End(V ) is a representation of U(g) on V , as a result of the universal
property of U(g), we have an equivalent Lie algebra morphism ρ : g → gl(V ) with
ρ(x)(v) = xv. A bilinear map from L × V → V such that [x, y]v = x(yv) − y(xv)
defines a g-module.
Remark 2.11. Given the coproduct on U(g) from Prop 2.9, the action of a g-module
on the tensor of two g-modules V, V ′ is given by x(v ⊗ v′) = xv ⊗ v′ + v ⊗ xv′ for
x ∈ g, v ∈ V, v′ ∈ V ′. Additionally, g acts on hom(V, V ′) by (xf)(v) = xf(v)−f(xv)
or equivalently ρ(x)(f) = [ρ(x), f ]. In particular, g acts on itself by xx′ = [x, x′]
called the adjoint representation.






















They also generates U(gl(2)) with relations from commutators:
[X,Y ] = H, [H,X] = 2X, [H,Y ] = −2Y, [I,X] = [I, Y ] = [I, Z] = 0.
From this, we get U(sl(2)), now denoted U , to be isomorphic to the algebra
generated by {X,Y, Z} with relations [X,Y ] = H, [H,X] = 2X, [H,Y ] = −2Y .
Definition 2.12. Let V be a U -module and λ ∈ k. A nonzero vector v is a weight
vector of weight λ in V if Hv = λv. If, in addition, Xv = 0, then v is a highest
weight vector of weight λ.
Lemma 2.13. For any p, q ≥ 0, in U we have
XpHq = (H − 2p)qXp, Y pHq = (H + 2p)qY p.
The lemma follows from induction and from relations defining U .
Proposition 2.14. Any nonzero finite-dimensional U -module V has a highest
weight vector.
Proof. Since k is algebraically closed and V is finite-dimensional, the operator H
has an eigenvector w with Hw = αw. If Xw = 0, we are done. Otherwise consider
the sequence (Xnw)n. From the previous lemma,
XnH = HXn − 2nXn, XnH + 2nXn = HXn,
so that H(Xnw) = (α + 2n)(Xnw). Then (Xnw)n is a sequence of eigenvectors
with distinct eigenvalues, but since V is finite-dimensional, H has a finite number
of eigenvalues. Therefore there exists an n such that Xnw 6= 0 and Xn+1w = 0
and thus Xnw is a highest weight vector. 
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Lemma 2.15. Let v be a highest weight vector of λ. For p ∈ N, set vp = 1p!Y
pv.
Then
Hvp = (λ− 2p)vp, Xvp = (λ− p+ 1)vp−1, Y vp = (p+ 1)vp+1.
This follows from the previous lemma.
Theorem 2.16. (1) If V is a finite-dimensional U -module generated by a high-
est weight vector, then V is simple.
(2) Any simple finite-dimensional U -module is generated by a highest weight
vector.
Proof. (1) Let V ′ 6= {0} be a U -submodule of V . By the previous proposition,
V ′ has a highest weight vector v′. However, v′ ∈ V , so it is an eigenvector
for H and by the previous lemma, it is a scalar multiple of some vp. Also
note that Xvp = 0 if and only if p = 0, so v and v
′ are scalar multiples of
each other. Therefore v ∈ V ′ but since 〈v〉 = V , we have V ⊂ V ′. Thus V
is simple.
(2) Let v be a highest weight vector of V . Since V is simple, the submodule
〈v〉 must be equal to V as v is nonzero. Thus V is generated by a highest
weight vector.

If V and V ′ are generated by highest weight vectors v, v′ of weight λ, then the
linear map f(v) = v′ is an isomorphism of U -modules. Now, simple U -modules are
classified by weights (which can be proved to be nonnegative integers). Given an
integer n, there is a unique simple U -module of dimension n + 1 generated by a
highest weight vector of weight n. We denote this module by V (n).
Theorem 2.17. Any finite-dimensional U -module is semisimple.
See the proof of this theorem in [1, Sec V.4].







pv′ for n ≥ m ≥ p ≥ 0. Then
p∑
i=0
(−1)i (m− p+ i)!(n− i)!
(m− p)!n!
vi ⊗ v′p−i
is a highest weight vector of V (n)⊗ V (m) of weight n+m− 2p.
Proof. Set the coefficient
αi = (−1)i







Given the definitions of v, v′, vp, v
′
p, we have that w is a vector in V (n)⊗ V (m).
To check that w is a highest weight vector, we need w to be an eigenvector of H
with eigenvalue n+m− 2p and that Xw = 0. By Lemma 2.13, we have:
8 JOHN WU
H(vi ⊗ v′p−i) = H(vi)⊗ v′p−i + vi ⊗H(v′p−i)
= (n− 2i)(vi ⊗ v′p−i) + (m− 2(p− i))(vi ⊗ vp−i)
= (n+m− 2p)(vi ⊗ v′p−i)
(2.1)
and so w is a weight vector with weight (n+m− 2p).











αi(n− i+ 1)(vi−1)⊗ v′p−i +
p∑
i=0




αi(n− i+ 1)(vi−1)⊗ v′p−i) +
p∑
i=1




(αi(n− i+ 1) + αi−1(m− p+ i))(vi−1)⊗ v′p−i
(2.2)
Additionally,
αi(n− i+ 1) + αi−1(m− p+ i)
= (−1)i (m− p+ i)!(n− i)!
(m− p)!n!
(n− i+ 1)
+ (−1)i−1 (m− p+ i− 1)!(n− i+ 1)!
(m− p)!n!
(m− p+ i)
= (−1)i (m− p+ i)!(n− i+ 1)!
(m− p)!n!




Given the two previous theorems, we have classified finite-dimensional U -modules
as semisimple and subsequently each component has a highest weight vector as a
generator. A natural question to address is: given a tensor product of modules,
which is still finite-dimensional, what is the structure of this module in terms of
highest weight vectors?
Theorem 2.19. (The Clebsch-Gordan Formula): For integers positive n ≥ m,
there exists an isomorphism of U -modules
V (n)⊗ V (m) ∼= V (n+m)⊕ V (n+m− 2)⊕ ...⊕ V (n−m+ 2)⊕ V (n−m).
Proof. By the previous lemma, we know that V (n) ⊗ V (m) contains a highest
weight vector for all p, such that 0 ≤ p ≤ m ≤ n, of weight n+m− 2p. Then there
exists morphisms fn+m−2p : V (n−m−2p)→ V (n)⊗V (m) mapping highest weight
vectors. Since each ker(f) is a submodule of simple modules, we must have each
f being 1-1 and so each V (n + m − 2p) is embedded in V (n) ⊗ V (m). Since each
module is simple and of distinct highest weight, there is no intersection between
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the V (i), so V (n+m)⊕ ...⊕ V (n−m) embeds into V (n)⊗ V (m). Now,




= (n+ 1)(m+ 1)
= dim(V (n)) dim(V (m))
= dim(V (n)⊗ V (m)).
Thus there is a 1-1 embedding of modules of the RHS into the LHS, where both
sides have the same dimension, so the embedding is an isomorphism. 
THE QUANTUM CLEBSCH-GORDAN FORMULA
3. The algebra Uq(sl(2))
For the sake of simplicity, we assume q ∈ k is not a root of unity.













Note that [−n] = −[n], [m+n] = qn[m]+q−m[n], and if variables x, y are subject







Definition 3.2. We define Uq = Uq(sl(2)) as the algebra generated by E,F,K,K
−1
with the relations:
KK−1 = K−1K = 1.(3.1)





Lemma 3.3. Let m ≥ 0 and n ∈ Z. The following relations hold in Uq:
EmKn = q−2mnKnEm, FmKn = q2mnKnFm.
The lemma follows from induction and relations on Uq.
To motivate our notation Uq, we now recover U from Uq. First we describe an
equivalent algebra U ′q where q = 1 is exceptionally admitted as a valid assignment.
Proposition 3.4. Let the algebra U ′q be generated by E,F,K,K
−1, L with relations:
KK−1 = K−1K = 1.(3.4)
KEK−1 = q2E, KFK−1 = q−2F,(3.5)
[E,F ] = L, (q − q−1)L = K −K−1,(3.6)
[L,E] = q(EK +K−1E), [L,F ] = q−1(FK +K−1F ).(3.7)
Then Uq ∼= U ′q.
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Proof. For two maps ϕ : Uq → U ′q and ψ : U ′q → Uq, set
ϕ(E) = E, ϕ(F ) = F, ϕ(K) = K
and
ψ(E) = E, ψ(F ) = F, ψ(K) = K, ψ(L) = [E,F ].
Note ϕ and ψ are algebra morphisms. We check that ϕ and ψ are well defined.
It is clear that ϕ preserves the relations in Uq. Now, ψ preserves the first 5 relations
of U ′q so we check the remaining relations:
(q − q−1)ψ(L) = (q − q)−1[E,F ] = K −K−1(3.8)
Note that KEK−1 = q2E =⇒ KE = q2EK, EK−1 = q2K−1E.








KE − EK − (K−1E − EK−1)
q − q−1
=
q2EK − EK − (K−1E − q2K−1E)
q − q−1
=
(q2 − 1)EK + (q2 − 1)K−1E
q − q−1
=




Note that KFK−1 = q−2F =⇒ KF = q−2FK, FK−1 = q−2K−1F .’
[ψ(L), ψ(E)] = [[E,F ], F ] =
1
q − q−1
[K −K−1, F ]
=
KF − FK − (K−1F − FK−1)
q − q−1
=
q−2FK − FK − (K−1F − q−2K−1F )
q − q−1
=
(q−2 − 1)FK + (q−2 − 1)K−1F
q − q−1
=




It follows that ϕ and ψ are inverses and since they act on generators, we have
an isomorphism. 
Proposition 3.5. If q = 1, we have U ′1
∼= U [K]/(K2 − 1) and U ∼= U ′1/(K − 1).
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Proof. In the second isomorphism, we have K = 1 for all relations in U ′1, so that if
we assign E ∼ X,F ∼ Y,L ∼ H, we lose the first 2 lines of relations and we have:
[E,F ] = L ∼ [X,Y ] = H,
[L,E] = 1(E + E) ∼ [H,X] = 2X
[L,F ] = −(F + F ) ∼ [H,Y ] = −2F.
For the first isomorphism, in U ′1 we have the following relations:
KK−1 = K−1K = 1.(3.11)
KEK−1 = E, KFK−1 = F,(3.12)
[E,F ] = L, 0 = K −K−1,(3.13)
[L,E] = (EK +K−1E), [L,F ] = (FK +K−1F ),(3.14)
(3.11) and (3.12) imply K is commutative and (3.13) imples K2 = 1. This gives
(3.14) as [L,E] = 2EK, [L,F ] = −2FK. Now if we assign E ∼ XK,F ∼ Y,K ∼
K,L ∼ HK, then we get
KK−1 = K−1K = 1.
KX = XK, KYK = Y,
[XY, Y ] = HK, 0 = K −K−1,
[HK,XK] = 2X, [HK,Y ] = −2Y K,
and in particular, we can find a projection of U ′1 onto U by sending E 7→ X,F 7→
Y,K 7→ 1, L 7→ H, giving: [X,Y ] = H, [H,X] = 2X, [H,Y ] = −2Y .

Definition 3.6. Let V be a Uq-module and λ 6= 0. We denote V λ to be the
subspace of all vectors v ∈ V such that Kv = λv. Then λ is a weight of V if
V λ 6= {0}. v 6= 0 ∈ V is a highest weight vector of weight λ if EV = 0 and
Kv = λv. We way that V is a highest weight module of highest weight λ if it is
generated by a highest weight vector of weight λ.
Lemma 3.7. We have EV λ ⊂ V q2λ and FV λ ⊂ V q−1λ.
Proof. Let v ∈ V λ. Then
K(Ev) = q2E(Kv) = q2λEv and K(Fv) = q−2F (Kv) = q−2λFv.

Proposition 3.8. Any non-zero finite-dimensional Uq-module V contains a high-
est weight vector. Moreover, the endomorphisms induced by E and F on V are
nilpotent.
Proof. Since k is algebraically closed and V is finite-dimensional, the operator K
has an eigenvector w with Kw = αw. If Ew = 0, we are done. Otherwise, consider
the sequence {Enw}n. From Lemma 3.3, EmK = q−2mKEm,KEm = q2mEmK,
so KEm(w) = q2mEmK(w) = q2mαEm(w) and therefore {Enw}n is a sequence of
eigenvectors with distinct eigenvalues as q is not a root of unity. Since V is finite-
dimensional, there exists n ∈ Z such that Enw 6= 0, En+1w = 0 and thus Enw is a
highest weight vector.
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Recall that nilpotence of an operator is equivalent to only having 0 as an eigen-
value. If v is a non-zero eigenvector for E with eigenvalue λ 6= 0, then so does
Knv with eigenvalue q−2nλ. Since q is not a root of unity, E would have infinitely
many distinct eigenvalues, which is impossible for finite-dimensional V . Thus E is
nilpotent. A similar argument works for F . 








vp−1, Fvp−1 = [p]vp.
This follows from the previous lemma.
Theorem 3.10. (1) If V is a finite-dimensional Uq-module generated by a
highest weight vector of weight λ, then
(a) λ = εqn where ε = ±1 and n is defined by dim(V ) = n+ 1.
(b) V is simple.
(2) Any simple finite-dimensional Uq-module is generated by a highest weight
vector.
Proof. (1) (a) By the previous lemma, {vp} is a sequence of eigenvectors for
K of distinct eigenvalues but since V is finite-dimensional, there exists
n ∈ Z such that vn 6= 0 and vn+1 = 0. Also by the previous lemma,
we have




which implies that q−nλ = qnλ−1 and λ = ±qn.
(b) Let V ′ 6= {0} be a Uq-submodule of V . By the previous proposition, V ′
has a highest weight vector v′. However, v′ ∈ V , so it is an eigenvector
for K and by the previous lemma, it is a scalar multiple of some vp.
Also note that Evp = 0 if and only if p = 0, so v and v
′ are scalar
multiples of each other. Therefore v ∈ V ′ but since 〈v〉 = V , we have
V ⊂ V ′. Thus V is simple.
(2) Let v be a highest weight vector of V . Since V is simple, the submodule
〈v〉 must be equal to V as v is nonzero. Thus V is generated by a highest
weight vector.

As with simple U -modules, simple Uq-modules are classified by weights. Given
an integer n, there is a unique simple Uq-module of dimension n+ 1 generated by
weight εqn. We denote this module by Vε,n.
4. Uq(sl2) as a Hopf algebra
In order to have a notion of a quantum version of the Clebsch-Gordan formula,
we need a tensor algebra structure. In turn, we endow a comultiplication structure
on Uq((sl2)).
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Proposition 4.1. Consider the following assignments:
∆(E) = 1⊗ E + E ⊗K, ∆(F ) = K−1 ⊗ F + F ⊗ 1,(4.1)
∆(K) = K ⊗K, ∆(K−1) = K−1 ⊗K−1,(4.2)
ε(E) = ε(F ) = 0, ε(K) = ε(K−1) = 1,(4.3)
S(E) = −EK−1, S(F ) = −KF,S(K) = K−1, S(K−1) = K.(4.4)
Then (4.1− 4.4) give Uq a Hopf algebra structure.
Proof. (1) ∆ is a morphism Uq → Uq ⊗ Uq: We need to check the action of ∆
on the generating relations of Uq.
∆(K)∆(K−1) = ∆(K−1)∆(K) = 1(4.5)
∆(K)∆(E)∆(K−1) = q2∆(E),(4.6)






∆(K)∆(K−1) = KK−1 ⊗KK−1 = 1⊗ 1 = ∆(K−1)∆(K)
(4.6):
∆(K)∆(E)∆(K−1) = (K ⊗K)(1⊗ E + E ⊗K)(K−1 ⊗K−1)
= 1⊗KEK−1 +KEK−1 ⊗K
= 1⊗ q2E + q2E ⊗K
= q2(1⊗ E + E ⊗K)
= q2∆(E)
(4.7): Similar to (4.6)
(4.8):
[∆(E),∆(F )] = (1⊗ E + E ⊗K)(K−1 ⊗ F + F ⊗ 1)
− (K−1 ⊗ F + F ⊗ 1)(1⊗ E + E ⊗K)
= (K−1 ⊗ EF ) + (F ⊗ E) + (EK−1 ⊗KF ) + (EF ⊗K)
− (K−1 ⊗ FE)− (K−1E ⊗ FK)− (F ⊗ E)− (FE ⊗K)
= K−1 ⊗ [E,F ] + [E,F ]⊗K
=







(2) ∆ is coassociative: We check on generators E,K and similar applies to
F,K−1.
(∆⊗ id)∆(E) = (∆⊗ id)(1⊗ E + E ⊗K) = 1⊗ 1⊗ E
+ 1⊗ E ⊗K + E ⊗K ⊗K
(id⊗∆)∆(E) = (id⊗∆)(1⊗ E + E ⊗K) = 1⊗ 1⊗ E
+ 1⊗ E ⊗K + E ⊗K ⊗K
(∆⊗ id)∆(K) = (∆⊗ id)(K ⊗K) = K ⊗K ⊗K = (id⊗∆)∆(K).
(3) It follows from the definition of ε that it is a morphism Uq → k that satisfies
the counit axiom.
(4) S is an antipode: We check S : Uq → Uopq on generating elements.
S(K)S(K−1) = S(K−1)S(K) = 1(4.9)
S(K)S(E)S(K−1) = q2S(E),(4.10)
S(K)S(F )S(K−1) = q−2S(F ),(4.11)





S(K−1)S(K) = KK−1 = 1 = S(K)S(K−1)
(4.10):
S(K)S(E)S(K−1) = −K(EK−1)K−1 = −q2EK−1 = q2S(E)
(4.11): Similar to (4.10)
(4.12):







Finally it can be shown that each generator applies to the definition of
antipode for S.

Note that, while U is cocommutative (although not commutative), Uq is neither
commutative nor cocommutative.
Recall the equivalent algebra U ′q of Prop 3.4. In addition to the relations in
Prop 4.1, if we add
∆(L) = K−1 ⊗ L+ L⊗K, ε(L) = 0, S(L) = −L,
to U ′q, then it can be shown that we have a Hopf algebra isomorphism U(sl(2))
∼=
U ′1/(K − 1). This shows that the Hopf algebra structure Uq extends the Hopf
algebra strucutre of U .
Theorem 4.2. Any finite-dimensional Uq-module is semisimple.
For the full proof, see [2, Sec. VII.2].
Note that when ε = 1, we have the isomorphism V1,n ∼= k ⊗ V1,n and when
ε = −1, we have V−1,n ∼= −k ⊗ V1,n, so that Vε,n ∼= Vε,0 ⊗ V1,n. Thus we may shift
our focus to V1,n, which we denote as Vn.
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Lemma 4.3. Let n ≥ m be two nonnegative integers. Let v(n), v(m) be a highest

















is a highest weight vector of weight qn+m−2p in Vn ⊗ Vm.
























p−i has weight q
n+m−2p. Let αi =
[m−p+i]![n−i]!
[m−n]![n]! . Now we check the


















































( [m− p+ i]![n− i]!
[m− n]![n]!
q−(i−1)(m−2p+1)










Theorem 4.4 (Quantum Clebsch-Gordan Formula). For integers n ≥ m ≥ 0,
there exists an isomorphism of Uq-modules
Vn ⊗ Vm ∼= Vn+m ⊕ Vn+m−2 ⊕ . . .⊕ Vn−m
Proof. By the previous lemma, we know that Vn ⊗ Vm contains a highest weight
vector of weight qn+m−2p, 0 ≤ p ≤ m ≤ n. Consider fn+m−2p : Vn−m−2p → Vn⊗Vm
mapping highest weight vectors. Since each Vi is simple, we must have each f be 1-1
and so each Vn+m−2p is embedded in Vn ⊗ Vm. Since each module is simple and of
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distinct highest weight, there is no intersection between each Vi, so Vn+m⊕...⊕Vn−m
embeds into Vn ⊗ Vm. Now,




= (n+ 1)(m+ 1) = dim(Vn ⊗ Vm).
Thus there is a 1-1 embedding of modules of the RHS into the LHS, where both
sides have the same dimension, so the embedding is an isomorphism. 
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