Abstract
Introduction
Performance evaluation of document layout analysis methods is of great importance for document image processing applications. A fair and unbiased evaluation of obtained results is useful, both for the developers and the end users of such applications, because it allows them to compare different methods and improve their performance.
One typical approach to this problem is to use groundtruths for each image. The ground-truth is a special file containing description of image regions, for example, as polygons or rectangles with their labels such as text, graphics, or picture. This description is considered to be ideal which one should obtain as a result of layout analysis, despite the fact that it is sometimes difficult to define exact criteria for perfect image partitioning into regions. That is, the aim of using ground-truths is to match them to the results obtained after applying a particular layout analysis method to the image in question in order to have qualitative and quatitative estimations on the efficiency of that method.
In recent years, a large number of document layout analysis methods have been proposed (see [4] for a review), and many of them are claimed to be tolerant to a certain degree of skew [2, 31 that is associated with the orientation of text lines. However, this claim is not supported by extensive experiments (usually a test set consists of a few to 100-200 images), because ground-truthing is usually a time consuming procedure [ 1, 51, making generation of many groundtruths difficult. This is the main reason for the popularity of visual evaluation of layout analysis results, and this is why in many cases ground-truths, if available, are only for upright images (with no skew).
One solution to skew-tolerance evaluation could be skew correction before layout analysis. In this case, one could use the ground-truths for the upright images. But this can only help if a given method does skew correction and yet, skew estimation may be inaccurate by nullifying correction. Also there are methods doing layout analysis on skewed images without prior skew estimation and correction [2, 3] .
We propose another solution to automatically generate ground-truths for skewed images using the ground truths available for upright images. It is also assumed that it is unnecessary to scan the skewed images to do this. Our methodology is based on the following principles: 1) block partitioning of both the upright and skewed images (it is supposed that each block on the upright image has a specific class label), 2) skew simulation for the upright image, and 3) block labelling of the skewed image based on the skew-compensating rotation of a representative square of every block, followed by matching the rotated square to the blocks of the upright image.
Image partitioning into blocks
Image partitioning into blocks means that the image is implicitly divided into small non-overlapping square blocks 376 0-7695-0750-6/00 $10.00 @ 2000 IEEE in horizontal and vertical directions. Let us assume that the block size is NxN pixels. To minimise inclusion of data from different classes, such as text, graphics or picture, in the same block, N is set from 8 to 24, depending on image resolution so that an area of NxN pixels in an image corresponds to an area not larger than 2x2 mm2 in a paper document.
Why did we choose this representation? The reasons were twofold. First, it allows one to have a common representation for different layouts (rectangular, constrained polygons with horizontal and vertical edges, and unconstrained polygons with arbitrarily oriented edges). Second, this representation is widely used in texture-based document segmentation and image compression, and it may be equally suitable for binary, grey-scale, or colour images. Besides, it provides easy access to data and this allows flexible data manipulation. Also it is quite straightforward to obtain image partitioning into blocks from bitmaps.
For our task, it is necessary to obtain the block partitioning for ground-truths of the upright images as well. In many cases, the ground-truths are available in simple text formats and we assume that it k n o t difficult to derive block-based ground-truths from them. The new ground-truth, based on block partitioning may be presented with a 2D array GT, where each element is the class label (digit or character) for a particular block and dimensions of this array are equal to the number of blocks in horizontal and vertical directions.
Brief description of our methodology
Given a skew angle a and the ground-truth GT for an upright image partitioned into NxN pixel blocks, our methodology consists of the following steps:
Rotate comer points of the upright image by a about the image centre (we assume that positive (negative) angles correspond to clockwise (counter-clockwise) rotation) and compute the positions of comer points of the skewed image.
Partition the skewed image into NxN pixel blocks (N is the same as it is for the upright image).
For each block in the skewed image,:
(d) Use their class labels and a set of predefined rules to assign a label to the block in question corresponding to the given representative square.
As a result, we obtain a 2D array which is similar to the GT and whose elements are class labels for blocks containing text, background, graphics, pictures, or mixture of several classes.
Implementation details
Coordinates of the comer points of the skewed image can be found as presented in Fig. 1 All that remains is to label the blocks in the skewed image. Our idea is to apply a rotation transformation in order (a) Find coordinates of comer points of its representative square (we will show in the next section why it can be used instead of the block itself) rotated by a and with the points located on the sides of a given block.
to find correspondence between the blocks in the upright and skewed images. In this case, unlabelled blocks will obtain class labels of their labelled counterparts.
It is easy to see that the areas outside AlBlClDl in Fig. 1 belong to the background because they do not have a match within AoBoCoDo if AIBICIDl is rotated by -a. At the first look, a straightforward solution to labeling blocks within AlBl C1 D1 would be to rotate two other corner points (upper-right and lower-left) of a block by -a in order to find which blocks in the upright image intersect that block. However, this approach has several disadvantages. First, one will need to match a rotated block against the blocks with a normal orientation (see Fig. 2 ). This operation does not seem to be simple. Second, it may be desirable to relate a block label to the intersection area of blocks from the upright and skewed images. However, this is not easy in the case shown in Fig. 2 , where intersection areas are not rectangles but polygons.
Figure 2. A difficult case for labelling a rotated (dashed) block from the skewed image, which is laid on the upright image.
Therefore we propose a simpler method for dealing with block labelling inside AlBl C1 D1. Our solution is based on the following property.
Property. Let PI P2P3 P 4 and R1 R2 R3R4 be a block in the skewed image and a block rotated by an angle a and having comer points located on its sides as shown in Fig. 3 for every block to label it (that is why it is called 'representative') because this will not lead to significant error. In this case, when we rotate RI Rz R3R4 by -a, we get a block without slant and it is now very easy to determine its intersection with blocks in the upright image. There are only four possibilities (see Fig. 4 ) because I RI Rz I 5 I PI PZ I.
In order to find the intersections, we can, in fact, rotate only two points -R1 and R4 -and after that we need to determine which block contains each of these points. The last task is simple because it is necessary to divide x-and y-coordinates of the points by N in order to get the corresponding block label in a 2D array GT.
Figure 4. Four cases of intersection of blocks in the upright image and a block in question (shown dashed) from the skewed image.
We assume that there are only four original classes (backgound, text, graphics, and picture) that can be in the image. As a result, there are only 15 possible class labels for the blocks, including four pure and eleven mixed, for example, text+background+picture, when data of several classes are inside the same block. Allowing mixed classification is not a significant flaw of our methodology because block sizes are quite small so they do not include large areas of objects.
Experiments
In order to evaluate the usefulness of our methodology, we conducted several experiments using a special tool implemented in MATLAB under Windows.
First, we chose various colour images of advertisements with an image resolution of 300 dpi, containing complexshaped, non-rectangular regions. For each image, we manually extracted regions either as polygons or rectangles, depending on a region's shape. After that, all polygons were automatically partitioned into rectangles followed by a block-based (N=24) ground-truth generation for each upright image from its set of rectangles. We chose rectangles as an intermediate data representation, because they facilitate the derivation of ground-truths at block level. By having a block-based ground-truth for every upright image, we generated ground-truths for skewed images according to the described methodology, with skew angles varying from -90" to +goo.
To verify the accuracy of the ground-truth generation, we automatically created a separate ideal block-based groundtruth for every skew angle. The aim was to match ideal and obtained ground-truths for each angle and to derive quantitative estimations on the accuracy. The ideal groundtruth was created by rotating rectangles, obtained after region extraction and polygon partitioning, by a skew angle. All blocks in the skewed image crossing or being within a given rotated rectangle were given the label of this rectangle (crossing blocks were usually given extra labels, too, because they lie on the borders between different classes of regions). Ideal ground-truth generation is rather brute force-like but the purpose is to obtain as accurate a region description at block level as possible.
Matching ideal and generated ground-truths was done by using a look-up table consisting of 15x15 entries (the number of different labels resulting from 4 original data classes is 15). Each entry has a specific number corresponding to one of 1 1 different cases when matching block labels of two ground-truths. Among them, there are completely accurate and completely erroneous classifications as well as 9 cases when some (not all!) labels were missed, added or misclassified in the obtained ground-truth.
The rate of correct classification was about 90 per cent or higher, depending on how accurately regions were manually extracted. When, after polygon partitioning into rectangles, there were no overlapping rectangles, this rate was higher than when overlaps were present. The number of completely erroneous classifications was very small (less than 1 per cent or even zero). Among other cases, 'one label missed' and 'one label added' dominated, with more cases of the second type because we tried to minimise the loss of information. The total occurrence of cases than those mentioned was about 1 per cent. The blocks with missed or added labels were typically located on borders of the regions and the 'background' label was usually missed or added. Because the background does not contain any useful information in many cases, we consider the influence of this factor on the ground-truth accuracy as minor. In combination with the rare occurrence of actual errors and other cases, we conclude that our methodology provides appropriately accurate ground-truths to be used in practice.
The time for ground-truth generation with our methodology was 4.5-5.5 s (Pentium-I11,500 MHz), excluding the time for region extraction (user-and document-dependent) and for polygon partitioning into rectangles (up to 5-8 s per polygon). It was 50-60 times less than the time for ideal ground-truth generation.
Conclusions
In this paper, we propose a new methodology for generating ground-truths for skew-tolerance evaluation of document layout analysis methods. A large number of accurate ground-truths for skewed images can be easily and quickly obtained. In order to generate ground-truths, the only parameter to be set is N, whose value depends on image resolution. Future research should concentrate on fully automatic region extraction and on conversion of ground-truths from other formats to our representation.
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Appendix
Let us assume that h = IR1R41 = IR2R31 and w = 1 R1 R2 1 = I R3 R4 1. In this case, we have that By solving these two equations, we obtain h = w = c o s f f~s i n a , that is, R I R~R~R~ is a square and r = (cos ff:sin ff)2 = l+s:n 2 f f . As sin 2a E [0,13 (negative values 
