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ABSTRACT. - This paper is devoted to the characterization of external electrostatic potentials for which the 
Vlasov-Poisson-Fokker-Planck system satisfies one of the following properties: 
(i) the system admits stationary solutions, 
(ii) any solution to the evolution problem converges to a stationary solution, or, equivalently, no mass vanishes 
for large times, 
(iii) the free energy is bounded from below, 
We give conditions under which these different notions of confinement are equivalent. 0 Elsevier, Paris 
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Introduction 
Consider the Vlasov-Fokker-Planck equation 
where the distribution function f is a nonnegative function of (t, 5, w) E R+ x RN x RN 
and where the field E(t,z) is given by the Poisson equation: 
(P) div,E(t, z) = p(t, 2) = s f(t> x, u> dv - 4s) ; RN 
n is here a given nonnegative function. The Vlasov-Poisson-Fokker-Planck system is 
nonlinear since E(t, X) depends on f through equation (P). In the following, we shall 
assume that f belongs to L1(RN x RN) and define the mass by: 
M= 
ss 
fhvd dxdv > 
RNXRN 
(it does not depend on t). Another estimate plays a crucial role : if we define the free 
energy by: 
(see below the definition of U and Uo: E(t, x) = -V,[U(t, x) + Uo(x)]), then 
Assume that there exists a function UO such that 
AU, = n(x) 
and that E derives from a potential V(t, x) such that 
F/(t, x) = -V,V(& x) . 
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If u = I’ - Uc, then the Vlasov-Poisson-Fokker-Planck system is equivalent to 
(VPFP) 
&f + 21. a&f - V,(U + Uo) . t4.f = 87, . (uf + &f) > 
- AU(t,x) = 
s 
f(t:x,w) dw . 
RN 
The goal of this paper is to understand the role of the external potential Ua. It is based 
on convexity properties. Assume that the free energy functional and the configurational 
free energy functional are respectively defined by: 
F : L:(RN x W”) - W 
f - FLf1 = / J,.,,. f(x, w)( y + iU(x) + Uo(x) + ti In f(z, u)) dxdw , 
G: L:(RN) - R 
P ++ %I = 
1 
0 In p(x) + -U(x) + Uo(x) 
2 
dx , 
(with U given by the Poisson equation) 
The main results can be summarized as follows, 
THEOREM. - Assume that Uo belongs to Lioc (RN) (with N 2 3) and is bounded from 
below in a neighborhood of 1x1 = +oo: 
3R > 0 such that UC E L”(B(R)“) 
The following properties are equivalent: 
6) VU0 E Lip(RN),f or any solution f E Co@+, L1(WN x RN)) ofthe VZasov-Poisson- 
Fokker-Planck system such that F[f(t = 0)] < +ca and (t,x) t-) VU(t,x) belongs to 
Lg(R+; L”(RN>)* 
( > 
f(C ., .I is tight in L1(IWN x RN). 
t>o 
(ii) rfU0 E Lip(W), f or any solution f E C’(Iw+, L1(IWN x RN)) ofthe Vlasov-Poisson- 
Fokker-Planck system such that F[f(t = 0)] < +oo and (t,x) cf VU(t,x) belongs to 
-qm+; -wWN)), converges in L1(IWN X W”) as t ---f +cc to a stationary 
t>o 
solution. 
(iii) 
I(M) = inf{F[f] : f > 0, f E L1(IWN x RN), 
ss 
RNXRN f(x,w) dxdw = M} > -cc . 
(iv> J(M) = inf{G[p] : p >_ 0, p E L1(WN), 
J 
p(x) dx = M} > -W . 
RN 
(v) There exists a solution (f, U) E L1(IWN x IWN) x LA@(lWN) of the stationary (i.e. 
a solution which does not depend on t) Vlasov-Poisson-Fokker-Planck system. 
(vi) e-q belongs to L1(IWN). 
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Assertions (i)-(vi) define equivalent notions of confinement; (i) says that that no mass 
can run away at infinity when one considers the long time behavior. If f(t, .j .) 
( > 
is 
tight, it converges as t + +x to the unique distribution function corresponding lz’the 
unique minimizer of G. The key estimate is the free energy F[f(t)], provided it is bounded 
from below. G[p] is - up to a constant - the free energy of a Maxwellian function 
(which is always below the free energy of any distribution function having the same spatial 
density p). If G is bounded from below, there exists a unique solution of the stationary 
Vlasov-Poisson-Fokker-Planck system, which is a Maxwellian function, i.e. of the form 
This solution corresponds to 
because of the Vlasov-Fokker-Planck equation, and is uniquely determined by the 
Poisson-Boltzmann-Emden equation 
The stationary solution corresponds to the unique minimizer of G (U is defined only up 
to a constant). 
Where pa = e- 9 is the asymptotic stationary density corresponding to the limiting 
spatial density as H 4 +zc (or M -+ 0 as shown by the change of variables 
&W(x) = y) since 
Poe 
-Q 
p(x) = M . - 
JRN p&)e-w dz : 
(see Part I, Section 4 for more details). If Uo(:t.) - In ]z] (which is the critical growth) 
as (51 --+ foe, then there exists a critical temperature 8, = & such that e- 9 belongs 
to L1(RN) if and only if Q < O,.. 
The conditions of the theorem are optimal in the sense that if UC, is not confining, then 
any solution of the evolution problem is vanishing (in the case where Ua is bounded from 
below - if UC1 is not bounded from below, other phenomena may occur). If UC1 is not 
confining, the stationary problem has no solution. 
As a corollary, we may also notice that a solution of the evolution problem is stationary 
if and only if it is a critical point of the free energy. 
For the solution of the evolution problem, the assumption UO E LZJJ(R”) is needed for 
the coherence of the framework (it could be removed in the assertions that do not invoke 
the evolution problem). The property that G or F are bounded from below is sufficient 
to prove the weak L1-convergence: no mass may run away (for the evolution problem, 
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or for a minimizing sequence in the stationary case), but also concentration of mass is 
impossible (see Part I, Remark 1.3). 
The assumption that Ue is bounded from below in a neighbourhood of 1x1 = +cc 
is used only to prove that the condition e-9 E L1(iRN) is necessary (when at least 
e-q E $,,(RN)). Assumptions (i)-(v) hold without it if e-y belongs to L1(RN). 
The fact that the distribution functions corresponding to steady states are Maxwellian 
functions has been established first in [Dr1,2] provided liminfl,l,+, v > 0. Such 
a property has been extended in [BD] to the case liminfl,l,+, B > No, where it 
has been proved that this condition is also sufficient to pass to the limit in the evolution 
problem (assertion (i) of the Theorem). The main ingredient was the fact that the free 
energy is bounded from below because of the estimate given in Proposition 1.4, Part I 
(this estimate - due to Carleman - has been used by R. J. DiPerna and P.-L. Lions to 
get a bound for the entropy for various kinetic equations). For the study of the stationary 
Maxwellian solutions of the Vlasov-Poisson system, which are the steady states of the 
Vlasov-Poisson-Fokker-Planck system, one may refer to [GL], [Do1,2]: the condition (vi) 
of the above theorem is sufficient to prove the existence of a solution (and a uniqueness 
result). We show that this condition is necessary and sufficient to pass to the limit in the 
evolution problem and to prove that the steady states are in fact Maxwellian stationary 
distribution functions. The main ingredient here is the use of an improved Jensen inequality, 
which replaces the usual estimate for the free energy (or for the entropy). 
This paper also contains generalizations of a recent paper by R. Glassey, J. 
Schaeffer and Y. Zheng [GSZ] for the steady states of the Vlasov-Poisson-Fokker-Planck 
system (nonexistence of solutions for L1 underlying background densities, existence for 
asymptotically constant underlying background densities). Direct proof for these two cases 
are given. 
Indications on the physical derivation of the model can be found in [GSZ], and in [BD] 
when the potential Ua defined above is a “confining potential”, i.e. increasing rapidly 
enough at infinity. Such a model has to be considered when there are two species of 
particles with opposite sign charges, and when one species (which form the “underlying 
background density”) is already thermalized (see [Boll in the collisionless case: the Vlasov- 
Poisson system). The time-dependant Vlasov-Poisson-Fokker-Planck system describes the 
evolution of the distribution function of the heaviest ones when they are subject to Brownian 
random forces (it is an idealized model of the effects of the collisions with the underlying 
background density) and to a viscous friction force. 
For existence results, one has to refer to [Bo2] and [BD] for the Cauchy problem, 
and to [Dr1,2], [GL] and [Do1,2] in the stationary case. This paper only deals with the 
questions of the asymptotic behavior for large time, the factorization result for the steady 
states (i.e. the fact that the steady states are Maxwellian functions, which means that they 
simultaneoulsy satisfy the stationary Vlasov-Poisson system and belong to the kernel of 
the linear Fokker-Planck operator) and the role of the free energy. 
The paper is divided as follows. 
The first part is devoted to the study of the free energy and of its minimum, using 
bounds obtained by the Jensen inequality and an improved version of it. We prove that the 
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condition that e-9 belongs to Lr(W”) is optimal. Some comments on the behavior of the 
minimum when the mass or the temperature vary are also given (section 4). 
These results are applied in Part II to the evolution problem for the Vlasov-Poisson- 
Fokker-Planck system: we prove the convergence to the unique stationary solution if 
,-y E L1(W”), which extends the result given in [BD], and the vanishing of the solution 
in the other cases (provided UC, is at least bounded from below in a neighbourhood of 
1:x:( = +cc). 
% Part III is devoted to the steady states. It is proved that these states are Maxwellian 
functions, an extension of Dressier’s results. Direct proofs for generalizations of the cases 
studied in [GSZ] are also given. 
How to derive the free energy estimates for the solutions of the Vlasov-Poisson-Fokker- 
Planck system has been re.jetted at the end of the paper. 
Notations. - The Marcinkiewicz spaces Lp,=([w’v) and the LLnif(W“) spaces are 
respectively defined by: 
When the asymptotic boundary conditions for the potential li are not specified. we shall 
assume that 
PART I. THE FREE ENERGY 
1. Jensen’s inequality and related topics 
If we apply the Jensen inequality to the convex function t ++ tint, we obtain: 
with d,r(;l/) = f’~~“i:C’~“$~~, , 
.I;, pm- 
for any measurable subset Q in Iw”‘. This proves that 
(1.1) 0 I .9(Y) ln.9h) 4/ + 9(Y/) NY) 49 L 0 !I(?/) d?J. In 
* 52 
FREE ENERGY AND SOLUTIONS OF THE VLASOV-POISSON-FOKKERER-PLANCK SYSTEM 127 
A Taylor developpement at order two of t H tint gives Csiszar-Kullback (see [Cl, [K]) 
type inequalities. For example, one may state the: 
LEMMA 1.1. - Assume that fi is a measurable subset of R” and that g E L1(R; dy) is a 
nonnegative function such that g(ln g)+ also belongs to L1(Q2; dy). Zf h E L1(62; g(y)dy) 
is such that 
e-‘/’ belongs to L1(R; dy) 
for some 19 > 0, then 
g In g belongs to L’( 0; dy) 
and 
where 
and 
~Isl = 0 J’ dy/) lndy) dy + J g(y) h(y) dy R n 
s,gb/) dy -qg 
mg(y) = sa /y dy . e . 
Proof of Lemma 1 .l. - Consider a Taylor developpement at order two of I/I(~) = t In t: 
$(t2) - 7)(tl) = $‘(tl)(t2 - tl) + &l’(t)(t2 - t1)2 for some t E]tl, t2[ , 
$‘(tl) = 1 + In tl and $“(t) = i; 
J’ 
g(y) ln s(yY) dy- 
J 
m,(y) lnm,(y) dy 
n n = SC S(Y) - m,(y) s2 ) (1 + ln(m,(d)) 474 
1 
.I 
( > 
2 
g(y) - m,(Y) 
+ 2 R dY)S(Y) + Cl- dY))%(Y) dy7 
for some function z H T(Z) with values between 0 and 1: 
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Consider the linear function T- +-+ :j(r) = (9 - 71~)~ - (~g -t- (1 - T)rn) (,,/Yj - fi)’ 
(g and m are here two positive real numbers): 
j(7) 2 min(j(O)..j(l)) and j(l) = m2 - 3mg + %r~,r/~g”/~ 
Consider now t H k(t) = nn2 - 3m,t + 2u~1/2t”/2: 
k’(t) = 3m wp2 _ mw) i 
k”(i) zz ;$ 
For any t E R, k(t) 2 0 and k(t) = 0 if and only if t = m, which proves that 
Exchanging 9 and m, we also get .j(O) 2 0: 
which ends the proof. 
As a straightforward consequence of (1.2), we can state the: 
COROLLARY 1.2. - Under the same assumptions us in Lemmn 1.1, 
K(M) = infIfU.91 : 9 2 0, 9 E Ll(fi). 
J 
,I .9(y) do = Ml 
is bounded from below for any M > 0 and 
Moreover, ij is the unique minimizer of K(M). 
REMARK 1.3. - Since t H t In t is strictly convex, H is a strictly convex functional 
(which proves that the minimum is unique). It is interesting in view of the application to 
a free energy with a self-consistent potential energy to give a proof of the existence of the 
minimum using a minimization method. Assume here that R = W’. 
Consider a sequence (~~)~~~~hj such that, for any 71, E N, 
and such that 
lim H(g,) = K(M) . 
71*+CC 
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Because of (1. I), the sequence (gn)nEN does not concentrate. Let us prove it by 
contradiction. Assume that 
3 E > 0 3 (x,),~N E (R7”)N with nlmW~n = X, E R” , 
VR>O lim 
s n++m I&--zl<R 
gn(x) dx > 6 . 
After the extraction of a subsequence, we may assume that there exists a sequence 
(%LEN such that: 
lim R, = 0 and 
J 
gn(x) dx = E V n E N . 
TL++CC l%-Zl<R, 
Applying (1.1) independently to both integrals 
Hbnl =s 1%-112Rn gn(x) (Qln(y,(x))fh(x)) dx+i _ I<R g~(x)(8ln(g~(x))+h(x)) dx ,z,1: n 
we get 
H[gnl 2 e(M - E) ln 
M--E 
-I;~,-~,>~,, eeh18 dx .~&I<R: e-h’e dx 
Since e- h/e E Ll(W”), then: 
lim 
s 
e 
n-++co (I,--z]>R, 
-We dx = Ile-h/BIIL1(R~) and lim 
.I 
e -hl8 
n-++m IL&--zl>Rn 
dx = 0, 
which provides a contradiction with the assumption that (gn)lLeN is a minimizing sequence. 
Also because of (l.l), (gn)&N is tight. If this was not the case, up to the extraction 
of a subsequence, we would have: 
3~ > 0, V Ro > 0, 3R > Ro such that ,li~=, 
J 
gn(y) & > E 
B(R)’ 
Using (l.l), 
J 
e --h(y)/* dy > 6 . e - -w, 
B(R)’ 
which is obviously in contradiction with 
lim 
s 
e 
Ro--t+m B(Ro)’ 
--h(y)/f’ dy = 0 . 
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Dunford-Pettis criterion applies: (gn)nEN is weakly compact in ,‘(lF!‘,). Up to the 
extraction of a subsequence, there exists a function 9 E L1(Rm) such that (gn)nEN weakly 
converges in Ll(Iw”) to g and 
J’ S(Y) d?/ = A4 . R”’ 
H is convex: 
which proves that 9 is a minimizer for K(M). 
When more is known on the integrability properties of h, the estimate on H[g] may 
be improved. We present here an extension of an idea introduced by Carleman and used 
by R. J. DiPerna and P-L. Lions in their papers [DPLI] on the Boltzmann equation and 
on the Vlasov-Poisson system [DPL2] to get an estimate of the entropy, and give a more 
detailed version of this result. 
This result will not be used in the rest of the paper. It is given here only to complete 
the picture of the estimates for the free energy. Throughout this section, we will use the 
following notations: f+ = max(0, f) and ,f- = max(O, -f) (f’ and ,f- are therefore 
always nonnegative.) 
PROPOSITION 1.4. - Let us consider two functions g and h such that 9 is nonnegative, 9, 
9(lng)+, (h,+ + l)e-*+ and g.h belong to L’(R”) f or some rn > 1. Then g In 9 belongs 
to L1(RnL) and 
(1.3) .l,,. Y(Y) lng(y) dY 2 / ” b’=,~- (g(y) - e+‘)) dy - I’ ,,>. h(yFh(“) 49 
‘; e h ’ o<g<c--” 
- 
/‘I 
, <o h(Y)tc”(“) CEY - 
/ 
d?/M) 4~ . 
l<q<c-‘L . Rm 
Proof of Proposition 1.4. - The proof of (1.3) is given by a simple computation using 
the decomposition of ,\ g(y) In g(y) dy into three parts: 
.I g(Y) ln.9b) do = WYll . I’ Oi,~<e-h+ 9(Y) ln.9(y) dY 
+ 
/ __ 
,i+ <LI<l g(Y) ln d?//) 49 + 
.I’ 
s(Y) ln.9b) dy . 
. c- T?>l 
1) t H It In t] + t is increasing on [0,1/e] and t < 6 5 + on (0 I 9 < eph+}: 
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2) t H 1 In t 1 is decreasing on IO, l] : 
.I e-h+ <g<l s(Y) . I WdI do I -- s __ e-h+ <g<l S(Y) . h+(Y) dY . 
Combining 1) and 2), we get: 
02 J- _ o<g<l s(Y) b(y) dy 
> - I o<g<e++ 
(g(y) - eehcy)) dy - s O<g<e-hf h+(y)ehhfcY) dy - s .-h+ <;<l dYP(Y) dY > -- 
which proves that g(ln g)- belongs to L1 (IF). 
3) To prove Proposition 1.4, it is enough to notice that: 
.I g,ldy) lndy) & L s gleh- >1 S(Y) 1ndY) dY 
2 .I g2eh- >1S(YW(Y) dY =-- .I’ s>e h- >1 dYP(Y) dY > 
which gives 
s 
RN h-4 WY) dy L 
s 
h>O 9(Y) dY 
O<gl<.Ch 
- 1 
h>O 
(h(y) + l)e-[“(Y) dy - / 
gfzll 
and (1.3) easily follows because of the identity: 
.,e’ 
s g(dW y =gEll&- [ .I’ h<O g(y)%) dy LJ h<O 1<g<e--h 1<g<e-h 
,_ [ dYMY) dY ) 
h(y)eehcY) dy . 0 
REMARK 1.5. - If h is nonnegative, identity (1.3) is clearly optimal (take g = eeh). 
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2. Applications to the free energy 
2.1. The linear case 
The free energy functional of a nonnegative distribution function f E L1 (W” x RN; dz$v) 
is defined by: 
for a temperature 0 > 0, when there is no self-consistent potential energy. We assume 
first that the potential is a fixed (external) given potential, which corresponds to a linear 
Vlasov-Fokker-Planck equation (without self-consistent potential). We apply Lemma I. 1 
and Corollary 1.2 with m, = 2N, ?/ = (x, II), F[f] = H[g], 
g(y) = f(z, v) and Id2 h(z, U) = 2 + UO(Z) 
Defining rnh’ as 
we get the: 
COROLLARY 2.1. - Assume that f E L1(RN x RN), f _> 0, and U0 E LrC(W”) are 
such that 
+ U,(x) + 8 In+ f(z, U) dzdv < +cc , 
e -iuo E p(RN), 
Then, with the above notations, 
and mM is the unique minimizer of 
I(M) = inf{F[f] : f 2 0, f E L1(RN x W”), 
JJ 
RN XRN f(x> v) dxdv = W t 
I(M) = 8Mln 
All 
@4W . JRN ,-uo(x)/0 dz I ’ 
It is interesting to see how the Jensen inequality applies (which proves that F[f] - F[m”‘] _> 
0). 
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Consider 
and apply Jensen’s inequality to 
(t H t In t is a convex function) where 
d,u(x, v) = $m”(x, w) dxdw and A4 = 
JS 
RN XRN fix, ~1 dxdv = /- P(X) dx . 
RN 
provides the identity 
IS RN XRN f(x, w> ln(f(x7 ~1) dxdw 2 IS RN XRN f(x,~1 ln(m”(xT WI> d dw .
Since 
I.1 RN XRN f(x, vPJo(x) dxdw= s Pro dx RN 
and 
Id2 m”(x,w)y dxdv = ~NMO , 
we get the identity 
The inequality is in fact strict except if f = m M almost everywhere and we have (using 
Lemma 1.1) 
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2.2. The self-consistent case 
We assume now that the potential is given by a fixed external potential U0 and a 
self-consistent nonnegative one due to the Poisson equation: 
-au = p(x) = 
J 
~‘~ .f(:c.v) dv . 
The free energy in this case is 
FM = I’ I, .XRN 1 . h f(:c. II) ($ + ;ci(x) + Q,(z) + 6 ln f(:r. v)) dzdu . 
We first compare the free energy with the “configurational” free energy and then minimize it. 
Applying Lemma 1 .I to 
h(v) = 6 ln p + !f 
2 ’ 
(take y = II, 7n = N, (2 = RN> we get 
(2.1) F[f] > F[mf] = G[p] - ;NMr9ln(2d) , 
where 
’ %I = . 
I 
R,~ p(x)(6lnp(z) + iU(:x) + U”(z)) d.r . 
and the equality occurs if and only if 
with p(z) = JRN f(s! II) dv. 
PROPOSITION 2.2. - Assume that e- “ol’ belongs to L1 (R”) with N > 3. 
(i) The injimum of the free energy 
I(M) = inf{F[f] : f 2 O? f E L1(R” x R”); 
JJ 
~,” xR,,, ~(:JJ, v) d&v = A.41 
and the injimum of the “configurational” ,free energy 
J(M) = inf{G[p] : p 2 0, p E L1(&Yn”). 
J 
R” p(x) dx: = M} , 
where 
(3~1 = J ( p(z) Qlnp(z) + +TJ(:IT) + U”(2) 1 d:JT j U>O, R” 
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are bounded from below (for any M > 0) and satis~ 
(2.2) I(M) = J(M) - $vMBln(2x0) , J(M) > 0Mln 
M 
s RN e- > h(r)/@ dx * 
(ii) The inky I(M) and J(M) are realized respectively by 
where Ii is the unique solution in L*‘co (RN) of the Poisson-B~lt~ann-Eden equation 
( ,$Yz is the Greenfinctiun of -A in RN). The minimizing functions exists and are unique, 
and if U is the solution of the Poisson-Boltzmann-Emden equation, then 
Proof of Proposition 2.2. - (i) is a consequence of (1.1) with m = 2N, y = (x6, w), 
g(g) = f(z, w) and b12 h(z, W) = 2 - 6’ln p(x) , 
According to Lemma 1.1, 
with mf(x,v) = 4~:) &e)Niz and 
F[mf] = G[p] - lNMBln(2nB) 
gives the relation between J(M) and J(M). T o p rove that J(M) is bounded from below, 
it is enough to notice that (if p f 0), 
Gbl > s p(x)(Olnp(s) + G(x)) dx = ~bl , RN 
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since U > 0 and to apply Corollary 1.2 to H with h, = Uo. 
(ii) cannot be proved directly by the same method as for Corollary 2.1, since the 
minimizer still depends on p through U because of the Poisson equation. We use a relaxed 
energy method; consider 
G[p] = G y [ 1 
and minimize it over the set of the L’(WN) nonnegative functions such that Jn,,, p(z) dn: = 
M for some fixed constant A4 > 0. j? is the unique solution of 
(see [Do1,2]). G is a C1 convex functional, since 
J p(z)U(z) dz = CN. JJ P(Z)P(Y> W” w”xRB” I2 - &V-2 dzdy. 
(the existence of a minimizer holds for the reason given in Remark 1.3). E is convex: 
there exists a unique minimizer p which satisfies the associated Euler equation 
Blri ‘+’ 
( > 
__ +v+u,=x-e. 
2 
where X is the Lagrange multiplier corresponding to the constraint .\nN p(z) dz = hi 
and V is defined by 
Solving the Euler equation, we obtain 
and X is fixed by the constraint .\nN p(x) drc = M: 
p=/,. 
On one hand, since G is convex, 
G[p] = G y [ 1 5 +bl + G[iQ . 
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and on the other hand 
because p realizes the minimum of G: 
G[d 5 2; +‘[PI + G[ij) = +-I + ; inf PZO (API ) /IPI/ L1(RN)=M IIPII L’(RN)=M 
WI = inf P>O (API ’ 
IIPIIL1(RN)=M 
REMARK 2.3. - (i) The solution of 
-AU=iW. 
,-(u+uo)/e 
s RN e-(u+uo)/Odx 
is defined up to an additive constant. If we consider the one satisfying 
it is nonnegative and unique (see [Doll) as soon as 
e-uois E L’(WN) 
Moreover (we assume N 2 3), U belongs to Lfi )m(WN) and VU belongs to 
#iyp). 
(ii) It has also been proved in [Doll that VU belongs to L”(I?) if 
which allows to perform an integration by parts of 
1 
5 RN .I p(x)U(x) dx = f RN ]VU(~)~” dx .I 
using the Poisson equation. In this case: 
e- (w+w4) l@ 1 -M 
s RN e 
- (u(d+bb)) lo dx 
1 = -- 2 RN (VU(x)]* dx - MO 
s 
‘OlnM 
In e-(O(z)+uds))/e dx 1 = -J-[U] , 
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where U H L~[U] is a convex functional whose minimum is precisely the solution of the 
Poisson-Boltzmann-Emden equation. Moreover, (2.2) proves that: 
(iii) if U belongs to L”(R”‘), then 
this can be shown with the Jensen inequality: 
with 
(iv) A direct minimization of G provides an existence result (and also a uniqueness result 
since G is strictly convex) of a solution of the Poisson-Boltzmann-Emden equation as soon 
as one can prove that the minimum is a strictly nonnegative function almost everywhere, 
so that one can write the Euler equation corresponding to the critical point. A relaxation 
method can be used to overcome this difficulty. 
(v) The difference between F and G can be estimated by the Gross’ logarithmic 
Sobolev inequality (see [T1,21): for any nonnegative function j in L1(lR’v x W”) such that 
il = JRy .f(..~) do and &f = ]]f](L~CR~~, 
However, up to our knowledge, there is no estimate of -$G[p(t)] for a solution f(c. ., .) 
of the Vlasov-Poisson-Foker-Planck system and it seems therefore much more difficult to 
give a rate of convergence to the equilibrium for the nonlinear case than for the linear 
homogeneous Fokker-Planck equation. 
3. The L1-condition is necessary and 
sufficient for the free energy to be bounded from below 
It has been proved above that if e- ‘o/0 E Ll(R”), the free energy is bounded from 
below. Before proving that this condition is necesssary too, let us state a result in the 
linear case: 
LEMME 3.1. - Assume that e-“l’ E Lo,, does not belong to L’(W”). Then 
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J’ 
w” g(y) dy = Ad} = -co for any M > 0 ) 
where 
%I1 = f3 
.I’ 
S(Y) lndy) dY + 
t-P I 
S(Y) h(Y) dY . 
. KP 
Proof of Lemma 3.1. - Since e -‘le does not belong to L’(RN), there exists some t > 0, 
an increasing sequence (Rn)nE~ and a sequence of measurable sets (n,),,, such that: 
R, c B(R,+l)\B(R,) and 
.I 
e-h(y)/e dy > E . 
%L 
Consider now 
then 
H[g,] = -0Mln e -h(y)‘e dy 5 -0Mln(m) -+--00 asn++oo. Cl 
The nonlinear case is more difficult since the self-consistent term may counterbalance 
the estimate one gets in the linear case. For this reason, one has to impose a further 
condition on the behaviour of Uo at infinity. 
PROPOSITION 3.2. - Assume that e- u0/0 E L:,,(R”) (with N 2 3) does not belong to 
L1 (RN) and that Uo(x) is bounded from below for 1x1 large enough: 
3R > 0, 3K E Iw such that Uo(x) > K, x E B(R)” a.e. . 
Then I(M) = J(M) = - cc for any M > 0, where: 
1(M) = inf{F[f] : f 2 0, f E L1(IWN x W”), 
JS 
W2N f(x,v) dxdv = W , 
J(M) = inf{G[p] : p 2 0, p E L’(RN), 
s 
p(x) dx = M} , 
RN 
with 
+ itI + Uo(x) + 6’ln f(x:, u) dxdv , 
WI = 
1 
8 In p(x) + -U(x) + UO(S) dx . 
2 
Proof of Proposition 3.2. - Because of (2.1), 
I(A4) = J(M) - iNMHln(2&) , 
it is enough to prove that J is not bounded from below. 
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First case. - UC) is bounded from below. The idea of the proof is the same as in Lemma 
3.1. The self-consistent potential energy is bounded by the Hardy-Littlewood-Sobolev 
inequalities: 
for some constant C > 0. The proof is obtained by taking prL = ,q,, as in the proof of 
Lemma 3.1: 
Second case. - Uo is not bounded from below: there exists a constant k > 0 such that 
Ur$ = max(Uo, -k) satisfies pk = e-“i/’ $ L1(RN). If this was not the case, then 
Pi 
JR.,, pi(x) dx ’ 
would concentrate, a contradiction with the assumption that e-UolB E J~~~~(R~). 
Applying the results of the first case to 
@[PI = BlnP(z) + iU(x) + U,“(x) dx , 
we get the result since 
G[P] 5 @[PI . 
4. Thermodynamics 
This section is devoted to the study of the variation of the infimum of the free energy 
with respect to the mass and the temperature. 
4.1 Dependence of the minimum of the free energy in the mass 
PROPOSITION 4.1. - 
I(A4) = inf{F[f] : f 2 0, f E L1(lR” X RN), 
I.1 
RN XRN .f(x; ~1 dxdu = Ml > 
(resp. J(M) = inf{G[p] : p 2 0; p E L1(RN), JR” p(x) dx = M} ) is an increasing 
function of the mass if and only (f 
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(rev. JRN e-w dx < M e), where U is the unique solution of the Poisson-Boltzmann- - 
Emden equation 
dx 
A sufJicient condition for I(M) (resp. J(M) to be increasing is 
J 
e 
RN 
(resp. JR,.+ e-q dx 5 M e). 
Proof of Proposition 4.1. - It is based on a simple homogeneity argument. For a fixed 
p, we may consider 
M(X) = 
s 
px dx and g(X) = G[pX] with P’(Z) = Xp(x) . 
RN 
A straightforward computation gives 
$M(X),h=l > 0 and -&g(X),*=1 = BM + g(1) + T dx>dY) dxdy 
xRN 1% - YlN-2 
=r9M(I-ln(&iNe ) -(~~~~+~o(z))/e dx) 2 o 
if and only if 
which proves the first assertion of Proposition 4.1. The solution of the Poisson-Boltzmann- 
Emden equation 
U=----- lx;2 * M. 
e- (w~)+um)/e 
s 
RN e -(u(z)+uO(zC,)/e dx 
is nonnegative and 
s e -*dx< e-q&, RN J RN 
which gives the sufficient condition. Cl 
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4.2 Dependence of the minimum of the free energy in the temperature 
The dependence of the free energy in the temperature is more complicated than the 
dependence in the mass. Let us first consider the limit case: 0 + +x. 
PROPOSITION 4.2. - Assume that U. E C’(O) and that UC, = +CK in ft”,fi~ some bounded 
domain 52 in IwAy (!V 2 S). Thrn the .snlution Ii of the Poisson-Bolt,7mc~nn-Emrlerl equation 
is .such that, when H + ix;, 
p@ = ,ld 
(‘- (rq?)+r”(.I.))/H 
,I,,\ (:- (w)+w~~)) lo (j7; 
4 A!l /F in CJ([w’y) , 
where 0” = ,yo is the charucteristic function of 12: 
/)W - 1 in 12 cud pm E 0 in 62” 
The proof is easily obtained by applying Lebesgue’s theorem of dominated convergence 
to #. A special case is the following: po = # = ~0 does not depend on H. Taking then 
V = $, we may immediately deduce from Proposition 4.1 the 
COROLLARY 4.3. - Assume that p. is the c/Iaracteri.rtic~ufirnc.tion qf a bounded domairl bt 
in iw” with N 2 3. With the smne notations OS above 
is a decreasing ,fhction of the temperature if 162 1 < &$ . 
The proof immediately follows from the fact that k’ is a solution of the Poisson- 
Boltzmann-Emden equation 
(with mass y and temperature 1). 
Remark. - (i) It is more difficult to give a general result (when p. $ ~$2) for the 
dependence of the free energy in the temperature than in the mass. For instance, applying 
Proposition 4.2, 
as 0 + +x; the dependence of J(M) in B clearly depends on the sign of 
111 JR V /,0(.X) 
( 
&: 
) 
. 
(ii) If l/~ is bounded from below, the fact that p,) = p -9 belongs to L1(RV) 
is completely determined by the asymptotic behavior of Uo(:r) as I:I:/ 4 +#x. If 
Uo(n:) = o(lnl:r:/); p. d oes not belong to L1(RV). If lul:r:j = o(U~(.r)), po belongs 
to L1([w-v). If Q,(X) - ln 1~1, th ere exists a critical temperature 8,. = & > 0 such that po 
belongs to Ll(R”) if H < 0,. and p. does not belong to L1(R”) if H > H,.. 
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PART II. THE VLASOV-POISSON-FOKKER-PLANCK SYSTEM: 
THE TIME DEPENDENT PROBLEM 
1. Large time behavior in a confining potential 
For existence results for the Vlasov-Poisson-Fokker-Planck system (when there is no 
confining potential), we refer to the papers by F. Bouchut (see [BOG]) and the references 
therein. We present here a small extension to [BD], in which we improve the condition on 
the external potential and give the optimal condition. 
DEFINITION. - A solution of the Vlasov-Poisson-Fokker-Planck system is a nonnegative 
function 
which is a solution of 
f E C([O, +co[; L1(WN x RN)) 
such that 
and such that (t, x) H VU(t, x) beZongs to Li$(W+; L”(U@“)). 
If (t, X) H V,U(t, X) does not belong to Lzc(lR+; Lt-(WN)), we have to use the notion 
of renormalized solutions (see [BD] and also Part III, section 1 in the stationary case). 
PROPOSITION 1.1. - Assume that U0 E Lip(RN), e-rJole E L1(RN), N > 3. Given any 
solution of the Vlasov-Poisson-Fokker-Planck system, then f(t, ., .) + rnf in L1(RN x 
RN) as t -+ +oo , where 
-!$ 
mf(x7 ‘) = M. (&j)N,2 ’ ‘jN ,-(u+uo)/edx wzth M = 
and where u is the unique (up to an additive constant) solution in L ~-2’ -&- “(RN) of 
--ADZ&~. 
,-(E+w/@ 
Jm.v e-( ~+&)/@dx . 
Moreover, for any T > 0, 
lw12 If(s,x, w) - mf(x, w)I dxdw ds = 0 , 
lv,dm- vuJi$i&j2 dxdv ds = o. 
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Pmof of Proposition I. I. - The proof is exactly the same as in [ED] except that the 
condition 
. G(n) 
,,‘;=t, I:z:l > NH 
has been replaced by the optimal condition 
This last condition is sufficient to prove that: 
(i) the free energy functional 
is bounded from below (see Part I, section 2.21, 
(ii> that (f(t))t>~ is tight (the proof is based on the same idea as Remark 1.3, Part I). 
The rest of the proof (passage to the limit, compactness results, use of renormalized 
solutions, convergence) holds in the same way as in [BD]. 
The assumption that U, E .T,i~(lw-~) which is needed only for the coherence of the 
framework, together with the condition e-L7J/H E L’(lw”) imply that U,j is bounded from 
below. 
The optimality of the condition e -C’oIH E L1(W-V) is proved below. 0 
2. Vanishing when there is an external but non confining potential 
THEOREM 2.1. - Assume that cJO E Liploc(lR”) ‘, b IF oundedfrom below in a neighborhood 
of 1x1 = +cx and such that there exists a solution f in C(R+: L” n L1(R’ x R”)) of the 
Vlasov-Poisson-Fokker-Planck system. Assume also th.at there exists some E > 0 such that 
flog f E C( [O: &[; L1(IwzV x Iw-\‘)). Ifr-““l” @ L’(W”). then there exisrs T E [E. +-x[ such 
that flogf belongs to C([O,T[; .Ll(U+’ x W”)) and 
f(t; .: .) + 0 weakly in L1(Rx) as t + 7. f < Y- 
Proof. - Assume that (f(t. . . .)) t>~ is not vanishing. We first have to prove the existence 
of 7 E [E, +co] such that 
liul;ip S[f(t)J = -cc , 
/c 7 
If this is not the case, 
lim sup F[f(t)] > --3(; ) 
t-++s 
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since the free energy t H F[f(t)] is decreasing with respect to t as long as it is well 
defined (see Appendix A) and since Ua is bounded from below. (f( t + ., ., .))t,O weakly 
converges in L1 ([0, T] x RN 0 t C x RN; dtdxdv) for some T > 0 - up to the extraction of 
a subsequence - to some limiting function f (with m = jjT(t, ., .)jjL~(pXR~; dzdv) > 0). 
and f is the unique Maxwellian function of mass m which is solution of the Poisson- 
Boltzmann equation (with mass m). But this is impossible (see section III, Theorem 3.1) 
and proves therefore that either 
limsu_pS[f(t)] = --oc) 
-+ 
(and that r exists) or that (f(t, ., .))t>O is vanishing. 
We consider now the case lims~p;-+~ S[f(t)] = -co, which is possible only if 
lirn;upF[f(t)] = -cc 
t<7 
because U0 is bounded from below in a neighbourhood of 1x1 = +oo. Define indeed 
where t H e(t) is given by the condition that t H S[T(t)] is constant: assume that 
w01 = ml = W(t)] - Nlog~(t)l(f(t)(lL’(RNXRN) , 
( WWI - Wol E(t) = exp Nllf(t)ll~lpNx~N) > ’ lim sup c(t) = 0; t-r t<7 
(T(t, ., .))tElo,71 is weakly compact in L1(RN toC x RN), which proves the vanishing 
result. Cl 
Remark. - (i) According to [BOG], if UO z Con& there exists a strong solution f which 
satisfies the conditions of Theorem 2.1 if fu is regular enough: assume for example that 
I RN xRN fo(x, u> (log+(fo(x, v)) + (xl2 + 1~1~)) dxdv + 00 . 
A formal computation (multiply the Vlasov-Fokker-Planck equation respectively by (xl2 
and 1~)~ and integrate by parts) gives 
d 
z I 
f(t, x, v)IvI” dxdv = -2 
I 
f(t, x, v)lu12 dxdv 
RN xRN RN xRN 
+Ne 
I 
f(t,x,u) dxdv 5 NB 
RN xRN I 
RN XRN fo(x, ~1 dxdv 
and 
d 
z I 
f(t, x, v)lx12 dxdv = 2p 
I 
f(t, x, v) (x . v) dxdv 
RN xRN RN xRN 
I > 
112 
F f(t,x, w)IxI” dxdv . f(t,x, v>b12 dxdv , RN xRN 
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which clearly proves that snN xRN f(t: 2; U) ( ]x]’ + ]?I]“) dzdv remains finite for any t > 0. 
I , RNxRN .f(c 
cc> ‘II) log- (.j<t, W)) d:rds1 
is therefore finite by Lemma 1 .I or Proposition 1.4 of Part I: 7 = foe (see below fat 
more details). 
(ii) The method still applies when Ua is not bounded from below but such that 
lim s71p 
.I/ 
f(t, :c. II) log .f(t. 2,v) dn:dv = --x 
t-r , R \’ x f# h’ i<T 
for some 7 E]O,+oc]. 
(iii) As long as ((S log f)(t, .: .)), (respectively (f(t; ., .))t) is uniformly bounded in 
L1(RV x W”) (respectively in L”(R” x W”‘)), no concentration may occur and (f(t: . . .))t 
is weakly compact in L&.(R”’ x iw”), but the limit we obtain after extraction of a 
subsequence may have a non finite free energy. More in general the case when t:-‘.“/H 
does not belong to L1 (R”‘) and U0 is not bounded from below is not easy to handle 
without imposing technical conditions since there is no natural notion of solution (a global 
in time existence result is not clear without further conditions). 
(iv) If limt-7 T w(t)1 = - oc, the rate of convergence is given by f(t): consider (like 
in the proof ‘of Theorem 2.1 7 such that 
For any ball B, 
and using Jensen s lnequ~;;)l'"' (BXRN) = Ilf(t)llL~ (4tPxR") 
> . 
(ll~(t)llL’(F(t)BXRV) Il~(t)IIL’(F(1)BXW.~) ) ln( . (f(t))” > Il 
< ’ _ I . r(t)BxR” f(t. 2,v) lnf(t. :I:. v) dXd1) 
+ ln(lBl) . / 
. 
I,,,,,,.\. ~(t.:r:/f!) d.r:dv . 
Since we have 
- 
T(t,x:v) lnf(t.:c, II) dndv i 0 as t -+ 7: t < 7- . 
( 1 
- 
for t in a neighborhood of rT-, large enough. 
Consider h(z) = zln G - 
0 
1 for some r/ > 0 small enough. h(0) = -1, h is convex 
and limz,+, h(z) = +oo: h(rc) = 0 has a unique solution :I: = ~(7) < & since 
Ilf(~)llL~(BXR‘~~) = 117(t) II 
1 + e-’ 
L+(~)B~RN) I N, lI1(F(t))l as t - 7 , t < 7 . 
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PART III. THE VLASOV-POISSON-FOKKER-PLANCK SYSTEM: 
STEADY STATES 
A stationary solution of the Vlasov-Poisson-Fokker-Planck system, i.e. a solution of 
21. &f - V,(U + Uo) . a&f = &I . (vf + e&J), 
-AU= J WN f(x,v) dv, 
in the renormalized sense has to be of the form: 
-!$ ,-(u+uo)l@ 
f(x,v) = M. (&)N,2 . JRN ,-(u+uo)/edx with M = JJ RN XRN f(x,v> rbh 
provided e-uOle E L’(HN) ( see [Dr1,2] for comments on such a factorization result). The 
Vlasov-Fokker-Planck equation is then satisfied if V,p = -i(U + Ue) and the problem 
is reduced to solve the Poisson-Boltzmann-Emden equation: 
(PBE) - AU=M. 
,-(u+uo) 
s RN ,-(u+uo) ,jx ’ 
This has been proved by K. Dresler when liminfl,l,+, v > 0 in [Dr1,2] and 
extended in [BD] to the case liminfl+++, w > NB. Actually the result holds as well 
under the condition e- ‘01’ E L’(ll?), U; E L” in a neighbourhood of 1x1 = +CQ. This 
result is stated in Proposition 1.1 provided VU E L” ( IWN) and is generalized without this 
assumption using the notion of renormalized solutions (see Remark 4 - a definition of 
renormalized solutions - and Appendix A, Proposition A.l). 
1. Some remarks 
A first method to handle the stationary solutions is to consider solutions of the evolution 
problem which do not depend on t (see 1). Since the free energy is a convex functional, 
such solutions are also characterized as critical points of appropriate functionals (see 2 
and 3). A direct approach of the stationary solutions of the Vlasov-Poisson-Fokker-Planck 
system (without assumption on VU) can also be done with renormalized solutions (see 
Remark 4 and Appendix A). 
1) PROPOSITION 1.1. - Let N 2 3. Assume that 
(1.1) e -+ E L1(WN) 
and that f E CO(R+, L1(WN x RN)) is such that 
(1.2) JS,NxRN (y +Uo(x)+la+f(t,~,~))f(t.~.~)dxd~ It=0 
+' 2 J lVUl"(t,x) dx It=~ < +cc R N 
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and 
(1.3) V,,U(t,x) E P(“& x R”) ) 
then f is a stationary solution if and only if f realizes the minimum qf the,functional 
under the constraint 
(1.4) 
The proof of Proposition 1. I relies as for Theorem 3.1 on Proposition 2.2 (Part I, 
Section 2.2). 
2) If f is a stationary solution of the Vlasov-Poisson-Fokker-Planck system, then 
IVU)’ dz+ e-9 
N 
+$VMBln(&rB) 
and the functional U H i JR,,, IVUIz dx + JR,,, pOU d:r: + BMln $ . j$ e-w 
( 
d:c 
> 
is strictly convex. The Euler-Lagrange equation associated to the unique critical point of 
KY this functional is precisely the Poisson-Boltzmann-Emden equation, provided pa = e- 0 
is regular enough, po E L* (Iw’v) with N 2 3 for instance (this approach has been 
used in [Doll). 
3) Instead of F, let us consider the functional 
+ U(t,rc) +0lnP(t,~,?i) f(t,:c,~) dxd?) - 1 
> J lVU(t, :c)/” dz . R”
Of course, F[f] = G[f,U] p rovided Ii is a solution of the Poisson equation. But one can 
also notice that this functional is strictly convex in f, strictly concave in 0’. and that (f. U) 
is formally a critical point of G under constraint (1.4) if and only if 
w 2 + i70 + U + 8 In f = Constant, -AU = J ,f(t> .r, 7)) dv RN 
The Poisson-Boltzmann-Emden equation is then automatically satisfied, because of equation 
(1.4). The unique steady state of the Vlasov-Poisson-Fokker-Planck system is thetzfore 
formally characterized as 
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4) Renormalized stationary solutions such that 
fi E L2(RN x RN) and &,fi E L2(WN x RN) 
are solutions of the stationary Vlasov-Poisson-Fokker-Planck system in the sense that the 
following equations hold true in the sense of the distributions for any E > 0: 
(See [BD] for more details on renormalized solutions for the Vlasov-Poisson-Fokker-Planck 
system). 
Such a notion of solution is useful to handle the general case (without a priori assumption 
on VU). A generalization of Proposition 1.1 is given in Appendix A, Proposition A.1 in 
that case. The proof relies on standard regularization techniques and a compactness result 
which is the analogue for stationary solutions of the results stated in [BD]. 
5) The question of the existence of solutions without imposing a normalization of 
mass has been addressed in [GSZ]. This can be viewed as a special case of the present 
framework (if a solution f exists, choose M = ]]f]lL~(n~ XR~)). The asymptotic boundary 
conditions for U is taken to be 
u-0 in LTh’w (BVN)) asR++oo. 
A general framework would be that U behaves like a te sum of an harmonic function and 
a function satisfying the above condition (see [GSZ] for a discuss of this point). 
2. Two examples 
We first give two examples with direct proofs. These examples extend the results given 
in [GSZ]. 
2.1. Nonexistence results for L1 underlying background densities in dimension N = 3 
There are no stationary solutions of the Vlasov-Poisson-Fokker-Planck system: 
atf+v.a,f+E(t,z). ad = a,' bf+Qad), 
with finite total mass M = s JRaXR3 f(t, 2, U) dxdv given by the Poisson-Boltmann- 
Emden equation if n belongs to L1(W3) (and has a compact support) whatever the value 
of JR3 n(z) dx is (this result is easily deduced from the general nonexistence result: 
,-uo/e = e-z&*+) does not belong to L’(@‘)). 
PROPOSITION 2.1. - Assume that n is a nonnegative L’(W3) function and has a compact 
support. Zf 
U, Uo + Constant us 1x1 -+ +oo in L3+(R3) , 
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then the Poisson-Boltzmann-Emden equation 
(PBE) - 
has no solution such that 
Proof. - First of all, there is no restriction to assume 
since adding a constant to U or Ua does not change the (PBE) equation. Let 
We will assume that (PBE) has a solution and tind a contradiction. 
If 6: -(“+uO)Is belongs to L1(R”), then 
U belongs to ,C3,;x;(W3) and 
Since Linif(R3) n L&if(R3) c L3.00(R3), then: 
lim e-“I’ = 1 in L&if(R”) . 
/ST--+X 
On the other side 
if rz is supported in B(O, R). UO(z) goes to 0 uniformly as IX/ -+ +oc, which proves that 
lim e-(“+r’O)/6r = 1 in L1 
ISI++ unifCR3) 
This is obviously in contradiction with the assumption that 
e-w+s,w E p(p) c] 
Usually TZ is a background density of particles with charges of sign opposite to the sign 
of the charges of the particles that are described by f, but there is no difficulty to extend 
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this proof to the case where n may be not everywhere positive: the negative part of n 
has to be taken into account with U (replace U(X) by ( & * n- (x)) + U(X), and the 
positive part of n can be treated in the same way as before. The nonexistence result still 
holds under the more general condition n+ E L1 ( R3). The condition that U has a compact 
support can also be replaced by the weaker assumption that U has enough moments in [ICI. 
2.2. Existence results for asymptotically constant or decaying underlying background 
densities 
We assume here that the underlying background densities are asymptotically constant 
(2.1) n(x) = 1+ q(x) with Q(Z) -+ 0 as 1~1 + +cc . 
If we define Ua as 
Uo(x) = Vo(x) + !Af 
2N 
v x E RN > 
then 
and U is solution of the Poisson-Boltzmann-Emden equation 
(PBE) - 
with 
AU=M. 
pO(x)eC”” 
sRN po(x)e-“‘e dx 
PO(X) = e 
-(~+%(~))P . 
The following result is an immediate consequence of the results contained in [Doll (again 
the general theory applies and a necessary and sufficient condition for a solution to exist 
is: eCuOIB E L’(F)). 
PROPOSITION 2.2. - Assume that condition (2.1) is satis$ed and N 2 3; then (PBE) 
has a unique solution in 
D1>2(RN) = {v E L=qlRN) 1 vv E L2(WN) } 
provided one of the two foElowing conditions is satisfied: 
(i) General case: assume that there exists a constant K E [0, l[ such that (n - q)+ (i.e. 
its positive part} belongs to L1 fl Lp(WN) for some p > N. 
(ii) Radial case (N 2 3): assume that there exists a function ij E L~oc(US+) such that 
q(z) = G(lxl), such that 
T 
.I J 
s 
b(r) = ds t’ij(t) dt 
0 0 
is defined for all r > 0, and such that for some e > 0 
lim inf vo (4 
-+a r2 - (N + e)e In(r) 
20. 
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Proof. - According to [Doll, one has to check that pa belongs to L1 (R”). In the 
general case (i), (Vo - K!$- is bounded in L”(lR”). In the radial case (ii). the problem 
is solved by studying the asymptotic behaviour of & + Vi(r): pa E L’( 5VV), and 
according to [Doll, the (PIZE) has then a unique solution in L*.“(I@‘) such that 
limi,i,+, U(X) = 0. It is not difficult to see that this solution is nonnegative (using for 
example the maximum principle). U H Ue -U is bounded for U > 0, which implies that 
U belongs to @2(lR~V). Cl 
Proposition 2.1 applies for instance to any radial perturbation rl such that there exists 
K E [O, I[ satisfying V(X) - K < & as IX] -+ +oc (for some 0 > 0). Condition (ii) 
can also be refined: the optimal condition is in fact (see Theorem 3.1 below) 
3. A necessary and sufficient condition 
THEOREM 3.1. - Let 6’ > 0, A4 > 0, U. E LrC(R”), N > 3. A necessary and sufficient 
condition for the existence of a solution U E LA.” qf the Poisson-Boltzmann-Emden 
equation: 
(PBE) - 
such that p belongs to L1(R”) is 
The solution if it exists is unique. 
Proof. - Existence and uniqueness when e -‘in’0 E L1(R”) have been proved in [Doll 
(see also [Ba], [GL]). 
The existence of a solution of the Poisson-Boltzmann-Emden equation means the 
existence of a critical point p E L’(WN) of the functional ?? defined in the proof of 
Proposition 2.2 in Part I, Section 2.2. Since G is convex, G reaches therefore its minimum 
(and is therefore bounded from below). The functional G is also convex: 
But G[y] = G[p] provides 
G[p] L G[p] Vp E Ll(W”), p 2 0 such that ]/pl]L~cR.~, = M . 
which also proves that G is bounded from below. 
According to Corollary 3.2 (Part I, Section 3), this is possible only if ~~~~~~~ belongs 
to L1(R”‘) 0. 
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F&MARK 3.2. - One may also prove the result directly by using the Jensen inequality 
when pi7 belongs to L1(RN): as in Part I, Section I, 
GM = 
- 
s ( RN e 
ub)+uOb)) /e ,jx 
(apply Equation (1.1) of Part I with y = x, g(y) = P(X) and h(y) = u(z) + &I(X)). 
Appendix A. 
The free energy of a solution 
of the Vlasov-Poisson-Fokker-Planck system 
In order to make this paper as self-consistent as possible, we present here some 
computations for the free energy of a solution of the Vlasov-Poisson-Fokker-Planck 
system. We first of all state the main estimate for the stationary case. Indications on 
the time-dependant case are given after. 
A.1 The stationary case 
PROPOSITION A.l. - Assume that f E L1(lR” x W”) is a nonnegative function such that 
+ UO(X) + 81n+ f(z,v) f(x,,u) dzdv < +cc , 
where U, E LrC(WN) is such that e-‘O/* E L’(RN). Zf f is a solution of the stationary 
Vlasov-Poisson-Fokker-Planck system: 
1 
Y . a,. - V,(U + Uo) ’a&f = a,, . (wf + &f), 
-AU= 
I’ . RN f(xC,w) dv, 
in the renormalized sense, then 
JJ RNXRN Iv& +206’,fi12 dxdv = 0 ,
-!A$ ,-(u+wP 
fcx, w) = M ’ (zc;r8)“/2 ’ J& ,-(lJ+Uo)/Odx with M = /- .I,* XR~ f(x’ ‘) dxdv ’ 
where U is a solution of the Poisson-Boltzmann-Emden equation: 
(PBE) - AU=M. 
,-w+vo) 
S WN e-(u+uo) dx 
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Prmfl - Assume first that .f’ belongs to S(R”’ x E@“), that p == ,fw.,, .f CJU belongs to 
S(Rzy) and that 
These assumptions on the regularity of .I and p are consistent with the assumption on the 
asymptotic behaviour of UC,. aid affow integration by parts. 
Let us rnu~t~~~y the (VF12) eq~~ti~~~ by (I$/2 i- U + If,, i- ln4) and integrate by 
parts. Each term of the I& side of the equ~~tio~ which does not cancel can be put in 
a divergence h-m 
and the right hand side gives 
A standard regLlI~ri~~~ti~~ method rtilows to extend the results to distributjon f~~ctjoils 
satisfying the regularity assumptions of Proposition A. 1 fthe passage to the limit is possible 
because of the compactness properties of the Vlasov-Fokker-Planck operator). Actually, 
the result also follows from the time dependant case. q 
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and integrate by parts we have: 
1 = -- 0 /I WN XRN bf + @Lf12 . ,(++u(d+u&:))/@ dxdv . 
A.2 The time-dependent case 
The estimates for the time-dependant case are formally obtained in the same way. Let 
us assume for more simplifications that in the Vlasov-Fokker-Planck equation, the field 
E(t,x) is coupled with f through a smooth kernel K(x) E D(RN): 
U(t, x) = K(x) * 1 f(t, x; v) dv , 
instead of the kernel -& ft (in dimension N = 3; see 
formal computation. 
First of all, a direct integration w.r.t. z and w gives 
[BD]). We just present here a 
(Muss Conservation) 
d 
iii JJ f(t, x, u) dxdv = 0 . RNXRN 
We can also multiply the (VFP) equation by ]v12 and integrate again w.r.t. x and w. 
Integrations by parts provide for the left hand side 
d 
z JJ yf(t ,x, v)dxdw - J dx (U + Uo) 8, . J wf(t,x,u) dv . WNXRN RN RN 
Using again the (VFP) equation (multiplied by w and integrated w.r.t. v), we get 
& . J d vf(t,x,v) du = -at J f(t, x, ~1 du RN RN 
and can evaluate the last term: 
J dx (U + Uo) 8, J vf(t, x, u) dv RN RN =- J dx (U + Uo) +t J f(t, x; u) dv 
=--$=dx (;+Uo)~Nf(t,x.llidi.: 
which provides the: 
(Free Energy Estimate) 
f J’s,i;,,N (% +~+Uo+Blnf f(t,x,v)dxdv > 
=- JJ RNXRN Id? + 2@‘df12 dxdu . 
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The free energy is finite and bounded from below as soon as: 
(see Part I) if e -‘-‘.i!lH E L’ (WIY). As in the stationary case, this result can be completely 
justified in a general setting (see [BD] for a detailed proof): 
, LEMMA A.2. - A.vs~mzr that ,f E C:(][O. +cc[; L1(RJv x R”)) is a nonnegative fitnction 
such that 
where LT,, E Li~c,(R”‘) i.s .such that c-“~~/* E L1(R”). If f is pi solution of’ the VIasob,- 
Poisson- Fokker-Planck .systm 
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