Abstract. We investigate the differentiability issue of the drift-diffusion equation with nonlocal Lévy-type diffusion at either supercritical or critical type cases. Under the suitable conditions on the drift velocity and the forcing term in terms of the spatial Hölder regularity, we prove that the vanishing viscosity solution is differentiable with some Hölder continuous derivatives for any positive time.
Introduction
We consider the following drift-diffusion equation with nonlocal diffusion
where θ is a scalar function, u is a velocity vector field of R d and f is a scalar function as the forcing term. The nonlocal diffusion operator L is given by
Lθ(x) = p.v. with c 1 > 0 and c 2 ≥ 1 two absolute constants. Besides, in the sequel we also consider the kernel K satisfying the nonnegative condition
The nonlocal diffusion operator L defined by (1.2) with the symmetric kernel K satisfying (1.3)-(1.4) corresponds to the Lévy-type operator, which is the infinitesimal generator of the stable-type Lévy process (cf. [4, 14] ). By taking the Fourier transform on L, we get
Lθ(ξ) = A(ξ) θ(ξ),
where the symbol A(ξ) is given by the following Lévy-Khinchin formula A(ξ) = p.v.
(1.6)
The considered operator L includes a large class of multiplier operators L = A(D) = A(|D|) such as L = |D| α (log(λ + |D|)) µ , (α ∈ (0, 1], µ ≥ 0, λ > 0) (1.7)
with |D| := (−∆) 1 2 , and one can refer to [8, Lemmas 5.1-5.2] for more details on the assumptions of A(ξ) so that the corresponding kernel K satisfies (1.3)-(1.4); we also note that the condition (1.5) can be satisfied under some additional assumption of A(ξ), e.g., for all λ ≥ λ 0 with λ 0 > 0 some number, the operator (1.7) satisfies (1.3)-(1.5) (cf. [10, 13, 9] ). If µ = 0 in (1.7), the operator L reduces to an important special case |D| α := (−∆) with c d,α > 0 some absolute constant. The operator L = |D| α (α ∈ (0, 2)) is the infinitesimal generator of the symmetric stable Lévy process (cf. [14] ), and recently has been intensely considered in many theoretical problems. For the drift-diffusion equation (1.1) with L = |D| α , we conventionally call the cases α < 1, α = 1 and α > 1 as supercritical, critical and subcritical cases, respectively. Thus the operator L defined by (1.2) under the kernel conditions (1.3)-(1.4) can be viewed as the critical and supercritical type cases and is the main concern in this paper.
For the drift-diffusion equation (1.1) with the fractional Laplacian operator L = |D| α , Silvestre in [15] considered the supercritical and critical cases (α ∈ (0, 1]), and proved the interior C 1,γ regularity of the solution provided that u and f belong to L ∞ t C
1−α+γ x
(γ ∈ (0, α)), more precisely, the author showed the following regularity estimate . The proof is by a locally approximate procedure where an extension derived in [2] plays a key role. We note that if the velocity field is divergence-free, a similar C 1,γ regularity improvement of weak solution had previously obtained by Constantin and Wu in [5] by using the Bony's paradifferential calculus. For the drift-diffusion equation (1.1) with general diffusion operator, Chen et al in [4] considered the case that θ 0 ≡ 0 and L is defined by (1.2)-(1.4) (in fact for slightly more general operator L), and by applying the probabilistic method, the authors proved the C 1,γ regularity of a continuous solution under the condition that u and f arė C δ x (δ ∈ (1 − α + σ, 1)) Hölder continuous for each time.
If we slightly lower the regularity index in the assumption of u and f , the solution of the equation (1.1)-(1.2) may in general not have such a differentiable regularity. For the drift-diffusion equation (1.1) with L = |D| α , Silvestre in [17] 
for α ∈ (0, 1) and u ∈ L ∞ t,x for α = 1, and if f ∈ L ∞ t,x , then the bounded solution becomes Hölder continuous for any positive time. For the driftdiffusion equation (1.1) with more general L, and under the divergence-free condition of u, we refer to [6] for a similar improvement to Hölder continuous solution (see also [12] for a related result). Note that the condition u ∈ L ∞ tĊ 1−α is invariant under the the scaling transformation u(x, t) → λ α−1 u(λ α t, λx) for all λ > 0. If we further weaken the regularity condition on u in the supercritical case, the solution of (1.1)-(1.2) may not even be continuous, indeed, as proved by Silvestre et al in [16] , there is a divergence-free drift u ∈ L ∞ t C δ x (for every δ < 1 − α) so that the solution of the equation (1.1) with L = |D| α and f = 0 forms a discontinuity starting from smooth initial data.
In this paper, we are concerned with the differentiability of the vanishing viscosity solution (i.e. the solution derived from (3.44) by passing ǫ → 0) for the system (1.1)-(1.2). We impose no regularity assumption on the initial data, and we generalize the result of Silvestre [15] for more general Lévy-type operator. Our first result is about the drift-diffusion equation (1.1) under the kernel conditions (1.3)-(1.5), and the velocity field needs not to be divergence-free. Theorem 1.1. Let the symmetric kernel K(y) = K(−y) of the diffusion operator L satisfy the conditions (1.3)-(1.5). Suppose that θ 0 ∈ C 0 (R d ), and for T > 0 any given, the drift u and the external force f satisfy
where C is a positive constant depending only ont, T , α, σ, d, δ and u L ∞ TĊ δ .
Our second result states that if the velocity field is divergence-free, then the differentiability result can be achieved for the drift-diffusion equation under conditions (1.3)-(1.4), without imposing the nonnegative condition (1.5). Theorem 1.2. Let the symmetric kernel K(y) = K(−y) of the diffusion operator L satisfy (1.3)-(1.4), and the velocity field u be divergence-free. Assume that for T > 0 any given, the drift u, the force f and the initial data θ 0 satisfy 14) with the constant C depending only on
The method in showing Theorems 1.1 and 1.2 is consistent with the method of paradifferential calculus used in [5] , but is mostly in a different style; and by applying the technique of time function weighted estimate (where Lemma 3.3 is of great use), we find that the process used here is not sensitive to the divergence-free condition of u so that we can get rid of such a condition in Theorem 1.1. We use the L ∞ -framework in proving Theorem 1.1 and the L p (p ∈ [2, ∞))-framework in Theorem 1.2, and the key diffusion effect of the Lévy-type diffusion operator (for high frequency part) is derived in Lemma 3.2 and Lemma 4.2 respectively. The iterative argument also plays an important role in the proof of both theorems.
We also note that the approach of [15] is not adopted here, and it seems rather hard (if not possible) to extend the method of [15] for the drift-diffusion equation with more general diffusion operator. Remark 1.3 (On higher regularity). By examining the proof of both theorems, we see that the index γ indeed can be any number belonging to (0, δ + α − σ − 1), which is achieved by pursuing the iteration process for more times. In fact, for Theorem 1.1, the worst scenario is that there is no s ∈ (1−δ, α−σ) so thats + s = 1 + γ after obtaining the estimate of θ L ∞ Bs ∞,∞ with 1 <s < δ + α − σ, but we can instead start with L ∞ Bs ′ ∞,∞ for somes ′ <s so that we can get the improvement θ L ∞ Bs ′ +s ∞,∞ with s ′ + s = 1 + γ; while for Theorem 1.2, for any γ ∈ (0, δ + α − σ − 1), there exists somep < ∞ so that γ + d/p < δ + α − σ − 1, thus the target is to obtain the bound of θ L ∞ B 1+γ+d/p p,∞ , which can be deduced from a more direct iterative process due to the increment s ∈ (0, α − σ). Moreover, if (1.10) and (1.12)-(1.13) hold for any δ > 1 − α + σ by removing the restriction δ < 1, we infer that the vanishing viscosity solution studied in Theorems 1.1 and 1.2 satisfies
As a consequence of the above result, if f = 0 and u = Pθ in the equation (1.1) with P composed of zero-order pseudo-differential operators (e.g. the SQG equation in [5] : d = 2, u = (−R 2 θ, R 1 θ) with R j , j = 1, 2 the usual Riesz transform), we can deduce that under the assumptions of Theorems 1.1 and 1.2, the corresponding solution belongs to
the Calderón-Zygmund theorem, we get ∇u ∈ L ∞Ċ γ , which further leads to
(in Theorem 1.2 we in fact obtain a stronger estimate on θ in terms of L p -based Besov spaces); noting that the regularity index can be arbitrarily close to δ + 2(α − σ) by suitably choosing γ and γ ′ , thus by the bootstrapping method, we can iteratively improve the regularity and finally conclude the C ∞ -smoothness of the solution.
Remark 1.4 (The case δ = 1−α+σ). By examining the proof of both theorems, we have the following results.
• In Theorem 1.1, if the drift u obeys the smallness condition
where C is a positive constant depending only ont, T , α, σ, d and
• This result is also true for Theorem 1.2. More precisely, if the drift u obeys the smallness condition
The outline of the paper is as follows. In Section 2, we present some preliminary knowledge on Bony's paradifferential calculus and the Besov spaces. Section 3 is dedicated to the proof of Theorem 1.1: we first show some useful auxiliary lemmas, then we prove the key a priori estimate (1.11) in the whole subsection 3.2, and then we sketch the existence part and conclude the theorem. We show Theorem 1.2 in Section 4, and the proof is also divided into three parts: the auxiliary lemmas, the a priori estimates and the existence issue, which are treated in the subsections 4.1 -4.3 respectively.
Throughout this paper, C stands for a constant which may be different from line to line. The notion X Y means that X ≤ CY , and X ≈ Y implies that X Y and Y X simultaneously. Denote
the Schwartz space of rapidly decreasing smooth functions, S ′ (R d )/P(R d ) the quotient space of tempered distributions which modulo polynomials. We use g of F(g) to denote the Fourier transform of a tempered distribution, that is,
For a number a ∈ R, denote by [a] the integer part of a.
Preliminaries
In this preliminary section, we shall collect some basic facts on the Bony's paradifferential calculus and the Besov spaces.
First we recall the so-called Littlewood-Paley operators and their elementary properties. Let (χ, ϕ) be a couple of smooth functions taking values on
For every u ∈ S ′ (R d ), we define the non-homogeneous Littlewood-Paley operators as follows,
And the homogeneous Littlewood-Paley operators can be defined as followṡ
Also, we denote
It is clear to see that, for any f and g belonging to S ′ (R d ), from the property of the frequency supports, we have
Now we introduce the definition of Besov spaces. Let s ∈ R, (p, r) ∈ [1, +∞] 2 , then the inhomogeneous Besov space B s p,r is defined as
and the homogeneous spaceḂ s p,r is given bẏ
For any non-integer s > 0, the Hölder space
Bernstein's inequality plays an important role in the analysis involving Besov spaces.
and
3. Proof of Theorem 1.1 3.1. Auxiliary lemmas. Before proceeding the main proof, we introduce several crucial auxiliary lemmas. First is the usual maximum principle for the drift-diffusion equation (1.1)-(1.2).
Lemma 3.1. Let u be a smooth vector field and f be a smooth forcing term. Assume that θ is a smooth solution for the drift-diffusion (1.1)-(1.2) with θ 0 ∈ C 0 (R d ) and the assumptions of K (1.3)-(1.5). Then for T > 0, we have
Proof of Lemma 3.1. Since we have the nonnegative condition (1.5), the proof is quite similar to [7, Theorem 4 .1], and we thus omit the details.
The second is the maximum principle with diffusion effect for the following frequency localized drift-diffusion equation
2) where j ∈ N, the operator L defined by (1.2) with the symmetric kernel K satisfying (1.3)-(1.5).
Lemma 3.2. Assume that u and f are smooth functions, and θ is a smooth solution for the equation (3.2) with ∆ j θ ∈ C 0 (R d ) for all t > 0 and j ∈ N. Then there exist two absolute positive constants c and C depending only on α, σ, d such that
Proof of Lemma 3.2. Denote by θ j := ∆ j θ, and from θ j (t) ∈ C 0 (R d ) for j ∈ N, there exists a point
Without loss of generality, we assume θ j (t, x t,j ) = θ j L ∞ > 0 (otherwise, we consider the equation of −θ j and replace θ j by −θ j in the following deduction). Now by using (1.2), (1.5), (1.8) and the estimate θ(t, x t,j ) − θ(t, x t,j + y) ≥ 0, we get
According to [18, Lemma 3 .4], we have
with somec > 0. Inserting (3.5) into (3.4) yields
Hence, by arguing as [18, Lemma 3.2] and using the fact ∇θ j (t, x t,j ) = 0, we get
which finishes the proof of (3.3).
Lemma 3.3. Let λ > 0 and 0 < l < 1. Then for any t > 0, there exists a constant C l depending only on l such that
In particular, for any t > t 0 ≥ 0, we have
Proof of Lemma 3.3. First, by changing of the variable (t − τ )λ = s, one deduces
For the first term
, we directly get
For the second term B 2 , by changing of the variable t − s λ = s ′ and using the fact tλe
Combining the above two estimates, we obtain
which concludes (3.8).
3.2. A priori estimates. In this subsection, we assume θ is a smooth solution having suitable spatial decay for the drift-diffusion equations (1.1)-(1.2) with smooth u and smooth f . We intend to show the estimate (1.11) and the proof is divided into three steps.
Step
for any s ∈ (1 − δ, α − σ) and t 0 ∈ (0, T ). For every j ∈ N, applying the inhomogeneous dyadic operator ∆ j to the considered equation (1.1), we obtain
Bony's paraproduct decomposition leads to 
For I 1 L ∞ , noting that I 1 can be expressed as
where
is the test function introduced in Section 2, thus from the Hölder and Bernstein inequalities, one has
By virtue of Hölder's inequality and Bernstein's inequality again, we also see that
Inserting the upper estimates (3.14)-(3.16) into (3.12), we have
In particular, by some j 0 ∈ N chosen later (cf. (3.28)) so that c2 j 0 (α−σ) ≥ 2C 1 , or more precisely 18) we see that for
Consequently, Grönwall's inequality guarantees that for every j ≥ j 0 and t ≥ 0,
On the other hand, we have the classical maximum principle (3.1) for the considered equation (1.1):
Observing that for all t > 0, j ∈ N and s ∈ (0, α − σ),
we gather (3.20) and (3.21) to obtain
For the term containing F 1 j , we infer that for every s ∈ (0, α − σ + δ),
For the term including F 2 j , thanks to (3.9) in Lemma 3.3, we deduce that for every s ∈ (0, α − σ) and δ ∈ (1 − α + σ, 1),
For the term including F 3 j in (3.23), by using (3.9) again, we similarly get that for all s ∈ (1 − δ, α − σ) and δ ∈ (1 − α + σ, 1),
Inserting the above estimates (3.24), (3.25), (3.26) into (3.23) yields that for any 1 − δ < s < α − σ and 0 < t ≤ T ,
and (3.18) holds, or more precisely,
we have that for all 1 − δ < s < α − σ,
which implies that for arbitrarily small t 0 ∈ (0, T ) and every s 0 ∈ (1 − δ, α − σ),
with j 0 given by (3.28).
Step 2: the estimation of θ L ∞ ([t 1 ,T ];B s 0 +s 1
for s 0 , s 1 ∈ (1 − δ, α − σ) and any t 1 ∈ (t 0 , T ). For every j ≥ j 0 with j 0 ∈ N satisfying (3.18) chosen later, applying the Grönwall inequality to (3.19) over the time interval [t 0 , t] (for t > t 0 > 0) gives
by arguing as (3.23) we obtain that for all t ≥ t 0 > 0,
For the term containing F 1 j , similarly as obtaining (3.24), we get that for every s ∈ (0, α − σ) and s 0 + s < δ + α − σ,
For the term including F 2 j in (3.33), by arguing as (3.25), we deduce that for every s ∈ (0, α − σ) and
and for 1 < s 0 + s < δ + α − σ,
For the term including F 3 j in (3.33), by using (3.9) again, we estimate similarly as (3.26) to get that for all s ∈ (1 − δ, α − σ),
Plugging the estimates (3.34)-(3.37) into (3.33), and in a similar way as obtaining (3.27), we have that for every t ∈ (t 0 , T ], s ∈ (1 − δ, α − σ) and s 0 + s < δ + α − σ,
Hence by choosing j 0 ∈ N as
we find that for all s ∈ (1 − δ, α − σ) and s 0 + s < δ + α − σ,
40) which specially guarantees that for any t 1 > t 0 > 0 (which may be arbitrarily close to t 0 ) and every
with j 0 given by (3.39).
Step 3: the estimation of θ L ∞ ([t,T ];C 1,γ ) for some γ > 0 and anyt ∈ (0, T ).
with C the bound on the right-hand-side of (3.41).
For the remained scope α − σ ∈ (0, 1 2 ], we have to iterate the above procedure in Step 2 for more times. Assume that for some small number t k > 0, k ∈ N, we have a finite bound on θ(t k ) B s 0 +s 1 +···+s k ∞,∞ with s 0 , s 1 , · · · , s k ∈ (1 − δ, α − σ) satisfying s 0 + s 1 + · · · + s k ≤ 1, then by arguing as (3.41), we infer that for any
where j 0 is also given by (3.39) with s 0 + s 1 replaced by
], k ∈ N + , we can choose appropriate numbers s 0 , s 1 , · · · , s k+1 ∈ (1 − δ, α − σ) so that 1 < s 0 + s 1 + · · · + s k+1 < δ + α − σ, and by repeating the above process for (k + 1)-times, we deduce that for γ = s 0 + s 1 
with C a finite constant depending on t k+1 , t k , · · · , t 0 , s k+1 , s k , · · · , s 0 , α, σ, δ, T , d and u L ∞ TĊ δ . Therefore, for every α ∈ (0, 1], σ ∈ [0, α), and for anyt ∈ (0, T ), there is some k ∈ N so that α − σ ∈ ( thus from (3.43) we conclude the key a priori estimate (1.11).
3.3. The existence issue. We consider the following approximate system
Here 1 X (x) is the standard indicator function on the set X, φ ǫ (x) = ǫ −d φ(
is smooth defined for every ǫ > 0, 
we can consider the equation of θ ǫ and by arguing as (3.43) in the above subsection, we derive the uniform-in-ǫ estimate of θ ǫ L ∞ ((0,T ];C 1,γ (R d )) with some γ > 0. Such a uniform estimate guarantees that up to a subsequence, θ ǫ pointwisely converges to a function θ on (0, T ] × R d , and also θ ∈ L ∞ ((0, T ]; C 1,γ (R d )) which satisfies (1.11). By passing ǫ to 0 in (3.44), we can see that θ is a distributional solution of (1.1).
Proof of Theorem 1.2
Our main target of this section is to prove Theorem 1.2.
4.1. Auxiliary lemmas. In this section we introduce some useful auxiliary lemmas.
The following lemma is concerned with the pointwise lower bound estimate of the Fourier symbol of the operator L. Proof of Lemma 4.1. Recalling that one has (cf. Eq. (3.219) of [11] )
and by virtue of (1.3)-(1.4), we get
which corresponds to (4.1).
With Lemma 4.1 in hand, we shall derive the following lower bound of some quantities involving the Lévy-type operator L. 
and for every j ∈ N,
Inserting the estimates of N 1 and N 2 into (4.9) yields the desired estimate (4.2). Recalling the following inequality (cf. [3] ) that
with a constantc > 0 independent of j, then the estimate (4.3) is followed by combining the above lower bound with (4.2). We thus conclude Lemma 4.2.
Now we can show the key a priori L p -estimate.
Lemma 4.3. Let u be a smooth vector field and f be a smooth forcing term. Assume that θ is a smooth solution for the drift-diffusion
In addition, suppose that u is divergence free. Then for any T > 0, we have 10) with C ′ ≥ 0 depending only on p, α, σ, d.
Proof of Lemma 4.3. Multiplying both sided of (1.1) by |θ| p−2 θ(x) and integrating over the spatial variable, we use the divergence-free condition of u and Hölder's inequality to get
Thanks to the following inequality (i.e., (4.2))
Hence Grönwall's inequality guarantees the wanted inequality (4.10).
4.2.
A priori estimates. In this subsection, we assume θ is a smooth solution for the drift-diffusion equations (1.1)-(1.2) with smooth u and smooth f . We shall show the estimate (1.14) and the proof consists of three steps.
Step 1: the estimation of θ L ∞ ([t 0 ,T ];B s 0 p,∞ ) for any s 0 ∈ (0, α − σ) and t 0 ∈ (0, T ). By applying the dyadic operator ∆ j (j ∈ N) to the equation of θ in (1.1), similarly as (3.10) and (3.11), we get
where I 1 -I 3 defined by (3.11) are the Bony's decomposition of the term u · ∇∆ j θ − ∆ j (u · ∇θ).
Multiplying both sides of the equation (4.11) with |∆ j θ| p−2 ∆ j θ and integrating on the spatial variable over R d , we use the divergence-free property of u and the Hölder inequality to get
According to (4.3) in Lemma 4.2, we see that
where c and C are constants depending on p, α, σ, d. Inserting (4.13) into (4.12) and dividing
Similarly as deriving (3.14) and (3.15), and using the following estimate on I 3 L p (from the divergencefree property of u):
Let j 0 ∈ N be a number chosen later (cf. (4.25)) which satisfies that c 2 2 j 0 (α−σ) ≥ C, or more precisely, 15) we infer that for all j
Thus Grönwall's inequality yields that for every j ≥ j 0 and t ≥ 0,
According to Lemma 4.3, we also have the L p -estimate for the considered equation (1.1):
By arguing as (3.22), we get that for all t > 0, j ∈ N and s ∈ (0, α − σ), 
which implies that for arbitrarily small t 0 ∈ (0, T ) and every s 0 ∈ (0, α − σ),
where j 0 is given by (4.25).
Step 2 for every s 0 , s 1 ∈ (0, α − σ) and t 1 ∈ (t 0 , T ). Noting that we have the following uniform-in-ǫ estimates that θ 0,
, we consider the equation of θ ǫ and by arguing as (4.40) in the above, we can obtain the uniform-in-ǫ estimate of θ ǫ L ∞ ((0,T ];C 1,γ (R d )) with some γ > 0. Such a uniform estimate ensures that up to a subsequence, θ ǫ pointwisely converges to a function θ on (0, T ] × R d , and we also have θ ∈ L ∞ ((0, T ]; C 1,γ (R d )) which satisfies (1.14). By passing ǫ to 0 in (3.44), we can deduce that θ is a distributional solution of (1.1).
