We propose a new algorithm for solving integer programming (IP) problems that is based on ideas from algebraic geometry. The method provides a natural generalization of Farkas lemma for IP, leads to a way of performing sensitivity analysis, offers a systematic enumeration of all feasible solutions, and gives structural information of the feasible set of a given IP. We provide several examples that offer insights on the algorithm and its properties.
Introduction
In this paper we introduce a new approach for solving integer programming problems (IPs).
Our results are inspired from the observation that we can view any 0-1 IP as a system of quadratic equalities. We apply ideas from algebraic geometry to provide an algorithm for the problem that has several implications. Conti and Traverso (1991) introduced a very different approach for solving IPs that was also based on ideas from algebraic geometry. Nevertheless, 1 unlike the approach in Conti and Traverso (1991) (see also Tayur, Thomas and Natraj (1995) or Thomas (1995)), our approach uses a specific right hand side b, and is directly motivated by 0-1 integer programming problems. We believe that our approach is computationally promising especially as a proof technique for infeasible IPs. In particular, our algorithm may be viewed as a generalization of Farkas lemma as well as a way of performing sensitivity analysis for IPs. Moreover, preliminary computational results indicate that our algorithm
shows promise for problems that are either infeasible or have a small number of feasible solutions.
To make our results more accessible to the reader we will first focus on the 0-1 feasibility integer programming problem. Later in the paper we will illustrate how to extend our results for solving 0-1 as well as general integer optimization problems.
Definition 1 Given a m x n matrix A, and a m-vector b, the 0-1 feasibility integer programming problem is the problem of deciding whether there is a n-vector x with 0-1 coordinates such that
x E {0, 1} n .
This problem can be rewritten equivalently as the following system of equations, Ax = b, xj2 = j, j=1,...,n.
The contributions of this paper are as follows:
1. We provide an algorithm for the 0-1 IP feasibility problem that systematically enumerates all feasible solutions or shows that none exists .
2. We extend the algorithm for solving general IP optimization problems.
3. We establish that the algorithm leads to a strong duality theory for IPs, in the sense that it provides a certificate for infeasibility. 4 . We address the reverse problem, i.e., given a set of integer points in {0, l} n we provide an underlying IP.
5. We show that our method leads to a way of performing sensitivity analysis.
6. We report examples that illustrate that our method is computationally promising.
The paper is structured as follows. In Section 2, we review definitions and basic results from algebraic geometry to make the paper self contained. In Section 3, we present our algorithm for the 0-1 IP feasibility problem, and illustrate through examples several of its properties. In Section 4, we extend our approach to the feasibility and optimization problems of general IPs. Section 5 illustrates the application of our algorithm for sensitivity analysis for IPs. A technical result is included in the appendix.
Preliminaries
In order to make this paper self contained, we review in this section some basic definitions and results from an introductory text on computational algebraic geometry by Cox, Little and O'Shea (1997). The interested reader may consult this book for further details.
In this paper we work over an algebraically closed field k, which is the field of complex One of the central results in the area of algebraic geometry due to Hilbert is the following.
The book by Cox, Little and O'Shea (1997) provides a proof and further details.
Theorem A (Hilbert Basis Theorem)
Every ideal has a Groebner basis which has a finite number of elements.
Given an ideal F generated by polynomials fi, ... , f and a term order, we can compute the Groebner basis of F using Buchberger's algorithm (see Cox et. al. (1997) 
where 7rl is the projection on the last n -1 components. 
Lemma E

Let
Algorithm A.
Input: Matrix A and vector b.
Output: All feasible solutions (al,..., an) to Problem (1). 
* Extend an to (an-l, an) such that (an-l, an) E V(Gn_2).
* Find a2 such that (a 2 , ... , an) E V(G1).
* Find al such that (al,..., an) E V(G).
We next show that the algorithm correctly solves 0-1 feasibility IPs (Problem (1)).
Theorem 1 Algorithm A either provides all feasible solutions for Problem (1), or provides a certificate of infeasibility whenever the Groebner basis G = {1}.
Proof: Lemma A implies that
Consequently, V C V(J).
Consider That is, we get a an in V(Jn-1). Subsequently we obtain an-1 by extending the partial solution an to (an-l, an) E V(Jn-2 ). That is, we take a partial solution in V(Jk) and extend it to a partial solution in V(Jk-1) and so on. By Theorem C, this is always possible as the appropriate leading co-efficients (starting from fi and gj) in our setting are constants.
Continuing in this way and applying Theorem C, we can obtain a solution (a,..., an) in
V(J).
We are interested, however, in a point of V. It is easy to see that Lemma E implies that the projection rk of V to the last n -k coordinates, satisfies 7rk(V) C V(Ik). We notice that a repeated application of Corollary D indicates that
and therefore, (a2,...,an) E V(J 1 ) obtained by the Algorithm A is in ri(V). We can find a point in V using any one of the fi. ·
Remark:
It is important to observe that using different a from V(Jn_1), we can find all solutions to the given 0-1 integer program.
We next illustrate the use of Algorithm A. All computations in this paper have been done using an implementation of Buchberger's algorithm in Mathematica on a personal computer. Therefore, we have G5 = {x -x 6 }, indicating that a 6 = 1 and a 6 = 0 are both partial The element x 3 -X4 implies that both variables should always have the same value in any feasible solution. Other elements are interpreted accordingly.
On the structure of the reduced Groebner basis obtained from Algorithm A
We have illustrated that algorithm A finds a Groebner basis and therefore, all the feasible solutions of Problem (1). Nevertheless, for a given ideal the Groebner basis is not typically unique. However, we may use the notion of the reduced Groebner basis (see Cox et. al.
(1997)) which is unique for a given ideal. Some computer algebra packages find a reduced Groebner basis, while others do not. The reduced Groebner basis has some advantages.
From a theoretical perspective, we can show the following properties.
Properties:
When Algorithm A uses the a reduced Groebner basis, then the following hold:
If the solution of Problem (1) is unique, then all the reduced Groebner basis elements 9
are of the form xi -ai with ai E {0, 1}.
Although this is an intuitive property, we also provide a formal proof in Appendix A (Theorem 3).
The reduced Groebner basis applied with the lexicographic term order to Problem (1),
has the following diagonalized structure: These observations follow from the fact that we are dealing with elimination ideals as well as the fact that we are restricted to 0-1 IPs.
The following example illustrates Property 1.
Example 3.
Consider the following 0-1 feasibility integer programming problem. To illustrate property 2 as well as the importance of using the reduced Groebner basis we provide the following example.
Example 4.
Consider the 0-1 feasibility IP x1 + 22 + 3x3 + 44 + 6x 5 = 6,
A Groebner basis of J (but not the reduced one) in this case is
-26X3 -24X4X5 -26X4 -25X5 + 25, X1 + 22 + 33 + 4X4 + 6X5 -6}.
We notice that triplets such as X3X4X5 can be part of a polynomial in a Groebner basis.
Moreover, we obtain polynomials with very large coefficients. However, we notice that the reduced Groebner basis for lex order is The reduced Groebner basis G for the term order x8 > X7 > X6 > 5 
Notice that there is a third degree polynomial in the reduced Groebner basis of this example, that is, XlX2X3.
On the relation of Gaussian elimination and Algorithm A
Gaussian elimination for the n x n linear system Ax = b provides a diagonalized system of equations in which variable xn appears only in one equation, variables xn and xn1 appear in another, and so on. In this sense, the properties we described in Section 3.1 are the generalization of Gaussian elimination for 0-1 IPs.
Example 6. Consider the IP
The reduced Groebner basis is
The diagonalized structure of the properties in Section 3.1 is (x4 -X4), ( 3 -1), (X2X4,2 -x2), and (X 1 + X2 + X4 -1). 2x1 + 2x2 + 4x3 + 6x 4 = 11, xj E {O, 1}.
An interpretation of Algorithm A as Farkas lemma for 0-1 IPs
Clearly, this is an infeasible IP, as the lhs is an even integer, while the rhs is an odd one.
In this case G = {1}.
Constructing an IP from a given set of points in {O, }) n
To this point, this paper has addressed the problem of finding the feasible points of a 0-1 feasibility integer programming problem (Problem (1)). In this subsection, we will address the reverse problem. That is, we will establish how to construct a 0-1 feasibility integer programming problem for a given set of integer points in {0, 1} n .
Theorem 2 Suppose we are given a set of points S in {0, l} n representing the feasible space of some 0-1 IP. We can provide an underlying IP and construct a Groebner basis of an ideal I such that V(I) = S.
Proof: The previous representation formulates the set of points S in the form of Problem (1). For this new representation we can apply Buchberger's algorithm to find a Groebner basis. N Theorem 3 in Appendix A also provides an alternative construction.
Optimization of IPs
In this section, we will generalize our results of Section 3 for solving general integer programming problems. In the next subsection, we will illustrate how to solve 0-1 IPs.
Optimization of 0-1 IPs
We consider the optimization problem We thus need to apply Algorithm A at most log(Z -ZLp1) times.
A more direct method is as follows. 
The reduced Groebner basis of
The two roots of the polynomial 12 -7y + y 2 are y = 3 and y = 4. Thus the minimum value is y = 3, and the corresponding solution is (1, 1, 0).
We next illustrate that we can simplify the calculation of Algorithm A if we have partial information on the optimal cost.
Example 9.
Consider the IP: A natural question is to compare the performance of Algorithm A to branch and bound.
Our next example addresses this issue.
Example 10.
We consider the class of integer programming problem minimize xn+l subject to 2xl + 2X2 + -+ 2Xn + Xn+l = n Xi E {, 1}.
It is easy to show that any branch and bound algorithm that uses linear programming relaxations to compute lower bounds, and branches by setting a fractional variable to either zero or one, will require the enumeration of an exponential number of subproblems when n is odd (see Bertsimas and Tsitsiklis (1997) ). It is thus interesting to observe the performance of Algorithm A. Applying Algorithm A to this problem we obtain the reduced Groebner basis very quickly:
n, Exj 2 j=1
In this particular class of examples, Algorithm A is stronger than branch and bound.
Optimization of general IPs
An arbitrary IP, in which the variables are only restricted to be nonnegative integers, can be 
IPs with inequality constraints
In this subsection, we will illustrate how to solve IPs with inequality constraints. The key idea in showing this, is to convert the given IP into an IP with linear equality constraints and integer variables.
Consider the general IP problem minimize c'x subject to aix < bi, i = 1,..., m xj integer, j =1,...,n.
For each inequality i = 1, m, we will introduce a nonnegative integer slack variable si, which is less than bi. Nevertheless, we can rewrite a binary expression of these variables as before. This observation allows us to convert our problem into an IP with linear equalities and integer variables.
The following example illustrates this.
Example 12. We consider the IP
i E {0, 1}, i = 1,...,4.
We introduce slack variables sl and s2 for the first and second constraint respectively.
Furthermore, we rewrite these variables as sl = x5 + 2x6 and s2 = X7 + 2X8 + 4x9, with X 5 ,... ,x 9 E {0, 1}).
Therefore, we rewrite the IP as 
Sensitivity analysis of IPs
Our results in this paper also allow us to perform sensitivity analysis for integer programming problems. That is, they allow us to address the problem of finding the optimal objective function value as a function of one of the right hand side coefficients bi. Suppose we are interested to find the optimal solution value as a function of b, when
A Groebner basis of 
Conclusions
In this paper we used ideas of algebraic geometry to present a method for solving integer programming problems. We started by presenting a method for solving the 0-1 feasibility integer programming problem, which we subsequently extended to solving general integer optimization problems. For the feasibility problem, our method provides a systematic enumeration of all feasible solution. Our results may be viewed as a natural generalization of Farkas Lemma to integer programming and allow us to check easily whether a given problem is infeasible. Our results also lead to a way of performing sensitivity analysis. Finally, we also addressed the reverse problem, that is, how to provide an IP formulation for a given set of integer points in {0, 1} n .
We have experimented with several integer programming problems of up to 25 variables.
We have used a general purpose implementation of Buchberger's algorithm in Mathematica that does not exploit the particular structure of the IP. We are currently developing an implementation of Buchberger's algorithm that is tailored for Algorithm A. We used a personal computer with limited memory to perform the computation.
In preliminary computational work, we have observed that Algorithm A is computationally faster, when the problem is either infeasible or it has very few solutions. In such situations, we have been able to solve problems with 25 variables using Mathematica on a personal computer. The following is such an example.
Example 14. Consider the following 0-1 feasibility IP. 
V(I(Si) I(S 2 )) = V(I(S)) U V(I(S2)),
and part (b) above implies that
V(I(Si)) U V(I(S 2 )) = Sl U S2.
Applying the above logic sequentially to S3,...,Sp implies the result. The uniqueness follows from the fact that a minimal decomposition of a variety S into irreducibles S1, . . , Sp is unique up to the order of the Si. Although this is a Groebner basis, it, however, is not the reduced Groebner basis. Nevertheless, if we assume that X3 > in term order, then we may remove -X3 to obtain I(S) =< x3 + x -1, 2, X 2 -X > This is in fact the unique (for this term order) reduced Groebner basis.
