In this paper, a new meta-heuristic algorithm, called beetle swarm optimization (BSO) algorithm, is proposed by enhancing the performance of swarm optimization through beetle foraging principles. The performance of 23 benchmark functions is tested and compared with widely used algorithms, including particle swarm optimization (PSO) algorithm, genetic algorithm (GA) and grasshopper optimization algorithm (GOA). Numerical experiments show that the BSO algorithm outperforms its counterparts. Besides, to demonstrate the practical impact of the proposed algorithm, two classic engineering design problems, namely, pressure vessel design problem and himmelblau's optimization problem, are also considered and the proposed BSO algorithm is shown to be competitive in those applications.
Introduction
In the past decade, various optimization algorithms have been proposed and applied to different research fields. Procedures may vary to solve different optimization problems, but the following questions need to be considered in advance before selecting the optimization algorithm: (1) Parameters of the problem. The problem can be divided into continuous or discrete depending on the parameters.
(2) Constraints of variables. Optimization problems can be classified into constrained and unconstrained ones based on the type of constraints [1] . ( 3) The cost function of a given problem. The problem can be divided into single-objective and multi-objective problems [2] . Based on the above three points, we need to select the optimization algorithm according to the parameter type, constraint and target number.
The development of optimization algorithms is relatively mature at present, and many excellent optimization algorithms have been applied in various fields. We can divide the optimization algorithms into two categories: gradient-based methods and meta-heuristic algorithms. For simple problems such as continuous and linear problems, some classical algorithm gradient algorithms can be utilized, such as Newton's method [3] , truncated gradient method [4] , gradient descent method [5] ,etc. For more complex problems, meta-heuristics such as genetic algorithm [6] , ant colony algorithm [7] and particle swarm optimization algorithm [8] can be considered. And the meta heuristic algorithm becomes very popular because of its stability and flexibility and its ability to better avoid local optimization [9] . study. Section 3 tests the performance of the algorithm on the unimodal functions, multimodal functions and fixed-dimension multimodal functions. Section 4 applies the BSO algorithm to the multi-objective problems to further test the performance of the algorithm. Section 5 draws conclusions. Insects have a shifting chemical sensory system that senses various environmental stimuli and guides their behavior [39, 40] ,The antennae of insects are important chemical receptors. They mainly play olfactory and tactile effects, and some even have an auditory function. They can help insects communicate, find the opposite sex, find food and choose spawning sites [41] .People often use this property of insects to release substances with specific volatile odors to attract or evade insects harmful to plants [42] .The long-horned beetle shown in fig.1 is characterized by extremely long antennae, sometimes up to four times the length of its body. This kind of long antennae has two basic functions: one is to explore the surrounding environment. For example, when encountering an obstacle, the feeler can perceive its size, shape and hardness. The second is to capture the smell of food or find potential mates by swinging the body's antenna. When a higher concentration of odor is detected on one side of the antenna, the beetle will rotate in the same direction, otherwise it will turn to the other side.
Beetle Swarm Optimization(BSO)
According to this simple principle, beetles can effectively find food [43] .A meta-heuristic optimization algorithm based on the search behavior of long-horned beetles was proposed by Jiang X et al. [43, 44] .Similar to genetic algorithms, particle swarm algorithms, etc., Beetle Antennae Search (BAS)Algorithm can automatically realize the optimization process without knowing the specific form of the function and gradient information. The major advantage of the BAS is the lesser complexity involved in its design and in its ability to solve the optimization problem in less time since its individual number is only one.
When using BAS to optimize nonlinear systems, a simple two-step building procedure is employed as follows: (i) model the searching behavior; (ii) formulate the behavior of detecting. In this section, the position of beetle at time t (t=1,2, … ) is denoted as In the next step, we set the beetle's iterative mechanism to formulate the detect behavior, the model as follows [43] :
where t  represents the step factor ,the step size usually decreases as the number of iterations increases.
(.) sign represents a sign function.
It is worth pointing out that searching distance 0 d and  . In general, we set the initial step length as a constant, and the initial step length increases as the fitness function dimension increases. To simplify the parameter turning further more, we also construct the relationship between searching distance d and step size  as follows [44] :
Beetle Swarm Optimization Algorithm
With the continuous deepening of the experiment, we found that the performance of the BAS algorithm in dealing with high-dimensional functions is not very satisfactory, and the iterative result is very dependent on the initial position of the beetle. In other words, the choice of initial position greatly affects the efficiency and effectiveness of optimization. Inspired by the swarm optimization algorithm, we have made further improvements to the BAS algorithm by expanding an individual to a group.That is the beetle swarm optimization (BSO) algorithm we will introduce.
In this algorithm, each beetle represents a potential solution to the optimization problem, and each beetle corresponds to an fitness value determined by the fitness function. Similar to the particle swarm algorithm, the beetles also share information, but the distance and direction of the beetles are determined by their speed and the intensity of the information to be detected by their long antennae.
In mathematical form, we borrowed the idea of particle swarm algorithm. There is a population of n beetles represented as ) , , , (
in an S-dimensional search space, where the i th beetle represents an S-dimensional vector
,represents the position of the i th beetle in the S-dimensional search space, and also represents a potential solution to the problem. According to the target function, the fitness value of each beetle position can be calculated. The speed of the i th beetle is expressed as
.The individual extremity of the beetle is represented as
,and the group extreme value of the population is represented
.The mathematical model for simulating its behavior is as follows:
where
; k is the current number of iterations. is V is expressed as the speed of beetles,and is  represents the increase in beetle position movement.  is a positive constants.
Then the speed formula is written as [8, 47, 48] :
where 1 c and 2 c are two positive constants, and 1 r and 2 r are two random functions in the range[0,1].  is the inertia weight. In the standard PSO algorithm,  is a fixed constant, but with the gradual improvement of the algorithm, many scholars have proposed a changing inertia factor strategy [46, 49, 50] .
This paper adopts the strategy of decreasing inertia weight, and the formula is as follows [46] :
Where min  and max  respectively represent the minimum and maximum value of  . k and K are the current number of iterations and the maximum number of iterations. In this paper, the maximum value of  is set to 0.9, and the minimum value is set to 0.4 [51] ,so that the algorithm can search a larger range at the beginning of evolution and find the optimal solution area as quickly as possible.
As  gradually decreases, the beetle's speed decreases and then enters local search. The  function, which defines the incremental function, is calculated as follows:
In this step, we extend the update (3) to a high dimension.  indicates step size. The search behaviors of the right antenna and the left antenna are respectively expressed as: respectively. To represent the search path more visually, we used a small population size and showed the location change process of 10 iterations in 3D space. Because factors such as step length and inertial weight coefficient are decreasing in the iterative process, the algorithm will not converge to the target point too quickly, thus avoiding the group falling into the local optimum greatly.
The BSO algorithm first initializes a set of random solutions. At each iteration, the search agent updates its location based on its own search mechanism and the best solution currently available. The combination of these two parts can not only accelerate the population's iteration speed, but also reduce the probability of the population falling into the local optimum, which is more stable when dealing with high-dimensional problems.
The pseudo code of the BSO algorithm is presented. Procedure: In theory, the BSO algorithm includes exploration and exploitation ability, so it belongs to global optimization. Furthermore, the linear combination of speed and beetle search enhances the rapidity and accuracy of population optimization and makes the algorithm more stable. In the next section, we will examine the performance of the proposed algorithm through a set of mathematical functions.
Results and Discussion
In the optimization field, a set of mathematical functions with optimal solutions is usually used to test the performance of different optimization algorithms quantitatively. And the test functions should be diverse so that the conclusions are not too one-sided. In this paper, three groups of test functions with different characteristics are used to benchmark the performance of the proposed algorithm which are unimodal functions, multimodal functions and fixed-dimension multimodal functions [52, 53, 54, 55, 56, 57] .The specific form of the function is given in table 2-4, where Dim represents the dimension of the function, Range represents the range of independent variables, that is, the range of population, and min f represents the minimum value of the function.
Table2 Description of unimodal benchmark functions Function
[-100,100] 0 
[ In the part of qualitative analysis, six typical test functions are provided, including optimal trajectory map, contour map and convergence curve of search path. In the quantitative analysis part, 50 search agents were used, the maximum number of iterations was set to 1000, and each test function was run 30 times to generate statistical results. Quantitative evaluation was performed using the mean, standard deviation, and program performance time of three performance indicators. Statistical results are reported in Table4.BSO was compared with PSO [8] ,GA [6] and GOA [58] .
Qualitative Results and Discussion
In this paper, six unimodal , multimodal and fixed-dimension multimodal functions are selected to observe the BSO algorithm's optimization behavior. In order to express the optimization trajectory more intuitively, we use five search agents. Fig.6 shows the optimal trace of each test function, the contour map of the search path, and the convergence curves. The optimal trajectory gives the best beetle optimization route. Since the initial position of the beetle is randomly generated, the optimal trajectory may be different when reproducing the result. The contour map of the search path can more intuitively display the beetle's trajectory, and connecting the same z-values on the x, y plane makes it easier to observe beetle movements. The convergence curve shows the function value of the best solution obtained so far.
From Fig.6 it can be seen that beetles gradually move to the best point and eventually gather around the global best point. This phenomenon can be observed in unimodal, multimodal, and fixed-dimension multimodal functions. The results show that the BSO algorithm has a good balance between exploration and exploitation capabilities to promote the beetle to move to the global optimum. In addition, in order to more clearly represent the trajectory of the beetle, some of the function images are processed. Such as f10, this paper selects the opposite form and can more intuitively observe the optimal trajectory.
The BSO algorithm of the beetle self-optimization mechanism has been added, which can more intelligently avoid local optimums. During the optimization process, we found that some beetles always move quickly toward the maximum value, and then reach the maximum value and then perform normal iterations. This mechanism makes the beetle cleverly avoid the local optimum during the optimization process. For unimodal and multimodal functions, the advantage of the self-optimization mechanism is even more pronounced. 
Quantitative Results and Discussion
The above discussion proves that the proposed algorithm can solve the optimization problem, but pure qualitative test can not prove the superiority of the algorithm. This section raises the dimensions of test functions other than fixed dimensions to 30 dimensions and gives quantified results. Table 5 gives the experimental results of the test function.
As shown in Table 5 , when dealing with the unimodal functions, the processing speed of BSO is comparable to that of PSO, but it is obviously better than GA and GOA algorithm. In addition, compared with the other three algorithms, BSO algorithm is more stable in performance. Adding the beetle search mechanism in the process of optimization makes the algorithm have better global optimization performance, accelerates the convergence speed of the algorithm, and effectively avoids the phenomenon of "premature".
When dealing with multimode functions, BSO algorithm shows good performance again. Because multimodal functions have multiple local optimal solutions, the results can be directed to show that BSO algorithm is effective and efficient in avoiding local optimal solutions.
For the fixed-dimension multimodal functions, the proposed algorithm gives very competitive results.
The BSO algorithm has the ability to balance the exploration and exploitation of the individual and can solve more challenging problems. 
Analysis of Convergence Behavior
Convergence curves of BSO,GA,GOA and PSO are compared in Fig.6 for all of the test functions.
The figure shows that BSO has good processing ability for unimodal functions, multimodal functions and fixed-dimension functions, and the processing process is very stable. Especially when solving more complex fixed-dimension functions, BSO shows more obvious advantage than other algorithms. It can be seen that BSO is enough competitive with other state-of-the-art meta-heuristic algorithms. As a summary, the results of this section revealed different characteristics of the proposed BSO algorithm. Efficient and stable search capabilities benefit from beetle-specific optimization features.
The increase in the exploration function of the left and right must greatly improve the stability of the search, making the exploration and exploitation capabilities more balanced, and the BSO can handle better for high-dimensional and more complex problems. Overall, the success rate of the BSO algorithm seems to be higher in solving challenging problems. In the next sections, BSO performance is validated on more challenging multi-objective issues.
BSO for Multi-objective Optimization
In order to better illustrate the superiority and competitiveness of BSO algorithm in solving constrained optimization problems, two multi-objective functions in BAS algorithm are used in this paper, and the results are compared with the results of other algorithms. As shown in Fig.7 , two hemispheres cover the ends of the cylinder to form a pressure vessel. The goal is to minimize the total cost including material costs, welding costs and molding costs [60] 
BSO for a Pressure Vessel Design Problem
There are four variables in pressure vessel problem where x1 is the thickness of the shell(Rs),x2 is the thickness of the head(Rh) ,x3 is the inner radius (r), and x4 is the length of the section of the cylinder of the container (L). Rs and Rh are integral times of 0.0625, the available thickness of rolled steel plates, and r and L are continuous.
The constraint function can be stated as follows: , 0 0193 . 0 ) ( . . Table 6 illustrates the best results obtained by the BSO algorithm just using 100 iterations and other Table 7 shows the performance results of the existing algorithm and the BSO algorithm. The number of iterations is set to 100. Evidently, the best result generated from the BSO shows the most excellent performance among all the results listed in Table . The above experiments justify that the proposed BSO algorithm is effective to handle constraint optimum problem and could achieve a good performance with high convergence rate. In the experiment process, when the population size is 50 and the number of iterations is 1000, the effect is the most stable. The BSO algorithm iterative process is shown in Figure 9 . Finally, in the research process, we found that the change in step size and speed will affect the efficiency and effectiveness of BSO optimization. Therefore, in the next work, we will further study the impact of different parameter settings on BSO.
