Courcelle's theorem states that given an MSO formula ϕ and a graph G with n vertices and treewidth τ , checking whether G satisfies ϕ or not can be done in time f (τ, |ϕ|) · n where f is some computable function. We show an analogous result for extension complexity. In particular, we consider the polytope P ϕ (G) of all satisfying assignments of a given MSO formula ϕ on a given graph G and show that P ϕ (G) can be described by a linear program with f (|ϕ|, τ ) · n inequalities where f is some computable function, n is the number of vertices in G and τ is the treewidth of G.
Introduction
In the '70s and '80s, it was repeatedly observed that various NP-hard problems are solvable in polynomial time on graphs resembling trees. The graph property of resembling a tree was eventually formalized as having bounded treewidth, and in the beginning of the '90s, the class of problems efficiently solvable on graphs of bounded treewidth was shown to be (roughly) the class of problems definable by the Monadic Second Order Logic (MSO) (Courcelle [5] , Arnborg et al. [1] , Courcelle and Mosbah [7] ). Using similar techniques, analogous results for weaker logics were then proven for wider graph classes such as graphs of bounded cliquewidth and rankwidth [6] . Results of this kind are usually referred to as Courcelle's theorem for a specific class of structures.
Because of the wide relevance of the parameter of treewidth in many areas (cf. survey of Bodlaender [3] ) and the large expressivity of the MSO and its extensions (cf. a survey of Langer et al. [17] ), considerable attention was given to Courcelle's theorem by theorists from various fields, reinterpreting it into their own setting. These reinterpretations helped uncover several interesting connections.
The classical way of proving Courcelle's theorem is constructing a tree automaton A in time only dependent on ϕ and the treewidth τ , such that A accepts a tree decomposition of a graph of treewidth τ if and only if the corresponding graph satisfies ϕ; this is the automata theory perspective. Another perspective comes from the finite model theory where one can prove that a certain equivalence on the set of graphs of treewidth at most τ has only finitely many (depending on ϕ and τ ) equivalence classes and that it behaves well [10] . Another approach proves that a quite different equivalence on so-called extended model checking games has finitely many equivalence classes [14] as well; this is the game-theoretic perspective. It can be observed that the finiteness in either perspective stems from the same roots.
Another connection which was discovered is a sort of an expressivity result: Gottlob et al. [10] prove that on bounded treewidth graphs, a certain subset of the database query language Datalog has the same expressive power as the MSO. This provides an interesting connection between the automata theory and the database theory.
Our result is in a similar vein: we prove that satisfying assignments of an MSO formula ϕ on a graph of bounded treewidth can be expressed by a small linear program. More precisely, the polytope P ϕ (G) of satisfying assignments of ϕ on a graph G on n vertices with treewidth τ can be described by f (|ϕ|, τ ) · n linear inequalities where f is some computable function; we call P ϕ (G) the MSO polytope.
Seen from the perspective of polyhedral combinatorics, our result falls into the rapidly developing field of extended formulations. An extended formulation of a polytope P is another polytope Q such that P is a projection of Q. Extension complexity of a polytope measures the minimum number of inequalities needed to represent any of its extended formulations. Recent years have seen several approaches and results, both for proving lower and upper bounds. See, for example, the section on related works in the paper by Fiorini et al. [9] and the surveys by Conforti et al. [4] and Kaibel [12] .
While small extended formulations are known for various special classes of polytopes, we are not aware of any other result in the theory of extended formulations that works on a wide class of polytopes the way Courcelle's theorem works for a wide class of problems and graphs. The only result of a similar flavor known to us is a recent result of the first two authors of this paper providing, by other technique, an extended formulation for constraint satisfaction problems that has polynomial size for instances whose constraint graph has bounded treewidth [16] .
Preliminaries

Monadic Second Order Logic and Types of Graphs
In most cases, we stick to standard notation as given by Libkin [18] and Downey and Fellows [8] .
The main subject of this paper are MSO 2 formulae on graphs. To simplify the proofs, we use the standard approach and view every graph G = (V, E) as a labeled graph I(G) = (V I , E I , L V , L E ), called an incidence graph of G, where V I = V ∪ E, E I = {{v, e} | v ∈ e, e ∈ E}, L V = V and L E = E; this way, every MSO 2 formula about the original graph G can be turned into an MSO formula about I(G). Since the treewidth of the incidence graph I(G) is at most tw(G) + 1 [15] , this does not pose any limitation. Also, for simplicity, we will work with a version of MSO that has only set variables and a special predicate s of arity one to emulate element variables (for every graph G = (V, E) and every X ⊆ V ∪ E, s(X) is true in G if and only if |X| = 1); it is easy to see that this syntactical restriction does not mean any restriction in the expressive power. All results can be extended to general finite structures where the restriction on treewidth applies to the treewidth of their Gaifman graph.
Formally, the set of MSO formulae is defined recursively as follows. We assume an infinite supply of set variables X, Y, X 1 , . . .. For every two variables X and Y , s(X), ver(X), edg(X), inc(X, Y ), X ⊆ Y and X = Y are formulae, namely atomic formulae. For a given graph G, ver(X) or edg(X) is true, if X ⊆ L V or X ⊆ L E , resp.; inc(X, Y ) is true if and only if s(X), s(Y ) are true and {x, y} ∈ E I where x is the only element in X and y is the only element in Y . If ϕ, ψ 1 and ψ 2 are formulae then ¬ϕ, ψ 1 ∧ ψ 2 and ∃Xϕ(X) are formulae.
A variable X is free in ϕ if it does not appear in any quantification in ϕ. If X is the tuple of all free variables in ϕ, we write ϕ( X). A variable X is bound in ϕ if it is not free. By qr(ϕ) we denote the quantifier rank of ϕ which is the number of quantifiers of ϕ when transformed into the prenex form (i.e., all quantifiers are in the front of the formula). We denote by MSO[k ] the set of all MSO formulae ϕ with qr(ϕ) ≤ k. Two 
• G is the graph obtained by taking the disjoint union of G 1 and G 2 , and for each i, identifying the vertex p i with the vertex q i and keeping the label p i for it;
• V = (V 1 , . . . , V m ) with V j = U j ∪ W j and every q i replaced by p i , for each j;
• p = (p 1 , . . . , p τ ) with p i being the node in V (G) obtained by the identification of p i ∈ V (G 1 ) and q i ∈ V (G 2 ), for each i.
Because of the choice of referring to the boundary vertices by their names in G
[m],τ 1
, it does not always hold that G
; however, the two structures are isomorphic and equivalent for our purposes (see below).
Two 
2 . We denote this relation by ≡ M SO k,τ and note that it is indeed an equivalence relation. Also observe that G
The main tool in the model theoretic approach to Courcelle's theorem, that will also play a crucial role in our approach, can be stated as the following theorem. An important property of the types and the join operation is that the type of a join of two [m]-colored τ -boundaried graphs depends on their types only. Lemma 2.2 (Lemma 7.11 [18] and Lemma 3.5 [10] 
The importance of the lemma rests in the fact that for determination of the type of a join of two [m]-colored τ -boundaried graphs, it suffices to know only a small amount of information about the two graphs, namely their types. The following two lemmas deal in a similar way with the type of a graph in other situations.
Treewidth
For notions related to the treewidth of a graph and nice tree decomposition, in most cases we stick to the standard terminology as given in the book by Kloks [13] ; the only deviation is in the leaf nodes of the nice tree decomposition where we assume that the bags are empty.
A tree decomposition of a graph G = (V, E) is a tree T in which each node a ∈ T has an assigned set of vertices B(a) ⊆ V (called a bag) such that a∈T B(a) = V with the following properties:
• for any uv ∈ E, there exists a node a ∈ T such that u, v ∈ B(a).
• if v ∈ B(a) and v ∈ B(b), then v ∈ B(c) for all c on the path from a to b in T .
The treewidth tw(T ) of a tree decomposition T is the size of the largest bag of T minus one. The treewidth tw(G) of a graph G is the minimum treewidth over all possible tree decompositions of G.
A nice tree decomposition is a tree decomposition with one special node r called the root in which each node is one of the following types:
• Leaf node: a leaf a of T with B(a) = ∅.
• Introduce node: an internal node a of T with one child b for which B(a) = B(b) ∪ {v} for some v ∈ B(a).
• Forget node: an internal node a of T with one child b for which B(a) = B(b) \ {v} for some v ∈ B(b).
• Join node: an internal node a with two children b and c with B(a) = B(b) = B(c).
For a vertex v ∈ V , we denote by top(v) the topmost node of the nice tree decomposition T that contains v in its bag. For any graph G on n vertices, a nice tree decomposition of G with at most 4n nodes can be computed in time O(n) (Bodlaender [2] and Lemma 13.1.3 in Kloks [13] ). Given a tree decomposition T and a node a ∈ V (T ), we denote by T a the subtree of T rooted in a, and by G a the subgraph of G induced by all vertices in bags of T a , that is,
Throughout this paper we assume that for every graph, its vertex set is a subset of N. We define the following operator σ: for any set
Feasible Types
Suppose that we are given a formula ϕ ∈ MSO[k ] with m free variables, a graph G of treewidth at most τ , and a nice tree decomposition T of the graph G.
For every node of T we are going to define certain types and tuples of types as feasible. For a node b ∈ V (T ) of any kind (leaf, introduce, forget, join) and for α ∈ C, we say that α is a feasible type of the node b if there exist X 1 , . . . , X m ⊆ V (G b ) such that (G b , X, σ(B(b)) ) is of type α where X = (X 1 , . . . , X m ); we say that X realizes type α on the node b. We denote the set of feasible types of the node b by F(b).
For an introduce node b ∈ V (T ) with a child a ∈ V (T ) (assuming that v is the new vertex), for α ∈ F(a) and β ∈ F(b), we say that (α, β) is a feasible pair of types for b if there exist X = (X 1 , . . . , X m ) and
We denote the set of feasible pairs of types of the introduce node b by F p (b).
For a forget node b ∈ V (T ) with a child a ∈ V (T ) and for β ∈ F(b) and α ∈ F(a)
For a join node c ∈ V (T ) with children a, b ∈ V (T ) and for α ∈ F(c), γ 1 ∈ F(a) and γ 2 ∈ F(b), we say that (γ 1
We denote the set of feasible triples of types of the join node c by F t (c).
We define an indicator function µ : C × V (G) × {1, . . . , m} → {0, 1} such that µ(β, v, i) = 1 if and only if there exists X = (X 1 , . . . , X m ) realizing the type β on the node top(v) ∈ V (T ) and v ∈ X i .
Polytopes, Extended Formulations and Extension Complexity
Let P be a polytope in R d . A polytope Q in R d+r is called an extended formulation or an extension of P if P is a projection of Q onto the first d coordinates. Note that for any linear map π : R d+r → R d such that P = π(Q), a polytope Q ′ exists such that P is obtained by dropping all but d coordinates on Q ′ and, moreover, Q and Q ′ have the same number of facets. For background on polytopes we refer the reader to Grünbaum [11] and Ziegler [21] .
The size of a polytope is defined to be the number of its facet-defining inequalities. Finally, the extension complexity of a polytope P -denoted by xc(P ) -is the size of its smallest extended formulation. We refer the readers to the surveys [4, 19, 12, 20] for details and background of the subject.
The product of two polytopes P and Q is defined as P × Q = conv ({(x, y) | x ∈ P, y ∈ Q}).
Gluing Polytopes over Common Coordinates
We are going to define the glued product of polytopes, a slight generalization of the usual product of polytopes. We identify a case where the extension complexity of the glued product of two polytopes is upper bounded by the sum of the extension complexities of the two polytopes; this is the key result of this section. We will use glued products in Section 4 to describe a small extended formulation for the MSO polytope P ϕ (G) on graphs with bounded treewidth. We first state two basic propositions about extended formulations; for completeness, their proofs are given in Appendix.
Proposition 3.1 Let P be a polytope with a vertex set V . Then xc(P ) |V |.
Proposition 3.2 Let P be a polytope obtained by intersecting a set H of hyperplanes with a polytope Q. Then xc(P ) xc(Q).
Glued Product
Let P ⊆ R d 1 +k and Q ⊆ R d 2 +k be 0/1-polytopes defined by m 1 and m 2 inequalities. The glued product of P and Q, (glued) with respect to the last k coordinates, denoted by P × k Q, is defined as
We adopt the following convention while discussing glued products in the remainder of this article. In the above scenario, we say that P × k Q is obtained by gluing P and Q along the last k coordinates of P with the last k coordinates of Q. If, for example, these coordinates are named z in P and w in Q, then we also say that P and Q have been glued along the z and w coordinates. In this case, we refer to the coordinates z and w as the glued coordinates. We stress that the glued coordinates need not be the last coordinates. Lemma 3.3 (Gluing lemma) Let P and Q be 0/1-polytopes and let the k (glued) coordinates in P be labeled z 1 , . . . , z k , and the k (glued) coordinates in Q be labeled w 1 , . . . , w k . Suppose that 1 ⊺ z 1 is valid for P and 1 ⊺ w 1 is valid for Q. Then xc(P × k Q) xc(P ) + xc(Q).
Proof. We will show that P × k Q is a projection of (P × Q) ∩ k i=1 {(x, z, y, w) |z i = w i } . The fact that xc(P × Q) xc(P ) + xc(Q), together with Proposition 3.2 will then imply the claim.
Let us denote the hyperplane defined by the equation z i = w i by h i . Accordingly, the open halfspace described by z i < w i is denoted by h − i and the open halfspace described by z i > w i is denoted by h + i . Let G 0 = P × Q and G i = G i−1 ∩ h i , for i = 1, . . . , k. We will show that each polytope G i in this sequences satisfies two properties:
1. G i is integral for i = 0, . . . , k, and
This will imply that P × k Q is a projection of (P × Q) ∩ k i=1 {(x, z, y, w) |z i = w i } , since every 0/1 vector of G k (after dropping the w coordinates) is a feasible point of P × k Q and vice versa. So integrality of G k means that P × k Q is a projection of G k .
We will prove the above by induction on i. Clearly, G 0 satisfies the two properties since G 0 = P × Q. Suppose G j satisfies the above properties for some j ∈ 0, . . . , k − 1.
First, we prove that G j+1 is integral. Suppose, on the contrary, that G j+1 contains a fractional vertex. Let us denote such a vertex by (x, z, y, w), where x ∈ R d 1 , y ∈ R d 2 , z ∈ R k , and w ∈ R k . Since we intersect G j with a single hyperplane h j+1 to obtain G j+1 , any new vertex must originate by intersecting h j+1 with an edge of G j that has one vertex lying in h respectively.
Let (a, α, b, β) be the fractional vertex produced by intersecting the edge joining (u 1 , 1, v 1 , 0) and (u 2 , 0, v 2 , 1). Since it lies on h j+1 , we have α = β = 1/2. Clearly (a, 1/2, b, 1/2) then is also a convex combination of (u 1 , 1, v 2 , 1) and (u 2 , 0, v 1 , 0) . Each of these latter points are vertices of G j by assumption and furthermore they lie on h j+1 . Therefore, (a, α, b, β) is not a vertex of G j+1 . Now, we show that G j+1 also satisfies the second property if j ∈ {0, . . . , k − 2}. Suppose that (u 1 , v 1 ) and (u 2 , v 2 ) are two vertices of G j+1 such that (u 1 , v 1 ) / ∈ h j+2 and (u 2 , v 2 ) / ∈ h j+2 . Consider the point (u 1 , v 1 ). Since h j+2 is defined by the equation z j+2 = w j+2 and G j+1 is a 0/1 polytope, either the z j+2 coordinate or the w j+2 coordinate of this vertex must be 1. Suppose the z j+2 coordinate is 1. Then since at most one of the k z coordinates contains 1, the z i coordinates must be zero for all i ∈ {1, . . . , j + 1}. Also, since every vertex of G j+1 already lies on h i for all i ∈ {1, . . . , j + 1}, we have that the w i coordinates are also zero for i ∈ {1, . . . , j + 1}. The argument for the case when the w j+2 coordinate of (u 1 , v 1 ) is 1 is the same.
The same argument also shows that the z i and w i coordinates of (u 2 , v 2 ) must be zero as well for all i ∈ {1, . . . , j + 1}. Since the z coordinates lie in the parts corresponding to u 1 and u 2 and the w coordinates lie in the part corresponding to v 1 and v 2 , we have that (u 1 , v 2 ) and (u 2 , v 1 ) are in G j , and as they are 0/1 vectors, they are vertices of G j , and as they lie on h j+1 , they are vertices of G j+1 .
⊓ ⊔
We remark that in some sense the Gluing lemma is optimal. The glued product has an additive extension complexity only when the gluing is done over coordinates containing at most one 1. If some vertices of the multiplicand polytopes contain more than one 1 along the glued coordinates, then the extension complexity of the glued product cannot in general be additive, and must require a multiplicative factor strictly larger than one. We omit a proof of this claim here since the polytopes considered here do satisfy the requirement of the above lemma.
Extension Complexity of the MSO Polytope
For a given ϕ( X) with m free set variables X 1 , . . . , X m , we define a polytope of satisfying assignments on a given graph G with n vertices in a natural way. We encode any assignment of vertices of G to the sets X 1 , . . . , X m as follows. For each X i in ϕ and each v in G, we introduce a binary variable y v i . We set y v i to be one if v ∈ X i and zero otherwise. For a given 0/1 vector y, we say that y satisfies ϕ if interpreting the coordinates of y as described above yields a satisfying assignment for ϕ. The polytope of satisfying assignments, also called the MSO polytope, is defined as
nm | y satisfies ϕ}) . Proof. Let T be a fixed nice tree decomposition tree of treewidth τ of the given graph G and let k denote the quantifier rank of ϕ and m the number of free variables of ϕ. Let C be the set of equivalence classes of the relation ≡ M SO k,τ . For each node b of T we introduce |C| binary variables that will represent a feasible type of the node b; we denote the vector of them by t b (i.e., t b ∈ {0, 1} |C| ).
For each introduce and each forget node b of T , we introduce additional |C| binary variables that will represent a feasible type of the child (descendant) of b; we denote the vector of them by d b (i.e., d b ∈ {0, 1} |C| ). Similarly, for each join node b we introduce additional |C| binary variables, denoted by l b , that will represent a feasible type of the left child of b, and other |C| binary variables, denoted by r b , that will represent a feasible type of the right child of b (i.e., l b , r b ∈ {0, 1} |C| ).
We are going to describe inductively a polytope in the dimension given (roughly) by all the binary variables of all nodes of the given nice tree decomposition. Then we show that its extension complexity is small and that it is an extension of P ϕ (G).
First, for each node b of T , depending on its type, we define a polytope P b as follows:
• b is a leaf. P b consists of a single point P b = { |C| 100 . . . 0}.
• b is an introduce or forget node. It is clear that for every node b in T , the polytope P b contains at most |C| 3 vertices, and, thus, by Proposition 3.1 it has extension complexity at most xc(P b ) |C| 3 . Recalling our discussion in Section 2 about the size of C, we conclude that there exists a function f such that for every b ∈ V (T ), it holds that xc(P b ) f (|ϕ|, τ ).
We create an extended formulation for P ϕ (G) by gluing these polytopes together, starting in the leaves of T and processing T in a bottom up fashion. We create polytopes Q b for each node b in T recursively as follows:
• If b is a leaf then Q b = P b .
• If b is an introduce or forget node, then Q b = Q a × |C| P b where a is the child of b and the gluing is done along the coordinates t a in Q a and d b in P b .
• If b is a join node, then we first define R b = Q a × |C| P b where a is the left child of b and the gluing is done along the coordinates t a in Q a and l b in P b . Then Q b is obtained by gluing R b with Q c along the coordinates t c in Q c and r b in R b where c is the right child of b.
Let c be the root node of the tree decomposition T . Consider the polytope Q c . From the construction of Q c , our previous discussion and the Gluing lemma, it follows that xc(Q c )
For every vertex v ∈ V (G) and every i ∈ {1, . . . , m} we set by the definition of the indicator function µ in Subsection 2.3, this implies that v ∈ X i . Thus, by applying the above projection to Q c we obtain P ϕ (G), as desired. ⊓ ⊔
Efficient Construction of the MSO Polytope
In the previous section we have proven that P ϕ (G) has a compact extended formulation but our definition of feasible tuples and the indicator function µ did not explicitly provide a way how to actually obtain it efficiently. That is what we do in this section. We also briefly mention some implications of our results for optimization versions of Courcelle's theorem. As in the previous section we assume that we are given a graph G of treewidth τ and an MSO formula ϕ with m free variables and quantifier rank k. We start by constructing a nice tree decomposition T of G of treewidth τ in linear time.
Let C denote the set of equivalence classes of ≡ M SO k,τ . Because C is finite and its size is independent on the size of G (Theorem 2.1), for each class α ∈ C, there exists an [m]-colored τ -boundaried graph (G α , X α , p α ) of type α whose size is upper-bounded by a function of k, m and τ . For each α ∈ C, we fix one such graph, denote it by W (α) and call the witness of α. Let W = {W (α) | α ∈ C}.
Lemma 5.1 (implicitly in [10] in the proof of Theorem 4.6 and Corollary 4.7) The set W can be computed in time f (k, m, τ ), for some computable function f .
It will be important to have an efficient algorithmic test for MSO[k, τ ]-elementary equivalence. This can be done using the Ehrenfeucht-Fraïssé games:
, for some computable function f . Leaf node. For every leaf node a ∈ V (T ) we set F(a) = {α 1 }. Obviously, this corresponds to the definition in Section 2.
Introduce node. Assume that b ∈ V (T ) is an introduce node with a child a ∈ V (T ) for which F(a) has already been computed, and v ∈ V (G) is the new vertex. For every α ∈ F(a), we first produce a τ ′ -boundaried graph H τ ′ = (H α , q) from W (α) = (G α , X α , p α ) as follows: let τ ′ = | p α |+1 and H α be obtained from G α by attaching to it a new vertex in the same way as v is attached to G a . The boundary q is obtained from the boundary p α by inserting in it the new vertex at the same position that v has in the boundary of (G a , σ(B(a))). 
