In this paper we extend the mean-field limit of a class of stochastic models with exponential and deterministic delays to include exponential and generally-distributed delays. Our main focus is the rigorous proof of the mean-field limit.
Introduction
In this paper, we further develop the new mean-field methodology introduced in [16] for a class of massively-parallel generalised semi-Markov processes (GSMPs) [20, 14, 15] . We focus on population models where individuals can enable both Markovian and generally-timed transitions, which are crucial for the accurate modelling of many real-world computer and networking protocols. We encode such models in a low-level formalism, the population generalised semi-Markov process (PGSMP).
The motivation for the mean-field approach is the same as in the continuoustime Markov chain (CTMC) case -unsurprisingly, GSMP models with many components also become computationally intractable to explicit state techniques [7, 9] rapidly as a result of the familiar state-space explosion problem. Our approach is based on the derivation of delay differential equations (DDEs) from PGSMP models and generalises the traditional mean-field approach as applied to CTMC models based on ordinary differential equations (ODEs) [1, 13, 4, 17] .
The class of models to which our approach applies is very broad -the only significant restriction we make is that at most one generally-timed transition may be enabled by each individual in any given local state. However, globally, there is no restriction on the concurrent enabling of generally-timed transitions by different individuals.
As in the CTMC case, the size of the system of DDEs is equal to the number of physical local states that components in the model can be in. Therefore this approach represents a significant improvement with respect to both accuracy and efficiency when compared with the traditional CTMC mean-field approach where generally-timed transitions are approximated using phase-type distributions. The mean-field approach based on DDEs presented here captures generally-timed distributions directly without the need for additional physical states or for approximation of the generally-timed distribution itself.
This paper focuses on the non-racing case, that is, under the assumption that generally-timed transitions do not compete locally with exponential transitions (hence the term delay-only PGSMPs). The main contribution is to show how systems of coupled DDEs can be derived directly from PGSMP models with generally-timed transitions, and to give a full proof of transient mean-field convergence. The paper is quite proof-heavy; for a worked example, see Section 4, and for more examples, we refer to [16] and [5].
Related Work
Related work can be found in the biology and chemistry literature. Systems of DDEs have been derived to approximate stochastic models of reaction networks where deterministic delays are possible after reactions occur [3, 6, 21] . However, these models differ from those considered here in a number of critical ways; most importantly, the presentation in this paper lacks the severe rigidity of models encountered in biology and chemistry, making it suitable for a much larger class of population models.
Closest related work is due to [16] and [5] which both deal with deterministic delay-only PGSMPs in different ways; our presentation is closest in spirit to [16] , but the upgrade from deterministic delays to generally-timed delays calls for a careful and involved analysis.
The approach in [5] highlights the connection to ODE approximations of DDEs [19] which is directly analogous to the Erlang approximation of the delay in the PGSMP. The approach in the present paper, however, avoids any Erlang approximations whatsoever, proving the mean-field limit directly via probability concentration theorems.
Population Generalised Semi-Markov Processes

Definition of PGSMPs
A PGSMP model consists of many interacting components each inhabiting one of a finite set of local states S. The global state space, say X , of a PGSMP model then consists of elements x = (x s ) s∈S where each x s ∈ Z + tracks the number of components currently in the local state s. Exponential transitions are specified by a finite set of Markovian transitions C. Each c ∈ C specifies a finite change multiset L c , which consists of tuples (s, s ) ∈ S × S each of which specifies that as part of a c-transition, a distinct,
