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a b s t r a c t
Weconsider the eigenvalue problemof a class of non-compact linear operators given as the
sum of a multiplication and a kernel operator. A degenerate kernel method with piecewise
constant interpolation with respect to the second variable is used to approximate isolated
eigenvalues of finite type. The convergence of themethod is proved, and it is shown that the
error is of order O(h). The proposed method has been applied to some sample problems.
© 2010 Published by Elsevier Ltd
1. Introduction
We are concerned with the numerical approximation of isolated eigenvalues of the following eigenvalue problem:
λ f = T f , (1)
where T is a linear operator defined from the Banach space X = L∞([a, b],C) into X as follows:
T f (x) =
∫ b
a
k(x, u) f (u) du+ ϕ(x) f (x), x ∈ [a, b]. (2)
Here, k(., .) ∈ C1([a, b] × [a, b],C) and ϕ(.) is a non-null function in C1([a, b],C).
One motivation to study eigenvalue problems of the form (1) is applications in electromagnetism, when ϕ(x) = −x2
and the integral part is on the real line R. For instance, one encounters this problem in evaluation of propagation constants
(or the phase and group velocity) of dielectric optics (see [1]). The idea of finite sections [2], when applied to this model,
leads to study problem (1).
The operator T is the sum of an integral operator and amultiplication operator; and the latter is not compact. This means
that T is not compact, too. As a result, the direct application of projection and Nyström methods is not justified because
compactness of the operator is necessary for convergence of these methods.
Nevertheless, Redner [3] applied Galerkin and Nyström methods on a more general form of (1) with the aid of an
equivalent eigenvalue problem with compact operator. The eigenvalue problem studied in [3] is also the sum of a kernel
operator and a multiplication operator. It occurs in population genetics, which is concerned with the (micro) evolution of
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the genetic composition of populations, and it is the so-called continuum-of-alleles (COA) model [4]. The Redner approach
in [3] is also applicable to problem (1), but it involves a lot of limitations. For example, the problem should have a unique
(up to normalization) positive eigenfunction. This assumption imposes a lot of extra conditions on the kernel [3],
i.e., positivity, irreducibility, etc.
Degenerate kernel methods are very efficient techniques for numerical solution of integral equations and the
corresponding eigenproblems which are based on a completely different approach compared with Galerkin and Nyström
methods. In this article, we develop the degenerate kernelmethodwith piecewise constant interpolationwith respect to the
variable u to approximate problem (1). This approach is also applicable to the COAmodel, when it is defined on the compact
interval [a, b]. One of the many advantages of this method over the Galerkin and the Nyström methods, studied by Redner,
is that it does not impose the limitation of uniqueness of positive eigenfunctions. This is because it is applied directly on the
problem, and does not need any deformations of the operator or considering equivalent problems. In addition, theoretical
consideration of this method is simpler as our convergence results show.
The rest of this paper is organized as follows: In Section 2, we describe the degenerate kernel method with piecewise
constant interpolation with respect to the variable u on problem (1). Convergence of the method and its rate are discussed
in Section 3. We give some numerical results in Section 4 to illustrate the convergence result obtained in Section 3.
Throughout this paper, X denotes the Banach space of essentially bounded complex-valued functions on the interval
[a, b] equipped with supremum norm.
2. Degenerate kernel method
We begin this section with some basic definitions and propositions on spectral theory.
Let Y be any complex Banach space. We denote the space of bounded linear operators from Y into Y by BL(Y ). Let
T ∈ BL(Y ). The resolvent set of T is given by
ρ(T ) = {z ∈ C : (T − zI)−1 ∈ BL(Y )}.
The spectrum of T , denoted by σ(T ), is defined as σ(T ) = C \ ρ(T ). The point spectrum of T consists of all λ ∈ σ(T ) such
that T − λI is not one-to-one. In this case λ is called an eigenvalue of T . The dimension of Ker(T − λI) is called geometric
multiplicity of λ.
Let λ be an isolated point of σ(T ) and Γ ⊂ ρ(T ) be a Cauchy contour such that σ(T ) ∩ int(Γ ) = {λ}, where int(Γ )
denotes the interior of Γ (By [5, Corollary 1.22], such a contour always exists). Also, let
P := − 1
2pi i
∫
Γ
(T − zI)−1 dz ∈ BL(Y )
be the spectral projection associated with T and λ. The dimension of R(P), the range of P , is called algebraic multiplicity of
λ. If the algebraic multiplicity of λ is finite, then λ is called a spectral value of finite type. In this case, λ is an eigenvalue of T
[5, Proposition 1.31]. Further if the algebraic multiplicity of λ equals one, then it is called a simple eigenvalue of T .
Now we have all necessary definitions to describe our numerical method for problem (1).
Define the operators K andMϕ on X as follows:
K f (x) =
∫ b
a
k(x, u) f (u) du, (3)
and
Mϕ f (x) = ϕ(x) f (x). (4)
Then T = K +Mϕ . For an integer n > 1, consider a partition of [a, b] as
a = un,0 < un,1 < · · · < un,n−1 < un,n = b,
and let h = max1≤j≤n(un,j − un,j−1) denote the norm of the partition. Define In,0 = [un,0, un,1] and In,j = (un,j−1, un,j], for
1 < j ≤ n. We further assume that h→ 0 as n→∞.
Now define the degenerate kernel kn(., .) as follows:
kn(x, u) =
n∑
j=1
k(x, un,j)χIn,j(u), (5)
where χIn,j is the characteristic function of In,j ⊂ [a, b].
Consider the approximation of the functionϕ(x) in the interval [a, b]using the piecewise constant functionsϕn(x)defined
as follows:
ϕn(x) = ϕ(mn,i) if x ∈ In,i for i = 1, . . . , n,
wheremn,i is the midpoint of In,i.
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Now define the approximate operators Kn andMϕ,n on X as follows:
Kn f (x) =
∫ b
a
kn(x, u) f (u) du, (6)
and
Mϕ,n f (x) = ϕn(x) f (x). (7)
Consider now the following approximate eigenvalue problem on X:
λn fn(x) = Tn fn(x), (8)
where Tn = Kn +Mϕ,n.
Since ϕ(x) is a non-null continuous function on [a, b], the approximate function ϕn is non-null for n large enough.
Therefore, themultiplication operatorMϕ,n is non-compact and, as a result, Tn is non-compact, too. Thus Tn is not finite rank,
but in the following we show that the set of eigenvalues of Tn, excluding the spectrum ofMϕ,n, and a finite rank operator are
the same:
Let λn 6∈ σ(Mϕ,n) be an eigenvalue of Tn with corresponding eigenfunction 0 6= fn ∈ X . Then
λn fn(x) =
n∑
j=1
k(x, un,j) cn,j + ϕn(x) fn(x), (9)
where
cn,j =
∫
In,j
fn(u) du. (10)
If cn,1 = cn,2 = · · · = cn,n = 0, then from (9) we have
λnfn(x) = ϕn(x)fn(x), x ∈ [a, b],
which is a contradiction to λn 6∈ σ(Mϕ,n). Therefore, cn,i 6= 0 for some i = 1, . . . , n.
If we integrate from both sides of Eq. (9) over the interval In,i with respect to the variable x, then we obtain the following
matrix eigenvalue problem:
λn cn,i =
n∑
j=1
ki,j cn,j + ϕ(mn,i) cn,i, i = 1, 2, . . . , n, (11)
where
ki,j =
∫
In,i
k(x, un,j) dx.
Therefore, each eigenvalue of the approximate problem (8), excluding σ(Mϕ,n), is an eigenvalue of the matrix A = (ai,j)
of order n, defined as
ai,j = ki,j + ϕ(mn,i) δi,j, i, j = 1, . . . , n, (12)
where δi,j is 1 if i = j and 0 otherwise.
Conversely, let λn 6∈ σ(Mϕ,n) be an eigenvalue of thematrixAwith corresponding eigenvector vn = (vn,1, . . . , vn,n) 6= 0.
It is well-known that the spectrum of a multiplication operator is the set of essential range of its corresponding function
(see [5, Example 1.17]). Thus λn 6= ϕ(mn,i) for all i = 1, . . . , n. Now we can define
fn(x) := 1
λn − ϕn(x)
n∑
j=1
k(x, un,j)vn,j, x ∈ [a, b].
Since for each i = 1, . . . , n,∫
In,i
fn(x) dx = 1
λn − ϕ(mn,i)
n∑
j=1
ki,jvn,j = vn,i,
then fn is a non-null function satisfying (8), i.e., λn is an eigenvalue of Tn with corresponding eigenfunction fn.
Clearly, the matrix A requires the evaluation of the integrals ki,j; and this must often be done numerically. Thus, ill-
conditioned eigenvalues may be approximated inaccurate. So, we should prevent the bad effects of possible ill-conditioning
by choosing reliable algorithms for matrix eigenvalue problems such as the QR method. In addition, observations show
that balancing and scaling of the entries before starting any algorithms significantly decrease condition numbers of most
eigenvalues of a square matrix [6,7].
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3. Convergence and the rate of convergence
Theorem 1 ([5]). Let Y be a Banach space. Let also A and {An}∞0 be operators in BL(Y ). Assume that the sequence {An} converges
in norm to A, i.e., ‖An− A‖ → 0 as n→∞. Let λ be an isolated point of σ(A). For each positive  < dist(λ, σ (A) \ {λ}), define
Λn := {λn ∈ σ(An) : |λn − λ| < }.
Then for n large enough,Λn 6= ∅ and if λn ∈ Λn, the sequence {λn} converges to λ.
In order to show that the degenerate kernel method proposed in the previous section is convergent, it is enough to show
that the operators T and {Tn} satisfy conditions of Theorem 1, i.e., they are in BL(X) and {Tn} converges in norm to T .
Lemma 2. With the above definitions and notations, there exists a constant α such that for every integer n and every partition
of [a, b] with properties described in Section 2, we have:
‖kn(., .)− k(., .)‖∞ ≤ αh.
Proof. Since k ∈ C1([a, b] × [a, b],C), for a constant α > 0, | ∂k
∂y (x, y)| ≤ α for every x, y ∈ [a, b]. On the other hand,∑n
i=1 χIn,i(x) = 1 for every x ∈ [a, b]. So, by mean value theorem, for every x, y ∈ [a, b]we have:
|kn(x, y)− k(x, y)| =
∣∣∣∣∣ n∑
i=1
(k(x, un,i)− k(x, y))χIn,i(x)
∣∣∣∣∣
≤ |k(x, un,i(y))− k(x, y)| = |D2k(x, ηx)|(un,i(y) − y) ≤ αh, (13)
where y ∈ In,i(y) and ηx ∈ (y, un,i(y)). This completes the proof. 
Lemma 3. With the above definitions and notations, the operator T , as well as Tn for each integer n, belong to BL(X). Moreover,
the sequence {Tn} converges in norm to T .
Proof. The linearity of T and Tn are obvious. If f is any member in X , then
‖T f ‖∞ ≤
(
(b− a) ‖k(., .)‖∞ + max
x∈[a,b]
|ϕ(x)|
)
‖f ‖∞. (14)
Therefore, the operator T is bounded. Inequality (14) also holds for the operator Tn for each integer n because the kernel
kn(., .) is essentially bounded on the compact set [a, b] × [a, b]. Thus, Tn is also bounded for every integer n.
For the second part, let x ∈ [a, b] be given. Then, there is an integer i ∈ {1, . . . , n} such that x ∈ In,i; so by mean value
theorem,
|ϕn(x)− ϕ(x)| = |ϕ(mn,i)− ϕ(x)| ≤ h2 maxx∈[a,b] |ϕ
′(x)|. (15)
Therefore,
‖Tn f − T f ‖ ≤ ((b− a) ‖kn(., .)− k(., .)‖∞ + ‖ϕn − ϕ‖∞) ‖f ‖∞
≤
(
(b− a) ‖kn(., .)− k(., .)‖∞ + h2‖ϕ
′‖∞
)
‖f ‖∞. (16)
In Lemma 2 the convergence of ‖kn(., .) − k(., .)‖∞ to zero is proved. Thus, the inequality (16) shows that Tn converges in
norm to T . 
Theorem 1 and Lemma 3 show that, roughly speaking, eigenvalues of matrix A converge to isolated eigenvalues of
eigenproblem (1).
In order to study the rate of convergence, consider the following results from [5] and [8]:
With the assumptions of Theorem 1, let λ be an isolated eigenvalue of T with the finite algebraic multiplicitym. Also, let
Γ ⊂ ρ(T ) be a Cauchy contour such that σ(T )∩ int(Γ ) = {λ}. Then, we have the following results about the order of error
of the proposed method of Section 2 induced from [5, Theorem 2.18]:
For n large enough, Γ ⊂ ρ(Tn). Further, ifΛn = σ(Tn) ∩ int(Γ ), then
Λn = {λ(n)1 , . . . , λ(n)r(n)},
where each λ(n)j is a spectral value of Tn with the finite algebraic multiplicity; if m
(n)
j denotes the algebraic multiplicity of
λ
(n)
j for each j = 1, . . . , r(n), thenm(n)1 + · · · +m(n)r(n) = m. Furthermore, there exists a constant c such that
|̂λn − λ| ≤ c ‖Tn − T‖, (17)
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Table 1
Approximated eigenvalues for Sample 1.
n λn(1) λn(2)
100 0.287135928308767 1.198543909834687
200 0.287440707981144 1.199020589812881
300 0.287497178220539 1.199108900799001
400 0.287516944987381 1.199139812370609
500 0.287526094559850 1.199154120491004
600 0.287531064799637 1.199161892930277
700 0.287534061732055 1.199166579509222
800 0.287536006870384 1.199169621296590
900 0.287537340457151 1.199171706743912
1000 0.287538294367086 1.199173198456053
Table 2
Approximated eigenvalues for Sample 2.
n λn(1) λn(2)
100 0.152740321428923 1.465662351134606
200 0.154931926723882 1.467156130076686
300 0.155339758406179 1.467433214676566
400 0.155482645878799 1.467530228243477
500 0.155548808074212 1.467575137629898
600 0.155584754852203 1.467599534434394
700 0.155606431946111 1.467614245476410
800 0.155620502148058 1.467623793725265
900 0.155630149057168 1.467630340071800
1000 0.155637049646566 1.467635022684139
where λ̂n is the weighted arithmetic means of λ
(n)
1 , . . . , λ
(n)
r(n), i.e.,
λ̂n =
m(n)1 λ
(n)
1 + · · · +m(n)r(n)λ(n)r(n)
m
.
Lemma 2 with relations (16) and (17) shows that the order of convergence in the presented degenerate kernel method
for eigenvalues of T , excluding σ(M), is O(h).
4. Numerical results
In this section, we solve two samples of problem (1) using the degenerate kernel method, proposed in Section 2. For
evaluation of ki,j, the five-point Gauss–Legendre rule is used. In order to show the convergence, the problems are solved for
different numbers of interpolation nodes. Two arbitrary positive eigenvalues of problems under consideration, denoted by
λ(1) and λ(2), are approximated by λn(1) and λn(2), respectively.
4.1. Sample 1
Consider the kernel function
k(x, u) = exp(−(u− x)2),
ϕ(x) = −x2, and the interval [a, b] = [−2, 2]. Computational results are shown in Table 1.
4.2. Sample 2
Consider the kernel function
k(x, u) = 1
1+ (u− x)2 ,
ϕ(x) = −x2, and the interval [a, b] = [−5, 5]. Computational results are shown in Table 2.
Numerical results in both tables illustrate the convergence of λn(i), i = 1, 2, as n increases.
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