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Abstract
We explore novel connections between antimatroids and matchings in bipar-
tite graphs. In particular, we prove that a combinatorial structure induced by
stable matchings or maximum-weight matchings is an antimatroid. Moreover,
we demonstrate that every antimatroid admits such a representation by stable
matchings and maximum-weight matchings.
Keywords: Antimatroids, Bipartite Graphs, Stable Matchings, Weighted
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1. Introduction
An antimatroid is a combinatorial abstraction of the convexity in geometry,
which is represented by a nonempty set system (E,F) satisfying (i) accessibility:
every nonempty X ∈ F has an element e ∈ X such that X − e ∈ F , and (ii)
union-closedness : X ∈ F and Y ∈ F imply X ∪ Y ∈ F . See, e.g., [2, 14] for
more on the basics.
An antimatroid is known to be equivalent to a convex geometry by com-
plementation, i.e., for any antimatroid (E,F), the family {E \ X | X ∈ F }
forms a convex geometry (and vice versa). A typical example of convex geome-
tries is so-called the convex shelling on a point set in an Euclidean space. To
establish a representation theorem for convex geometries, Kashiwabara, Naka-
mura, and Okamoto [9] introduced an extended procedure called the generalized
convex shelling, which can yield an arbitrary convex geometry (up to isomor-
phism). Koshevoy [16] pointed out the equivalence between path-independent
choice functions1 and convex geometries (formally, see Theorem A.3), which can
be regarded as another representation of convex geometries. More precisely,
a choice function is path-independent if and only if it is the extreme function
∗Corresponding author.
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1For a finite set E, a function Ch: 2E → 2E is called a choice function if Ch(X) ⊆ X holds
for every X ⊆ E. A choice function Ch: 2E → 2E is path-independent if Ch(Ch(X) ∪ Y ) =
Ch(X ∪ Y ) for every X,Y ⊆ E.
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of the closure function of some convex geometry. The substitutability, a weaker
condition than the path-independence, also yields a convex geometry [4].
In this paper, we explore a novel representation of antimatroids with the aid
of matchings in bipartite graphs. In particular, we focus on stable matchings
and maximum-weight matchings.
Since the seminal paper by Gale and Shapley [7], the stable matching and
its generalizations have been widely studied in mathematics, economics, and
computer science; see, e.g, [8, 23, 17] for more detail. As a noteworthy con-
nection to another discrete structure, Conway [13] pointed out that the set of
stable matchings forms a distributive lattice under a natural dominance relation.
Conversely, Blair [1] proved that every finite distributive lattice is isomorphic
to such one formed by the stable matchings in some instance.
The maximum-weight matching problem is one of the most fundamental
combinatorial optimization problems on graphs; see, e.g., [15, 24] for more de-
tail. It is known that maximum-weight matchings induce a valuated matroid2
structure [20], and every valuated matroid yields a path-independent choice
function [5, 21]. Yokoi [25] introduced the concept of matroidal choice func-
tions, which is a further restriction of path-independent choice functions, and
showed that a valuated matroid also induces a matroidal choice function under a
certain condition. However, the converse directions are not true, i.e., some path-
independent or matroidal choice function cannot be induced by any valuated
matroid in such ways.
Our result is a representation theorem for antimatroids, which is roughly
stated as follows. A (stable or maximum-weight) matching instance induces a
map from the one-side vertex set to the other side (see Definitions 2.2 and 2.5).
The codomain of such a map always forms an antimatroid (Theorems 4.1 and
4.2), and, conversely, any antimatroid can be obtained as the codomain of such
a map induced by some matching instance (Theorems 3.1 and 3.2). We hope
that this result helps us to understand discrete structures such as antimatroids,
matchings, choice functions, and valuated matroids.
The rest of this paper is organized as follows. In Section 2, we describe
necessary definitions, basic properties, and examples. In Section 3, we show
that any antimatroid admits a matching representation. In Section 4, we prove
that any matching instance induces an antimatroid.
2. Preliminaries
We consider matchings in a bipartite graph G = (U, V ;E), where U and V
are the disjoint vertex sets (we regard U and V as left and right, respectively)
and E ⊆ U ×V is the set of edges. For a vertex r ∈ U ∪V , we denote by NG(r)
2 A valuated matroid is a pair of a finite set E and a function f : 2E → R ∪ {−∞} that
satisfies the following gross substitute condition [11, 6]: for any p, q ∈ RE with p ≤ q and any
X ∈ argmax{ f(S) −
∑
e∈S
pe | S ⊆ E }, there exists a set Y ∈ argmax{ f(S) −
∑
e∈S
qe |
S ⊆ E } such that { e ∈ X | pe = qe } ⊆ Y .
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the set of neighbors of r, i.e., NG(r) = { t ∈ U ∪ V | (t, r) ∈ E or (r, t) ∈ E }.
For a vertex subset X ⊆ U ∪V , define E[X ] := { (u, v) ∈ E | u ∈ X and v ∈ X }
and G[X ] := (U ∩X,V ∩X ;E[X ]). For an edge subset F ⊆ E, define ∂(F ) :=⋃
(u,v)∈F {u, v}. An edge subset M ⊆ E is called a matching in G if no two
edges in M have a common vertex, i.e.,
∣∣{(u, v) ∈M | u = r or v = r}∣∣ ≤ 1 for
every vertex r ∈ U ∪ V (or, equivalently, |∂(M)| = 2|M |). For a matching M
in G and an edge (u, v) ∈ M , let M(u) := v and M(v) := u. We write MG for
the set of all matchings in G.
Let F be a map from 2U to 2V that is induced by stable matchings or
maximum-weight matchings as we will see below. Our purpose is to study the
structure of the codomain {F (U ′) | U ′ ⊆ U }.
2.1. Stable Matchings
Let us consider a bipartite graph G = (U, V ;E) with preferences (strict
orders) ≻r on NG(r) for all r ∈ U ∪ V . We denote the profile (≻r)r∈U∪V
of preferences simply by ≻, and refer to a pair (G,≻) as a stable matching
instance. For a vertex subset X ⊆ U ∪ V , we mean by (G,≻)X the stable
matching instance (G[X ], (≻r)r∈X) obtained by restricting (G,≻) to X .
Let M ⊆ E be a matching in G. An edge (u, v) ∈ E is called a blocking pair
against M in G if [u 6∈ ∂(M) or v ≻u M(u) ] and [ v 6∈ ∂(M) or u ≻v M(v) ]. A
matching M ∈ MG is called a stable matching if there exists no blocking pair
against M in G. It is well-known that, for any stable matching instance, there
exists at least one stable matching, and moreover all stable matchings consist
of the same set of vertices.
Theorem 2.1 (McVitie–Wilson [18]). For any stable matching instance, if two
matchings M1 and M2 in it are both stable, then ∂(M1) = ∂(M2).
By this property, for each subset U ′ ⊆ U , the set of vertices in V who are
matched in a stable matching in (G,≻)U ′∪V is uniquely determined. This fact
naturally defines a map from 2U to 2V .
For sake of disambiguation, we adopt specific stable matchings defined al-
gorithmically as follows. For a stable matching instance, a stable matching can
be obtained by a simple algorithm, so-called the deferred acceptance algorithm
[7, 19] (see Algorithm 1). In each iteration, an unmatched left vertex u proposes
to the most-preferred right vertex v in u’s preference list to whom it hasn’t yet
proposed. Then, v accepts the proposal if v is unmatched or prefers u to the
current partner u′ (in this case, u′ becomes unmatched). Otherwise, i.e., if v
prefers the current partner u′ to u, the proposal is rejected. The process is
repeated until every left vertex is matched or rejected by all its neighbors.
A significant feature of this algorithm is that the output does not depend
on the order of proposals, i.e., it defines a unique stable matching. For a stable
matching instance (G = (U, V ;E),≻) and a subset U ′ ⊆ U , we denote by
SM(G,≻;U ′) the output of the deferred acceptance algorithm for the restricted
instance (G,≻)U ′∪V .
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Algorithm 1: Deferred Acceptance Algorithm
Input: A bipartite graph G = (U, V ;E) and a preference profile
≻ = (≻r)r∈U∪V
Output: A stable matching SM(G,≻) ⊆ E
1 let T := U and M := ∅;
2 foreach u ∈ U do Ru := NG(u);
3 while T 6= ∅ do
4 pick u ∈ T arbitrarily;
5 if Ru = ∅ then T := T − u;
6 else
7 take v ∈ Ru so that v u v′ for all v′ ∈ Ru;
8 if v 6∈ ∂(M) then M := M + (u, v), T := T − u;
9 else
10 let u′ := M(v);
11 if u′ ≻v u then Ru := Ru − v;
12 else M := M + (u, v)− (u′, v), Ru′ := Ru′ − v, and
T := T + u′ − u;
13 return M ;
Definition 2.2. The map F : 2U → 2V induced by a stable matching instance
(G = (U, V ;E),≻) is defined by
F (U ′) := ∂(SM(G,≻;U ′)) ∩ V = { v | (u, v) ∈ SM(G,≻;U ′) } (U ′ ⊆ U).
Note again that, by Theorem 2.1, one can replace SM(G,≻;U ′) in the
above definition with an arbitrary stable matching in the restricted instance
(G,≻)U ′∪V .
Let us mention two important properties of F (which can be observed by
picking u from U2 as priority in Line 4 in Algorithm 1).
Lemma 2.3. The map F : 2U → 2V induced by a stable matching instance
satisfies the following.
(a) If U2 ⊆ U1 ⊆ U , then F (U2) ⊆ F (U1).
(b) If U2 ⊆ U1 ⊆ U and |F (U1)| = |U1|, then |F (U2)| = |U2|.
We give an example of the map induced by a stable matching instance.
Example 2.4. Suppose that U = {u1, u2, u3}, V = {v1, v2, v3}, and
E = {(u1, v1), (u1, v2), (u2, v1), (u2, v3), (u3, v1), (u3, v2)}.
Consider an instance (G = (U, V ;E),≻), where
u1 : v1 ≻u1 v2, v1 : u3 ≻v1 u2 ≻v1 u1,
u2 : v1 ≻u2 v3, v2 : u1 ≻v2 u3,
u3 : v2 ≻u3 v1, v3 : u2.
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Then, for example, F (U) = {v1, v2, v3} because SM(G,≻;U) = {(u1, v2), (u2, v3),
(u3, v1)}. By similar calculations, we obtain that the codomain of F is
{F (U ′) | U ′ ⊆ U } = {∅, {v1}, {v2}, {v1, v2}, {v1, v2, v3}},
which forms an antimatroid on V .
2.2. Maximum-Weight Matchings
Given a bipartite graph G = (U, V ;E) with weights w : E → R, the weight
of a matching M , denoted by w(M), is defined to be the sum of the weights
of the edges in M . We refer to a pair (G,w) as a weighted matching in-
stance. A maximum-weight matching in G is a matching in MG with weight
maxM∈MG w(M). If there exist multiple maximum-weight matchings, we pick
the lexicographically smallest (with respect to a fixed order on the edges)
one among them. Throughout the paper, we assume that a maximum-weight
matching is always determined uniquely in this sense. For each U ′ ⊆ U , let
MM(G,w;U ′) denote the unique maximum-weight matching in G[U ′ ∪ V ].
Definition 2.5. The map F : 2U → 2V induced by a weighted matching instance
(G = (U, V ;E), w) is defined by
F (U ′) := ∂(MM(G,w;U ′)) ∩ V = { v | (u, v) ∈ MM(G,w;U ′) } (U ′ ⊆ U).
The map F induced by a weighted matching instance has the same properties
as in Lemma 2.3.
Lemma 2.6. The map F : 2U → 2V induced by a weighted matching instance
(G = (U, V ;E), w) satisfies the following.
(a) If U2 ⊆ U1 ⊆ U , then F (U2) ⊆ F (U1).
(b) If U2 ⊆ U1 ⊆ U and |F (U1)| = |U1|, then |F (U2)| = |U2|.
To prove the lemma, we use the following property (which follows from the
fact that at most two edges in M1△M2 are incident to each vertex).
Proposition 2.7 (cf. [24, Chapter 16]). For M1,M2 ∈ MG, the symmetric
difference M1△M2 = (M1 \M2) ∪ (M2 \M1) forms disjoint cycles and paths.
Now, we turn to the proof of Lemma 2.6.
Proof of Lemma 2.6. (a): To prove by contradiction, suppose that F (U2) 6⊆
F (U1) and let v
∗ ∈ F (U2) \ F (U1). Define Mi := MM(G,w;Ui) for i = 1, 2. By
Proposition 2.7, M1△M2 forms disjoint cycles and paths. Since v∗ ∈ F (U2) \
F (U1), the connected component of G[M1△M2] containing v∗ is a path of length
at least 1, and let P ⊆M1△M2 be the set of edges in the path. Then, Mi△P ∈
MG[Ui∪V ] (i = 1, 2) and w(M1) +w(M2) = w(M1△P ) +w(M2△P ). Hence we
have w(Mi) = w(Mi△P ) and Mi is lexicographically smaller than Mi△P , for
i = 1, 2, as Mi is the lexicographically smallest maximum weight matching in
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MG[Ui∪V ]. However, the latter property implies that Mi∩P is lexicographically
smaller than Mj ∩ P for both (i, j) = (1, 2), (2, 1), a contradiction.
(b): It is sufficient to prove the case when U1 = U2 + q for some q ∈ U \ U2.
Define Mi := MM(G,w;Ui) for i = 1, 2. By Proposition 2.7, M1△M2 forms
disjoint cycles and paths, and moreover it consists of a single path from q (or
the empty set, which can be regarded as a path of length 0), since otherwise
(i.e., if it contains a cycle or a path disjoint from q that is of length at least
1) we can improve at least one of M1 and M2. Therefore, |U2| + 1 = |U1| =
|F (U1)| = |M1| ≤ |M2| + 1 = |F (U2)| + 1 ≤ |U2| + 1, in which the equalities
must hold throughout.
Let us see an example of the map induced by a weighted matching instance.
Example 2.8. Suppose that U = {u1, u2, u3}, V = {v1, v2}, and
E = {(u1, v1), (u1, v2), (u2, v1), (u3, v1)}.
Consider an instance (G = (U, V ;E), w), where
w((u1, v1)) = 20, w((u1, v2)) = 8, w((u2, v1)) = 9, and w((u3, v1)) = 15.
Then, for example, F ({u1, u2}) = {v1} because MM(G,w; {u1, u2}) = {(u1, v1)}.
By similar calculations, we obtain that the codomain of F is
{F (U ′) | U ′ ⊆ U } = {∅, {v1}, {v1, v2}},
which forms an antimatroid on V .
Remark. While in this paper we focus on the set of matched right vertices
when restricting the left vertices, readers may get interested also in the set of
matched left vertices. More precisely, for a stable matching instance (G,≻) and
a maximum-weight matching instance (G,w), one may consider choice func-
tions Ch: 2U → 2U defined by Ch(U ′) := ∂(SM(G,≻;U ′)) ∩ U and Ch(U ′) :=
∂(MM(G,w;U ′)) ∩ U (U ′ ⊆ U), respectively. Kawase [10] proved that, in both
cases, the function Ch is not only path-independent but also size-monotone, i.e.,
|Ch(U1)| ≤ |Ch(U2)| for all U1 ⊆ U2 ⊆ U . The size-monotonicity implies that
the antimatroids yielded by such choice functions are restricted, and we cannot
obtain a representation theorem for antimatroids in this way.
3. Matching Representations of Antimatroids
In this section, we provide a representation of an antimatroid by a matching
instance. It is worth remarking that the number of distinct antimatroids on
a fixed n-element set is doubly exponential in n (see Appendix A). Hence, we
need an exponential-size representation (i.e., a representation with exponentially
many bits).
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Let (S,F) be an antimatroid. Let d : F \ {∅} → S be a function such that
d(X) ∈ X and X − d(X) ∈ F for every X ∈ F \ {∅}. There exists such a
function d since F satisfies accessibility.
Let ≻∗ be a total order on F \ {∅} such that X ≻∗ Y whenever X (
Y . Namely, X ≻∗ Y implies Y 6⊆ X . Also, let ≻X be the order on each
X = {a1, . . . , ak} ∈ F \ {∅} such that a1 ≻X · · · ≻X ak, where ai = d(X \
{ai+1, . . . , ak}) (i = 1, 2, . . . , k). Note that {a1, . . . , ai} ∈ F (i = 0, 1, . . . , k) by
the definition of d.
3.1. Representation by Stable Matchings
We construct a stable matching instance (G = (U, V ;E),≻) as follows:
• U := F \ {∅} and V := S;
• E := { (u, v) | u ∈ U, v ∈ u };
• ≻u := ≻u for each u ∈ U ;
• let ≻v be the restriction of ≻∗ to { u | v ∈ u } for each v ∈ V .
We prove that this stable matching instance derives the desired antimatroid.
Theorem 3.1. Let (S,F) be an antimatroid, and F : 2F\{∅} → 2S the map
induced by the stable matching instance (G,≻) defined as above. Then the
codomain of F coincides with F .
Proof. Let F ′ = {F (U ′) | U ′ ⊆ U }. We claim that F ′ = F .
We first see F ⊆ F ′. Let X = {v1, . . . , vk} ∈ F such that v1 ≻X · · · ≻X vk,
i.e., vi = d(X \ {vi+1, . . . , vk}) (i = 1, 2, . . . , k). We define ui := {v1, . . . , vi} ∈
F \ {∅} = U for i = 1, 2, . . . , k. Then, X = F ({u1, . . . , uk}) ∈ F ′ because
SM(G,≻; {u1, . . . , uk}) = {(u1, v1), . . . , (uk, vk)} by u1 ≻
∗ · · · ≻∗ uk = X and
v1 ≻ui · · · ≻ui vi (i = 1, 2, . . . , k).
Next, we prove the converse direction, i.e., F ′ ⊆ F . Let U ′ ⊆ U and
M := SM(G,≻;U ′). Since each u ∈ U ′ matched with someone in M proposes
only to the neighbors v′ ∈ NG[U ′∪V ](u) = u such that v
′ u M(u) throughout
the deferred acceptance algorithm (recall Algorithm 1), we have
F (U ′) = ∂(M) ∩ V =
⋃
(u,v)∈M
{ v′ | v′ ∈ u, v′ u v } ∈ F ,
where the last membership follows from the facts that { v′ | v′ ∈ u, v′ u v } ∈ F
for all (u, v) ∈ E (recall the definitions of ≻u = ≻u and of d) and that F is
union-closed. Therefore, we get F ′ ⊆ F .
3.2. Representation by Maximum-Weight Matchings
We define b to be a unique bijection from F \ {∅} to {1, 2, . . . , |F| − 1}
consistent with ≻∗, i.e., for any distinct X,Y ∈ F \{∅}, we have b(X) > b(Y ) if
and only if X ≻∗ Y . We build a weighted matching instance (G = (U, V ;E), w)
as follows:
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• U := F \ {∅} and V := S;
• E := { (u, v) | u ∈ U, v ∈ u };
• w((u, vi)) := 2|V |·b(u)+i for u = {v1, . . . , vk} ∈ F \ {∅} and vi ∈ u such
that v1 ≻u · · · ≻u vk.
We show that this weighted matching instance also derives the desired antima-
troid. Note that the maximum-weight matching is lexicographically maximum
(with respect to the order of edge weights) because the edge weights are distinct
power-of-two values.
Theorem 3.2. Let (S,F) be an antimatroid, and F : 2F\{∅} → 2S the map
induced by the weighted matching instance (G,w) defined as above. Then the
codomain of F coincides with F .
Proof. Let F ′ = {F (U ′) | U ′ ⊆ U }. We claim that F ′ = F .
We first see F ⊆ F ′. Let X = {v1, . . . , vk} ∈ F such that v1 ≻X · · · ≻X vk,
i.e., vi = d(X \ {vi+1, . . . , vk}) (i = 1, 2, . . . , k). We define ui := {v1, . . . , vi} ∈
F \ {∅} = U for i = 1, 2, . . . , k. Then, X = F ({u1, . . . , uk}) ∈ F
′ because
{(u1, v1), . . . , (uk, vk)} is the maximum-weight matching between {u1, . . . , uk}
and V by b(u1) > · · · > b(uk).
Next, we prove the converse direction, i.e., F ′ ⊆ F . Let U ′ ⊆ U and M :=
MM(G,w;U ′). Recall that the maximum-weight matching is lexicographically
maximum. We then have
F (U ′) = ∂(M) ∩ V =
⋃
(u,v)∈M
{ v′ | v′ ∈ u, v′ u v } ∈ F ,
since { v′ | v′ ∈ u, v′ u v } ∈ F for all (u, v) ∈ E and F is union-closed.
Therefore, we get F ′ ⊆ F .
4. Antimatroids Induced by Matchings
In this section, we prove that any matching instance induces an antimatroid.
4.1. Antimatroids Induced by Stable Matchings
Theorem 4.1. Let F : 2U → 2V be the map induced by a stable matching
instance (G = (U, V ;E),≻), and F := {F (U ′) | U ′ ⊆ U }. Then the set system
(V,F) is an antimatroid.
Proof. We have ∅ ∈ F since F (∅) = ∅. To see the accessibility, let us fix
V ′ ∈ F \ {∅} and let U ′ be a subset of U such that F (U ′) = V ′. Define
M := SM(G,≻;U ′) and U ′′ = ∂(M) ∩ U . Then M is also a stable matching in
G[U ′′ ∪ V ] because U ′′ ⊆ U ′ and M ∈ MG[U ′′∪V ]. Thus we have F (U
′′) = V ′
and |U ′′| = |V ′| ≥ 1. Let us fix u∗ ∈ U ′′. Then F (U ′′ − u∗) ⊆ V ′ and
F (U ′′ − u∗) = |V ′| − 1 by Lemma 2.3. Therefore, there exists v ∈ V ′ such that
V ′ − v = F (U ′′ − u∗) ∈ F .
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In what follows, we show that F is union-closed. Fix any two subsets
U1, U2 ⊆ U , and let V ∗ := F (U1) ∪ F (U2). We shall show that there exists
U∗ ⊆ U1 ∪ U2 such that V ∗ = F (U∗). Note that, due to (a) in Lemma 2.3, we
have F (U1) ⊆ F (U1∪U2) and F (U2) ⊆ F (U1∪U2), and hence V ∗ ⊆ F (U1∪U2).
Let Mi := SM(G,≻;Ui) for i = 1, 2, Eˆ := { (u, v) | (u, v
′) ∈ M1 ∪M2, v u
v′ }, and Gˆ := (U, V ; Eˆ). Note that ∂(Eˆ) ∩ V ⊆ V ∗, because if there exists
(u, v) ∈ Eˆ such that v 6∈ V ∗, then it is a blocking pair against M1 or M2. For
each r ∈ U ∪ V , let ≻ˆr denote the restriction of ≻r to NGˆ(r), i.e., ≻ˆr is a strict
order on NGˆ(r) such that, for every x, y ∈ NGˆ(r), x ≻ˆr y if and only if x ≻r y.
We then have
SM(Gˆ, ≻ˆ;Ui) = Mi = SM(G,≻;Ui) (i = 1, 2).
Let Fˆ : 2U → 2V be the map induced by (Gˆ, ≻ˆ). Then, by (a) in Lemma
2.3,
F (Ui) = ∂(Mi) ∩ V = Fˆ (Ui) ⊆ Fˆ (U1 ∪ U2) (i = 1, 2),
and hence V ∗ = F (U1)∪F (U2) ⊆ Fˆ (U1∪U2). In addition, since ∂(Eˆ)∩V ⊆ V ∗,
we have Fˆ (U1 ∪ U2) ⊆ V ∗. Thus, we obtain Fˆ (U1 ∪ U2) = V ∗.
Let Mˆ := SM(Gˆ, ≻ˆ;U1 ∪ U2) and U∗ := ∂(Mˆ) ∩ U ⊆ U1 ∪ U2. We define
M∗ := SM(Gˆ, ≻ˆ;U∗).
Note that Fˆ (U1 ∪ U2) = Fˆ (U∗) because Mˆ is a stable matching in Gˆ[U∗ ∪ V ].
In addition, every vertex in U∗ is matched in M∗ because |M∗| = |Fˆ (U∗)| =
|Fˆ (U1 ∪ U2)| = |Mˆ | = |U∗|.
The proof is completed by showing that M∗ is a stable matching also in
G[U∗ ∪ V ] (with respect to ≻) because this implies F (U∗) = ∂(M∗) ∩ V =
Fˆ (U∗) = Fˆ (U1∪U2) = V ∗ (with the aid of Theorem 2.1). To obtain a contradic-
tion, suppose that there exists a blocking pair (u∗, v∗) ∈ E[U∗∪V ] against M∗.
Since M∗ is a stable matching in Gˆ[U∗ ∪ V ], we can assume that (u∗, v∗) 6∈ Eˆ.
Then, by the definition of Eˆ, we have v ≻u∗ v∗ for every v ∈ NGˆ(u
∗). As
(u∗,M∗(u∗)) ∈ Eˆ implies M∗(u∗) ≻u∗ v
∗, we get that (u∗, v∗) cannot be a
blocking pair against M∗ in G[U∗ ∪ V ]. This contradicts our assumption.
4.2. Antimatroids Induced by Maximum-Weight Matchings
Theorem 4.2. Let F : 2U → 2V be the map induced by a weighted matching
instance (G = (U, V ;E), w), and F := {F (U ′) | U ′ ⊆ U }. Then the set system
(V,F) is an antimatroid.
Proof. We have ∅ ∈ F since F (∅) = ∅. Also, we can derive the accessibility
from Lemma 2.6 similarly to the proof of Theorem 4.1.
It remains to prove that F is union-closed. Fix any two subsets U1, U2 ⊆ U ,
and let V ∗ := F (U1) ∪ F (U2). Let Mi := MM(G,w;Ui) for i = 1, 2. For each
vertex v ∈ V \V ∗, we create |U | new vertices hv,j (j = 1, 2, . . . , |U |), and let Hv
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denote the set of those vertices. We define a new weighted matching instance
(G˜ = (U, V˜ ; E˜), w˜) as follows:
V˜ := V ∗ ∪
⋃
v∈V \V ∗
Hv,
E˜ := { (u, v) | (u, v) ∈ E, v ∈ V ∗ } ∪
|U|⋃
j=1
{ (u, hv,j) | (u, v) ∈ E, v /∈ V
∗ },
and for each (u, v) ∈ E˜,
w˜((u, v)) :=
{
w((u, v)) if v ∈ V ∗,
w((u, v′)) if v ∈ Hv′ .
Let M˜ be the maximum-weight matching3 MM(G˜, w˜;U), M∗ := M˜ ∩ E, and
U∗ := ∂(M∗) ∩ U . In addition, let F˜ : 2U → 2V˜ be the map induced by (G˜, w˜).
We first claim that F˜ (U∗) = V ∗. Note that MM(G,w;Ui) = MM(G˜, w˜;Ui) =
Mi for i = 1, 2 by the definition of (G˜, w˜). As F (Ui) = ∂(Mi) ∩ V = F˜ (Ui) ⊆
F˜ (U1 ∪ U2) by (a) in Lemma 2.6, we have V
∗ = F (U1) ∪ F (U2) ⊆ F˜ (U1 ∪ U2).
Thus we get F˜ (U∗) = F˜ (U1 ∪ U2) ∩ V ∗ = V ∗.
Next, we observe that M∗ = MM(G,w;U∗). Suppose to the contrary that
M∗△MM(G,w;U∗) 6= ∅, and let X ⊆ M∗△MM(G,w;U∗) be one of its con-
nected components. We then have w˜(M˜△X)+w(MM(G,w;U∗)△X) = w˜(M˜)+
w(MM(G,w;U∗)). Then, by the definition of MM, we have w˜(M˜△X) = w˜(M˜),
w(MM(G,w;U∗)△X) = w(MM(G,w;U∗)), and M˜ and MM(G,w;U∗) are lex-
icographically smaller than M˜△X and MM(G,w;U∗)△X , respectively. The
last property implies that M˜ ∩X = M∗ ∩X and MM(G,w;U∗)∩X are lexico-
graphically smaller than each other, a contradiction.
Consequently, we obtain V ∗ = F˜ (U∗) = ∂(M∗) ∩ V = F (U∗) ∈ F .
5. Concluding Remark
In this paper, we have seen novel connections between matchings and an-
timatroids. We have proved that the codomains of maps induced by stable
matchings and maximum-weight matchings form antimatroids. Conversely, we
have provided representation theorems for antimatroids through stable match-
ings and maximum-weight matchings.
Although stable matchings and maximum-weight matchings have similar
flavor, the proofs of Theorems 4.1 and 4.2 are based on substantially different
properties. It is an open problem to establish a unified framework to discuss a
sufficient condition for a map F : 2U → 2V to induce an antimatroid on V as its
codomain.
3Recall that there may be multiple choices of maximum-weight matchings M˜ in G˜[U ∪ V˜ ]
with respect to w˜, and if so MM(G˜, w˜;U) is defined as the lexicographically smallest one
among them, with respect to a fixed order on the edges E˜. One can arbitrarily fix an order
on E˜, which is not essential in the proof.
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A. On the Number of Antimatroids
We show that the number of distinct antimatroids is doubly exponential
in the ground set size, where a ground set is fixed and we count separately
isomorphic ones.
Proposition A.1. The number of antimatroids on a ground set E of size n is
at least
2(
n
⌊n/2⌋)/2n = 22
n−O(log n)
.
Proof. The statement follows from the following three facts:
• the number of distinct matroids on the ground set E has the same lower
bound (Theorem A.2), and
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• there exists an injection that maps a matroid on E to a path-independent
choice function on E (Lemma A.4), and
• there exists a one-to-one correspondence between the antimatroids on E
and the path-independent choice functions on E (Theorem A.3).
A matroid is a set system (E, I) satisfying (I1) ∅ ∈ I, (I2) X ⊆ Y ∈ I
implies X ∈ I, and (I3) X,Y ∈ I with |X | < |Y | implies the existence of
e ∈ Y \X such that X ∪ {e} ∈ I. See, e.g., [22] for more on the basics.
Theorem A.2 (Knuth [12]). The number of matroids on a ground set E of size
n is at least
2(
n
⌊n/2⌋)/2n = 22
n−O(log n)
.
Theorem A.3 (Koshevoy [16, Proposition 2 and Theorems 2 and 3]). There
exists a one-to-one correspondence between the antimatroids on E and the path-
independent choice functions on E.
The following lemma completes the proof of Proposition A.1.
Lemma A.4. Let E = {1, . . . , n}. For a matroid (E, I), define a choice func-
tion CI : 2
E → 2E by
CI(X) := lexmax{X
′ ⊆ X | X ′ ∈ I },
where lexmax returns the lexicographically maximum member4. Then, CI is
path-independent, and the map (E, I) 7→ CI is injective.
Proof. As shown in [25, Example 3.5] (see also [3, Section 6]), this CI is a
matroidal choice function, and hence is path-independent.
We confirm that the map (E, I) 7→ CI is injective. That is, we show that
CI 6≡ CI′ if I 6= I ′, where CI 6≡ CI′ means that CI(X) 6= CI′(X) for some
X ⊆ E. Suppose that I 6= I ′. Then, without loss of generality, we may assume
that there exists a set I ∈ I \I ′. This implies that CI(I) = I while CI′(I) 6= I,
and hence CI 6≡ CI′ .
4Each subset of E is regarded as a sequence of its elements in descending order, e.g., {1, 3, 4}
is regarded as (4, 3, 1), and the empty set is regarded as the lexicographically minimum.
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