In this paper we establish two local versions of the Cheeger-Gromoll Splitting Theorem. We show that if a complete Riemannian manifold M has nonnegative Ricci curvature outside a compact set B and contains a line y which does not intersect B , then the line splits in a maximal neighborhood that is contained in M \ B . We use this result to give a simplified proof that M has a bounded number of ends. We also prove that if M has sectional curvature which is nonnegative (and bounded from above) in a tubular neighborhood U of a geodesic y which is a line in U , then U splits along y .
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In this paper we establish two local versions of the Cheeger-Gromoll Splitting Theorem. We show that if a complete Riemannian manifold M has nonnegative Ricci curvature outside a compact set B and contains a line y which does not intersect B , then the line splits in a maximal neighborhood that is contained in M \ B . We use this result to give a simplified proof that M has a bounded number of ends. We also prove that if M has sectional curvature which is nonnegative (and bounded from above) in a tubular neighborhood U of a geodesic y which is a line in U , then U splits along y . The Cheeger-Gromoll Splitting Theorem [CG] states that if a complete Riemannian manifold M" with nonnegative Ricci curvature contains a line y, then Mn is isometric to E x Nn~x with the product metric. Here a line means a geodesic y defined on the interval (-00, 00) such that d(y(s), y(t)) = \s -t\ for any s and t. More recently Cheeger has suggested the problem of establishing some local version of the splitting theorem. The aim is to show that if the Ricci curvature is nonnegative in the "vicinity" of a given line then some region about the line splits. In this paper we consider two situations:
(1) The Ricci curvature is nonnegative outside a compact set disjoint from the line. (2) The sectional curvature is nonnegative (and bounded from above) in a tubular neighborhood of the line. Theorem 1 refers to the first situation, and Theorem 3 refers to the second situation. Theorem 2 is an application of Theorem 1. The more general situation in which the Ricci curvature is assumed nonnegative in a tubular neighborhood of the line remains open. The key difficulty in establishing a local splitting theorem stems from the fact that the region in which the curvature condition is assumed to hold is incomplete. Hence, arguments which routinely make use of the existence of minimal geodesic segments have to be modified or circumvented.
We would like to point out that the meaning of the phrase "local splitting" used here is different from that used by Anderson in his recent paper [A] , where he deals with the topological splitting of tubular neighborhoods of minimal geodesies of finite length. Theorem 1. Let M" be a complete Riemannian manifold with nonnegative Ricci curvature outside a compact set B. Suppose that Mn contains a line y which does not intersect the compact set B. Then there is a closed subset N c M, such that N is isometric to Ex V~x with the product metric, where the interior of V"~x is an (n -\)-dimensional submanifold. Moreover, for each y edV, E x {y} intersects dB.
Intuitively, we can imagine that the line splits in a maximal (noncircular) tubular neighborhood outside the "bad set" B. When B = 0, we have the original Cheeger-Gromoll Splitting Theorem.
The proof of Theorem 1 is contained in the following two lemmas. Recall that given a ray y and a point y e M, a ray a is called an asymptotic ray (or asymptote) from y to y if there is a sequence of minimal geodesies Oj from y to some y(tj), with tj -» co, such that rrj(O) -» y'(0). Lemma 1. Let M, B, and y be as in Theorem 1. Let y±(t) = y(±t), t > 0.
For any x e y, there is an open neighborhood Ux of x, such that for all y e Ux any asymptotic ray from y to either y+ or y~ does not intersect B. Proof. Suppose the lemma is not true. Then for some x = y(a) we may assume there is a sequence y; -» x such that for each j there is an asymptotic ray o~j from yj to y+ which intersects B. Since ys< -* x, Oj has a subsequence Vj converging to a ray a from x (i.e., Vj(0) -> ct(0) and i/j(0) -> er'(0)). Clearly, a intersects B. On the other hand, by the following sublemma, a coincides with y\[a,<x>) which is away from B, a contradiction.
Sublemma. Suppose t -» y(t), 0 < t < co, is a ray. Assume for some s > 0 there is a sequence of points {yj} converging to y(s) and a sequence of asymptotes {cjj} from yj to y. Then any convergent subsequence Vj of Oj converges to y\[S,oo) (i-e., v'j(Q) converges to y'(s)).
Proof. Suppose a convergent subsequence, still denoted by Oj , converges to a . a is then a ray from y(s). To show ct'(0) = y'(s) as required, it suffices to show that (*) d(y(0),cr(l))>d(y(0),y(s)) + d(y(s),a(l)), since the triangle inequality then implies equality. For each j there is a sequence of minimal geodesies a,, from y; to y(tji) such that tji -► co and <?,, -> Oj as /' -> oo. Now it follows from the triangle inequality that d(y(0),aji(l))>d(y(0),y(tji))-d(cTji(l), y{tJt)) = d(y(0),y(s)) + d(y(s),y(tji)) -[d(yj,y(tji))-d(yj,(jji(l))] >d(y(0),y(s)) + d(yj,cjJi(l))-d(y(s),yj).
By letting first i -> co and then j -* oo, we obtain the inequality (*). This completes the proof of the sublemma and, in turn, Lemma 1.
Lemma 2. Let y be a line in a complete Riemannian manifold Mn . Suppose that there exists a neighborhood U of y(0) such that the Ricci curvature of M is nonnegative along asymptotes emanating from points in U. Then there is a tubular neighborhood V" of y which is isometric to E x V0n~x. Moreover, each geodesic yx = E x {x}, x e V0n~x, is a line in M.
The proof of this lemma draws on elements from various papers (see, e.g., [CG, E, EH, Gl, G2] ). In the proof, we occasionally make use of the following basic properties of Busemann functions: Let y be a ray and b -by its associated Busemann function. Then: Let V0 = U n {b+ = 0}. Note that b~ = 0 along V0 . For each x e V0, let ct+ : [0, oo) -> M be a unit speed asymptote to y+ from x . We observe that ct+ is a Fo-ray, i.e., for all t > 0, ;i[o>(]) = ^^o,^+w).
Indeed, we have for any y e V0
where L denotes arc length. Hence, a+ (and similarly a~ ) is a f^-ray, and in particular, ox meet V0 orthogonally. It follows that there are no focal points to V0 along its normal geodesies. Moreover, asymptotes from distinct points in V0 do not intersect. From these facts it easily follows that the normal exponential map along V0,
where N = Vb+\vQ is a diffeomorphism onto its image V -<t»(Rx V0). Note by assumption that the Ricci curvature on V is nonnegative. It is now standard that the unit tangent vector field to the normal geodesies ./V = 0"(<9/<9J) is parallel and hence that <I> is an isometry. Indeed, the mean curvature H = Ht
It follows easily from this differential inequality that unless VN = 0 on V, Ht must blow up in finite time along some normal geodesic. Finally, we show that each normal geodesic t -> ax(t) := <&(t, x) is a line in M. Indeed, we have, for arbitrary tx < 0 < t2, d(ax(tx), ax(t2)) > b+(ox(t2))-b+(ax(tx)) > b+(ax(t2)) + b~(ax(tx)) = b+(o+(t2)) + b-(ox(-tx))
where we have used b+ = b~ = 0 along Vo. This completes the proof of Lemma 2.
Proof of Theorem 1. Lemmas 1 and 2 imply that a tubular neighborhood V of y splits isometrically as Vq x y with the product metric, where b+ = b~ = 0 along Vo. Suppose y e dV0 is a boundary point. Take a continuous curve t(s), 0 < s < S, from y(0) to y in % with t([0, S)) C K0. Let v(s) = Vb+(r(s)), 0 < s < S. In the unit tangent bundle, take the limit of v(s), v -\ims^sv(s).
By the continuity of the exponential map, ay(t) := expy(iv) = littlesexpT^(tv(s)).
Moreover, since b±(ax(±t)) = t, t > 0, continue to hold after taking limits, we can apply the argument at the end of the proof of Lemma 2 to conclude that / -» expy(tv) is also a line. Now the theorem follows by taking N to be the closure of a maximal open set U, the union of all splittings described in Lemmas 1 and 2. If the limiting line described above does not intersect B, then we can apply Lemmas 1 and 2 to this limiting line, and it splits in a tubular neighborhood of its own, contradicting the maximality of U. This completes the proof of Theorem 1.
Cai [C] , Li and Tarn [LT] , and Liu [L] have given independent proofs that a complete Riemannian manifold with nonnegative Ricci curvature outside a compact set K has finitely many ends. (They also obtain upper bounds for the number of ends in terms of the lower bound on the Ricci curvature and the diameter of K.) This result generalizes the well-known consequence of the Cheeger-Gromoll Splitting Theorem that a complete Riemannian manifold with everywhere nonnegative Ricci curvature has at most two ends.
We indicate how Theorem 1 can be used to simplify the proof in [C] and relate it more directly to the aforementioned application of the Cheeger-Gromoll Splitting Theorem. = 2a, which proves the claim. Now suppose M has infinitely many ends. Then there are infinitely many distinct rays in M emanating from o. Hence clearly there exist rays yx, y2 from o which satisfy d(yx(4a),y2(4a))<2a.
The argument on p. 376 in [C] then shows how to construct a line y in M\B0(a) which satisfies d(y(t),B0(a))>\t\ + 2a W e R.
Rewriting this we have |f| -d(o, y(t)) < -3a.
Letting t -> ±00 we obtain b±(o) < -3a, and hence B(o) < -6a, contradicting the claim. This proves Theorem 2.
In the following theorem we establish the splitting of a tubular neighborhood of a line under the assumption that the sectional curvature is nonnegative (and bounded from above) in this neighborhood.
Theorem 3. Let y be a geodesic in a complete Riemannian manifold Mn , and let U = {x e M : d(x, y) < e} be a fixed tubular neighborhood of y. If the sectional curvature of M is nonnegative and bounded from above in U and y is a line in U, i.e., L(y\[Stt] ) is minimal among all curves in U connecting y(s) and y(t), then U splits isometrically into a product E x U'. Remark. Let du denote the distance function in U, viewed as a Riemannian manifold in its own right. We would like to point out that, for any p e U, du(P. y) = d\f(p, y) ■ Indeed, for any 8 with d\t(p, y) < S < e , there is a q on y such that d\t(p, q) < S . Let p be a minimal geodesic in M from p to q. Clearly p must stay in U or else L(p) > e by the definition of U. This implies that du(p, y) < L(p) < S, which proves that dv(p, y) < dnt(p, y) ■ On the other hand, du >du . Our assertion follows.
Throughout the proof of Theorem 3, we write d for du , unless otherwise indicated.
Proof. We will prove Theorem 3 assuming e is less than or equal to n/2y/Ko , where Ko is an upper bound on the sectional curvature of M in U. Extension to arbitrary e follows from a straightforward continuation argument similar to the one used in Theorem 1.
Fix p e U. Since y is a line in U, the function t -* d(p, y(t)) achieves a minimum at some t -to. Hence by the above remark, we can find a minimal geodesic p : [0, Sq] -* M from p(0) = y(t0) to p(so) = p contained in U. cf. [CE] ), each geodesic s -» P(s, t) is focal point-free on [0, So] relative to the geodesic hypersurface based at y(t) and orthogonal to N(0, t). Claim 1 now follows from the assumption of nonnegative curvature and a second application of the Rauch comparison theorem. For each positive integer n , consider the curve segments a^ : [0, n =f Jo] -* M defined by a+(t) = p(s0--^_t, to + tj , 0<t<n-t0, (j-(t) = p(s0--~t, t0 -t) , 0<t<n + t0. \ n +10 J For each n , er* is contained in U and extends from p to y(±n). We do not know a priori that these are minimal segments. However, we now show that they are at least limit minimizing. Claim 2. The segments {a*} are limit minimizing, i.e., limL(cj±)-d(p,y(±n)) = 0.
n->oo
Comment. An analogous notion of limit maximizing timelike curves has been used in Lorentzian geometry (cf. [BE, EG] ).
Proof of Claim 2. We estimate the length of rj+ . Using Claim 1 and the fact that TV and J are orthogonal, we obtain d4-= -^-N + J = Jr-^-2 + \\J\\2 Js2 + (n + to)2 + n < d{p, y(-n)) + d(p, y(n)) + %f*ffi License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Thus, (L(ot) -dip, y(n))) + (L(a~) -d(p, y(-n))) < ^°*ffi
Since the terms in brackets are nonnegative, letting n -> co yields the claim. It follows from Claim 2 that the sequences {a^} are, in fact, limit minimizing on each fixed parameter interval [0, a], a > 0, i.e., Since, by the triangle inequality, dip, o±ia)) -» co as a -> oo, the claim follows.
Although the parameter t along a± must turn out to be arc length, we do not use this fact in the proof. Let a± : [0, oo) -> M denote a± parametrized in terms of arc length u = ^(i).
a± are rays emanating from p which arise as the limit of limit minimizing curve segments. We refer to such rays as generalized asymptotes. Generalized asymptotes enjoy many of the properties of ordinary asymptotes. In particular, we have Claim 4. The functions bftU\U->HL (p e U, u > 0) introduced with respect to asymptotes in [EH] and defined by bpttU(x) = b±(p) + u-d(x,a±(u)) are lower support functions for the Busemann functions b± associated to the line y (and defined with respect to the distance function du) ■ Proof Clearly bf^p) = b±(p). We must show that bftU(x) < b±(x) for x e U. Let e± = L(o±)-d(p,y(±n)). for each u > 0, as desired. Comment. Setting x = a±(v), v < u, in (*) and using the triangle inequality to establish the reverse inequality, we obtain for generalized asymptotes a± b±(d±(u)) = b±(p) + u, u>0.
The proof of Theorem 3 now proceeds along familiar lines. We have b+ + b~ < 0 on U with equality along y. Moreover, b± and hence b+ + bã re subharmonic (in fact, convex) on U in the sense of support functions. This uses the fact that since d(p,a±(u)) is realized by a minimal geodesic in U, by the continuity of the exponential map, so is d(x, a±(u)) for any x sufficiently close to p after u is fixed. Hence the proof of subharmonicity remains unchanged. It follows (cf. the proof of Lemma 2) that b+ and b~ are C°° harmonic functions on U with ||'V£j±|| = 1. In fact, at each point of U, Vb± must coincide with a tangent vector to some generalized asymptote a± . The standard evolution equation (cf. [CG, EH]) X(Ab+) = -Ric(X, X) -\\VX\\2
shows that X = Vb+ is parallel on U. Since the integral curves of Vb+ coincide with the generalized asymptotes a+ (and hence are complete in U), normally exponentiating off b+ = 0 gives the desired splitting of U. Theorem 3 is proved.
We suspect that the assumption of an upper curvature bound in Theorem 3 is unnecessary, i.e., that it is merely an artifact of our proof method. In an earlier version of this paper we omitted this assumption. We thank S. Zhu for bringing this oversight to our attention.
