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iZusammenfassung
Die vollsta¨ndigen elektroschwachen O(α) Korrekturen fu¨r Vier-Fermionen-
Produktionsprozesse mit geladenen Stro¨men e+e− → ντ τ+µ−ν¯µ, ud¯µ−ν¯µ, und
ud¯sc¯ wurden berechnet. Die Berechnung wurde mittels algebraischer Reduk-
tion von Spinorketten auf wenige Standardstrukturen und konsistenter Imple-
mentierung der W-Boson Breite durchgefu¨hrt. Fu¨r das letztere wurde ein auf
das Einschleifenniveau verallgemeinertes Komplexes-Massen-Schema benutzt,
das wir in seiner praktischen Anwendung beschreiben.
Explizite numerische Ergebnisse werden fu¨r totale Wirkungsquerschnitte
im Energiebereich von der W-Paarproduktionsschwelle bis zu Streuenergien
von 2 TeV gegeben. Ein Vergleich mit Vorhersagen, die auf der “Doppelpolap-
proximation” (DPA) basieren und mit dem Generator RacoonWW erzeugt
wurden, macht Korrekturen deutlich, die im Energiebereich 170−300 GeV mit
<∼ 0.5% u¨ber die DPA hinausgehen, was mit fru¨heren Abscha¨tzungen u¨ber die
intrinsische Genauigkeit der DPA u¨bereinstimmt. Der Unterschied zur DPA
wa¨chst auf 1−2% fu¨r √s ∼ 1−2 TeV an. An der Schwelle wird die DPA
unzuverla¨ssig und die O(α) Rechnung korrigiert eine verbesserte Bornapprox-
imation (IBA) um etwa 1.6%, was ebenfalls mit einer Fehlerabscha¨tzung der
IBA u¨bereinstimmt.
Zum Schluss werden Effekte der vollsta¨ndigen O(α) Korrekturen zu differ-
entiellen Wirkungsquerschnitten von physikalischem Interesse besprochen und
mit Vorhersagen der DPA verglichen, was zeigt, daß die DPA nicht ausreicht,
um das Potential eines zuku¨nftigen Linearbeschleunigers bei der Analyse von
W-Bosonpaaren bei hohen Energien auszuscho¨pfen.
ii
Abstract
The complete electroweak O(α) corrections have been calculated for the
charged-current four-fermion production processes e+e− → ντ τ+µ−ν¯µ, ud¯µ−ν¯µ,
and ud¯sc¯. The calculation is performed by the algebraic reduction of spinor
chains to a few standard structures and the consistent implementation of the
finite width of the W boson. For the latter, a generalization of the complex-
mass scheme to the one-loop level is used, and the practical application of this
method is described.
Explicit numerical results are presented for total cross sections in the en-
ergy range from the W-pair-production threshold region up to a scattering
energy of 2 TeV. A comparison with the predictions based on the “double-
pole approximation” (DPA) provided by the generator RacoonWW reveals
corrections beyond DPA of <∼ 0.5% in the energy range 170−300 GeV, in agree-
ment with previous estimates for the intrinsic DPA uncertainty. The difference
to the DPA increases to 1−2% for √s ∼ 1−2 TeV. At threshold, where the
DPA becomes unreliable, the full O(α) calculation corrects an improved Born
approximation (IBA) by about 1.6%, also consistent with an error estimate of
the IBA.
Finally, the effects of the complete O(α) corrections to various differential
cross sections of physical interest are discussed and compared to predictions
of the DPA, revealing that the latter approximation is not sufficient to fully
exploit the potential of a future linear collider in an analysis of W-boson pairs
at high energies.
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Chapter 1
Introduction
1.1 The electroweak Standard Model
Since this thesis is embedded in the context of the electroweak Standard
Model (SM, see Refs. [1–3]) we briefly resume its important facts. The SM
incorporates all fundamental interactions, except for the gravitation, i.e. the
strong, the weak and the electromagnetic forces. For energies that are small
compared to the electroweak scale it reproduces quantum electrodynamics
(QED). Despite its success, the SM is considered to be only an effective theory,
which should be incorporated in a larger model structure. Further experiments
will help to decide on possible extensions of the SM and therefore adequate
precision calculations are necessary to be able to see deviations from the SM.
From the theoretical point of view the electroweak SM is a non-Abelian
locally gauge-invariant theory based on the symmetry group SU(2)W ⊗ U(1)Y
with four associated gauge bosons, which are written in their mass eigenstate
representation as W±, Z and γ. Further, the SM is a consistent, renormalizable
quantum field theory, as was proven by ’t Hooft [4], which allows to calculate
unambiguous quantum corrections order by order in perturbation theory.
By introducing in the formally massless gauge theory a scalar field with
non-vanishing vacuum expectation value, the so-called Higgs field∗, the gauge
symmetry of SU(2)W ⊗ U(1)Y is spontaneously broken to the electromagnetic
subgroup U(1)Q. This is known as the Higgs mechanism and satisfies the
experimental fact that the W± and Z gauge bosons are massive. On the level
of the Lagrangian this mechanism introduces mass terms for the Yang-Mills
part LYM.
∗The corresponding Higgs particle is the last missing piece of the experimental confirma-
tion for the SM.
1
2 CHAPTER 1. INTRODUCTION
The (classical) Lagrangian LC of the electroweak SM is composed of the
Yang-Mills, the Higgs and the fermion part
LC = LYM + LH + LF, (1.1.1)
each of them being separately gauge-invariant. The pure gauge-field La-
grangian with the isotriplet W aµ , a = 1, 2, 3, associated with the generator
IaW of the weak isospin group SU(2)W, and the isosinglet Bµ, associated with
the weak hypercharge YW of the group U(1), reads
LYM = −1
4
(
∂µW
a
ν − ∂νW aµ + g2abcW bµW cν
)2 − 1
4
(
∂µBν − ∂νBµ
)2
, (1.1.2)
where abc are the totally antisymmetric structure constants of SU(2). The
Higgs part of the Lagrangian LC has the form
LH =
(
DµΦ
†
) (
DµΦ
)
− V (Φ) , (1.1.3)
with the Higgs potential
V (Φ) =
λ
4
(
Φ†Φ
)2 − µ2Φ†Φ , (1.1.4)
with the parameters λ and µ†, the Higgs field Φ and the covariant derivative
Dµ = ∂µ − ig2IaW W aµ + i
1
2
g1YWBµ. (1.1.5)
The gauge couplings are denoted as g1,2. The fermionic part of the Lagrangian
LC reads
LF =
∑
i
(
iL¯′
L
i γ
µDµL
′L
i + iQ¯
′L
i γ
µDµQ
′L
i
)
+
∑
i
(
il¯′
R
i γ
µDµl
′R
i + iu¯
′R
i γ
µDµu
′R
i + id¯
′R
i γ
µDµd
′R
i
)
−∑
i,j
(
L¯′
L
i G
l
ijl
′R
i Φ + Q¯
′L
i G
u
iju
′R
i Φ˜ + Q¯
′L
i G
d
ijd
′R
i Φ + h.c.
)
, (1.1.6)
where the left-handed fermions of each lepton (L) and quark (Q) generation
are grouped into SU(2)W doublets (the colour index is suppressed)
L′Li = ω−L
′
i =

 ν ′Li
l′Li

 , Q′Li = ω−Q′i =

 u′Li
d′Li

 , (1.1.7)
†The Higgs potential is constructed in such a way that it gives rise to spontaneous sym-
metry breaking. This means that the parameters λ and µ are chosen such that the potential
V (Φ) takes its minimum for a non-vanishing Higgs field, i.e. the vacuum expectation value
〈Φ〉 of the Higgs field is nonzero.
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and the right-handed fermions into singlets
l′Ri = ω+l
′
i , u
′R
i = ω+u
′
i , d
′R
i = ω+d
′
i , (1.1.8)
where ω± is the projector on right- and left-handed fields, respectively, i is
the generation index and ν, l, u and d stand for neutrinos, charged leptons,
up-type quarks and down-type quarks, respectively. Further, Gl,u,dij are the
Yukawa coupling matrices and Φ˜ is the charge conjugated Higgs field. The
fermion masses are generated through spontaneous symmetry breaking from
the Yukawa couplings. The diagonalization of the fermion mass matrices in-
troduces a quark mixing in the coupling to the W± and Z bosons, given in the
elements of the Cabbibo-Kobayashi-Maskawa (CKM) matrix.
The quantized Lagrangian of the electroweak SM carries gauge fixing terms
Lfix and involves unphysical components of the gauge-fields, which are compen-
sated by introducing a Faddeev-Popov ghost Lagrangian LFP. These additional
terms destroy the former gauge symmetry in order to eliminate unphysical
bosonic degrees of freedom, but the effective Lagrangian is still invariant un-
der so called BRS transformations and fulfills Slavnov-Taylor identities, which
have to be satisfied in consistent perturbative calculations. The complete
renormalizable Lagrangian for the electroweak SM reads therefore
LSM = LC + Lfix + LFP. (1.1.9)
The explicit representation of the SM Lagrangian is given in Ref. [52]. The
SM is in agreement with all experimental results of electroweak phenomena.‡
1.2 W-pair production
W-pair production is an important process for testing the SM. On the one
hand, it allows to measure precisely the mass of the W boson, a fundamental
parameter of the SM. On the other hand, it is sensitive to the triple non-abelian
gauge couplings (γW +W−, ZW+W−, see (1.1.2)), and, in particular at high
energies, allows to test the non-abelian structure of the SM accurately, owing
to the delicate gauge cancellations in its lowest-order matrix elements.
1.3 Experimental precision at LEP and a future ILC
Experimentally, W-pair production has been studied intensively at LEP2
with quite high precision [5]. The total cross section was measured from thresh-
old up to a centre-of-mass (CM) energy of 207 GeV leading to a combined
‡Right-handed neutrinos could be easily added to the SM, in order to agree with re-
cent experimental results which give evidence for massive neutrinos indicated by neutrino
oscillations.
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experimental accuracy of ∼ 1%. While the W-boson mass MW was deter-
mined from the threshold cross section with an error of ∼ 200 MeV and by
reconstructing the W bosons from their decay products within ∼ 40 MeV, de-
viations from the SM triple gauge-boson couplings, usually quantified in the
parameters ∆gZ1 , ∆κγ , and λγ, were constrained within a few per cent.
More precise experimental investigations of W-pair production will be pos-
sible at a future International e+e− Linear Collider (ILC) [6–8]. Owing to the
high luminosity of such a collider, the accuracy of the cross section measure-
ment will be at the per-mille level, and the precision of the W-mass determi-
nation is expected to be ∼ 10 MeV [9] by direct reconstruction and ∼ 7 MeV
from a threshold scan of the total W-pair-production cross section [6,7].
1.4 Developments in the calculation of W-pair production
Because of its theoretical importance, W-pair production found early in-
terest. The lowest-order amplitudes for on-shell W-pair production were al-
ready considered at the end of the 1970’s [10]. The electroweak corrections
to on-shell W-pair production have been calculated by four different groups
[11,12] shortly after and supplemented by hard photon radiation [13]. Al-
ready at that time, these calculations were at the forefront of the technical
developments in higher-order calculations. Later, the structure of these cor-
rections has been investigated by constructing improved Born approximations
[14] and high-energy approximations [15]. With the advent of LEP2 it became
quickly clear that the decays of the W bosons into fermion pairs had to be in-
cluded. The electroweak corrections to the on-shell W-boson decay were given
in Ref. [16]. Different types of programs (ranging from semianalytical codes
to Monte Carlo generators) for lowest-order predictions for e+e− → 4f were
developed [17] (see also Refs. [18–20] and references therein) and subsequently
supplemented by universal corrections thus reaching an accuracy of about 2%.
The universal corrections included running couplings, leading-logarithmic cor-
rections from initial-state radiation (ISR), and also the effects of the Coulomb
singularity for off-shell W-pair production [21]. These corrections can be com-
bined with the lowest-order matrix elements easily. The remaining corrections
are called non-universal, since they depend on the process under investigation.
Since the accuracy of 2% was not sufficient for LEP2, the O(α) corrections to
e+e− → WW → 4f were calculated in the double-pole approximation (DPA),
where only the leading terms in an expansion about the resonance poles of
the two W-boson propagators were taken into account [22,23,25,27,28]. These
corrections were implemented into the event generators YFSWW [23] and
RacoonWW [25,27,29].
1.5. IMPROVEMENTS IN THE CALCULATION BEYOND DPA 5
In the DPA approach, the W-pair cross section can be predicted within
∼ 0.5% (0.7%) in the energy range between 180 GeV (170 GeV) and∼ 500 GeV,
which was sufficient for the LEP2 accuracy of ∼ 1% for energies 170−207 GeV.
In the threshold region (
√
s <∼ 170 GeV) where singly- or non-resonant contri-
butions become important, the DPA is not reliable, and the best available pre-
diction results from an improved Born approximation (IBA) based on leading
universal corrections only, and thus possesses an intrinsic uncertainty of ∼ 2%.
At energies above 500 GeV effects beyond O(α), such as Sudakov logarithms
at higher orders, become important and should be included in predictions at
per-cent accuracy.
The theoretical uncertainty (TU) for the direct mass reconstruction at
LEP2 is estimated to be of the order of ∼ 5 MeV to <∼ 10 MeV [30], based
on results of YFSWW and RacoonWW; thus theoretical improvements are
desirable for an ILC. For the cross-section prediction at threshold the TU is
only ∼ 2%, because it is based on an IBA, and thus is definitely insufficient
for the planned precision measurement of MW in a threshold scan. The main
sensitivity of all observables to anomalous couplings in the triple gauge-boson
vertices is provided by the W-pair production angle distribution. The TU in
constraining the parameter λγ was estimated to be ∼ 0.005 [31] for the LEP2
analysis.
Since the higher energy at a future ILC will improve the sensitive to
(anomalous) gauge-boson couplings more than an order of magnitude com-
pared to LEP2, a further reduction of the uncertainties resulting from missing
radiative corrections is necessary. In summary, these considerations demon-
strate the necessity of a full one-loop calculation for the e+e− → 4f process
and of further improvements by leading higher-order corrections.
1.5 Improvements in the calculation beyond DPA
In view of the improved precision of the ILC, a further reduction of the
uncertainties from missing radiative corrections is necessary. This requires, in
particular, the calculation of the full one-loop corrections for W-pair-mediated
e+e− → 4f processes. Such a calculation poses a number of theoretical chal-
lenges.§ Neglecting diagrams involving couplings of Higgs bosons to light
fermions, which are proportional to the fermion masses, already for the sim-
plest final states e+e− → νττ+µ−ν¯µ, ud¯µ−ν¯µ, and ud¯sc¯ about 1200 Feynman
§Some of the problems appearing in a first attempt of such a calculation were already
described in Ref. [32]. Recently the authors of the GRACE/1-LOOP system reported on
progress towards a full one-loop calculation for e+e− → µ−ν¯µud¯ in Ref. [43] so that one can
expect that the system will be able to deal with e+e− → 4f processes at one loop in the
near future.
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diagrams contribute (counting the contributions of the three fermion genera-
tions in the loops only once), and for the most complicated final state νee
+e−ν¯e,
there are about 6000 diagrams. The large number and the complexity of the
diagrams require developping improved reduction algorithms, in order to keep
the expressions manageable and to produce an efficient and numerically stable
computer code.
Because of the complicated multi-particle final state, the loop integrals ap-
pearing, in general cannot be evaluated with standard methods. Using the
Passarino–Veltman reduction to calculate the tensor integrals leads to serious
numerical problems when the Gram determinants that appear in the denomi-
nators become small. This usually happens near the boundary of phase space
but can also occur within phase space because of the indefinite Minkowski
metric. Thus, in order to obtain numerically stable results, one has to devise
and implement alternative methods for the calculation of the tensor integrals,
at least, in the critical regions.
The inclusion of the finite gauge-boson decay width constitutes a fur-
ther important problem in the calculation of radiative corrections to W-pair-
mediated four-fermion production. An appropriate description of resonances in
perturbation theory requires a Dyson summation of self-energy insertions in the
resonant propagators, in order to introduce the imaginary part provided by the
finite decay width into the propagator denominators. It is well known that this
procedure in general violates gauge invariance, i.e. destroys Slavnov–Taylor
and Ward identities and disturbs the cancellation of gauge-parameter depen-
dences, because different perturbative orders are mixed [33,34]. Several solu-
tions have been described for lowest-order predictions. The early attempts have
been summarized in Ref. [35], and some of the schemes have been compared
in Ref. [36]. More recent approaches include the “pole-scheme” [37,38], the
“fermion-loop scheme” [34,36,39,40], the use of effective Lagrangians [41,42]¶,
and the “complex-mass scheme” (CMS) [29]. Apart from the pole expansions,
none of these approaches has been elaborated beyond tree level so far. The
pole scheme provides a gauge-invariant answer in terms of an expansion about
the resonance, but is only applicable sufficiently far above the W-pair thresh-
old. However, in the full calculation we need a unified description that is valid
everywhere in phase space, without any matching between different treatments
for different regions. Some problems related to the finite width appearing in
a calculation of radiative corrections to e+e− → µ−ν¯µud¯ are illustrated in
Ref. [43]. Here we solve these problems by using a generalization of the CMS,
¶The recently proposed approach [42] to describe unstable particles within an effective
field theory is equivalent to a pole expansion.
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which was introduced in Ref. [29] for lowest-order calculations, to the one-loop
level.
1.6 The topics of the thesis
We present the results of a complete O(α) calculation (improved by higher-
order ISR) for the 4f final states νττ
+µ−ν¯µ, ud¯µ
−ν¯µ, and ud¯sc¯, which are
relevant for W-pair production.‖ We provide numerical results for total cross
sections without cuts and various differential cross sections of physical interest.
Technically the occurring one-loop tensor integrals comprise 5- and 6-point
functions up to rank 3, and conceptually the W-boson resonances require a
treatment in loop diagrams that preserves gauge invariance. We present details
of our solutions to the above-mentioned problems. We discuss, in particular,
our method for the algebraic reduction of the one-loop amplitude and describe
the use of the CMS at the one-loop level.
In Section 2 we fix our conventions and sketch the general strategy of our
calculation. Our method for the reduction of spinor chains to a few standard
structures are described in Section 3. Section 4 is devoted to the description
of the complex-mass scheme for loop calculations with complex masses. In
Section 5, we present explicit numerical results on total cross sections with-
out phase-space cuts for scattering energies from near the W-pair-production
threshold up to 2 TeV, where we paid particular attention to a comparison
with the DPA and IBA approaches used at LEP2, and we discuss corrections
for various distributions of physical interest. We note that Sections 3, 4, and
5 can be read independently. Section 6 contains our conclusions.
The results of this thesis are based on a collaboration with S. Dittmaier
and M. Roth from the Max-Plank-Institut for Physics in Munich, and are
published in Refs. [44,45].∗∗ Within our group, two completely independent
calculations have been performed, one calculation implemented by A. Denner
and L. H. Wieders and the other implemented by our collaborators S. Dittmaier
and M. Roth. All algebraic manipulations, including the generation of Feyn-
man diagrams, the simplification of amplitudes and the reduction of spinor
structures to standard forms, have been implemented by L. H. Wieders and
S. Dittmaier independently, resulting in two self-contained programs. The eval-
uations of all scalar and tensor loop integrals are based on two independent
‖Electrons and/or positrons in the final state are not yet considered; they deserve fur-
ther refinements, in particular the inclusion of finite-electron-mass effects in the domain of
forward-scattered e±. We also do not yet include final states that can also be produced via
two resonant Z bosons, so called mixed CC/NC reactions. These can be taken into account
in lowest order in RacoonWW.
∗∗In this thesis, these publications are not always referred to in particular.
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in-house libraries, one done by A. Denner and the other done by S. Dittmaier
and M. Roth.
Chapter 2
Strategy of the calculation
The goal of this work is the calculation of the complete electroweak O(α) cor-
rections to charged-current e+e− → 4 f processes. The actual calculation builds
upon the RacoonWW approach [25,27], where real-photonic corrections are
based on full matrix elements and virtual corrections are treated in DPA. Real
and virtual corrections are combined either using two-cutoff phase-space slic-
ing or employing the dipole subtraction method as formulated in Ref. [46] for
photon radiation. We also include leading-logarithmic initial-state radiation
(ISR) beyond O(α) in the structure-function approach (see Ref. [18] and ref-
erences therein). The presented calculation differs from RacoonWW in the
treatment of the (IR and collinear finite part of the) virtual corrections. There-
fore, we only describe the calculation of the complete O(α) virtual corrections
in the following. We neglect the masses of the fermions whenever possible,
i.e. everywhere but in the mass-singular logarithms, and set the quark-mixing
matrix to the unit matrix.∗
2.1 Notation and conventions
We consider the process
e+(p+, σ+) + e
−(p−, σ−) → f1(k1, σ1) + f¯2(k2, σ2)
+f3(k3, σ3) + f¯4(k4, σ4). (2.1.1)
The arguments label the momenta p±, ki (i = 1, 2, 3, 4) and helicities σ±,
σi = ±1/2 of the corresponding particles. We often use only the signs to
∗Neglecting the masses of the external fermions at the scale of the considered pro-
cesses, introduces an error of the order of magnitude of m2f/M
2
W in the Born and of
α
pi
m2f/M
2
W log(mf/MW )
2 at one-loop, which is beyond the aimed precision of this calcu-
lation at the per-mille level. In this case and the sum over the quark-mixing final states,
the CKM matrix factorizes to the amplitude because of unitarity.
9
10 CHAPTER 2. STRATEGY OF THE CALCULATION
denote the helicities. The particle momenta obey the mass-shell conditions
p2± = m
2
e and k
2
i = m
2
i . The masses of the external fermions are neglected
whenever possible, i.e. everywhere but in the mass-singular logarithms. For
later use, the following set of kinematical invariants is defined:
s = (p1 + p2)
2, sij = (ki + kj)
2,
t±i = (p± − ki)2, i, j = 1, 2, 3, 4. (2.1.2)
In this paper we consider only final states where f1 and f3 are differ-
ent fermions excluding electrons and electron neutrinos; f2 and f4 are their
isospin partners, respectively. This corresponds to the CC11 family in the
classification of Ref. [19]. It represents the gauge-invariant subclass of general
e+e− → 4f processes that includes all diagrams with pairs of potentially reso-
nant W bosons. In this class, the lowest-order and one-loop amplitudes vanish
unless σ = σ− = −σ+, σ1 = −σ2, and σ3 = −σ4. Moreover, the helicities of
the outgoing fermions are fixed, σ1,3 = −σ2,4 = −1/2, owing to the left-handed
coupling of the W bosons. In general this does not hold for other e+e− → 4f
final states and diagrams. We set the quark-mixing matrix to the unit matrix,
but in the limit of small masses for the external fermions a non-trivial quark-
mixing matrix can be easily taken into account by rescaling the cross sections
for definite flavours accordingly.
The lowest-order cross section reads
σ0 =
1
2s
∫
dΦ4
∑
σ=± 1
2
1
4
(1 + 2P−σ)(1− 2P+σ) |Mσ−−0 |2. (2.1.3)
Here Mσσ1σ30 denotes the lowest-order matrix element, P± the polarization
degrees of the e± beams, and dΦ4 the 4-particle phase-space volume element
dΦ4 =
(
4∏
i=1
d3ki
(2pi)32k0i
)
(2pi)4δ
(
p+ + p− −
4∑
j=1
kj
)
. (2.1.4)
2.2 Survey of one-loop diagrams
The virtual corrections receive contributions from self-energy, vertex, box,
pentagon, and hexagon diagrams. In this section, we survey the diagrams
contributing to the massless charged-current processes e+e− → f1f¯2f3f¯4, where
f1 and f3 are different fermions, excluding electrons and electron neutrinos, and
f2 and f4 their respective isospin partners.
The contributions from self-energy and vertex corrections are obtained by
inserting self-energies and vertex corrections in all propagators and vertices of
the tree-level diagrams shown in Figure 2.1. When inserting a self-energy in
2.2. SURVEY OF ONE-LOOP DIAGRAMS 11
e
e
f1
f2
f3
f4
γ/Z
W
W
e
e
f1
f2
f3
f4
νe
W
W
e
e
f1
f2
f3
f4γ/Z
W
f3 e
e
f1
f2
f3
f4
γ/Z
W
f4 e
e
f1
f2
f3
f4
γ/Z
f1
W
e
e
f1
f2
f3
f4
γ/Z
f2
W
Figure 2.1: Lowest-order diagrams for e+e− → f1f¯2f3f¯4
a γ/Z line one obtains γγ and ZZ self-energies as well as γZ and Zγ mixing-
energies. Since we neglect the masses of the external fermions, all diagrams
that involve Higgs-boson couplings to these fermions obviously vanish. Nev-
ertheless there remain diagrams containing contributions to the Hγ, HZ, and
φW mixing energies and to the Hee and φff vertices with on-shell fermions,
where φ denotes the would-be Goldstone boson corresponding to the W bo-
son. One can easily verify that these contributions also vanish in the limit of
vanishing masses for the external fermions.
The diagrams for the appearing eeγ, eeZ, eνeW , γWW , and ZWW vertex
functions are listed in Ref. [12], where the process e+e− → W+W− was treated
at one loop. The diagrams for the other γf f¯ , Zff¯ , Wff¯ ′ vertex functions are
simply obtained from the latter by obvious substitutions and adding some
diagrams with internal Z bosons replaced by photons, which are absent for the
eνeW vertex because of the vanishing charge of the neutrino. The diagrams
for the gauge-boson and fermion self-energies can be found in Ref. [47]. For
all these vertex functions, the corresponding counterterm diagrams must be
included.
The generic contributions of the different vertex functions with more than
three external legs are shown in Figure 2.2. These are all ultraviolet (UV)
finite. There are 40 hexagon diagrams, 112 pentagon diagrams, and 227 (220)
box diagrams in the conventional ’t Hooft–Feynman gauge (background-field
gauge [48]). A set of hexagon diagrams is shown in Figure 2.3 and one set
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Figure 2.2: Contributions of vertex functions with at least four external legs
to e+e− → f1f¯2f3f¯4
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Figure 2.3: Ten hexagon diagrams for e+e− → f1f¯2f3f¯4. The remaining 30
hexagon diagrams are obtained by reversing the fermion flow in one or both of
the fermion lines of the outgoing fermions and by exchanging f1 ↔ f2 and/or
f3 ↔ f4.
f1
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Z
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f3W
f1
f2
f3
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Z
γ/Z
f1
Wf1
f3
f1
f2
f3
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Z f1
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Figure 2.4: Six pentagon diagrams contributing to the Zf1f2f3f4 vertex func-
tion. The remaining 18 diagrams are obtained by reversing the fermion flow
in one or both of the fermion lines of the outgoing fermions and by exchanging
f1 ↔ f2 and/or f3 ↔ f4.
of pentagon diagrams for the Zf1f2f3f4 vertex function in Figure 2.4. In both
cases there are three further sets of diagrams that are obtained by reversing
the fermion flow in one or both of the fermion lines of the outgoing fermions
and by exchanging f1 ↔ f2 and/or f3 ↔ f4. Those for the γf1f2f3f4 vertex
function are simply obtained by replacing the external Z boson by a photon
in the diagrams for the Zf1f2f3f4 vertex function. A set of diagrams for the
eef1f2W vertex function is listed in Figure 2.5 and a further set is obtained
from those by reversing the fermion flow in the fermion chain of the outgoing
fermions and by exchanging f1 ↔ f2. The diagrams for the eef3f4W vertex
function can be obtained from the latter by obvious substitutions. The box
diagrams of the ZWf1f2 vertex function are depicted in Figure 2.6 and those
for the ZWf3f4 vertex can again be obtained from those. The diagrams for the
γWf1f2 and γWf3f4 boxes are obtained by replacing the external Z boson by
a photon and omitting the diagrams with internal H lines. The diagrams for
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Figure 2.5: A set of 16 diagrams contributing to the eef1f2W vertex function.
The remaining 16 diagrams contributing to this vertex function are obtained
from those by reversing the fermion flow in the fermion line of the outgoing
fermions and by exchanging f1 ↔ f2.
the eeWW , f1f2f3f4, and eef1f1 boxes are compiled in Figures 2.7, 2.8, and
2.9. The eνef1f2 and eνef3f4 box functions are special cases of the f1f2f3f4
box function.
2.3 Calculational framework
The amplitudes of our calculation are generated with FeynArts version
3, as described in Ref. [50]. The algebraic manipulations are performed, using
in-house programs implemented in Mathematica which build upon Form-
Calc [51]. Since FormCalc is by no means sufficient to obtain results for the
processes under consideration, many improvements have been necessary. This
includes the construction and simplification of the spinor structures, the alge-
braic simplification of the Feynman diagrams, the incorporation of six-point
functions, and the implementation of a complex renormalization scheme.
By structuring the output of FormCalc and introducing suitable abbre-
viations we could reduce the size of the algebraic expression drastically for the
tree and one-loop amplitudes. By systematically avoiding multiple calculation
of the same building blocks such as tensor integrals or in algebraic expressions,
we speeded up our programs considerably. In addition, we extended Form-
Calc to include 6-point functions up to tensor rank 3 and implemented extra
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Figure 2.6: Diagrams contributing to the ZWf1f2 vertex function
generic fermions into the model file of FeynArts. This allows us to calculate
the algebraic amplitudes for different processes generically.
All contributions to the matrix elements involve three spinor chains, corre-
sponding to the three different fermion–antifermion pairs, which are contracted
with each other and with four-momenta in many different ways. There are
O(103) different spinor structures to calculate for e+e− → f1f¯2f3f¯4 so that an
algebraic reduction to a standard form which involves only very few standard
chains is desirable. We have worked out an algorithm that reduces all occur-
ring spinor chains to two standard structures for the considered processes, the
standard matrix elements (SMEs), without introducing coefficients that lead
to numerical problems. This algorithm is described in Section 3.
It is convenient to separate the matrix elements into invariant coefficient
functions Fn, containing the loop integrals, and SMEs Mˆn, containing all
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Figure 2.7: Diagrams contributing to the eeWW vertex function
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Figure 2.9: Diagrams contributing to the eef1f1 vertex function
spinorial objects and the dependence on the helicities of the external particles
[52]. After the reduction of the spinor structures, the amplitudes take the form
Mσσ1σ3 = ∑
n
F σσ1σ3n ({s, sij, t±i})Mˆσσ1σ3n (p+, p−, k1, k2, k3, k4). (2.3.1)
The invariant functions Fn are linear combinations of one-loop integrals with
coefficients that depend on scalar kinematical variables, particle masses, and
coupling factors.
The calculation of the virtual corrections has been repeated by our col-
laborators S. Dittmaier and M. Roth also using the background-field method
[48], where the individual contributions from self-energy, vertex, box, and pen-
tagon corrections differ from their counterparts in the conventional formalism,
apart from those that involve only fermion–gauge-boson couplings in the loops.
The total one-loop corrections of the conventional and of the background-field
approach were found to be in numerical agreement.
The contribution of the virtual corrections to the cross section is given by
δσvirt =
1
2s
∫
dΦ4
∑
σ=± 1
2
1
4
(1 + 2P−σ)(1− 2P+σ) 2 Re
{
Mσ−−1
(
Mσ−−0
)∗}
,
(2.3.2)
where Mσσ1σ31 denotes the one-loop contributions to the helicity amplitudes.
2.4 Calculation of loop integrals
For the calculation of the loop integrals we use an improved version of
the standard approach. All coefficient integrals are algebraically reduced to a
set of master integrals. The reduction formulas are implemented into Fortran
codes, and the reduction is performed numerically. Finally, the master integrals
are either calculated from explicit formulas or from numerical integration as
explained below.
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Let us first describe our standard approach that we use as long as it yields
numerically stable results. The 6-point integrals are directly expressed in terms
of six 5-point functions, as described in Refs. [52,53]. The 5-point integrals are
written in terms of five 4-point functions following the method of Ref. [54]. The
3-point and 4-point tensor integrals are algebraically reduced to the (standard)
scalar 1-point, 2-point, 3-point, and 4-point functions, which are the master
integrals, with the Passarino–Veltman algorithm [55]. Finally, the remaining
scalar integrals are evaluated based on generalizations of the methods and
results of Refs. [56–58]. Ultraviolet divergences are regulated dimensionally
and IR divergences with an infinitesimal photon mass† mγ .
The standard approach leads to serious numerical problems when the Gram
determinants, which appear in the denominator of the Passarino–Veltman re-
duction, become small. This happens usually near the boundary of phase space
but also occurs within phase space because of the indefinite Minkowski met-
ric. Since we use Passarino–Veltman reduction only for 3-point and 4-point
functions, the dangerous Gram determinants are those involving two or three
momenta. Our reduction of 5- and 6-point functions, on the other hand, does
not involve inverse Gram determinants composed of external momenta, which
naturally occur in the Passarino–Veltman reduction [55] of tensor to scalar
integrals. Instead, it involves so-called (modified) Cayley determinants, the
zeroes of which are related to the Landau singularities of the (sub-)diagrams.
We did not encounter numerical problems with these determinants. For the
2-point tensor coefficients numerically stable explicit results exist for arbitrary
momenta [55].
For the regions where the Gram determinants become small, we have
worked out two alternative calculational methods. The basic strategy of the
first method, implemented by A. Denner, makes use of expansions of the tensor
coefficients about the limit of vanishing Gram determinants. Using this, again
all tensor coefficients can be expressed in terms of the standard scalar 1-point,
2-point, 3-point, and 4-point functions. In the second, alternative method,
implemented by S. Dittmaier, a specific tensor coefficient is evaluated, the
integrand of which is logarithmic in Feynman parametrization, by numerical
integration. Then the remaining coefficients as well as the standard scalar in-
tegral (numerator equal to one) are algebraically derived from this coefficient.
This reduction again involves only inverse Cayley determinants, but no inverse
Gram determinants. In this approach, the set of master integrals is not given
by the standard scalar integrals anymore. For some specific 3-point integrals,
†At one loop the photon-mass regularization is equivalent to dimensional regularization
(D = 4− 2ε) with reference mass µ via the correspondence ln(m2γ) ↔ 1/ε + ln(4piµ2)− γE
as long as collinear singularities are regularized with fermion masses.
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where the Cayley determinant vanishes exactly, analytical results have been
worked out that allow for a stable numerical evaluation.
2.5 Checks on the calculation
In order to prove the reliability of our results, we have performed a number
of checks.
• UV finiteness is checked by verifying the independence of the (arbitrary)
reference scale µ of dimensional regularization.
• IR finiteness is checked by varying the logarithm ln λ of the (formally
infinitesimal) photon mass λ, which leaves the sum of the virtual and the
soft-photonic corrections (slicing approach) or of the virtual and endpoint
contributions (i.e. the singular parts that are subtracted from the virtual
corrections in the subtraction approach) invariant.
• Mass singularities related to collinear photon emission or exchange are
checked by verifying the independence of the sum of the virtual correc-
tions and the subtraction endpoint contributions from the small masses
of the external fermions.
• Gauge invariance is checked by comparing the result obtained within
the ’t Hooft–Feynman gauge with an independent result obtained within
the background-field formalism [48] by our collaborators. Apart from
diagrams that involve only fermion–gauge-boson couplings in the loops,
the contributions of individual Feynman graphs are in general different
in the two approaches.
• The real corrections are taken over from RacoonWW [25,29], where
they were checked by two independent calculations in detail. Moreover,
agreement was found between the results obtained with phase-space slic-
ing or dipole subtraction.
• The scalar loop integrals for complex masses have been calculated in two
completely independent ways and implemented in two independent in-
house libraries. We checked that these results agree with each other and
in the limit of zero width also with FF [59].
• Two completely independent calculations have been performed within our
group, one calculation implemented by A. Denner and L. H. Wieders and
the other implemented by our collaborators S. Dittmaier and M. Roth,
revealing good agreement.
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– All algebraic manipulations, including the generation of Feynman
diagrams and the reduction of amplitudes to standard forms, have
been implemented by L. H. Wieders and S. Dittmaier independently,
resulting in two self-contained programs.‡ In Section 3.2 we describe
the strategy for a full reduction of the spinor structures, developed
by L. H. Wieders, in detail.
– The evaluations of all scalar and tensor loop integrals are based on
two independent in-house libraries, one done by A. Denner and the
other done by S. Dittmaier and M. Roth, which employ the two
different rescue systems mentioned above.
We consider this as the most important and convincing check.
We emphasize that all these checks, including the gauge-invariance check, have
been carried out for non-zero gauge-boson widths.
‡The amplitudes are generated with FeynArts, using the two independent versions
1 (used by our collaborator S. Dittmaier) and 3, as described in Refs. [49] and [50],
respectively. The algebraic manipulations are performed using two independent in-house
programs implemented in Mathematica, where our builds upon FormCalc [51].
Chapter 3
Algebraic reduction of spinor
chains
One-loop amplitudes for processes with six external fermions involve O(103)
different spinor structures, which are products of three spinor chains. These
structures are, however, not independent, but can be related by using the Dirac
algebra, the Dirac equation, momentum conservation, and relations that follow
from the four-dimensionality of space–time. Of course, the latter relations can
only be used after cancelling UV divergences, which are regularized dimension-
ally in our work.
Below we describe two strategies that can be exploited to express any prod-
uct of three spinor chains for a reaction involving six external massless fermions
(and no external bosons) in terms of very few standard structures. Note that
none of the following steps leads to Gram determinants in denominator factors,
which potentially spoil the numerical stability∗. For generic reasons we take
all six fermion momenta pi as incoming (
∑6
i=1 pi = 0) and use the following
shorthand notation for a spinor chain,
[
A
]±
ab
= v¯a(pa) A ω± ub(pb) , (3.0.1)
where v¯a(pa) and ub(pb) are the usual spinors for the (anti-)fermions and
ω± =
1
2
(1± γ5) (3.0.2)
the chirality projectors. Since we deal with massless fermions, the matrices
A, which act in Dirac space, always consist of a product of an odd number of
∗Inverse Gram determinants, e.g., appear in the reduction proposed in Ref. [60].
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Dirac matrices γµ. The quantities that we want to simplify have the general
structure
v¯1(p1)Aωρu2(p2) v¯3(p3)Bωσu4(p4) v¯5(p5)Cωτu6(p6)
≡
[
A
]ρ
12
[
B
]σ
34
[
C
]τ
56
. (3.0.3)
We start out by deriving and summarizing some basic relations that are
used in the reduction.
3.1 Basic relations
3.1.1 Identities for Dirac matrices
The four-dimensionality of space–time leads to the Chisholm identity
γαγβγγ = gαβγγ − gαγγβ + gβγγα + iαβγδγδγ5, (3.1.1)
which can be used to express products γαγβγγ of Dirac matrices in terms of
single Dirac matrices dressed by γ5 factors and totally antisymmetric tensors
αβγδ (we adopt the convention 0123 = +1).
If at least two Dirac chains are involved, this identity can be applied to
shift factors of Dirac matrices from one chain to another without introducing
-tensors, provided the two chains are Lorentz contracted with each other:
γµγαγβ ⊗ γµ (3.1.1)=
(
gµαγβ − gµβγα + gαβγµ + iµαβνγνγ5
)
⊗ γµ
= γβ ⊗ γα − γα ⊗ γβ + gαβγµ ⊗ γµ
−γνγ5 ⊗
(
iναβµγµγ5
)
γ5
(3.1.1)
= γβ ⊗ γα − γα ⊗ γβ + gαβγµ ⊗ γµ
+ γαγ5 ⊗ γβγ5 − γβγ5 ⊗ γαγ5
+ gαβγµγ5 ⊗ γµγ5 − γµγ5 ⊗ γµγαγβγ5. (3.1.2)
Here and in the following the symbol ⊗ denotes the direct product in Dirac
space, i.e. Dirac matrices are not sandwiched between Dirac spinors in this case.
Relation (3.1.2) can be expressed in a very compact way after introducing the
chirality projectors (3.0.2) and rearranging the order of some Dirac matrices,
γµγαγβω± ⊗ γµω± = γµω± ⊗ γµγβγαω±,
γαγβγµω± ⊗ γµω± = γµω± ⊗ γβγαγµω±,
γµγαγβω± ⊗ γµω∓ = γµω± ⊗ γαγβγµω∓,
γαγβγµω± ⊗ γµω∓ = γµω± ⊗ γµγαγβω∓. (3.1.3)
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The second and the fourth relations are equivalent forms of the other two.
Equations (3.1.3) lead to analogous relations for direct products of Dirac
chains with more than one contraction.† For two contractions we get
γµγαγνω± ⊗ γµγβγνω± = 4gαβγµω± ⊗ γµω±,
γµγαγνω± ⊗ γµγβγνω∓ = 4γβω± ⊗ γαω∓. (3.1.4)
The first of these relations is obtained by multiplying the second chain of
the first relation of (3.1.3) by γγγβ from the right and renaming the indices
β → ν and γ → β after some obvious algebra. The second relation is found
analogously.
Relations for direct products of Dirac chains with three contractions di-
rectly result from (3.1.4) upon contraction with gαβ,
γµγνγρω± ⊗ γµγνγρω± = 16γµω± ⊗ γµω±,
γµγνγρω± ⊗ γµγνγρω∓ = 4γµω± ⊗ γµω∓. (3.1.5)
Relations for more than three contractions could be derived from the above
results recursively, but are not needed in our case.
3.1.2 Identities for products of spinor chains
Further interesting relations follow if we sandwich the Dirac matrices in
the above relations between spinors and perform some simplifications. For
instance, if we contract the second relation in (3.1.4) with p1,αp3,β, then from
the r.h.s. multiply the first chain of Dirac matrices by A and the second by
B, where here A and B stand for the unit matrix 1 or any product of an even
number of Dirac matrices, and finally attach the external spinors, we obtain[
γµ/p1γ
νA
]±
12
[
γµ/p3γνB
]∓
34
= 4
[
/p3A
]±
12
[
/p1B
]∓
34
. (3.1.6)
On the l.h.s. we can eliminate /p1 and /p3 by the respective Dirac equations and
obtain 4(p1p3)
[
γνA
]±
12
[
γνB
]∓
34
. Three similar relations can be derived from
(3.1.4) with other suitable contractions. The resulting four relations read
[
A/p3
]±
12
[
/p2B
]±
34
= (p2p3)
[
Aγµ
]±
12
[
γµB
]±
34
,[
/p4A
]±
12
[
B/p1
]±
34
= (p1p4)
[
γµA
]±
12
[
Bγµ
]±
34
,[
/p3A
]±
12
[
/p1B
]∓
34
= (p1p3)
[
γµA
]±
12
[
γµB
]∓
34
,[
A/p4
]±
12
[
B/p2
]∓
34
= (p2p4)
[
Aγµ
]±
12
[
Bγµ
]∓
34
. (3.1.7)
†Such relations can also be found in Ref. [61].
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3.1.3 Decomposition of the metric tensor
In four dimensions the metric tensor gµν can be decomposed in terms of
four independent orthonormal four-vectors nµj ,
gµν =
3∑
i,j=0
gij nµi n
ν
j , (3.1.8)
with orthonormal components nµi nj,µ = gij, where gij = g
ij = diag(1,−1,−1,−1),
as described in the appendices of Refs. [62,63]. The four four-vectors nµi can
be constructed from three linearly-independent momenta pi, pj, pk. In the case
of massless momenta, p2i = p
2
j = p
2
k = 0, they can be defined as
nµ0 (pi, pj, pk) =
1√
2 (pipj)
(
pµi + p
µ
j
)
,
nµ1 (pi, pj, pk) =
1√
2 (pipj)
(
pµi − pµj
)
,
nµ2 (pi, pj, pk) = −
1√
2 (pipj) (pipk) (pjpk)
[
(pjpk) p
µ
i + (pipk) p
µ
j − (pipj) pµk
]
,
nµ3 (pi, pj, pk) = −
1√
2 (pipj) (pipk) (pjpk)
µαβγ pi,α pj,β pk,γ . (3.1.9)
The decomposition of the metric tensor (3.1.8) can be used to disconnect con-
tractions of spinor chains or other objects. Note that the construction of the
four vectors ni from the three independent vectors pi, pj, pk, in particular the
definition of n3, avoids an inverse Gram determinant in (3.1.8); if we decom-
posed the metric into four totally independent momenta, the result would get
the Gram determinant of those four momenta in the denominator.
3.1.3.1 Identities involving -tensors
The fact that there is no totally antisymmetric tensor of rank 5 in four
space–time dimensions leads to the Schouten identity
[αβγδ gµ]ν = 0 , (3.1.10)
where [. . .] means antisymmetrization in α, β, γ, δ, and µ.
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The product of totally antisymmetric tensors can be expressed as a deter-
minant of metric tensors,
αβγδµνρσ = −
∣∣∣∣∣∣∣∣∣∣∣∣
gαµ gαν gαρ gασ
gβµ gβν gβρ gβσ
gγµ gγν gγρ gγσ
gδµ gδν gδρ gδσ
∣∣∣∣∣∣∣∣∣∣∣∣
. (3.1.11)
3.2 Strategy for reducing spinor structures
In this section we describe our algorithm for the reduction of spinor chains.
The algorithm described here reduces all spinor chains to a minimal set.‡ Al-
though this algorithm is applicable more generally, we refer in the description
to the massless charged-current 6f processes e+e−f¯1f2f¯3f4 → 0, where f1 and
f3 are different fermions excluding electrons and electron neutrinos and f2 and
f4 their isospin partners.
Step 1 Reduction of contractions between spinor chains
As first step in the reduction, spinor chains contracted with other spinor
chains or -tensors are disconnected.§ This is achieved by introducing a de-
composition of the metric tensor (3.1.8) between contracted Dirac matrices or
contractions between a totally antisymmetric tensor and a Dirac matrix:
γµ ⊗ γµ = gµν γµ ⊗ γν (3.1.8)=
3∑
i,j=0
gij /ni ⊗ /nj ,
µνρσ γµ = 
µνρσ gµα γ
α (3.1.8)= µνρσ
3∑
i,j=0
gij ni,µ /nj . (3.2.1)
The choice of momenta for a suitable decomposition of the metric tensor de-
pends on the positions of the contracted matrices in the spinor chains. Prefer-
ably the momenta pi, pj, pk entering (3.1.9) and thus (3.1.8) are selected in
such a way that the Dirac equations v¯(pi)/pi = 0 = /piu(pi) or the mass-shell
condition /p2i = p
2
i = 0 can be used most directly, i.e. without unnecessary anti-
commutations of Dirac matrices by means of the Dirac algebra, since additional
terms come with it. Therefore, we count the number of anticommutations of
‡The independent approach of our collaborator S. Dittmaier, avoids scalar products in
the denominator, but leads to more SMEs.
§The explicit -tensors result from calculating the traces of Dirac matrices in diagrams
with closed fermion loops.
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the slashed momenta /pi, introduced by the decomposition of the metric tensor,
with Dirac matrices of the chain that would be necessary in order to apply the
Dirac equation or the mass-shell condition. We choose the three momenta with
the fewest necessary anticommutations.¶
The following substeps are recursively applied until no contractions of
spinor chains are left:
• Disconnect a single Lorentz contraction between two spinor chains or
between a totally antisymmetric tensor and a spinor chain by (3.2.1).
• Use the Dirac algebra together with the Dirac equation or the mass-shell
condition /p2i = 0 in order to shorten spinor chains.
• Replace contractions between totally antisymmetric tensors and n3:
µαβγ n3,µ(pi, pj, pk)
(3.1.11)
=
1√
2 (pipj) (pipk) (pjpk)
p
[α
i p
β
j p
γ]
k , (3.2.2)
where [. . .] means antisymmetrization in α, β, and γ.
• Eliminate /n3 in spinor chains by using
/n3(pi, pj, pk)
(3.1.1)
= − i [/pi/pj/pk − (pipj) /pk + (pipk) /pj − (pjpk) /pi] γ5√
2 (pipj) (pipk) (pjpk)
.
(3.2.3)
After this step, the (disconnected) spinor chains we are left with are of the
form [/pj]
±
ab with j 6= a, b and [/pi /pj /pk]±ab with pairwise different i, j, k, a, b for
processes involving six external fermions. Since there are many different types
of multiple contractions of spinor chains, we can only illustrate this reduction
step, and particularly the first substep, in three representative examples:
[
γµ
]σ
ab
[
γµ
]τ
cd
(3.2.1)
=
3∑
i,j=0
gij
[
/ni(pa, pb, pc)
]σ
ab
[
/nj(pa, pb, pc)
]τ
cd
(3.2.3)
=
1
2
[
/pc
]σ
ab
(
1
(papc)
[
/pa
]τ
cd
+
1
(pbpc)
[
/pb
]τ
cd
)
¶More precisely: If the metric tensor between two spinor chains is eliminated, we count
the necessary anticommutations for each momentum in both spinor chains, say N1 and N2
with N1 ≤ N2, and set N2 to infinity if the momentum does not appear in one of the chains.
Then we choose the momenta with smallest N1 − 1/N2. If, on the other hand, the metric
tensor between a spinor chain and an -tensor is replaced, we proceed analogously, but
set the number of necessary anticommutations to zero for those momenta that are already
contracted with the -tensor and to infinity otherwise.
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− 1
2
[
/pcγ5
]σ
ab
(
1
(papc)
[
/paγ5
]τ
cd
− 1
(pbpc)
[
/pbγ5
]τ
cd
)
=
[
/pc
]σ
ab
(
1
(papc)
[
/pa
]τ
cd
δσ,−τ +
1
(pbpc)
[
/pb
]τ
cd
δσ,τ
)
, (3.2.4)
[
γµ
]+
12
[
/p2 γµ γν
]−
34
[
γν
]−
56
(3.2.1)
=
3∑
i,j=0
gij
[
/ni(p2, p1, p3)
]+
12
[
/p2 /nj(p2, p1, p3) γν
]−
34
[
γν
]−
56
(3.2.3)
= − 1
(p1p3)
[
/p3
]+
12
[
/p1 /p2 γν
]−
34
[
γν
]−
56
(3.2.1)
= − 1
(p1p3)
[
/p3
]+
12
3∑
i,j=0
gij
[
/p1 /p2 /ni(p2, p4, p5)
]−
34
[
/nj(p2, p4, p5)
]−
56
(3.2.3)
= − 1
(p1p3) (p4p5)
[
/p3
]+
12
[
/p1 /p2 /p5
]−
34
[
/p4
]−
56
, (3.2.5)
i µαγδ p1,α p3,γ p4,δ
[
γµ
]−
12
(3.2.1)
= i µαγδ p1,α p3,γ p4,δ
3∑
i,j=0
gij ni,µ(p1, p2, p3)
[
/nj(p1, p2, p3)
]−
12
(3.2.2)
=
(3.2.3)
1
2 (p2p3)
[
/p3
]−
12
(
(p1p2) (p3p4)− (p1p3)(p2p4)
+(p1p4)(p2p3)− i αβγδ p1,α p2,β p3,γ p4,δ
)
=
1
2 (p2p3)
[
/p3
]−
12
A+−++1 2 3 4 , (3.2.6)
where we introduced the abbreviation
Aa b c di j k l = a (pipj) (pkpl) + b (pipk) (pjpl) + c (pipl) (pjpk)− d i i j k l (3.2.7)
with i j k l = αβγδ p
α
i p
β
j p
γ
kp
δ
l and upper index combinations (− + +±), (+− +±),
and (+ +−±) for (a b c d).
Step 2 Reduction of a spinor chain to standard form
Since all spinor structures are disconnected after the first step, we can focus
on single spinor chains in this step, i.e. spinor chains of the form [B]σab where
all Dirac matrices in B are contracted with momenta. These spinor chains can
be reduced to the standard form [/p]±ab with a freely chosen momentum p = pn,
pn 6= pa, pb, by recursively applying the following substeps:
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• For pm 6= pa, pb, p, replace /pm by
/pm
(3.1.8)
= pm,µ
3∑
i,j=0
gij nµi /nj (3.2.8)
• Eliminate /n3 via (3.2.3).
• Use the Dirac algebra together with the Dirac equation or the mass-shell
condition /p2i = 0 in order to shorten the spinor chain.
Since for our case only two different types of spinor chains are left after the
first step, we can demonstrate the reduction procedure of the two cases in full
detail. The first case is reduced as:
[
/pm
]±
ab
(3.2.8)
= pm,µ
3∑
i,j=0
gij nµi (pa, pb, pn)
[
/nj(pa, pb, pn)
]±
ab
(3.2.3)
=
(papn) (pbpm)− (papb) (pnpm) + (papm) (pnpb)± i a n b m
2 (papn) (pbpn)
[
/pn
]±
ab
(3.2.7)
=
1
2 (papn) (pbpn)
A+−+∓a n b m
[
/pn
]±
ab
. (3.2.9)
The second case can be reduced to the first case as follows:
[
/pm /pl /pk
]±
ab
(3.2.8)
= pl,µ
3∑
i,j=0
gij nµi (pm, pk, pb)
[
/pm /nj(pm, pk, pb) /pk
]±
ab
(3.2.3)
=
(pbpm) (plpk)− (pbpl) (pmpk) + (pbpk) (pmpl)
2 (pbpm)(pbpk)
[
/pm /pb /pk
]±
ab
− i b m l k
2 (pbpm)(pbpk)
[
/pmγ5/pb/pk
]±
ab
=
(pbpm) (plpk)− (pbpl) (pmpk) + (pbpk) (pmpl)∓ i b m l k
(pbpm)
[
/pm
]±
ab
(3.2.7)
=
1
(pbpm)
A+−+±b m l k
[
/pm
]±
ab
. (3.2.10)
Thus, we end up with spinor chains in standard form and prefactors S contain-
ing only scalar products of external momenta (pipj), i j k l, and the abbrevia-
tions (3.2.7). Note that (3.2.10) could be applied recursively to longer spinor
chains.
Thus, for processes with six external fermions, all Dirac structures oc-
curring in one-loop amplitudes, i.e. all structures of the form (3.0.3), can be
brought to the form
S
[
/p3
]ρ
12
[
/p1
]σ
34
[
/p1
]τ
56
, (3.2.11)
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where we have chosen the momenta p3, p1, and p1 in the spinor chains by
convention. Accordingly, the SMEs can be chosen as
Mˆρστ =
[
/p3
]ρ
12
[
/p1
]σ
34
[
/p1
]τ
56
, (3.2.12)
and there is only one SME for each helicity combination of the external
fermions. For purely W-mediated charged-current processes, there are only
two non-vanishing helicity combinations and thus only two different SMEs.
Step 3 Simplification of scalar factors
After the reduction steps above, each spinor structure has the form (3.2.12)
with prefactors S containing products of scalars products (pipj) in the denom-
inator, and possibly polynomials of scalar products, of i j k l, and of A
a b c±
i j k l in
the numerator. These prefactors can be simplified further by means of relations
we describe now.
The quantity Aa b c±i j k l defined in (3.2.7) transforms under exchange of two
momenta, corresponding to two of the indices (ijkl), as
Aa b c±i j k l = A
a c b∓
j i k l = A
a c b∓
i j l k = A
c b a∓
k j i l = A
c b a∓
i l k j = A
b a c∓
l j k i = A
b a c∓
i k j l , (3.2.13)
and is therefore invariant under exchange of two distinct pairs of momenta,
Aa b c±i j k l = A
a b c±
j i l k = A
a b c±
k l i j = A
a b c±
l k j i . (3.2.14)
Owing to these relations, any Aa b c±i′j′k′l′, where (i
′j ′k′l′) is an arbitrary permuta-
tion of (i j k l), can be transformed into one of the six elements
A−++±i j k l , A
+−+±
i j k l , or A
++−±
i j k l . (3.2.15)
In the following, we use only these independent quantities (3.2.15), i.e. for each
set of indices (i j k l) of Aa b c±i j k l we define a standard order.
The identity for products of totally antisymmetric tensors (3.1.11) leads to
relations among the Aa b c±i j k l . Relations for products of A
a b c±
i j k l with the same
momenta are
A−++±i j k l A
−++∓
i j k l = 4 (pipk)(pjpl) (pipl)(pjpk) ,
A+−+±i j k l A
+−+∓
i j k l = 4 (pipj)(pkpl) (pipl)(pjpk) ,
A++−±i j k l A
++−∓
i j k l = 4 (pipj)(pkpl) (pipk)(pjpl) , (3.2.16)
and
A+−+±i j k l A
++−±
i j k l = −2 (pipj)(pkpl) A−++∓i j k l
A−++±i j k l A
++−±
i j k l = −2 (pipk)(pjpl) A+−+∓i j k l ,
A−++±i j k l A
+−+±
i j k l = −2 (pipl)(pjpk) A++−∓i j k l . (3.2.17)
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Note that in these and the following formulas double Latin indices are not
summed. In (3.2.16) and (3.2.17) the second and third lines are obtained from
the first by the substitutions (j ↔ k) and (i ↔ k), respectively, and subsequent
transformation to the six elements (3.2.15).
Relations for products of Aa b c±i j k l which differ in one momentum read
A−++±i j k l =
1
2 (pipm)(pjpm)
A−++±i j k m A
−++∓
i j l m
= 1
2 (pkpm)(plpm)
A++−±i k l m A
++−∓
j k l m , (3.2.18)
and
A+−+±i j k l A
++−±
i j k m = −
(pipj)
(pipm)
A−++∓i j k mA
−++±
i k l m
= +
(pipj)
(plpm)
A++−∓i k l mA
+−+∓
j k l m
= −(pipj)
(pjpl)
A−++∓i j k l A
−++±
j k l m . (3.2.19)
Two further relations can be obtained from each of the equations in (3.2.18)
and (3.2.19) via the substitutions (j ↔ k) and (i ↔ k). Three further sets
of relations can finally be constructed by substituting (l ↔ m) in all these
relations derived from (3.2.19).
Step 3 consists of two parts:
• First, we try to eliminate sums containing Aa b c±i j k l , (pipj) (pkpl), i j k l, and
products thereof. To this end, we use the Schouten identity (3.1.10), the
relations (3.2.16)–(3.2.19), and linear relations like A+−+±i j k l = 2 (pipj) (pkpl)
−A++−∓i j k l or (pipj) (pkpl) ± i i j k l = A++−∓i j k l − (pipk) (pjpl) + (pipl) (pjpk)
that follow from the definition of the Aa b c±i j k l (3.2.7). All these relations
are applied recursively to parts of S in (3.2.12) as long as they lead to
simplifications.
When starting from structures of the form (3.0.3), we succeeded in this
way to eliminate all sums, and the resulting S involve only products
of Aa b c±i j k l and scalar products in the numerator, and products of scalar
products in the denominator.
• Second, the products of Aa b c±i j k l are simplified further and brought into a
standard form by using the relations (3.2.16)–(3.2.19).
Typical results are
[
γµγνγρ
]σ
12
[
γµγνγρ
]τ
34
=
4
(p1p3)
(
2 A−++σ1 2 3 4
(p1p4) (p2p3)
δσ,τ + δσ,−τ
)
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×
[
/p3
]σ
12
[
/p1
]τ
34
,[
/p3/p5γ
µ
]−
12
[
γµ
]−
56
= 0 ,[
/p3γ
µγν
]+
12
[
γµγ
ργκ
]−
34
[
γνγργκ
]−
56
= 0 ,
[
/p3γ
µγν
]σ
12
[
γνγ
ργκ
]−
34
[
γµγργκ
]−
56
=
−4 A−+++1 3 4 5 A+−++1 3 4 6
(p1p3) (p1p4) (p1p5) (p1p6) (p3p4)
×
[
/p3
]σ
12
[
/p1
]−
34
[
/p1
]−
56
(
δσ,− + 2 δσ,+
)
,
[
/p3γ
µγνγργκ
]−
12
[
γνγργκ
]−
34
[
γµ
]−
56
=
8 A−++−1 2 3 4 A
−++−
1 3 5 6
(p1p3) (p1p4) (p1p5) (p1p6) (p2p3)
×
[
/p3
]−
12
[
/p1
]−
34
[
/p1
]−
56
,
−iµνρσ p1,σ
[
γµ
]+
12
[
γν
]−
34
[
γρ
]−
56
=
A+−+−1 2 3 5
2 (p1p3) (p1p5) (p2p3)
×
[
/p3
]+
12
[
/p1
]−
34
[
/p1
]−
56
. (3.2.20)
The entire reduction algorithm, described in the three steps above, reduces
the spinor chains of the considered processes to the SMEs (3.2.12) and about 35
different Aa b c±i j k l . When inserting the results into the amplitudes, further simpli-
fications between contributions of different spinor structures can be performed
owing to the simple structure of the SMEs. This speeds up the calculations
considerably.
The spinor structures could alternatively be evaluated directly in the Weyl–
van der Waerden spinor formalism, as described in some detail in the appendix.
Although most of the relations given in this section can be easily derived using
the spinor formalism, many simplifications that are based on four-momenta
are harder to perform in that approach.
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Chapter 4
The complex mass scheme at
one loop
The description of resonances in perturbation theory requires at least a partial
Dyson summation of self-energy insertions. This leads to a mixing of pertur-
bative orders and, if done carelessly, can easily jeopardise gauge invariance
[33,34]. Therefore, the proper introduction of finite-width effects is a non-
trivial problem. While several solutions have been described for lowest-order
predictions [29,34–42], no viable, universally valid scheme exists so far for a
consistent evaluation of radiative corrections in the presence of resonances. A
pole expansion [35,37,38,42] provides a gauge-invariant answer and is appli-
cable to radiative corrections, but restricts the validity of the result to the
resonance region only and is not reliable in threshold regions. In our calcula-
tion we want to cover both the threshold region, where the pole approximation
is not applicable, and the continuum above threshold, where threshold expan-
sions are not valid. Moreover, the calculation should be valid both for resonant
and non-resonant regions in phase space. In other words, we are after a unified
description that is applicable in the complete phase space and does not require
any matching between different treatments for different regions.
Such a description is provided by the “complex-mass scheme” (CMS), which
was introduced in Ref. [29] for lowest-order calculations. In this approach the
W- and Z-boson masses are consistently considered as complex quantities, de-
fined as the locations of the poles in the complex k2 plane of the corresponding
propagators with momentum k. Gauge invariance is preserved if the complex
masses are introduced everywhere in the Feynman rules, in particular in the
definition of the weak mixing angle,
cos2 θW ≡ c2w = 1− s2w =
µ2W
µ2Z
, (4.0.1)
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which is derived from the ratio of the complex mass squares of the gauge
bosons,∗
µ2W = M
2
W − iMWΓW, µ2Z = M2Z − iMZΓZ. (4.0.2)
The (algebraic) relations, such as Ward identities, that follow from gauge in-
variance remain valid, because the gauge-boson masses are modified only by an
analytic continuation. As a consequence unitarity cancellations are respected,
and the amplitudes have a decent high-energy behaviour.
While necessary in the resonant propagators, the consistent introduction
of complex gauge-boson masses introduces spurious terms in other places, as
e.g. in the weak mixing angle (4.0.1). When using the CMS at tree level,
which amounts to replacing the real gauge-boson masses by the complex masses
(4.0.2) and the weak mixing angle by (4.0.1) in tree-level amplitudes, the
spurious terms are of order O(ΓW/MW) = O(α) relative to the lowest-order
term (both in resonant and non-resonant regions).
Here we use a generalization of the CMS to higher orders, which was pro-
posed in Ref. [44,45]. The complex masses are introduced directly at the level
of the Lagrangian by splitting the bare masses into complex renormalized
masses and complex counterterms. This scheme has the following properties:
• From the Lagrangian we obtain Feynman rules with complex masses
and counterterms with which we can perform perturbative calculations
as usual. Since we do not change the theory at all, but only rearrange
its perturbative expansion, no double counting of terms occurs.
• For each unstable particle mass, we add and subtract the same imaginary
part in the Lagrangian. One of these terms provides the imaginary part
for the mass parameter and becomes part of the free propagator, while
the other becomes part of a counterterm vertex. The first term is, thus,
resummed but the second is not. Independently of the imaginary part
that is added and subtracted, this procedure does not spoil the algebraic
relations that govern gauge invariance, and unitarity cancellations are
exactly respected. In practice, this means that we can insert values for
the gauge-boson widths that are not directly related to the one-loop order
to which the corrections for the process are calculated. We could even
∗While it is generally accepted that the mass and width of unstable particles are related to
the pole of the propagator in the complex plane, this does not define the mass and the width
separately. This arbitrariness is discussed in detail in Ref. [64], where also a definition of the
mass and width is proposed such that the width is given by the inverse lifetime. We have
chosen the popular definition (4.0.2), but the complex renormalization scheme is applicable
to other definitions as well.
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go beyond one loop in the calculation of the widths or take an empirical
value.
• Performing an O(α) calculation in the CMS yields O(α) accuracy ev-
erywhere in phase space provided the width that enters in the resonant
propagators via the complex mass is calculated including at least O(α)
corrections. This is evident away from the resonances, where one could
expand in terms of the width, thus recovering the usual perturbative
expansion. In the resonance region, where the resonant contributions
dominate, both the prefactors of the resonant propagators and the res-
onant propagators themselves are taken into account in O(α) and our
results differ by O(α2) terms from a leading pole approximation where
this is applicable. Thus, any spurious terms are of order O(α2).
Introducing complex masses and couplings seems to violate unitarity. Ob-
viously, the Cutkosky cutting equations [65] are no longer valid, and unitarity
cannot simply be proven order by order anymore. However, since we do not
modify the bare Lagrangian, the unitarity-violating terms are of higher order,
i.e. of O(α2) in an O(α) calculation. Moreover, this unitarity violation can-
not be enhanced, because all Ward identities are exactly preserved. In this
respect one should also mention that unstable particles should be excluded as
external states and only the S-matrix connecting stable particle states needs
to be unitary, as has already been pointed out by Veltman in the sixties [66].
Of course, before the described CMS can be viewed as a rigorous procedure to
define a renormalized quantum field theory it has to be clarified whether one
can directly prove unitarity order by order in this formalism. In particular, it is
an interesting question whether one can construct modified cutting equations
in the CMS.
4.1 Complex renormalization – ’t Hooft–Feynman gauge
The consistent introduction of complex masses in loop calculations neces-
sitates the formulation of an appropriate renormalization prescription. To this
end, the on-shell renormalization scheme formulated in Refs. [48,52,67] is gen-
eralized at the one-loop level in a straight-forward way [44,45].
Following the conventions of Ref. [52], the renormalized transverse (T)
gauge-boson self-energies read
ΣˆWT (k
2) = ΣWT (k
2)− δµ2W + (k2 − µ2W)δZW ,
ΣˆZZT (k
2) = ΣZZT (k
2)− δµ2Z + (k2 − µ2Z)δZZZ,
ΣˆAAT (k
2) = ΣAAT (k
2) + k2δZAA,
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ΣˆAZT (k
2) = ΣAZT (k
2) + k2
1
2
δZAZ + (k2 − µ2Z)
1
2
δZZA, (4.1.1)
where A denotes the photon field, and the hat indicates renormalized self-
energies. Compared to Ref. [52], the renormalized on-shell masses and mass
counterterms are replaced by the renormalized complex masses µW and µZ ev-
erywhere, i.e. also within the self-energies. The field renormalization constants
are denoted in the CMS by calligraphic letters. The complex renormalized
masses and mass counterterms result from a splitting of the real bare masses
squared,†
M2W,0 = µ
2
W + δµ
2
W, M
2
Z,0 = µ
2
Z + δµ
2
Z, (4.1.2)
where here and in the following bare quantities are indicated by a subscript 0.
Similarly, splitting the bare fields in complex field renormalization constants
and renormalized fields
W±0 = (1 +
1
2
δZW )W±,

Z0
A0

 =

 1 +
1
2
δZZZ 12δZZA
1
2
δZAZ 1 + 12δZAA



Z
A

 , (4.1.3)
implies that the bare and renormalized fields have different phases. Thus, for
instance, the renormalized Z-boson field becomes complex, while the corre-
sponding bare field is real. As a consequence, the renormalized Lagrangian,
i.e. the Lagrangian in terms of renormalized fields without counterterms, is not
hermitian, but the total Lagrangian (which is equal to the bare Lagrangian)
of course is.
In order to fix the counterterms, the renormalization conditions of the
complete on-shell scheme [52,67] are generalized as
ΣˆWT (µ
2
W) = 0, Σˆ
ZZ
T (µ
2
Z) = 0,
ΣˆAZT (0) = 0, Σˆ
AZ
T (µ
2
Z) = 0,
Σˆ′WT (µ
2
W) = 0, Σˆ
′ZZ
T (µ
2
Z) = 0, Σˆ
′AA
T (0) = 0, (4.1.4)
where the prime denotes differentiation with respect to the argument. The
conditions (4.1.4), in particular the first two, fix the mass counterterms in
such a way that the renormalized mass is equal to the location of the propaga-
tor pole in the complex plane. This is a gauge-invariant quantity, as pointed
out and shown in Refs. [37,69]. The last five renormalization conditions in
(4.1.4) fix the field renormalization constants. Note that the field renormal-
ization constants of the gauge-boson fields exactly drop out in all S-matrix
†Similar ideas were proposed in Ref. [68].
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elements that do not involve external gauge bosons, but allow to render all
vertex functions finite. This generally holds for all field renormalization con-
stants of unstable particles as long as one does not consider S-matrix elements
for external unstable particles. Unlike in Refs. [52,67], real parts are not taken
in the renormalization conditions (4.1.4), and thus not only the mass renor-
malization constants but also the field renormalization constants become in
general complex. This ansatz is supported by the fact that the imaginary part
of one-loop scattering amplitudes involving unstable external particles becomes
gauge dependent if the imaginary parts of the counterterms are not included
[70]. For the definition of the renormalized mass and width this scheme is
exactly the one described in Appendix D of Ref. [36]. As a matter of fact, the
renormalization constant δZW applies to both the W + and W− field, i.e. the
imaginary part of δZW is fixed by the renormalization condition and does not
change sign when going from the W + to the W− field.
The renormalization conditions (4.1.4) have the solutions
δµ2W = Σ
W
T (µ
2
W), δµ
2
Z = Σ
ZZ
T (µ
2
Z),
δZZA = 2
µ2Z
ΣAZT (0), δZAZ = −
2
µ2Z
ΣAZT (µ
2
Z),
δZW = −Σ′WT (µ2W), δZZZ = −Σ′ZZT (µ2Z),
δZAA = −Σ′AAT (0), (4.1.5)
which require to calculate the self-energies for complex squared momenta. This
would demand an analytic continuation of the 2-point functions entering the
self-energies in the momentum variable to the unphysical Riemann sheet. In
order to avoid this complication, an appropriate expansion about real argu-
ments is performed,
ΣWT (µ
2
W) = Σ
W
T (M
2
W) + (µ
2
W −M2W)Σ′WT (M2W) +O(α3),
ΣZZT (µ
2
Z) = Σ
ZZ
T (M
2
Z) + (µ
2
Z −M2Z)Σ′ZZT (M2Z) +O(α3),
1
µ2Z
ΣAZT (µ
2
Z) =
1
µ2Z
ΣAZT (0) +
1
M2Z
ΣAZT (M
2
Z)
− 1
M2Z
ΣAZT (0) +O(α2), (4.1.6)
as done similarly in Appendix D of Ref. [36]. The O(α2) and O(α3) contribu-
tions result from products of terms ΣW = O(α), ΣZZ = O(α), ΣAZ = O(α),
(µ2W−M2W) = O(α), and (µ2Z−M2Z) = O(α) and are UV-finite by construction
at the one-loop level.
By neglecting these O(α2) and O(α3) terms, one can replace (4.1.5) by
δµ2W = Σ
W
T (M
2
W) + (µ
2
W −M2W)Σ′WT (M2W),
δµ2Z = Σ
ZZ
T (M
2
Z) + (µ
2
Z −M2Z)Σ′ZZT (M2Z), (4.1.7)
38 CHAPTER 4. THE COMPLEX MASS SCHEME AT ONE LOOP
and
δZZA = 2
µ2Z
ΣAZT (0),
δZAZ = − 2
M2Z
ΣAZT (M
2
Z) +
(
µ2Z
M2Z
− 1
)
δZZA,
δZW = −Σ′WT (M2W), δZZZ = −Σ′ZZT (M2Z). (4.1.8)
We use these counterterms in our calculation. While the missing O(α2) terms
in δZAZ do not influence our results, since the gauge-boson field renormal-
ization constants drop out as there is no external gauge boson in the process
under consideration, the missing (finite) O(α3) terms in the mass counterterms
are beyond the accuracy of our calculation. The counterterms (4.1.7) involve
only functions that appear also in the usual on-shell renormalization scheme
[52,67], but consistently take into account the imaginary parts.
When inserting the counterterms (4.1.7) and (4.1.8) into (4.1.1), one can
rewrite the renormalized self-energies in the CMS as
ΣˆWT (k
2) = ΣWT (k
2)− δM2W + (k2 −M2W)δZW ,
ΣˆZZT (k
2) = ΣZZT (k
2)− δM2Z + (k2 −M2Z)δZZZ,
ΣˆAAT (k
2) = ΣAAT (k
2) + k2δZAA,
ΣˆAZT (k
2) = ΣAZT (k
2) + k2
1
2
δZAZ + (k
2 −M2Z)
1
2
δZZA (4.1.9)
with
δM2W = Σ
W
T (M
2
W), δM
2
Z = Σ
ZZ
T (M
2
Z),
δZZA =
2
M2Z
ΣAZT (0), δZAZ = −
2
M2Z
ΣAZT (M
2
Z),
δZW = −Σ′WT (M2W), δZZZ = −Σ′ZZT (M2Z),
δZAA = −Σ′AAT (0). (4.1.10)
Equations (4.1.9) with (4.1.10) have exactly the form of the renormalized self-
energies in the usual on-shell scheme, but without taking the real part of the
counterterms. While in the on-shell scheme the self-energies are calculated in
terms of the real renormalized masses M 2Z and M
2
W, in (4.1.9) and (4.1.10)
the self-energies are to be calculated in terms of the complex masses µ2Z and
µ2W, although with real squared momenta. Note that this difference between
usual on-shell and complex renormalization also changes the form of the IR
divergence appearing in the W-field renormalization constant δZW . In the
former scheme, it appears as logarithm ln mγ of an infinitesimally small photon
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mass (or as the related 1/(4 − D) pole in dimensional regularization); in the
latter, the W width regularizes the singularity via ln ΓW.
Owing to its definition (4.0.1), the renormalization of the complex weak
mixing angle is determined by
δsw
sw
= −c
2
w
s2w
δcw
cw
= − c
2
w
2s2w
(
δµ2W
µ2W
− δµ
2
Z
µ2Z
)
. (4.1.11)
The electric charge is fixed in the on-shell scheme by requiring that there
are no higher-order corrections to the eeγ vertex in the Thomson limit. In the
CMS this condition reads
δe
e
=
1
2
Σ′AA(0)− sw
cw
ΣAZT (0)
µ2Z
. (4.1.12)
Because of the presence of the complex masses in the loop integrals, the charge
renormalization constant and thus the renormalized charge become complex.
Since the imaginary part of the bare charge vanishes, the imaginary part of
the charge renormalization constant is directly fixed by the imaginary part of
self-energies. In a one-loop calculation, the imaginary part of the renormal-
ized charge drops out in the corrections to the absolute square of the matrix
element, because the charge factorizes from the lowest-order matrix element.
Starting from the two-loop level, the imaginary part has to be taken into ac-
count.
For a correct description of the resonances at the O(α) level, we need the
width including O(α) corrections. The width is defined via (4.1.7). Using
δµ2W = M
2
W,0 − µ2W and taking the imaginary part of (4.1.7) yields
MWΓW = Im{ΣWT (M2W)} −MWΓW Re{Σ′WT (M2W)}+O(α3), (4.1.13)
which can be iteratively solved for ΓW. In O(α2), i.e. including first-order
corrections to the width, the result is equivalent to the one obtained in the
usual on-shell scheme. To this order the imaginary part of the self-energy is
required in two-loop accuracy, but it can be more easily obtained by calculating
the one-loop corrections to the decay processes W → f¯f ′ [36]. In our numerical
calculation, we calculate the width from the decay processes including O(α)
corrections [16].
In our calculation we consider external fermions only in the massless limit,
in which these fermions are stable. Therefore, the corresponding on-shell self-
energies do not involve any absorptive parts. Nevertheless they become com-
plex via the complex renormalized weak mixing angle and the complex gauge-
boson masses, and thus the field renormalization constants δZf,σ of the fermion
fields fσ, defined by
fσ0 = (1 +
1
2
δZf,σ)fσ, σ = R, L, (4.1.14)
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become complex. As in the case of δZW , also these complex field renormaliza-
tion constants apply both for fermions and antifermions, i.e. fields and anti-
fields are not connected by complex conjugation anymore. Explicitly the δZf,σ
are given by
δZf,σ = −Σf,σ(m2f)−m2f
[
Σ′f,R(m2f ) + Σ
′f,L(m2f) + 2Σ
′f,S(m2f )
]
, (4.1.15)
where σ = R, L refers to the right- and left-handed components of the fermion
self-energy Σf(p) following the conventions of Ref. [52]. Note that again no real
part was taken in this relation in contrast to the usual on-shell renormalization.
In contrast to δZW , there are soft IR divergences in the field renormalization
constants δZf that are not regularized by finite widths but by the usual IR
regulators such as mγ .
In the massless limit, the fermion-mass renormalization constant δmf tends
to zero, and the quark-mixing matrix, if assumed to be different from the unit
matrix, need not be renormalized. Since the top-quark and the Higgs boson
do not appear in the lowest-order matrix elements for the processes under
consideration, the corresponding mass and field counterterms are not needed
in our calculation. Also the gauge-fixing term need not be renormalized.
In summary, in the CMS the usual renormalization conditions of the on-
shell scheme can be used, but without taking any real parts. All parameters, in
particular also the renormalization points, become complex. The calculation
of self-energies with complex momentum arguments can be avoided by expand-
ing these about real values. Performing these expansions appropriately and
neglecting (UV-finite) higher-order terms, the renormalized self-energies are
obtained just as in the usual on-shell scheme with renormalization constants
determined for real momenta. However, all the mass arguments are complex
and no real parts must be taken.
4.2 Complex renormalization – Background-field gauge
Using the background-field method, the gauge-boson field renormalization
constants can be determined in terms of the parameter renormalization in such
a way that Ward identities possess the same form before and after renormaliza-
tion [48]. Real parameters have to be substituted by the corresponding com-
plex parameters everywhere when the complex renormalization is employed.
The complex parameter renormalization is fixed as above in (4.1.7), (4.1.11)
and (4.1.12). Note that ΣAZT (0) vanishes in the background-field gauge as a
consequence of the background-field gauge invariance of the effective action,
which in particular simplifies the charge renormalization constant (4.1.12).
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Since the gauge-boson field renormalization constants drop out in the S-
matrix elements without external gauge-boson fields, we can alternatively also
use the definitions in (4.1.8) in the calculation.
4.3 Complex renormalization – Loop integrals
The consistent use of complex gauge-boson masses requires to use these also
in the loop integrals. Thus, we need one-loop integrals with complex internal
masses. The IR-singular integrals can be found in Ref. [57]. Concerning the
non-IR singular cases, we have analytically continued the results of Ref. [56]
for the 2-point and 3-point functions‡, and the relevant results of Ref. [58] for
the 4-point functions. We have checked all these results by independent direct
calculation of the Feynman-parameter integrals.§
‡Note that the result of Ref. [56] for the scalar two-point function is not valid in general
for complex masses. In this case an extra η function has to be added. The same comment
applies to the results for the 2-point tensor integrals in Ref. [55].
§The described work on the loop integrals has been carried out by A. Denner and
S. Dittmaier.
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Chapter 5
Numerical results
5.1 Input parameters and setup
The numerical results are based on the same set of input parameters as in
Ref. [44]:
Gµ = 1.16637× 10−5 GeV−2, α(0) = 1/137.03599911, αs = 0.1187,
MW = 80.425 GeV, MZ = 91.1876 GeV, ΓZ = 2.4952 GeV,
MH = 115 GeV,
me = 0.51099892 MeV, mµ = 105.658369 MeV, mτ = 1.77699 GeV,
mu = 66 MeV, mc = 1.2 GeV, mt = 178 GeV,
md = 66 MeV, ms = 150 MeV, mb = 4.3 GeV,
(5.1.1)
which essentially follows Ref. [71]. For the top-quark mass mt we have taken
the more recent value of Ref. [72]. The masses of the light quarks are adjusted
to reproduce the hadronic contribution to the photonic vacuum polarization of
Ref. [73]. Since we parametrize the lowest-order cross section with the Fermi
constant Gµ (Gµ scheme), i.e. we derive the electromagnetic coupling α ac-
cording to αGµ =
√
2GµM
2
W(1−M2W/M2Z)/pi, the results are practically inde-
pendent of the masses of the light quarks. Moreover, this procedure absorbs
the corrections proportional to m2t/M
2
W in the fermion–W-boson couplings and
the running of α(Q2) from Q2 = 0 to the electroweak scale. In the relative
radiative corrections, we use, however, α(0) as coupling parameter, which is
the correct effective coupling for real photon emission.
QCD corrections are treated in the “naive” approach of multiplying cross
sections and partial decay rates by factors (1+αs/pi) per hadronically decaying
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W boson. The W-boson width ΓW is calculated from the above input including
electroweak O(α) and QCD corrections, yielding
ΓW = 2.09269848 . . . GeV. (5.1.2)
This procedure ensures that the effective branching ratios for the leptonic,
semileptonic, and hadronic W decays, which result from the integration over
the decay fermions, add up to 1. In order to keep this normalization also for
the IBA, ΓW is calculated in the corresponding approximation, i.e. in the Gµ
scheme without electroweak corrections, yielding
ΓW
∣∣∣
IBA
= 2.10009936 . . . GeV. (5.1.3)
A detailed description of the IBA, as used in RacoonWW, can be found in
Ref. [26]. The value for the Z decay width ΓZ, which is needed because of the
Z resonance in the ISR convolution below the W-pair threshold, is taken from
experiment [71]. All other particles, including the top quark and the Higgs
boson, are taken as stable.
5.2 Total and differential cross sections
5.2.1 Without phase-space cuts
In the following we discuss total cross sections without any phase-space
cuts. The presented results have been published in Ref. [44] and are obtained
with 107 events, using the subtraction method. Tables 5.1–5.3 show some
representative results on total cross sections for the final states ντ τ
+µ−ν¯µ,
ud¯µ−ν¯µ, and ud¯sc¯ in various approximations for different CM energies
√
s.
The numbers in parentheses represent the uncertainties from Monte Carlo
integration in the last digits of the predictions. Columns two and three in
each table contain the two versions of the lowest-order cross section for the
full e+e− → 4f processes corresponding to the different treatments of finite-
width effects as provided by the “fixed-width scheme” (FW) and the complex-
mass scheme (CMS). In the FW scheme the finite constant width, and thus
the complex mass, is only inserted into the resonant propagators. The rela-
tive difference σBorn(CMS)/σBorn(FW) − 1 of the schemes in lowest order is
given by the numbers in square brackets in the third columns. Note that
the difference is only 0.06% for the considered energies, so that it is not es-
sential to which Born cross section we normalize relative corrections. We
have not given an error on this difference, because the two Born predictions
are strongly correlated. The fourth columns show the IBA [26] implemented
in RacoonWW, which is based on universal corrections only and includes
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e+e− → ντ τ+µ−ν¯µ√
s/GeV Born(FW) Born(CMS) IBA DPA ee4f
161 50.04(2) 50.01(2) 37.18(2) 37.08(2) 37.95(2)
[−0.06%] [−25.67(6)%] [−25.90(3)%] [−24.12(4)%]
170 160.53(6) 160.44(6) 129.12(6) 129.17(6) 129.23(6)
[−0.06%] [−19.52(5)%] [−19.53(3)%] [−19.45(3)%]
189 216.57(8) 216.45(8) 191.89(8) 191.66(9) 190.89(9)
[−0.06%] [−11.35(5)%] [−11.50(2)%] [−11.81(3)%]
200 220.41(9) 220.29(9) 201.13(9) 200.04(10) 199.21(10)
[−0.06%] [−8.70(6)%] [−9.24(2)%] [−9.57(3)%]
500 86.95(5) 86.90(5) 92.79(5) 89.81(6) 89.13(6)
[−0.06%] [+6.78(9)%] [+3.29(3)%] [+2.57(4)%]
1000 33.35(2) 33.33(2) 38.04(4) 35.76(3) 35.37(3)
[−0.06%] [+14.12(14)%] [+7.21(5)%] [+6.12(6)%]
Table 5.1: Total cross sections in fb for e+e− → νττ+µ−ν¯µ in Born approxima-
tion (in the fixed-width and complex-mass schemes), IBA, DPA, and using the
full O(α) correction (ee4f); all but the Born cross sections include higher-order
ISR corrections.
solely the contributions of the CC03 diagrams; the numbers in square brack-
ets are defined as δIBA = σIBA/σBorn(CMS) − 1. The fifth columns show the
DPA of RacoonWW∗, which comprises also non-universal corrections [25];
the numbers in square brackets are defined as δDPA = σDPA/σBorn(FW) − 1.
We normalize σDPA to σBorn(FW), because the lowest-order part of the DPA
is per default evaluated in the FW scheme in RacoonWW. Finally, the last
columns (ee4f) contain the full one-loop corrections to e+e− → 4f ; the num-
bers in square brackets are defined as δee4f = σee4f/σBorn(CMS) − 1. Here we
normalize to σBorn(CMS), because the full e
+e− → 4f calculation is consis-
tently performed in the CMS. Note that all but the “Born” numbers include
improvements by ISR effects beyond O(α), as described in Ref. [25]. Addition-
ally the results on the semileptonic and hadronic cross sections (all but the
Born cross results) include naive QCD corrections, as explained in Section 5.1.
For better illustration Figure 5.1 depicts the predictions for the energy ranges
∗We recall that the DPA of RacoonWW goes beyond a pure pole approximation in
two respects. The real-photonic corrections are based on the full e+e− → 4f + γ matrix
elements, and the Coulomb singularity is included for off-shell W bosons. Further details
can be found in Ref. [25].
46 CHAPTER 5. NUMERICAL RESULTS
e+e− → ud¯µ−ν¯µ√
s/GeV Born(FW) Born(CMS) IBA DPA ee4f
161 150.15(7) 150.07(7) 115.75(7) 115.48(7) 118.12(8)
[−0.06%] [−22.87(6)%] [−23.09(3)%] [−21.29(4)%]
170 481.6(2) 481.3(2) 402.0(2) 401.8(2) 402.1(2)
[−0.06%] [−16.48(5)%] [−16.58(3)%] [−16.47(3)%]
189 649.7(3) 649.4(3) 597.4(3) 596.1(3) 593.8(3)
[−0.06%] [−8.00(5)%] [−8.26(3)%] [−8.55(3)%]
200 661.3(3) 660.9(3) 626.2(3) 622.2(3) 619.7(3)
[−0.06%] [−5.26(6)%] [−5.91(3)%] [−6.24(3)%]
500 260.9(1) 260.8(1) 288.9(2) 279.6(2) 277.4(2)
[−0.06%] [+10.78(9)%] [+7.14(4)%] [+6.37(4)%]
1000 100.10(6) 100.04(6) 118.44(13) 111.45(9) 110.17(10)
[−0.06%] [+18.39(15)%] [+11.34(5)%] [+10.13(7)%]
Table 5.2: Total cross sections in fb for e+e− → ud¯µ−ν¯µ in Born approximation
(in the fixed-width and complex-mass schemes), IBA, DPA, and using the full
O(α) correction (ee4f); all but the Born cross sections include higher-order
ISR and QCD corrections.
e+e− → ud¯sc¯
√
s/GeV Born(FW) Born(CMS) IBA DPA ee4f
161 450.5(2) 450.3(2) 360.4(2) 359.7(2) 367.6(3)
[−0.06%] [−19.97(6)%] [−20.16(4)%] [−18.37(4)%]
170 1444.9(5) 1444.1(5) 1251.6(5) 1250.1(6) 1250.7(6)
[−0.06%] [−13.33(5)%] [−13.49(3)%] [−13.39(3)%]
189 1949.3(8) 1948.2(8) 1860.0(8) 1853.8(9) 1846.9(9)
[−0.06%] [−4.53(6)%] [−4.90(3)%] [−5.20(3)%]
200 1983.9(8) 1982.9(8) 1949.5(9) 1935.3(9) 1927.7(9)
[−0.06%] [−1.68(6)%] [−2.45(3)%] [−2.78(3)%]
500 782.9(4) 782.5(4) 899.4(5) 869.4(6) 862.9(6)
[−0.06%] [+14.94(9)%] [+11.05(4)%] [+10.27(4)%]
1000 300.3(2) 300.1(2) 368.7(4) 346.1(3) 342.1(3)
[−0.06%] [+22.86(16)%] [+15.26(5)%] [+13.98(7)%]
Table 5.3: As in Table 5.2, but for the process e+e− → ud¯sc¯.
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of LEP2 and of the high-energy phase of a future ILC, focusing on the leptonic
final state νττ
+µ−ν¯µ. The respective figures for the relative corrections δ to
the semileptonic and hadronic final states look almost identical, up to an offset
resulting from the QCD corrections.
A comparison between the DPA and the predictions based on the full O(α)
corrections reveals differences in the relative corrections δ of <∼ 0.5% (0.7%)
for CM energies ranging from
√
s ∼ 170 GeV to 300 GeV (500 GeV). This
is in agreement with the expected reliability of the DPA, as discussed in
Refs. [20,24,25]. At higher energies, the deviations increase and reach 1−2%
at
√
s = 1−2 TeV. In the threshold region (√s <∼ 170 GeV), as expected,
the DPA also becomes worse w.r.t. the full one-loop calculation, because the
naive error estimate of (α/pi) × (ΓW/MW) times some numerical safety fac-
tor of O(1−10) for the corrections missing in the DPA has to be replaced
by (α/pi)× ΓW/(
√
s− 2MW) in the threshold region and thus becomes large.
In view of that, the DPA is even surprisingly good near threshold. For CM
energies below 170 GeV the LEP2 cross section analysis was based on approx-
imations like the shown IBA, which follows the full one-loop corrections even
below the threshold at
√
s = 2MW within an accuracy of about 2%, as expected
in Ref. [26]. The shape of the relative corrections in the threshold region is
determined by ISR. The minimum in the relative corrections is correlated to
the maximum in the slope of the total cross section.
A detailed comparison [20] between the DPA versions of Ref. [22], of YF-
SWW [23,24], and of RacoonWW [25,29,26] showed differences of the same
order (or smaller) as the differences between the DPA of RacoonWW and
the result based on the full one-loop calculation of e+e− → 4f discussed above.
Therefore, these DPA predictions are consistent with the results based on the
full one-loop calculation. The DPA version presented in Ref. [28], however,
deviates from the full one-loop calculation by about 0.9% for typical LEP2
energies.
In addition to the above results which include ISR beyond O(α) and QCD
corrections, we present also explicit numbers that include only the genuine
O(α) corrections to facilitate a comparison to calculations made by other
groups in the future. Table 5.4 shows the relative O(α) corrections, i.e. with-
out higher-order ISR improvements and without QCD corrections, both for
the DPA of RacoonWW and for the full e+e− → 4f calculation for the three
final states ντ τ
+µ−ν¯µ, ud¯µ
−ν¯µ, and ud¯sc¯.
5.2.2 With phase-space cuts
In the following we discuss total and differential cross sections with phase-
space cuts. The results of this section have been published in Ref. [45] and
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Figure 5.1: Absolute cross section σ (upper plots) and relative corrections δ
(lower plots), as defined in the text, to the total cross section without cuts for
e+e− → ντ τ+µ−ν¯µ obtained from the IBA, DPA, and the full O(α) calculation
(ee4f). All predictions are improved by higher-order ISR.
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e+e− → νττ+µ−ν¯µ ud¯µ−ν¯µ ud¯sc¯√
s/GeV δDPA[%] δee4f [%] δDPA[%] δee4f [%] δDPA[%] δee4f [%]
161 −31.30(3) −29.53(3) −31.30(3) −29.56(3) −31.27(3) −29.62(3)
170 −21.67(2) −21.59(2) −21.75(2) −21.65(2) −21.81(2) −21.72(2)
189 −11.74(2) −12.05(2) −11.84(2) −12.13(2) −11.94(2) −12.22(2)
200 −9.15(2) −9.48(2) −9.25(2) −9.57(2) −9.33(2) −9.64(2)
500 +3.55(3) +2.84(4) +3.50(3) +2.76(4) +3.37(3) +2.63(4)
1000 +7.08(5) +5.98(6) +7.16(5) +5.98(7) +6.89(5) +5.69(7)
Table 5.4: Genuine relative O(α) corrections, i.e. without higher-order ISR
improvements and QCD corrections.
are obtained with 108 events, using the subtraction method. The setup differs
from the one of the total cross sections of Section 5.2.1 only in the event
selection. In contrast to the results of the last section, where no phase-space
cuts were applied at all, we now impose selection cuts in conjunction with a
photon recombination procedure. In detail, we adopt the same procedure as
in Ref. [27]:
1. All bremsstrahlung photons within a cone of 5 degrees around the beams
are treated as invisible, i.e. their momenta are disregarded when calcu-
lating angles, energies, and invariant masses.
2. Next, the invariant masses Mfγ of the photon with each of the charged
final-state fermions are calculated. If the smallest Mfγ is smaller than
Mrec = 25 GeV or if the energy of the photon is smaller than 1 GeV, the
photon is combined with the charged final-state fermion that leads to the
smallest Mfγ , i.e. the momenta of the photon and the fermion are added
and associated with the momentum of the fermion, and the photon is
discarded†.
3. Finally, all events are discarded in which one of the charged final-state
fermions is within a cone of 10 degrees around the beams (after a possible
recombination with a photon). No other cuts are applied.
All but the lowest-order predictions include naive QCD corrections and
improvements by ISR beyond O(α), as described in Ref. [27].
†Except for the 1 GeV cut, the described cut and recombination procedure coincides with
the one used in the first two papers of Ref. [25].
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√
s/GeV Born(FW) Born(CMS) DPA ee4f
e+e− → νττ+µ−ν¯µ
200 211.52(3) 211.40(3) 191.98(3) 191.18(3)
[−0.06%] [−9.24(1)%] [−9.57(1)%]
500 62.17(1) 62.14(1) 65.48(2) 64.96(2)
[−0.05%] [+5.32(1)%] [+4.54(1)%]
e+e− → ud¯µ−ν¯µ
200 628.72(9) 628.37(9) 591.55(9) 589.11(10)
[−0.06%] [−5.91(1)%] [−6.25(1)%]
500 180.83(4) 180.73(4) 197.87(5) 196.20(5)
[−0.06%] [+9.42(1)%] [+8.56(2)%]
e+e− → ud¯sc¯
200 1868.9(3) 1867.8(3) 1822.6(3) 1815.3(3)
[−0.06%] [−2.48(1)%] [−2.81(1)%]
500 526.1(1) 525.8(1) 597.1(2) 591.9(2)
[−0.06%] [+13.50(2)%] [+12.58(2)%]
Table 5.5: Integrated cross sections in fb for e+e− → ντ τ+µ−ν¯µ, ud¯µ−ν¯µ, and
ud¯sc¯ in Born approximation (in the fixed-width and complex-mass schemes), in
DPA, and using the full O(α) correction (ee4f); all but the Born cross sections
include higher-order ISR and (if relevant) naive QCD corrections.
In this section we consider results for various distributions at
√
s = 200 GeV
and
√
s = 500 GeV in the setup described above. For reference, in Table 5.5
we provide the corresponding integrated cross sections for the final states
νττ
+µ−ν¯µ, ud¯µ
−ν¯µ, and ud¯sc¯ in various approximations for different CM en-
ergies
√
s. Since the comments on the columns Born(FW), Born(CMS), DPA
and ee4f of the tables of Section 5.2.1 also hold for table Table 5.5, we don’t
repeat them here. For
√
s = 500 GeV the difference between the predictions
based on the full O(α) corrections and on the DPA slightly increases by ∼ 0.1%
with respect to the results of the total cross section without phase-space cuts of
Section 5.2.1. This tendency can be attributed to the fact that at high energies
the cross section is dominated by forward-scattered nearly on-shell W-bosons.
Such events are discarded by the cuts thus reducing the contribution of on-shell
W-boson pairs and worsening the quality of the DPA.
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For the differential distributions, we focus on the semileptonic process
e+e− → ud¯µ−ν¯µ in the following. The respective results for the final states
νττ
+µ−ν¯µ and ud¯sc¯ look similar, up to an offset resulting from the QCD cor-
rections; in particular, the difference between the DPA and the full O(α) cal-
culation are almost identical. We always display the lowest-order prediction
(Born) and the result of the full one-loop calculation (ee4f) in the upper row
of each figure. The relative corrections (in per cent) in the DPA approach
(DPA), δDPA = dσDPA/dσBorn(FW) − 1, and in the full one-loop calculation
(ee4f), δee4f = dσDPA/dσBorn(CMS) − 1, are shown in the lower rows of the
figures. These additionally include an inset depicting the relative difference
between the full one-loop and the DPA calculation with respect to the DPA
calculation, ∆ = dσee4f/dσDPA − 1. We define all angles in the laboratory
system, which is the CM system of the initial state. The momenta of the W+
and W− bosons are defined as
k+ = k1 + k2, k− = k3 + k4, (5.2.1)
respectively, after a possible photon recombination. From these momenta the
invariant masses of the virtual W bosons and their angles are calculated.
The invariant-mass distributions for the W+ and W− bosons are shown in
Figures 5.2 and 5.3. From the plots for the relative corrections, it can be seen
that the full one-loop corrections are smaller than the DPA corrections for
invariant masses bigger than MW and vice versa for invariant masses smaller
than MW. If neglected, this effect will give rise to a small shift in the di-
rect reconstruction of the W-boson mass. The distribution in the cosine of
the W+ production angle θW+ is shown in Figure 5.4. While at LEP energies
there is hardly any distortion of the shape induced by corrections beyond DPA,
at 500 GeV the difference of the corrections in DPA and the complete O(α)
corrections rises from −1% to about −2.5% with increasing scattering angle.
Note that such a distortion of the shape of the angular distribution can be a
signal for anomalous triple gauge-boson couplings. The angular dependence
of ∆ is even more pronounced in the distribution in the decay angle θW−µ−
presented in Figure 5.5. Note, however, that as a general feature the cross
section is smallest where the corrections beyond DPA are largest. The distri-
bution in the energy Eµ− of the muon can be found in Figure 5.6. Again, for√
s = 200 GeV the corrections beyond DPA hardly depend on the muon en-
ergy in the interval 20 GeV <∼ Eµ <∼ 80 GeV, where two resonant W bosons are
kinematically possible. Outside this interval, the DPA runs out of control, and
the difference to the full calculation becomes big; but there the cross section
is very small.
Finally, we consider the distributions in azimuthal angles that were also
discussed in Ref. [27] including corrections in DPA. In Figure 5.7 we show the
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Figure 5.2: Distribution in the invariant mass of the W+ boson (upper row)
and the corresponding corrections (lower row) at
√
s = 200 GeV (l.h.s.) and√
s = 500 GeV (r.h.s.) for e+e− → ud¯µ−ν¯µ. The inset plot shows the difference
between the full O(α) corrections and those in DPA.
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Figure 5.3: Distribution in the invariant mass of the W− boson (upper row)
and the corresponding corrections (lower row) at
√
s = 200 GeV (l.h.s.) and√
s = 500 GeV (r.h.s.) for e+e− → ud¯µ−ν¯µ. The inset plot shows the difference
between the full O(α) corrections and those in DPA.
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inset plot shows the difference between the full O(α) corrections and those in
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Figure 5.6: Distribution in the energy of the µ− (upper row) and the corre-
sponding corrections (lower row) at
√
s = 200 GeV (l.h.s.) and
√
s = 500 GeV
(r.h.s.) for e+e− → ud¯µ−ν¯µ. The inset plot shows the difference between the
full O(α) corrections and those in DPA
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distributions in the azimuthal decay angle φW+ of the W
+ boson, i.e. the angle
between the decay plane of the W+ and the plane of W-pair production,
cos φW+ =
(k+ × p+)(k+ × k1)
|k+ × p+||k+ × k1| ,
sgn(sin φW+) = sgn {k+ · [(k+ × p+)× (k+ × k1)]} . (5.2.2)
Here, in particular at 200 GeV the difference between DPA and the full O(α)
corrections is approximately proportional to sin φW+ plus some constant offset.
In the DPA, it can be deduced from Appendix A of Ref. [22], that the con-
tributions of the imaginary parts of the one-loop coefficient functions always
involve a factor sin φW+ or a factor sin φW− together with symmetric functions
in these angles. Contributions of real parts, on the other hand, are symmetric
in these angles. In order to illustrate this feature, we have included an ex-
tra curve in the plots for the relative corrections to this distribution labelled
“DPA (real)”. In this curve, we have switched off all imaginary parts in the
DPA calculation, apart from the finite width in the resonant propagators. As
expected, these results are symmetric in the angle φW+ about 180
◦. The con-
tribution proportional to sin φW+ in the difference of the full O(α) calculation
with respect to the DPA (real) is even larger than the corresponding difference
with respect to the complete DPA. These properties of the DPA suggest, that
also the sinusoidal dependence on φW+ in the latter difference results from
imaginary parts. A possible source could be the missing imaginary parts of
the counterterms in DPA.
The distributions in the angle φ between the two planes spanned by the
momenta of the two fermion pairs in which the W bosons decay, i.e. (note that
k+ = −k− for non-photonic events)
cos φ =
(k+ × k1)(−k− × k3)
|k+ × k1||−k− × k3| ,
sgn(sin φ) = sgn {k+ · [(k+ × k1)× (−k− × k3)]} , (5.2.3)
are presented in Figure 5.8. The large corrections for angles φ near 0◦ or
180◦, i.e. if the two decay planes coincide, result from the suppression of hard
photonic corrections [27]. The corrections beyond DPA do hardly depend on
φ.
5.3 Remaining theoretical uncertainties
We have reduced the TU for the charged-current processes e+e− →
νττ
+µ−ν¯µ, ud¯µ
−ν¯µ, ud¯sc¯, in particular in the threshold region of W-pair pro-
duction, considerably by calculating the full O(α) corrections [44]. ISR beyond
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Figure 5.7: Distribution in the azimuthal decay angle of the W+ (upper row)
and the corresponding corrections (lower row) at
√
s = 200 GeV (l.h.s.) and√
s = 500 GeV (r.h.s.) for e+e− → ud¯µ−ν¯µ. The inset plot shows the difference
of the full O(α) corrections to those in DPA and the larger difference to those
in DPA (real), which is calculated without imaginary parts.
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Figure 5.8: Distribution in the azimuthal angle φ (upper row) and the corre-
sponding corrections (lower row) at
√
s = 200 GeV (l.h.s.) and
√
s = 500 GeV
(r.h.s.) for e+e− → ud¯µ−ν¯µ. The inset plot shows the difference between the
full O(α) corrections and those in DPA.
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O(α) is included via structure functions in leading-logarithmic accuracy. For
energies below ∼ 500 GeV, the remaining uncertainties resulting from missing
electroweak corrections are then dominated by the next-to-leading logarithmic
electromagnetic corrections of order (α/pi)2 log(m2e/s) which can be estimated
to contribute <∼ 0.1%. Near the W-pair-production threshold, higher-order
effects of the Coulomb singularity are still missing. These are estimated to
∼ 0.2% [75,76] for the total cross sections. Thus, we estimate the theoretical
uncertainty due to unknown electroweak higher-order effects in the present cal-
culation of the total cross sections to be a few 0.1% from the threshold region
to about ∼ 500 GeV. At higher energies leading and subleading electroweak
high-energy logarithms, such as Sudakov logarithms, beyond one loop have to
be taken into account in addition to match this accuracy.
For a thorough estimate of the total theoretical uncertainty an inclusion
of QCD effects is indispensable for the processes involving final-state quarks.
In order to reach a precision of the order of a few 0.1% there, it is certainly
necessary to improve the treatment of O(αs) corrections (and beyond),
including a proper matching with parton showers. Bose–Einstein and colour
interconnection effects may also play an important role. For differential
distributions the uncertainties from QCD effects are even more relevant.
Chapter 6
Conclusions
We have presented results on total and differential cross sections, as well as
technical and conceptual details of our calculation for the charged-current four-
fermion production processes e+e− → νττ+µ−ν¯µ, ud¯µ−ν¯µ, ud¯sc¯ which, for the
first time, include the complete electroweak O(α) corrections.
In particular, we have described a method how the O(103) occurring dif-
ferent spinor structures can be algebraically reduced to a few simple standard
structures. The presented algorithm and the mechanisms for reducing and
simplifying amplitudes, which shorten the analytical results considerably and
thereby render the resulting computer code relatively short, is useful for other
future calculations.
Moreover, a concept for consistently performing one-loop calculations with
complex masses, to account for the finite widths of unstable particles, is pre-
sented. Technically the complex masses are introduced via an appropriate
complex renormalization prescription at the level of the Lagrangian, so that
the usual machinery of perturbation theory (Feynman rules etc.) can be used
to organize the calculation. Since therefore the theory is not changed at all,
there is no danger of double counting terms. The complex mass parameters,
which also enter the weak mixing angle and coupling constants, can be viewed
as an analytical continuation of the real masses. Consequently, all algebraic
relations that follow from gauge invariance (Slavnov–Taylor identities, Ward
identities, cancellation of gauge-parameter dependences) are valid in spite of
the use of the complex masses which incorporate finite-width effects. The price
to pay for this method is that all one-loop integrals have to be performed with
complex mass parameters.
A comparison with the predictions for the total cross section without phase-
space cuts based on the double-pole approximation (DPA) provided by the
generator RacoonWW reveals corrections beyond DPA of <∼ 0.5% (0.7%) for
CM energies ranging from
√
s ∼ 170 GeV to 300 GeV (500 GeV), consistent
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with previous estimates on the intrinsic DPA uncertainty. The difference to the
DPA increases to 1−2% for √s ∼ 1−2 TeV. At threshold, where predictions
had to be based on an improved Born approximation (IBA) at LEP2, the full
O(α) calculation corrects the IBA by about 1.6%, which is also consistent with
a previous error estimate. The full O(α) calculation, improved by higher-order
effects from initial-state radiation (ISR), reduces the remaining theoretical un-
certainty (TU) due to unknown electroweak higher-order effects to a few 0.1%
for scattering energies from the threshold region up to ∼ 500 GeV; above this
energy leading high-energy logarithms, such as Sudakov logarithms, beyond
one loop have to be taken into account to match this accuracy. At this level of
accuracy, also improvements in the treatment of QCD corrections to semilep-
tonic and hadronic e+e− → 4f processes will be necessary in the future.
Finally, we considered total cross sections with phase-space cuts and showed
the effects of the complete O(α) corrections to various differential cross sec-
tions of physical interest. In particular, we have considered differential cross
sections sensitive to imaginary parts, as in the distribution of the azimuthal
decay angle of the W+. The results for the differential cross sections have
also been compared to predictions based on the DPA, revealing that the latter
approximation is not sufficient to fully exploit the potential of a future linear
collider in an analysis of W-boson pairs at high energies. Specifically, at (and
above) a CM energy of 500 GeV the corrections beyond DPA induce a non-
negligible distortion in angular distributions that could be misinterpreted as
signal for anomalous triple gauge-boson couplings if not taking into account
the full electroweak O(α) corrections.
We have presented methods that were successfully used for the first com-
plete O(α) calculation of electroweak corrections to a process with six external
particles and involving unstable particles in intermediate states. Processes of
this type will become more and more important in the future.
Our methods are not specifically adapted to the considered process and
therefore are helpful in precision calculations for similar processes at future
colliders.
Appendix A
The spinor reduction in the
Weyl–van der Waerden
formalism
In this appendix we inspect the reduction algorithm of Section 3.2 within the
Weyl–van der Waerden (WvdW) spinor formalism, which is particularly simple
for massless particles. We consistently employ the conventions of Ref. [74] for
the spinor method and highlight only those features that are crucial for our
manipulations.
In this formalism, Dirac spinors and momenta of massless fermions are
described by Weyl spinors pA, pA˙ = (pA)
∗ which are related to the four-
momentum pµ according to
pµσ
µ
A˙B
= pA˙pB, (A.0.1)
where σµ
A˙B
denote the unit matrix (µ = 0) and the Pauli matrices (µ = 1, 2, 3).
The matrices σµ also appear as the non-vanishing blocks in the Dirac matrices
γµ. Thus, Dirac spinor chains translate into chains involving Weyl spinors and
σµ matrices. Coupled chains can be separated by using the relation
σµ
A˙B
σµ,C˙D = 2A˙C˙BD, (A.0.2)
where AB is the totally antisymmetric tensor in two dimensions and A˙B˙ is its
complex conjugate. In this way, all Weyl spinors get contracted in so-called
spinor products
〈pipj〉 = ABpi,Apj,B (A.0.3)
63
64APPENDIX A. THE SPINOR REDUCTION IN THE WVDW FORMALISM
or their complex conjugates. Using (A.0.2), Lorentz products can also be
translated into spinor products. We illustrate the above considerations by the
simplest examples:
(pipj) =
1
2
〈pipj〉〈pipj〉∗,[
/pk
]−
ij
= 〈pkpi〉〈pkpj〉∗,[
/pk
]+
ij
= 〈pkpi〉∗〈pkpj〉. (A.0.4)
Dirac chains of the form (3.0.3) involving no additional µνρσ can thus be
directly reduced to a product of (at least four) spinor products. The totally
antisymmetric tensor µνρσ is translated into WvdW objects according to
µνρκ =
i
4
(
σµ
A˙B
σν,BC˙σκ
C˙D
σρ,DA˙ − σµ
A˙B
σρ,BC˙σκ
C˙D
σν,DA˙
)
, (A.0.5)
so that contractions with µνρσ can also be expressed in terms of WvdW spinor
products. The two-dimensionality of the WvdW spinor space is rather restric-
tive and leads to the identity
〈pipj〉〈pkpl〉+ 〈pipk〉〈plpj〉+ 〈pipl〉〈pjpk〉 = 0, (A.0.6)
which frequently admits simplifications in complicated expressions. In the
cases relevant for the considered processes, these identities allow to combine
the sums that result from the application of (A.0.5), so that also all spinorial
expressions involving contractions with µνρσ can be reduced to a product of
spinor products.
The identities (A.0.5) and (A.0.6) also allow to write the combinations
Aa b c di j k l of (3.2.7) as simple factors of spinor products:
A++−+i j k l =
1
2
〈pipj〉〈pkpl〉〈pipk〉∗〈pjpl〉∗,
A+−++i j k l =
1
2
〈pipl〉〈pkpj〉〈pipj〉∗〈pkpl〉∗,
A−+++i j k l =
1
2
〈pipk〉〈pjpl〉〈pipl〉∗〈pjpk〉∗,
Aa b c−i j k l = (A
a b c +
i j k l )
∗. (A.0.7)
When expressing the Aa b c di j k l in terms of spinor products, the relations
(3.2.16)–(3.2.19) become trivial. The relations (A.0.7) and the fact that in
the WvdW formalism all spinor chains can be expressed in terms of prod-
ucts of spinor products explains why in the formalism of Section 3.2 all spinor
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chains could be reduced to a simple product of Aa b c di j k l and scalar products. The
results of (3.2.20) read in the WvdW formalism
[
γµγνγρ
]σ
12
[
γµγνγρ
]τ
34
= 8(4〈p2p4〉〈p1p3〉∗δτ++〈p2p3〉〈p1p4〉∗δτ−)δσ+
+ 8(4〈p2p4〉∗〈p1p3〉δτ−+〈p2p3〉∗〈p1p4〉δτ+)δσ−,[
/p3γ
µγν
]σ
12
[
γνγ
ργκ
]−
34
[
γµγργκ
]−
56
= 32〈p3p5〉〈p4p6〉∗(〈p2p3〉〈p1p3〉∗δσ+
+ 〈p1p3〉〈p2p3〉∗δσ−) ,[
/p3γ
µγνγργκ
]−
12
[
γνγργκ
]−
34
[
γµ
]−
56
= 64〈p1p3〉〈p3p5〉〈p2p4〉∗〈p3p6〉∗ ,
−iµνρσ p1,σ
[
γµ
]+
12
[
γν
]−
34
[
γρ
]−
56
= −2〈p1p2〉〈p3p5〉〈p1p4〉∗〈p1p6〉∗ . (A.0.8)
Finally, the relevant SMEs (3.2.12) read in the WvdW formalism
Mˆ−−− = 〈p1p3〉〈p2p3〉∗〈p1p3〉〈p1p4〉∗〈p1p5〉〈p1p6〉∗,
Mˆ+−− = 〈p1p3〉∗〈p2p3〉〈p1p3〉〈p1p4〉∗〈p1p5〉〈p1p6〉∗. (A.0.9)
Of course, it would have been possible to translate each spinor chain into
WvdW spinor products directly after performing the loop integration, i.e. skip-
ping the steps described in Section 3.2. However, it would have been hard to
perform all the manipulations with WvdW objects made there in terms of
Lorentz products. For instance, it is practically impossible to make full use of
momentum conservation in very involved expressions in terms of WvdW spinor
products. It turned out in many examples given in the literature that no al-
gorithmic recipe has been found yet yielding the most compact expressions in
complicated amplitudes. Moreover, the generalization to massive fermions is
more complicated in the WvdW formalism than in the method described in
Section 3.2. In fact a variant of this method has already been used in Ref. [63]
for the process e+e− → tt¯H.
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