The dynamics of cortical processing are mediated by neuromodulatory mechanisms. Neuromodulatory chemicals are known to affect the sensitivities of cortical neurons to incoming signals, the modifiability of synaptic connections between neurons, and the oscillatory properties of cortical networks (for a review, see Hasselmo, 1995) . How such effects are related to forming, maintaining, retrieving, or adapting neural representations is poorly understood. Computational models of cortical processing provide a useful theoretical framework for examining the roles neuromodulators play in the representation and transformation of sensory information (for reviews, see deCharms & Zador, 2000; Fellous & Linster, 1998; Gluck & Myers, 2001) .
Past computational models of processing in sensory cortices have often focused on replicating network dynamics and single-cell response properties. Many models have been proposed for describing how cortical sensitivities change during development and after injuries to receptors (see, e.g., Erwin, Obermayer, & Schulten, 1995; Grajski & Merzenich, 1990; Sirosh & Miikkulainen, 1997; Sutton, Reggia, Armentrout, & D'Autrechy, 1994; Swindale, 1996; Swindale & Bauer, 1998; Tanaka, 1990) . Less attention has been given to modeling changes in sensory representations induced by experience (Armony, ServanSchreiber, Cohen, & LeDoux, 1995; Barkai, Bergman, Horowitz, & Hasselmo, 1994; Benukskova, Diamond, & Ebner, 1994; Elliott & Shadbolt, 1998; Joublin, Spengler, Wacquant, & Dinse, 1996) .
Although experience-dependent changes in the response properties of sensory cortical neurons have been extensively investigated (for recent reviews, see Buonomano & Merzenich, 1998; Edeline, 1999; Kaas, 1997) , the mechanisms underlying cortical plasticity in adults remain unclear. The most detailed theoretical model of learning-induced plasticity developed to date describes how associative conditioning can change spectral sensitivities in the auditory cortex (Weinberger et al., 1990a; Weinberger et al., 1990b; Weinberger & Bakin, 1998) . This model specifies neuromodulatory actions that control how and when cortical representations will become reorganized.
Qualitative models of neuromodulatory effects, in combination with experimental data collected to test the predictions of these models, have led to significant progress toward understanding auditory cortical plasticity. These models are limited, however, in terms of how precisely they can predict the effects that particular experimental treatments will have on cortical representations of sound. More quantitative theoretical frameworks are needed in
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A computational model of mechanisms controlling experience-dependent reorganization of representational maps in auditory cortex EDUARDO MERCADO III, CATHERINE E. MYERS, and MARK A. GLUCK Rutgers University, Newark, New Jersey
Cortical representations of sound can be modified by repeatedly pairing presentation of a pure tone with electrical stimulation of neuromodulatory neurons located in the basal forebrain Kilgard & Merzenich, 1998a) . We developed a computational model to investigate the possible effects of basal forebrain modulation on map reorganization in the auditory cortex. The model is a self-organizing map with acoustic response characteristics mimicking those observed in the mammalian auditory cortex. We simulated the effects of basal forebrain modulation, using parameters intrinsic to the self-organizing map, such as the learning rate (controlling the adaptability of map nodes) and the neighborhood function (controlling the excitability of map nodes). Previous research has suggested that both parameters can be useful for characterizing the effects of neuromodulation on plasticity (Kohonen, 1993; Myers et al., 1996; Myers, Ermita, Hasselmo, & Gluck, 1998) . The model successfully accounts for experimentally observed effects of pairing basal forebrain stimulation with the presentation of a single tone, but not of two tones, suggesting that auditory cortical plasticity is constrained in ways not accounted for by current theories. Despite this limitation, the model provides a useful framework for describing experience-induced changes in auditory representations and for relating such changes to variations in the excitability and adaptability of cortical neurons produced by neuromodulation.
order to rigorously test the validity of current theoretical proposals concerning the role that neuromodulators play in cortical plasticity. Previous simulations of experiencedependent changes in auditory cortical processing (e.g., Armony et al., 1995) have not explicitly considered how neuromodulatory systems and preexisting topographical cortical sensitivities might affect the reorganization of auditory representations. Such variables can critically affect cortical reorganization (M. E. Diamond, Petersen, & Harris, 1999; Dykes, 1997) .
In this paper, we describe a connectionist model of auditory cortical processing that can be used to quantitatively describe the effects of neuromodulation on experiencedependent cortical plasticity. We constrained the organization and sensitivities of a neural network so that they paralleled properties seen in the mammalian auditory cortex and modeled the effects of modulatory processes on cortical reorganization, using parameters intrinsic to the learning algorithm used by the neural network. We investigated how variations in parameter values affected experience-induced changes in the responses of the neural network and compared these changes with recent electrophysiological descriptions of reorganization in the auditory cortex induced by pairing electrical stimulation of the basal forebrain with the presentation of tones.
Our goal was to develop a simple computational model of auditory cortical processing that could provide a precise theoretical framework for (1) investigating the roles of neuromodulation in experience-dependent reorganization of auditory representations and (2) testing the accuracy and sufficiency of more qualitative models of experience-induced plasticity in the auditory cortex. Preliminary reports of some of these data appeared in abstract form (Mercado, Myers, & Gluck, 1999a , 1999b .
A COMPUTATIONAL MODEL OF AUDITORY CORTICAL PROCESSING
Numerous cortical models of varying computational complexity and physiological realism have been developed (see, e.g., Abbott & Sejnowski, 1999; Arbib, 1998; Bower & Beeman, 1998) . Two general classes of auditory cortex models are prevalent: signal-processing models and neural network models (see Figure 1 ). Signal-processing Signal-processing models typically involve sequential transformations of a one-dimensional waveform, x(t ), measuring variations in pressure over time. First, x(t ) is transformed by a set of bandpass filters simulating cochlear processing. Then, these signals are normalized, simulating processing by hair cells and auditory ganglia, to generate an auditory spectrum. Finally, the auditory spectrum is transformed into an n-dimensional space, y(t, f n ), that describes features of the sound, such as pitch and signal bandwidth. Neural network models are typically much more abstract. Inputs are often represented as binary vectors that code measured properties of sounds, and outputs often reflect activity levels of nodes. Transitions between stages (or layers) involve matrix transformations. Signal-processing models of audition usually involve static feedforward processing, whereas neural network models are usually adaptive. models of auditory cortical processing characterize transformations performed by cortical circuits, rather than detailed response properties of cortical neurons (see, e.g., K. Wang & Shamma, 1995a) . Most of these models involve nonadaptive processing of acoustic events. For example, Suga (1995) has modeled the auditory system of bats as a sequence of hierarchically organized filters. In contrast, neural network models of auditory cortical processing are generally adaptive (i.e., their response sensitivities are affected by training), making them useful for simulating experience-induced adaptation in the auditory cortex. These models either can be biologically based, focusing on the dynamics of cellular interactions (de Pinho & Roque-da-Silva, 1999; Elliot & Shadbolt, 1998; Palakal & Wong, 1999; Sanchez-Montanes, Verschure, & Konig, 2000) , or may characterize cortical processing more abstractly (Armony et al., 1995; Myers, Gluck, & Granger, 1995) . Neural network models typically do not incorporate the types of transformations described by signal-processing models of audition. Inputs to neural networks usually consist of either binary patterns (Armony et al., 1995) or numerical values describing properties of sounds or neural responses (Bauer, Der, & Herrmann, 1996; Guenther & Gjaja, 1996; Palakal, Murthy, Chittajallu, & Wong, 1995; Ritter, Martinez, & Schulten, 1992) .
Most computational models of auditory cortical processing in the past have involved nonadaptive filtering of inputs (Palakal et al., 1995; Suga, 1990; K. Wang & Shamma, 1995a ) and thus have not accounted for the plasticity seen in adults. The few modelers that have attempted to characterize auditory plasticity have focused on changes in the sensitivities of individual neurons (Armony et al., 1995; Armony, Servan-Schreiber, Romanski, Cohen, & LeDoux, 1997; de Pinho, Mazza, & Roque, 2000; Sanchez-Montanes et al., 2000) . These models (with the exception of de Pinho, Mazza. & Roque, 2000) do not address how the initial spatial organization of cortical response properties might affect cortical map reorganization.
Our approach was to take a neural network model that has served as the basis for many past cortical models (the self-organizing map) and integrate it with advanced signal processing models of auditory representation (Figure 2) . The computational structure of the self-organizing map is straightforward and has been studied extensively (for reviews, see Kohonen, 1993 Kohonen, , 1997 Ritter et al., 1992 ). This connectionist model has a highly flexible architecture that can be easily customized to model processing in sensory cortices (see, e.g., Erwin et al., 1995; Palakal et al., 1995; Ritter et al., 1992; Sirosh & Miikkulainen, 1997; Swindale & Bauer, 1998) . Signalprocessing models of auditory representations have advanced considerably over the past decade (see, e.g., Meyer-Base & Scheich, 1995; Pitton, Wang, & Juang, 1996; Robert & Eriksson, 1999; Tchorz & Kollmeier, 1999; K. Wang & Shamma, 1995a) . Such models pro- vide a way to precisely characterize how auditory cortical response sensitivities are likely to change in response to learning (Mercado, Myers, & Gluck, 2000) .
To review, the self-organizing map consists of an n-dimensional matrix of nodes, each of which can potentially be activated by external inputs (represented as vectors). Inputs are sent to every node in the map via weighted connections (which are also represented as vectors). Whether a node is activated by a particular input depends on how well the input matches the weights associated with that node. The basic self-organizing maplearning algorithm is as follows (detailed mathematical formulations can be found in Kohonen, 1997) . (1) Choose an input vector at random from the set of all input vectors; (2) measure the similarity between this input vector and all the weight vectors; (3) find the node with the most similar weight vector; (4) update the weights of this node and nearby nodes so that they are more similar to the input vector; and (5) continue this process until all the inputs have been presented to the map.
Input sets are typically presented to a self-organizing map several times. The number of surrounding nodes affected by activation of the best-matching node is defined in terms of a neighborhood function. Two parameters in the self-organizing map-learning algorithm can be used to control the adjustment of node weights: the learning rate function and the range of the neighborhood function (called the neighborhood size). Both parameters are usually decreased as training proceeds, so that early adjustments to weights are larger and have a more global effect than do later adjustments. The response properties of self-organizing maps become topographically organized with training, so that nearby nodes respond maximally to similar inputs.
Self-organizing maps with biologically based response characteristics can emulate the spatial organization of response properties observed in the auditory cortex, as well as the competitive adaptation currently theorized to underlie changes in auditory cortical organization. Kohonen (1987 Kohonen ( , 1993 suggested that the adaptive processes underlying plasticity in biological neural networks may directly parallel the self-organizing map algorithm. He postulated that active cells can control adaptation in surrounding cells by extracellular transmission of diffuse chemical agents. The number of neighboring cells affected would depend on the extent and amount of chemical agent transmitted, providing a possible chemical implementation of the neighborhood function used in self-organizing maps.
EFFECTS OF NEUROM ODULATION ON AUDITORY CORTICAL REORGANIZATION
Although diffuse intracortical transmission of neuromodulatory chemicals may provide a feasible mechanism for localized cortical plasticity (see, e.g., Ahissar et al., 1992; Cruikshank & Weinberger, 1996b ; Maldonado & Gerstein, 1996; Zoli et al., 1998), neuromodulatory systems originating outside the cortex provide an alternative source of diffuse chemical agents that can regulate reorganization in sensory cortices. Several neuromodulatory systems have been implicated in sensory processing and cortical plasticity (for reviews, see Edeline, 1999; Hasselmo, 1995; Zaborszky, Pang, Somogyi, Nadasdy, & Kallo, 1999) , three of which have been implicated in auditory cortical reorganization: the basal forebrain cholinergic system Edeline, Hars, Maho, & Hennevin, 1994; Hars, Maho, Edeline, & Hennevin, 1993; Metherate & Ashe, 1991 , the mesencephalic dopaminergic system (Bao & Merzenich, 2000; , and the noradrenergic system (Edeline, 1995; Manunta & Edeline, 1997) . These neuromodulatory systems consist of concentrations of neurons with axons that project throughout the cortex. Many sites of neuromodulator release in the axons of these neurons are not associated with clearly identifiable synapses, suggesting that extrinsic neuromodulation may affect cortical activity, at least in part, through diffuse chemical control. Neuromodulators released from neurons in the basal forebrain and brain stem may thus mediate local, activity-dependent changes in cortical adaptability that are qualitatively similar to those controlled by neighborhood functions in self-organizing maps.
Past attempts at explaining the role that neuromodulators play in auditory cortical plasticity have focused primarily on modulation by neurons projecting from the nucleus basalis, a subpopulation of neurons in the basal forebrain. For example, Weinberger et al. (1990a; Weinberger et al., 1990b) proposed that acetylcholine released into the auditory cortex by the nucleus basalis amplifies inputs from the thalamus by enhancing postsynaptic activation throughout the cortex (see Figure 2 ). They suggested that synaptic connections from active thalamic cells to cortical pyramidal cells are strengthened and that nonactive synapses are weakened (i.e., adaptation occurs via Hebbian mechanisms). Dykes (1997) proposed a similar qualitative model to explain how basal forebrain modulation affects reorganization in the somatosensory cortex. In this model, acetylcholineinduced excitation combines with GABA-induced disinhibition to create a permissive cortical state that facilitates "LTP-like" synaptic plasticity.
These qualitative models are supported by recent neurophysiological studies showing that the nucleus basalis plays a prominent modulatory role in experiencedependent cortical plasticity Baskerville, Schweitzler, & Herron, 1997; Bjordahl, Dimyan, & Weinberger, 1998; Dimyan & Weinberger, 1999; Kilgard & Merzenich, 1998a; Sachdev, Shao-Ming, Wiley, & Edner, 1998) . For example, when electrical stimulation of the nucleus basalis is repeatedly paired with presentation of a sound, auditory cortical neurons adapt so that the cortical area responsive to that sound is greatly expanded (Kilgard & Merzenich, 1998a; Mercado, Shohamy, Orduña, Gluck, & Merzenich, 2000) . In contrast, basal forebrain lesions significantly reduce experience-dependent plasticity (Baskerville et al., 1997; Juliano, Ma, & Eslin, 1991; Kilgard & Merzenich, 1998a; Sachdev et al., 1998; Webster, Hanisch, Dykes, & Biesold, 1991) .
Researchers studying the role of basal forebrain modulation in cortical plasticity have typically focused on cholinergic effects. Increasing the amount of acetylcholine in the sensory cortex generally facilitates evoked responses (Ashe & Weinberger, 1991; Edeline et al., 1994; Hars et al., 1993; Metherate & Ashe, 1993; Metherate, Ashe, & Weinberger, 1990; Metherate, Tremblay, & Dykes, 1987; Tremblay, Warren, & Dykes, 1990; Webster, Rasmusson, et al., 1991) , whereas blocking or eliminating cholinergic effects reduces responsiveness (Delacour, Houcine, & Costa, 1990; Edeline et al., 1994; Jacobs, Code, & Juliano, 1991; Maalouf, Miasnikov, & Dykes, 1998; Metherate & Ashe, 1991 . In addition, changes in cortical sensitivities can be induced by pairing the application of acetylcholine (or drugs that mimic cholinergic actions) with the presentation of tones Metherate & Weinberger, 1989 Shulz, Sosnik, Ego, Haidarliu, & Ahissar, 2000) . Cholinergic effects on cortical plasticity are activity dependent. For example, basal forebrain stimulation without the presentation of sound does not lead to long-lasting facilitation of evoked responses Edeline et al., 1994; Hars et al., 1993) .
Although cholinergic neurons in the nucleus basalis are a primary source of cortical acetylcholine, recent anatomical studies suggest that cholinergic neurons represent a relatively small fraction of the modulatory cells projecting from the nucleus basalis to sensory cortices. The majority of projecting neurons appear to be either GABAergic or peptidergic (Gritti, Mainville, Mancia, & Jones, 1997; Zaborszky et al., 1999) . Auditory cortical sensitivities can be substantially modified by blocking the effects of GABA (Foeller, Vater, & Kossl, 2000; Schulze & Langner, 1999; J. Wang, Caspary, & Salvi, 2000) , providing support for Dykes's (1997) proposal that GABAergic modulation can significantly affect cortical reorganization (see also Giorgetti et al., 2000; Jiminez-Capdeville, Dykes, & Myasnikov, 1997) . The effects of peptides on auditory cortical plasticity, if any, are unknown.
In summary, neuromodulators released in the auditory cortex by basal forebrain and brain stem neurons appear to control experience-dependent changes in neuronal sensitivities. Although the mechanisms underlying neuromodulatory effects on cortical plasticity remain conjectural, electrophysiological measurements provide clear evidence that basal forebrain neurons, in particular, modulate both the activity and the adaptability of auditory cortical neurons. Because the roles of other neuromodulatory systems in cortical plasticity have been investigated in much less detail, the present simulations focus on modeling the effects of basal forebrain modulation on experiencedependent changes in cortical representations.
MODELING BASAL FOREBRAIN MODULATION
How can the effects of basal forebrain modulation be incorporated within our model of auditory cortical processing? Assume that, in certain contexts, basal forebrain neurons control when, where, and to what extent cortical neurons change their response properties. In the selforganizing map, where is determined by input features and the neighborhood size, when is determined by input features and the learning rate, and to what extent is determined by the neighborhood size and the learning rate. Thus, adjusting the neighborhood size and the learning rate in our simulated auditory cortex affects reorganization in ways that qualitatively parallel the activity-dependent effects of basal forebrain modulation on reorganization in the auditory cortex.
In the qualitative models proposed by Weinberger et al. (1990a Weinberger et al. ( , 1990b and Dykes (1997) (see also Gao & Suga, 2000) , neuromodulators affect auditory cortical plasticity by changing the likelihood that signals from cochlear receptors and/or intracortical connections will activate cortical neurons. Increased or decreased activation within particular cortical regions is then hypothesized to control (via Hebbian processes) how synaptic connections in those regions are modified (see also Ahissar, Abeles, Ahissar, Haidarliu, & Vaadia, 1998; Fregnac & Shulz, 1999) . Our model dissociates this sequence of events into two subprocesses: excitation and adaptation. When neuronal excitability is increased in the auditory cortex, larger populations of neurons respond to the presentation of a pure tone (see, e.g., J. Wang et al., 2000) . This increase in responsive area is similar to that produced by increasing the intensity of a tone (Bakin, Kwon, Masino, Weinberger, & Frostig, 1996) . Paralleling these effects, we model changes in excitability in terms of changes in neighborhood size. Increases in neuronal adaptability have been qualitatively modeled as changes in synaptic plasticity based on modified Hebbian rules. Similarly, we use changes in learning rate to model changes in synaptic plasticity induced by basal forebrain modulation.
Method
In the present study, we simulated plasticity in primary auditory cortex, using the SOM Toolbox, developed by students of Kohonen at the Laboratory of Information and Computer Science in the Helsinki University of Technology. The SOM Toolbox is a software library for Matlab 5 that implements the self-organizing map algorithm. We used an 11 3 20 node two-dimensional map to grossly approximate the spatial organization of the primary auditory cortex in various mammals (as described in Aitkin, 1990; Recanzone, Schreiner, Sutter, Beitel, & Merzenich, 1999; Schreiner, 1998; K. Wang & Shamma, 1995a) and for computational tractability. The local topography of the map was hexagonal-that is, each node was surrounded by 6 other nodes. A Gaussian-shaped neighborhood function was used. Individual nodes in the self-organizing map simulate cortical regions, rather than individual neurons. Recent research suggests that individual neurons within local regions respond similarly to acoustic stimuli and that it is likely that these clusters of neurons serve as coherent functional processing units (see, e.g., deCharms & Merzenich, 1996; M. E. Diamond & Ebner, 1990; X. Wang, Merzenich, Beitel, & Schreiner, 1995) .
The weights associated with each node in a selforganizing map are typically initialized either to random values or to values chosen on the basis of the linear subspace spanned by the eigenvectors of the input data set. This is not the normal initial state of the primary auditory cortex in adult mammals, however. Sensitivities in the mammalian auditory cortex are moderately predictable. Researchers have mapped out how cortical neurons in particular areas respond to different spectral and temporal components of sounds (for reviews, see Ehret, 1997; Merzenich & Schreiner, 1992; Schreiner, Read, & Sutter, 2000; K. Wang & Shamma, 1995b) . We initialized the self-organizing map to emulate previously reported spatial properties and spectral sensitivities of the primary auditory cortex (see Figure 3) . Specifically, response sensitivities were initialized to be cochleotopic (i.e., the topography of cortical sensitivities parallels the spatial arrangement of cochlear receptors), and nodes in the inner regions of the map were initialized to respond to a narrower band of frequencies than do nodes in the outer edges (see, e.g., Recanzone et al., 1999; Schreiner, 1998; Schreiner et al., 2000; K. Wang & Shamma, 1995a) . Note that the organization of map response properties in our model is grossly oversimplified in comparison with actual cortical sensitivities, which can vary greatly across individuals, species, and recording contexts.
Simulations were performed to examine how map reorganization was affected by variation in four parameters: number of input exposures, learning rate, neighborhood size, and number of different tones presented to a map (see Table 1 ). Increases in the number of times a map was exposed to a particular input simulate increases in the number of times a particular sound is paired with activation of basal forebrain neurons. The learning rate parameter controls the extent to which connections to active nodes are changed in response to each input presentation. Increases in this parameter simulate enhanced neural adaptability (see also Myers et al., 1996; Myers et al., 1998) . Neighborhood size determines the number of surrounding nodes activated by a "winning" node. Increases in this parameter simulate enhanced neural excitability (see also Piepenbrock & Obermayer, 2000) .
Previous simulations of experience-dependent auditory cortical plasticity have typically focused on changes in the response properties of single cells induced by classical conditioning (Armony et al., 1995; de Pinho, Mazza, & Roque, 2000) . Such changes can be produced after a small number (5-30) of training trials (Bakin & Weinberger, 1990; Edeline & Weinberger, 1993a) . Although observations of rapid, learning-induced changes in cortical sensitivities suggest that concomitant rapid changes in the topography of auditory cortical maps might also be occurring (Weinberger et al., 1990a (Weinberger et al., , 1990b , this possibility has yet to be verified experimentally. Changes in the topographical organization of representational maps have been demonstrated, however, after larger numbers (600-40,000+) of conditioning trials (Gonzalez-Lima & Scheich, 1986; Recanzone, Schreiner, & Merzenich, 1993) and after pairing basal forebrain stimulation with the presentation of tones for thousands of trials (Kilgard & Merzenich, 1998a) . Our simulations focus on reorganization in simulated auditory cortical maps that are induced by relatively large numbers of repeated exposures to a particular sound. It is important to note, however, that the number of training iterations used in our simulations currently cannot be directly equated either with the number of conditioning trials in a behavioral task or with the number of pairings used in a stimulation experiment. Thus, 1,000 training iterations could potentially produce changes comparable with those observed after only 10 conditioning trials.
To assess the utility of our model, we compared changes observed in our simulations with changes in cortical sensitivities induced by pairing presentations of tones with basal forebrain stimulation in rats. Specifically, parameters were modulated in an attempt to grossly replicate changes in the organization of the auditory cortex reported by Kilgard and Merzenich (1998a) . Kilgard and Merzenich (1998a) stimulated rats 300-500 times a day, for 7-25 days, for a total of about 2,500-12,500 trials. For some rats, stimulation was paired with the presentation of a 9-kHz tone in all the trials, whereas for other rats, stimulation was paired with a 9-kHz tone in half the trials and a 19-kHz tone in the remaining trials (trials of each type were randomly intermixed). Similarly, self-organizing maps (with varying learning rates and neighborhood sizes) were exposed to either a single 2-kHz pure tone or two different tones (2 kHz and 4 kHz), 1,250-5,000 times.
Changes in the sensitivities of self-organizing maps were measured in terms of differences in the response characteristics of trained nodes relative to initialized nodes. These measurements allow qualitative comparisons to be made between the results of our simulations and the data reported by Kilgard & Merzenich (1998a) and quantitative comparisons to be made across simulations. Our simulations also allow us to make detailed predictions about how the topography of neuronal sensitivities should change, depending on how basal forebrain modulation affects neural excitability and adaptability.
AUDITORY CORTICAL PLASTICITY:
EMPIRICAL AND MODEL DATA
Changes in Spectral Receptive Fields in Rats and Neural Networks
Plasticity in the auditory cortex is commonly described in terms of changes in neural firing rates induced by presentation of short-duration tonal sounds (tone pips). Neurons typically fire most strongly to tones within a particular range of frequencies. Thus, each neuron can be described in terms of its frequency response function (or spectral receptive field). The frequency of the lowest intensity tone pip that consistently produces a change in firing rate is called the characteristic frequency, and the frequency of the tone pip that produces the greatest change in firing rate is called the best frequency.
Several learning-and stimulation-induced changes in spectral receptive f ields have been described. These changes are often reported relative to a particular sound (e.g., a tone pip of a particular frequency) that has acquired relevance or irrelevance as a predictor of an aversive event (e.g., an electric shock) or basal forebrain stimulation. For example, most studies of learning-induced plasticity have compared changes in neuronal responses to a conditioned stimulus (e.g., a tone pip that has been repeatedly paired with shock) with changes in responses to other frequencies that have no predictive relevance (Bakin & Weinberger, 1990; Edeline, NeuenschwanderEl Massioui, & Dutrieux, 1990; Edeline & Weinberger, 1993b; Ohl & Scheich, 1996 Weinberger, Javid, & Lepan, 1993) . A smaller number of studies have examined changes in responses induced by pairing several different sounds with basal forebrain activation (Kilgard & Merzenich, 1998a , 1998b .
Details of previous findings on experience-induced changes in receptive fields will not be described here, because these data have been extensively reviewed (see, e.g., Ahissar & Ahissar, 1994; Edeline, 1999; Kaas, 1996; Rauschecker, 1999; Weinberger, 1993 Weinberger, , 1995 Weinberger, , 1997 Weinberger, , 1998a Weinberger & Bakin, 1998; Weinberger & Diamond, 1987) . A wide variety of experience-dependent changes in spectral sensitivities can be induced by either basal forebrain stimulation or behavioral training, including (1) increased responses to a conditioned tone pip (Bakin & Weinberger, 1990 ; D. M. Diamond & Weinberger, 1986; Edeline & Weinberger, 1993a; Weinberger et al., 1993) ; (2) decreased responses to a conditioned tone pip (D. M. Kraus & Disterhoft, 1982; Ohl & Scheich, 1996 Weinberger, Hopkins, & Diamond, 1984) ; (3) increased responses to frequencies surrounding a conditioned or stimulated tone pip (Bjordahl et al., 1998 ; D. M. Diamond & Weinberger, 1989; Metherate & Weinberger, 1989; Ohl & Scheich, 1996 ; (4) decreased responses to frequencies other than that of a conditioned tone pip (Bakin, South, & Weinberger, 1996; Bakin & Weinberger, 1990; Edeline & Weinberger, 1993b; Weinberger et al., 1993) ; (5) changes in the size (e.g., bandwidth) of the receptive field (Edeline & Weinberger, 1993b; Kilgard & Merzenich, 1998a; Weinberger et al., 1993) ; and (6) general increases/decreases in neural responsiveness (Bakin, Lepan, & Weinberger, 1992; Bakin & Weinberger, 1990;  D. M. Diamond & Weinberger, 1989; Edeline & Weinberger, 1993a) . Cases in which neurons show no statistically significant changes in responsiveness to a conditioned tone pip have also been observed (see, e.g., Edeline & Weinberger , 1993b; Weinberger et al., 1984) . Although the wide range of reported changes in receptive fields can be attributed, in part, to differing methodologies,many varieties of changes have been reported in individual studies. Experience-induced changes in neuronal response properties can also fluctuate over time (Bjordahl et al., 1998; Ohl & Scheich, 1996) . Not surprisingly, changes in the spectral response properties of nodes in simulated auditory cortices were much less variable than those observed experimentally. The most common changes observed included increased sensitivity to a targeted frequency and decreased sensitivity to tone pips that were not presented to the map. Figure 4A shows how individual nodes in a simulated cortex respond after being exposed to a 2-kHz pure tone for 2,500 trials, using a high learning rate and a low neighborhood size (i.e., simulating enhanced neural adaptability without enhanced excitability). In this scenario, training changed the response properties of 51% of the nodes. For comparison, Figure 5A shows how the map responded after being exposed to a 2-kHz pure tone for 1,250 trials when there was a lower learning rate and a high neighborhood size (i.e., simulating enhanced neural excitability with moderately enhanced adaptability). Even though this map was exposed to only half as many inputs as the map shown in Figure 4A , most (82%) of the nodes responded strongly to 2 kHz. Overall, increases in excitability led to quicker and more extensive changes in response properties than did increases in learning rate (Figure 6) .
In all of our simulations, we observed that the frequency response characteristics of individual nodes flattened (e.g., threshold and bandwidth increased) as they became "retuned." Consequently, responses to characteristic frequencies decreased, whereas responses to the frequency paired with stimulation increased ( Figure 7A ). When neighborhood size was high, individual nodes showed a gradual decrease in flattening of the receptive field as a function of distance from the target frequency ( Figure 5A ). In contrast, a low neighborhood size led to more discrete changes in the flatness of receptive fields (see Figure 4A) . Overall, such changes in spectral response properties are consistent with those observed in other neural network models of learning-induced auditory cortical plasticity (e.g., Armony et al., 1995) .
Figures 8, 9, and 10 illustrate how maps respond after being exposed to both a 2-kHz (625 trials) and a 4-kHz (625 trials) pure tone (exposures to each of the two tones were randomly intermixed). When there was a low neighborhood size, nodes at the dorsal and ventral edges of the map reorganized more slowly than inner nodes located an equivalent or greater distance from "winning" nodes (i.e., nodes with characteristic frequencies matching the stimulated frequencies; see Figures 8A and 10A) . In contrast, simulations in which there was a high neighborhood size showed no correlation between node position and speed of adaptation for an equal number of exposure trials ( Figure 9A ). All of the simulations with two tones consistently showed a tendency toward bimodally distributed frequency response characteristics. When neighborhood size was low, some nodes became tuned to 2 kHz, others became tuned to 4 kHz, and a few nodes developed multipeaked responses (see Figure 8A ). When neighborhood size was high, all the nodes became tuned to both 2 and 4 kHz (see Figure 9A ). Simulations consistently showed reduced responsiveness to frequencies between 2 and 4 kHz, especially at 3 kHz, the linear midpoint between these two frequencies.
Map Reorganization in Rats and Neural Networks
Relatively few studies have examined global changes in the spatial distribution of response properties across the auditory cortex induced by learning or basal forebrain stimulation. This is somewhat surprising, given the large amount of research devoted to describing the spatial or- ganization of auditory cortical sensitivities (for reviews, see Aitkin, 1990; Ehret, 1997; Schreiner et al., 2000) .
Maps of cortical sensitivities have typically been measured either anatomically or electrophysiologically. Response sensitivities in the auditory cortex can be mapped anatomically, using a variety of labeling techniques (e.g., C-fos, 2-DG). Labeling can reveal which neurons in the cortex have been activated in response to the presentation and conditioning of particular acoustic stimuli. Changes in cortical maps can be assessed by comparing patterns of activity in naive subjects with those of trained subjects (for reviews, see Edeline, 1999; Scheich, Stark, Zuschratter, Ohl, & Simonis, 1997) . Changes in cortical maps can also be measured by recording firing patterns from electrodes inserted throughout the auditory cortex (Kilgard & Merzenich, 1998a; Recanzone et al., 1993) or using optical imaging techniques (Bakin, Kwan, et al., 1996) . Recently, noninvasive techniques, such as magnetoencephalography (MEG), have been used to measure changes in auditory cortical sensitivities in humans (Cansino & Pantev & Lutkenhoner, 2000; Pantev, Wollbrink, Roberts, Engelien, & Lutkenhoner, 1999) .
Studies of map reorganization based on anatomical techniques have shown that aversively conditioning gerbils with a 1-kHz tone (e.g., by pairing the tone with a shock) leads to increased cortical sensitivity to frequencies below 1 kHz (Gonzalez-Lima & Scheich, 1986; Scheich et al., 1997) ; such shifts were not observed after avoidance conditioning, in which gerbils could escape the aversive stimulus. However, both avoidance and aversion conditioning led to increased cortical responsiveness, relative to gerbils that were habituated to a 1-kHz tone. Electrophysiological studies with monkeys showed that training on a frequency discrimination task led to increases in the cortical area responsive to behaviorally relevant frequencies (Recanzone et al., 1993) . Basal forebrain stimulation paired with tone presentations in rats led to massive reorganization of cortical topography so that the majority of neurons responded to the stimulated tone (Kilgard & Merzenich, 1998a) . Changes in cortical responsiveness have also been observed, using MEG during auditory discrimination tasks (Cansino & Williamson, 1997 ) and after spectral deprivation (Pantev et al., 1999) . Such changes have not, however, been directly related to changes in the organization of auditory cortical maps.
Reorganization in self-organizing maps after training with one tone was generally comparable with that seen in electrophysiological experiments. The map area responsive to the target tone increased with training; the extent to which responsive regions expanded and the number of exposures necessary to reach a particular level of expansion were primarily determined by the neighborhood size. Increasing the neighborhood size greatly reduced the number of exposures needed for maps to massively reorganize across a wide range of learning rates (Figure 6 ). Figure 4B shows how the map responds after being exposed to a 2-kHz pure tone for 2,500 trials when there was a high learning rate and a low neighborhood size. Note that (1) the area of the map responding to 2 kHz has expanded considerably, (2) regions of the map responding to lower frequencies have compressed, and (3) the distribution of nodes sensitive to 2 kHz is roughly circular. Much less reorganization occurs when neither learning rate nor neighborhood size is high ( Figure 10B ). In comparison, Figure 5B shows how the map responded after being exposed to a 2-kHz pure tone for 1,250 trials when there was a lower learning rate and a high neighborhood size. In this map, most of the nodes responded best to 2 kHz, and the nodes most sensitive to higher frequencies appear to have shifted outward.
Simulations involving the presentation of two tones produced reorganization that was inconsistent with empirical observations. For example, in a map that was exposed to both a 2-kHz (625 trials) and a 4-kHz (625 trials) pure tone, with a high learning rate and a low neighborhood size ( Figure 8B ), reorganization was focused at target frequencies, and a narrow region between 2 and 4 kHz was not tuned to either tone. Similarly, a map exposed to the same inputs, when a high learning rate and a high neighborhood size were used ( Figure 9B ), showed a predominance of nodes most sensitive to 2 and 4 kHz and a large region between 2 and 4 kHz not tuned to either tone. In this map, unlike the map shown in Figure 8B , the nodes most sensitive to 2 and 4 kHz migrated to opposite corners. In contrast, when two tones are paired with basal forebrain stimulation in rats, cortical maps reorganize in such a way that most neurons respond best either to one of the stimulated frequencies or, surprisingly, to 
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frequencies between the two stimulated frequencies (Kilgard & Merzenich, 1998a) .
DISCUSSIO N
In this paper, we directly tested Kohonen's (1993) suggestion that the effects of neuromodulatory chemicals on cortical processing could be modeled as variations in the neighborhood functions of self-organizing maps. Specifically, we attempted to develop a self-organizing map model of the auditory cortex that could be reorganized in ways comparable with the cortical reorganization induced by pairing the presentation of sound with basal forebrain activation.
The results of our simulations demonstrate that a selforganizing map can be used to quantitatively characterize the effects of enhanced synaptic adaptability and neural excitability on auditory cortical reorganization. We found that node excitability (as controlled by neighborhood size) was the primary determinant of the number of exposures required before massive reorganization was evident in maps. When excitability was high, more nodes were adapted during each trial. As nodes became sensitized to the target frequency, the likelihood that a new best-responding node would emerge increased. Even when adaptation was relatively low, numerous nodes were affected by training. Varying either the adaptability or the excitability of nodes led to predictable changes in the response features of reorganized maps (summarized in Table 2 ).
Simulations of auditory cortical reorganization induced by training or stimulation with a single tone produced results generally comparable with those observed experimentally (e.g., by Recanzone et al., 1993) and in prior computational studies. Map nodes became tuned to the target frequency, and the area of map representing that frequency expanded considerably. Interestingly, changes in response properties occurred first in the regions of the map where the most sharply tuned nodes were located (see, e.g., Figure 10 ). We are not aware of any reports of correlations between the initial bandwidth of a receptive field and the probability (or rate) of retuning. We were also unable to find any reports describing differential potential for rapid plasticity as a function of spatial position within the auditory cortex. Experiments examining whether such correlations do or do not exist could provide important evidence for testing current models of auditory cortical plasticity.
Simulations of changes in response sensitivities induced by pairing stimulation with two tones revealed a limitation in our model. In empirical tests, pairing basal forebrain stimulation with two tones led to unimodally distributed neural response characteristics (Kilgard & Merzenich, 1998a) , whereas in the present simulations, this did not occur. In addition, pairing basal forebrain stimulation with two tones sharpens tuning in the auditory cortex (Kilgard & Merzenich, 1998a ); we did not observe this effect in our simulations with two tones. These disparities suggest that stimulation-induced plasticity in the auditory cortex is constrained in ways not accounted for by the competitive Hebbian learning algorithm used in self-organizing maps. Whether such constraints are specific to stimulation-induced plasticity is an important question for future research. Weinberger (1998a) notes that the neural feasibility of Hebbian-like learning processes is unclear and that the empirical support for theories invoking Hebbian learning is not as strong as might be supposed (see also Cruikshank & Weinberger, 1996a; Edeline, 1996 Edeline, , 1999 .
Comparisons between specific changes in the response characteristics of map nodes and response characteristics reported in electrophysiological studies are difficult to make, because most reports only describe changes in the responses of individual neurons and the types of changes reported vary considerably within and across studies. Despite this variability, there do not appear to be any reports suggesting that response characteristics in auditory cortical neurons "flatten" before retuning to a new frequency, as we observed in our simulations. Most studies report increases/decreases in the sensitivity of neurons to the conditioned frequency; only minor modifications in previous spectral sensitivities have been reported (see, e.g., Edeline et al., 1990; Edeline & Weinberger, 1993b; Ohl & Scheich, 1996 .
Discrepancies such as those noted above suggest that although self-organizing maps are able to generate global changes in the topographic structure of response properties that are qualitatively similar to those induced by pairing tones with basal forebrain stimulation, the predictive value of such maps may be limited to describing end states of cortical reorganization involving individual tone pips. How do self-organizing maps successfully predict such end states? Presumably, they do so by capturing important processing characteristics of the auditory cortex, including (1) incremental, localized adaptability, (2) processing units that are spatially organized on the basis of similarities between inputs, and (3) probably stem from the properties of cortical processing that they do not emulate (e.g., temporal dynamics, speciesspecific predispositions, effects of context, and the order of stimulus presentation). Additional simulations with more advanced self-organizing, map-based architectures can clarify how such properties influence map reorganization.
If the response characteristics of reorganized auditory cortices were measured in sufficient detail, one could better assess the applicability of our simulation results. For example, if basal forebrain stimulation only increases the adaptability of synaptic connections, our model predicts that auditory cortices reorganized by such stimulation should exhibit discrete shifts in response characteristics at the borders of expanded regions of sensitivity. Alternatively, if basal forebrain stimulation mainly increases the excitability of cortical neurons, our model predicts that cortical response characteristics should show a gradual change in sensitivity to the frequency paired with stimulation as distance from the area of greatest sensitivity increases. Recently developed chronic invasive techniques (deCharms, Blake, & Merzenich, 1999) and noninvasive mapping techniques (Bakin, Kwon, et al., 1996; Pantev et al., 1999) that allow repeated cortical measurements to be made should provide much needed data regarding the dynamics of auditory cortical reorganization.
The motivation for these simulations was to develop a simple computational framework that would be useful for modeling how neuromodulation affects auditory cortical plasticity. Our model makes specific predictions about how response topography will change as a function of enhanced neural adaptability and excitability in auditory cortical networks. An important line for future research will be to dissociate the effects of different neuromodulators (and neuromodulatory systems) on cortical reorganization. We hypothesize that different neuromodulators differentially affect neural excitability and adaptability, depending on the behavioral context, and that these differential effects can lead to measurable differences in cortical reorganization. For example, if cholinergic modulation increases the excitability of auditory cortical neurons to a greater extent than does dopaminergic modulation, this should lead to predictable differences in the cortical reorganization induced by stimulating neurons in the basal forebrain versus the ventral tegmental area (the primary source of dopaminergic neurons projecting to auditory cortex).
Preliminary data suggest that pairing sound with ventral tegmental stimulation does lead to characteristic changes in cortical maps that differ from those associated with basal forebrain stimulation (Bao & Merzenich, 2000) . Pairing tone pips with basal forebrain stimulation in rats causes the regions of the auditory cortex responding to those tone pips to greatly expand (Kilgard & Merzenich, 1998a) , consistent with the reorganization we observed in self-organizing maps with highly excitable nodes. In contrast, pairing tone pips with ventral tegmental stimulation leads to changes that are spatially and spectrally selective (Bao & Merzenich, 2000) , consistent with changes we observed in maps with highly adaptable nodes. Model-based characterizations of differences in the distribution and properties of adapted receptive fields provide a unified framework for quantitatively comparing and contrasting the effects of neuromodulators on cortical plasticity.
One of the major reasons for our interest in understanding how neuromodulation affects auditory cortical reorganization is that most neuromodulatory systems that have been implicated in cortical plasticity have also been implicated in modulating learning and memory processes. For example, the basal forebrain system is believed to be critical in mediating mnemonic and attentional processes (for reviews, see Bartus, Dean, Pontecorvo, & Flicker, 1985; Dekker, Connor, & Thal, 1991; Everitt & Robbins, 1997; Kesner, 1988; Sarter & Bruno, 1997) . Acetylcholine release is enhanced in the initial stages of learning, and the neuromodulatory actions of acetylcholine are often necessary for associative conditioning to occur (Butt, Testylier, & Dykes, 1997; Jacobs & Juliano, 1995; Maalouf et al., 1998; Miranda & Bermudez-Rattoni, 1999; Wellman & Pelleymounter, 1999) . These findings suggest that the role of the nucleus basalis in cortical plasticity is to raise acetylcholine levels when behaviorally relevant events are occurring (for reviews, see Ahissar & Ahissar, 1994; Ashe & Weinberger, 1991; Richardson & Delong, 1991) .
In this paper, we focused on simulating the effects of basal forebrain modulation on cortical map reorganization, rather than on simulating receptive field plasticity induced by conditioning. Learning-induced plasticity may involve other modulatory systems in addition to the basal forebrain, and different systems may be involved at different stages of training and/or in different training tasks (Ahissar, Haidarliu, & Shulz, 1996; Dimyan & Weinberger, 1999; Sachdev et al., 1998; Weinberger, 1998b) . Changes in receptive fields can be induced in as few as 5-30 training trials (Bakin & Weinberger, 1990; Bjordahl et al., 1998; Edeline & Weinberger, 1993a) . Whether such changes reflect topographical reorganization in the auditory cortex is an important question for future research. Our model in its present form is not adequate for simulating several important characteristics of learning-induced cortical plasticity, such as consolidation (Bjordahl et al., 1998; Edeline & Weinberger, 1993b ) and habituation (Condon & Weinberger, 1991) . The roles neuromodulators play in cortical changes induced either by neural processes leading to consolidation or by learning processes, such as habituation and extinction, remain poorly understood. Extension of the model to account for neuromodulatory effects on such processes remains a future line of research.
Simulations with a single tone can potentially be used to model a variety of learning tasks involving cortical plasticity, such as classical fear conditioning, sensory preconditioning, and motor reflex conditioning. Simulations of plasticity-inducing learning tasks that involve either multiple stimuli (e.g., two-tone discrimination or reversal learning; Bakin, South, & Weinberger, 1996; Bakin & Weinberger, 1990; Edeline et al., 1990; Edeline & Weinberger, 1993b; Ohl & Scheich, 1996) or modulation by other neural regions, such as the hippocampus, would be particularly interesting. The self-organizing map model can help identify behavioral tasks in which chemical alteration of neural excitability or adaptability in the auditory cortex might be expected to differentially affect learning. Thus, the model can be useful not only for characterizing neuromodulatory effects on auditory cortical plasticity, but also for predicting how such effects influence learning and memory processes.
