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Abstract
In this paper we develop the theory of Artin-Wraith glueing for
topological spaces. As an application, we show that some categories
of compactifications of coarse spaces that agrees with the coarse struc-
tures are invariant under coarse equivalences. As a consequence, we
have that if a space Z is the coproduct of a family {Ci}i∈Γ of Haus-
dorff compact spaces, then the category of compactifications of Γ, with
discrete topology, is isomorphic to a full subcategory of the category
of compactifications of Z. As an another application, we show that
for every compact metrizable space Y , there exists only one, up to
homeomorphisms, compactification of the Cantor set minus one point
such that the remainder is homeomorphic to Y .
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Introduction
Let X and Y be topological spaces and maps f : Closed(X) → Closed(Y )
and g : Closed(Y ) → Closed(X) that preserves the empty set and finite
unions, ∀A ∈ Closed(X), g ◦ f(A) ⊆ A and ∀B ∈ Closed(Y ), f ◦ g(B) ⊆ B.
From f and g, we construct a topological space X +f,g Y where the set is
X∪˙Y and it extends both topologies. Reciprocally, if a space Z is the union
of two disjoint subspaces X and Y , then there exists a unique pair of maps
f and g with those properties such that Z = X +f,g Y .
This construction is called Artin-Wraith glueing. This appears in Topos
Theory on a completely analogous way. It appears in [11] on its full generality.
On the topological case, that we are interested, the special case where g is
a constant map equals to the empty set is equivalent to say that the space
X is open in X +f,g Y . It turns out to be a convenient tool to work with
compactifications of locally compact spaces. This construction is used in [5]
in the proof of the existence of the Attractor-Sum.
Our first objective with this paper is to develop the theory Artin-Wraith
glueing for topological spaces. Due to a lack of knowledge on Topos Theory
from the author, it is not clear which propositions on the sections 3, 4 and
5 are already proved on the context of Topos Theory. For the sake of com-
pleteness, we are proving all propositions anyway. We used that construction
on two preprints [15] and [16] of Geometric Group Theory to do a correspon-
dence theory of perspective compactifications on the first one and to blow
up bounded parabolic points on perspective compactifications on the second
one. Those tools developed on the present paper are quite useful to simplify
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constructions of some topological spaces and to give quite simple proofs of
continuity of some maps. Actually, if we have a map X +f,g Y → Z +h,j W
that sends X to Z and Y to W and it is continuous when restricted to X
and when restricted to Y , then the continuity of the whole map is equivalent
to a diagram problem (Proposition 4.2).
Our second objective with this paper is to give some applications of this
theory of Artin-Wraith glueings to compactifications of Hausdorff locally
compact spaces. From a proper map X → Y , where X and Y are Haus-
dorff locally compact spaces, to transfer functorialy a compactification of Y
to a compactification of X , preserving remainders (Proposition 7.13). This
has three major consequences:
1. If (X, ε) and (Y, ζ) are locally compact paracompact Hausdorff spaces
with suitable coarse structures (in the sense of John Roe’s book [14])
and if they are coarse equivalent, then there exists a correspondence
between the metrizable compactifications of X that agrees with ε and
metrizable compactifications of Y that agrees with ζ (Theorem 7.37).
Furthermore, if such coarse equivalence is continuous with continuous
quasi-inverse, then there exists a correspondence between the compact-
ifications ofX that agrees with ε and compactifications of Y that agrees
with ζ (Theorem 7.32). The same construction was used by Guilbault
and Moran [7] on their Boundary Swapping Theorem to EZ-structures
of groups. In [15] we also have some similar construction for groups
that generalizes a construction from Gerasimov’s Attractor-Sum The-
orem [5]. In the future we intend to unify those two constructions.
2. If X is the coproduct of the Hausdorff compact spaces {Ci}i∈Γ, then
the category of compactifications of Γ (with the discrete topology)
is isomorphic with a full subcategory of the compactifications of X
(Theorem 7.52).
3. If Z is a compact metrizable space, then there exists, up to homeomor-
phisms, a unique compactification of the Cantor set minus one point
such that the remainder is homeomorphic to Z (Theorem 7.61).
Acknowledgements. I would like to thank Peter Faul who pointed out to
me the existence of Artin-Wraith glueings.
1 Preliminaries
This section contains some well known results that are used through this
paper.
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We use the symbol , besides its usual propose, on the end of a propo-
sition, lemma or theorem to say that its proof follows immediately from the
previous considerations.
Proposition 1.1. (RAPL - Right Adjoints Preserves Limits, Proposition
3.2.2 of [1]) Let F : C → D and G : D → C be two functors with G adjoint to
F . If H : E → D is a functor that possesses a limit, then lim
←−
(G ◦H) exists
and it is equal to G(lim
←−
H).
Definition 1.2. Let X be a set, Y ⊆ X and u ⊆ X × X . We define the
u-neighbourhood of Y by B(Y, u) = {x ∈ X : ∃y ∈ Y : (x, y) ∈ u}.
Proposition 1.3. Let f : (X1,U1) → (X2,U2) be a uniformly continuous
map, u ∈ U2 and Y ⊆ X2. If Y ∈ Small(u), then f
−1(Y ) ∈ Small((f 2)−1(u)).
If f is surjective, then the converse is also true. 
Proposition 1.4. (Proposition 10, §2.7, Chapter 2 of [2]) Let Γ be a directed
set, {(Xα,Uα), fα1α2}α,α1,α2∈Γ an inverse system of uniform spaces, Bα a basis
for Uα, (X,U) = lim
←−
Xα and πα : X → Xα the projection maps. Then, the
set {(π2α)
−1(b) : α ∈ Γ, b ∈ Bα} is a basis for U.
Definition 1.5. Let X be a topological space. A family {Fα}α∈Γ of subsets
ofX is locally finite if ∀x ∈ X, ∃U a neighbourhood of x such that U∩Fα 6= ∅
only for a finite subset of Γ.
Proposition 1.6. (Proposition 4, §2.5, Chapter 1 of [2]) Let X be a topo-
logical space and {Fα}α∈Γ a locally finite family of closed sets of X. Then,⋃
α∈Γ Fα is closed.
Proposition 1.7. (Proposition 9, §4.4, Chapter 1 of [2]) Let Γ be a directed
set, {Xα, fα1α2}α,α1,α2∈Γ an inverse system of topological spaces, Bα a basis
for Xα, X = lim
←−
Xα and πα : X → Xα the projection maps. Then, the set
{π−1α (b) : α ∈ Γ, b ∈ Bα} is a basis for X.
Proposition 1.8. (Aleksandrov Theorem, §10.4, Chapter I of [2]) Let X be
a Hausdorff compact space and ∼ an equivalence relation on X. Then X/ ∼
is Hausdorff if and only if ∼ is closed in X2.
Proposition 1.9. (Corollary 3.1.20 of [3]) Let X be a Hausdorff compact
space, m an infinite cardinal and {Xα}α∈Γ a family of subspaces of X such
that X =
⋃
α∈ΓXα, #Γ 6 m and ∀α ∈ Γ, ω(Xα) 6 m (where ω(Y ) is the
lowest cardinality of a basis of Y ). Then ω(X) 6 m.
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Corollary 1.10. Let X be a Hausdorff compact space where there exists a
family of subspaces {Xn}n∈N such that each one has a countable basis and
X =
⋃
n∈NXn. Then X is metrizable.
Proof. By the last proposition, we have that X has a countable basis and,
since the space is compact and Hausdorff, it follows that it is metrizable.
Corollary 1.11. Let X be Hausdorff locally compact space with countable
basis and Z be a metrizable compact space. If Y is a compactification of X
such that the remainder is homeomorphic to Z. Then Y is metrizable. 
The next definitions and propositions follows John Roe’s book [14].
Definition 1.12. Let X be a set. A coarse structure onX is a set ε ⊆ X×X
satisfying:
1. The diagonal ∆X ∈ ε,
2. If e ∈ ε and e′ ⊆ e, then e′ ∈ ε,
3. If e, e′ ∈ ε then e ∪ e′ ∈ ε,
4. If e ∈ ε then e−1 = {(a, b) : (b, a) ∈ e} ∈ ε,
5. If e, e′ ∈ ε then e′ ◦ e = {(a, b) : ∃c ∈ X : (a, c) ∈ e, (c, b) ∈ e′} ∈ ε.
Definition 1.13. We say that a subset B of a coarse space (X, ε) is bounded
if B × B ∈ ε.
Definition 1.14. Let X be a topological space. A subset of X is topologi-
cally bounded (or relatively compact) if its closure on X is compact. We say
that (X, ε) is a proper coarse space if the coarse structure has a neighbour-
hood of ∆X and every bounded subset of X is topologically bounded.
Definition 1.15. A coarse space (X, ε) is coarse coarsely connected if for
every (x, y) ∈ X ×X , ∃e ∈ ε : (x, y) ∈ e.
Definition 1.16. LetX be a topological space. A subset e ⊆ X×X is proper
if ∀B ⊆ X topologically bounded, B(B, e) and B(B, e−1) are topologically
bounded.
Definition 1.17. Let (M, d) be a metric space. The bounded coarse struc-
ture associated to the metric d is the collection of sets e ⊆ X ×X such that
sup{d(x, y) : (x, y) ∈ e} <∞. We denote this coarse structure by εd.
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Proposition 1.18. (Proposition 2.23 of [14]) Let (X, ε) be a coarsely con-
nected proper coarse space. A subset of X is bounded if and only if it is
topologically bounded. Moreover, every element of ε is proper.
Definition 1.19. A map f : (X, ε)→ (Y, ζ) is coarse if ∀e ∈ ε, f(e) ∈ ζ and
∀B ⊆ Y bounded, f−1(B) is bounded.
Definition 1.20. Let S be a set and (X, ε) a coarse space. Two maps
f, g : S → X are close if {(f(s), g(s)) : s ∈ S} ∈ ε.
Definition 1.21. Two coarse spaces (X, ε) and (Y, ζ) are coarsely equivalent
if there exists two coarse maps f : X → Y and g : Y → X that are quasi-
inverses, i.e. f ◦ g is close to idY and g ◦ f is close to idX . A coarse map
f : (X, ε)→ (Y, ζ) is a coarse embedding if it is a coarse equivalence between
X and f(X), with the coarse structure given by {A ∈ ζ : A ⊆ f(X)2}.
Proposition 1.22. (Theorem 2.27 of [14]) Let X be a locally compact para-
compact space, W a compactification of X (i.e. W is Hausdorff compact,
contains X as subspace and X is dense in W ), ∂X =W−X and e ⊆ X×X.
The following conditions are equivalent:
1. ClW 2(e) ∩ (W
2 −X2) ⊆ ∆∂X.
2. e is proper and if {(xγ, yγ)}γ∈Γ is net contained in e such that lim xγ =
x ∈ ∂X, then lim yγ = x.
3. e is proper and ∀x ∈ ∂X, ∀V neighbourhood of x in W , there exists U
a neighbourhood of x such that U ⊆ V and e ∩ (U × (X − V )) = ∅.
We say that e is perspective if it satisfies these equivalent definitions. We
denote by εW the set of perspective subsets of X × X. Then (X, εW ) is a
coarsely connected proper coarse space.
2 Artin-Wraith glueing
This section is entirely analogous to Theorem 1.1 of [11].
Definition 2.1. Let X and Y be topological spaces. We say that an ap-
plication f : Closed(X) → Closed(Y ) is admissible if ∀A,B ∈ Closed(X),
f(A∪B) = f(A)∪ f(B) and f(∅) = ∅. Let’s fix an admissible map f . Let’s
declare A ⊆ X∪˙Y as a closed set if A∩X ∈ Closed(X), A∩Y ∈ Closed(Y )
and f(A∩X) ⊆ A. Therefore, let’s denote by τf the set of the complements
of this closed sets and X +f Y = (X∪˙Y, τf).
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Proposition 2.2. Actually, τf is a topology.
Proof. We have that (X ∪ Y ) ∩ X = X ∈ Closed(X), (X ∪ Y ) ∩ Y = Y ∈
Closed(Y ) and f((X∪Y )∩X) = f(X) ⊆ X∪Y . SoX∪Y ∈ Closed(X+fY ).
We have also that ∅ ∩X = ∅ ∈ Closed(X), ∅ ∩ ∅ = Y ∈ Closed(Y ) and
f(∅ ∩X) = f(∅) = ∅. So ∅ ∈ Closed(X +f Y ).
If A,B ∈ Closed(X +f Y ), then (A ∪ B) ∩ X = (A ∩ X) ∪ (B ∩ X) ∈
Closed(X), (A∪B)∩Y = (A∩Y )∪(B∩Y ) ∈ Closed(Y ) and f((A∪B)∩X) =
f((A∩X)∪(B∩X)) = f(A∩X)∪f(B∩X) ⊆ A∪B (because f(A∩X) ⊆ A
and f(B ∩X) ⊆ B). So A ∪ B ∈ Closed(X +f Y ).
Finally, let {Ai}i∈Γ be a family of closed sets. Then (
⋂
i∈Γ
Ai) ∩ X =
⋂
i∈Γ
(Ai ∩X) ∈ Closed(X), because each Ai ∩X ∈ Closed(X). Analogously,
(
⋂
i∈Γ
Ai) ∩ Y ∈ Closed(Y ). And ∀i ∈ Γ, f((
⋂
i∈Γ
Ai) ∩ X) ⊆ f(Ai ∩ X) ⊆ Ai,
which implies that f((
⋂
i∈Γ
Ai)∩X) ⊆
⋂
i∈Γ
Ai. So
⋂
i∈Γ
Ai ∈ Closed(X+f Y ).
For our purposes it is only necessary this definition of sum of spaces.
However, for the sake of completeness, we present the more general definition
and also develop the theory about it.
Definition 2.3. Let X and Y be topological spaces. We say that two ap-
plications f : Closed(X) → Closed(Y ) and g : Closed(Y ) → Closed(X)
are an admissible pair if f and g are admissible maps, ∀A ∈ Closed(X),
g ◦f(A) ⊆ A and ∀B ∈ Closed(Y ), f ◦g(B) ⊆ B. We denote the topological
space (X∪˙Y, τf ∩ τg) by X +f,g Y .
When ∅ : Closed(Y )→ Closed(X) is the constant map to the empty set,
we have that X +f,g Y = X +f Y . Note that for every admissible map f , the
pair f, ∅ is always admissible.
We have thatD ∈ Closed(X+f,gY ) if and only ifD∩X ∈ Closed(X), D∩
Y ∈ Closed(Y ), f(D ∩X) ⊆ D and g(D ∩ Y ) ⊆ D.
Proposition 2.4. Let A ∈ Closed(X) and B ∈ Closed(Y ). Then ClX+f,gYA =
A ∪ f(A) and ClX+f,gYB = B ∪ g(B).
Proof. We have that (A ∪ f(A)) ∩X = A ∈ Closed(X), (A ∪ f(A)) ∩ Y =
f(A) ∈ Closed(Y ), f((A∪f(A))∩X) = f(A) ⊆ A∪f(A) and g((A∪f(A))∩
Y ) = g(f(A)) ⊆ A ⊆ A ∪ f(A). So A ∪ f(A) ∈ Closed(X +f,g Y ).
Let D ∈ Closed(X+f Y ) such that A ⊆ D. We have that f(D∩X) ⊆ D.
But f(D∩X) = f((A∪D)∩X) = f(A∩X)∪f(D∩X) = f(A)∪f(D∩X),
which implies that f(A) ⊆ D. So A ∪ f(A) ⊆ D.
Thus, ClX+f,gYA = A ∪ f(A). Analogously ClX+f,gYB = B ∪ g(B)
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Corollary 2.5. X is dense in X +f,g Y if and only if f(X) = Y .
Proof. If f(X) = Y , then ClX+f,gY (X) = X ∪ f(X) = X ∪ Y , which implies
that X is dense in X +f,g Y . If f(X) = Y1 ( Y , then ClX+f,gY (X) =
X∪f(X) = X∪Y1 ( X∪Y , which implies thatX is not dense inX+f,gY .
Analogously, Y is dense in X +f,g Y if and only if g(Y ) = X .
Proposition 2.6. Y is closed in X +f Y .
Proof. We have that Y ∩X = ∅ ∈ Closed(X), Y ∩ Y = Y ∈ Closed(Y ) and
f(Y ∩X) = f(∅) = ∅ ⊆ Y . Thus, Y ∈ Closed(X +f Y ).
Proposition 2.7. The maps idX : X → X +f,g Y and idY : Y → X +f,g Y
are embeddings.
Proof. Let F ∈ Closed(X +f,g Y ). Then F ∩ X ∈ Closed(X). However,
F ∩X = id−1X (F ). So idX is continuous. Let F ∈ Closed(X). We have that
ClX+f,gY (F ) = F ∪ f(F ) and (F ∪ f(F )) ∩X = F , which implies that F is
closed in X as a subspace of X +f,g Y . Thus, idX is an embedding.
Analogously idY : Y → X +f,g Y is an embedding.
Proposition 2.8. Let Z be a topological space such that Z = X∪˙Y and X
is open. We define f : Closed(X)→ Closed(Y ) as f(A) = ClZ(A) ∩ Y and
g : Closed(Y ) → Closed(X) as g(B) = ClZ(B) ∩ X. So Z and X +f,g Y
have the same topology.
Proof. Let A,A′ ∈ Closed(X). So f(A ∪ A′) = ClZ(A ∪ A
′) ∩ Y =
(ClZ(A) ∪ ClZ(A
′)) ∩ Y = (ClZ(A) ∩ Y ) ∪ (ClZ(A
′) ∩ Y ) = f(A) ∪ f(A′)
and f(∅) = ClZ(∅) ∩ Y = ∅ ∩ Y = ∅. So f is admissible. Analogously
g is admissible. We have also that g(f(A)) = ClZ(ClZ(A) ∩ Y ) ∩ X ⊆
ClZ(ClZ(A)) ∩ X = ClZ(A) ∩ X = ClX(A) = A. Analogously, for B ∈
Closed(Y ), f(g(B)) ⊆ B. So f and g are an admissible pair.
Let A ∈ Closed(Z). We have that A ∩ X ∈ Closed(X), A ∩ Y ∈
Closed(Y ), f(A ∩ X) = ClZ(A ∩ X) ∩ Y ⊆ ClZ(A ∩ X) ⊆ ClZ(A) = A
and g(A ∩ Y ) = ClZ(A ∩ Y ) ∩ X ⊆ ClZ(A ∩ Y ) ⊆ ClZ(A) = A. So
A ∈ Closed(X +f,g Y ). Let A ∈ Closed(X +f,g Y ). We have that A ∩X ∈
Closed(X), which implies that ClX(A∩X) = A∩X ⊆ A. But ClX(A∩X) =
ClZ(A ∩ X) ∩ X , which implies that ClZ(A ∩ X) ∩ X ⊆ A. For the other
hand, we have that f(A∩X) ⊆ A. But f(A∩X) = ClZ(A∩X)∩ Y , which
implies that ClZ(A ∩X) ∩ Y ⊆ A. So ClZ(A ∩X) ⊆ A. We have also that
A∩ Y ∈ Closed(Y ) and g(A∩ Y ) ⊆ A, which implies that ClZ(A∩ Y ) ⊆ A.
But A = (A ∩ X) ∪ (A ∩ Y ), which implies that ClZ(A) = ClZ(A ∩ X) ∪
ClZ(A ∩ Y ) ⊆ A. So A ∈ Closed(Z).
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Thus, Closed(Z) = Closed(X +f,g Y ).
As a simple example, we have:
Proposition 2.9. Let X, Y be topological spaces. Then X +∅ Y is the co-
product of X and Y .
Proof. We have that X ∪ f(X) = X ∈ Closed(X +∅ Y ). So X and Y are
closed, disjoint and X ∪ Y = X +∅ Y , which implies that X +∅ Y is the
coproduct of X and Y .
3 Topological Properties
3.1 Separation
Proposition 3.1. Let X, Y be topological spaces and X +f,g Y Hausdorff.
So ∀K ⊆ X compact, f(K) = ∅ and ∀K ⊆ Y compact, f(K) = ∅.
Proof. Let K ⊆ X be a compact. We have that ClX+f,gY (K) = K ∪ f(K).
Since X +f,g Y is Hausdorff, it follows that K is closed, which means that
K ∪ f(K) = K, which implies that f(K) = ∅. Analogously, ∀K ⊆ Y
compact, f(K) = ∅.
Proposition 3.2. Let X, Y be Hausdorff spaces, with X locally compact.
Then X +f Y is Hausdorff if and only if ∀K ⊆ X compact, f(K) = ∅ and
∀a, b ∈ Y, ∃A,B ∈ Closed(X) : A ∪B = X, b /∈ f(A) and a /∈ f(B).
Proof. (⇒) Let a, b ∈ Y . Since X +f Y is a Hausdorff space, ∃U, V ∈
Closed(X +f Y ) : U ∪V = X +f Y, a /∈ V and b /∈ U . Take A = U ∩X and
B = V ∩X . We have that A,B ∈ Closed(X) and A∪B = (U ∪V )∩X = X .
Since U and V are closed, f(A) = f(U ∩X) ⊆ U and f(B) = f(V ∩X) ⊆ V .
Thus, a /∈ f(B) and b /∈ f(A). We already saw on this case that f(K) = ∅
for every compact K ⊆ X .
(⇐) Let a, b ∈ X . Since X is Hausdorff, there exists U, V open and
disjoint neighbourhoods of a and b. But X is open in X +f Y , which implies
that U and V are open and disjoint sets of X +f Y that separate a ∈ U and
b ∈ V .
Let a ∈ X and b ∈ Y . Since X is locally compact, there exists an open
neighbourhood U of a in X such that ClX(U) is compact. Since X is open in
X +f Y , we have that U is an open neighbourhood of a in X +f Y and, since
ClX(U) is compact, we have f(ClX(U)) = ∅, which implies that ClX(U) is
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closed in X +f Y . It follows that U and (X +f Y )−ClX(U) separate a and
b.
Let a, b ∈ Y . So there exists A,B ∈ Closed(X) such that A ∪ B = X ,
a /∈ f(B) and b /∈ f(A). Since, Y is Hausdorff, there exists C,D ∈ Closed(Y )
such that C ∪ D = Y, a /∈ D and b /∈ C. We have that A ∪ f(A) ∪ C and
B∪f(B)∪D are closed sets inX+f Y such that A∪f(A)∪C∪B∪f(B)∪D =
(A∪B)∪ (f(A)∪ f(B)∪C ∪D) = X ∪ Y = X +f Y, a /∈ B ∪ f(B)∪D and
b /∈ A∪f(A)∪C. So (X+f Y )−(B∪f(B)∪D) and (X+f Y )−(A∪f(A)∪C)
are open sets that separate a and b.
Thus, X +f Y is Hausdorff.
3.2 Compactness
Proposition 3.3. Let X, Y be topological spaces with Y compact and f an
admissible map. Then X +f Y is compact if and only if ∀A ∈ Closed(X)
non compact, f(A) 6= ∅.
Proof. (⇒) Let A ∈ Closed(X) be non compact. Since X +f Y is compact,
we have that A is not closed, which implies that f(A) 6= ∅.
(⇐) Let F be a filter in X +f Y . If ∃K ∈ F compact, then F ∩ K =
{A ∩K : A ∈ F} is a filter in K which has a cluster point x (because K is
compact). Since K ∈ F , we have that F ∩K is a basis for F , which implies
that x is a cluster point of F .
Let’s suppose that ∄K ∈ F : K is compact. Let S ∈ F : ClX+fY (S) ⊆ X .
We have that ClX+fY (S) = ClX(S). So ClX(S) ∈ F and ClX+fY (ClX(S)) ⊆
X . Since ClX+fY (ClX(S)) = ClX(S)∪f(ClX(S)), we have that f(ClX(S)) =
∅, which implies that ClX(S) is compact, a contradiction. So ∀A ∈ F ,
ClX+fY (A) ∩ Y 6= ∅.
So we have that the set {ClX+fY (A) ∩ Y }A∈F has the finite intersection
property (if A1, ..., An ∈ F , then A1 ∩ ... ∩ An ∈ F , which implies that
ClX+fY (A1∩...∩An)∩Y 6= ∅ and then ClX+fY (A1)∩...∩ClX+fY (An)∩Y 6= ∅
because ClX+fY (A1 ∩ ... ∩ An) ⊆ ClX+fY (A1) ∩ ... ∩ ClX+fY (An)). Since
Y is compact, ∃x ∈
⋂
A∈F ClX+fY (A) ∩ Y , which implies that ∀A ∈ F ,
x ∈ ClX+fY (A). So x is a cluster point of F .
Thus, every filter has a cluster point, which implies that X +f Y is com-
pact.
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4 Continuous maps between Artin-Wraith glue-
ings
Definition 4.1. Let X +f,g Y and Z +h,j W be spaces and ψ : X → Z and
φ : Y → W continuous maps. So we define ψ + φ : X +f,g Y → Z +h,j W by
(ψ+φ)(x) = ψ(x) if x ∈ X and φ(x) if x ∈ Y . If G is a group, ψ : Gy X and
φ : Gy Y , then we define ψ + φ : Gy X +f,g Y by (ψ + φ)(g, x) = ψ(g, x)
if x ∈ X and φ(g, x) if x ∈ Y .
Our next concern is to decide when those maps are continuous.
Proposition 4.2. Let X +f,g Y and Z +h,j W be topological spaces and
ψ : X → Z and φ : Y → W continuous maps. Then, the application
ψ + φ : X +f,g Y → Z +h,j W is continuous if and only if ∀A ∈ Closed(Z),
f(ψ−1(A)) ⊆ φ−1(h(A)) and ∀B ∈ Closed(W ), g(φ−1(B)) ⊆ ψ−1(j(B)).
Remark. In another words, ψ + φ is continuous if and only if we have the
diagrams:
Closed(X)
f // Closed(Y ) Closed(X) Closed(Y )
goo
Closed(Z)
h //
ψ−1
OO
⊆
Closed(W )
φ−1
OO
Closed(Z)
ψ−1
OO
⊇
Closed(W )
joo
φ−1
OO
Proof. (⇒) Let A be a closed set in Z +h,jW . We have that (ψ+φ)
−1(A) =
ψ−1(A∩Z)∪φ−1(A∩W ). Let’s prove that this set is closed, showing that it
is equal to its closure. We have that ClX+f,gY (ψ
−1(A∩ Z) ∪ φ−1(A∩W )) =
ClX+f,gY (ψ
−1(A∩Z))∪ClX+f,gY (φ
−1(A∩W )). But ClX+f,gY (ψ
−1(A∩Z)) =
ψ−1(A∩Z)∪f(ψ−1(A∩Z)). We have that f(ψ−1(A∩Z)) ⊆ φ−1(h(A∩Z)) by
hypothesis and φ−1(h(A∩Z)) ⊆ φ−1(A∩W ), because A is closed in Z+h,jW .
So ClX+f,gY (ψ
−1(A ∩ Z)) ⊆ ψ−1(A ∩ Z) ∪ φ−1(A ∩W ). Using the second
diagram we have analogously that ClX+f,gY (φ
−1(A ∩W )) ⊆ ψ−1(A ∩ Z) ∪
φ−1(A∩W ). So ClX+f,gY (ψ
−1(A∩Z)∪φ−1(A∩W )) ⊆ ψ−1(A∩Z)∪φ−1(A∩W )
and follows the equality. Thus, ψ + φ is continuous.
(⇐) Let’s suppose that ψ + φ is continuous. Let A be a closed set
in Z. We have that A ∪ h(A) is closed in Z +h,j W . By continuity of
the map ψ + φ, we have that (ψ + φ)−1(A ∪ h(A)) ∈ Closed(X +f,g Y ).
But (ψ + φ)−1(A ∪ h(A)) = ψ−1(A) ∪ φ−1(h(A)) = ClX+f,gY (ψ
−1(A) ∪
φ−1(h(A))) = ClX+f,gY (ψ
−1(A)) ∪ ClX+f,gY (φ
−1(h(A))). So we have that
ClX+f,gY (ψ
−1(A)) ⊆ ψ−1(A)∪φ−1(h(A)). But ClX+f,gY (ψ
−1(A)) = ψ−1(A)∪
f(ψ−1(A)) and f(ψ−1(A) ∩ ψ−1(A) = ∅, because ψ−1(A) ⊆ X . Thus,
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f(ψ−1(A)) ⊆ φ−1(h(A)), as we wish to proof. Analogously, ∀B ∈ Closed(W ),
g(φ−1(B)) ⊆ ψ−1(j(B)).
Remark. Something similar appears in [12] on the context of locales but
with one glueing map instead of two.
Corollary 4.3. Let X +f,g Y , X +f ′,g′ Y be topological spaces. Then, the
map id : X+f,g Y → X+f ′,g′ Y is continuous if and only if ∀A ∈ Closed(X),
f(A) ⊆ f ′(A) and ∀B ∈ Closed(Y ), g(B) ⊆ g′(B). 
5 Composition of Artin-Wraith glueings
Proposition 5.1. Let X +f W, Y and Z be topological spaces and let Π :
Closed(Y ) → Closed(X) and Σ : Closed(W ) → Closed(Z) be admissible
maps. We define fΣΠ : Closed(Y ) → Closed(Z) as fΣΠ = Σ ◦ f ◦ Π. Then,
fΣΠ is admissible. 
Proposition 5.2. Let X +f W, Y and Z be topological spaces and consider
the admissible maps:
1. Π : Closed(Y )→ Closed(X),
2. Σ : Closed(W )→ Closed(Z),
3. Λ : Closed(X)→ Closed(Y ),
4. Ω : Closed(Z)→ Closed(W ).
If Ω◦Σ ⊆ idClosed(W ) (respec. ⊇ idClosed(W ) or = idClosed(W )) and Π◦Λ ⊆
idClosed(X) (respec. ⊇ idClosed(X) or = idClosed(X)) then (fΣΠ)ΩΛ ⊆ f (respec.
⊇ f or = f).
Proof. We have that (fΣΠ)ΩΛ(A) = Ω ◦ fΣΠ ◦ Λ(A) = Ω ◦ Σ ◦ f ◦ Π ◦ Λ(A).
If Ω ◦ Σ ⊆ idClosed(W ) and Π ◦ Λ ⊆ idClosed(X), then Ω ◦ Σ ◦ f ◦ Π ◦ Λ(A) ⊆
Ω ◦ Σ ◦ f(A) ⊆ f(A). The other cases are analogous.
Proposition 5.3. (Cube Lemma) Let Xi +fi Wi, Yi and Zi be topological
spaces, Πi : Closed(Yi) → Closed(Xi) and Σi : Closed(Wi) → Closed(Zi)
admissible maps, with i ∈ {1, 2}. Take fiΣiΠi : Closed(Yi)→ Closed(Zi) the
respective induced maps. If µ+ ν : X1+f1 W1 → X2+f2 W2, ψ : Y1 → Y2 and
φ : Z1 → Z2 are continuous maps that form the diagrams:
12
Closed(X2)
µ−1 //
⊇
Closed(X1) Closed(W2)
ν−1 //
Σ2

⊇
Closed(W1)
Σ1

Closed(Y2)
ψ−1 //
Π2
OO
Closed(Y1)
Π1
OO
Closed(Z2)
φ−1 // Closed(Z1)
Then, ψ + φ : Y1 +f1Σ1Π1 Z1 → Y2 +f2Σ2Π2 Z2 is continuous.
Proof. Consider the diagram:
Closed(X1)
f1 // Closed(W1)
Σ1

Closed(X2)
f2 //
µ−1
ggPPPPPPPPPPPP
Closed(W2)
ν−1
hhPPPPPPPPPPPP
Σ2

Closed(Y1)
f1Σ1Π1
//
Π1
OO
Closed(Z1)
Closed(Y2)
f2Σ2Π2
//
Π2
OO
ψ−1
ggPPPPPPPPPPPP
Closed(Z2)
φ−1
hhPPPPPPPPPPPP
We have that f1Σ1Π1 ◦ ψ
−1 = Σ1 ◦ f1 ◦ Π1 ◦ ψ
−1 ⊆ Σ1 ◦ f1 ◦ µ
−1 ◦ Π2 ⊆
Σ1◦ν
−1◦f2◦Π2 ⊆ φ
−1◦Σ2◦f2◦Π2 = φ
−1◦f2Σ2Π2 . Thus, ψ+φ is continuous.
Corollary 5.4. Let G1, G2 be groups, X +f W , Y and Z topological spaces,
α : G1 → G2 a group homomorphism and Π : Closed(Y ) → Closed(X)
and Σ : Closed(W ) → Closed(Z) admissible maps. Take the induced map
fΣΠ : Closed(Y ) → Closed(Z). If µ + ν : G2 y X +f W , ψ : G1 y Y and
φ : G1 y Z are actions by homeomorphisms (where µ + ν is defined as the
disjoint union of the pair of actions µ : G2 y X and ν : G2 yW ) such that
form the following diagrams for each g ∈ G1:
Closed(X)
µ(α(g), )−1
//
⊇
Closed(X) Closed(W )
ν(α(g), )−1
//
Σ

⊇
Closed(W )
Σ

Closed(Y )
ψ(g, )−1//
Π
OO
Closed(Y )
Π
OO
Closed(Z)
φ(g, )−1// Closed(Z)
Then, ψ + φ : G1 y Y +fΣΠ Z is an action by homeomorphisms.
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Proof. It follows by the last proposition that ∀g ∈ G1, (ψ + φ)(g, ) is con-
tinuous (and then a homeomorphism, since its inverse is (ψ + φ)(g−1, ),
which is also continuous). Thus, ψ + φ : G1 y Y +fΣΠ Z is an action by
homeomorphisms.
And a useful proposition about separation:
Proposition 5.5. Let X +f W, Y and Z be Hausdorff topological spaces
such that Y and X are locally compact and Π : Closed(Y ) → Closed(X),
Σ : Closed(W ) → Closed(Z), Λ : Closed(X) → Closed(Y ) and
Ω : Closed(Z) → Closed(W ) are admissible maps. If ∀C ⊆ Y compact,
Π(C) is compact, {{z} : z ∈ Z} ⊆ Im Σ, ∀w ∈ W , w ∈ Ω ◦ Σ({w}),
Λ(X) = Y and (fΣΠ)ΩΛ = f , then Y +fΣΠ Z is Hausdorff.
Proof. Let C ⊆ Y be a compact. We have that Π(C) is compact, which
implies that Σ ◦ f ◦ Π(C) = Σ(∅) = ∅, because X +f Y is Hausdorff.
Let a, b ∈ Z. There exists C,D ∈ Closed(W ) : Σ(C) = {a} and Σ(D) =
{b}. Take c ∈ C and d ∈ D. Since X +f Y is Hausdorff, there exists
A,B ∈ Closed(X) : A ∪ B = X, d /∈ f(A) and c /∈ f(B). We have that
Λ(A),Λ(B) ∈ Closed(Y ) and Λ(A) ∪ Λ(B) = Λ(A ∪ B) = Λ(X) = Y . If
a ∈ fΣΠ(Λ(B)), then Ω({a}) ⊆ Ω ◦ fΣΠ(Λ(B)) = f(B). But Ω({a}) =
Ω ◦ Σ(C) ⊇ Ω ◦ Σ({c}) ⊇ {c}, which implies that c ∈ f(B), a contradiction.
So a /∈ fΣΠ(Λ(B)) and, analogously, b /∈ fΣΠ(Λ(A)).
Thus, Y +fΣΠ Z is Hausdorff.
Corollary 5.6. Let X +f W and Y be Hausdorff topological spaces such
that Y and X are locally compact and Π : Closed(Y ) → Closed(X) and
Λ : Closed(X) → Closed(Y ) are admissible maps. If ∀C ⊆ Y compact,
Π(C) is compact, Λ(X) = Y and (fidWΠ)idWΛ = f , then Y +fidWΠ W is
Hausdorff. 
Let’s consider two special cases of composition of sums of spaces that
shall be useful:
5.1 Pullbacks
Definition 5.7. Let X +f W , Y and Z be topological spaces, π : Y → X
and ̟ : Z → W be two applications. Consider the admissible applica-
tions Π : Closed(Y ) → Closed(X) and Σ : Closed(W ) → Closed(Z) de-
fined as Π(A) = ClX(π(A)) and Σ(A) = ClZ(̟
−1(A)). We define the
pullback of f with respect to the maps π and ̟ by f ∗(A) = fΣΠ(A) =
ClZ(̟
−1(f(ClX(π(A))))).
14
Proposition 5.8. If π and ̟ are continuous, then π+̟ : Y +f∗Z → X+fW
is continuous.
Proof. If A ∈ Closed(X), then f ∗(π−1(A)) = ̟−1(f(ClX(π(π
−1(A))))) ⊆
̟−1(f(ClX(A))) = ̟
−1(f(A)). In another words, we have the diagram:
Closed(Y )
f∗ //
⊆
Closed(Z)
Closed(X)
f
//
π−1
OO
Closed(W )
̟−1
OO
Thus, (π +̟) : Y +f∗ Z → X +f W is continuous.
Proposition 5.9. Let’s suppose that π and ̟ are continuous and let Y +f ′Z,
for some admissible map f ′, such that π + ̟ : Y +f ′ Z → X +f W is
continuous. Then idY + idZ : Y +f ′ Z → Y +f∗ Z is continuous.
Proof. Since the map π +̟ is continuous, it follows that ∀B ∈ Closed(X),
f ′(π−1(B)) ⊆ ̟−1(f(B)) = f ∗(π−1(B)). We have that ∀A ∈ Closed(Y ),
f ∗(π−1(ClX(π(A)))) = ̟
−1(f(ClX(π(π
−1(ClX(π(A))))))) ⊆
̟−1(f(ClX(ClX(π(A))))) = ̟
−1(f(ClX(π(A)))) = f
∗(A). Consider B =
ClX(π(A)). Then, f
′(π−1(ClX(π(A)))) ⊆ f
∗(π−1(ClX(π(A)))) ⊆ f
∗(A).
But A ⊆ π−1(ClX(π(A))), which implies that f
′(A) ⊆ f ′(π−1(ClX(π(A)))).
Thus, f ′(A) ⊆ f ∗(A), which implies that idY + idZ is continuous.
In another words, if π and ̟ are continuous, then f ∗ induces the coarsest
topology (between the topologies that extend the topologies of Y and Z)
such that the map π +̟ is continuous.
Proposition 5.10. (Cube Lemma for Pullbacks) Let Xi +fi Wi, Yi, Zi be
topological spaces, πi : Yi → Xi and ̟i : Zi → Wi be two maps and
f ∗i : Closed(Yi) → Closed(Zi) the respective pullbacks. Let’s suppose that
µ+ν : X1+f1W1 → X2+f2W2, ψ : Y1 → Y2 and φ : Z1 → Z2 are continuous
maps that commute the diagrams:
Y1
ψ //
π1

Y2
π2

Z1
φ //
̟1

Z2
̟2

X1
µ // X2 W1
ν //W2
Then ψ + φ : Y1 +f∗1 Z1 → Y2 +f∗2 Z2 is continuous.
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Proof. We are showing that we have these diagrams:
Closed(X2)
µ−1 //
⊇
Closed(X1) Closed(W2)
ν−1 //
ClZ2◦̟
−1
2

⊇
Closed(W1)
ClZ1◦̟
−1
1

Closed(Y2)
ψ−1 //
ClX2◦π2
OO
Closed(Y1)
ClX1◦π1
OO
Closed(Z2)
φ−1 // Closed(Z1)
Let A ⊆ X2. SoA ⊆ ClX2(A), which implies that µ
−1(A) ⊆ µ−1(ClX2(A)).
Since µ−1(ClX2(A)) is a closed subset of X1, it follows that ClX1(µ
−1(A)) ⊆
µ−1(ClX2(A)). Let B ⊆ Y2 and x ∈ ψ
−1(B). We have that π2◦ψ(x) ∈ π2(B).
But π2 ◦ ψ(x) = µ ◦ π1(x), which implies that x ∈ π
−1
1 ◦ µ
−1 ◦ π2(B).
So ψ−1(B) ⊆ π−11 ◦ µ
−1 ◦ π2(B). Let now C ∈ Closed(Y2). We have
that ClX1(π1(ψ
−1(C))) ⊆ ClX1(π1(π
−1
1 (µ
−1(π2(C))))) ⊆ ClX1(µ
−1(π2(C))) ⊆
µ−1(ClX2(π2(C))). So we have the first diagram.
Let A ∈ Closed(W2). We have that ClZ1 ◦̟
−1
1 ◦ ν
−1(A) = ClZ1 ◦ φ
−1 ◦
̟−12 (A) ⊆ φ
−1 ◦ClZ1 ◦̟
−1
2 (A), since φ is continuous. So we have the second
diagram.
By the Cube Lemma, it follows that ψ + φ : Y1 +f∗1 Z1 → Y2 +f∗2 Z2 is
continuous.
Corollary 5.11. Let G1 and G2 be groups, X +f W,Y and Z topological
spaces, α : G1 → G2 a homomorphism, π : Y → X and ̟ : Z → W two maps
and f ∗ : Closed(Y )→ Closed(Z) the pullback of f . Let µ+ν : G2 y X+fW ,
ψ : G1 y Y and φ : G1 y Z be actions by homeomorphisms such that π
and ̟ are α - equivariant. Then, the action ψ + φ : G1 y Y +f∗ Z is by
homeomorphisms.
Proof. Since π and ̟ are α - equivariant, we have that ∀g ∈ G the diagrams
commute:
Y
ψ(g, ) //
π

Y
π

Z
φ(g, ) //
̟

Z
̟

X
µ(α(g), )
// X W
ν(α(g), )
//W
By the last proposition it follows that (ψ + φ)(g, ) = ψ(g, ) + φ(g, ) is
continuous. Thus, ψ + φ is an action by homeomorphisms.
There are some properties of the pullback:
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Proposition 5.12. If X +f W,Y, Z are Hausdorff, ̟ is injective and π and
̟ are continuous, then Y +f∗ Z is Hausdorff.
Proof. Let x, y ∈ Y . Since Y is Hausdorff, there exists U, V open sets that
separate x and y. But Y is open in Y +f∗ Z, which implies that U, V are
open sets in Y +f∗ Z that separate x and y. Let x ∈ Y and y ∈ Z. Take
U, V open sets in X +f W that separate π(x) and ̟(y) (which are different
points since π(x) ∈ X and ̟(y) ∈ W ). So (π +̟)−1(U) and (π +̟)−1(V )
separate x and y. Now, let x, y ∈ Z. Since ̟ is injective, we have that
̟(x) 6= ̟(y) and, since X +f W is Hausdorff, there exists U and V disjoint
open sets in X +f W that separate ̟(x) and ̟(y). Hence, (π + ̟)
−1(U)
and (π +̟)−1(V ) are disjoint open sets in Y +f∗ Z that separate x and y.
Thus, Y +f∗ Z is Hausdorff.
Proposition 5.13. If π and ̟ are closed and ̟ is surjective, then the map
π +̟ : Y +f∗ Z → X +f W is closed.
Proof. Let A ∈ Closed(Y +f∗Z). So A∩Y ∈ Closed(Y ), A∩Z ∈ Closed(Z)
and f ∗(A ∩ Y ) ⊆ A. Since π and ̟ are closed, we have that π(A ∩ Y ) =
(π + ̟)(A) ∩X ∈ Closed(X), ̟(A ∩ Z) = (π + ̟)(A) ∩W ∈ Closed(W )
and ̟(f ∗(A ∩ Y )) = (π +̟)(f ∗(A ∩ Y )) ⊆ (π +̟)(A). But we have that
f ∗(A ∩ Y ) = ClZ(̟
−1(f(π(A ∩ Y )))), which implies that ̟(f ∗(A ∩ Y )) ⊇
̟(̟−1(f(π(A ∩ Y )))) = f(π(A ∩ Y )) = f((π + ̟)(A) ∩ X). Therefore
f((π+̟)(A)∩X) ⊆ (π+̟)(A). Thus, (π+̟)(A) ∈ Closed(X+f W ) and
then π +̟ is closed.
Proposition 5.14. If π is proper and the spaces Z and X+fW are compact,
then Y +f∗ Z is compact.
Proof. Let A ∈ Closed(Y ) be non compact. Then, ClX(π(A)) is not compact
(otherwise π−1(ClX(π(A)) would be compact, since π is proper, that contain
a closed non compact subspace A). So f(ClX(π(A))) 6= ∅ (since Y +f∗ Z is
compact), which implies that f ∗(A) = ClZ(̟
−1(f(ClX(π(A))))) 6= ∅. Thus,
Y +f∗ Z is compact.
Proposition 5.15. Let X +f Y be a topological space, X1 ⊆ X and Y1 ⊆ Y .
So the subspace topology of Z = X1 ∪ Y1 coincides with the topology of the
space X1 +f1 Y1, with f1 : Closed(X1) → Closed(Y1) such that f1(A) =
f(ClX(A)) ∩ Y1 is the pullback of f by the inclusion maps.
Proof. Let ιX1 : X1 → X, ιY1 : Y1 → Y and ιZ : Z → X +f Y be the
inclusion maps. We have that the maps ιX1 + ιY1 : X1 +f1 Y1 → X +f Y
and ιZ : Z → X +f Y are both continuous. By the universal property of
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the subspace topology we have that idX1∪Y1 : X1 +f1 Y1 → Z is continuous
and, by the universal property of the pullback, we have the continuity of the
inverse. Thus, both topologies coincide.
Proposition 5.16. Let X +f W , Y , Z, U and V be topological spaces,
π : Y → X, ̟ : Z → W , ρ : U → Y and ̺ : V → Z be four maps. Then
f ∗∗ ⊆ (f ∗)∗, where f ∗∗ is the pullback f ∗∗ of f by the maps π ◦ ρ and ̟ ◦ ̺
and (f ∗)∗ is the pullback of f ∗ by the maps ρ and ̺.
Proof. Let A ∈ Closed(U). Then (f ∗)∗(A) = ClV (̺
−1(f ∗(ClY (ρ(A))))) =
ClV (̺
−1(ClZ(̟
−1(f(ClX(π(ClY (ρ(A))))))))) ⊇
ClV (̺
−1(̟−1(f(ClX(π(ρ(A))))))) = ClZ((̟ ◦ ̺)
−1(f(ClX(π ◦ ρ(A))))).
Remark. If U +f∗∗ V is compact and U +(f∗)∗ V is Hausdorff, then f
∗∗ =
(f ∗)∗.
5.2 Pushforwards
Definition 5.17. Let X +f W,Y, Z be topological spaces and π : X → Y
and ̟ : W → Z continuous maps. Let’s consider the admissible maps
Π : Closed(Y ) → Closed(X) and Σ : Closed(W ) → Closed(Z) as Π(A) =
π−1(A) and Σ(A) = ClZ(̟(A)). We define the pushforward of f by the
maps π and ̟ by f∗(A) = fΣΠ(A) = ClZ(̟(f(π
−1(A)))).
Proposition 5.18. π +̟ : X +f W → Y +f∗ Z is continuous.
Proof. If A ∈ Closed(Y ), then ̟−1(f∗(A)) = ̟
−1(ClZ(̟(f(π
−1(A))))) ⊇
̟−1(̟(f(π−1(A)))) ⊇ f(π−1(A)), that is, we have the diagram:
Closed(X)
f //
⊆
Closed(W )
Closed(Y )
f∗
//
π−1
OO
Closed(Z)
̟−1
OO
Thus, π +̟ : X +f W → Y +f∗ Z is continuous.
Proposition 5.19. If ̟ is closed and injective, then the diagram commutes:
Closed(X)
f // Closed(W )
Closed(Y )
f∗
//
π−1
OO
Closed(Z)
̟−1
OO

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Proposition 5.20. Let Y +f ′ Z for some choice of f
′ such that the map
π +̟ : X +f W → Y +f ′ Z is continuous. If ̟ is injective and closed, then
idY + idW : Y +f∗ W → Y +f ′ W is continuous.
Proof. Since the map π + ̟ is continuous, we have that ∀B ∈ Closed(Y ),
f(π−1(B)) ⊆ ̟−1(f ′(B)). Since ̟ is injective and closed, we have that
f(π−1(B)) = ̟−1(f∗(B)), which implies that ̟
−1(f∗(B)) ⊆ ̟
−1(f ′(B)) and
then f∗(B) ⊆ f
′(B). Thus, idY + idW : Y +f∗ W → Y +f ′ W is continuous.
In another words, if ̟ is injective and closed, then f∗ induces the finer
topology (between the topologies that extend the topologies of X and W )
such that the map π +̟ is continuous.
Proposition 5.21. (Cube Lemma for Pushforwards) Let Xi +fi Wi, Yi and
Zi be topological spaces, πi : Xi → Yi and ̟i : Wi → Zi continuous maps
and fi∗ : Closed(Yi) → Closed(Zi) the respective pushforwards. If the maps
µ+ν : X1+f1W1 → X2+f2W2, ψ : Y1 → Y2 and φ : Z1 → Z2 are continuous
and commute the diagrams:
X1
µ //
π1

X2
π2

W1
ν //
̟1

W2
̟2

Y1
ψ // Y2 Z1
φ // Z2
Then, ψ + φ : Y1 +f1∗ Z1 → Y2 +f2∗ Z2 is continuous.
Proof. Let A ⊆ Z2. Since φ is continuous, ClZ1φ
−1(A) ⊆ φ−1(ClZ2(A)). Let
B ⊆W2 and x ∈ ̟1(ν
−1(B)). So φ(x) ∈ φ(̟1(ν
−1(B))) = ̟2(ν(ν
−1(B))) ⊆
̟2(B), which implies that x ∈ φ
−1(̟2(B)). Hence̟1(ν
−1(B)) ⊆ φ−1(̟2(B)).
Let C ∈ Closed(W2). We have that ClZ1(̟1(ν
−1(C))) ⊆ ClZ1(φ
−1(̟2(C))) ⊆
φ−1(ClZ2(̟2(C))). So we have the diagrams (the first one is immediate from
the hypothesis):
Closed(X2)
µ−1 //
	
Closed(X1) Closed(W2)
ν−1 //
ClZ2◦̟2

⊇
Closed(W1)
ClZ1◦̟1

Closed(Y2)
ψ−1 //
π−12
OO
Closed(Y1)
π−11
OO
Closed(Z2)
φ−1 // Closed(Z1)
By the Cube Lemma, it follows that ψ + φ : Y1 +f1∗ Z1 → Y2 +f2∗ Z2 is
continuous.
And a property of the pushforward:
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Proposition 5.22. If X +f W and Z are compact and π is surjective, then
Y +f∗ Z is compact.
Proof. Let A ∈ Closed(Y ) be non compact. Then, π−1(A) is not compact
(otherwise A = π(π−1(A)) would be compact). So f(π−1(A)) 6= ∅, which
implies that f∗(A) = ClZ(̟(f(π
−1(A)))) 6= ∅. Thus, Y +f∗Z is compact.
The next two propositions relate the notions of pullback and pushforward.
Proposition 5.23. Let X +f W , Y and Z be topological spaces and two
continuous maps π : Y → X and ̟ : Z → W . If π and ̟ are surjective,
then (f ∗)∗ = f . Otherwise (f
∗)∗ ⊆ f .
Proof. Suppose that π and ̟ are surjective. Let A ∈ Closed(X). Then
(f ∗)∗(A) = ClZ(̟ ◦̟
−1(f(ClY (π ◦ π
−1(A))))) = ClZ(f(ClY (A))) =
ClZ(f(A)) = f(A). The other statement is analogous.
Proposition 5.24. Let X +f W , Y and Z be topological spaces and two
continuous maps π : X → Y and ̟ :W → Z. Then (f∗)
∗ ⊇ f .
Proof. Let A be a closed subset of X . We have that (f∗)
∗(A) =
̟−1(ClZ(̟(f(π
−1(ClY (π(A))))))) ⊇ ̟
−1(̟(f(π−1(π(A))))) ⊇ f(A).
6 Limits
Definition 6.1. Let X be a locally compact space. We define SUM(X) as
the category whose objects are Hausdorff spaces of the form X +f Y and
morphisms are continuous maps of the form id+ φ : X +f1 Y1 → X +f2 Y2.
In this section we are going to construct the limits of this category.
Proposition 6.2. The one point compactification X+f∞{∞} is the terminal
object in SUM(X).
Proof. Let X +f Y ∈ SUM(X). It is clear that if there exists a morphism
id + φ : X +f Y → X +f∞ {∞}, it must be unique (φ must be the constant
map). Let’s check that such map is continuous (and then a morphism). Let
F ∈ Closed(X). If F is compact, then f(F ) = f∞(F ) = ∅, which implies that
f ◦ id−1(F ) = ∅ = φ−1 ◦ f∞(F ). If F is not compact, then f∞(F ) = {∞},
which implies that f ◦ id−1(F ) = f(F ) ⊆ Y = φ−1(∞) = φ−1 ◦ f∞(F ).
Thus, id + φ is continuous and then X +f∞ {∞} is the terminal object in
SUM(X).
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Proposition 6.3. Let C be a category. We define a new category Cˆ whose
objects are the same as C and one new object ∞ and the morphisms are the
same as C and for each c ∈ Cˆ, a new morphism ec : c→∞. For morphisms
in C, the new composition is the same. For a morphism α : c1 → c2 of C, we
define ec2 ◦ α = ec1. And, finally, we define, for c ∈ C, e∞ ◦ ec = ec. This
becomes actually a category.
Proof. We have that the identity of an object in C continuous to be its identity
on the new category and id∞ = e∞. Let αi : ci → ci+1 be morphisms in C.
We have that (α3◦α2)◦α1 = α3◦(α2◦α1), since this compositions are just the
same as in C, (ec3 ◦α2)◦α1 = ec2 ◦α1 = ec1 = ec3 ◦ (α2 ◦α1), (e∞ ◦ ec2)◦α1 =
ec2 ◦ α1 = ec1 = e∞ ◦ ec1 = e∞ ◦ (ec2 ◦ α1), (e∞ ◦ e∞) ◦ ec1 = e∞ ◦ ec1 =
e∞ ◦ (e∞ ◦ ec1) and (e∞ ◦ e∞) ◦ e∞ = e∞ = e∞ ◦ (e∞ ◦ e∞). Thus, the
composition is associative, which implies that Cˆ is a category.
Let F : C → SUM(X) be a covariant functor, where C is a small category.
We have that ∀c ∈ C, F (c) = X +fc Yc.
Proposition 6.4. There exists only one extension Fˆ : Cˆ → SUM(X) of F
such that Fˆ (∞) = X +f∞ {∞}.
Proof. It is clear that, if such extension exists, it must be unique, since it is
already defined on the objects, on the morphisms in C and for the morphisms
ec : c → ∞, it must be the unique morphism of the form Fˆ (c) → ∞. Let’s
check that Fˆ is actually a functor. If c ∈ C, then Fˆ (idc) = Fidc = idF (c)
and Fˆ (id∞) = idX+f∞{∞}, by definition of Fˆ . Let αi : ci → ci+1 and
eci : ci → ∞ be morphisms in Cˆ, with ci ∈ C (there is no morphism of the
form γ : ∞ → ci and the only morphism γ : ∞ → ∞ is the identity). We
have that Fˆ (α2 ◦ α1) = F (α2 ◦ α1) = F (α2) ◦ F (α1) = Fˆ (α2) ◦ Fˆ (α1), and
Fˆ (ec2 ◦ α1) = Fˆ (ec1) = Fˆ (ec2) ◦ Fˆ (α1), since both are the unique morphism
F (c1)→ X +f∞ {∞}. Thus, Fˆ is a functor.
Let ιc : X → X +fc Yc be the inclusion map. It is clear that (X, {ιc}c∈C)
is a cone of the functor F˜ : C˜ → Top that does the same as Fˆ . So it induces
the diagonal map ∆ : X → lim
←−
F˜ .
Proposition 6.5. ∆ is an open embedding.
Proof. Let πc : lim
←−
F˜ → X +fc Yc be the projections and the equivalence
relation x ∼ y, for x, y ∈ lim
←−
F˜ if x = y or π∞(x) = π∞(y) ∈ X . In the case,
∀c ∈ Cˆ, Fˆ (ec) ◦ πc(x) = π∞(x) = π∞(y) = Fˆ (ec) ◦ πc(y), which implies that
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πc(x) = πc(y), since Fˆ (ec)|X is injective (in a fact it is the identity in X). So
the diagram commutes ∀c, c′ ∈ Cˆ and α : c→ c′ morphism:
lim
←−
F˜
πc
✠✠
✠✠
✠✠
✠✠
✠✠
✠✠
✠✠
✠✠
✠✠
πc′
✻
✻✻
✻✻
✻✻
✻✻
✻✻
✻✻
✻✻
✻✻
✻
ω

(lim
←−
F˜ )/∼
ωc
zz✉✉
✉✉
✉✉
✉✉
ωc′ $$■
■■
■■
■■
■
F˜ (c)
α // F˜ (c′)
Where ω : lim
←−
F˜ → (lim
←−
F˜ )/ ∼ is the quotient map and ωc and ωc′ are
the maps that commutes the upper triangles (they are continuous because
of the quotient topology). So the whole diagram commutes, which implies,
by the universal property of the limit, that ω is an homeomorphism, which
implies that ∼ is trivial and then π∞|π−1∞ (X) is injective.
Since π∞ ◦ ∆ = ι∞ and π∞ is injective, it follows that ∆ is injective.
Let U ⊆ X be an open set. We have that π−1∞ (U) is open in lim
←−
F˜ . But
π−1∞ (U) = ∆(U), since π∞ ◦∆(U) = U and π∞|π−1∞ (X) is injective. So ∆(U)
is open. Thus, ∆ is open.
So lim
←−
F˜ ∼= X +f Y for some topological space Y and an admissible map
f . Thus, lim
←−
F˜ can be seen as an object of SUM(X).
Proposition 6.6. Let F´ : Cˆ → Top defined by F´ (c) = Yc and, for α : c→ d
a morphism, F´ (α) = F˜ (α)|Yc : Yc → Yd. Then, Y
∼= lim
←−
F´ .
Proof. Let, for c ∈ Cˆ, νc : F´ (c) → F˜ (c) be the inclusion map. By the
definition of F´ , we have that {vc}c∈Cˆ is a natural transformation, which
implies that it induces a continuous map ν : lim
←−
F´ → lim
←−
F˜ .
Let x, y ∈ lim
←−
F´ such that ν(x) = ν(y). Then, ∀c ∈ Cˆ, πc◦ν(x) = πc◦ν(y).
But πc ◦ ν = νc ◦ ̟c, where ̟c : lim
←−
F´ → F´ (c) is the projection map. So
∀c ∈ Cˆ, νc ◦̟c(x) = νc ◦̟c(y), which implies that ∀c ∈ Cˆ, ̟c(x) = ̟c(y),
since νc is injective. So x = y and then ν is injective.
Let x /∈ Im ∆. If there exists c0 ∈ Cˆ : πc0(x) ∈ X , then π∞(x) =
πc0(x) ∈ X , which implies that ∀c ∈ Cˆ, πc(x) ∈ X , contradicting the fact
that x /∈ Im ∆. So ∀c ∈ Cˆ, πc(x) ∈ Yc. Since ∀α : c → d, F´ (α)(πc(x)) =
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F˜ (α)(πc(x)) = πd(x), there exists y ∈ lim
←−
F´ , such that ∀c ∈ Cˆ, ̟c(y) =
πc(x). So ∀c ∈ Cˆ, πc ◦ ν(y) = νc ◦ ̟c(y) = ̟c(y) = πc(x), which implies
that ν(y) = x and then (lim
←−
F˜ ) − Im ∆ ⊆ Im ν. Let x ∈ Im ν and
y ∈ lim
←−
F´ : ν(y) = x. Then, ∀c ∈ Cˆ, πc(x) = πc ◦ ν(y) = νc ◦ ̟c(y) =
̟c(y) ∈ Yc, which implies that x /∈ Im ∆. So Im ν ⊆ (lim
←−
F˜ ) − Im ∆ and
then Im ν = (lim
←−
F˜ )− Im ∆.
Since lim
←−
F´ is compact and ν is injective, we have that lim
←−
F´ ∼= Im ν =
(lim
←−
F˜ )− Im ∆ ∼= Y .
Proposition 6.7. lim
←−
Fˆ exists and lim
←−
F˜ ∼= lim
←−
Fˆ .
Proof. We have that lim
←−
F˜ satisfies the limit conditions since it satisfies the
conditions in Top with more morphisms.
Proposition 6.8. lim
←−
F exists and lim
←−
Fˆ ∼= lim
←−
F .
Proof. Both functors have the same cones because they agree in C and Fˆ (∞)
is the terminal object in SUM(X). So they have the same limit.
Observe that X does not need to be dense on the limit, even when X is
dense in F (c), ∀c ∈ C:
Example. Consider two copies of the two point compactification space
R+f {−∞,∞}. The product is a compact of the form R+g Y , with #Y = 4,
since Y ∼= {−∞,∞}×{−∞,∞}. But there is no Hausdorff compactification
of R with four points. Thus, R is not dense in R+g Y .
So let’s consider Sum(X) the full subcategory of SUM(X) whose objects
are the spaces where X is dense.
Proposition 6.9. Let I : Sum(X) → SUM(X) be the inclusion functor
and J : SUM(X) → Sum(X) the functor that sends a space X +f Y to
ClX+fY (X) and a map id + φ : X +f1 Y1 → X +f2 Y2 to its restriction
id+ φ|f1(X1) : ClX+f1Y1(X)→ ClX+f2Y2(X). Then, J is right adjoint to I.
Proof. Let X +f Y ∈ Sum(X), X +g Z ∈ SUM(X) and an application
id+ φ : X +f Y → J(X +g Z) = ClX+gZ(X). If ι : ClX+gZ(X)→ X +g Z is
the inclusion map, then ι ◦ (id+ φ) : I(X +f Y ) = X +f Y → X +g Z is the
only morphism that commutes the diagram:
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X +f Y
id //
id+φ

J ◦ I(X +f Y )
J(ι◦(id+φ))vv♠♠♠
♠♠♠
♠♠♠
♠♠♠
J(X +g Z)
So X +f Y and the map id+ id : X +f Y → X +f Y form a reflection of
X +f Y along J . Thus, I is left adjoint to J .
Proposition 6.10. Let F : C → Sum(X) be a functor, F˘ : C → SUM(X) a
functor that do the same thing as F and Z = lim
←−
F˘ . Then, lim
←−
F exists and
ClZX = lim
←−
F .
Proof. RAPL.
Proposition 6.11. Let F : C → Sum(X) be a functor, where C is a codi-
rected poset. Then, X is dense in X +f Y = lim
←−
F˘ and lim
←−
F ∼= lim
←−
F˘ .
Proof. Let y ∈ Y − f(X). Since Y − f(X) is open in X +f Y and the set
{π−1c (U) : c ∈ C and U is open in F (c)} is a basis for the topology of X +f Y
(because C is codirected), we have that there exists c ∈ C and U an open set
of F (c) = X +fc Yc such that y ∈ π
−1
c (U) ⊆ Y − f(X). So πc(y) ∈ U . Let
x ∈ X ∩ U . We have that x ∈ π−1c (U) ⊆ Y , a contradiction. So X ∩ U = ∅.
ButX ⊆ (X+fcYc)−U , a closed set, implies thatX∪fc(X) = ClX+fcYc(X) ⊆
(X+fcYc)−U . Since fc(X) = Yc, it follows thatX+fcYc ⊆ (X+fcYc)−U and
then U = ∅, a contradiction, since πc(y) ∈ U . Thus, f(X) = Y and then X is
dense in X+f Y . Since lim
←−
F ∼= Cllim
←−
F˘ (X), it follows that lim←−
F ∼= lim
←−
F˘
Corollary 6.12. Let F : C → Sum(X) be a functor, where C is codirected
poset and X +f Y = lim
←−
F . Then, Y ∼= lim
←−
F´ . 
7 Compactifications
7.1 Freudenthal compactification
Let X be a Hausdorff connected and locally connected space. We construct
the Freudenthal compactification ofX [4] using the language of sum of spaces.
For K ⊆ X let’s define πu0 (X − K) as the set of unbounded connected
components of X −K with the discrete topology (boundedness here means
that its closure in X is compact).
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Proposition 7.1. ∀K ⊆ X compact, πu0 (X −K) is finite.
Proof. Let V be an open set such that K ⊆ V and ClX(V ) is compact (it
exists since X is locally compact). Let S = {U ∈ πu0 (X −K) : U ∩ V 6= ∅}.
Since X is connected, ∂V 6= ∅. Let, ∀p ∈ ∂V, Vp be an open and connected
neighbourhood of p such that Vp ∩ K = ∅. Let {Vp1, ..., Vpn} be a finite
subcover of ∂V (∂V is compact, since ClXV is compact). If U ∈ S, then
there exists i ∈ {1, ..., n} : Vpi ⊆ U . However, for U 6= U
′ ∈ S and i, i′ ∈
{1, ..., n} : Vpi ⊆ U and Vpi′ ⊆ U
′, we have that i 6= i′ (since U and U ′ are
disjoint). So S is finite.
Let W ∈ πu0 (X − K) − S. Then, W ⊆ V ∪ (X − ClXV ). Since W is
connected, we have that W ⊆ V or W ⊆ X − ClXV . Since V is bounded
and W is not, it follows that W ⊆ X − ClXV . Since X − K is locally
connected, it follows that W is open in X − K and then open in X . But
X −W = V ∪
⋃
(πu0 (X −K) − {W}) is an open set as well, contradicting
the fact that X is connected. Thus, πu0 (X − K) = S, which implies that
πu0 (X −K) is finite.
If K1, K2 are two compact subspaces of X with K1 ⊆ K2, take the map
ψK1K2 : π
u
0 (X − K2) → π
u
0 (X − K1) defined by ψK1K2(U) as the connected
component of U in X −K1, for U ∈ π
u
0 (X −K2). We have that, for K1 ⊆
K2 ⊆ K3 ⊆ X, ψK1K2 ◦ ψK2K3 = ψK1K3. So we are able to define the end
space of X as Ends(X) = lim
←−
πu0 (X −K).
Let’s consider, for K ⊆ X a compact, the space X +fK π
u
0 (X −K) with
fK(F ) = {U ∈ π
u
0 (X −K) : U ∩ F is unbounded}.
Proposition 7.2. fK is admissible.
Proof. We have that fK(∅) = {U ∈ π
u
0 (X−K) : U∩∅ is unbounded} = ∅. Let
F1, F2 ∈ Closed(X). If U ∈ fK(F1), then U∩F1 is unbounded, which implies
that U ∩ (F1 ∪ F2) is unbounded and then U ∈ fK(F1 ∪ F2). Analogously,
fK(F2) ⊆ fK(F1∪F2), which implies that fK(F1)∪ fK(F2) ⊆ fK(F1∪F2). If
U ∈ πu0 (X −K)− (fK(F1) ∪ fK(F2)), then U ∩ F1 and U ∩ F2 are bounded.
Hence (U ∩ F1) ∪ (U ∩ F2) = U ∩ (F1 ∪ F2) is bounded, which implies that
U /∈ fK(F1 ∪ F2). So fK(F1 ∪ F2) ⊆ fK(F1) ∪ fK(F2), which implies that
fK(F1 ∪ F2) = fK(F1) ∪ fK(F2). Thus, fK is admissible.
Proposition 7.3. X +fK π
u
0 (X −K) is compact.
Proof. Let F ∈ Closed(X) be non compact. If fK(F ) = ∅, then ∀U ∈
πu0 (X − K), U ∩ F is bounded, which implies that K ∪
⋃
U∈πu0 (X−K)
(U ∩ F )
is bounded (since πu0 (X − K) is finite). But F ⊆ K ∪
⋃
U∈πu0 (X−K)
(U ∩ F ),
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contradicting the fact that F is not compact (and then unbounded). Thus,
fK(F ) 6= ∅, which implies that X +fK π
u
0 (X −K) is compact.
Proposition 7.4. X +fK π
u
0 (X −K) is Hausdorff.
Proof. Let F be a compact subset ofX . We have that ∀U ∈ πu0 (X−K), U∩F
is bounded, which implies that fK(F ) = ∅. Let U, V ∈ π
u
0 (X − K). Since
U and V are open in X , we have that X − U,X − V ∈ Closed(X). But
X = (X −U)∪ (X −V ) and fK(X−U) = π
u
0 (X−K)−{U}, fK(X −V ) =
πu0 (X −K)− {V }, which implies that U /∈ fK(X −U) and V /∈ fK(X − V ).
Thus, X +fK π
u
0 (X −K) is Hausdorff.
If K1 ⊆ K2 ⊆ X are two compact subspaces, we are able to consider the
map id+ ψK1K2 : X +fK1 π
u
0 (X −K2)→ X +fK1 π
u
0 (X −K1).
Proposition 7.5. id+ ψK1K2 is continuous.
Proof. Let F ∈ Closed(X) and U ∈ πu0 (X − K2). If U ∩ F is unbounded,
then ψK1K2(U) ∩ F is unbounded (since U ⊆ ψK1K2(U)). So if U ∈ fK2(F ),
then ψK1K2(U) ∈ fK1(F ). Hence, fK2(F ) ⊆ ψ
−1
K1K2
◦ fK1(F ). In another
words, we have the diagram:
Closed(X)
fK2 // Closed(πu0 (X −K2))
Closed(X)
fK1 //
id−1
OO
⊆
Closed(πu0 (X −K1))
ψ−1
K1K2
OO
Thus, id+ ψK1K2 is continuous.
Let K be the category defined by the poset of compact subspaces of
X with the partial order defined by inclusions. Let ̥ : K → Sum(X)
defined by ̥(K) = X +fK π
u
0 (X − K) and, if K1 ⊆ K2 ⊆ X are compact,
̥(K1 ⊆ K2) = id+ ψK1K2 : X +fK1 π
u
0 (X −K2)→ X +fK1 π
u
0 (X −K1).
Proposition 7.6. lim
←−
̥ ∼= X +f Ends(X), for some admissible map f .
Proof. It is immediate from the Propositions 6.6 and 6.11.
Lemma 7.7. Let X +g Z ∈ Sum(X) be a compact space with Z totally
disconnected. For K ⊆ X a compact, we define, for z1, z2 ∈ Z, z1 ∼K z2
if z1 and z2 are in the same connected component in (X +g Z) − K and
extend trivially to X +g Z. Let’s define ZK = Z/ ∼K , gK an admissible map
such that X +gK ZK = X +g Z/ ∼K (via the identification of X with its
classes) and the functor ̥g : K → Sum(X) defined by ̥g(K) = X +gK ZK
and ̥g(K1 ⊆ K2) : X +gK2 ZK2 → X +gK1 ZK1 the quotient map. Then,
lim
←−
̥g = X +g Z.
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Remark. We have that Z = g(ClX(X−K)) =
⋃
U∈πu0 (X−K)
g(ClX(U)), which
implies that every element of Z is in the closure of some element of πu0 (X−K)
and then in a connected component of some element of πu0 (X − K). Since
πu0 (X − K) is finite and each element of Z must be in a component of an
element of πu0 (X −K) , it follows that ZK is finite. We have also that every
connected component is closed, which implies that every class of Z is closed.
So ∼K= ∆
2(X +g Z) ∪
⋃
z∈Z [z] is closed, which implies that X +gK ZK is
Hausdorff, and then, an element of Sum(X).
Proof. Let, forK ⊆ X compact, id+ηK : X+gZ → X+gKZK be the quotient
map. We have that X+gZ, together with the family {id+ηK}K∈K, is a cone
of ̥. So it inducts a continuous map id+η : X+gZ → X+g˜ Z˜ = lim
←−
̥ (with
Z˜ ∼= lim
←−
ZK). Since K is codirected and ∀K ∈ K, X is dense in X +gK ZK ,
it follows that X is dense in X +g˜ Z˜ and then, the map id + η is surjective.
Let x 6= y ∈ Z. Since Z is totally disconnected, there exists a clopen set A
of Z such that x ∈ A and y ∈ Z − A. Since X +g Z is normal, there exists
A˜, B˜, open sets of X +g Z, such that A ⊆ A˜, Z − A ⊆ B˜ and A˜ ∩ B˜ = ∅.
Take K = (X +g Z) − (A˜ ∪ B˜). We have that K is compact and K ⊆ X .
Since (X +g Z) − K = A˜ ∪ B˜ and A˜ and B˜ are open in X +g Z, we have
that A˜ and B˜ are clopen in (X +g Z)−K. So x and y are not in the same
connected component of (X +g Z)−K, which implies that x ≁K y and then
ηK(x) 6= ηK(y). So (id + η)(x) 6= (id + η)(y), which implies that id + η is
injective. Thus, id+ η is bijective and, since X +g Z is compact and X +g˜ Z˜
is Hausdorff, it is a homeomorphism.
Proposition 7.8. Let X +g Z ∈ Sum(X) be a compact space with Z totally
disconnected. Then, there exists only one continuous surjective map of the
form id : φ : X +f Ends(X)→ X +g Z.
Proof. Let K ⊆ X be a compact. We define ζK : π
u
0 (X − K) → ZK as
ζK(U) = [z], where z is in the same component of U in X − K. By the
definition of ∼K , the map ζK is well defined, it is continuous because the
space πu0 (X −K) is discrete and is surjective since every element of Z is in
some connected component of an element of πu0 (X −K).
Let F ∈ Closed(X) and U ∈ fK(F ). We have that F ∩ U is unbounded.
Let z ∈ ClX+gZ(F ∩U) ∩Z (it exists since F ∩U is unbounded). Since U is
connected, z is in the connected component of U , which implies that ζK(U) =
[z], and then, U ∈ ζ−1K ([z]). However, [z] ∈ ClX+gKZK (F ∩U) ∩ZK = gK(F )
(since z ∈ ClX+gZ(F ∩ U) ∩ Z and the quotient map is continuous). So
fK(F ) ⊆ ζ
−1
K (gK(F )). In another words, we have the diagram:
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Closed(X)
fK // Closed(πu0 (X −K))
Closed(X)
gK //
id−1
OO
⊆
Closed(ZK)
ζ−1
K
OO
So id+ ζK : X +fK π
u
0 (X −K)→ X +gK ZK is continuous.
Let K1 ⊆ K2 ⊆ X be compact subspaces. It is clear that the diagram
commutes:
X+fK2π
u
0 (X−K2)
id+ψK1K2
//
id+ζK2

X+fK1π
u
0 (X−K1)
id+ζK1

X+gK2ZK2
̥g(K1⊆K2) // X+gK1ZK1
So it induces a continuous map id+ ζ : X +f Ends(X)→ X +g Z. Since
X is dense in X +f Ends(X), it is the only map that extends idX and since
X is dense in X +g Z, it follows that the map must be surjective.
Corollary 7.9. Let X +g Z ∈ SUM(X) be a compact space with Z totally
disconnected. Then, there exists only one continuous surjective map of the
form id : φ : X +f Ends(X)→ X +g Z.
Proof. Just apply the last proposition to the subspace X ∪ g(X).
So X +f Ends(X) is the Freudenthal compactification of X .
Proposition 7.10. Let X1, X2 be locally compact, connected and locally con-
nected spaces and j : X1 → X2 be a proper continuous map. Then, there
exists a unique continuous extension to the Freudenthal compactifications:
X1 +f1 Ends(X1)→ X2 +f2 Ends(X2).
Proof. Since j is proper, ∀K ⊆ X2 compact, j
−1(K) is also compact. If
U ∈ πu0 (X1 − j
−1(K)), j(U) is connected, which implies that it is contained
in a connected component of X2−K. If j(U) is bounded, then ClX2(j(U)) is
compact, which implies that j−1(ClX2(j(U))) is compact (since j is proper).
But j−1(ClX2(j(U))) ⊇ U , contradicting the fact that U ∈ π
u
0 (X1− j
−1(K)).
So j(U) is contained in an (unique) element of πu0 (X2 − K). Consider the
map jK : π
u
0 (X1 − j
−1(K)) → πu0 (X2 − K) defined by jK(U) equal to the
connected component of j(U). Since πu0 (X1 − j
−1(K)) is discrete, it follows
that jK is continuous.
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Let F be a closed subset of X2. Then, we have that fj−1(K) ◦ j
−1(F ) =
{U ∈ πu0 (X1 − j
−1(K)) : U ∩ j−1(F ) is unbounded}. But U ∩ j−1(F ) un-
bounded implies that j(U ∩ j−1(F )) ⊆ j(U)∩F ⊆ jK(U)∩F is unbounded.
Hence, U ∈ fj−1(K)◦j
−1(F ) implies jK(U) ∈ fK(F ) and then U ∈ j
−1
K ◦fK(F ).
So fj−1(K) ◦ j
−1(F ) ⊆ j−1K ◦ fK(F ). In another words, we have the diagram:
Closed(X1)
f
j−1(K)// Closed(πu0 (X1 − j
−1(K)))
Closed(X2)
fK //
j
OO
⊆
Closed(πu0 (X2 −K))
j−1
K
OO
Then, the map j+jK : X1+f
j−1(K)
πu0 (X1−j
−1(K))→ X2+fKπ
u
0 (X2−K) is
continuous. It is clear that, ∀K1 ⊆ K2 ⊆ X2 compact subspaces, the diagram
commutes:
X1+f
j−1(K2)
πu0 (X1−j
−1(K2))
id+ψ
j−1(K1)j
−1(K2)
//
j+jK2

X1+f
j−1(K1)
πu0 (X1−j
−1(K1))
j+jK1

X2+fK2π
u
0 (X2−K2)
id+ψK1K2 // X2+fK1π
u
0 (X2−K1)
So it induces a continuous map j˜ : X1+f1 Ends(X1)→ X2+f2 Ends(X2)
that extends j. The uniqueness comes from the fact that the space is dense
on its compactification.
The existence of limits described on the last section gives us an easier way
to construct the Freudenthal compactification that works for every locally
compact Hausdorff space:
Proposition 7.11. Let X be a locally compact Hausdorff space. Then, there
exists a universal compactification of X such that the remainder is totally
disconnected.
Proof. Let {X +fi Yi}i∈Γ be the collection of all compactifications of X such
that Yi is totally disconnected. Since all of them are quotients of the Stone-
Cˇech compactification, it follows that this collection is actually a set. So
there exists a product X +f Y for those spaces on the category Sum(X).
Since this product is the closure of X in the pullback on the category Top,
we have that X +f Y is compact and Y is a subspace of
∏
Yi, which implies
that Y is totally disconnected. The projection maps are the unique maps
to the spaces X +fi Yi that are the identity on X , since X is dense. Thus,
X +f Y is the universal compactification of X such that the remainder is
totally disconnected.
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7.2 Functors
Definition 7.12. LetX be a locally compact Hausdorff space. Let Comp(X)
be the category whose objects are compact spaces of the form X+fW , where
W is a Hausdorff compact space and morphisms are continuous maps that
are the identity on X . Let T2Comp(X) be the full subcategory of Comp(X)
whose objects are Hausdorff spaces.
Proposition 7.13. Let X and Y be two locally compact Hausdorff spaces
and π : X → Y a proper map. Then, the map Π : Comp(Y ) → Comp(X)
such that Π(Y +f Z) = X +f∗ Z and, for id + ̟ : Y +f Z → Y +g W ,
Π(id +̟) = id+̟ : X +f∗ Z → X +g∗ W is a functor.
Proof. Let Y +f Z ∈ Comp(Y ). Since π is a proper map and Y +f Z is
compact, it follows by Proposition 5.14 that X +f∗ Z is compact.
Let id + ̟ : Y +f Z → Y +g W be a continuous map. The following
diagrams commute:
X
id //
π

X
π

Z
̟ //
id

W
id

Y
id // Y Z
̟ //W
By the Cube Lemma we have that the map id+̟ : X+f∗ Z → X+g∗W
is continuous. Thus, it follows that Π is a functor.
Proposition 7.14. The functor Π sends compactifications of X to compact-
ifications of X. 
Compactification means that X is dense in the whole space.
Proposition 7.15. If π is continuous, then the functor Π sends Hausdorff
spaces to Hausdorff spaces. 
We will use Π as any of its restrictions. It may not cause confusion.
Proposition 7.16. If X +f W is metrizable, Y has countable basis and
Y +f∗ W is Hausdorff, then Y +f∗ W is metrizable. 
7.3 Coarse spaces
Definition 7.17. Let (X, ε) be a coarse space and A,B ⊆ X . We say that
A  B if there exists e ∈ ε such that A ⊆ B(B, e).
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Proposition 7.18.  is a preorder on the power set of X.
Proof. Let A ⊆ X . We have that ∆X ∈ ε. So A = B(A,∆X), which implies
that A  A.
Let A,B,C ⊆ X such that A  B and B  C. There exists e, e′ ∈ ε such
that A ∈ B(B, e) and B ∈ B(C, e′). Let a ∈ A. There exists b ∈ B such
that (a, b) ∈ e and there exists c ∈ C such that (b, c) ∈ E ′. So (a, c) ∈ e′ ◦ e,
which implies that A ∈ B(C, e′ ◦ e) and then A  C.
Thus  is a preorder.
We denote by ∼ the equivalence relation defined by A ∼ B if A  B and
B  A.
Remark. If X is a metric space and ε is the bounded coarse structure as-
sociated to the metric, then this equivalence relation is the same as finite
Hausdorff distance.
Lemma 7.19. If A ⊆ B ⊆ X, then A  B.
Proof. A ⊆ B = B(B,∆(X)).
Lemma 7.20. Let (X, ε) be a proper coarse Hausdorff space. If A ⊆ X,
then A ∼ ClX(A).
Proof. Since A ⊆ ClX(A), it follows that A  ClX(A). Let u ∈ ε be a neigh-
bourhood of ∆X and let a ∈ ClX(A). We have that (a, a) ∈ ∆ClX(A) =
ClX×X(∆A). Since u ∈ ε is a neighbourhood of (a, a), there exists V an open
neighbourhood of a such that V × V ⊆ u. Since (a, a) ∈ ClX×X(∆A), there
exists a′ ∈ A such that (a′, a′) ∈ V × V . So (a, a′) ∈ V × V , which implies
that a ∈ B(A, u). Then ClX(A)  A.
Thus A ∼ ClX(A).
Lemma 7.21. Let (X, ε), and (Y, ζ) be coarse spaces, π : Y → X a coarse
map and A,B ⊆ Y . If A  B in ζ, then π(A)  π(B) in ε.
Proof. If A  B, then there exists e ∈ ζ such that A ⊆ B(B, e), which
implies that f(A) ⊆ B(f(B), f(e)). Since f is a coarse map, it follows that
f(e) ∈ ε. Thus π(A)  π(B) in ε.
Corollary 7.22. Let (X, ε) and (Y, ζ) be proper coarse spaces and a coarse
map π : Y → X. If A ⊆ X, then π(A) ∼ π(ClY (A)) in ε. 
Lemma 7.23. Let X be a locally compact paracompact space, X +f W a
Hausdorff compactification of X and e ⊆ X ×X proper. If {(xγ, yγ)}γ∈Γ is
a net contained in e such that {xγ}γ∈Γ has cluster points only in W , then
{yγ}γ∈Γ has cluster points only in W .
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Remark. Since e is proper if and only if e−1 is proper, it follows that if
{(xγ , yγ)}γ∈Γ is a net contained in e such that {yγ}γ∈Γ has cluster points
only in W , then {xγ}γ∈Γ has cluster points only in W .
Proof. Let x ∈ X be a cluster point of {yγ}γ∈Γ and let {yγ}γ∈Γ′ be a sub-
net of {yγ}γ∈Γ that converges to x. We have that the set A = {yγ}γ∈Γ′ is
topologically bounded in X , which implies that B(A, e) is also topologically
bounded in X . However, ∀γ ∈ Γ′, xγ ∈ B(A, e), which implies that the set of
cluster points of the net {xγ}γ∈Γ′ must be in ClX+fW (B(A, e)) ⊆ X . Since
{xγ}γ∈Γ′ is a subnet of {xγ}γ∈Γ, it contradicts the hypothesis.
Let X be a locally compact paracompact Hausdorff space and let W =
X +f Y be a Hausdorff compactification of X . We denote by εf the coarse
structure on X induced by W (instead of εW ).
Lemma 7.24. Let X be a locally compact paracompact space, X +f W a
Hausdorff compactification of X, A ⊆ X and e ∈ εf surjective on the first
coordinate. Then ClX+fW (A)−X = ClX+fW (B(A, e))−X.
Proof. Let x ∈ ClX+fW (A) − X . There exists a net {xγ}γ∈Γ ⊆ A that
converges to x. For every γ ∈ Γ, choose yγ ∈ B(A, e) such that (yγ, xγ) ∈
e (it is possible since e is surjective on the first coordinate). Since e is
perspective, we have that the net {yγ}γ∈Γ ⊆ B(A, e) converges to x. So
x ∈ ClX+fW (B(A, e))−X .
Let x ∈ ClX+fW (B(A, e)) − X . There exists a net {xγ}γ∈Γ ⊆ B(A, e)
that converges to x. For every γ ∈ Γ, choose yγ ∈ A such that (xγ , yγ) ∈ e.
Since e is perspective, we have that the net {yγ}γ∈Γ ⊆ A converges to x. So
x ∈ ClX+fW (A)−X .
Thus ClX+fW (A)−X = ClX+fW (B(A, e))−X .
Lemma 7.25. Let X be a locally compact paracompact space, X +f W a
Hausdorff compactification of X and A,B ⊆ X. If A  B in εf , then
ClX+fW (A)−X ⊆ ClX+fW (B)−X.
Proof. Since A  B, there exists e ∈ εf such that A ⊆ B(B, e) ⊆ B(B, e
′),
with e′ = e∪∆X (which is surjective on the first coordinate). So ClX+fW (A)−
X ⊆ ClX+fW (B(B, e
′))−X = ClX+fW (B)−X .
Definition 7.26. Let X be a locally compact paracompact Hausdorff space,
ε be a coarsely connected proper coarse structure of X and X +f W a Haus-
dorff compactification of X . We say that X +f W is perspective if εf ⊇ ε.
Let Pers(ε) be full subcategory of Comp(X) whose objects are perspective
compactifications of (X, ε).
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Remark. Such compactifications are called coarse in [14].
Proposition 7.27. Let X +f W ∈ Pers(ε) and A,B ⊆ X. If A  B in ε,
then ClX+fW (A) ⊆ ClX+fW (B). 
Remark. In particular, if A,B ∈ Closed(X) and A  B in ε, then f(A) ⊆
f(B) and if A ∼ B, then f(A) = f(B).
Let’s consider (X, ε) and (Y, ζ) coarsely connected proper coarse spaces
and X +f W ∈ Pers(ε).
Proposition 7.28. Let π, π′ : Y → X be coarse maps and f ∗ and f
′∗ their
respective pullbacks. If π is close to π′, then f ∗ = f
′∗
Proof. Let F ∈ Closed(X). Since π is close to π′, we have that π(F ) ∼ π′(F )
in εf . We have also that π(F ) ∼ ClX(π(F )) and π
′(F ) ∼ ClX(π
′(F )),
which implies that ClX(π(F )) ∼ ClX(π
′(F )). So f ∗(F ) = f(ClX(π(F ))) =
f(ClX(π
′(F ))) = f ′∗(F ). Thus f ∗ = f
′∗.
So let’s consider the coarse equivalence π : Y → X and f ∗ its pullback.
Proposition 7.29. Y +f∗ W is Hausdorff.
Proof. Let K ⊆ Y be a compact space. Since π is a coarse equivalence, π(K)
is bounded in X , which implies that ClX(π(K)) is compact. Since X +f W
is Hausdorff, we have that f ∗(K) = f(ClX(π(K))) = ∅.
Let a, b ∈ W with a 6= b. Since X +f W is Hausdorff, there exists
A,B ∈ Closed(X) such that A ∪ B = X , b /∈ f(A) and a /∈ f(B). Let A′ =
ClY (π
−1(A)) and B′ = ClY (π
−1(B)). We have that A′∪B′ = X . By Corol-
lary 7.22, we have that A ⊇ π(π−1(A)) ∼ π(ClY (π
−1(A))), which implies
that A  ClX(π(ClY (π
−1(A)))). Then f(A) ⊇ f(ClX(π(ClY (π
−1(A))))) =
f ∗(ClY (π
−1(A))) = f ∗(A′), which implies that b /∈ f ∗(A′). Analogously,
a /∈ f ∗(B′).
Thus Y +f∗ W is Hausdorff.
So the functor Π has a restriction Π : Pers(ε)→ T2Comp(Y ).
Let ̟ : X → Y be a quasi-inverse of π.
Proposition 7.30. (f ∗)∗ = f , where the second pullback is relative to ̟.
Proof. We have that (f ∗)∗ = f ∗∗, the pullback with respect to ̟ ◦ π. Since
̟ ◦ π is close to idY , we have that f
∗∗ = f .
Proposition 7.31. If π is continuous, then ζf∗ ⊇ ζ.
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Proof. Let e ∈ ζ . By the Proposition 1.18 e is proper. Let {(xγ , yγ)}γ∈Γ ⊆
e be a net such that {xγ}γ∈Γ converges to x ∈ W . Let y be a cluster
point of {yγ}γ∈Γ. Since e is proper, it follows that y ∈ W . Since π is
continuous, we have that π + id : Y +f∗ W → X +f W is continuous. So
{(π(xγ), π(yγ))}γ∈Γ ⊆ π(e) ∈ ε, the net {π(xγ)}γ∈Γ converges to x and y is
a cluster point of {π(yγ)}γ∈Γ. Since π(e) ∈ ε and {π(xγ)}γ∈Γ converges to
x, it follows that y = x. So x is the unique cluster point of {yγ}γ∈Γ, which
implies that this net converges to x.
Thus e ∈ ζf∗ and then ζf∗ ⊇ ζ .
Let Λ : Comp(Y ) → Comp(X) be the functor given by the pullback
relative to ̟.
Theorem 7.32. If π and ̟ are continuous, then the categories Pers(ε) and
Pers(ζ) are isomorphic.
Proof. We have that Π and Λ preserve the perspectivity property, ∀X+fW ∈
Pers(ε), Λ ◦Π(X +f W ) = X +(f∗)∗ W = X +f W and ∀Y +gW ∈ Pers(ζ),
Π◦Λ(Y +gW ) = Y +(g∗)∗W = Y +gW . It is clear also that every morphism
is preserved by Π ◦ Λ and Λ ◦ Π. Thus, Π and Λ are inverses, which implies
that Pers(ε) and Pers(ζ) are isomorphic.
Remark. Our construction is the same as the one used on Theorem 7.1 of
[7] for the case where the spaces X and Y are uniformly contractible ANR
metric spaces. On the language that we are using, Theorem 7.1 of [7] says
that the functors Π and Λ sends controlled Z-compactifications to controlled
Z-compactifications (controlled in their sense is equivalent to be, in our sense,
perspective with respect to the bounded coarse structure).
The hypothesis of the theorem are enough for working with discrete
spaces, being useful to study discrete groups. Another class of spaces such
that it is enough is uniformly contractible ANR spaces with proper metric
and finite macroscopic dimension:
Proposition 7.33. (Corollary 5.4 of [7]) Let X and Y be uniformly con-
tractible ANR proper metric spaces with finite macroscopic dimension and ε
and ζ are the bounded coarse structures associated to the metrics of X and
Y , respectively. If π : X → Y is a coarse equivalence with coarse inverse ̟,
then there exists a coarse equivalence π′ : X → Y and a coarse inverse ̟′
such that π′ is close to π and ̟′ is close to ̟.
Corollary 7.34. Let X and Y be uniformly contractible ANR metric spaces
with finite macroscopic dimension that are coarse equivalent and ε and ζ
are the bounded coarse structures associated to the metrics of X and Y ,
respectively. Then the categories Pers(ε) and Pers(ζ) are isomorphic.
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Proof. If a π : X → Y is a coarse equivalence and ̟ its quasi-inverse, then
there exists π′ close to π and ̟′ close to ̟ that are continuous. So Pers(ε)
and Pers(ζ) are isomorphic by the previous theorem.
Remark. Since π is close to π′ and ̟ is close to ̟′, the functors given by
the pullbacks of π and ̟ are the same of the functors given by the pullbacks
of π′ and ̟′, respectively. So they are isomorphisms.
Let’s consider the case where π or ̟ may not be continuous.
Definition 7.35. Let X be a space with countable basis. Let MComp(X),
and MPers(ε) be the full subcategories of Comp(X) and Pers(ε), respec-
tively, such that the objects are metrizable spaces.
Let’s consider X and Y with countable basis and X +f W ∈MPers(ε).
Proposition 7.36. ζf∗ ⊇ ζ.
Proof. Let e ∈ ζ . Let (x, y) ∈ Cl(X+W )2(e) ∩W
2. There exists a sequence
{(xn, yn)}n∈N ⊆ e converging to (x, y). We have that {x} = f
∗({xn}n∈N) =
f(ClX({π(xn)})) and {y} = f
∗({yn}n∈N) = f(ClX({π(yn)})). So x and
y are respectively the unique cluster points of {π(xn)}n∈N and {π(yn)}n∈N
that are in W . But all subsequences of {π(xn)}n∈N and {π(yn)}n∈N are not
bounded (since π is a coarse equivalence), which implies that x and y are
respectively the unique cluster points of {π(xn)}n∈N and {π(yn)}n∈N. Then
{(π(xn), π(yn))}n∈N converges to (x, y). But {(π(xn), π(yn))}n∈N ⊆ π(e) ∈ ε,
which implies that x = y.
Theorem 7.37. If X and Y have countable basis, then MPers(ε) and
MPers(ζ) are isomorphic. 
7.4 Karlsson property
Definition 7.38. Let (X, d) be a metric space. A coarse arc between x, y ∈
X is a coarse embedding λ : [0, t] → X , where [0, t] and X have the coarse
structures given by their metrics, such that λ(0) = x and λ(t) = y. A set Υ
of coarse arcs on X is equicoarse if both conditions happens:
1. ∀r > 0, ∃s > 0 such that ∀λ ∈ Υ, ∀a, b ∈ Dom λ, if |a − b| < r, then
d(λ(a), λ(b)) < s.
2. ∀r > 0, ∃s > 0 such that ∀λ ∈ Υ, ∀a, b ∈ Dom λ, if d(λ(a), λ(b)) < r,
then |a− b| < s.
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Definition 7.39. Let (X, d) be a proper metric space and Y ⊆ X . Let
Υ be a set of equicoarse arcs on X such that ∀x, y ∈ Y , ∃λ ∈ Υ a coarse
arc between x and y. A compactification X +f W has the coarse Karlsson
property with respect to Υ if ∀u ∈ Uf , there exists a bounded set S ⊆ X
such that every coarse arc in Υ that do not intersect S is u-small. We say
that X +f W has the coarse Karlsson property if it has the coarse Karlsson
property with respect to some Υ such that ∀x, y ∈ X , there is a coarse arc
in Υ between x and y.
Remark. If the space X is geodesic and Υ is the set of geodesics on X ,
then the coarse Karlsson property with respect to Υ is the original Karlsson
property. It appears on [9] on Floyd compactifications.
Proposition 7.40. Let (X, d) be a proper metric space and a compactifica-
tion X +f W with the coarse Karlsson property. Then, X +f W ∈ Pers(εd).
Proof. Let Υ be a set of coarse arcs such that ∀x, y ∈ X , there is a coarse
arc in Υ between x and y and X +f W has the coarse Karlsson property
with respect to Υ. Let e ∈ εd. By the Proposition 1.18 e is proper. Let
{(xγ , yγ)}γ∈Γ ⊆ e be a net such that {xγ}γ∈Γ converges to a point x ∈ W .
Let y be a cluster point of {yγ}γ∈Γ. Suppose that y 6= x. Then there exists
u ∈ Uf such that (x, y) /∈ u. Let v ∈ Uf such that and v
3 ⊆ u.
By the Karlsson property, there is a bounded set S ⊆ X such that every
coarse arc in Υ that do not intersect S is v-small. Let γ0 ∈ Γ such that
∀γ > γ0, (x, xγ) ∈ v and take γ1 > γ0 such that (yγ1, y) ∈ v. If (xγ1 , yγ1) ∈ v,
then (x, y) ∈ v3 ⊆ u, a contradiction. So (xγ1 , yγ1) /∈ v. If λ ∈ Υ is a coarse
arc between xγ1 and yγ1, then λ must intersect S. Since {xγ}γ∈Γ have no
cluster points in X and X is proper, for every α > 0, for every γ0 ∈ Γ, there
exists γ1 > γ0 such that d(xγ1 , S) > α. Then, {diam(Im λ) : λ ∈ Υ} is
unbounded.
On the other hand, let k = sup{d(xγ, yγ) : γ ∈ Γ}. Since the maps in Υ
are equicoarse, for k > 0, there exists t > 0 such that ∀λ ∈ Υ, if a, b > 0
such that λ(a) = xγ, yγ = b, then |a − b| < t. So the domain of every
element of Υ is contained in [0, t]. We have also that, for t > 0, for every
λ ∈ Υ, there exists s > 0, such that if a and b are in the domain of λ, then
d(λ(a), λ(b)) < s, a contradiction.
So y = x, which implies that {yγ}γ∈Γ converges to x and then e is per-
spective. Thus X +f W ∈ Pers(εd).
Remark. For the Karlsson property, this result is know for equivariant com-
pactifications of groups, since it implies that the action of the group on the
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boundary has the convergence property (Proposition 4.3.1 of [6]) and equiv-
ariant compactifications with the convergence property have the perspective
property (Proposition 7.5.4 of [5]).
Let (X, d) be a proper metric space and Y a r-quasi-dense subset of X .
Let Υ be a set of equicoarse arcs in X such that ∀x, y ∈ Y , ∃λ ∈ Υ a coarse
arc between x and y. If λ : [0, t] → X , we define λx,y : [0, t + 2r] → Y
by λx,y(0) = x, λx,y((0, r]) = λ(0), λx,y(a) = λ(a − r), for a ∈ [r, t + r],
λx,y([t+ r, t + 2r)) = λ(t) and λx,y(t+ 2r) = y. Let ΥX = {λx,y : λ ∈ Υ,
d(x, λ(0)) < r, d(y, λ(t)) < r, t = max(dom λ)}.
Lemma 7.41. ΥX is a set of equicoarse arcs.
Proof. Let k > 0. There exists s > 0 such that ∀λ ∈ Υ, d(a, b) < k implies
d(λ(a), λ(b)) < s. Then, ∀λx,y ∈ ΥX , d(a, b) < k implies d(λx,y(a), λx,y(b)) <
s+ 2r.
Let k > 0. There exists s > 0 such that ∀λ ∈ Υ, d(λ(a), λ(b)) < k +
2r implies d(a, b) < s. Let λ : [0, t] → X , λ ∈ Υ and x, y ∈ X such
that d(x, λ(0)) < r and d(y, λ(1)) < r. If a, b ∈ [0, t + 2r], then there is
a′, b′ ∈ [r, t + r] such that |a − a′| 6 r, |b − b′| 6 r, d(λx,y(a), λx,y(a
′) 6 r
and d(λx,y(b), λx,y(b
′)) 6 r. Then d(λx,y(a
′), λx,y(b
′)) 6 d(λx,y(a
′), λx,y(a)) +
d(λx,y(a), λx,y(b))+d(λx,y(b), λx,y(b
′)) 6 k+2r. So |a′−b′| < s, which implies
that |a− b| < s+ 2r.
Thus ΥX is a set of equicoarse arcs.
Proposition 7.42. Let X +f W be a perspective compactification of X.
Then, for every u ∈ Uf and t > 0, there is a bounded set S ⊆ X such
that if x, y ∈ X − S, such that d(x, y) < t, then (x, y) ∈ u.
Proof. Let t > 0 and u ∈ Uf . Suppose that for every S bounded subset
of X , there are xS, yS ∈ X − S such that d(xS, yS) < t and (xS, yS) /∈ u.
We have that the set {(xS, yS) : S is bounded} is an element of εd. Since
the set {xS : S is bounded} is not bounded, there is a net {xSγ}γ∈Γ that
converges to a point w ∈ W . Since X +f W is perspective, the net {ySγ}γ∈Γ
also converges to w. So there is γ0 ∈ Γ such that ∀γ > γ0, (xSγ , w) ∈ v and
(w, ySγ) ∈ v, where v is symmetric element of Uf such that v
2 ⊆ u. Then
(xSγ , ySγ) ∈ v
2 ⊆ u, a contradiction. Thus, for every u ∈ Uf and t > 0, there
is a bounded set S ⊆ X such that if x, y ∈ X−S, such that d(x, y) < t, then
(x, y) ∈ u.
Proposition 7.43. If X +f W is a perspective compactification of X that
satisfies the coarse Karlsson property with respect to Υ, then it satisfies the
coarse Karlsson property with respect to ΥX .
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Proof. Let u, v ∈ Uf such that v is symmetric and v
3 ⊆ u. Since X+f W has
the Karlsson property with respect to Υ, there is a bounded set S ⊆ X such
that every λ ∈ Υ that do not intersect S is v-small. Since X +f W has the
perspectivity property, there is a bounded set S ′ ⊆ X such that ∀x ∈ X−S,
B(x, r) is v-small. Let λx,y : [0, t + 2r] → X be a coarse arc in ΥX that do
not intersect S ∪ S ′. We have that Im λx,y = Imλ ∪ {x, y}, (x, λ(0)) ∈ v
and (λ(t), y) ∈ v (since d(x, λ(0)) < r and d(λ(t), y) < r), which implies that
Im λx,y is v
3-small and then it is u-small. Thus X +f W satisfies the coarse
Karlsson property with respect to ΥX .
Proposition 7.44. Let (X, d) and (Y, d′) be two proper metric spaces and
π : (Y, εd′) → (X, εd) a continuous coarse isomorphism with a continuous
quasi-inverse ̟. If X +f W is a compactification with the coarse Karlsson
property, then Y +f∗ W has the coarse Karlsson property.
Proof. Let Υ be a set of equicoarse arcs on X such that X +f W has the
coarse Karlsson property with respect to. Then ̟(Υ) = {̟ ◦ λ : λ ∈ Υ} is
a set of equicoarse arcs on Y . By the last proposition, it is sufficient to show
that Y +f∗ W has the coarse Karlsson property with respect to ̟(Υ). Let
u ∈ Uf∗ . Since π and ̟ are continuous and X +f W is perspective, we have
that ̟+ id : X+fW → Y +f∗W is continuous and then (̟+ id)
−1(u) ∈ Uf .
Since X+fW has the coarse Karlsson property with respect to Υ, there exists
a bounded set S ⊆ X such that every coarse arc λ ∈ Υ that do not intersect S
is (̟+id)−1(u)-small. Let λ ∈ Υ such that̟◦λ do not intersect ̟(S). Then
λ do not intersect S, which implies that λ is (̟+ id)−1(u)-small. This means
that (Im λ)2 ⊆ (̟ + id)−1(u), which implies that (Im λ)2 ⊆ ̟−1(u ∩ Y 2).
Then (Im ̟ ◦ λ)2 ⊆ ̟ ◦ ̟−1(u ∩ Y 2) ⊆ u ∩ Y 2 ⊆ u. So Y +f∗ W has the
coarse Karlsson property with respect to ̟(Υ).
Corollary 7.45. If π and ̟ are continuous, then the functor Π preserves
the coarse Karlsson property. 
7.5 Quotients
Proposition 7.46. Let (X, ε) be a locally compact paracompact Hausdorff
space with a proper coarsely connected coarse structure andX+fY ∈ Pers(ε).
If X +g Z is an object in T2Comp(X) and there exists a continuous map
id+ π : X +f Y → X +g Z, then X +g Z ∈ Pers(ε).
Remark. In another words, if a compactification of X is perspective, then
every Hausdorff quotient of it that preserves X is also perspective.
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Proof. Since id + π is continuous, we have that id : (X, εf) → (X, εg) is
coarse (Proposition 2.33 of [14]), which implies that εf ⊆ εg. So ε ⊆ εg,
which implies that X +g Z ∈ Pers(ε).
Corollary 7.47. Let (X, ε) be a discrete space with the discrete coarse struc-
ture (i.e. ε = {e ⊆ X × X : #e ∩ (X × X − ∆X) < ℵ0}). Then
Pers(ε) = T2Comp(X).
Proof. We have that βX ∈ Pers(ε) (Example 2.43 of [14]). By the last
proposition we have that every other compactification of X is perspective,
since it is a quotient of βX .
7.6 Coproducts
Let {Ci}i∈Γ be a family of compact Hausdorff spaces, X =
⋃˙
i∈ΓCi and
π : X → Γ such that ∀i ∈ Γ, π(Ci) = i. We have that π is a topologically
proper map, where Γ has the discrete topology.
Let ζ be the discrete coarse structure of Γ. We have that Pers(ζ) =
T2Comp(Γ). Let ε = {e ⊆ X ×X : ∃f ∈ ζ : e ⊆ π
−1(f)}.
Proposition 7.48. (X, ε) is a proper coarsely connected coarse space.
Proof. We have that ∆X ⊆ π−1(∆Γ), which implies that ∆X ∈ ε.
Let e ∈ ε. There exists f ∈ ζ such that e ⊆ π−1(f), which implies that
e−1 ⊆ π−1(f−1) and then e−1 ∈ ε.
Let e, e′ ∈ ε. There exists f, f ′ ∈ ζ such that e ⊆ π−1(f) and e′ ⊆ π−1(f ′).
We have that f ∪f ′ ∈ ζ and e∪e′ ⊆ π−1(f ∪f ′), which implies that e∪e′ ∈ ε.
Let e, e′ ∈ ε. There exists f, f ′ ∈ ζ such that e ⊆ π−1(f) and e′ ⊆ π−1(f ′).
Let (a, b) ∈ e′◦e. There exists c ∈ X : (a, c) ∈ e and (c, b) ∈ e′, which implies
that (π(a), π(c)) ∈ f and (π(c), π(b)) ∈ f ′ and then (π(a), π(b)) ∈ f ′ ◦ f . So
(a, b) ∈ π−1(f ′ ◦f), which implies that e′ ◦ e ⊆ π−1(f ′ ◦f) and then e′ ◦ e ∈ ε.
Let e ∈ ε and e′ ⊆ e. There exists f ∈ ζ such that e ⊆ π−1(f), which
implies that e′ ⊆ π−1(f). Then e′ ∈ ε.
Thus ε is a coarse structure.
Let (a, b) ∈ X ×X . We have that {(π(a), π(b))} ∈ ζ , since Γ is coarsely
connected. So (a, b) ∈ π−1({(π(a), π(b))}) and then {(a, b)} ∈ ε. Thus (X, ε)
is coarsely connected.
Let U ∈ ζ be a neighbourhood of ∆Γ. We have that π−1(U) ∈ ε and,
since π is continuous, it is a neighbourhood of ∆X .
Let A ⊆ X be a bounded set. So A × A ∈ ε, which implies that there
exists f ∈ ζ such that A × A ⊆ π−1(f) and then π(A) × π(A) ⊆ f . So
π(A)×π(A) ∈ ζ , which implies that π(A) is bounded and then topologically
bounded. Since π is proper, we have that A must be topologically bounded.
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Thus, (X, ε) is a proper coarse space.
Proposition 7.49. π : (X, ε)→ (Γ, ζ) is coarse.
Proof. We already have that π is proper. Let e ∈ ε. There exists f ∈ ζ such
that e ⊆ π−1(f), which implies that π(e) ⊆ f and then π(e) ∈ ζ . Thus, π is
coarse.
Let ι : Γ→ X be a section of π.
Proposition 7.50. ι : (Γ, ζ)→ (X, ε) is coarse.
Proof. Let A ⊆ X be a compact set. Then, there exists i1, ..., in ∈ Γ such
that A ⊆ Ci1 ∪ ...∪Cin, which implies that ι
−1(A) is finite. Then ι is proper.
Let f ∈ ζ . We have that ι(f) ⊆ π−1(f) ∈ ε, which implies that ι(f) ∈ ε.
Thus ι is coarse.
Proposition 7.51. π and ι are quasi-inverses.
Proof. By the definition of ι, we have that π ◦ ι = idΓ. Since ∀i ∈ Γ, ∀a ∈ Ci,
ι◦π(a) ∈ Ci, we have that {(a, ι◦π(a)) : a ∈ X} ⊆
⋃
i∈Γ Ci×Ci = π
−1(∆Γ),
which implies that {(a, ι ◦ π(a)) : a ∈ X} ∈ ε. So ι ◦ π and idX are close.
Thus, π and ι are quasi-inverses.
Theorem 7.52. Pers(ε) ∼= T2Comp(Γ). Furthermore, such isomorphism
preserves the boundaries of the spaces. 
Proposition 7.53. Let X +f Y ∈ T2Comp(X) and ∼= ∆(X +f Y ) ∪⋃
i∈Γ π
−1(i). Then X +f Y ∈ Pers(ε) if and only if X +f Y/ ∼ is Haus-
dorff.
Proof. (⇒) Let Π : Pers(ζ) → Pers(ε) be the isomorphism inducted by π.
We have that X +f Y = Π(Γ +g Y ) for some Γ +g Y ∈ Pers(ζ). So f = g
∗,
which implies that the map π + id : X +f Y → Γ +g Y is continuous. There
exists a bijective map t : X+f Y/ ∼→ Γ+gY such that the following diagram
commutes:
X +f Y
π+id //
ρ

Γ +g Y
X +f Y/ ∼
t
88qqqqqqqqqq
Where ρ is the quotient map. Since X +f Y/ ∼ is compact and Γ +g Y
is Hausdorff, it follows that t is a homeomorphism. Thus X +f Y/ ∼ is
Hausdorff.
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(⇐) Let e ∈ ε and {(xi, yi)}i∈Υ ⊆ e a net such that {xi}i∈Υ converges to
an element x ∈ Y . We have that X+f Y/ ∼ is Hausdorff, which implies that
it is homeomorphic to Γ +g Y for some choice of g such that the diagram
commutes:
X +f Y
π+id //
ρ

Γ +g Y
X +f Y/ ∼
t
88qqqqqqqqqq
Where ρ is the quotient map and t is a homeomorphism. We have that
Γ +g Y is perspective, which implies that ζ ⊆ ζg. So {(π(xi), π(yi))}i∈Υ ⊆
π(e) ∈ ζ and {π(xi)}i∈Υ converges to x (because π+ id is continuous). Since
ζ ⊆ ζg, we have that {π(yi)}i∈Υ converges to x. Since #(π + id)
−1(x) = 1,
we have that {yi}i∈Υ also converges to x.
Let A be a bounded subset of X . We have that π(A) is bounded and π(e)
is proper, which implies that B(π(A), π(e)) is bounded. But π(B(A, e)) ⊆
B(π(A), π(e)), which implies that π(B(A, e)) is bounded. Then π−1(π(B(A, e)))
is bounded. Since B(A, e) ⊆ π−1(π(B(A, e))), we have that B(A, e) is
bounded. Analogously B(A, e−1) is also bounded. Thus e ∈ εf and then
X +f Y ∈ Pers(ε).
Corollary 7.54. Let X be a Hausdorff locally compact space. If X can be
decomposed in a coproduct of any infinite cardinality of compact spaces, then
X has an infinite amount of non equivalent compactifications. 
As consequence, we have an easy proof that spaces like the first uncount-
able ordinal [0, ω1) and the deleted Tychonoff plank [0, ω1]×[0, ω0]−{(ω1, ω0)}
cannot be decomposed in a coproduct of any cardinality of compact spaces,
since their Stone-Cech compactifications coincide with the one-point com-
pactifications (Example 19.13 of [17]).
Let C be a compact Hausdorff space and let’s consider that Γ = N and
∀i ∈ N, there exists homeomorphisms ηi : C → Ci and η′i : C → C
′
i, where
X =
⋃˙
i∈NCi =
⋃˙
i∈NC
′
i. Let’s consider π, π
′ : X → N such that ∀i ∈ N,
π(Ci) = i and π
′(C ′i) = i and ε and ε
′ the coarse structures on X induced by
π and π′, respectively.
Proposition 7.55. (Pelczyn´ski, p. 87 of [13]) Let Z be a compact metrizable
space. Then there exists, up to homeomorphisms, a unique compactification
of N with boundary Z.
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Proposition 7.56. Let Z be a compact metrizable space. If X +f Z ∈
Pers(ε) and X +g Z ∈ Pers(ε
′), then they are homeomorphic.
Remark. Such homeomorphism doesn’t need to be a morphism of Comp(X).
Proof. There exists an homeomorphism θ + id : N +f∗ Z → N +g∗ Z (the
pushforwards are taken with respect to the pairs π and id and π′ and id,
respectively and they are Hausdorff since X+fZ andX+gZ are perspective).
Let η : X → X be the homeomorphism such that ∀i ∈ N, ∀x ∈ Ci, η(x) =
η′θ(i) ◦ η
−1
i (x). The following diagrams are commutative:
X
η //
π

X
π

Z
id //
id

Z
id

N θ // N Z id // Z
So by the Cube Lemma the map η + id : X +(f∗)∗ Z → X +(g∗)∗ Z is a
homeomorphism. Since those compactifications are perspective, (f∗)
∗ = f
and (g∗)
∗ = g, which implies that η+ id : X +f Z → X +g Z is a homeomor-
phism.
7.7 The Cantor set minus one point
Definition 7.57. (Topological quasiconvexity of an equivalence relation) Let
X be a Hausdorff compact space and ∼ an equivalence relation on X . Then
∼ is topologically quasiconvex if ∀q ∈ X , the equivalence class [q] is closed
and ∀u ∈ U, #{[x] ⊆ X : [x] /∈ Small(u)} < ℵ0, with U the only uniform
structure compatible with the topology of X .
This terminology comes after the concept of dynamic quasiconvexity in
geometric group theory. The two definitions are related but it is not our
objective to work with groups on this paper (this topic will be covered in
[16]).
Proposition 7.58. Let X be a Hausdorff compact space and ∼ a quasiconvex
equivalence class on X. If A ⊆ X/ ∼, we define ∼A= ∆
2X ∪
⋃
[x]∈A
[x]2. Then
∀A ⊆ X/ ∼, X/ ∼A is Hausdorff.
Proof. Let (x, y) ∈ ClX2(∼A)−∆
2X . Since X is Hausdorff, ∃u ∈ U : (x, y) /∈
u (with U the unique uniform structure compatible with the topology of X).
Let v ∈ U such that v is symmetric and v5 ⊆ u. Take a = B(x, v)×B(y, v).
If [q] ∈ Small(v) and a∩ [q]2 6= ∅, then B(x, v)∪ [q],B(y, v)∪ [q] ∈ Small(v3)
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which implies that B(x, v)∪B(y, v) ∈ Small(v5), absurd since (x, y) /∈ v5 ⊆
u. So a ∩ (∆2X ∪
⋃
[q]∈Small(v)
[q]2) = ∅. From the topological quasiconvexity,
we have that the set F = {[q] ∈ A : [q] /∈ Small(v)} is finite. Since (x, y) ∈
ClX2(∼A), for every U ⊆ a, neighbourhood of (x, y), U∩ ∼A 6= ∅, which
implies that U ∩
⋃
[q]∈F
[q]2 6= ∅. So (x, y) ∈ ClX2(
⋃
[q]∈F
[q]2) =
⋃
[q]∈F
ClX2([q]
2) =
⋃
[q]∈F
[q]2, which implies that (x, y) ∈∼A. So ∼A is closed. Since X is Hausdorff
compact and ∼A is closed, it follows from Aleksandrov Theorem that X/ ∼A
is Hausdorff.
Let K0 denote the Cantor set minus one point.
Lemma 7.59. Let X be a Hausdorff locally compact Lindelo¨f 0-dimensional
space and U a uniform structure compatible with the topology of X. Then
∀u ∈ U, ∃V a partition of X by compact open u-small sets.
Proof. We have that ∀u ∈ U, ∃U a clopen cover of K0 by u - small sets. Since
X is 0-dimensional and locally compact, we are able to build a refinement
U ′ such that every element is compact and open. Since X is Lindelo¨f we
are able to take a subcover of U ′, U ′′ = {Ui}i∈N. We take V1 = U1, Vi =
Ui − (U1 ∪ ... ∪ Ui−1) for i ∈ N and U ′′′ = {Vi}i∈N. We have that U ′′′ is a
refinement of U ′′ by compact open sets and is also a partition of X . Since U ′′′
is a refinement of U , it consists of u-small sets. So ∀u ∈ U, ∃V a countable
partition of X by compact open u-small sets.
Proposition 7.60. Let K0 +f Z ∈ Comp(X) with Z metrizable. So there
exists {Li}i∈N a partition of K0 by compact open subsets such that K0 +f Z
is perspective relative to the quotient π : K0 → N defined by the relation⋃
i∈N L
2
i .
Proof. Let U be the unique uniform structure compatible with the topology
of K0+f Z. By the Propositions 7.53 and 7.58 it is enough to proof that
∀u ∈ U, #{j ∈ N : Lj /∈ Small(u)} < ℵ0.
Since K0 +f Z is metrizable, there exists a base {ui}i∈N of U. Take
U = {Vi}i∈N a partition of K0 by compact open u1-small sets. We have
that ∀i ∈ N, Vi is a compact 0-dimensional Hausdorff space. So it has a
partition Ui = {Vi,1, ..., Vi,ki} by compact open ui-small sets. We have that
∀i, j ∈ N, Vi,j is open in K0 +f Z, since it is open in Vi. It follows that
U ′ =
⋃
i∈N Ui is a partition of K0 by compact open sets. Let u ∈ U and
L ∈ {V ∈ U ′ : V /∈ Small(u)}. Let i ∈ N such that ui ⊆ u. We have that
L /∈ Small(ui), which implies that L ∈
i−1⋃
j=1
Uj which is a finite set. Thus
{V ∈ U ′ : V /∈ Small(u)} is finite.
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Theorem 7.61. Let Z be a compact metrizable space. Then there exists, up
to homeomorphisms, a unique compactification of K0 with boundary Z.
Proof. Let K0 +f Z,K0 +g Z ∈ Comp(K0). Then, there exists {Li}i∈N and
{L′i}i∈N partitions of K0 such that the compactifications are perspective rel-
ative to those partitions, respectively. So, by the Proposition 7.56, there
exists an homeomorphism between K0 +f Z and K0 +g Z.
References
[1] F. Borceux, Handbook of Categorical Algebra 1 - Basic Category Theory.
Encyclopedia of Mathematics and its Applications, Cambridge Univer-
sity Press, Great Britain, 1994. Zbl 1143.18001 MR 1291599
[2] N. Bourbaki, Elements of Mathematics. General Topology. Part 1. Her-
mann, Paris; Addison-Wesley Publishing Co., Reading, Mass.-London-
Don Mills, Ont., 1966. Zbl 0301.54001 MR 0205210
[3] R. Engelking, General Topology. Sigma Series in Pure Mathematics, Hel-
dermann Verlag Berlin, 1989. Zbl 0684.54001 MR 1039321
[4] H. Freudenthal, U¨ber die Ender topologischer Ra¨ume und Gruppen.
Math Z 33 (1931), 692-713. Zbl 0002.05603 MR 1545233
[5] V. Gerasimov, Floyd maps for relatively hyperbolic groups. Geomet-
ric and Functional Analysis 22 (2012), 1361-1399. Zbl 1276.20050 MR
2989436
[6] V. Gerasimov and L. Potyagailo, Quasi-isometric maps and Floyd
boundaries of relatively hyperbolic groups. J. Eur. Math. Soc. 15 (2013),
2115-2137.
[7] C. R. Guilbault and M. A. Moran, Proper homotopy types and Z-
boundaries of spaces admitting geometric group actions. Expositiones
Mathematicae 37 (2018), 292-313.
[8] H. Hopf, Ender offener Ra¨ume und unendliche diskontinuierliche Grup-
pen. Coment. Math Helv. 16, (1943), 81-100. Zbl 0060.40008 MR
0010267
[9] A. Karlsson, Free subgroups of groups with non-trivial Floyd boundary.
Comm. Algebra 31 (2003), 5361-5376.
44
[10] A. S. Kechris, Classical Descriptive Set Theory. Springer-Verlag, 1995.
Zbl 0819.04002 MR 1321597
[11] A. Kock and T. Plewe, Glueing analysis for complemented subtoposes.
Theory and Applications of Categories 2.9 (1996), 100-112.
[12] S. B. Niefield, Cartesian inclusion: locales and toposes. Communications
in Algebra 9.16 (1981), 1639-1671.
[13] A. Pelczyn´ski, A remark on space 2X for zero - dimensional X . Bull.
Pol. Acad. Sci. 13 (1965), 85-89.
[14] J. Roe, Lectures on Coarse Geometry. University Lecture Series, Amer-
ican Mathematical Society, 2003.
[15] L. H. R. de Souza, A generalization of convergence actions.
Preprint 2019. arXiv 1903.11746 [math.GR]
[16] L. H. R. de Souza, Equivariant blowing up of bounded parabolic points.
In Preparation
[17] S. Willard, General Topology. Addison-Wesley Series in Mathemat-
ics, Addison-Wesley Publishing Company, 1968. Zbl 0205.26601 MR
0264581
45
