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Capitolo 1
Introduzione
L’infomobilita` ed i servizi ad essa connessi sono fondati su tutte le infor-
mazioni riguardanti il traffico sulla rete stradale possibili da raccogliere; la
prima frontiera nel progresso in questo campo sta dunque nel miglioramento
della qualita` di queste informazioni, ovvero nello sviluppo di tecniche e strut-
ture destinate allo scopo. Allo stato attuale progetti pilota come ERTICO
prospettano un futuro in cui ogni automobilista ha a disposizione un vero e
proprio tutor digitale, in grado di aiutare il conducente nelle varie situazioni
da affrontare. Una gestione intelligente del traffico sta alla base dell’aumen-
to della sicurezza e dell’efficienza degli spostamenti: l’incidenza significativa
della mobilita` in una societa` sempre piu` motorizzata rende chiaro come i
servizi di infomobilita` possono, sotto certi aspetti, migliorare la qualita` della
vita.
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1.1 Contesto
Le tecnologie attuali offrono nuovi metodi da sfruttare per lo studio di siste-
mi di infomobilita`: i dispositivi GPS o la rete GSM, in particolare, hanno
il vantaggio di abbattere i costi finora sostenuti per costruire infrastrutture
dedicate solamente al rilevamento del traffico. In questa ottica l’area di svi-
luppo piu` interessante e` quella che utilizza i dati provenienti dalla rete GSM,
sia per la capillarita` con cui e` possibile raccogliere informazioni, sia per l’as-
senza di costi dovuti ad infrastrutture dedicate, quali ad esempio i sensori di
traffico o le videocamere posti sulla sede stradale tuttora utilizzati nell’am-
bito Infomobilita`. Questa tecnologia, denominata Floating Phone Data, e`
relativamente giovane e nelle sperimentazioni finora presentate ha mostrato
come abbia bisogno solo di una rete di raccolta delle informazioni provenienti
dal gestore telefonico: con queste sara` possibile determinare gli spostamenti
dei telefoni cellulari, e di conseguenza dei veicoli sulla rete stradale. Metodi
di questo tipo dipendono pero` fortemente da come si raccolgono i dati dalla
rete GSM: lo stato dell’arte utilizza una rete di calcolatori che comunica con
gli apparati della rete GSM e raccoglie le informazioni necessarie. Il costo di
una struttura simile, sebbene molto minore rispetto a quelle attualmente in
uso, incide comunque nello sviluppo di questo tipo di tecnologia. Una nuo-
va frontiera nel Floating Phone Data si fonda proprio sull’abbattimento di
questi costi, delegando il lavoro di raccolta ad ogni singolo telefono cellulare.
La tesi va ad esplorare quest’ultimo ambito, proponendo nuovi metodi per
il map matching, ovvero l’associazione di un percorso sulla rete stradale ad
una transazione rappresentata da una sequenza di celle GSM attraversate da
un telefono cellulare.
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1.2 Contributo della tesi
Allo stato dell’arte, un metodo di map matching studiato appositamente per
i dati provenienti dalla rete GSM non esiste; con le tecniche attuali che uti-
lizzano dati forniti dai gestori, quali numero di celle visibili dal telefono o
potenza del segnale ricevuto, si ottengono una sequenza di punti sulla map-
pa da elaborare con gli algoritmi di map matching gia` noti per i dati GPS.
L’utilizzo del solo dato sulle celle a cui e` connesso il telefono permette di
poter raccogliere i dati senza bisogno di infrastrutture aggiuntive sulla re-
te, ma rende inutilizzabile un approccio come quello descritto: l’estensione
dell’area coperta da ogni antenna GSM comporta un’incertezza non gestibile
con i metodi di map matching esistenti. Per ovviare a questo ostacolo, in
questa tesi si propone un metodo basato sull’utilizzo di euristiche in grado
di associare ad una sequenza di celle il percorso piu` probabile passante at-
traverso l’area coperta da esse. Il metodo e` comunque sensibile all’incertezza
del tipo di dati in input: per migliorarne la qualita` viene proposto l’utilizzo
di tecniche di data mining, estraendo ulteriori informazioni dall’osservazione
dell’insieme delle rilevazioni effettuate: cercando infatti comportamenti co-
muni dei veicoli in termini di celle attraversate, si possono trovare i percorsi
maggiormente seguiti e le celle che li caratterizzano. Questa procedura per-
mette di ridurre l’incertezza nell’eseguire il matching su sequenze di celle che
contengono pattern corrispondenti a percorsi comuni.
I due metodi proposti, GSMatching e C-GSMatching, propongono un
modo per poter utilizzare la sola sequenza di celle come dato di input. I
risultati mostrano come sia le euristiche introdotte, che il successivo raffina-
mento tramite mining, sono una via percorribile nello sviluppo di metodi di
map matching affidabili.
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1.3 Organizzazione della tesi
Dopo una introduzione delle tematiche principali affrontate in questa tesi,
dall’Infomobilita` al data mining, presentata nel secondo capitolo, vengono
descritti gli algoritmi sviluppati secondo l’intuizione illustrata, GSMatching
e C-GSMatching (capitolo 3). La sperimentazione e le caratteristiche del
dataset utilizzato sono riportati nel quarto capitolo, che comprende anche il
confronto dei risultati ottenuti e un’analisi critica volta a capire quali sono
le peculiarita` del metodo proposto e i possibili accorgimenti per migliorarlo.
Capitolo 2
Background
Il lavoro affrontato in questa tesi e` concentrato sulle applicazioni nel campo
dell’infomobilita`, in particolar modo dei servizi connessi ai dati di rilevazio-
ne del traffico tramite dati provenienti dalla rete GSM. Osservando infatti
gli spostamenti degli utenti attraverso gli spostamenti dei rispettivi telefoni
cellulari, definiti dalle antenne GSM a cui il telefono si connette durante il
tragitto, e` possibile ricostruire la strada percorsa dall’utente. Le tecniche di
map matching note e consolidate, utilizzate con i dati provenienti da GPS,
non sono applicabili in questa situazione; si propone dunque un algoritmo,
successivamente raffinato con tecniche di data mining, che effettui il map
matching con i dati GSM.
2.1 Infomobilita`
Con il termine Infomobilita` si rappresentano oggi i servizi e le applicazioni uti-
lizzati nel campo dell’ITS (Intelligent Transportation Systems). La gestione
del traffico, che sia di merci o di persone, e` di fatto un problema reso cruciale
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dai processi continui di motorizzazione e crescita demografica iniziati fin dai
primi anni del XX secolo. L’ITS e` dunque un nuovo modo di affrontare le
problematiche relative alla mobilita`, sfruttando l’interazione tra informatica,
telecomunicazioni e multimedialita`; gli obiettivi da perseguire sono sicurezza,
efficienza e sostenibilita` dei trasporti. In Europa e` il consorzio ERTICO a
dettare le linee guide nello sviluppo di sistemi ITS, coordinando il lavoro di
ricerca e le esigenze degli enti coinvolti nella gestione della mobilita`. Gli ITS
sono classificabili secondo due macro-categorie: trasporti intelligenti e infra-
strutture intelligenti. Quest’ultima individua una varieta` di applicazioni che
hanno lo scopo di migliorare la sicurezza e la mobilita` delle persone e fornire
ai gestori gli strumenti per una gestione efficiente del trasporto. Tra i piu`
importanti si distinguono:
• Sistemi di gestione delle infrastrutture (sorveglianza e controllo del
traffico, divulgazione delle informazioni, gestione della sosta etc.)
• Sistemi di gestione del trasporto pubblico (sicurezza, gestione della
domanda,gestione della flotta)
• Sistemi di gestione dell’incidentalita` (sorveglianza e individuazione de-
gli incidenti, divulgazione delle informazioni)
Nel settore dei veicoli intelligenti, il focus e` invece concentrato sul singolo
veicolo e sui sistemi per migliorarne la sicurezza, a partire dall’evitare le col-
lisioni fino ai sistemi di vero e proprio ausilio alla guida(controllo adattativo
di velocita` o stabilita`, ad esempio).
Le tecnologie utilizzate nello sviluppo caratterizzano i diversi sistemi ITS,
si va dai sistemi di gestione base come navigatori satellitari, sistemi di con-
trollo semaforici, o rilevatori di velocita` per applicazioni di monitoraggio
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applicate a sistemi di telecamere a circuito chiuso, fino alle applicazioni avan-
zate che integrano dati in tempo reale provenienti da varie fonti esterne, tipo
informazioni meteorologiche, sistemi di sghiacciamento dei ponti e simili. Ol-
tre a queste, altre tecniche di previsione sono state sviluppate per permettere
modellazioni avanzate e comparazioni con dati storici. Alcune delle tecniche
implementate nell’ITS sono descritte nei paragrafi seguenti.
Tecnologie computazionali L’innovazione tecnologica sta portando al-
l’introduzione nei vecoli di processori sempre piu` simili ad un calcolatore,
con tanto di memoria e sistema operativo gestibile in real-time, su cui imple-
mentare applicazioni software piu` sofisticate, incluso un controllo dei processi
e intelligenza artificiale. In questo campo l’iniziativa piu` importante e` la
Intelligent Car, avviata nel 2006 con lo scopo di fornire il quadro delle politi-
che europee per lo sviluppo di soluzioni ICT (Information and Comunication
Technology) che permettano di rendere il trasporto su strada piu` sicuro e
sostenibile. I tipi di sistemi intelligenti per i veicoli sono principalmente due:
• sistemi a bordo dei veicoli, che assistono il guidatore senza necessit‘a di
comunicazione con l’ambiente esterno. Si tratta ad esempio di sistemi
di ausilio alla guida come gli ESC (Electronic Stability Control) o gli
ACC (Adaptive Cruise Control);
• sistemi cooperativi, nei quali i veicoli comunicano tra di loro o con l’in-
frastruttura. La comunicazione puo` essere utilizzata, ad esempio, per
il pagamento rapido del pedaggio o per la comunicazione di situazioni
di emergenza. Un dispositivo che dal 2010 sar‘a obbligatorio in tutti i
veicoli e` l’eCall, sistema per ridurre i tempi di reazione e risposta al-
le emergenze; puo` essere attivato manualmente dagli occupanti di una
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vettura o attraverso l’attivazione di sensori integrati nell’automobile in
caso di incidente.
Individuazione con cicli induttivi Questo tipo di tecnologia permette
di raccogliere dati sul traffico tramite sensori posizionati sulla sede stradale,
fornendo dati come il numero di passaggi di veicoli per intervallo di tempo,
velocita`, peso, lunghezza e distanza tra loro.
Individuazione video La misurazione del traffico e` effettuata da un mi-
croprocessore che riceve in input i video catturati da una camera e calcola i
passaggi di veicoli analizzando le modifiche dell’immagine ripresa. Un esem-
pio di questa tecnologia e` utilizzato nel progetto CommuterLink, sviluppato
dallo Utah Department of Transportation: il controllo del traffico e` effettuato
da un sistema che integra un sistema di telecamere a circuito chiuso a sensori
di traffico posizionati sulle principali strade dello stato. Le informazioni rac-
colte ed elaborate sono quindi distruibuite tramite i canali classici (telefonia,
web, radio, tv) ai cittadini.
2.1.1 Floating Phone Data
Tra le tecnologie e i metodi sopra presentati vi sono quelli basati sulla rile-
vazione (floating) dei veicoli, ma sia cicli induttivi che individuazione video
presentano alti costi di estensione, in quanto necessitano di apparati da in-
stallare sulle aree da monitorare. Da queste premesse e` iniziato lo sviluppo
di metodi basati su una nuova sorgente di informazioni: il posizionamen-
to dei telefoni cellulari all’interno della rete GSM. La tecnica, denominata
FPD (Floating Phone Data), parte dall’assunzione che quasi tutti gli au-
tomobilisti viaggiano con un telefono cellulare in macchina. Questi telefoni
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trasmettono continuamente la loro posizione alla rete, anche senza che venga
stabilita una connessione. Misurando ed analizzando triangolarmente i dati
di rete (in formato anonimo) si possono convertire queste informazioni in
flusso del traffico. Piu` una zona e` congestionata, maggiore sara` il numero
delle automobili, e di conseguenza quello dei cellulari. Nelle aree metropo-
litane la distanza esistente tra le antenne e` breve e cio` porta ad una buona
accuratezza. Non serve costruire nulla lungo le strade, basta la rete mobile
dei telefoni. La tecnologia FPD fornisce molti vantaggi rispetto ai metodi
esistenti di controllo del traffico:
• Economicita` rispetto a sensori o camere
• Maggior copertura: tutte le strade
• Velocita` di configurazione e minor manutenzione
• Funzionamento in tutte le condizioni meteorologiche, compresa la piog-
gia` battente
Le prime sperimentazioni effettuate in Belgio[4] e Germania[1] hanno di-
mostrato l’affidabilita` di questo tipo di dati, confrontandoli con quelli rac-
colti dai sensori di traffico (cicli induttivi e telecamere) attualmente in uso.
Il progetto Do-it (Data optimization for integrated telematics), promosso dal
ministero della ricerca tedesco ed attualmente inserito nell’iniziativa Traffic
Management 2010, parte integrante del programma di ricerca Mobility and
Traffic, e` incentrato sullo sviluppo di sistemi di monitoraggio del traffico ba-
sati su dati di tipo FPD. Cio` si ottiene a partire dalla collaborazione con
gli operatori telefonici, che forniscono i dati da interpretare mediante algo-
ritmi di data mining: questo lavoro e` parte fondamentale del progetto, da
cui gioco forza dipende la scalabilita` del sistema e l’affidabilita` dei risultati.
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Altro importante progetto e` il Mobile Millennium[5] , sviluppato da Nokia in
collaborazione con la Berkeley University e incentrato sulla raccolta di dati
provenienti dai telefoni Nokia in grado di comunicare la propria posizione
attraverso il protocollo GPS. L’obiettivo e` il monitoraggio in tempo reale del
traffico, in particolar modo di misure quali velocit‘a e tempi di percorrenza,
utilizzando sia le informazioni provenienti dai cellulari che quelle dei sensori
di traffico gia` esistenti.
2.2 GSM Positioning
L’individuazione della posizione del veicolo nello spazio definito dalla mappa
stradale e` lo step iniziale del processo di Map Matching. Gli strumenti GPS
offrono una precisione dell’ordine dei 10 metri, con una distribuzione di pro-
babilita` assunta normale, o Gaussiana. Dall’altro lato pero` grossa rilevanza
ha la frequenza con cui vengono rilevati i punti, che si attesta nell’ordine delle
decine di secondi, questo introduce le principali difficolta` nel map matching
con dati GPS, risolte sia con il raffinamento degli algoritmi che con l’utilizzo
di dati aggiuntivi, ottenuti con tecniche di Dead Reckoning(sensoristica a
bordo indicante velocita`, direzione, etc). Il primo vantaggio dell’analisi dei
dati GSM per il posizionamento, rispetto al GPS, e` proprio la possibilita`
di lavorare con un sampling rate molto piu` basso: Schwieger in [15] mostra
come sia possibile ottenere dati con una frequenza di 0.5 secondi. Ai buoni
risultati di questo tipo di approccio rispetto al GPS mostrati in seguito, va
affiancata la difficolta` della sua applicazione, soprattutto nel contesto in cui
questo lavoro di tesi e` stato sviluppato. L’impossibilita` attuale di ottenere
dai gestori telefonici i dati necessari all’applicazione dei metodi di GSM po-
sitioning costringe a cercare soluzioni e algoritmi in grado di aggirare questi
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vincoli.
Modalita` di acquisizione dei dati La rete GSM e` organizzata in manie-
ra gerarchica, i componenti comunicano solo con il livello immediatamente
superiore. Questi i componenti:
• MS (Mobile Stations) – I telefoni cellulari connessi alla rete.
• BTS (Base Transceiver Stations) – L’unita` piu` piccola della rete GSM,
e` formata da tre antenne ognuna con un settore di 120◦ ed e` il punto
di accesso alla rete per i MS.
• BSC (Base Station Controller) – Unita` che gestisce una serie di BTS,
i dati tra le due componenti sono scambiati attraverso un’interfaccia
denominata A-bis interface. L’unione di 20 antenne, e relativi BTS,
forma la Location Area, ovvero l’area di riferimento di un BSC.
• MSC (Mobile Switching Center) – Unita` che raggruppa i BSC, scam-
biandovi dati tramite la A-interface.
I dati necessari alla rilevazione del traffico sono ottenuti utilizzando i Net-
work Probes, macchine che effettuano il log dei dati scambiati tra BTS e BSC
(A-interface) e tra BSC e MSC (A-interface). A seconda dello stato in cui si
trova il telefono cellulare (standby o connesso alla rete per una chiamata, ad
esempio) si avra` una precisione diversa del dato sulla posizione del telefono
cellulare: in modalita` standby si riescono a rilevare gli spostamenti da una
Location area all’altra, mentre in modalita` connessa l’unita` MS comunica
al BSC informazioni piu` dettagliate, quali le antenne visibili e la potenza
del segnale ricevuto. Questi due ultimi dati sono alla base dei metodi piu`
efficienti di positioning: grazie ad essi e` possibile individuare un punto sulla
CAPITOLO 2. BACKGROUND 17
Figura 2.1: Componenti della rete GSM
mappa calcolando l’intersezione tra le aree coperte dalle antenne visibili dal
telefono cellulare, oltre alla distanza del telefono dall’antenna calcolata con il
dato sulla potenza del segnale ricevuto. Il risultato mostrato in [15] evidenzia
come l’errore rispetto alla traiettoria GSM rientra in raggio di 400 metri, un
miglioramento dunque importante se confrontato col raggio di azione di una
antenna GSM, che arriva fino alla lunghezza di qualche km.
La frontiera del map matching da celle GSM tende pero` ad arrestarsi sulla
ricerca di metodi per ottenere un dato simile a quello GPS, per utilizzare
poi le procedure di map matching gia` esistenti. Un approccio diverso al
problema e` quello proposto in [3], in cui vi sono a disposizione solo gli ID
delle celle attraversate dal cellulare, raccolti tramite un software installato
sui telefoni, chiamato ContextPhone. Nei paragrafi successivi verra` descritto
il problema basato solo su questo tipo di dato, ed una possibile strategia
per risolverlo, verificando l’utilita` di sfruttare tecniche di Data Mining per
cercare di migliorare la precisione del matching.
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2.3 Map matching
Il problema del map matching e` alla base dei moderni sistemi PNA (Perso-
nal Navigator Assistant), generalmente composti da un ricevitore GPS, una
mappa della rete stradale ed un software che, per l’appunto, localizza la posi-
zione fisica dell’utente sulla mappa. Questa associazione (matching) risente
pero` dei possibili errori e inaccuratezze derivanti dalla precisione dei dati
provenienti dai satelliti GPS, da qui deriva la difficolta` nella realizzazione di
metodi di map matching affidabili.
L’utilizzo del GPS per determinare la posizione dell’utente e` di gran lunga
il piu` diffuso, e viene in genere affiancato a tecniche di dead reckoning basate
su velocita`, direzione ed altri parametri simili riferiti all’utente ed aggiornati
in tempo reale. Combinando tra loro questi diversi tipi di dati e` possibile
identificare prima di tutto la strada che l’utente sta percorrendo, quindi il
punto in cui si trova l’utente all’interno di quella strada.
Gli algoritmi di map matching hanno dunque in input una serie di punti
georeferenziati (affetti da errori ed imprecisioni di varia natura) da associare
ad una mappa digitale su cui e` rappresentata la rete stradale. La complessita`
di tali algoritmi, determinata dalla natura dell’applicazione e dai dati dispo-
nibili, permette di suddividerli in tre categorie: il problema piu` semplice e`
quello di localizzare un veicolo all’interno di una strada nota in principio,
come ad esempio un autobus all’interno della sua linea. Un secondo tipo
di applicazioni e` quello che riguarda il suggerimento del percorso in seguito
all’indicazione, da parte dell’utente, della destinazione da raggiungere. Una
volta calcolato il percorso sulla mappa, e` nota a priori la strada che l’uten-
te percorrera`, la difficolta` in piu` e` il ricalcolo del percorso in caso di larga
discrepanza tra la posizione dell’utente e la strada suggerita. Il terzo tipo
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di algoritmi affronta il problema del map matching in modo piu` generale,
senza partire da alcuna conoscenza iniziale o informazione sulla posizione
dell’utente, ma utilizzando solo le coordinate (x,y o latitudine e longitudine).
L’accuratezza del rilevamento dei dati GPS si fonda su due assunzioni:
la distribuzione nel tempo e nello spazio degli errori ha un comportamento
Gaussiano, mentre la distribuzione degli errori di posizionamento sul piano
orizzontale e` rappresentabile con una circonferenza. Il raggio di questa cir-
conferenza varia dunque secondo una distribuzione normale della probabilita`,
come mostrato in fig. 1.
Figura 2.2: Measurement Error nella rilevazione GPS
Altro tipo di errore di cui sono affetti i dati GPS, ed in maniera molto
piu` rilevante rispetto all’errore di misurazione, e` quello relativo al sampling,
ovvero la frequenza con cui viene acquisita la posizione del veicolo. Ipotiz-
zando ad esempio un sampling rate di 30 secondi ed una velocita` del veicolo
di 50 km/h, tra due punti rilevati vi sara` una distanza di 417 metri. La
soluzione migliore per ovviare a questo tipo di problema sta nel valutare le
possibili posizioni in cui si e` trovato il veicolo spostandosi tra i due punti
rilevati: questi sono i fuochi dell’ellisse che definisce il sampling error, la cui
ampiezza varia in base alla velocita` del veicolo, mentre l’eccentricita` e` data
dalla distanza tra i due fuochi.
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2.3.1 Definizione del problema
Una definizione formale del problema associato al map matching puo` essere
cos`ı fornita: un veicolo (o una persona) si muove lungo un sistema finito di
strade, N . Ad intervalli di tempo finiti ({0, 1 . . . T}) e` associata una stima
della posizione del veicolo. Con P t viene indicata la posizione reale del veicolo
al tempo t, mentre P t indica la posizione stimata, ricavata dai dati in input.
L’obiettivo e` determinare, ad ogni istante t, la strada in N che contiene P t.
La rete stradale N e` rappresentata da un insieme di curve (N ) in R2,
ognuno di questi e` chiamato arco. Ogni arco e` composto da un insieme di
segmenti lineari rappresentati da una serie finita di punti (A0, A1, . . . Ana) in
R2. I punti A0 e Ana sono visti come nodi, ovvero i punti in cui inizia/termina
un arco, ad esempio un incrocio o la fine di una strada.
Risolvere il problema del map matching significa dunque associare l’in-
sieme delle locazioni stimate P t agli archi A ∈ N , quindi determinare la
strada (A ∈ N ) che corrisponde alla posizione reale del veicolo (P t) sulla
rete stradale.
2.3.2 Map Matching geometrico
Le soluzioni piu` intuitive al problema del map matching sono quelle che
utilizzano le sole informazioni di tipo geometrico, cioe` considerando solo la
forma degli archi e trascurando le possibili connessioni tra essi. Il metodo
piu` semplice consiste nell’associare il punto P t al piu` vicino punto o nodo
sulla mappa (Point-to-Point matching). La vicinanza puo` essere misurata in
vari modi, la via piu` naturale e` quella di considerare la distanza euclidea:
‖x− y‖2 =
√
(x1 − y1)2 + (x2 − y2)2
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Partendo da P t si cerca il punto piu` vicino sulla mappa, il confronto non
viene ovviamente fatto su tutti i punti della rete ma solo quelli ad una distan-
za ragionevole. Questo approccio e` semplice e veloce nell’implentazione, ma
presenta diversi problemi per quanto riguarda l’accuratezza. La risoluzione
attraverso il metodo Point-to-Point dipende in modo critico dalla rappresen-
tazione della mappa. Un esempio di tutto cio` si ha in figura 1, in cui il punto
P t, che intuitivamente e` da associare all’arco A, verrebbe invece associato
all’arco B da un algoritmo di tipo Point-to-Point.
Figura 2.3: Esempio di criticita` del Point-to-Point matching
Un possibile rimedio alla poca affidabilita` di cercare il punto piu` vicino e`
quello di confrontare il punto P t con l’arco piu` vicino. La distanza tra il punto
e la linea si misura calcolando la lunghezza del segmento perpendicolare che
unisce P t e A. Questa sara` confrontata con tutti gli archi ad una distanza
ragionevole da P t; anche questa tecnica presenta dei problemi, che la rendono
di difficile applicazione. Come mostrato in fig. 2, il metodo Point-to-Curve
non tiene conto di informazioni sulla storia del punto analizzato, e nel caso
specifico potrebbe associare il punto P 2 all’arco B, anziche´ all’arco A che e`
quello esatto.
Altro metodo geometrico e` quello del Curve-to-Curve matching, cercan-
do l’arco piu` vicino alla curva formata dall’unione di m punti, definita da
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Figura 2.4: Esempio di criticita` del Point-to-Curve matching
P 0, P 1, . . . , Pm. La misura su cui lavorare nella ricerca dell’arco piu` vicino
e` la distanza media tra le due curve, ottenuta parametrizzandole. Anche in
questo caso, anche se piu` affidabile rispetto ai precedenti, sorgono problemi
che lo rendono di fatto poco utilizzabile; le difficolta` sorgono quando si vanno
a confrontare segmenti di lunghezza diversa.
2.3.3 Map Matching topologico
L’efficienza dei metodi di Map Matching geometrici e` migliorabile utilizzando
informazioni sulla topologiche sulla rete, accorgimento che permette di ridur-
re drasticamente gli archi candidabili per il match. Conoscendo ad esempio
il punto di partenza dell’utente, o la destinazione, e` possibile raffinare i vari
metodi di matching geometrico visti in precedenza. Esistono vari metodi in
letteratura basati su un approccio topologico, a partire da quelli basati su
una strategia Greedy, come in [8] e successivamente in [5]: entrambi i meto-
di partono dal matching di un punto ed utilizzano questa informazione per
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i matching successivi, iterando questa procedura si ottiene un algoritmo di
matching detto incrementale.
2.4 Data Mining
Informalmente si puo` definire il concetto di Data Mining come il proces-
so di estrazione di conoscenza da banche dati di grandi dimensioni tramite
l’applicazione di algoritmi che individuano le associazioni nascoste tra le in-
formazioni e le rendono visibili. In quest’area si individuano le tecniche che
consentono l’esplorazione di grandi quantita` di dati, con l’obiettivo di indivi-
duare le informazioni piu` significative e di renderle disponibili e direttamente
utilizzabili nell’ambito del decision making. Negli ultimi anni il data mining
ha assunto un ruolo fondamentale in quei settori in cui l’analisi dei dati e`
fondamentale; la grande disponibilita` di dati in formato elettronico, il data
storage poco costoso e lo sviluppo di nuove tecniche di analisi particolar-
mente sofisticate sono i principali contributori dello sviluppo del settore. Il
termine Data mining, in realta`, rappresenta una delle fasi del processo di
estrazione di conoscenza, altres`ı denominato KDD (Knowledge Discovery in
Databases): l’iterazione seguita parte dalla definizione dell’obiettivo e indivi-
duazione della sorgente dei dati, per arrivare al data mining e alla successiva
interpretazione ed analisi dei risultati.
Mentre l’individuazione di patterns avviene automaticamente, l’intero
processo di estrazione della conoscenza e` difficilmente automatizzabile e ri-
chiede il coinvolgimento di varie professionalita` (esperti del dominio appli-
cativo, specialisti in analisi dati, informatici). La fase piu` impegnativa e`,
generalmente, quella del pre-processing, che arriva ad impegnare indicativa-
mente il 60% del tempo e delle risorse, mentre nella fase di mining si utiliz-
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Figura 2.5: Fasi del processo di estrazione della conoscenza
zano le funzioni e gli algoritmi scelti in base al tipo di dato e all’obiettivo da
raggiungere.
Le tecniche di data mining si dividono in tre aree principali:
• Classificazione: raggruppamento dei dati secondo categorie predefinite,
esempi classici sono i filtri antispam o gli indici dei motori di ricerca.
• Clustering: caso particolare di classificazione in cui le categorie non
sono note a priori, si cerca dunque di derivarle in base alla similarita`
degli elementi.
• Frequent Pattern mining: tecnica conosciuta anche come market basket
analysis; un esempio classico di applicazione e` infatti l’osservazione di
dati transazionali, quali gli scontrini di un supermercato, alla ricerca
di comportamenti comuni dei clienti.
Nell’ambito di questa tesi, per quanto concerne il data mining, saranno
due in particolare le tematiche affrontate: clustering e mining di pattern fre-
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quenti, utilizzate, come mostrato in seguito, per il raffinamento dell’algoritmo
di map matching.
2.4.1 Mining di pattern sequenziali
L’identificazione di pattern frequenti e di regole associative su di essi e` una
delle tecniche di data mining piu` popolari. Nel formulare e risolvere il pro-
blema che verra` presentato, assume una particolare rilevanza il mining di
pattern sequenziali, definito da Agrawal e Srikant in [13].
Definizione del problema Denotiamo un itemset come (i1, i2, .., im), dove
gli ij sono item, ed una sequenza come < s1, s2, .., sn >, dove gli sj sono
itemset. Una sequenza < a1, a2, .., an > e` contenuta in un’altra sequenza
< b1, b2, .., bm > se
n <= m
∃ i1 < i2 < .. < in tali che a1 < bi1 , a2 < bi2 , .., an < bin
(2.1)
Per esempio, la sequenza < (3)(45)(8) > e` contenuta nella sequenza <
(7)(38)(9)(456)(8) >.
Un esempio pratico e` dato da un database costituito dalle transazioni dei
clienti di un negozio, dove un tipico record consiste nella data della transa-
zione (transaction-time) e negli oggetti (item) acquistati dai clienti. Tutte
le transazioni relative ad un singolo cliente posso essere viste come una se-
quenza, dove ogni transazione corrisponde ad un itemset, e la lista delle
transazioni, ordinate per transaction-time, rappresenta la sequenza.
Dato un database D di questo tipo, il supporto di una determinata sequenza
e` dato dal numero di record che la contengono, in base alla definizione di
contenimento in 2.1. Quindi, il problema di determinare pattern sequenziali
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equivale a trovare, dato in ingresso un supporto minimo, tutte le sequenze
massimali che hanno un supporto superiore o uguale a quello minimo.
PrefixSpan: Prefix-projected Sequential pattern mining Prima di
iniziare la descrizione di questo algoritmo, e` necessario introdurre altre de-
finizioni. Nel far questo assumeremo, senza perdita di generalita`, che le
sequenze siano tenute tutte in ordine alfabetico. Per esempio, la sequenza
< a(bac)(ca)d(fc) > sara` sostituita dalla sequenza < a(abc)(ac)d(cf) >. Da-
ta una sequenza α =< e1, e2, .., en >, una sequenza β =< e
′
1, e
′
2, .., e
′
m >, con
(m ≤ n), e` detta prefisso di α se e solo se:
• e′i = ei per (i ≤ m− 1);
• e′m ⊆ em;
• tutti gli item in (em − e′m) vengono alfabeticamente dopo quelli in e′m.
Supponiamo che la sequenza β sia anche sottosequenza di α, β v α.
Una sottosequenza α
′
di α ne e` una proiezione, rispetto a β se e solo se:
• β e` prefisso di α′ ;
• non esistono sovrasequenze α′′ di α′ (α′ v α′′ed α′ 6= α′′) tali che α′′ e`
sottosequenza di α ed ha come prefisso β.
Supponiamo ora di avere la sequenza α
′
=< e1, e2, .., en >, proiezione di
α rispetto la prefisso β =< e1, e2, .., em−1, e
′
m > (m ≤ n). La sequnza
γ =< e
′′
m, em+1, .., en > e` detta postfisso di α rispetto a β (si denota
γ = α/β), dove e
′′
m = (em − e′m).
Se β non e` una sottosequenza di α, sia la proiezione sia il postfisso sono vuoti.
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L’algoritmo PrefixSpan, presentato in [16], partiziona il problema ricorsi-
vamente in base a questo lemma:
Lemma 1. Siano α un pattern sequenziale di lunghezza l, con l ≥ 0, e
β1, β2, .., βm l’insieme di tutti i pattern sequenziali di lunghezza (l+1) aventi
come prefisso α. L’insieme di tutti i pattern sequenziali, aventi come prefisso
α, ad eccezione di α stesso, puo` essere diviso in m sottoinsiemi disgiunti. Il
j-esimo sottoinsieme (1 ≤ j ≤ m) e` costituito dai pattern sequenziali aventi
prefisso βj.
Se e` necessario, ogni sottoinsieme dei pattern sequenziali puo` essere ulte-
riormente suddiviso. Una volta ottenuti tutti i sottoinsiemi, per eseguirne il
mining, l’algoritmo ne costruisce la corrispondente proiezione in base alla
seguente definizione:
Dato il pattern sequenziale α, appartenente al database di sequenze S, l’
α-proiezione del database, denotata S|α, e` la collezione di postfissi delle
sequenze in S rispetto ad α.
Per calcolare il supporto di una sequenza nella proiezione del database, si
procede in questo modo:
Dati α, pattern sequenziale nel database di sequenze S, e β, sequenza avente
α come prefisso, il supporto di β nella proiezione del database S|α, denotato
supportoS|α(β), e` pari al numero di sequenze γ in S|α tali che β v α · γ.
Nella proiezione di un database vale il seguente lemma:
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Lemma 2.Dati α e β, due pattern sequenziali nel database di sequenze S,
tali che α e` un prefisso di β:
1. S|β = (S|α)|β;
2. per ogni sequenza γ, avente α come prefisso, supportoS(γ) = supportoS|α(γ);
3. la dimensione dell’ α − proiezione del database non puo` essere piu`
grande della dimensione di S.
In base alle definizioni che sono state appena date, l’algoritmo si comporta
in questo modo:
• Prende in ingresso un pattern sequenziale α, la lunghezza l di α, l’α−
proiezione del database se α 6= 〈〉, altrimenti il database S di sequenze;
• Scandisce una volta S|α (oppure S) e trova l’insieme di item b frequenti,
tali che:
1. b puo` essere assemblato all’ultimo elemento di α per formare un
pattern sequenziale, oppure
2. 〈b〉 puo` essere concatenato ad α per formare un pattern sequen-
ziale;
• Per ogni item b trovato, esso viene concatenato ad α per formare il
pattern α
′
, il quale viene restituito in output;
• Per ogni α′ viene costruita l’α′ − proiezione del database S|α′ e viene
richiamato PrefixSpan(α
′
, l + 1, S|α′ ).
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La correttezza dell’algoritmo e` garantita dai lemma precedentemente esposti.
In piu`, come indicato dal secondo lemma, la proiezione di un database e` piu`
piccola del database di partenza. Nonostante questo, il costo principale del-
l’algoritmo e` rappresentato dalla costruzione delle proiezioni e queste vanno
formate per ogni pattern sequenziale. Spesso, il numero di pattern sequen-
ziali e` abbastanza alto, quindi e` necessario utilizzare delle tecniche particolari
che diminuiscono il numero delle proiezioni da costruire per contenere i costi.
2.4.2 Cluster Analysis
L’analisi dei cluster, o Clustering, persegue l’obiettivo di raggruppare i dati
in classi che ne descrivano parti significative della struttura naturale. Que-
sto tipo di applicazioni trova un ruolo importante in svariati campi, dalle
scienze sociali alla biologia, fino ad arrivare a statistica, information retrie-
val, machine learning, oltre, ovviamente, al data mining. La classificazione
degli oggetti secondo schemi concettuali e` il processo attraverso cui l’uomo
analizza e descrive il mondo osservato, ed e` l’idea alla base del Clustering; l’o-
biettivo da raggiungere e` raggruppare gli oggetti secondo la loro similarita`,
avendo dunque oggetti simili tra loro nello stesso gruppo e oggetti diversi
tra loro in gruppi diversi. La similarita` e` definita attraverso una misura, o
distanza, cercando di minimizzarla per gli elementi appartenenti allo stesso
gruppo, e massimizzarla tra gli elementi di un gruppo e l’altro.
Tipologie di clustering La principale distinzione concettuale tra i metodi
di clustering riguarda la differenza della struttura dei cluster, che puo` essere
gerarchica o partitiva. In questo ultimo caso i dati sono divisi in cluster
separati, ogni elemento sara` dunque associato ad un solo cluster. Il caso
gerarchico prevede invece l’esistenza di subcluster contenuti in un cluster
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piu` grande, andando a rispettare una organizzazione ad albero. Ogni nodo
dell’albero e` formato dall’unione dei figli, e la radice e` il cluster contenente
tutti gli oggetti. Altra distinzione e` tra il clustering esclusivo, sovrapposto o
fuzzy, in cui la differenza e` la possibilita` o meno di associare un elemento a
piu` cluster (esclusivo/sovrapposto) o di aggiungere ad ogni elemento un peso
(compreso tra 0 e 1) che indica quanto un elemento appartiene ad un cluster.
Tipologie di cluster Esistono differenti accezioni di cluster che si rivelano
utili per meglio descrivere la differenza tra possibili metodi di clustering:
• Well-Separated: ogni oggetto e` piu` vicino (o piu` simile) ad ogni oggetto
del suo cluster che agli oggetti di altri cluster.
• Center-Based: ogni elemento e` piu` vicino al centro del suo cluster
rispetto ai centri degli altri cluster
• Prototype-Based: ogni elemento e` piu` vicino (o piu` simile) al prototipo
che definisce il suo cluster rispetto ai prototipi degli altri cluster. Nei
dataset classificabili tramite attributi continui, il prototipo del cluster
e` un centroide, quale ad esempio la media di tutti i punti nel cluster. In
caso non sia possibile calcolare un centroide, ad esempio quando si e` in
presenza di attributi non continui (categorie, etichette, etc), il prototipo
di ogni cluster e` un medoide, ovvero il punto piu` rappresentativo.
• Graph-Based: se il dataset e` rappresentabile come grafo, ogni cluster
puo` essere definita come una componente connessa.
• Density-Based: ogni cluster e` individuato come una regione densa di
oggetti, circondata da una regione a densita` minore.
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K-Means La tecnica denominata K-means (definita formalmente da Mac-
Queen in [14]) descrive un modello di clustering partitivo prototype-based,
andando ad individuare un numero prefissato di cluster (K) cluster indicati
dall’utente e rappresentati dai rispettivi centroidi. L’algoritmo parte asse-
gnando gli elementi del dataset al piu` vicino dei centroidi iniziali, dopo la
prima iterazione ricalcola i centroidi sulla base dei cluster formatisi, e ripete
di nuovo l’assegnamento, fino a quando si raggiunge una partizione stabile,
ovvero il ricalcolo dei centroidi non modifica il risultato. La grande diffusione
di questa soluzione e` dovuta sia alla semplicita` dell’algoritmo (descritto in
figura 2.6) che alla velocita` con cui esso converge: e` infatti osservabile come
il numero di iterazioni e` tipicamente molto minore del numero di punti da
raggruppare. Dal lato dei contro, vi e` la forte sensibilita` ai punti iniziali
scelti, che condizionano l’ottimalita` della soluzione trovata.
1 . S e l e z i on e d i K punti come c e n t r o i d i i n i z i a l i
2 . r epeat
3 . Assegnazione d i ogni punto a l c en t r o i d e pi u` v i c i n o
4 . R i c a l c o l o de i c e n t r o i d i
5 . u n t i l I c e n t r o i d i non cambiano
Figura 2.6: L’algoritmo K-Means
L’assegnazione dei punti ai centroidi rispettivamente piu` vicini richiede
l’adozione di una misura di prossimita`, che stabilisca quanto un punto sia vi-
cino al centroide. Nello spazio cartesiano la misura piu` utilizzata e` la distanza
euclidea, preferita in genere alla distanza di Mahnattan, mentre nell’analisi
di documenti si usano cosine similarity o Jaccard measure. Requisito princi-
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pe della misura da scegliere e` la semplicita` nel calcolo, dato che l’algoritmo
lo ripete per tutti i punti per ogni centroide.
Capitolo 3
Map Matching su celle GSM
L’analisi del traffico attraverso i dati acquisiti secondo la tecnica FPD (Floa-
ting Phone Data) e` ad oggi una delle frontiere piu` interessanti nello sviluppo
di strumenti per l’infomobilita`. Il progetto Do-it (Data Optimisation for
Integrated Telematics), sostenuto e finanziato dal ministero dei trasporti e
dell’economia tedesco, riguarda proprio questa area applicativa, si concentra
in particolare sui metodi di posizionamento attraverso dati provenienti dalla
rete GSM; il vantaggio principale e` in termini di infrastrutture e costi, non
necessitando di apparati aggiuntivi da installare lungo la rete stradale. Dal
punto di vista delle potenzialita`, la differenza di diffusione tra i dispositi-
vi GPS e i telefoni cellulari pende, con diversi ordini di grandezza in piu`, a
favore di questi ultimi: riuscire ad ottenere un’accuratezza nel posizionamen-
to paragonabile a quella GPS e` dunque l’obiettivo principe delle ricerche in
questo campo.
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3.1 Overview della soluzione proposta
Il metodo di map matching sviluppato in questa tesi cerca di ricostruire il
percorso seguito dall’utente basandosi unicamente sulla sequenza delle celle
a cui e` stato connesso il suo telefono cellulare. Questa informazione, da sola,
e` chiaramente insufficiente per ottenere un risultato affidabile, in quanto
come gia` detto le aree coperte dalle antenne GSM sono nell’ordine del km2;
un’estensione di questo tipo rende impossibile l’utilizzo dei metodi classici
di map matching GPS, in quanto soggetta ad un errore di misurazione non
tollerabile.
La soluzione proposta si basa sull’associare un peso ad ogni segmento di
strada coperto da una cella, sulla base della lunghezza del segmento passan-
te all’interno dell’area della cella. Questo peso rappresenta la probabilita`
di transito sul segmento associato, ovvero il parametro fondamentale su cui
definire un’euristica per scegliere il possibile percorso seguito dall’utente. Il
primo passo e` dunque quello di mettere in relazione le antenne (BTS) e i
segmenti di strada da esse coperti. Una volta disponibili questi dati si puo`
tradurre una sequenza di celle in un grafo orientato contenente tutti i possibili
segmenti attraversati dall’utente, e su questo scegliere il percorso cercando di
scegliere quello dal peso maggiore, in altri termini si cercano le strade che in
maggior misura attraversano l’area definita dalla sequenza di celle. La pro-
cedura che crea questa base di dati prende dunque in input la lista delle celle
con il relativo raggio e per ognuna di queste va a cercare tutti i segmenti che
passano all’interno dei 3 settori di cui si compone la cella BTS, risolvendo il
sistema di equazioni descritto nella sezione 4.1.2. L’algoritmo GSMatching,
sviluppato sulla base di quanto descritto, prende in input una sequenza di
celle che identifica un viaggio, e va a calcolare il possibile percorso seguito
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dall’utente, scegliendolo in base al peso dei segmenti associati ad ogni cella
attraversata. Per migliorare il risultato ottenuto da GSMatching, che gioco
forza e` condizionato dall’errore di misurazione di diversi ordini maggiore di
quelli dei rilevamenti GPS, viene proposto un approccio che sfrutta tecniche
di Data Mining (C-GSMatching) che permettono un ragionamento meno
cieco. Ogni punto della mappa e` infatti coperto da piu` di un BTS, rendendo
non deterministico l’assegnamento di un antenna piuttosto che un’altra al te-
lefono connesso. Considerando questa ipotesi nella ricerca di comportamenti
comuni dei veicoli, questi vengono raggruppati in modo da osservare le inter-
sezioni tra le celle che servono uno stesso punto, e di conseguenza diminuire
l’errore di misurazione.
3.2 L’algoritmo GSMatching
Partendo dalla sequenza di celle, ed avendo a disposizione tutti i segmenti
passanti per l’area che ci interessa, otteniamo un grafo su cui cercare un per-
corso da associare alla sequenza di input. Ricordando come ad ogni segmento
e` associato un peso che indica la quantita` di quel segmento relativamente al
BTS attraversato, il problema si riconduce dunque alla ricerca del cammino
piu` pesante, con la sequenza delle celle che indica la direzione in cui andare
ad individuare il cammino. Per la risoluzione si utilizza un algoritmo gia`
noto nei problemi di teoria dei grafi, A*, che individua un percorso da un
dato nodo iniziale verso un dato nodo goal, utilizzando un’euristica che clas-
sifica ogni nodo secondo una stima della strada migliore che passa attraverso
tale nodo. Intuitivamente l’algoritmo conosce la distanza tra il nodo radice
e il nodo goal, ed esplora il grafo cercando di attraversare nodi che si avvi-
cinino sempre di piu` alla destinazione, minimizzando la distanza percorsa.
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Nel caso specifico A* e` arrangiato indicando per ogni arco il peso relativo,
e non la lunghezza vera e propria, con l’obiettivo di trovare il cammino piu`
probabile all’interno dell’area definita dalla sequenza di celle in esame. Tale
soluzione risente dell’incertezza determinata dall’errore di misurazione, che
si manifesta in un grafo risultante di grande dimensione: l’esecuzione di A*
diventa dunque computazionalmente poco efficiente. Altro problema sono i
viaggi circolari, i nodi di destinazione e arrivo sono molto vicini e A* scarte-
rebbe tutte le celle intermedie, selezionando un percorso non coerente. Per
ovviare a queste criticita`, A* e` eseguito localmente sui grafi ottenuti da ogni
transizione di cella, migliorando significativamente i tempi di esecuzione.
1 . Lettura sequenza c e l l e
2 . Per ogni c e l l a in sequenza
3 . Crea nuovo gra f o
4 . Ind iv iduaz i one de i segmenti i n t e r s e c a n t i l a c e l l a
5 . Aggiunta de i segmenti i n d i v i d u a t i a l g ra f o
6 . S e l e z i on e de i p o s s i b i l i nodi d i partenza e a r r i v o
7 . Percorso c e l l a=A∗( g ra f o )
8 . Percorso sequenza= Unione p e r c o r s i c e l l e
Figura 3.1: Illustrazione in pseudo-codice dell’algoritmo GSMatching
Il test di questo algoritmo e` stato effettuato su dati GPS riadattati per
simulare una rilevazione GSM (come mostrato nel capitolo successivo), affetti
dunque da un basso un sampling rate. La bassa frequenza delle rilevazioni
ha reso necessario, ai fini sperimentali, di assumere il raggio di ogni BTS
maggiore di quanto sia in realta`, in modo da limitare la discontinuita` tra
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le aree di celle consecutive. Questo accorgimento porta ad un significativo
aumento della dimensione del grafo risultante, rendendo ancor piu` necessaria
l’esecuzione di A* su ogni singola cella anziche´ sul grafo risultante dall’u-
nione di queste; la complessita` di A* e` in questo caso esponenziale sia nello
spazio (i nodi e le relative distanze da memorizzare) che nel tempo, a causa
dell’euristica utilizzata.
Questi in sintesi i passi significativi dell’algoritmo:
Individuazione dei segmenti intersecanti la cella Vengono selezionati
i segmenti della mappa stradale che intersecano l’area della cella. Nel seguito
della sperimentazione le aree vengono assunte come circonferenze, l’area reale
delle antenne non e` attualmente a disposizione. Questo passo e` comunque
modulare e l’adattamento ad aree diverse e` implementabile con facilita`. Il
peso di ogni segmento e` calcolato come la lunghezza di segmento coperto
dalla cella.
Aggiunta segmenti individuati al grafo Tutti i segmenti individuati
vengono visti come facenti parte di un grafo, si inseriscono dunque i nodi che
ogni segmento connette e si associa all’arco relativo il peso precedentemente
calcolato.
Selezione dei possibili nodi di partenza e arrivo Per poter selezionare
una traiettoria, e` necessario passare ad A* il nodo di partenza e quello di
arrivo. L’algoritmo ricerca questo percorso localmente ad ogni transizione
di cella, i nodi di destinazione sono quindi scelti tra quelli che identificano
i segmenti piu` pesanti della cella successiva, mentre quelli di partenza sono
scelti con la stessa politica nel caso della prima cella, o dando invece mag-
giore priorita` a quelli trovati al passo precedente per le altre celle. I nodi
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selezionati sono multipli, in quanto i primi selezionati potrebbero essere non
connessi: l’algoritmo va quindi avanti per tentativi fino a trovare una parten-
za e un arrivo connessi tra di loro. Questa caratteristica del problema e` piu`
accentuata nel caso preso in esame, in cui il sampling rate e` basso e i viag-
gi possono essere identificati da celle lontane tra di loro, risultanti dunque
in un grafo non completamente connesso. Il percorso selezionato risente di
questi difetti dell’input, ed e` quindi nella maggior parte dei casi sconnesso;
ai fini della sperimentazione si e` andato pero` a valutare lo scostamento dalla
traiettoria GPS, andando quindi a valutare la correttezza dell’algoritmo e la
bonta` dell’intuizione alla base di tutto.
3.3 Mining di percorsi frequenti
L’idea per cercare un miglioramento dell’accuratezza nei risultati ottenuti
con il metodo di map matching proposto, e` quella di sfruttare tecniche di
data mining per arricchire le informazioni a disposizione. L’algoritmo sopra
descritto ha a disposizione solo gli ID delle celle attraversate, e fornisce una
soluzione puramente empirica al problema. Una possibile via per ottenere
risultati migliori, e` quella di osservare gli spostamenti globali effettuati dagli
utenti, cercando comportamenti comuni utilizzabili nel processo di matching.
Unendo a questo la caratteristica della rete GSM per cui vi sono piu` celle a
cui un telefono puo` essere connesso, pur trovandosi nello stesso punto, si puo`
osservare come vi siano comportamenti comuni definiti da sequenze di celle
diverse, attraversate dagli utenti, che coprono una stessa area comune.
Ricerca di pattern frequenti La ricerca di comportamenti comuni, in
termini di spostamenti, e` stata effettuata utilizzando come training set un
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Figura 3.2: Area ottenuta osservando i comportamenti comuni dei vei-
coli: nell’esempio in figura l’area trovata corrisponde ad una parte della
Tangenziale Est
archivio di alcune migliaia di viaggi acquisiti sull’area metropolitana di Mila-
no. La ricerca di pattern e` stata eseguita utilizzando l’algoritmo PrefixSpan
(vedi sezione 2.4.1), aggiugendo ad esso ulteriori vincoli per meglio adattarsi
alle caratteristiche del problema in esame:
• Il database di transazioni in input e` costuito da sequenze di numeri
interi, identificanti la cella attraversata dall’utente, la proiezione del
database e` dunque stata modificata tenendo conto delle celle adiacenti:
come gia` notato, la stessa area e` coperta da piu` celle, tenere conto di
cio` significa non scartare le eventuali celle adiacenti nella proiezione
del database, anche se queste hanno un supporto minore. Formalmen-
te questo vincolo consiste, per ogni proiezione S|α, nel non scartare
gli item b con supporto minore di quello rishiesto, che concatenati ad
α formano un pattern sequenziale. Questo accorgimento aumenta la
dimensione dei database proiettati, e di conseguenza la complessita`
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dell’algoritmo.
• I pattern frequenti devono essere composti di celle che appaiono in se-
quenza nelle varie transazioni, quindi celle che necessariamente saranno
vicine. Cio` e` necessario per far s`ı che i pattern trovati siano significati-
vi, ovvero permettano di individuare gli archi di strada effettivamente
piu` utilizzati. Per ogni proiezione S|α, dunque, gli item b da concate-
nare ad α saranno scelti solo tra quelli che appaiono immediatamente
dopo α nelle sequenze in input. Questo vincolo aggiuntivo, al contrario
del precedente, va a diminuire i possibili pattern estratti, riducendo di
conseguenza la complessita`.
3.4 Post-processing tramite clustering
Una volta individuati i pattern frequenti nel dataset dei viaggi, che indicano
appunto i comportamenti ricorrenti dei veicoli, per trarre informazione da
questo dato e` necessario localizzarli sulla mappa ed osservare quali sono le
strade che li attraversano. Osservando la collocazione di questi pattern sulla
mappa e` possibile verificare la presenza di fasci di pattern, ovvero gruppi di
pattern che coprono un area comune. Questo processo tendera` a rendere piu`
preciso il matching si sequenze di celle che contengono un pattern frequente,
nonche´, come descritto in seguito, rendere l’algoritmo piu` efficiente grazie
proprio alla riduzione di incertezza nella scelta del percorso effettuata tramite
A*. Per trovare segmenti significativi e` necessario raggruppare i pattern
frequenti secondo la loro posizione spaziale, in modo da poter poi cercare di
associare ad ogni gruppo un insieme di archi della mappa. A questo scopo
sono usate tecniche di clustering, in particolare l’algoritmo K-Means (vedi
sezione 2.4.2), utilizzando la distanza euclidea come misura di similarita`.
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1 . Lettura pattern f r e qu en t i
2 . S e l e z i on e c e n t r o i d i i n i z i a l i
(K pattern dal supporto maggiore )
3 . r epeat
4 . f o r pattern in pa t t e r n f r e qu en t i
5 . assegna pattern a l c en t r o i d e pi u` v i c i n o
6 . r i c a l c o l a c e n t r o i d i pattern
7 . u n t i l I c e n t r o i d i non cambiano
Figura 3.3: K-Means per il clustering dei pattern frequenti
La scelta dei centroidi iniziali, fondamentale per l’ottenimento di risultati
ottimali dall’esecuzione di K-Means, va fatta tenendo conto della differenza
in termini di importanza dei pattern frequenti trovati. Nel metodo proposto
i centroidi di partenza sono selezionati scegliendo i pattern dal supporto
maggiore, in quanto piu` significativi nel descrivere i comportamenti comuni
dei viaggiatori. I restanti pattern sono dunque raggruppati sulla base della
loro distanza dai pattern frequenti, al fine di ottenere sequenze di celle le cui
aree siano il piu` possibile sovrapposte.
Cluster Matching Una volta calcolati i cluster, si vanno a cercare i seg-
menti della mappa passanti attraverso l’intersezione delle sequenze di celle
appartenenti al cluster, come mostrato nella figura 3.4. La procedura utiliz-
za i segmenti presenti sotto ogni cella gia` calcolati in precedenza, quindi li
considera in base al pattern frequente in esame, sfruttando la caratteristica
sequenziale di ogni pattern. Ad esempio immaginando pattern di lunghezza
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4, ovvero sequenze di 4 celle, si calcolano tutti i segmenti che passano sotto la
prima cella di ogni pattern, andando ad osservare quali sono quelli in comune
tra tutte le celle, e si ripete il procedimento per tutte le 4 celle.
1 . Leggi l i s t a c l u s t e r
2 . For c l u s t e r in l i s t a c l u s t e r
3 . For pattern in c l u s t e r
4 . S e l e z i ona segmenti c e l l e p a t t e r n
secondo l a sequenza
5 . For i in lunghezza ( pattern )
6 . S e l e z i ona segmenti pa s s an t i per l ’80%
d e l l e c e l l e d i o rd ine i
7 . Memorizza segmenti s e l e z i o n a t i
Figura 3.4: Matching dei segmenti di ogni cluster
Il vincolo di intersezione va pero` modificato alla luce della composizio-
ne dei cluster, che contengono anche pattern non sovrapposti nello spazio.
L’informazione fornita da questo tipo di pattern non e` utile ai fini del raffina-
mento del matching, e viene dunque ignorato selezionando solo i segmenti che
attraversano una percentuale dei pattern del cluster. I segmenti selezionati
per ogni cluster vengono poi memorizzati, per essere utilizzati dall’algoritmo
di map matching.
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3.4.1 Matching su fasci di pattern
L’algoritmo C-GSMatching utilizza le informazioni ricavate dal clustering dei
pattern frequenti, al fine di selezionare un percorso piu` preciso, pur partendo
dallo stesso input di GSMatching. Una volta acquisite le informazioni relative
ai comportamenti comuni dei veicoli, il map matching viene eseguito con la
stessa procedura illustrata in figura 3.1, con la differenza che la sequenza
sulla sequenza in input vengono ricercati eventuali pattern appartenenti a
qualche cluster noto. I segmenti con cui costruire il grafo sono dunque quelli
associati al cluster, anziche´ quelli associati alle singole celle. Cio` permette
sia di diminuire l’incertezza della scelta del percorso finale, in quanto il grafo
relativo ai cluster ha dimensioni minori, che di avvicinarsi ancora di piu` ai
risultati ottenibili dal matching GPS.
1 . Lettura sequenza c e l l e
2 . Ind iv iduaz i one pattern in sequenza
appartenent i a c l u s t e r no t i
3 . Per ogni c e l l a | pattern in sequenza
4 . Crea nuovo gra f o
5 . Aggiunta de i segmenti i n t e r s e c a n t i
l a c e l l a | c l u s t e r a l g ra f o
6 . S e l e z i on e de i p o s s i b i l i nodi d i partenza e a r r i v o
7 . Percorso c e l l a=A∗( g ra f o )
8 . Percorso sequenza= Unione p e r c o r s i c e l l e | c l u s t e r
Figura 3.5: L’algoritmo C-GSMatching
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La differenza sostianziale rispetto all’algoritmo visto in precedenza e` il
passo 2, quando si scandisce tutta la sequenza in input alla ricerca di pattern
appartanenti a qualche cluster, in modo da acquisire direttamente i segmenti
del cluster. Questo migliora anche le prestazioni dell’algoritmo, in quanto i
segmenti di ogni cluster sono gia` calcolati, rendendo piu` veloce il passo di
ricerca dei segmenti intersecanti l’area in esame. Come illustrato in figura 3.6,
la sequenza in input e` trasformata in una sequenza di coppie, composte da un
intero e una stringa. La stringa in quale tabella cercare i segmenti associati
all’id, nel caso in figura verranno selezionati i segmenti corrispondenti alla
cella 246, quindi quelli passanti attraverso il cluster j, e cos`ı via.
Figura 3.6: Individuazione di pattern appartenenti a cluster noti
Come verra` mostrato in seguito, le informazioni in piu` utilizzate da C-
GSMatching portano ad un miglioramento nella precisione, rispetto alla tra-
iettoria GPS, del percorso ottenuto. Nelle sperimentazioni eseguite, i difetti
di partenza dei dati in input hanno influenzato le performance, ma il riscon-
tro e` comunque positivo ed avendo a disposizione dati piu` precisi in termini
CAPITOLO 3. MAP MATCHING SU CELLE GSM 45
di sampling rate e di aree coperte dai BTS si otterrebbe un miglioramento
di gran lunga piu` significativo.
Capitolo 4
Sperimentazione
Il test degli algoritmi GSMatching e C-GSMatching e` stato eseguito su un
dataset simulato, non avendo ancora a disposizione rilevazioni reali dalla rete
GSM. Sono state acquisite tracce GPS provenienti da dispositivi in circola-
zione sull’area di Milano, e riarrangiate assegnando ogni punto ad una cella
GSM, al cui area coperta, a noi non nota, e` stata assunta come avente for-
ma circolare. I risultati ottenuti da GSMatching e C-GSMatching sono stati
valutati misurando lo scostamento dei percorsi ottenuti dalla traccia GPS,
analizzando le diverse casistiche e la relativa bonta` del risultato ottenuto.
4.1 Costruzione del dataset
La base di dati su cui si fonda la sperimentazione e` sostanzialmente costituita
da due parti: gli spostamenti rilevati attraverso dispositivi GPS durante un
giorno festivo nell’area milanese, e la lista dei BTS che coprono tale area.
L’unica informazione a disposizione sui BTS e` l’ubicazione sulla mappa, senza
pero` l’area coperta dalle relative antenne. Le aree sono percio` considerate
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come circonferenze, e il primo passo nella costruzione del dataset e` dunque
calcolare il raggio di ogni BTS. Una volta definito il raggio delle celle, si puo`
definirne l’area e quindi verificare quali segmenti la intersecano.
4.1.1 Calcolo del raggio di un BTS
Il calcolo del raggio di ogni cella e` svolto tenendo conto, per ogni cella, della
distanza dalle celle vicine. Questa assunzione serve a rendere coerente la
successiva assegnazione dei punti GPS ad ogni cella: ipotizzando ogni punto
della mappa coperto da 4 BTS, il raggio di ogni cella sara` la distanza dal
quarto BTS piu` vicino.
Figura 4.1: Raggio di un BTS definito come la distanza dal quarto BTS piu`
vicino
Per ovviare ai problemi dovuti al basso sampling rate delle rilevazioni
GPS, i raggi delle celle sono stati riarrangiati per permettere di non ottenere
grafi troppi sconnessi. Questa procedura e` stata eseguita in quelle aree in
cui un sampling rate basso comporta una distanza significativa tra un punto
e l’altro: questo tipicamente succede sulle strade dove lo scorrimento e` piu`
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veloce, nel caso in questione l’area periferica (Tangenziali) e` quella che piu`
risente di questo difetto.
4.1.2 Area coperta da un BTS
Come gia` definito, un BTS (Base Transceiver Station) si compone di 3 anten-
ne con un settore di 120◦ ciascuna, nel caso specifico non avendo a disposizio-
ne la dimensione e la forma dell’area coperta da ogni BTS, questa e` assunta
come di forma circolare. Il parametro necessario e` dunque il raggio, neanche
questo disponibile ma calcolato, come mostrato in seguito, in modo da otte-
nere dati coerenti dall’assegnamento dei punti GPS alle celle di riferimento.
La circonferenza del BTS e` dunque divisa in 3 settori di 120◦, l’orientamento
e` assunto identico per tutti, come mostrato in figura 4.2. Pur non gestendo
l’ipotesi che vi siano orientamenti diversi dettati da ostacoli (non osservabili
dalla mappa), il metodo rimane affidabile in quanto con molta probabilita` un
punto dietro un ostacolo avra` una antenna piu` vicina a cui connettersi. In
termini pratici, stabilire quali segmenti della mappa attraversano l’area del
BTS significa cercare l’intersezione tra i segmenti e la cella. Immaginando
la mappa su un piano cartesiano, il tutto si riconduce alla soluzione di un
sistema di due equazioni, rispettivamente quelle di segmento e circonferenza.
4.1.3 Assegnamento dei punti GPS ai BTS
Una volta calcolati i raggi delle celle, ogni viaggio rappresentato da punti
GPS viene tradotto in una sequenza di celle. La selezione delle celle attra-
versate avviene prendendo in considerazione le 4 celle piu` vicine al punto in
esame, ed assegnando il punto ad una di queste secondo una scelta casuale,
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Figura 4.2: Area coperta da un BTS
pesata pero` secondo la vicinanza della cella. In termini pratici, la procedura
di assegnamento dei punti e` studiata per assegnare ogni punto nel 60 % dei
casi alla cella piu` vicina, nel 20% dei casi alla seconda piu` vicina, 10% alla
terza e 5% alla quarta. Una distribuzione di questo tipo e` necessaria per me-
glio simulare il comportamento delle reti GSM, che decidono a quale antenna
collegare il telefono secondo un elevato numero di fattori, che rende la scelta
non deterministica. L’incertezza introdotta serve inoltre a verificare la corret-
tezza del metodo proposto con l’algoritmo C-GSMatching, ovvero l’utilizzo
delle informazioni fornite dal clustering dei pattern frequenti. Simulando
questa caratteristica delle reti GSM, vi saranno percorsi simili identificati da
sequenze di celle diverse. Cio` permette di avere pattern frequenti diversi tra
loro, ma che coprono una area comune, il successivo clustering trovera` questa
similarita` rendendo l’area su cui scegliere i segmenti piu` piccola rispetto a
quella dell’unione delle celle vicine. Su questa intuizione si basa il guadagno
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in precisione di C-GSMatching.
4.2 Performance
La misura adottata per valutare le prestazioni dei due algoritmi di matching
proposti e` la distanza dei percorsi selezionati dalla traccia GPS da cui e` sta-
ta generata la sequenza di celle in input. In letteratura il metodo classico
per confrontare due curve, ovvero misurare la distanza tra le due e di con-
seguenza valutarne la similarita`, consiste nel calcolare la distanza di Fre`chet
(vedi [7]). Intuitivamente questa distanza puo` essere vista come la lunghezza
minima del guinzaglio che permette ad un padrone e al suo cane di seguire
percorsi diversi: minore il guinzaglio, piu` simili i percorsi. Gli algoritmi esi-
stenti per questo scopo sono pero` inefficienti, dunque difficilmente utilizzabili
soprattutto negli esperimenti qui effettuati, in cui la dimensione dell’input e`
significativamente grande. Per una valutazione approssimata e` stata dunque
adottata una misura basata sulla distanza euclidea tra i vertici dei segmenti
confrontati, come illustrato in fig. 4.3.
Figura 4.3: La distanza utilizzata per confrontare il percorso selezionato e la
traccia GPS di partenza
Il basso sampling rate comporta un’area della mappa di dimensione ele-
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vata tra un punto e l’altro, per ogni punto GPS ci saranno dunque piu` archi
della mappa selezionati dall’algoritmo. I segmenti della mappa selezionati
per ogni punto GPS vengono confrontati con il segmento che unisce i pun-
ti GPS piu` vicini, la media delle distanze calcolate per ogni segmento e` la
misura con cui valutare la bonta` del percorso selezionato. Come illustrato
nel grafico 4.5, un miglioramento significativo e` gia` quello di ottenere una
distanza media per ogni sequenza inferiore al raggio dei BTS attraversati,
riducendo significativamente il measurement error. Questo primo risultato
e` dovuto all’utilizzo di A* combinato alla scelta di una euristica basata sul
peso associato ad ogni segmento, che individua la probabilita` che un uten-
te attraversando una cella sia passato per quel segmento. L’osservazione di
come e` distribuito l’errore (vedi fig. 4.4) conferma tutto cio`, mostrando co-
me rispetto al raggio medio dei BTS, la maggior parte dei percorsi ottenuti
hanno uno scostamento medio minore.
Il dataset su cui sono stati testati GSMatching e C-GSMatching si com-
pone di oltre 7000 transazioni rappresentate da sequenze di celle, ottenute
con le procedure sopra descritte di assegnazione dei punti GPS alle celle.
Su questo sono state applicate le tecniche di mining descritte nella sezione
3.3, ottenendo gruppi di percorsi frequenti. Il confronto tra GSMatching e
C-GSMatching e` stato fatto osservando i risultati ottenuti su un set di 160
sequenze contenenti uno dei pattern frequenti trovati con il processo di data
mining.
Come mostrato in fig. 4.5 C-GSMatching migliora il risultato ottenu-
to con GSMatching, le informazioni ricavate con le tecniche di mining sono
dunque utili nello sviluppo dell’algoritmo di map matching. Il grafico rap-
presenta gli errori ottenuti su ogni traccia, ordinati in modo crescente. Il
campione su cui sono stati svolti i test e` di dimensione ridotta, il grafico mo-
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Figura 4.4: Distribuzione dell’errore ottenuto da C-GSMatching sulle tracce
testate
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Figura 4.5: Confronto tra l’errore di GSMatching e C-GSMatching
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stra dunque una linea di tendenza anziche´ un confronto numerico su tutte le
tracce del dataset. Il maggior vantaggio di C-GSMatching e` quello di essere
meno sensibile agli outliers, ovvero quei segmenti molto distanti dalla traccia
GPS selezionati invece da GSMatching. Cio` e` dovuto appunto alla riduzione
dell’area di mappa su cui l’algoritmo seleziona i segmenti, ed e` osservabile
dalla differenza delle due curve: l’errore di GSMatching risente degli outlier
e cresce piu` velocemente.
Figura 4.6: Esempio di percorso selezionato da GSMatching: la traccia GPS
e` disegnata in verde, mentre in rosso i segmenti della mappa selezionati
dall’algoritmo
4.3 Analisi critica
Nonostante i difetti dell’input, che hanno aumentato la caratteristica empiri-
ca della sperimentazione, entrambi i metodi proposti hanno mostrato risultati
incoraggianti. La figura 4.8 mostra come le zone in cui i raggi delle celle sono
maggiori, e i punti GPS rilevati molto distanti tra loro, siano affette da un er-
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Figura 4.7: Esempio di percorso selezionato da C-GSMatching: si nota il
minore rumore rispetto al precedente
Figura 4.8: Distribuzione dell’errore in base alla posizione del punto rilevato
sulla mappa: colorazioni piu` calde corrispondono ad un errore maggiore
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rore piu` alto rispetto a quelle centrali. Il numero piu` alto di percorsi possibili
e` controbilanciato dall’area piu` ristretta delle celle dalla maggiore vicinanza
dei punti GPS, data dalla velocita` minore dei veicoli nell’attraversamento del
centro citta`.
Come previsto, entrambi i metodi proposti ottengono risultati migliori al
ridursi degli errori di rilevazione (il tempo tra un punto e l’altro) e quelli di
misurazione (l’area del BTS): l’utilizzo di dataset migliori da questo punto
di vista e` la base di partenza per qualsiasi sviluppo futuro. L’utilizzo delle
tecniche di clustering ha mostrato una tendenza al miglioramento, ma va
raffinato utilizzando un dataset di dimensioni maggiori, e quindi statistica-
mente piu` significativo. L’osservazione sulla mappa dei percorsi selezionati
con i due metodi proposti, suggerisce la modifica della modalita` di assegna-
mento dei pesi ai segmenti, tenendo conto anche di fattori ulteriori quali ad
esempio la capacita` del segmento o la velocita` massima consentita in quel
tratto: i tratti piu` trafficati hanno infatti probabilita` maggiore di essere stati
attraversati rispetto alle strade secondarie.
Capitolo 5
Conclusioni
Questo lavoro di tesi riguarda un settore particolarmente nuovo ed inesplo-
rato nel campo dei servizi per l’Infomobilita`; i principi che hanno guidato
l’intuizione prima, e lo sviluppo poi, sono stati l’enorme potenzialita` della
raccolta dati attraverso la rete GSM e l’economicita` della tencologia utilizza-
ta rispetto a quelle attualmente in uso. Le assunzioni fatte nella descrizione
del problema, e della relativa soluzione, hanno continuato a valere nonostan-
te l’utilizzo di un dataset simulato, di gran lunga piu` impreciso di quello con
cui ci si propone di lavorare. I risultati ottenuti hanno mostrato come la via
intrapresa e` percorribile, raffinando ulteriormente le euristiche, con l’utilizzo,
ad esempio, tecniche di backtracking nella scelta del percorso.
In futuro lo sviluppo principale sara` quello del miglioramento di metodi
simili, in modo da creare una tecnologia consolidata in grado di poter essere
sfruttata nel campo dell’infomobilita`: molteplici e a diversi livelli, dall’am-
ministrazione del traffico fino ad arrivare ai Location Based Service utiliz-
zabili dal singolo utente, sono i soggetti che possono beneficiare dei servizi
sviluppabili in questo campo.
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