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E. Kehayas and P.D. TownsendELECTThe performance evaluation of a multi-channel transmitter that
employs an arrayed reﬂective electroabsorption modulator-based
photonic integrated circuit and a low-power driver array in conjunction
with a multi-channel receiver incorporating a pin photodiode array and
integrated arrayed waveguide grating is reported. Due to their small
footprint, low power consumption and potential low cost, these
devices are attractive solutions for future mobile fronthaul and next
generation optical access networks. A BER performance of <10−9 at
10.3 Gbit/s per channel is achieved over 25 km of standard single
mode ﬁbre. The transmitter/receiver combination can achieve an aggre-
gate bit rate of 82.4 Gbit/s when eight channels are active.Introduction: Low-power multi-channel photonic integrated devices are
promising candidates for addressing the rising energy and bandwidth
demands faced by network operators and enable cost effective deploy-
ment of wavelength-division multiplexing (WDM) in next-generation
passive optical networks (PONs) [1]. In addition, the WDM overlay
speciﬁed in the upcoming NG-PON2 standard [2] could allow these
multi-channel components to be utilised in next generation mobile
fronthaul, as operators evolve towards 5G. The centralised radio
access network (C-RAN) is a new architecture which will help to
realise high-speed cell coordination in cellular networks [3]. In
C-RAN, the link between base band units (BBUs) and the remote
radio heads (RRHs) is called fronthaul. Where BBUs and RRHs
would historically have been placed close together, they are now
being placed much greater distances apart (up to 20 km) [4] by using
fronthaul and the interfaces common public radio interface (CPRI)
[4], open base station architecture initiative [4] and open radio equip-
ment interface [4] between the BBU and RRH. CPRI data rates, for
instance, are speciﬁed exceeding 10 Gbit/s [4], which demonstrates
the necessity for technologies capable of meeting these requirements.
The BBU equipment would generally support multiple RRH units and
in the upcoming micro- and nano-cell multi-antenna 5G standards mul-
tiple RRHs can also be co-located. Compact, low power, integrated
fronthaul transmitters and receivers would hence be advantageous for
these applications. Here we demonstrate a 10-channel transmitter that
employs an arrayed reﬂective electroabsorption modulator (REAM)-
based photonic integrated circuit [5]. We also demonstrate a 10-channel
receiver which operates in conjunction with the 10-channel transmitter
providing an aggregate capacity of up to 100 Gbit/s in principle, although
only 80 Gbit/s is demonstrated here due to equipment constraints. The
results show that transmission over 25 km of standard single mode ﬁbre
(SSMF) (targeting typical maximum distances for WDM PON and
fronthauling) with similar performance to back-to-back (B2B) and negli-
gible inter-channel crosstalk penalty is achievable, suggesting that longer
transmission distances could also be supported [5].
Multi-channel devices: The multi-channel transmitter assembly is com-
posed of a single array of ten ridge structure-based InP REAMs hybrid
integrated with an arrayed waveguide grating (AWG) multiplexer, and
the 10 × 11.3 Gbit/s REAM driver array [6]. Several techniques are
used in the design of the driver array to reduce power consumption
while still maintaining sufﬁcient voltage swing to the REAMs; further
details on the driver array can be found in [6]. Fig. 1a shows a photo-
graph of the main component blocks. The 10-channel AWG has
100 GHz spacing (1541.99–1549.18 nm) and is athermalised using
polymer-ﬁlled slots to avoid wavelength drift with temperature. The
REAM array is mounted on a silicon submount and aligned to the
AWG silica planar motherboard. The integrated assembly features a
single input/output (I/O) ﬁbre such that the transmitter operates in
reﬂective mode. The 10-channel optical receivers were developed
using an off-the-shelf 12-channel 12.5 Gbit/s transimpedance ampliﬁer
(TIA) array. The board used was an IPTronics IPBTA12X12 populatedRONICS LETTERS 14th April 2016 Vol. 52and supplied by Mellanox Technologies. An array of 10 pin photodiodes
(PDs) was mounted on a ceramic header with wrap around metallisation.
The ceramic header containing the detectors was aligned to the pigtailed
10-channel 100 GHz athermal AWG with speciﬁcations matching the
AWG in the TX and ﬁxed in place. The optical assembly was then
placed into a mechanical recess in the PCB and the electrical traces
aligned to the appropriate TIA bond pads. The optical assembly was
then wire-bonded to the TIA array. The receiver assembly and single
input ﬁbre are shown in Fig. 1b.
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Fig. 1 Images of TX and RX arrays used in experimental setup
a Multi-channel reﬂective TX
b Multi-channel RX array
Experimental setup: The experimental setup is shown in Fig. 2. Due to
a limited number of pulse pattern generators (PPGs) and other equip-
ment only eight channels were tested simultaneously. Eight C-band
CW carriers (1541.99, 1542.75, 1545.18, 1545.98, 1546.78, 1547.54,
1548.37 and 1549.18 nm) aligned to the TX AWG channels were
generated and passively combined using a 1 × 8 splitter/combiner. The
eight carriers were then ampliﬁed by a semiconductor optical ampliﬁer
(SOA) and injected into the integrated reﬂective TX via a circulator
(total Pin≈ +13 dBm). The REAMs were modulated with 10.3 Gbit/s
non-return-to-zero 231–1 pseudo random bit sequence (PRBS) drive
signals from the PPGs, giving an aggregate bit rate of 82.4 Gbit/s.
Each channel was differentially driven with 500 mVPk–Pk AC coupled
signals. The reﬂected modulated signals were then multiplexed by the
integrated AWG and ampliﬁed by a second SOA. In this demonstration,
the SOAs are required to amplify the input CW and output modulated
signals of the TX due to the relatively high insertion loss of the
device (∼25 dB per channel). However, it should be noted that the
SOAs also have the potential to be integrated in the TX module [7]
thus providing a fully integrated solution. The multiplexed modulated
signals are then either detected by the pre-ampliﬁed receiver (RX) in
the B2B case or launched into the transmission ﬁbre (total launched
power≈ +3 dBm). The signals are then ampliﬁed by the SOA at the
RX before being demultiplexed by the RX AWG and each channel is
detected by its corresponding PD.
G = 14 dB  
NF = 6.5 dB  
G = 22 dB
NF = 6.5 dB
DFB1
8 DFB
SOA 1
PPGs
VOA
pre-amplified RX
VOASOA 3
SSM
F
BERT
TX
array
RX
array
SOA 2
CW
sources
Fig. 2 Experimental setup for evaluating multi-channel TX and RX
VOA: variable optical attenuator, DFB: distributed feedback laser
The version of the RX used here required a relatively high overall
input power to overcome insertion losses (input power greater than
approximately −13 dBm required) hence the use of a pre-ampliﬁed
receiver conﬁguration. Similar to the TX, SOAs can be integrated
with the RX or avalanche PDs can be used instead of pin PDs, removing
the need for external ampliﬁcation. A digital sampling oscilloscope was
then used to capture eye diagrams and a BER tester (BERT) analysed theNo. 8 pp. 637–639
BER of the multi-channel TX and RX combination in both B2B and
over 25 km of SSMF.
Experimental results: Fig. 3 shows a set of eight representative eye dia-
grams captured using the experimental setup, showing a range of best- to
worst-case performance. Figs. 3a–d show the optical eye diagrams after
the SOA at the TX output for Chs1, 2, 4 and 5, whereas Figs. 3e–h show
the electrical eye diagrams for the same channels at the output of the
receiver after 25 km transmission. While the results for only four chan-
nels are shown here for practical reasons, eight channels were active in
both the TX and RX while measurements were being obtained. Good
eye opening can be seen in the optical eye diagrams, with Ch2 exhibit-
ing slightly more noise, which can be attributed to a slightly higher
optical loss and variations in the REAM performance. The received
electrical eye diagrams also show good eye opening with Ch2
showing more jitter due to the slightly degraded optical signal.
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Fig. 3 Optical eye diagrams at TX output and received electrical eye dia-
grams at RX after 25 km transmission
a–d TX Ch1, Ch2, Ch4 and Ch5 output eye diagrams
e–h RX Ch1, Ch2, Ch4 and Ch5 received eye diagrams
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Fig. 4 BER against received power for Ch4 in B2B and Chs 1, 2, 4 and 5 over
25 km of SSMF
In Fig. 4, the BER curves measured at the RX output for one repre-
sentative channel in B2B (Ch4) and four other channels over 25 km
of transmission ﬁbre (Chs1, 2, 4 and 5) are shown. Comparable perform-
ance can be seen between B2B and Chs 1, 2 and 4 over 25 km trans-
mission with the BER of <10−10 achieved on these channels. Channel
5 shows the possible onset of an error ﬂoor, however it still achieves
a BER lower than 10−9 at 25 km with a penalty of approximatelyELECTRONICS LETTER1.5 dB compared to the other channels. This TX has also been pre-
viously demonstrated over transmission distances up to 96 km [5].
Both the TX and RX show good performance and no signiﬁcant cross-
talk issues were observed as previously demonstrated in [5, 6]. The vari-
ations in BER between the different channels over 25 km of
transmission can be attributed to a number of factors such as small
differences in the insertion loss of different channels in both the TX
and RX along with variations in extinction ratio and jitter performance,
as evident in Fig. 3. Future versions of both the TX and RX could be
optimised to improve these issues, in particular a reduction in insertion
loss and the addition of integrated SOAs.
Conclusion: We have demonstrated simultaneous operation of 8 ×
10.3 Gbit/s channels of an integrated multi-channel transmitter that
employs arrayed reﬂective EAMs and a low-power driver array in con-
junction with a multi-channel receiver incorporating a pin PD array and
integrated arrayed waveguide grating, giving an aggregate bit rate of
82.4 Gbit/s. The TX and RX combination achieves a BER performance
of <10−9 over 25 km of SSMF on all measured channels. This result
demonstrates that such devices have the potential to be utilised in
both next generation PONs and future fronthaul networks where they
can meet the bit-rate and reach requirements between the BBU and
RRH, while their low power consumption, small footprint and potential
low cost offer advantages compared to competing solutions.
Acknowledgments: This work was supported by the European
Commission through the C3PO project (contract 257377) under the
FP7 ICT Programme. The Tyndall National Institute also acknowledges
funding by Science Foundation Ireland (Grant 12/IA/1270).
© The Institution of Engineering and Technology 2016
Submitted: 21 December 2015 E-ﬁrst: 11 March 2016
doi: 10.1049/el.2015.4441
One or more of the Figures in this Letter are available in colour online.
A. Naughton, C.P. Lai, G. Talli and P.D. Townsend (Photonics Systems
Group, Tyndall National Institute and University College Cork, Cork,
Ireland)
✉ E-mail: alan.naughton@tyndall.ie
R. Vaernewyck, X. Yin, J. Bauwelinck and X.Z. Qiu (INTEC/IMEC-
iMinds, Ghent University, Sint-Pietersnieuwstraat 41, 9000 Gent,
Belgium)
G. Maxwell, D.W. Smith, A. Borghesani and R. Cronin (CIP
Technologies, Adastral Park, Martlesham Heath, Ipswich, IP5 3RE,
United Kingdom)
K. Grobe and M. Eiselt (ADVA Optical Networking SE, Fraunhoferstr.
9a, 82152 Martinsried, Germany)
N. Parsons (Polatis Ltd, Cambridge Science Park, Cambridge, CB4
OWN, United Kingdom)
E. Kehayas (Constelex Technology Enablers Ltd, Sorou 12, Marousi,
15125 Athens, Greece)
References
1 Townsend, P.D., Clarke, A., Ossieur, P., et al.: ‘Towards colourless cool-
erless components for low power optical networks’. Proc. ECOC’11,
Geneva, Switzerland, Tu.5.LeSaleve, 2011
2 ITU-T G.989 series, 40-gigabit-capable passive optical networks
(NG-PON2)
3 Pizzinat, A., Chanclou, P., Diallo, T., et al.: ‘Things you should know
about fronthaul’, J. Lightwave Technol., 2015, 33, (5), pp. 1077–1083
4 Kani, J.-i., Kuwano, S., Terada, J., et al.: ‘Options for future mobile back-
haul and fronthaul’, Opt. Fiber Technol., available online 20 July 2015
5 Lai, C.P., Vaernewyck, R., Naughton, A., et al.: ‘Multi-channel 11.3-Gb/s
integrated reﬂective transmitter for WDM-PON’. Proc. ECOC’13,
September 2013, pp. 1–3
6 Vaernewyck, R., Bauwelinck, J., Yin, X., et al.: ‘A 113 Gb/s (10 ×
11.3 Gb/s) ultra-low power EAM driver array’. Proc. ECOC’12,
Amsterdam, The Netherlands, September 2012, pp. 1–3
7 Talli, G., Naughton, A., Porto, S., et al.: ‘Advantageous effects of gain
saturation in semiconductor optical ampliﬁer-based integrated reﬂective
modulators’, J. Lightwave Technol., 2014, 32, (3), pp. 392–401S 14th April 2016 Vol. 52 No. 8 pp. 637–639
