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a b s t r a c t
By introducing a time relaxation term for the time derivative of higher frequency
components, we proposed a stabilized semi-implicit Galerkin scheme for evolutionary
Navier–Stokes equations in this paper. Analysis shows that such a scheme has weaker
stability conditions than that of a classical semi-implicit Galerkin scheme and, when a
suitable relaxation parameter σ is chosen, it generates an approximate solution with the
same accuracy as the classical one. That means the proposed scheme might use a larger
time step to generate a bounded approximate solution. Thus it is more suitable for long
time simulations.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The purpose of this paper is to propose a stabilized semi-implicit Galerkin scheme for the Navier–Stokes equations and
give the corresponding numerical analysis. For simplicity and to focus our attention on the proposed scheme, we only
consider the 2-D Navier–Stokes equations confined in a square domain with periodical boundary conditions. For more
realistic problems in an arbitrary bounded domain with Dirichlet boundary conditions, our analysis is also held at least
for Stokes spectral case. The idea in this paper can also be applied to other spatial discretization like finite elements but the
construction of the scheme and its analysis, especially the estimates of the nonlinear term, might be a little bit difficult and
we will consider it in another paper.
Firstly, we introduce two classical spaces ofΩ-periodic divergence-free functions
H =
{
v ∈ H0per(Ω)2, divv = 0,
∫
Ω
v(x)dx = 0
}
,
V =
{
v ∈ H1per(Ω)2, divv = 0,
∫
Ω
v(x)dx = 0
}
,
whereΩ = [0, 2pi ]2. They are Hilbert spaces equipped with the following scalar products and norms:
(u, v)H = (u, v) =
∫
Ω
uvdx, |u| = (u, u) 12 ,
(u, v)V = (∇u,∇v), ‖u‖ = (∇u,∇u) 12 .
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Then the variational form of the 2-D Navier–Stokes problem that we considered reads:{
(ut , v)+ νa(u, v)+ b(u, u, v) = (f , v) ∀v ∈ V ,
u(0) = u0. (1)
Here ν > 0 is the kinetic viscosity
a(u, v) = (Au, v) = (∇u,∇v), b(u, w, v) = (B(u, w), v) ∀u, w, v ∈ V ,
A is the Stokes operator, B is the projection of the non-linearity on divergence-free spaceH and f is the density of the external
forces. For detail settings of (1), we refer readers to [1].
The spatial discretization we investigated is of the spectral Fourier type. Let PM denote the L2-orthogonal projection on a
divergence-free subspace of trigonometric polynomials of degree≤ M/2 in each variable and denote VM = PMV . A classical
semi-implicit Galerkin scheme for (1) with time step length k > 0 reads: for U0M = PMu0, find Un+1M ∈ VM such that
(Un+1M , v)+ kνa(Un+1M , v)+ kb(UnM ,UnM , v) = (UnM , v)+ k(f n+1, v) ∀v ∈ VM , (2)
where f n+1 = f ((n + 1)k). It is classical that such a scheme is uniformly numerically stable when k and M satisfy some
stability condition like (for example, a slight modification of Theorem 5.2 in [1] will lead to this condition)
ckM2 sup
n≥0
|UnM |2 ≤ ν. (3)
That means, for some given accuracy, we have to use a small time step length k to keep the numerical solution bounded.
This restricts the application of this simple semi-implicit scheme in the long time simulation, especially for high Reynolds
number cases. Recently, to copewith high Reynolds number problems or convection dominated problems, a time relaxation
technique is introduced. For example, see [2–9] etc. The time relaxation term is actually an artificial viscosity term for higher
frequency components (see [7–9]), which drives the higher frequency components that decay rapidly without affecting
the order of accuracy of the lower frequency components. The introduction of such time relaxation terms will certainly
be helpful for high Reynolds number problems and the convection dominated convection–diffusion problems because it
will smooth the higher frequency oscillations of the approximate solutions. Since the relaxation term is a nonzero artificial
term even when the time step length tends to zero, its influence to the spatial accuracy of the approximate solution is
unavoidable. Generally, to get an accurate approximation, one should choose a very small artificial viscosity for higher
frequency components.
In this report, we will consider a stabilized semi-implicit Galerkin scheme for the 2-D Navier–Stokes equations by the
idea of time relaxation. The stabilization here means the stability condition for the scheme to be proposed is weaker than
(3). The difference in our scheme comparedwith the schemes in [7–9] is that the relaxation term is about the time derivative
term rather than the viscosity term. In the full discrete form, such relaxation is to ensure the time difference of the higher
frequency components decay rapidly. When time step length goes to zero, the full discrete scheme will eventually tends to
the exact semi-discrete Navier–Stokes equations. Thus, such relaxation will influence the time discretization error only.
2. Preliminary
For later analysis, we give some properties of the trilinear form b, the projection PM and the solution u to the
Navier–Stokes Eq. (1).
It is classical that the bilinear and trilinear forms a and b are continuous on V ×V and V ×V ×V , respectively. Especially,
we have (see [1])
b(u, w, v) ≤ c|u|s1 |w|1+s2 |v|s3 ∀u ∈ Hs1(Ω)2, w ∈ H1+s2(Ω)2, v ∈ Hs3(Ω)2,
b(u, w, v) ≤ c|u| 12 |u| 122 ‖w‖ |v| ∀u ∈ H2(Ω)2, w ∈ H1(Ω)2, v ∈ L2(Ω)2,
b(u, w, v) ≤ c|u| ‖w‖ |v| 12 |v| 122 ∀u ∈ L2(Ω)2, w ∈ H1(Ω)2, v ∈ H2(Ω)2,
b(u, w, v) ≤ c|u|L∞‖w‖ |v| ∀u ∈ L∞(Ω)2, w ∈ H1(Ω)2, v ∈ L2(Ω)2,
b(u, w, v) ≤ c|u| ‖w‖ |v|L∞ ∀u ∈ L2(Ω)2, w ∈ H1(Ω)2, v ∈ L∞(Ω)2,
(4)
where | · |s stands for the Sobolev norm of Hs(Ω)2, s1 + s2 + s3 ≥ 1 and (s1, s2, s3) 6= (1, 0, 0), (0, 1, 0), (0, 0, 1) when
s1 + s2 + s3 = 1 and c > 0 is a constant. In the rest, we always use c to denote a generic constant which may take different
values at different locations. Moreover, the following antisymmetric property of bwill be frequently used in the rest
b(u, w, v) = −b(u, v, w) ∀u, v, w ∈ V . (5)
For a givenM ∈ N, if we denote QM = I − PM we have the following properties of PM and QM (see [10])
|PMv|s2 ≤ cM(s2−s1)|v|s1 , |QMv|s1 ≤ c(M + 1)−(s2−s1)|v|s2 ∀v ∈ Hs2(Ω)2, s2 ≥ s1. (6)
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In addition, we need the finite dimensional counterpart of the Brezis–Gallouet inequality[11] in the analysis
|v|L∞ ≤ cLM‖v‖ ∀v ∈ VM , (7)
where VM = PMV and LM = (1+ lnM) 12 .
Finally, let us recall some regularity properties of the solution u(t) to the Navier–Stokes equations (1) to conclude this
section. Thanks to [12], if we assume that
u0 ∈ H2(Ω)2 ∩ H, f ∈ L∞(0,∞;H), ft ∈ L∞(0,∞;H), (8)
there exist constantsM0,M1,M2 > 0 and κ0 > 0 such that
|u(t)| ≤ M0, ‖u(t)‖ ≤ M1, |u(t)|2 ≤ M2, |ut(t)| ≤ κ0 ∀t > 0. (9)
Furthermore, for certain t0 = t ′0 > 0, there exists a constant κ1 > 0 such that
‖ut(t)‖ ≤ κ1 ∀t ≥ t0. (10)
Then one can easily show that there exist constants κ2 > 0, κ3 > 0 and t ′′0 > 0 such that
|utt(t)|−1 ≤ κ2 ∀t ≥ t0, ‖QMut(t)‖ ≤ cκ3M + 1 ∀t ≥ t0 = t
′
0 + t ′′0 . (11)
3. Numerical scheme and its stability
Let us give another positive integerm ∈ N satisfyingm < M . Then we can decompose a function unM ∈ VM as
unM = PmunM + QmunM , pn + qn, pn = PmunM , qn = QmunM .
For time step length k > 0, our semi-implicit Galerkin scheme reads: for u0M = PMu0 and q0 = PMQmu0, find un+1M ∈ VM
such that
(un+1M , v)+ kνa(un+1M , v)+ kσa(qn+1, v)+ kb(unM , unM , v) = (unM , v)+ kσa(qn, v)+ k(f n+1, v) ∀v ∈ VM , (12)
where σ > 0 is the relaxation parameter for the time difference of the higher frequencymodes. It is clear, for a given σ > 0,
σa(qn+1 − qn, v) will tend to zero when k→ 0. That is, if uiM tends to u(t) asM → +∞ and k→ 0 which will be proven
in Theorem 3 later, the Eq. (12) will tend to the exact Navier–Stokes equations (1). So (12) is a sort of approximation of the
Navier–Stokes equations. Indeed, it is a slight perturbation of the standard Galerkin scheme (2).
Theorem 1. Let f ∈ L∞(0,∞; V ′), u0 ∈ H and M20 = |u0|2 +
c|f |2
L∞(0,∞;V ′)
ν2
. For given M ∈ N and a fixed positive constant
 > 0, let k > 0, m ∈ N and σ > 0 be properly chosen such that
kσ‖PMQmu0‖2 ≤ 2.
If we denote M20, = M20 + 2 and assume that k, M, m and σ satisfy
k ≤ 1
σ
,
ckm2M20,
ν
≤ 1, σ ≥ cL
2
Mε
2
m
ν
, (13)
we have
|unM |2 + kσ‖qn‖2 ≤ M20, ∀n ≥ 0,
where εm is a monotone decreasing constant when m approaching M and satisfies εm|m=M = 0.
Proof. Suppose that
|uiM |2 + kσ‖qi‖2 ≤ M20,, |qi|2 ≤ ε2m∀0 ≤ i ≤ n.
Taking v = 2un+1M in (12) leads to
|un+1M |2 + kσ‖qn+1‖2 + |un+1M − unM |2 + kσ‖qn+1 − qn‖2 + 2kν‖un+1M ‖2
≤ |unM |2 + kσ‖qn‖2 + 2k|b(unM , unM , un+1M )| + 2k|(f n+1, un+1M )|.
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For the last two terms on the right-hand side of the above inequality, by using (4)–(7) we have
2k|b(unM , unM , un+1M )| = 2k|b(un, un+1M − unM , un+1M )| = 2k|b(unM , un+1M , un+1M − unM)|
≤ 2k|b(unM , un+1M , pn+1 − pn)| + 2k|b(pn, un+1M , qn+1 − qn)| + 2k|b(qn, un+1M , qn+1 − qn)|
≤ ck|unM | ‖un+1M ‖ |pn+1 − pn|
1
2 |pn+1 − pn| 122 + ck|pn|
1
2 |pn| 122 ‖un+1M ‖ |qn+1 − qn| + ck|qn| ‖un+1M ‖ |qn+1 − qn|L∞
≤ ckm|unM | ‖un+1M ‖ |un+1M − unM | + ckLM |qn| ‖un+1M ‖ ‖qn+1 − qn‖
≤ 2kν
3
‖un+1M ‖2 + ckm2ν−1M20, |un+1M − unM |2 +
ckL2Mε
2
m
ν
‖qn+1 − qn‖2,
2k(f n+1, un+1M ) ≤ 2k|f |L∞(0,∞;V ′)‖un+1M ‖ ≤
kν
3
‖un+1M ‖2 + ckν−1|f |2L∞(0,∞;V ′).
Thanks to the condition (13), the combination of the above inequalities admits
|un+1M |2 + kσ‖qn+1‖2 + kν‖un+1M ‖2 ≤ |unM |2 + kσ‖qn‖2 + ckν−1|f |2L∞(0,∞;V ′). (14)
Of course we have(
1+ kν
2
)(
|un+1M |2 +
1+ ν2σ
1+ kν2
kσ‖qn+1‖2
)
≤ |unM |2 + kσ‖qn‖2 + ckν−1|f |2L∞(0,∞;V ′).
If k and σ are properly chosen such that k ≤ 1
σ
, we have(
1+ kν
2
)
(|un+1M |2 + kσ‖qn+1‖2) ≤ |unM |2 + kσ‖qn‖2 + ckν−1|f |2L∞(0,∞;V ′). (15)
Then the usage of uniform discrete Gronwall inequality (see [13], Lemma 3.4) on (15) admits
|un+1M |2 + kσ‖qn+1‖2 ≤ |u0|2 + kσ‖q0‖2 +
c|f |2L∞(0,∞;V ′)
ν2
≤ M20, . (16)
And we have |qn+1|2 ≤ ε2m if we define
ε2m = sup
i≥0
|qi|2 ≤ M20, .
Now the induction on nwill lead to the result of this theorem. 
Remark 1. For the extreme case m = M , we choose  = 0 and there holds εm = 0. Then the effect of the relaxation
parameter σ > 0 will lose function. At such an extreme case, the scheme (12) becomes the classical semi-implicit Galerkin
scheme (2) and the condition (13) is exactly the stability condition (3). For a suitable σ > 0, the stability condition (13)
only involves k andmwhile the stability condition (3) involves k andM . Therefore the stability condition (13) is more easily
satisfied. That means the new schememight use a larger time step length k to generate a bounded approximation sequence
and is suitable for long time simulations. For rough initial data, for example u0 ∈ H \ V , we have to choosem close toM to
make kσ‖PMQmu0‖2 uniformly bounded with respect toM . And this will actually lead to a stronger stability condition than
the smooth initial data case. Fortunately, after a transient time t0, the solution to the Navier–Stokes equations will become a
smooth function. From that point on, we can use the new scheme and take the advantage of the weaker stability condition.
Next we will prove the H1-stability theorem of the scheme (12).
Theorem 2. Assume f ∈ L∞(0,∞;H), u0 ∈ V . For given M ∈ N and a fixed positive constant  > 0, let k > 0, m ∈ N and
σ > 0 be properly chosen such that
kσ |PMQmu0|22 ≤ 2.
Then there exists a positive constant M1, independent of m, M and k such that
‖unM‖ ≤ M1,, ∀n ≥ 0,
providing
ckL2MM
2
1,
ν
≤ 1. Here we use the same symbol  as in Theorem 1 for shortness and this will not cause any significant
difference.
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Proof. From (14) we deduce that for given r > 0 and N = [ rk ]
kν
n0+N∑
i=n0
‖uiM‖2 ≤ M20, +
cr|f |2L∞(0,∞;V ′)
ν
, νa3,1 ∀n0 ≥ 1.
Now we assume that there exists a positive constant M˜1, such that
‖uiM‖2 + kσ |Aqi|2 ≤ M˜21, ∀0 ≤ i ≤ n.
By taking v = 2Aun+1M in (12), we have
‖un+1M ‖2 + ‖un+1M − unM‖2 + 2kν|Aun+1M |2 + kσ |Aqn+1|2 + kσ |A(qn+1 − qn)|2
≤ ‖unM‖2 + kσ |Aqn|2 + 2k|b(unM , unM , Aun+1M )| + 2k|(f n+1, Aun+1M )|. (17)
For the last two terms on the right-hand side of the above inequality, there hold
2k|b(unM , unM , Aun+1M )| ≤ 2k|b(un+1M , unM , Aun+1M )| + 2k|b(un+1M − unM , unM , Aun+1M )|
≤ ck|un+1M |L∞‖unM‖ |Aun+1M | + ck|un+1M − unM |L∞‖unM‖ |Aun+1M |
≤ ckLMM˜1,‖un+1M ‖ |Aun+1M | + ckLMM˜1,‖un+1M − unM‖ |Aun+1M |
≤ kν
2
|Aun+1M |2 +
ckL2MM˜
2
1,
ν
(‖un+1M ‖2 + ‖un+1M − unM‖2),
2k(f n+1, Aun+1M ) ≤ 2k|f |L∞(0,∞;H) |Aun+1M | ≤
kν
2
|Aun+1M |2 +
ck|f |2L∞(0,∞;H)
ν
.
If k andM satisfy
ckL2MM˜
2
1,
ν
≤ 1, (18)
we obtain
kν|Aun+1M |2 + kσ |Aqn+1|2 ≤ ‖unM‖2 + kσ |Aqn|2 +
ck|f |2L∞(0,∞;H)
ν
.
Therefore
k
N+n0∑
i=n0
kσ |AuiM |2 ≤
kσ
ν
N+n0−1∑
i=n0−1
‖uiM‖2 +
kσ
ν
kσ |Aqn0−1|2 + k
2Nσ
ν2
|f |2L∞(0,∞;H) ∀n0 ≥ 2.
By using (18), we have
k
N+n0∑
i=n0
kσ |Aqi|2 ≤ σ
ν
a3,1 + cσ + ckrσ
ν2
|f |2L∞(0,∞;H) , a3,2 ∀n0 ≥ 2.
If we denote a3 = a3,1 + a3,2, a constant independent of M˜1, , we get
k
N+n0∑
i=n0
(‖uiM‖2 + kσ |Aqi|2) ≤ a3 ∀n0 ≥ 2. (19)
Now let us re-estimate the term 2k|b(unM , unM , Aun+1M )|.
2k|b(unM , unM , Aun+1M )| ≤ 2k|b(un+1M , unM , Aun+1M )| + 2k|b(un+1M − unM , unM , Aun+1M )|
≤ ck|un+1M |
1
2 ‖unM‖ |Aun+1M |
3
2 + ckLMM˜1,‖un+1M − unM‖ |Aun+1M |
≤ 3kν
2
|Aun+1M |2 +
ckM20,
ν3
‖unM‖4 +
ckL2MM˜
2
1,
ν
‖un+1M − unM‖2.
Taking into account the condition (18), the combination of this inequality with (17) admits
‖un+1M ‖2 + kσ |Aqn+1|2 ≤ ‖unM‖2 + kσ |Aqn|2 +
ckM20,
ν3
‖unM‖4 +
ck
ν
|f |2L∞(0,∞;H).
Y. Hou, Q. Liu / Journal of Computational and Applied Mathematics 231 (2009) 552–560 557
If we denote
a1 =
cM20,
ν3
a3, a2 = cr
ν
|f |2L∞(0,∞;H),
the usage of the discrete uniform Gronwall inequality (see [14], Lemma 3) admits
‖unM‖ ≤ M¯1, ∀n ≥ 2+ N,
where M¯21, = (a2 + a3r ) exp(a1), a constant independent of n, k,m,M , M˜1, .
For n ≤ 2+ N , we can use the discrete Gronwall inequality (see [14], Lemma 2) to get there exists a constant Mˆ1, such
that
‖unM‖ ≤ Mˆ1, ∀n < 2+ N.
Now takingM1, = max{M¯1,, Mˆ1,}will prove the theorem. 
4. Error estimation
To estimate the error of the scheme (12), we apply PM to the Navier–Stokes equations (1) and rewrite it at t = tn+1
(v¯n+1, v)+ kνa(v¯n+1, v)+ kb(v¯n, v¯n, v)+ k2K¯(v)+ kW¯ (v) = (v¯n, v)+ k(f n+1, v)+ k((v¯n+1t − v¯t(s3)), v), (20)
where v¯n = PMun, w¯n = QMun, un = u(tn) and
K¯(v) = b(un+1, un+1, v)− b(un, un, v) = b(ut(s1), u(s1), v)+ b(u(s2), ut(s2), v),
W¯ (v) = b(v¯n, w¯n, v)+ b(w¯n, v¯n, v)+ b(w¯n, w¯n, v),
s1, s2 and s3 are certain constants in (tn, tn+1). In the rest, we always use the following notations:
v¯n = Pmv¯n + Qmv¯n = p¯n + q¯n, enp = p¯n − pn, eˆnq = q¯n − qn, enM = enp + enq.
Subtracting (12) from (20), we obtain
(en+1M , v)+ kνa(en+1M , v)+ kσa(eˆn+1q , v)+ kb(v¯n, v¯n, v)− kb(unM , unM , v)+ k2K¯(v)+ kW¯ (v)
= (enM , v)+ kσa(eˆnq, v)+ k((v¯n+1t − v¯t(s3)), v)+ kσ(A(q¯n+1 − q¯n), v).
Simple calculations show that
(en+1M , v)+ kνa(en+1M , v)+ kσa(eˆn+1q , v)+ kb(enM , v¯n, v)+ kb(unM , enM , v)
= (enM , v)+ kσa(eˆnq, v)− k2K¯(v)− kW¯ (v)+ k(tn+1 − s3)(v¯tt(ξ), v)+ k2σ(Aq¯t(ζ ), v), (21)
where ξ ∈ (s3, tn+1) and ζ ∈ (tn, tn+1). Taking v = 2en+1M in (21), we get
|en+1M |2 + |en+1M − enM |2 + 2kν‖en+1M ‖2 + kσ‖eˆnq‖2 + kσ‖eˆn+1q − eˆnq‖2
≤ |enM |2 + kσ‖eˆnq‖2 + 2k|b(enM , v¯n, en+1M )| + 2k|b(unM , enM , en+1M )|
+ 2k2|K¯(en+1M )| + 2k|W¯ (en+1M )| + 2k2|(v¯tt , en+1M )| + 2k2σ(Aq¯t(ζ ), en+1M ).
For right-hand-side terms, we have the following estimations.
2k|b(enM , v¯n, en+1M )| ≤ ck|enM | |v¯n|L∞‖en+1M ‖ ≤ ckM
1
2
0 M
1
2
2 |enM | ‖en+1M ‖
≤ kν
6
‖en+1M ‖2 +
ckM0M2
ν
|enM |2,
2k|b(unM , enM , en+1M )| = 2k|b(unM , en+1M − enM , en+1M )| = 2k|b(unM , en+1M , en+1M − enM)|
≤ ck|unM |L∞‖en+1M ‖ |en+1M − enM | ≤ ckLMM1,‖en+1M ‖ |en+1M − enM |
≤ kν
6
‖en+1M ‖2 +
ckL2MM
2
1,
ν
|en+1M − enM |2,
2k2|K¯(en+1M )| ≤ ck2|u|L∞ |ut | ‖en+1M ‖ ≤≤ ck2M
1
2
0 M
1
2
2 |ut | ‖en+1M ‖
≤ kν
6
‖en+1M ‖2 +
cM0M2κ21
ν
k3,
2k|W¯ n(en+1M )| ≤ ck|v¯n|L∞‖en+1M ‖ |w¯n| ≤ ckM
1
2
0 M
3
2
2 (M + 1)−2‖en+1M ‖
≤ kν
6
‖en+1M ‖2 +
ckM0M32
ν(M + 1)4 ,
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2k2|(v¯tt , en+1M )| ≤ ck2|utt |−1‖en+1M ‖ ≤
kν
6
‖en+1M ‖2 +
cκ22
ν
k3,
2k2σ |(Aq¯t , en+1M )| ≤ 2k2σ‖q¯t‖ ‖en+1M ‖ ≤
kν
6
‖en+1M ‖2 +
cσ 2κ23
ν(m+ 1)2 k
3.
For the last inequality, we used the property (11). Combination of the above estimates admits
|en+1M |2 + kσ‖eˆn+1q ‖2 + kν‖en+1M ‖2
≤ |enM |2 + kσ‖eˆnq‖2 +
ckM0M2
ν
|enM |2 +
ckM0M32
ν(M + 1)4 +
c(M0M2κ21 + κ22 + σ 2κ23 (m+ 1)−2)
ν
k3.
Summation of the above inequality leads to
|en+1M |2 + kσ‖eˆn+1q ‖2 + k
n+1∑
i=1
‖eiM‖2
≤
n∑
i=1
ckM0M2
ν
|eiM |2 +
cT (M0M2κ21 + κ22 + σ 2κ23 (m+ 1)−2)
ν
k2 + cTM0M
3
2
ν(M + 1)4 .
By assuming
σ ≤ κ2(m+ 1)
κ3
,
and using the discrete Gronwall inequality (see [15], Lemma 5.1), we get
|en+1M |2 + kσ‖eˆn+1q ‖2 + k
n+1∑
i=1
‖eiM‖2 ≤ C1k2 + C2(M + 1)−4, ∀n ≥ 0, (22)
where C1 = C1(ν, T ,M0,M2, κ1, κ2), C2 = C2(ν, T ,M0,M2). Noticing that |wn|2 ≤ M22 (M + 1)−4, we summarize the above
estimates in the following theorem.
Theorem 3. In addition to the assumptions of Theorems 1 and 2, suppose that u0 ∈ H2(Ω)2∩H, ft ∈ L∞(0,∞;H) and (9)–(11)
are valid for t0 = 0. Furthermore, assume σ > 0 satisfies
σ ≤ κ2(m+ 1)
κ3
.
Then we have
|un − unM |2 + kσ‖eˆnq‖2 + k
n∑
i=1
‖eiM‖2 ≤ C∗1 k2 + C∗2 (M + 1)−4, ∀n ≥ 1,
where C∗1 = C1, C∗2 = C2 +M22 .
Remark 2. From Theorems 1–3, to make the scheme stable and finally derive the approximation unM with the accuracy like
the result in Theorem 3, LM ,m, k and the relaxation parameter σ should satisfy
ckm2M20, ≤ ν, ckL2MM21, ≤ ν,
cL2MM
2
1,
ν(m+ 1)2 ≤ σ ≤ min
{
1
k
,
κ2(m+ 1)
κ3
}
.
As we said in Remark 1 that the stability conditions are muchweaker than the classical semi-implicit Galerkin scheme if the
initial data is smooth. And in this smooth initial data case, the L2- andH1-boundsM0, andM1, for the approximate solution
unM could almost reach the optimal boundsM0 andM1 for the true solution u if we choose suitable k and σ such that  ≤ M0
or  ≤ M1. The lower bound for σ is used to derive the weaker stability condition. If k is sufficiently small, for example k
andM satisfy (3), such lower bound can be removed.
5. Numerical results
In this section, we give some numerical experiments of the scheme (12) to support our previous analysis.
All computations are carried out in the time interval [0, T ]. For the convenience of computing the errors of the
approximate solutions, we use a known analytically true solution u(x, t)
u(x, t) = u1(x, t)+ u1(x, t), u1(x, t) =
∑
k1<0;k1=0,k2>0
sin( k1|k| t + θ)
2|k|α
(
k2
−k1
)
e−ik·x (23)
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Table 1
k = 0.001, σ = 0.1.
ν m |e|L∞(0,T ;H) |e|L2(0,T ;V ) ν m |e|L∞(0,T ;H) |e|L2(0,T ;V )
10−1 m = M 6.2358E−4 2.6735E−2 10−5 m = M 2.9367E−1 8.3822E−0
m = 41 6.2358E−4 2.4973E−2 m = 41 6.8801E−4 2.6233E−2
m = 21 6.2357E−4 2.4973E−2 m = 21 6.9246E−4 2.6318E−2
m = 9 6.2310E−4 2.4963E−2 m = 9 6.9857E−4 2.6433E−2
10−2 m = M 6.6623E−4 2.6778E−2 10−6 m = M 2.9899E−1 8.5548E−0
m = 41 6.6985E−4 2.5883E−2 m = 41 6.9202E−4 2.6310E−2
m = 21 6.7050E−4 2.5895E−2 m = 21 6.9616E−4 2.6388E−2
m = 9 6.7574E−4 2.5996E−2 m = 9 7.0235E−4 2.6505E−2
10−3 m = M 3.2115E−2 9.8587E−1 10−7 m = M 2.9952E−1 8.5724E−0
m = 41 6.6672E−4 2.5822E−2 m = 41 6.9246E−4 2.6318E−2
m = 21 6.7686E−4 2.6018E−2 m = 21 6.9657E−4 2.6396E−2
m = 9 6.8262E−4 2.6128E−2 m = 9 7.0277E−4 2.6513E−2
10−4 m = M 2.3843E−1 6.8153E−0 10−8 m = M 2.9957E−1 8.5742E−0
m = 41 6.7119E−4 2.5909E−2 m = 41 6.9251E−4 2.6319E−2
m = 21 6.7686E−4 2.6018E−2 m = 21 6.9661E−4 2.6397E−2
m = 9 6.9857E−4 2.6433E−2 m = 9 7.0281E−4 2.6514E−2
Table 2
k = 0.01, σ = 0.5. ‘‘d.a.’’ means ‘‘divergence at’’.
ν m |e|L∞(0,T ;H) |e|L2(0,T ;V ) ν m |e|L∞(0,T ;H) |e|L2(0,T ;V )
10−1 m = M 5.9870E−3 7.7474E−2 10−4 m = M d.a. t = 0.44
m = 41 5.9870E−3 7.7380E−2 m = 41 d.a. t = 1.86
m = 21 5.9872E−3 7.7382E−2 m = 21 3.3927E−2 1.8631E−1
m = 9 5.9807E−3 7.7340E−2 m = 9 1.0062E−2 1.0343E−1
10−2 m = M d.a. t = 0.97 10−5 m = M d.a. t = 0.44
m = 41 6.4631E−3 8.0399E−2 m = 41 d.a. t = 1.83
m = 21 6.4696E−3 8.0440E−2 m = 21 3.7302E−2 1.9559E−1
m = 9 7.0127E−3 8.3751E−2 m = 9 1.0925E−2 1.0472E−1
10−3 m = M d.a. t = 0.46 10−6 m = M d.a. t = 0.43
m = 41 d.a. t = 2.26 m = 41 d.a. t = 1.83
m = 21 1.3500E−2 1.1668E−1 m = 21 3.7658E−2 1.9655E−1
m = 9 8.9428E−3 9.4632E−2 m = 9 1.0952E−2 1.0486E−1
in the numerical experiments, where k = (k1, k2) ∈ Z2, α and θ are positive constants. In all the experiments, we take
α = 4.1. Such choice of the true solution ensures that u0 ∈ H2(Ω)2 ∩ H and all the properties (9)–(11) valid for t0 = 0.
In all implementations, we take M = 81 and T = 10. For different values of m (M 12 ≤ m ≤ M2 ) and time step length k,
some pre-computations show that 0.1 ≤ σ ≤ 0.5 might be the best choice for this test problem. For σ > 0.5, the scheme
(12) certainly becomes more stable but the influence of the relaxation term to the accuracy of the approximate solution
becomes apparent, especially for large time step length cases. For σ < 0.1, the accuracy of the approximate solution will
not improve anymore and even becomes worse for large time step length case. It is apparent that for small time step length
cases when the stability of the scheme is not a problem, larger m will improve the accuracy of the approximate solution
to some extent. However, for not very small time step length cases, a larger m definitely will weaken the effect of the time
relaxation term and finally make the scheme lose stability. In the following two tables,m = M stands for the results of the
classical semi-implicit Galerkin approximation and
|e|L∞(0,T ;H) = max
0≤i≤[ Tk ]
|ui − uiM |
|ui| , |e|L2(0,T ;V ) =
 [ Tk ]∑
i=0
k
‖ui − uiM‖2
‖ui‖2

1
2
.
In Table 1, we give some numerical results of classical semi-implicit Galerkin method and the proposed scheme (12)
when the time step length k is small. In such small time step case, the classical semi-implicit Galerkin method and (12)
are all numerically stable. For the classical semi-implicit Galerkin method, the approximate solutions rapidly become less
accurate when the viscosity becomes smaller and finally they reach a very low error level. On the contrary, the accuracy of
the approximate solutions of the scheme (12) changes very slowly as the viscosity becomes smaller. That is to say that the
new scheme is not viscosity-sensitive and suitable for small viscosity simulations.
Compared with the first numerical example, the Table 2 gives some comparison of the classical semi-implicit Galerkin
method and the scheme (12) when the time step length is not very small. It is clear that the classical semi-implicit Galerkin
method loses numerical stability rapidly when the viscosity becomes smaller. In addition, the table also shows that the
scheme (12) is less stable when the relaxation term involves less modes (that is, m becomes larger). This agrees with the
stability conditions we derived previously.
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