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Abstrakt
Tato diplomova´ pra´ce se zaby´va´ shlukovacı´mi algoritmy a jejich pouzˇitı´m v socia´lnı´ch
sı´tı´ch. Cı´lem pra´ce bylo proveˇrˇit neˇkolik shlukovacı´ch algoritmu˚ nad ru˚zny´mi dato-
vy´mi kolekcemi a vy´sledky analyzovat. Vybra´ny byly trˇi algoritmy. Jedna´ se o K-means,
FuzzyC-means aMarkovCluster algorithm. Tyto algoritmy byly implementova´ny a jejich
funkcionalita byla vyzkousˇena na se´rii neˇkolika datovy´ch sad. Vy´sledky byly na´sledneˇ
vyhodnoceny a podrobeny analy´ze.
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Abstract
This thesis deals with coalescing algorithms and their using in social networks. The aim
of the thesis was to check several clustering algorithms with different data collections,
and analyse the results. In my work was used three algorithms, namely: K-means, Fuzzy
C-means and Markov Cluster algorithm. These algorithms were implemented and their
functionality was tested on a series of multiple data sets. The results were evaluated
and analysed.
Keywords: cluster, clustering, social network, K-means, FuzzyC-means,MarkovCluster
algorithm, MCL, data analysis
Seznam pouzˇity´ch zkratek a symbolu˚
apod. – a podobneˇ
atd. – a tak da´le
FCM – Fuzzy C-means
HTML – Hyper Text Markup Language
MCL – Markov Cluster Algorithm
MySQL – Markov Cluster Algorithm
naprˇ. – naprˇı´klad
PHP – Hypertext Preprocessor
phpBB – PHP Bulletin Board
tzv. – takzvany´
URL – Uniform Resource Locator
WWW – World Wide Web
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61 U´vod
V soucˇasne´ dobeˇ mu˚zˇeme cˇı´m da´l tı´m vı´ce slysˇet o fenome´nu socia´lnı´ch sı´tı´. Prakticky
neuplyne den, kdy by nebyla neˇjaka´ zpra´va v televizi, ra´diu, v novina´ch a samozrˇejmeˇ
na internetu, ty´kajı´cı´ se neˇktere´ ze socia´lnı´ch sı´tı´. I kdyzˇ se jedna´ o pomeˇrneˇ novou me-
todu komunikace mezi lidmi, velmi rychle se rozsˇı´rˇila a s rostoucı´ popularitou internetu
se nada´le rozvı´jı´.
Pod pojmem socia´lnı´ sı´t’ se nerozumı´ jen komunita lidı´, kterˇı´ spolu komunikujı´
prˇes web. Je to velice sˇiroky´ pojem, ktery´ by ve sve´ nejjednodusˇsˇı´ formulaci mohl znı´t
jako spolecˇenstvı´ navza´jem komunikujı´cı´ch cˇi jinak interagujı´cı´ch lidı´. Tedy i obycˇejna´
rodina tvorˇı´ malou socia´lnı´ sı´t’. Maminka s tatı´nkem majı´ dveˇ deˇti, sourozence, rodicˇe,
prˇı´buzne´, kamara´dy atd. Kazˇdy´ ma´ s neˇky´m urcˇity´ vztah. Tatomala´ socia´lnı´ sı´t’by se dala
reprezentovat grafem, kdy kazˇdy´ cˇlen rodiny by tvorˇil vrchol a hrana by prˇedstavovala
vztah mezi nimi. Na prvnı´ pohled by bylo patrne´, kdo z rodiny je cˇerna´ ovce a stranı´
se kolektivu nebo naopak, kdo je strˇedem pozornosti. Tomuto rozboru se odborneˇ rˇı´ka´
analy´za socia´lnı´ch sı´tı´ a vı´ce se o tomto te´matu dozvı´te v kapitole druhe´ s na´zvem Socia´lnı´
sı´teˇ. Da´le jsou zde takte´zˇ zmı´neˇny zpu˚soby reprezentace socia´lnı´ch sı´tı´ nebo trˇeba rozdı´ly
mezi socia´lnı´mi sı´teˇmi a jiny´mi sı´t’ovy´mi strukturami.
Jednı´m z hlavnı´ch na´stroju˚ prˇi analy´ze socia´lnı´ch sı´tı´ jsou shlukovacı´ algoritmy. Jedna´
se o specia´lneˇ navrzˇene´ algoritmy, ktere´ majı´ za u´kol vytvorˇit shluky dat, jezˇ jsou si po-
dobne´. Vyuzˇitı´ najdou vsˇude tam, kde se hledajı´ spolecˇne´ znaky cˇi vlastnosti. Veˇda
je pouzˇı´va´ prˇi analy´ze proteinu˚, prohleda´va´nı´ DNA nebo naprˇı´klad prˇi hleda´nı´ plagi-
a´tu˚. Cˇı´m da´l veˇtsˇı´ roli hrajı´ take´ v oblasti marketingu, kde poma´hajı´ nale´zat zbozˇı´, ktere´
by se k dane´mu za´kaznı´kovi nejvı´ce hodilo. Na za´kladeˇ sbeˇru dat, ktere´ na sebe uzˇivatel
sa´mnechteˇneˇ prozradı´, se prova´deˇjı´ ru˚zne´ statistiky, analy´zy a firmy se snazˇı´ nale´zt co nej-
optima´lneˇjsˇı´ reklamu pro sve´ho potencia´lnı´ho za´kaznı´ka. Pouzˇitı´ shlukovacı´ch algoritmu˚
je opravdu velmi sˇiroke´.
Cı´lem te´to diplomove´ pra´ce bylo nale´zt a vyzkousˇet neˇkolik shlukovacı´ch algoritmu˚,
jezˇ by byly vhodne´ pro analy´zu socia´lnı´ch sı´tı´. Pro vektorova´ data jsme vybrali algo-
ritmus K-means a Fuzzy C-means. Oba algoritmy pracujı´ na podobne´m principu, ale
vracı´ odlisˇneˇ interpretovatelne´ vy´sledky. Na data, ktera´ prˇedem tvorˇila graf, jsme zvo-
lili algoritmus Markov Cluster algorithm. Tento algoritmus procha´zı´ graf a odstranˇuje
slabe´ hrany, cˇı´mzˇ v konecˇne´m du˚sledku vzniknou samostatne´ shluky dat. Vı´ce se popisu
jednotlivy´ch algoritmu˚ veˇnujeme v kapitole trˇetı´.
Pro kolekci vektorovy´ch dat byla pouzˇita databa´ze uzˇivatelu˚ fo´ra o noteboocı´ch.
Extrakcı´ dat z tohoto fo´ra se zaby´va´ kapitola cˇtvrta´. Je zde popsa´na funkcˇnost a zpu˚sob
provedenı´ programu, ktery´ data stahoval. Zı´skana´ data bylo pote´ nutne´ prˇetransformovat
do podoby vhodne´ pro zmı´neˇne´ vektorove´ shlukovacı´ algoritmy. Pro algoritmy pracujı´cı´
s grafem byla pouzˇita data verˇejneˇ dostupna´ z internetu.
Vpa´te´ kapitole se tato pra´ce veˇnuje samotne´ implementaci vybrany´ch shlukovacı´ch al-
goritmu˚. Pomocı´ diagramu trˇı´d jsou na´zorneˇ vysveˇtleny principy nasˇı´ aplikace a jsou zde
take´ zmı´neˇny proble´my, ktere´ prˇi implementaci vznikly. Da´le se zde sezna´mı´me s naim-
7plementovanou aplikacı´ a vysveˇtlı´me si jejı´ za´kladnı´ funkcˇnost a nastavenı´. Na konci
kapitoly je popsa´na implementacemodularity, pomocı´ nı´zˇ meˇrˇı´me kvalitu shluku˚ v grafu.
Prˇedposlednı´ kapitola obsahuje experimenty s naprogramovany´mi algoritmy. Porov-
na´va´ se kvalita shlukova´nı´ pomocı´ modularity, prˇı´padneˇ optima´lnı´ pocˇet shluku˚ nebo
pocˇet iteracı´ algoritmu K-Means. Vypocˇı´tana´ modularita se porovna´va´ s modularitou
v programu Gephi, ktery´ za´rovenˇ slouzˇı´ i jako vizualizacˇnı´ na´stroj. Nameˇrˇene´ vy´sledky
jsou analyzova´ny a na´sledneˇ vyhodnoceny.
Za´veˇrecˇne´mu zhodnocenı´ te´to diplomove´ pra´ce se veˇnujeme v poslednı´ kapitole.
Shrnujeme zde sve´ poznatky, ktere´ jsme nabyli prˇi pra´ci se shlukovacı´mi algoritmy.
82 Socia´lnı´ sı´teˇ
V te´to kapitole bude nastı´neˇna problematika socia´lnı´ch sı´tı´. U´vod te´to kapitoly je veˇnova´n
definici socia´lnı´ sı´teˇ. Jsou zde rozebra´ny ru˚zne´ druhy socia´lnı´ch sı´tı´ a jejich vlastnosti.
Najdeme zde take´ zmı´nku o historii socia´lnı´ch sı´tı´ a prˇehled nejdu˚lezˇiteˇjsˇı´ch socia´lnı´ch
sı´tı´ dnesˇka. Dalsˇı´ podkapitoly budou veˇnova´ny teorii grafu. Rozebı´ra´ se zde rozdı´l mezi
socia´lnı´mi sı´teˇmi a jiny´mi sı´t’ovy´mi strukturami. Jedna´ se hlavneˇ o popis na´hodny´ch
grafu˚, bezsˇka´lovy´ch sı´tı´ a regula´rnı´ch sı´tı´.
2.1 Definice socia´lnı´ch sı´tı´
Socia´lnı´ struktury jsou soucˇa´stı´ vsˇech socia´lnı´ch vztahu˚ cˇloveˇka k cˇloveˇku. Podle Nadala
je socia´lnı´ struktura sı´tı´ socia´lnı´ho vztahu, jezˇ je vytvorˇena mezi lidmi, kterˇı´ na sebe vza´-
jemneˇ podle svy´ch vzorcu˚ chova´nı´ reagujı´. Karl Mannheim povazˇuje socia´lnı´ struktury
za abstraktnı´ a nehmotny´ fenome´n. Jednotlivci jsou vza´jemneˇ propojeni v urcˇite´musporˇa´-
da´nı´ a vytvorˇı´ tak vzor socia´lnı´ struktury. Z uvedeny´ch definic tedy plyne, zˇe socia´lnı´
struktura zachycuje to, co je i prˇes mozˇne´ zmeˇny pomeˇrneˇ sta´le´ a cˇı´m jsou jednotlive´
spolecˇnosti od sebe odlisˇova´ny. Jinak rˇecˇeno jedna´ se o stabilnı´ charakteristiku urcˇite´ho
socia´lnı´ho syste´mu [19].
Newman definuje socia´lnı´ sı´t’jako soubor lidı´ nebo skupin lidı´ ve strukturˇe kontaktu˚
nebo jako interakcemezi teˇmito jednotlivci. Vztahymezi jednotlivci mohou odra´zˇet jejich
vza´jemne´ prˇa´telstvı´, obchodnı´ vztahy mezi spolecˇnostmi, snˇatky mezi rodinami apod.
[27]. Socia´lnı´ sı´t’mu˚zˇeme zna´zornit graficky, viz obra´zek 1.
Obra´zek 1: Prˇı´klad graficke´ho zna´zorneˇnı´ socia´lnı´ sı´teˇ [29]
S rozvojem internetu vznika´ rˇada sluzˇeb, dı´ky nimzˇ byl umozˇneˇn rozvoj socia´lnı´ch
sı´tı´ i v prostrˇedı´ internetu. Internetova´ socia´lnı´ sı´t’ je webovou sluzˇbou, ktera´ byla pri-
ma´rneˇ zalozˇena za u´cˇelem sdruzˇova´nı´ uzˇivatelu˚. Skrze tyto sluzˇby jim byla umozˇneˇna
9jednoducha´ forma komunikace a take´ mozˇnost sdı´lenı´ ru˚zny´ch informacı´. Mohou by´t sdı´-
leny obra´zky, povı´dky, fotografie, vlastnı´ na´pady nebo kraticˇke´ zpra´vy, to vsˇe v za´vislosti
na druhu socia´lnı´ho me´dia. Vznik prvnı´ch socia´lnı´ch sı´tı´ v prostrˇedı´ internetu se datuje
jizˇ u korˇenu˚ samotne´ho internetu. Zprvu byla uzˇivatelu˚m umozˇneˇna velmi jednoducha´
webova´ prezentace vcˇetneˇ mozˇnosti posı´la´nı´ zpra´v. Dalsˇı´m krokem v rozvoji socia´lnı´ch
sı´tı´ v internetove´m prostrˇedı´ byl vznik blogu˚. Prvnı´ velky´ boom vsˇak nastal azˇ v letech
2002 – 2004 a toto vysoke´ tempo rozvoje trva´ dodnes [31].
2.2 Analy´za socia´lnı´ch sı´tı´
Do analy´zy socia´lnı´ch sı´tı´ jsou zahrnuty metody, skrze neˇzˇ je proveden rozbor socia´lnı´
sı´teˇ z hlediska vazeb jedincu˚. Analytiky, kterˇı´ prova´dı´ analy´zu socia´lnı´ch sı´tı´, je mozˇne´
rozdeˇlit do dvou skupin. Do prvnı´ skupiny lze zarˇadit takove´ analy´zy, ktere´ budou spı´sˇe
analyzovat sı´teˇ ze sociologicke´ho hlediska, prˇedevsˇı´m hodnocenı´ socia´lnı´ch vazeb mezi
jednotlivci a jejich vza´jemny´ vliv. Druha´ skupina bude vyuzˇı´vat matematicke´ postupy
a pro zna´zorneˇnı´ sı´t’ovy´ch procesu˚ bude vyuzˇı´va´na naprˇ. teorie grafu.
Nejcˇasteˇjsˇı´ zobrazenı´ socia´lnı´ sı´teˇ je v podobeˇ grafu nebo incidencˇnı´ matice. V prˇı´padeˇ
grafu je sı´t’tvorˇena socia´lnı´mi vazbami, kdy uzly zna´zornˇujı´ jedince a hrany prˇedstavujı´
vztahy mezi teˇmito jedinci. Hlavnı´mi vlastnostmi, ktere´ jsou v ra´mci analy´zy socia´lnı´ch
sı´tı´ zjisˇt’ova´ny, je celkova´ velikost socia´lnı´ sı´teˇ, struktura, obsah a slozˇenı´ [5].
Obra´zek 2: Webova´ socia´lnı´ sı´t’[15]
2.3 Historie socia´lnı´ch sı´tı´
Kdyzˇ pomineme online socia´lnı´ sı´teˇ, tak historie socia´lnı´ch sı´tı´ saha´ azˇ daleko do minu-
losti. Dı´ky lidske´ vlastnosti se shlukovat do skupin, lide´ uzˇ od nepameˇti tvorˇili socia´lnı´
sı´teˇ. V podstateˇ kazˇda´ skupinka dvou a vı´ce lidı´ se da´ povazˇovat za socia´lnı´ sı´t’. Nicme´neˇ
z veˇdecke´ho hlediska nejsou takove´ sı´teˇ uzˇitecˇne´, protozˇe nema´me zˇa´dne´ u´daje nebo data,
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ktere´ bychommohli zpracova´vat. To se vsˇak zacˇı´na´ meˇnit s rozmachem pocˇı´tacˇu˚ a hlavneˇ
internetu.
2.3.1 Internetova´ diskuze - fo´rum
Internetova´ fo´ra (diskuze) jsou webove´ stra´nky nebo cˇa´sti webove´ stra´nky, kde probı´ha´
on-line sdı´lenı´ informacı´ a mysˇlenek skrze internet. Tı´m je umozˇneˇnomnoha lidem po ce-
le´m sveˇteˇ diskutovat o svy´ch znalostech, zkusˇenostech, odborny´ch znalostech atp. Online
fo´rum je komunikacˇnı´ me´dium, dı´ky neˇmuzˇ je zprostrˇedkova´na komunikace mezi vı´ce
uzˇivateli. Obvykle tato komunikace probı´ha´ prostrˇednictvı´m psanı´ prˇı´speˇvku˚, ale exis-
tujı´ i jine´ techniky, jako je video cˇi hlasove´ konference nebo chatova´nı´. Veˇtsˇinou mohou
obsah fo´ra zobrazit i anonymnı´ na´vsˇteˇvnı´ci, ale psanı´ zpra´v a vytva´rˇenı´ novy´ch te´mat
je umozˇneˇno pouze registrovany´m uzˇivatelu˚m. Fo´rum je dalsˇı´ mozˇnostı´ uzˇivatelu˚, jak
komunikovat skrze internet o vsˇech ota´zka´ch zˇivota. Dı´ky fo´ru je take´ mozˇne´ shroma-
zˇd’ovat informace od vsˇech uzˇivatelu˚ na ru˚zna´ te´mata, ktera´ mohou mı´t na´sledne´ vyuzˇitı´
naprˇ. pro obchodnı´ u´cˇely [33].
Fo´ra jsou cˇleneˇna na jednoducha´ (v prˇı´padeˇ takove´ho fo´ra jsou prˇı´speˇvky rˇazeny
chronologicky za sebou) nebo strukturovana´, ktere´ jsou tvorˇeny vla´kny. Vla´kna jsou
definova´na jako jednotlive´ rozhovory v ra´mci internetove´ho fo´ra (anglicky Thread). Tyto
vla´kna obsahujı´ prˇı´speˇvky cˇlenu˚ diskuze, ktere´ na sebe vza´jemneˇ navazujı´, v za´vislosti
na tom, na ktery´ prˇı´speˇvek pu˚vodneˇ reagujı´.
V prostrˇedı´ internetovy´ch fo´r majı´ uzˇivatele´ mozˇnost naprˇı´klad zobrazenı´ kompletnı´
diskuze, nastavenı´ pocˇtu zobrazeny´ch prˇı´speˇvku˚, tisk atd. V ra´mci fo´ra jsou jednotlive´
diskuze cˇleneˇny dle te´mat, kdy jednotliva´ te´mata jsou kontrolova´namodera´tory a spra´vci,
kterˇı´ mohou prˇesouvat jednotliva´ vla´kna, mazat apod. [18].
Fo´ra jsou cˇleneˇna na:
• Diskuze ke stra´nce nebo cˇla´nku: takova´ forma diskuze je doplnˇkova´ funkce, dı´ky
ktere´ je uzˇivatelu˚m k dispozicimozˇnost zpeˇtne´ reakce na cˇla´nky, produkty cˇi sluzˇby,
ke ktere´ je tato diskuze vztazˇena.
• Na´vsˇteˇvnı´ kniha (guestbook): skrze guestbook uzˇivatele´ pı´sˇı´ komenta´rˇe prˇı´p. jine´
zpra´vy urcˇene´ pro danou webovou stra´nku. Je tak mozˇne´ zı´skat zpeˇtnou reakci
svy´ch na´vsˇteˇvnı´ku˚. Navı´c majı´ i ostatnı´ na´vsˇteˇvnı´ci mozˇnost videˇt toto hodnocenı´.
• Diskuznı´ fo´rum: je charakterizova´no jako mı´sto, kde je uzˇivatelu˚m nabı´dnuta mozˇ-
nost zacˇı´t komunikaci ve formeˇ vla´kna a take´ odpovı´dat na prˇı´speˇvky ostatnı´ch
uzˇivatelu˚. Jedna´ se o rozsa´hly´ diskuznı´ projekt (server), kde je obsazˇeno mnozˇstvı´
te´mat (stra´nek). V kazˇde´m fo´ru mu˚zˇe by´t obsazˇen velky´ pocˇet te´mat a podte´mat,
obsahujı´cı´ velke´ mnozˇstvı´ vla´ken.
• Ota´zky a odpoveˇdi: na webovy´ch stra´nka´ch je uzˇivatelu˚m k dispozici verˇejne´ zod-
povı´da´nı´ dotazu˚, kdy je uzˇivatelem zasla´n dotaz na majitele webovy´ch stra´nek
a na´sledneˇ je prˇida´na kvalifikovana´ odpoveˇd’ z rˇad za´stupcu˚ stra´nek. Dotazy jsou
vztazˇeny k obsahu teˇchto stra´nek - cˇla´nky, nabı´zene´ produkty a sluzˇby apod. Tyto
ota´zky a na´sledne´ odpoveˇdi jsou verˇejneˇ prˇı´stupne´ [18].
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2.3.2 Facebook
Facebook je dnes nejveˇtsˇı´ online socia´lnı´ sı´tı´ na sveˇteˇ. Pu˚vodneˇ vsˇak byla tato sı´t’urcˇena
pouze studentu˚m Harvardske´ univerzity. Facebook byl zalozˇen za u´cˇelem vza´jemne´ho
pozna´va´nı´ studentu˚ na univerziteˇ a stal se brzy velmi popula´rnı´m. Rychle se rozsˇı´rˇil
i do dalsˇı´ch vysoky´ch sˇkol v oblasti Bostonu a dalsˇı´ch, ktere´ patrˇı´ do tzv. Ivy League.
Za zrodem Facebooku sta´l student Harvardske´ univerzity Mark Zuckerberg a jeho kole-
gove´ Eduard Saverin, Dustin Moskovitz, Chris Hughes a Andrew McCollum. Pu˚vodneˇ
byl zalozˇen pod dome´nou „thefacebook.com“, kdy na´zev byl odvozen od papı´rovy´ch
leta´ku˚ nazy´vany´ch Facebookes, ktere´ jsou rozda´va´ny vsˇem prva´ku˚m na americky´ch uni-
verzita´ch, za u´cˇelem blizˇsˇı´ho sezna´menı´ studentu˚. Da´le byla tato socia´lnı´ sı´t’ rozsˇı´rˇena
i mezi schva´lene´ zahranicˇnı´ univerzity.
Nejprve bylo na Facebooku umozˇneˇno pouze srovna´nı´ dvou studentu˚ a dalsˇı´ lide´
meˇli urcˇit, ktery´ z nich je atraktivnı´ a ktery´ ne. Postupem cˇasu bylo na Facebook prˇida´no
mnoho funkcı´. Nynı´ jsou uzˇivatelu˚m k dispozici novinky prˇa´tel, veˇtsˇı´ ochrana osobnı´ch
u´daju˚, uzˇivatele´ prˇida´vajı´ obra´zky, komenta´rˇe, pı´sˇı´ si zpra´vy, vytva´rˇı´ vlastnı´ stra´nky
a skupiny. Nove´ aplikace jsou prˇida´va´ny kazˇdy´m dnem. Posla´nı´m Facebooku je, aby sveˇt
byl otevrˇeneˇjsˇı´ a vı´ce propojeny´. Aby lide´ vyuzˇı´vali Facebook z du˚vodu˚ udrzˇenı´ kontaktu
s prˇa´teli a rodinou, zjistili co je nove´ho ve sveˇteˇ a za´rovenˇ mohli sdı´let vlastnı´ na´zory.
V prosinci 2007 meˇl Facebook 57 milionu˚ aktivnı´ch cˇlenu˚ a byl nejveˇtsˇı´m student-
sky´m webem dle pocˇtu aktivnı´ch uzˇivatelu˚. V hodnocenı´ tak stoupl oproti roku 2006
ze 60. prˇı´cˇky na prˇı´cˇku 7. a stal se tak jednou z nejnavsˇteˇvovaneˇjsˇı´ch webovy´ch stra´nek
sveˇta. VUSA byl nejvı´ce uzˇı´vanouwebovou stra´nkou pro sdı´lenı´ fotografiı´ (za ty´den bylo
sdı´leno vı´ce nezˇ 60 milionu˚ fotografiı´) [36].
Prˇı´jmy Facebooku plynou zejme´na z reklamy. Jedna´ se prˇedevsˇı´m o bannerovou re-
klamu, ktera´ se zobrazuje kazˇde´muuzˇivateli. Je optimalizova´nadle u´daju˚, ktere´ma´ uzˇiva-
tel ve sve´m profilu vyplneˇny a v za´vislosti na chova´nı´ dane´ho uzˇivatele ve Facebookove´m
prostrˇedı´. Hodnota spolecˇnosti byla odhadnuta v roce 2006 prˇiblizˇneˇ na 100milionu˚ USD.
Dle u´daju˚ Facebooku bylo v roce 2010 vytvorˇeno 610 milionu˚ profilu˚. Kazˇdy´ch
60 sekund je posla´no 230 tisı´c zpra´v, aktualizova´no 95 tisı´c statusu˚, napsa´no 80 tisı´c
statusu˚ na zed’, sdı´leno 65 tisı´c fotografiı´, 50 tisı´c odkazu˚ a za´rovenˇ prˇibude pu˚l milionu
komenta´rˇu˚. Pru˚meˇrny´ uzˇivatel stra´vı´ prˇiblizˇneˇ vı´ce nezˇ 6 hodin na Facebooku za meˇsı´c.
Znacˇky, ktere´ majı´ nejvı´ce fanousˇku˚, jsou Coca-Cola (21,6 milionu˚ fanousˇku˚), StarBucks
(19 milionu˚ fanousˇku˚) a Oreo (16,2 milionu˚ fanousˇku˚). Dle u´daju˚ Facebooku je soucˇa´stı´
te´to socia´lnı´ sı´teˇ vı´ce nezˇ 3,8 milionu˚ uzˇivatelu˚ z Cˇeske´ republiky. V roce 2012 meˇl Face-
book vı´ce nezˇ 1 bilion uzˇivatelu˚ [34].
2.4 U´vod do teorie grafu˚
Teorii grafu˚ rˇadı´me mezi relativneˇ mladou cˇa´st matematiky. Korˇeny teorie grafu sice
sahajı´ azˇ do 18. stoletı´, ale prvnı´ kniha veˇnova´na te´to teorii vysˇla azˇ v roce 1936. Pomocı´
teorie grafu˚ jsou zkouma´ny vlastnosti struktur, ktere´ nazy´va´me grafy. Grafy jsou tvorˇeny
uzly, ktere´ jsou vza´jemneˇ propojeny pomocı´ hran. Grafy jsou zna´zornˇova´ny tedy jako
mnozˇina bodu˚, ktere´ jsou vza´jemneˇ propojeny cˇa´rami.
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Forma´lneˇ lze zapsat graf usporˇa´danou dvojicı´ G = (V,E), kde V je mnozˇina vrcholu˚
a E mnozˇina hran propojeny´ch vrcholu˚. Hranu mezi vrcholy u a v pı´sˇeme jako {u, v},
nebo zkra´ceneˇ uv. Vrcholy spojene´ hranou jsou sousednı´. Pro celkovy´ pocˇet vrcholu˚
se neˇkdy pouzˇı´va´ oznacˇenı´ |V | a |E| znamena´ celkovy´ pocˇet hran.
Velmi mnoho veˇcı´, se ktery´mi se dnes v rea´lne´m sveˇteˇ setka´va´me, mu˚zˇeme vyja´-
drˇit grafem jako matematicky´m modelem. Za prˇı´klad lze uve´st naprˇ. zˇeleznicˇnı´ sı´t’, kdy
meˇsta prˇedstavujı´ uzly a zˇeleznice je zna´zorneˇna hranami, nebo trˇeba pracovnı´ postup
stavbymostu lze take´ vyja´drˇit graficky´mmodelem, kdy hrany prˇedstavujı´ jednotlive´ dı´lcˇı´
pracovnı´ cˇinnosti, ktere´ na sebe bezprostrˇedneˇ navazujı´ [30].
Graf je datova´ struktura, ktera´ se pouzˇı´va´ pro vizualizaci informacı´. Skla´da´ se z ob-
jektu˚, jenzˇ reprezentujı´ vrcholy a vztahy mezi objekty jsou zna´zorneˇny pomocı´ hran.
Rozlisˇujeme dva typy grafu˚:
• neorientovane´ - hrany jsou dvouprvkove´ mnozˇiny,
• orientovane´ - hrany jsou usporˇa´dane´ dvojice a je pevneˇ da´na orientace.
Grafy mohou by´t zna´zorneˇny neˇkolika zpu˚soby. Nejzna´meˇjsˇı´ je kresleny´ graf, kdy
kolecˇkaprˇedstavujı´ vrcholy a jsoupospojova´ny cˇa´rami, jenzˇ symbolizujı´ hrany. Tytohrany
mohou by´t ohodnocene´. Pokud hrana va´hu obsahuje, jedna´ se o prˇidanou informaci.
Naprˇı´klad na grafu silnic znamena´ va´ha hrany de´lku silnice.
Dalsˇı´m zpu˚sobem zna´zorneˇnı´ grafu je pomocı´ matice sousednosti. Jedna´ se o cˇtverco-
vou matici n × n, kde hodnota jednotlivy´ch prvku˚ matice aij je rovna pocˇtu (va´ze) hran
vedoucı´ch z vrcholu i do vrcholu j [1]. Prˇı´klad si mu˚zˇete prohle´dnout na obra´zku 3.
Obra´zek 3: Graf a matice sousednosti [8]
Vnasˇı´ pra´ci budemepouzˇı´vat i pojem stochasticka´matice. Stochasticka´matice je cˇtver-
cova´ matice s neza´porny´mi prvky, jejichzˇ soucˇet v kazˇde´m rˇa´dku je roven 1 [16].
Definice 2.1 Cˇtvercova´ matice S = (sij) rˇa´du n se nazy´va´ (rˇa´dkoveˇ) stochasticka´, platı´-li
sij ≥ 0,

j
sij = 1, i, j = 1, ..., n
2.4.1 Sled, tah, cesta
Sled je na sebe navazujı´cı´ posloupnost hran, kdy vzˇdy dveˇ za sebou na´sledujı´cı´ hrany
majı´ spolecˇny´ koncovy´ uzel.
13
Tah mezi uzly u a v je sled mezi teˇmito uzly, ve ktere´m se zˇa´dna´ hrana nevyskytuje
vı´cekra´t.
Cesta mezi uzly u a v je tah mezi teˇmito uzly, ve ktere´m se zˇa´dny´ jeho vnitrˇnı´ vrchol
nevyskytuje vı´cekra´t [27].
2.5 Na´hodne´ grafy
Nejjednodusˇsˇı´m modelem sı´teˇ je na´hodny´ graf. Tento typ grafu byl poprve´ popsa´n Pau-
lem Erdo¨sem a Alfre´dem Re´nyim. Tito matematici prˇedpokla´dali, zˇe v tomto modelu
jsou neorientovane´ hrany umı´steˇny na´hodneˇ mezi pevny´ pocˇet uzlu˚ n, kdy vrcholy vy-
tvorˇı´ sı´t’, v nı´zˇ kazˇda´ z 12n(n − 1) je neza´visle prˇı´tomna s urcˇitou pravdeˇpodobnostı´ p
a pocˇet hran, ktery´ spojuje uzly, je rozdeˇlen podle binomicke´ho nebo Gaussova rozlozˇenı´,
ktere´ je obvykle´ pro na´hodne´ grafy. Na´hodny´ graf je tedy tvorˇen postupny´m prˇida´va´nı´m
hran vzˇdy mezi dva na´hodne´ uzly, ktere´ zatı´m nejsou spojeny. Postupem cˇasu se uka´-
zalo, zˇe struktury a sı´teˇ se nerˇı´dı´ Gaussovy´m rozdeˇlenı´m a nemajı´ na´hodny´ charakter.
Naprˇı´klad World Wide Web nelze vyja´drˇit na´hodny´m grafem, nebot’ webove´ stra´nky
prˇedstavujı´cı´ uzly jsou spojeny odkazy, ktere´ jsou orientova´ny (na jednotlive´ webove´
stra´nky povedou odkazy z jiny´ch webovy´ch stra´nek) [4].
2.6 Bezsˇka´love´ sı´teˇ
Z du˚vodu, zˇe ne vsˇechny struktury je mozˇne´ zna´zornit na´hodny´m grafem, jsou vyuzˇı´-
va´ny bezsˇka´love´ sı´teˇ. V prˇı´padeˇ bezsˇka´love´ sı´teˇ, neexistuje zˇa´dna´ hodnota, kolem ktere´
by byly prvky rozdeˇleny, jako v prˇı´padeˇ na´hodne´ho grafu a Gaussova rozlozˇenı´. Tento
model take´ prˇedpokla´da´, zˇe na u´plne´m zacˇa´tku je stanoven prˇesny´ pocˇet uzlu˚, mezi ni-
mizˇ jsou vytva´rˇeny vazby. Z tohoto du˚vodu jsou bezsˇka´love´ sı´teˇ vı´ce rea´lne´. Tyto sı´teˇ
jsou definova´ny vztahem P (k) = kγ , kde P (k) vyjadrˇuje pravdeˇpodobnost, zˇe dany´ uzel
sousedı´ s k dalsˇı´mi uzly a γ je koeficientem distribuce γ > 1. Typickou vlastnostı´ pro bez-
sˇka´love´ sı´teˇ jsou centra. Z tohoto centra vycha´zı´ nejvı´ce hran. Dı´ky teˇmto centru˚m, jsou
bezsˇka´love´ sı´teˇ velmi odolne´ struktury vu˚cˇi odstranˇova´nı´ uzlu˚. Prˇi na´hodne´m odstraneˇnı´
uzlu˚, je velmi mala´ pravdeˇpodobnost, zˇe bude odstraneˇno centrum. V prˇı´padeˇ, zˇe by
centrum odstraneˇno bylo, docha´zı´ k rozpadu cele´ sı´teˇ. Tento model na´sledneˇ rozvinul
Baraba´si a Albert, kdy byl popsa´n vznik bezsˇka´love´ sı´teˇ z hlediska dvou principu˚:
• Ru˚st – v cˇasove´m intervalu jsou prˇida´va´ny v ra´mci sı´teˇ nove´ uzly. Tyto sı´teˇ jsou
vytva´rˇeny dynamicky.
• Preferencˇnı´ prˇipojova´nı´ – novy´ uzel je prˇida´n k uzlu˚m, ktere´ jizˇ existujı´, a je nava´za´n
x vazbami. Pravdeˇpodobnost vy´beˇru uzlu je prˇı´mo u´meˇrna´ celkove´mu pocˇtu vazeb
uzlu, ke ktere´mu je novy´ uzel prˇipojova´n. Tento model rozsˇı´rˇil pu˚vodnı´ model,
avsˇak nenı´ zde rˇesˇena ota´zka rusˇenı´ uzlu˚ a vza´jemny´ch vazeb ani zmeˇna prˇı´padneˇ
prˇida´va´nı´ vazeb k uzlu˚m, ktere´ jizˇ existujı´ [28].
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Obra´zek 4: Prˇı´klad na´hodne´ho grafu a bezsˇka´love´ sı´teˇ [7]
2.7 Regula´rnı´ sı´teˇ
Regula´rnı´ sı´t’ je sı´t’ s pravidelny´m grafem ve strukturˇe (tento graf se mu˚zˇe opakovat).
Vzhledem k te´to pravidelnosti vykazuje sı´t’nı´zkou nebo nulovou entropii. Je to proteˇjsˇek
k na´hodny´m sı´tı´m. V te´to sı´ti je kazˇdy´ uzel dosazˇitelny´ z jine´ho uzlu v relativneˇ ma-
le´m pocˇtu prˇechodu˚. Tyto sı´teˇ jsou zpravidla rˇı´dke´, majı´ relativneˇ maly´ pru˚meˇr a malou
pru˚meˇrnou de´lku cesty. Vy´pocˇet centra, ktere´ je du˚lezˇite´ pro tento druh sı´teˇ, je kom-
plikovane´ vzhledem k mozˇnosti vı´ce centra´lnı´ch bodu˚. Centra´lnı´ bod je definova´n jako
minima´lnı´ cesta prˇes vsˇechny uzly [21].
Obra´zek 5: Sı´t’ove´ struktury [11]
2.8 Socia´lnı´ sı´teˇ
Socia´lnı´ sı´t’ je sı´t’ova´ struktura skla´dajı´cı´ se z mnozˇiny objektu˚, jejichzˇ cˇlenove´ jsou mezi
sebou propojeni jednou nebo vı´ce vazbami. Zmeˇnou vazeb v sı´ti se zmeˇnı´ i sı´t’, a to
i prˇesto, zˇe vsˇechny objekty zu˚staly stejne´.
Veˇtsˇina socia´lnı´ch sı´tı´ vytva´rˇı´ ve sve´ strukturˇe komunity. Jedna´ se o skupiny vrcholu˚,
ktere´ majı´ mezi sebou vysˇsˇı´ hustotu hran nezˇ je hustota hranmezi shluky. Shlukem se dajı´
charakterizovat spolecˇne´ za´jmy, veˇk, povola´nı´ atd. Struktura socia´lnı´ch sı´tı´ se lisˇı´ prˇı´pad
od prˇı´padu. Mohou tvorˇit velmi izolovane´ struktury sı´teˇ, kde majı´ mezi sebou objekty jen
pa´r vazeb azˇ po velmi strukturovane´ sı´teˇ, v nichzˇ je veˇtsˇina objektu˚ navza´jem propojena
[20].
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3 Shlukovacı´ algoritmy
Za´kladnı´m u´cˇelem shlukova´nı´ (clustering), je najı´t shluk (komunitu) objektu˚, ktere´ majı´
navza´jem vı´ce spolecˇny´ch znaku˚. Jelikozˇ nenı´ prˇedem jasne´, s jaky´mi daty budeme praco-
vat, je obvykle nutne´ je pro shlukovacı´ algoritmyprˇedzpracovat. Dalsˇı´mproble´mem je vy´-
beˇr spra´vne´ho shlukovacı´ho algoritmu pro danou u´lohu. Vy´beˇr za´visı´ jednak na velikosti
dat a potom zejme´na na druhu u´kolu. Pro kompresi dat bude vhodny´ jiny´ algoritmus,
nezˇ pro analy´zu socia´lnı´ sı´teˇ [14].
3.1 Shlukova´ analy´za dat
Pod pojmem shlukova´ analy´za dat se skry´va´ cela´ rˇada metod a prˇı´stupu˚, ktere´ majı´
podobny´ cı´l, a to nale´zt skupiny objektu˚ vza´jemneˇ si podobny´ch. Je vyuzˇı´va´na prˇedevsˇı´m
tam, kde prˇirozenou tendencı´ objektu˚ je vza´jemneˇ se seskupovat do prˇirozeny´ch shluku˚
[17].
Definice 3.1 Za´kladnı´m cı´lem shlukove´ analy´zy je zarˇadit objekty do skupin (shluku˚), a to prˇede-
vsˇı´m tak, aby dva objekty stejne´ho shluku si byly vı´ce podobne´, nezˇ dva objekty z ru˚zny´ch shluku˚
[32].
Jak z prˇedesˇle´ definice vyply´va´, za´kladnı´m cı´lem shlukove´ analy´zy je rozdeˇlenı´ prvku˚
do shluku˚. Tento za´kladnı´ cı´l je mozˇne´ rozdeˇlit na trˇı´ dı´lcˇı´ cı´le [24]:
• Identifikace vztahu - pomocı´ nalezenı´ shluku˚ je mozˇne´ objasnit strukturu mezi
objekty a jepote´ snadneˇjsˇı´ odhalit vztahy, ktere´ semezi jednotlivy´miobjektynacha´zı´.
• Zjednodusˇenı´ dat - dı´ky shlukove´ analy´ze je zjednodusˇen pohled na jednotlive´
objekty.
• Popis systematiky - shlukova´ analy´za je vyuzˇı´va´na pro pru˚zkumove´ cı´le a taxono-
mii, neboli empirickou klasifikaci objektu˚.
Ve shlukove´ analy´ze nedocha´zı´ k rozlisˇenı´ atributu˚ objektu˚ na vy´znamne´ a nevy´-
znamne´. Jsou zde pouze odlisˇeny shluky. Pokud jsou atributy nespra´vneˇ zarˇazeny, mu˚zˇe
to by´t v du˚sledku zahrnutı´ odlehly´ch objektu˚, ktere´ mohou zkreslit vy´sledky te´to analy´zy
[24].
Vstupem pro analy´zu dat je datova´ matice a vy´stupem shlukove´ analy´zy identifikace
shluku˚. Shlukova´ analy´za dat se zameˇrˇuje na zkouma´nı´ podobnosti cˇi nepodobnosti
jednotlivy´ch objektu˚ [32].
3.2 Objekty a vlastnosti
Cˇasto by´va´ v odborne´ literaturˇe popsa´na jedna a tata´zˇ veˇc vı´ce zpu˚soby. Naprˇı´klad
objekt, prvek, za´znam, datovy´ bod je sta´le jedno a to same´. V te´to diplomove´ pra´ci
budeme jednotneˇ pouzˇı´vat slovo objekt. Pro kazˇdy´ objekt v n-dimenziona´lnı´m prostoru
definujeme jeho vlastnosti neboli atributy. Objekt je vektor, skla´dajı´cı´ se z atributu˚.
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Matematicky mu˚zˇeme tento vztah vyja´drˇit na´sledujı´cı´m zpu˚sobem. Datovou kolekci
s n objekty, ktere´ jsou definova´ny d atributy mu˚zˇeme zapsat D = {x1, x2, ..., xn}, kde
xi = (xi1, xi2, ..., xid)
T je vektor popisujı´cı´ objekt i a xij je skala´r popisujı´cı´ atribut j
objektu xi. Pocˇtu atributu˚ objektu se rˇı´ka´ dimenze [12].
3.3 Vzda´lenost a podobnost
Ve shlukove´ analy´ze hraje du˚lezˇitou roli vzda´lenost nebo podobnost. Jsou pouzˇı´va´ny
k popisu jak moc si jsou dva objekty podobne´ cˇi nepodobne´.
U vzda´lenosti neboli nepodobnosti vysˇsˇı´ hodnota znamena´ veˇtsˇı´ nepodobnost mezi
objekty cˇi shluky. Typicky´m prˇedstavitelem je Euklidovska´ vzda´lenost, viz kapitola 3.3.1.
Naopak u podobnosti znamena´ vysˇsˇı´ cˇı´slo, veˇtsˇı´ podobnost objektu˚. Podobnost S
lze prˇeve´st na vzda´lenost D pomocı´ vztahu D = 1 − S, prˇicˇemzˇ ale nebude zachova´na
troju´helnı´kova´ nerovnost. Opacˇny´m zpu˚sobem lze prˇeve´st i vzda´lenost na podobnost
S = 1 −D, ale vzda´lenost musı´ by´t normalizova´na. Prˇedstaviteli podobnosti jsou v te´to
pra´ci kosinova podobnost a Jaccardova podobnost (Tanimotova podobnost) [12].
V te´to diplomove´ pra´ci budeme pouzˇı´vat vektorove´ shlukovacı´ algoritmy K-means
a Fuzzy C-means. Tyto algoritmy pracujı´ se vzda´lenostnı´ metrikou. Proto kdyzˇ budeme
pouzˇı´vat neˇktere´ho z prˇedstavitelu˚ podobnosti, myslı´me tı´m, zˇe tuto podobnost prˇeve-
deme na vzda´lenost.
3.3.1 Euklidovska´ vzda´lenost
Euklidovska´ vzda´lenost (neboli geometricka´ metrika) je vyja´drˇena prˇeponou pravo-
u´hle´ho troju´helnı´ku a vy´pocˇet je zalozˇen na Pythagoroveˇ veˇteˇ [24].
Obra´zek 6: Euklidovska´ vzda´lenost [13]
E(A,B) =
 n
i=1
(ai − bi)2
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3.3.2 Kosinova podobnost
Nejzna´meˇjsˇı´m prˇedstavitelem podobnosti je kosinova podobnost. Prˇedstavuje mı´ru po-
dobnosti dvou vektoru˚, ktera´ se zı´ska´ na´sledujı´cı´m vy´pocˇtem. Provedeme skala´rnı´ soucˇin
vektoru˚ a vydeˇlı´me jej soucˇinem jejich absolutnı´ch hodnot. Tı´m zı´ska´me kosinus u´hlu se-
vrˇene´ho obeˇma vektory.
Obra´zek 7: Kosinova podobnost [26]
C(A,B) =
n
i=1
(ai · bi)
n
i=1
(ai)
2 ·

n
i=1
(bi)
2
3.3.3 Jaccardova podobnost
Jaccardova podobnost, v neˇktere´ literaturˇe zvana´ te´zˇ jako Tanimotova podobnost, je da´na
vzorcem :
J(A,B) =
n
i=1
ai · bi
n
i=1
a2i +
n
i=1
b2i −
n
i=1
ai · bi
Uda´va´ podobnost mezi dveˇma vektory (A,B). Cˇı´m vı´ce jsou si vektory podobne´,
tı´m vı´ce se vy´sledna´ podobnost blı´zˇı´ jednicˇce. Naopak prˇi male´ podobnosti bude hodnota
klesat k nule [25].
Pouzˇı´va´ se k porovna´va´nı´ otisku˚ prstu˚ a molekulovy´ch struktur. Podle neˇktery´ch
zdroju˚ da´va´ lepsˇı´ vy´sledky nezˇ kosinova podobnost [22].
3.4 Rozdeˇlenı´ shlukovacı´ch algoritmu˚
Existujı´ dva druhy shlukovacı´ch algoritmu˚, prˇicˇemzˇ ale kazˇdy´ pracuje s jiny´m druhem
dat [10].
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1. Vektorove´ shlukova´nı´ - data jsou definova´na pomocı´ vektoru˚ a pocˇı´ta´me podobnost
cˇi vzda´lenost mezi nimi. Podobne´ objekty jsou prˇirˇazeny do shluku˚.
Vektorove´ shlukova´nı´ mu˚zˇeme da´le rozdeˇlit na hard a soft shlukova´nı´.
• Hard shlukova´nı´ - tento druh shlukova´nı´ prˇirˇadı´ objekt pra´veˇ do jednoho
shluku. Mezi nejzna´meˇjsˇı´ prˇedstavitele te´to skupiny mu˚zˇeme zarˇadit algorit-
mus K-means.
• Soft shlukova´nı´ - se lisˇı´ od hard shlukova´nı´ tı´m, zˇe kazˇde´mu objektu je prˇirˇa-
zena mı´ra prˇı´slusˇnosti k jednotlivy´m shluku˚m. Objekt mu˚zˇe patrˇit do vı´ce
shluku˚, ktere´ se prˇekry´vajı´. Prˇedstavitelem te´to skupiny je FuzzyC-means [12].
2. Grafove´ shlukova´nı´ - data jsou reprezentova´na grafem G = (V,E), s mnozˇinou vr-
cholu˚ a hran, ktere´ mohou by´t ohodnoceny a ru˚zny´m zpu˚sobem propojeny. Hlavnı´
funkcı´ shlukova´nı´ v grafu je odstranit slabe´ hrany, spojujı´cı´ shlukove´ struktury, cˇı´mzˇ
vzniknou samostatne´ shluky. Tento typ shlukova´nı´ je v nasˇı´ pra´ci reprezentova´n al-
goritmem Markov Cluster algorithm (MCL) [10].
Obra´zek 8: Rozdeˇlenı´ shlukovacı´ch algoritmu˚ [23]
V pra´ci se budeme da´le veˇnovat trˇem vybrany´m shlukovacı´m algoritmu˚m. Jedna´
se o K-means, Fuzzy C-means a Markov Cluster algorithm. Tyto trˇi algoritmy byly vy-
bra´ny proto, zˇe se jedna´ o algoritmy s sˇiroky´m vyuzˇitı´m a v minulosti jizˇ byly pouzˇity
i prˇi analy´ze socia´lnı´ch sı´tı´.
3.5 K-means
Jedna´ se o nejzna´meˇjsˇı´ shlukovacı´ algoritmus. Je zalozˇen na metodeˇ nejblizˇsˇı´ch teˇzˇisˇt’.
Teˇzˇisˇteˇm myslı´me strˇed shluku. Pocˇet shluku˚ k musı´ by´t zna´m jesˇteˇ prˇed spusˇteˇnı´m
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algoritmu. Jsou-li teˇzˇisˇteˇ a pocˇet shluku˚ prˇedem zna´my, mu˚zˇe by´t vy´pocˇet K-means
postaven na nich. Avsˇak stanovit optima´lnı´ pocˇet shluku˚ nenı´ u´plneˇ jednoduche´. Jednou
z mozˇnostı´ je prˇedbeˇzˇna´ analy´za dat, kdy zjistı´me, s jaky´mi daty pracujeme a stanovı´me
prˇiblizˇny´ pocˇet shluku˚.
Shlukovacı´ algoritmusK-means pracuje s datovou kolekcı´ objektu˚, ktere´ jsou popsa´ny
n-dimenziona´lnı´mi vektory, a pomocı´metrik se pocˇı´ta´ vzda´lenostmezi nimi. Po pocˇa´tecˇnı´
na´hodne´ inicializaci strˇedu˚ se teˇzˇisˇteˇ prˇepocˇı´ta´va´ v neˇkolika iteracı´ch. Do shluku jsou
prˇirˇazeny jen ty objekty, jejichzˇ vzda´lenost k teˇzˇisˇti je nejmensˇı´. Vy´sledkem je, zˇe kazˇdy´
objekt je prˇirˇazenpra´veˇ do jednoho shluku. Prˇepocˇet teˇzˇisˇteˇ se zı´ska´ pru˚meˇrnouhodnotou
vsˇech objektu˚ patrˇı´cı´ch do stejne´ho shluku. Algoritmus koncˇı´, jakmile se tezˇisˇteˇ prˇestanou
meˇnit a jejich hodnota zu˚sta´va´ sta´la´ [24].
Hlavnı´mi vy´hodami algoritmu K-means jsou jednoducha´ implementace, rychlost
zpracova´nı´ dat a mozˇnost zpracova´vat i velke´ datove´ kolekce. Mezi nevy´hody se rˇadı´
na´hodny´ vy´beˇr pocˇtu shluku˚, citlivost na sˇum v datech (odlehle´ hodnoty), ktere´ zpu˚sobı´
vychy´lenı´ strˇedu shluku. Dalsˇı´m proble´mem je pocˇa´tecˇnı´ vy´beˇr strˇedu˚ shluku. Tento vy´-
beˇr probı´ha´ v klasicke´ verzi K-means na´hodneˇ, cozˇ mu˚zˇe zpu˚sobit, zˇe se vyberou shluky,
ktere´ jsou blı´zko sebe.Navı´c pomocı´ na´hodne´ho vy´beˇru je obtı´zˇne´ zı´skat stabilnı´ vy´sledky
meˇrˇenı´.
Rˇesˇenı´m by mohl by´t optimalizovany´ vy´beˇr pocˇa´tecˇnı´ch strˇedu˚ [37]. Pocˇa´tecˇnı´ strˇed
je zde vybra´n pomocı´ na´sledujı´cı´ch kroku˚.
Algorithm 1 Optimalizovany´ vy´beˇr pocˇa´tecˇnı´ch strˇedu˚
Input: pocˇet shluku˚ k
Output: seznam pocˇa´tecˇnı´ch strˇedu˚
1: na´hodneˇ vybereme objekt xi
2: xi ulozˇı´me do seznamu strˇedu˚
3: pro vsˇechny objekty ze seznamu strˇedu˚ hleda´me nejvzda´leneˇjsˇı´ objekt, ktery´ se stane
dalsˇı´m strˇedem
4: opakujeme 3, dokud pocˇet pocˇa´tecˇnı´ch strˇedu˚ ̸= k
Tento optimalizovany´ algoritmusma´ za u´kol vybrat pocˇa´tecˇnı´ strˇedy takovy´m zpu˚so-
bem, aby vzda´lenost mezi nimi byla co nejveˇtsˇı´, avsˇak nasta´va´ zde proble´m s odlehly´mi
objekty, ktere´ pote´ mohou zkreslit vy´sledky shlukova´nı´. Tato problematika bude popsa´na
v kapitole s experimenty.
Vy´sledkem algoritmu K-means je, zˇe kazˇdy´ objekt patrˇı´ pra´veˇ jen do jednoho shluku.
Tomuto typu shlukova´nı´ se rˇı´ka´ hard. Odlisˇny´m typem je soft shlukova´nı´, ktere´ si po-
pı´sˇeme nı´zˇe a jejı´mzˇ prˇedstavitelem v te´to pra´ci je algoritmus Fuzzy C-means.
3.6 Fuzzy C-means
Fuzzy shlukova´nı´ umozˇnˇuje prˇirˇadit jeden objekt do vı´ce shluku˚. To je jeden z hlavnı´ch
rozdı´lu˚ oproti algoritmu K-means, ze ktere´ho algoritmus Fuzzy C-means (FCM) vycha´zı´.
FCM algoritmus se pouzˇı´va´ v mnoha oblastech veˇdecke´ho vy´zkumu pro svoji jednodu-
chost a robustnost [35].
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FCM algoritmus mapuje konecˇnou mnozˇinu prvku˚ X = {x1, x2, ..., xn} do kolekce
fuzzy clusteru˚ C = {v1, v2, ..., vc}. Matice nepodobnosti U = (uij), kde i = 1, 2, ..., c
a j = 1, 2, ..., n. Potom uij oznacˇuje stupenˇ j-te´ho prvku k centru vi.
Algoritmus pracuje ve 4 krocı´ch [6]:
Algorithm 2 Fuzzy C-Means
Input: cele´ cˇı´slo c, uda´vajı´cı´ pocˇet shluku˚ (clusteru˚)
Output: mı´ra prˇirˇazenı´ jednotlivy´ch prvku˚ ke shluku˚m
1: inicializujeme matici sousednosti U pomocı´ na´hodne´ho vy´beˇru strˇedu˚
2: prˇepocˇı´ta´me strˇedy shluku˚ dle vzorce
vi =
n
j=1
umijxj
n
j=1
umij
, 1 ≤ i ≤ c
3: aktualizujeme novou matici nepodobnosti U
uij =
 c
k=1

∥xj − vi∥2
∥xj − vk∥2
1/(m−1)−1 (m > 1)
4: vypocˇı´ta´me u´cˇelovou funkci
J =
c
i=1
n
j=1
umij ∥xj − vi∥2
5: da´me ϵ > 0, pokud
J (n) − J (n−1) < ϵ, algoritmus koncˇı´, jinak skocˇ na krok 2.
Vy´sledkem algoritmu je mı´ra prˇirˇazenı´ vsˇech objektu˚ ke vsˇem prˇepocˇı´tany´m strˇedu˚m
shluku˚. Tohoto jevu vyuzˇı´va´me v experimentech, kdy se snazˇı´me podle mı´ry prˇı´slusˇ-
nosti mı´chat barvy shluku˚ takovy´m zpu˚sobem, aby prˇekrytı´ barev graficky zvy´raznilo
prˇı´slusˇnost k jednotlivy´m shluku˚m.
3.7 Markov Cluster algorithm
Markov Cluster algorithm (MCL) je metoda pro nalezenı´ shluku˚ v grafu. Vyvinul ji Stijn
van Dongen ve sve´ disertacˇnı´ pra´ci v roce 2000. Algoritmus pracuje s podobnostı´ mezi
objekty, ktere´ jsou reprezentova´ny vrcholy grafu. Tato podobnost je da´na jako ohodno-
cenı´ hran mezi vrcholy. Metoda da´le pracuje s Markovovou maticı´ prˇechodu dimenze
N × N a je zalozˇena na principu na´hodne´ procha´zky. Kazˇdy´ prvekmaticeCij je stupneˇm
pravdeˇpodobnosti prˇechodu uzlu i na uzel j. Hlavnı´ chod metody zajisˇt’ujı´ dveˇ operace
nazvane´ Expand a Inflate [2].
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Expand je cˇı´slo, ktere´ uda´va´ mocninu, na kterou budeme matici umocnˇovat. Obvykle´
nastavenı´ je expand e = 2.
Inflate znacˇı´ take´ mocninu, nicme´neˇ je to mocnina, na kterou umocnˇujeme vsˇechny
prvkymatice a na´sledneˇmatici normalizujeme. Operace inflace zvy´hodnˇuje silneˇjsˇı´ hrany
a slabsˇı´ hrany zeslabuje. Matematicky lze tento postup definovat takto:
Definice 3.2 Meˇjme matici M ∈Rk×l,M ≥ 0, a rea´lne´ kladne´ cˇı´slo r. Umocneˇnı´ kazˇde´ho sloupce
matice M mocninovy´m koeficientem r nazveme ΓrM a Γr bude inflacˇnı´ opera´tor s koeficientem r.
Operace Γr : Rk×l → Rk×l je definova´na
(ΓrM)pq =
(Mpq)
r
k
t=1
(Mtq)
r
Pokud nenı´ inflacˇnı´ index nastaven, autor v [10] jej doporucˇuje nastavit na r = 2.
Algoritmus pracuje v na´sledujı´cı´ch krocı´ch.
Algorithm 3MCL
Input: orientovany´ nebo neorientovany´ graf, expanznı´ parametr e a inflacˇnı´ parametr r.
Output: prorˇezany´ graf se shluky
1: vytvorˇı´me asociacˇnı´ matici
2: prˇida´me smycˇku kazˇde´mu prvku na sebe same´ho
3: matici normujeme
4: umocnı´me matici na expanznı´ parametr e
5: provedeme operaci inflace uvedenou v definici 3.2
6: opakujeme kroky 5 a 6 dokud matice nezkonverguje
7: interpretujeme vy´sledky s nalezeny´mi shluky
Prˇida´nı´ smycˇek na sebe same´ho je volitelna´ volba. Prˇida´va´ se z du˚vodu, zˇe sude´
mocniny matice zkreslujı´ vy´sledky u jednoduchy´ch cest.
Algoritmus koncˇı´, kdyzˇmatice zkonverguje. Obvykle vznikne v kazˇde´m sloupci jedno
nebo neˇkolik cˇı´sel, jejichzˇ soucˇet je roven 1. Matice zkonverguje velmi rychle, obvykle
stacˇı´ jen pa´r iteracı´ algoritmu [10]. Na prˇı´kladu nı´zˇe lze videˇt pu˚vodnı´ matici sousednosti
a vy´slednou zkonvergovanou matici. Na obra´zku 9 mu˚zˇeme videˇt vy´sledny´ graf.
0 1 0 0 0 1 1 0 0 0
1 0 1 0 1 0 0 0 0 0
0 1 0 1 1 0 0 0 0 0
0 0 1 0 0 0 0 1 1 0
0 1 1 0 0 0 1 1 0 0
1 0 0 0 0 0 0 0 0 1
1 0 0 0 1 0 0 0 0 1
0 0 0 1 1 0 0 0 1 0
0 0 0 1 0 0 0 1 0 0
0 0 0 0 0 1 1 0 0 0

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
1.0 −− −− −− −− 1.0 1.0 −− −− 1.0
−− −− −− −− −− −− −− −− −− −−
−− −− −− −− −− −− −− −− −− −−
−− −− −− −− −− −− −− −− −− −−
−− 1.0 1.0 −− 1.0 −− −− −− −− −−
−− −− −− −− −− −− −− −− −− −−
−− −− −− −− −− −− −− −− −− −−
−− −− −− 0.5 −− −− −− 0.5 0.5 −−
−− −− −− 0.5 −− −− −− 0.5 0.5 −−
−− −− −− −− −− −− −− −− −− −−

Obra´zek 9: Vy´sledek MCL shlukova´nı´
Prˇi interpretaci vy´sledku˚ je du˚lezˇity´mpojmemAttractor. Attractorma´ prˇi konvergenci
smycˇku sa´m na sebe a „prˇitahuje“ k sobeˇ vsˇechny prvky patrˇı´cı´ do stejne´ho shluku.
Interpretacı´ vy´sˇe uvedene´ matice vznikly trˇi shluky {1, 6, 7, 10} , {2, 3, 5} a {4, 8, 9}.
3.8 Modularita
Modularita uda´va´ kvalitu rozdeˇlenı´ grafu neboli v nasˇem prˇı´padeˇ kvalitu shlukova´nı´.
Je zalozˇena na mysˇlence porovna´va´nı´ hustoty hran uvnitrˇ shluku˚ s celkovy´m pocˇtem
hran. V te´to diplomove´ pra´ci bude pouzˇita v kapitole 6, kdy budeme porovna´vat ru˚zne´
nastavenı´ shlukovacı´ch algoritmu˚ s vypocˇtenou modularitou.
Vstupem je neorientovany´ graf G = (V,E) s n = |V | vrcholy a m = |E| hranami.
|E(C)| je pocˇet hran v clusteru (shluku) C. Shluk musı´ by´t nenulovy´, tj. musı´ obsahovat
asponˇ jeden vrchol.

v∈C
deg(v) je suma stupnˇu˚ vrcholu˚ ve shluku C. Celkovy´ pocˇet hran
v grafu oznacˇı´mem [3].
q(C) =

C∈C
 |E(C)|
m
−


v∈C
deg(v)
2m
2

Vy´sledkem je cˇı´slo ⟨0, 1⟩, kdy q = 0 znamena´ slabou kvalitu shluku˚. Znamena´ to,
zˇe pocˇet bezkomunitnı´ch hran je prˇı´lisˇ velky´. Naopak q = 1 znacˇı´ silnou strukturu uvnitrˇ
shluku. V praxi se ukazuje, zˇe hodnoty modularity se pohybujı´ veˇtsˇinou mezi 0,3-0,7 [9].
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4 Extrakce diskuznı´ho fo´ra
Tato kapitola budepojedna´vat o extrakci dat z diskuznı´ho fo´ra. Jedna´ se o verˇejne´ diskuznı´
fo´rum se zameˇrˇenı´mna notebooky. Rozebereme si postupprˇi zpracova´nı´, na´vrh databa´ze,
extrakci dat s pouzˇitı´m jednoduche´ho programu a u´pravu dat do souboru.
4.1 Internetove´ fo´rum notebooky-forum.notebook.cz
Jak je jizˇ z na´zvu patrne´, jedna´ se o diskuznı´ fo´rum zameˇrˇene´ na notebooky. Fo´rum spada´
pod stra´nkuwww.notebook.cz. Provoz byl zaha´jen v kveˇtnu roku 2006 a jeho na´vsˇteˇvnost
v poslednı´ch letech sta´le roste. Pocˇet prˇı´speˇvku˚ k dnesˇnı´mu dni vysˇplhal na slusˇny´ch
310 tisı´c a jeho pru˚meˇrny´ dennı´ prˇı´ru˚stek je 125 prˇı´speˇvku˚. Na fo´ru je registrova´no
prˇes 22 tisı´c uzˇivatelu˚, ovsˇem hodneˇ lidı´ zde chodı´ jen cˇı´st a ke cˇtenı´ nepotrˇebujı´ by´t
zaregistrova´ni.
4.2 Sezna´menı´ s fo´rem
Fo´rum beˇzˇı´ na phpBB syste´mu, cozˇ je open source syste´m pro diskuznı´ fo´rum. Je vy-
tvorˇeny´ v PHP a vyuzˇı´va´ databa´zi MySQL cˇi PostgreSQL.
Kazˇdy´, kdo ma´ za´jem se zu´cˇastnit diskuze na fo´ru, musı´ by´t zaregistrova´n. Registrace
je samozrˇejmeˇ zdarma, uzˇivatel jen musı´ vyplnit neˇkolik u´daju˚. Nejdu˚lezˇiteˇjsˇı´ z nich
je login. Musı´ by´t unika´tnı´ pro cele´ fo´rum. Da´le si uzˇivatel mu˚zˇe, ale nenı´ to povinnostı´,
vyplnit kontaktnı´ u´daje. U kazˇde´ho uzˇivatele se eviduje celkovy´ pocˇet prˇı´speˇvku˚.
Fo´rum je rozdeˇleno do neˇkolika tematicky rozdı´lny´ch kategoriı´. Nejoblı´beneˇjsˇı´ ka-
tegoriı´ je vy´beˇr notebooku, do ktere´ prˇispı´va´ suvere´nneˇ nejvı´ce uzˇivatelu˚. Da´le jsou
take´ oblı´bene´ kategorie ty´kajı´cı´ se jednotlivy´ch znacˇek notebooku. Zde se podle pocˇtu
prˇı´speˇvku˚ da´ vydedukovat jednak oblı´benost znacˇek notebooku nebo naopak prˇı´lisˇna´
poruchovost. Z ostatnı´ch kategoriı´ mu˚zˇeme da´le uve´st kategorie ty´kajı´cı´ se hardwaru,
operacˇnı´ch syste´mu˚, her cˇi inzerci.
Kazˇda´ kategorie obsahuje ru˚zna´ te´mata, ty´kajı´cı´ se dane´ kategorie. Te´ma zakla´da´
registrovany´ uzˇivatel a snazˇı´ se pomocı´ vhodne´ho na´zvu prˇila´kat dalsˇı´ diskutujı´cı´, kterˇı´
by mu mohli pomoci s jeho proble´mem. Neˇkdy se nemusı´ jednat ani o proble´m, stacˇı´
navrhnout te´ma a diskutujı´cı´ zacˇnou psa´t sve´ na´zory.
Pokud chce uzˇivatel reagovat na neˇktere´ te´ma, musı´ napsat prˇı´speˇvek. Kazˇdy´ prˇı´speˇ-
vek se skla´da´ z textu cˇi obra´zku a da´le obsahuje login autora prˇı´speˇvku, datum zalozˇenı´
prˇı´speˇvku a identifikacˇnı´ cˇı´slo te´matu, do ktere´ho patrˇı´.
4.3 Databa´ze
Pro ukla´da´nı´ dat jsme zvolili databa´zi MySQL v nı´zˇ jsme vytvorˇili tabulky Kategorie,
Tema, Prispevek a User. Kazˇda´ tabulka a se skla´dala z na´sledujı´cı´ch atributu˚:
• id - jednoznacˇne´ identifikacˇnı´ cˇı´slo,
• na´zev - popis,
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• datum - datum vzniku za´znamu.
Blı´zˇe je databa´zove´ sche´ma, vcˇetneˇ vztahu˚, videˇt na obra´zku 10.
Obra´zek 10: Sche´ma databa´ze pro ulozˇenı´ dat z internetove´ho fo´ra
4.4 Program pro extrakci dat
Programpro extrakci dat jsme implementovali v programovacı´m jazyce Java. Jeho princip
je velice jednoduchy´. Za´kladem byla dobra´ znalost struktury fo´ra, HTML ko´du a regula´r-
nı´ch vy´razu˚.
Jak bylo zmı´neˇno vy´sˇe, kazˇde´ te´ma ma´ sve´ unika´tnı´ identifikacˇnı´ cˇı´slo. Toto cˇı´slo
je soucˇa´stı´ URLadresy jako atribut. Identifikacˇnı´ cˇı´slo te´matu nenı´ nic jine´ho nezˇ porˇadove´
cˇı´slo te´matu. Tedy prvnı´ zalozˇene´ te´ma meˇlo cˇı´slo 1 a nejnoveˇjsˇı´ ma´ uzˇ cˇı´slo kolem
310 tisı´c. Stacˇilo tedy inkrementovat atribut v URL adrese a zı´skali jsme pro kazˇde´ te´ma
vy´pis prˇı´speˇvku˚. Jedine´ co bylo trˇeba hlı´dat, byla vı´cestra´nkova´ te´mata. Pokud te´ma
obsahuje vı´ce jak 15 prˇı´speˇvku˚, je rozdeˇleno na vı´ce stra´nek po 15. Ovsˇem rˇesˇenı´ bylo opeˇt
jednoduche´. Prˇidali jsme jednupodmı´nku, ktera´ pomocı´ regula´rnı´hovy´razukontrolovala,
zda na konci vy´pisu prˇı´speˇvku˚ je odkaz na dalsˇı´ stra´nku. Pokud ano, program da´le
prohleda´val prˇı´speˇvky v te´matu, pokud ne, skoncˇil prohleda´va´nı´ a sˇel na dalsˇı´ te´ma.
Zı´skany´ zdrojovy´ ko´d bylo nutne´ pomocı´ regula´rnı´ch vy´razu˚ prohledat a nale´zt
vsˇechny na´mi hledane´ hodnoty ty´kajı´cı´ se prˇı´speˇvku˚. Jedna´ se o login prˇispı´vajı´cı´ho,
datumzalozˇenı´ prˇı´speˇvku, id te´matu a idprˇı´speˇvku.Nalezena´ data jsmeukla´dali doprˇed-
prˇipravene´ databa´ze.
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Po prohleda´nı´ vsˇech prˇı´speˇvku˚ bylo nutno doplnit tabulku kategorie. Jednotlive´ kate-
gorie s popisem a identifikacˇnı´m cˇı´slem byly podobny´m zpu˚sobem extrahova´ny z hlavnı´
stra´nky fo´ra.
U uzˇivatelu˚ byla situace podobna´ jako u te´mat. Kazˇdy´ uzˇivatel ma´ stra´nku se svy´m
profilem. URL adresa tohoto profilu koncˇı´ atributem, jehozˇ cˇı´slo znamena´ identifikacˇnı´
cˇı´slo uzˇivatele. Toto cˇı´slo opeˇt stacˇilo inkrementovat a zı´skali jsme postupneˇ vsˇechny pro-
fily uzˇivatelu˚ na fo´ru. Pomocı´ regula´rnı´ch vy´razu˚ jsme extrahovali login, datum zalozˇenı´
profilu a pocˇet prˇı´speˇvku˚ dane´ho uzˇivatele.
4.5 U´prava dat
Surova´ data zı´skana´ extrakcı´ fo´ra nejsou vhodna´ pro funkci shlukovacı´ch algoritmu˚.
Potrˇebujeme je prˇipravit do podoby vektorove´ho datove´ho modelu.
Pro tyto potrˇeby jsme zvolili porovna´nı´ uzˇivatelu˚ fo´ra podle prˇı´speˇvku˚ v jednotlivy´ch
kategoriı´ch. Vytvorˇili jsme v databa´zi novou tabulku, kde kazˇdy´ uzˇivatel tvorˇı´ za´znam
a jeho atributy jsou pocˇty prˇı´speˇvku˚ v ru˚zny´ch kategoriı´ch fo´ra. Vznikla tabulka o 22 ti-
sı´cı´ch za´znamech a 28 atributech.
S teˇmito daty se jizˇ da´ pracovat, nicme´neˇ obsahujı´ velke´mnozˇstvı´ prˇebytecˇny´ch u´daju˚.
Jedna´ se o data, kde uzˇivatel neprˇispeˇl do neˇjake´ kategorie zˇa´dny´m prˇı´speˇvkem. Protozˇe
je teˇchto dat velka´ veˇtsˇina, mu˚zˇeme tato data vypustit. Data proto ulozˇı´me do textove´ho
souboru ve formeˇ rˇı´dke´ matice. Kazˇdy´ rˇa´dek prˇedstavuje jednoho uzˇivatele a data jsou
za sebouulozˇenyvna´sledujı´cı´ podobeˇ „sloupec : pocˇet prˇı´speˇvku˚“.Vynecha´nı´mnulovy´ch
hodnot se vy´razneˇ snı´zˇı´ velikost dat a algoritmy pak mohou pracovat rychleji.
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5 Implementace shlukovacı´ch algoritmu˚
V na´sledujı´cı´ch podkapitola´ch si rozebereme postup prˇi implementaci shlukovacı´ch al-
goritmu˚. Popı´sˇeme prostrˇedı´ a funkce, ktere´ umozˇnˇuje aplikace. Popı´sˇeme take´, jake´ pro-
ble´my se vyskytly prˇi implementaci a jake´ jsme zvolili rˇesˇenı´. Kapitola obsahuje i diagram
trˇı´d, na neˇmzˇ je dobrˇe videˇt funkce aplikace a ktere´ trˇı´dy spolu spolupracujı´.
5.1 Pracovnı´ prostrˇedı´
Pro implementaci shlukovacı´ch algoritmu˚ jsme zvolili prostrˇedı´ Visual Studio 2010. Jako
programovacı´ jazyk byl zvolen C#. Bylo na´m jasne´, zˇe pro uzˇivatelsky´ komfort a na-
stavova´nı´ parametru˚ shlukovacı´ch algoritmu˚ budeme muset prˇijı´t s vhodny´m graficky´m
prostrˇedı´m. Konzolovou aplikaci jsme tudı´zˇ zavrhli a vytvorˇili aplikaci pouzˇı´vajı´cı´ roz-
hranı´ WindowsForms. Uka´zku aplikace si mu˚zˇete prohle´dnout nı´zˇe na obra´zku 11.
Obra´zek 11: Uka´zka aplikace
5.2 Popis funkcı´ a mozˇnosti aplikace
Z obra´zku 11 je patrne´, zˇe aplikace je sice pomeˇrneˇ jednoducha´, nicme´neˇ mozˇnostı´ k na-
stavenı´ je zde pomeˇrneˇ hodneˇ. Nejdu˚lezˇiteˇjsˇı´m prvkem je samozrˇejmeˇ mozˇnost vy´beˇru
shlukovacı´ho algoritmu. Jsou zde na vy´beˇr trˇi mozˇnosti a to K-means, Fuzzy C-means
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a Markov Cluster algorithm (MCL). V hornı´ cˇa´sti aplikace je tlacˇı´tko na vy´beˇr souboru
s daty. Volba vhodne´ho datove´ho souboru bude popsa´na v jine´ cˇa´sti te´to kapitoly. Ne-
vhodneˇ zvoleny´ datovy´ soubor samozrˇejmeˇ skoncˇı´ chybovy´m hla´sˇenı´m.
K vektorovy´m shlukovacı´m algoritmu˚m jsou na vy´beˇr trˇi metody pro porovna´va´nı´
objektu˚. Jedna´ se o Euklidovskou mı´ru, kosinovu podobnost a Jaccardovu podobnost.
V prave´ cˇa´sti aplikace se nastavuje pocˇet shluku˚ a je zde take´ mozˇnost si vybrat, jestli
budou pocˇa´tecˇnı´ strˇedy inicializova´ny na´hodneˇ cˇi vylepsˇenou metodou vy´beˇru strˇedu˚.
Da´le je zdemozˇnost vyplnit polı´cˇko threshold. Threshold je hodnota, kterou uzˇ algoritmy
nebudou bra´t v potaz. Jedna´ se hlavneˇ o vyloucˇenı´ odlehly´ch hodnot, ktere´ by vy´razneˇ
zkreslily konecˇny´ vy´sledek. K thresholdu se va´zˇe tlacˇı´tko Analy´za, ktere´ spustı´ analy´zu
vybrany´ch dat s vybranoumetodou. Na vy´sledne´m grafu hodnot, ktere´ vyjadrˇujı´ vypocˇı´-
tane´mı´ry vzda´lenostı´ cˇi podobnostı´ mezi objekty,mu˚zˇeme vycˇı´st hodnoty odlehly´ch hran
a stanovit threshold. Threshold nenı´ povinny´ parametr, nicme´neˇ doporucˇujeme udeˇlat
prˇed spusˇteˇnı´m algoritmu˚ analy´zu dat. Zı´ska´me tı´m asponˇ zhruba prˇedstavu o shluko-
vany´ch datech.
Grafovy´ shlukovacı´ algoritmus MCL nepotrˇebuje ke sve´mu spra´vne´mu chodu zˇa´dna´
slozˇita´ nastavenı´. Je zde mozˇnost jen nastavit parametr inflate, ktery´ byl popsa´n v teore-
ticke´ cˇa´sti a defaultneˇ je dle doporucˇenı´ autora algoritmu nastaven na 2.
Ve spodnı´ cˇa´sti aplikace je textove´ okno, kde se vypisujı´ informace o shlukovacı´m
procesu. Prˇı´kladem mohou by´t hodnoty strˇedu˚, ktere´ se po kazˇde´ iteraci prˇepocˇı´ta´vajı´.
5.3 Diagram trˇı´d
Na obra´zku 12 nı´zˇe si lze prohle´dnout diagram trˇı´d. Cela´ aplikace se skla´da´ z 15 trˇı´d,
jezˇ jsou mezi sebou ru˚zneˇ prova´zane´. Aplikace vycha´zı´ z hlavnı´ trˇı´dy Main, ktera´ tvorˇı´
formula´rˇ z obra´zku 11, a ktera´ inicializuje ostatnı´ trˇı´dy. Da´le je vzˇdy inicializova´na trˇı´da
s daty, podle toho, ktery´ typ algoritmu je zvolen. Algoritmus MCL pouzˇı´va´ trˇı´du Graf,
kde jsou data ulozˇena ve formeˇ uzlu˚ a hran. K tomuto u´cˇelu slouzˇı´ trˇı´dy Node a Edge.
Algoritmy K-means a Fuzzy C-means vyuzˇı´vajı´ ke sve´mu chodu trˇı´du Data, kde jsou
data ulozˇena ve formeˇ rˇı´dke´ matice. Data jsou nacˇtena a ulozˇena pomocı´ trˇı´dy File, ktera´
spolupracuje s trˇı´dou Color pro vy´slednou barvu shluku˚ v aplikaci Gephi. Da´le je zde
trˇı´da Stred, ktera´ ma´ na starost uchova´va´nı´ pozic strˇedu˚ prˇi pouzˇitı´ vektorovy´ch algo-
ritmu˚. Modularita je pocˇı´ta´na ve trˇı´deˇ Modularita, ktera´ spolupracuje se trˇı´dou Cluster,
jezˇ uchova´va´ jednotlive´ shluky.
5.4 Testovacı´ data a graf
Pro pocˇa´tecˇnı´ vy´voj aplikace jsme meˇli prˇipravena testovacı´ data. Jedna´ se o 30 prvku˚,
jejichzˇ atributy jsou sourˇadniceX,Y , a jdou jednodusˇe vykreslit ve dvoudimenziona´lnı´m
prostoru. Tato data byla za´meˇrneˇ sestavena tak, aby tvorˇila trˇi vy´razneˇjsˇı´ shluky, a mezi
neˇ jsme dali pa´r „zbloudily´ch“ prvku˚.
Za´rovenˇ jsme vytvorˇili trˇı´du Graf, ktera´ tyto prvky vykreslila. Kazˇdy´ prvek ma´ barvu
podle toho, ke ktere´mu strˇedu to ma´ nejblı´zˇe nebo je mu nejvı´ce podobny´.
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Obra´zek 12: Diagram trˇı´d
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Strˇedy jsou zna´zorneˇny velky´m cˇerny´m puntı´kem. Na obra´zku 13 mu˚zˇeme videˇt cely´
proces algoritmuK-means. Od pocˇa´tecˇnı´ho vy´beˇru strˇedu˚, prˇirˇazenı´ do shluku˚ azˇ po prˇe-
pocˇı´ta´nı´ center shluku˚.
Obra´zek 13: K-means, 3 iterace
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5.5 Implementace K-means
Algoritmus K-means pracuje s maticı´ vzda´lenosti, cozˇ prˇedstavuje pro veˇtsˇı´ mnozˇstvı´ dat
velkou procesorovou za´teˇzˇ a klade velke´ pameˇt’ove´ na´roky na vy´bavu pocˇı´tacˇe. Proto
jsme zvolili za´pis dat v podobeˇ rˇı´dke´ matice. Rˇı´dka´ matice znamena´, zˇe jsou pouzˇity
jen nenulove´ hodnoty, ktere´ jsou zapsa´ny ve forma´tu „sloupec:hodnota“. Tyto dvojice
hodnot jsou zapsa´ny za sebou a oddeˇleny obycˇejnou mezerou. Novy´ rˇa´dek znamena´
novy´ prvek a nove´ atributy. U´spora pameˇti a na´sledneˇ procesorove´ho cˇasu se v prˇı´padeˇ
fo´ra, ktere´ ma´ zhruba 22 tisı´c uzˇivatelu˚, projevila velmi vy´razneˇ. Du˚vodem je, zˇe jsme
rozdeˇlili fo´rum na 28 sekcı´ (atributu˚) a zjisˇt’ovali, kolik prˇı´speˇvku˚ meˇl uzˇivatel v dane´
sekci. Valna´ veˇtsˇina uzˇivatelu˚ se spokojila jen s jednı´m prˇı´speˇvkem, a kdyzˇ uzˇ napsali
prˇı´speˇvku˚ vı´ce, tak veˇtsˇinou do stejne´ kategorie. Proto kdybychom nepouzˇili za´pis dat
v rˇı´dke´ matici, obsahoval by za´pis zbytecˇneˇ 27 nul a jen jedno podstatne´ cˇı´slo.
S ohledem na za´pis dat v rˇı´dke´ matici jsme museli zvolit i tomu odpovı´dajı´cı´ datovou
strukturu prˇi implementaci. Situaci jsme vyrˇesˇili pomocı´ trˇı´dy Data. Trˇı´da Data obsahuje
kromeˇ jiny´ch pomocny´ch promeˇnny´ch dva seznamy. Jeden pro seznam vsˇech uzˇivatelu˚
a jeden pro seznam strˇedu˚. Trˇı´da User, definujı´cı´ jednoho uzˇivatele, obsahuje seznam jeho
atributu˚. Trˇı´du atributu˚ jsme nazvali XY , kde X znamena´ sloupec (kategorii fo´ra) a Y
je pocˇet prˇı´speˇvku˚. Tı´mto je zarucˇeno, zˇe kazˇdy´ uzˇivatel obsahuje seznam vsˇech svy´ch
nenulovy´ch hodnot prˇı´speˇvku˚.
Pro kazˇdy´ typ metody pro porovna´va´nı´ objektu˚ jsme museli implementovat funkci,
ktera´ koresponduje se vzorcem v teoreticke´ cˇa´sti te´to pra´ce. Cozˇ nebylo zcela jednoduche´,
zejme´na z toho du˚vodu, zˇe kazˇdy´ objekt meˇl jiny´ pocˇet atributu˚. Tyto atributy se navı´c
musely shodovat v kategorii, cozˇ taky ne vzˇdy platilo. Proto jsou metody pro vy´pocˇet
vzda´lenostı´ cˇi podobnostı´ plne´ podmı´nek a optimalizova´ny na co nejrychlejsˇı´ pru˚chod
ko´dem.
Podobnostnı´metody jsmepro spra´vnou funkci algoritmuK-means prˇeva´deˇli na vzda´-
lenost pomocı´ vztahu D = 1− S. Pro podobnost i vzda´lenost platı´ neprˇı´ma´ u´meˇra. Cˇı´m
je podobnost veˇtsˇı´, tı´m veˇtsˇı´ je shoda mezi objekty a jsou si vı´ce podobne´. U vzda´lenosti
je tomu prˇesneˇ naopak. Mensˇı´ vzda´lenost mezi objekty znamena´, zˇe jsou si vı´ce podobne´.
Cely´ algoritmus pracuje iterativneˇ v cyklu, kdy se kontroluje, zda prˇepocˇı´tane´ strˇedy
jsou shodne´ se strˇedy z minule´ iterace. Pokud jsou shodne´, znamena´ to, zˇe algoritmus
uzˇ se nebude da´le prˇepocˇı´ta´vat, strˇedy se uzˇ nikam neposunou a mu˚zˇe skoncˇit. Pokud
nejsou shodne´, algoritmus zacˇne dalsˇı´ iteraci. Pocˇet iteracı´ lze vy´razneˇ snı´zˇit vhodny´m
vy´beˇrem pocˇa´tecˇnı´ch strˇedu˚.
Pro vy´beˇr pocˇa´tecˇnı´ch strˇedu˚ ma´me k dispozici dveˇ metody. Jedna, ktera´ na´hodneˇ
vybere objekty, jenzˇ se stanou pocˇa´tecˇnı´mi strˇedy. Tatometoda je sice rychla´ a jednoducha´
na implementaci. Nevy´hodou je, zˇe mu˚zˇe vybrat podobne´ objekty a tı´m znehodnotit
vy´sledek shlukova´nı´, prˇı´padneˇ prodlouzˇit dobu vy´pocˇtu. Druha´, progresivneˇjsˇı´ metoda
je sice na´rocˇneˇjsˇı´, ale v konecˇne´m du˚sledku mu˚zˇe usˇetrˇit cˇas a zlepsˇit kvalitu shluku˚.
Funguje na principu hleda´nı´ nejvzda´leneˇjsˇı´ch prvku˚ od uzˇ vyhledany´ch strˇedu˚.
Vy´stupem analy´zy je soubor, ktery´ umozˇnı´ na´slednou vizualizaci pomocı´ Gephi. Da-
tovy´ soubor pro Gephi mu˚zˇe mı´t neˇkolik forma´tu˚. My jsme zvolili forma´t GDF, ktery´ ma´
strukturu podobnou definici grafu. Nejdrˇı´ve se definujı´ vrcholy. Povinny´ je pouze na´zev,
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barva a prˇı´padneˇ velikost zobrazene´ho vrcholu jsou volitelne´ atributy. Pote´ na´sledujı´
hrany a jejich va´hy. Zde se va´hou myslı´ podobnost mezi objekty. Prˇi pouzˇitı´ euklidovske´
vzda´lenosti je potrˇeba tuto vzda´lenost znormovat a prˇeve´st na podobnost. Normova´nı´m
je mysˇleno nale´zt maxima´lnı´ hodnotu, kterou na´sledneˇ podeˇlı´me ostatnı´ vzda´lenosti.
Zı´ska´me tı´m cˇı´slo v intervalu < 0, 1 >, ktere´ odecˇteme od 1 a dostaneme podobnost.
U podobnostnı´ch metod se hodnoty normovat nemusı´. Uka´zku jednoduche´ struktury
gdf souboru mu˚zˇete videˇt nı´zˇe ve vy´pisu 1.
nodedef> name VARCHAR, color VARCHAR, width float
a ,’255,0,0’, 4.0
b ,’0,255,0’, 5.0
c ,’0,255,0’, 6.0
d ,’255,0,0’, 4.0
edgedef> node1 VARCHAR, node2 VARCHAR, weight float
a,b,0.5
a,c,1
a,d,0.8
Vy´pis 1: Uka´zka GDF souboru
Prˇi vy´pisudo souboru se za´rovenˇ pocˇı´ta´ imodularita.Modularita je popsa´navkapitole
3 a slouzˇı´ k zı´ska´nı´ kvality shlukova´nı´. Scˇı´ta´me va´hu hran uvnitrˇ shluku˚ a celkovou va´hu
vsˇech hran. Vy´sledkymodularity se potom spolu s pocˇtem iteracı´ vyhodnocujı´ v kapitole
s experimenty.
Du˚lezˇity´m prvkem prˇi vy´pisu dat do souboru je threshold. Jedna´ se o omezujı´cı´
hodnotu podobnosti, ktera´ zarucˇuje, zˇe nebudou pouzˇity hrany s hodnotou nizˇsˇı´, nezˇ
je threshold. Threshold je zde z toho du˚vodu, aby se zabra´nilo prˇehlcenı´ dat slaby´mi
mezishlukovy´mi hranami. Ve shlucı´ch ma´ threshold jen polovicˇnı´ hodnotu.
5.6 Implementace Fuzzy C-means
Algoritmus Fuzzy C-means vycha´zı´ z algoritmu K-means, ale oproti neˇmu je robustneˇjsˇı´
a ma´ vı´ce pouzˇitı´. Nejveˇtsˇı´ rozdı´l je v interpretaci vy´sledku˚. K-means prˇirˇazuje objekt
pra´veˇ do jednoho shluku, zatı´mco Fuzzy C-means uda´va´ mı´ru prˇı´slusˇnosti ke kazˇde´mu
shluku.
Implementace se od K-means prˇı´lisˇ nelisˇila a da´ se rˇı´ci, zˇe obeˇ trˇı´dy jsou dost podobne´.
Nejdu˚lezˇiteˇjsˇı´ zmeˇny se ty´kajı´ hodnot, se ktery´mi se pracuje. U K-means jsme pouzˇı´vali
jen vzda´lenost, ale u Fuzzy C-means se navı´c pocˇı´ta´ i s mı´rami prˇı´slusˇnosti k jednotlivy´m
shluku˚m. Mı´ru prˇı´slusˇnosti k jednotlivy´m shluku˚m jsme pocˇı´tali na´sledujı´cı´m zpu˚so-
bem. Secˇetli jsme vzda´lenosti ke strˇedu˚m shluku˚ a na´sledny´m podeˇlenı´m jsme zı´skali
procentua´lnı´ pomeˇr k dane´mu shluku.
Jelikozˇ algoritmus Fuzzy C-means nema´ striktneˇ prˇirˇazene´ objekty do shluku˚, neda´
se zcela jednodusˇe spocˇı´tat modularita. Nicme´neˇ jsme se pokusili asponˇ o vizualizaci
vy´sledny´ch shluku˚ v Gephi. V Gephi je mozˇne´ nastavit vrcholu˚m barvu v modelu RGB.
V K-means jsou vrcholy vybarveny podle prˇı´slusˇnosti ke shluku˚m, ale zde jsme se barvy
pokusili namı´chat podle procentua´lnı´ prˇı´slusˇnosti ke shluku˚m. Prˇedstava byla takova´,
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zˇe vrchol patrˇı´cı´ stejny´m pomeˇrem do dvou shluku˚ zı´ska´ barvu, jezˇ vzejde smı´cha´nı´m
barev obou shluku˚. Tı´mto jsme docı´lili zajı´mave´ho mixu barev.
Dalsˇı´ veˇcı´, kterou jsme realizovali v ra´mci algoritmu Fuzzy C-means, byl vy´pocˇet
pocˇtu prˇı´speˇvku˚ pro jednotlive´ uzˇivatele. Kazˇdy´ uzˇivatel na fo´ru napsal neˇjaky´ prˇı´speˇvek,
neˇkdo vı´ce, neˇkdome´neˇ. Aby graficka´ vizualizace odpovı´dala jesˇteˇ vı´ce realiteˇ a uzˇivatele´
s vı´ce prˇı´speˇvky byli vı´ce videˇt, implementovali jsme funkci, ktera´ pomeˇroveˇ podle pocˇtu
prˇı´speˇvku˚ zvy´raznˇovala cˇasteˇji prˇispı´vajı´cı´ uzˇivatele. Tato funkce prˇirˇazovala do vy´pisu
pro Gephi cˇı´slo, ktere´ uda´va´ velikost vykreslene´ho vrcholu.
5.7 Implementace Markov Cluster algorithm
Markov Cluster algorithm je shlukovacı´ algoritmus pracujı´cı´ s daty ve formeˇ ohodnoce-
ne´ho grafu. Vstupem je datovy´ soubor, kde na kazˇde´m nove´m rˇa´dku je hrana, reprezento-
vana´ dveˇma vrcholy. Tyto vrcholy jsou oddeˇleny tabula´torem. Za nimi neˇkdy by´va´ i va´ha
hrany. Grafy se da´le deˇlı´ na orientovane´ a neorientovane´.My jsme v nasˇich experimentech
pouzˇı´vali vy´hradneˇ neorientovane´ hrany.
Pro datovou strukturu tvorˇı´cı´ graf, jsme prˇipravili neˇkolik trˇı´d. Hlavnı´ trˇı´dou se stala
trˇı´da Graf, ktera´ jak je uzˇ z na´zvu patrne´ zapouzdrˇovala celou strukturu grafu. Za´kladem
te´to trˇı´dy je slovnı´k (Dictionary) obsahujı´cı´ vsˇechny vrcholy. Slovnı´k je datova´ kolekce,
umozˇnˇujı´cı´ efektivnı´m zpu˚sobem vyhleda´vat pozˇadovanou hodnotu. Tvorˇı´ ho dvojice
„klı´cˇ:hodnota“. Klı´cˇ je unika´tnı´, cozˇ z neˇj deˇla´ idea´lnı´ho reprezentanta vrcholu˚. Hodnotu
v nasˇem prˇı´padeˇ prˇedstavuje instance trˇı´dy Node. Node je trˇı´da, ktera´ definuje jednotlive´
vrcholy a obsahuje pomocne´ promeˇnne´ pro shlukova´nı´ a vy´pocˇet modularity. Ovsˇem
za´klademtrˇı´dyNode je opeˇt slovnı´k, ale tentokra´t obsahujı´cı´ instanci trˇı´dyEdge, definujı´cı´
jednotlive´ hrany.
Samotny´ algoritmus pracuje v neˇkolika krocı´ch. Nejdrˇı´ve prˇicha´zı´ na rˇadu normova´nı´
prˇipojeny´ch vrcholu˚ v matici sousednosti. Normova´nı´m myslı´me prˇepocˇı´ta´nı´ vah hran
takovy´m zpu˚sobem, zˇe secˇteme vsˇechny va´hy hran vrcholu a tyto va´hy pak podeˇlı´me
celkovy´m soucˇtem. Zı´ska´me tı´m normovanou matici sousednosti, ktere´ se taky rˇı´ka´ sto-
chasticka´ matice.
Dalsˇı´m krokem algoritmu je tzv. expanze neboli mocneˇnı´ matice. Tato hodnota je dle
doporucˇenı´ autora defaultneˇ nastavena na e = 2. Mezivy´sledky uchova´va´me v pomoc-
ny´ch promeˇnny´ch trˇı´dy Edge.
Na´sleduje operace inflace, ktera´ ma´ za u´kol opeˇt znormovat umocneˇnou matici. Jejı´
princip je jednoduchy´. Uzˇ umocneˇnoumatici opeˇt umocnı´, ovsˇem ne celou, ale jen jednot-
live´ prvky matice zvla´sˇt’. Nastavuje se pomocı´ parametru inflate v hlavnı´m okneˇ aplikace
a veˇtsˇinou se volı´ hodnoty v rozmezı´ < 2, 3 >. Pote´ uzˇ na´sleduje zminˇovane´ normova´nı´
matice. Vy´sledkem te´to metody je, zˇe silneˇjsˇı´ hrany budou silneˇjsˇı´ a slabsˇı´ hrany budou
sla´bnout.
Kroky expanze a inflace beˇzˇı´ v cyklu takdlouho, dokudmatice nezkonverguje. Ke kon-
vergenci se dostaneme veˇtsˇinou jizˇ po pa´r iteracı´ch. Matice se jizˇ nada´le nemeˇnı´ a pro ka-
zˇdy´ sloupec zu˚stanou jennejsilneˇjsˇı´ hrany, ktere´ pote´ analyzujeme. Prohleda´mediagona´lu
zkonvergovane´matice a hleda´menenulove´ prvky, ktere´ se stanou tzv. attractory.Attractor
znamena´, zˇe na sebe va´zˇe ostatnı´ hrany a spolecˇneˇ tvorˇı´ jeden shluk. Postupneˇ tedy pro-
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hleda´va´me matici a prˇirˇazujeme nenulove´ prvky k jednotlivy´m attractoru˚m. Vznikly´m
shluku˚m pote´ jen prˇirˇadı´me cˇı´slo shluku a vypı´sˇeme.
Vy´pis prova´dı´me opeˇt ve formeˇ GDF souboru pro vizualizacˇnı´ program Gephi.
5.8 Implementace modularity
Soucˇa´stı´ vy´voje shlukovacı´ch algoritmu˚ je i trˇı´da pocˇı´tajı´cı´ modularitu. Modularita na´m
uda´va´ kvalitu shlukova´nı´. Na´zev te´to trˇı´dy je Modularita.
Trˇı´dama´ dva konstruktory, jeden pro K-means a druhy´ proMCL. Soucˇa´stı´ MCL veˇtve
jsou i metody prˇirˇazenı´ do shluku˚ a pocˇı´ta´nı´ vah hran. Pro shluky je vytvorˇena trˇı´da
Cluster, kterou tvorˇı´ promeˇnna´ attractor, definujı´cı´ prˇedstavitele shluku a da´le promeˇnne´
pro soucˇty vah hran uvnitrˇ shluku nebo soucˇty vah vrcholu˚.
Na za´veˇr je pro kazˇdy´ shluk zvla´sˇt’ spocˇı´ta´na modularita a jejich soucˇet je ulozˇen
do trˇı´dy zapouzdrˇujı´cı´ data, s nimizˇ se pracovalo.
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6 Experimenty a vizualizace
V te´to kapitole se budeme zaby´vat experimenty s implementovany´mi algoritmy. Budeme
hodnotit kvalitu shlukova´nı´ a porovna´vat s vizualizacˇnı´m programem Gephi. Kazˇdy´ ex-
periment je slovneˇ vysveˇtlen a jsou vyvozeny za´veˇry. Nejdrˇı´ve v te´to kapitole provedeme
analy´zu exportovane´ho internetove´ho fo´ra a pote´ si prˇedstavı´me vizualizacˇnı´ program
Gephi. Da´le uzˇ prˇijdou na rˇadu zminˇovane´ experimenty, nejdrˇı´ve pro K-means, pote´
prˇedstavı´me graficke´ vizualizace s Fuzzy C-means a nakonec experimenty pro Markov
Cluster algorithm.
6.1 Analy´za dat internetove´ho fo´ra
Internetove´ fo´rum notebooky-forum.notebook.cz patrˇı´, co se ty´ka´ velikosti, spı´sˇe do pru˚-
meˇru. Prˇesto je na neˇm registrova´no prˇes 22 tisı´c uzˇivatelu˚, kterˇı´ uzˇ napsali 310 tisı´c
prˇı´speˇvku˚. Prˇi analy´ze dat jsme ovsˇem zjistili, zˇe pocˇet aktivneˇ prˇispı´vajı´cı´ch nenı´ mnoho.
Na obra´zku 14 mu˚zˇeme videˇt graf, zna´zornˇujı´cı´ pocˇet prˇı´speˇvku˚ jednotlivy´ch uzˇivatelu˚.
Na oseX jsouuzˇivatele´ a na oseY pocˇet prˇı´speˇvku˚. OsaY ma´ zdu˚voduveˇtsˇı´ prˇehlednosti
zvoleno logaritmicke´ meˇrˇı´tko. Z grafu je patrne´, zˇe necela´ polovina uzˇivatelu˚ nenapsala
vı´ce jak jeden prˇı´speˇvek.
Obra´zek 14: Pocˇet prˇı´speˇvku˚ jednotlivy´ch uzˇivatelu˚ fo´ra
Do experimentu˚ jsme zahrnuli jen nejaktivneˇjsˇı´ uzˇivatele z toho du˚vodu, zˇe ma´lo
prˇispı´vajı´cı´ uzˇivatele´ by byli bud’ u´plneˇ stejnı´, nebo by tvorˇili velke´ samostatne´ shluky
a ovlivnili tı´m celou analy´zu. Do datove´ho souboru jsme vybrali tedy jen uzˇivatele,
kterˇı´ napsali vı´ce jak 50 prˇı´speˇvku˚. Bylo to hlavneˇ z du˚vodu, abychom mohli prove´st
objektivnı´ testy a vy´sledky porovnat v Gephi, ktere´ ma´ jiste´ pameˇt’ove´ omezenı´, o ktere´m
se zminˇujeme v podkapitole Gephi nı´zˇe.
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Druhy´ datovy´ soubor byl tvorˇen sedmi sty na´hodneˇ vybrany´mi uzˇivateli fo´ra. Pocˇet
sedmi set uzˇivatelu˚ byl zvolen proto, protozˇe pocˇet hran, kdy kazˇdy´ uzˇivatel meˇl vazbu
na vsˇechny ostatnı´ uzˇivatele, odpovı´dal zhruba hranici, kolem ktere´ Gephi bylo schopno
jesˇteˇ vra´tit neˇjake´ vy´sledky.
6.2 Gephi
Pro vizualizaci vy´sledny´ch shluku˚ cˇi vykreslenı´ sı´teˇ jsme vybrali open source program
Gephi. Tentoprogram je napsa´n vprogramovacı´m jazyce Java a obsahuje spoustu layoutu˚.
Layout je algoritmuspro ru˚zne´ vykreslenı´ grafu.Naprˇı´kladprovizualizaci extrahovane´ho
internetove´ho fo´ra se na´m osveˇdcˇil layout s na´zvem OpenOrd. Tento layout nejvı´ce
odpovı´dal realiteˇ a peˇkneˇ oddeˇloval shluky.
Kazˇdy´ layout obsahuje neˇkolik parametru˚, ktere´ se dajı´ uzˇivatelsky nastavit a ovlivnit
tı´m vykreslenı´. U layoutu OpenOrd byl nejdu˚lezˇiteˇjsˇı´m parametrem Edge Cut, ktery´ jak
uzˇ je z na´zvu patrne´ orˇeza´val hrany. Jelikozˇ Gephi pracuje s podobnostı´, ktera´ je repre-
zentova´na pomocı´ va´hy hran, bylo toto nastavenı´ v intervalu ⟨0, 1⟩. Gephi nebralo v potaz
hrany s mensˇı´ vahou nezˇ nastaveny´ Edge Cut. Defaultneˇ je v Gephi nastavena hodnota
0.8 a tuto hodnotu jsme v ra´mci objektivity vsˇech experimentu˚ nemeˇnili.
Soucˇa´stı´ Gephi jsou i funkce pocˇı´tajı´cı´ ru˚zne´ statistiky v grafu. Jednou z teˇchto funkcı´
je i modularita. Modularita uda´va´ kvalitu shlukova´nı´ tı´m, zˇe porovna´va´ hustotu hran
uvnitrˇ shluku˚ s celkovy´m pocˇtem hran. V Gephi je tato funkce nastavena na hleda´nı´
co nejvysˇsˇı´ modularity. Tuto optima´lnı´ modularitu budeme porovna´vat s modularitou,
ktera´ prˇi shlukova´nı´ vysˇla na´m.
Gephi, jak jsme prˇi testech zjistili, ma´ bohuzˇel i sva´ omezenı´. Nepodarˇilo se na´m
vprogramunacˇı´st vı´ce jak 300 tisı´c hran. Kdyzˇ jsmepostupovali podle na´vodu a zvysˇovali
pameˇt’prˇideˇlenou Javeˇ, Gephi nesˇlo vu˚bec spustit. Proto jsme se rozhodli prˇijmout toto
omezenı´ a vytvorˇit testovacı´ data takovy´m zpu˚sobem, aby data neobsahovala vı´ce jak
300 tisı´c hran. Prˇi experimentechna´s zajı´malo vykreslenı´ socia´lnı´ sı´teˇ prˇes layoutOpenOrd
a vy´sledek optima´lnı´ modularity.
6.3 Experimenty s algoritmem K-means
Cı´lem experimentu˚ bylo proveˇrˇit vsˇechny na´mi naimplementovane´ jednotlive´ funkce
algoritmu K-means. Jednalo se prˇedevsˇı´m o vliv pocˇtu shluku˚ na kvalitu shlukova´nı´
(modularitu). Da´le jsme proveˇrˇovali, jak moc se lisˇı´ na´hodny´ vy´beˇr pocˇa´tecˇnı´ch strˇedu˚
od optimalizovane´ho vy´beˇru. A v neposlednı´ rˇadeˇ na´s zajı´mal vy´beˇr vhodne´ metody
pro porovna´nı´ objektu˚. Byly implementova´ny trˇi tyto metody. Jedna´ se o Euklidovskou
vzda´lenost, kosinovu podobnost a Jaccardova podobnost. Vsˇechny trˇi metody jsme zahr-
nuli do experimentu˚ a kazˇdou zvla´sˇt’vyhodnotili.
Prvnı´ datova´ sada pro experimenty s algoritmem K-means se skla´dala z dat uzˇivatelu˚
fo´ra, kterˇı´ napsali vı´ce jak 50 prˇı´speˇvku˚. Fo´rum se skla´da´ z 28 kategoriı´, do ktery´chmohou
registrovanı´ uzˇivatele´ vkla´dat sve´ prˇı´speˇvky. Pro kazˇde´houzˇivatele jsmevytvorˇili tabulku
s pocˇtem prˇı´speˇvku˚ v jednotlivy´ch kategoriı´ch. Pomocı´ K-means jsme tedy porovna´vali
jednotlive´ uzˇivatele podle toho, do ktere´ kategorie na fo´ru pı´sˇı´ prˇı´speˇvky.
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Euklidovska´ vzda´lenost
datova´ sada 1 datova´ sada 2
optimal. strˇedy na´hodne´ strˇedy optimal. strˇedy na´hodne´ strˇedy
k iter. mod. iter. mod. iter. mod. iter. mod.
5 7 0,000 15 0,001 2 0,001 11 0,001
10 9 0,000 17 0,001 9 0,000 12 0,001
15 12 0,001 23 0,001 6 0,001 17 0,000
20 9 0,001 16 0,000 6 0,001 18 0,000
25 13 0,001 21 0,001 7 0,001 18 0,000
30 14 0,000 24 0,000 9 0,000 19 0,000
Kosinova podobnost
datova´ sada 1 datova´ sada 2
optimal. strˇedy na´hodne´ strˇedy optimal. strˇedy na´hodne´ strˇedy
k iter. mod. iter. mod. iter. mod. iter. mod.
5 15 0,137 12 0,117 9 0,289 6 0,302
10 12 0,146 17 0,144 10 0,328 8 0,302
15 6 0,141 11 0,113 11 0,324 8 0,313
20 11 0,119 9 0,095 7 0,320 11 0,301
25 15 0,107 13 0,085 4 0,320 10 0,269
30 13 0,090 9 0,072 4 0,306 8 0,264
Jaccardova podobnost
datova´ sada 1 datova´ sada 2
optimal. strˇedy na´hodne´ strˇedy optimal. strˇedy na´hodne´ strˇedy
k iter. mod. iter. mod. iter. mod. iter. mod.
5 14 0,127 20 0,145 10 0,329 12 0,342
10 17 0,149 21 0,148 13 0,348 10 0,350
15 13 0,138 25 0,133 15 0,335 30 0,348
20 14 0,121 25 0,118 12 0,344 25 0,329
25 24 0,104 34 0108 13 0,344 19 0,306
30 43 0,091 26 0,095 12 0,338 25 0,296
Gephi
pocˇet shluku˚ 6 8
modularita 0,167 0,377
Tabulka 1: Vy´sledky meˇrˇenı´ algoritmu K-means pro dveˇ datove´ sady
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Druha´ datova´ sada se skla´dala z na´hodneˇ vybrany´ch sedmi set uzˇivatelu˚ a testy jsme
koncipovali stejneˇ jako u prvnı´ datove´ sady.
Tabulka 1 obsahuje vsˇechny na´mi nameˇrˇene´ vy´sledky a je rozdeˇlena na dveˇ cˇa´sti, jezˇ
prˇedstavujı´ dveˇ datove´ sady. Kazˇda´ datova´ sada da´le obsahuje vy´sledky pro optimalizo-
vany´ vy´beˇr pocˇa´tecˇnı´ch strˇedu˚ a druha´ polovina je slozˇena z hodnot pro na´hodny´ vy´beˇr
strˇedu˚. Pro kazˇdy´ vy´beˇr pocˇa´tecˇnı´ch strˇedu˚ jsme zaznamena´vali pocˇet iteracı´ algoritmu
K-means a vy´slednou modularitu. To vsˇe jsme prova´deˇli pro ru˚zne´ pocˇty shluku˚ k, ktere´
jsou uvedeny v prvnı´m sloupci.
Vertika´lneˇ je tabulka rozdeˇlenana cˇtyrˇi cˇa´sti, ktere´ prˇedstavujı´ vybrane´metodypropo-
rovna´nı´ objektu˚.Nejdrˇı´ve se jedna´ oEuklidovskouvzda´lenost, na´sleduje kosinovapodob-
nost a Jaccardova podobnost. Tabulka koncˇı´ nameˇrˇeny´mi vy´sledky z programu Gephi,
ktere´ by meˇly prˇedstavovat optima´lnı´ shlukova´nı´. Vy´slednou modularitu i pocˇet shluku˚
potom porovna´va´me s na´mi nameˇrˇeny´mi vy´sledky z nasˇı´ aplikace.
6.4 Vyhodnocenı´ experimentu˚ s algoritmem K-means
AlgoritmusK-means je vhodny´ pro shlukova´nı´ vektorovy´ch dat, avsˇak je dobre´ zna´t jejich
strukturu a prˇedevsˇı´m veˇdeˇt, co chceme zjistit. Pokud se prˇedem neudeˇla´ analy´za dat
a nezjistı´ se prˇiblizˇny´ pocˇet shluku˚, tak se mu˚zˇe sta´t, zˇe K-means bude vracet ru˚znorode´
vy´sledky. Jinak se jedna´ o velmi rychly´ algoritmus a s kombinacı´ spra´vne´ porovna´vacı´
metody objektu˚ a analy´zy dat vracı´ kvalitnı´ vy´sledky odpovı´dajı´cı´ realiteˇ.
Analy´zu vy´sledku˚ nasˇeho experimentova´nı´ s algoritmem K-means mu˚zˇeme rozdeˇlit
na trˇi cˇa´sti podle toho, kterou funkci algoritmu budeme hodnotit.
6.4.1 Dle vy´beˇru pocˇa´tecˇnı´ch strˇedu˚
Testovali jsme dveˇ funkce pro vy´beˇr pocˇa´tecˇnı´ch strˇedu˚. Jedna´ se o optimalizovany´ a na´-
hodny´ vy´beˇr strˇedu˚. Principem optimalizovane´ funkce je zajistit, aby pocˇa´tecˇnı´ strˇedy
byly co nejda´le od sebe a nestalo se tak, zˇe se zvolı´ strˇedy blı´zko u sebe. Slibovali jsme
si od neˇj jednakmensˇı´ pocˇet iteracı´ algoritmuK-means a pote´ veˇtsˇı´ kvalitu shluku˚ tj. vysˇsˇı´
modularitu.
Vy´sledky ukazujı´, zˇe nasˇe ocˇeka´va´nı´ byla naplneˇna a opravdu je pocˇet iteracı´ mensˇı´,
nezˇ u na´hodne´ metody. Co se vsˇak prˇı´lisˇ nezlepsˇilo, byla modularita. V pru˚meˇru se sice
modularita u obou testovany´ch datovy´ch sad zlepsˇila, ale ne nijak vy´razneˇ. Co se vsˇak
dı´ky optimalizovane´ metodeˇ vy´beˇru pocˇa´tecˇnı´ch strˇedu˚ zlepsˇilo, je stabilita vy´sledku˚
modularity. U na´hodne´ metody hodnoty vy´razneˇ kolı´saly, cozˇ je zaprˇı´cˇineˇno na´hodny´m
vy´beˇrem strˇedu˚. Ovsˇem i tato metoda ma´ sva´ pozitiva, kde dı´ky na´hodnosti doka´zˇe
v neˇktery´ch prˇı´padech vracet lepsˇı´ vy´sledky modularity, nezˇ optimalizovana´ metoda.
6.4.2 Dle zvolene´ porovna´vacı´ metody
Na´mi zvolena´ testovacı´ data se neuka´zala by´ti vhodna´ pro Euklidovskou vzda´lenost.
Prˇi experimentech jsme zjistili, zˇe neˇktere´ vzda´lenostimezi objekty byly tak velke´, zˇe veˇtsˇi-
nou vznikl v algoritmu K-means jeden velky´ shluk, ktery´ si k sobeˇ prˇita´hl veˇtsˇinu objektu˚
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a ty nejvzda´leneˇjsˇı´ prvky se staly samostatny´mi shluky. Tento jev na´s vedl k zamysˇlenı´
a na´sledne´mu proveˇrˇenı´ implementace vy´pocˇtu vzda´lenosti, avsˇak nebyla zjisˇteˇna zˇa´dna´
chyba. Z toho taky vycha´zı´ nasˇe za´veˇrecˇne´ zhodnocenı´, zˇe Euklidovska´ vzda´lenost nenı´
vhodnou mı´rou pro tento typ dat.
Opacˇna´ situace panovala u podobnostı´. Obeˇ podobnosti da´valy lepsˇı´ vy´sledky nezˇ Eu-
klidovska´ vzda´lenost, avsˇak Jaccardovapodobnost seuka´zala by´t nejlepsˇı´ volboupronasˇe
datove´ kolekce. Uzˇ pro male´ pocˇty shluku˚ dosahovala dobry´ch vy´sledku˚ modularity
a v porovna´nı´ s Gephi prˇı´lisˇ nezaosta´vala. Jednotlive´ objekty (uzˇivatele´ fo´ra) byly rovno-
meˇrneˇ rozdeˇleny do neˇkolika shluku˚ a nenastala situace jako u Euklidovske´ vzda´lenosti,
kdy se utvorˇil jeden obrovsky´ shluk a kolem neˇj pa´r maly´ch shluku˚.
Kosinova podobnost se take´ neuka´zala by´t sˇpatnou porovna´vacı´ metodou. Vy´sledky
jsou sice o neˇco horsˇı´ nezˇ v prˇı´padeˇ Jaccardovy podobnosti, ovsˇem u prvnı´ testovacı´ sady
dat vysˇly vy´sledky te´meˇrˇ stejneˇ.
6.4.3 Dle pocˇtu shluku˚
Pocˇet shluku˚, ktery´ je vstupem algoritmu K-means ma´ velky´ vliv na vy´slednou modula-
ritu. Podle Gephi meˇla mı´t prvnı´ testovacı´ datova´ kolekce 6 shluku˚ a nı´zkou modularitu
0,167. Druha´ datova´ sada, ktera´ byla tvorˇena 700 na´hodneˇ vybrany´mi uzˇivateli fo´ra,
by meˇla mı´t 8 shluku˚ a modularitu 0,377.
Na´mi nameˇrˇene´ vy´sledky tomu odpovı´dajı´ a modularita je nejvysˇsˇı´ pra´veˇ kolem
teˇchto pocˇtu shluku˚. Potvrdili jsme si spra´vnost implementace algoritmuK-means amohli
sledovat, jak se zvysˇujı´cı´m se pocˇtem shluku˚ se snizˇuje modularita, cozˇ znacˇı´, zˇe klesa´
kvalita shlukova´nı´.
6.5 Shlukovacı´ algoritmus Fuzzy C-means
Jelikozˇ algoritmus Fuzzy C-means neprˇirˇazuje prvky do shluku˚ striktneˇ, ale pomeˇroveˇ,
nemohli jsme prove´st test modularity. Proto jsme se rozhodli, zˇe algoritmus zkusı´me
vylepsˇit alesponˇ po vizua´lnı´ stra´nce. Vy´sledkem je graf, kde jednotlive´ shluky jsou od-
deˇleny barevneˇ a za´rovenˇ cˇı´m jsou prvky da´l od strˇedu, tak jejich barva sla´bne a mı´cha´
se s barvou druhe´ho nejblizˇsˇı´ho shluku.
Tohoto efektu jsme docı´lili pomocı´ pomeˇrove´homı´cha´nı´ barev, kdy jsou barvy zada´ny
pomocı´ RGB modelu a prˇirˇazeny k jednotlivy´m shluku˚m. Kazˇdy´ shluk ma´ tedy svou
barvu. U kazˇde´ho objektu nalezneme dveˇ nejvysˇsˇı´ prˇı´slusˇnosti ke shluku˚m a teˇmito
prˇı´slusˇnostmi vyna´sobı´me jednotlive´ slozˇky RGB, ktere´ pote´ secˇteme a zpru˚meˇrujeme.
Vy´sledek si mu˚zˇete prohle´dnout na obra´zku 15. Data byla pouzˇita stejna´ jako v prˇı´-
padeˇ K-means, kdy byli porovna´va´ni uzˇivatele´ fo´ra dle toho, do ktere´ kategorie psali
prˇı´speˇvky. Bylo zvoleno 5 shluku˚ a byla pouzˇita Jaccardova podobnost. Vy´sledkem je je-
den velky´ zeleny´ shluk, ktery´ na leve´ straneˇ postupneˇ prˇecha´zı´ k dalsˇı´m shluku˚m. Na´mi
implementovane´ zobrazenı´ nenı´ u´plneˇ idea´lnı´, jelikozˇ nema´memozˇnost vGephi urcˇit, jak
se ma´ vy´sledna´ sı´t’zobrazit. Nicme´neˇ je zde videˇt jiste´ prolı´na´nı´ mezi shluky a z obra´zku
lze vycˇı´st, ktere´ prvky inklinujı´ k jaky´m shluku˚m.
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Obra´zek 15: Fuzzy C-means zobrazenı´ prˇı´slusˇnosti ke shluku˚m
Dalsˇı´ funkcı´, kterou jsme vylepsˇili v ra´mci vizualizace Fuzzy C-means, bylo zvy´-
razneˇnı´ uzˇivatelu˚ podle pocˇtu napsany´ch prˇı´speˇvku˚. Toto zvy´razneˇnı´ je provedeno po-
mocı´ zveˇtsˇujı´cı´ho se kolecˇka, zna´zornˇujı´cı´ dane´ho uzˇivatele. Peˇkneˇ je tato situace videˇt
na obra´zku 16 nı´zˇe, kde fialovy´ shluk na prave´ straneˇ obsahuje pra´veˇ tyto uzˇivatele. Jedna´
se o shluk prˇeva´zˇneˇ administra´toru˚ nebo modera´toru˚ fo´ra, kterˇı´ pı´sˇı´ hodneˇ prˇı´speˇvku˚.
V experimentu bylo zvoleno 10 shluku˚ a z obra´zku je patrne´, zˇe toto cˇı´slo nenı´ optima´lnı´,
jelikozˇ se uprostrˇed utvorˇil jeden velky´ shluk, ktery´ se ovsˇem skla´da´ z peˇti mensˇı´ch
shluku˚. Z toho vyply´va´, zˇe optima´lnı´ pocˇet shluku˚ pro tato data je sˇest.
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Obra´zek 16: Fuzzy C-means zvy´razneˇnı´ uzˇivatelu˚
6.6 Shlukovacı´ algoritmus MCL
Cı´lem experimentu˚ s algoritmem MCL bylo proveˇrˇit jeho funkcionalitu nad ru˚zny´mi
datovy´mi kolekcemi.Na internetu jsme objevili ru˚zne´ datove´ kolekce, z nichzˇ jsmevybrali
cˇtyrˇi. Lisˇı´ se od sebe svou strukturou, mnozˇstvı´m uzlu˚ a hran. Pro kazˇdou datovou
sadu jsme provedli shlukova´nı´ algoritmemMCL, vy´sledky porovnali s Gephi a provedli
za´veˇrecˇnou analy´zu sı´teˇ.
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6.6.1 Datova´ sada - EVA
EVA je vy´zkumny´ projekt, jehozˇ na´zev je vytvorˇen zkratkou anglicky´ch slov Extraction,
Visualization &Analysis. Tento projekt kombinuje zı´ska´va´nı´ informacı´, vizualizaci a ana-
ly´zu socia´lnı´ch sı´tı´. Cı´lem je zmapovat vztahy mezi podniky. Zameˇrˇujı´ se na majetkove´
vztahy mezi firmami a snazˇı´ se identifikovat nejvlivneˇjsˇı´ firmy.
Pro nasˇi analy´zu jsme zı´skali data tvorˇena´ 7 253 uzly a pocˇet hran byl roven 6 711.
Nameˇrˇene´ hodnoty si mu˚zˇete prohle´dnout v tabulce 2 nı´zˇe.
MCL
modularita shluku˚
inflate = 2 0,89 1 189
inflate = 3 0,88 1 198
Gephi 0,957 759
Tabulka 2: Datova´ sada - EVA
Obra´zek 17: Vy´sledny´ graf dat EVA
Zobra´zku 17 je patrne´, zˇe sı´t’je velice rˇı´dka´ a je tvorˇena´ velky´mpocˇtemmaly´ch shluku˚,
ktere´ jsou mezi sebou propojeny. To na´m ostatneˇ potvrzujı´ i nameˇrˇene´ hodnoty. Nameˇrˇili
jsme zde nejveˇtsˇı´ modularitu ze vsˇechmeˇrˇenı´. Modularita bymeˇla by´t nejveˇtsˇı´ prˇi male´m
pocˇtu shluku˚. Za´rovenˇ by vsˇak tyto shluky meˇly mı´t co nejveˇtsˇı´ pocˇet hran uvnitrˇ sebe
a maly´ pocˇet hran mezi sebou. Jelikozˇ je tato datova´ sada velice rˇı´dka´, kdy je pocˇet hran
veˇtsˇı´ nezˇ pocˇet uzlu˚, vy´sledkem je velke´ mnozˇstvı´ maly´ch osamoceny´ch shluku˚ a vysoka´
modularita.
Vy´sledkem analy´zy by mohl by´t za´veˇr, zˇe firmy jsou ve styku jen se svy´mi nejblizˇsˇı´mi
partnery. Firem, ktere´ spolupracujı´ s veˇtsˇı´m mnozˇstvı´m podniku˚ je velmi ma´lo.
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6.6.2 Datova´ sada - Facebook
Podarˇilo se na´m zı´skat data i z nejveˇtsˇı´ socia´lnı´ sı´teˇ soucˇasnosti, z Facebooku. Jedna´
se o zpracovana´ data mezi 747 lidmi, kdy hrana mezi lidmi prˇedstavuje prˇa´telstvı´.
MCL
modularita shluku˚
inflate = 2 0,46 28
inflate = 3 0,412 34
Gephi 0,529 7
Tabulka 3: Datova´ sada - Facebook
Obra´zek 18: Vy´sledny´ graf dat Facebook
Vy´sledky shlukova´nı´ jsou pomeˇrneˇ zajı´mave´, mu˚zˇete si je prohle´dnout v tabulce 3.
Prˇestozˇe graf obsahuje maly´ pocˇet uzlu˚, mnozˇstvı´ hran je velike´, azˇ 30 tisı´c. MCL shlu-
kova´nı´ vykazuje oproti optima´lnı´mu Gephi vysˇsˇı´ granularitu shluku˚, proto i modularita
vysˇla mensˇı´. Zvy´sˇeny´ inflacˇnı´ parametr zpu˚sobil, zˇe se sı´t’ jesˇteˇ vı´ce rozdeˇlila na mensˇı´
cˇa´sti.
Na grafu 18 jde kra´sneˇ videˇt jednotlive´ shluky lidı´, kterˇı´ se navza´jem znajı´ a prˇa´telı´ se.
Obcˇas se najde pa´r lidı´ z dane´ komunity, kterˇı´ znajı´ neˇkoho z jine´ komunity. Na tomhle
principu funguje zna´me´ doporucˇova´nı´ prˇa´tel, se ktery´mi byste se mohli sezna´mit.
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6.6.3 Datova´ sada - Brightkite
Brightkite byla online socia´lnı´ sı´t’, jezˇ meˇla za cı´l zprostrˇedkovat svy´m uzˇivatelu˚m mozˇ-
nost vyhleda´nı´ blı´zky´ch prˇa´tel pomocı´ sve´ho aktua´lnı´ho umı´steˇnı´. Uzˇivatel pomocı´ mo-
bilnı´ aplikace zadal svou polohu a na mapce mohl videˇt, kde se nacha´zı´ jeho prˇa´tele´.
Zobrazovali se ale trˇeba i lide´, kterˇı´ jsou soucˇa´stı´ sı´teˇ a se ktery´mi ma´ mozˇnost se sezna´-
mit. Tato socia´lnı´ sı´t’v dnesˇnı´ dobeˇ jizˇ nefunguje.
Zı´skali jsme datovou sadu, kterou tvorˇı´ 58 228 uzlu˚ a 214 078 hran. Jedna´ se o data zna´-
zornˇujı´cı´ prˇa´telstvı´ mezi uzˇivateli, kdy hrana mezi vrcholy znamena´, zˇe se oba uzˇivatele´
znajı´ a majı´ se ulozˇene´ v seznamu prˇa´tel.
MCL
modularita shluku˚
inflate = 2 0,289 14 502
inflate = 3 0,264 14 876
Gephi 0,678 710
Tabulka 4: Datova´ sada - Brightkite
Obra´zek 19: Vy´sledny´ graf dat Brightkite
Z vy´sledku˚ v tabulce 4 je patrne´, zˇe algoritmus MCL sı´t’rozdeˇlil na obrovske´ mnozˇ-
stvı´ shluku˚. Postupneˇ se ukazuje, zˇe pokud sı´t’netvorˇı´ pevnou strukturu uvnitrˇ shluku˚,
postara´ se shlukovacı´ algoritmus o jejı´ rozdeˇlenı´ do vı´ce komunit.
Sı´t’ je tvorˇena neˇkolika velky´mi shluky, jenzˇ jsou propojeny s velky´m mnozˇstvı´m
mensˇı´ch shluku˚. Celkoveˇ cela´ sı´t’ pu˚sobı´ hodneˇ propojeneˇ, ale mnozˇstvı´ shluku˚ je zde
opravdu velike´. Vy´slednou sı´t’si lze prohle´dnout na obra´zku 19.
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6.6.4 Datova´ sada - Email-Enron
Jedna´ se o e-mailovou komunikaci mezi zameˇstnanci spolecˇnosti Enron. Enron byla ame-
ricka´ energeticka´ spolecˇnost, ktere´ se darˇilo, a byla da´va´na za vzor do doby, nezˇ se nasˇly
chyby v u´cˇetnictvı´. V roce 2002 musela firma vyhla´sit bankrot. Tato datova´ sada vznikla
pozdeˇji ze zverˇejneˇny´ch informacı´ z vysˇetrˇova´nı´ FBI.
MCL
modularita shluku˚
inflate = 2 0,40 2 766
inflate = 3 0,377 2 843
Gephi 0,602 1328
Tabulka 5: Datova´ sada - Email-Enron
Obra´zek 20: Vy´sledny´ graf dat Enron
Vy´sledky jsou o neˇco lepsˇı´ nezˇ v minule´m prˇı´padeˇ, ale sta´le se na´m zda´, zˇe algoritmus
sı´t’ rozdeˇlı´ azˇ moc na male´ cˇa´sti. Vy´sledky modularity 5 sta´le pokulha´vajı´ za optimem
z Gephi.
Vizua´lneˇ jde podle obra´zku 20 videˇt lepsˇı´ strukturu uvnitrˇ shluku˚, cozˇ odpovı´da´
i mensˇı´mu pocˇtu shluku˚ proti Brightkite sı´ti.
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6.7 Zhodnocenı´ algoritmu MCL
Algoritmus MCL se choval prˇesneˇ podle popisu autora tohoto algoritmu. Jeho nejveˇtsˇı´m
proble´m je prˇı´lisˇna´ granularita shluku˚. Pokud struktura v grafu tvorˇı´cı´ shluk nenı´ dosta-
tecˇne´ propojena´, algoritmus ji rozdeˇlı´. Tato vlastnost se nejvı´ce projevila u socia´lnı´ sı´teˇ
Brightkite, kde algoritmus vytvorˇil 14 500 shluku˚ a Gephi jen 700. U sı´tı´ typu Facebook,
kde shluky byly jednoznacˇne´, si algoritmus vedl naopak velice dobrˇe.
Doporucˇenı´ platı´ stejne´ jako u K-means. Je dobre´ prˇedem veˇdeˇt, s jaky´mi daty pra-
cujeme, podrobit je analy´ze a prˇı´padneˇ i vykreslit v neˇjake´m vizualizacˇnı´m programu.
Potom si le´pe doka´zˇeme prˇedstavit, procˇ vysˇly takove´ vy´sledky, jake´ vysˇly.
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7 Za´veˇr
Dnesˇnı´ sveˇt je neuveˇrˇitelneˇ propojeny´ a socia´lnı´ sı´teˇ se sta´vajı´ beˇzˇnou soucˇa´stı´ zˇivota.
Stejneˇ jakokdyzˇprˇisˇel prvnı´mobilnı´ telefon, kazˇdy´ si ho chteˇl hnedvyzkousˇet. Provsˇechny
to byl maly´ za´zrak, telefonovat bez dra´tu˚. Postupem cˇasu se to stalo norma´lnı´ a dnes
uzˇ si bez neˇj nikdo nedovede zˇivot prˇedstavit. Stejny´ osud cˇeka´ i socia´lnı´ sı´teˇ, ktere´
se jizˇ dostaly do sˇiroke´ho poveˇdomı´ lidı´ a stala se z nich „norma´lnı´ “ veˇc.
S rostoucı´m pocˇtem lidı´, kterˇı´ se sta´vajı´ soucˇa´stı´ ru˚zny´ch socia´lnı´ch sı´tı´, roste i jejich
vliv. Dnes uzˇ existujı´ specializovane´ algoritmy, ktere´ prohleda´vajı´ socia´lnı´ sı´teˇ a sbı´rajı´
data o uzˇivatelı´ch. Tato data jsou na´sledneˇ analyzova´na a dajı´ se z nich pote´ s neˇjakou
pravdeˇpodobnostı´ urcˇit naprˇı´klad pohyby kurzu˚ na burze, cˇi kdy dojde k nepokoju˚m
v neˇktere´ zemi. Analy´za dat je mocna´ veˇc a firmy si za ni necha´vajı´ dobrˇe zaplatit.
Jednı´m zmnoha odveˇtvı´, ktere´ se zajı´majı´ o analy´zu dat ze socia´lnı´ch sı´tı´, jemarketing.
Pomocı´ sbeˇru dat si o Va´s zjistı´ co nejvı´ce informacı´ a uzˇ jste chyceni. Najednou na Va´s
prˇi prohlı´zˇenı´ internetu zacˇne vyskakovat reklama s produktem a Vy si rˇı´ka´te, jak to jen
veˇdı´, zˇe zrovna toto potrˇebujete. Rˇı´ka´ se tomu cı´lena´ reklama a prˇijdou na to pomocı´
analy´zy dat.
Soucˇa´stı´ analy´zy dat, kromeˇ statisticky´ch metod, mohou by´t naprˇı´klad i shlukovacı´
algoritmy. Tyto algoritmy se snazˇı´ v datech najı´t podobne´ struktury cˇi vlastnosti. Teˇmto
podobny´m struktura´m rˇı´ka´me shluky. Tato diplomova´ pra´ce se zaby´va´ trˇemi shluko-
vacı´mi algoritmy. Kazˇdy´ z nich vracı´ odlisˇne´ vy´sledky a kazˇdy´ ma´ jine´ vyuzˇitı´. Jedna´
se o shlukovacı´ algoritmus K-means, Fuzzy C-means a MCL neboli Markov Cluster algo-
rithm.
Kazˇda´ analy´za zacˇı´na´ sbeˇrem dat. Proto jsme implementovali program, ktery´ meˇl
za u´kol zpracovat data z prˇedem vybrane´ho fo´ra. Pro tyto u´cˇely jsme vybrali interne-
tove´ fo´rum notebooky-forum.notebook.cz, ktere´ se zaby´va´ notebooky. Jedna´ se o docela
zˇive´ fo´rum a dat bylo k dispozici vı´ce nezˇ dost. Nasˇim cı´lem bylo analyzovat uzˇiva-
tele fo´ra a vza´jemneˇ je porovnat podle toho, do ktere´ z kategoriı´ na fo´ru pı´sˇı´ prˇı´speˇvky.
Implementace byla pomeˇrneˇ jednoducha´ a data jsme zı´skali za pa´r hodin.
Daleko teˇzˇsˇı´ byla implementace shlukovacı´ch algoritmu˚. Prˇi programova´nı´ nastaly
necˇekane´ proble´my, ktere´ na´s ze zacˇa´tku vu˚bec nenapadly. Jedna´ se zejme´na o pra´ci
s velky´mi datovy´mi kolekcemi. Zjistili jsme, zˇe pameˇt’nenı´ nekonecˇna´ a zˇe ma´ sve´ limity.
To na´s vedlo k hlubsˇı´mu zamysˇlenı´ a posle´ze k mysˇlence uchova´va´nı´ dat v podobeˇ rˇı´dke´
matice, kdy se vypousˇtı´ nulove´ hodnoty.
Na za´veˇr nasˇı´ pra´ce jsme se veˇnovali experimentu˚m se shlukovacı´mi algoritmy. Pro al-
goritmus MCL jsme z internetu sta´hli neˇkolik odlisˇny´ch datovy´ch sad. Mı´rny´m zklama´-
nı´m bylo, zˇe algoritmus MCL azˇ prˇı´lisˇ prorˇeza´va´ graf a vy´sledkem je pak velke´ mnozˇstvı´
shluku˚. Vy´sledky jsme porovna´vali s vizualizacˇnı´m programem Gephi, ktery´ se nakonec
stal i soucˇa´stı´ analy´zy. Kvalitu shlukova´nı´ jsme meˇrˇili pomocı´ modularity a porovna´vali
s modularitou v Gephi.
Pro K-means jsme pouzˇili nasˇe data zı´skana´ extrakcı´ diskuznı´ho fo´ra. Testovali jsme
mnoho veˇcı´. Od vlivu vy´beˇru pocˇa´tecˇnı´ch strˇedu˚ azˇ po vy´beˇr vhodne´ metody pro po-
rovna´nı´ objektu˚. Z experimentu˚ jsme zjistili, ktera´ metoda je vhodna´ pro urcˇity´ druh
dat a ktera´ naopak nevhodna´. Zklama´nı´m byla metoda pocˇı´tajı´cı´ Euklidovskou vzda´le-
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nost, ktera´ vykazovala hodneˇ sˇpatne´ vy´sledky. Naopak vynikajı´cı´mi vy´sledky se mu˚zˇe
pochlubit Jaccardova podobnost, ktera´ se v neˇktery´ch prˇı´padech rovnala i Gephi.
S algoritmem Fuzzy C-means jsme prova´deˇli spı´sˇe jen vizua´lnı´ u´pravy a snazˇili
se o co nejlepsˇı´ vykreslenı´ prˇekry´vajı´cı´ch se shluku˚. Vy´sledek jsme testovali v Gephi
a mu˚zˇete si jej prohle´dnout v kapitole s experimenty.
Po vyhodnocenı´ vsˇech experimentu˚ jsme dosˇli k za´veˇru, zˇe kazˇdy´ algoritmus se hodı´
na neˇco jine´ho. Kazˇdy´ zpracova´va´ jina´ data a je na uzˇivateli, aby si rozmyslel, co vlastneˇ
chce zı´skat. Z nasˇeho pohledu je velmi du˚lezˇita´ analy´za dat prˇed samotny´m shlukova´nı´m.
Zjistit si o datech co nejvı´ce, pak porovna´vat s vy´sledky a vyhodnocovat. Nelze k datu˚m
jen tak prˇijı´t a zacˇı´t shlukovat. Proto doporucˇujeme se vzˇdy du˚kladneˇ prˇipravit.
Celkoveˇ se na´m pra´ce na toto te´ma velmi lı´bila, a kdybychommeˇli mozˇnost vybrat si ji
znovu, tak neva´ha´me. Prˇı´nosem je jednak zlepsˇenı´ nasˇich programa´torsky´ch dovednostı´,
ale hlavneˇ prohloubene´ znalosti o analy´ze dat.
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