Abstract-In this paper the relation between nonanticipative rate distortion function (RDF) and Bayesian filtering theory is investigated using the topology of weak convergence of probability measures on Polish spaces. The relation is established via an optimization on the space of conditional distributions of the so-called directed information subject to fidelity constraints. Existence of the optimal reproduction distribution of the nonanticipative RDF is shown, while the optimal nonanticipative reproduction conditional distribution for stationary processes is derived in closed form. The realization procedure of nonanticipative RDF which is equivalent to joint-source channel matching for symbolby-symbol transmission is described, while an example is introduced to illustrate the concepts.
I. INTRODUCTION
This paper is concerned with the abstract formulation of nonanticipative rate distortion function (RDF) on Polish spaces (complete separable metric spaces) and its relation to filtering theory. In the past, rate distortion (or distortion rate) functions and filtering theory have evolved independently. Specifically, classical RDF addresses the problem of reproduction of a process subject to a fidelity criterion without much emphasis on the realization of the reproduction conditional distribution via nonanticipative operations. On the other hand, filtering theory is developed by imposing real-time realizability on estimators with respect to measurement data. Historically, the work of R. Bucy [1] appears to be the first to consider the direct relation between distortion rate function and filtering. The work of A. K. Gorbunov and M. S. Pinsker [2] on ϵ-entropy defined via a nonanticipative constraint on the reproduction distribution of the RDF, although not directly related to the realizability question pursued by Bucy, computes the nonanticipative RDF for stationary Gaussian processes via power spectral densities. The objective of this paper is to investigate the connection between nonanticipative RDF and filtering theory for general distortion functions and random processes on abstract Polish spaces using the topology of weak convergence. The main results discussed in this paper are the following.
(1) Existence of optimal reproduction distribution minimizing directed information using the topology of weak convergence of probability measures on Polish spaces; (2) Closed form expression of the optimal reproduction *This work was financially supported by a medium size University of Cyprus grant entitled "DIMITRIS".
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conditional distribution for stationary processes; (3) Realization procedure of the filter; (4) Example to demonstrate the realization of the filter; (5) Connection between nonanticipative RDF and joint source-channel coding of symbol-by-symbol transmission [3] . Motivation. This work is motivated by applications in which estimators are desired to have specific accuracy, by control over limited rate communication channel applications [4] , [5] , and by the desire to provide necessary conditions for symbol-by-symbol or uncoded transmission [3] for sources with memory without anticipation.
First, we give a brief high level discussion on nonanticipative RDF and filtering theory, and discuss their connection. Consider a discrete-time process 
. . , n, is the conditional mean which minimizes the average least-squares estimation error. Fig. 1 is the block diagram of the filtering problem.
Nonanticipative Rate Distortion Theory and Estimation. In nonanticipative rate distortion theory one is given a distribution for the process X n , which induces The precise problem formulation necessitates the definitions of distortion function or fidelity, and directed information. The distortion function or fidelity constraint [6] between x n and its reproduction y n , is a measurable function
Directed information from a sequence of Random Vari-
In this paper, it is assumed that ∀ i = 0, 1, . . . , n,
The above assumption states that the process
, and it is implied by the following conditional independence,
n} and a sequence of reproduction conditional distributions
The nonanticipative RDF is a special case of directed information defined by
Nonanticipative RDF. The nonanticipative RDF is defined by
The definition of the nonanticipative RDF is consistent with [9] in which nonanticipation is defined via the Markov chain (
Therefore, by finding the solution of (1), then one can realize it via a channel from which one can construct an optimal filter via nonanticipative operations as in Fig. 2 . One can view the sensor map as consisting of an encoder and a channel, thus draw relations to symbol-by-symbol and uncoded transmission in information theory [3] . This paper is organized as follows. Section II discusses the formulation on abstract spaces. Section III establishes existence of optimal minimizing distribution, and Section IV derives the optimal minimizing distribution for stationary processes. Section V describes the realization of nonanticipative RDF, while Section VI provides an example.
II. ABSTRACT FORMULATION
The source and reproduction alphabets are sequences of Polish spaces [10] . Probability distributions on any measurable space (Z, B(Z)) are denoted by M 1 (Z).
is denoted by Q(Y; X ) and these are equivalent to stochastic kernels on
Given the process distributions P X n (dx n ) and
. . , n} the following probability distributions are defined. (P1): The reproduction conditional probability distribution
Directed information (special case) is defined via the Kullback-Leibler distance:
Note that (2) states that directed information is expressed as a functional of
Next, the definition of nonanticipative RDF is given.
where D ≥ 0. The nonanticipative RDF is defined by
Clearly,
III. EXISTENCE OF REPRODUCTION DISTRIBUTION
In this section, the existence of the minimizing (n + 1)-fold convolution of conditional distributions in (4) is established by using the topology of weak convergence of probability measures on Polish spaces. First, we state some properties derived in [8] .
Theorem 1: [8] Let {X n : n ∈ N} and {Y n : n ∈ N} be Polish spaces. Then
Let BC(Y 0,n ) denotes the set of bounded continuous realvalued functions on Y 0,n . We need the following.
Assumption 1:
The following conditions are assumed throughout the paper. (A1) Y 0,n is a compact Polish space, X 0,n is a Polish space;
Note that since Y 0,n is assumed to be a compact Polish space, then by [10] probability measures on Y 0,n are weakly compact. Moreover, the following weak compactness result can be obtained.
Proof: The derivation is found in [11] .
The previous results follow from Prohorov's theorem that relates tightness and weak compactness. The next theorem establishes existence of the minimizing reproduction distribution for (4); it follows from Lemma 1 and the lower semicontinuity of I X n →Y n (P X n , ·) with respect to
Theorem 2: (Existence) Suppose the conditions of Lemma 1 hold. Then R na 0,n (D) has a minimum. Proof: The derivation is found in [11] .
IV. OPTIMAL REPRODUCTION OF NONANTICIPATIVE RDF
In this section the form of the optimal reproduction conditional distribution is derived under a stationarity assumption. We introduce the following main assumption.
, is the convolution of stationary conditional distributions.
The consequence of Assumption 2, which holds for stationary processes and a single letter distortion function, is that the Gateaux differential of
, since under Assumption 2, the functionals 
, and the Gateaux derivative at the point
The proof is similar to the one in [12] (although it is more involved).
The constrained problem defined by (4) can be reformulated as an unconstrained problem using Lagrange multipliers [11] 
The above observations yield the following theorem.
Theorem 4: (Optimal Reproduction Distribution) Suppose the Assumption 2 holds and consider
where s ≤ 0 and P *
The nonanticipative RDF is given by
5 Due to stationarity assumption
Remark 1: Note that if the distortion function satisfies ρ(T
that is, the reproduction kernel is Markov in X n .
V. REALIZATION OF NONANTICIPATIVE RDF
The realization of the nonanticipative RDF (optimal reproduction conditional distribution) is equivalent to the sensor mapping as shown in Fig. 2 which produces the auxiliary random process {Z i : i ∈ N} which is used for filtering. This is equivalent to identifying a communication channel, an encoder and a decoder such that the reproduction from the sequence X n to the sequence Y n matches the nonanticipative rate distortion minimizing reproduction kernel. Fig. 3 illustrates the cascade subsystems that realize the nonanticipative RDF.
Definition 2: (Realization)
Given a source
. . , n} is a realization of the optimal reproduction distribution (6) if there exists a pre-channel encoder
. . , n} and a post-channel decoder {P
where (7) is generated from the joint distribution
The filter is given by Clearly, {B i : i = 0, 1, . . . , n} is an auxiliary random process which is needed to obtain the filter
, where C(P ) is the capacity of the channel with power level P , then the realization of Fig. 3 is equivalent to symbol-by-symbol transmission in which the source is matched to the channel, e.g., realtime transmission of information.
VI. EXAMPLE
Consider the following discrete-time partially observed linear Gauss-Markov system described by
where X t ∈ R m is the state (unobserved) process of information source (plant), and Y t ∈ R p is the partially measurement (observed) process. Assume that (C, A) is detectable and (A, √ BB tr ) is stabilizable, (G ̸ = 0). The state and observation noises {(W t , V t ) : t ∈ N}, W t ∈ R k and V t ∈ R p , are Gaussian IID processes with zero mean and identity covariances are mutually independent, and independent of the Gaussian RV X 0 , with parameters N (x 0 ,V 0 ). The objective is to reconstruct {Y t : t ∈ N} from {Ỹ t : t ∈ N} using single letter distortion. First, we compute
and then realize the optimal reproduction distribution. According to Theorem 4, the optimal reproduction is given by
where s ≤ 0. Hence, from (9) 
whereĀ t ∈ R p×p ,B t ∈ R p×tp , and {Z t : t ∈ N} is an independent sequence of Gaussian vectors. The nonanticipative RDF is given by [11] 
where {ξ t : t ∈ N} are such that
We realize (10) and (11) via a scalar additive Gaussian noise (AGN) channel with feedback defined by
where the encoder is a mapping
Hence, the capacity of (12) is C(P )
. Realization of the nonanticipative RDF. The realization is based on the block diagram of Fig. 4 . The encoder Φ t (·, ·) consists of a pre-encoder which produces the Gaussian innovation process {K t : t ∈ N}, defined by
whose covariance is defined by
The decoder consists of a pre-decoder {K t : t ∈ N} which is defined bỹ
Let {E t : t ∈ N} be the unitary matrix such that
Define Γ t △ = E t K t and let {Γ t : t ∈ N n } denote its reproduction. Thus, the pre-encoder can be further scalled by Γ t = E t K t , and Γ t is compressed by A t = A t Γ t and sent through the AGN channel with feedback, after which the received signal is decompressed byΓ t = B t B t in the predecoder. By the knowledge of the channel output at the decoder, the mean square estimatorX t is generated at the decoder (and encoder becauseX t
The complete design is illustrated in Fig. 4 From Fig. 4 ,
{(A t , B t ) : t ∈ N} by
The reproduction of Y t is given by the sum ofK t and CX t as follows.
where {V t : t ∈ N} and {Z t : t ∈ N} are independent Gaussian vectors. The desired distortion is achieved as follows Thus, for a given (D, P ), C(P ) = R na (D) is the minimum capacity under which there exists a realizable filter for the data reproduction of {Y t : t ∈ N} by {Ỹ t : t ∈ N} ensuring an average distortion equal to D. This is precisely the so-called source-channel matching with symbol-by-symbol transmission.
