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Abstract
An iterative algorithm in solving the linear synthesis problem on multi-sequences over ﬁnite
ﬁelds is derived from the multi-strict continued fraction algorithm (m-SCFA in short). It is
interesting that the derived iterative algorithm is the same as the generalized Berlekamp–Massey
algorithm (GBMA in short), though the computations in the m-SCFA and the GBMA are
completely different. As a consequence, the minimal polynomials and the discrepancy sequence
obtained by acting GBMA on a multi-sequence r are expressed explicitly by data associated
to the multi-strict continued fraction expansion of r .
© 2005 Elsevier Inc. All rights reserved.
Keywords: Multi-continued fraction; Generalized Berlekamp–Massey algorithm; Multi-sequences over
ﬁnite ﬁelds
 This work is partly supported by NSFC (Grant No. 60173016), and the National 973 Project
(Grant No. 1999035804).
∗ Corresponding author. Fax: +86 010 6821 3046.
E-mail address: yangdai@public.bta.net.cn (Z. Dai).
1071-5797/$ - see front matter © 2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.ffa.2005.06.008
380 Z. Dai, J. Yang /Finite Fields and Their Applications 12 (2006) 379–402
1. Introduction
The linear synthesis problem for sequences over ﬁnite ﬁelds is derived from the pro-
blem of decoding BCH codes and has been applied to the ﬁeld of communication
and cryptography. The generalized Berlekamp–Massey algorithm [6,11] is proposed
directly for solving the linear synthesis problem of multi-sequences over ﬁnite ﬁelds.
While the multi-continued fraction algorithm (m-CFA in short) [3–5], a generalization
of the classical continued fraction algorithm [12,14] (1-CFA in short), is introduced in
dealing with the optimal rational approximation problem of the multi-formal Laurent
series, and applied to solving the same synthesis problem. It is worth of pointing out
that the computations in the m-CFA and in the GBMA are completely different.
For single sequences it was shown [8] that the 1-CFA can be applied to solving
the linear synthesis problem; and was shown [14] that 1-CFA is virtually equivalent to
Berlekamp’s algorithm [1]; later it was shown [2] further that an iterative algorithm is
obtained naturally from the 1-CFA, and it is exactly the same as the Berlekamp–Massey
Algorithm [1,7] when F is the binary ﬁeld.
In this work it is shown that an iterative algorithm for solving the linear synthesis
problem on multi-sequences over ﬁnite ﬁelds is derived from a special form of m-
CFA, which is called the multi-strict continued fraction algorithm (m-SCFA in short).
It is interesting that the derived iterative algorithm itself is the same as the general-
ized Berlekamp–Massey algorithm. As a consequence, for any given multi-sequence r
over a ﬁnite ﬁeld, which is identiﬁed with a multi-formal Laurent series, the minimal
polynomial proﬁle of r and the corresponding discrepancy sequence obtained by acting
GBMA on r is expressed explicitly by data associated to the multi-strict continued
fraction expansion of r .
2. Multi-continued fraction algorithm
The multi-dimensional continued fraction algorithm (m-CFA in short) is proposed
and studied in [3–5], and it is applied to solving the linear synthesis problem for
multi-sequences. In this section we give a brief introduction to m-CFA. At ﬁrst we
recall some necessary notations and concepts [3–5], and they can be found in [3–5].
2.1. Notations
Denote by Z the ring of integers and by F a ﬁnite ﬁled. Let F [z] be the polynomial
ring over F and
F((z−1)) =
⎧⎨
⎩
∑
i t
aiz
−i |t ∈ Z, ai ∈ F
⎫⎬
⎭
be the Laurent series ﬁeld over F . Let m be a positive integer. Denote by Fm, F [z]m
and F((z−1))m the column vector space of dimension m over F , F [z] and F((z−1)),
respectively. Denote by Zm the set {1, 2, . . . , m}.
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2.2. A linear order on Zm × Z
Deﬁnition 1 (Order over Zm × Z). For any two elements (h, v) and (h′, v′) in Zm×Z,
we deﬁne (h, v) < (h′, v′) if v < v′ or v = v′, h < h′.
The order deﬁned as above over Zm × Z is linear [9]. It is clear that if (j, n) <
(j ′, n′), then (j, n + x) < (j ′, n′ + x) for any x ∈ Z. Denote
(j, n)+ =
{
(j + 1, n), 1j < m,
(1, n + 1), j = m. (2.2.1)
The following fact is clear.
Fact 1 (Principle of mathematical induction). Denote by Z+ the set of all positive
integers. If S is a subset of the set Zm × Z+ such that (1, 1) ∈ S and satisﬁes the
following condition:
(j, n) ∈ S ⇒ (j, n)+ ∈ S for all (j, n) ∈ S,
then S = Zm × Z+.
2.3. Monomial decomposition
For 1jm, we denote ej = (
1
0, . . . , 0,
j
1, 0, . . . ,
m
0), which is the jth standard basis
element in F((z−1))m, where  means transpose; and denote m(j,n) = z−nej , where
z−nej = (
1
0, . . . , 0,
j
z−n, 0, . . . ,
m
0) ∀ (j, n) ∈ Zm × Z,
which will be called the (j, n)th monomial in F((z−1))m; and denote
M = {m(j,n) | (j, n) ∈ Zm × Z},
which is the set of all possible monomials in F((z−1))m. We denote
m(j,n) = m(j,n) = (10, . . . , 0,
j
z−n, 0, . . . ,
m
0), ∀ (j, n) ∈ Zm × Z,  ∈ F((z−1)).
Any element r in F((z−1))m can be expressed as
r =
∑
(h,v) (j,n)
cj,n(r)z
−nej
⎛
⎝= ∑
(h,v) (j,n)
cj,n(r)m
(j,n)
⎞
⎠ , (2.3.1)
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where cj,n(r) ∈ F , and (h, v) is some element in Zm×Z; such an expression is unique
except the choice of the bound pair (h, v). We call (2.3.1) the monomial decomposition
of r , cj,n(r) the (j, n)th coefﬁcient of r or the coefﬁcient of the monomial m(j,n) in
r . We call m(j,n) a monomial of r , and denote m(j,n) ∈ r if cj,n(r) = 0.
2.4. Indexed valuation over F((z−1))
Deﬁnition 2 (Indexed valuation). For any non-zero element r in F((z−1))m, let
r = (r1, . . . , rj , . . . , rm) =
∑
(j,n)∈Zm×Z
cj,n(r)z
−nej
be its monomial decomposition. We deﬁne Iv(r) = (h, v), where
(h, v) = min{(j, n) | cj,n(r) = 0, (j, n) ∈ Zm × Z};
and Iv(r) is called the indexed valuation of r , v the valuation of r and denoted by
v(r), and h the index of r and denoted by I (r). By convention, Iv(0) = (1,∞).
It is clear that Iv(m(j,n)) = Iv(z−nej ) = (j, n). Denote by v(·) the discrete valuation
on F((z−1)), i.e., v() = v if  =∑iv aiz−i ∈ F((z−1)) and av = 0. Then
v(r) = min {v(rj )|1jm},
I (r) = min {i|v(rj ) = v(r), 1jm}.
We call
Supp(r) = {m|m ∈M, m ∈ r}
the support set of r and call
Supp+(r) = max{Iv(m) | m ∈ Supp(r)}
the maximal support point of r if the maximal value exists.
Let r = ∑ cj,n(r)z−nej ∈ F((z−1))m. If Iv(r) = (h, v), then ch,v(r)z−veh is called
the leading term of r and denoted by Ld(r); and ch,v(r) is called the leading coefﬁcient
of r and denoted by Ldc(r).
Fact 2. Let ,  ∈ F((z−1))m. Then
(1) Iv() = (1,∞) ⇔  = 0.
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(2) If Iv() = (h, v), then Iv(r) = (h, v + v(r)) for any r ∈ F((z−1)).
(3) Iv( + ) min {Iv(), Iv()}, and the equality holds true if and only if Ld() +
Ld() = 0.
2.5. Multi-Continued Fraction Algorithm
For an non-zero element  = ∑ biz−i in F((z−1)), denote 	
 = ∑i0 biz−i
and {} = ∑i1 biz−i . For an arbitrary element r = (r1, . . . , rm) ∈ F((z−1))m,
denote 	r
 = (	r1
, 	r2
, . . . , 	rm
) and {r} = ({r1}, {r2}, . . . , {rm}). We denote by
Diag.(r1, r2, . . . , rj , . . . , rm) the diagonal matrix of order m with the jth diagonal ele-
ment being equal to rj ∈ F((z−1)).
Multi-Strict Continued Fraction Algorithm (m-SCFA in short): [3–5]: 1 Given 0 =
r ∈ F((z−1))m with v(r) > 0. Initially, set a0 = 0 ∈ F [z], −1 = Im, and 0 = 0 = r .
Suppose [a0, h1, a1, h2, a2, . . . , hk−1, ak−1], k−2 = Diag.(. . . , z−ck−1,j , . . .), k−1 and
k−1 = (. . . , k−1,j , . . .) ∈ F((z−1))m are deﬁned for an integer k1, where Im is
the identity matrix of order m, hk ∈ Zm, ak ∈ F [z]m, ck−1,j ∈ Z, k−2 is a diagonal
matrix of order m. If k−1 = 0, then the computations for the kth round are deﬁned
by the following steps:
(1) Take (hk, ck) = Iv(k−2k−1) ∈ Zm × Z.
(2) Take k−1 = Diag.(. . . , z−ck,j , . . .), which is an m × m diagonal matrix, where
ck,j = ck−1,j if j = hk , and ck,hk = ck .
(3) Take k = (. . . , k,j , . . .) ∈ F((z−1))m, such that k,j = k−1,jk−1,hk if j = hk , and
k,hk = 1k−1,hk .(4) Take k = {k} and Ak = 	k
.
(5) Assume Ak =∑m cm(Ak)m is the monomial decomposition of Ak , where cm(Ak) ∈
F , m ∈M. Take
ak =
∑
m∈M,m∈Ak,Iv(k−1m)<Iv(k−1k)
cm(Ak)m, and k = k − ak.
(6) Take  = k and the algorithm terminates if k = 0; and go to the (k + 1)th round
otherwise.
Denote  = ∞ if the above procedure never terminates. As a result of m-SCFA, we
get an expansion form
C(r) = [0, h1, a1, . . . , hk, ak, . . .], 1k,
which is called the m-strict continued fraction expansion of r .
1 In fact, in the general version of m-CFA each polynomial tuple ak may have more than one choice
from F [z]m, hence, m-CFA may result in different m-continued fraction expansions of r . Here we restrict
m-CFA such that ak has only one choice for each k. We call this restricted m-CFA the multi-strict
continued fraction algorithm (m-SCFA in short), and it is what we need for the purpose of this paper.
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When m = 1, the m-SCFA is exactly the classical continued fraction algorithm [12]
for power series. In fact, when m = 1, one may write r = r , ak = ak . The result C(r)
does not depend on the parameters Iv(k−2k−1) and k−1. In fact, when m = 1, at
every kth round, k−1 is a matrix of size 1 × 1, just a power of z, then the condition
Iv(k−1m) < Iv(k−1k) holds true if and only if Iv(m) < Iv(k), thus
{m ∈M | m ∈ Ak, Iv(k−1m) < Iv(k−1k)}
= {m ∈M | m ∈ Ak, Iv(m) < Iv(k)} = {m | m ∈ Ak},
hence, ak = Ak . Therefore, in getting the result C(r) the 1-CFA becomes as follows:
Initially, set a0 = 0, 0 = r . For any integer k1, suppose [a0, a1, . . . , ak−1] and
0 = k−1 ∈ F((z−1)) are deﬁned, the computations for the kth round are deﬁned by
the following steps:
(1) Take k = 1k−1 .(2) Take k = {k} and ak = 	k
.
(3) Take  = k and the algorithm terminates if k = 0; and go to the (k + 1)th round
otherwise.
Denote  = ∞ if the above procedure never terminates.
2.6. Four basic conditions satisﬁed by C(r)
Associated to C(r), we list some important parameters as follows. For 1k and
1jm we denote by ak,j the jth component of ak , and
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
tk = deg (ak,hk ),
vk,j =∑1 ik,hi=j ti ,
vk = vk,hk ,
(h+1, v+1) = (1,∞) if  < ∞,
Dk = Diag.(. . . , z−vk,j , . . .),
dk =∑1 ik ti ,
nk = dk−1 + vk(= dk + vk−1,hk ),
n+1 = ∞, if  < ∞.
(2.6.1)
Proposition 1 (Dai et al. [3–5]). The multi-strict continued fraction expansion C(r)
satisﬁes the following 4 conditions: for 1k,
• Condition 1: tk1. In particular, ak,hk = 0.
• Condition 2: Iv(Dkak) = (hk, vk−1,hk ).• Condition 3: (hk, vk−1,hk ) < (hk+1, vk+1), or equivalently, (hk, nk) < (hk+1, nk+1).
• Condition 4: Supp+(Dkak) < (hk+1, vk+1).
And Conditions 2 and 4 imply Condition 3.
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3. m-SCFA and linear synthesis problem on multi-sequences
In this section we recall some basic concepts related to the linear synthesis problem
on multi-sequences, and then we show how the m-SCFA is applied to solving this
synthesis problem. All the contents in this section are referred to [4,5].
3.1. Linear synthesis problem of multi-sequences
The concepts related to the linear synthesis problem are usually introduced in terms
of linear feedback shift registers [6,7,10,15]. For convenience, we restate these concepts
by means of the language of the formal Laurent series.
An inﬁnite sequence r = {ai}i1 of elements in F is identiﬁed with the Laurent
series whose valuation is larger than 0: r = ∑i1 aiz−i ∈ F((z−1)); and the n-preﬁx
(a1, a2, . . . , an) of r, which is a sequence of length n and denoted by r(n), is iden-
tiﬁed with the element
∑
1 in aiz
−i in F((z−1)). Correspondingly, an m-tuple r =
(r1, . . . , rj , . . . , rm) of inﬁnite sequences over F is identiﬁed with the element in
F((z−1))m whose valuation is larger than 0:
∑
1 jm rj ej =
∑
1 jm,i1 aj,iz
−iej
∈ F((z−1))m, where the rj = {aj,i}i1 is a sequence of inﬁnite length and considered
as an element in F((z−1)); the (j, n)-preﬁx
(r
(n)
1 , . . . , r
(n)
j , r
(n−1)
j+1 , . . . , r
(n−1)
m )
of the multi-sequence r , which is a multi-sequence of length (j, n) and denoted by
r(j,n), is identiﬁed with the element
∑
1 i j r
(n)
i ei +
∑
j<im r
(n−1)
i ei in F((z
−1))m.
Let f = ∑0 id cizi ∈ F [z], cd = 0. For a single sequence r = ∑i1 aiz−i ∈
F((z−1)), denote the product fr =∑ ci(fr)z−i , ci(fr) ∈ F . Then
cn−d(fr) = cdan + cd−1an−1 + · · · + c1an−(d−1) + c0an−d ,
which is the (n − d)th coefﬁcient of fr and called the nth discrepancy of f on r and
denoted by n(f ; r). For a multi-sequence r = (r1, r2, . . . , rm) ∈ F((z−1))m, denote
rf =
∑
1 jm, n1
cj,n(rf )z
−nej , cj,n(rf ) ∈ F.
Then (j, n−d)th coefﬁcient cj,n−d(rf ) of rf is called the (j, n)th discrepancy of f on
r and denoted by j,n(f ; r); it is clear that cj,n−d(rf ) = cn−d(frj ), where cn−d(frj )
is the (n − d)th coefﬁcient of frj . f is called a characteristic polynomial of r(j,n) if
h,u(f ; r)(= ch,u−d(rf )) = 0 ∀ (m, d) < (h, u)(j, n), d = deg(f ), (3.1.1)
in other words, if Iv({rf }) > (j, n−deg(f )); f is called a minimal polynomial of r(j,n)
if it is a characteristic polynomial of r(j,n) of the smallest degree; and the degree of
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a minimal polynomial of r(j,n) is called the linear complexity of r(j,n), and denoted
by L(j, n). The linear synthesis problem for a multi-sequence r is essentially how to
ﬁnd a minimal polynomial of r(j,n) for each (j, n).
3.2. m-SCFA and linear synthesis of multi-sequences
Associated to C(r), deﬁne iteratively the following square matrix Bk of order (m+1)
over F [z]:
B0 = Im+1, Bk = Bk−1EhkA(ak), k1,
where Eh is the matrix of order (m + 1) which comes by exchanging the hth column
and the (m + 1)th column of the identity matrix Im+1 of order (m + 1):
Eh = (e1 e2 · · · eh−1 em+1 eh+1 · · · em eh)
and
A(ak) =
(
Im ak
0 1
)
.
For 0k, denote
(
p
k
qk
)
= Bk(0 · · · 0 1), (3.2.1)
which is the last column of Bk , where pk(z) ∈ F [z]m and qk(z) ∈ F [z]. Denote
Nk =
{ {(j, n)|(1, 1)(j, n) < (h1, n1)} if k = 0,
{(j, n)|(hk, nk)(j, n) < (hk+1, nk+1)} if 1k.
Then the set Zm × Z+ has a partition:
∪˙0k Nk, (3.2.2)
where Z+ denotes the set of all positive integers, and ∪˙ the disjoint union.
A minimal polynomial of r(j,n) is obtained for each (j, n), based on m-SCFA, as
shown as the following proposition:
Proposition 2 (Dai et al. [4,5]). deg(qk) = dk , and qk is a minimal polynomial of
r(j,n) for each (j, n) ∈ Nk , 0k, where dk is deﬁned in (2.6.1) for 1k, and
d0 = 0.
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From the above proposition we see that the multi-strict continued fraction expansion
C(r) characterizes the linear structure of r perfectly.
4. Main results
In the sequel we ﬁx an none-zero multi-sequence r ∈ F((z−1))m, and keep the nota-
tion C(r), which is the m-strict continued fraction expansion of r . Keep the notations
which are made for the data associated to C(r) in the previous sections. In this sec-
tion we will show an iterative algorithm in solving the linear synthesis problem on a
multi-sequence r over a ﬁnite ﬁeld is derived from the multi-strict continued fraction
algorithm (m-SCFA in short). It is mainly obtained by constructing a minimal poly-
nomial proﬁle {fj,n}(j,n) (1,1) of r and by showing some recurrence relations among
them, based on data associated to C(r). The constructions and the recurrence rela-
tions are obtained by tracing the track of the monomial decomposition of each Dkak
associated to C(r). Let
ak =
∑
1 ik
k,imk,i , k,i ∈ F, mk,i ∈M, (4.0.3)
be the monomial decomposition of ak , and let the monomials mk,i be ordered
such that
Iv(Dkmk,i) < Iv(Dkmk,i+1) (4.0.4)
and denote
Iv(Dkmk,i) = (jk,i , vk−1,hk + xk,i) ∈ Zm × Z (4.0.5)
for 1k, 1 ik . In particular, we have
{
Iv(Dkak) = (jk,1, vk−1,hk + xk,1),
Supp+(Dkak) = (jk,k , vk−1,hk + xk,k ).
(4.0.6)
The following lemma is clear from Proposition 1.
Lemma 1. For 1k we have
(hk, vk−1,hk ) = (jk,1, vk−1,hk + xk,1) < (jk,2, vk−1,hk + xk,2)
< · · · < (jk,k , vk−1,hk + xk,k ) < (hk+1, vk+1),
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or equivalently
(hk, nk) = (jk,1, nk + xk,1) < (jk,2, nk + xk,2) < · · · < (jk,k , nk + xk,k )
< (hk+1, nk+1).
In particular, jk,1 = hk and 0 = xk,1xk,2 · · · xk,k .
Based on the above lemma, we get immediately the following partition of Nk:
Nk = ∪˙1 ikNk,i , 1k, (4.0.7)
where
Nk,i =
{ {(j, n)|(jk,i , nk + xk,i)(j, n) < (jk,i+1, nk + xk,i+1)} if 1 i < k,
{(j, n)|(jk,i , nk + xk,k )(j, n) < (hk+1, nk+1)} if i = k.
Then, based on the above partition of Nk we deﬁne
fj,n =
{
1 if (j, n) ∈ N0,
qk,i if (j, n) ∈ Nk,i, (4.0.8)
where qk,i ∈ F [z] are deﬁned as below:
(
p
k,i
qk,i
)
= Bk−1Ehk
(
ak,i
1
)
, p
k,i
∈ F [z]m, (4.0.9)
ak,i =
∑
1 t i
k,t mk,t . (4.0.10)
There exist some recurrence relations among these fj,n. In order to show them, we
make some more notations and deﬁne some arrays. For 0k, we denote by
(
Pk−1
Qk−1
)
(4.0.11)
the ﬁrst m columns of the matrix Bk , where Pk−1 is a matrix of size m×m, and Qk−1
is a matrix of size 1 × m. It is clear that
Bk =
(
Pk−1 pk−1
Qk−1 qk−1
)
. (4.0.12)
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For 0k, we denote
−Rk−1 = (−Im r)
(
Pk−1
Qk−1
)
= rQk−1 − Pk−1. (4.0.13)
Now we deﬁne
SA(k) =
⎛
⎝ Qk−1vk
Ldc(Rk−1)
⎞
⎠ , (4.0.14)
which is an array of size 3 × m, where
vk = (. . . , vk,j , . . .) ∈ Zm,
Ldc(Rk−1) = (. . . ,Ldc(Rk−1,j ), . . .) ∈ Fm,
Ldc(Rk−1,j ) denotes the leading coefﬁcient of Rk−1,j , and Rk−1,j denotes the jth
column of Rk−1. Deﬁne
SAj,n = SA(k) ∀(j, n) ∈ Nk, 0k,
which is called the (j, n)th spare array of r .
Main Theorem.
(1) fj,n(z) is a minimal polynomial of r(j,n) for each (j, n)(1, 1).
(2) (Iterative algorithm for getting the minimal polynomial proﬁle f={f(j,n)+}(1,1) (j,n)+
of r).
Initially set fm,0 = q0 = 1, d = deg(fm,0)= 0 and SAm,0 = SA(0). Assume fj,n,
d = deg fj,n and SAj,n are given for a pair (j, n)(m, 0). Denote (j∗, n∗)= (j, n)+,
d∗ = deg(fj∗,n∗), = (j,n)+(fj,n; r), and denote by SAj,n(h)= (gh,wh, uh) the
hth column of the spare array SAj,n for 1hm. Then
(a) If  = 0, then (fj∗,n∗ , d∗, SAj∗,n∗) = (fj,n, d, SAj,n).
(b) If  = 0 and n∗ − d > wj∗ , then
⎧⎪⎪⎨
⎪⎪⎩
fj∗,n∗ = uj∗ zn
∗−d−wj∗fj,n + gj∗ ,
d∗ = n∗ − wj∗
SAj∗,n∗(h) =
{
SAj,n(h), h = j∗,
(fj,n, n
∗ − d,−), h = j∗.
(4.0.15)
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(c) If  = 0 and n∗ − dwj∗ , then
⎧⎪⎨
⎪⎩
fj∗,n∗ = fj,n + uj∗ z
−n∗+d+wj∗gj∗ ,
d∗ = d,
SAj∗,n∗ = SAj,n.
(4.0.16)
(3) The discrepancy sequence is expressed explicitly by data associated to C(r):
∑
(m,0) (j,n)
(j,n)+(fj,n; r)m(j,n)+ =
∑
1k
z−dkkDk(−mk,1 + a+k,2)
= −
∑
1k
k,hk z
−nk ehk
+
∑
1k
z−dkkDka+k,2,
where k = Diag(. . . , k,j , . . .) is a diagonal matrix of order m, k,j =∏
1 ik,hi=j (−i,1)−1 for 1jm, a+k,2 =
∑
2 ik k,imk,i , k,i and mk,i are
deﬁned in (4.0.3).
By comparing the iterative algorithm given by Main Theorem with the gen-
eralized Berlekamp–Massey algorithm for multi-sequence shift-register synthesis
[6,11,13], we see there are no difference between them. As a consequence, the
minimal polynomials and the corresponding discrepancy sequence obtained by
acting GBMA on a multi-sequence r is now expressed explicitly by data
associated C(r).
5. Proof of theorems
Before proving the main theorem of this paper, we recall some properties of C(r)
which are developed in [4,5], and give some lemmas as preparations.
Deﬁne l(k, j) = k0 if there exists an integer k01 such that hk0 = j and hi = j
for all k0 < ik, and l(k, j) = 0 otherwise, for 1k and 1jm. It is clear
that l(k, j) is a function associated to C(r) and deﬁned on the set [1, ] ×Zm, where
[1, ] = {k ∈ Z | 1k}.
Denote
rk = (−Im r)
(
p
k
qk
)
= rqk − pk; (5.0.17)
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and denote by P k−1,j (∈ F [z]m), Qk−1,j (∈ F [z]) and Rk−1,j (∈ F((z−1))m) the jth
column of Pk−1, Qk−1 and Rk−1 for 1jm, respectively. It is clear that
(−Im r)Bk = (−Rk−1 rk), (5.0.18)
(−Im r)
(
Pk−1,j
Qk−1,j
)
= −Rk−1,j . (5.0.19)
Proposition 3 (Dai et al. [4,5]).
(1) For 1k, we have
⎧⎪⎪⎨
⎪⎪⎩
l(k, j) < k if j = hk,
hl(k,j) = j if l(k, j) > 0,
vk,j = vl(k,j), and
vk,j = 0 ⇔ l(k, j) = 0.
(2) For 1k, we have
(a) Bk−1Ehk =
(
Pk−1 Pk−2,hk
Qk−1 Qk−2,hk
)
.
(b)
(
Pk−1,j
Qk−1,j
)
=
⎧⎪⎪⎨
⎪⎪⎩
(
Pk−2,j
Qk−2,j
)
if j = hk,(
p
k−1
qk−1
)
if j = hk;
and
(
Pk−1,j
Qk−1,j
)
=
⎧⎪⎪⎨
⎪⎪⎩
(
p
l(k,j)−1
ql(k,j)−1
)
if l(k, j)1,(
ej
0
)
if l(k, j) = 0.
As a consequence, l(k, j)1 if Qk−1,j = 0.
(3) For 1k, we have
(a) (−Im r)Bk−1Ehk = (−Rk−1 − Rk−2,hk ).
(b) −Rk−1,j =
{−Rk−2,j if j = hk,
rk−1 if j = hk;
and
Rk−1,j =
{
Rl(k,j)−1,j = −rl(k,j)−1 if l(k, j)1,
ej if l(k, j) = 0.
(4) Denote v0,j = 0 and D0 = Im. For 0k, we have
(a) ck,j = vk,j and k−1 = Dk for 0k.
392 Z. Dai, J. Yang /Finite Fields and Their Applications 12 (2006) 379–402
(b) Iv(Rk−1,j ) = (j, vk,j ) and Iv(rk) = (hk+1, vk+1).
(c) The matrix Rk−1 is invertible. In particular, Ldc(Rk−1,j ) = 0 for all 1jm.
(d) Iv(Rk−1) = Iv(k−1) = Iv(Dk) for any  ∈ F((z−1))m.
Lemma 2. Let 1k. Then
(1) mk,i = ejk,i zvk,jk,i −vk−1,hk−xk,i for 1 ik . In particular, vk,jk,i −vk−1,hk −xk,i0.
(2) Denote a+k,i =
∑
i tk k,t mk,t for 1 ik . Then
Iv(Rk−1a+k,i) = Iv(Dkmk,i),
Ldc(Rk−1a+k,i) = k,iLdc(Rk−1,jk,i ).
Proof. (1) Write simply mk,i = zxeh, then Dkmk,i = z−vk,h+xeh, thus
(jk,i , v + xk,i) = Iv(Dkmk,i) = Iv(z−vk,h+xeh) = (h, vk,h − x),
which leads to this item.
(2) Note that
Rk−1a+k,i+1 = Rk−1a+k,i − Rk−1mk,ik,i
and
Iv(Rk−1mk,ik,i) = Iv(Dkmk,i) < Iv(Dkmk,i+1)
 Iv(Dka+k,i+1) = Iv(Rk−1a+k,i+1),
we see
Ld(Rk−1a+k,i) + Ld(−Rk−1mk,ik,i) = 0.
Then Iv(Rk−1a+k,i)= Iv(Rk−1mk,ik,i), and Ldc(Rk−1a+k,i)=Ldc(Rk−1mk,ik,i), which
leads to Iv(Rk−1a+k,i)= Iv(Rk−1mk,i)= Iv(Dkmk,i) and Ldc(Rk−1a+k,i)= k,iLdc
(Rk−1,jk,i ), where the latter comes from the fact that Rk−1mk,i = Rk−1,jk,i zy for some
y ∈ Z. 
Lemma 3. Let 1k. Then
(1)
qk,1 = k,1ztk qk−1 + Qk−2,hk ,
qk,i = qk,i−1 + k,izvk,jk,i −vk−1,hk−xk,iQk−1,jk,i , 2 ik.
(2) SA(0;h) = (0, 0,−1) for 1hm; and SA(k;h) = SA(k − 1;h) if h = hk .
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Proof. (1) We have qk,i = Qk−1ak,i + Qk−2,hk write simply v = vk−1,hk . Note that
mk,i = ejk,i zvk,jk,i −v−xk,i , we see Qk−1mk,i = Qk−1,jk,i zvk,jk,i −v−xk,i . In particular,
Qk−1mk,1 = Qk−1,hk ztk , since (jk,1, xk,1) = (hk, 0) and vk,hk − v = tk . Then
qk,1 = Qk−1mk,1k,1 + Qk−2,hk = k,1ztkQk−1,hk + Qk−2,hk
= k,1ztk qk−1 + Qk−2,hk .
For 2 ik , we have
qk,i = Qk−1(ak,i−1 + mk,ik,i) + Qk−2,hk = qk,i−1 + Qk−1mk,ik,i
= qk,i−1 + k,izvk,jk,i −v−xk,iQk−1,jk,i .
(2) It comes from deﬁnitions and Proposition 3. 
Lemma 4. deg (qk,i) = dk for 1k and 1 ik .
Proof. Write simply vk−1,hk = v. Note that ak = ak,i +
∑
i<tk mk,tk,t , we have
qk,i = (01×m 1)Bk−1Ehk
(
ak,i
1
)
= (Qk−1,Qk−2,hk )
(
ak −
∑
i<tk mk,tk,t
1
)
= qk −
∑
i<tk
Qk−1mk,tk,t
= qk −
∑
i<tk,Qk−1,jk,t =0
Qk−1,jk,t z
vk,jk,t −v−xk,t k,t .
Denote d(k, t) = deg(Qk−1,jk,t zvk,jk,t −v−xk,t k,t ). For any given t > i, write simply
s = jk,t . Then
d(k, t) = deg(Qk−1,s) + vk,s − v − xk,t = dl(k,s)−1 + vl(k,s) − v − xk,t
= nl(k,s) − v − xk,t ,
thus
dk − d(k, t) = dk − nl(k,s) + v + xk,t = nk + xk,t − nl(k,s).
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Note that t > i1 and
(s, nl(k,s)) = (hl(k,s), nl(k,s))(hk, nk) = (jk,1, nk + xk,1)
< (jk,t , nk + xk,t ) = (s, nk + xk,t ),
we get nl(k,s) < nk + xk,t , hence dk − d(k, t) = nk + xk,t − nl(k,s) > 0. 
In the sequel, we let
rk,i = rqk,i − pk,i , for 1k, 1 ik. (5.0.20)
It is clear that
⎧⎪⎨
⎪⎩
ak,k
= ak,
(p
k,k
, qk,k ) = (pk, qk),
rk,k
= rk.
(5.0.21)
In the sequel, we denote by cj,n() the (j, n)th coefﬁcient of  for any  ∈ F((z−1))m;
and for the sake of convenience we denote
N
(0)
k,i = (jk,i , nk + xk,i) for 1k and 1 ik, (5.0.22)
and N(0)+1,1 = (1,∞) if  < ∞. It is known that
(hk, nk) = N(0)k,1 < N(0)k,2 < · · · < N(0)k,k < N
(0)
k+1,1. (5.0.23)
Lemma 5. (1) j,n(q0; r) = cj,n(r) for all (1, 1)(j, n).
(2) Let 1k and 1 ik . Then
j,n(qk,i; r) = cj,n−dk (rk,i) if N(0)k,i < (j, n).
In particular, j,n(qk; r) = cj,n−dk (rk) if N(0)k,k < (j, n).
Proof. (1) It is easy to check, based on the fact that q0 = 1.
(2) We only need to prove cj,n−dk (rqk,i) = cj,n−dk (rk,i) for N(0)k,i < (j, n), since
deg(qk,i) = dk and j,n(qk,i; r) = cj,n−dk (rqk,i). Note that rk,i = rqk,i − pk,i and
(jk,i , nk + xk,i) = N(0)k,i , it is enough to prove cj,n−dk (pk,i) = 0 for (jk,i , nk + xk,i)
< (j, n), or equivalently,
Supp+(p
k,i
)(jk,i , nk + xk,i − dk) = (jk,i , vk−1,hk + xk,i). (5.0.24)
Z. Dai, J. Yang /Finite Fields and Their Applications 12 (2006) 379–402 395
Note that p
k,i
∈ F [z]m, we see Supp+(p
k,i
)(m, 0) < (jk,i , vk−1,hk +xk,i) if vk−1,hk +
xk,i > 0. Now we may assume vk−1,hk + xk,i = 0. With this assumption, we have
vk−1,hk = xk,i = 0. Then we only need to prove Supp+(pk,i)(jk,i , 0). Note that
(hk, 0) = (jk,1, xk,1) < (jk,2, xk,2) < · · · < (jk,i , xk,i), we get
⎧⎪⎪⎨
⎪⎪⎩
xk,1 = xk,2 = · · · = xk,i = 0,
hk = jk,1 < jk,2 < · · · < jk,i ,
ak,i =
∑
1 s i k,sz
vk,jk,s ejk,s ,
Pk−2,hk = ehk (since vk−1,hk = 0).
⎫⎪⎪⎬
⎪⎪⎭
Therefore, we have
p
k,i
= (Pk−1, Pk−2,hk )
(
ak,i
1
)
= ehk +
∑
1 s i
Pk−1,jk,s z
vk,jk,s k,s .
Note that Supp+(ehk ) = (hk, 0) < (jk,i , 0), it is enough to prove
Supp+(Pk−1,jk,s z
vk,jk,s )(jk,i , 0) (5.0.25)
for those s such that 1s i and Pk−1,jk,s = 0. For the case vk,hjk,i > 0, we
see Supp+(Pk−1,jk,s z
vk,jk,s )(m,−vk,jk,s ) < (jk,i , 0), since Supp+(Pk,jk,i )(m, 0). For
the case vk,hjk,i = 0, we have l(k, jk,i) = 0, then Pk−1,jk,s = ejk,s , hence, Supp+
(Pk−1,jk,s z
vk,jk,s ) = Supp+(ejk,s ) = (jk,s , 0)(jk,i , 0). 
Lemma 6. (1) For 1k, and 1 < ik , we have
(a) Iv(rk,i−1) = Iv(Dkmk,i) = (jk,i , vk−1,hk + xk,i).
(b) Ldc(rk,i−1) = k,iLdc(Rk−1,jk,i ).
(c) cj∗,n∗−dk (rk,i−1) =
⎧⎨
⎩
0 if (j∗, n∗) < N(0)k,i ,
k,iLdc(Rk−1,jk,i ) if (j∗, n∗) = N(0)k,i .
(2) For 1k, we have
(a) Iv(rk−1) = (hk, vk).
(b) k,1Ldc(rk−1) = Ldc(Rk−2,hk ).
(c) cj∗,n∗−dk−1(rk−1) =
⎧⎨
⎩
0 if (j∗, n∗) < N(0)k,1,
1
k,1
Ldc(Rk−2,hk ) if (j∗, n∗) = N(0)k,1 .
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Proof. We have
rk,i = (−I r)
(
p
k,i
qk,i
)
= (−I r)Bk−1Ehk
(
ak,i
1
)
= (−Rk−1 − Rk−2,hk )
(
ak,i
1
)
= −Rk−1ak,i − Rk−2,hk ,
and then
rk = rk,k = −Rk−1ak,k − Rk−2,hk = −Rk−1ak − Rk−2,hk .
(1) Note that
rk = −Rk−1(ak,i−1 + a+k,i) − Rk−2,hk = rk,i−1 − Rk−1a+k,i ,
and that
Iv(−Rk−1a+k,i) = Iv(Dkmk,i)Iv(Dkmk,k )
Supp+(Dkak) < (hk+1, vk+1) = Iv(rk),
where a+k,i is deﬁned in Lemma 2, we get
Ld(rk,i−1) + Ld(−Rk−1a+k,i) = 0.
Then Iv(rk,i−1) = Iv(Rk−1a+k,i) and Ldc(rk,i−1) = Ldc(Rk−1a+k,i), which together
with Lemma 2 lead to Iv(rk,i−1) = Iv(Rk−1a+k,i) = Iv(Dkmk,i) and Ldc(rk,i−1) =
Ldc(Rk−1a+k,i) = k,iLdc(Rk−1,jk,i ). The part (c) is an easy consequence of the part
(a) and (b).
(2) Note that
rk = (hk+1, vk+1) > Supp+(Dkak) = (jk,k , vk−1,hk + xk,k )
 (jk,1, vk−1,hk + xk,1) = (hk, vk−1,hk ) = Iv(Rk−2,hk ),
we get Ld(−Rk−1ak) + Ld(−Rk−2,hk ) = 0, then
Ldc(Rk−2,hk ) = Ldc(−Rk−1ak) = Ldc(−Rk−1a+k,1)
= k,1Ldc(−Rk−1,jk,1) = k,1Ldc(−Rk−1,hk )k,1Ldc(rk−1).
The part (c) is an easy consequence of the part (a) and (b). 
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Lemma 7. Let 1k. Then
(1) j∗,n∗(q0; r) = 0 if (j∗, n∗) ∈ N0; and j∗,n∗(qk,i; r) = 0 if N(0)k,i < (j∗, n∗) ∈ Nk,i .
(2) hk,nk (qk−1; r) = 1k,1 Ldc(Rk−2,hk ) = Ldc(−Rk−1,hk ).
(3) 
N
(0)
k,i
(qk,i−1; r) = k,iLdc(Rk−1,jk,i ) for 1 < ik .
Proof. It is an easy consequence of Lemmas 5 and 6. 
Lemma 8. Let 1k. For i2, deﬁne iteratively li (k, j) = l(li−1(k, j) − 1, j) if
li−1(k, j) > 0. Then
Ldc(Rk−1,j ) =
⎧⎪⎪⎨
⎪⎪⎩
1 if l(k, j) = 0,
−1
l(k,j),1
if l(k, j) > 0, l2(k, j) = 0,
−1
l(k,j),1
Ldc(Rl2(k,j)−1,j ) if l(k, j) > 0, l2(k, j) > 0.
As a consequence,
Ldc(Rk−1,j ) = k,j ∀ 1jm,

N
(0)
k,1
(qk−1; r) = −k,hk ,

N
(0)
k,i
(qk,i−1; r) = k,ik,jk,i ∀ 2 ik,
where k,j is referred to Main Theorem.
Proof. In the case l(k, j) = 0, we have Rk−1,j = ej , hence, Ldc(Rk−1,j ) = Ldc(ej ) =
1. Now assume l(k, j) > 0 and denote l(k, j) = b. Then hb = j , l(b − 1, j) =
l(l(k, j) − 1, j) = l2(k, j), Rk−1,j = Rl(k,j)−1,j = Rb−1,hb , and
Rb−2,j =
{
ej if l(b − 1, j)(= l2(k, j)) = 0,
Rl(b−1,j)−1,j = Rl2(k,j)−1,j if l(b − 1, j)(= l2(k, j)) > 0,
hence,
Ldc(Rk−1,j ) = Ldc(Rb−1,hb ) =
−1
b,1
Ldc(Rb−2,hb ) =
−1
b,1
Ldc(Rb−2,j )
=
{ −1
l(k,j),1
if l2(k, j) = 0,
−1
l(k,j),1
Ldc(Rl2(k,j)−1,j ) if l2(k, j) > 0.

The following lemma is prepared for transferring the relation between qk,i and qk,i−1,
which is given in Lemma 3, to that between f(j,n)+ and fj,n.
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Lemma 9. Let (j, n)(m, 0). Denote (j∗, n∗) = (j, n)+,  = j∗,n∗(fj,n, r), d =
deg fj,n, d∗ = deg fj∗,n∗ . Denote by SAj,n(h) = (gh,wh, uh) the hth column of SAj,n
for 1hm. Then
(1) If (j, n)+ /∈ ∪1k{N(0)k,i |1 ik}, then  = 0 and
(fj∗,n∗ , d
∗, SAj∗,n∗) = (fj,n, d, SAj,n).
(2) If (j, n)+ = N(0)k,1 for some 1k, then
 = 0,
(j∗, n∗) = (hk, nk),
(fj,n, fj∗,n∗) = (qk−1, qk,1),
(d, d∗) = (dk−1, dk),
(SAj,n, SAj∗,n∗) = (SA(k − 1), SA(k)),
(fj,n, n
∗ − d,−) = SA(k;hk),
uj∗

= k,1,
n∗ − d − wj∗ = tk.
(3) If (j, n)+ = N(0)k,i for some 1k and 1 < ik , then
 = 0,
(j∗, n∗) = (jk,i , nk + xk,i),
(fj,n, fj∗,n∗) = (qk,i−1, qk,i),
(d, d∗) = (dk, dk),
(SAj,n, SAj∗,n∗) = (SA(k), SA(k)),

uj∗
= k,i ,
n∗ − d − wj∗ = −(vk,jk,i − vk−1,hk − xk,i)0.
(4)  = 0 if and only if (j, n)+ = N(0)k,i for some 1k and 1 ik . Moreover, If
 = 0, then (j, n)+ = N(0)k,1 if and only if n∗ − d > wj∗ ; and (j, n)+ = N(0)k,i with
i > 1 if and only if n∗ − dwj∗ .
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Proof. In this proof we use Lemmas 2, 4 and 7 frequently.
(1) We prove it for the cases (j, n)+ ∈ N0 and (j, n)+ ∈ N0 separately. If (j, n)+ ∈ N0,
then (j, n) = (m, 0) or (j, n) ∈ N0, fj∗,n∗ = q0 = fj,n,  = (j,n)+(q0; r) = 0,
d∗ = deg(q0) = d , SAj∗,n∗ = SA(0) = SAj,n. If (j, n)+ /∈ N0, then N(0)k,i (j, n) <
(j, n)+ ∈ Nk,i for some 1k and 1 ik . Then fj,n = qk,i = fj∗,n∗ ,  =
j∗,n∗(qk,i; r) = 0, d = deg(fj,n) = deg(qk,i) = deg(fj∗,n∗) = d∗, SAj∗,n∗ =
SA(k) = SAj,n.
(2) Under the assumption we have (j, n) ∈ Nk−1,k−1 , fj,n = qk−1 and (j∗, n∗) =
(hk, nk). Then fj∗,n∗ = qk,1,  = j∗,n∗(qk−1, r) = hk,nk (qk−1, r) = −1k,1Ldc
(Rk−2,hk ) = −Ldc(Rk−1,hk ) = 0, d∗ = deg(qk,1) = dk , d = deg(qk−1) = dk−1,
SAj,n = SA(k − 1), SAj∗,n∗ = SA(k), (gj∗ , wj∗ , uj∗) = SAj,n(j∗) = SA(k −
1;hk) = (Qk−2,hk , vk−1,hk ,Ldc(Rk−2,hk )). Note that SA(k;hk) = (Qk−1,hk , vk,hk ,
Ldc(Rk−1,hk )), Qk−1,hk = qk−1 = fj,n, d = deg(fj,n) = deg(qk−1) = dk−1 and
vk,hk = nk − dk−1 = n∗ − d , we get SA(k;hk) = (fj,n, n∗ − d,−). Then
k,1 = Ldc(Rk−2,hk )

= uj∗

,
and n∗ − d − wj∗ = vk,hk − vk−1,hk = tk .
(3) Under the assumption we have (j, n)∈Nk,i−1, (j∗, n∗)=N(0)k,i = (jk,i , nk+xk,i),fj,n =
qk,i−1, fj∗,n∗ = qk,i , d = deg(qk,i−1)= dk = deg(qk,i)= d∗, = j∗,n∗(qk,i−1; r)=
k,iLdc(Rk−1,jk,i ) = 0. Note that (gj∗ , wj∗ , uj∗) = SAj,n(j∗)= SA(k; j∗)=
(Qk−1,j∗ , vk,j∗ ,Ldc(Rk−1,j∗)), we see k,i =

N
(0)
k,i
(qk,i−1,r)
Ldc(Rk−1,jk,i )
= Ldc(Rk−1,j∗ ) =

uj∗ , and
n∗ − d − wj∗ = nk + xk,i − dk − vk,j∗ = − (vk,jk,i − vk−1,hk − xk,i)0.
(4) It is an easy consequence of the above items. 
Proof of Main Theorem. In this proof we use Lemmas 3, 4, 8 and 9 frequently.
(1) If (j, n) ∈ N0, then fj,n = q0, hence fj,n is a minimal polynomial of r(j,n) from
Proposition 2. Now we assume (j, n) ∈ Nk with 1k. W.l.o.g., we may assume
(j, n) ∈ Nk,i for some i: 1 ik , hence, fj,n = qk,i . We see qk is a minimal
polynomial of r(j,n), and the linear complexity L(j, n) of r(j,n) is deg(qk) = dk
from Proposition 2. If i = k , we have fj,n = qk,k = qk , so fj,n is a minimal
polynomial of r(j,n). If i < k , note that deg(qk,i = dk , it is enough to prove
qk,i is a characteristic polynomial of r(j,n). Note that rk,i = rqk,i − pk,i and
(j, n) < N
(0)
k,i+1 = (jk,i+1, nk + xk,i+1), we see
Iv({rqk,i}) = Iv({rk,i})Iv(rk,i) = Iv(Dkmk,i+1)
= (jk,i+1, vk−1,hk + xk,i+1) = (jk,i+1, nk − dk + xk,i+1) > (j, n − dk),
hence, qk,i is a characteristic polynomial of r(j,n).
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(2) (a) It is an easy consequence of Lemma 9.
(b) If  = 0, n∗ − d > wj∗ , then (j∗, n∗) = (j, n)+ = N(0)k,1 = (hk, nk). We have
fj∗,n∗ = qk,1 = k,1ztk qk−1 + Qk−2,hk
= uj∗

zn
∗−d−wj∗fj,n + gj∗;
deg(fj∗,n∗) = d∗ = dk = dk−1 + tk = d + tk = n∗ − wj∗;
SAj∗,n∗(h) = SA(k;h) = SA(k − 1;h)
= SAj,n(h) if h = hk = j∗;
SAj∗,n∗(j∗) = SA(k; j∗) = SA(k;hk) = (fj,n, n∗ − d,−).
(c) If  = 0, n∗ − dwj∗ , then (j∗, n∗) = (j, n)+ = N(0)k,i with i > 1. We have
fj∗,n∗ = qk,i = qk,i−1 + k,izvk,jk,i −v−xk,iQk−1,jk,i
= fj,n + 
uj∗
z−n∗+d+wj∗gj∗;
deg(fj∗,n∗) = d∗ = dk = d;
SAj∗,n∗ = SA(k) = SAj,n.
(3) We keep the notation mj,n = z−nej , so we have mN
(0)
k,i = z−(nk+xk,i )ejk,i . We have
 =
∑
(m,0) (j,n)
(j,n)+(fj,n; r)m(j,n)+
=
∑
(j,n)+=N(0)k,i ,1k,1 ik
(j,n)+(fj,n; r)m(j,n)+ .
Note that
fj,n =
{
qk−1 if (j, n)+ = N(0)k,1,
qk,i−1 if (j, n)+ = N(0)k,i , 2 ik,
we get
 =
∑
1k

N
(0)
k,1
(qk−1; r)mN
(0)
k,1 +
∑
1k
∑
2 ik

N
(0)
k,i
(qk,i−1; r)mN
(0)
k,i
=
∑
1k
−k,hkmN
(0)
k,1 +
∑
1k
∑
2 ik
k,ik,jk,im
N
(0)
k,i .
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Note that
z−dkDkmk,i = z−dk−vk−1,hk−xk,i ejk,i = z−nk−xk,i ejk,i = mN
(0)
k,i
and
km
N
(0)
k,i = kz−nk−xk,i ejk,i = k,jk,i z−nk−xk,i ejk,i = k,jk,imN
(0)
k,i ,
we get k,jk,im
N
(0)
k,i = kmN
(0)
k,i = z−dkkDkmk,i , and z−dkkDkmk,1 = k,jk,1
m
N
(0)
k,1 = k,hk z−nk ehk , hence,
 = −
∑
1k
z−dkkDkmk,1 +
∑
1k
∑
2 ik
k,iz
−dkkDkmk,i
=
∑
1k
z−dkkDk
⎛
⎝−mk,1 + ∑
2 ik
k,imk,i
⎞
⎠
=
∑
1k
z−dkkDk(−mk,1 + a+k,2)
= −
∑
1k
k,hk z
−nk ehk +
∑
1k
z−dkkDka+k,2. 
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