Integration of the subsurface flow equation by finite elements (FE) in space and finite differences (FD) in time requires the repeated solution to sparse symmetric positive definite systems of linear equations. Iterative techniques based on preconditioned conjugate gradients (PCG) are one of the most attractive tool to solve the problem on sequential computers. A present challenge is to make PCG attractive in a parallel computing environment as well. To this aim a key factor is the development of an efficient parallel preconditioner. FSAI (factorized sparse approximate inverse) and enlarged FSAI relying on the approximate inverse of the coefficient matrix appears to be a most promising parallel preconditioner. In the present paper PCG using FSAI, diagonal and pARMS (parallel algebraic recursive multilevel solvers) preconditioners is implemented on the IBM SP4/512 and CLX/768 supercomputers with up to 32 processors to solve underground flow problems of a large size. The results show that FSAI may allow for a parallel relative efficiency E * p larger than 50% on the largest problems with p = 32 processors. Moreover, FSAI turns out to be significantly less expensive and more robust than pARMS. Finally, it is shown that E * p for p in the upper range may be much improved if PCG-FSAI is implemented on CLX.
Introduction
Solving the classical equation of flow through porous media by finite element (FE) in space and finite differences (FD) in time, e.g., the Crank-Nicolson scheme [7] , yields the following linear set of equations:
where h t is the vector of nodal potential heads at time t, H and P are the stiffness and capacity matrices, respectively, both symmetric positive definite (spd), q t is the source/sink term, and t the time integration step. It is well known that scheme (1) is unconditionally stable. Typically H and P are time independent with t frequently increased by a factor f (between 1 and 2) during the simulation if q is also time independent. As a major result the coefficient matrix in (1) changes with the time integration level and, at least theoretically, the preconditioned conjugate gradients (PCG) preconditioner might also change. In recent years, PCG has become a quite standard method to solve spd sets of linear equations on sequential computers (see for instance [22] ). Several preconditioners have been developed [1, 2, [10] [11] [12] 20, 24] . Preconditioning based on the incomplete Cholesky decomposition of the coefficient matrix with zero (IC(0) [16] ) or variable (ILUT [23] ) is perhaps the technique most widely used. However, both IC(0) and ILUT prove inefficient on parallel computers because of the native unsuitability of the triangular factorization to be parallelized. On supercomputers the simple diagonal scaling appears to be superior to IC(0) [21] and may represent a quite inexpensive and nevertheless efficient preconditioner. An important improvement in a parallel context is offered by the approximate inverse [10] [11] [12] [13] [14] [15] 25] , specifically the one labeled FSAI (factorized sparse approximate inverse) or "enlarged" FSAI( ), with a user specified parameter [17, 18] . The diagonal preconditioner, FSAI and FSAI( ) are implemented into our FE flow code developed to solve (1) in a 3D porous medium [6] with the respective performance addressed and compared on an IBM SP4 and CLX supercomputers using up to 32 parallel processors. FSAI( ) is also compared with the preconditioner of the package parallel algebraic recursive multilevel solvers (pARMS) [19] properly incorporated into our FE code. We observe that pARMS makes use of a block preconditioner based on the Schur complement. Comparison are performed in terms of pseudospeed-up S * p and parallel pseudoefficiency E * p vs. the number p of processors used on the IBM SP4 and CLX supercomputers. The paper is organized as follows. FSAI is first briefly reviewed. The PCG parallelization together with the H and P construction and parallel FSAI implementation is then addressed. A set of SP4 and CLX runs for complex 3D flow problems of variable size N up to half a million using tetrahedral FE are carried out with the outcome discussed in terms of execution time, number of PCG iterations, S * p and E * p . Finally, a few conclusive remarks on the efficiency of PCG-FSAI on parallel computers are provided.
PCG-FSAI parallelization

FSAI preconditioner
The FSAI method computes an approximate inverse of an spd matrix A in the factorized form
A lower triangular matrixĜ L is computed by solving the equations:
with ij the Kroneker delta. The diagonal entries ofĜ L are all positive.
is spd with all diagonal entries equal to 1. A widespread choice for S L is to allow for nonzeros in G L only in positions corresponding to nonzeros in the lower triangular part of A k , where k is a small positive integer, e.g., k = 1, 2, 3. Solution to (2) always exists for an spd A. While the approximate inverses corresponding to A k , k > 1, are often better than the one obtained with k = 1, they may be too expensive to compute and use. Kolotilina et al. [17] describe a simple approach, called post-filtration, to improve the quality of FSAI preconditioners for an spd matrix A. This is based on a posteriori sparsification, by using a drop-tolerance parameter, with the aim to reduce the number of nonzero elements of G L , and thus decrease the computational burden of the iteration phase. In a parallel environment, a substantial reduction of the communication complexity of the preconditioner-by-vector multiplication can be achieved. In our problem we set A = H + 2P / t.
Our FORTRAN 90 code makes use of the MPI library interface. Matrices H and P are first built in parallel as well as preconditioners FSAI and FSAI(0.1) [4] . Next, Eq. (1) is solved in parallel by PCG-FSAI.
Parallel construction of H and P
We use tetrahedral FE generated according to the procedure described in [8] . Data partitioning among the p processors is accomplished as follows. Denoting as N the number of FE nodes, as an example take p = 2, all the tetrahedra with (at least) one node number smaller than or equal to N/2 are allocated on processor 1; the elements with (at least) one node number between 1 + N/2 and N are allocated on processor 2. If p > 2, a similar distribution strategy is implemented.
Hence, the matrix assemblage takes place independently on each processor with H and P partitioned accordingly and N/p rows of the global H and P (which by the way are never fully built) residing on each processor.
Parallel PCG implementation
The PCG algorithm can be decomposed into a number of scalar products, daxpy-like linear combinations of vectors, and matrix-vector (MV) products. Scalar products, were distributed among the p processors by uniform block mapping. We tailored the implementation of parallel MV products for application to sparse matrices, using a technique for minimizing data communication between processors [6] . A key point in the parallelization procedure is the MV product. In this respect two schemes may be implemented: a classical scheme and a scheme relying on Geus and Röllin's algorithm [9] which attempts to enhance the cache usage by the data prefetching technique described in [5] for a matrix stored in CSR (compressed storage row) mode. In the sequel this implementation of the MV product will be referred to as MV1. Experience shows that Geus and Rollin's procedure is superior to the traditional one, and therefore, it will be used in the experiments that follow.
We implemented the FSAI preconditioner computation with the specification of either A or A 2 sparsity patterns. We used a block row distribution of matrices A, G L . Complete rows are assigned to different processors [3] . Let n i be the number of nonzeros allowed in the ith row of G L . Any row i of the G L matrix can be computed independently of each other, by solving a small spd dense linear system of size n i . To attain parallelism, the processor that computes row i must access n i rows of A. Since the number of nonlocal rows needed by each processor is relatively small, we temporarily replicate the nonlocal rows on auxiliary data structures. The dense factorizations needed are carried out using BLAS3 routines from LAPACK. Once G L is obtained, a parallel transposition routine yields to every processor the eligible part of G T L .
Numerical results
The numerical experiments are performed on an SP4 supercomputer with up to 512 POWER 4 1.3 GHz CPUs with 1088 GB RAM. The current configuration has 48 (virtual) nodes: 32 nodes with 8 processors and 16 GB RAM each, 14 nodes with 16 processors and 32 GB RAM and 2 nodes with 16 processors and 64 GB RAM each. Each node is connected with two interfaces to a dual plane switch.
For the sake of comparison, and exclusively for problem 4 below, a simulation is also performed on CLX. Each node owns a 2 GB DRAM (32 nodes have 4 GB DRAM), and two Intel Xeon Pentium IV 3.055 GHz processors (10 I/O nodes feature 2.8 GHz processors). Each processor is equipped with a 512 Kb L2 Cache. Disk space is 5.5 TB. The internal network is a Myrinet IPC one. PCG iterations (as well as pARMS iterations) are completed when the Euclidean norm of residual r k 10 −12 .
Sample problems
The porous medium is a 6 m side cube subdivided into tetrahedra [8] . The vertical layering involves either 6 or 30 layers with the hydraulic conductivity (HC) uniform in problem 1 and horizontally variable in problems 2-4. The mesh properties and simulation details are summarized in Table 1 . Dirichlet boundary conditions are prescribed on one face of the cube while on a node opposite to the Dirichlet face a pumping rate equal to −1 m 3 /s is prescribed. The remaining boundary elements are assumed to be impermeable. In all the problems we start with an initial time integration step t 0 (in hours), and use at step k, t k = max{f · t k−1 , t max }. The FSAI preconditioner is computed only once at the beginning of the simulation (i.e., for t = t 0 ) and then kept constant irrespective of the fact that the coefficient matrix H + 2P / t changes with the t size. Actually the outcome shows that updating the preconditioner vs. t does not improve significantly the PCG solver performance.
Sequential PCG simulations
The results are obtained with preconditioner IC(0) on one SP4 processor. For problem 1 the total CPU time T required to complete the simulation is 1492.1 s with the average number I a of PCG iterations per time step equal to 210. For problems 2 and 3 with a variable permeability, the PCG performance reduces with T increased to 3677.1 s and I a to 421. Finally for problem 4, T = 4333.5 s and I a = 294.
Parallel PCG simulations
Since for memory reasons the FE-PCG code could not be run for the largest test cases within 1 GB memory usually provided by a single SP4 processor, we define as an indicator of the degree of parallelism a pseudospeed-up S * p as S * p = 2T 2 /T p . Table 2 provides the time T p needed to complete the simulation with p SP4 processors and the corresponding pseudospeed-up S * p . The iterations I a are given in brackets. Table 2 shows the results employing MV for problems 1 and 2, and with the optimized MV product MV1 for problems 2-4. The results reported in Table 2 for problem 2 confirms the improvement of the optimized MV product. On this test case, using MV1 requires from 20% to 30% less CPU time than using MV.
Regarding CPU time, we observe in Table 2 that FSAI(0.1) is better, and sometimes appreciably better, than the diagonal preconditioner, and slightly superior to FSAI. FSAI( ) proves quite robust vs. and is not very sensitive to the value. The pseudospeed-ups are quite interesting. For the (larger) problem 2, S * 8 and S * 16 are larger than for the (smaller) problem 4. This is accounted for by the fact that, being problem 2 (four times) larger than problem 4, the computational burden is also larger and prevails over the communication time among the processors. Regarding problem 1, pseudospeed-ups S * 4 slightly larger than 4 for diagonal and FSAI preconditioners may be ascribed to cache effects. Differently, the preconditioner FSAI(0.1), due to its larger memory requirements, takes less advantage of cache size.
To further investigate the parallelization degree of the PCG-FSAI solver, a few simulations were performed on CLX. Fig. 1 shows the parallel pseudoefficiency defined as E * p = S * p /p for problem 4 using SP4 (left) and CLX (right). The best E * p is obtained in both cases for p = 4. However, on SP4 E * p deteriorates quickly as p increases while on CLX the pseudoefficiency deterioration is as expected. The performance degradation is more notable when moving from 4 to 8 processors, and it is observed in all our parallel experiences on the SP4 machine, due to hard/soft processor aggregation into virtual/physical nodes. Since 8 processors share the same node core memory, many memory conflicts occur when all the processors are engaged on unstructured matrix computations. Inspection of Fig. 1 (right) indicates that the CLX pseudoefficiency deterioration is consistent with a good parallel algorithm. Hence, we may conclude that FSAI allows for a better parallelization degree on CLX than SP4.
pARMS results
The parallel pARMS package [19] represents an interesting effort in devising a distributed preconditioner for iterative solvers. pARMS algorithms are intrinsically parallel. However, the number of iterations performed depends quite significantly on the number of processors engaged. Hence, the analysis of its parallel performance cannot naively rely upon classical factors such as the speed-up. Table 3 shows the CPU times T p and the number of iterations I a required for the solution of problems 2 and 4 using the pARMS preconditioner. The pARMS optimal performance is obtained with a preconditioner based on Schur complement (lsch_ilut). We used the following parameters: iov = 1 (overlap), im = 100 (Krylov subspace size), lf ill = 60 (level of fill-in of ILUT preconditioner), eps = 10 −3 (tolerance of the outer iteration). Left and right numbers in bracket denote outer and inner iterations, respectively. The FSAI(0.1) times are given again for a direct and easier comparison. It may be noted that, with the exception of one case only (problem 4 with 2 processors) using the pARMS preconditioner yields a worse computational performance, and particularly so for the larger and more difficult problem 2. Also note that with pARMS the iteration count varies appreciably with p while is not so with FSAI(0.1) as is shown in Table 2 . The FSAI performance appears to be insensitive to p and hence more robust vs. the number of processors employed in the simulation.
Conclusion
The implementation in a parallel computing environment of a PCG scheme for the most efficient solution to subsurface FE equation of flow has been addressed. The following points are worth summarizing:
(1) Assembling of the stiffness and capacity matrices can be done in a very efficient way with each single processor making use of the corresponding submatrix when the spd system is finally solved. (2) The preconditioner FSAI and enlarged FSAI can be easily parallelized for a most efficient implementation of a parallel PCG solver. FSAI turns out to be superior to both the diagonal and the pARMS preconditioners. 4) The parallel pseudoefficiency index decreases with p on both SP4 and CLX, as expected. However, the pseudoefficiency deterioration is less pronounced on CLX where the machine architecture enhances the algorithm parallel performance. (5) Using a massively parallel computer (e.g., p =16 or 32) allows for the treatment of 3D flow problems characterized by a complex heterogeneity and hence a large number of elements that would be hard (if not impossible) to address with a traditional sequential computer.
