Abstract-A discrete-time Wiener phase noise channel model is introduced in which multiple samples are available at the output for every input symbol. A lower bound on the capacity is developed. At high signal-to-noise ratio (SNR), if the number of samples per symbol grows with the square root of the SNR, the capacity pre-log is at least 3/4. This is strictly greater than the capacity pre-log of the Wiener phase noise channel with only one sample per symbol, which is 1/2. It is shown that amplitude modulation achieves a pre-log of 1/2 while phase modulation achieves a pre-log of at least 1/4.
I. INTRODUCTION
Communication systems often suffer from phase noise due to the instability of oscillators [1] . The characteristics of the phase noise process vary by application. In systems with phase tracking devices, such as phase-locked loops (PLL), the residual phase noise follows a Tikhonov distribution [2] . In Digital Video Broadcasting DVB-S2, an example of a satellite communication system, the phase noise process is modeled by the sum of the outputs of two infinite-impulse response filters driven by the same white Gaussian noise process [3] . In fiberoptic communication, the phase noise in laser oscillators is modeled by a Wiener process [4] .
For discrete-time phase noise channels with a stationary and ergodic phase noise process (whose entropy rate is finite), Lapidoth showed that the capacity grows logarithmically with the signal-to-noise ratio (SNR) with a pre-log factor equal to 1/2 at high SNR [5] . The two cases of Wiener phase noise and auto-regressive-moving-average (ARMA) phase noise fall into this class. At finite SNR, numerical methods exist for computing (bounds on) the information rate for Wiener and ARMA phase noise [6] - [11] .
In [12] - [15] , continuous-time phase noise channels are studied. Continuous-time white phase noise is considered in [14] , [15] . In [12] and [13] , a discrete-time phase noise channel is developed by discretizing a continuous-time Wiener phase noise channel by oversampling the output of an integrate-anddump filter at the receiver. It was shown in [12] that, at high SNR, the information rate grows logarithmically with SNR with a pre-log factor equal to 1/2 when the number of samples per symbol grows with the square root of the SNR. This result was established by employing amplitude modulation only. It was shown in [13] through numerical simulations that oversampling improves the information rate for Phase Shift Keying (PSK) modulation (see Fig. 5 in [13] ). The question of whether phase modulation can increase the pre-log factor at high SNR is left open.
We study in this paper a discrete-time channel model similar to [5] - [11] , namely one without amplitude noise that would arise due to filtering before sampling [12] - [15] . We do this as a first step towards addressing the more complex continuoustime model. Our approach is similar to [12] , [13] in that we consider oversampling receivers, where the oversampling rate increases with the square root of the SNR to achieve the maximum pre-log of 1/2 for amplitude modulation. However, as we will show, we achieve an additional pre-log of 1/4 by using only 2 samples per symbol.
The paper is organized as follows. In Section II, the discretetime model of [12] for the Wiener phase noise channel with oversampling is described and a simplified discrete-time channel model is introduced. A lower bound on capacity of the simplified channel is derived in Section III and the paper is concluded with Section IV.
II. DISCRETE-TIME MODEL
We use the following notation: j = √ −1 , * denotes the complex conjugate, δ D is the Dirac delta function, · is the ceiling operator. We use X k to denote (X 1 , X 2 , . . . , X k ). We describe the discrete-time model developed in [12] . Let X n be the input symbols. For every input symbol, there are L output samples. The k-th output sample is
where k = 1, . . . , nL and ∆ = 1/L. The process {N k } is an independent and identically distributed (i.i.d.) circularlysymmetric complex Gaussian process with mean 0 and
N ∆ while the process {Θ k } is the discrete-time Wiener process
where Θ 1 is uniform on [−π, π) and {W k } is an i.i.d. real Gaussian process with mean 0 and F k is defined as
and Θ(t) is a continuous-time Wiener process:
where Θ(0) is uniform on [−π, π) and W (t) is a real Gaussian process with
The parameter β > 0 is the full-width at half-maximum (FWHM) of the power spectral density of e jΘ(t) . A power constraint is imposed on the transmitted symbols
The signal-to-noise ratio SNR is defined as SNR = P/σ 2 N . The model we adopt in this paper does not include the effect of filtering modeled by {F k }. More specifically, the k-th output of the simplified model is
where {Θ k } and {N k } are the same processes defined earlier.
We remark that the process {Θ k } is not stationary but {e jΘ k } is stationary.
III. LOWER BOUND
The capacity of (8) is given by
where the supremum is over all of possible joint distributions of the input symbols satisfying the power constraint. For a given input distribution, the achievable rate R is given by
Our main result is the following theorem.
As a corollary, the capacity pre-log satisfies
We outline the proof in the rest of this section. Without loss of generality, let σ 2 N = 1. Define X A ≡ |X| and Φ X ≡ ∠X.
We decompose the mutual information using the chain rule into two parts:
The first term represents the contribution of the amplitude modulation while the second term represents the contribution of the phase modulation. First, we analyze the amplitude modulation term. We have
where V k is a deterministic function of (Y n , X
Step (a) follows from the chain rule of mutual information and (b) follows from the data processing inequality. We choose
When X n is i.i.d., the pair (X A,k , V k ) with V k defined in (15) is independent of X k−1 A and therefore
By using the auxiliary-channel lower bound theorem in [16, Sec. VI], we have
where Q V |X A (v|x A ) is an arbitrary auxiliary channel and
where p X A,k (·) is the true distribution of X A,k , i.e., Q V (·) is the output distribution obtained by connecting the true input source to the auxiliary channel. We choose the auxiliary channel
Following steps similar to those in [12] , it can be shown that if X n A is i.i.d. with |X k | 2 distributed according to p X P for k = 1, . . . , n where
then
where
Next, we turn our attention to the contribution of the phase modulation. By using the chain rule, we have
whereỸ k is a deterministic function of (Y n , X n A , Φ k−1 X ). Inequality (a) follows from the non-negativity of mutual information and (b) follows from the data processing inequality.
At high SNR, we use some intuition to choose a reasonable processing of (Y n , X 
3) Given the current input amplitude |X k | and the estimate of Θ k−1 , the first sample Y (k−1)L+1 in Y k is the most useful for decoding Φ X,k because the following samples become increasingly corrupted by the phase noise. We scale Y (k−1)L+1 to normalize the variance of the additive noise and write
To summarize, we choosẽ
It follows from (28), (24) and (26) that
whereÑ k andZ k−1 are statistically independent and
which means that, conditioned on
is a Gaussian random variable with mean 0 and variance 1/(|x k−1 | 2 ∆). Moreover, W (k−1)L+1 is statistically independent ofÑ k andZ k−1 . The choice ofỸ k in (28) implies that
where I 0 (·) is the zeroth-order modified Bessel function of the first kind and α > 0. This distribution is known as Tikhonov (or von Mises) distribution [17] . Furthermore, define
The last equality holds because X 1 , . . . , X n are statistically independent and Φ X,k is independent of X A,k with a uniform distribution on [−π, π). We have
where (a) follows from the data processing inequality, 
and (d) holds because
for SNR∆ > 2. It follows from (23), (32) and (36) that
Hence, we have
Suppose L grows with SNR such that
Since ∆ = 1/L, we have
Therefore, by setting α = SNR∆ and taking the limit of SNR tending to infinity, we have
The last equation implies that the phase modulation contributes 1/4 to the pre-log of the information rate when oversampling is employed. It follows from (10), (22), (40) and (13) 
Combining (21) and (44) yields (11) . It is worth pointing out that the phase modulation pre-log of 1/4 requires only 2 samples per symbol for which the time resolution, 1/∆, grows as the square root of the SNR. It is interesting to contemplate whether another receiver, e.g., a non-coherent receiver, can achieve the maximum amplitude modulation pre-log of 1/2 but requires only 1 sample per symbol. If so, one would need only 3 samples per symbol to achieve a pre-log of 3/4.
IV. CONCLUSION
We studied a discrete-time model of a Wiener phase noise channel with oversampling. We showed that, at high SNR, the capacity grows logarithmically with SNR with a pre-log of at least 3/4 if the number of samples per symbol grows with the square root of the SNR. It was found that amplitude modulation and phase modulation can achieve pre-log factors of 1/2 and 1/4, respectively. In fact, the phase modulation prelog of 1/4 requires only 2 samples per symbol.
