For time-to-event data, the power of the two sample logrank test for the comparison of two treatment groups can be greatly influenced by the ratio of the number of patients in each of the treatment groups. Despite the possible loss of power, unequal allocations may be of interest due to a need to collect more data on one of the groups or to considerations related to the acceptability of the treatments to patients. Investigators pursuing such designs may be interested in the cost of the unbalanced design relative to a balanced design with respect to the total number of patients required for the study. We present graphical displays to illustrate the sample size adjustment factor, or ratio of the sample size required by an unequal allocation compared to the sample size required by a balanced allocation, for various survival rates, treatment hazards ratios, and sample size allocation ratios. These graphical displays conveniently summarize information in the literature and provide a useful tool for planning sample sizes for the two sample logrank test. 
Introduction
Many studies with time-to-event data use the two sample logrank test for the comparison of two treatment groups. The design of such a study should have careful planning for the sample size with respect to power and the allocation of patients to the two treatment groups. In some studies, it may be of interest to use an unequal allocation of patients to the respective treatment groups due to a need to collect more data on one of the groups or to considerations related to the acceptability of the treatments to patients. For example, if the control treatment is expected to provide minimal benefit relative to its tolerability, patients might not participate if equal numbers of them have assignment to both treatment groups. Also, investigators may want to increase the number of patients in the test treatment group in order to collect as much safety data as possible on the test treatment. However, an unequal sample size allocation can affect the power of the logrank test for assessing treatment differences.
For unbalanced designs, Pocock [1] preferred a sample size ratio of 2:1 or 3:2 for a test treatment versus a control treatment, and cautioned that a ratio greater than 3:1 could lead to considerable loss of power for the logrank test. Kalish and Harrington [2] advocated the use of balanced designs and argued that equal allocation designs are highly efficient, even with large treatment differences and large amounts of censoring. They conducted simulation studies to show that the power curve of the logrank test is very flat across different hazards ratios (2, 4) and degrees of censoring (0, 25, 50, 75%). They noted that the optimal design allocates more patients to the treatment group with the lower event rate and tends to make the total number of events in the treatment groups at any point in time more balanced than if equal allocation had been used.
There are various formulas in the literature for calculating sample size for the logrank test.
Hsieh [3] compared the sample size formulas given by Freedman [4] (used in Nquery and STATA 10), Schoenfeld [5] , Hsieh [6] , and Shuster [7] , and found that Freedman's formula gives the highest power for the logrank test if the sample size ratio of the two groups is equal to the reciprocal of the hazards ratio, whereas the other formulas give highest power when sample sizes in the two groups are equal. Hseih also observed that it was difficult to locate the optimal sample size ratio for the logrank test due to the flat portion of the power curves, but suggested that the the optimal sample size ratio may exist in the neighborhood from equal allocation of sample sizes to equal allocation of events. This perspective agreed with the assignment of more patients to the treatment group with the lower event rate, and hence with the tendency to balance the number of events between the two groups.
We focus on the sample size formula of Freedman [4] with the objective of evaluating the impact of unequal allocation as it relates to power and sample size. Inherent assumptions of Freedman [4] are that all patients have the same fixed time period of follow-up and that essentially no patient has premature withdrawal, although Freedman provides some informal strategies for addressing departures from this data structure. More importantly, such assumptions are reasonably realistic in practice, particularly for studies in which patients receive treatment and/or require diagnostic procedures for the event of interest throughout their durations of follow-up. Examples include studies for the prevention of unfavorable events such as myocardial infarction, stroke, or death in cardiovascular studies, skeletal fractures in osteoporosis studies, and recurrences (or exacerbations) of major impairments in studies for psychiatric or neurologic disorders (as well as related counterparts for gastrointestinal or respiratory disorders). The method of Freedman [4] is also reasonably applicable to vaccine studies with intensive follow-up for identifying new cases of a disease which is to have prevention and to studies for reducing the time to occurrence of favorable events during a treatment period, such as relief of symptoms for migraine headache or the healing of an infection or a gastrointestinal disorder.
In studies like those previously described, it may be of interest to use an unequal sample size allocation even though it may not lead to better power. If the investigators wish to maintain a specific level of power for assessing comparisons (e.g. 0.90), an unequal sample size allocation may require a greater total number of patients compared to that required for a balanced design. In these situations, it may not be clear to the investigators how the allocation ratio affects the required total number of patients relative to a balanced design, and how this relationship differs depending on the hazards ratio and event rate. In this manuscript, we present graphical displays to clarify the impact of an unequal allocation design in terms of the sample size adjustment factor. This factor is defined as the ratio of the sample size required by the unequal allocation compared to the sample size required by the balanced allocation, under the same specifications for power and type I error across the two allocations. These graphical displays conveniently summarize information in the literature and provide a useful tool for planning sample sizes for the two sample logrank test for time-to-event data.
The effect of allocation ratio on total sample size
We first summarize the sample size formula given by Freedman [4] . Let P 1 and P 2 denote the survival rates for patients in groups 1 and 2, which typically correspond to test and control treatments, respectively. A hazards ratio (constant over time) for comparing the two groups can be expressed as
A hazards ratio greater than one indicates more events (and lower survival rates) for patients in group 1 versus group 2, and a hazards ratio less than one indicates fewer events (and higher survival rates) for patients in group 1 versus group 2. For a study with equal sample sizes for each group, Freedman [4] indicates that the total number of events d required for (1 − β)
power at the one-sided significance level α can be approximated by
in which z α and z β are the standard normal quantiles corresponding to the one-sided significance level α and required power (1−β) in the logrank test. This approximation assumes that the ratio of patients at risk in the two groups before each event is equal to one and that the quantity 2 √ θ/(θ + 1) is approximately equal to one. It follows that the total number of patients required in the study can be approximated by
For unequal allocation in the number of patients in the two groups, say φ : 1 for group 1 versus group 2, the total number of events is approximated by
It follows that the total number of patients required under unequal allocation can be approximated by
The approximation for the unequal allocation assumes that the ratio of patients at risk in the two groups before each event is equal to φ and that the quantity
approximately equal to one.
To simplify notation, we set P = P 2 , and observe from equation (1) that P 1 = P θ . For 0 ≤ P < 1, the sample size adjustment factor, or ratio of total sample size for an unequal allocation relative to 1:1 allocation, can be expressed as
Note that the standard normal deviates z α and z β are not in this ratio, so that the sample size adjustment factor is only a function of θ, φ, and P (assuming power and type I error do not vary across the two allocations). Figure 1 shows the sample size adjustment factor relative to a 1:1 allocation for various combinations of the survival rate in group 2 (P ), the hazards ratio (θ), and common choices of the allocation ratio (φ). We only present results for θ < 1, as sample size ratios for θ > 1 can be obtained by noting that such ratios are the same as the corresponding ratios with hazards ratio 1/θ, allocation ratio 1/φ and survival rate P θ (i.e. f (θ, φ, P ) = f (1/θ, 1/φ, P θ )). From this perspective, one can note that (1/θ) = log e (P )/ log e (P θ ) = log e (P 2 )/ log e (P 1 ) with P 1 = P θ serving as P in (6). For example, to obtain the sample size adjustment factor for θ = 3 with allocation 2 : 1 and a group 2 survival rate of 0.2, one can look at the value corresponding to hazards ratio 1/3, allocation 1 : 2, and survival rate P 3 = 0.2 3 .
Graphical displays
We are particularly interested in situations in which the ratio (N φ /N ) is close to one or less than one, indicating that the unequal allocation does not cost the researcher much in terms of total sample size. For allocation ratios with φ < 1 (indicating more patients on the treatment with the higher event rate when θ < 1), the sample size adjustment factor is greater than one for all combinations of P and θ (note only φ = 0.5 is shown). As the hazards ratio gets closer to one, the sample size adjustment factor decreases and draws nearer to one.
For allocation ratios with φ > 1 (indicating more patients on the treatment with the lower event rate), many of the sample size adjustment factors are less than one. More specifically, for small P and small θ, sample size adjustment factors are typically much less than 1 but increase as P or θ increase, although the approximations in Freedman [4] are possibly less accurate for small P . For φ ≤ 1/θ, or allocation ratios less than the reciprocal of the hazards ratio, the sample size adjustment factor is less than one for all values of P . For φ > 1/θ, or allocation ratios greater than the reciprocal of the hazards ratio, the sample size adjustment factor is less than 1 for either no values of P or only for smaller values of P . For values of P close to 1, the sample size adjustment factor is close to 1 for φ = 1/θ, indicating that the optimal allocation in terms of total sample size is somewhere between φ = 1 and φ = 1/θ. This tendency seems to disagree with the claim of Hsieh [3] that the logrank test predicts highest power when the sample size allocation ratio is equal to the reciprocal of the hazards ratio. For smaller values of P (e.g. P = 0.5), the adjustment factor appears to be rather flat across allocation ratios for φ > 1, but still may not agree with the claim of Hsieh [3] . For example, for P = 0.7 and θ = 0.4, the sample size adjustment factor is 0.94 for φ = 1.5, 0.95 for φ = 2, 0.98 for φ = 2.5, and > 1 for φ ≥ 3, suggesting that φ = 1.5 is a more efficient sample size allocation than the reciprocal of the hazards ratio, or φ = 2.5.
Discussion
As noted previously, the approximations of Freedman rely on two approximations. The first is that the ratio of patients at risk in the two groups before each event is equal to φ, and the second is that the quantity √ θ(1 + φ)/(1 + θφ) is approximately equal to one. Freedman [4] conducted Monte-Carlo simulations studies to verify the accuracy of these sample size approximations.
However, given that the second approximation appears to be a computational convenience, one can derive the sample size calculations more exactly by not invoking this approximation.
In the general case, it can be shown that the sample size invoking only the first approximation can be approximated by
It is straightforward to show that the sample size adjustment factor for an unequal allocation relative to a 1:1 allocation is given by
in which z
The modified sample size adjustment factor N * φ /N * depends on the power and type I error and is equal to the original sample size adjustment factor times the quantity (z * φ /z * ). Values of (z * φ /z * )
greater than 1 lead to larger estimates of the sample size adjustment factor relative to (6) , and values less than 1 lead to smaller estimates of the sample size adjustment factor relative to (6) . Holding the one-sided type I error constant at 0.025 (or two-sided 0.05), we found that for φ < 1, the quantity (z * φ /z * ) is greater than one for power< .50 and less than 1 for power> .50. For φ > 1, the quantity (z * φ /z * ) is less than one for power< .50 and greater than 1 for power> .50. The magnitude of the increase or decrease is primarily driven by the ratio (z β /z α ). Table I gives the values of the quantity (z * φ /z * ) for various combinations of power, allocation ratio, and hazards ratios. For hazards ratios close to 1, the quantity (z * φ /z * ) is close to one, suggesting that the absence of the second approximation of Freedman does not greatly influence the sample size adjustment factor. For φ > 1, a decreasing hazards ratio and increasing power are associated with larger ratios, indicating less benefit for the unequal allocation relative to the balanced allocation. For φ < 1, a decreasing hazards ratio and increasing power are associated with smaller ratios, indicating less penalty for the unequal allocation relative to the balanced allocation. Figure 2 gives the modified sample size adjustment factor for φ = (0.5, 1.5, 2, 3), one sided α = 0.025 (or two-sided α = 0.05), and power 0.90. One can see that the benefit of the unequal allocation for φ > 1 has diminished in this figure relative to the benefit shown in Figure   1 . Hence, if one does not invoke the second approximation of Freedman [4] , one obtains a more conservative estimate of the benefit for φ > 1 (allocation ratio) relative to a balanced design.
However, given that Freedman performed Monte Carlo simulations to verify the accuracy of his sample size formulas using both approximations, these estimates may be an artifact of invoking the first approximation of Freedman in the absence of the second approximation, resulting in more conservative estimates of the sample size adjustment factor (see Figure 2 ).
As shown in Figure 1 , the allocation of more patients to the treatment with the greater event rate leads to an increase in the total number of patients required relative to a 1:1 allocation.
Hence, unbalanced designs can only be cost-effective in terms of total sample size when more patients are allocated to the treatment with the lower event rate, as such designs can lead to a total sample size that is smaller or not much larger than that required by the balanced design.
For designs with more patients allocated to the treatment with a lower event rate, it appears that the optimal allocation is between one and the reciprocal of the hazards ratio, but this depends on the survival rates of the treatment groups.
Given that the approximation of Freedman [4] has potential limitations for high event rates (i.e. P near 0), one should mainly use these graphs for assessing the sample size adjustment factor for larger values of P , or studies with low event rates and a fixed time period for followup (e.g. studies of treatments to prevent rare events). However, the associations for smaller P are given in Figures 1-2 to provide further understanding with respect to the association between the adjustment factor, survival rate, hazards ratio, and the allocation ratio. Figure 1 reinforces the idea that the optimal sample size allocation for the two sample logrank test may exist in the neighborhood from equal allocation of sample sizes to equal allocation of events, as the number of events in each group would tend to be closer when the allocation ratio is equal to the reciprocal of the hazards ratio (for φ > 1).
The fact that the sample size adjustment factors are generally not less than 0.9 for moderate to large P reinforces the view of Kalish [2] that the balanced design is highly efficient. However, in circumstances in which there are strong practical reasons to use an unequal allocation, Figure   1 provides a useful tool for assesssing the impact of a desired allocation ratio with respect to the cost of total sample size. 
