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Abstract
One way of estimating a function from indirect, noisy measurements is to regularise an
inverse of its Fourier transformation, using properties of the adjoint of the transform that
degraded the function in the ﬁrst place. It is known that when the function is smooth, this
approach can perform well and produce estimators that have optimal convergence rates.
When the function is unsmooth, in particular when it suffers jump discontinuities, an analogue
of this approach is to invert the wavelet transform and use thresholding to decide whether
wavelet terms should be included or excluded in the ﬁnal approximation. We evaluate the
performance of this approach by applying it to a large class of Abel-type transforms, and show
that the smoothness of the target function and the smoothness of the transform interact in a
particularly subtle way to determine the overall convergence rate. The most serious difﬁculties
arise when the target function has a jump discontinuity at the origin; this has a considerably
greater, and deleterious, impact on performance than a discontinuity elsewhere. In the absence
of a discontinuity at the origin, the rate of convergence is determined principally by an
inequality between the smoothness of the function and the smoothness of the transform.
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1. Introduction
Well-known examples of statistical inverse problems are Wicksell’s problem in
stereology, where one wishes to recover the frequency distribution of actual radii of
spherical particles from a sample of planar cuts (see e.g. [20, Section 9.4]; [22, Section
11.4.1]); and computerised tomography, where the density of a body is to be
recovered from a collection of line integrals (see e.g. [23]). Other examples abound;
they range from inverse heat conduction to a wide variety of problems involving
deconvolution and imaging. In statistical terminology these problems might be
classiﬁed as those of indirect curve estimation. See Anderssen [2], Anderssen and de
Hoog [3], Gorenﬂo and Vessella [11], and Gorenﬂo et al. [12] for reviews of methods
based on Abel integral equations, and Carroll et al. [5] for a review of theoretical
aspects of ill-posed problems in statistics.
In indirect curve estimation an unknown input function or signal, f ; is to be
recovered from a ﬁnite set of measurements on the output, g; usually degraded by
noise. Often the output is a linear transform of the input, before incorporation of
noise. Recovery of f requires inversion of the transform. This is a source of ill-
posedness, since the inverse transform is usually unbounded. It follows that
convergence rates in indirect curve estimation problems are usually slower than when
the curve is directly observed. (Feuerverger and Hall [9] treat a case where the
convergence rate is preserved.)
In order to adequately deal with the unboundedness of the inverse transform,
recovery of f from the data will usually involve a form of regularisation, the amount
of which is speciﬁed by one or more ‘‘smoothing parameters’’. Regularisation
methods include Tikhonov regularisation, regularisation of the inverse transform
itself, and wavelet-vaguelette decomposition. For reviews of the ﬁrst two methods
see, for instance, [4,21]. The wavelet-vaguelette decomposition was introduced by
Donoho [7]; see also [1]. For another recent application of wavelet methods in
inverse problems see [18]. More conventional smoothing methods in inverse
problems have been discussed by Hall and Smith [16] and van Es and Hoogendoorn
[8], for example.
One might expect the wavelet-vaguelette decomposition to be particularly useful in
cases where either the kernel of the transform, or the input function, or both have
certain irregularities. Although this is generally true, Donoho [7] pointed out that this
method might not perform well for operators having a sharp scale preference, for
example involving convolution with the boxcar kernel (i.e. the indicator of an interval).
These considerations suggest that alternative approaches should be considered, for
example directly estimating the generalised Fourier coefﬁcients of f by exploiting
properties of the adjoint of the inverse transform. In the case where f is smooth the
properties of this ‘‘direct Fourier inversion’’ approach have been investigated by Hall
et al. [17] and Garza et al. [10], and have been shown to have attractive features. For
example, direct Fourier inversion produces curve estimators that enjoy optimal
convergence rates, even in situations where traditional spectral cut-off regularisation
may fail to do so, as in convolution with the boxcar mentioned before. The case
where f is unsmooth is not so transparent, however. In particular, it is unclear what
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properties of f and of the transform affect performance, and whether direct Fourier
inversion is effective for a general class of transforms applied to unsmooth functions.
Nevertheless, it is obviously potentially advantageous to use wavelets to deﬁne the
generalised Fourier series, and to threshold wavelet coefﬁcients in order to determine
whether they should be included.
The present paper resolves many of these issues. We introduce a general class of
Abel-type transforms Ta (see Section 2.1), where a is an index of the smoothness of
the transform and may be interpreted as the number of fractional derivatives of f
that are ‘‘removed’’ by the transform. (Thus, smaller a corresponds to a smoother
transform.) We consider wavelet-based estimators of piecewise-smooth functions f
that are blurred by one of these transforms, and are subject to additional, stochastic
error. The latter is incorporated through the fact that information about f is
obtainable only via random data that have a density proportional to Taf ; or have the
form Taf þ e where e denotes a noise variable. In both cases the smoothnesses of f
and Ta are shown to interact in a particularly subtle way, to determine overall
convergence rates. The property of greatest importance is the smoothness of f at the
origin, as follows.
Assume f has r derivatives in a piecewise sense, that the ﬁtted wavelet is of order at
least r; and that 0oao1: (i) If f is smooth at the origin then (even if it has jump
discontinuities at other points), the convergence rate of the wavelet estimator will be
optimal, and equal to the rate that would arise if f had no discontinuities and the
transform were the identity, provided
ror0ðaÞ  ð3 2aÞ=4ð1 aÞ ¼ 1
2
þ 1
4ð1 aÞ: ð1:1Þ
Note that r0ðaÞ is an increasing function of a; and so the permitted smoothness of the
ﬁtted wavelet, before the convergence rate becomes suboptimal, is higher for larger
a: (ii) If f has a jump discontinuity at the origin, or if it is smooth there but rXr0ðaÞ;
then the convergence rate can deteriorate by an order of magnitude. The
deterioration will be only by a logarithmic function of sample size if r ¼ r0ðaÞ; but
can be by a polynomial function otherwise. In particular inequality (1.1), which
relates the smoothness r of the target function to the smoothness a of the transform,
is pivotal in determining convergence rates.
Our models for Abel-type transforms will be developed in Section 2. Wavelet-
based, ‘‘regularised’’ estimators will also be introduced there. Theoretical properties
of the latter, assuming the Abel models, will be described in Section 3. Technical
arguments will be given in Sections 4–6.
2. Models and estimators
2.1. A class of Abel-type transforms
Given 0oao1; let C denote the set of bounded, integrable functions on the
positive real line, and writeF for the class of compactly supported functions f in C:
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Consider the linear transformation Ta; deﬁned on C; given by
ðTawÞðxÞ ¼ 1GðaÞ
Z N
x
wðyÞðy  xÞa dy:
It may be proved that
fT1aðTawÞgðxÞ ¼
Z N
x
wðyÞ dy;
and so
fT1aðTawÞg0ðxÞ ¼ wðxÞ ð2:1Þ
at continuity points of w: Therefore the transformation Ta; applied to continuous
functions in C; is invertible.
The adjoint transformation Tna ; deﬁned by
ðTna wÞðxÞ ¼
1
GðaÞ
Z x
0
wðyÞðx  yÞa dy;
has the propertyZ N
0
ðTaw1Þw2 ¼
Z N
0
ðTna w2Þw1 ð2:2Þ
for all functions w1AC; and all functions w2AF:
The limits of Ta and T
n
a ; as ak0; are the transformations T0 and T
n
0 deﬁned by
ðT0wÞðxÞ ¼
Z N
x
wðyÞ dy; ðTn0 wÞðxÞ ¼
Z x
0
wðyÞ dy:
Property (2.2) holds without change for a ¼ 0; as too does (2.1) if we interpret T1 as
the identity transformation: ðT0wÞ0ðxÞ ¼ wðxÞ: Theory in this setting may, to a very
large extent, be obtained by taking a ¼ 0 in the properties and results discussed
below. For the sake of brevity, we shall not treat it speciﬁcally.
2.2. Inverse density estimation and regression problems
If fAF is a probability density and we deﬁne the constant ca by
c1a ¼ fð1 aÞ GðaÞg1
Z N
0
f ðyÞy1a dy;
and if we put ga ¼ caTaf ; then ga is a proper probability density on the positive half-
line with compact support. We consider the problem of estimating f from a random
sample X ¼ fX1;y; Xng drawn from the distribution with density ga: The adjoint
form of this problem would involve estimating f from a random sample drawn from
the distribution with density proportional to Tna f : However, such a problem is not
well deﬁned, since if f is a density then Tna f does not have ﬁnite integral.
In the related regression problem, we wish to estimate fAF from noisy
data on Taf : Assuming that the design sequence in this problem is regularly
spaced, for each n we observe data Yn ¼ fYn1; Yn2;yg generated by the model
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Yni ¼ ðTaf Þði=nÞ þ eni; for iX1; where the random variables eni are independent and
identically distributed with zero mean and variance s2: Since f is compactly
supported then so too is Taf ; and so we may stop the sequence Yn1; Yn2;y after only
OðnÞ terms without hindering our ability to estimate f : Therefore, the problem can
be framed in a standard regression context. However, in the adjoint version of the
problem the compact support of f does not imply that of Tna f ; and the length of the
sequence Yni must diverge to inﬁnity if f is to be estimated consistently. Therefore,
the adjoint version of the problem is not well deﬁned in a regression setting.
2.3. Wavelet transforms
Let f and c denote the ‘‘father’’ and ‘‘mother’’ wavelet functions, respectively.
The support of each function is assumed to be a compact interval and the functions
themselves to be continuously differentiable. Furthermore, we ask that f satisfyR
f ¼ 1; and the translates of f satisfy the orthonormality conditionZ
fðxÞfðx þ jÞ dx ¼ dð0; jÞ; NojoN;
where dðj1; j2Þ is the Kronecker delta. Suppose too that the constants dj in the
dilation equation that deﬁnes f; i.e.
fðxÞ ¼
X
j
djfð2x  jÞ
satisfyX
j
ð1Þj jkdj ¼ 0; 0pkpr  1;
where rX1 is chosen minimally. These assumptions imply an ‘‘order’’ condition on
c; Z
xkcðxÞ dx ¼ 0; 0pkpr  1;
and also ensure that the functions fj and cij that we introduce next are orthonormal.
Let p40 denote the primary resolution level, put pi ¼ p2i for integers iX0; and
deﬁne fjðxÞ ¼ p1=2fðpx  jÞ and cijðxÞ ¼ p1=2i cðpix  jÞ for iX0 and NojoN:
In either the regression or density estimation problems we may express f in a
generalised Fourier series,
f ðxÞ ¼
X
j
bjfjðxÞ þ
XN
i¼0
X
j
bijcijðxÞ; ð2:3Þ
where bj ¼ /f ;fjS; bij ¼ /f ;cijS; and /w1; w2S ¼
R
w1w2 is the usual inner product.
In both the density estimation and regression problems mentioned above we do
not have direct information about f ; even subject to noise; we have information only
about Taf : Our ﬁrst task is to estimate bj and bij using data from the transformed
state.
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2.4. Density estimation
Recall the deﬁnition of the probability density ga in Section 2.2, and let X ¼
fX1;y; Xng be a random sample from the distribution with this density. Based on
these data, we ﬁrst develop an estimator of fa ¼ caf and then normalise it to obtain
an estimator of f :
By (2.1) and (2.2), with w ¼ f in the former, we have for wAC;
/w; fS ¼
Z N
0
wf ¼ c1a
Z N
0
ðTn1aw0Þga;
and so n1
P
kðTn1aw0ÞðXkÞ is an unbiased estimator of ca/w; fS: Therefore,
/w; faS#  n1
Xn
k¼1
ðTn1aw0ÞðXkÞ ð2:4Þ
is an unbiased estimator of /w; faS: Deﬁne #bi ¼ /fi; faS# and #bij ¼ /cij; faS#; and
in analogy with (2.3) put
fˆaðxÞ ¼
X
j
#bjfjðxÞ þ
Xq
i¼0
X
j
#bijIðj #bij j4dijÞcijðxÞ; ð2:5Þ
where dij is a threshold, and qX1 will be chosen to increase slowly with n: We view fˆa
as an estimator of the analogue of (2.3) for fa:
fa ¼
X
j
bj fjðxÞ þ
XN
i¼0
X
j
bijcijðxÞ; ð2:6Þ
where bj ¼ /fa;fjS and bij ¼ /fa;cijS:
As our estimator of f we take fˆ ¼ fˆa=cˆa; where cˆa is a suitable estimator of ca: A
simple version of cˆa may be based on a wavelet estimator of fa that employs a ﬁxed,
rather than increasing, primary resolution level. Speciﬁcally, introduce the functions
f0j ðxÞ ¼ fðx  jÞ and deﬁne b0j ¼
R
f0j fa and #b
0
j ¼ n1
P
kfTn1aðf0j Þ0gðXkÞ: Then
Eð #b0j Þ ¼ b0j ; and so c˜a 
P
j
#b0j is an unbiased estimator of
P
j b
0
j ¼
R
fa:
We claim that this choice of c˜a is
ﬃﬃﬃ
n
p
-consistent for ca: To appreciate why, note
that since f0 is bounded and compactly supported then F Pjðf0j Þ0 is bounded.
Therefore, Fa  Tn1aF is bounded, and so
P
j
#b0j ¼ n1
P
k FaðXkÞ has variance
equal to Oðn1Þ:
We could simply divide by c˜a in order to normalise fˆa: However, since c˜a is not
guaranteed to be positive then there can be large ﬂuctuations in the resulting
estimator fˆ: Instead, we deﬁne cˆa ¼ c˜a if c˜a4ZðnÞ; and cˆa ¼ ZðnÞ otherwise, where
ZðnÞ is any decreasing sequence converging to zero no more than polynomially fast:
for some B40; nB ¼ OfZðnÞg as n-N: Then it may be proved from Bernstein’s
inequality [19, pp. 192–193] that for each integer kX1;
Eðcˆ1a  c1a Þ2k ¼ OðnkÞ: ð2:7Þ
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Indeed, since cˆa ¼ c˜a whenever cˆa412 ca and n is so large that ZðnÞp12 ca; and since
cˆ1a  c1a ¼
ca  cˆa
cacˆa
;
then if cˆa412 ca and n is large we have jcˆ1a  c1a jpC jc˜a  caj; where C ¼ 2=c2a: On
the other hand, if cˆap12 ca then, since cˆa4ZðnÞ; we have jcˆ1a  c1a jpZðnÞ1 þ c1a :
Hence, for large n;
jc˜1a  c1a jpCjcˆa  cajIðcˆa412caÞ þ fZðnÞ1 þ c1a gIðcˆao12 caÞ:
Raising both sides to the 2kth power and then taking expectations throughout, using
Ho¨lder’s inequality to bound the resulting right-hand side, noting that
Ejcˆa  cajc ¼ Oðnc=2Þ for all cX1; observing that by Bernstein’s inequality
Pðcˆao12caÞ ¼ OðncÞ for all c; and recalling that ZðnÞ1 increases no faster than nB
for some B; we deduce (2.7).
2.5. Regression
Assume fAF; and that the data Yn ¼ fYn1; Yn2;yg are generated as described in
Section 2.2. Analogously to (2.4), deﬁne
/f ; wS#  n1
XN
k¼1
Yk ðT1aw0Þðk=nÞ;
where N  1 equals the integer part of ns and s is a ﬁnite upper bound to the right-
hand end of the support of Taf : (Note that EðYkÞ ¼ 0 for all k4N; so that terms for
which k4N would not contribute meaningfully to the series at (2.7). Moreover, the
series involves only OðnÞ terms.) Put bˆj ¼ /f ;fjS# and bˆij ¼ /f ;cijS# , and in
analogy with (2.3) and (2.5) put
fˆðxÞ ¼
X
j
bˆjfjðxÞ þ
Xq
i¼0
X
j
bˆijIðjbˆij j4dijÞcijðxÞ;
which quantity estimates f at (2.3).
3. Main results
We begin by deﬁning the threshold parameter, dij: In more conventional settings,
dij is taken to equal the standard deviation of #bij ; multiplied by a constant multiple of
ðlog nÞ1=2: The latter factor is necessary in order to take account of large-deviation
ﬂuctuations of #bij; thereby ensuring that the thresholded estimated wavelet
coefﬁcients address predominantly deterministic ﬂuctuations in the true coefﬁcients.
We shall take the same approach, deﬁning
dij ¼ ðCDijn1 log nÞ1=2;
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where C is either ﬁxed or C ¼ CðnÞ diverges slowly to inﬁnity with n; and Dij is a
good approximation to the variance of n1=2 #bij : In particular, assuming that supp c ¼
½a; b is a compact interval, we take
Dij ¼
p22ai if  jeða; bÞ; or if  jAða; bÞ and ao12;
pi log pi if  jAða; bÞ and a ¼ 12;
pi if  jAða; bÞ and a412:
8><
>:
Section 6 will demonstrate the accuracy of the resulting approximation to n var #bij :
Next we introduce the regularity conditions ðK1Þ–ðK3Þ and property (P). Let:
ðK1Þ represent the set of conditions imposed in Section 2.3 on f and c; as well as
the assumption that C ¼ CðnÞ in the deﬁnition of dij satisﬁes C ¼ OðneÞ for all
e40;
ðK2Þ be the condition that the support, suppc; of c is a compact interval of length
greater than 2 and any zeros of CðxÞ ¼ R
ypx cðyÞ dy in supp c are not all
spaced apart by integer amounts;
ðK3Þ be the condition that the density f is bounded and compactly supported on
½0;NÞ and the derivatives f ; f ð1Þ;y; f ðrÞ are well deﬁned and continuous in a
piecewise sense, with left- and right-hand limits at jump discontinuities of f ;
f ð1Þ;y; f ðrÞ; there being only a ﬁnite number of discontinuities;
(P) denote the property that either 0 is not a point of discontinuity of f or of its
ﬁrst r derivatives, or ao1
2
:
Put
B1ðnÞ ¼minðp1; Cp22aq n1 log nÞIfðPÞ holdsg
þminfp1; Cpqðlog pqÞn1 log ngIfðPÞ fails and a ¼ 1=2g
þminðp1; Cpqn1log nÞIfðPÞ fails and a41=2g;
where C is as in the deﬁnition of the threshold dij; below.
We shall assume that the primary resolution level p ¼ pðnÞ satisﬁes either
Cn1p2rþ32a log n-N ð3:1Þ
or
Cn1p2rþ32a log n ¼ Oð1Þ; ð3:2Þ
and that the truncation parameter q satisﬁes
2q ¼ Oðn=p log nÞ: ð3:3Þ
The quantity
V ¼
Z N
N
Z u
N
f0ðvÞðu  vÞð1aÞ dv

 2
du
plays a role in describing the variance component of mean integrated squared error.
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Lemma 3.1. The number V ¼ Va defined above is finite for 0oao1:
Our ﬁrst result provides upper and lower bounds to mean integrated squared error
in the most important case, where primary resolution level satisﬁes (3.1). Note that
the bounds are of the same size, and so (modulo our assumptions) Theorem 3.1
establishes the exact L2 rate of convergence of fˆ to f :
Theorem 3.1. Assume conditions ðK1Þ; ðK3Þ; (3.1) and (3.3). ThenZ
Eðfˆ  f Þ2 ¼ðp32a=nÞfcaGð1 aÞg2V þ k2ð1 22rÞp2r
Z
ðf ðrÞa Þ2
þ Ofp1q þ B1ðnÞg þ oðn1p32a þ p2rÞ: ð3:4Þ
If in addition ðK2Þ holds, and f has a nondegenerate point of jump discontinuity in
½0;NÞ; then the bound on the right-hand side of (3.4) is best possible in the sense that
for a constant C140; and all sufficiently large n;Z
Eðfˆ  f Þ2X ðp32a=nÞfcaGð1 aÞg2V þ k2ð1 22rÞp2r
Z
ðf ðrÞa Þ2
þ C1p1q þ C1B1ðnÞ þ oðn1p32a þ p2rÞ: ð3:5Þ
The terms in p1q and B1ðnÞ on the right-hand sides of (3.4) and (3.5) derive from
possible jump discontinuities of f : If in fact f ðr1Þ exists and is continuous on the real
line then, assuming in addition ðK1Þ; ðK3Þ; (3.1) and (3.3), both (3.4) and (3.5) may
be reﬁned toZ
Eðfˆ  f Þ2 ¼ðp32a=nÞfcaGð1 aÞg2V þ k2ð1 22rÞp2r
Z
ðf ðrÞa Þ2
þ oðn1p32a þ p2rÞ:
In this case the optimal choice of p is clear; it is asymptotic to a constant multiple of
n1=ð2rþ32aÞ; and the minimum mean integrated squared error is asymptotic to a
constant multiple of n2r=ð2rþ32aÞ: (This is the optimal convergence rate in the case
where f has r derivatives, without any discontinuities.) As a increases to 1 this rate
improves to n2r=ð2rþ1Þ; which is the rate when data from the distribution with density
f are directly observed; see for example [14]. In particular, large rather than small
values of a give good convergence rates.
The terms p1q and B1ðnÞ on the right-hand sides of (3.4) and (3.5) may be replaced
by terms of smaller order if f ðsÞ exists and is continuous for some 0osor  1: Our
next result describes optimal performance in cases where f itself has a jump
discontinuity. Like Theorem 3.1 it provides an exact rate of convergence (modulo
our assumptions), and it shows that discontinuities at the origin have greatest
inﬂuence on performance, notably in the case aX1
2
:
Theorem 3.2 also implies that for any given r there exists a value aðrÞ ¼
ð4r  3Þ=2ð2r  1ÞAð0; 1Þ; or equivalently deﬁned by r ¼ ð3 2aÞ=4ð1 aÞ; such
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that, even in the presence of jump discontinuities in f ; the convergence rate when
aAðaðrÞ; 1Þ is the same as that when the ﬁrst r derivatives of f exist and are
continuous. Once again we see that more favourable convergence rates are obtained
with larger values of a:
Theorem 3.2. Assure ðK1Þ and ðK3Þ: Take C; in the definition of dij ; to be sufficiently
large but fixed. Then for a constant C340;
inf
p;q
Z
Eðfˆ  f Þ2
pC3B2ðnÞ
 C3
n2r=ð2rþ32aÞ if ðPÞ holds and roð3 2aÞ=4ð1 aÞ;
ðn1 log nÞ1=ð32aÞ if ðPÞ holds and rXð3 2aÞ=4ð1 aÞ;
fn1ðlog nÞ2g1=2 if ðPÞ fails and a ¼ 1
2
;
ðn1log nÞ1=2 if ðPÞ fails and a412:
8>>><
>>>:
If in addition ðK2Þ holds, and f has a point of nondegenerate jump discontinuity in
½0;NÞ; then for a constant C440;
inf
p;q
Z
Eðfˆ  f Þ2XC4B2ðnÞ:
Our ﬁnal result in the case of density estimation is a lower bound under
assumption (3.2). It is an analogue of (2.6) of Hall and Patil [14] in the present
setting, and, like that result, the fact that the ﬁrst term on the right-hand side is of
size ðCn1 log nÞ2r=ð2rþ3aÞ rather than ðp32a=nÞ þ p2r (which would be of larger
order) reﬂects the relative resistance of wavelet methods to oversmoothing. As in
[14], there are examples of distributions that satisfy the regularity conditions and for
which the asserted lower bound is of the same order as actual mean integrated
squared error.
Theorem 3.3. Assume conditions ðK1Þ–ðK3Þ; (3.2) and (3.3), and that f has a
nondegenerate point of jump discontinuity on ½0;NÞ: Then for a constant C140;Z
Eðfˆ  f Þ2XC1fðCn1 log nÞ2r=ð2rþ32aÞ þ p1q þ B1ðnÞg: ð3:6Þ
Results in the case of nonparametric regression are similar, and so we do no more
than outline them here. To the assumptions made in Section 2.3 about the functions
f and c; adjoin the condition that f and c have two bounded derivatives. This
facilitates integral approximations to the expected values of the series that deﬁne
wavelet coefﬁcients. We also ask that the distribution of the errors eni; in the model
introduced in Section 2.2, have zero mean and all moments ﬁnite. (In fact only a
ﬁnite number of moments is necessary, but that number depends on a:) With these
additional conditions, Theorems 3.1–3.3 hold in the regression case. Note that in the
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regression setting, normalisation by the constant ca is not required, and so in that
respect the proofs are simpler than before. The arguments are broadly similar to
those of Hall and Patil [15].
4. Proofs of Lemma 3.1 and Theorems 3.1 and 3.3
4.1. Preliminaries
First we shall give a proof of Lemma 3.1. Since the support of f is contained
within a compact interval ½a; b; where without loss of generality a40; then
V ¼
Z N
a
Z u
a
f0ðvÞðu  vÞð1aÞ dv

 2
du:
The contribution to this formula from the integral over uA½a; b þ 1 is clearly ﬁnite.
If u4b þ 1 then, since R f0ðvÞ dv ¼ 0; we may show by Taylor expansion of
f1 ðv=uÞgð1aÞ thatZ u
a
f0ðvÞðu  vÞð1aÞ dv

 ¼ uð1aÞ
Z b
a
f0ðvÞf1 ðv=uÞgð1aÞ dv


p const: uð2aÞ:
Therefore, the total contribution to V from the integral over u4b þ 1 is bounded by
const.
R
u4bþ1 u
ð2aÞ du; and so is ﬁnite. Hence, VoN:
Let jj  jj denote the usual L2 norm on a space of functions, and observe that
j jjfˆ  f jj  c1a jjfˆa  fajj jpjcˆ1a  c1a jðjjfajj þ jjfˆa  fajjÞ:
Therefore,
Eðjjfˆ  f jj2Þ ¼ c2a Eðjjfˆa  fajj2Þ þ O½Eðcˆ1a  c1a Þ2
þ fEðcˆ1a  c1a Þ2Eðjjfˆa  fajj2Þg1=2:
From this result and (2.7) we see that it sufﬁces to show that the claimed expansions
of
R
Eðfˆ  f Þ2 hold instead for c2a
R
Eðfˆa  faÞ2:
To this end we note that in view of (2.5) and (2.6),Z N
N
ðfˆa  faÞ2 ¼
X
j
ð #bj  bjÞ2 þ
Xq
i¼0
X
j
ð #bij  bijÞ2Iðj #bij j4dijÞ
þ
Xq
i¼0
X
j
b2ijIðj #bijjpdijÞ þ
XN
i¼qþ1
X
j
b2ij: ð4:1Þ
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4.2. Value of
P
j Eð #bj  bjÞ2
Observe that
V1 Gð1 aÞ2
X
j
fnEð #bj  bjÞ2 þ b2j g
¼ p3
X
j
Z N
0
gaðxÞ
Z x
0
f0ðpy  jÞðx  yÞð1aÞ dy

 2
dx
¼ p2ð1aÞ
X
j
Z N
j
ga
u  j
p
  Z u
j
f0ðvÞðu  vÞð1aÞ dv

 2
du: ð4:2Þ
Suppose f is supported on the compact interval ½a; b: Consider the contribution to
the series at (4.2) from integers jAða; bÞ: Since ga is supported on a compact interval
½0; c; say, then the corresponding summands at (4.2) are bounded by a constant
multiple ofZ jþcp
j
Z minðu;bÞ
j
ðu  vÞð1aÞ dv
( )2
du
¼
Z cp
0
Z minðu;bjÞ
0
ðu  vÞð1aÞ dv
( )2
du
pconst:
Z cp
0
ð1þ uÞ2ð1aÞ du ¼ OfA1ðpÞg;
where
A1ðpÞ ¼
1 if ao1
2
;
log p if a ¼ 1
2
;
p2a1 if a41
2
:
8><
>:
Therefore, deﬁning V2 to equal the quantity at (4.2) when the series there is taken
only over jpa; we deduce that V1 ¼ V2 þ Ofp2ð1aÞA1ðpÞg ¼ V2 þ oðp32aÞ:
Furthermore,
p2ð1aÞV2 ¼
Z N
a
X
jpa
ga
u  j
p
 ( ) Z u
a
f0ðvÞðu  vÞð1aÞ dv

 2
du
B p
Z N
a
Z u
a
f0ðvÞðu  vÞð1aÞ dv

 2
du ¼ pV :
Hence, V1Bp32aV : It follows from the square-integrability of fa that
P
j b
2
joN
(indeed, fa is bounded and compactly supported), and soX
j
Eð #bj  bjÞ2Bðp32a=nÞGð1 aÞ2V : ð4:3Þ
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4.3. Bound for jTn1ac0ij j
Assume c is supported on the compact interval ½a; b; and given x40; deﬁne
xij ¼ xijðxÞ  pix  j: Then,
tijðxÞ Gð1 aÞpað3=2Þi jTn1ac0ijðxÞj
¼
Z xij
j
c0ðuÞðxij  uÞð1aÞ du

pC1ð1þ jxij jÞð1aÞ: ð4:4Þ
If jeða; bÞ and xijeða; bÞ then either tijðxÞ ¼ 0 or it admits a simpler version of the
bound at (4.4):Z b
a
c0ðuÞðxij  uÞð1aÞ du

 ¼ jxij jð1aÞ
Z b
a
c0ðuÞð1 x1ij uÞð1aÞ du


pC2jxij jð2aÞ:
(Here we have Taylor-expanded ð1 x1ij uÞð1aÞ; and used the fact that
R
c0 ¼ 0:)
Combining these results we deduce that
jðTn1ac0ijÞðxÞjpC3pð3=2Þai
f1þ jxijðxÞjgð1aÞ if  jAða; bÞ;
f1þ jxijðxÞjgð2aÞ otherwise:
(
ð4:5Þ
4.4. Bound for moments of jðTn1ac0ijÞðX1Þj
Let c40 be so large that the support of X1 is contained in ½0; c: Taking t ¼ 1 a
or 2 a in the two respective cases at (4.5), we deduce that for sX2;
EjðTn1ac0ijÞðX1ÞjspC1ðsÞpð3s=2Þas1i
Z cpi
0
ð1þ jx  jjÞst dx
pC2ðsÞ
p
ð3s=2Þas1
i if st41;
p
ð3s=2Þas1
i log pi if st ¼ 1;
p
fð3=2Þatgs
i if sto1:
8><
>>:
Therefore,
EjðTn1ac0ijÞðX1Þjs
pC3ðsÞ
p
ð3s=2Þas1
i if  je½a; b; or if  jA½a; b and sð1 aÞ41;
p
s=2
i log pi if  jAða; bÞ and sð1 aÞ ¼ 1;
p
s=2
i if  jAða; bÞ and sð1 aÞo1:
8><
>: ð4:6Þ
Taking s ¼ 2 in (4.6) we deduce that
n varð #bijÞ ¼ varfðTn1ac0ijÞðX1ÞgpC4Dij: ð4:7Þ
Deﬁne s1 ¼
P
0pipq
P
j Efð #bij  bijÞ2Iðj #bijj4dijÞg:
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4.5. Bound for s1
Let t; u; v; w40 be ﬁxed constants satisfying t þ u ¼ 1 and v1 þ w1 ¼ 1; and let
C1; C2;y denote other constants, depending on t; u; v; w and possibly different from
the constants appearing earlier. The summands of nð #bij  bijÞ have zero mean and, in
view of (4.5), are uniformly bounded by a constant multiple of p
ð3=2Þa
i : By (4.7), the
sum of their variances is dominated by a multiple of nDij: Therefore, by Bernstein’s
inequality [19, pp. 192–193],
Pðj #bij  bij j4udijÞp2 expfC1ðndijÞ2=ðnDij þ ndijpð3=2Þai Þg:
Hence, since Dij4C2dijp
ð3=2Þa
i (because pipC3n=log n for ipq), then
Pðj #bij  bij j4u dijÞp2 expðC4nd2ij=DijÞ ¼ 2nCC4 ; ð4:8Þ
where C is as in the deﬁnition of Dij :
Using Rosenthal’s inequality [13, p. 23] we may show that
Eðj #bij  bij j2vÞpC5fðn1DijÞv þ nðn1pð3=2Þai Þ2vg: ð4:9Þ
In view of (4.7)–(4.9),
Xq
i¼0
X
j
Efð #bij  bijÞ2gIðjbij j4tdijÞpC6n1
Xq
i¼0
X
j
DijIðjbij j4tdijÞ; ð4:10Þ
Xq
i¼0
X
j
Efð #bij  bijÞ2gIðj #bij  bijj4udijÞ
p
Xq
i¼0
X
j
Eðj #bij  bijj2vÞ1=vPðj #bij  bij j4udijÞ1=w
pC7n1
Xq
i¼0
X
j
ðDij þ nð1=vÞ2p32ai ÞnCCs : ð4:11Þ
It may be shown [14, as at the top of p. 917] that for each i; and excepting a
bounded number of indices j that correspond to locations of discontinuities of
derivatives of f ; jbij jpC9pfrþð1=2Þgi : Furthermore, since f and ga are compactly
supported then only OðpiÞ nonzero summands are addressed in each series over j at
(4.10) and (4.11). Therefore, letting C ¼ CðnÞ denote the quantity in the deﬁnition of
dij ; we may deduce that the right-hand side of (4.10) is dominated by a constant
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multiple of
n1
Xq
i¼0
½pi  p22ai IfðCp22ai n1log nÞ1=2pC10pfrþð1=2Þgi g þ p22ai 
þ I aX1
2
 
n1
Xq
i¼0
piðlog piÞIfðCpin1 log nÞ1=2pC10pfrþð1=2Þgi g
pn1
Xq
i¼0
½p32ai IfpipC11ðn=log nÞ1=ð2rþ32aÞg þ p22ai 
þ C12I aX1
2
 
n1ðlog nÞ
Xq
i¼0
piIfpipC11ðn=C log nÞ1=f2ðrþ1Þgg
¼ Ofn1ðn=C log nÞð32aÞ=ð2rþ32aÞ þ n1p22aq
þ n1ðlog nÞðn=C log nÞ1=f2ðrþ1Þgg
¼ oðn2r=ð2rþ32aÞÞ þ Oðn1p22aq Þ: ð4:12Þ
More simply, in view of the factor nCC8 at (4.11), the right-hand side there may be
rendered equal to Oðn1Þ by choosing C sufﬁciently large. (The value of C depends
on u; without loss of generality, u ¼ 1
2
:) From this result and (4.10)–(4.12) we may
deduce that
s1p
Xq
i¼0
X
j
½Efð #bij  bijÞ2gIðjbij j4tdijÞ þ Efð #bij  bijÞ2Iðj #bij  bij j4udijÞg
¼ oðn2r=ð2rþ32aÞÞ þ Oðn1p22aq Þ: ð4:13Þ
Deﬁne s2 ¼
P
0pipq
P
j b
2
ijPðj #bijjpdijÞ:
4.6. Value of s2; assuming (3.1)
Let Jði;1Þ [respectively, Jði;2Þ] denote the set of integers j such that the support of
cij contains [does not contain] points of discontinuity of f and its derivatives up to
the rth. Let
Pði;kÞ
j represent summation over jAJ
ði;kÞ: Recall from Section 4.5 that bij
is bounded above by a constant multiple of p
frþð1=2Þg
i ; uniformly in i and in jAJ
ði;2Þ:
Let C be as in the deﬁnition of dij : In view of that deﬁnition,
inf
j
p2rþ1i d
2
ijXCp
2rþ32a
i n
1 log nXCp2rþ32ai n
1 log n-N;
since by (3.1), n=C log n ¼ oðp2rþ32aÞ: Hence, for each t40 and all sufﬁciently large
n; jbijjptdij uniformly in iX1 and jAJð1;2Þ: Therefore, taking 0oto1 and u ¼ 1 t;
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we deduce that
Xq
i¼0
X
j
ði;2Þb2ijPðj #bijjpdijÞ 
Xq
i¼0
X
j
ði;2Þb2ij

p
Xq
i¼0
X
j
ði;2Þb2ijPðj #bij  bijj4ubijÞ:
More simply,
Xq
i¼0
X
j
ði;1Þb2ijPðj #bij jpdijÞ 
Xq
i¼0
X
j
ði;1Þb2ijIðjbijjptdijÞ


p
Xq
i¼0
X
j
ði;2Þb2ijPðj #bij  bij j4ubijÞ:
Hence, since each b2ij is trivially dominated by
R
f 2a ;
s2 
Xq
i¼0
X
j
ði;1Þb2ijIðjbijjptdijÞ þ
X
j
ði;2Þb2ij
( )

p
Z
f 2a
 Xq
i¼0
X
j
Pðj #bij  bij jXubijÞ: ð4:14Þ
The number of values of j over which the series are taken may be restricted to
OðpiÞ ¼ OðnÞ; uniformly in i; since f is compactly supported. By taking C ¼ CðnÞ; in
the deﬁnition of dij ; to be sufﬁciently large we may ensure that Pðj #bij  bijj4u dijÞ ¼
Oðn3Þ: Furthermore, q ¼ Oðlog nÞ: Therefore, the right-hand side of (4.14) equals
Oðn1Þ:
The quantities b2ij are just the wavelet coefﬁcients of fa: Therefore, results for
function estimators in conventional problems [14, p. 920] may be used to prove that
Xq
i¼0
X
j
ði;2Þb2ijBk
2ð1 22rÞp2r
Z
ðf ðrÞa Þ2; ð4:15Þ
XN
i¼qþ1
X
j
ði;2Þb2ij ¼ oðp2rÞ: ð4:16Þ
Together, (4.14) (with the right-hand side taken as Oðn1Þ) and (4.15) imply that for
C ¼ CðnÞ sufﬁciently large,
s2 ¼ k2ð1 22rÞ1p2r
Z
ðf ðrÞa Þ2 þ
Xq
i¼0
X
j
ði;1Þb2ijIðjbijj
p tdij þ oðp2rÞ þ Oðn1Þ: ð4:17Þ
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4.7. Value of s2; assuming (3.2)
If (3.2) holds then
Xq
i¼0
X
j
ði;2Þb2ijIðjbijjptdijÞXC1
Xq
i¼0
X
j
ði;2Þpð2rþ1Þi Iðpð2rþ1Þi pC2d2ijÞ
XC3
Xq
i¼0
p2ri Iðn=C log npC2p2rþ32ai Þ
XC4ðCn1 log nÞ2r=ð2rþ32aÞ:
Using this result, but in other respects arguing as in Section 4.6, we deduce that
Xq
i¼0
X
j
ði;2Þb2ijPðj #bij jpdijÞXC5ðCn1log nÞ2r=ð2rþ32aÞ;
Xq
i¼0
X
j
ði;1Þb2ijPðj #bij jpdijÞX
Xq
i¼0
X
j
ði;1Þb2ijIðjbijjptdijÞ  Oðn1Þ:
Therefore we may deduce instead of (4.17) that
s2XC6ðCn1log nÞ2r=ð2rþ32aÞ þ
Xq
i¼0
X
j
ði;1Þb2ijIðjbijjptdijÞ: ð4:18Þ
Deﬁne s3 ¼
P
i4q
P
j b
2
ij :
4.8. Definition of s3
By (4.16),
s3 ¼
XN
i¼qþ1
X
j
ði;1Þb2ij þ oðp2rÞ: ð4:19Þ
4.9. Derivation of (3.4) and (3.5)
By (4.1), (4.3), (4.13), (4.17) and (4.19), we have when (3.1) holds,Z
Eðfˆa  faÞ2 ¼ðp32a=nÞfaGð1 aÞg2V þ k2ð1 22rÞ1p2r
Z
ðf ðrÞa Þ2
þ
Xq
i¼0
X
j
ði;1Þb2ijIðjbijjptdijÞ þ
XN
i¼qþ1
X
j
ði;1Þb2ij
þ Oðn1p22aq Þ þ oðn1p32a þ p2rÞ: ð4:20Þ
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Now, b2ij ¼ Oðp1i Þ uniformly in jAJði;1Þ and iX0; and soXN
i¼qþ1
X
j
ði;1Þb2ij ¼ Oðp1q Þ: ð4:21Þ
To obtain a lower bound, let x0 be a point of jump discontinuity of fa within the
support of cij (under the conditions imposed as prerequisites for (3.5), such a point
exists for all sufﬁciently large pi), and recall that CðxÞ ¼
R
ypx cðyÞ dy: Then
b2ij ¼ p1i D2Cðpix0  jÞ2 þ oðp1i Þ: ð4:22Þ
Therefore, if ðK2Þ holds then
lim inf
n-N
pq
XN
i¼qþ1
X
j
ði;1Þb2ij40: ð4:23Þ
(This result does not require (3.1).)
Let ½a; b ¼ supp c: The condition that a given point of discontinuity, x0X0; of f
or its ﬁrst r derivatives lies in the support of cij; and also jAða; bÞ; is equivalent to
jAða; b  pix0Þ: For all sufﬁciently large n; this condition will fail for all iX1; and
all j and all nonzero points x0 of jump discontinuity of f or its ﬁrst r derivatives.
(Recall that there is only a ﬁnite number of discontinuities.) Therefore,
Xq
i¼0
X
j
ði;1Þb2ijIðjbij jpt dijÞ
pC1
Xq
i¼0
½minðp1i ; Cp22ai n1log nÞIfðPÞ holdsg
þ minfp1i ; Cpiðlog piÞn1log ngIfðPÞ fails and a ¼ 1=2g
þ minfp1i ; Cpin1log ngIfðPÞ fails and a41=2g
pC2B1ðnÞ: ð4:24Þ
If ðK2Þ holds then in view of (4.22) the right-hand side of (4.24), for a different
value of C2; also serves as a lower bound to the left-hand side. (This result does not
require (3.1).) Result (3.5) follows from this property, (4.20) and (4.23), while (3.4) is
a consequence of (4.20), (4.21) and (4.24). Note property (2.7).
4.10. Derivation of (3.6)
By (4.1), (4.3), (4.18), (4.19), (4.23) and the lower-bound form of (4.24), we have
when (3.2) holds,Z
Eðfˆa  faÞ2XC1fðCn1log nÞ2r=ð2rþ32aÞ þ p1q þ B1ðnÞg:
Result (3.6) follows from this property and (2.7).
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5. Outline proof of Theorem 3.2
We shall give the proof in cases where, for a sequence ln that diverges to inﬁnity
arbitrarily slowly, and a constant D40; the values of p and q are constrained by
pXlnðn=log nÞ1=ð2rþ32aÞ and p2qpDn=log n: These imply (3.1) and (3.3), respec-
tively, and allow us to derive Theorem 3.2 from Theorem 3.1. The more general
case may be treated by employing bounds derived during the proofs of Theorems 3.1
and 3.3.
If property (P) holds then, for given p; the value of p1q þ BðnÞ is optimised by
choosing q such that p1q and p
22a
q n
1log n are of the same size, or equivalently, pq is
of size ðn=log nÞ1=ð32aÞ: If (P) fails, and either a ¼ 1
2
or a41
2
; then the corresponding
optimal value of pq is of size fn=ðlog nÞ2g1=2 or ðn=log nÞ1=2; respectively. Therefore,
the minimal size of p1q þ B1ðnÞ is
D1ðnÞ ¼
ðn1 log nÞ1=ð32aÞ if ðPÞ holds;
n1=2 log n if ðPÞ fails and a ¼ 1
2
;
ðn1 log nÞ1=2 if ðPÞ fails and a41
2
:
8><
>:
More simply, the minimum value of n1p32a þ p2r is of size
D2ðnÞ ¼ n2r=ð2rþ32aÞ
and occurs with p^n1=ð2rþ32aÞ: Note too that 1=ð2r þ 3 2aÞo1=ð3 2aÞ; and so
the optimal order of pq is strictly larger than the optimal order of p; but nevertheless
strictly smaller than that of n=log n: Theorem 3.2 now follows from Theorem 3.1,
noting that the latter result implies that inf
R
Eðfˆ  f Þ2 is of size
maxfD1ðnÞ; D2ðnÞg^B2ðnÞ:
6. Lower bound for var #bij
Here we quantify the accuracy of the approximation n var #bijEDij; which
motivated our deﬁnition of the threshold dij : We know from (4.7) that n var #bij is
bounded above by a constant multiple of Dij ; and it is easy to see that #bij ¼ 0 if
jXb: (In that case the support of cij intersects that of ga in at most a single point,
b:) We shall show that for ‘‘most’’ values of j such that job; n var #bij is bounded
below by a constant multiple of Dij:
Observe from Section 4.3 that with xij ¼ xijðxÞ ¼ pix  j; we have
Gð1 aÞ2p2a3i ðn var #bij þ b2ijÞ ¼ gij ; ð6:1Þ
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where
gij ¼
Z N
0
gaðxÞ
Z xij
j
c0ðuÞðxij  uÞð1aÞ du

 2
dx: ð6:2Þ
The bounds that we shall develop will show that gij is bounded below by a constant
multiple of p1i ; p
1
i log pi or p
2ð1aÞ
i ; in the respective cases 0oao1; a ¼ 12 and
1
2
oao1: Therefore, n var #bij þ b2ij is bounded below by a constant multiple of p2ð1aÞi ;
pi log pi or pi; respectively. Since b
2
ij ¼ Oðp1i Þ; uniformly in i and j; then it will follow
that n var #bij admits the same bound as n var #bij þ b2ij ; asymptotically. In fact, we may
work with the relation
Gð1 aÞ2p2a3i n var #bijBgij; ð6:3Þ
instead of (6.1).
If jpa then by (6.2),
gij ¼
Z N
0
gaðxÞ
Z xij
a
c0ðuÞðxij  uÞð1aÞ du

 2
dx
X
Z N
ðjþbÞ=pi
gaðxÞ
Z b
a
c0ðuÞðxij  uÞð1aÞ du

 2
dx
XC1
Z N
ðjþbÞ=pi
gaðxÞf1þ jxijðxÞjg2ð2aÞ dx
¼C1p1i
Z N
b
ga
x þ j
pi
 
ð1þ jx  jjÞ2ð2aÞ dxXC2p1i ; ð6:4Þ
uniformly in the set S1 of pairs ði; jÞ such that jpa and ðj þ bÞ=pi is bounded
below the upper end of the support of ga: On the other hand, if 0oeoðb  aÞ=2 then,
uniformly in the set S2ðeÞ of pairs such that jAða þ e; b  eÞ and ðj þ bÞ=pi is
bounded below the upper end of the support of ga;
gij ¼
Z N
ðjþbÞ=pi
gaðxÞ
Z b
j
c0ðuÞðxij  uÞð1aÞ du

 2
dx
XC1
Z N
ðjþbÞ=pi
gaðxÞf1þ jxijðxÞjgð1aÞ dx
¼C1p1i
Z N
b
ga
x þ j
pi
 
ð1þ jx  jjÞ2ð1aÞ dx
XC2
p1i if 0oao1;
p1i log pi if a ¼ 12;
p
2ð1aÞ
i if
1
2
oao1:
8><
>: ð6:5Þ
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It follows from (6.3)–(6.5) that n var #bij is bounded below by a constant multiple of
Dij ; uniformly in ði; jÞAS1,S2ðeÞ:
7. Some simulations
7.1. Preliminaries
We will show the performance of the proposed method in a few selected cases.
More speciﬁcally, we will deal with recovering
* the Gammað7; 2Þ density: a function which is smooth at the origin;
* the Exponential (1) and the Exponential (2) densities: functions which have jumps
at the origin of size 1 and 2 respectively.
Although these densities are not formally compactly supported, their tails are very
thin and, moreover, in practice truncation was applied.
In each case, the Daubechies 14 wavelet [6] will be used, which means that we treat
the density to be recovered as having only 7 derivatives, even though the densities we
consider are inﬁnitely differentiable. A wavelet of order 14 seems to be optimal for
the following reason: Daubechies 14 wavelets are not as jagged as those of lower
order, all of which are very unsmooth, and choosing a larger wavelet order would
increase the number of nonzero Fourier coefﬁcients in the model.
Throughout, the index of the operator is chosen to be a ¼ 0:97: For each case, 15
samples of size n ¼ 200 were generated from f ; the density to be recovered, and
converted into samples from ga ¼ caTaf : Of course, the latter samples were used to
recover f : These results are compared with a traditional kernel estimator based on
the direct data. (Obviously, in general, better rates can be obtained when direct data
are used. One should bear this in mind when comparing the direct and indirect
estimators.)
Out of each set of 15 runs those with the median and smallest L2-error for the
wavelet estimators were selected for graphing. In each picture below the solid curve
represents the actual density to be recovered. The dashed curve represents the
estimate based on the indirect data and obtained by the method described in the
paper. Finally, the dotted curve represents the estimate based on direct data and
using the traditional kernel estimator.
In each example, the kernel bandwidth was chosen, via numerical experimenta-
tion, to obtain the very best kernel density in terms of L2-error. The idea here was to
compare our wavelet estimator, based upon indirect data, with the very best kernel
density estimator based upon direct data. The optimal bandwidth values were as
follows: Gammað7; 2Þ; bandwidth ¼ 1:5; Exponential (1); bandwidth ¼ 1:3 and
Exponential (2); bandwidth ¼ 1:0:
It turned out to be important to obtain a very good approximation for the
normalisation constant ca (see Sections 2.2 and 2.4). The quality of the ca
approximation depended heavily upon the choice of q (see (3.3)). In fact, we slightly
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modiﬁed the estimator cˆa proposed in Section 2.4, and employed
c˜a ¼
P
j
%fj #b0j þ
Pq
i¼0
P
j
%cijIðj #b0ijj4d0ijÞ #b0ij
1 ðPj %fjfjð0Þ þPqi¼0 Pj %cijIðj #b0ij j4d0ijÞcijð0ÞÞ; ð7:1Þ
where
c0ijðxÞ ¼ 2i=2cð2ix  jÞ;
%fj ¼
Z N
0
f0j ðxÞ dx;
%cij ¼
Z N
0
c0ijðxÞ dx;
#b0ij ¼ n1
X
k
fTn1aðc0ijÞ0gðXkÞ:
Quantities f0j ðxÞ and #b0j are deﬁned in Section 2.4 and d0ij is simply dij (beginning of
Section 3) with p set equal to 1.
7.2. The gamma density
By trial and error the following values for the parameters p (in (3.1) and (3.2)), q
(in (3.3)), and C (in the formula for dij) were found to be suitable:
p ¼ 0:7; q ¼ 3; C ¼ 0:0001:
The theoretical convergence rate of the MISE follows from the ﬁrst case of
Theorem 3.2, since (P) holds and r ¼ 7oð3 1:94Þ=4ð1 0:97Þ ¼ ð3 2aÞ=4ð1 aÞ
for the present a: This rate turns out to be of order n0:93:
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7.3. The exponential density
Now the following values were found to be suitable:
Exponentialð1Þ: p ¼ 0:1; q ¼ 3; C ¼ 0:0001:
Exponentialð2Þ: p ¼ 0:1; q ¼ 10; C ¼ 0:0001:
In either case, the theoretical convergence rate of the MISE is now given in the last
part of Theorem 3.2, since (P) fails and a ¼ 0:9741=2: This yields a rate of orderﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n1log n
p
:
7.4. Discussion
The pictures conﬁrm that in particular the behavior at the origin accounts for the
slower theoretical rate when recovering the exponentials. They also show that the
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wavelet estimators, based on indirect observations, pick up the jumps at the origin
better than the kernel estimator even though it is based on direct data. They indicate,
moreover, that the wavelet estimator starts at a higher level if the jump is higher. It
seems, however, that they follow the smaller jump somewhat better.
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