Abstract. The finite-dimensional simple modules over the Drinfeld double of the bosonization of the Nichols algebra ufo(7) are classified.
Introduction 0.1. Motivations and context. The purpose of this paper is to compute explicitly all simple finite-dimensional modules of the Hopf algebra U that we introduce explicitly below by generators and relations after some necessary notation.
In short, U ≃ D(H) arises as the Drinfeld double of H = B(V )#kΛ, where Λ is an abelian group, V is a specific braided vector space of diagonal type (realized as a YetterDrinfeld module over Λ) and B(V ) denotes its Nichols algebra. The representation theory of such Drinfeld doubles or slight variations thereof was treated in many papers, among them [L, AJS, RS, ARS, H2, HY, PV] . Indeed, the first two articles deal with the representation theory of the finite quantum groups or Frobenius-Lusztig kernels, while in the others some general results are established. Presently we know that simple modules are parametrized by highest weights but we ignore the character formulas and the dimensions, in the general situation. The goal of working out this particular toy example, establishing the dimensions of all irreducible modules of U , is to gain experience for further developments. The algebra U that we are dealing with is small enough to allow an approach by elementary computations. Arguing as in [ARS, Theorem 3.7] , see also [H2, Proposition 5.6] , it is possible to prove that U is a quasi-triangular Hopf algebra, even a ribbon one by the criterion in [KR, Theorem 3] , what makes it susceptible of applications. If Λ is finite, then the simple U -modules are just the simple Yetter-Drinfeld H-modules; therefore the classification here might have applications to the study of basic Hopf algebras.
Why do we choose this specific V ? Let us first recall that finite-dimensional Nichols algebras of diagonal type were classified in [H1] . We find it useful to organize the classification in four classes:
• Standard type [A1] , including Cartan type [AS1] .
• Super type [AAY] .
• (Super) modular type [AA] .
• Unidentified type [A4] .
Actually, B(V ) is the smallest Nichols algebra of unidentified type. Following the terminology introduced in [AA] , we say that V is of type ufo(7). Indeed, the Nichols algebra B(V ) is finite-dimensional by [H1, 2010 Mathematics Subject Classification. 16T20, 17B37. The work of N. A., I. A. and A. M. was partially supported by CONICET, Secyt (UNC), the MathAmSud project GR2HOPF. The work of I. A. was partially supported by ANPCyT (Foncyt) .
By [A4] , a consequence of [A2, A3] , we know that B(V ) has a presentation by generators E 1 , E 2 and relations (5) below. Thus B(V ) is manageable yet does not arise from any Lie algebra, what makes it attractive.
There is another reason to address the representation theory of U . A finite-dimensional Nichols algebra of diagonal type admits both a distinguished pre-Nichols algebra [A5] and a distinguished post-Nichols algebra [AAR] ; the representation theories of the corresponding Drinfeld doubles seem to be very rich. However our B(V ) coincides with its distinguished pre-Nichols and post-Nichols algebras, being therefore of singular interest (the only other Nichols algebra with this feature has diagram • ω −ω • −1 , ω ∈ G ′ 3 , which is of standard type B 2 ). This peculiar behaviour appeals to the consideration of V . 0.2. The algebra U . We now introduce formally U . Let us begin with some notation.
If k, ℓ ∈ N 0 , then we denote I k,ℓ = {n ∈ N 0 : k ≤ n ≤ ℓ}; also I ℓ := I 1,ℓ . Let k be an algebraically closed field of characteristic zero and k × = k − 0. Let G 12 be the group of 12-roots of unity in k, and let G ′ 12 be the subset of primitive roots of order 12. To define U , we need some data:
• A matrix q = (q ij ) 1≤i,j≤2 = ζ 4 q 12 q 21 −1 ∈ k 2×2 such that q 12 q 21 = ζ 11 ; that is, its associated generalized Dynkin diagram is given by
• An abelian group Λ whose group of characters is denoted by Λ. We set Γ = Λ × Λ.
• g 1 , g 2 ∈ Λ, σ 1 , σ 2 ∈ Λ such that σ 1 (g 1 ) σ 2 (g 1 ) σ 1 (g 2 ) σ 2 (g 2 ) = ζ 4 q 12 q 21 −1 .
Starting from this data, we consider vector spaces V and W with bases v i , respectively w i , i ∈ I 2 and define an action and a Γ-grading on V and W by
Then V ⊕ W is a Yetter-Drinfeld module over kΓ and T (V ⊕ W ) is a braided Hopf algebra in kΓ kΓ YD. In particular V is a braided vector space of diagonal type ufo (7), as said.
It is convenient to start with the auxiliary Hopf algebra U = T (V ⊕ W )#kΓ; in particular, T (V ⊕ W ) and kΓ are subalgebras of U and
i )w i σ, g ∈ Λ, σ ∈ Λ, i ∈ I 2 . To stress the similarity with quantum groups, we denote in U or any quotient thereof, as in [ARS, H2, HY] ,
We also need the notation of the so-called root vectors, needed for the relations and for the PBW-basis:
We are now ready to define U .
Definition 0.1. The algebra U is the quotient of U by the ideal generated by
The algebra U is a Hopf algebra with coproduct given by
Let U − (respectively U + ) be the subalgebra of U generated by F 1 , F 2 (respectively E 1 , E 2 ). The following facts are not difficult to prove and can be derived from general results in the literature cited above:
• U has a triangular decomposition U ≃ U + ⊗ kΓ ⊗ U − , given by the multiplication map.
• U + ≃ B(V ); in what follows we identify these two algebras.
• U , U + and
Here (α i ) i∈I 2 is the canonical basis of Z 2 .
0.3. Verma modules. We recall succinctly the description of the simple modules in terms of highest weights. Let U M be the category of left U -modules and let Irr U be the set of isomorphism classes of finite-dimensional simple U -modules. If M ∈ U M and λ ∈ Γ, then
is the space of weight vectors with weight λ; if M = ⊕ λ∈ Γ M λ , then we say that M is diagonalizable. Let λ ∈ Γ. We denote by k λ the kΓ ⊗ U − -module defined by λ ⊗ ε (the counit). The Verma module M (λ) associated to λ is the induced module
Let v λ be the residue class of 1 in M (λ); then we have an isomorphism of U + -modules
The family of U -submodules of M (λ) contained in β =0 M (λ) β has a unique maximal element N (λ). We set
Since U satisfies the conditions on [RS, Section 2] , [RS, Corollary 2.6] 
implies that
The map
Alternatively we see that L(λ) is simple arguing as in [PV, Theorem 1] ; then [PV, Theorem 3] gives (9). Notice that L(λ) inherits the grading from M (λ). Also, it follows that every simple M ∈ U M is diagonalizable.
Lowest weight modules of weight λ are defined as usual; M (λ) covers every lowest weight module of weight λ, that in turn covers L(λ). Highest weight modules are defined similarly. The following equalities hold by direct computation from (5) and the previous ones:
1.2. Verma modules. We shall use the notation for q-factorial numbers: for each q ∈ k × ,
We shall investigate the lattice of submodules of a Verma module. We record the following standard fact for future use. We denote by S the subspace generated by a subset S of a vector space. Let
By a direct computation, we can prove:
In consequence, 
1.3. Simple modules. Let ϕ : U → U be the algebra automorphism such that [H2, Proposition 4.9] ; this resembles the Chevalley involution. If M is a Umodule, then we denote by M ϕ the U -module with M ϕ = M as vector space and action given by a ⊲ v = ϕ(a) · v, v ∈ V , a ∈ U . If v ∈ M has weight λ (with respect the action of Γ), then v ∈ M ϕ has weight λ −1 . The functor M → M ϕ preserves simple objects and sends lowest weight modules to highest weight modules, and vice versa. The following result is standard.
Proof. X(λ) = 0 because there exists β ∈ N 2 0 maximal such that L(λ) β = 0. Since X(λ) is Γ-stable, there exists a weight vector 0 = x ∈ X(λ) with weight µ ∈ Γ. Thus
There is an analogue statement for n a,b,c,d,e .
Proof. Indeed M ϕ is lowest weight of lowest weight µ −1 , hence M ϕ ։ L(µ −1 ); up to a non-zero scalar, z → m a,b,c,d,e = 0, hence z = 0.
1.4.
A relative of u q (sl 2 ). We consider for a moment the algebra V constructed as U above but starting from a braided vector space of dimension 1, with braiding given by
The algebra V is close to u q (sl 2 ) and has a presentation by generators h ∈ Λ, τ ∈ Λ, E, F with relations
and hτ = τ h for h ∈ Λ, τ ∈ Λ, and the relations defining Λ, Λ. Thus
Let λ ∈ Γ. Let L(λ) be lowest weight V-module of lowest weight λ defined in the same usual way. The same argument as for u q (sl 2 ) gives the following.
1.5. The class C 0 . The first family is easy to deal with.
Proof. By [HY, 5.16 ] that says: if Ш = 0, then M (λ) is simple.
Simple U -modules in class C 1
Here we deal with the class of families satisfying exactly one of the conditions in (12). Recall that Γ = Λ × Λ; we introduce χ i ∈ Γ by
For simplicity, we introduce the following notation:
. We outline the method to compute L(λ), λ ∈ I j , j ∈ I 2,10 . (a) As (exactly) one of the factors of the Shapovalov determinant Ш vanishes, there exists β = 0 and w ∈ M (λ) β − 0, such that F i w = 0, i ∈ I 2 , see Remarks 2.5, 2.8, 2.11, 2.14, 2.17, 2.20, or Lemma 1.2. Thus U w is a proper submodule. 
We work out the details for I 2 , with shorter expositions for the other families in C 1 .
2.1. The family I 2 . Recall that
By abuse of notation, we denote by v λ its class in L ′ (λ). We claim that
To prove (19), we first consider the subalgebra By Lemma 1.5, we conclude that
Once again, we consider V 3 = k g, σ, E 12 , F 12 ֒→ U ; thus V 3 ≃ V from §1.4. Then 2 ) m 1,3,0,0,0 and (19) follows.
Proof. By the proof of the Lemma, N (λ) is of lowest weight χ 1 λ and dim N (λ) = 96. It is easy to see that χ 1 λ ∈ I 3 ; hence dim L(χ 1 λ) = 96 by Lemma 2.3 and the claim follows.
2.2. The family I 3 . Recall that
is simple. Exactly as for Corollary 2.2, we conclude:
We start by a Remark that will be useful elsewhere.
Proof. By a direct computation,
1 v λ . This shows that F 2 w = 0; on the other hand,
Proof. Let w = F 2 1 E 112 E 2 1 v λ . By Remark 2.5, U w is a proper submodule. We identify B 4 with a basis of L ′ (λ) := M (λ)/U w. We check that there exists F ∈ U such that
Exactly as for Corollary 2.2, we conclude:
1 χ 2 λ) and χ 2 1 χ 2 λ ∈ I 5 . 2.4. The family I 5 . Recall that
Here is another Remark that will be useful later, proved as Remark 2.5.
Proof. Let w = F 2 1 E 2 112 E 2 1 v λ . By Remark 2.8, U w is a proper submodule. We identify B 5 with a basis of L ′ (λ) := M (λ)/U w. We check that there exists F ∈ U such that
2.5. The family I 6 . Recall that
Still another Remark useful elsewhere, with an analogous proof as above.
Proof. Let w be as in Remark 2.11; then U w is proper. Again B 6 is identified with a basis of
2.6. The family I 7 . Recall that
Again we start by a useful remark.
2.7. The family I 8 . Recall that
Proof. Analogous to Remark 2.5.
2.8. The family I 9 . Recall that
1 χ 3 2 λ) and χ 3 1 χ 3 2 λ ∈ I 7 . 2.9. The family I 10 . Recall that
We start by the method to compute L(λ), λ ∈ I j , j ∈ I 11,47 . We illustrate by considering I 11 , which is small enough to allow complete details; and I 13 , with less explicit yet complete enough arguments. Then we give the main features of the proofs for the other families in C 2 . Here are the steps of the method:
(1) We identify easily a proper submodule W = U w 1 of M (λ) as follows:
⋄ if j ∈ I 11,17 , then w 1 = m 0,0,0,0,1 , so W = W 1 (λ), see Lemma 1.2; ⋄ if j ∈ I 18,24 , then w 1 = m 0,0,0,0,2 , so W = W 2 (λ), again by Lemma 1.2; ⋄ if j ∈ I 25,35 , then w 1 is as in one of the Remarks 2.5, 2.8, 2.14, 2.17, 2.20; ⋄ if j ∈ I 36,47 , then w 1 = n 1,0,0,0,0 , so W = W (λ) by Lemma 1.2.
A basis of M (λ)/W is obtained by restriction of the height of a specific PBW generator. Below we denote by w 2 an element of M (λ) or its class modulo W , indistinctly.
(2) Next we show that there exists β = 0 and w 2 ∈ (M (λ)/W ) β − 0, such that F i w 2 = 0, i ∈ I 2 ; for this, we either apply one of Remarks 2.5, 2.8, 2.11, 2.14, 2.17, 2.20, or else proceed by direct computation. Hence U w 2 is a proper submodule of
We consider a suitable set B j inside the image of the PBW-basis in L ′ (λ) that spans L ′ (λ). To prove that B j is linearly independent, we apply one of the following procedures: (a) For j ∈ J = {11, 12, 18, 38}, the elements of B j are homogeneous of different degrees.
(b) Assume that j / ∈ J. Then U w 2 ≤ M (λ)/W projects onto the simple module L(ν), where ν is the weight of w 2 . Also, let u ∈ M (λ)/W be the element of maximal degree; then (U u) ϕ projects onto a simple L(µ). Let I k and I ℓ be the families containing ν and µ, respectively. At this point we observe that we are proceeding recursively, so that we already know the simple modules in I k and I ℓ . With this information at hand, we check that U u = U w 2 ≃ L(ν). This isomorphism provides a basis of U w 2 ; we conclude that there is a linear complement of U w 2 with a basis B j projecting onto B j ; thus B j is a basis of L ′ (λ). (4) Finally we prove that L ′ (λ) is simple. Let v be the element of maximal degree of L ′ (λ).
A short computation shows that v belongs to every submodule of L ′ (λ). Applying Lemma 1.5 (or by direct computation when we have a table for the action), there exists
As said, we proceed recursively, but with respect to an ad-hoc partial ordering of the families in C 2 . In the quiver below, we describe this ordering; I 11 / / I 16 means that knowledge on I 11 is used for I 16 . As we see, there is no vicious circle. 3.1. The family I 11 . Recall that I 11 = {λ ∈ Γ | λ 1 = 1, λ 2 = ζ}.
The action of E i , F i , i ∈ I 2 is described in Table 2 .
Proof. Let w 1 = m 0,0,0,0,1 , w 2 = m 1,1,0,0,0 ; hence Notice that v i,j ∈ L ′ (λ) iα 1 +jα 2 . The action of E i , F i on these vectors is given in Table 2 , and we check that L ′ (λ) is spanned by the v i,j 's by direct computation. 
they are linearly independent, since they have different degrees, and B 11 is identified with a basis of L ′ (λ).
Expressing v in the basis B 11 , we see that
2 λ), with χ 1 χ 2 2 λ ∈ I 41 has dimension 37. Now W 1 (λ) is a lowest weight module of lowest weight χ 1 λ ∈ I 43 ; since dim L(χ 1 λ) = 25 by Lemma 3.34, the kernel of
3.2. The family I 12 . Recall that I 12 = {λ ∈ Γ | λ 1 = 1, λ 2 = ζ 4 }. The action of E i , F i , i ∈ I 2 is described in Table 3 . Table 3 . Simple modules for λ ∈ I 12
Proof. Let w 1 = m 0,0,0,0,1 , w 2 = F 2 E 2 E 2 12 v λ ; then
We label the elements of B 12 as follows: The action of E i , F i on these vectors is given in 
3.3. The family I 13 . Recall that I 13 = {λ ∈ Γ | λ 1 = 1, λ 2 = ζ 7 }. Proof. Let w 1 = m 0,0,0,0,1 , w 2 = F 2 E 2 E 3 12 v λ . Then W 1 (λ) = U w 1 by Lemma 1.2, and F 1 w 2 = F 2 w 2 = 0 by Remark 4.22, so U w 1 + U w 2 M (λ). We claim that L ′ (λ) := M (λ)/(U w 1 + U w 2 ) is simple and B 13 is a basis of L ′ (λ).
Let M = M (λ)/W 1 (λ) and u = m 1,3,1,2,0 ∈ M . Notice that E 2 112 E 11212 E 2 w 2 = −q 18 12 u, so u ∈ U w 2 . On the other hand, E i u = 0, i ∈ I 2 , g 1 σ 1 u = u and g 2 σ 2 u = ζ 9 u, so (U u) ϕ projects over a simple module L(µ) with µ ∈ I 14 , see Lemma 1.3; in particular there exists F ′ ∈ U −7α 1 −5α 2 such that F ′ u = 0. As U u ⊆ U w 2 and U w 2 is a lowest weight module,
Hence we may assume that F ′ u = w 2 , and U u = U w 2 . Also g 1 σ 1 w 2 = ζ 9 w 2 , g 2 σ 2 w 2 = ζ 4 w 2 , so U w 2 projects over a simple module L(ν) with ν ∈ I 28 . For any v ∈ M , v = 0, there exists E ∈ U such that Ev = u. Thus we conclude that U w 2 ≃ L(ν), and then dim L ′ (λ) = 48 − 25 = 23 by Lemma 3.19.
Applying Lemma 1.5, there exists F ∈ U − such that F m 0,3,0,2,0 = v λ . Note that E 2 m 0,3,0,2,0 = m 1,3,0,2,0 = 0 since 0 = E 12 m 0,3,1,0,0 and km 1,2,1,1,0 = km 1,3,0,2,0 . Also E 1 m 0,3,0,2,0 = 0 because it is a scalar multiple of m 0,1,1,2,0 , which is 0. Using this fact and previous relations, we are able to prove that B 13 spans L ′ (λ), but as B 13 has 23 elements, it is a basis. Let 0 = W ≤ L ′ (λ), w ∈ W − 0. Arguing as before, there exists E ∈ U + such that Ew = m 0,3,0,2,0 , so m 0,3,0,2,0 ∈ W , but then v λ ∈ W , so L ′ (λ) is simple.
3.4. The family I 14 . Recall that I 14 = {λ ∈ Γ | λ 1 = 1, λ 2 = ζ 3 }. 
ϕ projects over L(µ) for some µ ∈ I 13 . Also, U w 2 projects over L(ν) for some ν ∈ I 44 . Hence U u = U w 2 , and moreover U w 2 is simple, so dim L ′ (λ) = 48 − 25 = 23 by Lemma 3.35. By direct computation L ′ (λ) is spanned by B 14 , so B 14 is a basis of L ′ (λ).
Moreover there exists F ∈ U − such that F m 1,0,1,2,0 = v λ , so L ′ (λ) is simple.
3.5. The family I 15 . Recall that I 15 = {λ ∈ Γ | λ 1 = 1, λ 2 = ζ 9 }.
Lemma 3.6. If λ ∈ I 15 , then dim L(λ) = 37. A basis of L(λ) is given by Proof. Let w 1 = m 0,0,0,0,1 , w 2 = m 1,3,1,2,0 . Then W 1 (λ) = U w 1 , and F i w = 0, i ∈ I 2 , so U w projects over a simple module The action of E i , F i , i ∈ I 2 is described in Table 4. Proof. W 2 (λ) ≤ M (λ) by Lemma 1.2 and w := F 2 E 2 E 12 satisfies F 1 w = F 2 w = 0 by Remark 2.14. Let L ′ (λ) = M (λ)/U w 2 + W 2 (λ). We fix the following notation for B 18 : We check that L ′ (λ) is spanned by B 18 . From Table 4 there exist E i,j ∈ U 
for µ ∈ I 32 , and there exists E ∈ U such that Ew 2 = u. Moreover, there exists F ∈ U such that F u = w 2 , so 
, and there exists E ∈ U such that Ew 2 = u. Moreover, there exists F ∈ U such that F u = w 2 , so
by Lemma 3.17 and B 20 is a basis of L ′ (λ). As in previous cases, L ′ (λ) is simple.
3.11. The family I 21 . Recall that I 21 = {λ ∈ Γ | λ 1 = ζ 8 , λ 2 = ζ 3 }. 
by Lemma 3.31, and B 21 is a basis of L ′ (λ). There exists F such that F m 1,1,1,2,1 = v λ , and L ′ (λ) is simple.
3.12. The family I 22 . Recall that by   B 22 ={m a,b,c,d,e | a, c ∈ I 0,1 , b ∈ I 0,3 , d, e ∈ I 0,1 }   − {m a,b ′ ,1,0,0 , m 1,3,1,1,1 , m a,b,1,1,0 | a ∈ I 0,1 , b ′ ∈ I 0,3 , b ∈ I 1,3 }.
for µ ∈ I 29 , and there exists E ∈ U such that Ew 2 = u. Moreover, there exists F ∈ U such that F u = w 2 , so
by Lemma 3.20, and B 22 is a basis of L ′ (λ). As in previous cases, L ′ (λ) is simple.
3.13. The family I 23 . Recall that
by Lemma 3.36, and B 23 is a basis of L ′ (λ). There exists F such that F m 1,3,0,2,1 = v λ , and L ′ (λ) is simple.
3.14. The family I 24 . Recall that I 24 = {λ ∈ Γ | λ 1 = ζ 8 , λ 2 = −1}. 
by Lemma 3.29, and B 24 is a basis of L ′ (λ). There exists F such that F m 1,2,1,2,1 = v λ , and L ′ (λ) is simple.
3.15. The family I 25 . Recall that I 25 = {λ ∈ Γ | λ 1 = ζ 11 , λ 2 = ζ 8 }. 
25 is a basis of M ′ . Notice that w 2 = E 2 E 3 12 v λ satisfies F 1 w 2 = F 2 w 2 = 0. Hence U w 2 ։ L(µ) for µ ∈ I 38 , and there exists E ∈ U such that Ew 2 = m 1,3,1,0,2 . Moreover, there exists F ∈ U such that F m 1,3,1,0,2 = w 2 , and then 
Hence U w 2 ։ L(µ) for µ ∈ I 13 , and there exists E ∈ U such that Ew 2 = m 1,3,1,0,2 . Moreover, there exists F ∈ U such that F m 1,3,1,0,2 = w, and then 
by Lemma 3.38, and B 27 is a basis of L ′ (λ). As in previous cases, L ′ (λ) is simple.
3.18. The family I 28 . Recall that I 28 = {λ ∈ Γ | λ 1 = ζ 9 , λ 2 = ζ 4 }.
27 − {n 0,0,1,1,e , n 0,0,c,2,e |c ∈ I 0,1 , e ∈ I 0,2 } ∪ {n 1,0,1,2,e | e ∈ I 1,2 } .
is a basis of M ′ . Notice that w 2 = F 2 1 E 2 1 E 2 112 v λ satisfies F 1 w 2 = F 2 w 2 = 0. Hence U w 2 ։ L(µ) for µ ∈ I 38 , and there exists E ∈ U such that Ew 2 = m 1,0,1,2,2 . Moreover, there exists F ∈ U such that F m 1,0,1,2,2 = w 2 , and then 
29 is a basis of M ′ . Notice that w 2 = E 2 E 2 12 v λ satisfies F 1 w 2 = F 2 w 2 = 0. Hence U w 2 ։ L(µ) for µ ∈ I 38 , and there exists E ∈ U such that Ew 2 = m 1,3,1,0,2 . Moreover, there exists F ∈ U such that F m 1,3,1,0,2 = w 2 , and then Proof. Let w 1 = F 2 E 2 E 2 12 v λ . By Remark 2.17,
, and there exists E ∈ U such that Ew 2 = n 1,1,1,2,2 . Moreover, there exists F ∈ U such that F n 1,1,1,2,2 = w 2 , and then
by Lemma 3.9, and B 31 is a basis of L ′ (λ). As in previous cases, L ′ (λ) is simple.
3.22. The family I 32 . Recall that I 32 = {λ ∈ Γ | λ 1 = ζ 10 , λ 2 = −1}. Proof. Let w 1 = F 2 E 2 E 2 12 v λ . By Remark 2.17,
3.23. The family I 33 . Recall that I 33 = {λ ∈ Γ | λ 1 = ζ 2 , λ 2 = −1}. Proof. Let w 1 = F 2 1 E 2 112 E 2 1 v λ . By Remark 2.8, F 1 w 1 = F 2 w 1 = 0. By a direct computation, U w 1 ≃ L(µ), with µ ∈ I 23 , and B ′ = {m a,b,c,d,e | d = 2} ∪ {m 0,0,0,2,2 } is a basis of
Let w 2 = F 2 1 F 2 112 E 11212 E 2 112 E 2 1 v λ . By Remark 2.11, F i w 2 = 0, i ∈ I 2 , and U w 2 ։ L(µ), with µ ∈ I 14 , and there exists E ∈ U such that Ew 2 = m 1,3,1,1,2 . Moreover, there exists F ∈ U such that F m 1,3,1,1,2 = w 2 , and then by   B 34 ={n a,b,c,d ,e |a, c, d ∈ I 0,1 , b, e ∈ I 0,2 } ∪ {n 0,0,0,2,e | e ∈ I 0,2 } − {n 0,0,1,0,e |e ∈ I 0,2 } ∪ {n 0,1,1,1,0 } .
12 E 2 v λ . By Remark 2.20, F 1 w 1 = F 2 w 1 = 0. By a direct computation, U w 1 ≃ L(µ), with µ ∈ I 36 , and
By Remark 2.11, F i w 2 = 0, i ∈ I 2 , and U w 2 ։ L(µ), with µ ∈ I 37 , and there exists E ∈ U such that Ew 2 = n 1,2,1,2,2 . Moreover, there exists F ∈ U such that F n 1,2,1,2,2 = w 2 , and then 
is a basis of M ′ . Notice that w 2 = F 2 1 E 2 112 E 2 1 v λ satisfies F 1 w 2 = F 2 w 2 = 0. Hence U w 2 ։ L(µ) for µ ∈ I 44 , and there exists E ∈ U such that Ew 2 = n 1,2,1,2,2 . Moreover, there exists F ∈ U such that F n 1,2,1,2,2 = w 2 , and then Lemma 3.27. If λ ∈ I 36 , then dim L(λ) = 35. A basis of L(λ) is given by B 36 = {n 0,b,0,d,e , n 0,0,1,2,e , n 0,0,1,0,e |b ∈ I 0,3 , d, e ∈ I 0,2 } − {n 0,1,0,1,e , n 0,2,0,2,e , n 0,1,0,0,2 |e ∈ I 0,2 }.
, and there exists E ∈ U such that Ew 2 = u. Moreover, there exists F ∈ U such that F u = w 2 , and then
by Lemma 3.6, and B 36 is a basis of L ′ (λ). As in previous cases, L ′ (λ) is simple.
3.27. The family I 37 . Recall that I 37 = {λ ∈ Γ | λ 1 = ζ 2 , λ 2 = 1}.
Lemma 3.28. If λ ∈ I 37 , then dim L(λ) = 37. A basis of L(λ) is given by B 37 = {n 0,b,0,d,e , n 0,0,1,0,0 , n 0,3,1,0,e |b ∈ I 0,3 , d, e ∈ I 0,2 } − {n 0,3,0,2,e |e ∈ I 0,2 }.
Proof. Let w 1 = n 1,0,0,0,0 , w 2 = n 0,1,0,1,1 − ζ n 0,2,0,0,2 − ζ 10 (1 − ζ) 2 n 0,0,1,0,1 . Then W (λ) = U w 1 and F 1 w 2 = F 2 w 2 = 0. Set M ′ = M (λ)/W 2 (λ), u = n 0,3,1,2,2 . Hence U w 2 ։ L(µ) for µ ∈ I 19 , and there exists E ∈ U such that Ew 2 = u. Moreover, there exists F ∈ U such that F u = w 2 , and then
λ) = 72 − 35 = 37 by Lemma 3.10, and B 37 is a basis of L ′ (λ). As in previous cases, L ′ (λ) is simple.
3.28. The family I 38 . Recall that I 38 = {λ ∈ Γ | λ 1 = ζ 3 , λ 2 = 1}.
Lemma 3.29. If λ ∈ I 38 , then dim L(λ) = 11. A basis of L(λ) is given by B 38 ={n 0,b,c,0,e |b, c ∈ I 0,1 , e ∈ I 0,2 } − {n 0,1,1,0,2 }.
The action of E i , F i , i ∈ I 2 is described in Table 5 . Table 5 . Simple modules for λ ∈ I 38 Proof. Let w 1 = n 1,0,0,0,0 , w 2 = F 2 1 E 112 E 2 1 v λ . Then W (λ) = U w 1 and F 1 w 2 = F 2 w 2 = 0. Let L ′ (λ) = M (λ)/U w 2 + W (λ). We label the elements of B 38 as follows: We check that the action of E k , F k on v i,j is given by Table 5 and L ′ (λ) is spanned by B 38 . Moreover there exists F ∈ U − such that F v 5,3 = v λ , and for each pair (i, j) there is E i,j ∈ U (5−i)α 1 +(3−j)α 2 such that E i,j v i,j = v 5,3 . Thus L ′ (λ) is simple.
3.29. The family I 39 . Recall that I 39 = {λ ∈ Γ | λ 1 = ζ 4 , λ 2 = 1}. − {n 0,3,c,2,e , n 0,2,1,2,e |c ∈ I 0,1 , e ∈ I 0,2 } ∪ {n 0,2,0,2,e | e ∈ I 1,2 } .
Proof. Let w 1 = n 1,0,0,0,0 , u = n 0,3,1,2,2 , w 2 = F 1 F 11212 F 2 12 u. Then W 2 (λ) = U w 1 . Let M ′ = M (λ)/W (λ), so E 1 u = E 2 u = 0 in M ′ , and (U u) ϕ ։ L(ν) for some ν ∈ I 38 ; thus w 2 = 0. By direct computation, F i w 2 = 0, i ∈ I 2 , so U w 2 projects over a simple module L(µ), for µ ∈ I 18 . From here, U w 2 ≃ L(µ).
Let L ′ (λ) = M (λ)/W 1 (λ) + U w 2 . Then dim L ′ (λ) = 61 by Lemma 3.9, and B 39 is a basis of L ′ (λ). There exists F such that F u = v λ , and L ′ (λ) is simple.
3.34. The family I 44 . Recall that I 44 = {λ ∈ Γ | λ 1 = ζ 9 , λ 2 = 1}. Proof. Let w 1 = n 1,0,0,0,0 , w 2 = ζ 4 n 0,0,0,1,1 + n 0,1,0,0,2 . Then W (λ) = U w 1 and F 1 w 2 = F 2 w 2 = 0. Set M ′ = M (λ)/W 2 (λ), u = n 0,3,1,2,2 . Hence U w 2 ։ L(µ) for µ ∈ I 22 , and there exists E ∈ U such that Ew 2 = u. Moreover, there exists F ∈ U such that F u = w 2 , and then U w 2 = U u ≃ L(µ). Let L ′ (λ) = M (λ)/U w 2 + W (λ), so dim L ′ (λ) = 72 − 49 = 23 by Lemma 3.13, and B 44 is a basis of L ′ (λ). As in previous cases, L ′ (λ) is simple.
3.35. The family I 45 . Recall that I 45 = {λ ∈ Γ | λ 1 = ζ 10 , λ 2 = 1}. Proof. Let w 1 = n 1,0,0,0,0 , w 2 = n 0,1,0,1,2 − ζ 11 (3) ζ 7 n 0,0,1,0,2 . Then W (λ) = U w 1 and F 1 w 2 = F 2 w 2 = 0. Set M ′ = M (λ)/W 2 (λ), u = n 0,3,1,2,2 . Hence U w 2 ։ L(µ) for µ ∈ I 13 , and there exists E ∈ U such that Ew 2 = u. Moreover, there exists F ∈ U such that F u = w 2 , and then U w 2 = U u ≃ L(µ). Let L ′ (λ) = M (λ)/U w 2 + W (λ), so dim L ′ (λ) = 72 − 23 = 49 by Lemma 3.4, and B 45 is a basis of L ′ (λ). As in previous cases, L ′ (λ) is simple.
3.36. The family I 46 . Recall that I 46 = {λ ∈ Γ | λ 1 = ζ 11 , λ 2 = 1}. Proof. Let w 1 = n 1,0,0,0,0 , w 2 = F 2 1 E 2 112 E 2 1 v λ . Then W (λ) = U w 1 and F 1 w 2 = F 2 w 2 = 0. Set M ′ = M (λ)/W 2 (λ), u = n 0,3,1,2,2 . Hence U w 2 ։ L(µ) for µ ∈ I 26 , and there exists E ∈ U such that Ew 2 = u. Moreover, there exists F ∈ U such that F u = w 2 , and then U w 2 = U u ≃ L(µ). Let L ′ (λ) = M (λ)/U w 2 + W (λ), so dim L ′ (λ) = 72 − 25 = 47 by Lemma 3.17, and B 46 is a basis of L ′ (λ). As in previous cases, L ′ (λ) is simple.
3.37. The family I 47 . Recall that I 47 = {λ ∈ Γ | λ 1 = 1, λ 2 = 1}.
Lemma 3.38. If λ ∈ I 47 , then dim L(λ) = 1 and E i v λ = 0, F i v λ = 0, gσv λ = λ(gσ)v λ .
Proof. Let N ′ (λ) = W (λ) + W 1 (λ). By a direct computation, N ′ (λ) = β =0 M (λ) β = N (λ). Therefore L ′ (λ) = M (λ)/N ′ (λ) is one-dimensional and simple.
Example 3.39. Take Λ = Z 12 = g 2 , g 1 = g 8 2 and σ 1 , σ 2 ∈ Λ such that σ 1 (g 2 ) = ζ 11 , σ 2 (g 2 ) = −1; hence σ 1 (g 1 ) = ζ 4 , σ 2 (g 1 ) = 1.
Applying the Main Theorem we see that there is one simple module of dimension one and exactly # different isoclasses of a given dimension as in Table 6 :
Note that I 6 and I 10 are empty. 
