We explore attentional effects on afterimages in the framework of the FACADE model of visual perception. We first show that the FACADE model can account for the experimental findings of Suzuki and Grabowecky [Suzuki, S., & Grabowecky, M. (2003) . The model predicts that attentional focus directed towards the first stimulus has little effect on afterimage strength. In contrast, the model predicts that attentional focus on the second stimulus should increase the strength of the afterimage compared to when attention is focused elsewhere. Moreover, the model predicts that the attentional effects on the second stimulus should vary with time after offset of the second inducing stimulus. All of the model predictions are validated in an experiment. The model and experimental results extend and clarify previous explanations of attentional effects and afterimages.
Introduction
Negative afterimages are complementary to the inducing image in both color and brightness. Several studies have shown that these afterimages involve retinal luminance adaptation mechanisms. Loomis (1978) compared adaptation to steady and flickering light, equated for average retinal intensity, and found that flickering light produces a weaker negative afterimage, which rules out receptor bleaching as a general mechanism for negative afterimages. Burbeck (1986) and Burbeck and Kelly (1984) showed that local adaptation is responsible for the formation of afterimages. While the evidence supporting a retinal contribution to negative afterimages is very strong, there is also evidence suggesting an important cortical influence. Virsu and Laurinen (1977) showed that adaptation to a sinusoidal grating alternating in half steps causes a patterned afterimage, even though the temporal average of stimulation of the retina corresponds to a homogenous field of light. Shimojo, Kamitani, and Nishida (2001) described an afterimage that arises at locations with no retinal stimulation, but instead results from filling-in of luminance or color within illusory contours formed by the inducing stimulus. Consistent with the idea that cortical mechanisms play an important role, Suzuki and Grabowecky (2003) described attentional effects on the strength and duration of negative afterimages.
In two of the Suzuki and Grabowecky (2003) experiments, the inducing stimulus contained two overlapped figures, and subjects were instructed to attend one and ignore the other. In another experiment, the inducer was a single figure, and attention was directed to the inducer or to a central, rapid stream of digits. To direct attention of the observers, subjects had to count the number of times a certain feature appeared on the attended stimulus. The strength of the afterimage was measured using subjective ratings and by recording reported onset and offset latencies of afterimages. Suzuki and Grabowecky (2003) found that afterimages were weaker for attended inducing stimuli. For example, in their second experiment, observers reported that, on average, an unattended inducer produced a visible afterimage 1.5 s after stimulus offset and that this afterimage percept lasted for a total of 4.3 s. In contrast, when observers attended the inducing stimulus, the afterimage did not appear until 1.9 s after stimulus offset. The resulting afterimage also had a shorter duration of 3.5 s. Similar results were found for several different manipulations of attentional focus and measurements of afterimage strength. Although Lou and Chen (2005) reported an opposite effect of attention on afterimages, Tsuchiya (2006) replicated the Suzuki and Grabowecky (2003) finding. The different findings may be related to the stimuli and the experimental measures of afterimage strength.
To explain their results, Suzuki and Grabowecky (2003) proposed that each visual stimulus involves at least three types of adaptation: (a) luminance-based adaptation of retinal cells, (b) adaptation of polarity-selective cortical cells, and (c) adaptation of polarity-independent cortical cells. The first two of these types of adaptation increase the strength of afterimages because such adaptation leads to neural after-responses among cells that code differences in surface appearance. In contrast, adaptation of the polarity-independent cells reduces the strength of the afterimage, because polarity-independent cells cannot represent color or brightness. Suzuki and Grabowecky (2003) proposed that attention facilitated the adaptation of polarity-independent cells, thus minimizing any effect attention might have had on the adaptation of polarity-sensitive cells. Based on different effects of attention on afterimages, Lou (2001) also speculated that the effect of selective visual attention on negative afterimages must arise from polarityindependent mechanisms.
A similar hypothesis about the role of attention in cortical circuits of the visual system was proposed by Grossberg (2001, 2003) . They showed how attentional signals could be integrated in a laminar model (LAMIN-ART) of visual cortex that deals primarily with polarityindependent orientation-sensitive cells. In this model, attention effects are mediated by a folded feedback mechanism that enhances attended stimuli and suppresses ignored stimuli. The folded feedback mechanism also insures that attention alone does not generate hallucinatory representations of visual percepts. Raizada and Grossberg demonstrated that their model could account for a variety of psychophysical and neurophysiological data on the effect of attention.
These ideas are consistent with neurophysiological studies that show attention modulates responses of cells in early visual cortex. Single-cell recordings of orientation-selective cells show an increased response to stimuli when attention is directed towards objects within the cell's receptive field (Vidyasagar, 1998) . Motter (1993) found a similar increase in activity of orientation selective cells in areas V1 and V2. McAdams and Reid (2005) have shown that attention modulates the responses of orientation specific simple cells in area V1.
In the next section we show how the basic ideas on attention proposed by Grossberg (2001, 2003) and Suzuki and Grabowecky (2003) would actually work in the framework of a more general model that mechanistically generates afterimages. We then show that the model predicts that attention effects should produce a quite different result for a different type of afterimage. Finally, we test the model predictions.
Model analysis
The LAMINART model proposed by Grossberg (2001, 2003) is part of a larger theory of visual perception known as FACADE (Form And Color And DEpth) (Grossberg, 1994 (Grossberg, , 1997 . FACADE is a far-reaching theory that has been used to explain a wide variety of visual percepts, including figure-ground distinctions (Grossberg, 1997) , brightness perception (Grossberg & Hong, 2006) , metacontrast masking (Francis, 1997) , neon color spreading (Grossberg & Mingolla, 1985a; Grossberg & Yazdanbakhsh, 2005) and three-dimensional surface perception (Grossberg & Howe, 2003) . For the present discussion, we use only those parts of the model that are relevant to a consideration of attentional effects on afterimages. These include the basic distinction between polarity-independent boundary processing and polaritydependent surface feature processing, the role of attention on boundary processing, the generation of after-responses in these systems, and the properties of a filling-in stage where boundary and feature information is combined to create a visible percept. These model parts are schematized in Fig. 1 . FACADE consists of two major processing streams (Grossberg & Mingolla, 1985a , 1985b . A boundary contour system (BCS) processes boundary or edge information, while a feature contour system (FCS) uses information from the BCS to allow diffusion of surface properties like color and brightness. The BCS detects oriented edges. The FCS uses the BCS information to determine where surface information spreads; and the distribution of activity across the filling-in stage corresponds to the visual percept. Attention from other areas of the brain can influence the activity of cells in the BCS, which can indirectly affect the activity of cells in the FCS.
Embedded within the FACADE architecture are gated dipole circuits (Grossberg, 1972) . A gated dipole contains two pathways that compete as signals pass from lower to higher levels. A signal passing through one pathway inhibits a signal passing through the competing pathway. At offset of stimulation, a gated dipole circuit produces a reduction in cross channel inhibition from the stimulated channel to the unstimulated channel. This reduction in inhibition leads to a rebound of activity in the unstimulated pathway.
There are separate gated dipole circuits in the FACADE architecture that code for orientation (in the BCS) and color (in the FCS). Thus, at each pixel location there are two types of after-responses in the model. One codes the opposite color (black/white) and the other codes the opposite orientation (vertical/horizontal). These correspond to the polarity-sensitive and polarity-independent afterresponses hypothesized by Suzuki and Grabowecky (2003) .
One can better understand the model's dynamic behavior by considering how negative afterimages appear. Consider the five-second presentation and then removal of a simple inducing stimulus, black and white vertical bars on a gray background. The second row of Fig. 2 shows the model's behavior one-half second after offset of the inducing stimulus. The output of the color gated dipole stage is the color-negative of the inducing stimulus. The BCS stage has boundaries at the same locations as when the inducing stimulus was present, but of the opposite orientation. Although signals from the color gated dipoles feed in to the orientation calculations, the drop in overall input leads to after-responses among the orientation gated dipoles. As a result, the boundaries are the opposite local orientation of the inducing stimulus edges. The orientation after-responses are among horizontally tuned (white) orientation-sensitive cells. At the filling-in stage, the horizontal boundaries allow color signals to spread horizontally but not vertically. As a result, the inputs from the color gated dipole spread horizontally across the filling-in plane. Within each horizontal row the dark and bright signals cancel each other out and there is no visible afterimage. The third row of Fig. 2 shows the model's behavior 3 s after offset of the inducing stimulus. The output of the color gated dipole stage is again the color-negative of the inducing stimulus, although it is slowly fading in strength. The orientation gated dipoles adapt and re-adapt more quickly than the color gated dipoles (Wede & Francis, 2006) , and as the adaptation effects disappear among the orientation gated dipoles, the polarity contrasts from the color gated dipoles are now able to establish their own boundaries. As a result, the boundaries are now the same orientations as the inducing stimulus edges. At the fillingin stage, the situation is similar to the inducing image, but now the color signals that are trapped by the boundaries are those generated by after-responses of the color gated dipoles. The pattern of activities at the filling-in stage corresponds to the visible negative afterimage.
Thus, the orientation after-responses at offset of the inducing stimulus are unable to support the color afterresponses at the filling-in stage. The appearance of a negative color afterimage in the FACADE model requires that the color after-responses generate their own boundary signals. Because the color after-responses are weak, they cannot establish their own boundaries until the orientation after-responses have faded.
These properties explain why attentional focus on the inducing stimulus leads to a weaker and delayed afterimage. Attentional focus on the inducing stimulus generates stronger orientation signals, which leads to greater adaptation and stronger orientation after-responses. With greater adaptation, it takes longer for the orientation afterresponses to fade and thus for the color after-responses to establish their own boundaries. Fig. 3 plots the strength of afterimage signals at the filling-in stage of the model as a function of time after inducer offset. The two curves are for with and without attentional focus on the inducer. Consistent with the description given above, attentional focus on the inducing stimulus leads to a weaker model afterimage that appears later and lasts for a shorter duration. The model's explanation is conceptually similar to the explanation proposed by Suzuki and Grabowecky (2003) . Importantly, the model both elaborates on the previous explanation by giving a precise description of the mechanisms that are involved and by describing how the various after-responses interact with each other at a filling-in stage to produce visible percepts and afterimages. Moreover, the model makes a novel prediction of the affect of attention in the context of an afterimage that is produced by a sequence of inducing stimuli. Francis and Rothmayer (2003) and Vidyasagar et al. (1999) studied afterimages that appear after sequential viewing of two orthogonally related inducing stimuli. When observers viewed orthogonally related inducing bar gratings, they reported seeing an afterimage that looked similar to the inducer presented first. In contrast, if the inducers were of the same orientation, for example if both were horizontal gratings, observers reported few afterimages. Francis and Rothmayer (2003) showed that the FACADE model could explain the appearance of this kind of afterimage. Fig. 4 shows the model's behavior in response to the sequence of inducing stimuli. The first row shows the model's response at the end of the first inducing stimulus (S1), a vertical bar grating presented for 1 s. The color gated dipoles accurately code the stimulus colors. The BCS boundaries are a mass of vertical (black) signals, corresponding to the dense vertical bars of the grating. At the filling-in stage, the vertical boundaries separate the black and white columns of the grating to produce a veridical percept. Row 2 of Fig. 4 shows similar model behavior for the second inducing stimulus (S2), a horizontal bar grating presented for 1 s. Although there are also color and orientation after-responses due to offset of S1, such small effects are not visible in Fig. 4 when shown with the stronger responses to S2.
The most interesting behavior is at offset of S2, which is shown in row 3 of Fig. 4 . The color gated dipoles now show a mix of after-responses from both S1 and S2. There is a mix of after-responses because the color gated dipoles operate at a relatively slow rate. In contrast, the orientation gated dipoles operate at a faster time scale (Francis, Grossberg, & Mingolla, 1994; Wede & Francis, 2006) and so show only after-responses from S2. Since S2 generated horizontal orientation signals, the orientation after-responses are among vertically tuned orientation cells. At the filling-in stage, the vertical boundary signals allow color signals to spread vertically, but prevent the signals from spreading horizontally. As a result, the color gated dipole after-responses spread vertically and generate a visible afterimage of a vertical bar grating. This result agrees with observer's reports.
An important characteristic of the two-sequence afterimage is that the orientation after-responses from S2 provide the boundary signals needed by the color afterresponses from S1 to produce a filled-in afterimage percept. Unlike for a negative afterimage, the color after-responses do not need to overcome orientation after-responses and produce their own boundaries before producing a filled-in afterimage percept. Francis and Rothmayer (2003) further showed that if S1 and S2 have the same orientation or if S2 is a blank stimulus, then no afterimage is generated at the filling-in stage of the model. This behavior was consistent with experimental data on these afterimages.
We now explore the effect of attention to S1 and S2 on the appearance of these afterimages. If the FACADE explanation of the Suzuki and Grabowecky (2003) data is correct, and attention increases the strength of orientation after-responses, then the model predicts different effects for attentional focus on S1 and S2 for the twosequence afterimages. In particular, attentional focus on the bar grating of S1 will lead to stronger orientation after-responses, but because the orientation gated dipoles adapt and re-adapt fairly quickly, any such effects will not last through the presentation of S2 to influence the visibility of the afterimage. On the other hand, attentional focus on the bar grating of S2 will increase the strength of the oriented after-responses to S2. With stronger boundaries, the filling-in stage will better separate the spread of color gated dipole signals in to vertical columns. Thus, the afterimage percept should be more visible when attention is focused on S2. Fig. 5a plots the strength of the model afterimage as a function of the duration between offset of S2 and report of the afterimage (response delay). The different curves are for different conditions of attentional focus. Attention could be focused on both S1 and S2, S1 but not S2, S2 but not S1, or neither S1 nor S2. For all conditions, increasing the delay between S2 and afterimage report leads to a decrease in afterimage strength: the afterimage fades with time. Wede and Francis (2006) provided empirical support for the dynamics of the model. More importantly, the model predicts different attentional effects for S1 and S2. When attention is focused on S2 (squares) the afterimage strength is stronger than when it was not (circles), regardless of whether attention was focused on S1 or not. The predicted magnitude of the attention effect on S2 varies with the response delay, with the biggest differences occurring between 5 and 8 s. Compared to the effects on S2, any attention effects on S1 are quite small and do not vary much with the response delay.
So, the FACADE model explains why attentional focus weakens afterimage percepts for inducing stimuli like those used by Suzuki and Grabowecky (2003) , but it also predicts quite different attention effects for inducing stimuli like those used by Francis and Rothmayer (2003) . The next section describes an experiment that tests the model's predictions.
Experimental test of model predictions
3.1. Method 3.1.1. Observers One hundred and eighty naive undergraduates from the experimental subject pool at Purdue University participated for course credit. All reported normal or correctedto-normal vision.
Stimuli
S1 was a vertical bar grating that consisted of 10 black (0.3 cd/m2) and 10 white (97 cd/m2) bars on a gray background (19 cd/m2) that were presented to the subject for 1 s. Each bar was 400 pixels long (approximately 6.7°of visual arc), and 20 pixels wide (approximately 20 min visual arc). Attentional focus towards or away from S1 was manipulated by a superimposed attention task. For drawing attention away from S1, a sequence of digits ranging from 0 to 4 were presented at the center of the grating. The digit was changed every 125 ms, with the constraint that the same digit was not presented two times consecutively. The height of the digits was approximately 1.1°of visual arc and the width was approximately 54 min of visual arc. A total of eight digits was presented. To focus attention towards S1, one of the ten dark bars changed color every 250 ms, with the constraint that the same bar would not change color consecutively. The bar could be red (1.4 cd/m2), green (3.6 cd/m2), or blue (1.0 cd/m2) and the same color was not presented two times in a row. Four bars randomly changed color during the presentation of the first stimulus. These procedures are similar to the methods used by Suzuki and Grabowecky (2003) for drawing attention away from or toward an inducing stimulus. S2 consisted of 10 black and 10 white horizontal bars. The grating flickered with its color complement every 125 ms for a total of 1 s (this was also true in the simulations that generated Figs. 4 and 5a). Digits ranging from 0 to 4 were presented in the middle of S2 and were randomly switched every 125 ms with the constraint that no digit was presented twice in a row. One of the dark bars randomly changed color every 250 ms. For example, if the fourth dark bar from the top changed to red, then when the grating flickered with its complement, which occurred every 125 ms, the fourth dark bar from the top would stay red, for a total display time of 250 ms. The bar could be red, green or blue, with the same constraints as the first stimulus.
After a response delay of 2, 4, or 6 s, the screen showed a mask of random dot noise that was the same size as S1 and S2. This mask was a cue for the observer to report any afterimages. Fig. 6 schematizes the stimulus sequence for one trial. The digit stream and color changing bars were present on every trial, but observers were given instructions that focused attention toward the inducing stimuli (track the color changing bars) or away from the inducing stimuli (track the digit stream).
Observers were seated 42 cm from the computer monitor. Each observer's head was placed in a headrest to minimize head movements. All stimuli were created and displayed with MATLAB, using the Psychophysics Toolbox extensions (Brainard, 1997; Pelli, 1997) , on a PC running Microsoft Windows XP with a monitor that refreshed at 85 Hz.
Procedure
Observers were instructed to pay attention to either the changing numbers or the changing colors, or neither. Attentional focus toward S1 or S2 was controlled by having observers count the number of times they saw a green bar on that stimulus. Attentional focus away from S1 or S2 was controlled by having observers count the number of times they saw a zero appear among the stream of digits for that stimulus. Each observer was assigned to one of five conditions that varied the attentional focus tasks. In one condition, the observer was given the tasks that focused attention on both S1 and S2. In the second condition, the observer was to focus attention toward S1 but away from S2. In the third condition, the observer was to focus attention away from S1 but toward S2. In the fourth condition, the observer was to focus attention away from both S1 and S2. In the fifth (control) condition, observers were instructed to ignore the changing digits and colors. In pilot work, observers found it difficult to switch their task assignments, so the attentional tasks condition was set up as a between-subjects variable (with 36 observers in each condition). An observer viewed ten trials with each of the three response delay durations for a total of thirty trials. The different trials were randomly ordered. Observers worked through the experiment at their own pace, with a key press starting each trial.
The appearance of the random dot mask marked the end of each trial. The observer then pressed a key to report on any seen afterimage. The observer was given three choices: ''nothing'', ''vertical'', or ''horizontal'' and were told to report what they saw at the moment right before the mask appeared. Observers were told to report ''nothing'' only if they saw no afterimage at all. If they saw any afterimage, they were to choose whether it was best described as vertical or horizontal.
After entering a description of any afterimage, the observer was asked to enter the number of times they saw zeros or green lines, according to their attention tasks. The observer was always to report on the task associated with S1 and then to report on the task associated with S2. In the control condition, these questions were not asked. A minimum 15 s delay was introduced between trials to reduce any cross-trial effects. The experiment was self-paced and took about 20 min to complete.
At the start of the experiment, the observer completed 6 practice trials, with feedback given on the actual number of zeros and/or green lines, as appropriate for the attention tasks. There was no feedback given in the control condition or for any of the experimental trials.
Results
Before describing the afterimage reports, we briefly summarize performance on the attention tasks. Across all conditions and stimuli, observers were 78% correct at reporting the number of zeros in the digit stream and 84% correct at reporting the number of green lines on the bar gratings. The results from an ANOVA show no differences in percentage correct between the attention task conditions, F(1, 140) = 1.84, p = N.S. Observers' counts were off by more than two on 3.2% and 2.4% of the trials for the digit sequence and color sequence tasks, respectively.
Overall, performance on the attention tasks suggests that the tasks were challenging but not so difficult as to be frustrating for observers to complete. It remains possible that attentional focus was misplaced on some trials, but this was apparently rare if it occurred at all. In the following summary of the results, we included all trials regardless of whether or not the observer was correct on the attention tasks. In a separate analysis, we excluded all trials where an observer's count was off by more than two on either of the attention tasks. This exclusion did not substantively change any of the results and did not change any of the statistical conclusions.
Reports of afterimages were almost always either ''vertical'' or ''nothing''. Reports of a horizontal afterimage were given on only 3.5% of the trials across all conditions. There were no significant differences in reports of seeing a horizontal afterimage across the attention task conditions or response delay durations. Fig. 5b plots the percentage of trials where observers reported seeing a vertical afterimage against response delay duration. Errors bars indicate plus and minus one standard error. The curves are labeled as in Fig. 5a with conditions that directed attentional focus toward S2 being drawn with square icons and conditions that directed attentional focus away from S2 being drawn with circle icons. Likewise, conditions that directed attentional focus to S1 are drawn with open icons, while conditions that directed attentional focus away from S1 are drawn with filled icons. The control condition (with no explicit direction of attentional focus) is drawn with filled triangle icons.
All of the model predictions are validated by the empirical data. Reports of the afterimage decreased as response delay duration increased (F(2, 175) = 174.00, p 6 0.0001). There was also a significant difference across the attentional conditions (F(4, 175) = 3.933, p 6 0.001). The interaction between condition and response delay duration was also significant (F(4, 2, 173) = 3.680, p 6 = 0.002), as can be seen by the different slopes of the lines in Fig. 5b .
A 2 · 2 ANOVA investigating differences between attentional focus toward or away from S1 and toward or away from S2 showed a significant effect of attentional focus for S2 (F(1,140) = 10.147, p 6 = 0.001) but not for S1 (F(1,140) = .142, p = N.S). The interaction was not significant, (F(1, 1, 140) = .771, p = N.S). All of these conclusions can be summarized as in agreement with the model predictions. Attentional focus on S2 increases the probability of observers seeing an afterimage compared to when attentional focus is away from S2. In contrast, attentional focus towards or away from S1 has little or no effect on the probability of seeing an afterimage.
A more global view of the relationship between the model and empirical data is evident by noting that across attention tasks and response delay durations, the correlation coefficient between the model and data is r = 0.97.
Conclusions
Our analysis of the FACADE model explains why attentional focus to an inducing stimulus weakens the resulting negative afterimage (Suzuki & Grabowecky, 2003) . The model proposes that there are two kinds of after-responses in the visual system: one for color/brightness and one for orientation. A negative afterimage can appear only when the color after-responses are strong enough to generate boundary signals that support the afterimage representation at the model filling-in stage. The orientation afterresponses cannot support the afterimage representation in the filling-in stage, so the afterimage can appear only after the orientation after-responses fade. Attentional focus on the inducing stimulus strengthens the orientation afterresponses so the afterimage appearance is delayed and weaker.
Our explanation elaborates and clarifies the explanation given by Suzuki and Grabowecky (2003) . They also hypothesized several types of interacting neural afterresponses, but they did not explain why or how one after-response would interfere with the other. Our explanation is also consistent with other modeling of attentional effects within the FACADE family of models (Raizada & Grossberg, 2001 where attention has its direct influence on the representation of orientationally tuned cells.
Further analysis of the model revealed that it predicted an opposite effect of attentional focus for the inducing stimuli used by Francis and Rothmayer (2003) . Here the color after-responses of the first inducer can be supported by the orientation after-responses of the second inducer. Attentional focus on S2 increases the strength of these facilitary orientation after-responses, thereby increasing the strength of the afterimage appearance. The results of the experimental study matched the predicted pattern of results quite well.
Overall, the model analysis and experimental results provide further evidence for the idea that a primary effect of attention is to strengthen representations of information in polarity-independent orientation-sensitive pathways. The analysis and experimental results also support the basic principles of FACADE theory that the visual system involves separate pathways for color/brightness and orientation that interact at a filling-in stage.
Appendix A. Simulations

A.1. Input
Each pixel (i, j) had an input value I ij . All images used intensities between À1 (black) and +1 (white) with 0 indicating middle gray. A 128 by 128 pixel plane was used in all simulated images. Each bar grating image was 88 by 88 pixels on a gray background. The thickness of each black or white bar was 2 pixels. The first (vertical) and second (horizontal) stimuli were presented for one simulated time unit (equivalent to 1 s) each. The second grating flickered (black and white values changed places) eight times.
A.2. Color gated dipole
The input value I ij fed into the habituating gate of the color gated dipole. Black and white signals were sent through competing channels and habituation of the gate occurred. The signals were calculated pixel by pixel and the calculation for the habituating gate of the white channel at pixel (i, j), g ij , obeyed the differential equation:
The term A À Bg ij allows the gate to increase to the value A/B. 
where g ij denotes the white gate and G ij denotes the black gate. The parameters were set as A = 2.0, B = 0.9, C = 1, D = 0.01, and J = 5.0. The output of the white color gated dipole was calculated by multiplying the total input into the white channel by the habituating gate and subtracting the same value computed for the black input. This difference was thresholded and multiplied by a scaling factor. The white output, w ij , was computed as:
Here, F = 0.0004 is a threshold. Any negative values are set to zero. After the difference is rectified, it is scaled by the multiplying term E = 100. The output of the black gated dipole, b ij , was similar except that the middle terms trade excitatory and inhibitory roles. The value w ij À b ij was plotted in the second column of Figs. 2 and 4.
A.3. Boundary contour system A.3.1. Edge detection The outputs from the color gated dipoles, w ij and b ij were sent to the BCS for edge detection. Detectors looked for changes in luminance intensity in a vertical or horizontal direction. The response of the detector was defined as the absolute value of this change. Thus a boundary cell at position (i, j) tuned to a vertical edge had an activity:
This receptive field looks to the left and right of the edge location for any differences in color between itself and its neighbor, indicating a vertical edge is present. The term K = 4 indicates a threshold. Any values below K were set to zero. A similar value, Y ij was computed for the horizontally tuned boundary cells.
A.3.2. Attention
Attention was modeled by multiplying the output of the edge detectors. This increased signal fed into the oriented gated dipole of the BCS. When attention was focused toward a stimulus, the responses from the edge detectors were multiplied by 2.
A.3.3. Orientation gated dipole
The equations for the BCS oriented gated dipole had the same form as those used for the color gated dipole. The difference between the equations is that the input [ÀI ij ] in the color gated dipole is replaced by the vertical edge output, y ij . The parameter values for the orientation gated dipoles are A = 1.0, B = 5, D = 0.02, J = 10, E = 10, and F = 8. The equation for the habituating gate for the vertically tuned cell is:
The output for a vertically tuned orientation gated dipole followed the equation:
Here, x ij refers to the output of the orientation gated dipole for a vertically tuned cell, y ij is the response from a vertical edge detector, and Y ij is the response from a horizontal edge detector. The differential equations for the color and orientation habituating gate were solved simultaneously since the outputs from the color gated dipole feed into the orientation detectors and the output from the orientation detectors feed into the habituative gates for the orientation gated dipole. The equations were solved with Euler's method with a step size of 0.01 time units.
A.3.4. Boundary grouping
Signals in the BCS were grouped by bipole cells that receive excitation from cells with the same orientation and inhibition from cells with the orthogonal orientation. A vertically tuned bipole cell received excitation from vertically tuned gated dipole cells and received inhibition from horizontally tuned gated dipole cells. A vertical bipole cell had two sides (Up and Down) that summed information from locations above (Up) or below (Down) the bipole cell location. Intermediate terms are defined as follows: 
If at least two of the three inputs are not positive, the value B ij is set equal to zero. The equations for the horizontally tuned bipole cell are defined similarly. The horizontal bipole cell receives excitation from other horizontally tuned cells within its reach and inhibition from vertically tuned cells within its reach. Grossberg (2001, 2003) describe how these sorts of calculations can be computed among laminar circuits of visual cortex. A winner-take-all competition across orientation was included at each pixel location. The orientation bipole cell with the largest value remained positive while the bipole cell of the other orientation was set to zero. The value of each orientation bipole cell at each pixel location was the output of the BCS and was plotted in the third column of Figs. 2 and 4. A more elaborate version of this type of competition can be found in Grossberg, Mingolla, and Ross (1997) .
A.4. Brightness filling-in
Filling-in of brightness information used the method described by Francis and Rothmayer (2003) . The regions that are fully connected by boundary signals were computed and the brightness value of each pixel in the region, S i,j was set to be the average of the w ij À b ij inputs of the fully connected region. The strength of the filled-in afterimage (if any) was measured as the average absolute value of S i,j across the entire image plane at the moment of the cue to report.
A variable threshold was introduced to the boundaries. The threshold was added in the same manner as in Wede and Francis (2006) . The boundary values that were used to identify separate regions in the filling-in stage were:
and
for vertical and horizontal signals, respectively. The threshold parameter T was varied systematically from the value 2.0 to the value 6.0 in steps of 0.4. For each threshold value, the afterimage strength after filling-in was measured and the average afterimage strength for all threshold values was computed. The average afterimage strength is reported in Figs. 3 and 5a.
