Abstract-Automatic detection and correction of errors in the residue number system involves the conversion of residue representations to integers and base extension. The residue number system is generally restricted to moduli that are pairwise relatively prime. In this paper we consider error detection and correction using a moduli set with common factors. A method to construct a moduli set that leads to simplified error detection and correction is presented. Error detection can now be performed by computing residues in parallel. Error correction does not involve base extension any more. It is also shown that, removing all restrictions on the moduli set, leads to more complex error detection/correction algorithms.
INTRODUCTION
HE automatic detection and correction of errors is impor-T tant in real-time computing systems. Due to the unweighted nature of the residue number system (RNS), they can be used to automate error detection and correction. The problem of automatic error detection and correction using the RNS has been dealt by several authors ([l] , [2] , [3] , [4] , [5] , [6], [7] , [8] , [9] , [lo] ). The method used by all authors is based on the redundant residue number system (RRNS).
We will now illustrate the drawbacks of the RRNS by an example [2] . Consider an RRNS defined by the following moduli, m, = 3, m, = 4, m3 = 5, and m4 = 7, where the legitimate computational range is provided by m, and m2, and where m, and m4 are the redundant moduli necessary for error checking. The range {0, . . ., 11) is the legitimate range and the illegitimate range (12, . . ., 4191 is used only when a single digit error occurs. An integer in the range {0, . . ., 11) can be represented by any three of the four residues. For example, x = 5 = (2, 1 , 0, 2) can be represented by (2, 1, 0) using the moduli {m,, %, m3t @,I, 2) using the moduli {m, %, mJ, G O , 2) using the moduli {m,, m3, m,], or (1, 0, 2) using the moduli (m,, m3, m4). Therefore if one digit is discarded in the representation (2,1,0,2), a correct representation results if and only if the discarded digit is the erroneous one. Thus error detection and correction proceeds as follows: 1) If the number is in the illegitimate range an error has occurred. 2) The digits are discarded one at a time, and if the reduced representation is legitimate then the discarded digit is erroneous.
3) The correct digit can be derived by a base extension of the reduced set of digits found to be error free in step 2.
The author is with the Department of Electrical Engineering, North D a kota State University, Fargo, N D 58105. E-mail: katti~1ains.nodak.edu. Manuscript received Sept. 7,1993; revised luly 21,1994 . For information on obtaining reprints of this article, please send e-mail to: fransactionsQcomputer.org, and reference IEEECS Log Number C9.5066.
The three steps above require extensive computational resources. The three steps are also time consuming and hence are not a good choice for real-time computing systems. Parallel systolic architectures to perform the above three steps have been introduced in [ll] . However the hardware required is still extensive. In this paper we propose a new scheme for automatic error detection and correction in the RNS. Section 2 describes moduli with common factors and Section 3 describes the proposed e m r detection and correction algorithms. Section 3.1 describes error correction with some restrictions on the moduli set and Sectibn 3.2 describes error correction without any such restrictions. Finally Section 4 discusses some hardware issues involved in error detection/correction.
MODULI WITH COMMON FACTORS
Every residue representation need not correspond to a number if the moduli in a RNS are not painvise relatively prime. For example consider the moduli m, = 6 and m, = 8, which are not relatively prime. The range of numbers that can be expressed using these moduli is (0, . . ., M -I}, where M = lcm(m,, m,) = 24 (lcm is least common multiple). The residue representation (rl, r,) = (3,4) does not correspond to any number in the range {0, ..., 23). It can be easily shown that a set of residues is consistent if and only if (see [l] ), Ir,I,= Iy,lk, (1) for all i and j and where k = gcd (m,, m,) . I r, I represents the residue of Y, with respect to k and 'gcd(m, m,)' is the greatest common divisor of m, and m,. r, and r, are residues with respect to some moduli m, and m,. In the above example gcd(6,8) = 2, and the residue representation (3,4) does not correspond to any number as I3 I # I 4 I 2' Therefore erroneous residue representations can be detected simply by residue calculation.
We now consider another example that demonstrates how to check for consistency of a set of residues. Given the moduli, m, = 4, m2 = 15, m3 = 36, and m4 = 48, is the residue representation (2, 6, 30, 42) consistent? The greatest com- 2) Then,
The moduli are the n distinct products of (n -1) cycle numbers.
The following two properties describe moduli that are obtained using Construction PROOF. Since each modulus is the product of (n -1) cycle numbers, any two moduli will have (n -2) common cycle numbers in their product. Therefore the gcd of every pair of moduli is the product of the (n -2) common cycle numbers. Since there are nC, moduli pairs and nCn-, distinct products of (n -2) cycle numbers, the gcd of every moduli pair must be distinct. nC, is defined as
We now state the relationship between the number of moduli and code-distance.
where n is the number of moduli.
PROOF. See Appendix. 01
We shall now develop an algorithm for single error detection and correction. For single error correction the codedistance must be at least 3. From Theorem 1 this implies that at least four moduli are required. Let us assume that the cycle numbers (cl, c,, cy c,) of the four moduli (ml, m,, m,, m,) 
We shall show next that at least two of the above equali-
(17) ties will not hold if one of the residue positions is in error and the erroneous residue is not out-of-range. This fact will aid in the location of the erroneous residue.
From (12) and (13) The above theorem leads us to the following error loca-
This implies that If r, is in error then the equalities that are not satisfied have the following form:
This violates (16). Similarly when a, > 0 we get y + d2mk > m, and when a, < 0 we get, y + e,m, > m,. This violates the assumption that the residue < is less than m,. Therefore a, and
(9)
a, must equal 0. This implies that d, -e, = 0 and d, -e2 = 0.
, and e, = e,, A n B must be singleton.
In the above equations i # j # k. Therefore, the residue that is common to the equalities that are not satisfied is the erroneous residue.
We conclude this section with ~0 examples. The first example demonstrates single error correction and the second, demonstrates single error correction, double error detection. We now describe the error correction algorithm.
ERROR CORRECTION ALGORITHM.
Let us assume that ri is in error and the corrected value of ri is q . The corrected value of ri can be computed by solving the following equations, I < ( k , = \rjIka, where k, = gcd(mi,mj)
The above equations can.be solved by forming two sets A and B (defined below). Then {ij) = A n B . The sets A and B are defined below,
PROOF. We shall only prove that A n B is a singleton set.
The rest of the algorithm is obvious. Let us assume that
I Single Error Correction
Let us use Construction 1 to construct four moduli for single error correction. We begin by choosing the following four relatively prime cycle numbers, (2, 3, 5, 7). Then the moduli set is (m,, m,, m3 , m,) = (105, 70, 42, 30). Let us assume that the residue representation with a single error is (r,, r,, r,, r4) = (30, 60, 30, 0). We shall use the above algorithms to detect, locate and correct the single error. We begin by checking for the consistency of the residue representation (30, 60, 30, 0), by using (2) through (7). We find that the following equalities do not hold, I r, I 35 = I r, I 35, where 35 = gcd (lO5,70) I r, I 14 = I r3 I 14, where 14 = gcd (70, 42) Since r, is the common residue in the two equalities above, we know that the erroneous residue is 60. In order to correct r, we, therefore form the sets A and B as follows, A = If= Ir,13,+k,35:f<70,k,20,k,isaninteger} 
It is not necessary to compute B completely. Since I r, I is greater than 14, we first compute LE] = 2. This implies that k, in the above equation must be greater than or equal to 2.
Therefore it is not required to compute elements of B corresponding to k, = 0, 1. When k, = 2, the set B = (30). Since at The corrected value of Y, is given by
We now consider single error correction and double error detection. In order to detect two errors and correct one error we need at least five moduli, and a code-distance of 4. If we choose the cycle numbers as (2, 3, 5, 7, 11) we obtain a moduli set of (m,, m,, m,, my m,) = (1155,770,462,330,210 
It should be noted that if at least three and at most four of the above equalities are not satisfied then a single error exists and if at least five of the above equalities are not satisfied then a double error exists. In a manner similar to the case of single error correction we can construct three sets A, B, and C. The corrected value of an erroneous residue rz is given by
if a single error exists, otherwise a double error is detected.
Moduli with Arbitrary Cycle Numbers
If we relax the constraint that the cycle numbers of the moduli be relatively prime, then error detection and correction can still be achieved by reducing the range of integers that can be expressed in the residue representation. The following theorem and corollary describe the relationship between code-distance and the range of the residue representation. and Y = Cy1, y2, . . ., y,), such that X and Y are in the range (0, . . ., 1 -1). For the distance between X and Y to be (n -1) they must differ in at least (n -1) positions. Let us assume that X and Y are the same in at least two positions i and j. This implies that x, = y, and xl = yl. Let L = lcm(m, m,) .
We shall now show that if X < 1 then Y cannot be in the range {0, ..., I -l}. Since xt = y, and x, = y, it follows that Y = X + L. L cannot be less than 1 as 1 is the least of all the lcms of every moduli pair. If L 2 1 then Y 2 I as the minimum value of X is 0. This is a contradiction as we had assumed that Y < 1. Therefore X and Y can be equal in only one position and the code-distance is (n -1).
COROLLARY. Consider the moduli set (m,, m, PROOF. Similar to the proof of Theorem 3.
I Single Error Detection/Correction
In this section we shall only consider single errors. From 
For purposes of single error correction we need a codedistance of 3, therefore all codewords will belong to set A. A consistent codeword that belongs to B or C is said to be out-of-range. Let us assume that we want to detect/correct a single error in the residue representation (rlr r,, r3, TJ.
EFXOR DETECTION ALGORITHM.
1) Any residue rz 2 m, is in error.
2) If the codeword is consistent and out-of-range then an error exists. To check if a codeword is out-of-raqge, we convert the residue representation to an integer, x, using the CRT, and then check if x 2 1,. of 1 from (Y,, rz, Y,, Y,) .
Let us arbitrarily assume that Y, is erroneous. Then the codeword in A that is at a distance of 1 from R = (r,, r , r, YJ has the form R , = (Y,, r,, u, Y, ) , for some u. If there is another codeword in A that is at a distance of 1 from R then it should have the form (Y,, b,, r,, r,) or (b2, Y,, Y,, Y,) or  (Y,, r,, Y,, b,) . Each one of these forms is at a distance of 2 from R,. This is a contradiction as the code-distance in set A is 3. Therefore there is exactly one codeword in set A
0
We now consider error correction for the following two 1) Codeword out-of-range and consistent 2) Codeword not consistent that is at a distance of 1 from (Y,, Y,, Y,, r,) .
cases:
CODEWORD OUT-OF-RANGE AND CONSISTENT.
Let the residue representation (r,, r,, Y,, r,) correspond to the integer R. Since only one residue can be erroneous, it follows that R must belong to C. If R belonged to B then (r1, r,, r,, r,) must differ from its correct residue representation in at least two positions as the code-distance of A U B is 2. Error correction proceeds as follows: 1) Convert each 3-tuple of residues into their integer representation using the CRT.
2) If the integer is less than or equal to I, -1 then the discarded residue is erroneous. 3) Let us assume without loss of generality that the erroneous residue is r,. Obtain the corrected value of r,, 5 by solving the following equations, 1 -'3Ik. = Irllk, where k, = gcd (m,,m,) If the above set of equations has more than one solution then it follows from Lemma 1 that only one of them will correspond to a residue representation that is not out-of-range. is not consistent then at least one of the equalities in (2) through (7) is not satisfied. Let this equality be specified as follows,
This implies that either rI or Y, is erroneous. Assume that r, is erroneous and correct it using step 3 above. Convert all the solutions obtained by using the correction procedure to integers. If these integers are out-of-range then Y, is erroneous. Correct Y, using step 3 above.
Note that the complexity of the algorithm for error correction when there is no restriction on the moduli set is similar to the algorithm in the RRNS.
EXAMPLES.
Let us define the moduli set to be (m,, m,, my m,) = (8,6,4,2). In this section there is no restriction on the moduli. All codewords (r,, r,, rY r,) and their integer equivalents are listed below. This implies that either r, or r3 is erroneous. Let us assume that r3 is erroneous. Then the correct value of r3 can be obtained by solving the following equations,
This implies that T3 = 1. However the corrected residue representation ('1,3, 1, 1) has an integer value of 9, which is out-of-range. Therefore Y, must be erroneous. Using the same procedure the correct value of r, is found to be 3. Since (3, 3, 3, 1) has an integer value of 3, which is not out-of-range, the correction is complete. Notice here that we were trying to detect an error in a residue representation (1, 3, 3, 1) that is at a distance of 1 from two consistent residue representations (1, 3, 1, 1) and (3, 3, 3, 1) .
However from Lemma 1 only one of these residue representations can have an integer value in the range (0, . . ., 3).
DISCUSSION AND CONCLUSION
We shall now describe the hardware necessary to implement the single error detection/correction algorithms described in Section 3.1. The error detection circuit consists of checking whether the equalities in (2) through (7) (10) and (11). The sets A and B can be formed simultaneously using an adder and multiplier. Finding the intersection of sets A and B can be pipelined with the computing of sets A and B. It may not therefore be necessary to compute sets A and B entirely. In [14], Cosentino proposed a concurrent error correction technique that combines systolic architectures with RNS computations. However Cosentino's method requires the conversion of the residue representation to the binary representation. In high speed applications, RNS-to-binary conversion is not desirable because of a large delay due to carry propagation in computing the binary sum of large integers [ll] . In [ll], a systolic redundant residue arithmetic error correction circuit is given. If we are considering a system with six moduli, then the circuit in [ll] requires 54 residue operations, 36 multipliers, 36 adders, six comparators, six multiplexers, and a control circuit. The method presented in this paper would require 30 residue operations. The residue is with respect to the greatest common divisor of two moduli and hence the residue generators are smaller. Other hardware needed by our method would consist of 15 comparators, adders to compute sets A and B, and a control circuit. The amount of computation needed for obtaining the sets A and B can be reduced by using the technique described in the example in Section 3.1.
Error detection/correction is therefore more efficient than the methods that use the RRNS system. The only drawback with this method is the restriction on the moduli set. This may result in longer word length residues. However the modularity of the system is still preserved. This is because it is possible to select cycle numbers that result in moduli that require the same number of bits to be expressed as a binary number. An example of such cycle numbers is (13, 14, 15, 17) . This set leads to moduli which can be expressed in 12 bits each.
When there is no restriction on the moduli set, single error detection involves computing the integer value of the residue representation using the CRT. Error correction also involves using the CRT and solving a set of equations that are specified in Section 3.2. The main advantage of rernov-ing all restrictions on the moduli set is that one can choose a moduli set such that the word lengths of the resulting residues of each modulus are about the same. If the codeword is not consistent and not out-of-range then error detection involves only residue computation. Error correction is similar to the procedure involved in the RRNS system. However the moduli set in the RRNS system is not without restrictions. Our method removes all and any restrictions on the moduli set.
Conclusion
We have proposed a new scheme for error detection/correction in residue arithmetic that relies on moduli with common factors. This scheme allows the detection/correction of any number of errors. As the number of errors that need to be corrected/detected increases so does the number of moduli needed. Construction 1 results in a code-distance of (n -1) when there are n moduli. The hardware needed for error detection is simple and highly parallelizable. A residue number system with code-distance t + d +
can correct upto terrors and detect up to d errors (d > t).
When all restrictions on the moduli are removed, the range of numbers in the residue number system is reduced. The error correction algorithms are now similar to those involved in the RRNS system.
APPENDIX Proof of Theorem 1
We shall prove the above theorem by contradiction. Consider two codewords, X = (x,, x, , .. ., x,) and Y = (yi, yz, .. . , y,). If the code-distance is (n -1), then X and Y must differ in at least (n -1) positions. If this were not true it would imply that X and Y will be the same in at least two positions, say i and j.
This implies that x, = y, and x, = y,. We will next show that this results in a pair of cycle numbers that are not relatively prime, which is a contradiction.
Let the number of cycles of the ith and jth moduli be c, and c,. Then from the definition of cycle number, the following is true, c,m, = c,m,. For x, = y, and x, = y, to be true, there exist some integers I, and 1, such that, l,m, = l,m,, where I, < c, and 1, < c,. The above statement follows from the fact that the lcm of any moduli pair is equal to the lcm of all the moduli. This implies that c, and c, are multiples of 1, and 1, . Therefore, there exists an integer 'u,' u > 1, such that ct = ul, and c, = d,. Therefore, gcd(c,, c,) # 1. This is a contradiction as we had assumed that c, and c, are relatively prime. Hence, X and Y must differ in only one position and the codedistance must be (n -1).
Proof of Theorem 2
Assume without loss of generality that r, is the erroneous residue in the residue representation (r,, rz, r,, r,) . Then (3), (5), and (7) are the only three equalities that involve r3 and hence they need not be satisfied. Therefore atmost 3 of the equalities in (2) through (7) are not satisfied. The three equations are, 1rllk2 = Ir3Ik2 I where k, = gcd(mlI m3)
If the three equalities above are satisfied then (rl, rz, r,, r,) is a codeword which violates the assumption that r, is erroneous. Therefore, at least one of the three equalities is not satisfied. Let us arbitrarily assume that the equality not satisfied is (3). Now if both (5) and (7) are satisfied then (r,, r,, r,) is a consistent codeword in the residue number system with moduli (m,, m3, m,) . But (r, , Y3, r4) is also a consistent codeword, where is the corrected value of rT The distance between (rz, r,, r,) and (r2,F3, r4) is 1. This violates Theorem 1 which states that the code-distance must be 2 if there are three moduli. Therefore our assumption that both (5) and (7) are satisfied is false. This implies that among (3), (5), and (7), at least two equations are not satisfied, if r3 is in error.
