Abstract. In this paper, we investigate a weak*-convergence property of certain sequences of probability measures to an energy-minimizing measure and then derive a simple heuristic algorithm to realize optimal point distributions constrained by a given density function as a nearly minimum energy state. With the derived results, we develop a new dispersed-dot halftoning technique, which achieves uniform distributions of dots while approximating the original image in the weak*-sense.
1. Introduction. Dispersed-dot halftoning is a technique that yields a binary image containing randomly well distributed isolated points, which make it resemble a continuous-tone original image. Error diffusion, introduced by Floyd and Steinberg in 1976 [3] , is a classical dispersed-dot halftoning technique. It is an adaptive neighborhood operation in which quantization errors are distributed to neighboring pixels that have not yet been processed with respect to an error matrix. Although error diffusion incurs a higher computation cost than a single-point process such as simple dithering and produces some artifacts in the form of specific "worm" patterns, it can provide a halftone image having uniform point distributions and a well-preserved visual resolution with respect to the original image.
Since the late 1980s, dispersed-dot halftoning has been developed from the perspective of "blue noise" introduced by Ulichney [20, 21] , which is a type of random noise with a minimal low frequency spectrum. An important outcome of studies on blue noise is the development of the dispersed-dot halftone mask (blue-noise mask) [13, 22, 17] , employed to threshold an original image using a threshold matrix in which the threshold values are numbered with blue-noise characteristics. Owing to the so-called stacking constraint resulting from a singlepoint process with a dither matrix in which point distributions of all levels must be additively defined, the quality of an image obtained using a dispersed-dot halftone mask is inferior to that obtained using error diffusion in both visual resolution and uniformity of point distributions. The advantage of this technique is its low computation cost.
In 1992, based on studies of blue noise and the human visual system, a new disperseddot halftoning technique was independently introduced by three groups [1, 14, 16] . This technique, termed "direct binary search" [1] , provides a halftone image by minimizing a cost function defined as a distance between a given continuous-tone image and its halftone image while modifying dot distributions in the halftone image so as to meet aesthetic standards of the human visual system. It is known that direct binary search can provide a better image quality than error diffusion in terms of the uniformity of point distributions; however, it cannot provide a comparably high resolution in a precise sense. A practical drawback of direct binary search is its long computation time.
In summary, the three above-mentioned techniques have some disadvantages in terms of dot distribution, resolution reproduction, or calculation costs. Although other independent or derivative techniques exist (see, e.g., [10, 19] and references therein), these three can be regarded as the representative established framework of dispersed-dot halftoning techniques.
In these circumstances, recently, a new framework of dispersed-dot halftoning by means of a cost function minimization was introduced by Teuber et al. [19] , where the function is defined as the summation of an attraction force to gray levels of an original image and a repulsive force of distributed dots. It was also reported in [19] that this attraction-repulsion force minimization technique yields uniform dot distribution while well approximating an original image with a lower computation cost compared to direct binary search. As introduced in the following, our framework in this study is similar in concept to this framework from the perspective of the directionality of defining a mathematically constructed cost function, though the underlying theories are completely different.
We consider another aspect of dispersed-dot halftoning, i.e., the measurement of optimality of dot distributions, as a key factor affecting image quality. In [8, 9, 11] , we investigated an energy as a measure for optimal point distributions in a fixed distribution density. This energy originates with potential theory and is defined as the average of f ( x − y ) with a distance · among all pairs of points x, y distributed in a space. Then, the optimal distributions are guaranteed (globally in one-dimensional (1-D) and locally in two-dimensional (2-D) spaces) by the minimum energy when f is a certain smooth strong convex function [8, 9, 11] (see section 2.4). Using this energy, we can easily treat optimal distributions in a fixed density regardless of the types of space, e.g., discrete/continuous, periodic/nonperiodic, or closed/nonclosed, without relying on blue noise, frequency analysis, or the human visual system [10] . In [10] , we employed this energy to design dispersed-dot halftone masks that yield favorable image quality. Here, a natural question is whether this energy can be extended to directly provide a dispersed-dot halftone image with respect to a given (gray) image. Furthermore, this question is scientifically generalized to the problem of obtaining optimal distributions with respect to a given density function. In [12] , we obtained a mathematical solution to this problem by proving that any distribution can be guaranteed as the minimum energy state. However, in this solution, it is still unknown whether there is an efficient way to approximate the minimum energy state in practice. The purpose of this study is to give a solution to this unknown fact. Thus, in this paper, based on the solution in [12] , we investigate the weak*-convergences of sequences of measures to a given density function and their application as a new dispersed-dot halftoning technique.
The rest of this paper is organized as follows. Section 2 is a brief review of our previous studies mainly from [12] as the basic framework to be utilized in this paper, stating that any measure is guaranteed as a minimum energy state of a certain weighted energy. Sections 3 and 4 present the main theoretical results in this study, showing that there exist two convenient types of a sequence of measures which converges to the minimum energy state with low computation costs; section 3 shows results on a compact metric space, and section 4 shows specific results on Euclidean spaces with periodic boundaries. Section 5 summarizes proofs of lemmas, theorems, and propositions presented in sections 3 and 4. Section 6 presents simulations and experiments for the results shown in sections 2-4 with an application to a new dispersed-dot halftoning technique. Section 7 gives brief comparisons of the technique with existing techniques.
Throughout this paper, we utilize measure-theoretic arguments, and a digital image is considered not merely as a function but as a (probability) measure, which makes it possible to consistently treat continuous-tone images and binary images alike. Most theoretical results in this study will be given for a compact metric space. Practical applications of digital imaging can be then considered as a special case on Euclidean spaces with periodic boundaries.
Optimal distribution as minimum energy state.
This section is devoted to summarizing the theoretical results obtained mainly in [12] and presenting the relations between optimal (point) distribution and minimum energy as the basic framework which we will rely on in this paper. Subsection 2.1 introduces preliminaries for considering optimal distribution and energy. Subsection 2.2 summarizes the general solutions to the problem stated in the introduction in a compact metric space. Subsection 2.3 summarizes the specific results in Euclidean spaces with periodic boundaries. Subsection 2.4 summarizes relations to studies on 1-D and 2-D spaces [8, 9, 11] .
Definitions.
First, we present some basic notions of potential theory [15] . Let X be a compact metric space. For a kernel f (x, y), which is a real-valued continuous function on X×X, and finite nonnegative measures μ and ν on X, the expression 
. , x n ∈ X ⊂ P(X)
for n ∈ N, where δ x is the Dirac measure, defined by δ x (A) := 0 (x ∈ A); 1 (x ∈ A) for Borel sets A. For μ ∈ P(X), let supp μ denote the support of μ, the smallest closed set whose complement has probability zero. Let B(X) + denote the set of all functions f from X to (0, ∞) such that f is bounded from above and below by positive constants that possibly depend on f . Let C(X) + denote the set of all continuous functions in B(X) + . In addition, for μ ∈ P(X), let C μ (X) + denote the set of all μ-almost everywhere continuous functions in B(X) + . Any finite n-point distribution x 1 , . . . , x n on X can be regarded as a measure belonging to D n (X) by loading the common mass 1/n into the n points. Here, the definition of a measure belonging to D n (X) itself admits duplications among the n support points; that is, the support points x 1 , . . . , x n need not be distinct. Thus, D n (X) is defined for any nonempty compact space X with all n ∈ N. For μ n = 1 n n i=1 δ x i ∈ D n (X) and a kernel f , the potential U (μ n , x) is written as the average of f (x, x i ) for i = 1, . . . , n, and the energy I(μ n ) is written as the average of f (x i , x j ) for i, j = 1, . . . , n (see (3.1) and (3.2)).
We define Euclidean spaces with periodic boundaries induced by a specific distance.
where |x − y| := ( The distance · imposes a periodic boundary on E p , the p-cube (p-dimensional hypercube). In general, the space (E p , · ) is homeomorphic to the p-dimensional torus T p , which is the p-ary Cartesian product of the circle S 1 and is locally equivalent to R p . The definition of the space specifies that x − y ≤ √ p/2 holds for any x, y ∈ (E p , · ), and the maximum radius of a p-ball that can be packed into (E p , · ) is 1/2. The cases in which p = 1, p = 2, or p = 3 would be typical cases in practical use. For example, the 2-D space (E 2 , · ) is equal to a unit square which is periodic at each of the horizontal and vertical boundaries. The 1-D space and three-dimensional (3-D) space are similarly defined as a unit line segment having the 1-D periodic boundary and a unit cube having the 3-D periodic boundaries, respectively.
General solution in compact metric space.
In this subsection, we present the general results in a compact metric space when the optimal distributions are required to be distributed while being constrained by a given probability measure. In this case, the given measure itself is to be guaranteed as the optimal state, and optimal point distributions constrained by the measure are guaranteed as weak*-approximations to the measure.
First, we summarize the following fundamental theorem obtained by Fuglede [4] under the restriction of a continuous kernel on a compact metric space. Theorem 2.3 (see [4, Theorem 2.4] ). Let X be a compact metric space and f be a continuous, symmetric, and positive definite kernel on X × X. Let ν ∈ P(X) be a measure achieving the minimum of the energy with respect to f among all measures in P(X). Then, the following properties hold.
If there exists an equilibrium measure on X, then it minimizes the energy integral. If f satisfies the energy principle, then ν is the unique measure achieving the unique minimum of the energy, U (μ, x) = I(ν) for all x ∈ supp μ (μ ∈ P(X)) holds only when μ = ν, and the equilibrium measure in (c) (if it exists) must be uniquely given as ν. The properties (a) and (b) also hold for a continuous symmetric kernel (without assuming positive definiteness).
The following theorem establishes a favorable case in Theorem 2.3 in the sense that any probability measure ν can be a unique minimizing measure of an energy with a kernel weighted by a function w uniquely obtained from ν, while simultaneously satisfying the condition that ν is also a unique equilibrium measure with respect to the weighted kernel.
Theorem 2.4 (see [12, Theorem 2.1] ). Let X be a compact metric space. Let ν ∈ P(X).
is satisfied for each x ∈ X. Moreover, if f is symmetric and positive definite, then the energy integral of μ ∈ P(X) with respect to the weighted kernel
has a minimum at μ = ν. If f satisfies the energy principle, then the minimum is uniquely achieved and ν is the unique equilibrium measure on X with respect to the weighted kernel.
The unique weight function w with respect to a given probability measure ν is specified by the following theorem, which is followed by a version of Banach's fixed point theorem.
Theorem 2.5 (see [12, Theorem 4.3] ). Under the same assumptions as those in Theorem 2.4 (before presenting (2.1)), let T :
The following proposition relates the minimizing measure and optimal distributions of finite points, showing that the unique minimizing measure ν is the weak*-limit of a sequence of minimizing measures of finite support points (with overlaps among points). This proposition has a direct implication on the studies described in section 3, where we derive reasonable conditions for approximating ν by a sequence of measures having n-point masses.
Proposition 2.6 (see [12, Proposition 4.4 and Lemma 3.2] ). Let X be a compact metric space and f be a continuous kernel on X × X satisfying the energy principle. Let ν ∈ P(X) be the unique minimizing measure of the energy guaranteed by Theorem 2.3. Then, the following hold.
(a) The energy integral I is a continuous and strictly convex function on P(X).
for n ∈ N such that μ n achieves the minimum of the energy I among all measures in D n (X). Then, μ n converges to ν in the weak*-topology.
If f satisfies the energy principle, then f (x, y)w(x)w(y) with w ∈ C(X) + also satisfies the same, and then the energy I w has the properties presented in Proposition 2.6.
2.3.
Specific solution in periodic p-cube. In order to apply the general results obtained in the previous subsection to dispersed-dot halftoning, we summarize the specific case when X = (E p , · ). In this case, the energy principle in Theorem 2.4 should be specified by practical conditions, from which we can practically define a kernel f . In addition, the minimizing measure ν may also be defined by a probability density function.
and is decreasing and convex;
are all satisfied, we say that f has cross-volume convexity of a p-ball. In addition, if
is also strictly convex on [0, a) for some a > 0, we say that f has strict cross-volume convexity of a p-ball.
The vanishing condition of derivatives of f in (P2) follows automatically when (P1) is satisfied.
The condition (P3) includes a context of fractional calculus as follows: for n ∈ N and n − 1 < α ≤ n, the right-sided Riemann-Liouville fractional derivative of f of order α is defined by
when α = n, and by
when n − 1 < α < n, where Γ(·) is the gamma function. Specific examples of functions that satisfy (P1)-(P3) (for p = 2) will be given in section 2.4. The energy principle of kernels on (E p , · ) is specified by (P1)-(P3) as follows. Theorem 2.8 (see [12, Theorem 6.4] 
denote the potential of μ at x ∈ X, and let
denote the energy integral of μ, both with respect to the weighted kernel f ( x − y )w(y)w(x). When w ≡ 1 on E p , then let these be simply written as U p (μ, x) and I p (μ), respectively. Corollary 2.10 (see [12, Theorem 7 
for each x ∈ E p , as the unique fixed point of the operator T , defined by A function ψ on E p is called a probability density function when ψ is nonnegative and (Lebesgue) integrable with E p ψ(x)dλ p (x) = 1. For a probability density function ψ on E p , let ν ∈ P(E p ) be called a probability measure induced by ψ when ν is defined by
Remark 1. In Corollary 2.10, if ν ∈ P(E p ) is a measure induced by a probability density function ψ on E p , then the differentials dν(y) in (2.2) and (2. 
2.4.
Specific solution in fixed distribution density in periodic 1, 2-cube. In this subsection, we summarize the energy condition such that the optimal distributions of a finite number of points in a fixed distribution density are guaranteed as a minimum energy state when X = (E p , · ) for p = 1 or p = 2 [8, 9, 11] . Here, the optimal distribution in a fixed distribution density is geometrically defined as packing structures of identical p-balls.
Let r 1 (n) := 1/n. Let r 2 (n) := 2 1/2 ·3 −1/4 ·n −1/2 , which is equal to the ideal circle diameter when the densest packing in a 2-D space, a hexagonal packing, is hypothetically achieved in the unit square [10] . Take r ∈ R satisfying r p (n)
The value r is the sphere of influence for each point, meaning that points located at a distance greater than r from each considered point do not influence the energy. First, we review the results when p = 1 [8] in terms of energy integrals. Consider any μ n ∈ D n (E). In particular, among such measures, let λ n denote a measure whose n support points are equally spaced on (E, · ), which may be exactly defined as λ n (A) = 1 n · #{i ∈ {1, . . . , n} : (i−a)/n ∈ A} for Borel sets A ⊂ E with a fixed a ∈ (0, 1]. Then, if f is decreasing and convex, f (x 1/2 ) is concave, and lim x→1/2 f (x) = 0, then I 1 (μ m ) ≥ I 1 (λ n ) holds for all 1 ≤ m ≤ n (Theorem 3.1 and Corollary 4.2 in [8] ).
Next, we review the results when p = 2. In [9, 11] , we obtained conditions such that the 2-D potential has a local minimal value at the equilateral triangular lattice points as the center points of circles in hexagonal packing. Including approximative results, the conditions were specified as the following (see [9, 11] for details):
(T1) h belongs to the class C 2 and is decreasing and convex.
(T1)-(T3) are stronger conditions than the previously mentioned 1-D conditions, implying that the 1-D conditions are satisfied when (T1)-(T3) are satisfied. In addition, (T1)-(T3) are satisfied when (P1)-(P3) are satisfied with p = 5; in order to guarantee finite point distributions with some good separations in (E p , · ) as the minimum energy or potential, it is necessary to impose cross-volume convexity of a q-ball on f , where q is greater than p to some extent [12] .
Functions h(x) = (1 − x) 5 and h(x) = (2/3 − x + 1/3 · x 3 ) 2 , presented in Figure 1 (a), are simple examples satisfying (T1)-(T3), and the derivation of these functions is discussed in [9, 11] . The energy with (T1)-(T3) can be used to give or measure geometrically well distributed distributions in any fixed density or add points to or remove points from a point set while preserving good distributions [10, 7] . In discrete spaces, we may consider a space (D 2 , · ) with D = {0, . . . , d − 1} for d > 0 and x − y = min |x − y + de| : e 1 , e 2 = −1, 0, 1 for x, y ∈ D and select r within r 2 (n)d ≤ r < 1/2·d. Figure 1(b) shows the convergence results for 50, 200, 800, and 3200 points with h(x) = (1 − x) 5 , d = 90, and r = 16 using the threshold accepting heuristic optimization algorithm [2] ; see [10] . In fact, the functions f in (2.4) with h(x) = (1 − x) 5 and h(x) = (2/3 − x + 1/3 · x 3 ) 2 have strict cross-volume convexities of a 9-ball and a 7-ball, respectively, which implies that both have strict cross-volume convexity of a 2-ball. Thus, these functions are usable as a kernel in the framework of the minimum energy problem constrained by a density function presented in section 2.3 with p = 2.
3. Energy-minimizing sequence of measures. The purpose of this paper in a practical sense is to obtain an algorithm for obtaining optimal point distributions constrained by a given density function in Corollary 2.10, as in [10] for the case when the distribution density is flat, which we have reviewed in section 2.4. For this purpose, in this section, we study how to effectively minimize the energy by varying an initial measure μ. Throughout this section, we consider a weaker assumption of Theorem 2.3. In order to make the main account of this paper more understandable, we delay most of the proofs of the results in sections 3 and 4 until section 5, along with some lemmas needed in the proofs.
3.1.
Minimal mass transfer/exchange sequences. In this subsection, we introduce two types of sequences of probability measures with certain energy constraints obtained by local moves of masses on measures.
Definition 3.1. Let X be a compact metric space. For n ∈ N, define
For μ ∈ ∞ n=1 P n (X) and α ∈ (0, 1], define the following types of operations for μ:
• Let μ − αδ x + αδ y be called the α-mass exchange of μ (from x to y ∈ X), where the point x must belong to supp(μ) with μ({x}) ≥ α.
The set P n (X) can be exactly written as
and is a generalization of D n (X), where D n (X) ⊂ P n (X) holds; measures in D n (X) are special elements in P n (X) with p i = 1/n for all i = 1, . . . , n. Note that for μ n = n i=1 p i δ x i ∈ P n (X) and a symmetric kernel f , the potential of μ n at x is written as a finite sum
and, similarly, the energy integral of μ n is written as
where, in fact, only the second equality in (3.2) requires that f be symmetric. It easily follows that P m (X) ⊂ P n (X) for 1 ≤ m ≤ n. Any μ ∈ P n (X) also belongs to P | supp(μ)| (X) with | supp(μ)| ≤ n; this is also valid by replacing P by D.
Note that the condition α > 0 with μ({x}) ≥ α in Definition 3.1 is required to guarantee that μ − αδ x + αδ y belongs to P(X). This condition can be removed for dealing with the α-mass exchange in the context of signed measures. Any α-mass transfer and exchange belong to P(X), and, more precisely, the following lemma holds.
Lemma 3.2. Let X be a compact metric space. For μ ∈ P n (X), both of any α-mass transfer of μ and α-mass exchange of μ belong to P n+1 (X). For μ ∈ D n (X), any 1/(n + 1)-mass transfer of μ belongs to D n+1 (X), and any 1/n-mass exchange of μ belongs to D n (X).
Proof. See section 5. By using two types of α-mass operations in Definition 3.1, we introduce the following two types of a sequence of measures with specific energy conditions. Here, the first type of sequence, defined in Definition 3.3, is a modification and a generalization of a "greedy kenergy sequence" considered by García and Saff [5, Definition 1.3] . The relations between the greedy k-energy sequence and the sequence in Definition 3.3 will be discussed in the context of Theorem 3.6 and Remark 2, presented later. Definition 3.3. Let α 1 := 1, and let α n ∈ (0, 1) for n ∈ N \ {1}. On a compact metric space X with a symmetric continuous kernel f , a sequence {μ n } n∈N is called a minimal α n -mass transfer sequence when it is generated in the following way:
• An initial μ 1 := δ x 1 ∈ P 1 (X) with x 1 ∈ X is arbitrarily chosen.
• Each μ n ∈ P n (X) for n ≥ 2 is recursively defined by the α n -mass transfer of
is satisfied for all y ∈ X.
On a compact metric space X with a symmetric continuous kernel f , a sequence {μ m } m∈N is called a minimal α m -mass exchange sequence when it is generated in the following way:
is satisfied for all y ∈ X, where x m is selected arbitrarily with μ({x m }) ≥ α m for m ≥ 2 and all points in supp(μ m ) must be selected as x k for some k > m.
Conditions in (3.3) and (3.4) may be rewritten as other expressions using potentials instead of energies; this has the direct effect of reducing the computation time in practical use. For this purpose, we note the following simple lemma, showing that an energy transition due to an α-mass operation can be represented as a local transition related to potentials.
Lemma 3.5. Let X be a compact metric space and f be a symmetric kernel on X × X. Then, for any μ ∈ P(X), x ∈ X, y ∈ X, and α ≥ 0,
where
Proof. All equations are obtained by direct calculations.
, where x n is chosen as a point y ∈ X such that I((1 − α n )μ n−1 + α n δ y ) is minimal; thus, by using (3.5) while removing constants, this is equivalent to the condition that x n is chosen as a point y ∈ X such that
is minimal. In addition, by substituting μ n := (1 − α n )μ n−1 + α n δ xn into the right-hand side of (3.3), note that the condition in (3.3) for all y ∈ X is also equivalent to the condition
Similarly, Definition 3.4 defines
is minimal; thus, by using (3.6) while removing constants, this is equivalent to the condition that y m is chosen as a point y ∈ X such that .9) is minimal. Since the case when y = x m is also considered as a candidate in (3.4), note that I(μ m−1 ) ≥ I(μ m ) always holds for m ∈ N. The two conditions in (3.8) and (3.9) are more suitable than those in (3.3) and (3.4) in practical use because of the low computation cost.
From Definition 3.3, when α n = 1/n for all n ∈ N, then {μ n } n∈N is called a minimal 1/n-mass transfer sequence. Similarly, from Definition 3.4, when α m = 1/n for all m ∈ N for a fixed n, then {μ m } m∈N is called a minimal 1/n-mass exchange sequence. From Lemma 3.2, for a minimal 1/n-mass transfer sequence {μ n } with an initial μ 1 ∈ D 1 (X), each μ n belongs to D n (X); similarly, for a minimal 1/n-mass exchange sequence {μ m } with an initial μ 1 ∈ D n (X), each μ m belongs to D n (X). In general, for a minimal α m -mass exchange sequence {μ m } m∈N , when n = sup m | supp(μ m )| < ∞, then all μ m for m ∈ N belong to P n (X).
Weak*-convergence of minimal mass operation sequences.
For the two types of minimal mass operation sequences given in Definitions 3.3 and 3.4, we obtain the following main theorem of this study, stating that weak*-convergence properties hold in both sequences. The statement given in Theorem 3.6(i) is a generalization of a result shown by García and Saff [5, Theorem 2.1]. Since there exists at least one weak*-cluster point of {μ m } m∈N , note that the limit set (the set of all cluster points) of {μ m } m∈N is nonempty.
Theorem 3.6. Let X be a compact metric space and f be a continuous kernel on X × X satisfying the energy principle. Let ν ∈ P(X) be the unique minimizing measure of the energy, by Theorem 2.3. Then, the following statements hold.
(i) Any minimal α n -mass transfer sequence {μ n } n∈N satisfying aj −1 ≤ α j ≤ bj p−1 for some constants a, b > 0 and 0 ≤ p < 1/2 for all j ∈ N converges to ν in the weak*-topology.
(ii) For any minimal α m,n -mass exchange sequences {μ m n } m∈N for n ∈ N satisfying that lim inf m α m,n > 0 for n ∈ N and lim sup m α m,n → 0 as n → ∞, by selecting any μ * n from the limit set of {μ m n } m∈N for n ∈ N, μ * n converges to ν in the weak*-topology. Proof. See section 5.
Simple examples of sequences satisfying the assumptions in Theorem 3.6 are minimal 1/n-mass transfer/exchange sequences. This fact is summarized in Corollary 3.7 below.
From Definition 3.3, there is an explicit relationship between μ n and μ n−1 in Theorem 3.6(i), as μ n = (1 − α n )μ n−1 + α n δ xn . In contrast, from the definition of {μ * n } in Theorem 3.6(ii), there is no general relationship between μ * n and μ * n−1 , even though μ * n → ν (weak*). Remark 2. Consider the following conditions for defining the minimal α n -mass transfer sequence in Definition 3.3 instead of the condition (3.3):
for y ∈ X. Theorem 3.6(i) also holds under the condition (b) or (c); in these cases, we can obtain an estimate similar to (5.12) in the proof of Theorem 3.6 while substituting the second term on the right-hand side of (5.12) by other terms that vanish as n → ∞. Then, proofs similar to the proof of Theorem 3.6(i) in section 5 are valid.
Each of the three conditions (a)-(c) in Remark 2 determines μ n by adding a new support point x n (which may be duplicated to previously defined support points) to distribute the masses on μ n−1 . Each of these conditions has a slightly different perspective: (a) is equivalent to the condition given in Theorem 3.6(ii) and imposes that x n be chosen as a point achieving the minimal energy I(μ n ) among all points in X; (b) imposes that x n be chosen as a point achieving the minimal potential of μ n among all points in X; (c) imposes that x n be chosen as a point achieving the minimal potential of μ n−1 among all points in X. The condition (c) (with α n := 1/n) corresponds to the original condition given in defining a "greedy k-energy sequence," introduced by García (ii) For any minimal 1/n-mass exchange sequences {μ m n } m∈N with any initial μ 1 n ∈ D n (X) for n ∈ N, by selecting any μ * n ∈ D n (X) from the limit set of {μ m n } m∈N for n ∈ N, μ * n converges to ν in the weak*-topology.
Proof. See section 5. Remark 3. For a minimal 1/n-mass transfer sequence {μ n } and a minimal 1/n-mass exchange sequence {μ m n } with its limit sequence {μ * n } taken from the limit set of {μ m n } m∈N , there is no general magnitude relationship between I(μ n ) and I(μ * n ). However, by choosing μ 1 n := μ n for determining {μ m n }, we have I(μ n ) ≥ I(μ * n ) consistently. Although μ n and μ * n both converge to the energy-minimizing measure ν in the weak*-topology, both energies I(μ n ) and I(μ * n ) do not always decrease with n, whereas I(μ m n ) decreases with m. The next proposition introduces a convenient way to define minimal α n -mass transfer sequences in practical use as simple additions of normalized masses.
Proposition 3.8. Let a n ∈ (0, ∞) for n ∈ N, and define α n := a n /(a 1 + · · · + a n ) for n ∈ N. On a compact metric space X with a symmetric continuous kernel f , let {μ n } be a minimal α n -mass transfer sequence defined by this specific {α n }. Then, the following properties hold.
Proof. See section 5. Proposition 3.8(i) implies that under the specific definition of {α n } in the proposition, we may directly utilize the expression given in Proposition 3.8(i) as the definition of μ n instead of using the recursive definition μ n := (1 − α n )μ n−1 + α n δ xn in Definition 3.3. In Proposition 3.8(iii), we may also show that if the weaker assumption that aj p ≤ a j ≤ bj p+r holds for some 0 < a ≤ b, p ≥ −1, and 0 ≤ r < 1 for all j ∈ N, then μ n → ν (weak*); an independent proof is needed for showing this fact, and we omit the proof.
The next proposition shows that when X is finite, we may obtain a minimal α m -mass exchange sequence {μ m } which directly converges to the minimizing measure ν (without considering the limit sets of the sequence {μ m n } and taking n → ∞). Proposition 3.9. Let n ∈ N. Let X be a finite compact metric space with |X| = n and f be a continuous kernel on X × X satisfying the energy principle. Let ν ∈ P(X) = P n (X) be the unique minimizing measure of the energy, by Theorem 2.3. Then, there exists a minimal α m -mass exchange sequence {μ m } m∈N ⊂ P n (X) such that μ m → ν (weak*). In addition, ν is the unique measure in P n (X), which does not apply to an α-mass exchange for any α > 0 while decreasing the energy.
Proof. See section 5. Remark 4. Proposition 3.9 does not necessarily imply that the minimizing measure ν ∈ D n (X) in a finite X can be obtained as a finite iteration of a 1/n-mass or an α m -mass exchange sequence, even though any μ ∈ D n (X) can be an initial point of an α m -mass exchange sequence that converges to ν in the weak*-topology.
Convergence of standard deviations of potentials.
In this subsection, we note a special favorable result on the convergence of the sequence of standard deviations of potentials on finite sampling points when the minimizing measure ν is an equilibrium measure. First, we note the following lemma.
Lemma 3.10. Let {f n } be a sequence of real-valued functions on a compact space X that converges uniformly to a constant c. Let L ⊂ X be any finite set, and let s n be the standard deviation of f n (x) on L. Then, s n → 0; more precisely, for any ε > 0, there exists N > 0 such that |f n (x) − c| < ε for any x ∈ X and s n < ε holds for any n > N regardless of L.
Proof. Since f n → c uniformly, for any ε > 0, there exists N > 0 such that
Take any finite set L ⊂ X, let m = |L|, and write L = {x 1 , . . . , x m }. Let f n be the average of f n (x) on L and s n be the standard deviation of f n (x) on L. From (3.10), for ε and N taken above, if n > N, then
Hence, s n < ε holds for n > N, which also implies that s n → 0 (n → ∞). Proposition 3.11. Let X be a compact metric space and f be a continuous kernel on X × X satisfying the energy principle. Let ν ∈ P(X) be the unique minimizing measure of the energy guaranteed by Theorem 2.3. In addition, suppose that ν is the unique equilibrium measure. If μ n → ν (weak*) for a sequence {μ n } ⊂ P(X), then the standard deviation of the potential U (μ n , x) on any finite set of X converges to 0 as n → ∞.
Proof. From Proposition 2.6(c), every potential of μ n at x ∈ X converges uniformly to potentials of ν at x ∈ X, where the latter potentials are a common constant because ν is an equilibrium measure. Then, the required fact follows from Lemma 3.10.
Under the conditions in Theorem 2.4, the minimizing measure ν is the unique equilibrium measure, and thus, Proposition 3.11 is valid.
Results on hypercube.
In this section, we consider a special case when X = (E p , · ). It is not difficult to extend the results in this section to the case when X is "hyperrectangular" with possible different dimensions along any coordinate axes.
Specific results related to the results obtained in sections 2 and 3.
Under the conditions in Corollary 2.10 with a smooth kernel f , any measure from the resulting limit set in Corollary 3.7(ii) has just n support points. This can be summarized as the following proposition.
Proposition 4.1. Under the conditions in Corollary 2.10, let f be a function belonging to the class C 1 with lim x→0 f (x) < ∞ and having strict cross-volume convexity of a p-ball, and let w be the unique function satisfying (2.2). In Corollary 3.7, when X = (E p , · ) and the kernel is defined as f ( x − y )w(x)w(y), the limit set for a fixed n ∈ N in (ii) consists of the measure belonging to
a set of all measures in D n (E p ) whose support points just coincide with n distinct points. Proof. See section 5.
The following remark, which follows from simple calculations, states that a minimal α nmass transfer sequence {μ n } on (E p , · ) with w ≡ 1 is simply defined by sequentially adding a new support point x n as a point achieving the minimal potential of μ n−1 .
Remark 5. In Remark 2, consider the case when X = (E p , · ) and the kernel of the energy is given by f ( x − y ) (with w ≡ 1). Then, the three conditions (a)-(c) are equivalent.
Reversal measure/function on hypercube.
In order to deal with optimal point distributions with respect to a given density function ψ on (E p , · ) under the scope of Corollary 2.10 in practical use, it is convenient to study some properties related to a "negative" function of the given ψ, where ψ may be understood as a positive photograph. To avoid confusion, we use the term "reversal" instead of the term "negative."
The c-reversal measure of μ ∈ P(E p ) again belongs to P(E p ). Similarly, the c-reversal function is again a probability density function on E p . It is easily checked that when μ 0 is the c-reversal measure of μ 1 , then μ 1 is the c/(c − 1)-reversal measure of μ 0 . Similarly, when ψ 0 is the c-reversal function of ψ 1 , then ψ 1 is the c/(c − 1)-reversal function of ψ 0 . Clearly, the c-reversal measure of λ p is λ p .
Remark 6. For the c-reversal function ψ 0 of a probability density function
The following proposition shows some symmetric relations (in terms of weak*-convergence and energy) between a given sequence of probability measures and the sequence of c-reversal measures of them.
Proposition 4.3. Let c > 1. Let ν 1 ∈ P(E p ) and suppose that the c-reversal
Then, the following statements hold.
(i) Each of the three weak*-convergences μ 1 n → ν 1 , μ 0 n → ν 0 , and δ n → 0 induces the other two weak*-convergences.
(
uniquely with respect to ν 1 and ν 0 , respectively, by Corollary 2.10. Then,
Thus, each of the three convergences
iii) If f has strict cross-volume convexity of a p-ball, then any of the three convergences given in (ii) induces the three weak*-convergences given in (i).
( [10] . Proposition 4.3 with Remark 6 states that on the space (E p , · ), energy minimizations constrained by density functions ψ and c − ψ are equivalent, except for slight differences of practical errors in energy (the terms related to the signed measures δ n ) from the optimal states; in particular, when the density is flat, i.e., w ≡ 1, then energy-minimizing measures in a compact subset of P(E p ) and reversal measures of all measures in the set are equivalent (with reversals).
4.3.
Optimal number of points to be distributed on a discrete space. Digital images are defined not on continuous spaces but on discrete spaces. In considering point distributions with respect to a given density function in a discrete space, there exists an optimal number of points to be distributed in the space for each given density function, which maintains the average density of the density function. In this subsection, we consider the determination of the optimal number of points. First, we show the following simple lemma. 
have a unique solution:
Proof. By summing up the latter two equations in (4.1), we have c|L| = m(n 0 +n 1 ). Then, from the first equation, we have m = c. By substituting this into the latter two equations in (4.1), we have the required solution.
Let us consider the significance of the optimal number of points. Let A ⊂ E p be a λ pmeasurable set having a nonzero λ p -measure, and let ψ be a density function on A. Let c > 0. Consider the case when the total mass of ψ on A is represented as the sum of n 0 -point masses with a common mass m 0 , and, similarly, c − ψ on A is represented as the sum of n 1 -point masses with a mass m 1 . That is, consider the following condition:
Summing up these two equations, we get cλ p (A) = m 0 n 0 + m 1 n 1 . For convenience, we refer to n 0 points for ψ as "ON-dots" and to n 1 points for c − ψ as "OFF-dots." The optimal number of points coincides with n 0 or n 1 , and these should be uniquely determined.
Now suppose that A is the disjoint union of λ p -measurable sets A 1 , . . . , A n with nonzero λ p -measures and ψ is constant on each A i , that is, ψ is a simple function on A. Then, by taking any x i ∈ A i for each i, we have
In particular, consider the case when λ p (A i ) = 1 for i = 1, . . . , n and ON-dots and OFF-dots are to be chosen from L := {x 1 , . . . , x n } such that L is the disjoint union of ON/OFF-dots. In this case, by noting that |L| = n = λ p (A) holds, from (4.2), (4.3), and (4.4), we have
In addition, consider the case when the masses of ON-dots and OFF-dots are equal, that is, m 0 = m 1 = m. This situation just coincides with (4.1), and then, from Lemma 4.4, there exists a unique solution (n 0 , n 1 , m).
4.4.
Lower bound of the sphere of influence for a kernel in a 2-cube. In order to consider the energy minimization of n-point distributions constrained by a density function ψ, the sphere of influence r should be chosen so as to cover the lowest density. For this purpose, we first give an estimate of the optimal distance between neighboring points in npoint distributions in (E 2 , · ). When ψ is constant, the optimal distance is given by the circle diameter for fulfilling n-circle packing and is approximated by r 2 (n) := 2 1/2 · 3 −1/4 · n −1/2 [10] .
More generally, for a density function ψ on a λ 2 -measurable set G with 0 < λ 2 (G) < ∞, the optimal distance around x ∈ G in n-point distributions in G constrained by ψ is approximated by
Then, in order to consider the energy minimization of n-point distributions constrained by ψ in the set G, the value r should be selected so as to satisfy
where ψ min := min{ψ(x) > 0 : x ∈ G} is the lowest positive density value in ψ. If G is represented as a disjoint union of finite (periodic) lattice points L with a common fundamental parallelogram, then the integral in the definition ofψ(x) in (4.5) can be replaced by a sum, as
where p L is the area of the fundamental parallelogram of the lattice. In this case, from (4.6), in order to adjust all density values in ψ, the value r should be selected so as to satisfy
Note that when ψ ≡ c > 0, (4.7) is written as simply r 2 (n)·(p L |L|) 1/2 ≤ r. In fact, to consider the energy minimization, G needs to be virtually embedded in (E 2 , · ) with a scaling by d > 0; then, note that r should not be greater than d/2.
Proofs of results in sections 3-4.
In this section, we give proofs of Lemma 3.2, Theorem 3.6, Corollary 3.7, and Propositions 3.8, 3.9, 4.1, and 4.3 from sections 3-4 with some additional lemmas required to prove them.
Proof of Lemma 3.2. Let μ = n i=1 p i δ x i ∈ P n (X) and y ∈ X. Let x n+1 = y, q n+1 = α, and q i = (1 − α)p i for i = 1, . . . , n. Then, the α-mass transfer of μ to y is written as (1 − α)μ + αδ y = n+1 i=1 q i δ x i , which belongs to P n+1 (X), especially P n (X) when y ∈ supp(μ). By letting p i = 1/n and α = 1/(n + 1), we know that a 1/n-mass transfer for μ ∈ D n (X) belongs to D n+1 (X). An α-mass exchange of μ is written as μ − αδ x + αδ y by letting x = x i for some i ∈ {1, . . . , n}; thus, it belongs to P n+1 (X), especially P n (X) when α = p i or y ∈ supp(μ). A 1/n-mass exchange of μ ∈ D n (X) coincides with the case when p i = 1/n and α = 1/n; the mass 1/n on x i is moved to y, and thus, it belongs to D n (X).
In order to prove Theorem 3.6, we need three lemmas. We first note the following lemma, stating a conservation property of magnitude relationship for a mass exchange when the kernel satisfies the energy principle.
Lemma 5.1. Let X be a compact metric space and f be a symmetric kernel on X × X satisfying the energy principle. Take μ ∈ ∞ n=1 P n (X). For x ∈ supp(μ), y ∈ X, and α > 0,
Proof. The energy principle implies that 0 y) . Then, from the assumption of μ and α > 0, by using (3.6), we have
Thus, inequality (5.1) also holds with the substitution of α by β for 0 < β ≤ α, which also shows that I(μ) > I(μ − βδ x + βδ y ) from (3.6).
When X = (E p , · ) and a kernel is given by f ( x − y )w(x)w(y), then a weaker condition that f is decreasing is sufficient to guarantee the statement of Lemmas 5.1 (and 5.2) since
To consider the limit when n → ∞ in Theorem 3.6(ii), we summarize properties of the limit set of a minimal α m -mass exchange sequence. I(μ) = c as m → ∞. Thus, the energy of any element from the limit set is identical to c. Since n := sup m | supp(μ m )| < ∞, any μ m belongs to P n (X). Since P n (X) is weak*-compact in P(X) and a subsequence {μ m k } ⊂ {μ m } converges to μ (weak*), μ belongs to P n (X). Take any μ from the limit set of {μ m } m∈N . In the following, we show that no α-mass exchange of μ can decrease the energy of μ with the ranges of α given in the assumption with two cases. Without loss of generality, we assume that μ m → μ (weak*) and I(μ m ) I(μ). We first consider the case when α := lim m α m exists. Suppose that (5.2) fails, that is, there exists x ∈ supp(μ) and y ∈ X such that
Since f is continuous on the compact X and μ i → μ (weak*), any potential with f is uniform continuous, and the potential of μ i converges uniformly to that of μ [15, lemma in section 1.3]. Thus, from (3.6) with these facts, by taking a large i and x ∈ supp(μ i ) from a neighborhood of x,
holds for j ≥ i. Note that the first energy in this inequality is definable even though x may not belong to supp(μ j−1 ). From Definition 3.4, there exists m ≥ i such that x m = x . Thus, by putting j = m, from (5.3) and (3.4), we have 
Then, as in the case of (5.3), we can take a large i > M and x ∈ supp(μ i ) from a neighborhood of x such that
holds for any j ≥ i. From Definition 3.4, there exists m ≥ i such that x m = x . Hence, by putting j = m in (5.7) and then noting (5.5), (5.6), and (3.4),
which contradicts the fact that I(μ m ) I(μ). The next lemma is needed to prove Theorem 3.6(i). Lemma 5.3. If a sequence {α n } ⊂ (0, 1] satisfies aj −1 ≤ α j ≤ bj p−1 for j ∈ N for some constants 0 < a ≤ 1, 0 < b, and 0 ≤ p < 1/2, then
Proof. From the definition, we know that
Since 2V 1 = 2α 1 (1 − α 1 ) ≤ 1/2 < 1, by assuming that 2V n < 1, we have
Then, by induction, 2V n < 1 holds for all n ∈ N. Next, let
(1 − α j ) and
which yields
Then, by induction, 2V n ≥ 1 − kε n holds for all n ∈ N. Since we know that 1 − kε n ≤ 2V n < 1 for n ∈ N, it suffices to prove that ε n → 0 as n → ∞. Since 1 − x < exp(−x) for x > 0 and both exp(−x) and 1/x are decreasing, for c ∈ (0, 1], we have
Take any q satisfying max{p, 1/2 − a} < q < 1/2. Then, since j x−1 increases with x for j ≥ 1, from the assumption, aj −1 ≤ α j ≤ bj q−1 for j ∈ N. Then,
where the inequality (i + 1)n ≤ 2i(n + 1) for (i, n) ∈ N 2 is used in the third inequality. Thus,
Then, since 2a + 2q − 2 > −1, the sum multiplied by 1/n on the right-hand side converges to 1 0 x 2a+2q−2 dx < ∞ as n → ∞. Since the condition q < 1/2 implies that n 1−2q → ∞ as n → ∞, we conclude that ε n vanishes as n → ∞.
We are now in a position to prove Theorem 3.6. Proof of Theorem 3.6.
(i) In Definition 3.3, since α 1 = 1 is defined for convenience, the given sequence {μ n } satisfies that μ n = (1 − α n )μ n−1 + α n δ xn for all n ∈ N with arbitrarily chosen μ 0 ∈ P(X), which yields
for n ∈ N. Then, it follows from an inductive calculation that
for n ∈ N and i = 1, . . . , n. Note that n i=1 β n,i = 1. For every μ n , since the mass on x i is given as β n,i for i = 1, . . . , n, by using (3.1), (3.2), and the equality β n,j
For n ∈ N and i = 1, . . . , n, let
From the definition of the minimal α n -mass transfer sequence, every point x n is a point y ∈ X, which minimizes (3.8). Thus, for all i ∈ N and y ∈ X,
Hence, from (5.9), (5.10), and (5.11), for any y ∈ X,
Then, integrating over y ∈ X with respect to the given minimizing probability measure ν,
Here, under the given assumption for α j , from Lemma 5.3, we have
(When α 1 ≤ 1, note that a ≤ 1 required in Lemma 5.3 is automatically satisfied.) The proof of Lemma 5.3 also includes the following two facts (since the former fact is shown as β n,i → 0 in the lemma, it suffices to use γ n,i = β n,i
Since P(X) is weak*-compact, there exist μ ∈ P(X) and a subsequence of {μ n } such that μ n i → μ (weak*). In addition, for any ε > 0, there exists N > 0 such that |I(μ n , ν)−I(μ, ν)| < ε holds for n > N. Then, since
from (5.13) and (5.14), the right-hand side of (5.15) converges to I(μ, ν) + ε as n → ∞. In a similar manner, we may give a lower estimate of the left-hand side of (5.15) as I(μ, ν) − ε when n → ∞. Hence, by taking n → ∞ in (5.12), we have
I(μ) ≤ I(μ, ν). (5.16)
Since f satisfies the energy principle, by using (5.16),
≤ I(μ − ν) = I(μ) + I(ν) − 2I(μ, ν) ≤ −I(μ) + I(ν).
Since ν achieves the minimal energy, we have I(μ) = I(ν). Then, the uniqueness of the minimizing measure followed by Theorem 2.3 proves that μ = ν, which implies that any subsequence of {μ n } converges to ν in the weak*-topology; thus, μ n → ν (weak*).
(ii) According to Lemma 5.2, for each n ∈ N, take any μ * n from the limit set of the given minimal α m,n -mass exchange sequence {μ m n } m∈N . Let α n := lim sup m α m,n < ∞ for n ∈ N. Then, from Lemma 5.2, no α n -mass exchange of μ * n can decrease the energy of μ * n ; that is, for any n ∈ N, x ∈ supp(μ * n ), and y ∈ X,
From (3.6), this inequality is rewritten as
Integrating over x ∈ supp(μ * n ) with respect to μ * n and then integrating over y ∈ X with respect to the minimizing measure ν, we have
From the weak*-compactness of P(X), by taking a subsequence {μ * n i } of {μ * n } and μ ∈ P(X), we may assume that μ * n i → μ (weak*). Then, since α n → 0 from the given assumption, by taking n i → ∞, we have I(μ) ≤ I(μ, ν) . Thus, the same proof as that for case (i) in the above proof shows that μ = ν, and then, μ * n → ν (weak*). Before proving Corollary 3.7, we check the next lemma. Lemma 5.4. Let n ∈ N. In Lemma 5.2, suppose that μ 1 ∈ D n (X) and α m = 1/n for m ∈ N. Then, any element taken from the limit set of {μ m } m∈N belongs to D n (X). In addition, if X is finite, then μ m falls into the limit set within a finite m.
Proof. Since {μ m } m∈N is contained in the weak*-compact subspace D n (X), the limit set of this sequence is also contained in D n (X). When X is finite, D n (X) is also finite, and thus, there exists a minimal amount a > 0 of an energy decrease resulting from a 1/n-mass exchange of a measure in D n (X) among all possible 1/n-mass exchanges and measures. Thus, since I(μ m ) is nonnegative and decreasing, and thus Cauchy, μ m must fall into the limit set within a finite m, because otherwise, I(μ m−1 ) − I(μ m ) < a holds for some large m, which contradicts the definition of the value a.
In Lemma 5.4, if we introduce an additional constraint of selecting point y m for defining a minimal 1/n-mass exchange sequence while permitting only strict decreases of energies, then the limit set consists of just a single measure; in this case, the definition of the minimal 1/n-mass exchange sequence in Definition 3.4 should be changed to accept a finite number of iterations. In general, for a minimizing measure ν n of the energy I among all measures in D n (X), no 1/n-mass exchange of ν n can decrease the energy of ν n ; however, the limit set of {μ m } m∈N in Lemma 5.4 does not necessarily contain ν n . In fact, any measure from the limit set may have a common energy greater than the energy of ν n .
Next we prove Corollary 3.7, Proposition 3.8, and Proposition 3.9. Proof of Corollary 3.7. In Theorem 3.6, let α n = 1/n in (i) and α m,n = 1/n in (ii) for all n, m ∈ N, which clearly satisfies the required assumptions in the theorem. Then, we obtain the required results. Here, note that β n,i = 1/n holds for i = 1, . . . , n when α n = 1/n for n ∈ N in Theorem 3.6(i). According to Lemma 5.4 , note that any measure μ * n belonging to the limit set of the given minimal 1/n-mass exchange sequence {μ m n } m∈N also belongs to
Thus, the required equation follows from
(ii) When a n = a 1 for all n, then clearly α n = 1/n holds. (iii) Since α n := a n /(a 1 + · · · + a n ), the given assumption implies that a/b · n −1 ≤ α n ≤ b/a · n −1 , which satisfies the required assumption in Theorem 3.6(i).
Proof of Proposition 3.9. Since X is finite, note that D N (X) ⊂ P n (X) for N ∈ N. In the following procedure (a)-(c), we define a minimal α m -mass exchange sequence {μ m }.
(a) Take any μ 1 ∈ P n (X), and let k = 2 and
and σ k is a signed measure satisfying dσ k = 0 and σ k ({x}) ∈ (−1/k, 1/k) for x ∈ X. From the assumption, for any m > m k−1 , define recursively 
Then, I(μ
Here, by using μ m i = ρ m i + σ i , we have
Hence, for any x ∈ supp(ρ m i ), y ∈ X, and α := 1/i, we have
Hence, by noting that I(αδ x − αδ y , σ i ) = 2αU (σ i , x) − 2αU (σ i , y) and by applying (3.6), for
We may assume that ρ m i → ρ (weak*). By noting that σ i converges to the zero-measure, it is easily checked that I(ρ) ≤ I(ρ, ν), and then, ρ = ν, as in the proof of Theorem 3.6(ii). Then, from (5.17), we have μ m → ν (weak*). In addition, since no 1/k-mass exchange of μ m k can decrease the energy of μ m k for each k ∈ N, no α-mass exchange of ν can decrease the energy of ν for any α > 0. Since any μ 1 ∈ P n (X) can be chosen as an initial point, ν is the unique measure in P n (X), which does not apply to an α-mass exchange for α > 0 while decreasing the energy. for each point x ∈ L do 5:
end for 8: Update w(x) := w tmp (x) for all x ∈ L 9: end for 6.1. Setting and algorithm for approximating w. Let L ⊂ (E p , · ) be a finite set where we consider our simulations. The subspace (L, · ) can be regarded as both a compact metric space X and a discretization of (E p , · ). In any of these cases, integrations in the context of the theoretical results in sections 2-4 may be substituted by sums because of the finiteness of the space. Let ψ : L → [0, ∞) be a density function, where the constraint of x∈L ψ(x) = 1 may be removed in practice. Let f be defined by (2.4) with h having strict cross-volume convexity of a p-ball, which implies that f satisfies the energy principle on (E p , · ) and thus on (L, · ). Here, the parameter r in (2.4) must be sufficiently large so as to satisfy y∈L f ( x − y )ψ(y) > 0 for all x ∈ L because Corollary 2.10 claims that all potentials of ν induced by ψ must be positive. Otherwise, we may also use a practical method of changing ψ itself as ψ := ε with a sufficiently small constant ε on all points where ψ = 0; as computational notes, ε should not be small enough to cause overflows by division in calculating w tmp in Algorithm 1. As noted in [10] , the function h should not have too strong convexity for applications in discrete spaces; in discrete spaces, since allowable locations of points are limited, a potential should not largely depend on only limited neighboring points. The two examples of functions of h given in subsection 2.4 are proper examples.
We need to first obtain an approximation of the weight function w with respect to the given ψ. Let M be the iteration number for applying the (contractive) operator T in (2.3). Then, Algorithm 1, which is directly based on the statement of Corollary 2.10 and Remark 1, gives an algorithm for approximating the unique weight function w with respect to ψ. In the algorithm, w tmp represents a temporary function for keeping values obtained by a transformation with the operator T in (2.3) with respect to the given ψ.
6.2.
Minimal α m,n -mass exchange sequence and its application. Under the settings in subsection 6.1, in this subsection, we simulate minimal α m,n -mass exchange sequences and consider applications. For this purpose, by Theorem 3.6(ii) and Proposition 3.9, we present a heuristic algorithm to approximate the given ψ as a nearly minimum energy state. Select a point y ∈ L with η(y) ≤ c − α m achieving the minimum of
under the constraint that (6.1) is less than or equal to t 
12:
end if
14:
Update m := m + 1
15:
end for 16 : end while supp(η) := {x ∈ L : η(x) > 0}. Then, Algorithm 2, which is based on the statement of Theorem 3.6(ii) and Proposition 3.9, gives an algorithm for approximating ν induced by the given ψ (in the weak*-topology) by α m -mass exchange sequence {μ m }, where μ m is induced by η in every iteration. In order to obtain a minimal α m -mass exchange sequence, it suffices to choose every y m as a point y such that (3.9) is minimal. The expression (6.1) in step 7 in Algorithm 2 is equal to (3.9) multiplied by 1/2 while replacing the kernel f (x, y) by f ( x − y )w(x)w(y). The condition η(y) ≤ c− α m in step 7 is for avoiding overflow; otherwise, this can be removed. The reason why step 7 constrains that (6.1) must be less than or equal to t is for considering further modifications of Algorithm 2. In subsection 6.4.1, we consider a modification by restricting the selectable domain of y in step 7 to only a neighborhood of y. In this case, not all points in L are considered as candidate points, and there may be a case in which the selection of y simply achieving the minimal of (6.1) does not meet condition (3.4). Hence, step 7 constrains that at least the selection of y meets (3.4) ; that is, the α m -mass exchange from x to y does not increase the energy. More precisely, let 1 A denote the indicator function of a set A ⊂ L as 1 A (x) := 0 (x ∈ A); 1 (x ∈ A). Then, step 7 is equal to choosing y such that
This condition is equivalent to the condition given in (3.4) with the space and the kernel under consideration according to (3.7) . When w ≡ 1, i.e., ψ ≡ c, then (6.2) may be replaced by · 1 {x} , y) holds; this specific case coincides with the algorithm shown in [10, section VI.B], except for the application of the threshold accepting algorithm [2] . Since the kernel f satisfies that f (x) = 0 on x ≥ r, in order to sum f ( x−v ) (multiplied by a function) over v ∈ L in Algorithms 1 and 2, it suffices to consider it only over v ∈ L ∩ B r (x). In addition to this trivial simplification, many variations or modifications from the viewpoint of engineering are possible in the two algorithms presented above. Such modifications are usually considered for calculation speed-up and image quality control; we consider these viewpoints independently in subsection 6.4 below. In order to obtain better convergences, we may also apply the previously mentioned threshold accepting algorithm [2] , as in the algorithm in [10, section VI.B]. However, this method requires parameter controls of an initial threshold level and the decrease ratio of the threshold; in this study, we omit such details for using the threshold accepting algorithm.
Point distribution constrained by a density function.
First, we check the following fundamental principle related to optimal distributions constrained by a density function, which follows from Theorem 3.6. Principle 1. For any density function ψ on (E p , · ), by obtaining the weight w and defining the energy, any minimal α n -mass transfer/α m,n -mass exchange sequence satisfying the conditions in Theorem 3.6 converges to a measure that is close to ψ in the weak*-sense.
As an example, we consider obtaining optimal point distributions constrained by each of two density functions ψ 1 and ψ 2 defined on E 2 for x, y ∈ [0, 1):
Figures 2(a) and 2(b) represent a graph of ψ 1 and ψ 2 , respectively. In order to apply Algorithms 1 and 2, we take a sampling of the given function ψ i on a discrete space
Here, we choose d = 800. Then, based on Algorithms 1 and 2 with the following parameters, we obtain an approximation of w and then obtain convergence results of n distributed points.
• Define f (x) by (2.4) with h(x) = (2/3 − x + 1/3x 3 ) 2 and r = 100.
• Define M = 20. 
Table 1 Number of points contained in each of the four regions
2 with d = 800 for each of the convergence results of 800, 1600, 3200, and 6400 points with respect to ψ1, shown in Figure 3(a) . 800  93  202  200  305  1600 189  404  403  604  3200 390  802  804  1204  6400 798 1598 1598 2406 • Generate any initial image η on L with n randomly distributed points, where n = 800, 1600, 3200, and 6400 (define η = 255 at n points and η = 0 otherwise).
• Define α m = 255 for all m.
• Define the stopping criteria in Algorithm 2 such that all values of η are not updated. According to (4.7), for both ψ 1 and ψ 2 , it is preferable that the value r be chosen to satisfy 400 = d/2 > r ≥ r 2 (n) · (2 · 800 2 ) 1/2 ≈ 1215.74 · n −1/2 with respect to a given n. The selection that r = 100 consistently satisfies this condition for all n ≥ 231. Figures 3(a) and 3(b) show the convergence results by Algorithm 2. Table 1 summarizes the number of points that finally fall into four regions, 2 , in four convergence results with different n in Figure 3(a) . This result indicates that the distribution ratios given by ψ 1 are well approximated by a limit set of any minimal 1/n-mass exchange sequence as n increases, as proved in Corollary 3.7(ii).
Image restoration.
We note the following principle according to Proposition 3.9, stating the recovery property of an original digital image by energy minimization. Note that this fact itself may not have a strong sense of purpose in practice; however, this is a fundamental fact since dispersed-dot halftoning is obtained by introducing some constraint in this context. In addition to checking this principle, we will show a rough relation between ψ and w.
Principle 2. Any digital image ψ (with digital pixel values) on a finite set L ⊂ (E p , · ) can be completely restored by a finite number of α m -mass exchanges with any initial image having the same total mass as ψ.
By applying Algorithms 1 and 2 with the following parameters, we define w and then obtain convergence results. After finishing Algorithm 2 with a converged η, the rounding operation η + 0.5 restores the original image ψ 3 .
• Define f (x) by (2.4) with h(x) = (2/3 − x + 1/3x 3 ) 2 and r = 16.
• Define M = 20.
• Generate any initial image η on L having the same total mass as ψ.
• Define decreasing sequence {α m } with α m = 0.1 for all sufficiently large m.
• Define the stopping criteria in Algorithm 2 such that all values of η are not updated. Figure 4 (a) plots an original 8-bit gray image ψ 3 . Figure 4 (b) plots w −2 (rounded to 0-255 integers) of the approximative weight function w obtained by Algorithm 1 with respect to ψ 3 . We can find that roughly ψ 3 ≈ w −2 holds. Here, we define an initial image η resulting from random exchanges of pixel values in ψ 3 , yielding a random noise image with the same total mass as ψ 3 . Figure 4(c) shows an example of η obtained by such a procedure. We omit a sample image of a convergence result by Algorithm 2 since it coincides with the image in Figure 4 (a). From these results, we know that Principle 2 also implies that any image ψ can be restored from its blurred image w −2 ; however, note that the image w −2 has real values, whereas ψ has only digital values.
For digital images, there exists an available maximal value c > 0 of an image; for example, the maximum value for 8-bit images is 255. Thus, in practice, it is possible to add the constraint that η(y) ≤ c − α in step 7 in Algorithm 2 so as to avoid overflow, although this is not necessary from a theoretical perspective.
Dispersed-dot halftoning (gray level subtraction).
In general, image restorations considered in subsection 6.2.3 are practically viable when introducing some constraints. As one such case, a dispersed-dot halftoning technique is derived by Algorithms 1 and 2 with the constraint that the function η can take only value 0 or c. The following fundamental principle is due to Corollary 3.7 and Lemma 4.4.
Principle 3. Any digital image ψ on a finite set L ⊂ (E p , · ) defines an optimal number n of points to be distributed in L, and every minimal 1/n-mass transfer/exchange sequence converges to a measure that is close to ψ in the weak*-sense.
A gray-scale image usually represents thinner regions by larger values so that the number of black pixels decreases with the gray-scale value, while the number of white pixels increases. Thus, we would regard white pixels as ON-dots with respect to the image ψ, defined in section 4.3. It is also possible to regard black pixels as OFF-dots. From Proposition 4.3, there are no significant differences between the results by optimization with ON-dots and OFF-dots.
Then, in order to check Principle 3, we use the following parameters.
• Generate any initial image η on L having 0 on any n-pixels and c otherwise, where
• The other conditions are the same as the conditions given in subsection 6.2.3. Let ψ min be the lowest positive value in ψ, where ψ is the original image before replacing 0 by ε in subsection 6.1. Typically, we may assume that ψ min = 1. The number n in (6.4) represents the optimal number of points with respect to ψ according to Lemma 4.4. From (4.7) and (6.4), the sphere of influence r should satisfy
As in subsection 6.2.3, we consider an 8-bit gray image ψ; thus, c = 255. Then, when ψ min = 1, the right-hand side of (6.5) is calculated as 17.16 . . . Thus, the selection of r = 16 may be rather small; however, it is not problematic in practice. It is possible to constrain that η can take only a finite number of nonnegative integers in Algorithm 2, such as η(x) ∈ {0, . . . , 255}.
A simple way to obtain a dispersed-dot halftone image in Algorithm 2 is to define α m = 255 for all m with an initial image η having the value 0 or 255. The 255-mass exchange from x to y for a halftone image implies the exchange of the white pixel x and the black pixel y. In fact, we can obtain optimal distributions as a (255/α + 1)-gray image by defining α m = α for all m, which yields a gray level subtraction technique. The density function ψ defines not definitive values but relative values. The value n in (6.4) is the optimal number of points to be distributed, and proper halftone images statistically satisfy this value. The value calculated by (6.4) with respect to the image ψ 3 in Figure 4 (a) with c = 255 is 94985, which is equal to the number of black pixels in the image shown in Figure 5 (c). Figure 6 shows convergence results for n = 80000, 94985, and 110000 with the same parameters used in obtaining Figure 5 (c) except for changing n. The image in Figure 6 (b) is the same as that in Figure 5 (c). A selection of n with a large difference from the optimal value in (6.4) results in an incorrect reproduction of densities.
6.3. Minimal α n -mass transfer sequence and its application. In this subsection, we simulate a minimal α n -mass transfer sequence and consider applications by applying Algorithm 1 and an additional algorithm, Algorithm 3, yielded by Theorem 3.6(i) and Proposition 3.8.
6.3.1. Algorithm for minimal α n -mass transfer sequence. To obtain a minimal α n -mass transfer sequence, it suffices to choose every x n as a point y such that (3.8) is minimal. For this purpose, it is convenient to utilize a specific definition of {α n } indicated by Proposition 3.8. In this case, by noting that α n := a n /(a 1 + · · ·+ a n ) and Select a point x ∈ L \ supp(η) achieving the minimum of U (x) + 1 2 a n f (0)w(x) 2
4:
Update η(x) := η(x) + a n 5:
Update n := n + 1 7: end while (3.8) may be rewritten as
Since this value is needed only for relative comparisons in defining the minimum for every fixed n, it suffices to store U (μ n , y) multiplied by a 1 + · · · + a n . Thus, under the conditions given in subsection 6.1, convergence results by a minimal α n -mass transfer sequence defined by {a n } with the kernel f ( x − y )w(x)w(y) can be obtained by Algorithm 3 after approximating w by Algorithm 1. Note that step 4 in Algorithm 3 includes a practical modification from the correct definition η(x) := (1−α n )η(x)+α n by multiplying the normalization term a 1 +· · ·+a n . By omitting the normalization, the total mass on η monotonically increases with n, and then we need to stop the iteration with a suitable n. It is natural to stop when
is satisfied, which implies that the iteration finishes when the total mass on η exceeds the total mass on ψ. When we use the correct definition η(x) := (1 − α n )η(x) + α n in step 4, then η converges to ψ as n → ∞; in practice, η + 0.5 equals ψ with a sufficiently large n. In both cases, the approximation of ψ by η is guaranteed by Proposition 3.8(iii). When w ≡ 1, i.e., ψ ≡ c, the expression 1 2 a n f (0)w(x) 2 in step 3 may be removed because the term has no effect; this case occurs when designing a dispersed-dot halftone mask, for example (see subsection 6.3.2). Figure 7 shows convergence results with Algorithm 3 with the abovedescribed stopping criterion, where the parameters for Algorithm 1 are the same as those used in obtaining Figure 5 : (a) a n ∈ {32, 33, . . . , 95} randomly, (b) a n := 17 for all n, and (c) a n := 85 for all n.
Design of dispersed-dot halftone mask.
In the field of dispersed-dot halftoning for digital printing, error diffusion and the dispersed-dot halftone mask method mentioned in section 1 are two major techniques because of the possibilities of real-time computations. A dispersed-dot halftone mask realizing point distributions as uniform as possible is obtained as a consequence of a minimal 1/n-mass transfer sequence. In addition, a dispersed-dot halftone image obtained by such a mask can be utilized efficiently as an initial image η in Algorithm 2, which makes the convergence of the algorithm faster; see subsection 6.4.1 below. 
where c is the available maximal pixel value in subsection 6.2.3. In terms of Algorithm 3, define a n = 255 for all n and set the stopping criterion to n = d 2 + 1, and define consecutive numbers as th 0 (x) := n after step 5. This algorithm for designing a mask is equivalent to the algorithm given in section IX.A in [10] (see also Remark 5 in the current paper). Figure 8(a) shows a halftone image for ψ 3 obtained by thresholding with a dispersed-dot halftone mask of size 160 × 160 (designed with r = 80). The number of black pixels in this image is 94982, which is certainly close to the optimal value 94985 calculated by (6.4).
Modifications and improvements.
In this subsection, we summarize possible modifications and improvements in Algorithm 2 and dispersed-dot halftoning in subsection 6.2.4.
Modifications of Algorithm 2 for calculation speed-up.
In fact, Algorithm 2 already utilizes a fast calculation technique in calculating potentials; the utilization of memory for storing the potential value U (x) for all x ∈ L with updating procedures in steps 11 and 12 makes it possible to avoid sequential calculations of U (y) for every selection of y in step 7. In dispersed-dot halftoning, we can apply several modifications for decreasing calculation costs without degrading image quality, as follows:
• the initialization of the image η in step 2 in Algorithm 2,
• the stopping criteria in step 4 in Algorithm 2,
• the selectable domain of y in step 7 in Algorithm 2,
• parameters M , r, and {α m }, • practical modifications of algorithms. Strictly speaking, the theoretical results are no longer valid when we restrict the selection of the point y to a neighborhood of x; however, in practical cases, there would be no problem in introducing such constraints when an initial image η in step 2 in Algorithm 2 itself is close to ψ (in the weak*-sense). For example, by utilizing a halftone image with a dispersed-dot halftone mask as an initial image η and then choosing the domain of y as four neighboring pixels of x, the calculation costs will decrease significantly. Figure 8 Several other techniques for fast calculations would be valid. In practical applications, it is possible to avoid constraining the periodic boundary condition on the image ψ or η on L by adding a proper number of black pixels on the boundaries of the images; the avoidance of the periodic boundary condition makes address calculations faster. According to the convolution theorem, it is also possible to utilize fast Fourier transformation (FFT) in the convolution calculations in step 5 in Algorithm 1 and step 3 in Algorithm 2 by dividing the original image into subimages with a 2 n × 2 n dimension. In this case, some possible techniques for avoiding boundary gaps among subimages are required; for example, by removing the periodic boundary condition of L, subimages with a 2 n × 2 n dimension are taken with some overlaps on boundaries among each of the neighboring subimages. (max{ψ(x), ε}) −1/2 with a sufficiently small ε > 0. Then, by choosing the number of iterations as M , we can control w and the resulting sharpness of the minimum energy states. Figure 9 shows the convergence results for M = 10, 8, and 6, where the conditions in applying Algorithm 2 are the same as those used in obtaining Figure 8 (b). A smaller M gives a greater sharpness due to the initial selection of w given above. Note that this practical technique with a small M in Algorithm 1 implies an earlier termination of the iterations in the algorithm; the smaller M yields the larger discrepancies in the convergence result (approximated weight function) from the correct w with respect to the given ψ guaranteed by Corollary 2.10. Thus, although the minimum energy state would be close to ψ, it is not equal to ψ. Under the above selection of the initial setting of w with a smaller M , this fact takes the form of a visual effect of sharpness enhancements with slight artifacts of overshooting/undershooting in the steep edge portion compared to the original image ψ; if the image restoration in subsection 6.2.3 is executed in this setting, then a sharpened image of ψ would be obtained.
Remarks.
In this subsection, we make some additional remarks related to the theoretical results presented in sections 2-4 by using practical examples. 6.5.1. 1/n-mass transfer versus 1/n-mass exchange. As noted in Remark 3, there is no general magnitude relationship between I(μ n ) and I(μ * n ), where {μ n } is a minimal 1/nmass transfer sequence and {μ * n } is taken from the limit set of a minimal 1/n-mass exchange sequence {μ m n } m∈N . In fact, in most cases, I(μ n ) ≥ I(μ * n ) holds; however, the converse relation seems to occur fairly infrequently for some n in some situations. Convergence results by a minimal 1/n-mass transfer sequence can be obtained by Algorithm 3 with a n = 255 for all n. Figure 10 (a) shows a convergence result by this parameter with respect to the image ψ 3 with the stopping criterion that n = 400 2 − 94985 is satisfied. Figure 10 Principle 4 is guaranteed by the following perspective. Under the conditions of Theorem 2.4, let {μ n } denote a minimal α n -mass transfer sequence or a (limit set of) α m,n -minimal mass exchange sequence for m. As claimed in Theorem 3.6, μ n converges to the unique minimizing measure ν in the weak*-topology. Hence, when ν is an equilibrium measure, from Proposition 3.11, the standard deviation of the potential U (μ n , x) on any finite set of X converges to 0 as n → ∞ (with a uniform speed). This fact is also true under the context of Corollary 2.10 since the minimizing measure ν defined by ψ is the unique equilibrium measure when f satisfies the energy principle on (E p , · ). Hence, Principle 4 is valid. In general, under the conditions of Theorem 2.4, by decreasing the energies of μ n (averages of potentials among all x ∈ X) toward the minimum energy I(ν), standard variations of potentials on arbitrarily chosen sampling points are automatically decreased toward 0. This is a favorable property in the framework of energy minimization under Theorem 2.4.
Significance of the energy principle.
We check the significance of the energy principle in the energy minimization framework by a simple example. In this framework, except for guaranteeing the unique existence of the weight w in Theorem 2.4, many results require the satisfaction of the energy principle of the kernel f , as shown in sections 2-4. Figure 11 shows the convergence results obtained in the same manner as that used for obtaining Figure 5 (c), except for using the kernel f in (2.4) with h(x) = (1 − x) p with p = 1.3, p = 1.5, and p = 1.7. From Theorem 2.8 with Definition 2.7, if f has strict cross-volume convexity of a 2-ball, then f satisfies the energy principle on (E 2 , · ). With this h, it can be easily checked that f has strict cross-volume convexity of a 2-ball when p > 1.5. This fact is in good agreement with the results shown in Figure 11 . As shown in Figure 11 (a), the energy minimization framework fails when f does not satisfy the energy principle, although a convergence with a finite number of iterations would barely succeed. The case when p = 1.5 is a boundary value for satisfying the energy principle with this h; we may see slight disarray in Figure 11 (b). It is better for h to have a strong convexity to some extent in practical use, as given in subsection 2.4.
On general periodic spaces.
As remarked similarly in [12] , by replacing some trivial constants, the results obtained on (E p , · ) in this paper still hold on the space (T (E p ), · ), where T : R p → R p is any nonsingular affine transformation and · is a suitable distance such that (T (E p ), · ) is homeomorphic to the p-dimensional torus and is locally equivalent to R p . For example, for d 1 , d 2 ∈ N, by defining x := min y∈d 1 Z×d 2 Z |x − y| for x ∈ R 2 with the 2-D Euclidean distance |·|, we know that the function · is such a distance on [0, d 1 ) × [0, d 2 ). Examples on this space will be mentioned in the next section.
Comparisons with dispersed-dot halftoning technique.
In this section, we compare the halftoning technique by means of energy minimization with existing techniques introduced in section 1. We adopt the parameters used to obtain Figure 8 (b) in subsection 6.4.1 for energy minimization; i.e., we apply Algorithm 1 with M = 20 and Algorithm 2 with an initial image η made by a dispersed-dot halftone mask and then choose the domain of y as four neighboring points of x, where α m = 255 for all m and f (x) is defined by (2.4) with h(x) = (2/3 − x + 1/3x 3 ) 2 and r = 16 (as noted in subsections 2.4, 6.1, and 6.5.3, it suffices for f to have cross-volume convexity of a p-ball, where p is greater than 2 to some extent). The reason for the selection of parameters in Algorithm 1 is to make comparisons based on halftone images that correctly approximate original images ψ (by utilizing mathematically correct weights w) in the weak*-sense in our framework. In practical use, however, the initialization of w with a smaller M in subsection 6.4.2 is more appropriate because of the effect of sharpness enhancement and less computation time. Before presenting the comparisons, we give brief notes for the existing two techniques. (Figure 8(a) ) (c) ED with Stucki's matrix [18] (d) DBS with α-stable model [6] (e) A-R force minimization [19] (f) energy minimization is smaller than the value obtained by putting y = x i in (7.3), where candidates of y are chosen among eight neighboring points of x i that are not yet in {x 1 , . . . , x n }. Here, we will utilize an initial image η made by a dispersed-dot halftone mask. In every move of x i to y, x i is updated by y. Although the mathematical validness of the optimization with (7.3) is unknown, it seems that there are no problems. However, note that the following simulation results are based on this optimization and may not completely correspond to the results in [19] . Figures  12 and 13 show halftoning results with respect to density functions ψ 3 and ψ 4 , respectively, by means of five techniques: halftone mask obtained in subsection 6.3.2, error diffusion (ED) with Stucki's error matrix [18] , direct binary search (DBS) with the α-stable model [6] , attractionrepulsion (A-R) force minimization [19] , and energy minimization in the current paper. Here, the reason for choosing Stucki's error matrix in error diffusion is its superior ability to produce uniform distributions compared with the original error filter in [3] . Figure 14 shows halftone samples of a gray-scale ramp of size 1200 × 300 by means of these four techniques except for the result by the halftone mask. Similarly, Figure 15 shows halftone samples of a natural image of a 256-gray scale of size 600 × 450. All halftone images are printed at 200 dpi. Note (a) original image ψ4 (b) halftone mask (c) ED with Stucki's matrix [18] (d) DBS with α-stable model [6] (e) A-R force minimization [19] (f) energy minimization that the images shown in (e) and (f) in Figures 12, 13 , and 15 are obtained by utilizing each image in (b) as an initial image. Although image quality (uniformity of dot distribution) of error diffusion itself may be improved by existing techniques, we can deduce that the energy minimization approach yields halftone images with slightly inferior visual resolutions (sharpness) while preserving better homogeneity of point distributions in any density and realizes image quality similar to that obtained by the attraction-repulsion force minimization technique. It may be better to avoid checkerboard patterns in halftone images for obscuring dot pattern displacements; this may be applied to designing a halftone mask which is used to obtain an initial halftone image. Such a criterion may be addressed by a similar constraining method discussed in [10, section IX.C], for example.
Computation costs.
Let N represent the number of pixels within the support of a filter p for direct binary search, which also coincides with the support of a function f for the energy minimization. Table 2 lists the practical calculation costs required for determining a single final binary pixel value for the three techniques, where C is the number of candidate pixels for moving a noticed point, I max is the number of iterations required for convergence, and |L| is the number of all pixels in an image under consideration. The calculation cost required for attraction-repulsion force minimization is calculated on the assumption of utilizing (7.3).
(a) error diffusion with Stucki's matrix [18] (b) direct binary search with α-stable model [6] (c) attraction-repulsion force minimization [19] (d) energy minimization By multiplying the three components listed, we can roughly compare the total calculation costs for deriving one pixel. Needless to say, error diffusion requires significantly lower calculation costs as compared to the other two. With regard to the cost function calculation, direct binary search requires O(N 2 ) operations from the conformation of the double sum expression (c) error diffusion with Stucki's matrix [18] (d) direct binary search with α-stable model [6] (e) attraction-repulsion force minimization [19] (f) energy minimization [1, 6] O(N 2 ) C I max Attraction-repulsion force [19] O(|L|) C I max Energy minimization O(N ) C I max (7.1), whereas energy minimization requires only O(N ) operations due to single sums in Algorithm 2. This calculation cost required for energy minimization is also lower than that required for attraction-repulsion force minimization when |L| > N, which usually may be supposed; however, under the assumption of using FFT for calculating convolutions, there may not be much difference between practical calculation times required between these two techniques. We have used (N, C, I max ) = (797, 4, 23) for energy minimization for obtaining halftone images represented in Figure 15 
Conclusion.
Based on a scientific solution for obtaining an optimal distribution constrained by a density function [12] , in this paper, we obtained theories and resulting simple heuristic algorithms to obtain or approximate the distribution. For an energy with a weighted kernel, by introducing two types of mass operation sequences of probability measures that are sequentially defined with energy constraints, we showed that the sequences converge to the distribution as a minimum energy state in the weak*-topology. This result by itself yielded heuristic algorithms to approximate the distribution. As a practical application, we presented a new halftoning technique that can provide a dispersed-dot halftone image from an original continuous-tone image with favorable image quality in terms of the uniformity of dot distributions, smooth gradation, and sharpness.
