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ABSTRACT
Product-specific community question answering platforms can
greatly help address the concerns of potential customers. How-
ever, the user-provided answers on such platforms often vary a
lot in their qualities. Helpfulness votes from the community can
indicate the overall quality of the answer, but they are often missing.
Accurately predicting the helpfulness of an answer to a given ques-
tion and thus identifying helpful answers is becoming a demanding
need. Since the helpfulness of an answer depends on multiple per-
spectives instead of only topical relevance investigated in typical
QA tasks, common answer selection algorithms are insufficient for
tackling this task. In this paper, we propose the Review-guided An-
swer Helpfulness Prediction (RAHP) model that not only considers
the interactions between QA pairs but also investigates the opinion
coherence between the answer and crowds’ opinions reflected in
the reviews, which is another important factor to identify help-
ful answers. Moreover, we tackle the task of determining opinion
coherence as a language inference problem and explore the uti-
lization of pre-training strategy to transfer the textual inference
knowledge obtained from a specifically designed trained network.
Extensive experiments conducted on real-world data across seven
product categories show that our proposed model achieves superior
performance on the prediction task.
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1 INTRODUCTION
During online shopping, a user often has some questions regarding
the concerned product. To help these potential customers, product-
specific community question answering (PCQA) platforms have
been provided on many E-commerce sites, where users can post
their questions and other users can voluntarily answer them. Unfor-
tunately, these user-provided answers vary a lot in their qualities
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Figure 1: Example of multiple answers to a question
since they are written by ordinary users instead of professionals.
Hence, they inevitably suffer from issues such as spam, redundancy,
and even malicious content [3, 26].
To identify high-quality answers, many PCQA platforms allow
the community to vote whether they think the answer is helpful to
them or not (see Figure 1, from Amazon). Such helpfulness score of
each answer is often reflected in the form of [X ,Y ], which repre-
sents that X out of Y users think it is helpful, where Y is the total
number of votes and X is the number of upvotes. It serves as a
vital numerical indicator for customers to get a sense of the overall
quality of the answer. Such scores are also useful for E-commerce
sites to recommend helpful answers to users to save their time from
reading all the available ones. However, in practice, many answers
do not get any vote. For instance, there are about 70% of answers
(581,931 out of 867,921) in the Electronics category without any
vote at all (regardless of upvote or downvote, i.e. X = Y = 0) in
the Amazon QA dataset [34]. This observation motivates us to in-
vestigate the task of automatic prediction of answer helpfulness
in PCQA platforms, which enables the platform to automatically
identify helpful answers towards the given question.
An intuitive method for such helpful answer identification task is
to apply answer selection approaches as widely used for community
question answering (CQA) tasks [9, 15, 21, 22]. Typically, their main
goal is to determine whether a candidate answer is relevant to a
question, where negative instances (i.e. irrelevant answers) are
sampled from the whole answer pool [8, 32, 35]. Since our focus is
on predicting the helpfulness of the original answers written for a
given question in PCQA platforms, those answers can naturally be
regarded as "relevant" already. For example, all the three answers
in Figure 1 are quite topically relevant to the question, but not all of
them are helpful as shown in the votes they got. Therefore, we can
observe that a helpful answer is inherently relevant but not vice
versa. These characteristics differentiate the helpfulness prediction
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task in PCQA from the CQA answer selection task by extending
the quality measurement of an answer from "topically relevant to a
question" to a more practically useful setting in E-commerce.
While there are some prior works on predicting content helpful-
ness such as product review helpfulness [4, 11] and post helpfulness
[13], the answer helpfulness prediction task in E-commerce sce-
nario has not been studied before. One major challenge of this task
is the subjectivity of the question and answer text, indicating that
even conflicting answers may exist to a specific question. However,
we can observe that whether the opinions reflected in the answer
are coherent with the common opinion regarding a specific aspect
of the concerned product is an important factor for indicating the
answer helpfulness. For instance, let us consider "Do most consumers
agree that the Kindle Paperwhite is glare free?" as in the example in
Figure 1. This is practically meaningful since a user who bought the
product before tends to upvote the answers sharing similar opinions
with him/her. Such common opinions also reveal the authentic qual-
ity of that product, showing the value of the community feedback
[1]. In E-commerce, product reviews can be such a valuable source
reflecting the crowds’ common opinions. Therefore, the opinion
information contained in the relevant reviews can be utilized as an
effective signal to guide the prediction.
In this paper, we propose a Review-guided Answer Helpfulness
Prediction (RAHP) model to tackle the helpful answer identifica-
tion task. It not only considers the interactions between QA pairs,
but also utilizes relevant reviews to model the opinion coherence
between the answer and common opinions. In specific, we first
employ a dual attention mechanism to attend the important and
relevant aspects in both the question and answer sentences. Then
the relevant reviews are utilized for analyzing the opinion coher-
ence. We further observe that this component, in essence, can be
modeled as a natural language inference (NLI) problem (i.e., recog-
nizing textual entailment [2, 6]). Specifically, the opinion coherence
between the answer and the review can be viewed as whether the
meaning of the answer ("hypothesis") can be inferred from the
review ("premise"). To tackle the issue of lacking labeled data sup-
porting the learning of such review-answer (RA) entailment, we
explore the utilization of labeled language inference datasets via
pre-training an appropriate neural network. Then the knowledge
can be transferred to our target review-answer entailment analysis
component. The implementation for our model is publicly available
at https://github.com/isakzhang/answer-helpfulness-prediction.
To sum up, our main contributions are as follows: (1) We study
a novel task, answer helpfulness prediction, to identify helpful
answers in PCQA platforms. (2) We propose the RAHP model to
incorporate review information with a textual entailment module to
jointly model the relevance between the QA pairs and the opinion
coherence between the answer and the reviews. (3) Experimental
results show that our model achieves superior performance on real-
world datasets across seven product categories. (4) We employ a pre-
training strategy to transfer prior knowledge of recognizing textual
entailment patterns, which further improves the performance.
2 RELATEDWORK
Answer Selection in CQA. Given the popularity of online com-
munity forums, community question answering (CQA) has become
an emerging research topic in recent years [21, 22, 29, 40]. One
major research branch of CQA is the answer selection task which
aims to select the most relevant answers from a large candidate
answer set. Earlier works of answer selection task relied heavily
on feature engineering such as utilizing tree matching approaches
[7]. Topic models were also employed to detect the similarity in the
latent topic space [17, 33]. To avoid feature engineering, many deep
learning models have been proposed for the answer selection task
recently. Tan et al. [31] proposed a LSTM-based encoding method
to encode the question and the answer sentence to make the predic-
tion. They also explored the utilization of an attention mechanism.
A two-way attention approach was introduced later for better sen-
tence representations [27]. Some models with elaborately designed
architecture were also proposed to carefully measure the relevance
between the question and the answer. Chen et al. [5] utilized several
matrix attention and inference layers to analyze the relevance infor-
mation. Wu et al. [37] exploited the specific structure of some CQA
platforms and separately processed question subject and question
body to improve the question representations. Although achieving
good performance on answer selection task, these models fall short
to measure answer helpfulness in E-commerce scenario, as the rich
information in the review contents is underutilized.
Content Helpfulness Prediction. A series of works have been
conducted onmeasuring the helpfulness of text contents in different
domains such as online education [16] and discussion forums [13].
Among them, helpfulness prediction of product reviews received a
lot of attention. An up-to-date survey of various works can be found
in a recent paper [11]. To analyze the helpfulness of a review text,
many features are considered such as the length [38], the readability
[20] and the lexical features of the reviews [18]. There are also some
works exploring the utilization of deep learning based prediction,
where domain knowledge are often incorporated to these models
for improving the performance. Chen et al. [4] proposed to utilize
the character-level embedding to enrich the word representation
and tackle the domain knowledge transfer. Fan et al. [12] proposed a
neural architecture fed by both the content of a review and the title
of the concerned product to conduct the product-aware prediction.
3 OUR PROPOSED MODEL
In this section, we describe our proposed Review-guided Answer
Helpfulness Prediction model (RAHP) for identifying helpful an-
swers in PCQA. Given an answer a, the corresponding question q
and a set of K relevant review sentences {r1, r2, ..., rK }, RAHP aims
at predicting whether a is a helpful answer or not. As shown in
Figure 2, it is mainly composed of three components: 1) QA interac-
tion modeling, 2) review-answer (RA) coherence modeling and 3)
knowledge transfer from a pre-trained textual inference network.
3.1 Context Encoding
We denote the sequence length of the answer and the question as La ,
Lq respectively. For the i-th review, its sequence length is denoted
as Lri . We first embed each word of them into a low-dimensional
dense vector e(w) = [ec (w); eд(w)] as a concatenation of character-
level embedding ec (w) and word embedding eд(w), where ec (w)
is learned from a convolutional neural network [19] and eд(w) is
the pre-trained Glove word vectors [24]. We use [· ; ·] to denote
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Figure 2: The architecture of our proposed RAHP model and a Siamese model for textual inference pre-training
the concatenation operation. After transforming each word into
a vector representation, we employ a bidirectional LSTM [28] to
capture the local context information:
ht = BiLSTMc (e(wt ),ht−1) (1)
where ht denotes the hidden state of the BiLSTM at the t-th time
step,wt is the t-th word in the corresponding sequence. To make
the presentation more clear, we will use different superscripts to
discriminate differentmodules. For example, c here in Eq. 1 indicates
that this BiLSTM is the context encoding module. We then take the
output of the BiLSTM at each time step as the new representation
for each word. Such transformation is conducted for all inputs and
the context-aware representations for the question q, answer a and
i-th review ri are denoted as cq , ca and cri respectively.
3.2 QA Interaction Modeling
To analyze the fine-grained interactions between the question and
the answer, we employ a dual attention mechanism inspired by
[23] to highlight the important semantic units in both the question
and answer, and avoid the distractions of unimportant information.
Since each word in the question can be similar to several words in
the answer and vice versa, we then compute the similarity between
a given word in the question with every other word in the answer:
α
q
j = softmax(sim(c
q
j , c
a
1 ), ..., sim(cqj , caLa )) (2)
where c∗j denotes the context-aware representation of the j-th word
in the question/answer sentence, αqj ∈ RLa is thus the alignment
vector for the j-th word of the question q. For the choice of the
similarity function sim() between the j-th word in q and the k-th
word in a, the dot product operation is employed:
sim(cqj , cak ) = c
q
j · cak (3)
We also tried other choices such as utilizing a bilinear layer to
compute the similarity which leads a similar performance. Thus we
choose the simplest form. Therefore, we can compute an answer-
enhanced representation for each word in the question. Specifically,
for the j-th word of q, we have:
n
aq
j =
∑La
l=1 α
q
jl · cal (4)
where naqj is the answer-enhanced representation for the j-th word
of q, given by a weighted sum of the answer representation.
Similarly, we can also obtain a question-enhanced answer repre-
sentation by computing the similarity of a word in the answer with
every word in the question, which gives us a new representation
n
qa
j for the j-th word in the answer. After conducting such dual at-
tention operation, we get the soft alignments from both directions,
bringing us the enhanced question and answer representations for
better predictions, denoted as naq and nqa respectively.
We then concatenate the context-aware representation and the
attention enhanced representation for both the question and answer
and employ another BiLSTM layer to encode them into fixed-size
vector representations respectively:
oq = BiLSTMqa ([cq ;naq ])Lq (5)
oa = BiLSTMqa ([ca ,nqa ])La (6)
where oq and oa are the encoded representations for the question
and answer respectively, taken from the final hidden state of the
BiLSTM. Finally, we concatenate these two encoded representations
and feed them into aMLP layer to get a low-dimensional helpfulness
prediction vector denoted as sqa :
sqa = MLPqa ([oq ;oa ]) (7)
where sqa ∈ Rd1 , d1 is the dimension of this prediction vector.
3.3 Review-Answer (RA) Coherence Modeling
Investigating whether the opinions in the answer are coherent with
the common opinions reflected in the reviews can be another im-
portant signal for the helpfulness prediction. Thus, we first employ
another BiLSTM to encode the context-aware answer and review
representation ca and cri as follows:
ma = BiLSTMra (ca )La ori = BiLSTMra (cri )Lri (8)
Similarly, we take the final hidden state of this BiLSTM to obtain
vector representations for the answer and i-th review sentence and
denote them asma and ori respectively.
However, we can observe that even for a single review, it may
discuss about multiple aspects of the concerned product. This is
because reviews are not originally written as a response to a spe-
cific concern, thus containing irrelevant information. To tackle this
issue, we employ an attention mechanism between the question
and review ("Q-to-R attention") to capture the salient information
in the review. Then for the j-th word in the i-th review, we have:
uri j = o
q · cri j (9)
βri j = exp(uri j )/
∑Lri
l=1 exp(u
r
il ) (10)
where cri j is the context representation of the j-th word in the i-th
review ri , uri j and β
r
i j can be regarded as the raw and normalized
association measure of the j-th word in the review to the whole
question sentence. Therefore, we can obtain a question-attended
review representation vri as:
vri =
∑Lri
l=1 β
r
il · cril (11)
To combine the review representations from the RA entailment
encoding module and attention operation from the question, we
conduct an element-wise summation:
mri = v
r
i ⊕ ori (12)
wheremri is the new composite representation for the i-th review,⊕ denotes the element-wise summation. Finally, we concatenate
the review representationmri and answer representationm
a and
pass them into a fully-connected layer to get a low-dimensional
prediction vector:
srai = MLP
ra ([mri ;ma ]) ∈ Rd2 (13)
For K available relevant reviews, we conduct similar operations
introduced above to get the prediction vector sra1 , ..., s
ra
K respec-
tively. Then they are concatenated with the prediction vector sqa
obtained from the analysis of QA interactions and fed into a final
MLP classifier to predict the helpfulness of the answer:
yˆ = MLPp ([sqa ; sra1 ; ...; sraK ]) (14)
where [sqa ; sra1 ; ...; sraK ] ∈ Rd1+K ·d2 and yˆ denotes the final predic-
tion given by the model.
3.4 Inference Knowledge Transfer
The review-answer (RA) entailment analysis component introduced
in the last section attempts to investigate the entailment relation-
ship between an answer and a relevant review. One issue of such
component is the lack of explicit supervision signal of recognizing
textual inference patterns, resulting in difficulty for the prediction.
To tackle this challenge, we utilize some existing language infer-
ence datasets with explicit labels to obtain some prior knowledge.
Specifically, the knowledge of recognizing entailment relations in
the trained model can be transferred to our target component.
We utilize the widely-used Stanford Natural Language Inference
dataset (SNLI) [2] to pre-train the network. It has three types of
labels, namely, entailment, neutral, and contradiction. As shown
Table 1: Overview of the datasets
Category # products # QA # reviews Lq La
Electronics 17,584 53,514 657,345 13.4 16.9
Sports 7,609 23,337 187,996 12.5 17.3
Health 6,197 22,377 243,782 12.2 17.2
Home 12,858 48,441 489,955 12.4 17.5
Patio Lawn 3,864 11,963 98,583 13.0 17.6
Phones 4,022 11,779 138,615 12.6 16.0
Toys & Games 3,667 10,516 73,082 11.5 16.5
in the right bottom part of Figure 2, we construct a similar net-
work architecture given two input sentences in SNLI: premise and
hypothesis. First, the words are embedded into vector representa-
tions, followed by a context encoding module BiLSTMc to obtain
the context-aware representations for premise and hypothesis, de-
noted as cp and ch respectively. Next, another BiLSTM is utilized
to encode the premise and hypothesis into fixed-size vector repre-
sentations, denoted as op and oh . The encoded representations are
then concatenated together to make the final predictions yˆhp :
op = BiLSTMra (cp )Lp oh = BiLSTMra (ch )Lh (15)
yˆhp = MLPra ([op ;oh ]) (16)
After training on the SNLI dataset, the trained modules capture
some knowledge of recognizing the entailment patterns. For ex-
ample, the text encoding module LSTMra now learns to capture
some major information relevant for the final prediction during
the encoding phase. Thus, we utilize the learned parameters of
these pre-trained modules to initialize the parameters of our RA
coherence modeling component. Specifically, the parameters of the
context encoding module BiLSTMc , the inference encoding module
BiLSTMra and the prediction module MLPra are transferred to
RAHP for providing the prior knowledge of recognizing inference
patterns.
4 EXPERIMENTS
4.1 Experimental Setup
4.1.1 Datasets and Evaluation Metrics. We experiment with
seven datasets from different product categories to validate the
model effectiveness. The statistics are shown in Table 1. The original
question-answer pairs are from a public data collection crawled by
Wan and McAuley [34]. We also utilize the product ID in the QA
dataset to align with the reviews in Amazon review dataset [14] so
that the corresponding reviews of each product can be obtained.
Following previous work [12, 13], we treat the helpful votes
given by customers as a proxy of the helpfulness of each answer
and model this task as a binary classification problem. Since users’
votes are not always reliable [30] and people tend to upvote when
they decide to vote an answer. We discard answers with less than
two votes and treat the answer to be helpful if it receives helpfulness
score being one (i.e. X/Y=1, Y≥2) to obtain a high standard notion
of helpfulness and a more reliable dataset. However, we observe
that answers with only one negative vote often provide reliable
examples for unhelpful answers, they are kept in the dataset. The
number of question-answer pairs available after the filtering is
shown under the column "# QA" in Table 1. We split the dataset
Table 2: Comparison of the F1 and AUROC scores between RAHP-Base, RAHP-NLI and comparative models
Electronics Sports Health Home Patio Lawn Phones Toy & Games
F1 AUC F1 AUC F1 AUC F1 AUC F1 AUC F1 AUC F1 AUC
DAN 0.604 0.705 0.589 0.715 0.603 0.734 0.636 0.733 0.622 0.736 0.561 0.713 0.586 0.730
QA-LSTM 0.597 0.756 0.587 0.731 0.581 0.740 0.666 0.762 0.603 0.732 0.581 0.702 0.550 0.725
Att-BiLSTM 0.622 0.754 0.604 0.733 0.566 0.751 0.701 0.780 0.640 0.742 0.571 0.706 0.610 0.753
ESIM 0.623 0.766 0.632 0.740 0.643 0.745 0.701 0.786 0.644 0.750 0.586 0.707 0.556 0.723
CNNCR-R 0.596 0.749 0.624 0.734 0.590 0.718 0.704 0.770 0.653 0.731 0.581 0.713 0.560 0.713
PH-R 0.586 0.763 0.614 0.723 0.631 0.731 0.645 0.787 0.649 0.742 0.569 0.664 0.515 0.736
PRHNet-R 0.579 0.746 0.633 0.733 0.586 0.724 0.645 0.761 0.600 0.713 0.593 0.712 0.596 0.720
RAHP-Base 0.651 0.770 0.655 0.753 0.657 0.765 0.723 0.801 0.684 0.761 0.608 0.720 0.633 0.754
RAHP-NLI 0.647 0.779 0.669 0.764 0.667 0.770 0.725 0.794 0.671 0.764 0.629 0.735 0.636 0.764
in each product category into portions of 80:10:10 for training,
validation, and testing respectively.
Since the class distributions are skewed among all categories,
we adopt the F1 score and the Area Under Receiver Operating
Characteristic (AUROC) score as the evaluation metrics.
4.1.2 Comparative Models. To evaluate the performance of our
proposed model, we compare with the following strong baselines:
(1) DAN [15]: It adopts a Siamese architecture which encode a sen-
tence by taking the average of word vectors, predictions are made
based on the encoded sentence representation. (2) QA-LSTM [31]:
It employs a Siamese LSTM network to encode the question and
the answer. (3) Attentive-BiLSTM [31]: It improves simple LSTM
by using a Bidirectional LSTM as well as an attention mechanism.
(4) ESIM [5]: It is one of the state-of-the-art models for the answer
selection task and similar text matching problem [25, 36] with a
complicated encoding and attention architecture. For the content
helpfulness prediction models, we also modify them to take relevant
reviews, in addition to QA pairs, as their model inputs (denoted
with a suffix "-R") for a more comprehensive and fair comparison:
(5) CNNCR-R [4]: CNN with character representation is one of
the state-of-the-art models to predict review helpfulness. We also
use the same CNN encoder to encode reviews and concatenate
the encoded reviews with QA pairs together. (6) PH-R [13]: Post
Helpfulness prediction is the state-of-the-art model for predicting
whether a target post is helpful given the original post and several
past posts. We treat the question and answer as the original and
target post respectively and use relevant reviews to replace the
several past posts. (7) PRHNet-R [12]: one of the state-of-the-art
models for product review helpfulness prediction. We concatenate
the QA pair as a "single review" and treat relevant reviews as the
corresponding product information as used in the original model.
For our proposed RAHP model, we consider following two vari-
ants: RAHP-Base: Our proposed model RAHP with all parameters
trained from scratch. RAHP-NLI: RAHP with the parameters of
the review-answer entailment component initialized with the pre-
trained network on the SNLI dataset.
4.1.3 Implementation Details. For each product, we first re-
trieve its all corresponding reviews and split them at the sentence
level. To obtain relevant reviews for each QA pair, we utilize a
pre-trained BERT model1 [10] as the sentence encoder to find out
1https://github.com/google-research/bert#pre-trained-models
the most relevant reviews in terms of the dot product between two
vectors.2 The number of relevant reviews K used in our model is
set to 5. The word embedding matrix is initialized with pre-trained
Glove vectors [24] with the dimension being 300. For the CNN-
based character embeddings, the number of filters are set to be
50 and 4 types of filter with sizes {2, 3, 4, 5} are used. The hidden
dimension of all the LSTM cell in RAHPmodel is set to 128. Weights
of the linear layer are initialized with Xavier uniform.
4.2 Results and Discussions
4.2.1 Answer Helpfulness Prediction. Table 2 presents the re-
sults of different models over seven product categories in terms of
F1 and AUROC scores (AUC) respectively. Overall, our proposed
methods substantially and consistently outperform those baseline
methods in all domains. Concretely, we can observe that answer se-
lection models generally provide strong baselines for the concerned
helpfulness prediction task. Especially models with advanced ar-
chitecture (e.g. ESIM model) achieves good performance due to
the fact that those complicated models explicitly consider the fine-
granularity relations between QA pairs. However, RAHP-Base con-
sistently outperforms them, which demonstrates the effectiveness
and necessity of taking relevant reviews into consideration.
Furthermore, comparing the performance between answer selec-
tion models and content helpfulness prediction models, it can be
observed that the latter often achieves better performance among
many product categories, especially in terms of F1 scores. This
again may due to the reason that we augment review information
into these models to help guide the prediction, thus leading to
some performance improvements. Comparing RAHP-Base with
these content helpfulness prediction models, we can observe that
RAHP-Base can still consistently achieve better performance. Al-
though the comparative content helpfulness prediction models are
already modified to let them consider relevant reviews, they can-
not explicitly exploit the interactions between these information
sources. For example, we modify the review helpfulness prediction
model CNNCR [4] to let it also encode reviews with the same CNN
encoder, but it lacks the ability to explicitly consider the opinion
coherence between the answer and those relevant reviews. This
observation demonstrates that the special design for measuring the
opinion coherence between the reviews and answers is beneficial.
2Note that any other off-the-shelf retrieval system can also be employed here if it can
return a feasible set of relevant reviews for assisting the prediction.
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Figure 3: The relationship between the ratio of word over-
lapping and relative improvement measured by F1 scores
Table 3: Ablation experiments with reported F1 scores
Models Sports Health Phones Toys
RAHP-Base 0.655 0.657 0.608 0.633
- w/o RA coherence 0.628 0.641 0.584 0.608
- w/o Q-to-R attention 0.631 0.643 0.603 0.613
- w/o char embedding 0.640 0.653 0.600 0.627
Moreover, we can see that the performance on a majority of do-
mains can be further improved with the help of pre-training on the
language inference dataset (i.e. RAHP-NLI), which shows that such
pre-training approach can effectively transfer some prior textual
inference knowledge to the review-answer coherence modeling
component, leading to more accurate helpfulness predictions.
4.2.2 Effectiveness of Pre-training. As can be observed from
Table 2, pre-training on the SNLI dataset can help equip the net-
work with some prior knowledge of recognizing review-answer
entailment patterns, thus improving the performance. However, the
improvements vary from category to category. To gain some insight
of what factor causes such difference, we investigate the ratio of
the overlapping vocabularies between datasets of several product
categories with the SNLI dataset, since the domain difference is
often a key factor in transfer learning [39]. The results are shown
in Figure 3. We can see that there exists a trend between the over-
lapping ratio and the relative improvements: larger overlapping
ration generally leads to a larger improvement. For example, the
performance on the Phone category has been improved for about
3.5% with the overlapping ratio of 40%, while the performance of the
Home category with the overlapping ratio being 18% almost does
not change. This result also suggests that one effective approach
for further improving the performance, especially for categories
with low performance, can be achieved by providing additional
in-domain labeled data of those categories.
4.2.3 Ablation Study. To investigate the effectiveness of each
component in RAHP, we conduct ablation tests by removing dif-
ferent modules of RAHP-Base. Table 3 presents the F1 scores of
different variant models. The results show that the model without
the RA coherence component (RAHP w/o RA coherence) suffers a
large decrease, indicating that considering the opinion coherence
between the answer and reviews contribute to the final performance.
One interesting phenomenon is that different domains suffer differ-
ent degrees of such performance decrease. For example, the Health
domain has a larger degradation compared with other domains.
This may due to the fact that questions and answers in this domain
are much more subjective and diverse, making the reviews are less
discriminative to help identify helpful answers.
Table 4: A sample case of multiple answers with original
user votes and helpfulness judged byRAHPandESIMmodel
Product: CHOETECH Wireless Charger
Question: Will it work with a thin or somewhat thin case?
Review Snippets (partial):
"Works well, even with a (thin) case on.";
"The CHOE charger works with the phone either bareback or in a case
that has a back."
Answer Votes RAHP ESIM
I have a Nexus 7 second gen with a Poetic [3,3] Helpful Helpfulcase and it charges with no problem!
No, the case you need is too big for any ad-
[0, 4] Helpfulditiona cases. I do love the product though. NotI have 2 and keep one by my desk and one Helpful
on the nightstand. Makes life easier:-)
Removing the question attention to the reviews (RAHP w/o Q-to-
R attention) also leads to a performance decrease, showing the ef-
fectiveness of utilizing questions to highlight important concerned
information in the reviews. In addition, discarding character-based
embedding from the model (RAHP w/o char embedding) results in
performance degradation among all product categories, since the
performance may suffer from the common OOV issue caused by
misspellings when only using word embeddings.
4.2.4 Case Study. To gain some insights of the prediction perfor-
mance of our proposed model, we present a sample case of multiple
answers to a question as shown in Table 4, including the predicted
helpfulness given by RAHPmodel and a strong baseline ESIMmodel.
We also show their original helpfulness votes as well as some rel-
evant review snippets. We can see that both models successfully
predict the helpfulness of the first answer, which 3 out of 3 users
vote it as a helpful answer, since it mentions a specific case used by
that user. However, ESIM model fails to handle the second answer
since it does actually talk about whether the concerned product
can be used with a case and thus is quite topically relevant. But the
information in the reviews further indicates that many customers
think this charger works well with a thin case according to their
experience. The actual helpfulness votes given by the community
also reflect such idea. RAHP utilizes these opinion information and
gives a correct prediction of its helpfulness. This real-world case
indicates the importance of considering the review information in
identifying the answer helpfulness.
5 CONCLUSIONS
We study a novel task of predicting the answer helpfulness in E-
commerce in this paper. To tackle this task, we observe that we need
to model both the interactions between QA pairs and the opinion
coherence between the answer and common opinions reflected in
the reviews. Thus, we propose the Review-guided Answer Helpful-
ness Prediction (RAHP) model to predict the answer helpfulness.
Moreover, a pre-training strategy is employed to help recognize the
textual inference patterns between the answer and reviews. Exten-
sive experiments show that our proposed model achieves superior
performance on the concerned task.
REFERENCES
[1] Jiang Bian, Yandong Liu, Eugene Agichtein, and Hongyuan Zha. 2008. Finding
the right facts in the crowd: factoid question answering over social media. In
Proceedings of the 17th International Conference on World Wide Web, WWW.
467–476.
[2] Samuel R. Bowman, Gabor Angeli, Christopher Potts, and Christopher D. Man-
ning. 2015. A large annotated corpus for learning natural language inference.
In Proceedings of the 2015 Conference on Empirical Methods in Natural Language
Processing, EMNLP 2015. 632–642.
[3] David Carmel, Liane Lewin-Eytan, and Yoelle Maarek. 2018. Product Question
Answering Using Customer Generated Content-Research Challenges. In The 41st
International ACM SIGIR Conference on Research & Development in Information
Retrieval. 1349–1350.
[4] Cen Chen, Yinfei Yang, Jun Zhou, Xiaolong Li, and Forrest Sheng Bao. 2018.
Cross-Domain Review Helpfulness Prediction Based on Convolutional Neural
Networks with Auxiliary Domain Discriminators. In Proceedings of the 2018
Conference of the North American Chapter of the Association for Computational
Linguistics: Human Language Technologies, NAACL-HLT. 602–607.
[5] Qian Chen, Xiaodan Zhu, Zhen-Hua Ling, Si Wei, Hui Jiang, and Diana Inkpen.
2017. Enhanced LSTM for Natural Language Inference. In Proceedings of the 55th
Annual Meeting of the Association for Computational Linguistics, ACL. 1657–1668.
[6] Alexis Conneau, Ruty Rinott, Guillaume Lample, Adina Williams, Samuel Bow-
man, Holger Schwenk, and Veselin Stoyanov. 2018. XNLI: Evaluating Cross-
lingual Sentence Representations. In Proceedings of the 2018 Conference on Empir-
ical Methods in Natural Language Processing. 2475–2485.
[7] Hang Cui, Renxu Sun, Keya Li, Min-Yen Kan, and Tat-Seng Chua. 2005. Question
answering passage retrieval using dependency relations. In SIGIR 2005: Proceed-
ings of the 28th Annual International ACM SIGIR Conference on Research and
Development in Information Retrieval. 400–407.
[8] Yang Deng, Wai Lam, Yuexiang Xie, Daoyuan Chen, Yaliang Li, Min Yang, and
Ying Shen. 2019. Joint Learning of Answer Selection and Answer Summary
Generation in Community Question Answering. CoRR abs/1911.09801 (2019).
[9] Yang Deng, Ying Shen, Min Yang, Yaliang Li, Nan Du, Wei Fan, and Kai Lei. 2018.
Knowledge as A Bridge: Improving Cross-domain Answer Selectionwith External
Knowledge. In Proceedings of the 27th International Conference on Computational
Linguistics, COLING. 3295–3305.
[10] Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. 2019. BERT:
Pre-training of Deep Bidirectional Transformers for Language Understanding. In
Proceedings of the 2019 Conference of the North American Chapter of the Association
for Computational Linguistics: Human Language Technologies. 4171–4186.
[11] Gerardo Ocampo Diaz and Vincent Ng. 2018. Modeling and Prediction of Online
Product Review Helpfulness: A Survey. In Proceedings of the 56th Annual Meeting
of the Association for Computational Linguistics, ACL. 698–708.
[12] Miao Fan, Chao Feng, Lin Guo, Mingming Sun, and Ping Li. 2019. Product-Aware
Helpfulness Prediction of Online Reviews. In The World Wide Web Conference,
WWW. 2715–2721.
[13] Kishaloy Halder, Min-Yen Kan, and Kazunari Sugiyama. 2019. Predicting Helpful
Posts in Open-Ended Discussion Forums: A Neural Architecture. In Proceed-
ings of the 2019 Conference of the North American Chapter of the Association for
Computational Linguistics: Human Language Technologies. 3148–3157.
[14] Ruining He and Julian J. McAuley. 2016. Ups and Downs: Modeling the Visual Evo-
lution of Fashion Trends with One-Class Collaborative Filtering. In Proceedings
of the 25th International Conference on World Wide Web, WWW. 507–517.
[15] Mohit Iyyer, Varun Manjunatha, Jordan L. Boyd-Graber, and Hal Daumé III. 2015.
Deep Unordered Composition Rivals Syntactic Methods for Text Classification.
In Proceedings of the 53rd Annual Meeting of the Association for Computational Lin-
guistics and the 7th International Joint Conference on Natural Language Processing
of the Asian Federation of Natural Language Processing, ACL. 1681–1691.
[16] Maximilian Jenders, Ralf Krestel, and Felix Naumann. 2016. Which Answer is
Best?: Predicting Accepted Answers in MOOC Forums. In Proceedings of the 25th
International Conference on World Wide Web, WWW. 679–684.
[17] Zongcheng Ji, Fei Xu, Bin Wang, and Ben He. 2012. Question-answer topic
model for question retrieval in community question answering. In 21st ACM
International Conference on Information and Knowledge Management. 2471–2474.
[18] Soo-Min Kim, Patrick Pantel, Timothy Chklovski, and Marco Pennacchiotti. 2006.
Automatically Assessing Review Helpfulness. In EMNLP 2006, Proceedings of the
2006 Conference on Empirical Methods in Natural Language Processing. 423–430.
[19] Yoon Kim. 2014. Convolutional Neural Networks for Sentence Classification.
In Proceedings of the 2014 Conference on Empirical Methods in Natural Language
Processing, EMNLP. 1746–1751.
[20] Nikolaos Korfiatis, Elena García Barriocanal, and Salvador Sánchez Alonso. 2012.
Evaluating content quality and helpfulness of online product reviews: The inter-
play of review helpfulness vs. review content. Electronic Commerce Research and
Applications 11, 3 (2012), 205–217.
[21] Preslav Nakov, Doris Hoogeveen, Lluís Màrquez, Alessandro Moschitti, Hamdy
Mubarak, Timothy Baldwin, and Karin Verspoor. 2017. SemEval-2017 Task
3: Community Question Answering. In Proceedings of the 11th International
Workshop on Semantic Evaluation, SemEval@ACL. 27–48.
[22] Preslav Nakov, Lluís Màrquez, Alessandro Moschitti, Walid Magdy, Hamdy
Mubarak, Abed Alhakim Freihat, James R. Glass, and Bilal Randeree. 2016.
SemEval-2016 Task 3: Community Question Answering. In Proceedings of the 10th
International Workshop on Semantic Evaluation, SemEval@NAACL-HLT. 525–545.
[23] Ankur Parikh, Oscar Täckström, Dipanjan Das, and Jakob Uszkoreit. 2016. A
Decomposable Attention Model for Natural Language Inference. In Proceedings
of the 2016 Conference on Empirical Methods in Natural Language Processing.
2249–2255.
[24] Jeffrey Pennington, Richard Socher, and Christopher Manning. 2014. Glove:
Global vectors for word representation. In Proceedings of the 2014 conference on
empirical methods in natural language processing (EMNLP). 1532–1543.
[25] Matthew E. Peters, Mark Neumann, Mohit Iyyer, Matt Gardner, Christopher
Clark, Kenton Lee, and Luke Zettlemoyer. 2018. Deep Contextualized Word
Representations. (2018), 2227–2237.
[26] Shebuti Rayana and Leman Akoglu. 2015. Collective Opinion Spam Detection:
Bridging Review Networks and Metadata. In Proceedings of the 21th ACM SIGKDD
International Conference on Knowledge Discovery and Data Mining. 985–994.
[27] Cicero dos Santos, Ming Tan, Bing Xiang, and Bowen Zhou. 2016. Attentive
Pooling networks. arXiv preprint arXiv:1602.03609 (2016).
[28] Mike Schuster and Kuldip K Paliwal. 1997. Bidirectional Recurrent Neural Net-
works. IEEE Transactions on Signal Processing 45, 11 (1997), 2673–2681.
[29] Ivan Srba and Mária Bieliková. 2016. A Comprehensive Survey and Classification
of Approaches for Community Question Answering. TWEB 10, 3 (2016), 18:1–
18:63.
[30] Maggy Anastasia Suryanto, Ee-Peng Lim, Aixin Sun, and Roger H. L. Chiang.
2009. Quality-aware collaborative question answering: methods and evaluation.
In Proceedings of the Second International Conference on Web Search and Web Data
Mining. 142–151.
[31] Ming Tan, Cícero Nogueira dos Santos, Bing Xiang, and Bowen Zhou. 2016.
Improved Representation Learning for Question AnswerMatching. In Proceedings
of the 54th Annual Meeting of the Association for Computational Linguistics, ACL.
[32] Yi Tay, Minh C. Phan, Anh Tuan Luu, and Siu Cheung Hui. 2017. Learning to Rank
Question Answer Pairs with Holographic Dual LSTMArchitecture. In Proceedings
of the 40th International ACM SIGIR Conference on Research and Development in
Information Retrieval. 695–704.
[33] Quan Hung Tran, Vu D. Tran, Tu Vu, Minh Nguyen, and Son Bao Pham. 2015.
JAIST: Combining multiple features for Answer Selection in Community Ques-
tion Answering. In Proceedings of the 9th International Workshop on Semantic
Evaluation, SemEval@NAACL-HLT. 215–219.
[34] Mengting Wan and Julian J. McAuley. 2016. Modeling Ambiguity, Subjectivity,
and Diverging Viewpoints in Opinion Question Answering Systems. In IEEE 16th
International Conference on Data Mining, ICDM. 489–498.
[35] Shengxian Wan, Yanyan Lan, Jiafeng Guo, Jun Xu, Liang Pang, and Xueqi Cheng.
2016. A Deep Architecture for Semantic Matching with Multiple Positional
Sentence Representations. In Proceedings of the Thirtieth AAAI Conference on
Artificial Intelligence. 2835–2841.
[36] Adina Williams, Nikita Nangia, and Samuel Bowman. 2018. A Broad-Coverage
Challenge Corpus for Sentence Understanding through Inference. In Proceed-
ings of the 2018 Conference of the North American Chapter of the Association for
Computational Linguistics: Human Language Technologies. 1112–1122.
[37] Wei Wu, Xu Sun, and Houfeng Wang. 2018. Question Condensing Networks for
Answer Selection in Community Question Answering. In Proceedings of the 56th
Annual Meeting of the Association for Computational Linguistics, ACL. 1746–1755.
[38] Yinfei Yang, Yaowei Yan, Minghui Qiu, and Forrest Sheng Bao. 2015. Semantic
Analysis and Helpfulness Prediction of Text for Online Product Reviews. In
Proceedings of the 53rd Annual Meeting of the Association for Computational
Linguistics ACL. 38–44.
[39] Yinfei Yang, Steve Yuan, Daniel Cer, Sheng-yi Kong, Noah Constant, Petr Pilar,
Heming Ge, Yun-Hsuan Sung, Brian Strope, and Ray Kurzweil. 2018. Learning
Semantic Textual Similarity from Conversations. (2018), 164–174.
[40] Guangyou Zhou, Tingting He, Jun Zhao, and Po Hu. [n.d.]. Learning Continuous
Word Embedding with Metadata for Question Retrieval in Community Question
Answering. In Proceedings of the 53rd Annual Meeting of the Association for
Computational Linguistics ACL. 250–259.
