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Abstract. In this thesis the dynamics of a trapped ion immersed in
a spatially localized buffer gas is investigated. For a homogeneous
buffer gas, the ion’s energy distribution reaches a stable equilibrium
only if the mass of the buffer gas atoms is below a critical value. This
limitation can be overcome by using multipole traps in combination
and/or a spatially confined buffer gas. Using a generalized model
for elastic collisions of the ion with the buffer gas atoms, the ion’s
energy distribution is numerically determined for arbitrary buffer gas
distributions and trap parameters. Three regimes characterized by the
respective analytic form of the ion’s equilibrium energy distribution
are found. One of these is a novel regime at large atom-to-ion mass
ratios where the final ion temperature can tuned by adiabatically
decreasing the spatial extension of the buffer gas and the effective ion
trap depth (forced sympathetic cooling). The second part of the thesis
presents a hybrid atom ion trap designed for sympathetic cooling
of hydroxide anions. In this hybrid trap the anions are immersed
in a cloud of laser cooled rubidium atoms. The translational and ro-
vibrational temperatures of the anions is probed by photodetachment
tomography and spectroscopy which shows the first ever indication
of sympathetic cooling of anions by laser cooled atoms.
Zusammenfassung. In dieser Arbeit wird die Dynamik eines gefange-
nen Ions untersucht welches mit einem örtlich lokalisierten Puffergas
interagiert. Für eine homogene Puffergasverteilung erreicht das Ion
nur dann ein Equilibrium, wenn die Masse der Puffergasteilchen unter
einem gewissen kritischen Wert liegt. Diese Limitation kann durch die
Verwendung einer hochpoligen Falle und/oder einem örtlich lokali-
sierten Puffergas überwunden werden. Mit Hilfe eines generalisierten
Models für die Beschreibung elastischer Kollisionen zwischen den
Ionen und dem Puffergas wurde die Energieverteilung der Ionen in
Abhängigkeit von der Puffergasverteilung und den Fallenparame-
tern numerisch berechnet. Drei Regime die durch unterschiedliche
analytische Formen der Gleichgewichts-Energieverteilung der Ionen
charakterisiert sind wurden gefunden. Eines dieser Regime ist ein neu-
artiges Regime bei großen Atom-Ionen Massenverhältnissen in dem
die finale Temperatur der Ionen durch adiabatische Veränderung der
Puffergasverteilung oder der Fallenparameter gesteuert werden kann
(die sympathischste aller Kühlungen). Im zweiten Teil dieser Arbeit
wird eine Hybrid-Atom-Ionen Falle vorgestellt, welche für die sympa-
thische Kühlung von Hydroxid-Anionen konzipiert wurde. In dieser
Falle wechselwirken die Anionen mit einer lasergekühlte Wolke aus
Rubidium Atomen. Die Translations- als auch die Rotations-Vibrations-
Temperatur der Anionen wird mittels Photoloslösungs-Tomographie
und -Spektroskopie ermittelt, wodurch der erste Hinweis auf sympa-
thische Kühlung von Anionen mittels lasergekühlter Atome erbracht
werden konnte.
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1
I N T R O D U C T I O N
Cooling of atoms, ions and molecules close to absolute zero temper-
atures is a fascinating field of research. The possibility of studying
different kinds of matter when all motional and internal degrees of
freedom are completely frozen has triggered a large number of experi-
ments ranging over many fields of research some as different as solid
state physics and fluid dynamics. At room temperature (T = 300K)
particles move at speeds of many hundreds or even thousands of
meters per second and in molecules a large number of ro-vibrational
states is populated.
For many applications this limits the accuracy as the particle motion
leads to Doppler-broadening and thermal noise. Many experiments
therefore require specially cooled samples, e.g. by using a cryostat. For
a long time the coldest samples were realized by cooling with liquid
nitrogen (T  70K) or liquid helium (T  4K). With special cryostats
build from a mixture of 3He and superfluid 4He it is even possible
to reach temperatures on the order of 100mK [1]. A rubidium atom
cooled to this temperature has a thermal velocity of only v  4.5m/s
compared to v  250m/s at room temperature which is already a
large improvement.
For a long time this was the absolute temperature limit for thermal
gases. Only with the invention of magneto-optical traps [2] could this
cooling limit be overcome and temperatures many orders of magnitude
below one kelvin could be realized. In a typical magneto-optical
trap, rubidium can easily be cooled to 100mK which corresponds to a
thermal velocity of v  0.1m/s. Using sub-doppler cooling techniques
[3] or by evaporatively cooling the atoms in a dipole trap [4], the
atoms can be cooled even further. The coldest temperatures achieved
in modern laser-cooling experiments are on the order of a few tens
of nano-Kelvin. At this temperature the thermal velocity of rubidium
v  3mm/s is even one order of magnitude smaller than a very slowly
moving ant [5] (v  3cm/s).
At these ultra-cold temperatures the properties of the particles ex-
hibit a dramatic change as their wave-nature characterized by the
de Broglie wavelength l = h/p prevails. For room temperature ru-
bidium the de Broglie wavelength l = 2 10 11 is only a fraction
of the size of the atom whereby the atom is best seen as a particle.
At ultra-cold temperatures however, the de Broglie wavelength can
become as large as a few micrometers and the atom is best described
as a matter wave.
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Reaching this ultra-cold quantum regime has revolutionized many
existing fields of physics and has created completely new fields of
research. Atomic clocks built from laser cooled atoms have improved
the time resolution to levels where even relativistic effects such as
changes in gravitation or the relative velocity of the clock itself can be
directly observed as changes in the clock frequency [6]. Laser cooled
atoms [7] and ions [8, 9] have also been used for performing quantum
simulations which might exceed the computational possibilities of
classical computers in the future. This field of research has virtually
exploded since Shor published his by now famous algorithm to factor-
ize any non-prime number using a quantum computer [10]. If such a
quantum computer would ever be built, most of the current encryption
methods could be broken.
Reaching the ultra-cold regime has revolutionized quantum physics
as concepts and ideas which were for a long time only Gedenkenexper-
iments can now be realized and measured in labs all over the world.
The quantum-gas phase diagram could be extended by a few more
(previously predicted) entries. As soon as the de Broglie wavelength
reaches the same order of magnitude as the inter-particle spacing
the particles exhibit strange new behaviors. In this regime bosonic
particles all condense into the lowest quantum state where they form
a Bose-Einstein condensate [11] whereas fermions can become super-
fluid [12]. These states of matter could even shine some light on the
working principle of superconductors, as superfluid fermions can be
described approximately as a Bardeen, Cooper and Schreifer (BCS)
superconductor [13].
All these experiments on ultra-cold atoms, ions and molecules are
pushing our understanding in many fields of physics to ever new
limits. So far with every new kind of matter that has been cooled
down to the ultra-cold regime a whole new class of novel experiments
and applications could be realized. In order to move the field forward,
the control over existing ultra-cold systems is steadily improved and
there is a never ending search for new techniques that enable the
realization of novel ultra-cold systems.
In this search, laser cooling is by far the most prominent tool for
the preparation of ultra-cold samples. Up to date, a wide variety of
different species have been laser cooled. The simplest candidates for
laser cooling are alkali metals which, due to their simple electronic
structure offer easily accessible closed cooling transitions and where
therefore the first group of atoms to be used in laser-cooling experi-
ments. But over the years a large number of more complicated laser
cooling schemes has been developed which allow to also cool other
groups of elements including alkaline earth metals such as Sr [14]
or Ca [15], different lanthanides including Yb [16], Er [17], Tm [18],
Dy [19] and Ho [20] and other species such as Cr [21]. Laser cooling
has also been applied to ions stored in Penning traps [22] as well
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as Paul traps [23] where the ions arrange in Coulomb crystals when
sufficiently cooled.
Also cold molecules have triggered large interest. In 2009 a review
article [24] already phrased the question "Why are Cold Molecules so
Hot?", listing a large number of possible applications for ultra-cold
molecules. Possible laser-cooling schemes for different molecules were
first proposed about ten years ago [25, 26] and have now also been
realized in different experiments using HD+ [27], SrF [28, 29], YO [30]
and CaF [31]. Since then, this new field is growing rapidly and it is to
be expected that many more types of molecules will be cooled in the
years to come.
However, direct laser cooling of molecules requires advanced cool-
ing schemes, accounting for the complicated internal structure of the
molecule. Due to the large number of electronic and ro-vibrational
states, the cooling schemes typically involve a large number of differ-
ent lasers, covering all the intermediate and meta-stable states. Every
molecule therefore requires a unique optical pumping scheme [25].
Appropriate cooling schemes are not available for most atoms, ions
and molecules which is why a large fraction of all particles cannot be
directly laser-cooled. For this large group of particles indirect cooling
schemes are required. One of these approaches is the creation of
molecules from laser cooled atoms using photo-association [32, 33]
or magnetic feshbach resonances [34, 35]. With these techniques the
creation of molecules in the absolute ro-vibrational ground state has
been realized.
Another widely used approach is to cool the particles sympatheti-
cally. For ions this has been realized by loading two different species
into the same trap one of which is laser cooled [36]. This way, the
motional degrees of freedom of the second species can be efficiently
cooled. Unfortunately, if the second species is a molecule, the long
range nature of the Coulomb interaction prohibits the cooling of the
ro-vibrational degrees of freedom. Consequently, molecules cooled in
this manner exhibit very low thermal temperatures while internally
remaining hot. This problem was recently addressed by additionally
loading laser cooled atoms into the same trap [37, 38]. Collisions with
these neutral particles allow to efficiently cool all motional and in-
ternal degrees of freedom. As a result, using hybrid atom-ion traps
(HAITrap) ground state molecular ions could be created [39, 40].
With all these currently available techniques, a large number of
neutral atoms and molecules as well as atomic and molecular cations
have been cooled to ultra-cold temperatures but there is still one mas-
sive blank spot on the map of ultra-cold particles, namely negatively
charged ions. Up to date not a single anion has been cooled down to
the ultra-cold regime even though they offer a very interesting field
of research [41]. Anions play a curtail role in plasma physics [42] and
they offer promising prospects for material science [43]. They also play
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an important role in astro-physics as a large number of anions was
found in the interstellar medium [44]. It would be therefore crutial to
obtain high resolution spectroscopic data for these particles. A more
peculiar but not less important application of ultra-cold anions is the
sympathetic cooling of anti-protons. This would be a large milestone
for the creation of stable anti-hydrogen [45] which is a fascinating
system to study CPT violations [46, 47].
Nevertheless, anions have so far resisted all attempts to cool them
into the ultra-cold regime. Direct laser cooling fails for most anions
due to their lack of bound electronic transitions. There are however
some proposals to cool negative osmium [48, 49] as well as lanthanum
[50, 51] but direct laser cooling is limited to the few existing anions
which do have bound electronic transitions. It is therefore desirable to
develop new tools or extend the existing ones for the preparation of
ultra-cold anion samples.
In this thesis we report on the prospects and first successful real-
ization of a HAITrap which is designed for the sympathetic cooling
of anions by laser cooler rubidium atoms. Such combined ion-neutral
traps were first proposed a little more than ten years ago [52, 53]
and have since been realized for a large number of different ion-atom
combinations [54, 55, 56, 38, 57, 58, 59, 60, 61].
The prospects of sympathetically cooling the ions to the same tem-
perature as the laser cooled atoms is hindered by an effect called
collisional heating. All existing HAITraps consist of radio frequency
traps where the ion is spatially confined by a rapidly oscillating elec-
tric field. If collisions with a cold buffer gas occur in this periodically
driven system, an ion can gain a large amount of energy even if its
collision partner is at rest. It was realized early on [62] that this col-
lisional heating limits experiments to system where the mass of the
neutral is smaller than the mass of the ion.
This limitation however is not strict and can be overcome by using
radio frequency traps with a high multipole electric field or else by
confining the buffer gas to the center of the trap. These approaches
have been discussed in the literature for a long time but a satisfying
theory on how these changes modify the mass ratio restriction was
never developed.
The first part of this thesis presents a novel theoretical framework
which has been developed to describe elastic ion-neutral collisions
in our trap and which allows us to calculate the equilibrium energy
distribution of the ions. Using this theory we can for the first time
precisely predict how the traps multipole order influences the mass
restrictions of the buffer gas. For a localized atom cloud we also found
an exciting new regime which enables precise tuning of the final ion
energy.
The second chapter presents the experimental setup of the HAITrap.
This chapter is split into two main parts, the first one covering ev-
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erything from the creation, to the trapping, to the detection of the
negative ions. The second part focuses on the magneto optical trap
for rubidium including an advanced imaging scheme which allows
to precisely characterize the atom cloud even if the sample becomes
optically thick.
The last chapter deals with the possibility of characterizing the neg-
ative ions inside the trap. Observation of sympathetic cooling requires
precise measurements of the translational as well as ro-vibrational tem-
peratures of the ion cloud. Unfortunately, all optical methods which
are commonly used to characterize ultra-cold samples cannot be ap-
plied to anions, again due to their lack of bound electronic transitions.
Therefore, the only way to obtain information about the anions is
by photodetaching the electron which leads to a loss of the ion from
the trap. This is a very powerful technique for two reasons: it allows
to measure the ion density distribution by measuring the ion loss
rate as a function of the detachment laser position (photodetachment
topography), as well as measuring the ro-vibrational temperature by
recording the loss rate as a function of the detachment laser wave-
length (photodetachment spectroscopy).
Both of these techniques have been applied to a cloud of OH  ions
which is our first anion of interest. By overlapping the ion cloud with
the laser cooled rubidium atoms we could observe changes in the ions
density distribution which is the first ever indication of sympathetic
cooling of anions inside a HAITrap.

2
S Y M PAT H E T I C C O O L I N G I N S I D E R A D I O
F R E Q U E N C Y T R A P S
This chapter summarizes the work of three publications, one of which
has been published [63], one is now available on the Arxiv [64] and
the last being presently finished for submission. Additionally the topic
has also been subject of a master thesis which was carried out in our
group [65] and a proceedings article [66].
The ion motion inside a radio frequency (rf) trap is characterized
by the interplay between a fast oscillation driven by the rf-field (micro-
motion) and a much slower oscillation in the confining ponderomotive
potential (macromotion) [67], thus representing a prototypical exam-
ple of a dynamically driven nonlinear system [68]. Through elastic
collisions with a cold buffer gas, either consisting of a cryogenic noble
gas [69, 70, 71] or laser cooled atoms [54, 55, 56, 38, 57, 58, 59, 60, 61],
the ion’s motion can be efficiently reduced, thus opening a wide range
of applications ranging from precision spectroscopy [72] and spec-
trometry [73, 74] over quantum computation [75] to cold chemical
reactions dynamics [76] and astro-chemistry [77, 78]. However, elastic
collisions influence the permanent exchange of energy between micro-
motion and macromotion resulting in a net energy transfer from the
micromotion to the macromotion [79, 80, 81, 82, 83]. As a consequence
of this coupling, the ion’s final mean energy generally exceeds the
buffer gas temperature [84, 56, 85, 86] and the ion’s energy distribu-
tion is predicted to deviate from a thermal distribution [80, 81, 83].
Due to the stability constraints of a rf trap, efficient cooling through
collisions with buffer gas atoms can only be achieved for sufficiently
low atom-to-ion mass ratios x = ma/mi. For larger mass ratios, the ion
experiences an effective energy gain through elastic collisions, even if
the buffer gas is at zero temperature, finally resulting in loss from the
trap. These two regimes are separated by the critical mass ratio xcrit,
as first introduced by Major and Dehmelt [62]. In recent years, several
groups have determined the critical mass ratio numerically [80, 81] as
well as analytically [83] and found values slightly larger than Major
and Dehmelt’s first prediction xcrit = 1.
In order to extend the regime of efficient cooling to lower final
temperatures and larger mass ratios, two different approaches have
been explored. Spatial confinement of the buffer gas, e.g. atoms stored
in optical traps [55, 56, 38, 57, 58, 59, 60, 61], restricts collisions to
the trap center where the micromotion is smallest, thus reducing
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the collision induced energy transfer to the macromotion [87, 81, 38].
Alternatively, in RF traps with higher pole orders the micromotion
is reduced over a larger volume thus allowing for efficient cooling
with buffer gas [87, 88]. Despite a growing number of experiments
using these approaches a general theoretical framework describing
the influence of both a spatially confined buffer gas and high order
RF traps is still lacking.
In this chapter a comprehensive model for the dynamics of a single
ion interacting with a spatially confined buffer gas inside an rf trap
of arbitrary pole order is presented. The collisional kinematics can be
favorably described in a reference frame assigning the micromotion to
the buffer gas rather than the ion. Depending on the mass ratio x, the
ion’s final energy is either determined by the buffer gas temperature
(x  xcrit) or by the effective energy of the ion’s micromotion (x 
xcrit). For a homogeneous buffer gas, the micromotion restricts cooling
to x < xcrit in agreement with previous work. However, for a spatially
confined cooling agent the emergence of an additional stable regime is
found, thus enabling efficient cooling of the ion motion beyond xcrit. In
this regime the ion’s energy distribution is determined by the energy
of the trap’s ponderomotive potential Veff averaged over the buffer gas
distribution. We provide semi-analytic expressions for the ion’s energy
distribution for arbitrary mass ratios and trap multipole orders. As
the averaged ponderomotive potential can be controlled, e.g. through
adjustment of the trap parameters or the atom cloud size, the ion’s
final temperature can actively be changed offering perspectives for
enhanced cooling (forced sympathetic cooling).
2.1 an ion inside a linear radio frequency trap
Electric and magnetic fields provide an effective way to trap charged
particles. Unfortunately, neither a constant electric, nor a constant
magnetic field can create a three dimensional potential minimum in
free space (Earnshaw’s theorem). Instead a combination of both (e.g.
Penning traps) or a time varying electric field (e.g. radio frequency
traps) has to be used. In a penning trap the ions are radially confined
by a strong magnetic field (usually several Tesla) and the axial con-
finement is achieved by an additional constant (dc) electric field. Due
to the strong magnetic field and the poor optical access, Penning traps
disqualify for any hybrid atom ion experiments where the atoms are
prepared in a magneto optical trap. We will therefore focus on the
second kind of traps, namely linear rf traps.
In linear rf traps, the radial confinement is achieved by an oscillating
electric field, whereas axial confinement is achieved by an additional
DC electric field. Linear rf traps exist with different pole orders n
which describes the multipole order of the oscillating electric field, i.e.
how many electrodes are used to create this field. The special case of a
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Figure 1: Radial geometry of common radio frequency traps. Shown are the
traps for n = 2 and 4. The grey areas indicate the ideal electrode
configuration which follows a set of equipotential lines of the
multipole field. In experimental realizations these hyperbolically
shaped electrodes are commonly replaced by simple cylindrically
shaped electrodes. This is indicated by the white dashed lines,
which have the same curvature as the hyperbolic electrodes. Also
shown in blue are two typical trajectories*.
quadrupole rf-trap (n = 2) is also known as linear Paul trap. In order
to avoid confusion, it should be mentioned that there is a second kind
of Paul trap, namely the three dimensional Paul trap. This trap differs
from the linear trap (four radial and two endcap electrodes), as it only
requires three electrodes (two endcaps and a ring electrode). In the
following we will only cover linear rf-traps.
2.1.1 Radial confinement
In radial direction, an ideal multipole trap of order n creates a two
dimensional electric field with only the n’th term of the multipole
expansion being non-zero [87]:0@ExEy
Ez
1A = E0 n rn 1
0@  cos [(n  1)f]sin [(n  1)f]
0
1A
| {z }
~emp
, (1)
with r, f ! cylindrical coordinates
(r =
p
x2 + y2, f = arcsin x/y),
E0 ! electric field strength,
n ! multipole order,
~emp ! unit vector of multipole field.
This is achieved by applying a voltage of U0 to 2n hyperbolically
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negative ion
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-U0
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positive ion
Figure 2: Trajectories with applied dc voltage. The shown trajectories corre-
spond to the trajectories of two ions with opposite charge.
shaped electrodes. Fig. 1 shows the resulting electrode configuration
for n = 2 and 4 and a typical trajectory for both cases*. The surface*Using cylindrical
rods instead of
hyperbolic electrodes,
the ideal diameter of
the rods is given by
d  2R0/(n  1).
This is also why
22-pole traps are
very common as for
a trap with n = 11
and 1cm inner
diameter, the ideal
rods are exactly 1mm
thick.
of the electrodes follows a set of equipotential lines of the multipole
field [89]. Choosing the distance of two adjacent electrodes to be 2R0,
the electric field strength in Eq. (1) is given by E0 = U0/Rn0 . Placing
an ion of charge Qi and mass mi in this field and applying a voltage
of U0 = UDC +URF cos(wt) results to a force of
mi
0@x¨y¨
z¨
1A = Qi n
Rn0
(UDC +URF cos(wt))rn 1~emp , (2)
acting on the ion,
with UDC ! trap’s DC voltage,
UAC ! trap’s RF voltage,
w ! RF frequency.
The two components of the applied voltage, i.e. the rf and dc part,
have different effects on the ion’s trajectory. The dc voltage creates
a constant force pushing the ion away from the n electrodes which
have the same polarity, attracting it towards the n electrodes with
opposite polarity. This is illustrated in Fig. 2 which shows the ion
trajectories inside an octupole trap (n=4) with a small dc voltage
applied. Effectively, the dc voltage deforms the trajectories leading to
a larger ion density close to the electrodes of opposite polarity. The
actual trapping force is only created by the rf voltage. At first glance
one could expect that the oscillating part of the force averages out. In
order to understand how the oscillating part creates a net force to the
center of the trap, thus creating stable trapping conditions, we will
compare two different scenarios.
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Figure 3: Field gradient force. The two upper graphs show the ion’s position
as a function of time. The ion is initially at rest. The two lower
graphs show the absolute force acting on the ion. The sign of the
force is indicated by the background color.
Fig. 3 shows the ion trajectories inside a homogeneous and a
quadrupole electric field, the quadrupole field corresponds to a Paul
trap, the homogenous case corresponds to an ion placed in a simple
plate capacitor with an rf voltage applied. Assuming the ion is ini-
tially at rest, it simply oscillates around its initial rest position in the
homogenous field. This situation significantly changes in case of the
quadrupole field which corresponds to an rf trap with n = 2. In such
a field the ion experiences a net force to the trap center. This can be
understood by looking at the amplitude of the forces shown in the
bottom part of Fig. 3. Only the absolute value of the force is shown,
the sign of the force is indicated by the background color. In areas
with grey/white background the force is pointing upwards/down-
wards. Whereas in the homogeneous case, there is a perfect balance
between the upwards and downwards pointing force, these forces
become imbalanced in the inhomogeneous case. The asymmetry is
caused by the radial dependence of the oscillating force which is zero
at the trap center and grows with increasing radius as F µ rn 1 (see
Eq. (2)). This results in a net force towards the center of the trap, which
on longer time scales leads to a second oscillation around the center of
the trap, as seen in Fig. 1. The fast oscillation in the RF field is called
micromotion, the slower drift motion around the center of the trap is
called macromotion.
The ion’s equation of motion inside the trap (Eq. (2)) is a nonlin-
ear second order differential equation. For the special case n = 2
(Paul trap) the equations (x, y and z component) decouple and are
equivalent to the Mathieu differential equations which can be solved
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analytically. For all higher multipole orders (n > 2), the Matthieu
formalism does not work and the equation of motion cannot be solved
analytically. However, if the characteristic time scale of micro- and
macromotion can be separated, a different formalism, known as the
adiabatic approximation, can be applied.
2.1.2 Mathieu equations
Inside a linear Paul trap, the spatial degrees of freedom, i.e. the x- and
y-motion, are no longer coupled, as
rn 1
0@  cos [(n  1)f]sin [(n  1)f]
0
1A n=2=
0@ xy
0
1A . (3)
Plugging this into Eq. (2) and substituting 2t = wt, the equations of
motion are equivalent to the Mathieu differential equations
d2x
dt2
+ (a + 2q cos(2t))x = 0
d2y
dt2
  (a + 2q cos(2t))y = 0 (4)
with a = 8QiUDCmiR20W2
! DC stability parameter,
q = 4QiUACmiR20W2
! AC stability parameter,
t = wt2 ! normalized time.
These equations can be solved by a Fourier series known as the
Matthieu sines and cosines which is are well discussed in the literature
[90, 91]. There exists a well defined set of parameters u and q leading
to stable trajectories. Fig. 4 shows the resulting stability diagram for a
Paul trap. The difference in x- and y-stability arises from the dc-voltage,
as it breaks the symmetry of the oscillating field. In the regions where
the x- and y-stabilities overlap, the ion trajectory becomes globally
stable. There is an unlimited number of stable regions on the u,q-
plane, three of which are shown in Fig. 4, marked as A,B and C.
In most experimental realizations, rf traps are operated in region
A. Moreover, in most traps no dc voltage is being applied. These
operating conditions correspond to points on the q-axis of the stability
diagram with q < qcrit  0.908. Beyond qcrit the trajectories become
unstable and the amplitude of the ion’s oscillation around the trap
center grows exponentially. This can be seen in Fig. 5, which shows
ion trajectories for different h values, which in case of a Paul trap
is equivalent to the q parameter. In the literature the parameter q is
mostly used in the context of a Paul trap, whereas h is used for all
other trap orders n > 2. A proper definition of the stability parameter
h will be derived in the following.
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Figure 4: Stability diagram of a Paul trap*. The stability of the ion trajectory
in x- and y-direction on the u, q-plane is shown. The areas with
global stability are marked by A,B and C. The inset shows a zoom
into the first stable region (A).
2.1.3 Adiabatic approximation
*The stability
diagram looks
different for the three
dimensional Paul
trap, consisting of a
ring and two endcap
electrodes. In this
case it is
distinguished
between r- and
z-stability with the
r-stability region
being stretched by a
factor of two in both
directions. This leads
to asymmetric
stability regions.
For traps with n > 2, the Mathieu formalism does not work, as the
equations of motion cannot be decoupled. In this case the adiabatic
approximation can be applied. Instead of separating the x- and y-
component of the ion’s motion, the ion motion is separated into
two distinct time scales [87, 88]. The fast time scale is set by the
ion’s oscillation in the rf field (micromotion) and the slow time scale
is given by the drift motion around the trap center (macromotion).
Mathematically the separation into two time scales is expressed by
splitting the trajectory ~R(t) into two components
~R(t) = ~Rd(t) + ~Rrf(t) . (5)
~Rd(t) denotes the slow drift motion around the trap center (macro-
motion) and ~Rrf(t) is the fast oscillation which follows the rf-field
(mircomotion). Plugging this into Eq. (2) and expanding the force
~F(~R(t)) = mi(x¨, y¨, z¨) in a Taylor series around the point ~Rd(t) leads
to
mi
d2
dt2
~Rd| {z }
1st
+mi
d2
dt2
~Rrf| {z }
2nd
= ~F(~Rd)| {z }
3rd
+ (~Rrf~r)~F(~Rd)| {z }
4th
+... , (6)
with the series being truncated after the term linear in ~Rrf. This is only
justified if the amplitude of the micromotion is small compared to the
amplitude of the macromotion (~Rd(t) ~Rrf(t)). The stability parame-
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Figure 5: Ion trajectories for different stability parameters. The blue curves
correspond to the exact solution of the ion’s motion. The grey
curves show the result of the adiabatic approximation. With in-
creasing stability parameter, both results show a growing discrep-
ancy. For large values of h the exact solutions become unstable.
ter h [92, 87] quantifies this condition, by comparing the magnitude of
the third and fourth term in Eq. (6)
h =
2(~Rrf~r)~F(~Rd)
~F(~Rd)
= q(n 1)

r
r0
n 2
. (7)
Consequently, truncating the Taylor series after the linear term is only
justified for h  1. The additional factor of two in the definition
of h is used so that in case of a Paul trap the stability parameter h
exactly equals the Matthieu parameter q. The Paul trap also has the
unique feature that the stability parameter h is independent of the
radial position of the ion. Fig. 5 shows the ion trajectories, for different
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stability parameters and multipole orders. For h  1, the period and
amplitude of the micromotion are much smaller than the ones of the
macromotion. With increasing h, the periods/amplitutes become of
the same order of magnitude until they are essentially the same and
it can no longer be distinguished between micro- and macromotion.
This is the point where the trajectories become unstable. For a Paul
trap this corresponds to the critical value h = qcrit introduced earlier.
This kind of stringent separation into stable and unstable trajectories
cannot be done for any higher order trap, as the stability parameter
directly depends on the ion’s radial position.
The adiabatic approximation makes use of the fact that for h  1,
the characteristic time scale of the drift motion ~Rd(t) is much longer
than the period of the fast oscillation ~Rrf(t), i.e. ~Rd(t) does not signif-
icantly change during one rf oscillation. In this case, Eq. (6) can be
separated into a motion on long time scales (first and fourth term)
and a motion on the time scale of the rf-oscillation (second and third
term). The motion on fast time scales (micromotion) is solved by an
oscillatory motion following the rf-field
~Rrf(r, f, t) =
qr0
2

r
r0
n 1
cos(wt) ~emp , (8)
with q = 2nQiUACmiR20W2
! rf stability parameter*
~emp =
   cos [(n 1)f]
sin [(n 1)f]
0

! unit vector multipole field. *Note that incontrast to the
Mathieu equations,
the factor of 4 in the
RF stability
parameter was
replaced by 2n.
Plugging this into the equation for long time scales and averaging
over one rf-oscillation (sin2(wt) ! 1/2) yields the macromotions’s
equation of motion
d2
dt2
~Rd(r) =  q
2w2
4r0
(n 1)

r
r0
2n 3
~er , (9)
with ~er ! radial unit vector.
Using the relation ~F(~Rd) =  ~rVeff the macromotion can be expressed
as a motion in an effective potential
Veff(r) =
q2w2
16

r
r0
2n 2
. (10)
The effective potential ranges from a harmonic potential in case of a
Paul trap to a box-like potential for n! ¥. This has two interesting
consequences, differentiating the Paul trap from all other rf traps.
Firstly, neglecting the micromotion, the Paul trap is the only rf trap that
exhibits closed ion trajectories (see Fig. 1). This is a direct consequence
of Bertrand’s theorem which states that there is only two types of
central potentials leading to closed orbits, namely V(r) µ r2 and
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Figure 6: Ion’s kinetic energy and position over several micromotion os-
cillations. The upper panels show the ion’s total kinetic energy
(Blue) as a fundtion of time. Also shown is the kinetic energy of
the macromotion (red) and the effective potential at the position
of the ion. The macromotion energy is obtained by probing the
ion’s energy at every zero crossing of the micromotion velocity
(wt = p, 2p,...). The lower panels show the ion’s position. The ion
oscillates through the trap center (L = 0).
V(r) µ 1/r (e.g. planetary motion in the solar system). The second
unique feature of the Paul trap is a constant macromotion period, i.e.
the oscillation period is independent of the initial displacement. This
well known qualitity of harmonic potentials is also why the stability
parameter h of a Paul trap is independent of the radial position.
Fig. 5 shows different ion trajectories calculated with the exact
equation of motion from Eq. (2) (blue curve) and using the adiabatic
approximation (grey curve). As expected, both solutions show good
agreement for small h, whereas they show a growing discrepancy
with increasing h as the adiabatic expression looses its validity. As
we will make use of the adiabatic approximation in the following, all
our discussions are limited to small stability parameters. Generally,
sufficient agreement with the exact solution is found for h < 0.1.
2.1.4 Constants of the ion motion
In all conservative systems the total energy is a constant of motion.
This is not the case in the periodically driven system of an ion inside
an rf trap. Fig. 13 shows the ion’s energy for an ion oscillating through
the trap center. The energy oscillates with the rf field exhibiting the
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strongest oscillations at the radial turning point rturn of the macro-
motion oscillation. It is apparent that the ion’s total kinetic energy
is not very useful for characterizing the state of the system. A better
definition of the ion’s energy can be made in the adiabatic approxima-
tion, by averaging the ion’s kinetic energy over one rf-oscillation. This
results in a constant value Ei, which we will associate with the ion’s
total energy. Separating this energy into a radial (Er) and an axial (Ez)
component results in the following expressions
Ei = Ez + Er , (11)
Ez =
1
2
miv2d,z , (12)
Er =
1
2
miv2d,r +
1
2
mi


v2rf

=
1
2
miv2d,r +Veff(r) , (13)
with vrf ! micromotion velocity,
vd,r ! radial component of macromotion velocity,
vd,z ! axial component of macromotion velocity.
It should be pointed out that the micromotion is a pure radial motion
with no axial component whereas the macromotion can point in any
direction. In the definition of Er we used the fact that the micromo-
tion averaged over a single RF-period equals the effective potential
(Eq. (10)). The two contributions of Er are shown by the dashed curves
in Fig. 13.
The ion’s energy can be translated into a characteristic length scale
of the system using the effective potential. In the flowing we will use
the three characteristic radii,
Veff(rlim) = Ei , (14)
Veff(rmax) = Er , (15)
Veff(rturn) = Er   L2/(2mir2turn) , (16)
with L = mij~r~vd,rj ! angular momentum in radial plane.
The radius rturn denotes the ion’s actual turning point in the effective
potential. This turning point depends on the ion’s angular momentum,
which is another constant of the ion’s motion. Fig. 7 illustrates the
dependence of the three radii for different trap orders and angular
momenta. For L = 0 the ion oscillates through the center of the trap,
whereas for L 6= 0 there exists a region at the center of the trap which
cannot be probed by the ion (gray area in Fig. 7). The probability to
find an ion with arbitrary angular momentum L and radial energy Er
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Figure 7: Ion trajectories for different angular momenta and multipole
orders. The ion has equal kinetic energy in all three spatial
dimensions. The ion trajectories are shown in blue in relation
to the different characteristic radii, as defined in Eq. (14)-(16).
The angular momenta were normalized by scaling the radius
as well as the radial velocity with respect to rmax, resulting in
Lnorm = j(~r/rmax) (~vd,r(r)/vd,r(r = 0))j. This normalized an-
gular momentum has a defined maximum value Lmax. In a Paul
trap Lmax = 1/2 and for n ! ¥ it tends towards unity. For
Lnorm = Lmax the ion has a perfect circular orbit, for Lnorm = 0
it oscillates through the trap center. The grey areas at the center
represent the area in the radial plane which cannot be probed by
the ion due to angular momentum conservation.
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Figure 8: Ion’s spatial probability distribution. The upper graph (a) shows
the ion’s minimum and maximum radius for different angular
momenta and multipole orders. The inset shows an exemplary
trajectory (red) with rturn and rmin being indicated by the dashed
circles. The lower graph (b) shows the radial probability distri-
bution as a function of the angular momentum. In analogy to a
one-dimensional pendulum, the probability distribution diverges
at the radial turning points as the radial velocity r˙ becomes zero.
at a radius r is proportional to the inverse of the ion’s radial velocity r˙,
which can be expressed as
pi(r) µ

2
mi
(Er  Veff(r))  L
2
m2i r2
 1/2
. (17)
Fig. 8 shows the spatial probability distribution for different trap
orders.
2.2 ion-neutral collisions inside an rf trap
So far we identified three constants of motion, namely the radial
and axial components of the ion’s energy (Eq. (13) and (12)) and the
angular momentum in the radial plane. We will now investigate how
these three parameters change if the ion collides with a neutral buffer
gas atom.
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Figure 9: Elastic buffer gas collision. The shown trajectories (blue) cor-
respond to a head on collision with a buffer gas atom which is
initially at rest. Also shown are the unperturbed trajectories (grey).
The six panels at the bottom correspond to three different mass
ratios and two collision times. The upper graph shows a zoom
into the area indicated by the dark grey box. The details of the
upper graph are explained in the text. All trajectories lie in the
radial plane and pass through the trap center (vd,z = 0, L = 0).
2.2.1 Collisional heating
In a conservative system, an ion emerged into a neutral buffer gas
cloud thermalizes to the buffer gas temperature. This in not the case
for the periodically driven system of an rf trap. Inside the trap, even
an ion colliding with a resting atom can gain a multiple of its initial
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energy in a single elastic collision. Fig. 9 shows different ion trajectories
including a single head-on collision with a buffer gas atom at rest. Also
shown is a close-up of a collision around the ion’s turning point rturn
where the amplitude of the micromotion is largest. Shown are the ion’s
trajectory without any collision (grey curve), the trajectory including
a collision (blue curve) and the unperturbed trajectory excluding the
micromotion (red dashed curve). Every time the ion crosses the red
line, the rf field and thus the force acting on the ion, changes sign. The
direction of the force is indicated by the red arrows.
We will first consider the unperturbed trajectory. In the absence
of any collision, the force always points towards the red line which
corresponds to the ion’s drift motion (macromotion). The drift itself
and thus the effective potential, is caused by the fact that the force
exhibits a radial dependence of F(r) µ rn 1 (Eq. (2)). This leads to a
inbalance between the upward and downward pointing force, resulting
in a net force towards the trap center, also known as the field gradient
or ponderomotive force. During a single period of the force pointing
in one direction, the ion is first decelerated for half the period and
then accelerated back in opposite direction during the second half.
This situation dramatically changes, if a collision occurs. In the tra-
jectory shown in Fig. 9 (top panel), the time of the collision was chosen
to be the exact moment when the rf-field changes its sign. Due to the
head-on collision with the resting atom (ma = mi) the ion immediately
comes to a complete stop. Afterwards, the ion is accelerated away
from the red line for a full period, forcing it beyond the initial turning
point rturn. The resulting increased oscillation amplitude corresponds
to an increase of the ion’s energy, also known as rf-heating.
The bottom panels in Fig. 9 show the trajectories on a longer time
scale for three different atom to ion mass ratios x and two different
collision times. The three graphs on the left side show the same
scenario as before with the collision occurring close to the ion’s turning
point in the effective potential. The graphs on the right correspond
to collisions close to the trap center. For these two limiting cases,
simple analytical expressions for the relative energy transfer through
an elastic collision can be found,
DEi
Ei
=
8><>:
  4 x
(1+x)2 (r ' 0) ,
+ 8 x
2
(1+x)2 cos
2(FRF) (r ' rlim) .
(18)
While the ion’s energy loss due to collisions close to the trap center is
most efficient for equal masses (x = 1), the energy gain for collisions
close to rlim increases monotonically with the mass ratio, reaching up
to eight times the ion’s initial energy in a single collision for x  1. It
is this dependence, which explains the emergence of a critical mass
ratio, beyond which ions can no longer be cooled efficiently.
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2.2.2 Elastic collision inside an rf trap
Elastic collisions are best treated by transforming all velocities into the
center-of-mass (COM) frame which is defined by the COM velocity
~VCOM =
mi~vi + ma~ua
mi + ma
, (19)
with ~vi = ~vd +~vrf ! ion’s total velocity,
~ua ! buffer gas atom’s velocity.
The atom’s and ion’s initial velocities in the lab frame can be expressed
by the COM velocity and the relative velocity ~vrel = ~vi   ~ua, as
~vi = ~VCOM +
ma
mi + ma
~vrel ,
~ua = ~VCOM   mimi + ma~vrel , (20)
with the second term of both sums being the ion’s and atom’s velocity
in the COM frame. An elastic collision simply rotates the velocities in
the COM frame, without changing their magnitudes. This results in a
final ion velocity of
~vi0 = ~VCOM +
ma
mi + ma
R(qc, fc)~vrel , (21)
with R(qc, fc) ! rotation matrix with polar and azimuthal
scattering angles qc and fc.
As discussed previously, the ion’s total velocity is not a very useful
quantity as it is not conserved (see Fig. 6). Instead, the relevant quantity
is the ion’s macromotion as it defines all three constants of motion
Er, Ez and L. The final velocity of the macromotion is obtained by
decomposing the ion’s total velocity before and after the collision
into its two components, namely ~vi = ~vd +~vrf and ~vi0 = ~vd0 +~vrf0 . The
micromotion is an implicit function of the radial position r and the
rf phase wt (see Eq. (8)). As the duration of the collision is typically
small compared to the period of the micromotion, one can assume that
the micromotion remains unchanged during the course of the collision
(~vrf = ~vrf0 ). Plugging this into Eq. (21) yields a final macromotion
velocity of
~vd0 =
mi~vd + ma~ueff
mi + ma
+
ma
mi + ma
R(qc, fc)(~vd   ~ueff) (22)
with ~ueff = ~ua  ~vrf ! effective atom velocity.
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2.2.3 The effective buffer gas picture
The effective atom velocity is chosen in a way that Eq. (21) and (22)
become formally equivalent with ~vi ' ~vd and ~ua ' ~ueff. Consequently,
elastic collisions in an rf-trap can be described by an ion moving in the
effective potential Veff, colliding with buffer gas atoms exhibiting the
spatial and time dependent velocity ~ueff. In this picture, the average
effective energy of the buffer gas atoms is given by
hEai = 12ma
 

~u2a

+ 2 h~ua~vrfi+


~v2rf

. (23)
The first term on the right side is the thermal energy of the buffer
gas, the second term vanishes, as the thermal velocity is not correlated
with the micromotion and the last term is proportional to the effective
potential. For a a thermal buffer gas this results in an average effective
energy of
hEa(r)i = 12ma


u2eff

= xVeff(r) +
3
2
kBTa (24)
with kB ! Boltzmann constant,
Ta ! buffer gas temperature.
The buffer gas exhibits an effective energy distribution, given by a
Boltzmann distribution at the trap center, where micromotion can
be neglected, with an increasing contribution of the micromotion for
larger radii.
By comparing the radial dependence of the atoms effective energy
to the one of the ion, as given by 12 miv
2
d(r) (see Eq. (13)), two distinct
regions, separated by the critical cooling radius rc, can be identified:
For r < rc the ion’s kinetic energy exceeds the average energy of the
atoms resulting in a net energy transfer to the atoms, whereas for
r > rc the ion’s energy is generally increased through a collision with
the buffer gas atom. The radius rc is obtained by solving the equation
hEa(rc)i = Ei  Veff(rc) which leads to a critical cooling radius of
rc = rlim
 
1  32 kBTa/Ei
1+ x
! 1
2n 2
. (25)
For Ei < kBTa, the net energy transfer is always positive and thus the
radius rc no longer defined. In case the ion’s energy is large compared
to 32 kBTa, the cooling volume is always a fixed fraction of the total
volume probed by the ion.
The micromotion induced heating at large radii is amplified with
larger atom-to-ion mass ratio, as the velocity of the micromotion
vrf µ 1/mi, now being assigned to the atom of mass ma, leads to the
prefactor x in the effective buffer gas energy (see Eq. (24)). Hence,
at large mass ratios and small multipole orders, the ion essentially
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gains energy through collisions, whereas at low mass ratios and large
multipole orders the energy is primarily reduced.
These consideration offer an intuitive picture for the occurence of a
critical mass ratio xcrit, beyond which the ion effectively gains energy
through buffer-gas collisions, eventually resulting the ion’s loss from
the trap. The critical mass ratio can be estimated by averaging the
energy change DEi = 12 mi(~vd
0 2  ~vd2) over one rf-period which results
in
hDEii = mima(1  cos qc)
(mi + ma)2

ma


v2rf
 mi 
v2d . (26)
The first term on the right side is proportional to the average effective
potential hVeffi, the second term to the average kinetic energy of the
macromotion hEdi. For the critical mass ratio, the average energy
transfer has to be zero, which leads to the condition hEdi = xcrit hVeffi.
Assuming that the ion motion in the trap’s effective potential obeys
the virial theorem. The ratio between average potential and kinetic
energy is given by hVeffi/hEdi = 2/(3n  3) which results in a critical
mass ratio of
xcrit =
3
2
(n  1) . (27)
The critical mass ratio grows linearly with the multipole order of the
trap. Consequently, for any mass ratio a sufficiently large multipole
order can be found which leads to stable trapping conditions. It should
be noted, that Major and Dehmelt originally estimated the critical mass
ratio for a Paul trap to be xcrit = 1. This reduced critical mass ratio
corresponds to a pure two dimensional system, where the ion has no
velocity component in z-direction. In the following we will numerically
calculate the critical mass ratio as the point where the mean energy
of the ion’s energy distribution diverges [80, 81, 83]. This alternative
definition is commonly used in the literature and leads to the same
linear multipole order dependence with a slightly varied pre-factor.
2.2.4 Collisional energy transfer
The relative change of the ion’s energy DEtot/Etot = (~vd0 /~vd)2   1 de-
pends on the different parameters in Eq (22). Assuming that the buffer
gas has zero temperature, i.e. ua = 0, the initial conditions are given by
the absolute values of the micro- and macromotion velocities and the
angle between the two which we denote with a. The absolute micro-
and macromotion velocities can be expressed as
vrf(r) =
s
4Veff(r)
mi
sin(wt) and (28)
vd(r) =
s
2(Etot  Veff(r))
mi
. (29)
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Figure 10: Schematic of an elastic ion-atom collision. The two velocity com-
ponents ~vd and ~vrf of the ion’s motion before the collision are
used to construct the two velocities ~a and ~b, which determine
the ion’s final velocity ~vd0 . These two constructed velocities are
(exempt a prefactor) equivalent to the COM velocity (~b) and
the ion’s velocity in the COM frame (~a). After the collision the
velocity in the COM frame is rotated according to the rotation
matrix R(qc, fc). It should be noted that the two dimensional
plane shown before and after the collision do not have to be the
same, as R(qc, fc) is a three dimensional rotation.
These are implicit function of the ion’s radial position r and the
phase of the rf-field. Consequently, the initial velocities of ion (vd) and
atom (ueff = vrf) are fully characterized by r, frf = wt and a. These
parameters do not define the absolute orientation of the velocities
in the lab frame but are sufficient to describe the elastic collision.
Rearranging Eq. (22) to
~vd0 =
ma
mi + ma
h
R(qc, fc) (~vd  ~vrf)| {z }
~a
+ x 1~vd +~vrf| {z }
~b
i
, (30)
results in the combined velocities ~a and ~b. The velocity ~a is propor-
tional to the ion’s velocity in the COM frame and the velocity ~b is
proportional to the COM velocity. Fig. 10 shows the relevant velocities
before and after the collision. Using the combined velocities~a,~b and
the angles a and b the absolute velocity of the ion’s macromotion after
the collision can be written as
vd0 =
ma
mi + ma
q
a2 + b2 + 2ab sin b , (31)
with a = (v2rf/x
2 + v2d + 2vrfvd sin (a)/x)
1/2 ,
b = (v2rf + v
2
d   2vrfvd sin (p   a))1/2 .
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Finally, replacing the initial micro- and macromotion velocities with
the expressions from Eq. (28) and (29), results in an expression which
is fully defined by the seven parameters Etot, n, x, r, frf, a and b. Based
on this expression one can calculate the probability distribution for a
relative energy change DEtot/Etot caused by a single elastic collision
p (DEi/Ei) =
Z "vd0(Etot, n, x, r, frf, a, b)
vd(Etot, n, r)
2
  1
#

 p(r, frf, a, b)dr dfrf dadb , (32)
with p(r, frf, a, b) being the probability density of the four parameters
r, frf, a, b, while the other three parameters n, x and Etot are kept
constant.
Solving the integral in Eq. (32) requires knowledge about the distri-
bution p(r, frf, a, b). In general, collisions between ions and atoms can
be treated by a partial wave expansion leading to a total elastic cross
section of s µ E 1/3col [93], with Ecol being the collision energy. This
includes collisions at large impact parameters resulting in a forward
scattering peak with small momentum transfer. It has been shown in
previous work that using the simpler Langevin model [94, 95] yields
the same equilibrium state [81] and relaxation rates [83] as the full
partial wave expansion.
In the Langevin model the cross section scales as s µ E 1/2col re-
sulting in a velocity independent scattering rate. This means that
the scattering rate does not depend on the micromotion velocity and
thus the phase of the rf-field Frf. The Langevin model also predicts
an isotropic scattering angle distribution p(qc, fc) µ sin qc (Jacobian
matrix element) which in turn results in uncorrelated angles a and b.
This is in strong contrast to elastic neutral-neutral or ion-ion collisions
where the rotation matrix R(qc, fc) usually directly depends on the
initial conditions, i.e. there exists a correlation between the angles a
and b. Such systems are usually better described in terms of an im-
pact parameter. For ion-neutral collisions however the scattering angle
is completely uncoupled from the initial velocities and the impact
parameter.
We further assume that also the collision radius is not correlated
with any of the other parameters. In this case, the probability density
factorizes to p(r, frf, a, b) = p(r)p(frf)p(a)p(b). The total probability
density is composed of
 the radial probability distribution p(r) which depends on the
ion’s angular momentum and energy in radial direction (Eq. (17)).
 The constant rf-phase distribution (see above) p(frf) = 1/(2p).
 The distribution of collision angles p(a). Assuming that the ion’s
macromotion has a random orientation in space, the angle a is
distributed as p(a) = 12 sin a with 0  a  p.
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 The distribution of angles b between the COM velocity ~b and
the ion’s final velocity in the COM frame~a0. Due to the isotropic
scattering angle distribution, the velocity ~a0 = R(qc, fc)~a has a
random direction. Consequently, there is no correlation between
~a0 and~b, which corresponds to a probability p(b) = 12 sin b with
0  b  p.
With these dependences a probability distribution pr(DEtot/Etot)
can be calculated according to Eq. (32) with the last free parameter
being the radial position of the collision. The normalized distribution
function pr(DEi/Ei) gives the probability for a collision at radius r to
result in a relative energy change of DEi/Ei. In combination with the
probability distribution pi(r) to find the ion at radius r (Eq. (17)), this
yields the total probability distribution
p(DEi/Ei) =
Z
pr(DEi/Ei)pi(r)dr (33)
for an energy change of DEi/Ei to occur.
Fig. 11 shows the probability distributions pr(DEi/Ei). The depen-
dences on the multipole order n is eliminated by scaling the collision
radius as (r/rlim)n 1. Besides the scaled collision radius, the only free
parameter left is therefore the mass ratio x. The left panels in Fig. 11
show the resulting distributions for five different mass ratios, the
right panels show the result of independently performed numerical
simulations which show good agreement.
As expected, collisions close to the trap center always reduce the
ion’s energy whereas collisions close to rmax increase the energy, with
the two regimes being separated by the critical cooling radius rc
(Eq. (25)) indicated by the red dashed line. As expected, the overall
energy change also shows a pronounced dependence on the multipole
order n and the mass ratio x. On the one hand, with growing multipole
order the volume of efficient cooling at small radii is extended as the
radial dependence of pr(DEi/Ei) scales as (r/rmax)n 1. On the other
hand, the micromotion induced heating at large radii is amplified
with larger atom-to-ion mass ratio, as the velocity of the micromotion
vrf µ 1/mi, now being assigned to the atom of mass ma, leads to the
prefactor x in the effective buffer gas energy (see Eq. (23)). Hence,
at large mass ratios and small multipole orders, the ion essentially
gains energy through collisions, whereas at low mass ratios and large
multipole orders the energy is primarily reduced.
2.3 ion’s energy distribution
In order to numerically determine the ion’s equilibrium energy dis-
tribution, the energy Ei has to be tracked over the course of many
collisions. In previous investigations, this was done using the solutions
of the Mathieu differential equations [80, 81, 83] or full trajectory
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Figure 11: Probability distributions of a relative energy change DEi/Ei in an elastic ion-neutral collision
for an ion at energy Ei as a function of the normalized collision radius r/rlim. The buffer gas is
assumed to be at rest (temperature Ta = 0). Left graphs show the analytic distribution, right
graphs show the result of independently performed numerical simulations. The mass ratios are
indicated in the graphs. The color code provides the normalized probability function pr(DEi/Ei)
of the energy change at a given radius r. The distributions (except for x = 1) were scaled by
constant factors which are indicated in the graphs. Indicated by the red dashed line is the critical
cooling radius (Eq. (25)) given by the condition that average energy transfer hDEi/Eii becomes
zero.
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calculations [79, 38, 66]. The first approach has the disadvantage,
that it is limited to Paul traps and homogeneous buffer gases. The
second approach lifts these limitations as the full trajectory calculation
can be applied to traps of any multipole order and evaluating the
collision probability p(t)dt for every infinitesimal time step dt allows
to simulate arbitrary buffer gas configurations. However, full trajectory
calculations result in very long computation times, as the time between
consecutive collisions is usually much longer than the time scales set
by micro- and macromotion. In the following we develop a general
method, which can be used for any multipole order and buffer gas
configuration, without the necessity to calculate the ion’s full trajectory.
2.3.1 Numerical model
Our model is based on three main simplifying assumptions. First, we
use the adiabatic approximation to describe the motion of the ion.
This limits our model to small stability parameters h (see Eq. (7)). We
find satisfactory agreement with the ion’s exact trajectory for h < 0.1,
which is also the regime most experiments are operated in. Second, for
the energy regime discussed here, the classical Langevin model [94, 95]
is used, which yields a velocity-independent scattering probability for
ion-atom collisions [81, 83]. This is valid, as long as a large number
of partial waves contribute to the scattering process and quantum
interferences of scattering amplitudes can be neglected. Third, we
assume that the time between consecutive collisions is long compared
to the period of the macromotion, allowing one to apply a separation
of time scales. As long as the ion undergoes many oscillations in
the effective potential (macromotion) between every two consecutive
collisions, the ion’s exact trajectory can be substituted by a radial
density distribution pi(r). The density distribution is independent of
the two other cylindrical coordinates z and f, as we assume perfect
axial symmetry.
Based on these three simplifications, the probability of an collision
to occur in the interval dr around a radial position r is given by the
relative overlap of the buffer gas and ion distributions
pcoll(r) dr = ra(r)pi(r) dr , (34)
with ra(r) being the normalized density distribution of the buffer gas.
In the simulation, the ion’s radial and axial energy as well as it’s
angular momentum are computed and stored after every collision. As
initial conditions we typically use Er = kBTa, Ez = kBTa/2 and L = 0.
For every collision we then pick the following set of parameters:
 Rf-phase - the phase of the rf-field frf is randomly chosen be-
tween 0 and 2p.
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 Atom velocity - all three cartesian coordinates of the atom’s ve-
locity vector are chosen with a normal distribution with standard
deviation
p
kBTa/ma.
 Collision radius - the radial position of the collision rcoll is
chosen according to pcoll(r) which is determined by L and Er
(see Eq. (34)). For large radial ion energies pcoll(r) can have a
long tail of near zero values, in which case we use an upper
boundary of rcoll < 5sa.
 Incident angle - the random incident angle qi between the ion’s
macromotion and the atom’s effective velocity determines the
COM velocity. The angle is picked according to the Jakobian
determinant p(qi) = sin qi.
 Scattering angles - using the Langevin model, the scattering
angle in the center-of-mass frame is distributed isotropically.
This is achieved by randomly choosing an azimuthal angle fc
between zero and 2p and a polar angle qc between zero and p
taking into account the Jakobian determinant p(qc) = sin qc.
Based on these parameters the ions micro- and macromotion velocities
are calculated and using Eq. (22), the ion’s macromotion after the
collision is obtained. The new macromotion velocity together with the
collision radius defines the ion’s radial and axial energy as well as
it’s angular momentum after the collision based on which the next
collision parameters can be calculated. The average time of free motion
before the next collision occurs, is given by the inverse of the overlap
of atom and ion distribution
t = tcoll/
Z
ra(r)pi(r)dr

. (35)
where tcoll is the collision time as derived from the Langevin cross
section. After typically performing 106 such collisions, the distribu-
tions have converged. All energy values are weighted with the cor-
responding t and binned, resulting in the ion’s steady-state energy
distribution.
2.3.2 Equilibrium regimes
The ion’s final energy distribution depends on the one hand on the
spatial distribution, temperature and mass of the buffer gas atoms and
on the other hand on the trap parameters, namely the multipole order
n and the stability parameter h. Fig. 12 shows some exemplary energy
distributions P(Ei) for different mass ratios in a Paul trap.
These energy distributions can be separated into different regimes
which are characterized by the degree to which the effective buffer gas
distribution in Eq. (24) matches a thermal distribution ("thermalicity").
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Figure 12: Normalized equilibrium energy distributions for different ther-
malicity parameters z in a Paul trap (n = 2). The buffer gas
cloud distribution is given by a Gaussian of size sa = R0/100
and temperature of Ta = 200mK. Also shown is the energy dis-
tribution in the Boltzmann regime (red curve) and an energy
distribution in the localization regime for x = 34 (purple curve),
according to Eq. (38) and (43).
The atoms effective energy consists of two parts, the micromotion
induced energy xVeff(r) and the thermal energy of the buffer gas
3
2 kBTa. So far we have only considered the radial dependence of the
effective energy which resulted in the critical cooling radius (Eq. (25)).
Additionally to this spatial dependence, the effective energy implicitly
depends on the ion’s energy Ei. This dependence can expressed by
replacing Veff(r) by its average value given by the virial theorem,
resulting in an effective energy of
hEai = 2x3n  1 Ei +
3
2
kBTa . (36)
A parameter z which characterizes the thermalicity is obtained by
comparing the atoms’ thermal energy 32 kBTa to their total effective
energy hEai, assuming that the ion has an energy of Ei = 32 kBTa,
z =
3n  1
3n  1+ 2x . (37)
This parameter ranges from zero (distributions determined by the
buffer gas’ potential energy) to unity (distributions determined by
the buffer gas’ temperature). For z  1, the atom’s effective energy
distribution resembles a pure thermal distribution (Boltzmann regime).
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Figure 13: Ion’s energy distributetion in the Boltzmann regime. The differ-
ence between the energy distribution of the ion and the one of
the buffer gas (dashed line) is caused by the effective potential,
confining the ion in the trap. Depending on the multipole order,
the influence of the effective potential differs. The inset shows
the ion’s mean energy as a function of the trap order. The mean
energy is largest for an ion inside a Paul trap and converges
towards the mean energy of the buffer gas for large multipole
orders.
With decreasing z, the contribution of the micromotion induced energy
becomes relevant and the ion’s energy distribution exhibits growing
power laws towards higher energies (power law regime). Finally for
z approaching zero, stable energy distributions can only be realized
using a localized buffer gas (localization regime). These three regimes
will be discussed in detail in the following.
2.3.3 Boltzmann regime
For z  1 (which corresponds to x  1) the ion thermalizes to the
buffer gas temperature as the atoms’ effective energy is dominated by
the thermal energy (see Eq. (36)).
Fig. 13 shows the resulting energy distributions for three different
multipole orders with z = 0.95 as well as the energy distribution
of buffer gas atoms (dashed black line). The deviation of the ion’s
energy distributions from the three dimensional Maxwell Boltzmann
distribution of the buffer gas atoms is caused by the effective potential.
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By applying the virial theorem, the pole order dependent energy
distribution in the Boltzmann regime is given by
Pbr(Ei) µ E
1
2+
1
n 1
i exp( Ei/kBTa) . (38)
This analytic expression matches well to the results of our numeric
simulations. For large multipole orders, the distribution converges
towards a Maxwell Boltzmann distribution, whereas, for a Paul trap
the ion’s mean energy exceeds the mean energy of the buffer gas by a
factor of 3/2 (see inset of Fig. 13).
The ion’s spatial distribution is obtained by summing over all radial
probability distributions pi(r) (Eq. (17)) weighted with the average
time the ion spends on this energy shell (Eq. (35)). The resulting spatial
distributions are well described by
pi(r) µ exp

 Veff(r)
kBTa

. (39)
For a Paul trap this corresponds to a Gaussian density distribution,
converging towards a boxlike density distribution for n! ¥.
2.3.4 Power-law regime
With decreasing z, the contribution of the micromotion to the atoms
effective energy (Eq. (36)) becomes significant. It is important to notice
that there is a fundamental difference between the two contributions
to the atoms effective energy. On the one hand, the thermal energy has
a fixed value and for large ion energies (Ei  32 kBTa) the probability
for the ion to gain energy from the thermal motion of the buffer gas
decreases exponentially. On the other hand, the micromotion induced
energy is directly proportional to the ions energy. Consequently, even
at very large energies Ei  32 kBTa, the probability for the ion to gain
energy (as shown in Fig. 11) from the micromotion remains constant.
As a result, the ion can gain a large fraction (or even multiples) of
its energy during every collision which can cause a temporary expo-
nential growth of the ion’s energy, if a series of consecutive heating
collisions occurs. It is well known, that such kind of multiplicative pro-
cesses lead to the emergence of power law distributions, also known
as heavy sided or levy flight distributions [96, 97].
Fig. 14 (a) shows the resulting energy distributions for different
mass ratios in a Paul trap. The energy distributions in the power-law
regime Pplr(Ei) are well described by Tsallis functions (solid lines)
given by [98]
Pplr(Ei) µ
E
1
2+
1
n 1
i
[1+ a Ei/(kBTa)]
b , (40)
which were fitted to the numerical data using the two free parameters a
and b. These Tsallis functions are characterized by a power law towards
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Figure 14: Energy distributions in the power-law regime. (a) Shown are five
distributions corresponding to five different mass ratios. With
increasing mass ratio the energy distribution exhibits a growing
power law towards higher energies. The solid lines correspond
to Tsallis functions (Eq. (40)) which were fitted to the numerical
data. (b) Mass ratio dependence of the power law exponent k
for four different multipole orders. For a fixed mass ratio, the
power law exponent is always largest for an ion inside Paul trap
and monotonically decreases with increasing multipole order.
The solid lines correspond to Eq. 41, the dashed line shows the
analytic result of Chen et al. [83] for a Paul trap, which shows
reasonable agreement with our numeric results.
low as well as large energies, centered around the characteristic energy
scale kBTa. The power law towards low energies is the same as in
the Boltzmann regime (Eq. (38)). The power law Ek towards higher
energies exhibits a steadily rising power law exponent k for increasing
mass ratios, as the impact of micromotion induced heating grows.
Fig. 14 (b) shows the mass ratio dependence of k for four different
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Figure 15: Spatial distribution in the power-law regime. Shown are five
distributions for an ion inside a Paul trap, corresponding to
different mass ratios. For small mass ratios, the spatial distribu-
tion corresponds to the one in the Boltzmann regime (Eq. (39)).
For larger mass ratios, the distributions exhibit a power law
towards large radii, much like the energy distributions. The inset
shows the mass ratio dependence of the power-law exponent for
different multipole orders. The solid lines are a guide to the eye.
multipole orders. In lack of an analytical model, the mass ratios is well
described by
k  A exp [ x/B]  Cx D (for k .  0.5) , (41)
with the four fit parameters A = 3.5, B = 2.6n  3.8, C = n/6 + 0.5
and D = 1.2 If the exponent is close to zero the ion’s energy diverges
very fast, making it impossible to calculate a steady state energy dis-
tribution. Already for k   2 the ion’s mean energy diverges and
the ion is no longer confined by the trap. This condition is commonly
used to define the critical mass ratio xcrit [80, 83]. From the simula-
tions we obtain xcrit  1.4(n  1), which is in good agreement with
the analytical result derived before (Eq. (27)). The critical mass ratio
corresponds to a thermalicity parameter of z  0.6 for a Paul trap
approaching z  0.5 with increasing multipole order.
Fig. 15 shows the corresponding spatial distributions for a Paul trap,
which show a similar power law behavior [80]. The inset shows the
exponent of the power law for four different multipole orders. An ion
inside a Paul trap always exhibits the largest power law exponent,
which steadily decreases with increasing multipole order.
Another important quantity characterizing the sympathetic cooling
process is the thermalization rate. On the one hand, the micromotion
induced heating is strongly reduced for small mass ratios. On the other
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Figure 16: Thermalization rates in different rf traps. Shown is the average
energy loss per collision for different mass ratios and multipole
orders. The gray curve shows the average energy loss in absence
of the rf trap which is equivalent to a trap with an infinite multi-
pole order. The mass ratio where the average energy loss turns
into an energy gain, corresponds to the critical mass ratio. The
inset shows two exemplary energy traces. The average energy
loss was extracted from the exponential decay at the beginning
of the trace where the ion’s energy exceeds the one of the buffer
gas.
hand, small mass ratios greatly reduce the average energy transfer
per collision. Fig. 16 shows the resulting average energy loss per
collision for different trap orders. The solid line corresponds to the
thermalization of an untrapped ion. This case represents an upper
boundary for the thermalization rate as the presence of rf heating
inside the multipole trap results in lower thermalization rates. In
a Paul trap this effect leads to a 3-fold decrease of the maximum
cooling rate, which is reached for a mass ratio of x  1/2. With
growing multipole order, the thermalization rates become larger and
the optimal mass ratio tends towards unity as in the case of a free
particle.
2.3.5 Localization regime
So far we have focused the discussion on homogeneous spatial distri-
butions of buffer gas filling the entire volume of space. In this scenario,
one finds an upper limit for the atom-to-ion mass ratio, beyond which
the ion’s are mainly heated until they are expelled from the trap. This
limitation can be overcome by localizing the buffer gas to the center
of the trap. We have seen in the previous section, that with decreasing
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Figure 17: Ion’s energy distribution for a localized buffer gas in a Paul trap.
The buffer gas has a Gaussian density distribution with standard
deviation sa = r0/10 and an atom-to-ion mass ratio of x = 3.
The five graphs correspond to five different multipole stability
parameters (Eq. (7)).
thermalicity parameter, the energy distributions exhibit an increasing
power-law tail towards higher energies. At large energies Ei the prob-
ability for a collision to result in a gain of energy (Fig. 11) increases
with the mass ratio. As the relative energy transfer has a distinct radial
dependence, this can be overcome by localizing the buffer gas to the
trap center. As soon as rmax exceeds the extension of the buffer gas,
collisions are restricted to small radii r/rlim.
We find that the resulting energy distributions are bound by an ad-
ditional exponential decay. The energy scale of this exponential decay
is well estimated by the atoms total effective energy Ea,tot accessible
for collisions with the ion, as given by integrating hEai (Eq. 23) over
the entire buffer gas cloud. For a Gaussian shaped buffer gas cloud
with standard deviation sa this results in an energy of
Ea,tot =
3
2
kBTa + 2n 1(n  1)! x Veff(sa) . (42)
Fig. 17 shows the resulting energy distributions for different sta-
bility parameters h. With decreasing stability parameter, the energy
distribution is bound towards lower energies. Small stability parame-
ters correspond to a shallow effective potential meaning that the ion
probes a volume of the same size as the buffer gas cloud already at
relatively low energies Ei. In contrast, for large h, the ion is strongly
confined to the trap center and only at very large energies does the
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Figure 18: Energy distributions in the localization regime. (a) Ion’s energy
distribution for different mass ratios in a Paul trap. The energy
scale Ea,tot was kept constant at 1eV. (b) Power law exponents
for different multipole orders as indicated by the dashed lines
in the upper graph. Shown are the power law exponents as a
function of the mass ratio. The solid curves correspond to the
analytic expression given in Eq. (44) which show good agreement
with the numerical data for large mass ratios. For small mass
ratios however, the exponent is better described by Eq. (41) as
indicated by the close up into the area marked in gray. Shown is
the numerical data for n = 2, 6 and the corresponding analytic
expressions from Eq. (44) (solid lines) and Eq. (41) (dashed lines).
ion experience the localization of the buffer gas. Instead of varying
the stability parameter h, which can be done by tuning the trap’s rf
voltage, it is also possible to tune the size of the buffer gas cloud.
Neglecting the contribution of the thermal energy, the atoms total
effective energy is proportional to Ea,tot µ sn 2a U2.
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The energy distribution in the localization regime is given by
Plr(Ei) µ Pplr(Ei) exp
"
 

Ei
gEa,tot
1/(n 1)#
, (43)
with g being a free parameter which is on the order of one.
The emergence of the additional exponential decay towards large
energies also allows the use of heavy buffer gases with x  xcrit.
Fig. 18 shows the energy distributions for different mass ratios with
the energy scale Ea,tot kept constant. For small mass ratios, the distri-
butions are equivalent to the ones shown in Fig. 17, with the power
law turning into an exponential decay around Ea,tot. With increasing
mass ratio, the power law exponent keeps growing until for x  5 a
plateau-like distribution is reached which has a constant probability
all the way from the thermal energy of the buffer gas up to the energy
Ea,tot. For even larger mass ratio, the power law exponent becomes
positive, eventually making the thermal energy irrelevant and the
energy distribution is fully characterized by Ea,tot.
Fig. 18 shows the power law exponent k as a function of the mass
ratio, as obtained from our numerical simulations. For large mass
ratios, the exponent is well described by
k  A0   C0x D0 (for k &  0.5) , (44)
with the fitting parameters A0 = 0.5 + (n  1) 1, C0 = 2n + 0.5 and
D0 = 0.7. For very large mass ratios the power law converges to
the same one found in the Boltzmann regime. Fig. 18 (b) shows the
mass ratio dependence of k, with the inset showing a close up for
small mass ratios where Eq. (44) (solid lines) looses its validity and
Eq. (41) (dashed lines) provides the correct mass ratio dependence. The
transition between the two dependencies happens around k   0.5.
2.3.6 Forced sympathetic cooling
The idea behind forced sympathetic cooling (FSC) is to tune the ion’s
energy distribution by changing the energy scale Ea,tot µ s2n 2a U2. FSC
does not work for homogeneous buffer gas distributions, as it is the
localization of the buffer gas which introduces the energy scale Ea,tot.
In the three regimes discussed above, FSC has different effects on the
ion’s energy distribution. In the Boltzmann regime, the impact of FSC
is very limited as the characteristic energy scale of the ion’s energy
distribution is set by the thermal energy of the buffer gas. Nevertheless,
if the energy scale Ea,tot is chosen smaller than the thermal energy of
the buffer gas, small collision radii r/rmax will be favored. Eventually,
for Ea,tot  kBTa the ion’s energy distributions independently of the
mass ratio, will exactly equal the one of the buffer gas (dashed line in
Fig. 13). For larger mass ratios, the localization leads to the additional
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Figure 19: Forced Sympathetic Cooling. Shown are five energy distributions
in an octupole trap (n = 4) for different buffer gas sizes. The
buffer gas has a temperature of Ta = 4K and x = 30. The two
curves correspond to the analytic expressions found in the text
for sa = 0.02 and 0.64. The inset shows the ion’s mean energy
and the effective buffer gas energy (Eq. (42)) as a function of the
buffer gas size for three different trap orders. Both energies are
in good agreement.
exponential decay towards higher energies as discussed in the context
of Fig. 17. In this case, FSC can be used to substantially reduce the
ion’s mean energy as illustrated in Fig. 17 for x = 3.
The largest effect of FSC is achieved for very large mass ratios,
where the energy distribution is dominated by the energy scale Ea,tot.
In this case, the entire distribution can be shifted to smaller energies,
not just the exponential cut off of the power law. This is illustrated
in Fig. 19 which shows the ion’s energy distribution for five different
buffer gas sizes in an octupole trap (n = 4). In this case, reducing the
buffer gas size by a factor of two leads to a reduction of the ion’s mean
energy by a factor of 64. This illustrates that especially in traps with
high multipole orders, already small reductions of the buffer gas size
can have a large impact on the ion’s energy distribution. Adiabatically
changing the size of the buffer gas or the rf voltage does not change
the relative overlap of atom and ion distribution and thus the collision
rate. The size of ion and atom cloud always maintains a fixed ratio.
3
H Y B R I D AT O M I O N T R A P
This chapter summarizes the experimental setup of the HAITrap exper-
iment. The experiment was planned and constructed in collaboration
with the group of Roland Wester at the university of Innsbruck. Parts
of the results presented here have already been published in form
of a master [99] and a bachelor thesis [100]. A publication about the
detuned saturation absorption imaging presented in the last section
is in preparation. The ion trap itself has already been used in previ-
ous experiments, details of which can be found in two publications
[101, 102]. The main vacuum chamber and the laser system have been
adapted from a previous setup in our group [103].
The hybrid atom ion trap (HAITrap) combines a radio frequency
trap for the ions with a Dark Spontaneous Force Optical Trap (Dark
SPOT) for rubidium atoms. A picture of the trap is shown in Fig. 20.
The trap is designed in a way, that ions and atoms can be trapped
simultaneously within the same trapping volume. Therefore, the radio
frequency trap consists of thin wires rather than solid rods granting
sufficient optical access for the laser beams required to cool and trap
the atoms.
buffer-gas valve
rf trap
ion
lens
deflector
source ®¬ detector
MOT coil
Figure 20: Picture of the HAITrap. The ion trap consists of thin gold-coated
molybdenum wires (100mm). Axial confinement is achieved by
two hollow endcap electrodes. The magneto optical trap for the
rubidium atoms is created by three counter-reflected laser beams
two of which pass the trap under 45 in the horizontal plane and
one in vertical direction.
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Figure 21: Schematic of the HAITrap setup. The setup is composed of
two vacuum chambers which are connected via a differential
pumping stage. In the source chamber, the ions are created in a
plasma discharge source from where they are guided through
the differental pumping into the science chamber where they are
trapped in a radio frequency trap. At the center of the ion trap,
also a magneto optical trap for rubidium atoms is available.
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In the following we will discuss the different aspects of the setup
in detail. Fig. 21 shows a schematic overview of the entire HAITrap
setup. The entire setup is designed to provide favorable conditions for
sympathetically cooling the trapped ions using laser-cooled atoms. In
order to find the optimal system parameters we can use the findings
of the previous chapter. This chapter is split into two main sections.
In the first section the creation, trapping and detection of the ions are
discussed. The second part of this chapter covers the trapping, cooling
and detection of the rubidium atoms.
3.1 trapping of anions
A schematic of the ions path through the HAITrap setup is shown
in Fig. 21 as a blue beam. The ions are created from a pulsed gas jet
in a plasma discharge. All details of the piezo valve (inset in Fig. 21)
for creating the short gas pulses, as well as the plasma discharge are
discussed in section 3.1.1. In order to efficiently guide the ions through
the vacuum chamber, a combination of electrostatic lenses and benders
is used (see section 3.1.2). After leaving the source, the ions are guided
into a tof spectrometer from where they are accelerated in transversal
direction towards the radio frequency trap. The working principle of
the tof spectrometer is explained in section 3.1.3. The spectrometer is
optimized to separate the ions according to their charge to mass ratio
which allows to selectively load ions of a single species into the radio
frequency trap. The ion trap consists of eight gold-coated molybdenum
wires (diameter 100mm) which provide the radial confinement. In axial
direction two hollow endcap electrodes allow the loading, trapping
and extraction of the ions. Details of the trap setup are discussed in
section 3.1.4. Finally, the ions can be detected by a channel electron
multiplier (CEM) which is placed behind the ion trap. The read out
electronics as well as the algorithm for the ion detection are discussed
in section 3.1.5. In combination with a photo-detachment (PD) laser
which is used to neutralize the negatively charged ions, the detected
ion signal can be used to measure the ions density distribution (PD
tomography) as well as the internal state population (PD spectroscopy)
which will be discussed in detail in chapter 4.
3.1.1 Ion source
There is a wide variety of ion sources, based on different techniques
such as hot filaments, plasmas, election bombardment, laser ionization
and many more [104, 105]. These sources greatly differ in complexity
and size and not all of them are applicable for the production of anions
[106]. The source used in the HAITrap setup is a modified version
of the design introduced by Osborn et al. [107]. This pulsed plasma
discharge source is characterized by the following features.
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 Compact design. The entire source is placed on a single CF100
flange with a hight of only 15cm from the surface of the flange.
 Low extraction voltages. A lot of sources require voltages of
several kV to extract the ions from their point of creation. This
means that the entire setup has to be operated at similar voltages.
In our design the ions leave the source with energies typically
below 1eV.
 Pulsed operation. As the entire experiment is run is pulsed
operation, a source creating short ion pulses is advantageous.
With our design, pulses as short as a few tens of microseconds
can be created.
 Easy piezo adjustment. Using the micrometer adjustment screws
the piezo position can be optimized while the valve is in opera-
tion.
 Low ion flux. Compared to other sources, our design creates a
relatively low ion flux. This poses no problem as in the experi-
ment we want to exclude effects of ion-ion interactions such as
coulomb repulsion. This limits the number of trapped ions to a
few hundreds which can easily be achieved with the relatively
low flux created by our source.
Fig 22 shows a schematic of the pulsed plasma discharge source. The
ions are created from a pulsed jet of a neutral gas mixture which is
ionized in a glow discharge inside the vacuum chamber.
3.1.1.1 Gas reservoir
The gas reservoir (blue area in Fig. 22) contains a carrier gas which
enables good plasma ignition (usually hydrogen, helium or argon)
seeded with a small fraction of other gases which enable the creation
of the desired ions. For the creation of OH  we use argon seeded with
water vapor. An argon gas bottle is connected to the reservoir using a
Swagelog system, based on 6mm metal pipes including two pressure
reducers which allow a good control of the Ar pressure in the reservoir.
In two steps, the Ar pressure is reduced from the bottle pressure (up
to 200 bar) to an intermediate pressure of 10 bar and finally down
to the reservoir pressure which is typically on the order of 1-4 bar.
In order to seed the argon with water vapor, a small water reservoir
is connected via a T-piece between the last pressure reducer and the
reservoir itself. The water concentration is not actively controlled, only
the pressure of the argon and the temperature of the entire setup
(22 0.5C) is stabilized which results in a stable vapor pressure.
The pressure inside the reservoir is maintained using several sealing
rings. A single ring ( 50mm) is used to seal the connection between
the flange and lid B (see Fig. 22). Three more rings ( 5mm) are
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Figure 22: Schematic of the ion source. Shown is a vertical cut through the
valve, including a close up of the piezo element and the inlet
nozzle. In operation, a pulsed gas jet is created by applying a
short voltage pulse to the piezo. Inside the vacuum, the gas is
ionized in a plasma discharge. A detailed discribtion of the setup
is given in the text.
used to seal the bore holes for the three adjustment screws (two of
which are shown in Fig. 22) used to position the piezo element. In
order to achieve a leak-proof seal, the screws are only threaded at
the bottom and end in a polished shaft ((5 0.02)mm) at the top
which is placed inside a fitting in lid B. The sealing rings are pressed
into a countersink at the top of the fitting using lid A (see Fig. 22).
For a smooth operation of the screws some vacuum grease is put
onto the shaft of the screws. The use of vacuum grease prevents an
unwanted contamination of the gas mixture. This design has shown
to seal pressure differences of more than 4 bar while it is still possible
to turn the screws and adjust the piezo element.
3.1.1.2 Piezo valve
From the cylindrical reservoir the gas can be released into the vacuum
chamber through a small exit nozzle which can be opened and closed
using the piezo valve. The valve is based on a 12x12x1mm3 bimorph
piezo element of type PTZ503. These piezos have conducting surfaces
on both sides and by applying a voltage between -165V and +165V
to one side while grounding the other, the piezo bends up or down
(depending on the polarity of the applied voltage). This is achieved by
mounting the piezo element on a metal holder between two metal elec-
trodes, one of which is grounded, while the other one is connected to
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an external voltage supply via an electric feedthrough. The maximum
displacement achieved is on the order of 100mm which is sufficient
to open and close the 200mm exit hole which connects the gas reservoir
directly to the vacuum chamber. In order to properly seal the exit hole,
a small piece of VMQ silicon rubber (about 1mm diameter) is glued to
the bottom surface of the piezo element using vacuum epoxy (Varian
Torr Seal). Caution should be taken that no gas bubbles form inside
the glue (e.g. by heating up the glue before usage), as these might lead
to an unwanted displacement of the rubber seal once the reservoir is
put under operating pressure. One should keep in mind that the full
dynamic range of the piezo element is only on the order of 100mm
which means that all parts have to be mechanically stable to a fraction
of this distance.
In order to position the piezo with the same accuracy, the three
adjustment screws with a thread pitch of only 250mm are used. The
design is based on typical optomechanical mirror mounts. Three
mechanical springs connect the piezo holder with lid B pressing it
onto the three adjustment screws. Turning all screws simultaneously,
the holder can be moved up- and downwards, while using only one
or two of the screws, the holder can be tilted in any direction. A
special feature of our design is that in combination with the sealing
rings introduced earlier, the screws can be adjusted from outside the
gas reservoir. This has proven to be a great advantage in day to day
operation, compared to a previous design where the piezo had to
be fully adjusted prior to installation in the gas reservoir. Especially
during the first couple of hundred or thousand operating cycles of the
valve, the rubber seal can slightly deforms as it is repeatedly pressed
onto the exit nozzle which requires a readjustment. In our setup the
piezo has been adjusted to be closed if grounded and is opened by
applying a short voltage pulse of 150V.
3.1.1.3 Plasma discharge
While the valve is open, gas flows through the 200mm exit hole which
has an increasing diameter in the direction of gas flow. This shape
has shown to be adventegeous for the production of internally cold
ions [107]. The resuting gas jet is directed into a cylindrical channel
formed by a stack of an insulation layer, an anode, a second insulation
layer and a grounded cathode. Once the gas reaches the volume
between anode and cathode about Dtval = 160ms after the valve is
opened, the voltage at the anode is rapidly ramped from ground to
Upla =-800V for about 80ms producing a strong electric field. Any
free charges in the vicinity are accelerated and can create secondary
charges by impact ionization. This results in an avalanche of positive
and negative charges which leads to a self-sustaining glow discharge
between anode and cathode as long as the voltage is applied. In the
glow discharge of Argon seeded with water vapor, OH  and O 
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Figure 23: Voltage at the cathode. The blue curve shows the signal without
a plasma ignition, the red curve features the typical voltage drop
caused to the plasma discharge. The voltage is pulsed five times
and the last three pulses all contain a plasma. The inset shows
a zoom to the last pulse, the red area between indicates the
signature of the plasma ignition, which is also recorded by the
experimental control software.
are created via dissociative detachment of water molecules. Once
the anode is switched back to ground, the plasma collapses and the
constant flow of neutral gas guides the ions out of the nozzle into
the vacuum chamber. During this process, the ions repeatedly collide
with carrier gas particles which in case of molecular ions such as OH 
leads to efficient cooling of the rotational and vibrational degrees of
freedom [108].
A main disadvantage of this technique is that the plasma ignition
depends on the presence of free initial charges. These charges can
be gas particles ionized by cosmic radiation or remaining charges
from previous plasma ignitions. In order to get a more stable plasma
we ignite the plasma several times every five milliseconds and only
use the last plasma for the experiments. We found that once a single
plasma is successfully ignited, all subsequent ignitions are successful.
This is indicated in Fig. 23 which shows the plasma signal recorded
by monitoring the voltage between anode and cathode using a high
voltage probe. Without the plasma the cathode voltage shows the
behavior of an ordinary charge and discharge process of a capacitor
(blue curve in Fig. 23). However, if a plasma is created, a current flows
from anode to cathode reducing the measured voltage (red curve in
Fig. 23). The area between both curves, marked in red, is directly
correlated with the number of created ions and thus the resulting
peak size at the detector. By constantly monitoring the voltage at the
cathode and determining the red area via numerical integration in the
48 hybrid atom ion trap
experimental control software, weak plasma pulses can be identified.
These create only a small number of ions resulting in a low signal
at the detector. If the integrated area is below a certain threshold the
experimental cycle can automatically be aborted and any recorded data
is discarded. This procedure minimizes the influence of fluctuations
of the ion source on the recorded data.
3.1.2 Electrostatic lenses and benders
The goal of the ion optics is efficient guiding of the ions from the
source through the time of flight (tof) spectrometer into the radio
frequency trap and finally onto the ion detector. For this purpose a
combination of different electrostatic lenses and benders is used. The
benders are used to manipulate the direction of the ion beam, the
lenses are used to modify the beam divergence.
3.1.2.1 Working principle of the ion optics
Every bender consist of two metal plates, one of which is grounded
while the second one is connected to an external voltage supply. By
applying a voltage to the second electrode the horizontal/vertical
direction of the ion beam can be adjusted. The additional electrostatic
ion lens is used to focus and defocus the ion beam. An ideal ion lens
consists of three coaxial cylindrically-shaped electrodes. Typically the
outer electrodes are grounded (F0 = 0), while the potential of the
center electrode F1 is adjusted. Fig. 24 (a) shows the potential surface
as well as a simulated beam path for F0 < F1. An ion passing the
lens perfectly on the center axis will only experience a force in axial
direction decelerating the ion in the vicinity of the center electrode
before being accelerated back to its initial velocity. For an off-center
trajectory however, the ion experiences an additional force in transver-
sal direction. The strength of this force depends on the curvature
of the electric potential in radial direction F00(z) = d2F/dr2jz. For
F00(z) > 0 the transversal force points towards the center axis, for
F00(z) < 0 away from the center axis, focusing and defocusing the ion
beam respectively. Fig. 24 (b) shows the curvature in radial direction
as the ion passes through the lens (dashed red line). At the border
between every two electrodes (indicated by the dashed black lines)
the ion experiences a region of focusing and a region of defocusing,
as schematically depicted in Fig. 24 (c). An overall focusing of the ion
beam is achieved as the ions are decelerated inside the center electrode
thus spending more time in the regions focusing the beam than in
the regions defocusing it. The same argument holds if the potential
of the center electrode is chosen to be smaller than the ones of the
outer electrodes. In this case the ion is accelerated in the center part of
the lens, but also the regions of focusing and defocusing are reversed,
leading to the same overall focusing effect as before.
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Figure 24: Working principle of an electrostatic einzel lens. (a) The potential
surface for a lens with F0 < F1 is shown (green grid). Also
shown are simulated ion trajectories passing through the lens.
(b) Electric potential and second derivative on the center axis
[109] as a function of z-position. (c) Illustration of the beam path
in analogy to an optical system consisting of four separate lenses.
Taken from [100].
In the so called paraxial approximation which assumes small initial
beam divergences, the focal length f of the lens is given by [109]
f = 4
s
Ekin,i
q
0@ z1Z
z0
F00(z)p
F(z)
dz
1A 1 , (45)
with q ! ions’ charge,
Ekin,i ! initial kinetic energy of the ions.
The zero of the potential F(z) corresponds to a vanishing ion energy.
The points z0 and z1 mark the axial position of the entrance of the first
and the exit of the last cylinder respectively.
3.1.2.2 Ion optics used in the HAITrap setup
In the HAITrap setup always a combination of two benders for both
transversal dimensions and a lens are combined to one unit. In total
four of these units are placed in the ions’ beam path (see Fig. 21). The
first unit is placed directly behind the source and is used to optimize
the ion flux into the tof spectrometer. Behind the tof spectrometer
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Figure 25: Electrode configuration of the lens-bender combination. Different
colors indicate different applied voltages. All green electrodes are
grounded. Potential separation is achieved by insulting spacers
made from PEEK, placed between the electrodes. The same
spacers also insulate the six screws which are used to hold
the entire setup together and fix it to a mounting plate (6).
Electrodes 1,2 and 4,5 are used as vertical and horizontal benders
respectively. All these electrodes combined add up to the outer
electrodes which in combination with the center electrode 3 serve
as the ion lens.
the ions are guided through a differential pumping stage (second
unit) and into the radio frequency trap (third unit). After the ions are
released from the trap, they are guided onto the ion detector using the
fourth unit. Due to spatial limitations of the first and fourth unit, these
units consist of a combined bender-lens setup. Fig. 25 shows the used
electrode configuration. The outer cylinders of the lens are both split
into two sections which are then used as benders. This setup works
well as long as the voltage applied to the benders is by far smaller
than the voltage applied to the lens. In our setup this condition is met,
as typical voltages applied to the lens are on the order of 100V and
beyond, whereas the benders are typically operated with only a few
volts.
3.1.3 Time of flight separation
The key element for loading the ions into the trap is the time of
flight (tof) mass spectrometer. It is based on the design by Wiley
and McLaren [110] and whose discussion we will summarize in this
section. The spectrometer employs a combination of three thin plate
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Figure 26: Schematic of the time of flight spectrometer. The top graph shows
a schematic of the used setup. The middle figure illustrates
the potential landscape and the lower graph shows calculated
trajectories for OH .
electrodes to separate the ions according to their charge-to-mass ratios.
Fig. 26 shows the working principle of this tof mass spectrometer. The
ions are placed between two electrodes which have a distance of d1
and a voltage difference of U1. A third electrode is placed behind the
second electrode with a distance of d2 and a voltage difference of U2.
An ion detector is placed a distance L from the third electrode.
This electrode configuration creates three separate regions which
are characterized by their constant field gradients. Placing an ion at a
distance d0 from the center electrode (see Fig. 26), it is accelerated to a
velocity of
v1 = v(d1) =
s
2q
m
d0
d1
U1 , (46)
with q ! ion charge,
mi ! ion mass.
before passing the center electrode and entering the second acceler-
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Figure 27: Time of flight of OH  ions as a function of their starting po-
sition d0. The top curve corresponds to a detector placed di-
rectly behind the third extraction electrode (L = 0m). The other
curves correspond to detector positions which are successively
increased by 40cm. Also shown are the curves for three opti-
mized positions Lopt for small ion distributions centered around
dˆ0 = 0.1d1, 0.5d1 and 0.9d1.
ation region. When the ion passes the third electrode and enters the
field free drift region, it has reached a final velocity of
v2 = v(d2) =
s
2q
m

d0
d1
U1 +U2

. (47)
Using these two velocities the ion’s time of flight to the detector can
be expressed by
ttot =
m
q
d1
U1
v1 +
m
q
d2
U2
(v2   v1) + Lv2 µ
r
m
q
, (48)
where each summand corresponds to the time of flight in one of the
three regions. The total time of flight is proportional to the square root
of the ion’s mass-to-charge ratio. Fig. 27 shows the ion’s time of flight
as a function of the starting position d0 for different placements of the
detector. The other variables correspond to the distances and typical
voltages used in the HAITrap experiment with d1 = d2 = 11mm,
U1 = 20V and U2 = 250V.
Fig. 27 illustrates what happens if multiple ions are extracted start-
ing at different positions d0. Different starting positions are equivalent
to a difference in the time of flight, which is recorded as a wider time
of flight distribution at the detector. To minimize this effect, the pa-
rameters of the mass spectrometer can be optimized. For an ion cloud
centered around dˆ0 with a small spacial spread Dd0  d1, the optimal
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detector position Lopt corresponds to the one where the derivative of
the total time of flight becomes zero at dˆ0, namely
Lopt =
2d2(dˆ0U1 + d1U2)
d1U1
+
2(dˆ0U1 + d1U2)3/2(d1U2   d2U1)p
dˆ0d1U3/21 U2
. (49)
At this position the first order time of flight spread is perfectly compen-
sated, which means that for a small ion cloud, all ions of a given mass
reach the detector at the same time ttot. Fig. 27 shows three examples
for different starting positions dˆ0. One should keep in mind that this
optimal position is only meaningful for relatively small ion clouds. If
however, the ions fill up a substantial volume between the first two
electrodes, it is best to choose a large dˆ0 as in this region the optimal
time of flight distribution is relatively flat over a large distance. In the * By comparing the
measured
distribution to
numerically
calculated
distributions using
Eq. (48) it is possible
to get a good
estimate about the
center and the size of
the ion cloud.
HAITrap setup, the distance to the detector is L  1.4m which lies
somewhere between the green and red curve in Fig. 27. Two resulting
time-of-flight distributions are shown in Fig. 28. They show good
agreement with numerical distributions* calculated using Eq. (48).
3.1.4 Radio-frequency trap
The working principle of linear radio frequency (rf) traps was dis-
cussed in great detail in chapter 2. We found that sympathetic cooling
with a homogeneous buffer gas is only feasible if the atom-to-ion mass
ratio x = ma/mi is below the citical value of xcrit  1.4(n  1), with
n being the multipole order of the rf trap. As our first experimental
efforts are aimed at cooling OH  ions (mi = 17) using the ultra-cold
rubidium atoms in the MOT (ma = 85), this requires a minimum
multipole order of n = 5. Only considering the optimal conditions for
sympathetic cooling, the multipole order should be chosen as large as
possible. Unfortunately, a large number of electrodes creates a problem
for the magneto optical trap, as they limit the available optical access.
Even with the thin wires used in our trap design, every additional
wire disturbs the propagation of the laser beams. The optimal number
of electrodes is therefore a trade-off between good sympathetic cooling
conditions and sufficient optical access.
We have shown in the previous chapter that the strict limitation
x < xcrit on the mass ratio only holds for homogeneous buffer gases.
In case of a localized cloud such as a magneto optical trap, we found
that the critical mass ratio looses it’s meaning as even arbitrarily large
mass ratios can lead to stable trapping conditions. Moreover, using
a mass ratio beyond xcrit allows forced sympathetic cooling (FSC), as
introduced in section 2.3.6. Using FSC it is possible to tune the ions
final energy distribution by simply changing the size of the atom cloud
or the radio frequency voltage applied to the ion trap. We therefore
decided to use an octupole trap (n = 4) for the HAITrap experiment.
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Figure 28: Comparison of measured and calculated tof distributions for two
settings of the tof mass spectrometer. The top graph (a) shows
an extraction with a single acceleration stage (U2 = 0). In this
case the detector is far from the optimal position and the O  and
OH  ions are not separated. The calculated curve corresponds
to a small cloud starting close to the first electrode (d0  d1). It
seems that ions starting further away from this electrode do not
gain enough energy to efficiently reach the detector. The bottom
graph (b) corresponds to the optimal settings with the detector
at Lopt. In this case, the OH and OH  ions are well separated.
3.1.4.1 Trap design
A picture of the trap was already shown at the beginning of the
chapter (Fig. 20). The ion trap was designed and constructed in the
group of Roland Wester [101, 102] and only slightly modified to fit
all requirements of the HAITrap setup. Fig. 29 shows a technical
drawing of the trap and it’s mounting cage. The cage consists of
four 5mm threaded rods which are screwed into a CF160 vacuum
flange. They are mechanically stabilized by circular metal plates with
a hollow center which are placed roughly every 5cm. All components,
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Figure 29: Electrode configuration of the radio frequency trap. At the top
the full setup of the CF160 flange holding the ion trap, two lens-
bender combinations and the ion detector is shown. All party
are mounted in a cage system build from four threaded rods
and circular metal plates placed approximately 5cm. The bottom
figures show a top and side view of the ion trap. The different
electrodes are indicated by different colors. All blue electrodes
are used to shield external fields, the red electrodes are the
hollow endcaps used to load the trap and for axial confinement.
All white parts are insulators which are placed in a way that
they never face the trap itself.
including two sets of benders and electric lenses placed in front and
behind the trap are mounted on these circular plates. The CF160 flange
splits up into five smaller CF40 flanges, three of which are equipped
with electric high-voltage feed-throughs, the center one containing the
ion detector and one being currently unused. The main motivation
behind this setup was to have the complete mechanical setup as well
as the electrical connections to all electrodes on a single vacuum flange.
This way, the entire setup could be easily assembled and all electric
connections were checked before the entire setup was placed inside
the vacuum chamber.
The ion trap consists of eight rf electrodes, two hollow endcaps
electrodes and four shielding electrodes, two of which are placed in
axial direction around the endcaps and two are placed above and
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Figure 30: Loading scheme of the ion trap. Shown are the traps static electric
potential an the center axis for the three stages of the loading
cycle. Indicated in blue is an ion cloud approaching the trap
from the source and being extracted towards the ion detector.
below the trap. All these electrodes are held together by plastic screws
and are mounted between two of the circular metal plates of the cage.
The trap itself has a total length of 34mm and a diameter of 6mm.
Radial confinement is provided by eight gold coated molybdenum
wires with a diameter of only 100mm. This is far less than the ideal
rod diameter of d = 2mm (cf. Fig. 1) which results in deviations from
the perfect multipole field (Eq. 1) of the ideal linear multipole trap.
These deviations are strongest close to the electrodes and become very
small around the trap center. We therefore expect the difference to be
negligible as long as the ion’s are confined sufficiently close to the
trap’s center.
Typically a radio-frequency voltage of Vrf = 400V (peak to peak)
and wrf = 2p  7.8MHz is used which corresponds to a stability
parameter of h =0.03 for OH . The rf-voltage source is based on a
design by Jones and Anderson [111, 112]. An additional offset voltage
Voff can be applied to the rf electrodes putting the whole trap on a
higher potential which is used to decelerate the ions when they enter
the trap.
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Figure 31: Detection of ions. From the recorded signal a moving average
is calculated and shifted by a fixed offset settings the detec-
tion threshold. Every time the signal rises over the threshold is
counted as an ion, as indicated by the three arrows in the inset
showing a zoom into a small part of the trace.
3.1.4.2 Loading and extraction sequence
The ions are guided into the trap through the hollow endcap electrodes
placed on both ends of the trap. A typical trapping sequence is shown
in Fig. 30. The ions approach the trap from the source with an energy
that is determined by the voltages applied to the tof mass spectrometer
(Eq. (47)) and is typically on the order of Ekin  250eV. During the
loading sequence, both endcaps are open (Vopen  125V) and the trap
offset is chosen to roughly match the energy of the approaching ions.
After the ions pass the endcap facing the source and enter the trap,
both endcaps are closed (Vclose  260V), providing axial confinement
for the ions. In combination with the radial confinement of the rf
electrodes the ions are now trapped.
Below the trap a second piezo valve is mounted which is a sim-
plified version of the one presented in section 3.1.1.2 and provides
the possibility to flood the trap with helium gas. This way the ions
thermalize to approximately room temperature, which significantly
increases the trapping efficiency as well as the average storage time.
Finally, some time ttrap later, the ion’s are extracted through the endcap
electrode facing the ion detector.
3.1.5 Ion detection
The ions are detected in a channel electron multiplier (channeltron).
The detector is placed inside a 20cm long CF40 tube which is connected
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Figure 32: Electrode configuration of the HAITrap setup as implemented in
SIMION. The top part shows the setup of the source chamber up
to the differential pumping stage, including the tof mass spec-
trometer. The bottom part shows the science chamber, including
the radio-frequency trap. In SIMION the fields are calculated
based on a three dimensional grid with cubic unit cells. In or-
der to account for the different sizes of different electrodes, the
whole setup has been constructed out of multiple grids with
different resolutions. Especially the trap electrodes were simu-
lated with an increased resolution to account for the very small
rf electrodes. Some resulting trajectories are shown is orange.
Adapted from [100].
to the center of the CF160 flange holding the ion trap setup (see above).
Depending on the charge of the ions, the detector and the read out
electronics can be operated in two different modes, one for positive
and one for negative ions. A single ion hitting the detector leads to
a small voltage peak with a width of approximately 5ns and a hight
of 30mV. This signal is amplified by a fast pre-amp and recorded by
a digital oscilloscope which is connected to the experimental control
software. After a full ion trace is recorded it is transferred to the
computer where is analyzed directly by the software to display the
number of detected ions and saved for later analysis. The algorithm for
counting the number of ions in a single trace is illustrated in Fig. 31.
3.1.6 Optimization of the trapping efficiency
The trapping efficiency of the ions depends on a large number of
parameters, from the ion production all the way to the extraction from
the trap. We will discuss the relevant parameters in the order of their
location in the ions beam path. Due to the large number of parameters
involved and the fact that many of them are strongly correlated we
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decided to simulate the ion’s beam path through the entire setup using
a numerical simulation software called SIMION. Fig. 32 shows the
entire electrode configuration as it was implemented in the software,
including as set of simulated ion trajectories. A detailed description
and all results of these numeric calculations can be found elsewhere
[100].
3.1.6.1 Ion production
The efficiency of the ion production depends on different parameters
starting with the used gas mixture and gas pressure. The gas mixture
determines which kind of ions are produced and the pressure influ-
ences the velocity distribution of the gas jet leaving the valve. In order
to achieve a stable plasma ignition the gas mixture typically contains
a large fraction of a gas like hydrogen, oxygen, argon, nitrogen or
neon seeded with a small fraction of a different gas which is chosen
depending on which ions are desired. For the production of OH  we
use argon seeded with water vapor [113, 114].
The piezo valved is opened for tvalve = 80ms and dplasma = 160ms af-
ter the valve opens a voltage of Uplasma  830V is applied to the anode
for tplasma = 80ms. As explained before, this procedure is repeated five
times with a delay of 750ms between consecutive pulses which greatly
increases the chances of a successful plasma ignition. The last pulse is
then used to load the ion trap.
3.1.6.2 Ion benders and leses
The voltages applied to the different benders and lenses differ for
each bender/lens combinations. Voltages applied to the benders are
typically below 20V, whereas the voltages applied to the electro-static
lenses strongly depends on the velocity of the ions. From the numeric
simulations we know, that the voltages for the lenses have two op-
tima, one at positive and one at negative voltages [100]. We found
the same behavior in the experiment. For an acceleration voltage of
Uoff =  250V, the positive optimum for all lenses following the mass
spectrometer lies close to +400V, the negative optimum lies in the
range between  150V and  200V. Only the lens between source and
mass spectrometer is operated at much lower voltages (below 5V), as
at this point of the beam path the ions only have thermal velocities.
The settings used for all measurements presented in this work can be
found in Table 1.
3.1.6.3 Time-of-flight mass spectrometer
There are two main settings for the mass spectrometer, the applied
voltages and the time at which the spectrometer is triggered. The time
is set as a fixed delay dspec relative to the plasma ignition which has
to match the ions time-of-flight from the source to the spectrometer.
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hor. bender vert. bender lens
source 0V  19V 0V
mass spec.  17.3V 10.7V 200V
trap 2V  12.3V 165V
detection 0V 0V 140V
Table 1: Typical settings of the benders and lenses.
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Figure 33: Number of ions depending on the timing of the mass spectrom-
eter. Every delay time corresponds to a different time-of-flight
from the source and thus a different velocity. Therefore, the
shape of the curve directly relates to the velocity distribution of
the ions.
By varying the length of the delay (see Fig. 33), it is possible to gain
information about the velocity distribution of the ion beam from the
source.
Choosing the voltages of the time of flight mass spectrometer, differ-
ent aspects have to be considered. First, the ratio of the two voltages
U1 and U2 define the focus point of the mass spectrometer as defined
in Eq. (49). In order to efficiently load the trap, the focus should lie
somewhere inside the rf-trap such that ions of the same species reach
the trap in a tightly focused bunch with the time of flight of the differ-
ent species being proportional to
p
q/m. This way, different species
can be selectively loaded into the trap by adjusting the closing time of
the endcap electrodes.
Second, the voltage U1 also determines the energy spread of the
ions as they reach the trap. As typical trap depths are typically below
1eV, all energy spreads larger than this reduce the loading efficiency.
This is particularly the case for ion clouds with a large initial spatial
distribution Dd0 (cf. Fig. 27).
Third, the absolute magnitude of the voltages U1 and U2 influences
the time it takes the ion’s to reach the trap. On the one hand, choosing
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low voltages results in a better temporal separation of the different
species which simplifies the selective loading process. On the other
hand, large voltages typically increase the transfer efficiency from the
mass spectrometer to the trap as fast ion beams are easier to focus and
the initial momentum and spatial spread becomes less relevant.
Consequently, the best choice of U1 and U2 is a trade-off balancing
all these opposing effects. For the HAITrap experiment the voltages
U1 =  10V and U2 =  245V voltages are chosen in a way, that the
focus of the mass spectrometer lies behind the trap
3.1.6.4 Ion trap
The voltage applied to the rf-electrodes is Uoff + Urf sin (wt) with
Urf  200V and w = 2p  7.6MHz. The voltage offset is required to
decelerate the ions inside the trap and is therefore chosen to match
the voltages of the mass spectrometer with U1 + U2 < Uoff < U2.
While the ions enter the trap from the mass spectrometer, the endcap
electrodes are set to a voltage of Uec,open =  120V (cf. Fig. 30) and
dclose  20ms after the mass spectrometer is triggered the OH  ions
reach the trap. At this moment, the endcap electrodes are switched to
Uec,open = Uoff   5V, confining the ions inside the trap.
The time delay between the arrival of the OH  and the O  ions is
too short to selectively only load a single species. In order to eliminate * The photo-
detachment threshold
of O  is 1.49eV
whereas the one of
OH  is on the order
of 1.83eV. Therefore
the 780nm
(Eg  1.59eV) laser
only detaches O .
all O  ions from the trap, the laser of the magneto optical trap can be
used as it’s wavelength of 780nm is only sufficient to neutralize O 
via photodetachment* [115].
Other crucial parameters are the voltages applied to the four shield-
ing electrodes. Fig. 34 shows the axial and radial potentials of all
electrodes surrounding the trap. In order to achieve stable trapping
conditions, a potential minimum in all dimensions has to be achieved.
Unfortunately, the offset voltage Uoff applied to the rf wires creates a
potential maximum in axial direction which cannot be compensated
by endcap electrodes on a similar voltage. Consequently, an axial
potential minimum can only be achieved by applying an additional
voltage to the shielding electrodes placed to the left and right of the
trap, surrounding the endcaps.
The voltages applied to the endcap and shielding electrodes create
a de-confinement in radial direction which close to the center scales
as  r2. Close to the center, this de-confinement can therefore not be ** This is a common
problem of all
multipole traps with
n > 2. Only in a
Paul trap with it’s r2
effective potential
can a harmonic
de-focusing be
compensated.
compensated by the radio frequency field which creates a r6 potential.
As a result, the total radial potential always exhibits a local maximum
at the trap center surrounded by off-center minima**.
Fig. 35 shows two calculated potentials for voltage combinations
resulting in a three dimensional minimum. Also indicated are the ions
density distributions assuming a thermal energy distribution. For an
offset voltage of Uoff = 250V as used for loading the ion trap from the
mass spectrometer, the depth of the radial pockets is on the same order
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Figure 34: Calculated trap potentials along the center axis of the trap and
in radial direction. In axial direction the offset voltage creates a
harmonic deconfinement which has to be compensated using the
shillings to the left and right and the endcaps. These electrodes
than create a deconfinement in radial direction which leads to
the advent of radial pockets.
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Figure 35: Calculated trap potentials and corresponding ion distributions
for two different offset voltages. At high offset voltages the
potential exhibits deep radial pockets which are caused by the
shielding and endcap electrodes. The depth of the pockets can
be reduced by choosing a lower offset voltage.
of magnitude as the thermal energy. The ions are therefore no longer
located at the center of the trap. This poses two main problems for the
later experiments. First, the ion distribution is imaged from the side
of the ion trap by photodetachment spectroscopy (see next chapter).
Unfortunately, the line-of-sight to the radial pockets is completely
blocked by the radio-frequency wires which are indicted by the gray
area in Fig. 35. The laser can therefore not probe a large fraction of the
ion density. Second, if the ions are located off-center, the sympathetic
cooling is far less efficient. As we have seen in the previous chapter,
it is desirable to restrict all collisions to a volume as close to the trap
center as possible. In the presence of radial pockets however, collisions
at the center cannot reduce the ion’s kinetic energy as they mainly
possess potential energy at this position.
In order to circumvent this problem, lower offset voltages have to
be applied as allows to reduce all other voltages as well with the
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exception of the radio-frequency voltage which can remain the same.
The resulting radial potential exhibits only pockets which are much
smaller than the thermal energy of the ions (cf. bottom graph in
Fig. 35).
3.1.6.5 Extraction and detection
Finally, at the end of every experimental cycle, the ions are extracted
from the trap. This can be done by simply opening the endcap elec-
trode facing the detector. It is preferable however, to apply an ad-
ditional voltage ramp to the left and right shieldings. These two
electrodes can be used in a similar configuration as the electrodes of
the time-of-flight mass spectrometer focusing the ions according to
their charge-to-mass ratio.
The extraction can be optimized under two different aspects. First,
the extraction voltages can be chosen to focus the ion’s onto the
detector. In this case, different ion species which might be present
inside the trap can be separated by time-of-flight which might be
particularly useful to investigate chemical reactions happening inside
the trap. Second, the focus point can be chosen as far away from
the detector as possible. In this case, the ions time-of-flight mainly
depends on their starting position inside the trap. Consequently, the
measured time-of-flight distributions give direct informations about
the ions axial density distribution.
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3.2 the atom trap
In this section we will discuss the magneto optical trap for rubidium
atoms used in the HAITrap experiment. Laser cooling and trapping of
the atoms is achieved by six laser beams which are slightly detuned
from a closed atomic transition. An introduction into the principles
of atom light interactions is followed by a discussion of the cooling
and trapping forces in a magneto optical trap. After this conceptional
introduction, details of the experimental setup as used in the HAITrap
are presented. All required laser beams are prepared on a separate
optical table and transported to the experiment via optical fibres. In the
experiment the atoms are pre-cooled in a two dimensional magneto
optical trap which creates a dense beam of rubidium atoms which
has an average velocity by far lower than the thermal velocity. This
beam is directed towards the center of the science chamber where the
atoms are trapped in a dark spontaneous force optical trap which is
an improved version of the standard magneto optical trap. Finally
using a resonant laser beam the atoms are detected on a CCD camera
placed below the science chamber.
3.2.1 Principle of a magneto-optical trap
A magneto-optical trap uses the light forces acting on an atom placed
inside a near-resonant laser beam which is detuned from the atoms
resonance frequency w0 by dg = wg  w0 with wg being the frequency
of the laser. The actual frequency experienced by the atom depends
on it’s velocity in propagation direction of the laser which induces a
Doppler-shift of ddop =~k~va with~k being the wave vector of the light
field and ~va being the atom’s velocity. The resulting velocity dependent
force is largest for a velocity vres leading to a Doppler shift exactly
matching the detuning of the laser (ddop = dg). For a laser with dg < 0
the atom experiences a strong decelerating force if traveling with vres
towards the laser (ddop < 0) compared to a much weaker accelerating
force if moving away from the laser. Using six of these red-detuned
laser beams (dg < 0) pointing on the atom from all direction this leads
to a force which always acts against the propagation direction of the
atom. Consequently, the atom performs a strongly damped motion
efficiently reducing the atoms velocity. A resulting gas of laser cooled
atoms is called an optical molasses.
Additional spatial confinement of the atoms can be achieved by
superimposing a magnetic quadrupole field and using circularly po-
larized laser beams. In the same way, the velocity dependent force
lead to a strong damping of the atoms velocity, the interplay of mag-
netic field and light polarization leads to a spatially dependent force
which points to the center of the quadrupole field [116]. Fig. 36 shows
the magnetic quadrupole field and corresponding light polarizations
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Figure 36: Magnetic field and laser configuration of a magneto optical trap.
With the shown combination of magnetic quadrupole field and
circular polarization a magneto optical trap can be realized. The
polarization of every beam before and after the center of the
magnetic field is indicated.
needed for a magneto-optical trap (MOT). In the literature there is
some confusion about the correct light polarization which is mainly
caused by miss-labeled polarization states. The beams in Fig. 36 are
labeled with s+ and s  indicating their sense of rotation with respect
to the magnetic field direction. Consequently, every beam changes it’s
label as the orientation of the magnetic field inverts at the center of
the quadrupole field (see Fig. 36). The confining force results from the
spatially dependent Zeeman splitting of the atomic sublevels resulting
in different transition frequencies for the two light polarizations. For
the definition used here, s+ polarization results in a larger, s  in a
smaller transition frequency. As before, the laser is red-detuned from
the unshifted transition which yields a stronger photon scattering and
thus a force from the beams with s  polarization. Only at the center
the forces are balanced as the magnetic field becomes zero. Therefore,
if all beams approaching the center have s  polarization, a confining
force pointing to the zero of the magnetic field is achieved.
3.2.2 Laser system
Fig 37 (left side) shows the level scheme of the rubidium (85Rb) D2 line
which is used in our experiment. In order to set up a magneto optical
trap for any species, one is always trying to find so called closed
cooling transitions. A closed cooling transition refers to a transition
from an initial state jii to an excited state jei with the only possible
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Figure 37: Preparation of all laser frequencies used for the Dark SPOT. The
left side shows a hyperfine level scheme of the 85Rb D2 transition
(not to scale). Marked are the cooling and repumping transition
used for laser cooling and the frequencies of the used lasers. On
the right side the preparation of the different beams is illustrated.
Both lasers are locked on the strongest crossover peaks. Using an
AOM before the spectroscopy setup, the actual laser frequency
can be altered independent of the locking point. The use of all
indicated laser beams is explained in the text.
decay leading back to jii. Using this kind of transition, the atoms
can be pumped between these two states without ever being lost
which means that the MOT can be operated using a single laser.
Such kind of closed cooling transitions can easily be found in all
Alkali metals as they have a simple electronic structure with only a
single electron occupying the outermost shell. For 85Rb the transition
52S1/2(F = 3)! 52P3/2(F0 = 4) is a closed cooling transition.
The only problem of this transition is the relatively small energy
splitting of the upper hyperfine states which is only about one order
of magnitude larger than the natural line width of the transition
G = 2p  6.066MHz. Consequently, roughly every 1000 transitions,
the atoms are pumped to the 52P3/2(F0 = 3) state from where they
can decay to 52S1/2(F = 2). This state cannot be addressed by the laser
pumping the cooling transition as the splitting of the lower hyperfine
levels is too large ( 3GHz). In order to pump the atoms back to the
cooling transition, a second laser is used on the so called repumping
transition 52S1/2(F = 2)! 52P3/2(F0 = 3).
The preparation of all laser beams used in the HAITrap experiment
is illustrated in Fig 37 (right side). Two lasers are used, a Toptica
TA-pro (780nm) with an output power of approximately 750mW and
a home-build diode laser with an output power of about 70mW. Both
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Beam name Laser AOM detuning
TA spec. TA +2 62 MHz —
3D cooler TA +2 83 MHz  2G
probe TA +2 92 MHz 0
2D cooler TA +2 87 MHz  1.5G
2D pusher TA +2 83 MHz  6G
DL spec. DL  2 72 MHz —
3D RP DL  2 56 MHz 0
fill-In DL  112 MHz 0
2D RP DL  112 MHz 0
Table 2: Laser frequencies typically used in the HAITrap experiment.
lasers are actively stabilized by doppler-free frequency modulation
spectroscopy [117]. The required sidebands are added directly in the
laser by modulating the current of the diode. The output beam of
the laser is split up by a combination of half-wave plates and polariz-
ing beam splitters into five (TA) and four beams (DL). Every beams
then passes an acusto-optical modulator (AOM) and is subsequently
coupled into an polarization maintaining single-mode fiber which
transports the light to the experiment. The AOMs are used to shift the
frequency of every beam to the desired value and to turn single beams
on and off. Table 2 summarizes all frequencies used in the experiment.
All AOM frquencies which are include a factor two correspond to
beams which are set up in a double-pass configuration [118]. On the
one hand, this configuration has the advantage that the light frequency
of the beam can be modified in the experiment without decoupling
the beam from the optical fibers. On the other hand, the light has to
pass the AOM twice resulting in a lower efficiency as on every pass
about 20% of the light is lost. Therefore, only beams whose frequency
is adjusted regularly are set up in a double pass configuration.
The two beams labeled with DL spec. and TA spec. refer to the
ones used in the Doppler-free spectroscopy setup. These beams are
shifted in frequency prior to the spectroscopy setup used to lock
the lasers. Consequently, the locking position differs from the actual
laser frequency (see Fig. 37). The idea behind this setup is to be able
to lock the lasers on the strongest peak of the spectroscopy signal.
Unfortunately, starting at this frequency it is not possible to shift all
beams to their desired frequencies, as the small shift possible with an
AOM is on the order of 60MHz. The purpose of all other beams listed
in Table 2 is expained in the following two sections.
3.2.3 Two-dimensional magneto-optical trap
One of the limitations of a magneto optical trap is it’s limited capture
velocity. The capture velocity denotes the maximum velocity at which
3.2 the atom trap 69
Figure 38: Exemplary trajectories in the glass cell of the 2D MOT. The
shown trajectories were calculated by solving the atoms equation
of motion in the light field of the 2D MOT setup. All atoms were
chosen to start on the surface of glass cell, assuming that inter-
atomic collisions can be neglected. The atom flux out of the 2D
MOT can be estimated by comparing the number of trajectoryes
passing the dxit hole (green) to the number trajectories ending
in another wall (red) [120].
an atom can enter the light field of the trap and still be trapped. As
discussed previously (see section 3.2.1), the light force is strongest
for the velocity vres leading to a Doppler shift matching the laser
detuning. Atoms moving faster than this velocity experience a weaker
decelerating force and beyond a certain limit (the capture velocity)
they pass through the trapping region without being stopped. Typical
capture velocities for rubidium are 30-40m/s [119]. This is much lower
than the atoms thermal velocity at room temperature ( 300m/s)
which is why we use a pre-cooled atom beam to load the magneto
optical trap.
The atom beam is provided by a two-dimensional magneto-optical
trap (2D MOT). A 2D MOT works in the same way as a normal MOT
with the only difference being that atoms are only cooled in two
dimensions creating a cold atom beam in the third. One could naively
think, that the resulting atom beam still has thermal velocities in
propagation direction, as the atoms are not actively decelerated in this
direction. This is not the case however, as there is a passive selection
of slower atoms. Fast atoms pass the light field of the 2D MOT very
quickly and are therefore hardly affected by the light forces. Only slow
atoms interact long enough with the light field to be confined into the
beam and pass a small exit hole which connects the 2D MOT with the
main science chamber. This behavior is illustrated in Fig. 38, which
shows a set of calculated trajectories with the geometry of the setup
matching the one used in the HAITrap experiment.
Fig. 39 shows the 2D MOT setup used in the HAITrap experiment.
The central aspects and ideas which led to this final setup are listed in
the following.
 Compact design. The 2D MOT is a build as a single module
which is connected to the main chamber via a CF16 flange with
a tube shaped differential pumping stage in between. All laser
beams are transferred to the setup via optical fibers from a
separate optical table. The fiber couplers and all the other optics
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Figure 39: 2D MOT setup as used in the HAITrap experiment. At the top
the three dimensional CAD model which was used to machine
all parts of the 2D MOT is shown. The bottom figure shows a
cut through the center plane of the setup, illustrating the path of
all used laser beams. Details about the setup can be found in the
text.
is placed on a metal cage which surrounds an AR-coated glass
cell which contains two Rb dispensers.
 Sufficient Rb pressure. It has been shown that the flux of the 2D
MOT largely depends of the Rb pressure in the glass cell. On
the one hand, the higher the pressure, the larger the number
of available atoms that can be confined into the beam. On the
other hand, a larger pressure also reduces the mean-free-path
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length of the atoms which can reduce the achieved flux once it
becomes comparable to the average distance to the exit hole. The
resulting optimal rubidium pressure has been measured to be
approximately 1.8 10 6mbar [121]. In our setup the rubidium
is provided by two dispenser located at the end of glass cell
facing the science chamber.
 Length of cooling region. A larger cooling region enhances the
total trapping volume leading to an increased flux. Moreover,
using a longer trapping volume also lets the atoms more time to
interact with the light field which increases the number of atoms
which can be confined to the beam (see above). We use three
separate cooling regions which are created by splitting up the
trapping beam using two polarizing beam splitters (see Fig. 39).
It has been shown that using multiple cooling regions instead of
a single large cooling volume results in nearly the same flux as
the transfer efficiency between different cooling regions is very
good [122].
 Pushing beam. An additional cooling beams used which passes
the glass cell on it’s center axis. We find that by choosing a
relatively large detuning for this beam, the total atom flux of
the 2D MOT can be increased by nearly a factor of two. We
attribute this to the atoms which are confined to the center
axis but travel in opposite direction. The pusher beam can turn
this second beam around which explains the factor of two. In
other work it has been found that a second pusher beam in
opposite direction can further increase the atom flux and reduce
the average velocity of the atom beam [123, 124]. In our setup
however, this additional beam only resulted in a lower atom flux
which is why it is no longer used.
 Robust magnetic field. A two-dimensional quadrupole field as
required for the 2D MOT is created by a total of 12 permanent
magnets which are placed on two metal holders around the
glass cell. The advantage of using permanent magnets instead
of magnetic coils is reduced magnetic noise. Both magnetic
holders can be moved in and out to create different magnetic
field gradients. The best flux is achieved with a field gradient of
15-18 G/cm. We found that additional compensation coils are
required to guide the atom beam through the small exit hole.
These two pairs of coils are placed around the cage holding all
the optics.
 Differential pumping. In order to maintain good vacuum condi-
tions in the science chamber while still achieving sufficient Rb
pressure in the glass cell, a differential pumping stage is placed
between the two which can maintain a pressure difference of
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up to three orders of magnitude. It consists of a 13cm long tube
with a 800mm hole on the end facing the glass cell. The small exit
hole also filters out faster atoms which as discussed previously
are less confined to the center axis (see Fig. 38).
 Laser frequencies and intensities. As explained previously, a
magneto optical trap for Rb requires two lasers, one on the
cooling (2D cooler)) and one on the repumping transition (2D
RP). The achieved atom flux strongly depends on the used laser
powers as well as the detuning of the cooling laser. We found
that the atom flux saturates for a total power (added power of
all beams) of P  110mW for the 2D cooler and P  5mW for
the 3D RP. The optimal detuning of the cooler was found to be
dg  2G. For the pusher beam a power of 1mW and a detuning
of 6G is used.
This setup creates a beam with a total atom flux of 4 109 atoms/s,
a beam divergence of 26mrad (FWHM) and an average velocity of
only 14 m/s, which compares favorably to most other 2D MOTs
[125, 123, 126, 121, 124, 127]. Further details about the 2D MOT setup
and it’s characterization can be found elsewhere [120].
3.2.4 Dark spontaneous force optical trap setup
The atom beam from the 2D MOT is trapped in a dark spontaneous
force optical trap (Dark SPOT) [128]. This is a slightly modified ver-
sion of a normal MOT leading to larger final densities and a larger
population of atoms in the ground state. In order to understand the
working principle of a Dark SPOT we first have to understand what
limits the density in a magneto optical trap. There are three main
processes which limit the density. First, multiple photon scattering
disturbs the trapping forces, as photons are scattered in random di-
rections with random polarization. These photons are therefore not
consistent with the polarization of the trapping and lead to a repulsive
force if absorbed by other atoms. Second, inelastic collisions of an
atom with a second excited atom lead to losses from the trap, as the
trap depth of a MOT is not very large. Third, an elastic collisions with
the room-temperature background gas also expels the atom from the
trap.
The last loss mechanism can simply be avoided by a sufficiently
low background pressure. In our vacuum chamber the background
pressure is 10 9mbar which results in an atom lifetime of approxi-
mately 3-4s which is considerably longer than the time required to
load the trap which is on the order of 300ms. We are therefore not
limited by the background pressure. The other two loss mechanisms
however, directly depend on the atom density in the trap. This limits
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Figure 40: Optical setup of the Dark SPOT setup and the imaging system.
The light components contained in all beams are labeled in red.
Details about the different part of the setup can be found in the
text. Adapted from [99].
the maximum achieved densities in a MOT to about 1010 atoms/cm3
[129, 130].
The main improvement of the Dark SPOT is to reduce both of these
loss mechanisms which is achieved by increasing the population of
atoms in the 52S1/2(F = 2) state and thus removing them from the
cooling cycle. Less atoms in the cooling cycle results in fewer scattered
photons and less excited atoms which were exactly the main factors
limiting the density of the MOT. Increasing the number of atoms in
52S1/2(F = 2) the so called dark state, can be done by means of a
reduced repumping power or an increased detuning of the repumper.
The problem of this entire scheme is that once the atoms are in
the dark state they are no longer actively cooled or trapped. This is
why many Dark-SPOTs are operated in two steps. First, in the initial
trapping phase the trap is operated with full laser power to achieve
efficient loading of a large number of atoms. In a second step the
trap is then switched to Dark SPOT operation which leads to a fast
increase of the atom density which occurs on a time scale of tens of
milliseconds. This is particularly useful if the Dark SPOT is used only
as a first cooling step and is for example used to load a dipole trap. In
this case a momentary increase of the phase space density is all that is
required.
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In the HAITrap experiment the Dark SPOT serves as a cold buffer
gas for the trapped ions. As the ion-neutral collision rate is typically
only on the order of a few Hz, a steady state operation of the Dark
SPOT is required. Fig. 40 shows the setup used in our experiment. The
setup features the following components.
 Magnetic fields. The quadruple field for the MOT is created
by two coils placed above and below the ion trap which are
operated in anti-Helmholtz configuration. The coils are placed
inside the vacuum chamber to minimize the distance to the trap
center which allows fast switching times ( 1.2ms). Both coils
have a total of 12 windings each and are placed 12cm apart with
an inner diameter of 7cm. With this configuration magnetic field
gradients of up to 60G/cm can be achieved by applying a current
of 100A. The coils are made from caption insulated copper wires
(2x3mm) with a hollow core which is used for water cooling.
 Trapping beams. Three large fiber couplers provide beams with
a diameter of 24mm (1/e2) for the magneto optical trap. Two
horizontal beams pass the ion trap in a 45 angle with respect
to the center axis (see Fig. 21). The third beam passes through
the circular holes in the shielding plate at the top and bottom
of the ion trap (see Fig. 29). All beams are retro-reflected after
passing the chamber and quater-wave plates placed on all sides
of the chamber provide the necessary polarization for the MOT.
Every beam contains light on the cooling transition and one
additional wavelength which is coupled into the same fiber with
crossed polarization. The vertical beam contains resonant light
on the cooling transition which is used to probe the atom cloud.
Both horizontal beams include light on the repumping transition
which we call "fill-in" light.
 Dark SPOT. The "fill-in" light included in the two horizontal
trapping beams is not used in standard operation but only for
absorption imaging as explained below. Instead, two additional
fibers provide light on the repumping transition. These beams
pass a glass plate with a circular spot in the center blocking the
light. This spot is imaged to the center of the chamber where
the MOT is created. Fig 41 (a) illustrates the used optics creating
a hollow beam with a measured extinction ratio of more than
1:200 at the center. The beams are overlapped with the horizontal
trapping beams using a PBS which is placed between the cham-
ber and the mirror for the back-reflected beam (see Fig. 40). With
this setup a steady state Dark SPOT has been realized where the
atoms at the center are kept in the dark state and only atoms
approaching the outer parts of the trap are pumped back to the
cooling transition.
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Figure 41: Schematic of the optical setups used to prepare the hollow re-
pumping beam and the imaging system. Adapted from [99].
 Absorption imaging. In order to characterize the atom cloud an
absobtion imaging system as illustrated in Fig 41 (b) is used. By
illuminating the cloud with a resonant laser beam the density
profile of the cloud can be characterized. For this purpose the
cloud which casts a shadow in the probe beam is imaged onto a
CCD camera. As the probe beam only addresses atoms which
are in the 52S1/2(F = 3) state all atoms are pumped into this
state prior to the imaging sequence using the "fill-in" beam. The
probe light is split from the horizontal trapping beam by another
polarizing beam splitter which is placed below the chamber. As
the cooling and probe light have crossed polarization the MOT
operation is not influenced. The used 4-f imaging system reduces
the cloud size on the camera by a factor two. Further details
about the absorption imaging can be found in the next section.
3.2.5 Saturated absorption imaging
In order to investigate the shape and density of laser-cooled atomic
clouds there are two main techniques, fluorescence and absorption
imaging. The first one observes the light scattered by an atom cloud
illuminated by a resonant laser beam, the latter one detects the shadow
in the probe beam created by the scattered photons. With both tech-
niques a two-dimensional projection of the atom density profile can
be calculated. This is based on the precise knowledge of the photon
scattering rate and angular scattering distribution of all atoms in the
cloud. While the magneto optical trap is operated this is a nearly
impossible task, as the complicated interplay of beams of different
polarizations and the magnetic quadrupole field leads to a complex
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spatial dependence of the scattering cross section and angular dis-
tribution. In order to measure the atom density with high accuracy
it is therefore necessary to take the image under more controlled
conditions.
3.2.5.1 Atom-light interaction
The rate at which an atom scatters light from a laser beam can be
derived from the optical Bloch equations. For a laser pumping the
transition between the ground state jgi and an excited state jei, the
atom population in the excited state is given by [131]
ree =
(W/G)2
1+ 4(dg/G)2 + 2(W/G)2
, (50)
with W ! Rabi frequency,
G ! natural linewidth of transition,
dg = wg  w0 ! detuning from resonance.
This steady state excited state population results from the correspond-
ing photon scattering rate of Rg = Gree which is typically written in
terms of a saturation intensity
Rg =

G
2

(I/Isat)
1+ 4(dg/G)2 + (I/Isat)
(51)
with I ! laser intensity,
Isat ! saturation intensity of transition.
The saturation intensity corresponds to the intensity at which the
scattering rate on resonance reaches half it’s maximum value of Rg =
G/2. This intensity is specific to the driven transition and can be
expressed as
Isat =
c e0G2h¯2
4j~e  ~dj2 , (52)
with ~e ! unit polarization vector,
~d ! atomic dipole moment,
c = 2.997...  109m/s ! speed of light,
h¯ = 1.054...  10 34J s ! Planck constant,
e0 = 8.854...  10 12F/m ! vacuum permittivity.
This means that the rate at which photons are scattered by the atomic
cloud strongly depends on the used polarization and the specific
atomic sublevels which are being pumped. The relative transition
strengths in the sum are given by the Clebsch-Gordon coefficients
of the transition. Table 3 summarizes the coefficients for the cooling
transition 52S1/2(F = 3)! 52P3/2(F0 = 4). For atoms with multiple
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magn. sub-level s+ pol. p pol. s  pol.
mF = 3
p
1/2  p1/8 p1/56
mF = 2
p
3/8  p3/14 p3/56
mF = 1
p
15/56  p15/56 p3/28
mF = 0
p
5/28  p2/7 p5/28
mF =  1
p
3/28  p15/56 p15/56
mF =  2
p
3/56  p3/14 p3/8
mF =  3
p
1/56  p1/8 p1/2
Table 3: Clebsch-Gordon coefficients of the 52S1/2(F = 3)! 52P3/2(F0 = 4)
transition.
magnetic sublevels, the total scattering rate of the cloud illuminated
by a light field with a polarization q is given by
Rg,q = Gå
m0F
rem0Fem0F

F0m0FF1mF( q)2 , (53)
with rem0Fem0F ! population of magnetic sub-level m0F,
F0 ! hyperfine level of excited state,
F ! hyperfine level of ground state,
m0F ! magnetic sub-level of excited state,
mF = m0F + q ! magnetic sub-level of ground state.
The different polarizations correspond to q = 1 for s polarized
light and q = 0 for p polarized light. Besides the different scattering
rates, different polarizations also lead to different angular distributions
of the scattered light
p(q, f) =
3
16p
(1+ cos 2q) (for s) ,
p(q, f) =
3
8p
sin 2q (forp) . (54)
These complicated dependences on the level populations and light
polarizations makes it very difficult to calculate the total scattering
rate and angular distribution for arbitrary systems. This is exactly why
fluorescence as well as absorption imaging has to be performed under
well known conditions.
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3.2.5.2 State preparation
In order to prepare the system in a well known state, different steps
have to be taken [4]. Ideally all atoms are pumped into the same mF
level and are probed with a well known polarization. To reach this
goal, a well defined quantization axis is required which is defined by
the direction of the magnetic field. Otherwise, it is not even possible
to define meaningful mF states or to label the polarization of the light
fields with s or p.
Therefore, at the beginning of every imaging sequence all trapping
lasers and the magnetic quadrupole field are turned off. Afterwards, a
homogeneous magnetic field aligned with the propagation direction
of the probe laser is turned on. With these measures we have created a
quantization axis along the z-direction and the probe laser has a well
defined s+ polarization. At this point the atoms are still distributed
over all mF levels of the 52S1/2(F = 3) as well as the 52S1/2(F = 2) state.
In order to optically pump all atoms into the same magnetic sub-level,
the probe laser and the so called "fill-in" beam introduced priviously
are turned on for a short time. The duration of this pumping pulse
should be chosen short enough that the atom cloud is not strongly
influenced by the resulting light forces, but long enough to ensure all
atoms to reach the outermost mF level, jF = 3, mF = 3i. We will see in
the following that exactly this condition cannot be met for all systems,
including ours. The outer mF state is commonly referred to as the
"stretched state" and is a cycling transition for the s+ probe beam.
It should also be clear now why we introduced two separate beam
pairs on the repumping transition, namely the "3D RP" and the "fill-in"
beams. As the first one is prepared as a beam with hollow core (cf.
Fig. 41) it cannot be used to pump all the atoms into the stretched
state. This is where the "fill-in" beam comes in, which illuminates the
whole atom cloud.
After the pumping pulse is complete, the system is in a well defined
state and can now be used to perform density measurements with
either fluorescence or absorption imaging. Unfortunately, for some
systems it is impossible to pump all atoms into the stretched state.
This problem occurs as soon as the cloud becomes optically thick.
Optically thick means that a probe beam illuminating the cloud, is
fully absorbed over the volume of the cloud. As a result, atoms located
on the side of the cloud facing the laser, scatter far more photons than
the ones located on the rare side. For the pumping pulse this poses
a serious problem as it can take many orders of magnitude longer
to pump the atoms on the rare side into the stretched state than the
ones on the front side. Consequently, the above mentioned condition
that the pumping pulse should be short enough for the cloud not
to be influenced by the light forces of the probe beam can no longer
be fulfilled. Basically, trying to pump an optically thick cloud, the
atoms in the front are blown out of the cloud before any light ever
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Figure 42: Absorption image. From the two images shown on the left,
the two-dimensional column density of the atom cloud can be
calculated (shown on the right).
reaches atoms in the rare part. In section 3.2.5.4 we will discuss how
this problem can be overcome by saturated absorption imaging.
3.2.5.3 Standard absorption imaging
From Eq. (51) we know that a light field on resonance propagating
through an atom cloud exhibits an intensity change of
dI(x, y, z)
dz
=  n(x, y, z)

G
2

h¯wg I(x, y, z)/Isat
1+ I(x, y, z)/Isat
, (55)
with I(x, y, z) ! intensity distribution of light field,
n(x, y, z) ! density distribution of atom cloud.
For standard absorption imaging the intensity of the probe laser is
chosen far below the saturation intensity in which case Eq. (55) results
in an exponential absorption, also known as the Lambert Beer’s law,
I(x, y, z) = I0(x, y) exp
24 G
2

h¯wg
Isat
zZ
 ¥
n(x, y, z0)dz0
35 (I  Isat),
(56)
with I0(x, y) ! initial intensity distribution of laser.
In an absorption imaging measurement the column density of the
atom cloud
R
n(x, y, z)dz is determined by comparing the intensity
distribution with the cloud present Iabs(x, y) = I(x, y,¥) to the initial
intensity distribution without the cloud Idiv(x, y) = I0(x, y). These
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Figure 43: Measured optical density distributions for different peak den-
sities. The detection limit set by the pixel depth of the camera
leads to flat top distributions.
two distributions are commonly called the absorption image and the
division image. In this terminology, Eq. (56) can be written as
ln

Iabs(x, y)
Idiv(x, y)

=

G
2

h¯wg
Isat
Z z
 ¥
n(x, y, z0)dz0 = od(x, y) , (57)
with od(x, y) ! optical density.
Fig. 42 shows a typical absorption image as it is recorded in the
experiment. The optical density is a direct measure of how strongly
the beam is attenuated by the cloud. For an optical density of 5.5 the
light intensity is reduced by a factor of exp[5.5]  250 which is already
the maximum detection efficiency of an 8-bit camera (28 = 256) as
used in our experiment (see Fig. 43). The optical density at the center
of our Dark SPOT is on the order of one-hundred which corresponds
to a beam attenuation on the order of 1043. Obviously, even with the
best available cameras this cannot be measured. Moreover this is also
the reason, why the atom cloud cannot be optically pumped into the
stretched state as mentioned previously.
In order to solve this problem we implemented a technique known
as saturation absorption imaging.
3.2.5.4 Saturated absorption imaging
The idea behind saturation absorption imaging is to scan the intensity
of the probe laser over a wide range to obtain information about the
sub-level population of the atom cloud [132, 133]. As discussed above,
pumping optically thick cloud into the stretched state is impossible,
which means that we are left with an arbitrary distribution over all
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magnetic sub-levels. In this case the photon scattering rate is given by
Eq. (53) resulting in an attenuation of the probe beam of
dI(x, y, z)
dz
=  n(x, y, z)

G
2

å
mF
pmF
h¯wg I(x, y, z)/I
mF
sat
1+ I(x, y, z)/ImFsat
, (58)
with ImFsat ! saturation intensities of the different mF levels,
pmF ! population of the different mF levels.
In order to calculate the total absorption it is therefore necessary to
know the exact sub-level population. This can be circumvented by
assuming that the sum can be approximated by
å
mF
pmF
I/ImFsat
1+ I/ImFsat
=
I/(aIsat,0)
1+ I/(aIsat,0)
, (59)
with Isat,0 ! saturation intensities of the stretched state,
a ! dimensionless scaling parameter.
In this case Eq. (58) becomes formily equivalent to Eq. (55) with an
effective absobtion intensity of aIsat,0. We have verified numerically
using arbitrary sub-level population that using the effective absorption
intensity typically agrees within a 10% error-margin with the result
obtained by using the full sum over all states [99]. Solving Eq. (58) for
arbitrary laser intensities leads to an optical density distribution of
od(x, y) = a ln

Iabs(x, y)
Idiv(x, y)

+
Idiv(x, y)  Iabs(x, y)
Isat
. (60)
This equation differs fundamentally from the low intensity case (Eq. (57)).
A useful feature of low intensity absorption imaging is that the abso-
lute intensity of the probe beam drops out of the equation, as only
the relative change of the intensity distribution matters. The second
term in Eq. (60) however, directly depends on the absolute probe
beam intensity. At small intensities the optical density is dominated
by the first term but as soon as the intensities is comparable to Isat the
second term becomes relevant. For I  Isat the second term which
is independent of the parameter a becomes dominant. Consequently,
without any knowledge about the sub-level population of the atom
cloud and thus a, the actual optical density and thus the atom density
can be measured by using sufficiently large probe intensities.
This requires a careful calibration of the intensity distribution of
the probe beam at the position of the atom cloud, including the quan-
tum efficiency of the camera, possible losses on all optical elements
between the atom cloud and the camera and the magnification of the
imaging system. Fig. 44 (a) shows the intensity dependence of the
measured optical density od. The density od is calculated under the as-
sumption that a = 1, namely that all atoms are in the stretched state. It
therefore differs from the real optical density od(x, y) which is directly
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Figure 44: Intensity dependence of the measured optical density od for
various as. od is calculated from Eq. (60) assuming a = 1. (a)
The resulting optical density underestimates the real od at small
probe beam intensities and converges towards the real value for
I  Isat. (b) By scaling the distribution to the value of od at small
intensities, the parameter a can be determined. The inset shows
the ratio between two od values at different intensities which is
characteristic for a given a.
proportional to the column density of the atom cloud and is therefore
constant. Only if the real a parameter of the cloud is unity do the two
optical densities equal resulting in a constant od(I) distribution (cf.
Fig. 44). For all other values a > 1, the density is under-estimated at
small probe intensities and only approaches it’s real value at large
intensities.
Fig. 44 (b) illustrates how this measurement can be used to deter-
mine the parameter a. Shown is again the intensity dependence of* This differs from
the method used in
[132] where they
randomly tried
different values of a,
choosing the one
which led to the
smallest variation of
the measured optical
density.
od but this time normalized to the measured optical density at small
probe intensities od(I  Isat). In this case the only free parameter is
a which can be estimated from a fit* to od(I) or by comparing the
measured optical density at any two points (see inset).
3.2 the atom trap 83
-15 -10 -5 0 5 10 15 20
0
10
20
30
40
50
probe detuning @MHzD
a
Figure 45: Measured values of a for different probe beam intensities. The
solid curve corresponds to a Lorentzian shaped absorption cross
section s(d) leading to a dependence of a µ 1/s(d).
3.2.5.5 Density distributions of dense clouds
By performing intensity dependent measurements of the optical den-
sity it is no longer necessary to prepare the atom cloud in a well
defined state but it is sufficient to characterize the absorption cross
section by determining a. This can be used to probe atomic clouds
with very large optical densities. The idea is to artificially increase a
leading to a reduced measured optical density. This way even optically
thick clouds can be made transparent again.
One possibility to modify a is to use different polarizations of
the light field (see Table 3). But a not only depends on the light
polarization and atomic sub-level population but also on everything
else modifying the atoms absorption cross section. In most cases this
can be done by simply detuning the probe beam from resonance.
Fig. 45 shows measured values of a as a function of the probe beam
detuning. The solid curve corresponds to the expected distribution
assuming a Lorentzian line-shape of the absorption cross section. Only
at large detunings there is a significant deviation of the measured
points from the expected curve. At this point our fitting algorithm
seems to fail as the signal-to-noise ratio becomes too small.
Fig. 46 illustrates a second approach to reconstruct the density
distribution of a dense cloud. In this case, the measured distributions
at different probe detunings were scaled to match around the outer
flank where the optical density is still low. The resulting scaling factors
again agree well with a Lorentzian shaped absorption cross section.
This technique fails however to predict the absolute peak density
of the cloud as it does not give any information about the sub-level
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Figure 46: Scaled density distribution. In order to reconstruct the ions
density distribution they are scaled to match on the outer flanks
of low optical density
distribution. For clouds that can be optically pumped it can be a useful
tool.
3.2.6 Optimization of the atom density
A detailed characterization of the Dark SPOT used in the HAITrap ex-
periment can be found elsewhere [99]. The maximum achievable atom
number and density of our setup is on the order of 1.5 109atoms at
a density of 3 1011atoms/cm3. The loading time using the 2D MOT
is approximately 350ms and the diameter of the fully loaded trap is
d  1mm (1/e).
We found that the spot-size of the small circular metal plate creating* Due to the 2:1
imaging used for the
spot, the size of the
hollow core at the
position of the atom
cloud exceeds the
physical spot size by
a factor of two.
the hollow core of the repumping beam, does not strongly influence
the achievable peak density. Varying the spot-size between 2mm and
5mm diameter* resulted in the same peak density, only the loading
rate of the trap was slightly reduced for very large spot sizes. The
other settings which led to the highest density are as follows.
 Cooling beam. A detuning of d = 3.2G with a relatively low total
power of P = 20mW. The power was distributed over the three
cooling beams with twice as much power in z-direction.
 Repump beams. The beams are on resonance with a total power
of P = 1.2mW equally distributed between the two beams. We
found that it is also sufficient to use a single repumping beam,
which results in a light distribution best described as a "Dark
Sausage".
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Figure 47: Peak atom density as a function of the bright state fraction. The
bright state fraction was varied by changing the detuning of
the cooling beam and the power of the repumping beam (as
indicated by the different colors).
 Magnetic field gradient. The best result was obtained using the * With our coils field
gradients of up to
60G/cm can be
created but the
switch turning off
the magnetic field
prior to the imaging
sequence cannot
handle the required
currents.
highest available field gradient of 30G/cm*.
Fig. 47 shows the achieved densities as a function of the bright
state fraction. The bright state fraction denotes the fraction of the
atoms is the cooling transition. For a normal magneto optical trap this
fraction will be almost unity as all atoms falling into the dark state
are constantly pumped back into the bright state by the repumper. As
explained above, in a Dark SPOT a reduced bright state fraction results
in a density increase by reducing trap losses. Experimentally the bright
state fraction is determined by comparing the atom number with and
without pumping all atoms into the bright state (see explanation of
"fill-in" beam). The maximum density occurs at a bright state fraction
of about 10% which agrees well with the theoretical prediction [130].
Fig. 47 also tells us that the bright state fraction can be efficiently
reduced without strongly effecting the peak density of the cloud.
This can be of particular interest for sympathetic cooling experiments
where inelastic collisions should be reduced to a minimum.

4
P H O T O D E TA C H M E N T O F O H 
This chapter is based on calculations performed in collaboration with
A. Wolf from the Max-Planck Institute for nuclear physics. Some as-
pects of the setup for the photodetachment tomography have also
been published in form of a master thesis [134].
Photodetachment describes the detachment process of the additional
electron from an anion by absorption of a photon with energy Eg
[135]. The electron is excited into continuum and takes away the ex-
cess energy Eg   Eea with Eea being the electron affinity of the anion.
Consequently, photodetachment is only possible for Eg > Eea. The
resulting wavelength dependence of the photodetachment rate for an
atomic anion is characterized by a single step at Eea, the photodetach-
ment threshold. Photodetachment spectroscopy on atomic anions has
been used to measure their electron affinity.
For molecular anions, the situation becomes more complicated as
the internal degrees of freedom influence the electron affinity. Inter-
nally excited molecules exhibit a lower photodetachment threshold as
molecules in the ro-vibrational ground state. Therefore, the photode-
tachment spectrum of molecular anions is characterized by multiple
thresholds which contain detailed information about the internal level-
structure of the molecule.
Photodetachment of OH  has been studied extensively in different
experiments as well as theoretically. In this chapter we will first discuss
the different theoretical challenges in describing photodetachment of
OH  which will lead to a theoretical model for the photodetachment
spectrum. This model is then compared to the experimental results of
different experiments and will be used to interpret the first photode-
tachment measurements performed in our HAITrap which enables us
to estimate the ro-vibrational temperature of our ion cloud.
The last part of this chapter focuses on the determination of the
ions motional temperature via photodetachment tomography. This
technique is used to measure the density profile of the ions in the
rf-trap [136, 137, 138]. Extracting the density profile of negative ions is
a special challenge, as all direct optical methods fail due to the lack of
any electronic transitions.
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4.1 molecular states
In atomic systems the electronic state of the system is typically de-
scribed by the quantum numbers S, L, J, MJ . These quantum numbers
depend on the electron configuration of the atom. Every quantum
number is based on a fundamental symmetry of the system. In linear
molecules, the angular momentum quantum number L which is based
on the spherical symmetry of the system, is no longer a good quan-
tum number. In molecules there exist two different kinds of angular
momentum, the electronic angular momentum L and the angular
momentum from the rotation of the nuclei R. These two couple to the
total angular momentum J which is then conserved.
In the special case of a molecule with closed shells (as in the case of
OH ), the quantum numbers S and L are zero and the total angular
momentum is given by J = R. For all other cases (like OH) one can
make use of the fact that R only has a component perpendicular to
the bond axis, e.g. the axis connecting the two nuclei which we choose
to be the z-axis. Consequently, R does not have a z component which
means that ML is still a good quantum numbers (Lz is conserved). The
fact that the energy of the system is independent of the direction of Lz
is expressed in the quantum number
L = jMLj . (61)
Other quantum numbers which are commonly used for molecules are
S = jMSj ,
W = S+L ,
Ja = L + S ,
N = J   S . (62)
4.1.1 Hund’s coupling cases
The way, the coupling between the total angular momenta L, S and R
is treated differs as their coupling strengths are different for different
molecules. For diatomic molecules the different cases are called the
five Hund’s coupling cases [139, 140, 141].
 Hund’s case (a). The strongest couplings are spin orbit coupling
and the coupling of L to the bond axis through electrostatic
forces. Consequently, the z-components of all angular momenta
are good quantum numbers. The total angular momentum is
given by J = W+ R. It is presumed that the procession of L and
S around the bond axis is much faster than the nutation of R
and W around J. In this case, the rotational energy operator is
given by
Hrot = BR2 = B(J   L  S)2 , (63)
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with B ! rotational constant.
Good quantum numbers are: L,S,W, S, J.
 Hund’s case (b). If L = 0, the spin-orbit coupling vanishes and
S is no longer coupled to the bond axis. The same is true for
some very light molecules where L is non-zero, but spin-orbit
coupling is very weak and L quickly precesses around the bond
axis. In this case, L couples to R to form N and the total angular
momentum arises from the coupling of N with S. The rotational
energy operator is given by
Hrot = BR2 = B(N   L)2 , (64)
Good quantum numbers are: L, N, S, J.
 Hund’s case (c). In this case, L and S are strongly coupled but
they only show a weak coupling to the bond axis, which mainly
occurs in heavy molecules. As a result, the z components of L and
S are no longer conserved and the angular momentum Ja = L+S
is introduced which rapidly precesses around the bond axis.
The z component of this combined angular momentum is W
which then couples with R to the total angular momentum J. An
example of this case is HeAr+ [142] or I2 [143].
Good quantum numbers are: Ja,W, J.
 Hund’s case (d). The dominant coupling is between L and R
which is much stronger than the coupling of L to the bond axis.
In this case L and R couple to N which in turn couples with S
to the total angular momentum J. Typical examples of this case
are molecules excited to high Rydberg states [144, 145].
Good quantum numbers are: L, R, N, S, J.
 Hund’s case (e). In this case L and S again couple to Ja which
then couples with R to form J. This case is relatively rare, but is
has been observed in some molecules such as HeKr+ [146] or in
certain Rydberg states [147].
Good quantum numbers are: Ja, R, J.
A stringent separation into a specific case is not always possible.
Hund’s cases (a) and (b) are by far the most common and most
molecules exhibit an intermediate coupling between these two cases.
This is also the case for OH which is why we will focus our discussion
on this intermediate state.
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4.1.2 Nomenclature of electronic states
In the following we will discuss transitions between different states
of the OH anion and neutral. These states will be labeled using the
quantum numbers of Hund’s case (a) as
jL,S,W, S, Ji = 2S+1LW . (65)
Here, the sub- and superscripts are simply written out as numbers,
whereas the quantum number L = 0, 1, 2, 3, ... is indicated by the capi-
tal greek letters S,P,D,F, ... . Sometimes an additional X can be found
in front of this term symbol to indicate the electronic configuration
of the ground state. For OH  and OH this results in the following
expressions.
 The ground state of OH  has completely filled electron shells.
Consequently, all electronic quantum numbers are zero. This
is written as X 1S+. In this case the quantum number W is not
written out as it follows directly from S = 0 and L = 0. Instead
the + indicates that the state is symmetric under reflection
through a plane containing the bond axis. This symmetry is only
meaningful for S states, as for all states with L > 0 these two
states are degenerate.
 The ground state of OH has one electron missing in it’s va-
lence shell. The corresponding quantum numbers are S = 1/2,
S = 1/2 and L = 1. The combined angular momentum W can
therefore have the values 1/2 or 3/2. Consequently there are two
possible states, namely X 2P1/2 and X 2P3/2, with the latter one
being the energetically lower state due to the spin orbit coupling.
4.1.3 Ro-vibrational levels
Besides the electronic states, molecules have additional internal de-
grees of freedom. For diatomic molecules such as OH there are two
additional degrees of freedom, namely one rotational and one vibra-
tional.
4.1.3.1 Rigid rotator
The rotational levels of a molecule are commonly described by the
rigid rotator. This means that the nuclei are treated as point masses
and that the bond length between the cores does not vary due to the
rotation. In this case, the energy of the rotation is simply given by
Erot = 12mr
2w2vib, with m being the reduced mass of the nuclei and
r being the bond length. In the quantum mechanical treatment this
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Figure 48: Sketch of the ro-vibrational levels of OH. The small lines at every
vibrational state corresponds to the vibrational levels.
corresponds to the energy levels
Erot(J) =
h2
8p2mr2
J(J + 1) , (66)
with h ! Planck constant,
with J = 1, 2, 3, ... ! rotational quantum number.
4.1.3.2 Vibrational levels
For the derivation of the rotational levels we assumed a constant
internuclear distance, which is not the nuclei as the cores can vibrate
along the bond axis. Assuming that the vibration can be described by
a harmonic potential V = k(r  re)2, the energy levels are given by
Evib(v) = hnvib(v + 1/2) , (67)
with nvib = 12p
q
k
m ! vibration frequency,
k ! harmonic force constant,
re ! equilibrium distance of cores,
v = 0, 1, 2, ... ! vibrational quantum number.
The assumption of a harmonic potential means that on the one hand
the nuclei can move infinitely close together and fails to describe
bond breaking if the internuclear distance becomes very large. It
is therefore only a good description for small displacements near
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the equilibrium distance. For larger displacements, different non-
harmonic potentials can be used. One of the most common choices is
the potential introduced by Morse [148]
VMorse(r) = De (1  exp[ b(r  re)])2 , (68)
with De ! dissociation energy.
The Morse potential fixes both of the aforementioned problems. At
very small internuclear distances, the energy diverges and at large
distances the potential levels resulting in the dissociation energy De
beyond which the bond between the nuclei breaks.
4.1.4 Ro-vibrational spectrum of OH  and OH
In homonuclear molecules the center of the positive and negative
charges coincide resulting in a vanishing permanent dipole moment.
For heteronuclear molecules such as OH however, this is not the case
resulting in a non-zero permanent electric dipole. This dipole moves
with the rotation and vibration frequencies which are given by the so
called rotational and vibrational terms
F(J) =
Erot
hc
= B0 J(J + 1)  D0 J2(J + 1)2 + ... , (69)
G(v) =
Evib
hc
= wvib(v + 1/2)  cvibwvib(v + 1/2)2 + ... , (70)
with c ! speed of light,
D0 ! centrifugal distortion correction,
wvib =
1
2pc
q
k
m ! vibrational constant,
cewvib ! 2nd order vibrational constant.
Here we included second order corrections for the rotational as well as
the vibrational energy. In case of the vibrational energy the correction
term arrises from the anharmonicity of the internuclear potential, as
discussed above. The correction of the rotational energy is based on
the so called centrifugal distortion. This accounts for the fact that the
bond distance increases for large rotational quantum numbers due to
the centrifugal force. There exist also higher order correction terms
which we will neglect as they only become relevant for highly excited
ro-vibrational states.
For OH  the ro-vibrational level structure is given by the sum of
equations (69) and (70). In the electronic ground state, the vibrational
constants are wvib = 3809cm 1 and cvibwvib = 94cm 1 [159]. The ro-
tational constants are summarized in Table 4. In case of OH the vibra-
tional terms are calculated in the same fashion with wvib = 3735.2cm 1
and cvibwvib = 82.8cm 1 [150]. The rotational level structure is a
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ref Aea B0 103  D0
OH
[149] 14723(15) — —
[150] 18.871 1.865
[151] 14740.9824(91) 18.7354(16) 1.982(79)
[152] 14741.03(17) 18.7409(45) 2.052(45)
[153] — 18.73503(36) 1.9791(56)
[154] 14741.02(3) 18.732(3) —
[155] — 18.75(15) —
OH 
[156] — 18.87(7) —
[157] — 16.9274 2.0497
[158] — 18.5310 1.908
Table 4: Rotational constants and electron affinity of OH and OH .
bit more complicated however. In contrast to OH , the neutral OH
molecule has an orbital angular momentum and a spin which couple
to the rotational angular momentum. As we have explained before,
the set of quantum numbers best describing the state of the molecule
differs for different molecules or even for different states of the same
molecule. In case of OH, the lowest rotational states exhibit intermedi-
ate spin-orbit coupling and are best described by Hund’s case (a). For
large rotational angular momentum however, the spin orbit coupling
becomes less relevant and the states are best characterized by the
quantum number N of Hund’s case (b). Consequantly, the vibrational
energy is either given by Eq. (63) for Hund’s case (a) or Eq. (64) for
Hund’s case (b). It is also possible to derive an expression for the
rotational spectrum of the intermediate state [160, 161]
FOH(J) = B0

(J + 1/2)2  L2 + X  D0(J + 1)4  Dnfe (71)
with l = A/B0
X =
p
(J + 1/2)2 + l(l/4  1)L2
A ! spin orbit coupling constant,
Dnfe ! L-doubling.
The last term, known as lambda doubling, lifts the degeneracy of the
L states. We have claimed at the beginning of this chapter, that the
energy of the system does not depend on the orientation of Lz which
is why the quantum number L only takes into account the absolute
value of Lz. However, this is only perfectly true if the molecule has no
rotational angular momentum (R = 0). For R 6= 0 the degeneracy is
lifted by the coupling of the electronic and nuclear motion and it has
to be differentiated between two different cases which correspond to
precessions of L around the bond axis with opposite sense. We will
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denote these two states with L. The splitting of the L states can
be calculated by [162]
Dnfe =

p + 2q
2

1+ 2 Y
X

+
2q
X
(J   1/2)(J + 3/2)

(J + 1/2)
(72)
with p, q ! lambda doubling parameters.
For the vibrational ground state of OH (X 2PW) the lambda doubling
parameters are given by p = 0.23521 and q =  0.038678 [163]. Fig. 49
shows the resulting level scheme of OH and OH  including the
splitting of the L states which has been exaggerated by a factor
of one hundred as it would not be visible otherwise. Also indicated
are the total angular momentum J and the parity of each state. The
two states of a L doublet always have opposite parity. It should also
be noted, that for the higher rotational states, the shown quantum
numbers loose their meaning and the states would be better sorted by
their quantum number N instead. This is indicated by the fact that
the states with equal N approach each other with growing angular
momentum.
4.2 photodetachment of oh 
Transitions from one molecular state to another obey selection rules
which limit the possible changes of the relevant quantum numbers.
In diatomic molecules described by Hund’s case (a), electric dipole
transitions obey the following rules
 DL = 0,1 ,
 DS = 0 ,
 DJ = 0,1 (exceptS! S,DJ = 1),
 parity inverts.
In the following we will derive the wavelengths and relative transi-
tion strengths of all possible photodetachment transitions of OH .
Based on this we will derive the wavelength dependence of the total
photodetachment cross section which we will compare to previous
measurements.
4.2.1 Possible transitions
The entire discussion will focus on electric dipole transitions close
to the photodetachment threshold. We also assume that the OH 
molecule is in the electronic and vibrational ground state with total
angular momentum J00. In the following we will denote this state with
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Figure 49: Level scheme of the photodetachment transitions. all transitions
for the J00 = 3 level are indicated by the gray arrows. Every upper
state is split into two states of opposite parity. This L-splitting
is exaggerated by a factor of 50 as it would otherwise not be
visible.
1S, J00. The photodetachment process is best described as a two step
process [144].
 First, by absorption of a photon, the molecule is excited into an
intermediate 1P state of opposite parity with angular momen-
tum Ji = J00 + DJi. According to the selection rules introduced
earlier only transitions with DJ = 0,1 are allowed. The result-
ing state will denote this state with
1P, Ji.
 Second, the electron detaches from the molecule resulting in
the final state OH(X 2PW) + e . We will denote this state with2PW, J0; l, s, with l and s = 1/2 denoting the angular momen-
tum and spin of the detached electron. The angular momentum
of the final state is given by J0 = J00 + DJi  l  s.
Close to the photodetachment threshold, the departing electron
has a very small kinetic energy. This limits the electrons angu-
lar momentum, as a large l corresponds to a large centrifugal
barrier, hindering the electron to depart from the molecule. It
is therefore save to assume that in the energy range discussed
here, only s-wave (l = 0) contributions has to be considered. This
was also shown experimentally [152]. Only far above threshold,
additional d-wave contributions have been observed [164, 155].
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Figure 50: Wavelength dependence of the transition branches. The transi-
tions to the 2P1/2/2P3/2 states correspond to the solid/dashed
lines.
The possible angular momenta of the final state are therefore
given by J00   J0 = 3/2,1/2.
Fig. 49 shows all possible transitions starting from
1S, J00 = 3. The
transitions are grouped into different branches as indicated by the
labels in the figure. Every branch corresponds to a specific change
of the quantum number N with the symbols O, P, Q, R, S correspond-
ing DN =  2, 1, 0, 1, 2. Moreover the transitions are labeled with
two numbers. The first number encodes the final state of the tran-
sition with 1 corresponding to OH(X 2P1/2) and 3 corresponding
to OH(X 2P3/2). The number in parenthesis indicates the angular
momentum of the initial state.
This means that the transitions are labeled using the quantum
numbers of Hund’s case (b) whereas the term symbols of the OH
states refer to Hund’s case (a). Consequently, for transitions with
small initial angular momentum J00 the term value of the upper state
determines the transition frequency whereas for large J00 the transition
frequency mainly depends on the branch. This is illustrated in Fig. 50
which shows the wavelength dependence of the different branches.
We now want to investigate the full photodetachment spectrum of
OH . The transition frequencies are given by the energy difference of
the final and initial states
nPD(J00 ! J0) = Ae + F(J00)  Fim(J0) (73)
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with F(J00) ! rotational term of OH  (Eq. (69)),
FOH(J0) ! rotational term of OH (Eq. (71)),
Ae ! electron affinity of OH (Table 4),
The angular momenta J0 and J00 have to obey the selection rules
discussed above. In total there are three transitions from J00 = 0, five
from J00 = 1, seven from J00 = 2 and eight from all initial states J00  3.
The wavelengths of the lowest transitions are summarized in Table 5.
In order to verify our calculations, we have compared the calculated
energy levels of OH with the ones listed in the HITRAN database
[165, 166], which shows very good agreement.
4.2.2 Transition intensities
In order to calculate the wavelength dependence of the photodetach-
ment cross section, all transitions have to be weighted with their
relative transition intensities. Based on the energy spectrum calcu-
lated by Van Fleck [161], Dousmanis et al. [167] was the first one to
theoretically describe the photodetachment spectrum of OH . The
frame-transformation method we are using in the following was first
applied to describe photodetachment of negative ions by Rau and
Fano [168]. Since then it has been used to interpret many experimen-
tal results [169, 149, 170, 152, 171, 151] and was specifically adapted
to describe group-VI-hydroxide anions such as OH  [172, 173]. The
amplitude of a transition is expressed by the matrix element of the
two step process explained previously. The intensity can be written as
I µ
åJi
D
2PW, J0; l, s
1P, JiE D1P, Ji z 1S, J00E

2
(74)
The second factor describes the excitation of the molecule into the
intermediate state which is equivalent to the Hönl-London factor. The
first factor describes the subsequent decay into a jj-coupled electron-
neutral system. The sum is performed over all intermediate states that
can link the initial to the final state of the molecule. It was shown
by Schulz et al. [173] that as a consequence of the Wigner-Eckhard
theorem it is also correct to take the sum of the squared values rather
than squaring the sum itself. Using this simplification it is possible to
derive a simple analytic expression for the transition intensities.
In Eq. (74) we have expressed the final state in terms of Hund’s case
(a). As pointed out before, the OH molecule is only properly described
by the intermediate state between the cases (a) and (b). Using the wave
functions of the intermediate state jua J0i, the transition intensity can
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# branch J” J’ wavenumber [cm 1] intensity
1 R1(0) 0 0.5 14867.5 0.67
2 R3(0) 0 1.5 14741. 0.78
3 S1(0) 0 1.5 14928.5 0.55
4 Q1(1) 1 0.5 14829.8 1.
5 Q3(1) 1 1.5 14703.7 1.67
6 R1(1) 1 1.5 14891.3 1.53
7 R3(1) 1 2.5 14787.4 0.72
8 S1(1) 1 2.5 14992.4 1.08
9 P1(2) 2 0.5 14755.1 0.33
10 P3(2) 2 1.5 14628.7 1.22
11 Q1(2) 2 1.5 14816.2 1.45
12 Q3(2) 2 2.5 14712.8 2.23
13 R1(2) 2 2.5 14917.7 2.48
14 R3(2) 2 3.5 14830.8 0.67
15 S1(2) 2 3.5 15058. 1.62
16 O3(3) 3 1.5 14516.5 0.57
17 P1(3) 3 1.5 14704.2 0.43
18 P3(3) 3 2.5 14600.3 2.28
19 Q1(3) 3 2.5 14805.3 1.92
20 Q3(3) 3 3.5 14719.2 2.74
21 R1(3) 3 3.5 14945.9 3.48
22 R3(3) 3 4.5 14872. 0.61
23 S1(3) 3 4.5 15124.8 2.17
24 O3(4) 4 2.5 14451.2 1.04
25 P1(4) 4 2.5 14656. 0.46
26 P3(4) 4 3.5 14569.2 3.33
27 Q1(4) 4 3.5 14796.4 2.38
28 Q3(4) 4 4.5 14723.6 3.22
29 R1(4) 4 4.5 14975.2 4.5
30 R3(4) 4 5.5 14911.3 0.55
31 S1(4) 4 5.5 15192.1 2.72
32 O3(5) 5 3.5 14383.4 1.54
33 P1(5) 5 3.5 14610.1 0.46
34 P3(5) 5 4.5 14536.2 4.39
35 Q1(5) 5 4.5 14789. 2.83
36 Q3(5) 5 5.5 14726.4 3.7
37 R1(5) 5 5.5 15005.2 5.54
38 R3(5) 5 6.5 14949. 0.5
39 S1(5) 5 6.5 15259.6 3.27
Table 5: Transition wavenumbers and intensities.
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be rewritten by projecting the intermediate states onto the case (a)
state
I µ
åJi åW


ua J0
2PW, J0; l, s D2PW, J0; l, s1P, JiE D1P, Ji z 1S, J00E

2
.
(75)
As we are interested in the transition intensities from the 1S states to
the 2PW states, we have to express the wave functions in terms of the
cases (a) wavefunction [167]ua J0 =C1 2P1/2, J0; l, s+ C2 2P3/2, J0; l, s
with C1 =
r
X  2+ l
2X
, C2 =
r
X + 2  l
2X
(for 2P3/2)
C1 =
r
X + 2  l
2X
, C2 =  
r
X  2+ l
2X
(for 2P1/2)
(76)
Plugging this expression into Eq. (75) the final transition intensities
are obtained. For the 1S!2 PW transition these can be expressed as
[172, 173, 151]
I µ
J00 + 2
4J00 + 6
h
 C1
p
J00 + 1+ C2
p
J00 + 3
i2
(DJ =  3/2)
I µ
J00 + 2
4J00 + 6
h
C1
p
J00 + 2+ C2
p
J00
i2
+
+
1
2
h
 C1
p
J00 + C2
p
J00 + 2
i2
(DJ =  1/2)
I µ
J00   1
4J00   2
h
 C1
p
J00   1+ C2
p
J00 + 1
i2
+
+
1
2
h
C1
p
J00 + 1+ C2
p
J00   1
i2
(DJ = 1/2)
I µ
J00   1
4J00   2
h
C1
p
J00 + C2
p
J00   2
i2
(DJ = 3/2)
(77)
The calculated transition intensities for the lowest transitions are
shown in Table 5.
4.2.3 Threshold behavior
So far we have derived the positions and intensities of all possible
photodetachment transitions. The last remaining question is how the
detachment cross section scales with the photon energy.
Wigner [174] showed that the cross section dependence of a process
resulting in two product particles only depends on the long-range
forces between the two particles. In case of photodetachment of an
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Figure 51: Threshold behavior of different OH  photodetachment transi-
tions. The presented data was numerically extracted from the
figures of the corresponding publications [152, 154]. The solid
curves are fitted threshold laws.
anion, the potential between the electron and the neutral falls off
faster than r 2 at least as long as electron-dipole interactions can
be neglected. For this case the Wigner-law predicts a scaling of the
cross section near threshold of spd µ El+1/2, with l being the lowest
possible angular momentum of the electron, as the centrifugal barrier
suppresses contributions of higher partial waves close to threshold.
Consequnetly, from the Wigner-law we would expect a E1/2 scaling
for the threshold behavior of OH .
The Wigner-law was later extended by Malley [175] to include
an additional V(r) = const/r2 potential accounting for the electron-
dipole interaction. In this case the threshold behavior is given by
E1/2 (l 1/2)2 const. Even though most heteronuclear molecules have
an non-negligable internal electric dipole moment, it usually does not
affect the departing electron, as it is rapidly rotating. However, it has
been pointed out [176, 152] that as the departing electron affects the
energy levels of the molecule, it can lead to a mixing of neighboring
molecular states. Close to the threshold, the energy of the electron
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is too low to lead to a mixing of different rotational states. At larger
energies however, the near-degenerate L are perfect candidates for
such kind of mixing. When the electron energy exceeds the lambda
splitting energy, first order mixing can occur [152]. As the two lambda
states have opposite parity this induces an dipole which dominates the
long-range interaction between the electron and the neutral molecule.
This effect was studied by Engelking [176] in more detail, who found
that the threshold scaling Ex also depends on the final state of the
molecule. For the lowest rotational states of OH a simple model
was used predicting exponents of x = 0.4, 0.48, 0.49, 0.495 for the
2P1/2 states with J0 = 0.5, 1.5, 2.5, 3.5 and x = 0.28, 0.425, 0.46 for
the 2P3/2 states with J0 = 1.5, 2.5, 3.5. It seems that these exponent
approach the exponent x = 1/2 predicted by the Wigner-law for
higher rotational states. Unfortunately these exponents should only be
valid very close to threshold. Similar methods have also been applied
to larger molecules with more complicated orbitals [177] predicting
scaling laws with energy dependent exponents.
Experimentally the threshold behavior has been investigated by
fitting measured cross sections with different scaling functions. In the
first experimental measurement of the OH  photodetachment cross
section, the threshold behavior was considered to be a simple step
function [156]. In subsequent investigations which were able to resolve
single thresholds, the thresholds were fitted using different scaling
laws. For atomic anions like S  [169], which should exhibit a simple
Wigner-law at threshold, the expected scaling of E 1/2 was confirmed.
In molecular anions, which are subject to the previously discussed
effects, many different scaling behaviors have been found. Steiner et
al. [178] found first deviations from the Wigner-law in SH  and used
a (E1/2 + aE) scaling law to fit the measured data. Hotop et al. [149]
were the first ones to resolve single thresholds for OH  and concluded
that their data was best described by a E1/4 scaling. Later, also the
theoretically predicted dependence of the threshold behavior on the
final state of the molecule was observed [154].
Unfortunately, both the theoretical and experimental results still do
not allow a satisfying description of all threshold scaling laws. Fig. 51
shows a selection of published threshold scalings. From the fitted
scaling laws we can conclude that an exponent of x  1/4 agrees well
with all experimental data. In the following we will therefore use this
scaling in our model.
4.3 photodetachment spectroscopy
We now have all the required information to calculate the energy
dependence of the photodetachment cross section. The total cross
section at a given photon energy Eg is composed of the cross sections
of all transitions with a threshold En < Efl, with En denoting the
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Figure 52: Calculated Photodetachment spectrum of OH  for three differ-
ent temperatures. The relatively flat part of the 300K-spectrum
below 14700cm 1 corresponds to the O- and P-branches. The
steep rise that follows marks the onset of the Q-branch where
all the transitions have similar wavenumbers.
threshold energy of the n’th transition. The labeling n of the transitions
is completely arbitrary and in the following we will number the
transitions starting with the lowest J00 states (see Table 5). The total
cross section can be written as
spd(Eg) µ å
n,En>Eg
pn(J00)
In
2J00 + 1
(Eg   En)xn

Eg
En
 2
(78)
with In ! rel. intensity of n’th transition,
xn ! threshold exponent of n’th transition,
pn(J00) ! relative population of the J00-state.
The first factor accounts for the initial rotational state population of
the OH  molecules. If the measurement is performed on a thermal
gas with temperature T, the state population is simply given by a
Maxwell-Boltzmann distribution. The second factor is the relative in-
tensity of the transition. The third factor is the threshold law discussed
above and the last factor accounts for the fact, that the cross section
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Figure 53: Derivative of the photodetachment spectrum. For every thresh-
old there is a sharp peak in the spectrum, as the new channel
opens up.
again decreases for energies far beyond the threshold. Fig. 52 shows
the resulting wavelength dependence of the total photodetachment
cross section for three different temperatures. From the cross section
dependence, the different thresholds are clearly distinguishable. For
the lowest temperature only the J00 = 0 level has a non-negligable
population resulting in three steps for the three possible transitions. In
case of T = 30K, the J00 = 1 is populated resulting in a total of eight
steps. Finally at room temperature, a lot of J00 levels contribute to the
total cross section and at this resolution it becomes difficult to tell the
single steps apart. In this case it is preferable to examine the derivative
of the cross section which features a sharp peak at the prosition of
every transition threshold. Fig. 53 shows the derivative of the cross
section for T = 300K.
4.3.1 Comparison with previous experimental data
There have been different experimental studies measuring the wave-
length dependence of the OH  photodetachment cross section. We
will now compare the calculated cross sections to experimental data
of some of these studies. Fig 54 shows different curves which were
calculated with our theoretical model and fitted to the experimental
data. The theoretical curves show an overall good agreement with the
data, nicely reproducing the main features. In case of the measure-
ments by Hotop et al. [149] and Schulz et al. [152] there is a significant
discrepancy with the theory close to the onset of the Q-branch. A
possible explanation might be a non-thermal energy distribution of
the ion cloud. In our model we assumed a rotational state distribution
matching a Maxwell-Boltzmann distribution with the only remaining
free parameter being the rotational temperature of the ions. The mea-
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Figure 54: Comparison of the calculated cross section to different experi-
mental results [156, 149, 152, 179, 180].
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Figure 55: Doppler broadening of the photodetachment threshold. The
shown data is the same as the one in Fig. 51. The dahed line
corresponds to the threshold behavior at T = 0.
surements of Hotop et al. and Schulz et al. were preformed with ion
beams which are not expected to exhibit a thermal energy distribution.
In the experiment by Otto et al. [179, 180] the measurement was
performed with ions in a cryogenic ion trap. In this case, the theoretical
curve shows much better agreement with experimental data which
indicates a thermal ion sample. By fitting the data with our model,
we obtain rotational temperatures of T = 50K and T = 28K for the
two data sets which agrees reasonably with the temperature of the
cryogenic trap (T = 50K and 20K). The temperatures calculated by
Otto et al. slightly differ from these values. This can be explained by
the fact that they did not take into account the P3(3) transition close
to 14600cm 1 which slightly influences the fit result.
4.3.2 Determination of the translational energy
Photodetachment spectroscopy can also be used as a tool to measure
the translational temperature of an ion cloud. Fig. 55 shows a high
resolution measurement of the Q3(1) transition [154]. The dashed line
corresponds to the scaling law as introduced in Fig. 51, whereas the
solid line shows the same curve assuming an ions’ motional temper-
ature of T  18K. This temperature leads to a Doppler-broadening
of the threshold. It should be noted that only the velocity component
aligned with the propagation direction of the laser contributes to this
broadening. For the data shown in Fig. 55 this corresponds to the ve-
locity spread of the used ion beam. Performing similar measurements
on the ion cloud in the HAITrap can be used to determine the ions
motional as well as rotational temperature.
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4.4 photodetachment in the haitrap
In the HAITrap we have performed first photodetachment measure-
ments, characterizing the motional as well as rotational temperature
of the ion cloud.
4.4.1 Detachment laser
In order to measure the photodetachment spectrum of the OH  ions
in the HAITrap, a tunable dye-laser [181] is used. This lasers uses a
high-pressure jet of iso-propanol which serves as a solvent for the dye,
in our case pyridine I. By optically pumping the pyridine I molecules
using a 10W Ti:Sapphire laser they emit light in the range from 630
up to 670nm.
The point at which the dye molecules are pumped is placed at the
center of a laser cavity and serves as the gain medium of the laser. In
order to control the frequency of the laser, four additional frequency
selective elements are placed inside the laser cavity. Sorted by their
free spectral range in ascending order, all frequency selective elements
are
 the main laser cavity. With a total length of L  2m, the free
spectral range is Dn0 = c/(2L)  150MHz, with c being the
speed of light.
 A thick etalon consisting of a 10mm prism with a free spectral
range of Dn1  10GHz.
 A thin etalon. It consists of a 0.5mm plate (Dn2  200GHz)
mounted on a galvanometer allowing to rotate the plate. This
allows to scan the laser over a range of 40GHz.
 A birefringent filter. The filter consists of three birefringent plates
which have relative thicknesses of 1:2:4 and are mounted in series
at the Brewster angle. With this setup, the free spectral range of
Dn3  1THz is set by the thickness of the thinnest plate, whereas
the width of the transmission peaks is defined by the thickest
plate.
The product of the transmission curves of all these elements together
with the gain curve of the dye, defines the wavelength of the laser
which corresponds to the single mode with the largest gain. A tuning
of the output wavelength is achieved by shifting the transmission
curve of single elements. For the birefringent filter and the thin etalon,
this can be done manually. The thick etalon and the laser cavity
however are too sensitive for manual adjustment and are controlled
electronically. Both elements are locked to a high-stable reference
cavity with a free spectral range of 1GHz. By dividing the transmission
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signal of the cavity by the signal of a reference beam, an power
independent transmission signal is obtained which is used to lock
the laser to one side of a cavity fringe. Therefor, the signal is split
into a high- and low-frequency part, with the high frequency part
controlling a piezo controlled mirror which is part of the laser cavity
and the low-frequency part is used to rotate the thick etalon.
The maximum output power of the laser is on the order of 1W at
a wavelength of 340nm. Behind the laser the beam passes a double-
pass AOM setup which is used to turn the light on and off. A small
fraction of the light is coupled into a fiber connected to a high precision
spectrometer (accuracy of 50MHz), whereas the main fraction of the
light is coupled into a fiber going to the HAITrap experiment. There,
the beam is focused to the center of the ion trap using the lens inside
the fiber collimator. Between the vacuum chamber and the collimator a
small fraction of the light is reflected onto a photodiode using a 1:100
beam splitter. The signals of the photodiode as well as the spectrometer
are recorded to monitor the laser power and wavelength.
Additionally the entire setup in front of the chamber is placed on
two translation stages which allow to scan the beam position over
the entire ion trap. This can be used to determine the ions density
distribution inside the trap by photodetachment tomography which
will be explained in the following.
4.4.2 Photodetachment cross section
In the previous section the wavelength dependence of the detachment
cross section was discussed in terms of a relative photodetachment
cross section. In order to measure absolute cross sections, the power of
the detachment laser as well as the relative overlap between the laser
beam and the atom cloud has to be well known. The loss of ions dN
over a time interval dt can be expressed as [179]
dN
dt
=  N

R0 + spd
ZZZ
Fg(x, y)pi(x, y, z)dx dy dz

, (79)
with R0 ! loss rate due to limited trap time of ions,
spd ! photodetachment cross section,
Fg ! photon flux (laser propagating in z-direction),
pi ! ions normalized column density.
Consequently, the number of ions remaining in the trap exhibits
an exponential decay. In Eq. (79) the intensity profile in propagation
direction of the laser is assumed to be constant. Additionally assuming
that the size of the laser beam is small compared to the size of the ion
cloud, the spatial dependence of the photon flux can be expressed as
Fg(x, y) =
Pg
hn
d(x  xg)d(y  yg) , (80)
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with Pg ! power of the laser beam,
hn ! photon energy,
d(...) ! Dirac delta function,
xg, yg ! position of the laser beam.
In this case the integral in Eq. (79) reduces to the product of the laser
intensity and the normalized column density of the ion cloud pi,z at
the position of the laser. The number of ions remaining in the trap is
given by
N(t) = N0 exp

 R0ttrap  

spd
Pg
hn
pi,z(xg, yg)

tg

(81)
with ttrap ! total trapping time,
tg ! time of exposure with detachment laser.
Assuming that the background loss rate from the trap R0 is well char-
acterized, the exponential decay rate of the ions in the trap is directly
proportional to the absolute cross section and the ions column density
at the position of the detachment laser. Consequently, measuring the
decay rate as a function of the laser position for the entire ion trap
yields the ions density profile and the absolute cross section.
4.4.3 Photodetachment spectroscopy
As explained previously, photodetachment spectroscopy can be used
to gain information about the ions rotational as well as motional tem-
perature. Assuming that the ions energy distribution is well described
by a thermal Maxwell-Boltzmann distribution the relative step hight
of a single photodetachment cross section is sufficient to estimate the
rotational temperature of the ion cloud. Fig. 56 shows the relative
step heights of different thresholds as well as the relative cross section
at the threshold. The numbering of the transitions is the same as in
Table 5. First, it is favorable for the relative step height (blue bars)
to be as large as possible as this increases the signal to noise ratio.
Second, the absolute cross section (shown in red) should not be too
small as thresholds with very small cross sections require very large
laser powers in order to eliminate a sufficient fraction of ions from the
trap.
At 300K the relative step heights of the Q3 and the P3 branches (1st
and 3rd threshold for every J00 value) are by far the largest. As a good
compromise between relative step height and total cross section we
chose the P3(3) transition to estimate the rotational temperature of our
ion cloud. Fig. 57 shows the resulting spectrum for OH  ions in the
HAITrap. From the numerical fit with our model we can determine a
rotational temperature of Trot = (420 40)K. The error corresponds
to the uncertainty of the fit. An additional systematic error arises from
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Figure 56: Relative and absolute change of the cross section for different
photodetachment thresholds. The three graphs correspond to
different translational temperatures. The numbering of the states
corresponds to the one found in Table 5.
the model which assumes a thermal distribution. In order to estimate
the impact of this systematic error a wider photodetachment spectrum
with multiple thresholds would be required.
Another interesting aspect of the photodetachment spectrum is the
shape of the spectrum close to threshold. As shown in section 4.3.2,
the doppler broadening of the threshold can be used to estimate the
motional temperature of the cloud. Unfortunately, with our current
setup the wavelength stability of the dye-laser is not sufficient to
measure this effect. With the high-precision spectrometer a long-term
drift on the order of 100MHz/h has been measured which also cor-
responds to the stability of the spectrometer itself. Therefore we can
only determine the laser wavelength to an accuracy on the order of
100MHz which is on the same scale as the Doppler broadening at
room temperature. In order to perform more precise measurements,
the laser needs to be stabilized to a frequency reference which might
be implemented in the future.
4.4.4 Photodetachment tomography
A different approach to measure the ions motional temperature is
photodetachment tomography. This technique allows to measure the
ions density distribution by measuring the ions loss rate as a function
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Figure 57: Photodetachment spectrum of OH  ions in the HAITrap. The
data was fitted with the theoretical model resulting in a ro-
vibrational temperature of Trot = (420 40)K.
of the detachment laser position. From the exponential decay rate k
(N = N0 exp[ kt]), the ions column density can be extracted as [136]
ri,z(xg, yg) =
k(xg, yg)  R0
spdPg/(hn)
(82)
Fig. 58 shows a measured density distribution inside the HAITrap. The
wires are excluded from the measurement because as soon as the laser
hits a wire, light is randomly scattered into the trap illuminating ions
over a large volume. The distribution shown on the left was calculated
by using the potentials from the numeric simulations performed with
SIMION (cf. Fig. 34). In order to better match the experimental results
an additional linear field gradient of 14mV/mm in radial direction
was added to the potential. From this potential the ion distribution
was calculated assuming a temperature of 400 50K which gave the
best match with the experimental data. As a result, the ion distribution
is shifted to the top of the ion trap.
The effect of the linear gradient can best be seen in one dimensional
cuts through the density distribution as shown in Fig. 59. Just in case
of the radial pockets discussed in section 3.1.6.4, the maximum of the
ion distribution lies behind the rf-wires. Without the gradient an ion
distribution as shown in Fig. 35 (bottom) would be expected.
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Figure 58: Two-dimensional density distribution of the ions in the HAITrap.
The shown density corresponds to the normalized single particle
density. The left density distribution has been calculated with
the potentials obtained from SIMION simulations. A linear field
gradient in radial direction was added to get a better match
with the data. This field gradient would correspond to a voltage
difference of 1.4 between the shieldings above and below the
trap.
4.5 rubidium - oh  collisions
There are different inelastic reaction channels for collisions between
OH  and rubidium. Energetically possible are associative detachment
OH  + 85Rb  ! RbOH+ e 
where atom and ion form a molecule and the electron is ejected.
Another possible reaction in high energy collision with the atom is
dissociative detachment
OH  + 85Rb+ Ekin  ! Rb+OH+ e 
where the accessible kinetic energy is used to detach the atom. At
room temperature this reaction channel should be entirely frozen and
the associative detachment channel should by far dominate the loss
rate.
4.5.1 Associative detachment of OH 
In a first theoretical investigation of the associative detachment chan-
nel it was concluded that it can only occur in vibrationally excited
OH  [182]. This result was recently challenged by an experiment
showing hints of associative detachment [101] and a second theoret-
ical study which suggests that associative detachment should also
be possible in the vibrational ground state [183]. It seems that in the
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Figure 59: Density distributions of the OH  ions in the HAITrap. The
blue curves indicate the potentials calculated with SIMION, the
red curves are the corresponding density distributions for a
temperature of T = 400K.
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first study by Byrd et al. [182] the rubidium hydroxide energy surface
was calculated using the wrong effective core potentials for rubid-
ium. These potentials model the potential of the core electrons so that
the actual calculation of the reactive collision only has to treat the
valence electrons of the rubidium atom. There is different libraries
of such core potentials and it seems that the one used by Byrd et al.
(ECP28MWB) fails for rubidium [184] which leads to a crossing of
the molecular states at higher energies. A better result is obtained by
using the ECP28MDF potential for rubidium which shifts the crossing
to an energy below the dissociation energy of the Rb-OH  system.
A sketch of the different Rb-OH  potentials is shown in Fig. 60. The
ground state is indicated by the blue line from where the collision
can lead to the associative detachment curve shown in red. Both
crossings for the two different types of core potentials are marked
by the circles. The cross section for this reaction was calculated as
sad  0.42 10 9cm3/s (at 300K) and is supposed to slightly decrease
at lower temperatures [183]. This is about one order of magnitude
smaller than the Langevin cross section of sLan = 4.2 10 9cm3/s
which is a good estimate for the total collision rate. This means that
we can expect an average of ten elastic collisions before an associative
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Figure 61: Inelastic losses of OH  in collisions with rubidium. Shown is the
number of detected ions as a function of the atom-ion interaction
time. The laser cooled cloud of rubidium atoms was placed at
the center of the HAITrap. The difference between the two curves
depends to the sum of all loss channels which are discussed in
the text.
detachment reaction leads to the loss of the ion from the trap which is
still be sufficient for sympathetic cooling.
All the theoretical work has so far entirely focused on collisions with
rubidium in the ground state. It would be interesting to also estimate
the strength of the different loss channels for collisions with excited
rubidium atoms as these are always present in a magneto optical trap.
That there is a change in the collision rates can already be seen from
the Langevin cross section (sLan = 7.12 10 9cm3/s) which is about
twice as large as the one of ground state rubidium [183]. It was also
shown that for rubidium in a P-state, the actual cross sections can be
even larger [185] as the Langevin model does not take into account
the induced quadrupole of this state. Unfortunately, the cross sections
for collisions between OH  and excited Rb is not known as multiple
level crossings and avoided crossings make this system much harder
to describe theoretically.
This is shown in Fig. 60 where the three green curves correspond
to possible excited states assuming a linear geometry of the molecule.
There are two more reaction channels opening for the excited system.
First, the additional electron can be transferred from the OH molecule
to the rubidium atom
OH  + 85Rb  ! 85Rb  +OH ,
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thus neutralizing the ion. Second, there is a crossing between the
excited and the ground state at small interatomic distances
OH  + 85Rb  ! 85Rb+OH  + Ekin .
which allows to transfer part of the excitation energy to the OH 
ion expelling it from the trap. The third and possibly strongest loss
channel is again the associative detachment channel
OH  + 85Rb  ! RbOH+ e 
discussed above.
In a first experiment the total loss rate of OH  was found to be sim-
ilar for collisions with excited and ground state rubidium [101]. This
measurement was preformed by changing the excited state fraction
(see Fig. 47). In our current HAITrap setup more precise measure-
ments can be performed in the future as the Dark SPOT allows us
to vary the bright state fraction from less than five percent all the
way to nearly half the atoms in the excited state. First measurements
of the OH  loss rate are shown in Fig. 61. Based on this single ex-
periment we cannot distinguish between the different loss channels
discussed above and the measured loss rate is therefore the sum of all
reaction channels. We have extract a preliminary total cross section
of s = 3+3 1.5  10 10cm3/s with the relative overlap between the atom
and ion cloud being by far the largest source of error. This result
agrees with previous measurements [101] and with the theoretical
results [183] discussed above. In the future this error can be reduced
by precisely measuring the relative placement of atom and ion cloud.
4.5.2 Sympathetic cooling of OH 
In recent experiments performed with our setup we have focused our
attention on sympathetic cooling of the OH  ions. The prospects of
cooling OH  sympathetically using laser cooled atoms has already
been investigated theoretically. It was shown that the ro-vibrational
degrees of freedom can be efficiently cooled through elastic collisions
with rubidium [186, 187]. As we have shown in the second chapter,
also the motional degrees of freedom should be efficiently cooled.
Our efforts have so far been hindered by the limitations caused
by the radial pockets at high offset voltages (see Fig. 35) and the
linear field gradient at low offset voltages (see Fig. 59). In both of
these trap potentials the potential minimum and thus the maximum
of the ion distribution cannot be probed by the detachment laser as
is hidden behind the rf-wires. For high offset potentials this cannot
be avoided but at low voltages the potentials the linear gradient can
be compensated by the shielding electrodes placed above and below
the ion trap. Unfortunately, the voltage supplies currently used in the
setup do not allow to modify the voltages after the offset voltage have
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Figure 62: Sympathetically cooled OH ? Shown are two cuts through the
ions density distribution along the center axis of the trap, with
and without the laser cooled atoms present in the HAITrap.
been ramped to the lower setting. This can be fixed in the future by
extending the experimental control software.
Nevertheless, first hints of sympathetic cooling could be observed
indirectly. Fig. 62 shows the ions density distribution along the cen-
ter of the trap with and without atoms present inside the trap. This
corresponds to a line along the r = 0 axis in Fig. 58. There is a clear
difference between the two distributions as the ion density becomes
smaller if the atoms are present. It should be pointed out that the
measured densities are always normalized densities and are indepen-
dent of the total number of ions inside the trap. Lower densities do
therefore not indicate a smaller absolute density but a redistribution
of the ions inside the trap. As the density decreases over the entire vol-
ume that can be probed with the detachment laser, the only possible
explanation is that the ion density at the potential minimum behind
the wires has been increased. Using the simulated potentials inside
the rf-trap the measured distributions can be used to estimate the
temperature of the ions after they have been brought into contact with
the laser cooled atoms. The dashed line in Fig. 62 shows a thermal
ion distribution inside the trap potential for T = 125K. It is clear that
the measured width of the ion distribution does not match the one
of this thermal distribution. It can therefore be concluded that the
ions exhibit a non-thermal distribution which makes it very difficult
to put a number on the ions final temperature. But that fact that the
ions density has decreased over the entire observable volume and
therefore must have been increased around the potential minimum
is a strong indication that sympathetic cooling has been achieved. In
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order to properly characterize the ions final temperature in the future
the potential minimum has to be shifted to the trap center so that it
can be directly probed by the detachment laser. Up to date this could
not be realized but it should be possible in the near future.

5
C O N C L U S I O N
It has been common wisdom, starting from early work of Dehmelt
and others, that one cannot cool ions in a radio-frequency (rf) trap
with a buffer gas if the mass ratio x = ma/mi between the buffer gas
atom and ion exceeds a critical value xcrit of approximately unity. In
this thesis, we showed that one can overcome this dogma by using
a spatially localized buffer gas and/or a higher multipole order n
for the radial trapping potential. These approaches make use of the
fact, that the principle hindrance of sympathetic cooling inside an RF
trap arises from a collisionally induced energy transfer between the rf-
driven micromotion and the macromotion. Thus, spatially restricting
collisions to the volume of minimal micromotion and/or reducing the
average micromotion altogether, leads to an increased critical mass
ratio which allows the use heavier buffer gases.
In order to obtain a quantitative understanding how these ap-
proaches change the equilibrium state of the system, we developed a
comprehensive model providing an intuitive picture of collisions in
an rf trap. Our model is based on a favorable frame transformation,
where the micromotion is assigned to the neutral buffer gas instead of
the ion. In this frame the atoms exhibit a spatially dependent velocity
which is composed of the atoms thermal distribution at the trap center
with a growing contribution of the micromotion for larger radii. Due
to the assignment of the micromotion to the buffer gas this second
contribution reaches its maximum value at the ions turning point
in the ponderomotive potential where it can becomes even twice as
large as then the ions maximum macromotion velocity. For a heavy
ion emerged into a buffer gas consisting of light particles this does
not influence the system much, as the maximum velocity of the ion
is small and assigning it to the far lighter neutral does not have a
large impact. In the reversed scenario however, the large maximum
velocity of a light ion can be transferred to a heavy buffer gas particle
creating a system where the ion can gain up to eight times its initial
velocity during a single collision. As this process is independent of
the ions absolute energy this leads to run-away heating resulting in
the ions loss from the trap. Using this model we could derive analytic
expressions for the pole-order dependence of the critical mass ratio
which scales as xcrit  1.5(n  1).
In contrast to previous investigations, our model allows the descrip-
tion of an ion inside a trap of arbitrary multipole order colliding with
buffer gas atoms of an arbitrary spatial distribution. Based on this
we have numerically determined the ion’s steady-state energy and
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spatial distributions. Depending on the atom-to-ion mass ratio, we
found three distinct dynamical regimes, characterized by analytical
expressions for the ion’s equilibrium energy distribution. For low mass
ratios the ion thermalizes with the buffer gas, with small deviations
being caused by the confining effective potential. With growing mass
ratio, the energy as well as spatial distribution exhibits a power law
towards larger energies/radii. We found heuristic expressions for this
mass ratio dependence of the power law exponent. As expected from
the discussion above, an ion immersed into a homogeneous buffer
gas cannot stably be trapped for mass ratios much larger than the
critical mass ratio. Using a localized buffer gas however, we found
the emergence of a novel regime of stable cooling for ions far beyond
the critical mass ratio. In this regime one can actively tune the ions
temperature by controlling the buffer gas’ extension and/or the rf-trap
fields (forced sympathetic cooling).
These findings are directly applicable to cooling of ions with laser
cooled atoms or He buffer gas in Paul traps (as used in the quan-
tum information and quantum simulation communities) or multipole
traps (as used in the chemical reaction and astrochemistry communi-
ties). Especially for experiments investigating interactions of ions with
an ensemble of ultracold atoms, the prospect of using heavier atom
species, makes a whole new range of possible systems available that
have not been studied yet. Especially the use of forced sympathetic
cooling might offer an interesting tool to perform temperature depen-
dent measurement as it allows to precisely tune the ions equilibrium
energy distribution.
A new experiment along these lines was presented in the second
part of this thesis. We developed a hybrid atom ion trap (HAITrap) for
OH  ions trapped together with laser cooled rubidium atoms. With
a mass ratio of x = 5 our system is far beyond the standard critical
mass ratio around unity and even the pole order dependent critical
mass ratio introduced earlier is slightly smaller. This means that in
this system cooling should only be possible due to the localization of
the laser cooled atoms and forced sympathetic cooling is feasible.
In order to properly characterize all parameters of the system, specif-
ically the temperature and density distribution of the ions as well as
the atoms different techniques have been implemented. The main
challenge in characterizing the atom cloud is the very high optical
density of the cloud which is on the order of one-hundred. At this
density most standard imaging techniques fail as the cloud is optically
thick and can no longer be probed by a resonant laser beam. We
therefore implemented saturation absorption imaging scheme with
the probe laser being detuned from the resonance frequency. Using
this technique we found the total number of atoms in the trap to be as
large as 1.5 109 at a peak density of 3 1011atoms/cm3.
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The ion cloud was characterized by performing photodetachment
measurements on the OH  ions. Photodetachment spectroscopy was
used to obtain information about the ions ro-vibrational temperature.
In order to analyze the measured data a simple theoretical model
was developed with the ro-vibrational temperature being the only
free parameter. This way the internal temperature of the molecular
anions was determined to be T  (420  40)K. The translational
temperature was analyzed using photodetachment tomography. In
combination with trap potentials obtained from SIMION calculations
the translational temperature is estimated to be (400 50)K.
Finally the ions and atoms were brought together inside the hybrid
trap. On the one hand this could be used to obtain a first estimate
of the inelastic cross section of rubidium - OH  collisions. On the
other hand we found first indications for sympathetic cooling in our
HAITrap. Unfortunately, due to certain experimental limitations a
satisfying estimate of the ions final temperature could not be achieved.
Nevertheless, this result is the first realization of sympathetic cooling
of a negative ion using laser cooled atoms. Our experiment is also one
of the very few which has an atom-to-ion mass ratio larger than unity.
We hope that our theoretical work might motivate more groups to
pursue the same path.
5.0.3 Outlook
The theoretical model could be extended to also model axial confine-
ment which has so far been neglected. As there is no analytical model
for the final energy distributions it might be helpful for the HAITrap
community to provide a tool which calculates the ions equilibrium
energy and spatial distributions depending on the different experi-
mental parameters. The required algorithm is already fully developed
but it would still be required to provide an intuitive user interface.
In the experiment there is a number of improvements which will be
implemented in the future. First and most importantly, a better control
over all electrode voltages with the possibility to separately ramp
down all voltages of the trap will be required. Second, a more efficient
ion detection would be beneficial. So far the detection is limited by
the maximum count rate of the ion detector which could be fixed by
using a micro-channel plate detector instead. In combination with a
phosphor screen or a delay line this could also be used to spatially
image the cloud by transversally extracting the ions onto a position
sensitive detector. Such a detection scheme would also be beneficial as
it would greatly decrease the time of the measurements as the density
distribution could be measured in a single shot. With the current setup,
a full two-dimensional scan of the ion cloud takes several hours.
For future experiments, there is a whole set of interesting questions
that can be addressed with our setup. In the near future, our interest
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will be focused on improving our sympathetic cooling scheme. The
key here should be the improved control over the trapping potentials
discussed above. It will be very interesting to see if forced sympathetic
cooling will work as predicted by our theoretical model. Using pho-
todetachment spectroscopy also any change of the ions ro-vibrational
temperature can be detected. The photodetachment spectrum in its
own is also an interesting field for further studies. Especially the
threshold behaviors of different transitions should be investigated in
greater detail.
In the more distant future different kinds of ions can be studied. The
first candidate that comes to mind are water clusters which consist
of a single O  or OH  ion with N water molecules clustered around
it. These clusters have already been observed in time-of-flight spectra
taken with our current ion source and by changing the seed gas it will
also be possible to create a large number of other ions.
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