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Resumen
Muchos de los procesos de la industria qu mica biotecnol ogica y alimentaria trans
curren en modo discontinuo o semicontinuo Por ello su descripci on debe realizarse
mediante modelos din amicos constituidos por ecuaciones diferenciales y algebraicas
frecuentemente no lineales A menudo es preciso adem as incorporar la dependencia
espacial de las variables de estado relevantes mediante sistemas de ecuaciones en
derivadas parciales 	procesos distribuidos

A n de calcular las mejores pol ticas de operaci on de dichos procesos 	con
trol  optimo
 es preciso disponer de t ecnicas de optimizaci on din amica robustas y
ecientes con las que hacer frente a las dicultades que surgen de la presencia de res
tricciones sobre estados y controles y al car acter multimodal 	no convexo
 derivado
de posibles discontinuidades y a la no linealidad intr nseca de estos procesos
En la primera parte de esta memoria se realiza una revisi on bibliogr aca del
estado actual del modelado y simulaci on din amica de procesos Igualmente se pre
sentan los conceptos clave de la optimizaci on 	estacionaria y din amica
 de procesos
prestando especial atenci on al estado actual de los m etodos de control  optimo desde
el punto de vista de la ingenier a de procesos Asimismo se justica la elecci on del
esquema de parametrizaci on de control como el punto de partida de esta tesis
Dicho esquema transforma el problema original de control  optimo en un problema
de programaci on no lineal con restricciones 	NLP
 que requiere adem as la resoluci on
de un problema de valor inicial 	din amica del sistema
 para cada evaluaci on En
esta tesis se ha perseguido aumentar la eciencia y robustez de la resoluci on del NLP
externo as  como disminuir en lo posible el coste computacional de la resoluci on del
problema de valor inicial
En la segunda parte de este trabajo se presenta el desarrollo de nuevos m etodos de
optimizaci on din amica basados en el esquema de parametrizaci on de control con dos
tipos de metodolog as Por una parte se desarrollan nuevos m etodos deterministas
locales que hacen uso del c alculo eciente de las sensibilidades param etricas de
primer y segundo orden para evaluar de formamuy eciente el gradiente y el Hessiano
v
vi Resumen
	o Hessiano proyectado
 de la funci on objetivo Por otra parte dada la frecuente
no convexidad del NLP se propone la combinaci on de un m etodo global de tipo
estoc astico con un m etodo determinista local formando un m etodo h brido a n de
sumar sus ventajas a la vez que se evitan varios de sus inconvenientes
Estas nuevas metodolog as se aplican a la soluci on de diversos problemas de
complejidad creciente tomados de la bibliograf a reciente y de gran inter es en los
sectores qu mico y biotecnol ogico incluyendo problemas multiobjetivo y procesos
de una y varias etapas
Por  ultimo en la tercera parte de esta memoria se presenta la aplicaci on de estos
nuevos m etodos a la resoluci on de problemas de optimizaci on din amica de procesos
distribuidos Para la resoluci on de los problemas de valor inicial se considera el uso
del m etodo num erico de las l neas y el m etodo de elementos nitos que transfor
man las ecuaciones en derivadas parciales originales en un conjunto de ecuaciones
diferenciales y algebraicas de dimensi on elevada
Estas metodolog as se aplican al c alculo de las pol ticas  optimas de operaci on de
un conjunto de problemas distribuidos incluyendo dos de especial relevancia para
la industria alimentaria la esterilizaci on t ermica de alimentos y el procesamiento
t ermico de alimentos en hornos mixtos microondasconvecci on En el caso de mi
croondas estas pol ticas se validan experimentalmente con un prototipo construido
al efecto
Dado que el proceso de simulaci on de sistemas distribuidos requiere un tiempo
de computaci on signicativo en el  ultimo cap tulo se presenta una metodolog a
que basada en la proyecci on del modelo distribuido sobre hiperplanos de dimensi on
baja permite reducir su orden manteniendo sus propiedades de representaci on Las
grandes ventajas del uso de modelos de orden reducido se ilustran con su aplicaci on
a la simulaci on diseno y optimizaci on din amica del proceso de esterilizaci on t ermica
de alimentos
           
Objetivos
El objetivo fundamental de esta tesis ha sido el desarrollo de m etodos avanzados de
optimizaci on din amica de procesos distribuidos buscando estrategias m as ecientes
y robustas que las existentes en la actualidad Para ello se ha elegido el esquema de
parametrizaci on de control y se han jado los siguientes subobjetivos
 Desarrollar un m etodo determinista local basado en el uso de informaci on de
segundo orden con el n de aumentar la velocidad de convergencia
 Desarrollar un m etodo h brido de optimizaci on global basado en la combi
naci on de un m etodo estoc astico y un m etodo determinista local para la re
soluci on de problemas multimodales 	no convexos

 Evaluar dichos m etodos mediante su aplicaci on a la resoluci on de un amplio
conjunto de problemas representativos de optimizaci on din amica tanto de
procesos concentrados como distribuidos prestando especial atenci on a la es
terilizaci on t ermica de alimentos y al procesamiento t ermico en hornos mixtos
microondasconvecci on
 Validar experimentalmente las pol ticas  optimas obtenidas para el caso del
procesamiento t ermico de alimentos en hornos mixtos microondasconvecci on
 Acelerar la resoluci on de problemas de optimizaci on din amica de sistemas
distribuidos mediante el uso de modelos de orden reducido
vii
viii Objetivos
Indice
Agradecimientos i
Resumen v
Objetivos vii
Indice ix
Indice de tablas xv
Indice de  guras xix
Notacion xxv
Introducci on 
 Modelado y simulacion dinamica de procesos 
 Desarrollo y tipos de modelos                       
 Soluci on de ecuaciones diferenciales ordinarias 	ODEs
         
 M etodo expl cito de Euler                     
 M etodos RungeKutta                       
 M etodo de Adams                         
 M etodo impl cito de Euler                     
 M etodos BDF                            
 C odigos de resoluci on de ODEs                  
 RK vs BDF en problemas con discontinuidades         
 Soluci on de ecuaciones diferenciales ordinarias y algebraicas 	DAEs
  
 Soluci on de ecuaciones en derivadas parciales 	PDEs
          
 M etodo de diferencias nitas                    
 M etodo num erico de las l neas 	NMOL
              
ix
x Indice
 M etodos de residuo ponderado                   
 M etodo de elementos nitos                    
 M etodos espectrales                         
 Optimizacion estacionaria 
 Formulaci on del problema de optimizaci on no lineal 	NLP
       
 Generalidades                                
 Condiciones de optimalidad                        
 Manejo de restricciones                           
 M etodos de optimizaci on local                       
 Soluci on del problema unidimensional               
 M etodos directos                          
 M etodos indirectos                         
 M etodos de optimizaci on global                      
 M etodos deterministas                       
 M etodos estoc asticos                        
 Optimizacion dinamica 
 Formulaci on matem atica                          
 Breve revisi on hist orica                           
 M etodos de optimizaci on din amica                    
 Programaci on din amica                      
 Principio m aximo de Pontryagin                  
 M etodos directos                          
 Estudio comparativo                            
 Parametrizaci on de control 	CVP
                     
Nuevos m etodos CVP m as ecientes y robustos 
 Metodos de segundo orden 
 Introducci on                                 
 Sensibilidades param etricas de primer orden               
 Sensibilidades param etricas de segundo orden              
 M etodos de Hessiano quasiNewton                    
 Implementaci on pr actica                      
 Aplicaci on a problemas en par ametros concentrados       
 Conclusiones                            
Indice xi
 M etodo de Newton Truncado                       
 Implementaci on pr actica de TNHp                
 Algunas particularidades acerca de la resoluci on de IVPs    
 TNHp vs TNfd                           
 TNHp resoluci on de problemas en par ametros concentrados  
 Conclusiones                            
 RTNHp Control  optimo de procesos qu micos y bioqu micos      
 RTNHp TNHp con renado                    
 Optimizaci on din amica de bioreactores              
 Optimizaci on de procesos qu micos de dimensi on elevada    
 Conclusiones                                 
 Optimizacion dinamica mediante un metodo h	brido 
 Introducci on                                 
 Optimizaci on multiobjetivo                        
 Desarrollo de un m etodo h brido 	HyMDO
               
 Selecci on del m etodo estoc astico                  
 Selecci on del m etodo determinista local              
 Ajuste del m etodo h brido                     
 Optimizaci on din amica con el m etodo HyMDO             
 Optimizaci on de procesos de una etapa              
 Optimizaci on de procesos multietapa               
 Conclusiones                                 
Aplicaci on a procesos distribuidos 
 Optimizacion dinamica de procesos distribuidos con TNHp 
 Introducci on                                 
 Transferencia de calor                       
 Difusi on de materia                         
 M etodo num erico de las l neas 	NMOL
                  
 Simulaci on del IVP extendido para procesos distribuidos        
 Jacobiano del IVP extendido                    
 Simulaci on con un integrador disperso              
 Caso particular Din amica lineal en los estados         
 Implementaci on pr actica                          
xii Indice
 Optimizaci on din amica de procesos distribuidos ejemplos        
 Control de la temperatura de una barra             
 Control  optimo del calentamiento de un cilindro         
 Difusi on a trav es de una membrana                
 Optimizaci on de la esterilizaci on de conservas de alimentos   
 Conclusiones                                 

 Control optimo de hornos microondasconveccion 
 Introducci on                                 
 Problemas del calentamiento con microondas               
 Modelo matem atico del proceso                      
 Modelos de complejidad media                   
 Modelos rigurosos ecuaciones de Maxwell            
 Simulaci on del proceso                           
 Resoluci on num erica de las ecuaciones de Maxwell        
 Resoluci on num erica de la ecuaci on de conducci on de calor   
 Problema de optimizaci on din amica                    
 Formulaci on general                        
 Resoluci on con TNHp                       
 Problemas considerados                      
 Desarrollo de un controlador robusto                   
 Validaciones experimentales                        
 Resultados                                  
 Conclusiones                                 
 Optimizacion de procesos distribuidos modelos reducidos 
 Introducci on                                 
 Obtenci on de modelos de orden reducido para procesos distribuidos  
 Expansi on de KarhunenLoeve                   
 POD de un conjunto de datos                   
 Proyecci on sobre el espacio reducido               
 Condiciones frontera no homog eneas               
 Presencia de t erminos no lineales                 
 Generaci on del modelo reducido de forma autom atica ejem
plo ilustrativo                            
 Aplicaci on al procesamiento t ermico de alimentos            
 Esterilizaci on t ermica de alimentos envasados              
Indice xiii
 Diseno del proceso                         
 Optimizaci on din amica                       
 Obtenci on del modelo de orden reducido             
 Validaci on del modelo de orden reducido             
 Resultados del problema de diseno                
 Resultados del problema de optimizaci on din amica       
 Conclusiones                                 
Conclusiones 
Ap endices 
Ap endice I                                 
Ap endice II                                 
Ap endice III                                
Ap endice IV                                
Ap endice V                                 
Referencias 
Publicaciones resultantes de este trabajo                 
xiv Indice
Indice de Tablas
 Tipos de ecuaciones en derivadas parciales                
 Niveles de tolerancia de integraci on y optimizaci on           
 Resultados obtenidos con m etodos tipo quasiNewton para la opti
mizaci on din amica del Oscilador de van der Pol             
 Resultados obtenidos con m etodos tipo quasiNewton para la opti
mizaci on din amica del problema de mezcla de catalizadores      
 Resultados obtenidos con m etodos tipo quasiNewton para la opti
mizaci on din amica del problema de Nishida               
 Comparaci on de integradores en la resoluci on de problemas de opti
mizaci on din amica con el m etodo TNHp                
 Resultados obtenidos para el caso del Oscilador de van der Pol con el
m etodo TNHp                               
 Resultados obtenidos para el problema de mezcla de catalizadores con
el m etodo TNHp                              
 Resultados obtenidos para el problema de Nishida con el m etodo TNHp 
 Resumen de resultados obtenidos por distintos m etodos        
 Resultados obtenidos con el TNHp para el caso Pa         
 Resultados obtenidos con el RTNHp para el caso Pa 	r
 
  
int tol
i

  
 int tol
f

 

                       
 Resultados obtenidos con el TNHp para el caso Pb         
 Resultados obtenidos con el RTNHp para el caso Pb 	r
 
  
int tol
i

  
 int tol
f

 

                       
 Resultados obtenidos con el TNHp para el caso Pc         
 Resultados obtenidos con el RTNHp para el caso Pc 	r
 
  
int tol
i

  
 int tol
f

 

                       
 Tabla resumen de resultados para la optimizaci on din amica del biore
actor de ParkRamirez                           
xv
xvi Indice de Tablas
 Resultados presentados por Tholudur y Ramirez 	
 para el biore
actor de LeeRamirez                           
 Resultados obtenidos con el TNHp para el caso Pa         
 Resultados obtenidos con el RTNHp para el caso Pa 	r
 
  
int tol
i

  
 int tol
f

 

                       
 Resultados obtenidos con el TNHp para el caso Pb         
 Resultados obtenidos con el RTNHp para el caso Pb 	r
 
  
int tol
i

  
 int tol
f

 

                       
 Resultados obtenidos con el TNHp para el caso Pc         
 Resultados obtenidos con el RTNHp para el caso Pc 	r
 
  
int tol
i

  
 int tol
f

 

                       
 Resultados obtenidos en la optimizaci on din amica del problema del
Pa con el m etodo TNHP                        
 Resultados obtenidos con el RTNHp para el caso Pa 	r
 
  
int tol
i

 
 int tol
f

 

                       
 Resultados obtenidos en la optimizaci on din amica del problema del
Pb con el m etodo TNHP                        
 Resultados obtenidos con el RTNHp para el caso Pb 	r
 
  
int tol
i

 
 int tol
f

 

                       
 Tabla resumen de resultados para la optimizaci on din amica del CSTR
 Resultados obtenidos para la optimizaci on din amica del proceso de
pir olisis con m etodos estoc asticos                     
 Resultados obtenidos para la optimizaci on din amica del proceso de
Denbigh con m etodos estoc asticos                    
 Resultados obtenidos para la optimizaci on din amica del proceso de
obtenci on de etanol con m etodos estoc asticos              
 Resultados obtenidos para la optimizaci on din amica del proceso de
obtenci on de penicilina con m etodos estoc asticos            
 Resultados obtenidos para la optimizaci on din amica del sistema lineal
con m etodos estoc asticos                         
 Resultados obtenidos para la optimizaci on din amica del problema del
CSTR con m etodos estoc asticos                      
 Resultados obtenidos para la optimizaci on din amica del problema del
desplazamiento de dos f armacos con m etodos estoc asticos caso Pa 
Indice de Tablas xvii
 Resultados obtenidos para la optimizaci on din amica del problema del
desplazamiento de dos f armacos con m etodos estoc asticos caso Pb 
 Tabla resumen de resultados para problemas de una etapa y tiempo
nal libre                                  
 Tabla resumen de resultados problemas de una etapa de tiempo nal
m nimo                                   
 Resumen de resultados para el problema de la columna de destilaci on 
 Estudio del efecto de SC y el punto inicial en la convergencia del
m etodo HyMDO                              
 Resultados de simulaci on del IVP extendido para un proceso distribuido
 Resultados obtenidos para el problema de calentamiento de una barra
 Resultados para el problema de control de la temperatura en un cilindro
 Resultados para el problema de difusi on a trav es de una membrana  
 Resultados obtenidos para el problema de esterilizaci on con el m etodo
TNHp                                    
 Propiedades termof sicas del cilindro de patata             
 Resultados obtenidos para el calentamiento  optimo de una patata   
 Par ametros del problema de esterilizaci on de pat e de cerdo       
xviii Indice de Tablas
Indice de Figuras
 Clasicaci on de los subsectores de la industria de procesos       
 Esquema de objetivos y aplicaciones de la ingenier a de procesos    
 Esquema gr aco del desarrollo de una ecuaci on de balance       
 Estudio de estabilidad y precisi on del m etodo de Euler soluci on seg un
el m etodo de Euler 	l nea discontinua
 vs soluci on real 	l nea continua
 
 Comparaci on m etodo de diferencias nitas y elementos nitos     
 Parametrizaci on de control                        
 Esquema de resoluci on del problema de optimizaci on din amica me
diante parametrizaci on de control seguido en este trabajo       
 Oscilador de van der Pol Perl de control  optimo obtenido con un
m etodo quasiNewton y variables de estado correspondientes      
 Mezcla de catalizadores Perl de control  optimo obtenido con un
m etodo quasiNewton y variables de estado correspondientes      
 Problema de Nishida Perl de control  optimo obtenido con un m etodo
quasiNewton y variables de estado correspondientes          
 Diagrama de ujo del m etodo de Newton Truncado           
 Implementaci on pr actica de los m etodos de segundo orden       
 Estudio comparativo de las curvas de convergencia de los m etodos
TNHp y TNfd para la resoluci on del problema CSTR 	tomando como
referencia J

 
                           
 Estudio comparativo de las curvas de convergencia de los m etodos
TNHp y TNfd para la resoluci on el problema del oscilador de van der
Pol 	tomando como referencia J

 
               
 Comparaci on de pol ticas  optimas de operaci on obtenidas con TNHp
y TNfd para la resoluci on del problema de mezcla de catalizadores  
 Pol tica de operaci on 	  
 para el caso de mezcla de catalizadores
seg un Dolan y Mor e 	
                        
xix
xx Indice de Figuras
 Pol tica de operaci on  optima para el caso P 	   J  
 
 Pol tica de operaci on  optima para el problema P 	   J 

                                 
 Pol tica de operaci on  optima para el problema P 	   J 

                                   
 Pol ticas de operaci on  optimas para los casos Pa 	   J 

 Pb 	   J  
 y Pc 	   J  

respectivamente                              
 Pol ticas de operaci on  optimas para los casos Pa 	   J 

 Pb 	   J  
 y Pc 	   J 

 respectivamente                         
 Pol ticas de operaci on  optima para el problema Pa 	   J 

                                   
 Pol ticas de operaci on  optima para el problema Pb 	   J 

                                   
 Ejemplo ilustrativo de la denici on de puntos no dominantes o Pareto
optimal                                   
 Comportamiento t pico de un m etodo determinista local uno es
toc astico y un h brido en la resoluci on de un problema unidimensional
multimodal                                 
 Curva Pareto para el proceso de pir olisis                 
 Curvas de convergencia de los m etodos estoc asticos en la resoluci on
de problemas P a Pb                        
 Comportamiento t pico del m etodo h brido               
 Ajuste del m etodo h brido para la resoluci on del problema de ob
tenci on de penicilina                            
 Perles de control  optimo y estados correspondientes para los proble
mas de tiempo nal libre 	PP
                  
 Perles de control  optimo y estados correspondientes para los proble
mas de tiempo nal m nimo 	PPb
                
 Esquema de operaci on de un proceso multietapa            
 Esquema de una columna de destilaci on                 
 Comportamiento t pico del m etodo HyMDO Valor objetivo frente a
las tolerancias SC y SC                         
Indice de Figuras xxi
 Perl de control y fracci on molar de los componentes principales 	 y

 correspondientes para el problema de destilaci on          
 Esquema de resoluci on del problema de optimizaci on din amica me
diante m etodos CVP                            
 Esquema de aplicaci on del m etodo NMOL para un problema unidi
mensional                                  
 Estructura b asica del Jacobiano de los sistemas de ODEs obtenidos
de aplicar NMOL 	casos D y D
                    
 Comportamiento de LSODES en la simulaci on de sistemas distribui
dos con sensibilidades                           
 Perl de control y distribuci on de temperaturas en el proceso de ca
lentamiento de una barra 	   J   
 

           
 Perl de control para el calentamiento de una barra unidimensional
obtenido con gOPT 	  
                       
 Aplicaci on del m etodo NMOL a la simulaci on del problema de calen
tamiento de un cilindro                          
 Perl de control y distribuci on de temperaturas en el proceso de ca
lentamiento de un cilindro 	   J   


           
 Esquema del proceso de difusi on a trav es de una membrana      
 Perl de control y distribuci on de concentraciones correspondiente en
el problema de difusi on a trav es de una membrana           
 Perl de control  optimo para el problema de esterilizaci on obtenido
con TNHp    J                        
 Distribuci on de temperaturas a tiempo nal para el problema de es
terilizaci on                                 
 Distribuci on de retenci on de nutrientes a tiempo nal para el pro
blema de esterilizaci on                           
 Espectro electromagn etico                         
 Esquema b asico de un horno microondas                 
 Ejemplo de distribuci on de potencia en el interior del horno 	plano
vertical
                                   
 Distribuci on real de temperaturas en los planos medios de un cilindro
y un paralelep pedo calentamiento solo con microondas         
 Distribuci on real de temperaturas en los planos medios de un cilindro
y un paralelep pedo calentamiento solo por conveccion forzada     
xxii Indice de Figuras
 Pantalla t pica mostrando la temperatura dentro del horno la poten
cia del microondas y la potencia de la convecci on forzada        
 Situaci on de los alimentos en el interior del horno Selecci on de planos
medios                                    
 Curva Pareto para el calentamiento de un cilindro de patata P   
 Comparaci on de tiempos de c alculo de los distintos m etodos para el
problema P                               
 Perles de control y distribuci on nal de temperaturas para el caso
del calentamiento de un cilindro de patata                
 Perles de control y temperaturas m axima y m nima para el calenta
miento de un cilindro de gel TX 	tf  s
            
 Distribuci on real de temperaturas en el plano medio de un cilindro
calentamiento mixto  optimo                        
 Perles de control  optimos para el calentamiento de un paralelep pe
do modelo lineal                              
 Distribuci on de temperaturas en el interior de un paralelep pedo a
tiempo nal modelo lineal                         
 Malla utilizada para la simulaci on del calentamiento de un paralelep pedo
caso no lineal Cortesa de N  Scheerlinck Univ  de Lovaina      
 Curvas de convergencia del m etodo ICRSDS en la soluci on del pro
blema P                                 
 Perles de control  optimos para el calentamiento de un paralelep pe
do modelo no lineal                            
 Distribuci on de temperaturas en el interior de un paralelep pedo a
tiempo nal calentamiento mixto  optimo                
 Distribuci on de temperaturas en el plano medio de un paralelep pedo
calentamiento mixto  optimo                        
 Distribuci on real de temperaturas en el plano medio de un paralele
p pedo calentamiento mixto  optimo                   
 Perl  optimo de calentamiento de un paralelep pedo s olo convecci on 
 Distribuci on de temperaturas en el interior de un paralelep pedo a
tiempo nal s olo convecci on 	modelo nolineal
             
 Distribuci on real de temperaturas en el plano medio de un paralele
p pedo calentamiento s olo convecci on  optimo              
 Evoluci on de un sistema din amico disipativo               
Indice de Figuras xxiii
 Resultado t pico de la simulaci on de la variable transformada  en el
caso del calentamiento de una esfera Estos snapshots ser an utilizados
para la generaci on del modelo reducido                 
 Energ a capturada por las primeras autofunciones emp ricas en el
problema de calentamiento de una esfera                 
 Cuatro primeras autofunciones emp ricas para el caso del calenta
miento de una esfera                           
 Comparaci on de los modelos nominal 	l neas
 y reducido 	s mbolos

en la simulaci on del proceso de calentamiento de una esfera      
 Perl de temperatura t pico 	CRT
 durante un proceso de esterilizaci on
 Snapshots t picos para la variable  en el problema de esterilizaci on 
 Snapshots t picos para la variable  en el problema de esterilizaci on 
 Snapshots t picos para la variable lnC
N
en el problema de esteriliza
ci on                                     
 Energ a capturada por las primeras autofunciones emp ricas en el
problema de esterilizaci on de alimentos                 
 Autofunciones emp ricas para la descripci on de la variable  en el
problema de esterilizaci on                         
 Autofunciones emp ricas para la descripci on de la variable  en el
problema de esterilizaci on                        
 Autofunciones emp ricas para la descripci on de la variable lnC
N
en
el problema de esterilizaci on                       
 Comparaci on de los modelos nominal 	l neas
 y reducido 	s mbolos

simulaci on de la distribuci on de temperaturas en el proceso de este
rilizaci on 	se muestran las T en varios puntos del alimento
      
 Comparaci on de los modelos nominal 	l nea
 y reducido 	s mbolo

simulaci on de la letalidad en el punto cr tico              
 Comparaci on de los modelos nominal 	l nea
 y reducido 	s mbolo

simulaci on de la retenci on vol umica media de nutrientes        
 Resultados obtenidos con el modelos reducido para el problema de
diseno del proceso de esterilizaci on retenci on de nutrientes      
 Resultados obtenidos con el modelos reducido para el problema de
diseno del proceso de esterilizaci on tiempo de calentamiento     
 Perl de control  optimo y temperatura en el punto cr tico para el
proceso de esterilizaci on de alimentos Resultados obtenidos con el
modelo reducido                              
xxiv Indice de Figuras
 Evoluci on temporal de la retenci on vol umica media de nutrientes co
rrespondiente a la pol tica  optima de operaci on             
 Evoluci on temporal de la letalidad en el punto cr tico correspondiente
a la pol tica  optima de operaci on                    
 Comparaci on de las curvas de convergencia de la optimizaci on del
proceso de esterilizaci on utilizando el modelo nominal y el modelo
reducido                                   
Notaci on
Abreviaturas
BDF M etodo de integraci on que hace uso de la backward dierentiation
formula
CG M etodo de gradiente conjugado
CP M etodo de parametrizaci on total
CVP M etodo de parametrizaci on de control
DAEs Ecuaciones diferenciales ordinarias y algebraicas
FE M etodo de elementos nitos
HyMDO M etodo h brido estoc asticodeterminista para optimizaci on
din amica
IDP M etodo de programaci on din amica iterativa
int tol Tolerancia de integraci on
IVP Problema de valor inicial
KKT Condiciones de optimalidad de KarushKunhTucker
KL Expansi on de KarhunenLoeve
Mt M etodo de optimizaci on
n
cg
N umero de iteraciones del m etodo de gradiente conjugado
n
f
N umero de evaluaciones de la funci on objetivo
n
g
N umero de evaluaciones del gradiente
n
h
N umero de evaluaciones del Hessiano
n
i
N umero de iteraciones que realiza el m etodo de optimizaci on
NLP Problema de optimizaci on no lineal
NMOL M etodo num erico de las l neas
nnz N umero de elementos no nulos de una matriz
NRO N umero de iteraciones de renado
Nv Nivel de tolerancias de optimizaci on e integraci on
ODEs Ecuaciones diferenciales ordinarias
opt tol Tolerancia de optimizaci on
 
En esta secci on s olo se incluye una relaci on de las abreviaturas y s mbolos m as utilizados a lo
largo de esta memoria
xxv
xxvi Notacion
PDAEs Ecuaciones en derivadas parciales diferenciales ordinarias y
algebraicas
PDEs Ecuaciones en derivadas parciales
POD Proper orthogonal decomposition
qN M etodo quasiNewton
RK y RKF M etodos de integraci on RungeKutta y RungeKutta
Fehlberg
RTNHp M etodo de Newton truncado con renamiento para opti
mizaci on din amica
SC y SC Tolerancias de optimizaci on para los m etodos estoc astico y
determinista respectivamente
SQP M etodo de programaci on cuadr atica secuencial
T
cpu
Tiempo de computaci on
TN M etodo de Newton truncado
TNFd M etodo de Newton truncado con c alculo para optimizaci on
din amica 	diferencias nitas

TNHp M etodo de Newton truncado para optimizaci on din amica
	exacto

S	mbolos
a
i
Coecientes temporales modelos de orden reducido
c
eq
y c
in
Vector de restricciones de camino de igualdad y desigualdad
d
k
Vector que depende de la direcci on de b usqueda
f Vector de ecuaciones diferenciales ordinarias
F

 F

 F

Condiciones frontera de primer segundo y tercer orden
g Vector de restricciones algebraicas de desigualdad
h Vector de restricciones algebraicas de igualdad
H Hessiano de la funci on objetivo con respecto a las variables
de decisi on
J Funci on objetivo
J

Valor de la funci on objetivo correspondiente al vector v

J
tot
Funci on objetivo total en problemas multiobjetivo
J Jacobiano de un conjunto de ODEs
L Lagrangiano
n Dimensi on del vector de ecuaciones diferenciales ordinarias
p Vector de direcciones conjugadas
r
eq
y r
in
Vector de restricciones puntuales de igualdad y desigualdad
R Matriz de correlaci on
s Direcci on de b usqueda
t t

y t
f
Tiempo tiempo inicial y tiempo nal
Notacion xxvii
u Vector de variables de control
u
L
y u
U
L mites inferior y superior para las variables de control
v Vector de variables de decisi on
v

 v
k
y v

Vector inicial intermedio y nal en la soluci on del problema de
optimizaci on
w Vector de par ametros independientes del tiempo
w
L
y w
U
L mites inferior y superior para los par ametros independientes del
tiempo
x Soluci on aproximada de una ecuaci on en derivadas parciales
x Vector de variables de estado distribuidas
x
 
y x
  
Primera y segunda derivadas espaciales del vector de variables x
x
t
Derivada parcial con respecto al tiempo de las variables distribuidas
y Vector de variables de estado no distribuidas

y Derivada con respecto al tiempo de las variables no distribuidas
z Vector de variables dependientes del tiempo

z Derivada temporal de las variables z
z

Vector de condiciones iniciales
E Dimensi on del vector de restricciones de igualdad
F Vector de ecuaciones en derivadas parciales ordinarias y algebraicas
F

Vector de condiciones iniciales
H Hamiltoniano del sistema
I Dimensi on del vector de restricciones de desigualdad
K N ucleo de una ecuaci on integral lineal
L Operador espacial lineal
R Residuo en los m etodos de residuo ponderado
 Dimensi on del vector de par ametros independientes del tiempo
 Operador espacial general
 Vector de autovalores

h
y 
g
Multiplicadores de Lagrange
 Nivel de discretizaci on espacial en los m etodos NMOL y FE
 Nivel de discretizaci on de control
 Dimensi on del vector de variables de decisi on
 Dimensi on del vector de variables de control
  Vectores de funciones espaciales
 Dominio espacial de denici on del proceso
  Vector de coordenadas espaciales
xxviii Notacion
Introducci on


Industria e ingenier	a de procesos
La industria de procesos se dedica a la transformaci on de recursos naturales 	mate
rias primas
 en productos de utilidad mediante operaciones que implican cambios
f sicos yo qu micos y que est an reguladas por los principios fundamentales de con
servaci on de masa momento y energ a Un proceso consta de una o varias de estas
operaciones
Este sector industrial cuenta con un alto nivel de diversicaci on ramic andose
en diversos subsectores seg un el tipo de materias primas con las que operan o el tipo
de productos que obtienen En la gura  se representa gr acamente una posible
clasicaci on de los distintos subsectores aunque las m ultiples interacciones entre
unos y otros no permiten establecer unas fronteras claras
Industria de procesos
Química
Básica Especialidades
Agroalimentaria
Bioquímica
Biotecnológica
Farmacéutica
Figura  Clasicaci on de los subsectores de la industria de procesos
Por ejemplo en la industria alimentaria son frecuentes los procesos de fer
mentaci on 	fabricaci on de quesos yogures etc
 que tambi en se usan con otros
nes en la industria biotecnol ogica 	p ej obtenci on de antibi oticos
 Igualmente
algunos procesos de preservaci on de alimentos que se llevan a cabo en la industria
agroalimentaria hacen uso de productos qu micos org anicos o inorg anicos generados
por la industria qu mica Por otro lado existen multitud de operaciones comunes
en los subsectores biotecnol ogico y alimentario esterilizaci on centrifugaci on cro
matograf a di alisis etc
En t erminos generales la industria qu mica b asica se encarga de la producci on de
productos destinados principalmente a otras industrias de transformaci on 	 acidos
bases sales org anicas e inorg anicas etc
 mientras que la qu mica de especialidades
se dedica a la obtenci on de productos tales como papel carburantes pinturas tintes
pol meros y otros productos de alto valor anadido 	perfumes cosm eticos etc
 La
industria agroalimentaria se dedica a la transformaci on de materias primas de origen
vegetal yo animal en nuevos alimentos y a su tratamiento con el n de transformar
los en productos con la calidad requerida para su consumo Por  ultimo la industria
biotecnol ogica y bioqu mica incluye todo tipo de procesos que hacen uso o guardan
relaci on con sistemas biol ogicos y se dedican por ejemplo a la elaboraci on de
f armacos algunos aditivos alimentarios etc
Las mayores exigencias del mercado tanto en calidad como en cantidad de pro
ducto la mayor demanda de exibilidad operacional el aumento del coste de la ener
g a y la incorporaci on de legislaciones y regulaciones que exigen mayor protecci on
del medio ambiente son algunos de los factores que han llevado a la industria de pro
cesos a realizar grandes inversiones en investigaci on con el n de minimizar costes
disminuir el impacto ambiental y aumentar la eciencia energ etica
La ingenier a de procesos persigue la consecuci on de estos objetivos mediante la
aplicaci on de t ecnicas sistem aticas asistida por ordenadores para el estudio com
pleto de procesos incluyendo su control y seguridad la protecci on del medio am
biente y el uso eciente de la energ a desde los puntos de vista de desarrollo diseno
y operaci on 	Bogle 
 En la gura  se resumen las necesidades fundamentales
de la industria de procesos as  como las distintas herramientas de la ingenier a de
procesos que contribuir an a cubrir dichas necesidades
Modelado y simulacion de procesos
Tradicionalmente los ingenieros de procesos hac an uso de la intuici on y la expe
riencia de muchos anos para modicar ciertos aspectos de sus plantas y encontrar
unas condiciones de operaci on probablemente no  optimas pero si adecuadas para
los objetivos m as inmediatos de la empresa
Sin embargo la complejidad y variedad de los procesos ha crecido de manera
sorprendente en las  ultimas d ecadas y cualquier intento de mejorar el rendimiento
de un proceso en alg un sentido requiere explorar con precisi on el espacio de condi
ciones de operaci on o la viabilidad de nuevas alternativas Para ello ser a necesario
un mecanismo de representaci on del proceso que caracterice los aspectos m as re
levantes de su comportamiento y que sea adem as lo sucientemente preciso para
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Figura  Esquema de objetivos y aplicaciones de la ingenier a de procesos
las aplicaciones de inter es 	Aris 
 Estos mecanismos de representaci on son
los modelos matem aticos que en general se basan en las leyes f sicas de conser
vaci on de masa energ a y momento y en las ecuaciones constitutivas asociadas a
transformaciones cin eticas y propiedades f sicas
La mayor a de los procesos de los sectores biotecnol ogico y alimentario de inter es
en esta tesis transcurren en modo discontinuo 	por lotes o en batch
 o semicontinuo
permitiendo la obtenci on de productos de alto valor anadido y de varios productos
en una  unica planta 	plantas multiprop osito
 Los procesos discontinuos son inhe
rentemente din amicos y por lo tanto sus modelos matem aticos est an formados por
sistemas de ecuaciones algebraicas y diferenciales ordinarias 	DAEs
 	Pantelides et
al 
 Sin embargo muchos procesos qu micos y bioqu micos tienen adem as
un car acter distribuido esto es al menos algunas de sus variables de estado est an
distribuidas de forma espacial 	Silebi y Schiesser  Aris  Oh 
 de
manera que no s olo dependen del tiempo sino que adem as dependen de la posici on
y por lo tanto est an descritos en general por conjuntos de ecuaciones diferencia
les ordinarias ecuaciones en derivadas parciales y ecuaciones algebraicas 	PDAEs

Dentro de este  ultimo grupo se incluyen muchos de los procesos relacionados con
la tecnolog a de alimentos 	Singh y Heldman 
 y en particular con t ecnicas
de preservaci on basadas en el procesamiento t ermico objeto de particular atenci on
en esta tesis Por  ultimo en este tipo de procesos es habitual la presencia de
discontinuidades 	pej eventos discretos
 por lo que se han desarrollado modelos
denominados h bridos que combinan cualquiera de los modelos din amicos anteriores
con dichas discontinuidades 	Barton y Pantelides 

Estos modelos matem aticos suelen ser muy complejos y en la mayor a de los casos
no ser a posible encontrar soluciones anal ticas lo que ha motivado el desarrollo de
herramientas inform aticas adecuadas para su resoluci on num erica 	simulaci on
 En
este sentido han sido muchos los m etodos num ericos que se han desarrollado tanto
para la resoluci on de DAEs 	Lioen y Swart 
 como para la resoluci on de sistemas
m as complejos descritos por PDAEs y sistemas h bridos 	Schiesser  Ascher y
Petzold  Langtangen 

En la actualidad se dispone adem as de diversas herramientas de desarrollo de
modelos y simulaci on de procesos din amicos con entornos amigables para el usuario
	Jensen y Gani 
 Algunas permiten la simulaci on de procesos distribuidos
poco complicados a partir de la transformaci on de PDAEs en DAEs mediante el uso
de distintas t ecnicas de discretizaci on destacando gPROMS 	PSE Ltd Londres
Reino Unido
 y ACM 	Aspen Custom Modeler Aspentech Cambridge Ma USA

La evoluci on de estas herramientas a entornos cada vez m as sosticados que in
cluyan librer as de operaciones b asicas de las industrias biotecnol ogica y alimentaria
as  como nuevas metodolog as de simulaci on m as eciente de procesos distribuidos
permitiendo la generaci on autom atica de modelos de orden reducido contribuir an
al mejor desarrollo y comprensi on de los procesos
Optimizacion y control
La simulaci on de procesos no es un n en s  misma sino que se dedica habitualmente
a la optimizaci on de alg un aspecto del diseno o la operaci on del proceso En t erminos
generales optimizar consiste en calcular los valores de ciertas variables de decisi on
con el n de maximizar o minimizar una cierta funci on 	o funcional
 cumpliendo
un conjunto de restricciones
En el contexto de procesos las variables de decisi on incluyen distintos par ametros
relacionados con el diseno del proceso yo variables que representan acciones ejerci
das desde el exterior 	controles
 En cuanto a los objetivos  estos depender an del tipo
de problema de optimizaci on a resolver pudiendo estar relacionado con el diseno la
conguraci on o la operaci on del proceso 	Biegler et al 
 Estos objetivos est an
relacionados en general con la minimizaci on de la energ a consumida del coste de
producci on del tiempo de proceso o bien con la maximizaci on de la cantidad yo
calidad de producto
Recientemente se han dedicado grandes esfuerzos a la resoluci on de problemas
que simultanean todos estos objetivos Estos son los llamados problemas de s ntesis
	Grossmann et al  Lin y Floudas 
 que en el caso de procesos en estado
estacionario resultan en problemas de optimizaci on no lineal que incluyen variables
enteras y reales 	Mixed Integer Non Linear Programming MINLP

La optimizaci on de la operaci on de procesos din amicos requiere el c alculo de
las pol ticas  optimas de operaci on 	variables de control del proceso
 con el n de
minimizar 	o maximizar
 un cierto funcional La b usqueda en este caso se hace en
espacios de funciones lo que implica un grado de complejidad superior Aunque
originalmente su soluci on pertenece al campo del an alisis variacional la dicultad
derivada del car acter no lineal de la mayor a de los procesos de inter es y sobre todo
de la presencia de restricciones 	San y Stephanopoulos  Cuthrell y Biegler
 Banga y Seider 
 han llevado al desarrollo de t ecnicas alternativas basadas
en la parametrizaci on de los estados yo del control transformando as  el problema
original en un problema de programaci on no lineal 	NLP

Por  ultimo el proceso debe dotarse de esquemas de regulaci on y control capaces
de cancelar los efectos negativos que sobre la operaci on puedan tener posibles
perturbaciones u otras eventualidades tales como fallos inesperados o escenarios de
puesta en marcha o parada garantizando el cumplimiento de los objetivos marca
dos El control de procesos es una tarea compleja ya que se enfrenta al problema
de la falta de instrumentaci on adecuada que permita obtener datos en l nea acerca
del estado de sistema Ser a necesario pues el uso de t ecnicas de identicaci on y
estimaci on que permitan predecir el estado del sistema a partir de un n umero gene
ralmente limitado de medidas De esta forma un controlador puede denirse como
un dispositivo que invirtiendo la din amica de la planta determina e implementa la
cantidad de acci on necesaria para devolver los estados relevantes del proceso a los
valores denidos por la consigna Esta consigna corresponder a al estado calculado
a trav es de la resoluci on de un problema de optimizaci on din amica
Motivacion
La optimizaci on de procesos constituye un  area de investigaci on muy activa como
lo prueba la enorme cantidad de trabajos publicados en las  ultimas d ecadas Tres
han sido los enfoques principales 	Biegler 
 adoptados por los distintos inves
tigadores
 El puramente matem atico que se centra en el estudio te orico de la opti
mizaci on 	condiciones de optimalidad existencia de soluciones etc

 El del an alisis num erico que se orienta al desarrollo e implementaci on de nuevos
m etodos de optimizaci on ecientes
 El m as pr actico 	ingenieril
 orientado a la resoluci on robusta y able de pro
blemas reales
Esta tesis se enmarca en un punto intermedio entre el enfoque num erico y
pr actico centr andose en el estudio y desarrollo de nuevas alternativas para la op
timizaci on din amica de procesos distribuidos y en su aplicaci on a casos de inter es
industrial en especial de las  areas biotecnol ogica y alimentaria
En los  ultimos anos se han presentado una gran variedad de m etodos cada vez
m as ecientes y robustos con el n  ultimo de utilizarlos en aplicaciones en tiempo
real Sin embargo el estado actual en el contexto de sistemas din amicos distribuidos
tiene todav a muchas carencias originadas por
 El uso de m etodos de optimizaci on poco ecientes en el sentido de que re
quieren un elevado n umero de evaluaciones de la funci on objetivo 	es decir de
simulaciones
 para alcanzar una soluci on
 El uso de m etodos de simulaci on que en aras de la precisi on implican un
elevado coste computacional para cada evaluaci on
Este trabajo se centrar a pues en la mejora del rendimiento y robustez del proceso
de optimizaci on desarrollando m etodos alternativos que intenten reducir estas dos
dicultades por una parte presentando nuevas estrategias de optimizaci on tanto
locales como globales m as ecientes y robustas y por otra desarrollando m etodos
m as ecientes de simulaci on de procesos distribuidos
           
Cap tulo 
Modelado y simulaci on din amica
de procesos
El modelo matem atico de un proceso consiste en un conjunto de ecuaciones
	tanto las derivadas de leyes f sicas de conservaci on como las de tipo constitutivo

con el que pretende imitar el comportamiento de dicho proceso En este cap tulo se
presentan los aspectos m as relevantes del desarrollo de modelos din amicos para el
caso general de procesos distribuidos Estos modelos est an formados por sistemas
de ecuaciones en derivadas parciales diferenciales ordinarias y algebraicas 	PDAEs

cuya soluci on eciente ser a de vital importancia para el posterior c alculo de las
pol ticas  optimas de operaci on
Sin embargo la soluci on de PDAEs requiere en la mayor a de los casos el uso
de t ecnicas num ericas que como se ver a consisten en transformar las PDEs en
un sistema de ODEs o DAEs que se podr a resolver utilizando una herramienta de
integraci on adecuada Es por ello que para comenzar se revisan los m etodos m as
relevantes para la resoluci on de ODEs y DAEs para nalizar con un repaso de las
t ecnicas m as habituales para la resoluci on num erica de PDEs

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 Desarrollo y tipos de modelos
Los modelos matem aticos surgen de la necesidad de imitar de alguna manera el
comportamiento de procesos bajo un n umero sucientemente elevado de condiciones
	Aris 

Para la construcci on de un modelo se necesita tener un conocimiento detallado
tanto de cada una de las partes individuales que forman el sistema como de las
interacciones existentes entre ellas aproxim andose tanto m as el modelo a la reali
dad cuanto m as detallado sea dicho conocimiento Sin embargo en muchos casos
para que un modelo sea manejable es necesario renunciar a algunos elementos que
componen el sistema yo a algunas de las interrelaciones entre ellos
Aunque son frecuentes los llamados modelos emp ricos que en general suponen
la aproximaci on del comportamiento del sistema a partir de datos experimentales y
regresiones que relacionan las distintas variables del sistema entre s  la mayor a de
los modelos se basan en las leyes f sicas de conservaci on de masa energ a y momento
La mayor parte de las ecuaciones constituyen pues balances de alguna entidad
que se crea o se destruye durante el proceso En la gura  	adaptaci on del
original por Jensen y Gani 
 se presenta un esquema gr aco del desarrollo de
una ecuaci on de balance de cualquiera de las entidades masa momento o energ a
Entrada Salida
Acumulación
Generación
Volumen de control
Elemento de volumen
Figura  Esquema gr aco del desarrollo de una ecuaci on de balance
   Desarrollo y tipos de modelos 
La forma gen erica de las ecuaciones resultantes ser a
Acumulaci on Flujo entrada  Flujo salida ! Generaci on
donde la generaci on puede ser de tipo interno o externo via por ejemplo reactiva
en el primer caso o debido a la presencia de campos externos tales como el ectrico
magn etico o gravitatorio en el segundo
Los par ametros de los modelos se calculan habitualmente a partir de datos
experimentales Sin embargo en muchas ocasiones no es posible medir las habitual
mente llamadas magnitudes fundamentales por lo que se usan otras alternativas que
nos permiten determinar las primeras As  la masa energ a y momento se pueden
caracterizar mediante la densidad concentraci on temperatura presi on y velocidad
de ujo que se pueden medir con m as facilidad Las relaciones entre unas y otras
vendr an dadas por las ecuaciones constitutivas del medio Estas ecuaciones consti
tutivas ser an de tipo termodin amico tales como equilibrio de fases ecuaciones de
estado cin eticas etc
Los modelos de los procesos qu micos concentrados en r egimen transitorio estar an
formados por sistemas mixtos de ecuaciones algebraicas y diferenciales ordinarias
	DAEs
 	Pantelides et al 
 Los sistemas de DAEs se pueden clasicar seg un
el  ndice es decir el n umero de veces que hay que derivar un sistema de DAEs para
que se convierta en un sistema de ODEs Los sistemas de  ndice  se comportan de
manera similar a los sistemas de ODEs y se pueden resolver utilizando metodolog as
parecidas Los sistemas de  ndice superior aunque menos frecuentes en la pr actica
s  aparecen en algunos casos 	Pantelides et al 
 lo que ha llevado a que en los
 ultimos anos se hayan desarrollado t ecnicas de reducci on de  ndice 	Jarvis  y
Feehery 
 que permiten considerar este tipo de sistemas de forma m as sencilla
Cuando las variables del proceso no s olo dependen del tiempo sino que adem as
dependen de la posici on es necesario aplicar los balances microsc opicos en todo el
dominio de decinici on Surgen entonces ecuaciones en derivadas parciales muchas
veces combinadas con DAEs constituyendo sistemas de PDAEs
Formulacion matematica de un modelo
La formulaci on matem atica general de estos modelos es como sigue
F	x x
 
 x
  
 x
t
 y 

y  t
   	

donde x e y son los vectores de variables de estado es decir aquellas que surgen en
los t erminos de acumulaci on de los balances y nos indican el estado del sistema Las
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primeras son distribuidas es decir dependen tanto del tiempo como de la posici on
	 
 y las segundas s olo dependen del tiempo Por otra parte x
 
 x  x
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y  dydt
Para garantizar la existencia de una soluci on al sistema  es necesario imponer
condiciones iniciales y condiciones frontera de la forma
Condiciones iniciales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Condiciones frontera
 De primer orden tambi en llamadas de Dirichlet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 De segundo orden o de Neumann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 De orden mixto o de Robin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donde n es el vector normal a la supercie
La soluci on anal tica de este sistema es posible  unicamente en un n umero muy
reducido de problemas En general los problemas distribuidos que se considerar an
en este trabajo est an relacionados con el procesamiento t ermico de alimentos Desa
fortunadamente los modelos de estos procesos son muy no lineales 	Fryer 
Verboven et al 
 y la soluci on anal tica queda descartada
Muchos investigadores se han dedicado al desarrollo de t ecnicas ecientes que
nos permitan su resoluci on num erica En los libros de Schiesser 	
 y Langtan
gen 	
 se examinan algunas de las metodolog as m as utilizadas para el caso
particular de problemas relacionados con el procesamiento t ermico Jaluria y Tor
rance 	
 y Chandra y Singh 	
 hacen un estudio de la aplicaci on de distintos
m etodos
   Solucion de ecuaciones diferenciales ordinarias ODEs 
 Soluci on de ecuaciones diferenciales ordina
rias ODEs
Para comenzar se considera la soluci on de sistemas de ecuaciones diferenciales or
dinarias ya que adem as de constituir una parte muy importante de los modelos de
procesos qu micos son en muchas ocasiones la base de la resoluci on num erica de
sistemas de ecuaciones en derivadas parciales
El objetivo ser a resolver sistemas de ecuaciones de la forma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 Integrando ambos lados de la ecuaci on resulta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En general todos los m etodos de resoluci on num erica de ODEs se basan en la
idea de resolver num ericamente la integral en la ec 	
 Para ello se divide el eje
temporal en un n umero de intervalos nt de duraci on 	t y se calculan los valores de las
variables dependientes en un intervalo dado en funci on de sus valores en intervalos
adyacentes Las condiciones iniciales impuestas al sistema constituyen el punto de
partida de todos los m etodos
El valor de 	t controla de alguna manera la precisi on del resultado es decir
el error cometido en relaci on a la soluci on anal tica si existiese del problema Sin
embargo tan importante como la precisi on es la estabilidad del m etodo que como
se ver a es un factor de vital importancia en la resoluci on de los llamados problemas
r gidos 	sti
 caracterizados por tener constantes temporales muy separadas
Estos dos conceptos determinan la elecci on de un m etodo u otro para la resolu
ci on de un determinado problema y por lo tanto la descripci on de cada m etodo se
acompana de un breve an alisis de precisi on y estabilidad
		 M etodo expl 
cito de Euler
Es el primer y m as sencillo de los m etodos para la resoluci on de ODEs Aproxima la
derivada temporal mediante el uso de diferencias nitas resultando en una f ormula
recursiva que permite el c alculo de la variable dependiente a partir de su valor en el
intervalo anterior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Precision
Se denominar a z

a la soluci on $real del problema El an alisis de precisi on del
m etodo pretende predecir la diferencia que habr a entre la soluci on num erica y la
soluci on real
En el caso del m etodo de Euler es f acilmente comprobable 	Silebi y Schiesser

 que el error es proporcional a 	t ya que es un m etodo de primer orden El error
total vendr a dado por 
  	t
f
 t


	t lo que lleva a elevar el n umero de intervalos
notablemente para aumentar la precisi on del resultado
Estabilidad
Para hacer el estudio de estabilidad se considera un problema muy sencillo cuya
soluci on anal tica es conocida

z  Az 	

donde A es una matriz de coecientes constantes con autovalores  Por simplici
dad se estudiar a el caso unidimensional cuya soluci on anal tica es z	t
  z

e
t
que
suponiendo que    decae exponencialmente con el tiempo
Aplicando la f ormula general del m etodo de Euler 	ec 	

 para la resoluci on
de la ecuaci on se obtiene z
i	
 z
i
	 ! 	t
 que en principio no se parece a una
funci on exponencial
Si se analiza en detalle la soluci on es f acil deducir que para ciertos valores del
producto 	t la soluci on se vuelve inestable 	ej 	t  
 su magnitud crece con
el tiempo y para otros 	ej 	t  
 es estable pero oscilatoria
Estos resultados llevan a concluir que la reducci on del tamano de paso no conduce
siempre a una mejor soluci on sino que hay que tener en cuenta adem as cierto
criterio de estabilidad del m etodo que para el caso de Euler se expresa en la forma
j	tj   	

En la gura  se ilustran los conceptos de precisi on y estabilidad en la soluci on
del problema 	
 con A     para distintas condiciones iniciales y distintos
valores de 	t Es importante resaltar que a medida que se requiere mayor precisi on
el n umero de pasos y por lo tanto el coste computacional crecen notablemente
   Solucion de ecuaciones diferenciales ordinarias ODEs 
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Figura  Estudio de estabilidad y precisi on del m etodo de Euler soluci on
seg un el m etodo de Euler 	l nea discontinua
 vs soluci on real 	l nea continua

En general ser a el criterio de precisi on el que determinar a el valor de 	t De hecho
en la mayor a de las ocasiones es posible que la soluci on sea estable pero imprecisa lo
que llevar a a una reducci on de su valor Sin embargo en los problemas r gidos con
constantes temporales muy distintas es decir autovalores muy separados el tamano
de paso vendr a determinado precisamente por el criterio de estabilidad llegando
en ocasiones a ser tan pequeno que su soluci on mediante el m etodo de Euler es
prohibitiva
		 M etodos RungeKutta
La convergencia lenta del m etodo de Euler y lo restringido de su regi on de estabilidad
absoluta llevan a considerar m etodos de orden de convergencia mayor La primera
opci on que se podr a plantear consiste en aproximar la soluci on por un desarrollo
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en serie de Taylor que en el caso unidimensional resultar a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o lo que es lo mismo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El m etodo de Euler aproxima la pendiente de la funci on f en el intervalo t
i
t
i	

por un valor constante su valor en t
i
 es decir se queda en la aproximaci on de primer
orden lo que implica la necesidad de un n umero de intervalos 	nt
 muy elevado y
en una p erdida de eciencia muy importante Lamentablemente la ec 	
 no es
muy  util para desarrollar m etodos de orden superior ya que requiere las derivadas
de la funci on f  informaci on en general no disponible
Sin embargo todav a es posible aumentar m as la precisi on sin usar las derivadas
Para ello se tomar a un n umero superior de puntos intermedios colocados de manera
determinada que permitir an aproximar de alguna manera las derivadas en la ex
presi on polin omica 	
 Esta es la base de los m etodos RungeKutta de orden
superior entre los cuales el m as utilizado es el de orden  	RK
 tambi en llamado
cl asico ya que fue el desarrollado por los matem aticos alemanes Runge y Kutta a
nales del siglo XIX 	Iserles 

Se ha demostrado que los m etodos RK son m as precisos que un m etodo de Euler
a igualdad de tamano de paso y que esta precisi on aumenta a medida que aumenta
el orden del m etodo Sin embargo es f acil demostrar que el criterio de estabilidad
apenas se modica si para el m etodo de Euler la condici on era j	tj   para el
m etodo RK resulta j	tj   	Silebi y Schiesser 
 lo que no aumenta
demasiado su rango de aplicaci on a problemas r gidos
Metodos RungeKutta adaptativos
La estabilidad y eciencia de los m etodos RK pueden aumentarse permitiendo uti
lizar un tamano de paso variable Para ello ser a necesario estimar el error cometido
mediante una de los dos estrategias siguientes 	Quarteroni et al 

 Usar el mismo m etodo RK con dos tamanos de paso distintos normalmente 	t
y 	t y calcular la diferencia entra los dos resultados Esta posibilidad requiere
muchas operaciones en cada paso y se ha descartado por su ineciencia
 Usar dos m etodos RK de  ordenes consecutivos el c alculo de la diferencia entre
los dos valores de z
i	
obtenidos por ambos m etodos permite determinar el
   Solucion de ecuaciones diferenciales ordinarias ODEs 
error local cometido por el de orden inferior y reajustar el tamano de paso si
es que est a por encima de una cierta tolerancia prejada
Una implementaci on de esta idea es el llamado m etodo RungeKutta
Fehlberg 	RKF
 que calcula dos estimaciones una de orden  y otra de
orden  utilizando para ambos casos los mismos valores de las constantes
lo que reduce el coste computacional de chequear el error Este m etodo ha
resultado ser muy eciente permitiendo incluso la soluci on de sistemas r gidos
		 M etodo de Adams
En los m etodos expuestos se calcula z
i	
a partir de z
i
 prescindiendo de la infor
maci on que aportan los valores calculados con anterioridad 	z
i 
  z
i 

 Existe una
variedad de m etodos multipaso que s  hace uso de esa informaci on del pasado
Los m etodos de Adams se basan en integrar las funciones polin omicas de inter
polaci on de f en un n umero de puntos q !  La f ormula general de estos m etodos
es como sigue
z
i	
 z
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! 	t
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 
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	

Los m as populares son los m etodos de AdamsBashforth 	revisados en Quar
teroni et al 
 m etodos expl citos que han probado ser muy precisos
		 M etodo impl 
cito de Euler
Los m etodos impl citos son ligeramente distintos a los vistos hasta ahora 	expl citos

ya que necesitan no s olo el valor de la funci on z en un n umero determinado de puntos
sino que adem as necesitan el de su derivada en el punto de inter es
La f ormula general del m etodo es como sigue
z
i	
 z
i
! 	t f	z
i	
  t
i	

 	

Es preciso resaltar que aunque muy parecida a la f ormula del m etodo de Euler
expl cito 	ec 	

 la evaluaci on de f en este caso es precisamente en el instante i!
de ah  el t ermino impl cito Estos m etodos necesitan por lo tanto la resoluci on de
un sistema de ecuaciones no lineal mediante una t ecnica adecuada habitualmente
el m etodo de Newton
Como se ve a en las secciones anteriores el m etodo expl cito de Euler y en
general todos los m etodos expl citos pueden llegar a ser inestables para ciertos
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valores de 	t De hecho cada m etodo presenta una regi on de estabilidad fuera de la
cual el comportamiento ser a err oneo
Sin embargo los m etodos impl citos son incondicionalmente estables Asimismo
son m as exactos permitiendo intervalos temporales m as largos pero requieren la
soluci on de un sistema de ecuaciones en cada 	t lo que en la mayor a de los casos es
muy costoso desde el punto de vista computacional
A partir del desarrollo del m etodo impl cito de Euler se han desarrollado otros
m etodos impl citos como RungeKutta impl cito 	que es una extensi on del m etodo
RungeKutta tradicional pero que hace uso expl cito del Jacobiano del sistema
 o el
m etodo de AdamsMoulton y el popular BDF 	backward dierentiation formula

		 M etodos BDF
Desarrollados por Gear 	
 no son m as que una generalizaci on del m etodo
impl cito de Euler
z
i	

q 
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  t
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donde q es el orden del m etodo y 
k
y 

son constantes para un orden dado
Estas constantes determinar an el buen funcionamiento del m etodo en t erminos de
precisi on y estabilidad En su trabajo Gear presenta los valores adecuados para los
casos q  
Visto de otra forma en realidad este m etodo aproxima el valor de f	z
i	
  t
i	


mediante el uso de informaci on de los valores de z en instantes anteriores y es
esta idea precisamente la que le da el nombre de diferencias anteriores 	backward
dierences
 Estos y otros m etodos se revisan ampliamente en el libro de Ascher y
Petzold 	

		 C odigos de resoluci on de ODEs
Algunos de los c odigos m as populares para la resoluci on num erica de ODEs son
 RKF m etodo RungeKuttaFehlberg implementado en FORTRAN por
Watts y Shampine 	Sandia laboratories AlbuquerqueUSA



 LSODE m etodo de Gear 	BDF
 tambi en implementado en FORTRAN por
Hindmarsh 	



 
RKF httpwwwnetliborgsfmmrkff

LSODE httpwwwnetliborgodepacklsodef
 	  Solucion de ecuaciones diferenciales ordinarias y algebraicas DAEs 
 LSODA modicaci on de LSODE por Petzold 	
 permitiendo el cambio
de un m etodo Adams a uno BDF dependiendo de la rigidez del problema


		 RK vs BDF en problemas con discontinuidades
Como se ha visto los m etodos BDF son multipaso es decir necesitan un n umero de
valores iniciales que en un principio no poseen Tradicionalmente para calcular estos
valores se utilizaba un m etodo de Euler impl cito 	BDF de primer orden
 durante los
primeros pasos hasta poder aumentar el orden del m etodo BDF Esto sin embargo
result o ser muy impreciso y se buscaron otras alternativas tales como la inicializaci on
con m etodos RungeKutta para la resoluci on de sistemas de ODEs 	Gear 
 En
ese trabajo se concluye que este tipo de t ecnicas resulta muy valiosa en particular
cuando los m etodos RK operan en zonas no r gidas lo que por otra parte es muy
habitual
Sin embargo consid erese ahora un problema en el que existen un cierto n umero
de discontinuidades como por ejemplo las que surgen de simular ciertos perles de
control con escalones Si el n umero de discontinuidades es sucientemente elevado
el tamano de paso de un m etodo RK m as que estar limitado por la regi on de
estabilidad estar a limitado por el intervalo entre dos discontinuidades lo que lo
hace competitivo frente a m etodos BDF
Esto se conrma en el trabajo de Keeping 	
 donde se presenta una com
paraci on entre un m etodo RK expl cito y un m etodo BDF para la soluci on de un
problema con discontinuidades De los resultados obtenidos se extrae que a medida
que el n umero de discontinuidades aumenta el comportamiento del m etodo BDF
empeora con respecto al del RK Como alternativa sugieren un m etodo h brido
RKBDF v alido para resoluci on de sistemas de DAEs que presenta muy buen com
portamiento
 Soluci on de ecuaciones diferenciales ordina
rias y algebraicas DAEs
Todos los m etodos vistos hasta el momento son v alidos para la resoluci on de sis
temas de ODEs En particular los adaptativos y los impl citos resuelven problemas
r gidos que aparecen frecuentemente en la simulaci on de procesos distribuidos tras
su discretizaci on Sin embargo como ya se ha comentado con anterioridad muchos

LSODA httpwwwnetliborgodepacklsodaf
 Captulo   Modelado y simulacion dinamica de procesos
de los modelos que aparecen en ingenier a de procesos est an constituidos en realidad
por conjuntos de ecuaciones diferenciales ordinarias y algebraicas 	DAEs

Gear 	
 ampli o la aplicaci on de los m etodos BDF a la soluci on de problemas
expresados en DAEs mediante la resoluci on del sistema de ecuaciones 	ec 	


debidas a la resoluci on de las ODEs y las AEs presentes originalmente en el pro
blema de manera simult anea mediante el m etodo de Newton
El uso de BDF no es la  unica posibilidad y muchos de los sistemas de DAEs
pueden resolverse utilizando los m etodos que se consideraron para la soluci on de
problemas r gidos es decir los m etodos impl citos y los expl citos de paso variable
	Petzold  Brenan et al 
 con las modicaciones adecuadas
Para la resoluci on de DAEs se dispone de una gran variedad de c odigos 	Lioen
y Swart 
 Algunos ejemplos son
 DDASSL desarrollado por Petzold 	
 es un m etodo BDF implementado
en Fortran


 DASOLV desarrollado por Jarvis y Pantelides 	
 es un m etodo BDF que
incluye adem as rutinas adecuadas para la resoluci on de sistemas dispersos


 RADAU m etodo RungeKutta impl cito de orden  	descrito en Hairer y
Wanner 

 

 GELDA m etodo para la resoluci on de sistemas de DAEs lineales de  ndice
arbitrario dispone de una versi on basada en RungeKutta y otra basada en
BDF 	Kunkel et al 



 Soluci on de ecuaciones en derivadas parciales
PDEs
La expresi on general de una ecuaci on en derivadas parciales es de la forma
	x
   	

siendo  un operador diferencial y x la variable distribuida 	temperatura concen
traci on velocidad etc




DDASSL httpwwwnetliborgslatecsrcddasslf

DASOLV httptitanprincetoneduMINOPTsolvershtmlDASOLV

RADAUhttpwwwunigechmathfolkshairersoftwarehtml

GELDA httpwwwusertuchemnitzde mehrmanngelda

N otese que x indica aqu  cada una de las componentes del vector x	 no se incluyen sub ndices
por simplicidad en la notaci on
 
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En general se distinguir a entre operadores lineales y no lineales y dentro de los
primeros entre el pticos hiperb olicos y parab olicos En la tabla  se muestran sus
formas generales y algunos ejemplos
Tipo Orden en   Orden en t Ejemplo
El ptica   Ec de Laplace r

x  
Parab olica   Ec de Fourier x
t
 kr

x
Hiperb olica 
er
orden   Ec de advecci on x
t
 vrx
Hiperb olica 
o
orden   Ec de ondas x
tt
 c

r

x
Tabla  Tipos de ecuaciones en derivadas parciales
En muchos casos pr acticos aparecen tambi en combinaciones de  estos como por
ejemplo en la ecuaci on de convecci on x
t
 vrx!r

x
Debido a la falta de un m etodo universal para la resoluci on exacta de ecuaciones
en derivadas parciales se han invertido grandes esfuerzos en desarrollar m etodos
num ericos que permitan su resoluci on aproximada Estos m etodos han ido evolu
cionando de manera muy r apida a medida que ha aumentado la capacidad com
putacional y hoy en d a est an sucientemente desarrollados como para permitir la
resoluci on de problemas muy complejos Aqu  se revisan los m etodos m as empleados
prestando especial atenci on a sus respectivas ventajas e inconvenientes
En primer lugar se consideran dos m etodos especialmente f aciles de utilizar el
m etodo de diferencias nitas y el m etodo num erico de las l neas Ambos aproximan
las derivadas espaciales utilizando diferencias nitas
A continuaci on se revisar an otros m etodos que con el n de transformar el pro
blema original de dimensi on innita en uno de dimensi on nita es decir en un
conjunto de ODEs 	o DAEs
 realizan una proyecci on de las PDEs en un conjunto
nito de funciones espaciales que contienen la informaci on necesaria acerca de la
geometr a del sistema A estos m etodos se les denomina de residuo ponderado
	weighted residual methods
 entre los que se destaca el m etodo de Galerkin El tipo
de funci on espacial elegida determina el tipo de m etodo en general pueden ser
funciones locales como por ejemplo en el caso de los m etodos de elementos nitos
o pueden ser globales como en el caso de las autofunciones asociadas al operador
espacial
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		 M etodo de diferencias nitas
Probablemente es el primer m etodo num erico utilizado en la resoluci on de problemas
en derivadas parciales Existe documentaci on en la que se prueba que Gauss utiliz o
este m etodo Su uso se generaliz o con la aparici on de los primeros ordenadores y
la bibliograf a sobre el mismo es abundante en los anos 
El primer paso para la aplicaci on del m etodo es discretizar el dominio espacial
de denici on de la ecuaci on en un n umero variable de puntos o nodos mediante una
malla rectangular El dominio temporal tambi en se discretiza Como resultado se
obtiene un sistema de ecuaciones algebraicas que puede resolverse de forma secuen
cial o simult anea dependiendo del esquema de discretizaci on elegido En general
el valor de una variable dependiente en una posici on y un tiempo determinados se
calcular a en funci on de sus valores en posiciones e instantes adyacentes Como re
sultado se obtendr an un conjunto de ecuaciones algebraicas cuya soluci on ser a el
valor de la variable dependiente en cada uno de esos nodos
Este tipo de m etodos se estudia ampliamente en los libros de Carnahan et al
	
 y Smith 	
 para problemas de todo tipo y en el de Jaluria y Torrance
	
 con  enfasis en su aplicaci on a la soluci on de problemas relacionados con
transferencia de calor
La principal ventaja del m etodo de diferencias nitas radica en su f acil imple
mentaci on y aplicaci on Sin embargo s olo resulta pr actico para problemas con
geometr a y condiciones frontera sencillas Por otra parte la precisi on del resultado
depende en gran medida del n umero de nodos utilizados es decir del n umero de
ecuaciones lo que conlleva en ocasiones tiempos de computaci on excesivos
En la actualidad la tendencia es a desarrollar m etodos que  unicamente dis
cretizan el dominio del espacio resultando as  en ecuaciones diferenciales ordina
rias f acil y ecientemente resolubles por cualquiera de los m etodos presentados en
la secci on 
		 M etodo num erico de las l 
neas NMOL
Basado en este concepto surge el m etodo num erico de las l neas 	Schiesser 

que utiliza una malla espacial para aproximar los valores de la derivada temporal
de la variable dependiente de manera que el resultado ser a un conjunto de ecuacio
nes diferenciales ordinarias que se resolver a utilizando un m etodo como los vistos
anteriormente
La precisi on del m etodo depender a del n umero de elementos de la discretizaci on
 
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espacial y del m etodo de resoluci on del sistema de ODEs resultante Es impor
tante resaltar que en ocasiones este sistema de ODEs resulta ser r gido precisa
mente debido a la discretizaci on espacial En este caso ser a necesario utilizar un
m etodo adaptativo o un m etodo impl cito como los considerados en la secci on 
Sin embargo los sistemas de ODEs resultantes suelen tener dimensi on elevada de
pendiendo del nivel de discretizaci on y por supuesto de la dimensi on espacial del
problema lo cual limita la aplicaci on de ciertos m etodos Por ejemplo el uso de
m etodos BDF garantiza la estabilidad de la soluci on sin embargo es necesario el
c alculo del Jacobiano del sistema y en t erminos generales esto puede ser muy cos
toso 	Schiesser 
 En ese caso el uso de m etodos que usan informaci on sobre la
dispersi on del problema como por ejemplo LSODES

	Hindmarsh 
 ser an de
gran utilidad
Nuevas implementaciones del NMOL tratan de mejorar su precisi on a trav es
del uso de mallas adaptativas que permiten renar la discretizaci on all  donde el
problema lo requiere a medida que se evoluciona en el tiempo En Li 	
 y Li
y Petzold 	
 se realiza un an alisis detallado de estas t ecnicas y se presentan
algunas mejoras Otros autores han aumentado la eciencia simulando de manera
paralela varias $l neas o lo que es lo mismo varias ODEs 	Rice y Luj an 
 en
combinaci on con m etodos adaptativos
		 M etodos de residuo ponderado
Se presentan brevemente las caracter sticas generales de los m etodos de residuo
ponderado ya que constituyen la base como se ha dicho de muchas estrategias de
resoluci on de PDEs Estos m etodos parten de la formulaci on general de la ecuaci on
en derivadas parciales 	ec 	

 denida en un dominio espacial con frontera suave
 con condiciones frontera de los tipos generales vistos en la secci on  	ecs 	

	

 y que aqu  se expresan de forma abreviada
B	x
   	

donde se asume que las condiciones B son constantes en el tiempo
La clave de este tipo de m etodos es la separaci on de variables se asume que la
soluci on del problema se puede aproximar con la precisi on deseada por una serie
de la forma

LSODES httpwwwnetliborgodepack
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x 
k
X
i

a
i
	t

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 	

donde x es la aproximaci on del campo x los coecientes a
i
son funciones temporales
y 
i
	 
 son funciones espaciales habitualmente denominadas funciones base o de
prueba que verican las condiciones frontera y que suelen ser ortogonales entre s 
Una vez seleccionado el tipo de funciones espaciales que como se ver a pueden
ser locales o globales el objetivo ser a minimizar la diferencia entre la funci on real
x	   t
 y la aproximaci on x	   t
 Aunque el error k x x k no se puede calcular s 
es posible calcular el residuo que resulta de aplicar el operador 	 
 a la funci on x
R  	x
 	

y se asume que si se minimiza este residuo se minimiza tambi en el error entre
las funciones real y aproximada De hecho esto es demostrable en algunos casos
sencillos 	Langtangen 

El m etodo m as utilizado para minimizar el residuo es el denominado de residuo
ponderado y consiste en encontrar los coecientes temporales tales que la media
ponderada de R en el dominio  se anule para un conjunto de funciones de prueba
W
i
que en principio pueden coincidir o no con las funciones 
i
 Esto es equivalente
a imponer la condici on de que el residuo sea ortogonal a las funciones W
i
 que
matem aticamente se formula
	R W
i

 
Z

RW
i
d   	

donde 	f  g
 
R

fgd  es el denominado producto interior del correspondiente
espacio de Hilbert
Queda por determinar qu e sucede con las condiciones frontera En este sentido si
el operador espacial diferencial es de orden m a todas aquellas condiciones frontera
de orden menor que m se les denominar a esenciales 	por ejemplo condiciones de
Dirichlet
 ya que las funciones de prueba deben vericarlas necesariamente En el
caso de restricciones cuyo orden sea superior o igual a m las restricciones se dicen
naturales ya que se incorporan de manera natural en el m etodo de residuo ponderado
	Langtangen 

A continuaci on se consideran varios tipos de m etodos que se enmarcan en el de
residuo ponderado y cuyas diferencias radican en la elecci on de las funciones W
i

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Metodo de colocacion
En este caso se toman funciones W
i
 		    
i

 donde la 		    
i

 es la funci on
delta de Dirac centrada en un punto  
i
 El resultado es un conjunto de ecuaciones
que fuerzan a que el residuo se anule en esos puntos predenidos Se podr a pensar
que el m etodo de diferencias nitas que se consider o en la secci on  es un caso
particular de  este
Metodo de m	nimos cuadrados
En este caso las funciones de peso son W
i

R
c
i
 lo que equivale a minimizar
	R R
 en problemas en estado estacionario En el caso din amico habr a que utilizar
funciones de prueba temporales adem as de las espaciales lo que hace su utilizaci on
m as complicada 	Fletcher 

Metodo de Galerkin
Las funciones de peso W
i
coinciden con las funciones base 
i
 En este caso se
puede ver que el resultado es un conjunto de ecuaciones diferenciales cuya variable
independiente es el tiempo Para ello sup ongase por ejemplo un operador

t
 L
donde L	 
 es el operador espacial imponiendo la condici on 	
 resulta
d
dt
	
i
  x
  	
i
 L	x

 	

o lo que es lo mismo
k
X
i

	
j
  
i


da
j
dt

k
X
i

	
j
 L	
i


 j         k 	

El conjunto 	
 no es m as que un conjunto de k ecuaciones diferenciales ordi
narias f acilmente resoluble con algunos de los m etodos vistos
Un estudio comparativo de los distintos m etodos de residuo ponderado lleva a
la conclusi on de que el m etodo de Galerkin produce resultados de mayor precisi on
y su rango de aplicaci on es m as amplio que el del resto de los m etodos 	Fletcher


		 M etodo de elementos nitos
Se trata de un m etodo de residuos ponderados que consiste en combinar el m etodo de
Galerkin con funciones de interpolaci on locales generalmente polinomios de orden
 Captulo   Modelado y simulacion dinamica de procesos
bajo lo que permite resolver de manera sencilla problemas especicados en dominios
con geometr as complicadas 	en Onate et al  se recopilan distintos trabajos y
aplicaciones del m etodo de elementos nitos

De forma similar al m etodo de diferencias nitas el dominio espacial se discretiza
de alguna forma La malla de discretizaci on espacial est a formada por un conjunto
de elementos compuestos generalmente por el mismo n umero de v ertices y aris
tas pero que pueden adoptar formas diferentes De esta manera la malla puede
adaptarse mejor a formas irregulares Las funciones espaciales se calculan utilizando
polinomios de interpolaci on 	funciones de forma
 entre los distintos v ertices Las
funciones globales W
i
son polinomios que se anulan en la mayor a de los elementos
salvo en el considerado
En el caso de problemas bidimensionales los elementos son habitualmente trian
gulares mientras que en los problemas tridimensionales suelen ser tetra edricos Como
ejemplo se presenta en la gura  una comparaci on entre las mallas generadas por
el m etodo de diferencias nitas y el de elementos nitos en un caso bidimensional
En ella se aprecia la mayor eciencia del m etodo de elementos nitos sobre el de
diferencias nitas al necesitar menos nodos para asegurar el mismo grado de pre
cisi on
Figura  Comparaci on m etodo de diferencias nitas y elementos nitos
En los trabajos de Fletcher	
 y de Langtangen 	
 se examinan diversos
aspectos de la aplicaci on del m etodo de elementos nitos
Otros m etodos alternativos que surgen como modicaciones del m etodo de ele
mentos nitos son el m etodo de vol umenes nitos en el que el dominio se divide
en pequenas regiones llamadas vol umenes de control 	discutidos por ejemplo en
Schiesser 
 o el m etodo de elementos frontera 	BEM ver por ejemplo Chen y
 
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Zhou 
 que transforma el operador diferencial denido en el dominio de fron
tera  en operadores integrales denidos  unicamente en la frontera de manera que
s olo la frontera es discretizada y por lo tanto se reduce el coste computacional
Si se comparan los m etodos de diferencias nitas 	FD
 elementos nitos 	FEM
 y
elementos frontera 	BEM
 se deduce que para geometr as regulares el m etodo FD es
generalmente el m as f acil de aplicar No obstante generalmente requiere modica
ciones especiales para considerar ciertas dicultades que habitualmente aparecen en
los problemas con fronteras irregulares Aunque los m etodos FEM y BEM son m as
complicados de implementar permiten resolver estos casos de manera m as sencilla
		 M etodos espectrales
Estos m etodos hacen uso del m etodo de Galerkin con funciones 
i
denidas global
mente ortogonales entre s  y que verican las condiciones de contorno La principal
ventaja de estos m etodos sobre los anteriores es que los modelos obtenidos tienen un
tamano m as reducido y por lo tanto el tiempo de simulaci on disminuye notable
mente
La naturaleza de las funciones de prueba tiene un impacto muy importante en la
precisi on de los m etodos espectrales 	Gottlieb y Orszag 
 Entre los distintos
tipos de funciones utilizadas destacan
 Autofunciones del operador espacial aplicable en problemas en los que el
operador espacial es sencillo y tambi en lo es la geometr a del sistema
 Funciones trigonom etricas expanden la soluci on en t erminos de senos y cosenos
Tienen la propiedad de ser diferenciables un n umero innito de veces y son
especialmente adecuadas para los casos con condiciones frontera peri odicas
Tienen muy buen comportamiento en la aproximaci on de funciones suaves sin
embargo en casos con discontinuidades o condiciones frontera no peri odicas su
convergencia es muy mala 	Wycko& 
 resultando en el fen omeno denomi
nado de Gibbs
 Polinomios de Legendre o de Chebyche& Los primeros presentan problemas
de convergencia mientras que los segundos aunque bastante robustos no son
totalmente ortogonales lo que anade imprecisi on e implica un mayor tiempo
para la resoluci on del problema
 Captulo   Modelado y simulacion dinamica de procesos
Expansion de KarhunenLoeve KL
Incluido dentro de los m etodos espectrales este m etodo ha alcanzado un gran auge
en los  ultimos anos debido al  exito con el que ha resuelto ciertos problemas no
lineales relacionados con la din amica uidos 	Sirovich  Berkooz et al 
Bangia et al  entre otros
 Este m etodo tambi en denominado Proper Orthog
onal Decomposition 	POD
 permite calcular las llamadas autofunciones emp ricas
a partir de una matriz de datos que caracterizan la din amica del sistema
Estas funciones no tiene expresi on anal tica No obstante son totalmente ortonor
males y f acilmente aplicables a cualquier tipo de geometr a y operador Por otra
parte tienen la propiedad de ser la base  optima requiriendo el menor n umero de
funciones prueba para obtener una precisi on dada lo que las convierte en las fun
ciones base m as atractivas para la resoluci on de problemas en PDEs de manera muy
eciente
           
Cap tulo 
Optimizaci on estacionaria
El problema de optimizaci on consiste en calcular el conjunto de variables 	deno
minadas de decisi on
 tales que minimizan 	o maximizan
 una cierta funci on objetivo
o de coste Si bien se pueden hacer diversas clasicaciones de problemas de opti
mizaci on existen dos que merece la pena destacar
 Seg un la linealidad y el tipo de variables de decisi on optimizaci on lineal no
lineal combinatoria y mixta
 Seg un la naturaleza de la funci on objetivo optimizaci on local y global
La soluci on de estos problemas en general no es trivial y es por ello que se han
desarrollado numerosas t ecnicas que permiten la soluci on de los distintos tipos de
problemas A lo largo del cap tulo se revisar an los m etodos m as relevantes para
la optimizaci on de problemas no lineales tanto locales como globales En primer
lugar se plantean algunas generalidades en relaci on a la evaluaci on de m etodos y
se establecen las condiciones de optimalidad tanto para problemas sin restriccio
nes como problemas generales con restricciones Dado que en la mayor a de los
problemas pr acticos las variables de decisi on est an sometidas a restricciones se co
mentar an brevemente algunos aspectos pr acticos acerca del manejo de restricciones
Se naliza con una revisi on de los m etodos m as relevantes de optimizaci on no lineal
tanto locales como globales

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 Formulaci on del problema de optimizaci on
no lineal NLP
El problema de optimizaci on no lineal 	nonlinear programming problem NLP
 se
formula como sigue
Encontrar el vector de variables de decisi on v que minimiza la funci on
J	v
 	

y que verica las restricciones
h
i
	v
   i  E 	

g
i
	v
   i  I 	

donde J es una funci on escalar de varias variables v  R
 
que se denominar a funci on
objetivo o coste h
i
y g
i
son tambi en funciones escalares que determinan el espacio de
valores posibles para v son las denominadas restricciones de igualdad y desigualdad
respectivamente N otese que los problemas de optimizaci on se formulan habitual
mente como problemas de minimizaci on para los problemas de maximizaci on basta
con cambiar el signo de la funci on objetivo
Dentro de esta formulaci on general se incluyen algunos casos especiales m as
sencillos tales como
 Problema de optimizaci on no lineal sin restricciones
 Problemas lineales 	linear programming LP
 aquellos en los que la funci on
objetivo y las restricciones son lineales
 Problemas con restricciones lineales aquellos en los que las restricciones son
lineales
 Problemas quadr aticos 	quadratic programming QP
 subconjunto de los
anteriores incluyen aquellos problemas en los que la funci on objetivo es
cuadr atica y las restricciones lineales
El problema de inter es para esta tesis es el m as general esto es el NLP con res
tricciones es decir aquellos tipos de problemas en los que tanto la funci on objetivo
como las restricciones son no lineales
   Generalidades 
Como se ver a una de las dicultades m as habituales en la resoluci on de problemas
de este tipo es la multimodalidad es decir la presencia de varias soluciones que se
denominar an locales frente a la mejor de todas ellas que es la global Esto llevar a
al uso de m etodos especiales 	m etodos de optimizaci on global
 que intentan evitar
las limitaciones de otros m etodos que tienden a quedarse $atrapados en soluciones
locales 	m etodos de optimizaci on local

 Generalidades
En la resoluci on de problemas de optimizaci on sin restricciones los m etodos locales
buscan un vector v

 R
 
tal que J	v


  J	v
 para todos los valores de v cercanos
a v

 En el caso de m etodos globales el objetivo es m as ambicioso y se pretende
encontrar el valor v

de entre todos los posibles valores de v
Todos ellos son procesos iterativos que partiendo de un valor inicial para las
variables 	v


 generan una secuencia de valores habitualmente llamada mapa del
algoritmo que minimiza la funci on objetivo hasta alcanzar la soluci on dentro de una
tolerancia preespecicada El m etodo de iteraci on se suele expresar en la forma
v
k	
 v
k
! d
k
	

en donde v
k	
es el valor actual de aproximaci on al  optimo y d
k
una funci on que
depender a de la direcci on de b usqueda siendo la manera en que se calcula d
k
la
que distingue el tipo de m etodo de optimizaci on En una primera clasicaci on se
distinguir a entre m etodos deterministas y m etodos probabil sticos o estoc asticos
tanto locales como globales
En cuanto a los m etodos deterministas suelen buscar la vericaci on de las condi
ciones de optimalidad Estos m etodos calculan las direcciones de b usqueda de ma
nera sistem atica y en muchos casos requieren el c alculo del gradiente o el gradiente
y el Hessiano de la funci on objetivo y garantizan en la mayor parte de los proble
mas convergencia dentro de un nivel de precisi on especicado Dentro de este tipo
de m etodos los habr a locales y globales Los primeros generalmente muy r apidos
encuentran uno de los posiblemente m ultiples m nimos de la funci on considerada
mientras que los segundos localizan el mejor de todos esos m nimos Por supuesto
en el caso de los problemas convexos el  optimo local coincide con el global y un
m etodo local ser a suciente N otese que para el problema general no existe ning un
m etodo que garantice la optimalidad en tiempo nito 	Guus et al 

El segundo grupo de m etodos 	estoc asticos
 no usan informaci on sobre la estruc
tura del problema Hacen uso de secuencias pseudoaleatorias y valores previos de
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la funci on objetivo para calcular las direcciones de b usqueda En general tienen
car acter global y convergen al  optimo con probabilidad aproxim andose a  a medida
que el n umero de iteraciones 	k
 aumenta
A la hora de seleccionar un m etodo en favor de otro hay que tener en cuenta
una serie de aspectos generalidad y robustez sensibilidad a par ametros eciencia
y por  ultimo velocidad de convergencia 	Bazaraa et al 

 Generalidad y robustez La generalidad del algoritmo se reere al rango
de problemas al que se puede aplicar La robustez se reere a la capacidad
de resolver los problemas para los que el algoritmo ha sido desarrollado con
cierta precisi on e independientemente del punto inicial elegido
 Sensibilidad a parametros La mayor a de los algoritmos requieren la
selecci on a priori de algunos par ametros Normalmente estos par ametros
guardan relaci on con el tamano de paso factores de aceleraci on y criterio de
convergencia entre otros A este respecto se preferir a un m etodo cuya solu
ci on sea lo m as insensible posible a esta selecci on
 E ciencia Este criterio est a relacionado con el tiempo invertido en la prepa
raci on del problema para su optimizaci on y el tiempo de computaci on requerido
para su soluci on En este sentido se pueden utilizar criterios basados en n umero
de iteraciones n umero de evaluaciones de la funci on objetivo o bien tiempo
total de computaci on


 Convergencia Aunque no siempre es posible calcularla se dene aqu  la
velocidad de convergencia 	V
 te orica
lim
k
j v
k	
 v

j
j v
k
 v

j
q
 V  	

Si q   y V   la secuencia se dice que tiene convergencia lineal si q   o si
q   y V   entonces se habla de convergencia superlineal y si q   entonces
la convergencia es cuadratica En general este criterio de convergencia s olo se
puede utilizar para los m etodos deterministas que requieren del gradiente o
del Hessiano para calcular d
k

 
En este trabajo	 usaremos este  ultimo criterio	 por considerarlo el m as objetivo Para que
la comparaci on con otros autores sea razonable	 todos los tiempos de c alculo se transforman a
la misma m aquina 
PC Pentium IIIMhz	 utilizado en este trabajo y para ello se utilizar a
el n umero de MFlops de cada ordenador seg un la rutina Linpack Valores tabulados en
httpwwwnetliborgperformancehtmlPDStophtml
 	  Condiciones de optimalidad 
Para garantizar y mejorar la convergencia de algunos algoritmos d
k
se mo
dica mediante el uso de lo que habitualmente se llama b usqueda lineal 	line
search
 o bien un m etodo de regi on de conanza 	trust region
 	ver por ejem
plo Nash y Sofer 
 En el primer caso d
k
 
k
s
k
y en el segundo d
k
 s
siendo k s k 	
k
 El m etodo de b usqueda lineal es el m as antiguo y m as uti
lizado y en los libros de optimizaci on se dedica especial atenci on a la soluci on
de este problema ya que condiciona la eciencia del algoritmo total
 Condiciones de optimalidad
La manera m as sencilla de derivar las condiciones de optimalidad comienza por
realizar un desarrollo en serie de Taylor de la funci on objetivo J	v
 en torno al
 optimo 	v


 	Edgar y Himmelblau 

J	v
  J	v


!r
T
J	v


	vv

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Teniendo en cuenta que un m nimo local es aquel que verica que J	v
J	v


 
 en una vecindad de v

 de la expresi on anterior se deduce que una condici on de
m nimo ha de ser necesariamente
rJ	v


   	

Sin embargo esta condici on s olo garantiza un punto estacionario Para determi
nar si es un m aximo un m nimo o un punto de silla habr a que analizar el Hessiano
de la funci on resultando 	para un m nimo

r

J	v


   	

Es importante resaltar que estas condiciones se han calculando suponiendo que
el punto v

puede estar en cualquier lugar en el espacio 	R
 

 Sin embargo en los
casos pr acticos lo normal es que est e sometido a alg un tipo de restricci on y las
condiciones anteriores ya no son v alidas
Sup ongase que el problema de optimizaci on responde a la formulaci on general que
se presentaba en la secci on  en la que las variables de decisi on estaban sujetas
a una serie de restricciones En ese caso se denir a un punto v como factible si
verica esas restricciones y no factible en otro caso En cuanto a las restricciones de
desigualdad se denominan activas cuando se cumple la igualdad e inactivas en otro
caso
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En la mayor parte de los casos tanto la funci on objetivo como las restricciones
ser an funciones no lineales de las variables de decisi on ya que los modelos cuadr aticos
o lineales son demasiado simplicados para la mayor a de las aplicaciones pr acticas
Por lo tanto los resultados fundamentales proceder an del desarrollo del c alculo
matem atico en el siglo XVIII siendo el concepto b asico el de Lagrangiano y los
multiplicadores de Lagrange
La caracterizaci on de las condiciones necesarias de optimalidad en problemas res
tringidos se generaliz o a partir de los resultados de Lagrange en el conocido teorema
de KarushKuhnTucker que recopila y estructura un conjunto de investigaciones
llevadas a cabo por numerosos autores en los anos cuarenta entre los que tambi en
ha de citarse a Fritz John Para detalles sobre su desarrollo ver por ejemplo Nash y
Sofer 	
 o Bazaraa et al 	
 donde se hace un an alisis riguroso del c alculo de
las condiciones de optimalidad para los casos con restricciones lineales y no lineales
Aqu  se presentan las condiciones KarushKunhTucker 	KKT
 en su formulaci on
m as general para el problema planteado en las ecs 	
	

Asumiendo que los gradientes de las restricciones de igualdad y desigualdad son
linealmente independientes en el  optimo v

	condici on de regularidad
 existe un
vector 	
h
 
g

 de multiplicadores de Lagrange de tal forma que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La expresi on 
g
i
g
i
	v


   se denomina habitualmente complementary slackness
condition y distingue entre restricciones activas e inactivas Sea I  i  g
i
	v


  
el conjunto de restricciones activas entonces las condiciones KKT de primer
orden pueden escribirse en la forma
rJ	v
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Sup ongase ahora que tanto la funci on objetivo como las restricciones son dos
veces diferenciables y que v

es un punto tal que verica la condici on KKT de
primer orden y que los valores de los multiplicadores en ese punto son 
h
y 
g
 Se
dene el Lagrangiano del sistema como sigue
 
  Manejo de restricciones 
L	v
  J	v
 ! 
h
T
h	v
 ! 
g
T
g	v
 	

Sea C el cono de direcciones d tales que rg
i
	v



T
d   para los  ndices i cuyos
multiplicadores de Lagrange son positivosrg
i
	v



T
d   para los ndices i restantes
yrh
i
	v



T
d   para todas las restricciones de igualdad Entonces las condiciones
KKT de segundo orden 	para un m nimo
 pueden escribirse de la forma
d
T
r

L	v

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 Manejo de restricciones
La forma en que se manejan las restricciones es un aspecto muy relevante en el
desarrollo de m etodos de optimizaci on ya que su presencia es muy frecuente en las
aplicaciones reales Las estrategias m as habituales en el manejo de restricciones se
pueden clasicar en dos grandes grupos
 Las que transforman el problema original con restricciones en uno sin restric
ciones o en una secuencia de problemas convexos sin restricciones Aqu  se in
cluyen los m etodos de penalizaci on y los m etodos de programaci on cuadr atica
sucesiva 	SQP
 Otro tipo de m etodos que se puede incluir en este grupo es
el denominado de penalizaci on por exclusi on 	death penalty
 que descarta los
puntos no factibles utilizando para ello factores de penalizaci on muy eleva
dos
Estos m etodos son ampliamente utilizados en combinaci on tanto con m etodos
de optimizaci on locales como globales estoc asticos
 Las que intentan resolver el problema directamente mediante el uso de t ecnicas
espec cas como el m etodo de gradiente reducido 	generalized reduced gradient

y la mayor a de los m etodos deterministas globales
Dado que la mayor a de los m etodos se disenaron para la resoluci on de problemas
sin restricciones una de las t ecnicas m as frecuentes consiste en usar funciones de
penalizaci on 	penalty functions
 que incluyen a la funci on original y un t ermino de
penalizaci on que depende de la violaci on de las restricciones y de un par ametro que
cuantica la proximidad al punto factible Matem aticamente
P	v  
  J	v
 ! 
p
	k
P 	h  g
 	

 Captulo   Optimizacion estacionaria
donde 
p
	k
 es el par ametro de penalizaci on que en ocasiones se mantiene constante
a lo largo del proceso de optimizaci on o se puede modicar en cada iteraci on y
P 	h  g
 es una medida de la violaci on de las restricciones
La forma de la funci on P determina el tipo de m etodo de penalizaci on de entre
los que merece la pena destacar dos tipos de m etodos
 M etodos que generan mapas de puntos no factibles alcanzando una soluci on
al problema original asint oticamente Destacan los m etodos de penalizaci on
cuadr atica en los que P es una suma ponderada del cuadrado de las violaciones
de las restricciones o los de penalizaci on exacta en los que P es la suma
ponderada de los valores absolutos de las violaciones de las restricciones
 M etodos denominados de punto interior 	interior point methods
 que generan
secuencias de puntos factibles Tambi en denominados m etodos de barrera
hacen uso de las funciones de barrera 	penalty barrier functions
 que evi
tan que los puntos generados sean no factibles Estas funciones son de tipo
logar tmico y aunque en su versi on cl asica s olo se pod an aplicar a restric
ciones de desigualdad hoy d a existen versiones modicadas que permiten su
aplicaci on a cualquier tipo de restricci on 	Polyak  Vassiliadis y Floudas


Un m etodo alternativo es el denominado de los multiplicadores 	ver por ejemplo
Nocedal y Wright 
 Este m etodo hace uso de un Lagrangiano modicado
con un t ermino cuadr atico en la violaci on de las restricciones denido de tal forma
que garantiza que el Hessiano del Lagrangiano sea positivo denido en un punto
estacionario v

 Una vez encontrado el vector v

que minimiza el Lagrangiano
aumentado se actualizan los multiplicadores de Lagrange y as  sucesivamente hasta
encontrar los valores  optimos La principal limitaci on de este m etodo es que requiere
la soluci on de una secuencia de problemas de optimizaci on
	 M etodos de optimizaci on local
Aqu  se plantean diversas estrategias como se ha dicho originalmente desarrolladas
para resolver problemas sin restricciones pero que se adaptan f acilmente a la reso
luci on de problemas con restricciones mediante el uso de m etodos de penalizaci on
Los m etodos deterministas calculan la direcci on de b usqueda de manera sis
tem atica y seg un el tipo de informaci on que usan para su c alculo se distingue entre
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los que s olo hacen uso de la funci on objetivo directos y los que usan informaci on
adicional 	gradiente o gradiente y Hessiano
 o indirectos
		 Soluci on del problema unidimensional
Aunque los problemas pr acticos no son en general unidimensionales la mayor a
de los algoritmos de optimizaci on multidimensional emplean el m etodo de b usqueda
lineal para aumentar su eciencia y vericar las restricciones de tipo l mite
Este m etodo requiere la soluci on de un problema de optimizaci on unidimen
sional una vez calculada la direcci on de b usqueda por cualquiera de los m etodos
que se ver an a continuaci on se resolver a el problema de encontrar el valor de  que
minimiza J	v ! s



De entre los unidimensionales el m as popular que no hace uso m as que de la
funci on objetivo es el m etodo de Fibonacci que reduce el espacio de b usqueda en
cada iteraci on hasta llegar a una soluci on que verica cierto criterio 	 este y otros
m etodos se revisan en los libros de Fletcher 	
 o Edgar y Himmelblau 	

		 M etodos directos
En cuanto a los m etodos directos 	direct methods o derivative free methods
 para
la resoluci on de problemas multidimensionales son bastante populares los de Hooke
y Jeeves y Rosenbrock revisados por ejemplo en el libro de Fletcher 	
 Sin
embargo el que ha demostrado mejores cualidades es el simplex o la modicaci on
que de  el hicieron Nelder y Mead 	Edgar y Himmelblau 
 
Todos ellos se basan en el uso de patrones de b usqueda por ejemplo en el caso de
Hooke y Jeeves se usan los ejes coordenados y las direcciones que resultan de unir
dos puntos de la secuencia En el m etodo de Rosenbrock se usan  direcciones orto
gonales linealmente independientes El m etodo simplex genera guras geom etricas
de ! v ertices llamadas simplex en el espacio de b usqueda y sustituye el v ertice
de peor funci on objetivo por otro nuevo generando as  un nuevo simplex El m etodo
de Nelder y Mead es una modicaci on del m etodo simplex en el que el tamano
de los simplex es exible pudiendo expandirse o reducirse a lo largo del proceso
de b usqueda Por  ultimo cabe mencionar el m etodo complex que es una modi
caci on del m etodo simplex pero que permite resolver problemas con restricciones de
desigualdad 	Reklaitis et al 


En lo sucesivo J denota simplemente funci on objetivo de un problema sin restricciones	 en el
caso de problemas con restricciones JP 
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La principal desventaja de estas estrategias radica en el hecho de que a medida
que  aumenta pierden eciencia y es por este motivo que durante algunos anos
quedaron relegados a un segundo plano Sin embargo Wright 	
 propone la
recuperaci on de este tipo de estrategias directas y presenta nuevas modicaciones al
m etodo de Nelder y Mead que aumentan su eciencia Lewis et al 	
 revisan el
pasado y el presente de los m etodos de b usqueda directa y proponen nuevas meto
dolog as que permiten la resoluci on de problemas con restricciones generales 	Lewis
y Torczon 
 Sin embargo incluso en estos m etodos mejorados el n umero de
evaluaciones de la funci on objetivo sigue siendo muy elevado y para problemas en
los que la evaluaci on de la funci on objetivo es costosa son muy inecientes
		 M etodos indirectos
Como alternativas que requieren menor n umero de evaluaciones de la funci on obje
tivo surgen los m etodos indirectos que hacen uso de informaci on extra que facilita
el acercamiento al  optimo
Metodos del gradiente
El m etodo de gradiente cl asico o del descenso m as r apido 	steepest descent
 pro
puesto por Cauchy en el siglo XIX usa el negativo del gradiente de la funci on
objetivo como direcci on de b usqueda s  rJ	v
 Se puede probar su conver
gencia al  optimo con velocidad lineal 	Nash y Sofer 
 Su comportamiento es
muy bueno sobre todo en los primeros pasos acerc andose r apidamente a la solu
ci on Sin embargo una vez cerca genera direcciones en ocasiones casi ortogonales
produciendo un zigzag que lo vuelve muy lento e ineciente
Metodos de segundo orden
El resto de los m etodos deterministas basan el c alculo de la direcci on de b usqueda en
la soluci on de un sistema de ecuaciones no lineal Existen diversos m etodos para la
resoluci on de sistemas de ecuaciones no lineales Aqu  se describe muy brevemente
el m etodo de Newton ya que ha resultado ser muy eciente y constituye la base de
la mayor a de los m etodos de optimizaci on no lineal
Sea un sistema de ecuaciones M	v
   El m etodo de Newton es un m etodo
iterativo que genera una secuencia de soluciones bas andose en una aproximaci on
lineal de la funci on M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Resolviendo ahora el sistema resulta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El nuevo elemento en la secuencia ser a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Los m etodos de optimizaci on que se ver an a continuaci on hacen uso del m etodo
de Newton para la resoluci on de la ecuaci on de optimalidad de primer orden 	ec 	


Por consiguiente la direcci on de b usqueda vendr a dada por la expresi on que a partir
de este momento denominaremos ecuaci on de Newton
r
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resultando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en donde aparece el Hessiano de la funci on objetivo lo cual es deseable ya que
mejora las propiedades de convergencia 	Fletcher 
 alcanzando convergencia
cuadr atica en la proximidad de la soluci on
Sin embargo utilizar la direcci on de b usqueda tal como aparece en la expresi on
	
 m etodo de Newton tradicional tiene algunas limitaciones
 El Hessiano podr a ser singular o no ser denido positivo en alg un momento
bien durante el proceso de optimizaci on o en la soluci on obtenida
En el primer caso se pueden utilizar t ecnicas de modicaci on del Hessiano para
transformarlo en una matriz denida positiva de manera que as  se garanti
zar a una direcci on de b usqueda descendente 	Gill et al 

En el segundo caso una vez se ha obtenido un punto estacionario se puede
comprobar si es un punto de inexi on mediante pequenas perturbaciones de
la soluci on y observando qu e sucede con la funci on en un entorno del punto
hallado Este m etodo no es muy riguroso Sin embargo en la pr actica es muy
 util
 Si la dimensi on del problema de optimizaci on 	
 es elevada el c alculo del
Hessiano 	o su inverso
 puede ser inviable o como m nimo muy costoso
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Como alternativas se presentan los m etodos de Newton modicados que hacen
uso de m etodos de b usqueda lineal para garantizar la convergencia y los quasi
Newton que en general tratan de aproximar la direcci on de Newton asint oticamente
Los m etodos quasiNewton son bastante populares en el sentido de que han
sido utilizados para la resoluci on de un gran n umero de problemas con  exito Hay
diversos tipos pero todos ellos se basan en aproximar el Hessiano por una matriz
B que se actualiza en cada iteraci on y calcular la direcci on de b usqueda mediante
la soluci on de una ecuaci on de Newton aproximada
B
k
s
k
 rJ	v
k
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El tipo de m etodo quasiNewton viene determinado por las condiciones impuestas
a la matriz B
k
 que en general se destinar an a mantener las mejores propiedades del
Hessiano es decir que sea sim etrica y denida positiva
Destacan los llamados metodos del grupo Broyden basados en el uso de
la f ormula BFGS 	desarrollada por Broyden Fletcher Goldfarb y Shano en 

para actualizar el inverso de la matriz B
k
 Simult aneamente se present o con el
mismo n la llamada f ormula de DavidonFletcherPowell 	DFP
 Sin embargo el
mismo Powell recomendar a el uso de la BFGS por ser m as robusta y tener mejores
propiedades de convergencia 	Bazaraa et al 

Metodos para la resolucion de problemas de dimension elevada
Los m etodos presentados hasta ahora manejan matrices 	bien el Hessiano o sus
aproximaciones
 habitualmente densas y de dimensi on en ocasiones elevada re
quieren adem as un gran n umero de operaciones por iteraci on 	proporcional a 

o



 lo que limita su aplicaci on a problemas de dimensi on reducida
En los  ultimos anos se han dedicado grandes esfuerzos al desarrollo de m etodos
cuyos requerimientos sean menores y permitan la resoluci on eciente de problemas
de dimensi on elevada ya que son  estos los problemas m as habituales en la pr actica
Los m as populares son el m etodo deGradiente Conjugado no lineal 	Nonlinear
Conjugate Gradient method CG
 originalmente desarrollado para sistemas lineales
por Hestenes y Stiefel 	
 y revisado con gran detalle para problemas no lineales
en el libro de Hestenes 	
 el m etodo BFGS de memoria limitada 	Limited
memory BFGS LBFGS Liu y Nocedal 
 y el m etodo de Newton Truncado
	Truncated Newton TN Nash 

Aqu  no se presentan detalles sobre el funcionamiento de estos m etodos Sin
embargo s  es conveniente destacar las virtudes de cada uno de ellos para concluir
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de alguna manera cu al ser a el m as adecuado para la resoluci on de un determinado
problema
El metodo de gradiente conjugado se basa en la resoluci on de la ecuaci on
de Newton de manera iterativa generando direcciones de b usqueda mutuamente
conjugadas con respecto al Hessiano S olo requiere una memoria aproximada de
 lo que lo hace un rme candidato para la resoluci on de problemas de dimensi on
elevada Sin embargo realiza un elevado n umero de evaluaciones de la funci on
objetivo lo que para algunos problemas puede ser una limitaci on importante
El LBFGS est a basado en el m etodo BFGS original que aproximaba el inverso
del Hessiano del sistema utilizando la f ormula que le da nombre Sin embargo este
m etodo requer a guardar en memoria toda la matriz y operar con ella lo que para
problemas grandes resultaba muy costoso En el m etodo LBFGS sin embargo
esta matriz se calcula mediante la reserva en memoria de una serie de vectores
correspondientes a un n umero m de iteraciones que la denen expl citamente y que
dependen exclusivamente de v y del gradiente de la funci on a minimizar
El TN est a basado en la resoluci on aproximada de la ecuaci on de Newton
	ec 	

 utilizando un m etodo iterativo habitualmente el m etodo de gradiente
conjugado que se para 	trunca
 antes de llegar a la soluci on Consta pues de
dos iteraciones una exterior en la que se genera una secuencia de puntos utilizando
direcciones de b usqueda cuyo c alculo requiere una iteraci on interna para resolver
aproximadamente la ecuaci on de Newton
En el trabajo de Nash y Nocedal 	
 y en el de Baysal et al 	
 se hace
un an alisis comparativo de estos tres m etodos CG LBFGS y TN estudiando las
ventajas y desventajas de cada uno de ellos en la resoluci on m as de  problemas
de hasta  variables en el primero y en la resoluci on de problemas relacionados
con la conguraci on de mol eculas grandes en el segundo
En el primero se concluye que CG realiza muchas m as evaluaciones de la funci on
objetivo As  pues en los problemas de dimensi on elevada en los que el coste de
computaci on para evaluar la funci on objetivo sea reducido este tipo de algoritmos
puede resultar de utilidad pero en caso contrario no son competitivos Esto se
conrma en el trabajo de Baysal et al 	
 donde el m etodo CG es claramente
inferior 	hasta  veces m as lento
 dado que el c alculo de las funciones objetivo y sus
gradientes es bastante costoso
En cuanto a la comparaci on entre LBFGS y TN en ambos trabajos se concluye
que ninguno de los dos es claramente superior aunque s  podr an establecerse ciertas
pautas de comportamiento de cada uno de ellos que los hacen m as o menos adecua
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dos seg un el tipo de problema LBFGS tiende a utilizar menos evaluaciones de la
funci on objetivo y su gradiente sin embargo en t erminos de tiempo de computaci on
ninguno de los dos resulta vencedor ya que el TN realiza menos iteraciones compen
sando as  el coste superior de cada una de ellas Por  ultimo el m etodo TN resolvi o
con  exito todos los problemas mientras que LBFGS fall o en algunas ocasiones
La eciencia relativa del TN deriva de que realiza muy pocas iteraciones y por
lo tanto cualquier mejora que se pueda introducir a la iteraci on interior resulta
en un aumento considerable de eciencia Algunas de estas posibles mejoras est an
contempladas en el trabajo de Nash 	

Hasta ahora se han presentado m etodos indirectos que permiten la resoluci on
de problemas sin restricciones o problemas con restricciones mediante el uso de
funciones de penalizaci on Sin embargo como se coment o en la secci on  existen
m etodos desarrollados para la resoluci on de problemas con restricciones a trav es
del uso de las condiciones de optimalidad de KKT y son los que se presentan a
continuaci on
Programacion cuadratica sucesiva
Los m etodos basados en programaci on cuadr atica sucesiva 	SQP
 no transforman el
problema original con restricciones en uno sin restricciones sino que transforman el
problema en una sucesi on de problemas cuadr aticos con restricciones lineales 	Gill et
al 
 Est an basados en la aplicaci on del m etodo de Newton a las condiciones
de optimalidad de KarushKunhTucker 	ec 	

 y por lo tanto presentan las
mismas virtudes y limitaciones que el m etodo de Newton tradicional
Estos m etodos necesitar an un m etodo de b usqueda en l nea para mejorar sus
propiedades de convergencia Para ello se usar a un funci on de m erito 	merit func
tion
 dado que los puntos generados son no factibles y hay que encontrar una so
luci on de compromiso entre reducir la funci on objetivo o reducir la violaci on de las
restricciones
Los m etodos SQP han demostrado una gran eciencia en la resoluci on de pro
blemas cuya funci on objetivo y las restricciones son suaves es decir se aproximan
de manera satisfactoria por funciones cuadr aticas
Este tipo de estrategias resuelve como se ha dicho una secuencia de problemas
cuadr aticos en los que en cada iteraci on se requiere la resoluci on de un sistema de
   Metodos de optimizacion global 
ecuaciones generalmente grande para calcular la direcci on de b usqueda tanto para
las variables de optimizaci on como para los multiplicadores de Lagrange Esto puede
ser terriblemente costoso y por lo tanto en los  ultimos anos se han dedicado muchos
esfuerzos al desarrollo de estrategias ecientes similares a las que se vieron en el
caso sin restricciones para el m etodo de Newton Una revisi on sobre estos y otros
aspectos puede encontrarse en los trabajos de Boggs y Tolle 	
 y en Nocedal y
Wright 	

Metodo de gradiente reducido generalizado
Una caracter stica propia de los m etodos SQP es que s olo verican las restricciones
en el l mite es decir que los distintos puntos generados pueden ser o no factibles
Esto evidentemente no siempre es deseable y como alternativa se presentaron los
m etodos llamados de gradiente reducido 	reducedgradient methods

A diferencia del m etodo SQP el m etodo de gradiente reducido est a disenado para
la resoluci on de problemas con restricciones de igualdad Por lo tanto usar an va
riables asociadas 	slack variables
 para transformar las restricciones de desigualdad
en restricciones de igualdad
Para el c alculo de la direcci on de b usqueda utiliza el llamado gradiente reducido
generalizado que no es m as que una combinaci on del gradiente de la funci on objetivo
y un pseudogradiente que se calcula a partir del gradiente de la funci on objetivo y
el jacobiano de las restricciones 	Bazaraa et al 

Por otra parte dado que en este caso todos los puntos son factibles en la
b usqueda lineal se utilizar a la funci on objetivo como funci on de m erito Esto permite
calcular la velocidad de convergencia que en general ser a cuadr atica
Ambas estrategias son v alidas Sin embargo la principal desventaja del m etodo
de gradiente reducido radica precisamente en el hecho de que calcular soluciones
factibles en todas las iteraciones es muy costoso en t erminos de tiempo computa
cional lo que ha hecho que la mayor a de los usuarios se haya decantado por el uso
de m etodos de penalizaci on o SQP

 M etodos de optimizaci on global
El nexo com un a todos los m etodos descritos hasta ahora es que buscan  optimos
locales Sin embargo en muchas ocasiones los problemas a resolver son multimodales
	no convexos
 y es necesario utilizar estrategias globales que permitan encontrar el
mejor de estos  optimos locales En la bibliograf a se han propuesto diversos m etodos
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tanto deterministas como estoc asticos para buscar  optimos globales La mayor a se
recogen en lo libros de Horst y Pardalos 	
 Pint er 	
 y Floudas 	

En esas revisiones se discuten t ecnicas de car acter general que presentan un rango
de aplicabilidad elevado Sin embargo el tipo de problema a resolver delimita el tipo
de m etodo a utilizar En primer lugar se revisan aqu  los tipos de problemas y los
posibles m etodos a utilizar para luego estudiar con algo m as de detalle las distintas
t ecnicas
Se distinguen los siguientes tipos de problemas
 Problemas combinatorios incluyen variables enteras yo reales y tienen un
n umero nito de soluciones habitualmente muy elevado Si la funci on es li
neal el problema se puede resolver exactamente con m etodos adecuados para
la resoluci on de problemas mixtos que usan por ejemplo la t ecnica de rami
caci on y poda 	branch and bound BB
 Algunos m etodos heur sticos como
templado simulado 	simulated annealing SA
 b usqueda tab u 	tabu search
TS
 y algoritmos gen eticos 	genetic algorithms GAs
 se han aplicado con bas
tante  exito a la resoluci on aproximada de este tipo de problemas
 Problemas no lineales sin restricciones o con restricciones tipo l mite multi
modales Para su soluci on se han desarrollado numerosas estrategias deter
ministas basadas en el llamado particionamiento que requieren normalmente
alg un procesado previo del problema con el n de transformarlo en una combi
naci on de problemas m as sencillos Por otra parte se han desarrollado varios
m etodos que resuelven este tipo de problemas de manera heur stica  estos in
cluyen los antes mencionados SA y GAs adaptados para variables de decisi on
reales y otros como los clustering methods o los de b usqueda aleatoria 	random
search

 Por  ultimo est an los problemas multimodales no lineales con restricciones
Estos no han recibido tanta atenci on como los anteriores ya que en general
son m as complicados Sin embargo al igual que suced a con los problemas
unimodales muchos de los m etodos anteriores se pueden aplicar a la solu
ci on de este tipo de problemas en combinaci on por ejemplo con funciones de
penalizaci on
Una primera clasicaci on permite distinguir entre m etodos deterministas y m etodos
estoc asticos
   Metodos de optimizacion global 
		 M etodos deterministas
Los m etodos deterministas globales al igual que los locales hacen uso de informaci on
acerca de la estructura del problema y poseen algunas propiedades de convergencia
te oricas para ciertas estructuras En cualquier caso es preciso subrayar que no
existe ning un m etodo de convergencia asegurada al  optimo global en tiempo nito
para el problema general
Entre las m ultiples estrategias deterministas que se han presentado para la reso
luci on de problemas de optimizaci on global destacan ramicaci on y poda 	branch
and bound
 m etodos basados en la aritm etica de intervalos 	interval methods
 y
algoritmos de planos de corte 	cutting plane methods

Los metodos de rami cacion y poda comienzan considerando el problema
original con la regi on factible completa 	problema ra z
 Se aplican entonces estrate
gias para calcular l mites inferiores 	lowerbounding
 y superiores 	upperbounding

al problema ra z Si ambos l mites coinciden dentro de una tolerancia entonces se ha
encontrado la soluci on y el proceso termina Si no es as  la regi on factible se divide
en dos o m as regiones generando subproblemas que se convierten en los llamados
hijos El algoritmo se aplica de manera recursiva a todos los hijos generando un
 arbol de subproblemas Si se encuentra una soluci on a uno de los subproblemas se
trata de una soluci on factible pero no necesariamente el  optimo global Dado que la
soluci on es factible se puede usar para $podar el resto del  arbol eliminando todas
aquellas ramas cuyo l mite inferior quede por encima El proceso continua hasta que
todas las ramas del  arbol han sido evaluadas o podadas En la actualidad el m as
popular de estos m etodos parece ser el BB desarrollado por Adjiman et al 	

Un caso particular aplicado a la resoluci on de problemas cuadr aticos es el m etodo
denominado Generalized Benders Decomposition implementado por ejemplo en
GOP de Floudas y Visweswaran 	
 que resuelve el problema original a trav es
de la soluci on de un  arbol de problemas convexos El uso de este m etodo requiere
cierta labor de preprocesado del problema por ejemplo los t erminos no lineales
deben transformarse en sumas de t erminos lineales bilineales convexos etc Es
decir t erminos f aciles de manejar lo que diculta su uso para problemas generales
Este tipo de m etodos se ha aplicado en los  ultimos anos a la resoluci on de proble
mas relacionados con el diseno y control de procesos en ingenier a qu mica Floudas
	
 Sahinidis y Tawarmalani 	
 e incluso a la optimizaci on din amica de
cierto tipo de problemas en Esposito y Floudas 	 a y b
 
Losmetodos de intervalos est an basados en una b usqueda exhaustiva y adap
tativa del dominio La idea general es combinar los principios del m etodo de rami
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caci on y poda y la aritm etica de intervalos que en esencia se basa en el hecho de
que un punto v se puede especicar como un intervalo "v  v! # y desarrolla las
operaciones aritm eticas propias entre intervalos

 En particular los l mites inferior
y superior que requiere el m etodo de ramicaci on y poda se obtienen directamente
de la evaluaci on de las funciones mediante el uso de la aritm etica de intervalos lo
que implica que los resultados se encuentran en cajas a cada paso del algoritmo Las
ideas b asicas sobre la aplicaci on de los m etodos de intervalos se revisan en el art culo
de Ratschek y Rokne 	
 En ese trabajo se discuten diversas posibilidades entre
las que destacan el m etodo de Newton de intervalos para problemas diferenciables
y sin restricciones y t ecnicas h bridas en que se combinan las t ecnicas de intervalos
con algoritmos locales directos para casos no diferenciables y con restricciones
En los  ultimos anos se ha intentado mejorar la eciencia de estos m etodos As 
por ejemplo en Leclerc 	
 se sugieren diversas ideas para mejorar su eciencia a
trav es del uso de t ecnicas de aceleraci on y de la paralelizaci on del m etodo en Casado
et al 	
 se proponen t ecnicas de subdivisi on de intervalos en las cercan as del
 optimo que parecen mejorar sustancialmente la eciencia Algunas de estas ideas y
otra nuevas han sido implementadas en lo que se ha llamado GlobSol y ParaGlobsol
	Kearfott


 y aplicadas a la soluci on de problemas reales en Corlis y Kearfott 	

Los metodos de planos de corte fueron propuestos por Tuy en los anos 
para la resoluci on de problemas de optimizaci on con restricciones lineales La idea
se basa en el hecho de que en presencia de restricciones lineales el  optimo estar a
en un v ertice de la regi on factible El m etodo comienza en uno de estos v ertices y
sus bordes constituyen un cono que incluye la regi on factible A continuaci on se va
reduciendo el tamano del cono mediante el uso de $cortes que permiten eliminar
regiones no candidatas al  optimo global En cada corte se resuelve un subproblema
que dar a lugar a otro cono y as  sucesivamente hasta encontrar la soluci on La
principal limitaci on de estos m etodos es que pueden requerir un n umero innito de
cortes o generar soluciones c clicas no llegando a converger 	Floudas y Visweswaran


Aqu  se han presentado las t ecnicas m as utilizadas sobre todo las dos primeras
Existen otras como por ejemplo las denominadas outer approximation o inner ap
proximation en las que el problema se aproxima por funciones cuadr aticas que se
van renando sucesivamente Este tipo de estrategias se usa habitualmente en com

Para m as detalles en aritm etica de intervalos revisar la p agina web httpcsutepeduinterval
compmainhtml

Informaci on e informes relacionados httpwwwmscsmuedu globsol
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binaci on con ramicaci on y poda
Aunque la mayor a de estos m etodos han resultado ser bastante robustos el
esfuerzo computacional requerido crece muy r apidamente en ocasiones exponen
cialmente con el tamano del problema Por ello muchos de estos m etodos deben
completarse con alg un tipo de m etodo local para mejorar su eciencia 	Pint er 

		 M etodos estoc asticos
Las principales limitaciones de los m etodos deterministas globales han llevado al
uso cada vez mayor de m etodos estoc asticos debido fundamentalmente a que no
requieren una estructura de problema determinada son f aciles de implementar y
utilizar y son aplicables a un rango muy amplio de problemas
Su principal limitaci on radica en que no es posible demostrar su convergencia al
 optimo global  unicamente en un sentido probabil stico asint otico a medida que el
n umero de iteraciones tiende a innito
Hist oricamente quiz as el primer m etodo global de este tipo fue el basado en
el uso de m etodos locales partiendo de un n umero sucientemente grande de valo
res iniciales 	multistart procedure
 generados aleatoriamente La mejor soluci on se
consideraba una buena aproximaci on del  optimo global Los m etodos de cluster
ing aparecen en los anos  como una modicaci on m as eciente de los anteriores
que permiten localizar regiones que representan vecindades de los  optimos locales
y evitan as  b usquedas redundantes La principal limitaci on de estos m etodos es el
elevado coste computacional
A partir de estas primeras estrategias se han generado otras nuevas que en general
se pueden clasicar en dos grupos las llamadas secuenciales que generan un punto
en cada nueva iteraci on y las basadas en poblaciones que generan un conjunto de
puntos en cada iteraci on
Metodos estocasticos secuenciales adaptativos
Los m etodos m as sencillos son los llamados de b usqueda aleatoria 	random search

Estos algoritmos producen secuencias de puntos de b usqueda siguiendo una deter
minada distribuci on probabil stica Cada punto se genera aleatoriamente en funci on
del punto anterior y se acepta si se mejora el objetivo o con cierta probabilidad si no
se mejora En este grupo se incluyen el popular $escalado al cerro 	hill climbing

y el $templado simulado 	simulated annealing SA

En los m etodos tipo escalado al cerro se pasa de un punto a otro  unicamente
en el caso de que se mejore el valor de la funci on objetivo Estos algoritmos adop
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tan muchas formas diferentes seg un la dimensi on del problema a resolver m etodo
para establecer la direcci on de b usqueda etc Su principal limitaci on consiste en la
convergencia local que con frecuencia se produce al  optimo m as cercano al punto
inicial Para evitar la convergencia local Maza y Yuret 	
 presentan el llamado
Dynamic Hill Climbing 	DHC
 que opera en dos iteraciones de manera que la exte
rior controla precisamente la convergencia a un  optimo global mediante un m etodo
semejante al multistart
Dentro de los m etodos de b usqueda aleatoria se enmarcan por ejemplo los tradi
cionales LuusJaakola 	Luus y Jaakola 
 utilizado todav a hoy por ejemplo
en la resoluci on de problemas de optimizaci on din amica 	Bojkov et al  Luus
y Hennessy 
 o el m etodo de b usqueda aleatoria controlada 	Controlled Ran
dom Search CRS
 	Goulcher y Casares 
 y sus modicaciones 	ICRS Banga
y Casares 
 ampliamente utilizado en los  ultimos anos para la optimizaci on
din amica de procesos 	Banga y Seider  Banga et al  entre otros

El m etodo de templado simulado propuesto por Kirkpatrick et al	
 se
podr a incluir dentro del grupo de los escaladores Su fundamento es una analog a
del proceso termodin amico por el cual los metales se calientan o enfr an hasta al
canzar un estado cristalino de m nima energ a Se plantea un paralelismo entre el
comportamiento de las mol eculas en el interior del s olido que van coloc andose en
los diferentes niveles energ eticos y las soluciones intermedias por las que pasa el al
goritmo hasta alcanzar la soluci on Cada punto se genera a partir del anterior y si
mejora la funci on objetivo se acepta incondicionalmente En cambio si no la mejora
se puede aceptar con una cierta probabilidad Dicha probabilidad est a basada en la
analog a con el proceso f sico de enfriamiento y ser a funci on de la temperatura En
tre los trabajos recientes destaca el de T Wang 	
 donde se presenta el llamado
CSA que combina el m etodo SA con el m etodo de los multiplicadores de Lagrange
para manejar restricciones
Por  ultimo se han presentado otros tipos de m etodos que de alguna manera pre
tenden introducir conocimiento o memoria en la b usqueda Destaca el de busqueda
tabu 	Tabu Search TS
 	Glover 
 Sin embargo hasta el momento este
m etodo s olo se ha utilizado en problemas de optimizaci on combinatoria
Metodos estocasticos basados en poblaciones
Como alternativas a estos m etodos en los  ultimos anos se han desarrollado nuevos
algoritmos heur sticos que toman su inspiraci on de la selecci on natural y de la su
pervivencia del m as fuerte Son las llamadas estrategias evolutivas 	evolutionary
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algorithms EAs
 o algoritmos geneticos 	genetic algorithms GAs
 Estos al
goritmos fueron introducidos en los anos  por Holland y han sido aplicados a
problemas pr acticos por primera vez por Goldberg que los revisa extensamente en
Goldberg 	

Los algoritmos gen eticos establecen una analog a entre el conjunto de soluciones
de un problema y el conjunto de individuos de una poblaci on natural codicando la
informaci on de cada soluci on a modo de cromosoma 	Michalewicz 
 Se intro
duce una funci on de evaluaci on de los cromosomas que habitualmente se denomina
de calidad 	tness
 y que est a basada en la funci on objetivo del problema Por otra
parte se introduce un mecanismo de selecci on de manera que los cromosomas con
mejor funci on objetivo se seleccionan para construir nuevas generaciones a trav es de
los procesos de mutaci on y recombinaci on
En los primeros trabajos las soluciones se representaban por cadenas binarias
Este tipo de representaci on de los datos permite entender muy f acilmente los con
ceptos de mutaci on y recombinaci on En las implementaciones actuales se usan
representaciones en punto otante que para muchos problemas son m as naturales
Basado tambi en en la idea de evoluci on surge el m etodo de Di&erential Evolution

	Storn y Price 
 Este m etodo se basa en la generaci on de nuevos puntos a
trav es del c alculo de diferencias entre miembros de una poblaci on Este m etodo ha
demostrado su capacidad en un rango muy elevado de aplicaciones de ah  su creciente
popularidad Es importante destacar que el uso de este tipo de algoritmos ha crecido
de forma espectacular en los  ultimos anos Especial menci on merecen los llamados
algoritmos memeticos 	Memetic Algorithms
 	Moscato 
 tambi en basados en
poblaciones y que han resultado ser mucho m as r apidos que los algoritmos gen eticos
tradicionales al menos para algunas clases de problemas B asicamente combinan
m etodos de b usqueda local con el operador de recombinaci on con el n de introducir
informaci on y conocimiento en la b usqueda Pero una vez m as estos m etodos se
han desarrollado para la soluci on de problemas combinatorios
Por  ultimo algunos autores han buscado otras fuentes de inspiraci on para el
desarrollo de nuevos m etodos de optimizaci on global En particular Dorigo et al
	
 y Bonabeau et al 	
 se inspiran en el comportamiento de las comu
nidades de hormigas Estas tienen la habilidad de encontrar el camino m as corto
desde el hormiguero a la comida y vuelta a pesar de no tener noci on de direcci on
El origen de esta habilidad se encuentra en el hecho de que segregan feromonas que
permiten marcar el camino a seguir de tal forma que la probabilidad de seguir un

Dierential Evolution httpwwwicsiberkeleyedu storncodehtml
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camino u otro aumenta a medida que aumenta la cantidad de feromonas depositada
en tal camino Estas son las ideas b asicas en las que se sustentan los llamados ant
colony methods Inicialmente desarrollados para la resoluci on de problemas com
binatorios muy recientemente han aparecido las primeras modicaciones para la
resoluci on de problemas NLP 	Jayaraman et al 

           
Cap tulo 
Optimizaci on din amica
El problema de optimizaci on din amica tambi en llamado de control  optimo en
lazo abierto consiste en calcular las trayectorias temporales que deben seguir ciertas
variables manipulables 	controles
 para alcanzar un cierto objetivo normalmente
formulado como la maximizaci on o minimizaci on de una funci on de coste
En este cap tulo se presenta la formulaci on matem atica del tipo general de pro
blema que se considerar a a lo largo de este trabajo Asimismo se revisar an los
m etodos num ericos que se han planteado a lo largo del tiempo para la resoluci on
de este tipo de problemas con especial  enfasis en los m etodos m as utilizados en la
actualidad Por  ultimo se comparan las distintas metodolog as para la resoluci on
de problemas tanto en par ametros concentrados como distribuidos lo que justicar a
la selecci on del m etodo de parametrizaci on de control como punto de partida para
el desarrollo de nuevos m etodos de optimizaci on din amica

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 Formulaci on matem atica
En este trabajo se considera la resoluci on del problema optimizaci on din amica de
procesos distribuidos entendiendo como tales aquellos cuyas variables de estado o
algunas de ellas dependen del tiempo y de la posici on
El problema general de optimizaci on din amica puede formularse como sigue
Encontrar u	t
 w y t
f
con el n de minimizar el funcional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con una serie de restricciones din amicas que constituyen el modelo matem atico del
proceso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donde F  '  R

es el conjunto de PDAEs       R

son las variables
espaciales x	   t
  X  R

son las variables de estado que dependen tanto del
tiempo como de la posici on y	t
  Y  R

es el subconjunto de variables que
depende  unicamente del tiempo x
 
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
son las variables de control 	entradas al sistema
 y w  W  R

son par ametros independientes del tiempo
Las relaciones entre las distintas variables incluidas en el vector F expresan
la din amica del sistema La mayor a de estas ecuaciones representan balances de
alguna entidad creada o destruida en el proceso a estudiar Las ecuaciones diferen
ciales surgen de la descripci on de balances de materia o energ a transitorios y las
ecuaciones algebraicas describen procesos en equilibrio o denen propiedades f sicas
del sistema En el caso de procesos distribuidos las variables que describen el es
tado del sistema son adem as funciones del espacio El resultado es un conjunto de
ecuaciones algebraicas diferenciales y en derivadas parciales 	PDAEs

Los valores de las variables al comienzo del proceso deben estar expresados por
un n umero suciente y no redundante de condiciones iniciales para asegurar la re
soluci on del sistema de PDAEs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Sin embargo para poder resolver las ecuaciones en derivadas parciales es pre
ciso adem as imponer condiciones frontera al sistema tal y como se coment o en el
cap tulo  y que de forma abreviada se expresan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B	x u w     t
   	

Durante su operaci on los procesos deben satisfacer ciertos requerimientos de
seguridad 	por ejemplo rangos de temperaturas presiones concentraciones de pro
ductos qu micos que no entranen riesgos
 de producci on 	por ejemplo especica
ciones en la calidad o cantidad de producto nal en duraci on del proceso etc
 de
impacto ambiental 	impuestos por las regulaciones ambientales
 y algunos otros que
son inherentes a la operaci on o de car acter econ omico
Con el n de expresar estas condiciones se imponen restricciones sobre las dis
tintas variables y par ametros que afectan al desarrollo del proceso De entre estas
restricciones las habr a que deben vericarse en determinados momentos del proceso
	son las denominadas restricciones puntuales point constraints
 a tiempo nal 	end
point constraints
 o bien durante todo el tiempo de procesamiento 	restricciones de
camino path constraints

Un primer tipo de restricciones puede afectar a diversas variables 	tanto de estado
como de control
 del proceso y se expresan como sigue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en donde las ecs 	
 y 	
 corresponden a las restricciones puntuales incluyendo
las de tiempo nal 	t
k
 t
f

 y las ecs 	
 y 	
 expresan las restricciones de
camino
Por  ultimo un segundo tipo de restricciones que tambi en deben vericarse du
rante todo el tiempo de proceso son las que afectan  unicamente a las variables de
control y a los par ametros invariantes con el tiempo y que normalmente expresan
rangos de validez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 Breve revisi on hist orica
El problema de optimizaci on din amica de un proceso tal como se expuso con an
terioridad consiste en decidir qu e valores dentro de unos posibles han de tomar
ciertas variables manipulables 	controles
 para obtener el mejor resultado para un
cierto criterio
El inter es por la optimizaci on din amica no es nuevo El primer problema de
optimizaci on fue planteado por J Bernoulli a la comunidad cient ca del siglo XVII
y consist a en calcular la trayectoria que tendr a que describir un m ovil sometido a
la fuerza peso y desliz andose sin rozamiento por dicha trayectoria para desplazarse
entre dos puntos de un plano vertical en tiempo m nimo El propio Bernoulli
Leibniz LHospital y Newton resolvieron independientemente el problema llegando
a la conocida $braquistocrona y al desarrollo del c alculo de variaciones
Sin embargo su inter es fue m as all a y poco despu es el propio Bernoulli asegurar a
a la luz de los descubrimientos de sus contempor aneos que los sistemas naturales
se comportan de la forma m as sencilla es decir aquella que lleva a optimizar 	ma
ximizar o minimizar
 alguna cantidad tiempo energ a etc
Y as  por ejemplo el Principio de Fermat 	s XVII
 sobre la propagaci on de la
luz establece que el camino que sigue un rayo de luz entre dos puntos es tal que
minimiza el tiempo Los trabajos de Euler y Hamilton concluyeron que un sistema
se mueve de tal forma que minimiza la integral temporal de la diferencia entre la
energ a cin etica y potencial 	s XVIII

Dado que los sistemas naturales evolucionan de manera  optima parece l ogico
desarrollar sistemas articiales que permitan manipular de alguna manera los dis
tintos procesos y llevarlos as  a alcanzar un  optimo bajo alg un criterio La primera
aplicaci on pr actica de la optimizaci on surge antes de la Segunda Guerra Mundial
con la necesidad de maximizar el rendimiento del escaso armamento disponible en
el ej ercito Brit anico A partir de ese momento el n umero de aplicaciones se ha
multiplicado y es en los anos  cuando se proponen por primera vez dos m etodos
para la resoluci on pr actica del problema de optimizaci on din amica
En  R Bellman propuso la aplicaci on de la llamada programaci on din amica
para la resoluci on de problemas de optimizaci on de procesos en estado estacionario
Esta t ecnica se adaptar a m as tarde para la resoluci on de casos din amicos
Y ya en  LS Pontryagin desarroll o el principio m aximo que lleva su nom
bre y bas andose en el c alculo de variaciones desarrollado por L Euler 	

resuelve el problema de tiempo m nimo utilizando una funci on de control de tipo
	 	  Metodos de optimizacion dinamica 
todonada 	ono o bangbang

M as tarde en los anos  R Kalman y sus colaboradores publicaron un trabajo
en el que discuten el problema de control  optimo en lazo cerrado para un determinado
grupo de problemas y proponen las ecuaciones de diseno del regulador cuadr atico
lineal 	LQR

Durante las  ultimas d ecadas se han desarrollado diversas t ecnicas de tipo directo
que aproximando las variables de estado y de control del sistema permiten resolver
de manera m as sencilla el problema de optimizaci on din amica
 M etodos de optimizaci on din amica
Dado el inter es que ha despertado el problema de optimizaci on din amica y las par
ticularidades de los procesos cada vez m as complejos que se han ido considerando
en los  ultimos anos han sido muchos los m etodos publicados para su resoluci on Sin
embargo todos ellos se pueden clasicar en tres grandes grupos m etodos de pro
gramacion dinamica m etodos indirectos 	donde se enmarca el principio m aximo
de Pontryagin
 y m etodos directos que incluyen los de parametrizaci on total y los
de parametrizaci on de control
		 Programaci on din amica
Brevemente los m etodos de programaci on din amica est an basados en las condi
ciones de optimalidad de Bellman es decir encontrar la pol tica  optima pasa por
encontrar soluciones  optimas para un n umero dado de etapas sucesivas Inicialmente
desarrollado para la soluci on de problemas estacionarios su aplicaci on a problemas
din amicos resulta en la llamada ecuaci on de HamiltonJacobiBellman que es una
ecuaci on no lineal en derivadas parciales que salvo para casos muy particulares no
tiene soluci on anal tica
Aunque en sus comienzos se hizo bastante popular ya que supuso una de las
primeras t ecnicas sistem aticas para la resoluci on de estos problemas para la mayor a
de las aplicaciones pr acticas requiere un elevado tiempo de computaci on lo que
relega su uso a casos en los que el n umero de etapas es pequeno y los posibles
valores de control en cada etapa tambi en lo son 	Siouris  Bryson y Ho 

En  Luus propone el uso de un m etodo denominado programaci on din amica
iterativa 	Iterative Dynamic Programming IDP
 que se basa en aplicar el principio
de Bellman de manera iterativa El m etodo consiste en generar mallas para el
control y los estados A continuaci on se optimiza en primer lugar el  ultimo elemento
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de control Una vez encontrado el  optimo se optimiza el pen ultimo dejando el
valor del  ultimo elemento jo y as  sucesivamente hasta generar el perl de control
 optimo secuencialmente hacia atr as es decir hasta llegar a t

 El proceso se repetir a
un n umero de iteraciones prejado Para evitar buscar en un espacio innito de
soluciones inicialmente se generan un n umero de trayectorias de control posibles y
a continuaci on se generan una serie de nuevas trayectorias permitiendo pequenas
modicaciones de las anteriores de entre las que se seleccionar a la mejor como la
 optima
Este m etodo ha sido aplicado a la resoluci on de problemas en par ametros con
centrados 	por ejemplo Luus  Bojkov y Luus  a y b Dadebo y McAuley
 Tholudur y Ramirez  Sayer et al 
 con cierto  exito en cuanto a
resultados se reere Sin embargo el coste computacional es muy elevado limitando
su aplicaci on a problemas de dimensi on pequena
En los libros de Bertsekas 	 I y II
 se puede encontrar una revisi on extensa
del desarrollo y aplicaci on de las estrategias basadas en programaci on din amica
		 Principio m aximo de Pontryagin
Los m etodos indirectos intentan resolver el problema original a trav es de la apli
caci on del principio m aximo de Pontryagin Est an basados en el c alculo del Hamil
toniano 	H
 del sistema que depende de la funci on objetivo y de las restricciones
incluyendo la din amica del sistema asociadas al objetivo a trav es de las llamadas
variables adjuntas 	adjoint variables
 La soluci on al problema pasa por resolver las
condiciones necesarias de optimalidad 	ver por ejemplo Bryson y Ho 

Con el n de ilustrar el procedimiento de obtenci on de las condiciones de opti
malidad se considera el ejemplo sencillo de la optimizaci on din amica de un proceso
descrito por ODEs en donde no aparecen restricciones de los tipos 	
	
 y el
tiempo nal est a jado El proceso a optimizar est a descrito por un conjunto de
ODEs de la forma

z  f	z u  t
 	

con las condiciones iniciales
z	t


  z

	

y la funci on objetivo a minimizar tiene la forma general
J  	z	t
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La din amica del sistema corresponde a un conjunto de restricciones de manera
que igual que en el caso estacionario se dene un vector de variables  que en este
caso ser an funciones del tiempo y se adjuntan a la funci on objetivo J resultando

J  	z	t
f

  t
f

 !
Z
t
f
t
 
L	z	t
 u	t
  t
 ! 
T
ff	z u  t


zgdt 	

Con el n de simplicar la formulaci on se denir a el Hamiltoniano del sistema
como sigue
H  L	z	t
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 	

sustituyendo en la expresi on 	
 e integrando por partes resulta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Dado que las variables de decisi on son las funciones del tiempo u se calcula la
variaci on que experimenta

J ante pequenas variaciones en u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Si se eligen las variables adjuntas de tal forma que anulen los t erminos en 	z se
simplica notablemente la expresi on 	
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con la condici on a tiempo nal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En un m aximo o en un m nimo las variaciones de

J 	ec 	

 con respecto a las
variables de decisi on u deben anularse Teniendo en cuenta adem as las expresiones
	
 y 	
 queda
H
u
  	

y adem as para garantizar que se trata de un m nimo debe vericarse que
H
uu
  	
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Por lo tanto para el caso de tiempo nal jo sin restricciones la aplicaci on del
principio m aximo de Pontryagin resulta en la resoluci on del sistema de ecuaciones
diferenciales original 	ec 	

 m as las ecuaciones de EulerLagrange que dependen
de las variables adjuntas 	ec 	

 Como consecuencia el problema original se
transforma en un problema de condiciones iniciales para los estados 	ec 	

 y
nales para las variables adjuntas 	ec 	

 	Two Point Boundary Value Problem
TPBVP

Excepto en casos muy particulares ser a necesario emplear m etodos num ericos
para resolver este tipo de problemas Sin embargo aunque la resoluci on de pro
blemas de condici on inicial 	Initial Value Problems IVP
 est a al orden del d a las
condiciones de optimalidad resultan al menos en TPBVPs y ser a necesario el uso
de metodolog as espec cas hasta el momento menos desarrolladas
Las t ecnicas m as utilizadas son las basadas en m etodos de linealizaci on 	quasi
linearization methods
 	Miele y Wang 
 que radican en resolver una sucesi on
de TPBVPs lineales 	relativamente sencillos
 a trav es por ejemplo de la ecuaci on
matricial de Riccati Sin embargo las matrices resultantes son densas y para apli
caciones realistas el coste computacional crece r apidamente
Otra posibilidad consiste en usar m etodos de gradiente para el c alculo de se
cuencias de control hasta vericar las condiciones de optimalidad Los m etodos de
gradiente muestran muy buen comportamiento en las primeras iteraciones sin em
bargo la convergencia es muy lenta lo que hizo que estos m etodos se abandonasen
r apidamente para ser sustituidos por m etodos que usasen informaci on de segundo
orden
Es conveniente considerar el an alisis de tres casos particulares que aparecen con
cierta frecuencia en aplicaciones de ingenier a qu mica
 Per les de control tipo bangbang
En aquellos procesos en los que tanto la funci on objetivo como las din amicas
dependen linealmente de las variables de estado y de las de control no existir a
soluci on a no ser que se especiquen restricciones sobre los estados o l mites
sobre las variables de control Si s olo se imponen l mites sobre las variables de
control es l ogico suponer que la soluci on estar a precisamente en esos l mites es
decir que la trayectoria temporal de las variables de control pasar a de su valor
m aximo a su valor m nimo resultando en lo que habitualmente se denomina
perl todonada 	bangbang

Para resolver este tipo de problemas hay que estudiar los cambios de signo de
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las variables adjuntas Salvo en casos muy sencillos encontrar los instantes en
los que se producen estos cambios ser a complicado
 Arcos singulares
Existen problemas en los que en ciertos intervalos temporales se cumple la
primera condici on de optimalidad 	H
u
 
 pero la matriz H
uu
es singular
Esto sucede en problemas en los que el Hamiltoniano es no lineal en los estados
pero lineal en los controles lo que es muy habitual por ejemplo en bioreac
tores discontinuos cuya soluci on suele ser una combinaci on bangsingularbang
	Bonvin 

Para resolver estos problemas hay que imponer nuevas condiciones sobre las
derivadas del Hamiltoniano que permitan obtener una expresi on de las varia
bles de control
 Restricciones en los estados
En presencia de restricciones en el c alculo de las condiciones de optimalidad
aparecer an nuevas variables adjuntas y la soluci on del problema se complica
Por ejemplo en el caso de restricciones a tiempo nal habr a que calcular
una serie de par ametros extra para hacer cumplir estas condiciones son las
llamadas condiciones laterales 	side conditions

Si las restricciones son puntuales 	ecs 	
 	

 o de camino 	ecs 	

	

 la soluci on se complica todav a m as ya que hay que determinar qu e
restricciones est an activas y cu ando Aparecen estados intermedios jos y el
problema resultante es un MultiPoint Boundary Value Problem 	MPBVP

todav a m as dif cil de resolver que el TPBVP
Por  ultimo en cuanto a la aplicaci on del principio m aximo de Pontryagin a
sistemas distribuidos en los  ultimos anos se han publicado numerosos trabajos que
incluyen en su mayor a diversos aspectos te oricos 	Bonnans y Zidani  Raymond
y Zidani  Casas y Troltzsch  Mart nez et al 

En cuanto a su aplicaci on pr actica existen dos posibilidades
 Resolver las condiciones de optimalidad para procesos distribuidos que resultan
en al menos TPBVPs pero en sistemas de PDEs 	ver por ejemplo Ramirez
 Neittaanmaki y Tiba 
 Una vez calculadas las condiciones de op
timalidad se discretiza el problema con las condiciones de optimalidad tanto
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en el tiempo como en el espacio convirti endose as  en un conjunto de ecua
ciones algebraicas que se resolver a siguiendo alguna de las t ecnicas propuestas
anteriormente
 Transformar el problema original en PDEs en un sistema de DAEs y aplicar lo
expuesto anteriormente para sistemas en par ametros concentrados En Neit
taanmaki y Tiba 	
 se recopilan algunos problemas resueltos de esta forma
El principio m aximo ha sido utilizado para la resoluci on de problemas reales en
trabajos como los de Nadkarni y Hatton 	
 Berm udez y Mart nez 	
 y
Mart nez et al 	

		 M etodos directos
Los llamados m etodos directos transforman el problema de dimensi on innita ori
ginal en un problema de optimizaci on no lineal de dimensi on nita 	nonlinear pro
gramming problem NLP
 que puede ser resuelto con un m etodo de optimizaci on no
lineal est andar Para ello en el caso de parametrizaci on total 	complete parameteri
zation CP
 se discretizan tanto las variables de estado como las variables de control
y en el caso de parametrizaci on de control 	control vector parameterization CVP

s olo se discretizan las variables de control
Parametrizacion total
Este m etodo fue propuesto por Polak 	
 quien sugiri o la idea de discretizar
las variables de control y aproximar las ecuaciones diferenciales por ecuaciones al
gebraicas utilizando el m etodo de diferencias nitas El resultado era un problema
de optimizaci on no lineal con restricciones que se pod a resolver con un algoritmo
NLP adecuado
Unos anos despu es Tsang et al 	
 proponen el uso de un m etodo de colo
caci on en lugar de diferencias nitas para aumentar la eciencia y la calidad de
los resultados Biegler 	
 sugiere el uso de polinomios de Lagrange para apro
ximar las variables de estado y de control utilizando un m etodo de programaci on
cuadr atica secuencial 	sequential quadratic programming SQP
 para resolver el NLP
en lo que llam o SOCOLL M as tarde el uso de elementos nitos tanto para las
variables de estado como de control 	Cuthrell y Biegler 
 mejorar an los resul
tados anteriores Von Stryk 	
 present o DIRCOL herramienta de optimizaci on
din amica basada en parametrizaci on total que hace uso de un m etodo de colocaci on
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para las variables de estado y control y resuelve el NLP resultante usando un m etodo
SQP est andar
Es en este hecho precisamente en donde aparece una de las principales limita
ciones del m etodo de parametrizaci on total el tamano de los problemas NLP suele
ser muy grande y la necesidad de calcular el gradiente y el Hessiano de la funci on
objetivo y de las restricciones supone un elevado coste computacional sobre todo
en aplicaciones realistas
Para superar estos problemas en los  ultimos anos se han publicado una serie de
trabajos enfocados al aumento de la eciencia de estos m etodos que proponen dos
tipos de estrategias 	revisadas en Barclay et al 
 seg un el tipo de problemas a
resolver
 Para problemas con muchos grados de libertad es decir con varias variables
de control el uso de informaci on de primer y segundo order completa 	full
space SQP
 aprovechando la informaci on acerca de su estructura y dispersi on
para aumentar la eciencia del algoritmo 	Lucia et al 

 Para problemas din amicos de dimensi on elevada es decir mayor n umero de
estados que de variables de control utilizar los llamados SQP reducidos que
hacen uso de proyecciones o aproximaciones de porciones del Hessiano Alkaya
et al 	
 hacen una revisi on con numerosas referencias bibliogr acas de
distintas posibilidades a este respecto
El m etodo de parametrizaci on total junto con m etodos SQP modicados ha sido
utilizado con  exito para la soluci on de m ultiples problemas pr acticos en par ametros
concentrados Al margen de los trabajos ya mencionados que tambi en incluyen apli
caciones Cervantes y Biegler 	
 aplicaron esta estrategia para la optimizaci on
de diversos procesos qu micos 	pej destilaci on continua y destilaci on reactiva

Lang et al 	
 optimizaron un proceso de cristalizaci on discontinua etc
En cuanto su aplicaci on a la optimizaci on de procesos distribuidos no han sido
muchas destacando los trabajos de Goldberg y Troltzsch 	
 Kleis y Sachs
	
 Mittelmann y Maurer 	
 y Cervantes et al 	

Parametrizacion del control
Estos m etodos se basan en discretizar  unicamente la variable 	o variables
 de control
transformando el problema original en un problema de optimizaci on no lineal cuya
resoluci on requiere la simulaci on del modelo din amico 	PDAEs
 en cada iteraci on
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Esta estrategia ha sido utilizada para la optimizaci on din amica de procesos en
par ametros concentrados por numerosos investigadores ya que como se ver a en
la secci on  ofrece ciertas ventajas sobre los otros m etodos En particular en
procesos qu micos y bioqu micos destacan los trabajos de Bojkov et al 	

Vassiliadis et al 	 a y b
 Banga y Seider 	
 Banga et al 	
 Carrasco
y Banga 	
 Feehery y Barton 	
 Zhou et al 	
 entre otros
En los  ultimos anos este es el m etodo que preferentemente se ha empleado para
la optimizaci on din amica de procesos distribuidos 	Banga et al  Banga et al
 Petzold et al  Blatt y Schittkowski  Saa et al  Quirijns et
al 
 ya que ha resultado ser el m etodo m as eciente
 Estudio comparativo
Es dif cil hacer una comparaci on de m etodos en la que uno de ellos destaque por
encima de los otros bajo todos los puntos de vista Todos ellos se han empleado para
la optimizaci on de sistemas descritos por DAEs No obstante todos tienen cuali
dades positivas y negativas para la optimizaci on din amica de procesos distribuidos
Como ya se ha dicho los m etodos basados en programaci on din amica aunque con
buenos resultados para problemas sencillos resultan ser muy inecientes cuando se
comparan con otras metodolog as En el trabajo de Fikar et al 	
 se hace una
comparaci on de los m etodos IDP y CVP para la resoluci on de dos problemas rela
cionados con la optimizaci on din amica de un proceso de destilaci on concluyendo que
el m etodo de parametrizaci on de control combinado con un m etodo de gradiente es
signicativamente m as r apido Esto imposibilita el uso de IDP para la optimizaci on
de procesos descritos por PDAEs ya que en principio las limitaciones en tiempo
de computaci on que surgen en problemas en par ametros concentrados se incremen
tar an en problemas distribuidos En cuanto a los m etodos de optimizaci on din amica
basados en formulaciones de tipo variacional 	a partir del Principio M aximo de Pon
tryagin
 son extremadamente dif ciles de usar en la pr actica especialmente cuando
existen restricciones sobre las variables de estado Como ya se ha dicho la principal
dicultad surge en la resoluci on de los problemas con restricciones d onde incluso a
nivel te orico existen varias estrategias posibles 	Hartl et al 

Para evitar los problemas que surgen en presencia de restricciones de camino y
l mites en las variables de control Bell y Sargent 	
 proponen el uso de variables
auxiliares 	slack variables
 para manejar las restricciones de desigualdad 	ecs 	
 y
	

 y funciones de penalizaci on de barrera 	penalty barrier functions
 para manejar
	 
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los l mites en las variables de optimizaci on 	ecs 	
 y 	

 Transforman as 
el problema original con restricciones en un nuevo problema sin restricciones cuya
soluci on resulta una vez m as en un TPBVP que hay que resolver num ericamente
Como posibles alternativas quedan los m etodos directos el m etodo de parame
trizaci on total y el m etodo de parametrizaci on de control En relaci on a cu al de
los dos m etodos es mejor todav a no se ha llegado a un acuerdo Los principales
criterios a tener en cuenta son por una parte la facilidad de implementaci on y uso y
por otra la eciencia y su facilidad para considerar restricciones de camino 	Feehery


En cuanto a la facilidad de uso el m etodo CVP 	tambi en llamado secuencial

resulta mejor para problemas de dimensi on grande 	es decir n umero de estados
elevado
 La soluci on de este tipo de problemas que incluye los problemas dis
tribuidos con el m etodo de parametrizaci on total 	o simult aneo
 supone el uso de
t ecnicas especiales para determinar los valores iniciales para el proceso de resoluci on
del problema de optimizaci on no lineal lo que determina de manera denitiva la con
vergencia del m etodo Por otra parte los m etodos de tipo CVP pueden aprovechar
las ventajas de los integradores dispersos para resolver de manera muy eciente es
tos IVPs De hecho se puede demostrar que el m etodo de colocaci on empleado en
la parametrizaci on total es equivalente a utilizar un m etodo RungeKutta impl cito
	Cuthrell y Biegler 
 y este tipo de m etodos no siempre es eciente vi endose
superado en algunos tipos de problemas por los integradores basados en m etodos
BDF
En cuanto a la eciencia es dif cil extraer una conclusi on Para problemas
grandes los m etodos secuenciales son m as atractivos Sin embargo muchos m etodos
de optimizaci on requieren el uso del gradiente y en ocasiones del Hessiano de la
funci on objetivo y su c alculo puede ralentizar el proceso de optimizaci on
El principal atractivo del uso del m etodo de CP es precisamente el modo en que
se consideran las restricciones de camino ya que en esta metodolog a se minimiza la
funci on objetivo y la violaci on de las restricciones simult aneamente Sin embargo
en Feehery 	
 y Feehery y Barton 	
 se presentan dos nuevas estrategias
ecientes para resolver el problema de las restricciones de camino en el caso de
m etodos de parametrizaci on de control
Por todos estos motivos en este trabajo se utilizar a el m etodo de parametrizaci on
de control por su facilidad de uso y por su eciencia y robustez Hasta el momento es
el m as empleado en la resoluci on de problemas de optimizaci on din amica de procesos
distribuidos
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	 Parametrizaci on de control CVP
Como ya se coment o el m etodo de parametrizaci on de control transforma el pro
blema original de dimensi on innita en un problema de optimizaci on no lineal de
dimensi on nita mediante la aproximaci on de la variable de control de la forma
u  u	v
 	

donde v es un vector de par ametros
En el trabajo de Goh y Teo 	
 y en los que all  se citan se establecieron
las bases del m etodo de parametrizaci on de control El intervalo temporal "t
o
  t
f
# se
divide en un n umero de elementos  y la funci on de control se aproxima tomando
valores de control constantes En Vassiliadis 	
 la duraci on del proceso se
divide en un n umero de intervalos  que pueden ser de igual o distinta longitud
y las variables de control se aproximan utilizando polinomios de Lagrange en cada
intervalo Matem aticamente las variables de control est an expresadas en funci on de
nuevos par ametros independientes del tiempo que son los coecientes polin omicos
Para una variable de control u
j
en uno de los elementos i la aproximaci on polin omica
de orden M
j
viene dada por
u
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	t
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M
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X
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u
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M
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siendo  el tiempo normalizado en el elemento i

i

t t
i 
t
i
 t
i 
	

y los polinomios de Lagrange de orden M
j


M
j

k
   M
j
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 
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con i          j          y k        M
j
 La selecci on de los puntos nor
malizados 
k
 
no afecta a la soluci on ya que aproximaciones diferentes del mismo
orden son equivalentes Sin embargo resulta  util seleccionar 

  y 
M
j
  y
los elementos intermedios se colocan de manera arbitraria o bien equidistantes De
esta forma para aproximaciones de  ordenes M
j
  o M
j
  es decir elementos
constantes o lineales resulta sencillo vericar los l mites de las variables de control
	   Parametrizacion de control CVP 
Sin embargo para aproximaciones de orden mayor deben establecerse relaciones en
tre los distintos par ametros polin omicos que complican la soluci on del problema de
optimizaci on Es por ello que en general las aproximaciones m as convenientes son
las de  ordenes inferiores tal como se muestra en la Figura 
t0  t1         t2                t tf
Aproximación lineal
Aproximación con 
elementos constantes
(escalones)
Control
Tiempo
ρ-1
(         )
(         )
Figura  Parametrizaci on de control
El problema de optimizaci on din amica se ha transformado en un problema de
optimizaci on no lineal en el que las variables son ahora el conjunto formado por
los par ametros invariantes con el tiempo w y los coecientes de las aproximaciones
polin omicas u
ijk
 Deniremos pues el vector de variables de optimizaci on
v  "w j u
ijk
#
T
	

siendo v  V  R
 
 donde el valor de   f	     M
j


El nuevo problema de optimizaci on a resolver se formula de la siguiente manera
Encontrar el vector de par ametros v y t
f
que minimiza la funci on objetivo
J  	x	   t
f

  z	t
f

  t
f

 !
Z
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 
L	x	   t
  z	t
 v     t
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sujeto al conjunto de PDAEs
F	x x
 
 x
  
 x
t
  z 

z v  t
   	

 Captulo 	  Optimizacion dinamica
y probablemente a restricciones de camino o de punto tales como las presentadas
en la formulaci on general 	secci on 
 Por  ultimo los par ametros podr an tomar
valores m aximos y m nimos que depender an del orden del polinomio utilizado En
el caso particular de utilizar elementos constantes 	orden 
 resultan
w
L
 w  w
U
	

u
L
 u
ijk
 u
U
	

El esquema general del proceso de resoluci on del nuevo problema de optimizaci on
se presenta en la Figura  donde se observa que consta de dos iteraciones una
iteraci on externa que resuelve el NLP y una iteraci on interna que se encarga de cal
cular el valor de la funci on objetivo 	ec 	

 y las posibles restricciones resolviendo
el IVP 	ecs 	


v  ρ
?
Resolución del NLP
(iteración externa)
Resolución del IVP
(iteración interna)
PDAEs
 Objetivos y
restricciones
Convergencia
No
Si
Solución
Figura  Esquema de resoluci on del problema de optimizaci on
din amica mediante parametrizaci on de control seguido en este trabajo
           
Nuevos m etodos CVP m as
ecientes y robustos


Cap tulo 
M etodos de segundo orden
En este cap tulo se desarrollan dos nuevas estrategias de optimizaci on din amica
basadas en el m etodo CVP y en m etodos deterministas que hacen uso de informaci on
de segundo orden exacta para la resoluci on de NLPs
Los m etodos que se proponen se han desarrollado para la resoluci on de problemas
cuya din amica viene expresada en DAEs sin que esto suponga una limitaci on como
se ver a para su posterior aplicaci on a procesos distribuidos dado que como se
presentaba en el cap tulo  la resoluci on de PDEs puede pasar por su transformaci on
en DAEs
Tras una breve revisi on en la que se repasan los distintos m etodos para el c alculo
del gradiente de la funci on objetivo con respecto a las variables de decisi on se
presenta el c alculo original de las sensibilidades param etricas de segundo orden
Este conjunto de ecuaciones permitir a el c alculo de la informaci on de segundo orden
exacta que lleva al desarrollo de dos tipos de m etodos deterministas locales uno
que hace uso del Hessiano y otro que hace uso del Hessiano proyectado
Como primeros resultados se presenta la optimizaci on din amica de varios proce
sos concentrados tomados de la bibliograf a Esto permitir a comparar los resultados
obtenidos con los de otros autores y evaluar as  la calidad de los m etodos desarro
llados en este trabajo

 Captulo 
  Metodos de segundo orden
 Introducci on
Como se ha visto en el cap tulo  los m etodos deterministas locales han sido tradi
cionalmente considerados como los m as ecientes para la resoluci on de determinados
problemas en particular aquellos que no son multimodales y cuya funci on objetivo
tiene expresi on anal tica y es diferenciable
La aplicaci on de estos m etodos requiere en la mayor a de los casos el c alculo
del gradiente de la funci on objetivo con respecto a las variables de decisi on Es por
ello que el c alculo del gradiente para sistemas din amicos ha sido objeto de estudio
de muchos investigadores resultando en el desarrollo de varias metodolog as que se
analizan en el trabajo de Rosen y Luus 	
 y posteriormente en el de Vassiliadis
	
 Aqu  se resumen sus conclusiones
Tres son los m etodos posibles para el c alculo del gradiente el uso de las llamadas
ecuaciones adjuntas 	adjoint equations
 el m etodo de diferencias nitas y el m etodo
de sensibilidades param etricas
El m etodo de diferencias nitas permite calcular informaci on de primer orden
de manera muy sencilla y es f acilmente implementable Sin embargo la precisi on
obtenida depende del valor del par ametro de perturbaci on elegido lo que lo puede
hacer impracticable para ciertos tipos de problemas o para los casos en los que el
n umero de par ametros de optimizaci on es elevado
El m etodo de las ecuaciones adjuntas permite el c alculo del gradiente pero a
menudo el sistema de DAEs est a mal condicionado y su soluci on incluso en los
casos en los que no hay mal condicionamiento no es sencilla Por otra parte ha
resultado ser muy ineciente sobre todo en los problemas en los que la dimensi on
del modelo din amico es elevada
El c alculo de sensibilidades requiere la integraci on de un mayor n umero de ecua
ciones sin embargo hoy en d a existen t ecnicas que permiten su resoluci on de ma
nera muy eciente Adem as el sistema de DAEs resultante es m as estable que el
sistema que resulta de utilizar ecuaciones adjuntas lo que ha llevado a que sea  este
en general el m etodo preferido
 Sensibilidades param etricas de primer orden
La idea de usar sensibilidades param etricas para sistemas din amicos no es nueva
Por ejemplo Dunker 	
 considera el uso de sensibilidades de primer orden con
aplicaci on al estudio param etrico de cin eticas prestando atenci on a c omo pueden

   Sensibilidades parametricas de primer orden 
ser evaluadas ecientemente Leis y Kramer 	
 presentaron el desarrollo te orico
de este m etodo indicando claramente que el sistema de DAEs original y el de sen
sibilidades de primer orden tienen el mismo Jacobiano lo que se puede aprovechar
para aumentar la eciencia de su resoluci on
Caracotsios y Stewart 	
 presentaron algunos trabajos que continuaban con
las l neas de sus predecesores y una implementaci on en DASSL 	Petzold 
 que
como se ve a en el cap tulo  es un integrador basado en BDF Siguiendo estos
trabajos se han hecho avances signicativos en la implementaci on del c alculo y
simulaci on de sensibilidades de primer orden para sistemas de DAEs Jarvis 	

describe varios avances en la aplicaci on de m etodos BDF en la integraci on del sistema
conjunto
En el trabajo de Vassiliadis 	
 se hace uso de sensibilidades param etricas de
primer orden para calcular de manera eciente el gradiente de la funci on objetivo
con respecto a las variables de decisi on y se presenta su aplicaci on a la resoluci on de
un conjunto de problemas de optimizaci on din amica Keeping y Pantelides 	

introducen algunos avances en la paralelizaci on de la evaluaci on de las sensibilidades
y muestran un aumento en la velocidad de c alculo muy signicativa
Maly y Petzold 	
 presentan algunos nuevos resultados tanto en aspectos
te oricos como en la implementaci on pr actica de la evaluaci on eciente de sensibili
dades En trabajos m as recientes Li y Petzold 	
 hacen especial hincapi e en
casos en los que el n umero de par ametros es elevado destacando el desarrollo de
nuevos c odigos programados en MPI 	message passage interface
 que permiten la
resoluci on en paralelo del sistema extendido
Galan et al 	
 realizaron el c alculo de sensibilidades de primer orden para
sistemas h bridos discretoscontinuos y continuando con este trabajo Tolsma y
Barton 	
 desarrollaron nuevos c odigos para resolver ciertos problemas que
pueden surgir en casos en los que aparecen discontinuidades ocultas
Derivacion matematica
Consid erese un proceso din amico distribuido Tras aplicar cualquiera de los m etodos
vistos en el cap tulo  resultar a un conjunto de DAEs de la forma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con las condiciones iniciales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 Captulo 
  Metodos de segundo orden
donde z 

z  R
n
son las nuevas variables de estado y sus derivadas temporales
respectivamente El vector z incluye las variables y que s olo dependen del tiempo
y las resultantes de aplicar el m etodo de Galerkin 	en cualquiera de sus versiones

o el NMOL a las variables distribuidas x u  R

son las variables de control  y
w  R

es el vector de par ametros invariantes con el tiempo Las funciones f son
tales que f  R
n
 R
n
 R

 R

 R
n

Dependiendo de la implementaci on las variables de control se pueden aproximar
utilizando el m etodo CVP por alg un tipo de aproximaci on que incluye algunos o
todos los par ametros en el conjunto v
u  u	v
 	

seg un el procedimiento habitual del m etodo de parametrizaci on de control 	Vassil
iadis 
 descrito en detalle en la secci on 
Por ejemplo para el caso de una parametrizaci on constante donde el nivel de
discretizaci on es  v es un vector que incluye las componentes de las variables de
control en cada elemento temporal m as los par ametros invariantes con el tiempo
presentes en la formulaci on del problema es decir su dimensi on ser a    ! 
Las sensibilidades de primer orden resultan de aplicar la regla de la cadena al
sistema denido por las ecs 	
	
 con respecto a los par ametros v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y las condiciones iniciales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El Jacobiano del sistema en  es la matriz
 
f


z
 
f
z

	

que es la misma que la que resulta en los pasos de integraci on de las ecs 	

como ya se senala en el trabajo de Leis y Kramer 	
 Este es el concepto clave
de la integraci on eciente de las ecs 	
 simult aneamente con las ecs 	
 no
es preciso calcular el Jacobiano para las sensibilidades por lo que la resoluci on del
sistema total de DAEs se puede hacer de una forma desacoplada y muy eciente

 	  Sensibilidades parametricas de segundo orden 
 Sensibilidades param etricas de segundo orden
Como se coment o en el capitulo  el uso de informaci on de segundo orden 	Hessiano

favorece notablemente a la velocidad de convergencia de los m etodos de optimizaci on
alcanz andose al menos convergencia superlineal Aqu  se presenta el c alculo de sen
sibilidades param etricas de segundo orden que permitir an como se ver a el c alculo
del Hessiano exacto para sistemas din amicos
En el campo de las sensibilidades de segundo orden excluyendo las calculadas
por el m etodo de diferencias nitas cabe citar a Guay y McClean 	
 que
presentaron una sencilla formulaci on para el caso de ODEs Aqu  se presenta la
derivaci on original y rigurosa de las sensibilidades de segundo orden para sistemas
generales de DAEs
Una segunda diferenciaci on de las ecs 	
 y 	
 con respecto a v resulta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con las condiciones iniciales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La parte de la ec 	
 en el segundo par de llaves 	$fg
 representa lo que ser a la
 Captulo 
  Metodos de segundo orden
parte derecha de la ecuaci on y depende de productos

de tensores que corresponden
a las derivadas de primer y segundo orden del sistema original de ecs 	

Hessiano proyectado
A primera vista no se aprecia el parecido entre las expresiones de las sensibilidades
de primer y segundo orden En esta secci on se aclara este punto presentando como
primer paso el producto de un vector invariante con el tiempo p  R
 
con las
matrices de orden  	Hessianos
 para cada estado es decir con
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
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En primer lugar el resultado de la ec 	
 es multiplicado por p para obtener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de donde comparando t erminos y reordenando se obtiene la siguiente expresi on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El s mbolo   es el llamado producto matricial de Kronecker	 que se dene
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y donde S 
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son las matrices cuyas columnas son respectivamente los
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Finalmente las condiciones iniciales para estas nuevas ecuaciones vienen dadas
por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Con estos resultados est a claro que las ecs 	
 constituyen un conjunto de
sensibilidades de primer orden similar a la ec 	
 La  unica complicaci on surge
en el c alculo del t ermino de la derecha A	z  z u v
 que a primera vista parece
requerir un esfuerzo signicativo Sin embargo el aprovechamiento de su estructura
y su posible car acter disperso pueden reducirlo notablemente
El c alculo de las matrices de segundo orden para cada z
i
  i         n se puede
ver en t erminos de la ec 	
 como la resoluci on  veces de la ec 	
 cada una
de las cuales con p  e
i
 siendo e
i
vectores unidad De la soluci on del problema i
 esimo resultan las columnas de


z
i
v

	o sus las ya que estas matrices son sim etricas

 M etodos de Hessiano quasiNewton
Como ya se ha dicho el c alculo de las sensibilidades de segundo orden presen
tado en este trabajo permite el c alculo eciente del Hessiano exacto de la funci on
objetivo y por lo tanto ser a la clave del desarrollo de una nueva estrategia de opti
mizaci on din amica basada en el m etodo de parametrizaci on de control y un m etodo
de optimizaci on no lineal tipo quasiNewton
		 Implementaci on pr actica
Para que la aplicaci on de este nuevo m etodo sea lo m as sencilla posible para el
usuario se ha automatizado el proceso mediante un programa en Mathematica
TM
	notebook
 que partiendo de las ecuaciones originales y sus condiciones iniciales
	ecs 	
 y 	

 genera las sensibilidades de primer y segundo orden mediante
diferenciaci on simb olica y crea el c odigo Fortran o C en formato adecuado para su
resoluci on con un integrador est andar como por ejemplo LSODA o DASSL 	Hind
marsh  Petzold 

 Captulo 
  Metodos de segundo orden
Una vez generadas las rutinas con dichas ecuaciones y siguiendo el esquema
presentado en la gura  se elige un m etodo de resoluci on de problemas NLP
adecuado Se han usado con  exito las rutinas de optimizaci on de la librer a IMSL
	
 que minimizan una funci on de  variables sujetas a l mites usando m etodos
quasiNewton Con el n de comprobar el efecto que produce el uso del Hessiano
exacto se seleccionaron tres rutinas que dieren en los requerimientos en cuanto a
gradiente y Hessiano
 M etodo qN DBCONF usa un gradiente calculado por diferencias nitas
	no hace uso de las sensibilidades de primer y segundo orden
 Por lo tanto
el IVP est a formado  unicamente por las n ecuaciones diferenciales originales
 M etodo qN DBCONG Requiere el c alculo de gradiente exacto el problema
de valor inicial est a constituido ahora por el sistema original y el sistema de
sensibilidades de primer orden 	ecs 	
 y 	


 M etodo qN DBCOAH Requiere el gradiente y Hessiano que en esta imple
mentaci on se obtiene mediante la integraci on del IVP extendido es decir un
total de n ! n   ! n      ecuaciones diferenciales Dado que el Hessiano
es una matriz sim etrica no es necesario integrar todas las sensibilidades de se
gundo orden de manera que s olo se integran las correspondientes a una secci on
triangular
Se demostrar a que el uso de informaci on de segundo orden obtenida a trav es
del c alculo de las sensibilidades presentadas aumenta la robustez del m etodo de
optimizaci on Para ello se considerar an varios problemas est andar tomados de la
bibliograf a del  area
		 Aplicaci on a problemas en par ametros concentrados
En esta secci on se presenta la soluci on de tres problemas de optimizaci on din amica
con los m etodos qN qN y qN respectivamente Con el n de estudiar los
efectos de las tolerancias de optimizaci on e integraci on se consideran tres niveles
seg un gura en la tabla 
Se estudiar a tambi en el efecto de la discretizaci on de control y para ello se han
considerado  niveles de discretizaci on para las variables de control 	        

para cada problema y m etodo
Los resultados se presentan en las tablas  donde se usa la siguiente
notaci on  es el nivel de discretizaci on de la variable de control 	en los problemas
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Nivel Integraci on Optimizaci on
N 
 

 
N 
 

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N 
 

 
Tabla  Niveles de tolerancia de in
tegraci on y optimizaci on
considerados    ya que s olo hay una variable de control
 Nv es el nivel de
integraci on Mt es el m etodo J es el valor de la funci on objetivo en el  optimo
n
i
es el n umero de iteraciones que realiza el c odigo de optimizaci on n
f
 n
g
y n
h
son el n umero de evaluaciones de la funci on objetivo el gradiente y el Hessiano
respectivamente y T
cpu
es el tiempo de computaci on 	en segundos
 en un PC Pentium
III MHz 	 Mops seg un Linpack



P Oscilador de van der Pol
Este es un problema cl asico considerado como test para m etodos de optimizaci on
Ha sido resuelto por multitud de autores como por ejemplo Morison 	
 Gritsis
	
 Vassiliadis 	
 Tanartkit y Biegler 	
 entre otros
La formulaci on del problema de optimizaci on es como sigue
min
u
J  y

	t
f

 	

sujeto a la din amica del sistema
y



 y



y

 y

! u 	

y

 y

	

y

 y


! y


! u

	

y a los l mites en la variable de control
  u	t
   	

con el vector de condiciones iniciales y	
  "
  
#
T
 y   t  t
f
con t
f
 
Como valor inicial para las variables de optimizaci on se toma un perl de control
constante u

	t
   y los resultados obtenidos mediante los tres m etodos y para
los distintos niveles de tolerancia y discretizaci on se resumen en la tabla 

Programa Fortran para la resoluci on de un sistema de    ecuaciones lineales por el
m etodo de Gauss	 habitualmente utilizado como referencia
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  Metodos de segundo orden
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Tabla  Resultados obtenidos con m etodos tipo quasiNewton para la opti
mizaci on din amica del Oscilador de van der Pol
De los resultados se extrae que el m etodo qN invierte un gran esfuerzo com
putacional para alcanzar valores sub optimos incluso utilizando tolerancias estrictas
Esto se debe claramente al uso de un gradiente aproximado por diferencias nitas
Por el contrario los m etodos qN y qN se comportan muy bien siendo el m etodo
qN superior Esto es particularmente evidente en el caso de    d onde el
m etodo qN no converge a una soluci on aceptable mientras que el m etodo qN
converge al objetivo en  iteraciones incluso para valores de tolerancia menos es
trictos ya que hace uso de informaci on de primer y segundo orden exactas El perl
de control  optimo para valor de discretizaci on    y nivel de tolerancia L as 
como las variables de estado correspondientes se presentan en la gura 

Todos los resultados referentes al tiempo de computaci on 
T
cpu
	 incluidos en este cap tulo	 se
expresan en segundos y corresponden a un PC Pentium IIIMhz
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Figura  Oscilador de van der Pol Perl de control  optimo obtenido con un
m etodo quasiNewton y variables de estado correspondientes
P Mezcla de catalizadores
El problema considera un reactor de ujo de pist on con dos catalizadores donde
tienen lugar las siguientes reacciones
S



S

 S

El objetivo es encontrar la mezcla  optima de los dos catalizadores para maximizar
la producci on de la especie S

 Propuesto inicialmente por Gunn y Thomas 	

fue considerado tambi en por otros autores como Logsdon 	
 y Vassiliadis 	

La formulaci on matem atica es como sigue
max
u
J   y

	t
f

 y

	t
f
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sujeto a
y

 u 	y

 y

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y los l mites para la variable de control
  u	t
   	

con condiciones iniciales y	
  "
 
#
T
 y con   t  t
f
 t
f
  Como valor
inicial para el m etodo de optimizaci on se us o u

	t
  v

  y los resultados
obtenidos se presentan en la tabla 
 Captulo 
  Metodos de segundo orden
     
Nv Mt J n
i
n
f
n
g
n
h
T
cpu
J n
i
n
f
n
g
n
h
T
cpu
L qN            
qN            
qN  
 
   
    
      
L qN            
qN            
qN  
        
      
L qN            
qN            
qN  
      	  
  	    
     
Nv Mt J n
i
n
f
n
g
n
h
T
cpu
J n
i
n
f
n
g
n
h
T
cpu
L qN            
qN            
qN  

      
  
	      
L qN            
qN            
qN  
	      
  
      
L qN            
qN            
qN  
	        
	      
Tabla  Resultados obtenidos con m etodos tipo quasiNewton para la opti
mizaci on din amica del problema de mezcla de catalizadores
Tal y como se observaba en el caso anterior el m etodo qN es incapaz de llegar
a soluciones aceptables realizando un n umero elevado de evaluaciones de la funci on
objetivo que en ocasiones resultan en tiempos de computaci on equivalentes a los
requeridos por qN o qN para llegar al  optimo Los m etodos qN y qN alcanzan
buenos resultados siendo una vez m as el m etodo qN el m as eciente en t erminos
de n umero de iteraciones y evaluaciones A pesar de las diferencias en n umero de
evaluaciones los tiempos de computaci on del m etodo qN son comparables a los
requeridos por el qN ya que el c alculo de la informaci on de segundo orden exacta
es bastante costoso Esto es especialmente notable en el caso de    en el que
qN alcanza una soluci on m as r apidamente 	aunque ligeramente peor
 lo que indica
pequenos problemas de convergencia debido al uso de diferencias nitas
En la gura  se presenta el perl de control  optimo obtenido con el m etodo
qN para nivel de discretizaci on    y nivel de tolerancia L as  como las
variables de estado correspondientes a ese control  optimo
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Figura  Mezcla de catalizadores Perl de control  optimo obtenido con un
m etodo quasiNewton y variables de estado correspondientes
P Problema de Nishida
Este problema fue presentado por Nishida et al 	
 y se formula como sigue
min
u
J 

X
i
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i
	t
f

 	

sujeto a
y

 y

! y

	

y

 y

 y

! u 	

y

 y

! y

	

y

 y

 y

! u 	

y los l mites para la variable de control
  u  ! 	

con las condiciones iniciales y
i
	
   i          y con   t  t
f
 t
f
 
Como perl inicial de control para la optimizaci on se tom o u

	t
  v

  y
los resultados obtenidos se resumen en la tabla  donde se observa un patr on de
comportamiento semejante al de los problemas anteriores
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Tabla  Resultados obtenidos con m etodos tipo quasiNewton para la opti
mizaci on din amica del problema de Nishida
En este problema el m etodo qN falla claramente y no alcanza m as que solu
ciones sub optimas mientras que los m etodos qN y qN alcanzan soluciones com
parables Es preciso resaltar que en este caso a pesar de realizar un menor n umero
de iteraciones el m etodo qN invierte m as tiempo de computaci on debido al coste
de evaluar la informaci on de segundo orden Por supuesto esta limitaci on podr a
solucionarse con una evaluaci on eciente probablemente en paralelo de las sensi
bilidades En la gura  se presentan tanto el perl de control  optimo como la
evoluci on de los estados correspondientes
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Figura  Problema de Nishida Perl de control  optimo obtenido con un m etodo
quasiNewton y variables de estado correspondientes
		 Conclusiones
Los resultados obtenidos muestran claramente que el comportamiento de un algo
ritmo basado en CVP para la soluci on de problemas de optimizaci on din amica se
mejora notablemente mediante el uso de informaci on de segundo orden exacta El
n umero de evaluaciones de la funci on objetivo y gradiente se reducen considerable
mente y los resultados nales son al menos tan buenos como los obtenidos por
m etodos que usan gradiente exacto y un Hessiano aproximado por diferencias ni
tas
De los resultados obtenidos se extrae la conclusi on de que un nivel de tole
rancias adecuado es denitivo para la correcta resoluci on del problema Esto es
especialmente relevante para m etodos que hacen uso de diferencias nitas 	qN y
qN
 Los tiempos de computaci on obtenidos son pequenos Sin embargo crecen
r apidamente con la dimensi on del problema y con el nivel de discretizaci on debido
fundamentalmente al c alculo y manejo del Hessiano completo Este coste podr a
reducirse a trav es de una simulaci on eciente de las sensibilidades de segundo orden
resolvi endolas en paralelo
Sin embargo existe otra posibilidad aprovechando que como se ve a en el cap tulo
 se han desarrollado m etodos de optimizaci on que usan proyecciones del Hessiano
y que est an especialmente indicados para la resoluci on de problemas de dimensi on
elevada Esta idea se estudiar a en las siguientes secciones
 Captulo 
  Metodos de segundo orden
	 M etodo de Newton Truncado
El m etodo de Newton Truncado 	TN
 como ya se coment o en el cap tulo  fue
propuesto por Nash 	
 como una alternativa eciente para la resoluci on de pro
blemas de optimizaci on de dimensi on elevada Consiste esencialmente en resolver
el sistema de ecuaciones de Newton 	
 de manera aproximada
Aqu  se presenta con algo m as de detalle el funcionamiento del m etodo de
Newton Truncado para poder claricar en qu e forma se puede aprovechar el uso de
sensibilidades param etricas de segundo orden calculadas en la secci on 
En el m etodo TN la direcci on de b usqueda se calcula mediante la resoluci on del
sistema de ecuaciones de Newton
r

J	v
k

s
k
 rJ	v
k

  Hs  b 	

Esta resoluci on puede hacerse de manera exacta con m etodos como el de reducci on
de Gauss Sin embargo y con el n de ahorrar esfuerzo computacional el m etodo
de Newton Truncado hace uso del m etodo de Gradiente Conjugado
El m etodo de gradiente conjugado 	GC
 se present o en el cap tulo  como un
algoritmo de optimizaci on y efectivamente para la resoluci on de sistemas de ecua
ciones resuelve un problema de minimizaci on cuadr atico

equivalente
min Q	s
 


s
T
Hs b
T
s 	

El m etodo GC basa la resoluci on de ese problema de minimizaci on en la b usqueda
de direcciones conjugadas es decir direcciones tales que
p
T
Hp   	

El hecho de que los vectores sean conjugados proporciona unas propiedades muy
atractivas que facilitan enormemente la resoluci on del sistema de ecuaciones trans
form andolo en un problema de minimizaci on de un sumatorio de problemas uni
dimensionales Aqu  no se detallan los pasos para llegar a este nuevo problema
simplemente se indica que inicialmente se asume que un vector soluci on se puede
expresar como una combinaci on lineal de estos vectores
s


X
a
i
p
i
	


N otese que en el m nimo el gradiente debe anularse	 lo que para una funci on cuadr atica equivale
a un sistema de ecuaciones

   Metodo de Newton Truncado 
y sustituyendo en la expresi on 	
 resulta un nuevo problema de minimizaci on
donde las variables son los coecientes a
i
 y dado que el problema es muy sencillo
la aplicaci on de la primera condici on de optimalidad resulta en una expresi on para
los a
i

a
i

b
T
p
i
p
T
i
Hp
i
	

El m etodo GC asume que la soluci on se puede expresar en funci on de un conjunto de
direcciones conjugadas y los coecientes a
i
 e itera hasta reducir lo que se denomina
residuo kr
i
k  kbHsk hasta un cierto valor sucientemente pequeno 

GC

Es importante destacar el hecho de que este sistema de ecuaciones se resolver a
en cada iteraci on para el c alculo de la direcci on de b usqueda es decir el m etodo de
Newton Truncado realiza dos iteraciones una externa que se denotar a por k en
la que genera una secuencia de puntos que minimizan la funci on objetivo J	v
 y
otra interna i en la que se calcula la direcci on de b usqueda a trav es del m etodo de
gradiente conjugado
Para claricar este punto en la gura  se presenta un diagrama de ujo donde
se describen adem as los pasos del m etodo de gradiente conjugado en detalle En  el
se observa en el diagrama de ujo que no se require toda la matriz H es decir el
Hessiano sino que basta con su proyecci on sobre un vector p
Para el caso de sistemas din amicos esta informaci on se puede obtener de manera
muy eciente a partir del producto matrizvector estudiado en la secci on  Es
decir mediante el uso de las expresiones 	
 y 	
 se puede obtener con un
coste computacional equivalente al del c alculo del gradiente la informaci on exacta
requerida por el m etodo de Newton Truncado
Se presenta aqu  este m etodo que se denominar a TNHp para la resoluci on de
problemas de optimizaci on din amica y se estudian sus propiedades a trav es de la
soluci on de un conjunto de problemas tomados de la bibliograf a
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Convergencia
Solución v*Si
Gradiente Conjugado:
No
s*k
No
?
||ri ||< GC
bi=r iTr i/r i-1Tr i-1
pi=r i+ b ipi-1
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Figura  Diagrama de ujo del m etodo de Newton Truncado
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		 Implementaci on pr actica de TNHp
Como en el caso de los m etodos tipo quasiNewton se ha desarrollado un procedi
miento autom atico con el n de facilitar el uso del m etodo TNHp Este procedi
miento consta de dos pasos
 
er
Paso  A partir del sistema inicial de DAEs se generan las sensibilidades de
primer orden y segundo orden proyectadas Esto se consigue mediante el uso
de un c odigo Mathematica
TM
 que como ya se coment o con anterioridad
permite realizar manipulaci on simb olica Se construye as  un problema de
valor inicial extendido y se crean tambi en de manera autom atica las corres
pondientes rutinas Fortran 	o C
 adecuadas para su soluci on con un integrador
est andar Este IVP extendido est a constituido por n ecuaciones que describen
la din amica del sistema n   sensibilidades de primer orden y n   sensi
bilidades de segundo orden proyectadas N otese que el sistema que se resolv a
para calcular gradiente y Hessiano exactos en el m etodo quasiNewton 	qN

consist a en n! n ! n   de manera que el n umero de ecuaciones se
ha reducido de manera muy notable
 
o
Paso  Se resuelve el problema de optimizaci on no lineal mediante el m etodo
de Newton Truncado haciendo uso de la informaci on Hp obtenida por inte
graci on del IVP derivado en el paso  Para ello se ha modicado el m etodo
TN desarrollado por Nash 	
 que hac a este c alculo por diferencias nitas
dando lugar a un nuevo m etodo de optimizaci on din amica que se denominar a
TNHp
Con el n de claricar estos pasos en la gura  se muestra un esquema del
proceso de optimizaci on din amica mediante el uso de informaci on de segundo orden
tanto a trav es del uso de TNHp como para el uso del m etodo qN que se presentaba
en la secci on 
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Figura  Implementaci on pr actica de los m etodos de segundo orden
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		 Algunas particularidades acerca de la resoluci on de
IVPs
Desde el punto de vista de la optimizaci on un m etodo de paso jo puede ser su
ciente para la resoluci on del IVP Sin embargo en la mayor a de las aplicaciones
pr acticas es necesario un m etodo de paso variable para lograr una buena ecien
cia Por otro lado la soluci on de un m etodo de paso variable puede no ser todo lo
suave que ser a deseable debido precisamente a los m etodos de control de tamano
de paso Esto puede perjudicar seriamente al optimizador llev andolo a converger a
soluciones no  optimas Como se ha visto adem as estos problemas crecen a medida
que aumenta el nivel de discretizaci on lo que lleva a la necesidad de evaluar cuida
dosamente el integrador a utilizar para la resoluci on del IVP interno de los m etodos
tipo CVP
Por otra parte el n umero de iteraciones internas que realiza el m etodo TN resulta
en una mejor o peor direcci on de b usqueda de manera que es muy importante que la
integraci on del sistema de segundo orden sea precisa y no lleve a cometer pequenos
errores que deterioren sus propiedades de convergencia
Aqu  se presenta una comparaci on de m etodos de resoluci on de ODEs

 basados
en las distintas formulaciones que se presentaron en el cap tulo  Para ello se han re
suelto varios problemas para un conjunto de valores de  con diversos m etodos y con
distintos niveles de tolerancia de integraci on y optimizaci on El comportamiento es
similar en todos los problemas considerados por lo que aqu  se presenta  unicamente
un resumen de los resultados correspondientes a la soluci on de los problemas del
oscilador de van der Pol 	P
 Nishida 	P
 y un reactor que opera en modo
semicontinuo 	P
 cuya formulaci on se presentar a m as tarde en este cap tulo
Para este estudio se han seleccionado de entre los m as utilizados del momento
los siguientes integradores
 RKF implementado en FORTRAN por Watts y Shampine
 
 m etodo de tipo
RungeKutta adaptativo que permite la soluci on de sistemas de ODEs poco
o nada r gidos
 LSODA m etodo que cambia de Adams a BDF autom aticamente dependiendo
de la rigidez del sistema de ODEs 	Petzold 




En el caso de problemas cuya din amica est a descrita por DAEs	 habr a que hacer un an alisis
comparativo entre un m etodo BDF y	 probablemente	 un m etodo RK impl cito

RKF httpwwwnetliborgsfmmrkff

LSODA httpwwwnetliborgodepacklsodaf
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 DDASSLSO m etodo BDF que permite la resoluci on de DAEs y el c alculo e
ciente de sensibilidades con respecto a par ametros desarrollado por Petzold


En la tabla  se resumen los resultados de TNHp 	obtenidos para un nivel de
tolerancias L seg un la tabla 
 donde P indica el problema de optimizaci on con
siderado Mt el integrador utilizado de entre los citados anteriormente  el nivel de
discretizaci on de la variable de control n
i
n
f
n
cg
 el n umero de iteraciones evalua
ciones de la funci on objetivo e iteraciones internas realizadas en la optimizaci on (
error el tanto por ciento de error cometido en el resultado nal relativo

al mejor
obtenido por los tres m etodos que se senalar a con un  Por  ultimo R
CPU
repre
senta el cociente entre el tiempo de c alculo utilizado por el m etodo considerado y el
m as r apido 	que se indicar a )

De los resultados se deduce que efectivamente la calidad de la integraci on afecta
a los resultados de optimizaci on aunque no se han observado demasiadas diferencias
en cuanto al valor objetivo salvo en el caso P con nivel de discretizaci on   
en el que LSODA y DDASSLS presentan convergencia a un  optimo local Sin
embargo s  son apreciables las diferencias en tiempo de computaci on por ejemplo
DDASSLS y LSODA pueden llegar a ser en torno a  y  veces m as lentos
respectivamente que RKF que parece tener en t erminos generales un mejor
comportamiento
Tambi en se observa que el n umero de iteraciones internas no se ve en general
afectado por el m etodo de integraci on lo que indica un buen comportamiento en la
resoluci on del sistema extendido Sin embargo hay que destacar que s  aparecen
diferencias a medida que aumenta el nivel de discretizaci on y especialmente en el
P que presenta adem as un arco singular por lo que la precisi on de las iteraciones
internas es m as relevante
Se concluye pues que para el caso de ODEs poco o nada r gidas el m etodo
RKF parece ser el mejor candidato para la resoluci on de los IVP extendidos y por
lo tanto ser a  este el que se emplear a en la resoluci on de los problemas que as  lo
permitan

DDASSLSOftpftpcsumneduuserstmalyDASSLSO

El error relativo se calcula seg un la expresi on  error 
 		jJJ j
J 
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P  Mt 	IVP
 n
i
n
f
n
cg
( error R
CPU
P  RKF   
 
)
LSODA   
 

DDASSLS  * 
 RKF   
 
)
LSODA   
 

DDASSLS  * 
 RKF   
 
)
LSODA   
 

DDASSLS  * 
 RKF   
 
)
LSODA   
 

DDASSLS  * 
P  RKF   
 
)
LSODA   
 

DDASSLS  * 
 RKF   
 
)
LSODA   
 

DDASSLS  * 
 RKF   
 
)
LSODA   
 

DDASSLS  * 
 RKF  * )
LSODA   
DDASSLS   
P  RKF  * 
LSODA   
 
)
DDASSLS   
 

 RKF  * 
LSODA   
 
)
DDASSLS   
 

 RKF   
 
)
LSODA  * 
DDASSLS   
 

 RKF   
 
)
LSODA   
 

DDASSLS  * 
Tabla  Comparaci on de integradores en la resoluci on de
problemas de optimizaci on din amica con el m etodo TNHp
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		 TNHp vs TNfd
El objetivo de esta secci on es destacar c omo el uso de informaci on de segundo orden
exacta aumenta la robustez del proceso de optimizaci on frente al uso de un esquema
en diferencias nitas
Para ello se han resuelto un conjunto de problemas para los tres niveles de
tolerancia habituales con el m etodo exacto 	TNHp
 y con el m etodo que hace uso
de diferencias nitas 	TNFd
 Los resultados reejan un comportamiento irregular
del m etodo TNfd En t erminos generales el m etodos TNfd presenta tres tipos de
comportamientos no deseables
 No converge en absoluto probablemente calculando direcciones de ascenso o
converge a soluciones sub optimas Esto es especialmente notable cuando el
n umero de variables de control o el nivel de discretizaci on aumenta o bien
cuando se utiliza el nivel de tolerancias menos estricto 	L

Para ilustrar el problema de convergencia a soluciones sub optimas se presenta
en la gura  una comparaci on de ambos m etodos en la resoluci on de un
problema de optimizaci on con varias variables de control que se considerar a
m as adelante en este trabajo 	CSTR reactor de tanque agitado que opera
en continuo
 Es importante destacar el hecho de que para muchos de los
problemas considerados en este trabajo el m etodo TNFd present o problemas
de divergencia sobre todo en los casos en los que el punto inicial est a m as
alejado de la soluci on y para niveles de discretizaci on elevados
 Presenta peores propiedades de convergencia realizando demasiadas itera
ciones yo evaluaciones
Debido a las posibles imprecisiones cometidas en el c alculo de los productos
Hp mediante diferencias nitas las direcciones de b usqueda calculadas son
de peor calidad que las generadas por el m etodo exacto lo que lleva a una
iteraci on interna m as costosa resultando un elevado n umero de evaluaciones
para llegar a la soluci on Esto es especialmente relevante en los casos en los
que el punto inicial est a m as alejado de la soluci on
Como ejemplo d onde se reeja muy bien este comportamiento se muestran en
la gura  los perles de convergencia de ambos m etodos para la resoluci on
del problema del oscilador del van der Pol con varios niveles de discretizaci on
de control
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Figura  Estudio comparativo de las curvas de convergencia de los m etodos
TNHp y TNfd para la resoluci on del problema CSTR 	tomando como referen
cia J

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Figura  Estudio comparativo de las curvas de convergencia de los
m etodos TNHp y TNfd para la resoluci on el problema del oscilador de
van der Pol 	tomando como referencia J

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 Converge a perles de control con mucho $ruido
Esto es especialmente importante en los casos en los que hay arcos singulares
el Hamiltoniano del sistema es insensible al control y eso se traduce habitual
mente en problemas de convergencia para los m etodos deterministas Para
reejar este aspecto se muestra en la gura  la comparaci on de los perles
 optimos obtenidos por ambos m etodos en la resoluci on del problema de mezcla
de catalizadores
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Figura  Comparaci on de pol ticas  optimas de operaci on obtenidas con
TNHp y TNfd para la resoluci on del problema de mezcla de catalizadores
Para el valor de    se observa el buen comportamiento del TNHp frente
al TNfd una informaci on de Hessiano exacta parece la clave para obtener
perles suaves en los arcos singulares Tambi en otros m etodos que no usan
informaci on de segundo orden obtenida mediante diferencias nitas pero s  a
partir de aproximaciones presentan problemas de este tipo como se reeja en
la gura  lo que viene a conrmar esta hip otesis
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Figura  Pol tica de operaci on 	  

para el caso de mezcla de catalizadores seg un
Dolan y Mor e 	

		 TNHp resoluci on de problemas en par ametros
concentrados
Habiendo concluido que la combinaci on del m etodo TNHp y el integrador RKF
constituyen una estrategia prometedora para la resoluci on de problemas de opti
mizaci on din amica se considera en esta secci on la resoluci on de los problemas tipo
test considerados en la secci on  oscilador de van der Pol 	P
 mezcla de
catalizadores 	P
 y el problema de Nishida 	P
 Para cada uno de ellos se
consideran varios niveles de discretizaci on y dos puntos iniciales para comprobar
adem as la robustez del m etodo
Los resultados obtenidos se presentan en las tablas   utilizando la siguiente
notaci on  es el nivel de discretizaci on de la variable de control n
i
n
f
n
cg
 indican
el n umero de iteraciones evaluaciones de la funci on e iteraciones internas respecti
vamente J  es el valor de la funci on objetivo y T
cpu
es el tiempo de computaci on en
segundos En cada caso se indica adem as el valor de la funci on objetivo corres
pondiente al perl de control inicial 	J


 Los perles de control  optimo obtenidos
se representan en las guras 
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Tabla  Resultados obtenidos para el caso del Oscilador de van der
Pol con el m etodo TNHp
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Tabla  Resultados obtenidos para el problema de mezcla de catalizadores
con el m etodo TNHp
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Tabla  Resultados obtenidos para el problema de Nishida con el m etodo
TNHp
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		 Conclusiones
Se han resuelto tres problemas t picos de optimizaci on din amica de diferentes carac
ter sticas con el n de evaluar la calidad del m etodo propuesto 	TNHp
 Para ello
se han considerado varios niveles de discretizaci on y dos puntos iniciales diferentes
Recordando los criterios de evaluaci on de m etodos de optimizaci on que se ve an
en la primera secci on del cap tulo  y aplic andolos al m etodo TNHp se concluye
 Generalidad y robustez El m etodo es aplicable a un conjunto de problemas
bastante diverso incluyendo casos muy no lineales Sin embargo al tratarse de
un m etodo determinista no ser a aconsejable para la resoluci on de problemas
multimodales En cuanto a robustez ha alcanzado pr acticamente los mismos
resultados desde distintos puntos iniciales incluso puntos muy lejanos para
todos los casos considerados lo que demuestra un comportamiento robusto
 Eciencia Para evaluar la eciencia del m etodo se comparar an los resultados
con aquellos obtenidos por otros m etodos como el qN presentado tambi en
en este trabajo o los m etodos IDP LuusJaakola y DAEOPT a trav es de los
resultados publicados por otros autores En la tabla  se presenta un re
sumen de resultados para todos los casos considerados utilizando la siguiente
notaci on P indica el caso de optimizaci on din amica Mt indica el m etodo
utilizado para resolver el problema Aprox indica el nivel de discretizaci on y
el tipo de aproximaci on utilizados 	como tipos de aproximaci on se distinguen
c y l que indican aproximaci on utilizando elementos constantes y lineales res
pectivamente por  ultimo algunos m etodos utilizan elementos de longitud va
riable 	vc o vl
 J  indica el valor  optimo alcanzado y T
cpu
indica el tiempo
de computaci on en segundos en un PentiumIII a MHz 	los valores toma
dos de la bibliograf a han sido transformados teniendo en cuenta las tablas de
transformaci on del Linpack 



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P DAEOPT 	Vassiliadis 
 vl  
qN c  
TNHp c  
c  
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Varios 	Dolan y Mor e
 variosc    
qN c  
TNHp c  
c  
P qN 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Tabla  Resumen de resultados obtenidos por distintos m etodos
Observando los resultados detallados en la tabla se concluye que el m etodo
TNHp demuestra ser muy eciente en la resoluci on de los tres problemas con
siderados no s olo en valores de J alcanzados sino tambi en en tiempos de com
putaci on En particular en el problema P el TNHp alcanza un valor objetivo
mejor que el obtenido usando DAEOPT 	m etodo CVP basado en un SQP re
ducido que hace uso de informaci on de primer orden exacta
 pr acticamente 
veces m as r apido En el problema P su comportamiento no es tan bueno
si se comparan los valores objetivo resulta ligeramente peor que el presentado
por Vassiliadis 	
 En cuanto a los valores que aparecen en el trabajo de
Dolan y Mor e 	
 son muy variados y los propios autores reconocen que
son oscilatorios con perles de control muy ruidosos como ya se mostraba en
la gura  Por  ultimo en cuanto al caso P no hay resultados de otros
autores que permitan ofrecer una comparaci on m as detallada Sin embargo
una vez m as TNHp resulta muy superior al qN alcanzando un mejor valor
objetivo  veces m as r apido
Por otra parte hay que destacar su superioridad frente al m etodo qN pre
sentado tambi en en este trabajo a pesar de realizar un n umero m as elevado
de evaluaciones tanto de la funci on objetivo como del gradiente y de la infor
maci on de segundo orden
N otese tambi en que el aumento en el nivel de discretizaci on produce un incre
mento no lineal del tiempo de computaci on dado que el n umero de iteraciones
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internas del m etodo TN crece tambi en r apidamente Esto conrma una vez
m as que una evaluaci on m as eciente de las sensibilidades de segundo orden
es vital para reducir los tiempos de computaci on

 RTNHp Control  optimo de procesos
qu micos y bioqu micos
En la secci on anterior se consider o la optimizaci on din amica de tres problemas
cl asicos para evaluar la calidad del m etodo TNHp Como resultado se ha con
cluido que es una herramienta muy eciente y robusta permitiendo alcanzar niveles
de discretizaci on elevados en tiempos de computaci on razonables
Aqu  se considerar a la soluci on de tres nuevos problemas m as complicados En es
tos problemas las pol ticas de control  optimo no son suaves y su car acter caprichoso
implica que es necesario recurrir a niveles de discretizaci on elevados para obtener
una buena precisi on Los dos primeros consisten en la optimizaci on din amica de dos
bioreactores que operan en modo semicontinuo y el tercero es un proceso qu mico
que tiene lugar en un reactor de tanque agitado que opera en continuo
Se pretende resolver los tres para valores de  elevados lo que implica problemas
de optimizaci on no lineal de dimensi on elevada Por ello se propone aqu  un m etodo
de renado del nivel de discretizaci on que se combina con el TNHp dando lugar a
lo que denominamos RTNHp
		 RTNHp TNHp con renado
Con el n de obtener niveles de discretizaci on elevados reduciendo todo lo posible
el coste computacional se presenta el m etodo RTNHp que consiste en reoptimizar
sucesivamente con valores crecientes de  En este m etodo es necesario indicar tanto
el valor inicial como nal de  as  como los niveles de tolerancia de optimizaci on El
m etodo RTNHp procede siguiendo los pasos que se detallan a continuaci on
Paso  Valor inicial del perl de control 	habitualmente un perl plano tal y
como se consider o en los casos anteriores u

	t
  u
ini


Paso  Seleccionar los valores inicial y nal para el nivel de discretizaci on 	
i


f

 y para las tolerancias de integraci on 	int tol
i
 int tol
f

 Las tolerancias de
optimizaci on se calculan a partir de las de integraci on en la forma opt tol
i
tol ratio 
int tol
i
y opt tol
f
tol ratio   int tol
f
 Elegir adem as un par ametro r
 
usado para
incrementar el nivel de discretizaci on de una optimizaci on a la otra
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Paso  Calcular el n umero de optimizaciones 	NRO
 y el paso de reducci on de la
tolerancia 	
tol
usando las expresiones
 
f
 
i
 r
NRO 
 
y 	
tol


NRO
	int tol
i
 int tol
f


Paso  Optimizaci on inicial 	k  
 calcular usando TNHp el perl  optimo
para u

	t
 que corresponde al nivel de discretizaci on inicial 
i
y las tolerancias
int tol
i
 opt tol
i

Paso Bucle de optimizaci on renando el nivel de discretizaci on 
k  
Si 	k  NRO
 entonces

k
 
k 
  r
 
Reducir la tolerancia de integraci on int tol
k
 int tol
k 
	
tol
Ajustar la tolerancia de optimizaci on opt tol
k
 int tol
k
 tol ratio
Optimizaci on k usando u
k 
como perl inicial c alculo de u
k
usando TNHp
k  k ! 
Fin
Algunos valores t picos para los par ametros del m etodo RNTHp son 
i
 
r
 
  tol ratio   A continuaci on se aplica este m etodo a la soluci on de
varios problemas de dicultad mediaalta
		 Optimizaci on din amica de bioreactores
El problema de optimizaci on din amica de bioreactores que operan en modo semi
continuo 	fedbatch
 ha recibido especial atenci on en los  ultimos anos ya que su uso
se ha extendido mucho debido a sus ventajas con respecto a los que operan en modo
discontinuo 	batch
 En particular los bioreactores semicontinuos no s olo permiten
una mayor producci on sino que adem as son m as f acilmente controlables mediante
la manipulaci on de la corriente de alimentaci on
El esquema b asico de estos bioreactores consiste en alimentar a una serie de
microorganismos 	X
 presentes en el bioreactor mediante una alimentaci on de caudal
variable para la obtenci on de un cierto producto Los microorganismos mediante
un medio adecuado 	alimentaci on F
 consumen los nutrientes 	sustrato S
 y los
invierten en generar energ a en reproducirse y en generar componentes biol ogicos
	prote nas etc
 alguno de los cuales constituye el producto deseado 	P
 De forma
esquem atica 	Shuler y Kargi 

X
S !X 
X
P ! nX
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El problema de optimizaci on din amica de estos bioreactores es una tarea dif cil ya
que sus modelos son habitualmente muy no lineales y en ocasiones hay restricciones
sobre los estados La variable manipulable es normalmente la alimentaci on 	F

y como ya se coment o en el cap tulo  los perles  optimos suelen ser de tipo
bangsingularbang 	Modak et al  Bonvin 
 lo que complica su soluci on
notablemente
Algunos autores tales como San y Stephanopoulos 	 
 Lim et al 	

Hong 	
 Modak et al 	
 y Shioya 	
  utilizaron el principio m aximo
de Pontryagin para la resoluci on de problemas de este tipo Dado que las combina
ciones en un perl bangsingularbang son variadas 	Lim et al 
 y la secuencia
depende tanto del tipo de proceso como de las condiciones iniciales el problema
consiste en encontrar los tiempos en los que se producen los cambios y la forma del
perl Para ello estos autores han propuesto ciertas t ecnicas y condiciones sobre el
Hamiltoniano para poder calcular las pol ticas de operaci on Sin embargo el uso del
principio m aximo sigue siendo muy complicado De hecho en el trabajo de San y
Stephanopoulos 	
 se reconocen estas dicultades y se presenta como alterna
tiva el uso de la concentraci on de sustrato 	S
 como variable de control para evitar
as  la aparici on de arcos singulares
Otros autores como Luus 	
 Gupta 	
 Tholudur y Ramirez 	
 se
decantan por el uso del m etodo IDP mientras que la mayor a de los investigadores
usan m etodos directos en combinaci on con distintos algoritmos de optimizaci on no
lineal As  por ejemplo Andr esToro et al 	
 y Roubos et al 	
 optaron
por el uso de algoritmos gen eticos Vassiliadis 	  a
 hace uso de un m etodo
determinista de primer orden por  ultimo Banga et al	
 Banga y Seider 	

Banga et al	
 y Carrasco y Banga 	
 hacen uso de algoritmos estoc asticos
Aqu  se presenta el uso de los m etodos TNHp y RTNHp para la resoluci on de
dos casos de estas caracter sticas comparando los resultados con los publicados por
otros investigadores
P Bioreactor de Park y Ramirez
El problema fue formulado originalmente por Park y Ramirez y ha sido resuelto
por varios autores 	Yang y Wu  Luus  Banga et al  Tholudur y
Ramirez 

El objetivo es maximizar la prote na segregada en un cultivo de una levadura
	microorganismo
 El modelo din amico tiene en cuenta el crecimiento de los mi
croorganismos y la generaci on de producto 	polip eptidos en este caso
 mediante los
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donde y

e y

son respectivamente la concentraci on de prote na y polip etido total
	L
 

 y

es la densidad de microorganismos 	gL
 y

es la concentraci on de sustrato
	gL
  y

es el volumen en el reactor 	L
 y u es la alimentaci on de nutriente 	glucosa

	Lh

El problema de optimizaci on din amica consiste en encontrar u	t
 en el intervalo
t  "t

  t
f
# para maximizar
J  y

	t
f

y

	t
f

 	

donde J es la masa total de prote na producida a tiempo nal
Las condiciones iniciales son
y	
  "    # 	

Con el n de poder comparar los resultados obtenidos con los presentados en la
bibliograf a se considerar an tres casos particulares
 Pa resuelto por Vassiliadis 	
 con tiempo nal t
f
  h  y vericando
la restricci on en el volumen a tiempo nal
y

	t
f

   	

y los l mites
  u   	

Para obtener una soluci on factible se ha usado una funci on de penalizaci on
cuadr atica como las presentadas en la secci on 
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 Pb resuelto por Luus 	
 y Banga et al 	
 con tiempo nal
t
f
  h y las restricciones en la variable de control
  u   	

 Pc el mismo que Pb pero con pequenas modicaciones en el modelo
introducidas por Tholudur y Ramirez 	
 y con los l mites en la variable
de control
  u   	

Todos ellos se han resuelto utilizando TNHp con varios niveles de discretizaci on
y RTNHp en el modo descrito Los resultados se presentan en las tablas 
siguiendo la notaci on habitual En las tablas de resultados obtenidos con el m etodo
RTNHp se anade una columna para indicar el n umero de optimizaci on 	NRO
 y los
valores de evaluaciones y tiempo de computaci on son acumulativos
En relaci on al uso del TNHP se han considerado dos tolerancias de integraci on
	
 
y 
 

 con el n de evaluar su impacto en el resultado nal El perl inicial
elegido es u

  y los resultados aparecen en las tablas  para el caso Pa
 el caso Pb y  para el caso Pc
En relaci on a la optimizaci on con RTNHp se han elegido 
  
y 
 
como valores
inicial y nal para la tolerancia de integraci on respectivamente Los resultados
aparecen en las tablas   y  Como referencia los resultados presentados
en la bibliograf a reciente se resumen en la tabla 
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Tabla  Resultados obtenidos con el TNHp para el caso Pa
Para el caso Pa se observa que el m etodo TNHp converge a muy buenos
resultados r apidamente incluso para valores elevados de 	
 No se perciben diferen
cias muy importantes entre los resultados obtenidos por los dos niveles de tolerancia
aunque el uso de tolerancias m as estrictas aumenta el coste computacional
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Tabla  Resultados obtenidos con el RTNHp para el
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
En cuanto a la soluci on con RTNHp es claro que los resultados mejoran notable
mente ya que no s olo permite mejorar los valores de la funci on objetivo sino que
adem as el tiempo de computaci on se reduce de manera considerable
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
Con respecto al caso Pb el comportamiento es semejante aunque el uso de
tolerancias de integraci on y optimizaci on m as estrictas parece tener m as relevancia
que en el caso anterior
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Por  ultimo para el caso Pc en concordancia con los resultados obtenidos en
los dos casos anteriores tanto TNHP como RTNHp convergen r apidamente a muy
buenas soluciones En este caso el uso de tolerancias m as estrictas apenas inuye
salvo en el caso    en que el objetivo experimenta una ligera mejor a
Los resultados presentados en la tabla  reejan una vez m as que RTNHp
alcanza soluciones en ocasiones mejores y siempre con menor coste computacional
 Captulo 
  Metodos de segundo orden
P Mt Aprox J T
cpu
	s

Pa DAEOPT 	Vassiliadis 
 vc  
vl  
TNHp c  
RTNHp c  
c  
Pb SA 	Yang y Wu
 **  ND

IDP 	Luus 
 **  ND
IDP 	Luus 
 **  
ICRSDS 	Banga et al 
 vl   
TNHp c  
RTNHP c  
Pc FIDP 	Tholudur y Ramirez 
  c   ND
TNHp c  
RTNHp c  
c  
Tabla  Tabla resumen de resultados para la optimizaci on din amica del biore
actor de ParkRamirez
Si se comparan los resultados con los obtenidos por otros autores se observa que
para el caso Pa el mejor valor obtenido 	J  
 se obtiene en tan solo 
s destacando el hecho de que con el m etodo RTNHp en menos de ha alcanzado
un valor objetivo de J   Para el caso Pb se observa que una vez m as
tanto con TNHp como con RTNHp se mejoran los resultados en t erminos de funci on
objetivo con reducciones en el tiempo de computaci on de hasta  veces respecto
a los valores presentados en la bibliograf a De manera semejante en el caso Pc
los resultados obtenidos con TNHp y RTNHp son comparables o mejores que los
obtenidos por otros autores
Algunos ejemplos de perles  optimos se muestran en las guras  Es impor
tante resaltar la suavidad de estos perles frente a los encontrados por otros autores
que se han visto obligados a utilizar t ecnicas manuales de ltrado 	como por ejem
plo FIDP
 para suavizar los perles debido a la presencia de picos en las soluciones
originales
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Figura  Pol ticas de operaci on  optimas
para los casos Pa 	   J  

Pb 	   J  
 y Pc 	  
J  
 respectivamente
 Captulo 
  Metodos de segundo orden
P Bioreactor de Lee y Ramirez
Este problema fue formulado por Lee y Ramirez 	
 y considerado m as tarde
por otros autores como Tholudur y Ramirez 	
 y Carrasco y Banga 	

que indicaron que la funci on objetivo era muy poco sensible a las modicaciones en
las variables de control Para subsanar este problema Tholudur y Ramirez 	

presentaron un modelo modicado en el que parece aumentar esta sensibilidad Esta
es la formulaci on que se considerar a en este trabajo
En este caso dos son las corrientes de entrada al reactor una es la alimen
taci on y la otra es un inductor que modica la velocidad de crecimiento de los
microorganismos favoreciendo la producci on de prote na El objetivo es maximizar
el benecio del proceso es decir la diferencia entre el valor del producto obtenido
	prote na
 y el coste del inductor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donde las variables de estado son el volumen del reactor y

 la densidad de micro
organismos y

 la concentraci on de nutrientes y

 la concentraci on de prote na y


la concentraci on del inductor y

 y el efecto que produce el inductor sobre el creci
miento de los microorganismos viene dado por y
 
y y

 Las dos variables de control
son la corriente de glucosa u

y la de inductor u

 Q es la raz on entre el coste del
inductor y el valor de producci on de prote na El tiempo nal de operaci on se toma
como t
f
  h
Las condiciones iniciales son
y	
  "      #
T
	

Y los l mites en las variables de control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	t
   	

Tholudur y Ramirez usaron el m etodo IDP 	Iterative Dynamic Programming

de Luus y su FIDP 	Filtered Iterative Dynamic Programming
 para la resoluci on de
este problema considerando tres posibles valores de Q En particular Q   	sin
considerar el coste del inductor
 Q   y Q   casos que aqu  se denominar an
Pa Pb y Pc respectivamente En su trabajo concluyen que el m etodo
FIDP tiene ventajas sobre el IDP sobre todo en lo concerniente a la suavidad de los
perles encontrados Sus resultados se resumen en la tabla 
Case Q J
Pa
Pb
Pc






Tabla  Resultados presen
tados por Tholudur y Ramirez
	
 para el bioreactor de Lee
Ramirez
En esta tesis para los tres casos se utiliz o un perl de control inicial constante
	u

 u

 
 Dado que en el caso del bioreactor de Park y Ramirez no se
notaron mayores incidencias en el uso de tolerancias de integraci on m as estrictas y
despu es de observar el mismo comportamiento en la soluci on de este problema aqu 
 Captulo 
  Metodos de segundo orden
s olo se presentan los resultados obtenidos para una tolerancia de integraci on 
 
	relativa y absoluta

Estos resultados aparecen en las tablas   y  para el m etodo TNHp
y   y  para el m etodo RTNHp
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N otese que los resultados obtenidos son muy semejantes a los proporcionados en
el trabajo de Tholudur y Ramirez 	
 y los tiempos de computaci on son muy
reducidos 	en este sentido no es posible hacer una comparaci on ya que estos autores
no incluyen los tiempos de c alculo en su trabajo

Como ejemplo se han calculado soluciones dentro de un ( del mejor valor
obtenido usando FIDP en menos de  minuto para el caso de Pa y menos de 
s para Pb y Pc usando RTNHp Esto es especialmente destacable dado que
el problema tiene dos variables de control
 Captulo 
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Algunos ejemplos de perles de control para los tres casos se muestran en las guras

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Figura  Pol ticas de operaci on  optimas para los casos Pa 	  
J  
 Pb 	   J  
 y Pc 	   J  

respectivamente
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		 Optimizaci on de procesos qu 
micos de dimensi on ele
vada
Para nalizar este cap tulo se considera la optimizaci on din amica de un proceso
qu mico caracterizado por un modelo no lineal y la presencia de cuatro variables de
control y ocho variables de estado
El problema consiste en calcular el m aximo benecio econ omico en la operaci on
de un reactor qu mico El proceso consiste en cinco reacciones qu micas que tienen
lugar simult aneamente en un reactor de tanque agitado isot ermico El problema fue
considerado por primera vez por Jensen 	
 y revisado en los trabajos de Lapidus
y Luus 	
 Luus 	
 y Bonjkov et al 	

La formulaci on matem atica del problema es como sigue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y con las condiciones iniciales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Los l mites en las variables de control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 Captulo 
  Metodos de segundo orden
Con el n de comparar los resultados con los obtenidos con otras metodolog as se
considera la soluci on de dos casos El primero considera  unicamente tres variables
de control 	Pa
 dejando el valor de u

jado a  el segundo caso considera
las cuatro variables de control 	Pb
 tal como se indica en la formulaci on del
problema
Tres variables de control Pa
Este caso fue resuelto por Luus 	
 usando IDP Los resultados obtenidos con el
TNHp y con el RTNHp se presentan en las tablas  y  respectivamente
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Tabla  Resultados obtenidos en la optimizaci on din amica del problema
del Pa con el m etodo TNHP
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Tabla  Resultados obtenidos con el RTNHp para el
caso Pa 	r
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Cuatro variables de control Pb
Este caso fue resuelto por Luus 	
 y Bojkov et al 	
 Los resultados
obtenidos en este trabajo con los m etodos TNHp y RTNHp se presentan en las
tablas  y  respectivamente Los perles de control  optimos obtenidos para
cada uno de los casos se presentan en las guras  y 
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Tabla  Resultados obtenidos en la optimizaci on din amica del problema del
Pb con el m etodo TNHP
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Tabla  Resultados obtenidos con el RTNHp para el
caso Pb 	r
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Figura  Pol ticas de operaci on
 optima para el problema Pa 	 
 J  

Figura  Pol ticas de operaci on
 optima para el problema Pb 	 
 J  

En la tabla  se incluyen los resultados obtenidos por los autores antes men
cionados lo que permite comparar con los obtenidos en este trabajo
 Captulo 
  Metodos de segundo orden
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Pa IDP 	Luus 
 c  
c 
TNHp c  
c  
RTNHP c  
c  
Pb IDP 	Luus 
 c  ND
LJ 	Bojkov et al 
 c  
TNHp c  
RTNHp c  
Tabla  Tabla resumen de resultados para la optimizaci on
din amica del CSTR
Comparando los resultados obtenidos con los m etodos TNHp y RTNHp con los
presentados en la bibliograf a se concluye de nuevo que los m etodos presentados en
este trabajo son superiores alcanzando soluciones similares o mejores en tiempos
de c alculo inferiores N otese por ejemplo que para alcanzar el valor J  
el m etodo RTNHp ha sido del orden de  veces m as r apido que IDP
 Conclusiones
Como se ha demostrado a lo largo de este cap tulo el uso de informaci on de segundo
orden exacta mejora las propiedades de convergencia de los m etodos deterministas
locales lo que deriva en una reducci on del coste computacional La comparaci on
con m etodos que hacen uso de informaci on calculada por diferencias nitas conrma
esta hip otesis
Si bien es verdad que los m etodos quasiNewton resultan en costes computa
cionales elevados debido al c alculo del Hessiano exacto a pesar de realizar un
n umero muy reducido de simulaciones tanto el m etodo TNHp como el RTNHp han
probado tener muy buenas cualidades para la resoluci on de problemas de dimensi on
elevada compensando el aumento del n umero de simulaciones con la reducci on del
coste de cada una de ellas
El uso de estos m etodos ha permitido la soluci on robusta y a la vez eciente
de varios problemas de complejidad creciente En particular en la soluci on de
los problemas de optimizaci on de bioreactores han demostrado su capacidad para
afrontar la presencia de arcos singulares obteniendo perles de control muy suaves

   Conclusiones 
La comparaci on con los resultados obtenidos con otros m etodos bien estableci
dos en la actualidad tales como IDP ha conrmado una vez m as el buen compor
tamiento de los m etodos de segundo orden Se observa que a m etodos como IDP
les cuesta mucho esfuerzo la resoluci on de algunos de estos problemas resultando
en costes computacionales hasta dos  ordenes de magnitud superiores a los obtenidos
con RTNHp para alcanzar valores objetivos muy semejantes y en ocasiones peores
Por otro lado la sencillez de aplicaci on de los m etodos propuestos en este trabajo
es otro factor a tener en cuenta
           
 Captulo 
  Metodos de segundo orden
Cap tulo 
Optimizaci on din amica mediante
un m etodo h brido
El car acter no lineal de muchos procesos qu micos y bioqu micos implica que los
problemas de control  optimo asociados sean dif ciles de resolver El uso del m etodo
CVP resulta con frecuencia en problemas de optimizaci on no convexos Por lo
tanto es preciso reemplazar el uso de m etodos locales por otros que aumenten la
probabilidad de encontrar el  optimo global Esto es especialmente importante en
problemas multiobjetivo yo en problemas multietapa
En este cap tulo se presenta un m etodo h brido que aprovecha ciertas propiedades
globales de un m etodo estoc astico combin andolo con un m etodo local determinista
para incrementar la eciencia de la b usqueda Para ello se eval uan varios m etodos
tanto estoc asticos como deterministas lo que permite seleccionar los m as adecuados
para el desarrollo del h brido
Las ventajas de este h brido se ilustran considerando varios problemas de una
sola etapa as  como un problema multietapa formulado con una funci on de coste
multiobjetivo

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	 Introducci on
Muchos de los m etodos de optimizaci on din amica disponibles y en especial los
m etodos deterministas locales pueden converger a soluciones sub optimas o locales
en presencia de varios  optimos o regiones no convexas Este parece ser el caso m as ha
bitual en la optimizaci on din amica de procesos no lineales yo con discontinuidades
	Barton et al 

Tal como y se coment o en el cap tulo  existen multitud de m etodos que per
miten la soluci on de problemas multimodales 	no convexos
 y se incluyen dentro
de las estrategias de optimizaci on global Como se dijo entonces la aplicaci on de
m etodos deterministas globales requiere de un tiempo de computaci on muy elevado
y en ocasiones de una fase previa de preprocesado del problema S olo reciente
mente se han aplicado estos m etodos a la soluci on de ciertas clases de problemas de
optimizaci on din amica 	Esp osito y Floudas  a y b

En cambio los m etodos estoc asticos permiten la resoluci on aproximada de este
tipo de problemas aunque no es posible garantizar su optimalidad global Debido
precisamente a su implementaci on y manejo sencillos este tipo de m etodos ha des
pertado gran inter es y se ha aplicado a la soluci on de problemas de optimizaci on
din amica con resultados muy positivos Algunos ejemplos se presentan en los tra
bajos de Banga et al 	
 Bojkov et al 	
 y Ali et al 	
 que hacen uso
de m etodos estoc asticos secuenciales adaptativos otros investigadores como Sey
wald et al 	
 Yamashita y Shima 	
 Wang y Chiou 	
 Andr esToro
et al 	
 y Roubos et al 	
 hicieron uso de m etodos basados en pobla
ciones Por  ultimo Roubos et al 	
 Simutis y Lubbert 	
 y BalsaCanto
et al 	
 han presentado estudios comparativos de distintos m etodos
No obstante es preciso reconocer las limitaciones de los m etodos estoc asticos
para alcanzar soluciones muy precisas ya que la velocidad de convergencia decrece
r apidamente a medida que se aproximan a la soluci on Un m etodo determinista local
en cambio presenta un comportamiento complementario es decir si el punto inicial
est a pr oximo al global la velocidad de convergencia es muy elevada 	superlineal en
el caso de un m etodo tipo Newton

En el trabajo de Carrasco y Banga 	
 se hizo un primer intento de combinar
un m etodo estoc astico y uno determinista 	con el n de compensar sus defectos

formando un m etodo h brido Aqu  se extienden y se mejoran los resultados presen
tados en ese trabajo
   Optimizacion multiobjetivo 
	 Optimizaci on multiobjetivo
En general los problemas de optimizaci on din amica de procesos suelen ser de dos
tipos
 De tiempo nal libre en los que el objetivo ser a minimizar una cierta cantidad
que guarda relaci on con la cantidad o calidad de la producci on yo su coste
y donde adem as hay que calcular el tiempo de proceso  optimo
 De tiempo nal m nimo donde se busca minimizar el tiempo de proceso para
alcanzar un cierto estado nal deseado es decir vericando unas ciertas condi
ciones sobre el estado del sistema frecuentemente en forma de restricciones
puntuales a tiempo nal
Ambos tipos de problemas se pueden plantear como problemas multiobjetivo
es decir la funci on objetivo J	v
 se convierte en un vector de objetivos que puede
incluir las violaciones de las restricciones a tiempo nal Estos problemas suelen ser
no convexos de ah  su inclusi on en este cap tulo
En principio los problemas multiobjetivo son muy diferentes a los de un solo
objetivo donde el  optimo global ser a superior a cualquier otra posible soluci on del
problema Sin embargo en el caso multiobjetivo no existe necesariamente una so
luci on que sea mejor que todas las dem as con respecto a todos los objetivos De
hecho lo m as habitual es que dadas dos soluciones una sea mejor en un objetivo
y peor en otro Por consiguiente en un problema multiobjetivo siempre existe un
conjunto de soluciones que no pueden ser comparadas entre si y se les denomina
soluciones no dominadas o soluciones Pareto 	Michalewicz  Rao  Gen
y Cheng 
 Para estas soluciones no es posible mejorar una de las funciones
objetivo sin empeorar al menos una de las otras En la gura  se ilustra la
denici on de soluciones no dominadas con un ejemplo muy sencillo de dos objetivos
unidimensionales
En aplicaciones pr acticas habr a que seleccionar una de entre estas soluciones lo
que en principio es imposible sin establecer alg un tipo de prioridad sobre alguno
de los objetivos Una vez establecidas esas prioridades es posible ordenar las solu
ciones dentro del conjunto de las no dominadas y elegir as  la que ofrece el mejor
compromiso
Tradicionalmente se han considerado dos tipos de estrategias 	Gen y Cheng

 para encontrar una soluci on adecuada a un problema multiobjetivo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Figura  Ejemplo ilustrativo de la denici on de puntos no domi
nantes o Pareto optimal
 M etodo basado en preferencias requiere decidir un orden de preferencia en
tre los distintos objetivos y expresarlo matem aticamente De esta manera el
problema multiobjetivo se transforma en un problema de un solo objetivo que
generalmente consiste en una suma ponderada de los objetivos individuales
J
tot

nobj
X
i

w
i
J
i
	

donde J
i
puede ser la violaci on de una restricci on siendo as  semejante a un
m etodo de penalizaci on de los considerados en el cap tulo 
 M etodo de generaci on tambi en denominado epsilonconstraint consiste en
generar varias soluciones para identicar las no dominadas y la decisi on sobre
la m as adecuada se toma a posteriori Por ejemplo para un problema con dos
objetivos
minJ  "J

  J

# 	

se tratar a de resolver el problema equivalente
minJ

	

sujeto a
J

  	

para varios valores de 
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El m etodo de generaci on resulta muy pr actico en los casos en los que las preferen
cias no est an claras o son dif ciles de cuanticar Sin embargo su uso se ve limitado
a problemas de dos o tres objetivos dado que el manejo de datos en m as dimensiones
se hace impracticable Por otra parte la generaci on de todos estos puntos puede ser
bastante costosa Estas limitaciones del m etodo de generaci on han llevado a que
tradicionalmente se use el m etodo basado en preferencias 	Gen y Cheng 

Formulacion matematica de problemas de tiempo  nal libre
Como se ha dicho los problemas que se considerar an en este cap tulo son de tiempo
nal libre o tiempo nal m nimo Un problema de optimizaci on din amica de este
tipo 	para el caso de sistemas concentrados
 se formula como sigue
Encontrar las variables de control u	t
 y el tiempo nal de proceso con el n de
minimizar 	o maximizar
 la funci on objetivo
J "z u w  t
f
# 	

sujeto a la din amica del sistema 	ODEs o DAEs


z  f	z u w  t
 	

y posiblemente a restricciones algebraicas tanto para los estados como para las
variables de control
Este problema de tiempo nal libre 	y en ocasiones de tiempo nal m nimo

se puede convertir en un problema equivalente de tiempo nal jo Para ello se
hace un cambio de variable t  T donde  es la nueva variable temporal denida
en el intervalo de duraci on ja 	  
f

 y T es un factor de escala a calcular en el
proceso de optimizaci on de manera que la duraci on efectiva del proceso ser a 
f
T 
El sistema din amico resultante se formula como sigue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con las condiciones iniciales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	 Desarrollo de un m etodo h brido HyMDO
Aqu  se presenta la soluci on de problemas de optimizaci on din amica de procesos
multiobjetivo con un m etodo h brido 	HyMDO hybrid method for dynamic opti
mization
 que se basa en la combinaci on de un m etodo estoc astico y un m etodo
determinista con el n de extraer las mejores propiedades de cada uno propiedades
de convergencia global en el caso de los m etodos estoc asticos y convergencia muy
r apida en el caso de m etodos deterministas locales si el punto inicial est a pr oximo a
la soluci on 	Carrasco y Banga 

En la gura  se muestra de manera gr aca el comportamiento en rasgos gene
rales de un m etodo determinista local uno estoc astico y la combinaci on de ambos
en un h brido para la soluci on de un problema unidimensional multimodal En
dicha gura se reeja c omo un m etodo determinista local converge r apidamente a
un punto KarushKuhnTucker pero que puede no coincidir con el  optimo global si el
punto inicial est a alejado Un m etodo estoc astico presenta convergencia al  optimo
global pero a expensas de un elevado n umero de evaluaciones de la funci on Por
 ultimo una combinaci on de ambas estrategias permite una aproximaci on a la vecin
dad del  optimo global mediante el uso de un m etodo estoc astico y una convergencia
r apida nal al  optimo global Esta gura es muy simplicada y simplemente tiene
car acter ilustrativo En la pr actica garantizar la convergencia a un  optimo global
en tiempo nito para el problema general es imposible
v0 v*
Método estocástico
Método determinista local
J(v)
Método Híbrido
Figura  Comportamiento t pico de un m etodo determi
nista local uno estoc astico y un h brido en la resoluci on de
un problema unidimensional multimodal
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Existen dos cuestiones esenciales a la hora de desarrollar un m etodo h brido
por una parte elegir los m etodos tanto estoc astico como determinista apropiados
	diseno
 y por otra decidir los criterios de parada que determinan la cantidad de
trabajo que realiza cada m etodo 	ajuste

Con el n de seleccionar dos candidatos adecuados para el desarrollo del m etodo
h brido se han probado diversos m etodos tanto estoc asticos como deterministas
seleccionados seg un los resultados presentados en la bibliograf a m as reciente con
siderando la soluci on de varios problemas de control  optimo no lineales y de com
plejidad mediaalta tomados de la bibliograf a
		 Selecci on del m etodo estoc astico
La selecci on de un m etodo estoc astico requiere un an alisis detallado para seleccionar
aquel que lleve a un acercamiento m as r apido a la vecindad del  optimo global Con
el n de examinar los distintos tipos de estrategias que se comentaron en el cap tulo
 se han considerado tanto m etodos secuenciales como basados en poblaciones todos
ellos tomados de la bibliograf a reciente Descritos brevemente
 Dynamic Hill Climbing 	DHC
 	Maza y Yuret 
 es un m etodo secuencial
que se basa en la realizaci on de numerosas b usquedas locales con el prop osito
de evitar soluciones locales Para ello opera en dos iteraciones una exterior que
utiliza un generador de n umeros aleatorios que origina varios puntos iniciales
para las b usquedas locales y una interior 	b usqueda local
 que se basa en
la b usqueda a trav es de  !  direcciones de las cuales  son ortogonales
 son las negativas de las primeras y las dos restantes guardan informaci on
sobre los dos  ultimos movimientos del m etodo Las direcciones exploradas
se modican seg un resulten en mejoras de la funci on objetivo o no con el
n de acelerar el proceso El usuario debe proporcionar un generador de
puntos iniciales para la iteraci on exterior adecuado al problema Originalmente
desarrollado para optimizaci on estacionaria se ha modicado en este trabajo
para la optimizaci on din amica 	DHCDS

 Integrated controlled random search 	ICRSDS
 	Banga y Casares  Banga
et al 
 m etodo de b usqueda secuencial que genera puntos aleatoria
mente siguiendo una distribuci on gaussiana cuya desviaci on est andar depende
de un par ametro del m etodo k

 La convergencia se puede controlar con dos
par ametros n
e
 que contabiliza el n umero de movimientos infructuosos y k

que controla la modicaci on de la amplitud de la distribuci on gaussiana si el
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n umero de fallos es elevado A medida que el m etodo avanza el espacio de
b usqueda se va adaptando es decir se va reduciendo en torno a la zona donde
probablemente estar a la soluci on Sin embargo esta adaptaci on debe ser lenta
para evitar soluciones locales
 GENOCOP III 	Michalewicz 
 algoritmo gen etico que parte de una
poblaci on de referencia y una de b usqueda y realiza una serie de operaciones
	hasta  diferentes
 entre sus miembros basadas en las originales de mutaci on
y recombinaci on El usuario debe seleccionar un conjunto de par ametros 	hasta

 que incluyen entre otros los tamanos de las poblaciones el n umero de hi
jos que se producir an en cada iteraci on tipo y frecuencia de aplicaci on de cada
operador etc El m etodo se ha modicado convenientemente para permitir la
resoluci on de problemas de optimizaci on din amica 	GENOCOPDS

 Dierential evolution 	DE
 	Storn y Price 
 algoritmo basado tambi en
en una poblaci on que genera candidatos al  optimo sumando la diferencia pon
derada entre dos miembros de la poblaci on seleccionados aleatoriamente a
uno tercero Si este nuevo punto mejora la funci on objetivo entonces sustituye
a otro en la poblaci on y se repite el proceso El c alculo del peso depende de
un par ametro a elegir por el usuario La selecci on de puntos es aleatoria con
una probabilidad que depende de otro par ametro 	probabilidad de recombi
naci on
 Se dispone adem as de  estrategias diferentes para generar el nuevo
punto aunque todas ellas basadas en los conceptos anteriores Este m etodo
tambi en se ha modicado convenientemente para la soluci on de problemas de
optimizaci on din amica 	DEDS

Con objeto de comparar estos m etodos se presentar a a continuaci on la soluci on
de un conjunto de problemas de control  optimo de una etapa tanto de tiempo nal
libre como de tiempo nal m nimo Todos ellos son multiobjetivo y se adoptar a el
m etodo de las preferencias 	secci on 
 para su resoluci on Es decir el objetivo
total 	J
tot

 ser a una suma ponderada de los objetivos individuales
Para la mayor a de los m etodos se han utilizado los par ametros de b usqueda
aconsejados por sus autores salvo en el caso de GENOCOP con el que se han
realizado diversas pruebas seleccionando la mejor en cada caso
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P Pirolisis de esquisto de petroleo
Este problema fue considerado por Luus 	 a
 Rosen y Luus 	
 Carrasco y
Banga 	
 y Esp osito y Floudas 	 b
 en su versi on de tiempo nal jo
La tecnolog a para la producci on de petr oleo a partir de esquisto se basa en
la pir olisis de la roca El calentamiento de la roca rompe los enlaces de la macro
mol ecula constituyente 	querogeno
 liberando pequenas mol eculas de hidrocarburos
adem as de nitr ogeno azufre y componentes oxigenados El potencial valor econ omico
del proceso depende de la cantidad de macromol ecula presente en el esquisto
El problema de control  optimo consiste en encontrar la pol tica  optima de calen
tamiento y el tiempo de procesado para maximizar la concentraci on de hidrocarburo
	Bojkov y Luus 

La formulaci on matem atica del problema de optimizaci on es como sigue
Encontrar u	t
 y t
f
para maximizar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sujeto a la din amica del proceso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donde y

es la concentraci on de macromol ecula e y

es la concentraci on de hidrocar
buro siendo el estado inicial
y
T
	
  "  # 	

Las constantes k
i
son los factores dependientes de la temperatura que inuyen
en la velocidad de reacci on y que dependen de la temperatura seg un la ecuaci on de
Arrhenius k
i
 k
i
e
 E
i
	RT
 i       donde los valores de energ a de activaci on
E
i
R y los factores de frecuencia k
i
se tabulan a continuaci on
i k
i
	s
 

 E
i
R	K
 


 exp	
 
 exp	
 
 exp	
 
 exp	
 
 exp	
 
La temperatura est a sujeta a unos valores m aximo y m nimo aceptables
  u   	
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N otese que en este caso el problema tiene dos funciones objetivo por una parte
maximizar la concentraci on de hidrocarburo a tiempo nal y por otro minimizar el
tiempo de proceso para obtener tal concentraci on Aqu  se resolver a este problema
por el m etodo de preferencias para ello se denir a una nueva funci on objetivo a
maximizar de la forma
J
tot
 

J  

t
f
	

Los resultados obtenidos con los m etodos estoc asticos se presentan en la tabla
 siguiendo la notaci on habitual

donde adem as se incluye como medida para
comparar los resultados el valor del objetivo total J
tot

u

	t
   t
f
 
  

  

  J
tot
 
 
Mt J t
f
	min
 J
tot
	max
 T
cpu
	s

ICRSDS    
GENOCOPDS    
DHCDS    
DEDS    
Tabla  Resultados obtenidos para la optimizaci on
din amica del proceso de pir olisis con m etodos estoc asticos
A modo de ejemplo y dado que son dos los objetivos de la optimizaci on se pre
senta la soluci on de este problema por el m etodo de generaci on 	o epsilonconstraint

Para ello se calculan una serie de puntos que constituyen la llamada curva Pareto
a trav es de la soluci on del problema para un n umero de tiempos nales jos En la
gura  se muestran los resultados que est an en concordancia con los obtenidos
por el m etodo de preferencias
 
Los tiempos de computaci on 
T
CPU
 se expresan en segundos y se reeren a PC Pentium
III MHz
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Figura  Curva Pareto para el proceso de pir olisis
P Sistema de reacciones de Denbigh
El proceso tal como fue formulado por Luus y Dong 	
 consiste en  reacciones
que tienen lugar en serieparalelo en un reactor tipo discontinuo
A!B  X
A!B  P
X  Y
X  Q
Y  Z
Las especies qu micas A y B son los reactivos Y es el producto deseado X es un
producto intermedio y P Q y Z son residuos Las concentraciones de A X e Y se
denotar an y

 y

e y

 respectivamente La aplicaci on del principio de conservaci on
de la masa en el sistema de reacciones conduce al siguiente sistema de ODEs
y
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 k

y

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	

y

 k

y

 	k

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
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
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	

con las condiciones iniciales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y
T
	
  "    # 	

Las constantes k
i
se ajustan a la ecuaci on de Arrhenius k
i
 k
i
e
 E
i
	RT
 i 
     donde k
i
son los factores de frecuencia y E
i
las energ as de activaci on que
aparecen en la tabla
i E
i
R	K
 

 k
i
	s
 


  

  

  
  
 
  
El objetivo del problema de control  optimo es calcular tanto el tiempo de pro
ceso como el perl de temperatura para maximizar la concentraci on de producto
Matem aticamente se trata de encontrar u	t
 y t
f
para maximizar
J  y

	t
f

 	

siendo los l mites en la temperatura 	K

  u   	

N otese que el objetivo del problema se puede formular seg un la ec 	
 Los
resultados obtenidos para este caso se presentan en la tabla 
u

	t
   t
f
 
  

  

  
 
 J
tot
 
 
Mt J t
f
	s
 J
tot
	max
 T
cpu
	s

ICRSDS    
GENOCOPDS    
DHCDS    
DEDS    
Tabla  Resultados obtenidos para la optimizaci on
din amica del proceso de Denbigh con m etodos estoc asticos
P Produccion de etanol en un fermentador semicontinuo
La optimizaci on din amica de este proceso que tiene como nalidad la obtenci on de
etanol a partir de la fermentaci on anaer obica de glucosa por la levadura Sacharomyces
cerevisiae fue considerada por Hong 	
 Chen y Hwang 	 a y b
 Luus 	
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y Banga et al 	
 en su versi on de tiempo nal jo y por Bojkov y Luus 	

en la versi on de tiempo nal libre que se considerar a en este trabajo El objetivo
es calcular el tiempo de proceso y el perl de entrada de nutrientes 	caudal de ali
mentaci on del bioreactor semicontinuo
 con el n de maximizar la producci on de
etanol
Encontrar u	t
 y t
f
para maximizar
J  y

	t
f

y

	t
f

 	

con las restricciones de la din amica del proceso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g





	y

	 
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
y g
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


	y
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	
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 
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donde y

representa la concentraci on de microorganismos y

la concentraci on de
sustrato y

la concentraci on de producto 	todas ellas expresadas en gL
 e y

el
volumen 	L
 que en este caso est a limitado por el volumen del reactor ya que al
tratarse de un proceso en semicontinuo no hay salida al exterior
y

	t
f

   	

El estado inicial del sistema viene dado por
y	t


 
h
   
i
T
	

los l mites para la variable de control
  u   	

Para considerar la restricci on a tiempo nal se utiliza la penalizaci on por rechazo
que se presentaban en la secci on  del cap tulo  Los resultados obtenidos para
este caso se presentan en la tabla 
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u

	t
   t
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 
  w

  w

  J
tot
 
 
Mt J t
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	h
 J
tot
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 T
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	s

ICRSDS    
GENOCOPDS    
DHCDS    
DEDS    
Tabla  Resultados obtenidos para la optimizaci on
din amica del proceso de obtenci on de etanol con m etodos
estoc asticos
P Produccion de penicilina en un fermentador semicontinuo
Este problema fue considerado por diversos autores en su versi on de tiempo nal
jo como Cuthrell y Biegler 	
 Luus 	 b
 y Banga et al 	
 Aqu  se
considera el caso m as general con tiempo nal libre
Este problema es semejante al anterior siendo el objetivo la maximizaci on de
la producci on de penicilina a partir de la fermentaci on aer obica de la fuente de
carbono 	glucosa
 mediante Penicillum chrysogenum El sustrato contiene fuentes de
nitr ogeno habitualmente licor de ma z macerado que adem as contiene compuestos
de carbono que ser an sucientes para la primera fase del proceso Si toda la glucosa
fuera anadida al medio al inicio de la fermentaci on el resultado ser a un crecimiento
masivo que conducir a a una alta viscosidad lo que afectar a negativamente a la
transferencia de ox geno y la mezcla de la masa con el resultado de una producci on
disminuida El m etodo de alimentaci on discontinua controla el crecimiento y supera
los problemas de la represi on catab olica El objetivo ser a encontrar la pol tica
 optima de la velocidad de alimentaci on y el tiempo de proceso para maximizar la
producci on Encontrar u	t
 y t
f
para maximizar
J  y

	t
f

y

	t
f

 	

Con las restricciones de la din amica del sistema que viene dada por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y donde y

 y

e y

son la concentraci on de biomasa de penicilina y de sustrato
	gL
 respectivamente e y

es el volumen 	L
 Las condiciones iniciales son
y	
 
h
   
i
T
	

Es evidente que un producto pensado para consumo humano debe ser producido
en condiciones adecuadas para evitar efectos indeseables Antes de su comercializa
ci on tendr a que someterse a rigurosas pruebas de toxicidad por lo que las concentra
ciones de las sustancias presentes estar an sometidas a restricciones que garanticen
el correcto desarrollo del proceso 	Cuthrell y Biegler 

  y

  	

  y

  	

  y

  	

Y por  ultimo los l mites en la variable de control
  u   	

Para manejar las restricciones de camino se utiliza una vez m as el m etodo de
descartar los puntos no factibles Los resultados obtenidos para este caso se presen
tan en la tabla 
u

	t
   t
f
 
  w

  w

  J
tot
 
 
Mt J t
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 J
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 T
cpu
	s

ICRSDS    
GENOCOPDS    
DHCDS    
DEDS    
Tabla  Resultados obtenidos para la optimizaci on din amica del
proceso de obtenci on de penicilina con m etodos estoc asticos
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P Problema lineal de tiempo  nal m	nimo
Este problema fue considerado por 	Dadebo y McAuley 
 y consiste en encon
trar el perl de control para minimizar el tiempo nal de un proceso dado alcanzando
un estado nal deseado Su formulaci on matem atica es
Encontrar u	t
 para minimizar
J  t
f
	

con las restricciones que expresan la din amica del sistema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
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con las condiciones iniciales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y el estado nal a alcanzar
y	t
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  "  # 	

Los l mites para la variable de control son
  u   	

Este tipo de problemas se puede plantear como uno multiobjetivo 	 objetivos
en este caso
 donde se dar a mayor peso a la vericaci on de las restricciones a tiempo
nal Donde ahora el objetivo a minimizar ser a de la forma
J
tot
 w

t
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!
E
X
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w
i	
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i
j 	

donde viol
i
representa la violaci on de cada una de las E restricciones a tiempo nal
Los resultados obtenidos para este caso se presentan en la tabla  donde el
t ermino viol
f
indica la violaci on de las restricciones a tiempo nal
u
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Tabla  Resultados obtenidos para la optimizaci on din amica del
sistema lineal con m etodos estoc asticos
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P Tanque agitado no lineal continuo
Se considera el proceso que tiene lugar en dos tanques agitados no lineales que
operan en serie tal como fue descrito por Bojkov y Luus 	 a
 y cuya din amica
es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Los l mites para las variables de control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Y el estado inicial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T
 "   #
	

El problema tal como lo formularon y resolvieron Bojkov y Luus 	 a

consiste en llevar el sistema al origen partiendo del estado inicial 	
 en tiempo
m nimo Encontrar u

	t
 y u

	t
 para minimizar
J  t
f
	

N otese que en este caso son  los objetivos del proceso de optimizaci on Los
resultados obtenidos se presentan a continuaci on en la tabla 
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Tabla  Resultados obtenidos para la optimizaci on din amica del problema del
CSTR con m etodos estoc asticos
P Problema de desplazamiento de dos farmacos en un paciente
Este problema fue considerado inicialmente por Bell y Katusiime 	
 y anos
despu es por Maurer y Wiegand 	
 Bojkov y Luus 	 a y b
 y Dadebo y
McAuley 	

El problema se basa en el modelo cin etico que simula la interacci on de dos
f armacos warfarina y fenilbutazona en la sangre de un paciente
y



C


D

"C

	 y


 ! y

	u y


#

	

y



C


D

"C

	u y


 ! y

	 y


#

con D   ! y

! y

 C

 D

!  ! y

 C

 D

!  ! y

y
C

 C

C

 	


y

y


Las condiciones inicial y nal en los estados y el control son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siendo y

e y

las concentraciones de warfarina y fenilbutazona respectivamente
Cuando se inyecta el anticoagulante 	warfarina
 al paciente s olo una porci on
circula a lo largo del cuerpo mientras que la otra se queda en el plasma y los tejidos
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Sin embargo si a continuaci on se inyecta un analg esico al mismo paciente el anti
coagulante de los tejidos se desplaza y empieza a circular por el cuerpo pudiendo
alcanzar niveles t oxicos 	

 Es por lo tanto necesario garantizar que  eso no sucede
de manera que se impone una restricci on sobre su concentraci on
y

	t
  
    t  t
f
	
  
 	

Adem as se sabe que cuanto mayor es la velocidad de inyecci on de fenilbutazona
u mayor es el pico de concentraci on de warfarina El problema consistir a pues en
regular la entrada de fenilbutazona para que los dos f armacos alcancen un estado
estacionario en el ujo sangu neo en un tiempo m nimo pero siempre vericando la
restricci on de toxicidad 	

Aqu  se consideran dos versiones del mismo problema la primera 	Pa
 tal
como fue planteada en el trabajo de Bojkov y Luus 	 a
 en la que no se impone
ninguna restricci on a la concentraci on de anticoagulante y la segunda 	Pb
 tal
como se formula en el trabajo de Dadebo y McAuley 	
 en la que se impone la
restricci on 	

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Seleccion de un metodo estocastico
En t erminos generales todos los problemas han sido resueltos satisfactoriamente
por casi todos los m etodos Sin embargo existen diferencias claras en su compor
tamiento
En particular queda patente que ICRSDS y DEDS son superiores al menos
para los casos considerados en este trabajo DHCDS aunque muy r apido tiene un
comportamiento impredecible en lo referente a resultado nal siendo esto especial
mente relevante en los problemas de tiempo nal m nimo GENOCOPDS parece
ser un m etodo muy lento y las soluciones nales no son siempre buenas al margen
de requerir un n umero de pruebas previas para el ajuste de sus par ametros
En cuanto a la comparaci on entre DEDS e ICRSDS es claro que el primero
alcanza siempre soluciones mejores aunque el coste computacional es en general
varias veces superior No obstante como se ha dicho con anterioridad es tambi en
interesante analizar la velocidad de convergencia de cada m etodo con el n de
determinar cu al de ellos se aproxima m as r apidamente a la soluci on Para ello en
las guras  se muestran las curvas de convergencia de los distintos m etodos salvo
las de DHC que por tratarse de una metodolog a multistart no se puede comparar
con las otras a este respecto
Estas guras reejan claramente el comportamiento b asico de los m etodos es
toc asticos es decir un acercamiento r apido al  optimo y un renamiento posterior de
la soluci on muy costoso En el caso de GENOCOP para algunos problemas parece
quedarse $atrapado en algunas regiones lo que hace su descenso m as lento En el
caso de DE aunque en la primera iteraci on suele acercarse a la soluci on el coste
depende del tamano de la poblaci on inicial que como m nimo ser a del orden de 
veces el n umero de variables de decisi on Para la mayor a de los problemas esto
supone cientos de evaluaciones de la funci on objetivo ICRSDS consigue acercarse
al  optimo de manera m as r apida alcanzando valores dentro del ( del  optimo global
en menos de  evaluaciones de la funci on para todos los casos considerados Es
esta caracter stica la que lo lleva a ser el mejor candidato para el desarrollo de un
m etodo h brido
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Figura  Curvas de convergencia de los m etodos estoc asticos en la resoluci on de
problemas P a Pb
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		 Selecci on del m etodo determinista local
Para la selecci on de un m etodo determinista apropiado se consideraron varios m etodos
deterministas tomados de la bibliograf a reciente
 gOPT que hace uso del m etodo de parametrizaci on de control y un m etodo
SQP que calcula informaci on exacta de gradiente a trav es del c alculo de sensi
bilidades de primer orden para sistemas din amicos gOPT funciona en combi
naci on con gPROMS 	Barton et al  Barton y Pantelides 
 paquete
de desarrollo de modelos y simulaci on de procesos 	en este trabajo se ha usado
la versi on gPROMS F 

 DIRCOL 	Von Stryk 
 un m etodo de parametrizaci on total que usa
colocaci on y un m etodo SQP 	NPSOL
 para la optimizaci on
 TOMP 	D Kraft 
 que tambi en se basa en el uso del m etodo CVP y
un m etodo SQP y un m etodo de diferencias nitas para la evaluaci on del
gradiente de la funci on objetivo
 FFSQP adaptado para la optimizaci on din amica a trav es del uso de CVP
A diferencia de los otros m etodos propuestos el FFSQP es un SQP factible
	Zhou et al  
 lo que puede ser adecuado para algunos problemas aunque
el tiempo de computaci on es generalmente superior a los m etodos no factibles
Con el n de comparar estos m etodos se consider o la soluci on de un conjunto
de  problemas de control  optimo De los  problemas gOPT resolvi o  con
 exito DIRCOL s olo  presentando problemas de convergencia e inicializaci on en los
otros TOMP  unicamente  presentando soluciones locales en el resto de los casos
y por  ultimo FFSQP tambi en resolvi o  problemas correctamente qued andose en
soluciones locales en el resto de los casos
Los resultados sugieren pues que la mejor alternativa es gOPT 	Banga et al 
BalsaCanto et al 
 que a pesar de converger a soluciones locales en algunos
problemas 	 de los  propuestos
 	comportamiento t pico por otra parte de un
m etodo determinista local
 se comport o mejor que los otros m etodos evaluados
		 Ajuste del m etodo h 
brido
El m etodo h brido HyMDO es un m etodo bif asico secuencial actuando primero el
m etodo estoc astico para acercarse a la vecindad de la soluci on global y convergiendo
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luego a  esta de forma r apida mediante el m etodo local El ajuste del m etodo h brido
consiste en seleccionar adecuadamente los valores de los criterios de parada SC y
SC para ambos m etodos Esto es especialmente interesante como se ver a en el
caso de problemas de optimizaci on din amica de dimensi on elevada
El valor asignado a SC controla de alguna manera la robustez del m etodo
HyMDO es decir la probabilidad de convergencia a la soluci on global Por lo tanto
se seleccionar a un valor tal que asegure que el m etodo estoc astico alcance un punto
dentro del radio de convergencia del m etodo determinista El valor asignado a SC
ser a crucial para la eciencia del m etodo es decir para minimizar el tiempo de
computaci on
El comportamiento t pico del m etodo HyMDO con respecto a la funci on objetivo
en el punto de corte es decir en el cambio del m etodo estoc astico al m etodo deter
minista se muestra en las guras  donde se asume un problema de minimizaci on
Función objetivo en el punto de corte
Ti
em
po
 d
e 
co
m
pu
ta
ció
n
Estocástico
Determinista Local
Función objetivo en el punto de corte
Ti
em
po
 d
e 
CP
U 
to
ta
l (H
yM
DO
)
Er
ro
r f
in
al
 (%
)
Región
admisible
Figura  Comportamiento t pico del m etodo h brido
De la gura se extrae que si el m etodo estoc astico itera demasiado 	SC muy
estricto
 el coste computacional aumenta considerablemente mientras que el tiempo
de computaci on para el m etodo determinista disminuye Por otra parte el valor
objetivo nal mejora a medida que el punto de corte se acerca al  optimo Para
garantizar la eciencia y la robustez del m etodo lo ideal ser a encontrar los valores
de SC y SC que permitan mantenerse dentro de la zona marcada como admisible
es decir la de un error nal sucientemente pequeno obtenido en el menor tiempo
de c alculo posible
Sin embargo la selecci on de estos criterios es 	muy probablemente
 dependiente
del problema y aunque para problemas de dimensi on pequena se pueden extraer
 Captulo   Optimizacion dinamica mediante un metodo hbrido
unos criterios generales que ofrecen buenos resultados para problemas de dimensi on
elevada ser a necesario un ajuste espec co del m etodo
	 Optimizaci on din amica con el m etodo HyMDO
		 Optimizaci on de procesos de una etapa
Se considera ahora la resoluci on de los problemas propuestos en la secci on  me
diante el m etodo h brido Para ofrecer una comparaci on de resultados se presentan
tambi en las mejores soluciones aparecidas en la bibliograf a
Ajuste del metodo HyMDO
Con el n de ajustar adecuadamente el m etodo HyMDO se han resuelto todos estos
problemas para una serie de valores de las tolerancias en particular SC  	 

 
  
 

 y SC  	
 
  
 

 A modo de ejemplo se presenta el ajuste
del m etodo h brido en la soluci on del problema de fermentaci on para la producci on
de penicilina que es el que ofrece mayores dicultades debido a la presencia de
restricciones de camino Los resultados obtenidos se resumen en la gura  en
donde J
tot
y el correspondiente tiempo de computaci on se representan frente a los
valores de SC y SC
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Figura  Ajuste del m etodo h brido para la resoluci on
del problema de obtenci on de penicilina
En la gura se observa el comportamiento que se predec a en la descripci on
te orica del m etodo Aunque el m etodo h brido alcanza soluciones dentro del (
del  optimo independientemente del valor de las tolerancias s  es notable su efecto en
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el tiempo de computaci on lo que permite seleccionar unos valores en favor de otros
En este caso parece claro que la mejor soluci on de compromiso robustezeciencia
corresponde a los valores de tolerancia SC 
 
y SC 
 

Es dif cil establecer un criterio general de selecci on de las tolerancias Sin em
bargo los resultados obtenidos para el caso de la penicilina se reproducen en mayor
o menor medida para el resto de los problemas lo que lleva a concluir que estos
valores de tolerancia pueden ser adecuados como valores recomendados por defecto
para la resoluci on de este tipo de problemas
Procesos de tiempo  nal libre
A continuaci on se presenta una tabla resumen de resultados con los mejores resulta
dos obtenidos por DEDS gOPT el m etodo h brido y los mejores valores publicados
por otros autores
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Tabla  Tabla resumen de resultados para problemas de
una etapa y tiempo nal libre
En todos los casos el m etodo h brido ha obtenido las mejores soluciones en tiem
pos muy competitivos
Esp osito y Floudas 	 b
 consideraron la soluci on del problema P en su
formulaci on de tiempo nal jo con un m etodo determinista global 	BB basado
 Captulo   Optimizacion dinamica mediante un metodo hbrido
en el m etodo de ramicaci on y poda
 Evidentemente los resultados no son total
mente comparables ya que consideran un valor de tiempo nal jo t
f
  Estos
autores alcanzar un valor objetivo de J   el  optimo global para una dis
cretizaci on de control de  elementos de longitud ja Sin embargo n otese que los
tiempos de c alculo presentados oscilan entre los  y los  s en una estaci on
HP J para diversas condiciones impuestas al optimizador Estos tiempos son
muy superiores a los del m etodo h brido lo que conrma las limitaciones actuales
de los m etodos deterministas globales para la soluci on eciente de problemas de
optimizaci on din amica
Procesos de tiempo  nal m	nimo
A continuaci on se muestran los resultados obtenidos para los problemas de tiempo
nal m nimo Nuevamente el m etodo h brido alcanza mejores resultados en tiempos
de c alculo muy competitivos 	hasta dos  ordenes de magnitud m as r apido que IDP

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Tabla  Tabla resumen de resultados problemas de una etapa de tiempo nal
m nimo
Los perles de control obtenidos con el m etodo h brido para estos problemas as 
como los correspondientes estados se presentan en las guras 
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Figura  Perles de control  optimo y estados correspondientes para los problemas
de tiempo nal libre 	PP
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Figura  Perles de control  optimo y estados correspondientes para los problemas
de tiempo nal m nimo 	PPb
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		 Optimizaci on de procesos multietapa
Los procesos que se han considerado hasta ahora se realizaban en una sola etapa
Sin embargo muchos procesos que operan en modo discontinuo se realizan en varias
etapas y el resultado de cada etapa inuye de manera determinante en el producto
nal En general el n umero de etapas y su orden relativo ser an desconocidos y
tambi en constituir an variables de diseno El control  optimo de tales casos requiere
la introducci on de decisiones discretas resultando en un problema de optimizaci on
no lineal con variables enteras y reales 	mixed integer nonlinear program MINLP

	Floudas  Grossmann et al 
 Sin embargo aqu  se supondr an conocidos
tanto el n umero de etapas como el orden en el que se realizan de manera que tras
la aplicaci on de CVP el problema resultante ser a un NLP
En la gura  se representa esquem aticamente un proceso multietapa de este
tipo donde se muestra que en cada etapa habr a que calcular un vector de variables
de decisi on 	v
k

 que vericando un conjunto de restricciones 	Res
k

 tanto din amicas
como est aticas har a que se optimice la funci on objetivo 	coste
 de tal etapa y el
objetivo nal del proceso Cada etapa se describe en general en t erminos de un
conjunto de PDAEs
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Figura  Esquema de operaci on de un proceso multietapa
La formulaci on matem atica del problema de optimizaci on din amica de un proceso
multietapa es 	Vassiliadis et al  a
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donde J es la funci on objetivo que en general supone una combinaci on de objetivos
a cumplir en cada etapa Las restricciones originadas por la din amica del sistema
f
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donde t  "t
k 
  t
k
#  k         N  y t  "t
N 
  t
f
# z	t
  Z  R
n
son las variables
diferenciales y algebraicas u	t
  U  R

son las variables de control y w  V  R

son los par ametros invariantes con el tiempo N otese que esta formulaci on tambi en
es v alida para procesos distribuidos En este trabajo se supone que el sistema de
DAEs es de orden  y que el n umero de ecuaciones se conserva a lo largo de las
etapas
Los valores de las variables al inicio de la primera etapa deben estar relacionados
mediante un conjunto de condiciones iniciales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Asimismo los valores inicial y nal de etapas sucesivas estar an relacionados a trav es
de las llamadas condiciones de uni on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Tambi en es posible la presencia de restricciones puntuales en las variables de es
tado Aqu  se asume que estas restricciones suceden al nal de una etapa anadiendo
etapas si fuese preciso para exibilizar esta condici on
r
eq
k
	z	t
 
k

 

z	t
 
k

 u	t
 
k

 w  t
k

   	

r
eq
N
	z	t
f

 

z	t
f

 u	t
f

 w  t
f

   	

r
in
k
	z	t
 
k

 

z	t
 
k

 u	t
 
k

 w  t
k

   	

r
in
N
	z	t
f

 

z	t
f

 u	t
f

 w  t
f

   	

Adem as tambi en es posible la presencia de restricciones de camino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Las variables de control pueden verse sometidas a rangos de validez que pueden
o no variar en las distintas etapas
u
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y los par ametros invariantes con el tiempo tambi en pueden estar sujetos a restric
ciones del tipo
w
L
 +	w
  w
U
	

Por  ultimo se impone una duraci on m nima yo m axima a cada etapa
 
  Optimizacion dinamica con el metodo HyMDO 
Optimizacion de un proceso de varias etapas destilacion discontinua
El proceso de destilaci on se usa para la separaci on de componentes qu micos con
diferentes puntos de ebullici on de una mezcla l quida Las columnas de destilaci on
se pueden clasicar dependiendo del modo en que operan en dos tipos continuas y
discontinuas En el primer tipo se procesa un ujo continuo de mezcla y la cantidad
que entra dentro de la columna debe ser siempre igual a la que sale en todo momento
En el segundo tipo la columna se carga inicialmente con una cantidad de mezcla
que se procesa hasta alcanzar el objetivo deseado Una vez se completa la tarea la
columna se vuelve a cargar y as  sucesivamente
El proceso continuo permite obtener grandes cantidades de producto de manera
r apida y barata y por ello durante alg un tiempo se abandon o la operaci on en dis
continuo Sin embargo este modo de operaci on vuelve a ser popular debido a la
creciente demanda de productos de alto valor anadido De hecho en la actualidad
encuentra aplicaci on en las industrias farmac eutica y de qu mica na tanto para
puricar como para extraer componentes  utiles separ andolos de residuos de otros
procesos
.
.
.
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Calentador
Caldera
Reflujo
Producto
(destilado)
Condensador
Tanque de
acumulación
Platos
Figura  Esquema de una
columna de destilaci on
Los componentes b asicos de una
columna de destilaci on que opera en
discontinuo son un recipiente verti
cal en el que se realiza la separaci on
con platos para facilitar la separaci on
de componentes un calentador para
calentar la mezcla produci endose as 
la evaporaci on de los componentes
m as vol atiles un condensador para
enfriar y condensar el vapor que sale
por la parte superior de la columna
y un tanque de acumulaci on donde
se reserva el vapor condensado para
despu es introducirlo de nuevo en la
columna El esquema general de una
columna de estas caracter sticas se
presenta en la gura 
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Tanto la teor a como la pr actica de los procesos de destilaci on pueden ser muy
complicadas y por ello el desarrollo de modelos su simulaci on y optimizaci on han
despertado un gran inter es entre la comunidad cient ca e industrial En relaci on
al desarrollo de modelos y su simulaci on lo interesante es obtener modelos que
predigan de manera precisa la operaci on de la columna Sin embargo tales modelos
son habitualmente demasiado complicados y el coste computacional de resoluci on
crece muy r apidamente
En destilaci on discont nua los distintos componentes de la mezcla pueden desa
parecer de la columna Por lo tanto el modelo ser a din amico e incluir a los balances
de masa y energ a el equilibrio de fases y la hidr aulica de platos Una formulaci on
general se puede encontrar en Mujtaba 	
 El sistema de DAEs resultante es
muy no lineal y con frecuencia r gido debido tanto a las diferencias entre las dis
tintas volatilidades de los componentes de la mezcla como a las diferencias entre
los vol umenes de la caldera y los platos 	Mujtaba 
 Por otra parte en el
caso de varios cortes 	cuts
 intermedios el proceso se convierte en multietapa y ser a
necesario imponer condiciones de uni on adecuadas
El caso que se considera en este trabajo consiste en la separaci on de una mezcla
de  componentes mediante el uso de una columna de  platos 	Vassiliadis et al
 a
 La formulaci on matem atica de este problema consta de  ecuaciones de
las cuales  son diferenciales y las  restantes son algebraicas Se considerar an
 variables de decisi on es decir el valor de control 	relaci on de reujo
 en cada
uno de los nueve elementos 	 etapas con  elementos de control cada una
 m as la
duraci on de cada uno de los elementos
Inicialmente se carga una cantidad de  kmol de mezcla en la caldera La
columna se opera en tres etapas en la primera se obtendr a un corte rico en el
componente  en la segunda un o cut y en la tercera un corte rico en el componente
 Se requiere que tanto el corte pesado como el ligero tengan una cantidad de al
menos el ( de su componente principal Adem as deben obtenerse al menos 
kmol de corte ligero y  kmol de corte pesado en cada lote
El objetivo ser a encontrar la relaci on de reujo para minimizar el tiempo de
proceso vericando todas las restricciones impuestas al nal de cada etapa El
comportamiento de la columna se modeliza suponiendo vol umenes molares jos y
volatilidades relativas constantes para los distintos componentes Las condiciones
de uni on se imponen para anular la acumulaci on al nal de la primera y segunda
etapas mientras que se fuerza la continuidad de la composici on tanto de la caldera
como de la columna
 
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Este caso fue considerado en el trabajo de Vassiliadis et al  	 a
 que obtuvo
un tiempo nal m nimo de  h usando DAEOPT 	m etodo basado en CVP que
hace uso de un m etodo SQP desarrollado por Vassiliadis 
 con un tiempo de
computaci on de unas  h en una estaci on de trabajo Silicon Graphics IRIS
Aqu  se har a un estudio detallado de la soluci on de este problema mediante el uso
del m etodo HyMDO En la tabla  se resumen los resultados obtenidos para tres
perles de control iniciales donde V iol

es el valor de la violaci on de las restricciones
correspondiente al valor inicial de control y el T
cpu
corresponde a una estaci on de
trabajo SUN Sparc  	de  MFlops seg un el Linpack 
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Tabla  Resumen de resultados para el problema de la columna
de destilaci on
Ajuste del HyMDO
En este caso particular el tiempo de computaci on para cada simulaci on es conside
rable Por lo tanto con el n de minimizar el tiempo total de optimizaci on se puede
realizar un ajuste del m etodo h brido encontrando as  el mejor compromiso entre
eciencia y robustez Para ello se han probado varios valores para las tolerancias
SC y SC
El comportamiento t pico del m etodo HyMDO en la soluci on de este problema se
presenta en la gura  donde se representa el valor de la funci on objetivo nal y
el tiempo de computaci on frente a los valores de SC y SC En general se observa
que la mayor a de los resultados se encuentra dentro de un ( del  optimo global sin
embargo el tiempo de computaci on oscila entre  y  horas La selecci on apropiada
de una regi on admisible de valores para SC ofrecer a un mejor compromiso entre
robustez y eciencia
Se deduce que SC   es el valor m as adecuado para alcanzar la vecindad
del  optimo en un tiempo de computaci on razonable Una vez seleccionado el valor
de SC el valor de SC determinar a la eciencia del m etodo total Sin embargo de
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Figura  Comportamiento t pico del m etodo
HyMDO Valor objetivo frente a las tolerancias SC y
SC
esa gura no se pueden extraer conclusiones ya que la escala no permite cuanticar
las diferencias en los tiempos de computaci on Con el n de destacar el efecto de
SC se presentan en la tabla  los resultados obtenidos para un conjunto de
valores incluyendo T

cpu
que es el tiempo de computaci on requerido por el m etodo
estoc astico para alcanzar el valor de corte y T
cpu
que es el tiempo de computaci on
total ambos en horas para distintos puntos iniciales
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Tabla  Estudio del efecto de SC y el punto
inicial en la convergencia del m etodo HyMDO
Es importante resaltar que todas las soluciones obtenidas est an muy pr oximas al
 optimo y la reducci on en tiempo de computaci on es muy importante 	 veces m as
r apido que el resultado presentado por Vassiliadis 	 a
 cuyo objetivo sue peor
   Conclusiones 
que el obtenido en este trabajo

En la gura  se muestra el perl de control 	relaci on de reujo en cada etapa

para el caso con tiempo nal m nimo de  y una violaci on nal en las restric
ciones de  
 
y las correspondientes fracciones molares de los componentes 
y  de inter es en el proceso
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Figura  Perl de control y fracci on molar de los componentes principales 	 y

 correspondientes para el problema de destilaci on
		 Conclusiones
En este cap tulo se ha considerado la resoluci on de un tipo de problemas de opti
mizaci on din amica particularmente complicados debido a que sus NLPs asociados
son habitualmente multimodales o no convexos Para resolverlos de forma robusta
y eciente se ha propuesto el uso de un m etodo h brido estoc asticodeterminista
que combina las virtudes de ambos tipos de m etodos e intenta compensar sus de
fectos Con la soluci on de un conjunto de problemas de una y varias etapas se han
demostrado las capacidades de esta nueva metodolog a
En relaci on a los problemas de una etapa es especialmente relevante el hecho
de que el m etodo h brido ha alcanzado en todos los casos soluciones semejantes o
mejores que las obtenidas con otros m etodos o las presentadas por otros autores y
adem as en tiempos de c alculo considerablemente inferiores N otese por ejemplo que
en el problema P se han obtenido reducciones de hasta  veces si se compara con
IDP y de entre  y  veces en la resoluci on de los casos P y P respectivamente
si se compara con DEDS alcanzando en todos estos casos soluciones superiores
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Estas diferencias se hacen m as notables en la resoluci on de los problemas de tiempo
nal m nimo donde el m etodo HyMDO es muy superior As  en todos los casos
ha mejorado el valor objetivo bien en valor de t
f
bien en la violaci on nal de
las restricciones Las diferencias en tiempos de c alculo para la resoluci on de estos
problemas fueron adem as considerables entre  y  veces m as r apido que IDP
y entre  y  veces m as r apido que DEDS
Asimismo se ha considerado la resoluci on de un problema de optimizaci on di
n amica de un proceso multietapa relacionado con destilaci on discontinua Para
este problema los tiempos de computaci on para m etodos estoc asticos puros son
prohibitivos ya que el modelo din amico del proceso tiene una dimensi on elevada
El uso del m etodo h brido no s olo ha proporcionado nuevas soluciones superiores a
las publicadas sino que lo ha hecho de manera eciente reduciendo en hasta  veces
el tiempo de c alculo requerido por DAEOPT 	Vassiliadis  a

           
Aplicaci on a procesos distribuidos


Cap tulo 
Optimizaci on din amica de
procesos distribuidos con TNHp
Muchos procesos en tecnolog a de alimentos ingenier a qu mica o biotecnolog a
son de tipo distribuido Las variables del proceso no s olo dependen del tiempo
sino que dependen adem as de la posici on Algunos ejemplos son los procesos de
polimerizaci on cristalizaci on tratamiento t ermico de alimentos etc
En este cap tulo se presenta la aplicaci on del m etodo TNHp para la resoluci on de
problemas de optimizaci on din amica de procesos de este tipo Para ello se plantea
el uso del m etodo num erico de las l neas 	NMOL
 para transformar el problema
formulado en PDEs en un problema formulado en ODEs o DAEs
De la aplicaci on del m etodo NMOL resulta un sistema de DAEs de dimensi on
elevada e inusualmente r gido De este hecho surge la motivaci on de buscar t ecnicas
que permitan aumentar la eciencia de la resoluci on del IVP Dentro del marco del
m etodo TNHp se hace un estudio te orico de la estructura del Jacobiano del IVP y
la del correspondiente al IVP extendido Como se ver a el Jacobiano nal es muy
disperso por lo que la utilizaci on de un integrador adecuado permitir a reducir el
coste de cada simulaci on y por lo tanto el de la optimizaci on
Por  ultimo se considerar a la soluci on de varios problemas de complejidad cre
ciente lo que permitir a valorar las ventajas y desventajas de esta nueva metodolog a

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 Introducci on
En los procesos considerados hasta el momento las variables de estado depend an
 unicamente del tiempo Sin embargo todas las unidades que intervienen en un
proceso est an distribuidas en el espacio Por ejemplo en columnas de destilaci on
intercambiadores de calor reactores etc En muchas ocasiones la aproximaci on de
modelos concentrados 	DAEs
 es suciente para la aplicaci on de inter es ya que las
variaciones de las variables de estado con respecto a la posici on no son relevantes
Sin embargo en muchos otros procesos de gran inter es industrial esto no es as 
As  por ejemplo muchos procesos relacionados con la transferencia de calor a ciertos
materiales 	procesamiento t ermico de alimentos fundici on de metales fabricaci on
de nuevos materiales etc
 procesos de difusi on 	tales como reacciones en reactores
de ujo en pist on o procesos de difusi on a trav es de membranas en bioqu mica

y otros relacionados con la din amica de uidos 	procesamiento t ermico de l quidos
etc
 las variables de estado del proceso dependen de la posici on adem as del tiempo
Tales procesos se describen de manera natural por medio de ecuaciones en derivadas
parciales diferenciales ordinarias y algebraicas 	PDAEs
 que expresan las leyes
f sicas de conservaci on de la energ a la masa y el momento
Considerando los procesos que guardan relaci on con la tecnolog a de alimentos
en los  ultimos anos se han hecho numerosos avances en lo que a la preservaci on
de alimentos y al desarrollo de nuevos productos se reere Desde el momento en
que se adquiere el alimento hasta su consumo  este experimenta una degradaci on
en sus propiedades organol epticas Las t ecnicas de preservaci on intentan reducir
esta degradaci on actuando sobre los microorganismos que la producen modicando
para ello las condiciones de humedad y temperatura del alimento que de otro modo
podr an favorecer la acci on de estos microorganismos
El intento de encontrar las condiciones que optimicen el proceso en alg un sen
tido 	reducci on de tiempo de procesado maximizaci on del contenido de nutrientes
reducci on del consumo de energ a etc
 lleva a la formulaci on de modelos rigurosos
en los que se tendr a en cuenta tanto la trasferencia de energ a como de masa y a la
resoluci on de problemas de optimizaci on din amica Este tipo de problemas ha des
pertado un gran inter es en los  ultimos anos debido a su importancia en la industria
de alimentos Prueba de ello son los numerosos trabajos publicados en el  area como
Banga et al 	
 AlvarezV azquez y Mart nez 	
 y Kleis y Sachs 	
 as 
como otros trabajos que plantean estrategias de soluci on y aplicaciones tomadas de
distintos  ambitos caso de Lurie 	
 Neittaanmaki y Tiba 	
 Petzold et al
   Introduccion 
	
 Blatt y Schittkowski 	
 o Biros y Gattas 	
 entre otros muchos
Aqu  se presenta el uso del m etodo TNHp para la resoluci on de problemas de
optimizaci on din amica de procesos distribuidos Para ello se repasan en primer lugar
los aspectos m as relevantes de los fen omenos de inter es en este trabajo es decir la
transferencia de energ a y masa que se considerar an en el desarrollo de los modelos
para pasar a continuaci on al estudio de una t ecnica adecuada para su simulaci on
		 Transferencia de calor
Existen tres mecanismos b asicos de transferencia de calor conducci on convecci on
y radiaci on La conducci on es el  unico medio de transferencia de calor en s olidos y
se debe esencialmente al movimiento de los electrones libres que transportan ener
g a cuando se produce un gradiente de temperaturas lo que explica que los buenos
conductores el ectricos sean tambi en buenos conductores del calor La convecci on
m as propia de uidos se produce debido al movimiento relativo de distintas partes
del sistema Por  ultimo en el fen omeno de radiaci on el calor se transere en forma
de radiaci on electromagn etica
Para el c alculo del balance de energ a que describe matem aticamente el trans
porte de energ a en s olidos o uidos homog eneos se considera un elemento de vo
lumen estacionario a trav es del cual uye un sistema puro y se aplica un balance
seg un el primer principio de la termodin amica 	Bird et al 
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que matem aticamente se expresa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Operando sobre esta expresi on se obtiene una ecuaci on de variaci on para la
energ a interna U 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velocidad de
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reversible al
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aumento de energ a
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disipaci on viscosa
Si se considera un s olido la velocidad de conducci on por unidad de secci on
transversal es decir el ujo de calor es proporcional al gradiente de temperaturas
	ecuaci on de Fourier

q  kArT 	

donde q es el ujo A es la supercie normal al ujo k es la conductividad t ermica
y rT es el gradiente de temperatura La conductividad t ermica es una propiedad
f sica de cada sustancia y puede variar ligeramente en funci on de la temperatura
En el caso de que el material considerado no sea homog eneo o is otropo ser a preciso
determinar la conductividad para la direcci on del ujo considerado
Teniendo en cuenta la ec 	
 y expresando 	
 en funci on de la temperatura
resulta
cT
t
 r	krT 
 	

Si se considera el caso general en que existen fuentes de calor en el s olido 	p
ej generaci on debida a reacciones qu micas o a campos el ectricos etc
 hay que
anadir un termino en el segundo miembro del balance resultando
cT
t
 r	krT 
 ! q 	

Los pasos intermedios para llegar a esta expresi on se desarrollan en detalle en
Bird et al 	

El calor que se conduce a trav es del s olido es a menudo introducido 	o eliminado

mediante un proceso de convecci on por ejemplo la p erdida de calor a trav es de las
paredes de un horno o el calentamiento de un s olido debido a la presencia de aire
caliente Estos son los llamados procesos de conducci onconvecci on que como se ver a
tienen especial relevancia en el procesamiento t ermico de alimentos El fen omeno
   Introduccion 
de convecci on vendr a impuesto en las condiciones frontera y teniendo en cuenta
que en este tipo de fen omeno el ujo de calor es proporcional a la diferencia de
temperaturas 	ecuaci on de Newton de enfriamiento
 resulta
T
n

h
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 	

donde n es la direcci on normal a la supercie h es el coeciente de transferencia de
calor que es una medida de la resistencia que ofrece el s olido al ujo de calor y T
ext
es la temperatura exterior
La convecci on podr a ser de dos tipos natural en la que el s olido est a expuesto
a la temperatura de un uido 	por ejemplo aire
 cuyo movimiento es inducido por
cambios de densidad asociados con diferencias de temperatura o forzada en la
que el uido que rodea al s olido es obligado a moverse por medios mec anicos Por
 ultimo para poder resolver el sistema ser a necesario establecer una condici on inicial
de temperatura en el s olido que podr a ser bien una constante o bien una funci on
del espacio
		 Difusi on de materia
El proceso de difusi on de materia se produce de manera natural en presencia de
dos o m as especies cuya concentraci on relativa var a de un punto a otro del espacio
Es decir la distribuci on espacial de mol eculas no es homog enea produci endose un
gradiente de concentraci on Este proceso viene descrito matem aticamente por la
ecuaci on de Fick que arma que la densidad de corriente de part culas es propor
cional al gradiente de concentraci on
J  Drc 	

donde D es el coeciente de difusi on y es caracter stico tanto del soluto como del
medio en el que se disuelve y c es la concentraci on
En la difusi on los desplazamientos o transferencias moleculares se hacen a ex
pensas de los movimientos intr nsecos propios de esas part culas desde las zonas de
mayor concentraci on a las zonas de menor concentraci on De esta forma la difusi on
es un mecanismo de transferencia de materia en la que no intervienen los movimien
tos moleculares masivos tales como el ujo de un gas Haciendo el balance de
materia correspondiente a la entidad que difunde se obtiene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Que matem aticamente se expresa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donde v es la velocidad de difusi on y r
A
es un t ermino de producci on debido a
posibles reacciones qu micas Todos los c alculos desarrollados se detallan en el libro
de Bird et al 	
 o en el de Welty et al 	
 Esta expresi on se utiliza ge
neralmente para la difusi on en soluciones l quidas diluidas a temperatura y presi on
constantes Para difusi on en s olidos o uidos estacionarios v   y la ecuaci on re
sultante es similar a la de transferencia de calor 	
 La difusi on puede producirse
tanto entre sustancias colocadas en  ntimo contacto como tambi en cuando entre
ellas se interpongan membranas semipermeables o supercies porosas La condici on
inicial en los procesos de transferencia de materia viene dada en funci on de la con
centraci on de la especie en difusi on que podr a ser un valor constante o una funci on
espacial
En cuanto a las condiciones frontera t picas son similares a las que se presentaron
para el caso de conducci on de calor de primer orden jando la concentraci on en
la frontera o bien de segundo orden expresando el ujo de masa desde el exterior
En este  ultimo caso el ujo puede ser nulo cuando la supercie es impermeable o
adquirir un cierto valor cuando es semipermeable o porosa

 M etodo num erico de las l neas NMOL
Como se ha visto en cap tulos anteriores la resoluci on del problema de optimizaci on
din amica mediante CVP requiere la simulaci on del proceso es decir la soluci on
de un sistema de PDAEs en cada evaluaci on del m etodo de optimizaci on para el
c alculo de la funci on objetivo J y las restricciones g y h tal como se muestra
esquem aticamente en la gura 
   Metodo numerico de las lneas NMOL 
vk
Solución
 PDAEs
  Algoritmo
optimización
J, h, g
Figura  Esquema de resoluci on del pro
blema de optimizaci on din amica mediante
m etodos CVP
En el cap tulo  se comentaba que en la mayor a de los casos es imposible
encontrar una soluci on anal tica a un sistema descrito por PDEs lo que lleva al
uso de m etodos num ericos En esta tesis se utilizar an tres de estas metodolog as
lo que permite comparar y establecer cual es la m as adecuada para la soluci on de
un problema dado En particular en este cap tulo se considera el uso del m etodo
num erico de las l neas que ser a de gran utilidad en la resoluci on de problemas
denidos en dominios de geometr a sencilla
El m etodo num erico de las l neas 	NMOL
 	Schiesser 
 es una t ecnica para
la resoluci on de PDEs de tipo parab olico o hiperb olico a trav es de su transformaci on
en un conjunto de ODEs o DAEs que puede ser resuelto con un integrador est andar
Se basa en la discretizaci on del dominio espacial utilizando distintas metodolog as
que emplean mallas uniformes no uniformes o adaptativas 	Li  y Li y Petzold

 Aqu  se considera el caso m as sencillo de malla uniforme en el espacio
El valor de la variable dependiente en un punto de la malla se calcula a partir
de los valores en los puntos adyacentes siendo el n umero de puntos utilizados el
que determina el tipo u orden del m etodo Lo habitual es utilizar  o  puntos es
decir m etodos de segundo o cuarto orden respectivamente dependiendo del tipo de
problema a resolver
A continuaci on se presentan las f ormulas de ambos m etodos A n de ilustrar el
proceso de obtenci on de estas f ormulas a continuaci on se detallan los pasos seguidos
para la obtenci on de la f ormula de orden  	m as detalles en los libros de Schiesser
 y 

Sup ongase un problema unidimensional 	los resultados son f acilmente extrapo
lables a casos D o D
 x  x	
 Se considerar a que una buena aproximaci on de
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la soluci on a la PDE en un punto viene dada por el desarrollo en serie de Taylor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Si se utiliza una malla de  elementos equidistantes tal como se muestra en la
gura 
L
ξ
1 2 3 4 5 ππ−1π-2π-3π-4
L
Figura  Esquema de aplicaci on del m etodo NMOL para un problema uni
dimensional
utilizando la expresi on 	
 para calcular el valor del campo en dos puntos no
consecutivos de la malla se obtiene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y restando las dos expresiones anteriores resulta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
De esta manera es posible calcular directamente el valor de la derivada espacial
en funci on de los valores del campo en dos puntos no consecutivos de la malla Sin
embargo esta expresi on es v alida  unicamente para i          Para el primer y
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 ultimo puntos de la malla habr a que calcular otras expresiones y as  para aproximar
el valor de la derivada espacial en el punto 

se utilizar an los valores del campo en
los puntos 

y 
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y restando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De igual manera calculando las aproximaciones para 
 
y 
 
y restando se
obtiene la siguiente expresi on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Ahora se dispone de una aproximaci on de la primera derivada espacial para cada
punto de la malla De igual manera se proceder a para la obtenci on de las f ormulas
de  orden Escritas de forma compacta resultan
 F ormulas de segundo orden 	de  puntos
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 F ormulas de cuarto orden 	de  puntos
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Una aplicaci on recursiva de estas f ormulas permite el c alculo de las derivadas
espaciales de segundo orden y la sustituci on directa en la PDE original lleva a un
conjunto de ODEs una por cada nodo de la malla
El n umero de ODEs resultante depende por tanto del nivel de discretizaci on
espacial 	
 elegido aumentando de manera notable a medida que aumenta la no
 Captulo 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linealidad y la dimensi on espacial del problema Por otra parte la rigidez del sis
tema de ODEs aumenta a medida que aumenta el nivel de discretizaci on ya que los
autovalores del Jacobiano son inversamente proporcionales a 	

	Schiesser 

lo que permite seleccionar un m etodo adecuado para su resoluci on
A este respecto Mageroy 	
 hace una comparaci on de varios m etodos de
integraci on para la resoluci on de sistemas de ODEs resultado de aplicar el m etodo
NMOL En particular compara un m etodo RungeKutta expl cito modicado para
ampliar la regi on de estabilidad un m etodo BDF y un m etodo de Rosenbrock que no
es m as que una modicaci on de un m etodo RungeKutta impl cito Para comparar
las distintas metodolog as resuelve un conjunto de problemas de muy diversas ca
racter sticas concluyendo que el uso de un m etodo BDF es lo m as adecuado en la
mayor a de las situaciones
Integracion con un metodo BDF
Tanto el elevado n umero de ecuaciones como su posible rigidez son factores que
implican un elevado coste computacional para la simulaci on del proceso y por lo
tanto para la resoluci on del problema de optimizaci on din amica Lo que es m as tal
y como se coment o en el cap tulo  los m etodos de integraci on de tipo impl cito tales
como los BDF requieren el valor de la derivada en el instante dado lo que obliga a
resolver un sistema de ecuaciones habitualmente por el m etodo de Newton en cada
paso La soluci on de este sistema de ecuaciones requiere el c alculo del Jacobiano del
sistema de ODEs lo que supone un gran esfuerzo computacional especialmente en
el caso de sistemas de dimensi on elevada
No obstante algunos de estos efectos se pueden suavizar si se aprovechan las
propiedades del Jacobiano del sistema resultante para su resoluci on m as eciente
mediante un m etodo BDF Por ejemplo si el Jacobiano tiene estructura en banda
o es disperso el uso de un  algebra adecuada aumenta la eciencia del proceso de
integraci on 	Brenan et al 
 Estas ideas se han implementado en algunos
c odigos por ejemplo DDASSL

	Petzold 
 que contempla la posibilidad de un
Jacobiano en banda o LSODES desarrollado por Hindmarsh y Sherman 	
 que
considera la posibilidad de un Jacobiano disperso


A continuaci on se estudia la estructura del Jacobiano del sistema de ODES
originado por la aplicaci on del m etodo NMOL Como referencia se considera un
problema unidimensional que aportar a ideas acerca de la estructura del Jacobiano
 
DDASSL httpwwwnetliborgslatecsrcddasslf

LSODES httpwwwnetliborgodepacklsodesf
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en otros casos Sea un problema unidimensional general descrito por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donde aparecen tanto t erminos de difusi on como de convecci on Se suponen adem as
dos tipos de condiciones frontera una de segundo orden x

	  t
  B

	t
 y otra
de primer orden x	L  t
  B
L
	t
 e iniciales x	  
  x
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	
 Para la soluci on de
este problema se aplica el m etodo NMOL utilizando una malla de  nodos como se
mostraba en la gura 
El Jacobiano 	J
 del sistema de ODEs resultante para el caso en el que la
aproximaci on es de segundo orden queda como sigue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y el sistema de ODEs completo queda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donde h  	 y j
ik
denotan cada uno de los elementos del Jacobiano dado en la
expresi on 	
 Las condiciones iniciales correspondientes ser an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donde x
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 no es m as que la variable dependiente al inicio del proceso evaluada en
cada nodo de la malla
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Aunque estos resultados son v alidos  unicamente para un caso particular s  son
 utiles para observar la estructura pr acticamente en banda del Jacobiano En
t erminos generales se puede esperar que esta estructura se repetir a para todos
los problemas unidimensionales debido precisamente a que el valor de la variable
dependiente se aproxima en cada punto utilizando sus valores en puntos adyacentes
Evidentemente el ancho de la banda depende del orden de las f ormulas utilizadas
En el caso de dominios espaciales de m as dimensiones el Jacobiano presentar a
m as bandas semejantes a la del caso unidimensional En la gura  se representan
los esquemas b asicos para los casos uni y bidimensional siendo el caso D una
ampliaci on de este  ultimo
Figura  Estructura b asica del Jacobiano de los sistemas de ODEs obtenidos de
aplicar NMOL 	casos D y D

Este tipo de problemas podr a resolverse con un integrador apropiado para Ja
cobianos en banda Sin embargo en TNHp este sistema de ODEs ir a acompanado
por las correspondientes sensibilidades y por lo tanto ser a necesario estudiar la es
tructura del Jacobiano total

 Simulaci on del IVP extendido para procesos
distribuidos
El m etodo TNHp presentado en el cap tulo  permite resolver de manera muy
eciente problemas de optimizaci on din amica de procesos concentrados En dicho
cap tulo se resalt o el hecho de que el sistema de sensibilidades de primer orden y
segundo orden proyectadas compart an el mismo Jacobiano que el sistema original
de ODEs y que esta particularidad pod a aprovecharse para la simulaci on eciente
del IVP extendido
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En particular para este n son posibles dos m etodos bien el llamado m etodo
directo desacoplado implementado en DASSLSO 	Petzold et al 
 para el caso
de sensibilidades de primer orden con respecto a par ametros o bien la aportaci on
de informaci on sobre el Jacobiano del sistema total al integrador Esta  ultima
parece ser la metodolog a m as sencilla para el caso de sensibilidades con respecto
a par ametros de control dado que no s olo los elementos del Jacobiano sino que
tambi en su estructura var an con el tiempo
Para problemas concentrados no se hizo uso de esta propiedad del sistema de sen
sibilidades ya que como los problemas considerados no eran 	o eran poco
 r gidos el
uso de un m etodo RungeKutta fue suciente Sin embargo para procesos distribui
dos se hace necesario el aprovechamiento de esta y otras propiedades del Jacobiano
para una simulaci on m as eciente
En la secci on anterior se estudi o la estructura del Jacobiano del sistema de ODEs
que resultaba de aplicar el m etodo NMOL A continuaci on se presenta el c alculo del
Jacobiano para el sistema extendido en funci on del Jacobiano original
		 Jacobiano del IVP extendido
Consid erese un sistema de ODEs gen erico que describe el comportamiento del pro
ceso

z  f	z v
 	

donde z

z  R
n
y v  R
 
	   ! 
 proviniendo parte de estas ecuaciones de
aplicar el m etodo NMOL 	
 y otra parte del modelo original del proceso
Las sensibilidades de primer orden resultan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y el sub ndice i se reere al par ametro v
i

Y las sensibilidades de segundo orden proyectadas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donde s
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 
 El IVP extendido puede escribirse de manera simplicada

Z  f	Z v
 	
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donde Z  "z
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 Sea J el Jacobiano del sistema
original 	ec 	

 que bien podr a ser como el presentado en la ec 	
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Las componentes del Jacobiano para el sistema de sensibilidades de primer orden
ser an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Y las del Jacobiano para sensibilidades de segundo orden proyectadas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El Jacobiano completo a tiempo nal es decir cuando todas las sensibilidades
est an activas quedar a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		 Simulaci on con un integrador disperso
De la expresi on 	
 se deduce que aunque el Jacobiano del sistema original
	ec 	

 no sea disperso el Jacobiano total 	ec 	

 s  lo ser a Sin embargo
en el caso de utilizar m etodos tales como NMOL para resolver PDEs el Jacobiano
del sistema resultante se puede considerar disperso ya que debido a su estructura
pr acticamente en banda el nnz 	n umero de elementos no nulos
 vendr a dado por
la expresi on nnz  	NB  
  	NB  
 con NB el n umero de diagonales
no nulas Es claro que nnz  

para  elevado y por lo tanto el Jacobiano se
puede considerar disperso Esto aumenta el nivel de dispersi on del Jacobiano total y
surge por lo tanto la posibilidad de utilizar un integrador adecuado como LSODES
	Hindmarsh y Sherman 
 para resolverlo de manera muy eciente
Breve descripcion de LSODEs
LSODES 	Hindmarsh y Sherman 
 resuelve IVPs bas andose en las f ormulas
BDF y haciendo uso de  algebra dispersa para resolver el sistema de ecuaciones en
cada paso Dispone de varias opciones de integraci on que se adec uan a distintos tipos
de problemas y a diversos niveles de informaci on relativa al Jacobiano del sistema y
que se distinguen por el valor que adquiere el par ametro propio del integrador MF 
 MF   utiliza el m etodo de Adams y es v alido para la resoluci on de
problemas nada o poco r gidos
 MF   utiliza un m etodo BDF calculando num ericamente el Jacobiano
Para ello realiza n! evaluaciones del modelo a t

para determinar la estruc
tura del Jacobino agrupando los  ndices de las columnas de los elementos no
nulos dando lugar a ngp grupos Para el c alculo del Jacobiano requiere ngp
evaluaciones del modelo
 MF   tambi en utiliza un m etodo BDF pero en esta ocasi on el usuario
aporta el Jacobiano exacto del problema El m etodo realiza n! evaluaciones
del jacobiano a t

para determinar su estructura
 MF   el usuario no s olo aporta el Jacobiano exacto sino que tambi en
proporciona la informaci on acerca de su dispersi on es decir la localizaci on de
los elementos no nulos Para ello se aportar an dos vectores ian de dimensi on
n !  y jan de dimensi on nnz El vector jan contiene los  ndices de la las
de elementos no nulos leyendo por columnas mientras que ian complementa
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esta informaci on para saber la posici on exacta del elemento no nulo Para
ello contabiliza el n umero de elementos no nulos hasta el primer elemento
no nulo de la columna y lo anota Es decir los  ndices de las las i de los
elementos no nulos en la columna j se recogen en el vector jan 	jan	k
  i

e ian	j
  k  ian	j ! 
 con ian	n ! 
  nnz !  Por ejemplo para una
matriz

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los vectores de dispersi on ser an
jan  "                    # e ian  "          #
En este trabajo se han realizado las modicaciones necesarias en el proceso de
integraci on para realizar de manera autom atica el c alculo del Jacobiano exacto del
sistema IVP extendido 	J
T

 y de su estructura es decir los vectores iant y jant a
partir de los datos para el Jacobiano del sistema original 	J ian y jan
 teniendo
en cuenta que  estos se modican a lo largo del tiempo de proceso A continuaci on
se muestra un caso particular que ayudar a a comprender este  ultimo punto
		 Caso particular Din amica lineal en los estados
Sup ongase un caso sencillo en el que la din amica del sistema es lineal
z  Jz!Bu 	

siendo J independiente del tiempo
Este caso surge habitualmente de la aplicaci on del m etodo num erico de las l neas
a muchos procesos de inter es Por ejemplo la expresi on general que se obten a en
el caso unidimensional 	ec 	

 se ajusta a este caso particular
Si el control est a discretizado con  elementos v

          v
 
de tal manera que cada
elemento est a activo durante un intervalo de tiempo las sensibilidades de primer
orden estar an activas  unicamente desde el comienzo de ese elemento hasta t
f
 En
este caso las sensibilidades de segundo orden son todas nulas lo que no quiere decir
que el Hessiano de la funci on objetivo sea nulo Esto implica ciertos cambios en la
estructura del Jacobiano a lo largo del proceso de integraci on ya que al irse activando
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las distintas sensibilidades se activan tambi en sus correspondientes componentes
del Jacobiano total Considerando el caso de una  unica variable de control la
actualizaci on del Jacobiano ser a como sigue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En el caso de m as de una variable de control 	  
 es inmediato adaptar la
formulaci on anterior Bastar a con anadir tantas J como variables de control en las
posiciones adecuadas a medida que se van activando los elementos de control
Por supuesto en los casos no lineales adem as de anadir la matriz J cada vez
que se activa un elemento de control es decir un conjunto de sensibilidades ser a
necesario anadir las J
i
y J
i
correspondientes adem as de las matrices constantes
SJ necesarias
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 Implementaci on pr actica
Con el prop osito de aplicar esta metodolog a de forma autom atica se ha desarrollado
un programa en Mathematica
TM
 para la generaci on del IVP extendido
El usuario debe aportar los datos necesarios tales como el modelo del proceso
	PDAEs
 tipo y valores de las condiciones frontera nivel de discretizaci on tipo de
f ormula a utilizar 	segundo o cuarto orden
 y el programa realizar a las siguientes
operaciones
 Deriva simb olicamente el conjunto de ODEs resultantes de aplicar el m etodo
NMOL
 Genera el Jacobiano del sistema de ODEs resultante y su estructura dispersa
Esta informaci on se proporciona al integrador que se ha modicado convenien
temente para que genere el Jacobiano del IVP extendido
 Deriva simb olicamente el conjunto de sensibilidades de primer y segundo orden
seg un las expresiones 	
 y 	

 Transforma toda la informaci on en un formato adecuado para su integraci on
dentro del c odigo de optimizaci on TNHp y genera las rutinas correspondientes
En el ap endice I se muestran algunos de los m odulos que realizan estas opera
ciones para un caso D Es importante destacar que la aplicaci on del m etodo se
ajusta perfectamente al esquema que se presentaba en la gura  del cap tulo 

	 Optimizaci on din amica de procesos
distribuidos ejemplos
En esta secci on se considera la soluci on de varios problemas de complejidad creciente
Los dos primeros est an relacionados con el calentamiento de s olidos en particular
de una barra unidimensional y de un cilindro el tercero describe un proceso de
difusi on a trav es de una membrana y el  ultimo considera un proceso de esteriliza
ci on de alimentos
		 Control de la temperatura de una barra
Se trata de calcular la temperatura exterior que hay que aplicar a una barra uni
dimensional de longitud L   con el n de alcanzar una temperatura uniforme
de T
obj
  en un tiempo dado de  Este problema fue resuelto utilizando el
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Principio M aximo de Pontryagin en Ramirez 	
 alcanzando una distribuci on
de temperatura nal dentro del ( del valor deseado La formulaci on matem atica
del problema es como sigue
Encontrar T
ext
	t
 para minimizar
J 
Z
L

	T
obj
 T 	  t
f




dx 	

sujeto a la din amica del sistema que en este caso corresponde a la ecuaci on de
conducci on de calor unidimensional y sin t ermino de generaci on
T
t
 T

	

donde T es la temperatura y  la variable espacial Las condiciones frontera son de
convecci on en ambos extremos de la barra y en el origen es donde se encuentra al
fuente de calor
T

	  t
  h	T  T
ext

 	

mientras que el extremo nal de la barra est a aislado es decir no hay ujo de calor
T

	L  t
   	

Inicialmente la barra est a a una temperatura ja e independiente de la posici on
T 	  
   En este caso la variable de control es la temperatura exterior T
ext

Simulacion del proceso con LSODES
Con el n de ilustrar la mejora que supone el uso de informaci on sobre el Jacobiano
y su estructura con respecto a la eciencia del proceso de simulaci on se presentan en
primer lugar los resultados obtenidos para la simulaci on de este proceso considerando
las distintas opciones para LSODES
Para resolver este problema se ha considerado un nivel de discretizaci on espacial
n   y f ormulas de segundo orden resultando en  ODEs A continuaci on se
resumen los resultados obtenidos con los distintos m etodos de integraci on 	distintos
valores de MF 
 para el caso en el que se simula el IVP consistente en  ecuaciones
y para el caso en el que simula el IVP extendido La notaci on utilizada es como
sigue  indica el nivel de discretizaci on del control neq indica el n umero de
ecuaciones incluyendo las sensibilidades nnz indica el n umero total de elementos
no nulos del Jacobiano 	corresponde a tiempo nal
 MF indica el m etodo utilizado
en la integraci on n
p
es el n umero de pasos que realiza el integrador n
f
indica
el n umero de evaluaciones del modelo por simulaci on nt
f
corresponde al n umero
de veces que llama al modelo bien para evaluar el objetivo bien para evaluar el
Jacobiano n
j
indica el n umero de evaluaciones del Jacobiano por simulaci on nt
j
es
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el n umero de veces que entra en la rutina de Jacobiano bien para evaluarlo o bien
para calcular su estructura T
cpu

es el tiempo de computaci on de una simulaci on
	en el caso de    en el que se integra  unicamente el sistema original el tiempo
de computaci on corresponde a  simulaciones
 Los casos en los que se produjeron
errores de integraci on se marcar an con un s mbolo 
 neq nnz MF n
p
n
f
n
j
nt
f
nt
j
T
cpu
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Tabla  Resultados de simulaci on del IVP extendido para un proceso distribuido

El tiempo de computaci on T
CPU
se expresa en segundos en un PC Pentium IIIMHz
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Aunque el problema considerado es unidimensional y muy sencillo los resultados
muestran las mejoras esperadas seg un el desarrollo presentado anteriormente El
aumento en el n umero de discontinuidades de control 	valores de  altos
 perjudica
al m etodo de Adams que por otra parte requiere un elevado n umero de evaluaciones
de la funci on debido a la rigidez del problema En cuanto a los otros m etodos
basados en BDF parece claro que a medida que aumenta la dimensi on del problema
el coste computacional invertido en el c alculo del Jacobiano y su estructura 	m etodos
MF   y MF  
 aumenta de manera excesiva En la gura  se reeja
claramente este comportamiento y destaca el hecho de que aunque el crecimiento
en el tiempo de computaci on no es lineal para ninguno de los tres casos s  es m as
suave en el caso del m etodo MF  
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Figura  Comportamiento de LSODES en la simu
laci on de sistemas distribuidos con sensibilidades
Estas diferencias aumentan a medida que aumenta la dimensi on y dispersi on del
Jacobiano por lo que una buena selecci on ser a de vital importancia en la resoluci on
de problemas denidos en dominios D y D
Optimizacion usando TNHp
Para resolver el problema de optimizaci on se ha generado un nuevo modelo que
consta  unicamente de  ecuaciones ya que el aumento en precisi on para las mallas
m as renadas es despreciable Los resultados obtenidos utilizando un valor inicial
constante para la variable de control 	T
ext
 
 
 se presentan en la tabla 
donde T
max
y T
min
indican la m axima y la m nima temperaturas alcanzadas dentro
de la barra a tiempo nal El perl de control  optimo as  como la correspondiente
distribuci on de temperatura en el interior de la barra se presentan en las guras 
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Tabla  Resultados obtenidos para el problema de
calentamiento de una barra
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Figura  Perl de control y distribuci on de temperaturas en el proceso de calen
tamiento de una barra 	   J   
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
Adem as y con el n de ofrecer una comparaci on con uno de los m etodos actuales
m as conocidos se resolvi o este problema con gOPT Para ello se consideraron las
mismas condiciones que con TNHp y varios niveles de discretizaci on de la variable
de control El mejor resultado corresponde a    alcanzando valores de T
max

 y T
min
  en  iteraciones y en un tiempo de computaci on de  s
Para niveles de discretizaci on superiores el m etodo converge a soluciones sub optimas
siendo los perles de control obtenidos muy ruidosos A modo de ejemplo en la
gura  se muestra el perl obtenido para el caso   
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		 Control  optimo del calentamiento de un cilindro
Este problema es semejante al anterior el objetivo es calcular la temperatura ex
terior a la que hay que someter a un cilindro para que alcance una temperatura
deseada de T
obj
 
o
C en un tiempo dado t
f
  s En este caso adem as los
movimientos de la variable de control est an restringidos
Encontrar T
ext
	t
 para minimizar
J  Z	t
f


T
MZ	t
f

 !
Z
t
f

P 	T
ext
 T
obj



dt 	

sujeto a la din amica del sistema que en este caso est a descrita por la ecuaci on de
conducci on de calor en dos dimensiones ya que se asume simetr a axial
T
t

k
c
	T
rr
! 	r
T
r
! T
zz

 	

donde Z es el vector de diferencias de temperatura con respecto a la deseada 	T
obj


dentro del cilindro M es una matriz de pesos que cuantica la importancia de
alcanzar uniformidad frente a los movimientos del control r y z son las variables
radial y axial respectivamente y P es un factor que penaliza la movilidad de la
variable de control
Inicialmente todo el cilindro est a a la misma temperatura
T 	r  z  
   	

La condiciones frontera son de tipo convectivo
T
r
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indicando la condici on de simetr a en el centro y que el calentamiento se produce
por en el extremo del cilindro respectivamente
Los par ametros del sistema son R   cm L   cm k    
 
Wm
 o
C
 
    kg m
 
 c   Jkg
o
C
 
y h   
 
Wm
 o
C
 

Y los valores m aximo y m nimo para la temperatura exterior son 
o
C y 
o
C
respectivamente
Debido a la condici on de simetr a es suciente desarrollar el modelo en el plano
medio del cilindro tal como se muestra en la gura  donde se explica la aplicaci on
del NMOL a la geometr a considerada en este problema Tanto en la direcci on radial
como en la axial se ha considerado un nivel de discretizaci on de  elementos lo que
resulta en un total de N   ODEs
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Figura  Aplicaci on del m etodo NMOL a la simulaci on del problema de calenta
miento de un cilindro
Los resultados obtenidos se presentan en la tabla  y el perl de control  optimo
as  como la distribuci on de temperatura en el interior del cilindro se presentan en
las guras 
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Tabla  Resultados para el problema de control de la tempera
tura en un cilindro
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Con el n de evaluar estos resultados este problema fue resuelto con un m etodo
de optimizaci on est andar basado en el uso de CVP en combinaci on con un m etodo
SQP 	gOPT
 A modo de ejemplo en el ap endice II se presentan los cheros para la
resoluci on de este problema con gOPT Los resultados concuerdan con los obtenidos
en este trabajo El mejor valor objetivo de  

se obtuvo con    en 
iteraciones pero con un tiempo de computaci on casi de  s es decir unas 
veces superior al empleado por TNHp
		 Difusi on a trav es de una membrana
La formulaci on de este problema se ha tomado del libro de Neittaanmaki y Tiba
	
 en donde se resuelve utilizando las condiciones de optimalidad y un m etodo
de gradiente
Una membrana M separa dos compartimentos I y II tal como se muestra en la
gura 
ξ0 1
MI II
Figura  Esquema del proceso de
difusi on a trav es de una membrana
La membrana consta de una prote na inac
tiva mezclada con una enzima A tiempo
t   la membrana no contiene ni sustrato
ni producto Por difusi on el sustrato S
presente en el compartimento I comienza
a penetrar en la membrana donde la en
zima E es un catalizador de una reacci on
que produce un cierto producto P
Este proceso viene descrito por el correspondiente balance de materia y el uso
de la ecuaci on de Fick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con las siguientes condiciones de contorno
c
s
	  t
  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s
	  t
   	

donde   y  son constantes que en este trabajo se jan a un valor  y c
s
es la
concentraci on de sustrato
Sup ongase que se dispone de dos activadores a uno en cada compartimento
que tambi en difunden hacia la membrana de manera que el proceso de difusi on del
sustrato se ve modicado en la forma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donde c
a
viene dada por
c
a
t
 c
a

	

con las condiciones frontera
c
a
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	t
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a
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 	

El objetivo es regular la concentraci on de sustrato 	c
s

 en cierto punto 	  

para hacerla lo m as pr oxima posible a la deseada z
d
   arctan	t
 en un
tiempo de proceso t
f
  Matem aticamente
J 
Z
t
f

	c
s
	  t
   arctan	t

 dt 	

Para ello se utilizan como variables de control las concentraciones de los acti
vadores en los extremos de la membrana 	a

y a


 que est an sometidas a los l mites
  a
i
 
Para aproximar la soluci on de las PDEs presentes en el problema se ha utilizado
una malla de  elementos y f ormulas de segundo orden Los resultados obtenidos
con el m etodo TNHp se presentan en la tabla  y el perl de control  optimo y la
concentraci on nal obtenida aparecen en las guras 
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Tabla  Resultados para el problema
de difusi on a trav es de una membrana
Este problema se resolvi o con PDECON 	Blatt y Schittkowski 
 un pro
grama desarrollado recientemente para la resoluci on de problemas de control  optimo
de proceso distribuidos unidimensionales PDECON hace uso del NMOL para trans
formar las PDES en ODEs y a continuaci on resuelve el problema de optimizaci on
utilizando el m etodo CVP y un optimizador SQP 	NLPQL Schittkowski  y


Para la soluci on de este problema se han considerado dos tipos de aproximaciones
para las variables de control una que usa elementos constantes y otra constituida
por  elementos lineales Esta segunda aproximaci on proporcion o el mejor resultado
de J   en  iteraciones y  s de tiempo de computaci on Este resultado es
inferior 	tanto en objetivo como en n umero de iteraciones y tiempo de computaci on

a los obtenidos en este trabajo utilizando el m etodo TNHp A n de ilustrar el uso
de PDECON se presenta en el ap endice III la implementaci on de este problema
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Figura  Perl de control y distribuci on de concentraciones correspondiente en
el problema de difusi on a trav es de una membrana
		 Optimizaci on de la esterilizaci on de conservas de ali
mentos
Este problema ha sido considerado por multitud de autores durante los  ultimos
anos y en el trabajo de Durance 	
 se hace una revisi on extensa de los  ultimos
avances En el cap tulo  en esta tesis se considerar a este proceso con m as detalle
por lo que aqu  se presentan brevemente su formulaci on matem atica y los resultados
obtenidos con el m etodo TNHp
Banga et al 	
 consideraron la formulaci on y soluci on de varios problemas
de optimizaci on din amica de procesos t ermicos con distintas funciones objetivo y
restricciones Aqu  se considera la formulaci on correspondiente a la maximizaci on de
la retenci on nal de nutrientes ret
N
	t
f

 imponiendo una restricci on en la letalidad
microbiol ogica a tiempo nal F
s
	t
f

  y en la temperatura nal en el punto m as
caliente La variable de control utilizada es la temperatura del autoclave T
ret
	t

Se considera el caso particular de un recipiente cil ndrico de volumen V
T
	radio
R y altura L
 Como suced a en el problema de calentamiento de un cilindro
debido a la simetr a es suciente desarrollar el modelo de transferencia de calor y
las cin eticas correspondientes a los nutrientes y microorganismos en el plano medio
del cilindro
La formulaci on matem atica es como sigue
Encontrar la temperatura del medio de calentamiento T
ret
	t
 para maximizar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dt
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sujeto a la din amica del sistema que viene dada por la ecuaci on de transferencia de
calor por conducci on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con las condiciones frontera e inicial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Como ya se dijo se impondr an dos restricciones a tiempo nal una en la tempe
ratura del punto m as caliente
T 	x  y  z  t  t
f

  T

r  z  V
T
	

y una segunda en la letalidad asociada con todo el recipiente
F
s
	t
f

  F
sD
	

donde F
sD
 s en este caso y F
s
es la media volum etrica de la letalidad
microbiol ogica a tiempo nal
F
s
	t
f

  log
 

V
T
Z
V
T

exp


 ln 
D
Mref
Z
t
f

exp


T 	r  z  t
 T
Mref
Z
Mref
ln 

dt

dV

	

Estas expresiones derivan de asumir cin eticas de pseudoprimer orden para la
degradaci on t ermica tanto de los nutrientes como de los microorganismos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La temperatura del autoclave est a sometida a los l mites
  T
ret
 
o
C 	

Con el n de resolver este problema se ha utilizado el m etodo NMOL con una
malla de    elementos y f ormulas de segundo orden El problema resultante
consta de  ODEs Los resultados obtenidos para un perl de control u

 
o
C se presentan en la tabla 
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Tabla  Resultados obtenidos para el pro
blema de esterilizaci on con el m etodo TNHp
Los resultados concuerdan con los presentados en el trabajo de Banga et al
	
 donde tambi en se resuelve este problema alcanzando valores de retenci on de
un ( Con el n de ofrecer una comparaci on con un m etodo est andar actual de
optimizaci on se ha considerado la soluci on de este problema con gOPT En primer
lugar se ha considerado un nivel de discretizaci on    y un perl inicial de control
plano u

  Sin embargo el m etodo presenta problemas de convergencia sin
alcanzar ninguna soluci on aceptable despu es de  iteraciones Aumentando el nivel
de discretizaci on    y con perl de control inicial u

  se alcanza un mejor
valor J   en un tiempo de c alculo de  s Por  ultimo se ha considerado
un perl inicial m as pr oximo al  optimo 	v

  para los  primeros elementos y
v

  para los   ultimos
 y se alcanza un mejor valor de J   en  s
de tiempo de computaci on 	la implementaci on de este  ultimo caso se incluye en el
ap endice IV

El perl de control  optimo correspondiente al mejor objetivo obtenido con TNHp
se presenta en la gura  siendo an alogo al de Banga et al 	
 Asimismo en
las guras  y  se representan la distribuci on de temperatura y de la retenci on
de nutrientes a tiempo nal correspondientes a ese perl de calentamiento
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Figura 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
 Conclusiones
En este cap tulo se ha presentado la soluci on de un conjunto de problemas de op
timizaci on din amica de procesos distribuidos aplicando el m etodo TNHp Como
se ha visto el uso de un m etodo adecuado de resoluci on del IVP interno aumenta
la eciencia del m etodo TNHp alcanzando muy buenas soluciones en tiempos de
computaci on razonables
Comparado con otros m etodos de optimizaci on que tambi en hacen uso del m etodo
NMOL y un esquema CVP TNHp alcanza cuando menos tan buenos resultados en
t erminos de valor objetivo pero siendo superior en t erminos de eciencia 	hasta 
veces m as r apido que gOPT en la soluci on del problema de calentamiento uniforme
de una barra y  veces m as r apido que PDECON en la soluci on del problema de
difusi on a trav es de una membrana
 Adem as el uso de informaci on de segundo
orden benecia al proceso de optimizaci on evitando la convergencia a soluciones
sub optimas y generando perles de control m as suaves que los obtenidos con otros
m etodos
Sin embargo a medida que el n umero de ecuaciones aumenta bien porque la
no linealidad del modelo aumenta bien porque aumenta la dimensi on del dominio
de denici on del problema o porque aumenta el n umero de variables de control la
eciencia se reduce debido al coste que supone calcular las sensibilidades
Esto es especialmente notable en el problema de esterilizaci on en el que los
tiempos de computaci on resultantes impiden el uso de este m etodo para aplicaciones
en tiempo real tales como optimizaci on en l nea o bien control predictivo basado en
modelo Esto llevar a a la b usqueda de m etodos alternativos para la simulaci on del
proceso distribuido como los basados en el uso de modelos de orden reducido tal
como se discutir a en el cap tulo 
           
 Captulo   Optimizacion dinamica de procesos distribuidos con TNHp
Cap tulo 	
Control  optimo de hornos
microondas
convecci on
El trabajo descrito en este cap tulo fue parte de una de las tareas del proyecto eu
ropeo $FAIR Project CT Optimal control of microwave combination ovens
for food heating cuyo objetivo fue la mejora de la operaci on de hornos mixtos
microondasconvecci on con el n de maximizar la uniformidad de la temperatura
en el seno del alimento minimizando as  las p erdidas de calidad debidas a posibles
calentamientos excesivos Para comenzar se presentan unas nociones b asicas sobre
el proceso de calentamiento por microondas y se resaltan las motivaciones de la
combinaci on de estos dos modos de calentamiento
La resoluci on del problema de optimizaci on din amica requiere un modelo que
describa lo m as elmente posible el proceso Se presentan los modelos desarrollados
en el proyecto as  como las t ecnicas num ericas adecuadas para su simulaci on El
desarrollo de un controlador robusto acompanado de un adecuado montaje experi
mental permitieron la validaci on experimental de los resultados obtenidos fuera de
l nea 	oline
 mediante optimizaci on din amica Por  ultimo se plantean los pro
blemas de optimizaci on din amica considerados y se presentan resultados con sus
correspondientes validaciones experimentales

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 Introducci on
Los hornos microondas son aquellos que alimentados mediante energ a el ectrica
producen ondas electromagn eticas de una determinada frecuencia 	microondas
 sien
do su principal nalidad la de calentar yo procesar alimentos Dentro del espectro
de frecuencias las microondas se sit uan entre la radiofrecuencia y el infrarrojo es
decir su frecuencia estar a comprendida entre unos cientos y unos miles de MHz o lo
que es lo mismo su longitud de onda est a comprendida entre unos pocos mil metros
y varios cent metros
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Figura  Espectro electromagn etico
La frecuencia t pica generada por los hornos microondas es de alrededor de 
GHz jado legalmente debido a la necesidad de no interferir con los valores utiliza
dos por el ramo de las comunicaciones
Si se introduce un alimento dentro de un horno de estas caracter sticas el campo
electromagn etico inuye sobre las cargas el ectricas 	habitualmente ligadas
 del ali
mento de manera que las del mismo signo se repeler an y las de signo distinto se
atraer an Esto produce un movimiento oscilatorio entre mol eculas y en consecuen
cia un calentamiento Sin embargo para que esto se produzca las mol eculas han
de tener una conguraci on dipolar es decir deber an tener carga positiva a un lado
y negativa al otro Las mol eculas de agua cumplen este requisito y puesto que
es el constituyente fundamental de los alimentos presente en hasta un ( el ca
lentamiento con microondas se produce en todo el volumen 	aunque no de forma
homog enea sobre todo para s olidos grandes
 y de manera muy r apida Por otro
lado dado que las microondas son reejadas por las supercies met alicas y la cavi
dad donde se sit ua el alimento es met alica pr acticamente toda la energ a se invierte
en calentar el alimento lo que acelera todav a m as el proceso Adem as los reci
pientes de los alimentos fabricados con materiales adecuados 	pl asticos cristal etc

   Introduccion 
son transparentes a las microondas y por lo tanto s olo se calentar an por conducci on
debido al aumento de temperatura que experimentan los alimentos
Esquema de un horno microondas
Tal como se presenta en el esquema  un horno microondas est a constituido
fundamentalmente por una fuente de alimentaci on un magnetr on generador de las
microondas una antena una gu a de ondas un agitador de ondas 	que a veces se
sustituye por dos gu as de onda de acceso a la cavidad del horno
 y una cavidad
donde se sit ua el alimento
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Figura  Esquema b asico de un horno microondas
El magnetr on esta formado por un tubo de vac o cil ndrico recorrido por un
lamento que act ua como c atodo Rodeando al lamento se encuentra el  anodo
constituido por una serie aspas y dos lamentos de ferrita 	im an
 que rodean el
conjunto Cuando se aplica tensi on al lamento met alico  este se calienta y emite
electrones que se ven atra dos por el  anodo Las trayectorias de los electrones
que en condiciones normales ser an en l nea recta en direcci on al  anodo se ven
modicadas por la presencia del campo magn etico que crea el im an y que debe estar
bien ajustado para que los electrones sigan la trayectoria deseada Los electrones
inducen cargas positivas en las aspas y si todo funciona adecuadamente la carga
de las aspas cambiar a de positiva a negativa  millones de veces por segundo
produciendo as  las microondas que a trav es de una antena conectada a una de las
aspas se introducen en una gu a de ondas que las dirige a la cavidad del horno La
gu a de ondas consiste en un conducto de secci on habitualmente rectangular que con
las dimensiones adecuadas permite la propagaci on de las ondas de una determinada
frecuencia sin demasiadas p erdidas
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La cavidad del horno es simplemente una caja met alica donde se coloca el ali
mento Al entrar las microondas en la cavidad son agitadas por una especie de
ventilador que hace que se dirijan a todas las direcciones 	hoy en d a es habitual
conducir las ondas por dos gu as de onda e introducirlas en la cavidad por dos pun
tos diferentes de manera que se hacen interferir obteniendo el mismo efecto que si
hubiese un agitador pero evitando el componente mec anico
 reej andose una y otra
vez sobre las paredes met alicas hasta que son absorbidas por el alimento N otese
que tras un breve transitorio la distribuci on de las ondas dentro del horno ser a
estacionaria y viene dada por los modos de resonancia para esa cavidad Por ello
hay regiones de campo alto y otras de campo nulo tal como se muestra en la gura

Figura  Ejemplo de distribuci on de po
tencia en el interior del horno 	plano verti
cal

La mayor a de los hornos disponen adem as de un soporte o plato giratorio que
hace que el alimento aproveche mejor la distribuci on no homog enea de las microon
das Para evitar el calentamiento excesivo del magnetr on el horno dispone de un
ventilador que lo refrigera con aire externo En el caso de un horno mixto como
el utilizado en este trabajo se dispone adem as de una resistencia adicional y otro
ventilador que produce el movimiento del aire calentado por la resistencia en el
interior del horno provocando as  la convecci on 	forzada
 que tambi en contribuye
al calentamiento del alimento Tanto el proceso de calentamiento con microondas
como el funcionamiento de un horno microondas t pico se describen con detalle en
los libros de Decaerau 	
 y Bu,er 	

   Problemas del calentamiento con microondas 
 Problemas del calentamiento con microondas
La capacidad de los hornos microondas para calentar y preparar alimentos de manera
muy r apida ha hecho que su utilizaci on haya crecido de forma importante a partir
de los anos  	Decareau 
 resultando ser una buena alternativa a hornos
convencionales basados en radiaci on yo convecci on Sin embargo todav a en la
actualidad presentan varios problemas tales como la presencia de puntos calientes
y fr os dentro de los alimentos y el calentamiento excesivo de esquinas y bordes
Estos efectos dependen de la geometr a del alimento As  es especialmente notable
el calentamiento del centro en las geometr as cil ndricas y esf ericas por el efecto
de focalizaci on de las ondas o la presencia acusada de puntos calientes y fr os en
paralelep pedos Estos efectos se observan en las guras  donde se representan
los contornos de temperatura reales 	fotograf as infrarrojas
 para un cilindro y un
paralelep pedo respectivamente
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Figura  Distribuci on real de temperaturas en los planos medios de
un cilindro y un paralelep pedo calentamiento solo con microondas 
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En el calentamiento por convecci on en cambio los efectos obtenidos son muy
diferentes produci endose un calentamiento muy acusado en el exterior del alimento
mientras el interior permanece fr o tal y como se muestra en las guras 
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Figura  Distribuci on real de temperaturas en los planos medios de un
cilindro y un paralelep pedo calentamiento solo por conveccion forzada 
Todos estos efectos son muy importantes para la seguridad del consumidor ya
que muchos microorganismos pat ogenos pueden sobrevivir en las zonas fr as si no
se alcanza una temperatura m nima Asimismo el calentamiento excesivo de los
bordes del alimento puede causar deshidrataci on y p erdida del color que hace que
el alimento sea menos atractivo para el consumo
Es por ello que muchos fabricantes proponen el uso de aparatos que combinan el
calentamiento con microondas con el convencional 	habitualmente por convecci on
forzada
 Estos hornos mixtos 	microondasconvecci on
 intentan paliar los proble
mas que presentan los hornos microondas tradicionales al tiempo que mantienen
sus ventajas Sin embargo esta combinaci on de modos de calentamiento complica
 	  Modelo matematico del proceso 
el modo de operaci on de los hornos En las  ultimas d ecadas se han dedicado muchos
esfuerzos a la resoluci on de problemas de optimizaci on del procesamiento t ermico de
alimentos de manera que se veriquen ciertos requerimientos de seguridad y calidad
	por ejemplo Banga et al 
 Estos trabajos han demostrado la posibilidad de
mejorar los procesos tanto en t erminos de reducci on de su duraci on como del au
mento de la calidad de producto tratado De la misma manera el uso de t ecnicas de
optimizaci on y control adecuadas podr an mejorar la operaci on de los hornos mixtos
de manera signicativa Sin embargo la complejidad de los modelos matem aticos
que describen el proceso han limitado la aplicaci on de m etodos de optimizaci on
Como se ha dicho el desarrollo de este trabajo se ha enmarcado en el proyecto
$FAIR Project CT Optimal control of microwave combination ovens for
food heating cuyo objetivo fue la mejora de la operaci on de hornos mixtos Aqu 
se resumir an los resultados obtenidos haciendo especial hincapi e en la soluci on de
problemas de optimizaci on din amica con el m etodo TNHp y HyMDO Asimismo se
describir a el uso de m etodos estoc asticos para la optimizaci on de un modelo riguroso
con discontinuidades en los estados caracter stica que diculta el uso de m etodos
de optimizaci on deterministas
 Modelo matem atico del proceso
La idea de combinar los fen omenos de convecci on y microondas surge de la necesidad
de evitar en lo posible los efectos no deseados de calentar s olo con microondas o
s olo con convecci on Sin embargo el desarrollo de un modelo riguroso que describa el
proceso es complicado En general el calentamiento del alimento puede describirse
mediante la ecuaci on de conducci on de calor con un t ermino de generaci on debido
a la presencia de microondas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siendo la temperatura inicial del s olido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Se asume que las p erdidas por evaporaci on son pequenas Si no habr a que tener en
cuenta las ecuaciones de transporte de materia 	difusi on de agua
 En la frontera se
produce el fen omeno de convecci on que vendr a dado por las siguientes condiciones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En estas expresiones  es la densidad expresada en 	kg m
 

 C es la capacidad
calor ca en 	J kg
 

 k es la conductividad t ermica 	W m
 

 Q es la distribuci on
de potencia 	W m
 

 y T es la temperatura en
o
C La funci on Q es el t ermino de
generaci on debido al calentamiento por microondas y en general vendr a dada por la
expresi on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donde Q

es la distribuci on de potencia electromagn etica en el interior del producto
a un nivel de potencia del ( y P 	t
 es el nivel de potencia aplicado 	entre un  y
un (
 y constituir a una variable de control del proceso El c alculo del t ermino
de generaci on Q

requiere el c alculo de la distribuci on de campo en el interior del
alimento Debido a la complejidad que esto supone se han desarrollado modelos
	de complejidad media
 que aunque aproximados permiten calcular de manera
sencilla la distribuci on de temperaturas en el interior del alimento Por otra parte
los modelos m as rigurosos resultan de la resoluci on de las ecuaciones de Maxwell y
el c alculo de la magnitud del vector de Poynting En este trabajo se considerar an
los dos tipos de modelos El primero de complejidad media se utilizar a para la
descripci on del proceso de calentamiento de alimentos cuya geometr a es cil ndrica
La soluci on de las ecuaciones de Maxwell permitir a el estudio de geometr as m as
generales tales como un paralelep fpedo o un paralelep pedo de aristas y esquinas
redondeadas
		 Modelos de complejidad media
Para el estudio del calentamiento de alimentos con microondas ser a necesario re
solver num ericamente las ecuaciones de Maxwell en tres dimensiones Debido a la
complejidad y coste computacional que esto supone se han presentado en la biblio
graf a diversos modelos que a partir de algunas simplicaciones describen el proceso
de calentamiento por microondas para ciertas geometr as 	Chen et al  Lin et
al  Van Remmen  entre otros
 Aqu  se considera el modelo propuesto
por Chen et al 	
 para la descripci on del calentamiento mixto de un cilindro
Debido a condiciones de simetr a la distribuci on de temperatura vendr a dada por
la ecuaci on de Fourier en dos dimensiones 	radial r y axial z
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donde se asume que la conductividad es constante y el t ermino Q corresponde
como ya se dijo a la generaci on de calor en presencia de microondas Este modelo
 	  Modelo matematico del proceso 
se basa en la aplicaci on de la $ley de Lambert 	Ohlsson et al 
 para calcular
el t ermino de generaci on debido a las microondas Esta $ley arma que la potencia
transmitida en una direcci on 	
 en el seno del alimento decae exponencialmente a
medida que penetra en  el dependiendo de un factor de atenuaci on 	
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N otese que la aproximaci on de Lambert s olo es v alida para l aminas semiinnitas
pero Chen et al introdujeron una serie de par ametros heur sticos que permiten
predecir el calentamiento de cilindros de forma adecuada Las condiciones frontera
impuestas en este modelo consideran tanto p erdidas por convecci on como p erdidas
por evaporaci on 	E
v
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Debido a la geometr a las caracter sticas del alimento y las condiciones de calenta
miento se imponen adem as dos condiciones de simetr a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Las p erdidas por evaporaci on se calcularon utilizando el correspondiente balance de
materia y la ecuaci on de ClausiusClapeyron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El t ermino de generaci on vendr a dado por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 N otese que para evitar la singularidad en r   el
valor de la variable radial debe vericar r   donde  es una cantidad innitesimal
El factor de atenuaci on vendr a dado por la expresi on general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dependiendo de las propiedades diel ectricas del alimento y la longitud de onda inci
dente
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		 Modelos rigurosos ecuaciones de Maxwell
Las ecuaciones de Maxwell resumen todo el conocimiento acerca de los campos elec
tromagn eticos Aqu  se presenta su formulaci on m as general en su forma diferencial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donde los vectores E y B representan los campos el ectrico y magn etico respecti
vamente y los vectores P y M representan la polarizaci on y magnetizaci on y los
coecientes 


y 

son las permitividades el ectrica y magn etica del medio respec
tivamente La ec 	
 resume la Ley de Coulomb de la fuerza entre dos cargas
puntuales 	
f
 es la densidad de cargas libres
 m as los efectos el ectricos de la materia
debido a la presencia de un campo el etrico 	r

P es la densidad de carga ligada en
materiales diel ectricos
 La ec 	
 representa la Ley de Faraday de la inducci on
debido a la presencia de un campo magn etico no estacionario La ec 	
 re
presenta el hecho de que no existen monopolos magn eticos o de otra forma cargas
magn eticas libres Por  ultimo la ec 	
 incluye la Ley de Ampere que describe
la fuerza entre corrientes el ectricas y los efectos magn eticos de la materia La ener
g a para estos campos generales descritos por las ecuaciones de Maxwell se puede
calcular a partir del llamado vector de Poynting que se dene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y que representa la rapidez con la que uye la energ a electromagn etica por unidad
de supercie Se trata de un ujo de potencia y su direcci on es la misma que la del
ujo instant aneo de energ a Por lo tanto ser a muy  util a la hora de resolver las
ecuaciones de Maxwell El c alculo detallado del vector de Poynting est a descrito en
numerosos libros por ejemplo Reitz et al 	
 o Wangsness 	

En el supuesto de que los campos incidentes sobre un cierto material diel ectrico
	por ejemplo un alimento
 var en de forma sinusoidal con el tiempo 	e
 iwt

 caso
de las microondas es posible obtener una expresi on para el promedio temporal del
vector de Poynting lo que lleva a una expresi on para la densidad de energ a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que es la que se invierte en calentar tal material diel ectrico
 
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 Simulaci on del proceso
Para geometr as generales y el modelo riguroso la simulaci on del proceso requiere en
primer lugar la resoluci on num erica de las ecuaciones de Maxwell y a continuaci on
la resoluci on de la ecuaci on de conducci on de calor con el correspondiente t ermino
de generaci on asumiendo desacoplamiento entre ambas N otese que en la realidad
p erdidas signicativas de agua en el alimento pueden modicar la distribuci on de
campo
		 Resoluci on num erica de las ecuaciones de Maxwell
En este trabajo se ha utilizado el m etodo FDTD 	nitedierence timedomain
 que
permite calcular la distribuci on de campo en el interior de la cavidad del horno y el
alimento Los c alculos para las distintas cargas que se utilizaron en las validaciones
experimentales fueron realizados por el equipo sueco del SIK 	WapplingRaaholt y
Ohlsson  
 El m etodo FDTD fue desarrollado por Yee 	
 y est a descrito
en multitud de trabajos 	por ejemplo en Kunz and Luebbers  o en una extensa
revisi on realizada por Shalger y Schneider 

El m etodo resuelve las ecuaciones de Maxwell discretizadas tanto en el espacio
como en el tiempo Para ello genera dos mallas espaciales una para el campo
el ectrico y otra para el campo magn etico de manera que la cavidad del horno y
el alimento quedan divididos en un conjunto de elementos de volumen 	celdas

Asimismo genera dos mallas temporales Las mallas para los dos campos se solapan
pero no coinciden La correspondiente al campo magn etico va en cierta manera
retrasada tanto en el espacio como en el tiempo con respecto a la correspondiente
al campo el ectrico De esta manera y dado que las ecuaciones de Maxwell para los
campos est an acopladas es posible calcular un valor de campo utilizando valores del
$pasado El c odigo utilizado en el proyecto FAIR CT fue una modicaci on
del FDTD original Para obtener los datos necesarios en la ecuaci on de conducci on
se simula el proceso de interacci on de las microondas con el alimento hasta que
se alcanza un estado estacionario en el que las ondas dominantes dentro de la
cavidad son estacionarias En este momento es posible calcular la amplitud de
campo el ectrico en cada celda 	DePourcq 
 y por lo tanto la potencia disipada
por cada celda utilizando la expresi on
p 








jEj

	

donde 


es la permitividad del vac o 


es el factor de p erdidas y jEj es la amplitud
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del campo el ectrico
Las simulaciones demuestran la presencia de ondas estacionarias en la cavidad
Esto signica que la energ a del campo se distribuir a esencialmente en los m aximos
de tales ondas y esto es lo que produce los puntos fr os y calientes dentro del
alimento N otese adem as que el alimento act ua de hecho como una segunda cavidad
de resonancia dentro de la del horno
		 Resoluci on num erica de la ecuaci on de conducci on de
calor
Dado que la soluci on anal tica de la ecuaci on 	
 con las condiciones frontera 	

es imposible para la mayor a de las situaciones se utilizar an t ecnicas num ericas
adecuadas El m etodo de elementos nitos ha demostrado ser una herramienta muy
poderosa para la resoluci on de problemas complicados en los que el dominio de
denici on presenta una geometr a gen erica 	Haghighi y Segerlind  Oliveira et
al 
 Como se dijo en el cap tulo  el m etodo de elementos nitos discretiza el
dominio de denici on del proceso en un n umero de elementos de distintas formas y
tamanos y aproxima el valor de la variable distribuida en un nodo dado en t erminos
de los valores en nodos vecinos Aplicando el m etodo de elementos nitos al sistema
de ecuaciones 	
 se obtiene el siguiente sistema de ODEs 	Scheerlink y Nicola

 de dimensi on  siendo  el n umero de nodos en la malla de elementos nitos
CU
t
!KU  f 	

donde U es el vector que contiene la temperatura en cada nodo C es la matriz de
elementos nitos que incluye la densidad  y la capacidad calor ca c y K se puede
ver como la suma de dos matrices K
m
y K
h
 La primera incluye la conductividad
t ermica 	k
 y representa la resistencia a la transferencia de calor por conducci on
y la segunda incluye el coeciente de transferencia de calor 	h
 y representa la
resistencia a la transferencia de calor en la supercie Por  ultimo f es el vector que
incluye las contribuciones debidas a la convecci on en la frontera 	f
h

 y las debidas
a la presencia de microondas calculadas con el m etodo FDTD 	f
q

 Con el n de
resolver este sistema de manera eciente las matrices C K
m
 K
h
y los vectores f
h
y f
q
se construyen reuniendo las contribuciones de cada nodo e incorpor andolas en
matrices o vectores de dimensiones  y  respectivamente Las contribuciones
de cada elemento 	j
 se calculan en la forma
C
j

Z

j
	T 
c	T 
N
j
N
j
T
d 	
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donde  es el dominio de denici on del proceso  
j
es el dominio de denici on de
cada elemento - es la frontera del dominio de denici on total y -
j
es la frontera
del dominio de denici on de cada elemento Toda esta metodolog a se ha implemen
tado en Fortran dando lugar a CHAMPSPACK 	Coupled Heat and Mass Transfer
Simulation Package Scheerlink y Nicolai 
 herramienta que permite simu
lar procesos de transferencia de calor de inter es en este trabajo de manera muy
eciente En este c odigo se contempla la resoluci on del sistema de ODEs 	

teniendo en cuenta el car acter disperso de las matrices C K y el vector f  Para ello
se ha realizado una implementaci on usando LSODES 	Hindmarsh 
 Todos los
detalles referentes al desarrollo y soluci on num erica de los modelos que describen
en el proceso se encuentran en los informes realizados a lo largo del desarrollo del
proyecto 	modelo de microondas WapplingRaaholt y Ohlsson 
 desarrollo y
simulaci on del modelo combinado Nicola et al 

	 Problema de optimizaci on din amica
		 Formulaci on general
El problema de optimizaci on din amica consiste en el c alculo de las pol ticas  optimas
de operaci on de la temperatura dentro del horno 	T
horno
	t

 y la potencia 	P 	t

 de
microondas con el n de alcanzar un objetivo determinado
 F  Maximizar la uniformidad de la temperatura dentro del alimento en un
tiempo de proceso dado t
f

J  Z	t
f


T
Z	t
f

 	

donde Z es el vector de diferencias de temperatura con respecto a la de
seada 	T
obj

 dentro del alimento Todo ello sujeto a la din amica del proceso
	ecs 	
	

 y a una restricci on en el m nimo de temperatura dentro del
alimento
min"T 	   t
#  T
obj
min
	
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 F  Maximizar la uniformidad de la calidad del producto nal estimada
en t erminos de los llamados Cvalues 	Ohlsson 
 que constituyen una
medida de lo procesado que est a el alimento
J  max	C
Z
ref
	   t

 	

sujeto a la din amica del proceso y a una restricci on en el valor m nimo a
alcanzar
min"C
Z
ref
	   t
#  C
obj
ref
min
	

y otra en el valor de temperatura m aximo
max"T 	   t
#  T
obj
max
	

donde C
Z
ref
viene dada por la expresi on
C
Z
ref

Z
t
f
t


TT
ref

Z
ref
dt 	

con Z
ref
el incremento de temperatura necesario para aumentar la velocidad
de aumento de C  veces
Para la resoluci on de los problemas de optimizaci on din amica se utilizar an varios de
los m etodos vistos a lo largo de esta tesis en particular HyMDO TNHp e ICRSDS
		 Resoluci on con TNHp
Para los problemas bajo estudio se supondr a que las propiedades termof sicas del
alimentos son constantes y en ese caso el sistema de ecuaciones 	
 resulta
z 

C
"Kz!H
q
T
horno
	t
F
h
!Q

P 	t
# 	

donde aparecen expl citamente las variables de control T
horno
y P 	t
 El modelo
resultante es lineal y por lo tanto para utilizar TNHp en la resoluci on de problemas
del tipo F se requiere  unicamente el c alculo de las sensibilidades de primer orden
con respecto a las dos variables de control T
horno
y P  que resultan en el siguiente
conjunto de ecuaciones

s
T
horno


C
"Ks
T
horno
!H
q
	F
h
# 	


s
P


C
"Ks
P
! 	F
q
# 	
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En el problema F se requiere el c alculo de los valores de C
Zref
en cada nodo
ser a necesario el c alculo de las sensibilidades de segundo orden proyectadas En ese
caso el sistema IVP extendido incluir a las ecuaciones 	
 adem as de las que
siguen
z
c
 
z T
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	Z
ref
	

s
c
i

log	

Z
ref

z T
ref
	Z
ref
s
c
i
	

s
c
i

log	

Z
ref

z T
ref
	Z
ref
 
log	

Z
ref
s
c
i
X
k
s
c
k
p
k
! s
c
i

	

que corresponden al c alculo de los Cvalues y de las correspondientes sensibilidades
de primer orden y segundo orden proyectadas
N otese que en este caso tambi en es posible aprovechar la estructura del Jacobiano
total para una simulaci on m as eciente tal y como se explic o en el cap tulo  Con tal
n se han realizado los cambios convenientes en CHAMPSPAK para la generaci on de
los vectores de dispersi on y el Jacobiano total a partir de los datos correspondientes
al Jacobiano del sistema de ODEs original
		 Problemas considerados
Se consideraron los siguientes casos particulares
 P considera el proceso de calentamiento de un cilindro de patata para
maximizar la uniformidad de la calidad del producto nal 	problema tipo F

En el resto de los problemas que se considerar an el objetivo ser a maximizar la
uniformidad en temperatura 	problema tipo F
 a un tiempo nal dado
 P considera el proceso de calentamiento  optimo de un cilindro de patata
 P considera el calentamiento  optimo de un cilindro de un gel TX
representativo de diversos tipos de alimentos
 P considera el calentamiento  optimo de un paralelep pedo de gel TX
usando un modelo lineal
 P considera el calentamiento  optimo de un paralelep pedo usando un
modelo no lineal
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
 Desarrollo de un controlador robusto
Con el n de implementar en la pr actica los perles de control obtenidos num erica
mente es necesario disenar un sistema de control que actue de manera conveniente
ante las posibles perturbaciones externas que podr an afectar a la uniformidad en
la temperatura nal y por lo tanto en la calidad del producto
El diseno y ajuste del controlador depende adem as del grado de conocimiento
del proceso Para ello ser a necesario tomar medidas frecuentes del mayor n umero
de variables del sistema y en el menor tiempo posible Idealmente la temperatura
interna del alimento deber a aportar la informaci on necesaria acerca de la potencia
emitida por el magnetr on N otese que no toda la potencia emitida por el magnetr on
es absorbida por el alimento sobre todo para cargas inferiores a  Kg Sin em
bargo la medidas en el interior del alimento son dif ciles lo que limita al uso de
la temperatura del horno que s  es f acilmente medible como fuente de informaci on
para controlar el proceso mientras que el efecto de la potencia de microondas se
considera una perturbaci on A lo largo del desarrollo del proyecto se han ido pro
poniendo nuevas alternativas de control hasta llegar nalmente a la conguraci on
actual que corresponde a un controlador adaptativo AIMC 	adaptive interior model
control
 	Alonso y S anchez  S anchez et al 
 Para ello se ha supuesto un
modelo lineal del proceso cuyos par ametros se adaptan de manera recursiva a trav es
de la recopilaci on de datos durante el proceso 	identicaci on

Montaje experimental
Los experimentos se realizaron en un horno mixto microondasconvecci on modicado
convenientemente para la validaci on de los resultados 	Saa et al 
 e instalado
en el IImCSIC La temperatura del horno se mide con un termistor 	PT
 y se
controla mediante un controlador de potencia del dispositivo de convecci on forzada
	OMRON GPX  EHNCT 
 La temperatura en la supercie del alimento se
mide mediante el uso de sensores infrarrojo La potencia de microondas se controla
por un rel e de estado s olido 	OMRON GPX BVD
 El algoritmo de control
se desarroll o en Matlab con una herramienta de adquisici on y control 	Humosoft
Real Time Toolbox 
 y ejecutado en un PC que dispone de una tarjeta de
adquisici on de datos 	PCLL DAQ card Advantech
 Asimismo se desarroll o una
herramienta software en Matlab c que complementa al controlador permitiendo
la visualizaci on del proceso En la gura  se muestra una pantalla ejemplo en
la que se muestra el comportamiento real de las variables de control vericando el
ajuste a los perles de control calculados num ericamente
   Validaciones experimentales 
Figura  Pantalla t pica mostrando la temperatura dentro del
horno la potencia del microondas y la potencia de la convecci on
forzada
 Validaciones experimentales
El montaje experimental y el software de control descritos permitieron la validaci on
experimental de los perles de control  optimo obtenidos considerando varias cargas
	sistemas modelo
 Para ello se dispuso adem as de
 Un gel TX cuyos par ametros termoel ectricos se asemejan bastante a los
de los alimentos 	Risman 
 Este gel se fabrica de manera muy sencilla a
partir del polietileno de baja densidad pol mero TX y agua desionizada
 Dos tipos de recipientes uno cil ndrico de cristal 	Pyrex
 de dimensiones R 
L   cm y un paralelep pedo de esquinas redondeadas de pl astico resistente
a las microondas cuyas dimensiones son  mm de ancho  mm de pro
fundidad y  mm de altura
 Una c amara de infrarrojos Thermovision que permite capturar los perles de
temperatura al nal del proceso de calentamiento
Con el n de explicar las tomas de fotograf a de IR se representan a continuaci on
	gura 
 los tipos de recipientes considerados y su posici on dentro del horno
Asimismo se senalan los planos medios que se consideraron a la hora de representar
distribuciones de temperatura tanto simuladas como experimentales
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Figura  Situaci on de los alimentos en el interior del horno Selecci on de planos
medios
Aqu  se presenta un resumen de resultados de los obtenidos para la optimizaci on
din amica de algunos alimentos tipo considerados en el proyecto En particular se
han resuelto varios problemas correspondientes a los formulados para dos tipos de
geometr as b asicas Sin embargo s olo fue posible la validaci on experimental able
de los perles  optimos obtenidos para el tipo de problema F de manera que aqu 
se prestar a especial atenci on a su resoluci on En Banga et al 	
 se recoge una
revisi on m as extensa de los resultados
 Resultados
Caso P
Para la simulaci on de este proceso se ha utilizado el m etodo NMOL con una malla
de    elementos y f ormulas de segundo orden Se considera un cilindro de
patata de dimensiones R  L   m y cuyas propiedades termof sicas de la
patata se presentan en la tabla  Las propiedades diel ectricas del medio vienen
dadas por las siguientes expresiones 	Mudget 




  T   
 
T

!  
 
T

	




  T !  
 
T

  
 
T

! 
 
T

	

Aqu  se consideraron los valores constantes para un valor de temperatura de 
o
C
  "kg m
 
# Chen et al 	

c  "J kg
  o
C
 
# Chen et al 	

k  "W m
  o
C
 
# Chen et al 	

  "m
 
# Ohlsson 	
 Mudget 	

h  "W m
  o
C
 
# Chen et al 	

Tabla  Propiedades termof sicas del cilindro de patata
   Resultados 
El problema considerado consiste en minimizar el tiempo de proceso para al
canzar un valor de C lo m as uniforme posible y centrado en  min 	el mejor valor
desde el punto de vista organol eptico
 Este es un problema multiobjetivo como los
considerados en el cap tulo  En este caso debido al car acter difusivo del proceso
es muy dif cil conseguir uniformidad total en el valor de Cvalue en el interior del
cilindro Parece l ogico pensar que cu anto mayor sea el tiempo de proceso mayor ser a
la uniformidad Es por ello que en este caso se ha optado por resolver el problema
mediante el m etodo de generaci on de la curva Pareto
Para la resoluci on de este problema se han utilizado los m etodos presentados
en esta tesis y aqu  s olo se resumen los resultados obtenidos mediante el m etodo
HyMDO Se ha realizado un ajuste del m etodo resolviendo el problema para un
conjunto de valores de tolerancia de optimizaci on tanto para el m etodo estoc astico
	ICRSDS
 como para el determinista 	gOPT
 de la misma manera que se hizo
para los problemas que se presentaban en el cap tulo  Se concluye que los valores
de tolerancia m as adecuados para ICRSDS 	SC
 corresponden a funciones de
corte en el intervalo J    ya que los errores relativos al resultado nal son
inferiores al ( para la tolerancia de optimizaci on de gOPT el valor m as adecuado
parece ser SC    
 
 ya que reduce el tiempo de computaci on de manera
muy notable En la gura  se muestra la curva Pareto obtenida por el m etodo
h brido Tambi en se incluyen adem as las obtenidas por cada uno de los m etodos
individuales que lo constituyen Asimismo en la gura  se muestran los tiempos
de computaci on requeridos por cada uno de los m etodos en una estaci on de trabajo
Sun UltraSparc a  MHz 	 MFlops seg un Linpack
 reejando claramente
la superioridad del m etodo h brido
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Figura  Curva Pareto para el ca
lentamiento de un cilindro de patata
P
Figura  Comparaci on de tiempos
de c alculo de los distintos m etodos
para el problema P
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N otese que el tiempo de computaci on con el h brido llega a reducirse hasta casi
 veces respecto a gOPT alcanz andose adem as resultados ligeramente mejores y
evit andose el fallo de convergencia de gOPT en el caso de t
f
  s Se observa
que a tiempos de tf   s se obtiene una uniformidad aceptable de Cvalue
pr oxima al valor deseado C   min
Caso P
El objetivo es calentar un cilindro de patata similar al de P hasta alcanzar una
temperatura lo m as uniforme posible alrededor de 
o
C siendo   
o
C el
rango permitido para la temperatura del horno y    W para la potencia de
microondas Para la simulaci on del proceso se ha usado CHAMPSPACK con una
malla uniforme consistente en  nodos Para la optimizaci on se han considerado
dos niveles de discretizaci on para los controles    y    lo que dio lugar a un
total de  y  ODEs respectivamente El perl inicial para la optimizaci on
fue T
horno
 
o
C y P   W  Los resultados para varios tiempos de proceso
se presentan en la tabla  donde se utiliza la notaci on habitual y el tiempo de
computaci on se expresa en segundos en un PC Pentium IIIMHz
t
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
 J T
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  

    
    
  

    
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Tabla  Resultados obtenidos para el calentamiento
 optimo de una patata
A modo de ejemplo en las guras  se presentan los perles de control co
rrespondientes a t
f
  y un nivel de discretizaci on    Asimismo se muestra
la distribuci on nal de temperaturas Nuevamente conforme el t
f
crece se logra
una mejor uniformidad Y al rev es si se desea un proceso m as r apido el precio a
pagar es una mayor anchura en la distribuci on de temperaturas dentro del alimento
a tiempo nal 	peor uniformidad
 Adem as se observa que    es suciente desde
el punto de vista pr actico lo que simplica su implementaci on en un horno real
   Resultados 
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Figura  Perles de control y distribuci on nal de temperaturas para el caso del
calentamiento de un cilindro de patata
Caso P
Similar al caso anterior se considera ahora el calentamiento de un cilindro de gel
TX de dimensiones R  L   m El objetivo ser a calentar el cilindro
hasta alcanzar una temperatura deseada de 
o
C considerando una restricci on de
camino en la temperatura m axima ya que a partir de cierto valor el gel comienza a
sufrir deformaciones
T
max
	t
  
o
C 	

Para la simulaci on del proceso se ha utilizado CHAMPSPACK con una malla de
 nodos Los perles de control obtenidos con TNHp as  como las temperaturas
m axima y m nima se presentan en las gura  En la gura  se muestra la
distribuci on real de temperaturas correspondiente donde se observa que los efectos
no deseados del calentamiento s olo con microondas o s olo con convecci on se suavizan
de manera notable alcanzando una mayor uniformidad Asimismo resulta evidente
que con pocos elementos de control 	  
 se logra un valor de J muy bueno
 Captulo   Control optimo de hornos microondasconveccion
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Figura  Distribuci on real de temperaturas en el plano medio
de un cilindro calentamiento mixto  optimo
Caso P
La geometr a tipo paralelep pedo es especialmente complicada tanto en los relativo a
su calentamiento homog eneo como respecto a su simulaci on num erica A lo largo del
proyecto se fueron renando los distintos modelos para representar lo mejor posible el
proceso real Aqu  se considera el modelo lineal 	ecs 	

 que aunque imperfecto
se ajust o m as a la realidad y que incluye adem as las modicaciones del coeciente de
transferencia de calor con la posici on detectadas experimentalmente La simulaci on
con CHAMPSPACK implica resolver un sistema de  ODEs 	malla de 
hexaedros

   Resultados 
El problema de control  optimo consiste en calcular los perles de temperatura y
potencia con el n de calentar el paralelep pedo hasta alcanzar una temperatura lo
m as uniforme posible alrededor de 
o
C en un tiempo de proceso de  s Dado
que el gel no resiste temperaturas muy elevadas se han considerado los siguientes
l mites para las variables de control   T
horno
 
o
C y   P   donde la
potencia est a normalizada a la m axima emitida por el horno 	esta carga absorbe el
( de la potencia emitida
 El coste computacional de la optimizaci on con TNHp
en este caso se eleva a  h 	en un PC Pentium IIIMHz
 ya que para un valor
de discretizaci on de control    el IVP extendido consta de  ODEs lo que
aumenta notablemente el tiempo de cada simulaci on Los perles de control y la
distribuci on real de temperatura a tiempo nal se muestran en la guras 
donde se observa que no es posible alcanzar una temperatura muy uniforme en tan
poco tiempo de proceso
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 Captulo   Control optimo de hornos microondasconveccion
Caso P
La validaci on experimental del modelo lineal llev o a la conclusi on de que era insu
ciente para la simulaci on del proceso real debido a que no ten a en cuenta el fen omeno
de evaporaci on que se produce a temperaturas en torno a los 
o
C El modelo de
conducci on fue pues modicado introduciendo un t ermino correspondiente al cambio
de fase lo que result o en el siguiente conjunto de ecuaciones
z 

RC
	Kz!H
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 	

donde R es una funci on no lineal de la temperatura que se activa cuando se alcanzan
los 
o
C Las nuevas sensibilidades de primer orden quedan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y las de segundo orden proyectadas

s
T
horno


CR

"Ks
T
horno
R "Ks
T
horno
!H
q
	F
h
##
R
T
horno
p!

R
"Kz !H
q
T
horno
F
h
!Q

P #
 
R
T
horno


p 	


s
P


CR

 
"Ks
P
R "Ks
P
! F
q
	##
R
P
p!

R
"Kz!H
q
T
horno
F
h
!Q

P #
 
R
P


p 	

La simulaci on de este modelo con CHAMPSPACK requiere resolver  ODEs
	la malla correspondiente se muestra en la gura 
 lo que supone  ODEs
para el IVP extendido
   Resultados 
x
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Figura  Malla utilizada para la simulaci on del calentamiento de un par
alelep pedo caso no lineal Cortesa de N  Scheerlinck Univ  de Lovaina
En este caso el objetivo es encontrar los perles de control para maximizar la
uniformidad de temperatura en torno a 
o
C en un tiempo total de proceso de
 s Tanto TNHp como HyMDO tuvieron problemas de convergencia debido a la
presencia de discontinuidades en los estados Esto llev o al uso del m etodo estoc astico
ICRSDS que permiti o alcanzar soluciones adecuadas Aunque el proceso total
requiri o de  h de tiempo de computaci on representando las curvas de convergencia
	gura 
 se observa que en menos de  h ya se alcanz o una soluci on aceptable
lo que se considera razonable dado el coste de cada simulaci on Esto ilustra las
ventajas de los m etodos estoc asticos en ciertas circunstancias
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Figura 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problema P
 Captulo   Control optimo de hornos microondasconveccion
Los mejores perles de control obtenidos as  como la distribuci on de temperaturas
a tiempo nal se muestran en las guras  y  respectivamente Asimismo en
la gura  se representa la distribuci on de temperaturas en el plano medio del
paralelep pedo lo que permite comparar con los resultados experimentales 	gura


Se observa una buena concordancia 	diferencias  
o
C
 entre predicciones y
resultados experimentales En cualquier caso puede sorprender que los perles
 optimos no permitan reducir m as la no homogeneidad de la temperatura pero es
preciso resaltar que la geometr a tipo paralelep pedo es la peor posible para ese n
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de un paralelep pedo calentamiento mixto  optimo
Con el n de ilustrar los benecios del uso  optimo de hornos mixtos frente al uso
de hornos convencionales que calientan  unicamente por convecci on se ha resuelto el
problema de control  optimo equivalente pero utilizando la temperatura como  unica
variable de control 	potencia de microondas nula
 Como se pod a esperar dado que
el calentamiento por convecci on es m as lento el perl  optimo obtenido equivale a
mantener la temperatura en su valor m aximo la mayor parte del tiempo de proceso
En las guras  y  se representa el perl de control y la distribuci on de
temperaturas resultante a tiempo nal respectivamente
 Captulo   Control optimo de hornos microondasconveccion
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   Conclusiones 
La validaci on experimental de estos perles demuestra que para el mismo tiempo
de proceso la uniformidad aumenta al utilizar la combinaci on de convecci on y mi
croondas obtenida Si se comparan los resultados experimentales para los procesos
de calentamiento por convecci on y mixto se observa que la temperatura obtenida en
el segundo caso no s olo es mayor sino que adem as es m as uniforme suavizando los
puntos fr os y calientes resultantes del calentamiento con microondas
 Conclusiones
Desde el punto de vista global los objetivos expuestos inicialmente se cumplieron
dado que se demostr o que es posible suavizar los efectos no deseados de los dos mo
dos de calentamiento por separado empleando pol ticas mixtas  optimas alcanzando
resultados satisfactorios de uniformidad
Desde el punto de vista de la optimizaci on casi todos los problemas fueron resuel
tos satisfactoriamente con los m etodos presentados en esta tesis 	TNHp e HyMDO

Sin embargo la presencia de discontinuidades en el modelo no lineal correspondiente
al paralelep pedo 	P
 caus o dicultades a la resoluci on con m etodos determinis
tas limitando el uso de TNHp o HyMDO
Existen al menos tres posibilidades para resolver este problema Por una parte
desarrollar el modelo en funci on de la entalp a evitar a la existencia de tales dis
continuidades Por otra emplear t ecnicas que reduzcan el efecto de la discon
tinuidad mediante una aproximaci on utilizando una funci on arcotangente La
primera resultaba demasiado costosa ya que supone redenir la implementaci on
de CHAMPSPACK desde el principio La segunda metodolog a permitir a la so
luci on de problemas con discontinuidades utilizando TNHp y se ha reservado para
implementaciones futuras del m etodo En esta ocasi on se opt o por una tercera v a
el uso del m etodo estoc astico ICRSDS
En cuanto a la eciencia de los m etodos se ha visto que como era de esperar
los tiempos de computaci on han ido aumentando a medida que la complejidad del
modelo aumentaba As  para TNHp se pasa de algo m as de dos minutos para la op
timizaci on del calentamiento de un cilindro a m as de una hora para la optimizaci on
del paralelep pedo lineal El HyMDO aunque m as eciente que sus m etodos consti
tuyentes tambi en requiri o m as de  h para la resoluci on de problemas del tipo F
Por  ultimo la resoluci on del problema de calentamiento del paralelep pedo no lineal
necesit o de alrededor de  h de tiempo de computaci on
Es evidente que la simulaci on del proceso es un factor determinante para la reso
 Captulo   Control optimo de hornos microondasconveccion
luci on de problemas de optimizaci on din amica de procesos distribuidos tal y como
ya se observaba en el cap tulo  con la resoluci on del problema de esterilizaci on y
se conrma en la resoluci on de los problemas vistos en este cap tulo Surge pues
la necesidad de utilizar modelos de orden reducido es decir modelos que aunque
de dimensi on pequena predicen el comportamiento del proceso de manera tal que
permiten la optimizaci on de forma muy eciente Este ser a el objeto de estudio del
siguiente cap tulo de esta tesis
           
Cap tulo 
Optimizaci on de procesos
distribuidos modelos reducidos
En los cap tulos anteriores se han presentado y evaluado diversas metodolog as
tipo CVP para la optimizaci on din amica de procesos concentrados y distribuidos
Estas metodolog as tienen en com un que transforman el problema original en un
problema tipo NLP maestro que requiere la soluci on de un IVP ya sea simple o ex
tendido para cada evaluaci on Desafortunadamente y particularmente para aque
llos procesos cuyo modelo es costoso en lo relativo a su simulaci on 	p ej procesos
distribuidos como el tratamiento t ermico de alimentos
 el esquema CVP requiere
esfuerzos de c alculo considerables dado el gran tamano de los IVP que es preciso
resolver Como resultado hay una p erdida de la eciencia global del proceso de
optimizaci on Esto ha llevado a la b usqueda de m etodos de aceleraci on de las sim
ulaciones basados en la reducci on del modelo din amico
En este cap tulo se propone el uso de modelos de orden reducido generados a
partir del m etodo de descomposici on en funciones emp ricas 	proper orthogonal de
composition POD
 que proporciona modelos de precisi on equivalente pero cuya
soluci on es considerablemente m as r apida permitiendo as  la resoluci on de proble
mas que requieren gran n umero de simulaciones en tiempos de computaci on muy
competitivos
En particular se presenta la aplicaci on de esta nueva metodolog a a la simu
laci on diseno y optimizaci on din amica del procesamiento t ermico de alimentos con
resultados muy satisfactorios

 Captulo   Optimizacion de procesos distribuidos modelos reducidos
 Introducci on
A lo largo de este trabajo se han presentado nuevas metodolog as de optimizaci on
din amica y se han aplicado con  exito a la soluci on de problemas tanto concentrados
como distribuidos Sin embargo y a pesar de haber demostrado ser muy ecientes
en la resoluci on de problemas concentrados para el caso de sistemas distribuidos el
coste computacional crece de manera muy r apida debido precisamente a la necesi
dad de resolver num ericamente el sistema de PDAEs que describe el proceso uti
lizando t ecnicas como NMOL o elementos nitos 	FE

Esta limitaci on restringe la posibilidad de aplicaciones industriales en tiempo
real tales como la optimizaci on en l nea o el control predictivo basado en modelo
	model predictive control MPC
 Sin embargo como se ha dicho en otras ocasiones
estas aplicaciones son de vital importancia para el buen desarrollo del proceso y para
garantizar un alto rendimiento as  como la vericaci on de las restricciones Esto ha
motivado la b usqueda de modelos denominados de orden reducido que simulen el
proceso de manera r apida pero a la vez rigurosa
La derivaci on de modelos de orden reducido a partir de modelos muy complejos
ha sido objeto de estudio por parte de muchos autores sobre todo en el  area de con
trol de procesos pero la mayor a se han limitado a la reducci on de modelos lineales
Los m etodos m as utilizados son el balance and truncate 	B.T
 	Tombs y Postleth
waite  Varga a
 singular perturbation approximation 	SPA
 	Kokotovic
 Liu y Anderson  Varga b
 y Hankel norm approximation 	HNA

	Glover 
 Tanto el primero de estos m etodos 	B.T
 como el  ultimo 	HNA

se basan en el c alculo de los llamados valores singulares de Hankel a trav es de la
soluci on de las ecuaciones de Lyapunov Estos coecientes son invariantes tem
porales cuyos valores decaen r apidamente permitiendo la generaci on de modelos
reducidos y rigurosos El uso de las llamadas t ecnicas de balanceo permiten evitar
el mal condicionamiento que en ocasiones surge en la resoluci on de las ecuaciones
matriciales El m etodo SPA se basa en la separaci on de escalas temporales que pre
sentan muchos procesos e introduce un par ametro 	perturbaci on
 que multiplica a
ciertos estados del sistema y cuyo valor permitir a reducir la dimensi on del modelo
original Estos m etodos parten de un sistema de ODEs lineal de dimensi on elevada
y mediante diferentes t ecnicas reducen su dimensi on Recientemente se han desarro
llado varios programas en MATLAB que generan autom aticamente estos modelos

y que est an descritos en Varga 	

 
httpwwwwintuenlniconetNICNICtaskAhtml
   Introduccion 
Estas t ecnicas ser an aplicables por ejemplo a los sistemas de ODEs resultantes
de aplicar NMOL o FE a la soluci on de una PDE siempre y cuando  esta fuese lineal
Sin embargo la mayor a de los procesos de inter es y en particular los procesos de la
industria de alimentos son habitualmente no lineales 	siendo la principal fuente de
no linealidad los t erminos cin eticos
 lo que impide utilizar esos m etodos de reducci on
de modelos
Es por ello que en los  ultimos anos muchos autores han hecho uso de m etodos
espectrales presentados en el cap tulo  que hacen uso de funciones espaciales
globales que combinadas con un m etodo de residuo ponderado resultan en modelos
aproximados de dimensi on reducida Estos m etodos se han aplicado con  exito en
el  area de ingenier a de procesos en particular en la resoluci on de problemas de
identicaci on construcci on de observadores y en el desarrollo de sistemas de control
robusto 	S anchez et al  Alonso et al  y en los all  citados
 En la mayor a
de estos trabajos se hace uso de las autofunciones propias del operador espacial
aprovechando la propiedad de los procesos disipativos de poseer escalas temporales
tales que es posible separar din amicas lentas y r apidas
Sin embargo no siempre es sencillo calcular las autofunciones propias o sim
plemente conducen a un n umero elevado de ecuaciones diferenciales Esto es espe
cialmente importante en el  area de din amica de uidos y turbulencia en la que es
preciso considerar la soluci on de la ecuaci on de NavierStokes Es por ello que pre
cisamente en el seno de la din amica de uidos se desarroll o una nueva metodolog a
de reducci on de modelos la expansi on de KarhunenLoeve 	tambi en denominado
proper orthogonal decomposition POD
 	Sirovich 
 Este m etodo ha sido uti
lizado y revisado por diversos investigadores 	Berkooz et al  Bangia et al
 entre otros
 demostrando que se trata de una herramienta eciente aplicable
a la simulaci on de problemas generales no lineales que incluyen procesos de reacci on
difusi on y convecci on
Debido al  exito alcanzado en la simulaci on de procesos muy no lineales esta
t ecnica se ha vuelto muy popular en los  ultimos anos y se ha aplicado a la soluci on
de un amplio rango de problemas As  por ejemplo en identicaci on y control de
procesos 	Burl  Shavrtsman y Kevrikidis  Alonso et al 
 estimaci on
de par ametros 	Park et al 
 y optimizaci on estacionaria 	Theodoropoulou et
al  Bendersky y Christodes  y 

Aqu  se presentar a su uso para la derivaci on de modelos de orden reducido de pro
cesos distribuidos de complejidad arbitraria relacionados con el tratamiento t ermico
de alimentos Asimismo se presentar an nuevas t ecnicas de transformaci on que sim
 Captulo   Optimizacion de procesos distribuidos modelos reducidos
plican el uso del m etodo de Galerkin y el manejo de t erminos no lineales
Para nalizar se presenta el uso de estos modelos para la resoluci on de los
problemas de diseno y optimizaci on din amica de un problema de considerable inter es
industrial la esterilizaci on t ermica de alimentos
 Obtenci on de modelos de orden reducido para
procesos distribuidos
Como ya se ha indicado en el cap tulo  los m etodos de simulaci on de procesos dis
tribuidos transforman las PDEs en sistemas de ODEs o DAEs Para ello proyectan
el operador espacial en un conjunto de funciones espaciales que pueden ser locales
o globales En los cap tulos anteriores se ha considerado el uso de funciones locales
tanto en el m etodo NMOL como en el m etodo FE que proporcionan modelos pre
cisos pero cuyo coste de resoluci on se elevaba r apidamente Esto es especialmente
relevante en el caso de geometr as D y D en los que la  unica posibilidad de reducir
el coste computacional consiste en utilizar mallas menos renadas o adaptativas que
resulten en un menor n umero de ecuaciones pero a costa de una posible p erdida de
precisi on
Como alternativa los llamados m etodos espectrales hacen uso de funciones espa
ciales globales para la resoluci on de problemas descritos por PDEs de complejidad
arbitraria Estos m etodos conducen a modelos de orden reducido que capturan la
informaci on relevante del sistema permitiendo as  simular el proceso con una pre
cisi on equivalente a la obtenida por m etodos locales pero con un coste computacional
menor
Consid erese un proceso distribuido de forma general
x
t
 L	x
 ! 	x
 	

donde L	 
 denota un operador lineal parab olico denido en un dominio  con
frontera suave y donde 	x
 es una funci on no lineal del campo x La ec 	

puede interpretarse como un sistema de dimensi on innita en un espacio de Hilbert
equipado con un producto interior y una norma denidas como sigue
	f  g
 
R

fgd y k f k


 	f  f

En general la soluci on a la ec 	
 se puede expresar en la forma
x	   t
 

X
i

a
i
	t

i
	 
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en esta expresi on los coecientes a
i
son funciones del tiempo mientras que la base
f
i
g

i

contiene la dependencia espacial de la soluci on Cada elemento de esta base
se puede considerar como la soluci on de la ecuaci on integral lineal

i
 
i
Z

K	    



i
	 


d 

	

donde    	

  

  


 son las variables espaciales 
i
es un par ametro asociado con
cada uno de los elementos de la base y K es el denominado n ucleo 	kernel
 de la
ecuaci on integral Se asume que las soluciones de una ecuaci on integral de este tipo
son ortonormales 	Courant y Hilbert 
 por lo tanto 	
i
  
j

  	
ij
 Dependiendo
de la naturaleza del n ucleoK	    


 dos son los tipos de funciones espaciales posibles
 La base espectral que se deriva de la construcci on del n ucleoK como la funci on
de Green asociada al operador espacial lineal L
 La expansi on KarhunenLoeve 	proper orthogonal decomposition POD
 	Holmes
et al 
 que se deriva de un n ucleo o funci on de correlaci on
Por simplicidad se dir a que la primera base est a constituida por la autofunciones
propias del operador espacial y que la segunda est a constituida por las llamadas
autofunciones emp ricas
La naturaleza disipativa de los procesos de convecci on y difusi on hace que los
par ametros asociados a cada autofunci on 	
i

 que no son m as que las constantes
de tiempo est en ordenados de manera que los  ultimos elementos de la serie se
desvanecen m as r apidamente que los primeros Como consecuencia la precisi on de
la aproximaci on puede garantizarse con un conjunto nito y habitualmente pequeno
de t erminos en la serie 	

En la gura  se representa esquem aticamente el comportamiento t pico de
un proceso din amico disipativo En ella se reeja que cualquier punto del dominio
de denici on del proceso evolucionar a hasta un hiperplano de dimensi on baja re
presentado en la gura como un plano y permanecer a en ella en el futuro Esta
propiedad resulta muy atractiva y constituye la base del desarrollo de modelos de
orden reducido
El tipo de funciones espaciales utilizadas ser a determinante en la eciencia del
resultado nal En este trabajo se propone el uso de las autofunciones emp ricas
cuyas propiedades se ajustan a la soluci on de un amplio rango de problemas y tienen
adem as otras caracter sticas que las convierten en una opci on muy atractiva para el
desarrollo de modelos de orden reducido
 Captulo   Optimizacion de procesos distribuidos modelos reducidos
ϕ1
ϕ2
Evolución
temporal
Subespacio:
dinámica lenta
Figura  Evoluci on de un sistema din amico disipativo
 En primer lugar se puede demostrar que este conjunto de funciones es  optimo
en el sentido de que a igual precisi on requiere menor n umero de funciones
espaciales que cualquier otra expansi on 	Sirovich  Berkooz et al 

 En segundo lugar se calculan de manera muy sencilla a partir de datos exper
imentales o de datos obtenidos por simulaci on directa para cualquier tipo de
proceso distribuido independientemente de la geometr a o la no linealidad del
mismo
A continuaci on se presenta el c alculo te orico de esta base de autofunciones
emp ricas
		 Expansi on de KarhunenLoeve
El car acter  optimo de la base POD viene dado por la resoluci on de un problema de
optimizaci on que se formula como sigue
Dado un conjunto  de medidas del campo x tomadas a diferentes localiza
ciones espaciales en diferentes instantes de tiempo snapshots calcular
la base de k funciones ortonormales que mejor captura el conjunto de
datos de x comparada con cualquier otra base de la misma dimension 
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Dado un conjunto de funciones x	 
 el problema consiste por lo tanto en encon
trar un conjunto de funciones base 	 
 representativo del conjunto original Este
problema de optimizaci on se puede formular como la maximizaci on de su proyecci on
sobre el conjunto de funciones originales Matem aticamente se expresa como sigue
max

J  max

 	  x


  "	  
 # 	

A continuaci on se resumen los pasos para la soluci on de esta ecuaci on 	Courant
y Hilbert 

 Sea 	 
  

	 
! 	 
 donde 

corresponde al  optimo  es un par ametro
y  es una funci on prueba en la vecindad de 


 Maximizar el objetivo por el m etodo de las variaciones supone calcular
 
dJ "  

! 	 
#
d



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lo que supone la soluci on de la ecuaci on integral lineal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Dado que 	 
 es una funci on prueba la  unica soluci on posible es
Z

 x	 
x	 


  	 


d 

 	 
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que es la soluci on al problema variacional equivalente a la expresi on 	
 pero
donde el n ucleo K ya se dene como un operador de correlaci on
K  x	 
x	 


  	

Caso de geometr	as cil	ndricas y esfericas
En el caso de geometr as cil ndricas como las que se considerar an en los casos
pr acticos que se ver an m as adelante en este cap tulo el sistema de coordenadas
ser a    	r    z
 y el diferencial de volumen d  rdrddz De la resoluci on del
problema de maximizaci on 	
 por el m etodo variacional descrito en Courant y
Hilbert 	
 resulta la siguiente ecuaci on integral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A primera vista esta ecuaci on parece semejante a la ec 	
 Sin embargo la
presencia del radio en el diferencial de volumen complica su resoluci on ya que el
n ucleo ahora no es sim etrico 	Citriniti 
 Con el n de resolver este problema
utilizando la teor a de Hilbert Schmidt ser a necesario reformular el problema y
conseguir que el n ucleo sea sim etrico Para ello se multiplica toda la ecuaci on por
p
r resultando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y deniendo + 
p
r resulta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De tal forma que el n ucleo K


p
rx 
p
r

x

 es ahora sim etrico
		 POD de un conjunto de datos
En la secci on anterior se ha presentado la formulaci on variacional del c alculo de las
autofunciones emp ricas Sin embargo en la pr actica se dispone de un conjunto
de datos discretos que describen el comportamiento din amico del sistema Aqu  se
describe una formulaci on equivalente pero nita m as conveniente
En esencia el m etodo POD no es m as que una t ecnica de compresi on de datos
Dado un conjunto de datos representado como una nube de puntos en un espacio de
dimensi on muy elevada el m etodo POD determina el subespacio de menor dimensi on
que congrega todos los puntos en una vecindad Esto implica encontrar el subespacio
que minimiza la distancia a la cual se encuentran todos los puntos
Sea un conjunto de datos S
d
 fx
i
g

i

obtenidos a partir de experimentos o de la
simulaci on con un modelo de orden superior Cada elemento  representa un vector
de dimensi on  donde  es el n umero de puntos en el espacio siendo  el n umero
de instantes considerados 	snapshots
 El conjunto S
d
se supone representativo del
comportamiento del sistema para un conjunto de condiciones iniciales par ametros
entradas yo perturbaciones de inter es Sea S
k
B
 f
j
g
k
j

 con k   el subespacio
que minimiza la distancia media a los datos 	o de forma equivalente el subespacio
que maximiza la proyecci on normal del conjunto de datos
 Se dene de acuerdo
con el siguiente problema de minimizaci on
min

j
J	
j
 x
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con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donde w
i

P
k
j

a
i
j

j
 es la proyecci on del vector de datos u
j
en la nueva base La
soluci on a este problema de optimizaci on 	Luenberger 
 lleva al c alculo de las
funciones 
j
que satisfacen
R
j
 
j

j
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donde R es la matriz de correlaci on calculada de la forma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x
j
x
T
j
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De esta forma cada elemento x
i
del conjunto de datos S
d
se puede expresar
como
x
i
 a
i
!  	

donde  es un vector de error ortogonal a la base S
k
B
 que indica la distancia a la
que se encuentra cada dato del conjunto S
d
del subespacio La distancia media entre
el conjunto de datos S
d
y la base calculada S
k
B
se calcula como sigue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N otese que k   implica que D
av
  es decir S

B
y S
d
son equivalentes y por lo
tanto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as  que los autovalores proporcionan una medida de lo pr oximos que est an los datos
a la base de autofunciones emp ricas De forma que cu anto m as pr oximo est a k de
l menor es la distancia Combinando las expresiones 	
 y 	
 se obtiene
D
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i
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La selecci on de la dimensi on del subespacio se realiza en funci on de la cantidad
de energ a capturada por el modelo reducido y denida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Caso de geometr	as cil	ndricas y esfericas
Esta derivaci on $nita se ha realizado para el caso general Para el caso de coor
denadas cil ndricas la matriz de correlaci on resulta ser
T 
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j
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p
rx
j

	
p
rx
j


T
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y las autofuciones emp ricas se calculan a partir de la soluci on del problema de
autovalores
T   	

En este caso conduce a un conjunto de autofunciones emp ricas Sin embargo
esta funciones no son v alidas para expresar el campo ya que por la forma en que se
calculan no permiten recuperar la din amica del sistema en el origen 	r  

Para subsanar este problema en este trabajo se propone un m etodo para recu
perar las autofunciones 
i
a partir de las funciones +
i
 teniendo en cuenta que se
relacionan de la forma 
i


i
p
r
 Para ello se aproximar an las primeras con la mayor
precisi on posible mediante el c alculo simb olico de polinomios tales que veriquen
las condiciones de contorno Habitualmente en el origen se impone una condici on
de simetr a tal que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sustituyendo 
i
por su equivalente

i
p
r
en la expresi on anterior resulta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El t ermino de la derecha


i
r


i
r

se aproxima por un polinomio g	r
 tal que
se verique la ec 	
 es decir
lim
r


p
r
r
g	r


  	

se asume que el polinomio es de la forma g	r
  rP 	r
 garantizando as  el cumpli
miento de la ec 	

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Substituyendo en la ec 	
 resulta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resolviendo la ecuaci on diferencial resulta la siguiente expresi on para las funciones
+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p
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De manera que las funciones  buscadas resultan ser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donde los coecientes c

y c
j
polin omicos se calcular an aproximando las funciones
+
i

		 Proyecci on sobre el espacio reducido
Una vez calculadas las funciones espaciales 
i
en la expresi on 	
 los coecientes
temporales a
i
	t
 se seleccionan de tal manera que se satisfaga la PDE original 	

Esto se consigue minimizando el error producido de sustituir el campo por su apro
ximaci on en la PDE que describe el proceso Dicho de otra forma el residuo debe
hacerse ortonormal a las funciones de prueba en la expansi on 	m etodo de Galerkin
Fletcher 

Teniendo en cuenta la formulaci on general del problema 	
 se dene el residuo
como sigue
R	   t
  x
t
 	L	x
 ! 	x

 	

Proyectando el residuo sobre las funciones prueba e imponiendo la condici on de
ortogonalidad resulta
Z

R	   t
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d   i      N 	

Substituyendo la ec 	
 en la ec 	
 aplicando la condici on de ortogonalidad
	
 y usando la propiedad de ortonormalidad de las funciones prueba se obtiene
el siguiente conjunto de ecuaciones diferenciales
 Captulo   Optimizacion de procesos distribuidos modelos reducidos
a
i
	t
 
Z

L	
k
X
i

a
i
	t

i
	 

 ! 	
k
X
i

a
i
	t

i
	 


i
	 
d 	

con las condiciones iniciales dadas por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		 Condiciones frontera no homog eneas
El m etodo de Galerkin tal como se present o en la secci on anterior es aplicable
 unicamente en los casos en los que las condiciones frontera son homog eneas y las
funciones prueba utilizadas las cumplen exactamente Sin embargo esta condici on
no siempre se cumple Por ejemplo en la mayor a de las aplicaciones de optimizaci on
din amica como se ha visto en los ejemplos considerados en esta tesis las condiciones
frontera no suelen ser homog eneas y en la mayor a de los casos ni tan siquiera son
constantes ya que las variables de control se introducen habitualmente a trav es de
las condiciones frontera
Una ampliaci on del m etodo de Galerkin el m etodo tau 	Gottlieb y Orszag 

permite la resoluci on de este tipo de problemas Para ello la expansi on en serie
	
 se modica anadiendo t erminos de tal forma que se veriquen las condiciones
frontera Brevemente el campo se aproxima de la forma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donde NB es el n umero de condiciones frontera no homog eneas y las funciones 
i
no verican las condiciones frontera Estas se imponen a la hora de calcular los
coecientes a
i
mediante la proyecci on sobre las condiciones frontera del proceso El
sistema de ODEs resultante consiste en k!NB ecuaciones y por lo tanto a medida
que aumenta la dimensi on del problema aumenta tambi en el tamano del modelo
reducido
Aqu  se presenta el uso de un m etodo alternativo que no requiere el aumento del
n umero de ODEs y que consiste en trasformar el problema con condiciones frontera
no homog eneas en uno equivalente pero con condiciones frontera homog eneas Para
ello se transformar a el problema original en una forma adecuada dependiendo del
tipo de condici on frontera
La transformaci on propuesta consiste en denir un nuevo campo  como sigue
	   t
  x	   t
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donde para el caso de condiciones frontera de primer orden se verica que
  F

	t   
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y para el caso de condiciones frontera de segundo orden  ser a una funci on que
satisface

n
 F

	t   
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Estas transformaciones conducen a PDEs en las que aparecen expl citamente las
variables de control o sus derivadas temporales
		 Presencia de t erminos no lineales
A menudo los procesos distribuidos vienen descritos por PDEs muy no lineales con
t erminos que el m etodo de Galerkin no puede manejar Con el n de ilustrar las
dicultades que producen estos t erminos sup ongase que el t ermino no lineal en la
ec 	
 es de la forma 	x
  exp	g	x

 frecuentes en procesos en los que aparecen
cin eticas con dependencia t ermica Consid erese ahora la proyecci on de este t ermino
sobre el conjunto de funciones de prueba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Es evidente que la integral 	
 no tiene una soluci on anal tica en los t erminos
a
i
 Sin embargo se puede obtener su valor como funci on de los coecientes tem
porales bien mediante resoluci on num erica o bien haciendo un desarrollo en se
rie de Taylor del t ermino exponencial alrededor de un valor seleccionado previa
mente de los coecientes a
i
 La primera posibilidad requiere un elevado tiempo de
computaci on y esto es especialmente indeseable en aplicaciones de diseno y opti
mizaci on La segunda posibilidad no es rigurosa y no es v alida a no ser que las
condiciones de simulaci on est en pr oximas a la referencia
Una tercera posibilidad consiste en utilizar el denominado m etodo de la trans
formada r apida de Fourier 	fast Fourier transform FFT
 descrito por ejemplo en
Gottlieb y Orszag 	
 y Fletcher 	
 Muy brevemente el m etodo hace uso
de desarrollos en serie adecuados 	tales como las series de Fourier
 para evaluar de
manera recursiva los t erminos diferenciales del operador espacial Estas ideas se
combinan con un m etodo de colocaci on que supone la evaluaci on de los t erminos no
lineales en un conjunto dado de puntos del dominio espacial que se pueden hacer
coincidir por ejemplo con los ceros de la  ultima autofunci on emp rica utilizada para
 Captulo   Optimizacion de procesos distribuidos modelos reducidos
el desarrollo en serie del campo 	ver por ejemplo Theodoropoulou et al  que
aplican esta metodolog a a un problema unidimensional
 Sin embargo este m etodo
de colocaci on puede dar como resultado un elevado n umero de ODEs p ej en casos
en los que el dominio de denici on del proceso es bidimensional o tridimensional
Tambi en se ha considerado la aproximaci on de los t erminos no lineales utilizando
redes neuronales 	RicoMart nez et al 
 Sin embargo es bien conocido que el
entrenamiento de la red neuronal requiere la soluci on de un problema de optimizaci on
y la implementaci on pr actica del modelo conlleva mucha labor previa
En este trabajo se propone una nueva alternativa que se basa en la de denici on
de dos nuevos campos  y v como sigue
  exp	v
 	

v  g	u
 	

El sistema resultante consiste en  PDEs acopladas una para cada campo 	x
 y v
 As  suponiendo que la parte lineal del operador espacial corresponde al
operador Laplaciano 	L	 
  r

	 

 las ecuaciones resultantes quedar an
x
t
 L	x
 !  	
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r	v
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donde v
x

v
x

Este tipo de transformaci on ofrece las siguientes ventajas
 Es muy f acil de utilizar lo  unico que requiere es una reformulaci on del pro
blema que se puede realizar autom aticamente con un programa de manipu
laci on simb olica
 El sistema de PDEs resultante es completamente equivalente al original 	

donde los t erminos no lineales son polin omicos f acilmente manejables en el
m etodo de Galerkin
 Cada una de estas variables puede aproximarse por un desarrollo en serie de
la forma 	
 donde las funciones espaciales pueden calcularse utilizando el
m etodo POD
   Obtencion de modelos de orden reducido para procesos distribuidos 
 Por  ultimo aunque supone un incremento de ODEs en el modelo reducido
el n umero de ecuaciones nal ser a siempre menor que el resultante de usar el
m etodo de colocaci on salvo quiz as en el caso unidimensional
		 Generaci on del modelo reducido de forma autom atica
ejemplo ilustrativo
Con el n de realizar todas estas operaciones de manera autom atica se ha implemen
tado un programa en Mathematica
TM
que combinado con el presentado en el cap tulo
 de transformaci on de PDEs a ODEs realiza todas las operaciones necesarias para
la generaci on del modelo de orden reducido
 En primer lugar transforma el problema original seg un el tipo de condiciones
frontera y t erminos no lineales Y a continuaci on llama al programa de trans
formaci on de PDEs en ODEs por el m etodo NMOL 	generaci on del modelo
nominal

 Calcula la matriz de correlaci on a partir de los datos resultantes de la simu
laci on del modelo nominal adecuada al tipo de coordenadas y genera las
correspondientes autofunciones y autovalores
 Calcula la energ a total del sistema y la fracci on de energ a capturada por cada
autofunci on permitiendo as  el c alculo del n umero de autofunciones necesarias
para la generaci on del modelo reducido
 Dene el campo en funci on de las autofunciones Un m odulo especial se en
carga de calcular las funciones 
i
a partir de las funciones +
i
en el caso de
problemas en coordenadas cil ndricas Adem as genera las derivadas espa
ciales
 Calcula el modelo reducido a trav es de la proyecci on de Galerkin
 Por  ultimo transforma las ecuaciones resultantes en un formato adecuado para
su posterior resoluci on con un integrador
Algunos m odulos de este c odigo se incluyen en el ap endice V a n de ilustrar su
utilizaci on
 Captulo   Optimizacion de procesos distribuidos modelos reducidos
Ejemplo ilustrativo calentamiento de una esfera
Con el n de ilustrar la aplicaci on de la metodolog a presentada en este trabajo
se considera su aplicaci on a la simulaci on de un proceso sencillo que consiste en el
calentamiento de una esfera de radio R La formulaci on matem atica del problema
es como sigue
La temperatura dentro de la esfera viene descrita por la ecuaci on de conducci on
de calor en coordenadas esf ericas Suponiendo que hay simetr a el problema se
reduce a un problema unidimensional radial descrito por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sujeto a las condiciones frontera
T
r
	  t
   	

T 	R  t
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y a las condiciones iniciales
T 	r  
  T

	

donde T
ext
es la temperatura en el medio que rodea a la esfera y var a con el tiempo
A continuaci on se detallan los pasos a seguir para el desarrollo del modelo de
orden reducido
 En primer lugar y dado que la condici on frontera en r  R es no homog enea
se hacen las transformaciones adecuadas seg un lo expuesto en la secci on 
En este caso se har a una transformaci on del primer tipo 	ec 	

 ya que
la condici on frontera es de primer orden La nueva PDE queda como sigue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con condiciones frontera homog eneas
 Siguiendo los pasos descritos en la secci on  se simula un modelo nominal
obtenido a partir del uso del NMOL 	Schiesser 
 bajo un n umero de
condiciones para obtener de esta forma el conjunto de datos 	S
d

 En la
gura  se muestran los resultados t picos de resolver la ecuaci on 
   Obtencion de modelos de orden reducido para procesos distribuidos 
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Figura  Resultado t pico de la simulaci on de la variable transfor
mada  en el caso del calentamiento de una esfera Estos snapshots
ser an utilizados para la generaci on del modelo reducido
 La soluci on del problema de autovalores dado en la ec 	
 resulta en el
c alculo de las autofunciones emp ricas que se usar an en el m etodo de Galerkin
En la gura  se muestra la energ a capturada por las primeras autofunciones
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Figura  Energ a capturada por las primeras autofunciones
emp ricas en el problema de calentamiento de una esfera
Para este caso particular se observa que la cuarta autofunci on ya captura un
( de la energ a total as  que en esta ocasi on se utilizar an  funciones
prueba para el desarrollo del modelo En la gura  se muestran estas cuatro
funciones espaciales
 Captulo   Optimizacion de procesos distribuidos modelos reducidos
0 0.01 0.02 0.03 0.04
r (m)
Ψ1
0 0.01 0.02 0.03 0.04
r (m)
2
0.2
0.15
0.1
0.05
0
0.05
0.1 Ψ
0.1
0.05
0
0.05
0.1
0.15
0.2
0.25
0 0.01 0.02 0.03 0.04
r (m)
3Ψ 4Ψ
0.15
0.1
0.05
0
0.05
0.1
0.15
0.2
0 0.01 0.02 0.03 0.04
r (m)
0
0.02
0.04
0.06
0.08
0.1
Figura  Cuatro primeras autofunciones emp ricas para el caso del
calentamiento de una esfera
 Para el desarrollo del modelo de orden reducido se aplicar a el m etodo de
Galerkin Con tal n se obtienen las funciones 
i
a partir de las +
i
calculadas
en el apartado anterior por el m etodo propuesto en la secci on 
 Aplicando el m etodo de Galerkin se obtiene el modelo de orden reducido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siendo d
i
y b
ij
los coecientes del sistemas de ODEs calculados como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El modelo de orden reducido obtenido consistente en  ODEs se compar o
con el nominal calculado usando NMOL para varios perles de control con
 	  Aplicacion al procesamiento termico de alimentos 
resultados muy satisfactorios A modo de ejemplo se muestra en la gura 
la evoluci on temporal de la temperatura en varios puntos en el interior de la
esfera calculada con el modelo nominal y con el modelo de orden reducido
demostr andose la adecuada capacidad predictiva del modelo reducido con un
error m aximo de 
o
C
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Figura  Comparaci on de los modelos nominal 	l neas
 y reducido 	s mbolos

en la simulaci on del proceso de calentamiento de una esfera
 Aplicaci on al procesamiento t ermico de ali
mentos
El procesamiento t ermico de alimentos es una de las operaciones m as importantes de
la industria alimentaria Desde el trabajo pionero de Teixeira et al 	
 muchos
investigadores se han dedicado al desarrollo de nuevas metodolog as basadas en el
uso de modelos matem aticos del proceso para su diseno y optimizaci on Varios
art culos revisan los avances alcanzados en los  ultimos anos Silva et al 	

Ramesh 	
 Holdsworth 	
 Durance 	
 y Ramaswamy et al 	
 
 Captulo   Optimizacion de procesos distribuidos modelos reducidos
La optimizaci on din amica de este tipo de procesos contin ua siendo un problema
de gran inter es para la comunidad cient ca Ejemplos de algunos trabajos recientes
son los de Terajima y Nonaka 	
 Chalabi et al 	
 Willigenburg y Straten
	
 AlvarezV azquez y Mart nez 	
 y Kleis y Sachs 	

La mayor a de estos trabajos se basan en el uso de modelos m as o menos riguro
sos basados en las leyes de conservaci on expresadas generalmente como balances
microsc opicos De hecho la pr actica totalidad de los m etodos de la ingenier a de
procesos se basan en el uso de modelos y aunque el potencial del uso de modelos
matem aticos es enorme 	Fryer  Verboven et al 
 es habitual que la
complejidad de tales modelos implique un elevado coste computacional de simu
laci on Por supuesto las aplicaciones en tiempo real tales como optimizaci on en
l nea o control predictivo basado en modelo 	MPC
 que requieren una simulaci on
r apida del modelo quedan descartadas Ejemplos claros de esto son los procesos de
tratamiento t ermico de alimentos considerados en los cap tulos anteriores
Esta situaci on es frecuente en la ingenier a de alimentos y en particular en el
procesado t ermico ya que los modelos consisten PDAEs no lineales Por lo tanto la
resoluci on de problemas de diseno y optimizaci on que requieren un n umero elevado
de simulaciones 	Banga et al 
 se vuelve demasiado costosa para aplicaciones
industriales en tiempo real
En los  ultimos anos se han dedicado grandes esfuerzos a la b usqueda de mode
los simplicados del procesamiento t ermico de alimentos que conserven el car acter
predictivo del modelo riguroso basado en primeros principios pero cuya soluci on sea
m as r apida As  se han desarrollado modelos semiemp ricos 	por ejemplo Noronha
et al  Kim y Teixeira 
 que aunque  utiles en determinadas situaciones
	Teixeira et al 
 tienen algunas limitaciones
 Tienen car acter local es decir son v alidos  unicamente para un alimento par
ticular y unas condiciones experimentales particulares
 Debido a su naturaleza semiempirica no es posible conocer a priori la precisi on
que proporcionan o asegurar su robustez
 Por  ultimo no pueden utilizarse para calcular ciertas magnitudes relevantes
tales como la retenci on de nutrientes o propiedades organol epticas
Aqu  se presentar a el uso del m etodo POD descrito para la derivaci on de mode
los de orden reducido que describan de manera rigurosa el procesamiento t ermico
superando as  estas limitaciones
 	  Aplicacion al procesamiento termico de alimentos 
Descripcion matematica del procesamiento termico de alimentos
Tal y como se ha dicho en los cap tulos  y  los modos t picos de calentamiento
de alimentos son la conducci on y la convecci on siendo la conducci on el mecanismo
relevante en el calentamiento de s olidos y alimentos muy viscosos y la convecci on el
mecanismo m as relevante para alimentos l quidos
Con el n de describir el efecto que produce la temperatura en las propiedades
del alimento es preciso disponer de un modelo riguroso basado en los balances de
masa y energ a El modelo debe incluir adem as las ecuaciones que proporcionan la
variaci on de las concentraciones de posibles esporas de microorganismos presentes
en el alimento de manera que permiten calcular la seguridad del alimento Tambi en
habr a que incluir las din amicas correspondientes a las concentraciones de sustancias
responsables de la calidad del producto tales como vitaminas o enzimas En general
la variaci on temporal y espacial de tales variables que se denotar an de manera
general por x se puede describir mediante la PDE
x
t
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v alida en un dominio denido por las coordenadas espaciales   siendo v	x
 f	x

k	x
 y q	x     t
 funciones no lineales del campo v	x
 y k	x
 corresponden a t erminos
de convecci on y conducci on respectivamente mientras que q	x     t
 incluye posi
bles efectos de generaci on de calor Esta formulaci on permite la descripci on de
pr acticamente todos los procesos de calentamiento de alimentos incluyendo s olidos
y l quidos En el caso de la esterilizaci on t ermica de alimentos s olidos x  T 
q  v   y la Eqn 	
 resulta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con la condici on inicial T 	   t  
  T

	 
 Donde k	T 
 es la conductividad t ermica
y f	T 
 una funci on no lineal de la forma
f	T 
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 	

siendo  y c la densidad y la capacidad calor ca del alimento respectivamente La
ecuaci on 	
 describe la din amica de evoluci on de la temperatura en el s olido
La degradaci on de las esporas de microorganismos y la de los nutrientes puede
describirse tambi en utilizando la ecuaci on 	
 con las siguientes sustituciones
 Captulo   Optimizacion de procesos distribuidos modelos reducidos
 El campo general u se sustituye por la concentraci on de la especie de inter es
C
i
	t   

 El t ermino general de generaci on q	u     t
 se sustituye por la correspondiente
cin etica de degradaci on dependiente de la temperatura r
i
	C
i
  T 

Si se asume que la especie de inter es no se distribuye ni por convecci on ni por
difusi on como sucede por ejemplo en los alimentos s olidos v  k   y se obtiene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La cin etica de la destrucci on t ermica de microorganismos o la degradaci on de
nutrientes se asume que satisface una cin etica de pseudoprimer orden de acuerdo
con un modelo TDT 	thermal death time Stumbo 
 de manera que la ec 	

resultante es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donde el sub ndice i se reere bien a las esporas de microorganismos bien a los
nutrientes de inter es D
iref
y z
iref
se corresponden con los par ametros cin eticos
a la temperatura de referencia T
iref
 Con el n de resolver la ec 	
 deben
imponerse adem as condiciones frontera adecuadas
 Esterilizaci on t ermica de alimentos envasados
Con el n de ilustrar la aplicabilidad y ventajas de las t ecnicas propuestas en este
trabajo se ha seleccionado un problema de inter es industrial que consiste en la este
rilizaci on t ermica de alimentos envasados en recipientes cil ndricos Este problema se
puede considerar un cl asico ya que ha sido considerado por numerosos autores 	Silva
et al  Durance 
 Es importante resaltar el hecho de que esta metodolo
g a es general y aplicable a cualquier tipo de proceso t ermico independientemente
de la no linealidad del modelo resultante y de la geometr a del envase
En el caso considerado similar al discutido en la secci on  la ecuaci on de
transferencia de calor 	
 resulta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 
  Esterilizacion termica de alimentos envasados 
donde las propiedades de los alimentos se han supuesto independientes de la posici on
y de la temperatura Si se considera adem as un medio is otropo de manera que se
pueden imponer condiciones de simetr a la ec 	
 se reduce a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donde  es la difusividad t ermica Las condiciones frontera en el exterior del cilindro
son de la forma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N otese que ser a igualmente sencillo considerar coecientes de transferencia de calor
en la supercie del envase Sin embargo la anterior es la formulaci on habitual en
la bibliograf a Las condiciones de simetr a son 	considerando un cuarto del plano
medio
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Se asume adem as que la temperatura inicial del producto es uniforme
T 	r  z  
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La degradaci on t ermica de las esporas microbianas o de la calidad se modelizan
utilizando el modelo TDT 	ec 	

 La expresi on de la cin etica correspondiente
a los nutrientes permite el c alculo de la retenci on vol umica media a tiempo nal
lo que dar a una medida precisa de la calidad del producto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Adem as se considerar a la letalidad en el punto cr tico como medida de la destrucci on
de los microorganismos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Los par ametros del caso estudiado se presentan en la tabla  y corresponden
a un pat e de cerdo tal y como fue considerado por Teixeira et al	
 y Banga et
al 	
 entre otros
 Captulo   Optimizacion de procesos distribuidos modelos reducidos
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Tabla  Par ametros del problema de esterilizaci on de pat e de cerdo
		 Diseno del proceso
El problema de diseno consiste en calcular el tiempo de proceso para un perl de
control 	temperatura del autoclave
 constante dado con el n de garantizar una
letalidad m nima a tiempo nal 	Stumbo 

Idealmente la temperatura del autoclave 	T
ret
	t

 se divide en dos fases una
de calentamiento a una temperatura constante T
h
y otra de enfriamiento T
e
de
duraci on suciente para garantizar que todos los puntos dentro del alimento est an
por debajo de una temperatura dada 	de no ser as  la letalidad seguir a creciendo y
el problema estar a mal denido
 La duraci on del per odo de enfriamiento se toma
habitualmente como un ( del tiempo de calentamiento
Sin embargo esta descripci on ideal de la temperatura del autoclave no se co
rresponde con la real Esto se debe a restricciones f sicas tales como el per odo que
se requiere para que el autoclave alcance la temperatura de calentamiento deseada
	t
u

 y el tiempo requerido 	t
d

 para la bajada de temperatura hasta alcanzar la
temperatura de enfriamiento 	T
c

 	Alonso et al 

Por consiguiente aqu  se ha considerado un perl de temperatura m as realista
para la resoluci on del problema de diseno incluyendo los per odos de subida y bajada
gradual de temperatura descritos por rampas lo que se ajusta bastante a la realidad
En la gura  se representa gr acamente el perl de T
ret
utilizado N otese que
las pendientes de estas rampas se han considerado jas ya que provienen de las
limitaciones f sicas del calentamiento y enfriamiento
 
  Esterilizacion termica de alimentos envasados 
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Figura  Perl de temperatura t pico 	CRT
 durante un
proceso de esterilizaci on
La letalidad microbiana se mide habitualmente de dos formas en la primera
se calcula una media volum etrica 	F
s

 y en la segunda se calcula la letalidad en el
punto cr tico 	F
c

 que para geometr as regulares condiciones frontera sim etricas y
alimentos calentados por conducci on se toma como el centro geom etrico Para el
caso considerado en este trabajo y desde el punto de vista pr actico es suciente
considerar que el punto cr tico coincide con el centro geom etrico del cilindro Sin
embargo es importante destacar que para alimentos no homog eneos y anis otropos
el punto de menor letalidad al nal del proceso no coincide con el centro geom etrico
y de hecho no es un punto estacionario 	Banga et al 

Para un valor deseado de letalidad F
cobj
 y para unas temperaturas de calenta
miento y enfriamiento dadas el problema de diseno puede enunciarse como sigue
Encontrar el tiempo de calentamiento 	t
h

 para una cierta temperatura de ca
lentamiento 	T
h

 con el que alcanzar un valor deseado de letalidad 	F
cobj

 a tiempo
nal 	es decir despu es del per odo de enfriamiento
 El problema es equivalente a
encontrar los ceros de la funci on F
c
 F
cobj
que se dene como una funci on unidi
mensional de t
h

  F
c
	t
f

 F
cobj

Z
t
f


T
c
tT
Mref
Z
Mref
dt F
cobj
	

donde la temperatura en el punto cr tico 	T
c

 se calcula resolviendo la ecuaci on de
 Captulo   Optimizacion de procesos distribuidos modelos reducidos
transferencia de calor con las condiciones frontera dependientes de la temperatura
en el autoclave T
ret
	t
 Para la soluci on de la ecuaci on no lineal 	ec 	

 se ha
utilizado el m etodo de Muller implementado en la rutina DZREAL de IMSL
El diseno del proceso t ermico de un alimento envasado con una geometr a dada se
realiza habitualmente para un conjunto de temperaturas de calentamiento y un rango
de valores deseados para la letalidad en el punto cr tico Adem as se suele calcular
la retenci on de nutrientes equivalente para cada una de las soluciones obtenidas
de forma que es posible evaluar la inuencia de la condiciones de proceso en la
calidad del producto nal Los resultados obtenidos se presentan en modo gr aco
representando la retenci on de nutrientes frente a la temperatura de calentamiento
con un n umero de curvas que corresponden a distintos valores de la letalidad 	ver
por ejemplo Teixeira et al 
 Estas curvas son muy  utiles para visualizar el
impacto que tiene el cambio en las condiciones de operaci on en la calidad nal del
producto De hecho es muy f acil identicar qu e procesos corresponden a una mayor
retenci on de nutrientes para cada valor de la letalidad
En cuanto al tiempo de computaci on requerido para la resoluci on del problema
de diseno la resoluci on de la ec 	
 requiere un n umero reducido de evaluaciones
del modelo de manera que se puede resolver r apidamente en un PC Sin embargo
el c alculo de las curvas mencionadas que es el objetivo real requiere la resoluci on
de esa ecuaci on un n umero de veces relativamente elevado N otese que para la
evaluaci on de la funci on es necesario resolver el sistema de ecuaciones que describe
el proceso 	es decir la ecuaci on de conducci on de calor y la letalidad microbiana

Una vez se ha calculado el tiempo de calentamiento se calcula la retenci on de los
nutrientes integrando la correspondiente cin etica Por consiguiente como se ver a
el uso de modelos de orden reducido puede jugar un papel muy importante en la
reducci on del tiempo de computaci on total garantizando una buena precisi on en
los resultados
		 Optimizaci on din amica
El objetivo del problema de optimizaci on din amica del proceso de esterilizaci on
es alcanzar una soluci on de compromiso entre los efectos positivos y negativos del
procesamiento t ermico del alimento Es decir encontrar el perl de temperatura de
calentamiento 	T
ret
	t

 que asegura una letalidad microbiana predenida mientras
que se maximiza una cierta funci on objetivo por ejemplo la retenci on de nutrientes
a tiempo nal
 
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Cuando el problema se reduce a encontrar el mejor perl de calentamiento cons
tante 	perl CRT
 la soluci on se obtiene f acilmente mediante el proceso de diseno
descrito en la secci on anterior o de manera m as precisa combinando un m etodo de
optimizaci on con el proceso de diseno
El problema de encontrar el perl general  optimo de temperatura es m as com
plicado Teixeira et al 	
 fueron los primeros en considerar las ventajas de usar
un perl de calentamiento variable para maximizar la retenci on de nutrientes Para
ello utilizaron un m etodo ad hoc basado en la evaluaci on de diferentes perles de for
mas predenidas sin utilizar ning un m etodo de optimizaci on Saguy y Karel 	

fueron los primeros en formular el problema como un problema de optimizaci on
din amica presentado una soluci on basada en el uso del principio m aximo de Pon
tryagin y concluyendo que los perles variables 	perles VRT
 apenas ofrec an mejo
ras con respecto a los perles CRT en cuanto a la retenci on de nutrientes se reere
Nadkarni y Hatton 	
 criticaron esta metodolog a y presentaron una alternativa
basada en el principio m aximo distribuido Sin embargo algunos trabajos posteri
ores sugieren que los resultados obtenidos no eran  optimos probablemente debido
a alg un error en la simulaci on del proceso en la etapa de enfriamiento
En el trabajo de Banga et al 	
 se propone el uso de un m etodo directo
basado en CVP a n de transformar el problema original en un NLP que se resuelve
utilizando un m etodo de optimizaci on estoc astico 	ICRSDS
 Se consideraron varias
funciones objetivo concluyendo que para los casos en los que se maximizaba la
calidad supercial o se minimizaba el tiempo de proceso los perles VRT pod an
ser muy competitivos mejorando en muchos casos los resultados obtenidos con los
cl asicos CRT Estos resultados fueron conrmados posteriormente por otros autores
	ver por ejemplo las revisiones de Silva et al  o Durance 
 El problema
sigue siendo objeto de estudio como lo prueban los numerosos trabajos publicados al
respecto 	Terajima y Nonaka  Chalabi Willigenburg y Straten  Alvarez
V azquez y Mart nez  Kleis y Sachs 

Aqu  se considerar a la resoluci on del problema de maximizaci on de la retenci on
nal de nutrientes ret
N
	t
f

 imponiendo una restricci on sobre la letalidad y otra
sobre la temperatura nal en el punto cr tico Para ello se utilizar a un m etodo
directo basado en CVP y el modelo de orden reducido obtenido de la aplicaci on del
m etodo POD La formulaci on matem atica del problema es como sigue
Encontrar T
ret
	t
 en el intervalo t  "t

  t
f
# para maximizar
J  ret
N
	t
f

 	

sujeto a
 Captulo   Optimizacion de procesos distribuidos modelos reducidos
 la din amica del sistema ecs 	
	

 una restricci on a tiempo nal en la temperatura m axima permitida en el interior
del alimento
T
c
	r  z t  t
f

  T
maxt
f
r  z  V
T
	

 una restricci on en el valor de letalidad en el punto cr tico a tiempo nal
F
c
	t  t
f

  F
cobj
	

 l mite superior e inferior para la temperatura del autoclave la m axima ree
jando las limitaciones f sicas debido al l mite de presi on en el interior del autoclave
y la m nima debida a la temperatura del medio de enfriamiento
T
min
ret
 T
ret
 T
max
ret
	

		 Obtenci on del modelo de orden reducido
Al igual que se hizo con el caso del calentamiento de una esfera a continuaci on se
detallan los pasos a seguir para desarrollar el modelo de orden reducido
 En primer lugar se transforma el problema original con condiciones frontera
no homog eneas en un sistema equivalente homog eneo

t
!
T
ret
t
 L	
  	



r

!

r

r
!



z


 	

donde la nueva variable  tiene la forma   T  T
ret
 En esta formulaci on
equivalente la variable de control que es la temperatura del autoclave aparece
expl citamente en la PDE resultante
 La cin etica de degradaci on que posee un t ermino no lineal exponencial como
los descritos en la secci on  se incluye en esta formulaci on a trav es de una
transformaci on del tipo 	

  exp	
ln 
D
iref
w
  	

que en combinaci on con 	
 resulta en la PDE

t
!
ln 
D
iref
	!

T
ret
t
 	



r

!

r

r
!



z



ln 
D
iref
	

r

r


z

z
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con condiciones frontera homog eneas
 
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N otese que con esta transformaci on la no linealidad de tipo exponencial que
aparec a en el modelo original se reduce a un t ermino bilineal en las derivadas
espaciales de  y  permitiendo la aplicaci on del m etodo de Galerkin Las
condiciones iniciales para 	
 y 	
 son
	r  z  
  T

 T
ret
	
 	

	r  z  
  exp	
ln 
D
iref
	r  z  

  	

 La evoluci on de la concentraci on de nutrientes se describe en funci on de las
nuevas variables
lnC
N
t
 	
ln 
D
Nref

 exp	
T
ret
	t
 T
Nref
z
Nref

		r  z  t
 ! 
 	

donde por conveniencia se usa lnC
N
en lugar de C
N

 Se ha simulado el modelo nominal utilizando el m etodo NMOL 	Schiesser

 En las guras  se muestran resultados t picos y a modo de
ejemplo  snapshots de la matriz S
d
para cada una de las variables
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riable  en el problema de esterilizaci on
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riable 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 Una vez recopilados los datos se resuelve el problema de autovalores En la
gura  se muestra la energ a capturada por las primeras autofunciones
para cada una de las tres variables
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Figura  Energ a capturada por las primeras
autofunciones emp ricas en el problema de esteri
lizaci on de alimentos
 
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 De la gura  se deduce que para describir el proceso de manera muy precisa
basta con tomar  autofunciones para describir la variable  otras  para  y
 para lnC
n
capturando de esta forma un ( de la energ a total Estas
autofunciones se muestran en las guras 	
  	

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 Autofunciones emp ricas para la descripci on de la va
riable  en el problema de esterilizaci on
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Figura  Autofunciones emp ricas para la descripci on de la va
riable lnC
N
en el problema de esterilizaci on
 Cada una de estas variables puede aproximarse por un desarrollo en serie de
la forma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
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 Como paso previo a la generaci on del modelo reducido se calculan las fun
ciones  a partir de las funciones + tal y como se hizo para el caso del calen
tamiento de la esfera El modelo de orden reducido se calcula sustituyendo las
 Captulo   Optimizacion de procesos distribuidos modelos reducidos
expresiones 	
 en las ecuaciones 	
 y proyectando sobre las
autofunciones propias calculadas para   y lnC
N
 De esta forma se obtiene
la din amica de los coecientes temporales a
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con i    k
N
j    k

Donde los t erminos b y c en las ecuaciones 	
	
 se calculan a partir
de la proyecci on de Galerkin
b
ij

Z
V T

i
	r  z
L	
j
	r  z

dV i    k

j    k

	

b
ij

Z
V T

i
	r  z
L	
j
	r  z

dV i    k

j    k

	

con L  	


r

!

r

r
!


z



b
ijk
 
ln 
D
ref
Z
V T

i
	

k
r

j
r


k
z

j
z

dV 	

con i  j    k

y k    k


b
Nij

Z
V T

Ni

j
dV i    k
N
j    N

	

c
i

Z
V T

i
	r  z
dV i    k

	

 
  Esterilizacion termica de alimentos envasados 
c
i

Z
V T

i
	r  z
dV i    k

	

c
Ni

Z
V T

Ni
	r  z
dV i    k
N
	

Finalmente se obtiene el modelo reducido que consta de un total de  ODEs 
ODEs describen la distribuci on de temperaturas  ODEs describen la degradaci on
de nutrientes y la ecuaci on restante describe la letalidad en el punto cr tico 	F
c


		 Validaci on del modelo de orden reducido
Con el n de evaluar la calidad del modelo dado por las ecs 	
	
 se ha
considerado un perl de calentamiento CRT t pico como el presentado en la gura

Para la soluci on del modelo nominal se ha utilizado el m etodo num erico de las
l neas 	Schiesser 
 con un nivel de discretizaci on espacial de   elementos
y una aproximaci on de segundo orden garantizando as  una gran precisi on en los
resultados Despu es de aplicar NMOL el modelo nominal result o en  ODEs
 para describir la distribuci on de temperaturas una ecuaci on para la evaluaci on
de la letalidad en el punto cr tico 	F
c

 y las  restantes para el c alculo de la
distribuci on de concentraci on de nutrientes en el interior del alimento Para la reso
luci on de ambos modelos se ha utilizado LSODA 	Hindmarsh 
 integrador
est andar basado en el m etodo BDF lo que permite la resoluci on de problemas
r gidos
En la gura  se presenta la evoluci on de la temperatura en un conjunto de
puntos del interior del alimento obtenida con ambos modelos Dado que la letalidad
microbiana en el punto cr tico 	F
c
	t

 y la retenci on vol umica media 	ret
N
	t

 son
magnitudes de inter es para la resoluci on de los problemas de diseno y optimizaci on
tambi en se realiza una comparaci on de los valores predichos por ambos modelos
Los resultados se representan en las guras  y  respectivamente
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Como se observa en las guras el modelo de orden reducido representa con gran
precisi on la din amica del proceso siendo pr acticamente indistinguibles los resultados
obtenidos por uno y otro modelos Esto es especialmente importante si se tiene
en cuenta que el tamano del modelo nominal es  veces el tamano del modelo
reducido No es por tanto sorprendente que en  s 	PC Pentium III  MHz
 se
realicen  evaluaciones del modelo reducido mientras que la simulaci on del modelo
nominal requiere  s de tiempo de computaci on Parece pues evidente que el
modelo reducido calculado en este trabajo ser a un muy buen candidato para la so
luci on r apida y precisa de los problemas de diseno y optimizaci on descritos en las
secciones  y  respectivamente
		 Resultados del problema de diseno
Para la resoluci on del problema de diseno se utiliza el modelo de orden reducido
formado por  ODEs que describen el comportamiento de la temperatura y una
ODE extra para el c alculo de la letalidad en el punto cr tico Una vez se ha resuelto
la ec 	
 se resuelve el modelo completo de  ODEs permitiendo el c alculo de
la retenci on de nutrientes correspondiente a la soluci on hallada
Para el modelo nominal se ha utilizado en este caso una discretizaci on de 
nodos Este modelo aunque de dimensi on menor que el utilizado en la validaci on
del modelo reducido ofrece una precisi on razonable para las aplicaciones de diseno
y optimizaci on y el coste computacional disminuye notablemente El modelo resul
tante consiste en  ODEs para la descripci on de la temperatura una ODE extra
para la evaluaci on de F
c
 y un total de  ODEs para el caso en el que se calcula
la retenci on vol umica media de nutrientes
El uso del modelo de orden reducido permite reducciones de hasta  veces en
tiempo de c alculo en cuanto a simulaci on se reere realizando hasta  simu
laciones en  s mientras que para el modelo nominal s olo se realizan  Como
consecuencia las reducciones en tiempo de computaci on del proceso total de diseno
son como se ver a muy importantes
Se han calculado los tiempos de calentamiento para  valores diferentes de le
talidad 	F
cobj

 dentro de un rango de valores entre  y  minutos y  valores
de temperatura de calentamiento comprendidos entre 
o
C y 
o
C En total son
 los problemas de diseno a resolver Usando el modelo reducido el coste com
putacional total asciende a tan solo s mientras que para el modelo nominal se han
requerido s alcanzando en ambos casos resultados muy semejantes Estos resul
 Captulo   Optimizacion de procesos distribuidos modelos reducidos
tados se muestran en las guras  y  donde la retenci on nal de nutrientes
y los tiempos de computacion se representan frente a la temperatura del autoclave
para varios valores de la letalidad
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Figura  Resultados obtenidos con el modelos reducido para el pro
blema de diseno del proceso de esterilizaci on retenci on de nutrientes
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Figura  Resultados obtenidos con el modelos reducido para el pro
blema de diseno del proceso de esterilizaci on tiempo de calentamiento
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		 Resultados del problema de optimizaci on din amica
EL problema de optimizaci on din amica considerado responde a la formulaci on pre
sentada en la secci on  con una restricci on en la letalidad a tiempo nal F
cobj

 s que corresponde al ejemplo I considerado en el trabajo de Banga et al 	

Para resolver este problema se ha utilizado la  ultima versi on del m etodo ICRSDS
	Banga et al  Banga et al 

El objetivo aqu  es evaluar la reducci on en tiempo de computaci on resultante
de utilizar un modelo de orden reducido N otese que el uso de un m etodo de opti
mizaci on determinista podr a ser m as adecuado para aplicaciones en tiempo real ya
que como se observaba por ejemplo con TNHp la convergencia es muy r apida Sin
embargo los resultados obtenidos en cuanto al aumento de eciencia se reere son
extrapolables al caso en el que se utilice un m etodo determinista Es m as la relaci on
entre los tiempos de computaci on aumentar a debido al c alculo de las sensibilidades
con respecto a las variables de control
Una vez m as para el modelo nominal se ha utilizado una malla de   
nodos resultando en un conjunto de  ecuaciones que puede ser evaluado a una
velocidad de  simulaciones por segundo 	PC Pentium IIIMhz
 El modelo de
orden reducido consta de  ODEs tal y como se describi o en la secci on  con
una media de  evaluaciones por segundo Por consiguiente para un n umero jo
de evaluaciones se podr an obtener reducciones de hasta  veces en los tiempos de
computaci on
La resoluci on del problema de optimizaci on din amica con el modelo de orden re
ducido result o en un valor de retenci on m aximo de un ( 	en concordancia con los
resultados presentados por Banga et al 
 en menos de  s de c alculo El perl
de control  optimo y el valor de la temperatura en el punto cr tico correspondiente
se presentan en la gura  mientras que en las guras  y  se representan
la retenci on vol umica media y la letalidad en el punto cr tico respectivamente
 Captulo   Optimizacion de procesos distribuidos modelos reducidos
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Figura  Perl de control  optimo y temperatura en el punto
cr tico para el proceso de esterilizaci on de alimentos Resultados
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El uso del modelo nominal llev o a resultados similares pero con un tiempo nal de
computaci on de  s Por lo tanto se ha reducido el tiempo total en  veces ya que
la optimizaci on del modelo reducido ha requerido un menor n umero de evaluaciones
de la funci on lo que supone una ventaja adicional
Aunque estos resultados demuestran las ventajas de usar un modelo de orden
reducido una comparaci on m as detallada permitir a extraer nuevas conclusiones En
la gura  se presenta una comparaci on de las curvas de convergencia de los dos
procesos de optimizaci on En esta gura destaca la superioridad del uso del modelo
reducido en t erminos de eciencia empezando con un perl inicial que resulta en
una retenci on de menos de un ( se alcanza un valor de aproximadamente un (
en tan solo  s casi el mismo tiempo de computaci on requerido para realizar la
primera evaluaci on del modelo nominal 	 s
 Adem as el uso del modelo reducido
lleva a un valor de retenci on por encima de un ( suciente para la mayor a de
las aplicaciones pr acticas con s olo  s de c alculo
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Figura  Comparaci on de las curvas de convergencia de la opti
mizaci on del proceso de esterilizaci on utilizando el modelo nominal
y el modelo reducido
Estos resultados demuestran que el modelo reducido puede ser utilizado de ma
nera eciente no s olo para la resoluci on de problemas de optimizaci on din amica sino
 Captulo   Optimizacion de procesos distribuidos modelos reducidos
tambi en para aplicaciones como optimizaci on en tiempo real o en control predictivo
basado en modelo
	 Conclusiones
En este cap tulo se ha presentado una nueva metodolog a para el desarrollo de mo
delos reducidos aplicados a la resoluci on de problemas tales como el de diseno y
optimizaci on din amica
Se ha aplicado con  exito esta nueva metodolog a al problema de esterilizaci on
t ermica de alimentos obteni endose aceleraciones de hasta  veces respecto a mo
delos nominales
Las posibilidades de este m etodo son muy amplias ya que es f acilmente aplicable
a la resoluci on de problemas distribuidos de muy diversa  ndole con t erminos no
lineales e independientemente de la geometr a
           
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Conclusiones
En este trabajo se ha abordado el desarrollo de nuevas metodolog as de optimizaci on
din amica de procesos distribuidos con  enfasis en su eciencia y robustez Como
punto de partida se ha elegido el esquema de parametrizaci on del control m etodo
directo que transforma el problema original en un problema de programaci on no
lineal 	NLP
 principal con un subproblema de valor inicial A continuaci on se deta
llan los principales resultados y aportaciones realizadas y se apuntan algunas l neas
de trabajo para el futuro
La primera parte de esta investigaci on se ha centrado en el desarrollo de m etodos
de optimizaci on deterministas locales que hacen uso de informaci on de segundo
orden exacta para resolver m as ecazmente el NLP principal Como resultados m as
relevantes cabe destacar
 El c alculo te orico riguroso de las sensibilidades param etricas de segundo or
den y sus proyecciones Esta derivaci on se ha hecho para procesos generales
distribuidos descritos por sistemas de ecuaciones en derivadas parciales dife
renciales ordinarias y algebraicas En este contexto se ha desarrollado e im
plementado una herramienta computacional basada en c alculo simb olico que
permite la generaci on autom atica de dicho conjunto de sensibilidades de tal
forma que facilita su aplicaci on a la resoluci on de diversos tipos de problemas
de optimizaci on de sistemas din amicos
 La implementaci on de un nuevo m etodo determinista local basado en el
m etodo de parametrizaci on de control y un m etodo Newton modicado 	qN

 que hace uso de la evaluaci on de las sensibilidades param etricas obtenidas
te oricamente para calcular de forma muy eciente el gradiente y el Hessiano
exactos
 El desarrollo de un segundo m etodo determinista local 	TNHp
 basado en un
m etodo de Newton Truncado que hace uso del gradiente y Hessiano proyec
tado calculados a partir de las sensibilidades de primer y segundo orden

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proyectadas Esta estrategia permite la resoluci on eciente de problemas de
optimizaci on din amica de dimensi on elevada El m etodo se ha complemen
tado con una t ecnica de renado de la aproximaci on del control RTNHp
que permite alcanzar niveles de discretizaci on de control muy elevados con un
moderado coste computacional posibilitando la soluci on eciente de proble
mas cuyas pol ticas  optimas tienen formas caprichosas
 La validaci on de estos m etodos considerando la resoluci on de un amplio con
junto de problemas de control  optimo del  ambito de la ingenier a de pro
cesos demostrado la superioridad de los nuevos m etodos que hacen uso de
informaci on exacta frente a los que emplean diferencias nitas Estos nuevos
m etodos 	y en particular TNHp
 tambi en se han comparado muy favorable
mente con los c odigos de optimizaci on din amica m as establecidos en la actua
lidad 	IDP y gOPT
 siendo capaces de igualar y en varias ocasiones mejorar
soluciones previamente publicadas
El problema NLP principal que resulta de aplicar la parametrizaci on del control
es frecuentemente multimodal debido a la naturaleza no lineal de la din amica de mu
chos procesos as  como a la presencia de diversos tipos de restricciones La segunda
parte de este trabajo se ha ocupado del estudio y desarrollo de m etodos de opti
mizaci on global para resolver estos problemas de forma robusta Como aportaciones
m as relevantes se senalan
 El an alisis comparativo de varios m etodos de optimizaci on global de tipo es
toc astico tanto secuenciales como basados en poblaciones as  como de varios
m etodos deterministas locales para renar las soluciones de los primeros
 La implementaci on de un nuevo m etodo h brido de optimizaci on global HyMDO
basado en la combinaci on de los m etodos estoc astico y determinista m as com
petitivos En una primera etapa el m etodo estoc astico permite alcanzar la
vecindad del  optimo global A continuaci on en una segunda etapa el m etodo
determinista local permite renar la soluci on de forma eciente
 La aplicaci on de esta nueva metodolog a a la resoluci on de un conjunto de
problemas de control  optimo multiobjetivo yo multietapa El m etodo h brido
ha demostrado ser muy robusto igualando o incluso superando los resultados
obtenidos con otros m etodos globales con la ventaja adicional de una gran
reducci on del tiempo c alculo
Conclusiones 
La tercera parte de este trabajo se ha dedicado a la resoluci on de problemas de
optimizaci on din amica de procesos distribuidos con  enfasis en procesos t ermicos de
la industria alimentaria mediante el uso de las herramientas desarrolladas previa
mente Como resultados principales destacan
 La extensi on del m etodo TNHp para la resoluci on de problemas de control
 optimo de procesos distribuidos mediante el estudio te orico y pr actico de
m etodos de resoluci on avanzada del problema de valor inicial extendido Es
tos m etodos hacen uso de las propiedades del Jacobiano total del sistema
incrementando la eciencia del proceso global de optimizaci on
 La aplicaci on de esta metodolog a a la resoluci on de un conjunto de problemas
entre los que destaca el control  optimo de la esterilizaci on t ermica de alimen
tos y el de optimizaci on din amica del procesamiento t ermico de alimentos en
hornos mixtos microondasconvecci on En este  ultimo caso se ha realizado una
validaci on experimental de las pol ticas  optimas obtenidas
Estos estudios pusieron de evidencia una limitaci on fundamental el elevado
coste de cada simulaci on de un sistema din amico distribuido limita la aplicaci on
de t ecnicas iterativas que requieren un n umero signicativo de dichas simulaciones
Por ello la  ultima parte de este trabajo se concentr o en tratar de reducir dicha
limitaci on Como aportaci on m as relevante destaca
 El desarrollo te orico del c alculo de modelos de orden reducido basados en la
expansi on de KarhunenLoeve 	o m etodo de descomposici on ortogonal propia

con extensiones apropiadas para el manejo de t erminos no lineales as  como de
geometr as cil ndricas y esf ericas Adem as se ha desarrollado una herramienta
computacional que permite generar de forma autom atica tales modelos
 Su aplicaci on a la simulaci on diseno y optimizaci on din amica del proceso de
esterilizaci on t ermica de alimentos Los resultados conrman su gran poten
cial permitiendo una reducci on muy signicativa de tiempos de c alculo en
problemas de diversa  ndole con independencia de la geometr a o grado de no
linealidad
Tareas para el futuro
En el futuro cercano se pretende extender y aplicar estas metodolog as con  enfasis
en la reducci on de modelos a la resoluci on de problemas distribuidos denidos en
 Conclusiones
geometr as tridimensionales generales que combinen los fen omenos de transferencia
de masa y energ a con los de momento y todo ello considerando posibles t erminos
de generaci on no lineales Esto permitir a la optimizaci on din amica posiblemente
en tiempo real de procesos con ujo lo que supone abarcar la pr actica totalidad de
los procesos de inter es en la industria alimentaria y biotecnol ogica
Asimismo se pretende desarrollar controladores predictivos basados en modelo
	MPC model predictive controllers
 que puedan operar en tiempo real y que sean
f acilmente transferibles a estos sectores industriales
           
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Ap endice I
En este ap endice se muestran algunos m odulos programados en Mathematica
TM
para
la generaci on del sistema de ODEs a partir del uso del m etodo NMOL y la infor
maci on relevante para la integraci on eciente del sistema extendido
 Introducci on de datos
 DECLARACION DEL PROBLEMA EN PDEs CASO D DATOS A INTRODUCIR
POR EL USUARIO
tit Titulo del problema a resolver
nodes N de ODEs acopladas al sistema de PDEs
ncontrol Numero variables de control  Vi
lx Longitud segun eje x  r si coordenadas cilindricas
lz Longitud segun eje z
nx Nivel de discretizacion espacial segun x	r
nz Nivel de discretizacion espacial segun z
cftx
	cftxlTipo de condicion de contorno inicial	final en x	r
cftz
	cftzlTipo de condicion de contorno inicial en z
Tipos posibles Dirichlet  U U
Neumann   UX U
cfx
 cfxl Condicion de contorno inicial	final en x	r
cfz
 cfzlCondicion de contorno inicial	final en z
ci  Condicion inicial
coordtype sistema coordenadas cartesianas   	cilindricas  
OJO en el caso de cilindricas esto va a afectar
al calculo en r
 dado que existe una singularidad
fd Metodo de discretizacion
fd METODO DE ORDEN    PUNTOS
fd METODO DE ORDEN    PUNTOS
PDE UT UTf UUXUXX
ODES Ecuaciones diferenciales ordinarias
 Ejemplo Calentamiento de un cilindro 	cilindronb

titCALENTAMIENTO DE UN CILINDRO
nodes
 ncontrol
lxRtot lzLtot

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nx nz ntnxnznodes
cftx
 cfx


cftz
 cfz


cftxl cfxlh cU
cftzl cfzlh cU
ci

coordtype
fd
UTk UXX 	RUXUZZ
 Para el caso R
 Ifcoordtype UTk UXXUZZ
 Denici on de las funciones de derivaci on en un package 	PDEsToODEsm

BeginPackagePDEsToODEs
 Funciones que aparecen en este package
DERVusage
DERVNDIMFrdelta
Calcula una aproximacion de orden    puntos para
una derivada parcial espacial de orden 
Argumentos NDIM Nivel de discretizacion
F Funcion a discretizar
rdelta Parametro fijo de la discretizacion
DERVusage
DERVNDIMFrdelta
Calcula una aproximacion de orden    puntos para
una derivada parcial espacial de orden 
Argumentos NDIM Nivel de discretizacion
F Funcion a discretizar
rdelta Parametro fijo de la discretizacion
BeginPrivate
 FUNCION DE APROXIMACION DE ORDEN 
DERVNDIMFrdelta
Flatten
Join
rdelta FFF
Tablerdelta Fi
 Fi FiiNDIM
rdelta FNDIM FNDIM  FNDIM

 FUNCION DE APROXIMACION DE ORDEN 
DERVNDIMFrdelta
Flatten
Join

rdelta 
FFFFF
rdelta F
FFFF
Tablerdelta FiFi
FiFi
FiiNDIM
rdelta FNDIMFNDIMFNDIM

FNDIMFNDIM
rdelta FNDIMFNDIMFNDIM
FNDIM
FNDIM

End
EndPackage
 Aplicaci on del m etodo NMOL
StatisticsDataManipulation
 Aplica condiciones de contorno de Dirichlet
Ifcftx
 ColumnUCFX
  IfcftxlColumnUnxCFXL
Ifcftz
UCFZ
 IfcftzlUnzCFZL
 CALCULO DE UX Y UXX  DERIVADAS PARCIALES RESPECTO A X	R
Foriinz
YXColumnUiUXUXX
IffdUDDERVnxYXrdx
IffdUDDERVnxYXrdx
Ifcftx
UDcfx

IfcftxlUDnxcfxl
UXUD
ForjjnxURjiUXjj
IffdUXXDERVnxUXrdx
IffdUXXDERVnxUXrdx
ForjjnxURRjiUXXjj
i
 CALCULO DE UZ Y UZZ  DERIVADAS PARCIALES RESPECTO A X	R
UD
Foriinx
YXUiUYUYY
IffdUDDERVnzYXrdz
IffdUDDERVnzYXrdz
Ifcftz
UDcfz

IfcftzlUDnzcfzl
UYUD
ForjjnzUZijUYjj
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IffdUYYDERVnzUYrdz
IffdUYYDERVnzUYrdz
ForjjnzUZZijUYYjj
i
 CALCULO DE UT en el caso se coordenadas cilindricas se aplica
Lhopital para evitar la singularidad
IfcoordtypeUTUT 
 C alculo del Jacobiano y c alculo de los vectores que indican la estructura dis
persa correspondiente
 CALCULO DEL JACOBIANO
MJTablemjijintjnt
UTColumnformJoinFlattenUTODES k Foriint
Forjjnt MJijSimplifyDUTColumnformiyj
ji
 CALCULO DE INFORMACION RELATIVA A DISPERSION k
Forjjnt
Foriint
IfToStringMJij 
jaki
kk
i
iajk
j nnzkJATablejajjnnz
iaIATableiajjnt
 C alculo de sensibilidades de primer y segundo orden
 CALCULO DE SENSIBILIDADES DE ORDEN  Y ORDEN   HP
 SENSIBILIDADES DE ORDEN  Sdotj JSjPartial f 
 Genera vectores y matrices utiles
NotebookOpenTRSENSDnb
Forj   j  ncontrol
Sdotj  MJSj  DFUTCjj 
 SENSIBILIDADES DE ORDEN   PROYECTADAS SdotjMJSj 
Sum Partial MJ p Sj Sum Partialjk f p
Forj jncontrol
Sdotj
MJSj  DMJcjSj DUTCSDeltajj
Ap endice II
En este ap endice se muestran los cheros de implementaci on del problema de opti
mizaci on din amica del calentamiento de un cilindro para su resoluci on con gOPT
 Fichero gPROMS donde se implementa el modelo din amico del sistema

cilidrogPROMS Calentamiento de un cilindro de patata por
conduccion

DECLARE
TYPE
Temperature  
  

  


 UNIT  DEGC
Numero  

  E

  E


NoType  

  e  e 
END  Declare

MODEL CylSolid

PARAMETER
 Propiedades del material
K AS REAL
RHO AS REAL
Cp AS REAL
H AS REAL
alphat AS REAL
 Geometria
Rtot Ltot AS REAL
ZL AS REAL
PI AS REAL
DISTRIBUTIONDOMAIN
raxis AS   
  Rtot 
zaxis AS   
  Ltot 

 Apendice II 
VARIABLE
Tsolid AS DISTRIBUTION  raxiszaxis of Temperature
Text AS Temperature
 Variables optimizacion
Tmin AS Numero
Tmax AS Numero
Tdif AS Numero
zetaavr AS Numero
SET
PI  
  ATAN 

ZL  
  Ltot  ZL Altura maxima cilindro
alphat  K	 RHOCp
BOUNDARY
 Condicion frontera ! zLtot
FOR r  
" TO Rtot" DO
PARTIAL  Tsolid  r  Ltot zaxis  H TextTsolid rLtot	K
END  for r
 Condicion frontera ! rRtot
FOR z  
" TO Ltot" DO
PARTIAL  Tsolid  Rtot  z raxis  H TextTsolid Rtotz	K
END  for z
PARTIAL  Tsolid  Rtot  Ltot raxis  H TextTsolid RtotLtot	K
 Condiciones de simetria ! r
 y ! z

PARTIAL  Tsolid 
"  
"Ltot raxis  


PARTIAL  Tsolid 
  Rtot  
" zaxis  


EQUATION
 Ecuacion de Fourier
FOR r  
" TO Rtot" DO
FOR z  
" TO Ltot" DO
#Tsolid rz 
alphat PARTIAL Tsolid rzraxisraxis
  
	rPARTIAL Tsolid rzraxis
 PARTIAL Tsolid rzzaxiszaxis
END  for r
END  for z
TminMIN Tsolid   
TmaxMAX Tsolid   
TdifTmaxTmin
 Funcion objetivo
zetaavr   
	 RtotRtotLtotINTEGRAL
 r 
Rtot  z 
Ltot r Tsolid rz

$

END  model CylSolid

PROCESS cil

UNIT
cilindro AS CylSolid
SET
WITHIN cilindro DO
 system dependent parameters
K   E   W	cm DEGC
RHO  
   g	cm
Cp     J	g DEGC
H   E   W	 cm DEGC
Rtot     cm
Ltot     cm
 Malla NMOL
raxis   CFDM  
  
zaxis   CFDM  
  
END  within cilindro
ASSIGN
WITHIN cilindro DO
Text  

  DEGC
END  within cilindro
PRESET
WITHIN cilindro DO
FOR r 
" to Rtot" DO
FOR z 
" to Ltot" DO
Tsolid rz  

END  for r
END  for z
Tmin  

Tmax  

Tdif  


zetaavr 
  es decir  

$
END  within cilindro
INITIAL
WITHIN cilindro DO
FOR r 
" to Rtot" DO
FOR z 
" to Ltot" DO
Tsolid rz  

END  for r
END  for z
 Apendice II 
END  within cilindro
SCHEDULE
CONTINUE FOR 


END  process
 Fichero gOPT donde se especican las caracter sticas de la parametrizaci on
de control as  como restricciones par ametros etc
 CILgOPT
 Tiempo final de proceso tf


HORIZON


  

  


 Discretizacion de control elementos temporales
INTERVALS




  

  




  

  




  

  




  

  




  

  




  

  




  

  




  

  




  

  


 Perfil inicial de control elementos constantes
PIECEWISECONSTANT
cilindroText
INITIALPROFILE



  
  






  
  






  
  






  
  






  
  






  
  






  
  






  
  






  
  






  
  



MINIMISE cilindrozetaavr
Ap endice III
En este ap endice se muestran los cheros de implementaci on del problema de op
timizaci on din amica del proceso de difusi on a trav es de una membrana para su
resoluci on con PDECON
 Fichero for donde se incluye la din amica del sistema la funci on objetivo y las
restricciones si hubiese
C membranefor
SUBROUTINE SYSFUN NOPARNPARMAXPARNOOPARNPDEMAXPDENCPL
	 MAXCPLNRESNEQUNCONFMAXCOFMAXDDP
	 NTIMENDISMAXDISNNDISMMAX
	 NMAXMAXTIMOPARUU
UXUXXUPVV
VP
	 CCX
	 fzGDGXTIAREALEFTRIGHTIFLAG
	 SDDPLOTODPLOTTIMEFLUXFLUXX
	 FLUXUFLUXUXFLUXPX
C
IMPLICIT NONE
INTEGER NOPARMAXPARNOOPARNPDEMAXPDENCPLMAXCPL
	 NRESNEQUNCONFMAXCOFMAXDDPNTIME
	 NDISMAXDISNNDISMMAXNMAXMAXTIM
	 IAREAIFLAG
INTEGER NPAR MAXCOF
DOUBLEPRECISION OPAR MAXPARU MAXPDEU
 MAXPDEUX MAXPDE
	 UXX MAXPDEUP MAXPDEV MAXCPLV
 MAXCPL
	 VP MAXCPLC MAXPDECX MAXPDEfz
	 G MMAXDG MMAXNMAXXTS MAXCOF
	 DDPLOT MAXDDPODPLOT MAXTIMMAXCPL
	 TIME MAXTIMFLUX MAXPDEFLUXX MAXPDE
	 FLUXU MAXPDEMAXPDEFLUXUX MAXPDEMAXPDE
	 FLUXPX MAXPDE
LOGICAL LEFTRIGHT
INTEGER IJKL

 Apendice III 
C
IF   IFLAGLE
OR IFLAGGT
 RETURN
C C CONSTANT DATA C
GOTO  













 






 IFLAG
RETURN
C C FLUX FUNCTION C


 CONTINUE
RETURN
C C RIGHTHAND SIDE OF PDES C


 CONTINUE
UP   UXX 
U 	 U U 	 U 
UP   UXX 
RETURN
C C INITIAL VALUES OF PDES C


 CONTINUE
U
   


U
   


RETURN
C C RIGHTHAND SIDE OF ODES C


 CONTINUE
RETURN
C C INITIAL VALUES OF ODES C


 CONTINUE
RETURN
C C BOUNDARY FUNCTIONS C


 CONTINUE
IF  LEFT THEN
C   

C   S 
ENDIF
IF  RIGHT THEN
C   

C   S 
ENDIF
RETURN
C C BOUNDARY GRADIENTS C


 CONTINUE
RETURN
C C INTEGRAND OF COST FUNCTION C
 

 CONTINUE
f U   DATAN 

D
T
RETURN
C C CONSTRAINTS C


 CONTINUE
RETURN
C C EVALUATION OF FLUXU FLUXUX FLUPX C



 CONTINUE
RETURN

C
END
C
  Fichero donde se indican las caractersticas del proceso de optimizacion
Cmsdevprojectsevapdeconmembrane
Neittaanmaki  
Test
Piecewise constant Control
constant control
EBC
NOOPAR 





NCONF  




NPAR  




NPAR  




NPDE  




NPAE  





NCPL  





NCPB  




NRES  





NEQU  





NTIME  

NOUT  
DQUPOI 




APRMET 





FLFLAG 





APFLUX 




E


OPTMET 





OPTP  




OPTP  




IPRINT 




OPTE  



E

OPTE  



E
ODEP  




ODEP  




 
 
 
 

ODEP  




BANDED 





ODEE  



E
ODEE  



E
ODEE  



E
FTYPE  




LOCUS  




PDECPL 




PCLP  




ODECPL 





CTYPE  




 Apendice III 
TSTART 




E


TSTOP  



E


XSTART 




E


COMP 



E

 
 
 
OPAR 










E

 










E

 









E

OPAR 










E

 










E

 









E

OPAR 










E

 










E

 









E

OPAR 










E

 










E

 









E

OPAR 










E

 










E

 









E

OPAR 










E

 










E

 









E

OPAR 










E

 










E

 









E

OPAR 










E

 










E

 









E

OPAR 










E

 










E

 









E

OPAR
 










E

 










E

 









E

OPAR 










E

 










E

 









E

OPAR 










E

 










E

 









E

OPAR 










E

 










E

 









E

OPAR 










E

 










E

 









E

OPAR 










E

 










E

 









E

OPAR 










E

 










E

 









E

OPAR 










E

 










E

 









E

OPAR 










E

 










E

 









E

OPAR 










E

 










E

 









E

OPAR
 










E

 










E

 









E

OPAR 










E

 










E

 









E

OPAR
 










E

 










E

 









E

OPAR 










E

 










E

 









E

OPAR 










E

 










E

 









E

OPAR 










E

 










E

 









E

OPAR 










E

 










E

 









E

OPAR 










E

 










E

 









E

OPAR 










E

 










E

 









E

OPAR 










E

 










E

 









E

OPAR 










E

 










E

 









E

OPAR 










E

 










E

 









E

OPAR
 










E

 










E

 









E

OPAR 

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Ap endice IV
En este ap endice se muestran los cheros de implementaci on del problema de opti
mizaci on din amica del proceso de esterilizaci on de alimentos para su resoluci on con
gOPT
 Fichero gPROMS donde se implementa el modelo din amico del sistema

latagPROMS
Esterilizacio de un alimento envasado  cilindro

DECLARE
TYPE
Temperature  
    


 UNIT  DEGC
NoType  

  e
  e

PosNoType  

  e  e

END  Declare

MODEL cylcan

PARAMETER
 Parametros del modelo
alfa AS REAL
 Definicion de la geometria 
 Rtot radio del cilindro Ltot semialtura del cilindro
Rtot Ltot AS REAL
Trefmicroorg AS REAL
zetamicroorg AS REAL
Drefmicroorg AS REAL
Cmicroorginitial AS REAL

 Apendice IV 
Trefnutrient AS REAL
zetanutrient AS REAL
Drefnutrient AS REAL
Cnutrientinitial AS REAL
DISTRIBUTIONDOMAIN
raxis AS   
  Rtot 
zaxis AS   
  Ltot 
VARIABLE
T AS DISTRIBUTION  raxiszaxis of Temperature
Cmicroorg AS DISTRIBUTION  raxiszaxis of PosNotype
Cnutrient AS DISTRIBUTION  raxiszaxis of PosNotype
Tret AS Temperature
Fc AS PosNoType
Cmicroorgavr AS PosNoType
Cnutrientavr AS PosNoType
Fs AS PosNoType
BOUNDARY
 ! z  Ltot
T  
"  Rtot"  Ltot Tret
 ! r  Rtot
T  Rtot 
"  Ltot"  Tret
T  Rtot  Ltot  Tret
 condiciones de simetria ! r  
 y ! z  

PARTIAL  T 
"  
"  Ltot raxis  

PARTIAL  T 
  Rtot  
" zaxis  

EQUATION
 Ecuacion de conduccion de calor
FOR r  
" TO Rtot" DO
FOR z  
" TO Ltot" DO
#T rz 
	alfa  PARTIAL T rzraxisraxis
  
	rPARTIAL T rzraxis
 PARTIAL T rzzaxiszaxis 
END  for z
END  for r
 Letalidad en el punto critico  centro
#Fc 
$  T 

Trefmicroorg	zetamicroorg

 Concentracion de microorganismos	nutrientes en cada punto
FOR r  
 TO Rtot DO
FOR z  
 TO Ltot DO
#Cmicroorg rz    
 	DrefmicroorgCmicroorg rz
EXP 
  T rzTrefmicroorg	zetamicroorg 
#Cnutrient rz    
 	DrefnutrientCnutrient rz
EXP 
  T rzTrefnutrient	zetanutrient 
END  for z
END  for r
 Concentracion volumetrica media de microorganismos y nutrientes
Cmicroorgavr   
	 RtotRtotLtotINTEGRAL
 r 
Rtot  z 
Ltot rCmicroorg rz
Cnutrientavr   
	 RtotRtotLtotINTEGRAL
 r 
Rtot  z 
Ltot rCnutrient rz
 Definicion de la letalidad Fs asociada con todo el envase
Fs  Drefmicroorg  log
 Cmicroorgavr	Cmicroorginitial
END  model cylcan

PROCESS esterl

UNIT
can AS cylcan
SET
WITHIN can DO
alfa  e

Rtot  

 
Ltot  

 
Trefmicroorg   
zetamicroorg  

 
Drefmicroorg  

 
Cmicroorginitial  E 
Trefnutrient   
zetanutrient   
Drefnutrient  

 
Cnutrientinitial  
 
raxis   CFDM  
  
zaxis   CFDM  
  
 Apendice IV 
END  within can
ASSIGN
WITHIN can DO
Tret  

END  within can
PRESET
WITHIN can DO
Cmicroorgavr  E  

  E
Cnutrientavr  
  

  



Fs  
E  

  E
Fc  
E  

  E
FOR z 
" to Ltot" DO
FOR r 
" to Rtot" DO
T rz    

  


 
END  for r
END  for z
FOR z 
 to Ltot DO
FOR r 
 to Rtot DO
Cmicroorg rz  
E  

  E 
Cnutrient rz  
  

  


 
END  for r
END  for z
END  within can
INITIAL
WITHIN can DO
FOR z 
" to Ltot" DO
FOR r 
" to Rtot" DO
T rz  
END  for r
END  for z
FOR z 
 to Ltot DO
FOR r 
 to Rtot DO
Cmicroorg rz  Cmicroorginitial
Cnutrient rz  Cnutrientinitial
END  for r
END  for z
Fc  

END  within can
SOLUTIONPARAMETERS

gPLOT  ON 
SCHEDULE
CONTINUE FOR  

END  process
 Fichero gOPT donde se especican las caracter sticas de la parametrizaci on
de control as  como restricciones par ametros etc
 ESTERLgOPT
 Tiempo final de proceso tf 
 s
HORIZON
 
   
   

 Discretizacion de control elementos temporales INTERVALS 

 
   
   

 
   
   

 
   
   

 
   
   

 
   
   

 
   
   

 
  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 Restriccion en la temperatura final nodo mas caliente
ENDPOINTINEQUALITY
canT 

E
 
 Restriccion en la letalidad final
ENDPOINTINEQUALITY
canFs



  
E

 Perfil inicial de control elementos constantes
PIECEWISECONSTANT
canTretort
INITIALPROFILE
 Apendice IV 
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Ap endice V
En este ap endice se muestran algunos m odulos programados en Mathematica
TM
para
la generaci on del modelo de orden reducido para un caso unidimensional se consi
deran los casos particulares descritos en el cap tulo 
 Caso en el que el operador espacial se expresa en coordenadas cartesianas en
el que todas las operaciones se realizan num ericamente
 Caso en el que el operador espacial se expresa en coordenadas cil ndricas o
esf ericas en el que hay que calcular los polinomios de aproximaci on
 Introducci on de datos
 
 ESTE NOTEBOOK GENERA UN MODELO DE ORDEN REDUCIDO MEDIANTE EL
 EL METODO DE KL DECOMPOSITION  POD A PARTIR DE UNA MATRIZ
 DE DATOS QUE DESCRIBAN LA DINAMICA DEL SISTEMA  SD 
 
  DATOS QUE DEBE INTRODUCIR EL USUARIO 
  DATOS GENERACION DE LAS AUTOFUNCIONES EMPIRICAS 
   TITLE TITULO DEL PROBLEMA 
   PATHDAT FICHERO EN EL QUE SE ENCUENTRA LA MATRIZ SD 
   ENERGY VALOR DE ENERGIA QUE SE DESEA CAPTURAR EN 
  TANTO POR  
  DATOS METODO DE GALERKIN 
   NL  SI EL OPERADOR ES NO LINEAL  
 SI ES LINEAL 
   xt en la forma f xxchixchichi con x el campo
   NB numero de condiciones frontera 
   bctype tipo de condiciones frontera 
  Dirichlet Neuman 
    bcbc condiciones frontera homogeneas 
   ci condiciones iniciales en la forma f xu 
  
 Otros parametros especificos del problema 
   coord Tipo de coordenadas cartesianas 
  cilindricas o esfericas 
 

 Apendice V 
 Ejemplo Calentamiento de una esfera
TITLECALENTAMIENTO DE UNA ESFERA
PATHDATCmsdevprojectsevapodsdatattxt
ENERGY

NL

xtalfa  	rXRXRR
alfa







NB
bctype
bctype
bc

bc

civ
lr  


coord
 C alculo de la matriz de correlaci on
 GraphicsMultipleListPlot
 StatisticsDataManipulation
StatisticsMultiDescriptiveStatistics
 
  CALCULO DE LA MATRIZ DE CORRELACION 
  
n  Dimensionsdat    Discretizacion espacial
l  Dimensionsdat
NR  n dr lr	 NR  
Ifcoord SD  Tabledati i  NR 
Ifcoord rr  Table i  dr i  NR
SD  TableSqrtrridati i  NR
R  SDTransposeSD	l
 Calcula los autovalores de la matriz de correlaci on y la dimensi on del modelo
reducido
 
  CALCULO DE AUTOVALORES Y AUTOVECTORES 
 
LAMBDA  EigenvaluesR
VPsi  EigenvectorsR
NEIGS  DimensionsVPsi

 
 CALCULO DE LA ENERGIA RELATIVA ASOCIADA A CADA AUTOVALOR 
 
TOTAL  SumLAMBDAiiNEIGS
Fori   i  NEIGS
SUMENERGYi  SumLAMBDAj j  i
RELENERGYi  SUMENERGYi	TOTAL
IfReRELENERGYi  ENERGY NODES  i 
REN  TableReRELENERGYi i  NODES  
NEQ  NODES
Print% EL N DE MODOS CAPTURANDO EL ENERGY


& DEL TOTAL ES NODES
ListPlotREN PlotJoined % True
Print% EL N DE ECUACIONES DEL MODELO REDUCIDO SERA NODES
 Crea aproximaciones polin omicas para las autofunciones 	en el caso de proble
mas en coordenadas no cil ndricas esta secci on no es necesaria

 
 SI COORD CREA APROXIMACIONES POLINOMICAS AUTOFUNCIONES 
 
 GraphicsMultipleListPlot
NEQ  NODES
Ifcoord
ord  
idr	dr
pol  TableSqrtr 	 ir$ iiord
Fori   i  NODES
VPsiRi Tablerrj idr$
VPsiij j  n
Psii  FitVPsiRi pol r
PsiLISTi  Tabler Psii r 
 lr dr
MultipleListPlotVPsiRi PsiLISTi
SymbolShape % PlotSymbolTriangle  PlotSymbolStar 
PlotJoined % False True
PlotRegion % 
 



Printi Autovalor LAMBDAi   ReRELENERGYi
 Comprueba condicion de ortonormalidad
TablePhii  Psii	Sqrtr i  NEQ
PrintMatrixForm TableIntegratePhiiPhijrr

lriNEQjNEQ  
 Apendice V 
 Denici on del campo 	x
 y proyecci on sobre las autofunciones emp ricas 	M etodo
de Galerkin

 
 PROYECCION OPERADOR SOBRE LA BASE DE AUTOFUNCIONES EMPIRICAS
 
MiscellaneousPDEsToODEs
Ifcoord
xSimplifySumaiPhiiiNEQ
OPERATORSimplifyToExpressionxt
XRDxr XRRDxr
BTablebiiNODES
Print%ODES RESULTANTES n
ForiiNODES
BiIntegratePhiiOPERATORrr
lr
PrintapiSimplifyBinii

Ifcoord
 CALCULO DE DERIVADAS ESPACIALES
VPsiRTablevpsirijiNEQjNR
VPsiRTablevpsirrijiNEQiNR
fd denfd rdr	 dendr
ForiiNEQ
PSID
PSIDDERVNRVPsiirdr
VPsiRiFID
VPsiRRiDERVNRVPsiRirdr
ii
  DEFINICION CAMPO Y SUS DERIVADA
xSumaiVPsiiiNEQ
XR SumaiVPsiRiiNEQ
XRR SumaiVPsiRRiiNEQ
 PROYECCION SOBRE LA BASE DE AUTOFUNCIONES EMPIRICAS
OPERATORSimplifyToExpressionxt
Print%ODES RESULTANTES n
ForiiNODESapiSimplifydr VPsiiOPERATOR
Printap iapinii


 
 PROYECCION DE LAS CONDICIONES INICIALES 
 
v ciniToExpressionci CINITableciniil
Ifcoord
INITTable
ai
SimplifyIntegratePhiircinir
lr
iNODES
Ifcoord
INITTable
ai
SimplifyciniVPsiiiNODES
 Crea chero de salida en formato f con las ecuaciones diferenciales resul
tantes y la distribuci on de temperaturas en el interior de la barra
 CREA FICHERO DE SALIDA ODESF
 CON LAS ECUACIONES LA FUNCION
v
strmOpenWritecmsdevprojectsevaodesf
PageWidth %

WriteStringstrmnn CONDICIONES INICIALESnn
Table
WriteStringstrmy
 iFortranFormSimplifyINITin
iNODES
WriteStringstrmnn ODES MODELO REDUCIDOnn
TableWriteStringstrmyp iFortranFormSimplifyBi
n
iNODES
 DISTRIBUCION DE TEMPERATURAS
WriteStringstrmnn CALCULO DE LA DISTRIBUCION DE
TEMPERATURASnn
v
ForiiNR
rrriWriteStringstrmtemp iFortranFormTEMPn
r
ii
Closestrm
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