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Abstract
Uncertainty quantification (UQ) is a vital step in using mathematical models and simulations
to take decisions. The field of cardiac simulation has begun to explore and adopt UQ methods to
characterise uncertainty in model inputs and how that propagates through to outputs or predictions.
In this perspective piece we draw attention to an important and under-addressed source of uncer-
tainty in our predictions — that of uncertainty in the model structure or the equations themselves.
The difference between imperfect models and reality is termed model discrepancy, and we are often
uncertain as to the size and consequences of this discrepancy. Here we provide two examples of
the consequences of discrepancy when calibrating models at the ion channel and action potential
scales. Furthermore, we attempt to account for this discrepancy when calibrating and validating
an ion channel model using different methods, based on modelling the discrepancy using Gaussian
processes (GPs) and autoregressive-moving-average (ARMA) models, then highlight the advantages
and shortcomings of each approach. Finally, suggestions and lines of enquiry for future work are
provided.
Keywords: Model discrepancy, Uncertainty quantification, Cardiac model, Bayesian inference
1 Introduction
This perspective paper discusses the issue of model discrepancy — the difference between a model’s
predictions and reality. The concepts and issues we highlight are applicable to any modelling situation
where governing equations are approximations or assumptions; thus our perspective paper is intended
for computational, mathematical and statistical modellers within many other fields as well as within
and outside biological modelling. The focus of our examples is cellular cardiac electrophysiology, a
well-developed area of systems biology [1].
1.1 Cardiac modelling
Cardiac models are typically a collection of mathematical functions governed by systems of ordinary
and/or partial (when spatial dimensions are considered) differential equations, integrated using com-
putational techniques, which produce responses that depend on the model inputs. Inputs can include
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model parameters, initial conditions, boundary conditions, and cellular, tissue or whole organ geometri-
cal aspects. Inputs which have physiological meaning can sometimes be obtained by direct measurement,
whilst others may need to be estimated via an indirect calibration procedure using experimental data.
There are many examples of such cardiac models, at a variety of different scales, discussed in the papers
of this special issue.
Mathematical modelling and computational simulation has been remarkably successful at providing
insights into cardiac physiological mechanisms at cellular, tissue and whole organ scales [2, 3, 4, 5, 6, 7].
In the majority of these quantitative efforts, models are derived based on simplified representations of
complex biophysical systems and use in vitro and in vivo experimental data for calibration and validation
purposes. Quantitative cardiac models have been a crucial tool for basic research for decades, and more
recently have begun to transition into safety-critical clinical and pharmaceutical development applications
[8, 9, 10, 11, 12]. The use of cardiac mathematical models in such applications will require high levels
of credibility in the predictive model outputs, as well as an accurate quantification of the uncertainty in
these predictions.
Parameters in cardiac models are often uncertain, mainly due to measurement uncertainty and/or
natural physiological variability [13]. Thus, uncertainty quantification (UQ) methods are required to
study uncertainty propagation in these models and help to establish confidence in model predictions.
Parametric UQ is the process of determining the uncertainty in model inputs or parameters, and then
estimating the resultant uncertainty in model outputs, thus testing the robustness of model predictions
given our uncertainty in their inputs, and has been applied to a variety of cardiac models [14, 15, 16, 17,
18, 19].
Another major source of uncertainty in modelling is uncertainty in the model structure, i.e., the form
of the governing equations. There is always a difference between the imperfect model used to approxi-
mate reality, and reality itself; this difference is termed model discrepancy. Assessment of the robustness
of model predictions given our uncertainty in the model structure, and methods to characterise model
discrepancy, has received relatively little attention in this field (and mathematical/systems biology more
generally). We have found only two published explicit treatments of discrepancy in cardiac electrophys-
iology models, in papers by Plumlee et al. [20, 21]. In these studies, the assumption that ion channel
rate equations follow an explicit form (such as that given, as we will see later, by Eq. (8)) was relaxed,
and rates were allowed to be Gaussian processes (GPs) in voltage. A two-dimensional GP (in time and
voltage) was then also added to the current prediction to represent discrepancy in current for a single
step to any fixed voltage.
1.2 Notation and terminology
Before discussing model discrepancy in detail, we introduce some notation and terminology. As the
concepts introduced here are intended to be understood not just by a cardiac modelling audience, we
provide a non-exhaustive list of terminology we have encountered in different fields to describe useful
concepts relating to calibration and model discrepancy (and mathematical/computational modelling in
general) in Table 1.
Here, we delve into some of those concepts in more detail. Suppose a physiological system is modelled
as y = f(θ, u), where f represents all governing equations used to model the system (also referred to as
model form or model structure), θ is a vector of parameters characterising the system, and u are known
externally applied conditions or control variables applied in the particular experimental procedure. In a
cardiac modelling context, these might represent a stimulus protocol, a drug concentration, or the applied
voltage protocol in a simulated voltage clamp experiment. In general, θ = {θD,θC}, where values of θD
are directly measured, and where values of θC are determined by calibration using the model f . Here,
for simplicity of exposition, we assume θD is fixed (and known) and θ = θC .
We can distinguish between external conditions used for calibration, validation, and prediction (that
is, the application of the model, or context of use (CoU)), uC , uV , uP , say. Suppose we have experimental
data YC for calibration and YV for validation. A typical workflow, without UQ, is:
• Calibration: estimate θˆ = argminθ∈ΘdC (f(θ, uC), YC), using some calibration distance function
dC(·, ·) (e.g., a vector norm: dC(x,y) = ‖x− y‖), and some subset of parameter space Θ;
• Validation: compare yV = f(θˆ, uV ) against YV , either qualitatively or using a suitable validation
distance dV (f(θˆ, uV ), YV );
• Context of use: compute YP = f(θˆ, uP ), or some quantity derived from this, to learn about the
system or to make a model-based decision.
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Table 1: Terminology used in different fields to refer to inverse problem concepts.
CONCEPT TERMINOLOGIES
Fitting parameters in a given model to data
Calibration Inverse problem
Parameter inference Parameter identification
Parameter estimation Parameter tuning
Parameter fitting Parameter optimisation
Model matching/fitting
Do data from given experiment provide sufficient
information to identify the model parameters?
Parameter identifiability Practical identifiability
Structural identifiability Well-posedness
Altering experiments to improve parameter identifiability Experimental design Protocol design
Choosing model equations
Model selection Model choice
System identification
The difference between model and reality
Model discrepancy Model uncertainty
Model misspecification Model mismatch
Model inadequacy Model form error
Structural error Model structure error
The observable measurements (data)
Observables Observable outputs
Quantities of Interest (QoIs)
A simplified version of the simulator/model
Surrogate model Metamodel
Proxy Emulator
Look-up table
Checking the performance of the fitted model
Validation Certification
Qualification Performance estimation
The calibration stage has many different names, see Table 1.
In practice, there a number of reasons why we cannot infer parameter values with certainty. The most
commonly considered situation is when the link between the data and the model output is stochastic,
e.g., because of measurement error on YC or because of model discrepancy. Computing the uncertainty
about θ based on noisy data YC is referred to as ‘inverse UQ’, and requires a statistical model of the
experimental data to be specified. For example, when considering measurement error, a common choice
is to assume independent identically distributed zero-mean Gaussian errors on all data points, in which
case (neglecting model discrepancy; see later) our model for the data is
YC = f(θ, uC) + , (1)
with  = (1, 2, . . .)
>, where i ∼ N (0, σ2). There are many different approaches to solving inverse UQ
problems (see, e.g., [22, 23]), most of which are based on inferring probability distributions to describe
the relative likelihood that each different parameter set is consistent with the available data. Though a
number of different methods to solve inverse UQ problems have been applied in cardiac electrophysiology
[13], the most common is a Bayesian approach, which combines prior information about the parameters,
pi(θ), with the probability of observing the data given each parameter pi(YC | θ) (referred to as the
likelihood of θ), to find a posterior distribution over the parameters:
pi(θ | YC) = pi(YC | θ)pi(θ)
pi(YC)
. (2)
For an introduction to Bayesian methods, see [24, 25]. For the i.i.d. Gaussian error model (Eq. 1), the
likelihood is given by
pi(YC | θ) = (2piσ2)−n/2 exp
(
−||YC − f(θ, uC)||
2
2
2σ2
)
, (3)
where ||x||22 =
∑
i x
2
i , and n is the number of data points.
Another potential source of uncertainty about θ can occur when the parameter varies across the (or
a) population. Estimating population variability in θ requires multiple YC recordings, {Y (1)C , Y (2)C , . . .}.
Multilevel or hierarchical models can then be used: we assume the parameters for population i are drawn
from some distribution θ(i) ∼ pi(θ | ψ), and infer the population parameters ψ, see [26].
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Once uncertainty in θ (given the data) has been determined, the impact of this uncertainty on
validation simulations YV or CoU simulations YP can be computed by propagating the uncertainty
through the model f in the validation/CoU simulations, e.g.,
pi(YP | YC) =
∫
pi(YP | θ)pi(θ | YC)dθ.
This is referred to as ‘uncertainty propagation’ or the ‘posterior predictive distribution’. Uncertainty
in the prediction of YV helps provide a more informed comparison to the observed validation data
(especially if experimental error in YV is also accounted for). Uncertainty in YP enables a more informed
model-based decision-making process.
1.3 Model discrepancy
UQ as outlined above does not account for the fact that the model is always an imperfect representation
of reality, due to limited understanding of the true data-generating mechanism and perhaps also any
premeditated abstraction of the system. The model discrepancy is the difference between the model and
the true data-generating mechanism, and its existence has implications for model selection, calibration
and validation, and CoU simulations.
For calibration, the existence of model discrepancy can change the meaning of the estimated param-
eters. If we fail to account for the model discrepancy in our inference, our parameter estimates, instead
of being physically meaningful quantities, will have their meaning intimately tied to the model used to
estimate them (we end up estimating ‘pseudo-true’ values; see Section 22.3). The estimated parameter
values depend on the chosen model form, and the uncertainty estimates obtained during inverse param-
eter UQ tell us nothing about where the true value is (only how confident we are about the pseudo-true
values). In other words, there is no guarantee the obtained θ will match true physiological values of any
parameters that have a clear physiological meaning.
We can try to restore meaning to the estimated parameters by including a term to represent the
model discrepancy in our models. Validation, in particular, provides an opportunity for us to identify
possible model discrepancy. In many cases, validation, rather than being considered as an activity for
confirming a ‘model is correct’, is better considered as a method for estimating the model discrepancy.
To maximise the likelihood that the validation can discern model discrepancy, the validation data should
ideally be ‘far’ from the calibration data, and as close to the CoU as possible.
2 A motivating example of discrepancy
To illustrate the concept of model discrepancy and some of its potential consequences, we have created
a cardiac example inspired by previous work [27], using mathematical models of the action potential of
human ventricular cells. These models have a high level of electrophysiological detail, including most
of the major ionic currents as well as basic calcium dynamics, and have been used to study reentrant
arrhythmias. We assume that the Ten Tusscher et al. ventricular myocyte electrophysiology model [28]
(Model T) represents the ground truth, and use this model to generate data traces in three different
situations: for calibration data we use the action potential under 1 Hz pacing; to generate validation data
we use 2 Hz pacing; and for context of use (CoU) data we use 1 Hz pacing with the 75% IKr block (gKr
multiplied by a scaling factor of 0.25).
To illustrate the problem of fitting a model under model discrepancy, we assume we do not know
the ground truth model and instead fit an alternative model, the Fink et al. model [29] (Model F),
to the synthetic data generated from Model T. Both models F and T were built for human ventricular
cardiomyocytes, with Model F being a modification of Model T that improves the descriptions of repolar-
ising currents, especially of the hERG (or IKr) channel (which is a major focus for Safety Pharmacology).
A comparison of the differences in the current kinetics between the two models is shown in Figure 1,
and the model equations are given in Section S1 of the supplementary material. Only five currents have
kinetics that vary between the two models, and importantly, no currents or compartments are missing
(unlike when attempting to fit a model to real data).
In this example the control variables are the stimulus current and IKr block, the model outputs are
the membrane voltage, and the parameters of interest are the maximum conductance/current density of
the ionic currents. We use Model T to generate synthetic current clamp experiments by simulating the
different protocols (control variables) then adding i.i.d. Gaussian noise ∼ N (0, σ2) to the resulting voltage
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Figure 1: A comparison of the Ten Tusscher (Model T [28], blue) and Fink (Model F [29], green)
kinetics. These currents are voltage clamp simulations under the same action potential clamp (shown in
the top row panels). Only those currents with different kinetics are shown; the kinetics of INa, INaCa,
and INaK are identical in both models. Two of the gates in ICaL are identical in the two models, one gate
has a different formulation, and Model F has one extra gate compared to Model T. The two models use
different formulations for IKr (IKr activates during depolarization in Model T but not Model F), different
parameterisations of the kinetics for IKs and Ito, and different equations for IK1 steady state. Currents
are normalised in this plot by minimising the squared-difference between the two models’ currents such
that we emphasise the differences in kinetics rather than the conductances (which are rescaled during the
calibration). Only ICaL shows what we would typically consider to be a large difference in repolarization
kinetics, with the rest of the currents apparently being close matches between Model T and Model F.
traces (model outputs), with σ chosen to be 1 mV. We use the calibration data (1 Hz pacing) to estimate
eight maximal conductance/current density parameters for INa, ICaL, IKr, IKs, Ito, INaCa, IK1, and INaK
using Model F. We will investigate whether the calibrated Model F makes accurate predictions in the
validation and CoU situations (using the parameters estimate from the calibration data, as is commonly
done in electrophysiology modelling [30, 31, 32, 33, 34]). The code to reproduce all of the results in this
paper are available at https://github.com/CardiacModelling/fickleheart-method-tutorials.
2.1 Model calibration
We calibrate the model using a train of five action potentials stimulated under a 1 Hz pacing protocol
as the calibration data. Before attempting to do this fitting exercise, the appropriately sceptical reader
might ask whether we are attempting to do something sensible. Will we get back information on all the
parameters we want, or will we just find one good fit to the data amongst many equally plausible ones,
indicating non-identifiability of the parameters?
To address these questions, we first look at inferring the parameters of the original Model T (as well
as inferring the noise model parameter, σ). We use Eq. (1) with Gaussian noise giving the likelihood
in Eq. (2), together with a uniform prior distribution from 0.1× to 10× the original parameters of
Model T. We take two different approaches to calibration. Firstly, we find a point estimate using a
global optimisation algorithm [35] to find the optimal model parameters (with no estimate of uncertainty).
Secondly, we approximate the full posterior distribution using Markov chain Monte Carlo (MCMC). All
inference is done using an open source Python package, PINTS [36], and simulations are performed in
Myokit [37].
The results are shown in Supplementary Figure S1. This exercise results in a narrow plausible
distribution of parameters very close to the ones that generated the data, and we conclude that the
model parameters are identifiable with the given data. Additionally, Supplementary Figure S1 shows
that when using samples of these distributions to make predictions, all of the forward simulations are
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very closely grouped around the synthetic data for the IKr block CoU.
We now attempt the fitting exercise using Model F (i.e., the misspecified model). The fitted model
prediction (using the maximum a-posteriori (MAP) parameter estimate), is shown in Figure 2 (Top). The
agreement between the calibrated model output and the synthetic data would be considered excellent if
these were real experimental data. Therefore, it is tempting to conclude that this calibrated model gives
accurate predictions, and that the model discrepancy is minor. But can we trust the predictive power
of the model in other scenarios based solely on the result we see in Figure 2 (Top)?
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Figure 2: Model F fitting and validation results. (Top) Model-F is fitted to the synthetic data
(generated from Model T), using a five action potential recording under a 1 Hz pacing protocol. The
calibrated Model F (blue dashed line) shows an excellent fit to the calibration data (grey solid line).
(Bottom) Model F predctions for validation and context of use (CoU) data. (Left) The calibrated
Model F predictions closely matches the validation data (2 Hz pacing), giving a (false) confidence in
the model performance. (Right) Notably, Model F gives catastrophic predictions for the IKr block
(CoU) experiments (suggesting the validation data are not an appropriate test given the intended model
use). The posterior predictions are model predictions made using parameter values sampled from the
posterior distribution (Figure 3); here, 200 samples/predictions are shown, but they overlay and are not
distinguishable by eye.
2.2 Discrepant model predictions
Interestingly, the calibrated Model F gives very accurate predictions for the 2 Hz pacing validation
protocol (data that are not used to estimate the parameters), as shown in Figure 2 (bottom, left). Such
rate-adaptation predictions are used commonly as validation evidence for action potential models. At
this stage we may be increasingly tempted to conclude that we have a good model of this system’s
electrophysiology.
But if one now uses the model to predict the effect of drug-induced IKr block, the catastrophic results
are shown in the bottom right panel of Figure 2. The calibrated Model F fails to repolarise, completely
missing the true IKr block response of a modest APD prolongation. This example highlights the need
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for thorough validation and the CoU-dependence of model validation, but also the difficulty in choosing
appropriate validation experiments.
We can also quantify the uncertainty in parameter estimates and predictions whilst continuing to
ignore the discrepancy in Model F’s kinetics. Again, we use Eq. (2) together with a uniform prior
to derive the posterior distribution of the parameters. The marginals of the posterior distribution,
estimated by MCMC, and the point estimates obtained by optimisation are shown in Figure 3. The
posterior distribution is very narrow (note the scale), which suggests that we can be confident about the
parameter values. The resulting posterior predictions, shown in Figure 2 (bottom, right), give a very
narrow bound. By ignoring model discrepancy we have become highly (and wrongly) certain that the
catastrophically bad predictions are correct.
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Figure 3: Marginals of the posterior distribution of the Model F parameters, in terms of scaling factors
for the conductances in Model T (si = g
Model F
i /g
Model T
i ). Values of 1 would represent the parameters of
Model T that generated the data; note that none of the inferred parameters for Model F are close 1. The
red dashed lines indicate the result of the global optimisation routine. Two of these parameters, SKs
and SNaK , have distributions hitting the lower bound that was imposed by the prior, indicating that
the calibration process is attempting to make them smaller than 10% of the original Model F parameter
values.
It is worth noting that all of the issues above arise from the fact that the model discrepancy was
ignored during calibration. In the scenario of no model discrepancy, i.e., when fitting Model T to the
data, none of the issues above occurred, as shown in Supplementary Figure S1.
To conclude our motivation of this paper, we can see that neglecting discrepancy in the model’s
equations is dangerous and can lead to false confidence in predictions for a new context of use. We
discuss methods that have been suggested to remedy this in Section 3.
2.3 A statistical explanation
To understand what happens when we fit an incorrect model to data, let’s first consider the well-
specified situation where the data generating process (DGP) has probability density function (pdf) g(y),
and for which we have data yi ∼ g(·) for i = 1, . . . , n. Then suppose we are considering the models
P = {p(y | θ) : θ ∈ Θ}, i.e., a collection of pdfs parameterized by unknown parameter θ. If the DGP
g is in P, i.e., we have a well-specified model so that for some θ0 ∈ Θ, we have g(·) = p(· | θ0), then
asymptotically, as we collect more data (and under suitable conditions [38]), the maximum likelihood
estimator converges to the true value θ0 almost surely:
θˆn = argmax
θ
n∑
i=1
log p(yi | θ) −→ θ0, almost surely as n −→∞,
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or equivalently p(· | θˆn) converges to g(·). Similarly, for a Bayesian analysis (again under suitable
conditions [39]), the posterior will converge to a Gaussian distribution centered around the true value
θ0, with variance that shrinks to zero at the asymptotically optimal rate (given by the Crame´r-Rao lower
bound), i.e.,
pi(θ | y1:n) ≈ N
(
θ0,
1
n
I(θ0)−1
)
,
where y1:n = (y1, . . . , yn), and I(θ0) is the Fisher information matrix for the true parameter value θ0.
However, when our model is misspecified, i.e., g 6∈ P (there is no θ ∈ Θ for which g(·) = f(· | θ)), if
we do inference for θ ignoring the discrepancy, then we usually still get asymptotic convergence of the
maximum likelihood estimator and Bayesian posterior [40, 41]. However, instead of converging to a true
value (which does not exist), we converge to the pseudo-true value
θ∗ = argmin
θ∈Θ
KL(g(·) || p(· | θ))
where KL(g||p) = ∫ g(x) log g(x)p(x)dx is the Kullback-Leibler divergence from p to g (a measure of the
difference between two distributions). In other words, we converge upon the model, p(· | θ∗), which is
closest to the DGP as measured by the Kullback-Leibler divergence (see Figure 4).
Perhaps more importantly from a UQ perspective, as well as getting a point estimate that converges
to the wrong value, we still usually get asymptotic concentration at rate 1/n, i.e., the posterior variance
shrinks to zero. That is, we have found model parameters that are wrong, and yet we are certain about
this wrong value. The way to think about this is that the Bayesian approach is not quantifying our
uncertainty about a meaningful physical parameter θ0, but instead, it gives our uncertainty about the
pseudo-true value θ∗. Consequently, we can not expect our calibrated predictions
pi(y′ | y) =
∫
p(y′ | θ)pi(θ | y1:n)dθ
to perform well, as we saw in the action potential example above.
This leaves us with two options. We can either extend our model class P in the hope that we can
find a class of models that incorporates the DGP (and which is still sufficiently simple that we can hope
to learn the true model from the data), or we can change our inferential approach.
Data Generating Process
Model 1 Model 2
Model Output Space
Figure 4: A cartoon to illustrate the effect of model discrepancy on parameter fits in
different models. Each cloud represents a range of possible outputs from each model, which they can
reach with different parameter values. The true data generating process (DGP) lies outside either of our
imperfect model classes 1 and 2, and neither can fit the data perfectly due to model discrepancy. When
we attempt to infer parameters, we will converge upon models that generate outputs closest to the true
DGP under the constraint of being in each model. Adding more data just increases the confidence in
being constrained to model parameterisations on the boundary of the particular model, i.e., we become
certain about θ∗, the pseudo-true parameter value for each model. Note that different models will have
different pseudo-true parameter values.
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3 Accounting for model discrepancy
Once we have acknowledged that a model is misspecified, we are then faced with the challenge of how to
handle the misspecification. The approach taken should depend upon the aim of the analysis. Using the
model to predict independent events, for example, a current time-series for some experimental protocol,
will require a different approach to if our aim is inference/calibration, i.e., if interest lies in the physical
value of a particular parameter. In the first case (prediction), it can often suffice to fit the model to
the data ignoring discrepancy, and then to correct the predictions in some way1, although this may not
work well if the prediction involves extrapolating into a regime far away from the data. The latter case
(calibration) is more challenging, as we need to jointly fit the model and the discrepancy model, which
can lead to problems of non-identifiability.
The most common approach for dealing with discrepancy is to try to correct the simulator by ex-
panding the model class. The simplest approach is simply to add a flexible, non-parametric term to the
simulator output, i.e., instead of assuming the data arose from Eq. (1), to assume
y = f(θ, uC) + δ(vC) + . (4)
Here, δ(vC) is the model discrepancy term, and  remains an unstructured white noise term. Note that
vC is used as the input to δ as it is not necessary to have the same input as the mechanistic model: vC
could include some or all of uC , but may also include information from internal model variables (see
Section 33.4). To train this model, one option is to first estimate θ assuming Eq. (1), and then to train
δ to mop up any remaining structure in the residual. However, a better approach is to jointly estimate
δ and θ in a Bayesian approach [42]. Unfortunately, as demonstrated below, this often fails as it creates
a non-identifiability between θ and δ when δ is sufficiently flexible: for any θ, there exists a functional
form δ(·) for which Eq. (4) accurately represents the data generating process. Brynjarsdo´ttir et al. [27]
suggested that the solution is to strongly constrain the functional form of δ(·) using prior knowledge.
They present a toy situation in which δ(0) = 0 and δ(x) is monotone increasing, and show that once
armed with this knowledge, the posterior pi(θ | y) more accurately represents our uncertainty about θ.
However, knowledge of this form is not available in many realistic problems.
3.1 Ion channel model example
We now illustrate the difficulty of accounting for model discrepancy in a tutorial example. We demon-
strate that it can be hard to determine the appropriate information to include in δ, and that different
functional forms for δ can lead to different parameter estimates.
We consider three structurally different models: Models A, B, and C. We take Model C as the ground
truth model in this particular example, and use it to perform synthetic voltage clamp experiments and
generate synthetic data. The goal is to use Models A and B to explain the generated synthetic data,
assuming we have no knowledge about the ground truth Model C. This tutorial aims to demonstrate the
importance of considering model discrepancy, jointly with model selection, to represent given data with
unknown true DGP.
We use the hERG channel current as an example, and use three different model structures (shown in
Figure 5). Model A is a variant of the traditional Hodgkin-Huxley model, described in Beattie et al. [43];
Model B is used in Oehmen et al. [44]; and Model C is adapted from Di Veroli et al. [45].
All three ion channel models can be expressed using a Markov model representation. For a model
with a state vector, x = (x1, x2, · · · )T , then in each case x evolves according to
dx
dt
= Mx, (5)
where M is the Markov matrix describing the transition rates between states. Markov models are linear
coupled ordinary differential equations (ODEs) with respect to time, t, and states, x. Typically the
components in the Markov matrix, M, are nonlinear functions of voltage, V (t), which in these voltage-
clamp experiments is an externally prescribed function of time known as the ‘voltage clamp protocol’
(i.e., uC in Eq. 1). The observable, the macroscopic ionic current, I, measured under V (t), is
I(t, V ) = g · O · (V − E), (6)
1Note, however, that jointly fitting model and discrepancy can make the problem easier, for example, by making the
discrepancy a better behaved function more amenable to being modelled.
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Figure 5: Markov model representation of Models A, B, and C used in the ion channel model tutorial
where Model C is taken as ground truth and used to generate synthetic data, whilst Models A and B
are candidate models that we attempt to fit and use for predictions, demonstrating the challenge of both
model discrepancy and model selection.
where g is the maximum conductance, E is the reversal potential, and O is the sum of all ‘open states’
in the model.
Take Model B as an example. Its state vector, x, and Markov matrix, M, can be written as
x =

x1
x2
x3
x4
 =

C2
C1
O
I
 ; M =

−k1,2 k2,1 0 0
k1,2 −k2,1 − k2,3 k3,2 0
0 k2,3 −k3,2 − k3,4 k4,3
0 0 k3,4 −k4,3
 , (7)
where xi is the probability a gate is in state i (or equivalently, the proportion of gates which are in state
i), with
∑
xi = 1. The parameters ki,j represent the transition rates from state xi to state xj . Note
that for all our models, there is just one open state so that O = O. For all three models, each transition
rate, ki,j , is voltage dependent and takes the form
ki,j(V ) = Ai,j exp(Bi,jV ), (8)
with two parameters (Ai,j , Bi,j) to be inferred. This yields a total of 12 parameters for Model B which we
denote as {p1, . . . , p12}, together with the maximum conductance, g, to be found. Similarly for Model A,
it has 8 parameters {p1, . . . , p8} together with g, to be inferred.
3.2 Synthetic experiments
We let Model C be the ground truth DGP and simulate data from it (using parameter values estimated
from real room temperature data by Beattie et al. [43], where g = 204 nS). We add i.i.d. Gaussian noise
with zero mean and standard deviation σ = 25 pA to the simulated data. We generate data under three
different voltage clamp protocols, V (t). These are a sinusoidal protocol (see top plot in Figure 6) and an
action potential (AP) series protocol from Beattie et al. [43] (see Figure S9 in Supplementary Material),
and the staircase protocol from Lei et al. [26, 46] (see bottom plot in Figure 6).
3.3 Standard calibration ignoring model discrepancy
To calibrate the model (without considering any model discrepancy), we assume a statistical model of
the form of Eq. (1), which has the same observation noise model as our synthetic data. The likelihood
of model parameter θ, having observed the data y = y1:n, is given by Eq. (3).
We use the sinusoidal protocol (top, Fig. 6) as the calibration protocol; the action potential series
protocol (top, Fig. S9) and the staircase protocol (bottom, Fig. 6) are used as validation data. We use a
global optimisation algorithm [35] to fit the model parameters using their maximum likelihood estimates.
All inference is done using PINTS [36].
The fitting results of Models A and B are shown in Figure 6. Using different starting points in the
optimization gives almost exactly the same parameter sets each time. Although both models fit the
calibration data reasonably well, neither match perfectly, due to model discrepancy. While the exact
forms of the model discrepancy differs between the two models, both models notably fail to reproduce
the correct form of the current decay following the step to −120 mV shortly after 2000 ms.
The validation predictions for the staircase protocol are also shown in Figure 6. Unlike in the
sinusoidal protocol, where Model A generally gives a better prediction than Model B, in the staircase
10
protocol different it is more evident that the model discrepancy traits are different for each model. For
example, Model B appears to give slightly better predictions of the current during the first 10 000 ms,
whereas after this point Model A begins to give better predictions.
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Figure 6: (Top) The fitted model predictions for Models A (blue) and B (orange) for the ion channel
example (i.e., model predictions for the data they were trained with). Both models have been fitted to
synthetic calibration data (grey) generated using Model C using the sinusoidal voltage clamp protocol
[43]. (Bottom) Models A (blue) and B (orange) predictions for the validation data (grey) generated
from Model C under the staircase protocol [26] (not used in training). Note that there are significant
discrepancies around 12 000 ms.
3.4 Calibration with model discrepancy
We now consider an approach that allows us to incorporate model discrepancy when doing parameter
inference and making predictions. We adapt the method proposed in [42] and instead of assuming
independent errors in Eq. (1), which corresponds to assuming a diagonal covariance matrix for the
vector of errors , we consider an additive discrepancy model of the form given by Eq. (4), giving a
correlated (non-diagonal) error structure. We consider three different choices for the discrepancy δ(vC),
and jointly infer θ and δ. Note that we allow for a different choice of input vC , compared to the input
of model f , uC .
First, we model δ as a sparse-Gaussian process (GP) [47, 48], for which we adapted the implementation
in PyMC3 [49] using Theano [50]. The radial basis function (RBF) were used for the results presented
here; we also tried two other GP covariance functions (the exponential covariance function and the Mate´rn
3/2 covariance function) in Supplementary Section S7S7.3, where we found the impact of the choice of
covariance functions in this problem is not as sensitive as the formulation of the discrepancy models. We
explore two possibilities: choosing vC to be either (i) t (time); or (ii) O,V (the open probability, O in
Eq. (6), and the voltage, V ). In fitting the model, we estimate hyperparameters associated with the GP
covariance function, and condition the model on the observed discrepancies. For the GP(O, V ) model,
this means that we assume that the discrepancy is a function O and V so that we use the observed
combinations of (O, V, δ) to predict future discrepancies; in the GP(t) model, it means that we assume
the discrepancy process is always similarly distributed in time (which will not be a sensible assumption
in many situations). Full details are provided in the Supplementary Material, Section S2.
As a third approach, we model discrepancy δ and the white noise error , as an autoregressive-moving-
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average (ARMA) model of order p, q [51]. If et = δt(vc)+t is the residual at time t, then an ARMA(p, q)
model for et is
et = νt +
p∑
t′=1
ϕtet−t′ +
q∑
t′=1
ζt′νt−t′ (9)
where νt ∼ N (0, τ2), and ϕ1, . . . , ϕp and ζ1, . . . , ζq are, respectively, the coefficients of the autoregressive
and moving-average part of the model. We used the StatsModels [52] implementation, and assumed
p = q = 2 throughout. Note that when using the ARMA model, we do not condition on the observed
discrepancy sequence (so the mean of the ARMA process remains zero, unlike in the GP approaches), but
only use it to correlate the discrepancy structure in time. In general, there is an interesting connection
between GPs discretely sampled regularly in time, and autoregressive processes [47], but here we treat
the ARMA process differently to how we use GP discrepancies, and use the data only to estimate the
ARMA parameters, not to condition the process upon the observed temporal structure, i.e., we use the
ARMA process as a simple approach for introducing correlation into the residuals to better account for
the discrepancy, not to correct the discrepancy (as is done with the GP). The motivation is that if the
mechanistic model is correct, the residuals should be uncorrelated, but for misspecified models, they will
typically be correlated. For further details, please refer to the supplementary information, Section S3.
For all methods, i.i.d. noise, GP(t), GP(O, V ), and ARMA(2, 2), we infer the posterior distribution of
the parameters (Eq. 2), where the priors are specified in Supplementary Material, Section S4. We use an
adaptive covariance MCMC method in PINTS [36, 32] to sample from the posterior distributions. The
trace plots of the samples are shown in Supplementary Section S7. The inferred (marginal) posterior
distributions for Model A are shown in Figure 7, and they are used to generate the posterior predictive
distributions shown in Figure 8. Supplementary Figure S16 shows the same plots for Model B. Note that
the choice of the discrepancy model can shift the posterior distribution significantly, both in terms of its
location and spread. In particular, the ARMA(2, 2) model gives a much wider posterior than the other
discrepancy models.
Figure 7: Model A inferred marginal posterior distributions for the conductance, g in Eq. (6), and
kinetic parameters p1, . . . , p8 (a list of parameters referring to Ai,j and Bi,j in Eq. 8) with different
discrepancy models: i.i.d. noise (blue), GP(t) (orange), GP(O, V ) (green), and ARMA(2, 2) (red).
Figure 8 shows the posterior predictive distributions of Model A with the calibration protocol using
the four discrepancy models (Supplementary Figure S17 for Model B), i.e., predicting the data used in
training. The top panel shows the sinusoidal voltage protocol, and the panels underneath are calibrated
model predictions with i.i.d. noise (blue), GP(t) (orange), GP(O, V ) (green), and ARMA(2, 2) (red).
The calibration data are shown in grey. Visually, we can see that the two GP models, GP(t) (orange)
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and GP(O, V ) (green), fit the data with high accuracy; later we will see one of them is overfitting, while
the other is not. The ARMA(2, 2) model (red) increases the width of the posterior (compared to i.i.d.
noise), but its posterior mean prediction does not follow the data as closely as the two GP models.
Figure 8: Model A fitted to the sinusoidal calibration protocol using the different discrepancy models:
i.i.d. noise, GP(t), GP(O, V ), and ARMA(2, 2). The plots show the mean (solid lines) and 95% credible
intervals (shaded) of the posterior prediction for each model.
Table 2 shows the root mean square errors (RMSE) of the posterior mean predictions for all of the
models, and is coloured so that yellow highlights the best performing model and red the worst. The first
row of the table shows the results for the calibration (sine wave ) protocol, and it is clear that the GP(t)
and GP(O, V ) models give the best RMSE values for the calibration data. Note that the RMSE only
assesses the accuracy of the point estimate (given by the posterior mean). Table S1 in the supplementary
material gives the posterior predictive log-likelihoods; the log-likelihood is a proper scoring rule [53] which
assesses the entire predictive distribution, not just the mean prediction. The ARMA(2, 2) and GP(O, V )
models achieve the highest log-likelihood scores on the calibration data (best all round predictions when
accounting for uncertainty).
Figure 9 shows the prediction results for the staircase validation protocol for Model A (Supplemen-
tary Figure S18 for Model B) using different discrepancy models, with the same layout as Figure 8.
Similar figures for the action potential (AP) protocol predictions are shown in Supplementary Figures S9
(Model A) and S19 (Model B). The GP(t) discrepancy model is conditioned to give the same temporal
discrepancy pattern as in the calibration protocal, and is unable to change its predicted discrepancy in
any way for the validation protocol; i.e., the GP (t) discrepancy predicts as if it were still under the sinu-
soidal protocol. Thus, there is some residual from the calibration protocol shown in the GP(t) (orange)
prediction for the staircase protocol, e.g., see ‘wobbly’ current at ∼ 7000 ms as pointed at by the blue
arrow.
For Model A, it is interesting to see that the RMSE of the point prediction (the posterior mean) in
Table 2 is best for the i.i.d. noise model with the GP(O, V ) model only a little worse. Note that the
GP(O, V ) model is able to capture and accurately predict the tail current after the two activation steps,
as indicated by the red arrows in Figure 6 — a visible area of model mismatch in our calibration without
model discrepancy. The uncertainty quantification in the predictions is poor for all of the discrepancy
models, but from Table S1 we can see that when we assess the uncertainty in the prediction, the i.i.d.
noise model is the worst performing model (as for intervals where the prediction is wrong, each error is
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ODE model 
& iid noise
ODE model
only
ODE model 
& GP(t)
ODE model
only
ODE model 
& GP(O, V)
ODE model
only
ODE model 
& ARMA(2, 2)
ODE model
only
Fitted with iid noise Fitted with GP(t) Fitted with GP(O, V) Fitted with ARMA(2, 2)
Model A
ap
staircase
sinewaveCalibration
Prediction
59.57 59.57 90.38 80.67 61.25 61.80 85.72 83.33
68.10 68.10 109.38 106.08 76.61 80.47 104.90 102.89
39.41 39.41 25.73 48.83 29.32 40.70 45.03 45.33
ODE model 
& iid noise
ODE model
only
ODE model 
& GP(t)
ODE model
only
ODE model 
& GP(O, V)
ODE model
only
ODE model 
& ARMA(2, 2)
ODE model
only
Fitted with iid noise Fitted with GP(t) Fitted with GP(O, V) Fitted with ARMA(2, 2)
Model B
ap
staircase
sinewaveCalibration
Prediction
141.19 141.19 133.56 123.84 91.65 235.15 139.29 136.86
191.19 191.19 489.66 489.32 116.29 183.44 346.93 341.82
47.99 47.99 27.30 55.76 33.29 196.89 56.41 56.18
Table 2: Models A (top) and B (bottom) RMSEs with different discrepancy models: i.i.d. noise, GP(t),
GP(O, V ), and ARMA(2, 2) for each of the three voltage protocols. Here ‘ODE model-only’ refers
to the predictions using only the calibrated ODE model under different discrepancy models (i.e., the
model is calibrated assuming Eq. 4, but prediction is done using only f(θˆ, uC)). See also Supplementary
Figures S13–S15 for Model A and Supplementary Figures S23–S25 for Model B.
equally surprising, whereas in correlated models, the first error in any interval makes subsequent errors
more probable). The unstructured ARMA(2, 2) and GP(O, V ) models score highest for their uncertainty
quantification.
For Model B, the GP(O, V ) discrepancy model gives the best overall predictions for both the staircase
and the AP protocols, although when we examine the contributions of the mechanistic and discrepancy
models, we see that an element of non-identifiability between them has arisen (Supplementary Sec-
tion S7S7.2). In terms of the posterior predictive log-likelihood, Table 2 (bottom) again highlights that
the ARMA(2, 2) and GP(O, V ) models tend to be better than the i.i.d. noise and GP(t) models.
Supplementary Figures S10, S11, and S12 show the model discrepancy for Model A for the sine
wave protocol, AP protocol, and staircase protocol, respectively; Supplementary Figures S20, S21, and
S22 show the same plots for Model B. Supplementary Figures S12 and S22 in particular highlight that
the GP(t) model has, by design, learnt nothing of relevance about model discrepancy for extrapolation
under an independent validation protocol (in which V (t), and indeed the range of t, differs from that of
the training protocol). Furthermore, the discrepancy model is based only on information extending to
8000 ms (the duration of the training protocol), after which the credible interval resorts to the width of
the GP prior variance. In contrast, the GP(O, V ) model learns, independently of t, the discrepancy under
combinations of (O, V ) present in the training data (such as the activation step to 40 mV followed by a
step to −120 mV), which is why it is able to better predict the tail current after the two activation steps.
Finally, the ARMA(2, 2) model has zero mean with similar 95% credible intervals to the i.i.d. noise model,
but has correlated errors and so scores better in terms of the posterior predictive log-likelihood. The ion
channel (ODE) model-only predictions for the sine wave protocol, AP protocol, and staircase protocol
are shown in Supplementary Figures S13, S14, and S15 for Model A and Supplementary Figures S23,
S24, and S25 for Model B.
For a given dataset, the RMSE and log-likelihood values in Tables 2 & S1 are comparable across
models. Note that Model A is more accurate than Model B on all datasets and with all discrepancy
models. With Model A, none of the discrepancy models are able to improve the mean predictions over
the i.i.d. noise model performance, but the GP(O, V ) comes close (in RMSE) whilst being able to capture
some of the nonlinear dynamics that Model A misses, as discussed above. With Model B, the GP(O, V )
model gives the best mean predictions (as measured by the RMSE). The GP(t) model achieves a better
score on the calibration data, but by over-fitting the data. The ARMA(2, 2) model consistently gives
the best posterior predictive log-likelihood values for Models A and B, as it gives a wider posterior
distribution compared to other methods (Figure 7). Over-confident predictions are heavily penalised by
the log-likelihood, which explains the large differences observed in these values.
To conclude, we have used two different incorrect model structures (Models A, B) to fit synthetic data
generated from a third model (Model C). We considered both ignoring and incorporating discrepancy
when calibrating the model. Calibrating with discrepancy improved predictions notably for Model B,
but not for Model A. Although our problem was a time-dependent (ODE) system, constructing the
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Figure 9: Model A’s prediction using the discrepancy models (i.i.d. noise, GP(t), GP(O, V ), and
ARMA(2, 2)), trained using the staircase voltage clamp protocol [26]. We plot the posterior predictive
mean (solid lines) with 95% credible intervals (shaded). The red arrows point to the tail current after
the two activation steps, and mark an area of visible model mismatch: note the different performance of
the four discrepancy models in this region. The blue arrow points to an obvious artefact at ∼ 7000 ms
induced by the GP(t) prediction which was trained on the sinusoidal protocol, and which doesn’t take
into account that we are now predicting for the staircase protocol.
discrepancy model as a pure time-series based function is not necessarily useful in predicting unseen
situations; we found the GP(O, V ) model performed best at correcting the point prediction from the
models. .
4 Discussion
In this review and perspective piece we have drawn attention to an important and under-appreciated
source of uncertainty in mechanistic models — that of uncertainty in the model structure or the equations
themselves (model discrepancy). Focusing on cardiac electrophysiology models, we provided two exam-
ples of the consequences of ignoring discrepancy when calibrating models at the ion channel and action
potential scales, highlighting how this could lead to over-confident parameter posterior distributions and
subsequently spurious predictions.
Statistically, we can explicitly admit discrepancy exists, and include it in the model calibration
process and predictions. We attempted to do this by modelling discrepancy using two proposals from
the literature — Gaussian processes (GPs) trained on different inputs and an autoregressive-moving-
average (ARMA) model. We saw how GPs can achieve some success in describing discrepancy in the
calibration experiment. A two-dimensional GP in voltage and time was used previously by Plumlee
et al. [20, 21], where it was used to extrapolate to new voltages for a given single step voltage-clamp
experiment. To use a discrepancy model to make predictions for unseen situations, it needs to be
a function of something other than time, otherwise features specific to the calibration experiment are
projected into new situations. A promising discrepancy model was our two-dimensional GP as a function
of the mechanistic model’s open probability and voltage, although for Model B this led to ambiguity
between the role of the ODE system and the role of the discrepancy (see Supplementary Section S7S7.2).
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The modelling community would hope to study any discrepancy model that is shown to improve
predictions, and use insights from this process to iteratively improve the mechanistic model. How we
handle model discrepancy may depend on whether we are more interested in learning about what is
missing in the model, or in making more reliable predictions: both related topics are worthy of more
investigation.
4.1 Recommendations
Very rarely do computational studies use more than one model to test the robustness of their predictions
to the model form. We should bear in mind that all models are approximations and so when we are
comparing to real data, all models have discrepancy. Here we have seen, using synthetic data from
an assumed true data-generating model, how fragile the calibration process can be for models with
discrepancy, and how this discrepancy manifests itself in predictions of unseen situations. Synthetic data
studies, simulating data from different parameter sets and different model structures, allow the modeller
to test how well the inverse problem can be solved and how robust predictions from the resulting models
are. We strongly recommend performing such studies to learn more about the chosen, and alternative,
models, as well as the effects of the model choice on parameter calibration and subsequent predictions.
To develop our field further, it will be important to document the model-fitting process, and to make
datasets and infrastructure available to perform and reproduce these fits with different models [54].
4.2 Open questions and future work
The apparent similarity of the action potential models we looked at (summarised in Figure 1) is a chal-
lenge for model calibration. A number of papers have emphasised that more information can be gained
to improve parameter identifiability with careful choice of experimental measurements, in particular
by using membrane resistance [30, 34], or other protocols promoting more information-rich dynamics
[31, 32] and some of these measurements may be more robust to discrepancy than others. In synthetic
data, fitting the model used to generate the data will recover the same parameter set from any differ-
ent protocol (where there is sufficient information to identify the parameters). But in the presence of
discrepancy, fitting the same model to data from different protocols/experiments will result in different
parameter sets, as the models make the best possible compromise (as shown schematically in Figure 4).
This phenomenon may be an interesting way to approach and quantify model discrepancy.
If the difference between imperfect model predictions represented the difference between models and
reality then this may also provide a way to estimate discrepancy. For instance, the largest difference
between the ion channel Model A & B predictions in the staircase protocol was at the point in time that
both of them showed largest discrepancy (Figure 6). Some form of Bayesian model averaging [55], using
variance-between-models to represent discrepancy, may be instructive if the models are close enough to
each other and reality, but can be misleading if the ensemble of models is not statistically exchangeable
with the data generating process [56, 57] or if there is some systematic error (bias) due to experimental
artefacts [58].
In time-structured problems, rather than adding a discrepancy to the final simulated trajectory, as
we have done here, we can instead change the dynamics of the model directly. It may be easier to add
a discrepancy term to the differential equations to address misspecification, than it is to correct their
solution, but the downside is that this makes inference of the discrepancy computationally challenging.
One such approach is to convert the ODE to a stochastic differential equation [59, 60], i.e., replace
dx
dt = fθ(x, t) by dx = fθ(x, t)dt + Σ
1
2 dWt where Wt is a Brownian motion with covariance matrix Σ.
This turns the deterministic ODE into a stochastic model and can improve the UQ, but cannot capture
any structure missing from the dynamics. We can go further and attempt to modify the underlying
model equations, by changing the ODE system to
dx
dt
= fθ(x, t) + δ(x) (10)
where again δ(x) is an empirical term to be learnt from the data. For example, this has been tried
with a discretized version of the equations using a parametric model for δ [61], with GPs [62], nonlinear
autoregressive exogenous (NARX) models [63], and deep neural networks [64]. Computation of posterior
distributions for these models is generally challenging, but is being made easier by the development of
automatic-differentiation software, which allows derivative information to be used in MCMC samplers,
or in variational approaches to inference (e.g., [65, 66]).
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Ultimately, modelling our way out of trouble, by expanding the model class, may prove impossible
given the quantity of data available in many cases. Instead, we may want to modify our inferential
approach to allow the best judgements possible about the parameters given the limitation of the model
and data. Approaches such as approximate Bayesian computation (ABC) [67] and history-matching
[68, 69] change the focus from learning a statistical model within a Bayesian setting, to instead only
requiring that the simulation gets within a certain distance of the data. This change, from a fully
specified statistical model for δ to instead only giving an upper bound for δ, is a conservative inferential
approach where the aim is not to find the best parameter values, but instead rule out only obviously
implausible values [70, 71].
For example, in the action potential model from Section 2, instead of taking a Bayesian approach
with an i.i.d. Gaussian noise model, we can instead merely try to find parameter values that get us within
some distance of the calibration data (see Supplement and Figure S2 for details). In the Supplement,
we describe a simple approach, based on the methods presented in [72], where we find 1079 candidate
parameter sets that give a reasonable match to the calibration data. When we use these parameters to
predict the 2 Hz validation data, and the 75% IKr block CoU data, we get a wide range of predictions that
incorporate the truth (Figure S3) — for a small subset of 70 out of 1079, we get good predictions and
not the catastrophic prediction shown in Figure 2. By acknowledging the existence of model discrepancy,
the use of wider error bounds (or higher-temperature likelihood functions) during the fitting process may
avoid fitting parameters overly-precisely. However, we have no way of knowing which subset of remaining
parameter space is more plausible (if any) without doing these further experiments; testing the model
as close as possible to the desired context of use helps us spot such spurious behaviour.
This paper has focused on the ion channel and action potential models of cardiac electrophysiology.
There is an audit of where uncertainty appears in cardiac modelling and simulation in this issue [73].
The audit highlights many other areas where discrepancy may occur: in assumptions homogenising
the subcellular scale to the models we have here; or at the tissue and organ scales in terms of spatial
heterogeneity, cell coupling or mechanical models for tissue contraction and fluid-solid interaction. All
of these areas need attention if we are to prevent model discrepancy producing misleading scientific
conclusions or clinical predictions.
5 Conclusions
In this paper we have seen how having an imperfect representation of a system in a mathematical
model (discrepancy) can lead to spuriously certain parameter inference and overly-confident and wrong
predictions. We have examined a range of methods that attempt to account for discrepancy in the fitting
process using synthetic data studies. In some cases we can improve predictions using these methods,
but different methods work better for different models in different situations, and in some cases the best
predictions were still made by ignoring discrepancy. A large benefit of the calibration methods which
include discrepancy is that they better represent uncertainty in predictions, although all the methods we
trialled still failed to allow for a wide enough range of possible outputs in certain parts of the protocols.
Methodological developments are needed to design reliable methods to deal with model discrepancy for
use in safety-critical electrophysiology predictions.
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S1 Differences between Model T and Model F
Here we show the equations of the currents in Model T [1] and Model F [2] that are different in kinetics.
Below gX is the conductance (constant), EX is the reversal potential, Xo is the extracellular concentra-
tion, Xi is the intracellular concentration of ion X. V is the membrane voltage, F is Faraday constant,
R is the ideal gas constant.
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310
35
− 55
7
)
·
√
Ko
5.4
· xK1∞ · (V − EK)
KiMg = 2.8 · e
−(V−δ·EK)
180
KbMg = 0.45 · e
−(V−δ·EK)
20
Kd1SPM = 0.7− 3 · e
−
(
(V−δ·EK)+8·MgBuf
)
4.8
Kd2SPM = 40− 3 · e
−(V−δ·EK)
9.1
X =
(
1 +
MgBuf
KbMg
)
rec1 =
X2(
SPM
Kd1SPM
+
MgBuf
KiMg
+X3
)
rec2 =
1(
1 + SPMKd2SPM
)
xK1∞ = (φ · rec1 + (1− φ) · rec2)
MgBuf = 0.0356
SPM = 0.0014613
φ = 0.8838
δ = 1.0648
IKs
Model T Model F
IKs = gKs ·X2s · (V − EKs)
xs∞ =
1(
1 + e
(−5−V )
14
)
αxs =
1100√(
1 + e
(−10−V )
6
)
βxs =
1(
1 + e
(V−60)
20
)
τxs = αxs · βxs
dXs
dt
=
(xs∞ −Xs)
τxs
IKs = as per Model T,
xs∞ = as per Model T,
αxs =
1400√(
1 + e
(5−V )
6
)
βxs =
1(
1 + e
(V−35)
15
)
τxs = (αxs · βxs + 80)
dXs
dt
= as per Model T.
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S2 Modelling discrepancy using a Gaussian process
In order to add a discrepancy term to our basic measurement model (see main text), we model the ith
observation as:
(YC)i = fi(θ, u
i
C) + δi(φ,v
i
C) + i, (S2.1)
where δi(φ,v
i
C) is the model discrepancy term, a function with arguments vC and parameters φ. Note
that the inputs vC can be independent from the inputs passed to the mechanistic model. We choose vC
to be (1) time t, and (2) the open probability O (i.e. O in Eq. (6)) and the voltage V .
Following [3] we place a zero mean Gaussian process prior on the discrepancy function given by
δ(φ,vC) ∼ GP
(
0,κ(vC ,v
′
C ;φ)
)
, (S2.2)
where κ(vC ,v
′
C ;φ) is the covariance function (also known as covariance kernel) parameterised by φ.
One common choice for the covariance function is the squared exponential function given by
κ(vC ,v
′
C ;φ) = α
2 exp
− q∑
j=1
(vCj − v′Cj )2
2ρ2j
 , (S2.3)
where q is the number of covariates, such as time or open probability as mentioned above, representing
vC . The parameter ρj quantifies the characteristic length-scale along the j
th covariate and α denotes the
marginal variance of the GP prior. Together they constitute the parameter vector φ = [α, ρ1, . . . , ρq].
Since our measurement noise is Gaussian with variance σ2 we can analytically compute the discrep-
ancy function to obtain the marginal likelihood of N observations Y C = (YC)
N
i=1, conditioned on the
parameters θ, φ of the mechanistic and discrepancy models respectively, as well as the calibration inputs
uC and vC , given by
p(Y C |uC ,vC ,θ,φ) ∼ N (fθ,uC ,ΣNN + σ2I), (S2.4)
where fθ,uC = [f1(θ, uC), . . . , fN (θ, uC)] is a vector collecting the N evaluations of the mechanistic
model function, ΣNN represents the covariance function ( Eq. S2.3) evaluated on all N ×N pairs of the
calibrations inputs vC :
ΣNN =
κ(v
1
C ,v
1
C ;φ) . . . κ(v
1
C ,v
N
C ;φ)
...
. . .
...
κ(vNC ,v
1
C ;φ) · · · κ(vNC ,vNC ;φ)
 , (S2.5)
and I is a N ×N identity matrix.
Inference of the model and GP parameters
We proceed by first placing suitable prior distributions, p(θ) and p(φ), on the model and GP parameters
and then obtain the posterior distribution using Bayes theorem as follows:
p(θ,φ|Y C , uC ,vC) ∝ p(Y C |uC ,vC ,θ,φ)p(θ)p(φ). (S2.6)
Since this posterior distribution is analytically intractable due to the non-linear dependence on θ and φ
we resort to Markov chain Monte Carlo (MCMC) in order to obtain samples from this distribution.
Predictions
Having inferred the parameters θ and φ we may want to predict the output of the model in Eq. S2.1 for a
new set of model inputs uV and vV . Note that these new model inputs are considered as validation inputs,
denoted with subscript V . For the purpose of derivation here, we consider the number of validation points
M to be different than the number of measurement points N , although these numbers can be the same
for specific choices of calibrations.
We denote the column vector for the corresponding M predicted outputs as Y V = (YV )
M
i=1, and the
model evaluations with the new inputs as fθ,uV = [f1(θ, uV ), . . . , fM (θ, uV )]
T Furthermore, we denote
the collection of calibration inputs at the N training (points corresponding to the measurements) as
IC = (uC ,vC), and at the prediction points as IV = (uV ,vV )
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Note that for a fixed value of parameters, θ and φ respectively, we can analytically obtain the
predictive distribution of Y V given by
p(Y V |IV , IC ,Y C ,θ,φ) = N (µV ,σ2V ), (S2.7)
where the mean and variance is given by [4]
µV = fθ,uV + ΣMN [ΣNN + σ
2I]−1(Y C − fθ,uC )
σ2V = ΣMM −ΣMN [ΣNN + σ2I]−1ΣNM ,
(S2.8)
where ΣMN and ΣNM denotes the M × N and N × M matrices of covariance function evaluations
between the training and prediction inputs given by
ΣMN =
κ(v
1
V ,v
1
C ;φ) . . . κ(v
1
V ,v
N
C ;φ)
...
. . .
...
κ(vMV ,v
1
C ;φ) · · · κ(vMV ,vNC ;φ)
 , (S2.9)
ΣNM =
κ(v
1
C ,v
1
V ;φ) . . . κ(v
1
C ,v
M
V ;φ)
...
. . .
...
κ(vNC ,v
1
V ;φ) · · · κ(vNC ,vMV ;φ)
 , (S2.10)
with inputs vC and vV , respectively, and ΣMM is the covariance evaluated at the prediction inputs vV
only:
ΣMM =
κ(v
1
V ,v
1
V ;φ) . . . κ(v
1
V ,v
M
V ;φ)
...
. . .
...
κ(vMV ,v
1
V ;φ) · · · κ(vMV ,vMV ;φ)
 . (S2.11)
Finally, to obtain the marginal (i.e. integrating out the parameters) predictive distribution:
p(Y V |IV , IC ,Y C) =
∫
N (µV ,σ2V )p(θ,φ|Y C , uC ,vC) dθ dφ, (S2.12)
we use Monte Carlo integration using the samples of θ and φ obtained through MCMC.
Sparse Gaussian Process
The above formulation of the discrepancy model suffers from a crucial computational bottleneck stem-
ming from the need of inverting the covariance matrix ΣNN while evaluating the marginal likelihood
in Eq. S2.4, as well as drawing posterior predictions in Eq. S2.12 (in turn using Eq. S2.8). In all the
calibration problems under consideration here, we have a large number of data points (time series mea-
surements) where N ≥ 80000. Thus, it becomes infeasible to apply Gaussian processes for modelling the
discrepancy without tackling this excessive computational load related to repeated inversion of a large
matrix.
In order to alleviate this computational bottleneck we use a sparse approximation of the true covari-
ance function. Quin˜onero-Candela et al. [5] provides an extensive review of such sparse approximations
techniques. Following [5] we use a set of P or inducing inputs (or pseudo-inputs) xC with associated la-
tent function δ(φ, xC) representing the discrepancy function corresponding to the inducing inputs. This
inducing function is assigned a zero mean GP prior as follows:
δ(φ, xC) ∼ GP
(
0,κ(xC , x
′
C ;φ)
)
. (S2.13)
Let us denote the vector of discrepancy function evaluations at all the training points as δφ,uC =
[δ1(φ, uC), . . . , δN (φ, uC)]
T and at inducing points as δφ,xC = [δ1(φ, xC), . . . , δP (φ, xC)]
T . We can then
write the joint prior as a product of all the training and inducing points as p(δφ,uC ) = N (0,ΣNN ) and
p(δφ,xC ) = N (0,ΣPP ) respectively, where ΣPP denotes the covariance evaluated at all pairs of inducing
inputs:
ΣPP =
κ(x
1
C , x
1
C ;φ) . . . κ(x
1
C , x
P
C ;φ)
...
. . .
...
κ(xPC , x
1
C ;φ) · · · κ(xPC , xPC ;φ)
 . (S2.14)
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We can then approximate the prior on the true discrepancy function δφ,uC marginalising the inducing
discrepancies as:
p(δφ,uC ) ≈ p(δφ,uC |δφ,xC ) =
∫
p(δφ,uC |δφ,xC )p(δφ,xC ) d δφ,xC
= N (ΣNPΣ−1PP δφ,xC ,ΣNN −ΣNPΣ−1PPΣPN ),
(S2.15)
where ΣNP , ΣPN denotes the covariance matrices containing the cross-covariances between the training
and inducing inputs (evaluated in the same way as in Eqs. S2.9, S2.10). This sparse approximation
was first introduced in [6] to scale the GP regression model. This approximation is widely known as
the fully independent training conditional (FITC) approximation in machine learning parlance since the
introduction of these inducing inputs and corresponding function values δφ,xC induces a conditional
independence among all the elements of δφ,uC [5], that is we have
p(δφ,uC |δφ,xC ) =
N∏
i=1
p(δi(φ,v
i
C)|δφ,xC ) = N (ΣNPΣ−1PP δφ,xC ,ΣNN −ΣNPΣ−1PPΣPN ). (S2.16)
Using this approximate prior p(δφ,uC |δφ,xC ) to obtain the marginal likelihood and the prediction
terms we essentially approximate the true covariance ΣNN as [5]:
ΣNN ≈ Σˆ = Q+ diag(ΣNN −Q), (S2.17)
where diag(A) is a diagonal matrix whose elements match the diagonal of A and the matrix Q is given
by
Q = ΣNPΣ
−1
PPΣPN . (S2.18)
Σˆ has the same diagonal elements as ΣNN and the off-diagonal elements are the same as for Q. Thus,
inversion of Σˆ scales as O(NP 2) as opposed to O(N3) for the inversion of ΣNN .
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S3 Modelling residuals using an ARMA(p, q) process
In the previous section we modelled the discrepancy as a function drawn from a GP prior. Alternatively,
we can address the case of discrepancy using a correlated residual approach (see Section 3.6.2 in [7] for
an introduction to this modelling approach). In this case we can model the residuals between the data
(YC)i and the mechanistic model fi(θ, u
i
C) as an ARMA(p, q) process as follows:
(YC)i − fi(θ, uiC) = ei
= ϕ1ei−1 + . . .+ ϕpei−p + νi + ζ1νi−1 + . . .+ ζqνi−1−q, (S3.19)
where
νi ∼ N (0, τ2), (S3.20)
and ϕ = [ϕ1, . . . , ϕp]
T , ζ = [ζ1, . . . , ζp]
T are the vectors representing the p ≥ 0 autoregressive coefficients
and q ≥ 0 moving-average coefficients of the ARMA process.
The rationale behind this modelling approach comes from the fact that if the mechanistic model is
able to explain the measurements adequately then the residuals are essentially uncorrelated measurement
noise  ∼ N (0, σ2). Note that we use a different symbol ν, as opposed to , to represent the noise term
in order to highlight the difference in its interpretations. However, the existence of discrepancy between
the model output and the observations points to the fact that the residuals, for each data sample, has
unexplained structure that can be modelled using a pre-determined correlation structure, as expressed
through an ARMA(p, q) model.
Inference
We first re-write the normally distributed error term νi as
νi = (YC)i − fi(θ, uiC)−
p∑
j=1
ϕj{(YC)i−j − fi−j(θ, ui−jC )} −
q∑
k=1
ζkνi−k, (S3.21)
using which we can write the conditional likelihood of the observed data for N measurements as [8]
p(Y C |θ,ϕ, ζ, τ) = (2piτ2)N/2 exp
(
− 1
2τ2
N∑
i=p+1
ν2i
)
, (S3.22)
where we have used νi for i ≥ p + 1 by assuming that νp = νp−1 = . . . = νp+1−q = 0, its expected
value. Note that to calculate the likelihood for all the N measurements requires us to introduce extra
parameter values, as latent variables, for the past history of the data as well as the error terms before
measurement commences, that is for [(YC)0, (YC)−1, . . . , (YC)1−p] and [ν0, ν−1, . . . , ν1−q]. Alternatively,
we can reformulate Eq. S3.19 in a state space form and use the Kalman filter algorithm to evaluate the
unconditional full likelihood for all i. We refer the reader to [7] for the details of this approach. We point
out here that the difference between these two approaches of calculating the likelihood is insignificant
for long time series, which is the case for our calibration problems with N ≥ 80000.
Having defined the likelihood we can again adopt the Bayesian framework to infer posterior distribu-
tions of the model parameters θ and the set of ARMA parameters φ = [ϕ, ζ], by choosing suitable prior
distributions p(θ) and p(φ) respectively and using the Bayes theorem to obtain the posterior given by
p(θ,φ|Y C) ∝ p(Y C |θ,φ)p(θ)p(φ). (S3.23)
Note that we have considered the noise variance known since its maximum likelihood estimate is given
by τ2 =
∑N
i=p+1 ν
2
i
N−(2p+q+1) , which can be easily obtained once estimates of φ and θ are available. Similar to
the GP based inference problem we again use MCMC to obtain the desired posterior distributions.
Predictions
In a purely time series modelling context, where models such as the ARMA is extensively used, predictions
are used to forecast ahead in time for short intervals. In the context of our calibration problem we are
generally interested in predicting outputs for a new calibration uV . However, considering the fact that
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we want to to predict M output values corresponding to the new validation inputs, we can simply recast
our predictions as one-step-ahead forecasts.
We denote the M predicted outputs as Y V = (YV )
M
m=1, while Y p = (YC)
N
N−(p−1) and fθ,uC =
[fN (θ, uC), . . . , fN−(p−1)(θ, uC)] are column vectors representing the last p observations and model eval-
uations with the calibration uC . We denote the vector of the last q errors as νC = [νN−(q−1), . . . , νN ]T .
Note that in our formulation here, the mth, m = 1, . . . ,M , prediction is to be considered as the
(N+1)th prediction from the model in Eq. S3.19 with the following modification: we replace fN+1(θ, u
i
C)
with f1(θ, u
1
V ). Thus, for a particular value of the parameters we have
(YV )m ∼ N (E[(YV )m|Y p,νC ,θ,φ],Var[(YV )m|Y p,νC ,θ,φ]), (S3.24)
where the mean and the variance of the one-step ahead prediction distribution is given by
E[(YV )m|Y p,νC ,θ,φ] = fm(θ, umV ) +ϕT (Y p − fθ,uC ) + ζTνC ,
Var[(YV )m|Y p,νC ,θ,φ] = Var
[
(YV )m − E[(YV )m|Y p,νC ,θ,φ]
]
= Var[νN ] = τ
2.
(S3.25)
In order to quantify the uncertainty in the predictions we can integrate out the model and noise param-
eters [9]:
p((YV )m|Y p,νC) =
∫
N (E[(YV )m|Y p,νC ,θ,φ]p(θ,φ|Y C) dθ dφ, (S3.26)
where we use Monte Carlo integration as in Eq. S2.12.
In order to collect the full set of M predictions Y V we simply use the one-step-ahead forecasting
distribution shown above in a recursive manner.
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S4 Choice of priors for the ion channel example
Here we specify the choice of priors for the ion channel example.
• For the ion channel ODE model parameters, we chose a uniform prior specified in Beattie et al. [10]
and Lei et al. [11, 12].
• For the GP model, we have the unbiased noise parameter σ, the length-scale ρi, the marginal
variance α:
– σ: Half-Normal prior with standard deviation of 25;
– ρi: Inverse-Gamma prior with shape and scale being (5, 5);
– α: Inverse-Gamma prior with shape and scale being (5, 5).
• For the ARMA model, we have the autoregressive coefficients ϕi, and moving-average coefficients
ζi:
– ϕi: Normal prior centred on the maximum likelihood estimates with standard deviation of
2.5;
– ζi: Normal prior centred on the maximum likelihood estimates with standard deviation of 2.5.
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S5 Computing and representing posterior predictive
To compute the posterior predictive, we follow Girolami [13] and write the posterior predictive in
Eqs. S2.12 & S3.26 as
p(YV | YC) =
∑
k
p(YV | θk,φk, YC)p(θk,φk | YC), (S5.27)
where θk,φk are the k
th posterior sample of the parameters. We have checked the posterior predictive
of the ODE models at a given time point is symmetric and similar to a Gaussian distribution, for the
sake of simplicity, we therefore use summary statistics such as the predictive mean and credible intervals
computed using variance to represent the posterior predictive in this paper. To obtain the predictive
mean E[YV | YC ] and variance Var[YV | YC ], we use
E[YV | YC ] =
∑
k
E[YV | θk,φk, YC ]p(θk,φk | YC), (S5.28)
Var[YV | YC ] =
∑
k
(
Var[YV | θk,φk, YC ] + E[YV | θk,φk, YC ]2
)
p(θk,φk | YC)− E[YV | YC ]2. (S5.29)
Finally, to show the 95% credible intervals of our predictions, we plot E[YV | YC ] ± 1.96σYV where
σ2YV = Var[YV | YC ].
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S6 Supplementary results for the action potential example
Figure S1: Matrix plot and histograms: Posterior distribution of Model T parameters when esti-
mated using data from Model T. The dashed black lines indicate the true (data-generating) parameters;
the dashed red lines are the result of the global optimisation routine. Inset plot: Posterior predictions
for the ‘context of use’ (CoU) data, for the action potential model tutorial (in the scenario of no model
discrepancy). The posterior predictions are model predictions using parameters sampled from the pos-
terior distribution; 200 samples/predictions are shown. Model T gives an almost-perfect prediction of
the CoU data (which was not used in training).
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Figure S2: Results obtained via Genetic Algorithm and Differential Evolution to adjust the Fink Action
Potential to ten Tusscher at control, i.e., 1 Hz, and 0% IKr block configuration. The Genetic Algorithm
was used with a population size of 100 individuals and 10 generations. The Differential Evolution was
used with 150 individuals and 15 generations. Both algorithms were implemented using the Python
library Pygmo with the standard configurations. A From all the evaluations we selected the candidates
(parameter sets) that satisfied Error0% < 0.1. Relative RMS errors are computed with ErrorX(i) =
||TX−aFX(i)||2
||TX ||2 , where TX is the ten Tusscher model in scenario X, and aFX is the adjusted Fink model
using the individual i for scenario X. A total of 1079 candidates satisfied Error0% < 0.1, i.e., were
below the displayed threshold. Using this metric, the best candidate had Error0% = 1.6%. B Testing
the performance of the 1079 candidates with respect to the 2Hz scenario a total of 990 candidates satisfy
Error0% < 0.1 and Error2Hz < 0.1. Using these two metrics, the best candidate had Error0% = 1.8%
and Error2Hz = 1.8%. C Testing the performance of the 1079 candidates with respect to the 75%
IKr block scenario only 80 candidates satisfy Error0% < 0.1 and Error75% < 0.1. Using these two
metrics, the best candidate had Error0% = 4.5% and Error75% = 4.5%. D Testing the performance of
the 1079 candidates with respect to both 75% IKr block and 2Hz scenarios only 70 candidates satisfy
Error0% < 0.1, Error75% < 0.1, and Error2Hz < 0.1. Using the three metrics, the best candidate had
Error0% = 4.5%, Error2Hz = 3.7%, and Error75% = 4.5%.
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Figure S3: APs obtained by the Data (ten Tusscher model) and also by the fitting process for each
scenario: A control, i.e., 1 Hz, and 0% IKr block; B 2 Hz; and C 75% IKr block. “Best 0% prediction” are
the results obtained using the best candidate that satisfies Error0% < 0.1. “Best 0% + 2Hz prediction”
are results obtained using the best candidate that satisfies Error0% < 0.1 and Error2Hz < 0.1. “Best
overall prediction” are results obtained using the best candidate that satisfies Error0% < 0.1, Error2Hz <
0.1, and Error75% < 0.1. The 1079 APs that satisfy Error0% < 0.1 are plotted with grey lines. The
70/1079 APs that satisfy Error0% < 0.1, Error2Hz < 0.1, and Error75% < 0.1 are are plotted with
black lines. Note that there is no way of knowing in advance what the best candidate parameter set will
be without performing the experiment, so a distribution of possibilities should generally be shown.
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S7 Supplementary results for the ion channel discrepancy ex-
ample
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Figure S4: A comparison of the σ values in the i.i.d. model for Model A and B, and σtrue refers to
the value used in generating the data with Model C. If we consider the inferred σ value in Eq. 3 in the
main text as σ2inferred = σ
2
true + σ
2
discrepancy, then we can see that both σA, σB > σtrue. Hence we have
σ2discrepancy term is non-zero for both models, which reflects the fact that there is discrepancy for both
models. One may use the size of σinferred to interpret the size of the model discrepancy here.
iid noise GP(t) GP(O, V) ARMA(2, 2)Model A
AP
Staircase
SinewaveCalibration
Prediction
6.1 × 104 2.2 × 105 1.1 × 105 0
5.4 × 105 3.4 × 105 3.6 × 105 0
3.8 × 104 2.1 × 103 1.4 × 104 0
iid noise GP(t) GP(O, V) ARMA(2, 2)Model B
AP
Staircase
SinewaveCalibration
Prediction
3.6 × 105 3.8 × 105 0 2.5 × 104
1.6 × 106 6.6 × 105 3.7 × 105 0
5.5 × 104 6.8 × 103 1.9 × 104 0
Table S1: Posterior predictive log-likelihoods of fits and predictions for Models A (left) and B (right)
with different discrepancy models: i.i.d. noise, GP(t), GP(O, V ), and ARMA(2, 2) for all three voltage
protocols. The posterior predictive log-likelihood is pi(Y | YC) =
∫
pi(Y | θ)pi(θ | YC)dθ, which we
approximate by 1N
∑N
n=1 p(Y | θn) where θn are samples from the posterior distribution generated by
MCMC. Only relative differences within a row are meaningful, and we therefore subtract the maximum
log-likehood for each dataset from the results giving the best model in each row a score of zero. Note
that care is needed when interpreting the log-likelihood values for the GP models due to the FITC
approximation used to approximate the full likelihood.
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S7.1 Model A
Figure S5: Trace plot of 3 independent MCMC runs for Model A parameters (with the i.i.d. noise
model): the conductance, g, and kinetic parameters p1, . . . , p8 (a list of parameters referring to Ai,j and
Bi,j in Eq. (8)).
17
Figure S6: Trace plot of 3 independent MCMC runs for Model A parameters (with the GP(t) noise
discrepancy model): the conductance, g, and kinetic parameters p1, . . . , p8 (a list of parameters referring
to Ai,j and Bi,j in Eq. (8)).
Figure S7: Trace plot of 3 independent MCMC runs for Model A parameters (with the GP(O, V ) noise
discrepancy model): the conductance, g, and kinetic parameters p1, . . . , p8 (a list of parameters referring
to Ai,j and Bi,j in Eq. (8)).
18
Figure S8: Trace plot of 3 independent MCMC runs for Model A parameters (with the ARMA(2, 2)
noise discrepancy model): the conductance, g, and kinetic parameters p1, . . . , p8 (a list of parameters
referring to Ai,j and Bi,j in Eq. (8)).
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S7.1.1 Model A: Full model predictions
Figure S9: Model A prediction with different discrepancy models: no discrepancy (i.i.d. noise), GP(t),
GP(O, V ), and ARMA(2, 2). The voltage clamp protocol for calibration is the action potential series
protocol [10].
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S7.1.2 Model A: Discrepancy predictions
Figure S10: Model A fitting residuals of the MAP estimate accounted by different discrepancy mod-
els: no discrepancy (i.i.d. noise), GP(t), GP(O, V ), and ARMA(2, 2). The voltage clamp protocol for
calibration is the sinusoidal protocol [10].
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Figure S11: Model A prediction residuals of the MAP estimate accounted by different discrepancy
models: no discrepancy (i.i.d. noise), GP(t), GP(O, V ), and ARMA(2, 2). The voltage clamp protocol
for calibration is the action potential series protocol [10].
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Figure S12: Model A prediction residuals of the MAP estimate accounted by different discrepancy
models: no discrepancy (i.i.d. noise), GP(t), GP(O, V ), and ARMA(2, 2). The voltage clamp protocol
for calibration is the staircase protocol [11].
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S7.1.3 Model A: ODE model predictions
Figure S13: Fitting of the ODE model of Model A, using different discrepancy models: no discrepancy
(i.i.d. noise), GP(t), GP(O, V ), and ARMA(2, 2). The voltage clamp protocol for calibration is the
sinusoidal protocol [10].
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Figure S14: Predictions of the ODE model of Model A, using different discrepancy models: no discrep-
ancy (i.i.d. noise), GP(t), GP(O, V ), and ARMA(2, 2). The voltage clamp protocol for calibration is the
action potential series protocol [10].
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Figure S15: Predictions of the ODE model of Model A, using different discrepancy models: no discrep-
ancy (i.i.d. noise), GP(t), GP(O, V ), and ARMA(2, 2). The voltage clamp protocol for calibration is the
staircase protocol [11].
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S7.2 Model B
Figure S16: Model B inferred marginal posterior distributions for the conductance, g, and kinetic
parameters p1, . . . , p10 (a list of parameters referring to Ai,j and Bi,j in Eq. (8)) with different discrepancy
models: i.i.d. noise (blue), GP(t) (orange), GP(O, V ) (green), and ARMA(2, 2) (red).
27
S7.2.1 Model B: Full model predictions
Figure S17: Model B fitting results with different discrepancy models: i.i.d. noise, GP(t), GP(O, V ),
and ARMA(2, 2). The voltage clamp protocol for calibration is the sinusoidal protocol [10]. It shows the
posterior predictive with the bounds showing the 95% credible interval.
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Figure S18: Model B prediction with different discrepancy models: i.i.d. noise, GP(t), GP(O, V ), and
ARMA(2, 2). The voltage clamp protocol for calibration is the staircase protocol [11]. It shows the
posterior predictive with the bounds showing the 95% credible interval.
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Figure S19: Model B prediction with different discrepancy models: no discrepancy (i.i.d. noise), GP(t),
GP(O, V ), and ARMA(2, 2). The voltage clamp protocol for calibration is the action potential series
protocol [10].
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S7.2.2 Model B: Discrepancy predictions
Figure S20: Model B fitting residuals of the MAP estimate accounted by different discrepancy mod-
els: no discrepancy (i.i.d. noise), GP(t), GP(O, V ), and ARMA(2, 2). The voltage clamp protocol for
calibration is the sinusoidal protocol [10].
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Figure S21: Model B prediction residuals of the MAP estimate accounted by different discrepancy
models: no discrepancy (i.i.d. noise), GP(t), GP(O, V ), and ARMA(2, 2). The voltage clamp protocol
for calibration is the action potential series protocol [10].
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Figure S22: Model B prediction residuals of the MAP estimate accounted by different discrepancy
models: no discrepancy (i.i.d. noise), GP(t), GP(O, V ), and ARMA(2, 2). The voltage clamp protocol
for calibration is the staircase protocol [11].
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S7.2.3 Model B: ODE model predictions
Figure S23: Fitting of the ODE model of Model B, using different discrepancy models: no discrepancy
(i.i.d. noise), GP(t), GP(O, V ), and ARMA(2, 2). The voltage clamp protocol for calibration is the
sinusoidal protocol [10].
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Figure S24: Predictions of the ODE model of Model B, using different discrepancy models: no discrep-
ancy (i.i.d. noise), GP(t), GP(O, V ), and ARMA(2, 2). The voltage clamp protocol for calibration is the
action potential series protocol [10].
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Figure S25: Predictions of the ODE model of Model B, using different discrepancy models: no discrep-
ancy (i.i.d. noise), GP(t), GP(O, V ), and ARMA(2, 2). The voltage clamp protocol for calibration is the
staircase protocol [11].
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S7.3 GP covariance functions: RBF, OU and Matern3/2
Full model predictions
Figure S26: Model A GP(O, V ) discrepancy model fitted with different GP covariance functions: radial
basis function (RBF), OrnsteinUhlenbeck (OU, also known as exponential covariance function), and
Mate´rn 3/2 covariance function. The voltage clamp protocol for calibration is the sinusoidal protocol
[10]. It shows the posterior predictive with the bounds showing the 95% credible interval.
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Figure S27: Model A GP(O, V ) discrepancy model fitted with different GP covariance functions: radial
basis function (RBF), OrnsteinUhlenbeck (OU, also known as exponential covariance function), and
Mate´rn 3/2 covariance function. The voltage clamp protocol for calibration is the staircase protocol [11].
It shows the posterior predictive with the bounds showing the 95% credible interval.
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Figure S28: Model A GP(O, V ) discrepancy model fitted with different GP covariance functions: radial
basis function (RBF), OrnsteinUhlenbeck (OU, also known as exponential covariance function), and
Mate´rn 3/2 covariance function. The voltage clamp protocol for calibration is the action potential series
protocol [10]. It shows the posterior predictive with the bounds showing the 95% credible interval.
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Discrepancy predictions
Figure S29: Model A with GP(O, V ) discrepancy model fitting residuals of the MAP estimate accounted
by different GP covariance functions: radial basis function (RBF), OrnsteinUhlenbeck (OU, also known
as exponential covariance function), and Mate´rn 3/2 covariance function. The voltage clamp protocol
for calibration is the sinusoidal protocol [10].
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Figure S30: Model A with GP(O, V ) discrepancy model fitting residuals of the MAP estimate accounted
by different GP covariance functions: radial basis function (RBF), OrnsteinUhlenbeck (OU, also known
as exponential covariance function), and Mate´rn 3/2 covariance function. The voltage clamp protocol
for calibration is the action potential series protocol [10].
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Figure S31: Model A with GP(O, V ) discrepancy model fitting residuals of the MAP estimate accounted
by different GP covariance functions: radial basis function (RBF), OrnsteinUhlenbeck (OU, also known
as exponential covariance function), and Mate´rn 3/2 covariance function. The voltage clamp protocol
for calibration is the staircase protocol [11].
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ODE model predictions
Figure S32: Fitting of the ODE model of Model A with GP(O, V ) discrepancy model, using different GP
covariance functions: radial basis function (RBF), OrnsteinUhlenbeck (OU, also known as exponential
covariance function), and Mate´rn 3/2 covariance function. The voltage clamp protocol for calibration is
the sinusoidal protocol [10].
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Figure S33: Fitting of the ODE model of Model A with GP(O, V ) discrepancy model, using different GP
covariance functions: radial basis function (RBF), OrnsteinUhlenbeck (OU, also known as exponential
covariance function), and Mate´rn 3/2 covariance function. The voltage clamp protocol for calibration is
the action potential series protocol [10].
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Figure S34: Fitting of the ODE model of Model A with GP(O, V ) discrepancy model, using different GP
covariance functions: radial basis function (RBF), OrnsteinUhlenbeck (OU, also known as exponential
covariance function), and Mate´rn 3/2 covariance function. The voltage clamp protocol for calibration is
the staircase protocol [11].
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