In this article we consider transient random walks on HNN extensions of finitely generated groups. We prove that the rate of escape w.r.t. some generalised word length exists. Moreover, a central limit theorem with respect to the generalised word length is derived. Finally, we show that the rate of escape, which can be regarded as a function in the finitely many parameters which describe the random walk, behaves as a real-analytic function in terms of probability measures of constant support.
Introduction
Consider a finitely generated group G 0 , which contains two isomorphic, finite subgroups A, B with isomorphism ϕ : A → B. Let S ⊆ G 0 be a finite set which generates G 0 as a semigroup, and let t be an additional symbol/letter not contained in G 0 . The HNN extension of G 0 with respect to A, B, ϕ is given by the set G of all finite words over the alphabet S ∪ {t, t −1 }, where two words w 1 , w 2 ∈ G are identified as the same element of G if one can transform w 1 to w 2 by applying the relations inherited from G 0 or applying one of the following rules: ∀a ∈ A : at = tϕ(a) and ∀b ∈ B : bt −1 = t −1 ϕ −1 (b).
A natural group operation on G is given by concatenation of words with the empty word e as group identity. This group construction was introduced by Higman, Neumann and Neumann [15] , whose initials lead to the abbreviation HNN. Furthermore, let the function ℓ : G 0 ∪ {t, t −1 } → [0, ∞) represent a "word length". We can naturally extend ℓ to a length function on G via ℓ(g 1 . . . g n ) = n i=1 ℓ(g i ) with g i ∈ G 0 ∪ {t, t −1 } for 1 ≤ i ≤ n ∈ N, where g 1 . . . g n is a element of G in some unique normal form, which we will introduce later. the rate of escape λ ℓ (including formulas) and its analytic behaviour when varying the parameters which describe the random walk. Moreover, we will derive a central limit theorem for the word length w.r.t ℓ.
It is well-known that the rate of escape with respect to the natural graph metric of the underlying Cayley graph exists for random walks on groups, which is governed by a finitely supported probability measure. This follows directly from Kingman's subadditive ergodic theorem; see Kingman [17] , Derriennic [5] and Guivarc'h [13] . For arbitrary length functions ℓ, existence of the rate of escape w.r.t. ℓ is not guaranteed a-priori. Studying the rate of escape w.r.t. ℓ deserves its own right, since the transient random walk under consideration converges to some infinite word, where the common prefixes of increasing length of X n stabilize. From the point of view of information theory, one may consider X n as the state of a stack at time n, and each stabilised letter at the beginning of X n produces some final "cost". Hence, the rate of escape w.r.t. ℓ describes the average asymptotic cost. However, we remark that, in general, the rate of escape w.r.t. the natural graph metric can not necessarily be described via a length function using stabilising normal forms of elements of G; this is due to the quite subtle behaviour of shortest paths in the Cayley graph, which needs a different approach.
At this point let me briefly point out the importance of HNN extensions which is due to Stallings' Splitting Theorem (see Stallings [27] ): a finitely generated group Γ has more than one (geometric) end if and only if Γ admits a non-trivial decomposition as a free product by amalgamation or an HNN extension over a finite subgroup. Let me outline some results about random walks on free products, which are free products amalgamated over the trivial subgroup. For free products of finite groups, Mairesse and Mathéus [22] computed an explicit formula for the rate of escape and the asymptotic entropy by solving a finite system of polynomial "traffic equations". In G. [11] different formulas for the rate of escape with respect to the word length of random walks on free products of graphs by three different techniques were computed. The main tool in [11] was a heavy use of generating function techniques, which will also play a crucial role in the present article. Asymptotic behaviour of return probabilities of random walks on free products has also been studied in many ways; e.g., see Gerl and Woess [6] , Woess [28] , Sawyer [26] , Cartwright and Soardi [3] , Lalley [18] , and Candellero and G. [2] . Random walks on amalgams have been studied in [3] and G. [10] , where a formula for the rate of escape has been established for amalgams of finite groups. While random walks on free products have been studied in many ways due to their tree-like structure and random walks on amalgams at least to some extent, random walks on HNN extensions, in general, have experienced much less attention. Valuable contributions have been done by Kaimanovich [16] and by Cuno and Sava-Huss [4] , who studied the Poisson-Fürstenberg boundary of random walks on Baumslag-Solitar groups, which form a special class of HNN extensions. The present article aims on studying HNN extensions in a general way in the context of drift of random walks.
After having proven existence of the rate of escape w.r.t. ℓ, another main goal of this article will be to show that λ ℓ varies real-analytically in terms of probability measures of constant support. This question goes back to Kaimanovich and Erschler who asked whether drift and entropy of random walks vary continuously (or even analytically) when the support of single step transitions is kept constantly; for counterexamples, see Section 7. This question has been studied in a great variety, amongst others, by Ledrappier [19, 20] , Mathieu [24] and G. [9, 11, 7] . Haïssinsky, Mathieu and Müller [14] proved analyticity of the drift for random walks on surface groups and also established a central limit theorem for the word length. The survey article of G. and Ledrappier [8] collects several results on analyticity of drift and entropy of random walks on groups. Last but not least, the excellent work of Gouëzel [12] shows that the rate of escape w.r.t. some word distance and the asymptotic entropy vary real-analytically for random walks on hyperbolic groups. However, HNN extensions do not necessarily have to be hyperbolic, which makes it interesting to study the question of analyticity of the rate of escape for random walks on HNN extensions.
The plan of this article is as follows: in Section 2 we give an introduction to random walks on HNN extensions and present some basic properties. In Section 3 we introduce our main tool, namely generating functions. Section 4 describes a boundary towards which our random walk converges. In Section 5 we introduce a special stochastic process which allows us to track the random walk's path to infinity. This construction finally allows us to derive existence of the drift λ ℓ . A central limit theorem associated with the word length w.r.t. ℓ is derived in Section 6 and analyticity of the drift is then shown in Section 7. Some proofs are outsourced into Appendix A in order to allow a better reading flow.
HNN Extensions and Random Walks
In this section we recall the definition of HNN extensions, summarise some essential properties, and introduce a natural class of random walks on them. In particular, we introduce a generalisation of length functions on HNN extensions.
HNN Extensions of Groups.
Let G 0 = S 0 | R 0 be a finitely generated group with finite set of generators S 0 ⊆ G 0 , relations R 0 and identity e 0 . Let A, B be finite, isomorphic subgroups of G 0 and ϕ : A → B be an isomorphism. Moreover, let t be a symbol (called stable letter ), which is not an element of G 0 . Then the HNN extension of G 0 over A, B w.r.t. ϕ is given by
That is, G consists of all finite words over the alphabet S 0 ∪ {t, t −1 }, where any two words which can be deduced from each other with the above relations represent the same element of G 0 . The empty word is denoted by e. A natural group operation on G is given by concatenation of words, where e is then the group identity. The definition of G implies that G 0 * ϕ is infinite, since t n ∈ G for all n ∈ N. Note that the relation at = tϕ(a) implies
This group structure was introduced by Higman, Neumann and Neumann [15] , whose initials lead to the abbreviation HNN. For further details and explanations of HNN extensions, we refer, e.g., to Lyndon and Schupp [21] .
In order to help visualize the concept of HNN extensions, we may think of the Cayley graph of G w.r.t. the generating set S 0 ∪ {t, t −1 }. This graph is constructed as follows: initially, take the Cayley graph X 0 of G 0 with respect to the generating set S 0 . At each a ∈ A we attach an additional edge leading to at = tϕ(a); at those endpoints we attach another copy of X 0 , in which we identify B with the already existing vertices tϕ(a), a ∈ A. This construction is now performed for every coset g 0 A, g 0 ∈ G 0 ; analogously, we attach new edges from each b ∈ B to new vertices bt −1 = t −1 ϕ −1 (b), attach then a new copy of X 0 to those endpoints, which are identified with A in the new copy. This construction is then iterated with each coset and each new attached copy of X 0 . A normal form of the elements of G 0 * ϕ can be obtained as follows: let X be a set of representatives of the left cosets of G 0 /A and Y be a set of representatives of the left cosets of G 0 /ϕ(A) = G 0 /B. We assume w.l.o.g. that e 0 ∈ X, Y . Then we get the following normal form expression of each element of G:
Each element g ∈ G 0 * ϕ has a unique representation of the form
1)
which satisfies:
• no consecutive subsequences of the form te 0 t −1 or t −1 e 0 t.
Proof. We proof the claim by induction on the number of letters t ±1 in any given word over the alphabet S 0 ∪ {t ±1 }. First, consider the case of given g = s 1 . . . s d t ε s d+1 . . . s d+e with d, e ∈ N 0 , ε ∈ {−1, 1} and s i ∈ S 0 for 1 ≤ i ≤ d + e. If ε = 1, we rewrite s 1 . . . s d = g 1 a 1 with g 1 ∈ X and a 1 ∈ A. Then:
, which yields the proposed form. In the case ε = −1, we remark that bt −1 = t −1 ϕ −1 (b) for all b ∈ B which follows immediately from relation at = tϕ(a) for all a ∈ A. We now write s 1 . . . s d = g 1 b 1 with g 1 ∈ Y and b 1 ∈ B and obtain:
The induction step follows the same reasoning. This proves the claim.
We will refer to the expression in (2.1) as normal form of the elements of G. Sometimes we will omit the letter e 0 when using normal forms; e.g., instead of writing e 0 te 0 t we just write t 2 .
Example 2.3. We revisit Example 2.1. In this case we may set X = {e 0 , b}, Y = {e 0 , a} and obtain, e.g., the following normal forms:
Note in Figure 1 the "rotation" of the different coloured cosets when pushed along blue t-edges.
Random Walks on HNN Extensions
. We now introduce a natural class of random walks on HNN extensions arising from random walks on the base group G 0 . Let µ 0 be a finite probability measure on G 0 whose support generates G 0 as a semi-group. Furthermore, let be α, p ∈ (0, 1). Then
is a probability measure on G with supp(µ) = G. Let (ζ i ) i∈N be an i.i.d. sequence of random variables with distribution µ. A random walk (X n ) n∈N 0 on G = G 0 * ϕ is then given by X 0 = e, ∀n ≥ 1 :
For x, y ∈ G, we denote by p(x, y) := µ(x −1 y) the single-step transition probabilities of (X n ) n∈N 0 and by p (n) (x, y) := µ (n) (x −1 y) the corresponding n-step transition probabilities, where µ (n) is the n-fold convolution power of µ. We abbreviate P x [ · ] := P[ · |X 0 = x]. Analogously, we set p
We have the following characterisation for the recurrence/transience behaviour of random walks on HNN extensions: Proof. Assume that A = B = G 0 and p = 1 2 . Then every normal form has the form t n g 0 or t −n g 0 with n ∈ N 0 and g 0 ∈ G 0 . Define ψ : G 0 → Z by ψ(t n g 0 ) := n, ψ(t −n g 0 ) := −n respectively. Then (X n ) n∈N 0 is recurrent if and only if ψ(X n ) n∈N 0 is recurrent. But ψ(X n ) n∈N 0 is just a delayed simple random walk on Z, which is obviously recurrent.
If we assume p = 1 2 but A = B = G 0 , then we get transience of (X n ) n∈N 0 . Assume now that A = G 0 , that is |X|, |Y | ≥ 2. Then G is non-amenable (see, e.g., Woess [29, Thm.10.10] ), which yields together with [29, Cor.12.5 ] that the random walk on G must be transient.
Since we are interested in transient random walks, we exclude from now on the case that both A = B = G 0 and p = 1 2 hold.
Generalised Length Functions on
which plays the role of a generalised length or weight function for each letter. For g = g 1 t 1 g 1 t 2 . . . g n t n g n+1 in normal form as in (2.1), we extend ℓ to a "length function" on G via
If there is a non-negative constant number λ ℓ such that
then λ ℓ is called the rate of escape (or drift or asymptotic word length) w.r.t. the length function ℓ. The aim of this paper is to show existence of this limit in the transient case under some integrability assumptions on ℓ. Furthermore, we show analyticity in terms of probability measures of constant support and provide a central limit theorem.
Remark 2.5. While existence of the rate of escape w.r.t. the natural graph metric given by the almost sure constant limit lim n→∞ d(e, X n )/n, where d(e, X n ) is the distance of X n to e in the graph metric, is obvious due to Kingman's subadditive ergodic theorem, existence of λ ℓ is not given a-priori for arbitrary length functions ℓ: e.g., if g 1 , g 2 , g 3 ∈ G 0 with g 3 = g −1 1 g 2 , l(g 1 ) = l(g 3 ) = 1 and l(g 2 ) = 3, then
that is, subadditivity does not necessarily hold, and therefore Kingman's subadditive ergodic theorem is not applicable.
Let us also mention that, in general, the rate of escape w.r.t. the natural graph metric may not necessarily be expressed by length functions as introduced above. This is due to the fact that shortest paths in HNN extensions may follow a subtle behaviour, which needs a different approach. However, as explained in Section 1 studying the rate of escape λ ℓ deserves its own right.
Generating Functions
In this section we introduce several important probability generating functions, which are power series with some probabilities of interest as coefficients. These generating functions will play a technical key role in our proofs.
For x, y ∈ G and z ∈ C, the Green function is defined as
, define the generating functions w.r.t. the first visit of G 0 when starting at tb, or at t −1 a respectively,
In particular, we have Proof. Since the random walk (X n ) n∈N 0 on G is assumed to be transient and A and B are finite, we have
Assume now for a moment that ξ(tb) = 0 and
that is, every time when the random leaves G 0 to some point xtb or yt −1 a, it returns almost surely to G 0 . This gives together with transitivity of the random walk:
This in turn yields that
Therefore, the event that both G and tG 0 are visited infinitely often has positive probability. Since every path from tG 0 to G 0 has to pass through A, the event that A is visited infinitely often has also positive probability, which now gives a contradiction to the transience behaviour in (3.1) .
Choose now any x ∈ X \ {e 0 } (recall that A = G 0 , yielding |X| ≥ 2) and let be a ∈ A:
Here, recall that ϕ −1 (b 0 )t = tb 0 . Analogously, if we start assuming ξ(t −1 a 0 ) > 0 for some a 0 ∈ A then the reasoning follows analogously.
An analogous statement is obtained in the remaining case for transient random walks.
Proof. In the case p > 1 2 the stochastic process ψ(X n ) n∈N 0 from Lemma 2.4 tends to +∞ almost surely, yielding ξ(tb) > 0 and ξ(t −1 a) = 0 for all a, b ∈ G 0 = A = B. The case p < 1 2 follows analogously.
The following property will be very essential in the proofs of the upcoming sections.
Lemma 3.3. The common radius of convergence R of G(g 1 , g 1 |z), g 1 , g 2 ∈ G, is strictly bigger than 1. Moreover, the generating functions η(·|z) and ξ(·|z) have also radius of convergence of at least R and the spectral radius ̺ = lim sup n→∞ p (n) (e, e) 1/n of (X n ) n∈N 0 is strictly smaller than 1.
Proof. Since we consider only transient random walks, by Lemma 2.4 either A, B = G 0 or p = 1 2 must hold. We remark that all Green functions must have the same radius of convergence due to irreducibility of the underlying random walk.
If A, B G 0 then G grows exponentially (in terms of minimal word length in the sense of (2.1)), which yields that ̺ < 1; see, e.g., [29, Thm. 10.10, Cor. 12.5] . This in turn implies
The proof of the fact that G(e, e|z) has also in the case p = 1 2 a radius of convergence strictly bigger than 1 is outsourced to Lemma A.1 in the Appendix.
It remains to consider η(·|z) and ξ(·|z).
which is possible due to irreducibilty of µ 0 . Then for real z > 0:
where the right hand sides describes all paths, where one walks in n b steps inside G 0 to ϕ −1 (b), then walks to ϕ −1 (b)t = tb and returns afterwards to the set A. The above inequality implies that η(tb|z) has also radius of convergence of at least R for all b ∈ B; analogously for η(t −1 a|z). The same holds for ξ(tb|z) and ξ(t −1 a|z) by definition.
In the proofs later the following lemma will be a convenient tool:
has radius of convergence strictly bigger than 1. In particular, K(z) is arbitrarily often differentiable at z = 1.
Proof. For n ∈ N, define
By decomposing every path from e = e 0 to any g 0 ∈ G 0 by the number m of steps performed w.r.t. µ 0 , we can rewrite K(z) for z ∈ C in the interior of the domain of convergence:
Observe that, for real z > 0, we have
Since A ∪ B is finite and the generating functions G(e, h|z), h ∈ A ∪ B, have common radius of convergence strictly bigger than 1 due to Lemma 3.3, G 0 (z) has also radius of convergence strictly bigger than 1.
Consider now q(z) := G 0 (z) · α · z. Observe that starting at e 0 (or equivalently due to transitivity, starting at any g 0 ∈ G 0 ) the probability of returning to G 0 followed directly by a step performed w.r.t to µ 0 is given by q(1), that is,
Since q(z) as a power series is continuous, we can choose ρ ∈ 1, R(q) with q(ρ) < 1. Then:
Hence, K(z) has radius of convergence of at least ρ > 1.
Boundary of the Random Walk
In this section we describe a natural boundary of the random walk on G. Define
the set of infinite words in normal form. The t-length of a word g = g 1 t 1 g 2 t 2 . . . g n t n g n+1 in normal form in the sense of (2.1) is defined as
We make the first observation that each copy of G 0 is visited finitely often only:
Then the set g 1 t 1 . . . g k t k G 0 is visited finitely often almost surely.
Proof. First, we consider the case A, B = G 0 . Let be n 1 , n 2 , · · · ∈ N the instants of time at which the random walk (X n ) n∈N 0 visits the set g 1 t 1 . . . g k t k G 0 . Suppose that the random walk is at g = g 1 t 1 . . . g k t k g
k+1 ∈ G 0 , at some time n j . Then the probability of walking from g to gt k with no further revisit of g 1 t 1 . . . g k t k G 0 is at least
where H = A if t k = t −1 , and H = B if t k = t; here, we used Lemma 3.1. Therefore, a geometric distribution argument shows that there are almost surely only finitely many indices m ∈ N with X m ∈ g 1 t 1 . . . g k t k G 0 . This proves the claim in the case A, B = G 0 .
In the case A = B = G 0 and p = 1 2 the claim follows directly from transience of the projections ψ(X n ) n∈N 0 in the proof of Lemma 2.4 and finiteness of A and B. Now we are able to show that B is a natural boundary of the random walk towards which (X n ) n∈N 0 converges. Lemma 4.2. The random walk (X n ) n∈N 0 tends to some B-valued random variable X ∞ in the sense such that the t-length of the common prefix of X n and X ∞ tends to infinity as n → ∞.
Proof. It is sufficient to prove that, for all m ∈ N, there is some index N m such that we have |X n | t ≥ m for all n ≥ N m . We prove this claim by induction. By Lemma 4.1, the set G 0 is almost surely visited finitely often, that is, there is some index N 1 such that |X n | t ≥ 1 for all n ≥ N 1 .
Assume now that there is some index N m such that we have |X n | t ≥ m for all n ≥ N m . This implies that the prefix of X n of t-length m is constant, that is, there is some word g = g 1 t 1 . . . g m t m such that X n starts with g for all n ≥ N m . Once again by Lemma 4.1, the set gG 0 is almost surely visited finitely often only, that is, there is some index N m+1 ∈ N such that |X n | t ≥ m + 1 for all n ≥ N m+1 . But this means that there are g m+1 ∈ X ∪ Y , t m+1 ∈ {t, t −1 } such that X n starts with gg m+1 t m+1 for all n ≥ N m+1 . This finishes the proof.
Exit Times Process
In this section we derive existence of the rate of escape w.r.t. the length function ℓ via a stochastic process which tracks the random walk's way towards the boundary B; compare with G. [9, 10, 11] .
For this purpose, we define the exit times e k , k ∈ N, as
By Lemma 4.2, e k < ∞ almost surely for all k ∈ N. The increments are defined as
We make the following crucial observation:
Proof. Let be (w 1 t 1 h 1 , n 1 ), . . . , (w k+1 t k+1 h k+1 , n k+1 ) ∈ D such that this sequence satisfies P[∀j ∈ {1, . . . , k + 1} : W j = w j t j h j , i j = n j ] > 0. In particular, w 1 t 1 . . . w k t k w k+1 t k+1 is in normal form in the sense of (2.1) Then:
..,k}∀m∈{0,...,n j }:
The last equality is due to transitivity (group invariance) of our random walk (X n ) n∈N 0 . Analogously,
..,k}∀m∈{0,...,n j }: |X n 1 +···+n j−1 +m |t≥j−1,|X n 1 +···+n j −1 |t=j−1,X n 1 +···+n j =w 1 t 1 ...w j t j h j ·P w 1 t 1 ...w k t k h k ∀m∈{0,...,n k+1 }:|X n 1 +···+n k +m |t≥k,|X n 1 +···+n k+1 −1 |t=k,
Hence, transitivity of the random walk yields yields once again:
For irreducibility and aperiodicity, it suffices to show that any (g 1 t 1 h 1 , n 1 ) ∈ D can be reached from any other (g 0 t 0 h 0 , n 0 ) ∈ D in two steps. First, we consider the case t 1 = t. Let be g 1 t 1 h 1 = xtb with x ∈ X and b ∈ B. If t 0 = t, then there exists some m ∈ N such that P X e 1 = g 0 th 0 , i 1 = n 0 , X e 2 = g 0 te 0 te 0 , i 2 = m, X e 3 = g 0 te 0 txtb, i 3 = n 1 > 0.
If t 0 = t −1 (this case can just occur if A, B = G 0 , because t 1 = t 0 must hold in the case A = B = G 0 ), then there are some x ′ ∈ X \ {e 0 }, m ∈ N such that
Hence, we have proven that each element of D can be reached in two steps from any other state. The case t 1 = t −1 is shown analogously. This finishes the proof.
Observe that, for all (w 1 t 1 h 1 , m), (w 2 t 2 h 2 , n) ∈ D, the transition probabilities of (W k , i k ) k∈N in Lemma 5.1
depend only on t 1 h 1 , w 2 t 2 h 2 and n, but not on w 1 and m. If W k = w k t k h k then set
Note that h k can take only finitely many different values. It is easy to see that (h k ) k∈N forms an irreducible Markov chain on D 0 with transition probabilities
where the quantities on the left do not depend on m as long as (e 0 t 1 h 1 , m) ∈ D. Due to the finite state space of (h k ) k∈N , this process is positive recurrent and possesses an invariant probability measure ν h . For (
Lemma 5.2. π is an invariant probability measure of (W k , i k ) k∈N . In particular, (W k , i k ) k∈N is a positive recurrent Markov chain on D.
Proof. Let be (w 1 t 1 h 1 , n) ∈ D. Then:
Above we have chosen m 0 ∈ N such that (t ±1 h 0 , m 0 ) ∈ D; the exact value of m 0 , however, does not play any role.
Now we can prove:
Lemma 5.3. For all s ∈ N,
Proof. We prove finiteness only in the case s = 1. Set H(t) := A and H(t −1 ) := B.
Rewriting the above sum yields:
due to Lemma 3.4. In the case s > 1, the reasoning is analogously, where we use the fact that K(z) is arbitrarily often differentiable at z = 1.
We set Λ := Λ 1 . The last lemma leads to our first results, where we follow a reasoning, which was similarly used also, e.g., in Nagnibeda and Woess [25] and G. [9, 10, 11] .
Theorem 5.4. The rate of escape w.r.t. the t-length exists, that is, there is some nonnegative real constant λ t such that
Proof. First, observe that the ergodic theorem for positiv recurrent Markov chains together with Lemma 5.3 yields
Define k(n) := max{k ∈ N | e k ≤ n}. Then we obtain almost surely: This yields:
Finally, we obtain:
Corollary 5.5. For g = g 1 t 1 . . . g k t k g k+1 in normal form in the sense of (2.1), denote by g = 2k + 1 G\{e 0 } (g k+1 ) the normal form word length of g ∈ G. Then the rate of escape w.r.t. the normal form word length exists and is given by the almost sure constant limit
Proof. This is an immediate consequence of Theorem 5.4 together with the fact that
We remark that existence follows also from Kingman's subadditive ergodic theorem. ℓ(w 0 t 0 ) · π(w 0 t 0 h 0 , n).
We obtain:
Theorem 5.6. Let ℓ be a length function on G 0 ∪{t, t −1 } which is of polynomial growth.Then the rate of escape w.r.t. ℓ exists and is given by the almost sure constant limit
Proof. Assume that we can write X e k(n) = g 1 t 1 . . . g k(n) t k(n) g ′ k(n)+1 in normal form as in (2.1). Observe that g ′ k(n)+1 ∈ A ∪ B. Then the ergodic theorem for positive recurrent Markov chain yields lim n→∞ ℓ(X e k(n) )
By Lemma 5.3, we have Λ κ < ∞. Setting M := max{ℓ(t), ℓ(t −1 )} we get almost surely:
The rest follows as in (5.1).
We derive an alternative formula for the drift, which will be useful in Section 7. For this purpose, we need some further notation. For g = g 1 t 1 . . . g k t k g k+1 in normal form, we write
That is, we take the expectations w.r.t. the invariant measure of the positive recurrent process (W k , i k ), (W k+1 , i k+1 ) k∈N . Finiteness of both expectations follows from Lemma 5.3 together with at most polynomial growth of ℓ. Now we can state another formula for the drift:
Theorem 5.7. Let ℓ be a length function on G 0 which is of polynomial growth. Then:
Proof. By the ergodic theorem for positive recurrent Markov chains, we obtain
Furthermore, we observe that
Hence, e k(n) k(n) n→∞ −−−→ E π [e 2 − e 1 ] almost surely.
Since
From the proof of Theorem 5.6 follows now the claim:
almost surely.
We remark that Haissinsky, Mathieu and Müller [14] derived a similar formula for random walks on hyperbolic surface groups.
Remark 5.8. The required condition of a length function ℓ of at most polynomial growth can be relaxed to the condition that
However, this condition is in general hard to prove, because it needs good knowledge of π. Nonetheless, we may allow word length functions of the following form: let be ̺ ∈ 1, R(K) , where R(K) is the radius of convergence of K(z); assume that ℓ satisfies ℓ(g 0 ) ≤ C · ̺ |g 0 | for all g 0 ∈ G 0 . Then one can show analogously to Lemma 5.3 that
Once again, R(K) is hard to determine, so we restricted the proofs to a general class of meaningful length functions.
Central Limit Theorem
In this section we derive a central limit theorem for the word length w.r.t. the length function ℓ. We still assume that ℓ has at most polynomial growth and satisfies ℓ(g 0 ) ≤ C · |g 0 | κ for all g 0 ∈ G 0 . Before we can state the theorem we have to introduce further notation. Observe that s 0 := (e 0 te 0 , 1) ∈ D is a state, which can be taken by the Markov chain (W k , i k ) k∈N with positive probability. Define τ 0 := inf{m ∈ N | (W m , i m ) = s 0 } and inductively, ∀k ≥ 1 : τ k = inf m > τ k−1 (W m , i m ) = s 0 . Positive recurrence of (W k , i k ) k∈N yields τ k < ∞ almost surely for all k ∈ N. Furthermore, we define for i ∈ N 0 :
T i := e τ i . The following two lemmas contain the keys for later proofs. Lemma 6.1. The random variable τ 1 − τ 0 has exponential moments, that is, there is some
Proof. We will just prove the lemma for the case A, B G 0 ; the remaining case of A = B = G 0 with p = 1 2 is outsourced to Lemma A.2 in the Appendix. For every state (g 0 t 0 h 0 , n 0 ) ∈ D of (W k , i k ) k∈N , the probability of reaching (e 0 te 0 , 1) in two steps is strictly positive: assume A, B G 0 and let be x ∈ X \ {e 0 } and n 1 ∈ N with µ (n 1 ) 0
which provides q := q (g 0 t 0 h 0 , n 0 ), (xte 0 , n 1 + 1) · q (xte 0 , n 1 + 1), (e 0 te 0 , 1) > 0.
Taking n x ∈ N with µ (nx) (x) > 0 yields q (xte 0 , n 1 + 1), (xte 0 , n x + 1) > 0, which shows q < 1. This leads to the following exponential decaying upper bound:
, that is, the random variable τ 1 − τ 0 has exponential moments.
Furthermore, we can also show: Lemma 6.2. The random variable T 1 − T 0 has exponential moments, that is, there is some
Proof. Once again we only consider the case A, B = G 0 ; the remaining case A = B = G 0 with p = 1 2 works similarly, see Lemma A.2. Let be x ∈ X \ {e 0 }. According to the proof of Lemma 6.1, at any regeneration time T k , k ∈ N, the random walk (X n ) n∈N 0 can produce the next regeneration time T k+1 in at most N := max{n h | x ∈ A ∪ B} + 2 steps, where n h := min{m ∈ N | µ (m) 0 (h −1 x)}. Hence, there is some q T ∈ (0, 1) such that
Assume now that (X n ) n∈N 0 tends to some g 1 t 1 g 2 t 2 · · · ∈ B in the sense of Lemma 4.2. We define for i ∈ N
Then the sequence (L i ) i∈N is an i.i.d. sequence of random variables.
the claim of the lemma follows with Lemmas 6.1 and 6.2.
Completely analogously to Theorem 5.7 one can prove that
Observe that we may take expectations w.r.t. the underlying probability measure induced from µ (that is, w.r.t. the initial distribution P[W 1 = ·, i 1 = ·]), and not w.r.t. the invariant probability measure π as initial distribution; this is just due to the fact that the times T i are regeneration times.
Corollary 6.4.
Proof. The proposed formula follows immediately from (6.1):
Now we can prove: Theorem 6.5. Let ℓ be a length function of at most polynomial growth. Then the rate of escape w.r.t. ℓ satisfies
Proof. For k ∈ N, set
L i , and for n ∈ N, set t(n) := max{m ∈ N 0 | T m ≤ n}. Then, by Billingsley [1, Theorem 14.4] ,
Analogously as in the proof of Theorem 5.7, one can show that
Applying the Lemma of Slutsky gives:
Now it is sufficient to show that
Let be ε > 0 and apply Chebyshev's Inequality:
We show that Var ℓ(X n ) − S τ (n) is uniformly bounded, which yields the proposed central limit theorem. To this end, observe that
Since ℓ grows at most polynomially, we have that
Since T τ (n)+1 − T τ (n) ∼ T 1 − T 0 and both T 1 − T 0 and τ 1 − τ 0 have exponential moments, the required uniform bound for Var ℓ(X n ) − S τ (n) follows. Another application of the Lemma of Slutsky together with (6.2) and (6.3) proves the claim.
Remark 6.6. One can show that
This can be verified by replacing S k in the proof of Theorem 6.5 by the centered random variables
Analyticity of λ ℓ
In this section we show that λ ℓ varies real-analytically in terms of probability measures of constant support. To this end, we show that both nominator and denominator in the formula for λ ℓ given in (6.1) vary real-analytically in the parameters describing the random walk on G.
First, we describe the problem more formally. Let S 0 = {s 1 , . . . , s d } generate G 0 as a semigroup and denote by The set of valid parameter vectors, whose single entries describe uniquely the random walk probability measure µ on G is given by
In the case A = B = G 0 we have to exclude the case p = 1 2 and set P := P 0 (S) × (α, β) ∈ (0, 1) 2 | β = 1 − α × (p, q) ∈ (0, 1) 2 | q = 1 − p, p = 1/2 .
Our aim is to show that the mapping
varies real analytically in (µ 0 , α, 1 − α, p, 1 − p) ∈ P, that is, λ ℓ (µ 0 , α, p) can be expanded as a multivariate power series in the variables of p (with β = 1 − α and q = 1 − p) in a neighbourhood of any p 0 ∈ P.
At this point let me remark that analyticity of the rate of escape is not obvious: e.g., consider a nearest neighbour random walk (Z n ) n∈N 0 on Z with transition probabilities
Then the mapping (0, 1) ∋ p 1 → λ = |2p 1 − 1| is not analytic. Another counterexample is given in Mairesse and Mathéus [23] .
We have to give some preliminary remarks, before we present a proof for the desired result. Let A n , n ∈ N 0 , be a event which can be described by paths of length n of the Markov chain (X n ) n∈N 0 on G; e.g., A n = [X n ∈ G 0 ]. By decomposing each such path belonging to A n w.r.t. the number of steps which are performed w.r.t. the parameters µ(s i ), µ(t ±1 ), we can rewrite P[A n ] as n 1 ,...,n d+2 ≥0: n 1 +···+n d+2 =n c(n 1 , . . . , n d+2 )p n 1 1 · . . . · p n d d · α n 1 +···+n d · β n d+1 +n d+2 · p n d+1 · q n d+2 , (7.1)
where c(n 1 , . . . , n d+2 ) ∈ N 0 . If the generating function F(z) := n≥0 P[A n ] z n , z ∈ C, has radius of convergence strictly bigger than 1, then, for δ > 0 small enough,
that is, the mapping (µ 0 , α, p) → F(1) varies real-analytically when considered as a power series in p. This will be very helpful in the proof of the next lemmas.
Proof. First, observe that we can rewrite the expectation as
.
Since T 1 − T 0 has exponential moments, the power series n≥1 P[T 1 − T 0 = n] · z n has radius of convergence strictly bigger than 1. According to the remarks at the beginning of this section it suffices to show that the probabilities P[T 1 − T 0 = n], n ∈ N can be written in the form of (7.1). We define D m,n := (g 1 t 1 h 1 , n 1 ), . . . , (g m t m h m , n m )) ∈ (D \ {s 0 }) m n 1 + · · · + n m = n .
By conditioning on the value of T 0 we obtain together with positive recurrence of (W k , i k ) k∈N :
Due to the formula in Lemma 5.1 for the transition probabilities of the process (W k , i k ) k∈N we can find a set A n , n ∈ N, of paths of length n of the random walk (X n ) n∈N 0 such that we can rewrite P[T 1 − T 0 = n] as
Since every probability P[Path], Path ∈ A n , can be rewritten in the form of (7.1), we finally get analyticity of E[T 1 − T 0 ] as in (7.2) .
Analogously, we have the following property:
varies real-analytically.
Proof. We start expanding the expectation E ℓ(
, where we will use the notationw k = (g k t k h k , n k ) forw k ∈ D:
For real z > 0, we can estimate this sum from above via
follows now from the fact that the power series n≥1 P[T 1 − T 0 = n] · z n has radius of convergence strictly bigger than 1 due to existence of exponential moments of T 1 − T 0 , see Lemma 6.2.
Finally, we can provide the proposed central limit theorem: Theorem 7.3. Let be S 0 ⊆ G 0 finite with S 0 = G 0 and let ℓ be a length function of at most polynomial growth. Then the mapping λ ℓ : P(S) × (0, 1) × (0, 1) → R : (µ 0 , α, p) → λ ℓ (µ, α, p)
is real-analytic.
Proof. The proof follows directly from Lemmas 7.1 and 7.2 in view of the drift formula given in (6.1).
Corollary 7.4. The variance σ from Theorem 6.5 varies also real-analytically when considered as a multivariate power series (µ 0 , α, p) → σ = σ(µ 0 , α, p).
Proof. This can be checked analogously to Lemmas 7.1 and 7.2 with a similar reasoning (without needing any further additional techniques/ideas) due to existence of exponential moments of T 1 − T 0 . Therefore, we omit a further, detailed proof at this point.
Appendix A. Remaining proofs Lemma A.1. Consider the case A = B = G 0 and p = 1 2 . Then G(e, e|z) has radius of convergence strictly bigger than 1.
Proof. The idea is to trace back this case to a non-symmetric nearest neighbour random walk on Z, from which we can derive the required result.
Let (Z n ) n∈N 0 be a random walk on Z governed by the probability measure µ Z (1) = p, µ Z (−1) = 1−p, that is, P[Z n+1 = x+1 | Z n = x] = p and P[Z n+1 = x−1 | Z n = x] = 1−p for all n ∈ N, x ∈ Z. We define the associated first visit generating functions: Conditioning on the first step gives the following system: F Z (0, 1|z) = µ Z (1) · z + µ Z (−1) · z · F Z (0, 1|z) 2 , F Z (0, −1|z) = µ Z (−1) · z + µ Z (1) · z · F Z (0, −1|z) 2 , U Z (z) = µ Z (1) · z · F Z (0, −1|z) + µ Z (−1) · z · F Z (0, 1|z).
Solving this system leads to the formula
Therefore, U Z (z) has radius of convergence strictly bigger than 1 and satisfies U Z (1) < 1 due to transience, and consequently
has also radius of convergence strictly bigger than 1.
We now turn back to our random walk on G. Define the stopping times s(0) := 0, ∀k ∈ N : s(k) := min m > s(k − 1) | X −1 m−1 X m ∈ {t, t −1 } .
That is, s(k) is the k-th time that the random walk on G performs a step w.r.t. δ t ±1 . Due to transience, s(k) < ∞ almost surely for all k ∈ N. For k ≥ 1, n 0 := 0, n 1 , . . . , n k ∈ Z, define w(n 1 , . . . , n k ) := E z s(k) 1 [X s(j) =t n j G 0 ∀j∈{1,...,k}] X 0 = e .
Claim 1:
w(n 1 , . . . , n k ) = z 1 − αz k · k j=1 µ t n j −n j−1 .
Proof of Claim 1: For k = 1, we decompose all paths by the intermediate steps within G 0 until time s(1) and set x 0 := e, n 0 := 0: w(n 1 ) = m≥1 g 1 ,...,g m−1 ∈G 0 P[∀j ∈ {1, . . . , m − 1} : X j = g j ] =α m−1 ·z m−1 · µ(t n 1 ) · z = z 1 − αz · µ(t n 1 ) = z 1 − αz · µ(t n 1 −n 0 ).
We remark that, for all m ∈ N and h ∈ G 0 , we have the following equality due to group invariance of our random walk on G: 
Now we can conclude analogously by induction:
w(n 1 , . . . , n k ) = w(n 1 , . . . , n k−1 ) · m≥1, g 1 ,...,g m−1 ∈G 0 P t k−1 [∀j ∈ {1, . . . , m − 1} : X j = t k−1 g j ] · z m−1 · µ t n k −n k−1 · z
This finishes the proof of Claim 1. Now we connect the random walk on Z with the random walk (X n ) n∈N 0 on G, for which we introduce the notation G(e, A|z) := n≥0 P[X n ∈ A] z n = g 0 ∈G 0 G(e, g 0 |z). which provides q := q (e 0 tb 0 , n 0 ), (e 0 te 0 , n 1 + 1) · q (e 0 te 0 , n 1 + 1), (e 0 te 0 , 1) > 0.
Taking b ∈ B \{e 0 } and n x ∈ N with µ (nx) (b) > 0 yields q (e 0 te 0 , n 1 +1), (e 0 tb, n x +1) > 0, which shows q < 1. This leads to the desired exponential decay: P[τ 1 − τ 0 = n] ≤ (1 − q) ⌊ n 2 ⌋ , that is, τ 1 − τ 0 has exponential moments.
Existence of exponential moments of T 1 −T 0 follows analogously to Lemma 6.2: the random walk (X n ) n∈N 0 can produce the next regeneration time T k+1 in at most N := max{n h | x ∈ A ∪ B} + 2 steps, where n h := min{m ∈ N | µ (m) 0 (h −1 )}. Hence, there is some q T ∈ (0, 1) such that P[T 1 − T 0 = n] ≤ (1 − q T ) ⌊ n N ⌋ , which finishes the proof.
