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ABSTRACT 
The application of interior, dynamically-operated venetian blinds in commercial 
buildings has been widely considered a promising opportunity to simultaneously save lighting 
and heating, ventilation and air conditioning (HVAC) energy, utilize natural daylight, and 
maintain visual comfort for occupants. Research in recent years, however, has focused mostly 
on simulation-based efforts to assess the impact of dynamic venetian blinds on daylighting, 
occupant comfort, and energy performance. What is lacking is the insight from full-scale 
experimental testing data, and the use of this data to validate the simulation and model-based 
findings in terms of energy and economic savings. This study thus assesses the impact of 
dynamically-operated venetian blinds on overall lighting and HVAC energy saving based on 
full-scale experimental testing carried out in two parallel test rooms. One room acted as a 
baseline without any shading devices or lighting controls; the second room was equipped with 
dynamic venetian blinds and dimmable lighting. The dynamic shading and lighting were 
connected to the building’s Building Automation System (BAS) and testing was carried out 
using a multi-step control strategy in the spring and summer seasons. Energy data was collected 
from the lights, as well as from the variable air volume (VAV) terminal boxes in each room 
which are used to compute the energy consumed for space conditioning. Further, calibrated 
simulation is used to compute the annual energy saving potential of the system utilized. Finally, 
a life cycle cost analysis of the system is performed to determine the potential economic 
viability of the tested system in the existing built environment.  
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  INTRODUCTION 
Buildings consume approximately 40% of energy and 72% of electricity in the United 
States [1], including approximately 40 quads of energy and 2.8 trillion kWh of electricity in 
2015 (Figure 1-2). The amount of energy and electricity consumed by buildings has increased 
in the last half century, and is predicted to increase over the next few decades as well. 
Commercial buildings consist of more than 40% of overall building energy consumption. In 
2016, 94% of the total primary energy consumption of 4.3 quads by commercial sector was 
obtained from fossil fuel and total CO2 emission on the share of commercial buildings in USA 
was 900 billion kg [1].  Hence, building energy plays a crucial role in phenomena including 
environmental pollution and climate change. Also, given that the amount of energy available 
from fossil fuels is limited, wise use of such energy sources is needed to maintain a healthy 
and inhabitable planet for future generations.    
 
Figure 1 Total historical and predicted energy demand by building and commercial sector [1] 
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Figure 2 Historical and predicted electricity consumption by building and commercial sector [1] 
 
The breakdown of energy consumption by various end-use intensities for commercial 
buildings, however has changed throughout the years, as depicted in Figure 3. The heating 
energy use intensity has declined, while both the lighting and cooling energy intensity has 
increased. This shift in energy demand is a result of, in part, the construction of buildings with 
higher performance building envelopes which have reduced air exchange rates and improved 
total R-values [2], as well as the increasing pervasiveness of electronic devices which increase 
internal heat gains in buildings thus reducing required heating loads [3]. Currently, 
approximately 65% of total energy consumed by commercial buildings is from heating, cooling 
and lighting applications [1], as indicated in Figure 4. In addition, lighting alone consists of 
approximately 18.5% of total commercial building energy consumption. Hence targeting 
efforts that reduce the need for heating, cooling and lightings has the potential to significantly 
reduce the energy consumption of the commercial building stock in the U.S. 
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Figure 3 Commercial building energy use intensity for heating, cooling and lighting by year [1] 
 
Figure 4 Energy consumption percentage by end-use in commercial buildings [1] 
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on occupant schedules are also used to reduce internal loads [5]. However, reduced energy use 
is not the only goal that buildings face, there are several others that are increasingly considered 
in building design and operation.  
In addition to reducing total energy consumption, the ability to reduce the instantaneous 
energy demand of a building is also important. Energy demands from buildings have a 
significant impact on the electric grid, accounting for nearly 75% of peak loads [6]. When peak 
demands occur on the electric grid, often due to high demands for building HVAC use, peaking 
power plants are often needed. These power plants are typically low-efficiency and/or 
mothballed plants, and also highly-polluting and highly costly to operate compared to other 
power plants lower in the dispatch curve [6]. Electricity demands from buildings that 
contribute to these peak grid loads can be reduced using various methods. These include using 
onsite production of electricity, such as solar or wind to offset peak demands, using increased 
building thermal mass [7], through improvements to the building performance overall such as 
building envelope opaque and transparent components that have desirable static properties for 
the climate zone where the building is implemented, and/or through demand response 
programs that adjust setback temperatures, HVAC cycling, or other HVAC operational 
changes [8]. 
In many cases energy or demand reduction strategies can also provide both energy and 
demand savings. For both types of strategies however, each method is highly climate, time of 
year, location and building use dependent. The proper implementation would imply these 
strategies are used considering these conditions. However, implementing strategies for 
achieving energy use or demand reduction must also consider the potential impact they may 
have on other non-energy related issues. 
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Buildings consume a significant amount of energy in large part to provide buildings 
with a comfortable, healthy indoor environment for occupants. This controlled indoor 
environment facilitates an array of indoor activities, ranging from high-productivity work and 
study, to leisure, family and social activities. However, achieving such comfort through 
operation is dependent on many influential parameters, which range significantly based on the 
occupants, including personal preference, spatial location within a building, and activities 
being conducted [9]. Further parameters include  the outdoor environment and weather 
conditions [10] as well as solar angles [11]. They are based on the building envelope, which 
provides the primary barrier between the outdoor and conditioned indoor environment [12]. 
Balancing energy use and demand reductions with occupant comfort can be challenging to 
achieve. Fenestration systems, including the framing, glazing, and shading attachments, play 
an important role in the ability of a building to achieve efficient operation, and thermal and 
visual comfort for occupants, and are the focus of this research effort. Solutions are thus needed 
to achieve both efficient and comfortable operation. These solutions should have the potential 
not only to reduce greenhouse gas emissions [13] due to reduced building energy consumption 
and demand, but also to provide monetary and/or other energy or non-energy benefits. These 
benefits will help building owners and/or operators to view them favorably.  
With existing equipment and/or technologies, there is significant capabilities to achieve 
energy and cost savings. This difference in the energy that can be saved using available 
technologies and the actual energy saved by adopted technologies is often called the “energy 
efficiency gap” [14]. To overcome this issue, the challenge is then, in part, to provide more 
concrete evidence that technologies used in buildings can provide such benefits, while still 
maintaining a comfortable environment for occupants. Full-scale, controlled testing of energy 
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savings methodologies that mimic the real-world applications can provide such evidence. In 
addition, the results of a life cycle cost analysis and its resulting energy savings are also helpful 
for demonstrating the overall benefits over the lifetime of a building. 
In this thesis, therefore, the impact of the use of interior automated dynamic shading 
and lighting on commercial building energy consumption, including both lighting and HVAC 
components, will be discussed. Chapter 2 provides a comprehensive literature review which 
includes the effect of fenestrations properties and dynamic venetian blinds and their properties 
on building energy usage and occupant visual comfort. This chapter also covers a review of 
the methods used in the literature to determine these impacts, including both modeling and 
laboratory testing. Chapter 3 describes the methodology used in this research to assess the 
performance of interior dynamic venetian blinds on energy usage using both full-scale 
experimental testing and simulation. This includes the rational and methods used for the test 
setup, the control strategy logic, sensors utilized to assess performance during full scale testing, 
and the methods used for interpretation along with a life cycle cost analysis of the technology 
used for the full-scale experiment. Next, the results will be presented and discussed in Chapter 
4 and conclusion of the study, limitations, and recommended future work will be presented 
subsequently in Chapter 5.  
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  LITERATURE REVIEW 
In this chapter, a background on fenestrations and shading devices and their impact on 
the built environment is provided which is followed by discussion of dynamic shading and its 
impact on building energy performance and occupant comfort. The chapter then focuses on 
venetian blinds and studies performed on the application of dynamic venetian blinds based on 
simulation and experiment. Finally, it addresses the existing gap in the literature related to the 
application of dynamic automated venetian blinds combined with dynamically operated 
lighting. 
2.1 Impact of Fenestration and Shading Devices on Buildings 
Windows are responsible for 2.15 Quads of heating energy consumption and 1.48 
Quads of cooling energy consumption in U.S. and offer an energy saving potential of up to1.2 
Quads [15]. Windows serve a unique role, in that they allow natural light to enter buildings 
which can help to reduce the need for artificial lighting.  Less artificial lighting needs equates 
to lower lighting energy use.  Along, with lighting energy saving, windows also allow solar 
radiation to enter a building, which can have both positive and negative impacts on a building, 
depending on the seasons or time of the day. Solar heat gain originating from the windows, 
among all influencing factors on building energy use, is the most variable [16], and among 
largest sources of heat gain in a typical building. When a building requires heating, such as in 
the winter seasons, solar heat gain from windows helps to offset the heating energy that 
otherwise would be provided by HVAC system. Conversely during cooling season, including 
in the summer, solar heat gain will have a negative impact on energy consumption, increasing 
the cooling load needed, as solar heat gain must be subsequently removed by the air 
conditioning system.  
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In addition to impacting building energy use, the amount of solar radiation and daylight 
entering an interior space also has an impact on occupant comfort and psychology [17,18]. 
Generally, the availability of daylight has been found to improve occupant’s productivity and 
overall  satisfaction [19]. Conversely, if not properly controlled, excessive amount of sunlight 
can result in visual discomfort, i.e. a phenomenon known as discomfort glare which is caused 
by a direct view of bright sky form the interior of the building [20].  
Various factors such as window placement, window-to-wall ratio, window optical and 
thermal properties, shading device optical and thermal properties, and their control strategies 
have significant impact on the performance of the fenestrations systems. These systems include 
both the shading and glazing layers. The properties that determines the amount of heat and 
light transport from fenestration systems are mainly thermal transmittance (U-factor), solar 
heat gain coefficient (SHGC) and visible transmittance (VT). U-factor is a measure of the 
thermal conductance through the window in absence of sunlight and air infiltration, SHGC is 
the fraction of incident solar radiation which is transmitted to the indoor from the glazing 
system, either from direct transmittance or as inward flowing fraction of solar radiation 
absorbed by the layers of the glazing system and VT is the fraction of visible spectrum within 
the incident solar radiation transmitted from the glazing system. The U-factor, SHGC and VT 
are dependent on material properties of glazing layers, number of glazing layers, glazing films, 
spacing between the glazing layers and type of gas filling the glazing layers and can be 
computed using computer simulation [21]. Windows with low U-factor are preferred since the 
energy consumption to maintain the space temperature is lowered as thermal transmittance 
decreases between the indoor and the outdoor environment [22]. During the cooling season, 
glazing systems with a low SHGC are desired to reduce glare and solar gains while a higher 
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SHGC is desirable in heating season to reduce the energy used for heating [23]. For visible 
transmittance, the optimum amount of daylight needs to be achieved to reduce the electric 
lighting consumption and to maintain occupant comfort. Desired visible transmittance to the 
indoor might be dependent upon various factors like solar irradiation level, orientation of the 
room and position of the sun. While using the shading device it is impossible to optimize all 
criteria simultaneously and a tradeoff between supply of daylight and overheat protection are 
needed during the summer. Similarly, during winter season with low angled sun, when systems 
are used for glare protection desired solar gains are reduced [24]. 
Previous research has demonstrated that improvements in the windows and the attached 
shading devices have a potential for energy conservation and overall improvement of visual 
comfort. Replacing a double-pane window with a three-pane or four-pane glazing system, for 
example, has shown energy saving potential of 7% and 20% respectively in the office spaces 
[25]. It was also observed that a window-to-wall ratio of 30-50 % of the facade can result in 
lower total energy consumption as compared to smaller or larger windows [26]; the results 
obtained depend on various factors such as building orientation, geometry and location.  
2.2 The Application of Dynamic Shading  
Shading devices used in conjunction with windows are one solution that, through 
variations in how they are positioned and controlled, can permit solar heat gains when desired 
(i.e. in winter), but can help to reduce energy usage in the summer through reduced lighting 
and HVAC use [24]. They can also permit daylight to enter a building to provide natural light 
for occupants, but can also limit direct sunlight and help prevent glare [27].  The challenge, 
however, is that most shading devices currently in use are manually controlled, meaning they 
are dependent on the occupants to adjust the shading devices. Studies have shown that this 
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situation does not commonly result in shading devices being positioned in an ideal way to 
provide natural daylight but prevent undesired solar heat gains [28]. Therefore, a more 
automated solution to the control of shading devices is needed to fully take advantage of their 
benefits.  
The solution to this challenge is the use of shading devices that can be autonomously 
operated and adjusted, also called dynamic shading [28]. In this case only interior shading 
devices are considered as these are the most common and easy to install and implement. It is 
recognized the exterior shading devices may also be implemented, and would impact energy 
using and interior lighting and comfort, however these are not within the scope of this research. 
Dynamic shading involves several different components, including (i) a shading device, such 
as a roller shade or venetian blind installed on the interior of a window, (ii) an electric motor 
or set of motors that enable the use of the shading device in different operational states without 
the need for human intervention, and (iii) a control strategy and associated technology that 
enables the adjustment of the shading device based on a set of input parameters and associated 
algorithms. Through the use of these components, dynamic shading methods can adjust the 
amount of daylight and/or amount of solar heat gain in the building [29] and the amount of 
glare and the level of thermal comfort felt by occupants [30]. Dynamic shading, thus 
overcomes the challenge associated with manual shading systems where occupants close the 
shades once when there is glare, direct sunlight or other discomfort, and then leave them in a 
closed position for days or weeks at a time in non-ideal positions [31] . Dynamic shading has 
potential to enable the optimum amount of daylight and resulting visual comfort, and/or for 
optimal energy conservation for lighting and HVAC use. The associated controls and 
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properties of the shading devices chosen are thus dependent upon the intended purpose of 
application of the dynamic shading device considered. 
There are different types of possible shading devices that can be used for dynamic 
shading applications. These are differentiated by their geometry, material properties and 
possible location of use in a building. The two most common interior shading device types in 
the U.S. building stock are roller shades and venetian blinds [32], as shown in Figure 5 and 6 
respectively. The roller shades can be controlled to vary in height to enable a variation in 
overall visible transmittance and openness factor [33]. Venetian blinds can be controlled to 
vary angle and/or height; the slats of venetian blinds could be opaque or have some degree of 
openness as well. More advanced shades can operate in sections. Among the shading devices 
used, venetian blinds are the most popular shading device, especially in the case of dynamic 
systems [34,35]. Venetian blinds are popular as shading devices because they are relatively 
inexpensive and can provide occupant privacy [36] as well as possess light redirection 
capability to redirect natural light to deeper parts of the room [37]. 
 
Figure 5 Roller shades 
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Figure 6 Venetian blinds 
 
2.2.1 Venetian blinds used in dynamic shading applications 
Typically, Venetian blinds consist of slats, which have the ability to rotate at different 
angles from 0 degrees, fully closed in one direction, to 90 degrees which is fully open and 
horizontal, to 180 degrees which is fully closed in the other direction. This allows the venetian 
blinds to partially close to avoid direct sunlight on the work plane or in the line of sight of 
occupants, while allowing daylight to enter the room. The major characterizing factors of 
venetian blinds include the slat width (W), slat spacing (S), slat crown, and slat angle (𝜓), as 
shown in Figure 7. The use of venetian blinds, when fully or partially open, also provide a 
view to the outside for the occupants, which makes their use highly desirable in building 
shading applications. The amount of exterior views depends on the rotation angle and blind 
geometry, which also affect the transmittance and reflectance of the window-blind system [38]. 
Taking these factors into account, various control strategies for dynamic control of venetian 
blinds have been studied considering energy saving potential, daylight availability, and/or 
visual comfort. 
13 
 
 
 
Figure 7 Venetian blinds geometry (window not shown for clarity), including slat width (W) slat spacing 
(S), slat crown (zero as shown), and slat angle (𝝍), and solar profile angle (𝝓). 
 
In terms of methods that have focused on reductions in energy use, venetian blinds have 
been used to control the solar heat gain from fenestrations [24,39,40]. In these strategies, the 
blinds were set either as closed, or controlled such that the blind cuts off the direct sunlight 
from entering the space. The cut-off angle to block the direct sunlight can be determined based 
on the profile angle of the sun (𝜙), which can be calculated using the time, date, location of 
the building, and orientation of the fenestration where shading control is executed. The method 
to calculate solar profile angle are provided in the ASHRAE Fundamentals Handbook [21]. 
Numerous studies have used cut-off angle control to prevent direct sunlight [17,24,37,40–46].  
Among these studies, the earlier studies [24,39,40] did not use any threshold of solar 
irradiation or illuminance to control the venetian blinds. Instead the blinds were controlled 
based solely on the theoretically-calculated position of the sun. Thus, during overcast sky 
conditions the blinds were still controlled to the cut off angle, even though no direct sunlight 
was present. Similarly, during clear sky conditions, the risk of glare would be present. These 
studies also did not consider the impact of properties of shading devices or climatic conditions. 
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However, following these studies, exterior solar radiation data was incorporated into shading 
device controls.  
Reinhart [47] and Wienold [39] used solar radiation criteria to control venetian blinds 
to block direct sunlight whenever external solar irradiation falling on the façade exceeded a 
threshold value. Reinhart [47] controlled blinds at the smallest of the angles that was able to 
block the direct sunlight, among the angles of 0˚, 45˚ and 75˚. Wienold used the metric, 
Daylight Glare Probability (DGP) as part of the control strategy, to aid in preventing glare and 
maintaining visual comfort [39,41]. In [39] the shades were controlled using daylight pre-
simulation results for all possible states of the shading device. Solar radiation also has been 
used as criteria to control shading devices [43,45], including studies with a cut-off angle upper 
limit [40] such that the blind slats are not rotated beyond the angle at which the sunlight would 
not enter the space, and others with cut-off angle lower limits such that the blinds do not rotate 
to a negative angle, preventing glare [37,43,45].  
From late 2000s, the control of shading devices has focused more on visual comfort 
and lighting energy saving as compared to heating and cooling energy savings. However, some 
studies have still considered optimizing overall energy usage. Many studies consider various 
factors, such as climatic conditions, shading device properties, visual comfort conditions and 
natural daylight use [17,37,48–50]. 
2.2.2 Simulation-based studies of dynamic venetian blinds 
The majority of recent studies that focus on the use of venetian blinds are based on 
simulation [17,24,25,37,39–42,46–48,51]. Energy simulation alone are performed in studies 
that are primarily interested to assess the impact of venetian blind control on overall energy 
usage including heating, cooling and lighting [25,48] and on few projects/papers that studied 
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the impact on daylight and visual comfort [51,52] . The studies that are mostly focused on 
daylight availability, glare prevention and lighting energy saving have used daylight simulation 
along with energy simulation [37,46], because the radiosity method used by whole building 
simulation software like EnergyPlus have lower accuracy compared to daylight simulation 
using the ray-tracing method. Nearly all do not use experimental data to validate the model 
results. 
Chan and Tzempelikos [37] used several control strategies considering direct sunlight 
cut-off angles, lighting redirection, and glare (DGP) simulation-based control using 
simulation. A hybrid ray-tracing and radiosity method [53] was used for computing light 
transport through blinds, illuminance results and annual daylight metrics. In other literature, 
indoor room air temperature, glare and HVAC energy use demand have been used as criteria 
for different control strategies, with most simulations performed in EnergyPlus [54] or DOE-
2 [55]. Littlefair et al. [17] used the DOE-2 simulation engine to control various shading 
devices including venetian blinds based on occupancy, indoor temperature and direct sunlight 
reaching the space. Grynning [25] performed simulations of a number of shading strategies for 
south- and north-facing office cubicles with varying floor areas, window sizes and window 
parameters using EnergyPlus. Similarly, Da Silva [48] performed a sensitivity analysis of 
different shading control strategies on overall energy demand. Most of the control strategy 
were directly implemented in EnergyPlus [54] while output state of shading device from 
DAYSIM [56] was used for two of the control strategy as input into EnergyPlus. The different 
control strategies used were based on schedule, solar radiation, glare and/or occupant behavior. 
Nielsen [46] performed integrated simulation using iDbuild [57], which used hourly daylight 
levels computed by a daylight module into a thermal module. The blinds were activated both 
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to prevent risk of glare, as well as based on indoor temperature during occupied times and 
based only on indoor temperature outside of occupied hours. A cut-off angle control strategy 
was used whenever the blinds were activated. 
Olbina and Hu [51] used MATLAB and EnergyPlus to control split-blind system 
divided into three horizontal sections namely the upper third, the middle third and the bottom 
third so that the slats in different section could be adjusted independent of each other. The slats 
were controlled to maintain illuminance at a point near the window within 2000 lux with two 
modes, one prioritizing appropriate levels of daylight and other prioritizing better views to the 
outside. Integrated control was used in [52] using co-simulation platform consisting of 
Building Controls Virtual Test Bed [58], EnergyPlus and MATLAB, which shared information 
on the state of the HVAC system and associated data, and occupancy information. The 
integrated control strategy was compared to different manual and independent control 
strategies. The dynamic model was developed using actual office data in the simulation. They 
also combined user preferences including illuminance setpoints, glare trigger setpoints, light 
levels and blind position with sensor readings (occupancy and light level) to control shading 
and lighting systems. User preferences could be input through a web interface or a desktop 
GUI (Graphical user interface) application that provided manual and automatic control options. 
The integrated control also optimized solar gain and thermal effects of electric lighting to 
reduce the HVAC load.  
Recently, model-based predictive control (MPC); for interior blinds was performed 
using EnergyPlus [59]. The comparison of the performance of model predictive shading 
control was done with a reactive conventional shading system which was closed whenever the 
outside surface irradiance exceeded 200 W/m2. It was found that the MPC had potential to 
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achieve annual heating, cooling and lighting energy saving of 12%, 49% and 54% compared 
to a more conventional control system when taking visual comfort in account. Ahmad et al 
[60] conducted optimization of operation schedules of window blinds to minimize overall 
HVAC and lighting energy usage while providing visual comfort using a genetic algorithm 
and EnergyPlus simulation.  
The above-discussed methods were implemented in simulation studies, most of which 
are yet to be tested using full-scale experiment. They could prove to be very beneficial if they 
could be applied to real buildings. However, there may be challenges with the implementation 
of some of the more complex and computationally expensive strategies, when applied to a real-
world scenario.  These can only be addressed through full-scale testing and/or field 
implementation.  
2.2.3 Experimental studies using dynamic venetian blinds 
In terms of experimental testing conducted using dynamic venetian blinds, few studies 
were carried out until early 2010s and relatively few studies have been carried out compared 
to simulation-based studied in recent years. Many studies using experimental testing have used 
cut-off angle control and its modification with the objective of energy saving, and/or daylight 
maximization while maintaining visual comfort. Galasiu [61] used various manual and 
automatic control strategy to control venetian blinds and studied their performance using a 
photo-controlled lighting system. The study focused on the effect of different shading controls 
and configurations on illuminance and lighting energy consumption. The study was conducted 
in private offices with pre-existing glazing where 10 different static blind configurations were 
used for manual control. In addition to that, automatic control of the blinds was based on the 
external illuminance level measured by a photosensor mounted on one of the bottom windows. 
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Zhang and Birru [42] used open loop control based on an external irradiation sensor to control 
the venetian blinds to cut-off angle whenever direct sunlight was present.  
In the past 5 years, more research has been conducted focusing on experimental testing 
of venetian blind control strategies. Karlsen and Heiselberg [45,62] used vertical illuminance, 
solar irradiance and cooling demand as criteria to control shading using a combination of 
external and internal venetian blinds. They used vertical illuminance levels as the criteria for 
glare and a vertical illuminance threshold to control blind slats. In [62] they further increased 
the tilt of the blinds in a stepwise manner whenever the cut-off angle was insufficient to avoid 
glare. Carletti [44] controlled external venetian blinds at 4 pre-determined configurations based 
on external illuminance and temperature in residential buildings. Yun et. al [63] used High 
Dynamic Range Images (HDRI) to compare vertical illuminance obtained using Evalglare 
output using HDRI with measured vertical illuminance in mock-up room and a scale model. 
The DGP from the HDRI and DGPs measured in mock-up room and DGPs measured in a scale 
model were also used to set correlation with vertical illuminance. However, the shading and 
lighting control was performed using the DIVA-for-Rhino [64] plugin for Rhinoceros [65] and 
the output blind position and lighting level was used in EnergyPlus to calculate total energy 
consumption by the space.  
A. Motamed et. al [49] performed on-the-fly measurements of DGP using HDR vision 
sensors to optimize the shading position and electric light control based on visual comfort. 
Unlike most of the experimental testing studies which use HDR photography for assessment 
of lighting conditions [63,66], this study used the vision sensing technology for control 
proposes, where the discomfort glare measurement using the HDR vision sensing was used as 
an input of solar shading and electric light control system. Goovaerts [67] used shading control 
19 
 
 
for an office with internal venetian blinds using DGP calculation with a low-cost camera. The 
result was compared to the images taken with a high resolution camera. In the study, they 
concluded that further research and more extensive measurements are needed to verify the 
applicability of such system in broader context.  
Hence, a limited number of studies have been performed to assess energy saving 
potential of venetian blinds, with most of the few experimental studies being mostly focused 
on visual comfort and some on lighting energy consumption. Previous studies showed that the 
reduction in the use of electric lighting, particularly through the improved use of natural 
daylight using dynamic shading, has among the greatest energy saving potential of all 
appliances used in commercial buildings [68].  Some of the methods of artificial lighting 
control used in conjunction with dynamic shading application are discussed in the next section. 
2.3 Lighting Controls: 
The utilization of daylight becomes meaningful in terms of energy consumption only 
if artificial lighting is controlled such that the use of natural daylight to provide needed 
illuminance to an interior space also reduces the amount of artificial lighting. Although various 
strategies such as manual controls [47], occupancy or schedule based control [69] have been 
used for lighting control, the potential of lighting energy saving is greatest when lighting 
control is directly linked, in real time, with the natural daylight available in the interior space. 
Based on a meta-analysis on 240 saving estimates from 88 papers and case studies, the savings 
of up to 40% of lighting energy can be obtained in commercial buildings from the use of 
lighting controls [70]. In the analysis, the energy savings obtained were using multiple control 
strategies including daylighting control with occupancy control and personalized tuning, and 
up to 28% average overall saving from daylighting controls alone. The energy saving potential 
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of lighting control can be increased using shading controls that allow more daylight to enter 
the interior of the building, offsetting the need for artificial lighting. Lighting control is used 
to supplement electric lighting to maintain a set point of 500 lux in many studies [71–75] and 
300 lux in others [76]. Most studies with lighting control have utilized continuous daylight 
dimming [60,75,77] while some have used on/off control [59,78]  or stepped dimming control 
[71] for lighting. 
2.4 Summary of Literature and Research Needs: 
From the review of lighting and blind controls presented herein, experimental tests of 
dynamic venetian blind controls are limited compared to simulations, particularly when both 
lighting and shading controls are utilized. In addition, nearly all experimental studies have 
focused on one orientation of testing, typically the south orientation, yet nearly no experimental 
studies have focused on testing in other or multiple orientations. Furthermore, the HVAC 
energy savings resulting from shading control application have not been studied in 
experimental studies, and even studies combining visual comfort and lighting energy savings 
are limited. Hence, a controlled, full-scale experimental study focusing on dynamic shading 
and lighting and its impact on lighting and HVAC energy demand is needed. This thesis study 
provides insight into the impact of dynamic shading control in the east orientation, on HVAC 
and lighting energy usage of the studied spaces with the objective to maximize daylight 
availability without causing visual discomfort. This includes full-scale testing, as well as 
development of validated energy simulation models for the experimental spaces. Along with 
measured results, this thesis uses validated model for annual simulation to assess the impact of 
dynamic shading and lighting on annual energy use. It finally performs an economic analysis 
of the integrated dynamic shading and lighting control system.  
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  METHODOLOGY  
The overall performance of the automated venetian blinds and lights was assessed 
through measured data collected from full-scale experimental testing. An energy simulation 
model was then developed, validated, and used to estimate the annual energy savings from 
reduced lighting and HVAC energy use. Next, the output annual energy savings obtained from 
the simulation was used to perform economic analysis, including break-even analysis and the 
life cycle costs. For both the full-scale experiment and the simulation model, two parallel, 
identically shaped and sized test rooms were used, including one serving as the baseline case 
(i.e. without any shading device or lighting control) and second utilizing a developed control 
strategy that determines the angle of the dynamic venetian blinds and level of artificial lighting 
used. This section begins with a description of the full-scale experimental test setup, including 
the control algorithm development and implementation, and method used for processing and 
interpretation of the collected data to evaluate performance. Next a description of the energy 
simulation model development is provided and comparison of measured and simulated data is 
shown. Finally, the methods used for life cycle cost and economic analysis are explained.  
3.1 Full-scale Experimental Test Setup 
Full-scale testing was performed at the Iowa Energy Center’s Energy Resource Station 
(ERS), located in Iowa. The testing was performed for a total duration of 45 days across the 
two seasons, spring and summer, in order to capture the effect of a range of solar angles on the 
ability of the control methodologies to save lighting and HVAC energy while maintaining 
occupant comfort. Three distinct sky conditions were also assessed, including overcast, cloudy 
and clear conditions. Two different control strategies were implemented with the goal of 
maximizing daylight availability in the perimeter office space that would be generally utilized 
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for office work, and minimizing discomfort glare for the occupant(s), such that the use of 
artificial lighting and thus lighting energy use was minimized. HVAC energy use was also 
evaluated. 
3.1.1 Test facility 
The test location is the ERS building, located in Ankeny, Iowa, (Figure 8) (41.71ᵒ N, 
93.61ᵒ W), at an elevation of 285.6 m (937.0 ft). The facility has a total floor area of 855.45 m2 
(9,208 ft2); the test rooms utilized in this research measure a total of 24.71 m2 (266 ft2) each, 
located on the east-facing facade. The building is aligned with true north, following an 
astronomical north baseline established prior to the building construction, such that the east-
facing facade is facing directly east. While, many studies have focused on south-facing facade 
for estimating energy saving potential of dynamic shading system, the assessment of dynamic 
shading on east-facing facades is limited. East-facing facades receive direct solar irradiation 
during the early hours of a day resulting in preheating of the room. Solar irradiation also 
reaches the east-facing facade at lower angles, which may cause higher amount of solar 
radiation influx into the room as compared to the south orientation [79]. It has been found that 
the peak cooling season solar gains occur with east and west facing windows at the angle of 
incidence of solar radiation ranging from approximately 25 to 55 degrees [80]. Low angle sun 
is also more prone to causing glare. Hence, the effect of dynamic shading on energy 
consumption of rooms with east-facing facades need to be quantified. 
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Figure 8 ERS- South East View 
 
The building envelope consists of concrete panel wall sections, including, from exterior 
to interior, rigid insulation, air space, vapor barrier, metal stud walls with batt insulation, and 
finished gypsum wall board. The floor is slab-on-grade, constructed of 0.1 m (4 in.) concrete 
on 0.1 m (4 in.) of sand. The ceiling is a suspended ceiling with lay-in acoustical tiles at a 
height 2.5 m (8’-5”) above the finished floor height. The roof is flat with tapered rigid 
insulation. The roof construction consists of 0.2 m (8 in.) precast hollow core slab, a vapor 
barrier, 0.1 m (4 in.) of rigid polyisocyanurate insulation, tapered insulation, and elastomeric 
roofing membrane secured with river rock ballast. The interior walls of each test room are 0.1 
m (3-5/8 in) metal stud walls with 0.015 m (5/8 in) finished gypsum board on each side. Near 
structural columns the partitions are 0.15 m (6 in) metal stud walls with 0.015 m (5/8 in) 
finished gypsum board on each side. The insulation in the interior partitions includes open-cell 
spray foam and fiberglass batt. 
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Figure 9 Diagram showing the experimental room test setup 
 
On the east facade there are two identical test rooms (Test Room A and Test Room B) 
the setup of which is shown in Figure 9. The experiment was setup with identical parameters 
for Test Room A and Test Room B, except for the utilization of dynamic shading and lighting 
dimming controls in Test Room B. Test Room A was used as a baseline. These identical 
features include the windows, temperature set points, occupancy schedule, sensor placement 
and accuracy, data measurement and recording methodology. Sensor placement is discussed 
in further detail below.  
3.1.2 Windows and shading device 
The window area of each test room is 6.88 m2 (74 ft2), which makes up approximately 
48% of the exterior facade area of each Test Room. These windows are located are 
approximately 0.91 m (3 ft) above the finished floor height. In total, the window area in each 
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test room measure 1.52 m (5 ft) in height by 4.51 m (14.8 ft) in width. The windows have 0.05 
m (2 in.) wide aluminum frames with 0.05 m (2 in.) wide vertical mullions, no thermal break. 
Both rooms have windows with clear/clear 6 mm glass and air space installed with a U-value 
of 0.55 (Btu/h-ft2F), visible transmittance of 81% and shading coefficient of 0.85. This window 
type was used as it represents typical windows used in in existing, medium-aged office 
buildings.   
Test Room A did not utilize shading devices, Test Room B utilized venetian blinds. 
These blinds are beige in color, one of the most common blind colors utilized in office 
environments, and are made of aluminum with a slat width of 2 inches (Figure 10). They have 
a solar reflectance of 70%, and emissivity of 0.76 on both front and back surface per 
manufacture-reported values. The slats of the blinds have ability to rotate from -90 degrees to 
90 degrees with the slat being horizontal when the angle is set to 0 degree. For each of the test 
rooms, two sets of identical blinds were required to cover the entire window area. The blinds 
were fitted to minimize gaps which would allow excess light between the blinds and window 
and were controlled simultaneously using the same controller.  
 
 
Figure 10 Venetian blind installation in east facade test room 
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3.1.3 Shading and lighting operation 
Commercial-grade motors were utilized to adjust the angle of the venetian blinds. The 
motors were Somfy ST40 Sonesse PA wired motors [81], and were installed at the top of the 
roller shades and connected to the ladder cords which support the blinds. A BACnet-
compatible EB2 Controller [82] was also used to link the control of the venetian blinds to the 
test facilities’ direct digital control (DDC) building automation system (BAS). Using this 
setup, commands were sent from the BAS using BACnet protocol to the shading device 
controller and finally to the motor from the controller. The controller was designed specifically 
for the control of the motorized shades, and included controls for two motors simultaneously. 
Therefore, each Test Room utilized one controller, connected to the two shading devices.  
The lighting system in each Test Room consists of six 0.6 m x 0.6 m (2’ x 2’) recessed 
grid troffers. Each fixture contains three U-shaped T8 fluorescent tube lamp sized at 31 W. All 
test rooms have dimmable ballasts. When all six fixtures are switched on, 915 lux (85 fc) are 
provided to the work surface in each Test Room at 2.5 m (8.2 ft) from the window along the 
centerline of the test rooms. When 4 fixtures are on, 646 lux (60 fc) are provided on the work 
surface. These lights are controllable through the BAS controls based on feedback from any 
connected sensor. During the testing all six fixtures were switched on. 
Test Room A, the baseline test room, did not utilize lighting controls, thus, lights were 
on at 100% power throughout testing. For both test rooms lighting condition was monitored 
from 8 am to 6 pm, which is consistent with normal working hours in an office building 
environment. Test Room B utilized daylight linked dimming control. Daylight controls could 
be utilized in the test room either using a stand-alone lighting sensor located in the test room 
or using feedback from any of the light sensors connected to the BAS.  The lighting fixtures in 
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Test Room B, for both tested control strategies were controlled using BAS such that they were 
dimmed to the lowest power level whenever the work plane illuminance at height of 0.76 m at 
a distance of 2.5 m from the window along the centerline of the room reached an illuminance 
of 500 lux. 
3.1.4 Occupancy and equipment schedule 
Following a typical occupancy schedule of an office building, the occupancy and 
equipment schedules were set from 8 am – 6 pm for each day of testing. Occupancy sensible 
and latent loads from people and office equipment are simulated using cylindrical sheet metal 
android and a computer workstation, respectively.  These are controlled using the BAS. The 
sheet metal androids can simulate up to two people at a rate of 73.3 W (250 BTU/hr) sensible 
and 58.6 W (200 BTU/hr) latent per person. The computer workstation provides 88 W in active 
mode (occupied), and 5 W to simulate stand-by mode (unoccupied). To capture a broader range 
of conditions, the testing was performed during all days of the week. In total, it was assumed 
that the equivalent of two occupants and computer equipment were present in each Test Room. 
Temperature set points of 21.1°C was used for heating, and 23.3ᵒCwas used for cooling for 
both rooms.  
3.1.5 HVAC system 
For conditioning the room, the cooled air was supplied from the central Air Handling 
Unit A (AHU-A) to the room East A and from Air Handling Unit B (AHU-B). In addition to 
supplying the conditioned air to the East A and East B Test Room, AHU-A and AHU-B each 
supplied conditioned air to other Test Rooms (i.e. one exterior test room each in South and 
West direction and an interior test room, as shown in Figure 11). The air from the central air 
handling units were supplied to the room via a terminal variable air volume (VAV) box. The 
VAV box was equipped with re-heat coil that could be used for heating purposes along with 
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staged electric resistance heating which was inactive during the testing and a damper which 
controller the air flow to the test room to maintain the test rooms at desired temperature. 
 
Figure 11 Test room HVAC layout 
 
3.1.6 Measurement equipment and data collection 
Interior and exterior sensors were utilized for monitoring performance and to provide 
control feedback for the lighting and shading devices. Prior to testing, all sensors were 
calibrated following a regular test schedule. On the exterior, sky and ground light sensors as 
well as a pyranometer facing outward normal to the facade were used to capture the irradiation 
exposure on the east exterior facade of the building. Weather data was also collected both 
onsite and from a local weather station in Des Moines, with sufficient information to create a 
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weather file for use in the EnergyPlus energy simulation models. A custom code was created 
in MATLAB to convert the raw data to a TMY file format.   
On the interior, work plane illuminance, vertical illuminance, and ceiling illuminance 
sensors were utilized in each test room. Sensors were also used to determine HVAC and 
lighting energy use. The details of the sensors used and their accuracy are included in Table 1. 
Table 1 Accuracy of sensors  
 
 
 
 
 
 
 
Power and energy use for the lighting, simulated internal loads, and the HVAC system 
and components servicing each Test Room was monitored and recorded through the building 
control system at 1-minute intervals. Other variables like temperature, pressure, flow rates, 
illuminance, irradiation, equipment status and other miscellaneous variables were monitored 
and recorded at 1-minute intervals. 
3.1.7 Interior illuminance measurements 
Five sensors were placed to monitor interior daylight levels throughout experimental 
testing. All sensors were placed along the centerline of each Test Room, at the height from the 
floor and distance from the window given in Table 2. In total, the illuminance sensors include 
Variable Unit Accuracy 
Temperature ˚C ±0.14˚C (± 0.25˚F) 
Relative Humidity % RH ± 2% 
Global horizontal 
irradiation 
W/m2 ± 0.5 % 
Irradiance W/m2 ± 3 % 
Solar beam intensity W/m2 ± 0.5 % 
Power - ± 0.2 % 
   Water flow rate m3/s  3*10-5– 127 *10-5  
Air flow rate m3/s ± 2% 
Pressure Mbar ± 0.25 % 
Illuminance  Lux ± 5 % 
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three work plane illuminance sensors facing the ceiling located at the height of the work plane, 
a sensor measuring vertical illuminance facing the exterior window, and a ceiling sensor facing 
downwards towards the work plane. The vertical illuminance sensor and the work plane 
illuminance sensor located at a distance of 2.5 m from the window were used for both data 
collection and also for the developed control strategy input; the remaining sensors were used 
for data collection only.  
Table 2 Position of interior illuminance sensor in the test rooms 
Sensor  Height from 
the floor 
Distance from 
window 
Reference 
Work plane 
illuminance  
0.76 m 1 m, 2.5 m, 4 m Shen, Tzempelikos (2015); 
distance from window varies 
by study 
Vertical 
illuminance  
1.2 m 3 m [66,83] 
Ceiling illuminance 
sensor 
2.56 m 2.86 m Location in center of room near 
to work plane illuminance 
sensor  
 
The work plane illuminance sensors were used to evaluate the level of lighting on the 
work plane surface, which is important for occupant visual comfort. The vertical illuminance 
value was used to determine the simplified daylight glare probability (DGPs) [84], which is 
calculated based on vertical illuminance (𝐸𝑣 ) at occupant eye height, using the empirical 
equation as follows: 
𝐷𝐺𝑃𝑠 = (6.22 ∗ 10−5) ∗ 𝐸𝑣 + 0.184 (3.1)    
3.1.8 Blind control algorithm 
3.1.8.1 Control Strategy 1 
Control strategy 1 was applied such that direct sunlight was prevented from entering 
the room and visual comfort was maintained while allowing the maximum amount of daylight 
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to enter the room. Venetian blind slats were rotated to the cut-off angle to prevent direct 
sunlight from entering the building and were further closed when visual comfort criteria were 
not satisfied, i.e. vertical illuminance at eye level was greater than 2000 lux. The cut-off angle 
was calculated using the following equation from estimated cut-off angle (O’Neill et al., 2007) 
β𝑐𝑢𝑡−𝑜𝑓𝑓 = 𝑠𝑖𝑛
−1 (co s(d) ∗
s
w
) − d  (3.2) 
 𝑑 =  𝑡𝑎𝑛 − 1 [
tan(𝛼)
cos(𝛾)
]   (3.3) 
Where d is the profile angle of the sun, s is the spacing between the slats, w is the width 
of the slats, α is the solar altitude angle and γ is the solar surface azimuth. The calculation of 
solar altitude and surface solar azimuth angle was performed using equations from ASHRAE 
Fundamentals Handbook [21]. The cut-off angle as well as the angle to which blind was 
rotated, was considered positive when inside edge of the blind slat was oriented towards the 
ceiling and outside edge to the ground while it was considered negative when the inside edge 
of the slat was oriented towards the floor and outside edge towards the sky and blind slats in 
the horizontal position was considered at 0 degrees. The slat orientation is further depicted in 
Figure 13. To allow more daylight to enter the room during overcast sky conditions a threshold 
of 150 W/m2 for vertical irradiation on the facade was used as criteria for presence of direct 
sunlight. The flow diagram for the control logic is given in Figure 12. 
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Figure 12 Control Strategy-1 Flow Chart 
 
3.1.8.2 Control Strategy 2 
Control Strategy 2 is based on daylight redirection control [37]. The objective of this 
control strategy is to overcome two limitations of using cut-off angle control. The first is to 
prevent second reflections originating from the bottom surface of the slats from reaching the 
occupant and the second to prevent directly reflected rays from being directed towards 
occupants resulting in glare seen by the occupant (Figure 13). This strategy, in addition to 
avoiding two issues mentioned that might occur while using cut-off angle control, also utilizes 
the capability of venetian blinds to redirect the light to the deeper parts of the room. This 
control strategy logic is shown in Figure 14.  
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Figure 13 Reflected rays’ direction:different profile angle and slat angle configurations: (a) second 
reflection from bottom surface: low profile angle/cut- off slat angle; (b) avoiding second reflection but 
transmitted light direction will cause glare: high profile angel/cut-off slat angle; (c) total reflection to the 
outside: low profile angle/slat angle perpendicular to profile angle; (d) “design” redirection angle: high 
profile angle/ redirection slat angle; (e) angle notation used in equations.  (Source: Y. Chan, A.Tzempelikos 
(2013)) 
 
 
Figure 14  Control Strategy-2 Flow Chart 
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3.1.9 Energy consumption calculation method 
The energy consumed by both rooms was computed as the rate at which heat needs to 
be extracted from the room to maintain the setpoint temperature in each room. Because of the 
application of the internal load from baseboard heat as mentioned in Section 3.1.4, test rooms 
demanded cooling energy even during the spring season. The rate at which heat was extracted 
from the room was calculated using a method in the ASHRAE Fundamentals Handbook [85]. 
Calculated energy consumption is based on the following measured values: 
• Room Air Temperature (Tr) 
• VAV box air flow rate (V) 
• VAV box design air temperature (Ts) 
• Supply air temperature (T) 
• Supply air relative humidity (RH) 
• Room set point temperature (Tset) 
• Barometric pressure (P) 
The heat extracted from the room is given by the amount of cooling energy supplied to 
the room, which is given by the equation: 
𝑄 = 𝑚𝐶𝑝𝑑𝑇 (3.4) 
Here, the m denotes the mass flow rate of the supply air, Cp is the specific heat capacity 
of supply air and dT is temperature difference between the room air (Tr) and the supply air (Ts). 
For computing the cooling energy, mass flow rate is set to zero whenever the design supply air 
temperature is higher than the room set point temperature. When the design supply air 
temperature is higher than the room set point temperature, the amount of energy supplied is 
attributed to heating energy demand. The cooling energy carried out by supply air during each 
time step is summed for each day, to obtain the total daily energy savings provided for cooling. 
In Equation 3.4, Cp, which is the specific heat capacity of moist air is determined as 
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𝐶𝑝 = 0.24 + 𝑊 ∗ 0.45 (3.5) 
where, 0.24 is the specific heat capacity of dry air (kJ/(kg.K)), and 0.45 is the specific heat 
capacity of water vapor (kJ/(kg.K)), valid for temperature range of -75°C to 90°C [85] and W 
is humidity ratio (kgw/kgda). The saturation pressure of water vapor over a liquid water for the 
temperature range of 0°C to 200°C is given by Equation 3.6. 
𝑙𝑛(𝑃𝑤𝑠) =
𝐶8
𝑇
+ 𝐶9 + 𝐶10𝑇 + 𝐶11𝑇
2 + 𝐶12𝑇
3 + 𝐶13𝑙𝑛𝑇 (3.6) 
where, Pws is saturation pressure in Pa and T is absolute temperature i.e. in degrees Kelvin. 
Next, using calculated saturated vapor pressure and relative humidity, the vapor pressure is 
determined using equation 3.7 where 𝑃𝑤 is vapor pressure, RH is relative humidity, and Pws is 
saturation pressure.  
𝑃𝑤 = 0.01 ∗ 𝑅𝐻 ∗ 𝑃𝑤𝑠 (3.7) 
Once vapor pressure is obtained the humidity ratio (W), is calculated based on Equation 
3.8, where the constant 0.62196 is the ratio of molecular weight of vapor to the molecular 
weight of dry air, Pw is the vapor pressure and P-Pw is the partial pressure of dry air. 
𝑊 = 0.62196 ∗
𝑃𝑤
𝑃 − 𝑃𝑤
 (3.8) 
For a given, temperature, pressure and humidity ratio the specific volume of moist air 
expressed in terms of a unit mass of dry air (m3/kgda) is next determined using Equation 3.9 
[85], where W is the humidity ratio (kgw/kgda), Ts is the temperature (K), and P is the barometric 
pressure (kPa): 
𝜈 = 0.28704 ∗ 𝑇𝑠 ∗
1 + 1.6078 ∗ 𝑊
𝑃
 (3.9) 
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The mass flow rate m of the supply air in equation 3.4 is finally calculated using 
equation 3.9 where V is the volumetric flow rate of the supply air and ν is the specific volume 
of the moist air from calculation in Equation 3.8. 
 𝑚 =
𝑉
𝜈
 (3.10) 
From calculated specific heat capacity and mass air flow rate and measured temperature 
difference between the supply air and the room temperature the energy consumption for 
cooling at each sampling interval using Equation 3.4 was calculated. The daily energy 
consumption was then determined by adding up the values at each sampling interval together 
into daily intervals. 
3.2 Calibrated Building Energy Simulation 
EnergyPlus v8.5 was utilized for performing the energy simulation of the two test 
rooms. The building location and orientation was set according to the information available 
from ERS, latitude: 40.63, longitude: -93.95, time zone: -6 UTC, and elevation: 292.6 m above 
sea level. The shape and size of the Test Rooms was modeled directly after the actual 
dimensions of the full-scale Test Rooms. 
The occupancy schedule in the energy model was set to be from 6:30 am to 9:30 pm. 
All the lights and internal loads from computers as well as loads from occupants were fully 
ON during the occupied times per the occupancy schedule, and fully OFF (no internal load), 
during other times of the day. Fully OFF schedule was used since the 5 W load from the 
computer on stand-by mode during the full-scale testing was negligible and no cooling was 
supplied during these hours. This is consistent with the times used during full-scale testing.  
Within the occupancy schedule, the heating set point temperature of 21.1 ˚C and cooling set-
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point temperature of 23.3 ˚C was used throughout the simulation, following the test set-up in 
the ERS. Parameters used for the energy simulation are provided in Table 3: 
Table 3  Energy Simulation Parameters 
Parameters Value 
Weather data (TMY format) Custom weather file created from ERS weather station data 
Occupancy schedule and internal 
loads from computers (fully ON) 
6:30 am to 9:30 pm 
Zone floor area 25.9m2 
Zone volume 65.3 m3 
Window U-factor / SHGC / VT 3 / 0.8 / 0.85 
Window shading device 
East Test Room A: none 
East Test Room B: Venetian blinds with 0.05 m width, slat 
separation of 0.043 m, and thickness of 0.002 m 
Lighting power 
East Test Room A: 520 W 
East Test Room B: 420 W 
Design Infiltration rate 0.000181 m3/s 
VAV system 
Single duct VAV with reheat with maximum flow rate of 
0.47m3/s per room and minimum flow rate of 0.037 m3/s per 
room. 
 
The zone floor area, volume, occupancy schedule and set point for the rooms’ VAV 
system were the same as those used during the full-scale testing. In Table 3, different values 
are used for lighting power of Test Room A and B. This is because in Test Room B, in the 
absence of daylight, power consumed by lighting to maintain an illuminance of 500 lux at the 
work plane was approximately 420 W while power consumed by lighting in Test Room A, 
which was left fully ON was around 520 W, as shown in Figure 15. In the figure it can be seen 
that even in the absence of daylight if dimming control is used the power consumed by the 
electric light is lower compared to the power consumed when the electric lights are left fully 
ON. 
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Figure 15  East A and East B test room measured lighting power for a typical day 
 
For calibration of the energy model, a custom weather file with one-hour interval data, 
created from the weather data measured at the ERS was used, which was provided as input into 
the simulation. Each of the two Test Rooms was modeled as a separate zone in EnergyPlus: 
zone East A and zone East B. Both the rooms were supplied with air for conditioning the room 
from the terminal variable air volume (VAV) unit. In EnergyPlus, a single zone is controlled 
based on user-specified temperature set points. The VAV unit adjusts the airflow to a room by 
changing the damper position to fulfill the cooling or heating demand of the room. For cooling, 
the cooled air was supplied from the central Air Handling Unit A (AHU-A) to the room East 
A and from Air Handling Unit B (AHU-B). This system was modeled according to the system 
used for full scale testing whose layout is shown in Figure 11. In this study, the demand of the 
energy used in test room East A and East B which was calculated from the measured data is 
compared to the energy demand of zone East A and East B in the simulation. Energy demand 
(kWh) from each of the test rooms was compared to the actual data on daily basis.  
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To calibrate the model to the measured data, the ASHRAE Guideline 14 [86] was 
followed. As the purpose of the simulation model was to provide prediction of energy 
consumption for both HVAC heating and cooling energy, and lighting energy, the values for 
cooling, heating and lighting energy use were targeted to be best matched with measured data. 
Several adjustments were made to the model throughout the calibration process. These 
adjustments include slight modifications to the thermal properties of the exterior wall 
construction materials. Without calibration, the simulated energy demand for the test rooms 
was lower than the full-scale testing data. Yet, the initial model demonstrated a close match 
for the energy consumption during the morning hours when direct sunlight hit the east façade, 
and during afternoon hours when the façade is shaded from direct sunlight. The largest 
disagreement between the measured and simulated data initially occurred when direct sunlight 
entered the interior space. The specific heat capacity of several materials used in the exterior 
wall construction were decreased to obtain a better agreement between the measured and the 
simulated data for all times of the day. Once the baseline model was calibrated, thermal 
properties of blind and dimming configuration of lighting were then changed to match the 
energy consumption from simulation with lighting data within the range specified by ASHRAE 
Guideline 14 [86]. 
3.2.1 Calibrated simulation of baseline test room 
First validation was performed for the baseline room (East A Test Room) for lighting 
and HVAC energy consumption. This was followed by validation of the model for the room 
with the automated shading device (East B Test Room). The cooling energy usage of the 
validated baseline model compared to the cooling energy calculated from the measured data is 
shown in Figure 16. The simulated cooling energy consumption shows quite good agreement 
with the measured data with a mean bias error (MBE) of -10.73% and a coefficient of variation 
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of the root mean square error (CV-RMSE) of 28.11% when hourly data was compared across 
a 40 days period from 10 am to 6 pm. However, for the early morning hours as shown for first 
two days in Figure 16, the measured energy use is high compared to the simulated energy use.  
 
Figure 16 Energy demand simulated and measured data comparison for baseline room (East Test Room A) 
for a period of seven days  (Aug 22– Aug 28, 2017) 
 
One of the reasons for the discrepancy might be the solar irradiation incident on the 
building facade was not always the same for the measured and the simulated data. Figure 17 
shows the solar irradiation during the first day of cooling energy compared on Figure 16. The 
simulated solar irradiation data during the morning hours before approximately 9:00 am is not 
in good agreement with the measured irradiation. This error between the measured and 
simulated irradiation falling on the vertical east surface might be due to limitations associated 
with the sky modeling utilized [87], which is Perez sky model [88].  Since the vertical 
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irradiation falling on a surface cannot be input into EnergyPlus at current time, there might be 
discrepancy between the measured and the simulated vertical irradiance on the east facade. 
This impacts the cooling loads the HVAC system must meet, since cooling energy is very 
sensitive to heat gains from solar radiation [89]. This condition will introduce differences 
between the measured and the simulated HVAC energy use. It can also be observed that the 
measured temperature for the first two days in Figure 16 was higher than the set point from 
approximately 6:30 am to around 8 am. The occurrence of such indoor air temperatures in East 
A Test Room might cause higher cooling energy demands while generally in simulation the 
model set point are always satisfied and energy consumption is based on a fixed set point rather 
than actual room temperature.  
 
Figure 17 Measured and simulated external east facade solar irradiation (Aug. 22, 2017) 
 
For lighting, the comparison of the simulated and measured lighting energy 
consumption data for baseline case are presented in Figure 18. The lighting energy 
consumption for simulated and measured data for baseline case are in good agreement with 
each other, with a MBE of 1.85% and CV-RMSE 2.44% for data from 10 am to 6pm. 
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Figure 18 Lighting energy consumption comparison for baseline case for a period of seven days 
 
The overall energy usage for the baseline case comprising of both cooling and lighting 
had an MBE of -6.23% and a CV-RMSE of 17.76%. The error for the time period from 10 am 
to 6 pm is within the error percentage specified by ASHRAE Guideline 14 for calibrated 
simulation. 
3.2.2 Calibrated simulation of the Test Room with dynamic shading  
For application of dynamic shading in the simulation model for the East B Test Room, 
EnergyPlus was used with co-simulation tool Building Control Virtual Test Bed [58]. The 
time, day of year, and measured solar irradiation was provided as inputs to BCVTB. The 
corresponding slat angle of the venetian blinds was calculated in the co-simulation tool and the 
output was exported to EnergyPlus as the blind angles for the complex glazing system of the 
East B Test Room. The blinds were then controlled based on the solar position and external 
solar irradiation incident on the east facade. The comparison of simulated and measured blind 
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angles for representative days using Control Strategy 1 is shown in Figure 19; the results for 
Control Strategy 2 are shown in Figure 20. 
 
Figure 19 Measured and simulated blind angles for Control Stragety 1 (CS1) for 7 days (Sep 1st 2017 – Sep 
7th 2017) 
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Figure 20 Measured and simulated blind angle Control Strategy 2 (CS2) for 7 days (Aug 22nd 2017 – Aug 
28th 2017) 
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It can be seen from Figure 19 and 20 that for Control Strategy 2 the simulated blind 
angle is in good agreement with the measured blind angle, with an absolute error within 1.5 
degree 90% of the time. This is also generally the case for Control Strategy 1 the measured 
and simulated blind angle are within 10 degrees of each other 85% of the time, however for 
some periods of time, the measured blind angle for Control Strategy 1 is greater than simulated 
blind angle. This is because for the modeled CS1, EnergyPlus, currently does not allow users 
to create a sensor such the illuminance on a vertical plane can be calculated. Thus, the vertical 
illuminance value used in the full-scale testing could not be integrated into the modeled control 
strategy. Moving forward, the integration of energy simulation software with daylight 
simulation software would be required for vertical-illuminance based control. The 
implemented simulation method for CS1 prioritizing cut-off angle, could still be used for 
annual simulation for economic analysis, since it provides a good approximation of the blind 
control performed.  
 
Figure 21 Measured and simulated lighting energy consumption for Control Strategy 1 (CS1) for seven 
days 
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Figure 22 Measured and simulated lighting energy consumption for Control Strategy 2 (CS2) for seven 
days 
 
Figure 21 and 22, compare the lighting energy consumption for CS1 and CS2 
respectively. Generally, the lighting energy consumption for simulated and measured data are 
in good agreement with a MBE of -1.8% and 7.8% for CS1 and CS2 respectively. For some of 
the times (e.g. the fifth and sixth day of CS2), the lighting energy consumption for measured 
data and simulated data show some disagreement. This may be partly due to discrepancy 
between the measured and simulated weather data since hourly weather data used for energy 
simulation might not always represent the actual weather conditions over shorter time intervals 
and partly due to lack of daylighting model accuracy from the energy simulation software, 
since all the reflection occurring from the blinds is considered perfectly diffuse in EnergyPlus 
v8.5. 
Further, comparison is made between cooling energy consumption for simulated and 
measured data. The comparison for CS1 is shown in Figure 23 and comparison for CS2 is 
shown in Figure 24. To reduce the noise in one-minute interval data, in Figure 23 and 24, 
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moving average of 31 minutes is used for depicting cooling energy consumption for both the 
measured and simulated data. 
 
Figure 23 CS1 measured and simulated cooling energy consumption- comparison for seven days 
 
 
Figure 24 CS2 measured and simulated cooling energy consumption- comparison for seven days 
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The cooling energy consumption for both CS1 and CS2 are generally in good 
agreement between the measured and simulated data. The MBE for cooling energy are -8.65 
% and -17.31 % for CS1 and CS2 respectively, and the CV- RMSE are 29.49 % and 28.00 % 
respectively for CS1 and CS2 for data from 10 am to 6 pm. The overall energy usage, i.e. 
cooling and lighting combined, has an MBE of -6.92% and -10.4 %, and a CV-RMSE 22.6% 
and 19.29 % for CS1 and CS2 respectively taking hourly data for comparing measured and 
simulated data. 
3.3 Economic Analysis: 
The energy saving results obtained from the results of the annual calibrated simulation 
were used for the life-cycle cost analysis (LCCA). Two locations were chosen: Des Moines, 
Iowa, and Tampa, Florida; a location in the same ASHRAE climate zone (5A), and a hot 
climate region (2A). These two locations were chosen to represent two diverse climate 
conditions, to assess the performance of the dynamic shading under different conditions. Using 
TMY3 weather data is more suitable to compute the energy saving occurring during general 
weather conditions rather than the variations that occur during the one-year period of testing; 
this is consistent with practices of energy modeling of buildings in general. The schedule for 
the occupancy was considered to be typical occupied office hours of 8:00 am to 6:00 pm, but 
considering there might be some early hour arrivals and late hour workers in the office, 
simulation was considered for a time period of 7:30 am to 6:30 pm.  
In order to predict the economic viability of the system, a life cycle cost analysis 
(LCCA) of the system was performed with a study period of 25 years which is the maximum 
period for life cycle cost analysis of an energy retrofit system as per NIST Handbook 135 [90]. 
The emission reduction from the resulting energy savings are also assessed considering the 
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type of fuel used for heating, cooling and lighting. The NIST Handbook 135 [90] was used as 
guideline to perform LCCA. For performing the economic analysis initial cost of installment 
of the system and estimated operational and maintenance costs are considered as the expenses 
incurred from the retrofitting. The cost of the equipment used for the shading and controls are 
as shown in Table 4.  These costs assume the building already has a BMS that the devices can 
be connected to and integrated with. These costs are also based on the costs incurred for the 
equipment utilized in this research. These costs are based on the use of a limited number of 
devices, as compared to the use of dynamic shading in a full-scale building.  Likely the 
purchase of a larger number of devices and associated equipment will reduce the costs of the 
system significantly on a per unit basis. It should also be noted that nearly all office buildings 
will install internal shading devices as well as lighting equipment. Therefore, the incremental 
cost as compared to a typical office building installation is also included in Table 4. 
Table 4 Initial Shading Device Equipment Costs by Room 
Equipment 
Quantity Rate ($)1 Cost ($) Incremental 
Cost ($)2 
Venetian blinds and 
motors 
2 each 575 1,150 625 
EB-2 Controller 1 790 790 790 
Pyranometer 1 200 200 200 
Illuminance sensor 1 120 120 120 
Labor cost for installation 2 hrs. 100 200 100 
Total - - 2,460 1,835 
1 Costs are based on actual costs for purchased equipment for testing/commercially available equipment 
that could be used for the application 
2 Incremental costs as compared to typical office blinds and lighting 
 
The cost for the installation of the system is set as one-time amount while the 
operational and maintenance cost are considered as an annually recurring uniform amount 
throughout the lifecycle of the system. The estimated cost savings is obtained from net energy 
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saving from heating, cooling and lighting energy are attributed to the costs benefited from the 
system. All the future cost expenses and benefits are discounted to the present value using 
Equation 3.11, 
𝑃 =
𝐹
(1 + 𝑑)𝑡
 (3.11) 
here, P is the discounted value of the future cost F, incurred after t years, calculated using an 
annual discount rate of d.  Using Equation 3.12, the present value for annually recurring 
uniform cost A is determined using 
𝑃 = 𝐴 ∗ ∑
1
(1 + 𝑑)𝑡
  
𝑛
𝑡=1
(3.12) 
here, n is the length of the study period. For adjusting for inflation, the constant dollar approach 
with real discount rate was used, i.e. the dollar values are considered to have uniform 
purchasing power, exclusive of inflation while the discount rate is adjusted to account for the 
rate of inflation. The discount rate d is computed using the following equation, where D is the 
nominal discount rate and l is the rate of inflation. 
𝑑 =
1 + 𝐷
1 + 𝐼
− 1 (3.13) 
Considering the size of the system, the cost for disposal of the system or the salvage 
value for the system at the end of the study period is assumed to be zero. Annual operational 
and maintenance costs of $50 is assumed; motorized blinds are not currently widely used, 
however, the maintenance could be achieved using resources associated with maintenance with 
overall system controlled using BAS. For the energy savings obtained from installation of the 
system. Local energy prices are used to calculate the corresponding cost savings. The rate of 
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electricity used for lighting and cooling and natural gas used for heating are provided in the 
Section 4.2 for the respective locations of study. 
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  RESULTS AND DISCUSSION 
In this chapter, the energy saving obtained during the full-scale experiment for both 
control strategies CS1 and CS2 will be discussed followed by result obtained from annual 
simulation for two locations Des Moines and Tampa. Observed impact of the environmental 
variables (a) outdoor dry bulb temperature and (b) global horizontal irradiance on the energy 
saving from dynamic venetian blinds is analyzed. Finally, predicted economic and 
environmental benefits from the control strategies will be presented using LCCA. 
4.1 Energy Saving 
4.1.1 Full-scale testing 
The energy saving achieved from for cooling and lighting from both the control 
strategies are summarized in Figure 25. In the box plot in Figure 25 daily energy saving 
resulting from cooling and lighting energy reduction is depicted, for 21 test days of CS1 and 
18 test days of CS2. In Figure 25, the ‘×’ symbol in the boxplot represents the mean of the 
distribution while the horizontal line inside the rectangular box represents the median and the 
portion of the boxplots with colored rectangle represents the inter-quartile range.  
 
Figure 25 Daily percentage energy saving for lighting and cooling for CS1 and CS2 
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The summary for the descriptive statistics for energy consumption and energy saving 
depicted in Figure 25 is provided in Table 5 for CS1 and Table 6 for CS2. In Tables 5 and 6, 
EA refers to the East A Test Room which is the baseline case, and EB refers to the East B test 
room which is controlled using CS1 and CS2 for the respective days for which the summary 
is provided. Saving is the difference between the energy consumption of controlled test room 
and the baseline test room and the percentage saving is based on the energy consumption of 
the baseline test room. The summary is provided for 21 test days for CS1 and 18 test days for 
CS2. 
Table 5 Summary of energy consumption for CS1 
 Min 1st 
quartile 
Median Mean 3rd 
quartile 
Max 
EA Cooling (kWh) 2.9 9.9 12.9 15.1 21.5 25.0 
EB Cooling (kWh) 2.5 7.4 10.2 10.1 12.0 15.2 
Saving (kWh) -0.2 2.7 3.8 5.0 7.6 11.0 
Saving (%) -9.0 21.2 32.2 29.3 36.7 48.0 
EA Lighting (kWh) 7.1 7.8 8.0 7.9 8.1 8.1 
EB Lighting (kWh) 3.8 4.3 4.4 4.6 4.7 5.5 
Saving (kWh) 2.4 3.4 3.5 3.4 3.7 3.8 
Saving (%) 30.3 42.0 43.9 42.7 45.5 49.8 
 
Table 6 Summary of energy consumption for CS2 
 Min 1st 
quartile 
Median Mean 3rd 
quartile 
Max 
EA Cooling (kWh) 2.8 10.6 16.0 14.5 18.5 25.0 
EB Cooling (kWh) 3.1 8.2 11.2 10.4 13.7 14.9 
Saving (kWh) -0.4 2.3 3.7 4.0 5.0 10.3 
Saving (%) -14.5 20.7 25.6 24.2 27.9 41.1 
EA Lighting (kWh) 7.6 7.8 8.0 7.9 8.0 8.1 
EB Lighting (kWh) 3.8 4.4 4.8 4.7 5.0 6.1 
Saving (kWh) 1.9 3.0 3.1 3.2 3.5 3.9 
Saving (%) 23.3 37.5 39.5 40.2 40.2 50.4 
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An average of 43% of lighting energy saving was obtained from CS1 and 40% from 
CS2. For cooling energy, the average saving was 29% from CS1 and 24% for CS2. The 1st and 
3rd quartile values for energy saving for lighting and cooling for both the control strategy show 
that by using these control strategies a good amount of energy can be saved under typical 
conditions. 
In both Tables 5 and 6, the minimum percentage energy saving is negative, which 
indicates that energy use was higher with the use of the dynamic shading and lighting for one 
of the testing days for CS1 and CS2. However, all other days demonstrate energy savings 
compared to the baseline operation. To observe these trends further, a scatter plot comparing 
cooling energy savings for each day of testing against the cooling energy consumption by the 
baseline test room is shown in Figure 26. It can be seen from the plot that, generally, higher 
cooling energy savings is obtained for days with higher cooling energy consumption by 
baseline test room for both CS1 and CS2. 
 
Figure 26 Energy saving versus energy consumption of baseline test room 
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An average lighting energy saving of 43.9% and 39.48 % for CS1 and CS2 respectively 
is near to the average lighting energy saving of 38% for office buildings in a meta-analysis on 
lighting energy saving from 42 cases of different papers [70].  
4.1.2 Energy saving from annual simulation 
Annual energy simulation in EnergyPlus 8.5 as described in Section 3.2.3 was used to 
calculate the energy saving from the application of the dynamic shading and lighting. The total 
energy consumption inclusive of heating, cooling and lighting was considered for the energy 
saving calculations. The monthly energy consumption profile for the two locations using CS1 
and CS2 compared to the baseline case are provided in Figure 27-30. The annual energy 
consumption and energy savings obtained from the simulations are shown in Table 7. 
 
Figure 27 Monthly energy consumption for Tampa, Florida for the Baseline conditions versus the use of 
Control Strategy 1 (CS1) 
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Figure 28 Monthly energy consumption for Tampa, Florida for the Baseline conditions versus the use of 
Control Strategy 2 (CS2) 
 
 
Figure 29 Monthly energy consumption for Des Moines, Iowa for the baseline conditions versus the  
Control Strategy 1 (CS1) 
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Figure 30 Monthly energy consumption for Des Moines, Iowa for the baseline conditions versus the use of 
Control Strategy 2 (CS2) 
 
 
Table 7 Room-level annual energy consumption and saving for Control Strategy 1 and 2 for Des Moines 
and Tampa 
  
Energy Consumption 
(kWh) 
Energy Saving (kWh) Energy Saving 
Percentage (%)   
Des 
Moines 
Tampa Des Moines Tampa Des 
Moines 
Tampa 
Heating  Baseline 574 45 
    
CS1 657 49 -83 -4 -15 -9 
CS2 664 48 -90 -8 -16 -8 
Cooling  Baseline 3040 4747 
    
CS1 2438 3986 603 761 20 16 
CS2 2383 3928 658 819 22 17 
Lighting Baseline 2088 2088 
    
CS1 1148 1138 940 950 45 46 
CS2 1099 1071 989 1017 47 49 
Total Baseline 5702 6879 
    
CS1 4243 5173 1460 1706 26 25 
CS2 4146 5046 1557 1833 27 27 
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From the results obtained from the annual simulation it is observed that for a cooling-
dominated climate such as Tampa, the total energy saving was higher as compared to a heating-
dominated climate such as Des Moines, for both CS1 and CS2. As shown in Figure 27 through 
Figure 30, the cooling energy demand for the baseline test room for Tampa is above 200 kWh 
per month throughout the year while for Des Moines the cooling demand was low in the heating 
dominated winter months of November to February. Hence, during those months, low cooling 
energy saving is expected in Des Moines and other locations in cooler climates. 
Although, Des Moines is a heating dominated climate, we can see from Figure 29 and 
Figure 30 that the cooling energy is the highest portion of the considered energy consumption, 
including a total cooling energy use of 3040 kWh and heating energy demand of 574 kWh for 
the baseline case. This occurrence of high cooling demand in heating dominated climate like 
Des Moines suggests that dynamic shading application can have significant energy saving 
potential not only on the cooling dominated climate but in heating dominated climates as well. 
A similar case was observed in [69], where they concluded that even in heating-dominated 
climates, cooling is important for perimeter spaces with high solar gains. As depicted in Table 
7, the heating energy demand while using both control strategies is slight higher than the 
baseline case. Although, in case of Tampa the overall heating energy demand is lower 
throughout the year as compared to energy demand from cooling and lighting, such that the 
slight increase in heating energy demand from the application of the dynamic shading device 
is almost negligible. While Table 7 provides the energy saving at the room level from dynamic 
shading applications, to assess the potential of overall energy saving from the application of 
dynamic shading on building level with glazed facades on multiple orientation the effect of 
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dynamic venetian blind for each orientation needs to be studied as the performance of dynamic 
shading systems vary strongly with orientation [46,91] 
Comparing CS1 and CS2 for both the cooling and lighting demand, CS2 is slightly 
lower compared to CS1. As for lighting control, CS2’s lighting controls are aimed as 
redirection of the daylight such that it reaches the deeper parts of the room or more light is 
reflected from the ceiling to the work plane which helps reduce lighting demand from the 
artificial lighting as compared to CS1. CS1 changes the blind angle to maintain the desired 
vertical illuminance level at all times, while CS2 is based on occupant position and theoretical 
solar angle incident on blind whenever the threshold for external solar irradiation is exceeded. 
This would cause the blind angle to be different for CS1 as compared to CS2, which might 
open more or less compared to CS2 depending on the illuminance at the vertical illuminance 
sensor. As for cooling energy, both control strategies cut-off the direct irradiation entering the 
space, thus a lower demand for cooling energy in the case of CS2 might be due to lower lighting 
demand required by CS2, thereby decreasing the internal load to the room that would occur 
from the use of the lighting devices. 
In Table 7, the energy consumption for heating is greater for Test Room B as compared 
to the baseline room for both the locations for both control strategies. This is expected since 
the shading device would block the solar radiation aimed to maintain visual comfort even 
during the winter season thereby decreasing the amount of solar heat gains which might help 
to offset the heating energy needed from the heating system. 
However, it is interesting to note that the overall percentage of energy saving was 
slightly higher in case of Des Moines compared to Tampa for both control strategies contrary 
to the expectation that the percentage of cooling energy saving would be higher in warmer 
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climate. Total cooling energy use is dependent on the energy required to account for loses due 
to solar radiation, as well as conduction which is dependent on the temperature differential 
between the indoor and outdoor temperatures, and to a lesser extent convection. The minimum 
outdoor air required for mechanical ventilation that would be supplied to the room would carry 
the heat or cool from the outdoor environment to the indoors. As shown in Figure 31, a lower 
energy saving percentage is achieved from the use of the control strategies when the outdoor 
temperature is higher. This is because although the shading device can block the direct solar 
radiation it does not significantly increase the U-value of the system. As depicted in Figure 31, 
when the outdoor temperature is low the energy saving percentage is higher which might be 
because the cooling energy demand while the temperature is low comes mainly from solar 
radiation entering the space. Thus, when direct sunlight is prevented from entering the space 
most of the cooling energy demand can be mitigated. However, when the outdoor temperature 
is high, although a significant portion of the cooling energy demand comes from solar radiation 
entering the space, a good portion of cooling energy demand is due to conduction, which 
cannot be significantly be reduced using shading device alone. 
 
Figure 31 Montly average temperature vs energy saving percentage for Des Moines, Iowa and Tampa, 
Florida 
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Although, the energy saving percentage is lower for months with higher temperature, 
the same is not true for the net amount of cooling energy saving. Generally, it is observed that 
the cooling energy saving is higher for the months with higher average global horizontal 
irradiation. It has also been found in previous study that cooling energy is more sensitive to 
heat gains from solar radiation than from heat transfer from conductance [89].  The total 
monthly cooling energy saving and average global horizontal irradiation for both the locations 
are shown in Figure 32.  As seen in this Figure, the higher the global horizontal irradiation, the 
higher the net cooling energy saving. This result seems plausible since the baseline room would 
transmit higher amounts of solar irradiation and have higher cooling energy demand as 
compared to the room with the shading devices.  The shading devices will prevent direct 
sunlight from entering the space, thus there would be a higher difference in the cooling energy 
demand between the two rooms. 
 
Figure 32  Monthly average global horizontal irradiation vs energy saving for Des Moines and Tampa 
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When compared to measured energy saving, the percentage saving for cooling energy 
is slightly lower for the annual simulation for Des Moines. Since the measured energy saving 
occurred mostly in the cooling season while the simulated energy saving also covers months 
when moderate cooling would be required, i.e. during the fall and spring seasons, the slightly 
lower percentage of energy saving compared to the measured energy saving in the annual 
simulation is reasonable. Based on these results from the annual simulation, an economic 
analysis is performed in the next section. 
4.2 Economic Analysis 
For performing the economic analysis, the price of the devices provided for initial 
installation and annual operation and maintenance costs are considered expenditures. The net 
energy savings obtained in the Section 4.1.2 is used for calculating the cost benefit occurring 
from the reduction in energy consumption. Various factors such as the size and efficiency of 
the heating, ventilation and air-conditioning (HVAC) equipment, loss during the transportation 
and distribution of the energy, and type of equipment can have an impact on the overall energy 
consumption and saving depicted in Table 7. It was observed in [92] that the best control 
strategy still had 52% energy savings improvement potential compared to ideal operation of 
an HVAC system. In addition to this, more energy could be consumed caused by oversizing 
the HVAC system which operates at lower efficiency during low part-load operations [93]. 
However, for this analysis, the cooling and lighting energy saving obtained is used as the 
reduction of metered cooling and lighting energy use without considering the losses during the 
transport or distribution of energy and the increase in the heating energy is taken as increase 
in corresponding amount of metered heating energy obtained from natural gas. The average 
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cost of electricity and natural gas for commercial sector of Iowa and Florida in 2016 [1] is used 
as utility cost for two locations to represent the analysis for each region, as shown in Table 8. 
 
 
Table 8 Utility rates in Iowa and Florida (US EIA 2016) 
 Iowa Florida 
Electricity utility rate $0.08 per kWh $ 0.097 per kWh 
Natural gas utility rate $0.69 per therm/ 0.0237 per 
kWh 
$1.07 per therm/ $0.037 per 
kWh 
 
For economic analysis, a real discount rate of 3% was used corresponding to nominal 
discount rate of 2.4% and inflation rate of -0.6%, following energy price indices and discount 
factors for life-cycle cost analysis from the National Institute of Standards and Technology 
(NIST) [94]. The start date assumed is April 2017. The price escalation for the fuels were based 
on projected future price index provided by Department of Energy (DOE) from 2017 to 2047 
[94] from which, for a 25 years or study period, the price indices from 2017 to 2042 were used. 
4.2.1 Life cycle cost analysis (LCCA) 
Using the inputs discussed in Section 3.2.3 as well as input for fuel cost and discount 
rates mentioned in the Section 4.2, LCCA was performed for Des Moines and Tampa using 
BLCC5 software [95]. The results for the LCCA are presented in Table 9; the results using 
incremental initial cost for LCCA are presented in Table 10. 
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Table 9 LCCA results for Des Moines and Tampa for both control strategies 
 
Des Moines CS1 Des Moines CS2 Tampa CS1 Tampa CS2 
Present 
Value 
Annual 
Value 
Present 
Value 
Annual 
Value 
Present 
Value 
Annual 
Value 
Present 
Value 
Annual 
Value 
Initial Capital Costs 2460 141 2460 141 2460 141 2460 141 
Energy Consumption Costs -2157 -124 -2301 -132 -2964 -170 -3182 -183 
Annual operating, Maintenance & 
Repair Costs 
 
871 50 871 50 871 50 871 50 
Total Life-Cycle Costs 1174 67 1030 59 367 21 149 8 
 
Note: CS1 = Control Strategy 1; CS2 = Control Strategy 2; all values are in U.S. dollars; negative values for 
energy cost corresponds to the cost benefits obtained from the energy saving as result of using dynamic shading 
in the building compared to the baseline. 
 
Table 10 LCCA results for Des Moines and Tampa for both control strategies using incremental cost 
 
Des Moines CS1 Des Moines CS2 Tampa CS1 Tampa CS2 
Present 
Value 
Annual 
Value 
Present 
Value 
Annual 
Value 
Present 
Value 
Annual 
Value 
Present 
Value 
Annual 
Value 
Initial Capital Costs 1835 105 1835 105 1835 105 1835 105 
Energy Consumption Costs -2157 -124 -2301 -132 -2964 -170 -3182 -183 
Annual operating, Maintenance & 
Repair Costs 
 
871 50 871 50 871 50 871 50 
Total Life-Cycle Costs 549 31 405 23 -258 -15 -476 -28 
 
In Table 9 above, the preliminary results indicate the monetary benefit might not fully 
return the total cost of the system when total system cost is considered. However, the total cost 
for the system would incur low annual cost considering amount of energy benefits and cost 
reduction from the initial installation costs and other associated costs can be obtained with the 
use of dynamic shading. Besides, the dynamic system has great impact on occupant comfort 
as well as environment which is discussed in the next section. From the above results, the 
application of dynamic shading was found to be more economically beneficial in warmer 
climates as compared to colder climates. However, we should also notice that the lower present 
value for Tampa is not just because of higher energy saving but also because the cost of 
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electricity used was higher in Tampa compared to Des Moines, thus the cost benefits would 
differ with local utility rates, even for the same amount of energy savings.   
From Table 10 we can also see that if only incremental costs are considered for the 
dynamic shading applications as compared to conventional shading systems, the dynamic 
system might be able to provide the return on investment economically in warmer climates and 
incur very low annual cost in the colder climate as well. As the systems used were designed 
for research purposes.  It is also expected that these systems would be less expensive with 
increasing usage and demand in the market making them more economic than the present time. 
4.2.2 Additional benefits of the use of dynamic shading and lighting 
Other than economic benefits, a considerable amount of emissions reductions can be 
achieved from reduction in net energy usage. The emission factor for electricity was specific 
to the location of the project and for natural gas, a default emission factor was used by the 
software to calculate CO2 and SO2 emission based on the natural gas consumed at the building 
site while the commercial boiler was taken as the end-use equipment for the calculation of the 
NOx emission factor [95].The net amount of emission reduction as calculated using BLCC5 
for the corresponding reduction in energy use is presented in Table 11. 
Table 11 Emission reduction from energy savings from dynamic shading 
Emission  Period CO2 (kg) SO2 (kg) NOx (kg) 
Des Moines CS1 Annual 1419 5 3  
Life-Cycle 35477 114 64 
Des Moines CS2 Annual 1515 5 3  
Life-Cycle 37865 122 69 
Tampa CS1 Annual 1590 5 3  
Life-Cycle 39739 130 71 
Tampa CS2 Annual 1707 6 3  
Life-Cycle 42669 140 77 
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We can see from Table 11 that considerable amount of emission reduction can be 
obtained from the energy saving as about 45% average lighting energy saving and 15-20 % of 
cooling energy consumption reduction occurred from application of CS1 and CS2. Thus, the 
result shows strong potential for economic as well as environmental benefits from dynamic 
venetian blinds. The environmental benefit would significantly increase if such systems are 
applied to the whole building level. For the purpose of economic analysis, a whole building 
level study must be carried out to find the impact of the dynamic shading system on different 
orientations as energy demand and conservation vary greatly depending on orientation [75]. 
Advantages of using dynamic shading applications on the building level might be that a single 
pyranometer could be sufficient in each orientation, provided that, there is no shading from 
other buildings/trees which reduces the cost of the system for each room as well as discount 
that might be available on a volume purchase of the equipment and sensors, increasing the 
economic advantage of the system. 
Moreover, the application of dynamic venetian blinds can greatly help maintain visual 
comfort to the occupant in the space [45,96] towards which many new studies on dynamic 
shading systems are directed [63,97,98]. Occupant comfort from the application of venetian 
blinds in this case will be evaluated as a part of a broader study, along with daylight 
availability. 
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  CONCLUSION AND FUTURE WORK 
In this thesis study, energy performance of integrated dynamic venetian blinds and 
lighting control was assessed, based on full-scale experimental laboratory testing conducted 
over one and a half months covering two unique control strategies. These were also modeled 
and calibrated using test data in energy simulation software EnergyPlus and co-simulator 
BCVTB, to assess their annual energy saving potential. LCCA and LCA were also used to 
assess the life cycle costs and benefits as well as the environmental benefits. From this study 
the following main conclusions can be drawn: 
• The energy saving from full-scale testing showed more than 20% cooling energy 
savings on average, with a cooling energy saving of more than 45% for some days, as 
compared to the baseline case with no shading devices.  For the rooms tested it is 
equivalent to approximately 32 kWh/m2 in annual cooling energy savings, and 39 
kWh/m2 in annual lighting energy savings. 
• An average lighting energy saving of more than 40% was achieved compared to the 
baseline, with lighting energy savings, ranging from 23% to 50% overall across the 
days of testing conducted. 
• The calibrated simulation model demonstrates that an energy reduction of more than 
25% of total energy consumption can be achieved in both Des Moines (ASHRAE 
climate zone 5A) and in Tampa (ASHRAE climate zone 2A) 
• Economic benefits include a significant reduction in annual cost of the system as low 
as $8/year based on the actual costs of the test setup utilized in this research. In reality, 
the costs of this installation could be lower, and it is also possible that, like other energy 
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efficiency measures, utility companies may provide a rebate for use of such technology 
providing additional cost benefit to the system.  
• Given that nearly all office buildings use internal shading and artificial lighting, it may 
also be considered that the cost benefit analysis could be conducted using the 
incremental costs of the system over the already likely to be installed system (e.g. for 
a new building). In this case cost benefits up to $28/year could be achieved. 
• Environmental benefits include reduction of more than 35,000 kg of CO2 in a 25 years 
life cycle of the system implementation compared to the baseline case without any 
shading and lighting control. 
Several additional conclusions about the building energy performance, energy-
modeling as well as performance of the dynamic venetian blinds can also be discussed. The 
first is to consider the effect of solar radiation on room-level energy demands, particularly for 
the east facing façade (as well as the west facing façade) where direct sunlight will hit. As seen 
from full-scale experimental data, during early morning hours, when the solar irradiation 
reaching the facade is high, higher energy demand is experienced in the room. Hence, it should 
be considered crucial to prevent direct sunlight in the room during the cooling season. Use of 
some shading device to prevent direct irradiation even when occupants might not be present is 
advisable to prevent pre-heating of building resulting in building overheat. In other words, the 
use of dynamic shading is beneficial not only during occupied hours but during unoccupied 
hours as well.  Conversely, in the winter seasons, the use of dynamic shading increases the 
need for heating energy as compared the baseline. Thus, in the case of the winter seasons, 
additional research could be done to further adjust the control strategies to minimize the 
increases in heating demands while still limiting direct sunlight when the room is occupied. 
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For example, potentially a combined occupancy sensor and shading and lighting controls could 
enable the blinds to be optimally opened when the room is not occupied to support increased 
solar heat gains.  
Another important point of discussion is the accuracy of building energy model. 
Generally, the calibrated simulation demonstrated good agreement with the measured data for 
the periods evaluated. In general, building energy modeling, can provide reasonable estimation 
for energy usage patterns and is a useful tool for comparison of different systems without the 
need for the high costs of full-scale testing of such systems. This enables a comparative 
performance evaluation without purchasing or installing any of the systems. However, the 
calibrated energy modeling results also are validated for only portions of the year where full-
scale testing was conducted. While this is common practice [99,100] given that full-scale 
testing is highly expensive, the results of this work demonstrate that improved calibration 
techniques should be developed and implemented for energy models that enable the use of 
calibrated models by season rather than a model calibrated for a full year. This is the subject 
of future investigation and work in this area.   
From the results, it can also be concluded that the use of dynamic shading, which 
focuses on prevention of direct sunlight for occupant visual comfort, is also beneficial for 
overall energy usage not only for cooling-dominated climates, but also for cold, heating-
dominated climate. This is evident from the results obtained from comparing the energy 
savings in Des Moines, Iowa and Tampa, Florida. Further, the results showed that use of 
automated venetian blinds would mostly help mitigate the cooling load that would occur due 
to solar heat gains, but would not be as effective on reducing on cooling demand that would 
occur due to conduction from higher indoor-outdoor temperature differentials. However, to 
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corroborate this statement, a detail analysis on a larger number and type of buildings is 
necessary.  
From the economic analysis it can be concluded that strong economic benefits can be 
obtained from the use of dynamic shading systems. Assuming costs for installation, materials 
and equipment incurred from the full-scale testing which are used in this initial analysis, a very 
low annual cost is incurred by such system. If only incremental costs are considered, it can 
even provide economic payback from energy savings. The economic cost or payback from the 
system both are not very high. However, since such system have high impact on occupant 
visual comfort and performance the use of dynamic shading is recommended regardless of the 
economic benefit of the system. In addition to economic returns from energy usage, 
considerable amount of reduction in emission is also possible from use of shading device. 
Economic-wise, if dynamic shading could be installed at a somewhat lower price point, this 
would likely increase the demand for such technology, particularly as a system used in office 
buildings. To further evaluate cost effectiveness of dynamic shading, energy savings and 
occupant comfort from a more detailed analysis on variations in costs of such systems, energy 
saving potential on different buildings types with different HVAC system, and results from 
occupant surveys on visual comfort might be required. 
This study, while providing strong insights related to the use of dynamic venetian 
blinds and lighting, the influence of weather variables on energy use and calibrated simulation 
has several limitations. For full-scale testing, the blind slats were modulated based on an 
illuminance sensor at the eye level of an occupant, while in the calibrated simulation a more 
simplified model was used due to the current limitations of EnergyPlus. To modulate the blind 
based on the illuminance sensor integration of energy modeling software with detailed 
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daylighting software is necessary, which will be performed as future work. Integration with 
daylighting simulation software will also help increase accuracy for lighting energy 
consumption, but will mainly help determine the visual comfort of the occupant based on the 
occupant position and room geometry.  
This study is also based on a single set of rooms in a commercial building with 
particular geometry, visual and thermal properties. The application of dynamic shading on 
different types of buildings and interior spaces might have different effects which are not 
explicitly quantified here. In addition, while, this study has focused on rooms with east-facing 
facades, the study of impact on other orientations and the comparison of the impacts across the 
orientations would also be beneficial. Given that this research is also a part of a larger study 
looking at impacts on multiple façade orientations, this will also be explored in future work.  
The variation of impact dynamic shading when orientation is taken as a factor needs to be 
observed. The energy and visual performance might also differ for different type of windows 
other than double glazed clear windows. These are the various limitation on the side of energy 
consumption.  
Related to the economic analysis, the analysis assumes a BAS already exists in the 
building which might not be true for every building. For the building that does not already use 
BAS, the dynamic shading application could be operated using stand-alone controller. 
However, for new buildings, the reduction of energy use, if properly quantified, could have an 
impact on the sizing of air-conditioning system if an integrated design approach for heating, 
ventilation and air-conditioning system (HVAC) is considered. The HVAC sizing are 
performed based on the demand for cooling during the peak cooling season. If the impact of 
dynamic shading is integrated during the design stage of new building it might help to reduce 
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the size of HVAC system needed for conditioning the building, and reduce the cost of the 
system. Also, same would be true as dynamics shading helps mitigate the peak cooling demand 
in the building occurring from the high incident solar irradiation. This would not only help to 
reduce the energy cost but also prevent the system from operation on low efficiency during 
low part load condition and help further reduce the cost expense on energy usage. 
From the results, it was observed that around 20% saving in cooling energy and more 
45% saving in lighting energy could be achieved from dynamic shading applications. Hence, 
a cost-optimal system that provides such results needs to be manufactured. For wide 
application of such system in buildings, a stand-alone controller along with the integration of 
a lighting controller is highly desirable for application in buildings without existing BAS. 
Variety of other control strategies could also be tested and evaluated for their performance in 
various buildings at different location with different room geometries. Products in future 
should also consider robust control of shading system such that issues like fluctuation of 
shading device from transient sky conditions are addressed and a guideline should be prepared 
on operating frequency of different actuating system and their operating life. With further 
research and product improvement in terms of reliability dynamic shading could have 
significant impact on building economics, energy usage, visual comfort and a road towards 
sustainability. 
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