We consider almost minimizers of variational integrals whose integrands are quasiconvex. Under suitable growth conditions on the integrand and on the function determining the almost minimality, we establish almost everywhere regularity for almost minimizers, and obtain results on the regularity of the gradient away from the singular set. We give examples of problems from the calculus of variations whose solutions can be viewed as such almost minimizers.
Introduction
One of the most basic questions in the calculus of variations is that of existence and regularity of minimizers of regular functionals subject to some sort of boundary conditions. To x ideas we consider a functional F(u) = Z U f(x; u; Du) dx ;
(1-1) for x 2 U, a domain in IR n , u mapping U into IR N ; then F is regular if f(x; u; p) is convex in p. Appropriate growth conditions on f can be imposed to ensure that the Euler equation corresponding to F is elliptic, or at least degenerate elliptic; however even under reasonable assumptions on f, in the case of systems of equations (i.e. N>1) one cannot, in general, expect that minimizers of F will be classical, i.e. C 2 -solutions. This was rst shown by De Giorgi DeG]; we refer the reader to G1, Chapter 2.3] for further discussion. It is thus of interest to consider questions of partial regularity. The regular set of a solution u is de ned by Reg u = fx 2 j u is continuous on a neighbourhood of xg; and the singular set by Sing u = n Reg u:
Partial regularity theory involves estimating the size of Sing u (i.e. showing that Sing u has zero n-dimensional Lebesgue measure or better, controlling the Hausdor dimension of Sing u), and showing higher regularity on Reg u. There is a wealth of literature covering the existence and regularity of minimizers (and, more generally, of stationary points) of regular functionals; we refer the reader to the monographs G1] G2] and the literature contained therein.
The condition (for F to be regular) that the integrand be convex in the gradient is quite restrictive. There are a number of interesting and important problems in the calculus of variations which are not regular; in addition, weak lower semicontinuity, an essential notion for showing the existence of minimizers, is implied by convexity (in appropriate Sobolev spaces), but not vice versa. This lead Morrey to introduce the notion of quasiconvexity in the paper M1]; we postpone giving a precise de nition until Section 2, and simply note here that Morrey showed that, in many circumstances, quasiconvexity and weak lower semicontinuity were equivalent, and refer the reader additionally to Da] , Ba] and AF] for discussion, literature and further references.
The rst results on partial regularity for minimizers of general quasiconvex integrands were obtained by Evans Ev] . He considered integrals of the form F(u) = R U f(Du) dx and showed, under the principle assumption of uniform strict quasiconvexity (see (H2) of the current paper), that a minimizer u of such an F satis es L n (Sing u) = 0, and that Du is H older continuous for all exponents between 0 and 1; nondecreasing at 0 with !(0) = 0) ensure that the the term almost minimizer makes sense. In the next section we impose some additional (mild) conditions on ! and give examples that show that solutions of a number of problems in the calculus of variations (precisely, minimizers subject to certain constraints) are almost minimizers of suitable functionals, so the notion of an almost minimizer is in fact useful. A comparable but more restrictive de nition of an almost minimizer was given by Anzellotti An] . In that paper the author shows partial regularity for almost minimizers of the (regular) functional with integrand given by a (x)D uD u + g(x) for suitably regular a and g; see An, Theorem 1.5]. Anzellotti's de nition was more restrictive in two respects; he required H older continuity for the function !, and required a sharper inequality than (1-2). We also mention that there is another related concept for regular integrands, viz. that of a quasi-minimizer (or Q-minimizer); here the right-hand side of (1-2) is replaced by Q F(u + '; B (x 0 )) for some constant Q 1; see G1, Chapter IX] for details and further references.
We also note here that there are close ties between the current setting and the study of elliptic parametric variational problems in geometric measure theory. In particular, our notion of an almost minimizer is analogous to Almgren's de nition of an (F; "; )-minimizer; see Al, Chapter III] . Indeed our regularity result, Theorem 2.2, is the analogue of Almgren's regularity theorem ( Al, Theorem III.3.7] ) in the current setting; of course Al, Theorem III.3.7] is broader in scope, and the proof is considerably more involved than the proof of our regularity result. We refer the reader to Ev, Section 1] for more comments on the connections to geometric measure theory, and restrict ourselves here to noting the abovementioned work of Almgren Al] as well as the paper of Bombieri Bo] . The closest analogue of the current paper in the setting of geometric measure theory is the paper DS], where the authors prove optimal regularity results for almost minimizing recti able currents of general elliptic integrands.
The main regularity result of this paper is given in Theorem 2. DS, Lemma 3.3] ). The lemma is also vital to the paper DG], where the authors give an elementary, self-contained approach to partial regularity for nonlinear elliptic systems of divergence type.
Many of the advantages of the approach of DG] are relevant in the current paper. In particular we note that the arguments in both papers avoid the technical complications associated with using Gehring's Lemma ( Ge] ); as noted above, in the current setting this is essential to obtaining the optimal modulus of continuity. Furthermore the Aharmonic approximation lemma is the only time where we argue indirectly, so we keep some control on the sensitivity to the structure constants in our proof.
In Section 2 we discuss our assumptions on the integrand f and the function !, give a number of examples (as discussed above, these are concerned with applications of the partial regularity theorem and with showing that the notion is in fact useful; we also show how the result is optimal in a certain sense). The remainder of the paper is concerned with the proof of the regularity theorem.
We close this section by brie y summarizing the notation we use in this paper. As noted above, we consider a domain U IR n , and maps from U to IR N , where we take n 2, N 1. For a given set X we denote by L n (X) its n{dimensional Lebesgue measure. We write B (x 0 ) = fx 2 IR n : jx?x 0 j < g, and further B = B (0), B = B 1 .
For bounded X IR n we denote the average of a given g 2 L 1 (X) by
In particular, we write g x 0 ; = R ? B (x 0 ) g dx. We let n denote the volume of the unit{ball in IR n , i.e. n = L n (B). We write Bil(Hom(IR n ; IR N )) for the space of bilinear forms on the space Hom(IR n ; IR N ) of linear maps from IR n to IR N .
Assumptions, examples and the partial regularity theorem
We consider a function ! : 0; 1) ! 0; 1), and de ne
We impose the conditions:
is nonincreasing for some 2 (0; 1); (!2) !(r) 1 for all r; and (!3) (r) is nite for some r > 0.
Note that all the arguments involving ! in this paper are local in nature, so (!2) is always realizable. In addition (!3) shows that (r) is in fact nite for all positive r.
Before we discuss some of the consequences of (!0){(!3) we de ne the central concept of the paper, that of an almost minimizer. A function u is (F; !)-minimizing if u is (F; !)-minimizing for each x 0 2 U.
We now note some less immediate consequences of the above conditions, which we will need in Section 5. In addition we see
for all r > 0. We note further that (!0) and (!1) imply continuity of ! at 0, as well as !(0) = 0.
We now discuss our assumptions on the functional in question. We consider functionals of the form for all p;p 2 Hom(IR n ; IR N ). At the end of the paper (Corollary (5.3)) we show how the arguments can be modi ed to remove (H4). We are also interested in being able to consider a di erent functional at each point, i.e. functionals of the form for all p;p 2 Hom(IR n ; IR N ) and x 0 2 U.
We are now in a position to state our main result. (ii) The conclusion also holds when fF x 0 g x 0 2U is a family of functionals arising from functions ff x 0 g x 0 2U satisfying (h2),(h3) and (h4), ! is as above, and u 2 H . This shows that our regularity theorem is optimal.
There are a number of additional examples given in An, Section 3], in particular that of an obstacle problem and of a volume-constrained problem, which are of course also valid with our more general notion of an almost minimizer. We also note here that comparable examples exist in the setting of geometric measure theory, see e.g. Al 
Proof of the main theorem
To prove the result we follow the general lines of DG, Section 3]. We rstly establish appropriate smallness conditions su cient to deduce growth estimates on .
Proposition 5.1 Consider u satisfying the conditions of Theorem 2.2, and xed, < < 1. We write (x 0 ; r) for (x 0 ; r; (Du) x 0 ;r ). Then we can nd positive constants c 6 , c 7 and , and 2 (0; 1) (with c 6 depending only on n, N, and L, and with c 7 , and depending only on these quantities as well as ) such that the smallness with c 9 = c 9 (n; N; ; L) (without loss of generality we take c 9 1). For elliptic A the rst inequality follows from a standard argument due to Campanato (see Ca, Teorema 9.2]) combined with Sobolev's and Poincar e's inequalities; the same arguments are valid in the current setting because the Legendre-Hadamard condition is satis ed, cf. Ev, p. 236] . The second inequality follows from (5-10). For 2 (0; 1=4] we can thus apply Taylor's theorem to h at x 0 to deduce and then set " := n+4 , which also xes ; without loss of generality we assume that is su ciently small that we have 8c 2 8 c 9 2 < 1. Note that , " and depend on n, N, , L, and .
We now set c 6 = 32c 
