A hydrodynamic description of the positive column is used to study the radial variation of particle densities, drift velocities, temperatures and heat fluxes of electrons, singly-charged ions and neutral atoms and the radial electric field. Elastic collisions between the plasma particles and neutrals as well as Coulomb collisions between ions and electrons are taken into account. The relevant equations to solve are the balance equations of particle densities, momentum, energy and the equations for the heat fluxes for each of the three studied particle types; the Poisson equation has to be added for closure. They form a system of 13 nonlinear differential equations with critical points. One singularity occurs when the ions reach the ion sound velocity which is the case inside the positive column. Therefore, a numerical method for multipoint boundary value problems was used which can also successfully handle removable singular points. The applied relaxation method is an iterative method which demands some preliminary knowledge of the solution looked for. The necessary knowledge can be retrieved from the quasineutral model and from a simplified two-fluid model.
Introduction
For our numerical modelling we choose as an interesting plasma physical example the low pressure discharge of an argon ion laser, which is widely used for applications in medical technics. The laser levels of the Ar+ -ion are populated via electron collisions in a cylindrical capillary dc-discharge with a diameter of some mm and at pressures ~ 1 torr, such that the ion mean free path is comparable with the diameter of the positive column.
For a long time two limiting theories have been existing for the positive column of a dc-discharge, the free fall theory of TONKS and LANGMUIR [1] and the ambipolar diffusion theory of SCHOTTKY [2] . The first is usually applied if the mean free path for ion-neutral particle collisions is larger than the capillary radius, the second is used if the pressure is high enough that the ion mean free path is much smaller than the capillary radius. Both theories regard the plasma as quasineutral, i.e. the plasma boundary sheath is not considered. The Tonks-Langmuir theory leads mathematically to a plasma-sheath boundary at a finite radius, where both the plasma density and the potential are finite but their gradients become infinitely large. The ambipolar diffusion theory on the other hand, does not lead to a plasma bout:ldary sheath, the plasma density becomes zero whereas the potential and the ion velocity are infinitely high at a finite radius.
It has been shown by PERSSON [3] that the consideration of a (nonlinear) inertia term in the ion momentum balance equation changes the ambipolar diffusion theory in such a way that a plasma sheath boundary exists for which the plasma density and the potential both remain finite. SELF and EWALD [4] pointed out, that by taking into account the inertia term, the Schottky theory can also be applied for low pressures and leads to results which are in good agreement with those of the free fall theory. Thus, the Self-Ewald approach represented a transition between the two older theories and provided results also for intermediate pressures. In further publications of FORREST and FRANKLIN [5, 6] a hydrodynamical description of the positive column was used and quasi-neutrality was assumed throughout the work.
This resulted in an effective one-fluid model of a gas of particles with mass m: = m i + me' temperature T: = r. + 7; and average velocity v: = Vi = V •• In this model a singularity of the derivatives of the drift velocity and the particle density occurs when the drift velocity reaches the so called Bohm velocity (BoHM [7] ) V80hm = (1) The singularity occurs near the wall and signifies the end of the quasineutral region and the beginning of the plasma boundary sheath. In the one-fluid model, the singularity is frequently used as the boundary of the positive column when the width of the sheath is much smaller than the extension of the column itself (PERSSON [3] , KINO, SHAW [8] , FORREST, FRANKLIN [5] , VALENTINI [9] ).
Although the charge density is much smaller within the column than in the boundary sheath, its correct modelling in the whole plasma is necessary in order to achieve a detailed description of the plasma-sheath boundary and of the sheath itself. Thus, FRIEDMAN and LEVI [10] , INGOLD [11] , VALENTINI [12, 13] , and METZE, ERNIE and OSKAM [14] abandoned the assumption of quasi-neutrality and developed a two-fluid model, in which no derivative shows a singularity at the Bohm velocity. However, two new singularities arise at the isothermal ion and electron sonic velocities (2) While the electrons do not reach the sonic velocity within the plasma, the ion velocity of sound is reached within the positive column. Since the approximate quasi-neutral solution provides continuous curves for density and drift velocity at those points, FRIEDMAN and LEVI [10] , INGOLD [11] , FRANKLIN [15] and VALENTINI [12, 13] postulated that the singularity in the two-fluid model must be removable. FRIEDMAN and LEVI [10] therefore assumed that the ratio of ion and electron densities on the axis cannot be chosen arbitrarily but is fixed by an internal condition at the ion sonic point. Their internal condition was n i = n. which, however, leads to physically unreasonable results. INGOLD [11] used 7; = 0 and achieved that the critical point is located at the cylinder axis where it can easily be removed by a Taylor series expansion. The assumption 7; = 0 is not needed in the present treatment.
In all the papers mentioned above the assumption of a neutral gas at rest with constant density was made which is reasonable if the degree of ionization is low. But in the case of a high degree of ionization the ionization processes cause a non-constant neutral gas density and velocity which was studied by VALENTINI [16] for the free-fall regime assuming quasineutrality. We worked with a three-fluid model from which we can infer the radial behavior of the density and the average velocity of neutral atoms and took into account all elastic collisions between the plasma particles and Coulomb collisions between electrons and ions.
The frequently used assumption of a constant ion temperature was dropped in papers of ILIC [17] , VALENTINI [18] and WALLSCHLAGER [19] . While ILIC, however, in his quasi-neutral model did not take into account the heat fluxes, VALENTINI in his two-fluid model put 7; = 0 on the axis. W ALLSCHLAGER in his kinetic treatment considered variable ion temperature but assumed a cold neutral gas (7; . ~ 0). The radial variation of the electron temperature was calculated by VALENTINI [13] by means of a two-fluid model including the energy balance of the electrons but assuming constant ion temperature.
In the present paper, in addition to particle densities and average velocities also the radial dependence of temperatures and heat fluxes of electrons, ions and neutrals are studied. Our model assumptions are introduced in section 2.1. The radial balance equations of particle densities, momentum, energy and the equations for the heat fluxes and Poisson's equation lead to a system of 13 coupled differential equations (section 2.2). The dimensionless form of the equations, which we need for the numerical treatment, is shown in section 2.3. Furthermore we discuss the singularities of the system of equations (section 2.4) and its boundary conditions (section 2.5). The material functions needed for the simulation are presented in section 3. In section 4 we describe the numerical method of solution, a relaxation method for boundary value problems (HENYEY et al. [20] , NOBill, TUROLLA [21] ), which can also handle internal conditions at singular critical points. The results obtained for a typical Ar+ -laser plasma at electron temperatures between 30,000 and 50,000 K are discussed in section 5.
Model Assumptions, Differential Equations and Boundary Conditions
In this section we will briefly describe the geometry of the discharge, the simplifying assumptions, the hydrodynamic equations and the boundary conditions of such a model system.
2.l. Model Assumptions
The geometrical situation is sketched in Fig. 1 . The length I ofthe capillary is of the order of 0.5 m and the radius R is about 1 mm. A typical value of the gas pressure p. is 1 Torr, the current I in axial direction varies between 5 and 50 A, and the longitudinal electric field strength E. between 5 and 10 Vcm -1. The n~mber density of the neutral gas n. covers the range between 3.10 15 and 2.10 16 cm -3. The temperature of the neutral gas T"and ofthe ions I; varies between 500 and 3,000 K and the temperature of the electrons ~ is in the range from 30,000 to 50,000 K. Due to the axial symmetry the use of cylindrical coordinates r, cp, z is appropriate and none of the quantities depends on cpo Furthermore, our model is restricted to the region of the positive column which represents the active medium of a laser. In this region with a sufficiently large distance to the anode and cathode, no gradients in axial direction occur and, consequently, all plasma parameters depend only on the radial coordinate r.
The plasma in the column is produced by ionization due to electron collisions. For reasons of simplicity, the plasma is assumed to consist of argon atoms in the ground state, argon ions in the ground state and electrons. Atoms and ions in excited states are disregarded as well as contributions to ionization from excited states which can be estimated to be ~ 30 % (TIEMANN [22] , SCHWAB, KOHLER [23] ). Therefore, with regard to ionization the present theory represents a zeroth order approach. The recombination of electrons and ions to neutral atoms is assumed to take place at the wall of the tube. Three-particle recombination in the bulk plasma is neglected.
Equations
The plasma is described by a three-fluid model for the electrons (q. = -e), the ions (qi = e) and the neutral atoms. The unknown quantities are the densities n., n i , n N , the mean velocities v.' Vi' V n , the temperatures T., 7;, T,., the heat currents q., qi' qn' and the radial component of the electric field E,. The goal of the numerical simulation is to calculate the radial dependence of these quantities, by integrating the hydrodynamic equations together with the Poisson equation. They can be derived from the Boltzmann equation in a standard manner (MITCHNER, KRUGER [24] ). For the stationary case these equations are: The continuity equations:
The momentum balance equations:
The energy equations:
The heat current of the electrons:
The heat currents of the ions and atoms:
The 
Furthermore, by using Ohm's law, the Joule heating terms in the energy equations can be written as:
The velocities have been decomposed into the radial components v.' Vi and the longitudinal components, which are expressed by means of the electrical conductivities a e' a i . Due to the approximate spatial homogeneity in axial direction, only the radial components of the vectorial equations have to be taken into account.
Dimensionless Equations
Because of qt. ~ m i and me ~ m., the notation M: = m. ~ m i , me + M ~ M will be used.
For the numerical treatment it is appropriate to introduce dimensionless quantities. The radial coordinate will be scaled with the radius of the capillary tube:
r=Rx.
The derivative with respect to the dimensionless coordinate x is denoted by a prime. Furthermore we introduce the mass ratio
Jl.=me/ M ,
the dimensionless densities N a(na in units of the electron density on the axis, neQ) the dimensionless velocities Va ,;-;;:,.
va=V"Mv", the dimensionless temperatures fa the dimensionless heat currents Qa and the dimensionless electric field components '7" '7.
(25)
Using eqs. (20) (21) (22) (23) (24) (25) (26) (27) (28) , we end up with the following set of 13 coupled first order differential equations:
(32) 
(37) (38) (39)
where additionally the following dimensionless constants and material functions have been introduced:
Singularities
The 13 first order ordinary differential equations we have to solve represent a quasilinearimplicit system, which can be written in the following matrix form (STOER, BULIRSCH [25] ): , c . , jk;T"
Iv"sl=v r • l.e. IV.sl= VM.
(50)
However, since we did not exceed 1' " = 3,000 K in our calculations, the velocity of the argon atoms does not reach the velocity of sound within the domain of integration.
Since according to the second law of thermodynamics the term l;;l •• -/i~ is always positive, the only critical point of interest occurs if ,c .
ykB' I;
that is at the point where the drift velocity ofthe ions reaches the ion sonic velocity. This point lies inside our integration domain. But this singularity must be a removable one as has been explained by several authors before (FRANKLIN [15] , VALENTINI [12] ). Another virtual singular point lies at the symmetry axis where the right hand side of (46) is undefined, caused by the term 1/x. T.herefore, we start from the axis with a Taylor series expansion, thus getting rid of any singular behaviour for x = O.
Boundary Conditions
Seven of the 13 boundary conditions, which are necessary for the 13 equations I cannot be choosen freely but are determined by symmetry reasons. The drift velocities, the heat currents and the radial component of the electrical field must vanish on the axis:
Furthermore, our choice of the dimensionless variables leads to
introducing neO as a parameter of the system. For a given parameter neO' however, the ion density on the axis can no longer be chosen freely, but is fixed by the postulation of a removable singularity at the ion sonic velocity (FRIEDMAN, LEVI [10) ).
If we solve the system (46) for S' we obtain for the derivative of ~:
The quasi-neutral approximation does not show a singularity at the ion sonic velocity and only a smooth solution does make sense physically. Therefore the singularity must be removable by the I'Hospital rule which demands that at the critical point where the denominator is zero, also the numerator has to vanish. This postulate leads to an internal boundary condition or regularity condition at the critical point Xis:
(61)
Near the radius of the capillary the electron velocity reaches the thermal value ....!!~ 27tm (INGOLD [11] , FRANKLIN [15] , METZE et al. [14) ). We use the boundary condition suggested by VALENTINI [16] ) ,e
VkBT..
which overcomes the numerical difficulties introduced by the steep gradients of the electron velocity and the electric field by neglecting the extent of the plasma sheath compared to the capillary radius.
Besides the parameter neO' only the temperatures 'e' 'i and ' II can be freely chosen at the boundary. We fixed the temperatures at x = R:
For a realistic modelling the knowledge of the correct material properties is essential. Therefore, in this section all material functions as derived from kinetic theory are discussed.
Ionization Rate
The rate coefficient for the ionization of argon Sion is obtained from the ionization cross section a ion by averaging (66) with the normalized electron energy distribution function 10 (e): 
o which is a good approximation because of the high degree of ionization (IX;$ 0.01), the ionization rate coefficient Sion can be calculated as a function of the electron temperature Te. The result is shown in Fig. 3. 
Collision Rates
In Fig. 4 , the experimentally determined momentum transfer cross section a:;:'", for collisions between electrons and neutral argon atoms (KRENZ [27] ) is shown in its dependence on the electron energy e. Using again a Maxwell distribution the rate coefficient (69)
can be calculated as a function of the electron temperature r. and is shown in Fig. 5 .
The rate for collisions between ions and atoms is defined as <Gin Vin > -1t 2nkJ,7; + T,.
Based on the rigid-sphere approximation, where the cross section for elastic collisions is isotropic (af~ = dfn/4), one obtains . 65
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with
being the average diameter of the collision partners. The variation of Sin with respect to the gas temperature T" is plotted in Fig. 6 .
The rate coefficient Sei for Coulomb collisions between electrons and ions is [24] (74)
where In A is the Coulomb logarithm
The dependence of Sei on the electron temperature T. is shown in Fig. 7 . .09
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Electrical Conductivities
The electrical conductivity of the electrons (f. can be calculated from [24] "" 
Using again a Maxwell distribution forfo(e), (1. is shown in Fig. 8 for electron temperatures between 20,000 und 90,000 K and n./n. = 0.01.
The electrical conductivity for ions is derived from (78) where Q!!.l) is a Chapman-Cowling integral [28] . The rigid-sphere approximation results in
which is shown in Fig. 9 as a function of the ion temperature 7;( = 1',,) and for a degree of ionization of nJn. = 0.01. The electrical conductivity of the ions 11; as a function of the ion temperature 7; for a degree of ionization of om and gas temperature T. = 7;.
Thermal Conductivities
The thermal conductivity of the electrons ,.Ie can be calculated from [24J and is shown in Fig. 10 as a function of the electron temperature T, and for n. = 10 20 m -3.
The ionic heat current qi is not only determined by 'V7;, but also as a result of the influence of the ion-neutral collisions by 'V Tn and vice versa for the neutral heat current qn (eqs. (13) (14) ).
This coupling is expressed by means of the coefficients Aii' Ain = Ani and Ann' which can be derived from the Boltzmann equation by appropriate integration. Based on the approximation n/ ~ nn (degree of ionization ~ 1 %) they take the form:
(83) 
From these equations (82H93) the thermal conductivity coefficients for ions and neutral atoms can be written as
. = 5kB 2(7;
with the average temperature 7;n = (7; + T,,)/2. They are shown in Fig. 11 to Fig. 13 as functions of the temperature 7; = T" and for a degree of ionization nJnn = 0.01. 
Method of Solution

Numerical Pro blem
We have to solve a boundary value problem consisting of n = 13 ordinary differential equations (ODEs) 
. , t).
(100)
Relaxation Method for Boundary Value Problems Involving Critical Points
We used the code HEMODES, a FORTRAN routine developed by NOBILl and TUROLLA [21] . The code is the implementation of a relaxation method and was explicitly designed to treat systems of ODEs with critical points. In relaxation methods the ODEs are replaced by approximate finite difference equations (FOEs) on a grid or mesh of points that spans the integration domain. We chose m = 1000 equidistant points Xl =0, Xz, ... , xm=R.
At the m -1 midpoints of the mesh intervals the dependent variables are interpolated from the values at the mesh points
and their derivatives are approximated by finite differences (103) where E" stands for F", At, B" or CIt .
• This system is solved using the Newton-Raphson method (PRESS et al. [30] , HAMMER LIN, HOFFMANN [31] ). The method reduces the problem of solving a nonlinear system of equations to the problem of iteratively solving a linear system of equations. The iteration procedure requires a trial solution to start with. This trial solution is not required to satisfy the finite difference equations nor the boundary and internal conditions. But with trial solutions too distinct from the true solution the method may not converge. The iteration, here called relaxation, consists of adjusting all the values on the mesh such as to bring them into successively closer agreement with the finite differential equations and simultaneously, with the boundary and internal conditions.
Having a good trial solution Z(O) to start with the function E t is expanded in the surrounding of Z(O) into a Taylor series
If we denote with £5z, the correction which should be applied to the l-th variable in order to improve the trial solution we want the corrected solution Z(O) + £5Z to satisfy the equations
Neglecting terms of order bZ 2 and higher, a linear system of equations for the corrections bZ has to be solved
which can be written in matrix form
G·bZ= -E.
After the solution of this matrix equation the calculated correction bZ is added to the trial solution. The iteration process is stopped if the calculated correction is less than the required accuracy.
The Special Structure of G and the Ordering of Dependent Variables
The (mn x mn)-matrix G has a special block structure, because using the approximations (101) and (102) for y and y' each gkl couples only the mesh points i and i + 1. Equation (107) is solved for the increments bZ using an advanced form of Gaussian elimination which exploits the special block structure of the matrix G to minimize the storage of matrix coefficients. Only a small subset of the (mn x mn) matrix elements needs to be stored and manipulated at one time. This method leads to some limitation on the possible ordering of the dependent variables in the vector This ordering is no more freely choosable. The dependent variables must be stored in a way that the r boundary conditions at the first mesh point x 1 contain some dependence on the first r dependent variables Y l' ... , y,. Otherwise the square r x r subsection of the first matrix block treated by the algorithm will appear to be singular. Thus, having boundary conditions at the first mesh point for Qe' Qi' Qn' ~, V;, v", '1 (i= 1, ... , 13;j= 1, ... ,1000) .
In order to get a good trial solution to start with we first solved a system of7 ODEs consisting of the continuity equations, the momentum balance equation and the Poisson equation with constant temperatures and heat currents. As a trial solution for this system we took 
This trial solution turned out not to be close enough to the true solution to ensure convergence of the relaxation method. Therefore, instead of using the constant C in the Poisson e~uation which is of the order of 10 5 to 10 6 we first solved the equations for a fictitious value C of the order of 1 to 10 and increased this constant up to its real value in an iterative process. This procedure guaranteed convergence of the solution for the system of7 ODEs. In a second step we took this solution as a trial solution for the system of 13 ODEs with variable temperatures and heat currents. As a trial solution for the 6 new variables we used "re(X j ) = "r eR , 
Location of Critical Points
For the set up of the matrix G the exact location of the critical points-in our case the location of the ion sound point xis-has to be known in advance. Therefore, before setting up G the code HEMODES determines the number and the location of critical points. Critical points occur where the determinant of of u=-oy' (125) vanishes. HEM ODES provides a searching procedure which looks for the interval of the mesh where det (U(x» changes sign. But it can happen that det (U(x» does not change sign even if a critical point is present. This occurs when the function det (u(x» vanishes exactly where it has an extremum. To prevent a failure of the searching procedure a rearrangement of the ODEs by algebraic substitutions is necessary. In our case using equations in the form
as shown in equations (29) to (41) the searching procedure was successful, while when using the equations in the explicit form 
Results and Discussion
Using the numerical method described in the section 4 and the material characteristics from section 3 the set of 13 coupled first order differential equations (20) - (28) T"R = 1,500 K for the ion and neutral particle temperatures, respectively, have been used throughout as well as an electron density at the axis of neO = 2 x 10 14 em -3. The longitudinal electric field E., which can be varied within a certain interval, has been chosen such that the heat current of the electrons at the wall satisfies the condition
as suggested by VALENTINI [13] . Fig.14a shows the radial dependences of the electron, ion, and neutral atom densities. The normalized electron and ion densities decrease continuously from 1 on the axis to some finite value at the boundary. Such a behaviour is expected from the Self-Ewald theory. Deviations from quasi-neutrality could practically not be observed within the r-region considered and would manifest themselves beyond the Bohm limit in a distance of some Debye lengths (i.e. some 10-6 m) from the real physical wall. Unfortunately, due to computational difficulties it was not possible to extend the calculations beyond that very small zone; on the other hand, however, one should keep in mind that a hydrodynamic theory with macroscopic transport coefficients looses its sense when applied to changes occurring on these microscopic scales. The neutral density increase with the distance from the axis.
In Fig. 14b the velocities of the three components are displayed. While both electron and ion velocity increase strongly with radial distance from the axis until they reach the Bohm velocity, the neutral atom velocity decreases rather slowly. This is due to the fact that no net mass transport occurs in radial direction. Fig. 14c shows the radial variation of the three temperatures. The electron temperature remains almost constant due to the small electron heat conductivity. The ion temperature increases first, reaches a maximum value and decreases near the boundary due to its fixed boundary value. This behaviour is in accordance with kinetic calculations of WALL SCHLAGER [19] for small Knudsen numbers. The decrease of the neutral gas temperature with increasing r has also been reported in the literature. The r-dependence of the three heat flux vectors is displayed in Fig. 14d . While the electron and 
.... .8 1.0 2.0 1.6 --------- 1.6 ;;: 1.4 ::: Fig. 14d : Radial dependence of the electron, ion and neutral heat currents for an electron density on the axis of 2 x 10 14 cm -) and wall temperatures of 2,500 K for the ions, 1,500 K for the neutrals and 40,000 K (dashed line) and 50,000 K (full line) for the electrons. neutral gas heat fluxes remain positive, the ionic heat flux changes sign. The negative ionic heat flux is caused by the initial increase of the ion temperature. Finally, Fig. 14 .e shows the radial dependence of the radial electric field, the total pressure . p = nekBT" + nikB'I; + nnkBT. ,
and the degree of ionization oc ::::: nJnn. The electric field shows a steep increase near the wall due to deviations from quasi-neutrality. The correct field value at the wall, however, cannot be reproduced with a hydrodynamic approach as already mentioned and thus, the measured wall potential which is roughly given by 5k B r.. for argon is not quite reached. While the total pressure decreases slightly, the decrease of the ionization coefficient is more pronounced, in particular for the higher boundary value of the electron temperature. The code can be used to investigate the effect of changing various parameters on the radial dependence of physical variables and on measurable quantities like the radially averaged degree of ionization and the average total pressure. As an example, in Table 1 (for an electron temperature of 50,000 K) and in Table 2 (for an electron temperature of 60,000 K) the variation of the average degree of ionization, the electrical current, the average total gas pressure, the longitudinal electrical field and the average neutral particle density are presented for electron densities on the axis ranging from 3 x lOll -2 X 10 14 cml and for an ion and a neutral gas temperature of 2,000 K.
Tab. 1:
Radially averaged degree of ionization, electric current, average total pressure, longitudinal electric field and average neutral gas density for an electron temperature of 50,000 K and an ion and a neutral gas temperature of 2,000 K. Radially averaged degree of ionization, electric current, average total pressure, longitudinalelectricfield and average neutral gas density for an electron temperature of 60,000 K and an ion and a neutral gas temperature of 2,000 K. 
