We consider an online model for recommendation systems, with each user being recommended an item at each time-step and providing 'like' or 'dislike' feedback. A latent variable model specifies the user preferences: both users and items are clustered into types. All users of a given type have identical preferences for the items, and similarly, items of a given type are either all liked or all disliked by a given user. The model captures structure in both the item and user spaces, and in this paper we assume that the type preference matrix is randomly generated. We describe two algorithms inspired by user-user and item-item collaborative filtering (CF), modified to explicitly make exploratory recommendations, and prove performance guarantees in terms of their expected regret. For two regimes of model parameters, with structure only in item space or only in user space, we prove information-theoretic lower bounds on regret that match our upper bounds up to logarithmic factors. Our analysis elucidates system operating regimes in which existing CF algorithms are nearly optimal.
Introduction
Options are good, but if there are too many options, we need help. It is increasingly the case that our interaction with content is mediated by recommendation systems. There are two main approaches taken in recommendation systems: content filtering and collaborative filtering. Content filtering makes use of features associated with items and users (e.g., age, location, gender of users and genre, director of movies). In contrast, collaborative filtering is based on observed user preferences. Thus, two users are thought of as similar if they have revealed similar preferences irrespective of their profile. Likewise, two items are thought of as similar if most users have similar preferences for them. More generally, collaborative filtering (CF) makes use of structure in the matrix of preferences, as in low-rank matrix formulations [1, 4, 8, 13, 14, 19, 20, 25] .
An important aspect of most recommendation systems is that each recommendation influences what is learned about the users and items, which in turn determines the possible accuracy of future recommendations. This introduces a tension between exploring to obtain information and exploiting existing knowledge to make good recommendations. The tension between exploring and exploiting is exactly the phenomenon of interest in the substantial literature on the multi-armed bandit (MAB) problem and its variants [7, 16, 21] . In the multi-armed bandit setup, optimal algorithms necessarily converge to repeated play of the same arm; in contrast, a recommendation system that repeatedly recommends the same movie, even if it is a very good movie, is surely problematic! For this reason we will allow each item to be recommended at most once to each user (as done in [5, 6] ).
It is common to think of recommendation systems as a matrix completion problem. Given a subset of observed entries, the matrix completion problem is to estimate the rest of matrix, where it is assumed that the matrix satisfies some properties. This criterion does not capture the experience of users in a recommendation system: a more appropriate measure of performance is the proportion of good recommendations made by the algorithm.
The first contribution of this work is to provide a framework for evaluating the performance of various recommendation system algorithms. We focus on a latent variable model in which each user is associated with a user type and each item is associated with an item type. Users who belong to the same user type share their preferences for all items and items belonging to the same type are rated by everyone similarly. 1 The measure of performance is expected regret, equal to the expected number of bad recommendations made per user made over a time horizon of interest.
In the literature there are two categories of collaborative filtering (CF) algorithms: user-user algorithms [3, 5, 12] use structure in the user space to predict user preferences. Here, the preference of user u for item i is estimated from the preference of other users u believed to be similar to u based on their previous ratings. Alternatively, item-item algorithms [6, 17, 22] use structure in the item space. This time, the preference of user u for item i is estimated from the preference of the same user u for other items i believed to be similar to i based on previous ratings from users that have rated both i and i . We develop versions of user-user and item-item CF algorithms tailored to our online recommendation system model and prove performance guarantees.
Next, we focus on two extreme parameter regimes of interest in the latent variable model. In the user structure only scenario, the model parameters are such that there is no structure in the item space. Alternatively, in the item structure only scenario, the parameters are such that there is no structure in the user space. We provide information-theoretic lower bounds for performance of any algorithm in the user-structure only model and item-structure only model. This shows that our proposed user-user and item-item online CF algorithms are almost information-theoretically optimal (within multiplicative logarithmic factors).
One of the main contributions of the present paper is the development of techniques for proving information-theoretic lower bounds on the performance of online recommendation algorithms. The methods are elementary in nature and do not require sophisticated tools from information theory. As an example, in the user-structure only model, we make two observations: we cannot be confident in recommending any item to user u at time t if there is no user u that has rated enough items in common, and in agreement, with user u by time t − 1. In this situation, the similarity of u to any other user is uncertain and so too is the outcome of any recommendation. The outcome of recommending item i to user u at time t is also uncertain if none of the users similar to u have rated item i by time t − 1. These observations imply a lower bound on the necessary number of exploratory recommendations before it is possible to recommend with much better likelihood of success than chance. Similar observations are made for the model based on item-structure only.
A few papers including [5, 6, 11] have provided theoretical guarantees for online collaborative filtering. The paper [5] analyzes a user-user CF algorithm in a similar setting to ours and [6] analyzes an item-item CF algorithm in a somewhat different and more flexible model. Relative to these, our main distinction is obtaining nearly matching lower bounds showing optimality of our algorithms and analysis. The model studied by Dabeer and coauthors [11, 1, 2] is quite similar to our setup, but their objective is different: their goal is to maximize the probability of recommending a liked item at finite horizon starting with some historical knowledge of preference of users for items. In particular, they provide an algorithm that exploits in a provably optimal fashion asymptotically, but their approach does not reveal how to explore.
Hybrid algorithms exploiting both structure in user space and item space have been studied before in [24, 26, 15] . Song et al. [24] studies a more flexible latent variable model in the offline (matrix completion style) setting and propose collaborative filtering algorithms using both item and user space. In a forthcoming paper we analyze a hybrid algorithm within the same framework studied here.
Outline
The model and performance metric are described in Section 2. Section 3 overviews the main results of this paper. Our version of user-user CF is introduced and analyzed in Section 4. In Section 5 we prove that the proposed algorithm is almost information-theoretically optimal in the setup with user structure only, introduced in Definition 2.1. Our version of item-item CF is described and analyzed in Section 6, and the corresponding lower bound in the setting with item structure only is given in Section 7. Appendices A and B contain a couple of useful lemmas.
Notation
For an integer a we write [a] = {1, · · · , a} and for real-valued x let (x) + = max{x, 0}. All logarithms are base 2. The set of natural numbers (positive integers) is denoted by N. We note here that variables or parameters in Figure 1 have the same meaning throughout the paper, but any others may take different values in each section. For real-valued x, x denotes the greatest integer less than or equal to x. Numerical constants (c, c 1 , c 2 and so forth) may take different values in different theorem statements unless explicitly stated otherwise.
Model

Problem setup
There is a fixed set of users {1, . . . , N }. At each time t = 1, 2, 3, . . . the algorithm recommends an item a u,t ∈ N to each user u and receives feedback L u,au,s ∈ {+1, −1} ('like' or 'dislike'). For the reasons noted in the introduction, we impose the condition that each item may be recommended at most once to each user. In order that the algorithm never run out of items to recommend, we suppose there are infinitely many items to draw from and identify them with the natural numbers.
The history at time t, H t−1 , is the collection of actions and feedback up to time t − 1, i.e.,
We are interested in online learning algorithms, in which the action a u,t is a (possibly random) function of H t−1 . This additional randomness is encoded in a random variable ζ u,t , assumed to be independent of all other variables. In this way, a u,t = f u,t (H t−1 , ζ u,t ), for some deterministic function f u,t .
Algorithm performance will be evaluated after some arbitrary number of time-steps T . The performance metric we use is expected regret (simply called regret in what follows), defined as the expected number of disliked items recommended per user: Rating of user u for item i ξ k,j Preference of user type k for item type j Ξ Preference matrix Figure 1 : Notation for the recommendation system model.
The algorithms we describe depend on knowing the time-horizon T , but by standard techniques in the multi-armed bandit literature it is possible to convert these to algorithms achieving the same (up to constant factors) regret without this knowledge. This latter notion of regret, where the algorithm does not know the time-horizon of interest and must achieve good performance across all time-scales, is called anytime regret in the literature. In Section B, a method called doubling trick is introduced which converts online algorithms for finite horizons to algorithms achieving the same anytime regret (up to multiplicative constant) [9] .
User preferences
We study a latent-variable model for the preferences ('like' or 'dislike') of the users for the items, based on the idea that there are relatively few types of users and/or few types of items. All users of a given type have identical preferences for all the items, and similarly all items of a given type are rated in the same way by any particular user. The entire collection of user preferences (L u,i ) u,i is therefore encoded into a much smaller preference matrix Ξ = (ξ k,j ) ∈ {−1, +1} q U ×q I , which specifies the preference of each user type for each item type. The preference L u,i of user u ∈ [N ] for item i ∈ N is the preference ξ τ U (u),τ I (i) of the associated user type τ U (u) for the item type τ I (i) in the matrix Ξ, i.e.,
We assume that the entries of Ξ are i.i.d., ξ k,j = +1 w.p. 1/2 and ξ k,j = −1 w.p. 1/2. Generalizing our results to i.i.d. entries with bias p is relatively straightforward, but the independence assumption is quite strong and an important future research direction is to obtain results for more realistic preference matrices.
Two regimes of interest
Throughout the paper, we will assume that the number of user types q U and the number of item types q I are both at least 18 log N . As will become clear via the theorem statements, we can additionally show optimality up to logarithmic factors of the proposed algorithms in certain regimes.
Two specific parameter regimes play a central role in this paper, capturing settings with structure only in user space or only in item space. As described in Section 3, one of user-user or item-item CF is almost optimal in the corresponding regime. Definition 2.1 (User structure only (q I = 2 q U )). The user structure model refers to the case that there is no structure in the item space. To simplify matters, we assume that the preference matrix Ξ ∈ {−1, +1} q U ×2 q U is fixed and has columns consisting of all sequences in {−1, +1} q U . Essentially the same preference matrix would arise (with high probability) if the entries are i.i.d. as specified above in Subsection 2.2 if q I is much larger than 2 q U . Definition 2.2 (Item structure only (q U = N )). The item structure model refers to the case that there is no structure in the user space. This happens when q U is much larger than N , since then most user types have no more than one user. For the purpose of proving near-optimality of item-item CF, it suffices to take q U = N (and we do so).
Main results
In this paper, we analyze a version of each of user-user and item-item CF within the general setup described in Section 2. The resulting regret bounds appear in Theorems 4.1 and 6.1. These theorems are complemented by information theoretic-lower bounds, Theorems 5.1 and 7.1, showing that no other algorithm can achieve better regret (up to multiplicative logarithmic factors) in the specific extreme parameter regimes with user-structure only and item-structure only.
User-user collaborative filtering. User-user CF exploits structure in the user space: the basic idea is to recommend items to a user that are liked by similar users. We analyze an instance of user-user CF described in detail in Section 4.1, obtaining the regret bound given in Theorem 4.1 below. Essentially, the algorithm clusters users according to type by recommending random items for an initial phase, and then uses this knowledge to efficiently explore the preferences of each user type. The subsequent savings is due to the fact that the cost of exploration can be shared amongst users of the same type.
The random recommendations during the initial phase incur regret with slope 1/2, because a random recommendation is disliked with probability half. Afterward, the users are clustered according to type. Recommending an item to q U users, one from each type, gives us the preferences of all N users for the item, and each such recommendation is disliked with probability 1/2. This results in a slope of q U /2N for regret in the second phase of the algorithm. 
If there is no structure in the item space and the number of user types is q U = N α for fixed 0 < α < 1, then the user-user CF algorithm is optimal up to a multiplicative constant.
Theorem 5.1 (Regret lower bound with user structure only, simplified version). There exist numerical constants c such that in the user structure model (Defn 2.1) with q U = N α user types and N > N 0 (α) users, any recommendation algorithm must incur regret
The reasoning for the first part of the lower bound is as follows. If a user has been recommended fewer than log q U items, then its similarity with respect to other users cannot be determined. This implies that any recommendation made to this user has uncertain outcome. The second part of the lower bound is obtained by showing that when an item is recommended for the first time to a user from a given user type the outcome of that recommendation is uncertain, and lower bounding the number of such recommendations. This is where we use the condition that each item is recommended at most once to each user.
The lower bound shows that the poor initial performance of user-user CF, as bad as simply recommending random items, is unavoidable in the setting with only user structure. In the recommendation systems literature the notion of cold start describes the difficulty of providing useful recommendations when insufficient information is available about user preferences. In [6] a formal definition of cold start time was provided, and it was shown that a version of item-item CF obtains much smaller cold start time than user-user CF in a model with item structure only. Our results on item-item CF, described next, corroborate this.
Item-item collaborative filtering. Item-item CF exploits structure in the item space: users are recommended items similar to those they have liked. We analyze an instance of item-item CF in Section 6.1, obtaining the regret bound given in Theorem 6.1 below. Crucially, this version of item-item CF has the feature that only a subset of the item space is explored. To the best of our knowledge, the benefit of limiting the scope of item exploration has not been made explicit before; this only became evident to us in seeking to match the lower bound.
Initially, the proposed algorithm recommends a few random items to all users. This is referred to as self-exploration of the item space by the users, because every user learns its preference for the types of the explored items, which we will call representatives. The algorithm then compares a set of items to the representatives by recommending each to a subset of random users. We refer to this phase as joint exploration of the item space, because the effort of classifying the items is shared among all the users. This yields a set of item clusters, one for each explored type. If the number of representatives is smaller than q I , the number of item types, then the portion of items not matching any representative will be cast aside. Subsequently, users are recommended items from the clusters corresponding to liked types.
The number of items to be partitioned is chosen so that there will be enough items to recommend to each user for the entire time-horizon of length T . There is a trade-off between the cost of partitioning (the number of random recommendations made to do the partitioning as part of joint exploration) and the cost of learning the preference of users for item types (self-exploration): if more item types are learned, then fewer items per type are needed and hence fewer items in total need to be partitioned. How much of the item space to be explored by all users is chosen at the optimal point in the trade-off to minimize regret as a function of the horizon T , the number of item types q I and the total number of users N . 
If there is no structure in the user space and the number of item types is q U = N β for fixed 0 < β, then the item-item CF algorithm is optimal up to a logarithmic multiplicative constant. Theorem 7.1 (Regret lower bound in item structure only, simplified version). In the item-structure model with q I = N β item types and N > N 0 (β) users, there exist numerical constants c 1 , c 2 , c 3 , and c 4 such that any recommendation algorithm must incur regret
The proof of the lower bound is based on two main observations. First, if an item has been recommended to fewer than log q I users, then its similarity with respect to other items cannot be determined; this implies that recommending this item to any user has uncertain outcome. Second, when a user is recommended an item from a given item type for the first time, the outcome of that recommendation is uncertain. Lower bounding the number of such uncertain recommendations gives the lower bound for regret.
Algorithms using structure in the item space do not suffer from a long cold-start time like those using only user structure: even for a very short time horizon, they can guarantee nontrivial bounds on regret. In particular, the near-optimal algorithm proposed here suffers from a constant value of regret for an initial period. Note that as N increases, the regret upper bound (given in Theorem 6.1) in the initial phase (constant c 1 ) does not change, but the length of the initial phase increases. This implies that larger N helps making meaningful recommendations easier. The same observation is true for any time horizon: the upper bound of regret at any time T is a decreasing function of N .
User-user algorithm and analysis
In this section, we propose and analyze a version of user-user CF within the latent variable model introduced in Section 2.
Algorithm
We now describe algorithm User-User (see Algorithm 1). In Step 1, random items are recommended to all of the users. The ratings of these items are used to construct a partition over the users that recovers the user types correctly with high probability. In Step 2, users are recommended new random items until there is an item that is liked. If the partition agrees with the user types, then this item is also liked by everyone in the partition. The liked item is then recommended to all other users in the same partition (exploitation). Step 2 (find and recommend items) is repeated indefinitely.
We make a few remarks regarding the algorithm:
Step 1: partition
5: Partition users into fewest possible groups such that each group agrees on all items. Let
Step 2: find and recommend items
a u,t ← random item not rated by any user in P τ U (u) (explore) 14: if L u,au,t = +1 then 15:
• Our model assumes that users with the same type rate all items similarly. Hence, users of the same type are always in the same group after the partitioning. In contrast, due to random sampling of the items in exploration, users from two (or more) different types might have identical ratings for the items in Step 1 of the algorithm, which results in an erroneous partition with distinct user types being grouped together.
• The above remark implies that the total number of groups in the user partitioning is no more than q U .
• The labeling of user groups in the partitioning step is arbitrary (and may be different from the similarly arbitrary labeling of user types).
• In Step 2 of the algorithm, the sets of items {S k } at each time contain the items exploitable by users in the kth group of users in the partition. The algorithm predicts that all users in the kth group like items in S k . 
The above theorem states that up until time r, the algorithm is making meaningless recommendations. After that, the algorithm achieves the asymptotic slope performance for which on average, q U recommendations out of N are random.
The simplified version of this theorem in Section 3 is obtained using q U ≤ N which gives log N < r < 3 log N + 1 < 4 log N .
Proof of Theorem 4.1
We first bound the probability that the partition created by the algorithm is correct. Proof. As observed earlier, users from the same partition rate items identically and therefore the only way an error in partitioning occurs is in grouping together users of different types. In Step 1, the first r items recommended to all users are chosen uniformly at random independent of feedback. Hence, the types of these items are uniformly distributed on [q I ]. Let s be the number of items with distinct item types among the r items rated by all users in Step 1. This is a balls and bins scenario with r balls into q I bins, and Lemma A.3 states that if q I > 4r, then P[s < r/2] ≤ exp(−r/2) ≤ /q 2 U . By symmetry, the types of the s items with distinct types are uniformly distributed on [q I ].
Since all users rate the same items and users of the same type have identical preferences, as far as the lemma is concerned we may think of the user types themselves rating items in Step 1. Two user types k = k rate s independently chosen items of distinct types in the same way with probability 2 −s . On the event s ≥ r/2, we have 2 −s < 2 −r/2 ≤ /q 2 U . The above two statements show that for users u and v with τ U (u) = k and τ U (v) = k ,
The second statement in the lemma follows by the union bound over q U 2 ≤ q 2 U /2 pairs of user types.
Proof of Theorem 4.1. For t ≤ r, the algorithm recommends random items chosen independently of feedback to all users. So at these times P[L u,au,t = −1] = 1/2 for all users u ∈ [N ]. Hence for time horizon T ≤ r,
Now suppose T > r. At t = r, by Lemma 4.2, the partitioning step recovers the user types correctly with probability at least 1 − , i.e., P[B] ≥ 1 − . On event B all users in a partition have the same type. For that reason, items in S τ U (u) are liked by at least one user of the same type as u and therefore also by u, and
Because there are T N terms in the sum and P[B c ] ≤ , it follows by law of total probability that
Now, we need to find an upper bound for the expected number of disliked exploration recommendations in Step 2 of the algorithm, i.e., E T t=r+1
It will be useful to relate the expected number of liked and disliked explorations, and to this end we consider the event that each user type likes at least 1/3 of the item types: let
Partitioning according to C, we get
The second term is controlled by an application of the Chernoff bound (Lemma A.1), which gives
To obtain an upper bound for the first term, in Claim 4.3 below we will upper bound the expected number of exploration recommendations that were liked, and on event C this will provide also an upper bound for the expected number of exploration recommendations which were disliked. The number of liked explorations is easier to deal with, because these result in items added to sets {S k } for exploitation, and exploration only happens when there are not enough items to be exploited.
We now relate the number of liked and disliked explorations. At t > r if a u,t / ∈ S τ U (u) , then it means the item is an exploratory recommendation and thus a u,t is an independent new random item with uniformly random type τ I (a u,t ) on [q I ]. Hence,
This means that to bound the first term in (4) it suffices to bound the contribution from the sum with L u,au,t = +1, as achieved in the following claim. 
Proof. For user partition k and time t, define S t k to be the set of items denoted by S k in the algorithm at time t, after making the time-step t recommendations. Item a u,t is added to S k precisely on the
The rest of the proof entails bounding |S T k |. The number of items added to S k at time t is
otherwise.
The bound |P k | is due to the sum having |P k | terms, each upper bounded by 1.
Let t * = max{t : r ≤ t < T, |S t k | < t}. Note that the set over which we take the maximum is (6) and (7), for t
Using (5) and summing the last displayed inequality over the (at most) q U partition indices proves the claim.
We can now complete the proof of Theorem 4.1. By the preceding claim, (3), and (4), we get the bound
where in the last step we used q I ≥ 18r ≥ 36 log(q U N ) and the choice = 1/N . For T > r , we can now bound the regret by combining (2) with the previous display:
User structure only: lower bound
In this section we prove a lower bound on the regret of any online recommendation system in the situation with user structure only described in Definition 2.1.
Theorem 5.1. Let δ > 0 and define r = log q U − log 6 log q U log
In the user structure model with N users and q U user types, any recommendation algorithm must incur regret
The simplified version of this theorem in Section 3 is derived using N > q U and log q U − 3 log log N − 5 < r < log q U − log log N for δ = 1/100.
Proof strategy
At a high level, the lower bound is based on two observations:
• A good estimate of user types is necessary in order to make meaningful recommendations and estimating similarity between users requires approximately log q U items rated in common.
Suppose that the preference matrix is known and suppose that we have obtained feedback from some user u for t − 1 items. Relative to the total number of types, user u must belong to a restricted set of user types consistent with this feedback. If t − 1 is small, the set of possible types is large (for instance, if a user has rated only one item, there are roughly q U /2 candidate user types for this user). Now, user u likes some item i with probability proportional to the number of consistent types liking the item. Control of this count amounts to a property of the matrix we call (t, )-column regularity in Definition 5.1, which holds with high probability.
• Even if we know the user types (i.e., clustering of users), the first time a given item is recommended to a user from a given type, the outcome is uniformly random.
Learning the preference of a user type for an item is achieved by recommending the item to one user from the user type. One way to observe this is that the random variable ξ τ U (u),τ I (i) in the preference matrix is independent of all previous history in the situation described.
Proof of Theorem 5.1
We separately prove the two lower bounds in the maximum, starting with the first. The following regularity property in submatrices of the preference matrix allows us to control the posterior probability for an item being liked.
where the maximum is over tuples w of r columns and ±1 vectors b of size r.
We define Ω r, to be the set of (r, )-column regular matrices.
Claim 5.2. If a matrix A ∈ {−1, +1} m×n is (r, )-column regular, then it is also (s, )-column regular for all s < r.
Proof. Suppose that A is (r, )-column regular. By induction it suffices to show that A is (r − 1, )column regular. We will check that
Proof. Note that for given column tuple w and row vector b, the expected number of times the row vector b appears is m 2 r . Using a Chernoff bound (Lemma A.1) with < 1,
There are no more than n r possible choices of column tuple w, and 2 r possible choices of row vector b; the union bound yields the proof.
Proof. We will show that for preference matrices satisfying column regularity, at any time t ≤ r, most users have probability roughly half of liking any particular item given the feedback obtained thus far, even if the preference matrix is known. (Recall that the preference matrix contains the preference of each user type for each item type; there is still uncertainty in the actual type of each user or item.) At time t, suppose that n items in total have been sampled by the algorithm (n ≤ N t since each of the N users can rate one item per time-step). We label the set of items to be [n] = {1, . . . , n} since a priori the items are identical. Let A be the q U × n matrix indicating the preference of each user type for these n items. Each item i has type τ I (i) ∼ Unif([2 q U ]) and because the set of columns of the preference matrix Ξ is precisely {−1, +1} q U , the columns of A are independent and uniformly distributed in {−1, +1} q U .
We now focus on a particular user u. Let w = {a u,s } s∈[t−1] be the items recommended to user u up to time t − 1, and let b = (L u,au,s ) s∈[t−1] ∈ {−1, +1} t−1 be the vector of feedback from user u for these items. We claim that conditional on the matrix A, vectors b and w, the type τ U (u) of user u at the end of time instant t − 1 is uniformly distributed over the set of user types K b,w (A) consistent with this data (K b,w (A) is defined in Definition 5.1).
Let b + = [b 1] ∈ {−1, +1} t be obtained from b by appending +1. L u,au,t = +1 precisely when τ U (u) ∈ K b + ,{w,au,t} (A), which in words reads "user u is among those types that are consistent with the first t − 1 ratings of u and have preference vector with '+1' for the item recommended to u at time t". It follows that for any matrix A corresponding to items [n],
The second equality is due to: i) w, b, and a u,t are functions of H t−1 ; ii) for fixed w and b the set
Recall that we define Ω t, to be the set of (t, )-column regular matrices. It now follows by the tower property of conditional expectation that
The last two equalities are justified as follows: if A ∈ Ω t, then by Claim 5.2, A ∈ Ω t−1, . By Definition 5.1, this means that k b,w (A) ≥ (1 − )m/2 t−1 and k b + ,{w,i} (A) ≤ (1 + )m/2 t . We pick < 1/2 to get the last inequality. Fix δ > 0 and
Lemma 5.3 shows that at time t ≤ r, A ∈ Ω t, for this choice of , with probability at least 1 − δ.
We get the bound
From the last display it follows that for T ≤ r,
T . The main ingredient in the proof of the proposition is definition of an event that implies the associated recommendation is uniformly random. Let B t τ U (u),i be the event that some user of same type τ U (u) as u has rated item i by time t − 1:
Note that B t τ U (u),i is a function of H t−1 and the set of user types (τ U (u)) u∈[N ] . Claim 5.6. If no user with the same type as u has rated item i by time t−1, the probability that user u likes item i conditional on any history consistent with this is
Proof. Let τ U (·) = (τ U (u)) u∈[N ] be the vector of all of the user types. Let A be the matrix of size q U × n of the ratings of all user types for all the n items observed by time t (note that n ≤ N t).
Denote by A \{k,i} the matrix obtained from A by erasing the entry corresponding to the preference of user type k for item i. To ease notation slightly, write B = B t τ U (u),au,t . By the tower property,
It suffices to prove that L u,au,t is ±1 w.p. 1/2 each, conditional on any values a u,t = i, τ U (·), A \{k,i} , and H t−1 for which B c holds. We will use the lack of structure in the item space, which manifests in all possible columns {−1, +1} q U appearing (once each) in the preference matrix Ξ. To start, by definition of the A matrix, L u,i = A τ U (u),i . Because all possible columns appear in the preference matrix Ξ, we may identify the item type indices τ I (·) with the corresponding binary vector in the column. A priori τ I (i) is uniform on [q I ], equivalently {−1, +1} q U , and conditional on A \{τ U (u),i} the type τ I (i) is uniform over the two columns consistent with A \{τ U (u),i} having entries ± in A τ U (u),i .
The final ingredient in the proof of Proposition 5.5 is a lower bound on the number of items recommended for which Claim 5.6 applies.
Claim 5.7. The total number of times a new item is recommended to a user type by time T is lower bounded as
Proof. At the end of time-step T each user has been recommended T items, hence each user type has been recommended at least T items. Let q U be the number of user types in which there is at least one user. The total number of times an item is recommended to a user type for the first time is at least q U T :
We now complete the proof of Proposition 5.5.
Proof of Prop 5.5. Partitioning recommendations according to B t τ U (u),au,t gives
By Claim 5.6 we may bound this as
We now apply Claim 5.7 to the second term, to get the upper bound
Rearranging shows that regret(T )
T for all T .
Item-item algorithm and analysis
This section describes a version of item-item CF tailored to the model described in Section 2 and analyzes its performance.
Algorithm
Algorithm Item-Item performs the following steps (see Algorithm 2) . First, items are partitioned according to type; next, each user's preference for each item type is determined; finally, items from liked partitions are recommended. These steps are now described in a bit more detail. Two sets M 1 and M 2 , each containing M random items, are selected. In the exploration step, each item is recommended to r = 2 log(q I / ) random users. The feedback from these recommendations later helps to partition the items according to type. The parameter r is chosen large enough to guarantee small probability of error in partitioning (≤ for each item). The use of two sets M 1 and M 2 , as opposed to just one, is to simplify the analysis; as described next, item type representatives are selected from M 1 , which are used to represent clusters of items from M 2 .
An item from each of explored types is recommended to all users, where is a parameter determined by the algorithm. It turns out that it is often beneficial (depending on system parameters) to learn user preferences for only a subset of the types, in which case is strictly less than q I . Each of the items chosen from M 1 is thought of as a representative of its type. For each representative item i j , j = 1, . . . , , all items in M 1 that appear to be of the same type as i j are stored in a set S j and removed from M 1 . This guarantees that at each time M 1 does not contain items with the same type as any of the previous selected representative items. The same is done for M 2 , with sets of items appearing similar to i j denoted by S j .
For each user u, items in groups S j with liked representative i j are added to a set of exploitable items R u . Finally, in the exploitation phase, each user is recommended items from R u . The number M of items in each of M 1 and M 2 , is chosen as a function of to make sure that there are enough exploitable items in R u for all users u for the entire length-T time-horizon, and is then chosen to minimize regret.
The algorithm description uses some notation: For an item i and time t > 0, rated t (i) = {u ∈ [N ] : a u,s = i for some s < t} is the set of users that have rated item i before time t. The time t is implicit in the algorithm description, with rated(i) used to represent rated t (i) at the time of its appearance. The simplified version of this theorem in Section 3 is derived by using N > q U which gives 2 log N < r < 7 log N and N > 3. i j ← a random item in M 1 (representative item) 6: a u,t ← i j if u / ∈ rated(i j ), otherwise a random item not from M 1 .
7:
S j ← {i ∈ M 1 : U = rated(i) ∩ rated(i j ), L U,i = L U,i j } (users agree on i vs. i j ) 8:
6.2 Proof of Theorem 6.1
We now prove Theorem 6.1, deferring several lemmas and claims to the next subsection. if there is an item i ∈ R u such that u / ∈ rated t (i). then 4: a u,t ← i 5:
else a u,t ← a random item not yet rated by u.
The basic error event is misclassification of an item. In Algorithm 3, S j is the set of items that the algorithm posits are of the same type as the jth representative i j . Let E i be the event that item i was mis-classified,
The number of time-steps spent making recommendations in Algorithm ItemExplore is denoted by T 0 . We partition the recommendations made by Algorithm Item-Item to decompose the regret as follows:
A1 is the regret from early time-steps up to T 0 . A2 is the regret due to not having enough items available for the exploitation phase, which is proved to be small with high probability for a good choice of M . A3 is the regret due to exploiting the misclassified items. It is small since few items are misclassified with the proper choice of and r. A4 is the regret due to exploiting the correctly classified items. We will see that A4 = 0 .
Bounding A1. Line 3 of Algorithm ItemExplore takes at most 2M r N units of time to rate each item in M 1 and M 2 by r users each, since N users provide feedback at each time-step. After this, representative items are rated by every user in the for loop (Lines 4 through 10 of ItemExplore), which takes time-steps. This gives
For t ≤ T 0 , random items are recommended irrespective of feedback to all users. Since each item i has a uniformly distributed type τ I (i) and any given user likes type j with probability half,
Bounding A2. Time-steps t > T 0 are devoted to exploitation as described in ItemExploit. An item a u,t / ∈ R u is recommended to user u only when all items in R u have already been recommended to u. So, the total number of times an item a u,t / ∈ R u is recommended at time interval T 0 ≤ t ≤ T , is at most (T − |R u |) + . Hence,
where the last inequality is from Lemma 6.4.
Bounding A3. Term A3 in (9) is the expected number of mistakes made by the algorithm as a result of misclassification. Claim 6.2 upper bounds the expected number of "potential misclassifications" (defined in Equation (13)) in the algorithm to provide an upper bound for this value:
Bounding A4. By definition of event E i given in Equation (8), if an item i ∈ S j is correctly classified, then τ I (i) = τ I (i j ). According to the model introduced in Section 2, user preferences for an item depend only on the type of the item (since L u,i = ξ τ U (u),τ I (i) ), so all users rate i the same as i j . For an item i ∈ R u , there is some j ∈ [q I ] such that i ∈ S j and u likes item i j . Hence,
It follows that A4 = 0.
Combining all the bounds. Plugging in Equations (10), (11), (12) and A4 = 0 into Equation (9) gives 
Lemmas used in the proof
In the remainder of this section we state and prove the various lemmas used in the analysis above.
The expected total number of times a misclassified item is recommended in the exploitation step is upper bounded as
Proof. Event E i , misclassifying item i by the algorithm, occurs if the preferences of random users classifying item i is the same as for a previous representative item with a different type. Given matrix Ξ, this event is a function of the order of choosing the representative items and the choice of random users. Instead of directly analyzing E i , we will define an event called "potential error event" E i,U i , which will be shown to satisfy E i ⊆Ē i,U i ; an upper bound for P[Ē i,U i ] is given in Claim 6.3. For item i ∈ M 2 and subset of users U ⊆ [N ] , definē
to be the event that the ratings of users in U for item i agree with some other type. For item i ∈ S j , if t is the time i is added to S j in the exploration phase, let U i = rated t (i) ∩ rated t (i j ) be the set of users whose ratings were used to conclude that i and i j are of the same type. Item i is added to S j only if all users in U i agree on i vs. i j , so misclassification E i (defined in Equation (8)) implies E i,U i . We can now deduce the inequalities, justified below:
Inequality (a) holds because for every user u , the set of items R u is a subset of M 2 , and also the containment E i ⊆Ē i,U i ; (b) follows since each item i is recommended at most N times; (c) uses the fact that |M 2 | = M together with Claim 6.3, which shows that P[Ē i,U i ] ≤ 2 . Proof. Each representative item i j chosen in ItemExplore is rated by all of the users and other items in M 1 and M 2 are rated by at least r users. By Lemma A.3, if q U > 4r, then with probability at least 1 − exp(−r/2) ≥ 1 − /q I there are r/2 users with distinct user types in a specific U i . It follows that the r/2 users with distinct types (chosen independently of the feedback) that rate item i of type τ I (i) also have the same ratings for type j = τ I (i) with probability at most 2 −r/2 . (Any two item types j = j have jointly independent user preferences (ξ u,j ) u∈[N ] , (ξ u,j ) u∈ [N ] .) The choice r ≥ 2 log(q I / ) and a union bound over item types j completes the proof. Proof. We begin with a sketch. Any user u likes roughly half of the item types that have representatives {i j } j=1 . The total number of items in M 2 is 64q I T , so there are about 64 T items from each of the item types in M 2 . Adding over the types, the set R u of items in M 2 that user u likes will typically have size at least T . Making this argument rigorous requires some care for the following reasons: 1) R u is the union of the S j 's with L u,i j = +1, but S j can be missing items due to misclassification since there may be items of the same type as i j that have been classified as being of the same type as some i j for which L u,i j = −1.
2) The type of each item representative depends on the number of remaining items of each type in M 1 when the representative is chosen. Again, due to misclassification, this can be different from the actual number of items of each type. Moreover, because misclassification of an item depends on the ratings of users for the item, the choice of next item type to be represented is therefore dependent on ratings of users for other types. The effect of this dependence is addressed in Claim 6.5 below.
We now proceed with the proof, controlling R u by introducing a different set. For u ∈ [N ] let
be the items in M 2 whose types are similar to one of the representatives i j that are liked by u. Note that if an item i ∈ R u is correctly classified by the algorithm (i.e. E c i occurs, where E i is defined in Equation (8)), then i ∈ R u . Hence i ∈ R u \ R u implies E i and since E i ⊆Ē i,U i we have
It follows that
To bound the second term we use Claim 6.3 above, which gives
and by Markov's Inequality
We now bound the first term on the right-hand side of (16) . To this end, let R(j) be the set of items in M 2 whose types are the same as i j :
The sets R(j) are disjoint because the representatives necessarily have different types. Let
be the set of item representatives that are liked by user u. By definition of R u in (14),
Now, we claim that the set L u is independent of all items i ∈ M 2 and their types. To see this, note that L u is determined by row u of the type matrix Ξ and the items in M 1 , their types, and some randomness in the algorithm, which determines the choice of i j and τ I (i j ); these together determine L u,i j = ξ τ U (u),τ I (i j ) . So, conditioning on L u having cardinality u , | R u | is the sum of Conditioning on u ≥ 30 , by a Chernoff bound (Lemma A.1) and stochastic domination of binomials with increasing number of trials we obtain P | R u | < 3T /2 u ≥ /30 ≤ exp(−T /11) .
In Lemma 6.5 below, we will lower bound the probability that u ≥ /30. Combining the last displayed inequality with Lemma 6.5, we get Proof. For a given user u, u is the number of item type representatives liked by user u. Let L u be the item types in [q I ] that are liked by user u:
The variables {ξ u,j } j∈[q I ] are i.i.d. Bern(1/2), so a Chernoff bound (Lemma A.1) gives
We will show that
which will prove the lemma by combining with (22) . We now work towards defining an error event in Equation (26) below. Let the sequence of random variables X 1 = τ I (i 1 ), X 2 = τ I (i 2 ), · · · , X = τ I (i ) denote the types of the item representatives chosen by the algorithm, so that u = |L u | = j∈[ ] 1[X j ∈ L u ] (with L u defined in (20) ). LetR(j) be the set of items in M 1 of type jR
Later we will use the notationR(·) = {R(j)} q I j=1 for the collection of these sets. Now let the event E i denote misclassification of an item i ∈ M 1 (similar to event E i for i ∈ M 2 in (8)),
Let Err be the event that for some item type j, more than a fraction 1/10 of the items in M 1 of type j are misclassified:
Conditioning on Err in the left-hand side of (23) gives
Bound on second term of (27). We will use Markov inequality on P E i R (·), L u to bound
We need to consider the effect of matrix Ξ (and particularly its τ U (u)th row delineated by L u ) on the probability of error in categorizing items. Notably, if users rate two item types similarly, the probability of miscategorizing these types is higher. As a result, L u contains some information about discriminability of distinct item types. Claim 6.2 shows that for i ∈ M 1 , the probability of E i (the event that item i is miscategorized) is P[E i ] ≤ 2 . The same proof gives P[ E i ] ≤ 2 (with E i defined in (25) for i ∈ M 2 ). To show that, let the potential error eventĒ i,U i , be the event that there exists j = τ I (i) such that for all the users in U i , we have L u,i = ξ τ U (u),j . For i ∈ S j , let U i = rated(i) ∩ rated(i j ) at the time the algorithm added i to S j . Then the containment E i ⊆Ē i,U i holds. We use P[ E i |R(·), L u ] ≤ P[Ē i,U i |R(·), L u ] = P[Ē i,U i | L u ] since the eventĒ i,U i is independent ofR(·).
As specified in Algorithm ItemExplore, |U i | ≥ r; the set U i of at least r users, chosen independently of feedback, rate item i. By Lemma A.3, if q U > 4r, then there are users of at least r/2 distinct user types in U i with probability at least 1 − exp(−r/2) ≥ 1 − /q I .
To bound P[Ē i,U i | L u ], we focus on the set of users U i \ {u}. Conditional on U i having at least r/2 distinct user types, there are at least r/2 − 1 users of distinct types in U i \ {u} whose preferences for item i are independent of L u . Any two item types j = j have jointly independent user preferences by r/2 − 1 users with distinct types in U i \ {u}; they are rated in the same way by these users with probability at most 2 −(r/2−1) . Hence, a union bound over item types j = τ I (i) gives P[Ē i,U i | L u ] ≤ q I 2 −(r/2−1) . The choice r > 2 log(q I / ) and = 1 2q
Union bounding over j ∈ [q I ] and tower property gives the desired bound.
Bound on first term of (27) . We start by showing that conditioned on the event Err c , variables R(·), L u such that | L u | ≥ q I /3 and conditional on X 1 , · · · , X m−1 , the type of the mth representative item, X m , is almost uniform over all the item types not learned yet, [q I ] \ {X n } m−1 n=1 . We will find upper and lower bounds for any j ∈
Lower bound for (28). For m ≤ , let t be the time the mth item type representative is chosen by the algorithm. For j ∈ [q I ] \ {X n } m−1 n=1 the probability of choosing representative of type X m = j is equal to the proportion of items of type j in the remaining items in M 1 at time t − 1 . The number of items of type j in M 1 at time t − 1 is at least |R(j)| − i∈R(j) 1[ E i ].
The number of items removed from M 1 by time t is at least m−1 l=1 |R(X l )| (there could be some items with types not in {X n } m−1 n=1 that were removed from M 1 due to misclassification). Hence, the total number of remaining items in M 1 by time t is at most M − m−1 n=1 |R(X n )|. Let Z E be the collection of indicator variables
:
On the event Err c (defined in (26)), i∈R(j) 1[ E i ] ≤ |R(j)|/10 for any j ∈ [q I ] \ {X n } m−1 n=1 . Therefore, using tower property of expectation,
Upper bound for (28). This time we lower bound the number of items remaining in M 1 by the number of items in types [q I ] \ {X n } m−1 n=1 minus the number of possible mistakes which removed some items from them. This gives
.
By definition of Err (in (26)), we have
Combining lower and upper bounds. The expected value of |R(j)| conditional on variables {X n } m−1 n=1 ,
. So, the conditional expectation
. Using tower property of expectation on Equation (29) along with the definition of C above gives 
Conditional on L u such that | L u | ≥ q I /3, for m ≤ ≤ q I and s < min{m, /30} we have
So, the random variable n =1 1[X n ∈ L u ] conditional on L u and events | L u | ≥ q I /3 and Err c , stochastically dominates a Binomial random variable with mean /9. Hence, by a Chernoff bound,
, Err c ≤ exp(− /5) .
Item structure only: lower bound
In this section we prove the following lower bound. 
The simplified version of this theorem in Section 3 is derived by using N > 16q I log q I which gives η < 1/2 and
Proof strategy
We call a recommendation a u,t to user u at time t a good recommendation when the probability of L u,au,t = +1 given the history is large (close to 1). Conversely, recommendations for which the probability of L u,au,t = +1 is close to (or smaller than) 1/2 are considered bad (or uncertain) recommendations. Good and bad refers only to the confidence that the recommendation is liked: a good recommendation is not always liked and a bad recommendation is not always disliked.
We identify two scenarios in which recommendations are necessarily bad: (i) Similar to the lower bound for the model with user structure only in Section 5, we use the concept of (r, η)-row regularity (Definition 7.1). Lemma 7.3 shows that for a (r, η)-row regular preference matrix, items with fewer than r ratings have probability roughly half of being liked by any user, even if the preference matrix is known. (ii) Lemma 7.4 shows that if a user u has not rated any item with the same type as item i before, the probability that user u likes item i is 1/2.
Next, in Lemma 7.6 we upper bound the number of good recommendations, which entails a counting argument
The statement of the theorem follows immediately from Lemmas 7.5 and 7.6 below.
Proof of Theorem 7.1
Definition 7.1 (Row-regularity). The matrix A ∈ {−1, +1} n×m is said to be (r, η)-row regular if its transpose is (r, η)-column regular. We write A ∈ Ω r,η , where Ω r,η is the set of (r, η)-column regular matrices.
The following lemma is an immediate corollary of Lemma 5.3. Throughout this section we will fix r = log q I − 6 log log N and η = 1 log N .
(31) Applying Lemma 7.2 with r and η defined above we obtain that the preference matrix Ξ is (r, η) row-regular (i.e., Ξ ∈ Ω r,η ) with probability
so long as N > 20. Let c t i be the number of times item i has been rated by any user up until time t − 1,
The following lemma shows that if the number c t i of times an item is recommended is small and the preference matrix is row-regular, then the outcome of recommending the item is uncertain. 
The next lemma shows that if a user u has not rated any item with the same type as item i before, the probability that u likes item i is 1/2.
Let B t u,τ I (i) denote the event that user u has rated an item of the same item type as item i by time t − 1, i.e., 1 c t au,t ≥ r, B t u,τ I (au,t) .
The following lemma uses Lemmas 7.3 and 7.4 to provide a lower bound for regret in terms the number good T .
Lemma 7.5. For η and r defined in Equation (31),
Proof. We partition the liked recommendations based on c t au,t , B t u,τ I (au,t) , and row regularity of Ξ:
The proof is obtained by plugging in the four bounds below.
Bounding A1. Plugging in the probability of Ξ being row regular from (32) gives
Bounding A2. Multiplying the statement of Lemma 7.3 by P[a u,t = i, c t i < r, Ξ T ∈ Ω r,η ] and summing over i gives
Bounding A3. Lemma 7.4 gives
Multiplying this by P[a u,t = i, (B t u,τ I (i) ) c , c t i ≥ r] and taking the summation over i gives
Bounding A4. We bound by one the probability that a good recommendation is liked to obtain
Next, we find an upper bound on the expected number of "good" recommendations made by the algorithm in terms of parameters of the model. As noted above, Theorem 7.1 is an immediate consequence of Lemmas 7.5 and 7.6.
Proofs of lemmas
Proof of Lemma 7.3. We show that if an item has been rated by fewer than r users, its type is uncertain, because many item types are consistent with the history. For a row regular preference matrix, uncertainty in the item type makes it impossible to accurately predict user preferences for the item. We focus on a particular item i at time t. Let w = {u ∈ [N ] : a u,s = i, s < t} be the set of users that were recommended item i up to time t − 1 , and let b = {L u,i } u∈w be the vector of feedback from users in w about item i . Note that c t i < r implies |w| < r . We re-introduce the notation from Definition 5.1: if M is the matrix obtained by concatenating the rows of Ξ indexed by w, then K b,w (Ξ ) is the set of columns of M (corresponding to the item types) equal to b. This is the set of item types consistent with the ratings b of users w for item i.
The above follows from: (i) a u,t is conditionally independent of Ξ and τ I (·) given H t−1 ; (ii) The event {τ I (i) = j} is contained in the specification of τ I (.); (iii) B t u,τ I (i) defined in (33) is a deterministic function of H t−1 and τ I (i); (iv) c t i is a deterministic function of H t−1 ; (v) The history H t−1 is defined to be the sequence of random variables {(a u ,s , L u ,a u ,s ), for all u ∈ [N ] and s < t} .
We show inductively that if (B t u,τ I (i) ) c and τ I (i) = j holds, conditional on {Ξ .\{u,j} , τ I (.)}, for s < t, H s is independent of ξ u,j . Let this be true for s − 1. Recall that given H s−1 , for all u ∈ [N ], the recommended items a u ,s are independent of Ξ and τ I (·) and in particular independent of ξ u,j . We also know that τ I (a u,s ) = j as a result of (B t u,τ I (i) ) c and τ I (i) = j. Thus, L u ,a u ,s for all u ∈ [N ] is a function of Ξ .\{u,j} and τ I (.) and is independent of ξ u,j .
Since i) Ξ .\{ξ u,j } and τ I (.) , are independent of ξ u,j and ii) Conditional independence property in Equation (36) holds for every H and j ∈ [q I ]:
The lemma now follows by the tower property.
To prepare for proving Lemma 7.6, we introduce the following quantities. Let F t be the set of items that have been rated by at least r users by time T and f t := |F t | their number,
Let G t be the set of items that have been rated by at least one and fewer than r users by time t and g t := |G t | their number,
In the following claim, we bound the number of good recommendations in terms of f T and g T . Proof. Any i ∈ F T is recommended to at least r users by the end of time T . So, for any i ∈ F T , there are at least r recommendations in which i has been rated fewer than r previous times:
Any i ∈ G T has been recommended at least once, so for these items
All recommended items are either in F T or G T . Hence, the total number of recommendations satisfies
where we used good(T ) ≤
The rest of the section contains the proof of Lemma 7.6.
Proof of Lemma 7.6. The lemma consists of three bounds on good(T ). The bound good(T ) ≤ T N − T r is the easiest so we start with this. Because each item is recommended at most once to each user, each item (and specifically items in F T ) are recommended at most N times, while items in G T are recommended at most r times. The total number of recommendations made by time T is therefore upper bounded as
and rearranging yields
Plugging this into the statement of Claim 7.7 gives
where the second inequality is due to the assumptions q I < N and N > 20. We now prove the other two bounds on good(T ), this time in terms of the number of item types each user has rated by time T .
Let Γ T u be the set of item types that are recommended to user u up to time T ,
and let γ T u = |Γ T u | and γ T * := min u γ T u .
Proof. For user u, the number of times an item type is rated for the first time is equal to the number of item types rated by user u. . Let r t j be the number of items with type j that have been recommended (to any user) by time t: r t j = |{i : τ I (i) = j, a u,s = i for some u ∈ [N ] and s ∈ [t]}|.
T items with types in Γ T u (defined in (39)) are recommended to user u by time T . Hence, T ≤
(40)
We get a lower bound on γ T * via an upper bound on max j r T j , which is in turn obtained via martingale concentration for each r T j . This is essentially just a question of bounding the fullest bin in a balls and bins scenario, with the added complication that the time-steps in which balls are thrown is a martingale. Thus the number of balls (i.e., f T + g T ) is random, and the decision to throw a ball at a given time may depend on the configuration of balls in bins.
Let r t = (r t 1 , . . . , r t q I ). One may check that the sequence r t j − (f t + g t )/q I is a martingale with respect to filtration F t = σ(r 0 , r 1 , . . . , r t ). It turns out to be easier to work with a different martingale that considers each user separately, so that the item counts are incremented by at most one at each step. Consider the lexicographical ordering on pairs (t, u), where (s, v) ≤ (t, u) if either s < t or s = t and v ≤ u (the recommendation to user v at time s occurred before that of user u at time t). Let r t,u = (r t,u 1 , . . . , r t,u q I ), where for j ∈ [q I ] r t,u j = i : τ I (i) = j, a v,s = i for some (s, v) ≤ (t, u) , and ρ t,u = j r t,u j . We now define a sequence of stopping times Z k ∈ N × [N ], with Z 0 = (0, N ) and Z k = min (t, u) > Z k−1 : ρ t,u > ρ t,u−1 ,
where (t, 0) is interpreted as (t−1, N ). The Z k is the first (t, u) such that a new item is recommended by the algorithm for the kth time, therefore ρ Z k = k. The Z k are stopping times with respect to (ρ t,u ), and observe that for k * = max{k : Z k ≤ (T, N )} = ρ T,N = f T + g T since f T + g T is the total number of items recommended by the algorithm by the end of time T . Also, we have ρ k * = f T + g T and r k * j = r (T,N ) j for all j ∈ [q I ]. The sequence M t,u = r t,u j − ρ t,u /q I is a martingale w.r.t. F t,u = σ(ρ 1,1 , . . . ρ t,u ), and it follows that so is M k = M (T,N )∧Z k , this time with respect to F k := F (T,N )∧Z k . Since Z k * ≤ (T, N ) (by using the definition of k * ), we have M k * = M k * Also, note that r k * j = r T,N j and ρ k * = ρ T,N = f T + g T .
We 
where the last inequality uses 1 − exp(−3/q I ) > q −2 I (which is derived from e −a ≤ 1 − a + a 2 /2 and q I > 1).
For k < k 0 we get P M k ≥ 6 log q I ≤ exp −36 log 2 q I 2k 0 + 2 log q 
Discussion
In this paper, we analyzed the performance of online collaborative filtering based on a latent variable model of the preference of users for items. We proposed a variation of user-user and a variation of item-item algorithm tailored to the latent variable model. We also provided lower bounds for regret in the extreme regimes of parameters corresponding to user-structure only (with no structure in item space) and item-structure only (with no structure in user space). The lower bounds showed that the proposed algorithms are almost information theoretically optimal in these extreme parameter regimes. Several extensions of the problem of are interest: a hybrid algorithm exploiting structure in both user space and item space appears in a subsequent paper. Modification of algorithms to guarantee robustness to noise in observations with independent identically distributed noise is rather easily derived from our proposed algorithms.
Studying the model of preference matrix where the preference of various user types for item types are not statistically independent is also of importance from the practical point of view.
Let X = n i=1 X i . Then P X − EX ≥ r ≤ exp − where we used m ≤ n/4.
The following lemma records a simple consequence of linearity of expectation.
Lemma A.4 (Balls and bins: bound for the expected number of nonempty bins). If we throw m balls into n bins independently uniformly at random, then, the expected number of nonempty bins is n(1 − (1 − 1/n) m ) .
B Converting to anytime regret
The doubling trick converts an online algorithm designed for a finite known time horizon to an algorithm which does not requite knowledge of time horizon and yet provides the same performance (up to multiplicative constant) for any time [9] . This is the so called anytime regret. The trick is to divide time into intervals and restart algorithm at the beginning of each interval. Let A(θ, T ) be an online algorithm with known time horizon. It takes the model parameters θ and the time horizon T as the inputs and achieves regret R(T ) at time T . For example if R(T ) = O(T α ), then to achieve anytime regret, the doubling trick suggests using the time intervals of length 2, 2 2 , 2 3 , .., 2 m . This achieves regret of at most R(T )/(1 − 2 α ) at time T for any T . Alternatively, if R(T ) = O(log T ), then using the intervals of length 2 2 , 2 2 2 , .., 2 2 m achieves regret of at most 4R(T ) at time T for any T .
If the algorithm achieves regret curve which is O(log T ) if T < T 1 and O( √ T ) if T ≥ T 1 , then intervals of different sizes should be used before and after T 1 .
