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1 Introduction
Backward stochastic differential equations (BSDEs in short), in the linear case and a special
non-linear case, were first introduced by Bismut [2] in the study of the stochastic maximal
principle. General non-linear BSDEs were first considered by Pardoux and Peng [12], who
proved the existence and uniqueness of adapted solutions, under smooth square-integrability
assumptions on the coefficient and the terminal data, and when the coefficient f(t, ω, y, z)
is Lipschitz in (y, z) uniformly in (t, ω). El Karoui, Kapoudjian, Pardoux, Peng and Quenez
introduced the notion of reflected BSDE [3], with one continuous lower barrier. More pre-
cisely, a solution for such equation associated with a coefficient f , a terminal value ξ, a
continuous barrier S which is modelled by a semimartingale, is a triple (Y, Z,K) of adapted
stochastic processes in R1+d+1, which satisfies the following stochastic integral equation
Yt = ξ +
∫ T
t
f(s, Ys, Zs)ds+KT −Kt −
∫ T
t
ZsdBs (1.1)
for any 0 ≤ t ≤ T and Y ≥ S a.s., K is non-decreasing continuous, where B is a d-
dimensional Brownian motion. The role of K is to push upward the process Y in a minimal
way, while to keep it above S. In this sense it satisfies
∫ T
0
(Ys − Ss)dKs = 0. (1.2)
In order to prove the existence and uniqueness of the solution, they used first a Picard-type
iterative procedure, which requires at each step the solution of an optimal stopping problem.
The second approximation is constructed by penalization of the constraint. From then on,
many researches have been done to relax the assumptions of reflected BSDE in [3] based on
these two main methods. In [11], the case that the coefficient f are not Lipschitz function
with only linear growth has been considered. In [7] monotonicity condition is used instead
of the Lipschitz condition, and in [6], [9], [14], these authors studied RBSDE with quadratic
increasing condition. In another direction, different barrier conditions have been studied, for
example the barrier S is not continuous, but only right continuous with left limits, (cf. [8]),
or is in more general case, cf. [13].
Recently a new type of reflected BSDEs has been introduced by Bank and El Karoui [1]
by a variation of Skorohod’s obstacle problem, which is named as variant reflected BSDE,
which has been generalized by Ma and Wang in [10]. The formulation of such equation with
an optional process X (as an upper barrier)
Yt = XT +
∫ T
t
f(s, Ys, Zs, As)ds−
∫ T
t
ZsdBs and Y ≤ X ,
where A is an increasing process, with A0− = −∞, and the flat-off condition holds
∫ T
t
|Ys −
Xs|dAs = 0. Here the increasing process A does not directly act on Y to push the solution
downwards such that Yt ≤ Xt, instead it acts through the generator f which is decreasing
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in A, like a ’density’ of reflecting force. In [10], it has been proved that the solution in a
small-time duration, under some extra conditions, exists and is unique.
However we still do not know much about the increasing process K. In all these papers
mentioned above, there are few results considering the increasing process K. In this paper,
we will use the Skorohod equation to represent the increasing process K in terms of the
solution Y and Z. This representation is ”explicit” showing how the force K pushes the
solution Y according to the barrier S and is given by
Kt = max
[
0, max
0≤s≤T
{
−
(
ξ +
∫ T
s
f(r, Yr, Zr)dr − Ss −
∫ T
s
ZrdBr
)}]
−max
[
0, max
t≤s≤T
{
−
(
ξ +
∫ T
s
f(r, Yr, Zr)dr − Ss −
∫ T
s
ZrdBr
)}]
.
Together with the theory of optional dual projections (for details about the general theory,
see for example [4]), we construct a new Picard iteration based on this formula and prove
that if (Y, Z,K) is the fixed point, then it is the solution of reflected BSDE.
With this approach we are able to consider the following type of reflected BSDE
Yt = ξ +
∫ T
t
f(s, Ys, Zs, Ks)ds+KT −Kt −
∫ T
t
ZsdBs (1.3)
for t ≤ T , subject to the constrain that
Yt ≥ St and
∫ T
0
(Yt − St)dKt = 0.
Here the force is still given by an increasing process K, which satisfies the flat-off condition,
but K also appears in the driver f as a resistance force. If f is decreasing in K, then we get
an extra force from the Lebesgue integral. If f is increasing in K, then through the driver,
there is a kind of cancellation of the positive force. So in general case, we can consider this
reflected BSDE as an equation with resistance, given by the dependence of the driver on K.
Since Yt ≥ St has to be satisfied, and Y is still square integrable, the extra force from the
driver must be controlled is some sense, which is characterized the magnitude of Lipschitz
constant in K.
The paper is organized as following. We first recall in Section 2 the Tanaka’s formula and
Skorohod’s equation to give various formulate for the increasing process K. In section 3, we
introduce a type of reflected BSDEs with resistance and prove the existence and uniqueness
of the solution. In section 4, the uniqueness and some properties of the solution we have
constructed are studied.
2 Local and reflected local times
Let B = (B1, B2, · · · , Bd) be a Brownian motion of dimension d on a complete probability
space (Ω,F ,P), and (Ft)t≥0 be the Brownian motion filtration associated with B. Let T > 0
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be a terminal time. Denote by P the σ-algebra of predictable sets on [0, T ]×Ω with respect
to the filtration (Ft)t≥0.
For simplicity, we introduce the following spaces of random processes over (Ω,F ,Ft,P).
L2(Ft) denotes the space of all Ft-measurable, real random variable such that E(|η|2) <
∞, M2 denotes the space of (continuous) square-integrable martingales (up to time T ),
and H2d(0, T ) is the space of Rd-valued predictable process ψ such that E
∫ T
0
|ψ(t)|2 dt <
∞}. S2(0, T ) is the space of all continuous semimartingales (with running time [0, T ])
over (Ω,F ,Ft,P), and A2(0, T ) the space of all FT -measurable, continuous and increasing
processes with initial zero such that E(K2T ) <∞.
IfK ∈ A2(0, T ), then the optional projection K♭ (which is a right continuous modification
of t → E(Kt|Ft)) and the dual optional projection Ko of K exist. The dual optional
projection Ko is continuous and increasing with initial zero, while the optional projection
K♭ is right continuous but not necessary increasing. Their difference N = K♭ − Ko is a
martingale which must be continuous. Hence the optional projection K♭ is continuous as
well. Moreover K to K♭ is a contraction in Lp-norm.
The reflected backward stochastic differential equation (RBSDE or reflected BSDE in
short) considered in El Karoui, et al. [3] is a stochastic integral equation
Yt = ξ +
∫ T
t
f(s, Ys, Zs)ds+KT −Kt −
∫ T
t
ZsdBs (2.1)
for t ≤ T , subject to the constrain that
Yt ≥ St and
∫ T
0
(Yt − St)dKt = 0, (2.2)
where S is a continuous semimartingale such that supt≤T S
+
t is square integrable, and ξ ∈
L2(FT ), which are given data. f is called the (non-linear) driver of the reflected BSDE (2.1),
which is global Lipschitz in (Y, Z) uniformly in t ∈ [0, T ] and ω ∈ Ω.
By a solution (Y, Z,K) of the terminal problem (2.1)-2.2) we mean that Y ∈ S2(0, T ),
K ∈ A2(0, T ) and K is optional, and Z ∈ H2d(0, T ), which satisfies the stochastic integral
equations (2.1) with time t running from 0 to T .
The constrain (2.2) implies that ξ−ST must be non-negative, and the second condition in
(2.2) says that K has no charge on {t ∈ [0, T ] : Yt > St} and increases only on {t : Yt = St},
which is equivalent to say that
∫ t
0
1{Ys−Ss=0}dKs = Kt for 0 ≤ t ≤ T .
Since
Y0 = ξ +
∫ T
0
f(s, Ys, Zs)ds+KT −
∫ T
0
ZsdBs (2.3)
so that
Yt = Y0 −
∫ t
0
f(s, Ys, Zs)ds−Kt +
∫ t
0
ZsdBs (2.4)
and therefore the martingale part of Y is Mt =
∫ t
0
ZsdBs.
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Our first task is to give two representations of the increasing process K in terms of sample
paths Y and Z, by using the Tanaka formula and the Skorohod equation respectively. These
representation formulate are well known in stochastic analysis, we however employ them to
the study of existence and uniqueness for a class of reflected backward stochastic differential
equations with resistance.
2.1 Tanaka’s formula
We wish to interpret the increasing process K as a time-reversed local time, so that K will
be called the reflected local time of Y at S. To this end, we introduce the following notation:
if X is a continuous semimartingale, then LX denotes the local time of the continuous
semimartingale X − S at zero. That is, LX is defined by the Tanaka formula
|Xt − St| = |X0 − S0|+
∫ t
0
sgn(Xs − Ss)d(Xs − Ss) + 2LXt (2.5)
where sgn(r) = −1 for r ≤ 0 and sgn(r) = 1 for r > 0. According Tanaka’s formula
(Xt − St)− = (X0 − S0)− −
∫ t
0
1{Xs≤Ss}d(Xs − Ss) + LXt . (2.6)
Proposition 2.1 Suppose that Yt =
∫ t
0
ZsdBs+Vt and St =
∫ t
0
σsdBs+At are two continuous
semimartingales, where V and A are continuous, adapted with finite variations, and suppose
that Y ≥ S, then
LYt =
∫ t
0
1{Ys=Ss}d(Vs − As) (2.7)
and
1{Yt=St}(Zt − σt) = 0. (2.8)
Proof. Since Y − S ≥ 0, so that (Y − S)− = 0. According to the Tanaka formula
(Yt − St)− = (Y0 − S0)− −
∫ t
0
1{Ys≤Ss}d(Ys − Ss) + LYt
so that
LYt =
∫ t
0
1{Ys=Ss}d(Ys − Ss)
=
∫ t
0
1{Ys=Ss}d(Vs −As) +
∫ t
0
1{Ys=Ss}(Zs − σs)dBs.
The martingale part must be zero as L is increasing, which yields (2.8), and therefore (2.7)
follows as well.
The following lemma demonstrates in some sense K is the time inverse of the local time
of Y − S.
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Corollary 2.2 Assume that Y ≥ S are two continuous semimartingale,
Yt = Y0 −
∫ t
0
fsds−Kt +
∫ t
0
ZsdBs (2.9)
and S = N +A (N is the martingale part of S and A is its variation part), where (ft)t∈[0,T ]
is optional and E
∫ T
0
f 2s ds < ∞, Z ∈ Hd(0, T ), Y0 ∈ L2(F0), K ∈ A2(0, T ) is adapted, such
that
∫ t
0
1{Ys=Ss}dKs = Kt. Then
Kt = −
∫ t
0
1{Ys=Ss}fsds−
∫ t
0
1{Ys=Ss}dAs − LYt (2.10)
and
Kt = −
∫ t
0
1{Ys=Ss}fsds−
∫ t
0
1{Ys=Ss}dYs
+
∫ t
0
1{Ys=Ss}dNs, (2.11)
where N is the martingale part of S.
2.2 Skorohod’s equation
The most useful form for K to our study is however the representation formula given by the
Skorohod equation.
Again we assume that Y ≥ S are two continuous semimartingales, and Y is given by
(2.9). Let yt = YT−t − ST−t, Lt = KT −KT−t and
xt =
∫ T
T−t
fsds−
∫ T
T−t
ZsdBs + ST − ST−t. (2.12)
Then L0 = 0, t→ Lt increases only on {t : yt = 0}, yt ≥ 0, η = YT − ST ≥ 0, x0 = 0, and
yt = η + xt + Lt . (2.13)
According to Skorohod’s equation (Lemma 6.14, page 210 in [5], with the convention that
xt = xT , yt = yT and Lt = LT for t ≥ T )
Lt = max
[
0, max
0≤s≤t
{− (η + xs)}
]
, ∀t ≥ 0. (2.14)
That is
Lt = max
[
0, max
T−t≤s≤T
{
−
(
YT +
∫ T
s
frdr − Ss −
∫ T
s
ZrdBr
)}]
(2.15)
for 0 ≤ t ≤ T , and we may recover Kt = LT − LT−t to obtain
Kt = max
[
0, max
0≤s≤T
{
−
(
YT +
∫ T
s
fr − Ss −
∫ T
s
ZrdBr
)}]
−max
[
0, max
t≤s≤T
{
−
(
YT +
∫ T
s
frdr − Ss −
∫ T
s
ZrdBr
)}]
. (2.16)
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3 Reflected BSDE with resistance
The representation formula (2.16) for the reflected local time K may be used to study a class
of reflected backward stochastic differential equations with non-linear resistance caused by
the reflected local time K. In this paper we study the following stochastic integral equation
Yt = ξ +
∫ T
t
f(s, Ys, Zs, Ks)ds+KT −Kt −
∫ T
t
ZsdBs (3.1)
for t ≤ T , subject to the constrain that
Yt ≥ St and
∫ T
0
(Yt − St)dKt = 0, (3.2)
S is a continuous semimartingale such that supt≤T S
+
t is square integrable, and ξ ∈ L2(FT ),
which are given data.
Assume that f is global Lipschitz continuous
|f(s, y, z, k)− f(s, y′, z′, k′)| ≤ C1(|y − y′|+ |z − z′|) + C2|k − k′| (3.3)
for all y, y′, z, z′, k, k′, where C1 and C2 are two constants, and E
∫ T
0
f 0(t)2dt <∞, where
f 0(t) ≡ f(t, 0, 0, 0). (3.4)
By a solution triple (Y, Z,K) of the terminal problem (3.1) we mean that Y ∈ S2(0, T ),
K ∈ A2(0, T ) and K is optional, and Z ∈ H2d(0, T ), which satisfies the stochastic integral
equations (3.1) with time t running from 0 to T .
An additional feature over the reflected BSDE (2.1) is the dependence of the driver with
respect to the reflected local time K. The integral equation (3.1) is not local in time, since
K will be path dependent over the whole range [0, T ]. This is the reason why we have to
require the Lipschitz constant C2 in (3.3) to be small.
According to (2.16), if (Y, Z,K) is a solution of the problem (3.1)-(3.2), then we must
have
Kt = max
[
0, max
0≤s≤T
{
−
(
ξ − Ss +
∫ T
s
f(r, Yr, Zr, Kr)dr −
∫ T
s
ZrdBr
)}]
−max
[
0, max
t≤s≤T
{
−
(
ξ − Ss +
∫ T
s
f(r, Yr, Zr, Kr)dr −
∫ T
s
ZrdBr
)}]
(3.5)
which is already noticed in [3]. What is new here is the use of this formula to build a proper
Picard iteration associated with (3.1), which is described in the following section.
Remark 3.1 For the reflected BSDE with resistance (3.1), we can still write the solution
Y as the value process of an optimal stopping problem following the same arguments of
Proposition 2.3 in [3], noticing that K is continuous in t. However, here it is not a standard
optimal stopping problem, and we can not get the solution given by Snell envelope, which is
the essential step of Picard’s iteration used in [3].
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3.1 Constructing Picard’s iteration
We show the existence of a unique solution by constructing an appropriate (non)-linear
mapping defined by the stochastic integral equation (3.1), so that the unique solution is
given as its fixed point.
Let us develop the iteration procedure as following. Suppose Y ∈ S2(0, T ), Z ∈ H2d(0, T )
and K ∈ A2(0, T ), Y ≥ S. After iteration once we will obtain
(Y˜ , Z˜, K˜) ∈ S2(0, T )×H2d(0, T )×A2(0, T ),
and Z˜.B is the martingale part of Y˜ . Thus we can assume from the beginning, without
losing generality, that Mt −M0 =
∫ t
0
ZsdBs is the martingale part of Y , although we prefer
consider three processes Y, Z,K as independent variables. According to (3.5) we first define
K˜t = max
[
0, max
0≤s≤T
{
−
(
ξ +
∫ T
s
f(r, Yr, Zr, K
♭
r)dr − Ss −
∫ T
s
ZrdBr
)}]
−max
[
0, max
t≤s≤T
{
−
(
ξ +
∫ T
s
f(r, Yr, Zr, K
♭
r)dr − Ss −
∫ T
s
ZrdBr
)}]
(3.6)
where K is replaced by the optional projection of K, as we do not assume K is optional,
but we want to ensure the arguments in the driver f are optional.
We are going to define M˜ and Y˜ . The natural way to define Y˜ is to take the right-hand
side of (3.1) which is
Yˆt = ξ +
∫ T
t
f(s, Ys, Zs, K
♭
s)ds+ K˜T − K˜t −
∫ T
t
ZsdBs. (3.7)
Yˆ is however not not necessary adapted. Therefore we define Y˜ to be its optional projection
Yˆ ♭. That is,
Y˜t = E
{
ξ +
∫ T
t
f(s, Ys, Zs, K
♭
s)ds+ K˜T − K˜t −
∫ T
t
ZsdBs
∣∣∣∣Ft
}
= E
{
ξ +
∫ T
t
f(s, Ys, Zs, K
♭
s)ds+ K˜T − K˜t
∣∣∣∣Ft
}
. (3.8)
According to Skorohod’s equation, Yˆ ≥ S, so is Y˜ . Therefore the mapping Y → Y˜ preserves
the constraint Y˜ ≥ S. Moreover K˜ increases only on {t : Yˆt − St = 0}, which does not
necessarily coincide with level set {t : Y˜t − St = 0}.
On the other hand, according to (3.8), the semimartingale decomposition of Y˜ is given
by
Y˜t = E
{
ξ + K˜T +
∫ T
0
f(s, Ys, Zs, K
♭
s)ds
∣∣∣∣Ft
}
− N˜t
−K˜ot −
∫ t
0
f(s, Ys, Zs, K
♭
s)ds (3.9)
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where N˜t = K˜
♭
t − K˜ot is a continuous martingale. Therefore the martingale part of Y˜ is given
by
M˜t = E
{
ξ + K˜T +
∫ T
0
f(s, Ys, Zs, K
♭
s)ds
∣∣∣∣Ft
}
− N˜t (3.10)
which in turn defines the density predictable process Z˜ by Itoˆ’s martingale representation
M˜t − M˜0 =
∫ t
0
Z˜s.dBs, so that
Y˜t = ξ +
∫ T
t
f(s, Ys, Zs, K
♭
s)ds+ K˜
o
T − K˜ot −
∫ T
t
Z˜s.dBs. (3.11)
It is clear that from the definition and the Lipschitz condition (3.3)
(Y˜ , Z˜, K˜) ∈ S2(0, T )×H2d(0, T )×A2(0, T ).
The mapping L : (Y, Z,K)→ (Y˜ , Z˜, K˜) is thus well defined.
It seems reasonable to have the optional dual projection Ko in place of the optional
projection K♭ in defining Y˜ by (3.9). The reason we prefer the optional projection lies in
the fact that X → X♭ is a contraction in Lp-space, but X → Xo is not.
Proposition 3.2 If (Y, Z,K) is a fixed point of L, then (Y, Z,K) is a solution the reflected
BSDE (3.1)-(3.2).
Proof. Suppose (Y, Z,K) is a fixed point of the non-linear mapping L, so that
Mt = E
{
ξ +
∫ T
0
f(s, Ys, Zs, K
♭
s)ds+KT −Kt|Ft
}
+Kot ,
and
Yt = E
{
ξ +
∫ T
t
f(s, Ys, Zs, K
♭
s)ds+KT −Kt|Ft
}
where
Kt = max
[
0, max
0≤s≤T
{
−
(
ξ +
∫ T
s
f(r, Yr, Zr, K
♭
r)dr − Ss −
∫ T
s
ZrdBr
)}]
−max
[
0, max
t≤s≤T
{
−
(
ξ +
∫ T
s
f(r, Yr, Zr, K
♭
r)dr − Ss −
∫ T
s
ZrdBr
)}]
.
Then YT = ξ and
Yt =Mt −Kot −
∫ t
0
f(s, Ys, Zs, K
♭
r)ds,
so that
ξ − Yt =
∫ T
t
ZsdBs − (KoT −Kot )−
∫ T
t
f(s, Ys, Zs, K
♭
r)ds .
According to the uniqueness of the Skorohod’s equation, it follows that Ko = K. therefore
K is adapted, and K = K♭ = Ko. That completes the proof.
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3.2 Main estimates
Let us develop several a priori estimates for L(Y, Z,K) = (Y˜ , Z˜, K˜). We begin with an
elementary fact:
Lemma 3.3 Let ϕ, ψ be two continuous paths in R1. Then
∣∣∣∣sup
s≤t
ϕs − sup
s≤t
ψs
∣∣∣∣ ≤ sup
s≤t
|ϕs − ψs|.
Proof. δ = sups≤t |ϕs − ψs|. Then
ϕs ≤ ψs + δ ≤ sup
s≤t
ψs + δ
for any s ≤ t, so that sups≤t ϕs ≤ sups≤t ψs + δ. Similarly sups≤t ψs ≤ sups≤t ϕs + δ.
Suppose (Y, Z,K), (Y ′, Z ′, K ′) ∈ S2 × H2d × A2 such that YT = Y ′T = ξ, and Y ≥ S,
Y ′ ≥ S.
Let us prove the following key a priori estimate about L. Let (Y˜ , Z˜, K˜) = L(Y, Z,K)
and (Y˜ ′, Z˜ ′, K˜ ′) = L(Y ′, Z ′, K ′). Let α ≥ 0 to be chosen late, and let Dt = eαt|Yt− Y ′t |2 and
D˜t = e
αt|Y˜t − Y˜ ′t |2.
Proposition 3.4 Suppose f satisfies the Lipschitz condition (3.3). Then for any α ≥ 0,
ε > 0 and ε′ > 0 we have
E
(
D˜0
)
≤ −(α − εC1 − ε′C2)||Y˜ − Y˜ ′||2α − ||Z˜ − Z˜ ′||2α
+
2C1
ε
(||Y − Y ′||2α + ||Z − Z ′||2α)
+
2C2
ε′
||K♭ −K ′♭||2α (3.12)
where C1, C2 are the Lipschitz constants appearing in (3.3).
Proof. According to (3.9)
Y˜t − Y˜ ′t =
(
M˜t − M˜ ′t
)
− (K˜ot − K˜ ′ot )
−
∫ t
0
(
f(s, Ys, Zs, K
♭
s)− f(s, Y ′s , Z ′s, K ′♭s)
)
ds (3.13)
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where M˜ (resp. M˜ ′) is the martingale part of Y˜ (resp. Y˜ ′), given by (3.10), so that by Itoˆ’s
formula,
D˜t = −
∫ T
t
eαsd
(
Y˜s − Y˜ ′s
)2
− α
∫ T
t
eαs
(
Y˜s − Y˜ ′s
)2
ds
= −
∫ T
t
eαsd〈M˜ − M˜ ′〉s − α
∫ T
t
eαs
(
Y˜s − Y˜ ′s
)2
ds
−
∫ T
t
2eαs
(
Y˜s − Y˜ ′s
)
d
(
Y˜s − Y˜ ′s
)
= −α
∫ T
t
D˜sds−
∫ T
t
eαsd〈M˜ − M˜ ′〉s − 2
∫ T
t
eαs
(
Y˜s − Y˜ ′s
)
d
(
M˜s − M˜ ′s
)
+2
∫ T
t
eαs
(
Y˜s − Y˜ ′s
)
d
(
K˜os − K˜ ′os
)
+2
∫ T
t
eαs
(
Y˜s − Y˜ ′s
) (
f(s, Ys, Zs, K
♭
s)− f(s, Y ′s , Z ′s, K ′♭s)
)
ds. (3.14)
Taking expectation to obtain
ED˜t = −α
∫ T
t
E
(
D˜s
)
ds− E
∫ T
t
eαsd〈M˜ − M˜ ′〉s
+2E
∫ T
t
eαs
(
Y˜s − Y˜ ′s
)
d(K˜s − K˜ ′s)
+2
∫ T
t
E
{
eαs
(
Y˜s − Y˜ ′s
) [
f(s, Ys, Zs, K
♭
s)− f(s, Y ′s , Z ′s, K ′♭s)
]}
ds, (3.15)
where we have used the fact that
E
∫ T
t
ϕsd
(
K˜os − K˜ ′os
)
= E
∫ T
t
ϕsd
(
K˜s − K˜ ′s
)
for an optional process ϕ. Now we use an important observation due to [3], that is,
E
∫ T
t
eαs
(
Y˜s − Y˜ ′s
)
d(K˜s − K˜ ′s)
= E
∫ T
t
eαs(Y˜s − Ss)dK˜s + E
∫ T
t
eαs(Y˜ ′s − Ss)dK˜ ′s
−E
∫ T
t
eαs(Y˜s − Ss)dK˜ ′s − E
∫ T
t
eαs(Y˜ ′s − Ss)dK˜s
≤ E
∫ T
t
eαs(Y˜s − Ss)dK˜s + E
∫ T
t
eαs(Y˜ ′s − Ss)dK˜ ′s.
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Moreover, according to Skorohod’s equation, K˜ increases only on {s : Yˆs − Ss = 0} so that
E
∫ T
t
eαs(Yˆs − Ss)dK˜s = 0.
Since Y˜ is the optional projection, and K˜o is the dual optional projection of K˜, therefore
E
∫ T
t
eαs(Y˜s − Ss)dK˜s = E
∫ T
t
eαs(Y˜s − Ss)dK˜os
= E
(∫ T
t
eαs(Yˆs − Ss)dK˜s
)o
.
Since K˜ increases only on {s : Yˆs − Ss = 0}, so that
∫ T
t
eαs(Yˆs − Ss)dK˜s = 0 and therefore
E
∫ T
t
eαs(Y˜s − Ss)dK˜s = 0. Similarly E
∫ T
t
eαs(Y˜ ′s − Ss)dK˜ ′s = 0. Hence
E
∫ T
t
eαs
(
Y˜s − Y˜ ′s
)
d(K˜s − K˜ ′s) ≤ 0 .
Putting this estimate into (3.15) to obtain
E
(
D˜t
)
≤ −α
∫ T
t
E
(
D˜s
)
ds− E
∫ T
t
eαsd〈M˜ − M˜ ′〉s
+2
∫ T
t
eαsE
{(
Y˜s − Y˜ ′s
) [
f(s, Ys, Zs, K
♭
s)− f(s, Y ′s , Z ′s, K ′♭s)
]}
ds. (3.16)
We use the global Lipschitz continuity of f to handle the last integral on the right-hand side
of (3.16), the method however is standard. Indeed
E
(
D˜t
)
≤ −α
∫ T
t
E
(
D˜s
)
ds− E
∫ T
t
eαs|Z˜s − Z˜s|2ds
+2C1
∫ T
t
eαsE
(
|Y˜s − Y˜ ′s | (|Ys − Y ′s |+ |Zs − Z ′s|)
)
ds
+2C2
∫ T
t
eαsE
(
|Y˜s − Y˜ ′s ||K♭s −K ′♭s|
)
ds
≤ −(α − εC1 − ε′C2)
∫ T
t
E
(
D˜s
)
ds− E
∫ T
t
eαs|Z˜s − Z˜s|2ds
+
2C1
ε
E
∫ T
t
eαs
(|Ys − Y ′s |2 + |Zs − Z ′s|2) ds
+
2C2
ε′
E
∫ T
t
eαs|K♭s −K ′♭s|2ds. (3.17)
Choosing t = 0 we deduce the required estimate.
The next estimate is also essential in this article.
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Proposition 3.5 We have
||K˜ − K˜ ′||2∞ ≤
(
24TC21 + 4C3
) (||Y − Y ′||20 + ||Z − Z ′||20)
+24T 2C21 ||K −K ′||2∞ (3.18)
where ||K − K ′||2∞ = sup0≤t≤T E|Ks − K ′s|2, where C3 is the constant appearing in the
Burkholder inequality.
Proof. Recall that
K˜t = max
[
0, max
0≤s≤T
{
−
(
ξ +
∫ T
s
f(r, Yr, Zr, K
♭
r)dr − Ss −
∫ T
s
ZrdBr
)}]
−max
[
0, max
t≤s≤T
{
−
(
ξ +
∫ T
s
f(r, Yr, Zr, K
♭
r)dr − Ss −
∫ T
s
ZrdBr
)}]
which yields that
|K˜t − K˜ ′t|2 ≤ 4T
∫ T
0
∣∣f(s, Ys, Zs, K♭s)− f(s, Y ′s , Z ′s, K ′♭s )∣∣2 ds
+4
∣∣∣∣ sup
0≤s≤T
∫ T
s
(Zr − Z ′r)dBr
∣∣∣∣
2
≤ 24TC21
∫ T
0
(
|Ys − Y ′s |2 + |Zs − Z ′s|2
)
ds
+24TC22
∫ T
0
|K♭s −K ′♭s |2ds+ 4
∣∣∣∣ sup
0≤s≤T
∫ T
0
(Zr − Z ′r)dBr
∣∣∣∣
2
so that
E|K˜t − K˜ ′t|2 ≤
(
24TC21 + 4C3
)
E
∫ T
0
(
|Ys − Y ′s |2 + |Zs − Z ′s|2
)
ds
+24TC21
∫ T
0
E|K♭s −K ′♭s |2ds
≤ (24TC21 + 4C3)E
∫ T
0
(
|Ys − Y ′s |2 + |Zs − Z ′s|2
)
ds
+24TC22
∫ T
0
E|Ks −K ′s|2ds
which implies (3.18).
3.3 Existence theorem
We are now in a position to show the existence of a solution to (3.1)-(3.2).
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Theorem 3.6 There is a constant C0 > 0 depending only on C1 such that if C2T ≤ C0,
where C2 is the Lipschitz constant appearing in (3.3), then there is a unique solution (Y, Z,K)
to the problem (3.1)-(3.2). Moreover the reversed local time satisfies (3.5). If C2 = 0 that is
the driver f does not depend on K, then there is no restriction on T .
Proof. Let α ≥ 0 and β > 0 to be chosen late, and define
||(Y, Z,K)− (Y ′, Z ′, K ′)||2α,β = ||Y − Y ′||2α + ||Z − Z ′||2α + β||K −K ′||2∞.
Let (Y˜ , Z˜, K˜) = L(Y, Z,K) and (Y˜ ′, Z˜ ′, K˜ ′) = L(Y ′, Z ′, K ′). Then
||K♭ −K ′♭||2α ≤
eαT − 1
α
||K −K ′||2∞
so that, together with (3.12) (in which choose α− εC1 − ε′C2 = 1)
||Y˜ − Y˜ ′||2α + ||Z˜ − Z˜ ′||2α + β||K˜ − K˜ ′||2∞
≤
[(
24TC21 + 4C3
)
β +
2C1
ε
] (||Y − Y ′||20 + ||Z − Z ′||20)
+
(
24C22
β
T 2 +
2C2
ε′β
eαT − 1
α
)
β||K −K ′||2∞. (3.19)
Choose ε = 8C1, ε
′ = 1, α = 1 + 8C21 + C2 and β =
1
16(4TC21+1)
. Then there is a number
C0 > 0 such that if C2T ≤ C0, we have
12C22T
2 + C2
e(1+8C
2
1
+C2)T − 1
1 + 8C21 + C2
≤ 1
48 (6TC21 + C3)
so that
24C22
β
T 2 +
2C2
ε′β
eαT − 1
α
≤ 1
2
.
Hence
||(Y˜ , Z˜, K˜)− (Y˜ ′, Z˜ ′, K˜ ′)||α,β ≤ 1√
2
||(Y, Z,K)− (Y ′, Z ′, K ′)||α,β, (3.20)
so there is a fixed point (Y, Z,K), which is clearly a solution according to Proposition 3.2.
3.4 Continuous dependence and uniqueness
Here we study the continuous dependence result of the solution of this reflected equation
with respect to the parameters, which will lead to the uniqueness of the solution immediately.
First we consider following a priori estimation.
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Proposition 3.7 Under the same assumptions in Theorem 3.6. Suppose (Y, Z,K) to be the
solution of reflected BSDE(3.1), then there exists a constant C depending only on C1 and
C2T , such that
E
(
sup
0≤t≤T
Y 2t +
∫ T
0
|Zs|2ds+K2T
)
≤ CE
(
ξ2 +
∫ T
0
(f 0t )
2dt+ ( sup
0≤t≤T
S+t )
2
)
. (3.21)
Proof. Applying Itoˆ’s formula to Y 2t , and taking expectation, then
E[Y 2t +
∫ T
t
|Zs|2ds = E[ξ2 + 2
∫ T
t
Ysf(s, Ys, Zs, Ks)ds+ 2
∫ T
t
YsdKs]
= E[ξ2 + 2
∫ T
t
Ysf(s, Ys, Zs, Ks)ds+ 2
∫ T
t
SsdKs]
as
∫ T
0
(Ys − Ss)dKs = 0. By (3.3), we have
E[Y 2t +
∫ T
t
|Zs|2ds] ≤ E
(
ξ2 + 2
∫ T
t
SsdKs
)
+2E
∫ T
t
|Ys|
(∣∣f 0s ∣∣+ C1 (|Ys|+ |Zs|) + C2 |Ks|) ds
≤ E
(
ξ2 +
∫ T
t
∣∣f 0s ∣∣2 ds+ α( sup
0≤t≤T
S+t )
2
)
+ E
∫ T
t
|Zs|2ds
+
(
2C1 + C
2
1 + 2
)
E
∫ T
t
|Ys|2 ds+ (C22T +
1
α
)EK2T .
By using Gronwell’s inequality, we get
E[Y 2t ] ≤ e(2C1+C
2
1
+2)T
E[
(
ξ2 +
∫ T
t
∣∣f 0s ∣∣2 ds+ α( sup
0≤t≤T
S+t )
2
)
+(C22T +
1
α
)e(2C1+C
2
1
+2)T
EK2T
and
E
∫ T
t
|Zs|2ds ≤ CTE
[
ξ2 +
∫ T
t
∣∣f 0s ∣∣2 ds+ α( sup
0≤t≤T
S+t )
2 + (C22T +
1
α
)K2T
]
where
CT =
(
2C1 + C
2
1 + 2
)
e(2C1+C
2
1
+2)TT + 1.
Since
KT = Y0 − ξ −
∫ T
0
f(s, Ys, Zs, Ks)ds+
∫ T
0
ZsdBs
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so
EK2T ≤ CE
(
ξ2 +
∫ T
t
∣∣f 0s ∣∣2 ds
)
+ 8C21E
∫ T
t
|Ys|2 ds
+(8C21 + 8)E
∫ T
t
|Zs|2ds+ 8C22TEK2T
≤ CE
(
ξ2 +
∫ T
t
∣∣f 0s ∣∣2 ds+ α( sup
0≤t≤T
S+t )
2
)
+
(
C4C
2
2T
2 + 4C22T +
C4
α
)
EK2T
where C4 = (8C
2
1 + (8C
2
1 + 8) (2C1 + C
2
1 + 2)) e
(2C1+C21+2)T which is independent of C2, so
that if C2T small enough, and choosing α big enough, we can ensure that C4C
2
2T
2+4C22T +
C4
α
< 1, so that
E[Y 2t +
∫ T
0
|Zs|2ds+KT ] ≤ CE[ξ2 +
∫ T
0
(f 0t )
2dt + ( sup
0≤t≤T
S+t )
2],
with some constant C. (3.21) follows by the use of the Burkholder inequality.
Now we consider the following continuous dependence theorem
Theorem 3.8 Under the same assumptions in Theorem 3.6. Suppose (Y i, Z i, Ki), (i = 1, 2)
to be the solution of reflected BSDE (3.1) with parameters (ξi, f i, Si), respectively. Set
△Y = Y 1 − Y 2, △ Z = Z1 − Z2, △K = K1 −K2,
△ξ = ξ1 − ξ2, △ f = f 1 − f 2, △ S = S1 − S2.
Then
E
(
sup
0≤t≤T
|△Yt|2 +
∫ T
0
| △ Zs|2ds+ |△KT |
)
≤ CE
(
△ξ2 +
∫ T
0
∣∣△f(t, Y 1t , Z1t , K1t )∣∣2 dt
)
+CΨ
1
2
T
[
E( sup
0≤t≤T
|△St|)2]
] 1
2
where C depends only on C1 and C2T , and
ΨT = E
(|ξ1|2 + |ξ2|2)+ E
[
( sup
0≤t≤T
(S1t )
+)2 + ( sup
0≤t≤T
(S2t )
+)2
]
+E
∫ T
0
(
∣∣f 1(t, 0, 0, 0)∣∣2 + ∣∣f 2(t, 0, 0, 0)∣∣2)dt.
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Proof. Applying Itoˆ’s formula to |△Yt|2, then taking expectation, and using the fact
that
∫ T
t
(△Ys −△Ss)d(△Ks) ≤ 0, we get
E
(
|△Yt|2 +
∫ T
t
| △ Zs|2ds
)
= E
(
△ξ2 + 2
∫ T
t
△Ys△ f(s, Y 1s , Z1s , K1s )ds
)
+2E
(∫ T
t
△Ys(f 2(s, Y 1s , Z1s , K1s )− f 2(s, Y 2s , Z2s , K2s ))ds
)
+2E
∫ T
t
△Ssd(△Ks).
By (3.3), we get
E |△Yt|2 ≤ E
(
△ξ2 +
∫ T
t
∣∣△f(s, Y 1s , Z1s , K1s )∣∣2 ds
)
+(2 + 2C1 + C
2
1)E
∫ T
t
|△Ys|2 ds+ C22TE[△K2T ]
+E sup
0≤t≤T
(|△St| (K1T +K2T )) .
Now we are in the same situation as in the previous proposition, with similar arguments, as
the Lipschitz constant C2 is small, the result thus follows immediately.
It follows from the continuous dependence result, the solution of reflected BSDE (3.1)-
(3.2) is unique.
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