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On SDEs driven by fractional Brownian motion
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Abstract. In this paper, high-order moments, even exponential moments, estimates are
established for solutions to stochastic differential equations driven by fractional Brow-
nian motion whose drifts are measurable and have linear growth. As applications, we
study the weak uniqueness of solutions to fractional stochastic differential equations.
Moreover, combining our estimates and the Fourier transform, we establish the existence
of density of solutions to equations with irregular drifts. We further obtain Gaussian
estimates for the tails of additive functional of such equation with bounded and mea-
surable drift. It is relied on a mix of the Girsanov transform and the Clark-Ocone type
covariance representation.
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1 Introduction
Malliavin calculus has become a powerful tool for studying the existence and the smooth-
ness of densities of stochastic differential equations (in short SDEs) based on the cel-
ebrated integration by parts formula. As far as this formula concerned, one usually
requires regularity on the coefficients of the associated SDEs. There are some results
attempt to deal with irregularities in the coefficients of SDEs using Malliavin calculus.
For instance, in [17, 18] the authors obtained regularity properties and upper and lower
bounds for the densities of functionals of SDEs whose drifts are bounded and measur-
able, through the Girsanov transform combined with an Itoˆ-Taylor expansion of the
change of measure.
On the other hand, the fractional Brownian motion appear naturally in the modeling
of many complex phenomena in applications when the systems are subject to rough
external forcing. The properties that the fractional Brownian motion with Hurst pa-
rameter H 6= 1/2 is neither a Markov process nor a (weak) semimartingale complicate
1E-mail address: fanxiliang0515@163.com (X. Fan), zhangsq@cufe.edu.cn(S. Zhang).
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the study of SDEs driven by fractional Brownian motion, and then need to develop new
construction techniques of such equations beyond the classical Markovian framework.
Based on the techniques of fractional calculus developed by Za¨hle in [37], Nualart and
Ra˘s¸canu [29] proved the existence and uniqueness result with H > 1/2. Coutin and
Qian [9] also derived the existence and uniqueness result for H ∈ (1/4, 1/2) through
the rough-type arguments introduced in [20]. For other results on the existence and
uniqueness, the reader may consult e.g. [5, 13, 16, 19, 22, 28] and the references therein.
In [6, 7, 16, 26, 30], by rough path techniques or Malliavin calculus the authors han-
dled the existence of densities of the solutions under regularity assumptions. While in
[2, 3, 8, 15, 23], the smoothness and Gaussian type estimates for the densities are treated.
The goal of the present research is to try to establish the existence of the density for
SDE driven by a fractional Brownian motion without any local regularity requirement
on the drift, and give Gaussian estimates for the tails of additive functional of such
equation.
This paper is structured as follows. Section 2 is devoted to recall some useful facts on
fractional calculus and fractional Brownian motion BH . In Section 3, we shall present
our results on the moments estimates of fractional SDEs of the form:
X(t) = x+
∫ t
0
b(X(s))ds+
∫ t
0
σ(X(s))dBHs , t ∈ [0, T ], (1.1)
where H ∈ (1/2, 1). Some direct consequences, such as weak uniqueness of solutions,
will be given there. Our main applications to fractional SDEs are showed in Section
4 and 5. In Section 4 we show that the law of X(t) admits a density in some Besov
space for every t > 0, provided that σ is Ho¨lder continuous with exponent γ ∈ ( 12H , 1)
and that b is measurable and has linear growth. In Section 5 we are to obtain Gaussian
estimates for the tails of additive functional of stochastic equation (1.1) whose drift is
bounded and measurable. The argument consists of using the Girsanov transform in
order to remove the irregular drift from the stochastic equation, together with covariance
representations based on the Clark-Ocone formula which only requires the computation
of gradient and a conditional expectation (see, e.g. [23, 25]). Based on our estimates
in Section 3, we can give an explicit upper bound of the tail, which can be viewed as a
generalization of the case of Brownian motion, see Remark 5.3.
Lastly, since the drift is irregular, we shall say a few words about the methodology
we rely on in Section 4. It is related to Fournier and Printems [14] and Romito [31]. In
[14], the authors have investigated some one-dimensional processes which do not have
Malliavin derivatives including e.g. SDEs with Ho¨lder coefficients and SDEs with ran-
dom coefficients driven by usual Brownian motion, and proved the absolute continuity
of the time marginals of these processes, through the study of the Fourier transform of
such time marginals and the one-step Euler approximation of the underlying processes.
While in [31], the author introduced a simple and powerful method, also based on the
one-step Euler method, which can treat multidimensional stochastic equations. In the
case of SDEs driven by fractional Brownian motion, the computations for the condi-
tionally characteristic function of the one-step Euler scheme and the related estimates
involved in the underlying processes and the one-step Euler scheme, which are essential
in the arguments in [14], are nontrivial, due to the fractional Brownian motion depen-
dence structure. In order to overcome these difficulties, we shall express the one-step
Euler scheme as an equation driven by the Wiener process W defined by the relation
(2.6) below which enables us to take advantage of the independence of the increments
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of W , and adopt the fractional calculus. More details see Lemma 4.2 and Lemma 4.3
below.
2 Preliminaries
2.1 Fractional calculus
In this part, we shall give a brief account on fractional operators, which can be found
in [32].
Let a, b ∈ R with a < b. For α > 0 and f ∈ L1(a, b), the left-sided (resp. right-sided)
fractional Riemann-Liouville integral of f of order α on [a, b] is defined as
Iαa+f(x) =
1
Γ(α)
∫ x
a
f(y)
(x− y)1−αdy,
(
resp. Iαb−f(x) =
(−1)−α
Γ(α)
∫ b
x
f(y)
(y − x)1−αdy
)
,
where x ∈ (a, b) a.e., (−1)−α = e−iαπ,Γ stands for the Euler function. In particular,
when α = n ∈ N, they reduced to the usual n-order iterated integrals.
Let p ≥ 1. If f ∈ Iαa+(Lp) (resp. Iαb−(Lp)) and 0 < α < 1, then the Weyl derivatives
read as follow
Dαa+f(x) =
1
Γ(1− α)
(
f(x)
(x− a)α + α
∫ x
a
f(x)− f(y)
(x− y)α+1 dy
)
(2.1)
and
Dαb−f(x) =
(−1)α
Γ(1− α)
(
f(x)
(b− x)α + α
∫ b
x
f(x)− f(y)
(y − x)α+1 dy
)
, (2.2)
where the convergence of the integrals at the singularity y = x holds pointwise for almost
all x if p = 1 and in Lp-sense if 1 < p <∞.
For any α ∈ (0, 1), let Cα(a, b) be the space of α-Ho¨lder continuous functions f on
the interval [a, b] and set
‖f‖a,b,α = sup
a≤s<t≤b
|f(t)− f(s)|
|t− s|α .
Besides, for any given continuous function f : [a, b]→ R, put
‖f‖a,b,∞ = sup
a≤s≤b
|f(s)|.
We also write ‖f‖α = ‖f‖0,T,α and ‖f‖∞ = ‖f‖0,T,∞.
Suppose that f ∈ Cλ(a, b) and g ∈ Cµ(a, b) with λ + µ > 1. By [36], the Riemann-
Stieltjes integral
∫ b
a fdg exists. In [37], Za¨hle provides an explicit expression for the
integral
∫ b
a fdg in terms of fractional derivative. Let λ > α and µ > 1 − α. Then the
Riemann-Stieltjes integral can be expressed as∫ b
a
fdg = (−1)α
∫ b
a
Dαa+f(t)D
1−α
b− gb−(t)dt, (2.3)
where gb−(t) = g(t)− g(b).
The relation (2.3) can be regarded as fractional integration by parts formula.
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2.2 Fractional Brownian motion
For later use, we will recall some basic facts about fractional Brownian motion. For a
deeper discussion, we refer the reader to [4, 10, 21, 27].
Let BH = {BHt , t ∈ [0, T ]} be a fractional Brownian motion with Hurst parame-
ter H ∈ (1/2, 1) defined on the probability space (Ω,F ,P), that is, BH is a centered
Gaussian process with the covariance function
E
(
BHt B
H
s
)
= RH(t, s) =
1
2
(
t2H + s2H − |t− s|2H) .
Furthermore, one can show that E|BHt − BHs |p = C(p)|t− s|pH , ∀p ≥ 1. Consequently,
by the Kolmogorov continuity criterion BH have (H − ǫ)-order Ho¨lder continuous paths
for all ǫ > 0. For each t ∈ [0, T ], let Ft be the σ-algebra generated by the random
variables {BHs : s ∈ [0, t]} and the sets of probability zero.
Denote E by the set of step functions on [0, T ]. Let H be the Hilbert space defined
as the closure of E with respect to the scalar product
〈I[0,t], I[0,s]〉H = RH(t, s).
By B.L.T. theorem, the mapping I[0,t] 7→ BHt can be extended to an isometry between H
and the Gaussian space H1 associated with BH . Denote this isometry by φ 7→ BH(φ).
On the other hand, by [10] we know that the covariance kernel RH(t, s) can be written
as
RH(t, s) =
∫ t∧s
0
KH(t, r)KH(s, r)dr, (2.4)
where KH is a square integrable kernel given by
KH(t, s) =
s1/2−H
Γ(H − 1/2)
∫ t
s
rH−1/2(r − s)H−3/2dr1[0,t](s)
= Γ
(
H +
1
2
)−1
(t− s)H− 12F
(
H − 1
2
,
1
2
−H,H + 1
2
, 1− t
s
)
, (2.5) equ-KH
in which F (·, ·, ·, ·) is the Gauss hypergeometric function (for details see [10] or [24]).
Now, define the linear operator K∗H : E → L2([0, T ]) by
(K∗Hφ)(s) = KH(T, s)φ(s) +
∫ T
s
(φ(r)− φ(s))∂KH
∂r
(r, s)dr.
By integration by parts, it is easy to see that this can be rewritten as
(K∗Hφ)(s) =
∫ T
s
φ(r)
∂KH
∂r
(r, s)dr.
Due to [1], for all φ,ψ ∈ E , there holds 〈K∗Hφ,K∗Hψ〉L2([0,T ]) = 〈φ,ψ〉H and then K∗H can
be extended to an isometry between H and L2([0, T ]). Hence, according to [1] again,
the process {Wt = BH((K∗H )−1I[0,t]), t ∈ [0, T ]} is a Wiener process, and BH has the
following integral representation
BHt =
∫ t
0
KH(t, s)dWs. (2.6)
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Finally, consider the operator KH : L
2([0, T ]) → IH+1/20+ (L2([0, T ])) associated with
the integrable kernel KH(·, ·)
(KHf)(t) =
∫ t
0
KH(t, s)f(s)ds
It can be proved (see [10]) that KH is an isomorphism and moreover, for each f ∈
L2([0, T ]),
(KHf)(s) = I
1
0+s
H−1/2I
H−1/2
0+ s
1/2−Hf.
Consequently, for each h ∈ IH+1/20+ (L2([0, T ])), the inverse operator K−1H is of the form
(K−1H h)(s) = s
H−1/2D
H−1/2
0+ s
1/2−Hh′. (2.7)
3 Moment estimates of solutions to fractional SDE
Consider the following d-dimensional SDE driven by fractional Brownian motion BH on
R
d:
dX(t) = b(X(t))dt+ σ(X(t))dBHt , X(0) = x, t ∈ [0, T ], (3.1) equ_3_1
where b : Rd → Rd and σ : Rd → Rd ⊗ Rd are measurable. In this section, we shall give
some higher-order moments estimates of solutions to (3.1) and present some interesting
applications of these estimates. To this end, we first introduce the following hypothesis.
Hypothesis (A1):
(i) b is measurable and has linear growth;
(ii) σ is Ho¨lder continuous of order γ ∈ (1/H − 1, 1].
By [11, Theorem 4] and (A1), it follows that there exists a solution X to (3.1) which has
β-Ho¨lder continuous trajectories for any β < H. Generally, the condition (ii) ensures
that the stochastic integral
∫ ·
0 σ(X(t))dB
H
t makes sense as a pathwise Riemann-Stieltjes
integral. For a matrix A ∈ Rd ⊗ Rd, we denote by |A| the matrix norm of A, i.e.
|A| := sup
|x|≤1,x∈Rd
|Ax|.
Then our main result in this section reads as follows.
Theorem 2.1 Theorem 3.1 Assume (A1). Then there holds
E
(
‖X‖p∞ + ‖X‖pβ
)
<∞, ∀p ≥ 1, 0 < β < H.
If |σ| is a bounded function on Rd in addition, then for any C ∈ R, 0 < δ < 4 − 2H and
0 < β < H, it holds that
EeC‖X‖
δ
β <∞.
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Before the proof of this theorem, we shall present some applications. As a direct
consequence, we shall give some estimates on Rt defined as follows
Rt := exp
(∫ t
0
〈
K−1H
(∫ ·
0
h(X(r))dr
)
(s),dWs
〉
− 1
2
∫ t
0
∣∣∣∣K−1H
(∫ ·
0
h(X(r))dr
)∣∣∣∣
2
(s)ds
)
,
where h is a Rd-valued function on Rd. These estimates may contribute to the study of
the exponential martingale of fractional Brownian motion.
Cor2.1 Corollary 3.2 Assume (A1).
(i) If σh has linear growth and
|h(x) − h(y)| ≤ C|x− y|λ(1 + |x|p + |y|p), x, y ∈ Rd, (3.2) h-Holder
with some C > 0, p > 0 and λ ∈ (1− 12H , 1].
Then {Rt}t∈[0,T ] is a uniformly integrable martingale with
sup
t∈[0,T ]
ERt logRt <∞.
Consequently,
{
B˜Ht
}
t∈[0,T ]
:=
{
BHt −
∫ t
0
h(X(s))ds
}
t∈[0,T ]
is a fractional Brownian motion
under RTP.
(ii) If h is bounded and λ-Ho¨lder continuous with λ ∈ (1 − 12H , 1], and |σ| is bounded, then
for any C > 0,
E exp
(
C
∫ T
0
∣∣∣∣K−1H
(∫ ·
0
h(X(r))dr
)∣∣∣∣
2
(s)ds
)
<∞.
As a consequence of Corollary 3.2, we can obtain the uniqueness in law for solutions
to (3.1) following the same argument in [11, Theorem 8].
Cor_3_2 Corollary 3.3 Assume (A1). Suppose that σ is invertible and
|σ−1b(x)− σ−1b(y)| ≤ C|x− y|λ(1 + |x|p + |y|p), x, y ∈ Rd, (3.3) h-Holder2
with some C > 0, p > 0 and λ ∈ (1− 12H , 1]. Then the solutions to (3.1) have the same law.
Indeed, let h = σ−1b, then the conditions of Corollary 3.3 implies that of Corollary 3.2.
Thus
exp
(
−
∫ ·
0
〈
K−1H
(∫ ·
0
(σ−1b)(X(r))dr
)
(s),dWs
〉
− 1
2
∫ ·
0
∣∣∣∣K−1H
(∫ ·
0
(σ−1b)(X(r))dr
)∣∣∣∣
2
(s)ds
)
is an exponential martingale. Hence, the proof of Corollary 3.3 follows from [11, Theorem
8] completely, and we omit the proof here.
The proofs of Theorem 3.1 and Corollary 3.2 begin with the following simple lemma,
which will be used to estimate the stochastic integral.
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BasIne_1 Lemma 3.4 Let p > 0, p′ > 1 such that p− p′ + 1 > 0. Then there exists C > 0 such that∫ x
0
wp−p
′
1 + kwp
dw ≤ Cx
p−p′+1
1 + xp−p
′+1k
p−p′+1
p
, k > 0, x > 0.
Consequently, ∫ x
0
kwp−p
′
1 + kwp
dw ≤ Ck p
′−1
p , k > 0, x > 0.
Proof. For x > 0, we have∫ x
0
wp−p
′
1 + wp
dw ≤ x
p−p′+1
p− p′ + 11(0,1](x) +
{
1
p− p′ + 1 +
1
p′ − 1
(
1− 1
xp′−1
)}
1(1,∞)(x)
≤ p
(p − p′ + 1)(p′ − 1)
(
xp−p
′+1 ∧ 1
)
≤ C x
p−p′+1
1 + xp−p′+1
.
Then, it follows that
∫ x
0
wp−p
′
1 + kwp
dw = k−
p−p′+1
p
∫ xk 1p
0
up−p
′
1 + up
du
≤ Ck− p−p
′+1
p
xp−p
′+1k
p−p′+1
p
1 + xp−p
′+1k
p−p′+1
p
=
Cxp−p
′+1
1 + xp−p′+1k
p−p′+1
p
.
Consequently,
∫ x
0
kwp−p
′
1 + kwp
dw ≤ Ckx
p−p′+1
1 + xp−p
′+1k
p−p′+1
p
=
Ck
p−p′+1
p xp−p
′+1
1 + xp−p
′+1k
p−p′+1
p
k
p′−1
p ≤ Ck p
′−1
p .

Proof of Theorem 3.1. (1) We shall prove the first claim. Since ‖X‖β is non-decreasing
in β, we only need to prove the claim for β large enough. It follows from (3.1) that for
any 0 ≤ s < t ≤ T ,
X(t)−X(s) =
∫ t
s
b(X(r))dr +
∫ t
s
σ(X(r))dBHr . (3.4)
Since γ ∈ ( 1H − 1, 1], 11+γ < H. Taking H > β > 11+γ , then γβ > 1−β. Using fractional
by parts formula (2.3) with α ∈ (1− β, βγ), we get∫ t
s
σ(X(r))dBHr = (−1)α
∫ t
s
Dαs+σ(X(·))(r)D1−αt− BHt−(r)dr. (3.5)
It follows from (2.1) and (2.2) that
∣∣Dαs+σ(X·)(r)∣∣ = 1Γ(1− α)
∣∣∣∣σ(X(r))(r − s)α + α
∫ r
s
σ(X(r)) − σ(X(u))
(r − u)α+1 du
∣∣∣∣
7
≤ 1
Γ(1− α)
(
|σ(X(r))|(r − s)−α
+ α‖σ‖γ
∫ r
s
‖X‖γu,r,β(r − u)βγ−α−1du
)
≤C
(
|σ(X(r))|(r − s)−α + ‖σ‖γ‖X‖γs,r,β(r − s)βγ−α
)
(3.6) Lemma 3.2-2
and
∣∣D1−αt− BHt−(r)∣∣ = 1Γ(α)
∣∣∣∣BHr −BHt(t− r)1−α + (1− α)
∫ t
r
BHr −BHu
(u− r)2−αdu
∣∣∣∣
≤ C‖BH‖β(t− r)α+β−1. (3.7)
Then plugging (3.6) and (3.7) into (3.5) yields
∣∣∣∣
∫ t
s
σ(X(r))dBHr
∣∣∣∣ ≤ C‖BH‖β
(∫ t
s
|σ(X(r))|(r − s)−α(t− r)α+β−1dr
+‖σ‖γ
∫ t
s
‖X‖γs,r,β(r − s)βγ−α(t− r)α+β−1dr
)
. (3.8)
For the drift term, using the linear growth of b we clearly get∣∣∣∣
∫ t
s
b(X(r))dr
∣∣∣∣ ≤ C
∫ t
s
(1 + |X(r)|) dr. (3.9)
Consequently,
|X(t)| ≤ |X(s)|+ C
∫ t
s
(1 + |X(r)|)dr + C‖BH‖β
∫ t
s
|σ(X(r))|(r − s)−α(t− r)α+β−1dr
+ C‖BH‖β‖σ‖γ
∫ t
s
‖X‖γs,r,β(r − s)γβ−α(t− r)α+β−1dr
≤|X(s)| + C(t− s)(1 + |X(s)|) + C
∫ t
s
‖X‖s,r,β(r − s)βdr
+ C‖BH‖β |σ(X(s))|
∫ t
s
(r − s)−α(t− r)α+β−1dr
+ C‖BH‖β
∫ t
s
|σ(X(r)) − σ(X(s))|(r − s)−α(t− r)α+β−1dr
+ C‖BH‖β‖σ‖γ
∫ t
s
‖X‖γs,r,β(r − s)γβ−α(t− r)α+β−1dr
≤|X(s)| + C(t− s)(1 + |X(s)|) + C(t− s)β
∫ t
s
‖X‖s,r,βdr
+ C‖BH‖β |σ(X(s))|(t − s)β
+ C‖BH‖β‖σ‖γ
∫ t
s
‖X‖γs,r,β(r − s)γβ−α(t− r)α+β−1dr
≤|X(s)| + C(t− s)(1 + |X(s)|)
+ C(t− s)β
∫ t
s
‖X‖s,r,βdr +C‖BH‖β(1 + |X(s)|γ)(t− s)β
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+ C‖BH‖β‖σ‖γ
∫ t
s
((1− γ) + γ‖X‖s,r,β)(r − s)γβ−α(t− r)α+β−1dr
≤|X(s)| + C(t− s)(1 + |X(s)|)
+ C‖BH‖β(1 + |X(s)|γ)(t− s)β + C‖BH‖β(t− s)(1+γ)β
+ C
(
(t− s)β + (t− s)(1+γ)β−1‖BH‖β
) ∫ t
s
‖X‖s,r,βdr
where in the last inequality, we used the inequalities γβ − α > 0 and α + β − 1 > 0.
Since this inequality holds with X(t) replaced by X(t′) for any s ≤ t′ ≤ t, we arrive at
‖X‖s,t,∞ ≤|X(s)|+ C(t− s)(1 + |X(s)|)
+ C‖BH‖β(1 + |X(s)|γ)(t− s)β + C‖BH‖β(t− s)(1+γ)β
+ C
(
(t− s)β + (t− s)(1+γ)β−1‖BH‖β
) ∫ t
s
‖X‖s,r,βdr
≤C(t− s) + C
(
1 + (t− s) + (t− s)β‖BH‖β
)
|X(s)|
+ C
(
(t− s)β + (t− s)(1+γ)β
)
‖BH‖β
+ C
(
(t− s)β + (t− s)(1+γ)β−1‖BH‖β
) ∫ t
s
‖X‖s,r,βdr. (3.10) Xinfty
To get the estimate of ‖X‖s,t,∞, we need to estimate ‖X‖s,t,β. In fact, it follows from
(3.4), (3.8) and (3.9) that
|X(t)−X(s)|
(t− s)β ≤C(t− s)
1−β +
C
(t− s)β
∫ t
s
|X(r)|dr
+
C‖BH‖β
(t− s)β
∫ t
s
|σ(X(r))|(r − s)−α(t− r)α+β−1dr
+
C‖σ‖γ‖BH‖β
(t− s)β
∫ t
s
‖X‖γs,r,β(r − s)γβ−α(t− r)α+β−1dr
≤C(t− s)1−β(1 + ‖X‖s,t,∞)
+
C‖BH‖β
(t− s)β
∫ t
s
|σ(X(s))|(r − s)−α(t− r)α+β−1dr
+
C‖BH‖β
(t− s)β
∫ t
s
|σ(X(r)) − σ(X(s))|(r − s)−α(t− r)α+β−1dr
+
C‖σ‖γ‖BH‖β
(t− s)β
∫ t
s
‖X‖γs,r,β(r − s)γβ−α(t− r)α+β−1dr
≤C(t− s)1−β(1 + ‖X‖s,t,∞) + C‖BH‖β|σ(X(s))|
+
C‖σ‖γ‖BH‖β
(t− s)β
∫ t
s
‖X‖γs,r,β(r − s)γβ−α(t− r)α+β−1dr
≤C(t− s)1−β(1 + ‖X‖s,t,∞) + C‖BH‖β(1 + |X(s)|γ)
+
C‖σ‖γ‖BH‖β
(t− s)β
∫ t
s
‖X‖γs,r,β(r − s)γβ−α(t− r)α+β−1dr. (3.11) fanadd-1
This inequality holds if s, t in the right hand side are replaced by any s′, t′ with s ≤ s′ <
t′ ≤ t. Then after obtaining the upper bound of the last term in (3.11), we can take
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supremum, and shall get an inequality of ‖X‖s,t,β .
Since H > 12 and γ ∈ ( 1H − 1, 1], we have 12(1−H) > 1 ≥ γ and H > 1 − 12γ . Taking
β > 1− 12γ , there is θ ∈ (0, 1) such that 12γ > θ > 1− β, i.e.
θ + β > 1,
1
1− γθ < 2.
By the Ho¨lder inequality and γβ − α > 0, α+ β − 1 > 0, we have
C‖σ‖γ‖BH‖β
(t− s)β
∫ t
s
‖X‖γs,r,β(r − s)γβ−α(t− r)α+β−1dr
≤‖X‖γθs,t,β
C‖σ‖γ‖BH‖β
(t− s)β
∫ t
s
‖X‖γ(1−θ)s,r,β (t− r)α+β−1(r − s)βγ−αdr
≤1
2
‖X‖s,t,β + C
( ‖BH‖β
(t− s)β
∫ t
s
‖X‖γ(1−θ)s,r,β (t− r)α+β−1(r − s)βγ−αdr
) 1
1−θγ
≤1
2
‖X‖s,t,β + C‖BH‖
1
1−θγ
β (t− s)
γβ−1
1−γθ
(∫ t
s
‖X‖γ(1−θ)s,r,β dr
) 1
1−γθ
≤1
2
‖X‖s,t,β + C‖BH‖
1
1−θγ
β (t− s)
γ(β+θ−1)
1−γθ
(∫ t
s
‖X‖s,r,βdr
)γ(1−θ)
1−γθ
≤1
2
‖X‖s,t,β + C‖BH‖
1
1−θγ
β (t− s)
γ(β+θ−1)
1−γθ
(∫ t
s
‖X‖s,r,βdr + 1
)
.
Hence, this, together with (3.11), leads to
‖X‖s,t,β ≤C
(
(t− s)1−β + ‖BH‖β
)
(1 + ‖X‖s,t,∞)
+ C‖BH‖
1
1−θγ
β (t− s)
γ(β+θ−1)
1−γθ
+ C‖BH‖
1
1−θγ
β (t− s)
γ(β+θ−1)
1−γθ
∫ t
s
‖X‖s,r,βdr. (3.12) Xbeta
Combining (3.10) and (3.12), we have
‖X‖s,t,β ≤C
[
(t− s)1−β + ‖BH‖β + ‖BH‖
1
1−θγ
β (t− s)
γ(β+θ−1)
1−γθ
]
+ C
(
(t− s)1−β + ‖BH‖β
){
(t− s) +
(
1 + (t− s) + (t− s)β‖BH‖β
)
|X(s)|
+
(
(t− s)β + (t− s)(1+γ)β
)
‖BH‖β
+
(
(t− s)β + (t− s)(1+γ)β−1‖BH‖β
) ∫ t
s
‖X‖s,r,βdr
}
+ C‖BH‖
1
1−θγ
β (t− s)
γ(β+θ−1)
1−γθ
∫ t
s
‖X‖s,r,βdr
≤C
(
1 + (t− s)2−β
) (
1 + ‖BH‖β
)2 |X(s)| + C (1 + (t− s)1+γβ) (1 + ‖BH‖β)2
+ C
[
(t− s) + (t− s)
γ(β+θ−1)
1−γθ ‖BH‖
1
1−θγ
β + (t− s)(1+γ)β−1‖BH‖2β
+ ‖BH‖β
(
(t− s)β + (t− s)γβ
) ] ∫ t
s
‖X‖s,r,βdr
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≤C
(
1 + (t− s)1+γβ
) (
1 + ‖BH‖β
)2 (
1 + |X(s)|
)
+ C
[
(t− s) + (t− s)
γ(β+θ−1)
1−γθ ‖BH‖
1
1−θγ
β + (t− s)(1+γ)β−1‖BH‖2β
+ ‖BH‖β
(
(t− s)β + (t− s)γβ
) ] ∫ t
s
‖X‖s,r,βdr,
where in the last two inequalities we have used that 1 + γβ > 2 − β. Recalling that
θ + β > 1 and 11−γθ < 2, by the Gronwall inequality we conclude that there is some
δ > 0 such that
‖X‖s,t,β ≤ C
(
1 + (t− s)1+γβ
) (
1 + ‖BH‖β
)2 (
1 + |X(s)|
)
exp
(
C(t− s)1+δ(‖BH‖2β + 1)
)
.
Let n ∈ N and k0 = t− s. Then
‖X‖(n−1)k0 ,nk0,β
≤C
(
1 + k1+γβ0
) (
1 + ‖BH‖β
)2
exp
(
Ck1+δ0 (‖BH‖2β + 1)
)(
|X((n − 1)k0)|+ 1
)
≤Ckβ0
(
1 + k1+γβ0
) (
1 + ‖BH‖β
)2
exp
(
Ck1+δ0 (‖BH‖2β + 1)
)
‖X‖(n−2)k0 ,(n−1)k0,β
+ C
(
1 + k1+γβ0
) (
1 + ‖BH‖β
)2
exp
(
Ck1+δ0 (‖BH‖2β + 1)
)(
|X((n − 2)k0)|+ 1
)
≤C
{
kβ0
(
1 + k1+γβ0
)2 (
1 + ‖BH‖β
)4
exp
(
2Ck1+δ0 (‖BH‖2β + 1)
)
+
(
1 + k1+γβ0
) (
1 + ‖BH‖β
)2
exp
(
Ck1+δ0 (‖BH‖2β + 1)
)}(
|X((n − 2)k0)|+ 1
)
≤C(kβ0 + 1)
{(
1 + k1+γβ0
) (
1 + ‖BH‖β
)2
exp
(
Ck1+δ0 (‖BH‖2β + 1)
)}2(|X((n − 2)k0)|+ 1).
We iterate to find the following inequality
‖X‖(n−1)k0 ,nk0,β
≤Cn(kβ0 + 1)n−1
{(
1 + k1+γβ0
) (
1 + ‖BH‖β
)2
exp
(
Ck1+δ0 (‖BH‖2β + 1)
)}n(|X(0)| + 1)
for some positive constant Cn.
By the Fernique theorem we know that there is η > 0 such that E exp{η‖BH‖2β} < ∞.
Thus for every m ∈ N, we let
k0 =
( η
2Cnm
) 1
1+δ
.
Then E‖X‖m(n−1)k0,nk0,β <∞, and it also holds that
E‖X‖m0,nk0,β <∞.
Since
lim
n→∞
nk0 = lim
n→∞
( η
2Cm
) 1
1+δ
n
δ
1+δ =∞,
we have that
E‖X‖mβ ≡ E‖X‖m0,T,β <∞, m ∈ N
with β >
(
1− 12γ
)
∨ 11+γ (then for all β < H), which also implies that E‖X‖m0,T,∞ <∞
for all m ∈ N.
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(2) Suppose that σ is bounded in addition. Let H > β > 11+γ . Then there is α such
that 1− β < α < γβ. In view of (3.4)-(3.7) and the boundedness of σ, we derive
|X(t)−X(s)| −
∫ t
s
|b(X(r))|dr ≤
∣∣∣∣
∫ t
s
σ(X(r))dBHr
∣∣∣∣
≤C‖BH‖β
(∫ t
s
|σ(X(r))|(r − s)−α(t− r)α+β−1dr
+
∫ t
s
∫ r
s
|σ(X(r)) − σ(X(u))|
(r − u)α+1 du(t− r)
α+β−1dr
)
≤C‖BH‖β
(
‖σ‖∞(t− s)β
+ (t− s)α+β−1
∫ t
s
∫ r
s
(‖σ‖γ‖X‖γu,r,β(r − u)γβ) ∧ (2‖σ‖∞)
(r − u)α+1 dudr
)
≤C‖BH‖β
(
(t− s)β
+ (t− s)α+β−1
∫ t
s
∫ r
s
(‖X‖γu,r,β(r − u)γβ) ∧ 1
(r − u)α+1 dudr
)
≤C‖BH‖β
(
(t− s)β + (t− s)α+β−1
∫ t
s
∫ r
s
‖X‖γu,r,β(r − u)γβ−α−1
1 + (r − u)γβ‖X‖γu,r,β
dudr
)
≤C‖BH‖β
(
(t− s)β + (t− s)α+β−1
∫ t
s
∫ r
s
‖X‖γs,r,β(r − u)γβ−α−1
1 + (r − u)γβ‖X‖γs,r,β
dudr
)
. (3.13) 3.1-2
Here, in the last second inequality, we used the following inequality
a ∧ 1 ≤ 2a
a+ 1
, a ≥ 0. (3.14) BasIne
By Lemma 3.4,
∫ r
s
‖X‖γs,r,β(r − u)γβ−α−1
1 + (r − u)γβ‖X‖γs,r,β
du ≤C
(
‖X‖γs,r,β
) α
γβ
= C‖X‖
α
β
s,r,β.
Substituting this into (3.13), and taking into account of the condition (i) of (A1), we
have
|X(t) −X(s)| ≤ C‖BH‖β
(
(t− s)β + (t− s)α+β‖X‖
α
β
s,t,β
)
+ C
∫ t
s
(1 + |X(r)|)dr. (3.15) 3.1-add
It follows from the Gronwall inequality that
‖X‖s,t,∞ ≤ C
(
(t− s) + |X(s)|+ ‖BH‖β
(
(t− s)β + (t− s)α+β‖X‖
α
β
s,t,β
))
eC(t−s). (3.16) 3.1-add_1
Following from (3.15) and (3.16), it also holds that
‖X‖s,t,β ≤ C
(
‖BH‖β + (t− s)1−β(1 + ‖X‖s,t,∞)
)
+ C(t− s)α‖BH‖β‖X‖
α
β
s,t,β
≤ C
(
1 + (t− s)eC(t−s)
)
‖BH‖β + (t− s)1−β
(
1 + (t− s+ |X(s)|)eC(t−s)
)
+ C
(
(t− s)α+1eC(t−s) + (t− s)α
) β
β−α ‖BH‖
β
β−α
β +
1
2
‖X‖s,t,β ,
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Consequently,
‖X‖s,t,β ≤C
(
1 + (t− s)eC(t−s)
)
‖BH‖β
+ (t− s)1−β
(
1 + (t− s+ |X(s)|)eC(t−s)
)
+ C
(
(t− s)α+1eC(t−s) + (t− s)α
) β
β−α ‖BH‖
β
β−α
β . (3.17) inequ_addd
For any δ < 4− 2H ≡ 2(2 − 1H ), there is β ∈ ( 11+γ ,H) such that
δ
2
< 2− 1
β
≡ 1− 1− β
β
.
Since α > 1− β, there is an α such that 1− αβ > δ2 . Thus
δβ
β − α < 2.
Hence, it follows from the Fernique theorem that
EeC‖X‖
δ
β <∞, C > 0.

Proof of Corollary 3.2. By (2.7) we first obtain
K−1H
(∫ ·
0
h(X(r))dr
)
(s) = sH−
1
2D
H− 1
2
0+
(
· 12−Hh(X(·))
)
(s)
=
H − 12
Γ(32 −H)
[
1
H − 12
s
1
2
−Hh(X(s)) + sH−
1
2h(X(s))
∫ s
0
s
1
2
−H − r 12−H
(s− r) 12+H
dr
+sH−
1
2
∫ s
0
h(X(s)) − h(X(r))
(s− r) 12+H
r
1
2
−Hdr
]
=:
H − 12
Γ(32 −H)
(I1(s) + I2(s) + I3(s)).
Observe that∫ s
0
s
1
2
−H − r 12−H
(s− r) 12+H
dr =
∫ 1
0
u
1
2
−H − 1
(1− u) 12+H
du · s1−2H =: C0s1−2H ,
where we make the change of variable u = r/s,C0 is some constant.
(1) If h satisfies (3.2), then
|I1(s) + I2(s)| ≤ Cs
1
2
−H
(
1 + |X(s)|p+λ
)
,∫ t
0
|I1(s) + I2(s)|2ds ≤ Ct2(1−H)
(
1 + ‖X‖2(p+λ)0,t,∞
)
. (3.18) I1_I2
For I3(s), let β < H such that λβ +
1
2 −H > 0. Then∫ s
0
|h(X(s)) − h(X(r))|
(s− r) 12+H
r
1
2
−Hdr ≤C
∫ s
0
‖X‖λr,s,β(s− r)λβ (1 + |X(s)|p + |X(r)|p)
(s− r) 12+HrH− 12
dr
13
≤Csλβ+1−2H‖X‖λ0,s,β
(
1 + ‖X‖p0,s,∞
)
.
Thus
|I3(s)| ≤ Csλβ+
1
2
−H‖X‖λ0,s,β
(
1 + ‖X‖p0,s,∞
)
. (3.19) 3_I3
Let
τn = inf
{
t > 0
∣∣∣ ∫ t
0
∣∣∣∣K−1H
(∫ ·
0
h(X(r))dr
)
(s)
∣∣∣∣
2
ds ≥ n
}
, n ∈ N.
It is clear that under RT∧τnP,
W˜n,t :=Wt −
∫ t∧τn
0
K−1H
(∫ ·
0
h(X(r))dr
)
(s)ds, t ≥ 0
is a Brownian motion. Then
B˜Hn,t := B
H
t −
∫ t∧τn
0
h(X(r))dr, t ≥ 0
is a fractional Brownian motion under RT∧τnP. Moreover, the process X satisfies
X(t) = X(s) +
∫ t
s
b(X(r))dr+
∫ t
s
σ(X(r))dB˜Hn,r +
∫ t∧τn
s∧τn
σ(X(r))h(X(r))dr, 0 ≤ s ≤ t ≤ T.
Since σh has linear growth and that B˜Hn,· under RT∧τnP has the same distribution as
BH· under P, according to Theorem 3.1,
sup
n
ERT∧τn
(
‖X‖q∞ + ‖X‖qβ
)
<∞, q > 0, β < H.
Combining this with (3.18) and (3.19), we have
sup
n
ERT∧τn logRT∧τn ≤ C sup
n
ERT∧τn
(
1 + ‖X‖2(p+λ)∞ + ‖X‖2λβ + ‖X‖2λβ ‖X‖2p∞
)
<∞
By the Fatou lemma and the martingale convergence theorem, {Rt}t∈[0,T ] is a uniformly
integrable martingale and
sup
t∈[0,T ]
ERt logRt <∞.
It follows from Girsanov’s theorem that under RTP, the process B˜
H is a fractional
Brownian motion.
(2) If h is bounded, then
|I1(s) + I2(s)| ≤ Cs
1
2
−H . (3.20)
Thus, we have
E exp
(∫ T
0
(I1(s) + I2(s))
2ds
)
<∞. (3.21)
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Now we aim to estimate the term I3(s).
SinceH > 12 and λ > 1− 12H , we can choose β < H such that λ > 1− 12β and 2β > 12+H.
By the Ho¨lder continuity of h and (3.14),
∫ s
0
|h(X(s)) − h(X(r))|
(s− r) 12+H
r
1
2
−Hdr ≤
∫ s
0
(
‖h‖λ‖X‖λr,s,β(s − r)λβ
)
∧ (2‖h‖∞)
(s − r) 12+HrH− 12
dr
≤C
∫ s
0
(
‖X‖λr,s,β(s− r)λβ
)
∧ 1
(s− r) 12+HrH− 12
dr
≤C
∫ s
0
‖X‖λr,s,β(s− r)λβ−
1
2
−Hr
1
2
−H
1 + ‖X‖λr,s,β(s− r)λβ
dr
≤C‖X‖λ0,s,β
∫ s
0
(s− r)λβ− 12−Hr 12−H
1 + ‖X‖λ0,s,β(s− r)λβ
dr. (3.22) h
For the last term in (3.22), it follow from Lemma 3.4 that
‖X‖λ0,s,β
∫ s
0
(s− r)λβ− 12−Hr 12−H
1 + ‖X‖λ0,s,β(s− r)λβ
dr
=
∫ s
2
0
‖X‖λ0,s,β(s − r)λβ−
1
2
−Hr
1
2
−H
1 + ‖X‖λ0,s,β(s− r)λβ
dr +
∫ s
s
2
‖X‖λ0,s,β(s − r)λβ−
1
2
−Hr
1
2
−H
1 + ‖X‖λ0,s,β(s − r)λβ
dr
≤C
(∫ s
2
0
‖X‖λ0,s,βsλβ−
1
2
−Hr
1
2
−H
1 + ‖X‖λ0,s,βsλβ
dr + s
1
2
−H
∫ s
s
2
‖X‖λ0,s,β(s− r)λβ−
1
2
−H
1 + ‖X‖λ0,s,β(s− r)λβ
dr
)
≤C
(
s1−2H + s
1
2
−H‖X‖
H− 12
β
0,s,β
)
. (3.23) est_int_1
Consequently,
|I3(s)| ≤ C
(
s
1
2
−H + ‖X‖
H− 12
β
0,s,β
)
. (3.24)
Since H >
H− 1
2
2− 1
H
, there is β < H such that
H− 1
2
2− 1
H
< β. Then
2(H − 12)
β
< 4− 2
H
.
Hence, it follows from Theorem 3.1 that
E exp
(∫ T
0
|I3(s)|2ds
)
≤ eCT 2(1−H)EeCT‖X‖
2H−1
β
β <∞.

4 Absolute continuity for fractional SDEs
In this part, we aim to study the existence of density of the solution to (3.1) with
irregular drift. We do not impose nondegeneracy conditions on the coefficient σ. The
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methodology we relied on is related to Fournier and Printems [14] and Romito [31], and
the estimates in Theorem 3.1 will play an important role here. In [31], the density of a
random variable belongs to some suitable Besov space. We shall first recall the definition
of the Besov space used in this section.
The definition of the Besov space given here is in terms of difference, see [31, Appendix
A.1.1], or [34, Theorem 2.5.12] and [35, Theorem 2.6.1]. For any h ∈ Rd, let ∆h be the
difference operator w.r.t. h and ∆mh be the mth order difference operator:
∆f(x) = f(x+ h)− f(x); ∆mh f(x) = ∆h
(
∆m−1h f
)
(x).
Let m ∈ N and 0 < α < m. Let C αb be the Zygmund spaces for order α defined as the
closure of bounded smooth functions w.r.t. the norm:
‖f‖Cα
b
= ‖f‖∞ + sup
|h|≤1
‖∆mh f‖∞
|h|α ,
and let Bα1,∞ be the Besov space of order (1,∞, α):
Bα1,∞(Rd) =
{
f ∈ L1(Rd)
∣∣∣ ‖f‖L1 + sup
|h|≤1
‖∆mh f‖L1
|h|α <∞
}
.
The definition is independent of m, and one can see [34, 35] for more details. Since we
do not assume that σ is non-degenerate, we prove that the distribution of X(T ) admits
a density on Dσ := {z ∈ Rd : σ(z) is invertible}. Since σ is continuous, Dσ is an open
subset of Rd. We shall denote by W s,1loc (Dσ) and W
s,1(Rd) the local Sobolev space with
s-order fractional derivative on Dσ and R
d respectively, and denote
Bα1,∞,loc(Dσ) =
{
f
∣∣∣ for any open set O with its closure O¯ ⊂ Dσ ,
there exists a g ∈ Bα1,∞(Rd) such that g|O = f
}
.
Our main result is the following
Theorem 3.1 Theorem 4.1 Assume (A1).
(1) Then for any T > 0, the law of X(T ) admits a density on the set Dσ. Moreover, the
density belongs to Bs1,∞,loc(Dσ) for all s < 1, consequently, it is in W s,1loc (Dσ) and Lploc(Dσ)
for any s < 1 and 1 ≤ p < dd−1 .
(2) If there exists λ > 0 such that for all x ∈ Rd, σ(x)σ∗(x) ≥ λ holds, then the law of
X(T ) admits a density on Rd which is in Bs1,∞(Rd) for any s < 1. As a consequence, the
density is in W s,1(Rd) and Lp(Rd) for any s < 1 and 1 ≤ p < dd−1 .
In order to verify this theorem, some preliminary estimates are necessary. For ǫ ∈
(0, T ), set
Y (ǫ) = X(T − ǫ) +
∫ T
T−ǫ
σ(X(T − ǫ))dBHt
= X(T − ǫ) + σ(X(T − ǫ))(BHT −BHT−ǫ).
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Lemma 3.l Lemma 4.2 Let
ξ = X(T − ǫ) + σ(X(T − ǫ))
∫ T−ǫ
0
(KH(T, s)−KH(T − ǫ, s)) dWs, η = X(T − ǫ).
For all u ∈ Rd, there holds
E
(
ei〈u,Y (ǫ)〉|FT−ǫ
)
= exp
{
i〈u, x〉 − 1
2
|σ∗(y)u|2
∫ T
T−ǫ
K2H(T, s)ds
} ∣∣∣
x=ξ, y=η
,
which implies that under P(·|FT−ǫ), the regular conditional probability given FT−ǫ, Y (ǫ) is
a Gaussian random variable with the mean ξ and the covariance matrix
Covǫ(η) ≡
(∫ T
T−ǫ
K2H(T, s)ds
)
σ(η)σ∗(η), (4.1) cov
i.e. for any A ∈ B(Rd), there exists
P (Y (ǫ) ∈ A) = E (µξ,Covǫ(η)(A)) , (4.2)
where for P-a.s. ω ∈ Ω, the measure µξ(ω),Covǫ(η(ω)) is a Gaussian measure with the mean
ξ(ω) and the covariance matrix Covǫ(η(ω)).
Proof. By the integral representation of BH· , we have
BHT −BHT−ǫ =
∫ T
T−ǫ
KH(T, s)dWs +
∫ T−ǫ
0
(KH(T, s)−KH(T − ǫ, s)) dWs.
Observe that
∫ T
T−ǫKH(T, s)dWs is a Gaussian random variable independent of FT−ǫ
whose covariance matrix is
(∫ T
T−ǫK
2
H(T, s)ds
)
I, where I is the identity matrix on Rd,
and that the integral
∫ T−ǫ
0 (KH(T, s)−KH(T − ǫ, s)) dWs is FT−ǫ-measurable, we ob-
tain, for each u ∈ Rd,
E
(
exp
{
i〈u, σ(X(T − ǫ))
∫ T
T−ǫ
KH(T, s)dWs〉
} ∣∣∣FT−ǫ
)
= E
(
exp
{
i〈u, σ(y)
∫ T
T−ǫ
KH(T, s)dWs〉
}) ∣∣∣
y=η
= exp
{
−|σ
∗(η)u|2 ∫ TT−ǫK2H(T, s)ds
2
}
.
Then, it follows from the measurability of ξ with respect to FT−ǫ that
E
(
ei〈u,Y (ǫ)〉|FT−ǫ
)
= exp {i〈u, ξ〉}E
(
exp
{
i〈u, σ(X(T − ǫ))
∫ T
T−ǫ
KH(T, s)dWs〉
}
|FT−ǫ
)
= exp
{
i〈u, ξ〉 − |σ
∗(η)u|2 ∫ TT−ǫK2H(T, s)ds
2
}
.

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Lemma 3.2 Lemma 4.3 Assume (A1). Then there holds with β ∈ [ 11+γ ,H)
E|X(T )− Y (ǫ)| ≤ C
(
ǫ(γ+1)β + ǫ
)
,
where and in what follows C denotes a generic constant.
Proof. Similar to (3.8) and (3.9), we have
|X(T ) − Y (ǫ)| =
∣∣∣∣
∫ T
T−ǫ
(σ(X(r)) − σ(X(T − ǫ))) dBHr +
∫ T
T−ǫ
b(X(r))dr
∣∣∣∣
≤ C‖BH‖β
(∫ T
T−ǫ
|σ(X(r)) − σ(X(T − ǫ))|(T − r)α+β−1(r − (T − ǫ))−αdr
+‖σ‖γ‖X‖γT−ǫ,T,βǫ(γ+1)β
)
+ C(1 + ‖X‖0,T,∞)ǫ
≤ C‖BH‖β‖σ‖γ‖X‖γβǫ(γ+1)β + C(1 + ‖X‖0,T,∞)ǫ.
which, together with Theorem 3.1, leads to the desired assertion. 
Besides, we shall recall a result due to [31], in which the sufficient conditions for a
finite measure admitting a density are established.
Lemma 3.3 Lemma 4.4 Let µ be a finite measure on Rd. If there exist m ∈ N, s > 0, α > 0 with
α < s < m, and a constant K > 0 such that for each φ ∈ C αb (Rd) and h ∈ Rd with |h| ≤ 1,∣∣∣∣
∫
Rd
∆mh φ(x)µ(dx)
∣∣∣∣ ≤ K|h|s‖φ‖Cαb , (4.3) smooth-lem
then µ has a density w.r.t. the Lebesgue measure on Rd. Moreover, dµdx ∈ Bs−α1,∞ (Rd).
The following lemma is similar to [14, Lemma 1.2], and its proof completely follows the
line of [14, Lemma 1.2].
Lemma 3.4 Lemma 4.5 For a continuous function ̺ : Rd → R+, let Dδ = {x | ̺(x) ≤ δ} and
hδ(x) = (inf{|x− z| | z ∈ Dδ}) ∧ δ,
where if Dδ = ∅, we assume inf{|x − z| | z ∈ Dδ} = 0. Then hδ : Rd → [0, δ] is a function
vanishing onDδ, positive on R
d−Dδ and globally Lipschitz continuous with Lipschitz constant
1. For a probability measure µ on Rd, if for each δ > 0, the measure µδ(dx) = hδ(x)µ(dx)
has a density, then µ has a density on {z ∈ Rd : ̺(z) > 0}.
Remark 3.x Remark 4.6 For any ̺, the density hδ(z) =
dµδ
dµ (z), which will be used in the proof of
Theorem 4.1, is always Lipschitz continuous, however in [14, Lemma 1.2], the continuity of
dµδ
dµ (z) depends on ̺.
Now, we can go back to the proof of Theorem 4.1.
Proof of Theorem 4.1. Without loss of generality, we only prove the result holds
for X(T ). Take ̺(x) to be the minimal eigenvalue of
√
σ(x)σ∗(x) in Lemma 4.5, and
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let µδ(dz) = hδ(z)PX(T )(dz). To prove PX(T )(dz) has a density w.r.t. the Lebesgue
measure on the set {z ∈ Rd : σ(z) is invertible}, we only need to prove µδ(dz) has a
density for all δ > 0.
Next, we use Lemma 4.4 to prove µδ(dz) admits a density. For m ∈ N, α ∈ (0,m),
h ∈ Rd with |h| < 1, and φ ∈ C αb , it follows from Theorem 3.1, Lemma 4.2, and Lemma
4.3 that
|Ehδ(X(T ))∆mh φ(X(T ))| ≤ |E (hδ(X(T )) − hδ(X(T − ǫ)))∆mh φ(X(T ))|
+ |Ehδ(X(T − ǫ)) (∆mh φ(X(T ) −∆mh φ(Y (ǫ))))|
+ |Ehδ(X(T − ǫ))∆mh φ(Y (ǫ))|
≤ Cδ‖φ‖C αb |h|αE|X(T )−X(T − ǫ)|
+Cm‖φ‖C αb E|X(T )− Y (ǫ)|α
+ |Ehδ(X(T − ǫ))E (∆mh φ(Y (ǫ)))|FT−ǫ)|
≤ C‖φ‖Cαb
(
|h|αǫβ +
(
ǫ(γ+1)β + ǫ
)α)
+
∣∣Ehδ(η)µξ,Covǫ(η) (∆mh φ))∣∣ , (4.4) new-in-0
where ξ, η are defined in Lemma 4.2. Let py be the density of the Gaussian distribution
N(0,Covǫ(y)). Then for x ∈ Rd and y ∈ {y| ρ(y) ≥ δ}, we have
µx,Covǫ(y) (∆
m
h φ)) =
∫
Rd
∆mh φ(x+ z)py(z)dz,
=
∫
Rd
φ(x+ z)∆m−hpy(z)dz. (4.5) gauss-delta
It is clear that
sup
ρ(y)≥δ
∫
Rd
|∇kpy(z)|dz ≤ Ck sup
ρ(y)≥δ
‖ (Covǫ(y))−
1
2 ‖k
≤ Ck
(∫ T
T−ǫ
K2H(T, s)ds
)− k
2
sup
ρ(y)≥δ
ρ−k(y)
≤ Ckδ−k
(∫ T
T−ǫ
K2H(T, s)ds
)− k
2
, k ∈ N. (4.6) grad-gauss
By (2.5),
∫ T
T−ǫ
K2H(T, s)ds =
1
Γ2(H − 1/2)
∫ T
T−ǫ
(
s1/2−H
∫ T
s
rH−1/2(r − s)H−3/2dr
)2
ds
≥ 1
Γ2(H − 1/2)
∫ T
T−ǫ
(∫ T
s
(r − s)H−3/2dr
)2
ds
= CHǫ
2H , (4.7)
where CH =
1
2H[(H−1/2)Γ(H−1/2)]2
. Hence, it follows from (4.5), (4.6) and (4.7) that
∣∣µx,Covǫ(y) (∆mh φ))∣∣ ≤ CHCkδ−k‖φ‖∞ǫ−mH |h|m.
19
Substituting this into (4.4) yields that
|Ehδ(X(T ))∆mh φ(X(T ))| ≤ C‖φ‖Cαb
(
|h|αǫβ + ǫ(α(γ+1)β)∧α +
( |h|
ǫH
)m)
.
Choose β such that (1 + γ)β > 1. Then (α(γ + 1)β) ∧ α = α. Let m > α1−H and
ǫ = 12T |h|
m
α+Hm . Then α < αmα+Hm < m and
|Ehδ(X(T ))∆mh φ(X(T ))| ≤ C‖φ‖Cαb
(
|h|α+ βmα+Hm + |h| αmα+Hm
)
.
Therefore, (4.3) holds for µδ. As a consequence of Lemma 4.4, µδ admits a density on
R
d with dµδdx ∈ B
s(m)
1,∞ (R
d), where
s(m) =
βm
α+Hm
∧ αm(1 −H)− α
2
α+Hm
.
Because of
lim
m→∞
s(m) =
β
H
∧ α(1−H)
H
, β < H,α > 0,
for any s < 1, we can choosem,α, β such that s(m) = s. Then dµδdx ∈ Bs1,∞(Rd) for all s <
1, which implies that the density of the distribution of µ on Dσ is in Bs1,∞,loc(Dσ)for any
s < 1. By [34, 2.2.2/Remark 3] and Sobolev embedding theorem Bs1,∞(Rd) →֒ W s,1(Rd),
and W s,1(Rd) →֒ Lp(Rd) for 1 ≤ p ≤ dd−s . Hence, dµδdx ∈W s,1(Rd) and dµδdx ∈ Lp(Rd) for
all 0 < s < 1 and 1 ≤ p < dd−1 . Consequently, the density of the distribution of µ on
Dσ belongs to W
s,1
loc (Dσ) and L
p
loc(Dσ) for s < 1 and 1 ≤ p < dd−1 .
If there exists λ > 0 such that σ(x)σ∗(x) ≥ λ for all x ∈ Rd, then ρ(x) ≥ √λ. Let
δ <
√
λ. Then ρδ ≡ δ. It is clear that our claim holds for this case. 
Remark 3.1 Remark 4.7 Let us mention that for multidimensional SDE (3.1), regularity assumptions
on the coefficients also enable the study of bounds of densities of the solution. For instance,
the Gaussian type estimates for the densities can be found in [2, 3, 23]. While the only
integral type estimate we are aware of is established in [12].
5 Gaussian estimates for additive functional of fractional
SDE
In the present part, we shall study the Gaussian estimates of some additive functionals
of solutions to (3.1) in one dimension. The estimates in Corollary 3.2 will play a crucial
role in this section.
We shall impose some nondegeneracy conditions on the coefficient σ and some reg-
ularity conditions on b. Under these conditions, the existence and uniqueness of the
solution to (3.1) is established by Duncan and Nualart in [11]. We will investigate the
Gaussian estimates for the tails of Y (t), where
Y (t) =
∫ t
0
φ(X(s))ds, t ∈ [0, T ]. (5.1)
20
Here φ : R→ R is a smooth function.
Note that there is no noise component in the equation for Y , we may interpret it as
a non-elliptic or degenerate equation. Now, we introduce our conditions in detail.
Hypothesis (A2):
(i) σ is bounded and γ-Ho¨lder continuous with γ ∈ (( 1H − 1) ∨ (1− 12H ), 1] and infx∈R |σ(x)| >
0;
(ii) b is bounded and Ho¨lder continuous of order λ ∈ (1− 12H , 1];
(iii) φ is differentiable such that infx∈R |φ′(x)| > 0 and supx∈R |φ′(x)| <∞.
Under (i), the condition (ii) is equivalent to
(ii)’ bσ is bounded and Ho¨lder continuous of order λ ∈ (1− 12H , 1].
To obtain upper and lower bounds for the tails of Y (t), we shall relate the solution
(X,Y ) of the system (3.1)-(5.1) to a system without b via Girsanov’s transform. Indeed,
let (Ω¯, F¯ , P¯) be an independent copy of (Ω,F ,P), in which B¯H is a fractional Brownian
motion. We denote by W¯ the underlying Brownian motion appearing in the represen-
tation (2.6) for B¯H . On (Ω¯, F¯ , P¯), let (X¯, Y¯ ) be the unique solution of the following
system:
X¯(t) = x+
∫ t
0
σ(X¯(s))dB¯Hs , t ∈ [0, T ], (5.2)
and
Y¯ (t) =
∫ t
0
φ(X¯(s))ds, t ∈ [0, T ]. (5.3)
Defining the following change of measure
Rt = exp
(∫ t
0
K−1H
(∫ ·
0
b
σ
(X¯(r))dr
)
(s)dW¯s − 1
2
∫ t
0
(
K−1H
(∫ ·
0
b
σ
(X¯(r))dr
))2
(s)ds
)
,
then Corollary 3.2 and Girsanov’s transform yield that {Rt}t∈[0,T ] is a P¯ martingale
and B¯H − ∫ ·0 bσ (X¯(s))ds is a fractional Brownian motion under Q¯ := RTdP¯. Hence, the
solution (X¯, Y¯ ) under Q¯ is equal in law to (X,Y ) under P.
Main result of this section reads as follows.
Theorem 4.1 Theorem 5.1 Assume (A2). Then for every t ∈ (0, T ] there exist two positive constants C1
and C2 such that the tail probabilities satisfy
P(Y (t) ≥ y) ≤ C1 exp
(
−(y − EP¯Y¯ (t))
2
C1t2H+2
+ C1
(
t2−2H + t
β
β−H+12 + t
2α(H−1)+β
β−α−H+12
))
, y > E
P¯
Y¯ (t),
and
P(Y (t) ≤ −y) ≤ C2 exp
(
−(y + EP¯Y¯ (t))
2
C2t2H+2
+ C2
(
t2−2H + t
β
β−H+12 + t
2α(H−1)+β
β−α−H+12
))
, y > −E
P¯
Y¯ (t),
where β < H and α > 0 such that λ > 1− 12β , 2β > H + 12 and 1− β < α < 12 −H + β.
21
The proof of this theorem relies on Corollary 3.2 and the following result due to [23,
Theorem 2.4], in which the Gaussian estimates for the tail probabilities of a centered
random variable F ∈ D1,2 are established. Here, we denote the Malliavin-Sobolev space
and the Malliavin derivative operator with respect to the Brownian motion W¯ under P¯
by D1,2 and D, respectively.
Lemma 4.0 Lemma 5.2 Let F ∈ D1,2 be a centered random variable such that
0 <
∫ ∞
0
DuFEP¯(DuF |Fu)du ≤ η, a.s.,
where η is a positive constant. Then the tail probabilities satisfy
P¯(F ≥ x) ≤ exp
(
−x
2
2η
)
and P¯(F ≤ −x) ≤ exp
(
−x
2
2η
)
, x > 0.
We can now turn to prove Theorem 5.1.
Proof of Theorem 5.1. By the fact that (X¯, Y¯ ) under Q¯ is equal in law to (X,Y )
under P, we know that there holds, for any y ∈ R and t ∈ [0, T ]
P(Y (t) ≥ y) = Q¯(Y¯ (t) ≥ y) = EP¯
(
I[y,∞)(Y¯ (t))RT
)
= EP¯
(
I[y,∞)(Y¯ (t))Rt
)
. (5.4)
Then applying the Ho¨lder inequality to (5.4) implies
P(Y (t) ≥ y) ≤ (P¯(Y¯ (t) ≥ y)) 12 (E
P¯
R2t )
1
2 . (5.5)
Now, we shall bound these two terms P¯(Y¯ (t) ≥ y) and E
P¯
R2t , respectively.
The exponential integrability of∫ T
0
(
K−1H
(∫ ·
0
b
σ
(X¯(r))dr
))2
(s)ds
follows from Corollary 3.2 with h = bσ . Next, we shall provide its explicit estimate, then
the upper bound of E
P¯
R2t follows.
Since b/σ is bounded, according to the proof of (2) in Corollary 3.2, it is sufficient
to give an explicit upper bound of I3 there. Since 2β > H +
1
2 , there is α such that
1− β < α < 12 −H + β. Thus
H − 12
β − α < 1,
H − 12
β
< 1. (5.6)
Combining this with (3.17) and (3.24), and recalling that X¯ satisfies (5.2) (the drift
term is 0), we have
|I3(s)| ≤ C
(
s
1
2
−H + ‖B¯H‖
H− 12
β
β + s
α(H−12 )
β−α ‖B¯H‖
H− 12
β−α
β
)
.
Taking into account (5.6) and the Fernique theorem, we deduce
E
P¯
exp
(
C
∫ T
0
|I3(s)|2ds
)
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≤E
P¯
exp
{
C
(
T 2(1−H) + T‖B¯H‖
2H−1
β
β + T
2α(H−1)+β
β−α ‖B¯H‖
2H−1
β−α
β
)}
≤C exp
{
C
(
T 2−2H + T
β
β−H+12 + T
2α(H−1)+β
β−α−H+12
)}
. (5.7) Proof of Lemma 4.1-6
Now the term E
P¯
R2t can be bounded as follows. DenoteMt =
∫ t
0 K
−1
H
(∫ ·
0
b
σ (X¯(r))dr
)
(s)dW¯s.
Owing to (3.20), (5.7) and Corollary 3.2, we have, for each p ∈ R,
E
P¯
Rpt = EP¯ exp
(
pMt − 1
2
p〈M〉t
)
= (E
P¯
exp
(
pMt − p2〈M〉t + p
(
p− 1
2
)
〈M〉t
)
≤ (E
P¯
exp
(
2pMt − 2p2〈M〉t
)) 1
2 ·
(
E
P¯
exp
(
2p
(
p− 1
2
)
〈M〉t
)) 1
2
≤ C exp
[
C
(
t2−2H + t
β
β−H+12 + t
2α(H−1)+β
β−α−H+12
)]
, (5.8)
where β < H such that λ > 1− 12β , 2β > H + 12 and 1− β < α < 12 −H + β.
In order to handle the term P¯(Y¯ (t) ≥ y), we start by a result thanks to [23, Lemma
5.3]:
DuX¯t = Du
(∫ t
0
σ(X¯(s))dB¯Hs
)
= σ(X¯(t))KH(t, u)I[0,t](u).
Then it follows from [27, Proposition 1.2.3] that
DuY¯t = I[0,t](u)
∫ t
0
Du
(
φ(X¯(s)
)
ds = I[0,t](u)
∫ t
u
φ′(X¯(s))σ(X¯(s))KH(s, u)ds.
Hence, it follows that
(
inf
z∈R
φ′(z) inf
z∈R
σ(z)
)2
χ(t)
≤
∫ T
0
DuY¯tEP¯
(
DuY¯t|Fu
)
du
=
∫ t
0
(∫ t
u
φ′(X¯(s))σ(X¯(s))KH(s, u)ds
)
E
P¯
(∫ t
u
φ′(X¯(s))σ(X¯(s))KH(s, u)ds
∣∣∣∣Fu
)
du
≤
(
sup
z∈R
φ′(z) sup
z∈R
σ(z)
)2
χ(t), (5.9)
where
χ(t) =
∫ t
0
(∫ t
u
KH(s, u)ds
)2
du.
Note that, by (2.4) we have
χ(t) =
∫ t
0
(∫ t
u
KH(s, u)ds
)2
du
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=∫ t
0
∫ t
u
KH(s, u)ds
∫ t
u
KH(r, u)drdu
=
∫ t
0
∫ t
0
∫ r∧s
0
KH(s, u)KH (r, u)dudrds
=
1
2
∫ t
0
∫ t
0
(
r2H + s2H − |r − s|2H) drds
=
t2H+2
2H + 2
.
Plugging this into (5.9) yields
0 <
(
inf
z∈R
φ′(z) inf
z∈R
σ(z)
)2 t2H+2
2H + 2
≤
∫ T
0
DuY¯tEP¯
(
DuY¯t|Fu
)
du
≤
(
sup
z∈R
φ′(z) sup
z∈R
σ(z)
)2 t2H+2
2H + 2
. (5.10)
Hence, using Lemma 5.2 and (5.10), we get
P¯(Y¯ (t) ≥ y) = P¯ (Y¯ (t)− E
P¯
Y¯ (t) ≥ y − E
P¯
Y¯ (t)
)
≤ exp
(
−(y − EP¯Y¯ (t))
2
Ct2H+2
)
, y > E
P¯
Y¯ (t), (5.11)
and
P¯(Y¯ (t) ≤ −y) = P¯ (Y¯ (t)− E
P¯
Y¯ (t) ≤ −(y + E
P¯
Y¯ (t))
)
≤ exp
(
−(y + EP¯Y¯ (t))
2
Ct2H+2
)
, y > −E
P¯
Y¯ (t). (5.12)
Gathering our bounds (5.8), (5.11) and (5.12), the proof is now complete. 
Remark 4.1 Remark 5.3 If H = 12 , then formally
2α(H − 1) + β
β − α−H + 12
= 1.
Hence our estimates on the tails of additive functional of the solution to (3.1) indeed can
be viewed as a generalization of the case of Brownian motion (see, e.g. [23, Theorem 4.1]),
namely H = 1/2.
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