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1 Johdanto 
Insinöörityön tarkoituksena on löytää prosessi ja työkalut automaattiseen käyttöönottoon 
osana verkkosovelluskehitystä. Työssä perehdytään sovelluskehityksen jatkuvan integ-
roinnin ja käyttöönoton hyötyihin sekä tarkastellaan jatkuvan integroinnin eri alustoja ja 
prosessin toteutusmalleja.  
Verkkosovellusprojekti alkaa teknisestä näkökulmasta katsoen kehittäjän, tai isossa pro-
jektissa usean kehittäjän, toteuttamasta sovelluksesta, jota suoritetaan kehittäjän paikal-
lisessa ympäristössä. Verkkosovellusprojekteissa paikallisessa kehitysympäristössä ke-
hitetty sovellutus täytyy jollain tapaa saada siirrettyä verkkopalvelimelle, josta WWW-
palvelin jakaa sovellusta internetiin ja sitä myötä se päätyy loppukäyttäjän käytettäväksi. 
[1, s. 40.] 
Insinöörityön tavoitteena on löytää yksinkertainen ja kustannustehokas tapa toteuttaa 
automaattisen käyttöönoton prosessi hyödyntäen avoimen lähdekoodin projekteja ja 
alustoja. Prosessin tarkoitus on vähentää sovelluksen käyttöönoton manuaalista työtä ja 
saada käyttöönotosta automatisoinnin avulla vakaa ja luotettava prosessi. Insinööri-
työssä prosessi toteutetaan osaksi WordPress-sisällönhallintajärjestelmää hyödyntävää 
verkkosovelluskehitysprojektia. Insinöörityön kohderyhmänä ovat pienet ja keskisuuret 
yritykset, joiden verkkosovellusprojektit ovat jatkuvia ja joiden tiimissä on useampia kuin 
yksi sovelluskehittäjä. 
Työssä perehdytään aluksi sovelluskehityksen perusteisiin ja yleisimpiin prosesseihin 
sovelluskehitysprojektin läpiviemiseksi. Lisäksi työssä perehdytään jatkuvan kehityksen 
prosesseihin, jotka ovat oleellinen osa ketterää sovelluskehitystä, jotta voidaan ymmär-
tää jatkuvan ja automaattisen integroinnin sekä käyttöönoton hyötyjä osana verkkosovel-
luskehitystä. 
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2 Moderni ja ketterä verkkosovelluskehitys 
2.1 Verkkosovelluskehitys 
Verkkosovelluksella tarkoitetaan sovellusta, joka on toteutettu web-teknologioiden 
avulla, kuten HTML-, PHP- tai JavaScript-tekniikoilla. Teknologiat voidaan jakaa palve-
linpuolen teknologioihin ja selainpuolen teknologioihin. Palvelinpuolen teknologiana voi-
daan hyödyntää monia eri ohjelmointikieliä, kuten PHP-, Java- tai Python-ohjelmointikie-
liä. Selainpuolella tuki on pääasiallisesti vain HTML-, CSS- ja JavaScript-teknologioille. 
Yksinkertaisimmillaan verkkosovellus voi olla sisältöpainotteinen verkkosivusto, mutta 
lähtökohtaisesti, sekä myös tässä insinöörityössä tarkoitettuna terminä, verkkosovellus 
pitää sisällään toiminnollisuuksia, joihin käyttäjät ovat vuorovaikutuksessa. [3.] 
Nykyisin selainpuolen kehitykseen on kehitetty erilaisia työkaluja, joiden avulla voidaan 
hyödyntää teknikoita ja ominaisuuksia, joita selaimet eivät suoraan tue. Lisäksi työkaluja 
on kehitetty esimerkiksi resurssien optimointiin sekä lähdekoodin hallittavampaan ylläpi-
toon, ja ne auttavat saavuttamaan parhaan mahdollisen lopputuloksen eli toimivan so-
velluksen. Kehittyneemmillä tekniikoilla kehitetty sovellus täytyy kääntää ja paketoida 
selaimelle ymmärrettävään muotoon ennen käyttöönottoa. Vaikka työkalut tuovat kehi-
tykseen paljon hyötyä, ne tuovat myös ylimääräisiä työtehtäviä käyttöönotossa sekä 
mahdollisia ylläpidollisia haasteita tiedostomäärien lisääntyessä. [16.] 
Sekä palvelinpuolen että selainpuolen kehityksessä voidaan hyödyntää kolmansien osa-
puolien kehittämiä tai sisäisesti kehitettyjä koodikirjastoja, jotka haetaan ohjelmointikie-
lille kehitetyillä paketinhallintasovelluksilla. Koodiriippuvuudet tulee hakea jo kehitysvai-
heessa ja lopulta siirtää myös palvelimelle. [1, s. 38.] Joissakin ohjelmointikielissä, kuten 
Javassa, koodi täytyy kääntää tietokoneelle optimaaliseen muotoon, jotta sovellus toimii 
nopeammin [17]. Insinöörityössä palvelinpuolen kehitettävää koodia ei kuitenkaan tar-
vitse kääntää, koska palvelinpuolen ohjelmointikielenä käytetään PHP:tä, jonka lähde-
koodi toimii palvelimella sellaisenaan.  
Sovelluksen kehityksen jälkeen verkkosovellusta suoritetaan WWW-palvelimella, josta 
sovellusta jaetaan internetissä käyttäjille verkkoselaimessa käytettäväksi [2, s. xiii]. So-
vellus siirretään kokonaisuudessaan ja toimivana kehittäjän paikallisesta ympäristöstä, 
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tai muusta tietolähteestä, WWW-palvelimelle tiedostonsiirtomenetelmillä. Tätä siirtoa 
kutsutaan käyttöönottoprosessiksi. [13.] 
Insinöörityössä sovelluksessa hyödynnetään palvelinpuolella PHP-ohjelmointikieltä ja 
selainpuolella HTML:n lisäksi kehittyneitä CSS- ja JavaScript-tekniikoita, jotka vaativat 
esikäännöksen ennen käyttöönottoa. Sovellus hyödyntää myös koodiriippuvuuksia, jotka 
haetaan asianmukaisilla paketinhallintasovelluksilla.  
Verkkosovelluskehitystä voidaan hyvin verrata mihin tahansa eri aihealueen sovelluske-
hitykseen. Sovelluskehitysprojekti, kuten myös verkkosovellusprojekti, on monivaiheinen 
prosessi, joka pitää sisällään projektin laajuudesta riippuen monta erilaista työtehtävää. 
Asiakkaan tehtävänannon tai yrityksen idean perusteella lähdetään ratkaisemaan, mitä 
ja miten käytännössä lopullinen sovellus toteutetaan. Projekti voi pitää sisällään muun 
muassa seuraavia työtehtäviä: 
• teknistä määrittelyä 
• sovellusarkkitehtuurin suunnittelua 
• ohjelmointia 
• virheiden korjausta 
• testausta 
• ylläpitoa 
• analysointia 
• käyttöönottoa. 
Projektin pääprosessit voidaan määritellä neljään pääosa-alueeseen, jotka sisältävät 
myös edellä mainitut työtehtävät:  
• suunnittelu 
• kehitys 
• testaus 
• käyttöönotto. 
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Nämä neljä pääkohtaa – suunnittelu, kehitys, testaus ja käyttöönotto –  suoritetaan lähes 
aina samassa järjestyksessä, koska ilman suunnittelua ei kehitystä voida suorittaa ta-
voitteellisesti, ilman testausta ei voida todeta kehitetyn sovelluksen toimivuutta ja ilman 
käyttöönottoa sovellusta ei saada loppukäyttäjän saataville. Vaiheita voidaan myös suo-
rittaa rinnakkain, kun kehitys on saatu käyntiin. [4, s. 16; 5, s. 3–4.]  
Sovelluskehityksen varsinainen hyöty, mikä usein tarkoittaa taloudellista hyötyä, saa-
daan vasta, kun kehitetty sovellus saadaan loppukäyttäjälle käytettäväksi [1. s. 24]. Verk-
kosovelluskehityksessä tämä tarkoittaa, että loppukäyttäjä voi mennä verkkoselaimella 
tietyllä osoitteella verkkosivuille ja käyttää kehitettyä sovellusta verkkoselaimen kautta. 
On siis tärkeää, että kehitetty sovellus saadaan toimitettua mahdollisimman nopeasti ja 
vaivattomasti kehityksen jälkeen palvelimelle. [10, s. 75.]  
Etenkin isoissa sovelluskehitysprojekteissa käyttöönotto voi olla epämiellyttävä prosessi 
liikkuvien tekijöiden ja riskien vuoksi. Käyttöönotto on yksi projektin kriittisimmistä vai-
heista, koska vasta onnistuneen käyttöönoton jälkeen voidaan projektissa päästä eteen-
päin. Epäonnistunut käyttöönotto voi pahimmillaan aiheuttaa sovellukseen pitempiaikai-
sen käyttökatkon, mikä voi aiheuttaa yritykselle taloudellista menetystä. Vakauttamalla 
ja automatisoimalla käyttöönottoprosessia voidaan kehittäjille prosessista aiheutuvaa 
stressiä vähentää. [1, s. 3–5.] 
2.2 Onnistuneen sovelluskehitysprojektin tunnusmerkit 
Sovelluskehitysprojektin onnistumista on perinteisesti mitattu toimituksen aikatavoittei-
den ja budjetoinnin onnistumisen sekä määriteltyjen ominaisuuksien toteutumisen mu-
kaan. Onnistumista voidaan kuitenkin mitata asiakkaan näkökulman lisäksi teknisenä ja 
henkilökohtaisena onnistumisena. Tällöin projektin toimittamisesta asiakkaalle aikatau-
lussa ja toimivana ei ole ainoa merkittävä tekijä, vaan projektista voidaan tehdä kaikkien 
osapuolten kannalta tavoitteellinen projekti, joista on hyötyä kaikille projektiin osallistu-
ville ja sitä myötä hyötyä myös loppukäyttäjälle. [4, s. 3–4.]  
Sovelluskehitysprojektissa tilaava asiakas odottaa saavansa vastinetta rahalle. Asiakas 
antaa vaatimuksen ominaisuuksista, joiden hän odottaa toteutuneen tietyn ajanjakson 
jälkeen. Voisi kuvitella, että vaatimusten perusteella projekti saadaan toteutettua ja asia-
kas vastaanottaa valmiin toteutuksen tyytyväisenä. Harvoin näin kuitenkaan on, vaan 
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asiakas on odottanut jotain erilaista, kuin on lopulta saanut. On todennäköistä, että asia-
kas vaatii kesken projektin ominaisuuksia ja toiminallisuuksia, jotka eivät ole olleet alku-
peräisessä suunnitelmassa. [11, s. 43.] 
Lähes joka projektissa haasteena ovat muutokset. Ne tulevat projektiin mukaan yllättäen 
ja nopeasti. Pidättäytyminen suunnitelmissa ei useinkaan onnistu, eikä muutosten tule-
mista voi estää tai välttää. Muutoksiin voidaan kuitenkin varautua niiden tunnistamisella 
ja sopeutumalla muutoksiin. Kun muutoksiin pystytään varautumaan, kehitys on toden-
näköisempää toteuttaa aikataulussa ja budjetissa.  [11, s. 43.] 
Sovelluskehityksessä vaikea osa on myös ajan arviointi. Ajankäyttö taas vaikuttaa mer-
kittävästi budjetin määrittämiseen ja sitä kautta toteuttavien ominaisuuksien määrään ja 
laatuun. Sovelluskehitysprojekti pitää sisällään useita tehtäviä, ja toisinaan tehtävät 
myös riippuvat keskenään toisistaan. Todennäköisyys, että kaikki tehtävät suoritetaan 
suunnitellussa aikataulussa, laskee huomattavasti. [30, s. 14–16.] Aikataulujen epäon-
nistuminen usein johtaa joko aikataulun kiristämiseen – eli pysytään esimerkiksi alkupe-
räisessä aikataulussa – tai työvoiman lisäämiseen. Usein kuitenkin liian tiukat määräajat 
venyttävät aikataulua entisestään ja lisätyövoiman saanti ei välttämättä nopeuta työs-
kentelyä, vaan aiheuttaa lisäkuluja sekä viivästyttää projektissa etenemistä. [4, s. 5.] 
Koska tarkan vaatimusmäärittelyn teko projektin alussa on hankalaa, on tärkeää, että 
asiakkaan toiveisiin voidaan reagoida kehitysvaiheessa ilman suuria kustannuksia. Sa-
malla ketteryys tuo suunnittelu- ja kehitystiimille joustavuutta ratkaisujen suhteen suun-
nittelussa ja käytännön toteutuksessa. Toisaalta puutteellista vaatimusmäärittelyä, josta 
ei selviä tarkasti, miten jonkin asian on tarkoitus toimia, on vaikea jälkeen päin todentaa 
joko toimivaksi tai puutteelliseksi. Onnistuneessa sovelluskehitysprojektissa yhteistyö 
asiakkaan kanssa sujuu mahdollisimman joustavasti. Sekä asiakkaan että toteuttava ta-
hon on pystyttävä kommunikoimaan toisilleen. [11, s. 48–50.] 
Laadun mittausmääritykset tulee laatia projektikohtaisesti asiakkaan kanssa. Asiakkaan 
näkökulmasta onnistumista mitataan yksinkertaisimmillaan määritettyjen ominaisuuk-
sien toteutumisella sovitussa aikataulussa ja budjetissa. Jos asiakas ei kuitenkaan itse-
kään tiedä mitä haluaa, on toteuttavan tahon vaikea pitäytyä vaatimuksissa. Toteuttajan 
näkökulmasta onnistumista voidaan mitata organisaatiolle tulevasta hyödystä ja työnte-
kijöiden henkilökohtaisesta onnistumisesta. [4, s. 5.] 
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Selkeitä onnistumisen mittareita voi olla siis hankala laatia, vaikkakin projektin toteutus 
budjetissa ja aikataulussa on yleensä päätavoite. Koska päätavoitteen saavuttaminen 
on usein hankalaa sellaisenaan, voidaan onnistuneelle sovelluskehitysprojektille asettaa 
jotakin mittareita, jotka ovat onnistumisia sekä asiakkaalle että toteuttajalle. Onnistuneen 
projektin tunnusmerkkejä ovat muun muassa seuraavat: 
• Uusia ominaisuuksia voidaan integroida ja ottaa käyttöön vähäisellä hin-
nalla – sovellus on skaalautuva. 
• Projektin vaatimusmäärittely on riittävän tarkka, mutta muutoksiin sopeu-
tuva, ja sekä asiakas että toteuttaja ymmärtävät vaatimusmäärittelyn sisäl-
lön. 
• Asiakkaalle voidaan demonstroida toiminnollisuuksia käytännön tasolla, 
esimerkiksi toimivalla prototyypillä. 
• Iterointisyklit ovat lyhyitä – asiakkaalle ei toimiteta pelkästään valmista to-
teutusta. 
• Asiakas on kykenevä tekemään päätöksiä. 
• Asiakkaan ja toteuttajan välillä toteutuu avoin ja läpinäkyvä kommunikointi. 
Haasteellisen projektin piirteitä voivat ovat esimerkiksi seuraavat: 
• Sovellusprojektin kehitys ostetaan kiinteällä hinnalla ja aikataululla. 
• Pienetkin muutokset lähdekoodiin on hankala toteuttaa. 
• Sovellus toimii epävakaasti. 
• Suunnitelmissa pysytään tiukasti. 
• Sovelluksen käyttöönottoon kuluva aika kasvaa merkittävästi projektin ede-
tessä. 
• Sovelluksen testaukseen ei ole allokoitu aikaa. 
• Sovelluksen käyttöönottoon ei ole allokoitu aikaa. 
Toteuttajatahon huono sisäinen onnistuminen vaikuttaa pitkälti suoraan myös asiakkaa-
seen. Sisäiset haasteet kasvattavat lisääntyvien ohjelmointivirheiden ja väärin ymmär-
rettyjen vaatimusten todennäköisyyttä, ja tämän vuoksi aikataulut venyvät teknisen velan 
kasvaessa. On siis tärkeää, että toteuttajan sisäiset prosessit ovat toimivia ja vakaita. 
[27, s. 55.] 
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2.3 Sovelluskehitysprosessit 
Jokainen sovelluskehitysprojekti on erilainen. Sovelluskehitys on dynaamista ja jatkuvan 
muutoksen alaisena. Usein kehityksen alkuvaiheessa kehittämisen ajatellaan olevan li-
neaarista ja ennalta arvattavaa, jolloin myös muutosten tekeminen olisi helpompaa.  [4, 
s. 1.] 
Sovelluksen kehitys ja toimittaminen voi käydä haasteeksi projektin edetessä mahdolli-
sen kasvun ja muutosten vuoksi projektin eri osa-alueilla. Kehitystiimi voi kasvaa tai hen-
kilöt vaihdella. Sovellukseen tehdään muutoksia ominaisuuksien kasvavan määrän 
vuoksi, jotka tuovat lähdekoodiin ylläpitohaasteita ja vaikuttavat näin myös toimittami-
seen. Usein muutosten kustannukset suhteessa aikaan kasvavat eksponentiaalisesti, 
silloin kun projektia suoritetaan jaksoina, kuten kuvassa 1 nähdään. [6.]  
 
Kuva 1. Sovellukseen tehtyjen muutosten hintakaari [6]. 
Projektin dynaaminen olemus on oleellinen huomio, kun mietitään projektin elinkaarta. 
Kehitystä ei usein tehdäkään jaksoissa, vaan kehitys on jatkuvaa, jolloin muutoksiin täy-
tyy pystyä reagoimaan joustavasti sekä lopulta toimittamaan sovellus toimivana loppu-
käyttäjälle tehtyjen muutosten jälkeen. Tavoitteena olisikin saada muutosten hintakaa-
resta mahdollisimman tasainen ensimmäisen julkaisun jälkeen. [6.] 
Kuten luvussa 2.2 kävin läpi, sovelluskehitysprojekteista pystytään usein tunnistamaan 
samat riskit ja haasteet – sovelluksen toimitus epäonnistuu tai myöhästyy tai sovellus ei 
tuo toivottuja tuloksia tai sovellus ei toimi toivotulla tavalla [7, s. 12]. Kehittämiseen ja 
projektin läpivientiin, testaukseen ja toimittamiseen on tunnistettujen haasteiden vuoksi 
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kehitetty erilaisia metodeja ja prosesseja, jotka helpottavat projektinhallintaa ja mahdol-
listavat prosessien automatisoinnin. [8.] 
2.4 Jaksoittaiset kehitysmenetelmät 
Jaksoittaisessa prosessissa työnkulku etenee lineaarisesti vaihe vaiheelta. Suunnittelun 
jälkeen sovellus kehitetään kokonaisuudessaan, minkä jälkeen sovellus voidaan testata 
ja lopulta ottaa käyttöön. Jaksoittaista kehitystä voidaan kutsua myös vesiputousproses-
siksi, koska työnkulku etenee vesiputousmaisesti. [18.] 
Vesiputousprosessia on helppo hyödyntää silloin, kun työnkulku ja vaiheet ovat ennus-
tettavissa eivätkä vaatimukset muutu projektin edetessä. Vesiputousmalli onkin suosittu 
pienimmissä verkkosovellusprojekteissa, koska työnkulku on entuudestaan tuttu ja en-
nakoitavissa. Tämänkaltaiset pienet projektit voidaan suunnitella aluksi melko tarkasti 
ominaisuuksien puolesta, minkä jälkeen kehittäjä kirjoittaa sovelluksen lähdekoodin ja 
lopulta vie sovelluksen WWW-palvelimelle ja projekti saadaan päätökseen. [9.] 
Vesiputousmallin hyvänä puolena voidaan pitää loppuun asti suunniteltua tuotetta, joka 
toimitetaan asiakkaalle. Toisaalta tämä on myös vesiputousmallin suurin haaste, koska 
suunnittelu ennakkoon on erityisen haastavaa sovelluskehitysprojektissa. Tällöin loppu-
tuloksena saattaa olla huolimattomasti toteutettu sovellus epätarkan vaatimusmääritte-
lyn vuoksi, jolloin toteutunut ei vastaa asiakkaan odotuksiin. [18.] 
Kuvassa 2 nähdään, että vaiheet toteutetaan lineaarisesti vaihe vaiheelta ja projektilla 
on selkeä alku ja loppu, vaikka teoriassa vaiheissa voisi mennä myös joustavasti taak-
sepäin eri vaiheiden välillä. Harvoin näin kuitenkaan tehdään käytännössä, koska täysin 
lineaarinen prosessi on jo vakiintunut yrityksen työskentelytavaksi. 
 
Kuva 2. Vesiputousmallin vaiheet [18]. 
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2.5 Ketterät sovelluskehitysmenetelmät 
Ketterät sovelluskehitysmenetelmät ovat saanet alkunsa lean-ajattelusta, jonka japani-
lainen autonvalmistajayhtiö Toyota kehitti 1940-luvulla. Toyotan lopputuotteen, eli auto-
jen, valmistamisesta haluttiin mahdollisimman vähäkustanteinen, minkä vuoksi tuotantoa 
täytyi tehostaa. Lopputulokseksi saatiin kaikelle tekemiselle yksi pääperiaate: hukan 
poisto. Tärkeintä on tuottaa asiakkaalle arvoa ja poistaa kaikki muu mikä ei tuo arvoa. 
[10, s. 15–16.] 
Myöhemmin lean-ajattelusta kehitettiin myös sovelluskehitykseen ketterät menetelmät 
(engl. agile software development), joiden käytännöt pohjautuvat hukan poistamiseen. 
2000-luvun alkupuolella ideoitiin agile-ideologia, jonka tarkoituksena oli poistaa raskaat 
prosessit, joiden lopputuloksena on kuitenkin vähäiset tulokset. Lopputuloksena saatiin 
Agile Manifesto, joka toi uuden lähestymistavan sovelluskehitysprojekteihin. [11, s. 2.] 
Ketterän sovelluskehityksen ideologian pääperiaatteet ovat seuraavat: 
• yksilöitä ja kanssakäymistä enemmän kuin menetelmiä ja työkaluja 
• toimivaa ohjelmistoa enemmän kuin kattavaa dokumentaatiota 
• asiakasyhteistyötä enemmän kuin sopimusneuvotteluja 
• vastaamista muutokseen enemmän kuin pitäytymistä suunnitelmissa. 
Näillä periaatteilla halutaan edesauttaa sovelluskehityksen käytännön työtä. Periaat-
teissa painotetaan enemmän vasemmalla puolella olevaa asiaa, vaikka myös oikealla 
puolella olevat asiat ovat tärkeitä. Ketterien sovelluskehitysmenetelmien lähestymistapa 
projektin läpivientiin on yhdistelmä joustavuutta ja yhteistyöhalukkaita ihmisiä, joiden ta-
voitteet ovat esiteltävissä ja konkreettisia.  [11, s. 2–3.]  
Ketterien sovelluskehitysten menetelmiä noudatettaessa voidaan olettaa, että jokainen 
tiimin jäsen haluaa edistää ketterän sovelluskehityksen periaatteita ja saavuttaa onnis-
tuneen lopputuloksen. Tiimin tulee pystyä olemaan joustava ja tehokas päätöksissään ja 
pitämään tavoitteista kiinni. Tämä tarkoittaa käytännössä sitä, ettei kehitys tapahdu jak-
soissa vaan eri vaiheita tehdään limittäin. Suunnittelun myötä kehityksessä syntynyt 
koodi pyritään saamaan osaksi kokonaisuutta testattuna ja toimivana mahdollisimman 
nopeasti. [11, s. 3.] 
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Kaikkia kehityksen osa-alueita tulee suorittaa projektin edetessä eteenpäin. Usein pro-
jekti jatkuu pidemmälle, kuin mitä on suunniteltu, ja sovellusta halutaan jatko-kehittää 
heti pääprojektin jälkeen tai myöhemmin. Kehitys on siis jatkuvaa, koska myös palaut-
teen saaminen sovelluksen toimivuudesta on jatkuvaa ja palautteeseen on tärkeä pystyä 
reagoimaan nopeasti ja saada tarvittavat muutokset vaivattomasti loppukäyttäjän saata-
ville. [11, s. 3.]  
Keittäjän näkökulmasta ketterän sovelluskehityksen ongelmana voidaan pitää sen tuo-
mia ajattelutapoja, jotka poikkeavat perinteisestä prosessista, eli vesiputousmallista, ja 
vaativat koko tiimiltä sitoutumista menetelmien noudattamiseksi. Huonosti toteutetusta 
agile-projektinhallinnasta voi ollakin enemmän haittaa kuin hyötyä. Ketterät menetelmät 
on kehitetty ennen kaikkea erilaiseen työskentelyyn eikä varsinaisesti nopeuttamaan ke-
hitystä. [18; 4, s. 3.] 
Kuvassa 3 sovelluskehityksen pääprosessit on kuvattu yhden ominaisuuden toteutuk-
seen eikä koko sovelluskokonaisuuden toteutukseen. Prosessin eri vaiheisiin voidaan 
palata ketterästi kehityssyklin sisällä. Prosessia iteroidaan tarvittava määrä ja siirrytään 
seuraavaksi uuden ominaisuuden kehittämiseen. Ominaisuuksista syntyy lopulta sovel-
luskokonaisuus, mutta projektilla ei ole välttämättä selkeää loppua koskaan, vaan kehi-
tys on jatkuvaa. 
 
Kuva 3. Ketterän kehityksen prosessi kuvattuna yhden ominaisuuden toteutukseen [18]. 
3 Ketterät sovelluskehitysmenetelmät automaattisessa käyttöönotossa 
3.1 Extreme Programming -sovelluskehitysmenetelmät 
Sovelluskehitykseen on kehitetty ketteriä menetelmiä, jotka ovat käytännön tason mene-
telmiä sovelluskehittäjille. Yksi suosittu kehitetty malli on Extreme Programming (XP).  
[4, s. 11.] Extreme Programming -metodien taustalla on saada kehittäjät keskittymään 
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aina kaikista oleellisimpaan asiaan omassa päivittäisessä työssään. XP-metodit auttavat 
kehittäjiä tekemään ratkaisuja, jotka edistävät projektin onnistumista. XP-metodit tekevät 
kehityksestä muille tiimin jäsenille mielekästä, ja päätöksenteot edistävät koko tiimin yh-
teisiä tavoitteita. [7, s. 6.] 
Extreme Programming on tuonut jatkuvan integroinnin mallin sovelluskehitykseen, mikä 
edesauttaa myös sovelluksen käyttöönottoprosessia ja sen automatisointia. Jatkuvan in-
tegroinnin taustalla on pitää kehitettävä sovellus aina valmiina ja toimivana julkaistavaksi 
sekä valmiina käyttöönotettavaksi. XP-menetelmissä integrointia ei jätetä projektin lop-
pupäähän, vaan sitä pyritään tekemään päivittäin. Jos integrointia ja käyttöönottoa vii-
västytetään lähemmäksi julkaisua, on todennäköistä, että käyttöönotossa tulee ongelmia 
eroavien sovellusympäristöjen vuoksi tai koska eri kehittäjien kehittämä koodi ei ole kes-
kenään yhteensopivaa. [7, s. 77.] 
Yksinkertaistettuna Extreme Programming -menetelmien tarkoitus on vähentää ihmisten 
tekemiä inhimillisiä virheitä sovelluksen kehittämisessä. Menetelmien tarkoitus on saada 
sovellusvirheet mahdollisimman vähäisiksi automaattisten testien avulla sekä manuaali-
sesti prosessit automatisoitua vakaiksi ja helposti toistettavaksi prosesseiksi. [12.] 
Insinöörityössä oleelliset osat ketteristä sovelluskehitysperiaatteista ovat jatkuvan integ-
roinnin, toimituksen ja tätä myötä jatkuvan käyttöönoton periaatteet. Nämä periaatteet 
ovat myös osana Extreme Programming -metodeja.  
3.2 Jatkuva integrointi 
Jatkuvan integroinnin (engl. continuous integration) periaate on tullut Extreme Program-
ming -metodeista. Kent Beckin vuonna 1999 julkaisemassa Extreme Programming Ex-
planed -teoksessa on ajatus, että koska uusia ominaisuuksia täytyy integroida osaksi 
sovellusta joka tapauksessa, miksi ei tehdä sitä jatkuvasti. [1, s. 55–56.] 
Jatkuvan integroinnin tarkoituksena on saada kehitettävän sovelluksen eri toiminnalli-
suudet yhteen tietolähteeseen mahdollisimman aikaisessa vaiheessa ja mahdollisimman 
tiheässä syklissä. Eri kehittäjien kehittämä koodi tulee voida helposti integroida osaksi 
laajempaa koodikantaa. Jos integrointisykli on tiheä, voidaan mahdolliset integrointiin 
liittyvät haasteet välttää aikaisessa vaiheessa. Tämä voi tarkoittaa esimerkiksi konfliktia 
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uuden ja vanhan koodin välillä, kun usean eri kehittäjän koodi yhdistetään osaksi sovel-
luksen lähdekoodia. [6.] 
On hyvä huomioida, että koodin integrointi ei takaa laadukasta tai ohjelmistovirheetöntä 
koodia tai toiminnollisuuksien yhteensopivuutta. Integroinnin tuomat uudet ominaisuudet 
täytyy testata integroinnin jälkeen, jotta voidaan todeta sovelluksen toimivuus myös uu-
distuksen jälkeen. Jos uuden koodin integrointi tapahtuu tiheämmin kuin mitä ehditään 
testata, ohjelmistovirheiden riski kasvaa huomattavasti. Tästä syystä integroinnin jälkei-
nen testausprosessi olisi hyvä myös automatisoida. [8.] 
Testausprosessin tulisi käynnistyä aina, kun kehittäjä liittää yhteiseen tietolähteeseen 
koodia. Testauksessa tulisi vähintään paketoida sovellus toimivaksi kokonaisuudeksi. 
Tämän jälkeen paketoitua sovellusta vasten voidaan suorittaa koodin toiminallisuuksiin 
liittyviä testejä. Jos joko paketointi tai testit eivät mene läpi, tulee kehittäjien saada tämä 
tietoon, jotta virheet voidaan korjata mahdollisimman pian. [1, s. 55.] 
Jatkuvassa integroinnissa testauksen automatisointi ei ole välttämätöntä, mutta testauk-
sen automatisointi on kuitenkin avain toimivaan ja julkaisukelpoiseen sovellukseen. Jat-
kuvan integroinnin seuraava vaihe on jatkuva toimitus, jonka tarkoituksena on saada 
sovelluksesta automaattisesti valmis ja toimiva julkaisua varten. [14.] 
Jotta jatkuvan integroinnin periaatetta voidaan hyödyntää ja myös automatisoida käyt-
töönottoprosessi, tarvitaan vähintään seuraavat asiat: versionhallinta, automatisoitu so-
velluspaketin luonti sekä tiimin yhteinen sitoutuminen jatkuvan integroinnin periaatteiden 
noudattamiseksi.  
Kehitettävän sovelluksen koko lähdekoodin ja siihen liittyvien tiedostojen tulee olla ver-
sionhallinnassa yhdessä tietolähteessä. Versionhallinnassa tulee olla kaikki tarvittavat 
tiedostot siihen, että sovellus voidaan asentaa, suorittaa, testata, paketoida ja ottaa käyt-
töön. Riippumatta sovelluksen tai tiimin koosta on ehdotonta, että versionhallintaa käy-
tetään jokaisessa sovelluskehitysprojektissa. [1, s. 56.] 
Sovelluksen tulee olla suoritettavissa komentorivityökalun kautta. Kehittäjistä kenen ta-
hansa tulee pystyä suorittamaan sovelluksen asennus, suoritus, testit ja käyttöönottoko-
mentosarjat komentorivin kautta. Kun vaadittavat toimenpiteet voidaan suorittaa komen-
torivin kautta, varmistutaan siitä, että sovellus voidaan suorittaa eri ympäristöissä eikä 
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vain kehittäjän paikallisessa ympäristössä. Graafisilla käyttöliittymillä varustettuja työka-
luja tulee välttää, koska niiden toimintoja ei usein voida automatisoida. [1, s. 57.] 
Lisäksi on tärkeää, että jokainen tiimin osanottaja pystyy sitoutumaan jatkuvan integroin-
nin periaatteisin, koska jatkuva integrointi on vain metodi eikä työkalu itsessään. Tiimin 
täytyy pysytä sitoutumaan siihen, että sovellus on toimintakunnossa ja esiin tulleet oh-
jelmointivirheet korjataan korkealla prioriteetilla.  [1, s. 57.] 
Jatkuvan integroinnin tavoitteena on saada uuden koodin integroimisesta osa sovellus-
kokonaisuutta mahdollisimman helposti, toistettavana prosessina, joka voidaan toistaa 
useasti päivän aikana, jotta mahdolliset integrointivirheet voidaan korjata mahdollisim-
man vähällä vaivalla ja mahdollisimman aikaisessa vaiheessa. Tällöin voidaan olla myös 
varmempia sovelluksen toimivuudesta riippumatta muutoksista ja pitää sovellus aina val-
miina julkaisua tai käyttöönottoa varten. [8.] 
3.3 Jatkuva toimitus 
Jatkuva toimitus (engl. continuous delivery) on jatke jatkuvalle integroinnille. Sen tarkoi-
tus on saattaa kehitetty sovellus tilaan, jossa sovellus voidaan ottaa käyttöön luottaen 
siihen, että se toimii moitteettomasti myös päivitetyn sovelluksen käyttöönoton jälkeen. 
Jatkuvan toimituksen tulee olla täysin automatisoitu, ja kenen tahansa tiimistä tulisi pys-
tyä siirtämään kehitetty koodi myös tuotantoon jatkuvan toimitusprosessin jälkeen. Tii-
millä tulee olla täysi luotto siihen, että integroinnin jälkeen, riippumatta sovelluksen 
koosta ja sen toiminnollisuuksista, koodi voidaan toimittaa tuotantoon ilman monimutkai-
sia manuaalista testauksia. [8.] 
Koska jatkuvan toimituksen prosessilla pyritään asettamaan sovellus tilaan, josta se voi-
daan siirtää tuotantoon, on tärkeää, että viimeistään tässä vaiheessa tulevat esiin vir-
heet, jotka mahdollisesti estävät sovelluksen toiminnan ja siten estävät myös tuotantoon 
siirtämisen. Prosessi voidaan liittää mahdollisesti jatkuvan integroinnin prosessiin, jos 
testejä tehdään integrointivaiheessa. [8.] 
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Jatkuvan toimituksen kulmakivi on julkaisuputki, joka teknisesti on ohjeistus tietokoneelle 
siitä, miten kehitettävä koodi saadaan kehittäjän paikallisesta kehitysympäristöstä versi-
onhallintaan liitettyyn koodiin ja sitä kautta tietolähteestä tilaan, josta se voidaan viedä 
tuotantopalvelimelle ja lopulta loppukäyttäjän käytettäväksi. [1, s. 106.] 
Prosessin alkupisteenä on versionhallinnasta otettu yksittäinen versio lähdekoodista. 
Lähtökohtaisesti versio on uusin, ja siinä lähdekoodiin on liitetty kehittäjien viimeksi te-
kemät muutokset. Tämän jälkeen julkaisuputki suorittaa putken mukaiset komentosarjat. 
Komentosarjat suoritetaan usein määritetyssä järjestyksessä vaihe vaiheelta ja tarkiste-
taan, onnistuuko komentosarjan suorittaminen ilman virheitä. Jos virheitä ilmenee, kes-
keytetään julkaisuputki. Tieto virheistä tulee saattaa välittömästi kehittäjätiimille. Riip-
puen jatkuvan toimituksen työkaluista virheet voidaan näyttää esimerkiksi komentorivillä 
tai ilmoittaa työkalun käyttöliittymässä. Virheistä tulee saada selville mahdollisimman tar-
kasti se, missä virhe on tapahtunut. [1, s. 108.] 
Jatkuvaan toimitukseen ei liity vielä sovelluksen viemistä automaattisesti tuotantopalve-
limelle. Automaattinen tuotantoon vieminen on jatkeena jatkuvalle toimituksen proses-
sille. [15.]  
3.4 Jatkuva käyttöönotto 
Jatkuva käyttöönotto (engl. continuous deployment) on jatkumoa jatkuvalle toimituspro-
sessille. Jatkuvan käyttöönottoprosessin ideana on automatisoida sovelluspaketin siirto 
tuotantopalvelimelle ja suorittaa päivitetty sovelluspaketti loppukäyttäjälle WWW-palve-
limella. Automaattinen käyttöönotto voidaan suorittaa silloin, kun jatkuvan toimituksen 
julkaisuputki on suoritettu onnistuneesti. [8.] 
Otettaessa jatkuvan käyttöönoton prosessia käyttöön on tärkeää, että jatkuvan integroin-
nin ja jatkuvan käyttöönoton prosessit ovat toimivia ja vakaita. Koko tiimillä täytyy olla 
varmuus prosessien toimimisesta käytännössä, koska kaikki muutokset, jotka tehdään 
ensisijaiseen koodikantaan, siirretään automaattisesti myös tuotantoon. Käyttöönoton 
automatisointiin liittyy riskitekijöitä, koska julkaisun kontrolli siirtyy julkaisuputken varaan. 
Jos julkaisuputki ei sisällä riittäviä testejä tai käyttöönottokomentosarjoja ei ole toteutettu 
huolellisesti, voi ongelmatilanteista tulla haastavia ratkaista. [8.] 
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Kun prosessi on vakaa, saadaan poistettua epävarmuustekijöitä käyttöönotossa. Uusia 
ominaisuuksia voidaan julkaista pienissä osissa, jolloin saadaan parempi ymmärrys siitä, 
mitä tuotannossa on. [25.] Lisäksi, koska versionhallinnassa olevan koodin voidaan olet-
taa olevan tuotannossa käytössä, kehitystä voidaan jatkaa ilman huolta siitä, mitä koodia 
on viety tuotantoon tai onko kehittäjällä mahdollisuus olla lähtöpisteessä, jossa koodi ei 
vastaa tuotannon versiota [8]. 
Automaattisessa käyttöönotossa tavoitteena on saada julkaistua uusi versio käyttäjien 
saataville ilman käyttökatkoksia. Tämä voidaan saavuttaa julkaisuputkessa määritettyjen 
komentosarjojen avulla. Uusi versio siirretään palvelimelle ja otetaan käyttöön lennosta. 
Kuvassa 4 on esitetty jatkuvan integroinnin, toimituksen ja käyttöönoton prosessit omina 
vaiheinaan ja se, miten vaiheet liittyvät toisiinsa. Usein prosessi katkaistaan jatkuvaan 
toimitusprosessiin, jolloin käyttöönotto tehdään manuaalisesti. Manuaalinen käyttöön-
otto voi esimerkiksi tarkoittaa komentoriviltä suoritettavaa komentosarjaa tai käyttöön-
otto-napin painamista graafisesta käyttöliittymästä. [26.] Insinöörityössä käyttöönotto au-
tomatisoidaan, ja se on siten oleellinen osa prosessikaaviossa. 
 
Kuva 4. Jatkuvan integroinnin, toimituksen ja käyttöönoton vaiheet [26]. 
4 Käyttöönottoprosessit  
4.1 Käyttöönoton merkitys sovelluskehityksessä 
Käyttöönottoprosessi pitää sisällään usein muutamia pienempiä, mutta aikaa vieviä, pro-
sesseja. Ne ovat esimerkiksi sovelluksen toimintojen testaus, sovelluksen koodin siirto 
palvelimelle ja siirron onnistumisen testaus. [1, s. 4.] Prosessin tavoitteena on saada 
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paikallisessa kehitysympäristössä kehitetty sovellus WWW-palvelimelle, josta sovellusta 
lopulta jaetaan loppukäyttäjälle [13]. 
Riippumatta kehitettävän sovelluksen laajuudesta sovellus sisältää lähes aina monta eri 
liikkuvaa muuttujaa. Sovellus voi pitää sisällään satoja eri tiedostoja ja koodiriippuvuuk-
sia. Kuitenkin kenen tahansa projektitiimin kehittäjistä pitäisi pysytä tekemään sovelluk-
sen käyttöönotto, riippumatta paikasta ja ajasta sekä mahdollisimman pienellä riskillä. 
[1, s. 4–5.] 
Kuvassa 5 on kuvattu käyttöönoton tärkeä merkitys sovelluskehitysprosessissa. Ilman 
käyttöönottoprosessia sovellusta ei saada loppukäyttäjälle kehittäjän tietokoneelta. 
 
Kuva 5. Verkkosovelluksen käyttöönotto ja sovelluksen jakelu. 
4.2 Manuaaliset käyttöönottoprosessit 
Manuaalisista käyttöönottoprosesseista yksi suosittu menetelmä on käyttää File Transfer 
Protocol- eli FTP-ohjelmaa. FTP-protokolla perustuu tietoliikenneprotokollaan (TCP), 
jossa tiedostoja siirretään tietokoneelta toiseen tietokoneeseen. Siirto tehdään käyttäen 
useimmiten graafisella käyttöliittymällä varustettua FTP-ohjelmaa. [13.] FTP-ohjelmat 
ovat usein helppokäyttöisiä, eikä niiden käyttö vaadi juuri teknisiä toimenpiteitä tai konfi-
gurointia. 
Manuaalisissa prosesseissa ongelmaksi kuitenkin muodostuu prosessin vaihtelevuus jo-
kaisella suorituksella. Prosessin lopputulosta ei voida täysin ennakoida. Jokainen pro-
sessin suorittaja voi suorittaa käyttöönoton eri tavalla, mistä seuraa, että virheiden to-
dennäköisyys kasvaa. Manuaalisessa prosessissa aikaa kuluu myös itse prosessin suo-
rittamiseen ja mahdollisten virheiden etsimiseen [1, s. 5–6]. Etenkin FTP-protokollalla 
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tiedostojen siirto on toisinaan hidasta, koska tiedostot siirretään tietokoneiden välillä yk-
sitellen. Tämän vuoksi sovelluksen käyttöön saattaa aiheutua käyttökatkoksia, koska eri 
tiedostot siirretään palvelimelle eri ajassa ja tiedostot voivat olla riippuvaisia toisistaan, 
jolloin sovellus hajoaa. [32.] 
4.3 Automatisoitu käyttöönottoprosessi 
Automatisoitu käyttöönottoprosessi on yleistynyt ketterien kehitysmenetelmiä myötä. 
Koska ketterissä sovelluskehitysmenetelmissä tavoitteena on saada tuotettua sovellus 
asiakkaan hyödyksi mahdollisimman nopeasti [4, s. 11], on käytännön metodeja kehitetty 
myös sovelluksen käyttöönottoa varten.  
Automaattisessa käyttöönottoprosessissa kehitetty sovellus toimitetaan paikallisesta ke-
hitysympäristöstä palvelimelle komentosarjojen avulla. Komentosarjat voidaan suorittaa 
aina kun sovellus tai siihen liittyvä ominaisuus tai ohjelmointivirheen korjaus halutaan 
julkaista. Automatisoinnissa prosessista saadaan toistettava, vakaa ja ennalta arvattava. 
Tämän ansiosta kehityssyklistä saadaan myös vakaa ja aikaa säästävä. [1, s. 17.] 
Automaattisen käyttöönoton hyötynä on myös se, että automatisointikomentosarjojen 
avulla sovellus saadaan helposti asennettua uuden kehittäjän toimesta tai uuteen palve-
linympäristöön, eikä asennusta tehdä manuaalisesti tiettyyn ympäristöön [11, s. 61–62]. 
Verrattuna manuaaliseen käyttöönottoprosessiin, automatisointi vaatii aina konfiguroin-
tia etukäteen sekä teknistä osaamista. Jos prosessin aikana ilmenee virheitä, virheet 
ovat usein niin kriittisiä, että käyttöönotto ei enää onnistu, ennen kuin virheet on korjattu. 
Tästä syystä automatisointikomentosarjat ovat yhtä tärkeässä osassa kuin varsinainen 
lähdekoodi. 
4.4 Julkaisuputki 
Julkaisuputki (engl. deployment pipeline) on automatisoitu prosessi siihen, miten lähde-
koodi saadaan versionhallinnasta toimivaksi sovellukseksi loppukäyttäjän käytettäväksi. 
Jokainen muutos lähdekoodiin, joka viedään versionhallintaan, käynnistää prosessin, 
joka valmistaa sovelluksen toimivaksi kokonaisuudeksi ja valmiiksi tuotantoon. Prosessi 
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alkaa sovelluksen paketoinnista, minkä jälkeen sovellus voidaan testata automaattisesti. 
Lopulta voidaan suorittaa sovelluksen siirto palvelimelle ja julkaista uusi versio käyttäjän 
käytettäväksi. [1, s. 106–107.] 
Prosessi alkaa, kuten kuvassa 6 on esitetty, kun kehittäjä liittää versionhallintaan tehdyt 
muutokset. Jatkuvan integroinnin työkalu (CI) kuuntelee versionhallintaa ja käynnistää 
julkaisuputken komentosarjat aina, kun muutoksia on tullut. Julkaisuputken vaiheet käy-
dään useimmiten järjestyksessä läpi vaihe vaiheelta. Ensimmäisenä vaiheena haetaan 
versionhallinnasta lähdekoodi ja suoritetaan siihen liittyvät paketointi- ja asennuskomen-
tosarjat, jotta sovellus saadaan toimivaan tilaan. Tämän jälkeen sovellukselle voidaan 
suorittaa määritetyt testit. Erityyppisten testien, kuten yksikkötestien ja hyväksyntätes-
tien, on hyvä olla omina vaiheinaan julkaisuputkessa. Jos testivaiheita on paljon ja CI-
työkalu mahdollistaa niiden suorittamista rinnakkain, voidaan testit suorittaa samanaikai-
sesti prosessin nopeuttamiseksi. [1, s. 111–112.] Testien jälkeen voidaan tehdä loput 
toimenpiteet julkaisua varten. Jos käyttöönotto on automatisoitu osaksi julkaisuputkea, 
kuten insinöörityössä on tarkoituksena, suoritetaan käyttöönottokomentosarjat viimei-
senä. 
 
Kuva 6. Julkaisuputken prosessi ja vaiheet [1, s. 109]. 
Jos julkaisuputken missään vaiheessa ilmenee virheitä, tulee julkaisuputken suoritus 
keskeyttää heti. Jatkuvan integroinnin työkalun tulee ilmoittaa kehittäjille tarkasti, missä 
vaiheessa virhe on ilmennyt, missä versiossa ja missä tiedostossa, jotta virhe voidaan 
korjata mahdollisimman nopeasti. [1, s. 113.] 
On hyvä huomioida, että automatisoitu käyttöönotto mahdollistaa helposti myös toimi-
mattoman sovelluksen julkaisun, jos julkaisuputki tehdään huolimattomasti ja ilman asi-
anmukaisia testejä. Koska julkaisuputki käynnistetään aina muutosten jälkeen, on vir-
heellinen tilanne mahdollinen. Lisäksi ympäristöjen eroavaisuudet, esimerkiksi paikalli-
sen ja tuotannon välillä, voivat olla vaikeasti havaittavissa ja voivat aiheuttaa virhetilan-
teita, vaikka sovellus olisikin testattu. Tästä syystä julkaisuputki tulee ottaa käyttöön 
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mahdollisimman aikaisessa vaiheessa kehitystä ja komentosarjat testata hyvin, jotta jul-
kaisuputken toimivuuteen voidaan luottaa projektin edetessä. [1, s. 108.] 
Kun julkaisu ja käyttöönotto on automatisoitu, on prosessi nopea, toistettava ja vakaa. 
Prosessin suorittamisesta tulee normaalia, ja prosessi voidaan suorittaa ilman huolta 
siitä, että jokin inhimillinen asia menee vikaan. Jos taas sovelluksesta julkaistaan versio, 
jossa on sovellusvirheitä, voidaan edellinen versio, jossa virheitä ole, ottaa käyttöön sa-
man prosessin avulla. [1, s. 109.] 
4.5 Vakaan julkaisuputken periaatteet 
Julkaisuputki on hyvä pitää samanlaisen riippumatta lopullisesta ympäristöstä. Yhden 
käyttöönottokomentosarjan tulee toimia eri ympäristöille, ja ympäristöriippuvaisten toi-
mintojen tulee toimia ympäristöasetuksilla. Tällöin voidaan varmistaa, ettei virheiden sat-
tuessa vika ole julkaisuputkessa, vaan vika on todennäköisimmin virheellisissä ympäris-
töasetuksissa. Konfigurointitiedostojen tulee olla myös versionhallinnassa. [1, s. 115–
117.] 
Häiriötön käyttöönotto 
Käyttöönoton tarkoitus on olla mahdollisimman huomaamaton ja häiriötön (engl. zero 
downtime) loppukäyttäjälle. Sovelluksen toimivuuteen ei tulisi tulla käyttökatkoa koodi-
virheiden eikä erityisesti käyttöönottoprosessin vuoksi. Käyttöönoton versiosta toiseen 
tulisi olla lähes saumaton, ja mahdollisissa virhetilanteissa tulisi voida ottaa käyttöön 
edellinen toimiva versio. [1, s. 260.] 
Häiriötön käyttöönotto voidaan saavuttaa, kun prosessista tehdään mahdollisimman it-
senäinen ja riippumaton voimassa olevista ympäristötekijöistä ja konfiguroinnista. Tämä 
tarkoittaa esimerkiksi sitä, että sovelluksen uusi versio luodaan omaan kansioon palve-
limella, ja kun tarvittavat tiedostot on siirretty palvelimelle, osoitetaan palvelinsovelluksen 
reititin uuteen versioon. Tätä kutsutaan myös Blue-Green-käyttöönottoprosessiksi. [1, s. 
261.] 
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Blue-Green-käyttöönotto 
Blue-Green-käyttöönottoprosessissa (engl. blue-green deployment) sovelluksesta suo-
ritetaan kaksi versiota rinnakkain, jossa seuraava versio on blue-ympäristössä ja nykyi-
nen versio green-ympäristössä. Blue-ympäristössä sovellus konfiguroidaan toimivaan ti-
laan ja sovellukselle tehdään käyttöönoton testaus. Jos testit menevät läpi blue-ympä-
ristössä ja käyttöönotto todetaan onnistuneeksi, voidaan liikenne ohjata blue-ympäris-
töön ja näin ollen blue-ympäristöstä tulee green-ympäristö. Jos taas todetaan, ettei käyt-
töönotto onnistunut, voidaan palata nopeasti edeltävään green-ympäristöön. [1, s. 261–
262.] 
Blue- ja green-ympäristöt voivat olla omilla palvelimilla, mutta prosessin voi suorittaa 
myös yhdellä palvelimella kustannussyistä. Tällöin blue- ja green-ympäristöt voivat si-
jaita palvelimella esimerkiksi omissa kansioissa. [1, s. 261–262; 27, s. 47.] 
Kuvassa 7 näkyy Blue-Green-käyttöönotto toteutettuna WWW-palvelinohjelmiston 
avulla. Siinä palvelimen portti 9000 ohjataan palvelemaan tiedostoja kansiosta /srv/next 
ja oletusportissa palvellaan tiedostoja kansiosta /srv/current. Onnistuneen käyttöönoton 
jälkeen blue-kansio voidaan vaihtaa green-kansioksi. 
 
Kuva 7. Blue-Green-käyttöönotto [42]. 
Sovelluksen käyttöönoton testaus 
Sovelluksen käyttöönoton testaus (engl. smoke-testing) on yksi tärkeimmistä testeistä 
julkaisuputkessa, koska testillä voidaan todentaa käyttöönoton onnistuminen lopulli-
sessa ympäristössä. Kun sovelluksesta ollaan ottamassa käyttöön uusi versio, on hyvä 
suorittaa sovelluksen toimintatesti heti käyttöönoton jälkeen. Sovelluksen uutta versiota 
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voidaan suorittaa hetki esimerkiksi toisessa ositteessa tai portissa Blue-Green-käyttöön-
ottoperiaatteen avulla. Tällöin sovellus voidaan avata ohjelmallisesti ja todentaa, että so-
vellus avautuu odotetusti. Samalla testillä voidaan testata myös muut palvelut, jotka on 
kytketty sovellukseen, kuten tietokantayhteys. [1, s. 117; 27, s. 47.] 
Jos käyttöönottotesti ei mene läpi, ei uutta versiota oteta käyttöön oikeassa osoitteessa, 
vaan edellinen versio pidetään edelleen toiminnassa. Kehittäjät voivat tällöin tutkia vikaa, 
eikä loppukäyttäjille tule katkosta epäonnistuneen käyttöönoton vuoksi. [1, s. 259.] 
Palautteen saanti 
Kun prosesseja automatisoidaan, on tärkeää informoida kehittäjiä siitä, miten prosessi 
sujuu, ja siitä, ilmeneekö prosessissa virheitä. Kehittäjien tulee tietää mahdollisimman 
nopeasti, jos käyttöönotossa on ilmennyt virheitä, jotta virheet voidaan korjata ja saada 
uusi versio tuotantoon. [1, s. 13.] 
Palaute voi näkyä esimerkiksi CI-työkalussa visualisoituna virheelliseksi tai onnistu-
neeksi. Virhetiedot voidaan ilmoittaa kehittäjille myös esimerkiksi sähköpostitse tai 
työssä käytettävään pikaviestimeen, jos CI-työkalu tukee sitä [21]. Prosessin virheellisen 
kohdan tulee tulla ilmi tarkasti, jotta aikaa ei kulu virheen etsimiseen [1, s. 15]. 
5 Jatkuvan kehityksen työkalut 
5.1 Versionhallinta 
Versionhallinta on tärkein osa jatkuvaa integrointia ja automaattista käyttöönottoproses-
sia. Sovelluksen lähdekoodi säilytetään versionhallinnan repositoriossa eli tietoläh-
teessä. Versionhallinta on itsessään sovellus, jota voidaan joko ylläpitää omalla palveli-
mella tai hankkia palvelu pilvipalveluna. Versionhallinta säilyttää projektin tiedostoja pal-
velimella ja mahdollistaa tiedostojen synkronoinnin kehittäjien välillä. Eri kehittäjät voivat 
liittää kehittämänsä koodin osaksi tietolähdettä, ja muut kehittäjät saavat tehdyt muutok-
set helposti omaan kehitysympäristöönsä. [15.] 
Versionhallintaan tulee pääasiassa sisällyttää vain lähdekoodi, ja mahdolliset koodiriip-
puvuudet haetaan paketinhallintasovelluksien avulla. Versionhallinnasta tulee löytyä 
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myös eri ympäristöihin liittyvät konfiguraatiot, jotta sovelluksen asennus ei olisi ympäris-
töstä riippuvainen tai vaatisi erillisiä ympäristöön sidottuja komentosarjoja asennusta 
varten. Lisäksi versionhallintaan tulee liittää kaikki käyttöönottoon liittyvät komentosarjat, 
kuten sovelluksen paketointi, ja testit. [1, s. 13.] 
Versiohallinnan tietolähteen päähaaraan (engl. main branch) tulee liittää koodia mahdol-
lisimman pienissä osissa ja tiheässä syklissä jatkuvan integroinnin periaatteiden mu-
kaan. Tällöin integrointi voidaan testata heti ja täten pienentää toimimattoman koodin 
integroinnin riskiä [8.] 
Tietolähteeseen voidaan tehdä sovellukseen liitettävien ominaisuuksien perusteella haa-
roja, joissa ominaisuuksia voidaan kehittää erillään muista haaroista ja liittää myöhem-
min päähaaraan. Tällöin kehitettävää ominaisuutta voidaan testata jatkuvasti päähaaran 
lähdekoodia vasten ja varmistaa näin uuden koodin yhteensopivuus. [8.] 
Lisäksi versionhallinta on lähde, josta koodi paketoidaan toimivaksi ja siirretään lopulli-
seen ympäristöön. Koodia ei siis automaattisen käyttöönoton yhteydessä siirretä suo-
raan kehittäjän paikallisesta ympäristöstä tuotantoon, vaan paketointi ja siirto tehdään 
yhdessä ympäristössä jatkuvan integroinnin alustalla. Tällöin vältytään kehittäjien erilai-
silta ympäristötekijöiltä, joiden konfiguroinnit saattavat poiketa toisistaan ja jotka voivat 
aiheuttaa erilaisen lopputuloksen esimerkiksi koodin paketoinnissa.  
5.2 Sovellusympäristön virtualisointi 
Projektipainotteisissa yrityksissä projektien vaatimukset voivat vaihdella ja vaatia siten 
myös erilaisia teknologiaympäristöjä. Ympäristöjä, jotka esimerkiksi tukevat ajoaikaisten 
sovellusten eri versioita, tulee voida vaihdella helposti. Tällöin fyysiseen ympäristöön 
asennetut ohjelmat ovat vaikeasti hallittavissa ja vaihdettavissa, koska muutosten teke-
minen vaikuttaa koko ympäristöön. [20.] 
Ympäristöjen virtualisointi auttaa ongelmaan, jossa erilaisia ympäristötekijöitä halutaan 
varioida usein ja nopeasti. Virtualisoinnin avulla tietokoneen sisälle voidaan luoda virtu-
aalinen tietokone, joka pitää sisällään omat konfiguroinnit eivätkä vaikuta fyysisen isän-
täkoneen konfigurointeihin. [20.] 
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Virtualisoinnista on kehitetty vielä yksittäisten prosessien virtualisointi. Sitä kutsutaan 
konttiteknologiaksi. Yksittäiset prosessit ovat eristyksessä omassa kontissa (engl. con-
tainer), ja eri kontit voidaan yhdistää yhdeksi isoksi kokonaisuudeksi. Tällöin virtualisoin-
nista saadaan suorituskyvyltään nopeampaa ja skaalautuvampaa eri tarpeisiin. Tarvitta-
via konfiguraatioita voidaan helposti valita osaksi isompaa kokonaisuutta. Lisäksi sovel-
lusta voidaan testata nopeasti eri ympäristöissä, ilman koko kehitysympäristön tai palve-
limen konfigurointia erikseen. [19, s. 218.] 
Konttiteknologia tuo siis mahdollisuuden suorittaa sovellusta erilaisissa ympäristössä. 
Useita eri kontteja voidaan suorittaa samalla palvelimella tai kehitysympäristössä, mikä 
tarkoittaa sitä, että projektia varten koko ympäristöä ei tarvitse asentaa manuaalisesti, 
vaan ympäristön voi pystyttää mihin tahansa palvelimeen tai kehitysympäristöön, jolla 
voidaan suorittaa virtuaalisesti erilaisia ympäristöjä konttien sisällä. Lisäksi konttitekno-
logia vie resursseja huomattavasti vähemmän kuin perinteiset virtuaaliset ympäristöt, jol-
loin palvelimeltakin vaaditaan vähemmän resursseja ja konttien ylösajo on nopeampaan. 
[20.] 
Jatkuvan integroinnin työkaluissa konttiteknologiasta on paljon hyötyä, koska samalla 
palvelimella suoritetaan toisistaan täysin erilaisia ympäristöjä ja toisaalta ympäristöjä voi-
daan käyttää uudelleen resurssien säästämiseksi. [19, s. 218–219.] 
5.3 Konttivirtualisointi Docker-työkalulla 
Yksi tämän hetken suosituimmista konttiteknologioista on Docker. Vaikka konttiteknolo-
gia on ollut jo vuosia olemassa, on konttien hallinta ja käyttöönotto ollut hankalaa. Docker 
pyrkii ratkaisemaan hallintaan liittyvät haasteet ja tarjoaa mahdollisuuden hallita kontteja 
ja suorittaa taustalla käyttäjän puolesta kontteihin liittyvän käyttöönoton, kuten konttien 
ja isäntäkoneen välisen yhteyden. Docker pohjautuu Linux-käyttöjärjestelmään ja sen 
virtualisointiin – tästä on käytetty nimitystä Linux Containers (LXC). [19, s. 224.] 
Docker ei virtualisoi koko käyttöjärjestelmää, vaan vain tarvittavat prosessit virtualisoi-
daan ja muuten kontit pyrkivät hyödyntämään mahdollisimman paljon isäntäkoneen pro-
sesseja. Koska Docker nojaa Linuxin prosesseihin, tarvitaan myös isäntäkoneelta Linux-
ydin. Dockeria ei voi siis suoraan esimerkiksi suorittaa Windowsin päällä, koska Win-
dowsilla ei ole Linux-ydintä, vaan väliin tarvitaan koko käyttöjärjestelmän virtualisointi. 
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[19, s. 221.] Vaikka isäntäkonetta hyödynnetään taustalla, on konteilla kuitenkin omat 
levy- ja verkkojärjestelmät, jolloin palveluita voidaan suorittaa täysin eristyksissä toisis-
taan [29, s. 16]. 
Konttien käyttöönotto on huomattavasti nopeampaa kuin perinteisessä virtualisoinnissa, 
koska kontti voi hyödyntää isäntäkoneen prosesseja suoraan. Virtuaalikoneen käyttöön-
otossa saattaa mennä useita minuutteja, kun taas kontit voivat käynnistyä sekunneissa. 
[19, s. 221.] 
Dockerin hyötynä ovat myös sen mahdollistamat levykuvat (engl. image), jotka pyrkivät 
tuomaan yhtenäisyyttä ympäristötekijöihin, kuten ajoaikaisten sovellusten versioihin. Täl-
löin sovellus voidaan kirjoittaa tiettyyn ympäristöön ilman huolta siitä, etteikö sovellusta 
voisi testata tai suorittaa vastaavassa ympäristössä. Tällä pyritään myös vähentämään 
tilanteita, jossa sovellus toimii vain kehittäjän paikallisessa ympäristössä, muttei toisessa 
ympäristössä erilaisen konfiguraation vuoksi. [29, s. 9.] 
5.4 Jatkuvan integroinnin alustat 
Insinöörityössä oli tarkoitus löytää kustannustehokas jatkuvan integroinnin alusta auto-
maattista käyttöönottoa varten yrityksille, jotka ovat projektikeskeisiä. Projektien keskei-
simmät määritykset voivat yleensä olla samat, mutta alustan tulisi taipua tarvittaessa 
myös poikkeustapauksiin.  
Alustan tuli tukea insinöörityössä tutkittuja periaatteita ja toiminnollisuuksia. Vaatimus-
määrittelyt alustalle olivat seuraavat: 
• mahdollisuus käynnistää julkaisuputki, kun versionhallintaan tehdään muu-
toksia 
• mahdollisuus hakea lähdekoodi GitHub.com-palvelun versionhallinnasta 
• mahdollisuus hyödyntää paketinhallintasovelluksia 
• mahdollisuus paketoida lähdekoodi koodiriippuvuuksien kanssa 
• mahdollisuus hyödyntää erilaisia ympäristöjä ilman fyysistä alustariippuvai-
suutta 
• mahdollisuus suorittaa testit 
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• mahdollisuus saada tietoa prosessin etenemisestä ja virheistä 
• mahdollisuus suorittaa komentosarjoja SSH-yhteyden avulla 
• yksinkertainen julkaisuputken määrittäminen. 
Työssä etsittiin avoimen lähdekoodin jatkuvan integroinnin alustaa, joka on mahdollista 
asentaa omalle palvelimelle. Näin ollen ainoana kiinteänä kustannuksena olisivat palve-
linkulut. Etsinnästä jätettiin tarkoituksella pois pilvipohjaiset työkalut, joilla on yleensä 
kuukausipohjainen hinta. Toisaalta pilvipalvelut voivat tuoda ylläpidollista helpotusta, 
mutta tutkimustyön rajauksen vuoksi pilvipohjaiset ratkaisut jätettiin vaihtoehdoista pois. 
Lisäksi työssä perehdyttiin alustoihin ja ratkaisuihin, jotka pohjautuvat ympäristön virtu-
alisointiin ja erityisesti konttiteknologiaan.  
Jenkins 
Jenkins on Java-pohjainen avoimen lähdekoodin jatkuvan integroinnin työkalu. Se on 
yksi suosituimmista tähän käyttötarkoitukseen tehdyistä työkaluista sen monipuolisuu-
den vuoksi. Jenkinsille on tehty erilaisia liitännäisiä, jotka mahdollistavat tarvittavat toi-
minnot jatkuvaan integrointiin, toimitukseen ja käyttöönottoon liittyen. Komentojen suori-
tukset, kuten paketinhallintasovelluksen käyttö tai testaustyökalujen komentosarjat, sekä 
muut komentosarjojen suoritukset tehdään liitännäisten avulla. Julkaisuputken komento-
sarjat kirjoitetaan Jenkinsfile-tiedostoon, jonka perusteella Jenkins suorittaa julkaisuput-
ken. [21.] 
Työkalussa on kaikki vaatimusmäärittelyssä vaaditut ominaisuudet, mutta Jenkins vai-
kuttaa melko raskaalta sovellukselta, mikä vaatii myös palvelimelta resursseja. Lisäksi 
lisäosa-ekosysteemi raskauttaa järjestelmää entisestään ja samalla työkalu on liiankin 
monipuolinen käyttötarkoitukseen.  
Drone 
Drone on tuore jatkuvan toimituksen työkalu. Se on kirjoitettu Go-kielellä ja on suhteelli-
sen kevyt ohjelmisto. Drone hyödyntää toiminnassaan Docker-kontteja, mikä mahdollis-
taa erilaisten toimintojen suorittamisen kevyesti tarpeen mukaisessa ympäristössä. 
Drone on työkaluna myös mahdollista asentaa palvelimelle Docker-alustan päälle. [23.] 
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Kuten Jenkins, Drone tukee kaikkia vaatimusmäärittelyyn määriteltyjä ominaisuuksia. 
Sen julkaisputkisyntaksi on YMAL-pohjainen, mikä mahdollistaa julkaisuputken määrit-
tämisen yksinkertaiseen muotoon. Kaikki julkaisuputken vaiheet suoritetaan omassa 
Docker-kontissa, mikä mahdollistaa kuitenkin jaettujen palveluiden käytön konttien vä-
lillä. [24.] 
Insinöörityötä kirjoitettaessa Drone on vielä kehitysvaiheessa, eikä se ole saavuttanut 
virallista ensimmäistä versiota. Tämän haittapuolena voi olla, että versioiden välillä omi-
naisuudet vaihtelevat ja vaativat täten ylläpitoa julkaisuputken komentosarjojen suhteen. 
Concourse  
Concourse on myös uusi ja moderni jatkuvan integroinnin työkalu, joka on kirjoitettu Go-
kielellä. Työkalu on varsin samantyyppinen kuin Drone, mutta monipuolisempi. Con-
course ei pyri rajoittumaan tiettyihin työkaluihin, vaan koko julkaisuputken toiminnot ra-
kennetaan resursseiksi, joita voidaan hyödyntää julkaisuputken eri vaiheissa. Toimintoja 
suoritetaan resurssikonteissa, jolloin eri konttien konfiguroinnit eivät vaikuta toisiinsa. 
Concourse pyrkii olemaan mahdollisimman riippumaton palvelimesta, jolle työkalu on 
asennettu, vaan kaikki konfiguroinnit ovat työkalun sisällä tai resurssikonteissa. Tämän 
hyötynä on se, että tarvittaessa palvelin voidaan helposti vaihtaa toiseen. [22.] 
Työkalun voi asentaa Docker-alustan päälle, jolloin työkalun vaativia työkaluja ja konfi-
gurointeja ei tarvitse tehdä suoraan palvelimelle [34]. 
Vaikka työkalu on monipuolinen ja tarpeisiin skaalautuva, Concoursen julkaisuputken 
konfigurointi vaikuttaa hieman monimutkaiselta käyttötarkoitukseen, juuri työkalun tar-
joaman joustavuuden vuoksi.  
6 Jatkuvan integrointialustan konfigurointi  
Insinöörityössä integrointialustaksi valittiin Drone sen yksinkertaisuuden vuoksi. Alusta-
vertailussa sekä Dronen asennus että julkaisuputken toteutus vaikuttivat tarpeisiin näh-
den helpoimmalta vaihtoehdolta. Vaikka toisaalta esimerkiksi Jenkins on vakuuttava sen 
pitkän olemassa olon takia ja Concourse modernin arkkitehtuurin ja monipuolisuuden 
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vuoksi, oli Drone tarpeisiin nähden paras vaihtoehto lähteä kokeilemaan automaattista 
käyttöönottoprosessia osana verkkosovelluskehitystä. 
6.1 Palvelimen vaatimukset 
Palvelimen vaatimukset riippuvat pitkälti siitä, kuinka raskaita prosesseja palvelimella 
suoritetaan tai kuinka monta yhtäaikaista prosessia, eli julkaisuputkea, palvelimella on 
tarve suorittaa. Insinöörityössä palvelimella oli tarve suorittaa keskimäärin yksi prosessi 
kerrallaan, mutta myös kahden julkaisuputken suorittaminen samanaikaisesti tuli onnis-
tua. Palvelimen muistin ja suorittimien tarvittava määrä riippuu juuri prosessien tarpeista. 
Myös tarvittava levytilan määrä määräytyy tarvittavien resurssien mukaan.  
Dronelle ei siis ole suoraan suosituksia palvelimen määrityksille. Asiaa voidaan miettiä 
myös Docker-työkalun tarpeiden mukaan, mutta koska Dockerille ei myöskään ole pal-
velinsuosituksia, määräytyvät tarpeet täysin käytön mukaan. Palvelin onkin hyvä valita 
niin, että resursseja voi tarvittaessa lisätä myöhemmin. Monet pilvipohjaiset palvelintar-
joajat mahdollistavat lennosta skaalauksen, joten aluksi voidaan lähteä liikkeelle esimer-
kiksi halvimmasta vaihtoehdosta ja tarkastella, miten palvelin suoriutuu prosesseista 
käytännössä. 
Palvelimen käyttöjärjestelmäksi valitsin Ubuntun version 16.04, joka on viimeisin vakaa 
versio Ubuntu-käyttöjärjestelmästä. Ubuntu on suosittu käyttöjärjestelmä palvelimelle, ja 
lisäksi itselläni oli eniten kokemusta sen ympäristöstä. Työssä ei käydä läpi sitä, miten 
Ubuntu 16.04 asennetaan palvelimelle tai konfiguroidaan turvalliseksi palvelimeksi.  
6.2 Docker-työkalun asennus 
Jotta Drone voidaan asentaa palvelimelle, täytyy palvelimelle olla asennettua Docker- ja 
Docker Compose -työkalut. Dockerin viimeisintä versiota ei välttämättä löydy suoraan 
Ubuntun paketinhallintasovelluksesta, mutta Dockerin asennuspaketti voidaan liittää ma-
nuaalisesti osaksi Unixin APT-paketinhallintarepositoriota.  
Ensiksi tarvitaan Dockerin asennuspaketin virallinen GNU Privacy Guard -avain (GPG), 
joka voidaan hakea komennolla 
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$ curl -fsSL https://download.docker.com/linux/ubuntu/gpg | sudo apt-key add -  
Tämän jälkeen asennuspaketti voidaan liittää APT-tietolähteeseen komennolla 
$ sudo add-apt-repository "deb [arch=amd64] https://down 
load.docker.com/linux/ubuntu $(lsb_release -cs) stable" 
Seuraavaksi päivitetään vielä APT-tietolähde, jotta lisätty paketti löytyy, kun pakettia 
asennetaan, komennolla 
$ sudo apt-get update 
Lopulta Docker voidaan asentaa komennolla 
$ sudo apt-get install -y docker-ce 
Kun Docker on saatu asennettua onnistuneesti, voidaan asentaa Docker Compose -so-
vellus, jolla voidaan asentaa ja suorittaa Dronen palvelinsovellus ja käyttöliittymäsovellus 
käyttäen Docker-levykuvia.  
Docker Compose -sovellus haetaan manuaalisesti verkosta ja tallennetaan palvelimelle 
suorittamalla komento 
$ sudo curl -o /usr/local/bin/docker-compose -L 
"https://github.com/docker/compose/releases/download/1.16.1/docker-compose-
$(uname -s)-$(uname -m)" 
Lopuksi haetusta sovelluksesta tehdään suoritettava korjaamalla tiedosto-oikeudet ko-
mennolla 
$ sudo chmod +x /usr/local/bin/docker-compose 
Näillä komennoilla on saatu asennettua sekä Docker- että Docker Compose -työkalut. 
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6.3 GitHub.com-versionhallinnan integrointi  
Insinöörityössä versionhallintasovelluksena käytettiin GitHub.com-palvelua (GitHub), 
joka mahdollistaa erilaisten integraatioiden teon sovellusten ja GitHubin välille. Myös 
Drone hyödyntää mahdollisuutta integroida versionhallintapalveluita, jolloin Drone saa 
tiedon versionhallinnassa tapahtuvista muutoksista ja tapahtumista GitHubissa olevista 
tietolähteistä. [35; 36.] Integraatio tehtiin GitHub.com-palvelun verkkosovelluksesta 
(kuva 8). 
 
Kuva 8.  OAuth-sovelluksen rekisteröinti GitHub.com-palvelussa. 
Käyttäjätilin kehittäjäasetukista lisätään uusi OAuth-sovellus. OAuth-sovelluksesta tarvi-
taan tietoon Client ID ja Client Secrtet -avaimet, jotka saadaan, kun uusi OAuth-sovellus 
on rekisteröity. Näiden avainten avulla integroitava sovellus pääsee käsiksi versionhal-
linnan tietolähteisiin. [36.] 
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6.4 Dronen asennus 
Drone asennetaan hyödyntäen Dockerin Docker Compose -työkalua. Palvelimelle luo-
daan docker-compose.yml-tiedosto, joka pitää sisällään suoritettavat palvelut, ja niiden 
ympäristöasetukset. Jatkuvan integroinnin palvelimelle voidaan luoda Dronea varten 
oma kansio palvelimen juuren etc-konfiguraatiokansioon, johon Droneen liittyvät konfi-
gurointitiedostot tallennetaan, komennolla 
$ mkdir /etc/drone 
Seuraavaksi kansion sisälle luodaan docker-compose.yml-tiedosto komennolla 
$ nano /etc/drone/docker-compose.yml  
Tiedoston sisällöksi tulevat Docer Compose -konfigurointitiedoston esimerkkikoodin 1 
mukaiset tiedot. 
version: '2' 
services: 
 drone-server: 
  image: drone/drone:0.8 
  ports: 
   - "80:8000" 
   - "9000:9000" 
  volumes: 
   - /var/lib/drone:/var/lib/drone/ 
  restart: always 
  environment: 
   - DRONE_OPEN=false 
   - DRONE_ADMIN=<github-tunnus> 
   - DRONE_HOST=https://<CI-URL> 
   - DRONE_GITHUB=true 
   - DRONE_GITHUB_CLIENT=<github client id> 
   - DRONE_GITHUB_SECRET=<github scecret> 
   - DRONE_SECRET=<drone secret>   
 drone-agent: 
  image: drone/agent:0.8 
  restart: always 
  depends_on: 
   - drone-server 
  volumes: 
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   - /var/run/docker.sock:/var/run/docker.sock 
  environment: 
   - DRONE_SERVER=drone-server:9000 
   - DRONE_SECRET=<drone secret> 
Esimerkkikoodi 1. Dronen asennukseen tarvittavata docker-compose-tiedosto. 
Tiedosto sisältää kaksi palvelua (engl. services): drone-server ja drone-agent. Drone-
server on palvelu verkkoon ajettavalle sovellukselle. Palvelimen portti 80 ohjataan suo-
raan Dockerin porttiin 8000, jolloin Dronen sovellusta voidaan suorittaa ilman erillistä 
palvelinsovelluksen asennusta, kuten Apachea, ja sen konfigurointia.  
Lopuksi palvelut voidaan käynnistää komennolla 
$ docker-compose /etc/drone/docker-compose.yml up -d 
Komennon käynnistyessä Docker hakee Dronen levykuvat ja käynnistää palvelut palve-
limella. Kun palvelut on käynnistetty, voidaan verkkoselaimella mennä työkalun osoittee-
seen. Aluksi Drone kysyy tunnistautumista GitHub.com-palveluun integrointia varten, 
minkä jälkeen päänäkymäksi avautuu työkalun työpöytä, jossa tietolähteet ovat listat-
tuna, kuten kuvassa 9 nähdään. 
 
Kuva 9. Drone-työkalun verkkosovelluksen päänäkymä. 
Lisäksi Dronen komentorivityökalu on myös hyvä asentaa paikalliseen kehitysympäris-
töön, vaikkakaan ei pakollista, koska useimmat toiminnollisuudet voidaan suorittaa 
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Dronen graafisesta käyttöliittymästä. Komentorivityökalulla voidaan esimerkiksi hallita 
tietolähteisiin liittyviä salaisia tunnuksia. Komentorivityökalulla voidaan myös liittää uusia 
käyttäjiä osaksi sovellusta, jolloin tiimin muut jäsenet voivat ottaa julkaisuputken käyttöön 
halutussa tietolähteessä. [31.] 
7 Julkaisuputken konfigurointi 
Työssä toteutettiin julkaisuputki verkkosovellukselle, joka oli toteutettu WordPress-sisäl-
lönhallintajärjestelmän päälle. Käyttötarkoitukseen tyypillisissä kehitysprojekteissa so-
vellus tulee paketoida toimivaksi käyttäen composer- ja npm-pakettihallintasovelluksia. 
Lisäksi voidaan olettaa, että julkaistavat sovellukset voidaan siirtää palvelimelle, jolle on 
pääsy SSH-yhteyden kautta. 
Työssä ei käydä tarkemmin läpi sitä, miten sovelluksesta saadaan jatkuvan integroinnin 
ja käyttöönoton mukainen. Sovelluksen täytyy kuitenkin tukea kansiorakenteeltaan ja 
konfigurointihallinnan puolesta automaattista käyttöönottoa. Insinöörityössä sovelluksen 
pohjana käytetiin Bedrock WordPress -kansiorakennetta, joka on luotu tukemaan jatku-
van integroinnin ja käyttöönoton periaatteita WordPress-pohjaisessa sovelluskehityk-
sessä. [37.]  
Dronessa julkaisuputki kirjoitetaan .drone.yml-tiedostoon. Tiedosto kirjoitetaan YAML- 
merkintäkielellä, joka on melko yleinen tehtäessä konfigurointitiedostoja. Tiedosto lisä-
tään projektin juureen ja liitetään myös versionhallintaan, jolloin Drone löytää tiedoston 
automaattisesti ja suorittaa julkaisuputken mukaiset toimenpiteet. [38.] 
Drone-tiedostoon lisätään ylätason osio pipeline, jonka alle luodaan julkaisuputken vai-
heet, kuten esimerkkikoodissa 2. Yksi vaihe pitää sisällään useimmiten tiedon siitä, mitä 
Docker-levykuvaa käytetään (image), sekä suoritettavat komennot (commands). Jos vai-
heessa käytetään Drone-lisäosaa, tarvittavat parametrit määräytyvät lisäosan mukaan. 
Esimerkiksi käyttöönotossa käytetään lisäosia, jolloin konfigurointien toteutus on selke-
ämpää. [38.] 
pipeline: 
 vaihe: 
  image: node 
  commands:  
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   - npm install 
   - npm test 
Esimerkkikoodi 2. Dronen julkaisuputken vaihe-esimerkki. 
Ennen kuin Drone ymmärtää suorittaa julkaisuputkea, täytyy tietolähde aktivoida 
Dronelle. Julkaisuputki voidaan aktivoida Dronen komentorivityökalulla komennolla 
drone repo add jmerilainen/meri-solutions-site, jossa viimeisenä on tietolähteen osoite 
muodossa käyttäjänimi/tietolähde. Kun seuraavan kerran tietolähteeseen tehdään muu-
tos, jossa myös .drone.yml-tiedosto on mukana, alkaa Drone suorittaa julkaisuputkea. 
[38.] 
Jotta julkaisu Dronen palvelimelta toiselle palvelimelle onnistuu, täytyy Dronella olla tie-
dossa toisen palvelimen SSH-tunnukset. Dronen tunnusten hallinta tapahtuu syöttämällä 
tunnukset Dronen secret-tietolähteeseen, joka on projektitietolähdekohtainen. [39.] Tun-
nukset voidaan liittää komentorivin kautta komennolla 
$ drone secret add \ 
 -repository jmerilainen/meri-solutions-site \ 
 -name ssh_key \ 
 -value @/user/.ssh/drone 
Lähdekoodin nouto 
Ensimmäiseksi alustan täytyy kuunnella tapahtumia eli muutoksia versionhallinnan tie-
tolähteessä. Tämän jälkeen Drone voi noutaa viimeisimmän version lähdekoodista muu-
toksineen versionhallinnasta palvelimelle ja käynnistää sovelluksen koontiprosessin. 
Dronessa lähdekoodi noudetaan versionhallinnasta automaattisesti, koska Drone on yh-
distetty suoraan GitHub-versionhallintaan. Automaattisen lähdekoodin noudon taustalla 
käytetään Dronen git-lisäosaa, jolloin lähdekoodin noutoa ei tarvitse määritellä julkaisu-
putkeen erikseen omaksi vaiheeksi. [33.] 
Koodiriippuvuuksien nouto 
Seuraavaksi voidaan määritellä vaiheet koodiriippuvuuksien noudoista paketinhallinta-
sovelluksilla. Samalla voidaan suorittaa myös tarvittaessa testit. Koodiesimerkissä 3 
suoritetaan PHP:n koodiriippuvuuksien haku ja PHP-koodille määritetyt testit. 
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backend: 
 image: composer/composer:alpine 
 commands: 
  - composer install -o --prefer-dist --no-interaction 
  - composer test 
Esimerkkikoodi 3. Julkaisuputken vaihe, jossa käytetään Dockerin composer-levykuvaa koodi-
riippuvuuksien noutoon PHP:n composer-paketinhallintasovelluksella. Ko-
mentoina suoritetaan ensimmäisen pakettien nouto ja tämän jälkeen suori-
tetaan testit. 
Käyttöönotto 
Onnistuneiden sovelluksen paketoinnin ja testien jälkeen voidaan aloittaa käyttöönoton 
prosessi. Paketoitu lähdekoodi siirretään lopulliseen ympäristöön ja palvelimella tehdään 
tarvittavat konfiguroinnit käyttöönottoa varten. 
Käyttöönoton ensimmäiseksi vaiheeksi voidaan siirtää paketoitu sovellus kokonaisuu-
dessaan lopulliselle palvelimelle. Tähän voidaan käyttää Dronen scp-lisäosaa, kuten 
koodiesimerkissä 4. Sen avulla tiedostot siirretään SSH-yhteyden kautta Dronen palve-
limelta halutulle palvelimelle. Julkaistava versio siirretään palvelimelle uuteen kansioon, 
jonka nimenä käytetään versionhallinnan commit-koodia. [1, s. 271.] 
publish: 
 image: appleboy/drone-scp 
 username: web 
 secrets: [ ssh_key, ssh_host ] 
 target: /<polku>/releases/${DRONE_COMMIT:0:8} 
 source: . 
 strip_components: 1 
Esimerkkikoodi 4. Käyttöönoton ensimmäisenä vaiheena koodi siirretään Dronen palvelimelta 
lopulliselle palvelimelle scp-kopiointimenetelmällä. Koodi viedään lopulli-
selle palvelimelle uuteen kansioon, joka nimetään Dronen commit-koodin 
mukaan. 
Käyttöönotossa käytetään Blue-Green-käyttöönoton periaatetta, ja tämä tehtiin insinöö-
rityön tapauksessa siten, että julkaistavan version kansiosta tehtiin symbolinen linkki 
next-kansioon. Esimerkkikoodissa 5 next-kansio on määritetty blue-ympäristön palvelin-
sovelluksen kansiojuureksi. Tällöin WWW-palvelimen konfiguraatioihin ei tarvitse tehdä 
käyttöönotossa muutoksia, vaan palveltava kansio voi pysyä staattisena konfiguraationa. 
[1, s. 261.] 
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blue_release: 
 image: appleboy/drone-ssh 
 username: web 
 secrets: [ ssh_key, ssh_host ] 
 script: 
  - ln -sfn /<polku>/releases/${DRONE_COMMIT:0:8} /<polku>/next 
Esimerkkikoodi 5. Blue-julkaisussa tarvittavia komentorivikomentoja suoritetaan SSH-yhtey-
den avulla lopullisella palvelimella.  
Konfiguroinnin jälkeen voidaan tehdä yksinkertainen käyttöönoton testi esimerkkikoodin 
6 mukaan. Tässä tapauksessa suoritetaan cURL-kutsu osoitteeseen, jossa uusinta ver-
siota palvellaan. Smoketest-komentosarja tarkistaa, saadaanko haluttuun osoitteeseen 
tehtyyn kutsuun vastauskoodiksi 200 eli onnistunut kutsu. Muussa tapauksessa palau-
tetaan virhe, joka katkaisee julkaisuputken, eikä toimimatonta versiota julkaista tuotanto-
osoitteessa. [1, s. 261.] Smoketest-komentosarjan lähdekoodi on kokonaisuudessaan 
liitteessä 1.  
smoketest: 
 image: byrnedo/alpine-curl 
 commands: 
  - ./scripts/smoketest.sh https://<URL>:9000 
Esimerkkikoodi 6. Käyttöönoton testaus smoketest-komentosarjan avulla. 
Jos käyttöönottotesti menee läpi, voidaan blue-julkaisu muuttaa green-julkaisuksi eli ot-
taa käyttöön uusi versio lopullisessa osoitteessa. Blue-ympäristön tapaan green-ympä-
ristössä WWW-palvelin osoitetaan staattisesti samaan kansioon, joka on symbolinen 
linkki uuden version kansioon, kuten esimerkkikoodissa 7 tehdään. [1, s. 261–262.] 
green_release: 
 image: appleboy/drone-ssh 
 username: web 
 secrets: [ ssh_key, ssh_host ] 
 script: 
  - ln -sfn /<polku>/releases/${DRONE_COMMIT:0:8} /<polku>/current 
  - rm /srv/www/meri.solutions/next 
Esimerkkikoodi 7. Lopullinen julkaisun käyttöönotto Dronen julkaisuputkessa. Symbolisen lin-
kin lisäksi blue-julkaisun symbolinen linkki poistetaan, jolloin blue-ympäristö 
ei jää pääsovelluksen toimivaksi kopioksi. 
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Julkaisuputken viimeistely 
Jotta palvelimelle ei kerry turhia tai toimimattomia versioita, voidaan julkaisuputkeen li-
sätä vaihe, joka poistaa käyttöönottotestissä toimimattoman version. 
Vaiheeseen voidaan tehdä ehdollinen määritys, jolloin vaihe suoritetaan vain silloin, kun 
tapahtuma on tosi. Clean-vaihe tehdään vain silloin, kun putkessa on tapahtunut virhe 
(status: failure). Virheellinen versiokansio ja next-kansio poistetaan palvelimelta koko-
naan, jolloin virheellinen versio ei jää palvelimelle turhaan. Koko vaihe ehdollisella 
(when) suorituksella nähdään esimerkkikoodissa 8. [1, s. 262; 40.] 
clean: 
 image: appleboy/drone-ssh 
 username: web 
 secrets: [ ssh_key, ssh_host ] 
 script: 
  - rm -rf /<polku>/releases/${DRONE_COMMIT:0:8} 
  - rm /<polku>/next 
 when: 
  status: failure 
Esimerkkikoodi 8. Epäonnistuneen version poisto lopulliselta palvelimelta. 
Green release -vaiheeseen lisätään myös esimerkkikoodin 9 mukaisesti komento, joka 
jättää vain viimeisimmän toimivan version palvelimelle. Tällöin palvelimella on vain toi-
miva versio, eivätkä palvelimen resurssit täyty julkaisuista. [1, s. 271.] 
cd /<polku>/releases && ls -t | tail -n +2 | xargs rm -rf – 
Esimerkkikoodi 9. Komennolla voidaan poistaa halutusta kansiosta kaikki muut kansiot paitsi 
uusin. 
Jotta integrointitesteistä ja julkaisusta saadaan mahdollisimman nopea prosessi, voi-
daan julkaisuputkea optimoida. Drone mahdollistaa vaiheiden samanaikaisen suoritta-
misen, jolloin saadaan nopeutettua paketinhallintasovellusten noutoja. Tämä voidaan 
tehdä lisäämällä esimerkkikoodin 10 mukainen konfiguraatio haluttuihin vaiheisiin. [41.] 
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- group: <vaiheryhmän tunnus> 
Esimerkkikoodi 10. Julkaisuputken vaiheita voidaan ryhmittää, jolloin ryhmän vaiheita ajetaan 
samanaikaisesti. Konfigurointialkio lisätään haluttuihin vaiheisiin ensimmäi-
sen tason konfiguraatioon. 
Näillä vaiheilla saatiin julkaisuputki konfiguroitua toimivaksi ja vaatimuksien mukaiseksi. 
Koko julkaisuputki on insinöörityössä liitteenä 2. Dronen käyttöliittymässä, kuva 10, jul-
kaisuputken etenemistä voidaan seurata vaihetasolla. Käyttöliittymä näyttää asianmu-
kaisesti vihreällä, mitkä vaiheet ovat onnistuneet, ja punaisella, mitkä vaiheet ovat epä-
onnistuneet.  
 
Kuva 10. Dronen käyttöliittymänäkymä yhden version julkaisuputken etenemisestä.  
8 Automaattinen käyttöönottoprosessi käytännössä 
Dronen asennus palvelimelle ja käyttöönotto oli työkaluvaihtoehdoista yksi helpompia 
työkalun vähäisten palvelin- ja konfigurointivaatimusten vuoksi. Työkalu voidaan saada 
käyttöön jo muutamassa tunnissa. Itse ylläpidetty jatkuvan integroinnin alusta on myös 
kustannusten kannalta suotuisa vaihtoehto kokeilla jatkuvaa integrointia ja automaattista 
käyttöönottoa, etenkin jos prosesseista ei ole aikaisempaa kokemusta. 
Julkaisuputken toteuttaminen projektille voi viedä aluksi aikaa, varsinkin jos lähtötilanne 
on ollut manuaalinen käyttöönottoprosessi. Dronen julkaisuputken vaiheeksi saadaan 
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helposti erilaisia vaiheita Docker-levykuvien ja Dronen lisäosien avulla. Yksinkertainen-
kin julkaisuputki vaatii toisaalta jo monia vaiheita, jotta julkaisuputkesta saadaan tar-
peeksi toimivia ja hyödyllinen automaattisiin käyttöönotonprosesseihin. Julkaisuputkesta 
täytyy kuitenkin saada toimivia ja vakaa, jolloin sen toteuttamiseen on hyvä käyttää aikaa 
ja resursseja, jottei automaattinen käyttöönotto ole lopulta pullonkaula käyttöönotolle. 
Lisäksi, koska insinöörityön tarkoitus oli juuri parantaa ja vakauttaa sovelluksen käyt-
töönottoprosessia ja tätä myöten mahdollisesti myös säästää aikaa tulevaisuudessa liit-
tyen sovelluksen käyttöönottoon, en näe ajankäyttöä ongelmana uuden prosessin käyt-
töönotossa. Insinöörityössä toteutettu julkaisuputki vei yhteensä noin yhden henkilötyö-
päivän verran aikaa. 
Insinöörityössä käytetyn jatkuvan integroinnin työkalun Dronen heikkoutena näkisin vielä 
työkalun uutuuden. Työtä kirjoitettaessa Drone oli saavuttanut version 0.8, ja kehitys-
suunnitelma lupaa vasta version 1.0 olevan stabiili. Tällä hetkellä työkaluun saattaa tulla 
vielä muutoksia, jotka vaikuttavat sekä työkalun että julkaisuputken konfigurointiin. Eten-
kin jos työkalun ytimeen tulevat muutokset vaikuttavat kolmansien osapuolien tekemiin 
lisäosiin, jotka ovat oleellinen osa julkaisuputkessa, voi julkaisuputki lakata toimimasta 
halutulla tavalla. Toisaalta Drone on saanut myös hyvää palautetta yhteisöltä, mikä vai-
kutti myös paljon siihen, miksi päädyin valitsemaan työkalun. Työkalun kehityksellä py-
ritään saamaan työkalusta pätevä ja helppo vaihtoehto jatkuvaksi integrointityökaluksi, 
mikä viittaisi myös siihen, ettei Dronen kehittämistä jätetä heti kesken, kuten monelle 
vapaan lähdekoodin sovellukselle saattaa käydä. 
Mielestäni eniten Dronessa vaikuttaa vielä olevan vaiheessa tunnusten, kuten SSH-
avaiminen, hallinta. Koska tunnukset tallennetaan palvelimelle, jonne Drone on asen-
nettu, ei palvelimen vaihto onnistu helposti, vaikkakin itse työkalun asennus on vaivaton. 
Toisaalta tämä on myös yleinen tapa säilyttää tunnuksia. On myös tärkeää ottaa huomi-
oon, että koska palvelimella säilytetään tunnuksia, joiden avulla päästään tuotannossa 
oleviin palvelimiin käsiksi, on ehdotonta, että itse konfiguroidut palvelimet ovat tarpeeksi 
turvallisia eivätkä ole välittömästi alttiita tietoturvariskeille. 
Kun itse työkalu on saatu otettua käyttöön, prosessin käyttöönotto yhdelle projektille, eli 
tietolähteelle, vaatii myös konfigurointia alkuun. Projektissa on siis hyvä allokoida aikaa 
prosessin ja julkaisuputken testaukseen. Prosessia tulisi kohdella samalla prioriteetilla 
kuin sovelluksen lähdekoodia. Itse julkaisuputken laatimisen lisäksi täytyy projektin tie-
tolähteeseen konfiguroida kaikki tarvittavat tunnukset Dronen secret-tietolähteeseen. 
39 
  
Julkaisuputken konfiguroinnin vähentämiseksi voisi olla hyvä saada yleinen julkaisu-
putki-tiedostopohja (.drone.yml), jota voidaan käyttää eri projekteissa alkupisteenä. Li-
säksi käyttötarpeen mukaan voidaan tehdä omia uudelleenkäytettäviä Docker-kuvia ja 
Drone-lisäosia, jolloin julkaisuputki-tiedostossa tarvittaisiin vähemmän komentoja ja kon-
figurointi tapahtuisi pitkälti vain ympäristömuuttujilla. 
Insinöörityössä perehdyttiin vain alustoihin, jotka ovat itse asennettavia. Tämä tuo myös 
alustalle ylläpitoa, mikä on hyvä ottaa huomioon, kun vertaillaan itse asennettavien alus-
tojen ja pilvipalveluiden kustannuksia. Vaikka Drone on vielä työtä tehtäessä kehitysvai-
heessa, se vaikuttaa alustana riittävän kilpailukykyiseltä muille alustoille, niin itse ylläpi-
dettynä, kuin pilvipalveluille. Dronesta on myös olemassa pilvipalveluversio, joka on hin-
naltaan verrattavissa muihin vastaaviin pilvipalveluihin. Jos siis Dronea halutaan kokeilla 
aluksi pienemmillä kustannuksilla, voidaan tarpeiden mukaan myöhemmin siirtyä 
Dronen pilvipalveluversioon säilyttäen samat julkaisuputkikonfiguroinnit. 
Koska käyttöönotossa seurataan versionhallinnassa olevaa koodia, on syytä sopia käy-
täntöjä myös versionhallinnan käytön prosesseihin. Versionhallinnassa tulee olla aina 
vähintään yksi haara toimivana ja sitä käytetään myös julkaisuputkessa lähteenä. Jul-
kaistava haara voidaan nimetä esimerkiksi production-haaraksi. Muissa haaroissa voi-
daan tehdä varsinainen kehitys ja lopulta liittää kehityshaarat production-haaraan, jolloin 
julkaisuputki käynnistetään Dronessa ja lopulta suoritetaan käyttöönotto vain production-
haaran lähdekoodin perusteella. 
Julkaisuputken ongelmatilanteiden ratkaisu välittömästi on tärkeää. Tiimin kehittäjistä 
kenellä vain tulisi olla riittävä osaaminen ratkaista mahdollinen ongelma liittyen julkaisu-
putkeen. Jos näin ei ole, ovat riskinä pidemmät käyttökatkot integroinnissa ja julkaisussa, 
mikä taas tarkoittaa sitä, ettei uusia päivityksiä saada käyttäjille. Jos prosessia ei saada 
kuitenkaan korjattua heti, ei muita prosesseja, kuten manuaalisia prosesseja, tulisi käyt-
tää tänä aikana.  
Lopuksi haluan painottaa, että tiimin yhteinen päätös prosessin käyttöönotosta on kai-
kista tärkein ja kaikkien tulee pystyä ottamaan vastuu julkaisuputkesta. Automaatista 
käyttöönottoa ei tule käyttää vain automatisoinnin takia, vaan sen todellisten hyötyjen 
täytyy olla selvillä ja ymmärrettynä yrityksen sisällä. Koska automatisointi tuo omat ris-
kinsä ja haasteet, on tärkeää, että koko tiimi sitoutuu käyttämään prosessia ja oppimaan 
prosessin toteutuksen ja ongelmatilanteiden ratkaisun.  
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9 Yhteenveto 
Insinöörityössä etsittiin manuaalisen käyttöönottoprosessin sijaan automaattinen käyt-
töönottoprosessi ja työkalu osana verkkosovelluskehitysprojektia. Tutkimuksen tulok-
sena saatiin ymmärrys ketteristä sovelluskehitysmenetelmistä ja niiden hyödyistä sovel-
luskehityksessä. Menetelmien myötä löydettiin tarvittavat käytännön prosessit käyttöön-
ottoon ja sitä edeltäviin toimenpiteisiin.  
Pääperiaatteina, jotta automaattinen käyttöönottoprosessi voidaan ottaa käyttöön pro-
sessina, tarvitaan jatkuvan integroinnin ja jatkuvan toimituksen metodit. Käytännön ta-
solla prosesseissa nojattiin pitkälti Extreme Programming -metodeihin, joiden tarkoituk-
sena on tuoda ketterän sovelluskehityksen ideologia käytännön tasolle kehitystyössä.  
Työssä perehdyttiin muutamaan vapaaseen lähdekoodiin perustuvaan jatkuvan integ-
roinnin alustaan. Jatkuvan integroinnin alustan myötä on mahdollista toteuttaa jatkuvan 
integroinnin lisäksi myös jatkuvaa toimitusta ja jatkuvaa käyttöönottoa eli automaattista 
käyttöönottoa. Jatkuvan integroinnin alustaksi valikoitui vaatimusmäärittelyn perusteella 
Drone-työkalu, joka oli ominaisuuksiltaan sopiva ja kustannustehokas ratkaisu insinööri-
työssä osana sovelluskehitystä.  
Prosessi saatiin toteutettua onnistuneesti ja suunnitelmien mukaisesti Drone-työkalulla. 
Samalla huomattiin myös mahdollisia haasteita sekä prosessissa että työkalussa. Eten-
kin Dronen tuoreus aiheutti epäilystä, onko työkalu vielä tarpeeksi vakaa ollakseen päi-
vittäisessä käytössä. Samalla työkalu kuitenkin mahdollisti vähintään automaattisen 
käyttöönottoprosessin kokeilun käytännön tasolla helposti ja nopeasti.  
Insinöörityössä tutkituista prosessista ja työkalusta voivat hyötyä yritykset, jotka toteut-
tava erilaisia jatkuvia sovelluskehitysprojekteja ja jotka ovat kiinnostuneet siirtymään ma-
nuaalisesta käyttöönottoprosessia automaattiseen käyttöönottoprosessiin. Lisäksi, 
vaikka käyttöönottoprosessia ei vielä haluttaisi automatisoida, jatkuvan integroinnin ja 
jatkuvan toimituksen ketterät periaatteet vakauttavat huomattavasti kehitystyötä ja val-
miutta toimittaa toimiva sovellus loppukäyttäjälle.  
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smoketest.sh-tiedosto 
#!/bin/sh 
 
if [ -z "$1" ]then 
 echo "usage: smoketest.sh <url>" 
 exit 1 
fi 
 
status=`curl -s -o /dev/null -I -w "%{http_code}" $1` 
 
echo "$status" 
 
if [ "$status" != "200" ] 
then 
 exit 1 
fi
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.drone.yml-tiedosto 
pipeline: 
 
  backend: 
    group: build 
    image: composer/composer:alpine 
    commands: 
      - composer install -o --prefer-dist --no-interaction 
      - composer test 
 
  theme_backend: 
    group: build 
    image: composer/composer:alpine 
    commands: 
      - cd ./web/app/themes/meri 
      - composer install --no-ansi --no-dev --no-interaction --no-progress --
optimize-autoloader --no-scripts 
 
  theme_frontend: 
    group: build 
    image: node:8.7-alpine 
    commands: 
      - cd ./web/app/themes/meri 
      - npm install 
      - npm run test 
      - npm run build 
 
  publish: 
    image: appleboy/drone-scp 
    username: web 
    secrets: [ ssh_key, ssh_host ] 
    target: /srv/www/meri.solutions/releases/${DRONE_COMMIT:0:8} 
    source: . 
    strip_components: 1 
 
  blue_release: 
    image: appleboy/drone-ssh 
    username: web 
    secrets: [ ssh_key, ssh_host ] 
    script: 
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      - ln -sfn /srv/www/meri.solutions/releases/${DRONE_COMMIT:0:8} 
/srv/www/meri.solutions/next 
      - ln -sfn /srv/www/meri.solutions/shared/.env.next /srv/www/meri.soluti-
ons/releases/${DRONE_COMMIT:0:8}/.env 
      - rm -rf /srv/www/meri.solutions/releases/${DRONE_COM-
MIT:0:8}/web/app/uploads 
      - ln -sfn /srv/www/meri.solutions/shared/uploads /srv/www/meri.soluti-
ons/releases/${DRONE_COMMIT:0:8}/web/app/uploads 
 
  smoketest: 
    image: byrnedo/alpine-curl 
    commands: 
      - ./scripts/smoketest.sh https://meri.solutions:9000 
 
  clean: 
    image: appleboy/drone-ssh 
    username: web 
    secrets: [ ssh_key, ssh_host ] 
    script: 
      - rm -rf /srv/www/meri.solutions/releases/${DRONE_COMMIT:0:8} 
      - rm /srv/www/meri.solutions/next 
    when: 
      status: failure 
 
  green_release: 
    image: appleboy/drone-ssh 
    username: web 
    secrets: [ ssh_key, ssh_host ] 
    script: 
      - ln -sfn /srv/www/meri.solutions/releases/${DRONE_COMMIT:0:8} 
/srv/www/meri.solutions/current 
      - ln -sfn /srv/www/meri.solutions/shared/.env /srv/www/meri.soluti-
ons/releases/${DRONE_COMMIT:0:8}/.env 
      - rm /srv/www/meri.solutions/next 
      - cd /srv/www/meri.solutions/releases && ls -t | tail -n +6 | xargs rm -
rf -- 
 
