Commutants de certains opérateurs by Szőkefalvi-Nagy, Béla & Foiaş, Ciprian
Commutants de certains opérateurs 
Par BÉLA SZ.-NAGY à Szeged et CIPRIAN FOIÀÇ à Bucarest 
1. Introduction et préliminaires 
1. Soit T une contraction d'un espace de Hilbert, de classe C00, c'est-à-dire . 
telle que T" et T*n convergent fortement vers O lorsque n — Supposons de plus 
que T a ses indices de défaut égaux à 1, c'est-à-dire que I— T*T et I—TT* sont 
de rang l.1) 
Dans des conditions équivalentes à celles énumérées, D. SARASON [2] a démontré, 
que les opérateurs qui permutent à T sont ceux qui peuvent être représentés sous la 
forme X=b(T) où b est une fonction analytique bornée dans le disque unité ouvert D 
du plan des nombres complexes et que de plus b peut être choisie de façon que le 
supremum de sa valeur absolue dans D soit égal à la norme de X. Un résultat analogue 
porte sur les commutants d'une somme orthogonale de répliques de la même con-
traction] T, mais au lieu de la fonction scalaire b on aura alors une fonction ma-
tricielle. SARASON indique des applications intéressantes de ses résultats à certains 
problèmes d'interpolation. 
L'un des buts de la présente Note est de généraliser ces résultats aux contrac-
tions de classe C00, d'ailleurs arbitraires, et même à des couples T, T' de telles 
contractions, en déterminant alors les opérateurs X tels que TX= XT'. 
Notre résultat principal, dont les autres dérivent, concerne les opérateurs 
X qui vérifient l'équation 
'(l. 1) TX—XS 
où T est une contraction de classe C00 et S est. une translation unilatérale, de mul-
tiplicité donnée o . 
Nous abordons ce problème en représentant T et S par leurs modèles fonc-
tionnels et déterminons alors la forme fonctionnelle correspondante des solutions 
Z d e ( l . 1). 
') Pour une contraction T i C00 les rangs de ces deux opérateurs sont toujours égaux 
(finis ou infinis). 
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Tous les espaces de Hilbert que nous allons considérer seront supposés sépara-
bles, mais ils peuvent être aussi de dimension finie. 
2. Introduisons quelques notions et notations qui nous seront nécessaires. 
C désigne le cercle unité et D le disque unité ouvert dans le plan des nombres 
complexes ; on désigne par z le point variable sur C et par X le point variable dans D ; 
m est la mesure de Lebesgue normée sur C. Pour un espace de Hilbert 5 quelconque, 
( l ^ p s c o ) est l'espace des fonctions v sur C, à valeurs v(z) £ mesurables 
et telles que i„I =•{ °°si 1 
P i sup ||f(z)||g < 00 (supremum essentiel) si p = °°; 
on ne distingue pas deux fonctions comme éléments de Z/(g) si elles diffèrent 
seulement dans un ensemble de mesure 0. Les fonctions v £ /-p(5) pour lesquelles 
f z" v(z)dm(z) = 0 («=1 ,2 , •••), forment la classe de Hardy Hp(#); c'est un sous-
espace de L"(îy). Chaque fonction v G Hp(%) admet un prolongement naturel ana-' 
lytique v (X) dans D. L'espace est hilbertien; normes et produits scalaires 
dans L2(g) seront désignés par || • || et (•,•) sans ajouter l'indice 2. 
g et (5 étant deux espaces de Hilbert, on désignera par ©) l'espace 
des fonctions V sur C, à valeurs V(z) opérateurs de g dans (5, fonctions mesurables 
(faiblement et alors aussi fortement) et telles que 
Il F I  „ = sup II V(z)\\ < 00 (supremum essentiel), 
Il K(z)|| désignant ici la norme de V(z) comme opérateur de <y dans ©. On ne distingue 
pas deux fonctions comme éléments de ©) si e " e s coïncident p. p. Les fonctions 
V pour lesquelles || K|l„ 5= 1, seront appelées contractives. La classe de Hardy 
correspondante sera désignée par (S), les fonctions de cette classe admettent 
des prolongements analytiques V(X) dans D. 2) Les fonctions VÇ_ H "(fi, ©) telles 
que || F | | „ S l s'appellent analytiques contractives; lorsque de plus || F(0) / | | s < | | / | |5 
pour tout ( / ^ 0 ) , V s'appelle analytique contractive pure. Chaque fonction 
V^LrÇft, ©) sera considérée aussi comme un opérateur de l'espace L2(g) dans 
l'espace £2(©), notamment celui défini par 
(Vu)(z)=V(z)v(z), veL2(ÏÏ). 
La norme de V comme élément de ©) est égale alors à sa norme comme 
opérateur: ||F|U = ||F||. Lorsque ©), on a 
VH2Ç$)Œ H2((£>). 
2) D'après la notation de [A], chap. V, il s'agit donc d'une fonction opératorielle analy-
tique bornée {g, ©, F(A)}. 
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La fonction VÇ ©) est appelée extérieure lorsque 
К Я 2 ® ) = Я 2 ( 6 ) (adhérence dans L2(©)) 
et intérieure lorsque V comme opérateur de L2(5) dans L2((S) est isométrique, 
ou, ce qui revient au même, lorsque V(z) est un opérateur isométrique de 5 dans (5, 
presque partout (p. p.). V s'appelle extérieure ou ^-intérieure lorsque la fonction . 
associée. V~ £ L°°(®, g),, définie par V~(z)=V(z)*, est extérieure ou intérieure, 
selon les cas. Pour que V soit intérieure des deux côtés (c'est-à-dire à la fois intérieure 
et *-intérieure) il faut et il suffit que l'opérateur V soit unitaire de L2(<y) dans 
JL2((Î)), OU, d'une manière équivalente, que les valeurs V(z) soient des opérateurs 
unitaires de g dans. ©, p. p. 3) 
Lorsque g et © sont de dimension 1, les espaces Lp{g), #p(<?)> ©), 
#"(55, ©) se réduisent d'une manière évidente aux espaces scalaires Lp, H", L°°, H", 
selon les cas. 
3. Cela étant, le modèle fonctionnel d'une contraction TÇ. C00 s'obtient de la 
manière suivante.4) On prend Une fonction 0 £ g) contractive pure, 
intérieure des deux côtés, <5 étant un espace de Hilbert quelconque ( l ^ d i m 
On construit l'espace 
(1.2) H = Я 2 ( Ю © 0 Я 2 ( 5 ) 
qui est un sous-espace de # 2 ( 3 ) e t par conséquent de L2(?y) (notons que 0 est 
un opérateur unitaire dans L2(5))- On définit dans H l'opérateur T par 
(1.3) Tu = PH(zu) (ueH), 
où PH est la projection orthogonale de L2(5) sur H. L'opérateur adjoint T* sera 
alors donné par 
(1.3*) T*u = v où v(z) = j[u(z)-u( 0)] (u£H). 
Les opérateurs T ainsi obtenus sont des contractions de classe C00, et toute 
contraction de classe Co0 d'un espace de Hilbert ( ^ {0}) s'obtient de cette façon, 
à équivalence unitaire près (notamment si l'on prend pour 0 la „fonction carac-
téristique" de la contraction en question). 
Pour toute contraction T d'un espace de Hilbert, de classe C00 (et plus géné-
ralement pour toute contraction complètement non-unitaire) et pour toute fonction 
(p(l) = 2 ck^k ? H" on peut définir l'opérateur (p(T) par 
о 
(1.4) V(T)= ]im 2 ckrkTk r - 1 - 0 n 
3) Pour ces notions cf. [À], chap. V. 
") Cf. [A], chap. VI. 
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où la série converge en norme et la limite existe au sens de la convergence forte 
des opérateurs. 5) Dans le cas particulier que nous avons en vue, il dérive de (1. 2—3) 
la représentation 
(1.5) (p{T)u = Pn((pu) («€#). 
Remarquons aussi la relation 
(1.6) TPHv — PH{ZV) pour viH\%). 
En effet, (1. 3) entraîne 
TPHv = PH(z-PHv) = Pll(zv)-PH(z-(I-PH)v) 
et il ne reste qu'à montrer que le dernier terme est 0. Or, cela résulte de ce que, 
en vertu de la définition (1. 2) de H, 
Ph(Z.(I-Ph)V)ÎPH(Z-QHH$))CIPH(0HHZ)) = {0}-
D'ailleurs, la multiplication par z dans un espace L2((5), ou dans un espace 
i/2(@), est le modèle fonctionnel d'une translation bilatérale, ou unilatérale, selon 
les cas, de multiplicité égale à dim ©. L'opérateur S figurant dans (1. 1) sera donc 
représenté par son modèle 
(1.7) Sw = z-w où w£7/2(©), d im© = («. 
2. Les théorèmes 
Notre résultat principal dans cette Note sera le suivant : 
T h é o r è m e 1. Soient la contraction T de classe C00 et la translation unilatérale 
S de multiplicité co ( l S t o S S o ) représentées par leurs modèles fonctionnels (1. 2—3) 
et (1. 7). Les opérateurs X de H2(<5) dans H vérifiant l'équation 
(2.1) TX=XS 
sont alors précisément ceux qui peuvent être représentés sous la forme 
(2.2) Xw = PHBw, W£H2(<5), 
moyennant une fonction 5), de plus cette fonction peut être choisie telle 
que 
(2.3) Ï|5|U = ||A1. 
La démonstration de ce théorème fera l'objet des nos 4—6. Ici nous voulons 
en déduire le suivant 
5) Cf. [A], chap. III. 
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Théorème 2. Soient T et T' deux contractions de classe C0 0 , représentées 
par leurs modèles fonctionnels de type ( 1 . 2 — 3 ) , avec des fonctions 6 G //°°(S> 5 ) 
et 0 ' £ 5 ' ) (contractives pures, intérieures des deux côtés), selon les cas. 
Les opérateurs Y de H' dans H vérifiant la condition 
• (2. 4) TY= YT' 
sont précisément ceux qui peuvent être représentés sous la forme . 
(2.5) Yu=PHBu («€#'), 
moyennant une fonction 5) telle que 
(2.6) B0'H2(%')cz0H2{%), 
de plus cette fonction peut toujours être choisie telle que 
( 2 . 7 ) II* IL = m i -
D é m o n s t r a t i o n . On déduit de (2. 4) et de la relation (1. 6), appliquée à T' 
au lieu de T, que 
TYPHu=YT'PH.u=YPw(zu) pour 
Ainsi, en définissant l'opérateur S dans / / 2 (5 ' ) et l'opérateur X de H2{%')dans H par 
\ 
(2.8) Su = zu et Xu=YPwu (u£H2(iï% 
on aboutit à l'équation TX =XS. En vertu du théorème 1 il existe alors une fonction 
' B t H ' f f î ; g) telle que 
(2.9-) Xu = PHBu pour ueH2($'), et ||5|L = 11*11 ; 
vu que (2. 8) entraîne les relations X\H' = Y et ||y|| = \\X\\, il résulte de (2. 9) que 
Y = PHB\H' et ||r|| = ||5|U. 
Par conséquent notre fonction B vérifie (2. 5) et (2. 7). Elle vérifie aussi (2. 6) parce 
que de (2. 8—9) il dérive P„B(I-PH )u = X(I-P„.)u = YP,r(I-P,r)u = 0 pour 
U£H2(%'); en vertu de la définition (.1. 2) de H et celle analogue pour H' on en 
déduit que PHB0'Hi(%') = {O}, B0'H2(%')cz0H2(%). 
Inversement, une fonction B' £ 5) quelconque, vérifiant la relation 
(2. 6) (avec B' au lieu de B) engendre, moyennant la formule Y'u = PHB'u (w £//'), 
analogue à (2. 5), un opérateur Y' de H' dans H tel que TY'=Y'T'. En effet, on 
a alors 
PHB'{I-PH.)H2(%') C PHB'0'H2(W) c P„0H2M = {0}, 
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d'où, faisant usage aussi de (1. 6), on obtient pour u£H': 
TY'u = TPHB'u = PH(z-B'u) = PHB'(zu) = 
= PHB'Pw(zu) + PHB'{I-PH)(zii) = PHB'Tu = Y'T'u. 
Cela achève la démonstration du théorème 2, comme une conséquence du 
théorème 1. 
Remarque' . Lorsque B vérifie (2. 6), la fonction B+ définie par 
(2.10) B+(z) = O(z)*B(z)0'(z) 
vérifie B+ ) c On en déduit que B+ est analytique, donc 
( 2 . 1 1 ) B + e H ~ ( g ' , g ) . . .' . • . 
Inversement, (2.11) entraîne évidemment (2.6). Ainsi, les deux conditions sont 
équivalentes. 
Un cas particulier où ces conditions sont vérifiées pour toute fonction 
B £ , g), est celui où 0'(z) = <p(z)/~., <p étant une fonction intérieure scalaire 
non constante, et 0 admet cp comme un multiple, c'est-à-dire qu'il existe une fonction 
g) telle que ©(z)Q(z) = (p(z)f~r C'est le cas tout particulièrement, si 
0(z) = <p(z)/5. Si l'on a de plus c'est:à-dire que O = 0' = (pls, on aboutit 
ainsi essentiellement au théorème 3 de SARASON [2], et si G = G ' = E1, à son théorème 1 . 
Dans ce dernier cas la fonction B se réduit à une fonction scalaire b Ç. H" et l'équation 
(2. 5) prend la forme 
Yu = PH(bu) = b(T)u (u£H) 
où l'on a fait usage aussi de (1. 5). Ainsi, Y = b(T), \\b\\„ = |l Y |j : le théorème de 
SARASON en sa forme citée au commencement du n° 1. 
D'ailleurs, les méthodes adoptées dans [2] sont différentes des nôtres. Un point 
commun des deux raisonnements est un lemme de factorisation qu'on va établir 
au n° 3. 
3. Un lemme de factorisation 
Il s'agit du suivant 
Lemme. Toute fonction QÇ_H°°(£, 9Î) admet une factorisation 
( 3 . 1 ) Q(z) = í2 2 (Z) í3 1 (Z) 
en produit de deux fonctions, Q1 £H°"(2, 351) et ü2 € H"(ÏÛl, 9Î), dont la première 
est extérieure, et qui sont telles que 
(3.2) fí1(z)*fí1(z) = [í2(z)*í2(z)]i 
et 
(3.3) fl2(z)*Q2(z) = Q ^ Q ^ z f 
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Ce résultat, généralisant des résultats • antérieurs de HELSON—LOWDENSLAGER 
et de DEViNATz,.se trouve (même pour des fonctions non bornées, mais de carré 
sommable) dans SARASON [2] (théorème 4). Nous en allons donner une démonstration 
simple, basée sur un critère général de factorisation dû à LOWDENSLAGER [1], cf. 
aussi [A], proposition V. 4. 2. 
Démons t r a t i on . Il ne restreint évidemment pas la généralité de supposer 
que la fonction Q est contractive. Posons 
N(z) - [Q(z)*Q(z)]i et N^z) = N(z)i; 
ce sont des fonctions contractives à valeurs opérateurs autoadjoints positifs dans 2-
Comme N — N2 = N(I — N)sO, on a pour v^L2(2): 
I f e l l - ( N f v , v) = (No, v) == ( N 2 v , u ) = (Q* Qu, v) = |[i2t;||2, 
d'où il résulte en particulier qu'il existe une contraction 
• Z: Ni • H2 (£) -i H2 (?t) 
pour laquelle 
Z(N1z)=Qu (u£H2(2)). 
Comme les opérateurs N t et Q permutent à la multiplication par des fonctions 
scalaires, il en est de même pour Z et par conséquent 
Z Q z"N1-H2(2) c D z"Q-H2(2) c f | z"H2(9î) = {0}. 
nSO nsO nSO 
De ce résultat on pourra conclure 
(3. 4) f | znN1-H2(2) = {0} neo 
dès qu'on aura montré, que le seul élément w de Nl-H2(2) pour lequel Zw = 0, 
est w = 0. Or, soit vv = limy„ où vn = N1u„, un£H2(2). Alors, 0 = Zw = lim Zvn = 
= lim Qu„ entraîne 
||MiJ = ||Û«„ll~0, Nu„ — 0, N^N.N.u^Nu^ 0. 
Ainsi, w = lim N-t vn = 0. Comme \v£ -H2(2), cela entraîne vv = 0. 
La relation (3.4) que nous venons d'établir, entraîne, d'après le critère cité, 
qu'il existe une fonction £>, Ç H°°(2, S)t), même extérieure, telle que 
(3.5) Q1(z)*fi1(z) = JV1(z)2; 
931 est un certain espace de Hilbert. C'est l'équation (3. 2). 
Vu que Ni(z)2 = N(z)^N(z)2= Q(z)*Q(z), (3. 5) entraîne 
(3.6) i21(z)*i21(z)sfi(zfi3(z). 
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Vu que £21 est une fonction extérieure, il s'ensuit de (3. 6) qu'il existe une fonction 
Q2 €B°°(W, 91) telle que la factorisation (3. 1) subsiste; cf. [A], proposition V. 4. 1. 
En réunissant ces résultats on obtient 
[Q\ (z)* Q, (z)]2 = N, (z)4 = N(z)2 = Q (z)* Q (z) = (iQ2 (z) Q, (z))* (Q2 (z) Qt (z)) 
et par conséquent 
Ql(z)* A(z) £>!(z) = 0, où à(z) = Q1(z)Q1(z)*-Q2(z)*Q2(z). 
Puisque Î2t(z)£ =S)Jî (cf. [A], proposition V. 2. 4 (b)) et que par conséquent Qt(z)* 
est inversible, on conclut que A(z) = 0; tout cela p. p. Cela établit la relation (3. 3) 
et achève la démonstration. 
4. Une inégalité 
1. Nous commençons la démonstration du théorème 1. Soient donc T et S 
donnés par leurs modèles fonctionnels (1. 2—3) et (1. 7) où g et © sont deux espaces 
de Hilbert ( ̂  {0}), dim © = co, et où 0 est une fonction £ H~(g, g), contractive 
pure, intérieure des deux côtés. 
Il ne restreint pas la généralité de choisir © = E"\ l'espace des vecteurs x = [ x j " 6) 
à composantes nombres complexes, avec 
M KO. = 2 k l 2 
On désignera par e(k> le vecteur dont la composante de rang k est 1 et les autres 
sont 0. 
Auprès de l'espace H= H2(^)Q0H2(%), dans lequel T est défini, on envisagera 
aussi le sous-espace suivant de L2(%): 
(4-1) G = L2($)G0H2(%) = [ ¿ 2 «y)©/ / 2 (g ) ]©/ / . 
Pour toute fonction scalaire (p£H- on a q>0H2(%) = 0cpH2(%)c:0H2('S) et par 
conséquent 
(4.2) ipGc.G. 7) 
Nous définissons dans L2(g) des opérateurs <?> et ¥ de la manière suivante: 
(4.3) ($v)(z) = z-Q(z)v(z), (ft>)(z) = z-0~(z)v(z). 
6) Dans le cas co= N0 convenons d'entendre par k = 1, . . . , m la suite des nombres naturels. 
7) Pour une fonction scalaire (y nous définissons les fonctions t//~ et <J/ par y/~(z)= y/(z) 
et = i//(z). On a alors <j/~(z) = ii/~ (z)=ij/(z). Pour y / £ o n a aussi iH°°. 
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Comme 0 est intérieure des deux côtés, ses valeurs sont des opérateurs unitaires 
dans P- P-J donc on a • » 
(4-4) | | ( ^ ) ( z ) | | 8 = |K2) l l s= I IWWIIs P-P-
Or il est manifeste que pour toute fonction a^L 1 , l'intégrale de a(z) sur C est égale 
à celle de û(Z), donc il dérive de (4.4) par l'intégration des carrés que (| <Pv\\ — 
= ||u|| = || !Pt;|| : les opérateurs 4> et ¥ sont donc isométriques. De plus on a ($ ï / y)(z)= 
= z0(z)-z0~(z) v(z) = zz0(z)0(z)*v(z) = v(z) et une relation analogue pour W<P, 
d'où il résulte que et ¥ sont des opérateurs unitaires dans L2(\Ç) et que <P = ÎP_1. 
Il est1 manifeste que si v(z) parcourt les fonctions dans H2(%), zv(z) parcourt 
les fonctions dans Z.2(g) Q H2(%) et z0(z) v{z) parcourt les fonctions dans 
0 [ I J ( g ) e i /2(g)] = I 2 ( 5 ) e = 6 . Cela prouve que 
(4.5) <PH2(%) = G, f G = / / 2 (g ) . 
Notons encore que pour toute fonction scalaire <p£L°° on a <p(z) •(î/y)(z) = 
= cp(z) z 0(z) v(z) = z 0(z) <p~ (z) v(z) = ( ¥ {y-~ v)) (z), donc 
(4.6) (p-Tv = V(<p~v) (U€L2(5), <p£L~). 
2. Soit X un opérateur (de H2{E<°) dans H) vérifiant l'équation TX=XS. 
On a alors aussi T"X=XS" pour n = 0, 1, ••• et par conséquent (p(T)-X=X-cp(S) 
pour (pÇ.H°°. Or, cp(T) s'exprime aussi par (1. 5), et on déduit de (1. 7) que (p(S) 
est la multiplication par la fonction cp. Donc nous avons 
(4.7) Pu(<p- Xu) = X(<pu) pour uiH2 (E'a) et <p(¿H~. 
Désignons 
(4.8) ak = Xe«> (k = 1, ...,©), 
où on considère e(t) comme la fonction constante ayant cette valeur. (4. 7) entraîne 
(4.9) PH(<pak) = X(<pe™). 
• Soit g £ G où G est le sous^espace de L2(g) défini par (4. 1) et soit (p£H°°. En 
appliquant (4.9) à <p~£H°°, on obtient 
(g, X(<p~em)) = (g, P„{<p~ak)) = (.PHg, (p~ak) = (g, (p~ak), 
la dernière équation dérivant de ce que, en vertu de la seconde des représentations 
(4. 1) de G, la projection de g à H est égale à sa projection à //2(g). Comme q>~ = <p~, 
notre résultat peut être écrit aussi sous la forme 
(4.10) (g,X(f~e<k>)) = (v~g,a¿. 
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Envisageons alors une somme de la forme 
* r s 
2 ( 2 <PjrkSj,ak) k =1 j=1 
où r et s sont des nombres naturels, r ne dépassant pas co, et où 
V j t t H - et gj£G. 
En vertu de (4. 10) cette somme est égale à 
2(gj,X Z<PjieW) • 
j=1 k=l 
et sa valeur absolue est par conséquent majorée par 
m - ÉlkjW-W È<P7k?(k)\\]- ' 
j = l k=1 
Ce résultat peut être formulé aussi dans la forme suivante: pour gkÇ.G (k = 1, •••, r) 
quelconques, 
(4. 11) 2 C?k,a k ) k= 1 
s i m i - i n f 2 i m - W 2 < p j f w \ \ ] 
j=1 k=1 
où g), cpjk varient sous les conditions 
(4. 12) 
j= i 
Soit f l'opérateur unitaire dans £2(g) introduit ci-dessus, et posons 
g) € G, (pJk 6 2 VjkSj = 8k (k =\,--,r). 
.  i 
(4. 13) ' a k=¥ak (k= 1, •••,№). 
Puisque f applique G sur # 2 ( g ) (c/. (4. 5)), on déduit de (4. 11—12) et de (4. 6) 
que pour ykÇ.H2(%) (k= 1, •••,/•) quelconques on a 
(4.14) 2 (yk,*k) S imi-inf 2 M - I l 2 j=l k=1 
où et ¡pjfc varient sous les conditions 
(4.15) y'j£H2(%), q>jkdH°°, 2 (Pjkï'j = ïk ' Qc=l,-,r). 
j= i 
Envisageons le cas particulier où les fonctions yk sont bornées. Elles engendrent 
alors une fonction y par la définition 
(4.16) y(z)x = 2 Jk 0) Xk, x = m G E'. 
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D'après le lemme du n° 3 il existe des fonctions Qt 6 H"'(Er, 9JÎ) et 
Q2 £ //°°(9JÎ, g), avec un espace de Hilbert intermédiaire 2W, telles que Q1 est extérieure 
et les relations suivantes sont vérifiées: 
(4.17) y(z) = Q2(z)Qt(z), 
(4. 18) Oi(z)*fli(z) = 
(4.19) Q2(z)*Q2(z) — Q1(z)Q1(z)*. 
Le fait que Qx est extérieure entraîne dirn SJÎ^dim E' = r\ cf. [A], corollaire à la 
proposition V. 2. 4. Ainsi, on peut supposer 9Jl — E", O s i S r . Laissant à part 
le cas banal -y = 0 (c'est-à-dire où yk = 0 pour tous les A:) on a même l S i S r . Les 
fonctions 
i2i€H°°(Er, Es), Q2ÎH~(Es, %) 
peuvent être représentées sous lès formes 
(4.20) . Q1(z)x = [Z <Pjk(z)Xk]]-i- où x = [XkYi£E', 
k = 1 J 
(4.21) Q2(z)y = 2y'j{z)yj où y=[yj]\eE\ 
j=i _ • ' 
moyennantdesfonctions(pJkÇH°°.(j = 1, k= 1, et y) £ / P ° ( g ) ( j = 1, •••, 5). 
En vertu de (4. 17) on en déduit pour la fonction y 6 H°°(Er, 5) la représentation 
(4.22) y(z)x = 2 y'jiz) 2 <Pjk(z)xk où xÏE'. 
J=1 
En comparant (4. 16) à (4. 22) il résulte que 
s . • 
Jk = 2 y'j<Pjk (k = h •••>'•)• 
j=i . 
Ainsi, les fonctions obtenues 7} et (pjk vérifient les relations (4. 15). 
Evaluons la double somme correspondante, figurant au second membre de 
(4. 14). A cette fin, désignons par e{h) les vecteurs de base de Er, ainsi que les vecteurs 
de base de Es (h = 1, •••,r et h= 1, •••,5, selon les cas). En vertu de (4. 21) on a 
Q2(z)e(n = y'j(z); vu aussi (4. 19) et (4.20) on en déduit 
. •. №)Wi = = (Q2(zrn2(z)e<j\e<j% = 
= (Q1(z)Q1(z)*eu\ e ( J ))Es = 2 \<Pjk(z)\2-
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Par intégration sur C il en résulte 
I M I 2 - = 2 I M I 2 
k= 1 
D'autre part, il est manifeste que 
? w l | 2 = 2 hïkW2 = 
k= 1 
Faisant usage aussi de (4. 18) on obtient donc 
•2<P7kemf=  \W7k\\2 = 2 IIM2-
k= 1   *=1 
• 2 WJW-W .2 vike™||] = 2 [ 2 M 2 ] - - 2 [ 2 M 2 ] = j'= 1 k= 1 j= 1 t=l k=i j=l 
=• 2 / («1 (*)* Î2i (z)«<*>, ¿/m (z) = / tr[i31 (z)* Î2t (z)] dm (z) = 
= J tr [y (z)* y (z)]4 dm (z), 
,,tr" désignant la trace de l'opérateur. 
En utilisant la notation |T[- = (T*T)* pour un opérateur R (d'un espace de Hilbert 
en soi-même ou dans un autre) nous pouvons résumer nos résultats dans l'inégalité 
(4.23) 2 (Yk,«k) ^\\X\\-ftr\y(z)\.dm(z), 
valable pour les ak = ¥ak et pour des yk € quelconques, en nombre fini r^co. 8) 
Ajoutons que si l'on complète la suite [yk]\ à une suite [yj? par des fonctions 
yk= 0 (&>/•) il y correspondra, par la même formule (4. 16), une fonction 
y(_H°°(Eco, g). La trace de |y(z)| ne change pas lors de ce prolongement. 
5. Application du théorème de Hahn—Banach 
1. L'inégalité que nous venons d'obtenir impose d'introduire l'espace linéaire 
norme L suivant. Ses éléments sont les fonctions y £ L°°(Ea, %) définies par 
a} 
(5.1) y(z)x-= 2lk(z)Xk, x = [xkrliE<», 
i 
où yk£L°°($) (k = 1, •••, ço), yk = 0 pour k>r,r étant un nombre fini dépendant 
de y, Les opérations linéaires étant celles évidentes, on définit la norme par 
(5.2) \y\ = ftr\y(z)\-dm(z). 
8) Le cas / = 0, mis à part dans la démonstration, s'y range d'une manière évidente. 
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Cette intégrale existe. En effet, |y(z)| = (y(z)* y(z))* est un opérateur autoadjoint 
de rang s r , de borne indépendante de z et fonction (faiblement et alors aussi forte-
ment) mesurable de z; par conséquent tr |y(z)| est une fonction mesurable bornée 
de z. La propriété |cy | = |c| | y | est manifeste. La propriété |y + y'| = | y | + |y ' | résulte 
de ce qu'on a même tr|y(z) + y'(z)|^tr|y(z)|-f-tr|y'(z)| par points, et cela en vertu 
de l'inégalité 
tr Ir + T ' l s t r | t | + t r ]r'|, 
valable pour des opérateurs T, T' (d'un espace de Hilbert dans soi-même ou dans 
un autre), de la „classe de trace" („trace class"), classe qui comprend en particulier 
les opérateurs de rang fini. 9) . 
On déduit de (5. 1) que l'opérateur y(z)* (de. g dans Em) est défini par 
? № / = [(/, 1 ( / € 5 ) 
et par conséquent on a 




c'est-à-dire la matrice de y(z)*y(z) par rapport à la base {e<k>} a ses éléments 
(5.4) mkj(z) = (y,(z), yk(z))~ ( j , k = 1, •••,cu). 
2. Envisageons le sous-ensemble H de L, évidemment linéaire, constitué des 
yÇ.L tels que y p o u r tous les k, et la fonctionnelle linéaire L dans H 
définie par 
o) 
(5 .5 ) L(y) = Z(yk,oik) (y € H). 
k= 1 
D' après (4. 23) et la remarque y ajoutée, L vérifie l'inégalité 
(5.6) f^C^f ^ 
En vertu du théorème de Hahn—Banach il existe donc un prolongement de 
L à tout l'espace L de façon qu'elle reste une fonctionnelle linéaire vérifiant (5. 6) 
pour tous les y Ç L. 
Pour chaque nombre naturel rSa> définissons la fonctionnelle Lr sur l'espace 
L ~ № par 
(5.7) Lr(v) - L{ve(r)) (t>€L~G5)). 
Pour y = ve(r) la matrice (5.4) a tous ses éléments 0 sauf l'élément m„(z) qui est 
égal à ||u(z)||g. Il en résulte que tr |y(z)| = ||y(z)||3 et par conséquent 
\veV\ = f\\v(z)\\sdm(z)= Mi, 
9) Cf. [3], lemma 5.14. 
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d'où 
•(5-8) . |Lr(i;)| s | | * | M M I i 
Le dual de l'espace ¿ ' ( g ) étant L~(5), il s'ensuit de (5. 8) qu'il existe des fonc-
tions J?r£Z.~(g) (r = 1, •••, ) telles que • 
(5.9) Lr(v)=f(v(z),pr(z))sdm(z). 
Comme v et /?r sont compris à fortiori dans Z.2(5), (5- 9) s'écrit aussi sous la forme 
(5. 10) Lr{v) = {v, fjr) (produit scalaire dans L2{%)). 
Dans le cas particulier où v 6 H°°(g), on a ve(r) € H et il résulte de (5. 5), (5. 7) et 
(5. 10) que 
(5.11) (!>, fr) =•(»,«,) . ( r = 1, .»,©). 
Puisque les fonctions bornées sont partout denses dans H2Ç#) dans la métrique 
de ce dernier espace (il n'y a qu'à prendre les sommes partielles de la série de Fourier) 
on conclut que (5. 11) subsiste pour toutes les fonctions v£H2{%). 
3. Envisageons un élément yÇL quelconque. On peut l'écrire sous la forme 
m 
y = 2 ïke(k) (il n'y a qu'un nombre fini de termes ^ 0) ; 
i 
vu (5. 7) et (5. 10) il en dérive 
£0 O CO 
(5. 12) L(y) = 2 Uyke<k>) = 2. Lk(yk) - 2 (?*, 
î î î 
Soit en particulier y la fonction aux composantes 
(5.13) yk(z) = xk-ô(z)-f (k = l,-,œ) 
où /6(5, Ô£L~ à valeurs <5(z)s0, et x = [xk]^£Eœ tel que x t = 0 pour tous les k 
qui dépassent un nombre fini r (dépendant de JC). En vertu de (5. 12) on a alors 
ta ' n 
(5.14) L(y) = ô(z)(f,pk(z%dm(z) 
et la matrice correspondante (5. 4) a ses éléments 
mkj(z) = xjxkô(z)2 \\f\\l 
Or la matrice hermitienne [xjxk] (y, k = 1, •••, r) a son polynôme caractéristique 
i 
parce que tous ses mineurs principaux d'ordre s 2 s'annulent. Si x ^ 0, la seule 
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valeur propre de cette matrice est donc égale à ||x||i<» et par conséquent la 
racine carrée positive de cette matrice a la seule valeur propre égale à ||x||£io, 
qui est alors égale à la trace de cette racine carrée. Ce résultat subsiste aussi dans 
le cas x = 0. On en déduit que pour la fonction y aux composantes (5. 13) on a 
tr |y(z)|=c5(z)-||/|y|x||E<u, 
d'où 
(5.15) ] y \ = f H z ) d m ( z ) - m s - M ^ -
En combinant (5. 6), (5. 14) et (5. 15) on obtient 
(5. 16) 2 xkf Hz) (/, ft(z))5 dm (z) ||*|| • fa) dm (z) • U / ^ Me- • 
Choisissons <5 en particulier de la manière suivante: 
•S(z)=~ lorsque r s a r g z < i + /i (mod » 
et <5(z) = 0 ailleurs. L'intégrale au second membre de (5. 16) est alors égale à 1 et, 
lorsque /i — 0, l'intégrale dans le premier membre tend vers 
e 
(f,M0)s • <i = e") 
en presque tous les points Ç £ C. On a donc l'inégalité 
(5. 17) 2 ** (/; mih s 11*11 llff -Il 
en presque tous les points de C, l'ensemble exceptionnel pouvant dépendre de / . 
Grâce à la séparabilité de g il existe alors un sous-ensemble s de C, de mesure 0, 
tel que (5. 17) est vérifiée pour z$e quels que soient / € g et x^E™. Pour 
r 
(5.17) entraîne (en choissant f = 2 x k P k ( 0 ) : 
(5.18) 
i • 
S 11*11 • MU» pour tout x i E " . 
6. Conclusion de la démonstration du théorème 1 
Les fonctions [jr obtenues dans le n° 5 étant comprises dans L2(g) on y peut 
appliquer l'opérateur <P du n° 3 ; soient 
br = n r (T= 1, •••;<»). 
Vu que r = ^*¥ar — ar, cf. (4. 13), on déduit de (5. 11) que 
(6.1) (g,br) = (g,ar) (r = 1, —,co) 
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pour tout gÇ. <PH2(î<f) = G; cf. (4. 5). Les éléments g du sous-espace L 2 ( g ) 0 # 2 ( g ) 
de G sont orthogonaux aux ar (parce que a, £ / / c : //2(g)); (6. 1) entraîne alors 
qu'ils sont orthogonaux aussi aux br, donc 
( 6 . 2 ) b r £ H 2 ( % ) ( r = l , . . . , œ ) . 
D'autre part, envisagée pour les éléments g du sous-espace H de G, la. relation 
(6. 1) entraîne que 
(6.3)" ar = PHbr ( r= l,-,œ). 
r 
Appliquons la première des relations (4. 4) à v = 2 xkPk- Grâce à (5. 18) on 
i 
obtient 
(6.4) \\2bk(z)xk\\ ë | | J i r f | -1 s 
pour tout x^Ea et pour tout z £ C sauf peut-être les points z d'un ensemble e de 
m 
mesure 0. Il s'ensuit que si z $ é, 2 bk(z)xk converge (dans g) pour tout xÇ£ f f l et que 
i 
£0 
(6.4*) \\2h(z)Xk\\ ^ 11*11 -IWIE-
1 s 
Définissons la fonction B, à valeurs B(z) opérateurs de dans H2(%), par 
to • 
(6.5) B(z)x = 2 bk(z)xk (*££"). 
î 
En vertu de (6. 4*) on a p.p. 
• \\B(z)x\\n^ ||*|| -ME», 
donc B Ç.H~(E<°, 5) et 
(6.6) 
Pour (pc/I™ on a 
(6. 7) F„(B • (pe<») = PH(cp- Be^) = PH{cp- PH Be™) 
parce que 
PH{q> • (/-P„)Be(k>)£PH(<p. QH2(%)) c PHOH2(g) - {0}. 
Vu que B(z)ew =bk(z), cf. (6. 5), on déduit de (6. 7), (6. 3) et (4. 9): 
(6.8) PHB(cpeW) = PH(<p • PHbk) = PH(q> • ak) = X((pe^). 
Soit u£H"(Em). On peut l'écrire sous la forme -
(O 
u = 2 ukem (uk£H°°) : 
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(convergence dans la métrique de H2(Ea)), donc, grâce à (6. 8), 
ta <o 
Xu = 2 X(ukeW) = 2 PRB(ukeW) = PHBu. 
î î 
Toute fonction u Ç H2(Em) étant la limite, dans la métrique de H2(E°'), d'une suite 
de fonctions bornées w(n) 6 H°°(Ea), l'équation 
(6.9) Xu — PH Bu 
s'étend par continuité à toutes les fonctions MÇff2(£0'). 
Inversement, toute fonction B' 6 H°°(Em, 5) engendre, moyennant la formule 
(6. 9), un opérateur X' de H2(Em) dans H vérifiant (1. 1) et tel que 
(6 .10 ) i m i ^ ' i i -
En effet, la linéarité de X' étant manifeste, il n'y a qu'à observer que pour u 6 H2(Ea) 
||r«|| = \\PHB'u\\ s \\B'u\\ ^ ll-B'H- IMI 
et que, en vertu de (1. 6—7), 
TX'u = TPHB'u = PH(z •B'u) = PHB'(zu) = X'(z.ù) = X'Su. 
En choisissant pour B' la fonction B que nous avons construite plus haut, 
(6. 6) et (6. 10) entraînent qu'il y a égalité dans (6. 6). 
Cela achève la démonstration du théorème 1 et finit notre étude. 
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