Abstract-Kernelized nonlinear extensions of Fisher's discriminant analysis, discriminant analysis based on generalized singular value decomposition (LDA/GSVD), and discriminant analysis based on the minimum squared error formulation (MSE) have recently been widely utilized for handling undersampled high-dimensional problems and nonlinearly separable data sets. As the data sets are modified from incorporating new data points and deleting obsolete data points, there is a need to develop efficient updating and downdating algorithms for these methods to avoid expensive recomputation of the solution from scratch. In this paper, an efficient algorithm for adaptive linear and nonlinear kernel discriminant analysis based on regularized MSE, called adaptive KDA/RMSE, is proposed. In adaptive KDA/RMSE, updating and downdating of the computationally expensive eigenvalue decomposition (EVD) or singular value decomposition (SVD) is approximated by updating and downdating of the QR decomposition achieving an order of magnitude speed up. This fast algorithm for adaptive kernelized discriminant analysis is designed by utilizing regularization techniques and the relationship between linear and nonlinear discriminant analysis and the MSE. In addition, an efficient algorithm to compute leave-one-out cross validation is also introduced by utilizing downdating of KDA/RMSE.
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INTRODUCTION
I N linear discriminant analysis (LDA), a linear transformation for feature extraction is found which maximizes the between-class scatter and minimizes the within-class scatter [12] , [8] . Although LDA is conceptually simple and has been successfully applied in many application areas, it has some limitations: It requires one of the scatter matrices to be nonsingular, and it is applicable only to linearly separable problems. To overcome the nonsingularity restriction, recently, linear discriminant analysis based on the generalized singular value decomposition (LDA/GSVD) [15] has been introduced. Incorporating Mercer's kernel [30] , LDA/ GSVD has also been extended to kernel discriminant analysis called the KDA/GSVD [21] . Other methods and two-stage approaches for generalization of LDA to undersampled problems have also been studied [6] , [33] , [32] .
There have been several approaches to incremental learning machines, which can effectively compute the updated decision function when data points are appended. For support vector machines (SVMs) [7] , [30] , [31] , incremental learning has been proposed in order to handle very large data sets efficiently [29] , where training a subset of the entire training data set and merging the support vectors found in the iterative training is repeated. This approach is helpful for dealing with very large data sets. Moreover, when new data points are appended, the stored support vectors and the appended data points can be used to obtain updated separating hyperplanes. For many applications where expensive updating of information is frequently required, it is desirable to develop adaptive machine learning algorithms, which can effectively compute the updated decision function when data points are appended or deleted.
In numerical linear algebra, updating and downdating of matrix decompositions have been widely studied [13] , [14] . Updating and downdating of least squares solutions [3] , [9] , the QR decomposition [24] , adaptive condition estimation [11] , [24] , [23] , and the Cholesky decomposition [25] , [4] , [10] are some of the examples. Also, SVD updating and downdating [19] and its effective and efficient approximation by the ULV and URV decompositions [26] , [27] , [28] have been applied to many important problems in science and engineering.
In this paper, an efficient algorithm for adaptive linear and nonlinear kernel discriminant analysis based on regularized MSE, called adaptive KDA/RMSE, is proposed. This adaptive method avoids the computationally expensive eigenvalue decomposition (EVD) updating, which would be necessary if an adaptive classifier for linear and nonlinear discriminant analysis were designed based on their original formulation which involves the EVD or SVD. In adaptive KDA/RMSE, updating and downdating of the computationally expensive EVD is approximated by updating and downdating the QR decomposition that is of an order of magnitude faster. Therefore, it provides an efficient solution method that adapts effectively to frequent changes in the data set, avoiding expensive recomputation of the LDA or KDA solutions. In addition, an efficient algorithm to compute leave-one-out cross validation is also introduced by utilizing the adaptive KDA/RMSE. The rest of this paper is organized as follows: A brief overview of nonlinear discriminant analysis and its relationship to the minimum squared error formulation [1] is provided in Section 2. In Section 3, kernel discriminant analysis by the minimum squared error formulation (KDA/ MSE) is introduced. Applying regularization techniques and utilizing the relationship between KDA/MSE and KDA/GSVD [21] , an efficient adaptive KDA/RMSE is proposed in Section 4. Finally, an efficient leave-one-out cross-validation method for KDA/GSVD is introduced by downdating the new QR decomposition-based KDA/RMSE in Section 5.
Throughout this paper, it is assumed that a data set A 2 IR mÂn with two classes is given,
where the jth row a T j of the matrix A denotes the jth data item and the rows of submatrices A 1 and A 2 belong to classes 1 and 2, respectively. In addition, m i denotes the number of items in class i, c i the centroid vector, which is the average of all the data in class i, for 1 i 2, and c the global centroid vector. Suppose a nonlinear feature mapping maps the input data to a feature space. The mapped jth data point in the feature space is represented as ða j Þ, 1 j m, c i denotes the centroid vector, which is the average of all the data in class i in the feature space for 1 i 2, and c the global centroid vector in the feature space. Note that c i 6 ¼ ðc i Þ and c 6 ¼ ðcÞ, in general, since the mapping is nonlinear.
LINEAR AND NONLINEAR DISCRIMINANT ANALYSIS BY THE MINIMUM SQUARED ERROR FORMULATION
In this section, kernel discriminant analysis and its relationship to the minimum squared error formulation for binary classifier design in feature space [1] is briefly reviewed. Assume that a feature mapping ðÁÞ maps the input data to a higher-dimensional feature space:
Then, for the training data set ða i ; y i Þ, 1 i m, in order to obtain the discriminant function for binary classification in the feature space,
a linear system can be built as
where y 1 and y 2 are the values that indicate the class membership of the data point ða j Þ; 1 j m and u mi 2 IR miÂ1 is a column vector with 1s as its elements, for 1 i 2. Various pairs of numbers can be assigned to ðy 1 ; y 2 Þ to discriminate two classes. When N is very large, (2) becomes an underdetermined system. In general, the problem can be reformulated by setting up (2) as a problem of minimizing the L 2 -norm of the error as
where
The minimum norm solution for (3) is obtained as w
where F y is the pseudoinverse of F . Now shown is the relationship between this MSE formulation and its solution and w for the discriminant function and the solution vector kernel discriminant analysis based on the dimension reducing generalized singular value decomposition. Consider the normal equations for (3),
Using the specific choices of y 1 ¼ m=m 1 and y 2 ¼ Àm=m 2 in (5), we obtain
From (5), (6) , and the following expressions for the between-class scatter matrix S kernelized LDA/GSVD formulation [21] . Since rankðS b Þ ¼ 1 for binary class problems, it can be shown that ðS
where is a scalar that depends only on the data set. From (6) and the above results, we have
and we obtain
Equation (8) [22] , which has a solution regardless of the singularity of the scatter matrices. The above relationship between the KDA/MSE solution and KDA/GSVD for two-class problems has been generalized to multiclass problems in [22] . For more details of the above derivation, kernelized LDA/GSVD, and the extension to multiclass problems see [21] , [22] .
SOLUTION FOR KERNELIZED MINIMUM SQUARED ERROR FORMULATION (KDA/MSE)
In this section, solution methods for the kernelized nonlinear discriminant analysis based on the minimum squared error formulation (KDA/MSE) are discussed. The main idea of the kernel method is that, without knowing the nonlinear feature mapping, , we can work in feature space through kernel functions, as long as the problem formulation depends only on inner products between data points in feature space. This is based on the fact that for any kernel function, k, satisfying Mercer's condition [7] , there exists a mapping such that < ðxÞ; ðyÞ > ¼ kðx; yÞ where < , > is an inner product. An example of such kernel function is the Gaussian radial basis function kernel kðx; yÞ ¼ expðÀkx À yk 2 Þ; 2 R. For a finite data set fa 1 ; Á Á Á ; a m g, a kernel function k satisfying Mercer's condition can be rephrased as the kernel matrix K ¼ ½kða i ; a j Þ 1 i;j m being positive semidefinite [7] . Since linear discriminant analysis is a special case of kernelized nonlinear discriminant analysis, the discussion in the rest of this paper will focus on nonlinear discriminant analysis.
In nonlinearizing the Fishers' discriminant analysis with kernel functions, regularization was originally suggested in [18] to overcome ill-conditioned problems and nonsingularity. The KDA/GSVD further generalizes kernel
Fisher discriminant analysis to multiclass problems and it avoids regularization by utilizing the generalized singular value decomposition [21] .
Although (3) and (4) show how the MSE method can be applied in feature space, it needs to be reformulated in terms of kernel functions when the feature mapping is unknown. Note that w in (1) can be expressed as a linear combination of ða j Þs, i.e.,
for some scalars z j , j ¼ 1; Á Á Á ; m [21] . Applying (9) to (3), we obtain
where u ¼ ð1; Á Á Á ; 1Þ T 2 IR m and K i;j ¼ kða i ; a j Þ. Then, the decision rule for binary classification is given by signðfðxÞÞ from KDA/MSE, where
The minimum norm solution among all possible solutions that satisfy (10) is z
where G y is the pseudoinverse of
The pseudoinverse G y can be obtained as
based on the singular value decomposition (SVD) of G,
and diagonal with positive diagonal elements in nonincreasing order, V 1 2 IR ðmþ1ÞÂr with V T 1 V 1 ¼ I r and r ¼ rankðGÞ. When rankðGÞ ¼ m, its pseudoinverse can be computed much more efficiently using the QR decomposition of G T .
Let the QR decomposition of G T be given as
where Q 2 IR ðmþ1ÞÂðmþ1Þ with Q T Q ¼ I mþ1 and the upper triangular matrix R 2 IR mÂm is nonsingular. Then,
In many applications, positive definite kernels such as the Gaussian radial basis function have been successfully utilized. Assuming no duplicated data points, positive definite kernels produce a positive definite kernel matrix K. Accordingly, rankðGÞ ¼ rankðKÞ ¼ m for a positive definite kernel matrix K and G y can be computed via the QR decomposition. This presents an important advantage in designing an efficient adaptive KDA/MSE and an adaptive KDA/GSVD method for binary class problems. When a new data item is added or an existing data item is removed, the new dimension reducing transformation from KDA/ GSVD can be computed by updating the GSVD for the old data. However, updating the GSVD is expensive, although less expensive than recomputing the GSVD all over. If we utilize the equivalence relationship between MSE and LDA/GSVD [22] and their nonlinear extensions [21] via positive definite kernel functions, then updating the GSVD can be replaced by updating the QR decomposition, which is an order of magnitude faster. We present this adaptive method in the next section.
EFFICIENT ADAPTIVE KDA BY REGULARIZED MSE (KDA/RMSE)
In this section, an adaptive KDA based on regularized MSE, KDA/RMSE, is proposed, which can efficiently compute the updated solution when data points are appended or removed. In general, a kernel matrix is symmetric positive semidefinite and the kernel matrix for a positive definite kernel becomes positive semidefinite when there are duplicated data points in the training data set. First, we introduce a KDA based on regularized MSE (KDA/RMSE), which overcomes the potential rank deficiency problem by regularization. In KDA/RMSE, the discriminant function (1) is estimated by solving
where > 0 is a regularization parameter. The advantage of this formulation compared to (10) is that the matrix
is positive definite for any > 0 and, therefore, the minimum 2-norm solution for (14) can be found by computing the QR decomposition, whereas (10) requires a SVD in general. Let the QR decomposition of
h e r e Q 2 IR ðmþ1ÞÂðmþ1Þ i s a n o r t h o g o n a l m a t r i x ,
, and R 2 IR mÂm is a nonsingular upper triangular matrix. Then, the solution for (14) can be obtained by applying (13) to G , i.e., by solving
for r and then computing z
The above shows that the KDA solution of (10) can be achieved by a QR decomposition, solving a linear system, and a matrix vector multiplication. Moreover, knowing the updated Q 0 and R 0 when data points are appended or removed, we can efficiently obtain the updated solution 0 and z 0 . It is much more efficient to update the QR decomposition of G T than to compute it from scratch or by updating an SVD [2] , [14] . Now, an efficient adaptive kernel discriminant analysis algorithm can be designed by using KDA/RMSE and QR decomposition updating. Suppose that we have the QR decomposition for the matrix G , and now we wish to obtain the updated solutions 0 and z 0 after a change in the data set. When a new data point that belongs to class i is added, the matrix G and y are first to be modified. Because of the special structure of the kernel matrix KðA; A T Þ, a new row as well as a new column needs to be attached to G and a value of y, i.e., y 1 or y 2 for the corresponding class, needs to be inserted.
For example, when a new data point is added to the positive class, the MSE formulation is changed to
where When the kth data point a j which belongs to the positive class is deleted, the problem is to find the new parameters 0 and z 0 2 IR ðmÀ1ÞÂ1 for the problem
where As was shown in the examples, a row and a column are appended to G when a data point is added, and a row and a column are removed from G when a data point is deleted. In adaptive KDA/RMSE, the new solution is obtained by updating or downdating the QR decomposition of G T . The updating and downdating procedures are summarized for the adaptive KDA/RMSE in Algorithm 5 and 6, respectively. For details of QR decomposition updating and downdating, which is summarized in Algorithms 1-4, see [3] , [14] . When a data point is appended or deleted, the proposed adaptive KDA/RMSE can compute the updated solution with computational complexity of Oðm 2 Þ. This is an order of magnitude faster than adaptive KDA/GSVD, which is based on updating/downdating of the SVDs. When several data points are appended or deleted at the same time, a block updating and downdating QR decomposition [3] method can be applied. Algorithm 1 ½Q; R ¼ QRinsert colðQ; R; j; xÞ Given the factors Q and R from the QR decomposition of a matrix M, this algorithm computes the updated Q and R factors for the matrix where a column vector x is inserted in front of the jth column of M.
1. Insert Q T x in front of the jth column of R. 2. R has nonzeros below the diagonal in the jth column.
Determine the Givens rotations to annihilate these nonzeros from the bottom up and multiply them to R from the left. 3. Update Q by multiplying the transpose of the Givens rotations from the right.
Algorithm 2 ½Q; R ¼ QRinsert rowðQ; R; j; xÞ Given the factors Q and R from the QR decomposition of a matrix M, this algorithm computes the updated Q and R factors for the matrix where a row vector x T is inserted just above the jth row of M.
1. R ¼ ½x T ; R; Q ¼ ½1 0; 0 Q; 2. Now, R is upper Hessenberg. Determine the Givens rotations to annihilate the nonzeros below the diagonal of R from top to bottom and multiply them to R from the left. 3. Update Q by multiplying the transpose of the Givens rotations from the right. A row permutation is applied to Q to shuffle the first row to the jth row.
Algorithm 3 ½Q; R ¼ QRremove colðQ; R; jÞ Given the factors Q and R from the QR decomposition of a matrix M, this algorithm computes the updated Q and R factors for the matrix where the jth column of M is deleted. 1. Remove the jth column of R.
2. R has nonzeros below the diagonal from the jth column to the last column. Determine the Givens rotations to annihilate these nonzeros from left to right and multiply them to R from the left. 3. Update Q by multiplying the transpose of these Givens rotations from the right.
Algorithm 4 ½Q; R ¼ QRremove rowðQ; R; jÞ
Given the factors Q and R from the QR decomposition of a matrix M, this algorithm computes the updated Q and R factors for the matrix where the jth row of M is deleted. 1. Let the jth row of Q be q T . Determine a product of Givens rotations to make q into ½10 . . . 0
T from bottom to top. Multiply transpose of these Givens rotations to Q from the right. 2. Apply these Givens rotations to R from the left. Now, R is upper Hessenberg. 3. Remove the first column and the jth row of Q. Remove the first row of R.
Algorithm 5 Incremental KDA/RMSE: Updating a data point Given a data matrix A ¼ ½A 1 ; A 2 for the training data ða i ; y i Þ with y i 2 fÀ1; þ1g for 1 i m for which the parameters and z for the binary nonlinear decision rule in (11) are known, this algorithm computes the new parameters for the classifier when a new data point a new is added to the class x . The new parameters are computed by updating KDA/ RMSE solution and using the Q and R factors obtained from the QR decomposition of G T in (15) 4 . Insert the corresponding y new 2 fÀ1; þ1g for the class x to y before the jth row. 5. ½Q; R ¼ QRinsert colðQ; R; j; ½1k r T Þ; percent updating the QR decomposition after inserting a vector before the jth column. 6. k row ¼ k r ð1 : j À 1Þ kða new ; a new Þ þ k r ðj : mÞ ½ . 7. ½Q; R ¼ QRinsert rowðQ; R; j þ 1; k r Þ; percent updating the QR decomposition after inserting a vector before the ðj þ 1Þth row. 8. Solve (16) and compute the solution by (17) .
Algorithm 6 Decremental KDA/RMSE: Removing a data point. Given a data matrix A ¼ ½A 1 ; A 2 for the training data ða i ; y i Þ with y i 2 fÀ1; þ1g for 1 i m for which the parameters and z for the binary nonlinear decision rule in (11) are known, this algorithm computes the new parameters for the classifier when the rth data point is deleted. The new parameters are computed by downdating KDA/RMSE solution using the Q and R factors obtained from the QR decomposition of G T in (15) for A. The kernel function and regularization parameter are assumed to be given.
1. Remove the rth row of y. 2. ½Q; R ¼ QRremove colðQ; R; rÞ; percent downdating the QR decomposition after removing the rth column. 3. ½Q; R ¼ QRremove rowðQ; R; r þ 1Þ; percent downdating the QR decomposition after removing the ðr þ 1Þth row. 4. Solve (16) and compute the solution by (17).
EFFICIENT LEAVE-ONE-OUT CROSS VALIDATION FOR LINEAR AND NONLINEAR DISCRIMINANT ANALYSIS
Kernel discriminant analysis has shown excellent classification performance in many applications. The most commonly used model selection methods are k-fold cross validation and leave-one-out cross validation (LOOCV). LOOCV is used during the training of a classifier to prevent overfitting of a classifier on the training set. The procedure of LOOCV is as follows: Given a training set of m data points, the first data point in the training set, a 1 , is left out. Then, the classifier is trained on the remaining ðm À 1Þ data points and tested on a 1 producing a score, s 1 , which is either 0 (incorrect) or 1 (correct). Then, the first data point a 1 is inserted back into the data set. This process is repeated until every data point in the data set has had the opportunity to be left out. The LOOCV rate is defined as the average score of all of the individual classifiers:
The LOOCV performance is a realistic indicator of performance of a classifier on unseen data and is a widely used statistical technique. The LOOCV is rarely adopted in large-scale applications since it is computationally expensive, though it has been widely studied due to its simplicity. In Algorithm 7, we introduce an efficient way to compute the LOOCV rate by downdating of the QR decomposition and KDA/RMSE. The parameters and z are first computed with the entire training data set of m items. Then, for testing the effect of leaving out each data point, downdating of the QR decomposition of G for KDA/ RMSE is performed to obtain the new parameters. The total LOOCV rate can be efficiently computed by applying the QR decomposition downdating m times to obtain each KDA/RMSE solution.
Algorithm 7 Efficient Computation of LOOCV by
decremental KDA/RMSE Given a data matrix A 2 IR mÂn , a kernel function k, and a regularization parameter , this algorithm computes the LOOCV rate for KDA/GSVD using adaptive KDA/RMSE.
1. s ¼ 0.
2. Compute G of (15) and y of (3) Algorithm 7 efficiently computes the LOOCV rate by downdating the KDA/RMSE solution introduced in the previous section. Optimal kernel parameters can also be determined efficiently by this LOOCV algorithm.
EXPERIMENTAL RESULTS
In this section, we present some test results. The purpose of the first set of experiments presented in Section 6.1 is to illustrate the effect of the values of the regularization parameter in adaptive KDA/RMSE. As in many other methods that utilize such regularization techniques, an optimal value for the regularization parameter is difficult to determine theoretically. In Section 6.2, the tests show that when there is a change in the data, the decision boundary and prediction accuracy obtained by applying KDA/RMSE which recomputes the solutions from scratch and by applying the adaptive KDA/RMSE are the same. Finally, in Section 6.3, we show that the proposed LOOCV algorithm based on downdating of KDA/RMSE is significantly faster than the algorithm that recomputes the solution each time data is removed. The test results were obtained using a Sun Fire V440 with four 1.1GHz Ultra-SPARC-IIIi CPUs and 8 GB of RAM and the algorithms were implemented in MATLAB [17] .
Effect of Regularization on KDA/RMSE
In order to investigate the effect of the values chosen for the regularization parameter on KDA/RMSE, we observed the difference of the averages of test set classification errors (Á) for all p ¼ 100 partitions,
where Err SV D ðiÞ and Err ðiÞ are the test set classification errors of the ith partition obtained by recomputing the solution from KDA/MSE which recomputes the SVD-based solution without regularization for each data change and the regularized adaptive KDA/RMSE solution, with the regularization parameter , using the QR decomposition, respectively. SV D is the average value of Err SV D ðiÞ and is the average value of Err ðiÞ, for 1 i 100. In the first training procedure, all training data points were used for training KDA/MSE with the SVD. In this procedure, the regularization parameter was not required since the pseudoinverse of G can be directly computed via the SVD. In the second procedure, 75 percent of the training data points were used for training KDA/RMSE and the remaining 25 percent of the data points were inserted one by one by using adaptive KDA/RMSE. This means that the total number of new data points incorporated into the solution by adaptive KDA/RMSE is as much as one third of the size of the original data set. When too many data points change at once, it may be advisable to recompute the solution from scratch rather than updating the solutions, due to computational efficiency and accuracy. Various values were used for this second procedure. Fig. 1 shows the difference of averages of test classification errors for the Heart data set [18] . When 10 À11 10 À9 , the difference was close to zero. When 10 À12 , the solutions that came from the second procedure were quite different from those that came from the first procedure. When ! 10 À9 , the regularization parameter tends to effect the solutions. On the other hand, values that are too large provide less accurate solutions since they cause larger perturbations in those solutions. A positive value of Á indicates that the prediction accuracy of KDA/RMSE is higher than that of KDA/MSE. We observed the maximum value of Á ¼ 0:25 when ¼ 10 À9 . By optimizing in KDA/RMSE, we could build more accurate prediction models than those obtained from KDA/MSE with the SVD. This is the expected result since the regularization parameter contributes not only in resolving singularity and ill-conditioned problems, but also handles noisy data sets [16] .
Results from KDA/RMSE and Adaptive
KDA/RMSE Using a small artificial classification problem, we now show that the same decision boundaries are computed by the proposed adaptive KDA/RMSE algorithm and KDA/ RMSE which recomputes the solution rather than updating each time a data point is appended or removed. The nonlinearly separable data set consists of 12 two-dimensional data points A ¼ 2 3 2 8 6 4 9 9 9 6 7 4 7 6 2 1 4 8 5 9 4 9 4 4
and class index
Fig . 2a shows the updated decision boundaries when a data point is removed or Fig. 2b appended. For Fig. 2a , the 12th data point is removed. For Fig. 2b , a data point a 0 ¼ ½9 8 that belongs to the positive class is inserted. The dash-dotted contour presents a decision boundary of adaptive KDA/RMSE and the dashed contour presents that of the KDA/RMSE where the solution vector is computed from scratch with the entire new set of data points. The contours perfectly match in spite of the different numerical pathways to solve the problems. The radial basis function (RBF) kernel kða
For the next experiments, four data sets used in Mika et al. [18] and Billings and Lee [1] were chosen. The RBF kernel was also used. In Table 1 , the averages and standard deviations of test set classification errors for all 100 partitions are presented. The Gaussian RBF kernel parameter was chosen based on five-fold cross validation by KDA/RMSE for various regularization parameters to obtain the optimal solution for each data set. For instance, the parameters of ¼ 2 À36 and ¼ 10 À7 were chosen for the Heart data set. For testing adaptive classifiers, after training with 75 percent of the data points, the remaining 25 percent of the data points are used to obtain the final optimal Fig. 1 . The difference between averages of test set classification errors (Á) in percent for 100 partitions, which came from two different training procedures for the Heart data set. In the first procedure, all training data points were used for training KDA/MSE with the SVD. In the second procedure, 75 percent of the training data points were for training KDA/RMSE and the remaining 25 percent of the data points were inserted one by one by adaptive KDA/RMSE. The kernel parameter ¼ 2 À36 was fixed in order to observe only the effect of various values. The positive Á values indicate the cases when the prediction accuracy of KDA/RMSE is higher than that of KDA/MSE using the SVD.
classification function by using an incremental strategy where the remaining data points are inserted one by one. The experimental results illustrate that the proposed adaptive KDA/RMSE efficiently produces the same solutions as those obtained by KDA/RMSE, which recomputes the solution from scratch each time data is appended or removed. We have tested other partitioning than the 75 percent and 25 percent split between training and testing and obtained the same solutions, which corroborates the theoretical results presented earlier in this paper.
LOOCV Timing for Adaptive KDA/RMSE
The sixth data set consists of drug design data that was used in the 2001 KDD cup data mining competition. The data set can be obtained from http://www.cs.wisc.edu/ dpage/kddcup2001. It consists of 1,909 compounds tested for their ability to bind to a target site on thrombin, a key receptor in blood clotting. Of these compounds, 42 are active (bind well) and the others are inactive. Each compound is described by a single feature vector comprised of a class value (A for active, I for inactive) and 139,351 binary features, which describe the three-dimensional properties of the molecule. The purpose of this experiment is to show the speedup of Algorithm 7 for fast computation of LOOCV using adaptive KDA/RMSE; the first 8,000 binary features and certain numbers of data points were chosen. Fig. 3 shows that the LOOCV based on adaptive KDA/RMSE is very efficient. The test results were obtained using a Sun Fire V440 with four 1.1GHz Ultra-SPARC-IIIi CPUs and 8 GB of RAM. The algorithms were implemented in MATLAB [17] .
CONCLUSION AND DISCUSSION
In order to design an adaptive KDA/GSVD, expensive updating and downdating of the GSVD needs to be considered. Since the GSVD can be computed by two SVDs [20] , [15] , the updating of the SVD [5] can be applied for designing an adaptive KDA/GSVD. Unfortunately, SVD updating schemes require Oðm 3 Þ operations, which is the same order of magnitude computational complexity as recomputing the SVD from scratch, although there are still gains from updating [2] . The generalized URV or generalized ULV decompositions [26] , [27] , [28] give an approximate generalized GSVD. Though one can use the updating of the generalized URV decomposition, the computational complexity is still higher than updating the QR decomposition. We designed an efficient adaptive KDA/GSVD utilizing the relationship between KDA/MSE and KDA/GSVD and the updating and downdating the QR decomposition, which requires computational complexity of Oðm 2 Þ. This method is an order of magnitude faster than updating and downdating of the SVD. We also proposed an efficient algorithm to compute the LOOCV rate for linear and nonlinear discriminant analysis by adaptive KDA/ 
TABLE 1 Comparison of the Averages and Standard Deviations of Test Set Classification Errors in Percent
All experiments were performed by kernel discriminant analysis based on the regularized minimum squared error formulation (KDA/RMSE). For testing adaptive KDA/RMSE, after training 75 percent of the data points, the remaining 25 percent of the data points were inserted one by one.
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