We derive inner and outer bounds on the capacity region of a class of compound interference channels and quantify the gap between these bounds. From this we derive the capacity region of the compound version of El Gamal and Costa's deterministic interference channel, and characterize to within 3 bits the capacity region of scalar compound Gaussian interference channels. Our main contributions involve a novel achievable scheme for compound interference channels and genie-aided outer bounds based on the intuition derived from the typical error events of the achievable scheme.
Introduction
Consider the two-user, two-state compound memoryless interference channel in Figure 1 . It is a compound version of the memoryless interference channel considered by Tse and Telatar [1] . At any time, the input X 1 ∈ X 1 passes through a degraded discrete memoryless broadcast channel to produce S 1α ∈ S 1 and a degraded version of it S 1β ∈ S 1 . Similarly, at any time, the input X 2 ∈ X 2 produces S 2α ∈ S 2 and a degraded version of it S 2β ∈ S 2 . The channel output at receiver 1 is
when the channel to receiver 1 is in state α, and
when the channel to receiver 1 is in state β, where f 1α and f 1β are deterministic functions such that for every x 1 ∈ X 1 , s 2 ∈ S 2 , and η = α, β, the following function is invertible f 1η (x 1 , .) : S 2 → Y 1 , s 2 → f 1η (x 1 , s 2 ). Likewise, the outputs of user 2 under the two possible states the channel to it can take are defined using similar deterministic functions f 2α and f 2β . We assume that the receivers know their states which remain fixed throughout the duration of transmission. A pair of rates (R 1 , R 2 ) is said to be achievable if for every ǫ > 0, there are block length n encoders, enc k : {1, . . . , M k } → X We are interested in the capacity region C, which is the set of all achievable (R 1 , R 2 ) pairs.
Two special cases are of particular interest.
Deterministic Channel:
This situation occurs when the channels p S kα |X k and p S kβ |S kα are deterministic for both k = 1, 2. This channel is a compound version of the deterministic channel considered by El Gamal and Costa [2] with the interference in state β being a deterministic function of the interference in state α.
Gaussian Channel:
This situation occurs when the channels are linear and have additive Gaussian noise:
Here N kα and N kβ are independent memoryless Gaussian random variables.
The latter of the two special channels incorporates the interesting Gaussian compound interference channel:
Here h can take on values in a set of cardinality two. N 1 and N 2 are memoryless Gaussian with unit variance, and there is a power constraint of P on each transmitter. The capacity of the (non-compound) channel where h takes on only one value was recently characterized to within one bit by Etkin, Tse, and Wang [3] . To achieve the sum-rate capacity, it was shown that:
• we may treat interference as noise for small values of |h| (it is now known [4, 5, 6] that for values of |h|, small enough to satisfy |h|(1+h 2 P ) ≤ 1/2, treating interference as noise in fact achieves the sum rate capacity.),
• for some intermediate values of |h| we may use time-division multiplexing (orthogonalization),
• for larger values of h the scheme of Han and Kobayashi [7] can be adopted.
In the compound channel of interest, however, the set of states we need to deal with may include values of h belonging to different regimes. Thus it is not very clear what the correct strategy to adopt is. One of our main contributions in this paper is a simple achievable scheme which works for sets of states where the h values may belong to different regimes.
Main Result
Given random variables (Q, X 1 , X 2 ) such that X 1 and X 2 are conditionally independent conditioned on Q, we will define a region R in (Q, X 1 , X 2 ) which will turn out to be an inner bound to the capacity region. Let us define random variables U 1α and U 1β which take values in S 1 , and U 2α and U 2β which take values in S 2 . They are jointly distributed with (Q, X 1 , X 2 ) according to the conditional distribution
(7) Thus, conditioned on Q, we have the following two Markov chains, with the sets of random variables involved in the two chains being conditionally independent.
We define R in (Q, X 1 , X 2 ) to be the set of all rate pairs (R 1 , R 2 ), such that
and R 1p , R 1α , R 1β , R 2p , R 2α , R 2β satisfy the set of inequalities (8)- (43) below. In other words, it is the projection of the six-dimensional polyhedron defined by (8)-(43) on the two dimensional space of (R 1 , R 2 ).
One approach to do this projection, is to do the Fourier-Motzkin elimination [8] . Doing this explicitly is rather cumbersome as the inequalities here are much more in number than the inequalities that were handled by Chong, Motani, Garg and El Gamal in [8] .
Our main result on the compound interference channel is the following. We express it as a sequence of theorems:
• we first show the performance of an achievable scheme;
• next, we give an outer-bound to the capacity region and quantify the gap between the outer-bound and the achievable scheme;
• specializing to the deterministic compound interference channel, we completely characterize the capacity region;
• specializing to the Gaussian compound interference channel, we characterize the capacity region up to a gap of 3 bits (at all operating SNR values and all channel parameter values).
Theorem 1
The capacity region C satisfies
where the union is over all (Q, X 1 , X 2 ) such that X 1 − Q − X 2 is a Markov chain. 
Remark 1 Note that doing the Fourier-Motzkin elimination in order to obtain
+ such that the following are true:
where the union is over all (Q,
, where
in which the random variables are jointly distributed according to (7) and the channel conditional distributions.
Corollary 3 When the channel is deterministic, the inner bound in Theorem 1 is the capacity region.
Proof: The proof is elementary. When the channel is deterministic, we see that the gap claimed by Theorem 2
This completes the proof. 2
Corollary 4 For the Gaussian compound interference channel, the achievable region of Theorem 1 is within at most three bits of the capacity region.
Proof: For the Gaussian channel, each of the mutual information terms in the expressions for ∆ 1 (Q, X 1 , X 2 ) and ∆ 2 (Q, X 1 , X 2 ) can be upper bounded by 1 bit. To see this, note that
, where N 1α and N ′ 1α are independent and identically distributed memoryless Gaussian random variables. Hence
Similarly,
An Achievable Scheme
We present a natural, and novel, achievable scheme first. We evaluate the largest set of reliable communication rates using this strategy; this completes the proof of Theorem 1. Next, we see some important geometric properties of the achievable rate region.
Proof of Theorem 1
Our coding scheme is a natural generalization of the scheme of Chong-Motani-Garg [8] .
Since there are two possible states for both receivers, each encoder now sends two sets of common information. Which of these two sets is to be decoded by the other receiver depends on the state of that receiver. Moreover, since the interferences under the two states are degraded, i.e.,
we choose the two sets of common information in the following degraded manner.
For given random variables (Q, X 1 , X 2 ) such that X 1 − Q − X 2 is a Markov chain, let (U 1β , U 1α , U 2β , U 2α ) be jointly distributed random variables given by (7) .
For encoder 1, we let (U 1α , U 1β ) to be the common information when the channel to receiver 2 is in state α and we let U 1β to be the common information when the channel to receiver 2 is in state β. Our choice of the auxiliary random variables is motivated by the choice in the paper by Telatar and Tse [1] . As described earlier, they satisfy (7).
Generalizing the scheme in [8] , for encoder 1 we have a hierarchy of three codebooks of rates (R 1β , R 1α , R 1p ) generated based on the joint distribution of random variables (U 1β , U 1α , X 1 ) respectively. Similarly, for encoder-2 we have a hierarchy of codebooks with rates (R 2β , R 2α , R 2p ). Decoders perform joint-typical decoding. Receiver 1 in state β, for instance, tries to decode all three messages from encoder 1 and the message corresponding to the U 2β codebook from encoder 2. From an analysis of the probability of error of decoding, we get conditions (8)- (13) to ensure that this decoding succeeds with high probability as the block length becomes large. Similarly, receiver 1 in state α tries to decode all the messages from encoder 1 and the messages from encoder 2 sent on the U 2β and U 2α codebooks. The conditions (14)-(22) are needed to ensure success of this. Similarly, for the receiver 2, we get conditions (23)-(37). These together with non-negativity constraints (38)-(43) on the rates of the codebooks complete the set of constraints needed to ensure that the rates are achievable. Since the message from each encoder is the collection of all the three messages it sends, hence the projection of the six-dimensional polyhedron defined by the above inequalities on the the two-dimensional (R 1 , R 2 )-space is achievable, where
This projection gives us the achievable region R in (Q, X 1 , X 2 ) as described earlier in Section 2. This completes the proof of Theorem 1.
Geometric Properties of
We have noted earlier that it is not easy to characterize R in (Q, X 1 , X 2 ) explicitly due to the difficulty involved in taking the projection. Nevertheless, we would like to derive some useful insights into the geometric properties of R in (Q, X 1 , X 2 ). These will prove useful in deriving the outer bound.
For any pair (a, b) of non-negative reals, consider the following linear program,
where R 1p , R 1α , R 1β , R 2p , R 2α and R 2β satisfy the constraints (8)-(43).
The dual linear program sheds important geometric information. Towards this, denote the dual-variables associated with the inequalities (8) 
where the dual-variables satisfy the constraints,
Further, because of the special nature of the terms γ ji and δ ji , we can find a solution of the dual program (54) which satisfies the additional properties given by the lemma below.
Lemma 5 There is a solution to the dual program (54) which satisfies,
Further
Proof: The proof is deferred to the appendix to preserve continuity of the main argument. 2
Let Λ (a,b) denote the set of all dual-variables that satisfy the constraint equations (55)-(60) and the conditions (62)-(63) given by Lemma 5.
Note that the set Λ (a,b) does not depend on (Q, X 1 , X 2 ).
Further, for any λ = ({ν 1i } 
Let
Note that c (in) (λ,a,b) (Q, X 1 , X 2 ) depends on (a, b) only through λ and it depends on (Q, X 1 , X 2 ) though γ ij and δ ij . Thus we have proved lemma below, which characterizes R in (Q, X 1 , X 2 ).
Lemma 6
R in (Q, X 1 , X 2 ) = {(R 1 , R 2 ) : aR 1 + bR 2 ≤ c (in) (λ,a,b) (Q, X 1 , X 2 ), ∀λ ∈ Λ (a,b) , ∀a ≥ 0, b ≥ 0}.(70)
Outer bound
Our goal in this section is to show that, if (R 1 , R 2 ) is achievable then there exist random variables (Q, X 1 , X 2 ), where X 1 − Q − X 2 is a Markov chain, and a region
such that, (R 1 , R 2 ) ∈ R out (Q, X 1 , X 2 ). Note that our definition of R out (Q, X 1 , X 2 ) is inspired by the chracterization of R in (Q, X 1 , X 2 ) that we have obtained through (70).
Further, quantifying the difference between c (in) (λ,a,b) (Q, X 1 , X 2 ) and c (out) (λ,a,b) (Q, X 1 , X 2 ) will give us the gap between the inner and the outer bound.
Proof of Theorem 2
Suppose that there are encoders and decoders of block length n of rates (R 1 , R 2 ) and small probability of error ǫ.
be the random variables induced by the channel and encoders for uniformly distributed independent messages. We define random variables U n 1α which is obtained by passing X n 1 through an independent copy of the channel p S 1α |X 1 , and U n 1β by passing the U n 1α so obtained through an independent copy of rhe channel p S 1β |S 1α . Similarly, we also define U n 2α and U n 2β from X n 2 and independent copies of p S 2α |X 2 and p S 2β |S 2α .
For any non-negative pair (a, b) and any λ ∈ Λ (a,b) , we define non-negative numbers {ν 1i } (73)
• Theν ji andμ ji that are involved in the above equation are defined such that,
• Theν ji andμ ji that are not involved in the above equation are defined such that,
Note that from (65) and (67), we are guaranteed at the least one set of theν andμ that satisfy the above conditions. If there are multiple choices forν andμ that satisfy the above conditions, then we will define it to be one of those.
Then, we have
Now from Fano's inequality, we can write,
Note that in the first step, we split up a and b according to (74) and (75), and consider decoders under different states. In the next step, we consider genies which provide different side-information V 's to the decoders. Consider, for instance, the term
). We will choose the side-information V n 11β in such a way that we can form a correspondence between this term and the term contributed to the inner bound by the right hand side of the constraint (8) . In particular, we choose the genie provided sideinformation V n 11β to match the error-event corresponding to (8) . More specifically, we note that the corresponding error-event is when receiver 1 in state β correctly decodes the other user's common information U 2β , and its own common information (U 1β , U 1α ), but makes an error in decoding its private message. Hence, the genie provides the side-information (U 
We can now write the outer bound as
){(μ 22 + µ 25 + µ 28 )} + · · · (similar terms with 1 and 2 interchanged) • inequality (c) follows from the fact that conditioning reduces entropy. In particular, • for the equality (d), we used H(U Now we single-letterize using the chain rule along with the fact that the channel is memoryless and conditioning reduces entropy.
H(U
µ 2i H(S 1α |X 1 , Q) − 
where we set Q, X 1 , X 2 , U 1α , U 1β , U 2α , U 2β , Y 1α , Y 1β , Y 2α , Y 2β to be random variables such that Q is uniformly distributed over {1, 2, . . . , n}, and Pr(X k = x k |Q = q) = Pr(X k (q) = x k ), k = 1, 2, and so on. It is readily seen that the required Markov chains hold for these random variables.
We now define R out (Q, X 1 , X 2 ) as
(λ,a,b) (Q, X 1 , X 2 ), ∀λ ∈ Λ (a,b) , ∀a ≥ 0, b ≥ 0}.
And we have proved that if (R 1 , R 2 ) is achievable, then (R 1 , R 2 ) ∈ Q,X 1 ,X 2 R out (Q, X 1 , X 2 ).
We need to quantify the gap between R out (Q, X 1 , X 2 ) and R in (Q, X 1 , X 2 ), which are defined by (70) and (71) respectively.
