In order to interpret/integrate data obtained with different functional neuroimaging modalities (e.g. fMRI, EEG/MEG, PET/SPECT, fNIRS), forward-generative models of a diversity of brain mechanisms at the mesoscopic level are considered necessary. For the cerebral cortex, the brain structure with possibly the most relevance for functional neuroimaging, a variety of such biophysical models has been proposed over the last decade. The development of technological tools to investigate in vitro the physiological, anatomical and biochemical principles at the microscopic scale in comparative studies formed the basis for such theoretical progresses. However, with the most recent introduction of systems to record electrical (e.g. miniaturized probes chronically/acutely implantable in the brain), optical (e.g. two-photon laser scanning microscopy) and atomic nuclear spectral (e.g. nuclear magnetic resonance spectroscopy) signals using living laboratory animals, the field is receiving even greater attention. Major advances have been achieved by combining such sophisticated recording systems with new experimental strategies (e.g. transgenic/knock-out animals, high resolution stereotaxic manipulation systems for probe-guidance and cellular-scale chemical-delivery). Theoreticians may now be encouraged to re-consider previously formulated mesoscopic level models in order to incorporate important findings recently made at the microscopic scale. In this series of reviews, we summarize the background at the microscopic scale, which we suggest will constitute the foundations for upcoming representations at the mesoscopic level. In this first part, we focus our attention on the nerve ending particles in order to summarize basic principles and mechanisms underlying cellular metabolism in the cerebral cortex. It will be followed by two parts highlighting major features in its organization/working-principles to regulate both cerebral blood circulation and neuronal activity, respectively. Contemporary theoretical models for functional neuroimaging will be revised in the fourth part, with particular emphasis in their applications, advantages/limitations and future prospects. No. of pages: 24; 4C: 5, 9, 12, 14, 17, 19 www.elsevier.com/locate/ynimg NeuroImage xx (2008) 
Ffluoromisonidazole, which permits tracing oxygen consumption and hypoxic cells, respectively. By using fMRI, stimulus induced changes of cerebral metabolic rate of oxygen (CMR O2 ) can be estimated from cerebral blood flow (CBF) and blood oxygenation level-dependent (BOLD) signals when contrasted with the changes during hypercapnia and hyperoxia 1 , called the 'calibrated BOLD , approach. BOLD signal calibration can be strengthened by comparison with CMR O2 measurement (Hyder et al., 2001) . Alternative methods measuring brain metabolic activity with nuclear magnetic resonance (NMR) scanners not based on hemodynamics have been developed: most notably 17 O 2 gas measuring oxygen consumption by using spectroscopy and echo-planar imaging. These modalities, which are analogous to PET, permit targeting intra-and extra-cellular contrast agents. Additionally, NMR spectroscopy is used to measure in vivo directly metabolite flows and their related functional neuroenergetics . For that end, biological molecules are isotopically labelled ( 1 H, 13,14 C, 31 P and 15 N nucleus) to determine concentrations and synthesis rates of individual chemical compounds [e.g. amino acids (glutamate, GABA), acetate, aspartate, lactate, Glc, α-D-glucose 6-phosphate (G6P), glutamine] from their spectral content. The chemical shift refers to the dependency of the resonance frequency of an NMR active nucleus as a function not only of the local magnetic field strength, but also of the chemical environment. Novel applications of neuroimaging have also been developed to study the activity and synthesis of other neurotransmitters in the human brain. For example, [
11 C]-(+)-4-propyl-3,4,4a,5,6,10b-hexahydro-2H-naphtho [1,2-b] [1, 4] oxazin-9-ol could be used to study dopamine D 2/3 receptors through a PET camera. In the same way, we can study the activity of serotonin 5-HT transporter by using [
11 C]N, Ndimethyl-2-(2-amino-4-cyanophenylthio) benzylamine, as well as its synthesis through α-[
11 C]Methyl-L-tryptophan and 5-Hydroxy-L- [β- 11 C]tryptophan tracers. However, a wide range of neuroimaging methods have been routinely used to map task-induced changes in the neuronal activity indirectly reflected in variations of the local cerebral perfusion (i.e. functional hyperemia). For many years now, researchers have been trying to elucidate the basic principles underlying this phenomenon and several hypotheses have been formulated so far (see a review by Iadecola 2004) . From them the metabolic and neurogenic hypotheses, which arise from answering the question of whether this phenomenon is entirely due to a metabolic deficit or if it is a simple act of consumerism in the neurons' societies set off by their signaling, have been for sometime now the most trustworthy. More recently new methodologies have come to light to study activity in default networks that are active when the brain is "at rest 2 ". An implicit component of the BOLD signal, sometimes associated with a marked initial dip, reflects directly the oxygen consumption fraction by the capillary bed, an activity that could also be observed through fNIRS (i.e. oxy, de-oxy and total hemoglobin content in brain vessels). Nowadays, we know that a negative component in the BOLD signal could indicate an unbalanced response between the CBF and the oxygen consumption, probably associated with implicit GABAergic activity in the default networks (Northoff et al., 2007) , which could modulate brain metabolism (Nasrallah et al., 2007) . As a consequence, in the last few years, looking for signatures relating changes in the CBF to the states of synchronization of local neuronal networks have attracted the interest of many researchers, bringing back the debate about how neurons communicate with the vasculature. It is our belief that in order to regulate dynamically the global and local cerebral perfusion in the brain both metabolic and neurogenic mechanisms must coexist. Actually, it has been recently claimed that hemodynamics could also play a role in information processing through modulation of neural activity (Moore and Cao, in press ), in what is named the "hemo-neural hypothesis". Therefore, data interpretation and/or integration require the understanding of brain metabolism at various levels since the neuroimaging signals do not usually measure energy, oxygen and metabolite flows directly. In the best case that we could be able to observe these magnitudes directly in the brain from neuroimaging, we will need to understand how they are related to the underlying neuronal activity. The purpose of this review is to cover different aspects of cellular metabolism and their implications on neuroimaging signals.
Introduction
Cells constitute open systems that constantly exchange different forms of energy with the environment. They use the major portion of the available internal energy to do work (e.g. chemical, electric, mechanical) necessary for their vital functions, while a small amount is irreversibly released in the form of heat. Examples of vital functions that directly involve cellular work are endocytic cycling (i.e. endoand exo-cytosis), mediated/active trans-membrane transport, synthesis and transport of macro-molecules, maintaining/modifying cell structure (i.e. assembly and disassembly of elements of the cytoskeleton), locomotion, adhesion and proliferation. All these forms of cellular work comprise an abundant number of competing/ cooperating chemical reactions with an energetically unfavorable endergonic/exergonic balance. The cells maintain integrity and function by regular delivery of Gibb's free energy from the environment, which is stored in basic nutrients (e.g. carbohydrates, glycerol, amino acids and fatty acids). In order to extract the energy stored in nutrients, the cells carry out respiration, a process regulated by a network of dynamically interacting enzymes.
The entire process by which a cell modifies the principles of action in several of these enzymes to adjust the energy extraction rate from nutrients as a function of the overall cellular work is termed cellular metabolism. It comprises of both anabolic and catabolic mechanisms in domains strategically separated by membranes or phospholipid bilayers, e.g. cytosol, the mitochondrial matrix, the endoplasmic reticulum lumen. The course of metabolism inside a single cell is influenced by different types of substance traffic (i.e. signal transduction) among cell domains and also between the cell and its surroundings, often involving metabolite shuttles and second messenger pathways. The energy extracted from nutrients is ultimately converted into adenosine triphosphate (ATP). ATP is a multifunctional nucleotide, which is considered to be the intracellular energetic currency. However, there are many ways, other than ATP, for a cell to store internal energy (e.g. chemical potentials in any byproduct from nutrient catabolism, glycogen polymers, energy-rich electron donors, electrochemical potentials across membranes created by both ions and mitochondrial translocated H + ) and they all transform dynamically from one form to another depending on the energetic deficit in the cell and its interaction with nearby cells. Since physiological processes in the cells take place at different temporal scales, ranging from those occurring within a few milliseconds to others which are long-lasting, the time constants for accessibility to these energetic batteries differ.
The metabolism of carbohydrates in all cell types is accomplished through three pathways (i.e. glycolysis, the TCA-cycle 3 and oxidative-phosphorylation), each of which is involved in metabolite synthesis/degradation in a compartmentalized way at both multiand single-cellular levels. Most of the enzymes in these three metabolic pathways catalyze substrate/product formation in an independent manner. However, it is possible that to ensure a high degree of efficacy, certain enzymes catalyzing interdependent reactions may be arranged in multi-enzyme complexes, the study of which is termed metabolomics (McKenna et al., 2006a) . How are the fluxes through multi-enzyme systems controlled? As pointed out by Hofmeyr and Cornish-Bowden (2000) , "cellular metabolism is a molecular economy that is functionally organised into supply and demand blocks linked by metabolic products and cofactor cycles". Therefore, specific blocks might exert particular influence on the others. For example, in some cases a main block controls the flux, while others determine the degree to which the concentration of the linking metabolite(s) is(are) maintained in a homeostatic sense. Several approaches, most of them being somehow related to the engineering discipline known as sensitivity analysis, have been proposed by studying the kinetic behaviors of multi-enzyme systems, e.g. metabolic control theory (Hofmeyr 1997 ) and flux-oriented theory (Crabtree and Newsholme 1987) . These two approaches are particular cases of a previously formulated general theory of metabolic control, the biochemical systems theory (Savageau 1976 ). Although such mathematical theories place much more emphasis on predicting how complex biochemical systems will behave when the conditions are changed, in our review the discussions will be formulated having implicitly in mind similar kinetic and thermodynamic aspects of regulations to those introduced in these theories, e.g. control and elasticity coefficients of supply and demand. In this context, we can postulate that several of these enzymes will be positioned at strategic check points of the metabolic pathways to detect irregularities and accordingly modify metabolic function (e.g. allosteric modulation, post-translational modification), to ensure homeostasis. Homeostasis, as defined by Hochachka and McClelland (1997) , refers to the maintenance of a relatively constant internal milieu in the face of changing environmental conditions or changing physiological function. For instance, ATP concentration remains unvarying even while its turnover rate has changed by two orders of magnitude. Hence, ATP is considered one of the most universally "homeostatic" substances. However, there are other intermediates during cellular metabolism that are regulated within narrow ranges, i.e. during rest-work transitions their concentrations do not vary by more than 0.5-to threefold over the resting condition. Therefore, the demands of homeostasis prevail versus metabolic regulation. The [s] 4 stability paradox-why most metabolite concentrations are homeostatic over large changes in pathway fluxes-constitutes a major problem in cellular metabolism and two models have been proposed for metabolic regulation so far (Hochachka, 2003) : a) the classical [the cells behave like a watery bag of enzymes] and b) the alternative [3-dimensional order and structure of cells constrain metabolite movement and conversion]. Even though the classical model is consistent with the metabolite homeostasis, it fails while providing a global explanation for the [s] stability paradox. In the alternative model, intracellular movement of metabolites are assisted by macromolecular motors running on actin (e.g. unconventional myosins) or tubulin (e.g. dyneins, kinesins) tracks and the convection system acts as an over-riding aid mechanism which facilitates the enzyme-substrate encounter. Hochachka (2003) called attention to the fact that classical and alternative models of metabolic regulation have operated as 'two solitudes , , each considering the other incompatible with its own experimental modus operandi. Cellular metabolism is robustly organized among species, resulting in a network with heterogeneous scale-free design, where a few hubs play protagonist roles (Jeong et al., 2000 ; Table 1 , supplementary material I). Tracing cellular metabolic pathways and elucidating the associated principles for enzyme induction/inhibition (i.e. transcriptional regulation) constituted a major challenge in the 20th century; this topic is beyond the scope of the current review (see Desvergne et al., 2006 for more detail).
The human brain accounts for only 2% of the body's weight but 20% of its resting energy usage (Sokoloff, 1991; Clark and Sokoloff, 1999) . The high energy demand of the brain is partly because the neural processing of information is metabolically expensive. It was suggested early on that almost all cerebral energy consumption is derived from Glc oxidation (Siesjo, 1978) . Perhaps, this hypothesis toned very well with the idea of a blood-brain barrier having only influx transport mechanisms for Glc (i.e. the Glc carrier, GLUT1). Nowadays, we know that several amino acid carriers (e.g. L-system for large neutral amino acids, LAT1) and transporters for nucleosides/nucleobases coexist with GLUT1 in the membranes of endothelial cells, which serve to supply different nutrients to the brain (Leybaert, 2005; Abbott et al., 2006) . At present, there is a consensus that metabolism in neurons and glial cells (e.g. astrocytes) is accomplished straightforwardly by having Glc as the preferable nutrient and minimizing the amount of substance traffic. Glc oxidation yields a far higher number of ATP than its alternate non-oxidative path (Siesjo, 1978) . Thus total Glc consumption (CMRglc) includes oxidative (CMRglc(ox)) and non-oxidative (CMRglc(non-ox)) components and the oxygen-to-glucose index (OGI) reflects the degree of oxidative vs. non-oxidative Glc breakdown. In the cerebral cortex, the OGI at seizure may be as low as 4 because of high CMRglc(non-ox), whereas at rest it can be close to the theoretical stoichiometric value of 6 because CMRglc(non-ox) can be quite negligible (Siesjo, 1978) . Departure of OGI from 6 would indicate some extra lactate, which has been observed during bicucullineinduced seizures in rats [by means of 1 H-observed, 13 C-edited NMR spectroscopy, Patel et al., 2004] . While the early PET study of Fox et al. (1988) showed a very large drop in OGI with stimulation, later studies during sensory stimulation in humans show much smaller drops in OGI (Shulman et al., 2001a) .
A few examples of vital functions in neurons and astrocytes requiring cellular work and hence direct internal energy usage are: a) the glutamate/GABA 5 -glutamine cycle, b) vesicularization, docking and exocytosis of neurotransmitters from vesicles, c) the trans-membrane ATPases in both types of cells, d) actin-filament growth in dendrites of spiny neurons, e) phospholipid and glycolipid metabolism, f) axoplasmic transport. Nonetheless, endothelial cells (EC) and smooth muscle cells (SMC) in the brain express selective transport systems for several hexoses and amino acids. Different types of cross-talk between these cells involving multiple intracellular signaling cascades have been reported, but this remains an issue for investigation. Additionally, understanding the mechanisms by which secreted mediators (e.g. nitric oxide, NO) and cytokines modulate hexoses and amino acid transporters in EC and SMC is very limited (Mann et al., 2003; Mehta and Malik, 2006) . Therefore, the metabolic demands of vital functions in both EC (e.g. regulation/maintenance of cell-cell adherent junctions) and SMC (e.g. interactions between myosin and actin-filaments) are not discussed in this review.
Elucidating the principles of neuronal and astrocytic metabolism has been a challenge for many years now. To that end, several in vitro (e.g. slices, cells cultured or acutely isolated from brain tissues) and in vivo experimental models have been developed. For example, the isolated nerve ending particle (i.e. synaptosome) preparation has been used successfully to study many principles of the metabolic pathways in the brain (Erecińska et al., 1996) . In the synaptosomes, the majority of cellular mechanisms with impact on energy usage and production are present. While it is tempting to link results from one type of study to another, we recommend care in data interpretation from the perspective of homeostasis. In the in vitro case concentrations are usually measured transiently with perturbations (e.g. adding substrates), whereas in the in vivo case fluxes are measured typically under natural conditions (e.g. steady-state paradigm). In this review, the particulars for the above mentioned metabolic pathways as well as the most recently discovered metabolite shuttles in the nerve ending and astrocytic processes will be discussed, with special emphasis on the main branches and check points that have been discovered for neurons and astrocytes in the cerebral cortex. Understanding the working principle of cellular metabolism in the cerebral cortex would have direct implications for modeling several functional neuroimaging modalities (e.g. fMRI, PET, SPECT, fNIRS). We recommend to those readers not familiar with basic concepts used henceforth to consult previously published reviews on the cellular metabolism in the central nervous system (e.g. Erecińska et al., 1996; Ames, 2000; McKenna et al., 2006b; Hertz et al., 2007) .
The glycolytic pathway
The glycolytic pathway involves breakdown of Glc, a monosaccharide, into pyruvate (Pyr). A segment appended to this pathway brings about the glycogen-shunt, from where a polysaccharide (i.e. the glycogen polymer) can enter the glycolytic pathway. Breakdown steps at different levels (e.g. glycogen polymers → hexoses → trioses → glyceric acids) can be either impeded or hastened through the activity of many enzymes in this pathway, which constitute check points located in different cellular compartments. In this section, we will review the main biochemical signaling implicated in the regulation of these principal enzymes.
Regulation mechanisms of glycolysis
Glycolysis 6 occurs in the cytosol of cells and is referred to as the primary pathway of cellular metabolism ultimately coupled to respiration. Glycolysis comprises two phases: preparatory and payoff. In the preparatory (or investment) phase, two ATP are used to convert one Glc into two D-glyceraldehyde 3-phosphate (GADP) molecules. During the pay-off phase, a GADP molecule is used to produce two ATP and one reduced nicotinamide adenine dinucleotide (NADH) cofactor. This phase runs twice, once for each GADP molecule. Despite several enzymes being involved in the glycolytic pathway (Fig. 1, A) , only hexokinase (HK), phosphofructokinase-1 (PFK-1) and pyruvate kinase (PK) are considered to play a regulatory role. In addition, it has been demonstrated recently that glycolysis in the brain is in some way altered by the activity of glycogen polymers; a mechanism dominated by the glycogen-shunt (Fig. 1, B) . In the glycogen-shunt, the enzymes glycogen synthase (GS) and glycogen phosphorylase (GP) adjust the storage (i.e. glycogenesis) and the mobilization (i.e. glycogenolysis) of glycogen polymers allosterically.
The influx of Glc into cells is regulated by a family of HK enzymes, constituting the first check point in the glycolytic pathway (G-1). The benefit of the immediate phosphorylation of Glc in the cytoplasm by HK is to facilitate the cells taking up extracellular Glc, which occurs in a concentration-dependent manner through specific trans-membrane carriers (e.g. GLUT-1, 45 kDa form, in astrocytes; GLUT-3 in neurons). Glc is continuously delivered from blood to the extracellular milieu through the GLUT-1 (55 kDa) trans-membrane carrier, which is highly expressed by vascular ECs in the brain. Although issues such as substrate binding affinity and dissociation constant for these trans-membrane carriers have been very well studied (see a review by Simpson et al., 2007) , little is understood thus far about how they are regulated by signal transduction. The HK enzyme adds a charged phosphate group to Glc to form G6P, an irreversible chemical reaction with Mg 2+ as cofactor. There are no trans-membrane transporters for G6P, so it cannot leak out of the cells. Several HK isozymes have been found in mammalian brain, all of them distinguished in terms of location, kinetic characteristics with respect to Glc and operating conditions by product inhibition. However, most of these isozymes share a high affinity for Glc, even at very low concentrations, and strong inhibition by G6P (i.e. isozymes I, II and III). In contrast, glucokinase, an HK isozyme with no product inhibition and a very low affinity for Glc, has been mainly detected in brain areas containing glucose-sensing neurons (i.e. ventromedial nucleus and arcuate nucleus of the hypothalamus). However, glucokinase must be inoperative at the actual levels of Glc Fig. 1 . A) Diagram of the preparatory and pay-off phases in glycolysis. The preparatory phase comprises four steps: a first phosphorylation [enzyme (HK), substrates (Glc, ATP), products (G6P, ADP), comments (a-it is the control point G-1, b-HK isozymes have direct access to mitochondrial ATP through specific binding to porins)], an isomerase reaction [enzyme (PGI), substrate (G6P), product (F6P), comment (it is a reversible and not normally favorable reaction driven by the concentration of F6P)], a second phosphorylation [enzyme (PFK-1), substrates (F6P, ATP), products (F1,6BP, ADP), comments (a-it is the control point G-2, the most important in glycolysis, b-during gluconeogenesis, a pathway crucial in developing brain, the reverse conversion must be performed by fructose 1,6 bisphosphatase)], an aldol reaction [enzyme (ALDO), substrate (F1,6BP), products (DHAP, GADP), comment (DHAP and GADP are rapidly and reversibly interconverted by TPI, a step essential to produce energy efficiently)]. The pay-off phase comprises five steps: a redox reaction [enzyme (GAPDH), substrates (GADP, NAD + , P i ), products (1, 3BPG, NADH, H + ), comment (the highly exergonic oxidation of GADP drives the endergonic transferring of P i to an intermediate to finally form 1,3BPG, a product with high phosphoryl-transfer potential)], a first substrate-level phosphorylation [enzyme (PGK), substrates (1, 3BPG, ADP) , products (3PG, ATP), comment (it is the break-even point in glycolysis)], a mutase reaction [enzyme (PGAM), substrate (3PG), product (2PG), comment (a mutase does not change the oxidation state of the carbons in the compound)], a hydration [enzyme (ENO), substrates (2PG), product (PEP, H 2 O), comment (there are several enolase isozymes in humans)], a second substrate-level phosphorylation [enzyme (PK), substrates (PEP, ADP), products (Pyr, ATP), comment (it is the control point G-3)]. The negative and positive allosteric effectors are highlighted in blue and orange, respectively. B) The glycogen shunt hypothesis. Glycogenesis: The PGM, an isomerase, synthezises glucose-1-phosphate from G6P. The enzyme GS is responsible for the synthesis of glycogen polymers. This pathway utilizes UDP-glucose as the activated Glc donor. Glycogenolysis: Phosphorolysis by enzyme GP is the cleaving away of a bond by orthophosphate, and thus degradation of glycogen polymers to glucose-1-phosphate; which can then be isomerized to G6P by PGM iso-energetically. Abbreviations: ALDO → fructose 1,6 bisphosphate aldolase, DHAP → dihydroxyacetone phosphate, TPI → triose-phosphate isomerase, GAPDH → glyceraldehyde phosphate dehydrogenase, NAD + → nicotinamide adenine dinucleotide (oxidized form), 1,3BPG → 1,3-bisphosphoglycerate, 3PG → 3-phosphoglycerate, 2PG → 2-phosphoglycerate, PGAM→ phosphoglycerate mutase, ENO → enolase.
in the brain tissues during euglycemia, which are much lower than in the plasma. As far as it is known, the brain has no glucose-6-phosphatase, so G6P cannot be transformed back into Glc, the last step of gluconeogenesis.
The glycolytic pathway continues with the isomerization of G6P into β-D-fructose 6-phosphate (F6P) by phosphoglucose isomerase (PGI); and subsequently with the transformation of F6P into β-D-fructose 1,6-bisphosphate (F1,6BP) by the allosteric enzyme PFK-1. PFK-1 is not only inhibited by its product F1,6BP, but also by ATP, citrate and a low pH; the latter may aid in preventing the accumulation of cytosolic H + , in part caused by glycolytic activity itself. The enzyme has two sites with different affinities for ATP which is both a substrate and an allosteric inhibitor. Citrate is the first product of the TCA-cycle that occurs in the matrix of the mitochondrion. Several mitochondrial tricarboxylate carriers, possessing citrate transport activity, have been found in the brain. However, most of these tricarboxylate carriers are rather ubiquitous and strongly expressed in the mitochondria of neurons, although a number of studies have reported some more specific for glial cells. The allosteric inhibition of PFK-1 by citrate would serve to drop off the glycolytic pathway if the TCA-cycle is overworking. In addition, PFK-1 is activated by high-levels of adenosine monophosphate (AMP), but the most potent activator is β-D-fructose 2,6-bisphosphate (F2,6BP). For all these reasons, PFK-1 is considered the key regulatory point (G-2) in the glycolytic pathway. By using specific polyclonal antibodies, Almeida et al. (2004) found that expression of liver (L) and muscle (M) PFK-1 isoforms in neurons and astrocytes were very similar, but brain PFK-1 isoform (C) had approximately fourfold greater expression in astrocytes than in neurons.
In the brain, F2,6BP is reversibly produced from F6P by the homodimeric and bifunctional enzyme 6-phosphofructo-2-kinase/ fructose-2,6-bisphosphatase (PFK-2 7 ) (Kessler and Eschrich, 2001 ), a reaction consuming one ATP (see a review by Rider et al., 2004) . It is known that during fasting the concentration of F2,6BP is low such that PFK-1 activity is reduced. There are four PFK-2.(1-4) isoforms, which differ in their regulatory properties and kinase-bisphosphatase activity ratio. Among them, PFK-2.(3) exhibits the highest kinase-bisphosphatase activity ratio; hence, it is able to generate more F2,6BP at a given substrate concentration. Using reverse transcription polymerase chain reaction analysis of PFK-2 isoforms, Almeida et al. (2004) demonstrated that PFK-2.(3) had greater expression in astrocytes than in neurons. They showed data suggesting a rapid and cGMP 8 -independent up-regulation of the glycolytic pathway in astrocytes by NO, which does not occur in neurons. Exogenously applied NO produced a time-dependent decrease of F6P and an increase of F1,6BP concentration in astrocytes, which may be associated with enhancement of PFK-1 (C) isoform activity. The NO-mediated up-regulation of glycolysis in astrocytes was a direct consequence of the inhibition of mitochondrial oxidativephosphorylation, specifically cytochrome c. These authors verified that the phosphorylation of the PFK-2.(3) isoform was mediated by the AMP-activated protein kinase (AMPK). AMP constitutes a crucial signal to maintain energetic equilibrium in the cell. AMPKmediated phosphorylation events switch cells from active ATP consumption to active ATP production. This kind of event is referred to as a short-term regulatory process and may serve the cells, in this case the astrocytes, as protection against apoptosis. In any cell type NO could act as a signal molecule which regulates not only oxygen consumption in the mitochondrion but also reactive oxygen species production, both having implications for brain metabolism and cerebral blood flow control. As discussed later, NO may be also one of the pivotal mediators triggering the lactate shuttle from astrocytes to neurons. The cellular/tissue physiology and molecular mechanism underlying NO regulation of mitochondrial oxygen consumption have been recently discussed in a two-part review (Giulivi et al., 2006; Cooper and Giulivi, 2007) .
The chemical reaction catalyzed by PFK-1, where Mg 2+ is a cofactor, is energetically very favorable; hence, F1,6BP is forced to proceed down the glycolytic pathway almost irreversibly after this step (see details in Fig. 1, A) . Except the final substrate-level phosphorylation by the allosteric enzyme PK, none of the intermediate enzymatic reactions are relevant for the discussion in this review. PK represents the last check point (G-3) in the glycolytic pathway. Pyr and ATP are irreversibly produced in this enzymatic reaction, where Mg 2+ is a cofactor. Similar to PFK-1, PK is inhibited by ATP and citrate, having a comparable retarding effect on glycolysis when the cell is energetically charged or the mitochondrial TCA-cycle is saturated. In contrast, high levels of F1,6BP and phosphoenolpyruvate (PEP) might speed up the pay-off phase by activating PK. It has been reported that alanine also inhibits PK, which could be an important factor to maintain the ammonia homeostasis in the brain, as discussed latterly. A deficit of adenosine di-phosphate (ADP), indirectly related to high levels of ATP, also inhibits phosphoglycerate kinase (PGK), which could suggest a regulatory role for this enzyme. However, its impact on glycolysis is questionable, because when cells are short of ADP, and ATP is no longer required, PK drives the glycolytic pathway to completion.
The glycogen-shunt proposition
As mentioned above, G6P could have two fates, either being converted into F6P by PGI, and thus continuing along the glycolytic pathway, or otherwise being stored as glycogen polymer. Additionally, G6P may be oxidatively metabolized by G6P dehydrogenase which initiates the pentose shunt pathway. Glycogen polymers have been observed in the brain in vivo Gruetter et al., 2003) . Glycogen polymers are considered as one of the largest energy reservoirs in the brain, and could be used as an emergency fuel supply during severe energetic stress resulting not only from a pathological condition (e.g. hypoglycemia, cerebral ischemia) but also from high neuronal activity in a healthy brain (Gibbs et al., 2006) . In such circumstances, GP rapidly catalyzes the phosphorolytic cleavage of about 90% of residues to glucose-1-phosphate, which is reversibly isomerized to G6P by phosphoglucose mutase (PGM). GP is an enzyme that is regulated by both phosphorylation and allosteric factors. The brain contains two of the three existing isoforms of the enzyme, i.e. the brain and the muscle types. The reversible phosphorylation of GP by phophorylase kinase converts the enzyme from a less activated, allosterically regulated form b to a more active, allosterically unresponsive form a. The phosphorylated enzyme is less sensitive to allosteric inhibitors. The dephosphorylation of GP is carried out by the enzyme called phosphoprotein phosphatase 1. From immunocytochemical studies, it has been shown that GP is mainly expressed in astrocytes (Cataldo and Broadwell, 1986) . GP converts to form a through either the activation of the phosphorylase kinase by intense astrocytic Ca 2+ signaling or the cyclic AMP (cAMP) cascade of hormonal origin. In addition, GP is inhibited by G6P overloading. GP is considered a checkpoint (Gc-1) of the glycogen-shunt, not only for these reasons but also due to its direct activation by AMP and inhibition by ATP, both being allosteric effectors that to some extent reflect the cellular energy charge.
As mentioned before, the theoretical stoichiometric value for OGI is 6 for complete oxidation of Glc, but this value is not observed in the human brain even in awake resting conditions. Therefore, it was assumed that a fraction of Glc in the brain might be metabolized through glycogen polymers, which could increase with an enhancement of neuronal activity (Shulman et al., 2001b) , a phenomenon mainly occurring in astrocytes. In recent work, Brown et al. (2005) used isofagomine, a novel inhibitor of GP, to block glycogen polymer degradation in the mouse optic nerve. They observed an acceleration of compound action potential failure after addition of isofagomine during both aglycemia and high-intensity stimulation conditions. Moreover, the amount of glycogen polymers found in neocortical astrocytes was more than twice that in cerebellar astrocytes . Conversely, the percent labeling of glycogen from [U-
13 C]glucose in cultured astrocytes from cerebellum was higher than in those originated from neocortex, indicating a higher glycogen turnover in the cerebellar astrocytes. In both cell types, its labeling was surprisingly reduced after inhibiting the degradation pathway of glycogen polymers, which might implicate the presence of some inhibitory feedback mechanism on the synthetic pathway. Labeling of intracellular lactate from [U-
13 C] glucose was threefold lower in neocortical astrocytes exposed to isofagomine compared to controls, but no change was observed in the labeling of extracellular lactate. The presence of isofagomine did not affect the labeling of citrate in either extra-or intra-cellular domains; however, a small but significant change was reported for glutamine. For example, the percent labeling of extracellular glutamine was slightly decreased in neocortical astrocytes exposed to the GP inhibitor, indicating an importance of glycogen turnover in the synthesis of releasable glutamine. These findings pointed to a compartmentalization of these metabolites in astrocytes, markedly exhibited for lactate, which might be driven by glycogen polymer turnover, glycolysis and TCA-cycle activity .
On the other hand, GS is an allosteric enzyme catalyzing the formation of glycogen polymers from glucose-1-phosphate, and is considered to be the other checkpoint in the glycogen-shunt (Gc-2). GS is allosterically activated by G6P and inhibited by physiological concentrations of ATP, ADP and inorganic phosphate (P i ). Like GP, allosteric controls of GS are overridden by reversible phosphorylation. GS is likewise phosphorylated and dephosphorylated by phosphorylase kinase and phosphoprotein phosphatase 1, respectively. GS could be inhibited by protein kinase A (PKA) phosphorylation during times of high stress or low Glc levels. One ATP equivalent is required to synthesize a glycogen polymer from glucose-1-phosphate, which makes this pathway energetically inefficient. Neurons have large expression of GS (Vilchez et al., 2007) , while GP is poorly expressed (Cataldo and Broadwell, 1986 ). Brain glycogen is contained predominantly in astrocytes, a cell type which express both GP and GS (Cataldo and Broadwell, 1986; Ignacio et al., 1990) . However, phosphorylase kinase subunits (Phka1, Phkg2) are expressed exclusively in astrocytes (Pfeiffer et al., 1992) . A challenge for the coming years will be to understand both inter-and intra-cellular mechanisms underlying the compartmentalization of glycogen polymers in the brain.
The glycogen-shunt is considered by some authors as a fight-orflight response, which is in concordance with the fact that several hormones, peptides and neurotransmitters could also regulate storage and mobilization of glycogen polymers (e.g. glucagon, insulin, adrenaline, noradrenaline, serotonin, histamine, vasointestinal peptide). However, their mechanisms of action in the brain are not yet completely understood. Recent studies based on the use of GP-specific inhibitors [i.e. iminosugars such as isofagomine and 1,4-dideoxy-1,4-imino-D-arabinitol (DAB)] have provided evidence that glycogen turnover is essential to maintain, e.g. normal glutamatergic activity (i.e. glutamate release and uptake, Sickmann et al., 2007) . Moreover, using the same tool Gibbs et al. (2006) have shown that glycogen turnover is required for memory consolidation in young chickens. Altogether, this points to an important function of the glycogen path and in particular its turnover in brain function.
The breakdown of glycogen polymers into G6P, which involves few steps, is primarily dependent on glycogen polymer storage, while Glc breakdown is intrinsically linked to regulation of Glc uptake. An important area of research into the glycolytic pathway which needs further study is the heterogeneous degree of cellspecific Glc uptake, where both neuronal and astrocytic compartments are involved. As for Glc breakdown in these respective compartments, the roles of several ions also require further investigation. Glycogen polymer breakdown preferentially implicates the astrocytic compartment but its activation would plausibly seem to be linked to the neuronal compartment. The OGI may be an important link mediating the balance between the glycolytic pathway and glycogen-shunt (Shulman et al., 2001b) .
The astrocyte-neuron lactate shuttle
The hypothetical involvement of a three carbon metabolite that mediates communication between neuronal and astrocytic events implicates lactate as the molecule. While this proposal has many interesting implications as discussed below; most importantly, this idea changes the classical viewpoint of lactate as an end-point of the glycolytic pathway. Rather, according to this proposal, lactate can subsequently be oxidized in a different compartment where the enzyme lactate dehydrogenase (LDH) may play an important role. Experimental studies providing evidence for and against this working hypothesis are discussed in this section.
Major findings and implications
The fate of the major product of glycolysis, the cytosolic Pyr, depends on several factors, some of which possibly being related to the cellular energy charge and others to the action of metabolite shuttles to maintain neurotransmitter, ammonia and carbon homeostasis among domains in the cell and in its surroundings. For instance, Pyr in the cytosol could be reduced to lactate by the enzyme LDH. This phenomenon has been called anaerobic glycolysis as it was thought to occur in several tissues, but only when oxygen is depleted during prolonged vigorous cellular activity. Several LDH isozymes have so far been characterized in mammals; however, most of them are formed by combining the LDH-1 (heart type) and LDH-5 (muscle type) subunits. The reversible chemical reaction catalyzed by the LDH enzyme is:
The kinetic characteristics of these two subunits are very dissimilar. Early studies showed that product inhibition is predominantly noncompetitive in both subunits, with the peculiarity of a marked difference in the extent of the inhibition by lactate of Pyr reduction in terms of the dissociation constant (LDH-5 b b LDH-1), but very little difference in the inhibition by Pyr of lactate oxidation. However, at a wide range of Pyr and lactate concentrations, substrate inhibition has been reported to be insignificant in both subunits, although the substrate binding affinity for LDH-5 is greater than for LDH-1. Bittar et al. (1996) , using polyclonal antibodies against these two subunits, demonstrated that neurons and astrocytes were both stained by an antibody against LDH-1, but the inmunoreactivity against LDH-5 was exclusively restricted to astrocytic populations. In this context, it may be worth considering that mature cultured astrocytes express all five LDH isoenzymes (Nissen and Schousboe, 1979) . Moreover, as an indication that expression of LDH-1 is not a prerequisite for effective metabolism of lactate it should be noted that cerebellar neurons in culture, which utilize lactate as an energy substrate (Bak et al., 2006a) , do not express LDH-1 (Schousboe et al., 1993) . Ayear after Bittar et al.
, s discovery, Bergles and Jahr (1997) provided evidence of specific carriers in the membrane of hippocampal astrocytes that use the Na + electrochemical potential as a driving force to cotransport glutamate, so guaranteeing its rapid clearance from the synaptic cleft in preparation for the next neurotransmission.
The major implication for functional neuroimaging of these findings emerged when several subsequent studies using NMR spectroscopy and references therein) demonstrated a tight stoichiometric coupling (≈1:1) between total glutamateglutamine cycling and the neuronal Glc oxidation rate, measured as one-half of the rate of TCA-cycle in neurons, in the cerebral cortex of anesthetized rats under a range of brain activities from deep isoelectric to awake. However, a fraction of around 15% of the Glc oxidized in neurons was not coupled to the total glutamate-glutamine cycle. This fraction might represent ATP needed for non-cycling activities. Based on these observations, Magistretti et al. (1999) suggested that the glutamate-glutamine cycle, a two ATP-consuming dual task (i.e. one ATP is used to convert glutamate into glutamine by glutamine synthetase and the other to reestablish the Na + gradient by the activation of the Na + K + -ATPase), might trigger lactate production by glycolysis in the astrocytes during the course of neuronal activity, so stimulating them to take up extracellular Glc (see a review by Pellerin and Magistretti, 2004a) . Lactate so produced may be released for oxidation in adjacent neurons. As pointed out by Hertz et al. (2007) in an extensive review on astrocytic metabolism it is not at all clear where the oxidation of lactate derived from Glc and/or glycogen metabolism may occur. Moreover, during activation, glutamatergic activity in neurons is better preserved by Glc metabolism than by lactate metabolism (Bak et al., 2006a ). An increase of lactate under steady state conditions has been reported in several studies. Lactate 9 may be taken up into neurons through the monocarboxylate transporter MCT-2, which has the highest affinity for its substrate (Fig. 2 ). An extensive overproduction of lactate must efflux into the circulating blood.
Energetic budget for excitation and inhibition Magistretti et al. (1999) emphasized that if their hypothesis holds, the major fraction of Glc usage in the cerebral cortex measured by PET and fMRI would be directly related to excitatory glutamate release. They did not discard the possibility that other neurotransmitters (e.g. GABA) could also elicit a metabolic demand, but argued that in such a case their contribution should be properly quantified. The last suggestion initiated a vigorous discussion about the amount of Glc required to be oxidized in order to fuel inhibitory activity. Even though many questions were clarified by using different techniques [e.g. Waldvogel et al., 2000 (fMRI and transcranial magnetic stimulation), Chatton et al., 2003 (microspectrofluorimetry) ], the debate continued for several years, particularly as exact quantitative values of each metabolic pathway were not available. Activity in GABAergic interneurons might be enhanced by the level of anesthesia, a situation causing some difficulties in the interpretation of results obtained from in vivo preparations. Several researchers were concerned about the contribution of metabolic pathways that were not measured in these previous studies (e.g. oxidation of Pyr in astrocytes by TCA-cycle) as well as the distinction from the observed data of those metabolite flows that were intrinsically mixed. For example, even though released GABA is mainly taken up by neurons using a transmembrane transport mechanism, a small portion could also be recycled through astrocytes (Schousboe et al., 2004a) ; this might indirectly affect the observed rate of glutamate-glutamine cycling. Among the most significant questions raised were: a-what fraction of the total oxidized Glc in neurons corresponds to direct Glc uptake and what comes from astrocyte-neuron lactate shuttling?, b-how do GABAergic and glutamatergic neurons use the total oxidized Glc?, and c-what proportion of the total glutamate-glutamine cycle is due to GABA recycling through astrocytes? Some of these questions have received an explanation from recent studies. For example, distinctions between glutamatergic and GABAergic fluxes require measurement of 13 C turnover from Glc and acetate into glutamate, glutamine, and GABA (Pfeuffer et al., 1999) . The ingredients necessary for a dynamic metabolic modeling in such case are discussed in a review by Henry et al. (2006) . By using 13 C NMR spectroscopy in anesthetized rats, explicitly combining [1- 13 C] glucose and [2-
13 C]acetate infusion with three-compartment metabolic modeling, Patel et al. (2005) showed recently that total neurotransmitter cycling (Vcyc(tot)) could be resolved into separate glutamatergic (Vcyc(glu)) and GABAergic (Vcyc(GABA)) components. Similarly, neuronal Glc oxidation (CMRglc(ox),N) could also be separated into glutamatergic (CMRglc(ox), glutamate) and GABAergic (CMRglc(ox), GABA) components. These authors documented that the GABA-glutamine cycle comprised 23% of total neurotransmitter cycling and the contribution of GABAergic neurons to total Glc oxidation in the cerebral cortex is around 18%. Hyder et al. (2006) showed that neurons and astrocytes produce at least 88% and 8% of the total oxidative ATP, respectively. They also found a partitioned Glc uptake of~26% by neurons and of 74% by glia, which is~30% less than predicted in previous studies. It should be emphasized that other authors (e.g. Hertz et al., 2007) have provided evidence that astrocytes account for a degree of oxidative metabolism which reflects their relative volume in the brain. Therefore, many issues still remain to be deciphered in the coming years.
The notion of an astrocyte-neuron lactate shuttle, strategically triggered by the glutamate-glutamine cycle to provide large amounts of energy for demanding neurons in close proximity, is still being debated (Chih et al., 2001; Dienel and Hertz, 2001; Gjedde and Marrett, 2001; Marcaggi and Attwell, 2004; Hertz, 2004; Bonvento et al., 2005; Hertz et al., 2007; Simpson et al., 2007) . For example, Chih et al. (2001) have revisited some critical aspects and compared it with the classical neuroenergetics viewpoint. Based on a theoretical model for the kinetics of Glc and lactate transporters in the brain, Simpson et al. (2007) have suggested that Glc diffuses through the basal lamina and interstitium to neurons. These authors have also claimed that neurons are responsible not only for most of Glc uptake and metabolism, but also for the generation of the lactate transients observed during neuronal activity. We would like to highlight here that astrocytes apparently meet the requirements for that purpose as discussed in Magistretti and Pellerin (1999a) : a) they are ideally positioned between neurons and vessels, b) they possess certain specialized processes that cover the surface of intraparenchymal capillaries allowing them to take up Glc easily, while other processes, enriched in high-affinity trans-membrane glutamate transporters EAAT1&2 as well as in metabotropic glutamate receptors mGluR, are embedded within synapses; thus they would be ideally situated to take up glutamate from the synaptic cleft, c) these latter processes also possess trans-membrane GABA transporters BGT-1 10 and GAT-3 (Schousboe and Kanner, 2002) , d) they are rich in lactate MCT-1 and MCT-4 monocarboxylate transporters.
By using two-photon laser scanning fluorescence microscopy, Kasischke et al. (2004) observed a biphasic response in the endogenous NADH signaling during focal neuronal activity in hippocam- Fig. 2 . Schematic representation of the glycolysis/glycogen-shunt (grey even/mosaic squares) and TCA-cycle (grey circles) pathways in nerve ending particles and astrocytes, as well as the respective single/multi cellular compartmentalization for the metabolite/ion flows (arrows). The impact of each pathway in neurons and astrocytes is symbolized by the size of the squares/circles. Glc is continuously delivered from capillaries (red) to the extracellular milieu through GLUT-1 (55 kDa). Cells take up extracellular Glc through GLUT-1, 45 kDa form (astrocytes) and . In different proportions, Pyr and ATP are produced from glycolysis in both cell types. The astrocytes-neuron lactate shuttle is facilitated by the differential presence of LDH-1 and LDH-1&5 in neurons and astrocytes, respectively. This shuttle may be favored by the existence of monocarboxylate transporters MCT-2 and MCT-1&4 in neurons and astrocytes, respectively. NO may catalyze the glycolysis in astrocytes through PFK-2.(3). Neurotransmitters [e.g. glutamate (Glu), GABA] released into the synaptic cleft in the course of pre-synaptic neuronal activity will freely diffuse toward neuronal postsynaptic buttons and nearby astrocytic processes. They will cause either excitatory (EPSP) or inhibitory (IPSP) postsynaptic potentials by receptor-specific flows of ions in the postsynaptic neurons. After the genesis of EPSP/IPSP, ionic gradients will be reestablished by way of transmembrane ATPases, which consume large amounts of ATP. In the postsynaptic button, the required ATP is produced from Pyr through the TCA-cycle and electron-transport/oxidative-phosphorylation pathways. The major portion of the lasting extracellular glutamate is promptly taken up into astrocytes via EAAT1&2, although pre-and post-synaptic terminals of glutamatergic neurons could also take up smaller amounts of extracellular glutamate via GLT1-b and EAAT3, respectively. In contrast, the pre-synaptic terminals of GABAergic interneurons take up most of the extracellular GABA via transporters GAT-1&3 and BGT-1. However, it is known that a small fraction is taken up by astrocytes via transporters GAT-3 and BGT-1 to contribute to the overall carbon and ammonia homeostasis in the nerve ending. GABA inside the astrocytes could be catabolized to succinate to enter the TCA-cycle. The transferred carbon will flow out of the TCA-cycle as α-KG, which could then be converted into glutamate by either glutamate dehydrogenase (GDH) or an aminotransferase. Astrocytic glutamate is converted to glutamine (Gln) by glutamine synthetase, a chemical reaction consuming one ATP. Several ions (e.g. Na pal slice preparations. They showed two additive and anticolocalized monophasic NADH responses, a rapid initial dip and a lengthy overshoot, with the latter often colocalized with astrocytes and their processes. The initial dip was assumed to have a neuronal origin and the authors speculated that it comprised a first consumption of NADH by oxidative-phophorylation so as to produce the required ATP, followed by its replenishment through dehydrogenase activity in the TCA-cycle. We believe that LDH-1 activity, as a result of the astrocyte-neuron lactate shuttle, might also contribute to the delayed neuronal NADH signal. By contrast, the late overshoot in astrocytes was thought to be caused by an increase of glycolytic NADH, which is used at the end to reduce Pyr into lactate. The complete annihilation of the initial dip and attenuation (~39%) of the overshoot after applying a glutamate receptor antagonist (6-cyano-7-nitroquinoxaline-2,3-dione) makes it more difficult to interpret the nature of the total NADH signal, although the authors justified the latter results by hypothesizing an entirely dendritic (i.e. postsynaptic) origin of the neuronal NADH component. In this context, the finding by Almeida et al. (2004) could suggest that the ATP deficit in astrocytes could be caused not only by its direct consumption in the glutamateglutamine cycle, but also by a temporal cessation of its production inside the mitochondrion, which is mediated by NO signaling. Although Kasischke et al. (2004) have reported that such spatiotemporal partitioning of the glycolytic and TCA-cycle pathways between astrocytes and neurons are supportive of the astrocyte-neuron lactate shuttle (Pellerin and Magistretti, 2004b) , none of the key components of the model (i.e., lactate or Pyr) were ever assayed in the study. Subsequent studies using optical measurement in hippocampal slices (Brennan et al., 2006) and 1 H NMR spectroscopy in human brain (Mangia et al., 2007) demonstrate that it is too simplistic to depict NADH transients as recruitment of glycolytic metabolism.
Also, using NMR spectroscopy, Chen et al. (2005) have shown an increase of the endogenous GABA levels in the α-chloralose anesthetized rat brain after acute administration of vigabatrin or gabaculine, which are suicide inhibitors of GABA transaminase (GABA-T 11 ). These inhibitors are structural analogues of GABA which are highly specific for the degrading enzyme GABA-T (Sarup et al., 2003 ). An elevated concentration of endogenous GABA could facilitate transporter-mediated GABA release; and hence elicit activity-dependent reinforcement of inhibition. These authors found a decrease in the amplitude of the BOLD signal in the rat somatosensory cortex during forepaw stimulation which significantly correlated with the rise of endogenous GABA. Given that an increase of exogenous GABA levels might result in dilation of pial vessels, via GABA A receptors (Fergus and Lee, 1997) , such a negative effect on the BOLD response remains to be investigated. One possibility is that acute reinforcement of inhibition may also cause a dropping off in cortical excitability; hence, an indirect decrease in the CBF as a result of a fall in the production of astrocyte-derived vasodilator factors. However, further secondary effects might be associated with a strengthening or reduction of GABAergic inhibition. GABAergic interneurons are key elements in the complex cortical wiring and their activation might affect functional neuroimaging through a diversity of mechanisms other than just a suppression of cortical excitability or an alteration of the total metabolic cost due to GABA/glutamine cycling.
For example, vasomotions of diverse origins (reviewed in part II) could be induced by specialized GABAergic interneurons (Cauli et al., 2004) . Furthermore, the fact that neuronal NO synthase (NOS) is largely expressed in axon terminals (comment: perhaps also in minor quantities at dendritic boutons) of GABAergic interneurons (Wang et al., 2005) , which are minimally separated from penetrating arterioles/capillaries by astrocytic processes, could have a dual role in preventing neuronal apoptosis: a) to facilitate the delivery of oxygen and Glc to tissue by increasing the CBF (i.e. neurovascular coupling) and b) to enhance the cellular glycolytic respiration in astrocytes to fuel nearby neurons (i.e. neurometabolic coupling). NO released by GABAergic interneurons might not only induce strong dilations of SMCs (Estrada and DeFelipe, 1998) , but may also impinge on cerebral metabolism by switching on/off the glycolytic pathway in astrocytes (Almeida et al., 2004) . Finally, McKenna and Sonnewald (2005) suggested that exogenous GABA could substitute for glutamate as an energy source for astrocytes. Indeed GABA has been shown to support oxidative metabolism in cultured astrocytes . However, a recent study revealed that metabolism in the cerebral cortex could be stimulated, dampened or even unaltered by local inhibitions (Nasrallah et al., 2007) . Therefore, the effect of GABAergic modulation on brain metabolism and blood circulation must be carefully examined in the future by separating its direct and indirect components.
The metabolic pathways and mechanisms for substance traffic discussed up to now succeed in explaining the fate of carbon atoms; however, they implicitly include an astrocyte-neuron detoxification pathway of glutamine synthesis, an issue that will be discussed in detail shortly. Alternative approaches have also been formulated in previous works to account for global homeostasis in the brain through an ammonia (NH 4 + ) detoxification (or anaplerotic) pathway for the synthesis of glutamine as well as an astrocytic pathway for neuronal glutamate repletion (see a review by Rothman et al., 2002) . Recently, the astrocyte-neuron lactate shuttle was extended by Waagepetersen et al. (2000) to include an intracellular mechanism for ammonia homeostasis in glutamatergic neurons and astrocytes, denoted the lactate-alanine shuttle. The lactate-alanine shuttle and the associated glutamate-glutamine cycle have been shown to coexist in cerebellar cocultures, but they were uncoupled and only the latter seemed activity-dependent (Bak et al., 2005) . These authors used alanine, glutamine and ammonia as precursors and applied mass spectrometry to analyze cell extracts.
Astrocytic metabolic waves
Regarding the question of whether glycogen polymers could participate in astrocytic glycolysis, Sickmann et al. (2005) provided evidence that lactate originating from glycogen polymers constitutes an alternative source of fuel, although its use by adjacent neurons depends on the availability of Glc. During sustained stimulation, a rapid accumulation of astrocytic intracellular Ca 2+ could promote the phosphorylation of GP to its form a, resulting in uncontrollable cleavage of glycogen polymers, and consequently, an increase of lactate in the extracellular milieu. Astrocytes appear to function as a network for concerted neurometabolic coupling through the generation of intercellular Na + -and Ca 2 + -mediated metabolic waves (Bernardinelli et al., 2004) . Despite some evidence having been provided therefor (Hirase et al., 2004) , the existence of such Ca 2+ waves and their propagation through the astrocytic networks still remains to be rigorously demonstrated in vivo. Astrocytes express a plethora of metabotropic receptors that can couple to second messenger systems [e.g. norepinephrine, glutamate, GABA, acetylcholine, histamine, adenosine, and ATP], which have been demonstrated to induce Ca 2+ elevations in glial cells in brain slice preparations (see list of references in Haydon and Carmignoto 2006) . Most studies reporting metabotropic receptors have been performed in culture; hence, it is not yet determined whether these receptors exist in astrocytes under in vivo conditions. It is hypothesized that release of ATP and glutamate by astrocytes in the extracellular space represents a main signaling mechanism of the Ca 2+ waves, whereas the Na + waves may result from the activation of Na + -glutamate transporters EAAT1&2 during an elevation of extracellular glutamate levels. The Na + waves give rise to a spatially-correlated increase in Glc uptake. Extracellular glutamate could also bind to the metabotropic glutamate receptor mGluR on astrocytes, which might induce a phospholipase C-dependent accumulation of inositol trisphosphate (IP 3 ) that stimulates the release of Ca 2+ from IP 3 -sensitive internal stores. It is also conjectured that a large quantity of extracellular ATP could bind to P2 purinoceptors (i.e. P2Y receptors) in nearby astrocytes, a mechanism that could facilitate Ca 2+ wave propagation among neighboring disconnected astrocytes. It has been reported that some Ca 2+ oscillations are restricted to portions of the processes of individual astrocytes, called microdomains. The existence of these microdomains confirms that astrocytes are functionally compartmentalized, as discussed below. Ca 2+ signaling in astrocytes could induce a Ca 2+ -dependent synthesis of NO through inducible NOS, which in turn could stimulate the Ca 2+ influx pathway, a mechanism thought to be also responsible for the refilling of internal Ca 2+ stores in astrocytes (Li et al., 2003) . Because the astrocyte-neuron lactate shuttle can be shown to be linked to many important inter-cellular communicating pathways, it can be appreciated why this proposal has been difficult to confirm experimentally. While there are results in support of the idea, there are findings which question the validity of the shuttle hypothesis. However an apparent caution in interpretation of these varied results is differences expected between in vitro and in vivo preparations. Nevertheless, an important area of research which could potentially shed novel insights into the astrocyte-neuron lactate shuttle is NAD + /NADH balance. Furthermore, the involvement of this shuttle comprising enzymes which could send signals to the vasculature could have implications for the interpretation of several functional neuroimaging modalities.
TCA-cycle and oxidative-phosphorylation
An understanding of the single-and multi-cellular compartmentalization of metabolites, as well as the mechanisms for their exchange among domains, is needed for a reliable interpretation of a number of functional neuroimaging modalities (Waagepetersen et al., 2003) . In order to evaluate this issue, in what follows, we will review the TCAcycle and the associated intracellular malate-aspartate and the glycerol 3-phosphate shuttles. The majority of ATPs yielded from Glc oxidation are generated by breakdown of carbon skeletons in the TCA-cycle and electron donors located inside the mitochondria. The biochemical mechanisms underlying these energy substrates as well as major enzymatic check points inside the TCA-cycle and electrontransport/oxidative-phosphorylation pathway will be discussed in this section.
The PDH-complex, the lobby for the TCA-cycle Pyr is actively transported 12 into the mitochondrion, a process inhibited by cyano-OH-cinnamate. Moreover, Pyr molecules after entering the mitochondrion will encounter two metabolizing routes: their irreversible carboxylation by the pyruvate carboxylase [i.e. Pyr→oxaloacetate (OAA)] and their oxidative decarboxylation by the pyruvate dehydrogenase (PDH)-complex [i.e. Pyr→acetyl-coenzyme A (Acetyl-CoA)]. It has been pointed out that the former is vital for the synthesis of citrate occurring in distinct domains of the cells; however, its main role might be either to incorporate extra OAA needed by the TCA-cycle or to begin the gluconeogenesis if there is a excess of Pyr. The latter is thought of as a "transition reaction" to prepare the Pyr for its oxidation in the TCA-cycle. In addition, this process is necessary for net synthesis of glutamine .
As aforementioned, the PDH-complex pathway and the TCAcycle occur sequentially inside the mitochondrial matrix. Depending on the energy requirement in the cell, the PDH-complex (Fig. 3, top) produces Acetyl-CoA from Pyr, a step implicating utilization and formation of a number of cofactors. Acetyl-CoA cannot leave the mitochondrion because of its very large size; thus the PDH-complex maintains a positive flow of carbon toward the TCA-cycle. The PDH-complex is active in a desphosphorylated state and becomes inactive when it is phosphorylated by the PDH-kinase, an enzymatic reaction requiring ATP. The activity of the PDH-kinase is enhanced by energy-rich molecules (e.g. NADH, ATP, Acetyl-CoA); hence, the flow of carbon into the TCA-cycle is diminished when the cell is charged energetically. Once the energy levels in the cell start to fall, NAD + , coenzyme A (CoA-SH) and ADP will accumulate, which has a negative allosteric effect on the activity of the PDH-kinase. Also, high levels of Pyr and Ca 2+ inhibit this enzyme. Inactive PDHcomplexes are uninterruptedly dephosphorylated by the PDHphosphatase; however, the activity of this enzyme rises when Ca 2+ and Mg 2+ are present. Additionally, two products of the PDHcomplex, i.e. NADH and Acetyl-CoA, reduce the affinity of the complex for Pyr, which constitutes a negative allosteric effect. For all the abovementioned, the PDH-complex represents the first checkpoint of this pathway (H-1).
AMP could inhibit the activity of Acetyl-CoA carboxylase (ACC), thereby increasing Acetyl-CoA levels inside the mitochondrion. ACC catalyzes the biotin-dependent conversion of AcetylCoA, HCO 3 and ATP to malonyl-CoA. However, its role in brain is poorly understood. When the levels of mitochondrial Pyr are sufficiently high and the cell is energetically charged, Pyr carboxylation into OAA may occur. In that situation, OAA could be transported back into the cytosol by the malate-aspartate shuttle (MAS) 13 (McKenna et al., 2006c) for its decarboxylation and simultaneous phosphorylation to produce PEP, which is catalyzed by the PEP carboxykinase. This is also referred to as the first step in gluconeogenesis, but as mentioned above, the brain lacks glucose-6-phosphatase; hence, the final product of this upstream pathway will be G6P, which then could be stored as glycogen polymer. Note that any intermediate sub-product of the gluconeogenic pathway could potentially be converted again into Pyr by glycolysis whenever fuel is required by the cell.
The PDH-complex pathway is followed by the TCA-cycle 14 , a series of endergonic/exergonic chemical reactions involving not only the catabolism of energy-rich molecules but also providing 12 Pyr is a polar molecule. 13 The MAS is reversible, although the aspartate/glutamate carrier is energetically favorable for the efflux of aspartate from and the entry of glutamate into the mitochondrion. 14 It is also known as the citric acid cycle or the Krebs cycle.
precursors for many components that are utilized in the overall cellular metabolism. A synopsis of the TCA-cycle is: "two carbons are oxidized to CO 2 and the energy from the involved chemical reactions is stored in the form of guanosine triphosphate (GTP) and in energy-rich electron donors, i.e. NADH and reduced flavin adenine dinucleotide (FADH 2 )". Despite the complexity of the whole TCA-cycle, there are only three main checkpoints. The first (H-2) is the condensation of OAA to citrate by citrate synthase (CS). The activity of CS is inhibited by mitochondrial citrate. This product inhibitory feedback in the TCA-cycle in combination with the allosteric inhibition of glycolytic enzymes PFK-1 and PK by cytosolic citrate could be of great consequence for the crosstalk between both cell domains to coordinate these two metabolic pathways. Additionally, CS regulates its activity, thus controlling the flow of carbons into the TCA-cycle, by allosteric effects depending on the cellular energy charge; i.e. inhibition through succinyl-CoA synthetase (Succinyl-CoA), ATP, NADH and activation in the presence of high levels of ADP. Likewise, isocitrate dehydrogenase (IDH) catalyzes the rate-limiting step in the cycle by both negative (e.g. NADH, ATP) and positive (isocitrate, ADP, AMP, Ca 2 + ) allosteric effectors. α-Ketoglutarate (α-KG), a product of IDH, is an important metabolite in driving the MAS. For these reasons, IDH (H-3) also constitutes a checkpoint in the TCA-cycle. α-Ketoglutarate dehydrogenase (α-KGDH), which represents the last check- Fig. 3 . Diagram of the PDH-complex/TCA-cycle. The PDH-complex comprises just one step: a decarboxylation [enzymes (PDH "E1", dihydrolipoyl transacetylase "E2", dihydrolipoyl dehydrogenase "E3"), substrates (Pyr, CoA-SH, NAD + ), products (Acetyl-CoA, CO 2 , NADH), comment (there are multiples copies of the enzymes E1, E2 and E3, depending on species)]. In order to sense the cellular energy charge, two enzymes (i.e. the PDH-kinase and the PHDphosphatase) are endowed with a variety of allosteric modulators and covalent modifiers. These enzymes compete to determine the state of phosphorylation of the PDH-complex, and consequently to regulate its activity. The negative and positive allosteric effectors to the PDH-complex are highlighted in blue and orange, respectively. The TCA-cycle comprises eight steps: a condensation [enzyme (CS), substrates (OAA, Acetyl-CoA, H 2 O), products (citrate, CoA-SH), comment (it is also referred to as the first committed step in the cycle)], an isomerization [enzyme (aconitinase), substrate (citrate), product (isocitrate), comment (H 2 O is used for a sequential dehydration and hydration, with the cis-Aconitate as the intermediate)], a first oxidative decarboxylation [enzyme (IDH), substrates (isocitrate, NAD + ), products (α-KG, NADH, CO 2 ), comment (isocitrate is firstly oxidized to oxalosuccinate, which in turn decarboxylates to α-KG)], a second oxidative decarboxylation [multienzyme complex (α-KGDH), substrates (α-KG, NAD + , CoA-SH), products (Succinyl-CoA, NADH, CO 2 ), comment (it is very exergonic)], a substrate-level phosphorylation [enzyme (SCS), substrates (Succinyl-CoA, GDP, P i ), products (succinate, GTP, CoA-SH), comments (a-a hydrogen ion bound to P i enters the TCA-cycle, represented in the stoichiometry of the overall chemical reaction, b-GTP is finally used in a trans-phosphorylation catalyzed by the mitochondrial nucleoside diphosphokinase to phosphorylate ADP, producing ATP and generating GDP)], a first dehydrogenation [enzyme (SDHA), substrates (succinate, FAD), products (fumarate, FADH 2 ), comment (SDHA is tightly bound to the mitochondrion inner membrane through the protein subunits SDHB, SDHC, and SDHD, which all constitutes the complex II of the electron-transport chain)], a hydration [enzyme (FH), substrates (fumarate, H 2 O), product (malate)], a second dehydrogenation [enzyme (MDH), substrates (malate, NAD + ), products (OAA, NADH, H + ), comment (it is highly endergonic; however, the exergonic character of the upcoming condensation drives OAA formation by mass action principals)]. In spite of the last seven steps in the TCA-cycle being reversible, the cycle always flows in a clockwise direction (black curved arrow). The reason for that is the irreversible character of the condensation with a thermodynamic equilibrium in favor of the products. Glutamate can enter the TCA-cycle by either oxidative deamination catalyzed by GDH or transamination via the aspartate aminotransferase (AAT), an enzymatic reaction producing aspartate from OAA. Abbreviations: IDH → isocitrate dehydrogenase, α-KGDH → α-Ketoglutarate dehydrogenase, SCS → succinyl-CoA synthetase, GDP → guanosine diphosphate, SDHA → succinate dehydrogenase, FAD → flavin adenine dinucleotide (oxidized form), FH → fumarase, MDH → malate dehydrogenase.
point (H-4), is very similar to the PDH-complex in the intricacy of its protein makeup, cofactors and mechanisms of action. Its activity is inhibited by ATP and activated by NAD + , both allosterically. Also, Succinyl-CoA and NADH are negative product effectors for this enzyme. It has been reported that the activity of this enzyme increases in the presence of Ca 2 + . The mitochondrial NAD + /NADH ratio constitutes one of the major regulators of the TCA-cycle and its value is strongly affected by the level of oxygen as a result of the electron-transport/oxidative-phosphorylation pathway. Fig. 3 (bottom) summarizes the entire TCA-cycle, the final result of which is the production of three NADH, one FADH 2 , two H + and one GTP. At the end, two carbon atoms that entered the TCA-cycle are released in the form of CO 2 . It must be noted, however, that the carbon atoms that are released as CO 2 originate from OAA and not from Acetyl-CoA. This is important for the understanding of labeling studies using [
13 C]acetate or -Glc and subsequent NMR spectrometry to monitor metabolism and TCA-cycle activity (see McKenna et al., 2006b ).
The electron-transport/oxidative-phosphorylation
The purpose of the electron-transport/oxidative-phosphorylation pathway is to create ATP from high-energy electron donors located inside the mitochondrial matrix. Electrons enter the electron-transport chain from NADH and FADH 2 donors in complex I and II, respectively. These electrons are transferred to coenzyme Q (CoQ 15 ), the reduced form of which (ubiquinol, CoQH 2 ) carries them through the mitochondrial inner membrane to complex III. From complex III, electrons are transferred to a peripheral membrane protein, cytochrome c, which takes them into complex IV. Several studies have reported a potent reversible inhibition of cytochrome c by nanomolar concentration of NO, particularly in synaptosomes. Under special conditions, NO could inhibit mitochondrial respiration by 85-90% (references in Almeida et al., 2004) . Complex IV uses the electrons to reduce O 2 to H 2 O. The entire route represents a multi-step redox process that involves several enzymes, most of them crossing the mitochondrial inner membrane acting like ferryboats to deliver H + to the outer chamber, named proton pumps. A proton pump creates gradients in both the pH and the electric charge, establishing an electrochemical potential that acts as a kind of reservoir of stored energy for the cell. Finally, chemiosmosis 16 is accomplished by complex V. Although the electron-transport chain is very efficient, some electrons are prematurely leaked to oxygen, resulting in the formation of reactive oxygen species. The last pathway of cellular metabolism, i.e. the electron-transport/oxidative-phosphorylation, is primarily regulated by the availability of ADP. Uncoupling proteins have the capability to shift the regulatory control towards the availability of NADH. Several compounds have been found to inhibit complex I (e.g. rotenone, amytal), complex II (e.g. malonate, 3-nitropropionic acid (3-NP)), complex III (e.g. antimycin A), complex IV (e.g. cyanide, CO, azide) and complex V (e.g. oligomycin).
Modulation of some enzymes from the glycolytic pathway by TCA-cycle intermediates seems to suggest potential important interactions between the rate of generation of three carbon metabolites and their subsequent oxidation. Furthermore, action of several ions on intermediates of the TCA-cycle remains understudied. Also the potential involvement of vascular signaling molecules (e.g. endothelium-derived factors) on electron transport chain enzymes is a research area which has implications for further understanding of the complex nature of functional neuroimaging.
Principal intracellular metabolite shuttles of NADH
Continuation of glycolysis requires maintenance of the cytosolic NAD + /NADH ratio, thus the NADH formed in glycolysis needs to be re-oxidized. The cells can either reduce Pyr to lactate, oxidizing NADH to regenerate NAD + in the cytosol or shuttle the reduced equivalent into the mitochondrial matrix for re-oxidation. In the case of the first mentioned scenario, the end product of Glc metabolism is lactate which is an unattractive choice from an energy point of view. Mitochondrial re-oxidation demands an operative shuttle for transferring the reduced equivalent since the inner mitochondrial membrane is impermeable to NADH. It is therefore of crucial importance that shuttle mechanisms can operate. In brain, two such mechanisms may be of functional significance, namely the MAS and the glycerol 3-phosphate shuttle (McKenna et al., 2006c) . In what follows, these two shuttles (schematically presented in Fig. 4 ) will be discussed in detail.
The malate-aspartate shuttle
The operation of the MAS (Fig. 4, A) requires the concerted action of enzymes (i.e. AAT and MDH) and membrane transporters (i.e. aspartate/glutamate and malate/α-ketoglutarate carriers). The two enzymes need to exist in cytoplasmic (c) and mitochondrial (m) isoforms as well (McKenna et al., 2006c) . The aspartate/glutamate carrier exists in two forms, aralar 1 (AGC1) which is Ca 2 + sensitive and citrin (AGC2). The former is present in tissues such as muscle and brain whereas the latter may not be present in the adult brain but is expressed in liver and kidney (Del Arco et al., 2002) . It has been argued that AGC1 is much more extensively expressed in neuronal mitochondria than in astroglial mitochondria but the latter cell type may express AGC2 when maintained in culture (Ramos et al., 2003) . If indeed AGC1 is absent from astrocytes in the brain, one would expect that oxidative metabolism of Glc in this cellular compartment might be severely hampered (see below), in keeping with the astrocyte-neuron lactate shuttle (Pellerin and Magistretti, 1994) . However, a transcriptomic analysis of acutely isolated astrocytes from adult mice has clearly demonstrated the presence of aralar1 mRNA (Lovatt et al., 2007) . A non-operational MAS is clearly at odds with the demonstration of a significant oxidative metabolism of Glc in astrocytes in the brain as well as in cultured astrocytes (Hertz et al., 2007) and the significant (30%) de-novo synthesis of glutamine from Glc observed in-vivo (Öz et al., 2004) . The alternative glycerol 3-phosphate shuttle described below may be of importance for understanding this apparent discrepancy.
The glycerol 3-phosphate shuttle
The operation of the glycerol 3-phosphate shuttle (Fig. 4, B) is based on the concerted action of cytosolic and mitochondrial isoforms of glycerol 3-phosphate dehydrogenase, the former using NAD + / NADH as coenzyme and the latter using FAD/FADH 2 in this capacity. As a result, reducing equivalents are transferred to CoQ in the mitochondrial matrix; hence, cytosolic generated NADH will result in only 2 ATP molecules finally generated from the oxidative phosphorylation process in the mitochondrial matrix (McKenna et al., 2006c) . The operation of this shuttle is somewhat controversial since the cytosolic and mitochondrial isoforms of glycerol 3-phosphate dehydrogenase appear to have different cellular localizations, the cytosolic form being expressed in glial cells while the 15 CoQ 10 is the type found in the mitochondria of humans. 16 Chemiosmosis is the creation of ATP from using the H + motive force as a source of energy. mitochondrial form is neuronal (Leveille et al., 1980; Nguyen et al., 2003) . However, a recent study of the transcriptome of acutely isolated astrocytes from adult mouse brain has presented evidence that both these enzymes are likely to be present in astrocytes as well as in neurons (Lovatt et al., 2007) . This is in keeping with several studies in cultured astrocytes and glutamatergic neurons providing evidence that this shuttle mechanism may well be operating (McKenna et al., 1993; Atlante et al., 1999; Waagepetersen et al., 2001 ).
Experimental approaches for studying shuttle activity
Obviously, as discussed above, it is of fundamental importance for Glc metabolism whether or not the shuttle mechanisms are working.
This can at least to some extent be probed using pharmacological tools such as aminooxyacetic acid (AOAA), 3-NP or phenylsuccinate, all of which directly or indirectly inhibit the MAS (McKenna et al., 2006c) . However, due to lack of specificity, particularly for AOAA, these tools are not easy to use, as discussed in detail by McKenna et al. (2006c) . In the case of the glycerol 3-phosphate shuttle, it is even more complicated because no pharmacological tools are currently available to inhibit this shuttle mechanism (McKenna et al., 2006c) . Since the cytosolic and mitochondrial redox levels will be affected by the operation of the shuttle mechanisms, it is of great interest for imaging studies based on NADH or FAD fluorescence changes to utilize pharmacological tools to monitor the functional importance of these A) The MAS for transferring reducing equivalents from the cytosol to the mitochondria. Electrons from glycolysis or from oxidation of lactate to Pyr are transferred from NADH, H + as OAA is converted to malate by cytosolic MDH (cMDH). Malate enters the mitochondrial matrix via the malate/α-ketoglutarate carrier in exchange for α-KG. Electrons are transferred to the electron-transport chain as malate is oxidized to OAA by mitochondrial MDH (mMDH). OAA is subsequently converted to aspartate by transamination with glutamate via mitochondrial AAT (mAAT). The aspartate exits the mitochondria via the aspartate/glutamate carrier (AGC1, aralar1) in an electrogenic exchange for glutamate and a proton. In the cytosol, aspartate is converted to OAA by transamination with α-KG via cytosolic AAT (cAAT) completing the shuttle. B) The glycerol 3-phosphate shuttle for transferring reducing equivalents from the cytosol to the mitochondria. Electrons are transferred from NADH when dihydroxyacetone phosphate is reduced to glycerol 3-phosphate. Glycerol 3-phosphate is reoxidized to dihydroxyacetone phosphate by mitochondrial glycerol 3-phosphate dehydrogenase that is bound to an FAD prosthetic group on the outer side of the inner mitochondrial membrane and electrons are transferred to CoQ and subsequently enter the electron transport chain. Less energy is produced when electrons transferred into the mitochondria via the glycerol 3-phosphate shuttle enter the electron transport chain since FAD is the acceptor rather than NAD. Adapted from drawings/legends of Figs. (1) and (2) shuttles in situ. While numerous studies have been performed utilizing NAD(P)H and FAD fluorescence for detection of metabolic activity in different brain tissue preparations (e.g. Jobsis et al., 1971; Schuchmann et al., 2001; Kann et al., 2003; Shuttleworth et al., 2003; Kasischke et al., 2004; Murakami et al., 2004; Brennan et al., 2006) , the functional imaging technique has been utilized less frequently (e.g. Strong et al., 1996; Kunz et al., 2002; Shibuki et al., 2003; Foster et al., 2005) . It is, however, likely that such sophisticated techniques will provide much more detailed information about activity dependent metabolism in discrete brain regions in the future.
The operation of an NADH shuttle is obligatory for oxidative Glc metabolism and thus a determining factor for the functional importance of a possible astrocyte-neuron lactate shuttle. Hence, the absence of an NADH shuttle necessitates the operation of the astrocyte-neuron lactate shuttle while an operational NADH shuttle highly diminishes the need of lactate production and translocation. As delineated above strong evidence for support of an operational NADH shuttle in astrocytes is available.
The glutamate/GABA-glutamine cycle Glutamatergic and to a less extent GABAergic neurotransmission are terminated by astrocytic uptake. This, together with the lack of neuronal capability of de-novo neurotransmitter synthesis, demands return of a precursor, i.e. glutamine, from astrocytes. These events are the basis of the glutamate/GABA-glutamine cycle. The operation of the cycle can be divided into two major parts, i.e. transfer of the carbon skeletons of the amino acids and the concomitant transfer of the ammonia nitrogen. These two parts will be considered separately henceforth.
Chemical neurotransmission can only be maintained if a mechanism is present in the pre-synaptic nerve ending by which released neurotransmitter can be regenerated. This may be accomplished by reuptake of released neurotransmitter followed by vesicular packaging and/or de-novo biosynthesis prior to vesicular storage. In case de-novo biosynthesis plays a major quantitative role, the enzymatic machinery necessary for this process is expected to be expressed in the particular nerve ending. Indeed, in certain cases, e.g. in cholinergic synapses, the biosynthetic enzyme (choline acetyl transferase) is even a marker for such pre-synaptic nerve endings.
Cellular distribution of enzymes
In the case of the amino acid neurotransmitters, e.g. glutamate and GABA, the scenario is quite complicated. While the GABA biosynthetic enzyme glutamate decarboxylase (GAD) is almost exclusively localized in GABAergic neurons as first demonstrated by Saito et al. (1974) , the primary enzyme responsible for glutamate synthesis, phosphate-activated glutaminase (PAG) is more ubiquitously expressed (see Waagepetersen et al., 2007) albeit with a more prominent expression in glutamatergic structures (Laake et al., 1999) . It should be noted, however, that glutamate biosynthesis can take place using α-KG as a precursor and either an amino acid transferase (e.g. AAT, alanine aminotransferase) or a dehydrogenase (e.g. GDH, reductive amination), as the enzyme. Regardless of the exact pathway, neurons are unable to perform de-novo net synthesis of these two neurotransmitters from Glc due to the lack of the key enzyme pyruvate carboxylase, being exclusively expressed in astrocytes, a cell specific localization also valid for another key enzyme glutamine synthetase (Norenberg and Martinez-Hernandez, 1979; Shank et al., 1985) . Such distribution is consistent with the operation between neurons and astrocytes of a glutamate-glutamine cycle (Fig. 5 ) which was first proposed based on metabolic relationships between glutamate and glutamine demonstrating that these two amino acids were likely to be present in at least two distinct metabolic pools representing primarily neurons and astrocytes, respectively (Van den Berg and Garfinkel, 1971; Benjamin and Quastel, 1972; Berl and Clarke, 1983; Ottersen et al., 1992) . GABAergic neurotransmission relies also to a considerable extent on neuron-glial exchange of glutamine, thus the cycle should be named the glutamate/GABAglutamine cycle.
Transport in the glutamate/GABA-glutamine cycle
In order for the tissue to carry out the transfer processes in the GABA/glutamate-glutamine cycle, specific transporters for glutamate, GABA and glutamine must be present and differentially expressed in neuronal and astrocytic plasma membranes (Schousboe et al., 2004a; Bak et al., 2006b) (Fig. 2) .
By far the majority of vesicularly-released glutamate is taken up into astrocytes via the abundantly expressed high affinity glutamate transporters EAAT1 (or GLAST) and EAAT2 (or GLT-1) (Gegelashvili and Schousboe, 1997; Danbolt, 2001) . In addition to these astrocytic glutamate transporters, a transporter named EAAT3 (or EAAC1) is expressed primarily in postsynaptic neurons (Danbolt, 2001) . The presence of a pre-synaptic high affinity glutamate transporter has been controversial although these have been unequivocally demonstrated in cultured neurons (Drejer et al., 1982; and have subsequently been shown to play a functional role in the maintenance of release of neurotransmitter glutamate in glutamatergic neurons . For example, attempts have been made to assign this role to a second isoform of EAAT2, called GLT-1b (Chen et al., 2002) .
In the case of GABA, it appears that in contrast to neurotransmitter glutamate which is primarily taken up into astrocytic elements (see above), the inhibitory neurotransmitter is preferentially taken up into the pre-synaptic GABAergic nerve endings (Hertz and Schousboe, 1987; Schousboe et al., 2004a,b,c) leading to a considerable recycling of neurotransmitter GABA. This would seem to have implications for the development of anticonvulsant drugs acting as inhibitors of GABA uptake. A close correlation has been demonstrated between potency as an inhibitor of astroglial GABA uptake and potency as an anticonvulsant in a mouse audiogenic seizure model, whereas no such correlation was found for inhibition of neuronal GABA transport (White et al., 2002) . In this context, it is of interest that inhibition of BGT-1 seems particularly important for an anticonvulsant efficacy (White et al., 2005) . A more detailed discussion of this issue can be found elsewhere (Schousboe et al., 2004b,c; Clausen et al., 2006) . The glutamate/GABA-glutamine cycle includes transfer of glutamine from the astrocytic compartment to either glutamatergic or GABAergic neurons in which it serves as a precursor for neurotransmitter synthesis. It appears that uptake of glutamine in pre-synaptic neurons is mainly mediated by the System A transporter family whereas release from astrocytes is mediated by the system N and L transporter families (see Fig. 2 in Bak et al., 2006b ). Interestingly, system N can mediate glutamine transport in both the outward and the inward directions (Bröer et al., 2002) .
Carbon transfer. The original version of the glutamate-glutamine cycle (Van den Berg and Garfinkel, 1971 ) was concerned only with the fate of the carbon skeletons of the amino acids. The cycle was also mainly considered to operate in a stoichiometrical manner (Cotman et al., 1981) , a notion challenged by the demonstration of a considerable astrocytic oxidative metabolism of glutamate via entry into the TCA-cycle (Yu et al., 1982; McKenna et al., 1996) . Actually, glutamate may contribute significantly to the oxidative energy metabolism as discussed in detail by Hertz et al. (2007) .
Nitrogen transfer. The glutamate/GABA-glutamine cycle deals with the transfer of the amino acid carbon skeleton between neurons and astrocytes but essentially leaves the transfer of ammonia nitrogen to facilitated diffusion. It seems unlikely that this would be the preferred process. Alternatively, this nitrogen could be transferred as the amino group in an amino acid and two such mechanisms have been proposed, i.e. the branched chain amino acid (BCAA) (Yudkoff, 1997; Lieth et al., 2001 ) and alanine-lactate (Waagepetersen et al., 2000; Zwingmann et al., 2000) shuttles. With regard to the latter, it has recently been shown that it may not be stimulated by an increase in glutamatergic neuronal activity (Bak et al., 2005) . This seems somewhat peculiar as one would expect the glutamate-glutamine cycle, which is activity-dependent, to be coupled to the alanine-lactate shuttle. However, it should be pointed out that with regard to the BCAA shuttle mechanism it has been demonstrated that [ 15 N]valine metabolism in cultured astrocytes is activity-dependent (Bak et al., 2007) . Hence, this supports a functional role for the BCAA shuttle. Regardless of the nitrogen shuttle mechanism, a prerequisite for functioning is that the GDH 17 -catalyzed reaction occurs as a reductive amination. Normally in the brain this reaction proceeds in the opposite direction, i.e. oxidative deamination mainly due to the high K m value of this enzyme for ammonia (Zaganas et al., 2001) . However, the enzyme in glutamatergic neurons has a higher activity and a lower K m than the enzyme in other types of neurons (Zaganas et al., 2001 ) which together with a high ammonia concentration in the mitochondrial microenvironment created by the high PAG activity in these neurons may facilitate reductive amination (Bak et al., 2006b) .
The glutamate/GABA-glutamine cycle, was suggested decades ago and it has been investigated ever since. Three major issues with great impact on our understanding of this cycle are still to be unraveled, particularly with regard to regulation in time and regional microenvironment: i) the extent of astrocytic versus neuronal clearance of neurotransmitter, ii) the stoichiometry of the cycle determined by the extent of complete oxidative degradation of the neurotransmitter, iii) transfer of ammonia nitrogen between the neuronal and astrocytic compartments.
The energy budget for cellular work
In this section, we will discuss how internal energy is allocated to various subcellular processes in the cerebral cortex, making special emphasis in two related aspects: how the fuel budget is distributed when cells do different types of work and how energy availability could impinge on neuronal information processing.
For a long time it was assumed -based on rather old calculations from Creutzfeldt (1975) -that neuronal signaling requires only a negligible fraction of cerebral energy. This view of low energetic cost for neuronal signaling was further supported by early PET data suggesting that negligible energy increments were needed for function Fig. 5 . Illustration of the glutamate/GABA-glutamine cycle. The glutamate (Glu) released by a glutamatergic pre-synaptic terminal (left) is mainly taken up into astrocytes, although a small portion could flood back into the terminal through the transporter GLT-1b. In the GABAergic synapse (right), the released GABA is taken up into both the pre-synaptic terminal and the astrocytes, with the former having higher affinity for the neurotransmitter. Inside the astrocyte, GABA is catabolized to succinate before entering the TCA-cycle. The carbon skeleton of this amino acid exits the TCA-cycle as α-KG, which is then transformed to glutamate. The glutamate is amidated to glutamine (Gln) by glutamine synthetase, an enzymatic reaction that benefits adjacent tissues by consuming and detoxifying free ammonia. The synthesized glutamine returns to the pre-synaptic terminals of both glutamatergic and GABAergic neurons, with a preference for the former. In both terminals, glutamine is used to regenerate glutamate and ammonia via phosphate-activated glutaminase (PAG). The regenerated glutamate in the GABAergic pre-synaptic terminal is converted back into GABA via glutamate decarboxylase (GAD). The more relevant a pathway is, the more thick is its arrow. (Fox et al., 1988) . The new consensus Attwell and Laughlin, 2001 ) differs from such a prior prevailing view. The majority of the energy used in the brain is expended on signaling, and most of that energy is employed by neurons on reversing the ionic fluxes caused by their activity (Attwell and Laughlin, 2001 ). In the whole brain (i.e. grey matter plus white matter), if the Na + K + -ATPase is blocked, or coma induced, the energy usage is approximately halved (Kety, 1957; Sokoloff, 1960; Siesjo, 1978; Astrup et al., 1981; Rolfe and Brown, 1997) . The residual energy consumption (~10 μmol ATP/g/min in rodent) presumably sustains basic cellular non-signaling processes or "housekeeping" tasks. Attwell and Laughlin (2001) took a bottom-up modeling approach to estimate an energy budget for the grey matter of rodent cortex (differences with primates are discussed in Attwell and Iadecola, 2002) , which suggests that most energy consumption is associated with synaptic currents and action potential propagation (34% and 47% of the total signaling energy use, respectively). Attwell and Laughlin hypothesized that synaptic energy cost is high and is determined by two parameters: the probability that an action potential releases neurotransmitter at a pre-synaptic terminal and the number of postsynaptic channels activated by the neurotransmitter at the postsynaptic bouton. They suggested that the remaining signalingrelated ATP consumption is distributed as follows: maintaining the neuronal and glial resting potentials 13%, pre-synaptic Ca 2+ entry 3%, glutamate recycling 3% and Ca 2+ transients b1% (Fig. 6) . The large differences in energy usage for each process stem from the different numbers of ions or molecules involved. Also, these authors predicted a total energy use for grey matter of 40 μmol ATP/g/min of which 30 μmol ATP/g/min was signaling-related energy, and perhaps 10 μmol ATP/g/min was housekeeping energy. This agrees with the measured value of 33-50 μmol ATP/g/min (Sokoloff et al., 1977) , and suggests that 75% of energy expenditure in the grey matter is devoted to signaling with the remaining 25% spent on housekeeping tasks. Fig. 6 suggests that for the rodent brain the input and output synaptic events are roughly balanced energetically. The impact of these results on functional neuroimaging was discussed in Attwell and Iadecola (2002) .
As most of the brain , s energy is used on reversing ion fluxes which generate the action potentials and synaptic currents, there will be evolutionary pressure for metabolically efficient wiring patterns and neural codes. The brain grey matter has a higher energy usage than the whole brain due to the high signaling-related energy demand which exists in grey matter (Sokoloff et al., 1977; Siesjo, 1978; Kennedy et al., 1978; Rolfe and Brown, 1997; Clark and Sokoloff, 1999) . The brain , s information processing rate is limited by its energy supply. The energy available to the brain for signaling, and its cellular distribution, limits the time scale of information processing, in both axons and dendrites, to the millisecond range (Attwell and Gibb, 2005) . The time scale of processing of sub-threshold signals is partly limited by the membrane time constant τ m , which is the product of membrane resistance and capacitance, and is usually within the range of around 1-30 milliseconds. In order to process higher frequency synaptic signals τ m must be smaller, in which case the resistance or capacitance of the plasma membrane must be decreased. However, decreasing the resistance/capacitance by inserting more "leakage" channels into the plasma membrane will result in larger ion fluxes, which would lead to a higher energy expenditure on maintaining the resting potential (Attwell and Laughlin, 2001) . Consequently, it is not possible to increase the upper frequency limit for information processing with synaptic potentials, because that would decrease the energy available for expenditure on action potentials. This would decrease the highest frequency at which action potentials can occur and lower the temporal resolution with which signals can be encoded in axons. Thus, a balance between energy expenditure on resting potential and action potentials must be maintained. Similarly, increasing energy use by raising the frequency of action potentials would decrease the energy available to maintain the resting potential, thus requiring a higher membrane time constant, which would slow the possible processing speed of synaptic signals (Attwell and Gibb, 2005) .
The α-amino-3-hydroxy-5-methylisoxazole-4-propionic acid (AMPA) receptors used for rapid information transfer between neurons have kinetics which are matched to the millisecond time scale imposed by the brain , s energy supply -activation by glutamate and deactivation once the glutamate is removed both occur in milliseconds. The fast unbinding rate for glutamate implies that there is a low glutamate affinity for AMPA receptors (Attwell and Gibb, 2005) . In order to make use of these fast kinetics, glutamate must be cleared from the synaptic cleft rapidly, requiring synapse diameters of less than 1μm for fast glutamate diffusion out of the cleft, a rapid initial glutamate removal step by transporters and a high transporter density surrounding synapses (Attwell and Gibb, 2005) . In contrast, the kinetic properties of N-methyl-D-aspartic acid (NMDA) receptors are not set by energetic factors. NMDA receptors are responsible for coincidence detection and so need to remain activated for longer than the AMPA receptors. Thus, they have a slow unbinding rate for glutamate and are high affinity receptors (Attwell and Gibb, 2005) . Shulman et al. (2001b) suggested that 80% of energy use is correlated with glutamate passing through the glutamate-glutamine cycle and, therefore, excitatory active signaling processes (Sibson al., , Shen et al., 1999 . Astrocyte glutamate transporters have been proposed to coordinate Glc and O 2 usage in the central nervous system, linking energy production to synaptic glutamate release (Magistretti and Pellerin, 1999a, Magistretti and Pellerin, 1999b; Voutsinos-Porche et al., 2003) . In this context, it is also important to note that glutamate taken up by astrocytes is not only converted to glutamine. It is to a large extent oxidatively metabolized to CO 2 (Yu et al., 1982; McKenna et al., 1996) producing a considerable amount of energy in the form of ATP (Hertz et al., 2007) . Smith et al. (2002) combined measurements of neuronal spiking frequencies with BOLD signals in rat cortical layer IV to show that localized changes in brain energy metabolism (ΔCMR O2 / CMR O2 ) were proportional to changes in excitatory neurotransmitter flux (ΔV cyc /V cyc ) and approximately equal to changes in neuronal spiking frequency (Δν/ν). Combining these results with those of Sibson et al. (1998) leads to ΔCMR O2 /CMR O2 ≈ Δν/ν ≈ ΔV cyc /V cyc , thus relating both electrical and neurotransmitter responses to the energetics of glutamatergic neurons (Smith et al., 2002) . Although direct measurement of tissue oxygen with Clark-type electrodes do not directly reflect CMR O2 (Popel, 1989) , these measurements could potentially provide novel insights into the neurophysiological basis of neuroimaging signals because a transient dip in the signal suggests a momentary excess of oxygen demand over oxygen supply at the location of the oxygen electrode (Ances et al., 2001) . However these measurements have been shown to be either well (Thompson et al., 2003) or poorly (Viswanathan and Freeman, 2007) correlated with spiking activity in a region specific manner within the visual cortex. These findings are in partial agreement with an earlier study by Logothetis et al. (2001) , which suggested that there is a slightly better correlation of the BOLD signal with local field potentials rather than spiking activity. Another issue impacting on the interpretation of neuroimaging signals is that whereas oxygen consumption by operating neurons is localized to the active area, the associated CBF increase appears to occur over a larger area (Devor et al., 2005 ). An important consideration in all of the apparent discrepancies discussed above is the variation of spatial resolution and sensitivity of the different methods used, which are usually assumed to be similar.
An interesting question concerns the relative contributions of excitatory and inhibitory synapses. Traditionally, inhibitory processes were thought to require either very little, or no, energy (Waldvogel et al., 2000) , although several authors recently presented conflicting results (Tagamets and Horwitz, 2001; Caesar et al., 2003; Thomsen et al., 2004) . For a few years, this hypothesis was debated, but recently Patel et al. (2005) have shown that energy consumption increases with activity in both excitatory and inhibitory cells, and suggested that the contribution of GABAergic neurons to the total Glc oxidative metabolism in the cerebral cortex must not be disregarded. Because inhibition plays an essential role for the synchronization of neuronal populations, the basis for understanding how ongoing/induced brain oscillations affect functional neuroimaging is now beginning to be established. Recent comparative studies in cats and monkeys are helping to clarify this important issue (Leopold et al., 2003; Niessing et al., 2005; Maandag et al., 2007) . It has been suggested that incoming sensory information produces only small changes to ongoing activity in cortical neurons (Arieli et al., 1996; Kenet et al., 2003; Fiser et al., 2004) , implying that sensory input alters cortical energy use only slightly. Smith et al. (2002) found that maximum O 2 consumption values and spike frequency in response to forepaw stimulation were approximately the same for two different levels of basal activity (set by two different depths of anesthesia). Baseline activity has become of considerable interest for the functional imaging community (Gusnard and Raichle, 2001) , in part because of its somewhat apparently paradoxical energetic basis and in part because of the incomplete assignments of the energetic contributions to the negative BOLD signal ). An interesting question, revised in the fifth part of this series of reviews, is what is meant by 'baseline , in terms of brain function and how does baseline activity relate to transient changes in activity (the 'activations , frequently seen in functional neuroimaging) (Raichle and Gusnard, 2002) ? In summary, the majority of energy expenditure in the grey matter is devoted to signaling, and most of that energy is employed by neurons on reversing the ion fluxes caused by their synaptic currents and action potentials. The energy supply to the brain has limited the time scale of information processing in the brain to the millisecond range which, in turn, has determined the kinetics of the AMPA receptors (Attwell and Gibb, 2005) . Understanding the cellular and subcellular distribution of energy use in the grey matter is relevant to interpreting functional neuroimaging signals, and in this sense, we are still not clear whether these signals indirectly reflect cellular works associated with principal neuron firing or with the overall synaptic activity.
Conclusions
Although Roy and Sherrington (1890) first suggested a coupling between cerebral energy consumption and neuronal activity over a hundred years ago, the exact relationship remains unclear today. If energy resources are to be allocated flexibly among regions according to neuronal demand, it requires a local control of cerebral tissue perfusion 18 , an effect that is exploited by several modalities of functional neuroimaging (e.g. fMRI, PET/SPECT, fNIRS). CBF is increased to areas where neurons are more active, a phenomenon named functional hyperemia. The physiological mechanisms underlying the origin of both functional hyperemia (Fig. 7 , red-dashed lines/ arrows) and spontaneous vasomotions (caused by signaling crosstalk between ECs and SMCs) will be discussed in part II of this series of reviews. In the course of neuronal activity, small activated brain areas are rapidly overperfused (i.e. they receive more blood than would be expected to meet the urgent metabolic needs, i.e. Glc and oxygen consumption). Both excitatory (orange) and inhibitory (cyan) specialized neuronal populations are endowed with numerous mechanisms for fight-or-flight CBF responses, probably corresponding to what Hirase (2005) has termed the phasic modulation pathway. These specific neurons create transient changes in the CBF either through axonal processes directly targeting those neuron-astrocyte-vascular tripartite functional units (Cohen et al., 1996) in close proximity to a variety of neurotransmitters (Cauli et al., 2004) or by the remote release of vasoactive substances (e.g. prostanoids and NO) to their surroundings, which can rapidly diffuse toward the vascular structures. In contrast, a signaling cascade (e.g. Na + -and Ca
2+
-mediated metabolic waves) inside the astrocytic gap-connected network may take part in functional hyperemia for events occurring on different time scales (Haydon and Carmignoto 2006) , e.g. whenever the input is prolonged in time, a pathway that, as suggested by Hirase (2005) , could underlie a tonic modulation. As discussed in the text, metabolic waves might be triggered by neurotransmitter action (e.g. glutamate, GABA, ATP) on a variety of receptors and transporters located on the plasma membrane of astrocytes. During prolonged input, at some point the cerebral cortex will run out of disposable fuel (i.e. Glc), a negative phenomenon that could be counterbalanced by glycogen turnover. Mobilization of glycogen polymers, which are mainly stored in the astrocytes, will be rapidly provoked by an AMP signaling cascade (Gc-1). Also, Ca 2+ waves are thought to catalyze the phosphorolytic cleavage of residues to glucose-1-phosphate by converting GP into the allosterically unresponsive and active form a.
Both, excitatory and inhibitory synapses are dynamically created/ eliminated while activity-dependent gene programs are running in the course of brain plasticity. Such neurotransmission adjustments would affect the original status of the carbon skeleton in each cell type. In the cerebral cortex, neurotransmitter recycling via astrocytes may underlie an inter-cellular regulatory mechanism of carbon homeostasis, which perhaps comprises signaling crosstalk of net carbon flow between neurons and astrocytes. However, such mechanisms associated with metabolite flows at a multi-cellular level remain to be determined. The fact that glutamine synthesized by astrocytes can be dispatched to both glutamatergic and GABAergic neurons according to their neurotransmitter (or carbon) requirements might suggest the astrocytic TCA-cycle as a chief candidate in the multi-cellular crosstalk. In this context, portions of Pyr enter the TCA-cycle in astrocytes to supply needed carbons for a balanced glutamate/GABA-glutamine cycle, additionally providing these cells with access to ATP energy. However, a part of astrocytic Pyr is believed to be reduced to lactate by LDH1&5 in order to supply the bulk of energy to nearby neurons. A local increase in the levels of Glc and O 2 in the brain tissue follows functional hyperemia, which may facilitate maintenance of both the glycolytic (via G-1) and TCA-cycle pathways. Through checkpoint G-2, NO and AMP signaling may induce the activation of glycolysis. By allosteric inhibition in checkpoints G-2 and G-3, citrate and ATP could put off the glycolytic pathway if the TCA-cycle is overworking. The role of cytosolic pH levels in glycolysis via G-2 needs to be clarified in future studies.
We would like to conclude this review by referring to the role that neuron-astrocyte metabolic coupling may play in synaptic plasticity via glycogen mobilization (see a recent review by Magistretti 2006) . Variations in the expression of genes involved in glial glycogen metabolism have been observed during the sleep-wake cycle. During daytime, a huge number of new synapses are thought to be created, which brings about an increase in total brain energy usage. In order to compensate such a metabolic cost for memory consolidation, the synaptic connections must be reorganized and adjusted homogeneously in the whole brain during sleep, which might help reduce the extra energy requirements due to synaptic reinforcement (Tononi and Cirelli, 2006) . Recent discoveries motivate the neuroscience community to initiate new avenues of research in this direction. A number of neuroactive molecules (e.g. adenosine, noradrenaline and certain cytokines), regulating the expression of Fig. 7 . A schematic representation of the metabolic events triggered by an increase of the neuronal activity in an elemental cortical area (discussed in detail in preceding sections). These metabolic events may be selectively activated depending of the characteristics (e.g. duration and intensity) of the input to the cerebral cortex (black box) as well as the particular cortical region. The pathways directly implicated on the functional hyperemia (red box) are highlighted with reddashed lines/arrows. The neuronal mass, including excitatory and inhibitory sub-populations, are represented by a dark-grey box (point-like border). The astrocytic gap-connected networks are represented by a light-grey box (point/line-like border). The extracellular milieu is enclosed by dashed-line boxes.
key genes [e.g. protein targeting to glycogen (PTG), GS, GP] involved in glycogen metabolism, are currently being identified in the brain of some laboratory animals (Magistretti 2006) . Captivatingly, the exposure to any of these signaling compounds results in the cyclic-AMP-dependent induction of expression of the transcription factor C/EBP, of GS and of PTG. In vivo studies indicate the presence of a circadian rhythm for the expression of PTG mRNA (Petit et al., 2002) . These authors have also reported a marked induction of PTG mRNA expression following sleep deprivation, which was found to be reversible.
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