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Abstract
A parallel system with two job classes is analyzed. Type-1 jobs require one server for their execution and have exponentially
distributed service times while type-2 jobs need two servers and have general service times. The model consists of a single queue
served by two servers that may work either independently or in parallel. It is assumed that all jobs are rigid and share the servers
according to pure space sharing. We provide closed-form expressions, exact as well as approximate, for various performance
measures of interest. The approximate formula is found to be extremely accurate for various distributions of the service times of
type-2 jobs. Furthermore, the maximal occupancy of the servers as well as the maximal throughput are examined. Finally, numerical
results to investigate the impact of each parameter on system performance are conducted.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Parallel systems are very common in many industrial as well as research areas. Although researchers have suc-
cessfully applied algorithmic or numerical solutions (matrix-analytic methods, spectral expansion method, numerical
methods) to solve various analytical models of these systems, closed-form expressions, exact or approximate, which
are of particular importance in understanding the behavior of the system are rarely provided. This is because those
systems are too complex to be analyzed exactly. They are highly heterogeneous providing multiple types of resources
to different classes of users. Furthermore, the traffic to that systems is highly unpredictable.
In this study, we analyze a parallel system model with two servers and a specific job type known as rigid (see [1]).
In addition, we assume that jobs in service share the servers according to pure space sharing (see [1]). Furthermore, the
FCFS (First-Come-First-Served) scheduling discipline is used. We selected such a scheduling discipline for our analy-
sis since this type of a parallel system has been extensively applied in industry because of its simplicity (see [1,2]).
Our model can be applied to dual-processor parallel computer systems which are becoming increasingly popular and
are offered by many vendors even for low cost platforms (e.g. PCs). Other potential applications include computer
systems with two processing elements (e.g. processors, server machines) where the one processing element is used to
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where a large vessel may occupy two berths for loading and/or unloading and, manufacturing problems where a job
may need two resources (e.g. machines, tools, people) simultaneously. In the next section we review previous work
related to ours.
2. Related work
The queuing model we introduce is closely related to [4]. In that paper, the author considers a multi-processor
queuing system with a finite number of blocks of memory. Each job submitted to the system requires a fixed number
of blocks. If the number of blocks it requires is less than or equal to the number of all available blocks, the job starts
execution immediately. Otherwise, it stays on a single unbounded queue until all blocks it requires are released. When
that happens, it occupies all the blocks it needs at the same time and releases them simultaneously upon finishing exe-
cution. The FCFL (First-Come-First-Loaded) scheduling discipline is applied. If the number of jobs loaded to memory
is less than or equal to the number of processors in the system, all jobs loaded are executed by one processor each.
Otherwise, processor-sharing is applied. All service times are exponentially distributed. An important assumption of
the model is that the arrival rate is high enough so that the memory queue is never allowed to become empty. This
is a heavy-traffic approximation assumption. This particular type of a queuing model the author examines is a multi-
resource queuing system since apart from processors, jobs require another resource (blocks of memory). To analyze
that model the author defines a discrete Markov chain embedded at job departure instants. The states of the Markov
chain represent the number of blocks required by the M oldest jobs in the system, where M is the total number of
memory blocks. Positive recurrence is proved and a product-form solution is obtained. Additionally, properties of the
number of jobs loaded into memory are derived. In [5] Epema et al. use the model of [4] to find the maximal utilization
of a multi-cluster system. The authors apply exactly the same model as in [4], where the blocks of memory in [4] are
represented by cluster processors in their paper. We use the idea of Epema et al. to model our parallel system. How-
ever, we modify the model of [4] so that we do not include any heavy-traffic assumption. Furthermore, we assume a
general distribution for parallel jobs. We make these assumptions so as to analyze a more general model in terms of
jobs’ service times and the arrival process.
In [6] the authors define a closed queuing network model in which a set of parallel servers are subject to failures and
derive all performance measures via matrix-analytic methods. In that paper, jobs consist of a certain number of tasks.
That number is a fixed positive integer and remains the same for all jobs in system. Contrary to our model, a job does
not have to wait for all processors to become free. Its tasks occupy the processors as soon as they become available.
Squillante et al. in [7] define a model of a distributed system where a particular scheduling discipline called gang
scheduling is studied. Jobs are separated to distinct queues according to the number of the processors they require.
Performance results are derived by matrix-analytic techniques. A heavy-traffic version of the model is studied as well.
The difference between our work and that of [7] is that we assume that jobs of different class coexist in the same
queue which means that there may be jobs requiring different number of servers in the same queue simultaneously.
In [8] a system with two clusters is studied. The first cluster is an M/M/2 queue where jobs may require one or two
servers. The second cluster is an M/M/1 queue. Jobs submitted to cluster 1 can be co-allocated. In that case they are
executed by two servers at different clusters although this comes at a cost in execution time. A dynamic programming
model is constructed and the optimal co-allocation policy is computed and compared to heuristic ones. However, no
static analysis is included since the underlying Markov chain is too complex to be solved analytically.
Rosti et al. in [9] consider a similar problem to the one we are exploring. They introduce a simple tractable ana-
lytical model of a multiprocessor system where each job may be assigned either half of the processors or the entire
system. In their model, the allocation policy is “adaptive” which means that the number of processors a job occupies
is not fixed, it is specified just before scheduling by the system and depends on the information the scheduler has at
the instant of scheduling. In addition, jobs run exclusively on the processors they are assigned until they complete.
The model is used to examine if keeping processors idle when there is work to be done is beneficial and under what
conditions these policies (they call them “processor-saving” policies) outperform the common work-conserving ones.
Furthermore, bulk arrivals are studied and simulation is used to examine the more general problem. Their results show
that processor saving policies improve performance under a variety of system and workload characteristics. A review
on queuing theory models of parallel systems may be found in [10] where popular solution methods as well as major
papers in this area are referred.
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The contribution of this paper is to provide a new approximation for the parallel system under study. Specifically,
we find that the exact solution of the model has a property which makes it possible to approximate the exact formulae
with approximate ones. Although the specific property has been already proved in [11] for the case when all service
times are exponentially distributed, we extend that result by proving it for generalized service times of parallel jobs.
We show that the approximation is extremely accurate and use it to further study the impact of each parameter on
system performance. The exact results already derived in [12] are too complex and do not give an intuitive view of
how each parameter affects the performance of the system. For this reason we use our approximate results to ease the
analysis. In addition, we study the mean waiting time metric in detail.
The rest of the paper is organized as follows: In Section 3 we describe the model in detail. In Section 4 the exact
results are provided while in Section 5 we prove the property that leads to our approximation. The approximate
formula is validated for various distributions in Section 6. In Section 7 we show how our approximate results can be
used to study the performance of the system. Finally, experimental results are provided in Section 8.
3. The model
The model we examine is depicted in Fig. 1. We consider a queue with two servers. Jobs arrive at the system
according to a Poisson process with rate λ. Each job requires either one (type-1 job) or two servers (type-2 job) for
its service. Service times for type-1 jobs are exponentially distributed with mean μ−11 . If X is the random variable
representing the service time of type-2 jobs we assume that it follows a general distribution with density function
s(x), finite mean μ−12 and finite second moment. Additionally a job is of type-1 with probability α1 and of type-2
with probability α2 = 1 − α1. To avoid trivial cases we assume that α1 ∈ (0,1). Jobs acquire all the processors they
need at the same time and release them, simultaneously, as soon as they finish execution. Such jobs are called “rigid”
(see [1]). We assume that each job is executed exclusively and no time sharing is employed. This type of scheduling
is called “pure space sharing” (see [1]). What is more, the FCFS scheduling discipline is assumed. When a job comes
at head of the queue it can only start execution if the number of servers it requires is less than or equal to all available
servers. Otherwise, it is blocked and has to wait until all the servers it needs are released. Obviously no other job
behind a blocked one may enter service because of the FCFS scheduling assumption.
4. Exact analysis
We first establish the mathematical equations to govern the system by employing the remaining service time of a
type-2 job as the supplementary variable. For a given time instant t we define
Nt ≡ number of jobs in system at time t,
Vt ≡ remaining service time of a type-2 job at time t ,
x1,t ≡ type of the older job in the system at time t , and
x2,t ≡ type of the second older job in the system at time t .
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At :=
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
0, if Nt = 0,
1, if Nt = 1, x1,t = 1,
(2,Vt ), if Nt = 1, x1,t = 2,
(Nt − 2,1,1), if Nt > 1, x1,t = 1, x2,t = 1,
(Nt − 2,2,1), if Nt > 1, x1,t = 1, x2,t = 2,
(Nt − 2,1,2,Vt ), if Nt > 1, x1,t = 2, x2,t = 1,
(Nt − 2,2,2,Vt ), if Nt > 1, x1,t = 2, x2,t = 2.
The following notations shall be used throughout this section:
Pi(t) := Pr{At = i}, i ∈ {0,1},
P2(u, t) du := Pr
{
At = (2,Vt ), Vt ∈ (u,u + du)
}
,
Pn,i,1(t) := Pr
{
At = (n, i,1)
}
, i ∈ {1,2}, n 0,
Pn,i,2(u, t) du := Pr
{
At = (n, i,2,Vt ), Vt ∈ (u,u + du)
}
, i ∈ {1,2}, n 0,
Pi := lim
t→∞Pi(t), i ∈ {0,1}, P2(u) := limt→∞P2(u, t),
Pn,i,1 := lim
t→∞Pn,i,1(t), i ∈ {1,2}, Pn,i,2(u) := limt→∞Pn,i,2(u, t), i ∈ {1,2},
P2(t) :=
∞∫
0
P2(u, t) du, P2 :=
∞∫
0
P2(u) du,
Pn,i,2(t) :=
∞∫
0
Pn,i,2(u, t) du, i ∈ {1,2}, n 0,
Pn,i,2 :=
∞∫
0
Pn,i,2(u) du, i ∈ {1,2}, n 0,
P−1,i,1(t) := P1(t), i ∈ {1,2}, P−1,i,2(u, t) := P2(u, t), i ∈ {1,2},
P−1,i,1 := P1, i ∈ {1,2}, P−1,i,2(u) := P2(u), i ∈ {1,2},
P−1,i,2 := P2, i ∈ {1,2},
qn :=
⎧⎨
⎩
P0, if n = 0,
P1 + P2, if n = 1,∑2
i=1 Pn−2,i,1 +
∑2
i=1 Pn−2,i,2, if n > 1,
fi(n) :=
{
αi, if n = 0,
1, if n > 0.
Obviously qn equals to the steady state probability that there are n jobs in the system. Relating the state of the system
at time t and t + dt , we set up the following partial differential equations:
d
dt
P0(t) = −λP0(t) + μ1P1(t) + P2(0, t),
d
dt
P1(t) = −(λ + μ1)P1(t) + λα1P0(t) + 2μ1P0,1,1(t) + P0,1,2(0, t),(
∂
∂t
− ∂
∂u
)
P2(u, t) = −λP2(u, t) + λα2s(u)P0(t) + μ1s(u)P0,2,1(t) + s(u)P0,2,2(0, t),
d
dt
Pn,i,1(t) = −
[
λ + (3 − i)μ1
]
Pn,i,1(t) + λfi(n)Pn−1,i,1(t) + 2μ1αiPn+1,1,1(t) + αiPn+1,1,2(0, t),
i ∈ {1,2}, n 0,(
∂
∂t
− ∂
∂u
)
Pn,i,2(u, t) = −λPn,i,2(u, t) + λfi(n)Pn−1,i,2(u, t) + μ1αis(u)Pn+1,2,1(t) + αis(u)Pn+1,2,2(0, t),
i ∈ {1,2}, n 0.
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λP0 = μ1P1 + P2(0),
(λ + μ1)P1 = λα1P0 + 2μ1P0,1,1 + P0,1,2(0),
− d
du
P2(u) = −λP2(u) + λα2s(u)P0 + μ1s(u)P0,2,1 + s(u)P0,2,2(0),[
λ + (3 − i)μ1
]
Pn,i,1 = λfi(n)Pn−1,i,1 + 2μ1αiPn+1,1,1 + αiPn+1,1,2(0), i ∈ {1,2}, n 0,
− d
du
Pn,i,2(u) = −λPn,i,2(u) + λfi(n)Pn−1,i,2(u) + μ1αis(u)Pn+1,2,1 + αis(u)Pn+1,2,2(0),
i ∈ {1,2}, n 0.
To solve the above system of equations we apply generating function transforms. The derivation of the solution is
quite classical. The interested reader should refer to papers using similar methods such as [12,13]. To express the
exact solution we define the following quantities:
Gi,1(z) :=
∞∑
n=0
znPn,i,1, Gi,2(z) :=
∞∑
n=0
znPn,i,2(0), G(z) :=
∞∑
n=0
znqn,
ρi := λ
μi
, γ (z,λ) := s∗(λ − λz), |z| 1, i ∈ {1,2}.
The following proposition summarizes all the exact results already obtained in [12].
Proposition 4.1. The quantities Gi,j (z), i ∈ {1,2} and G(z) are given by the following formulae:
Gi,j (z) = (−1)
(j−1)αi[λ(1 − z) + iμ1](2−j)κj (z)
μ21H(z)
, j ∈ {1,2} and
G(z) = P0 + zμ1[λ(1 − z) + 2μ1 − κ1,0(z)]κ1(z) − κ2(z)
λH(z)
where
κj (z) = κj,0(z)P0 + κj,1(z)P1, j ∈ {1,2}, κ1,0(z) = −λ(1 − z)α1,
κ1,1(z) = α1μ1 − h1(z)
[
z − α2γ (z,λ)
]
,
κ2,1(z) = μ1h1(z)
[
2μ1α1 − h2(z)
(
z − α2γ (z,λ)
)]
,
κ2,0(z) = λ2μ1α2γ (z,λ)
[
α1 − (3 + α1)z
]+ λz[1 − α2γ (z,λ)][λ2z2 − λ(2λ + 3μ1)z + λ2 + 2μ21]
+ λμ1
[
λ(3 + 2α1)z − 2α1(μ1 + λ)
]
,
and
H(z) = ρ21 · z4 −
[
3 + 2ρ1 + α2ρ1γ (z,λ)
]
ρ1 · z3
+ [2α2ρ21γ (z,λ) + 3(1 + α2γ (z,λ))ρ1 + 2 + 2α1ρ1 + ρ21] · z2
− [α2γ (z,λ)(ρ21 + (3 + α1)ρ1 + 2)+ 2α1(1 + ρ1)] · z + α1α2ρ1γ (z,λ).
Furthermore,
P0 = [α1 + (1 + (1 − φ)ρ1)(α2γ (φ,λ)− φ)][2 − 2α2ρ2 − α1(2 − α1)ρ1]2α1 + 2[1 + (1 − φ)ρ1] · [α2γ (φ,λ) − φ] + (1 − φ)α21ρ1
and
P1 = 2 − 2ρ2α2 − ρ1α1(1 + α2) − 2P0
α1
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2α2ρ2 + α1(1 + α2)ρ1 < 2. Finally, the mean queue length E[N ], the mean response time E[W] and the mean
utilization (or mean occupancy) E[U ] are given by the following formulae:
E[N ] = (1 − P0)[2 + α2(3 − 2α1)ρ1 − 4α2ρ2]
2 − 2α2ρ2 − α1(2 − α1)ρ1
+ α2λ
2E[X 2] − α2(α21 − 5α1 + 3)ρ1ρ2 + α22(2ρ22 − α1ρ21)
2 − 2α2ρ2 − α1(2 − α1)ρ1 , (4.1)
E[W] = E[N ]
λ
, (4.2)
E[U ] = ρ2α2 + 12ρ1α1. (4.3)
5. Approximate analysis
Although the formulae presented in the previous section are exact they are too complex to analyze. In this section
we establish an upper bound for φ strictly less than 1 which is subsequently used to approximate E[N ] as well as
E[W]. We present the full steps needed to reach the approximation. Our approximation is proved to be extremely
accurate and can be applied to ease the analysis of the model under study. We firstly define the following set:
A :=
{
y > 1: H
(
1
y
)
< 0, ∀(α1, λ,μ1,μ2) ∈ S
}
where S is the set of all elements of the form (α1, λ,μ1,μ2)1 that satisfy the stability condition. It is easy to check
that A⊆A1 where
A1 :=
{
y > 1: H
(
1
y
)
< 0, ∀(α1, λ,μ1,μ2) ∈ S1
}
,
S1 :=
{
(α1, λ,μ1,μ2): ρ1 < w(α1), ρ2 <
1
α2
}
and w(α1) := 2[α1(2−α1)]−1. Instead of usingA we will deal withA1 which is much easier to handle. The rationale
of the analysis that follows is to find a number y ∈ A1 which is close to supA1. This is because if y ∈ A1 then
H(0)H( 1
y
) < 0 which implies that φ ∈ (0, 1
y
). After algebraic manipulations we find that a necessary and sufficient
for H( 1
y
) to be negative is the following inequality:
−α2y · T (ρ1, α1, y) · c(y,λ) < α1y2 ·
[
2y + (y − 1)ρ1
]− T (ρ1, α1, y) (5.1)
where T (ρ1, α1, y) := (y − 1)2ρ21 − y(y − 1)(α1y − 3)ρ1 + 2y2 and c(y,λ) := γ ( 1y , λ). We assume that the only
parameter that varies is μ1. The rest of the parameters are kept fixed but random. The variable ρ1 = λμ−11 which
depends on μ1, takes all the values of the real positive axis when μ1 > 0. In addition, there is a one to one corre-
spondence between ρ1 and μ1 when λ is fixed. For this reason and the fact that algebraic methods are much easier
with ρ1, we consider in the analysis that follows ρ1 to be the main variable. From the definition of S1 it follows that
ρ1 ∈ (0,w(α1)). Function T is a quadratic polynomial with respect to ρ1. It is easy to check that it has two real roots
when α1 ∈ ( 3−2
√
2
y
, 3+2
√
2
y
) given by d(±)T (α1, y) := y2(y−1) (α1y − 3 ±
√
(α1y − 3)2 − 8), a double real root when
α1 = 3±2
√
2
y
and no real roots in any other case. To keep 3+2
√
2
y
> 1 we assume that y ∈ (3 + 2√2,+∞) and seek for
values y > 3 + 2√2 that belong to A1. If this process fails, we shall then have to restrict our search for y  3 + 2
√
2.
We separate the analysis into two cases:
1 We note that α1 ∈ (0,1), λ > 0, μ1 > 0 and μ2 > 0 whenever these quantities appear.
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5.1. Case α1 ∈ [ 3+2
√
2
y
,1)
To simplify (5.1) we need to find the relation among the functions d(−)T , d(+)T and w. Obviously d(−)T < d(+)T . By
examining the monotonicity of the corresponding functions the following lemma can be proved:
Lemma 5.1. It holds that d(−)T (α1, y) ∈ (0,w(α1)), ∀α1 ∈ [ 3+2
√
2
y
,1) and ∀y ∈ (3 + 2√2,+∞). In addition,
∀y > 7+
√
33
2 there exists a unique real number x0(y) belonging to the interval [ 3+2
√
2
y
,1) such that
d
(+)
T (α1, y) ∈ (0,w(α1)) if α1 ∈ [ 3+2
√
2
y
, x0(y)), d
(+)
T (x0(y), y) equals to w(x0(y)) and d
(+)
T (α1, y) ∈ (w(α1),+∞)
if α1 ∈ (x0(y),1).
Proof. See [12]. 
We assume that y > 7+
√
33
2 and continue our investigation with this in mind. If it turns out that does not exist
y > 7+
√
33
2 that belongs to A1, we will then have to look for y’s less than 7+
√
33
2 . In the next paragraph an analytic
expression for x0(y) is provided.
• A formula for x0(y).
To find an expression for x0 we need to solve the equation d(+)T (α1, y0) = w(α1). Conducting the algebraic manipula-
tions leads to the quartic equation α41 +(y−5)α31 − 2y
2−3y−3
y
α21 + 6(y−1)y α1 + 2(y−1)
2
y2
= 0. To solve the above equation
we use the formulae of [14,15] for solving cubic and quartic equations. Specifically, the four roots of the general quar-
tic equation x4 +ax3 +bx2 +cx+d = 0 with real coefficients are given by 12 [(−1)i
√
λ0 ±
√
−λ0 − 2(p + (−1)iq√λ0 )]−
a
4 , i ∈ {1,2}, where p = b − 3a
2
8 , q = c − ab2 + a
3
8 , r = d − ac4 + a
2b
16 − 3a
4
256 and λ0 is a root of the cubic equation
x3 + âx2 + b̂x + ĉ = 0 with â = 2p, b̂ = p2 − 4r , ĉ = −q2. We use the same notation as in the general solution but
with the “1” as an additional subscript. We need to find a root of the corresponding cubic equation. For this reason,
we use the method described in [15]. We define A1(y) := 1, B1(y) := 2p1(y), C1(y) := p21 − 4r1, D1(y) := −q21 and
compute
B1(y)
2 − 3A1(y)C1(y) = 4y
4 − 30y3 + 129y2 − 120y + 33
y2
.
To find the sign of the above expression we make a plot of it in Fig. 2(a). Obviously, B1(y)2 − 3A1(y)C1(y) > 0,
∀y ∈ (5,30). Then, we need to find the quantity
L1(y) = 27A
2
1D
2
1 + 2B31 − 9A1B1C1
2(
√
B2 − 3A1C1)3
.1
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that the corresponding cubic equation has three real roots.
From [15] we find that an expression of one real root is given by
ζ1(y) = −2 sgn(L1(y)) cos(
arccos(|L1(y)|)
3 )
√
B1(y)2 − 3A1(y)C1(y)
3
− B1(y)
3
.
Consequently, the four roots of the quartic equation are given by
χ
(±)
1,a (y) =
1
2
[−√ζ1(y) ±√θ(−)1 (y) ]− a1(y)4 ,
χ
(±)
1,b (y) =
1
2
[√
ζ1(y) ±
√
θ
(+)
1 (y)
]− a1(y)
4
,
where θ(±)1 (y) := −ζ1(y)−2(p1(y)± q1(y)√ζ1(y) ). To check which of the above roots are real we make a plot of ζ1(y) and
θ
(±)
1 (y) in Figs. 3(a)–3(c). Thus ζ1(y) and θ(±)1 (y) are positive in (5,30) which implies that the quartic equation has 4
real roots. To find which expression corresponds to x0 we plot each one of them (Figs. 3(d)–3(g)). Since x0(y) ∈ (0,1),
∀y ∈ ( 7+
√
33
2 ,30), it is clear that an analytic expression for x0 is the following:
x0(y) =
√
ζ1(y) + sgn(L1(y))
√
−ζ1(y) − 2(p1(y) + q1(y)√ζ1(y) )
2
− a1(y)
4
.
By dividing the right part of inequality (5.1) with the coefficient of c(y,λ) at the left part we find the following:
R(ρ1, α1, y) := 1
α2y
− α1y
α2
· 2y + (y − 1)ρ1
T (ρ1, α1, y)
.
The partial derivative of R with respect to variable ρ1 is
∂R(ρ1, α1, y)
∂ρ1
= α1y(y − 1)V (ρ1, α1, y)
α2T (ρ1, α1, y)2
where V (ρ1, α1, y) := (y − 1)2ρ21 + 4y(y − 1)ρ1 − 2y2(α1y − 2). Function V is a quadratic polynomial with re-
spect to variable ρ1. It has two real roots given by e(±)V (α1, y) := y −2±
√
2α1y
y−1 . It is easy to check that e
(−)
V (α1, y)
is always negative and e(+)V (α1, y) is positive when α1 ∈ ( 2y ,1). Therefore, R is decreasing in (0, e(+)V (α1, y)) and
increasing everywhere else. Furthermore, simple algebraic manipulations are needed to show that e(+)V (α1, y) ∈
(d
(−)
T (α1, y), d
(+)
T (α1, y)) when α1 ∈ ( 3+2
√
2
y
,1). In addition, e(+)V (
3+2√2
y
, y) = d(±)T ( 3+2
√
2
y
, y). We consider the fol-
lowing subcases:
5.1.1. α1 ∈ [ 3+2
√
2
y
, x0(y))
By Lemma 5.1 we consider cases with respect to where ρ1 belongs. In the first case we assume that ρ1 ∈
(0, d(−)T (α1, y)). This case is extensively explained in [12] we omit it. In case when ρ1 = d(−)T (α1, y) it is
trivial to show that inequality (5.1) holds. We continue with the case when ρ1 belongs to the open interval
(d
(−)
T (α1, y), d
(+)
T (α1, y)). Inequality (5.1) becomes:
c(y,λ) < R(ρ1, α1, y). (5.2)
It is known from the properties of the Laplace–Stieltjes transform that c(y,λ) is less that or equal to 1. Therefore, the
monotonicity of R implies that a sufficient condition for inequality (5.2) to hold is the following:
R
(
e
(+)
V (α1, y),α1, y
)
> 1. (5.3)
We define R1(α1, y) := R(e(+)V (α1, y),α1, y). After algebraic manipulations we find:
R1(α1, y) = 1 + 2α1y − 2
√
2√α1y
α y(1 + α y − 2√2√α y) .2 1 1
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(+)
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(−)
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(+)
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Differentiating with respect to α1 yields:
∂R1(α1, y)
∂α1
= M(α1, y)
α22y(1 + α1y − 2
√
2√α1y)2
where M(α1, y) := 2y2(√α1)4 − 5
√
2y√y(√α1)3 + 10y(√α1)2 −
√
2√y(y + 4)(√α1) + y + 1. Function M is a
quartic polynomial with respect to variable √α1. We explore the roots of M in the next paragraph.
• The equation M(a1, y) = 0 with respect to α1.
To solve the quartic equation 2y2(√α1)4 −5
√
2y√y(√α1)3 +10y(√α1)2 −
√
2√y(y+4)√α1 +y+1 = 0, we firstly
define a2(y) = − 5√2y , b2(y) = 5y , c2(y) = −
y+4
y
√
2y , d2(y) =
y+1
2y2 . After algebraic manipulations we find: p2(y) = 516y ,
q2(y) =
√
2
32 · 11−16yy√y , r2(y) = 11024 · 77−128yy2 . We additionally define A2(y) := 1, B2(y) := 2p1(y), C2(y) :=
p21 − 4r1, D2(y) = −q21 and compute B2(y)2 − 3A2(y)C2(y) = 2−3y2y2 . Obviously, B2(y)2 − 3A2(y)C2(y) < 0,
∀y ∈ ( 7+
√
33
2 ,+∞). Therefore, in this case we have L2(y) = − 54y
2−63y+19
2
√
2(
√
3y−2)3 . It is easy to check that L2(y) < 0,
∀y ∈ ( 7+
√
33
2 ,+∞). Therefore, according to [15], the exactly one real solution of the corresponding cubic equation is
given by
ζ2(y) = −13
[
B2(y) + 2 sinh
(
sinh−1(L2(y))
3
)√
3A2(y)C2(y) − B2(y)2
]
.
To check the sign of ζ2(y) we make a plot of it in Fig. 4(a). Obviously, ζ2(y) > 0, ∀y ∈ ( 7+
√
33
2 ,30). Consequently,
the four roots of the quartic equation are given by
χ
(±)
2,a (y) =
1 [−√ζ2(y) ±√θ(−)2 (y) ]− a2(y) ,2 4
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χ
(±)
2,b (y) =
1
2
[√
ζ2(y) ±
√
θ
(+)
2 (y)
]− a2(y)
4
,
where θ(±)2 (y) := −ζ2(y) − 2(p2(y) ± q2(y)√ζ2(y) ). We make a plot of θ
(±)
2 (y) (Figs. 4(b)–4(c)). The plots imply
that the quartic equation with variable √α1 has two real roots, the χ(±)2,b (y). Therefore, the roots we seek are the
x1,±(y) := (χ(±)2,b (y))2. To check which of these two real roots belongs to (0,1) as well as their relation with 3+2
√
2
y
and x0(y) we plot x1,±(y), x0(y), 3+2
√
2
y
in Fig. 5. We observe that 0 < x1,−(y) < 3+2
√
2
y
< x0(y) < x1,+(y) < 1,
∀y ∈ ( 7+
√
33
2 ,30).
The fact that ∂R1(0,y)
∂α1
> 0 as well as the continuity of ∂R1
∂α1
implies that ∂R1
∂α1
is positive in (0, x1,−(y)), negative in
(x1,−(y), x1,+(y)) and positive in (x1,+(y),1). The last yields that for the current case, R1 has minimum when α1
equals to x0(y). Consequently, a necessary and sufficient condition for inequality (5.3) to hold is the following:
R1
(
x0(y), y
)
> 1. (5.4)
Function R1(x0(y), y) is of variable y only. Figures 6(a) and 6(b) yield that inequality (5.4) holds when y ∈ (9,21)
(these values are selected approximately so that they are integers). Obviously, 9 is greater than 7+
√
33
2 . We further
make the assumption that 21 > y > 9 and examine if there exist such y’s that belong toA1. The case ρ1 = d(+)T (α1, y)
is trivial. Finally we examine the case when ρ1 ∈ (d(+)T (α1, y),w(α1)). In this case inequality (5.1) becomes
c(y,λ) > R(ρ1, α1, y). (5.5)
Since R is increasing in (d(+)T (α1, y),w(α1)) inequality (5.5) holds if
R
(
w(α1), α1, y
)
< 0. (5.6)
Function R(w(α1), α1, y) is too difficult to analyze. To deal with this problem we use the fact that w(α1) is decreasing.
This gives that w(α1) < σ(y) where σ(y) := w( 3+2
√
2
y
). Thus it suffices to show that R(σ(y),α1, y) < 0. If we define
R2(α1, y) := α2R(σ(y),α1, y) the last inequality holds iff
R2(α1, y) < 0. (5.7)
We examine the monotonicity of R2 with respect to variable α1. We have:
∂R2(α1, y) = −y[2y + (y − 1)σ (y)][T (σ (y),α1, y) + α1y
2(y − 1)σ (y)]
2 .∂α1 T (σ (y),α1, y)
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Obviously σ(y) > d(+)T (α1, y). Therefore T (σ (y),α1, y) is positive and
∂R2
∂α1
is negative. This means that R2 is de-
creasing with respect to variable α1. As a result, inequality (5.7) is valid if
R2
(
3 + 2√2
y
, y
)
< 0. (5.8)
The first part of inequality (5.8) is a function of y only. Since it is too complex to be analyzed analytically, we made
a plot of it when y belongs to (9,21) (Fig. 6(c)). It turns out that inequality (5.8) holds in that interval.
5.1.2. α1 ∈ [x0(y),1)
Following the results of Lemma 5.1 we consider separate cases also. However, the cases when ρ1 ∈ (0, d(−)T (α1, y))
and ρ1 = d(−)T (α1, y) are the same as in the previous section. The only case left to study is when ρ1 ∈
(d
(−)
T (α1, y),w(α1)). In that case inequality (5.1) is valid iff (5.2) holds. It is too difficult to determine analytically the
relation between w(α1) and e(+)V (α1, y). This is because equation w(α1) = e(+)V (α1, y) leads to a quintic equation for
which no general analytical solution exists. However, it is easy to see that a sufficient condition for inequality (5.2) to
hold is
R1(α1, y) > 1. (5.9)
From results of the corresponding case of the previous section it follows that inequality (5.9) holds iff
R1
(
x1,+(y), y
)
> 1.
Figures 7(a) and 7(b) show how R1(x1,+(y), y) evolves in relation to y. We find numerically that (5.2) holds when
y ∈ (9,15.827) and
sup
{
y > 9: R1
(
x1,+(y), y
)
> 1
}
 15.827499.
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5.2. Case α1 ∈ (0, 3+2
√
2
y
)
In this case T is positive. Therefore, inequality (5.1) becomes the same as inequality (5.5). To find y′s such
that (5.5) holds we use Jensen’s inequality (see [16]). To find y′s such that (5.5) holds we use Jensen’s inequality.
Jensen’s inequality states that if f is a convex function, then E[f (X)] f (E[X]), provided the expectations exist.
The Laplace–Stieltjes c(y,λ) can be rewritten as
c(y,λ) =
∞∫
0
e
−λ(1− 1
y
)u
s(u) du = E[e−λ(1− 1y )X ]= E[f̂ (X )],
where f̂ (x) = e−λ(1− 1y )x . But f̂ ′′(x) = λ2(1 − 1
y
)2e−λ(1−
1
y
)x
> 0 which implies that f̂ is convex. Therefore, Jensen’s
inequality gives:
c(y,λ) = E[f̂ (X )] f̂ (E[X ])= e−λ(1− 1y )E[X ] = e−λ(1− 1y ) 1μ2 = e−(1− 1y )ρ2 . (5.10)
If α1 is less than or equal to 1y then R(0, α1, y) will be positive or zero respectively. In both cases, e
(+)
V (α1, y)
will be negative and R will be increasing in (0,+∞). If α1 > 1y then R(0, α1, y) < 0 while e(+)V (α1, y) may
change sign. Combining inequality (5.10) and the above discussion yields that a sufficient condition for (5.5) is
limρ1→∞ R(ρ1, α1, y) < e
−(1− 1
y
)ρ2
. But limρ1→∞ R(ρ1, α1, y) = 1α2y . From the last two inequalities we find:
ρ2 < τ(α1, y), (5.11)
where τ(α1, y) := ln(α2y)y(y−1) . Differentiating τ with respect to α1 yields that ∂τ∂α1 is negative, which implies that (5.11)
is valid if ρ2 < τ( 3+2
√
2
y
, y) = y ln(y−3−2
√
2)
y−1 . From previous analysis we found that the value y = 15.827 is the
maximum y we could derive such that inequality (5.1) is satisfied. Setting y = 15.827 to the above inequality yields
ρ2 < τ(
3+2√2
15.827 ,15.827) 
 2.4577(> 2.45). Consequently, if ρ2 < τ( 3+2
√
2
15.827 ) then inequality (5.5) is satisfied. We
examine the case when ρ2  τ( 3+2
√
2
15.827 ). To deal with this case we turn back toA1. It is easy to see that α1 ∈ (1− 1ρ2 ,1).
Since ρ2 > 2.45, 1 − 1ρ2 ∈ (0.59,1). But 3+2
√
2
15.827 
 0.3683. This means that α1 ∈ ( 3+2
√
2
y
,1). Therefore, from results
of case (5.1) we conclude that inequality (5.1) holds.
Consequently, the maximal y we were able to find such that y ∈A1 is y = 15.827. Although the above derivation is
not rigorous, it is valid and explains the process leaded to y = 15.827. To make a rigorous proof we can set y = 15.827
from the beginning of this section and follow exactly the same steps without needing the plots. This establishes the
following proposition:
Proposition 5.1. φ ∈ (0, 1 
 0.0632).15.827
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approximate expression:
Ê[N ] =
∑3
i=0
∑2
j=0(Ei,j + s(λ) ·Ξi,j )ρi1ρj2
δ[2α1 + 2α2(1 + ρ1)s(λ) + α21ρ1]
, (5.12)
where
E0,0 = 2α1α2λ2E
[X 2], E0,1 = 4α1α2, E0,2 = −4α1α22,
E1,0 = α21
[
2(3 − α1) + α2λ2E
[X 2]], E1,1 = −6α21α2(2 − α1), E1,2 = 2α21α22,
E2,0 = −α21
(
2α31 − 9α21 − 14α2
)
, E2,1 = −α21α2
(
α21 − 5α1 + 3
)
, E2,2 = 0,
E3,0 = −α31α22,E3,1 = 0, A3,2 = 0,
Ξ0,0 = 2α22λ2E
[X 2], Ξ0,1 = 4α22, Ξ0,2 = −4α32,
Ξ1,0 = 2α22λ2E
[X 2]+ 2α1α2(2 − α1), Ξ1,1 = 2α22(3α21 − 4α1 + 2),
Ξ1,2 = −4α32, Ξ2,0 = −α1α2
(
2α31 − 7α21 + 11α1 − 8
)
, Ξ2,1 = 2α1α22(3α1 − 4),
Ξ2,2 = 0, Ξ3,0 = α1α22
(
2α21 − 5α1 + 4
)
, Ξ3,1 = 0, Ξ3,2 = 0.
With the above approximation in mind we may also derive an approximate formula for the mean waiting time E[W].
Formula (4.2) becomes:
E[W] 
 Ê[W] = Ê[N ]
λ
. (5.13)
The above approximate formula is much easier to handle than the exact one and can be used for optimization purposes.
6. Approximation validation
To investigate how accurate our approximation is we compare the exact with the approximate values of the mean
queue length as well as the mean waiting time. For this reason we use the exact as well as the approximate formulae of
the previous sections. We note that since we have already derived the exact solution of the model for general service
times of type-2 jobs, there is no need to use software simulation. As a measure of the approximation error we use the
relative percentage error ER100 which for an arbitrary quantity X is defined by
ER100{X} := |Exact value of X − Approximate value of X||Exact value of X| · 100%.
Therefore, ER100{E[N ]} = |E[N ]−̂E[N ]|E[N ] · 100%. In addition,
ER100
{
E[W]}= |E[W] − Ê[W]|
E[W] · 100% =
|E[N ]
λ
−̂E[N ]
λ
|
E[N ]
λ
· 100% = ER100
{
E[N ]}.
As a result, it is sufficient to investigate ER100{E[N ]} only. The quantity ER100{E[N ]} depends on λ,α1,
μ1,μ2. Furthermore, the stability condition can be rewritten as λ < λmax(α1,μ1,μ2) where λmax(α1,μ1,μ2) :=
2μ1μ2
2α2μ1+α1(1+α2)μ2 . For every μ1,μ2 > 0 we define ERMAX100{E[N ]}(μ1,μ2) = max{ER100{E[N ]}: λ < λmax,
α1 ∈ (0,1)}. In our experiments we use the following distributions for the service times of type-2 jobs:
(1) Exponential: This distribution is used as a standard and simple distribution applied in many queuing models.
Furthermore, it is a distribution with CX = 1.
(2) Deterministic: This distribution is an extreme case of a distribution with CX = 0. It is very interesting and useful
to know how the error responds in this situation. What is more, it can be applied in many practical application
where we know a priori the service time distribution of parallel jobs.
(3) Erlang with CX = 0.5 (see [17]). We use this distribution as an example of a distribution with CX ∈ (0,1).
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terministic, (c) Erlang with CX = 0.5, (d) Uniform.
(4) Uniform in the interval (0, 2
μ2
). This distribution has a rational Laplace–Stieltjes transform and appears in many
real life situations.
(5) Hyperexponential with coefficient of variation 2, 5 and 10 (see [17]). These cases are used to investigate the
impact of high CX on the accuracy of our approximation. Service time distributions with high variability are very
common in real life parallel systems.
In Figs. 8(a)–8(d) and 9(a)–9(c) we plot ERMAX100{E[N ]}(μ1,μ2) for each one for the above distributions. The
maximal values where computed numerically. The first observation is that the maximal relative percentage error is
less that 0.6% in all cases. This implies that the approximate formula is extremely accurate. Furthermore we find
that the maximal error increases when μ1 decreases, while increases less rapidly when μ2 decreases. In addition, the
experiments give an indication that ERMAX100{E[N ]} is not significantly influenced by an increase in variability.
Although we selected for presentation μ1,μ2 < 100, we have experimented with much greater ranges for μ1, μ2.
Our results show that the maximal relative percentage error still remains less that 0.6% in these cases also.
7. Using the approximate formula
Approximate formula (5.13) could be used to analytically study the impact of each parameter on the performance
of the system. However, the Laplace–Stieltjes transform s(λ) term makes this analysis impossible since it has sig-
nificant impact on the output value of the formula. To overcome this difficulty we use continuous phase-type (PH)
distributions. PH distributions are dense in the class of distributions on R+. Therefore, every continuous function
D. Filippopoulos, H. Karatza / Journal of Computer and System Sciences 74 (2008) 942–964 957Fig. 9. Plots of ERMAX100{E[N ]}(μ1,μ2) with respect to μ1, μ2 when the service time distribution for type-2 jobs is Hyperexponential with
(a) CX = 2, (b) CX = 5, (c) CX = 10.
can be approximated arbitrary closely by a PH distribution. Furthermore, the Laplace–Stieltjes transform as well as
the moments of a PH distribution can be written in closed-form. A continuous PH random variable is defined by the
parameters n ∈ {1,2,3, . . .}, τ0 ∈ (0,1),−→τ and T where −→τ is a raw vector of size n and T is an n× n matrix such that
the following hold:
(1) Matrix Q defined by
Q(n+1)×(n+1) =
(
0 −→0 n
−→τ Tn×n
)
is a generator matrix.
(2) τ0 + −→τ · 1n = 1.
In the above expressions 1n is a column vector of n 1’s and
−→0 n is a raw vector of n 0’s. The Laplace–Stieltjes
transform of a PH random variable Υ is given by LΥ (θ) = τ0 + −→τ (θ · In − T)−1(−T · 1n) where In is the unit matrix
of size n. Furthermore, E[Υ k] = k!−→τ (−T −1)k1n, k  1. A detailed analysis of the PH distribution is included in
[18,19]. Substituting the above expressions to (5.12) with the appropriate value for k gives an approximate expression
for the mean queue length. An expression for the mean waiting time may be also found. When seeking for a PH
distribution to approximate a particular random variable it is extremely important to use as few parameters as possible
so that an analytical study is possible. In this study we use the two Coxian (special PH distributions) distributions
proposed in [17]. The first one is used to approximate a distribution with CX < 1 and the second one approximates a
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distribution with CX > 1. We first examine the case CX < 1. Given μ2 and CX the proposed Coxian distribution is
depicted in Fig. 10(a). Its parameters are given by:
k =
⌈
1
C2X
⌉
, b1 =
2kC2X + (k − 2) −
√
k2 + 4 − 4kC2X
2(C2X + 1)(k − 1)
,
μ = μ2
[
k − b1(k − 1)
]
, s(θ) =
(
μ
μ + θ
)k
.
Substituting the above quantities to (5.12) and (5.13) we can have a closed-form approximate expression for the mean
waiting time when the service times of type-2 jobs follow a general distribution with CX < 1. In Figs. 11(a)–11(d) we
plot Ê[W] with respect to CX for various fixed values of α1 when E[U ] is kept fixed. To keep the mean utilization
fixed we adjust the mean arrival rate λ as well. From the plots we find that the mean waiting time increases when
CX increases. However, the increase speed is not very fast. Furthermore, we observe that there exists a point ξ0 near
the middle of (0,1) such that Ê[W] is an increasing function of α1 when α1 < ξ0 and a decreasing function of α1
otherwise. All these observations seem not to be affected by the increase in the mean utilization.
In the second case we use a Coxian distribution to approximate a distribution with CX > 1. Following [17] we use
the distribution depicted in Fig. 10(b). The parameters are selected as follows:
s1 = 2μ2, s2 = μ2
C2X
, a = 1
2C2X
.
In addition, s(θ) = (1 − a) s1
s1+θ + a s1s2(s1+θ)(s2+θ) . Using the above expressions and (5.12), (5.13) we may derive an
approximate formula for the mean waiting time when service times for type-2 jobs follow a distribution such that
CX > 1. In Figs. 12(a)–12(d) we plot the Ê[W] with respect to CX for various fixed values of α1 when E[U ] is kept
fixed. To keep the mean utilization fixed we adjust the mean arrival rate λ as well. We observe that the variability of
the service time of type-2 jobs has a significant impact on system performance. In particular, the mean waiting time
is an increasing function of CX while the speed of increase is fast. Secondly, at low utilizations, the greater the value
of α1 is, the lower the curve of the corresponding function is. However, this is not the case as the mean utilization
increases. In that case we cannot extract a single rule of how the curves are ordered in relation to α1.
8. Experimental results
In this section we present numerical results with respect to maximal occupancy, maximal throughput and mean
waiting time. We note that all the experiments of the current section where conducted using the exact folmulae wher-
ever needed.
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8.1. Maximal occupancy
Formula (4.3) gives the mean steady state utilization of the servers which can be used to determine the max-
imal occupancy of the servers. The maximal occupancy is the utilization as the arrival rate reaches its maximal
allowable value inside the stability region. In the case of M/M/1 queue for example, the utilization of the server
in steady-state E[U (M/M/1)] equals to λ
μ
< 1. The maximal occupancy of the server is found if we consider the limit
limλ→μ E[U (M/M/1)] = 1 = 100%. This result means that as the traffic intensity λ reaches its maximal value while
keeping the system in steady state, the utilization of the server approaches 100%. Returning to our more general prob-
lem we find E[U ]max = limλ→λmax E[U ] = 2α2μ1+α1μ22α2μ1+α1(1+α2)μ2 . Observe that E[U ]max is less than 1 which implies that
the utilization of the servers cannot ever reach 100% even in maximum traffic intensity conditions. This is due to the
fragmentation of the system imposed by the presence of two types of jobs. Dividing the numerator as well as the denu-
merator of E[U ]max by μ2 and setting x = μ1 · μ−12 yields E[U ]max = 2α2x+α12α2x+α1(1+α2) . In Fig. 13(a) we plot E[U ]max
when α1 varies and x is kept fixed. The first observation is that the maximal utilization increases as x increases. This
implies that E[U ]max increases either by increasing μ1 or by decreasing μ2. An explanation for this is that if the ser-
vice rate of type-1 jobs increases, they are executed faster and the average time a type-2 job is blocked before a type-1
job decreases. On the other hand, if the service rate of type-2 jobs decreases, the servers are both kept busy for bigger
time intervals and as a result, E[U ]max increases. The second observation is that the maximal utilization increases as
α1 approaches the two edges of (0,1) and decreases when α1 is near the middle of (0,1). This is again related to the
fragmentation of the system. As |α1 −α2| increases, the probability that a blocking happens decreases and the jobs are
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Fig. 13. (a) E[U ]max versus α1 when x is fixed. (b) λmax versus α1 when μ1 = 1 and μ2 is fixed.
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better packed in the system. All the curves of Fig. 13(a) decrease up to a point, which is the minimum, and after that
they increase. This point can be easily determined by studying the partial derivative of E[U ]max(α1, x) with respect
to variable α1. We find that it is given by u1(x) =
√
2x
1+√2x . It is easy to check that u1 is an increasing function of x. In
addition, u1(0) = 0 and limx→∞ u1(x) = 1. Therefore, the minimum starts from 0 when x equals to 0 and approaches
1 as x increases. Obviously, E[U ]max(α1, x) > E[U ]max(v1(x), x), ∀α1 ∈ (0,1). By investigating the monotonicity
of E[U ]max(v1(x), x), we find that it has minimum at x = 0 equal to 12 . Consequently, E[U ]max ∈ ( 12 ,1). This implies
that the maximal utilization of the servers cannot ever be equal to or below 50%. Formula (4.3) may be rewritten as
E[U ](α1) = ( ρ12 − ρ2)α1 + ρ2, which indicates that E[U ](α1) is increasing if ρ1 > 2ρ2 and decreasing otherwise. In
addition, it is easy to see that the mean utilization decreases as μ1 and μ2 increase.
962 D. Filippopoulos, H. Karatza / Journal of Computer and System Sciences 74 (2008) 942–964Fig. 15. E[W ] with respect to α1 when μ1 = 2μ2, μ2 = 1 and E[U ] is kept fixed at: (a) 20%, (b) 40%, (c) 60%, (d) 80%.
8.2. Maximal throughput
The maximal throughput is the throughput of the system as the load reaches its maximal value inside the stability
region. The stability condition implies that the maximal throughput is given by λmax. It is easy to show that λmax is an
increasing function of both μ1 and μ2. Additionally we investigated the monotonicity of the maximal throughput with
respect to variable α1 when the rest of the parameters are kept fixed. We found that λmax is increasing if μ2  μ1, while
it is decreasing in (0,1 − μ1
μ2
) and increasing in (1 − μ1
μ2
,1) when μ2 > μ1. This is clearly illustrated in Fig. 13(b).
8.3. Mean waiting time
In this section we investigate the mean waiting time given by (4.2) as a function of α1 for fixed values of the mean
utilization. To achieve a fixed utilization each time α1 changes, λ changes also according to λ = 2μ1μ2E[U ] . We use2μ1α2+α1μ2
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the same distributions used in Section 5. The hyperexponential distribution has coefficient of variation CX = 2. The
first set of experiments is shown in Figs. 14(a)–14(d).
We observe that the curves are ordered according to variability. Therefore, the higher the variability of the service
times of type-2 jobs is, the higher the mean waiting time becomes. Furthermore, although the mean utilization is kept
fixed, the mean waiting time varies in relation to α1. There is a maximum point ξ1 ∈ (0,1) such that E[W ] increases
when α1 ∈ (0, ξ1) and decreases otherwise. This maximum point is close to 0 at low utilizations and moves towards
the middle of (0,1) as the mean utilization increases.
In Figs. 15(a)–15(d) we keep μ2 = 1 and we double μ1 such that μ1 = 2μ2. We observe that at low utilizations
the mean waiting time is a decreasing function of α1. However, at high utilizations the point ξ1 ∈ (0,1) exists. All the
curves are still ordered in decreasing order of the coefficient of variation of the corresponding distributions.
In our last experiment we keep μ1 = 1 and we double μ2 such that μ2 = 2μ1. The results are illustrated in
Figs. 16(a)–16(d). Observe that the monotonicity of the figures changes, so that E[W ] increases at low utilizations. At
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increases but in the opposite direction from the previous cases. Observe that when E[U ] = 0.8 the system becomes
unstable for a certain range of α1 around ξ1.
A general observation is that the probability of blocking constitutes a significant factor in system performance.
The discussion made in Section 8.1 is still valid here also. However, the point in (0,1) for parameter α1 where the
maximum mean waiting time is achieved (if it exists) highly depends on the values of μ1,μ2.
9. Conclusion
We have analyzed a two-class parallel queue with two servers where all jobs are rigid and pure space sharing is
employed. Closed-form expressions, exact as well as approximate, for various performance measures of interest where
derived. The error analysis results show that our approximation is very accurate. Finally, we have investigated the
impact of each parameter on system performance by conducting various experimental results. Studying the waiting
time distribution, determining the output process of the system, considering each class separately or analyzing the
same problem having a finite queue are constitute options for future work. What is more, though simple and easily
applicable, the FCFS scheduling discipline might not be effective in terms of performance. Thus we intend to examine
other possible scheduling strategies such as Last-Come-First-Served (LCFS) or Shortest-Service-Demand (SSD) in
the next study. In addition, we shall consider relaxing the Poisson arrival process since real life parallel applications
exhibit long range dependancy and hence self similar traffic. Finally, we intend to examine if our approximation is
valid at other multi-resource queuing models also.
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