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Viidennessä ja viimeisessä kappaleessa määrittelemme bilineaarisen Calderón-Zygmund operaatto-
rin, kokoamme yhteen aikaisemmin kehitetyn teorian tuloksia ja vedämme näistä tuloksista lyhyeh-
könä korollaarina bilineaarisen Calderón-Zygmund -operaattorin rajoittuneisuuden.
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1
Introduction
Assuming the representation theorem given in [3] for bilinear Calderón-Zygmund operators
via what we call model operators, the goal of this master’s thesis is to develop all-around-
useful tools, apply them in the study of model operators, and then with the results,
conclude the boundedness of the bilinear Calderón-Zygmund operator as a mapping Lp×
Lq −→ Lr for exponents 1 < p, q ≤ ∞ and r > 1/2 that satisfy the relation 1/p+1/q = 1/r.
We begin by familiarizing ourselves with the dyadic system, show how to represent
functions as martingale differences, and define the square function. Then we prove a
characterization of Lp, for p > 1, via the square function which reveals its usefulness.
We conclude chapter one by proving an equality that links martingale differences to Haar
functions. This equality combined with the martingale difference representation allows us
to easily obtain representation of functions in the Haar-basis.
In chapters two and three we introduce two classes of operators, namely, bilinear shifts
and paraproducts, which are what we call model operators. First we prove strong estimates
in the Banach range for bilinear shifts. Then, in order to tackle bilinear paraproducts in
the Banach range, we move to study linear paraproducts. To begin, we expand our toolkit
by introducing an interesting estimate concerning sparse families. Then, for the first time,
we employ the full strength of our so-far developed tools, proving a direct Lp-estimate
without falling to case study. Chapter two is concluded with strong estimates in the
Banach range for bilinear paraproducts.
To move into the quasi-Banach range, we introduce a dualization lemma that gives a
characterization of boundedness of an operator mapping to the weak Lr-space, for r > 0.
Using this, we then proceed to prove weak end-point estimates for both bilinear shifts and
paraproducts. The quasi-Banach estimates could in our setting be proved by an approach
employing the Calderón-Zygmund decomposition. The drawback of this method would
be that it does not generalize to the bi-parameter setting, thus it is avoided.
In chapter four, we introduce a method of interpolation that allows us to conclude
strong Lp−estimates for bilinear shifts and paraproducts in the quasi-Banach range from
the estimates proved in chapters two and three.
In the last chapter, we define the bilinear Calderón-Zygmund operator and show that
by assuming the bilinear Calderón-Zygmund operator representation theorem, we can, by
the tools developed in the previous chapters, prove the fore-set boundedness of Calderón-
Zygmund operators.
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2
1 Basic results and square function estimates
Every single operator to be faced in Chapters 1 and 2 will have as a basis of its definition
some system of dyadic cubes; everything that follows will have some dyadic system at its
core.
1.1 The dyadic system and preliminary definitions
We begin by defining some core concepts and noting the fundamental basic properties of
dyadic systems.
Definition 1.2. If Q ⊂ Rn is a cube, its side-length is denoted by l(Q). A collection of
















Assume that F is some sub-collection of a dyadic grid D. The first generation of
children of a cube Q with respect to the collection F is defined as
chF (Q) =
{
R ∈ F : R ( Q, and if exists S ∈ F such that R ⊂ S ( Q, then S = R
}
.
We iterate this to acquire children of the n:th generation:
chn+1F (Q) =
{
R ∈ F : for some S ∈ chnF (Q), R ∈ chF (S)
}
.
If F = D, then a shorthand R(n) = Q, or even Rn = Q if there is no possibility of
confusion, will stand for R ∈ chnF (Q).








[0, 1)n + x
)
: x ∈ Zn
}
.
The properties of dyadic systems gathered together into the following remark will be
referred to as the ”basic properties of dyadic grids and cubes”.
Remark 1.4. Let D be a dyadic grid and F ⊂ D. Then:
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1. If Q,R ∈ F , then Q ∩R ∈ {Q,R, ∅}.
2. For Q ∈ F and n ∈ N, the collection chnF (Q) is disjoint.
3. For each R ∈ F and n ∈ N, ΠnF (R) is unique, on the condition that it exists.
Definition 1.5. We write A . B if there is an absolute constant C > 0 (depending only
on some fixed constants like n, p, q etc.) so that A ≤ CB. If A . B and B . A, then we
write A ∼ B. If the constant C has dependence on some parameters, say n, p, q, . . . then
one may indicate this by writing Cn,p,q,...,.n,p,q,... or ∼n,p,q,... .
The measure to be used is the Lebesgue measure. Functions f considered will be
measurable and generally map f : Rn −→ C. The set of all such measurable functions is
denoted by L0(Rn).







Let 1 ≤ p <∞. The space of p-integrable functions Lp(Rn) is
Lp(Rn) = {f : Rn −→ C : f is measurable and ‖f‖Lp <∞}.
Let p =∞. For a measurable function f define
‖f‖L∞ = esssup(f) = inf{α : |{x : |f(x)| > α}| = 0}.
The space of essentially bounded functions is
L∞(Rn) = {f : Rn −→ C : f is measurable and ‖f‖L∞ <∞}.
A shorthand Lp will stand for Lp(Rn).
Definition 1.7. A function f is locally integrable, f ∈ L1loc, if for all compact sets K,
f1K ∈ L1.
1.8 Martingale representation
For the rest of the chapter we fix a dyadic grid D.
If a function is p-integrable, it can be represented as a martingale according to the
following theorem.


















Then f = ψ a.e.1 and ψ is well-defined.
Proof. Assume that x ∈ Rn. By Qm(x) we denote the cube of side-length 2−m that


















= 〈f〉Q−m(x) − 〈f〉Q−n(x).




and by the Lebesgue differentiation theorem
lim
m→∞





ψnm(x) = f(x) a.e.
Definition 1.10. Let f ∈ L1loc. The dyadic maximal operatorMD associates to the func-




Definition 1.11. Let f ∈ L1loc. The Hardy-Littlewood maximal operatorM associates to




where the supremum is taken over all cubes in Rn.
1almost everywhere
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We recall the well-known Hardy-Littlewood inequality (see e.g. [5]).
Lemma 1.12. If 1 < p <∞ and f ∈ Lp, then
‖MDf(x)‖Lp . ‖Mf(x)‖Lp . ‖f‖Lp .
We also have the following representation




‖ψnm − f‖Lp = 0,
where ψnm is as in the proof of theorem 1.9.
Proof. Reusing part of the previous calculation shows that
|ψnm(x)| = |〈f〉Q−m(x) − 〈f〉Q−n(x)| ≤ 2MDf(x).
By lemma 1.12MDf ∈ Lp. As ψnm −→ f point-wise a.e. by theorem 1.9, the claim then
follows by the dominated convergence theorem.
1.14 Square function
Next we define the dadic square function and go through some of its basic properties.








We use the words dyadic square operator and dyadic square function interchangeably and
write them shortly as square operator and square function.




















Lemma 1.16. The operators ∆Q, Q ∈ D are "orthogonal", i.e. if Q 6= R, then for
functions f, g ∈ L1loc ∫
∆Qf∆Rg = 0.







Assuming Q ∩ R 6= ∅, by basic properties of the dyadic systems either R ⊂ Q or Q ⊂ R.
Assume that R ⊂ Q and R 6= Q. Then since ∆Rf is supported on R and ∆Qf is constant





Theorem 1.17. If f ∈ L2, then ‖SDf‖L2 = ‖f‖L2 .













The following fundamental lemma is known as the Calderón-Zygmund decomposition.
Lemma 1.18. Let f ∈ L1 and λ > 0. Then there exists a disjoint collection of dyadic
cubes Ωλ and functions g and bQ, where Q ∈ Ωλ, such that
1. f = g +
∑
Q∈Ωλ bQ, and we define b =
∑
Q∈Ωλ bQ,






Q∈Ωλ | ≤ ‖f‖L1/λ.
Proof. We define Ωλ to be the collection of maximal dyadic cubes Q ∈ D that satisfy
〈|f |〉Q > λ.
As f ∈ L1, the maximal cubes exist and the collection Ωλ is well-defined. Since the cubes




















f(x) if x ∈ Rn \
⋃
Ωλ
〈f〉Q if x ∈ Q ∈ Ωλ,
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and
b = f − g =
∑
Q∈Ωλ































Assume that x ∈ Q ∈ Ωλ. Then by maximality of the cube Q










|f | ≤ 2nλ.
Assume that x ∈ Rn \ Ω. Then by the Lebesgue differentiation theorem it follows that
|g(x)| ≤ λ a.e.. Thus
‖g‖L∞ ≤ 2nλ.
A short-hand CZD will stand for Calderón-Zygmund decomposition, and for a function
f ∈ L1 and λ > 0, we call the decomposition given by the previous lemma ”the CZD of
the function f at the level λ”.
Definition 1.19. Assuming f is a measurable function, its distribution function is defined






and the weak-Lp -space as
Lp,∞ = {f ∈ L0 : ‖f‖Lp,∞ <∞}.
Remark 1.20. For 1 ≤ p <∞ we have the inclusion Lp ⊂ Lp,∞.
Definition 1.21. For some set Y, let X be the set of all functions f : Y −→ C and
T : X −→ X an operator. The operator T is said to be sublinear, if
|T (f + g)(x)| ≤ |Tf(x)|+ |Tg(x)|
holds for all x ∈ Y for all f, g ∈ X.
The following interpolation theorem known as Marcinkiewicz interpolation is often
useful (see [1]).
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Theorem 1.22. Assume that the operator T : Ls −→ Ls,∞ is sublinear and bounded
for s = p, q with 1 ≤ p < q < ∞. Then the operator T : Lr −→ Lr is bounded for all
p < r < q.
Lemma 1.23. The square operator is sub-linear.
Proof. Follows from the triangle inequality of `2.
Theorem 1.24. If f ∈ L1, then




where An > 0.
Proof. Fix λ > 0 and let f = g +
∑
Q bQ be the CZD of the function f at the level λ. By
sub-linearity of the square operator and sub-additivity of measure
|{x : SDf > λ}| ≤ |{x : SDg >
λ
2 }|+ |{x : SDb >
λ
2 }| := I + II.
By theorem 1.18, g ∈ L1∩L∞ ⊂ L2 so that by theorem 1.17 and Chebyshevs’ inequality
and properties of the CZD of the function f at the level λ
































bQ = 0, and also that if Q ∩R 6= ∅, then
∆RbQ = 0.
Thus we have that spt(∆RbQ) ⊂ Q for all R ∈ D and especially that spt(SD(bQ)) ⊂ Q.
Applying this and using sublinearity of the square function we have
II = |{x : SDb >
λ
















Finish the proof by setting An = Cn + 1.
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Corollary 1.25. If 1 < p < 2, then ‖SDf‖Lp . ‖f‖Lp .
Proof. By the theorems 1.24 and 1.17, the square operator is bounded as a mapping
SD : L1 −→ L1,∞, SD : L2 −→ L2,∞.
Then by interpolation, theorem 1.22, the square operator is bounded as a mapping
SD : Lp −→ Lp.
Accessing the estimates in the range (2,∞) for the square operator will make use of
the sharp maximal function and an inequality due to Fefferman and Stein.
Definition 1.26. Let f ∈ L1loc. Then the dyadic sharp maximal operatorM
#
D associates




For the proof of the next theorem, 1.27, also known as the Fefferman-Stein inequality
see e.g. [1].
Theorem 1.27. Let 1 < q ≤ p, and assume that MDf ∈ Lq(Rn). Then for some An,p
we have a bound
‖f‖Lp ≤ An,p‖M#Df‖Lp .





αi1Qi : αi ∈ C, n ∈ N, Qi ∈ D
}
.
Since the collection F is dense in Lp, and it is enough to prove the bound in a dense
subset, we may assume that f ∈ F .
It is straightforward to check that SD(1Q) ∈ Lp if p > 1. By sublinearity of the square
function and Lp−triangle inequality it then follows that SD(f) ∈ Lp, if p > 1, for all
f ∈ F . By the theorem 1.12, we then have MD((SDf)2) ∈ Lp/2 for all p > 2. Thus





















































































Collecting together theorems 1.28, 1.24 and 1.17 we have
Theorem 1.29. If 1 < p <∞, then ‖SDf‖Lp . ‖f‖Lp .






where p, p′ are dual-exponents: 1/p+ 1/p′ = 1.














‖f‖Lp‖g‖Lp′ ≤ ‖f‖Lp .
For the other direction we may assume that f is non-zero. Assume first that f ∈ Lp. Then
let ψ = |f |
p























Assume then that f 6∈ Lp. Let Bn = B(0, n) ∩ {|f | ≤ n} and define fn = f1Bn . Since
fn ∈ Lp, by the previous case there exist functions gn such that ‖gn‖Lp′ = 1 and∫
gnfn = ‖fn‖Lp .
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∣∣∣ ∫ fg∣∣∣ =∞,
and we are done.
Theorem 1.31. If 1 < p <∞, then ‖f‖Lp . ‖SDf‖Lp .
Proof. By lemma 1.30, the representation of the functions f, g as martingale differences,
the orthogonality of the functions ∆Qf and ∆Qg, Hölders’ inequality and the reverse












































‖SDf‖Lp‖g‖Lp′ ≤ ‖SDf‖Lp .
All in all we have proved
Theorem 1.32. If 1 < p <∞, then
‖SDf‖Lp ∼ ‖f‖Lp .
1.33 Haar basis
We define the Haar functions, the Haar basis and open their relation to martingales.











1≤i≤n Ii ⊂ Rn be a dyadic interval and η = (η1, . . . , ηn) ∈ {0, 1}n. Then the
function hηI : I −→ R,







is called a Haar-function associated to the dyadic interval I, or more simply just a Haar-
function, denoted with hη. If η 6= 0, then hηI is called cancellative and it may be referred
to as hI . If hηI is not cancellative, then its non-cancellative and may be referred to as h0I .
The collection {hηI : η 6= 0, I ∈ D} is called a Haar basis.
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Remark 1.35. It is customary to suppress the summation, and in this thesis we also









I =: 〈f, hI〉hI .





0 if η 6= κ, or η 6= 0 and I 6= R,
1 otherwise .
Lemma 1.37. Let I ⊂ Rn be a dyadic interval and let Ri, i = 1, . . . , 2n, stand for its
children. Let
HI = {f =
2n∑
i=1
αi1Ri : αi ∈ C,
∫
f = 0}.
Then HI is a vector space, and dim(HI) ≤ 2n − 1.
Proof. That HI is vector space, is clear. Let f =
∑2n
i=1 αi1Ri ∈ HI . By the condition∫









αi(1Ri − 1R2n )
and we see that (1Ri − 1R2n )
2n−1
i=1 spans HI and thus dim(HI) ≤ 2n − 1.
Lemma 1.38. The sequence {hηI}η 6=0 is linearly independent, especially dim(HI) ≥ 2n−1.







then αη = 0 for all η 6= 0. The calculation






















Corollary 1.39. The space HI is a 2n − 1 dimensional vector space with basis
{hηI : η 6= 0}.
Lemma 1.40. Let f, g ∈ L1loc, η 6= 0 and I be a dyadic interval. Then
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1. ∆If = ∆I∆If,
2. 〈∆If, g〉 = 〈f,∆Ig〉,























































I = 0 and h
η












〈hηI 〉R1R = h
η
I .
































It remains to check that 〈∆If, hηI 〉 = 〈f, h
η
I 〉. By Lemma 1.40 we can calculate
〈f, hηI 〉 = 〈f,∆I∆Ih
η
I 〉 = 〈∆If,∆Ih
η




Remark: Combined with the martingale representation of p-integrable functions, the-
orems 1.9 and 1.13, this gives a corresponding Haar basis representation of p-integrable
functions, in terms of point-wise convergence a.e. for 1 ≤ p < ∞ and convergence in Lp
for 1 < p <∞.
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2 Estimates in the Banach range
Bilinear shifts and paraproducts are bilinear operators that associate to two functions f, g,
a third one:
Λ(f, g).
The aim of this chapter is to prove estimates of the form
‖Λ(f, g)‖Lr . ‖f‖Lp‖g‖Lq
both for bilinear shifts and paraproducts in the Banach range, that is when f ∈ Lp, g ∈ Lq
and 1/p+ 1/q = 1/r and 1 < p, q, r <∞.
Definition 2.1. Assume that Vi ⊂ L1loc, i = 1, 2, 3 is some function space equipped with
addition and scalar multiplication, for example Lp, Lq, Lr. An operator Λ : V1× V2 −→ V3
is said to be bilinear, if it is linear in both variables
Λ(f + g, h) = Λ(f, h) + Λ(g, h), Λ(f, g + h) = Λ(f, g) + Λ(f, h),
and
Λ(αg, βh) = αβΛ(g, h)
holds for all scalars α, β.
Definition 2.2. Let F ⊂ L∞c be a function space and Λ: F ×F −→ L1loc a bilinear map.
If there exists a map T1 : F × F −→ L1loc, such that for all f1, f2, f3 ∈ F it holds that
〈Λ(f3f2), f1〉 = 〈T1(f1, f2), f3〉,
we write Λ1∗ = T and say that Λ1∗ is the first adjoint of the map Λ. Similarly, if there
exists a map T2 : F × F −→ L1loc, such that for all f1, f2, f3 ∈ F it holds that
〈Λ(f1, f3), f2〉 = 〈T2(f1, f2), f3〉,
we write Λ2∗ = T and say that Λ2∗ is the second adjoint of the map Λ.
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2.3 Bilinear shifts
First, we go through some lemmata.
2.3.1 Preliminary lemmata 1
We begin with a variation of theorem 1.30.

















Proof. By two applications of Hölder’s inequality:∣∣∣ ∫ ∑
k
fkgk






















































































Then, some useful basic things.
Lemma 2.5. If 0 < p < q <∞, and f, g ∈ L1loc, then
〈|f |p〉1/pQ ≤ 〈|f |
q〉1/qQ .









Proof. The first claim follows by applying Hölders’ inequality with the exponent q/p, the
second is proved as it is stated.
The following estimate know as Stein’s inequality is also used




























Assume then that p > 2. By lemma 1.30 with integration against some function ψ with












By lemma 2.5 we may continue∣∣∣ ∫ ∑
Q
〈fQ〉2Q1Qψ
































































∣∣∣ = ∣∣∣ ∫ ∑
Q
fQ1Q〈gQ〉


















































Now we define bilinear shifts and prove their boundedness.
2.6.1 Boundedness of bilinear shifts






where for all Q ∈ D, Ai,j,kQ (f, g) is one of the following three
Ai,j,kQ (f, g) =
∑
Ii=Jj=Kk=Q
αIJKQ〈f, hI〉〈g, hJ〉h0K ,
Ai,j,kQ (f, g) =
∑
Ii=Jj=Kk=Q
αIJKQ〈f, hI〉〈g, h0J〉hK ,
Ai,j,kQ (f, g) =
∑
Ii=Jj=Kk=Q







Remark 2.8. With given parameters (i, j, k), there are three different types of shifts.
Remark 2.9. One easily checks that the adjoints of bilinear shifts are bilinear shifts.
Remark 2.10. The reader may think that αIJKQ 6= 0 for only finitely many I, J,K,Q.
Then everything is well-defined from the get go, and none of our estimates depend on the
number of cubes for which αIJKQ 6= 0.
What makes the shift cancellative is that two or more of the Haar functions are always
cancellative and regardless of their positioning and choosing this allows us to prove
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Theorem 2.11. Let 1 < p, q, r <∞ and 1/p+ 1/q = 1/r. Then
‖Si,j,k(f, g)‖Lr . ‖f‖Lp‖g‖Lq .
Proof. If we can prove the claim for one of the forms a shift can take, then from duality the
claim follows for its adjoints, see e.g. proof of theorem 2.29. We assume that a cancellative












and notice that by the orthogonality of Haar-functions
















∣∣∣ ∫ Si,j,k(f, g)ψ∣∣∣,










|αIJKQ|〈|∆iQf |, |hI |〉〈|∆
j





































































Definition 2.13. Let f ∈ L1loc and α = (αQ)Q∈D be a sequence satisfying ‖α‖BMOD(1) <













Assuming the boundedness of linear paraproducts enables a proof of a boundedness
of paraproducts in the bilinear setting. Therefore an investigation of linear paraproducts
is good-and-well, the next aim being a proof the estimate
‖Παf‖Lp . ‖α‖BMOD(1)‖f‖Lp .
Definition 2.14. Let F ⊂ D and (αQ)Q∈F be a sequence of complex numbers and define


























Remark 2.15. The reader may think that αQ = 0 for only finitely many Q. Then every-
thing is well-defined from the get go, and none of our estimates depend on the number of
cubes for which αQ 6= 0.
2.15.1 Preliminary lemmata 2
Next theorem referred to as the John-Nirenberg inequality holds is a very useful result
enabling conversion between norms depending on what might be suitable at any given
situation, this is well demonstrated in the proof of theorem 3.7.
2.15.2 John-Nirenberg inequality
Theorem 2.16. Assume that F ⊂ D and let 0 < p, q <∞. Then
‖α‖BMOF (p) ∼ ‖α‖BMOF (q,∞),
especially
‖α‖BMOF (p) ∼ ‖α‖BMOF (q).
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Proof. Notice that it is enough to prove
‖α‖BMOF (p) . ‖α‖BMOF (q,∞).




























































Now continuing with the estimate, applying disjointness of the sets I∗ and the definition


































































1Q)p/2 ≤ λp|I∗‖|α‖pBMOF (q,∞),



















1Q)p/2 ≤ |I∗|‖α‖pBMOF (p).



















≤2p/2(λp|E|‖α‖pBMOF (q,∞) + |E|‖α‖
p













)‖α‖pBMOF (p) ≤ (2
p/2 + λp)‖α‖pBMO(q,∞).
The constant acquired is independent of the collection F. Now choosing for example λ =
2
√
2 gives the claim
‖α‖BMOF(p) ≤ Cp‖α‖BMOF (q,∞).
2.16.1 Stopping time construction and sparse families
A part of the proof of the estimate we are aiming at, that of theorem 2.24, will be a sorting
of the cubes via a stopping time construction contained in the following paragraph. This
also gives rise to one collection of sets called a sparse family.
A stopping time construction: Fix Q0 ∈ D, let F0f (Q0) = {Q0} and for j ≥ 0 define














Let R ∈ Ff (Q0) and associate to the cube R the set





From this definition, it clearly follows that if R 6= R′, then ER ∩ ER′ = ∅. From the
















R̃ |f |. By these we can estimate























Especially |R| ∼ |ER|.
Generally any “such” collection (ER)R∈F is called sparse:
Definition 2.17. A collection F ⊂ D is called sparse, if for all R ∈ F there exists a set
ER ⊂ R, such that |ER| ∼ |R| and the collection (ER)R∈D is disjoint.
We record a useful lemma.












(MDf)p ≤ ‖ψ‖pLp .
Sparse collections have a nice property - a variant of Pythagoras’ theorem. The proof
is contained in [2]. Next we introduce some new notation.
If F is some sub-collection of a dyadic grid D, then on the condition that it exists,
for all Q ∈ F we define ΠFQ as the unique smallest cube R in F that contains the cube
Q. To present the proof, we also introduce another operator, a sort of cut-off martingale
difference.
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In the next lemma, we let




Lemma 2.20. The operator PS satisfies
1. PSf =
∑
R∈chF (S)〈f〉R1R + f1ES − 〈f〉S1S a.e.
2. PSf = f if and only if f is supported on S, is constant on chFS and
∫
S f = 0.





PSgf for measurable functions f and g.
5. ‖PSf‖Lp ≤ 2‖f1S‖Lp , for 1 ≤ p <∞.
Proof. 1. PSf is supported on S which partitions to chF (S) and ES . If x ∈ ES , then
the sum telescopes to PSf(x) = f(x)− 〈f〉S a.e.. If x ∈ R ∈ chF (S), then the sum
telescopes to PSf(x) = 〈f〉R − 〈f〉S .
2. If PSf = f , then by 1 we see that f is constant on chFS and that it is clearly
supported on S. Since
∫
∆Qf = 0, also
∫






On the other hand, if f is supported on S, is constant on chFS and
∫
S f = 0, then
f = f1S =
∑
R∈chF (S)
〈f〉R1R + f1ES =
∑
R∈chF (S)
〈f〉R1R + f1ES + 〈f〉S1S .
3. That P 2Sf = Pf holds, follows from 2 since PSf is supported on S, is constant on
chFS and
∫
S f = 0.
If S ∩ T = ∅, then the claim holds trivially.
Assume then that S ( T. Then, since PT f is constant on chFT , it is constant on S,
and we see from the definition that PSPT f = 0.
Assume then that T ( S. Then as T ∩ ES = ∅, PT f1ES = 0 and as
∫
Q PT f = 0 for




〈PT f〉R1R − 〈PT f〉S1S = 0.
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4. Follows from 1(or definition) with the standard trick of moving the average from the
function f to the function g.

























|f |p1S = ‖f1S‖pLp .
Yet another version of lemma 1.30 will provide useful
















Proof. By two applications Hölder’s inequality one can see the direction “ ≥ ”. By lemma



































≤ 1 gives the direction ” ≤ ”.
Theorem 2.22. Let 1 < p <∞ and F be a sparse collection and for each Q ∈ F let fQ











Q fQ = 0 , then the reverse estimate holds.
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for ψ such that ‖ψ‖Lp′ ≤ 1.
As fQ is supported on Q, as Q is partitioned by chF (Q) and EQ, and as fQ is constant





















































































































under the assumption that
∫












for gQ ∈ Lp






We apply the properties of the operator PS recorded in lemma 2.20 to the functions fQ































The functions PRgR are supported on R and constant on chF (R). Thus the assumptions
for the already proven estimate are satisfied by PRgR and by this and Hölder’s inequality






































2.22.1 Boundedness of linear paraproducts
Before giving the proof, we notice that it is enough to prove the estimate restricted to
those cubes contained in a fixed top cube Q0. This goes hand in hand with the previous
stopping time construction.
Lemma 2.23. Let F ⊂ D be a collection of dyadic cubes and assume that for all Q0 ∈ F
we can prove an estimate of the form∑
Q∈F
Q⊂Q0
αQ ≤ β‖f1Q0‖Lp‖g1Q0‖Lq .
Then actually ∑
Q∈F
αQ ≤ β‖f‖Lp‖g‖Lq .
28
Proof. Lets define B̃0(R) = {Q ∈ F : maximal Q s.t. Q ⊂ B(0, R)}. Then first by using
the assumption, then by Hölder’s inequality and last by the disjointness of maximal cubes






































We are finally ready to prove the boundedness of linear paraproducts.
Theorem 2.24. Let 1 < p <∞. Everything being as before, we have that
‖Παf‖Lp . ‖α‖BMOD(1)‖f‖Lp .






where ψ ∈ Lp′ , and more, by lemma 2.23 its enough to show the bound∑
Q⊂Q0
Q∈D
|αQ|〈f〉Q|〈ψ, hQ〉| ≤ ‖α‖BMOD(1)‖f1Q0‖Lp‖g1Q0‖Lq










where ΠFf (Q0)Q is the smallest cube in the collection Ff (Q0) strictly containing Q. From


















∆Qψ. Then by orthogonality of
Haar-functions, lemma 1.41, we have the equality, after which two applications of Hölders




























































































∆Qψ is a function supported on R
that is constant on chF (R), for which
∫
























∆Qψ = (ψ − 〈ψ〉Q0)1Q0










=‖ψ1Q0‖Lp′ + ‖ψ1Q0‖Lp′ . ‖ψ1Q0‖Lp′ .
Putting the pieces together gives the claim∑
Q⊂Q0
Q∈D
|αQ|〈f〉Q|〈ψ, hQ〉| . ‖α‖BMOD(p)‖f1Q0‖Lp‖ψ1Q0‖Lp′ .
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2.25 Bilinear paraproducts
Our next goal will be to obtain a similiar bound for bilinear paraproducts. Paraproduct
is akin to a shift of complexity (0, 0, 0), with the exception that there is less cancellativity,
only one cancellative Haar function. For paraproducts to be useful the proof of theorem
2.11 then points in the direction of having to make a stricter requirement on what comes
to the coefficients αQ.
Definition 2.26. Let f, g ∈ L1loc and α = (αQ)Q∈D be a sequence such that
‖α‖BMOD(1) ≤ ∞. Then a bilinear paraproduct Πα(f, g) is of one of the following three
forms
1. Πα(f, g) = Π1α(f, g) =
∑
Q∈D αQ〈f〉Q〈g〉QhQ,










Remark 2.27. Adjoints of bilinear paraproducts are bilinear paraproducts.
Remark 2.28. The reader may think that αQ 6= 0 for only finitely many Q. Then every-
thing is well-defined from the get go, and none of our estimates depend on the number of
cubes for which αQ 6= 0.
Theorem 2.29. Assume that p, q, r > 1 and let 1/p+ 1/q = 1/r. Then
‖Πα(f, g)‖Lr .α ‖f‖Lp‖g‖Lq .
Proof. To leave no room for confusion, in this proof we denote the linear paraproduct by
π instead of Π.
Lets first prove this for a paraproduct of form 1. By theorems 1.32 and 1.41





















= ‖SDπβ(MDfMDg)‖Lr ∼ ‖πβ(MDfMDg)‖Lr
.α ‖MDfMDg‖Lr . ‖f‖Lp‖g‖Lq ,
where β := (|αI |)I∈D.
Lets then prove the estimate for a paraproduct of form 2. We could prove this as above,
with only very slight modifications, but lets instead give a typical deduction of the fact
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By lemma 1.30, it is enough to estimate∣∣∣〈Π2α(f, g), ψ〉∣∣∣,
for functions ψ such that ‖ψ‖Lr′ ≤ 1. Notice first that









αQ〈f〉Q〈ψ〉Q〈g, hI〉 = 〈Π1α(f, ψ), g〉.














so that by applying the already proven estimate:∣∣∣〈Π1α(f, ψ), g〉∣∣∣ ≤ ‖Π1α(f, ψ)‖Lq′‖g‖Lq ≤ ‖f‖Lp‖ψ‖Lr′‖g‖Lq ≤ ‖f‖Lp‖g‖Lq .
Similarly for a paraproduct of form 3.
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3 Estimates in the quasi-Banach range
First, a form of dualization. Notice in the following proof that if r < 1, then r′ < 0.
3.1 A dualization lemma
Lemma 3.2. Let 0 < r <∞. The following are equivalent:
1. ‖f‖Lr,∞ . A.
2. If 0 < |E| <∞, then there exists E′ ⊂ E such that |E′| ≥ |E|/2, and
|〈f, ψ〉| . A|E|1/r′ ,
for all ψ such that |ψ| ≤ 1E′ , where 1/r + 1/r′ = 1.
Proof. Assume 1. and define
D = {|f | > ηA|E|−1/r}.
By assumption we have














|f | ≤ |E′η|ηA|E|−1/r ≤ ηA|E|1/r
′
.
Now choosing, for example,
η = C21/r
gives 2.
Assume 2. and let E = {|f | > λ}. Then as






















Remark 3.3. To compare lemma 3.2 with lemma 1.30: They both give access to forms
from which one can start to estimate upwards, namely |〈f, ψ〉|.
Next we prove
3.4 A weak end-point estimate for paraproducts
Theorem 3.5. Assume that f, g ∈ L1. Then
‖Πα(f, g)‖L1/2,∞ . ‖α‖BMOD(1)‖f‖L1‖g‖L1 .
Proof. We have three cases to prove, since Πα(f, g) can be of three forms. Of the forms a






By scaling we may assume that ‖f‖L1 = ‖g‖L1 = 1. By lemma 3.2, for an arbitrary
set E for which 0 < |E| < ∞ it is enough to find a set E′ ⊂ E such that |E| . |E′| and
show that
|〈Πα(f, g), ψ〉| . |E|−1,
where ψ is such that |ψ| ≤ 1E′ .
Fix the set E and let
Ω = {M∆f > C|E|−1} ∪ {M∆g > C|E|−1}.
As f, g ∈ L1 choose C > 0 independent of the set |E|, such that |Ω| < |E|2 and let
E′ = E \ Ω.
Then |E′| ≥ |E|2 .
It remains to check the condition |〈Πα(f, g), ψ〉| . |E|−1. As ψ is supported on E′, we
have
|〈Πα(f, g), ψ〉| ≤
∑
Q∈D





To split the sum into manageable parts, we consider the collections of maximal cubes
Fm(φ) = {QMAX : QMAX is maximal s.t. 〈|φ|〉QMAX > 2
−mC|E|−1}, φ = f, g,
and
P̃m = {I ∈ D : I ⊂ Q, for some Q ∈ Fm(f) ∪ Fm(g)},
and let
Pm = P̃m \ P̃m−1.
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If Q ∩ Ω{ 6= ∅, then for all cubes R ⊃ Q it holds that
〈|f |〉R ≤ C|E|−1
i.e. R 6∈ F0(f). Similarly we have that R 6∈ F0(g). Thus Q 6∈ P̃0.
Assume then that 〈|f |〉Q > 0, or 〈|g|〉Q > 0, and Q ∩Ω{ 6= ∅. Then exists the smallest
positive integer m ≥ 1 such that Q ∈ P̃n for all n ≥ m. Then Q ∈ Pn if and only if n = m
and we see that the collection {Pm : m ≥ 1} covers the collection
{Q : 〈|f |〉Q > 0 or 〈|g|〉Q > 0, and Q ∩ Ω{ 6= ∅}.
If Q ∈ Pm, then Q 6∈ P̃m−1 so that if R ⊃ Q, then
〈|f |〉R, 〈|g|〉R . 2−m|E|−1.
Let Xm denote the collection of maximal cubes in Pm. Now we continue decomposing the




















































|αQ|2)1/2 ≤ |QMAX |1/2‖α‖BMO(2),















Q ⊂ {MDf > 2−mC|E|−1} ∪ {MDg > 2−mC|E|−1}
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Q| ≤ |{MDf > 2−mC|E|−1}|+ |{MDg > 2−mC|E|−1}| . 2m|E|.






































We use the same set E′ as in the case 1. Since only cubes Q for which 〈|f |〉Q > 0 convey
any mass to the sums, the following splitting of the sum is justified. First, proceed as in
the case 1. up to the point


















































To estimate the innermost sum, let Pmg =
∑
Q∈Pm ∆Qg. By lemma 1.41 and orthogonality
of Haar functions we may write
〈g, hQ〉 = 〈Pmg, hQ〉.
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= ‖SD(1QMAXPmg)‖L2 = ‖1QMAXPmg‖L2 ≤ ‖Pmg‖L∞ |QMAX |
1/2.
Next we derive an estimate for ‖Pmg‖L∞ .
Let Fk consist of maximal elements of Fk(f) ∪ Fk(g). We may assume that x ∈
spt(Pmg). We have two cases.
Case 1: There exists a cube R(x) ∈ Fm−1 containing the point x. Then at the point
x, Pmg as a martingale difference telescopes to
Pmg(x) = 〈|g|〉R(x) − 〈|g|〉Q(x),
where Q(x) ∈ Fm and R(x) ∈ Fm−1. Thus by the maximality of Q(x) and R(x) in these
collections, respectively, it holds that
〈|g|〉Q(x) .n 〈|g|〉Q(x)(1) . 2
−m|E|−1, 〈|g|〉R(x) .n 〈|g|〉R(x)(1) . 2
−(m−1)|E|−1,
so that up to a dimensional constant we can estimate the value at the point x to
|Pmg(x)| = |〈|g|〉Q(x) − 〈|g|〉R(x)| ≤ 〈|g|〉Q(x) + 〈|g|〉R(x) .n 2−m|E|−1.
Case 2: Let N denote the set where no such cube as in case 1 exists. Then by the
Lebesgue differentiation theorem
|Pmg(x)| = |g(x)− 〈g〉Q(x)| .n 2−m|E|−1 a.e. x ∈ N.
Having these two cases together gives
‖Pmg‖L∞ . 2−m|E|−1.
By this, continuing the main estimate to an identical form as that in the first case, and































Next, the same end-point estimate will be proved for bilinear shifts. The proof will
be roughly of the same form as the previous one for bilinear paraproducts, but with the
addition that the complexity (i, j, k) makes it slightly harder.
3.6 A weak end-point estimate for shifts
Theorem 3.7. Assume that f, g ∈ L1. Then
‖Si,j,k(f, g)‖L1/2,∞ . (1 + max(i, j, k))
2‖f‖L1‖g‖L1 .
Proof. We begin by first deriving intermediate estimates for shifts of two forms, the third
being similar to the second, we skip it.






αIJKQ〈f, hI〉〈g, hJ〉h0K .
By scaling we may assume that ‖f‖L1 = ‖g‖L1 = 1. Lemma 3.2 furnished with
Ω, E′, ψ,F(f),F(g), P̃m, Pm which are as in the proof of theorem 3.5 will be used. Pro-
ceeding as there, checking the conditions of lemma 3.2, the condition |E′| > |E|/2 being
immediate, the main work lies in estimating |〈Si,j,k(f, g), ψ〉|.
First, we estimate it upwards as


















|αIJKQ||〈f, hI〉||〈g, hJ〉||〈ψ, h0K〉|.
Recall that Xm is the subcollection of maximal cubes of Pm. Then, estimating the two
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|αIJKQ|〈|∆iQf |, |hI |〉〈|∆
j

































































αIJKQ〈f, hI〉〈g, h0J〉hK .
First we estimate it upwards as










|αIJKQ||〈f, hI〉||〈g, h0J〉||〈ψ, hK〉|.




































































= ‖SD1QMAXψ‖L2 = ‖1QMAXψ‖L2 ≤ |QMAX |
1/2.





|Q|(〈|∆iQφ|〉Q)2)1/2 . (1 + i)2−m|E|−1|QMAX |1/2
for φ = f, g, then applying this, the rest of the proof would in both cases verbatim be
the same as the last estimate in the proof of theorem 3.5. Nevertheless, we repeat the
estimate in the first case.
As assumptions placed on f and g are identical, it is enough to prove the estimate for
φ = f.
Proof of the remaining estimate: Let f = g + b be the CZD of the function f at the
level λ = 2−(m−1)|E|−1C. Notice that this function g is not the same function g that






















〈|∆iQb|〉2Q1Q)1/2‖L2 = I + II.







Q)1/21QMAX‖L2 . ‖g1QMAX‖L2 . 2
−m|E|−1|QMAX |1/2,
which is of the form we want. It remains to estimate II. First recall that








By the John-Nirenberg inequality, theorem 2.16, we get


























































We split the sum further. Assume that J ∈ Fm−1. If J ( I, then






































































































|Q0| = 2−(m−1)|E|−1(2n − 1)i|Q0|
.i2−m|E|−1|Q0|.
The passing at ∗ uses the fact that ‖bJ‖L1 ≤ 2‖f‖L1 , and the passing at ∗∗ follows from





|Q|〈|∆iQf |〉2Q)1/2 ≤ I + II . (1 + i)2−m|E|−1|QMAX |1/2,







Q)1/2 . (1 + j)2−m|E|−1|QMAX |1/2.




(1 + i)2−m|E|−1|QMAX |1/2(1 + j)2−m|E|−1|QMAX |1/2




. (1 + max(i, j, k))2|E|−1.
Similarly we get the claim in the second case.
This concludes chapter 3. The goal of the next chapter is to go through an interpolation
technique that allows us to extend the results of this and the previous chapter and prove
Theorem 3.8. Assume that Λ is either a bilinear shift or a bilinear paraproduct. Then
for 1 < p, q <∞ and r > 1/2 satisfying 1/p+ 1/q = 1/r,
‖Λ(f, g)‖Lr . ‖f‖Lp‖g‖Lq .
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4 Interpolation of bilinear operators
The setting of this chapter will consider bilinear operators. With suitable modifications
the maint result of this chapter, theorem 4.8, runs through in the n-linear setting similarly
as it does here.
In the previous chapters estimates for bilinear shifts and bilinear paraproducts were
proven in two different situations: the weak end-point estimates in the quasi-Banach
range and the strong estimates in the Banach range. The aim of this chapter is to go
through a method of interpolation that allows us to conclude strong estimates in the
quasi-Banach range from the weak end-point estimates in the quasi-Banach range and the
strong estimates in the Banach range.
For another treatment of the interpolation in this chapter see [4] or [6].
Definition 4.1. Assume that 0 < p, q <∞ and 0 < r <∞, and denote α = (p, q, r).
A bilinear operator Λ satisfies a restricted weak-type (r.w.t.) estimate with(or at the
point) α, if for all sets Ei such that 0 < |Ei| < ∞ there is a major subset E of E3 such
that |E| ≥ |E3|2 so that for all functions fi for which it holds that
|fi| ≤ 1Ei for i = 1, 2 and |f3| ≤ 1E′ ,
the following estimate is satisfied
|〈Λ(f1, f2), f3〉| ≤ C|E1|1/p|E2|1/q|E3|1/r
′
.
Remark 4.2. The points p, q, r are not linked by the usual relation 1/p+ 1/q = 1/r.
Remark 4.3. The points p, q, r being as in the definition, 1/p, 1/q ∈ (0,∞) and 1/r′ ∈
(−∞, 1).
Remark 4.4. Let 0 < r < ∞ and assume that Λ satisfies the r.w.t. estimate at a point
(p, q, r). By lemma 3.2 this is equivalent with the statement: For all fi such that |fi| ≤ 1Ei ,
where 0 < |Ei| <∞, for i = 1, 2, it holds that
‖Λ(f1, f2)‖Lr,∞ . |E1|1/p|E2|1/q.
Especially if an operator Λ : Lq × Lp −→ Lr,∞ is bounded, it satisfies the r.w.t. estimate
at the point (p, q, r).
In the case r > 1 we may let go of the major subset condition, see remark 4.6. For
this















λp−1|{|1Ef | > λ}| dλ+
∫ ∞
A
λp−1|{|1Ef | > λ}| dλ
=: I + II.









































Combining estimates I and II gives∫
E




Dividing by |E| and taking the p:th root gives the claim.
Remark 4.6. In the case r > 1 we may let go of the major subset condition:
Assume that Λ satisfies the r.w.t. estimate at the point (p, q, r). Then for fi such that
|fi| ≤ 1Ei , i = 1, 2, by lemma 3.2 it holds that
‖Λ(f1, f2)‖Lr,∞ . |E1|1/p|E2|1/q.
By lemma 4.5 for f3 such that |f3| ≤ 1E3 we can then estimate






The following lemma will be used repeatedly in the proof of theorem 4.8.
Lemma 4.7. Assume that f ∈ Lr,∞ for some r > 0 and let Ω = {f 6= 0}. Then exists a








(|f |) ≥ esssup
Fk+1
(|f |).





Here we have defined
esssup
Fk
(f) = inf{c ∈ R : |{f > c}∩Fk| = 0}, essinf
Fk
(f) = sup{c ∈ R : |{f < c}∩Fk| = 0}.
Proof. Let γ > 0 be arbitrary and define
λ = sup{α : |{|f | ≥ α}| ≥ γ}.
As f ∈ Lr,∞, λ is finite. Then for all λ′ > λ and for all λ′′ < λ it holds that
|{|f | > λ′}| < γ |{|f | ≥ λ′′}| ≥ γ
so that by convergence theorems of measure acquire
|{|f | > λ}| ≤ γ, {|f | ≥ λ} ≥ γ.
By this choose the maximal radius r ∈ [0,∞] so that∣∣∣{|f | > λ} ∪ ({|f | = λ} ∩B(0, r))∣∣∣ = γ.
Define
Aγ = {|f | > λ} ∪
(
{|f | = λ} ∩B(0, r)
)
.
Then by construction |Aγ | = γ, and if γ′′ < γ′ < γ, then
Aγ′′ ⊂ Aγ′ ⊂ Aγ .







Let γk = 2k+1. For all k ∈ Z, by the previous method we find a nested sequence of sets
· · · ⊂ Aγk−1 ⊂ Aγk ⊂ Aγk+1 ⊂ . . .
such that |Aγk | = γk. Now we define Fk = Aγk \Aγk−1 . Then





(|f |) ≥ esssup
Fk
(|f |).
It remains to notice that Ω ⊂
⋃
k∈Z Fk. Indeed, since f ∈ Lr,∞, it holds that∣∣∣{|f | > α}∣∣∣ <∞, for all α > 0.













For the statement of the next theorem, we define (pε1 , qε2 , rε3) to be the point for
which
(1/pε1 , 1/qε2 , 1/r′ε3) = (1/p+ ε1, 1/q + ε2, 1/r
′ + ε3.)





Theorem 4.8. Fix ε > 0 and let Λ be a bilinear operator satisfying the restricted weak-
type estimate at the four points
(p0−ε, q0, r0+ε), (p0+ε, q0, r0−ε), (p0, q0−ε, r0+ε), (p0, q0+ε, r0−ε),
where p0, q0 ∈ (1,∞) and r0 ∈ (1/2, 1] satisfy the relation 1p0 +
1
q0
= 1r0 . Then
‖Λ(f, g)‖Lr0 .p0,q0 M‖f‖Lp0‖g‖Lq0 ,
where the constant M has dependence on the initial four points, i.e. on ε and the strength
of the r.w.t. estimate at these points.
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Proof. It is enough to prove the claim in a dense subset of Lp × Lq since then we can
extend the boundedness of the operator Λ to the whole space. The dense subset is chosen
as F × F , where
F =
{
fN : f ∈ L∞c , N ∈ N
}
.









Then as r0 ∈ (0, 1]









The passing at * is justified since the sum is finite and the last summation is only over
indices i, j for which |i| ≤ N and |j| ≤M.
We momentarily fix indices i, j. As fi, gj ∈ L∞c , by lemma 3.2, |Λ(fi, gj)| ∈ L1,∞. We
may then again apply lemma 4.7 to acquire a collection {Hk} corresponding to |Λ(fi, gj)|

























Assume then that (p, q, r) is one of the four points at which by assumption the r.w.t.
estimate is satisfied, and let H̃k =
⋃
l<kHl. Then applying the r.w.t. estimate with the
triple (Fi, Gj , H̃k ∪Hk) at this point we acquire a set E ⊂ H̃k ∪Hk such that
|E| ≥ H̃k ∪Hk2 .
By this and the relation given by lemma 4.7,
essinf
H̃k




























To get a further estimate on
∫
Hk
|Λ(fi, gj)|, it is estimated in cases according to which of
the following conditions hold
1. i− k ≥ |j − k|, 2. k − i ≥ |j − k|, 3. j − k ≥ |i− k|, 4. k − j ≥ |i− k|,
Assume for example that 3. holds. Then as the r.w.t. estimate is satisfied at the point
(p0, q0−ε, r0+ε) we may apply the previous estimate to acquire∫
Hk






Likewise, in the other cases by using the r.w.t. estimate assumption at the remaining three
points we acquire similar estimates. Putting these four case-sensitive estimates together
gives ∫
Hk
|Λ(fi, gj)| .p0,q0 M‖fi‖L∞‖gj‖L∞2i/p02j/q02k/r
′
02−εmax(|i−k|,|j−k|).
We have showed that












Before proceeding to the last estimate, we go through some calculations for it to pass
nicely:
A:


































p0 ≤ ‖f‖r0Lp0 .
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We have proved that
‖Λ(fN , gM )‖Lr0 .p0,q0 M‖fN‖Lp0‖gM‖Lq0 .
Remark 4.9. It is not necessary to have a uniform ε on the four points, and no restriction
such as “1/p + 1/q = 1/r” is placed on these four points, even though these happen to
satisfy it. This restriction is only placed on the center point (p0, q0, r0). So, one can easily
tune the assumptions of the theorem to get slightly different versions of it.
Anyways, this version of the theorem is more than enough, since we will next inter-
polate the restricted weak-type estimate to the whole range of r ∈ (1/2, 1] and p, q > 1
satisfying the relation 1/p+ 1/q = 1/r.
Lemma 4.10. Assume that p0, q0 ∈ (1,∞) and r0 ∈ (1/2, 1] satisfy the relation 1/p0 +





















Proof. We may assume that p0 ≥ q0. We solve equation 1 with p > p0 large enough, i.e.
with p that satisfies
1/p+ 1/q0 < 1.
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This determines θ, q, r, and shows that θ ∈ (0, 1). By equation 2 since θ ∈ (0, 1), it is
necessarily the case that q > q0 > 1. By substituting the left-hand sides of equations
1.− 3. to 1/p0 + 1/q0 = 1/r0 it follows that
1/p+ 1/q = 1/r.
Since p was large enough and q > q0 > 1, this shows that
1/r = 1/p+ 1/q < 1/p+ 1/q0 < 1,
i.e. r > 1.
Lemma 4.11. Assume that Λ is a bilinear operator satisfying the r.w.t. estimate at the
point (1, 1, 1/2) and at all points (p, q, r) that satisfy the relation 1/p+ 1/q = 1/r and are
such that 1 < p, q, r <∞. Assume that r0 ∈ (1/2, 1] and 1 < p0, q0 <∞. Then Λ satisfies
the r.w.t. estimate at the point (p0, q0, r0).






















Here we acquire the set E in the situation of the r.w.t. estimate at the point (1, 1, 1/2)
and by remark 4.6 this set works also for the tuples p, q, r > 1.
Then by the r.w.t. assumption for all sets Ei such that 0 < |Ei| <∞, there is a major
subset E of E3 such that |E| ≥ |E3|2 and for all functions fi for which it holds that
|fi| ≤ 1Ei for i = 1, 2 and |f3| ≤ 1E′ ,
the estimates









hold. Multiplying these together gives




= |E1|1/p0 |E2|1/q0 |E3|θ/r
′−(1−θ)
= |E1|1/p0 |E2|1/q0 |E3|1/r
′
0
and this shows that the operator Λ satisfies the r.w.t. estimate at the point (p0, q0, r0).
Collecting the results of this chapter together gives
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Theorem 4.12. Assume that Λ is a bilinear operator satisfying
‖Λ(f, g)‖Lr . ‖f‖Lp‖g‖Lq , ‖Λ(f, g)‖L1/2,∞ . ‖f‖L1‖g‖L1
for 1 < p, q, r < ∞ satisfying the relation 1/p + 1/q = 1/r. Then Λ is bounded for all
r > 1/2 and 1 < p, q <∞ satisfying the relation 1/p+ 1/q = 1/r, i.e.
‖Λ(f, g)‖Lr . ‖f‖Lp‖g‖Lq .
Corollary 4.13. Assume that Λ is either a bilinear shift or a bilinear paraproduct. Then
for 1 < p, q <∞ and r > 1/2 satisfying the relation 1/p+ 1/q = 1/r it holds that
‖Λ(f, g)‖Lr . ‖f‖Lp‖g‖Lq .
Remark 4.14. On how to include the cases p, q = ∞ in corollary 4.13, see case 3 in the
proof of theorem 5.2.
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5 Boundedness of the bilinear Calderón-Zygmund operator
5.1 The general setting
Assume that we have been given a set Ω equipped with a probability measure P and a
way of assigning to each ω ∈ Ω a dyadic grid Dω. Expectation of a measurable function





Assume that we have been given a bilinear operator Λ a priori defined on the space
L∞c × L∞c so that
〈Λ(f1, f2), f3〉
is defined for all fi ∈ L∞c , i = 1, 2, 3.
Assume that for all fi ∈ L∞c , i = 1, 2, 3, we have the identity







Here CΛ > 0, the sequence (αk)k is defined by
αk = 2−αmax(ki),
the u summation is finite, and the operator Uk,u,Dω is either a shift or a paraproduct
defined on the grid Dω depending on the complexity k as:
1. Uk,u,Dω = Sk1,k2,k3(f1, f2), if (k1, k2, k3) 6= 0,
2. If (k1, k2, k3) = 0, then
Uk,u,Dω = Πα(f1, f2) or Uk,u,Dω = S0,0,0(f1, f2),
where ||(αQ)Q∈Dω ||BMODω (2) ≤ 1.
In a situation like this, the boundedness of the model operators, of shifts and paraproducts,
can be extended to the operator Λ.
Theorem 5.2. Assume that 1/2 < r < ∞ and 1 < p, q ≤ ∞ satisfy the relation 1/p +
1/q = 1/r. Then
‖Λ(f1, f2)‖Lr . ‖f1‖Lp‖f2‖Lq .
Proof. Since L∞c is dense in Lp for p > 0, for the cases p, q <∞ it is enough to prove that
for all fi ∈ L∞c , i = 1, 2, 3, it holds that
‖Λ(f1, f2)‖Lr . ‖f1‖Lp‖f2‖Lq ,
since then we can extend the operator Λ boundedly to the whole space Λ : Lp×Lq −→ Lr.
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Case 1: Assume that p, q, r > 1. For an argument by duality let f3 be such that
‖f3‖Lr′ ≤ 1. By assumption on Λ and the ω-independent boundedness of shifts and
paraproducts in the Banach range we can estimate























Case 2: Assume that 1/2 < r ≤ 1 and 1 < p, q < ∞. By the interpolation technique
of chapter 3. it’s enough to prove the weak end-point estimate
‖Λ(f1, f2)‖L1/2,∞ . ‖f1‖L1‖f2‖L1 .
For this, it is enough to check the major subset condition 2. of lemma 3.2.
We return to a detail in the proofs of the weak end-point estimates of shifts and
paraproducts, theorems 3.5 and 3.7. At their beginning we chose a set
Ω = {M∆f > C|E|−1} ∪ {M∆g > C|E|−1}
and then proceeded to define the major subset E′ of E as
E′ = E \ Ω.
We could just as well have chosen
Ω = {Mf > C|E|−1} ∪ {Mg > C|E|−1}
and have ran the proof through withM instead ofMD. Then
E′ = E \
(
{Mf > C ′|E|−1} ∪ {Mg > C ′|E|−1}
)
is a major subset that will work independent of the dyadic grid we are in, that will work
independent of ω.
Now consider 0 < |E| <∞ and choose a major subset E′ of E independent of ω. Then
for f3 such that |f3| ≤ 1E′ , especially f3 ∈ L∞c , by the reinstalled conclusions of theorems
3.5 and 3.7




















Case 3: Assume that p =∞. Then r = q > 1. We extend the operator Λ to L∞ × Lq
via its first adjoint through the identity
〈Λ(f1, f2), f3〉 = 〈Λ1∗(f3, f2), f1〉.
By Fubini’s theorem







Since adjoints of shifts are shifts and adjoints of paraproducts are paraproducts we have
boundedness for operators U1∗k,u,Dω : L
q′ × Lq −→ L1. Then





























If q =∞, then we extend the operator Λ via its second adjoint
〈Λ(f1, f2), f3〉 = 〈Λ2∗(f1, f3), f2〉
and carry through as in the case p =∞.
5.3 Definition of a bilinear Calderón-Zygmund operator
Definition 5.4. A mapping K : Rn × Rn × Rn \∆ −→ C, where
∆ = {(x, y, z) ∈ Rn × Rn × Rn : x = y = z},
is a standard Calderón-Zygmund α-kernel if for some α ∈ (0, 1] and CK <∞ it holds that
|K(x, y, z)| ≤ CK(|x− y|+ |x− z|)2n ,
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|K(x, y, z)−K(x′, y, z)| ≤ Ck
|x− x′|α
(|x− y|+ |x− z|)2n+α
whenever |x− x′| ≤ max(|x− y|, |x− z|)/2,
|K(x, y, z)−K(x, y′, z)| ≤ Ck
|y − y′|α
(|x− y|+ |x− z|)2n+α
whenever |y − y′| ≤ max(|x− y|, |x− z|)/2,
|K(x, y, z)−K(x, y, z′)| ≤ Ck
|z − z′|α
(|x− y|+ |x− z|)2n+α
whenever |z − z′| ≤ max(|x− y|, |x− z|)/2.
The best constant CK is denoted by ‖K‖CZα .
Definition 5.5. Let F denote the set of all finite linear combinations of characteristic
functions of cubes in Rn. Assume that we have a bilinear map T and its adjoints T 1∗ and
T 2∗ defined on F , i.e. for fi ∈ F , i = 1, 2, 3,
〈T (f1, f2), f3〉 = 〈T 1∗(f3, f2), f1〉 = 〈T 2∗(f1, f3), f2〉,
and that they map
T, T 1∗, T 2∗ : F × F −→ L1loc.
An operator T : F × F −→ L1loc is a bilinear Calderón-Zygmund operator if exists a
standard Calderón-Zygmund α-kernel K so that T has a representation in the following
sense: For all fi ∈ F , i, j = 1, 2, 3, on the condition that for some i 6= j
spt fi ∩ spt fj = ∅,
it holds that








Remark 5.6. Heuristically, if T is a linear Calderón-Zygmund operator on R2n, then
T ′(f1, f2)(x) = T (f1 ⊗ f2)(x, x) is a linear Calderón-Zygmund on Rn.
Definition 5.7. A bilinear Calderón-Zygmund operator T is said to satisfy local T1 con-
ditions if exists a constant C>0 so that for all cubes I it holds that
|〈T (1I , 1I), aI〉|+ |〈T 1∗(1I , 1I), aI〉|+ |〈T 2∗(1I , 1I), aI〉| ≤ C|I|,
for all aI ∈ F such that
spt(aI) ⊂ I, |aI | ≤ 1.
The best constant C is denoted by CT1.
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5.8 Statement of the representation theorem for bilinear Calderón-Zygmund
operators
We are almost done, it only remains to pull everything together.
Theorem 5.9. Let T be a bilinear Calderón-Zygmund operator associated to a kernel of
magnitude α and assume that T satisfies the local T1 conditions. Then T can be extended
so that for all fi ∈ L∞c , i = 1, 2, 3, 〈T (f1, f2), f3〉 is defined and we have representation as
described in the beginning of this chapter:







More the constant CT satisfies
CT ≤ ‖K‖CZα + CT1.
Proof. See [3].
Corollary 5.10. For exponents p, q > 1 and r > 1/2 satisfying the relation 1/p+ 1/q =
1/r, a bilinear Calderón-Zygmund operator T is bounded as a mapping
T : Lp × Lq −→ Lr.
Proof. Follows immediately from theorems 5.9 and 5.2.
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