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Equations For Parseval’s Frame Wavelets In L2(Rd)
With Compact Supports
Xingde Dai
Abstract
Let d ≥ 1 be a natural number and A0 be a d × d expansive integral
matrix with determinant ±2. Then A0 is integrally similar to an integral
matrix A with certain additional properties. A finite solution to the sys-
tem of equations associated with the matrix A will result in an iterated
sequence {Ψkχ[0,1)d} that converges to a function ϕA in L
2(Rd)-norm.
With this (scaling) function ϕA, we will construct the Parseval’s wavelet
function ψ with compact support associated with matrix A0.
Keywords: Hilbert space L2(Rd), expansive integral matrix, Parseval’s frame
wavelet, compact support.
1. Introduction
In this paper, d is a natural and d ≥ 1, R is the real numbers and C is the
complex numbers. Rd will be the d-dimensional real Euclidean space and and Cd
will be the d-dimensional complex Euclidean space. Rd is a subset of Cd. Let
{~ej, j = 1, · · · , d} be the standard basis. For two vectors ~x =
∑d
j=1 xj~ej and
~y =
∑d
j=1 yj~ej, the inner product of ~x and ~y is ~x ◦ ~y ≡
∑d
j=1 xj y¯j . For a vector
~ξ ∈ Cd, its real part Re(~ξ) and imaginary part Im(~ξ) are vectors in Rd with ~ξ =
Re(~ξ) + iIm(~ξ). The measure µ will be the Lebesgue measure on Rd and L2(Rd)
will be the Hilbert space of all square integrable functions on Rd. A countable set
of elements {ψi : i ∈ Λ} in L2(Rd) is called a normalized tight frame of L2(Rd) if
(1.1)
∑
i∈Λ
|〈f, ψi〉|2 = ‖f‖2, ∀f ∈ L2(Rd).
It is well known in the literature [4] that the Equation (1.1) is equivalent to
(1.2) f =
∑
i∈Λ
〈f, ψi〉ψi, ∀f ∈ L2(Rd),
where the convergence is in L2(Rd)-norm. For a vector ~ℓ ∈ Rd, the translation
operator T~ℓ is defined as
(T~ℓf)(
~t) ≡ f(~t− ~ℓ), ∀f ∈ L2(Rd).
Let A be a d×d integral matrix with eighenvalues {β1, · · ·βd}. A is called expansive
if min{|βj|, j ≤ d} > 1. The norm of the linear transformation A on Rd (or Cd) will
be ‖A‖ ≡ max{|βj |, j = 1, · · · , d}. For two vectors ~t1,~t2 in the Euclidean space Cd,
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2we have ~t1 ◦ A~t2 = Aτ~t1 ◦ ~t2, where Aτ is the transpose matrix of the real matrix
A. Aτ is expansive iff A is. We define operator UA as
(UAf)(~t) ≡ (
√
| det(A)|)f(A~t), ∀f ∈ L2(Rd).
This is a unitary operator. In particular, for an expansive matrix A with | det(A)| =
2, we will use DA for UA and call it the dilation operator associated with A. The
integral lattice Zd is an Abelian group under vector addition. The subset (2Z)d is
a subgroup. For a fixed d × d integral matrix A with | det(A)| = 2, the two sets
AZd and AτZd are proper subgroups of Zd containing (2Z)d. An integral matrix B
is said integrally similar to another integral matrix C by matrix S if C = SBS−1
for an integral matrix S with S−1 being also integral.
Definition 1.1. Let A be an expansive integral matrix with | det(A)| = 2. A
function ψ ∈ L2(Rd) is called a Parseval’s frame wavelet associated with A, if the
set
(1.3) {DnAT~ℓψ, n ∈ Z, ~ℓ ∈ Zd}
constitutes a normalized tight frame of L2(Rd).
Remark 1.1. The function ψ is also called single function normalized tight
frame wavelet. A Parseval’s frame wavelet is not necessarily a unit vector in L2(Rd)
unless it is an orthonormal wavelet. By definition an element ψ ∈ L2(Rd) is a
Parseval’s frame wavelet if and only if
(1.4) ‖f‖2 =
∑
n∈Z,~ℓ∈Zd
|〈f,DnAT~ℓψ〉|2, ∀f ∈ L2(Rd).
By Equation (1.2) this is equivalent to
(1.5) f =
∑
n∈Z,~ℓ∈Zd
〈f,DnAT~ℓψ〉DnAT~ℓψ, ∀f ∈ L2(Rd).
In this paper, we will prove that an expansive integral matrix A0 with determi-
nant value ±2 is integrally similar to an integral matrix A with certain additional
properties. We will prove that a finite solution to the system of equations (6.1)
associated with the matrix A will result in an iterated sequence {Ψkχ[0,1)d} that
converges to a function ϕA. With this function ϕA, we will construct the Parseval’s
wavelet function ψ with compact support associated with matrix A0.
The original ideas of the above construction were due to W. Lawton on the one
dimensional model [18] in 1990. People use the ideas, however, there is no paper
clearly state and prove the above constructions in general d dimensional case, the
generalization of Lawtton’s results into L2(Rd). This paper give a clear formulation
together with a rigorous proof.
In [5] we state and prove the above construction in the case L2(R2), the two
dimensional case. It is natural that in some reasoning in this paper which is for
general cases d ≥ 1 we use the similar ideas for the corresponding conclusions in a
previous paper [5]. In order to control the size of this paper and also to make this
paper readable, we placed the proofs to some eleven statements into the Appendix.
The 10 page Appendix includes proof of Theorem 5.1; proofs of Propositions 6.1,
8.2, 9.1, 9.2 and 9.3; proofs of Lemmas 3.2, 3.3, 8.1, 8.3 and 9.2. We have to
note that the above mentioned proofs are different and improved somehow than
corresponding parts in [5].
3In the one dimensional case, the 1× 1 dilation matrix 2 is simple: Its transpose
is itself; it acts on the integer lattice Z will result in an simple sublattice 2Z, the
even integers; and the integer lattice Z has a partition of even and odd numbers.
However, for a d × d integral matrix A, these things have been changed. For
example, AZd and AτZd can be different sublattices of Zd. The desired property
AZd = AτZd will make the situation relatively simpler when our discussions are
in the frequency domain and the time domain at same time. We formulated the
properties of matrices and related lattices we will need in higher dimensional cases
into the Partition Theorem (Theorem 4.1). These properties have been cited in
some key Propositions and their proofs (Propositions 6.1, 7.1, 9.1). In particular,
we need these properties when we define the single function Parseval’s frame wavelet
(Definition 9.1). Sections 3 and 4 are devoted to prepare and prove this Partition
Theorem.
The next fundamentally important issue is to show that the scaling function
ϕA is in L
2(Rd). Due to the variety of the matrices we have to cover, we insert
technical Lemmas (Lemmas 7.1, 7.2, 7.3) and Proposition 7.1 in Section 7. We
will follow the classical method for constructing such frame wavelets as provided
by I. Daubechies in [8]. That is, from the filter function m0 to the scaling function
ϕ. This is outlined in Section 2 Steps (C1)-(C3). Then we construct the wavelet
function ψ. To construct the filter functionm0 we start with the system of equations
(6.1) which is a direct generalization of W. Lawton’s system of equations [18] for
frame wavelets in L2(R). In Section 11, we provide two examples to show that the
constructions we proved in this paper does produce Parseval’s frame wavelets, even
orthonormal wavelets.
The literature of wavelet theory in higher dimensions is rich. Many authors
provide significant contributions to the theory. It is hard to make a short list.
However, the author must cite the following names and their papers.
Q. Gu and D. Han [10] proved that, if an integral expansive matrix is associated
with single function orthogonal wavelets withmulti-resolution analysis (MRA), then
the matrix determinant must be ±2. Orthogonal wavelets are special single function
Parseval’s frame wavelets.
The existence of Haar type orthonormal wavelets (hence with compact support)
in L2(R2) was proved by J. Lagarias and Y. Wang in [17]. The first examples of
such functions with compact support and with properties of high smoothness in
L2(R2) and L2(R3) were provided by E. Belogay and Y. Wang in [2]. Compare
with [17] and [2] our methods appear to be more constructive. Also, it provides
variety for single function Parseval wavelets which includes the orthogonal wavelets.
The methods in this paper provide a wide base in searching for more frame wavelets
with normal properties as wavelets in [2].
The scaling function ϕ in this paper is not necessarily orthogonal. So the
wavelet system constructed fits the definition of the frame multi-resolution analysis
(FMRA) by J. Benedetto and S. Li in [3] and it also fits the definition of the general
multi-resolution analysis (GMRA) by L. Baggett, H. Medina and K. Merrill in [1].
42. Main Results
Let A0 be a d × d expansive integral matrix with | det(A0)| = 2. We will con-
struct Parseval’s frame wavelets associated with A0 in the following steps (A)-(E).
(A) Find a d × d integral matrix A (Partition Theorem) which is integrally
similar to A0 with the following properties,
(1)
S−1AS = A0,
where S is an integral matrix with | det(S)| = 1.
(2)
AZd = AτZd.
(3) There exists a vector ~ℓA ∈ Zd such that
Z
d = (~ℓA +AZ
d) ·∪AZd.
(4) There exists a vector ~qA ∈ Zd
~qA ◦AZd ⊆ 2Z and ~qA ◦ (~ℓA +AZd) ⊆ 2Z+ 1.
(B) Solve the system of equations{ ∑
~n∈Zd h~nh~n+~k = δ~0~k,
~k ∈ AZd∑
~n∈Zd h~n =
√
2.
for a finite solution S = {h~n : ~n ∈ Zd}.We say S is a finite solution if the index set
of non-zero terms h~n is included in the set Λ0 ≡ Zd ∩ [−N0, N0]d for some natural
number N0.
(C) Let Ψ be the linear operator on L2(Rd) by
Ψ ≡
∑
~n∈Λ0
h~nDAT~n.
The iterated sequence {Ψkχ[0,1)d , k ∈ N} will converge to the scaling function ϕA
in the L2(Rd)-norm (Theorem 10.2).
(D) Define function ψA
ψA ≡
∑
~n∈Zd
(−1)~qA◦~nh~ℓA−~nDAT~nϕA.
This is a Parseval’s frame wavelet with compact support associated with matrix A
(Theorem 9.1).
(E) Define the wavelet function ψ by
ψ(~t) ≡ ψA(S~t), ∀~t ∈ Rd.
The function ψ is a Parseval’s frame wavelet with compact support associated with
the given matrix A0 (Theorem 5.1).
To prove the conclusion in step (C) and that ϕA has a compact support, we do
the following steps (C1)-(C3).
5(C1) Define the filter function m0(~t).
m0(~t) ≡ 1√
2
∑
~n∈Λ0
h~ne
−i~n◦~t.
(C2) Define a function g by
g(~ξ) ≡ 1
(2π)d/2
∞∏
j=1
m0((A
τ )−j~ξ), ∀~ξ ∈ Rd
The function g is an L2(Rd)-function (Proposition 7.1), and its extension is an
entire function on Cd (Proposition 8.1).
(C3) Define the scaling function ϕA
ϕA ≡ F−1g,
where F is the Fourier transform. The scaling function ϕA is an L2(Rd)-function
with compact support (Proposition 8.2).
3. Factorization of Matrices
In this section, we will prove a factorization theorem (Proposition 3.1) of inte-
gral matrices we discuss. This will provide a base to prove the Partition Theorem
in Section 4. Let M be the set of d × d integral matrices with determinants ±1.
This is a group under matrix multiplication. We will use some elementary d × d
integral matrices. We state their properties in Lemma 3.1.
Let p, i, j be natural numbers and 1 ≤ p, i, j ≤ d. Let I be the d × d identity
matrix. Denote ∆ij the d × d matrix with 1 at ij position and 0 at all other
positions. Denote Iij be the matrix after interchanging the i
th and the jth columns
in the identity matrix I. Denote Dp ≡ I +∆pp, and Sp ≡ I − 2∆pp.
Lemma 3.1. Let B be a d × d matrix, and m,n, p, k, ℓ, i, j be natural numbers
in [1, d].
(1)
(3.1) ∆mn ·∆kℓ = δnk∆mℓ
where δ is the Kronecker delta.
(2) If i 6= j, then
(3.2) (I +∆ij)
−1 = I −∆ij .
Right multiply (I ± ∆ij) to B will add the ith column to the jth in
matrix B (subtract the ith column from the jth column in matrix B).
(3) Sp = S
−1
p . Right multiply Sp to B will change the sign of the p
th column.
(4) Iij = Iji = I
−1
ij . Right multiply Iij to B will interchange the i
th and the
jth columns in matrix B.
(5) D−1p = I− 12∆pp /∈ M. Right multiply Dp to B will multiply the pth column
in B by 2.
6An integral matrix B is said integrally similar to another integral matrix C by
matrix S if C = SBS−1 for an integral matrix S with S−1 being also integral. The
only possible integral matrices to serve for S are matrices in the group M. We will
call the matrices in the set
G = {Sp} ∪ {(I ±∆ij), i 6= j} ∪ {Iij}
elementary matrices. Every member in G has its inverse also in G. Also, we have
G ⊂M.
Lemma 3.2. Let B be a d × d non singular integral matrix. Then B can be
factored into
B = LV
where V ∈ M which is the finite product of elements from G and L an integral
lower triangular matrix with positive diagonals {ℓ11, · · · , ℓdd}.
(For the proof, see Appendix Proof of Lemma 3.2.)
Lemma 3.3. An integral matrix in M is the product of finite elements from G.
(For the proof, see Appendix Proof of Lemma 3.3.)
Let ~r be a d-dimensional row vector for which the only possible non-zero coor-
dinates are the first p− 1 entries with values 1 or 0,
~r ≡ [r1, r2, · · · , rp−1, 0, · · · , 0], rj ∈ {0, 1}.
Define matrix L
(p)
~r and M
(p)
~r by
L
(p)
~r ≡ I +
p−1∑
j=1
rj∆pj , p ≤ d;
M
(p)
~r ≡ I +
p−1∑
j=1
rj∆dj, p ≤ d.
We have
(L
(p)
~r )
−1 = I −
p−1∑
j=1
rj∆pj ;
IpdL
(p)
~r Ipd = M
(p)
~r .
Proposition 3.1. Let B be an integral matrix with | det(B)| = 2. Then for
some natural number p ≤ d, n0 and m0, and some vector
~r ≡ [r1, r2, · · · , rp−1, 0, · · · , 0], rj ∈ {0, 1}.
we have
(3.3) B = L
(p)
~r DpV.
(3.4) B = IpdM
(p)
~r DdU.
(3.5) B = V1V2 · · ·Vn0DdU1U2 · · ·Um0 .
7where V and U are matrices in M, Vj , Ui ∈ G, L(p)~r and M (p)~r are as defined
as before Proposition 3.1
Proof. Let B be an integral matrix with detB = ±2. By Lemma 3.2, we have
B = LU where L = (ℓij) is lower triangular and U ∈ M. So ℓij = 0, if i < j and
ℓii > 0, i = 1, · · · d, and det(L) = Πℓjj = 2. Therefore, every diagonal element has
value 1 except for ℓpp = 2 for some p ≤ d.
By the methods we used in proof of Lemma 3.3, (we do all right multipli-
cation but i = p.) we can factor B = LU = L1V1 where V1 is the product
of some finite elements in G and L1 = (cij) is lower triangular, and its p
th-
row is [cp1 cp2 · · · cp(p−1) 2 0 · · · 0] and all entries in other rows are the same en-
tries in corresponding positions as in identity matrix I. For j = 1, · · · , p − 1,
cpj = 2mj + rj , 0 ≤ rj ≤ 1. We define the row vector ~r
~r ≡ [rp1 rp2 · · · rp(p−1) 2 0 · · · 0].
Notice that the inverse to (I −∆pj)mj is (I +∆pj)mj , we have
B = L1V1 =
(
L1(I −∆p(p−1))m(p−1)
)(
(I +∆p(p−1))m(p−1)V1
)
=
(
L1(I −∆p(p−1))m(p−1) · · · (I −∆p2)m2
) ·(
(I +∆p2)
m2 · · · (I +∆p(p−1))m(p−1)V1
)
= L0V, where
L0 ≡ L1(I −∆p(p−1))m(p−1) · · · (I −∆p2)m2 , and
V ≡ (I +∆p2)m2 · · · (I +∆p(p−1))m(p−1)V1.
It is clear that V is the product of finite elements from G and it is in M. Also, for
j < p, the only different between matrices L1 and L1(I −∆p2)m2 is, at pj position
the first matrix has value cpj and the second (product) matrix has value rj . So L0
is a lower triangular matrix for which if j 6= p then the jth row vector is ~ej and
the pth row vector is ~r+2~ep. So, L0 = L
(p)
~r Dp. Hence we have B = L
(p)
~r DpV. Since
I2dp = I, we have
B = L
(p)
~r DpV = Idp(IdpL
(p)
~r Idp)(IdpDpIdp)(IdpV ) = IdpM
(p)
~r DdU.
Here U ≡ IdpV is the finite product of elements from G. Its is easy to verify that
IdpDpIdp = Dd and IdpL
(p)
~r Idp =M
(p)
~r .

4. Partition Theorem
The purpose for this section is to establish the following Theorem 4.1. We call
it Partition Theorem. The partition properties are essential in our approach in this
paper.
Theorem 4.1. Every integral matrix B with | det(B)| = 2 is integrally similar
to an integral matrix A with the properties that
(1)
(4.1) AZd = AτZd.
(2) There exists a vector ~ℓA ∈ Zd such that
(4.2) Zd = (~ℓA +AZ
d) ·∪AZd.
8(3) There exists a vector ~qA ∈ Zd
(4.3) ~qA ◦AZd ⊆ 2Z and ~qA ◦ (~ℓA +AZd) ⊆ 2Z+ 1.
(4) For ~m ∈ AZd, we have
(4.4) Zd = (~n−AZd) ·∪(~ℓA − ~m− ~n+AZd), ∀~n ∈ Zd.
(5) For ~m ∈ ~ℓA +AZd, we have
(4.5) ~n−AZd = ~ℓA − ~m− ~n+AZd, ∀~n ∈ Zd.
Remark 4.1. Note that the matrices in Theorem 4.1 are not necessarily ex-
pansive. For example, for d ≥ 2, Dd is not expansive but determinant value is
2.
Proof. By Proposition 3.1 we have
B = IpdM
(p)
~r DdU1
for some U1 ∈M, p ≤ d and ~r = [r1, r2, · · · , rp−1, 0, · · · , 0], rj ∈ {0, 1}. Define
C1 ≡ U1BU−11 = U1IpdM (p)~r Dd.
We have | det(C1)| = 2. By Proposition 3.1 again,
C1 = IqdM
(q)
~s DdU2
for some U2 ∈ M, q ≤ d and ~s = [s1, s2, · · · , sq−1, 0, · · · , 0], sj ∈ {0, 1}. Define
C2 ≡ (IqdM (q)~s )−1C1(IqdM (q)~s ). We have
C2 = DdU2(IqdM
(q)
~s )
= DdW1
where W1 ≡ U2(IqdM (q)~s ) ∈ M. Also we have
C2 = (IqdM
(q)
~s )
−1U1IpdM
(p)
~r Dd(IqdM
(q)
~s )
= W2DdIqdM
(q)
~s
where W2 ≡ (IqdM (q)~s )−1U1IpdM (p)~r ∈M. Define a matrix X be
(4.6) X ≡
{
I if q = d,
I −∆dq if q < d.
Define A ≡ XC2X−1. It is clear that the matrices A and B are integrally similar.
We claim that the matrix A has the desired properties (1), (2), (3), (4) and (5).
We have
A = XDdW1X
−1,
A = XW2DdIqdM
(q)
~s X
−1,
then we have
(4.7) Aτ = (X−1)τ (M (q)~s )
τ IqdDd(W2)
τXτ ,
and
(4.8) A−1 = X(W1)−1(Dd)−1X−1.
9Proof of Property (1). It is clear that | det(A−1Aτ )| = 1. We will show that
the product A−1Aτ is an integral matrix. Then we will have A−1AτZd = Zd. This
is equivalent to the equation AτZd = AZd. We have two cases.
Case (A) First we assume q < d. By (4.8) and (4.7) we have
A−1Aτ = X(W1)−1
[
(Dd)
−1X−1(X−1)τ (M (q)~s )
τ IqdDd
]
(W2)
τXτ
(Dd)
−1 and Dd are the only matrices on the right product which are not in M. We
will prove that the product (Dd)
−1X−1(X−1)τ (M (q)~s )
τ IqdDd is an integral matrix.
This will complete the proof of (1).
It is clear that X−1 = I +∆dq and (X−1)τ = I +∆qd and (Dd)−1 = I − 12∆dd.
So we have
(Dd)
−1X−1 · (X−1)τ = (I − 1
2
∆dd) · (I +∆dq) · (I +∆qd)
= (I − 1
2
∆dd) · (I +∆qd +∆dq +∆dd)
= I +∆qd +
1
2
∆dq.
Here we used the Equation (3.1). We also have
(M
(q)
~s )
τ Iqd = (I +
q−1∑
j=1
sj∆dj)
τ · Iqd
= (I +
q−1∑
j=1
sj∆jd) · Iqd
= Iqd +
q−1∑
j=1
sj∆jq .
Repeatedly using Equation (3.1), we obtain that
A−1Aτ =
(
(Dd)
−1X−1 · (X−1)τ ) · ((M (q)~s )τIqd) ·Dd
= (I +∆qd +
1
2
∆dq) · (Iqd +
q−1∑
j=1
sj∆jq) ·Dd
= (
1
2
∆dd + Iqd +
q−1∑
j=1
sj∆jq) ·Dd
= ∆dd + 2Iqd +
q−1∑
j=1
sj∆jq .
This is an integral matrix. In the above last step we used the following equality
(4.9) ∆ij ·Dd =
{
2∆ij j = d,
∆ij j < d.
Case (B) Next, we assume q = d. By definition (4.6) X = I. We have A =
C2 = DdW1 =W2DdM
(d)
~s . So, A
−1 = (W1)−1(Dd)−1 and Aτ = (M
(d)
~s )
τDd(W2)
τ .
A−1Aτ = W−11 (Dd)
−1(M (d)~s )
τDdW
τ
2 .
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Since W−11 and W
τ
2 are integral matrices, it is enough to prove that the product
(Dd)
−1(M (d)~s )
τDd is integral.
(Dd)
−1(M (d)~s )
τDd = (I − 1
2
∆dd) · (I +
d−1∑
j=1
sj∆dj)
τ ·Dd
= (I − 1
2
∆dd) · (I +
d−1∑
j=1
sj∆jd) ·Dd
= (I − 1
2
∆dd +
d−1∑
j=1
sj∆jd) ·Dd
= I +
d−1∑
j=1
2sj∆jd.
So, A−1Aτ an integral matrix. Proof of Property (1) is complete.
Proof of Property (2). Since | det(A)| = 2, by Proposition 3.1 we have
(4.10) A = Ip0dM
(p0)
~r0
DdU0
for some p0 ≤ d, U0 ∈ M and vector ~r0 ≡
∑p0−1
j=1 ̺j~ej , ̺j ∈ {0, 1}. This is a vector
in Zd. Also we have
(4.11) M
(p0)
~r0
= I +
p0−1∑
j=1
̺j∆dj .
Let ~v =
∑
j xj~ej be a vector in Z
d. The coefficient xd is even or odd. So we have
Z
d = (~ed +DdZ
d) ·∪DdZd.
All matrices Ip0d,M
(p0)
~r0
and U0 are in M. So U0Z
d = Zd and Ip0dM
(p0)
~r0
Zd = Zd.
We have
Z
d = Ip0dM
(p0)
~r0
Z
d
= Ip0dM
(p0)
~r0
(
(~ed +DdZ
d) ·∪DdZd
)
= Ip0dM
(p0)
~r0
(
(~ed +DdU0Z
d) ·∪DdU0Zd
)
Define
~ℓA ≡ Ip0dM (p0)~r0 ~ed = ~ep0 .
By Equation (4.10) we obtain
Z
d = (Ip0dM
(p0)
~r0
ed + Ip0dM
(p0)
~r0
DdU0Z
d) ·∪Ip0dM (p0)~r0 DdU0Zd
= (~ℓA +AZ
d) ·∪AZd.
Proof of Property (3). Case (A). Assume p0 < d. We will say that AZ
d is
integrally generated by a (finite) set {~uj} if for each vector ~v ∈ AZd there exists a
(finite) set of integers {sj} such that ~v =
∑
sj~uj . We will call the set a generator
for AZd. The set {Aej , j = 1, · · · , d} is a generator for AZd. By Equation (4.10)
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A = Ip0dM
(p0)
~r0
DdU0. Since U0Z
d = Zd, the set {Ip0dM (p0)~r0 Dd~ei, i = 1, · · · , d} is a
generator for AZd. We have
Ip0dM
(p0)
~r0
Dd~ei = Ip0d
(
I +
p0−1∑
j=1
̺j∆dj
)
Dd~ei
=

Ip0d
(
(1 + ̺i)~ei
)
if i ≤ p0 − 1,
Ip0d(~ep0) if i = p0,
Ip0d(~ei) if p0 + 1 ≤ i ≤ d− 1,
Ip0d(2~ed) if i = d.
=

(1 + ̺i)~ei if i ≤ p0 − 1,
~ed if i = p0,
~ei if p0 + 1 ≤ i ≤ d− 1,
2~ep0 if i = d.
Define
(4.12) ~qA ≡ ~ep0 +
p0−1∑
j=1
̺j~ej.
To prove that ~qA ◦AZd ⊆ 2Z, it is enough to show that ~qA ◦ (Ip0dM (p0)~r0 Dd~ei) is an
even integer for each i ≤ d. We have
~qA ◦ (Ip0dM (p0)~r0 Dd~ei)
=

~qA ◦
(
(1 + ̺i)~ei
)
if i ≤ p0 − 1,
~qA ◦ ~ed if i = p0,
~qA ◦ ~ei if p0 + 1 ≤ i ≤ d− 1,
~qA ◦ (2~ep0) if i = d.
=

(~ep0 +
∑p0−1
j=1 ̺j~ej) ◦
(
(1 + ̺i)~ei
)
if i ≤ p0 − 1,
(~ep0 +
∑p0−1
j=1 ̺j~ej) ◦ ~ed if i = p0,
(~ep0 +
∑p0−1
j=1 ̺j~ej) ◦ ~ei if p0 + 1 ≤ i ≤ d− 1,
(~ep0 +
∑p0−1
j=1 ̺j~ej) ◦ (2~ep0) if i = d.
=

̺i(1 + ̺i) if i ≤ p0 − 1,
0 if i = p0,
0 if p0 + 1 ≤ i ≤ d− 1,
2 if i = d.
The values of all above inner products are even integers. So we proved that when
p0 < d, ~qA ◦AZd is a set of even integers. Also,
~qA ◦ ~ℓA =
(
~ep0 +
p0−1∑
j=1
̺j~ej
) ◦ ~ep0 = 1.
This implies that ~qA ◦ (~ℓA +AZd) is a set of odd integers.
Case (B) Now we assume p0 = d. Then Ip0d = I. In this case
A = M
(d)
~r0
DdU0,
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~r0 =
d−1∑
j=1
̺jej, ̺j ∈ {0, 1}.
By the definition in Proof of Property (2)
~ℓA = ~ed.
Define
~qA ≡ ~ed +
d−1∑
j=1
̺j~ej.
It is clear that ~qA ◦ ~ℓA = (~ed +
∑d−1
j=1 ̺j~ej) ◦ ~ed = 1. Denote ~ui ≡ M (d)~r0 Dd~ei, i =
1, · · · , d. Then the set {~ui, i = 1, · · · , d} is a generator for AZd. To complete the
proof of Case (B), it is enough to show that ~qA ◦ ~ui is even integer for each i ≤ d.
We have
~ui = M
(d)
~r0
Dd~ei, i = 1, · · · , d
=
{
M
(d)
~r0
~ei if i ≤ d− 1,
2M
(d)
~r0
~ed if i = d.
=
{
(1 + ̺i)~ei if i ≤ d− 1,
2~ed if i = d.
We have
~qA ◦ ~ui =
{
(~ed +
∑d−1
j=1 ̺j~ej) ◦
(
(1 + ̺i)~ei
)
if i ≤ d− 1,
(~ed +
∑d−1
j=1 ̺j~ej) ◦ (2~ed) if i = d.
=
{
(1 + ̺i)̺i if i ≤ d− 1,
2 if i = d.
Apparently, those are even numbers. Case (B) has been proved.
Proof of Property (4). Let ~m ∈ AZd. Since AZd is a group containing (2Z)d,
we have −AZd = AZd and −~m− ~n+ AZd = ~n+AZd. So
(~n−AZd) ∪ (~ℓA − ~m− ~n+AZd) = (~n+AZd) ∪ (~ℓA + ~n+AZd).(4.13)
If ~n ∈ AZd then ~n+ AZd = AZd and ~ℓA + ~n +AZd = ~ℓA + AZd. If ~n ∈ ~ℓA + AZd
then ~n+AZd = ~ℓA +AZ
d and ~ℓA + ~n+AZ
d = AZd. So, in either cases we have
(~n+AZd) ∪ (~ℓA + ~n+AZd) = (AZd) ·∪(~ℓA +AZd) = Zd.
Proof of Preperty (5) Let ~m ∈ ~ℓA + AZd. Then ~ℓA − ~m ∈ AZd = AZd. So
~ℓA − ~m− ~n+AZd = ~n−AZd. This is (4.5).

5. Reduction Theorem
For f, g ∈ L1(Rd) ∩ L2(Rd), the Fourier-Plancherel Transform and Fourier In-
verse Transform are defined as
(Ff)(~s) ≡ 1
(2π)d/2
∫
Rd
e−i~s◦~tf(~t)d~t = fˆ(~s),
(F−1g)(~t) ≡ 1
(2π)d/2
∫
Rd
ei~s◦~tg(~s)d~s = gˇ(~t).
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The set L1(Rd) ∩ L2(Rd) is dense in L2(Rd), the operator F extends to a unitary
operator on L2(Rd) which is still called Fourier Transform. For an operator V on
L2(Rd), we will use notation V̂ ≡ FV F−1. We collect the following elementary
equalities in Lemma 5.1. We omit the proof.
Lemma 5.1. Let A be a d× d expansive integral matrix with | det(A)| = 2; ~t, ~s
and ~ℓ ∈ Rd and J ∈ Z. For a d × d integral matrix S of | det(S)| = 1, assume
B = S−1AS. Then
UST~ℓU
−1
S = TS−1~ℓ.(5.1)
USD
J
AU
−1
S = D
J
B.(5.2)
T~ℓDA = DATA~ℓ.(5.3)
T̂~ℓ = Me−i~s◦~ℓ .(5.4)
D̂A = U(A−1)τ = U(Aτ)−1 = D
−1
Aτ = D
∗
Aτ .(5.5)
TA−J~ℓD
J
A = D
J
AT~ℓ.(5.6)
D̂JAφ̂(~t) =
1√
2J
φ̂((Aτ )−J~t), φ ∈ L2(Rd).(5.7)
where Me−i~s◦~ℓ is the unitary multiplication operator by e
−i~s◦~ℓ.
Theorem 5.1. Let A be a d × d expansive integral matrix with | det(A)| = 2
and S be a d× d integral matrix with property that | det(S)| = 1. Let B ≡ S−1AS.
Assume that a function ψA is a Parseval’s frame wavelet associated with the matrix
A. Then the function ηB ≡ USψA is a Parseval’s frame wavelet associated with the
matrix B.
(For the proof, see Appendix Proof of Theorem 5.1).
6. Lawton’s Equations and Filter Function m0(~t)
Through out the rest of this paper, A will be a d× d expansive integral matrix
with | det(A)| = 2 satisfying the equations (4.1),(4.2),(4.3), (4.4) and (4.5) in Par-
tition Theorem. Let S = {h~n : ~n ∈ Zd} be a finite complex solution to the system
of equations
(6.1)
{ ∑
~n∈Zd h~nh~n+~k = δ~0~k,
~k ∈ AZd∑
~n∈Zd h~n =
√
2.
Here δ is the Kronecker delta. The solution is finite if h~n = 0 for all ~n /∈ Λ0 ≡ Zd ∩
[−N0, N0]d for some N0 ∈ N. Wayne Lawton introduced [18] a system of equations
for Parseval’s frame wavelet in L2(R). The equations (6.1) are its generalization
in higher dimensions. We will call the system of equations (6.1) Lawton’s system
of equations for Parseval’s frame wavelets associated with matrix A, or Lawton’s
equations associated with matrix A.
Define
(6.2) m0(~t) ≡ 1√
2
∑
~n∈Zd
h~ne
−i~n◦~t =
1√
2
∑
~n∈Λ0
h~ne
−i~n◦~t, ~t ∈ Cd.
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This is a finite sum and m0(~0) = 1. It is a 2π-periodic trigonometric polynomial
function in the sense that m0(~t) = m0(~t+ π~t0), ∀~t0 ∈ (2Z)d.
Proposition 6.1. Let A be an expansive d × d integral matrix and ~qA is as
stated in Partition Theorem. Let m0(~t) be defined as in (6.2), then
(6.3) |m0(~t)|2 + |m0(~t+ π~qA)|2 = 1, ∀~t ∈ Rd.
Corollary 6.1.
(6.4) |m0(~t)| ≤ 1, ∀~t ∈ Rd.
(For the proof, see Appendix Proof of Proposition 6.1.)
7. The Scaling Function ϕ in L2(Rd)
Definition 7.1. Define
g(~ξ) ≡ 1
(2π)d/2
∞∏
j=1
m0((A
τ )−j~ξ), ∀~ξ ∈ Rd,
and
(7.1) ϕ = F−1g.
In this section we will prove that g is an L2(Rd)-function. Hence by Plancherel
Theorem ϕ is also in L2(Rd). This provides the base for further construction in this
paper. The proof we used in [5] (for case d = 2) no longer works for our general
cases here. We will call ϕ the scaling function. We will use Γπ to denote [−π, π)d.
Lemma 7.1. Let f be a 2π-periodical continuous function on Rd and let ~γ ∈ Rd.
Then ∫
Γπ+~γ
f(~t)d~t =
∫
Γπ
f(~t)d~t.
Proof. Denote Γ(~n)π ≡ Γπ + π~n, ~n ∈ Zd. The family {Γ(~n)π , ~n ∈ (2Z)d} is a
partition of Rd. Since Γπ + ~γ is bounded there is a finite subset ~Λ ⊂ (2Z)d,⋃
· ~n∈~Λ(Γπ + ~γ) ∩ Γ(~n)π = Γπ + ~γ.
Denote Γπ,~n ≡ (Γπ + ~γ) ∩ Γ(~n)π − π~n. We claim that the family {Γπ,~n , ~n ∈ ~Λ} is a
partition of Γπ. It is clear that Γπ,~n ⊆ Γπ, ∀~n ∈ ~Λ. Assume that for some different
~n1, ~n2 ∈ ~Λ, there is a vector ~u ∈ Γπ,~n1 ∩Γπ,~n2 . This implies that ~u+ π~n1 ∈ Γπ +~γ
and ~u + π~n2 ∈ Γπ + ~γ, or ~u − ~γ ∈ Γ(−~n1)π ∩ Γ(−~n2)π . This is impossible since
{Γ(~n)π , ~n ∈ (2Z)d} is a partition of Rd.
Now we have ∫
Γπ
f(~t)d~t =
∫
·∪
~n∈~Λ
Γπ,~n
f(~t)d~t
=
∑
~n∈~Λ
∫
(Γπ+~γ)∩Γ(~n)π −π~n
f(~t)d~t
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=
∑
~n∈~Λ
∫
(Γπ+~γ)∩Γ(~n)π
f(~t)d~t
=
∫
·∪
~n∈~Λ(Γπ+~γ)∩Γ
(~n)
π
f(~t)d~t
=
∫
Γπ+~γ
f(~t)d~t.

Lemma 7.2. Let M be a d × d integral matrix in G and G be a d × d integral
matrix with det(G) 6= 0. Then
(1) There exists a finite partition of Γπ, {∆j , j ∈ ΛM} and a subset of ele-
ments of (2Z)d, {~nj, j ∈ ΛM} such that
(7.2) MΓπ =
⋃
· j∈ΛM (∆j + π~nj).
(2) Let f be a 2π-periodical continuous function on Rd. Then
(7.3)
∫
GMΓπ
f(~t)d~t =
∫
GΓπ
f(~t)d~t
and
(7.4)
∫
MΓπ
f(~t)d~t =
∫
Γπ
f(~t)d~t
Proof. (1) It is clear that
IijΓπ = Γπ, i, j ≤ d,(7.5)
SpΓπ = Γπ, p ≤ d,(7.6)
since IijΓπ, SpΓπ have the same vertices as of Γπ.
Let M ≡ I +∆ij , i 6= j and i, j ≤ d. Since I +∆12 = I2jI1i(I +∆ij)I1iI2j , by
(7.5) we can assume M = I +∆12. The set MΓπ is a cylinder in d × d space. We
have MΓπ = P × [−π, π]d−2 where P is the orthogonal project of MΓπ into the
two dimensional coordinate plane X1 ×X2. The set P is a parallelogram (Figure
1 left). The set P contains two disjoint triangles △+ and △−. P is the disjoint
union of {△+,△−, P\(△+ ·∪△−)}. Also Γπ is disjoint union of {△+ − 2π~e1,△− +
2π~e1, P\(△+ ·∪△−)} (Figure 1 right).
X1X1
X2 X2
(2π, π)
(0.− π)(−2π,−π)
(0, π) (π, π)
(π,−π)(−π,−π)
(−π, π)
△− △− + 2π~e1
△+ △+ − 2~e1
Figure 1. X1 ×X2 Coordinate Plane
Therefore
16
• {△+ × [−π, π]d−2,△− × [−π, π]d−2, P\(△+ ·∪△−)× [−π, π]d−2} is a par-
tition of MΓπ;
• {△+×[−π, π]d−2−2π~e1,△−×[−π, π]d−2+2π~e1, P\(△+ ·∪△−)×[−π, π]d−2}
is a partition of Γπ.
The proof for the case M = I −∆ij is similar to this. We omit it.
(2) Since G : Rd → Rd by ~t 7→ G~t is linear and one-to-one, we have
GMΓπ = G
(⋃· (∆j + π~nj)) =⋃· (G∆j + πG~nj).
Also, πG~nj ∈ π(2Z)d and f is 2π-periodical, so we have∫
GMΓπ
f(~t)d~t =
∫
·∪(G∆j+πG~nj)
f(~t)d~t
=
∫
G( ·∪∆j)
f(~t)d~t
=
∫
GΓπ
f(~t)d~t
Replace G by I in (7.3), we obtain (7.4).

Lemma 7.3. Let A be a d× d expansive integral matrix with | det(A)| = 2, and
let f be a 2π-periodical continuous function on Rd. Then∫
AΓπ
fd~t = 2
∫
Γπ
fd~t
Proof. By Proposition 3.1 Equation (3.5) we have Vj , Ui ∈ G such that
A = V1V2 · · ·Vn0DdU1U2 · · ·Um0 .
Repeatedly using Lemma 7.2 Equation (7.3) we have∫
AΓπ
fd~t =
∫
V1V2···Vn0DdU1U2···Um0Γπ
fd~t
=
∫
V1V2···Vn0DdΓπ
fd~t.
Denote Γ+π ≡ [−π, π]d−1 × [0, π], Γ−π ≡ [−π, π]d−1 × [−π, 0]. Modulus a measure
zero set we have DdΓπ = [−π, π]d−1× [−2π, 2π] = Γπ ·∪
(
(Γ+π − 2π~ed) ·∪(Γ−π +2π~ed)
)
.
So we have∫
AΓπ
fd~t =
∫
V1V2···Vn0
(
Γπ ·∪
(
(Γ+π−2π~ed) ·∪(Γ−π+2π~ed)
)) fd~t
=
∫
V1V2···Vn0Γπ
fd~t+
∫
V1V2···Vn0
(
(Γ+π−2π~ed) ·∪(Γ−π+2π~ed)
) fd~t.
By Lemma 7.2 we have ∫
V1V2···Vn0Γπ
fd~t =
∫
Γπ
fd~t,
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and ∫
V1V2···Vn0
(
(Γ+π−2π~ed) ·∪(Γ−π+2π~ed)
) fd~t
=
∫
V1V2···Vn0(Γ−π+2π~ed)
fd~t+
∫
V1V2···Vn0 (Γ+π−2π~ed)
fd~t
=
∫
V1V2···Vn0(Γ+π ·∪Γ−π )
fd~t
=
∫
V1V2···Vn0Γπ
fd~t
=
∫
Γπ
fd~t.
The proof of Lemma 7.3 is complete. 
Proposition 7.1. The functions g and ϕ are in L2(Rd).
Proof. For J ∈ N, we define
MJ(~ξ) ≡
{ ∏J
j=1 |m0((Aτ )−j~ξ)|2, if ~ξ ∈ (Aτ )J+1Γπ;
0, if ~ξ ∈ Rd\(Aτ )J+1Γπ.
To prove the Proposition 7.1, by Fatou’s Lemma it suffices to show that {∫
Rd
MJ(~ξ)d~ξ, J ∈
N} is a bounded sequence.
We have∫
Rd
MJ(~ξ)d~ξ =
∫
(Aτ )J+1Γπ
J∏
k=1
|m0((Aτ )−k~ξ)|2d~ξ
=
∫
(Aτ )J (AτΓπ)
J∏
k=1
|m0((Aτ )−k~ξ)|2d~ξ
= | det((Aτ )J )|
∫
AτΓπ
J−1∏
m=0
|m0((Aτ )mη)|2d~η
where ~η ≡ (Aτ )−J~ξ.
We claim that
(7.7)
∫
AτΓπ
J−1∏
m=0
|m0((Aτ )mη)|2d~η =
∫
Γπ
J−1∏
m=1
|m0((Aτ )mη)|2d~η.
By this claim and the calculation before we will have∫
Rd
MJ(~ξ)d~ξ = | det((Aτ )J )|
∫
AτΓπ
J−1∏
m=0
|m0((Aτ )mη)|2d~η
= | det((Aτ )J )|
∫
Γπ
J−1∏
m=1
|m0((Aτ )mη)|2d~η
=
∫
(Aτ )JΓπ
J−1∏
m=1
|m0((Aτ )−(J−m)~ξ)|2d~ξ
18
=
∫
Rd
MJ−1(~ξ)d~ξ.
So, {∫
Rd
MJ(~ξ)d~ξ, J ∈ N} is a constant sequence. We will complete the proof when
we finish the proof of the claim.
Proof of the Claim. By Lemma 7.1, let ~γ = −π~qA, we have∫
Γπ
J−1∏
m=0
|m0((Aτ )mη)|2d~η
=
∫
Γπ−π~qA
J−1∏
m=0
|m0((Aτ )mη)|2d~η
=
∫
Γπ
|m0(~λ+ π~qA)|2 ·
J−1∏
m=1
|m0((Aτ )m~λ+ π(Aτ )m~qA)|2d~λ
where ~λ = ~η − π~qA.
By Partition Theorem equation (4.3), ~qA ◦AZd are even numbers. So Aτ~qA ◦~n
is even for every ~n ∈ Zd. This implies that Aτ~qA ∈ (2Z)d. So (Aτ )m~qA ∈ (2Z)d for
m ≥ 1. By the fact that the function m0 is 2π-periodical, we have
(7.8)
∫
Γπ
J−1∏
m=0
|m0((Aτ )mη)|2d~η =
∫
Γπ
|m0(~λ+ π~qA)|2 ·
J−1∏
m=1
|m0((Aτ )m~λ)|2d~λ
Now, by Lemma 7.3 we have
(7.9)
∫
AτΓπ
J−1∏
m=0
|m0((Aτ )mη)|2d~η = 2 ·
∫
Γπ
J−1∏
m=0
|m0((Aτ )mη)|2d~η.
Combine (7.9) and (7.8), and by (6.2) we have∫
AτΓπ
J−1∏
m=0
|m0((Aτ )mη)|2d~η
=
∫
Γπ
J−1∏
m=0
|m0((Aτ )mη)|2d~η +
∫
Γπ
J−1∏
m=0
|m0((Aτ )mη)|2d~η
=
∫
Γπ
|m0(~λ)|2 ·
J−1∏
m=1
|m0((Aτ )m~λ)|2d~λ+
∫
Γπ
|m0(~λ+ π~qA)|2 ·
J−1∏
m=1
|m0((Aτ )m~λ)|2d~λ
=
∫
Γπ
(|m0(~λ)|2 + |m0(~λ+ π~qA)|2) ·
J−1∏
m=1
|m0((Aτ )m~λ)|2d~λ
=
∫
Γπ
J−1∏
m=1
|m0((Aτ )m~λ)|2d~λ.
The claim has been proven.

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8. ϕ has a compact support
In this section we will prove that the scaling function ϕ has a compact support
in Rd (Proposition 8.2). We outline the ideas for this. We place the proofs of
Lemma 8.1, Lemma 8.3 and Proposition 8.2 in the Appendix since in the proofs we
use the similar ideas we used in the previous paper [5]
We will need the following Schwartz’s Paley-Wiener Theorem.
Schwartz’s Paley-Wiener Theorem An entire function F on Cd, d ∈ N,
is the Fourier Transform of a distribution with compact support in Rd if and only
if there are some constants C,N and B, such that
(8.1) |F (~ξ)| ≤ C(1 + |~ξ|)NeB|Im(~ξ)|, ∀~ξ ∈ Cd
The distribution is supported on the closed ball with center ~0 and radius B.
First, we prove that g is an entire function. Denote dj(~ξ) ≡ m0((Aτ )−j~ξ) − 1
and denote β = ‖(Aτ )−1‖−1. Since A is expansive, β > 1. Here ‖ · ‖ is the operator
norm of linear operators on the Euclidian space Cd.
Lemma 8.1. Let Ω be a bounded closed region in Cd. Then there exists a con-
stant CΩ > 0,
(8.2) |dj(~ξ)| ≤ CΩ
βj
, ∀j ∈ N, ~ξ ∈ Ω.
(For the proof, see Appendix Proof of Lemma 8.1.)
Proposition 8.1. The function g(~ξ) is an entire function on Cd.
Proof. For J ∈ N, ~ξ ∈ Cd, define
(8.3) gJ(~ξ) ≡ 1
(2π)d/2
J∏
j=1
m0((A
τ )−j~ξ) =
1
(2π)d/2
J∏
j=1
(1 + dj(~ξ)).
Since this is a finite product, gJ is an entire function.
Since β > 1, by Lemma 8.1
∑ |dj(~ξ)| converges uniformly on bounded region
Ω, the product
∏∞
j=0(1 + |dj(~ξ)|) converges uniformly on Ω. This implies that g is
the uniform limit of a sequence of entire functions gJ on every bounded region Ω.
By Morera Theorem g is an entire function on Cd.

Lemma 8.2.
(8.4) |e−iz − 1| ≤ min(2, |z|), ∀z ∈ C, Im(z) ≤ 0.
Proof. Let z = a+ ib, with b = Im(z) ≤ 0. So we have
|e−iz − 1| ≤ 1 + |e−iz| ≤ 1 + eb ≤ 2.
On the other hand, we have eb > 1+b, ∀b 6= 0.When b < 0, b2 = (−b)2 > (1−eb)2.
So
|e−iz − 1|2 = e2b − 2eb cos a+ 1 = (eb − 1)2 + eb · 4 sin2 a
2
≤ b2 + a2 = |z|.

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Lemma 8.3. There exist constants B0, C0 such that for all j ∈ N, ~ξ ∈ Cd,
(8.5) |m0
(
(Aτ )−j~ξ
)| ≤ (1 + C0min(1, |~ξ|
βj
)
)
exp(
B0|Im(~ξ)|
βj
).
(For the proof, see Appendix Proof of Lemma 8.3.)
Proposition 8.2. The scaling function ϕ is an L2(Rd) function with compact
support.
(For the proof, see Appendix Proof of Proposition 8.2.)
9. Parseval’s Frame Wavelet Function ψ
In this section we will define a function ψ associated with the scaling function ϕ.
In Theorem 9.1 we prove that the function ψ is a Parseval’s frame wavelet function
associated with matrix A. Since in the proofs of Lemma 9.2, Proposition 9.2 and
Proposition 9.3 we use the ideas that we have used in the previous paper [5], to
make this paper readable, we place these proofs in Appendix.
By Definition 7.1 and Equations (5.3), (5.4) and (5.6) in Lemma 5.1 we have
ϕ̂(~s) = g(~s) = m0((A
τ )−1~s) · 1
(2π)d/2
∞∏
j=2
m0((A
τ )−j~s)
= m0((A
τ )−1~s)g((Aτ )−1~s)
=
1√
2
∑
~n∈Λ0
h~ne
−i~n◦(Aτ )−1~sg((Aτ )−1~s)
=
∑
~n∈Λ0
h~nT̂A−1~nD̂Ag(~s), by (5.4) and (5.7)
=
∑
~n∈Λ0
h~nD̂AT̂~nϕ̂(~s), by (5.3).
Taking Fourier inverse transform on two sides, we have
(9.1) ϕ =
∑
~n∈Λ0
h~nDAT~nϕ.
This is the two scaling equation associate with matrix A. An equivalent form is
ϕ(~t) =
√
2
∑
~n∈Λ0
h~nϕ(A~t− ~n), ~t ∈ Rd.
Definition 9.1. Define a function ψ on Rd by
(9.2) ψ ≡
∑
~n∈Zd
(−1)~qA◦~nh~ℓA−~nDAT~nϕ.
An equivalent statement is
ψ(~t) =
√
2
∑
~n∈Zd
(−1)~qA◦~nh~ℓA−~nϕ(A~t − ~n), ∀~t ∈ Rd.
It is clear that this function ψ has a compact support since ϕ has a compact support
and {h~n} is a finite solution to Lawton’s equations. For J ∈ Z, and f ∈ L2(Rd)
define
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IJ ≡
∑
~k∈Zd
〈f,DJAT~kϕ〉DJAT~kϕ;
FJ ≡
∑
~k∈Zd
〈f,DJAT~kψ〉DJAT~kψ.
Proposition 9.1. Let f ∈ L2(Rd). Then
(9.3) IJ+1 = IJ + FJ , ∀J ∈ Z.
(For the proof, see Appendix Proof of Proposition 9.1.)
For f ∈ L2(Rd) and J ∈ Z, we will use the following notations.
L0(f) ≡
∑
~ℓ∈Zd
|〈f, T~ℓϕ〉|2.
LJ(f) ≡
∑
~ℓ∈Zd
|〈f,DJAT~ℓϕ〉|2 = L0((DJA)∗f).
Let ρ > 0, we define functions fρ and fρ by
f̂ρ ≡ f̂ · χ{|~t|≤ρ}.
f̂ρ ≡ f̂ · χ{|~t|>ρ}.
Here χ is the characteristic function. It is clear that we have
Lemma 9.1. The function fρ and fρ have the following properties,
(1) f = fρ + fρ,
(2) ‖f‖2 = ‖f̂‖2 = ‖fρ‖2 + ‖fρ‖2,
(3) limρ→∞ ‖fρ‖2 = ‖f‖2,
(4) limρ→∞ ‖fρ‖2 = 0.
Theorem 9.1. Let ψ be as defined in Definition 9.1. Then, {DnAT~ℓψ, n ∈ Z, ~ℓ ∈
Zd} is a Parseval’s frame for L2(Rd).
Proof. Let f ∈ L2(Rd). We will prove that
(9.4) f =
∑
n∈Z
∑
~ℓ∈Zd
〈f,DnAT~ℓψ〉DnAT~ℓψ,
the convergence is in L2(Rd)-norm.
By Proposition 9.1, we have Ij − Ij−1 = Fj−1, ∀j ∈ Z. Hence
J∑
j=−J+1
Fj = IJ − I−J , ∀J ∈ Z.
This implies that
J∑
j=−J+1
∑
~ℓ∈Zd
〈f,DjAT~ℓψ〉DjAT~ℓψ
=
∑
~ℓ∈Zd
〈f,DJAT~ℓϕ〉DJAT~ℓϕ−
∑
~ℓ∈Zd
〈f,D−JA T~ℓϕ〉D−JT~ℓϕ.
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Taking inner product of f with both sides of the equation, we have
J∑
j=−J+1
∑
~ℓ∈Zd
|〈f,DjAT~ℓψ〉|2 = LJ(f)− L−J(f).
By Proposition 9.2 and Proposition 9.3, we have
lim
J→+∞
LJ(f) = ‖f‖2;
lim
J→+∞
L−J(f) = 0.
So, we have ∑
j∈Z
∑
~ℓ∈Zd
|〈f,DjAT~ℓψ〉|2 = ‖f‖2, ∀f ∈ L2(Rd).

Proposition 9.2. Let f ∈ L2(Rd). Then
lim
J→+∞
L−J(f) = 0.
(For the proof, see Appendix Proof of Proposition 9.2.)
Lemma 9.2. Let f ∈ L2(Rd) and J ∈ Z. Then
LJ(f) = (2π)
d
∫
Rd
∑
~ℓ∈Zd
(
f̂(~t)f̂(~t− 2π(Aτ )J~ℓ)ϕ̂((Aτ )−J~t− 2π~ℓ)ϕ̂((Aτ )−J~t)
)
d~t
(For the proof, see Appendix Proof of Lemma 9.2.)
Proposition 9.3. We have
(9.5) lim
J→+∞
LJ(f) = ‖f‖2, ∀f ∈ L2(Rd).
(For the proof, see Appendix Proof of Proposition 9.3.)
10. Summary and Iteration
Let B be a d×d expansive integral matrix with detB = ±2 and f be a function
in L2(Rd). Denote
V
(0)
B (f) ≡ span({T~ℓf, ~ℓ ∈ Zd}).
V
(n)
B (f) ≡ DnBV (0)B (f), n ∈ Z.
Let A0 be an d×d integral expansive matrix with detA0 = ±2. By the Partition
Theorem (Theorem 4.1) A0 = S
−1AS for some d×d integral matrix S with detS =
±1 and there are two vectors ~ℓA, ~qA ∈ Zd with properties (1)-(5) in Theorem 4.1. By
the construction in Sections §4-§9 we obtained scaling function ϕA and Parseval’s
frame wavelet in ψA L
2(Rd).
Define ϕA0 and ψA0 by ϕA0(~t) ≡ (USϕA)(~t) = ϕA(S~t) and ψA0(~t) ≡ (USψA)(~t) =
ψA(S~t). We have
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Theorem 10.1. (1) The function ψA0 is a Parseval’s frame wavelet as-
sociated with matrix A0.
(2)
ϕA0 =
∑
~n∈Λ0
h~nDA0TS−1~nϕA0 .(10.1)
ψA0 =
∑
~ℓA−~n∈Λ0
(−1)~qA◦~nh~ℓA−~nDA0TS−1~nϕA0 .(10.2)
where {h~n, ~n ∈ Λ0} is the finite solution to the Lawton’s system of equa-
tions associated with matrix A; vectors {ℓA, ~qA} and the d × d matrix S
are as defined in the Partition Theorem (Theorem 4.1).
(3)
V
(n)
A0
(ϕA0) ⊂ V (n+1)A0 (ϕA0), n ∈ Z.
(4) ⋃
n∈Z
V
(n)
A0
(ϕA0) = L
2(Rd).
Proof. By Equations (9.1) and (9.2) we have
ϕA =
∑
~n∈Zd
h~nDAT~nϕA.
ψA =
∑
~n∈Zd
(−1)~qA◦~nh~ℓA−~nDAT~nϕ.
This implies that for any ~k ∈ Zd,
T~kϕA = T~kDA
∑
~n∈Zd
h~nT~nϕA = DA
∑
~n∈Zd
h~nT~n+A~kϕA ∈ V (1)A (ϕA)
So we have
V
(0)
A (ϕA) ⊂ V (1)A (ϕA) and ψA ∈ V (1)A (ϕA).
Hence
V
(n)
A (ϕA) ⊂ V (n+1)A (ϕA), ∀n ∈ Z, and {T~kψA, ~k ∈ Zd} ⊂ V (1)A (ϕA).
Therefore, we have
{DmAT~kψA, ~k ∈ Zd} ⊂ V
(1)
A (ϕA), ∀m ∈ Z,m ≤ 0.
Apply DnA to the two sides and take union, we obtain,
{DnAT~kψA, n ∈ Z, ~k ∈ Zd} ⊂
⋃
n∈Z
V
(n)
A (ϕA).
This equation together with Theorem 9.1 Equation (9.4) we get
⋃
n∈Z V
(n)
A (ϕA) =
L2(Rd).
Next, notice that Λ0 is the finite support of the solution {h~n} to the Lawton’s
system of equations (6.1) associated with matrix A, by Equations (9.1), (9.2), (5.1)
and (5.2), we have
ϕA0 = USϕA = US
∑
~n∈Zd
h~nDAT~nϕA
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=
∑
~n∈Zd
h~n(USDAU
−1
S )(UST~nU
−1
S )(USϕA)
=
∑
~n∈Zd
h~nDA0TS−1~nϕA0
=
∑
~n∈Λ0
h~nDA0TS−1~nϕA0 .
ψA0 = USψA = US
∑
~n∈Zd
(−1)~qA◦~nh~ℓA−~nDAT~nϕ
=
∑
~n∈Zd
(−1)~qA◦~nh~ℓA−~n(USDAU
−1
S )(UST~nU
−1
S )(USϕA)
=
∑
~ℓA−~n∈Λ0
(−1)~qA◦~nh~ℓA−~nDA0TS−1~nϕA0 .
Since US is a unitary operator. It will map a normalize tight frame into a
normalized tight frame. We have US{DnAT~kψA, n ∈ Z, ~k ∈ Zd} = {DnA0T~kψA0 , n ∈
Z, ~k ∈ Zd}. So ψA0 is a Parseval’s frame wavelet. It is also true that USV (n)A (ϕA) =
V
(n)
A0
(ϕA0), ∀n ∈ Z. So we have (3) and (4). 
Let f0(~t) be a bounded function in L
2(Rd) which is contiguous at ~0 and f0(~0) =
1. Define
g0(~ξ) ≡ 1
(2π)d/2
· f0(~ξ),
gk(~ξ) ≡ 1
(2π)d/2
· f0((Aτ )−k~ξ) ·
k∏
j=1
m0((A
τ )−j~ξ), ∀k ≥ 1,
and
ϕk ≡ F−1gk, ∀k ≥ 0.
Since limk f0((A
τ )−k~ξ) is converging to the constant function 1 uniformly on any
given bounded region of Rd and
∏k
j=1m0((A
τ )−j~ξ) is also converging uniformly
on any given bounded region of L2(Rd) (see the proof of Proposition 8.1), we have
lim gk = g and limϕk = ϕ. The convergence is in L
2(Rd)-norm. We have
ϕ̂k+1(~s) = gk+1(~s)
= m0((A
τ )−1~s) · 1
(2π)d/2
· f0((Aτ )−(k+1)~s) ·
k+1∏
j=2
m0((A
τ )−j~s)
= m0((A
τ )−1~s) · gk((Aτ )−1~s )
=
1√
2
∑
~n∈Λ0
h~ne
−i~n◦(Aτ )−1~sgk((Aτ )−1~s )
=
∑
~n∈Λ0
h~nT̂A−1~nD̂Agk(~s), by (5.4) and (5.7)
=
∑
~n∈Λ0
h~nD̂AT̂~nϕ̂k(~s), by (5.3).
Hence, we have
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(10.3) ϕk+1 =
∑
~n∈Λ0
h~nDAT~nϕk, k = 1, 2, · · · ,
and
(10.4) ϕ1 =
∑
~n∈Λ0
h~nDAT~nϕ0.
Let Ψ be the linear operator
(10.5) Ψ ≡
∑
~n∈Λ0
h~nDAT~n.
The above discussion proves that if ϕ̂0 is a bounded L
2(Rd)-function which is contin-
uous at ~0 with value 1, then the sequence {Ψkϕ0} converges to the scaling function
ϕ in L2(Rd)-norm.
Theorem 10.2. We have
(10.6) lim
k→∞
Ψkχ[0,1)d = ϕ
the limit converges in L2(Rd)-norm.
Proof. Let ϕ0 ≡ χ[0,1)d . All we need to prove is that Fϕ0 = 1(2π)d/2 · f0 for
some function f0 and this f0 is bounded in R
d and continuous at ~0. We have
Fϕ0(~s) = 1
(2π)d/2
∫
Rd
e−i~s◦~tχ[0,1)dd~t
=
1
(2π)d/2
∫
[0,1)d
e−i~s◦~td~t
=
1
(2π)d/2
d∏
j=1
(eisj − 1
sj
)
The function e
isj−1
sj
is continuous at sj = 0 if we define its value by 1. Also, it is
bounded when sj is real numbers. This proves this theorem.

11. Examples
In this section we will use our methods developed in this paper to construction
some examples of wavelet functions in L2(R3).
Example 1. In this example we will construct a Haar wavelet in L2(R3)
associated with matrix
A0 ≡
 0 1 00 0 1
2 0 0
 .
We have A0 = S
−1AS where
A ≡
 0 2 −10 0 1
1 1 0
 and S ≡
 −1 0 11 0 0
0 1 0
 .
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Then det(A) = 2 with eigenvalues { 3√2e
ikπ
3 , k = 0, 1, 2.}.The matrixA is expansive.
We have
AZ3 =
{
α
 00
1
+ β
 11
0
+ (2Z)3, α, β ∈ Z} = AτZ3.
Let
~ℓA ≡
 10
0
 , ~qA ≡
 11
0
 .
The vectors ~ℓA, ~qA and matrix A have the properties (1)-(5) in the Partition The-
orem. In this example we assume that the only non zero elements for h~n are at
~n0 =
 00
0
 and ~n1 =
 10
0
 ∈ ~ℓA +AZ3.
So the product h~n0h~n1 is not in any of the Equations (6.1). The reduced system of
Lawton’s Equations is {
h2~n0 + h
2
~n1
= 1
h~n0 + h~n1 =
√
2.
The system has one solution h~n0 = h~n1 =
√
2
2 . The two scaling relation equation
(9.1) is
(11.1) ϕA =
√
2
2
DA(I + T~n1)ϕA.
By Theorem 10.1
ϕA0 = USϕA =
√
2
2
DA0(I + TS−1~n1)ϕA0 =
√
2
2
DA0(I + T~e3)ϕA0 .
Notice that we have (I + T~e3)χ[0,1)3 = χ[0,1)2×[0,2) and
√
2
2 DA0χ[0,1)2×[0,2) = χ[0,1)3 .
The function χ
[0,1)3
is the scaling function ϕA0 . Then the related normalized tight
frame (orthogonal) wavelet is
ψA0 = χQ+ − χQ− , with Q+ ≡ χ[0,0.5)×[0,1)2 and Q− ≡ χ[0.5,1)×[0,1)2
This is a Haar wavelet in L2(R3). By this method, we can find examples of Haar
wavelets in any dimension.
Example 2. Let
A ≡
 −2 1 −21 0 0
2 0 2
 , ~ℓA ≡
 00
1
 and ~qA ≡
 00
1
 .
It is clear that det(A) = −2. Also, we have
AZ3 =
{
α~e1 + β~e2 + (2Z)
3, α, β ∈ Z} = AτZ3.
The vectors ~ℓA, ~qA and matrix A satisfy the properties (1)-(5) in the Partition
Theorem (Theorem 4.1). So, if we have a finite solution to the the Equations (6.1),
we will have a Parseval’s frame wavelet associated with matrix A. In this example
27
we assume Λ0 ≡
{
~n = α~e1 + β~e2 + γ~e3, α = 0, 1, 2, 3, β = 0, 1, γ = 0, 1,
}
. The
corresponding reduced Lawton’s system of equations is
∑
~n∈Λ0 h
2
~n = 1,∑3
k=0(hk,0,0 · h(1+k),0,0 + hk,0,1 · h(1+k),0,1 + hk,1,0 · h(1+k),1,0 + hk,1,1 · h(1+k),1,1) = 0,∑2
k=0(hk,0,0 · h(2+k),0,0 + hk,0,1 · h(2+k),0,1 + hk,1,0 · h(2+k),1,0 + hk,1,1 · h(2+k),1,1) = 0,∑1
k=0(hk,0,0 · h(3+k),0,0 + hk,0,1 · h(3+k),0,1 + hk,1,0 · h(3+k),1,0 + hk,1,1 · h(3+k),1,1) = 0,∑0
k=0(hk,0,0 · h(3+k),1,0 + hk,0,1 · h(3+k),1,1) = 0,∑1
k=0(hk,0,0 · h(2+k),1,0 + hk,0,1 · h(2+k),1,1) = 0,∑2
k=0(hk,0,0 · h(1+k),1,0 + hk,0,1 · h(1+k),1,1) = 0,∑3
k=0(hk,0,0 · hk,1,0 + hk,0,1 · hk,1,1) = 0,∑3
k=1(hk,0,0 · h(k−1),1,0 + hk,0,1 · h(k−1),1,1) = 0,∑3
k=2(hk,0,0 · h(k−2),1,0 + hk,0,1 · h(k−2),1,1) = 0,∑3
k=3(hk,0,0 · h(k−3),1,0 + hk,0,1 · h(k−3),1,1) = 0,∑
~n∈Λ0 h~n =
√
2.
In the Table 1 we have two sets of solutions. The solutions satisfies the equations
with errors less than 10−10.
α β γ Solution set 1 Solution set 2
0 0 0 0.00000000000000003754 -0.00000000000000000294
1 0 0 0.08378339374280850000 0.03292120287539430000
2 0 0 0.49453510790101500000 -0.13290357845020300000
3 0 0 0.00000000000000024969 0.00000000000000017890
0 1 0 0.00000000000000002218 0.00000000000000004947
1 1 0 0.35330635188230000000 0.55716952051625900000
2 1 0 -0.22451807131547000000 0.24991965790058100000
3 1 0 0.00000000000000011746 -0.00000000000000000691
0 0 1 0.00000000000000007270 -0.00000000000000000396
1 0 1 0.16226597620431900000 0.04430091724524290000
2 0 1 -0.25534514772672400000 0.09876422297993930000
3 0 1 -0.00000000000000012892 -0.00000000000000013295
0 1 1 0.00000000000000004295 0.00000000000000006657
1 1 1 0.68425970262500800000 0.74976363753740400000
2 1 1 0.11592624905984000000 -0.18572201823152200000
3 1 1 -0.00000000000000006065 0.00000000000000000514
Table 1. Two solutions to Equations
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12. Appendix
Proof of Lemma 3.2
Proof. (1) Right multiply some Si to B to make the elements in the first row
of the product all non negative. We denote the product by B1, and the product of
the Si we used by U1 . U1 is in M. Note that S
−1
i = Si. We have
B = B1 · U1.
(2) Let b1j be the elements of the first row of B1. Since B is non singular, the
row has some positive terms. Let b1j1 be the smallest positive element in the row.
So we can further factor B as following
B = B2 · U2
where B2 = B1I1j1 and U2 = I1j1U1. Let c1j be the first row of B2. Now c11 is the
smallest positive element in the row. U2 is in M. If for some j2 > 1, c1j2 > 0, we
factor further
B = B3 · U3
where B3 = B2(1−∆1j2) and U3 = (1+∆1j2 )U2. If c1j = 0, j ≥ 2, we are done for
this step.
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(3) If needed, repeat above process (2), until we get factor B = L1V1, where
L1 = (ℓij) is an integral matrix with ℓ11 > 0 and ℓ1,j = 0, j > 1. And V1 is a finite
product of elements from G and V1 ∈ M.
(4) We can continue the above steps on the (d− 1)× (d− 1) matrix (ℓij)i,j≥2.
By induction we will have
B = LV,
where V ∈ M and L an integral lower triangular matrix with positive diagonals
{ℓ11, · · · , ℓdd}. 
Proof of Lemma 3.3
Proof. Let B be an integral matrix with detB = ±1. By Lemma 3.2, we
have B = LV where L = (ℓij) is lower triangular. So ℓij = 0, if i < j and
ℓii > 0, i = 1, · · · d, and det(L) = Πℓjj = 1. Therefore, every diagonal element has
value 1.
Let i, j ≤ d, i > j. Assume ℓij > 0. By Equation (3.1), ∆nij = 0, ∀n ≥ 2. We
have (I −∆ij)ℓij = I +
∑ℓij
m=1(−1)mCmℓij (∆ij)m = (I − ℓij∆ij). So (I −∆ij)ℓij =
(I − ℓij∆ij). By Equation (3.2), this equation is also valid for case ℓij . Hence we
have
(12.1) (I ±∆ij)ℓij = (I ± ℓij∆ij).
The inverse to (I ±∆ij)ℓij are (I ∓ ℓij∆ij).
Right multiply (I − ℓdj∆dj) to L will subtract the dth column from the jth
column in matrix L. Since ℓdd = 1, we have factorization This will result a 0 value
at dj position of the product and all other entries are remain unchanged. So,
B = LV =
(
LΠj<d(I −∆dj)ℓdj
)(
Πj<d(I +∆dj)
ℓdjV
)
=
(
LΠj<d(I −∆dj)ℓdj · Πj<d−1(I −∆(d−1)j)ℓ(d−1)j · · ·Πj<2(I −∆2j)ℓ2j
) ·(
Πdi=2Πj<i(I +∆ij)
ℓijV
)
The product in the first big parentheses is I since every ℓij , i > j is changed into
0. By Lemma 3.2, V is the finite product of elements from G, hence, B can be
factored as products of elements from G.

Proof of Theorem 5.1.
Proof. We haveB = S−1AS,DB = UB = US−1AS = USUAUS−1 = USDAU
−1
S .
Let f ∈ L2(Rd). Since ψA is a Parseval’s frame wavelet associated with the matrix
A, we have
U−1S f =
∑
n∈Z,~ℓ∈Zd
〈U−1S f,DnAT~ℓψA〉DnAT~ℓψA.
Then
f =
∑
n∈Z,~ℓ∈Zd
〈f, USDnAT~ℓψA〉USDnAT~ℓψA
=
∑
n∈Z,~ℓ∈Zd
〈f,DnBTS−1~ℓηB〉DnBTS−1~ℓηB
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=
∑
n∈Z,~ℓ∈S−1Zd
〈f,DnBT~ℓηB〉DnBT~ℓηB.
Since S is an integral matrix with | det(S)| = 1, we have Zd = SZd = S−1Zd. So
we have
f =
∑
n∈Z,~ℓ∈Zd
〈f,DnBT~ℓηB〉DnBT~ℓηB .

Proof of Proposition 6.1.
Proof. We have
|m0(~t)|2 + |m0(~t+ π~qA)|2 = 1
2
∣∣∣∣∣∣
∑
~m∈Zd
h~me
−i~m◦~t
∣∣∣∣∣∣
2
+
1
2
∣∣∣∣∣∣
∑
~m∈Zd
h~me
−i~m◦(~t+π·~qA)
∣∣∣∣∣∣
2
=
1
2
 ∑
~m∈Zd,~n∈Zd
h~mh~ne
−i(~m−~n)◦~t +
∑
~m∈Zd,~n∈Zd
(−1)(~m−~n)◦~qAh~mh~ne−i(~m−~n)◦~t

=
1
2
 ∑
~m∈Zd,~k∈Zd
h~mh~m+~ke
i~k◦~t +
∑
~m∈Zd,~k∈Zd
(−1)−~k◦~qAh~mh~m+~kei
~k◦~t

Here ~k = ~m− ~n.
By property (4.3) in Partition Theorem, ~k ◦ ~qA is odd when ~k ∈ (ℓA + AZd).
Terms (−1)−~k◦~qAh~mh~m+~kei
~k◦~t in the second sum cancel terms h~mh~m+~ke
i~k◦~t in the
first sum. The term ~k ◦ ~qA is even when ~k ∈ AZd. So by Lawton’s equations (6.1)
we have
|m0(~t)|2 + |m0(~t+ π~qA)|2 =
∑
~m∈Zd,~k∈AZd
h~mh~m+~ke
i~k◦~t
=
∑
~k∈AZd
∑
~m∈Zd
h~mh~m+~k
 ei~k◦~t = ∑
~k∈AZd
δ~0~ke
i~k◦~t = 1.

Proof of Lemma 8.1.
Proof. For z ∈ C, define
(12.2) v(z) =
{
ez−1
z z 6= 0
1 z = 0.
The function v(z) is an entire function on C.
By definition of m0 we have
|dj(~ξ)| = |m0((Aτ )−j~ξ)− 1|
=
∣∣∣∣∣∣ 1√2
∑
~n∈Zd
h~ne
−i~n◦(Aτ )−j~ξ − 1
∣∣∣∣∣∣
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=
∣∣∣∣∣∣ 1√2
∑
~n∈Λ0
h~n(e
−i~n◦(Aτ )−j~ξ − 1)
∣∣∣∣∣∣
=
∣∣∣∣∣∣ 1√2
∑
~n∈Λ0
h~nv(−i~n ◦ (Aτ )−j~ξ)[−i~n ◦ (Aτ )−j~ξ]
∣∣∣∣∣∣
≤ 1√
2
∑
~n∈Λ0
|hn||v(−i~n ◦ (Aτ )−j~ξ)| · | − i~n ◦ (Aτ )−j~ξ|.
The above estimate on |dj(~ξ)| is bounded by CΩ · 1βj for some constant CΩ by the
following obvious facts combined.
(1) |hn| ≤ 1.
(2) For each n ∈ Λ0, the function |v(−i~n◦(Aτ )−j~ξ)| is continuous and assume
its maximum on ~ξ ∈ Ω. Since Λ0 is a finite set, max{|v(−i~n◦(Aτ )−j~ξ)|, ~ξ ∈
Ω, ~n ∈ Λ0} is a finite number.
(3) For each ~n ∈ Λ0, ~ξ ∈ Ω,
| − i~n ◦ (Aτ )−j~ξ| ≤ max{|~n| · |~ξ|, ~ξ ∈ Ω and ~n ∈ Λ0} · 1
βj
,
where max{|~n| · |~ξ|, ~ξ ∈ Ω and ~n ∈ Λ0} is a finite number.

Proof of Lemma 8.3.
Proof. Let j ∈ N, ~ξ ∈ Cd and (Aτ )−j~ξ =
 ξ1· · ·
ξd
 ∈ Cd. Define ~ℓ~ξ = ℓ1· · ·
ℓd
 ∈ Zd by
~ℓm =
{ −N0, if Im(ξm) ≤ 0;
N0, if Im(ξm) > 0.
m = 1, 2, · · · , d.
then Im
(
(~n − ~ℓ~ξ) ◦
(
(Aτ )−j~ξ
)) ≤ 0 for ~n ∈ Λ0. Denote B0 ≡ 2√dN0. It is clear
that |~ℓξ| ≤ B0 and |(~n− ~ℓ~ξ)| ≤ B0, ∀n ∈ Λ0. By inequality (8.4) we have
|e−i(~n−~ℓ~ξ)◦
(
(Aτ )−j~ξ
)
− 1| ≤ min(2, |(~n− ~ℓ~ξ) ◦
(
(Aτ )−j~ξ
)|), ∀~n ∈ Λ0
So, we have
(12.3) |e−i(~n−~ℓ~ξ)◦
(
(Aτ )−j~ξ
)
− 1| ≤ min (2, B0|~ξ|
βj
)
, ∀~n ∈ Λ0.
We also have
|e−i~ℓ~ξ◦
(
(Aτ )−j~ξ
)
| = e~ℓ~ξ◦
(
(Aτ )−jIm(~ξ)
)
≤ e|~ℓ~ξ|‖(Aτ )−1‖j |Im(~ξ)|.
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This implies
(12.4) |e−i~ℓ~ξ◦
(
(Aτ )−j~ξ
)
| ≤ exp(B0|Im(
~ξ)|
βj
).
Since
m0
(
(Aτ )−j~ξ
)
= e−i
~ℓ~ξ◦
(
(Aτ )−j~ξ
)(
1 +
∑
~n∈Λ0
1√
2
h~n
(
e−i(~n−
~ℓ~ξ)◦
(
(Aτ )−j~ξ
)
− 1)),
by (12.3) and (12.4) we obtain
|m0
(
(Aτ )−j~ξ
)| ≤ |e−i~ℓ~ξ◦((Aτ )−j~ξ)| · (1 + ∑
~n∈Λ0
1√
2
|h~n| · |e−i(~n−~ℓ~ξ)◦
(
(Aτ )−j~ξ
)
− 1|)
≤ exp(B0|Im(
~ξ)|
βj
)
(
1 +
1√
2
(2N0 + 1)
dmin(2,
B0|~ξ|
βj
)
)
≤ (1 + C0min(1, |~ξ|
βj
)
)
exp(
B0|Im(~ξ)|
βj
).
where C0 ≡ max(
√
2(2N0 + 1)
d, B0√
2
(2N0 + 1)
d).

Proof of Proposition 8.2.
Proof. By Schwartz’s Paley-Wiener Theorem, it suffices to prove that the
function g satisfies the inequality (8.1).
Let ~ξ ∈ Rd. We assume ~ξ 6= ~0. (The case ~ξ = ~0 is trivial.) Denote B ≡∑∞j=1 B0βj .
By Lemma 8.3 we have
|g(~ξ)| = ∣∣ 1
(2π)d/2
∞∏
j=1
m0((A
τ )−j~ξ)
∣∣
≤ 1
(2π)d/2
eB|Im(
~ξ)|
∞∏
j=1
(
1 + C0min(1,
|~ξ|
βj
)
)
.
On the other hand, the sequence {βj} is monotonically increasing to +∞. Let
Ij ≡ [βj , βj+1), j ∈ N and I0 ≡ (0, β). The set of intervals {Ij , j ≥ 0} is a partition
of (0,∞). So |~ξ| ∈ Ij0 for some integer j0 ≥ 0. We have
(1 + C0)
j0 = (βj0 )logβ(1+C0)
≤ |~ξ|logβ(1+C0)
≤ (1 + |~ξ|)N ,
where N is the smallest natural number no less than logβ(1+C0). This is a constant
related to A and N0 only. So, we have
|g(~ξ)| ≤ 1
(2π)d/2
(1 + C0)
j0eB|Im(
~ξ)|
∞∏
j=j0+1
(
1 + C0min(1,
|~ξ|
βj
)
)
≤ (1 + |~ξ|)NeB|Im(~ξ)| ·
( 1
(2π)d/2
∞∏
j=j0+1
(
1 + C0min(1,
|~ξ|
βj
)
))
.
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Since |~ξ| ∈ Ij0 = [βj0 , βj0+1), |
~ξ|
βj0+1
< 1. We have
1
(2π)d/2
∞∏
j=j0+1
(
1 + C0min(1,
|~ξ|
βj
)
)
=
1
(2π)d/2
∞∏
j=j0+1
(1 + C0
|~ξ|
βj0+1
· 1
βj−(j0+1)
)
≤ 1
(2π)d/2
∞∏
k=0
(1 +
C0
βk
)
≤ 1
(2π)d/2
e
∑ C0
βk .
Denote C ≡ 1
(2π)d/2
e
∑ C0
βk . This is a constant decided by the matrix A.
Combining the above argument, we have the desired inequality
|g(~ξ)| ≤ C(1 + |~ξ|)NeB|Im(~ξ)|.

Proof of Proposition 9.1.
Proof. By the equations (9.1) and (5.3) T~kDA = DATA~k, we have
I−1 =
∑
~k∈Zd
〈f,D−1A T~kϕ〉D−1A T~kϕ
=
∑
~k∈Zd
〈f,D−1A T~k
∑
~p∈Zd
h~pDAT~pϕ〉D−1A T~k
∑
~q∈Zd
h~qDAT~qϕ
=
∑
~p∈Zd
∑
~q∈Zd
∑
~k∈Zd
h~ph~q〈f, T~p+A~kϕ〉T~q+A~kϕ
=
∑
~p∈Zd
∑
~q∈Zd
∑
~k∈AZd
h~ph~q〈f, T~p+~kϕ〉T~q+~kϕ.
F−1 =
∑
~k∈Zd
〈f,D−1A T~kψ〉D−1A T~kψ
=
∑
~k∈Zd
〈f,D−1A T~k
∑
~p∈Zd
(−1)~qA◦~ph~ℓA−~pDAT~pϕ〉D
−1
A T~k
∑
~q∈Zd
(−1)~qA◦~qh~ℓA−~qDAT~qϕ
=
∑
~p∈Zd
∑
~q∈Zd
∑
~k∈Zd
(−1)~qA◦(~p+~q)h~ℓA−~ph~ℓA−~q〈f, T~p+A~kϕ〉T~q+A~kϕ
=
∑
~p∈Zd
∑
~q∈Zd
∑
~k∈AZd
(−1)~qA◦(~p+~q)h~ℓA−~ph~ℓA−~q〈f, T~p+~kϕ〉T~q+~kϕ.
Use substitutions ~n ≡ ~q + ~k and ~m ≡ ~p− ~q, we have ~q ≡ ~n− ~k and ~p ≡ ~m+ ~n− ~k,
then
I−1 =
∑
(~m,~n)∈Zd×Zd
( ∑
~k∈AZd
h~m+~n−~kh~n−~k
)〈f, T~m+~nϕ〉T~nϕ.
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F−1 =
∑
(~m,~n)∈Zd×Zd
( ∑
~k∈AZd
(−1) ~qA◦(~m+2~n−2~k)h~ℓA−~m−~n+~kh~ℓA−~n+~k
)〈f, T~m+~nϕ〉T~nϕ
=
∑
(~m,~n)∈Zd×Zd
( ∑
~k∈AZd
(−1) ~qA◦~mh~ℓA−~m−~n+~kh~ℓA−~n+~k
)〈f, T~m+~nϕ〉T~nϕ.
Denote
α~m,~n ≡
∑
~k∈AZd
h~m+~n−~kh~n−~k,
β~m,~n ≡
∑
~k∈AZd
(−1)~qA◦~mh~ℓA−~m−~n+~kh~ℓA−~n+~k.
We have
(12.5) I−1 + F−1 =
∑
(~m,~n)∈Zd×Zd
(
α~m,~n + β~m,~n
)〈f, T~m+~nϕ〉T~nϕ.
By Partition Theorem, Equations (4.1) and (4.3), we have
(12.6) (−1)~qA◦~m =
{
1, ~m ∈ AZd,
−1, ~m ∈ ~ℓA +AZd.
For ~m ∈ AZd, by (12.6) and Partition Theorem Equation (4.4) we have
α~m,~n + β~m,~n =
∑
~k∈AZd
h~m+~n−~kh~n−~k +
∑
~k∈AZd
h~ℓA−~m−~n+~kh~ℓA−~n+~k
=
∑
~ℓ∈~n−AZd
h~m+~ℓh~ℓ +
∑
~ℓ∈~ℓA−~m−~n+AZd
h~ℓh~m+~ℓ
=
∑
~ℓ∈Zd
h~m+~ℓh~ℓ.
Then by Lawton’s equations (6.1) we obtain
(12.7) α~m,~n + β~m,~n = δ~m,~0, ~m ∈ AZd.
For ~m ∈ ~ℓA +AZd, by (12.6) and Partition Theorem Equation (4.5) we have
α~m,~n + β~m,~n =
∑
~k∈AZd
h~m+~n−~kh~n−~k −
∑
~k∈AZd
h~ℓA−~m−~n+~kh~ℓA−~n+~k
=
∑
~ℓ∈~n−AZd
h~m+~ℓh~ℓ −
∑
~ℓ∈~ℓA−~m−~n+AZd
h~ℓh~m+~ℓ
=
∑
~ℓ∈~n−AZd
h~m+~ℓh~ℓ −
∑
~ℓ∈~n−AZd
h~ℓh~m+~ℓ
= 0.
Or
(12.8) α~m,~n + β~m,~n = 0, ~m ∈ ~ℓA +AZd.
Combine (12.5), (12.7) and (12.8) we obtain
I−1 + F−1 =
∑
~n∈Zd
〈f, T~nϕ〉T~nϕ.
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This is
(12.9)
∑
~k∈Zd
〈f,D−1A T~kϕ〉D−1A T~kϕ+
∑
~k∈Zd
〈f,D−1A T~kψ〉D−1A T~kψ =
∑
~n∈Zd
〈f, T~nϕ〉T~nϕ.
After performing the following operations on equation (12.9) we will have the
desired Equation (9.3) in this Propositon:
(1) Replace f by D−J−1f in (12.9) and then.
(2) Apply DJ+1A to the two sides.
(3) Use the facts that 〈D−J−1A f,D−1A T~kϕ〉 = 〈f,DJAT~kϕ〉, 〈D−J−1A f,D−1A T~kψ〉 =
〈f,DJAT~kψ〉 and 〈D−J−1A f, T~kϕ〉 = 〈f,DJ+1A T~kϕ〉.

Proof of Proposition 9.2.
Proof. (1) By Proposition 8.2 the scaling function ϕ has a compact support.
Let B be a natural number such that the set [−B,B)d contains the support of ϕ.
We will write E0 ≡ [− 12 , 12 )d, EB ≡ [−B − 12 , B + 12 )d and ΛB ≡ Zd ∩ [−B,B]d.
For ~n ∈ Zd, we have ~n = (2B + 1)~ℓ + ~d, ~ℓ ∈ Zd, ~d ∈ ΛB. Here ~ℓ and ~d ∈ ΛB are
uniquely determined by ~n. We will denote E~ℓ,~d ≡ EB + (2B+1)~ℓ+ ~d. We have the
following partitions.
Z
d =
⋃
~d∈ΛB
⋃
~ℓ∈Zd
(
(2B + 1)~ℓ+ ~d
)
.
R
d =
⋃
~ℓ∈Zd
E~ℓ,~d, for each fixed
~d ∈ ΛB.
So, for a fixed ~d ∈ ΛB the functions χE~ℓ,~df, ~ℓ ∈ Zd have disjoint supports and sum
to f , hence are orthogonal. Then we have
L0(f) =
∑
~d∈ΛB
∑
~ℓ∈Zd
|〈f, T(2B+1)~ℓ+~dϕ〉|2 =
∑
~d∈ΛB
∑
~ℓ∈Zd
|〈χE~ℓ,~df, T(2B+1)~ℓ+~dϕ〉|2
≤
∑
~d∈ΛB
∑
~ℓ∈Zd
‖χE~ℓ,~df‖2 · ‖φ‖2 = (2B + 1)2‖f‖2‖φ‖2.
So we have
LJ(f) =
∑
~ℓ∈Zd
|〈(DJA)∗f, T~ℓϕ〉|2 ≤ (2B + 1)2‖ϕ‖2‖(DJA)∗f‖2.
This implies
(12.10) LJ(f) ≤ (2B + 1)2‖ϕ‖2‖f‖2, ∀J ∈ Z
and
(12.11) lim
ρ→∞
lim sup
J→+∞
LJ(fρ) = 0.
(2) We have
L−J(f) =
∑
~ℓ∈Zd
|〈f,D−JA T~ℓϕ〉|2
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=
∑
~d∈ΛB
∑
~ℓ∈Zd
|〈f,D−JA T(2B+1)~ℓ+~dϕ〉|2
=
∑
~d∈ΛB
∑
~ℓ∈Zd\{~0}
|〈f,D−JA T(2B+1)~ℓ+~dϕ〉|2 +
∑
~d∈ΛB
|〈f,D−JA T~dϕ〉|2.
It is clear that E0 ⊂ EB + ~d and (EB + (2B +1)~ℓ+ ~d)∩E0 = ∅, ∀~ℓ ∈ Zd\{~0}. The
support of the function D−JA T~ℓϕ is contained in A
J(EB + ~ℓ). We have∑
~ℓ∈Zd\{~0}
|〈f,D−JA T(2B+1)~ℓ+~dϕ〉|2
=
∑
~ℓ∈Zd\{~0}
|〈χAJ (EB+(2B+1)~ℓ+~d)f,D
−J
A T(2B+1)~ℓ+~dϕ〉|2
≤ ‖φ‖2 ·
∑
~ℓ∈Zd\{~0}
∫
AJ (EB+(2B+1)~ℓ+~d)
|f |2dµ
≤ ‖ϕ‖2 ·
∫
Rd\AJE0
|f |2 dµ.
Since A is expansive, limJ→+∞AJE0 = Rd, limJ→+∞
∫
Rd\AJE0 |f |
2 dµ = 0. So
lim
J→+∞
∑
~d∈ΛB
∑
~ℓ∈Zd\{~0}
|〈f,D−JA T(2B+1)~ℓ+~dϕ〉|2 = 0.
(3) To complete the proof of this Proposition, we need to show that
(12.12) lim
J→+∞
∑
~d∈ΛB
|〈f,D−JA T~dϕ〉|2 = 0.
Let fN ≡ χ[−N,N ]2 · f. Let ε > 0, and choose N ∈ N be large such that ‖f − fN‖ ≤
ε
2‖ϕ‖ . Then we have |〈f,D−JA T~dϕ〉| ≤ |〈fN , D−JA T~dϕ〉|+ ε2 . Since
|〈fN , D−JA T~dϕ〉| = |〈DJAfN , T~dϕ〉|
= |〈χA−J [−N,N ]2DJAfN , T~dϕ〉|
= |〈DJAfN , χA−J [−N,N ]2T~dϕ〉|,
we have
|〈fN , D−JA T~dϕ〉| ≤ ‖DJAfN‖ ·
√∫
A−J [−N,N ]d
∣∣T~dϕ∣∣2 dµ.
since limJ→∞ µ(A−J [−N,N ]d) = 0 and ‖DJAfN‖ ≤ ‖f‖, so limJ→+∞ |〈f,D−JA T~dϕ〉|2 =
0 for each ~d ∈ ΛB. Since ΛB is a finite set, we have
lim
J→+∞
∑
~d∈ΛB
|〈f,D−JA T~dϕ〉|2 = 0.

Proof of Proposition 9.3
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Proof. We denote
UJ(f) ≡ (2π)d
∫
Rd
|f̂(~s)|2|ϕ̂((Aτ )−J~s)|2d~s,
VJ (f) ≡ (2π)d
∫
Rd
∑
~ℓ∈Zd\{~0}
(
f̂(~s) · f̂(~s− 2π(Aτ )J~ℓ) · ϕ̂((Aτ )−J~s− 2π~ℓ) · ϕ̂((Aτ )−J~s)
)
d~s.
By Lemma 9.2, we have LJ(f) = UJ(f) + VJ (f). It is enough to prove that
(12.13) lim
J→+∞
UJ(f) = ‖f‖2
and
(12.14) lim
J→+∞
VJ(f) = 0.
1. Recall that Aτ is also expansive, so limJ→+∞(Aτ )−J~s = ~0, ∀~s ∈ Rd. Also,
by definition (7.1), Corollary 6.1 and Proposition 8.1, g is bounded and continuous
on Rd. Also, (2π)
d
2 ϕ̂(~0) = (2π)
d
2 g(~0) = 1. By Lebesgue Dominate Convergence
Theorem we have
lim
J→+∞
UJ(f) = lim
J→+∞
(2π)d
∫
Rd
|f̂(~s)|2 · |ϕ̂((Aτ )−J~s)|2d~s
= lim
J→+∞
∫
Rd
|f̂(~s)|2 · |(2π) d2 g((Aτ )−J~s)|2d~s
= ‖f̂‖2 = ‖f‖2.
This proves (12.13).
2. Let ρ ∈ R+, ∆ρ be the open ball with center ~0 and radius ρ. Since Aτ
is expansive, β ≡ ‖(Aτ )−1‖−1 > 1. Denote a ≡ logβ(2ρ). Let Jρ be the smallest
natural number in the interval (a,+∞). When J ≥ Jρ, (Aτ )J∆1 contains an open
ball ∆2ρ. Since ∆1 ∩ Zd = {~0}, 2π(Aτ )J∆1 ∩ 2π(Aτ )JZd = {~0}. Also we have
∆2ρ ⊆ (Aτ )J∆1 ⊆ 2π(Aτ )J∆1. These facts implies that when J ≥ Jρ the distance
between ~0 and 2π(Aτ )J~ℓ is greater than 2ρ. So for each ~ℓ ∈ Zd\{~0}, the support of
f̂ρ(~t) which is ∆ρ and the support of f̂ρ(~t− 2π(Aτ )J~ℓ) which is ∆ρ +2π(Aτ )J~ℓ are
disjoint. This implies that the product f̂ρ(~t)f̂ρ(~t− 2π(Aτ )J~ℓ) ≡ 0 when J ≥ Jρ.
Therefore, we have
lim
J→+∞
VJ(fρ) = 0, ∀ρ ∈ R+.
Together with (12.13), we have proved that
(12.15) lim
J→+∞
LJ(fρ) = ‖fρ‖2, ∀f ∈ L2(Rd), ∀ρ ∈ R+.
3. LetDρ ≡
∑
~ℓ∈Zd
(〈fρ, DJAT~ℓϕ〉〈fρ, DJAT~ℓϕ〉+〈fρ, DJAT~ℓϕ〉〈fρ, DJAT~ℓϕ〉). Then
|Dρ| ≤ 2
∑
~ℓ∈Zd
|〈fρ, DJAT~ℓϕ〉| · |〈fρ, DJAT~ℓϕ〉|
≤ 2
√∑
~ℓ∈Zd
|〈fρ, DJAT~ℓϕ〉|2 ·
√∑
~ℓ∈Zd
|〈fρ, DJAT~ℓϕ〉|2
= 2
√
LJ(fρ) ·
√
LJ(fρ).
By (12.10), we have
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(12.16) |Dρ| ≤ 2(2B + 1)2‖ϕ‖2‖fρ‖‖fρ‖.
We have
LJ(f)− ‖f‖2 = LJ(fρ + fρ)− ‖f‖2
=
∑
~ℓ∈Zd
〈fρ + fρ, DJAT~ℓϕ〉〈fρ + fρ, DJAT~ℓϕ〉 − ‖f‖2
= LJ(fρ)− ‖f‖2 + LJ(fρ) +Dρ
=
(
LJ(fρ)− ‖fρ‖2
)− ‖fρ‖2 + LJ(fρ) +Dρ.
By (12.15), (12.11) and (12.16) we have
lim sup
J→+∞
∣∣LJ(f)− ‖f‖2∣∣ ≤ 0 + ‖fρ‖2 + 0 + 2(2B + 1)2‖ϕ‖2‖fρ‖‖fρ‖, ∀ρ ∈ R+.
Let ρ→ +∞, we have (12.14)
lim
J→∞
LJ(f) = ‖f‖2.
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