Feynman integrals and periods in configuration spaces by Ceyhan, Ozgur & Marcolli, Matilde
Clay Mathematics Proceedings
Feynman integrals and periods in configuration spaces
O¨zgu¨r Ceyhan and Matilde Marcolli
Abstract. We describe two different constructions related to Feynman am-
plitudes in configuration spaces. One of them corresponds to the physical
Feynman amplitude, while the second problem is, in a suitable sense, a com-
plexification. We show that the two problems, while similar in form, lead to
very different mathematical techniques and results. In the first case, we use an-
alytic methods related to the expansion of the Green function of the Laplacian
in Gegenbauer polynomials, while in the second case we use algebro-geometric
techniques related to wonderful compactifications of configuration spaces. In
the first case, we identify a contribution to the Feynman integral, which has
a natural description in representation theoretic terms, which is expressible in
terms of Mordell–Tornheim and Apostol–Vu series, even when the remaining
terms of the integral might not be expressible in terms of multiple zeta val-
ues. In the second case, we can always express the resulting integral as an
integral of an algebraic differential form over a variety whose motive is mixed
Tate, even though the argument does not directly ensure that the algebraic
differential form will be defined over the rationals.
1. Introduction
The past decade has seen the development of a new field of inquiry, aimed
at understanding the geometric and algebraic structure underlying regularization
and renormalization of Feynman integrals as well as the number theoretic prop-
erties of the residues of Feynman graphs obtained in perturbative quantum field
theory. In particular, an unexpected connection between quantum field theory
and Grothendieck’s theory of motives of algebraic varieties was uncovered. The
main idea behind this relation is that (regularized) integrals associated to Feynman
graphs can be interpreted as periods of some algebraic varieties, and the nature of
the motive of the variety can predict what class of numbers can arise as periods.
An especially interesting class of numbers that occur as periods are the multiple
zeta values, which occur as periods of an especially interesting class of motives, the
mixed Tate motives. Thus, within the general framework of the relation between
quantum field theory and motives, specific questions have often revolved around
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whether the specific motives are mixed Tate, and the periods expressible as combi-
nations of multiple zeta values. This area of research has grown rapidly in the past
few years, hence the list of relevant references is extensive. Without any claim of
completeness, we refer the reader to some of the relevant literature, starting with
the paper of Bloch, Esnault and Kreimer [18], including several other contributions
to the subject: [6], [7], [8], [9], [19], [21], [22], [23], [24], [25], [32], [35], [53].
In the perturbative expansion in Feynman graphs of a Euclidean scalar massless
quantum field theory, one can compute the contributions of individual Feynman
graphs either in configuration or in momentum space. A good part of the literature
on the subject of motives and periods in quantum field theory has focused on the
momentum space picture, and especially the Feynman parametric form, where the
contribution of a Feynman graph is interpreted as the (possibly divergent) integral
of an algebraic differential form on the complement of a hypersurface (the graph
hypersurface) in a projective space. In this setting, the relevant motivic question
is the nature of the motive of the graph hypersurface. General results of Belkale
and Brosnan [13] show that the graph hypersurfaces additively span a localized
version of the Grothendieck ring of varieties, hence they can be arbitrarily far from
the mixed Tate case, and more concrete recent results of Doryn, Brown and Doryn,
and Schnetz, provided explicit non-mixed-Tate examples, [22], [23], [35].
In this paper, we will focus on the dual picture in configuration space. We will
consider both the physical case of the Feynman amplitude and some mathematical
generalizations that show similar but different behavior. Clearly, momentum and
configuration space approaches are dual pictures, related by a Fourier transform
of the propagators, as we will show more precisely in Section 2.4 below. However,
Fourier transform is not an algebraic operation, hence there is no a priori reason
why it should preserve the nature of motives and periods, other than a general
philosophical belief in the consistency of the universe. In other words, Fourier
transform preserves the L2 but not the L1 norm, hence it does not preserve period
integrals. This simply means that one cannot just appeal to Fourier duality to
explain the equivalence of the two pictures, in terms of the arithmetic information
encoded in the Feynman integrals. One has to develop a mathematical argument
that shows what happens in both cases and how they are related.
1.1. Integrals in configuration spaces. In the present paper we will con-
sider two different cases of integrals in configuration spaces. The first case, which
we refer to as the real case, corresponds to the physically relevant Feynman integral,
while the second case, which we call the complexified case is a simple mathematical
generalization. We find it instructive to compare these two cases, because although
they at first look very similar, they lead to different mathematical techniques and
different results.
In both cases, for consistency, we use the following general setting and notation.
Let Γ be a Feynman graph of the given Euclidean scalar massless quantum field
theory. We assume chosen an orientation of Γ. Let D ∈ N be the spacetime
dimension of the theory. LetX be aD-dimensional algebraic variety, which contains
a dense big cell AD ⊂ X. Let ConfΓ(X) = XVΓr∪e∈EΓ∆e denote the configuration
space of the graph Γ, where ∆e = {x = (xv) |xs(e) = xt(e)} are the diagonals. The
geometry of these configuration spaces and of their wonderful compactifications is
described in [28], [49], [50].
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1.1.1. The real case. In this case, we associate to the graph Γ the differential
form of middle-dimensional degree DN , with N = #VΓ,
ωΓ =
∏
e∈EΓ
1
‖xs(e) − xt(e)‖2λ
∧
v∈VΓ
dxv,
where D = 2λ+ 2, and where ‖ · ‖ is the Euclidean norm on ADN (C).
This a C∞-differential form with singularities along diagonals xs(e) = xt(e). The
domain of integration in this case is the middle dimensional locus of real points
σΓ = X(R)VΓ .
For later purposes, let us emphasize the following two facts:
(1) ωΓ is not an algebraic form;
(2) ωΓ is not a closed form on ConfΓ(X).
1.1.2. The complexified case. In this other case we consider the variety Z =
X ×X with projection p : Z → X, p : z = (x, y) 7→ x. We associate to the graph Γ
a differential form of middle-dimensional degree 2DN , with N = #VΓ,
ω
(Z)
Γ =
∏
e∈EΓ
1
‖xs(e) − xt(e)‖2D−2
∧
v∈VΓ
dxv ∧ dx¯v
where ‖xs(e) − xt(e)‖ = ‖p(z)s(e) − p(z)t(e)‖. As chain of integration, in this case,
we consider the middle dimensional locus
σ(Z,y) = XVΓ(C) = XVΓ × {y = (yv)} ⊂ ZVΓ = XVΓ ×XVΓ
for a fixed y = (yv | v ∈ VΓ). In this case, we have the following situation:
(1) ω
(Z)
Γ is not an algebraic form;
(2) ω
(Z)
Γ is a closed form on ConfΓ(X)×XVΓ .
1.2. Algebraic versus smooth differential forms. In the typical physical
situation, the relevant integral is over a locus of real coordinates, corresponding to
the physical momenta, or positions. It is in general convenient, in order to apply
geometric methods, to extend the differential form from the real locus to an ambient
space with complex coordinates. In general, there are inequivalent ways of doing
this, which agree on the physically relevant locus of real coordinates. Since the
extension to complex coordinates is an artifact and the values on the real locus are
all that matters to the computation of the integral, the result is independent of the
chosen extension. However, different extensions have different properties and lead
to different methods of dealing with the question of the arithmetic nature of the
Feynman integral.
1.2.1. Algebraic formulations. Typical algebraic formulations of Feynman inte-
grals extend the integration form from real to complex variables using a quadratic
form (algebraic) instead of a Euclidean norm. For example, in momentum space
amplitudes, for n = #EΓ, one writes the amplitude at
U(Γ) =
∫
δ(
∑n
i=1 v,iki +
∑N
j=1 v,jpj)
q1 · · · qn d
Dk1 · · · dDkn,
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where v,i and v,j are incidence matrices for internal and external edges, that
express the linear constraints of momentum conservation at vertices, and the de-
nominator is written as a product of quadratic form (in the case with non-zero mass
m)
qe(ke) =
D∑
j=1
k2e,j +m
2.
In configuration space, with mass m = 0, the analogous approach would corre-
spond to an integral, for N = #VΓ,
U(Γ) =
∫
1
Q1 · · ·Qn d
Dxv1 · · · dDxvN ,
where the quadratic forms in the denominator are given by
Qe(xs(e), xt(e)) =
D∑
j=1
(xs(e),j − xt(e),j)2.
This point of view for configuration space integrals was discussed in [28].
The advantage of this algebraic approach to extending the form from real to
complex coordinates is that one directly deals with an algebraic differential form.
Thus, the interpretation of the Feynman integral as a period (modulo the conver-
gence issue), is completely transparent, as it is manifestly written as an integral of
an algebraic differential form on a locus defined by algebraic equations inside an
algebraic variety.
The disadvantage of this method is that the singularities of the algebraic dif-
ferential form occur along a hypersurface defined by the vanishing of the product of
quadratic forms Q1 · · ·Qn, and typically the motive of this hypersurface is difficult
to control.
1.2.2. Non-algebraic formulation. The non-algebraic formulation, which is our
main focus in the present paper, extends the form from real to complex coordinates
using a Euclidean norm. The resulting form
ωΓ =
∏
e∈EΓ
1
‖xs(e) − xt(e)‖2λ
∧
v∈VΓ
dxv
is manifestly not an algebraic differential form. It is a smooth C∞-form on the
complement of the diagonals ∆e, where it is singular.
The advantage of this approach is that now the locus of singularities of the
form is not a hypersurface, but a union of diagonals, which, as we will see more in
detail, is much easier to control in geometric and motivic terms.
The obvious disadvantage lies in the fact that, since the form is not algebraic,
one cannot directly describe the integral as a period, and one should either use
cohomological methods for replacing the form with an algebraic one in the same
cohomology class (closed form case) or proceed via some explicit computation that
identifies the result as a period by direct inspection (non-closed form case).
FEYNMAN INTEGRALS AND PERIODS IN CONFIGURATION SPACES 5
1.3. Structure of the paper. Section 2 introduces algebraic varieties XVΓ
and ZVΓ that describe configuration spaces associated to a Feynman graph Γ, and
smooth differential forms on these varieties, with singularities along diagonals, that
extend the Feynman rules and Feynman propagators in configuration spaces to
varieties containing a dense affine space that represents the “physical space” on
which the Feynman diagram integration lives.
We consider three possible variants of the geometry, and of the corresponding
differential form, respectively given by the forms (2.2), (2.9) and (2.12), because
this will allow us to present different methods of regularization and integration and
show, in different ways, how the relation between Feynman integrals and periods
of mixed Tate motives arises in the setting of configuration spaces.
These include the “real case” and “complexified case” discussed above, as well
as another variant that is related to some interesting integral kernels we will discuss
in Section 3.
The geometric setting builds upon our previous work [28], and we will be re-
ferring to that source for several of the algebro-geometric arguments we need to use
here. In terms of the Feynman amplitudes themselves, the main difference between
the approach followed in this paper and the one of [28], as we mentioned above, is
in the non-algebraic nature of the differential form. In our previous work [28] we
extended the Feynman propagator to the configuration space XVΓ as an algebraic
differential form, which then had singularities not only along the diagonals, but
also along a quadric ZΓ (the configuration space analog of the graph hypersurfaces
describing singularities of Feynman amplitudes in momentum space). In this pa-
per, we extend the Feynman propagator to a C∞ (non-algebraic) differential form
on XVΓ , which then has singularities only along the diagonals.
In the real case, we will deal with the resulting integrals through analytic
methods, and identify a term that is expressible through multiple zeta values. In
the complexified case, we will appeal to cohomological arguments to replace the
form with an algebraic one. In this second case, we will also use the fact that,
having singularities only along diagonals allows us to keep a good control over the
motive, which does not leave the mixed Tate class.
Section 3 can be read independently of the rest of the paper (or can be skipped
by readers more directly interested in the main results on periods). Its main pur-
pose is to explain the relation between the Feynman amplitudes (2.2), (2.9) and
(2.12) and real and complex Green functions and the Bochner–Martinelli integral
kernel operator. In particular, we show that the form of the Feynman amplitude
leads naturally to a Bochner–Martinelli type theorem, adapted to the geometry of
graph configuration spaces, which combines the usual Bochner–Martinelli theorem
on complex manifolds [43] and the notion of harmonic functions and Laplacians on
graphs.
Section 4 deals with the “real case” (the physical Feynman amplitude). We
consider the first form (2.2) as the Feynman amplitude and its restriction to the
affine space ADVΓ(R) in the real locus in the graph configuration space XVΓ , with
X = PD(C). We first describe a setting generalizing a recent construction, by
Spencer Bloch, of cycles in the configuration spaces XVΓ . Our setting assigns a
middle-dimensional relative cycle, with boundary on the union of diagonals, to any
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acyclic orientation on the graph. We then consider the development of the propaga-
tor into Gegenbauer orthogonal polynomials. This is a technique for the calculation
of Feynman diagrams in configuration spaces (known as x-space technique) that is
well established in the physics literature since at least the early ’80s, [30]. We split
these x-space integrals into contributions parameterized by the chains described
above. The decompositions of the chains of integration, induces a corresponding
decomposition of the Feynman integral into an angular and a radial part. In the
case of dimension D = 4, and for polygon graphs these simplify into integrals over
simplexes of polylogarithm functions, which give rise to zeta values. For more gen-
eral graphs, each star of a vertex contributes a certain combination of integrals of
triple integrals of spherical harmonics. These can be expressed in terms of isoscalar
coefficients. We compute explicitly, in the case D = 4 the top term of this expan-
sion, and show that, when pairs of half edges are joined together to form an edge
of the graph, one obtains a combination of nested sums that can be expressed in
terms of Mordell–Tornheim and Apostol–Vu series. This result means that, even
when the overall Feynman amplitude would contain non-mixed Tate periods, one
can isolate a contribution, which is defined in representation theoretic terms, which
remains a mixed Tate period.
Starting with §5, we consider what we called the “complexified case”. Here we
deal with a different integration form, given by (2.9), which is a generalization of
the Feynman amplitude previously considered. This is defined after performing a
doubling of the dimension of the relevant configuration spaces ZVΓ ' (X ×X)VΓ .
The advantage of passing to this formulation is that one is then dealing with a
closed form, unlike the case of (2.2) considered in the previous section, hence coho-
mological arguments become available. We first describe the simple modifications
to the geometry of configuration spaces, with respect to the results of our previ-
ous work [28], which are needed in order to deal with this doubling of dimension.
We introduce the wonderful compactification F (X,Γ) of the configuration space
ZVΓ , which works pretty much as in the case of the wonderful compactification
ConfΓ(X) of X
VΓ described in [28], [49], [50], with suitable modifications. The
purpose of passing to the wonderful compactification is to realize the complement
of the diagonals in the configuration space explicitly as the complement of a union
of divisors intersecting transversely, so that we can describe de Rham cohomology
classes in terms of representatives that are algebraic forms with logarithmic poles
along the divisors. We also discuss, in this section, the properties of the motive of
the wonderful compactification and we verify that, if the underlying variety X is
a Tate motive, the wonderful compactification also is, and so are the unions and
intersections of the divisors obtained in the construction. We also describe iterated
Poincare´ residues of these forms along the intersections of divisors, according to
the general theory of iterated Poincare´ residues of forms with logarithmic poles,
[2], [3], [33], [42].
In §6, we consider a first regularization method for the Feynman integral based
on the amplitude (2.9), which is essentially a cutoff regularization and is expressed in
terms of principal-value currents and the theory of Coleff–Herrera residue currents,
[15], [31]. We show that, when we regularize the Feynman integral as a principal
value current, the ambiguity is expressed by residue currents supported on the
intersections of the divisors of the wonderful compactification, which are related to
the iterated Poincare´ residues described in §5. In particular, when evaluated on
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algebraic test differential forms on these intersections, the currents describing the
ambiguities take values that are periods of mixed Tate motives.
In §7, we introduce a more directly algebro-geometric method of regularization
of both the Feynman amplitude form (2.9) and of the chain of integration, which
is based on the deformation to the normal cone [37], which we use to separate the
chain of integration from the locus of divergences of the form. We check again
that the motive of the deformation space constructed using the deformation to the
normal cone remains mixed Tate, and we show once again that the regularized
Feynman integral obtained in this way gives rise to a period.
2. Feynman amplitudes in configuration spaces and complexifications
In the following we let X be a D-dimensional smooth projective variety, which
contains a dense subset isomorphic to an affine space AD, whose set of real points
AD(R) we identify with Euclidean D-dimensional spacetime. For instance, we can
take X = PD. We assume that D is even and we write D = 2λ+ 2.
2.1. Feynman graphs. A graph Γ is a one-dimensional finite CW-complex.
We denote the set of vertices of Γ by VΓ, the set of edges by EΓ, and the boundary
map by ∂Γ : EΓ → (VΓ)2.
When an orientation is chosen on Γ, we write ∂Γ(e) = {s(e), t(e)}, the source
and target vertices of the oriented edge e.
A looping edge is an edge for which the two boundary vertices coincide and
multiple edges are edges between the same pair of vertices. We assume that our
graphs have no looping edges.
2.1.1. Induced subgraphs and quotient graphs. A subgraph γ ⊆ Γ is called an
induced subgraph if its set of vertices Eγ is equal to ∂
−1
Γ ((Vγ)
2), that is, γ has all
the edges of Γ on the same set of vertices. We will denote by SG(Γ) the set of all
induced subgraphs of Γ and by
(2.1) SGk(Γ) = {γ ∈ SG(Γ) | |Vγ | = k},
the subset SGk(Γ) ⊆ SG(Γ) of all induced subgraphs with k vertices.
For γ ∈ SG(Γ), we denote by Γ//γ the graph obtained from Γ by shrinking
each connected component of γ to a separate vertex. The quotient graph Γ//γ does
not have looping edges since we consider only induced subgraphs.
2.2. Feynman amplitude. When computing Feynman integrals in configu-
ration space, one considers singular differential forms on XVΓ , integrated on the
real locus of this space.
Definition 2.1. The Euclidean massless Feynman amplitude in configuration
space is given by the differential form
(2.2) ωΓ =
∏
e∈EΓ
1
‖xs(e) − xt(e)‖2λ
∧
v∈VΓ
dxv.
The form (2.2) defines a C∞-differential form on the configuration space
(2.3) ConfΓ(X) = X
VΓ r ∪e∈EΓ∆e,
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with singularities along the diagonals
(2.4) ∆e = {(xv | v ∈ VΓ) | xs(e) = xt(e)}.
Remark 2.2. The diagonals (2.4) corresponding to edges between the same pair
of vertices are the same, consistently with the fact that the notion of degeneration
that defines the diagonals is based on “collisions of points” and not on contraction of
the edges connecting them. This suggests that we may want to exclude graphs with
multiple edges. However, multiple edges play a role in the definition of Feynman
amplitudes (see Definition 2.1 above and §4 of [28]) hence we allow this possibility.
On the other hand, the definition of configuration space is void in the presence
of looping edges, since the diagonal ∆e associated to a looping edge is the whole
space XVΓ , and its complement is empty. Thus, our assumption that graphs have
no looping edges is aimed at excluding this geometrically trivial case.
Remark 2.3. As we already discussed in the Introduction, our choice of the
(non-algebraic) Euclidean norm ‖xs(e) − xt(e)‖2 in the Feynman propagator differs
from the customary choice of propagator (see for instance [28]) where the algebraic
quadratic form (xs(e) − xt(e))2 is used instead, but these two expressions agree on
the locus XVΓ(R) of real points, which is the chain of integration of the Feynman
amplitude. The latter choice gives a manifestly algebraic differential form, but at
the cost of introducing a hypersurface ZΓ in XVΓ where the singularities of the
form occur, which makes it difficult to control explicitly the nature of the motive.
Our choice here only gives a C∞ differential form, but the domain of definition is
now simply ConfΓ(X), whose geometry is much easier to understand than that of
ConfΓ(X)r ZΓ, see [28].
Formally (before considering the issue of divergences), the Feynman integral is
obtained by integrating the form (2.2) on the locus of real points of the configuration
space.
Definition 2.4. The chain of integration for the Feynman amplitude is taken
to be the set of real points of this configuration space,
(2.5) σΓ = X(R)VΓ .
The form (2.2) defines a top form on σΓ. There are two sources of divergences in
integrating the form (2.2) on σΓ: the intersection between the chain of integration
and the locus of divergences of ωΓ,
σΓ ∩ ∪e∆e = ∪e∆e(R)
and the behavior at infinity, on ∆∞ := X r AD. In physics terminology, these
correspond, respectively, to the ultraviolet and infrared divergences.
We will address these issues in §4 below.
2.3. Complexification and other variations upon a theme. In addition
to the form (2.2) considered above, we will also consider other variants, which will
allow us to discuss different possible methods to address the question of periods and
in particular the occurrence of multiple zeta values in generalizations of Feynman
integrals in configuration spaces. As mentioned in the Introduction, comparing two
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apparently very similar cases of the Feynman amplitude (2.2) and of the complexi-
fied version (2.9) will allow us to illustrate how these lead to the use of very different
mathematical methods.
2.3.1. Complexified case. In this setting, instead of the configuration space XVΓ
and its locus of real points σ = XVΓ(R), we will work with a slightly different space,
obtained as follows.
As above, let X be a smooth projective variety, and Z denote the product
X ×X. Let p : Z → X, p : z = (x, y) 7→ x be the projection.
Given a graph Γ, the configuration space F (X,Γ) of Γ in Z is the complement
(2.6) ZVΓ \
⋃
e∈EΓ
∆(Z)e
∼= (X ×X)VΓ \
⋃
e∈EΓ
∆(Z)e ,
in the cartesian product ZVΓ = {(zv | v ∈ VΓ)} of the diagonals associated to the
edges of Γ,
(2.7) ∆(Z)e
∼= {(zv | v ∈ VΓ) ∈ ZVΓ | p(zs(e)) = p(zt(e))}.
The relation between the configuration space F (X,Γ) and the previously con-
sidered ConfΓ(X) of (2.3) is described by the following.
Lemma 2.5. The configuration space F (X,Γ) is isomorphic to
(2.8) F (X,Γ) ' ConfΓ(X)×XVΓ ,
and the diagonals (2.7) and related to those of (2.4) by ∆
(Z)
e
∼= ∆e ×XVΓ .
2.3.2. Amplitudes in the complexified case. We assume that the smooth pro-
jective variety Z contains a dense open set isomorphic to affine space A2D, with
coordinates z = (x1, . . . , xD, y1, . . . , yD).
Definition 2.6. Given a Feynman Γ with no looping edges, we define the
corresponding Feynman amplitude (weight) as
(2.9) ω
(Z)
Γ =
∏
e∈EΓ
1
‖xs(e) − xt(e)‖2D−2
∧
v∈VΓ
dxv ∧ dx¯v,
where ‖xs(e) − xt(e)‖ = ‖p(z)s(e) − p(z)t(e)‖ and where the differential forms dxv
and dx¯v denote, respectively, the holomorphic volume form dxv,1 ∧ · · · ∧ dxv,D and
its conjugate. The chain of integration is given, in this case, by the range of the
projection
(2.10) σ(Z,y) = XVΓ × {y = (yv)} ⊂ ZVΓ = XVΓ ×XVΓ ,
for a fixed choice of a point y = (yv | v ∈ VΓ).
The form (2.9) is a closed C∞ differential form on F (X,Γ) of degree 2 dimCXVΓ =
dimC ZVΓ = 2DN , with N = #VΓ, hence it defines a cohomology class in the group
H2DN (F (X,Γ)), and it gives a top form on the locus σ(Z,y).
In this case, the divergences of
∫
σ(Z,y)
ω
(Z)
Γ are coming from the union of the
diagonals ∪e∈EΓ∆(Z)e and from the divisor at infinity
(2.11) ∆
(Z)
∞,Γ := σ
(Z,y) rADN (C)× {y}.
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with N = #VΓ. We will address the behavior of the integrand near the loci
∪e∈EΓ∆(Z)e and ∆(Z)∞,Γ and the appropriate regularization of the Feynman ampli-
tude and the chain of integration in §5 below. When convenient, we will choose
coordinates so as to identify the affine space ADN (C) × {y} ⊂ σ(Z,y) with a real
affine space A2DN (R), with N = #VΓ.
2.3.3. Complexified amplitudes and complex Green forms. A variant of the am-
plitude ω
(Z)
Γ of (2.9), which we will discuss briefly in §3, is related to the complex
Green forms. In this setting, instead of (2.9) one considers the closely related form
(2.12) ωˆΓ =
∏
e∈EΓ
1
‖xs(e) − xt(e)‖2D−2
∧
v∈VΓ
D∑
k=1
(−1)k−1dxv,[k] ∧ dx¯v,[k],
where the forms dxv,[k] and dx¯v,[k] denote
dxv,[k] = dxv,1 ∧ · · · ∧ d̂xv,k ∧ · · · ∧ dxv,D,
dx¯v,[k] = dx¯v,1 ∧ · · · ∧ d̂x¯v,k ∧ · · · ∧ dx¯v,D,
respectively, with the factor dxv,k and dx¯v,k removed.
Notice how, unlike the form considered in (2.9), which is defined on the affine
A2DN ⊂ ZVΓ , with N = #VΓ, the form (2.12) has the same degree of homogeneity
2D−2 in the numerator and denominator, when the graph Γ has no multiple edges,
hence it is invariant under rescaling of the coordinates by a common non-zero scalar
factor.
2.3.4. Distributional interpretation. In the cases discussed above, the ampli-
tudes defined by (2.2) and (2.9) can be given a distributional interpretation, as a
pairing of a distribution
(2.13)
∏
e∈EΓ
1
‖xs(e) − xt(e)‖α ,
where α is either 2λ = D− 2 or 2D− 2, or 2D, and test forms given in the various
cases, respectively, by
(1) forms φ(xv)
∧
v∈VΓ dxv, where φ is a test function in C∞(ADN (R)), with
N = #VΓ;
(2) forms φ(zv)
∧
v∈VΓ dxv ∧ dx¯v, with φ(zv) = φ(p(zv)) = φ(xv) a test func-
tion in C∞(XVΓ(C)).
2.3.5. Relation between complexified amplitudes. We have introduced here above
two simple mathematical generalization of the Feynman amplitude (2.2), respec-
tively given by (2.9) and (2.12). These are related by a simple operation.
Let τΓ denote the form
(2.14) τΓ =
∧
v∈VΓ
(
D∑
k=1
(−1)D+kdxv,k ∧ dx¯v,k
)
.
Lemma 2.7. The forms ω
(Z)
Γ and ωˆΓ of (2.9) and (2.12) are related by
(2.15) ω
(Z)
Γ = τΓ ∧ ωˆΓ.
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Proof. We have
∧
w∈VΓ
 D∑
j=1
(−1)D−1(−1)j−1dxw,j ∧ dx¯w,j
 ∧ ∧
v∈VΓ
(
D∑
k=1
(−1)k−1dxv,[k] ∧ dx¯v,[k]
)
=
∧
v∈VΓ
dxv ∧ dx¯v.

2.4. Amplitudes and Fourier transform. We expand here, briefly, on the
comment made in the Introduction regarding amplitudes in momentum and con-
figuration space and Fourier duality between the propagators. This was discussed
in greater detail in [29].
In real momentum space, with momentum variables ke ∈ AD(R), for each edge
e ∈ EΓ, the form of the Feynman amplitude is a product of edge-propagators
1
(m2 + ‖ke‖2) .
In configuration space, as we have seen above, one considers in (2.2) a product
of propagators of the form
(2.16) G0,R(xs(e) − xt(e)) := 1‖xs(e) − xt(e)‖2λ , with D = 2λ+ 2,
in the massless case. The massive case (which we will not consider in this paper)
has a somewhat more complicated expression
Gm,R(xs(e) − xt(e)) := m
λ
(2pi)(λ+1)
‖xs(e) − xt(e)‖−λKλ(m‖xs(e) − xt(e)‖),
with Kν(z) the modified Bessel function.
The expression G0,R(xs(e) − xt(e)) of (2.16) is the Green function of Laplacian
on AD(R), with D = 2λ+ 2:
GR(x, y) =
1
‖x− y‖2λ
Similarly the expressionGm,R(xs(e)−xt(e)) above is fundamental solution of Helmholtz
equation (∆ +m2)G = δ.
For test functions ϕ ∈ S(RD), Fourier transform of convolution with the Green
function gives
̂(G0,R ? ϕ)(k) =
4piD/2
Γ(λ)
1
‖k‖2 ϕ̂(k)
̂(Gm,R, ? ϕ)(k) =
1
(m2 + ‖k‖2) ϕ̂(k).
This shows that, in the real case, the amplitude (2.2) we are considering is indeed the
dual picture, under Fourier transform, of the momentum space Feynman integral.
12 O¨ZGU¨R CEYHAN AND MATILDE MARCOLLI
When we pass from the Feynman amplitude (2.2) to the complexified amplitude
(2.9), we replace the real Laplacian on AD(R) with the complex Laplacian on
AD(C),
∆ =
D∑
k=1
∂2
∂xk∂x¯k
.
The Green function of the complex Laplacian is given by
(2.17) GC(x, y) =
−(D − 2)!
(2pii)D‖x− y‖2D−2 ,
which is the expression that replaces (2.16) when passing from (2.2) to (2.9). This
shows why (2.9) can be regarded as a natural generalization of (2.2).
3. Amplitudes and Bochner–Martinelli kernels
In this section, using the relation between the Feynman amplitude ωΓ of (2.2)
and the Green functions of the Laplacian, we compute dωΓ in terms of an integral
kernel associated to the graph Γ and the affine space ADNΓ ⊂ XVΓ , with NΓ = #VΓ.
We also discuss the relation between the complexified amplitude ω
(Z)
Γ of (2.9) and
the Bochner–Martinelli kernel.
3.1. Real Green functions and differentials. As before, we consider the
Green function of the real Laplacian on AD(R), with D = 2λ+ 2, given by
(3.1) GR(x, y) =
1
‖x− y‖2λ .
Consider then the differential form ω = GR(x, y) dx ∧ dy. This corresponds to the
Feynman amplitude (2.2) in the case of the graph consisting of a single edge, with
configuration space (X ×X)r∆, with ∆ = {(x, y) |x = y} the diagonal.
Lemma 3.1. The form ω = GR(x, y) dx ∧ dy is not closed. Its differential is
given by
(3.2) dω = −λ
D∑
k=1
(xk − yk)
‖x− y‖D (dx ∧ dy ∧ dx¯k − dx ∧ dy ∧ dy¯k) .
Proof. We have
dω = ∂¯ω =
D∑
k=1
∂GR
∂x¯k
dx ∧ dy ∧ dx¯k +
D∑
k=1
∂GR
∂y¯k
dx ∧ dy ∧ dy¯k.
We then see that
∂‖x− y‖−2λ
∂x¯k
= −λ (xk − yk)‖x− y‖D , and
∂‖x− y‖−2λ
∂y¯k
= λ
(xk − yk)
‖x− y‖D ,
so that we obtain (3.2). 
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3.2. Feynman amplitudes and integral kernels on graphs. We first con-
sider the form defining the Feynman amplitude ωΓ of (2.2). It is not a closed form.
In fact, we compute here explicitly its differential dωΓ in terms of some integral
kernels associated to graphs.
Recall that, given a graph Γ and a vertex v ∈ VΓ, the graph Γr {v} has
(3.3) VΓr{v} = VΓ r {v}, and EΓr{v} = EΓ r {e ∈ EΓ | v ∈ ∂(e)},
that is, one removes a vertex along with its star of edges.
Definition 3.2. Suppose given a graph Γ and a vertex v ∈ VΓ. Let NΓ = #VΓ.
Let v = (−1)NΓ′v, where ′v is the sign determined by
′v (
∧
w 6=v
dxw) ∧ dxv =
∧
v′∈VΓ
dxv′ .
Let SΓ,v and TΓ,v be the expressions defined as
(3.4) SΓ,v =
∏
e∈EΓ:v=s(e)
1
‖xv − xt(e)‖2λ , TΓ,v =
∏
e∈EΓ:v=t(e)
1
‖xs(e) − xv‖2λ .
Also denote by κv,w the expression
(3.5) κv,w =
D∑
k=1
(xv,k − xw,k)
‖xv − xw‖D .
We define the differential form
(3.6)
κRΓ,v = v
SΓ,v ∑
e:v=s(e)
TΓre,vκv,t(e) − TΓ,v
∑
e:v=t(e)
SΓre,vκs(e),v
 dxv ∧ dx¯v,k,
in the coordinates x = (xv | v ∈ VΓ). Given an oriented graph Γ, we then consider
the integral kernel
(3.7) KR,Γ = λ
∑
v∈VΓ
ωΓr{v} ∧ κRΓ,v,
where ωΓr{v} is the form (2.2) for the graph (3.3).
Proposition 3.3. The differential dωΓ is the integral kernel KR,Γ of (3.7).
Proof. First observe that, for ωΓ the Feynman amplitude of (2.2), we have
dωΓ = ∂¯ωΓ, that is,
dωΓ =
∑
v∈VΓ
D∑
k=1
(−1)NΓ ∂
∂x¯v,k
ωΓ ∧ dx¯v,k,
with NΓ = #VΓ. We introduce the notation
(3.8) υΓ,v =
∏
e:v/∈∂(e)
1
‖xs(e) − xt(e)‖2λ .
We can then write, for any given v ∈ VΓ,∏
e∈EΓ
1
‖xs(e) − xt(e)‖2λ = υΓ,vSΓ,vTΓ,v,
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and we obtain
∂x¯v,k
(∏
e
1
‖xs(e) − xt(e)‖2λ
)
= υΓ,vSΓ,v∂x¯v,kTΓ,v + υΓ,vTΓ,v∂x¯v,kSΓ,v.
We also have
∂
∂x¯v,k
TΓ,v = λ
∑
e:v=t(e)
TΓre,v
−(xs(e),k − xv,k)
‖xs(e) − xv‖D
∂
∂x¯v,k
SΓ,v = λ
∑
e:v=s(e)
SΓre,v
(xv,k − xt(e),k)
‖xv − xt(e)‖D ,
where we used the fact that, for z, w ∈ AD, one has
∂
∂w¯k
1
‖z − w‖2λ = −
λ (wk − zk)
‖z − w‖D .
Thus, we find
dωΓ = λ(−1)VΓ
∑
v∈VΓ
υv
∧
w 6=v
dxw ∧ κRΓ,v.
We then identify the term υv ∧w 6=v dxw with the form ωΓr{v}. 
It is easy to see that this recovers (3.2) in the case of the graph consisting of
two vertices and a single edge between them.
3.3. Complex Green functions and the Bochner–Martinelli kernel.
On AD(C) ⊂ X the complex Laplacian
∆ =
D∑
k=1
∂2
∂xk∂x¯k
.
has a fundamental solution of the form (D > 1)
(3.9) GC(x, y) =
−(D − 2)!
(2pii)D‖x− y‖2D−2 .
The Bochner–Martinelli kernel is given by
(3.10) KC(x, y) = (D − 1)!
(2pii)D
D∑
k=1
(−1)k−1 x¯k − y¯k‖x− y‖2D dx¯[k] ∧ dx,
where we write
dx = dx1 ∧ · · · ∧ dxD and dx¯[k] = dx¯1 ∧ · · · ∧ d̂x¯k ∧ · · · ∧ dx¯D,
with the k-th factor removed. The following facts are well known (see [43], §3.2
and [48]):
(3.11) KC(x, y) =
D∑
k=1
(−1)k−1 ∂GC
∂xk
dx¯[k] ∧ dx
= (−1)D−1∂xGC ∧
D∑
k=1
dx¯[k] ∧ dx[k].
where ∂x and ∂¯x denote the operators ∂ and ∂¯ in the variables x = (xk). For fixed
y, the coefficients of KC(x, y) are harmonic functions on AD r {y} and KC(x, y)
is closed, dxK(x, y) = 0. Moreover, the Bochner–Martinelli integral formula holds:
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for a bounded domain Σ with piecewise smooth boundary ∂Σ, a function f ∈ C2(Σ)
and for y ∈ Σ,
(3.12) f(y) =
∫
∂Σ
f(x)KC(x, y)+
∫
Σ
∆(f)(x)GC(x, y)dx¯∧dx−
∫
∂Σ
GC(x, y)µf (x),
where µf (x) is the form
(3.13) µf (x) =
D∑
k=1
(−1)D+k−1 ∂f
∂x¯k
dx[k] ∧ dx¯.
The integral (3.12) vanishes when y /∈ Σ. A related Bochner–Martinelli integral,
which can be derived from (3.12) (see Thm 1.3 of [48]) is of the form
(3.14) f(y) =
∫
∂Σ
f(x)KC(x, y)−
∫
Σ
∂¯f ∧ KC(x, y),
for y ∈ Σ and f ∈ C1(Σ), with ∂¯f = ∑k ∂x¯kf dx¯k.
Similarly, one can consider Green forms associated to the Laplacians on Ωp,q
forms and related Bochner–Martinelli kernels, see [65].
3.4. Complexified amplitudes and the Bochner–Martinelli kernels.
We now consider the Feynman amplitude ωˆΓ of (2.12) in the complexified case
discussed in §2.3.3. We first introduce a Bochner–Martinelli (BM) kernel for graphs.
3.4.1. Bochner–Martinelli kernel for graphs. We define Bochner–Martinelli ker-
nels for graphs in the following way.
Suppose given an oriented graph Γ and vertices v, w ∈ VΓ. In the coordinates
xv, xw ∈ XVΓ , consider the forms
(3.15) κCv,w =
D∑
k=1
(−1)k−1 x¯v,k − x¯w,k‖xv − xw‖2D dxv ∧ dx¯v,[k],
(3.16) κC,∗v,w =
D∑
k=1
(−1)k−1 xv,k − xw,k‖xv − xw‖2D dxv,[k] ∧ dx¯v.
We construct two kinds of integral kernels, in terms of the κCv,w and κ
C,∗
v,w and of
expressions
(3.17) SCΓ,v =
∏
e∈EΓ
v=s(e)
1
‖xv − xt(e)‖2D−2 , T
C
Γ,v =
∏
e∈EΓ
v=t(e)
1
‖xs(e) − xv‖2D−2 .
which are the analogs of (3.4) in the complexified case.
Definition 3.4. For an oriented graph Γ and a vertex v ∈ VΓ, we set
(3.18) κCΓ,v =
∑
e:v=s(e)
SCΓ,vT
C
Γre,vκ
C
v,t(e) −
∑
e:v=t(e)
SCΓre,vT
C
Γ,vκ
C
s(e),v.
(3.19) κC,∗Γ,v =
∑
e:v=s(e)
SCΓ,vT
C
Γre,vκ
C,∗
v,t(e) −
∑
e:v=t(e)
SCΓre,vT
C
Γ,vκ
C,∗
s(e),v.
We also define a simpler BM kernel for graphs, of the form
(3.20) κBM,CΓ,v =
∑
e:v∈∂(e)
e κ
C
s(e),t(e) dxv ∧ dx¯v,[k]
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and
(3.21) κBM,C,∗Γ,v =
∑
e:v∈∂(e)
e κ
C,∗
s(e),t(e) dxv,[k] ∧ dx¯v,
where the sign e is ±1 depending on whether v = s(e) or v = t(e).
3.4.2. Complexified amplitude and Bochner–Martinelli kernel. The Bochner–
Martinelli kernel of graphs defined above is related to the Feynman amplitude
(2.12) by the following.
Proposition 3.5. Let ωˆΓ be the Feynman amplitude (2.12). Then
(3.22) ∂ωˆΓ =
∑
v∈VΓ
v ωˆΓr{v} ∧ κCΓ,v
(3.23) ∂¯ωˆΓ =
∑
v∈VΓ
v ωˆΓr{v} ∧ (−1)D−1κC,∗Γ,v,
where the sign v is defined by
v
∧
w 6=v
∑
k
(−1)k−1dxw,[k] ∧ dx¯w,[k]
 ∧(∑
k
(−1)k−1dxv,[k] ∧ dx¯v,[k]
)
=
∧
v′∈VΓ
∑
k
(−1)k−1dxv′,[k] ∧ dx¯v′,[k].
Proof. The argument is analogous to Proposition 3.3. 
3.5. Bochner–Martinelli integral on graphs. There is an analog of the
classical Bochner–Martinelli integral (3.14) for the kernel (3.18) of graphs.
We first recall some well known facts about the Laplacian on graphs, see
e.g. [14]. Given a graph Γ, one defines the exterior differential δ from functions on
VΓ to functions on EΓ by
(δh)(e) = h(s(e))− h(t(e))
and the δ∗ operator from functions on edges to functions on vertices by
(δ∗ξ)(v) =
∑
e:v=s(e)
ξ(e)−
∑
e:v=t(e)
ξ(e).
Thus, the Laplacian ∆Γ = δ
∗δ on Γ is given by
(∆Γf)(v) =
∑
e:v=s(e)
(h(v)− h(t(e))−
∑
e:v=t(e)
(h(s(e))− h(v))
= Nv h(v)−
∑
e:v∈∂(e)
h(ve),
where Nv is the number of vertices connected to v by an edge, and ve is the other
endpoint of e (we assume as usual that Γ has no looping edges). Thus, a harmonic
function h on a graph is a function on VΓ satisfying
(3.24) h(v) =
1
Nv
∑
e:v∈∂(e)
h(ve).
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Motivated by the usual notion of graph Laplacian ∆Γ and the harmonic con-
dition (3.24) for graphs recalled here above, we introduce an operator
(3.25) (∆Γ,vf)(x) =
∑
e:v∈∂(e)
f(xve),
which assigns to a complex valued function f defined on AD ⊂ X a complex valued
function ∆Γ,vf defined on X
VΓ .
We then have the following result.
Proposition 3.6. Let f be a complex valued function defined on AD ⊂ X.
Also suppose given a bounded domain Σ with piecewise smooth boundary ∂Σ in AD
and assume that f is C1 on Σ. For a given v ∈ VΓ consider the set of x = (xw) ∈
AD|VΓ| ⊂ XVΓ , such that xve ∈ Σ for all ve 6= v endpoints of edges e with v ∈ ∂(e).
For such x = (xw) we have
(3.26)
(∆Γ,vf)(x) =
(D − 1)!
(2pii)DNv
(∫
∂Σ
f(xv)κ
BM,C
Γ,v (x)−
∫
Σ
∂¯xvf(xv) ∧ κBM,CΓ,v (x)
)
,
with κBM,CΓ,v and κ
BM,C
Γ,v as in (3.20) and (3.21), where the integration on Σ and ∂Σ
is in the variable xv and ∆Γ,vf is defined as in (3.25).
Proof. We have∫
∂Σ
f(xv)κ
BM,C
Γ,v (x) =
∑
e:v∈∂(e)
e
∫
∂Σ
f(xv)
D∑
k=1
(−1)k−1 (x¯s(e),k − x¯t(e),k)‖xs(e) − xt(e)‖2D ηv
where
ηv = dxv ∧ dx¯v,[k].
We write the integral as
∑
e:v=s(e)
∫
∂Σ
f(xv)
D∑
k=1
(−1)k−1 (x¯v,k − x¯ve,k)‖xv − xve‖2D
ηv
−
∑
e:v=t(e)
∫
∂Σ
f(xv)
D∑
k=1
(−1)k−1 (x¯ve,k − x¯v,k)‖xv − xve‖2D
ηv
=
∑
e:v∈∂(e)
∫
∂Σ
f(xv)
D∑
k=1
(−1)k−1 (x¯v,k − x¯ve,k)‖xv − xve‖2D
ηv.
The case of the integral on Σ is analogous. We then apply the classical result (3.14)
about the Bochner–Martinelli integral and we obtain∫
∂Σ
f(x)κBM,CΓ,v (x)−
∫
Σ
∂¯xvf(x) ∧ κBM,CΓ,v (x) =
(2pii)D
(D − 1)!
∑
e:v∈∂(e)
f(xve).

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3.6. Bochner–Martinelli kernel and forms with logarithmic poles. In
view of our discussion, later in the paper, about replacing the complexified ampli-
tude by an algebraic form with logarithmic poles, we mention here a well known
property of the Bochner–Martinelli kernel, which provides a completely explicit toy
model model case for the kind of substitution we aim for in the more general case
of the complexified amplitude.
Consider then the Bochner–Martinelli form, for x,w ∈ CD
(3.27) Ψ(x, y) =
D∑
k=1
(−1)k−1 (x¯k − y¯k)‖x− y‖2D dx ∧ dx¯[k]
Let ΩD−1 be the pullback, under the projection p : CD r {0} → PD−1(C),
of the Ka¨hler volume form of the Fubini–Study metric on PD−1(C), and let pi :
Bly(CD) → CD denote the projection of the blowup of CD at a point y. We then
have the following result.
Lemma 3.7. The pullback pi∗(Ψ) of the Bochner–Martinelli form (3.27) is
(3.28) pi∗(Ψ) = C θ ∧ ΩD−1,
where Ω is as above and θ = d log(λ) on the fibers {λx}λ∈C, and with the constant
C ∈ Q(2pii).
Proof. The result follows as in [43], pp. 371-373. One checks with a direct
computation that the constant is given by C = (2pii)D−1/(D − 1)!. 
Lemma 3.8. The form
(3.29) ωˆv,w = ‖xv − xw‖−(2D−2)
D∑
k=1
(−1)k−1dxv,[k] ∧ dx¯v,[k]
satisfies
(3.30) ∂ωˆv,w = Ψ(xv, xw).
where the ∂-operator is taken in the xv variables.
Proof. The form ∂ωˆv,w is given by
D∑
j=1
∂
∂xv,j
(
1
‖xw − xv‖2D−2
)
dxv,j ∧
D∑
k=1
(−1)k−1dxv,[k] ∧ dx¯v,[k] = Ψ(xv, xw).

Note that the form ωˆv,w of (3.29) is the form ωˆΓ for the graph Γ consisting
of two vertices v, w and a single edge between them. We then have the following
result, which shows that the form ωˆv,w can be replaced by an algebraic form with
logarithmic poles, up to a coboundary.
Proposition 3.9. Let pi be the projection of the blowup along ∆ = {xv = xw}.
The form ωˆv,w satisfies, for some form ξ,
(3.31) pi∗(ωˆv,w) = C log(λ) ΩD−1 + dξ,
with C = (2pii)D−1/(D − 1)!.
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Proof. By (3.28) and (3.30), we have ∂pi∗(ωˆv,w) = Cθ∧ΩD−1 and ∂¯pi∗(ωˆv,w) =
0. Thus, we have
d(pi∗(ωˆv,w)− C log(λ) ΩD−1) = 0.
The cohomology of the blowup is given additively by (see [43], p. 605)
H∗(Bl∆(PD−1 × PD−1)) = pi∗H∗(PD−1 × PD−1)⊕H∗(E) /pi∗H∗(∆).
This has no odd dimensional cohomology, hence for the above form of degree 2D−1
we obtain that pi∗(ωˆv,w) and C log(λ) ΩD−1 differ by a coboundary, with C as in
Lemma 3.7. 
In particular, as a direct consequence of the previous result, in the case of a
tree we obtain the following.
Corollary 3.10. If the graph Γ is a tree, then
pi∗(ωˆΓ) = ∧e∈EΓpi∗(ωˆs(e),t(e))
is cohomologous to a differential form with logarithmic poles.
4. Feynman amplitudes: integration over the real locus
In this section we consider the physical Feynman amplitudes ωΓ, defined as
in (2.2), and the domain σΓ defined in (2.5). We give an explicit formulation of
the integral in terms of an expansion of the real Green functions ‖xs(e) − xt(e)‖−2λ
in Gegenbauer polynomials, based on a technique well known to physicists (the
x-space method, see [30]). We consider the integrand restricted to the real locus
X(R)VΓ , and express it in polar coordinates, separating out an angular integral and
a radial integral. We identify a natural subdivision of the domain of integration
into chains that are indexed by acyclic orientations of the graph. In the special case
of dimension D = 4, we express the integrand in terms closely related to multiple
polylogarithm functions.
Spencer Bloch recently introduced a construction of cycles in the relative homol-
ogy H∗(XVΓ ,∪e∆e) of the graph configuration spaces, that explicitly yield multiple
zeta values as periods [17]. We use here a variant of his construction, which will
have a natural interpretation in terms of the x-space method for the computation
of the Feynman amplitudes in configuration spaces.
4.0.1. Directed acyclic graph structures. We recall some basic facts about di-
rected acyclic orientations on graphs.
Definition 4.1. Let Γ be a finite graph without looping edges. Let Ω(Γ)
denote the set of edge orientations on Γ such that the resulting directed graph is a
directed acyclic graph.
It is well known that all finite graphs without looping edges admit such orien-
tations. In fact, the number of possible orientations that give it the structure of a
directed acyclic graph are given by (−1)VΓPΓ(−1), where PΓ(t) is the chromatic
polynomial of the graph Γ, see [63].
The following facts about directed acyclic graphs are also well known, and we
recall them here for later use.
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• Each orientation o ∈ Ω(Γ) determines a partial ordering on the vertices
of the graph Γ, by setting w ≥o v whenever there is an oriented path of
edges from v to w in the directed graph (Γ,o).
• In every directed acyclic graph there is at least a vertex with no incoming
edges and at least a vertex with no outgoing edges.
4.0.2. Relative cycles from directed acyclic structures. Given a graph Γ we con-
sider the space XVΓ . On the dense subset AD(R) = X(R) r∆∞(R) of the chain
of integration σΓ, we use polar coordinates with xv = rvωv, with rv ∈ R+ and
ωv ∈ SD−1.
Definition 4.2. Let o ∈ Ω(Γ) be an acyclic orientation. Consider the chain
(4.1) Σo := {(xv) ∈ XVΓ(R) : rw ≥ rv whenever w ≥o v},
as a middle dimensional relative homology class in XVΓ .
Points on a diagonal ∆e = {xs(e) = xt(e)} have rs(e) = rt(e), hence the locus
∪e∆e of singularities of the Feynman amplitudes is contained in the boundary ∂Σo.
The following simple observation will be useful in the Feynman integral calcu-
lation we describe later in this section.
Lemma 4.3. Let o ∈ Ω(Γ) be an acyclic orientation and Σo the chain defined
in (4.1). Then Σo r ∪v{rv = 0} is a bundle with fiber (SD−1)VΓ over a base
(4.2) Σo = {(rv) ∈ (R∗+)VΓ : rw ≥ rv whenever w ≥o v}.
Proof. This is immediate from the polar coordinate form xv = rvωv, with
rv ∈ R∗+ and ωv ∈ SD−1. 
4.1. Gegenbauer polynomials and angular integrals. One of the tech-
niques developed by physicists to compute Feynman amplitudes, by passing from
momentum to configuration space, relies on the expansion in Gegenbauer polyno-
mials, see for instance [30] and the recent [57].
The Gegenbauer polynomials (or ultraspherical polynomials) are defined through
the generating function
(4.3)
1
(1− 2tx+ t2)λ =
∞∑
n=0
C(λ)n (x)t
n,
for |t| < 1. For λ > −1/2, they satisfy
(4.4)
∫ 1
−1
C(λ)n (x)C
(λ)
m (x) (1− x2)λ−1/2dx = δn,m
pi21−2λΓ(n+ 2λ)
n!(n+ λ)Γ(λ)2
.
We use what is known in the physics literature as the x-space method (see [30])
to reformulate the integration involved in the Feynman amplitude calculation in a
way that involves the relative chains of Definition 4.2.
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Theorem 4.4. In even dimension D = 2λ+ 2, the integral
∫
σΓ
ωΓ of the form
(2.2) on the chain σΓ can be rewritten in the form
(4.5)
∑
o∈Ω(Γ)
mo
∫
Σo
∏
e∈EΓ
r−2λto(e)
(∑
n
(
rso(e)
rto(e)
)nC(λ)n (ωso(e) · ωto(e))
)
dV,
for some positive integers mo, and with volume element
dV =
∏
v
dDxv =
∏
v
rD−1v drv dωv.
Proof. We write the integral in polar coordinates, with
dω = sinD−2(φ1) sinD−3(φ2) · · · sin(φD−2)dφ1 · · · dφD−1
the volume element on the sphere SD−1 and dDxv = rD−1v drv dωv.
In dimension D = 2λ + 2, by (4.3), the Newton potential has an expansion in
Gegenbauer polynomials, so that
(4.6)
1
‖xs(e) − xt(e)‖2λ =
1
ρ2λe (1 + (
re
ρe
)2 − 2 reρeωs(e) · ωt(e))λ
= ρ−2λe
∞∑
n=0
(
re
ρe
)nC(λ)n (ωs(e) · ωt(e)),
where ρe = max{‖xs(e)‖, ‖xt(e)‖} and re = min{‖xs(e)‖, ‖xt(e)‖} and with ωv ∈
SD−1.
We can subdivide the integration into open sectors where, for each edge, either
rs(e) < rt(e) or the converse holds, so that each term ρ
−2λ
e is r
−2λ
t(e) (or r
−2λ
s(e) ) and
each term (re/ρe)
n is (rs(e)/rt(e))
n (or its reciprocal). In other words, let b denote
an assignment of either rs(e) < rt(e) or rs(e) > rt(e) at each edge, which we write
simply as b(rs(e), rt(e)), and let
R¯b = {(rv) ∈ (R∗+)VΓ |b(rs(e), rt(e)) for e ∈ EΓ}
and Rb = R¯b×(SD−1)VΓ . Then we identify the domain of integration with ∪bRb,
up to a set of measure zero. The set Rb is empty unless the assignment b defines
a strict partial ordering of the vertices of Γ, in which case b determines an acyclic
orientation o = o(b) of Γ, as described in Definition 4.1. In this case, then, the
chain of integration corresponding to the sectorRb is the chain Σo of Definition 4.2,
with ρe = rto(e) and re = rso(e). Thus, the domain of integration can be identified
with ∪o∈Ω(Γ)mo Σo, where mo is a multiplicity, taking into account the fact that
different strict partial orderings may define the same acyclic orientation. 
The integral (4.5) can be approached by first considering a family of angular
integrals
(4.7) A(ne)e∈EΓ =
∫
(SD−1)VΓ
∏
e
C(λ)ne (ωs(e) · ωt(e))
∏
v
dωv,
labelled by all choices of integers ne for e ∈ EΓ. The evaluation of these angular
integrals will lead to an expression Ane in the ne, so that one obtains a radial
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integral
(4.8)
∑
o∈Ω(Γ)
mo
∫
Σ¯o
∏
e∈EΓ
F(rso(e), rto(e))
∏
v
rD−1v drv
where
(4.9) F(rso(e), rto(e)) = r−2λto(e)
∑
ne
Ane (
rso(e)
rto(e)
)ne .
4.2. Polygons and polylogarithms. We first discuss the very simple exam-
ple of a polygon graph, where one sees polylogarithms and zeta values arising in the
expression (4.9) and its integration on the domains Σ¯o. In the following subsections
we will analyze the more general structure of these integrals for more complicated
graphs.
4.2.1. The angular integral for polygons in arbitrary dimension. The angular
integral for polygon graphs has the following explicit expression.
Proposition 4.5. Let Γ be a polygon with k edges. Then the angular integral
(4.7) depends on a single variable n ∈ N and is given by
(4.10) An =
(
λ2piλ+1
Γ(λ+ 1)(n+ λ)
)k
· dimHn(S2λ+1),
and Hn(S2λ+1) is the space of harmonic functions of degree n on the sphere S2λ+1.
Proof. The angular integral, in this case, is simply given by∫
(SD−1)VΓ
C(λ)n1 (ωvk · ωv1)C(λ)n2 (ωv1 · ωv2) · · ·C(λ)nk (ωvk−1 · ωvk)
∏
v∈VΓ
dωv,
which is independent of the orientation. We then use the fact that the Gegenbauer
polynomials satisfy ([11] Vol.2, Lemma 4, §11.4)
(4.11)
∫
SD−1
C(λ)m (ω1 · ω)C(λ)n (ω · ω2)dω = δn,m
λV ol(SD−1)
n+ λ
C(λ)n (ω1 · ω2),
with V ol(SD−1) = 2piλ+1/Γ(λ+ 1), for D = 2λ+ 2. Thus, we obtain
(4.12) An =
(
λ2piλ+1
Γ(λ+ 1)
)k−1
1
(n+ λ)k−1
∫
SD−1
C(λ)n (ω · ω) dω,
where n = n1 = · · · = nk and where the remaining integral is just∫
SD−1
C(λ)n (ω · ω)dω = C(λ)n (1)V ol(SD−1).
The value of C
(λ)
n (1) can be seen using the fact that the Gegenbauer polynomials
are related to the zonal spherical harmonics (see §4 of [64] and also [40], [56], [68])
Z
(n)
ω1 (ω2) by
(4.13) C(λ)n (ω1 · ω2) = cD,n Z(n)ω1 (ω2),
for D = 2λ+ 2, with ω1, ω2 ∈ SD−1, where the coefficient cD,n is given by
(4.14) cD,n =
V ol(SD−1) (D − 2)
2n+D − 2 .
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In turn, the zonal spherical harmonics are expressed in terms of an orthonormal
basis {Yj} of the Hilbert space Hn(SD−1) of spherical harmonics on SD−1 of degree
n, as
(4.15) Z(n)ω1 (ω2) =
dimHn(SD−1)∑
j=1
Yj(ω1)Yj(ω2).
The dimension of the space Hn(SD−1) of spherical harmonics is given by
dimHn(SD−1) =
(
D − 1 + n
n
)
−
(
D − 3 + n
n− 2
)
.
Using (4.15), we then have∫
SD−1
C(λ)n (ω · ω)dω = cD,n
∫
SD−1
Z(n)ω (ω)dω
= cD,n
dimHn(SD−1)∑
j=1
∫
SD−1
|Yj(ω)|2dω = cD,n dimHn(SD−1),
which gives C
(λ)
n (1) =
2λ dimHn(SD−1)
2(n+λ) , for D = 2λ+ 2. 
4.2.2. Polygon amplitudes in dimension four. We now specialize to the case
where D = 4 (hence λ = 1) and we show how one obtains integrals of polylogarithm
functions
Lis(z) =
∞∑
n=1
zn
ns
.
Proposition 4.6. Let Γ be a polygon with k edges and let D = 4. Then the
Feynman amplitude is given by the integral
(4.16) (2pi2)k
∑
o
mo
∫
Σ¯o
Lik−2(
∏
i
r2wi
r2vi
)
∏
v
rv drv,
where the vertices vi and wi are the sources and tails of the oriented paths deter-
mined by o.
Proof. We write the terms in the integrand (4.5) as
(4.17)
∏
e∈EΓ
ρ−2λe
(∑
n
(
re
ρe
)n C(λ)n (ωs(e) · ωt(e))
)
=
(ρ1 · · · ρk)−2λ
∑
n1,...,nk
(
r1
ρ1
)n1 · · · ( rk
ρN
)nk C(λ)n1 (ωs(e1) · ωt(e1)) · · ·C(λ)nk (ωs(ek) · ωt(ek))
and we perform the angular integral as in (4.10). In the case D = 4 we have
dimHn(S3) =
(
n+ 3
n
)
−
(
n+ 1
n− 2
)
= (n+ 1)2.
Thus, the angular integral of Proposition 4.5 becomes
(4.18) An = (2pi
2)k
(n+ 1)k−2
.
We then write the radial integrand as in (4.8). An acyclic orientation o ∈ Ω(Γ),
subdivides the polygon Γ into oriented paths γi such that sγi = sγi−1 and tγi = tγi+1
24 O¨ZGU¨R CEYHAN AND MATILDE MARCOLLI
or sγi = sγi+1 and tγi = tγi−1 . Correspondingly, the set of vertices is subdivided
into VΓ = {vi} ∪ {wi} ∪ {v /∈ {vi, wi}} with vi the sources and wi the tails of the
oriented paths and the remaining vertices partitioned into internal vertices of each
oriented path. We then have
F(rs(e), rt(e)) = (2pi2)k(
∏
e
r−2t(e))
∑
n≥0
1
(n+ 1)k−2
(
∏
i
r2vi
r2wi
)n
= (2pi2)k(
∏
e
r−2t(e))(
∏
i
r2wi
r2vi
)
∑
n≥1
1
nk−2
(
∏
i
r2vi
r2wi
)n.
Since each wi is counted twice as target of an edge and the internal vertices of the
oriented paths are counted only once, we obtain
(4.19)
∏
e
F(rs(e), rt(e))
∏
v
r3vdv = (2pi
2)k · Lik−2(
∏
i
r2wi
r2vi
)
∏
v
rvdrv.

4.2.3. Zeta values. After a cutoff regularization, these integrals produce combi-
nations of zeta values with coefficients that are rationals combinations of powers of
2pii. To see how this happens, we look explicitly at the contribution of an acyclic ori-
entations of the polygon consisting of just two oriented paths γ1 and γ2 with source
v and target w, respectively with k1 and k2 internal vertices. The other summands
can be handled similarly. By changing variables to t = r2v/r
2
w, ti = r
2
vi/r
2
w for vi
the internal edges of γ1 and si = r
2
vi/r
2
w for vi the internal edges of γ2, we obtain∧
v∈Vγ
rv drv = ±21−kr2k+1w drw dt
∧
i
dti ∧ dsi.
After factoring out a divergence along ∆∞ = X rA4, coming from the integration
of the rw term, which gives a pole along the divisor ∆∞, one obtains an integral of
the form
2pi2k
∫
Σ¯1∩Σ¯2
Lik−2(t) dt
∏
i
dtidsi,
where Σ¯o = Σ¯1 ∩ Σ¯2 with Σ¯1 = {(t, ti, si) | t ≤ t1 ≤ · · · ≤ tk1−1 ≤ 1} and Σ¯2 =
{(t, ti, si) | t ≤ s1 ≤ · · · ≤ sk2−1 ≤ 1}. One can use the relation [36]
(4.20)
∫
xmLin(x) dx =
1
m+ 1
xm+1Lin(x)− 1
m+ 1
∫
xmLin−1(x)dx,
to reduce the integral to a combination of zeta values. Further results on zeta values
and multiple zeta values, beyond the relations in [36], can be found in [1], [20].
We will return to discuss cutoff regularizations in §5.8 and §6, in the case of
the complexified amplitudes.
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4.3. Stars of vertices and isoscalars. To see how more complicated expres-
sions can arise in the integrands, which eventually lead to the presence of multiple
zeta values, it is convenient to regard graphs as being built out of stars of vertices
pasted together by suitably matching the half edges, where by the star of a vertex
we mean a single vertex v of valence k with k half-edges ej attached to it. One can
then built the Feynman integral by first identifying the contribution of the star of
a vertex, which is obtained by integrating in the variables rv and ωv of the central
vertex v, and results in a function of variables rvj and ωvj , for each of the edges
ej . One then obtains the integral for the graph, which gives a number (possibly af-
ter a regularization), by matching the half edges and identifying the corresponding
variables and integrating over them.
We first introduce the analog of the angular integral (4.7) for the case of a
graph with half-edges. While in the case of a usual graph, where all half-edges
are paired to form edges, the angular integral (4.7) is a number, in the case with
open (unpaired) half-edges it is a function of the variables of the half edges, which
we denote by An(ω), where n = (n1, . . . , n`) and ω = (ω1, . . . , ω`) are vectors
of integers nj ∈ N, for each half-edge ej , and of variables ωj ∈ SD−1. We will
sometime denote these variables by ωvj , where vj simply denotes the end of the
half-edge ej . We will equivalently use the notation An(ω) or A(nj)(ωvj ). In the
case of the star of a vertex, the angular integral is of the form
(4.21) An(ω) =
∫
SD−1
∏
j
C(λ)nj (ωj · ω) dω, with n = (nj)ej∈EΓ , ω = (ωj)ej∈EΓ .
Lemma 4.7. Let Γ be the star of a valence v vertex. Then the angular integral
(4.21) is given by the function
A(nj)(ωvj ) = cD,n1 · · · cD,nk A˜(nj)(ωvj ),
(4.22)
A˜(nj)(ωvj ) =
∑
`1,...,`k
Y
(n1)
`1
(ω1) · · ·Y (nk)`k (ωk)
∫
SD−1
Y
(n1)
`1
(ω) · · ·Y (nk)`k (ω) dω,
where {Y (n)` }`=1,...,dn is an orthonormal basis of the space Hn(SD−1) of spherical
harmonics of degree n, and dn = dimHn(SD−1), with the coefficients cD,n as in
(4.14).
Proof. Using the relation (4.13), (4.15) between the Gegenbauer polynomials
and the spherical harmonics, we rewrite the angular integral (4.21) in the form
(4.22). 
Thus, the evaluation of the angular integrals (4.22) for stars of vertices relates to
the well known problem of evaluating coupling coefficients for spherical harmonics,
(4.23) 〈Y (n1)`1 , . . . , Y
(nk)
`k
〉D :=
∫
SD−1
Y
(n1)
`1
(ω) · · ·Y (nk)`k (ω) dω.
In the following we will be using the standard labeling of the basis {Y (n)` }
where, for fixed n, the indices ` run over a set of (D − 2)-tuples
(mD−2,mD−1, . . . ,m2,m1) with n ≥ mD−2 ≥ · · · ≥ m2 ≥ |m1|.
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The spherical harmonics Y
(n)
` have the symmetry
(4.24) Y
(n)
` = (−1)m1Y (n)¯` ,
where, for ` = (mD−2,mD−1, . . . ,m2,m1), one has
¯` := (mD−2,mD−1, . . . ,m2,−m1).
In the simplest case of a tri-valent vertex, these coefficients are also referred to
as the Gaunt coefficients, and have been extensively studied, see for instance [5],
[47], [61]. The Gaunt coefficients arising from the integration of three harmonic
functions determine the coefficients of the expansion formula
(4.25) Y
(n1)
`1
Y
(n2)
`2
=
∑
n,`
KD,ni,n,`i,` Y (n)`
that expresses the product of two harmonic functions in terms of a linear combi-
nation of other harmonic functions, with the cases where some of the factors are
conjugated taken care of by the symmetry (4.24). In the more general case (4.23)
one can therefore repeatedly apply (4.25), hence we focus here on the example of
the star of a tri-valent vertex.
The Gaunt coefficients 〈Y (n1)`1 , Y
(n2)
`2
Y
(n3)
`3
〉D can be computed via Racah’s fac-
torization lemma ([5], [47]) in terms of isoscalar factors and the Gaunt coefficients
for D − 1, according to
(4.26)
〈Y (n1)`1 , Y
(n2)
`2
, Y
(n3)
`3
〉D =
(
n1 n2 n3
n′1 n
′
2 n
′
3
)
D:D−1
〈Y (n′1)`′1 , Y
(n′2)
`′2
, Y
(n′3)
`′3
〉D−1,
where `i = (n
′
i, `
′
i) with n
′
i = mD−2,i and `
′
i = (mD−3,i, . . . ,m1,i). An explicit
expression of the isoscalar factors
(4.27)
(
n1 n2 n3
n′1 n
′
2 n
′
3
)
D:D−1
is given in [5], [47]. We will discuss this more in detail in §4.4 and §4.5 below.
4.4. Gluing two stars along an edge. We now consider the effect of patch-
ing together two trivalent stars by gluing two half edges with matching orientations.
Lemma 4.8. Let An,n1,n2(ω, ω1, ω2) and An′,n3,n4(ω′, ω3, ω4) be the angular
integrals associated to two trivalent stars, as in Lemma 4.7. Then the angular
integral of the graph obtained by joining the two stars at an edge is
(4.28) A(ni)i=1,...,4((ωi)i=1,...,4) =
∑
`i
4∏
i=1
cD,ni Y
(ni)
`i
(ωi)Kni,`i(n),
with coefficients Kn,`(n) given by
(4.29) Kni,`i(n) = c2D,n
dn∑
`=1
〈Y (n)` , Y (n1)`1 , Y
(n2)
`2
〉D · 〈Y (n)` , Y (n3)`3 , Y
(n4)
`4
〉D.
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Proof. The angular integral A(ni)i=1,...,4((ωi)i=1,...,4) is obtained by integrat-
ing along the variables of the matched half edges,
A(ni)i=1,...,4((ωi)i=1,...,4) = cD,ncD,n′(
4∏
i=1
cD,ni) · A˜(ni)i=1,...,4((ωi)i=1,...,4),
where A˜(ni)i=1,...,4((ωi)i=1,...,4) is given by∫
SD−1
dω
∑
`,`′,`i
Y
(n)
` (ω)Y
(n′)
`′ (ω)
∏
i
Y
(ni)
`i
(ωi)
(
n n1 n2
` `1 `2
)
D
(
n′ n3 n4
`′ `3 `4
)
D
where we used the shorthand notation
(4.30)
(
n n1 n2
` `1 `2
)
D
:= 〈Y (n)` , Y (n1)`1 , Y
(n2)
`2
〉D.
Using the orthogonality relations for the spherical harmonics, this gives
(
4∏
i=1
cD,ni)
∑
`1,`2,`3,`4
Y
(n1)
`1
(ω1)Y
(n2)
`2
(ω2)Y
(n3)
`3
(ω3)Y
(n4)
`4
(ω4) Kn,`(n),
with the coefficients as in (4.29). 
The coefficients Kn,`(n) are usually very involved to compute explicitly (see
(3.3), (3.6) and (4.7) of [5]). However, some terms simplify greatly in the case
D = 4, and that will allow us to show the occurrence of functions closely related
to multiple polylogarithm functions in §4.5 below. For later use, we give here
the explicit computation, in dimension D = 4, of the coefficients Kn,`(n), in the
particular case with ` = 0.
Proposition 4.9. In the case where D = 4, the coefficient Kn,`(n) with `i = 0
has the form
(4.31) K(D=4)n,0 (n) = (
4∏
i=1
1
(ni + 1)1/2
)
4pi4
(n+ 1)3
,
in the range where n + n1 + n2 and n + n3 + n4 are even and the inequalities
|nj − nk| ≤ ni ≤ nj + nk hold for (ni, nj , nk) equal to (n, n1, n2) or (n, n3, n4) and
transpositions, and are equal to zero outside of this range.
Proof. We use the fact that ([5], (4.9) and [47], (22) and (23)) the coefficients
〈Y (n1)0 , Y (n2)0 , Y (n3)0 〉D are zero outside the range where
(4.32)
∑
i
ni is even and |nj − nk| ≤ ni ≤ nj + nk,
while within this range they are given by the expression
(4.33)
D
1
Γ(D/2)
(
(J +D − 3)!
(D − 3)! Γ(J +D/2)
∏
i
(ni +
D
2 − 1) Γ(J − ni + D2 − 1)
d
(D)
ni (J − ni)!
)1/2
,
where D is a sign, J =
1
2
∑
i ni, and d
(D)
ni = dimHni(SD−1). In the particular case
where D = 4, the expression (4.33) reduces to(
n1 n2 n3
0 0 0
)
4
= 4
∏
i
(ni + 1)
1/2
(d
(4)
ni )
1/2
= 4
∏
i
(ni + 1)
−1/2,
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using again the fact that dimHn(S3) = (n+ 1)2. Thus, we obtain
K(D=4)ni,`i=0(n) = c24,n
(
n n1 n2
0 0 0
)
4
(
n n3 n4
0 0 0
)
4
=
=
(
2V ol(S3)
2(n+ 1)
)2
1
(n+ 1)
4∏
i=1
1
(ni + 1)1/2
=
4∏
i=1
(ni + 1)
−1/2 4pi
4
(n+ 1)3
.

4.5. Gluing stars of vertices. We now consider the full integrand, including
the radial variables and again look at the effect of gluing together two half edges of
two trivalent stars. We will see that one can explicitly identify the leading term in
the resulting expression in the integrand with a function closely related to multiple
polylogarithms.
Lemma 4.10. Consider the star of a trivalent vertex, and let D = 4. Af-
ter a change of variables ti = rvi/r, with r = rv for v the central vertex of the
star, the integrand (4.8), for an orientation o, can be written as an expression
Io(r, t1, t2, t3, ω1, ω2, ω3) drdt1dt2dt3 of the form
(4.34) r9
3∏
i=1
tαii
∑
n1,n2,n3
A(n1,n2,n3)(ω1, ω2, ω3)t1n11 t2n22 t3n33 dr
3∏
i=1
dti,
where αi = 1 and i = 1 if the half-edge ei is outgoing in the orientation o and
αi = 3 and i = −1 if it is incoming, and where An(ω) = A(nj)(ωj) is the angular
integral of Lemma 4.7 with D = 4.
Proof. The integrand of (4.8), for the case of a trivalent star, is of the form
(4.35)
3∏
i=1
F(rs(ei), rt(ei))r3dr
3∏
i=1
r3vidrvi ,
with
3∏
i=1
F(rs(ei), rt(ei)) = (
3∏
i=1
r−2t(ei))
∑
n
An(ω)
(
rs(e1)
rt(e1)
)n1 (rs(e2)
rt(e2)
)n2 (rs(e3)
rt(e3)
)n3
.
When combined with the volume form as in (4.35), this can be rewritten as
(4.36) rα0rα11 r
α2
2 r
α3
3
∑
n
An(ω)
(r1
r
)1n1 (r2
r
)2n2 (r3
r
)3n3
dr dr1dr2dr3,
where the exponents αi are given by the table
o0 o1 o2 o3
α0 −3 3 −1 1
α1 1 3 1 1
α2 1 3 3 1
α3 1 3 3 3
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where the orientation o0 has all the half-edges of the star pointing outward, o1 all
pointing inward, o2 has e1 outward and e2 e3 inward and o3 has e1 and e2 outward
and e3 inward. All the other cases are obtained by relabeling of indices. After we
change variables to ti = rvi/r, we obtain dr ∧ ∧3i=1dri = r3dr ∧ ∧3i=1dti and (4.36)
becomes
(4.37) Io(r, (ti), ω) = r9tα11 tα22 tα33
∑
n
An(ω) (t1)1n1 (t2)2n2 (t3)3n3 dr dt1dt2dt3.

We can now perform the gluing of two stars by matching an oriented half-edge
of one trivalent star to an oriented half edge of the other, so that one obtains an
oriented edge. This means integrating
(4.38)
∫ ∞
0
∫
Σ¯
∫
SD−1
Io(r, t, t1, t2, ω, ω1, ω2)Io(r, t, t3, t4, ω, ω3, ω4) dr dt dω.
There is an overall divergent factor arising from the integration of (4.38) in the vari-
able r, which can be taken care of by a cutoff regularization. Up to this divergence,
one obtains an integrand I(t1, t2, t3, t4, ω1, ω2, ω3, ω4), as the result of gluing two
trivalent stars by matching oriented half-edges to form an oriented edge e, which is
given by
(4.39) Io(ti, ωi) =
∫
Σ¯
∫
SD−1
Io(t, t1, t2, ω, ω1, ω2)Io(t, t3, t4, ω, ω3, ω4) dtdω,
where the domain of integration Σ¯ = Σ¯(t1, t2, t3, t4) for the variable t is given by
Σ¯ = ∩i,j:t(ei)=s(e),s(ej)=t(e){t | ti ≤ t ≤ tj}.
In the following we write t = (t1, t2, t3, t4) and similarly for ω, n and `.
By combining (4.28) with (4.22), we can rephrase (4.39) in terms of isoscalars.
This gives a decomposition of Io(ti, ωi) into a sum of terms of the form
Io(ti, ωi) =
∑
n,`
Io,n,`(ti, ωi).
We denote by Io,0(t, ω) the leading term
(4.40) Io,0(ti, ωi) =
∑
n
Io,n,0(ti, ωi),
involving only the isoscalars with all `i = 0. We have the following result computing
the terms Io,0(ti, ωi).
Lemma 4.11. In the case D = 4, the integrands Io,0(t, ω) are given by
(4.41) Io,0(t, ω) =
∑
n
(
4∏
i=1
cD,niY
(ni)
0 (ωi)
tαi+inii dti
(ni + 1)1/2
)
∫
Σ¯
t4 dt
∑
n
4pi2
(n+ 1)3
tn,
where the sum over the indices n and n is restricted by the constraints n+ n1 + n2
and n + n3 + n4 are even and the inequalities |nj − nk| ≤ ni ≤ nj + nk hold for
(ni, nj , nk) equal to (n, n1, n2) or (n, n3, n4) and transpositions.
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Proof. Using (4.39) and (4.28), (4.29), (4.34), we obtain for Io(t, ω) the ex-
pression ∑
n
∑
`
(
4∏
i=1
cD,niY
(ni)
`i
(ωi)t
αi+ini
i dti)
∫
Σ¯
t4 dt
∑
n
Kn,`(n) tn.
The expression (4.41) then follows directly from the form (4.31) of the coefficients
K(D=4)n,0 (n). The factor t4 in the integral comes from the exponents α = 1 and α = 3
of the two half edges, which have matching orientations. 
Notice that, without the constraints on the summation range of the indices
n, ni, we would obtain again an integral of the general form (4.20), involving poly-
logarithm functions Lis(t
), with s = 3 = k− 2 as in the case of polygons analyzed
above. However, because not all values of n, ni are allowed and one needs to impose
the constraints of the form (4.32), one obtains more interesting expressions. We
first introduce some notation.
4.5.1. Summation domains and even condition. In the following we let R de-
note a domain of summation for integers (n1, . . . , nk). We consider in particular
the cases
(4.42)
R = R(k)P := {(n1, . . . , nk) |ni > 0, i = 1, . . . , k}
R = R(k)MP := {(n1, . . . , nk) |nk > · · · > n2 > n1 > 0}
R = R(3)T := {(n1, n2, n3) |n2 > n1, n2 − n1 < n3 < n2 + n1}.
We denote by LiRs1,...,sk(z1, . . . , zk) the associated series
(4.43) LiRs1,...,sk(z1, . . . , zk) =
∑
(n1,...,nk)∈R
zn11 · · · znkk
ns11 · · ·nskk
.
In the first two cases of (4.42), this is, respectively, a product of polylogarithms
LiRPs1,...,sk(z1, . . . , zk) =
∏
j Lisj (zj) and and a multiple polylogarithm
LiRMPs1,...,sk(z1, . . . , zk) = Lis1,...,sk(z1, . . . , zk).
We will discuss the third case more in detail below. We then define
(4.44)
LiR,evens1,...,sk(z1, . . . , zk) :=
1
2
(
LiRs1,...,sk(z1, . . . , zk) + Li
R
s1,...,sk
(−z1, . . . ,−zk)
)
LiR,odds1,...,sk(z1, . . . , zk) :=
1
2
(
LiRs1,...,sk(z1, . . . , zk)− LiRs1,...,sk(−z1, . . . ,−zk)
)
.
The odd LiR,odds1,...,sk(z1, . . . , zk) is a direct generalization of the Legendre χ function,
while the even LiR,evens1,...,sk(z1, . . . , zk) corresponds to summing only over those indices
in R whose sum is even,
(4.45) LiR,evens1,...,sk(z1, . . . , zk) =
∑
(n1,...,nk)∈R,
∑
i ni∈2N
zn11 · · · znkk
ns11 · · ·nskk
.
More generally, one can also consider summations of the form
(4.46) LiR,E1,...,Eks1,...,sk (z1, . . . , zk) =
∑
(n1,...,nk)∈R, ni∈Ei
zn11 · · · znkk
ns11 · · ·nskk
,
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where, for each i = 1, . . . , k, Ei = 2N or Ei = Nr2N, that is, some of the summation
indices are even and some odd.
4.5.2. Matching half-edges. We now illustrate in one sufficiently simple and
explicit case, what the leading ` = 0 term looks like when all the half-edges of
stars are joined together. We look at the case of two stars of trivalent vertices with
the half edges pairwise joined, that is, the 3-banana graph (two vertices and three
parallel edges between them).
Proposition 4.12. In the case of D = 4, consider the graph with two vertices
and three parallel edges between them. The ` = 0 amplitude Io,0 is given by
(4.47) Io,0 =
∫ 1
0
t9 (26LiRMP ,odd,even6,3 (t, t) + 2Li
RT ,even
3,3,3 (t, t, t)) dt.
Proof. There is a unique acyclic orientation of this graph, with the three
edges oriented in the same direction. Thus, there is a single variable t ∈ [0, 1] = Σ¯
in the integrand of Io,0, and the latter has the form∑
(n1,n2,n3)∈D
Kn1,n2,n3tn1+n2+n3 ,
where the coefficients Kn1,n2,n3 are given by
Kn1,n2,n3 =
c24,n1c
2
4,n2c
4
4,n3
(n1 + 1)(n2 + 1)(n3 + 1)
=
(4pi2)3
(n1 + 1)3(n2 + 1)3(n3 + 1)3
,
according to Proposition 4.9, and the fact that all the half-edges of the two trivalent
stars are matched. The summation domain D is given by
D = {(n1, n2, n3) |ni ≥ 0 |nj − nk| ≤ ni ≤ nj + nk,
∑
i
ni even}.
We subdivide this into separate domains D = D1 ∪ D2 ∪ D3 ∪ D4 ∪ D5, where
D1 = {n1 = 0, n2 ≥ 0, n3 = n2}
D2 = {n2 = 0, n1 > 0, n3 = n1}
D3 = {n1 > 0, n2 = n1, 0 ≤ n3 ≤ 2n1, n3 even }
D4 = {0 < n2 < n1, n1 − n2 ≤ n3 ≤ n1 + n2,
∑
i ni even }
D5 = {0 < n1 < n2, n2 − n1 ≤ n3 ≤ n1 + n2,
∑
i ni even }.
We have ∑
(n1,n2,n3)∈D1
tn1+n2+n3
(n1 + 1)3(n2 + 1)3(n3 + 1)3
= t−2
∑
n≥1
t2n
n6
= t−2Li6(t2),
∑
(n1,n2,n3)∈D2
tn1+n2+n3
(n1 + 1)3(n2 + 1)3(n3 + 1)3
= t−2
∑
n≥2
t2n
n6
= t−2Li6(t2)− 1
∑
(n1,n2,n3)∈D3
tn1+n2+n3
(n1 + 1)3(n2 + 1)3(n3 + 1)3
=
∑
n>0,0≤`≤n
t2(n+`)
(2`+ 1)3(n+ 1)6
= −1 + 26t−3
∑
n≥0, 0≤`≤n
t2n+2+2`+1
(2`+ 1)3(2n+ 2)6
= −1 + 26t−3
∑
0<m1<m2
m1 odd ,m2 even
tm1+m2
m61m
3
2
= −1 + 26t−3LiRMP ,odd,even6,3 (t, t)
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∑
(n1,n2,n3)∈D4
tn1+n2+n3
(n1 + 1)3(n2 + 1)3(n3 + 1)3
= t−3LiRT ,even3,3,3 (t, t, t) + 1− t−2Li6(t2)
∑
(n1,n2,n3)∈D5
tn1+n2+n3
(n1 + 1)3(n2 + 1)3(n3 + 1)3
= t−3LiRT ,even3,3,3 (t, t, t) + 1− t−2Li6(t2),
where in the last two cases the term t−2Li6(t2)− 1 corresponds to the summation
over m2 = 1, m1 > 1 and m3 = m1 (respectively, m1 = 1, m2 > 1, m3 = m2), with
mi = n1 + 1. The integrand has a factor of t
4 for each edge, as in Lemma 4.11,
which gives a power of t12 that combines with the t−3 factor in the result of the
sum of the terms above to give the t9 factor in (4.47). 
For more general graphs, where more vertices and more stars are involved, one
gets summations involving several “triangular conditions” |nj −nk| ≤ ni ≤ nj +nk
around each vertex, and the integrand can correspondingly be expressed in terms
of series with a higher depth. Moreover, notice that we have focused here on
the leading terms KD=4n,`=0(n) only. When one includes all the other terms Kn,`(n)
with `i 6= 0, the expressions become much more involved, as these coefficients are
expressed in terms of the isoscalars (4.27) and of the standard 3j-symbols for SO(3),
through the factorization (4.26). The isofactors are known explicitly [5], [47] so
the computation can in principle be carried out in full, but it becomes much more
cumbersome.
Next we show that the functions LiRTs1,s2,s3(z1, z2, z3) that appear in these Feyn-
man amplitude computations can be related, via the Euler–Maclaurin summation
formula, to some well known generalizations of multiple zeta values and multiple
polylogarithms.
4.5.3. Mordell–Tornheim and Apostol–Vu series. We consider two generaliza-
tions of the multiple polylogarithm series, which arise in connection to the Mordell–
Tornheim and the Apostol–Vu multiple series. The Mordell–Tornheim multiple
series is given by [55], [66]
(4.48) ζMT,k(s1, . . . , sk; sk+1) =
∑
(n1,...,nk)∈R(k)P
n−s11 · · ·n−skk (n1 + · · ·+ nk)−sk+1 ,
with an associated multiple polylogarithm-type function
(4.49)
LiMTs1,...,sk;sk+1(z1, . . . , zk; zk+1) =
∑
(n1,...,nk)∈R(k)P
zn11 · · · znkk z(n1+···+nk)k+1
ns11 · · ·nskk (n1 + · · ·+ nk)sk+1
.
Similarly, the Apostol–Vu multiple series [10] is defined as
(4.50) ζAV,k(s1, . . . , sk; sk+1) =
∑
(n1,...,nk)∈R(k)MP
n−s11 · · ·n−skk (n1 + · · ·+ nk)−sk+1 ,
and we consider the associated multiple polylogarithm-type series
(4.51)
LiAVs1,...,sk;sk+1(z1, . . . , zk; zk+1) =
∑
(n1,...,nk)∈R(k)MP
zn11 · · · znkk z(n1+···+nk)k+1
ns11 · · ·nskk (n1 + · · ·+ nk)sk+1
.
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4.5.4. Euler–Maclaurin formula. A way to understand better the behavior of
the functions (4.45) with R = R(3)T that appear in this result, is in terms of the
Euler–Maclaurin summation formula.
Lemma 4.13. Let f(t) = xtt−s. Then
(4.52) f (k)(t) =
k∑
j=0
(−1)k−j
(
k
j
)(
s+ k − j − 1
k − j
)
(k − j)!t−(s+k−j)xt log(x)j .
Proof. Inductively, we have
f (k)(t) =
k∑
j=0
(−1)k−j
(
k
j
)
s(s+ 1) · · · (s+ k − j − 1) t−(s+k−j) xt log(x)j ,
where s(s+ 1) · · · (s+ k − j − 1) = (s+k−j−1k−j )(k − j)!. 
The Euler–Maclaurin summation formula gives
(4.53)
b∑
n=a
f(n) =
∫ b
a
f(t)dt+
1
2
(f(b) + f(a))
+
N∑
k=2
bk
k!
(f (k−1)(b)− f (k−1)(a))
−
∫ b
a
BN (t− [t])
N !
f (N)(t) dt,
where bk are the Bernoulli numbers and Bk the Bernoulli polynomials. We then
have the following result.
Proposition 4.14. Consider the series LiRs1,s2,s3(z1, z2, z3) defined as in (4.43),
with R = R(3)T . When applying the Euler–Maclaurin formula to the innermost sum,
the summation terms in (4.53) give rise to terms of the form
(4.54) ±Fj,k(s3, z3) LiAVs1,s2;s3+k−j (z1, z2; z3)
or
(4.55) ±Fj,k(s3, z3) LiMTs1,s3+k−j ;s2(z1, z2; z3),
where
(4.56) Fj,k(s, z) =
bk
k!
(
k
j
)(
s+ k − j − 1
k − j
)
(k − j)! log(z)j
Proof. For LiRs1,s2,s3(z1, z2, z3), with R = R(3)T , the summation
(4.57)
∑
n2−n1<n3<n2+n1
zn33
ns33
can be expressed, using Lemma 4.13, through the Euler–Maclaurin summation
formula (4.53). Up to a sign, each summation term in the right-hand-side of (4.53)
is the product of a function of z3 of the form Fj,k(s3, z3), as in (4.56), and a term
of the form
zn2+n13
(n2 + n1)s3+k−j
or
zn2−n13
(n2 − n1)s3+k−j .
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When inserted back into the summation on the remaining indices n2 > n1, this
gives summations of the form
(4.58)
∑
n2>n1>0
zn11 z
n2
2 z
n1+n2
3
ns11 n
s2
2 (n1 + n2)
s3+k−j ,
in the first case, or in the second case, after a change of variables m = n2 − n1,
n = n1 in the indices
(4.59)
∑
n>0,m>0
zn1 z
m
3 z
n+m
2
ns1ms3+k−j(n+m)s2
,
which are respectively of the form (4.49) and (4.51). 
4.6. Conclusion. In this section we have seen that, in the “real case” of the
physical Feynman amplitude (2.2), in dimension D = 4, one can identify a specific
contribution to the integral, which is described naturally in representation theoretic
terms as the ` = 0 (deepest) term in the SO(3) isofactors. This term contributes an
integral that is always expressible in terms of summations like Mordell-Tornheim
and Apostol-Vu series, which are ultimately expressible in terms of multiple zeta
values. Thus, even when, for sufficiently large graphs for which the Feynman inte-
gral would involve non-mixed Tate periods, this specific term remains within the
class of mixed Tate periods. We do not have, at present, a direct motivic interpre-
tation of this term.
5. Wonderful compactifications and complexified amplitudes
We move now to discuss a different problem of regularization and renormaliza-
tion of integrals in configuration spaces, based on our generalization of the Feyn-
man amplitude (2.2) given by the complexified version (2.9) introduced in §2.3.2.
As in Definition 2.6, the locus of integration is, in this case, the complex variety
XVΓ × {y = (yv)}, for a fixed choice of a point y = (yv), inside the configuration
space ZVΓ with Z = X ×X.
We described in detail in our previous work [28] the geometry of the wonderful
compactifications of the configuration spaces ConfΓ(X). We recall here the main
definitions and statements, adapted from ConfΓ(X) to F (X,Γ). The arguments
are essentially the same as in [28].
5.1. Arrangements of diagonals. A simple arrangement of subvarieties of
a smooth quasi-projective ambient variety Y is a finite collection of nonsingular
closed subvarieties S = {Si ⊂ Y, i ∈ I} such that
• all nonempty intersections ⋂i∈J Si for J ⊂ I are in the collection S.
• for any pair Si, Sj ∈ S, the intersection Si ∩ Sj is clean, that is, the
tangent bundle of the intersection is the intersection of the restrictions of
the tangent bundles.
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5.1.1. Diagonals of induced subgraphs and their arrangement. For each induced
and not necessarily connected subgraph γ ⊆ Γ, the corresponding (poly)diagonal is
(5.1) ∆(Z)γ = {z = (zv) ∈ ZVΓ | p(zv) = p(zv′) for {v, v′} = ∂Γ(e), e ∈ Eγ}.
We have the following simple description.
Lemma 5.1. The diagonal ∆
(Z)
γ is isomorphic to XVΓ//γ × XVΓ , and has di-
mension
(5.2) dim ∆(Z)γ = dimX
VΓ//γ ×XVΓ = (2NΓ −Nγ + b0(γ)) dim(X)
with NΓ = #VΓ, and with b0(γ) the number of connected components of γ.
We then observe that the diagonals form an arrangement of subvarieties. This
is the analog of Lemma 5 of [28].
Lemma 5.2. For a given graph Γ, the collection
(5.3) SΓ = {∆(Z)γ | γ ∈ SG(Γ)},
with SG(Γ) the set of all induced subgraphs of Γ, is a simple arrangement of diag-
onal subvarieties in ZVΓ .
Proof. Let γ1 and γ2 be a pair of induced subgraphs. If γ1 ∩ γ2 = ∅, then
γ = γ1 ∪ γ2 is in SG(Γ), and the corresponding diagonal ∆(Z)γ is given by the
intersection ∆
(Z)
γ1 ∩ ∆(Z)γ2 . On the other hand, if γ1 ∩ γ2 6= ∅, we consider the
connected components γj of the union γ. Then, the intersection ∆
(Z)
γ1 ∩∆(Z)γ2 can
be written as ∩j∆(Z)i(γj) where i(γj) is the smallest induced subgraph of Γ containing
γj . All diagonals are smooth and the ideal sheaf of intersection ∆
(Z)
γ is the direct
sum of the ideal sheaves of the intersecting diagonals ∆
(Z)
γj . By Lemma 5.1 of [50],
their intersections are clean. 
5.1.2. Building set of the arrangements of diagonals. A subset G ⊂ S is called
a building set of the simple arrangement S if for any S ∈ S, the minimal elements
in {G ∈ G : G ⊇ S} intersect transversely and the intersection is S.
A G-building set for the arrangement SΓ can be identified by considering further
combinatorial properties of graphs. A graph Γ is 2-vertex-connected (or biconnected)
if it cannot be disconnected by the removal of a single vertex along with the open
star of edges around it. The graph consisting of a single edge is assumed to be
biconnected. We then have the analog of Proposition 1 of [28].
Proposition 5.3. For a given graph Γ, the set
(5.4) GΓ = {∆(Z)γ | γ ⊆ Γ induced, biconnected}
is a G-building set for the arrangement SΓ of (5.3).
Proof. The intersection of a bi-connected subgraph of Γ with an induced
subgraph is either empty or a union of bi-connected induced subgraphs attached at
cut-vertices. We decompose induced subgraphs into bi-connected components. The
diagonals corresponding to these bi-connected components are the minimal elements
in the collection SΓ. For a pair of bi-connected induced subgraphs γ1, γ2 with γ =
γ1 ∪ γ2, we have the following equalities due to Lemma 5.1; dim ∆(Z)γ1 + dim ∆(Z)γ2 −
dim ∆
(Z)
γ = dim(X
VΓ//γ1 × XVΓ) + dim(XVΓ//γ2 × XVΓ) − dim(XVΓ//γ × XVΓ) =
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2 dim(X)NΓ = dimZ
VΓ , with NΓ = #VΓ. These guarantee the transversality of
the intersection ∆
(Z)
γ1 ∩∆(Z)γ2 . 
5.2. The wonderful compactifications of arrangements. To be able to
analyze the residues of Feynman integrals, we need a compactification Z[Γ] of the
configuration space F (X,Γ) satisfying certain properties. In particular, Z[Γ] must
contain F (X,Γ) as the top dimensional stratum, and the complement Z[Γ]\F (X,Γ)
of this principal stratum must be a union of transversally intersecting divisors in
Z[Γ]. The transversality is essential for the use of iterated Poincare´ residues, which
we will discuss in §7 below.
There is a smooth wonderful compactification Z[Γ] of the configuration space
F (X,Γ) which is a generalization of the Fulton–MacPherson compactification [39].
The construction is completely analogous to the construction of the wonderful com-
pactifications ConfΓ(X) considered in our previous paper [28]. Again, we illustrate
here briefly what changes in passing from the case of ConfΓ(X) to the case of
F (X,Γ).
5.2.1. The iterated blowup description. As in the case of ConfΓ(X) (see §2.3 of
[28]), the wonderful compactification Z[Γ] is obtained by an iterated sequence of
blowups. The following is the direct analog of Proposition 2 of [28].
Let N = #VΓ and let Gk,Γ ⊆ GΓ be the subcollection
(5.5) Gk,Γ = {∆(Z)γ | γ ∈ SGk(Γ) and biconnected} for k = 1, . . . , N − 1.
Let Y0 = Z
VΓ and let Yk be the blowup of Yk−1 along the (iterated) dominant
transform of ∆
(Z)
γ ∈ GN−k+1,Γ. If Γ is itself biconnected, then Y1 is the blowup
of Y0 along the deepest diagonal ∆
(Z)
Γ , and otherwise Y1 = Y0. Similarly, we have
Yk = Yk−1 if there are no biconnected induced subgraphs with exactly N − k + 1
vertices. The resulting sequence of blowups
(5.6) YN−1 → · · · → Y2 → Y1 → ZVΓ
does not depend on the order in which the blowups are performed along the (it-
erated) dominant transforms of the diagonals ∆
(Z)
γ , for γ ∈ GN−k+1,Γ, for a fixed
k. Thus, the intermediate varieties Yk in the sequence (5.6) are all well defined.
The variety YN−1 obtained through this sequence of iterated blowups is called the
wonderful compactification;
(5.7) Z[Γ] := YN−1.
Note that Z[Γ] is a smooth quasi-projective variety as can be seen through its
iterated blow-up construction, see [50].
5.2.2. Divisors and their intersections. A flag F in the arrangement SΓ consists
of a sequence ∆ˆγ1 ⊆ ∆ˆγ2 ⊆ · · · ∆ˆγr of (poly)diagonals associated to disjoint unions
of induced subgraphs γi. Recall from [50] and Definition 3.7.1 of [54] that a GΓ-
nest N for the arrangement SΓ is a collection {γ1, . . . , γ`} of biconnected induced
subgraphs with the property that there exists a flag F such that N is the set of all
the GΓ-factors of the flag. The GΓ-factors of an element ∆ˆγi of the flag are defined
as the minimal elements of the building set GΓ that contain ∆ˆγi .
The flags F of the arrangement SΓ are in one-to-one correspondence with the
forests of nested subgraphs TF (Proposition 3 of [28] and Proposition 3.7.3 of [54]).
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The latter are finite collections of rooted trees, where each component is a finite
tree, where the vertices are labelled by connected induced subgraphs of Γ, in such
a way that, if there is an edge from a vertex vj to a vertex vi (oriented away from
the root), then the corresponding connected induced subgraphs satisfy γi ⊂ γj .
Graphs assigned to vertices on different branches of a tree, or on different trees in
the forest, are disjoint.
Given a subgraph γ ⊆ Γ, we denote by ι(γ) the smallest induced subgraph
containing γ. By Proposition 3.7.3 of [54], given two biconnected induced subgraphs
γ, γ′, the set N = {∆γ ,∆γ′} is a GΓ-nest if and only the graphs satisfy one of the
following conditions:
(1) γ ∩ γ′ = ∅;
(2) ι(γ ∪ γ′) is not biconnected;
(3) γ ⊂ γ′ or γ′ ⊂ γ.
Remark 5.4. In [50] and in Proposition 3 of [28], the GΓ-nests are charac-
terized in terms of a list of properties similar to the above, with the possibility of
ι(γ ∪ γ′) not biconnected replaced by γ ∩ γ′ = {v}, a single vertex. However, the
latter condition does not always correspond to a GΓ-nest, as observed by Martin
and Sabbah, [54], [58]. This fact does not affect the results recalled below on the
strata of the wonderful compactification.
We then have the following analog of Proposition 4 of [28] and Proposition
3.8.1 of [54].
Proposition 5.5. For a given biconnected induced subgraph γ ⊆ Γ, let D(Z)γ
be the divisor obtained as the iterated dominant transform of ∆
(Z)
γ in the iterated
blowup construction (5.6) of Z[Γ]. Then
(5.8) Z[Γ] \ F (X,Γ) =
⋃
∆
(Z)
γ ∈GΓ
D(Z)γ .
The divisors D
(Z)
γ have the property that
(5.9) D(Z)γ1 ∩ · · · ∩D(Z)γ` 6= ∅ ⇔ {γ1, . . . , γ`} is a GΓ-nest.
5.3. Motives of wonderful compactifications. As in the case of the won-
derful compactifications ConfΓ(X) analyzed in [28], one can obtain the explicit
formula for the motive of the compactifications Z[Γ] directly from the formula for
the motive of blow-ups and the iterated construction of §5.2.1.
We first introduce the following notation as in [28], [49]. Given a GΓ-nest N ,
and a biconnected induced subgraph γ such that N ′ = N ∪ {γ} is still a GΓ-nest,
we set
(5.10) rγ = rγ,N := dim(∩γ′∈N :γ′⊂γ∆γ′)− dim ∆γ ,
(5.11) MN := {(µγ)∆γ∈GΓ : 1 ≤ µγ ≤ rγ − 1, µγ ∈ Z},
(5.12) ‖µ‖ :=
∑
∆γ∈GΓ
µγ .
We write herem(X) for the motive in the Voevodsky category. This corresponds
to the notation Mgm of [69].
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The following result is the analog of Proposition 8 of [28], see also [49] for the
formulation in the case of Chow motives.
Proposition 5.6. Let X be a smooth projective variety. The Voevodsky motive
m(Z[Γ]) of the wonderful compactification is given by
(5.13) m(Z[Γ]) = m(ZVΓ)⊕
⊕
N∈GΓ-nests
⊕
µ∈MN
m(XVΓ/δN (Γ) ×XVΓ)(‖µ‖)[2‖µ‖]
where Γ/δN (Γ) is the quotient Γ/δN (Γ) := Γ//(γ1 ∪ · · · ∪ γr) for the GΓ-nest N =
{γ1, . . . , γr}.
Proof. Let Y˜ → Y be the blow-up of a smooth scheme Y along a smooth
closed subscheme V ⊂ Y . Then m(Y˜ ) is canonically isomorphic to
m(Y )⊕
codimY(V)−1⊕
k=1
m(V )(k)[2k],
see Proposition 3.5.3 in [69]. The result then follows by applying this blow-up for-
mula for Voevodsky’s motives to the iterated blow-up construction given in Section
5.2.1. 
A simplified form of (5.13) (in the case of the Grothendieck class) was given in
Theorem 4.3.3 of [54].
We obtain from Proposition 5.6 the following simple corollary (see §3.2 of [28]).
Corollary 5.7. If the motive of the smooth projective variety X is mixed
Tate, then the motive of Z[Γ] is mixed Tate, for all graphs Γ. Moreover, the ex-
ceptional divisors D
(Z)
γ associated to the biconnected induced subgraphs γ ⊆ Γ and
the intersections D
(Z)
γ1 ∩ · · · ∩D(Z)γ` associated to the GΓ-nests {γ1, . . . , γ`} are also
mixed Tate.
Proof. This is an immediate consequence of the construction of Z[Γ] since the
motive of Z[Γ] depends upon the motive of X only through products, Tate twists,
sums, and shifts. All these operations preserve the subcategory of mixed Tate
motives. The reason why the intersections D
(Z)
γ1 ∩ · · · ∩D(Z)γ` are also mixed Tate is
because one has an explicit stratification, as described in [28] and [50], where one
has a description of the intersections of diagonals in terms of configuration spaces
of quotient graphs and by repeated use of the blowup formula for motives. 
Remark 5.8. One can also see easily that, if the variety X is defined over Z,
then so is Z[Γ] and so are the D
(Z)
γ and their unions and intersections. Moreover,
all these varieties then satisfy the unramified criterion of §3.5 and Proposition 3.10
of [41].
5.4. Complexified amplitude and wonderful compactifications. We now
consider the form ω
(Z)
Γ defined as in (2.9) and discuss its behavior when pulled back
from ZVΓ to the wonderful compactification Z[Γ].
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5.4.1. Loci of divergence. For massless scalar Euclidean field theories, the pole
locus {ω(Z)Γ =∞} in ZVΓ is
ZΓ :=
{ ∏
e∈EΓ
‖p(zvs(e))− p(zvt(e))‖2 = 0
}
.(5.14)
Since we have used the Euclidean norm in the definition of the amplitudes, rather
than an algebraic quadratic form, the locus of divergences is simply a union of
∆
(Z)
e = ∆e ×XVΓ , hence we can restate the above as follows.
Lemma 5.9. The divergent locus of the density ω
(Z)
Γ of (2.9) in Z
VΓ is given
by the union
⋃
e∈EΓ ∆
(Z)
e .
5.4.2. Order of singularities in the blowups. Let pi∗γ(ω
(Z)
Γ ) denote the pullbacks
of the form ω
(Z)
Γ of (2.9) to the iterated blowups of Z
VΓ along the (dominant
transforms of) the diagonals ∆
(Z)
γ , for γ ⊂ Γ a biconnected induced subgraph.
Proposition 5.10. Let Γ be a connected graph. Then for every biconnected
induced subgraph γ ⊂ Γ, the pullback pi∗γ(ω(Z)Γ ) of ω(Z)Γ to the blowup along the
(dominant transform of) ∆
(Z)
γ has singularities of order
(5.15)
ord∞(pi∗γ(ωΓ), D
(Z)
γ ) = (2D − 2)#Eγ − 2D(#Vγ − 1) + 2
= 2Db1(γ)− 2#Eγ + 2
along the exceptional divisors D
(Z)
γ in the blowup. Here b1(γ) denotes the first Betti
number of graph γ.
Proof. Let m = DNΓ, with NΓ = #VΓ and L ⊂ A2m be the coordinate
subspace given by the equations {x1 = · · · = xk = 0}, and pi : A˜2m → A2m be the
blowup along L ⊂ A2m. If one chooses the coordinates wi in the blow up, so that
wi = xi, for i = k, . . . , 2m, and wiwk = xi for i < k. The exceptional divisor given
by wk = 0 in these coordinates. Then, one obtains
pi∗(dx1 ∧ dx¯1 ∧ · · · ∧ dxm ∧ dx¯m) = |w|2(k−1)dw1 ∧ dw¯1 ∧ · · · ∧ dwm ∧ dw¯m.
This form has a zero of order 2 · (codim(L)− 1) along the exceptional divisor of the
blowup.
The codimension of the diagonal ∆γ ⊂ XVΓ associated to a connected subgraph
γ ⊂ Γ is D (Nγ − 1), with Nγ = #Vγ On the other hand, the form ω(Z)Γ has
singularity along ∆
(Z)
γ of order (2D − 2)#Eγ . Hence,
ord∞(pi∗γ(ω
(Z)
Γ ), D
(Z)
γ ) = (order of ∞)− (order of zeros)
= (2D − 2)nγ − 2D(Nγ − 1) + 2.
with nγ = #Eγ and Nγ = #Vγ . 
Remark 5.11. Note that the orders of pole are different from the case of the
form ωΓ on ConfΓ(X), see §4.3 of [28]. In particular, note that we have order
of singularity (2D − 2)nγ along ∆(Z)γ , with nγ = #Eγ , because the form ω(Z)Γ of
(2.9) is built using the Green functions of the complex Laplacian, (2.17), which has
exponent 2D − 2 instead of the exponent D − 2 of the real case. In particular, in
the real case of the physical Feynman amplitude one has the familiar log divergent
40 O¨ZGU¨R CEYHAN AND MATILDE MARCOLLI
condition for graphs, given by the relation (D−2)nγ = D(Nγ−1), with Nγ = #Vγ ,
or equivalently nγ = b1(γ)D/2. In the complexified case we are considering here,
this relation is replaced by the condition (D − 1)nγ = D(Nγ − 1), or equivalently
nγ = b1(γ)D. This is compatible with the usual log divergent condition, since in
the complexified case D is the complex dimension.
On the basis of the remark here above, we make the following definition, which
replaces the usual definition of log divergent graphs of the real case.
Definition 5.12. A graph Γ is primitive C-log divergent if it satisfies the
following conditions:
(1) #EΓ = Db1(Γ)
(2) all subgraphs γ ⊆ Γ satisfy #Eγ ≥ Db1(γ).
Lemma 5.9 and Proposition 5.10 then imply the following.
Corollary 5.13. Let pi∗Γ(ω
(Z)
Γ ) denote the pullback of ω
(Z)
Γ to the wonderful
compactification Z[Γ]. The divergence locus of pi∗Γ(ω
(Z)
Γ ) in Z[Γ] is given by the
union of divisors
(5.16) DΓ =
⋃
∆
(Z)
γ ∈GΓ
D(Z)γ .
5.5. Chain of integration and divergence locus. When pulling back the
form ω
(Z)
Γ along the projection piΓ : Z[Γ] → ZVΓ , one also replaces the chain of
integration σ
(Z,y)
Γ = X
VΓ×{y} of (2.10) with σ˜(Z,y)Γ ⊂ Z[Γ] with piΓ(σ˜(Z,y)Γ ) = σ(Z,y)Γ ,
which gives
(5.17) σ˜
(Z,y)
Γ = ConfΓ(X)× {y} ⊂ Z[Γ] = ConfΓ(X)×XVΓ .
Lemma 5.14. The chain of integration σ˜
(Z,y)
Γ of (5.17) intersects the locus of
divergence (5.16) in
(5.18)
⋃
∆
(Z)
γ ∈GΓ
Dγ × {y} ⊂ ConfΓ(X)× {y}.
Proof. This follows directly from Corollary 5.13 and (5.17). 
Notice that, since GΓ-factors intersect transversely (see Proposition 2.8 of [50]
and Proposition 4 of [28]), the intersection (5.18) of the chain of integration σ˜
(Z,y)
Γ
with the locus of divergence consists of a union of divisors Dγ inside X
VΓ inter-
secting transversely, with Dγ1 ∩ · · · ∩Dγ` 6= ∅ whenever {γ1, . . . , γ`} form a GΓ-nest
(see [28] and [50]).
5.6. Smooth and algebraic differential forms. Consider the restriction of
the amplitude pi∗Γ(ω
(Z)
Γ ) to the chain σ˜
(Z,y)
Γ . It is defined on the complement of the
divergence locus, namely on
(5.19) σ˜
(Z,y)
Γ r
 ⋃
∆
(Z)
γ ∈GΓ
Dγ × {y}
 ' ConfΓ(X)r
 ⋃
∆
(Z)
γ ∈GΓ
Dγ
 ,
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which is a copy of ConfΓ(X) inside Z[Γ]. The form pi
∗
Γ(ω
(Z)
Γ ) is a closed form of
top dimension on this domain.
Our next goal is to replace the form pi∗Γ(ω
(Z)
Γ ) with a cohomologous form with
logarithmic poles along the divisor DΓ = ∪∆(Z)γ ∈GΓD
(Z)
γ of the compactification.
As we see below, this could be done easily if one remains within the class of C∞-
forms, by directly applying the Griffiths-Schmid theorem of [44]. However, in view
of identifying our regularized integrals with periods, we want something stronger,
namely an algebraic form with logarithmic poles. We first need to recall some
general well known facts about de Rham cohomology and forms with logarithmic
poles.
5.6.1. Forms with logarithmic poles. Let X be a smooth projective variety of
dimension m and let D be a union of smooth hypersurfaces intersecting transversely
(strict normal crossings divisor). Let U = X r D and let j : U ↪→ X denote
the inclusion. Let M?D,X denote the meromorphic de Rham complex, namely the
complex of meromorphic forms on X with poles (of arbitrary order) along D. Let
Ω?X (logD) denote the complex of differential forms on X with logarithmic poles
along D. We recall some general facts about cohomology classes, algebraic forms,
and forms with logarithmic poles:
(1) Grothendieck Comparison Theorem, [45]: the natural morphism (de
Rham morphism)
M?D,X → Rj∗CU
is a quasi-isomorphism. This implies that the de Rham cohomology
H?dR(U) is computed by the hypercohomology of the meromorphic de
Rham complex. If U is affine, then the hypercohomology can be replaced
by the ordinary cohomology of the complex of global sections.
(2) Logarithmic Comparison Theorem, [34]: forD a simple normal cross-
ings divisor, the natural morphism
Ω?X (logD)→M?D,X
is also a quasi-isomorphism. Combined with the previous statement, this
implies that the de Rham cohomology H?dR(U) is computed by the hyper-
cohomology of the logarithmic de Rham complex,
(5.20) H?dR(U) ' H?(X ,Ω?X (logD)).
However, even in the affine case, it is not always possible to replace the
hypercohomology in (5.20) with ordinary cohomology and global sections,
see Example 5.15.
(3) Stein open sets (Lemma 2.5 of [26]): the Logarithmic Comparison The-
orem is equivalent to the statement that, for all Stein open sets V ⊂ X ,
there are isomorphisms H?(Γ(V,Ω?X (logD))) ' H?dR(VrD). Namely, the
hypercohomology in (5.20) can be replaced with ordinary cohomology of
global sections when restricted to Stein open sets.
(4) Hodge filtration, [34]: there is a mixed Hodge structure on U with
Hodge filtration given by
F pHkdR(U) = Im(Hk(X ,Ω≥pX (logD))→ Hk(X ,Ω?X (logD))).
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The de Rham cohomology classes that lie in the term FmHmdR(U) of the
Hodge filtration can be realized by global forms with logarithmic poles,
since there is an isomorphism
(5.21) FmHmdR(U) = H0(X ,ΩmX (logD)).
This follows from the degeneration at the E1 term of the Fro¨licher spectral
sequence associated to the Hodge filtration (see Proposition 5.16 of [53],
which we reproduce below as Proposition 5.16).
(5) Griffiths-Schmid Theorem, [44]: Let ΩC∞(X )(logD) denote the C∞-
logarithmic de Rham complex, with D a simple normal crossings divisor
in a complex smooth projective variety X . Then there is an isomorphism
of cohomologies H∗dR(U) = H∗(ΩC∞(X )(logD)).
Example 5.15. The hypercohomology in (5.20) cannot, in general, be replaced
by cohomology of global sections, even assuming that U is affine. Let U be the
complement of a finite set of n points in a smooth projective curve X . Then
dimH1dR(U) = 2g + n − 1, while by Riemann–Roch the space of global sections of
the sheaf of logarithmic differentials has dimension g + n− 1.
Let X be a smooth projective variety of dimension n = dimX , with D a simple
normal crossings divisor with affine complement U = X rD. The Hodge filtration
F pHkdR(U) is induced by the naive filtration on Ω?X (logD).
Proposition 5.16. The Hodge filtration satisfies
(5.22) FnHndR(U) = H0(X ,ΩnX (logZ)).
Proof. Given a complex K? that comes from a double complex Kp,q, the
spectral sequence of a filtration F with
F pKn = ⊕r≥p,r+s=nKr,s
is given by
Ep,q0 = Gr
F
pK
p+q = F pKp+q/F p+1Kp+q = Kp,q
Ep,q1 = H
p+q(GrFpK
?) = Hq(Kp,?)
Ep,q∞ = Gr
F
p H
p+q(K?).
In particular, the Fro¨licher spectral sequence associated to the Hodge filtration
F pHkdR(U) has
Ep,q1 = H
q(X ,ΩpX (logD))
Ep,q∞ = F
pHp+qdR (U)/F p+1Hp+qdR (U).
In particular, En,01 = H
0(X ,ΩnX (logD)) and En,0∞ = FnHndR(U). Deligne proved in
[34] that, if D is normal crossings, then this spectral sequence degenerates at the
E1 term. This gives (5.22). 
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5.7. Order of pole and Hodge filtration. It is in general difficult to es-
timate where a given class lies in the Hodge filtration. However, in the case of
meromorphic forms, one can estimate the position in the Hodge fitration in terms
of a filtration on the complex of meromorphic forms determined by the order of
pole. More precisely, if X is a smooth projective variety and D ⊂ X a simple nor-
mal crossings divisor, and M?D,X denotes the complex of meromorphic differential
forms, one defines the polar filtration by taking P kMmD,X to consist of meromorphic
m-forms with poles of order at most m − k + 1, if m − k ≥ 0 and zero otherwise.
Deligne showed in §II.3, Proposition 3.13 of [33] and Proposition 3.1.11 of [34],
that the natural morphism
(Ω?X (logD), F ?)→ (M?D,X , P ?)
is a filtered quasi-isomorphism.
Theorem 5.17. Let Γ be a primitive C-log divergent graph in the sense of
Definition 5.12. Then there is a meromorphic form with logarithmic poles β
(Z)
Γ
such that ω
(Z)
Γ can be replaced, up to coboundaries, by a form η
(Z)
Γ =  β
(Z)
Γ ∧ β¯(Z)Γ ,
where  is a sign.
Proof. We proceed as in Proposition 5.10. It suffices to check on a local
model, with local coordinates. In A2m with coordinates {x1, . . . , x2m} consider a
subspace of codimension k, given by L = {x1 = · · · = xk = 0}, for some k < m.
Consider a smooth differential form
ω =
∏
j∈E
1
‖xj‖2r
k∧
i=1
dxi ∧ dx¯i ∧ θk,
where θk = dxk+1 ∧ dx¯k+1 ∧ · · · ∧ dxm ∧ dx¯m. The set E is a subset (with repe-
titions) of the coordinates xi with i = 1, . . . , k. The form ω can be rewritten, for
convenience, as a product ω =  α ∧ α¯, where  is a sign and α is the meromorphic
form
α =
∏
j∈E
1
xrj
k∧
i=1
dxi
 ∧ dxk+1 ∧ · · · ∧ dxm.
Let pi : A˜2m → A2m be the blowup of A2m along L. On A˜2m we have local
coordinates wi with wi = xi for i ≥ k and wiwk = xi for i < k, where {wk = 0} is
the exceptional divisor of the blowup. The pullback gives
pi∗(
k∧
i=1
dxi) = w
k−1
k
k∧
i=1
dwi
and pi∗(dxk+1 ∧ · · · ∧ dxm) = dwk+1 ∧ · · · ∧ dwm, hence the pull back pi∗(ω) =
pi∗(α)∧pi∗(α) has a meromorphic form pi∗(α) with a pole of order re−k+ 1 along
the exceptional divisor, where e = #E. The form pi∗(α), which is of degree m and
pole of order re − k + 1 is therefore in the term P ` of the polar filtration, with
` = m− (re− k + 1) + 1 = m− re+ k. This implies that its class is in the term of
the Hodge filtration of order at least m− re+ k.
When we apply this to the form ω
(Z)
Γ and the blowup along a diagonal ∆
(Z)
γ of
codimension k = D(Nγ−1), withNγ = #Vγ , and with r = D−1 and e = eγ = #Eγ ,
we obtain ω
(Z)
Γ =  α
(Z)
Γ ∧ α¯(Z)Γ , where α(Z)Γ is a meromorphic form of degree DNΓ,
44 O¨ZGU¨R CEYHAN AND MATILDE MARCOLLI
with poles of order (D − 1)eγ −D(Nγ − 1) + 1 along the divisor D(Z)γ . Thus, the
class of the form α
(Z)
Γ is in the term F
DNΓ+D(Nγ−1)−(D−1)eγHDNΓ(U) of the Hodge
filtration, unless the pole order is lowered by cancellations due to exact forms, which
would result in a higher level in the filtration. In particular, if the graph Γ is C-log
divergent, then the subgraphs γ ⊆ Γ satisfies D(Nγ−1)−(D−1)eγ ≥ 0, see Remark
5.11 and Definition 5.12. Then the meromorphic form α
(Z)
Γ is in F
DNΓHDNΓ(U).
In this case, by the general result on the Hodge filtration and the Fro¨licher spectral
sequence mentioned in (5.21) above, we can replace α
(Z)
Γ by a global DNΓ-form
β
(Z)
Γ with logarithmic poles along D
(Z)
γ . One then checks that, if the meromorphic
form α
(Z)
Γ can be replaced, up to a coboundary, by β
(Z)
Γ , then the closed form ω
(Z)
Γ
can also be replaced, up to a coboundary, by η
(Z)
Γ = β
(Z)
Γ ∧ β¯(Z)Γ . 
5.8. Toy model regularization. Consider the simple toy model example of
the differential form
(5.23) ω =
dz ∧ dz¯
‖z‖2 =
dz
z
∧ dz¯
z¯
on Gm(C) = C∗.
Lemma 5.18. A cutoff regularization of the integral on C∗ of (5.23) has a
logarithmic divergence in the cutoff scale, with a coefficient expressible in terms of
a period integral of the form with logarithmic poles dz/z.
Proof. Using polar coordinates z = reiθ we can write ω as
ω = −2i dr
r
∧ dθ.
The integral on C∗ has divergences at both r = 0 and r → ∞: integrating with
cutoffs leads to
−2i
∫ 2pi
0
dθ
∫ Λ

dr
r
= −4pii log(Λ

).
The coefficient is an integer multiple of the period of the meromorphic form with
logarithmic poles
(5.24) 2pii =
∫
S1
dz
z
.

Note that the divergent integral
∫
C∗ ω also admits other forms of regularization:
(1) Gaussian cutoff:
I(a) =
∫ ∞

dr
r
e−ar = Ei(−a) ∼ log(a) + γ − a+ (a)
2
4
+ · · · ,
with Ei the exponential integral function;
(2) Pauli–Villars regularization: I(a)− I(b) = ∫∞
0
dr
r (e
−ar − e−br) = log(ab );
(3) Dimensional regularization:
Is(a) = µ2s
∫ ∞
0
dr
r1−s
e−ar = −Γ(s)( a
µ2
)−s ∼ 1
s
+ γ + log
a
µ2
+ · · ·
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As a similar, higher dimensional, toy model, we consider the case of the 2n-form
(5.25) ω =
dz1
z1
∧ dz¯1
z¯1
∧ · · · ∧ dzn
zn
∧ dz¯n
z¯n
on the torus Gnm inside the affine space An. As before, we can regularize the integral
of ω on Gnm with a cutoff regularization (or with one of the other regularization
methods listed above).
Lemma 5.19. A cutoff regularization of the integral on Gm(C)n of (5.25) has a
logarithmic divergence in the cutoff scale, with a coefficient expressible in terms of a
period integral of an n-form with logarithmic poles η, integrated on an n-dimensional
locus Σ (a real torus) inside the Leray coboundary L(D) = ∪iL(Di) of the divisor
D = ∪iDi of coordinate hyperplanes Di = {zi = 0}.
Proof. One simply applies the previous lemma coordinatewise and obtains a
product integral with one logarithmic divergence in each variable. The coefficient
of this divergence is (up to a sign) of the form 2n
∫
Σ
η, where η = dz1z1 ∧ · · · ∧ dznzn
and Σ = Tn = S1 × · · · × S1. We view Σ ⊂ ∪iL(Di) where L(Di) is the boundary
of a unit disk tubular neighborhood of Di. 
With this toy model case in mind, we see how one can approach the computation
of a regularized integral of the form β
(Z)
Γ ∧ β¯(Z)Γ obtained in Theorem 5.17, with the
period (5.24) replaced by period integrals of iterated Poincare´ residues of the form
with logarithmic poles β
(Z)
Γ , on components and intersections of components of the
divisor D(Z)Γ of the compactification, or equivalently integrals of the form β(Z)Γ along
iterated Leray coboundaries. We will discuss this procedure in the coming sections.
For the remaining of this section, we discuss how one can proceed, in the case of
graphs that are not C-log divergent, to use forms with logarithmic poles.
5.9. Cellular structures, torifications, and constructible torifications.
We now sketch a possible approach for the more general case, where the graph Γ is
not necessarily C-log divergent. In this case, unlike the previous result of Theorem
5.17, we cannot appeal to the Hodge filtration result to replace the meromorphic
form pi∗Γ(α
(Z)
Γ ) in the pullback pi
∗
Γ(ω
(Z)
Γ ) = pi
∗
Γ(α
(Z)
Γ )∧pi∗Γ(α¯(Z)Γ ) with a meromorphic
form β
(Z)
Γ with logarithmic poles. Thus, we need to proceed in a different way. A
useful observation, for this case, is the “Stein open sets” method mentioned in
§5.6.1, based on Lemma 2.5 of [26]. More precisely, we will show that if a smooth
projective variety X has a decomposition into cells (cellular structure), or more
generally into tori (torifications, or the certain weaker structures of constructible
torifications) then the restriction of a meromorphic form α to each top dimensional
set in the decomposition can be replaced by a form β with logarithmic poles. We will
then use results of [12], [52] on the existence of (constructible) torifications on the
compactifications ConfΓ(X), under the assumption thatX has a cell decomposition.
As before, suppose given a smooth projective variety X with a normal crossings
divisor D, and a form ω = α ∧ α¯, where α is a meromorphic form on X with poles
along D. The first observation (see Proposition 5.8 of [53]) is that, if X has a
cellular decomposition, with top dimensional cells Xk, then by Lemma 2.5 of [26]
the restrictions α|Xk can be replaced with cohomologous meromorphic forms βk
on Xk with logaritmic poles along D. These forms do not necessarily match on
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the boundaries of the cells, due to the existence of nontrivial Cˇech cocycles: the
hypercohomology cannot be replaced globally by cohomology, but it is possible
locally in the Stein open sets Xk. The regularized integral of ω on X r D can
then be replaced by a sum of regularized integrals
∑
k
∫
XkrD ω|Xk . After replacing
ω|Xk with βk ∧ β¯k, one can apply, within each cell Xk the regularization procedure
modeled on the toy model case of §5.8. This results in a logarithmic divergence
with coefficient a period integral
∫
Xk∩Σ βk. The nature of this period now depends
on how the divisor D and its Leray coboundary L(D) intersect each cell Xk and
the nature of the motives m(D ∩Xk).
In order to apply this method to our situation we need a further step. Indeed,
the compactifications ConfΓ(X) do not necessarily admit a cellular structure, even
assuming that the variety X does. However, an argument similar to the one outlined
above applies to other decompositions of the variety.
A torification of a variety X is a decomposition of X into a disjoint union of tori
Tj = G
nj
m (see [51] for more details). By the same argument as above, if Tk denotes
the subcollection of top dimensional tori, the restrictions α|Tk can be replaced by
meromorphic forms with logarithmic poles along D, again by Lemma 2.5 of [26]. As
in the previous case, the forms with logarithmic poles βk on Tk do not necessarily
extend to a single form η on all of X r D. One can proceed, as in the case of
cellular decompositions, to compute regularized integrals on each Tk. In each case
the coefficient of the logarithmic divergence will be a period integral that depends
on the nature of the motive m(D ∩ Tk).
A further level of generality is the notion of constructible torification introduced
in [52]. In this case, one only requires that the variety X admits a decomposition
into a disjoint union of pieces that are constructible sets obtained, starting from Gm
by repeated applications of products, disjoint unions, and complements. Roughly
speaking, in a constructible torification the building blocks are complements of tori
inside other tori.
Under the assumption that X is a smooth projective variety with a cellular
decomposition (in particular, for a projective space X = PD), Lemma 8.1 of [52]
shows that the blowup of XVΓ along a diagonal ∆γ admits a torification. When
one iterates the blowup construction, one obtains a (constructible) torification on
ConfΓ(X). The top dimensional pieces Ck of this decompositions are, up to sets
of measure zero, complements of hypersurfaces in top dimensional tori, to which
Lemma 2.5 of [26] can still be applied. The resulting periods, which appear as
coefficients of the logarithmic divergences in the regularized integrals on the top
dimensional pieces of this decomposition, depend on the nature of the motives
m(D ∩ Ck).
6. Regularization and residue integration
In this section, we describe a regularization of the Feynman integral
(6.1)
∫
σ˜
(Z,y)
Γ rDΓ
η
(Z)
Γ ,
which is based on a generalization of the toy model case of §5.8, applied to the form
with logarithmic poles η
(Z)
Γ = β
(Z)
Γ ∧ β¯(Z)Γ described in the previous section. We
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present the regularization in distributional terms, using the theory of principal val-
ues and residue currents. This will show that one can express the resulting residue
integrals in the regularization procedure in terms of the iterated Poincare´ residues,
or equivalently in terms of an integration along a locus in a Leray coboundary of
an intersections of divisors D
(Z)
γ .
6.1. Iterated Poincare´ residues. One can associate to a holomorphic dif-
ferential form βΓ with logarithmic poles along DΓ a Poincare´ residue on each non-
empty intersection of a collection of divisors D
(Z)
γ that corresponds to a GΓ-nest
N = {γ1, . . . , γr}.
Proposition 6.1. Let NΓ = #VΓ. Let βΓ be a meromorphic DNΓ-form with
logarithmic poles along DΓ. For every GΓ-nest N = {γ1, . . . , γr}, there is a Poincare´
residue RN (βΓ), which defines a cohomology class in HDNΓ−r(VN ), on the complete
intersection V
(Z)
N = D
(Z)
γ1 ∩ · · · ∩D(Z)γr . The pairing of RN (ηΓ) with an (DNΓ − r)-
cycle ΣN in V
(Z)
N is equal to
(6.2)
∫
ΣN
RN (βΓ) = 1
(2pii)r
∫
LN (ΣN )
βΓ,
where LN (ΣN ) is the DNΓ-cycle in Z[Γ] given by an iterated Leray coboundary of
ΣN , which is a T r-torus bundle over ΣN . Under the assumption that the variety
X is a mixed Tate motive, the integrals (6.2) are periods of mixed Tate motives.
Proof. As shown in Proposition 5.5, the divisors D
(Z)
γ in Z[Γ] have the prop-
erty that
(6.3) V
(Z)
N = D
(Z)
γ1 ∩ · · · ∩D(Z)γr 6= ∅ ⇔ {γ1, . . . , γr} is a GΓ − nest,
with transverse intersections.
Consider the first divisor D
(Z)
γ1 in the GΓ-nest N , and a tubular neighborhood
NΓ,γ1 = NZ[Γ](D
(Z)
γ1 ) of D
(Z)
γ1 in NΓ,γ1 . This is a unit disk bundle over D
(Z)
γ1 with
projection pi : NΓ,γ1 → D(Z)γ1 and with σ : D(Z)γ1 ↪→ NΓ,γ1 the zero section. The
Gysin long exact sequence in homology gives
· · · → Hk(NΓ,γ1 rD(Z)γ1 )
ι∗→ Hk(NΓ,γ1)
σ!→ Hk−2(D(Z)γ1 )
pi!→ Hk−1(NΓ,γ1 rD(Z)γ1 )→ · · ·
where pi! is the Leray coboundary map, which assigns to a chain Σ in D
(Z)
γ1 the
homology class in NΓ,γ1rD
(Z)
γ1 of the boundary ∂pi
−1(Σ) of the disk bundle pi−1(Σ)
over Σ, which is an S1-bundle over Σ. Its dual is a morphism
Rγ1 : Hk+1(NΓ,γ1 rD(Z)γ1 )→ Hk(D(Z)γ1 ),
which is the residue map. The iterated residue map is obtained by considering the
complements U0 = NΓ,γ1 rD(Z)γ1 and
U1 = D(Z)γ1 r
⋃
1<k≤r
D(Z)γk ,
U2 = (D(Z)γ1 ∩D(Z)γ2 )r
⋃
2<k≤r
D(Z)γk ,
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and so on. One obtains a sequence of maps
Hk(U0)
Rγ1→ Hk−1(U1)
Rγ2→ Hk−2(U2)→ · · · Rγr→ Hk−r(V (Z)N ).
The composition RN = Rγr ◦ · · · ◦ Rγ1 is the iterated residue map. Because
the residue map is dual to Leray coboundary, under the pairing of homology and
cohomology one obtains
〈RN (β),Σ〉 = 〈β,LN (Σ)〉,
where LN = Lγ1 ◦ · · · ◦ Lγr is the compositions of the Leray coboundary maps of
the divisors D
(Z)
γk . The resulting LN (Σ) is therefore, by construction, a T r-torus
bundle over Σ. At the level of differential forms, the residue map Rγ1 is given by
integration along the circle fibers of the S1-bundle ∂pi−1(Σ)→ Σ. Thus, the pairing
〈RN (β),Σ〉 contains a 2pii factor, coming from the integration of a form df/f , with
f the local defining equation of the hypersurface, along the circle fibers. This means
that, when writing the pairings in terms of differential forms, one obtains (6.2). As
shown in [28], if m(X) is mixed Tate, the divisors Dγ and their intersections in
ConfΓ(X) are mixed Tate motives, and so are the D
(Z)
γ and their intersections
V
(Z)
N in Z[Γ]. 
Given a GΓ-nest N = {γ1, . . . , γr} let VN = Dγ1 ∩ · · · ∩Dγr be the intersection
of the corresponding divisors in ConfΓ(X). The residues RN (βΓ) of Proposition 6.1
pair with a DNΓ − r-dimensional cycles ΣN ⊂ VN × {y} ⊂ V(Z)N , with NΓ = #VΓ,
(6.4) 〈RN (βΓ),ΣN 〉 =
∫
ΣN
RN (βΓ) = 1
(2pii)r
∫
Lr(ΣN )
βΓ.
We can then reinterpret and extend the toy model case of §5.8 in the following
way. We write ηΓ = βΓ ∧ β¯Γ (ignoring a possible sign), with βΓ holomorphic with
logarithmic poles along DΓ. We will also ignore some rational constant factors in
the computation, as they will not affect the nature of the resulting periods.
Corollary 6.2. Suppose given a GΓ-nest N = {γ1, . . . , γr} as above, with
VN = Dγ1 ∩ · · · ∩Dγr . There is a regularization of the integral (6.1), such that, its
restriction to a neighborhood of VN is an iterated Poincare´ residue.
Proof. When integrating the 2DNΓ-form ηΓ in a neighborhood U of VN , we
have (up to a sign) ∫
U
ηΓ =
∫
U
η ∧ βN ∧ β¯N ,
where we can locally write the form in coordinates
βN =
df1
f1
∧ · · · ∧ dfr
fr
,
with fj the function that locally defines the divisor Dγj , and with η a (2DNΓ− r)-
form which is regular along VN . The integral of βN ∧ β¯N can be modeled as in the
toy model case of §5.8. Thus, up to a rational factor, the integral of βN ∧ β¯N can
be regularized as in §5.8, so that it results in a periods integral∫
T r
βN ,
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where the torus T r is the fiber of the Leray coboundary Lr(VN ), identified with a
T r-bundle over VN , while the remaining term η is integrated along VN -directions.
Indeed, the chain of integration σ˜
(Z,y)
Γ = ConfΓ(X)×{y} intersects the loci V(Z)N =
VN ×XVΓ along VN ×{y}, where the VN are the intersections VN = Dγ1 ∩· · ·∩Dγr
of the divisors Dγk in ConfΓ(X). Thus, Σ = VN × {y} defines a 2DNΓ − r-
dimensional cycle in V(Z)N , with NΓ = #VΓ, which can be paired with the form η of
degree 2DNΓ−r on V(Z)N . Thus, we write the integral equivalently (up to a rational
factor) as an residue integral ∫
Lr(VN )
η ∧ βN .

Remark 6.3. The reason for passing to the wonderful compactification Z[Γ]
and pulling back the form ω
(Z)
Γ along the projection piΓ : Z[Γ] → ZVΓ is in order
to pass to a setting where the locus of divergence is described by divisors Dγ
intersecting transversely in ConfΓ(X), while the diagonals ∆γ in X
VΓ have higher
codimensions and do not in general intersect transversely. These transversality
issues are discussed in more detail in [28]. There is a generalization of the theory
of forms with logarithmic poles and Poincare´ residues [59], that extends the case
of [33] of normal crossings divisors to more general classes of divisors, but in this
more general setting the Poincare´ residue gives meromorphic instead of holomorphic
forms.
6.2. Current-regularization of complexified amplitudes. We review here
briefly some well known facts about residue and principal value currents and we ap-
ply them to reinterpret the regularization procedure described above for the integral
(6.1) in terms of currents and principal values.
6.2.1. Residue currents and Mellin transforms. Recall that, for a single smooth
hypersurface defined by an equation {f = 0}, the residue current [Zf ], supported
on the hypersurface, is defined as
[Zf ] =
1
2pii
∂¯[
1
f
] ∧ df := 1
2pii
∂¯∂ log |f |2.
This is known as the Poincare´–Lelong formula. It can also be seen as a limit∫
Zf
ϕ = lim
→0
1
2pii
∫
|f |=
df
f
∧ ϕ.
A generalization is given by the Coleff–Herrera residue current [31], associated to
a collection of functions {f1, . . . , fr}. Under the assumption that these define a
complete intersection V = {f1 = · · · = fr = 0}, the residue current
(6.5) Rf = ∂¯[ 1
f1
] ∧ · · · ∧ ∂¯[ 1
fr
]
is obtained as a limit
Rf (ϕ) = lim
δ→0
∫
T(δ)(f)
ϕ
f1 · · · fr ,
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with T(δ)(f) = {|fk| = k(δ)}, with the limit taken over “admissible paths” (δ),
which satisfy the properties
lim
δ→0
r(δ) = 0, lim
δ→0
k(δ)
(k+1(δ))`
= 0,
for k = 1, . . . , r and any positive integer `. The test form ϕ is a (2n−r)-form of type
(n, n − r), where 2n is the real dimension of the ambient space, and the residual
current obtained in this way is a (0, r)-current. For more details, see §3 of [15] and
[67]. Notice that, while in general one cannot take products of distributions, the
Coleff–Herrera product (6.5) is well defined for residue currents, as well as between
residue and principal value currents.
Moreover, the Mellin transform
(6.6) Γϕf (λ) =
∫
Rr+
Iϕf () λ−I d,
with
Iϕf () =
∫
T(f)
ϕ
f1 · · · fr
and with
λ−I d = λ1−11 · · · λr−1r d1 ∧ · · · ∧ dr,
can also be written, as in [15], [67], as
(6.7) Γϕf (λ) =
1
(2pii)r
∫
X
|f |2(λ−I)df ∧ ϕ,
where the integration is on the ambient variety X and where
|f |2(λ−I) = |f1|2(λ1−1) · · · |fr|2(λr−1), and df = df1 ∧ · · · ∧ dfr.
When {f1, . . . , fr} define a complete intersection, the function λ1 · · ·λrΓϕf (λ) is
holomorphic in a neighborhood of λ = 0 and the value at zero is given by the
residue current ([15], [67])
(6.8) Rf (ϕ) = λ1 · · ·λrΓϕf (λ)|λ=0.
Equivalently, (6.7) and (6.8) can also be written as
(6.9) lim
λ→0
λΓϕf (λ) = lim
λ→0
1
(2pii)r
∫
X
∂¯|fr|2λr ∧ · · · ∧ ∂¯|f1|2λ1
fr · · · f1 ∧ ϕ,
where the factor λ on the left-hand-side stands for λ1 · · ·λr as in (6.8).
The Poincare´–Lelong formula, in this more general case of a complete inter-
section defined by a collection {f1, . . . , fr}, expresses the integration current Zf
as
(6.10) [Zf ] =
1
(2pii)r
∂¯[
1
fr
] ∧ · · · ∧ ∂¯[ 1
f1
] ∧ df1 ∧ · · · ∧ dfr.
The correspondence between residue currents and the Poincare´ residues on
complete intersections, discussed above in §6.1, is given for instance in Theorem
4.1 of [4].
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6.2.2. Principal value current. The principal value current [1/f ] of a single
holomorphic function f can be computed as [46], [60]
(6.11) 〈[ 1
f
], φ〉 = lim
→0
∫
|f |>
φdζ ∧ dζ¯
f
,
where φ is a test function. More generally, for {f1, . . . , fr} as above, the principal
value current is given by
(6.12) 〈[ 1
f
], φ〉 = lim
→0
∫
N(f)
φ
fr · · · f1 ,
with φ a test form and with
(6.13) N(f) = {|fk| > k}.
More generally we will use the following notation.
Definition 6.4. Given a (p, q)-form η on an m-dimensional smooth projective
variety X , with poles along an effective divisor D = D1 ∪ · · ·Dr, where the com-
ponents Dk are smooth hypersurfaces defined by equations fk = 0, the principal
value current PV (η) is defined by
(6.14) 〈PV (η), φ〉 = lim
→0
∫
N(f)
η ∧ φ,
for an (m− p,m− q) test form φ, with N(f) defined as in (6.13).
The following simple Lemma describes how the principal value current and the
residue currents are related.
Lemma 6.5. When the test form φ is modified to φ + ∂¯ψ, the principal value
current satisfies
(6.15) 〈[ 1
f
], φ+ ∂¯ψ〉 = 〈[ 1
f
], φ〉 − 〈∂¯[ 1
f
], ψ〉,
where ∂¯[1/f ] is the residue current Rf of (6.5).
Proof. By Stokes theorem, we have
〈[ 1
f
], ∂¯ψ〉 = lim
→0
∫
|f |>
∂¯ψ
f
= lim
→0
−
∫
|f |=
ψ
f
= −〈∂¯[ 1
f
], ψ〉.

We now return to the case of the complexified amplitudes (2.9) and describe
the corresponding regularization and ambiguities.
6.2.3. Principal value and complexified amplitude. We can regularize the com-
plexified amplitude given by the integral (6.1), interpreted in the distributional
sense, as in §2.3.4, using the principal value current.
Definition 6.6. The principal value regularization of the amplitude (6.1) is
given by the current PV (η
(Z)
Γ ) defined as in (6.14),
〈PV (η(Z)Γ ), ϕ〉 = lim→0
∫
N(f)
ϕ η,
for a test function ϕ.
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We can also write the regularized integral in the following form.
Lemma 6.7. The regularized integral satisfies
〈PV (η(Z)Γ ), ϕ〉 = lim
λ→0
∫
σ˜
(Z,y)
Γ
|fn|2λn · · · |f1|2λ1η(Z,y)Γ ϕ
where n = nΓ is the cardinality nΓ = #GΓ of the building set GΓ and the fk are the
defining equations of the D
(Z)
γ in GΓ
Proof. The form η
(Z)
Γ has poles along the divisor DΓ = ∪∆(Z)γ ∈GΓD
(Z)
γ . Thus,
if we denote by fk, with k = 1, . . . , n with n = #GΓ the defining equations of the
D
(Z)
γ , we can write the principal value current in the form
lim
λ→0
∫
σ˜
(Z,y)
Γ
|fn|2λn · · · |f1|2λ1
fn · · · f1 hϕ,
with h an algebraic from without poles and ϕ is a test function. 
6.2.4. Pseudomeromorphic currents. If {f1, . . . , fn} define a complete intersec-
tion V = {f1 = · · · = fr = 0} in a smooth projective variety X , an elementary
pseudomeromorphic current is a current of the form
(6.16) Cr,n := [
1
fn
] ∧ · · · ∧ [ 1
fr+1
] ∧ ∂¯[ 1
fr
] ∧ · · · ∧ ∂¯[ 1
f1
],
for some 1 ≤ r ≤ n, where the products of principal value and residue currents
are well defined Coleff–Herrera products and the resulting current is commuting
in the principal value factors and anticommuting in the residue factors. These
distributions also have a Mellin transform formulation (see [15]) as
(6.17) 〈Cr,n, φ〉 = lim
λ→0
1
(2pii)r
∫
X
n∏
k=r+1
|fk|2λk
fk
r∧
j=1
∂¯
( |fj |2λj
fj
)
∧ φ.
6.3. Ambiguities of regularized integrals. We can use the formalism of
residue currents recalled above to describe the ambiguities in the principal value
regularization of the complexified amplitudes of Definition 6.6.
6.3.1. Complexified amplitude and residue currents. As in §6.1, consider a GΓ-
nest {γ1, . . . , γr} and the associated intersection V (Z)N = D(Z)γ1 ∩ · · · ∩D(Z)γr . Also let
nΓ = #GΓ and let fk, for k = 1, . . . , nΓ be the defining equations for the D(Z)γ , for
γ ranging over the subgraphs defining the building set GΓ. For  = (k), we define
(6.18) σ˜
(Z,y)
Γ, := σ˜
(Z,y)
Γ ∩N(f),
with N(f) defined as in (6.13). The principal value regularization of Definition 6.6
can then be written as
〈PV (η(Z,y)Γ ), ϕ〉 = lim→0
∫
σ˜
(Z,y)
Γ,
ϕη
(Z,y)
Γ ,
where the limit is taken over admissible paths.
Similarly, given a GΓ-nest N = {γ1, . . . , γr}, we introduce the notation
(6.19) σ˜
(Z,y)
Γ,N , := σ˜
(Z,y)
Γ ∩ TN ,(f) ∩NN ,(f),
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where TN ,(f) = {|fk| = k, k = 1, . . . , r} and NN ,(f) = {|fk| > , k = r +
1, . . . , n}, where we have ordered the n subgraphs γ in GΓ so that the first r belong
to the nest N .
Proposition 6.8. For a GΓ-nest N = {γ1, . . . , γr}, as above, the limit
(6.20) lim
→0
∫
σ˜
(Z,y)
Γ,N ,
ϕη
(Z,y)
Γ
determines a pseudomeromorphic current, whose residue part is an iterated residue
supported on V
(Z)
N = D
(Z)
γ1 ∩ · · · ∩D(Z)γr , obtained as in Corollary 6.2.
Proof. Let fk, with k = 1, . . . , n with n = #GΓ, be the defining equations of
the D
(Z)
γ . We assume the subgraphs in GΓ are ordered so that the first r belong to
the given GΓ-nest N . We can then write the current (6.20) in the form 〈Cr,n, hϕ〉,
where Cr,n is the elementary pseudomeromorphic current of (6.16) and h is algebraic
without poles. Using a local coordinates model, as in Corollary 6.2 one can identify
the resulting residue current with the regularization computed there. 
6.3.2. Residue currents as ambiguities. With the same setting as in Proposition
6.8, we then have the following characterization of the ambiguities of the principal
value regularization.
Proposition 6.9. The ambiguities in the current-regularization PV (η
(Z,y)
Γ ) are
given by iterated residues supported on the intersections V
(Z)
N = D
(Z)
γ1 ∩ · · · ∩D(Z)γr ,
of divisors corresponding to GΓ-nests N = {γ1, . . . , γr}.
Proof. As above, we have
〈PV (η(Z,y)Γ ), ϕ〉 = lim→0
∫
σ˜
(Z,y)
Γ,
ϕη
(Z,y)
Γ = lim
λ→0
∫
σ˜
(Z,y)
Γ
|fn|2λn · · · |f1|2λ1
fn · · · f1 hϕ
If we replace the form hϕ with a form hϕ + ∂¯Nψ, where N is a GΓ-nest and the
notation ∂¯Nψ means a form
∂¯Nψ := ψn · · ·ψr+1 ∂¯ψr ∧ · · · ∧ ∂¯ψ1,
for test functions ψk, k = 1, . . . , n, we obtain a pseudomeromorphic current
〈PV (η(Z,y)Γ ), ∂¯Nψ〉 = 〈[
1
fn
] ∧ · · · ∧ [ 1
fr+1
] ∧ ∂¯[ 1
fr
] ∧ · · · ∧ ∂¯[ 1
f1
], ψ〉,
with ψ = ψn · · ·ψ1. Notice then that the residue part
〈∂¯[ 1
fr
] ∧ · · · ∧ ∂¯[ 1
f1
], ψ〉 = RN (ψ)
is an iterated residue supported on V
(Z)
N = D
(Z)
γ1 ∩ · · · ∩D(Z)γr . 
By the results of §6.1, and the relation between residue currents and iterated
Poincare´ residues (see [4]), when evaluated on algebraic test forms on the varieties
V
(Z)
N , these ambiguities can be expressed in terms of periods of mixed Tate motives.
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7. Other regularization methods
We now discuss a regularization method for the evaluation of the integrals of
the complexified amplitudes, ∫
σ˜
(Z,y)
Γ
pi∗Γ(ω
(Z)
Γ ),
with the pullback pi∗Γ(ω
(Z)
Γ ) to Z[Γ] as in Corollary 5.13. The chain of integration
σ˜
(Z,y)
Γ is as in (5.17), obtained from the form ω
(Z)
Γ and the chain σ
(Z)
Γ of Definition
2.6. The geometric method of regularization we describe in this section is based on
the deformation to the normal cone.
A general method of regularization consists of deforming the chain of integration
so that it no longer intersects the locus of divergences. We first describe briefly why
this cannot be done directly within the space Z[Γ] considered above, and then we
introduce a simultaneous deformation of the form and of the space where integration
happens, so that the integral can be regularized according to the general method
mentioned above.
7.1. Deformations and linking. To illustrate where the problem arises, if
one tries to deform the chain of integration away from the locus of divergence in
Z[Γ], consider the local problem near a point z ∈ D(Z)γ in the intersection of σ˜(Z,y)Γ
with one of the divisors in the divergence locus of the form pi∗Γ(ωΓ). Near this point,
the locus of divergence is a product Dγ ×XVΓ . We look at the intersection of the
integration chain σ˜
(Z,y)
Γ with a small tubular neighborhood T of Dγ × XVΓ . We
have
σ˜
(Z,y)
Γ ∩ ∂T = ∂pi−1 (Dγ)× {y},
with pi : T(Dγ) → Dγ the projection of the 2-disc bundle and ∂pi−1 (Dγ) a circle
bundle, locally isomorphic to Dγ × S1. Thus, locally, σ˜(Z,y)Γ ∩ T looks like a ball
B2D|VΓ| × {0} inside a ball B4DNΓ , with NΓ = #VΓ. Locally, we can think of the
problem of deforming the chain of integration in a neighborhood of the divergence
locus as the question of deforming a ball B2DNΓ × {0} leaving fixed the boundary
S2DNΓ−1 × {0} inside a ball B4DNΓ so as to avoid the locus {0} ×B2DNγ that lies
in the divergence locus, with Nγ = #Vγ . However, we find the following simple
topological fact.
Lemma 7.1. The spheres S2DNΓ−1 × {0} and {0} × S2DNγ−1 are linked inside
the sphere S4DNΓ−1.
Proof. This can be seen, for instance, by computing their Gauss linking in-
tegral (see [62])
(7.1) Lk(M,N) =
1
Vol(S)
∫
M×N
Ωk,`(α)
sinn(α)
[x, dx, y, dy]
with M = Sk × {0}, N = {0} × S`, S = Sn, and with k = ` = 2D|VΓ| − 1 and
n = 4D|VΓ| − 1, where
Ωk,`(α) :=
∫ pi
θ=α
sink(θ − α) sin`(θ)dθ,
α(x, y) := distSn(x, y), x ∈M, y ∈ N,
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[x, dx, y, dy] := det(x,
∂x
∂s1
, . . . ,
∂x
∂sk
, y,
∂y
∂t1
, . . . ,
∂y
∂t`
) ds dt,
with x, y the embeddings of Sk and S` in Sn and s, t the local coordinates on Sk
and S`. Then one can see (§4 of [62]) that in Sn with n = k + ` + 1 the linking
number is Lk(Sk × {0}, {0} × S`) = 1. 
This type of problem can be easily avoided by introducing a simultaneous
deformation of the form pi∗Γ(ωΓ) and of the space Z[Γ] as we show in the following.
7.2. Form extension. We first embed the configuration space ZVΓ as the
fiber over zero in a one parameter family ZVΓ × P1. We extend the form ω(Z)Γ to
ZVΓ × P1 using the additional coordinate ζ ∈ P1 to alter the differential form in a
suitable way.
Definition 7.2. The extension of the complexified amplitude ω
(Z)
Γ on the space
ZVΓ × P1 is given by
(7.2) ω˜
(Z)
Γ =
∏
e∈EΓ
1
(‖xs(e) − xt(e)‖2 + |ζ|2)D−1
∧
v∈VΓ
dxv ∧ dx¯v ∧ dζ ∧ dζ¯,
where ζ is the local coordinate on P1.
Lemma 7.3. The divergent locus {ω˜(Z)Γ = ∞} of the form (7.2) on ZVΓ × P1
is given by the locus ∪e∈EΓ∆(Z)e ⊂ ZVΓ × {0}.
Proof. The locus of divergence is the intersection of {ζ = 0} and the union
of the products ∆
(Z)
e × P1 = {xs(e) − xt(e) = 0}. 
Notice that we have introduced in the form (7.2) an additional variable of
integration, dζ ∧ dζ¯. The reason for shifting the degree of the form will become
clear later in this section (see §7.6 below), where we see that, when using the
deformation to the normal cone, the chain of integration σ
(Z,y)
Γ is also extended by
an additional complex dimension to σ
(Z,y)
Γ × P1, of which one then takes a proper
transforms and deforms it inside the deformation to the normal cone. In terms
of the distributional interpretation of the complexified amplitudes of §2.3.4, the
relation between the form (7.2) and the original amplitude (2.9) can be written as
(7.3) ω
(Z)
Γ =
∫ ∏
e∈EΓ
δ(ζ = 0)
(‖xs(e) − xt(e)‖2 + |ζ|2)D−1
∧
v∈VΓ
dxv ∧ dx¯v ∧ dζ ∧ dζ¯,
where the distributional delta constraint can be realized as a limit of normalized
integrations on small tubular neighborhoods of the central fiber ζ = 0 in the trivial
fibration ZVΓ × P1.
7.3. Deformation to the normal cone. The deformation to the normal
cone is the natural algebro-geometric replacement for tubular neighborhoods in
smooth geometry, see [37]. We use it here to extend the configuration space ZVΓ
to a trivial fibration ZVΓ × P1 and then replacing the fiber over {0} ∈ P1 with the
wonderful compactification Z[Γ]. This will allow us to simultaneously regularize
the form and the chain of integration. For simplicity we illustrate the construction
for the case where the graph Γ is itself biconnected.
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Proposition 7.4. Let Γ be a biconnected graph. Starting with the product
ZVΓ ×P1, a sequence of blowups along loci parameterized by the ∆(Z)γ ×{0}, with γ
induced biconnected subgraphs yields a variety D(Z[Γ]) fibered over P1 such that the
fiber over all points ζ ∈ P1 with ζ 6= 0 is still equal to ZVΓ , while the fiber over ζ = 0
has a component equal to the wonderful compactification Z[Γ] and other components
given by projectivizations P(C ⊕ 1) with C the normal cone of the blowup locus.
Proof. We start with the product ZVΓ×P1. We then perform the first blowup
of the iterated sequence of §5.2.1 on the fiber over ζ = 0 namely we blowup the locus
∆
(Z)
Γ × {0} , with ∆(Z)Γ the deepest diagonal, inside ZVΓ × P1. (Note that this is
where we are using the biconnected hypothesis on Γ, otherwise the first blowup may
be along induced biconnected subgraphs with a smaller number of vertices.) The
blowup Bl
∆
(Z)
Γ ×{0}
(ZVΓ × P1) is equal to ZVΓ × (P1 r {0}) away from ζ = 0, while
over the point ζ = 0 it has a fiber with two components. One of the components
is isomorphic to the blowup of ZVΓ along ∆
(Z)
Γ , that is, Bl∆(Z)Γ
(ZVΓ) = Y1, with
the notation of §5.2.1. The other component is equal to P(CZVΓ (∆(Z)Γ )⊕ 1) where
CZVΓ (∆
(Z)
Γ ) is the normal cone of ∆
(Z)
Γ in Z
VΓ . Since ∆
(Z)
Γ ' X ×XVΓ is smooth,
the normal cone is the normal bundle of ∆
(Z)
Γ in Z
VΓ . The two Cartier divisors
Y1 and P(CZVΓ (∆
(Z)
Γ ) ⊕ 1) meet along P(CZVΓ (∆(Z)Γ )). We can then proceed to
blow up the further loci ∆
(Z)
γ with γ ∈ Gn−1,Γ inside the special fiber p˜i−1(0) in
Bl
∆
(Z)
Γ ×{0}
(ZVΓ × P1), where
p˜i : Bl
∆
(Z)
Γ ×{0}
(ZVΓ × P1)→ ZVΓ × P1
is the projection. These loci lie in the intersection of the two components of the
special fiber p˜i−1(0). Thus, at the next stage we obtain a variety that again agrees
with ZVΓ × (P1 r {0}) away from the central fiber, while over ζ = 0 it now has a
component equal to Y2 and further components coming from the normal cone after
this additional blowup. After iterating this process as in §5.2.1 we obtain a variety
that has fiber ZVΓ over all points ζ 6= 0 and over ζ = 0 it has a component equal
to the wonderful compactification Z[Γ] and other components coming from normal
cones. 
Notice that one can also realize the iterated blowup of §5.2.1 as a single blowup
over a more complicated locus and perform the deformation to the normal cone for
that single blowup. We proceed as in Proposition 7.4, as it will be easier in this
way to follow the effect that this deformation has on the motive.
The main reason for introducing the deformation to the normal cone, as we
discuss more in detail in §7.6 below, is the fact that it will provide us with a
natural mechanism for deforming the chain of integration away from the locus of
divergences. The key idea is depicted in Figure 1, where one considers a variety X
and the deformation BlY×{0}(X × P1). If pi : BlY×{0}(X × P1) → P1 denotes the
projection, the special fiber pi−1(0) has two components, one given by the blowup
BlY(X ) of X along Y and the other is the normal cone P(CX (Y) ⊕ 1) of Y inside
X . The two components meet along P(CX (Y)). As shown in §2.6 of [38], one
can use the deformation to the normal cone to deform Y to the zero section of
the normal cone. Thus, given a subvariety Z ⊂ Y the proper transform Z × P1
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1)
Bl   (X)
P(C(Y)
 
X
Y
X
Y
P(C(Y))
Y
Figure 1. Deformation to the normal cone.
in BlY×{0}(X × P1) gives a copy of Z inside the special fiber pi−1(0) lying in the
normal cone component, see Figure 1.
7.4. Deformation and the motive. We check that passing from the space
ZVΓ to the deformation D(Z[Γ]) described in Proposition 7.4 does not alter the
nature of the motive.
It is easy to see that this is the case at the level of virtual motives, that is,
classes in the Grothendieck ring of varieties.
Proposition 7.5. If the class [X] in the Grothendieck ring of varieties K0(V)
is a virtual mixed Tate motive, that is, it lies in the subring Z[L] generated by the
Lefschetz motive L = [A1], then the class of D(Z[Γ]) is also in Z[L].
Proof. As shown in Proposition 7.4, the space D(Z[Γ]) is a fibration over P1,
which is a trivial fibration over P1r {0} with fiber ZVΓ . By inclusion-exclusion, we
can write the class [D(Z[Γ])] in K0(V) as a sum of the class of the fibration over
P1 r {0}, which is
[ZVΓ × (P1 r {0})] = [X]2NΓ L,
with NΓ = #VΓ, and the class [pi
−1(0)] of the fiber over ζ = 0, with pi : D(Z[Γ])→
P1 the fibration. The component [X]2NΓL is in Z[L] if the class [X] ∈ Z[L] as
we are assuming, so we need to check that the class [pi−1(0)] is also in Z[L].
The locus pi−1(0) is constructed in a sequence of steps as shown in Proposition
7.4. At the first step, we are dealing with the deformation to the normal cone
Bl
∆
(Z)
Γ
(ZVΓ ×P1) and the fiber over zero is the union of Y1 and P(CZVΓ (∆(Z)Γ )⊕ 1),
intersecting along P(CZVΓ (∆
(Z)
Γ )). Since ∆
(Z)
Γ ' X × XVΓ is smooth and a Tate
58 O¨ZGU¨R CEYHAN AND MATILDE MARCOLLI
motive, P(CZVΓ (∆
(Z)
Γ )⊕ 1) is a projective bundle over a Tate motive so it is itself
a Tate motive. So is P(CZVΓ (∆
(Z)
Γ )), for the same reason. So is also Y1 because of
the blowup formula for Grothendieck classes [16],
[Y1] = [Z
VΓ ] +
codim(∆
(Z)
Γ ×{0})−1∑
k=1
[∆
(Z)
Γ ]L
k.
By the inclusion-exclusion relations in the Grothendieck ring, it then follows that
if the two components of the fiber over zero are in Z[L] and the class of their
intersection also is, then so is also the class of the union, which is the class of the
fiber itself. At the next step the fiber over zero is blown up again, this time along
the (dominant transforms of) ∆
(Z)
γ with γ ∈ Gn−1,Γ. Each of these is a blowup of a
variety whose class is a virtual mixed Tate motive along a locus whose class is also
a virtual mixed Tate motive, hence repeated application of the blowup formula in
the Grothendieck ring and an argument analogous to the one used in the first step
shows that the Grothendieck class of the fiber over zero is also in Z[L]. 
We can then, with a similar technique, improve the result from the level of
Grothendieck classes to the level of motives.
Proposition 7.6. If the motive m(X) of the variety X is mixed Tate, then the
motive m(D(Z[Γ]) of the deformation D(Z[Γ]) is also mixed Tate.
Proof. As in the case of the Grothendieck classes, it suffices to check that, at
each step in the construction of D(Z[Γ]), the result remains inside the category of
mixed Tate motives. It is clear that, if m(X) is mixed Tate, then m(Z), m(ZVΓ) and
m(ZVΓ × P1) also are. At the next step, we use the blowup formula for Voevodsky
motives (Proposition 3.5.3 of [69]) and we obtain
m(Bl
∆
(Z)
Γ ×{0}
(ZVΓ × P1)) =
m(ZVΓ × P1))⊕
codim(∆
(Z)
Γ ×{0})−1⊕
k=1
m(∆
(Z)
Γ )(k)[2k].
This implies that m(Bl
∆
(Z)
Γ ×{0}
(ZVΓ×P1)) is mixed Tate if m(X) is. The successive
steps are again obtained by blowing up loci ∆
(Z)
γ whose motive m(∆
(Z)
γ ) is mixed
Tate, inside a variety whose motive is mixed Tate by the previous step, hence
repeated application of the blowup formula for motives yields the result. 
The analog of Remark 5.8 also holds for the motive m(D(Z[Γ]).
7.5. Amplitude form on the deformation. Let ω˜
(Z)
Γ be the regularized
form defined in (7.2). In order to allow room for a regularization of the chain of
integration, we pull it back to the deformation to the normal cone described above.
Definition 7.7. The regularization of the form ω
(Z)
Γ on the deformation space
D(Z[Γ]) is the pullback
(7.4) p˜i∗Γ(ω˜
(Z)
Γ ),
where p˜iΓ : D(Z[Γ])→ ZVΓ ×P1 is the projection and ω˜(Z)Γ is the extension (7.2) of
the complexified amplitude to ZVΓ × P1.
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The locus of divergence {p˜i∗Γ(ω˜(Z)Γ ) =∞} inside the deformation space D(Z[Γ])
is then given by the following.
Lemma 7.8. The locus of divergence of the regularized Feynman amplitude
p˜i∗Γ(ω˜
(Z)
Γ ) on the space D(Z[Γ]) is a union of divisors inside the central fiber,
(7.5)
⋃
∆
(Z)
γ ∈GΓ
D(Z)γ ⊂ pi−1(0),
where pi : D(Z[Γ])→ P1 is the projection of the fibration.
Proof. When pulling back the regularized form ω˜
(Z)
Γ from Z
VΓ×P1 toD(Z[Γ]),
the poles of ω˜
(Z)
Γ along the diagonals ∆
(Z)
γ × {0} yield (as in Proposition 5.10 and
Corollary 5.13) poles along the divisors D
(Z)
γ , contained in the central fiber pi−1(0)
at ζ = 0 of D(Z[Γ]). 
7.6. Deformation of the chain of integration. We now describe a reg-
ularization of the chain of integration, based on the deformation to the normal
cone.
Proposition 7.9. The proper transform of the chain σ
(Z,y)
Γ ×P1 inside D(Z[Γ])
gives a deformation of the chain of integration, which does not intersect the locus
of divergences of the form p˜i∗Γ(ω˜
(Z)
Γ ).
Proof. Consider the chain σ
(Z,y)
Γ = X
VΓ×{y} of (2.10), inside ZVΓ . Extend it
to a chain σ
(Z,y)
Γ ×P1 inside ZVΓ ×P1. Let σ(Z,y)Γ × P1 denote the proper transform
in the blowup D(Z[Γ]). Then, as illustrated in Figure 1, we obtain a deformation
of σ
(Z,y)
Γ inside the normal cone component of the special fiber pi
−1(0) in D(Z[Γ])
that is separated from the intersection with the component given by the blowup
Z[Γ]. 
7.7. Regularized integral. Using the deformation of the chain of integration
and of the form, one can regularize the integral by
(7.6)
∫
Σ
(Z,y)
Γ
p˜i∗Γ(ω˜
(Z)
Γ ),
where Σ
(Z,y)
Γ denotes the (2NΓ + 2)-chain on D(Z[Γ]), with NΓ = #VΓ, obtained
as in Proposition 7.9. As in (7.3), one also has a corresponding integral on the
intersection of the deformed chain Σ(Z,y) with the central fiber, which we can write
as ∫
Σ
(Z,y)
Γ
δ(pi−1(0)) p˜i∗Γ(ω˜
(Z)
Γ ).
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7.7.1. Behavior at infinity. The regularization (7.6) described above avoids di-
vergences along the divisors D
(Z)
γ in Z[Γ]. It remains to check the behavior at
infinity, both in the P1-direction added in the deformation construction, and along
the locus D∞ in D(Z[Γ]) defined, in the intersection of each fiber pi−1(ζ) with the
chain of integration Σ
(Z,y)
Γ , by ∆Γ,∞ := X
VΓ rADNΓ , with NΓ = #VΓ.
Proposition 7.10. The integral (7.6) is convergent at infinity when D > 2.
Proof. For the behavior of (7.6) when ζ → ∞ in P1, we see that the form
behaves like r−2D+2 rdr, where r = |ζ|. This gives a convergent integral for 2D −
3 > 1. For the behavior at ∆Γ,∞, consider first the case where a single radial
coordinate rv = |xv| → ∞. In polar coordinates, we then have a radial integral
r
−(2D−2)#EΓ,v
v rD−1dr, where EΓ,v = {e ∈ EΓ | v ∈ ∂(e)} is the valence υ(v) of the
vertex v. This gives a convergent integral when (2D − 2)υ(v) −D + 1 > 1. Since
υ(v) ≥ 1 and 2D−2 ≥ 0, we have (2D−2)#EΓ,v−D+1 ≥ D−1, so the condition
is satisfied whenever D > 2. More generally, one can have several rv → ∞. The
strongest constraint comes from the case that behaves like r−(2D−2)
∑
v υ(v)rDNΓ−1,
with NΓ = #VΓ. In this case the convergence condition is given by (2D − 2)υΓ −
DNΓ > 0, where υΓ =
∑
v∈VΓ υ(v). Again we have υΓ ≥ NΓ, and we obtain
(2D − 2)υΓ −DNΓ ≥ (D − 2)NΓ > 0,
whenever D > 2. In this case the condition for convergence at |ζ| → ∞ is also
satisfied. 
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