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Povzetek
Naslov: Napovedovanje nakupovalne kosˇarice za prihodnji teden
Avtor: Julijan Jug
Ustvarjena sta bila dva priporocˇilna sistema za napovedovanje nakupo-
valnih kosˇaric kupcev. Prvi temelji na podatkih iz Kagglovega tekmovanja
”
Instacart recommender“, drugi pa na podatkih iz Mercatorjeve baze.
Za napovedovanje nakupov je bil uporabljen gradient boosting algoritem
z uporabo odlocˇitvenih dreves. Izdelanih je bilo vecˇ razlicˇic napovednih mo-
delov z razlicˇnimi vhodnimi podatki in parametri. Model vsakemu kupcu
priporocˇi izdelke, za katere meni, da jih zˇeli kupiti. Preizkusˇena je bila tudi
razlicˇica, ki priporocˇi samo 5 oz. 10 izdelkov.
Za analizo in primerjavo napovedne tocˇnosti so bile uporabljene mere
priklica, tocˇnosti in F-ocene. Na Mercatorjevi domeni nam je uspelo dosecˇi F-
oceno 0,164. To predstavlja 6-odstotno izboljˇsanje F-ocene glede na osnovne
referencˇne modele. Na Instacart domeni smo dosegli lokalno F-oceno 0,301
in oceno 0,379 na testnih primerih iz tekmovanja. Ta rezulat je primerljiv
z ostalimi tekmovalci in nas na Kagglu uvrsˇcˇa na 980. mesto med 2572
tekmovalci.
Kljucˇne besede: priporocˇilni sistem, nakupovalna kosˇarica, napoved naku-
pov, gradient boosting, F-ocena

Abstract
Title: Predicting shopping cart for next week
Author: Julijan Jug
We created two recommendation systems, which recommend shopping
baskets for the following week. The recommendation systems were imple-
mented on two domains. First one is based on Instacart data set, provided in
Kaggle competition. Second system is based on data set from Mercator gro-
cery stores. We used gradient boosting tree models for prediction of product
orders. We build multiple models using different input data and parameters.
The models predict, which products will be bought by a customer.
For evaluation of model performance we used F-score, recall and precision
measures. On Mercator data set we managed to reach F-score of 0,164. This
represents a 6 percent increase in comparison to baseline reference models.
On Instacart data set we reached F-score of 0,301 on local test cases and 0,379
on public test cases. This result is comparable to other Kaggle competitors
and ranks us on 980. place among 2572 total competitors.
Keywords: recommendation system, shopping cart, order prediction, gra-
dient boosting, F-score

Poglavje 1
Uvod
Vecˇina se je s priporocˇilnimi sistemi v taksˇni ali drugacˇni obliki zˇe srecˇala v
praksi, cˇeprav tega morda niti nismo zaznali. Priporocˇilne sisteme najdemo
v spletnih trgovinah, na socialnih omrezˇjih, na portalih z video vsebinami,
v novicˇarskih portalih in sˇe kje. Obicˇajno imajo na spletnih mestih svoj
predel, kjer ponujajo vsebine, ki bi nas lahko zanimale. Najbolj razsˇirjeni
pa so na spletu, kjer je izbire taksˇnih in drugacˇnih vsebin na pretek. V
taksˇni obilici informacij se je vcˇasih tezˇko znajti in odkriti nekaj novega,
kar bi nas pritegnilo. Namen priporocˇilnih sistemov je, da nam pomagajo
filtrirati vsebine tako, da te sovpadajo z nasˇim okusom in obenem prikazˇejo
tudi vsebine, ki jih sˇe ne poznamo. Priporocˇilni sistemi so torej algoritmi,
ki dolocˇajo, katere vsebine naj bodo prikazane dolocˇenemu uporabniku, da
bodo zanj najbolj relevantne.
Na spletni strani Amazon.co.uk si lahko ogledamo primer priporocˇilnega
sistema za priporocˇila izdelkov. Na domacˇi strani spletne trgovine se naha-
jata dva predela, ki vsebujeta priporocˇila. Predela sta prikazana na sliki 1.1.
Priporocˇila temeljijo na izdelkih, ki si jih je kupec nedavno ogledoval, in na
izdelkih, ki jih je nedavno kupil. Bolj ko uporabnik uporablja trgovino, bolj
so priporocˇeni izdelki relevantni njegovim interesom.
Priporocˇilnih sistemov ne uporabljamo zgolj na spletu. Uporabljamo jih
lahko na primer tudi v fizicˇnih trgovinah. S pomocˇjo kartic zvestobe, pro-
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Slika 1.1: Primer priporocˇilnega sistema izdelkov na podlagi preteklih naku-
pov in ogledov artiklov[3]
dajalci zbirajo podatke o nakupih velikega sˇtevila kupcev. Iz teh podatkov
lahko izlusˇcˇijo informacije o tem, katere oglase je smiselno prikazovati kate-
remu kupcu, kaksˇne so njihove nakupovalne navade in kaj jih najbolj pritegne
v njihove trgovine.
Da so lahko priporocˇene vsebine personalizirane, mora sistem uporab-
nika zelo dobro poznati. Na zacˇetku sistem teh podatkov o uporabniku
nima. Taksˇnemu uporabniku ne more prikazati personaliziranih izdelkov,
lahko pa mu na primer prikazˇe najbolje prodajane izdelke ali izdelke, ki jih
zˇeli prodajalec oglasˇevati. Taksˇnim priporocˇilom pravimo neprilagojena pri-
porocˇila. Ta ne temeljijo na uporabnikovih lastnostih, temvecˇ na splosˇnem
okusu populacije. Mocˇ priporocˇilnih sistemov je v prilagojenih priporocˇilih,
ki uposˇtevajo uporabnikove lastnosti, pretekle transakcije in zanimanja. Vecˇ
kot uporabniki taksˇen sistem uporabljajo, vecˇ sistem ve o njihovem okusu.
[12]
1.1 Motiv
Problem, na katerem temelji ta naloga, izhaja iz tekmovanja
”
Instacart Mar-
ket Basket Analysis“ [13] na portalu Kaggle [5]. Instacart je spletna trgovina
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za dostavo zˇivilskih artiklov iz nabora obstojecˇih fizicˇnih trgovin [10]. Njihova
zˇelja je bila resˇiti problem napovedovanja artiklov, ki jih bo uporabnik kupil.
Priporocˇilni sistem naj bi kupcem med nakupovanjem v njihovi trgovini pri-
porocˇal izdelke. Za namene tekmovanja in izdelave sistema je Instacart izdal
mnozˇico podatkov o nakupih v njihovi trgovini iz leta 2017.
Drugi del diplomske naloge opisuje implementacijo priporocˇilnega sistema
za potrebe Mercatorjeve spletne trgovine [14]. Tudi ta sistem resˇuje enak pro-
blem priporocˇanja izdelkov med nakupovanjem v spletni trgovini. Mercator
je za potrebe te diplomske naloge zagotovil mnozˇico podatkov o nakupih iz
prve polovice leta 2018.
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Poglavje 2
Opis podatkov
Za izdelavo napovednega modela so kljucˇni podatki. Od kvalitete in kolicˇine
podatkov je odvisna kakovost modela. V tej diplomski nalogi sta bila upora-
bljena dva nabora podatkov. Prvi zajema nakupe v spletni trgovini Instacart,
drugi pa nakupe v Mercatorjevih trgovinah.
2.1 Instacart podatki
Prosto dostopne podatke o Instacart nakupih smo pridobili na strani Ka-
gglovega tekmovanja [13]. Kaggle je spletni portal, ki sluzˇi kot platforma za
nadobudnezˇe nad podatkovnimi vedami. Sluzˇi kot mesto za objavo in iska-
nje javno dostopnih podatkovnih baz z namenom raziskovanja. Na njem so
redno razpisana tekmovanja na temo strojnega ucˇenja in podatkovnih ved.
Baza vsebuje anonimizirane podatke o nakupih na spletni trgovini z zˇivili
Instacart. Vsebuje podatke o vecˇ kot treh milijonih nakupov za nekaj vecˇ kot
dvesto tisocˇ uporabnikov. Podatki zajemajo nakupe iz leta 2017. Vsi podatki
o uporabnikih so anonimizirani. Identifikatorji uporabnikov so nakljucˇni,
zato ni mozˇno izslediti prave identitete kupca. Podatki za vsakega kupca
vsebujejo od 4 do 100 nakupov.
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Slika 2.1: Del tabele artiklov iz Instacart podatkov
Podatki vsebujejo:
• 206.209 uporabnikov,
• 3.421.083 nakupov,
• 49.688 artiklov,
• 21 oddelkov,
• 134 kategorij.
Vsaka vrstica v tabelah podatkov predstavlja eno entiteto, ki lahko pred-
stavlja uporabnika, nakup, artikel, oddelek ali kategorijo. Atributi, ki so
predstavljeni kot stolpci v tabelah, pa opisujejo lastnosti entitete.
Na sliki 2.1 je prikazan izsek tabele artiklov iz Instacart podatkov. V
tabeli najdemo atribute: sˇifra artikla, naziv artikla, sˇifra kategorije in sˇifra
oddelka.
Na sliki 2.2 je prikazan izsek iz tabele nakupov. Tabela vsebuje atribute:
sˇifra nakupa, sˇifra kupca, zaporedna sˇtevilka nakupa, dan v tednu, ura in
sˇtevilo dni od predhodnjega nakupa.
Na sliki 2.3 je prikazan izsek tabele kategorij. V tabeli najdemo atributa:
sˇifra kategorije in naziv kategorije.
Na sliki 2.4 je prikazan izsek iz tabele oddelkov. Tabela vsebuje atributa:
sˇifra oddelka in naziv oddelka.
Podatki so bili zˇe v prvotni obliki dobro formatirani in niso potrebovali
veliko modifikacij. Pri uvozu podatkov je bilo atributom potrebno nastaviti
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Slika 2.2: Del tabele nakupov iz Instacart podatkov
Slika 2.3: Del tabele kategorij iz Instacart podatkov
Slika 2.4: Del tabele oddelkov iz Instacart podatkov
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Slika 2.5: Del vhodne tabele v gradient boosting algoritem za Instacart po-
datke
podatkovne tipe. Vsi atributi so bili uporabljeni tudi pri izgradnji vhodne
tabele za gradient boosting algoritem. Del vhodne tabele je prikazan na slik
2.5. Vrstice v tabeli predstavljajo pare kupec-artikel, prikazani atributi pa
so podrobneje opisani v poglavju opis znacˇilk.
2.2 Mercator podatki
Podatke o nakupih v Mercatorjevih trgovinah je zagotovil neposredno Merca-
tor. Podatki zajemajo obdobje prve polovice leta 2018. Vsebujejo anonimizi-
rane podatke o nakupih v Mercatorjevih trgovinah in njihovi spletni trgovini.
Identifikatorji uporabnikov so nakljucˇni, zato ni mozˇno izslediti prave identi-
tete kupca. Zajemajo 19.650 razlicˇnih kupcev in 1 milijon razlicˇnih nakupov.
Podatki so razdeljeni v tabelo nakupov in tabelo artiklov.
Podatki vsebujejo:
• 19.650 uporabnikov,
• 967.348 nakupov,
• 17.522 artiklov.
Na sliki 2.6 je prikazan izsek tabele artiklov iz Mercatorjevih podatkov. V
tabeli najdemo atribute: sˇifra artikla, naziv artikla, neto kolicˇina, blagovna
znamka in atributi kategorij. Na sliki niso vidni sˇe atributi kategorij sbs 2–6
in cat 1–4.
Tabela nakupov vsebuje atribute: sˇifra kupca, datum nakupa, sˇtevilka
racˇuna, sˇifra artikla in prisotnost na letaku.
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Slika 2.6: Del tabele artiklov iz Mercatorjevih podatkov
Slika 2.7: Del tabele nakupov iz Mercatorjevih podatkov
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Slika 2.8: Del vhodne tabele v gradient boosting algoritem za Mercatorjeve
podatke
Na sliki 2.8 je prikazan del vhodne tabele za gradient boosting algoritem.
Vrstice v tabeli predstavljajo pare kupec-artikel, prikazani atributi pa so
podrobneje opisani v poglavju opis znacˇilk.
Poglavje 3
Opis metodologije in izvedba
priporocˇilnega sistema
V tem poglavju so predstavljene metode in tehnike strojnega ucˇenja, ki so
bile uporabljene pri izvedbi priporocˇilnega sistema. Predstavljen je gradient
boosting algoritem ter njegovi parametri. Opisana je uporaba algoritma za
izvedbo posamznih priporocˇilnih sistemov in vse znacˇilke, ki so bile upora-
bljne v vhodnih podatkih.
3.1 Gradient boosting
Za napoved verjetnosti, da kupec kupi dolocˇen izdelek, je bil uporabljen
algoritem gradient boosting. Gradient boosting je tehnika strojnega ucˇenja
za gradnjo napovednega modela. Algoritem je zelo vsestranski in ima zaradi
svoje prilagodljivosti in mozˇnosti za nastavljivost veliko mozˇnih aplikacij.
Uporabi se lahko na regresijskih in na klasifikacijskih problemih.
Glavna ideja taksˇnega pristopa je, da namesto gradnje enega ogromnega
modela zdruzˇimo vecˇ manjˇsih odlocˇitvenih dreves v en velik skupek. Z doda-
janjem manjˇsih sˇibkih dreves se krepi celoten model. V fazi ucˇenja algoritem
postopoma gradi in dodaja odlocˇitvena drevesa, tako da vsako naslednje
drevo optimizira napake prejˇsnjega. [15]
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Odlocˇitveno drevo je graf, sestavljen iz notranjih vozliˇscˇ, korena in listov.
Pot iz korena proti listom predstavlja vrsto odlocˇitev za dolocˇitev vrednosti
odvisne spremenljivke v koncˇnem listu. V vsakem izmed notranjih vozliˇscˇ se
opravi preizkus ene ali vecˇ vrednosti neodvisnih spremenljivk, ki so kot del
ucˇnih podatkov podane odlocˇitvenemu drevesu. Vsako izmed vozliˇscˇ lahko
ima dva ali vecˇ izidov. V listih se nahajajo predpisi, ki dodelijo odvisni
spremenljivki neko vrednost. Te vrednosti so lahko realna sˇtevila ali pa
nominalne vrednosti. Odlocˇitvenim drevesom, pri katerih imajo vozliˇscˇa dva
mozˇna izida, pravimo binarna odlocˇitvena drevesa.
Cilj nadzorovanega ucˇenja je minimiziranje definirane funkcije napake
(3.1). Recimo, da je nasˇa definirana funkcija napake (Loss function) enaka
MSE, kjer je yi = i-ta ciljna vrednost in yi
p = i-ta napovedana vrednost.
Loss = MSE =
∑
(yi − ypi )2 (3.1)
Razliki med ciljno in napovedano vrednostjo pravimo residual. Zˇelja je pro-
ducirati taksˇne napovedi, da se minimizira vrednost funkcije napake. Z upo-
rabo funkcije postopnega spusˇcˇanja (3.2) in s posodabljanjem napovedi na
podlagi faktorja ucˇljivosti (learning rate) poiˇscˇe vrednosti, kjer ima funkcija
napake minimalno vrednost.
ypi = y
p
i + α ∗ δ
∑
(yi − ypi )2/δypi (3.2)
V funkcji postopnega spusˇcˇanja je stopnja ucˇljivosti predstavljena z α in vsota
residualov z
∑
(yi − ypi)2. Vsoto residualov zˇelimo priblizˇati 0 ali minimumu
in napovedane vrednosti priblizˇati dejanskim. [9, 1, 8]
V primerjavi s tehniko nakljucˇnih dreves so prednosti gradient boosting
metode: prilagodljivost in uporabnost na vecˇjem spektru problemov. Sla-
bosti pa vkljucˇujejo: nagnjenost k prevelikemu prileganju v primeru sˇuma
v podatkih, pocˇasnejˇsa gradnja modela zaradi serializacije in kompleksnejˇsa
nastavitev parametrov. [7]
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3.2 Opis implementacije
Izvedba priporocˇilnega sistema je bila implementirana v programskem jeziku
Python. Python omogocˇa hitro in ucˇinkovito implementacijo resˇitve, saj s
svojo preprosto sintakso olajˇsa in skrajˇsa postopek pisanja kode. Skripte
Python so bile pognane v okolju Jupyter Notebook, ki omogocˇa enostavno
deljenje kode na celice in vkljucˇitev rezultatov v stilu ucˇbenika. Omogocˇa
tudi vkljucˇevanje slik in grafov.
Za manipulacijo, poizvedovanje in branje podatkov je bila uporabljena
zunanja knjizˇnica Pandas. Knjizˇnica Pandas omogocˇa branje podatkov iz
csv datotek in pretvorbo v objekt tipa DataFrame. Nad taksˇnim podatkov-
nim objektom omogocˇa izvajanje poizvedb, kot sta zdruzˇevanje in filtriranje
podatkov.
Za definicijo podatkovnih tipov in dolocˇene pomozˇne funkcije, kot je pre-
sek mnozˇic, je bila uporabljena knjizˇnica Numpy.
Ideja eksperimenta je bila izdelava priporocˇilnih sistemov na domeni In-
stacart in domeni Mercatorja ter primerjava dosezˇenih rezultatov. Najprej
je bil implementiran Instacart model. Kot referenco za nasˇe rezultate smo
uporabili rezultate ostalih tekmovalcev na Kagglovem tekmovanju. Za Mer-
catorjev sistem so bili najprej implementirani trije enostavni referencˇni pri-
porocˇilni sistemi. Ti so podrobneje opisani v nadaljevanju.
Podatki so bili locˇeni na mnozˇico zadnjih nakupov uporabnikov in na
mnozˇico vseh prejˇsnjih nakupov. Za vsakega kupca je bilo treba poiskati
njegov zadnji nakup in ga izlocˇiti oziroma prestaviti v locˇeno tabelo podatkov.
Podatki so bili locˇeni tudi po uporabnikih na testno in ucˇno mnozˇico. Ucˇna
mnozˇica je bila uporabljena v fazi ucˇenja modela, testna pa samo za lokalno
testiranje. Prikaz delitve podatkov je prikazan na sliki 3.1.
Za izgradnjo modela je bila uporabljena obstojecˇa LightGBM implemen-
tacija gradient boosting algoritma. Knjizˇnica LightGBM je bila izbrana za-
radi enostavne uporabe in optimiziranosti. Algoritem je primeren tudi zato,
ker je zmozˇen procesiranja velike kolicˇine podatkov in obenem ne zavzame
veliko delovnega pomnilnika. Podpira tudi procesiranje z uporabo graficˇne
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Slika 3.1: Prikaz deliteve podatkov o nakupih na ucˇno in testno mnozˇico
procesne enote, kar zelo pohitri izvajanje. LightGBM je zelo prilagodljiv
in ga je mozˇno povsem prilagoditi svojim potrebam. Nastavitve njegovih
parametrov in opis njihovega vpliva na model so opisani v nadaljevanju.
Nasˇ problem je klasifikacijske narave. Da lahko napovemo, katere izdelke
bo kupec kupil, je treba izracˇunati verjetnost nakupa za pare kupec-izdelek.
Mozˇne vrednosti so 1 ali 0, pri cˇemer je 1 zagotov nakup. Verjetnosti za
nakupe izracˇunamo s pomocˇjo LightGBM algoritma. Vhod v ucˇno funkcijo
LightGBM algoritma je v nasˇem primeru tabela parov kupec-izdelek. Vsak
par je predstavljen kot ena vrstica v tabeli. Kupec je tako lahko v vecˇ vrsti-
cah, vendar je v vsaki vrstici v paru z drugim izdelkom. Za vsakega kupca so
uporabljeni vsi izdelki, ki jih je kupec zˇe vsaj enkrat kupil. Vsak par ima tudi
dodatne atribute, ki podrobneje opiˇsejo lastnosti kupca, izdelka, razmerje
med kupcem in izdelkom ter lastnosti nakupa. Tem atributom pravimo tudi
znacˇilke. Znacˇilke dajo modelu dodatno informacijo, na podlagi katere ka-
tegorizira primer oziroma dolocˇi verjetnost. Vse uporabljene znacˇilke je bilo
treba izpeljati iz podatkov in jih dodati v tabelo znacˇilk. Znacˇilke, ki so bile
uporabljene, so podrobneje opisane v nadaljevanju. Drug vhodni parameter
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v algoritem za ucˇenje je seznam oznak dejanskih vrednosti, ali je izdelek bil
kupljen ali ne. Model poskusˇa te vrednosti cˇim bolj natancˇno napovedati.
Rezultat algoritma je model za napovedovanje.
Na dobljenem modelu je bila pognana metoda za napoved s testnimi po-
datki. Vhod v napovedno metodo je prakticˇno enak kot za v ucˇno, z izjemo
seznama dejanskih vrednosti, ki ga tukaj ni. Rezultat je seznam verjetnosti,
da bo izdelek v pripadajocˇem nakupu tudi kupljen. Za klasifikacijo, ali je
izdelek priporocˇen kupcu ali ne, je bila dolocˇena mejna vrednost. Ta mejna
vrednost je bila postavljena eksperimentalno. V primeru Mercatorja je bila
implementirana tudi verzija, ki priporocˇi prvih n izdelkov z najviˇsjo verje-
tnostjo.
Za mero kakovosti dobljenih priporocˇil je bila uporabljena F-ocena. F-
ocena se uporablja za analizo natancˇnosti binarnih klasifikacijskih problemov.
F-ocena uposˇteva vrednosti priklica in natancˇnosti. Priklic je definiran kot
kolicˇnik med sˇtevilom pravilno napovedanih vrednosti in sˇtevilom vseh pra-
vilnih vrednosti. Tocˇnost je definirana kot kolicˇnik med sˇtevilom pravilno
napovedanih vrednosti in sˇtevilom vseh napovedanih vrednosti. Enacˇba za
F-oceno uposˇteva priklic in tocˇnost hkrati.
F1 =
2PR
P +R
(3.3)
Pri tem je P = natancˇnost, R = priklic in zaloga vrednosti med 0 in 1.
Najboljˇsi rezultat predstavlja vrednost 1. Izracˇunano je bilo povprecˇje F-
ocene, priklica in tocˇnosti. Primerjava rezultatov priporocˇilnih sistemov je
opisana v nadaljevanju. [11, 17].
3.3 Opis znacˇilk
Znacˇilke so atributi, ki podrobneje opisujejo lastnosti primerov. Proces kon-
strukcije znacˇilk se izvede na podatkih, preden gredo ti v algoritem za gra-
dnjo napovednega modela. V primeru napovedovanja nakupovalne kosˇarice
imamo sˇtiri vrste znacˇilk. Znacˇilke, ki opisujejo lastnosti kupca, lastnosti iz-
delka, razmerja med kupcem in izdelkom ter lastnosti nakupa. Prvotno smo
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izbrali znacˇilke, ki so bile uporabljene v drugi najboljˇsi resˇitvi na Kagglovem
tekmovanju [2]. Dodani so bili znacˇilke, razmerje med nakupi dolocˇenega
izdelka in vsemi nakupi kupca, razlika med uro nakupa in znacˇilke, ki so spe-
cificˇne za Mercator. Opisi znacˇilk, ki so uporabljene v Instacart in Mercator
modelu:
• Sˇt. nakupov, ki jih je opravil kupec.
• Sˇt. izdelkov, ki jih je kupil kupec.
• Sˇt. razlicˇnih izdelkov, ki jih je kupil kupec.
• Povprecˇno sˇtevilo dni med nakupi kupca.
• Povprecˇno sˇtevilo izdelkov v kupcˇevi kosˇarici.
• Sˇt. nakupov izdelka.
• Sˇt. ponovnih nakupov izdelka.
• Razmerje med ponovnimi nakupi in vsemi nakupi izdelka.
• Sˇtevilo nakupov dolocˇenega izdelka s strani kupca.
• Sˇtevilo nakupov dolocˇenega izdelka s strani kupca v njegovih zadnjih
petih nakupih.
• Razmerje med nakupi dolocˇenega izdelka in sˇtevilom vseh nakupov
kupca.
Nekaj znacˇilk je specificˇnih za posamezno domeno. Iz Instacart podatkov
je mozˇno pridobiti podatke o uri nakupa, sˇtevilu dni od zadnjega nakupa
in vrstnem redu dodajanja v nakupovalno kosˇarico. Znacˇilke, uporabljene
izkljucˇno v Instacart priporocˇilnem sistemu:
• Ura nakupa.
• Sˇtevilo dni od prejˇsnjega nakupa.
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• Razmerje med sˇtevilom dni od prejˇsnjega nakupa in povprecˇnim sˇtevilom
dni med nakupi kupca.
• Oddelek.
• Kategorija.
• Povprecˇni vrstni red dodatka dolocˇenega izdelka v kupcˇevo kosˇarico.
• Sˇtevilo nakupov od kupcˇevega zadnjega nakupa dolocˇenega izdelka.
• Razlika v urah med zadnjim nakupom izdelka in uro tega nakupa.
Specificˇne znacˇilke v Mercatorjevi domeni se navezujejo na informacije
o tem, ali je bil nek izdelek v cˇasu nakupa v tedenskem letaku. Letak je
tedenska tiskovina, v kateri so oglasˇevani izdelki, pri cˇemer se teden pricˇne s
cˇetrtkom in koncˇa v sredo. Primer Mercatorjevega letaka je prikazan na sliki
3.2. Znacˇilke, ki opisujejo kategorije, so sestavljene iz vecˇ atributov in opi-
sujejo hierarhicˇno strukturo, specificˇno za Mercatorjeve trgovine. Znacˇilke,
uporabljene izkljucˇno v Mercatorjevem priporocˇilnem sistemu:
• Sˇt. izdelkov iz letaka za kupca.
• Razmerje izdelkov iz letaka in ostalih za kupca.
• Blagovna znamka izdelka.
• Kategorija izdelka 1–4: Kategorizira sˇtiri stopnje kategorij, pri cˇemer
je prva stopnja najbolj splosˇna kategorizacija izdelka. Primeri kategorij
so zˇivila, nezˇivila, galanterija, tekstil, hiˇsni aparati in podobno. Vsaka
naslednja stopnja bolj podrobno opredeli izdelke.
• Alternativna kategorija izdelka 1–6: Je podobna prejˇsnji kategorizaciji,
vendar ima ta sˇest stopenj kategorij. V Mercatorju uporabljajo oba
nacˇina kategorizacije enakovredno.
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Slika 3.2: Naslovnica Mercatorjevega letaka
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3.4 Pomembnost znacˇilk
Sliki 3.3 in 3.4 prikazujeta prispevek posameznih znacˇilk k izgradnji napo-
vednega modela. Za vizualizacijo pomembnosti je bila uporabljena vgrajena
funkcija knjizˇnice LightGBM.
V Instacart napovednem modelu je najvecˇ prispevala znacˇilka sˇtevila
razlicˇnih izdelkov (total distinct items), ki jih je kupil kupec. Veliko so pri-
spevale tudi znacˇilke: razmerje med sˇtevilom dni od nakupa in povprecˇnim
sˇtevilom dni med nakupi (days since ratio), sˇtevilo nakupov od takrat, ko je
kupec nazadnje kupil ta izdelek (UP orders since last), kategorija (depart-
ment id) in sˇtevilo vseh izdelkov, ki jih je kupil kupec (user total items). Na
vrhu lestvice pomembnosti sta se znasˇli kar dve znacˇilki, ki vkljucˇujeta cˇas od
zadnjega nakupa. Iz tega lahko sklepamo, da kupci verjetno kupujejo izdelke
na nek konstanten cˇasovni interval in so zato te znacˇilke tako pomembne
pri napovedi. Zanimivo je, da sta znacˇilki sˇtevilo nakupov izdelka in sˇtevilo
nakupov izdelka v zadnjih petih nakupih tako nizko na lestvici. Pricˇakovali
bi, da predstavljata pomembno povezavo med kupcem in izdelkom. Vendar
ocˇitno
V Mercatorjevem napovednem modelu je najvecˇ prispevala znacˇilka raz-
merja nakupov iz letaka, ki jih je kupil kupec (user items from letak ratio).
Takoj za njo je znacˇilka povprecˇnega sˇtevila nakupov v kupcˇevi kosˇarici (user
average basket). Med pomembnejˇsimi znacˇilkami so sˇe sˇtevilo razlicˇnih izdel-
kov, ki jih je kupil kupec (total distinct items), sˇtevilo vseh nakupov izdelka
(product orders), sˇtevilo ponovnih nakupov izdelka (product reorder rate)
in sˇtevilo izdelkov iz letaka, ki jih je kupil kupec (user items from letak).
Zanimivo je, da je najpomembnejˇsa znacˇilka razmerje izdelkov iz letaka, ki
jih kupi kupec. Najverjetneje obstaja vecˇ tipov kupcev, taksˇni, ki kupujejo
izdelke pretezˇno iz letakov, in taksˇni, ki kupujejo ne glede na aktualen le-
tak. Tako kot pri Instacart modelu sta zelo malo prispevali znacˇilki sˇtevilo
nakupov izdelka in sˇtevilo nakupov izdelka v zadnjih petih nakupih.
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Slika 3.3: Pomembnost znacˇilk v Instacart modelu
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Slika 3.4: Pomembnost znacˇilk v Mercatorjevem modelu
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3.5 Parametri LightGBM
Algoritem LightGBM je zelo vsestranski in ga je mogocˇe preko nastavitev
parametrov povsem prilagoditi potrebam podatkov. Pri je tem je treba biti
pozoren, da se nasˇ model ne prilega prevecˇ ucˇnim podatkom. Z nastavitvijo
parametrov je mozˇno preprecˇiti pretirano prileganje. Prav tako je mozˇno
izboljˇsati pocˇasno delovanje algoritma in njegovo natancˇnost. Opis glavnih
parametrov je povzet po [6, 16]. Opis parametrov:
• Task: Modelu pove ali se mora ucˇiti ali napovedovati. Mozˇne vrednosti
so
”
train“ ali
”
predict“.
• Boosting type: Dolocˇi tip algoritma, ki ga zˇelimo izvajati. Privzeto je
nastavljen gradient boosting algoritem z odlocˇitvenimi drevesi.
• Objective: Dolocˇa, ali model resˇuje binaren, kategoricˇen ali regresivni
problem. V nasˇem primeru resˇujemo binaren problem.
• Metric: Definira, katero funkcijo izgube bo model uporabljal pri racˇunanju
residualov. V nasˇem primeru smo uporabili binaren logloss.
• Max depth: Najvecˇja globina odlocˇitvenih dreves.
• Num leaves: Sˇtevilo listov v odlocˇitvenih drevesih.
• Num iterations: Sˇtevilo iteracij gradnje notranjih odlocˇitvenih dreves.
• Learning rate: Definira tezˇo, ki jo da algoritem vsakemu naslednjemu
drevesu.
• Min data in leaf: Dolocˇa najmanjˇse sˇtevilo primerov, ki morajo biti v
vsakem listu.
• Feature fraction: Delezˇ znacˇilk, ki jih algoritem uporabi pri vsakem
krogu gradnje dreves.
• Bagging fraction: Delezˇ podatkov, ki jih algoritem uporabi pri vsakem
krogu gradnje dreves.
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• Bagging freq: Pogostost ponovnega izbiranja podatkov v kosˇih.
• Max bin: Najviˇsje sˇtevilo kosˇev, v katerih je lahko neka vrednost
znacˇilke.
V primeru, da prihaja do pretiranega prileganja modela na podatke, lahko
zmanjˇsamo sˇtevilo listov. Lahko uporabimo
”
bagging“ z nastavitvijo fre-
kvence. Lahko zmanjˇsamo globino dreves, da preprecˇimo nastanek ogromnih
kompleksnih dreves. Lahko zmanjˇsamo delezˇ znacˇilk, ki se uporabijo.
V primeru pocˇasnega izvajanja gradnje lahko zmanjˇsamo delezˇ znacˇilk,
ki se uporabijo. Lahko uporabimo vecˇje sˇtevilo kosˇev za posamezno vrednost
ali uporabimo
”
bagging“.
Cˇe zˇelimo povecˇati tocˇnost, je dobro zmanjˇsati faktor ucˇenja in hkrati
povecˇati sˇtevilo iteracij, uporabiti vecˇje sˇtevilo listov ali za ucˇenje nameniti
vecˇ podatkov.
3.6 Izvedba priporocˇilnega sistema za Insta-
cart
Podatke smo po kupcih razdelili na ucˇno in testno mnozˇico v razmerju 9 :
1. V testni mnozˇici je bilo 13.068 kupcev in 193.141 kupcev v ucˇni. Taksˇno
delitev smo izbrali zaradi zˇelje po cˇim vecˇjem sˇtevilu kupcev v ucˇni mnozˇici.
Zgrajena je bila tabela znacˇilk z ustreznimi pari kupec-artikel. Tabela
znacˇilk in seznam oznak sta bila podana v ucˇno metodo LightGBM algo-
ritma. Parametri so bili prvotno nastavljeni na privzete vrednosti. S ta-
kimi nastavitvami smo dosegli F-oceno 0,280. Najprej smo omejili globino
odlocˇitvenih dreves na 20 in sˇtevilo listov postavili na 128, kar je malenkost
izboljˇsalo F-oceno na 0,296. Po dodani omejitvi faktorja ucˇenja in delezˇa
uporabljenih znacˇilk ter omejitvi listov na 64 je bila ocena malenkost boljˇsa,
in sicer 0,301.
Koncˇne nastavitve parametrov, s katerimi smo uspeli dosecˇi najboljˇsi re-
zultat 0,301, so prikazane na sliki 3.5. Sˇtevilo listov je bilo povecˇano s privzete
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Slika 3.5: Nastavitev ucˇnih parametrov LightGBM algoritma za Instacart
napovedni model
vrednosti 31 na 64 z namenom povecˇanja klasifikacijske tocˇnosti. Da smo se
izognili prevelikemu prileganju ucˇnim podatkom, je bila omejena najvecˇja
mozˇna globina odlocˇitvenih dreves na 10. Dolocˇen je bil delezˇ znacˇilk 0,7 in
uporabljenih kosˇev 0,9. S tem smo se izognili prevelikemu prileganju na ucˇne
podatke in izboljˇsali robustnost modela.
V napovedno metodo modela je bil podan enak format tabele znacˇilk kot
je bil uporabljen pri ucˇenju modela. Rezultat je bil seznam verjetnosti na-
kupov. Za locˇnico verjetnosti je bila eksperimentalno dolocˇena meja 0,2. Do
tega sˇtevila smo priˇsli z uporabo metode bisekcije. Izvedli smo toliko korakov
bisekcije, da se je F-ocena ustalila okoli 0,301. Nakupi z vecˇjo verjetnostjo
od 0,2 so klasificirani pozitivno, ostali pa negativno. Tako smo za vsakega
kupca dobili seznam izdelkov, ki smo mu jih priporocˇili.
Za namen primerjave svojih rezultatov z rezultati ostalih tekmovalcev na
Kagglu smo v prvi verziji napovedovali mnozˇico nakupov, ki je bila predpi-
sana na strani tekmovanja. Napovedi za te testne primere so bile zapisane
v csv datoteko in posredovane na Kagglove strezˇnike, kjer je bila izracˇunana
F-ocena. Za namene tekmovanja so ti testni primeri tajni. Rezultati so po-
drobneje predstavljeni v nadaljevanju. Model je bil testiran tudi na lokalni
testni mnozˇici. Postopek gradnje modela in napovedi se ni razlikoval od
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napovedi za Kagglovo tekmovanje. Drugacˇen pa je bil pristop k ocenjevanju.
Izvorna koda Instacart priporocˇilnega sistema je javno dostopna na repo-
zitoriju Github. [4].
3.7 Izvedba priporocˇilnega sistema za Mer-
cator
Podatke smo po kupcih razdelili na ucˇno in testno mnozˇico v razmerju 9 :
1. Taksˇno delitev smo izbrali zaradi zˇelje po cˇim vecˇjem sˇtevilu kupcev v
ucˇni mnozˇici. V testni mnozˇici je bilo 1.925 kupcev in 17.725 kupcev v ucˇni.
Iz podatkov so bili odstranjeni vsi kupci, ki so v obdobju sˇestih mesecev
opravili 6 ali manj nakupov. Izlocˇitev teh kupcev je izboljˇsala napovedno
tocˇnost, saj se je model tezˇko karkoli naucˇil iz njihovih nakupov.
Za referenco so bili konstruirani trije enostavni priporocˇilni modeli. Ti
so sluzˇili kot temelj. Dali so nam osnovni rezultat, ki smo ga uporabili za
primerjavo. Cilj je bil izboljˇsati priporocˇila glede na najboljˇsi rezultat teh
treh osnovnih priporocˇilnih sistemov.
• Referencˇni priporocˇilni sistem 1: Kupcu za naslednji nakup priporocˇi
izdelke, ki jih je kupil v predzadnjem nakupu.
• Referencˇni priporocˇilni sistem 2: Kupcu za naslednji nakup priporocˇi
15 izdelkov, ki so bili v preteklem tednu najbolj prodajani.
• Referencˇni priporocˇilni sistem 3: Kupcu za naslednji nakup priporocˇi
izdelke, ki jih je kupec kupil en teden pred zadnjim nakupom.
Proces konstrukcije tabele znacˇilk je bil enak procesu, uporabljenem na
Instacart modelu. Uporabljene so bile tudi znacˇilke, ki so smiselne za Mer-
catorjevo domeno.
Tabela znacˇilk in seznam oznak sta bila podana v ucˇno metodo LightGBM
algoritma. Parametre smo prvotno nastavili na privzete vrednosti. Tako smo
dosegli oceno 0,137. Potem smo dodali nastavitev globine 10 in sˇtevilo listov
26 Julijan Jug
Slika 3.6: Nastavitev ucˇnih parametrov LightGBM algoritma za Mercatorjev
napovedni model
80, kar je rezultat izboljˇsalo na 0,143. Ob dodajanju ostalih parametrov smo
dosegli rezultat 0,154. Parametri so bili nastavljeni, kot je prikazano na sliki
3.6. Sˇtevilo listov je bilo povecˇano s privzete vrednosti 31 na 64 z namenom
povecˇanja klasifikacijske tocˇnosti. Da smo se izognili prevelikemu prileganju
ucˇnim podatkom, je bila omejena najvecˇja mozˇna globina odlocˇitvenih dreves
na 10. Minimalno sˇtevilo primerov v listih je bilo povecˇano s privzetih 20 na
30 z namenom povecˇanja tocˇnosti. Z enakim namenom je bil faktor ucˇenja
zmanjˇsan na 0,025 in hkrati povecˇano sˇtevilo iteracij na 600. Dolocˇena sta
bila delezˇ uporabljenih znacˇilk in delezˇ uporabljenih podatkov. S tem smo
se izognili prevelikemu prileganju na ucˇne podatke in izboljˇsali robustnost
modela.
Za napoved testnih primerov je bil uporabljen enak format tabele znacˇilk.
Rezultat napovednega modela je seznam verjetnosti nakupov. Za locˇnico je
bila eksperimentalno dolocˇena meja 0,07. Preizkusˇene so bile tudi druge
mejne vrednosti. Ob mejni vrednosti 0,08 je dosezˇena F-ocena 0,149, pri
mejni vrednosti 0,06 pa 0,146. Na koncu smo se odlocˇili ostati na meji 0,07,
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kjer se je F-ocena ustalila okoli 0,154. Vsi nakupi z verjetnostjo vecˇjo od 0,07
so klasificirani pozitivno, ostali pa negativno. Tako smo za vsak nakup dobili
seznam izdelkov, ki smo jih kupcu priporocˇili. Ta rezultat se je v kombinaciji
z nastavitvami parametrov na koncu izboljˇsal na 0,164.
Ker pa Mercator uporablja format priporocˇil, v katerem je priporocˇenih
samo 5 izdelkov, je bila narejena sˇe druga verzija sistema. V tem sistemu
je bilo priporocˇenih 5 izdelkov z najviˇsjo verjetnostjo. Preizkusˇena je bila
tudi varianta, ki napove 10 izdelkov. Primerjava je podrobneje opisana v
nadaljevanju.
Na testnih napovedih je bilo izracˇunano povprecˇje F-ocen, priklic in
tocˇnost. Izracˇunana je bila tudi tocˇnost, cˇe pri racˇunanju F-ocene uposˇtevamo
samo artikle, ki so bili v tednu nakupa v letaku. V ta namen je bil konstru-
iran slovar, ki vsebuje tedne in pripadajocˇe izdelke, ki so bili ta teden v
letaku. Teden je definiran od cˇetrtka do srede, ker taksˇen cˇasovni interval
uporabljajo v Mercatorju.
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Poglavje 4
Testiranje in rezultati
Vsi priporocˇilni sistemi, narejeni v okviru te diplomske nalogi, so bili ocenjeni
na enak nacˇin. Izracˇunano je bilo povprecˇje F-ocene, priklica in tocˇnosti.
Rezultati, oddani na Kagglovem tekmmovanju, so bili ocenjeni samo s pov-
precˇjem F-ocen.
4.1 Rezultati priporocˇilnega sistema za In-
stacart
Instacart priporocˇilni sistem je na lokalnih testnih podatkih dosegel F-oceno
0,301, priklic 0,324 in tocˇnost 0,349. V tem modelu je priklic zelo dober,
saj priporocˇi tretjino kupljenih izdelkov. Prav tako ima dobro tocˇnost z
malo manj kot tretjino pravilno napovedanih izdelkov. Tega rezulata ne
moremo primerjati z rezulati ostalih tekmovalcev, saj je pridobljen na lokalni
mnozˇici podatkov. Namen taksˇnega lokalnega testiranja je bil preizkus, ali
napovedovanje sploh deluje pravilno, za primerjave pa smo uporabili ocene
ostalih sotekmovalcev. Ocene lokalnega testiranja so prikazane na sliki 4.1.
Za namene tekmovanja je bila predpisana testna mnozˇica kupcev. Nji-
hove napovedi so bile posredovane v sistem za ocenjevanje in ovrednotene.
Rezultat na Kagglovi strani je bil celo nekoliko boljˇsi kot lokalni, kar je pre-
senetljivo. Dosezˇena F-ocena je bila 0,379, kar nas postavlja med prvih 1000
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Slika 4.1: Tabela povprecˇne tocˇnosti, priklica in F-ocene za Instacart pri-
porocˇila
Slika 4.2: Izracˇunana F-ocena testnih primerov na Kagglovi spletni strani
tekmovalcev. Prvih 50 tekmovalcev je doseglo rezultat okoli 0,405. Taksˇno
razliko v oceni med lokalnim in Kagglovim testiranjem lahko pojasnimo tako,
da je bilo v nasˇi ucˇni mnozˇici za lokalno testiranje uporabljenih manj kupcev,
saj smo 13.068 kupcev uporabili v testni mnozˇici. Ocene so prikazane na sliki
4.2.
Najboljˇsi rezultat, dosezˇen v Kagglovem tekmovanju, je bil ocenjen z
0,409. Lestvica je prikazana na sliki 4.3. Nasˇ priporocˇilni sistem ni dosegel
tako visoke F-ocene kot nekateri najboljˇsi tekmovalci. Dosegli pa smo vseeno
relativno dober rezultat, ki ne zaostaja veliko za najboljˇsimi.
Slika 4.3: Lestvica z ocenami treh najboljˇsih tekmovalcev na Kagglovem
tekmovanju
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4.2 Rezultati priporocˇilnega sistema za Mer-
cator
V tabeli 4.1 so prikazane mere tocˇnosti, priklica in F-ocene za priporocˇilni
sistem na Mercatorjevi domeni. Prikazani so rezultati treh referencˇnih mode-
lov, osnovnega modela LightGBM, verzije tega modela, ki priporocˇi samo 5
oziroma 10 izdelkov, in verzije, ki uposˇteva samo izdelke z letaka. Kot zadnji
je naveden rezultat LightGBM modela, ki ne uposˇteva kupcev z manj kot 20
nakupi.
Priporocˇilni sistem Tocˇnost Priklic F-ocena
Referencˇni priporocˇilni sistem 1 0,0960 0,0961 0,0840
Referencˇni priporocˇilni sistem 2 0,1099 0,0910 0,0846
Referencˇni priporocˇilni sistem 3 0,1348 0,1003 0,1014
LightGBM 0,1283 0,2775 0,1529
LightGBM z letaka 0,1549 0,2351 0,1648
LightGBM 5 izdelkov 0,1665 0,1497 0,1370
LightGBM 5 izdelkov z letaka 0,1744 0,1439 0,1434
LightGBM 10 izdelkov 0,1346 0,2424 0,1512
LightGBM 10 izdelkov z letaka 0,1491 0,1730 0,1451
LightGBM kupci z vecˇ kot 20 nakupi 0,1105 0,2299 0,1318
Tabela 4.1: Ocene priporocˇilnih sistemov za Mercatorjevo domeno
Referencˇni sistem z najboljˇso F-oceno 0,1014 je za napoved uporabil vse
izdelke, ki jih je kupec kupil prejˇsnji teden. Cilj vseh nadaljnjih sistemov je
bil izboljˇsati rezultat glede na ta referencˇni sistem. Najvecˇjo izboljˇsavo je
dosegel prvotni sistem z uporabo LightGBM, ta je dosegel F-oceno 0,1529.
Cˇe pa uposˇtevamo samo izdelke z letaka, je ocena sˇe malo boljˇsa, in sicer
0,1648. Pri obeh sistemih je priklic relativno visok, slabsˇa pa je tocˇnost.
Kar je posledica nizke meje verjetnosti, ki smo jo uporabili za klasificiranje
primerov.
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V praksi je v priporocˇilnem sistemu napovedano fiksno sˇtevilo izdelkov. V
Mercatorjevem primeru je to pet izdelkov. Sistem, v katerem je napovedanih
pet artiklov, je dosegel F-oceno 0,137 in nizek priklic 0,149. Cˇe smo sˇtevilo
priporocˇenih izdelkov povecˇali na 10 artiklov, se F-ocena obcˇutno zviˇsa na
racˇun vecˇjega priklica. Sistem, ki napove 10 izdelkov, je tako dosegel tretjo
najboljˇso F-oceno 0,151 in izboljˇsan priklic 0,242.
Izboljˇsava, ki jo prinese priporocˇilni sistem, je okoli 6 odstotkov v primer-
javi z najboljˇsim referencˇnim modelom. To lahko v praksi prinese obcˇutno
izboljˇsanje rezultatov. Za potrditev izboljˇsanja bi bilo sistem smiselno testi-
rati sˇe v realnem okolju.
Preizkusˇen je bil tudi sistem, ki pri gradnji modela uposˇteva samo kupce
z vecˇ kot 20 opravljenimi nakupi. Ta je z F-oceno 0,131 sicer boljˇsi od
najboljˇsega referencˇnega modela, vendar precej zaostaja za ostalimi modeli.
To je najverjetneje posledica za cˇetrtino manjˇsega sˇtevila kupcev v vhodnih
podatkih.
Poglavje 5
Zakljucˇek
V diplomski nalogi smo implementirali priporocˇilni sistem z uporabo gradi-
ent boosting modela. Priporocˇilni sistem smo uporabili na dveh trgovskih
domenah. Najprej smo metodo implementirali na primeru spletne trgovine z
zˇivili Instacart in nato isti pristop uporabili tudi za trgovino z zˇivili Mercator.
Z rezultatom 0,379 na domeni Instacart se nam je uspelo uvrstiti v sku-
pino 1000 najboljˇsih tekmovalcev. Pridobljeno znanje smo uspesˇno prenesli
tudi na Mercatorjeve podatke. Nasˇ model je z oceno 0,164 za 6 odstot-
kov izboljˇsal najboljˇsi referencˇni model, ki kupcu priporocˇi izdelke, ki jih je
kupil prejˇsnji teden. Pokazali smo nacˇin nastavitev paramaterov algoritma
za gradient boosting, da se izognemo pocˇasnemu delovanju in pretiranemu
prilagajanju na podatke.
Priporocˇilnih sistemov Instacart in Mercator med seboj ne moremo ne-
posredno primerjati, saj F-ocena ni neposredno primerljiva. Za izgradnjo
obeh sistemov sta bila uporabljena enak pristop in tehnika ocenjevanja. Za
dejansko primerjavo rezultata bi bilo potrebno sistema preizkusiti v praksi.
Mercatorjev priporocˇilni sistem bo v prihodnje implementiran in preizkusˇen
tudi v praksi. Tako bosta znana njegova tocˇnost in doprinos k boljˇsemu po-
slovanju trgovine. Zaradi cˇasovne omejitve taksˇno testiranje v praksi v tej
diplomski nalogi ni zajeto.
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5.1 Mozˇne izboljˇsave
Rezultate priporocˇilnih sistemov na obeh domenah bi lahko izboljˇsali z vecˇjo
kolicˇino podatkov. Pripomogli bi tudi podatki za daljˇse obdobje in vecˇje
sˇtevilo uporabnikov. To bi omogocˇilo pregled nad posebnostmi glede na letni
cˇas ali blizˇino pomembnih praznikov, na primer sprememba nakupovalnih
navad v cˇasu novoletnih praznikov ali velike nocˇi. K natancˇnosti bi pri-
pomogel tudi atribut lokacije nakupa. Zaradi narave te diplomske naloge
smo bili omejeni na obliko in kolicˇino podatkov, ki so bili podani za namen
tekmovanja in s strani Mercatorja.
Ob dodatnih atributih bi bilo mozˇno vpeljati nove znacˇilke, ki bi lahko po-
tencialno izboljˇsale napovedni model. Za izboljˇsanje hitrosti izvajanja skript
bi se lahko vpeljala uporaba podatkovne baze. To bi omogocˇalo hitrejˇse
poizvedbe in optimiziralo operacije, kot je zdruzˇevanje podatkov.
Pristop, ki v tej diplomski nalogi ni bil uporabljen, vendar bi lahko pri-
pomogel, k boljˇsim napovedim, je locˇitev kupcev na podskupine. Na skupine
kupcev, ki redno kupujejo enake izdelke, kupce, ki kupujejo samo izdelke v
akciji oziroma iz letakov, taksˇne, ki ne sledijo nobenemu posebnemu vzorcu in
podobno. Za razlicˇen tip kupca bi tako lahko uporabili drugacˇen napovedni
model.
Na podlagi rezultatov te naloge bi bilo smiselno preizkusiti priporocˇanje
desetih izdelkov namesto obstojecˇih pet. Tako bi povecˇali priklic priporocˇenih
izdelkov. Seveda ob pogoju, da je mozˇno prikazati toliksˇno sˇtevilo izdelkov
na uporabniˇskem vmesniku.
Mozˇna nadgradnja je tudi izdelava priporocˇilnega sistema za prodajalca,
ki priporocˇi, katere izdelke je smiselno postaviti v letak ali vkljucˇiti v akcijo.
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