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On the theory of the nonlinear Landau damping
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An exact solution of the collisionless time-dependent Vlasov equation is found for the first time.
By means of this solution the behavior of the Langmuir waves in the nonlinear stage is considered.
The analysis is restricted by the consideration of the first nonlinear approximation keeping the
second power of the electric strength. It is shown that in general the waves with finite amplitudes
are not subject to damping. Only in the linear approximation, when the wave amplitude is very
small, are the waves experiencing damping. It is shown that with the definite resonance conditions
imposed, the waves become unstable.
PACS numbers: 52.00.00, 52.35.Mw
I. INTRODUCTION
A large number of papers and textbooks are devoted to
the nonlinear theory of the Langmuir waves and Landau
damping [1]. In addition to the standard way of expla-
nation of physics, a large number of diverse approaches
and interpretations have been published [2–9], which are
more advanced than the standard one.
In these papers, the solution of the linearized Vlasov
equation is used. After finding the zero-order solution
of the main equation, the authors construct approxima-
tions of any higher order [10–14]. In the present paper,
however a new approach is presented, allowing to ana-
lyze the problem self-consistently in an arbitrary order
of nonlinear approximation.
The exact solution for Vlasov equation is found for
the first time. Using this solution, it is shown that the
waves with finite amplitude are not exposed to damp-
ing. Only waves with small amplitudes, when the oscil-
lation frequency of captured (in the wave-well) electrons
is smaller than the damping rate, can damp [15, 16]. It
is found that on the fulfillment of the definite resonance
condition, the waves with finite amplitudes are unstable.
For this necessitates, the fulfillment of the definite res-
onance conditions, which are similar to conditions with
the parametric resonance.
II. EXACT SOLUTION OF THE VLASOV
EQUATION
We start as usual from the collisionless Vlasov equation
and Poisson’s equation,
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df
dt
=
∂f
∂t
+ v
∂f
∂z
− E (z, t) ∂f
∂v
= 0, (1)
∂E
∂z
= 1− n, E = −∂φ
∂z
, (2)
where the dimensionless values for the time, the coor-
dinate, the velocity and the electric potential are used
(ωpet)→ t, (z/λDe)→ z, (v/vTe)→ v, (eΦ/Te)→ φ,
(3)
ωpe is the electron plasma frequency, λDe is the elec-
tron Debye length and vTe is the electron thermal veloc-
ity. The dimensionless electric field E and the electron
number density n are defined as follows
E√
4pi · n0Te
→ E, n
n0
→ n =
∫
dv · f (z, t, v). (4)
Here Te is the electron temperature in the energetic units.
It is assumed that ions stay in the equilibrium with the
density n0, which results in the first term (”1”) on the
right-hand side (rhs) of Poisson’s Eq. (2).
The characteristic equations for Eq. (1) reads
dz
dt
= v,
dv
dt
= −E (z, t) . (5)
For constants of integrals R and U (dR/dt = 0,
dU/dt = 0 ) we find
R = z −
t∫
dt′ ·H ′

v +
t∫
t′
dt′′ · E {z (t′′) , t′′}

, (6)
U = v +
t∫
dt′ ·E {z (t′) , t′}, (7)
2where the functions z (t′) are defined with the expres-
sions:
z (t′) = z −
t∫
t′
dt′′ ·H ′

v +
t∫
t′′
dt′′′ · E {z (t′′′) , t′′′}

,
(8)
z (t′′) = z −
t∫
t′′
dt′′′ ·H ′

v +
t∫
t′′′
dtIV · E {z (tIV ) , tIV }

,
(9)
z (t′′′) = z −
t∫
t′′′
dtIV ·H ′

v +
t∫
tIV
dtV ·E {z (tV ) , tV }

,
(10)
. . . .
The chain (8), (9), (10), . . . , can be continued. Here
the values z (t′), z (t′′), z (t′′′), . . . , must be substi-
tuted into the arguments of the electric fields’ expressions
E {z (t′) , t′}, E {z (t′′) , t′′}, E {z (t′′′) , t′′′}, . . . , etc. In
Eqs. (6)-(8) the function H (x) is defined as follows
H (x) =
1
2
x2, H ′ (x) = x. (11)
In the following the upper dashes in H ′ (x) will
denote the derivative with the whole argument of
the function H (x) and in E′ {z (t) , t} will denote a
derivative only with respect to z (t) , E′ {z (t) , t} =
∂E {z (t) , t} /∂z (t). The solution of Eq. (1) can be rep-
resented in the form
f = f {R (v, z, t) , U (v, z, t)} . (12)
Substituting Eq. (12) into Eq. (1), using the defini-
tions (6) and (7), and successively carrying out the
derivatives we obtain
df
dt
=
∂f
∂U
· dU
dt
+
∂f
∂R
· dR
dt
=
=

 ∂f∂U ·
t∫
dt′ ·E′ {z (t′) , t′}+ ∂f
∂R

 · (−H ′ [v] + v) = 0.
(13)
In Eq. (13) all other terms cancel each other. Accord-
ing to the second relation from (11) H ′ (v) = v and hence
the solution (12) satisfies the kinetic equation (1). Defin-
ing the initial distribution function we assume that at the
initial moment t0 → −∞ the electron distribution func-
tion depends only on the velocity
f {R (v, z, t0) , U (v, z, t0)} = f0 (v)|t0→−∞ . (14)
As f0 (v) we can choose the Maxwell distribution
function with a normalizing coefficient,
(
1/
√
2pi
) ·
exp
(−v2/2). From the relations at the initial time t0,
R (v, z, t0) = R and U (v, z, t0) = U (15)
and definitions given by Eqs. (6) and (7) we can find
expressions for the velocity v and the coordinate z:
v = U −
t0∫
dt′ · E {z (t′) , t′}, (16)
z = R +
t0∫
dt′ ·H ′

v +
t0∫
t′
dt′′ ·E {z (t′′) , t′′}

 . (17)
Into Eqs. (16) and (17) the explicit expressions (6) and
(7) can be again substituted. Hence using the initial
condition (14) for the electron distribution function we
find
f0 = f0

v +
t∫
t0→∞
dt′ · E {z (t′) , t′}

 , (18)
where values z (t′), z (t′′′), . . . , are defined by
Eqs. (8), (9), . . . . We can represent Poisson’s Eq. (2)
in the following form,
∂E (z, t)
∂z
= 1−
∞∫
−∞
dv · f0

v +
t∫
t0→−∞
dt′ ·E {z (t′) , t′}

.
(19)
It is convenient to introduce a new variable - s, defined
by the relation:
v +
t∫
−∞
dt′ · E {z (t′) , t′} = s, (20)
which allows to simplify the argument of f0. Then for
the explicit expression for the velocity v we have
3v = s−
t∫
t0→−∞
dt′ ·E [z (t′, s)] =
= s−
t∫
t0→.∞
dt′ · E [z − s (t− t′)+
+
t∫
t′
dt′′
t′′∫
t0
dt′′′ ·E {z − s (t− t′′)+
+
t∫
t′′′
dtIV
tIV∫
t0
dtV · E 〈z − s (t− tV )+ ....〉 , t′′′} t′′] ,
(21)
where by analogy to Eqs. (8), (9), . . . , we have intro-
duced the relations:
z (t′, s) = z − s {t− t′}+
t∫
t′
dt′′
t′′∫
t0
dt′′′ ·E [z (t′′′, s) , t′′′],
(22)
z
(
t
′′′
, s
)
= z − s
{
t− t′′′
}
+
t∫
t′′′
dt
IV
t
IV∫
t0
dt
V · E
[
z
(
t
V
, s
)
, t
V
]
. . .
(23)
Poisson’s equation can be represented in the form
∂E (z, t)
∂z
= 1−
∞∫
−∞
ds · dv (s)
ds
f0 (s)
= 1 +
∞∫
−∞
ds · df0 (s)
ds
· v (s).
(24)
Substituting Eq. (21) into Eq. (24) for the Maxwell
distribution function f0 (s) the first term in (24) is com-
pensated by the positive charge of ions:
∂E
∂z
= −
+∞∫
−∞
ds · ∂f0 (s)
∂s
·
t∫
t0→−∞
dt′ ·E [z (t′s) , t′]. (25)
Taking the first derivative with time and restricting
ourselves to keeping the terms up to second powers of the
electric strength (such a restriction will keep everywhere
throughout the calculations) we find
∂
∂t
∂E
∂z
= −
+∞∫
−∞
ds · ∂f0 (s)
∂s

−s
t∫
t0→−∞
dt′ · E′ [z (t′, s) , t′]
+
t∫
t0→−∞
dt′ ·E′ [z (t′, s) , t′]
t∫
t0→−∞
dt′′′ · E [z (t′′′, s) , t′′′]
−s
t∫
t0→−∞
dt′ ·E′ [z (t′, s) , t′]·
·
t∫
t′
dt′′
t′′∫
t0→−∞
dt′′′ ·E′ [z (t′′′, s) , t′′′]

 .
(26)
In the last term in the rhs of this equation we can
change the ordering of integrals in the following manner
t∫
t0→−∞
dt′
t∫
t′
dt′′ ·Q (t′, t′′) =
t∫
t0→−∞
dt′′
t′′∫
t0→−∞
dt′·Q (t′, t′′) .
(27)
Then the second derivative with time of Eq. (26) gives
∂2
∂t2
∂E
∂z
= −∂E
∂z
−
+∞∫
−∞
ds · ∂f0 (s)
∂s
·
·

s2 ·
t∫
t0→−∞
dt′ · E′′ [z (t′, s) , t′]−
− s · ∂
∂z
·
t∫
t0→−∞
dt′ ·E′ {z − s (t− t′) , t′}·
·
t∫
t0→−∞
dt′′′ ·E {z − s (t− t′′′) , t′′′}+
+
∂
∂t
·
t∫
t0→−∞
dt′ ·E′ {z − s (t− t′) , t′}·
·
t∫
t0→−∞
dt′′′ ·E {z − s (t− t′′′) , t′′′}

 .
(28)
In Eq. (28) we can transform the last term (with the
first derivative with time) as follows
4∂
∂t
·
t∫
t0→−∞
dt
′ ·E′
[
z
(
t
′
, s
)
, t
′
] t∫
t0→−∞
dt
′′′ ·E
[
z
(
t
′′′
, s
)
, t
′′′
]
∼=
∼=
∂
∂z
· E (z, t)
t∫
t0→−∞
dt
′ · E
{
z − s
(
t− t′
)
, t
′
}
− s ·
∂
∂z
·
·
t∫
t0→−∞
dt
′ · E
{
z − s
(
t− t′′
)
, t
′
}
·
·
t∫
t0→−∞
dt
′′′ ·E
{
z − s
(
t− t′′′
)
, t
′′′
}
,
(29)
In the first term on the right-hand side of Eq. (29),
containing the squared electric field, we can, following
Eq. (25), use a simplified linearized expression
∂E
∂z
∼= −
+∞∫
−∞
ds · ∂f0 (s)
∂s
t∫
t0→−∞
dt′ ·E {z − s (t− t′) , t′}.
(30)
Using the relations (29) and (30) the fourth derivative
with time of Eq. (28) we can represent in the form
∂4E
∂t4
+
∂2E
∂t2
+ 3
∂2E
∂z2
+
∂3
∂z3
·
·
+∞∫
−∞
ds · s4 · ∂f0 (s)
∂s
t∫
t0→−∞
dt′ ·E {z − s (t− t′) , t′}+
+
∂
∂z
∂2
∂t2


t∫
t0→−∞
dt′ · E (z, t′)·
·
t∫
t0→−∞
dt′ ·E (z, t′)− 1
2
·E (z, t) · E (z, t)

 = 0.
(31)
On obtaining Eq. (31), the first derivative (∂/∂z) in
front of every term has been canceled and the explicit
expressions for the integrals from the Maxwell distribu-
tion function −f0 (s) is used.
III. WAVES IN THE WEAK NONLINEAR CASE
The first three terms of Eq. (31) should describe Lan-
dau damping in the linear approximation. By means of
the Fourier expansion of these three terms for the electric
amplitudes we find
E (ω, k) =
1
2pi
+∞∫
−∞
dt
+∞∫
−∞
dz ·E (z, t) · exp {i (ωt− kz)},
(32)
which results in the following dispersion relation
ω4 − ω2 − 3k2 +
+∞∫
−∞
ds · k
3s3
ω − ks · s
∂f0 (s)
∂s
= 0. (33)
A, simple transformation of the last equation gives
ω4 + ω3
+∞∫
−∞
ds
s
ω − ks
∂f0 (s)
∂s
= 0. (34)
After expanding the denominator of (34) in powers
of (ks/ω) for the real and the imaginary parts of the
frequency, ω = ω0 + iγ , we obtain the equalities
ω20 = 1 + 3k
2andγ = −
√
pi
8
1
k3
exp
{
− 1
2k2
− 3
2
}
, (35)
which determine the frequency and the Landau damp-
ing of the high-frequency Langmuir waves [17].
In fact Landau damping describes the initial stage of
the electrons capturing by the wave cavity (the mini-
mum region of the wave), herewith the amplitude must
be very small, smaller than the value proportional to γ,
namely
√
eE0/Te · k << γ/k [15] (here E0 is the ampli-
tude of the wave). In other words, this inequality means
that the oscillation frequency of captured electrons in
the wave-well, must be much smaller than the damping
rate of the wave −γ; the electrons are pushed by the
back-side wall of the wave-cavity and during the time-
interval of passing the cavity width, the wave should be
damped [15, 16].
Below we consider the case when the inverse inequal-
ity is fulfilled, that means the predominance of the elec-
trons’ oscillation frequency in the well over the damping
rate - γ. Then the captured electrons are reflected many
times from the cavity walls (getting and losing the en-
ergy) and on average the wave keeps its energy – hence
at
√
eE0/Te · k · k >> γ the damping of the wave does
not take place [15, 16].
To simplify further calculations, it is convenient to in-
troduce the following auxiliary value,
I (z, t) =
t∫
t0→−∞
dt′ · E (z, t′), (36)
for which from Eq. (31) we can obtain the following
equation, neglecting the term corresponding to the wave
damping:
5∂4I
∂t4
+
∂2I
∂t2
+3
∂2I
∂z2
+
∂
∂z
∂
∂t
{
I2 (z, t)− 1
2
(
∂I (z, t)
∂t
)2}
= 0.
(37)
By means of Eq. (37) we can construct the expression
for the value 12
(
∂I(z,t)
∂t
)2
. The straightforward calcula-
tions give
1
2
(
∂I (z, t)
∂t
)2
=
∼= −1
2
I2 (z, t)− 3
t∫
−∞
dt′
∂I (z, t′)
∂t′
∂2
∂z2
·
·
t′∫
−∞
dt′′
t′′∫
−∞
dt′′′ · I (z, t′′′)−
t∫
−∞
dt′
∂I (z, t′)
∂t′
∂
∂z
·
·
t′∫
−∞
dt′′ · I2 (z, t′′)+ . . . .
(38)
Further we a) hold on to the approximation usually
used in the theory of Landau damping – the assumption
of the smooth dependence of the electric field on the spa-
tial coordinate. Therefore in Eq. (37) the terms only up
to the second derivative with the spatial z−coordinate
are kept, and b) use the relation (∂I/∂t) = E (z, t) =
−∂φ/∂z, which follows from Eq. (36) and restrict with
the quadratic term I2 in the last term in the rhs of
Eq. (38). Assuming the dependence of all unknown
values in the argument ξ = z − V · t, we find that
I (ξ) = (1/V ) ·φ (ξ) , where V is the dimensionless veloc-
ity of the waves, which is assumed to be large, V >> 1.
Under restrictions a) and b) the last two terms in the rhs
of Eq. (38) give negligibly small contributions. Substi-
tuting the remaining first term in the rhs into Eq. (37)
after two-times integration we obtain
V 4
∂2φ
∂ξ2
+
(
V 2 + 3
) · φ− 3
2
φ2 =
1
2
C1. (39)
Here the constant C1does not depend on time. In the
rhs of Eq. (39) we have neglected the term proportional
to ξ, leading to the nonphysical result at ξ →∞. Multi-
plying Eq. (39) by (∂φ/∂ξ) after integration we find:
V 4
(
∂φ
∂ξ
)2
= φ3 − (V 2 + 3) · φ2 + C1 · φ+ C2, (40)
where the constants of integrations C1 and C2 can be
expressed in terms of the minimum − φn and the maxi-
mum − φm values of the potential, (∂φ/∂ξ)|φm,φn = 0.
As a result we obtain
V 4
(
∂φ
∂ξ
)2
= (φm − φ) · (φs − φ) · (φ− φn) . (41)
The constant φs (together with φm and φn) defines the
wave velocity V :
V 2 = φm + φs + φn − 3 . (42)
At φm > φs > φn the solution of Eq. (41) represents a
periodic wave, described by the expression (see the Fig. 1)
φ = φm − (φm − φn) · dn2 {x, s} , (43)
where dn {x, s} is a Jacobi elliptic function with the
module −s [18],
dn {x, s} =
pi
2 ·K (s)
+
2pi
K (s)
∑∞
n=1
qn
1 + q2n
cos
{
pi · n · x
K (s)
}
,
(44)
q = exp
[
−piK (s
′)
K (s)
]
, s′ =
√
1− s2,
x =
√
φm − φn
2 · V 2 · ξ, s
2 =
φs − φn
φm − φn .
(45)
The function dn2 {x, s} is a periodic function with the
period 2K (s), where K (s) is the complete elliptic inte-
gral of the first kind,
K (s) =
pi/2∫
0
dα√
1− s2 · sinα, (46)
therefore the wave length of the periodic solution (43)
can be defined according to the relation
λ =
4√
φm − φn
· V 2K (s) (47)
IV. INSTABILITY OF WAVES
We can now analyze the stability of the waves (43).
Starting from Eq. (39) we introduce the potential per-
turbation δφ according to the relation φ→ φ+ δφ . For
the unperturbed part of the potential−φ remains the ex-
pression (43) and for δφ we obtain
∂2δφ
∂ξ2
+
1
V 2
[
1 +
3− φ
V 2
+
3
V 2
{
1− dn2 (z, s2)}] · δφ = 0.
(48)
6-3K -2K -1K 0K 1K 2K 3K x
n
m
FIG. 1. Sketch of the dependence of dn2 {x, s} on x at s =
const;∆φ =
(
1− a2
)
· (φm − φn), a is the minimum value of
the curve dn {x, s}
An explicit solution of this equation with the periodic
coefficient can be found applying a Hill’s method [19].
This method is rather cumbersome with the long and dif-
ficult calculations. Here we simplify the equation recall-
ing the condition used above, V ≫ 1, and assuming that
the parameter s is small, s ≪ 1. Then Eq. (48) can be
reduced to Mathieu’s equation [19, 20], which describes
the phenomenon known as a parametric resonance,
∂2δφ
∂ξ2
+
1
V 2
{1 + h · cos kξ} · δφ = 0, (49)
where h ∼= 12V 2 φm−φnChpi and k ∼=
√
φm−φn
V 2 . Applying a
standard method at the fulfilment of the resonance con-
dition k = 2/V Eq. (49) gives the following expression
for the rate of the instability γ¯ = 14
h
V [20].
V. SUMMARY
Finding the exact analytic solution for the collisionless
Vlasov’s equation, the nonlinear stage of the Langmuir
waves is analyzed in the first non-vanishing (quadratic)
nonlinear approximation. The Langmuir waves with the
finite amplitude, and with the oscillation frequency (of
electrons in the wave-well) larger than the damping rate
(found in the linear approximation), do not damp and
tend to keep the periodic structure. On the fulfilment
of the definite resonance conditions, the waves are un-
stable. The finding of the corresponding rate is quite
similar to the procedure applied in the investigation of
the parametric instability.
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