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These rules also permit the use of specific PEDs after the aircraft operator has determined that the PED will not interfere with the operations of the aircraft (2). However, how can the aircraft operator know which PEDs are approved, or if the approved devices are being operated at inappropriate times (3)? Compliance can be verified by detecting the operation of transmitting PEDs (T-PEDs) using an onboard monitoring system (4) or it could be verified by characterizing the device at a gate entry point, whether powered on or off, using specially designed probe signals and using forensic techniques to classify the returned signal. In a more general setting, forensic characterization allows determination of the type of device, make, model, configuration, and other characteristics based on observation of the data that the device produces. The unique characteristics of the device are known as device signatures or device fingerprints.
To characterize an RF device, the device is excited using a specially designed probe signal. The probe signal interacts with several circuit components, each of which modifies the probe signal, effectively embedding information into the signal. The embedded information is unique to each circuit component. The modified signal is then transmitted from the device and captured by a receiver. Features, or key characteristics, are extracted from the received signal and formed into a feature vector. The feature vector forms the device signature or device fingerprint that is then characterized using a classification system. A block diagram of the general system is shown in figure 1 . In this report, we enhance our waveform and modeling design from two previous experiments. Experiment 1 used a linear chirp signal multiplied by a Gaussian window to excite a nonlinear system model. This experiment focused on mathematical modeling of the system response and classification methods using five combinations of filters and nonlinear components. This work was based on thesis work by Anthony Martone (5) at Purdue University. We extend this research by developing a model for the nonlinearity based on a diode and perform a comprehensive analysis of all possible combinations (not limited to five) of the filter and nonlinearity at several different noise levels.
Experiment 2 used a linear chirp to excite the system with a focus on large bandwidth filter responses without the presence of a nonlinearity. This experiment, initially conducted by Purdue University and North Carolina State University (NCSU), encountered several hardware limitations that restricted the bandwidth of the probe to 100 MHz. To overcome this limitation the measured reflected responses were mapped to a larger response prior to feature selection and analysis. For this experiment, we capture the response to a large bandwidth signal for analysis and add a diode to act as a nonlinearity in the system. This alleviates the need for mapping.
Probe Signal Design
Linear Chirp
The probe signal p(t) used in both experiments is based on a linear chirp. Chirp signals are attractive because they allow the probe signal to have a large bandwidth and low peak transmission power. The frequency content of the probe may then generate more information that can be used to characterize the circuit. This type of chirp was originally chosen to enable estimation of the center frequency of the excited filter using only simple time domain features, as will be described in the following sections. The characteristics of this probe are appropriate for the device model employed here, which focuses on the reflected response of a linear bandpass filter. The linear chirp is defined as (1) with Φ defined as (2) where
• C is the amplitude of the signal
• t is the time variable
• f 0 is the frequency at t=0
• k is the chirp rate
The instantaneous frequency is defined as
An example of this signal is shown in figure 2 . 
Gaussian Windowed Chirp
For Experiment 1, we designed a probe signal that is windowed by a Gaussian function. This is done by multiplying the linear chirp signal by a Gaussian window function in the time domain. The Gaussian window function is used since it generates a wide main lobe and produces rapidly decaying side lobes in the frequency domain (6) . The Gaussian window function is described in the form of a Gaussian envelope:
where (5) and (6) The windowed linear chirp, which we refer to as the Gaussian windowed chirp, is then formed
An example of x(t) (real part) is shown in figure 3 . The parameters used to generate this signal are shown in table 1. 
Experiment 1
This experiment studies reflected signals resulting from a Gaussian windowed chirp exciting a combination of filter and nonlinearity models with noise added. Features were extracted from the reflected signals and then were classified using a set of known classifiers to compare the results. A block diagram of this system is shown in figure 4 . The nonlinearity used in this system is modeled after a M=3 order Taylor-series, the noise is Additive White Gaussian Noise (AWGN) at specific power levels, and the filters are 2 nd and 4 th order Chebyshev bandpass filters. Five circuit models were used in this experiment. Each circuit model was excited with a Gaussian windowed chirp generated with the parameters found in table 2. Each nonlinearity parameter in the system is defined as a i , which is the i th coefficient in the Taylor-series. This specific parameter value was initially based of observations of an actual nonlinear response, with additional values determined to elicit a specific response. The first four models have the parameters found in table 3, while the fifth represents the noise only case. Sample responses for each model can be found in figure 5 . Table 2 . Gaussian chirp signal parameters. identifies the noise level in terms of the signal-to-noise ratio (SNR) referenced to the power of the input signal. The five added noise levels with respect to SNR are defined as {-3.5137, -2.9580, -2.7889, -2.3987, and -1.8417 dB} and are tested with each circuit model. In addition, we also test the noiseless response. This noise is added to simulate system noise that represents possible variations between filters. Features are extracted from the power spectra of r(t) to create feature vectors. Each spectrum is sampled 34 times at regular intervals across a sampling range of 200-1900 MHz. The resultant feature vectors are used to form training and testing sets of data for the classifiers. In previous experimentation, the training and testing data were input into six types of classifiers to determine classification accuracy. These include Support Vector Machines (SVM), K-Nearest Neighbors (K-NN), Parzen Window (PW), Binary Tree (BT), and two types of Bayesian (BC) classifiers. The result showed that classification errors occur for features sampled from a power spectrum with a low SNR. The SVM, BT, PW, and K-NN classifiers had near perfect classification accuracies. In this report, we expand upon this research by developing a method for a more robust approach for selecting the parameters of the nonlinear models. Our approach for selecting the parameters is based on using the Shockley diode model.
Shockley Diode Model
The parameters of the nonlinear model (e.g., We used this equation to generate current versus applied voltage (I-V) curves, where the features of the curves characterized linear and nonlinear attributes of a diode for the selected parameters. The Shockley ideal diode equation is derived with the assumption that the only processes giving rise to current in the diode are drift due to electrical field, diffusion, and thermal recombinationgeneration (R-G). It also assumes that the R-G current in the depletion region is insignificant. This means that the Shockley equation does not account for the processes involved in reverse breakdown and photon-assisted R-G. Additionally, it does not describe the "leveling off" of the I-V curve at high forward bias due to internal resistance. Using this model, we repeated Experiment 1, replacing the original nonlinearity parameter values with ones calculated using the Shockley method. 
Experiment
For our experiment, we looked at all possible combinations of the filter, nonlinearity, and noise levels. This included all possible permutations of the following:
•
These components were arranged in a way similar to that found in figure 4 , and excited by a probe defined by equation 7 with the parameters found in table 2. These experimental parameters were identical to those found in table 3 with the exception of the nonlinearity parameters. For these parameters, we use the Shockley model described in section 3.1. Our input applied voltage (V) ranged from 0 to 1 V with steps in 0.01 V increments. The reverse saturation current (I s ) was sourced from an Hewlett-Packard (HP) diode specs. Four of these parameters were used and are shown in table 4. Using the Shockley diode parameters and the applied voltage range results in the curves shown in figure 6 . The MATLAB function Polyfit was used to generate a set of coefficients that are then used for the Taylor-series representation of the nonlinearity. When excited by the Gaussian windowed chirp signal described in section 3, the spectrum response was similar to that found in figure 5b and 5d. A sample of this response is shown in figure 7 . The diode response, as seen in figure 6 , is almost identical between different values for I s . The major difference here is in the amplitude of the response. The experiment generated a total of 45,000 responses, which included variations of 7 basic system responses:
• Nonlinearity + Filter + Noise (20,000 responses)
• Nonlinearity + Filter (4,000 responses)
• Nonlinearity + Noise (10,000 responses)
• Filter + Noise (5,000 responses)
• Filter only (1,000 responses)
• Nonlinearity only (2,000 responses)
• Noise only (2,500 responses)
• No noise + No filter + No nonlinearity (500 responses)
The variations differed based on the possible combinations of the input parameters to generate the combined 45,000 responses. From this system, we created three feature superset groups for analysis, which included the filter only, diode only, and filter + diode groups. Each class in the super set was based on the group delimiter, regardless whether or not another component was present. For example, the class for filter 1 in the filter only group included all responses where filter 1 was present. Similarly in the diode only case, each class contained a group of responses in which the particular diode was present. In the diode + filter case, each class contained the set of responses in which a particular filter/diode pair was present.
Specifically the filter 1 class contained responses from the following:
• Nonlinearity + Filter 1 + Noise (10,000 responses)
• Nonlinearity + Filter 1 (2,000 responses)
• Filter 1 + Noise (2,500 responses)
• Filter 1 only (500 responses)
• Nonlinearity only (2,000 responses) Feature vectors were obtained by determining the power spectrum of each response and uniformly taking 34 samples from each response. For this analysis, we used the SVM (7) for our classification algorithm. This classifier is used due to its near perfect classification performance when compared to other classifiers (5). Each feature superset group was further broken down by noise power level. This was done to illustrate the affect of noise on classifier performance. The resulting classification accuracies generated by the SVM are shown in table 5 and figure 8. From the results we can see that the filter appears to be the dominant feature. Note that the noiseless system did not produce a 100% classification accuracy, which was caused when the features extracted were scaled before being used by the classifiers since the pattern of the power spectrum of the nonlinearities was identical. This result warrants further investigation of the unscaled features. In addition, figure 8 illustrates that our classification accuracy did not monotonically decrease as the SNR decreased. This may be due to scaling effects introduced in the classifier or to other processes inherent in the model and calls for further investigation.
Experiment 2
The original experiment conducted by Purdue University and NCSU studied the reflected signal of a filter excited by a linear chip probe. This response was measured from a physical filter and noise was added using MATLAB. The initial goal was to capture a wideband reflected response of the filter (8) . The spectrum analyzed allowed for only a 100 MHz wide measurement of the reflected response. To overcome this limitation the data were mapped to a synthetically generated larger response.
Probe Signal
The probe signal we used in this study was a back-to-back chirp, which was the same as defined in section 2.1; however, the instantaneous frequency was defined as
. (9) Here T p is the length of the signal in seconds and K is the chirp rate in MHz/s. This chirp sweeps from f 0 to f 1 and back to f 0 . This type of chirp was chosen to allow estimation of the center frequency of the excited filter using only simple time domain features.
Device Model
Typical RF devices contain a "front-end" circuit similar to that shown in figure 9 , where the "front-end" is the circuitry between the antenna and the intermediate frequency (IF) section of the circuit. The probe signal is received by an antenna, passes through a bandpass filter, and is input into an amplifier. Typically, these three components are impedance matched, which allows us to simplify the frontend to the model, as shown in figure 10 , where the only component of interest is the bandpass filter. This work focused on the filter modeled in figure 10 . Specifically, these filters differed enough between devices that characterization of the filter itself provided enough information to characterize the device. The simplified front-end replaced the antenna with the signal source 2p(t) in series with Rp, which was matched to the filter impedance. The node voltage between the filter and Rp was the sum of the signal p(t) and the reflected response r(t). Similarly the filter was terminated with resistance R τ , which was also matched to the filter impedance. τ(t) is the transmitted response of the filter; this signal was of no interest to us in the scope of this report.
Reflected Response
The filters to be characterized (i.e., those in typical RF devices) were assumed to be linear, time invariant, and bandpass with passbands within the frequency range of the probe signal, between f 0 and f 1 . Furthermore, since we were considering the filter response only, we modeled the input to the device as a filter with a matched load as shown in figure 10 . When the probe signal excites the filter, a portion of the probe is reflected back from the filter and is called the reflected response. An example of this response is shown in figure 11 . 
Feature Selection
Several features were selected from the response. These features included the center frequency, bandwidth, and sampled passband of the excited filter. The "dips" in the response, seen in figure  11 and with more details in figure 12, were located in the passband of the filter, where the majority of the excitation signal passes through the filter, and did not contribute to the reflected response. Features were estimated from the envelope of the passband signal. To obtain the envelope of the reflected signal, it was passed through a square law device and low pass filter. Then, 36 features were obtained from this envelope. First, the center frequency of the filter was estimated from the envelope; ep,n[k] is found by estimating the sample indices corresponding to the cutoff frequencies of the passband, which in turn allows the bandwidth to be estimated. The remaining 34 features were sampled from the passband of the filter. An example of this is shown in figure 12 . 
NCSU Experimental Set up
The original NCSU experiment used a probe signal that had f 0 = 100 MHz, f 1 = 1000 MHz, K = 120×10 6 MHz/s, and T p = 2.5 μs, as defined in equation 1, and had a bandwidth of 900 MHz.
This range was chosen because it included the passband of the all filters that were used for the experiment. The signal generator, however, was limited to a maximum bandwidth of 100 MHz. We circumvented this problem by redefining the probe signal to consider only the frequencies in or near the passband of the filter. This is known as the segmented probe. Using this assumption, we excited the filter with the segmented probe signal corresponding to the passband of that particular filter to generate a partial reflected response. The partial response was then mapped to a full response and the gaps were filled with what the ideal response would have looked like outside the filter passband. The filter parameters were defined as follows:
• Filter 1: h(1) fc = 900 MHz, fbw = 27 MHz, order=7
• Filter 2: h(2) fc = 900 MHz, fbw = 36 MHz, order=7
• 
where (11) and the chirp rate was K = 120×10 6 MHz/s (the same as the original probe), with i denoting the filter number. The probe signal was input into the filter via a circulator and the reflected response was measured. A representation of this measurement system is shown in figure 13 . This reflected response (figure 14) signal was then mapped into a synthetic reflected response based on the original 900-MHz probe (figure 15). Noise was added to the reflected response based on a target SNR. Once the target SNR was chosen, the noise power was determined relative to the power of the excitation probe signal. Features were extracted from the noise version of the response, grouped by SNR, and classified using a SVM classifier. The results from this classification are shown in figure 16 . These results show that by using a relative small feature set we were able to obtain high classification accuracy at moderate SNRs. However, these results may have an inherent error due to the mapping and they do not account for the effect of a nonlinearity in the system. To address these issues, we measured the reflected response over a wide bandwidth with a nonlinearity present.
Experimental Set up
Given the limitations presented by the hardware available at NCSU, we wanted to remove the need for mapping the reflected response by measuring the full reflected response from the system. For this experiment, we used a probe signal that had an initial starting frequency, f 0 = 100 MHz; an end frequency, f 1 = 3100 MHz; and T =0.25 µs. This probe consisted of an upchirp with instantaneous frequency:
We used the following filters in the experiments:
• These filters were excited by the probe signal with and without a pair of opposite diodes in parallel serving as the nonlinearity placed between the filter and the termination point. Only one response was measured for each filter-diode combination yielding eight measurement, four with the diode present and four without.
AWGN was then added to the measured reflected signal. The noise power was relative to the probe signal to achieve a target SNR. For this experiment, the target SNR (dBm) values were -60, -40, -20, -10, 0, 10, 20, 40, and 60. For each measured response, 500 noisy versions were created from each single response. In a manner similar to that used in section 3.2, the responses from the filter were grouped into supersets based on filter only and filter + diode. The filter only case included all cases where a filter was present. For example, the filter 1 class included both the cases where the nonlinearity was and was not present and thus yielded 1,000 noisy responses. The filter + diode case treated each type of response as a different class and resulted in 500 noisy responses in each class.
By adding noise, we can build a test and training set for the SVM classifier. From each member of the training and testing sets, features were extracted in the manner described in section 4.4. The features included center frequency, bandwidth, and a 34-point sample of the passband of the filter yielding a 36-point feature vector. An SVM classifier was used for classification. The results are shown in table 6. Initial analysis of this data infers that the mapping process shifts the classification curve to the right, achieving comparable classification results when SNR levels are reduced by 40-60 dB.
Future Work
While the diode model used provides a foundation for modeling nonlinearities, it still warrants further investigation. We noticed that the amplitude plays a major role in the response of the nonlinearity; this parameter should be looked at in more detail. When combined with a filter, it would be of interest to observe whether the shape or the amplitude of the response plays a more significant role in classification. Also, since the filter seems to be the dominate feature in both sets of experiments, a tiered classification system should be explored. This type of system would classify based on filter first, followed by a diode-based classification. 
