ABSTRACT Skyline query retrieves a set of skyline points which are not dominated by any other point and has attracted wide attention in database community. Recently, an important variant G-Skyline is developed. It aims to return optimal groups of points. However, when data dimensionality is high, G-Skyline result has too many groups, which makes that users cannot determine which groups are satisfactory. To find less but more representative groups of points, in this paper, we propose a novel concept of k-dominant G-Skyline, which first adopts k-dominance to retrieve more representative points and then computes the groups not k-dominated by others. In addition, we present a two-phase algorithm to efficiently compute k-dominant G-Skyline groups. In the first phase, we construct a lkDG structure while pruning the points never included in any k-dominant G-Skyline group as much as possible. In the second phase, using lkDG, we propose two efficient k-dominant G-Skyline searching methods SM-P and SM-G, which generate new candidate groups from single points and ancestor groups, respectively. Our experimental results indicate that our proposed algorithms are more efficient than the baseline methods on real and synthetic data sets.
I. INTRODUCTION
Skyline query, introduced by [1] , has already been widely studied in database community, such as preference analysis, multi-criteria decision making applications, and so on. Given a dataset, skyline query returns a set of interesting points that are not dominated by any other point in the dataset. Specifically, given two points p and q, if p is not worse than q on all dimensions and better than q on at least one dimension, then p dominates q. Without loss of generality, we assume that lower values are preferable for all users on all dimensions.
Consider a classical skyline example as shown in Figure 1 . It has eight points (hotels) with two attributes, distance to the destination and price, which correspond to horizontal axis and vertical axis, respectively. The skyline result is {p 1 , p 4 , p 8 }. Apparently, p 2 is dominated by p 1 , p 3 and p 5 are dominated by p 4 , and p 6 and p 7 are dominated by p 8 .
In practice, traditional skyline provides all optimal single points for users' decisions while it is inadequate for the applications requiring optimal groups of points. For example, a travel agency needs to reserve a group of hotels for tourists. Besides, a coach wants to build an NBA team with five players. In the light of this, Liu et al. [2] give the definition of group-based skyline (i.e., G-Skyline) for finding Pareto optimal groups of points. Formally, given two different groups with l points G = {p 1 , p 2 , . . . , p l } and G = {p 1 , p 2 , . . . , p l }, we say group G dominates group G if we can find two permutations of the l points for G and G , G = {p u 1 , p u 2 , . . . , p u l } and G = {p v 1 , p v 2 , . . . , p v l }, such that p u i dominates or is equal to p v i for all i (1 ≤ i ≤ l) and p u i dominates p v i for at least one i. Finally, l-point G-Skyline groups consist of all the groups with l points that cannot be dominated by any other group with equal size.
• We present a two-phase algorithm to efficiently compute k-dominant G-Skyline groups. In the first phase, we construct lkDG structure while pruning the points never included in any k-dominant G-Skyline group as much as possible. In the second phase, using lkDG, we propose two efficient k-dominant G-Skyline searching methods SM-P and SM-G, which generate new candidate groups from single points and ancestor groups, respectively.
• We experimentally evaluate our proposed algorithms with the baseline methods on real and synthetic datasets.
The rest of this paper is organized as follows. Section II introduces some related work about skyline computation, group skyline and some researches on high dimensional data. Section III gives the definition of k-dominant G-Skyline. Section IV designs a novel structure lkDG aiming to assist k-dominant G-Skyline computation and provides an efficient method to dynamically construct lkDG. Section V proposes two efficient k-dominant G-Skyline searching methods SM-P and SM-G, which generate new candidate groups from single points and ancestor groups, respectively. Section VI experimentally evaluates our proposed algorithms with the baseline methods on real and synthetic datasets. Finally, our conclusion is summarized in Section VII.
II. RELATED WORK A. SKYLINE COMPUTATION
Skyline query is a significant operation in database community, such as preference analysis, multi-criteria decision making applications, and so on. For a multiple dimensional dataset, it aims to prune non-interesting points and provide interesting subset for users' decisions. Owing to the importance, many skyline algorithms have been developed. Roughly, we summarize these key algorithms into two categories as follows.
For index-based skyline methods, index structures need to be established before performing skyline query processing. Reference [3] exploits bitmaps and simple bitwise operations to compute skyline results. Then, [4] observes that the nearest neighbor point to the origin must be a skyline point and designs NN algorithm. Based on NN, BBS [5] makes a great improvement. It adopts branch-and-bound strategy and escapes duplicate retrieve. ZSearch [6] designs a novel ZBtree structure organizing points to significantly accelerate the overall performance.
As for index-independent skyline algorithms, the first one is block-nested-loops(BNL) [1] , which maintains a buffer window to contain the candidate skyline points yet not dominated by others. The disadvantage of BNL is that there exist many redundant comparisons among non-skyline points. To address this problem, Sort-First Skyline(SFS) algorithm [7] is presented. It first sorts the dataset using a monotone function to make that every non-skyline point is eliminated by a skyline point. Therefore, SFS algorithm significantly reduces the query processing time to BNL. Following this soring technique, LESS [8] and SaLSa [9] have been presented to further optimize skyline query processing. LESS utilizes a small elimination buffer to remove non-skyline points while the points are sorting. SaLSa focuses on the selection of monotone functions and employs a stop point to early terminate the algorithm, which avoids accessing the whole dataset. Compared to soring technique, [10] proposes a better skyline computation framework, named space partitioning, which organizes already computed skylines as tree structure to escape comparing all of them. Based on this framework, the methods OSPS [10] , BSkyTree [11] and VMPSP [12] are developed as we known. Their major differences are the options of partitioning points.
B. GROUP SKYLINE
In order to deal with the option for optimal groups, two types of group skylines are proposed. The first type of literatures [13] - [15] defines the dominance of groups using the traditional dominance relationships between aggregate points of all the groups. That is, users need to first select one of aggregate functions, such as SUM, MIN, and MAX. Then, the aggregate points of all the groups are calculated. Finally, conducting traditional dominance tests on these aggregate points, if an aggregate point is skyline, then the corresponding group is a skyline group. Apparently, as stated in [2] , it is hard to choose an appropriate aggregate function for users. More importantly, it may neglect some representative groups, which cannot be captured by the aggregate function.
Liu et al. [2] propose the second definition of group skyline G-Skyline aiming to find all pareto optimal groups which are not dominated by any other group with equal size. They develop a two-step algorithm to accelerate G-Skyline query processing. First of all, constructing the directed skyline graph (DSG) to maintain the dominance relationships among the first k skyline layers. Then, they present two heuristic algorithms, point-wise and unit group-wise algorithms, to identify all G-Skyline groups by employing DSG. Later on, in order to further improve the efficiency of G-Skyline computation, [16] , [17] are proposed. Reference [16] first searches concurrently on each dimension to optimize the computation of the first k skyline layers. It observes that groups only containing the points in the first skyline layer take a great proportion for the total G-Skyline result. Based on this character, a new structure employing a combination queue is designed to improve the efficiency for finding G-Skyline groups. Wang et al. [17] construct a novel G-Skyline support structure MDG, which proves to be a minimum G-Skyline support structure and significantly outperforms previous DSG. Using MDG, two searching G-Skyline groups algorithms based on one single points and parent groups are proposed.
C. HIGH DIMENSIONAL DATA
High dimensional data is common in real-life applications. Recently, querying high dimensional data has received considerable attention in database community, such as nearest neighbor [18] , [19] , similarity search [20] , [21] , skyline [22] , [23] , cube [24] , and so on. Unfortunately, the problem of G-Skyline on high dimensional data is still not addressed. Similar to skyline, finding G-Skyline groups on high dimensional data is meaningless because a great many of returned groups make users' decisions very difficult. The unique method of solving this problem is to reduce the size of retrieved result and return more representative groups from original G-Skyline.
G-Skyline is derived from skyline query. To the best of our knowledge, there are four methods, k-dominant skyline [22] , skyline frequency [23] , top-k dominating [25] and maximum dominating set [26] , related with representative skyline. Specifically, [22] relaxes dominance condition from d dimensions to k dimensions (1 ≤ k ≤ d), which leads that more representative points can be returned. In this paper, we bring the notion of k-dominance in G-Skyline to generate our k-dominance G-Skyline, which aims to retrieve less but more representative groups. Actually, the other three methods cannot be applied for high dimensional data. Skyline frequency [23] computes skylines on each subset of full dimensions. Maximum dominating set [26] proves to be a NP-hard problem. They are extremely time consuming on high dimensional data. Top-k dominating [25] finds k points which dominate the maximum number of points. It cannot work on high dimensional data since almost points are skyline.
III. PRELIMINARIES A. PROBLEM DEFINITION
For easy explanation, we present some symbols used through the paper. Consider a dataset S on space
Definition 1 (Dominance): Given two points p and q in the
In order to solve the high dimensional issue for traditional dominance, Chan et al. [22] propose the concept of k-dominance as follows.
Definition 2 (k-Dominance): Given two points p and q in the dataset S on space
Apparently, k-dominance loses the transitive property that traditional dominance holds. For the running example in Figure 2 , when k = 3, p 1 k-dominates p 4 and p 4 k-dominates p 6 but p 1 cannot k-dominate p 6 . In the following, we extend the notion of k-dominance to group points.
Definition 3 (Group k-Dominance): Given a dataset S on space D, for any two different groups with l points G = {p 1 , p 2 , . . . , p l } and G = {p 1 , p 2 , . . . , p l }, we say group G k-dominates group G , denoted by G ≺ k G , if we can find two permutations of the l points for G and [2] . As shown above, the group k-dominance relationship only exists between the groups with equal size.
Definition 4 (k-Dominant G-Skyline): Given a dataset S, a group G with l points in S is a k-dominant G-Skyline group if there does not exist any group G with l points in S such that
Consider the example in Figure 2 again, the 3-point 3-dominant G-Skyline result contains two groups {p 1 , p 2 , p 3 } and {p 1 , p 2 , p 4 }. However, traditional skyline result is {p 1 , p 2 , p 3 , p 4 , p 5 , p 6 } and 3-point G-Skyline has 20 groups. This indicates that our k-dominant G-Skyline indeed reduces the size of result.
B. ANALYSIS
In this section, we provide an important property for the verification of k-dominant G-Skyline group.
Theorem 1:
Substituting q for p and other points in G are reserved, we generate a new group G . Apparently, 
Theorem 1 provides us an easy and efficient method to determine whether a group is a k-dominant G-Skyline group. That is, for any point p in group G, if all the points k-dominating p belong to G, then G is a k-dominant G-Skyline group. Otherwise, it is not. For example in Figure 2 , let G = {p 1 , p 2 , p 4 } and G = {p 1 , p 2 , p 6 }. G is a 3-dominant G-Skyline group and G is not. Because all the points 3-dominating p 1 , p 2 or p 4 are in G but p 4 3-dominating p 6 is not in G .
IV. LK-DOMINANCE GRAPH
Although the method of verifying a group is efficient, it is extremely expensive that checking all possible groups. Given a dataset with n points, the total number of possible groups is n l for l-point k-dominant G-Skyline computation.
In order to efficiently finding k-dominant G-Skyline groups, we propose a two-phase algorithm, which consists of constructing minimum k-dominance graph (lkDG) in Section IV and searching k-dominant G-Skyline groups by the lkDG in Section V. In the first phase, we construct lkDG structure while pruning the points never included in any k-dominant G-Skyline group as much as possible. In the second phase, using lkDG, we propose two efficient k-dominant G-Skyline searching methods SM-P and SM-G, which generate new candidate groups from single points and ancestor groups, respectively. In this section, we focus on the construction of lkDG.
A. LKDG DEFINITION
Similar to minimum dominance graph [17] and directed skyline graph [2] , we design a novel structure k-dominance graph (kDG) aiming to assist k-dominant G-Skyline computation. In the following, we formally give the definition of kDG.
Definition 5 (k-Dominance Graph): Given a dataset S, the k-dominance graph (kDG) of S is a directed graph in which each node represents a point in S and each edge is mapped into a k-dominant relationship between two points. Owing to the cycle property of k-dominance, kDG may have circuits. Here, we say that p is parent of q if there exists an edge from p to q. In addition, p is ancestor of q if there exists a path from p to q.
For example, Figure 3 (a) is the kDG structure of the dataset in Figure 2 , where k = 3.
Definition 6 reveals an important optimization of G-Skyline computation, i.e., we should first eliminate the non-k-dominant G-Skyline points identified from the whole dataset and then perform verifications of k-dominant G-Skyline for the candidate groups combined by the remaining points. Therefore, the non-k-dominant G-Skyline points (nodes) in kDG should be pruned as much as possible.
We first deduce the following corollary using Theorem 1. Corollary 1: Given a dataset S, a group G ⊆ S is a k-dominant G-Skyline group if and only if ∀p ∈ G, q ∈ S−G, q is ancestor of p.
Proof: (⇒) First of all, when G is a k-dominant G-Skyline group, we assume that for a point p ∈ G, ∃q ∈ S − G, q is ancestor of p. 
Corollary 1 expands verification of k-dominant G-Skyline group from parents to ancestors, which can directly determine more non-k-dominant G-Skyline points as shown below.
Corollary
Apparently, the number of ancestors of a point is much larger than that of parents. Hence, using Corollary 2, more non-k-dominant G-Skyline points can be eliminated before performing verifications of k-dominant G-Skyline for the candidate groups combined by the remaining points.
We can get another easy corollary from Corollary 2.
Corollary 3 (Pruning Strategy 2):
Given two points p and q in dataset S and p is ancestor of q in corresponding kDG. If p is a non-k-dominant G-Skyline point, then q is also a nonk-dominant G-Skyline point.
In kDG, we can use topological sorting to calculate all the ancestors of each point. However, as stated above, kDG may have circuits due to the cycle property of k-dominance. Therefore, we need to find all circuits using the method [27] with O((n + e)(c + 1)) time complexity and O(n + e) space complexity, where n, e and c are the numbers of nodes, edges and circuits in kDG, respectively. Then, we shrink each circuit into one node, because for the points in the same circuit, their ancestor's numbers are equal.
We call the kDG, after applied above pruning strategy, as lkDG where l is the group size. It means that the points in lkDG have at most l − 1 ancestors.
For example, Figure 3(b) gives the lkDG result of the kDG structure in Figure 3( 
B. LKDG CONSTRUCTION
A naive method of constructing lkDG is to first conduct pairwise dominances on each pair of points to generate kDG, and then remove the points with greater or equal to l ancestors. Apparently, this exhaustive pairwise dominances incur quadratic costs and it is extremely inefficient especially for large datasets. In this section, we present an efficient lkDG construction method, which dynamically constructs lkDG and removes the points with greater or equal to l ancestors simultaneously. Its details are described in Algorithm 1.
The input consists of three parts: an original dataset S having S.size points {S [1] , S [2] , . . . , S[S.size]} with d dimensions, the dominance size k (k-dominance) and group size l. Here, the latter two parameters k and l are specified by users in advance. First of all, in lines 1-4, we initialize several important variables l o , l c , l n and adj, which are the list of original dataset S, the candidate k-dominant G-Skyline points, the non-k-dominant G-Skyline points with great or equal to l ancestors, and the adjacency matrix containing graph, respectively.
As 
.parentNum ≥ l then 12: nonFlag ← true. 13: break.
14:
end if 15 : 16: nonFlag ← true. 17: break.
18:
end if 19: end for 20: if nonFlag = true then 21: insert l o [i] into l n .
22:
for j ← 1 to l c .size do 23: 24: move all the points in l c , which can be accessed by l c [j] , to l n . 25: end if 26: end for 27 ShrinkAllCircuits(adj, l c ).
40:
TopologicalSorting(adj, l c ). 41: move all the points in l c with greater or equal to l ancestors to l n . 42: end for 43: return adj and l c .
V. SEARCHING K-DOMINANT G-SKYLINE GROUPS
In this section, using lkDG, we propose two efficient k-dominant G-Skyline searching methods SM-P and SM-G, which generate new candidate groups from single points and ancestor groups, respectively.
A. SEARCHING METHOD BASED ON SINGLE POINTS
The straightforward method is to enumerate all n l possible candidate groups and utilize Corollary 1 to identify them, where n is the size of lkDG. However, it is too inefficient since too many redundant identifications occur. Consider the running example in Figure 2 again, group {p 1 , p 4 } is not a 2-point G-Skyline group, therefore group {p 1 , p 4 , p 3 } must not be a 3-point G-Skyline group. Therefore, our searching method SM-P avoids the redundant identifications by continuously checking that current group is a part of k-dominant G-Skyline group. The details of our searching method SM-P is shown in Algorithm 2.
Algorithm 2 SM-P(lkDG, k, l)
Input: The lkDG of dataset S, dominance size k and group size l Output: The l-point k-dominant G-Skyline if ∀p ∈ G, Ancestor(p) ⊆ G then 3: insert G into R.
SearchingPoint(G, i).

4:
end if 5: return 6: end if 7: for j ← i + 1 to l c .size do 8: if (Ancestor(l c [j]) − Circuit(l c [j] )) ⊆ G then 9: insert l c [j] into G.
10:
SearchingPoint(G, j).
11:
end if 12 : end for
B. SEARCHING METHOD BASED ON ANCESTOR GROUPS
Above SM-P has two disadvantages: First, only a single point can be inserted into candidate group at one time. Second, SM-P cannot utilize the relationship that the points in the same circuit must be in identical G-Skyline groups. In this section, we propose another searching method SM-G, which generate new candidate groups by adding ancestor groups.
Algorithms 4 and 5 give the concrete implementation process of SM-G. It is worth noting that, in line 2, we sort the points in lkDG by the descending order of the number of their ancestors and store them into list l c . In the first insertion of a candidate group, a point and its all ancestors need to be added in line 4 of Algorithm 4. In the recursive searching function 
SearchingGroup(G, i).
6: end for 7: return R.
Algorithm 5 SearchingGroup(G, i)
1: if |G| = l then 2: insert G into R. 
10:
SearchingGroup(G, j).
11:
end if 12: end for SearchingGroup(G, i), we insert the point not included and its all ancestors (line 9 of Algorithm 5), which guarantees that the current group is always a G-Skyline group. Therefore, if the size of G is equal to l, the current group G is a l-point k-dominant G-Skyline group. Or if |G| > l, we know that G has more points and do not insert it into the result set R. Otherwise, we continue to add points and their ancestors and recursively call SearchingGroup.
In fact, our searching method SM-P and SM-G are similar to previous G-Skyline approaches in [17] . The major difference is that we need to deal with the points in circuit.
VI. EXPERIMENTAL EVALUATION A. EXPERIMENTAL SETTINGS
All the algorithms are realized by C++ language and performed on our Intel Core i7-4790 3.6GHz PC with 8GB of RAM. In fact, the memory is always enough when program is running.
The experiments are conducted on both synthetic and real datasets. We generate three types of synthetic datasets Independent (IND), Correlated (COR) and Anti-correlated (ANT) distributions according to the common instructions in [1] , respectively. On synthetic datasets, dimensionality d, cardinality n, dominance size k and group size l range from 5K to 25K , 8 to 11, 7 to 10, and 3 to 6, respectively. The default values of these four parameters are: n = 5K , d = 10, k = 8 and l = 3. In addition, we also collect two real datasets IPUMS containing 74,954 records with 23 attributes and NBA having 21,961 tuples with 8 dimensions.
This is the first work to study k-dominant G-Skyline computation, we only regard the intuitive method as the baseline.
• Baseline: For lkDG construction, the baseline method is to first conduct pairwise dominance on each pair of points to generate kDG and then remove the points with greater or equal to l ancestors. For searching G-Skyline groups, the baseline approach is that enumerate all n l candidate groups and utilize Corollary 1 to identify them, where n is the size of lkDG.
• DC: The dynamic construction of lkDG presented in Section IV-B.
• SM-P: The searching method focusing on single point insertion at one time in Section V-A.
• SM-G: The searching method focusing on ancestor group insertion at one time in Section V-B.
B. LKDG CONSTRUCTION
Figures 4, 5, 6, and 7 evaluate the cost of lkDG construction by varying cardinality, dimensionality, dominance size k and group size l on synthetic datasets IND, COR and ANT. Apparently, our dynamic construction of lkDG DC is always better than the baseline method and is one or two orders of magnitude faster in almost cases. In Figure 4 , the baseline method has a quadratic trend and our DC is more smooth. In addition, the huge gap demon- strates that most non-k-dominant G-Skyline points can be removed during lkDG construction.
When data dimensionality varies from 8 to 11 and other parameters remain unchanged, the lkDG size decreases on all the three synthetic datasets as shown in Figure 5(d) . This is because larger gap between dimensionality d and dominance size k makes the power of point k-dominating others stronger. The runtime of the baseline method mainly depends on two factors: data cardinality and the number of circuits. The cost of the baseline method increases a little since more circuits are generated by k-dominance. On the contrary, our DC becomes more efficient due to the decrease of the size of lkDG. In Figure 6 , the results on dominance size k are opposed to those on dimensionality. With the increasing of dominance size k, the circuits of lkDG decrease which leads that the size of lkDG becomes larger. Therefore, the baseline method spends less cost on ShrinkAllCircuits and TopologicalSorting. Conversely, our DC needs to take more time owing to the growing of the size of lkDG. As shown in Figure 7 , by varying group size l, the baseline method and the size of lkDG on three synthetic datasets basically stay unchanged. The cost of our DC goes up a little on COR because the amplification of the size of lkDG on COR is the largest.
C. SEARCHING K-DOMINANT G-SKYLINE GROUPS
In this section, we conduct experiments for searching k-dominant G-Skyline groups based on lkDG by varying cardinality, dimensionality, dominance size k and group size l on three synthetic datasets IND, COR and ANT. The corresponding experimental results are shown in Figures 8, 9 , 10, and 11. Generally, our algorithms SM-P and SM-G are significantly better than the baseline method, and SM-G is always the best. It is worth noting that, all the trends of searching k-dominant G-Skyline methods are in accordance with those of the size of lkDG. In fact, COR datasets contain least points in lkDG, hence, the corresponding overhead of searching k-dominant G-Skyline groups is continuously lowest.
In Figure 8 , the improvements on IND and ANT is about one order of magnitude but it is only several times on COR since the size of lkDG on COR is extremely small and most of them are traditional skyline points. In Figure 9 , when data dimensionality grows, the size of lkDG decreases, which reduces the cost of searching k-dominant G-Skyline groups. Contrary to dimensionality variation, Figure 10 indicates that the cost of searching k-dominant G-Skyline groups with dominance size k variation becomes larger. For ANT datasets, the improvements of our algorithms SM-P and SM-G are not significant. This is because traditional skyline points account for the majority of the points in lkDG, especially when d = 10 and k = 10. In Figure 11 , our algorithms SM-P and SM-G are one or two orders of magnitude faster than the baseline method. With the growing of group size l, the gap becomes larger and reaches up to 140 times when l = 6 for IND datasets. This result verifies that our strategy of avoiding redundant groups identifications is effective.
D. EXPERIMENTAL RESULTS ON REAL DATASETS
This section evaluates the performances of all methods on real datasets IPUMS and NBA as depicted in Table 1 . We select the first 20,000 records from IPUMS and the whole NBA dataset. This experimental results demonstrate that our method DC for lkDG construction and SM-P and SM-G for searching k-dominant G-Skyline groups are still efficient on real datasets. 
VII. CONCLUSIONS
In this paper, we presented a novel concept of k-dominant G-Skyline to find less but more representative groups of points on high dimensional data. It first adopts k-dominance to retrieve more representative points and then computes the groups not k-dominated by others. In addition, we presented a two-phase algorithm to efficiently compute k-dominant G-Skyline groups. In the first phase, we construct lkDG structure while pruning the points never included in any k-dominant G-Skyline group as much as possible. In the second phase, using lkDG, we propose two efficient k-dominant G-Skyline searching methods SM-P and SM-G, which generate new candidate groups from single points and ancestor groups, respectively. Finally, our experimental results indicated that our proposed algorithms is more efficient than the baseline methods on real and synthetic datasets. 
