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Here we show how, in the ultra-strongly-coupled spin-boson model, apparently unphysical “Mat-
subara modes” are required not only to regulate detailed balance, but also to arrive at a correct
and physical description of the non-perturbative dynamics and steady-state. In particular, in the
zero-temperature limit, we show that neglecting the Matsubara modes results in an erroneous emis-
sion of “virtual” photons from the collective ground state. To explore this difficult-to-model regime
we start by using a non-perturbative hierarchical equations of motion (HEOM) approach, based on
a partial fitting of the bath correlation-function which takes into account the infinite sum of Mat-
subara frequencies using only a biexponential function. We compare the HEOM method to both a
pseudo-mode model, and the reaction coordinate (RC) mapping, which help explain the nature of
the aberrations observed when Matsubara frequencies are neglected. For the pseudo-mode method
we present a general proof of validity, which allows for negative Matsubara-contributions to the de-
composition of the bath correlation functions to be described by zero-frequency Matsubara-modes
with non-Hermitian coupling to the system. The latter obey a non-Hermitian pseudo-Schro¨dinger
equation, ultimately justifying why superficially unphysical modes can give rise to physical system
behavior.
I. INTRODUCTION
The spin-boson model is a cornerstone of the theory
of open-quantum systems, and its elegance often belies
its power to describe a wide range of phenomena [1–3].
It not only allows us to understand the relationship be-
tween quantum dissipation and classical friction, but is
a powerful model to study topics ranging from physical
chemistry to quantum information. Practically speaking,
a number of perturbative approaches and assumptions
such as the Born-Markov and rotating-wave approxima-
tion (RWA) are usually employed to obtain tractable so-
lutions. However, research areas such as energy trans-
port in photosynthetic systems [4–10], quantum thermo-
dynamics [11, 12], and the ultrastrong coupling regime
in artificial light-matter systems [13–20], have demanded
the development of numerically exact methods to explore
non-perturbative and non-Markovian parameter regimes
[21–23], which are out of reach of traditional approaches.
In the limit of a discrete single bosonic mode, as arises
in circuit QED [24], the non-perturbative limit, when
the coupling is a significant fraction of the cavity fre-
quency, is sometimes referred to as the ultra-strong cou-
pling (USC) regime [19, 20]. This regime harbours a
range of new physics, including higher-order coupling
effects, the possibility to excite two systems with one
photon [25], preparing Bell and GHZ states in cQED
∗ These authors contributed equally to this work.
[26] and virtual excitations [13, 27–29]. In the latter,
the excitations are called virtual because they are ener-
getically trapped in the hybridized light-matter ground-
state. A correct theoretical understanding of this trap-
ping, such that unphysical emission from the ground-
state is avoided, was only developed recently [30, 31].
It is now understood that non-adiabatic external forces
must be applied to transmute them into real, observable,
excitations [27, 32–35]. Numerical simulations [36–38]
have suggested that a similar phenomenon occurs in con-
tinuum systems describable with the spin-boson model
[28], like one-dimensional transmission lines [22, 39], and
superconducting metamaterials [40–43]. In addition, at
non-zero temperatures it has been shown that these vir-
tual excitations can influence other processes, like the
efficiency of a quantum heat-engine [44].
To explore these features in continuum systems, we
need non-perturbative, and non-Markovian methods, one
example of which is the hierarchical equations of motion
(HEOM) technique [45, 46]. However, traditionally low-
temperature regimes are difficult [47–49], if not inaccessi-
ble, with the HEOM. This is because the HEOM relies on
a decomposition of the bath correlation function into a
sum of exponentials. Unfortunately, due to the physical
constraint disallowing Hamiltonians unbound from below
(i.e., that the environment only consists of positive fre-
quency modes), even a simple Lorentzian spectral density
gives correlation functions which cannot be analytically
decomposed into a finite sum.
To overcome this difficulty we separate the correla-
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2tion function into an analytical part, comprised of a fi-
nite number of exponentials, and the “Matsubara” part,
given by an infinite sum of exponentials (the latter of
which was neglected in other works studying the zero-
temperature limit of the HEOM method [50, 51]). In the
zero-temperature limit, we analytically integrate the in-
finite sum and then fit it with a biexponential function.
Fitting the total correlation-function to exponentials for
use with the HEOM has also been explored in [47–49, 52]
but our approach allows us to limit the fitting error [53]
to the Matsubara component, and gives us physical in-
sight into the role of the different contributions to the
correlation function. The fitting inevitably introduces
some error in the system dynamics, which we analyze in
the detail in the appendix.
By comparing results with and without this Matsubara
contribution, we find that the neglect of the Matsubara
terms in the HEOM formulation induces a very specific
error in the dynamics and steady-state. This error cor-
responds to an unphysical system temperature, even at
weak-coupling, due to violation of detailed balance, and
the production/emission of unphysical photons from the
ground state of the coupled light-matter system in the
ultra-strong-coupling regime.
To show these features more directly, we compare the
HEOM results to both a pseudo-mode model [54] and a
reaction coordinate (RC) model [11, 55–57]. For the RC
model, we find qualitative agreement to the full HEOM
solution for narrow baths, and a clear description of how
the Matsubara frequencies are important for trapping
excitations in the USC regime: ignoring the Matsubara
frequencies is found to be equivalent to making both a
rotating-wave and Markov approximation for the interac-
tion between the RC mode and the residual environment.
The latter, directly leads to the unphysical emission of
energy from a collective ground-state in the RC picture.
In addition, we find that the pseudo-mode model,
also employing the fit of the Matsubara parameters in
the form of two additional zero-frequency “Matsubara
modes” with non-Hermitian coupling to the system, can
exactly reproduce the full HEOM results for all param-
eter regimes. It can also be used to give meaning to
the auxiliary density operators (ADOs) of the HEOM,
indicating a strong relationship between the two meth-
ods. To account for the unusual form of the “Matsubara
modes” we explicitly generalize the proof of validity of
the pseudo-mode method [54, 58]. Our derivation shows
that by combining the non-Hermitian Hamiltonian to-
gether with what we call a pseudo-Schro¨dinger equation,
the Dyson equation for the reduced dynamics of the sys-
tem is formally equivalent to one where the system is
physically interacting with the original continuum envi-
ronment.
We begin with an introduction to the spin-boson model
and bath-correlation functions. We then provide an intu-
itive explanation of why omitting the apparently negligi-
ble Matsubara terms can have large consequences, even
in the weak-coupling regime. We then demonstrate our
correlation function fitting method for the HEOM, be-
fore turning to the pseudo-mode method and the reac-
tion coordinate mapping to more transparently explain
what happens when Matsubara terms are ignored in the
ultra-strong coupling regime. Finally, we compare all
three methods, with and without Matsubara contribu-
tions, and show their predictions for the dynamics and
steady-state occupation of certain environment modes.
II. THE SPIN-BOSON MODEL
The iconic spin-boson model considers a two-level sys-
tem (the spin, or qubit) in a bath of harmonic oscillators
with the total system-bath Hamiltonian given by (setting
~ = 1 throughout):
H =
ωq
2
σz +
∆
2
σx +
∑
k
ωkb
†
kbk + σzX˜ , (1)
where ωq is the qubit splitting, ωk is the frequency of
the kth bath mode, ∆ is the tunnelling matrix element,
σz(x) are the Pauli matrices acting on the qubit. For
later use we define ω¯ = (ω2q + ∆
2)1/2/2, as the free qubit
eigenfrequency. The kth mode of the bath, associated
with annihilation operators bk, interacts with the qubit
via the operators X˜k = gk/
√
2ωk(bk + b
†
k) in terms of the
couplings gk, so that X˜ =
∑
k X˜k.
The effect of the bath can be considerably simplified
when the initial state of the environmental modes is
Gaussian, and in a product state with the system (the
qubit). Specifically, we assume the bath to be in a ther-
mal state at a temperature T . In this case the influence of
the environment is contained in the two-time correlation
function C(t) = 〈X˜(t)X˜(0)〉. The correlation function of
the free bath, when it is not in contact with the system,
can be written (in the continuum limit) as,
C(t) =
1
pi
∫ ∞
0
dωJ(ω)
[
coth
(
βω
2
)
cos(ωt)− i sin(ωt)
]
.(2)
Here J(ω) = pi
∑
k g
2
k/2ωkδ(ω − ωk) is the spectral den-
sity which parameterizes the coupling coefficients gk, and
β = 1/kBT is the inverse temperature. Throughout this
article we focus on the following “underdamped Brown-
ian motion spectral density”,
J(ω) =
γλ2ω
(ω2 − ω20)2 + γ2ω2
, (3)
which is characterized by a resonance frequency ω0, a
width γ, and a strength λ. A spectral density of this
form is a convenient basis in which one can represent a
range of other spectral densities [59, 60].
In the under-damped limit (γ < 2ω0), it is conve-
nient to decompose the correlation function, for Eq. (3)
in Eq. (2), as C(t) = C0(t) +M(t), where
C0(t) =
λ2e−γt/2
4Ω
[
CR0 (t) + C
I
0 (t)
]
, (4)
3in terms of CR0 = coth [β(Ω + iΓ)/2] exp (iΩt) + H.c.
(where H.c. denotes Hermitian conjugation) and CI0 =
e−iΩt − eiΩt, and
M(t) = −2λ
2γ
β
∞∑
k>0
ωke
−ωkt
[(Ω + iΓ)2 + ω2k] [(Ω− iΓ)2 + ω2k]
,
(5)
with the definitions Γ = γ/2, Ω2 = ω20 − Γ2, and ωk =
2pik/β (k ∈ N) for the Matsubara frequencies.
Intuitively, the C0(t) part of the correlation function
characterizes the resonant part of the bath, with a shifted
resonant frequency Ω and decay rate γ/2. On the other
hand, the M(t) part of the correlation function seems
to have a less transparent description: it has no res-
onances but infinite sub-contributions which decay at
rates equal to ωk (hence we will name it the “Matsub-
ara correlation”). One way to explore its meaning is to
study what happens to the qubit dynamics after impos-
ing C(t) → C0(t), i.e., completely neglecting it. Note
that this will induce an error even at zero temperature
(β →∞) due to the competition between the factor β−1
and the Matsubara frequencies approaching the contin-
uum.
To proceed with our intuitive analysis, it is worth con-
sidering the Fourier transform of the correlation func-
tion, i.e., the power-spectrum S(ω) =
∫∞
−∞ dt C(t)e
iωt =
J(ω)[1 + coth(βω/2)]. From this expression it is possible
to check that the power-spectrum encodes the symmetry
condition
S(ω) = exp (βω)S(−ω) . (6)
When the coupling to the environmental degrees of free-
dom is small compared to the qubit eigenfrequency ω¯ =
(ω2q +∆
2)1/2/2, the effect of the bath can be studied per-
turbatively (for example by using the Fermi golden rule).
In this case, the qubit will absorb (relax) energy from
(into) the environment at rates proportional to S(−ω¯)
(S(ω¯)) so that Eq. (6) encodes the physical meaning of
the detailed balance condition. As a consequence, by ne-
glecting the Matsubara correlations, we are then going to
break this balance [61, 62]. Nevertheless, the qubit will
still reach an equilibrium thermal state at the effective
temperature
βeff =
1
ω¯
log
S0(ω¯)
S0(−ω¯) , (7)
where S0(ω) =
∫∞
−∞ dt C0(t)e
iωt. The relation between
βeff and the actual temperature β intuitively quantifies
the effect of the Matsubara correlations when the cou-
pling to the environment is very weak.
On the other hand, when the coupling with the envi-
ronment starts to be a significant (but still perturbative)
fraction of the system eigenfrequency, hybridization ef-
fects between the system and the bath become relevant.
As it will be shown in a later section, the Matsubara cor-
relations are essential to be able to correctly model both
the non-Markovian and the equilibrium properties in this
parameter regime (and which, in the weak-coupling case,
were encoded in the detailed balance condition). We first
describe the HEOM, and how the Matsubara term can
be included, even at zero temperature, with a fitting ap-
proach.
III. THE HIERARCHICAL EQUATIONS OF
MOTION
The HEOM method can in principle describe the exact
behavior of the system in contact with a bosonic environ-
ment, without approximations. The derivation can be
found in [45, 46] and [50], and the general procedure can
be described as follows. Using the Gaussian properties of
the free bath, one can write down a formally exact time-
ordered integral for the reduced state of the system (or
equivalently, a path-integral representation). This is diffi-
cult to solve directly. However, by assuming that the free
bath correlation functions take can be written as a sum
of exponentials, one can take repeated time derivatives to
construct an exact series of coupled equations describing
the physical density matrix, and auxiliary ones encoding
the correlations between system and environment. These
can be truncated at a level that gives convergent results.
The problem then lies in parameterizing the correla-
tion functions of a given physical bath with a sum of
exponentials. In practise one can either fit [48, 49, 52]
the correlation functions directly with exponentials, or fit
the spectral density using a sum of overdamped (Drude-
Lorentz) or underdamped Brownian motion spectral den-
sities [8, 59, 60]. However, for the latter, as one might
expect from the discussion so far, the Matsubara frequen-
cies in Eq. (5) become increasingly important at low-
temperatures [63]. These frequencies, in the HEOM, are
numerically challenging to take into account due to the
increasing number of auxiliary density operators [47, 64]
(though using an alternative Pade´ decomposition with
the HEOM has been explored as a way to optimally cap-
ture the influence of these terms [65]).
In the zero-temperature (β → ∞) limit, the Matsub-
ara frequencies ωk = 2pik/β approach a continuum, i.e.,
2pi/β → dx → 0 for 2pik/β → x. As a consequence, we
can represent the Matsubara correlation in Eq. (5) as the
integral
M(t) = −γλ
2
pi
∫ ∞
0
dx
xe−xt
[(Ω + iΓ)2 + x2] [(Ω− iΓ)2 + x2]
(8)
However, this integral representation does not give a
direct solution in exponential form. Using a fitting pro-
cedure we have found that we can capture the influence
of these terms with the minimum of a biexponential func-
tion,
Mbiexp(t) = c1e
−µ1t + c2e−µ2t (9)
where cm and µi are real (for the choice of Matsubara de-
composition we use here). Adding more terms increases
4the accuracy of the fit only marginally. In addition, each
exponent leads to an added factorial level of complexity
in using the HEOM method, thus one would like to keep
the number of exponents to a minimum. In Figure 1, we
give an example of the fitting of the correlation function.
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FIG. 1. The top two panels show (a) real and (b) imagi-
nary parts of the correlation function for the underdamped
Brownian motion spectral density with λ = 0.4ω0, γ = 0.4ω0,
T = 0. The blue solid curves show the analytical formula from
Eq. (2) and the red dashed curves show the reconstruction of
the same using four exponentials. Two of the exponents are
given by the Matsubara fitting and the other two by the an-
alytical non-Matsubara formula Eq. (4). In the bottom left
panel (c) we explicitly plot the Matsubara part of the corre-
lation function M(t) alone, and its fit Eq. (9). The error in
the fit is shown in the bottom right panel (d), which is also
the same as the error in the real part of the correlation func-
tion. The imaginary part is exact and has no error after the
reconstruction.
Given the above decomposition, we can finally write
the full equations of motion. However, the non-
Matsubara terms given in Eq. (4) produce four exponents
when decomposed into real and imaginary parts and em-
ployed with a fully generic formulation of the HEOM [48].
It is more numerically convenient to reduce these to two
exponents, following [50], by defining (for β =∞ for no-
tational simplicity) the new parameters c3 =
λ2
4Ω (1− i),
c4 =
λ2
4Ω (1 + i), µ3 = −iΩ + Γ, and µ4 = iΩ + Γ. Mean-
while, as described above, the Matsubara terms are en-
tirely real, and given by Eq. (9).
In the HEOM itself we denote the physical and aux-
iliary density matrices as ρn¯ where n¯ = [n1, n2, .., nK ],
(where here K = 4), is a multi-index composed of non-
negative integers nk. The physical density matrix of
the system, traced over the environment, is given by
ρ0¯ = ρ[0,0,...,0] ≡ TrE(ρT ). Any other index denotes
an auxiliary density operator which encodes the correla-
tions between system and environment, as we will discuss
later. We use ρn¯k± to denote a higher order ADO which
differs from ρn¯ in the k
th index by ±1. For instance,
ρ02+ = ρ[0,1,0,...,0]. The equations of motion given by
HEOM can be compactly written in the Liuoville space
as the,
ρ˙n¯ = (−iL −
K∑
k=1
nkµk)ρn¯ − i
K∑
k=1
(L−k ρn¯k− + L+k ρn¯k+ )
(10)
where Lρ = [Hs, ρ] and the L±k are Liouvilie space op-
erators depending on the spin-bath coupling operator
and the exponential decomposition of the correlation
function [45, 46] given by L−k ρn¯k− = nk(cRk [Q, ρn¯k− ] +
cIk{Q, ρnk− }) and L+k ρn¯k+ = [Q, ρnk+ ]. Note again that
this is not a generic construction [48], but is specific for
the choice of decomposition of correlation functions we
use here.
A. Environment as a discrete set of modes
Before discussing results predicted by the HEOM, it
is useful to consider two complementary methods based
on discrete decompositions of the environment. The idea
that the behavior of an infinite continuum environment
can be described by a finite set of discrete modes arises in
both the methodology of “pseudo-modes” [54, 58, 66–68]
and the so-called “reaction coordinate mapping” [55–57].
The former is based on the identification of frequencies
in the correlation functions which are then assigned to a
set of “unphysical pseudo-modes” [54, 58].
In contrast, the reaction-coordinate (RC) method is in-
stead based on a formal mapping of the full Hamiltonian
environment Hamiltonian to a single “reaction coordi-
nate” and a residual (perturbative) environment.
1. Pseudomodes model
As shown in the seminal work of Garraway [54] (and
recently confirmed and generalized by Tamascelli et al.
[58, 69]), as long as the free correlation function of a dis-
crete set of modes accurately reproduces the correlation
function of the full bath, their effect on a given system
should be identical, a concept that recalls in spirit Bau-
drillard: “The simulacrum is never that which conceals
the truth–it is the truth which conceals that there is none.
The simulacrum is true.”[70].
From the discussion so far, and the generalized proof
in [58], it is evident that we can capture the full cor-
relation function of the free environment Eq. (2) with a
single under-damped mode for the non-Matsubara part
Eq. (4), and two additional modes, from the fitting pro-
cedure Eq. (9), which capture the Matsubara frequency
contributions Eq. (5). By construction, at zero temper-
ature, the resulting dynamics of the system coupled to
5these effective modes should obey the total Hamiltonian,
Hpm =
ωq
2
σz +
∆
2
σx + σz
3∑
i=1
λi(ai + a
†
i ) +
3∑
i=1
ζia
†
iai
(11)
Here, ζ1 = Ω, Ω =
√
ω20 − Γ2, ζ2 = ζ3 = 0, λ1 = λ/
√
2Ω,
λ2 =
√
c1, λ3 =
√
c2 (where c1 and c2 are the coefficients
of the fitted Matsubara terms in Eq. (9), and ζ2 = ζ3 = 0
because Eq. (9) contains no oscillating components).
The damping of each pseudo-mode is simply described
by a Lindbladian with the corresponding loss rate,
Di[ai] = Gi(2aiρa†i − a†iaiρ− ρa†iai), (12)
where G1 = Γ, G2 = µ1, Gi = µ2.
Note that the couplings λ2 and λ3 between the pseu-
domodes associated with the Matsubara terms and the
system are complex (since c1 and c2 are required to be
negative), and thus the above Hamiltonian is strangely
non-Hermitian. This situation is not immediately cov-
ered by the general proof in [58]. We extend their proof
in Appendix F, and show that, to properly take into ac-
count the negative c1 and c2, the dynamics of the sys-
tem has to be computed by solving the following pseudo-
Schrodinger equation for the density matrix ρ
d
dt
ρ = −i[Hpm, ρ] +D[ρ] . (13)
where D[ρ] =
∑3
i=1Di[ai]. The adjective pseudo not
only refers to the pseudomodes in question, but also to
the fact that, when Hpm is non-Hermitian, we are pur-
posely not taking the Hermitian conjugate when Hpm
acts on the right of ρ.
While we refer to Appendix F for a detailed justifica-
tion, given the non-Hermitian nature of the Hamiltonian
in Eq. (11), it is worth presenting here a sketch of the
proof.
Following a parallel strategy to the one presented in
[58], it is possible to show that the dynamics of observ-
ables in the system+pseudomodes space (obtained by
solving the pseudo-Lindblad equation above), is equiva-
lent to a reduced pseudo-unitary dynamics in which each
pseudomode is coupled to a bosonic environment under
a rotating wave approximation and with a constant spec-
tral density (defined for both positive and negative fre-
quencies).
As mentioned, the prefix pseudo- refers to the fact
that the Hermitian conjugate is never taken when con-
sidering the Schro¨dinger equation for the density matrix.
From this auxiliary model, the reduced system’s dynam-
ics can be obtained through a Dyson equation. When
the pseudomodes and their environments are in an ini-
tial Gaussian state, this equation is fully specified by the
two-time correlation function of the coupling operator∑3
i=1 λi(ai + a
†
i ).
The advantage of considering an non-Hermitian
Hamiltonian together with a pseudo-Schro¨dinger equa-
tion in this derivation is that, by doing so, the Dyson
equation for the reduced dynamics of the system is for-
mally equivalent to one where the system is physically
interacting with a single environment via a Hermitian
coupling operator characterized by the same correlation
function C0(t) +Mbiexp(t). This completes the proof.
To summarize, the reduced system dynamics computed
from Eq. (13) is equivalent to that of the original spin-
boson model, Eq. (1), under the assumption (or, in our
case, approximation, due to the fitting procedure used
to capture the Matsubara terms) that the correlation in
Eq. (2) has the form,
C(t) = C0(t) +Mbiexp(t) . (14)
Remarkably, we will see in a later section that this
three-mode model precisely reproduces the results of the
HEOM model, both when the Matsubara frequencies
(modes) are neglected, and when they are included, and
that they also allow for an interpretation of the auxiliary
density matrices in the HEOM. In addition, the latter
suggests that the HEOM can be derived, in some cases,
from the pseudo-mode model itself (akin to the “dissipa-
ton” model introduced by Yan [71]).
We finish this section with a brief note on the effect of
neglecting the Matsubara correlations, i.e., in consider-
ing the approximation C(t) 7→ C0(t). In this case, only a
single pseudomode is needed, i.e., i = 1 in Eq. (11) and
Eq. (12). Alternatively, as we show in the Appendix,
this single pseudomode can be understood as mediating
the interaction between the system and a residual bath
of bosonic modes (with annihilation operator fk and fre-
quency ω′k) with the Hamiltonian
HMats =
ωq
2
σz +
∆
2
σx + λσz
(a1 + a
†
1)√
2Ω
+ Ωa†1a1
+
∑
k
ω′kf
†
kfk +
∑
k
g′k√
2Ω
√
2ω′k
(
f†ka1 + a
†
1fk
)
.
(15)
where the couplings g′α describing the interaction with
the residual environment are characterized by the spec-
tral density JMats(ω) = γΩ and defined for both positive
and negative frequencies. This system has an interest-
ing relation to another technique used to model the spin
boson model: the reaction coordinate mapping.
2. Reaction coordinate (RC) mapping
Returning to the full spin-boson Hamiltonian, in the
reaction coordinate approach a unitary transformation
maps the environment to a single-mode “reaction coor-
dinate” and a residual bath. As discussed in [11, 57, 72],
for the underdamped Brownian motion spectral density
the new Hamiltonian is
6HRC =
ωq
2
σz +
∆
2
σx + λσz
(a+ a†)√
2ω0
+ ω0a
†a
+
∑
k
ω′′kd
†
kdk +
(
a+ a†
)∑
k
g′′k
(
dk + d
†
k
)
√
2ω0
√
2ω′′k
.(16)
where the residual bath, described by operators dk, with
frequencies ω′′k and couplings g
′′
k , has an Ohmic spectral
density Jres(ω) = γω. Given this new frame, for small γ
such that a Born-Markov-secular approximation for the
residual bath is valid, one can derive a new master equa-
tion which describes the dynamics of the system coupled
to the reaction coordinate, and which preserves detailed
balance by definition [see Eq. (A3) in Appendix A].
Conversely, it is interesting to understand what set of
approximations in the RC model are equivalent to ne-
glecting the Matsubara correlations as in Eq. (15). To
achieve this goal, we adapt the intuitive procedure out-
lined in [3] (see also [69]). To start, we rewrite the spec-
tral density in Eq. (3) as a sum of two Lorentzians
J(ω) =
γλ2
4Ω
[
1
(ω − Ω)2 + Γ2 −
1
(ω + Ω)2 + Γ2
]
. (17)
We now consider the effects of rotating-wave and Markov
approximations in computing the correlations in Eq. (2).
Intuitively, the rotating wave-approximation neglects
terms in which the system decays to a lower state by ab-
sorbing energy from the bath (or vice versa) while the
Markov approximation (for the interaction between the
RC and the residual bath) replaces weak frequency de-
pendencies with their value at resonance. Furthermore,
we need to consider that, from the analysis of Eq. (15),
the residual bath should have both positive and negative
frequencies.
In order to impose the rotating-wave approximation
([3, 73]) at positive (negative) frequencies, we neglect the
peak at negative (positive) frequencies in the spectral
density, i.e., the second (first) term in Eq. (17). With
this in mind, by inserting Eq. (17) into Eq. (2), we obtain
C(t) ' λ
2γ
8piΩ
∫ ∞
−∞
dω
coth[βΩ/2] cosωt− i sinωt
(ω − Ω)2 + Γ2
− λ
2γ
8piΩ
∫ ∞
−∞
dω
coth[−βΩ/2] cosωt− i sinωt
(ω + Ω)2 + Γ2
=
λ2
2Ω
e−Γte−iΩt
(18)
where, in the first step, we both approximated the value
of the hyperbolic cotangent at the resonant values ±Ω,
enforcing the Markov approximation [3], and set β →∞.
This correlation function is the same as the non-
Matsubara part in Eq. (4) for β → ∞. Thus, in the
context of the RC Hamiltonian, when we ignore the Mat-
subara terms, we are performing both a rotating-wave
approximation and Markov approximation on the inter-
action between the collective mode and the residual envi-
ronment. Note that these considerations, while shedding
intuition upon the relation between the two models in
Eq. (16) and Eq. (15), should not be considered as a rig-
orous mapping (for example, the RC and pseudomode
have different frequencies).
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FIG. 2. Bath mode occupation for the various methods. For
the RC method this is directly the RC mode occupation
〈
a†a
〉
.
For the HEOM and the pseudomode methods this is the oc-
cupation of the effective mode associated with the frequency
Ω. The parameters are λ = 0.2ω0, γ = 0.05ω0, ωq = 0,
∆ = ω0, T = 0. The upper panel (a) gives the results of
the three models we consider without Matsubara terms (both
direct, and effective in the RC case). For this choice of pa-
rameters all three models coincide. In the lower panel (b) we
show the three models with Matsubara terms included, and
all three tend towards to a steady-state which corresponds to
the ground state of HRC (dashed-dotted black line).
Overall this suggests that the Matsubara frequencies
play two roles: first of all, they restore detailed balance,
both on the level of the system, in the weak-coupling
regime (as expected), and also on the level of the system
and RC mode, in the strong-coupling and narrow-bath
regime. Secondly, beyond the weak-coupling and narrow-
bath regime, they describe the non-negligible influence
of ‘background’ modes in the environment not captured
by the reaction coordinate itself (e.g., strong correlations
with the residual bath).
IV. VIRTUAL EXCITATIONS IN THE GROUND
STATE
An interesting phenomenon that arises in the ultra-
strong coupling regime where the qubit-environment cou-
pling gk is comparable to the bath frequencies ωk in
Eq. (1) is the appearance of virtual photons [28]. In this
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FIG. 3. The effective inverse temperature βeff extracted from
the steady-state populations of the qubit, using the pseudo-
mode method without Matsubara corrections. For weak cou-
pling, λ = 0.01ω0, we see that the effective inverse tempera-
ture fits closely that given by the detailed balance considera-
tion in Eq. (7), and arises due to the neglect of the Matsubara
terms. As the coupling is increased to λ = 0.2ω0, we see that
the effective inverse temperature decreases relative to that
predicted by Eq. (7), due to hybridization between system
and environment.
scenario, the hybridized system-environment “ground-
state” (which in principle should be the steady-state at
zero temperature) contains a finite population of photons
which cannot be directly observed (or emitted into “other
modes” or environments).
In our treatment of the ultra-strong coupling regime,
the Matsubara terms are crucial to get the correct pho-
ton population in a single collective mode, and trap that
population. In order to show this, we first consider the
RC picture where the collective bath coordinates are ap-
proximated with a single mode,∑
k
gk√
2ωk
(b†k + bk) ≡
g√
2ω0
(a† + a) (19)
This mapping gives a very clear picture of the dominant
influence of the environment in terms of the collective RC
mode, such that any virtual or real photon population
of the collective mode is given by the expectation of the
number operator,
〈
a†a
〉
(though this does not directly
correspond to the original bath-mode occupation).
Can a similar quantity be extract from the HEOM? It
has been shown [74, 75] that higher-order moments of the
total bath coupling operator can be extracted from cer-
tain combinations of auxiliary density operators returned
by the HEOM. Similarly, for a single undamped mode,
[76] showed that the population is given by the second
level auxiliary density matrix. In our case, we can ex-
tract populations that correspond to precisely those of
the pseudo-modes (see Appendix B). For example, the
occupation of the first pseudo-mode is given by〈
a†1a1
〉
= ρ1,1,0,0/λ
2
1. (20)
It is clear then that the ADOs and the pseudo-modes
bear a close relationship.
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FIG. 4. Bath mode occupation for a strongly coupled broad
bath λ = ω0, γ = ω0, and again set ωq = 0, ∆ = ω0, T = 0.
The upper panel (a) gives the results of the three models we
consider without Matsubara terms (both direct, and effective
in the RC case). For this choice of parameters all the HEOM
and pseudomode models coincide, but the RC model shows
some deviations it does not take into account the renormalized
frequency Ω. In the lower panel (b) we show the three models
with Matsubara terms included, and now only the RC model
tends to the ground-state of HRC , while the pseudo-mode and
HEOM models coincide and take into account corrections due
to strong correlations with the effective ‘Matsubara modes’
(note that the RC model is not corrected by just including the
renormalized frequency, as shown by the red dot-dashed line,
which shows the ground-state occupation for an RC model
with a phenomenologically altered frequency, i.e., by setting
the frequency of the RC mode in Eq. (A2) to be equal to Ω).
As we can see in Fig. 2, (starting from the initial con-
dition of a zero-temperature environment, and the qubit
in the ground-state of the free system Hamiltonian), in
the absence of the Matsubara terms, the population of
the excited state of the two-level system (see Fig. 5 in
the appendix), and the population of the a1 mode pre-
dicted by the HEOM from Eq. (20) matches closely that
of the RC model with the approximation of the RWA for
the RC-residual bath coupling and a flat-residual-bath
approximation (described by Eq. (A5)). In this case the
population increases to a steady state which can be as-
cribed to the artificial non-equilibrium situation induced
by neglecting the Matsubara correlation (see Fig. 3 for a
comparison of the resulting effective inverse temperature
to that predicted by Eq. (7)). In the RC model, with-
out Matsubara contributions, because the state ρ(t), of
the qubit and RC mode, evolves through the Lindblad
equation shown in Eq. (A5), characterized by the bare
8annihilation operator a, the rate of energy dissipation
into the residual environment is given by
J(t) = γω0 Tr
(
a†aρ(t)
)
(21)
i.e., proportional to the average photons in the steady-
state. However we know that this emission is unphysical,
as it both violates detailed balance and energy conserva-
tion.
In contrast, the addition of the Matsubara terms to
the HEOM, the addition of the Matsubara modes to the
pseudo-mode model, and the corresponding removal of
the unphysical assumptions in the RC model, results in
dynamics in all three cases which tend towards a steady
state which is close to the ground state of the coupled
system-RC Hamiltonian. In this case the HEOM and
pseudo-mode model match exactly, while the RC model
gives qualitative agreement. This trend is one of our
primary results: the addition of Matsubara terms to the
HEOM (or equivalently Matsubara modes to the pseudo-
mode model) restores detailed balance, and traps pho-
tons in an effective ground state, as confirmed by the RC
model. In this case the state ρ(t) of the qubit and RC
mode evolves through the Lindblad equation shown in
Eq. (A1) and Eq. (A3) characterized by jump operators
between eigenstates. As a consequence, since the steady-
state is the ground-state, there is no steady-state energy
dissipation (see Eq. (A4)) into the residual bath.
As γ is increased, cf. Fig. 4, we see a deviation be-
tween HEOM and RC models (see also Fig. 5 for a com-
parison of system populations). For strong coupling and
broad baths, the Matsubara terms become more relevant,
as does the error arising from the fitting procedure. In
the appendix we perform an error analysis which sug-
gests that the difference between the RC results and the
HEOM results exceed potential errors arising from the fit.
Thus, we primarily ascribe this difference to the break-
down of the perturbative approximation for the residual
bath in the RC model, which becomes more pronounced
as γ is increased.
One might attribute the difference to the fact the RC
model does not take into account the frequency shift that
we see in Eq. (4). However, phenomenologically solving
for the ground state of the system coupled to an RC
mode with renormalized frequency Ω actually predicts a
larger population (shown by the red dot-dashed line in
Fig. 4) than the normal system-RC ground-state due to
the decreased frequency of the non-Matsubara mode [28].
The fact that this predicted population is also larger than
the full HEOM/pseudo-mode results suggests that, as γ
is increased, the correlations between the system and the
pseudo-modes associated with the Matsubara frequencies
become stronger, and actually reduce the population in
the non-Matsubara pseudo-mode [28]. However, without
the RC model to guide us with a physical interpretation
in this limit, it becomes difficult to associate the popu-
lations of the Matsubara modes to real physical modes,
collective or otherwise [56, 77–80]. In fact, as described
earlier, since their contribution to the correlation func-
tions of the bath is negative in the parameter regimes
we consider here, in the pseudo-mode model their cou-
pling to the system is non-Hermitian, accentuating their
purely mathematical nature.
V. CONCLUSION
We have analyzed the dynamics and steady-state prop-
erties of the zero-temperature spin boson model in the
strong and ultra-strong coupling regime using three dif-
ferent techniques. We showed that the Matsubara terms,
taken into account with a fitting procedure in the HEOM
and pseudo-mode methods, restore detailed balance, even
in the ultra-strong coupling regime. This was validated
by a comparison to the reaction coordinate method,
which also indicates the Matsubara terms are important
for the correct ‘trapping’ of virtual excitations in the col-
lective ground-state.
Simultaneously, we showed that a pseudo-mode model
can exactly capture the same dynamics as the HEOM,
and can take into account negative contributions to the
correlation functions, like the Matsubara frequencies,
via a “pseudo-Schro¨dinger equation”. Our results also
elucidate the relationships and differences between the
three methods employed herein, particularly the strong
relationship between pseudo-mode treatment and the
HEOM.
Future work includes generalizing to arbitrary spec-
tral densities for systems such as superconducting qubits
coupled to transmission lines (with potentially structured
environments [81]), and photosynthetic complexes [4–10].
In addition, in the broad-bath limit, it may be possible
to assign direct physical meaning to the ADOs of the
HEOM, and the Matsubara modes of the pseudomode
method, by comparison to bosonic-chain mappings of the
environment [56, 77–80], in the same way the RC map-
ping guides us in this work. This might allow, for exam-
ple, inspection of spatial dependencies of the photon pop-
ulation, as revealed by other methods [36, 37]. We hope
that these new insights can help towards a better un-
derstanding of ultrastrong coupling at zero-temperature
in continuum systems, and emphasize the impact of the
positive frequency nature of many physical environments
(and the resulting appearance of Matsubara frequencies).
ACKNOWLEDGMENTS
We would like to thank Stephen Hughes for helpful sug-
gestions on the pseudomode approach, and Ken Funo,
David Zueco, Simone De Liberato, and Fabrizio Min-
ganti for feedback and comments. S.A. was supported
by the RIKEN IPA program. N.L. acknowledges sup-
port from JST PRESTO, Grant No. JPMJPR18GC.
N.L. and F.N. acknowledge support from the RIKEN-
AIST Joint Research Fund and the Sir John Templeton
Foundation. F.N. is partly supported by the MURI Cen-
9ter for Dynamic Magneto-Optics via the Air Force Of-
fice of Scientific Research (AFOSR) (FA9550-14-1-0040),
Army Research Office (ARO) (Grant No. W911NF-18-1-
0358), Asian Office of Aerospace Research and Develop-
ment (AOARD) (Grant No. FA2386-18-1-4045), Japan
Science and Technology Agency (JST) (the Q-LEAP pro-
gram, the ImPACT program and CREST Grant No. JP-
MJCR1676), Japan Society for the Promotion of Science
(JSPS) (JSPSRFBR Grant No. 17-52-50023, JSPS-FWO
Grant No. VS.059.18N).
[1] A. J. Leggett, S. Chakravarty, A. Dorsey, M. P. Fisher,
A. Garg, and W. Zwerger, Reviews of Modern Physics
59, 1 (1987).
[2] H.-P. Breuer and F. Petruccione, The theory of open
quantum systems (Oxford University Press on Demand,
2002).
[3] G.-L. Ingold, in Coherent Evolution in Noisy Environ-
ments (Springer, 2002) pp. 1–53.
[4] A. Ishizaki and G. R. Fleming, Proc. Natl. Acad. Sci.
USA 106, 17255 (2009).
[5] G. Panitchayangkoon, D. V. Voronine, D. Abramavicius,
J. R. Caram, N. H. Lewis, S. Mukamel, and G. S. Engel,
Proceedings of the National Academy of Sciences 108,
20908 (2011), arXiv:1001.5108 [physics.bio-ph].
[6] P. Nalbach, A. Ishizaki, G. R. Fleming, and M. Thor-
wart, New J. Phys. 13, 063040 (2011).
[7] N. Lambert, Y. N. Chen, Y. C. Cheng, C. M. Li, G. Y.
Chen, and F. Nori, Nat. Phys. 9, 10 (2013).
[8] H.-B. Chen, N. Lambert, Y.-C. Cheng, Y.-N.
Chen, and F. Nori, Sci. Rep. 5, 12753 (2015),
arXiv:arXiv:1503.02412v1.
[9] A. Ishizaki and G. R. Fleming, Annual Review of Con-
densed Matter Physics 3, 333 (2012).
[10] G. D. Scholes, G. R. Fleming, L. X. Chen, A. Aspuru-
Guzik, A. Buchleitner, D. F. Coker, G. S. Engel, R. van
Grondelle, A. Ishizaki, D. M. Jonas, J. S. Lundeen, J. K.
McCusker, S. Mukamel, J. P. Ogilvie, A. Olaya-Castro,
M. A. Ratner, F. C. Spano, K. B. Whaley, and X. Zhu,
Nature 543, 647 (2017).
[11] P. Strasberg, G. Schaller, N. Lambert, and T. Brandes,
New Journal of Physics 18, 073007 (2016).
[12] D. Newman, F. Mintert, and A. Nazir, Physical Review
E 95, 032139 (2017).
[13] A. A. Anappara, S. De Liberato, A. Tredicucci, C. Ciuti,
G. Biasiol, L. Sorba, and F. Beltram, Physical Review
B 79, 201303 (2009).
[14] Y. Todorov, A. M. Andrews, R. Colombelli, S. De Lib-
erato, C. Ciuti, P. Klang, G. Strasser, and C. Sirtori,
Physical review letters 105, 196402 (2010).
[15] T. Niemczyk, F. Deppe, H. Huebl, E. Menzel, F. Hocke,
M. Schwarz, J. Garcia-Ripoll, D. Zueco, T. Hu¨mmer,
E. Solano, et al., Nature Physics 6, 772 (2010).
[16] Y. Todorov, A. M. Andrews, R. Colombelli, S. De Lib-
erato, C. Ciuti, P. Klang, G. Strasser, and C. Sirtori,
Phys. Rev. Lett. 105, 196402 (2010).
[17] G. Scalari, C. Maissen, D. Hagenmller, S. De Liberato,
C. Ciuti, C. Reichl, W. Wegscheider, D. Schuh, M. Beck,
and J. Faist, Journal of Applied Physics 113, 136510
(2013), https://doi.org/10.1063/1.4795543.
[18] J. J. Garca-Ripoll, B. Peropadre, and S. De Liberato,
Scientific Reports 5, 16055 (2015).
[19] A. F. Kockum, A. Miranowicz, S. D. Liberato, S. Savasta,
and F. Nori, Nature Reviews Physics 1, 19 (2018).
[20] P. Forn-Dı´az, L. Lamata, E. Rico, J. Kono, and
E. Solano, arXiv preprint arXiv:1804.09275 97 (2018).
[21] I. de Vega and D. Alonso, Rev. Mod. Phys. 89, 015001
(2017).
[22] L. Magazzu`, P. Forn-Dı´az, R. Belyansky, J.-L. Orgiazzi,
M. Yurtalan, M. Otto, A. Lupascu, C. Wilson, and
M. Grifoni, Nature communications 9, 1403 (2018).
[23] W.-M. Zhang, P.-Y. Lo, H.-N. Xiong, M. W.-Y. Tu, and
F. Nori, Phys. Rev. Lett. 109, 170402 (2012).
[24] X. Gu, A. Frisk Kockum, A. Miranowicz, Y.-x. Liu, and
F. Nori, Phys. Rep. 718-719, 1 (2017).
[25] L. Garziano, V. Macr`ı, R. Stassi, O. Di Stefano, F. Nori,
and S. Savasta, Phys. Rev. Lett. 117, 043601 (2016).
[26] V. Macr`ı, F. Nori, and A. F. Kockum, 98 (2018),
10.1103/physreva.98.062327, arXiv:1810.09808.
[27] R. Stassi, A. Ridolfo, O. Di Stefano, M. J. Hartmann,
and S. Savasta, Phys. Rev. Lett. 110, 243601 (2013).
[28] S. De Liberato, Nature Comm. 8, 1465 (2017).
[29] A. F. Kockum, A. Miranowicz, V. Macr`ı, S. Savasta, and
F. Nori, Phys. Rev. A 95, 063849 (2017).
[30] S. De Liberato, D. Gerace, I. Carusotto, and C. Ciuti,
Phys. Rev. A 80, 053810 (2009).
[31] S. De Liberato, Phys. Rev. A 89, 017801 (2014).
[32] J. R. Johansson, G. Johansson, C. M. Wilson, and
F. Nori, Phys. Rev. Lett. 103, 147003 (2009).
[33] J. R. Johansson, G. Johansson, C. M. Wilson, P. Delsing,
and F. Nori, Phys. Rev. A 87, 043804 (2013).
[34] M. Cirio, S. De Liberato, N. Lambert, and F. Nori, Phys.
Rev. Lett. 116, 113601 (2016).
[35] M. Cirio, K. Debnath, N. Lambert, and F. Nori, Phys.
Rev. Lett. 119, 053601 (2017).
[36] B. Peropadre, D. Zueco, D. Porras, and J. J. Garc´ıa-
Ripoll, Phys. Rev. Lett. 111, 243602 (2013).
[37] C. Sa´nchez Mun˜oz, F. Nori, and S. De Liberato, Nature
Comm. 9, 1924 (2018).
[38] D. Zueco and J. Garca-Ripoll, arXiv:1806.01952 (2018).
[39] M. V. Gustafsson, T. Aref, A. F. Kockum, M. K. Ek-
stro¨m, G. Johansson, and P. Delsing, Science 346, 207
(2014).
[40] J. P. Mart´ınez, S. Le´ger, N. Gheeraert, R. Dassonneville,
L. Planat, F. Foroughi, Y. Krupko, O. Buisson, C. Naud,
W. Hasch-Guichard, S. Florens, I. Snyman, and N. Roch,
npj Quantum Information 5 (2018), 10.1038/s41534-018-
0104-0.
[41] R. Kuzmin, R. Mencia, N. Grabon, N. Mehta, Y.-H. Lin,
and V. E. Manucharyan, arXiv:1805.07379 (2018).
[42] R. Kuzmin, N. Mehta, N. Grabon, R. Mencia, and
V. E. Manucharyan, npj Quantum Information 5 (2019),
10.1038/s41534-019-0134-2.
[43] A. Messinger, B. G. Taketani, and F. K. Wilhelm,
arXiv:1810.03446 (2018).
[44] M. Wertnik, A. Chin, F. Nori, and N. Lambert,
The Journal of Chemical Physics 149, 084112 (2018),
https://doi.org/10.1063/1.5040898.
10
[45] Y. Tanimura and R. Kubo, Journal of the Physical Soci-
ety of Japan 58, 101 (1989).
[46] A. Ishizaki and Y. Tanimura, Journal of the Physical
Society of Japan 74, 3131 (2005).
[47] Z. Tang, X. Ouyang, Z. Gong, H. Wang, and J. Wu, The
Journal of Chemical Physics 143, 224112 (2015).
[48] A. Fruchtman, N. Lambert, and E. M. Gauger, Scientific
Reports 6, 28204 (2016).
[49] C. Duan, Z. Tang, J. Cao, and J. Wu, Physical Review
B 95, 214308 (2017).
[50] J. Ma, Z. Sun, X. Wang, and F. Nori, Physical Review
A 85 (2012), 10.1103/physreva.85.062323.
[51] Z. Sun, L. Zhou, G. Xiao, D. Poletti, and J. Gong, Phys.
Rev. A 93, 012121 (2016).
[52] N. S. Dattani, D. M. Wilkins, and F. A. Pollock, arXiv
preprint arXiv:1205.4651 (2012).
[53] F. Mascherpa, A. Smirne, S. F. Huelga, and M. B. Ple-
nio, Phys. Rev. Lett. 118, 100401 (2017).
[54] B. M. Garraway, Phys. Rev. A 55, 2290 (1997).
[55] A. Garg, J. N. Onuchic, and V. Ambegaokar, The Jour-
nal of Chemical Physics 83, 4491 (1985).
[56] R. Martinazzo, B. Vacchini, K. H. Hughes, and
I. Burghardt, The Journal of Chemical Physics 134,
011101 (2011).
[57] J. Iles-Smith, N. Lambert, and A. Nazir, Physical Re-
view A 90, 032114 (2014).
[58] D. Tamascelli, A. Smirne, S. F. Huelga, and M. B. Ple-
nio, Phys. Rev. Lett. 120, 030402 (2018).
[59] C. Meier and D. J. Tannor, The Journal of chemical
physics 111, 3365 (1999).
[60] C. Kreisbeck and T. Kramer, J. Phys. Chem. Lett. 3,
2828 (2012), arXiv:1203.1485.
[61] P. Ha¨nggi and G.-L. Ingold, Chaos: An Interdisci-
plinary Journal of Nonlinear Science 15, 026105 (2005),
https://doi.org/10.1063/1.1853631.
[62] W. Majewski, Journal of Mathematical Physics 25, 614
(1984).
[63] J. Strumpfer and K. Schulten, Journal of Chemical The-
ory and Computation 8, 2808 (2012).
[64] J. M. Moix and J. Cao, The Journal of chemical physics
139, 134106 (2013).
[65] J.-J. Ding, R.-X. Xu, and Y. Yan, The Jour-
nal of Chemical Physics 136, 224103 (2012),
https://doi.org/10.1063/1.4724193.
[66] A. Imamoglu, Phys. Rev. A 50, 3650 (1994).
[67] S. Hughes, M. Richter, and A. Knorr, Opt. Lett. 43,
1834 (2018).
[68] S. Franke, S. Hughes, M. K. Dezfouli, P. T. Kristensen,
K. Busch, A. Knorr, and M. Richter, arXiv:1808.06392
(2018).
[69] A. Lemmer, C. Cormick, D. Tamascelli, T. Schaetz, S. F.
Huelga, and M. B. Plenio, New Journal of Physics 20,
073002 (2018).
[70] J. Baudrillard, Simulacra and Simulation (University of
Michigan Press, 1981).
[71] Y. Yan, The Journal of Chemical Physics 140, 054105
(2014), https://doi.org/10.1063/1.4863379.
[72] J. Iles-Smith, A. G. Dijkstra, N. Lambert, and A. Nazir,
J. Chem. Phys. 144, 044110 (2016).
[73] R. Loudon, The Quantum Theory of Light (Oxford Sci-
ence Publ., 1992).
[74] L. Zhu, H. Liu, W. Xie, and Q. Shi, The
Journal of Chemical Physics 137, 194106 (2012),
https://doi.org/10.1063/1.4766358.
[75] L. Song and Q. Shi, Phys. Rev. B 95, 064308 (2017).
[76] C. Schinabeck, R. Ha¨rtle, and M. Thoss, Phys. Rev. B
97, 235429 (2018).
[77] J. Prior, A. W. Chin, S. F. Huelga, and M. B. Plenio,
Phys. Rev. Lett. 105, 050404 (2010).
[78] A. W. Chin, A. Rivas, S. F. Huelga, and M. B. Ple-
nio, Journal of Mathematical Physics 51, 092109 (2010),
https://doi.org/10.1063/1.3490188.
[79] M. P. Woods, R. Groux, A. W. Chin, S. F. Huelga,
and M. B. Plenio, Journal of Mathematical Physics 55,
032101 (2014), https://doi.org/10.1063/1.4866769.
[80] A. W. Chin, J. Prior, R. Rosenbach, F. Caycedo-Soler,
S. F. Huelga, and M. B. Plenio, Nat Phys 9, 113 (2013).
[81] A. Potocnik, A. Bargerbos, F. A. Y. N. Schro¨der, S. A.
Khan, M. C. Collodo, S. Gasparinetti, Y. Salathe, C. Cre-
atore, C. Eichler, H. E. To¨reci, A. W. Chin, and A. Wall-
raff, Nature Communications 9, 904 (2018).
[82] H.-S. Goan, C.-C. Jian, and P.-W. Chen, Phys. Rev. A
82, 012111 (2010).
[83] C. Gardiner and P. Zoller, Quantum noise: a handbook of
Markovian and non-Markovian quantum stochastic meth-
ods with applications to quantum optics, Vol. 56 (Springer
Science, 2004).
Appendix A: Reaction coordinate (RC) mapping
The reaction coordinate (RC) mapping is described in
detail in [11, 55–57], and we will only discuss it briefly.
After the mapping, one can derive an appropriate master
equation description of the residual bath. For the full
RC-model to which we compare the HEOM results in
the main paper we use a Born-Markov-secular master
equation description of the residual bath (described by
the dk modes in Eq. (16)), which has the form:
ρ˙ = −i[HRC , ρ] +D(1)[ρ] (A1)
where
HRC =
ωq
2
σz +
∆
2
σx + σz
λ√
2ω0
(a+ a†) + ω0a†a
(A2)
and
D(1)[ρ] =
∑
i,j>i
Di,j [ρ] (A3)
D
(1)
i,j [ρ] = Jres(∆i,j)X¯i,j [2|ψi〉〈ψj |ρ|ψj〉〈ψi|
− |ψj〉〈ψj |ρ− ρ|ψj〉〈ψj |] .
Here ∆i,j is the energy difference between the eigen-
states ψi and ψj of HRC . In addition, X¯i,j =
|〈ψj |Xˆ|ψi〉|2, Xˆ = (a+ a†)/
√
2ω0.
This master equation is used to produce the purple
dashed curves in Figure 4. For small values of γ (nar-
row spectral densities) this qualitatively approximates
the HEOM result. The master equation predicts an en-
ergy dissipation into the environment in the following
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form:
J(t) =
∑
i,j>i
∆i,jJres(∆i,j)X¯i,jTr (|ψj〉〈ψj |ρ(t)) . (A4)
1. RC with RWA and flat-bath spectral density
We wish to see the effect of removing the Matsubara
terms from the RC method. In the HEOM method, it
is as straightforward as ignoring them in the correlation
function. However, to produce an effective RC model
which takes into account the neglect of Matsubara terms
we have to turn to the series of approximations suggested
by Ingold [3]. First, the interaction in Eq. (16) between
the RC mode and the residual bath is forced to obey a
rotating=wave approximation (even though such an ap-
proximation is not justified). Second, the residual bath
spectral density is set as frequency independent such that
Jflat(ω) = γΩ. Applying both approximations, in ad-
dition to the standard Born-Markov-secular approxima-
tions, leads to the following master equation,
ρ˙ = −i[HRC , ρ] +D(2)[ρ] (A5)
where as before
HRC =
ωq
2
σz +
∆
2
σx + σz
λ√
2ω0
(a+ a†) + ω0a†a
(A6)
and now
D(2)[ρ] =
γ
2
[2aρa† − a†aρ− ρa†a]. (A7)
Note that in the two master equations in this section
the frequency of the RC is found to be ω0. However,
the frequency of the primary oscillating-mode correla-
tion function, and the corresponding pseudomode, is
Ω = (ω20 − (γ/2)2)1/2. The difference arises because that
renormalized frequency is exact to all orders, while the
frequency for the RC mode master equation in contact
with the residual bath is only approximate.
Now we can see that the results produced by this “in-
correct” derivation of the master equation are, for small
γ, exactly the same as the one by the HEOM method
where the Matsubara frequencies are ignored, see Figure
(5).
Appendix B: Virtual excitations from auxiliary
density operators
Several works [74, 75] have explicitly shown how to
extract moments of the bath coupling operator X =∑
k
gk√
2ωk
(
bk + b
†
k
)
and the equivalent sum of mass
weighted momenta, P = i
∑
k gk
√
ωk
2
(
b†k − bk
)
from the
ADOs of the HEOM. In the limit of a single (and con-
sequently undamped) mode in the environment, Schin-
abeck et al [76] showed that the occupation of the (es-
sentially single) bath mode can be extracted from certain
second-level ADOs in the hierarchy.
In the general case, we can make progress by mak-
ing a similar comparison between the HEOM and the
equations of motion for the coupling operators for each
pseudo-mode in Eq. (11). In the interaction picture,
each mode operator rotates as ai(t) = ai exp (−iωit).
The equation of motion for TrE [λiai(t)ρ(t)], derived from
the Lindbladian master equation given in Eq. (11) and
Eq. (12), follows as,
d
dt
TrE [λiai(t)ρ(t)] (B1)
= (−iL − iΩ− Γ)TrE [λiai(t)ρ(t)]
− i
[
σz TrE [λiai(t)
(∑
k
λk{ak(t) + ak(t)†}
)
ρ(t)]
− TrE [
(∑
k
λk{ak(t) + ak(t)†}
)
λiai(t)ρ(t)]σz
]
.
Here, Lρ = −i[Hs, ρ]. We can compare this to the equa-
tion of motion of ρ0,0,0,1 in the HEOM as per Eq. (10),
d
dt
ρ0,0,0,1 = (−iL − iΩ− Γ)ρ0,0,0,1 (B2)
− i
[
σz
∑
k
P k+ρ
0,0,0,1 − P k+ρ0,0,0,1σz
]
.
where the operator P k+ρ
n = ρnk+1 raises the kth ele-
ment of n by one. Similar equations can be derived
for the other first-tier ADOs and we can immediately
make a correspondence between the two equations, such
that
〈
a†1a1
〉
= ρ0,0,1,1/λ
2
1. Note that the non-Matsubara
pseudo-mode is associated with the last two indices, cor-
responding to a1(t) and a1(t)
†, while the two Matsubara
modes, being zero frequency modes, are just associated
with a single index each.
Appendix C: Error bounds from fitting
The error due to the numerical fitting of the infinite
Matsubara sum with the biexponential in Eq. (9) will in-
evitably lead to an error in the dynamics of the system.
This has been discussed extensively in Mascherpa et al.
[53] where it was argued that an error in the correla-
tion function, ∆C(t), leads to a corresponding error in
the expectation of any operator which is bound by the
inequality,
|∆〈Oˆ(t)〉 | ≤ || Oˆ ||
(
e
∫ t
0
dt′
∫ t′
0
dt′′|∆C(t′−t′′)| − 1
)
(C1)
where || Oˆ || denotes the operator norm. In this sec-
tion we consider whether this result is useful to char-
acterize the error in the dynamics of our model in the
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FIG. 6. Error in the dynamics given by the coherence ρ01 term of the density matrix in the σz basis by considering a pure
dephasing model. We compare the error according to [53] against the error due to our Matsubara fitting approach. The error
due to the fitting is computed by simulating the dynamics exactly by taking the full infinite Matsubara integral and then by
considering only two terms from the fitting and finding the difference in the dynamics. The actual dynamics is shown in the
inset. In the left figures, λ = 0.2ω0, γ = 0.05ω0, ωq = 0, ∆ = 0, T = 0. In the center figures λ = 0.4ω0, γ = 0.4ω0. In the
right figures λ = ω0, γ = ω0. We see that in all cases, at long times, the dynamics is very sensitive to the error. In the very
broad-bath case (c) the performance in comparing to the pure dephasing results is misleading since the suppression of the error
is just due to the very fast decay of the coherences.
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FIG. 5. Probability for the qubit to be in its excited state ρ11 = 〈1|ρ|1〉, as given by different methods. The left panels use
the parameters λ = 0.2ω0, γ = 0.05ω0, ωq = 0, ∆ = ω0, T = 0, as in Fig. 2. The right panels use λ = ω0, γ = ω0, as in Fig. 4.
The curves follow the same labelling scheme as Fig. 2 and Fig. 4.
main text. Before showing that result, we first discuss another comparison we will make: the exactly solvable
pure-dephasing model.
1. Pure dephasing model
The pure dephasing case is given by the condition
∆ = 0 in the Hamiltonian in Eq. (1). Since the pure de-
phasing case has an analytical solution, we can in princi-
ple also use it as a benchmark for comparing errors. The
evolution of the density matrix is given, in the σz basis,
by [82],
ρ =
[
ρ00(0) ρ01(0)e
−F (t)
ρ10(0)e
−F¯ (t) ρ11(0)
]
,
13
with F (t) = iωqt+
∫ t
0
dτD(τ), and D(τ) is defined as,
D(τ) = 2
∫ τ
0
ds
[
C(τ − s) + C¯(τ − s)] , (C2)
where C(t) is the correlation function.
Let us write C(t) =
∑
k cke
µkt, where ck and µk can
be real or imaginary (note here that ck and µk refer to
a generic decomposition of the correlation functions, not
the one we define in the main text). This easily allows
us now to write D(τ) as a sum of exponentials as well.
After integrating we again obtain a sum of exponentials,
I(τ) =
∫ τ
0
dsC(τ − s) =
∫ τ
0
ds
∑
k
cke
µk(τ−s)
=
∑
k
ck
[
eµkτ − 1
µk
]
. (C3)
Using this expression into Eq. (C2), we can write
D(τ) = 2
∑
k
ck
µk
(eµkτ − 1) + H.c. (C4)
This gives∫ t
0
dτD(τ) = 2
∑
k
[
ck
µ2k
(eµkt − 1)− ck
µk
t
]
+ H.c.(C5)
Now, for any correlation function which is a sum of ex-
ponentials we can easily write down the evolution as two
parts: the sum of exponents from the non-Matsubara
part and an integral taking into account the full Mat-
subara contribution,
∫ t
0
D(τ) =
∫ t
0
D0(τ) +
∫ t
0
Dm(τ). In
our case, the Matsubara terms are already given as an
infinite sum of exponentials and in the zero temperature
limit this is easy to calculate,
∫ t
0
dtDm(τ) = 4
∫ t
0
dτ
∫ τ
0
ds
[
−4λ
2γ
pi
(
pi
β
)2 ∞∑
n=1
ne−2npis/β
[(Ω + iΓ)2 + (2npi/β)2][(Ω− iΓ)2 + (2npi/β)2]
]
= −4λ
2γ
pi
∫ t
0
dτ
∫ τ
0
ds
∫ ∞
0
dx
xe−xs
[(Ω + iΓ)2 + x2][(Ω− iΓ)2 + x2]
= −4λ
2γ
pi
∫ ∞
0
dx
1
[(Ω + iΓ)2 + x2][(Ω− iΓ)2 + x2]
(
t+
e−xt − 1
x
)
where we took 2npi/β → x. We use this expression to
compare the dynamics of the pure dephasing model for
the full Matsubara contribution against our approxima-
tion using just two exponents. In Figure (6) we show
the comparison for different parameter regimes, and the
bound in the same system quantities given by the in-
equality in Eq. (C1).
Unfortunately, it becomes apparent from the figure
that both the bound proposed in [53], and the pure de-
phasing result, are exponentially sensitive to errors in the
fit at long times (when the error is comparable to the evo-
lution time), which in the main text is one of the regimes
we are interested in. However, it turns out that in terms
of the influence of an error in the correlation functions
on the system dynamics, the pure dephasing case is the
worst case, as discussed [53], and hence, unfortunately,
these results do not give us much information about the
potential error in results away from the regime ∆ = 0. In
addition, for long time scales the error bound from [53]
is a very weak bound. A potential alternative method to
characterize stability and error of results is discussed in
the next section.
Appendix D: Sensitivity of the dynamics to
perturbations
In order to further evaluate the sensitivity of the dy-
namics and steady-state to the quality of the fitting of
the Matsubara terms for ∆ 6= 0, we numerically compute
the evolution with small random perturbations added to
the fit parameters. We use the standardized measure of
dispersion of a distribution, the coefficient of variation,
to quantify how much the steady-state population varies
as we inject random perturbations to the parameters of
our fitting.
The coefficient of variation is defined as the ratio be-
tween the standard deviation and mean (σ/µ) of observa-
tions. In this case, the observations are the steady-state
populations of the system density matrix. The parame-
ters that we will perturb are the amplitudes of the biex-
ponentials (c1, c2) and the frequencies (µ1, µ2) in Eq. (9).
We inject perturbations as follows,
ci → ci(1 + δ)
µi → µi(1 + δ),
where δ ∈ [−δmax, δmax] is the perturbation in the param-
eters with maximum absolute value δmax. In Fig. (7), we
plot (σ/µ) against randomly picked values of δ from a
uniform distribution and then compute the statistics af-
ter 200 runs.
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The intuition here is that these results show that addi-
tional small perturbations (errors) in the fitting parame-
ters do not give a large variance in the results. Given that
we also know the error in the fit without these additional
perturbations, these results give us an intuition about
how that error influences the steady-state of the system
(see the next section for an example). Primarily how-
ever, these results show that as the perturbations/errors
are decreased, the coefficient of variation for the steady
state populations also decreases, suggesting that we can
place a qualitative error bound on the final results.
Appendix E: Steady-state vs coupling
As discussed in the main text, as the coupling strength
increases, the HEOM and pseudomode predictions di-
verge from that of the RC model. We also note that,
as the coupling increases, the Matsubara terms become
more important. To clarify this, and give an example for
the error analysis performed in the previous section, we
compare the steady-state system excitation probability,
and the bath-mode photon population, as a function of
the coupling strength at zero temperature, see Figure (8).
In the absence of a strong result on the error bounds
of the various methods, we will try to make a qualita-
tive argument here regarding the difference in the RC,
HEOM/pseudomode predictions. Our sensitivity analy-
sis in the previous section suggests that potential pertur-
bations, or errors, in the fitting of the Matsubara terms
can lead to errors in the steady-state population. From
a direct comparison between the fit we use in this data,
we estimate the parameter error in the fit to be about
1%. As we see from Fig. 7 an additional injected error of
1–2% introduces a variance in the results at most 2–4%,
even in the USC regime. However, in figure Fig. 8 we see
that the difference in the RC versus HEOM/pseudomode
results are much larger than this potential error from the
inaccuracy in the fit (especially in the broad-bath case,
see Fig. 5) .
Thus, it would be reasonable to believe that this dif-
ference is not just an artifact of a poor fitting of the
Matsubara terms but comes more from the RC approach
being fundamentally inadequate in capturing the full cor-
relations between the qubit and its environment for broad
baths and strong couplings. In addition, this reasoning
suggests the fitting procedure we employ here can give
reliable predictions upto a potential error of 2–4% in the
populations in the long-time limit for the most difficult
parameter choices (broad baths and strong couplings).
One other interesting error-related point in Fig. 8 is
the fact that the system population does not go perfectly
to zero as λ → 0 (the smallest value of λ actually used
in this figure is 1× 10−5ω0). This is because, as we saw
in Fig. 3, at weak coupling we still need the Matsubara
terms to give correct detailed balance. An equivalent plot
without the Matsubara terms results in a residual excited
state population of ρ11 ≈ 0.055, for λ = 1 × 10−5ω0,
whereas with the Matsubara terms included, that popu-
lation extracted from the HEOM solution is 0.001. In
principle this small residual “effective temperature” is
another indication of the quality of the fit, at least for
small coupling strengths.
Appendix F: Pseudomodes
In seminal work [54], Garraway introduced the idea of
modelling the dynamics of an open quantum system by
replacing the environment with a set of bosonic pseudo-
modes. This can simplify the original problem in two
ways. First, the infinite environmental degrees of free-
dom in the original system can be replaced by a finite
set of modes. Second, the time-evolution of the pseudo-
modes can be captured by a Lindblad master equation.
However, in his examples, Garraway restricted himself to
a rotating-wave-approximation form for the interaction
between system and environment, and single excitations.
Recently, his proof was formally extended by Tamascelli
et al. [58] to allow for non-RWA interactions. However,
here we need to adapt their proof to deal with the prob-
lem we face in our main text; what happens if the corre-
lation functions are negative?
In this section, we adapt the results in [58] to explic-
itly write a pseudomodes-model valid when the corre-
lations of the original (Gaussian) bath can be written
as a weighted-sum of exponentials. We show that when
some of these weights are negative, the exact system dy-
namics corresponds to a pseudomode model involving a
modified quantum-mechanical equation of motion with
a non-Hermitian Hamiltonian. Since approximating the
Matsubara correlations in our main text with exponen-
tials requires negative weights, this result has particular
relevance in terms of restoring the correct non-Markovian
and equilibrium physics.
After modelling the correlation function of the original
spin-boson model as a sum of N exponentials, we pro-
ceed in three steps. First, we map the system dynamics
to the situation in which the spin interacts with N
independent harmonic baths. Importantly, these baths
follow a non-standard equation of motion when their
Hamiltonian is non-Hermitian. Second, we show that
each of these baths can be replaced by a non-Hermitian
open quantum system involving a single pseudomode.
The spectral density characterizing the interaction
between each pseudomode and its residual environment
is found to be constant for all positive and negative
frequencies. Third, we show that this open quantum
system is equivalent to imposing a pseudo-Schro¨dinger
master equation for each pseudomode.
We stress that the steps above extend the work done in
[58] by explicitly showing that those results have phys-
ical meaning even when the initial exponential correla-
tions have negative weight. In addition, at several cru-
cial points, we restrict ourselves to the zero-temperature
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case, for notational simplicity.
1. From one bath to N baths
To set the notation, as in the main text we consider a
system S interacting with an environment B of bosonic
modes under the Hamiltonian
H = HS +HB + σzX˜ , (F1)
where bk is the annihilation operators of the k
th bath
mode with energy ωk, and the interaction operator is
X˜ =
∑
k X˜k, where X˜k = gk/
√
2ωk(bk + b
†
k). The
Hamiltonian of the system and bath can be chosen to be
HS = ωq/2 σz + ∆/2 σx and HB =
∑
k ωkb
†
kbk, respec-
tively, as in Eq. (1). Importantly, we assume the initial
state to be factorized as ρS(0)⊗ρB(0), where ρS(0) is the
initial state of the system, and where ρB(0) is a Gaus-
sian state of the bath satisfying TrB [X˜ρB(0)] = 0. The
reduced evolution of the system ρS(t) = TrB [ρ(t)] can be
written as
ρS(t) =
∞∑
n=0
(−i)n
∫ t
0
dt1 · · ·
∫ tn−1
0
dtn
∞∑
n′=0
(i)n
′
∫ t
0
dt′1 · · ·
∫ t′
n′−1
0
dt′n′
TrB
(
X˜(t1) · · · X˜(tn)ρB(0)X˜(t′n′) · · · X˜(t′1)
)
U0(t)σz(t1) · · ·σz(tn)ρS(0)σz(t′n′) · · ·σz(t′1)U†0 (t) ,
(F2)
where X˜(t) = exp(iHBt)X˜ exp(−iHBt), and σz(t) =
U†0 (t)σzU0(t), with U0(t) = exp(−iHSt). Since
the initial state of the bath is Gaussian and
such that TrB [X˜ρB(0)] = 0, the correlations
TrB
(
X˜(t1) · · · X˜(tn)ρB(0)X˜(t′n′) · · · X˜(t′1)
)
appearing in
the equation above can, in principle, be retrieved from
the two-time correlation
C(t) = TrB [X˜(t)X˜(0)] . (F3)
For this reason, the reduced Dyson equations in Eq. (F2)
is invariant under splitting of the original bath B into
N independent copies Bi (with initial Gaussian state
ρBi(0)) described by the total Hamiltonian
H ′ = HS +
N∑
i=1
H ′Bi + σz
N∑
i=1
X˜i , (F4)
and such that the two-time correlation functions are con-
strained by
TrB1 · · ·TrBN
( N∏
i=1
ρBi(0)
)
N∑
i=1
X˜i(t)
N∑
j=1
X˜j(0)
 = C(t),
(F5)
where C(t) is the original correlation function in
Eq. (F3). In the equations above, H ′Bi and X˜i are the
free-bath Hamiltonian and coupling operator with sup-
port on the bath Bi. Note that, as before, the time de-
pendence in Eq. (F5) follows the free-bath Hamiltonian
X˜i(t) = exp(iH
′
Bi
)X˜i exp(−iH ′Bit). Since the baths are
independent, the constraint in Eq. (F5) can be written
as
C(t) =
N∑
i=1
Tr[ρBi(0)X˜i(t)X˜i(0)]
+
∑
i 6=j
TrBi
[
ρBi(0)X˜i(t)
]
TrBj
[
ρBi(0)X˜j(0)
]
.
(F6)
To satisfy the equation above it is sufficient to impose
N∑
i=1
TrBi [ρBi(0)X˜i(t)X˜i(0)] = C(t)
TrBi
(
ρBi(0)X˜i(0)
)
= 0 ∀i = 1, · · · , N .
(F7)
The simplicity of decomposing the original bath into N
independent ones as just described hides an important
point. In fact, since we are only interested in the dynam-
ics of the reduced system ρS(t), we can let the coupling
operators X˜i (and henceH
′) to be non-Hermitian, as long
as they satisfy the contraints in Eq. (F7) and give rise to
equations of motion in the same form as in Eq. (F2) with
the substitution X˜ 7→∑Ni=1 X˜i. To ensure the latter, we
need to impose the equation of motion
d
dt
ρ′(t) = −i[H ′, ρ′(t)] . (F8)
We here explicitly stress that, for a non-Hermitian Hamil-
tonian H ′ the usual Shro¨dinger dynamics would imply
the right-hand side of the previous equation to take the
form−i[H ′ρ′(t)− ρ(t)H ′†]. Here however, in order to en-
sure the invariance of the Dyson equation, we need to
impose Eq. (F8) instead. Under these hypothesis
ρ′S(t) = ρS(t) , (F9)
where ρ′S = TrB1 · · ·TrBn [ρ′(t)].
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2. From N baths to N pseudomodes
Following [58], we now can proceed a step further to
show that each of the baths Bi can be replaced by a
single pseudomode (associated to a Hilbert space Ri, an-
nihilation operator ai, and frequency Ωi) interacting with
a residual environment Ei (whose modes are associated
with annihilation operators bi,α and have frequency ωi,α)
so that the full now Hamiltonian reads
H ′′ = HS +H ′′B + σz
N∑
i=1
X˜ai (F10)
where X˜ai = λi/
√
2Ωi(a
†
i + ai), with the parameters λi
setting the scale for the interaction between the pseu-
domodes and the system. We also defined the free-bath
Hamiltonian as
H ′′B =
N∑
i=1
H ′′Bi , (F11)
where
H ′′Bi = Ωia
†
iai + i
∑
α
gi,α√
2ωi,α
(b†i,αai − a†i bi,α)
+
∑
α
ωi,αb
†
i,αbi,α .
(F12)
The interaction of each pseudomode with its residual en-
vironment Ei is described by the parameters gi,α which,
in the continuum limit, are charaterized by the spectral
densities
Ji(ω) = pi
∑
α
g2i,α
2ωi,α
δ(ω − ωi,α) . (F13)
We now impose the pseudo-equation of motion (see
Eq. (F8))
d
dt
ρ′′(t) = −i[H ′′, ρ′′(t)] , (F14)
where we stress again that, since the Hamiltonian H ′′
can, in principle, be non-Hermitian, these equations
might be non-standard. Analogously to Eq. (F7), we
also impose the following constraints on the correlations∑
i
TrRiTrEi [ρRi(0)ρEi(0)X˜
a
i (t)X˜
a
i (0)] = C(t)
TrRiTrEi
(
ρRi(0)ρEi(0)X˜
a
i (0)
)
= 0 ,
(F15)
for an initial environmental state of the form∏
i[ρRi(0)ρEi(0)], where ρRi(0) and ρEi(0) are the
initial Gaussian state of the ith pseudomode and
its residual environment, respectively. In the ex-
pression above, the time evolution follows X˜ai (t) =
exp(iH ′′Bit)X˜
a
i exp(−iH ′′Bit). Following the same consid-
erations as above, on the equivalence between two open
quantum systems, Eq. (F14) and Eq. (F15) are sufficient
for the reduced dynamics ρ′′S(t) = TrRTrE [ρ
′′(t)] (where
R =
∏
iRi and E =
∏
iEi) to exactly match the original
one, i.e.,
ρ′′S(t) = ρ
′
S(t) = ρS(t) . (F16)
From Eq. (F15), we see that the correlation C(t) ef-
fectively induces constraints on the spectral densities in
Eq. (F13) and the couplings λi. Specifically, choosing
Ji(ω) to be constant for both positive and negative fre-
quencies, i.e.,
Ji(ω) =
γi
2
, (F17)
and assuming all the pseudomodes and their residual en-
vironments to be initially in their ground state, the re-
duced dynamics of the system is the same as that of the
original spin-boson model with correlations
C(t) =
λ2i
2Ωi
N∑
i=1
e−(iΩi + γi/2)t . (F18)
To show this, we solve the Heisenberg equation of motion
for the free bath and insert the result in Eq. (F15). We
start by noticing that the equal-time commutation re-
lations [bi,α(t), b
†
j,β(t)] = δijδαβ , [ai(t), a
†
j(t)] = δij , and
[bi,α(t), ai(t)] = [bi,α(t), a
†
i (t)] = 0 are satisfied once we
impose them as an initial condition (the dynamics of the
open quantum system is unitary). We can now formally
write the equations of motion for the residual environ-
ments Ei as
d
dt
bi,α = i[H
′′
B , bi,α] = −iωi,αbi,α +
gi,α
2
√
ωi,α
ai , (F19)
which leads to the following equations for the correspond-
ing Laplace transforms (denoted by an overhead bar)
b¯†i,α + b¯i,α =
(
b†i,α(0)
s− iωi,α +
bi,α(0)
s+ iωi,α
)
+
gi,α
[
s(a¯†i + a¯i) + iωi,α(a¯
†
i − a¯i)
]
√
2ωi,α(s2 + ω2i,α)
b¯†i,α − b¯i,α =
(
b†i,α(0)
s− iωi,α −
bi,α(0)
s+ iωi,α
)
+
gi,α
[
s(a¯†i − a¯i) + iωi,α(a¯†i + a¯i)
]
√
2ωi,α(s2 + ω2i,α)
,
(F20)
where s is the complex variable introduced by the Laplace
transformation. Similarly, we can write the Heisenberg
equations for the pseudomodes as
a˙i = i[H
′′
B , ai] = −iΩiai −
∑
α
gi,α√
2ωi,α
bi,α , (F21)
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which, after a Laplace transform, reads
sx¯i = xi(0) + Ωip¯i −
∑
α
gi,α√
2ωi,α
(b¯†i,α + b¯i,α)
sp¯i = pi(0)− Ωix¯i − i
∑
α
gi,α√
2ωi,α
(b¯†i,α − b¯i,α) ,
(F22)
in terms of the dimensionless quadratures xi = a
†
i + ai
and pi = i(a
†
i−ai). By inserting Eq. (F20) into Eq. (F22)
we finally obtain
sx¯i = xi(0) +
(
Ωi −
∑
α
g2i,α
2(s2 + ω2i,α)
)
p¯i
−s
∑
α
g2i,α
2ωi,α(s2 + ω2i,α)
x¯i − xini
sp¯i = pi(0)−
(
Ωi −
∑
α
g2i,α
2(s2 + ω2i,α)
)
x¯i
−s
∑
α
g2i,α
2ωi,α(s2 + ω2i,α)
p¯i − pini ,
(F23)
where
xini =
∑
i,α
gi,α√
2ωi,α
(
b†i,α(0)
s− iωi,α +
bi,α(0)
s+ iωi,α
)
pini = i
∑
i,α
gi,α√
2ωi,α
(
b†i,α(0)
s− iωi,α −
bi,α(0)
s+ iωi,α
)
.
(F24)
Using Eq. (F13), we can write Eq. (F23) in the continuum
limit as
sx¯i = xi(0) +
[
Ωi −
∫ ∞
−∞
dω
Ji(ω)ω
pi(s2 + ω2)
]
p¯i
−s
∫ ∞
−∞
Ji(ω)
pi(s2 + ω2)
x¯i − xini
sp¯i = pi(0)−
[
Ωi −
∫ ∞
−∞
dω
Ji(ω)ω
pi(s2 + ω2)
]
x¯i
−s
∫ ∞
−∞
Ji(ω)
pi(s2 + ω2)
p¯i − pini .
(F25)
By inserting Eq. (F17) into the equation above we obtain
sx¯i = xi(0) + Ωip¯i − γi/2 x¯i − xini
sp¯i = pi(0)− Ωix¯i − γi/2 p¯i − pini .
(F26)
Note that, from Eq. (F11), it seems that we have not
introduced the correct renormalization terms for the fre-
quency of the pseudomodes. In fact, this is justified
by the choice of spectral densities in Eq. (F17) as the
additional term which renormalizes the frequencies in
Eq. (F25) is lim
Λ→∞
∫ Λ
−Λ
dω
Ji(ω)ω
pi(s2 + ω2)
= 0, where we reg-
ularized the integral at infinity. For this reason, the fre-
quencies Ωi already correspond to the correctly renormal-
ized ones. Using the equation above we find the following
equation for the Laplace transform of the quadratures xi
[(s+γi/2)
2+Ω2i ]x¯i = (s+γi/2)[xi(0)−xin]+Ωi[pi(0)−pini ].
(F27)
which we can insert into the first of Eq. (F15) to finally
obtain the correlation function as
C(t) =
N∑
i=1
λ2i
2Ωi
L−1t {TrRiTrEi [ρRi(0)ρEi(0)x¯ixi(0)]}
=
N∑
i=1
λ2i
2Ωi
1
2pii
∫
ds
{
[s+ γi/2]〈x(0)x(0)〉Ri
(s+ γi/2)2 + Ω2i
est
+
Ωi〈p(0)x(0)〉Ri
(s+ γi/2)2 + Ω2i
est
}
=
N∑
i=1
λ2i
2Ωi
e−(iΩi + γi/2)t ,
(F28)
where X˜ai = λi/
√
2Ωixi and we defined 〈·〉Ri ≡
TrRi [ · ρRi(0)] as the trace over the ith pseudomode,
and L−1t as the inverse Laplace transform. We also used
〈xi(0)〉Ri = 0, together with 〈xi(0)xi(0)〉Ri = 1 and
〈pi(0)xi(0)〉Ri = −i, since ρRi(0) is the pseudomodes’
ground-state. This correlation is the same as the one
in Eq. (F18) which is the result we wanted to prove to
deduce Eq. (F16).
3. The pseudo-Lindblad equation
Following [58, 83], we can now complete the third step
promised at the beginning of this section, i.e., showing
that the reduced dynamics of the system can be obtained
by considering the following effective pseudo-Lindblad
dynamics for the system and the pseudomodes Ri
d
dt
ρpm = L[ρpm] , (F29)
where L[ρ] = −i[Hpm, ρ] +
∑
iDi[ρ], where the pseudo-
modes Hamiltonian reads
Hpm = HS + σz
∑
i
X˜ai +
N∑
i=1
Ωia
†
iai , (F30)
and where Di[ρ] = γi/2
[
2aiρa
†
i − (a†iaiρ+ ρa†iai)
]
. As
before, when Hpm is non-Hermitian, the equation of mo-
tion above are non-standard.
To proceed in the proof, we use Eq. (F29) to find that
all operators OˆSR(t) with support on the system and
pseudomodes space satisfy the equation of motion
d
dt
〈[OˆSR]〉SR = i〈[Hpm, OˆSR]〉SR +
N∑
i=1
〈[D†i (OˆSR)]〉SR ,
(F31)
where we defined 〈·〉SR = TrSR[ · ρSR(0)] [with
ρSR(0) = ρS
∏N
i=1 ρRi(0)] and where D
†
i [·] is the ad-
joint of the operator Di[·] with respect to the trace,
i.e., TrSR[Di(Aˆ)Bˆ] = TrSR[AˆD
†
i (Bˆ)] for any oper-
ator Aˆ, Bˆ with support on the system and pseu-
domode Hilbert spaces SR. Specifically, D†i [ρ] =
18
γi/2
[
2a†iρai − (a†iaiρ+ ρa†iai)
]
. In parallel, from
Eq. (F10), we obtain the following Heisenberg equation
of motion
d
dt
〈[OˆSR]〉SRE = i〈[H ′′, OˆSR]〉SRE (F32)
= i〈[Hpm, OˆSR]〉SRE
−
∑
i,α
gi,α√
2ωi,α
〈b†i,α[ai, OˆSR]〉SRE
+
∑
i,α
gi,α√
2ωi,α
〈[a†i , OˆSR]bi,α〉SRE ,
where 〈·〉SRE = TrE1 · · ·TrENTrSR. To close the equa-
tions above, we need to compute the equation of motion
d
dt
bi,α = i[H
′′, bi,α] for the operators bi,α(t) of the resid-
ual baths. This leads to a result which is equivalent to
Eq. (F20), and which reads
∑
α
gi,α√
2ωi,α
b¯i,α(t) = b
in
i (t) +Ai(t) , (F33)
where
bini (t) = L−1t
[∑
α
gi,αbi,α(0)√
2ωi,α(s+ iωi,α)
]
(F34)
Ai(t) = L−1t
[∑
α
g2i,αa¯i
2ωi,α(s+ iωi,α)
]
.
Now, using the convolution theorem and the identities
L−1t [1/(s+ iω)] = e−iωt and L−1t [a¯i] = ai(t), we notice
that, in the continuum limit, the last term in the previous
expression can be written as
Ai(t) =
1
pi
L−1t
[∫ ∞
−∞
dω
Ji(ω)
s+ iω
a¯i
]
=
γi
2pi
∫ ∞
−∞
dω
∫ t
0
dt′ai(t′)e−iω(t−t
′) (F35)
=
γi
2
ai(t) ,
where we used
∫∞
−∞ dωe
i(t′−t) = 2piδ(t−t′) and ∫ t
0
dt′δ(t−
t) = 1/2 (see [83], Eq. 5.3.12).
Using Eq. (F35) and Eq. (F33) into Eq. (F32), allows us
to write
d
dt
〈OˆSR(t)〉SRE = i〈[Hpm, OˆSR(t)]〉SRE −
N∑
i=1
γi
2
[
〈a†i (t)[ai(t), OˆSR(t)]〉SRE − 〈[a†i (t), OˆSR(t)]ai(t)〉SRE
]
= i〈[Hpm, OˆSR(t)]〉SRE +
N∑
i=1
〈D†i [OˆSR(t)]〉SRE , (F36)
where we used the fact that, since the residual en-
vironment is in the ground state, bi,α(0)ρEi(0) =
ρEi(0)b
†
i,α(0) = 0. We can now notice that Eq. (F31)
and Eq. (F36), despite referring to different underlying
spaces, lead to the very same set of closed equation for
operators with support in SR, hence predicting the same
physical dynamics in such a space. In the Schro¨dinger
picture this results in
TrR[ρpm(t)] = ρ
′′
S(t) = ρS(t) , (F37)
where we used Eq. (F16). This completes our proof.
For completeness, it is also interesting to explicitly
show that Eq. (F29) gives, indeed, the same correlations
as in Eq. (F28). In particular, we want to compute the
correlations for the “free” pseudomodes, i.e.,
Cpm(t) = TrR [F (t)F (0)ρR(0)] , (F38)
where F (t) = eL
†
Rt[F (0)], with LR[ · ] =
−i[∑i Ωia†iai, · ] + ∑iDi[ · ], and where F (0) =∑N
i=1 X˜
a
i =
∑N
i=1 λi/
√
2Ωi(a
†
i + ai). We further de-
fined ρR(0) =
∏
i ρRi(0), where ρRi(0) is the initial
state of each pseudomodes (which, as before, we as-
sume to be the ground state). From its definition, we
note that F (t) =
∑N
i=1 λi/
√
2Ωi[a
†
i (t) + ai(t)] where
a†i (t) + ai(t) = e
L†Rt[a†i + ai]. The operator a
†
i (t) + ai(t)
can be found solving the coupled differential equation (to
be compared with Eq. (F26)
d
dt
(a†i (t) + ai(t)) = L
†
R[a
†
i (t) + ai(t)]
= iΩi(a
†
i (t)− ai(t))−
γi
2
(a†i (t) + ai(t))
d
dt
(a†i (t)− ai(t)) = L†R[a†i (t)− ai(t)]
= iΩi(a
†
i (t) + ai(t))−
γi
2
(a†i (t)− ai(t)),
(F39)
whose solution can be plugged into Eq. (F38) to obtain
Cpm(t) = C(t) . (F40)
4. Modelling the absence of Matsubara correlations
In this subsection we apply the previous analysis to
the case in which the full correlation function in Eq. (2)
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is approximated as
C(t)→ C0(t) = λ
2
2Ω
e−iΩte−γ/2t , (F41)
i.e., we completely neglect the Matsubara correlations in
Eq. (5) in the zero temperature limit. From Eq. (F11) we
find that this corresponds to an open quantum system in
which a single pseudomode (with annihilation operator
a) mediates the interaction between the system and the
residual environment (with modes associated to annihi-
lation operators bα and frequency ωα) as
HMats = HS + σz
λ√
2Ω
(a+ a†) + Ωa†a
+
∑
α
ωαb
†
αbα +
∑
α
gα√
2Ω
√
2ωα
(
b†αa− a†bα
)
.
(F42)
As described in Eq. (F17), the coupling gα to the residual
environment are determined, in the continuum limit, by
the spectral density
JMats(ω) = γΩ . (F43)
Note that the apparent additional 2Ω factor in the equa-
tion above with respect to Eq. (F17) just reflects a dif-
ferent definition of the residual couplings in Eq. (F42)
with respect to Eq. (F11). In alternative, from the re-
sults in the previous section, we also find that the system
dyanmics can be found by solving
d
dt
ρeff = −i[Heff, ρMats] +DMats[ρMats] , (F44)
where
Heff = HS + σz
λ√
2Ω
(a+ a†) + Ωa†a
DMats[ρMats] =
γ
2
(
2aρMatsa
† − a†aρMats − ρMatsa†a
)
,
(F45)
and tracing out the pseudomode from ρMats. The equa-
tion of motion in Eq. (F44) describes the effect of ne-
glecting the Matsubara correlations which are needed
to model the correct equilibrium and non-Markovian
physics. Consistently, the Lindblad operator in Eq. (F45)
does not describe a residual bath at thermal equilib-
rium as it does not leave the eigenstates of the system-
pseudomode Hamiltonian Heff invariant. This can lead
to the possibility of peculiar effects such as ground state
decay and, in gerenal, to a constant dissipation of en-
ergy in the steady state. Interestingly, it has been
shown (see Appendix A for a brief overview) that a
modified version of the model in Eq. (F42) can be de-
rived from mapping the original environment into a sin-
gle “reaction coordinate” and a residual (perturbative)
environment. The differences between the two mod-
els can be intuitively ascribed to performing a rotating-
wave and Markov approximations (in the coupling with
the residual bath). Within the perturbative limits for
the coupling to the residual environment, the reaction-
coordinate model leads to master equations [11, 57, 72]
which improve on Eq. (F44) to correctly describe the
equilibrium and Markovian physics of the original spin-
boson model.
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FIG. 7. The coefficient of variation, σ
µ
, of the steady state ex-
cited state population of the qubit against injected perturba-
tions in the parameters of the biexponential fitting (±δmax).
In the top figure λ = 0.2ω0, γ = 0.05ω0, ωq = 0, ∆ = ω0,
T = 0. In the center figures λ = 0.4ω0, γ = 0.4ω0. In the
bottom figures λ = ω0, γ = ω0. These results are averaged
over 200 random choices of perturbed parameters. In the
insets we show examples of the dynamics for perturbations
upto 10% in the parameters. As the perturbations decrease,
we get better results and less deviation for the steady state
populations.
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FIG. 8. In the upper figure we plot the in the steady state
population of the relevant effective “bath mode” against the
coupling strength λ, for ωq = 0, ∆ = ω0, T = 0, and γ = ω0.
In the lower figure we plot the qubit excited state probability
for the same parameters.
