Abstract. In this paper we consider the problem of finding ǫ-approximate stationary points of convex functions that are p-times differentiable with ν-Hölder continuous pth derivatives. We present tensor methods with and without acceleration. Specifically, we show that the non-accelerated schemes take at most O ǫ −1/(p+ν−1) iterations to reduce the norm of the gradient of the objective below a given ǫ ∈ (0, 1). For accelerated tensor schemes we establish improved complexity bounds of O ǫ −(p+ν)/[(p+ν−1)(p+ν+1)] and O | log(ǫ)|ǫ −1/(p+ν) , when the Hölder parameter ν ∈ [0, 1] is known. For the case in which ν is unknown, we obtain a bound of O ǫ −(p+1)/[(p+ν−1)(p+2)] for a universal accelerated scheme. Finally, we also obtain a lower complexity bound of O ǫ −2/[3(p+ν)−2] for finding ǫ-approximate stationary points using p-order tensor methods.
1. Introduction.
1.1. Motivation. In [17] , p-order tensor methods with and without acceleration were proposed for unconstrained minimization of convex functions that are p-times differentiable with Lipschitz continuous pth derivatives. As it is usual in Convex Optimization, these methods aim the generation of a pointx such that
where f is the objective function, f * is its optimal value and ǫ > 0 is a given precision. Specifically, it was shown that the non-accelerated scheme takes at most O(ǫ −1/p ) iterations to reduce the functional residual below a given ǫ > 0, while the accelerated scheme takes at most O(ǫ −1/(p+1) ) iterations to accomplish the same task. These bounds generalize the bounds obtained in [14] and [15] for the cubic regularization of Newton's method. Recently, in [8] , we have extended these tensor methods to handle convex functions with ν-Hölder continuous pth derivatives. It was shown that the nonaccelerated schemes take at most O(ǫ −1/(p+ν−1) ) iterations to generate a point with functional residual smaller than a given ǫ ∈ (0, 1), while the accelerated variants take only O(ǫ −1/(p+ν) ) iterations when the parameter ν is explicitly used in the scheme. For the case in which ν is not known, we also proposed a universal accelerated scheme for which we established an iteration complexity bound of O(ǫ −p/[(p+1)(p+ν−1)] ). These bounds generalize the results obtained in [6, 7] for p = 2.
As a natural development, in this paper we present variants of the methods proposed in [8] that aim the generation of a pointx such that ∇f (x) * ≤ ǫ, * Departamento de Matemática, Universidade Federal do Paraná, Centro Politécnico, Cx. postalfor a given threshold ǫ ∈ (0, 1). In the context of nonconvex optimization, finding approximate stationary points is usually the best one can expect from local optimization methods. In the context of convex optimization, one motivation to search for approximate stationary points is the fact that the norm of the gradient may serve as a measure of feasibility and optimality when one applies the dual approach for solving constrained convex problems (e.g., see [16] ).
We study tensor methods with and without acceleration. It is shown that the non-accelerated schemes take at most O ǫ −1/(p+ν−1) iterations to reduce the norm of the gradient of the objective below a given ǫ ∈ (0, 1), when the objective is convex, and O ǫ −(p+ν)/(p+ν−1) iterations, when f is nonconvex. These complexity bounds extend our previous results reported in [6] for regularized Newton methods (case p = 2). Moreover, our complexity bound for the nonconvex case agrees in order with the bounds obtained in [11] and [4] for different tensor methods. For accelerated tensor schemes we establish improved complexity bounds of O ǫ and of O | log(ǫ)|ǫ −1/(p+ν) , when the Hölder parameter ν ∈ [0, 1] is known. In contrast, when ν is unknown, we prove a bound of O ǫ −(p+1)/[(p+ν−1)(p+2)] for a universal accelerated scheme. For the case in which ν and the corresponding Hölder constant are known, we also propose tensor schemes for the composite minimization problem. Finally, we derive lower complexity bounds of O ǫ −2/[3(p+ν) −2] and of O ǫ −2(p+ν)/[3(p+ν) −2] iterations for p-order tensor methods find ǫ-approximate stationary points of convex functions with ν-Hölder continuous pth derivatives. These bounds are obtained, respectively, with respect to the initial distance to the optimal set and to the initial functional residual.
Contents.
The paper is organized as follows. In section 2, we define our problem. In section 3, we present complexity results for tensor schemes without acceleration. In section 4, we present complexity results for accelerated schemes. In section 5 we analyze tensor schemes for the composite minimization problem. Finally, in section 6, we establish lower complexity bounds for tensor methods find ǫ-approximate stationary points of convex functions under the Hölder condition. Some auxiliary results are left in the Appendix.
Notations and Generalities
. Let E be a finite-dimensional real vector space, and E * be its dual space. We denote by s, x the value of the linear functional s ∈ E * at point x ∈ E. Spaces E and E * are equipped with conjugate Euclidean norms:
where B : E → E * is a self-adjoint positive definite operator (B ≻ 0). For a smooth function f : E → R, denote by ∇f (x) its gradient, and by ∇ 2 f (x) its Hessian evaluated at point x ∈ E. Then ∇f (x) ∈ E * and ∇ 2 f (x)h ∈ E * for x, h ∈ E. For any integer p ≥ 1, denote by
as follows:
From (2.2), it can be shown that, for all x, y ∈ E,
This property motivates the use of the following class of models of f around x ∈ E:
Note that, by (2.6), if
x,p,H (y) for all y ∈ E.
Tensor Schemes Without Acceleration. Let us consider the following assumption:
H1 H f,p (ν) < +∞ for some ν ∈ [0, 1]. Regarding the smoothness parameter ν, there are only two possible situations: either ν is known, or ν is unknown. In order to cover both cases in a single framework, as in [8] , we shall consider the parameter
Algorithm 1. Tensor Method
Step 0. Choose x 0 ∈ E, H 0 > 0, θ ≥ 0 and ǫ ∈ (0, 1). Set α by (3.1) and t := 0.
Step
Step 2. Set i := 0.
Step 2.1 Compute an approximate solution x
Step 2.2.
holds, set i t := i and go to Step 3. Otherwise, set i := i + 1 and go to Step 2.1.
Step 3. Set x t+1 = x + t,it and H t+1 = 2 it−1 H t .
Step 4. Set t := t + 1 and go back to Step 1.
Remark 3.1. If ν is unknown, by (3.1) we set α = 1 in Algorithm 1. The resulting algorithm is a universal scheme that can be viewed as a generalization of the universal second-order method (6.10) in [6] .
For both cases (ν known or unknonw), Algorithm 1 is a particular instance of Algorithm 1 in [8] in which M t = 2 it H t for all t ≥ 0. Let us define the following function of ǫ:
The next lemma provides upper bounds on M t and on the number of calls of the oracle in Algorithm 1.
Lemma 3.2. Suppose that H1 holds. Given ǫ ∈ (0, 1), assume that {x t } T t=0 is a sequence generated by Algorithm 1 such that (3.6) ∇f (x t ) * > ǫ, t = 0, . . . , T.
Then,
and, consequently,
Moreover, the number O T of calls of the oracle after T iterations is bounded as follows:
Proof. Let us prove (3.7) by induction. Clearly it holds for t = 0. Assume that (3.7) is true for some t, 0 ≤ t ≤ T − 1. If ν is known, then by (3.1) we have α = ν. Thus, it follows from H1 and Lemma A.2 in [8] that the final value of 2 it H t cannot be bigger than 2 max {(3/2)H f,p (ν), 3θ(p − 1)!}, since otherwise we should stop the line search earlier. Therefore,
that is, (3.7) holds for t = t + 1. On the other hand, if ν is unknown, we have α = 1. In view of (3.6), Corollary A.5 [8] and ǫ ∈ (0, 1), we must have
Consequently, it follows that
that is, (3.7) holds for t + 1. This completes the induction argument. Using (3.7), for t = 0, . . . , T − 1 we get M t = 2H t+1 ≤ 2 max {H 0 , N ν (ǫ)}. Finally, note that at the tth iteration of Algorithm 1, the oracle is called i t + 1 times. Since H t+1 = 2 it−1 H t , it follows that i t − 1 = log 2 H t+1 − log 2 H t . Thus, by (3.7) we get
and the proof is complete. Let us consider the additional assumption:
H2 The level sets of f are bounded, that is, max x∈L( be a sequence generated by Algorithm 1 such that, for t = 0, . . . , T , we have
Let m the first iteration number such that
, and assume that m < T . Then
and, for all k, m < k ≤ T , we have
Proof. By Lemma 3.2, this result follows from Theorem 3.1 in [8] with
Now, we can derive global convergence rates for Algorithm 1 in terms of the norm of the gradient.
Corollary 3.4. Under the same assumptions of Theorem 3.3, if T = m + 3s for some s ≥ 1, then
Consequently,
Proof. By Theorem 3.3, we have (3.14) f
for all k, m < k ≤ T . In particular, it follows from (3.4) and (3.14) that
and so (3.12) holds. By assumption, we have g * T > ǫ. Thus, by (3.12) we get
Finally, by analyzing separately the cases in which ν is known and unknown, it follows from (3.15) and (3.5) that (3.13) is true. Remark 3.5. Suppose that the objective f in (2.1) is nonconvex and bounded from below by f * . Then, it follows from (3.4) and (3.8) that
Summing up these inequalities, we get
and so, by (3.5), we obtain T ≤ O ǫ proved in [6] for p = 2. It agrees in order with the complexity bounds proved in [11] and [4] for different universal tensor methods.
Accelerated Tensor Schemes.
The schemes presented here generalize the procedures described in [16] for p = 1 and p = 2. Specifically, our general scheme is obtained by adding Step 2 of Algorithm 1 at the end of Algorithm 4 in [8] , in order to relate the functional decrease with the norm of the gradient of f in suitable points:
Algorithm 2. Adaptive Accelerated Tensor Method
Step 0. Choose
Step 2.1. Compute the coefficient a t,i > 0 by solving equation
Step 2.2. Set γ t,i = a t,i A t + a t,i and compute
Step 2.3 Compute an approximate solution x
Step 2.4. If either condition ∇f (x
holds, set i t := i and go to Step 3. Otherwise, set i := i + 1 and go back to Step 2.1.
Step 3. Set
Step 5. Setz t = arg min {f (y) : y ∈ {z t , x t+1 }} and j := 0.
Step 6. Set j := 0.
Step 6.1 Compute an approximate solution z
Step 6.2 If either ∇f (z
holds, set j t := j and go to Step 7. Otherwise, set j := j + 1 and go to Step 6.1.
Step 7. Set z t+1 = z + t,jt , H t+1 = 2 jt−1 H t , t := t + 1 and go to Step 1.
Let us define the following function of ǫ:
In Algorithm 2, note that {x t } is independent of {z t }. The next theorem establishes global convergence rates for the functional residual with respect to {x t }.
Theorem 4.1. Assume that H1 holds and let the sequence {x t } T t=0 be generated by Algorithm 2 such that, for t = 0, . . . , T we have
Proof. As in the proof of Lemma 3.2, it follows from (4.3), (4.2) and Lemmas A.6 and A.7 in [8] 
Then, (4.4) follows directly from Theorem 4.2 in [8] with M ν = 2 max H 0 ,Ñ ν (ǫ) . Now we can obtain global convergence rates for Algorithm 2 in terms of the norm of the gradient.
Theorem 4.2. Suppose that H1 holds and let sequences {x t } T t=0 and {z t } T t=0 be generated by Algorithm 2. Assume that, for t = 0, . . . , T , we have
If T = 2s for some s > 1, then
with N ν (ǫ) andÑ ν (ǫ) defined in (3.5) and (4.2), respectively. Consequently, (4.7)
if ν is known (i.e., α = ν), and (4.8)
if ν is unknown (i.e., α = 1). Proof. By Theorem 4.1, we have we have
for t = 2, . . . , T . On the other hand, as in Lemma 3.2, by (4.5) we get
where N ν (ǫ) is defined in (3.5). Then, in view of (4.1), it follows that
Now, since T = 2s, summing up (4.12), we get
Thus,
and so (4.6) holds. By assumption, we have g * T > ǫ. Thus, it follows from (4.6) that
If ν is known, by (3.5) and (4.2) we have max
and so (4.14)
Combining (4.13), (4.14) and p+ν (p+ν−1)(p+ν+1) ≤ 1, we obtain (4.7). If ν is unknown, it follows from (3.5) and (4.2) that
and so
Combining (4.13), (4.15) and obtained for the non-universal scheme (i.e., α = ν). In both cases, these complexity bounds are better than the bound of O ǫ −1/(p+ν−1) proved for Algorithm 1.
Composite Minimization.
From now on, we will assume that ν and H f,p (ν) are known. In this setting, we can consider the composite minimization problem:
where f : E → R is a convex function satisfying H1 (see page 4), and ϕ : E → R ∪ {+∞} is a simple closed convex function whose effective domain has nonempty relative interior, that is, ri (dom ϕ) = ∅. We assume that there exists at least one optimal solution x * ∈ E for (5.1). By (2.
This motivates the following class of models off around a fixed point x ∈ E:
where Ω (ν)
x,p,H ( . ) is defined in (2.7). The next lemma gives a sufficient condition for function Ω (ν)
x,p,H ( . ) to be convex. Its proof is an adaptation of the proof of Theorem 1 in [17] .
Lemma 5.1. Suppose that H1 holds for some p ≥ 2. Then, for any x, y ∈ E we have
x,p,H ( . ) is convex for any x ∈ E. Proof. For any u ∈ E, it follows from (2.5) that
Since u ∈ E is arbitrary, we get (5.3).
x,p,H ( . ) is also convex. In this case, since ri (dom ϕ), any solution x + of
satisfies the first-order optimality condition:
Therefore, there exists
Instead of solving (5.4) exactly, in our algorithms we consider inexact solutions x
for some g ϕ (x + ) ∈ ∂ϕ(x + ) and θ ≥ 0. For such points x + , we define
with g ϕ (x + ) satisfying (5.7). Clearly, we have ∇f (x + ) ∈ ∂f (x + ). Lemma 5.2. Suppose that H1 holds and let x + be an approximate solution of (5.4) such that (5.7) holds for some x ∈ E. If
1 Conditions (5.7) have already been used in [9] and are the composite analogue of the conditions proposed in [1] . It is worth to mention that, for p = 3 and ν = 1, the tensor model Ω (ν)
x,p,M ( . ) has very nice relative smoothness properties (see [17] ) which allow the approximate solution of (5.4) by Bregman Proximal Gradient Algorithms [10, 2] .
Proof. By (5.8), (2.4), (2.7), (5.7) and (5.9) we have
where the last inequality is due to p ≥ 2. On the other hand, by (2.3), (5.2), (5.9), we havẽ
Finally, combining (5.11) and (5.12), we get (5.10).
In this composite context, let us consider the following scheme:
Algorithm 3. Tensor Method for Composite Minimization
Step 0. Choose x 0 ∈ E and θ ≥ 0. Set M = max {pH f,p (ν), 3θ(p − 1)!} and t := 0.
Step 1. Compute an approximate solution x t+1 to min y∈EΩ
Step 2. Set t := t + 1 and go back to Step 1.
Theorem 5.3. Suppose that H1 holds and thatf is bounded from below byf * . Given ǫ ∈ (0, 1), assume that {x t } T t=0 is a sequence generated by Algorithm 3 such that ∇f (x t ) * > ǫ for t = 0, . . . , T . Then,
Proof. By Lemma 5.2, bound (5.13) follows as in Remark 3.5.
Extended Accelerated Scheme. Let us consider the following variant of Algorithm 2 for composite minimization:
Algorithm 4. Two-Step Accelerated Tensor Method
Step 0. Choose x 0 ∈ E, θ ≥ 0 and ǫ ∈ (0, 1). Define ψ 0 (x) = 1 p+ν x − x 0 p+ν . Set v 0 = z 0 = x 0 , A 0 = 0, M = p (H f,p (ν) + 3θ(p − 1)!) and t := 0.
Step 1. If t > 0 and min ∇f (x t ) * , ∇f (z t ) * ≤ ǫ, STOP.
Step 2. Compute the coefficient a t > 0 by solving the equation
Step 3. Set y t = (1 − γ t )x t + γ t v t , with γ t = a t /[A t + a t ].
Step 4. Compute an approximate solution x t+1 to min x∈EΩ
for some g ϕ (x t+1 ) ∈ ∂ϕ(x t+1 ).
Step 5.
and compute v t+1 = arg min x∈E ψ t+1 (x).
Step 6. Setz t = arg min f (y) : y ∈ {z t , x t+1 } and j := 0.
Step 7 Compute an approximate solution z t+1 to min x∈EΩ
for some g ϕ (z t+1 ) ∈ ∂ϕ(z t+1 ).
Step 8 Set t := t + 1 and go to Step 1.
The next theorem gives the global convergence rate for Algorithm 4 in terms of the norm of the gradient. Its proof is a direct adaptation of the proof of Theorem 4.2.
Theorem 5.4. Suppose that H1 holds. Assume that {z t } T t=0 is a sequence generated by Algorithm 4 such that (5. 16) ∇f (z t ) * > ǫ, t = 0, . . . , T.
Proof. In view of Theorem A.2, we have 
, f (z t )} and, consequently, (5.21)f (z t ) ≤f (x t ), t = 0, . . . , T, and
Since T = 2s, combining (5.19), (5.21) and (5.22), we obtain
which gives (5.17). Finally, by (5.16) we haveg T > ǫ. Thus, (5.18) follows directly from (5.17).
Regularization
Approach. Now, let us consider the ideal situation in which ν, H f,p (ν) and R ≥ x 0 − x * are known. In this case, a complexity bound with a better dependence on ǫ can be obtained by repeatedly applying an accelerated algorithm to a suitable regularization off . Specifically, given δ > 0, consider the regularized problem
p+ν , where . is the Euclidean norm defined in (1.1). Then,
where
Proof. See [18] . As a consequence of the lemma above, we have the following property. Step 0. Choose x 0 ∈ E, θ ≥ 0 and ǫ ∈ (0, 1). Define function
v 0 = x 0 , A 0 = 0 and t := 0.
Step 1. Compute the coefficient a t > 0 by solving equation
Step 2.
Step 3. Compute an approximate solution x t+1 to min x∈EΩ
Step 4.
Step 5. Set t := t + 1 and go back to Step 1.
Let us consider the following restart procedure based on Algorithm 5.
Algorithm 6. Accelerated Regularized Tensor Method
Step 0. Choose x 0 ∈ E, ǫ ∈ (0, 1), θ ≥ 0 and δ > 0. Define
for H δ defined in (5.25). Set y 0 = x 0 , u 0 = x 0 and k := 0.
Step 1. If k > 0 and ∇F δ (u k ) * ≤ ǫ/2, STOP.
Step 2. Step 3. Set y k+1 = x (k) m and compute u k+1 ∈ R n such that
for some g ϕ (u k+1 ) ∈ ∂ϕ(u k+1 ).
Step 4. Set k := k + 1 and go back to Step 1.
Theorem 5.7. Suppose that H1 holds and let {u k } T k=0 be a sequence generated by Algorithm 6 such that
Proof. Let x * δ = arg min x∈EFδ (x). By Theorem A.2 and (5.26), we havẽ
On the other hand, by Lemma 5 in [5] and Lemma 1 in [15] , function F δ ( . ) is uniformly convex of degree p + ν with parameter 2 −(p+ν−2) . Thus,
Combining (5.30) and (5.31), we obtain y k+1 − x * δ p+ν ≤ 1 2 y k − x * δ p+ν , and so
Thus, it follows from (5.30) and (5.32) that
In view of Lemma 5.2, by (5.27) and (5.25), we get
Then, combining (5.33) and (5.34), it follows that
In particular, for k = T − 1, it follows from (5.28) that
Thus, combining this with (5.35), we get (5.29).
Corollary 5.8. Suppose that H1 holds and that R ≥ 1. Then, Algorithm 6 with
iterations of Algorithm 5 in order to generate u T such that ∇f (u T ) * ≤ ǫ.
Proof. By Theorem 5.7, we can obtain ∇F δ (u T ) * ≤ ǫ/2 with
Moreover, it follows from (5.25), (5.36), the definition of H F δ ,p (ν) in Lemma 5.6, ǫ ∈ (0, 1) and R ≥ 1 that 
At this point u T , we have
is uniformly convex of degree p + ν with parameter 2 −(p+ν−2) , it follows from (5.34) and (5.33) that
δ , and so
Now, combining (5.41), (5.43) and (5.36), we obtain
The conclusion is obtained by noticing that, for δ given in (5.36) we have
Thus, (5.37) follows from multiplying (5.40) and (5.45).
Suppose now that S ≥f (x 0 ) −f (x * ) is known. In this case, we have the following variant of Theorem 5.7.
Theorem 5.9. Suppose that H1 holds and let {u k } T k=0 be a sequence generated by Algorithm 6 such that
Proof. By (5.35), we have
SinceF δ ( . ) is uniformly convex of degree p + ν with parameter δ2 −(p+ν−2) we have In view of (5.50), ǫ ∈ (0, 1) and S ≥ 1, we also have
Thus, from (5.52) and (5.53) it follows that
At this point u T we have
By (5.42) and (5.49),
Thus, it follows from (5.55), (5.55) and (5.50) that
Finally, by (5.26) and (5.50) we have
Thus, (5.51) follows by multiplying (5.54) by the upper bound on m given above.
6. Lower complexity bounds under Hölder condition. In this section we derive lower complexity bounds for p-order tensor methods applied to the problem (2.1) in terms of the norm of the gradient of f , where the objective f is convex and H f,p (ν) < +∞ for some ν ∈ [0, 1].
For simplicity, assume that E = R n and B = I n . Given an approximationx for the solution of (2.1), we consider p-order methods that compute trial points of the form x + =x +h, where the search directionh is the solution of an auxiliary problem of the form (6.1) min
with a ∈ R p , γ > 0 and q > 1. Denote by Γx ,f (a, γ, q) the set of all stationary points of function φ a,γ,q ( . ) and define the linear subspace
More specifically, we consider the class of p-order tensor methods characterized by the following assumption.
Assumption 1. Given x 0 ∈ R n , the method generates a sequence of test points {x k } k≥0 such that
Given ν ∈ [0, 1], our parametric family of difficult functions for p-order tensor methods is defined as
The next lemma establishes that for each f k ( . ) we have H f k ,p (ν) < +∞. Lemma 6.1. Given an integer k ∈ [2, n], the pth derivative of f k ( . ) is ν-Hölder continuous with
Proof. See Lemma 5.1 in [8] .
The next lemma provides additional properties of f k ( . ). Lemma 6.2. Given an integer k ∈ [2, n], let function f k ( . ) be defined by (6.4). Then, f k ( . ) has a unique global minimizer x * k . Moreover,
Proof. See Lemma 5.2 in [8] .
Our goal is to understand the behavior of the tensor methods specified by Assumption 1 when applied to the minimization of f k ( . ) with a suitable k. For that, let us consider the following subspaces:
Lemma 6.3. For any q ≥ 0 and x ∈ R n k , f k+q (x) = f k (x). Proof. It follows directly from (6.4). Lemma 6.4. Let M be a p-order tensor method satisfying Assumption 1. If M is applied to the minimization of f t ( . ) (2 ≤ t ≤ n) starting from x 0 = 0, then the sequence {x k } k≥0 of test points generated by M satisfies
Proof. See Lemma 2 in [17] . The next lemma gives a lower bound for the norm of the gradient of f t ( . ) on suitable points.
Lemma 6.5. Let k be an integer in the interval [1, t − 1),
. Proof. In view of (6.4) we have
By (6.9) and (6.8), we have
which means that ∇η p+ν (A t x) ∈ R n k . Then, from (6.7), we obtain
where B = A T t
By (6.9), we have (6.11)
Consequently, (6.12)
and (6.13)
From (6.13), it can be checked that (6.14) (B T B)
Now, combining (6.12) and (6.13)-(6.14), we get
Then, it follows from (6.11) and (6.16) that , where constant L p,ν is given in (6.22). Remark 6.9. Theorem 6.8 establishes that the lower bound for the rate of convergence of tensor methods in terms of the norm of the gradient is also of O ( 2 ) for finding ǫ-stationary points of convex functions using first-order methods, which coincides with the lower bound (8b) in [3] . 7. Conclusion. In this paper, we presented p-order methods that can find ǫ-approximate stationary points of convex functions that are p-times differentiable with ν-Hölder continuous pth derivatives. For the universal and the non-universal schemes without acceleration, we established iteration complexity bounds of O ǫ for the corresponding accelerated schemes. For the case in which ν is unknown, we obtained a bound of O ǫ −(p+1)/[(p+ν−1)(p+2)] for a universal accelerated scheme. Similar bounds were also obtained for tensor schemes adapted to the minimization of composite convex functions. Finally, a lower complexity bound of O(ǫ −2/[3(p+ν)−2] ) was also obtained for the referred problem class. Therefore, in practice, our nonuniversal schemes become nearly optimal as we increase the order p. 
