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Abstract
We prove that uniform random quadrangulations of the sphere with n faces,
endowed with the usual graph distance and renormalized by n−1/4, converge as
n → ∞ in distribution for the Gromov-Hausdorff topology to a limiting metric
space. We validate a conjecture by Le Gall, by showing that the limit is (up to a
scale constant) the so-called Brownian map, which was introduced by Marckert &
Mokkadem and Le Gall as the most natural candidate for the scaling limit of many
models of random plane maps. The proof relies strongly on the concept of geodesic
stars in the map, which are configurations made of several geodesics that only share
a common endpoint and do not meet elsewhere.
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1 Introduction
Random plane maps and their scaling limits are a sort of two-dimensional analog of ran-
dom walks and Brownian motion, in which one wants to approximate a random continuous
surface using large random graphs drawn on the 2-sphere [1]. A plane map is a proper
embedding, without edge-crossings, of a finite connected graph in the two-dimensional
sphere. Loops or multiple edges are allowed. We say that a map is rooted if one of its
oriented edges, called the root, is distinguished. Two (rooted) maps m,m′ are considered
equivalent if there exists a direct homeomorphism of the sphere that maps m onto m′
(and maps the root of m to that of m′ with preserved orientations). Equivalent maps will
systematically be identified in the sequel, so that the set of maps is a countable set with
this convention.
From a combinatorial and probabilistic perspective, the maps called quadrangulations,
which will be the central object of study in this work, are among the simplest to manip-
ulate. Recall that the faces of a map are the connected component of the complement of
the embedding. A map is called a quadrangulation if all its faces have degree 4, where the
degree of a face is the number of edges that are incident to it (an edge which is incident
to only one face has to be counted twice in the computation of the degree of this face).
Let Q be the set of plane, rooted quadrangulations, and Qn be the set of elements of
Q with n faces. Let Qn be uniformly distributed in Qn. We identify Qn with the finite
metric space (V (Qn), dQn), where V (Qn) is the set of vertices of Qn, and dQn is the usual
graph distance on V (Qn). We see Qn as a random variable with values in the space M
of compact metric spaces considered up to isometry. The space M is endowed with the
Gromov-Hausdorff topology [6]: The distance between two elements (X, d), (X ′, d′) in M
is given by
dGH((X, d), (X
′, d′)) =
1
2
inf
R
dis(R) ,
where the infimum is taken over all correspondences R between X and X ′, i.e. subsets of
X ×X ′ whose canonical projections R → X,X ′ are onto, and dis(R) is the distortion of
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R, defined by
dis(R) = sup
(x,x′),(y,y′)∈R
|d(x, y)− d′(x′, y′)| .
The space (M, dGH) is then a separable and complete metric space [11].
It turns out that typical graph distances in Qn are of order n
1/4 as n → ∞, as was
shown in a seminal paper by Chassaing & Schaeffer [8]. Since then, much attention has
been drawn by the problem of studying the scaling limit of Qn, i.e. to study the asymptotic
properties of the space n−1/4Qn := (V (Qn), n−1/4dQn) as n→∞. Le Gall [14] obtained a
compactness result, namely that the laws of (n−1/4Qn, n ≥ 1), form a relatively compact
family of probability distributions on M. This means that along suitable subsequences,
the sequence n−1/4Qn converges in distribution in M to some limiting space. Such lim-
iting spaces are called “Brownian maps”, so as to recall the fact that Brownian motion
arises as the scaling limit of discrete random walks. Many properties satisfied by any
Brownian map (i.e. by any limit in distribution of n−1/4Qn along some subsequence) are
known. In particular, Le Gall showed that their topology is independent of the choice
of a subsequence [14]. Then Le Gall & Paulin identified this topology with the topol-
ogy of the 2-dimensional sphere [18, 24]. Besides, the convergence of two-point functions
and three-point functions, that is, of the joint laws of rescaled distances between 2 or
3 randomly chosen vertices in V (Qn), was also established respectively by Chassaing &
Schaeffer [8] and Bouttier & Guitter [5]. These convergences occur without having to
extract subsequences. See [17] for a recent survey of the field.
It is thus natural to conjecture that all Brownian maps should in fact have the same
distribution, and that the use of subsequences in the approximation by quadrangulations is
superfluous. A candidate for a limiting space (which is sometimes also called the Brownian
map, although is was not proved that this space arises as the limit of n−1/4Qn along some
subsequence) was described in equivalent, but slightly different forms, by Marckert and
Mokkadem [21] and Le Gall [14].
The main goal of this work is to prove these conjectures, namely, that n−1/4Qn con-
verges in distribution as n → ∞ to the conjectured limit of [21, 14]. This unifies the
several existing definitions of Brownian map we just described, and lifts the ambiguity
that there could have been more than one limiting law along a subsequence for n−1/4Qn.
In order to state our main result, let us describe the limiting Brownian map. This space
can be described from a pair of random processes (e, Z). Here, e = (et, 0 ≤ t ≤ 1) is the so-
called normalized Brownian excursion. It can be seen as a positive excursion of standard
Brownian motion conditioned to have duration 1. The process Z = (Zt, 0 ≤ t ≤ 1) is the
so-called head of the Brownian snake driven by e: Conditionally given e, Z is a centered
Gaussian process with continuous trajectories, satisfying
E[|Zs − Zt|2 | e] = de(s, t) s, t ∈ [0, 1] ,
where
de(s, t) = es + et − 2 inf
s∧t≤u≤s∨t
eu .
The function de defines a pseudo-distance on [0, 1]: This means that de satisfies the
properties of a distance, excepting separation, so that it can hold that de(s, t) = 0 with
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s 6= t. We let Te = [0, 1]/{de = 0}, and denote the canonical projection by pe : [0, 1]→ Te.
It is obvious that de passes to the quotient to a distance function on Te, still called de.
The space (Te, de) is called Aldous’ continuum random tree. The definition of Z implies
that a.s., for every s, t such that de(s, t) = 0, one has Zs = Zt. Therefore, it is convenient
to view Z as a function (Za, a ∈ Te) indexed by Te. Roughly speaking, Z can be viewed
as the Brownian motion indexed by the Brownian tree.
Next, we set
D◦(s, t) = Zs + Zt − 2 max
(
inf
s≤u≤t
Zu, inf
t≤u≤s
Zu
)
, s, t ∈ [0, 1] ,
where s ≤ u ≤ t means u ∈ [s, 1] ∪ [0, t] when t < s. Then let, for a, b ∈ Te,
D◦(a, b) = inf{D◦(s, t) : s, t ∈ [0, 1], pe(s) = a, pe(t) = b} .
The function D◦ on [0, 1]2 is a pseudo-distance, but D◦ on T 2e does not satisfy the triangle
inequality. This motivates writing, for a, b ∈ Te,
D∗(a, b) = inf
{ k−1∑
i=1
D◦(ai, ai+1) : k ≥ 1, a = a1, a2, . . . , ak−1, ak = b
}
.
The function D∗ is now a pseudo-distance on Te, and we finally define
S = Te/{D∗ = 0} ,
which we endow with the quotient distance, still denoted by D∗. Alternatively, letting,
for s, t ∈ [0, 1],
D∗(s, t) = inf
{ k∑
i=1
D◦(si, ti) : k ≥ 1, s = s1, t = tk, de(ti, si+1) = 0, 1 ≤ i ≤ k − 1
}
,
one can note that S can also be defined as the quotient metric space [0, 1]/{D∗ = 0}.
The space (S,D∗) is a geodesic metric space, meaning that for every two points x, y ∈ S,
there exists an isometry γ : [0, D∗(x, y)] → S such that γ(0) = x, γ(D∗(x, y)) = y. The
function γ is called a geodesic from x to y.
The main result of this paper is the following.
Theorem 1 As n→∞, the metric space (V (Qn), (8n/9)−1/4dQn) converges in distribu-
tion for the Gromov-Hausdorff topology on M to the space (S,D∗).
The strategy of the proof is to obtain properties of the geodesic paths that have to be
satisfied in any distributional limit of n−1/4Qn, and which are sufficient to give “formulas”
for distances in these limiting spaces that do not depend on the choice of subsequences.
An important object of study is the occurence of certain types of geodesic stars in the
Brownian map, i.e. of points from which radiate several disjoint geodesic arms. We hope
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that the present study will pave the way to a deeper understanding of geodesic stars in
the Brownian map.
The rest of the paper is organised as follows. The next section recalls an important
construction from [14] of the potential limits in distributions of the spaces n−1/4Qn, which
will allow to reformulate slightly Theorem 1 into the alternative Theorem 3. Then we
show how the proof of Theorem 3 can be obtained as a consequence of two intermediate
statements, Propositions 6 and 8. Section 3 is devoted to the proof of the first proposition,
while Section 4 reduces the proof of Proposition 8 to two key “elementary” statements,
Lemmas 18 and 19, which deal with certain properties of geodesic stars in the Brownian
map, with two or three arms. The proofs of these lemmas contains most of the novel
ideas and techniques of the paper. Using a generalization of the Cori-Vauquelin-Schaeffer
bijection found in [25], we will be able to translate the key statements in terms of certain
probabilities for families of labeled maps, which have a simple enough structure so that
we are able to derive their scaling limits. These discrete and continuous structures will
be described in Sections 5 and 6, while Section 7 is finally devoted to the proof of the two
key lemmas.
Let us end this Introduction by mentioning that, simultaneously to the elaboration of
this work, Jean-Franc¸ois Le Gall independently found a proof of Theorem 1. His method
is different from ours, and we believe that both approaches present specific interests.
Notation conventions. In this paper, we let V (m), E(m) and F (m) be the sets of
vertices, edges and faces of the map m. Also, we let ~E(m) be the set of oriented edges
of m, so that # ~E(m) = 2#E(m). If e ∈ ~E(m), we let e−e+ ∈ V (m) be the origin and
target of e. The reversal of e ∈ ~E(s) is denoted by e.
If e ∈ ~E(m), f ∈ F (m), v ∈ V (m), we say that f and e are incident if f lies to the
left of e when following the orientation of e. We say that v and e are incident if v = e−.
If e ∈ E(m) is not oriented, we say that f and e are incident if f is incident to e or e. A
similar definition holds for incidence between v and e. Finally, we say that f and v are
incident if v and f are incident to a common e ∈ E(m). The sets of vertices, edges and
oriented edges incident to a face f are denoted by V (f), E(f), ~E(f). We will also use the
notation V (f ∩ f ′), E(f ∩ f ′) for vertices and edges simultaneously incident to the two
faces f, f ′ ∈ F (m).
If m is a map and v, v′ are vertices of m, a chain from v to v′ is a finite sequence
(e(1), e(2), . . . , e(k)) of oriented edges, such that e
(1)
− = v, e
(k)
+ = v
′, and e(i)+ = e
(i+1)
− for
every i ∈ {1, 2, . . . , k − 1}. The integer k is called the length of the chain, and we allow
also the chain of length 0 from v to itself. The graph distance dm(v, v
′) in m described
above is then the minimal k such that there exists a chain with length k from v to v′. A
chain with minimal length is called a geodesic chain.
In this paper, we will often let C denote a positive, finite constant, whose value may
vary from line to line. Unless specified otherwise, the random variables considered in this
paper are supposed to be defined on a probability space (Ω,F , P ).
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2 Preliminaries
2.1 Extracting distributional limits from large quadrangulations
As mentioned in the introduction, it is known that the laws of the rescaled quadrangula-
tions (8n/9)−1/4Qn form a compact sequence of distributions on M. Therefore, from every
subsequence, it is possible to further extract a subsequence along which (8n/9)−1/4Qn con-
verges in distribution to a random variable (S ′, D′) with values in M. Theorem 1 then
simply boils down to showing that this limit has the same distribution as (S,D∗), inde-
pendently on the choices of subsequences.
In order to be able to compare efficiently the spaces (S ′, D′) and (S,D∗), we perform
a particular construction, due to [14], for which the spaces are the same quotient space,
i.e. S = S ′. This is not restrictive, in the sense that this construction can always be
performed up to (yet) further extraction. We recall some of its important aspects.
Recall that a quadrangulation q ∈ Qn, together with a distinguished vertex v∗ can
be encoded by a labeled tree with n edges via the so-called Cori-Vauquelin-Schaeffer
bijection, which was introduced by Cori and Vauquelin [9], and considerably developed
by Schaeffer, starting with his thesis [32]. If (t, l) is the resulting labeled tree, then the
vertices of q distinct from v∗ are exactly the vertices of t, and l is, up to a shift by its
global minimum over t, the function giving the graph distances to v∗ in q. In turn, the
tree (t, l) can be conveniently encoded by contour and label functions: Heuristically, this
function returns the height (distance to the root of t) and label of the vertex visited at
time 0 ≤ k ≤ 2n when going around the tree clockwise. These functions are extended by
linear interpolation to continuous functions on [0, 2n].
If q = Qn is a uniform random variable in Qn and v∗ is uniform among the n + 2
vertices of Qn, then the resulting labeled tree (Tn, `n) has a contour and label function
(Cn, Ln) such that Cn is a simple random walk in Z, starting at 0 and ending at 0 at time
2n, and conditioned to stay non-negative. Letting uni be the vertex of tn visited at step i
of the contour, we let
Dn(i/2n, j/2n) =
( 9
8n
)1/4
dQn(u
n
i , u
n
j ) , 0 ≤ i, j ≤ 2n ,
and extend Dn to a continuous function on [0, 1]
2 by interpolation, see [14] for details.
Then, the distributions of the triples of processes((
Cn(2ns)√
2n
)
0≤s≤1
,
(
Ln(2ns)
(8n/9)1/4
)
0≤s≤1
, (Dn(s, t))0≤s,t≤1
)
, n ≥ 1
form a relatively compact family of probability distributions. Therefore, from every subse-
quence, we can further extract a certain subsequence (nk), along which the above triples
converge in distribution to a limit (e, Z,D), where D is a random pseudo-distance on
[0, 1], and (e, Z) is the head of the Brownian snake process described in the Introduc-
tion. We may and will assume that this convergence holds a.s., by using the Skorokhod
representation theorem, and up to changing the underlying probability space. Implicitly,
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until Section 4, all the integers n and limits n→∞ that are considered will be along the
subsequence (nk), or some further extraction.
The function D is a class function for {de = 0}, which induces a pseudo-distance
on Te/{de = 0}, still denoted by D for simplicity. Viewing successively D as a pseudo-
distance on [0, 1] and Te, we can let
S ′ = [0, 1]/{D = 0} = Te/{D = 0} ,
and endow it with the distance induced by D, still written D by a similar abuse of notation
as above for simplicity. The space (S ′, D) is then a random geodesic metric space.
On the other hand, we can define D◦ and D∗ out of (e, Z) as in the Introduction, and
let S = Te/{D∗ = 0}. The main result of [14] is the following.
Proposition 2 (Theorem 3.4 in [14]) (i) The three subsets of Te × Te
{D = 0} , {D◦ = 0} , {D∗ = 0}
are a.s. the same. In particular, the quotient sets S ′ and S are a.s. equal, and (S,D), (S,D∗)
are homeomorphic.
(ii) Along the subsequence (nk), (Qn, (9/8n)
1/4dQn) converges a.s. in the Gromov-Hausdorff
sense to (S,D).
Using the last statement, Theorem 1 is now a consequence of the following statement,
which is the result that we are going to prove in the remainder of this paper.
Theorem 3 Almost-surely, it holds that D = D∗.
2.2 A short review of results on S
A word on notation. Since we are considering several metrics D,D∗ on the same
set S, a little care is needed when we consider balls or geodesics, as we must mention to
which metric we are referring to. For x ∈ S and r ≥ 0, we let
BD(x, r) = {y ∈ S : D(x, y) < r} , BD∗(x, r) = {y ∈ S : D∗(x, y) < r} ,
and we call them respectively the (open) D-ball and the D∗-ball with center r and radius
r. Similarly, a continuous path γ in S will be called a D-geodesic, resp. a D∗-geodesic, if
it is a geodesic path in (S,D) resp. (S,D∗). Note that since (S,D) and (S,D∗) are a.s.
homeomorphic, a path in S is continuous for the metric D if and only if it is continuous
for the metric D∗. When it is unambiguous from the context which metric we are dealing
with, we sometimes omit the mention of D or D∗ when considering balls or geodesics.
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Basic properties of D,D◦, D∗. Recall that pe : [0, 1]→ Te is the canonical projection,
we will also let pZ : Te → S be the canonical projection, and p = pZ ◦ pe. The function
D◦ was defined on [0, 1]2 and (Te)2, it also induces a function on S2 by letting
D◦(x, y) = inf{D◦(a, b) : a, b ∈ Te,pZ(a) = x,pZ(b) = y} .
Again, D◦ does not satisfy the triangle inequality. However, it holds that
D(x, y) ≤ D∗(x, y) ≤ D◦(x, y) , x, y ∈ S .
One of the difficulties in handling S is its definition using two successive quotients, so we
will always mention whether we are considering D,D∗, D◦ on [0, 1], Te or S.
We define the uniform measure λ on S to be the push-forward of the Lebesgue measure
on [0, 1] by p. This measure will be an important tool to sample points randomly on S.
Furthermore, by [19], the process Z attains its overall minimum a.s. at a single point
s∗ ∈ [0, 1], and the class ρ = p(s∗) is called the root of the space (S,D). One has, by [14],
D(ρ, x) = D◦(ρ, x) = D∗(ρ, x) = Zx − inf Z , for every x ∈ S . (1)
Here we viewed Z as a function on S, which is licit because Z is a class function for
{D = 0}, coming from the fact that D(s, t) ≥ |Zs − Zt| for every s, t ∈ [0, 1]. The latter
property can be easily deduced by passing to the limit from the discrete counterpart
Dn(i/2n, j/2n) ≥ (9/8n)1/4|Ln(i)−Ln(j)|, which is a consequence of standard properties
of the Cori-Vauquelin-Schaeffer bijection.
Geodesics from the root in S. Note that the definition of the function D◦ on [0, 1]2
is analogous to that of de, using Z instead of e. Similarly to Te, we can consider yet
another quotient TZ = [0, 1]/{D◦ = 0}, and endow it with the distance induced by D◦.
The resulting space is a random R-tree, that is a geodesic metric space in which any two
points are joined by a unique continuous injective path up to reparameterization. This
comes from general results on encodings of R-trees by continuous functions, see [10] for
instance. The class of s∗, that we still call ρ, is distinguished as the root of TZ , and
any point in this space (say encoded by the time s ∈ [0, 1]) is joined to ρ by a unique
geodesic. A formulation of the main result of [15] is that this path projects into (S,D) as
a geodesic γ(s) from ρ to p(s), and that any D-geodesic from ρ can be described in this
way. In particular, this implies that D◦(x, y) = D(x, y) = Zy − Zx whenever x lies on a
D-geodesic from ρ to y.
This implies the following improvement of (1). In a metric space (X, d), we say that
(x, y, z) are aligned if d(x, y) + d(y, z) = d(x, z): Note that this notion of alignment
depends on the order in which x, y, z are listed (in fact, of the middle term only). In a
geodesic metric space, this is equivalent to saying that y lies on a geodesic from x to z.
Lemma 4 Almost surely, for every x, y ∈ S, it holds that (ρ, x, y) are aligned in (S,D)
if and only if they are aligned in (S,D∗), and in this case it holds that
D(x, y) = D◦(x, y) = D∗(x, y)
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To prove this lemma, assume that (ρ, x, y) are aligned in (S,D). We already saw that
this implies that D(x, y) = D◦(x, y), so that necessarily D∗(x, y) = D(x, y) as well, since
D ≤ D∗ ≤ D◦. By (1) this implies that (ρ, x, y) are aligned in (S,D∗), as well as the last
conclusion of the lemma. Conversely, if (ρ, x, y) are aligned in (S,D∗), then by (1), the
triangle inequality, and the fact that D ≤ D∗,
D∗(ρ, y) = D(ρ, y) ≤ D(ρ, x) +D(x, y) ≤ D∗(ρ, x) +D∗(x, y) = D∗(ρ, y) ,
meaning that there must be equality throughout. Hence (ρ, x, y) are aligned in (S,D),
and we conclude as before.
Another important consequence of this description of geodesics is that the geodesics
γ(s), γ(t) ∈ [0, 1] are bound to merge into a single path in a neighborhood of ρ, a phe-
nomenon called confluence of geodesics. This particularizes to the following statement.
Lemma 5 Let s, t ∈ [0, 1]. Then the images of γ(s), γ(t) coincide in the complement of
BD(p(s), D
◦(s, t)) (or of BD(p(t), D◦(s, t))).
To prove this lemma, it suffices to note that D◦(s, t) is the length of the path obtained
by following γ(s) back from its endpoint p(s) until it coalesces with γ(t) in the tree TZ , and
then following γ(t) up to p(t). Note that the same is true with D∗ instead of D because
of Lemma 4.
2.3 Plan of the proof
In this section, we decompose the proof of Theorem 3 into several intermediate statements.
The two main ones (Propositions 6 and 8) will be proved in Sections 3 and 4.
The first step is to show that the distances D and D∗ are almost equivalent distances.
Proposition 6 Let α ∈ (0, 1) be fixed. Then almost-surely, there exists a (random)
ε1 > 0 such that for every x, y ∈ S with D(x, y) ≤ ε1, one has D∗(x, y) ≤ D(x, y)α.
The second step is based on a study of particular points of the space (S,D), from
which emanate stars made of several disjoint geodesic paths, which we also call arms by
analogy with the so-called “arm events” of percolation.
Definition 7 Let (X, d) be a geodesic metric space, and x1, . . . , xk, x be k+1 points in X.
We say that x is a k-star point with respect to x1, . . . , xk if for every geodesic paths (arms)
γ1, . . . , γk from x to x1, . . . , xk respectively, it holds that for every i, j ∈ {1, 2, . . . , k} with
i 6= j, the paths γi, γj intersect only at x. We let G(X;x1, . . . , xk) be the set of points
x ∈ X that are k-star points with respect to x1, . . . , xk.
Conditionally on (S,D), let x1, x2 be random points of S with distribution λ. These
points can be constructed by considering two independent uniform random variables U1, U2
in [0, 1], independent of (e, Z,D), and then setting x1 = p(U1) and x2 = p(U2). These
random variables always exist up to enlarging the underlying probability space if necessary.
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Then by [15, Corollary 8.3 (i)] (see also [25]), with probability 1, there is a unique D-
geodesic from x1 to x2, which we call γ. By the same result, the geodesics from ρ to x1
and x2 are also unique, we call them γ1 and γ2. Moreover, ρ is a.s. not on γ, because
γ1, γ2 share a common initial segment (this is the confluence property mentioned earlier).
So trivially D(x1, ρ) +D(x2, ρ) > D(x1, x2) meaning that (x1, ρ, x2) are not aligned.
We let
Γ = γ([0, D(x1, x2)]) ∩ G(S;x1, x2, ρ) .
Equivalently, with probability 1, it holds that y ∈ Γ if and only if any geodesic from y
to ρ does not intersect γ except at y itself: Note that the a.s. unique geodesic from y to
x1 is the segment of γ that lies between y and x1, for otherwise, there would be several
distinct geodesics from x1 to x2.
Proposition 8 There exists δ ∈ (0, 1) for which the following property is satisfied almost-
surely: There exists a (random) ε2 > 0 such that for every ε ∈ (0, ε2), the set Γ can be
covered with at most ε−(1−δ) balls of radius ε in (S,D).
Note that this implies a (quite weak) property of the Hausdorff dimension of Γ.
Corollary 9 The Hausdorff dimension of Γ in (S,D) is a.s. strictly less than 1.
We do not know the exact value of this dimension. The largest constant δ that we
can obtain following the approach of this paper is not much larger than 0.00025, giving
an upper bound of 0.99975 for the Hausdorff dimension of Γ.
With Propositions 6 and 8 at hand, proving Theorem 3 takes only a couple of elemen-
tary steps, which we now perform.
Lemma 10 Let (s, t) be a non-empty subinterval of [0, D(x1, x2)] such that γ(v) /∈ Γ for
every v ∈ (s, t). Then, there exists a unique u ∈ [s, t] such that
• (ρ, γ(s), γ(u)) are aligned, and
• (ρ, γ(t), γ(u)) are aligned.
Proof. Fix v ∈ (s, t). Since γ(v) /∈ Γ, there exists a geodesic from γ(v) to ρ that
intersects the image of γ at some point γ(v′), with v′ 6= v. In particular, the points
(ρ, γ(v′), γ(v)) are aligned. Let us assume first that v′ < v, and let
w = inf{v′′ ∈ [s, v] : (ρ, γ(v′′), γ(v)) are aligned} .
Then w ∈ [s, v) since v′ is in the above set. Let us show that w = s. If if was true that
w > s, then γ(w) would not be an element of Γ, and some geodesic from γ(w) to ρ would
thus have to intersect the image of γ at some point γ(w′) with w′ 6= w. But we cannot
have w′ < w by the minimality property of w, and we cannot have w′ > w since otherwise,
both (ρ, γ(w), γ(w′)) on the one hand and, (ρ, γ(w′), γ(w)) on the other hand, would be
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aligned. This shows that w = s, and this implies that (ρ, γ(s), γ(v)) are aligned. By a
similar reasoning, if it holds that v′ > v, then (ρ, γ(t), γ(v)) are aligned.
At this point, we can thus conclude that for every v ∈ (s, t), either (ρ, γ(s), γ(v)) are
aligned or (ρ, γ(t), γ(v)) are aligned. The conclusion follows by defining
u = sup{u′ ∈ [s, t] : (ρ, γ(s), γ(u′)) are aligned} ,
as can be easily checked. 
Let δ be as in Proposition 8. Let ε > 0 be chosen small enough so that Γ is covered
by balls BD(x(i), ε), 1 ≤ i ≤ K, for some x(1), x(2), . . . , x(K) with K = bε−(1−δ)c. Without
loss of generality, we can assume that {x1, x2} ⊂ {x(1) . . . , x(K)}, up to increasing K by 2,
or leaving K unchanged at the cost of taking smaller δ and ε. We can also assume that
all the balls BD(x(i), ε) have a non-empty intersection with the image of γ, by discarding
all the balls for which this property does not hold. Let
ri = inf{t ≥ 0 : γ(t) ∈ BD(x(i), ε)} , r′i = sup{t ≤ D(x1, x2) : γ(t) ∈ BD(x(i), ε)} ,
so that ri < r
′
i for i ∈ {1, 2, . . . , K}, since BD(x(i), ε) is open, and let
A =
K⋃
i=1
[ri, r
′
i] , (2)
so that Γ ⊂ γ(A).
Lemma 11 For every i ∈ {1, 2, . . . , K} and r ∈ [ri, r′i], one has D(γ(r), x(i)) ≤ 2ε.
Proof. If this was not the case, then since γ is a D-geodesic path that passes through
γ(ri), γ(r) and γ(r
′
i) in this order, we would have D(γ(ri), γ(r
′
i)) = D(γ(ri), γ(r)) +
D(γ(r), γ(r′i)) > 2ε. But on the other hand,
D(γ(ri), γ(r
′
i)) ≤ D(γ(ri), x(i)) +D(x(i), γ(r′i)) < 2ε ,
a contradiction. 
Let I be the set of indices j ∈ {1, 2, . . . , K} such that [rj, r′j] is maximal for the
inclusion order in the family {[rj, r′j], 1 ≤ j ≤ K}. Note that the set A of (2) is also equal
to A =
⋃
i∈I [ri, r
′
i]. This set can be uniquely rewritten in the form A =
⋃K′−1
i=0 [ti, si+1]
where K ′ ≤ #I, and
0 = t0 < s1 < t1 < s2 < . . . < sK′−1 < tK′−1 < sK′ = D(x1, x2) .
Here, the fact that t0 = 0 and sK′ = D(x1, x2) comes from the assumption that x1, x2
are in the set {x(i), 1 ≤ i ≤ K}. We let x(i) = γ(si) for 1 ≤ i ≤ K ′ and y(i) = γ(ti) for
0 ≤ i ≤ K ′ − 1.
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Lemma 12 Almost-surely, it holds that for every ε small enough,
K′−1∑
i=0
D∗(y(i), x(i+1)) ≤ 4Kε(2−δ)/2 .
Proof. Consider one of the connected components [ti, si+1] of A. Let
Ji = {j ∈ I : [rj, r′j] ⊂ [ti, si+1]} ,
so that
∑
0≤i≤K′−1 #Ji = #I ≤ K. The lemma will thus follow if we can show that
D∗(y(i), x(i+1)) ≤ 2#Jiε(2−δ)/2 for every ε small enough. By the definition of I, it holds
that if [rj, r
′
j] and [rk, r
′
k] with j, k ∈ I have non-empty intersection, then these two
intervals necessarily overlap, meaning that rj ≤ rk ≤ r′j ≤ r′k or vice-versa. Let us re-
order the rj, j ∈ Ji as rjk , 1 ≤ k ≤ #Ji in non-decreasing order. Then γ(rj1) = y(i) and
γ(r′j#Ji ) = x(i+1), and
D∗(y(i), x(i+1)) ≤
#Ji−1∑
k=1
D∗(γ(rjk), γ(rjk+1)) +D
∗(γ(rj#Ji ), x(i+1)) . (3)
By Lemma 11 and the overlapping property of the intervals [rj, r
′
j], we have that
D(γ(rjk), γ(rjk+1)) ≤ 4ε , D(γ(rj#Ji ), x(i+1)) ≤ 4ε .
Now apply Proposition 6 with α = (2− δ)/2 to obtain from (3) that a.s. for every ε small
enough,
D∗(y(i), x(i+1)) ≤ #Ji(4ε)(2−δ)/2 ≤ 4#Jiε(2−δ)/2 ,
which concludes the proof. 
We can now finish the proof of Theorem 3. The complement of the setA in [0, D(x1, x2)]
is the union of the intervals (si, ti) for 1 ≤ i ≤ K ′− 1. Now, for every such i, the image of
the interval (si, ti) by γ does not intersect Γ, since Γ ⊂ γ(A) and γ is injective. By Lemma
10, for every i ∈ {1, 2, . . . , K ′ − 1}, we can find ui ∈ [si, ti] such that (ρ, γ(si), γ(ui)) are
aligned, as well as (ρ, γ(ti), γ(ui)). Letting x(i) = γ(si), y(i) = γ(ti) and z(i) = γ(ui), by
Lemma 4,
D∗(x(i), z(i)) = D(x(i), z(i)) , D∗(y(i), z(i)) = D(y(i), z(i)) , 1 ≤ i ≤ K ′ − 1 .
By the triangle inequality, and the fact that γ is a D-geodesic, we have a.s.
D∗(x1, x2) ≤
K′−1∑
i=1
(D∗(x(i), z(i)) +D∗(z(i), y(i))) +
K′−1∑
i=0
D∗(y(i), x(i+1))
=
K′−1∑
i=1
(D(x(i), z(i)) +D(z(i), y(i))) +
K′−1∑
i=0
D∗(y(i), x(i+1))
≤ D(x1, x2) +
K′−1∑
i=0
D∗(y(i), x(i+1))
≤ D(x1, x2) + 4Kε(2−δ)/2 ,
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where we used Lemma 12 at the last step, assuming ε is small enough. Since K ≤ ε−(1−δ),
this is enough to get D∗(x1, x2) ≤ D(x1, x2) by letting ε → 0. Since D ≤ D∗ we get
D(x1, x2) = D
∗(x1, x2).
Note that the previous statement holds a.s. for λ ⊗ λ-almost every x1, x2 ∈ S. This
means that if x1, x2, . . . is an i.i.d. sequence of λ-distributed random variables (this can be
achieved by taking an i.i.d. sequence of uniform random variables on [0, 1], independent
of the Brownian map, and taking their images under p), then almost-surely one has
D∗(xi, xj) = D(xi, xj) for every i, j ≥ 1. But since the set {xi, i ≥ 1} is a.s. dense in
(S,D) (or in (S,D∗)), the measure λ being of full support, we obtain by a density argument
that a.s., for every x, y ∈ S, D∗(x, y) = D(x, y). This ends the proof of Theorem 3.
3 Rough comparison between D and D∗
The goal of this Section is to prove Proposition 6. We start with an elementary statement
in metric spaces.
Lemma 13 Let (X, d) be an arcwise connected metric space, and let x, y be two distinct
points in X. Let γ be a continuous path with extremities x and y. Then for every η > 0,
there exist at least K = bd(x, y)/(2η)c + 1 points y1, . . . , yK in the image of γ such that
d(yi, yj) ≥ 2η for every i, j ∈ {1, 2, . . . , K} with i 6= j.
Proof. Let us assume without loss of generality that γ is parameterized by [0, 1] and
that γ(0) = x, γ(1) = y. Also, assume that d(x, y) ≥ 2η, since the statement is trivial
otherwise. In this case we have K ≥ 2.
Set s0 = 0, and by induction, let
si+1 = sup{t ≤ 1 : d(γ(t), γ(si)) < 2η} , i ≥ 0 .
The sequence (si, i ≥ 0) is non-decreasing, and it holds that d(γ(si), γ(si+1)) ≤ 2η for
every i ≥ 0. Let i ∈ {0, 1, . . . , K − 2}. Then, since x = γ(0) = γ(s0),
d(x, γ(si)) ≤
i−1∑
j=0
d(γ(sj), γ(sj+1)) ≤ 2ηi ≤ 2η(K − 2) ≤ d(x, y)− 2η ,
which implies, by the triangle inequality,
d(γ(si), y) ≥ d(x, y)− d(x, γ(si)) ≥ d(x, y)− (d(x, y)− 2η) = 2η .
From this, and the definition of (si, i ≥ 0) it follows that d(γ(si), γ(sj)) ≥ 2η for every
i ∈ {0, 1, . . . , K − 2} and j > i. This yields the wanted result, setting yi = γ(si−1) for
1 ≤ i ≤ K. 
Our next tool is a uniform estimate for the volume of D-balls in S.
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Lemma 14 Let η ∈ (0, 1) be fixed. Then almost-surely, there exists a (random) C ∈
(0,∞) such that for every r ≥ 0 and every x ∈ S, one has
λ(BD(x, r)) ≤ Cr4−η .
This is an immediate consequence of a result by Le Gall [15, Corollary 6.2], who proves
the stronger fact that the optimal random “constant” C of the statement has moments of
all orders. In the remainder of this section, we will use let C, c for such almost-surely finite
positive random variables. As long as no extra property besides the a.s. finiteness of these
random variables is required, we keep on calling them C, c even though they might differ
from statement to statement or from line to line, just as if they were universal constants.
The following statement is a rough uniform lower estimate for D∗-balls.
Lemma 15 Let η ∈ (0, 1) be fixed. Then almost-surely, there exists a (random) c ∈
(0,∞) and r0 > 0 such that for every r ∈ [0, r0] and every x ∈ S, one has
λ(BD∗(x, r)) ≥ cr4+η .
Proof. We use the fact that BD◦(x, r) ⊆ BD∗(x, r) for every x ∈ S and r ≥ 0,
where BD◦(x, r) = {y ∈ S : D◦(x, y) < r}. We recall that D◦ does not satisfy the
triangle inequality, which requires a little extra care when manipulating “balls” of the
form BD◦(x, r).
By definition, D◦(x, y) = infs,tD◦(s, t) where the infimum is over s, t ∈ [0, 1] such that
p(s) = x,p(t) = y. Consequently, for every s ∈ [0, 1] such that p(s) = x,
p({t ∈ [0, 1] : D◦(s, t) < r}) ⊆ BD◦(x, r) ,
which implies, by definition of λ,
λ(BD∗(x, r)) ≥ λ(BD◦(x, r)) ≥ Leb({t ∈ [0, 1] : D◦(s, t) < r}) .
Consequently, for every r > 0,
λ(BD∗(x, r)) ≥ Leb({t ∈ [0, 1] : D◦(s, t) ≤ r/2}) . (4)
We use the fact that Z is a.s. Ho¨lder-continuous with exponent 1/(4 + η), which implies
that a.s. there exists a random C ∈ (0,∞), such that for every h ≥ 0, ω(Z, h) ≤ Ch1/(4+η),
where
ω(Z, h) = sup{|Zt − Zs| : s, t ∈ [0, 1], |t− s| ≤ h}
is the oscillation of Z. Since
D◦(s, t) ≤ Zs + Zt − 2 min
u∈[s∧t,s∨t]
Zu ≤ 2ω(Z, |t− s|) ,
we obtain that for every s ∈ [0, 1], for every h > 0 and t ∈ [(s− h) ∨ 0, (s+ h) ∧ 1],
D◦(s, t) ≤ 2Ch1/(4+η) .
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Letting h = (r/(4C))4+η yields
Leb({t ∈ [0, 1] : D◦(s, t) ≤ r/2}) ≥ (2h) ∧ 1 .
This holds for every s ∈ [0, 1], r ≥ 0 so that, by (4),
λ(BD∗(x, r)) ≥
( 2
(4C)4+η
r4+η
)
∧ 1 .
This yields the wanted result with r0 = 4C/2
1/(4+η) and c = 2/(4C)4+η. 
We are now able to prove Proposition 6, and we argue by contradiction. Let α ∈ (0, 1)
be fixed, and assume that the statement of the proposition does not hold. This implies
that with positive probability, one can find two sequences (xn, n ≥ 0) and (yn, n ≥ 0)
of points in S such that D(xn, yn) converges to 0, and D
∗(xn, yn) > D(xn, yn)α for every
n ≥ 0. From now on until the end of the proof, we restrict ourselves to this event of
positive probability, and almost-sure statements will implicitly be in restriction to this
event.
Let γn be a D-geodesic path from xn to yn. Let V
D
β (γn) be the D, β-thikening of the
image of γn:
V Dβ (γn) = {x ∈ S : ∃t ∈ [0, D(xn, yn)], D(γn(t), x) < β} .
Then V Dβ (γn) is contained in a union of at most bD(xn, yn)/(2β)c + 1 D-balls of radius
2β: Simply take centers yn and γn(2βk) for 1 ≤ k ≤ bD(xn, yn)/(2β)c. Consequently, for
every β > 0,
λ(V Dβ (γn)) ≤
(D(xn, yn)
2β
+ 1
)
sup
x∈S
λ(BD(x, 2β)) .
By applying Lemma 14, for any η ∈ (0, 1), whose value will be fixed later on, we obtain
a.s. the existence of C ∈ (0,∞) such that for every n ≥ 0 and β ∈ [0, D(xn, yn)],
λ(V Dβ (γn)) ≤ Cβ3−ηD(xn, yn) . (5)
Let V D
∗
β (γn) be the D
∗, β-thikening of γn, defined as V Dβ (γn) above but with D
∗
instead of D. The spaces (S,D∗) and (S,D) being homeomorphic, we obtain that (S,D∗)
is arcwise connected and γn is a continuous path in this space. Therefore Lemma 3
applies: For every β > 0 we can find points y1, . . . , yK , K = bD∗(xn, yn)/(2β)c + 1, such
that D∗(yi, yj) ≥ 2β for every i, j ∈ {1, 2, . . . , K} with i 6= j. From this, it follows that
the balls BD∗(yi, β), 1 ≤ i ≤ K are pairwise disjoint, and they are all included in V D∗β (γn).
Hence,
λ(V D
∗
β (γn)) ≥
K∑
i=1
λ(BD∗(yi, β)) ≥ K inf
x∈S
λ(BD∗(x, β)) ≥ D
∗(xn, yn)
2β
inf
x∈S
λ(BD∗(x, β)) .
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For the same η ∈ (0, 1) as before, by using Lemma 15 and the definition of xn, yn, we
conclude that a.s. there exists c ∈ (0,∞) and r0 > 0 such that for every β ∈ [0, r0],
λ(V D
∗
β (γn)) ≥ cβ3+ηD∗(xn, yn) ≥ cβ3+ηD(xn, yn)α . (6)
But since D ≤ D∗, we have that V D∗β (γn) ⊆ V Dβ (γn), so that (5) and (6) entail that for
every β ∈ [0, D(xn, yn) ∧ r0],
β2η ≤ CD(xn, yn)1−α ,
for some a.s. finite C > 0. But taking η = (1−α)/4 and then β = D(xn, yn)∧r0, we obtain
since D(xn, yn) → 0 that D(xn, yn)(1−α)/2 = O(D(xn, yn)1−α), which is a contradiction.
This ends the proof of Proposition 6. 
4 Covering 3-star points on typical geodesics
We now embark in our main task, which is to prove Proposition 8.
4.1 Entropy number estimates
We use the same notation as in Section 2.3. In this section, we are going to fix two small
parameters δ, β ∈ (0, 1/2), which will be tuned later on: The final value of δ will be the
one that appears in Proposition 8.
We want to estimate the number of D-balls of radius ε needed to cover the set Γ. Since
we are interested in bounding this number by ε−(1−δ) we can consider only the points of
Γ that lie at distance at least 8ε1−β from x1, x2 and ρ. Since Γ is included in the image
of γ, the remaining part of Γ can certainly be covered with at most 32ε−β balls of radius
ε. Since we chose β, δ < 1/2, we have β < 1 − δ, so this extra number of balls will be
negligible compared to ε−(1−δ).
So for ε > 0, let NΓ(ε) be the minimal n ≥ 1 such that there exist n points
x(1), . . . , x(n) ∈ S such that
Γ \ (BD(x1, 8ε1−β) ∪BD(x2, 8ε1−β) ∪BD(ρ, 8ε1−β)) ⊂
n⋃
i=1
BD(x(i), ε) .
We call Γε the set on the left-hand side. We first need a simple control on D
◦.
Lemma 16 Fix δ > 0. Almost surely, there exists a (random) ε3(δ) ∈ (0, 1) such that
for every t ∈ [0, 1], ε ∈ (0, ε3(δ)) and s ∈ [(t − ε4+δ) ∨ 0, (t + ε4+δ) ∧ 1], it holds that
D◦(s, t) ≤ ε/2.
Proof. This is an elementary consequence of the fact that Z is a.s. Ho¨lder-continuous
with any exponent α ∈ (0, 1/4), and the definition of D◦. From this, we get that
D◦(s, t) ≤ 2Kα|t − s|α, where Kα is the α-Ho¨lder norm of Z. If |t − s| ≤ ε4+δ, then
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D◦(s, t) ≤ 2Kαε(4+δ)α, so it suffices to choose α ∈ (1/(4 + δ), 1/4), and then ε3(δ) =
(4Kα)
−((4+δ)α−1)−1 ∧ (1/2). 
For every y ∈ S, let t ∈ [0, 1] such that p(t) = y. We let
F (y, ε) = p([(t− ε4+δ) ∨ 0, (t+ ε4+δ) ∧ 1]) , ε > 0 .
Note that in general, F (y, ε) does depend on the choice of t, so we let this choice be
arbitrary, for instance, t can be the smallest possible in [0, 1]. Lemma 16 and the fact
that D ≤ D◦ entails that F (y, ε) is included in BD(y, ε/2) for every ε ∈ (0, ε3(δ)), but
F (y, ε) is not necessarily a neighborhood of y in S. We can imagine it as having the shape
of a fan with apex at y.
Lemma 17 Let δ > 0 and ε ∈ (0, ε3(δ)) be as in Lemma 16. Let t(1), t(2), . . . , t(N) be
elements in [0, 1] such that the intervals [(t(i) − ε4+δ/2) ∨ 0, (t(i) + ε4+δ/2) ∧ 1], 1 ≤ i ≤ N
cover [0, 1]. Then, letting x(i) = p(t(i)),
NΓ(ε) ≤
N∑
i=1
1{x(i)∈
⋃
y∈Γε F (y,ε)} .
Proof. Let y ∈ Γε be given. By assumption, for every t ∈ [0, 1], the interval [(t− ε4+δ)∨
0, (t + ε4+δ) ∧ 1] contains at least one point t(i). By definition, this means that F (y, ε)
contains at least one of the points x(i), 1 ≤ i ≤ N . By the assumption on ε, we obtain
that y ∈ BD(x(i), ε/2). Therefore, the union of balls BD(x(i), ε), where x(i) is contained
in F (y, ε) for some y ∈ Γε, cover Γε. 
Let (U
(i)
0 , i ≥ 1) be an i.i.d. sequence of uniform random variables on [0, 1], independent
of (e, Z,D) and of U1, U2. We let x
(i)
0 = p(U
(i)
0 ). For ε > 0 let Nε = bε−4−2δc. The
probability of the event Bε that the intervals [(U (i)0 − ε4+δ/2)∨ 0, (U (i)0 + ε4+δ/2)∧ 1], 1 ≤
i ≤ Nε do not cover [0, 1] is less than the probability that there exists a j ≤ 2ε−4−δ such
that [jε4+δ/2, ((j + 1)ε4+δ/2) ∧ 1] does not contain any of the U (i)0 , 1 ≤ i ≤ Nε. This has
a probability at most 2ε−4−δe−ε
−δ/2, which decays faster than any power of ε as ε → 0.
Using Lemma 17, we get the existence of a finite constant C such that for every ε > 0,
P (NΓ(ε) ≥ ε−(1−δ), ε ≤ ε3(δ))
≤ P (Bε) + P
( Nε∑
i=1
1{x(i)0 ∈
⋃
y∈Γ F (y,ε)}
≥ ε−(1−δ), ε ≤ ε3(δ)
)
≤ Cε4 + ε1−δε−4−2δP
(
x0 ∈
⋃
y∈Γε
F (y, ε), ε ≤ ε3(δ)
)
,
where we used the Markov inequality in the second step, and let x0 = x
(1)
0 .
The uniqueness properties of geodesics in the Brownian map already mentioned before
imply that a.s. there is a unique geodesic γ0 from x0 to ρ, and a unique geodesic between
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xi and xj for i, j ∈ {0, 1, 2}. We let γ01, γ02 be the geodesics from x0 to x1 and x2, and
recall that γ is the unique geodesic between x1 and x2.
Since F (y, ε) ⊆ BD(y, ε/2) whenever ε ≤ ε3(δ), and Γε ⊂ γ, we get that if x0 ∈⋃
y∈Γε F (y, ε) then BD(x0, ε/2) intersects γ. Moreover, recall from Lemma 5 that D
◦ is a
measure of how quickly two geodesics in the Brownian map coalesce. By definition, we
have D◦(x0, y) ≤ ε/2 whenever x0 ∈ F (y, ε), so that outside of BD(x0, ε/2), the image of
γ0 is included in some geodesic γ
′ going from y to ρ. Since y ∈ Γ, by definition, γ′ does
not intersect γ12 except at the point y itself.
We conclude that the event A0(ε) = {x0 ∈
⋃
y∈Γε F (y, ε) and ε ∈ (0, ε3(δ))} implies
that either of the events A1(ε, β) or A2(2ε1−β) occurs, where
• A1(ε, β) is the event thatD(x0, x1)∧D(x0, x2) ≥ 7ε1−β, that γ intersectsBD(x0, ε/2),
and there exists a point of γ01 ∪ γ02 out of BD(x0, 2ε(1−β)) not belonging to γ,
• A2(ε) is the event that D(x0, x1) ∧ D(x0, x2) ∧ D(x0, ρ) ≥ 7ε/2, that γ intersects
BD(x0, ε), and that the geodesics γ0, γ01, γ02 do not intersect outside of BD(x0, ε).
Indeed, on A0(ε), we first note that D(x0,Γε) < ε, and since
D(x1,Γε) ∧D(x2,Γε) ∧D(ρ,Γε) ≥ 8ε1−β
we obtain
D(x0, x1) ∧D(x0, x2) ∧D(x0, ρ) ≥ 7ε1−β = (7/2) · 2ε1−β .
Then on A0(ε)\A1(ε, β), outside of BD(x0, 2ε1−β), the geodesics γ01 and γ02 are included
in γ, and γ0 is included in the geodesic γ
′ discussed above, so A2(2ε1−β) occurs.
The key lemmas give an estimation of the probabilities for these events.
Lemma 18 For every β ∈ (0, 1), there exists C ∈ (0,∞) such that for every ε > 0,
P (A1(ε, β)) ≤ Cε3+β .
Lemma 19 There exist χ ∈ (0, 1) and C ∈ (0,∞) such that for every ε > 0,
P (A2(ε)) ≤ Cε3+χ .
Taking these lemmas for granted, we can now conclude the proof of Proposition 8.
The constant χ of Lemma 19 will finally allow us to tune the parameters δ, β, and we
choose first β so that (1− β)(3 + χ) > 3, and then δ > 0 so that
δ <
β
3
∧ (1− β)(3 + χ)− 3
3
.
From our discussion, we have, for ε3 > 0 fixed and ε ∈ (0, ε3)
P (NΓ(ε) ≥ ε−(1−δ), ε3(δ) ≥ ε3)
≤ Cε4 + ε−3−3δ(P (A1(ε, β)) + P (A2(2ε1−β))
≤ C(ε4 + εβ−3δ + ε(1−β)(3+χ)−3−3δ) . (7)
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By our choice of δ, β, the exponents in (7) are strictly positive. This gives the existence
of some ψ > 0 such that for every ε3 > 0, there exists a C > 0 such that ε ≤ ε3 implies
P (NΓ(ε) ≥ ε−(1−δ), ε3(δ) ≥ ε3) ≤ Cεψ .
Applying this first to ε of the form 2−k, k ≥ 0 and using the Borel-Cantelli Lemma and
the monotonicity of NΓ(ε), we see that a.s., on the event {ε3(δ) ≥ ε3} for every ε > 0
small enough, NΓ(ε) < ε−(1−δ). Since ε3(δ) > 0 a.s., we obtain the same result without
the condition ε3(δ) ≥ ε3. This proves Proposition 8, and it remains to prove Lemmas 18
and 19.
4.2 Back to geodesic stars in discrete maps
Our strategy to prove Lemmas 18 and 19 is to relate them back to asymptotic properties of
random quadrangulations. In turn, these properties can be obtained by using a bijection
between quadrangulations and certain maps with a simpler structure, for which the scaling
limits can be derived (and do not depend on the subsequence (nk) used to define the space
(S,D)).
We start by reformulating slightly the statements of Lemmas 18 and 19, in a way
that is more symmetric in the points ρ, x1, x2, x0 that are involved. For this, we use the
invariance under re-rooting of the Brownian map [15, Theorem 8.1] stating that ρ has
the same role as a uniformly chosen point in S according to the distribution λ. So we
let x0, x1, x2, x3, x4, . . . be a sequence of independent such points (from now on, x3 will
perform the role of ρ, which will never be mentioned again), and let γij be the a.s. unique
geodesic from xi to xj, for i < j.
Both eventsA1(ε, β),A2(ε) that are involved in Lemmas 18 and 19 deal with properties
of “geodesic ε-stars” in random maps, in which the different arms of the geodesic stars
separate quickly, say after a distance at most ε, rather than being necessarily pairwise
disjoint. Indeed, the event A1(ε, β) states in particular that the random point x0 lies at
distance ε from a certain point y of γ12, and this point can be seen as a 2-star point from
which emanate the segments of γ12 from y to x1, x2. This does imply that the geodesics
γ01, γ02 are disjoint outside of the ball BD(x0, ε), as is easily checked. The similar property
for the geodesics γ03, γ01, γ02 under the event A2(ε) is part of the definition of the latter.
Therefore, we need to estimate the probability of events of the following form:
G(ε, k) = {∀ i, j ∈ {1, 2, . . . , k} with i < j, γ0i is disjoint from γ0j outside BD(x0, ε)} .
(8)
More precisely, we define discrete analogs for the events A1(ε, β) and A2(ε). Let A(n)1 (ε, β)
be the event that
• any geodesic chain from v1 to v2 in Qn intersects BdQn (v0, ε(8n/9)1/4),
• it either holds that any geodesic chain from v0 to v1, visits at least one vertex v with
dQn(v, v0) > ε
1−β(8n/9)1/4, such that (v1, v, v2) are not aligned, or that any geodesic
chain from v0 to v2, visits at least one vertex v with dQn(v, v0) > ε
1−β(8n/9)1/4, such
that (v1, v, v2) are not aligned
4 COVERING 3-STAR POINTS ON TYPICAL GEODESICS 20
• the vertices v0, v1, v2, taken in any order, are not aligned in Qn, and dQn(v0, v1) ∧
dQn(v0, v2) ≥ 3ε1−β(8n/9)1/4
and A(n)2 (ε) be the event that
• any geodesic chain from v1 to v2 in Qn intersects BdQn (v0, ε(8n/9)1/4),
• no two geodesic chains respectively from v0 to vi and from v0 to vj share a common
vertex outside BdQn (v0, ε(8n/9)
1/4), for every i 6= j in {1, 2, 3}.
• any three vertices among v0, v1, v2, v3, taken in any order, are not aligned in Qn, and
dQn(v0, v1) ∧ dQn(v0, v2) ∧ dQn(v0, v3) ≥ 3ε(8n/9)1/4
Proposition 20 Let Qn be a uniform quadrangulation in Qn, and conditionally given
Qn, let v0, v1, v2, v3 be uniformly chosen points in V (Qn). Then
P (A1(ε, β)) ≤ lim sup
n→∞
P (A(n)1 (ε, β)) ,
and
P (A2(ε)) ≤ lim sup
n→∞
P (A(n)2 (ε)) .
Proof. We rely on results of [15], see also [25], stating that the marked quadrangu-
lations (V (Qn), (8n/9)
−1/4dQn , (v0, v1, . . . , vk)) converge in distribution along (nk) for the
so-called (k+1)-pointed Gromov-Hausdorff topology to (S,D, (x0, x1, . . . , xk)). Assuming,
by using the Skorokhod representation theorem that this convergence holds almost-surely,
this means that for every η > 0, and for every n large enough, it is possible to find a cor-
respondence Rn between V (Qn) and S, such that (vi, xi) ∈ Rn for every i ∈ {0, 1, . . . , k},
and such that
sup
(v,x),(v′,x′)∈Rn
∣∣∣∣( 98n)1/4dQn(v, v′)−D(x, x′)
∣∣∣∣ ≤ η . (9)
Let us now assume that A1(ε, β) holds, and apply the preceding observations for k = 2.
Assume by contradiction that with positive probability, along some (random) subse-
quence, there exists a geodesic chain γ(n) in Qn from v1 to v2 such that no vertex of
this chain lies at distance less than ε(8n/9)1/4 from v0. Now choose v
q
(n) on γ(n), in such a
way that (8n/9)−1/4dQn(v0, v
q
(n)) converges to some q ∈ (0, D(x1, x2))∩Q. This entails in
particular that (v1, v
q
(n), v2) are aligned (along the extraction considered above). Then, let
xq(n) be such that (v
q
(n), x
q
(n)) ∈ Rn. By diagonal extraction, we can assume that for every
q, xq(n) converges to some x
q ∈ S, and using (9) entails both that (x1, xq, x2) are aligned,
with D(x1, x
q) = q, and D(xq, xq
′
) = |q′ − q|. One concludes that the points xq are dense
in the image of a geodesic from x1 to x2, but this geodesic is a.s. unique and has to be
γ. By assumption, dQn(v0, v
q
(n)) ≥ ε(8n/9)1/4 for every rational q and n chosen along the
same extraction, so that (9) entails that D(x0, x
q) ≥ ε for every q, hence that γ does not
intersect BD(x0, ε/2), a contradiction.
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Similarly, assume by contradiction that with positive probability, for infinitely many
values of n, there exists a geodesic chain γ(n) from v0 to v1 such that every v on this
geodesic with dQn(v, v0) > ε
1−β(8n/9)1/4, satisfies also that (v1, v, v2) are aligned (and
similarly with the roles of v1 and v2 interchanged). Similarly to the above, choose v
q
(n) on
γ(n), in such a way that (8n/9)
−1/4dQn(v0, v
q
(n)) converges to some q ∈ (ε1−β, D(x0, x1))∩Q.
This entails in particular that (v1, v
q
(n), v2) are aligned (along some extraction). By using
the correspondence Rn and diagonal extraction, this allows to construct a portion of
geodesic in (S,D) from x0 to x1 lying outside of BD(x0, ε
1−β), which visits only points
that are aligned with x1 and x2. The uniqueness of geodesics allows to conclude that all
points x on γ01 outside BD(x0, ε
1−β) are in γ. The same holds for γ02 instead of γ01 by
the same argument, so A1(ε, β) does not occur.
Next, we know that a.s. x0, x1, x2 have no alignement relations, and by (9) this is also
the case of v0, v1, v2 for every large n. A last use of (9) shows that dQn(v0, v1)∧dQn(v0, v2) ≥
3ε1−β(8n/9)1/4 for n large, from the fact that D(x0, x1) ∧D(x0, x2) ≥ 7ε1−β on the event
A1(ε, β).
Putting things together, we have obtained the claim on A1(ε, β). The statement
concerning A2(ε) is similar and left to the reader. 
5 Coding by labeled maps
Our main tool for studying geodesic ε-stars with k arms is a bijection [25] between multi-
pointed delayed quadrangulations and a class of labeled maps, which extends the celebrated
Cori-Vauquelin-Schaeffer bijection. The multi-pointed bijection was used in [25] to prove
a uniqueness result for typical geodesics that is related to the result of [15] that we already
used in the present work. It was also used in [5] to obtain the explicit form of the joint
law of distances between three randomly chosen vertices in the Brownian map (S,D).
The way in which we use the multi-pointed bijection is in fact very much inspired from
the approach of [5].
5.1 The multi-pointed bijection
5.1.1 Basic properties
Let q ∈ Q, and v = (v0, v1, . . . , vk) be k + 1 vertices of q. Let also τ = (τ0, τ1, . . . , τk)
be delays between the points vi, 0 ≤ i ≤ k, i.e. relative integers such that for every
i, j ∈ {0, 1, . . . , k} with i 6= j,
|τi − τj| < dq(vi, vj) , (10)
dq(vi, vj) + τi − τj ∈ 2N . (11)
Such vertices and delays exist as soon as dq(vi, vj) ≥ 2 for every i 6= j in {0, 1, . . . , k}.
We let Q(k+1) be the set of triples (q,v, τ ) as described, and we let Q
(k+1)
n be the subset
of those triples such that q has n faces.
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On the other hand, a labeled map with k + 1 faces is a pair (m, l) such that m is a
rooted map with k + 1 faces, named f0, f1, . . . , fk, while l : V (m) → Z+ is a labeling
function such that |l(u) − l(v)| ≤ 1 for every u, v linked by an edge of m. If m has n
edges, then m has n − k + 1 vertices by Euler’s formula. We should also mention that
the function l and the delays τ are defined up to a common additive constant, but we are
always going to consider particular representatives in the sequel.
The bijection of [25] associates with (q,v, τ ) ∈ Q(k+1)n a labeled map (m, l) with n
edges, denoted by Φ(k+1)(q,v, τ ), in such a way that V (m) = V (q)\{v0, v1, . . . , vk}: This
identification will be implicit from now on. Moreover, the function l satisfies
l(v) = min
0≤i≤k
(dq(v, vi) + τi) , v ∈ V (m) , (12)
where on the right-hand side one should understand that the vertex v is a vertex of V (q).
The function l is extended to V (q) in the obvious way, by letting l(vi) = τi, 0 ≤ i ≤ k.
This indeed extends (12) by using (10), and we see in passing that τi + 1 is the minimal
label l(v) for all vertices v incident to fi. The interpretation of the labels is the following.
Imagine that vi is a source of liquid, which starts to flow at time τi. The liquid then
spreads in the quadrangulation, taking one unit of time to traverse an edge. The different
liquids are not miscible, so that they end up entering in conflict and becoming jammed.
The vertices v such that
l(v) = dq(v, vi) + τi < min
j∈{0,1,...,k}\{i}
(dq(v, vj) + τj)
should be understood as the set of vertices that have only been attained by the liquid
starting from vi.
The case where there are ties is a little more elaborate as we have to give priority
rules to liquids at first encounter. The property that we will need is the following. The
label function l is such that |l(u)− l(v)| = 1 for every adjacent u, v ∈ V (q), so that there
is a natural orientation of the edges of q, making them point toward the vertex of lesser
label. We let ~Ev,τ (q) be the set of such oriented edges. Maximal oriented chains made
of edges in ~Ev,τ (q) are then geodesic chains, that end at one of the vertices v0, v1, . . . , vk.
For every oriented edge e ∈ ~Ev,τ (q), we consider the oriented chain starting from e, and
turning to the left as much as possible at every step. For i ∈ {0, 1, . . . , k}, the set ~Ev,τi (q)
then denotes the set of e ∈ ~Ev,τ (q) for which this leftmost oriented path ends at vi. One
should see ~Ev,τi (q) as the set of edges that are traversed by the liquid emanating from
source vi.
5.1.2 The reverse construction
We will not specify how (m, l) is constructed from an element (q,v, τ ) ∈ Q(k+1), but it
is important for our purposes to describe how one goes back from the labeled map (m, l)
to the original map with k+ 1 vertices and delays. We first set a couple of extra notions.
For each i ∈ {0, 1, . . . , k}, we can arrange the oriented edges of ~E(fi) cyclically in the
so-called facial order: Since fi is located to the left of the incident edges, we can view
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the faces as polygons bounded by the incident edges, oriented so that they turn around
the face counterclockwise, and this order is the facial order. If e, e′ are distinct oriented
edges incident to the same face, we let [e, e′] be the set of oriented edges appearing when
going from e to e′ in facial order, and we let [e, e] = {e}. Likewise, the oriented edges
incident to a given vertex v are cyclically ordered in counterclockwise order when turning
around v. The corner incident to the oriented edge e is a small angular sector with apex
e−, that is delimited by e and the edge that follows around v: These sectors should be
simply connected and chosen small enough so that they are paiwise disjoint. We will often
assimilate e with its incident corner. The label of a corner is going to be the label of the
incident vertex. In particular, we will always adopt the notation l(e) = l(e−).
The converse construction from (m, l) to (q,v, τ ) goes as follows. Inside the face fi
of m, let us first add an extra vertex vi, with label
l(vi) = τi = min
v∈V (fi)
l(v)− 1 , (13)
consistently with (12) and the discussion below. We view vi as being incident to a single
corner ci. For every e ∈ ~E(m), we let fi be the face of m incident to e, and define the
successor of e as the first corner e′ following e in the facial order, such that l(e′) = l(e)−1,
we let e′ = s(e). If there are no such e′, we let s(e) = ci. The corners ci themselves have
no successors.
For every e ∈ ~E(m), we draw an arc between the corner incident to e and the corner
incident to s(e). It is possible to do so in such a way that the arcs do not intersect, nor cross
an edge of m. The graph with vertex set V (m)∩{v0, v1, . . . , vk} and edge-set the set of arcs
(so that the edges of m are excluded), is then a quadrangulation q, with distinguished
vertices v0, v1, . . . , vk and delays τ0, τ1, . . . , τk defined by (13). More precisely, if e is
incident to fi, then the arc from e to s(e) is an oriented edge in E
v,τ
i (q), and every such
oriented edge can be obtained in this way: In particular, the chain e, s(e), s(s(e)), . . . from
e− to vi is the leftmost geodesic chain described when defining the sets E
v,τ
i (q).
To be complete, we should describe how the graph made of the arcs is rooted, but
we omit the exact construction as it is not going to play an important role here. What
is relevant is that for a given map (m, l), there are two possible rooting conventions
for q. Therefore, the mapping Φ(k+1) associating a labeled map (m, l) with a delayed
quadrangulation (q,v, τ ) is two-to-one. Consequently, the mapping Φ(k+1) pushes forward
the counting measure on Q
(k+1)
n to twice the counting measure on labeled maps with n
edges, as far as we are interested in events that do not depend on the root of q.
5.2 Geodesic r-stars in quadrangulations
We want to apply the previous considerations to the estimation of the probabilities of
the events A(n)1 (ε, β),A(n)2 (ε) of Section 4.2. To this end, we will have to specify the
appropriate discrete counterpart to the event G(ε, k) of (8). Contrary to the continuous
case, in quadrangulation there are typically many geodesic chains between two vertices. In
uniform quadrangulations with n faces, the geodesic chains between two typical vertices
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will however form a thin pencil (of width o(n1/4)), that will degenerate to a single geodesic
path in the limit.
Let k, r > 0 be integers. We denote by G(r, k) set of pairs (q,v) with q ∈ Q,
v = (v0, v1, . . . , vk) ∈ V (q)k+1, and such that
• if (v0, v, vi) are aligned for some i ∈ {1, 2, . . . , k} and dq(v, v0) ≥ r, then (v0, v, vj)
are not aligned for every j 6= i,
• no three distinct vertices in {v0, v1, . . . , vk}, taken in any order, are aligned in q,
and min{dq(v0, vi), 1 ≤ i ≤ k} ≥ 3r,
Let (q,v) ∈ G(r, k), and fix r′ ∈ {r+ 1, r+ 2, . . . , 2r}. We let τ (r′) = (τ (r′)0 , τ (r
′)
1 , . . . , τ
(r′)
k )
be defined by {
τ
(r′)
0 = −r′
τ
(r′)
i = −dq(v0, vi) + r′ , 1 ≤ i ≤ k .
(14)
Lemma 21 If (q,v) ∈ G(r, k) and r′ ∈ {r + 1, . . . , 2r}, then (q,v, τ (r′)) ∈ Q(k+1).
Proof. Let us verify (10). We write τ instead of τ (r
′) for simplicity. We have τ0 − τi =
dq(v0, vi) − 2r′, and by the assumption that dq(v0, vi) ≥ 3r > r′, we immediately get
|τ0− τi| < dq(v0, vi). Next, if i, j ∈ {1, . . . , k} are distinct, we have |τi− τj| = |dq(v0, vj)−
dq(v0, vi)| < dq(vi, vj), since (vi, vj, v0) are not aligned, and neither are (vj, vi, v0).
We now check (11). First note that for every i ∈ {1, . . . , k}, dq(v0, vj) + τi − τ0 = 2r′
which is even. Next, for i, j ∈ {1, . . . , k} distinct, consider the mapping h : v ∈ V (q) 7→
dq(vi, vj)− dq(v, vi) + dq(v, vj). We have h(vj) = 0, which is even. Moreover, since q is a
bipartite graph, we have h(u)−h(v) ∈ {−2, 0, 2} if u and v are adjacent vertices. Since q
is a connected graph, we conclude that h takes all its values in 2Z, so h(v0) is even, and
this is (11). 
Under the hypotheses of Lemma 21, let (m, l) = Φ(k+1)(q,v, τ (r
′)), where Φ(k+1) is the
mapping described in Section 5.1. The general properties of this mapping entail that
min
v∈V (f0)
l(v) = −r′ + 1 > −2r (15)
and
min
v∈fi
l(v) = −dq(v0, vi) + r′ − 1 < 0 for every i ∈ {1, . . . , k} .
We now state a key combinatorial lemma. Let LM(k+1) set of labeled maps (m, l) with
k+ 1 faces such that for every i ∈ {1, . . . , k}, the face f0 and fi have at least one common
incident vertex, and minv∈V (f0∩fi) l(v) = 0.
Lemma 22 Let (q,v) ∈ G(r, k), and r′ ∈ {r + 1, r + 2, . . . , 2r}. Then the labeled map
(m, l) = Φ(k+1)(q,v, τ (r
′)) belongs to LM(k+1).
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Proof. Consider a geodesic chain γi = (e1, . . . , edq(v0,vi)) from v0 to vi, and let e =
er′+1, e
′ = er′ and v = e− = e′− be the vertex visited by this geodesic at distance r
′ from
v0. Then it holds that dq(v, vi) = dq(v0, vi)− r′, so that
dq(v, v0) + τ0 = 0 = dq(v, vi) + τi .
Let us show that v ∈ V (f0 ∩ fi). Since (q,v) ∈ G(r, k), we know that v is not on any
geodesic from v0 to vj, for j ∈ {1, . . . , k} \ {i}. Therefore,
dq(v, vj) + τj = dq(v, vj)− dq(v0, vj) + r′ > −dq(v0, v) + r′ = 0 .
From this, we conclude that l(v) = 0, and that v can be incident only to f0 or fi. It is
then obvious, since γi is a geodesic chain, that e ∈ ~Ev,τi (q) and e′ ∈ ~Ev,τ0 (q). From the
reverse construction, we see that e and e′ are arcs drawn from two corners of the same
vertex, that are incident to fi and f0 respectively. 
In fact, the proof shows that all the geodesic chains from v0 to vi in q visit one of the
vertices of label 0 in V (f0 ∩ fi). This will be useful in the sequel.
We let LM(k+1)n be the subset of elements with n edges, and LM
(k+1)
n be the counting
measure on LM(k+1)n , so its total mass is #LM
(k+1)
n . We want to consider the asymptotic
behavior of this measure as n → ∞, and for this, we need to express the elements of
LM(k+1) in a form that is appropriate to take scaling limits.
5.3 Decomposition of labeled maps in LM(k+1)
It is a standard technique both in enumerative combinatorics and in probability theory to
decompose maps in simpler objects: Namely, a homotopy type, or scheme, which is a map
of fixed size, and a labeled forest indexed by the edges of the scheme. See [26, 7, 25, 2] for
instance. Due to the presence of a positivity constraint on the labels of vertices incident
to f0 and fi, this decomposition will be more elaborate than in these references, it is
linked in particular to the one described in [5].
5.3.1 Schemes
From this point on, the notation k will always stand for an integer k ≥ 2. We call pre-
scheme with k + 1 faces, an unrooted map s0 with k + 1 faces named f0, f1, . . . , fk, in
which every vertex has degree at least 3, and such that for every i ∈ {1, 2, . . . , k}, the set
V (f0 ∩ fi) of vertices incident to both f0 and fi is not empty.
It is easy to see, by applying the Euler formula, that there are only a finite number
of pre-schemes with k + 1 faces: Indeed, it has at most 3k − 3 edges and 2k − 2 vertices,
with equality if and only if all vertices have degree exactly 3, in which case we say that
s0 is dominant, following [7].
A scheme with k+1 faces is an unrooted map that can be obtained from a pre-scheme
s0 in the following way. For every edge of s0 that is incident to f0 and some face fi with
i ∈ {1, 2, . . . , k}, we allow the possibility to split it into two edges, incident to a common,
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Figure 1: The five dominant pre-schemes with 4 faces, where f0 is the unbounded face,
and after forgetting the names f1, f2, f3 of the other faces (there are sixteen dominant
pre-schemes with 4 faces). In the first two cases, the boundary of the exterior face is a
Jordan curve, while in the last three it is not simple.
distinguished new vertex of degree 2 called a null-vertex. Likewise, some of the vertices
of V (f0 ∩ fi) with i ∈ {1, 2, . . . , k} are allowed to be distinguished as null-vertices. These
operations should be performed in such a way that every face fi, for i ∈ {1, 2, . . . , k}, is
incident to at least one null-vertex. Furthermore, a null vertex of degree 2 is not allowed
to be adjacent to any other null vertex (of any degree).
In summary, a scheme is a map s with k + 1 faces labeled f0, f1, . . . , fk, such that
• For every i ∈ {1, 2, . . . , k}, the set V (f0 ∩ fi) is not empty,
• the vertices of s have degrees greater than or equal to 2,
• vertices of degree 2 are all in ⋃ki=1 V (f0 ∩ fi), and no two vertices of degree 2 are
adjacent to each other,
• every vertex of degree 2, plus a subset of the other vertices in ⋃ki=1 V (f0 ∩ fi), are
distinguished as null-vertices, in such a way that every face fi with i ∈ {1, 2, . . . , k}
is incident to a null-vertex, and no degree-2 vertex is adjacent to another null vertex.
Since the number of pre-schemes with k+1 faces is finite, the number of schemes is also
finite. Indeed, passing from a pre-scheme to a scheme boils down to specifying a certain
subset of edges and vertices of this pre-scheme. We say that the scheme is dominant if it
can be obtained from a dominant pre-scheme, and if is has exactly k null vertices, which
are all of degree 2. Since a dominant pre-scheme has 3k− 3 edges and 2k− 2 vertices, we
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see that a dominant scheme has 4k − 3 edges and 3k − 2 vertices. We let S(k+1) be the
set of schemes with k + 1 faces, and S
(k+1)
d the subset of dominant ones.
The vertices of a scheme can be partitioned into three subsets:
• The set VN(s) of null vertices,
• The set VI(s) of vertices that are incident to f0 and to some other face among
f1, . . . , fk, but which are not in VN(s), and
• The set VO(s) of all other vertices.
Similarly, the edges of s can be partitioned into
• the set EN(s) of edges incident to f0 and to some other face among f1, . . . , fk, and
having at least one extremity in VN(s),
• the set EI(s) of edges that are incident to f0 and some other face in f1, . . . , fk, but
that are not in EN(s), and
• the set EO(s) of all other edges.
It will be convenient to adopt once and for all an orientation convention valid for
every scheme, meaning that every element of E(s) comes with a privileged orientation.
We add the constraint that an edge in EN(s) is always oriented towards a vertex of
VN(s), with priority given to those with degree 2: That is, if an edge of EN(s) links two
vertices of VN(s), the orientation is arbitrary if both vertices have degree at least 3, and
points towards to unique incident vertex of degree 2 otherwise. The other orientations
are arbitrary, as in Figure 2. We let Eˇ(s) be the orientation convention of s.
For every null vertex v of degree 2, there is only one e ∈ Eˇ(s) satisfying both e+ = v,
and e ∈ ~E(f0) (by definition, the face incident to e is then some other face among
f1, . . . , fk). The corresponding (non-oriented) edge is distinguished as a thin edge. Simi-
larly, any edge of EN(s) incident to at least one null vertex of degree at least 3 is counted
as a thin edge. We let ET (s) be the set of thin edges. Dominant schemes are the ones
having exactly k null-vertices, which are all of degree 2: These also have k thin edges.
5.3.2 Labelings and edge-lengths
An admissible labeling for a (planted) scheme s is a family (`v, v ∈ V (s)) ∈ ZV (s) such
that
1. `v = 0 for every v ∈ VN(s),
2. `v > 0 for every v ∈ VI(s),
A family of edge-lengths for a scheme s is a family (re, e ∈ E(s)) ∈ NE(s) of positive
integers indexed by the edges of s. A family of edge-lengths can be naturally seen as
being indexed by oriented edges rather than edges, by setting re = re to be equal to the
edge-length of the edge with orientations e, e.
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f1 f2 f3
f0
Figure 2: A scheme in S
(3)
d , where we indicated thin edges in light gray, and specified
the orientation conventions. Here the cardinalities of VN(s), VI(s), VO(s) are respectively
3, 4, 0, and the cardinalities of EN(s), EI(s), EO(s) are respectively 6, 1, 2.
5.3.3 Walk networks
We call Motzkin walk1 a finite sequence (M(0),M(1), . . . ,M(r)) with values in Z, where
the integer r ≥ 0 is the duration of the walk, and
M(i)−M(i− 1) ∈ {−1, 0, 1} , 1 ≤ i ≤ r .
Given a scheme with admissible labeling (`v, v ∈ V (s)) and edge-lengths (re, e ∈ ~E(s)),
a compatible walk network is a family (Me, e ∈ ~E(s)) of Motzkin walks indexed by ~E(s),
where for every e ∈ ~E(s),
1. one has Me(i) = Me(re − i) for every 0 ≤ i ≤ re,
2. one has Me(0) = `e− ,
3. if e ∈ EN(s) ∪ EI(s), then Me takes only non-negative values. If moreover e is not
a thin edge, then all the values taken by Me are positive, except Me(re) (when e is
canonically oriented towards the only null vertex is is incident to).
The first condition says that the walks can really be defined as being labeled by edges
of s rather than oriented edges: The family (Me, e ∈ ~E(s)) is indeed entirely determined
by (Me, e ∈ Eˇ(s)), where Eˇ(s) is the orientation convention on E(s). Also, note that 1.
and 2. together imply that Me(re) = `e+ , so we see that Me(re) = 0 whenever e ∈ EN(s)
(with orientation pointing to a vertex of VN(s), which is the canonical orientation choice
we made). The distinction arising in 3. between thin edges and non-thin edges in EN(s) is
slightly annoying, but unavoidable as far as exact counting is involved. Such distinctions
will disappear in the scaling limits studied in Section 6.
1This is not a really standard denomination in combinatorics, where Motzkin paths usually denote
paths that are non-negative besides the properties we require
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5.3.4 Forests and discrete snakes
Our last ingredient is the notion of plane forest. We will not be too formal here, and refer
the reader to [25, 2] for more details. A plane tree is a rooted plane map with one face,
possibly reduced to a single vertex, and a plane forest is a finite sequence of plane trees
(t1, t2, . . . , tr). We view a forest itself as a plane map, by adding an oriented edge from
the root vertex of ti to the root vertex of ti+1 for 1 ≤ i ≤ r− 1, and adding another such
edge from the root vertex of tr to an extra vertex. These special oriented edges are called
floor edges, and their incident vertices are the r+ 1 floor vertices. The vertex map, made
of a single vertex and no edge, is considered as a forest with no tree.
With a scheme s, an admissible labeling (`v, v ∈ V (s)) and a compatible walk network
(Me, e ∈ ~E(s)), a compatible labeled forest is the data, for every e ∈ ~E(s), of a plane
forest Fe with re trees, and with an integer-valued labeling function (Le(u), u ∈ V (Fe))
such that Le(u) = Me(i) if u is the i + 1-th floor vertex of Fe, for 0 ≤ i ≤ re and
Le(u)−Le(v) ∈ {−1, 0, 1} whenever u and v are adjacent vertices in the same tree of Fe,
or adjacent floor vertices.
In order to shorten the notation, we can encode labeled forests in discrete processes
called discrete snakes. If t is a rooted plane tree with n edges, we can consider the facial
ordering (e(0), e(1), . . . , e(2n−1)) of oriented edges starting from its root edge, and let
Ct(i) = dt(e
(0)
− , e
(i)
− ) , 0 ≤ i ≤ 2n− 1 ,
and then Ct(2n) = 0 and Ct(2n+ 1) = −1. The sequence (Ct(i), 0 ≤ i ≤ 2n+ 1) is called
the contour sequence of t, and we turn it into a continuous function defined on the time
interval [0, 2n+1] by linearly interpolating between values taken at the integers. Roughly
speaking, for 0 ≤ s ≤ 2n, Ct(s) is the distance from the root of the tree at time s of a
particle going around the tree at unit speed, starting from the root.
If F is a plane forest with trees t1, . . . , tr, the contour sequence CF is just the concate-
nation of r+Ct1 , r− 1 +Ct2 , . . . , 1 +Ctr , starting at r and finishing at 0 at time r+ 2n,
where n is the total number of edges in the forest distinct from floor edges. Note the fact
that the sequence visits r − i for the first time when it starts exploring the i+ 1-th tree.
For simplicity, we still denote the sequence by F . If L is a labeling function on F , the
label process is defined by letting LF (i) be the label of the corner explored at the i-th step
of the exploration. Both processes CF , LF are extended by linear interpolation between
integer times.
The information carried by (F,L) can be summarized into one unique path-valued
process
(WF,L(i), 0 ≤ i ≤ 2n+ r) , with WF,L(i) = (WF,L(i, j), 0 ≤ j ≤ ζF (i)) ,
where ζF (i) is the distance to the floor of the vertex u
(i) = e
(i)
− of F visited at the i-th step
in contour order, and WF,L(i, j) is the label L(u) of the ancestor u of u
(i) at distance j
from the floor. So, for every i ∈ {0, 1, . . . , 2n+r}, WF,L(i) is a finite sequence with length
ζF (i), and this sequence is a Motzkin walk. The initial value WF,L(0) is the Motzkin
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ζF,L(15)
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Figure 3: A labeled forest with 4 trees and 22 oriented edges, its contour process, and the
associated discrete snake evaluated at time 15
walk (M(0),M(1), . . . ,M(r)) given by the labels of the floor vertices of F . Finally, we
extend WF,L to a process in C(C(R)) by interpolation: WF,L(i) is now really a path in
C(R) obtained by interpolating linearly between integer times (WF,L(i, j), 0 ≤ j ≤ ζF (i)),
and for s ∈ [i, i+1] we simply let WF,L(s) be the path (WF,L(i+1, t), 0 ≤ t ≤ ζF (i)+s− i)
if ζF (i) < ζF (i+ 1), and (WF,L(i, t), 0 ≤ t ≤ ζF (i)− s+ i) if ζF (i) > ζF (i+ 1).
We define a discrete snake to be a process WF,L obtained in this way from some
labeled forest (F,L). From WF,L, it is possible to recover (F,L). In particular, if ζF (i) =
min0≤i′≤i ζF (i′), then for i ∈ {0, 1, . . . , 2n+ r− 1}, r+ 1− ζF (i) is the label of the tree of
F visited at time i in the contour process. In particular, we have
CF (i) = r + 1 + ζF (i)− ζF (i) , 0 ≤ i ≤ 2n+ r ,
LF (i) = WF,L(i, ζF (i)) , 0 ≤ i ≤ 2n+ r ,
M(j) = WF,L(inf{i ≥ 0 : ζF (i) = r − j}, r − j) , 0 ≤ j ≤ r .
From this, the data of a scheme s, an admissible labeling (`v, v ∈ V (s)), admissible
edge-lengths (re, e ∈ E(s)), a compatible walk network (Me, e ∈ E(s)), and compatible
labeled forests ((Fe, Le), e ∈ ~E(s)) can be summed up in the family (s, (We, e ∈ ~E(s)))
where We is the discrete snake associated with (Fe, Le). We call a family (We, e ∈ ~E(s))
obtained in this way an admissible family of discrete snakes on the scheme s.
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5.3.5 The reconstruction
Let us reconstruct an element of LM(k+1), starting from a scheme s, and an admissible
family of discrete snakes (We, e ∈ ~E(s)). The latter defines labeling, edge-lengths, a walk
network and a family of labeled forests, and we keep the same notation as before.
First, we label every vertex of s according to (`v, v ∈ V (s)). Second, we replace every
edge e of s with a chain of re edges. Since re = re, this is really an operation on edges rather
than oriented edges. Then, the vertices inside each of these chains are labeled according
to Me(0),Me(1), . . . ,Me(re). Since Me(0) = `e− and Me(re) = `e+, these labelings are
consistent with the labeling at the vertices of s. At this stage, we get a map with k + 1
faces and labeled vertices of degree at least 2.
Then, we graft the labeled forest (Fe, Le) in such a way that the re floor edges of Fe
coincide with the oriented edges of the chain with re edges corresponding to e, and are
all incident to the same face as e (i.e. the face located to the left of e). Note that at this
step the construction depends strongly on the orientation of e, and that Fe and Fe can
be very different, despite having the same number of trees, and the fact that the labels of
the floor vertices are given by Me and Me respectively.
This yields a labeled map (m, l) ∈ LM(k+1). To be completely accurate, we need to
specify the root of m. To this end, we mark one of the oriented edges of the forest Fe∗
(comprising the r oriented floor edges) for some e∗ ∈ ~E(s). This edge specifies the root
edge of m. Note that the number of oriented edges of m equals
# ~E(m) =
∑
e∈ ~E(s)
# ~E(Fe) . (16)
This construction can be inverted: Starting from a labeled map (m, l) ∈ LM(k+1),
we can erase the degree-1 vertices inductively, hence removing families of labeled forests
grafted on maximal chains, joining two vertices with degrees ≥ 3 by passing only through
degree-2 vertices. Any given such chain is incident to one or two faces only. The resulting
map has only vertices of degrees at least 2, we call it m′. In turn, the degree-2 vertices
of m′ can be deleted, ending with a pre-scheme s0, each edge of which corresponds to
a maximal chain of vertices with degree 2 in m′. Its faces are the same as m,m′ and
inherit their names f0, . . . , fk. If a maximal chain in m
′ is incident to f0 and fi for some
i ∈ {1, 2, . . . , k}, and if the label of one of the degree-2 vertices of this chain is 0 while the
labels of both extremities are strictly positive, then we add an extra degree-2 vertex to the
corresponding edge of s0, that is distinguished as a null-vertex. Likewise, a vertex of label
0 with degree at least 3 in m′ that is incident to f0 and some other face is distinguished
as a null-vertex. This family of extra null vertices turns s0 into a scheme s, since by
definition of LM(k+1), every face fi with index i ∈ {1, 2, . . . , k} has at least an incident
vertex with label 0 that is also incident to f0.
It remains to construct walks indexed by the edges of the scheme. Consider a maximal
chain as in the previous paragraph, corresponding to an edge e ∈ E(s). If e is not
incident to a null-vertex of degree 2, then the labels of the successive vertices of the chain
define a walk Me with positive duration, equal to the number of edges in the chain. By
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default, the chain can be oriented according to the orientation convention of e in Eˇ(s),
which specifies the order in which we should take the labels to define Me (changing the
orientation would define Me, which amounts to property 1. in the definition of compatible
walk networks). On the other hand, if e is incident to a null vertex of s with degree 2,
then e is obtained by splitting an edge e′′ of s0 in two sub-edges, e, e′. For definiteness,
we will assume that e is the thin edge, meaning that when e is oriented so that it points
towards the null vertex with degree 2, then f0 lies to its left. The canonical orientation
for e′ makes it point to the null vertex of degree 2 as well, as is now customary. The chain
of m′ that corresponds to the edge e′′, when given the same orientation as e, has vertices
labeled l0, l1, . . . , lr, in such a way that {i ∈ {1, . . . , r − 1} : ki = 0} is not empty. Let
T = max{i ∈ {1, . . . , r − 1} : li = 0}, and set
Me = (l0, . . . , lT ) , Me′ = (lr, lr−1, . . . , lT ) .
This defines two walks with positive durations ending at 0, the second one with only
positive values except at the ending point, and the first one takes non-negative values
(the starting value being positive). We end up with a scheme, admissible labelings and
edge-lengths, and compatible families of walks and forests.
To sum up our study, we have the following result.
Proposition 23 The data of
• a scheme s,
• an admissible family of discrete snakes (We, e ∈ ~E(s)),
• an extra distinguished oriented edge in Fe∗, for some e∗ ∈ ~E(s)
determines a unique element in LM(k+1), and every such element can be uniquely deter-
mined in this way.
The only part that requires further justification is the word “uniquely” in the last state-
ment: We have to verify that two different elements (s, (We, e ∈ ~E(s))), (s′, (W ′e, e ∈ ~E(s)))
cannot give rise to the same element in LM(k+1). This is due to the fact that schemes
have a trivial automorphism group, i.e. every map automorphism of s that preserves the
labeled faces is the identity automorphism. To see this, note that there are at least two
distinct indices i, j ∈ {0, 1, . . . , k} such that fi and fj are incident to a common edge.
If there is a unique oriented edge e incident to fi with e incident to fj, then any map
automorphism preserving the labeled faces should preserve this edge, hence all the edges
by standard properties of maps. On the other hand, if there are several edges incident
to both fi and fj, then there are multiple edges between the vertices corresponding to fi
and fj in the dual graph of s, and by the Jordan Curve Theorem these edges split the
sphere into a collection G1, G2, . . . , Gp of 2-gons. Since k ≥ 2, a scheme has at least three
faces, so there exists r ∈ {0, 1, 2, . . . , k} \ {i, j}, and we can assume that the vertex cor-
responding to fr in the dual graph of s lies in G1, up to renumbering. But then, a graph
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automorphism preserving the labeled faces, which boils down to a graph automorphism of
the dual preserving the labeled vertices, should preserve G1, and in particular, it should
fix its two boundary edges, oriented from fi to fj. Therefore, this automorphism has to
be the identity.
Note that this argument is only valid in planar geometry, and does not apply to
surfaces of positive genus.
5.4 Using planted schemes to keep track of the root
In this section we present a variant of the preceding description, that allows to keep
track of the root of the labeled map by an operation on the scheme called planting. A
planted scheme satisfies the same definition as scheme, except that we allow exactly one
exceptional vertex v∗∗ with degree 1. In the canonical orientation, the edge incident
to the only degree-one vertex always points towards this vertex. We define the sets
VN(s), VI(s), VO(s) and EN(s), EI(s), EO(s) in the same way as we did for schemes. In
particular, one will note that v∗∗ is always in VO(s), since it can only be incident to a
single face, while the only edge e∗∗ incident to v∗∗ is in EO(s) for the same reason. We
let S˙(k+1) be the set of planted schemes with k + 1 faces, and S˙
(k+1)
d the set of dominant
planted schemes, i.e. those having exactly k null-vertices, all with degree 2, all other
vertices except v∗∗ being of degree 3. Due to the distinguished nature of the edge incident
to v∗∗, planted schemes always have a trivial automorphism group (not only in planar
geometry).
The definition of admissible labelings, edge-lengths, walk networks and discrete snakes
associated with a planted scheme is the same as in the non-planted case, with only one
exception, stating that the path Me∗∗ is allowed to have duration re∗∗ equal to 0, as
opposed to all others having positive durations, and the number of trees in the labeled
forests encoded by We∗∗ ,We∗∗ are both equal to re∗∗ + 1. Moreover, if e
′ is the edge of
~E(s) that comes after e∗∗ in clockwise order, then we lower the number of trees of the
forest Fe′ to re′ − 1 instead of re′ .
Let us explain how to construct a pair (s, (We)e∈ ~E(s)), with s a planted scheme and
(We)e∈E(s) an admissible family of discrete snakes, starting from a rooted labeled map
(m, l). The construction is very similar as in the preceding section, so we will omit
some details, and focus on how we obtain the extra edge e∗∗, and the associated snakes
We∗∗ ,We∗∗ .
Let e∗ be the root edge of m and v∗ = (e∗)− be its origin. Recall that m′ is the
map obtained from m after inductively removing inductively all the vertices of degree
1, and that m can be obtained by grafting a tree component at each corner of m′.
The root e∗ belongs to one of these trees, let us call it t∗, and we consider the chain
v(0) = v∗, v(1), . . . , v(re∗∗ ) down from v∗ to the root of this tree (it can occur that re∗∗ ,
meaning that v∗ belongs to V (m′)). This chain is the one that gives rise to the extra edge
e∗∗ (i.e. even if it has zero length), and the labels are `(e∗∗)− = l(v
(re∗∗ )) and `(e∗∗)+ = l(v
(0)).
Likewise, the labels along the chain define the path Me∗∗ .
The tree t∗ and the distinguished chain between the root corner of t∗ and e∗ can be
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seen in turn as being made of two forests Fe∗∗ , Fe∗∗ with the same (positive) number of
trees, equal to re∗∗ , and in which we decide to forget the last floor edge, which does not
play a role here. The last tree explored in Fe∗∗ is then “stolen” from the forest Fe′ , as
explained in Figure 4. We leave the last details of the construction as an exercise to the
reader.
e∗
v∗∗
e∗∗ Fe∗∗
Fe∗∗
1
2
2
1
0 2
0 −1
−2
−1 −1
−1
1
3
2
1
0−1
2
1
2
e′
11
2
2
3
2
1 2 1
0
2
2
1 2
Figure 4: The planting convention: On the left, a small portion of m around its root e∗
is represented, in which the bottom vertices and edges all belong to the map m′. The
root e∗ in m determines the location of the special edge e∗∗, and determines two forests
with a positive number of trees, but no terminating floor edge. Observe that e∗ could well
be an oriented edge in ~E(m′), which occurs precisely when Fe∗∗ is made of a single tree
(re∗∗ = 0) made of a single vertex. The forest associated with e
′ has one tree less than
the forest associated with e′, this tree being “stolen” as the last tree of the forest Fe∗∗ .
6 Scaling limits of labeled maps
The description of labeled maps from Proposition 23 is particularly appropriate when one
is interested in taking scaling limits. We first introduce the proper notion of “continuum
labeled map”.
6.1 Continuum measures on labeled maps
Let (E, d) be a metric space. We let C(E) be the set of E-valued continuous paths, i.e. of
continuous functions f : [0, ζ]→ R, for some ζ = ζ(f) ≥ 0 called the duration of f . This
space is endowed with the distance
dist(f, g) = sup
t≥0
d
(
f(t ∧ ζ(f)), g(t ∧ ζ(g)))+ |ζ(f)− ζ(g)| ,
that makes it a Polish space if E is itself Polish. Sometimes, we will also have to consider
continuous functions f : R+ → R with infinite duration, so we let C(E) be the set of
continuous functions with finite or infinite duration.
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We let CLM(k+1) be the set of pairs of the form (s, (We)e∈ ~E(s)), where s is a scheme with
k + 1 faces, and for every e ∈ ~E(s), We is an element of C(C(R)), meaning that for every
s ∈ [0, ζ(We)], We(s) is a function in C(R) that can be written (We(s, t), 0 ≤ t ≤ ζ(We(s))).
The space CLM(k+1) is a Polish space, a complete metric being for instance the one
letting (s, (We)e∈ ~E(s)) and (s
′, (W ′e)e∈ ~E(s′)) be at distance 1 if s 6= s′, and at distance
maxe∈ ~E(s) dist(We,W
′
e) if s = s
′.
In order to make clear distinctions between quantities like ζ(We), ζ(We(s)), we will
adopt the following notation in the sequel. For e ∈ ~E(s), we let
Me = We(0) ∈ C(R) , re = ζ(Me) , σe = ζ(We) .
The measure that will play a central role is a continuum measure CLM(k+1) on labeled
maps. To define it, we first need to describe the continuum analogs of the walks and
discrete snakes considered in the previous section.
6.1.1 Bridge measures
In the sequel, we let (Xt, t ∈ [0, ζ(X)]) be the canonical process on the space C(R) of
R-valued continuous functions with finite or infinite duration. The infimum process of X
is the process X defined by
X t = inf
0≤s≤t
Xs , 0 ≤ t ≤ ζ(f) .
For every x ∈ R, we also let Tx = inf{t ≥ 0 : Xt = x} ∈ [0,∞] be the first hitting time of
x by X.
The building blocks of CLM(k+1) are going to be several paths measures. We let Px be
the law of standard 1-dimensional Brownian motion started from x, and for y < x, we let
E(y,∞)x be the law of (Xt, 0 ≤ t ≤ Ty) under Px, that is, Browian motion killed at first exit
time of (y,∞).
Next, let Ptx→y be the law of the 1-dimensional Brownian bridge from x to y with
duration t:
Ptx→y(·) = Px((Xs)0≤s≤t ∈ · |Xt = y) .
A slick way to properly define this singular conditioned measure is to let Ptx→y be the law
of (Xs + (y−Xt)s/t, 0 ≤ s ≤ t) under Px, see [31, Chapter I.3]. We also let Ptx be the law
of the first-passage Brownian bridge from x to 0 with duration t, defined formally by
Ptx(·) = Px((Xs, 0 ≤ s ≤ t) ∈ · |T0 = t) .
Regular versions for this singular conditioning can be obtained using space-time Doob
h-transforms. We refer to [2] for a recent and quite complete treatment of first-passage
bridges and limit theorems for their discrete versions, which will be helpful to us later on.
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For t > 0 let
pt(x, y) =
Px(Xt ∈ dy)
dy
=
1√
2pit
e−
(x−y)2
2t x, y ∈ R ,
pt(x, 0) =
Px(T0 ∈ dt)
dt
=
x√
2pit3
e−
x2
2t x > 0 .
The bridge measure from x to y is then the σ-finite measure Bx→y defined by
Bx→y(dX) =
∫ ∞
0
dt pt(x, y)Ptx→y(dX) .
We also let B+x→y be the restriction of Bx→y to the set C+(R) = {f ∈ C(R) : f ≥ 0}. The
reflexion principle entails that Ptx→y(C+(R)) = 1 − e−2xy/t, and it is a simple exercise to
show that for x, y > 0, letting p+t (x, y) = pt(x, y)− pt(x,−y) = Px(Xt ∈ dy,X t ≥ 0)/dy,
B+x→y(dX) =
∫ ∞
0
dt p+t (x, y)Ptx→y(dX | C+(R)) , (17)
We now state two path decomposition formulas for the measures Bx→y that will be
useful for our later purposes. If µ is a measure on C, we let µ̂ be the image measure of µ
under the time-reversal operation f 7→ f̂ . If µ and µ′ are two probability measures on C
such that µ(X(ζ(X)) = z) = µ′(X(0) = z) = 1 for some z ∈ R, then we let µ ./ µ′ be the
image measure of µ⊗µ′ under the concatenation operation (f, g) 7→ f ./ g from C(R)2 to
C(R), where
(f ./ g)(t) =
{
f(t) if 0 ≤ t ≤ ζ(f)
g(t− ζ(f)) if ζ(f) ≤ t ≤ ζ(f) + ζ(g) .
The agreement formula of [29, Corollary 3] states that
Bx→y(dX) =
∫ x∧y
−∞
dz
(
E(z,∞)x ./ Ê(z,∞)y
)
(dX) . (18)
In particular,
B+x→y(dX) =
∫ x∧y
0
dz
(
E(z,∞)x ./ Ê(z,∞)y
)
(dX) .
This decomposition should be seen as one of the many versions of Williams’ decomposi-
tions formulas for Brownian paths: here, the variable z plays the role of the minimum of
the generic path X.
A second useful path decomposition states that x, y ∈ R,∫
R
dz (Bx→z ./ Bz→y)(dX) = ζ(X)Bx→y(dX) . (19)
To see this, write
ζ(X)Bx→y(dX) =
∫ ∞
0
dr pr(x, y)
∫ r
0
dsPrx→y(dX) ,
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then note that for every r ≥ s ≥ 0,
Prx→y(Xs ∈ dz) =
ps(x, z)pr−s(z, y)
pr(x, y)
dz ,
and use the fact that given Xs = z, the paths (Xu, 0 ≤ u ≤ s) and (Xs+u, 0 ≤ u ≤ r − s)
under Prx→y are independent Brownian bridges, by the Markov property.
6.1.2 Brownian snakes
Let W be the canonical process on C(C(R)). That is to say, for every s ∈ [0, ζ(W )] (or
just s ≥ 0 if ζ(W ) =∞), W (s) is an element of C(R). For simplicity, we let ζs = ζ(W (s))
be the duration of this path, and let W (s, t) = W (s)(t) for 0 ≤ t ≤ ζs. The process
(ζs, 0 ≤ s ≤ ζ(W )) is called the lifetime process of W . In order to clearly distinguish the
duration of W with that of W (s) for a given s, we will rather denote the duration ζ(W )
of W by the letter σ(W ).
Let us describe the law of Le Gall’s Brownian snake (see [13] for an introduction
to the subject). Conditionally given the lifetime process (ζs), the process W under the
Brownian snake distribution is a non-homogeneous Markov process with the following
transition kernel. Given W (s) = (w(t), 0 ≤ t ≤ ζt), the law of the path W (s+ s′) is that
of the path (w′(t), 0 ≤ t ≤ ζs+s′) defined by
w′(t) =
{
W (s, t) if 0 ≤ t ≤ ζˇs,s+s′
W (s, ζˇ(s, s+ s′)) +Bt−ζˇ(s,s+s′) if ζˇs,s+s′ ≤ t ≤ ζs+s′ ,
where (Bt, t ≥ 0) is a standard Brownian motion independent of ζ, and
ζˇs,s+s′ = inf
s≤u≤s+s′
ζu .
We let Qw be the law of the process W started from the path w ∈ C, and driven by a
Brownian motion started from ζ(w) and killed at first hitting of 0 (i.e. a process with law
E(0,∞)ζ(w) ).
For our purposes, the key property of Brownian snake will be the following representa-
tion using Poisson random measures, which can be found for instance in [13, 19]. Namely,
let w ∈ C(R). Recall that (ζs, 0 ≤ s ≤ σ(W )) is the lifetime process driving the canonical
process W , and that under Qw we have W (0) = w and ζ0 = ζ(w). For 0 ≤ r ≤ ζ0, define
Σr = inf{s ≥ 0 : ζs = ζ0 − r}, so in particular σ = Σζ0 , and the process (Σr, 0 ≤ r ≤ ζ0)
is non-decreasing and right-continuous. For every r ∈ [0, ζ0] such that Σr > Σr−, let
W (r)(s) = (W (Σr− + s, t+ r), 0 ≤ t ≤ ζΣr−+s − r) , 0 ≤ s ≤ Σr − Σr− . (20)
In this way, every W (r) is an element of C(C(R)). Then, under Qw, we consider the
measure
Mw =
∑
0≤r≤ζ(w)
δ(r,W (r))1{Tr>Tr−} .
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Lemma 5 in [13, Chapter V] states that under Qw, the measureMw is a Poisson random
measure on [0, ζ(w)]× C, with intensity measure given by
2 dr 1[0,ζ(w)](r)Nw(r)(dW ) . (21)
Here, the measure Nx is called the Itoˆ excursion measure of the Brownian snake started
at x. It is the σ-finite “law” of the Brownian snake started from the (trivial) path w
with w(0) = x and ζ(w) = 0, and driven by a trajectory which is a Brownian excursion
under the Itoˆ measure of the positive excursions of Brownian motion n(dζ). See [31,
Chapter XII] for the properties of the excursion measure n, which is denoted by n+ in
this reference. It is important that we fix the normalization of this measure so that the
factor 2 in (21) makes sense, and we choose it so that n(sup ζ > x) = (2x)−1 for every
x > 0.
6.1.3 The measure CLM(k+1)
For every dominant scheme s ∈ S(k+1)d , we let λs be the measure on RV (s) defined by
λs(d(`v)v∈V (s)) =
∏
v∈VN (s)
δ0(d`v)
∏
v∈VI(s)
d`v1{`v>0}
∏
v∈VO(s)
d`v ,
called the Lebesgue measure on admissible labelings of s. We define the continuum
measure CLM(k+1) on CLM(k+1) by
CLM(k+1)(d(s, (We)e∈ ~E(s))) = S
(k+1)
d (ds)
∫
RV (s)
λs(d(`v)v∈V (s)) (22)
×
∏
e∈EN (s)
∫
C+(R)
E(0,∞)`e− (dMe)QM̂e(dWe)QMe(dWe)
×
∏
e∈EI(s)
∫
C+(R)
B+`e−→`e+ (dMe)QM̂e(dWe)QMe(dWe)
×
∏
e∈EO(s)
∫
C(R)
B`e−→`e+ (dMe)QM̂e(dWe)QMe(dWe) .
where S
(k+1)
d is the counting measure on S
(k+1)
d , and f̂(t) = f(ζ(f) − t), 0 ≤ t ≤ ζ(f) is
the time-reversed function obtained from f ∈ C(R). Note that, since EN(s), EI(s) and
EO(s) partition E(s), and since we have fixed an orientation convention for the edges in
these sets, the oriented edges e, e exhaust ~E(s) when e varies along EN(s), EI(s), EO(s).
We also define a measure CLM
(k+1)
1 , which is rougly speaking a conditioned version
of CLM(k+1) given
∑
e∈ ~E(s) σe = 1. Contrary to CLM
(k+1), this is a probability measure
on CLM(k+1). Its description is more elaborate than CLM(k+1), because it does not have
a simple product structure. It is more appropriate to start by defining the trace of
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CLM
(k+1)
1 on (s, (`v), (re)), i.e. its push-forward by the mapping (s, (We)) 7→ (s, (`v), (re)),
where re = ζ(We(0)) and `v = We(0, 0) whenever v = e−. This trace is
1
Υ(k+1)
S
(k+1)
d (ds)λs((d`v)v∈V (s))
( ∏
e∈E(s)
dre p
(e)
re (`e− , `e+)
)
p1(2r, 0) , (23)
where Υ(k+1) ∈ (0,∞) is the normalizing constant making it a probability distribution,
and p
(e)
r (x, y) is defined by
• p(e)r (x, y) = pr(x, y) if e ∈ EO(s),
• p(e)r (x, y) = p+r (x, y) if e ∈ EI(s), and
• p(e)r (x, 0) = pr(x, 0) if e ∈ EN(s) (entailing automatically `e+ = 0).
Finally, in the last displayed expression, we let r =
∑
e∈E(s) re. Then, conditionally given
(s, (`v), (re)), the processes (Me, e ∈ Eˇ(s)) are independent, and respectively
• Me has law Pre`e−→`e+ if e ∈ EO(s),
• Me has law Pre`e−→`e+ (· | C
+(R)) if e ∈ EI(s)
• Me has law Pre`e− if e ∈ EN(s).
As usual, the processes (Me, e ∈ Eˇ(s)) are defined by time-reversal: Me = M̂e. Finally,
conditionally given (Me, e ∈ E(s)), the processes (We,We, e ∈ Eˇ(s)) are independent
Brownian snakes respectively started from M̂e,Me, conditioned on the event that the
sum σ of their durations is equal to 1.
This singular conditioning is obtained in the following way. First consider a Brownian
snake (W ◦(s), 0 ≤ s ≤ 1) with lifetime process given by a first-passage bridge (ζ(s), 0 ≤
s ≤ 1) from 2r = 2∑e∈ ~E(s) re to 0 with duration 1, and such that W ◦(0) is the constant
path 0 with duration 2r. Let e1, . . . , e4k−3 be an arbitrary enumeration of ~E(s), and let
ri = re1 + . . .+ rei for every i ∈ {0, 1, . . . , 4k − 3}, with the convention r0 = 0. Then, let
κi = inf{s ≥ 0 : ζ(s) = 2r − ri}, and for 1 ≤ i ≤ 4k − 3,
W ◦ei(s, t) = W
◦(s+κi−1, t+2r− ri) , 0 ≤ s ≤ κi−κi−1 , 0 ≤ t ≤ ζ(s+κi−1)− ζ(κi) .
(24)
The processes (W ◦e , e ∈ ~E(s)) are then independent Brownian snakes started from the
constant trajectories 0 with respective durations re, and conditioned on having total
duration σ =
∑
e σe equal to 1. We finally let ζ
◦
e be the lifetime process of W
◦
e , and
We(s, t) = M̂e(t) +W
◦
e (s, t) , 0 ≤ s ≤ σe , 0 ≤ t ≤ inf
0≤u≤s
ζ◦e (u) , (25)
that is, we change the initial value of W ◦e to M̂e. The different processes (We, e ∈ ~E(s))
are then conditionally independent snakes started respectively from M̂e, conditioned on
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σ = 1. Hence, the snakes (We, e ∈ ~E(s)) can be obtained by “cutting into bits of initial
lengths re” a snake with lifetime process having law E(0,∞)2r [· |T0 = 1] and started from the
constant zero trajectory, to which we superimpose (independently) the initial trajectories
M̂e.
The relation between CLM(k+1) and CLM
(k+1)
1 goes as follows. For every c > 0, define
a scaling operation Ψ
(k+1)
c on CLM
(k+1), sending (s, (We)e∈ ~E(s)) to (s, (W
[c]
e )e∈ ~E(s)), where
W [c]e (s, t) = c
1/4We(s/c, t/c
1/2) , 0 ≤ s ≤ cσe , 0 ≤ t ≤ c1/2ζe(s/c) .
Then, we let CLM(k+1)c be the image measure of CLM
(k+1)
1 by Ψ
(k+1)
c . Sometimes we will
abuse notation and write Ψ
(k+1)
c ((We)e∈ ~E(s)) instead of (W
[c]
e )e∈ ~E(s).
Proposition 24 It holds that
CLM(k+1) = Υ(k+1)
∫ ∞
0
dσ σk−9/4 CLM(k+1)σ .
Proof. The idea is to disintegrate formula (22) with respect to σ =
∑
e∈ ~E(s) σe. Note
that conditionally given s, (Me, e ∈ E(s)), the snakes (We)e∈ ~E(s) are independent Brownian
snakes started respectively from the trajectories Me, so that their lifetime processes are
independent processes with respective laws E(0,∞)re (dζe). In particular, the lifetime of We
is an independent variable with same law as T−re , the first hitting time of −re under P0.
From this, we see that (still conditionally given s, (Me, e ∈ E(s))), the total lifetime σ
has same distribution as T−2r under P0, where r =
∑
e∈E(s) re, and this has a distribution
given by pσ(2r, 0)dσ (in several places in this proof, we will not differentiate the random
variable σ from its generic value, and will do a similar abuse of notation for the elements
(`v) and (re), not to introduce new notation). Consequently, we obtain that the trace of
CLM(k+1) on (s, (`v), (re), σ) equals
S
(k+1)
d (ds)λs(d(`v)v∈V (s))
∏
e∈EN (s)
∫
C+(R)
E(0,∞)`e− (ζ(Me) ∈ dre)
×
∏
e∈EI(s)
∫
C+(R)
B+`e−→`e+ (ζ(Me) ∈ dre)
×
∏
e∈EO(s)
∫
C(R)
B`e−→`e+ (ζ(Me) ∈ dre)
×pσ(2r, 0)dσ
= S
(k+1)
d (ds)λs(d(`v)v∈V (s))
( ∏
e∈E(s)
dre p
(e)
re (`e− , `e+)
)
dσ pσ(2r, 0) .
Conditionally given (s, (`v), (re), σ), the path Me has law Pre`e−→`e+ ,P
re
`e−→`e+ (· | C
+(R))
or Pre`e− according to whether e belongs to EO(s), EI(s) or EN(s), and these paths are
6 SCALING LIMITS OF LABELED MAPS 41
independent. Finally, the paths We are independent Brownian snakes respectively starting
from Me, conditioned on the sum of their durations being σ. These paths can be defined by
applying the scaling operator Ψ
(k+1)
σ to a family of independent Brownian snakes started
from the paths (σ−1/4Me(σ1/2t), 0 ≤ t ≤ σ−1/2re), and conditioned on the sum of their
durations being 1.
Let us change variables r′e = σ
−1/2re and `′v = σ
−1/4`v and let r′ =
∑
e∈E(s) r
′
e. We
have obtained that CLM(k+1) is alternatively described by a trace on (s, (`v), (re), σ) equal
to
S
(k+1)
d (ds)λs(d(σ
1/4`′v)v∈V (s))
( ∏
e∈E(s)
σ1/2dr′e p
(e)
σ1/2r′e
(σ1/4`′e− , σ
1/4`′e+)
)
dσ pσ(2r
′σ1/2, 0) ,
and conditionally given these quantities, the processes (Me) are chosen as in the previous
paragraph, while the snakes (We) are the image under Ψ
(k+1)
σ of independent snakes re-
spectively started from Me, conditioned on the sum of their durations being 1. We then
use the fact that for every r, c > 0 and every x, y ∈ R such that the following expressions
make sense,
pcr(c
1/2x, c1/2y) = c−1/2pr(x, y) , p+cr(c
1/2x, c1/2y) = c−1/2p+r (x, y) ,
and
pcr(c
1/2x, 0) = c−1p+r (x, 0) ,
which is a simple consequence of Brownian scaling. Finally, for dominant schemes we have
3k − 2 vertices, among which k are in VN(s) do not contribute in λs(d(`v)), and 4k − 3
edges among which 2k are in EN(s), yielding that the trace of CLM
(k+1) on (s, (`v), (re), σ)
is
σ
2(k−1)
4
+ 2k−3
4
−1 dσ S(k+1)d (ds)λs(d(`v)v∈V (s))
( ∏
e∈E(s)
dre p
(e)
re (`e− , `e+)
)
p1(2r, 0) ,
and we recognize Υ(k+1)σk−9/4dσ times the trace of CLM(k+1)1 on (s, (`v), (re)). Since
CLM(k+1)σ is the image measure of CLM
(k+1)
1 by Ψ
(k+1)
σ , we have finally obtained that the
trace of CLM(k+1) on the variable σ is Υ(k+1)σk−9/4dσ, and that CLM(k+1)σ , σ > 0 are
conditional measures of CLM(k+1) given σ, as wanted. 
6.2 Limit theorems
For every n ≥ 1, we define a new scaling operator on CLM(k+1) by ψ(k+1)n (s, (We)e∈ ~E(s)) =
(s, (W
{n}
e )e∈ ~E(s)), where
W {n}e (s, t) =
( 9
8n
)1/4
We(2ns,
√
2nt) , 0 ≤ s ≤ σe
2n
, 0 ≤ t ≤ 1√
2n
ζe(2ns) .
So this is almost the same as Ψ1/2n, except that we further multiply the labels in We by√
3/2 = (9/4)1/4. Recall that LM(k+1)n is the counting measure over LM
(k+1)
n , we view
it also as a measure on CLM(k+1) by performing the decomposition of Proposition 23.
Similar abuse of notation will be used in the sequel.
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Proposition 25 We have the following weak convergence of finite measures on CLM(k+1):(9
2
)1/4ψ(k+1)n ∗LM(k+1)n
6k · 12nnk−5/4 −→n→∞ Υk+1CLM
(k+1)
1 .
This is proved in a very similar way to [25, 2], but one has to pay extra care in
manipulating elements of LM(k+1), because of the required positivity of `v and Me when
v ∈ VI(s) and e ∈ EN(s) ∪ EI(s). We start with a preliminary observation that justifies
our definition of dominant schemes.
Lemma 26 It holds that LM(k+1)n ({(s, (We)e∈ ~E(s)) : s ∈ S(k+1)d }) = O(12nnk−5/4), while
LM(k+1)n ({(s, (We)e∈ ~E(s)) : s /∈ S(k+1)d }) = O(12nnk−3/2)
Proof. Let s be an element of S(k+1), that is a scheme with k + 1 faces. Then
LM(k+1)n ({(s, (We)e∈ ~E(s)) : (We)e∈ ~E(s) a compatible family of discrete snakes}) (26)
is just the number of elements (m, l) in LM(k+1) that induce the scheme s via the con-
struction of Proposition 23, and which have n edges in total. By the discussion of Section
5.3, an element (s, (We)e∈ ~E(s)) can be viewed as a walk network (Me, e ∈ E(s)) and a
family of labeled forests (Fe, Le)e∈ ~E(s) compatible with this walk network. Now, once
the walks (Me, e ∈ E(s)) are determined, we know that for e ∈ ~E(s), the forest Fe
has re trees, where re is the duration of Me. The labels of the floor vertices of Fe are
Me(0),Me(1), . . . ,Me(re). For a given Fe, there are exactly 3
ne possible labelings compat-
ible with the labeling of the floor vertices, where ne is the number of edges in the forest
that are distinct from the floor edges, coming from the fact that the label difference along
an edge of each tree belongs to {−1, 0, 1}. Therefore, if we let r = ∑e∈E(s) re, then by
concatenating the forests Fe, e ∈ ~E(s) in some given order that is fixed by convention, we
obtain a forest with 2r trees and a total of n− r edges (distinct from the floor edges) by
(16). Once the labeling of the roots is fixed, there are 3n−r different labelings for these
forests. This construction can be easily inverted: Starting from a forest with 2r trees and
n− r edges (distinct from the floor edges), we can reconstruct (Fe, Le)e∈ ~E(s).
From this, and a classical counting result for plane forests [28], we deduce that for a
given walk network (Me, e ∈ Eˇ(s)), there are exactly
3n−r
2r
2n
(
2n
n− r
)
labeled forests (Fe, Le)e∈ ~E(s) compatible with this walk network. Since, in the decompo-
sition of Proposition 23, we still have to select one of the oriented edges in the forests
(including floor edges), we will obtain an extra factor of 2n in the end. At this point, we
have obtained that (26) equals
2
∑
(Me,e∈E(s))
3n−rr
(
2n
n− r
)
,
6 SCALING LIMITS OF LABELED MAPS 43
where the sum is over all walk networks compatible with the scheme s.
Let W(a, b; r) be the number of Motzkin walks with duration r, starting at a and
ending at b. Likewise, we let W+(a, b; r) be the number of such paths that are strictly
positive, except perhaps at their endpoints (so that #W+(0, 0; 1) = 1 for instance). Then
the formula for (26) becomes
2
∑
(`v)
∑
(re)
3n−rr
(
2n
n− r
) ∏
e∈Eˇ(s)
W(e)(`e− , `e+ ; re) , (27)
where the first sum is over all admissible labelings for s, the second sum is over all edge-
lengths on s, and the superscript (e) accounts for the constraint on the path Me, namely,
• W(e)(a, b; r) =W(a, b; r) if e ∈ EO(s),
• W(e)(a, b; r) =W+(a, b; r) if e ∈ EI(s),
• W(e)(a, 0; r) =W+(a, 0; r) if e ∈ EN(s) \ ET (s)
• W(e)(a, 0; r) =W+(a+ 1, 0; r + 1) if e ∈ ET (s).
To explain the last point, recall that the walks Me indexed by the thin edges are non-
negative and finish at 0, so we can turn it into a walk taking positive values except at the
last point, by translating labels by 1 and adding an extra “virtual” −1 step in the end.
Note that qr(a, b) := 3
−rW(a, b; r) (resp. q+r (a, b) := 3−rW+(a, b; r)) is the probability
that a uniform Motzkin walk with r steps started at a finishes at b (resp. without taking
non-negative values, except possibly at the start and end point).
At this point, we will need the following consequence of the local limit theorem of [27],
stating that for every a, b ∈ Z and p ≥ 1, there exists a finite constant C > 0 depending
only on p such that for every r ≥ 1,
√
rqr(a, b) ≤ C
1 +
∣∣∣ b−a√r ∣∣∣p . (28)
Likewise, by viewing 4−n
(
2n
n−r
)
as the probability that a simple random walk attains 2r in
2n steps, a similar use of the local limit theorem allows to show
√
2n
4n
(
2n
n− r
)
≤ C
1 +
(
r√
n
)p . (29)
On the other hand, the reflection principle entails that for a, b, r > 0,
q+r (a, b) = qr(a, b)− qr(a,−b) , (30)
and the cyclic lemma [28] entails that for a, r > 0,
q+r (a, 0) =
a
r
qr(a, 0) , and q
+
r (0, 0) =
1
3
1{r=1} +
1
r − 1qr−1(1, 0)1{r>1} . (31)
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These considerations imply that for a fixed p, (26) is bounded from above by
C 12n
∑
(`v)
∑
(re)
r√
n
1 +
(
r√
n
)p+1 (32)
×
∏
e∈EF (s)
1√
re
· 1
1 +
(
`e+−`e−√
re
)2 ∏
e∈E(1)N (s)
1
re
·
`e−+1{e∈ET (s)}√
re+1{e∈ET (s)}
1 +
∣∣∣ `e−+1{e∈ET (s)}√
re+1{e∈ET (s)}
∣∣∣3
∏
e∈E(0)N (s)
1
r
3/2
e
,
where we let E
(0)
N (s) be the set of edges in EN(s) with both extremities in VN(s), E
(1)
N (s) =
EN(s) \ E(0)N (s), and finally
EF (s) = E(s) \ EN(s) = EI(s) ∪ EO(s)
(here the subscript F stands for free). Of course, the constant C above depends only on
p, but not on n. As before, the sums ae over all admissible labelings and edge-lengths. At
this point, since we are only interested in taking upper-bounds, we may (and will) in fact
sum for (`v) belonging to the set ZV (s)\VN (s)×{0}VN (s), i.e. we lift the positivity constraint
on vertices in VI(s).
Now, let r′ =
∑
e∈E(s)\E(0)N (s)
re, so that r
′ ≤ r, and note that
r√
n
1 +
(
r√
n
)p+1 ≤ C
1 +
(
r√
n
)p ≤ C
1 +
(
r′√
n
)p .
Therefore, we can sum out the edge-lengths in the last product of (32), and use elementary
inequalities in the second product (as simple as l + 1 ≤ 2l for every integer l ≥ 1) to get
the upper-bound
C 12n
∑
(`v)
′∑
(re)
1
1 +
(
r′√
n
)p ∏
e∈EF (s)
1√
re
· 1
1 +
(
`e+−`e−√
re
)2 ∏
e∈E(1)N (s)
1
re
· 1
1 +
(
`e−√
re
)2 ,
the symbol
∑′
(re)
meaning that we sum only over all positive integers re indexed by edges
e ∈ E(s) \ E(0)N (s). At this point, we write this as an integral
C 12n
∫
d(`v)
∫ ′
d(re)
1
1 +
(∑′
ebrec√
n
)p
×
∏
e∈EF (s)
1{re≥1}√brec · 11 + ( b`e+c−b`e−c√brec )2
∏
e∈E(1)N (s)
1{re≥1}
brec ·
1
1 +
( b`e−c√
brec
)2 ,
the first integral being with respect to the measure
∏
v∈V (s)\VN (s) d`v
∏
v∈VN (s) δ0(d`v), and
the second over
∏
e∈E(s)\E(0)N (s)
dre1{re≥0}. Using the fact that all the quantities re in the
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integrand are greater than or equal to 1, the integral is bounded by
C 12n
∫
d(`v)
∫ ′
d(re)
1
1 +
(
r′√
n
)p ∏
e∈EF (s)
1√
re
· 1
1 +
(
`e+−`e−√
re
)2 ∏
e∈E(1)N (s)
1
re
· 1
1 +
(
`e−√
re
)2 .
We perform a linear change of variables, dividing `v by n
1/4 and re by n
1/2, which gives
after simplification
C12nn(#VF (s)+#EF (s))/4I (s) ,
where
VF (s) = V (s) \ VN(s) = VI(s) ∪ VO(s) ,
is the set of free vertices, and
I (s) =
∫
d(`v)
∫ ′
d(re)
1
1 + (r′)p
∏
e∈EF (s)
1√
re
· 1
1 +
(
`e+−`e−√
re
)2 ∏
e∈E(1)N (s)
1
re
· 1
1 +
(
`e−√
re
)2 .
Provided I (s) is finite for every scheme s, which we will check in a moment, we can
conclude that (26) has a dominant behavior as n→∞ whenever s is such that #VF (s) +
#EF (s) is the largest possible. Assume that at least one of the vertices of VN(s) has
degree at least 3. If we “free” this vertex by declaring it in VI instead, then we have
increased #VF (s) by 1, but to make sure that the resulting map is also a scheme, we
should also add a degree-2 null vertex at the center of each edge of E
(1)
N (s) incident to
v. Each of these operations adds an edge in E
(1)
N , but does not decrease the cardinality
of EF (s). Therefore, the maximal value of #VF (s) + #EF (s) is attained for schemes in
which all null-vertices have degree 2 (and in particular, E
(0)
N is empty). Furthermore, if
there are more than k + 1 null-vertices with degree 2, then at least one of them can be
removed without breaking the condition that s is a scheme, because at least two of them
are incident to the same face fi for some i ∈ {1, 2, . . . , k}. Removing a degree-2 null
vertex increases #EF by 1 and leaves #VF unchanged. Therefore, the optimal schemes
are those having k null vertices, which are all of degree 2. But now, the optimal schemes
will be obviously those with the largest number of vertices (or edges), and by definition,
these are the dominant ones. Since a dominant scheme has 2k−2 free vertices and 2k−3
free edges, we obtain that #VF (s) + #EF (s) ≤ 4k − 5, with equality if and only if s
is dominant. Dominant schemes thus have a contribution O(12nnk−5/4) to (26), while
non-dominant ones have a contribution O(12nnk−5/4−1/4), and by summing over all such
schemes we get the result.
It remains to justify that I (s) is finite for every scheme s. To see this, we first
integrate with respect to the variables (`v). We view E
(1)
N and the corresponding incident
vertices as a subgraph of s. Let a be a spanning tree of s/E
(1)
N , that is, every vertex in
VF (s) is linked to a vertex of the subgraph E
(1)
N by a unique injective chain, canonically
oriented toward E
(1)
N .
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We then bound∏
e∈EF (s)
1√
re
· 1
1 +
(
`e+−`e−√
re
)2 ≤ ∏
e/∈E(a)∪EN (s)
1√
re
∏
e∈E(a)
1√
re
· 1
1 +
(
`e+−`e−√
re
)2 .
In this form, we can then perform the change of variables xe− = `e+ − `e− for every
e ∈ E(a), and xv = `v whenever v ∈ VF (s) is incident to an edge in E(1)N . This change of
variable is triangular with Jacobian 1. This allows to bound I (s) by∫ ′
d(re)
1
1 + (r′)p
∏
e/∈E(a)∪EN (s)
1√
re
∏
e∈E(a)
∫
dxe−/
√
re
1 +
(
xe−√
re
)2 ∏
v∈VF (s)
∫ ∏
e∈E(1)N (s)
e−=v
1
re
· dxv
1 + (xv/
√
re)2
= C
∫ ′
d(re)
1
1 + (r′)p
∏
e/∈E(a)∪EN (s)
1√
re
∏
v∈VF (s)
∫ ∏
e∈E(1)N (s)
e−=v
1
re
· dxv
1 + (xv/
√
re)2
The last integral is of the form (for positive r1, . . . , rl)∫
dx
l∏
i=1
1
ri
· 1
1 + (x/
√
ri)2
≤ C
∫
dx
l∏
i=1
1
ri
∧ 1
x2
≤ C
√
min(r1, . . . , rl)∏l
i=1 ri
,
for some constant C depending on l, the second step being easy to prove by first as-
suming that r1 < r2 < . . . < rl and decomposing the integral along the intervals
[0,
√
r1], [
√
r1,
√
r2], . . . , [
√
rl,∞[. Note that the last upper-bound is integrable on [0, 1]l
with respect to dr1 . . . drl, since∫
[0,1]l
∏ dri
ri
√
min(r1, . . . , ri) = l
∫ 1
0
dr1√
r1
∫
[r1,1]l−1
l∏
i=2
dri
ri
= l
∫ 1
0
dr1√
r1
log(1/r1)
l−1 ,
which is finite. By choosing p > #E(s) (since there are only a finite number of elements
of S(k+1), we can choose a single p valid for every scheme with k + 1 faces), we finally
obtain that I (s) is bounded from above by an integral in (re), whose integrand is both
integrable in a neighborhood of 0 and of infinity. Therefore I (s) is finite, as wanted. 
We now prove Proposition 25. By Lemma 26, it suffices to consider the restric-
tion of LM(k+1)n to the labeled maps whose associated scheme is in S
(k+1)
d . We start
by considering the image of the measure LM(k+1)n under the mapping (s, (We)e∈ ~Es) 7→
(s, (`v)v∈V (s), (re)e∈E(s)), which we still write LM
(k+1)
n by abuse of notation. Let f be a
continuous function on S
(k+1)
d ×RV (s) ×RE(s), we can assume that f(s′, (`v), (re)) is non-
zero only when s′ equals some particular dominant scheme s ∈ S(k+1)d , and we drop the
mention of the first component of f in the sequel.
6 SCALING LIMITS OF LABELED MAPS 47
Then we have, by similar arguments as in the derivation of (27),
ψ(k+1)n ∗LM
(k+1)
n (f) = 2·3n+k
∑
(`v)
∑
(re)
r
(
2n
n− r
) ∏
e∈Eˇ(s)
q(e)re (`e− , `e+)f
((( 9
8n
)1/4
`v
)
,
( re√
2n
))
,
where q
(e)
r (a, b) = 3−rW(e)(a, b; r) and r = ∑e re. Here, the factor 3k comes from the fact
that there are k edges in ET (s), because s is dominant, and each such edge corresponds
to a Motzkin walk with a final “virtual” step in the end, participating an extra factor 3,
as explained in the proof of Proposition 26. We write this as an integral
2·12n3k
∫
λs(d(`v))
∫
d(re)
[r]
4n
(
2n
n− [r]
) ∏
e∈Eˇ(s)
q
(e)
brec(b`e−c, b`e+c)f
((( 9
8n
)1/4
b`vc
)
,
( brec√
2n
))
,
where [r] =
∑
e∈E(s)brec, and where we omitted to write indicators 1{re≥1} and 1{`v≥1}
whenever v ∈ VI(s) to lighten the expression. We perform a linear change of variables,
dividing re by
√
2n and `v by (8n/9)
1/4, yielding
2 · 12n3k(2n)#E(s)/2(8n/9)#VF (s)/4
∫
λs(d(`v))
∫
d(re)
[r
√
2n]
4n
(
2n
n− [r√2n]
)
∏
e∈Eˇ(s)
q
(e)
bre
√
2nc
(⌊
`e−
(8n
9
)1/4⌋
,
⌊
`e+
(8n
9
)1/4⌋)
f
((( 9
8n
)1/4⌊
`v
(8n
9
)1/4⌋)
,
(bre√2nc√
2n
))
.
Now, by the local limit theorem, it holds that for every fixed r > 0 and `, `′ ∈ R, we have(8n
9
)1/4
qbre
√
2nc
(⌊(8n
9
)1/4
`
⌋
,
⌊(8n
9
)1/4
`′
⌋)
−→
n→∞
pre(`, `
′) ,
and similarly with q+ and p+ instead of q and p (recall (30)), whenever `, `′ > 0, while for
` > 0, using (31) and the local limit theorem,
√
2nq+bre
√
2nc
(⌊(8n
9
)1/4
`
⌋
, 0
)
−→
n→∞
pre(`, 0) , .
A final use of the local limit theorem (or Stirling’s formula), as in (29) shows that for
positive re, e ∈ E(s), with same notation as above,
[r
√
2n]
4n
(
2n
n− [r√2n]
)
−→
n→∞
p1(2r, 0) .
Finally, since dominant schemes have 4k − 3 edges (of which 2k − 3 are free) and 3k − 2
vertices (2k − 2 free) we see after simplifications that the integral is equivalent to
3k2k(2/9)1/412nnk−5/4
∫
λs(d(`v))
∫
d(re)p1(2r, 0)
( ∏
e∈Eˇ(s)
p(e)re (`e− , `e+)
)
f((`v), (re)) ,
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at least if we can justify to take the limit inside the integral. This is done by dominated
convergence: We bound f by its supremum norm, and apply the very same argument as
in the proof of Lemma 26, using (28) and (29) to bound the integrand by the integrand
of the quantity I (s). Details are left to the reader.
In summary, by definition of CLM
(k+1)
1 , we have proven that(9
2
)1/4ψ(k+1)n ∗LM(k+1)n
6k · 12nnk−5/4 (F ) −→n→∞ Υk+1CLM
(k+1)
1 (F ) ,
when F is a continuous and bounded function of the form F (s, (We)) = f(s, (`v), (re)).
In order to prove the full result, we note that Proposition 23 entails that under the mea-
sure LM(k+1)n , conditionally given (s, (`v), (re)), the paths (Me, e ∈ Eˇ(s)) are independent
discrete walks, respectively from `e− to `e+ and with duration re, which are conditioned
to be positive (except possibly at their final point) when e ∈ EN(s) ∪ EI(s). This is in
fact not perfectly right since paths Me with e ∈ ET (s) come with one extra negative step,
but this is of no incidence to what follows. Since we have shown that re scales like
√
2n
and `v like (8n/9)
1/4, it is quite standard (see [2, Lemmas 10 and 14] for a recent and
thorough exposition) that the paths Me, after applying the operation ψ
(k+1)
n , converge in
distribution to independent Brownian bridges (conditioned to be positive if e ∈ EI(s), or
first-passage bridges when e ∈ EN(s)), in accordance with the definition of CLM(k+1)1 .
Lastly, conditionally on the paths (Me, e ∈ E(s)) under the discrete measure LM(k+1)n ,
the snakes (We, e ∈ ~E(s)) are associated with independent labeled forests (Fe, Le) with
respectively re trees, conditioned on having a total number of oriented edges equal to 2n.
Moreover, the labels are uniform among all admissible labelings, with the constraint that
the labels of the root vertices in the forest associated with the edge e ∈ ~E(s) are given by
the path Me. By subtracting these labels we obtain forests with root labels 0, and uniform
labelings among the admissible ones, so that we are only concerned in the convergence of
the discrete snakes associated with these forests to independent Brownian snakes started
respectively from the constant trajectory equal to 0 and duration re, and conditioned on
σ =
∑
e∈ ~E(s) σe = 1, under the law CLM
(k+1)
1 conditionally on (s, (`v), (re)).
But the forests Fe can be obtained from one single forest with 2r trees and total
number of oriented edges (comprising floor edges) equal to 2n, by cutting the floor into
segments with respectively re trees, for e ∈ ~E(s). The random snake associated with this
forest converges, once rescaled according to the operation ψ
(k+1)
n , to a Brownian snake
with total duration 1, starting from the constant trajectory equal to 0 and with duration
2r, by [2, Proposition 15]. It is then easy to see that the snakes obtained by “cutting this
snake into bits of lengths re”, as explained in the definition of CLM
(k+1)
1 in Section 6.1.3,
is indeed the limiting analog of the discrete cutting just mentioned. A completely formal
proof requires to write the discrete analogs of (24) and (25) and verify that they pass to
the limit, which is a little cumbersome and omitted. 
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6.3 The case of planted schemes
Recall that in a planted scheme s ∈ S˙(k+1) with k + 1 faces, there is a unique vertex of
degree 1, the others being of degree 3. This vertex is an element of VO(s), and the edge
incident to this vertex is an element of EO(s). The elements of S˙
(k+1)
d (the dominant
planted schemes) have 3k vertices, of which k are null vertices (all of degree 2), and 4k−1
edges, of which 2k are elements of EN(s).
On the space
˙CLM
(k+1)
=
{
(s, (We)e∈ ~E(s)) : s ∈ S˙(k+1), (We)e∈ ~E(s) ∈ C(C(R))
~E(s)
}
,
the “planted continuum measure” ˙CLM
(k+1)
and its conditioned counterpart ˙CLM
(k+1)
1
are defined as in formulas (22) and (23) for CLM(k+1) and CLM
(k+1)
1 , only replacing the
counting measure S
(k+1)
d by the counting measure S˙
(k+1)
d on planted scheme, and changing
Υ(k+1) by the proper normalization constant Υ˙(k+1). These are measures on the space
CLM(k+1) that constitutes in the pairs (s, (We)e∈ ~E(s)), where s is a planted scheme, and
(We)e∈ ~E(s) is an admissible family of discrete snakes.
The analogous statements to Propositions 24 and 26 goes as follows. We define the
scaling operations Ψ˙c and ψ˙
(k+1)
n on ˙CLM
(k+1)
by the same formulas as Ψ
(k+1)
c and ψ
(k+1)
n
in sections 6.1.3 and 6.2. In the following statement, we use the decomposition of Section
5.4 rather than Proposition 23, and we view LMn as a measure on ˙CLM
(k+1)
.
Proposition 27 It holds that
˙CLM
(k+1)
=
∫ ∞
0
dσ σk−5/4 ˙CLM
(k+1)
σ .
Moreover, we have the following weak convergence of finite measures on ˙CLM
(k+1)
:(9
2
)1/4 ψ˙(k+1)n ∗LM(k+1)n
6k · 12nnk−5/4 −→n→∞ Υ˙
(k+1) ˙CLM
(k+1)
1 .
The proof follows exactly the same lines as Proposition 25, so we leave it to the reader.
One has to be a little careful about the small variations in the construction of Section
5.4, compared to Proposition 23, when we are dealing with the distinguished edge and
its adjacent edges, but these variations disappear in the scaling limit. Also, note that
the reason why the measure dσ σk−5/4 appears in the disintegration of ˙CLM
(k+1)
, instead
of dσ σk−9/4, is that ˙CLM
(k+1)
carries intrinsically the location of a distinguished point
(corresponding to the only vertex of the scheme that has degree 1). This marked point
should be seen as the continuum counterpart of the root edge in discrete maps, so it is
natural that if the continuum object has a total “mass” σ, then there marking introduces
a further factor σ.
In fact, we could recover Propositions 24 and 25 from Proposition 27, by considering
the natural operation from S˙(k+1) to S(k+1) that erases the distinguished edge incident
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to the degree-1 vertex. We leave to the reader to properly formulate and prove such a
statement, which we are not going to need in the sequel. The reason why we are dealing
with planted schemes (which are “richer” objects) only now is that we find them a little
harder to understand and manipulate than schemes. Using non-planted schemes will also
simplify the proofs in Section 7.4.
7 Proof of the key lemmas
We finally use the results of Sections 5 and 6 to prove Lemmas 18 and 19. Recall from
Proposition 20 how the probabilities of events A1(ε, β) and A2(ε) are dominated by the
limsup of probabilities of related events A(n)1 (ε, β) and A(n)2 (ε) for quadrangulations. The
latter events were defined on a probability space supporting the random variables Qn and
marked vertices v0, v1, . . . , vk, in the sequel we will see them as sets of marked quadran-
gulations (q,v) with q ∈ Qn and v ∈ V (q)k+1, by abuse of notation.
It turns out that the latter events have a tractable translation in terms of the labeled
map (m, l) associated with the random quadrangulation Qn by the multi-pointed bijection
Φ(k+1) of Section 5.1.
7.1 Relation to labeled maps
Let us first consider A(n)1 (ε, β). In the sequel, if X ∈ C(R) we let X = inf0≤t≤ζ(X) X(t),
and if W ∈ C(C(R)) we let W = inf0≤s≤σ(W ) W (s). We let B1(ε, β) be the event on
˙CLM
(3)
that
• for every e ∈ ~E(s) incident to f0, it holds that W e ≥ −2ε,
• if e ∈ E(s) is incident to f1 and f2, then M e ≥ 0,
• there exists e ∈ EI(s) such that, if we orient e in such a way that it is incident to
f1 or f2, then W e ≤ −ε1−β.
Let (q,v) ∈ A(n)1 (ε, β), r = bε(8n/9)1/4c − 1, and r′ ∈ {r + 1, r + 2, . . . , 2r}. We note
that A(n)1 (ε, β) contains the event G(r, 2), so by Lemma 21, the labeled map (m, l) =
Φ(3)(q,v, τ (r
′)) is an element of LM(3). We let (s, (We, e ∈ ~E(s))) be the element of
˙CLM
(k+1)
associated with (m, l) as in Section 5.4 (note that we choose to take planted
schemes here). Recall the definition of the scaling functions ψ
(k+1)
n and ψ˙
(k+1)
n from Sec-
tions 6.2 and 6.3.
Lemma 28 With the above notation, for every ε > 0 small enough, (s, (We, e ∈ ~E(s)))
belongs to the event B(n)1 (ε, β) = (ψ˙(3)n )−1(B1(ε, β))
Proof. The first point is a consequence of the fact (15) that the minimal label of a corner
incident to f0 is equal to τ
(r′)
0 + 1, which is −r′ + 1 ≥ −2ε(8n/9)1/4 by our choice.
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For the second point, since τ
(r′)
i = −dq(vi, v0) − τ (r
′)
0 , we deduce that for every v ∈
Bdq(v0, ε(8n/9)
1/4),
dq(v, v0) + τ
(r′)
0 < 0 < dq(v, vi) + τ
(r′)
i ,
since dq(v0, vi) − dq(v, vi) ≤ dq(v, v0) < −τ (r
′)
0 by the triangle inequality. Consequently,
we obtain that Bdq(v0, ε(8n/9)
1/4) \ {v0} is included in the set of vertices of m that are
incident to the face f0, and to no other face. Under the event A(n)1 (ε, β), we thus obtain
that any geodesic from v1 to v2 has to visit vertices incident to f0 exclusively.
Therefore, such a geodesic has to visit a vertex incident to f0 and to either f1 or f2.
By definition of LM(3), such a vertex v has non-negative label l ≥ 0, and the length of
the geodesic chain has to be at least (we let minf1 l = minw∈V (f1) l(w))
dq(v1, v2) ≥
(
l(v)−min
f1
l + 1
)
+
(
l(v)−min
f2
l + 1
)
≥ 2−min
f1
l−min
f2
l . (33)
Now assume that v a vertex incident to both f1 and f2, and let l be its label. Choose two
corners e, e′ incident to v that belong respectively to f1 and f2. By drawing the leftmost
geodesic chains from e, e′ to v1, v2 visiting the consecutive successors of e, e′ as in Section
5.1.2, and concatenating these chains, we obtain a chain visiting only vertices that are
incident to f1 or f2. This chain cannot be geodesic between v1 and v2 because it does not
visit vertices incident to f0 exclusively. But its length is given by(
l −min
f1
l + 1
)
+
(
l −min
f2
l + 1
)
≥ dq(v1, v2) .
Comparing with (33), we see that necessarily, l ≥ 0. Hence all labels of vertices incident
to f1 and f2 are non-negative, implying the second point in the definition of B(n)1 (ε, β).
For the third point, we argue by contradiction, and assume that for every edge e ∈
~E(f1) of s with e ∈ ~E(f0), (resp. e ∈ ~E(f2) with e ∈ ~E(f0)), the labels in the forest Fe
that is branched on e are all greater than or equal to −ε1−β(8n/9)1/4. Note that every
dominant pre-scheme with 3 faces is such that there is a unique edge incident both to f0
and f1 (resp. f0 and f2). Consider a geodesic chain γ from v2 to v1. Since this chain has to
visit vertices exclusively contained in f0, we can consider the last such vertex in the chain.
Then the following vertex v is necessarily incident to f1: Otherwise, it would be incident
to f2, and the concatenation of a leftmost geodesic from v to v2 with the remaining part
of γ between v and v1 would be a shorter chain from v2 to v1 not visiting strictly f0.
Necessarily, there is a vertex v′ with label 0 incident to f1 and f0. Let e, e′ be corners
of m incident to f1 and respectively incident to v and v
′. By hypothesis, when visiting
one of the intervals [e, e′] or [e′, e], we encounter only corners with labels greater than
or equal to −ε1−β(8n/9)1/4. Consider the left-most geodesics γ˜, γ˜′ from e and e′ to v1,
visiting their consecutive successors. By replacing the portion of γ from v to v1 by γ˜, we
still get a geodesic from v2 to v1. On the other hand, γ˜
′ is a portion of a geodesic from v0
to v1, in which an initial segment of length at most 2r ≤ 2ε(8n/9)1/4 has been removed.
So we have found a geodesic from v0 to v1 such that every vertex v
′′ on this geodesic that
lies outside of Bdq(v0, (2ε+ ε
1−β)(8n/9)1/4) is such that (v2, v′′, v1) are aligned. The same
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holds with the roles of v1 and v2 interchanged, and for ε small enough we have 2ε ≤ ε1−β
therefore, A(n)1 (ε, β) does not hold. 
As a corollary, we obtain that for every β ∈ (0, 1) and ε > 0 small enough,
lim sup
n→∞
P (A(n)1 (ε, β)) ≤
C
ε
˙CLM
(3)
1 (B1(ε, β)) . (34)
To justify this, we write, since Qn is uniform in Qn and (v0, v1, . . . , vk) are independent
uniformly chosen points in V (Qn), if we let r = bε(8n/9)1/4c − 1,
P (A(n)1 (ε, β)) =
1
nk+1#Qn
∑
q∈Qn,v∈V (q)k+1
1{(q,v)∈A(n)1 (ε,β)}
=
1
rnk+1#Qn
∑
q∈Qn,v∈V (q)k+1
2r∑
r′=r+1
1{(q,v)∈A(n)1 (ε,β)}
.
Since Φ(k+1) is two-to-one, and by Lemma 22, this is bounded from above by
2
rnk+1#Qn
∑
(m,l)∈LM(3)n
1{(Φ(k+1))−1(m,l)∈A(n)1 (ε,β)}
≤ C
ε12nnk−5/4
ψ˙(3)n ∗LMn(B1(ε, β)) ,
where we finally used Lemma 28 and the well-known fact that
#Qn =
2
n+ 2
· 3
n
n+ 1
(
2n
n
)
.
Finally, Proposition 27 entails (34), since B1(ε, β) is a closed set. We will estimate the
upper-bound in (34) in Section 7.3.
Let us now bound the probability ofA(n)2 (ε). We say that a dominant scheme s ∈ S(k+1)d
is predominant if f0 has minimal degree in s. For k = 3, we see that the top-left pre-
scheme of Figure 1 is the only one that gives rise to predominant schemes with 4 faces
by adding a null-vertex in the middle of the three edges incident to f0: All the dominant
schemes constructed from the four others pre-schemes will have at least 7 oriented edges
incident to f0. We let P be the set of predominant schemes.
We consider the event A3 ⊂ LM(4) that
• the scheme s associated with the map belongs to P,
• for every v ∈ V (f1 ∩ f2), it holds that l(v) ≥ 0,
• for every v ∈ V (f3 ∩ f1) and v′ ∈ V (f3 ∩ f2), and e, e′ two corners of f3 incident
to v, v′, if we take the convention that [e, e′] is the set of corners between e and e′
in facial order around f3, that passes through the corners of the unique edge of s
incident to f3 and f0, then it holds that
l(v) + l(v′) + 2 ≥ min
e′′∈[e,e′]
l(e′′) . (35)
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For instance, in Figure 5 below, the interval [e, e′] is represented as the dotted contour
inside the face f3.
Let (q,v) ∈ A(n)2 (ε), r = bε(8n/9)1/4c−1 and r′ ∈ {r+1, r+2, . . . , 2r}. By Lemma 21,
the labeled map (m, l) = Φ(4)(q,v, τ (r
′)) is an element of LM(4), and we let (s, (We, e ∈
~E(s))) be the element of CLM(4) associated with it via Proposition 23.
Lemma 29 Under these hypotheses, it always hold that mine∈ ~E(f0) W e ≥ −2ε(8n/9)1/4,
and moreover, if s ∈ P then (m, l) ∈ A3.
Proof. The lower-bound on mine∈ ~E(f0) W e is just (15). Next, let us assume that s ∈ P,
and let us check that A3 is satisfied. The second point is derived in exactly the same way
as we checked the second point of B1(ε, β) in the derivation of Lemma 28. Indeed, on
A2(ε), for n large enough, all geodesic paths from v1 to v2 have to pass through f0, and
so they have length at least −minv∈f1 l(v) −minv∈V (f2) l(v) + 2. So if l(v) < 0 for some
v ∈ V (f1 ∩ f2), then by drawing the successive arcs starting from two corners of f1 and
f2 incident to v, until v1 and v2 are reached, we would construct a path with length at
most −minv∈V (f1) l(v)−minv∈V (f2) l(v) between v1 and v2, a contradiction.
For the third point, note that if we draw the two leftmost geodesic chains from e, e′
to v3 inside the face f3, then these two chains coalesce at a distance from v3 which is
precisely mine′′∈[e,e′] l(e′′) + 2. Therefore, it is possible to build a geodesic chain from v1
to v, with length l(v) −minu∈V (f1) l(u) + 1, and to concatenate it with a chain of length
l(v) + l(v′) − 2 mine′′∈[e,e′] l(e′′) + 2 from v to v′, and then with a geodesic chain from v′
to v2, with length l(v
′) −minu∈V (f2) l(u) + 1. Since the resulting path cannot be shorter
than a geodesic from v1 to v2, we obtain the third required condition. 
We now translate the event A3 in terms of the encoding processes (s, (We)e∈ ~E(s)). If
s is a predominant scheme with 4 faces, then the associated pre-scheme is the first one
of Figure 1. Therefore, there is a single edge eij incident to fi and fj for every i < j in
{1, 2, 3}. We let B2(ε) ⊂ CLM(4) be the event that
1. the scheme s belongs to P,
2. mine∈ ~E(f0) W e ≥ −2ε,
3. M e12 ≥ 0,
4. for every t ∈ [0, re13 ] and t′ ∈ [0, re23 ], it holds that
min
e∈ ~E3(s):e∈ ~E0(s)
W e ∧ inf{W (s)e13 , 0 ≤ s ≤ t} ∧ inf{W (s)e23 , 0 ≤ s ≤ t′} ≤Me13(t) +Me23(t′)
(36)
Here and in the remainder of the paper, we use a slightly unusual convention, that
W
(s)
e13 ,W
(s)
e23 are the snake excursions (the tree components in the continuum forest) branch-
ing on e13 and e23 that lie inside f3, where the orientation of e13, e23 points away from
f0. For instance, in Figure 5, these are the tree components that lie to the right of e13
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t t′
f1 f2
e12
Me12 ≥ 0
f3
Me13(t)
Me23(t
′)
e13
e23
a4
a1 a2
a3
mine∈E(f0)W e ≥ −2ε
f0
Figure 5: Illustration for the event B2(ε). Only a small portion of the snakes branching on
the scheme have been represented here. The scheme underlying this element of CLM(4) is
a predominant scheme with 4 faces, and all the others are obtained by obvious symmetries.
All labels along the edge e12 are non-negative, all labels in f0 are greater than or equal to
−2ε, and for every t ∈ [0, re13 ], t′ ∈ [0, re23 ], the minimal label along the dotted contour is
at most Me13(t) +Me23(t
′). The blank vertices indicate elements of VN(s), and the labels
a1, a2, a3, a4 are the integration variables appearing in the proof of Lemma 37 below.
instead of the left, as our usual conventions would require: In this case, we should really
read W
(re13−s)
e13
rather than W
(s)
e13 .
Although it is a little tedious, it is really a matter of definitions to check that if (m, l) ∈
A3 and mine∈ ~E(f0) W e ≥ −2ε(8n/9)1/4 then (s, (We)e∈ ~E(s)) belongs to (ψ
(4)
n )−1(B2(ε)). To
be perfectly accurate, there is a small difference coming from the +2 term in (35), which
does not appear anymore in (36). A way to circumvent this would be to re-define the
discrete snake processes associated with a labeled map (m, l) by shifting them by 1. Such
a modification obviously does not change the limit theorems of Section 6.
By similar reasoning as in the derivation of (34), using Proposition 25 rather than
Proposition 27, we deduce from the above discussion that
lim sup
n→∞
P (A(n)2 (ε)) ≤
C
ε
(
CLM
(4)
1 (s /∈ P, min
e∈ ~E(f0)
W e ≥ −2ε) + CLM(4)1 (B2(ε))
)
. (37)
7 PROOF OF THE KEY LEMMAS 55
7.2 Some estimates for bridges and snakes
Here we gather the technical estimates that will be needed to estimate the upper-bounds
in (34) and (37). Recall the notation from Section 6.1.1 and 6.1.2 for bridge and snake
measures.
Lemma 30 Fix λ > 0. Then
sup
x,y>0
Bx→y[e−λζ(X)] <∞ and sup
x∈R
∫
R
dy Bx→y[e−λζ(X)] <∞ . (38)
Moreover, for every x, y ≥ 0, it holds that
Bx→y[e−λζ(X)1{X≥0}] ≤ 2(x ∧ y) , (39)
and
Bx→y[ζ(X)e−λζ(X)1{X≥0}] ≤
√
2
λ
xy . (40)
Proof. On the one hand, we have
Bx→y[e−λζ(X)] =
∫ ∞
0
dr pr(x, y)e
−λr ≤
∫ ∞
0
dr e−λr√
2pir
,
which is finite and independent of x, y. Moreover, by Fubini’s theorem and the fact that
pr(x, y) is a probability density, we have∫
R
dy Bx→y[e−λζ(X)] =
∫ ∞
0
dr e−λr ,
which is again independent of x. This gives (38).
Next, as in Section 6.1.1, we use the following consequence of the reflection principle:
Prx→y(X ≥ 0) = 1− e−2xy/r , for every x, y ≥ 0 andr > 0 .
Assuming first that x, y > 0 and x 6= y, this gives
Bx→y(e−λζ(X)1{X≥0}) =
∫ ∞
0
dr pr(x, y)e
−λr −
∫ ∞
0
dr pr(x, y)e
−λre−2xy/r
= E0
[ T|x−y|
|x− y|e
−λT|x−y|
]
− E0
[ Tx+y
x+ y
e−λTx+y
]
,
where we used the well-known fact that (a/r)pr(0, a)dr = P0(Ta ∈ dr). From the Laplace
transform of Ta, given by E0[e−uTa ] = e−a
√
2u, we immediately get that for a > 0,
E0
[Ta
a
e−uTa
]
=
1√
2u
e−a
√
2u ,
7 PROOF OF THE KEY LEMMAS 56
from which we obtain
Bx→y(e−λζ(X)1{X≥0}) =
e−|x−y|
√
2λ
√
2λ
(1− e−2
√
2λ(x∧y)) ≤ 2(x ∧ y) ,
as wanted. This remains true for x = y or for xy = 0 by a continuity argument, yielding
(39). The proof of (40) is similar, writing
Bx→y(ζ(X)e−λζ(X)1{X≥0}) =
∫ ∞
0
dr r pr(x, y)e
−r −
∫ ∞
0
dr r pr(x, y)e
−re−2xy/r
= E0
[ T 2|x−y|
|x− y|e
−λT|x−y|
]
− E0
[ T 2x+y
x+ y
e−λTx+y
]
,
and using again Laplace transforms to get, for a, u > 0,
E0
[T 2a
a
e−uTa
]
=
1
2
√
2u3
(a
√
2u+ 1)e−a
√
2ua .
Now assume without loss of generality that 0 < y ≤ x and write
Bx→y(ζ(X)e−λζ(X)1{X≥0})
=
1
2
√
2λ3
(
((x− y)
√
2λ+ 1)e(−x+y)
√
2λ − ((x+ y)
√
2λ+ 1)e−(x+y)
√
2λ
)
=
e−x
√
2λ cosh(y
√
2λ)√
2λ3
(
(x
√
2λ+ 1) tanh(y
√
2λ)− y
√
2λ
)
≤
√
2
λ
xy ,
as wanted. 
Lemma 31 Let x, y, z be positive real numbers. Then
E(y,∞)x [QX(W ≥ 0)] ≤
(y
x
)2
if 0 < y < x , (41)
and there exists a finite C > 0 such that
E(y,∞)x [QX(W ≥ 0)QX(W < −z)] ≤ Cy2
(1
z
∧ 1
x
)2
if 0 < y < x . (42)
Finally, for every β ∈ [−2, 3], it holds that
Bx→y[QX(W ≥ 0)] ≤ 1
5
xβy1−β . (43)
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Proof. We use the Poisson point process description of the Brownian snake. Namely,
recall the notation from Section 6.1.2 and the fact that the snake W under QX can be
decomposed in excursions W (r), 0 ≤ r ≤ ζ(X), in such a way that∑
0≤r≤ζ(X)
δ(r,W (r))1{Tr>Tr−}
is a Poisson random measure on [0, ζ(X)]× C(R), with intensity measure given by
2 dr 1[0,ζ(X)](r)NX(r)(dW ) .
From this and the known formula [19]
N0(W < −y) = 3
2y2
, y > 0 ,
we obtain, using standard properties of Poisson measures,
QX(W ≥ 0) = exp
(
− 2
∫ ζ(X)
0
drNX(r)(W < 0)
)
= exp
(
− 2
∫ ζ(X)
0
drN0(W < −X(r))
)
= exp
(
−
∫ ζ(X)
0
3 dr
X(r)2
)
. (44)
We deduce that for every x > y > 0,
E(y,∞)x [QX(W ≥ 0)] = E(y,∞)x
[
exp
(
−
∫ Ty
0
3 dr
X(r)2
)]
.
Recalling that reflected Brownian motion is a 1-dimensional Bessel process, we now use
the absolute continuity relations between Bessel processes with different indices, due to
Yor [31, Exercise XI.1.22] (see also [19] for a similar use of these absolute continuity
relations). The last expectation then equals(x
y
)3
P〈7〉x (Ty <∞) ,
where, for δ ≥ 0, P〈δ〉x is the law of the δ-dimensional Bessel process started from x > 0.
Recall that for δ ≥ 2, the δ-dimensional Bessel process started from x > 0 is the strong
solution (starting from x) of the stochastic differential equation driven by the standard
Brownian motion (Bt, t ≥ 0):
dYt = dBt +
δ − 1
2Yt
dt .
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One can show that Yt > 0 for all t, hence that the drift term is well-defined, whenever
δ ≥ 2. Showing that P〈δ〉x (Ty < ∞) = (y/x)δ−2 for every x > y > 0 is now a simple
exercise, using the fact that (Y 2−δt , t ≥ 0) is a local martingale by Itoˆ’s formula. Putting
things together, we get (41).
Let us now turn to (42). By (44) and an easy translation invariance argument, we
have
E(y,∞)x [QX(W ≥ 0)QX(W < −z)]
= E(y,∞)x
[
exp
(
−
∫ Ty
0
3 dr
X(r)2
)(
1− exp
(
−
∫ Ty
0
3 dr
(X(r) + z)2
))]
≤ 3E(y,∞)x
[
exp
(
−
∫ Ty
0
3 dr
X(r)2
)(
1 ∧ Ty
z2
)]
= 3
(x
y
)3
E〈7〉x
[
1{Ty<∞}
(
1 ∧ Ty
z2
)]
≤ 3
(x
y
)3(
P〈7〉x (Ty <∞) ∧
1
z2
E〈7〉x [Ty1{Ty<∞}]
)
,
where we have used again the absolute continuity relations for Bessel processes at the
third step. We already showed that P〈7〉x (Ty < ∞) = (y/x)5, so to conclude it suffices to
show that E〈7〉x [Ty1{Ty<∞}] ≤ Cy5/x3 for some finite constant C. By the Markov property,
and using again the formula for the probability that Ty <∞ for the 7-dimensional Bessel
process, we have
E〈7〉x [Ty1{Ty<∞}] =
∫ ∞
0
dsP〈7〉x (s < Ty <∞)
=
∫ ∞
0
dsE〈7〉x
[
1{s<Ty}P
〈7〉
X(s)(Ty <∞)
]
≤
∫ ∞
0
dsE〈7〉x
[( y
X(s)
)5]
.
Using the fact that the 7-dimensional Bessel process has same distribution as the Eu-
clidean norm of the 7-dimensional Brownian motion, and the known form of the latter’s
Green function, we obtain that if u = (1, 0, 0, 0, 0, 0, 0) ∈ R7, it holds that
E〈7〉x [Ty1{Ty<∞}] ≤
∫
R7
dz
|z − xu|5 ·
( y
|z|
)5
=
y5
x3
∫
R7
dz
|z − u|5|z|5 ,
and the integral is finite, as wanted.
We now prove (43), by using the agreement formula (18), entailing that
Bx→y[QX(W ≥ 0)] =
∫ x∧y
−∞
dz (E(z,∞)x ./ Ê(z,∞)y )[QX(W ≥ 0)]
=
∫ x∧y
0
dz E(z,∞)x [QX(W ≥ 0)]E(z,∞)y [QX(W ≥ 0)]
≤
∫ x∧y
0
dz
(z
x
)2
·
(z
y
)2
=
(x ∧ y)5
5x2y2
,
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where we used (41) in the penultimate step. The conclusion follows easily. 
Let us consider once again the Poisson point measure representation (W (t), 0 ≤ t ≤
ζ(X)) of the Brownian snake under the law QX , as explained around (20). Fix y > 0. We
are interested in the distribution of the random variable inf0≤t≤T−z W
(t) for 0 ≤ z ≤ y, as
well as in bounding expectations of the form
E(−y,∞)0
[
QX
(
− x ∧ inf
0≤r≤T−z
W (r) ≤ −2z for every z ∈ [0, y]
)]
.
To this end, we perform yet another Poisson measure representation for these quantities.
Lemma 32 Let y > 0 be fixed. Let X be the canonical process on C(R), and W be the
canonical process on C(C(R)) started from W (0) = X. Recall that Tx = inf{t ≥ 0 : X(t) =
x} for every x ∈ R. For every z ≥ 0, let
Iz = −z − inf{W (t) : T(−z)− ≤ t ≤ T−z} ,
which is taken to be 0 by convention if T−z = ∞. Then under P(−y,∞)0 (dX)QX(dW ), the
point measure ∑
0≤z≤y
δ(z,Iz)1{Iz>0}
is a Poisson random measure on [0, y]× R+ with intensity dz1[0,y](z)⊗ 2da/a2.
Proof. By Itoˆ’s excursion theory, under the distribution E(−y,∞)0 (dX), if we let
X(z) = z +X(T(−z)− + t) , 0 ≤ t ≤ T−z − T(−z)−
for every z ∈ (0, y) such that T−z > T(−z)−, then the measure∑
0≤z≤y
δ(z,X(z))1{T(−z)>T(−z)−}
is a Poisson point measure on R+ × C(R) with intensity dz1(0,y)(z)⊗ 2n(dX). For every
z ∈ [0, y] such that T(−z) > T(−z)−, we can interpret (z + W (t+T(−z)−), 0 ≤ t ≤ T−z −
T(−z)−) as an independent mark on the excursion X(z), given by a snake with distribution
QX(z)(dW ). By the marking properties for Poisson measures and symmetry, we obtain
that
∑
0≤z≤y δ(z,Iz) is itself a Poisson measure with intensity
dz1{0≤z≤y} ⊗
∫
C(R)
2n(dX)QX(−W ∈ da) .
Now, we use (44) and the fact ([31, Exercise XII.2.13]) that the image measure of n(dX)
under the scaling operation X 7→ a−1X(a2·) is a−1n(dX), to get∫
C(R)
2n(dX)QX(−W > a) =
∫
C(R)
2n(dX)
(
1− exp
(
−
∫ ζ(X)
0
3dr
(X(r) + a)2
))
=
∫
C(R)
2n(dX)
(
1− exp
(
−
∫ ζ(X)/a2
0
3dr
(a−1X(a2r) + 1)2
))
=
K
a
,
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where
K =
∫
C(R)
2n(dX)
(
1− exp
(
−
∫ ζ(X)
0
3dr
(X(r) + 1)2
))
.
To compute it explicitly, write
K =
∫
C(R)
2n(dX)
∫ ζ(X)
0
3dt
(X(t) + 1)2
exp
(
−
∫ ζ(X)
t
3dr
(X(r) + 1)2
)
and use the Bismut decomposition [31, Theorem XII.4.7] to obtain
K = 6
∫ ∞
0
da
(a+ 1)2
E(0,∞)a
[
exp
(
−
∫ T0
0
3dr
(X(r) + 1)2
)]
.
By translating the process X by 1 and arguing as in the proof of Lemma 31, we obtain
that the expectation inside the integral equals (a+ 1)−2. This ends the proof. 
By definition of Iz, z ≥ 0, we have that the process (inf0≤r≤T−z W (r), 0 ≤ z ≤ y)
under P(−y,∞)z is equal to (− sup0≤r≤z Ir, 0 ≤ z ≤ y). Dealing with such random vari-
ables and processes is classical in extreme values theory [30]. In the sequel, we will let∑
z δ(z,∆z)1{∆z>0} be a Poisson random measure on R+×(0,∞) with intensity dz⊗Kda/a2,
for some K > 0 (not necessarily equal to 2), and defined on some probability space
(Ω,F , P ). We also let ∆z = sup0≤r≤z ∆r (the process ∆ is called a record process). Note
that for every t > 0, the process ∆ remains constant equal to ∆t on a small neighborhood
to the right of t, and that infinitely many jumps times accumulate near t = 0. Hence, the
process (∆t, t > 0) is a jump-hold process.
By standard properties of Poisson random measures, the one-dimensional marginal
laws of this process are so-called Fre´chet laws, given by
P (∆t ≤ x) = exp
(
− Kt
x
)
, t, x ≥ 0 .
Moreover, the process ∆ satisfies the homogeneous scaling relation(∆at
a
, t ≥ 0
)
(d)
= (∆t, t ≥ 0) .
For x, t ≥ 0, consider the event
H(x, t) = {x ∨∆s ≥ s , 0 ≤ s ≤ t} = {∆s ≥ s , x ≤ s ≤ t} .
By scaling, we have P (H(x, t)) = P (H(x/t, 1)).
Lemma 33 For every 0 ≤ x ≤ 1, it holds that
P (H(x, 1)) ≤ xe−K/K .
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Proof. Let (Jn, Dn, n ∈ Z) be a (measurable) enumeration of the jump times of the
process ∆, and values of ∆ at these jump times, in such a way that
. . . < J−2 < J−1 < J0 < J1 < J2 < . . . , Dn = ∆Jn , n ∈ Z .
In particular, note that Jn is always the coordinate of the first component of the Poisson
measure used to construct ∆, and Dn is the corresponding second component, since at
time Jn, by definition, the process ∆ achieves a new record.
We use the fact [30] that the measure M = ∑n∈Z δ(Dn,Jn+1−Jn) is a Poisson random
measure on (0,∞)2, with intensity measure given by
µ(dydu) =
e−Ku/y
y2
dydu .
Note that on the event H(x, 1), it must hold that for every n such that Dn ∈ [x, 1], we have
Jn+1−Jn ≤ Dn (since otherwise, we have ∆Jn+1− = Dn < Jn+1 with Dn ∈ [x, 1], so H(x, 1)
cannot hold). This means that the measureM has no atom in {(y, u) : y ∈ [x, 1], u > y}.
Therefore, we have
P (H(x, 1)) ≤ exp(−µ({(y, u) : y ∈ [x, 1], u > y}))
= exp(K−1e−K log(x)) ,
as wanted. 
7.3 Fast confluence of geodesics
We now turn to the proof of Lemma 18.
If s is a planted dominant scheme, we call it predominant if the degree of f0 is minimal,
as for non-planted schemes. Figure 6 displays in first position the possible predominant
schemes (without face labels: There are two possible such labelings depending on the
location of f1 and f2 as inside faces).
Lemma 34 There exists a constant C ∈ (0,∞) such that for every ε > 0,
˙CLM
(3)
1
(
s /∈ P, min
e∈ ~E(f0)
W e ≥ −ε, min
e∈E(f1∩f2)
M e ≥ 0
)
≤ Cε5 .
Proof. By an elementary scaling argument using Proposition 24, we have,
˙CLM
(3)
1
(
s /∈ P, min
e∈ ~E(f0)
W e ≥ −ε, min
e∈E(f1∩f2)
M e ≥ 0
)
(45)
≤ C · ˙CLM(3)
(
1[1/2,1](σ) ; s /∈ P , min
e∈ ~E(f0)
W e ≥ −ε, min
e∈E(f1∩f2)
M e ≥ 0
)
≤ C · ˙CLM(3)
(
e−σ(W ) ; s /∈ P , min
e∈ ~E(f0)
W e ≥ −ε, min
e∈E(f1∩f2)
M e ≥ 0
)
.
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a1 a1 a1
a1 a1 a1
a2 a2 a2
a2 a2 a2
a3
a3
a3
a3
a3
a3
a4
a4
a4
a4
a4
a4
Figure 6: The dominant planted schemes with 3 faces, where f0 is the outside face, con-
sidered up re-labeling of faces, and obvious symmetries. Elements of VN(s) are indicated
by blank vertices. The first one is a predominant scheme, the other ones are not. The
notation a1, a2, a3, a4 refers to the integration variables appearing in the proof of Lemmas
34 and 35.
In this form, we can take advantage of the fact that ˙CLM
(3)
is a sum over S˙
(3)
d of product
measures, as expressed in (22). The contributions of the second and third schemes in
Figure 6 to the above upper-bound are then at most
C
∫
R4+
da1 da2 da3 da4E(0,∞)a1 [QX(W ≥ −ε)]E(0,∞)a3 [QX(W ≥ −ε)]
×E(0,∞)a2 [QX(W ≥ −ε)]2Ba1→a3(W ≥ −2ε)Ba1→a2(e−ζ(X)1{X≥0})Ba3→a4(e−ζ(X))
In this expression, we can integrate out the variable a4 using the second expression of
(38). We bound the terms of the form E(0,∞)a [QX(W ≥ −ε)] by using (41), and the terms
involving measures Ba→b by using (43) with β = 1/3, and (39) together with the fact that
a1 ∧ a2 ≤ √a1a2. This gives an upper-bound
C
∫
R3+
da1 da2 da3
( ε
ε+ a1
)2( ε
ε+ a2
)4( ε
ε+ a3
)2
(a1 + ε)
1/3(a3 + ε)
2/3√a1a2
≤ Cε5
∫
R3+
da1 da2 da3
(1 + a1)7/6(1 + a2)7/2(1 + a3)4/3
,
and the integral is finite, as wanted.
It remains to evaluate the contribution of the bottom three schemes of Figure 6.
These do not have edges that are incident both to f1 and f2, so that the condition
mine∈E(f1∩f2) M e ≥ 0 can be removed. The contribution of the fourth and fifth schemes
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is then bounded by (we skip some intermediate steps analogous to the above)
C
∫
R4+
da1 da2 da3 da4
( ε
ε+ a1
)2( ε
ε+ a2
)4( ε
ε+ a3
)2
×(a1 + ε)β(a2 + ε)1−β(a1 + ε)β′(a3 + ε)1−β′Ba3→a4(e−ζ(X))
≤ C
∫
R3+
da1 da2 da3
( ε
ε+ a1
)2( ε
ε+ a2
)4( ε
ε+ a3
)2
×(a1 + ε)−1(a2 + ε)2(a1 + ε)1/2(a3 + ε)1/2
taking β = −1 and β′ = 1/2, and we conclude similarly. The contribution of the sixth
scheme of Figure 6 is bounded above by
C
∫
R4+
da1 da2 da3 da4
( ε
ε+ a1
)4( ε
ε+ a2
)4
(a1 + ε)
β(a2 + ε)
β′(a3 + ε)
2−β−β′Ba3→a4(e−ζ(X))
≤ C
∫
R3+
da1 da2 da3
( ε
ε+ a1
)4( ε
ε+ a2
)4( ε
ε+ a3
)2
(a1 + ε)
2(a2 + ε)
2(a3 + ε)
−2 ,
taking β = β′ = 2. Once again, we conclude in the same way as above. 
Lemma 35 For every c, β > 0, there exists a finite C > 0 such that for every ε > 0,
˙CLM
(3)
1
(
s ∈ P, min
e∈ ~E(f0)
W e ≥ −ε, min
e∈E(f1∩f2)
M e ≥ 0, ∃e ∈ EI(s),W e ≤ −cε1−β
)
≤ Cε4+β ,
(46)
where in the last part of the event, it is implicit that e is oriented so that it is incident to
f1 or f2, but not f0.
Proof. By using the same scaling argument as in (45), up to changing c by 21/4c and
C by a larger constant, it suffices to prove a similar bound for the measure ˙CLM
(3)
(e−σ·)
instead of ˙CLM
(3)
1 , and use formula (22) to estimate this quantity. Furthermore, for obvious
symmetry reasons, up to increasing the constant C by a factor 8 in the end, it suffices
to estimate the contribution of the scheme s corresponding to the first picture of Figure
6, where f1 is the left internal face and f2 is the right internal face, and specifying that
among the four edges e ∈ EI(s), the top-left one is such that W e ≤ −ε1−β, the others
being unconstrained. The contribution of this event to (46) is then bounded by
C
∫
R2+
da1 da2
( ε
a1 + ε
)2( ε
a2 + ε
)4
E(0,∞)a1 [QX(W ≥ −ε)QX(W ≤ −ε1−β)]
×
∫
R
da3 Ba2→a3 [e−ζ(X)1{X≥0}]Ba1→a3 [e−ζ(X)1{X≥0}]
∫
R
da4 Ba3→a4 [e−ζ(X)] .
The last integral is bounded by (38), independently on a1, a2, a3. We then apply (19) to
the integral in the variable a3, which gives rise to the factor Ba1→a2 [ζ(X)e−ζ(X)
√
21{X≥0}],
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and this is bounded by Ca1a2 by (40). After an elementary change of variables and a
translation and scaling in last remaining expectation, we obtain the bound
Cε4
∫
R2+
da1 da2
a1a2
(a1 + 1)2(a2 + 1)4
E(1,∞)a1+1 [QX(W ≥ 0)QX(W ≤ −ε−β + 1)] ,
in which the contribution of a2 can be integrated out. Therefore, taking ε small enough
so that ε−β − 1 > ε−β/2 and using (42), this bound is less than or equal to
Cε4
∫ ∞
0
da1
a1
(a1 + 1)2
( 1
a1 + 1
∧ 1
ε−β − 1
)2
≤ Cε4
(
ε2β
∫ ε−β
0
da1
a1 + 1
+
∫ ∞
ε−β
da1
(a1 + 1)3
)
≤ Cε4(ε2β log(1 + ε−β) + (ε−β + 1)−2)
≤ Cε4+β
This bound remains true for every ε > 0, possibly up to changing the constant C. Note
that we could have in fact obtained a bound of the form Cε4+2β
′
for any β′ ∈ (0, β) with
this method. 
Combining Lemmas 34 and 35 with (34), this completes the proof of Lemma 18
(note that we changed the second condition in the definition of the event B1(ε, β) by
mine∈ ~E(f0) W e ≥ −ε, this was for lightening the notation but is of no impact, as is easily
checked).
7.4 ε-geodesic stars
We finally prove Lemma 19. In these proofs, up to considering B2(ε/2) instead of B2(ε),
we will replace the condition that mine∈ ~E(s) W e ≥ −2ε by the similar bound with −ε
without impacting the result.
Lemma 36 There exists some constant C > 0 such that
CLM
(4)
1
(
s /∈ P, min
e∈ ~E(f0)
W e ≥ −ε
)
≤ Cε5 .
Proof. As in Lemma 34, a scaling argument shows that it suffices to prove the same
bound with the measure CLM(4)(e−σ·) replacing CLM(4)1 . Note that for any k ≥ 2, we have
CLM(k+1)
(
e−σ ; s /∈ P , min
e∈ ~E(f0)
W e ≥ −ε
)
=
∑
s/∈P
∫
λs(d(`v)v∈V (s))
∏
e∈EN (s)
E(0,∞)`e−
[
QX [e−σ(W )1{W≥−ε}]QX [e−σ(W )]
]
×
∏
e∈EJ (s)
B+`e−→`e+
[
QX [e−σ(W )1{W≥−ε}]QX [e−σ(W )]
]
×
∏
e∈EI(s)
B`e−→`e+
[
QX [e−σ(W )1{W≥−ε}]2
] ∏
e∈EO(s)
B`e−→`e+
[
QX [e−σ(W )]2
]
.
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a1 a2
a3 a4
a1
a1
a1
a2
a2
a2
a3 a3
a3
a4
a4
a4
Figure 7: The four dominant, non-predominant schemes with 4 faces, f0 being the external
face, and considered up to obvious symmetries. Blank vertices indicate elements of VN(s).
The labels a1, a2, a3, a4 are the integration variables used in the proof of Lemma 36.
By Lemmas 30 and 31, we obtain
CLM(k+1)
(
e−σ ; s /∈ P , min
e∈ ~E(f0)
W e ≥ −ε
)
≤ C
∑
s/∈P
∫
λs(d(`v)v∈V (s))
∏
e∈EN (s)
( ε
`e− + ε
)2 ∏
e∈EI(s)∪EJ (s)
(`e− + ε)
βe(`e+ + ε)
1−βe
for any choice of βe ∈ [−2, 3], that can depend on e. We then divide every variable `v,
with v incident to f0, by ε. We obtain
CLM(k+1)
(
e−σ ; s /∈ P , min
e∈ ~E(f0)
We ≥ −ε
)
≤ C
∑
s/∈P
ε#VI(s)+#EI(s)+#EJ (s) (47)
×
∫
λs(d(`v)v∈V (s))
∏
e∈EN (s)
1
(`e− + 1)
2
∏
e∈EI(s)∪EJ (s)
(`e− + 1)
βe(`e+ + 1)
1−βe .
Now let us focus again on the case k = 3. The predominant schemes are the ones that are
obtained from the first pre-scheme of Figure 1, by adding three null vertices inside each
edge incident to f0, and then labeling the three “interior” faces by f1, f2, f3, and choosing
a root.
All other (dominant) schemes are not predominant, and are indicated in Figure 7. Let
us consider the first scheme in this figure. In this case, we have #VI(s) = 4,#EJ(s) =
1,#EI(s) = 0, and taking βe = 1/2, where e is the unique edge of #EJ(s), the contribu-
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tion to the upper-bound (47), is bounded by
ε5
∫
R4+
da1da2da3da4
(a1 + 1)4(a2 + 1)4(a3 + 1)3/2(a4 + 1)3/2
≤ Cε5 .
Let us turn to the dominant schemes corresponding to the third pre-scheme of Figure 1.
In this case, one has #VI(s) = 4,#EJ(s) = 1,#EI(s) = 1, and, taking βe = 1/3, the
contribution to (47) is bounded by
ε6
∫
R4+
da1da2da3da4
(a1 + 1)4(a2 + 1)4/3(a3 + 1)4/3(a4 + 1)10/3
≤ Cε6 .
The dominant schemes corresponding to the fourth pre-scheme of Figure 1 have #VI(s) =
4,#EJ(s) = 1,#EI(s) = 2, and taking alternatively βe ∈ {1/3, 1/2} for the three edges
in EI(s) ∪ EJ(s), the contribution to (47) is at most
ε7
∫
R4+
da1da2da3da4
(a1 + 1)10/3(a2 + 1)7/6(a3 + 1)7/6(a4 + 1)10/3
≤ Cε7 .
The dominant schemes corresponding to the fifth pre-scheme of Figure 1 have #VI(s) =
4,#EJ(s) = 0,#EI(s) = 3, and taking βe = −1 for every edge in EI(s), the contribution
to (47) is bounded by
ε7
∫
R4+
da1da2da3da4
(a1 + 1)2(a2 + 1)2(a3 + 1)2(a4 + 1)3
≤ Cε7 .
This entails the result. 
Lemma 37 There exist finite C, χ > 0 such that for every ε > 0,
CLM
(4)
1 (B2(ε)) ≤ Cε4+χ .
Proof. In all this proof, the mention of 1., 2., 3., 4., will refer to the four points in the
definition of B2(ε), for some ε > 0.
Using scaling again as in (22), it suffices to prove a similar bound for CLM(4)(e−σ1B2(ε)).
Let us introduce some notation. We let T e13z = inf{s ≥ 0 : Me13(s) = z} ∈ [0,∞] for every
z ∈ R. We define T e23z in an analogous way. Let
Ξ = −
(
min
e∈ ~E(f3):e∈ ~E(f0)
W e ∧ inf{W (s)e13 , 0 ≤ s ≤ T e130 } ∧ inf{W (s)e23 , 0 ≤ s ≤ T e230 }
)
and ∆y = sup0≤z≤y ∆z, where
∆z = −z −
(
inf{W (t)e13 , T e13(−z)− ≤ t ≤ T e13−z } ∧ inf{W (t)e23 , T e23(−z)− ≤ s ≤ T e23−z }
)
.
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Then, by taking t in (36) to be of the form T e13−y , as long as y > 0 is such that T
e13−y <∞,
and by choosing t′ = T e23−y in a similar way, we obtain that
(−Ξ) ∧ (−∆y − y) ≤ (−Ξ) ∧ inf
0≤z≤y
(−∆z − z) ≤ −2y .
Let α, η, η′, η′′ be positive numbers, all strictly larger than ε, and such that η > η′. Their
values will be fixed later to be appropriate powers of ε. We observe that B2(ε) is contained
in the union of the following three events B′2(ε),B′′2(ε),B′′′2 (ε), which are defined by points
1., 2., 3. in the definition of B2(ε), together with 4′., 4′′. and 4′′′. respectively, where
4′. it holds that either re13 ≤ η or re23 ≤ η or T e13−α > η′ or T e23−α > η′,
4′′. it holds that re13 ∧ re23 > η, T e13−α ∨ T e23−α ≤ η′, and Ξ > η′′,
4′′′. it holds that re13 ∧ re23 > η, T e13−α ∨ T e23−α ≤ η′, and η′′ ∨∆y ≥ y for every y ∈ [0, η′]
It remains to estimate separately the quantities CLM(4)(e−σ1B′2(ε)),CLM
(4)(e−σ1B′′2 (ε)) and
CLM(4)(e−σ1B′′′2 (ε)). For this, it suffices to restrict our attention to the event that s is the
predominant scheme of Figure 5, since the other predominant schemes are the same up
to symmetries. Moreover, let us observe that the points 4′., 4′′. and 4′′′. only involve the
snakes We where e or its reversal is incident to f3, and not the others. Therefore, when
writing the above three quantities according to the defintion (22) of CLM(4), there are
going to be a certain number of common factors, namely, those which correspond to the
contribution of points 2., 3. to the 5 edges of s that are not incident to f3. Renaming the
labels `v, v ∈ V (s) \ VN(s) as a1, a2, a3, a4 as indicated in Figure 5, we obtain that these
common factors are
• a factor
E(0,∞)a4
[
QX [e−σ(W )]QX [e−σ(W )1{W≥−ε}]
]2 ≤ ( ε
a4 + ε
)4
corresponding to the contribution of 2. to the two edges incident to f0 and ending
at the vertex with label a4, where we used (41),
• a factor
E(0,∞)a1
[
QX [e−σ(W )]QX [e−σ(W )1{W≥−ε}]
]
E(0,∞)a2
[
QX [e−σ(W )]QX [e−σ(W )1{W≥−ε}]
]
≤
( ε
a1 + ε
)2( ε
a2 + ε
)2
corresponding to the contribution to 2. of the two edges incident to f1 and f2 that
end at the vertices with labels a1 and a2, where we used (41) again,
• a factor
Ba4→a3
[
QX [e−σ(W )]21{X≥0}
] ≤ 2a4
corresponding to the contribution of 3. to the edge e12, and where we used the fact
that QX [e−σ(W )] = e−ζ(X)
√
2 and (39).
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Let us now bound CLM(4)(e−σ1B′2(ε)). The condition 4
′. involves only the edges e13 and
e23, so that the contribution of 2. to the two edges incident to f0 and f3 will bring further
factors bounded by (ε/(ε+ a1))
2 and (ε/(ε+ a2))
2. Also, by symmetry, up to a factor 2,
we can estimate the contribution only of the event {r13 ≤ η or T e13−α > η′}, and ignore the
rest, so that the edge e23 participates by a factor Ba1→a3 [QX [e−σ(W )]2], which is bounded
by (38), while e13 contributes by a factor
Ba1→a3
[
QX [e−σ(W )]21{ζ(X)≤η or T−α>η′}
]
≤ Ba1→a3
[
QX [e−σ(W )]2(1{ζ(X)≤η} + 1{ζ(X)>η,T−α>η′})
]
≤ Ba1→a3 [ζ(X) ≤ η] + Ba1→a3 [e−ζ(X)
√
21{ζ(X)>η,T−α>η′}] (48)
Now on the one hand, since pr(x, y) is a probability density, we have∫
R+
da3 Ba1→a3 [ζ(X) ≤ η] ≤
∫ η
0
dr
∫
R
da3 pr(a1, a3) = η ,
and on the other hand
Ba1→a3 [e−ζ(X)
√
21{ζ(X)>η,T−α>η′}] ≤
∫ ∞
η
dr e−r
√
2pr(a1, a3)Pra1(T−α > η
′) .
From the Markovian bridge construction of [12], we have, for every r > η,
Pra1→a3(T−α > η
′) = Ea1
[
1{T−α>η′}
pr−η′(X(η′), a3)
pr(a1, a3)
]
,
so that∫
R+
da3
∫ ∞
η
dr e−r
√
2pr(a1, a3)Pra1→a3(T−α > η
′) ≤ Pa1(T−α > η′)
∫ ∞
0
dr e−r
√
2 .
Now, we have, by symmetry and scaling of Brownian motion, and since T1 has same
distribution as X−21 under P0,
Pa1(T−α > η′) = P0(Ta1+α > η′)
= P0
(
T1 >
η′
(a1 + α)2
)
= P0
(
|X1| < a1 + α√
η′
)
≤ C a1 + α√
η′
,
for every ε ∈ (0, 1) and a1 > 0. Hence the integral of (48) with respect to a3 ∈ R
is bounded by C(η + (a1 + α)/
√
η′). By putting together all the factors, recalling that
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α > ε, we have obtained,
CLM(4)(e−σ1B′2(ε))
≤ C
∫
R3+
da1da2da4
( ε
a1 + ε
)4( ε
a2 + ε
)4( ε
a4 + ε
)4
a4
(
η +
a1 + α√
η′
)
≤ Cε4
∫
R+
da1
(a1 + 1)4
(
η +
εa1 + α√
η′
)
.
≤ Cε4
(
η ∨ α√
η′
)∫
R+
da1
(a1 + 1)4
(
2 +
ε
α
a1
)
≤ Cε4
(
η ∨ α√
η′
)
(49)
Let us now turn to the estimation of CLM(4)(e−σ1B′′2 (ε)). We first observe the following
absolute continuity-type bound: For any non-negative measurable function F and λ > 0∫
R
dy Bx→y[e−λζ(X)F (X(s), 0 ≤ s ≤ T−α)1{ζ(X)>η,T−α≤η′}] ≤
1
λ
E(−α,∞)x [F (X)] . (50)
Indeed, note that by using again the Markovian bridge description of [12],∫
R
dy Bx→y[e−λζ(X)F (X(s), 0 ≤ s ≤ T−α)1{ζ(X)>η,T−α≤η′}]
=
∫
R
dy
∫ ∞
η
e−λrdrEx[F (X(s), 0 ≤ s ≤ T−α)1{T−α≤η′}pr−η′(X(η′), y)]
≤
∫ ∞
0
e−λrdrEx[F (X(s), 0 ≤ s ≤ T−α)] ,
as wanted. Back to CLM(4)(e−σ1B′′2 (ε)), note that there are exactly two edges incident to
f3 with reversal incident to f0, and we let e1 be the one that is linked to the vertex with
label a1, and e2 the one linked to the vertex with label a2. Note that the event {Ξ > η′′}
is then included in the union
{W e1 < −η′′} ∪ {W e2 < −η′′} ∪
{
inf
0≤s≤T e130
W (s)e13 < −η′′
}
∪
{
inf
0≤s≤T e230
W (s)e23 < −η′′
}
.
For symmetry reasons, the first two have same contribution (after integrating with respect
to a1, a2, a3, a4), as well as the last two. The contribution of the edges e1 and e2 to
{W e1 < −η′′} is then bounded by (we use also 2., and recall that η > η′ > ε)
E(0,∞)a1
[
QX(W ≥ −ε)QX(W ≤ −η′′)
]( ε
a2 + ε
)2
≤ C
( ε
η′′ − ε
)2( ε
a2 + ε
)2
by (42), while the edges e13 and e23 contribute factors of the form Ba1→a3 [QX [e−σ(W )]2]
and Ba2→a3 [QX [e−σ(W )]2], which are bounded after integration of the variable a3, by (38).
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Hence,
CLM(4)(e−σ1B′′2 (ε)1{W e1<−η′′})
≤ C
( ε
(η′′ − ε)
)2 ∫
R3+
da1 da2 da4
( ε
a1 + ε
)2( ε
a2 + ε
)4( ε
a4 + ε
)4
a4
≤ Cε4
( ε
η′′ − ε
)2
,
On the other hand, the edges e1 and e2 do not contribute to {inf{W (s)e13 , 0 ≤ s ≤ T e130 } <
−η′′}, and involve only, via 2., a factor (ε/(a1 + ε))2(ε/(a2 + ε))2. The contribution of e13
and e23, integrated in a3, is bounded by∫
R
da3 Ba1→a3
[
QX [e−σ]QX
[
inf
0≤s≤T0
W (s) < −η′′]1{ζ(X)>η,T−α≤η′}]Ba2→a3 [e−σ]
≤ CE(−α,∞)a1
[
QX
[
inf
0≤s≤T0
W (s) < −η′′]]
≤ CP (∆a1 > η′′ + a1)
≤ C
(
1− exp
(
− 2a1
a1 + η′′
))
≤ C a1
η′′
,
where we used (48) in the second step, and Lemma 32 in the third step: Here, under P ,
(∆t, t ≥ 0) is a Poisson process with intensity 2da/a2, and ∆ is its supremum process.
We have obtained
CLM(4)(e−σ1B′′2 (ε)1{inf{W (s),0≤s≤T e130 }<−η′′})
≤ C
∫
R3+
da1 da2 da4
( ε
a1 + ε
)4 a1
η′′
( ε
a2 + ε
)4( ε
a4 + ε
)4
a4
≤ C ε
5
η′′
∫
R+
da1
a1
(a1 + 1)4
≤ C ε
5
η′′
.
These estimations, together with our preliminary remarks, entail that
CLM(4)(e−σ1B′′2 (ε)) ≤ Cε4
(( ε
η′′ − ε
)2
+
ε
η′′
)
. (51)
Finally, let us consider CLM(4)(e−σ1B′′′2 (ε)). Points 2. and 3. induce contributions of
the edges incident to f0, as well as the edge e12, that are bounded by
2
( ε
a1 + ε
)4( ε
a2 + ε
)4( ε
a4 + ε
)4
a4 .
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Now, point 4′′′. involves only the edges e13 and e23, and contributes by a factor bounded
above by
Ba1→a3
[
e−ζ(X)
√
21{ζ(X)>η,T−α≤η′}
∫
C(C(R))
QX(dW )QX(dW ′)1{η′′∨Iy∨I′y≥y,0≤y≤α}
]
,
where I was defined in Lemma 32, Iy = sup0≤z≤y Iy, and I
′, I
′
are defined in a similar way
from the trajectory W ′. Now we use again a bound with same spirit as (48). Namely, for
every λ > 0, every x, y ∈ R and for non-negative measurable F , we have∫
R
dz
∫
C(R)2
Bx→z(dX)By→z(dX ′) e−λζ(X)−λζ(X
′)
×1{ζ(X)∧ζ(X′)>η,T−α∨T ′−α≤η′}F
(
(X(s))0≤s≤T−α , (X
′(s))0≤s≤T ′−α
)
≤ 1
λ2
√
2pi(η − η′)
∫
C(R)2
P(−α,∞)x (dX)P(−α,∞)y (dX ′)F (X,X ′) ,
where T ′z is the first hitting time of z by X
′. This is obtained in a similar way to (48),
writing the left-hand side as∫
R
dz
∫
(η,∞)2
drdr′e−λ(r+r
′)
∫
C(R)2
Px(dX)Py(dX ′)
×1{T−α∨T ′−α<η′}F
(
(X(s))0≤s≤T−α , (X
′(s))0≤s≤T ′−α
)
pr−η′(X(η′), z)pr−η′(X ′(η′), z)
This is obtained by first checking this for F of a product form and using the Markovian
description of bridges, and then applying a monotone class argument. We then use the
bound pr−η′(X ′(η′), z) ≤ (2pi(η − η′))−1/2, valid for r ≥ η > η′, and use Fubini’s theorem
to integrate pr−η′(X(η′), z) with respect to z, as in the derivation of (50). Therefore, after
integrating with respect to the variables a3, we obtain that the edges e13 and e23 together
contribute by
C
∫
C(R)2
P(−α,∞)a1 (dX)P
(−α,∞)
a2
(dX ′)
∫
C(C(R))2
QX(dW )QX′(dW ′)1{η′′∨Iy∨I′y≥y , 0≤y≤α} ,
where I ′ is defined from X ′ as I was defined from X. This equals
C
∫
C(R)2
P(−α,∞)0 (dX)P
(−α,∞)
0 (dX
′)
∫
C(C(R))2
QX(dW )QX′(dW ′)1{η′′∨Iy∨I′y≥y , 0≤y≤α} ,
by an application of the Markov property, noticing that Iy and I
′
y only involve the pro-
cesses W (s) for T0 ≤ s ≤ T−y, and similarly for I ′y (we skip the details). By Lemma 32
and standard properties of Poisson measures, the process (Iy ∨ I ′y, 0 ≤ y ≤ α) under the
law E(−α,∞)0 ⊗ E(−α,∞)0 [QX(dW )QX(dW ′)] is a Poisson process on the time-interval [0, α]
with intensity 4da/a2. By Lemma 33 we obtain that the last displayed quantity is less
than (η′′/α)e
−4/4, and we conclude that
CLM(4)(e−σ1B′′′2 (ε)) ≤ Cε4
1√
η − η′
(η′′
α
)e−4/4
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This, together with (49) and (51), finally entails that
CLM(4)(e−σ1B2(ε)) ≤ Cε4
(
η ∨ α√
η′
+
( ε
η′′ − ε
)2
+
ε
η′′
+
1√
η − η′
(η′′
α
)e−4/4)
.
Let us now choose α, η, η′, η′′ of the form
α = εβ , η = εν , η′ = εν
′
, η′′ = εν
′′
,
with β, ν, ν ′, ν ′′ ∈ (0, 1), and let us assume for the time being that ε < 1. Then the
condition η > η′ amounts to ν < ν ′, and by picking ε even smaller if necessary (depending
on the choice of ν ′′) we can assume that η − η′ > η/2 and η′′ − ε > η′′/2. The above
bound then becomes
Cε4(εν + εβ−ν
′/2 + ε1−ν
′′
+ ε(ν
′′−β)e−4/4−ν/2) .
Therefore, it suffices to choose ν ′, β, ν ′′ so that 0 < ν ′ < 2β < 2ν ′′ < 2, and then ν so
that 0 < ν < ν ′ ∧ (ν ′′− β)e−4/2, to obtain a bound of the form Cε4+χ with positive χ, as
wanted. One the choice is made, this bound remains obviously valid without restriction
on ε, by taking C larger if necessary. 
The combination of (37) and Lemmas 36 and 37 finally entail Lemma 19.
8 Concluding remarks
Beyond quadrangulations. An important problem in random map theory is the
question of universality. It is expected that Theorem 1 remains valid for much more gen-
eral families of random maps than quadrangulations, namely, the regular critical Boltz-
mann maps introduced in [20, 22] should admit the Brownian map as a scaling limit. In
particular, in his work mentioned at the end of the Introduction, Le Gall proves Theorem
1 for 2p-angulations for any given p ≥ 2, that is maps with faces of degree 2p. Up to a
deterministic, p-dependent multiplicative factor, the limit is still the Brownian map.
We believe that our method is robust enough to tackle this more general problem. In
particular, the results of Sections 5 could be adapted to more general maps using variants
of the Bouttier-Di Francesco-Guitter bijection [4] that incorporate multiple points. The
labeled maps that would intervene would be more complicated than the ones of the present
paper, but we expect that the scaling limits of Section 6 remain valid. Indeed, such gener-
alizations hold for the basic case of trees, by the invariance principles developed in [20, 23].
This program seems reasonable to carry out at least in the case where quadrangulations
are replaced by random bipartite maps. Since the currently available invariance princi-
ples for trees coding non-bipartite maps are considerably weaker than those for bipartite
maps, the case of non-bipartite maps (including random triangulations) would probably
be notably harder to analyze.
Once results analogous to those of Sections 5 and 6 are obtained, our strategy of proof
would be valid without much change as soon as we have the prior knowledge that (loosely
speaking)
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1. any subsequential scaling limit (S,D) of the family of maps under consideration is
homeomorphic to (S,D∗)
2. the estimates for the volumes of balls in (S,D) of Section 3 hold
3. typical geodesics in (S,D) are a.s. unique.
All these points are also quite robust, at least in the bipartite case. They are known for
2p-angulations, and likely extend to more general cases using the approaches of [14, 15, 25].
Last but not least, we believe that similar methods extend to higher genera, probably
to the cost of technical complication. In particular, the analogs of points 1., 2., 3. above
have been derived for maps on orientable compact surfaces in [25, 2, 3].
Stable maps. A one-parameter family of scaling limits of maps, different from the
Brownian map, can be obtained by considering Boltzmann distributions on maps for
which the degrees of faces have heavy tails [16]. The problem of the uniqueness of the
scaling limit is still open for these maps. We do not know if the methods of the present
paper can be adapted to tackle this problem.
Geodesic stars in the Brownian map. The methods of Sections 5, 6 and 7 allow to
give estimates on the probability of the event G(ε, k) that, if x0, x1, . . . , xk are uniformly
chosen points in S, the geodesics from x0 to x1, . . . , xk are pairwise disjoint outside of
BD∗(x0, ε). Using similar arguments as in Section 7.1, one finds that this probability is of
the same order as
1
ε
CLM
(k+1)
1
(
min
e∈ ~E(f0)
W e ≥ −ε
)
.
By using bounds of the type (47), this is bounded by Cεk−1, and we think that the
exponent is sharp. Since one needs about ε−4 balls of radius ε to cover (S,D∗), possibly
up to slowly varying terms, this estimate seems to indicate that there is an order of εk−5
such ε-geodesic stars with k arms in the Brownian map. Letting ε → 0, and making a
leap of faith, this suggests that the probability that there exist points x1, . . . , xk satisfying
the geodesic star event G(S;x1, . . . , xk) of Definition 13 is 1 as long as k ∈ {1, 2, 3, 4}, and
0 when k ≥ 6, the case k = 5 being critical and harder to settle. We hope to study more
detailed aspects of geodesic stars in the Brownian map in future work.
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