ABSTRACT. The ability to incorporate and manage the different drivers of land-use change in a modeling process is one of the key challenges because they are complex and are both quantitative and qualitative in nature. This paper uses Bayesian belief networks (BBN) to incorporate characteristics of land managers in the modeling process and to enhance our understanding of land-use change based on the limited and disparate sources of information. One of the two models based on spatial data represented land managers in the form of a quantitative variable, the area of individual holdings, whereas the other model included qualitative data from a survey of land managers. Random samples from the spatial data provided evidence of the relationship between the different variables, which I used to develop the BBN structure. The model was tested for four different posterior probability distributions, and results showed that the trained and learned models are better at predicting land use than the uniform and random models. The inference from the model demonstrated the constraints that biophysical characteristics impose on land managers; for older land managers without heirs, there is a higher probability of the land use being arable agriculture. The results show the benefits of incorporating a more complex notion of land managers in land-use models, and of using different empirical data sources in the modeling process. Future research should focus on incorporating more complex social processes into the modeling structure, as well as incorporating spatiotemporal dynamics in a BBN.
INTRODUCTION
Land use is the outcome of human and biophysical processes that operate in a landscape, with regard to biophysical, socioeconomic, and cultural conditions and constraints, and political context (Mather 1995 , Geist and Lambin 2001 , Lambin et al. 2003 . The decision for land-use change is made by individual land managers based on their responses to these conditions and constraints. Land manager is defined here as the individual making the land-use decision, and can be a landowner, employee, or distant landowner, as well as tenant or crofter. Although land-use models are commonly used to enhance the understanding of complex processes, they often assume that land managers, as a group, behave uniformly and rationally (O'Callaghan et al. 1996 , Lambin et al. 2000 , rather than individually and emotionally, in relation to the processes that influence them and the opportunities presented by their land resource base. However, land managers' decision making can rarely be considered uniform or rational (Burton 2004) . The main challenge to modeling methodologies used for the prediction of land-use change is the development of an ability to incorporate-and manage-human behavioral effects through a complex notion of land managers (MacFarlane 1996) . Decision making by individuals, groups, and societies has a profound influence on land use and land-cover dynamics (Parker et al. in press) and different methods are emerging that include decision making in land-use and land-cover change models (Briassoulis 1999) . Criteria for successful incorporation of decision making into land-use and land-cover change models include a need to build on empirical evidence (Berger and Schreinemachers 2006) and, if models are to inform decision making, to be transparent.
It is recognized that over short time periods most of the land use in an area does not change. However, where change does occur, land managers are influenced by a number of factors when deciding http://www.ecologyandsociety.org/vol13/iss1/art16/ on the type of land use for their holding (Burton 2004) , resulting in a particular land cover on their land. The natural potential of the land for the favored land use is a key factor that will determine the business choices open to the land manager. Direct evidence of the relationship between land managers' decision making, land use, and land cover is hard to obtain due to confidentiality issues. There is some evidence, based on an inventory of forestry in Grampian by Macaulay Institute, that clearly demonstrates the significance of individual land manager's decisions (Fig. 1) . It shows forest land cover along the straight-lined boundaries of holdings, as opposed to diffuse boundaries of natural forest patterns, driven by biophysical factors alone. From this evidence, it can be inferred that information about land ownership (represented geographically in the form of ownership boundaries) represents the spatial unit for individual decision making and could be a valuable quantitative proxy for land managers' decision making in the prediction of land cover. Land ownership is thus used as a proxy in the modeling structures.
Individual behavior is known to be highly variable and central to decision making, due to the character of individuals themselves, and the wide range of forces that influence their decision-making behavior. For example, complex social and cultural factors lie at the root of farmer resistance to governmental woodland planting initiatives (Burton and Wilson 2000) . Burton and Wilson (2000) argue that, if these behavioral factors are significant, then the value of a modeling approach based on purely rational behavior is greatly reduced. Behavioral or agent-based simulation models are being developed that deal with the decision-making process of individual land managers regarding the use of their land. This focuses on the theoretical process of decision making by individual land managers. Two examples of such an agent-based simulation model are FEARLUS, where individual behavior is examined in an artificial spatial context rather than a real world context (Polhill et al. 2002) and MABEL, which integrates agent-based modeling with geographic information systems, GIS, and Bayesian belief networks (BBNs; Alexandridis 2006, Lei et al. 2005 ). This paper focuses on BBNs as an alternative modeling approach, as a means to enhance our understanding of the dynamics of land-use change and to explore behavior in the decision-making process.
BAYESIAN BELIEF NETWORK MODELING
A BBN, also known as a Bayesian network or belief network, is a Bayesian methodology. It is based on multivariate probability distributions of model variables without underlying assumptions on the form of the multivariate distribution. At the same time, a BBN defines relations between variables in terms of the conditional distributions for each variable included in the network (Haas 1991) , and allows reasoning under the uncertainties that are associated with these conditional distributions (Hornberger 2001, Korb and Nicholson 2004) . A BBN can model situations that are characterized by inherent uncertainty, and facilitate statistical inference. There are various software packages available for modeling with BBNs, most using a graphical representation of variables and relations. The examples in this paper are generated using Netica™ Version 2.7 (Norsys, http://www.norsys.c om).
The ability of a BBN to learn from new evidence for its parameters makes it possible to build a model initially with the best available information or data, and then to incorporate new and improved evidence at a later stage. This gives the opportunity to use evidence of events or variable relationships that have been observed as the best available data for building the probability distribution of the relationships in the model. The BBNs describe complex probabilistic reasoning by representing the structure of an argument in an intuitive, graphical format. Based on the evidence incorporated in the BBN and beliefs about "process," it is possible to infer (both causally and diagnostically) the state and relationships of individual variables and the impact of change. The BBNs can use limited, disparate, information sources and have the potential to incorporate qualitative information.
A variety of different modeling initiatives have explored the potential of Bayesian methods in relation to land-use and land-use change (Stassopoulou et al. 1998 , Guisan and Zimmermann 2000 , Prato 2000 , Marcot et al. 2001 , Alexandridis 2006 . Some of these methodologies have developed land-use models in a purely biophysical context (Aspinall 1992 , Hill et al. 1997 , Tucker et al. 1997 , Lineback et al. 2001 , whereas others have illustrated the use of participatory modeling methods with BBNs (Bacon et al. 2002 , Lynam et al. 2002 , Cain et al. 2003 . http://www.ecologyandsociety.org/vol13/iss1/art16/ Ecology and Society 13(1): 16 http://www.ecologyandsociety.org/vol13/iss1/art16/ Stassopoulou et al. (1998) showed that information in a BBN flows in both forward and backward directions through the links, providing the user with the opportunity to draw both predictive and diagnostic conclusions from a network. In this way, the user can develop an advanced understanding of the process being modeled (Cain 2001) . The conditional distributions in BBNs can be derived from both quantitative and qualitative information. This ability to use both types of data from different sources and to incorporate them in one model makes BBNs increasingly popular in land-use change research.
This paper uses BBNs to represent a relatively complex understanding of land managers to model and predict land-use and land-use change to enhance our understanding of land-use dynamics. The paper presents two models, one based on biophysical conditions and land-holding characteristics only, and one which expands this first model with landmanager characteristics to illustrate the additional impact of individual manager's decision making. The models in this paper adopt McConnoll and Moran's (2001) definition of land use as "...a series of operations and associated inputs on land, carried out by humans, with the intention to obtain products and/or benefits through using land resources" and land cover as "...the observed physical cover, as seen on the ground or through remote sensing, including the vegetation (natural or planted) and human constructions (buildings etc.) which cover the earth's surface."
METHODS

Study Area Selection and Description of Land Uses
Grampian region in the northeast of Scotland was selected as a study area because of its rich diversity of land cover and land uses. The area (8755 km 2 ) extends from the Cairngorm Mountains eastward to the North Sea coast. The northeast has been cultivated for centuries with a wide range of crops. Agriculture dominates the lowlands and much of the hill ground, about 75% of the study area is in agricultural use (crops and grass 49%, and rough grazing 26%). In recent years, Grampian has experienced change resulting from developments in agriculture, such as reform of the European Union Common Agricultural Policy (CAP) and economic uncertainty in the oil industry caused by global market dynamics (Scottish Executive 2005) . The key land-use changes observed in the region and in Scotland are caused by afforestation and urbanization (Mackey et al. 1998 , Haines-Young et al. 2000 . The population in Grampian of about 525 000 is strongly influenced by the local economy of the city of Aberdeen, where almost half of the population lives. Only 5% of the population are employed in the primary sectors of agriculture and fisheries (Scottish Executive 2005) . The range of land-use changes driven by political and economic developments within farming systems, urbanization, and afforestation, make Grampian an ideal study area.
Model Development
For this paper, I have used existing data and information together with a logical understanding of the relationship between the variables to construct the structure of each model. I created conditional probability tables for each of the variables, based on the best available evidence, information, or knowledge. In order to test the model's ability to predict land cover, I derived separate training and test data from the available evidence. The model most successful in predicting land-cover change was selected for inference.
With Model 1, I tested the hypothesis that land cover in Grampian can be predicted based on empirical information on the land capability for agriculture (LCA) (Bibby et al. 1991 ) and for forestry (LCF) (Bibby et al. 1988) , and the size of a holding (Wightman 1996) at a scale of 1:250 000. For this purpose, a simple BBN (Fig. 2 ) was developed to represent the logical relationship between these variables and the land cover of Scotland (LCS88) (Macaulay Land Use Research Institute (MLURI) 1993). The LCA integrates soils data with knowledge of climate and topography to assign areas of land into seven classes ranging from land capable of producing a very wide range of crops (Class 1) to land of very limited agricultural value (Class 7). The LCF is a similar classification, with seven classes ranging from land with excellent capability for the growth and management of tree crops to land with very limited capability for the growth and management of tree crops and urban development. The LCS88 is based on an interpretation of 1:24 000 scale black and white aerial photography. The 34 summary classes of the Ecology and Society 13(1): 16 http://www.ecologyandsociety.org/vol13/iss1/art16/ original legend were simplified for this paper to six functional classes (arable land, improved grassland, rough grazing, forest, development, and other land; see Table 1 ).
All the spatial data (LCA, LCF, LCS88, and area) were represented in raster format, consisting of approximately 11 000 individual grid cells with a 50 x 50 m grid resolution. These data, combined in a logical overlay, represent the qualitative evidence of relationships between the variables through a joined attribute table with the four variables' values for each cell. From these data, I randomly selected training and test data, consisting of 5000 cells, with each cell representing a piece of evidence regarding the relationship between the variables. The area of ownership in the training and test data is represented as a continuous variable. However, for the purpose of the graphical representation in the BBN, this continuous variable needs to be categorized into discrete classes. Unlike the other variables in the models, which are categorical variables, area remains a continuous variable, which means that any evidence of the land capability and land cover on a holding with a particular size can be incorporated into the model. The categories of area in the graphical representation were the minimal number of classes required to distinguish different farming systems in Grampian (Table 2) . This model used the area of individual holdings as spatial units to represent individual decision making, together with the two land-capability data sets, to predict land cover. I used land cover in this model as a proxy for land use because it is built on observed physical cover rather than land use as defined by McConnoll and Moran (2001) .
Model 2 expanded on the spatial evidence-based Model 1 with the addition of some simple, nonspatial, factors (age, and whether or not a land manager can pass his business on to his children). In the decision-making process concerning changes in business activities, the importance of qualitative factors is based on an independent survey of land managers in the area around Huntly (Grampian) about their attitudes toward land-use change (Burton 2003) . I modified the original BBN (Model 1) to include a variable of land-cover change, which linked the land-cover and land-use change variables. Land-use change provided a link between the quantitative and qualitative data by connecting land-cover change and the decision by land managers to change their land use, given an heir and their age. The reason for this construction was that the survey data provided no insight as to the type of land use subject to change. Information about change in land cover for Grampian was limited, but data were available for other parts of Scotland, in particular, the Central Valley and the Cairngorms, where land-cover change gave an indication of the changes for Scotland as a whole. The information for the Central Valley indicated that the "rough grazing" and "other" land-cover types were the most vulnerable to change, whereas agricultural activity, forestry, and urban development were relatively stable. The results from the survey in Huntly (Burton 2003) indicated that change in Grampian had occurred in the same land-cover classes, but overall no change was estimated for approximately 80% of the land area. Therefore, this paper assumed that the drivers of change for the Central Valley of Scotland were similar to those over the same period in Grampian, and that the relationship between land cover and land-cover change derived from these data was representative for that relationship in Grampian.
In the building of Model 2 (Fig. 3) , I made the simple assumption for the creation of conditional probability tables that a decision to change by a land manager means land-use change and this will result in land-cover change. I used Model 2 to infer the land manager's characteristics, based on knowledge of the land cover. In addition, I inferred the likely land cover for a particular change hypothesized in these social factors.
Populating the Model with Information
The conditional probability table of a variable in the model represented the relationship between that variable and those variables that have a link into that variable. By testing that variable based on evidence, the results provided information about the ability of the model to predict land cover and land-cover change.
With the model structure in place, the available information needs to be incorporated in the structure (training) and its reliability tested. The tests were conducted to establish whether the random training samples are representative for the study area, and whether the models after training were better at predicting land cover than the same models with random or uniform variable distributions. From the combined spatial data (LCA, LCF, LCS88, area of http://www.ecologyandsociety.org/vol13/iss1/art16/ Fig. 2 . Model 1 (for the continuous variables, the average and the standard deviation are given below the probability distribution).
land, and land-cover change), I selected 10 random samples of 5000 cells each representing a unique combination of values for the model variables. The samples were used as evidence of the relationship between the spatial variables. I used these samples to train the BBN structure with a uniform prior probability distribution resulting in 10 different variations of Model 1. In addition to these trained BBNs, Model 1 was built with a uniform and random probability distribution for the variables. I tested each of the resulting 12 different variations of Model 1 using the 10 test sample data. The 10 tests determined the accuracy with which the model was able to correctly classify or predict the test sample into the appropriate classes (http://www.no rsys.com/tutorials/netica/secD/tut_D2.htm). These results were collected in a confusion matrix to give an error rate, as the overall proportion of incorrect prediction of land-cover classes with respect to the probability distribution of the test evidence.
A key advantage of a BBN is that it is possible to update the conditional probability tables of the model parameters with additional data. To examine the impact of new knowledge on the accuracy of the model's predictability, in addition to the above 12 "trained" models, I built one model using all 10 training samples, and tested this "learned" model in the same way as the above models, resulting in 13 variations of the models.
The process of training and testing Model 2 was similar to Model 1 for the variables that they had in common. In addition, I trained and tested the conditional probability tables of the land-cover change variable representing the relationship between land cover and land-cover change using data for the Central Valley for the periods from 1948 to 1977 and 1977 to 1988 (Table 3 ). The conditional probability table of the qualitative data regarding the land manager's decision making (Table 4) was based on the expert interpretation of the survey results in Huntly (Burton 2003) . With confidence in the model's predictability, I used the most successful model to infer the impact of changes in key variables on land cover and land-cover change.
Inference
After building the models through the incorporation of data and testing them as described above, I selected the best performing Models 1 and 2 of the 13 different variations, and used these to infer the behavior/response of the variables to changes in circumstances. In the process of inference, I identified the specific values of individual variables in the models as known by giving them a 100 % probability instead of the probability based on the training evidence. The BBN automatically updated the probabilities for the other variables based on that "knowledge." The probability distributions of the various "knowledge" scenarios, including the one with no knowledge for any of the variables, were collected in tables and compared. The different "knowledge" scenarios explored in this paper provided an insight into the impact on land cover of the size of the land holding, land capability classes, and land manager's circumstances. Each of these factors could be expected to change under the influence of CAP reform and climate change, and affect future land cover in the area.
RESULTS
Test Results of Models 1 and 2
I trained Model 1 with the 10 separate random training samples, each sample consisting of 5000 cells that each represent a piece of evidence of the relationship between the model's variables. The boxplots of the posterior probability distribution of these 10 models (Fig. 4) illustrate that they were representative samples for the study area, with few outliers. Each of the variables has one dominant value.
The 10 test samples formed the basis for the results of the test of the models. The samples tested each variation of the model with a uniform, random, trained or learned probability distribution. The results show, as illustrated in the boxplot (Fig. 5) , that the trained and learned models, with a mean error rate of 39% and 33%, respectively, had much better test results than the models based on a uniform and random distribution, with a mean error rate of 63% and 80%, respectively. The fact that the error rate for the learned model was better than that of the Ecology and Society 13(1): 16 http://www.ecologyandsociety.org/vol13/iss1/art16/ trained model also suggested that the model did improve in its ability to predict land cover, through learning from additional evidence.
For Model 2, I built the conditional probability tables for the LCA, LCF, the area of holding and land cover of Scotland variables in the same way as the learned Model 1, i.e., based on the cumulative evidence of the 10 training samples, and tested the additional land-cover change relationship to land cover for its ability to predict land-cover change; the test results illustrated that the model was able to predict the land-cover change with an error rate of 12.4%.
Inferences from Model 1 about Land Cover and Land-Cover Change
I inferred the results of a range of different scenarios based on simple "known" values for variables from Model 1. "No knowledge" gave the probability of land cover without any particular prior knowledge regarding the variables. The other four scenarios assumed that the area of the holding, either small, medium, large, or very large, was known but with no knowledge about the other variables. Table 5 included the probability distribution of land-cover classes of these scenarios. The results showed that the land cover of small holdings was more likely to include arable land and forest, and less likely than the other type of holdings to include improved grassland, whereas medium-sized holdings were more likely to include "other land" than forest. Table 6 similarly illustrated the probability distribution of land cover for four different types of agricultural capability (LCA). Land in LCA Classes 2 and 3 were among the more suitable for agriculture. Therefore, it was not surprising that there was a strong probability of arable land in areas of these classes. The probability of "all findings," which was an indication of the amount of evidence from all the evidence for particular results, illustrated that Grampian had only a very small proportion of good-quality agricultural land and that most of the land was LCA Class 3, i.e., land capable of producing a moderate range of crops (Bibby et al. 1991) . The results showed a shift from arable land to improved grassland and forest in areas of less favorable land. The results of the inferences (Tables 5 and 6 ) conformed to the existing understanding regarding the relationship between the natural resource of the land to land use, and between farm size and land use in the region. However, because land-use decision making was based on a multitude of factors, a combination of these variables for a predictive conclusion would be a more interesting and realistic inference because it was that combination that provided the land manager with the natural resource conditions for his holding.
I examined in four different scenarios the proxy for land manager decision making (area) with a particular combination of land capability conditions (Table 7 ). The table illustrated the probability distribution of land cover for land with the capability of producing a narrow range of crops (LCA Class 4) and suitability for forestry, which was at the more productive end of the range of classes (LCF Class 3), for each of the four classes of areas of land ownership. These results illustrated that small and medium areas of land owned with such natural http://www.ecologyandsociety.org/vol13/iss1/art16/ Fig. 3 . Model 2 (for the continuous variables, the average and the standard deviation are given below the probability distribution).
resources had a high probability of being arable, whereas very large areas had the highest probability of being forest. For large owned areas, it was equally probable that the land cover was arable, improved grassland or forest. For this particular combination of LCA, LCF, and area the probability for rough grazing, other land and development are marginal land covers. The possible number of combinations of the values for the three variables was much larger than those for single variables. Therefore, these results, in contrast to those in Tables 5 and 6 , represented only a small proportion of all findings (<0.5%). By selecting each land cover in turn, I used the model to infer a diagnostic conclusion regarding the probability for particular conditions with that land use. In Table 8 , the results showed that every land-cover type occurred on all sizes of land holding. However, there were distinct differences based on the land capability. For example, improved grassland was least likely on small farms, but most likely on farms with a capability for agriculture of LCA Class 3 (0.48) or 4 (0.25) and a capability for forestry of LCF Class 4 (0.38) or 5 (0.27). Other land could be found on holdings of similar size, but only on areas with poor land capabilities, LCA Classes 5 and above (land suited only to improved http://www.ecologyandsociety.org/vol13/iss1/art16/ The inference results clearly demonstrated the constraints that biophysical characteristics posed on land managers. Given a land capability, the area of a holding was relevant to the nature of its land use (Table 5) .
Inferences from Model 2 about land cover and land-cover change
The results of inference for the prediction of landcover change and land cover based on age groups and inheritance status are presented in Figs. 6 and 7, respectively. They show that, without an heir to the ownership of the land, the land cover is more likely to change (Fig. 6 ), in particular for older land managers, who will modify production to suit their physical ability in the later stages of their life. The choice of change made by older farmers is for arable land, rough grazing, and forest at the expense of improved grassland and "other land" (Fig. 7) . Generally, low levels of change in land cover for those areas with an ownership inheritance suggest that inheritance supports continuity of land management, and that any changes to the system are marginal.
DISCUSSION
Based on the qualitative and quantitative data sources available for this particular paper, only the quantitative information can be spatially related and provide us with evidence of their relationship. Unfortunately it is not possible to make a spatial link between the qualitative and quantitative information, which means that the data contain a substantial level of uncertainty. This meant that otherwise very useful methodologies such as cellular automata and neural networks could not be deployed for the development of an integrated empirical model such as Model 2. Cellular automata would require more detailed information about the relationships between the variables in the model whereas, for the development of a successful neural network, at least a sound set of training data incorporating information of all the variables would have to be available. These methodologies, although useful for Model 1, cannot be used for inference. In particular, for enhancing our understanding on landuse change dynamics, a BBN's ability to infer is an added value. For example, training Model 1 leads the probability for development of 4.23 % (i.e., 0.04, Fig. 2 ). However, through inference (Table 8) , the probability of development being located on goodquality land (LCA3) is 68% (i.e., 0.68). One could draw the conclusion that good-quality land is at risk from irreversible development, which could pose a risk to agricultural productivity; however, the probability that LCA3 is covered by development is only 0.06. This means that, although more than half the land being developed is on good-quality agricultural land, in this region that process of change does not pose a serious threat to agricultural productivity.
The availability of quantitative information allows us to test Model 1 on its reliability to model land cover. The results show that, trained with empirical evidence, the model is significantly better in predicting land cover than models with uniform or random distribution. They also show the benefit of learning from additional evidence, as illustrated by an improved error rate between the results of the model trained with one sample data set and the model trained with 10 different sample data sets. This is particularly relevant for the development of empirical models constrained by data quality and availability. More importantly, when the process or its drivers are changing, as shown by Aspinall and Hill (2000) , this ability to learn can be particularly relevant. The evidence of these changes could be derived both from empirical data and computergenerated data. New evidence represents changes as modifications in the variable relationships (conditional probability table) and their probability distribution. However, despite these benefits, the integration of social factors through land ownership in the modeling process provides no information regarding the nature or the impact of the social factors. Therefore, Model 1 is both inflexible and uninformative regarding the inference about the decision-making process of land managers. Model 2, although limited, is able to link land cover and land-cover change information in a way that allows us to infer the implications of changes within the process of land-use change on land cover. As a result, even in the rather simple example in this paper, the inference results from Model 2 show the importance of inheritance on land-use change and land-cover change.
Model 2 has been developed as an integration of the first model with non-geographic variables (age and inheritance), which aims to introduce a more complex notion of individual land managers. The results show that the inclusion of a more complex notion of land mangers improves our ability to explain and predict land-use and land-cover change. However, although all land-cover change results from a land-use change decision, not all those decisions lead to land-cover change. Therefore, more realistic models rely on improving the conditional probability table based on expert knowledge or by incorporating evidence from empirical or computer-generated simulation data regarding the relationship between these variables. However, this will only become meaningful when the model is developed to include more detail about the decision-making process, which may or may not lead to land-cover change. The results in this paper illustrate that the BBN is able to use different empirical data sources in a land-cover model that begins to incorporate a more complex notion of land managers than the uniform and "rational" behavior.
This inclusion and the combination of learning from new information and use of causal and diagnostic inference, can contribute to improving our understanding of the dynamics of land-use change, but this requires an expansion of the models to take account of a even more complex decision-making process, as well as expanding and improving the knowledge incorporated in the models with empirical and model simulation data. Based on available information for Model 2, the results showed that land cover is more stable when there is an heir to take over the management of a holding. The inference from Model 2 showed an increase in arable production on holdings where there are no children to follow their parents in the business. This is in line with the shift reported by Burton (2003) that can be expected, in particular, when older land managers phase out physically demanding activities such as livestock production from the farming system in favor of less demanding arable production. The models presented in this paper provide an insight into the way different social factors influence land cover in Grampian. Although land-use change only occurs on 20% of the area, the results suggest that most of that change can be related to farms where there is no prospect of inheritance. However, with the limited information available, the model is sensitive to bias and, therefore, further research that includes a more detailed representation of the decision-making process by land managers can strengthen the findings in this paper.
In general, BBNs are useful for those modeling circumstances where there are, at that stage, imperfect or disparate data and information sources that are unsuitable for other modeling methodologies.
Other methodologies commonly used under those circumstances are cellular automata and neural networks. However, both these methods require evidence or understanding about the direct relationship between decision making and the biophysical environment unavailable for the creation of Model 2. This shows the advantage of a BBN's ability to use information sources that are not easily compatible, and to draw predictive and diagnostic conclusions. The key concern about using a BBN remains the risk of bias, which can affect the value of the inference drawn from it. However, during the process of inference, clear information is given about the amount of evidence supporting the outcome, as shown in Tables 5 to 7 , which indicates the areas where additional evidence would strengthen the results.
CONCLUSIONS
Land-use change is driven by a complex of biophysical, social, and economic factors. For empirical modeling, this poses key challenges because the acquisition of empirical data commonly uses different methodologies, which makes http://www.ecologyandsociety.org/vol13/iss1/art16/ integration into one model difficult. In this paper, it is shown that BBNs are able to use information from different sources that are not directly compatible to generate a model that allows us to infer implications of change both in the social and biophysical aspects of land-use dynamics. From the inference on landuse change in Grampian, the conclusion emerges that conversion of land use toward arable agriculture can be attributed to older farmers without the prospect of continuity on the farm.
The models developed for this paper are deliberately kept simple; however, even with the limited amount of detail in the land manager's decision-making process, the results demonstrate that the incorporation of a more detailed notion of land managers and a BBN's ability to infer allow us to explore the impact of different personal circumstances on the land-use decision-making process.
Although the ability to use a wide range of information sources, quantitative and qualitative, is shown in this paper, it leaves BBNs open to the criticism of bias, and to concerns about the quality of the information, which may vary within the network, with one relationship providing more reliable inference than others. However, through its ability to learn from evidence, a BBN can offer landuse change research an evolving modeling process, where its flexibility can be used to update a model and modeling structure, reflecting the emergence of new knowledge and understanding. Therefore, BBNs are most useful in the early stages of research when learning and inference from limited data can identify gaps in our understanding and knowledge, which will allow us to formulate and direct future research in land-use change Ultimately this evolving process can lead to knowledge and understanding, which would be used more effectively in other modeling methodologies.
The models in this paper are not proper dynamic models of land-use change. They represent a static but interactive representation of the process of change, which can be explored through the inference of different scenarios. The development of spatio-temporal BBNs remains part of ongoing research on the use of BBNs in land-use change modeling, as well as the development of a more detailed integration of the decision-making process and use of the advantages and strengths for integration with other modeling methodologies. http://www.ecologyandsociety.org/vol13/iss1/art16/ 
