Abstract We study packings of n hard spheres of equal radius in the d-dimensional unit cube. We present a nonsmooth function whose local extrema are the radii of jammed packings (where no subset of spheres can be moved keeping all others fixed) and show that for a fixed number of spheres there are only finitely many radii of such jammed configurations. We propose an algorithm for the maximization of this maximal radius function and present examples for 5 -8 disks in the unit square and 4 -6 spheres in the unit cube. The method allows straightforward generalization to packings of spheres in other compact containers.
Introduction
Originally introduced as models for monatomic liquids, granular media and glasses, random dense sphere packings have been of high interest to experimental and theoretical physicists as well as mathematicians for more than 50 years. The classical experiments of Bernal [2, 3] and Scott [28] from 1960 were to pour small balls of equal radius into a container and shake the container for the packing to densify. Although this is a parameter-dependent protocol (the speed of pouring and the shaking amplitude and frequency), it was observed that there exists a "universal", highly reproducible packing fraction of ≈ 0.63 − 0.64 for disordered monodisperse spheres [17] . Later, Lubachevsky and Stillinger [22] introduced the "stochastic billiard", a computational tool to create dense sphere packings. There, a fixed number of spheres move within a container while their radii increase at a rate common to all. The spheres collide elastically with each other and with the walls of the container if such are present. At every collision, the kinetic energy of the collision partners is increased to ensure their separation. This procedure is stopped once either the collision frequency or the pressure (the sum of the squared velocities) exceed a certain threshold. This is also a parameter dependent protocol, in that the radius growth rate has to be set by the user. Very slow growth rates result in higher packing fractions. However, the spheres are then arranged in local patches of crystalline, and thus regular substructures. Applications of random dense sphere packings are manifold, from modeling the burning of solid rocket propellant [18] , predicting the drug release kinetics of matrix tablets in pharmaceutical science [1] to phase transitions in statistical mechanics [10, 20] , to name only a few.
Torquato et al. [29] argued that the concept of random close packing of spheres is ill defined. Clearly, the properties of density and randomness are at variance with each other and an increase in one must come at the cost of a decrease of the other. The authors of [29] propose to balance an increase in the packing fraction φ with an increase of a suitably chosen "order parameter" ψ. They suggest that there are "maximally random jammed" (MRJ) states, namely jammed sphere packings that minimize that order parameter. Following Torquato et al. [29, 12] , a packing of finitely many spheres in a container is (collectively) jammed if no subfamily of spheres can be displaced continuously while fixing the positions of all other spheres. The present paper is motivated by the question for which radii there are jammed configurations of n spheres in the d-dimensional unit cube. Many authors have studied densest packings of 50 -100 spheres in squares, triangles, disks and the cube, for certain numbers of spheres also with computer-aided proofs of optimality, see for example [4, 9, 13, 16, 24, 25, 26 , 27] and the references therein. Nurmela and Ostergaard [25] achieved this by minimizing the (smooth) discrete Riesz s-energy of a configuration x of sphere centers x i (for more details on the notation see definition (1) below)
in the limit s → ∞, when this energy approaches the nearest neighbor distances [14] , see also the recent work by Carlsson et al. [6] . Rather than seeking only densest packings, here we emphasize finding as many jammed packings as possible and work directly with a nonsmooth function to be optimized.
In this paper we take up the idea from [27] of the maximal radius function G (see Equation (2) below) for finite configurations and show that jammed packings correspond to its local maxima. We prove that for every finite number of spheres in [0, 1] d there are only finitely many radii at which jamming can occur. Then we apply techniques from nonsmooth analysis [7, 23] to optimize G. Our algorithm is based on a line search and has similarities to the gradient sampling algorithm by Burke et al. [5] . To find the direction of the line search we exploit the special structure of the objective function whose gradients are readily calculated. This optimization procedure is repeated many times with random starting points. With this parameter-free approach we are able to find many jammed packings for up to eight disks in the square and six spheres in the cube together with the minimal polynomials for the corresponding radii (thereby proving their existence). To the best of our knowledge, many of these configurations have not been reported elsewhere in the literature. Our method can easily be generalized to sphere packings in arbitrary convex polytopes, within a sphere or to spherical caps on a sphere. The paper ends with a discussion of open problems for future research.
2 Jammed sphere packings and the maximal radius function Throughout the paper, | · | denotes the Eucliden norm. Let the number of spheres n ≥ 2 be fixed and let x = (x 1 , . . . , xn) = (x 11 , . . . , x 1d , . . . , x n1 , . . . , x nd )
be a collection of n points x j ∈ R d , d ≥ 2. We say that x is r-admissible for r ≥ 0 if |x i − x j | ≥ 2r for all i, j = 1, . . . , n with i = j and r ≤ x ik ≤ 1 − r for all i = 1, . . . , n and k = 1, . . . , d. The latter conditions can be easily generalized to convex polytopes bounded by half-spaces with known normal vectors. Notice that for any such point x, a permutation of the entries x i gives another point x that determines the same geometric configuration of spheres. In an even stronger sense, one can identify configurations that are obtained from each other by an application of a symmetry of the cube.
Denote by M n (rn) = ∅ (large numbers of spheres imply small radii). As r increases, path-connected components split off (i.e. any two points in the same component can be joined by a continuous curve) at certain times and disappear at others and so the topology of M d n (r) changes. We say that r is critical, if there exists a ε > 0 such that for the numbers of connected components (denoted by β 0 ) we
, we speak of a disappearance and we call the set
a critical set (this is the union of all disappearing connected components at the critical radius r).
For
n (r) and r > 0, then no two spheres centered at the points in x touch and there exists a ε > 0 such that
n (r ) for every r ∈ [r, r + ε). Thus C(r) at a critical radius has empty interior. We call a point x ∈ C(r) a partially jammed configuration of spheres and an isolated point of C(r) a fully jammed configuration of spheres. The fact that int C(r) = ∅ excludes that the spheres can be displaced continuously so that eventually they all loose contact with the walls and each other and the radius can be increased. However, it is possible that a partially jammed configuration leaves room for an unconstrained sphere (a "rattler", see Figures 3 and 4) 1 . Clearly, there is always a largest radius r for which M d n (r) is not empty. Jammed configurations can be characterized as local maxima of the maximal radius function that we now introduce. With the notation as in (1), let
and denote the set of these N (n, 
This is the maximal r such that a sphere of radius r can be centered at every entry of the n-tuple x = (x 1 , . . . , xn) without violating any of the other spheres or the walls of the unit cube. Throughout, we fix an index set L = {1, 2, . . . , N (n, d)} and relabel the functions so that F = {f l : l ∈ L}. The gradients of the component functions are
where the first stretch begins at the entry (i − 1)d and the second begins at the entry (j − 1)d. The gradients of the φ ij exist wherever x i = x j and are non-zero there. Trivially,
where δ k,l denotes the Kronecker symbol (1 if k = l and 0 otherwise).
If x * is a strict local maximum of G, then it is fully jammed.
If there exists a δ > 0 such that
for any ε > 0. We use methods from nonsmooth optimization to find the maxima of G, see [7, 23] for references. For a K-Lipschitz continuous function, the generalized directional derivative at x in the direction v is
this is bounded from above by K|v|. The generalized gradient or the Clarke subdifferential is the nonempty set
If f has an extremum at x, then 0 ∈ ∂f (x), [23, Theorem 3.2.5] . For a function G defined by a minimum selection of functions indexed by a set L as in Equation (2) let
be the indices of the functions that realize the common minimum; these are called the active indices. Then the subdifferential of G at a point x is
the (closed) convex hull of the active gradients, this follows for example from [7, Theorem 2.5.1]. Moreover, the generalized directional derivative is
Proposition 1 For every number of spheres n and dimension d, the function G has finitely many local maxima.
Proof. This follows from the fact that every subset of F can be active at one local maximum at most. Assume to the contrary that there are local maxima x and x with L(x) < L(x ) and G(x) < G(x ). As all functions participating in F are convex, the sublevel sets f
Since the higher point x is a local maximum and hence 0 ∈ conv{∇f l (x ) : l ∈ L(x )}, there must be at least one gradient that satisfies ∇f l * (x ) · (x − x) ≤ 0. Because of the convexity of the sublevel sets of f l * this would imply G(x) ≥ G(x ), a contradiction.
In the following we describe a iterative procedure to find local maxima of the maximal radius function G. An initial choice x 0 is selected for example randomly from a uniform distribution in [0, 1] nd . Given the iteration x k , let J(x k ) be the matrix whose rows are the active gradients
We seek a direction ξ k that solves the minimization problem
where 1 is a vector with |L(x k )| entries 1. This implies that the active functions all increase infinitesimally at the same rate. With such a ξ k in hand, we begin a line search in that direction. A triple 0 ≤ t 1 < t 2 < t 3 is a bracket of a directional maximum, if
and at least one of the inequalities is strict. If the width of the bracket t 3 − t 1 is sufficiently small, then we set x k+1 = x k + t 2 ξ k . There are three issues that need to be addressed in the numerical implementation of this algorithm. First, due to rounding errors we need to relax the equality requirement in the definition (3) of the set of active functions L. This is done by replacing (3) by
where the tolerance ε can be adjusted if need be. For example, if active functions are lost after an iteration, then it is helpful to increase ε. The second is a detection and treatment of saddle points. At the beginning of the line search procedure we set t 1 = 0 and t 2 to the machine precision. If instead of the first inequality in (5) we have the reverse strict inequality, then we perturb x k by a random vector whose components are normally distributed with standard deviation 10 −3 and recalculate the direction of increase ξ k accordingly. Finally, the iteration terminates if the optimal function value from the minimization problem (4) exceeds a certain threshold to be set by the user or a maximum number of iterations has been reached. Once an approximate local maximum has been found, it can be refined by solving a system of linear-quadratic equations determined by the expected contact graph (using e.g. Mathematica). See Figure 1 for an example.
Examples
The algorithm described in Section 2 has been implemented in the open source package scilab [11] and together with a Mathematica notebook will be made available on the author's website.
The minimal example for multiple jammed configurations of different radii is that of five disks in a square see Figure 2 (top row). In the first two cases, the critical set consists of 4 · 5! = 480 isolated points (one of the four corners is distinguished). In the last case, the critical set consists of 4! = 24 isolated points only, since this arrangement has a greater degree of symmetry. We can identify the cascade of radii at which the number of connected components of M 2 5 (r) increases (Figure 2, bottom row) . We know various jammed configurations of six to eight disks (see Figures 3, 4 and 5) . We also find the minimal polynomials whose smallest positive roots are the maximal radii with the help of the Mathematica function GroebnerBasis, see Tables 1 and 2 . In cases where it is not obvious, a configuration can be tested for full jamming by Connelly's criterion [8, Equation (1)]. Namely, if there is an infinitesimal motion x = (x 1 , . . . , x n ) of the configuration x = (x 1 , . . . , xn) that satisfies
for every pair (i, j) of touching disks, then the motion should vanish, i.e. x = 0, for the configuration to be fully jammed.
We repeat the maximization procedure described in Section 2 about 10 4 times with initial choices x 0 distributed uniformly in [0, 1] nd . Locally maximal configurations are compared to a list of known maxima (listed with all their images under symmetries of the square) by successive minimization of distances between the points of the new candidate and the known configuration. Although the maximization procedure is not entirely deterministic due to the randomized symmetry breaking, this gives a rough measure of the relative sizes of the basins of attraction of the different maxima. It is a general observation that denser configurations are reached more frequently, see the right panel of Figure 6 .
Contact graphs of packings of four to six spheres in [0, 1] 3 are given in Figures  7 -9 and Tables 3 -5 .
We end this section with some test configurations that allow other researchers to benchmark their methods. It has to be stated again that our algorithm has a random component and the path of the algorithm to the local maximum cannot be reproduced exactly. The first is a configuration of seven disks in the square, the second is a configuration of five spheres in the cube, and the third is a configuration of five disks in an equilateral triangle of side length 2, 
Discussion
The above methodology may be applied to other geometrical setups, for example spheres in a regular simplex or spherical caps on the unit sphere S d (also known as Tammes problem). It is also possible to have multiple radius classes with fixed radius ratios. As stated in the introduction, the goal of the work is not to find the global maximum of the maximal radius function G, but rather as many local maxima as possible. Unfortunately, there is no way of knowing how many local maximal values there are, nor to know the "basins of attraction" of the local maxima for the given (or any other) search algorithm. There is a choice of alternative algorithms for a single optimization of the function G, for example the gradient sampling algorithm [5] or derivative-free methods [15] . One also has to study alternative choices for the distribution of initial points (random or not), in order to find as many local maxima as possible. This touches upon the "curse of dimensionality" which is a well-known problem in numerical integration (for example over [0, 1] d ), see [19] for a recent review.
It is possible to improve the performance of the search algorithm by exploiting the special structure of the objective function G further. Among the O(n 2 ) pairwise distances between sphere centers, many need not to be computed for finding the minimum. For example, one can subdivide the unit cube into n cubes of equal side lengths and only compute those distances between sphere centers in adjacent subregions [22] . This introduces some overhead, since membership lists of the subregions must be maintained.
Although the data in Figures 2, 3 , 4, 5 and 8 are sparse, they allow to make some interesting observations. First we observe that no contact graph appears at more than one critical value. This leads to interesting combinatorial problems. Is it possible to give upper and lower bounds on the number of local maximal values of a minimum selection of convex functions as in Equation (2)? A very coarse upper bound would be the number of subsets of the index set L with nd + 1 and more elements. Since the functions ψ ik and ψ ik are complementary to each other, at most one of these can be active and so a slightly reduced upper bound for minimally determined maxima would be n(n − 1)/2 + nd nd + 1
.
A starting point of this work was the question which packing fractions are realizable by strictly jammed packings. For a jammed packing x * of n spheres in [0, 1] d , the packing fraction is
where ω d is the volume of the d-dimensional unit ball. Here only few general things can be said, apart from the numerical area spectra in the right panel of Figure 6 . In every dimension, there is at least one packing fraction that is realized infinitely many times, namely Figures and Tables   Fig. 1 From the approximately locally maximal configuration, it is possible to construct the expected contact graph by adding the dashed line. This leads to the system of equations on the right. Solving this system with Mathematica gives r =
≈ 0.254333095 as the maximal value. indicate that it is indeed jammed. Configuration T 7 6 also exists with the two disks as rattlers. Table 5 Minimal polynomial of configuration T 6 6 .
