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Abstract—We consider a communication problem in which an
update of the source message needs to be conveyed to one or more
distant receivers that are interested in maintaining specific linear
functions of the source message. The setting is one in which the
updates are sparse in nature, and where neither the source nor
the receiver(s) is aware of the exact difference vector, but only
know the amount of sparsity that is present in the difference-
vector. Under this setting, we are interested in devising linear
encoding and decoding schemes that minimize the communication
cost involved. We show that the optimal solution to this problem
is closely related to the notion of maximally recoverable codes
(MRCs), which were originally introduced in the context of
coding for storage systems. In the context of storage, MRCs
guarantee optimal erasure protection when the system is partially
constrained to have local parity relations among the storage
nodes. In our problem, we show that optimal solutions exist
if and only if MRCs of certain kind (identified by the desired
linear functions) exist. We consider point-to-point and broadcast
versions of the problem, and identify connections to MRCs under
both these settings. For the point-to-point setting, we show that
our linear-encoder based achievable scheme is optimal even when
non-linear encoding is permitted. The theory is illustrated in the
context of updating erasure coded storage nodes. We present
examples based on modern storage codes such as the minimum
bandwidth regenerating codes.
I. INTRODUCTION
We consider a communication problem in which an update
of the source message needs to be communicated to one or
more distant receivers that are interested in maintaining spe-
cific functions of the actual source message. The setting is one
in which the updates are sparse in nature, and where neither
the source nor receivers are aware of the difference-vector.
Under this setting, we are interested in devising encoding and
decoding schemes that allow the receiver to update itself to
the desired function of the new source message, such that the
communication cost is minimized.
A. Pont-to-Point Setting
The system for the point-to-point case is shown in Fig.
1. Here, the n-length column-vector Xn ∈ Fnq denotes the
initial source message, where Fq denotes the finite field of
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q elements. The receiver maintains the linear function AXn,
where A is an m×n matrix, m ≤ n, over Fq . Let the updated
source message be given by Xn + En, where En denotes
the difference-vector, and is such that Hamming wt.(En) ≤ ,
0 ≤  ≤ n. We say that the vector En is -sparse. We consider
linear encoding at the source using the ` × n matrix H . We
assume that the source is aware of the function A and the
parameter , but does not know the vector En. The goal is
to encode Xn + En at the source such that the receiver can
update itself to A(Xn + En), given the source encoding and
AXn. Assuming that the parameters n, q,  and A are fixed,
we define the communication cost as the parameter `, which
is the number of symbols generated by the linear encoder H .
The goal is to design the encoder and decoder so to minimize
`. We assume a zero-probability-of-error, worst-case-scenario
model; in orther words, we are interested in schemes which
allow error-free decoding for every Xn ∈ Fnq and -sparse
En ∈ Fnq .
The problem is in part motivated by the setting of distributed
storage systems (DSSs) that use linear erasure codes for data
storage, and where the underlying uncoded file is subject to
frequent but tiny updates. Modern day DSSs support multiple
users to access and update any single file. Users often do
not communicate with each other. In this scenario, it is the
case that a user applies his updates to a local copy of the
file that is possibly different from the one present in the
system (since the file might have been updated by other users).
Consequently, the user is unaware of the precise difference
vector between the file which the user wants to upload and
the file present in the DSS. One possible solution is for the
user to first learn the most recent file version that is present
in the system, and then apply the update on that file. Such a
solution has two limitations. Firstly, the solution is blocking
in the sense that any time, at most one user can update the
file, and any other user must wait until either previous users
complete or time out. This is not a preferred approach when
a large number of users need to be supported. Secondly, for
the user to learn the most recent file, the user often needs
to decode an erasure coded file (or a part of it) that can
be substantially larger than the size of the update, and this
can be computationally expensive. This is because for cost-
effective erasure coding, DSSs demand a certain minimum size
for the data file (or part of it) that is getting erasure coded.
For instance, Microsoft Giza [1], which is a geo-distributed
file storage system, considers erasure coding only those data
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2Fig. 1. The system model for function update in the point-to-point setting.
stripes that are larger than 4 MB. In this case, the user at least
needs to decode a 4 MB file chunk even if the update is of
the order of a few kBs.
In this work, we propose a solution that does not have either
of the above two limitations. Our solution works based on the
assumption that the user, who wants to update the coded file,
has knowledge of a bound on size of the update. We consider
updates as substitutions in the file, which is a reasonable
assumption in scenarios when the file-size is much larger than
the quantum of updates. With respect to Fig. 1, Xn represents
the version of the file that is stored in the DSS. The user has
access to a locally obtained version Xn+En1 that is not stored
in the DSS, and updates it to Xn + En1 + E
n
2 = X
n + En,
where En = En1 + E
n
2 represents the overall update that the
file has undergone. Further, our interest is in DSSs like peer-
to-peer DSS where the user establishes multiple connections
with various nodes in order to update their coded data. Figure
1 illustrates a scenario in which the user updates the coded data
corresponding to one of the storage nodes that uses matrix A
as its erasure coding coefficients. We illustrate the usage of
the matrix A via the following example.
Example 1. Consider a DSS that uses an [N,K] linear code
for storing data across N storage nodes. The data file Xn is
striped before encoding, the various stripes are individually
encoded and stacked against each other to get the overall
coded file. Let a = [a1 a2 · · · aK ], ai ∈ Fq denote the
coding coefficients corresponding to one of the storage nodes.
Assuming that the first K symbols of the vector Xn correspond
to the first stripe, symbols K + 1 to 2K correspond to the
second stripe and so on, the overall coding matrix A (taking
into account all stripes) is given by
A =

a
a
. . .
a
 . (1)
Here we assume that K|n, and thus there are m = nK stripes
in the file. The parameter m also represents the number of
coded symbols stored by any one of the N nodes. The matrix A
is of size m×mK. The scenario of interest is one in which the
number of coded symbols m is much larger than the sparsity
parameter , which is the number of symbols that get updated
in the uncoded file. The goal is to design the encoder H and
the decoder D that minimizes the communication cost.
B. Broadcast Setting
The system model naturally extends to broadcast settings
consisting of a single source and multiple destinations that
are interested in possibly different functions of the source
message. In our work, we study the broadcast setting for
the case of two destinations (see Fig. 2), where the receivers
initially hold functions AXn and BXn, and get updated to
A(Xn + En) and B(Xn + En), respectively. The broadcast
setting is motivated by settings in which two of the storage
nodes in a peer-to-peer DSS are nearly co-located, as far
as a (distant) user is concerned. In this case, the question
of interest is to identify whether it is possible to send one
encoded packet H(Xn + En) to simultaneously update the
coded data of both the storage nodes. We will next present
two examples of the broadcast setting. As we will see later
in this document, the first example is an instance in which
broadcasting does not help to reduce communication cost,
i.e., it’s optimal to individually update the two destinations.
The second example is an instance in which it is beneficial to
broadcast than individually update the two destinations.
Example 2. As in Example 1, we consider striping and
encoding of a data file by an [N,K] linear code over Fq
with K ≥ 2. We apply the broadcast model to simultaneously
update the contents of 2 out of the N storage nodes. Let us
assume that the K-length coding vectors associated with two
of the storage nodes are given by a = [a1 a2 . . . aK ],b =
[b1 b2 . . . bK ], ai, bi ∈ Fq,a 6= b. The overall coding matrices
A and B corresponding to the m stripes are then given by
A =

a
a
. . .
a
 and B =

b
b
. . .
b
 ,(2)
where both A and B have size m × mK. We will see
later that for this example, in order to achieve the optimal
communication cost, the source must transmit as though it is
individually updating the two storage nodes, i.e., there is no
added benefit due to broadcasting.
Example 3. In this example, we consider striping and encod-
ing of a data file by a minimum bandwidth regenerating (MBR)
code [2] that is obtained via the product-matrix construction
described in [3]. Regenerating codes [2] are codes specifically
designed for data storage, and they allow the system designer
to trade-off storage overhead against repair bandwidth for
3Fig. 2. The system model for function updates in the broadcast setting involving two receivers.
a given level of fault tolerance. MBR codes have the best
possible repair bandwidth (at the expense of storage overhead)
for a given level of fault tolerance. We first give a quick
introduction to a specific instance of an MBR code in [3],
and use that in our broadcast setting.
The MBR code: Consider an [N = 5,K = 3, D = 4](α =
4, β = 1) MBR code over Fq that encodes 9 symbols into
20 symbols and stores across N = 5 nodes such that each
node holds α = 4 symbols. The code has the property that
the contents of any K = 3 nodes are sufficient to reconstruct
the 9 uncoded symbols. Also, the contents of any one of the
N = 5 nodes can be recovered by connecting to any set of
D = 4 other nodes1 and downloading β = 1 symbols from
each of them. The latter property is known as the node-repair
property of the regenerating code. Let [m1, . . . ,m9] denote the
vector of 9 message symbols, where mi ∈ Fq . The encoding
is described by a product-matrix construction as follows:
CN×α = ΨN×DMD×α (3)
=

ψ
1
ψ
2
ψ
3
ψ
4
ψ
5


m1 m2 m3 m7
m2 m4 m5 m8
m3 m5 m6 m9
m7 m8 m9 0
 . (4)
Here, M denotes the D × α message matrix whose entries
are populated from among the 9 message symbols, in a
specific manner, as shown in (4). Note that the matrix M is
symmetric. The N ×D encoding matrix Ψ can be chosen as
a Vandermonde matrix under the product-matrix framework.
The vector ψ
i
, 1 ≤ i ≤ 5 denotes the ith row of Ψ. In this
1In our example, one connects to all the remaining N−1 = 4 nodes, since
D = 4.
example, we assume that Ψ is given as follows:
Ψ =

1 γ γ2 γ3
1 γ2 γ4 γ6
1 γ3 γ6 γ9
1 γ4 γ8 γ12
1 γ5 γ10 γ15
 , (5)
where we pick γ as a primitive element in Fq . The N×α matrix
C is the codeword matrix, with the ith row representing the
contents that get stored in the ith node, 1 ≤ i ≤ 5.
Striping using the MBR code, and the associated coding
matrices A and B: As before, we let Xn to denote the uncoded
data file, which is divided into m stripes each of length 9
symbols. Also, recall that in our model of striping, the first
stripe (for the current example) consists of the first 9 symbols
of Xn, the second stripe consists of symbols X10, . . . , X18,
and so on. The length n is given by n = 9m. Consider the
case where we use the broadcast model to update the contents
of the first two nodes. The overall coding matrices A and B,
both of size 4m×9m, corresponding to the first and the second
node are respectively given by
A =

A1
A1
. . .
A1
 , B =

B1
B1
. . .
B1
 ,
where
A1 =

1 γ γ2 γ3
1 γ γ2 γ3
1 γ γ2 γ3
1 γ γ2
 , (6)
and
B1 =

1 γ2 γ4 γ6
1 γ2 γ4 γ6
1 γ2 γ4 γ6
1 γ2 γ4
 . (7)
4As we shall later, such broadcasting, rather than individually
transmitting to the two destinations, can reduce the total
communication cost for this example by nearly 12%.
C. Connection to Maximally Recoverable Codes
In this paper, we identify necessary and sufficient conditions
for solving the function update problems in Fig. 1, Fig. 2,
for general matrices A and B. We show that the existence
of optimal solutions under both these settings is closely
related to the notion of maximally recoverable codes, which
were originally studied in the context of coding for storage
systems [4], [5], [6]. In the context of storage, MRCs form
a subclass of a broader class of codes known as locally
repairable codes (LRC) [7], [8]. An [n, k] linear code C is
called an LRC with locality r if each of the n code symbols is
recoverable as a linear combination of at most r other symbols
of the code. Qualitatively, an LRC is said to be maximally
recoverable (a formal definition appears in Section II) if it
offers optimal beyond-minimum-distance correction capability.
When restricted to the setting of LRCs, MRCs are known as
partial-MDS codes [5] or maximally recoverable codes with
locality [6]. MRCs with locality are used in practical DSSs
like Windows Azure [9].
The usage of the concept of MRCs in our work is more
general, and not necessarily restricted to the context of LRCs.
Below, we define the notion of maximally recoverable subcode
of a given code, say C0.
Definition 1 (Maximally Recoverable Subcode C of C0). Let
C0 denote an [n, t] linear code over Fq having a generator
matrix G0. Also, consider an [n, k] subcode C of C0 for
some k ≤ t, and let G denote a generator matrix of C.
The code C will be referred to as a maximally recoverable
subcode (MRSC) of C0 if for any set S ⊆ [n], |S| = k
such that rank (G0|S) = k, we have rank (G|S) = k. Here
G0|S and G|S respectively denote the submatrices obtained
by restricting G0 and G to the columns specified by S.
Example 4. Consider an [n = 9, t = 3] binary code C0 whose
generator matrix G0 is given by
G0 =
 1 1 1 1 1 1
1 1 1
 . (8)
Next, consider the [n = 9, k = 2] subcode C of C0 having a
generator matrix G given by
G =
[
1 1 1 1 1 1
1 1 1 1 1 1
]
. (9)
It is straightforward to verify that C is an MRSC of C0.
D. Summary of Results
Following is a summary of the results obtained in this paper.
1) For the point-to-point setting in Fig. 1, the communica-
tion cost is lower bounded by2
` ≥ min(2, rank(A)). (10)
2The bound in (10) was already proved in [10] for an average case setting.
If CA and CH denote n-length linear codes respectively
generated by the rows of the matrices A and H , then
under optimality (i.e., achieving equality in (10)), we
show that the code CH must necessarily be a MRSC of
CA. An achievable scheme based on MRSCs is presented
to establish the optimality of the bound in (10). For a
general matrix A, our achievability is guaranteed only
when the field size q used in the model (see Fig. 1) is
sufficiently large.
2) For the point-to-point case, we obtain a lower bound on
the communication cost permitting non-linear encoding.
When rank(A) ≥ 2, we show that (10) is a valid
lower bound even under non-linear encoding. This further
proves that when the field size is sufficiently large, linear
encoding suffices to achieve optimal communication cost
for the problem. Our proof technique here is based on
the analysis of the chromatic number of the characteristic
graph associated with the function computation prob-
lem [11], [12].
3) An explicit low field size encoding matrix H is provided
for the setting considered in Example 1. Recall that in
Example 1, we use an arbitrary [N,K] linear code to
stripe and store the data. The MRSC CH in this case
corresponds to MRCs with locality, where the local codes
are scaled repetition codes.
4) We identify necessary and sufficient conditions for solv-
ing the broadcast setting given in Fig. 2. Let CA and
CB respectively denote the linear block codes generated
by the rows of the matrices A and B. For the special
case when the codes CA and CB intersect trivially, there
is no benefit from broadcasting, i.e., the encoder must
transmit as though it is transmitting individually to the
two receivers, and thus the optimal communication is
given by
` ≥ min(2, rank(A)) + min(2, rank(B)). (11)
For the general case when CA and CB have a non-trivial
intersection, the optimal communication cost can be less
than what is given by (11). The expression for the optimal
communication cost appears in Theorem V.5. Like in the
point-to-point case, optimality is guaranteed only when
the field size q is sufficiently large.
5) Our achievability scheme for the general case of the
broadcast setting involves finding answer to the following
sub-problem : Given an [n, t] code C0 and an [n, s]
subcode Ĉ of C0, can we find an [n, k] MRSC C of
C0 such that Ĉ is a subcode of C. We refer to this as
the problem of finding sandwiched MRSCs. Here the
parameters s, k, t satisfy the relation s ≤ k ≤ t. We
present two different techniques that show the existence
of sandwiched MRSCs (under certain trivial necessary
conditions on the code C0). The first technique is a parity-
check matrix based approach, and relies on the existence
of non-zero evaluations of a multivariate polynomial over
a large enough finite field. The second technique is a
generator matrix based approach, uses the concept of lin-
earized polynomials, and yields an explicit construction.
5Finally, we also discuss the possibility of extending the
results to settings involving more than 2 destinations. We
identify lower bounds for the communication cost under
special cases for the general problem. The achievability proof
appears hard. We comment on the technical challenges that
need to be addressed to solve the achievability for the general
case.
E. Related Work
Coding for File Synchronization : In [10], the authors
consider the problem of oblivious file synchronization, un-
der the substitution model, in a distributed storage setting
employing linear codes. The model is one in which one of
the coded storage nodes gets updated with the help of other
coded storage nodes, who have already undergone updates.
The authors considers the problem of jointly designing the
storage code, and also the update scheme. The updates, like
in our setting, is carried out under the assumption that only
the sparsity of updates is known, and not the actual updates
themselves. Optimal solutions are presented when the storage
code is assumed to an MDS code. A recent version of this
work 3 [13] extends the work to the setting of regenerating
codes, with the restriction that only one symbol ( = 1) is
obliviously updated. The key difference between these works
and ours is that we consider designing optimal update schemes
for an arbitrary linear function, while the above works assume
a specific structure of the storage code (e.g., MDS in [10]).
Please also see Remark 1 for a comparison of the converse
statements appearing in the two papers.
A second work which is related to ours appears in [14],
where the authors consider the problem of designing protocols
for simultaneously optimizing storage performance as well
as communication cost for updates. Contrary to our setting,
the updates are modeled as insertions/deletions in the file.
A similarity with our work (like the work in [10]) is that
the destination node holds a coded form of the data (which
can be considered as linear function of the uncoded data),
and is interested in updating the coded data. The goal is
to communicate and update the coded file in such a way
that reconstruction/repair properties in the storage system are
preserved. Their protocol permits modifications to the structure
of the storage code itself for optimizing the communication
cost. Note that in our model we optimize the communication
cost under the assumption that the destination is interested in
the same function A of the updated data as well.
The problem of synchronizing files under the inser-
tion/deletion model has been previously studied, using
information-theoretic techniques, in [15], [16]. Recall that
our model uses substitutions, rather than insertions/deletions,
for specifying updates. In [15], a point-to-point setting is
considered in which the decoder has access to a partially-
deleted version of the input sequence, as side information. The
authors calculate the minimum rate at which the source needs
to compress the (undeleted) input sequence so as to permit
lossless recovery (i.e., vanishing probability of error for large
3This version was communicated to us by the authors of [13], after we
uploaded a version of this paper in arxiv.
block-lengths) at the destination. The model of [16] allows
both insertions and deletions in the original file to get the
updated file. Further, both the source and the destination have
access to the original file. Under this setting, the authors study
the minimum rate at which the updated file must be encoded
at the source, so that lossless recovery is possible at the
destination. The problem of synchronizing edited sequences
is also considered in [17], where the authors allow insertions,
deletions or substitutions, and assume a zero-error recovery
model. An important difference between our work and all the
works mentioned above is that while we are interested in a
specific linear function of the input sequence, all of the above
works assume recovery of the entire source sequence at the
destination.
Maximally Recoverable Codes: The notion of maximal
recoverability in linear codes was originally introduced in [4].
Low field size constructions of partial MDS codes (another
name for MRCs with locality) for specific parameter sets
codes appear in [5], [18], [19]. In the terminology of partial
MDS codes, these three works respectively provide low field
size constructions for the settings up to one, two and three
global parities, and any number of local parities. Explicit
constructions based on linearized polynomials for the case of
one local parity and any number of global parities appear in
[6]. Identifying low field size constructions of partial MDS
codes for general parameter sets remain an open problem.
Various approximations of partial MDS codes like Sector
Disk codes [5], [18], [19], STAIR codes [20], and partial-
maximally-recoverable-codes [21] have been considered in
literature, and these permit low field size constructions for
larger parameter sets. Other known results on maximally
recoverable codes include expressions for the weight enumera-
tors of MRCs with locality [22], and the generalized Hamming
weights (GHWs) of the MRSC C in terms of the GHWs of
the code C0 [23].
Zero-Error Function Computation : Finally, we note that
the problem considered in this paper can be considered as
one of zero-error function computation. Even though the
existing literature does not directly address the problem that
we study here, we review some of the relevant works on
zero-error function computation, in point-to-point as well as
network settings. In [24], the authors examine the problem
of computing a general function with zero-error, under worst-
case as well as average-case models in the context of sensor
networks. One of the problems considered there involves a
point-to-point setting, where a source having access to x needs
to encode and transmit to a destination which has access to
side information y. The destination is interested in computing
the function f(x, y) with zero-error in the worst-case model.
Though the point-to-point model in Fig. 1 can be considered
as a special case of the setting in [24], our assumptions
regarding the specific nature of the decoder side-information,
and the use of linear encoding enable us to show deeper results,
especially the connection to maximally recoverable codes. The
problem of zero-error computation of symmetric functions in
a network setting is studied in [25], [26]. In [25], the authors
6characterize the rate at which symmetric functions (e.g. mean,
mode, max etc.) can be computed at a sink node, while in
[26], the authors provide optimal communication strategies for
computing symmetric Boolean functions. The works of [27],
[28], [29] study zero-error function computation in networks
under the framework of network coding. In [27], the authors
study the significance of the min-cut of the network when a
destination node is interested in computing a general function
of a set of independent source nodes. The works of [28], [29]
consider sum networks, where a set of destination nodes in the
network is interested in computing the sum of the observations
corresponding to a set of source nodes.
The organization of the rest of the paper is as follows.
Sections II contains definitions and facts relating to maximally
recoverable codes. Necessary and sufficient conditions for
achieving optimal communication cost in the point-to-point
case appears in Section III. In Section IV, we present a low
field size construction for the setting considered in Example
1. The broadcast setting and the associated problem of finding
sandwiched MRSCs are discussed in Section V. Finally, our
conclusions appear in Section VI.
Notation : Given a matrix A ∈ Fm×nq ,m ≤ n having rank
m, we write CA to denote the [n,m] linear block code over
Fq generated by the rows of A. The rank of matrix A will
be denoted as ρ(A). We write C⊥A to denote the dual code
of CA. For any set S ⊆ [n] = {1, 2, . . . , n} and for any n-
length linear code C, we use C|S to denote the restriction of
the code C to the set of coordinates indexed by the set S.
Also, we write CS to denote the subcode of C obtained by
shortening C to the set of coordinates indexed by the set S.
In other words, CS denotes the set of all those codewords in
C whose support is confined to S . For any codeword c ∈ C
such that c = [c1 c2 · · · cn], the support of c is defined as
supp(c) = {i ∈ [n], ci 6= 0}. We recall the well known fact
that (C|S)⊥ =
(C⊥)S . The all-zero codeword shall be denoted
by 0. Further, if matrix G denotes a generator matrix of C, we
write G|S to denote the submatrix obtained by restricting G
to the columns specified by S. Thus G|S denotes a generator
matrix for the code C|S . Unless otherwise specified, we only
deal with linear codes in this manuscript.
II. BACKGROUND ON MAXIMALLY RECOVERABLE CODES
In this section, we review relevant known facts regarding
MRSCs, including equivalent definitions, existence of MRSCs
and the notion of MRCs with locality.
Definition 2 (`-cores [7]). Consider an [n, k] code C, and let
C⊥ denote the dual of C. Any set S ⊆ [n], |S| = ` is termed
as an `-core of C⊥ if supp (c) * S,∀c ∈ C⊥, c 6= 0.
We next state certain equivalent definitions of MRSCs.
These are mostly known from various existing works in the
context of MRCs with locality, and are straightforward to
verify. A proof is however included in Appendix A for the
sake of completeness.
Lemma II.1. Consider an [n, t] code C0, and let C denote
an [n, k] subcode of C. Also let G0 and G denote generator
matrices for C0 and C, respectively. Then, the following
statements are equivalent:
1. C is a maximally recoverable subcode of C0, as defined in
Definition 1, i.e., for any set S ⊆ [n], |S| = k such that
ρ (G0|S) = k, we have ρ (G|S) = k.
2. Any set S ⊆ [n], |S| = k which is a k-core of C⊥0 is also a
k-core of C⊥.
3. For any set S ⊆ [n], |S| = k which is a k-core of C⊥0 , we
have ρ(H|[n]\S) = n− k. Here H denotes a parity check
matrix for the code C.
4. For any set S ⊆ [n], |S| ≤ k, ρ (G0|S) = ρ (G|S). Since
the dual of a punctured code is a shortened code of the
dual code, this is equivalent to saying that C is an MRSC
of C0 if and only if for any S ⊆ [n], |S| ≤ k,
(C⊥)S =(C⊥0 )S . We note that this is further equivalent to saying
that any k-sparse vector c that is a codeword of C⊥, is
also a codeword of C⊥0 .
Proof. See Appendix A.
The following lemma, which is restatement of Lemma 14
in [7], guarantees the existence of MRSCs under sufficiently
large field size.
Lemma II.2 ([7]). Given any [n, t] code C0 over Fq , and any
k such that k < t, there exists an [n, k] maximally recoverable
subcode C of C0 , whenever q > knk.
We next present an explicit construction of MRSCs based
on matrix representations corresponding to linearized polyno-
mials. Linearized polynomial based constructions for MRCs
with locality, from a parity-check matrix point of view, appear
in [6]. In the same paper [6], the authors show, again using
linearized polynomials and parity-check matrix ideas, how to
obtain an explicit construction of an MRSC C of C0, when G0
is a binary matrix. The construction described below4 uses
a generator matrix view point, and the technique is similar
to the usage of linearized polynomials appearing in works
of [30], [31], [32]. These works used linearized polynomials
for constructing locally repairable codes. As we will see, the
construction of the sandwiched MRSCs that we present in the
context of the broadcast setting (see Fig. 2) is an adaptation
of the following construction.
Construction II.3. Consider the [n, t] code C0 over Fq , having
a generator matrix G0. Let FQ denote an extension field of
Fq , where Q = qt. Let C(Q)0 denote the n-length (linear) code
over FQ that is also generated by G0. Note that rankFQ(G0) =
rankFq (G0), and thus dim
(
C(Q)0
)
= t. In this construction, we
identify an [n, k], k ≤ t MRSC of the [n, t] code C(Q)0 . Toward
4We do not claim novelty for Construction II.3, since the idea used here
follows directly from works like [30], [31], [32]
7this, let {αi ∈ FQ, 1 ≤ i ≤ t} denote a basis of FQ over Fq .
Define the elements {βi ∈ FQ, 1 ≤ i ≤ n} as follows:
[β1 β2 · · · βn] = [α1 α2 · · · αt]G0. (12)
Next, consider the n-length code C over FQ having a generator
matrix G given by
G =

β1 β2 · · · βn
βq1 β
q
2 · · · βqn
...
βq
k−1
1 β
qk−1
2 · · · βq
k−1
n
 . (13)
The code C is our candidate code, and this completes the
description of the construction. In the following theorem, we
prove that C is indeed an [n, k] MRSC of C(Q)0 .
Theorem II.4. Consider an [n, t] code C0 over Fq , having
a generator matrix G0, where G0 ∈ Ft×nq . Let C(Q)0 denote
the n-length (linear) code over FQ that is also generated by
G0, where Q = qt. Then the code C over FQ obtained in
Construction II.3 is an [n, k] maximally recoverable subcode
of C(Q)0 .
Proof. See Appendix B.
A. Maximally Recoverable Codes with Locality (Partial MDS
Codes)
Below we give the definition of MRCs with locality, using
the notion of MRSCs presented in Definition 1.
Definition 3 (MRCs with Locality [6], [7]). Assume that the
parity matrix H0 of C0 has the following form:
H0 =

HL,1
HL,2
. . .
HL,`
 , (14)
where each HL,i, 1 ≤ i ≤ ` generates an [r + δ − 1, δ − 1]
MDS code, for some fixed r, δ. The code C⊥0 has parameters
[n = `(r+δ−1), n− t = `(δ−1)]. Then an [n, k] MRSC C of
C0 will be referred to as an [n, k] (r, δ) maximally recoverable
code with locality.
We would like to point out that the precise form of
HL,i, 1 ≤ i ≤ ` is not imposed by the above definition.
In other words, while designing an [n, k] (r, δ) MRC with
locality, we are free to choose any HL,i, 1 ≤ i ≤ ` that
generates an [r+δ−1, r, δ] MDS code. MRCs with locality are
also known in literature as partial MDS codes [5]. An [n, k]
(r, δ) MRC with locality corresponds to an [m′, n′](r′, s′)
partial MDS code 5, where
m′ =
n
r + δ − 1 (15)
n′ = r + δ − 1 (16)
r′ = δ − 1 (17)
s′ =
n
r + δ − 1r − k. (18)
5Notation used for partial MDS codes correspond to the one used in [5].
The idea here is that we see the code as a two dimensional
array code having m′ rows and n′ columns. Each row of the
array is an [n′ = r + δ − 1, n′ − r′ = r] MDS code having
r′ = δ − 1 local parities. The parameter s′ = dim(C0) −
dim(C) refers to the number of global parity symbols. An
[m′, n′](r′, s′) partial MDS code can tolerate any combination
of r′ erasures in each row, and an additional s′ erasures among
the remaining elements in the array. In this write-up we will
follow the terminology of MRCs with locality.
III. COMMUNICATION COST FOR THE POINT-TO-POINT
CASE
In this section, we obtain necessary and sufficient conditions
for solving the point-to-point problem setting in Fig. 1. An
encoder-decoder pair (H,D) will be referred to as a valid
scheme for the problem in Fig. 1, if the decoder’s estimate
of A(Xn + En) is correct for all Xn, En ∈ Fnq , such that
Hamming wt.(En) ≤ . Recall our assumption that we deal
with a zero probability of error, worst-case scenario model.
Also, recall that the communication cost associated with the
encoder H is given by ` = ρ(H), where the parameters n, q, 
and A of the system are assumed to be fixed a priori. Without
loss of generality, we assume that the m × n matrix A has
rank m.
A. Necessary Conditions
Theorem III.1. Consider any valid scheme (H,D) for the
communication problem described in Fig. 1. Let CH and CA
denote the linear codes generated by the rows of the matrices
H and A respectively. Also, consider the code C = CH ∩ CA,
and let P denote a generator matrix for C. Then, the following
conditions must necessarily be satisfied:
1. If Y n is any 2-sparse vector such that AY n 6= 0, then it
must also be true that PY n 6= 0.
2. dim (C) ≥ min(m, 2).
Combining the two parts it then follows that if dim (C) =
min(m, 2), then C must be a maximally recoverable subcode
of CA.
Proof. 1. We will prove the first part by contradiction. Let
us suppose that there exists a non-zero 2-sparse vector Y n
such that Y n ∈ C⊥, but Y n /∈ C⊥A . In this case, we will show
that there exists two distinct pairs (Xn1 , E
n
1 ) and (X
n
2 , E
n
2 ),
with En1 and E
n
2 being -sparse, such that H(X
n
1 + E
n
1 ) =
H(Xn2 + E
n
2 ) and AX
n
1 = AX
n
2 , but AE
n
1 6= AEn2 . Thus,
no decoder D can resolve between the two pairs successfully,
and we would have contradicted the validity of our scheme.
Towards constructing the desired (Xn, En) pairs, note that
Y n can be expressed as Y n = En1 −En2 for some two distinct
-sparse vectors En1 and E
n
2 . Also, since C⊥ = C⊥H+C⊥A , there
exists Un ∈ C⊥A and V n ∈ C⊥H such that En1 −En2 = Un+V n.
We now choose Xn1 = −Un and Xn2 = 0. In this case, we
see that H(Xn1 +E
n
1 ) = H(X
n
2 +E
n
2 ) = HE
n
2 and AX
n
1 =
AXn2 = 0, but AE
n
1 6= AEn2 , which contradicts the validity
of our scheme. This completes the proof of the first part.
2. Assume that dim(C) < min(m, 2) which implies that
dim
(C⊥) > n−min(m, 2). In this case, we note that there
8exists a basis L of C⊥ consisting entirely of vectors that are 2-
sparse. To see why this is true, take any basis of C⊥ and row-
reduce it to the standard form (up to permutation of columns)
given by [I | K], where I denotes the identity matrix of size
dim(C⊥). Since dim(C⊥) > n−2, the number of columns in
the matrix K is at most 2− 1, and thus every row in matrix
[I | K] is 2-sparse, which proves the existence of the basis L
as stated above. Next, observe that dim (C) < min(m, 2) ≤
dim (CA), which implies that dim
(C⊥) > dim (C⊥A). Thus at
least one of the elements of the set L is not contained in C⊥A . In
other words, there exists a non-zero 2-sparse vector Y n such
that Y n ∈ C⊥, but Y n /∈ C⊥A . However, this would contradict
Part 1. of the theorem that we just proved above. We thus
conclude that dim(C) ≥ min(m, 2).
Finally, suppose that dim (C) = min(m, 2). If m ≤ 2,
then C = CA ∩CH = CA, since by assumption dim (CA) = m.
In this case, it is trivially true that C is a MRSC of CA. Now if
m > 2, we note that Part 1 implies that if S ⊆ [n], |S| = 2
is such that ρ(A|S) = 2, then ρ(P |S) = 2. It then follows
from Definition 1 that C must be a MRSC of CA in this case
as well, if dim (C) = 2.
Corollary III.2. a) The communication cost ` associated
with any valid scheme for the problem given in Fig. 1 is
lower bounded by ` ≥ min(m, 2).
b) If m ≤ 2 and ` = m (optimal communication cost), then
the encoding matrix H is necessarily given by H = A.
c) If m > 2 and ` = 2 (once again optimal communication
cost), then it must necessarily be true that the code CH is
a MRSC of CA.
Remark 1. The bound ` ≥ min(m, 2) in Part a) of the
above corollary was already proved in [10] for an average
case setting, under the assumption that the vectors Xn and
Xn + En are uniformly picked at random from the set of all
vectors satisfying Hamming wt.(En) ≤ . This result in [10]
can be directly used to argue the correctness of Part a) of the
above corollary, for the worse case setting that we consider
here. However, the connection to maximally recoverable codes,
especially the necessity of MRSCs for achieving optimality
(Part c) of the above corollary) is a novelty of this paper,
and as we will see next forms the basis of the our achievability
scheme for an arbitray matrix A chosen for a sufficiently large
field size.
B. Optimal Achievable Scheme based on Maximally Recover-
able Subcodes, when m > 2
We now present a valid scheme for the case m > 2, having
optimal communication cost ` = 2. From Corollary III.2 , we
know that the [n, 2] code CH must necessarily be an MRSC
of CA. We also know from Lemma II.2 that such an MRSC
always exists whenever the field size q > 2n2. Since CH is
a subcode of CA, there exists a 2 × m matrix S such that
H = SA. Given the matrices H and S, we now refer to Fig.
3 for a schematic of the decoder to be used. The various steps
performed by the decoder to estimate A(Xn + En) are as
follows:
(1) Given the encoder output H(Xn + En) and the side
information AXn, obtain HEn as
HEn = H(Xn + En)− S (AXn) . (19)
(2) Determine any -sparse vector Ên such that HEn =
HÊn. Since the vector
(
En − Ên
)
is 2-sparse, and since
CH is a 2-dimensional MRSC of CA, we know from Part
4. of Lemma II.1 that HEn = HÊn =⇒ AEn = AÊn.
(3) Compute the desired estimate as AXn+AÊn = A(Xn+
En).
Remark 2. We note that it is possible to construct a valid
scheme, not necessarily optimal, using any matrix H which
satisfies the conditions of Theorem III.1. This also implies that
if (H,D) is any valid scheme for the problem, and if CH 6⊂
CA, then a second valid scheme for the problem having lower
communication cost can be constructed using the matrix P
for encoding, where P is a generator matrix for the code
CA ∩ CH . This follows because the matrix P will also satisfy
the conditions of the Theorem III.1.
Remark 3 (Decoding Complexity). We overlook the issue of
decoding complexity in the above achievable scheme. The main
purpose of the above scheme is two fold: 1) To establish
the optimality of the lower bound on communication cost,
provided in Corollary III.2, and 2) to show how MRSCs are
useful (and necessary) in constructing an achievable scheme.
The above scheme works for any arbitrary matrix A, as long
as the field size is sufficiently large. In Fig. 3, we assume
syndrome decoding to determine the -sparse vector En. For
small values of , which is the case if the updates are tiny,
syndrome decoding can be efficiently implemented via look-up
table. For large , which occurs for instance, when the updates
are a constant fraction of the size of the file, the decoding
complexity is indeed high for the above scheme.
Remark 4. In this remark, we comment about the usability of
the explicit construction II.3 for our achievable scheme. The
above achievability result is based on MRSCs obtained via
Lemma II.2. It is a natural question as to whether one could
instead use the explicit MRSCs obtained via Construction
II.3. The motivation for this question arises from the issue
of decoding complexity discussed in Remark 3. Recall that
Construction II.3 is based on linearized polynomials, and these
are closely connected to rank-metric codes (see Problem 11.4,
[33] for a quick definition, and the connection). Decoding
complexity of rank-metric codes is a well studied topic [34],
[35], [36], [37], [38], and efficient algorithms are known.
Given this existing literature, it is of interest to find out if one
can use Construction II.3 in our achievability proof, so that
when the matrix A is also structured (like in Examples 1, 3),
one might hope to get efficient decoding algorithms.
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Fig. 3. The decoder used in the achievability proof for the case m > 2.
The short answer is to the above question is that we
cannot directly use Construction II.3 without a change in the
system model. To explain this, consider the Construction II.3,
and note that given the matrix A over finite field Fq , the
construction obtains the MRSC over the extension field FQ,
where Q = qm, where m = rank(A). A large q does not help
(like in the existence proof); the construction extends the field
irrespective of what q is. If we use this construction directly
in the achievability scheme, the overall cost gets multiplied by
a factor of t and the communication cost is 2t instead of 2.
One possible workaround, in order to avoid taking a hit
on the communication cost by a factor of t, is to change
the system model as follows. Instead of encoding one vector
Xn, we encode t vectors Xn1 , . . . X
n
t , where we assume
that the receiver is interested in the t linear combinations
AXn1 , . . . , AX
n
t . In other words, the input to the encoder is
now a matrix over Fq instead of a vector. Now, each row of
the matrix is replaced with a single element in the extended
field FQ, and let Xn(Q) denote new encoding vector over FQ.
The receiver is interested in decoding AXn(Q), where A is
as before, but can be considered as matrix over FQ itself.
With this model change, one can use Construction II.3 to
find an MRSC of A, and use that to encode Xn(Q), decode
AXn(Q) and finally recover AX
n
1 , . . . , AX
n
t from AX
n
(Q). The
last step works since the elements of A come from Fq . In
this modified set up, one can explore the utility of efficient
decoding algorithms for rank-metric codes for the decoding
problem at hand. Finally, we note that in the modified scheme
the parameter  denotes the sparsity of Xn(Q).
C. Bound on Communication cost with non-linear codes and
Optimality of linear encoding
In this section, we present a lower bound on the communi-
cation cost for the point-to-point case allowing for non-linear
encoding. Recall that the bound in Corollary III.2 assumed
linear encoding. We show the interesting result that even with
non-linear encoding the communication cost is lower bounded
by the ` ≥ min(m, 2), which is the same bound that we have
in Corollary III.2. This shows that whenever a linear encoder
exists that achieves cost of ` = min(m, 2), the linear encoder
is optimum among the class of all encoders. Recall from the
achievability proof that optimal linear encoder exists for any
arbitrary matrix A, as long as the field size is sufficiently
large. We note that while the bound obtained in this section
subsumes the bound of Corollary III.2, the analysis here does
not establish the necessity of MRSCs while restricting to linear
encoders. For this reason, we choose to keep the discussion
on non-linear encoding separate.
Our proof technique is based on finding a lower bound on
the chromatic number of the characteristic graph, also known
as confusability graph, associated with the function compu-
tation problem. Characteristic graphs have been used in the
past for studying zero-error source compression problems [11],
[12]. In [11], the authors show how chromatic number of
the characteristic graph appears as part of a lower bound
for the communication cost when communicating a source
X to a distant receiver that has access to side information
Y (correlated with X), and is interested in recovering X .
In our work, we rely on a result from [12] that extends the
above result to the setting when the receiver is interested in
computing, with zero-error, a function of X and Y . For sake
of completeness, we provide a self-contained description of
the analysis.
Definition 4 (Characteristic Graph). Consider the function
computation problem defined in Fig. 1. Let V = {Xˆn} denote
the set of all possible inputs to the encoder. In other words, V
is simply the collection of all possible vectors in Fnq . Consider
the graph G having V as the set of vertices. Let Y n = AXn
denote the side-information available at the decoder. If Xˆn
is the input, we know that Hamming wt.(Xˆn − Xn) ≤ . In
this case, we say that the pair (Xˆn, Y n) can jointly occur. An
edge exists between vertices corresponding to Xˆn1 and Xˆ
n
2 , if
AXˆn1 6= AXˆn2 and if there is a Y n = AXn, for some Xn such
that both the pairs (Xˆn1 , Y
n) and (Xˆn2 , Y
n) can jointly occur.
The graph G is defined as the characteristic graph associated
with the function computation problem.
The graph is defined such that an edge exists between
vertices Xˆn1 and Xˆ
n
2 if Xˆ
n
1 can be confused for Xˆ
n
2 . For this
reason, the graph is also referred to as the confusability graph.
A coloring of G assigns colors to the its vertices such that any
pair of neighboring vertices are assigned distinct colors. Two
vertices are neighbors if there is a edge between them. The
chromatic number, χ(G), is the minimum number of colors
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present in any coloring of G.
Let f denote an encoder for the function computation
problem in Fig. 1, where we allow f to be non-linear. We
define the notion of valid scheme for the encoder-decoder
pair (f,D) like we did for the case of linear encoders. Thus,
an encoder-decoder pair (f,D) will be referred to as a valid
scheme for the problem in Fig. 1 (with the encoder H replaced
with f ), if the decoder’s estimate of A(Xn + En) is correct
for all Xn, En ∈ Fnq , such that Hamming wt.(En) ≤ . The
following lemma is a paraphrasing of Lemma 26 of [12].
Lemma III.3. Any valid scheme (f,D) for the function
computation problem in Fig. 1(with the encoder H replaced
with f ) induces a coloring of the characteristic graph G
such that the number of colors in the coloring is given by
|Range(f)|. Here |Range(f)| is the cardinality of the set of
all possible encoder outputs.
Proof. Lets us assign f(Xˆn) as the color of vertex Xˆn. We
claim that this assignment is a coloring of G. To prove this,
let Xˆn1 and Xˆ
n
2 be neighbors in G. From the definition of G,
this means that AXˆn1 6= AXˆn2 and there is a Y n = AXn, for
some Xn such that both the pairs (Xˆn1 , Y
n) and (Xˆn2 , Y
n)
can jointly occur. In this case, since (f,D) is a valid scheme,
it must necessarily be true that f(Xˆn1 ) 6= f(Xˆn1 ); otherwise
it is impossible for the decoder D to distinguish between Xˆn1
and Xˆn2 , when Y
n appears as side-information. This proves
that the assignment f(Xˆn) as the color of vertex Xˆn results
in a coloring of G.
Corollary III.4. For any valid scheme (f,D) for the function
computation problem in Fig. 1(with the encoder H replaced
with f ), we have |Range(f)| ≥ χ(G), where G is the
characteristic graph associated with the function computation
problem.
In the following lemma, we provide a lower bound on the
chromatic number χ(G). We assume that m ≥ 2. The case
when m < 2 can be similarly handled.
Lemma III.5. The chromatic number χ(G) of the charac-
teristic graph G associated with function computation prob-
lem in Fig. 1 is lower bounded by χ(G) ≥ q2, whenever
m = ρ(A) ≥ 2.
Proof. Without loss of generality, assume that ρ(A|[2]) = 2.
Let Xˆn1 and Xˆ
n
2 be such that supp(Xˆ
n
1 ) ⊆ [2], supp(Xˆn2 ) ⊆
[2]. Clearly, if Xˆn1 6= Xˆn2 , it must be true that AXˆn1 6= AXˆn2 ,
otherwise we have A(Xˆn1 − Xˆn2 ) = 0, which violates the
assumption that ρ(A|[2]) = 2. Further, since both Xˆn1 and
Xˆn2 have their supports limited to the first 2 coordinates, one
can find a vector Xn such that Hamming wt.(Xˆn1 −Xn) ≤ 
and Hamming wt.(Xˆn2 −Xn) ≤ . Now consider the funciton
computation probem where the side information Y n is given
by Y n = AXn, where Xn is as above. Thus the both pairs
(Xˆn1 , Y
n) and (Xˆn2 , Y
n) can jointly occur. Combining the
above observations, we conclude that Xˆn1 and Xˆ
n
2 must be
neighbors in the characteristic graph G . This then implies
that if we consdier the subgraph of G obtained by restricting
G to the set of q2 vertices corresponding to q2 vectors whose
support is confined to [2], this subgraph is a fully-connected
graph (clique). From this we conclude that χ(G) ≥ q2,
whenever m ≥ 2.
Theorem III.6. The communication cost of associated with
any valid scheme (f,D) for the function computation problem
in Fig. 1(with the encoder H replaced with f ), is lower
bounded by ` ≥ 2, whenever m = ρ(A) ≥ 2.
Proof. Communication cost is given by logq(|Range(f)|).
The proof now follows by combining Corollary III.4 with
Lemma III.5.
Remark 5. The determination of chromatic number for a
general graph is an NP-complete problem. In the above
analysis, we obtained lower bound on the chromatic number
for the class of characteristic graphs associated with the
function computation problem. It is interesting to note that our
achievability proof based on MRSCs provide exact character-
ization of the chromatic number for the characteristic graph,
whenever the field size is sufficiently large. It is unclear to us
whether there is an alternate direct method to find chromatic
number of the characteristic graph. If such a method exists,
it might give further insights on the field size requirement of
MRSCs.
IV. UPDATING LINEARLY ENCODED STRIPED-DATA-FILES
In this section, we present a low-field MRSC construction
for the setting of Example 1, where we allow striping and
encoding by an arbitrary [N,K] linear code Cst over Fq . Recall
that in Example 1, we apply the point-to-point model in Fig.
1 in order to update the coded data in any one of the N
storage nodes in the system. The K-length coding vector for
one of the storage nodes is given by a = [a1 a2 · · · aK ], ai ∈
Fq . The vector Xn denotes the uncoded data file, which is
divided into m stripes each of length K symbols. The first
stripe consists of the first K symbols of Xn, the second stripe
consists of symbols XK+1, . . . , X2k, and so on. We assume
that the length n = mK. The overall coding matrix A, which
corresponds to the desired function at the destination, is given
by
A =

a
a
. . .
a
 . (20)
If we design the optimal encoder H based on existence of
MRSCs from Lemma II.2, then the field size q must be at
least 2n2.
We now present an alternate low field size explicit construc-
tion of MRSCs of CA, when the matrix A takes on the special
form given in (20). For the coding vector a = [a1 a2 · · · aK ],
if assume that ai 6= 0,∀i ∈ [K], then note that an [n, 2]
MRSC CH of CA is in fact an [n, 2](K, 1) MRC with locality
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(see Definition 3), i.e., a code with locality where all the local
codes are scaled repetition codes. The problem of low field
size constructions of MRCS with locality is in general an
open problem. However, as we show here, for the special case
when the local codes appear as repetition codes, low field size
constructions are easily identified.
We divide the discussion into two parts. We will first show
how MRSCs of any general code C0 can be obtained by
first suitably extending C0, and then shortening the extended
code. Given this result, we then show that the problem of
constructing an MRSC of CA where A is as given by (20), is
as simple as finding an [m,m−2] MDS code over Fq . If we
employ Reed-Solomon codes, a field size q > m is sufficient
for the construction.
A. An Equivalent Definition of MRSCs via Code Extensions
Consider an [n, t] code C0 over Fq having generator matrix
G0. Define a new [n+∆, t] code C(e)0 over Fq whose generator
matrix G(e)0 is given by
G
(e)
0 = [G0 | Q], (21)
for some t×∆ matrix Q over Fq . Code C(e)0 will be referred
to as extension of C0. In the following lemma, we show that
MRSCs of C0 exist if and only if certain extensions of C0 exist.
Lemma IV.1. Consider an [n + ∆, t] extension C(e)0 of the
[n, t] code C0 such that (i) ∆ < t, and (ii) for any S ⊆
[n], |S| = t−∆, we have
ρ
(
G
(e)
0 |S∪{n+1,...,n+∆}
)
= ρ (G0|S) + ∆. (22)
Then the shortened code
(
C(e)0
)[n]
is an [n, k = t−∆] MRSC
of C0. Conversely, suppose that there exists an [n, k] MRSC of
the [n, t] code C0, where k = t − ∆ for some ∆ < t. Then,
there exists an [n + ∆, t] extension C(e)0 of the [n, t] code C0
that satisfies (22) for any S ⊆ [n], |S| = t−∆.
Proof. We only prove the forward part here, a proof of
converse appears in Appendix C. To prove the forward part,
we assume the existence of extension C(e)0 satisfying (22),
and show that the shortened code C ,
(
C(e)0
)[n]
is an
[n, k = t − ∆] MRSC of C0. From Part 4, Lemma II.1, we
know it is sufficient to prove that(C⊥)S = (C⊥0 )S ∀ S ⊆ [n], |S| ≤ k. (23)
Let us suppose (23) is not true; i.e., there exist a set S∗ ⊆
[n], |S∗| ≤ k such that (C⊥0 )S∗ ( (C⊥)S∗ . In other words,
there exists a vector c ∈ C⊥ such that c /∈ C⊥0 and supp(c) ⊆
S∗. Next, note that if H0 denotes a parity check matrix for
C0, then parity check matrices H(e)0 and H for the codes C(e)0
and C can be respectively given by
H
(e)
0 =
[
H0 0n−t×∆
He I∆
]
and H =
[
H0
He
]
, (24)
where He is some ∆× n matrix over Fq , and I∆ denotes the
∆ ×∆ identity matrix. The fact that the parity-check matrix
H for the code C is as given above, follows from the fact the
dual of a shorten code is simply the punctured code of the
dual code. In this case, corresponding to the vector c, there
exists a vector c(e) ∈
(
C(e)0
)⊥
such that
• supp
(
c(e)
) ⊆ S∗ ∪ {n+ 1, · · · , n+ ∆},
• c =
(
c(e)
) |S∗ , and
• the set supp
(
c(e)
) ∩ {n + 1, · · · , n + ∆} is not empty.
The last part follows from our assumption that c /∈ C⊥0 .
The presence of the vector c(e) ∈
(
C(e)0
)⊥
satisfying the above
conditions means that
ρ
(
G
(e)
0 |S∗∪{n+1,...,n+∆}
)
< ρ (G0|S∗) + ∆, (25)
which is a contradiction to our assumption that the extension
C(e)0 satisfies (22). From this we conclude that (23) is indeed
true, and this completes the proof of the forward part.
B. Low Field Size MRSCs for Updating Striped-Data-Files
Construction IV.2. Consider the matrix A ∈ Fm×nq as given
in (20), and the associated [n,m] linear code CA over Fq .
Next consider the [n+m−2,m] extended code C(e)A over Fq ,
whose generator matrix A(e) is given by
A(e) = [A | Q] , (26)
where Q ∈ Fm×(m−2)q , and is such that QT generates an
[m,m−2] MDS code over Fq . The candidate for the desired
MRSC CH is given by
CH =
(
C(e)A
)[n]
. (27)
Note that CH is an [n, 2] code. This completes the description
of the construction.
Theorem IV.3. The [n, 2] code CH obtained in Construction
IV.2 is an MRSC of the [n,m] code CA, where A is given in
(20).
Proof. It is straightforward to check that the extended matrix
A(e) in (26) satisfies the condition given in (22), i.e., for any
S ⊆ [n], |S| = 2, we have
ρ
(
A(e)|S∪{n+1,...,n+m−2}
)
= ρ (A|S) + (m− 2).(28)
The proof now follows from the forward part of Lemma IV.1.
Remark 6. The converse part of Lemma IV.1 can be used to
show that given any [n, 2] MRSC CH of CA, and if the vector
a is such that ai 6= 0 ∀i ∈ [K], then there exists an extended
matrix A(e) = [A | Q] such that QT generates an [m,m−2]
MDS code over Fq . Note that the assumption ai 6= 0 was not
imposed in Theorem IV.3.
Remark 7. A generator matrix H for the shortened code CH
as desired in Construction IV.2 can be obtained as follows.
Let W denote the 2× n generator matrix for the dual of the
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code generated by QT . Note that the W generates an [n, 2]
MDS code. The matrix H is simply given by H = WA(e).
The fact that H generates the shortened code follows from
the fact that WQ = 0. In fact, what this shows is that for
the special case when the function A is as given by (20),
an optimal linear encoder can simply be constructed by pre-
multiplying A with the generator matrix of any [n, 2] MDS
code. The reason why this works is as follows. If En is any
 sparse vector, then Fm = AEn is also -sparse, whenever
A takes on the form in (20). Thus, one can assume that the
encoder has access to Y m + Fm, the decoder has access to
Y m = AXn, and is interested in computing Y m + Fm. This
is the special case of the function computation problem in Fig.
1, where the function A is the identity matrix. It is well-known
that for this special case, optimal encoding can be performed
via the generator matrix of an MDS code.
We note that above observation works with any scalar code
(not necessarily Reed-Solomon code). However, the technique
need not work while updating systems that use vector codes
(like regenerating codes). In other words, Construction IV.2
(or the technique of pre-multiplying A with an MDS matrix)
is special to scalar codes. For vector codes, one needs to find
out alternate ways of finding the extended code that satisfies
Lemma IV.1 so that the shortened code generates the optimal
encoder. It is our hope that Lemma IV.1 proves useful while
constructing MRSCs while dealing with vector codes.
V. BROADCASTING TO RECEIVERS INTERESTED IN
DIFFERENT FUNCTIONS
In the broadcast setting (see Fig. 2), we consider two
receivers that are interested in computing two separate linear
functions of the message vector. The functions correspond to
the matrices A and B, respectively. Though the rest of the
parameters are similar to those of the point-to-point case, we
quickly describe them here again for sake of clarity. The vector
Xn ∈ Fnq denotes the initial source message. The two receivers
hold AXn and BXn as side information, respectively. The
matrices A and B have sizes mA×n and mB×n, respectively,
where mA,mB ≤ n. Without loss of generality, we assume
that ρ(A) = mA and ρ(B) = mB . The updated source
message is given by vector Xn + En, where the difference-
vector En is -sparse. Encoding is carried out via the ` × n
matrix H . The goal is to recover the functions A(Xn + En)
and B(Xn+En) at the respective receivers. The decoders used
at the two receivers are denoted by D1 and D2, respectively.
Once again, we assume a zero-probability-of-error, worst-case-
scenario model. We assume knowledge of the functions A,
B and the parameter , while designing the encoder H . The
communication cost for the model is given by `, assuming
that the parameters n, q, , A and B are fixed. The triplet
(H,D1,D2) will be referred to as a valid scheme for the
broadcast problem, if both the decoders’ estimates are correct
for all Xn, En ∈ Fnq such that Hamming wt.(En) ≤ .
Our goal in this section is to identify necessary and suffi-
cient conditions on valid schemes for the broadcast problem.
Specifically, we are interested in characterizing the mini-
mum communication cost (among valid schemes) that can be
achieved for the setting. We divide the discussion into three
parts. We first consider the special case when the two linear
codes CA and CB intersect trivially, i.e., CA ∩ CB = {0}. The
optimal communication cost for this case is straightforward to
compute, given the observations from the point-to-point case.
We then present necessary and sufficient conditions for the
existence of sandwiched MRSCs. Recall that in the problem
of sandwiched MRSCs, we begin with a code C0 and a subcode
Ĉ of C0. The goal is to identify a MRSC C of C0 such that
Ĉ ⊂ C. Finally, we will show how the concept of sandwiched
MRSCs can be used to identify valid schemes having optimal
communication cost for the case of arbitrary matrices A and
B. Illustration of the results will be done by analyzing the
settings in Examples 2 and 3.
A. Optimal Communication Cost for the Case CA∩CB = {0}
Let (H,D1,D2) denote a valid scheme for the case CA ∩
CB = {0}. For decoders D1 and D2 to be successful, we
know from Theorem III.1 that dim(CA∩CH) ≥ min(mA, 2)
and dim(CB ∩ CH) ≥ min(mB , 2), respectively. From this if
follows that for the case when dim(CA + CB) = dim(CA) +
dim(CB), the communication cost ` = dim(CH) is lower
bounded by
` ≥ min(mA, 2) + min(mB , 2). (29)
Given the achievability result from Section III-B, we see that
the above bound is trivially achieved by encoding separately
for the two receivers, where each of the two encodings is
optimal for the respective receiver. We formally state the above
observations in the following theorem:
Theorem V.1. The optimal communication cost for the broad-
cast setting in Fig. 2 is given by
` = min(mA, 2) + min(mB , 2), (30)
whenever the codes CA and CB intersect trivially. Achievability
is guaranteed under the assumption that the field size q >
2n2.
The following example illustrates the case under consider-
ation.
Example 2 Revisited: Consider the setting in Example 2,
where striping and encoding of a data file was done by an
[N,K] linear code over Fq . Assume that the code is an [N,K]
MDS code with K ≥ 2. We apply the broadcast model to
simultaneously update the contents of two out of the N storage
nodes. Also, recall our assumption that the K-length coding
vectors associated with the two storage nodes are given by
a = [a1 a2 . . . aK ],b = [b1 b2 . . . bK ], ai, bi ∈ Fq, i ∈ [K],
and the overall coding matrices A and B corresponding to the
m stripes are then given by
A =

a
a
. . .
a
 , B =

b
b
. . .
b
 ,(31)
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where both A and B have size m×mK. Under the assumption
that the [N,K] code is MDS with K ≥ 2, it is clear that
a 6= b. In this case, it is straightforward to see that the codes
CA and CB corresponding to the matrices A and B intersect
trivially, i.e., CA∩CB = {0}. In this case, from Theorem V.1,
we know that broadcasting does not help; the source must
transmit as though it is individually updating the two storage
nodes.
B. Sandwiched Maximally Recoverable Subcodes
We now take a slight detour, and identify necessary and
sufficient conditions for the existence of sandwiched MRSCs.
We assume that we are given an [n, t] code C0 and an [n, s]
subcode Ĉ of C0. The question that we are interested is whether
we can find an [n, k] MRSC C of C0 such that Ĉ is a subcode
of C. We assume that the parameters s, k, t satisfy the relation
s ≤ k ≤ t. Also, let G, G0 and Ĝ denote generator matrices
for the codes C, C0 and Ĉ, respectively. Recall from Definition
1 that for C to be an MRSC of C0, it must be true that
ρ(G0|S) = k =⇒ ρ(G|S) = k, S ⊆ [n], |S| = k.(32)
Thus, a necessary condition for the existence of the sand-
wiched MRSC C can be given as follows:
ρ(G0|S) = k =⇒ ρ
(
Ĝ|S
)
= s, S ⊆ [n], |S| = k.(33)
Note that the condition in (33) is equivalent to saying that
ρ
(
Ĝ|S
)
= s for any S ⊆ [n], |S| = k which is an k-core
of C⊥0 . In the following lemma, we show the sufficiency of
the condition in (33) for the existence of sandwiched MRSCs,
under the assumption of a large enough finite field size q.
Lemma V.2. Suppose that we are given an [n, t] code C0 over
Fq , and an [n, s] subcode Ĉ, whose generator matrices G0 and
Ĝ satisfy (33), where k is such that s < k < t. Then, there
exists an [n, k] code C such that
• Ĉ ⊆ C and
• C is a maximally recoverable subcode of C0,
whenever q >
(
n
k
)
.
Proof. See Appendix D.
We next present an alternate, explicit construction of sand-
wiched MRSCs appears using linearized polynomials.
Construction V.3. Consider the [n, t] code C0 over Fq , having
a generator matrix G0. Also, consider the [n, s] subcode Ĉ of
C0, having a generator matrix Ĝ. Without loss of generality,
assume that the generator matrix G0 is given by
G0 =
[
Ĝ
B
]
, (34)
for some (t−s)×n matrix B. Note that we have ρ(B) = t−s.
Let FQ denote an extension field of Fq , where Q = qt−s. Let
C(Q)0 and Ĉ(Q) denote the n-length (linear) codes over FQ
that are generated by G0 and Ĝ, respectively. We note that
dim
(
C(Q)0
)
= t, and dim
(
C(Q)0
)
= s. In this construction,
we identify an [n, k], s ≤ k ≤ t MRSC C of the [n, t] code C(Q)0
such that Ĉ(Q) ⊆ C, whenever the matrices G0 and Ĝ satisfy
(33). Toward this, let {αi ∈ FQ, 1 ≤ i ≤ t−s} denote a basis
of FQ over Fq . Define the elements {βi ∈ FQ, 1 ≤ i ≤ n} as
follows:
[β1 β2 · · · βn] = [α1 α2 · · · αt−s]B. (35)
Next, consider the code C over FQ having a generator matrix
G given by
G =

Ĝ
β1 β2 · · · βn
βq1 β
q
2 · · · βqn
...
βq
k−s−1
1 β
qk−s−1
2 · · · βq
k−s−1
n

. (36)
The code C is our candidate code, and this completes the
description of the construction. In the following theorem, we
prove that C is indeed an [n, k] MRSC of C(Q)0 such that
Ĉ(Q) ⊆ C.
Theorem V.4. Consider an [n, t] code C0 over Fq , having a
generator matrix G0 ∈ Ft×nq . Also, consider the [n, s] subcode
Ĉ of C0, having a generator matrix Ĝ such that the following
condition is satisfied:
ρ(G0|S) = k =⇒ ρ
(
Ĝ|S
)
= s, S ⊆ [n], |S| = k,(37)
where k is such that s ≤ k ≤ t. Next, let C(Q)0 and Ĉ(Q)
denote the n-length (linear) codes over FQ that are generated
by G0 and Ĝ, respectively, where Q = qt−s. Then the code C
over FQ obtained in Construction V.3 is an [n, k] maximally
recoverable subcode of C(Q)0 such that Ĉ(Q) ⊆ C.
Proof. See Appendix E.
C. Optimal Communication Cost for Arbitrary Matrices A
and B under the Broadcast Setting
We now use the concept of sandwiched MRSCs and char-
acterize the optimal communication cost for the broadcast
problem when the codes CA and CB have a non-trivial in-
tersection. Below, we first give a qualitative description of
our approach, before presenting technical details. Consider a
valid scheme (H,D1,D2) that we design for the problem.
Let HA and HB denote the rows in the row-space of H
which help the decoders D1 and D2 recover A(Xn + En)
and B(Xn+En), respectively. Also let CHA and CHB denote
the linear codes generated by HA and HB respectively. Our
approach to minimizing the communication cost is to pick the
encoder H such that
• CHA is a 2-dimensional (assuming that mA > 2) MRSC
of CA,
• CHB is a 2-dimensional (assuming that mB > 2)
MRSC of CB , and
• also “maximize” the dimension of intersection between
the subcodes CHA and CHB . The extent to which
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dim(CHA ∩ CHB ) can be maximized depends on the
dimension of the intersection between CA and CB .
For ease of presentation, we give the expression and proofs
for optimal communication cost under the assumption6 that
both mA and mB are greater than 2. Under this assumption,
consider the code C˜ = CA ∩ CB having a generator matrix
H˜ . Further, consider the quantities θA, θB and θ defined as
follows:
θA = min
S⊆[n],|S|=2
S is a 2-core of C⊥A
ρ(H˜|S), (38)
θB = min
S⊆[n],|S|=2
S is a 2-core of C⊥B
ρ(H˜|S), and (39)
θ = min(θA, θB). (40)
Note that the parameters θA, θB and θ are entirely determined
given the matrices A and B, and the sparsity parameter . The
following theorem characterizes the optimal communication
cost in terms of the parameter θ.
Theorem V.5. The optimal communication cost for the broad-
cast setting shown in Fig. 2 is given by
` = 4− θ, (41)
whenever mA and mB are both greater than 2, and where the
parameter θ is as defined by (40). Achievability is guaranteed
under the assumption that the field size q > max
((
n
2
)
,
(
n
θ
))
.
Proof. Let us prove the converse first, i.e., we show that the
communication cost of an encoder H associated with any valid
scheme is lower bounded by ` = ρ(H) ≥ 4−θ. Towards this,
consider the codes CH , CA, CB , and define the codes CHA , CHB
and Ĉ as follows:
CHA = CH ∩ CA, (42)
CHB = CH ∩ CB , and (43)
Ĉ = CHA ∩ CHB . (44)
Note that Ĉ ⊆ C˜ = CA ∩ CB . Also assume that HA, HB and
Ĥ denote generator matrices for the codes CHA , CHB and Ĉ,
respectively. From Theorem III.1, we know that if Y n is any
2-sparse vector such that AY n 6= 0, then HAY n 6= 0. From
this it follows that
ρ(A|S) = 2 =⇒ ρ(HA|S) = 2, S ⊆ [n], |S| = 2. (45)
Next, consider the definition of θA in (38), and let S∗ ⊆
[n], |S∗| = 2 denote a 2-core of C⊥A such that
ρ(H˜|S∗) = θA. (46)
6This is the hardest of all the cases. The remaining cases when one or both
the ranks mA and mB are less than 2 can be similarly handled.
Now, consider the following chain of inequalities:
2
(a)
= ρ(A|S∗) (47)
(b)
= ρ(HA|S∗) (48)
(c)
≤ ρ(Ĥ|S∗) +
(
ρ(HA)− ρ(Ĥ)
)
(49)
(d)
≤ ρ(H˜|S∗) +
(
ρ(HA)− ρ(Ĥ)
)
(50)
(e)
= θA +
(
ρ(HA)− ρ(Ĥ)
)
. (51)
Here, (a) follows because S∗ is a 2-core of C⊥A ,
(b) follows from (45),
(c) follows by observing since Ĉ is a subcode of CA, we have
ρ(HA)− ρ(Ĥ) ≥ ρ(HA|S)− ρ(Ĥ|S), for any set S ⊂ [n]. In
particular, it is true that ρ(HA)−ρ(Ĥ) ≥ ρ(HA|S∗)−ρ(Ĥ|S∗),
(d) follows since Ĉ is a subcode of C˜, and finally
(e) follows from (46).
In other words, we get that
ρ(Ĥ) ≤ θA + ρ(HA)− 2. (52)
In a similar fashion, one can also show that
ρ(Ĥ) ≤ θB + ρ(HB)− 2. (53)
The communication cost ` associated with the encoder H can
now be lower bounded as follows:
` = ρ(H) (54)
≥ ρ(HA) + ρ(HB)− ρ(Ĥ) (55)
(a)
≥ ρ(HA) + ρ(HB)−
min(θA + ρ(HA)− 2, θB + ρ(HB)− 2) (56)
≥ ρ(HA) + ρ(HB)−min(θA, θB)−
max(ρ(HA), ρ(HB)) + 2 (57)
(b)
≥ 4−min(θA, θB) = 4− θ. (58)
Here (a) follows from (52) and (53), and (b) follows from our
assumption that the ranks of both HA and HB are greater than
or equal to 2. This completes the proof of the lower bound
on the communication cost.
Proof of Achievability: Let us now show that it is indeed
possible to construct a valid scheme having communication
cost ` = 4 − θ, under the assumption of a sufficiently large
field size. Towards this, consider the code C˜ and let Ĉ denote an
θ-dimensional MRSC of C˜. We know from Lemma V.2 that
the code Ĉ always exists7 whenever the field size q > (nθ).
Also, let Ĥ denote a generator matrix for the code Ĉ. Now,
observe that if S is a 2-core of either C⊥A or C⊥B , we know
from the definition of θ in (40) that ρ(H˜|S) ≥ θ. Noting that
θ ≤ 2 and using the fact that Ĉ is an θ-dimensional MRSC of
C˜, we get that ρ(Ĥ|S) = θ. In this case, we know from Lemma
V.2 that it is possible to identify a 2-dimensional MRSC CHA
of CA such that Ĉ ⊆ CHA , whenever the field size q >
(
n
2
)
.
Similarly, we can also identify a 2-dimensional MRSC CHB
7Note that this follows from Lemma II.2 as well; our use of Lemma V.2
(with Ĉ = {0} in Lemma V.2) must be considered as a matter of choice.
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of CB such that Ĉ ⊆ CHB , whenever the field size q >
(
n
2
)
.
The overall field size requirement, when we take into the
account the minimum q needed for the existence of Ĉ is given
by q > max
((
n
2
)
,
(
n
θ
))
. The candidate code for the encoder is
now given by CH = CHA + CHB . The communication cost of
the encoder H is then given by ` = rank(HA) + rank(HB)−
dim(CHA∩CHB ) ≤ rank(HA)+rank(HB)−rank(Ĥ) = 4−θ.
Also, we know from the achievability result of the point-to-
point setting in Section III-B that decoders D1 and D2 in
Fig. 2 can be constructed based on the matrices HA and HB
respectively. This completes the proof of the achievability part
of the theorem.
Remark 8. In the above proof of achievability, we noted that
Ĉ ⊆ CHA ∩ CHB . In fact, it is straightforward to see that
Ĉ = CHA ∩ CHB ; else we would contradict the minimality of
either θA or θB or both.
The following example illustrates the case under consider-
ation.
Example 3 revisited: We now revisit Example 3 where we
considered striping and encoding of a data file by a [N =
5,K = 3, D = 4](α = 4, β = 1) MBR code over Fq that
encodes 9 symbols into 20 symbols and stores across N = 5
nodes such that each node holds α = 4 symbols. Recall that
the contents of any K = 3 nodes are sufficient to reconstruct
the 9 uncoded symbols, and that the contents of any one of
the N = 5 node can be recovered by connecting to any set of
D = 4 other nodes. Also, recall that the encoding is described
by a product-matrx construction as follows:
CN×α = ΨN×DMD×α (59)
=

ψ
1
ψ
2
ψ
3
ψ
4
ψ
5


m1 m2 m3 m7
m2 m4 m5 m8
m3 m5 m6 m9
m7 m8 m9 0
 , (60)
where the encoding matrix Ψ can be chosen as a Vandermonde
matrix given as follows:
Ψ =

1 γ γ2 γ3
1 γ2 γ4 γ6
1 γ3 γ6 γ9
1 γ4 γ8 γ12
1 γ5 γ10 γ15
 , (61)
Here we pick γ as a primitive element in Fq . The N×α matrix
C is the codeword matrix, with the ith row representing the
contents that get stored in the ith node, 1 ≤ i ≤ 5. It is known
that any two nodes of an [N = 5,K = 3, D = 4](α = 4, β =
1) MBR code share exactly one non-trivial linear combination
of the respective symbols. For example, in the case of the
product-matrix MBR code considered here, the first two nodes
share the linear combination
ψ
1
Mψt
2
= ψ
2
Mψt
1
. (62)
The left-hand and the right-hand sides of (62) are linear
combinations of the contents of the first and second nodes
respectively, and the equality follows from the fact that the
matrix M is symmetric.
Let us further recall the structure of the 4m × 9m coding
matrices A and B for the first two nodes, which are given by
A =

A1
A1
. . .
A1
 , B =

B1
B1
. . .
B1
 ,
where
A1 =

1 γ γ2 γ3
1 γ γ2 γ3
1 γ γ2 γ3
1 γ γ2
 (63)
and
B1 =

1 γ2 γ4 γ6
1 γ2 γ4 γ6
1 γ2 γ4 γ6
1 γ2 γ4
 . (64)
Communication cost for updating two storage nodes via
broadcasting : Let CA1 and CB1 denote the codes gener-
ated by the rows of A1 and B1. From (62), we know
that dim (CA1 ∩ CB1) = 1. It is straightforward to see that
CA1 ∩ CB1 is generated by the vector
c = [1, γ + γ2, γ2 + γ4, γ3, γ4 + γ5, γ6,
γ3 + γ6, γ5 + γ7, γ7 + γ8]. (65)
Note that if we satisfy the conditions
1 + γ 6= 0
1 + γ2 6= 0
1 + γ3 6= 0 (66)
then, all the entires of the vector c are non-zeros. The
conditions in (66) are trivially satisfied for the field sizes
that are needed for the broadcast model (e.g., even q ≥ 8
is sufficient, since γ is primitive.). Next, consider the codes
CA and CB generated by the rows of A and B, and observe
that a generator matrix Ĝ for the intersection CA∩CB is given
by
Ĝm×9m =

c
c
. . .
c
 . (67)
We are now ready to calculate the quantities θA, θB and θ
in (38)-(40), and further apply Theorem V.5 to calculate the
communication cost for broadcasting. We assume that m > 2.
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It is straightforward to see that the quantities θA, θB and θ are
given as follows:
θA = min
S⊆[n],|S|=2
S is a 2-core of C⊥A
ρ(H˜|S) =
⌈
2
4
⌉
, (68)
θB = min
S⊆[n],|S|=2
S is a 2-core of C⊥B
ρ(H˜|S) =
⌈
2
4
⌉
, (69)
θ = min(θA, θB) =
⌈
2
4
⌉
. (70)
The communication cost for broadcasting is then given by
` = 4−θ ≈ 3.5. Note that if we individually update the two
nodes, the overall communication will be 4. This completes
our example.
D. Extension to More than Two Destinations
In this section, we briefly discuss possibility of extending
the theory developed for 2 destinations above, to more than
2 destinations. In general when one employs an [N,K] code
such that any K nodes can be used to recover the original
data, one is interested in a theory that can extend to up
to K destinations. For updating more than K destinations
simultaneously, it is sufficient to use the encoding for updating
the first K destinations, since any K nodes have all data.
It is straightforward to prove an extension of Theorem
V.1, corresponding to the case when the K codes, say
CA1 , . . . , CAK , corresponding to the K nodes do not have any
pairwise intersection. In this case the overall communication
cost is simply given by ` =
∑K
i=1 min(ρ(Ai), 2). The case
when there is non-trivial pair-wise intersection, but no triple
intersection (i.e., CA1∩CA2∩CA3 = {0}, etc.) can be analyzed
along the lines of analysis done above for 2 destinations in
Theorem V.5. A lower bound on the communication cost
quickly follows by using the lower bound in Theorem V.5,
and is given by ` ≥ 2K −∑i,j∈[K],i6=j θi,j , where θi,j =
min(θAi , θAj ), and where θAi , 1 ≤ i ≤ K is defined along
the lines of (38). The achievability part, to show the optimality
of the above lower bound seems non-trivial and requires work
along two directions. The first direction involves a minor
generalization of the notion of sandwiched MRSC, and this is
rather straightforward. Recall that in Lemma V.2, we showed
the existence of MRSCs containing a given subcode that
satisfies a certain necessary condition, given by (33). We now
need to show the existence of MRSCs that contain multiple
non-intersecting subcodes; to be precise K−1 non-intersecting
subcodes. One can take the direct sum of these K−1 subcodes,
and it is sufficient to find an MRSC that contains the sum
subcode. This can be done once again via Lemma V.2. The
sum subcode must satisfy the necessary condition given by
(33). The second direction is the hard part, where one needs
to find the overall encoder along the lines of the proof of
achievability in Theorem V.5. Recall that in the achievability
proof, we first find a θ-dimensional MRSC of the intersection,
and then use the sandwiched MRSC result to arrive at the
overall encoder. For the case of K destinations, one possible
approach is to first find individually θi,j-dimensional MRSC
of the respective intersection. We then find sum subcode of
these individual MRSCs. The tricky part is to ensure that the
sum subcode satisfies the necessary condition given by (33)
so that one can then apply Lemma V.2 to get the overall
encoder. While θi,j-dimensional MRSCs individually satisfy
the necessary condition, it is not at all obvious as to how to
ensure the same for the sum code. We leave this as a problem
for future exploration; it is hoped that the above discussion
will prove useful for a future research along this direction.
It is worth noting that the setting of Example 3 is an
instance of the case described above, where there is pair-
wise intersection, but no triple intersection. In fact, one
can replace the specific MBR code in Example 3 with any
[N,K,D](α, β) MBR code with K ≥ 3, and the resultant
setting will still be instance of the same case with no triple
intersection. This is because in any MBR code, any pair-wise
intersection is of dimension β, and any three nodes must store
α+(α−β)+(α−2β) = 3(α−β) independent symbols. The
last statement follows from the rank accumulation profile of
MBR codes [39]. It is straightforward to check that any triple
intersection would contradict the above observation.
Finally, we chose not to address the case of multiple desti-
nation with non-trivial triple intersection, partly because of the
difficulties mentioned above even without triple intersection,
and also partly because of lack of knowledge of practical
storage codes (with K ≥ 3) that contain triple intersection.
VI. CONCLUSIONS
To conclude, in this paper, we considered a zero-error
function update problem motivated by practical distributed
storage systems, in which coded elements need to be updated
by users whose data is out of sync with the data stored in the
system. We studied the problem in its generality, by consider-
ing any possible linear update function. Optimal schemes for
minimizing communication cost were obtained for point-to-
point as well as broadcast settings. Examples based on well-
known distributed storage codes were used to illustrate the
potential applicability of the theory that we developed for both
the point-to-point and broadcast cases. The most interesting
contribution of this paper is perhaps the connection of the
optimal solutions for the function update problem to the notion
of maximally recoverable codes, which were conventionally
studied as codes suitable for data storage applications. The
current work provides an alternate view on this important
class of codes, for which low field size constructions are still
perused actively by many researchers. We introduced the class
of sandwiched maximally recoverable codes, and showed its
importance in constructing optimal schemes for the broadcast
setting.
The work opens up several interesting practically motivated
questions: 1) Given the fact the low field size constructions
of maximally recoverable codes are still largely unknown, can
we obtain schemes for the function update problem which
have sub-optimal communication costs, but have improved
field sizes? In this regard, it will be interesting to explore
connections with approximate variations of MRCs like sector-
disk codes [5], [18], [19] or partial maximally recoverable
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codes [21]. 2) Can we enhance the system model to one which
does not have exact knowledge of the the sparsity parameter
? Recall that  indicates the amount of update the source
message undergoes. For instance, the source could encode
assuming an approximate value of , and also send out a low-
cost hash function which could be used to detect failure of
decoding at the receiver. Assuming a feedback link back to the
source, we can perform further rounds of communication that
incrementally update the destination function until decoding
succeeds. 3) Can we use the results in this work to build
secure incremental digital signature schemes, perhaps based
on the McEliece crypto system [40]? We note that in Fig.
1, if we assume that the source message vector and update
vector are arbitrary, the encoder’s output does not seem to
reveal much about either of these vectors.
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APPENDIX A
PROOF OF LEMMA II.1
Note that Part 1 is the definition of MRSC given in
Definition 1. To see the equivalence of Parts 1 and 2, we
simply note that any set S ⊂ [n], |S| = k is a k-core of C⊥0
if and only if ρ(G0|S) = k. Next, to see why Part 2 implies
Part 3, let S denote any k-core of C⊥0 , and consider the matrix
H|[n]\S . If ρ
(
H|[n]\S
)
< n − k, then since ρ(H) = n − k,
this means ρ (H|S) > 0, which contradicts the assumption in
Part 2 that S is a k-core of C⊥ as well. Hence we conclude
that Part 2 implies ρ
(
H|[n]\S
)
= n− k. The fact that Part 3
implies Part 2 also follows similarly. Next we will prove the
equivalence of Parts 1 and 4. Clearly, Part 4 implies Part 1,
since in Part 4 we consider all sets of cardinality less than
or equal to k. To see why Part 1 implies Part 4, consider
any set S ⊂ [n], |S| = k − x, such that ρ(G0|S) = k − x,
for some x, 1 ≤ x ≤ k − 1. Since ρ(G0) = t > k, there
exists a set S′ ⊂ [n], |S′| = k − x such that |S ∩ S′| = 0
and ρ(G0|S∪S′) = k. Now, from Part 1, we know that
ρ(G|S∪S′) = k, which then implies that ρ(G|S) = k − x.
This completes the proof of Lemma II.1.
APPENDIX B
PROOF OF THEOREM II.4
The following fact will be used in the proof of Theorem
II.4.
Fact 1 (Problem 3.33, [33]). Consider the finite field FQ =
Fqt as a vector space over Fq , and let {αi ∈ FQ, 1 ≤ i ≤ k}
denote a set of k, k ≤ t linearly independent elements over
Fq . Then the k × k matrix
α1 α2 · · · αk
αq1 α
q
2 · · · αqk
...
αq
k−1
1 α
qk−1
2 · · · αq
k−1
k
 . (71)
is invertible over FQ.
The above statement is equivalent to saying that a degree
qk−1- linearized polynomial f(x) ∈ FQ[x] given by
f(x) =
k−1∑
i=0
aix
qi , ai ∈ Fqt (72)
can be uniquely identified given its evaluations at k points
{α1, · · · , αk} that are linearly independent over Fq .
Proof of Theorem II.4: First of all, we note that the code C
obtained in Construction II.3 is indeed a subcode of C(Q)0 . This
follows from the fact that every row of the generator matrix G
of C can be written as an FQ-linear combination of the rows
of G0 as follows:
[βq
i−1
1 β
qi−1
2 · · · βq
i−1
n ] = [α
qi−1
1 α
qi−1
2 · · · αq
i−1
t ]G0,
1 ≤ i ≤ k. (73)
The above equation follows by combining (12) and the fact
that G0 is a matrix over Fq .
Next, without loss of generality, suppose that ρ
(
G0|[k]
)
=
k. It then follows that the elements {β1, · · · , βk} given by
[β1 · · · βk] = [α1 · · · αt]G0|[k], (74)
are linearly independent over Fq . Combining the above state-
ment along with Fact 1, we get that the matrix G|[k] given
by
G|[k] =

β1 β2 · · · βk
βq1 β
q
2 · · · βqk
...
βq
k−1
1 β
qk−1
2 · · · βq
k−1
k
 . (75)
is invertible. This proves that dim(C) = k, and also proves
that C is an [n, k] MRSC (see Definition 1) of C(Q)0 .
APPENDIX C
PROOF OF CONVERSE PART OF LEMMA IV.1
Consider the [n, t] code C0, and let C denote an [n, k] MRSC
of C0, where k = t −∆ for some ∆ < t. We will show that
there exists an [n + ∆, t] extension C(e)0 of C0 such that for
any S ⊆ [n], |S| = t−∆, we have
ρ
(
G
(e)
0 |S∪{n+1,...,n+∆}
)
= ρ (G0|S) + ∆. (76)
Here, G0 and G
(e)
0 denote generator matrices of the codes C0
and C(e)0 , respectively. Towards this, consider the (n− k)× n
parity check matrix H of C given by
H =
[
H0
He
]
, (77)
where H0 is a parity check matrix of C, and He is some
(t−k)×n matrix over Fq such that ρ(He) = t−k. We define
the candidate code C(e)0 for the extension as one whose parity
check matrix H(e)0 is given by
H
(e)
0 =
[
H0 0n−t×∆
He I∆
]
. (78)
First of all, to see that C(e)0 is indeed an extension of C0,
consider the code C′ generated by G(e)0 |[n], and observe that
C′⊥ = C⊥0 . (79)
The above statement follows from the fact that the dual of
the punctured code C′ is the shortened code of the dual code.
Clearly, (79) implies that C′ = C, and hence C(e)0 is an extension
of C0. Next, we will show that C(e)0 satisfies (76). Towards this,
consider any set S ⊂ [n], |S| = k′ ≤ k such that ρ (G0|S) =
k′. We will prove that
ρ
(
G0|S∪{n+1,...,n+∆}
)
= k′ + ∆. (80)
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Note that proving (80) is sufficient to prove (76). We will
prove (80) by the method of contradiction by supposing that
ρ
(
G0|S∪{n+1,...,n+∆}
)
< k′ + ∆. In this case, we know that
there exists a non-zero vector c(e) ∈
(
C(e)0
)⊥
having a support
T such that
• T ⊂ S ∪ {n+ 1, . . . , n+ ∆},
• T ∩ {n+ 1, . . . , n+ ∆} is not empty, and
• T ∩ S is also not empty (this follows since H has full
row rank).
Now, if we consider the vector c = c(e)|S, this would mean
that the non-zero vector c ∈ C⊥ (but clearly c /∈ C⊥0 ). This
then means that ρ (G|S) < k′. Using Part 4. of Lemma II.1,
we see that this contradicts our assumption that C is an [n, k]
MRSC of C0. Hence we conclude that (80) is indeed true, and
this completes the proof of the converse.
APPENDIX D
PROOF OF LEMMA V.2
Suppose that we are given an [n, t] code C0 over Fq , and
an [n, s] subcode Ĉ of C0 such that the following condition is
satisfied:
ρ(G0|S) = k =⇒ ρ
(
Ĝ|S
)
= s, S ⊆ [n], |S| = k,(81)
where k is such that s < k < t. We need to show that there
exists an [n, k] code C such that
(P1) Ĉ ⊂ C and
(P2) C is an MRSC of C0,
whenever q > ((t − k)s + 1)(n−1k ). We use the equivalent
definition of MRSCs given in Part 3. of Lemma II.1 for
proving the above statement. Let H0 denote a parity check
matrix of the code C0. A parity check matrix H for the
code C can then be given by H =
 H0
∆H
, where ∆H
is a (t − k) × n matrix over Fq . We will show that it
is possible to identify ∆H under sufficiently large q such
that both (P1) and (P2) are satisfied. Towards this, assume
that the entries of ∆H are filled with the indeterminates
xi,j , 1 ≤ i ≤ t−k, 1 ≤ j ≤ n. Also, without loss of generality,
assume that the generator matrix of the code Ĉ is given by
Ĝ =
[
Is | Ps×(n−s)
]
. Now, note that in order to satisfy (P1),
it is sufficient if the {xi,j}s satisfy the following relations:
xi,1
xi,2
...
xi,s
 = −Ps×(n−s)

xi,s+1
xi,s+2
...
xi,n
 ,
∀ i ∈ {1, · · · , t− k}. (82)
The above equation simply says that each of the (t − k) n-
length vectors [xi,1, . . . , xi,n]T , 1 ≤ i ≤ t−k must be picked
from within the code Ĉ⊥. Thus, let us assume that the {xi,j}s
are related as given by (82). Next, in order to satisfy (P2),
we know from Part 3 of Lemma II.1 that it is sufficient if the
following property is satisfied:
(P3) for any S ⊆ [n], |S| = k which is a k-core of C⊥0 , we
have rank(H|[n]\S) = n− k.
Let us now see why it is always possible to pick the {xi,j}s
simultaneously satisfying (82) and (P3). Towards this, let S
denote a k-core of C⊥0 , and consider the (n−k)×(n−k) matrix
H|[n]\S . For satisfying (P3), we need to pick the {xi,j}s such
that H|[n]\S is invertible. Of course, this can be done only if
the matrix H|[n]\S is not trivially rank deficient even before
we pick the {xi,j}s. We claim that there is no such trivial rank
deficiency either due to the rows of the matrix H0 or due to
the relations in (82). To see why this is the case, observe the
following two points:
• Since S is a k-core of C⊥0 , we have ρ
(
H0|[n]\S
)
= n−t.
• Secondly, if we restrict our attention to ∆H|[n]\S , then
the condition in (81) ensures that there is no linear
dependency among the columns of ∆H|[n]\S , even when
the {xi,j}s are picked such that (82) is satisfied. To see
why this is true, suppose that the relations in (82) imply
a linear dependency among the columns of ∆H|[n]\S .
This is possible only if there exists a non-zero vector
ĉ ∈ Ĉ such that supp(ĉ) ⊆ [n]\S, which then implies that
ρ
(
Ĝ|S
)
< s. However this contradicts our assumption
in (81) that ρ
(
Ĝ|S
)
= s, and we thus conclude that the
relations in (82) do not introduce any linear dependency
among the columns of ∆H|[n]\S .
For the rest of the proof, let us define the multivariate
polynomial fS({xi,j}) as fS({xi,j}) = det(H|[n]\S), and
also let f({xi,j}) = ΠS∈T fS({xi,j}), where T denotes
the collection of all k-cores of C⊥0 . We substitute for the
{xi,j , 1 ≤ i ≤ t − k, 1 ≤ j ≤ s}s in the polynomial
f({xi,j}) using (82), and then note that the degree of any
xi,j , 1 ≤ i ≤ t− k, s+ 1 ≤ j ≤ n in the resultant polynomial
is upper bounded by
(
n
k
)
. To see why this is true, we make
the following two observations:
• The degree of any xi,j , 1 ≤ i ≤ t− k, s+ 1 ≤ j ≤ n in
any of the individual polynomials fS({xi,j}) is at most
1. This is true even after we substitute for the {xi,j , 1 ≤
i ≤ t − k, 1 ≤ j ≤ s}s in the polynomial fS({xi,j})
using (82). The reason why the relations in (82) do not
increase the degree of any individual xi,j is because of
the fact that these relations only relate the elements of the
same row in the matrix ∆H , whereas any monomial in
the determinant polynomial fS({xi,j}) consists of n− k
terms that are picked from n− k distinct rows.
• The cardinality of the set T is upper bounded by (nk).
The proof now follows by an application of Combinatorial
Nullstellensatz [41]) which says that there exists a non-zero
evaluation of f({xi,j}) in Fq , if q >
(
n
k
)
.
APPENDIX E
PROOF OF THEOREM V.4
First of all, it is clear that Ĉ(Q) ⊆ C, where C is as obtained
in Construction II.3. Secondly, to see why the code C is
a subcode of C(Q)0 , we note that the last (k − s) rows of
the generator matrix G of C can be written as an FQ-linear
combination of the rows of the matrix B, as follows:
[βq
i−1
1 β
qi−1
2 · · · βq
i−1
n ] = [α
qi−1
1 α
qi−1
2 · · · αq
i−1
t ]B,
1 ≤ i ≤ k − s. (83)
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The above equation follows by combining (35) and the fact
that B is a matrix over Fq . Consequently, every row of G is
an FQ-linear combination of the rows of the matrix G0, and
hence C is indeed a subcode of C(Q)0 .
Next, without loss of generality, suppose that ρ (G0|S) = k,
where S = {1, . . . , k}. We know from (37) that ρ
(
Ĝ|S
)
= s.
Once again, without loss of generality, assume that the matrix
Ĝ|S is given by
Ĝ|S =
[
Is | P̂
]
, (84)
for some s× (k−s) matrix P̂ over Fq . Consider the matrix B
introduced in (34), and assume that B|S = [B1 B2], where
B1 and B2 are matrices over Fq of sizes (t − s) × s and
(t− s)× (k − s), respectively. The matrix G0|S can now be
written in terms of these sub matrices as follows:
G0|S =
 Is P̂
B1 B2
 , (85)
which can be row-reduced and written in the following form:
row-reduced (G0|S) =
 Is P̂
0(t−s)×s B2 −B1P̂
 .(86)
We now make the following observations given the row-
reduced form of G0|S in (86).
• Since ρ (G0|S) = k, it must be true that
ρ
(
B2 −B1P̂
)
= k − s. (87)
• Using the fact that [α1, · · · , αt−s]B = [β1, · · · , βn] from
(35), we get that
[α1, · · · , αt−s]
(
B2 −B1P̂
)
= [βs+1, · · · , βk]−
[β1, · · · , βs]P̂
, [γ1, · · · , γk−s],(88)
where we define the parameter γi as follows:
γi = βs+i −
s∑
j=1
βjP̂ (j, i), 1 ≤ i ≤ k − s. (89)
Here P̂ (j, i) denotes the (j, i)th entry in the matrix P̂ .
Since P̂ is a matrix over Fq , we further note that
γqi = β
q
s+i −
s∑
j=1
βqj P̂ (j, i), 1 ≤ i ≤ k − s. (90)
Let us next consider the matrix G|S and show that ρ (G|S) =
k. Towards this, first of all note from (36) and (84) that G|S
can be written as follows:
G|S =
 Is P̂
Λ1 Λ2
 , (91)
where
Λ1 =

β1 β2 · · · βs
βq1 β
q
2 · · · βqs
...
βq
k−s−1
1 β
qk−s−1
2 · · · βq
k−s−1
s
 (92)
and
Λ2 =

βs+1 βs+2 · · · βk
βqs+1 β
q
s+2 · · · βqk
...
βq
k−s−1
s+1 β
qk−s−1
s+2 · · · βq
k−s−1
k
 . (93)
The matrix G|S in (91) can be row-reduced and written as
follows:
row-reduced (G|S) =
 Is P̂
0(k−s)×s Λ2 − Λ1P̂
 .(94)
In order to prove that ρ (G|S) = k, note that it is enough
if we show that ρ
(
Λ2 − Λ1P̂
)
= k − s. Towards this,
observe that Λ2 − Λ1P̂ can be written as in (95). Equation
where (95) follows from (90). Recall that the {γ}s are related
to the {α}s as given in (88). From (87) we know that
ρ
(
B2 −B1P̂
)
= k − s, from which it follows that the {γ}s
are linearly independent over Fq . Now, we can apply Fact 1 to
see that the matrix Λ2−Λ1P̂ in (95) in indeed invertible, i.e.,
ρ
(
Λ2 − Λ1P̂
)
= k−s. From this it follows that ρ (G|S) = k,
and this completes our proof.
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Λ2 − Λ1P̂ =

[βs+1, · · · , βk]− [β1, · · · , βs] P̂[
βqs+1, · · · , βqk
]− [βq1 , · · · , βqs ] P̂
...[
βq
k−s−1
s+1 , · · · , βq
k−s−1
k
]
−
[
βq
k−s−1
1 , · · · , βq
k−s−1
s
]
P̂

=

γ1 γ2 · · · γk−s
γq1 γ
q
2 · · · γqk−s
...
γq
k−s−1
1 γ
qk−s−1
2 · · · γq
k−s−1
k−s
 , (95)
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