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Kurzfassung
Stetig steigende Anforderungen an technische Systeme hinsichtlich ihrer
Geschwindigkeit, ihrer Genauigkeit sowie ihrer Energie- und Kosteneffi-
zienz bedingen eine immer gro¨ßere Systemkomplexita¨t. Mit dieser geht
eine steigende Anzahl mo¨glicher Fehlerquellen im System einher, was die
Notwendigkeit fortgeschrittener Diagnoseverfahren begru¨ndet. Vor diesem
Hintergrund hat diese Arbeit den Entwurf robuster modellbasierter Fehler-
isolationsfilter fu¨r lineare zeitinvariante Systeme zum Ziel. Diese erlauben
eine zuverla¨ssige Lokalisierung von Fehlern auf Basis eines quantitativen
Systemmodells.
Zuna¨chst wird der Entwurf beobachterbasierter Fehlerisolationsfilter be-
trachtet. Dazu wird die Dualita¨t zum Entkopplungsreglerentwurf her-
ausgearbeitet und systematisch genutzt, was es erlaubt, bekannte Ver-
fahren wie den Entkopplungsreglerentwurf nach Falb und Wolovich und
die Vollsta¨ndige Modale Synthese auf das Problem der Fehlerisolation zu
u¨bertragen. Daru¨ber hinaus wird die Klasse der mittels Fehlerisolations-
beobachtern handhabbaren linearen Systeme erweitert und es erfolgt eine
Verallgemeinerung fu¨r nichtquadratische Systeme mit zusa¨tzlichen Mess-
gro¨ßen. Dabei ergeben sich zusa¨tzliche Entwurfsfreiheitsgrade.
Fu¨r die praktische Anwendung von Diagnoseverfahren ist ihre Robust-
heit sowohl gegenu¨ber exogenen Sto¨rungen als auch unsicheren Parametern
von essentieller Bedeutung. Beide Aspekte werden im Rahmen der Arbeit
betrachtet und es erfolgt eine auf linearen Matrixungleichungen basieren-
de Optimierung der Robustheit der Fehlerisolationsbeobachter, welche die
herausgearbeiteten Freiheitsgrade nutzt.
Schließlich werden Fehlerisolationsfilter allgemeinerer Struktur betrach-
tet, die gegenu¨ber den beobachterbasierten Methoden einen vereinheitli-
chenden Entwurf liefern. Dieser erfolgt optimierungsbasiert und erlaubt
eine einfache Auslegung, bei der lediglich intuitive Parameter einzustellen
sind.
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Abstract
Increasing demands regarding speed, accuracy, energy-efficiency, and costs
drive the complexity of technical system. This comes along with a rising
number of potential faults in a system creating a need for advanced fault
diagnosis methods. To this end, this thesis is focused on the design of
robust model-based fault isolation filters for linear time-invariant plants.
These allow to reliably localize faults based on quantitative system models.
First, observer-based fault isolation filters are considered. Duality to
non-interacting controller design is established and systematically ex-
ploited by transferring well-known methods (Falb and Wolovich’s non-
interacting controller design as well as the parametric eigenstructure as-
signment approach) to the problem of fault isolation. Furthermore, the
class of systems, which are tractable using fault isolation observers, is
extended and the methods are generalized to non-square systems with ad-
ditional measurements. This gives rise to additional degrees of freedom in
the design.
Since robustness with respect to both exogenous disturbances and un-
certain parameters is of utmost importance for practical applications, both
aspects are taken into account in this thesis. Optimization-based methods
are deduced with the aid of linear matrix inequalities to optimize robust-
ness of the fault isolation observers employing the free design parameters.
Lastly, fault isolation filters with a generalized structure are discussed.
Compared to the observer-based approaches they enable a unifying design
framework. The method is optimization-based and allows to design the
filters by means of tuning only few intuitive parameters.
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Unser Alltag ist gepra¨gt von einem sta¨ndig steigenden Automatisierungs-
grad. Dies betrifft nicht nur die industrielle Produktion, in der Robo-
ter in immer mehr Anwendungsbereichen Einzug halten, sondern auch
das allta¨gliche Leben. Hier werden zunehmend Aufgaben von Computern
u¨bernommen. Als Beispiel sind Assistenzsysteme zu nennen, die in der
Luftfahrttechnik in Form von Autopiloten seit geraumer Zeit etabliert sind
und derzeit unter anderem als Spurhaltesysteme und automatische Not-
bremssysteme Schritt fu¨r Schritt in der Automobilindustrie zum Einsatz
kommen. Auch in anderen Bereichen wie zum Beispiel der mobilen Te-
lekommunikation, der Unterhaltungselektronik oder der Haushaltsgera¨te
werden zunehmend Aufgaben automatisiert.
Doch nicht nur die Anzahl automatisierter Systeme nimmt stetig zu,
auch die Anforderungen, die derartige Systeme erfu¨llen mu¨ssen, steigen.
Getrieben von o¨konomischen und o¨kologischen Randbedingungen sind ei-
ne mo¨glichst hohe Zuverla¨ssigkeit und Produktqualita¨t bei gleichzeitiger
Senkung der Kosten und Emissionen zu erreichen. Oftmals haben diese
konkurrierenden Anforderungen eine gesteigerte Komplexita¨t des Gesamt-
systems zur Folge, da sich nur damit die entsprechenden Ziele erreichen
lassen. Ein Beispiel aus dem Bereich der Verbrennungsmotoren ist die se-
lektive katalytische Reduktion (SCR), bei der Stickoxidemissionen in Ab-
gasen von Dieselmotoren gesenkt werden. Der zusa¨tzliche Katalysator mit
der Einspritzung von Harnstoﬄo¨sung wird beno¨tigt, um strenge Abgas-
normen zu erfu¨llen, er erho¨ht jedoch die Komplexita¨t des Gesamtsystems.
Daru¨ber hinaus existieren zahlreiche Systeme, die in ihrer Natur a¨ußerst
komplex sind, wie zum Beispiel Energieverteilungssysteme oder Verkehrs-
managementsysteme.
Mit steigender Komplexita¨t ergeben sich gleichermaßen neue Fehlerquel-
len. Dabei ko¨nnen Fehlfunktionen sowohl innerhalb zusa¨tzlicher Kompo-
nenten als auch im Zusammenspiel verschiedener Teilsysteme auftreten,
sie ko¨nnen die Aktorik, den Prozess selbst oder die Sensorik betreffen.
Aufgrund der komplexen und vielfa¨ltigen Abha¨ngigkeiten innerhalb eines
Systems ko¨nnen bereits vermeintlich unbedeutende Fehler drastische Kon-
sequenzen fu¨r das Gesamtsystem haben. Dies kann von einer niedrigeren
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Performance u¨ber ein undefiniertes und unvorhersehbares Verhalten bis
hin zur Instabilita¨t beziehungsweise dem Totalausfall des Systems fu¨hren.
Das Gebiet der Fehlerdiagnose befasst sich daher mit der rechtzeiti-
gen und zuverla¨ssigen Erkennung, Lokalisierung und Quantifizierung von
Fehlern innerhalb eines Systems. Dies erfu¨llt unterschiedliche Zwecke:
Zuna¨chst liefert es Informationen u¨ber aufgetretene Fehler und erleichtert
somit die Wartung. Daru¨ber hinaus stellt die Fehlerdiagnose die Grundlage
dafu¨r dar, die Steuerung beziehungsweise Regelung eines Systems zu re-
konfigurieren und beispielsweise in einen sicheren Betriebsmodus zu wech-
seln. Derartige Maßnahmen werden unter dem Begriff der fehlertoleranten
Regelung zusammengefasst.
Der klassische Ansatz zur Fehlerdiagnose basiert auf der redundanten
Realisierung von Hardwarekomponenten. Als Beispiel hierfu¨r sind mehr-
fach verbaute Sensoren zu nennen. Diese kommen unter anderem in der Ge-
schwindigkeitsmessung von Flugzeugen zum Einsatz, fu¨r die mehrere Stau-
drucksonden herangezogen werden. Allerdings bringt ein solcher Ansatz
zusa¨tzliche Kosten mit sich und erho¨ht den beno¨tigten Bauraum, weswe-
gen er nicht immer mo¨glich beziehungsweise wirtschaftlich sinnvoll ist. Seit
den 1970er Jahren hat sich daher, angetrieben zuna¨chst vor allem durch
Entwicklungen im Luft- und Raumfahrtbereich [257], das Feld der modell-
basierten Fehlerdiagnose etabliert. Dabei wird auf ein dynamisches Modell
des betrachteten Systems und der mo¨glichen Fehler zuru¨ckgegriffen, um die
Fehler zu erkennen und zu lokalisieren. Grundsa¨tzlich erfolgt somit eine
Verlagerung des zusa¨tzlichen Aufwandes von der Hardware- hin zur kos-
tengu¨nstigeren Softwareseite. Auf Grundlage eines Prozessmodells werden
messbare Gro¨ßen gefiltert, um auf aufgetretene Fehler zuru¨ckschließen zu
ko¨nnen. Einen ausfu¨hrlichen U¨berblick u¨ber die Entwicklungen der vergan-
genen Jahrzehnte bieten die Bu¨cher [32, 58, 111]. Ziel ist es entweder, das
gleiche Sicherheitsniveau bei verringertem Hardwareaufwand zu erreichen,
oder aber mit gleichem Hardwareaufwand das Sicherheitsniveau durch die
Einbeziehung eines Prozessmodells weiter zu steigern. Neben der Frage,
wie sich Filter zu diesem Zweck entwerfen lassen, spielt die Frage der Ro-
bustheit fu¨r die praktische Anwendung solcher Filter eine große Rolle. Die
beim Entwurf verwendeten Modelle stellen zwangsla¨ufig eine Abstraktion
beziehungsweise Vereinfachung der realen Zusammenha¨nge dar, sie unter-
liegen damit gewissen Unsicherheiten. Fu¨r den praktischen Einsatz ist es
jedoch von gro¨ßter Wichtigkeit, dass die Filter trotz derartiger Unsicher-
heiten und Sto¨rungen zuverla¨ssig funktionieren und einen Ru¨ckschluss auf
die Fehler zulassen.
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1.1 Ziele und Beitra¨ge der Arbeit
Ziel der Arbeit ist die Entwicklung von Verfahren zum Entwurf modellba-
sierter Fehlerisolationsfilter, die eine Lokalisierung von Fehlern auf Grund-
lage gemessener Ausgangsgro¨ßen sowie eines quantitativen Prozessmodells
erlauben. Wesentliches Augenmerk liegt dabei
1. auf der Vergro¨ßerung der handhabbaren Systemklasse ge-
genu¨ber existierenden Resultaten,
2. auf dem Entwurf von Fehlerisolationsfiltern niedriger Ord-
nung, die mit einem geringen Implementierungsaufwand einherge-
hen, sowie
3. auf der Steigerung der Robustheit von Fehlerisolationsfiltern
gegenu¨ber Sto¨rungen und Parameterunsicherheiten.
Neben einem umfassenden U¨berblick u¨ber die modellbasierte Fehlerdiag-
nose und einer Einordnung von Fehlerisolationsfiltern in diese Thematik
liefert die vorliegende Arbeit in allen drei Punkten neue Verfahren und Er-
gebnisse, die in den entsprechenden Kapiteln ausfu¨hrlich diskutiert werden.
Grundphilosophie bei der Bewa¨ltigung der genannten Teilziele ist es,
die Problemstellung soweit wie mo¨glich auf bekannte Probleme der Re-
gelungstechnik zuru¨ckzufu¨hren, um auf Resultate aus anderen Bereichen
zuru¨ckgreifen zu ko¨nnen. Dies betrifft insbesondere die systematische Aus-
nutzung der engen Verwandtschaft zum Problem des linearen Entkopp-
lungsreglerentwurfes.
Ein weiterer Schwerpunkt liegt auf dem einfachen Entwurf der Feh-
lerisolationsfilter. Dazu wird angestrebt, die Filter weitgehend automa-
tisiert zu entwerfen und die Steigerung der Robustheit durch das automa-
tisierte Lo¨sen von Optimierungsproblemen in einfacher Art und Weise zu
ermo¨glichen. Die Anzahl der beim Entwurf einzustellenden Parameter soll-
te dabei mo¨glichst gering sein und sich insbesondere durch eine intuitive
Wahl der Entwurfsparameter auszeichnen.
1.2 Aufbau der Arbeit
Die Arbeit gliedert sich in sieben Kapitel, der Aufbau ist in Abbildung 1.1
skizziert. Nach den einfu¨hrenden Betrachtungen wird in Kapitel 2 ein
U¨berblick u¨ber den Stand der Technik im Bereich der modellbasierten
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Fehlerisolation gegeben. Dabei erfolgt auch die Einordnung in den Ge-
samtkontext der Fehlerdiagnose und die Kla¨rung der Grundbegriffe.
Kapitel 3 rekapituliert anschließend mathematische und regelungstech-
nische Grundlagen, die zum Versta¨ndnis der Arbeit no¨tig sind. Es bildet
gemeinsam mit Kapitel 2 das Fundament fu¨r die erarbeiteten neuen Er-
gebnisse.
Diese finden sich im Hauptteil der Arbeit in den Kapiteln 4 bis 6.
Kapitel 4 befasst sich mit dem Entwurf von Fehlerisolationsbeobachtern
(FIOs1)) fu¨r Systeme, deren Parameter exakt bekannt sind und die kei-
nerlei Sto¨rungen unterliegen. Grundlage dabei ist die Erkenntnis, dass
1)In der weitgehend englischsprachigen Literatur werden Fehlerisolationsbeobachter
als fault isolation observers bezeichnet. Aus Gru¨nden der Konsistenz wird daher
die Abku¨rzung FIO (beziehungsweise FIOs im Plural) verwendet.
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es sich bei dem Entwurfsproblem fu¨r derartige Systeme um das duale
Problem zum bekannten linearen Entkopplungsreglerentwurf handelt (Ab-
schnitt 4.4). In der systematischen Ausnutzung dieser Tatsache ist der
wesentliche Beitrag des Kapitels zu sehen. Es ergeben sich daraus zwei
unterschiedliche Entwurfsverfahren, die in Abschnitt 4.5 vorgestellt wer-
den. Das erste basiert auf dem klassischen Entkopplungsreglerentwurf nach
Falb und Wolovich [67] und das zweite auf der Vollsta¨ndigen Modalen
Synthese [185]. Durch dynamische Erweiterungen des Beobachters la¨sst
sich zum einen die Dynamik der erzeugten Residuen beeinflussen (Ab-
schnitt 4.6), zum anderen lassen sich die Existenzbedingungen fu¨r den
Entwurf von FIOs abschwa¨chen. Damit gelingt der Entwurf fu¨r statisch
nicht isolierbare Systeme (Abschnitt 4.7) und fu¨r nicht minimalphasige
Systeme (Abschnitt 4.8), wodurch die Klasse der handhabbaren linearen
Systeme wesentlich erweitert wird. Abschnitt 4.9 behandelt Systeme, die
u¨ber zusa¨tzliche Messgro¨ßen verfu¨gen. In solchen so genannten nichtqua-
dratischen Systemen ergeben sich zusa¨tzliche Freiheitsgrade, die explizit
charakterisiert und diskutiert werden. Zum Abschluss des Kapitels fin-
den sich neue Resultate zur beobachterbasierten Fehlerisolation unter ab-
geschwa¨chten strukturellen Anforderungen. Dies wird in Abschnitt 4.10
unter dem Stichwort der partiellen Fehlerisolation behandelt.
Durch die ausfu¨hrliche Behandlung der Entwurfsverfahren fu¨r sto¨rungs-
freie, nominale Systeme wird weiterhin die Grundlage fu¨r Kapitel 5 gelegt.
Darin werden verschiedene Robustheitsaspekte betrachtet und Entwu¨rfe
erarbeitet, welche die robuste Generierung von Residuen unter dem Ein-
fluss exogener Sto¨rungen sowie unsicherer Parameter ermo¨glichen. In Ab-
schnitt 5.3 werden Systeme mit ebenso vielen Messgro¨ßen wie potentiellen
Fehlern behandelt (quadratische Systeme). Abschnitt 5.4 erweitert die Be-
trachtungen auf nichtquadratische Systeme. Bei derartigen Systemen erge-
ben sich wie bereits angedeutet zusa¨tzliche Freiheitsgrade, die systematisch
zur Optimierung der Robustheit ausgenutzt werden. Die Freiheitsgrade,
die sich bei partieller Fehlerisolation ergeben, werden in Abschnitt 5.5 zur
Robustheitssteigerung ausgenutzt.
Wa¨hrend in den Kapiteln 4 und 5 die Struktur eines Beobachters fu¨r die
Fehlerisolation herangezogen wird, wird in Kapitel 6 ein allgemeinerer An-
satz gewa¨hlt. Es kommen allgemeine dynamische Filter (FIFs2)) zum Ein-
satz, fu¨r die kein analytischer, sondern ein optimierungsbasierter Entwurf
vorgeschlagen wird (Abschnitt 6.4). In Abschnitt 6.5 werden Robustheits-
2)Die Abku¨rzung erkla¨rt sich aus dem in der englischsprachigen Literatur ga¨ngigen
Begriff der fault isolation filters.
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aspekte fu¨r allgemeine Fehlerisolationsfilter behandelt. Dabei zeigt sich,
dass die Optimierung der Robustheit und die Ausnutzung zusa¨tzlicher
Freiheitsgrade in sehr geradliniger Art und Weise mo¨glich ist und dass
somit nicht nur ein allgemeinerer, sondern auch ein vereinheitlichender
Entwurf gegeben ist.
Die Ergebnisse werden in Kapitel 7 zusammengefasst, ebenso wird dort
ein Ausblick auf sich anschließende Problemstellungen gegeben.
72 Modellbasierte
Fehlerdiagnose: ein
U¨berblick
Die Fehlerdiagnose ist wie bereits erwa¨hnt seit den 1970er Jahren ein akti-
ves Forschungsgebiet. Dementsprechend haben sich zahlreiche Forschungs-
richtungen und Ansa¨tze herauskristallisiert und es existiert eine Fu¨lle von
Literatur zu diesem Thema. Die umfassenden Bu¨cher [16, 32, 58, 111] sowie
die U¨bersichtsartikel [78, 84, 109, 110, 219–221] bieten in dieser Hinsicht
eine detaillierte Zusammenfassung der Entwicklung und des Standes der
Technik.
In diesem Kapitel werden zuna¨chst gema¨ß Abbildung 2.1 die Grundbe-
griffe und Teilprobleme der Fehlerdiagnose eingefu¨hrt und ero¨rtert (Ab-
schnitt 2.1). Auf dieser Grundlage werden in Abschnitt 2.2 unterschied-
Grundbegriffe
Abschnitt 2.1
Grundkonzepte
Abschnitt 2.2
Ziele
Abschnitt 2.3
Modellbasierte Fehler-
diagnose, Abschn. 2.4
Modellbasierte Fehler-
isolationsfilter, Abschn. 2.5
Abbildung 2.1: Aufbau des 2. Kapitels
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liche Konzepte der Fehlerdiagnose zusammengefasst. Dies erlaubt es zum
einen, die wesentlichen Entwurfsziele fu¨r die im Rahmen dieser Arbeit ent-
wickelten Verfahren zu pra¨zisieren (Abschnitt 2.3). Zum anderen lassen
sich die Ergebnisse dadurch wie in Abschnitt 2.4 beschrieben in den Ge-
samtkontext der modellbasierten Fehlerdiagnose einordnen. Abschnitt 2.5
bietet schließlich einen detaillierten U¨berblick zu existierenden Verfahren
der beobachter- beziehungsweise filterbasierten Fehlerisolation.
2.1 Grundbegriffe
Als einheitlicher Standard fu¨r die Definition wesentlicher Grundbegriffe
hat sich im Bereich der Fehlerdiagnose der Kanon des Safeprocess-
Komitees der IFAC1) etabliert. Auch die Begriffsdefinitionen in der vor-
liegenden Arbeit folgen im Wesentlichen diesen in [109] vero¨ffentlichten
Vorschla¨gen. Zentral ist dabei der Begriff des Fehlers.
Definition 2.1 (Fehler). Ein Fehler ist eine unerlaubte Abweichung we-
nigstens einer charakteristischen Eigenschaft oder eines Parameters von
seiner Standardauspra¨gung.
Diese sehr allgemeine Definition umfasst eine Vielzahl unterschiedlicher
Fehlerklassen, sowohl hinsichtlich der Fehlerursache (prozessinterne Feh-
ler und Fehler durch externe Einflu¨sse), des Fehlerortes (Fehler in Ak-
torik, Prozess oder Sensorik) und der Dynamik des Fehlers (zum Bei-
spiel sprungfo¨rmig, kriechend oder periodisch). Die Fehler gilt es mittels
der Fehlerdiagnose zu erkennen, zu lokalisieren, in ihrer Amplitude ab-
zuscha¨tzen und in ihrer Ursache zu bestimmen. Dies grenzt sie entschei-
dend ab von Sto¨rungen.
Definition 2.2 (Sto¨rung). Eine Sto¨rung ist eine unbekannte Eingangs-
gro¨ße, die auf das System einwirkt.
Es sei angemerkt, dass diese Definition den einfacheren Fall
messbarer Sto¨rgro¨ßen ausschließt, deren Einfluss sich durch eine
Sto¨rgro¨ßenaufschaltung abschwa¨chen beziehungsweise sogar kompensieren
ließe. Sto¨rungen sind also ebenso wie Fehler prinzipiell nicht bekannt. Sie
sollen jedoch nicht erkannt werden, vielmehr gilt es, ihren Einfluss bei der
Fehlerdiagnose zu unterdru¨cken. Grundsa¨tzlich wird also angestrebt, Feh-
ler trotz des Einflusses von Sto¨rungen zu diagnostizieren. Ein wesentliches
Hilfsmittel dafu¨r sind die sogenannten Residuen.
1)International Federation of Automatic Control
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Definition 2.3 (Residuen). Residuen sind Fehlerindikatoren.
Diese Fehlerindikatoren ergeben sich ha¨ufig aus der Diskrepanz zwischen
zwei Signalen, zum Beispiel der Differenz von gemessenen und gescha¨tzten
Ausgangssignalen. Dementsprechend sind Residuen in [109] definiert als
Fehlerindikatoren, die sich aus einer Differenz zwischen gemessenen Sig-
nalen und modellbasierten Berechnungen ergeben. Definition 2.3 weicht
bewusst davon ab und fasst den Begriff des Residuums allgemeiner auf.
Na¨her begru¨ndet wird dies in Kapitel 6 beim Entwurf allgemeiner Fehler-
isolationsfilter.
Im Folgenden wird na¨her auf verschiedene Typen von Fehlern sowie ihre
Modellierung eingegangen.
2.1.1 Typen von Fehlern
Die in einem System auftretenden Fehler lassen sich hinsichtlich ver-
schiedener Merkmale charakterisieren. Zuna¨chst ko¨nnen sie wie in Ab-
bildung 2.2 gezeigt bezu¨glich des Streckenteils unterschieden werden, in
dem sie auftreten. Daraus ergibt sich die Unterscheidung in Aktorfehler,
Prozessfehler und Sensorfehler.
Aktorfehler entstehen daraus, dass ein Stellglied nicht die vom Regler
oder der Steuerung vorgegebene Stellgro¨ße produziert. Fu¨r eine lineare
Strecke der Darstellung x˙ = Ax+Bu fu¨hrt dies zu
x˙ = Ax+B (ureg +∆u) = Ax+Bureg + B︸︷︷︸
Eaktor
∆u︸︷︷︸
faktor
. (2.1)
Offensichtlich besteht der Fehler (beziehungsweise die Fehler) in ∆u, al-
so der Differenz zum vorgegebenen Stellgro¨ßenvektor2) ureg. Fa¨llt bei-
spielsweise ein Aktor komplett aus und gibt die Stellgro¨ße 0 aus, so ist
∆ui = −ureg,i. Die Aktorfehler wirken u¨ber die gleiche Eingangsmatrix
auf die Streckendynamik wie die Stellgro¨ßen (Eaktor = B).
Treten im Prozess selbst Fehler auf, so spricht man von Prozessfehlern.
Beispiele dafu¨r sind ein Leck in einem Tank oder eine zu detektierende
einwirkende Kraft in einem mechanischen System. Prozessfehler wirken
auf die Systemdynamik wie zusa¨tzliche, unbekannte Eingangsgro¨ßen, es
ist also
x˙ = Ax+Bu+Eprozessfprozess, (2.2)
2)Gemeint ist hier eine Differenz aufgrund eines Defektes. Differenzen zwischen vorge-
gebener und tatsa¨chlicher Stellgro¨ße aufgrund von Stellgro¨ßenbeschra¨nkungen wer-
den nicht betrachtet.
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StreckeAktorik Sensorik
ureg u y ymess
faktor fprozess fsensor
Abbildung 2.2: Aktor-, Prozess- und Sensorfehler
wobei sich die Matrix Eprozess aus der Modellbildung ergibt. Prozessfeh-
ler wirken in der gleichen Art und Weise auf die Strecke, wie es addi-
tive Sto¨rungen der Streckendynamik tun. Es ist daher ein entscheidender
Schritt in der Modellbildung beziehungsweise in der Konzeption eines Feh-
lerdiagnosesystems, festzulegen, ob eine Einflussgro¨ße als Sto¨rung oder als
Prozessfehler aufgefasst werden soll. Daraus ergibt sich, ob die Gro¨ße zu
detektieren und isolieren ist (falls sie als Fehler aufgefasst wird), oder ob
ihr Einfluss durch das Diagnosesystem unterdru¨ckt werden soll (falls sie
als Sto¨rung aufgefasst wird). Aus dem Vergleich von (2.1) und (2.2) wird
weiterhin deutlich, dass Prozessfehler strukturell genauso auf die Strecken-
dynamik wirken wie Aktorfehler. Sie unterscheiden sich lediglich durch die
Fehlereingangsmatrix und man kann zusammenfassend schreiben
x˙ = Ax+Bureg +
[
B Eprozess
] [ faktor
fprozess
]
. (2.3)
Vereinfachend wird daher im Rahmen dieser Arbeit der Begriff Aktorfehler
u¨bergreifend fu¨r alle auf die Streckendynamik einwirkenden Fehler verwen-
det, er schließt also Prozessfehler ausdru¨cklich mit ein.
Neben der Aktorik und dem Prozess selbst stellt die Sensorik den dritten
wesentlichen Teil des Gesamtsystems dar. Geht man weiterhin von einer li-
nearen Strecke aus, la¨sst sich die Ausgangsgleichung durch y = Cx+Du
beschreiben. Treten nun in den Sensoren Fehler auf, so weichen die Mess-
gro¨ßen ab und es ist
ymess = Cx+Du+Esensorfsensor. (2.4)
In der Literatur werden oftmals Systeme betrachtet, die lediglich Fehlern
unterliegen, die auf die Streckendynamik einwirken (also Aktor- und Pro-
zessfehlern). Dies ist dadurch begru¨ndet, dass sich nach [169] Sensorfehler
als sogenannte Pseudoaktorfehler modellieren lassen. Dazu nimmt man an,
dass die Dynamik der Fehler mit einem fiktiven f˜ beschrieben werden kann
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durch
ζ˙ = Φζ +Λf˜ , (2.5a)
fsensor = Γζ. (2.5b)
Setzt man dies in das mit Sensorfehlern behaftete System ein, so ergibt
sich das erweiterte System3)[
x˙
ζ˙
]
=
[
A 0
0 Φ
] [
x
ζ
]
+
[
B
0
]
u+
[
0
Λ
]
f˜ ,
ymess =
[
C EsensorΓ
] [x
ζ
]
+Du.
Offensichtlich treten in diesem System keine Sensorfehler auf, sondern le-
diglich Aktorfehler. Dadurch lassen sich Systeme mit Sensorfehlern in er-
weiterte Systeme umwandeln, die ausschließlich Aktorfehlern unterliegen.
Dadurch mu¨ssen Sensorfehler prinzipiell bei der Entwicklung von Ent-
wurfsverfahren nicht beru¨cksichtigt werden, was die Betrachtungen zum
Teil vereinfacht. Das Vorgehen weist allerdings auch zwei Nachteile auf.
Zum einen ergibt sich ein erweitertes Gesamtsystem ho¨herer Ordnung, so
dass im Allgemeinen auch der Implementierungsaufwand fu¨r das zu ent-
werfende Diagnosesystem steigt. Zum anderen setzt (2.5) voraus, dass sich
die Dynamik der Sensorfehler modellieren la¨sst. Weicht die tatsa¨chliche
Fehlerdynamik davon ab, wird die Qualita¨t des Diagnosesystems beein-
tra¨chtigt. Außerdem stellen Φ, Λ und Γ zusa¨tzliche Entwurfsparameter
dar, die auszulegen sind. Daher werden Sensorfehler im Rahmen der vor-
liegenden Arbeit nicht in Pseudoaktorfehler umgewandelt. Aufgrund dieser
direkten Behandlung ist keine Annahme u¨ber die Dynamik der Sensorfeh-
ler no¨tig.
Fasst man (2.3) und (2.4) zusammen, so erha¨lt man als kompakte Dar-
stellung
x˙ = Ax+Bureg +
[
B Eprozess 0
]︸ ︷︷ ︸
Ea
f ,
ymess = Cx+Dureg +
[
D 0 Esensor
]︸ ︷︷ ︸
Es
f .
3)Mit 0 wird in dieser Arbeit eine Nullmatrix passender Dimension abgeku¨rzt.
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Dabei werden alle auftretenden Fehler in dem Fehlervektor
f =

 faktorfprozess
fsensor


zusammengefasst. Von dieser Systemdarstellung wird bei den Entwurfs-
verfahren im Rahmen dieser Arbeit stets ausgegangen.
Bei den bisher diskutierten Arten von Fehlern handelt es sich jeweils
um additive Fehler. Eine weitere Art von Fehlern, die auftreten ko¨nnen,
sind multiplikative Fehler. Diese werden im Wesentlichen dadurch hervor-
gerufen, dass sich Parameter der Systemmatrizen a¨ndern, was sich durch
x˙ =
(
A+
nf,A∑
i=1
fA,i ·∆Ai
)
x+
(
B +
nf,B∑
i=1
fB,i ·∆Bi
)
u, (2.6a)
y =
(
C +
nf,C∑
i=1
fC,i ·∆Ci
)
x+
(
D +
nf,D∑
i=1
fD,i ·∆Di
)
u (2.6b)
beschreiben la¨sst. Dabei gibt nf,A die Anzahl der mo¨glichen Fehler in der
Systemmatrix A an, nf,B die Anzahl der Fehler in der Eingangsmatrix
B, nf,C die Anzahl der Fehler in der Ausgangsmatrix C und nf,D die
Anzahl der Fehler in der DurchgangsmatrixD. Fasst man die Einzelfehler
zu Vektoren wie fA = [fA,1 . . . fA,nf,A ]
T zusammen, so la¨sst sich der
verallgemeinerte Fehlervektor
f =


fA ⊗ x
fB ⊗ u
fC ⊗ x
fD ⊗ u

 ∈ Rn(nf,A+nf,C)+nu(nf,B+nf,D)
aufstellen, wobei n die Dimension des Zustandsvektors x und nu die Di-
mension des Eingangsgro¨ßenvektors u ist.4) Es wird also zum Beispiel jedes
Element des Vektors fA mit dem gesamten Zustandsvektor xmultipliziert,
4)Dabei stellt ⊗ das Kroneckerprodukt dar, welches fu¨r zwei Matrizen A ∈ Rn×m
und B definiert ist als
A⊗B =


a11 · · · a1m
..
.
..
.
an1 · · · anm

⊗B =


a11B · · · a1mB
..
.
..
.
an1B · · · anmB


.
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woraus sich die Dimension von f erkla¨rt. Damit la¨sst sich (2.6) schreiben
als
x˙ = Ax+Bu+
[
∆A1 · · · ∆Anf,A ∆B1 · · · ∆Bnf,B 0
]︸ ︷︷ ︸
Ea
f ,
y = Cx+Du+
[
0 ∆C1 · · · ∆Cnf,C ∆D1 · · · ∆Dnf,B
]︸ ︷︷ ︸
Es
f .
Somit lassen sich multiplikative Fehler als additive Fehler darstellen. Da-
bei ist jedoch zu beachten, dass multiplikative Fehler im Gegensatz zu
additiven Fehlern die Stabilita¨t des Systems beeinflussen ko¨nnen. Bei der
Umformulierung als additive Fehler ist dementsprechend zu u¨berpru¨fen, ob
A+
∑nf,A
i=1 fA,i ·∆Ai fu¨r alle mo¨glichen Fehler fA eine Hurwitz-Matrix5)
ist. Wie in [58] angemerkt ko¨nnen auch multiplikative Fehler in B, C und
D die Stabilita¨t beeintra¨chtigen, wenn anstatt einer offenen Strecke der
geschlossene Regelkreis betrachtet wird.
Ebenso wie bei der Modellbildung entschieden werden muss, ob
bestimmte Einflussgro¨ßen auf das System als Prozessfehler oder als
zu unterdru¨ckende Sto¨rungen aufgefasst werden sollen, ist eine Ent-
scheidung bezu¨glich der in (2.6) auftretenden Gro¨ßen
∑nf,A
i=1 fA,i ·∆Ai,∑nf,B
i=1 fB,i ·∆Bi,
∑nf,C
i=1 fC,i ·∆Ci und
∑nf,D
i=1 fD,i ·∆Di zu treffen. Diese
ko¨nnen einerseits wie oben beschrieben als zu erkennende multiplikati-
ve Fehler verstanden werden. Andererseits ist es aber auch mo¨glich, sie
als Unsicherheiten in der Modellbildung aufzufassen, deren Einfluss es zu
unterdru¨cken gilt. Diese grundlegende Entscheidung ist zu Beginn des Ent-
wurfes eines Diagnosesystems zu treffen.
Eine weiteres Merkmal, anhand dessen sich Fehler klassifizieren lassen,
ist die Fehlerdynamik. Typische Fa¨lle sind sprungfo¨rmige Fehler, wie sie
beispielsweise durch den Bruch einer Feder oder einen vergleichbaren Aus-
fall gegeben sind. Eine weitere Klasse stellen rampenfo¨rmige Fehler dar,
wie sie bei einem temperaturbedingten, langsamen Ansteigen eines Sen-
soroffsets auftreten. Da fu¨r die im Rahmen dieser Arbeit verwendeten Ver-
fahren u¨berwiegend keine Annahmen u¨ber die Fehlerdynamik no¨tig sind,
werden die Fehler in dieser Hinsicht nicht differenziert. Mit den entwi-
ckelten Methoden ist eine Detektion und Isolation von Fehlern beliebiger
Dynamik mo¨glich.
Anhand des in Abbildung 2.3 gezeigten schematischen Dreitanksystems
sollen die unterschiedlichen Fehlertypen beispielhaft verdeutlicht werden.
5)Eine Matrix heißt Hurwitz-Matrix, wenn alle ihre Eigenwerte in der offenen linken
s-Halbebene liegen.
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u1 + f1 u2 + f2
f5
f4f3
Abbildung 2.3: Beispiele fu¨r Fehlertypen in einem Dreitanksystem
Das System besteht aus drei miteinander gekoppelten Tanks, die u¨ber
Rohre verbunden sind. Mittels zweier Pumpen ko¨nnen Zuflu¨sse in den
ersten und dritten Tank eingestellt werden. Im dritten Tank befindet sich
ein Abfluss und die Fu¨llho¨he der drei Tanks wird gemessen.
Bei dem im Bild mit f1 = ∆u1 und f2 = ∆u2 gekennzeichneten Feh-
lern handelt es sich um additive Aktorfehler. Sie resultieren daraus, dass
die jeweilige Pumpe nicht den angeforderten Volumenstrom produziert.
An dieser Stelle wird deutlich, dass beim Entwurf eines Fehlerdiagnose-
systems die festgelegten Systemgrenzen und das Abstraktionsniveau eine
wesentliche Rolle spielen. Im betrachteten Beispiel werden die Pumpen als
Aktoren des Dreitanksystems aufgefasst. Bei einer detaillierteren Betrach-
tung ko¨nnte man entweder ein separates Diagnosesystem fu¨r jede Pumpe
entwerfen oder aber das Modell der Pumpendynamik in das Gesamtsystem
miteinbeziehen.
Der Fehler f3 stellt einen additiven Sensorfehler dar, der aus einem Off-
set der gemessenen Fu¨llho¨he resultiert. Weiterhin ist im zweiten Tank ein
mo¨gliches Leck modelliert, was sich durch den additiven Prozessfehler f4
a¨ußert. Zuletzt ist mit f5 ein multiplikativer Prozessfehler skizziert. Dieser
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Abbildung 2.4: Klassifikation verschiedener Fehlertypen
kommt durch Ablagerungen im Abflussrohr und einem damit einhergehen-
den verringerten Querschnitt zustande. Selbstversta¨ndlich ist eine Vielzahl
weiterer Fehler denkbar, die vorgestellten Beispiele erheben keinen An-
spruch auf Vollsta¨ndigkeit. Sie dienen lediglich dazu, verschiedene Typen
von Fehlern zu demonstrieren.
Abbildung 2.4 fasst obige Ausfu¨hrungen allgemein zusammen und ver-
deutlicht, dass sich die diskutierten Fehlerarten letztendlich auf additive
Aktor- und Sensorfehler zuru¨ckfu¨hren lassen. Diese blau gekennzeichne-
ten Typen sind die im Rahmen dieser Arbeit betrachteten Fehler. Bei
den weiteren Betrachtungen wird stets angenommen, dass alle anderen
Fehlertypen in diese beiden Arten von Fehlern u¨berfu¨hrt wurden. Unter
Ru¨ckgriff auf Pseudoaktorfehler ist wie ero¨rtert auch die ausschließliche
Betrachtung von additiven Aktorfehlern mo¨glich, was durch den strich-
lierten gelben Pfeil angedeutet wird.
2.1.2 Teilaufgaben der Fehlerdiagnose
Das Gebiet der Fehlerdiagnose umfasst im Wesentlichen drei Teilaufgaben,
die gema¨ß Abbildung 2.5 hierarchisch gegliedert sind. Die Definition der
Teilaufgaben ist erneut an [109] angelehnt. Die hierarchisch erste Teilauf-
gabe stellt die Fehlerdetektion dar.
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Fehler-
detektion
Fehler-
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Fehler-
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“Sind ein oder mehrere
Fehler aufgetreten?”
“Welche(r) Fehler sind
(ist) aufgetreten?”
“Wie groß sind die
aufgetretenen Fehler?”
Fehler-
diagnose
Abbildung 2.5: Aufgaben der Fehlerdiagnose
Definition 2.4 (Fehlerdetektion). Gegenstand der Fehlerdetektion ist die
Erkennung von Fehlern in einem System und das Feststellen des Zeitpunk-
tes, zu dem der oder die Fehler aufgetreten sind.
Es wird also die Frage gekla¨rt, ob ein oder mehrere Fehler im System
aufgetreten sind. Somit wird ermittelt, ob das System fehlerfrei arbeitet.
Die Fehlerisolation geht demgegenu¨ber einen Schritt weiter.
Definition 2.5 (Fehlerisolation). Gegenstand der Fehlerisolation ist die
Ermittlung der Art, des Ortes und des Zeitpunktes des Auftretens eines
bestimmten Fehlers oder mehrerer Fehler.
Die Fehlerisolation bescha¨ftigt sich damit, welcher Fehler beziehungs-
weise welche Fehler im System aktiv sind. Sie kann somit als eine Loka-
lisierung der Fehler verstanden werden, die offensichtlich den Schritt der
Fehlererkennung beinhaltet beziehungsweise hierarchisch auf diesen folgt.
Als nachfolgende Ebene kann die Fehleridentifikation verstanden werden.
Definition 2.6 (Fehleridentifikation). Gegenstand der Fehleridentifikati-
on ist die Ermittlung der Fehleramplitude und des Zeitverhaltens eines
Fehlers oder mehrerer Fehler.
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Hier wird ermittelt, wie groß der aufgetretene Fehler beziehungsweise die
aufgetretenen Fehler sind. Daru¨ber hinaus wird ha¨ufig auch die Ermittlung
der Fehlerursache der Fehleridentifikation zugeschlagen [58].
Die verschiedenen Teilaufgaben lassen sich am Beispiel der Leckage-
Erkennung in einem Rohrleitungssystem verdeutlichen. Wa¨hrend in der
Fehlererkennung ermittelt wird, ob ein oder mehrere Lecks vorhanden sind,
werden das beziehungsweise die Lecks in der Fehlerisolation lokalisiert. In
der Fehleridentifikation wird schließlich die Gro¨ße des beziehungsweise der
Lecks ermittelt.
Die vorliegende Arbeit befasst sich wie in Abbildung 2.5 gekennzeichnet
vorrangig mit der Fehlerisolation, was wie erwa¨hnt eine Fehlerdetektion
impliziert. Unter gewissen Voraussetzungen ist mit den entwickelten Ver-
fahren auch eine Fehleridentifikation mo¨glich. Auf diese Tatsache wird in
Kapitel 4 eingegangen.
Neben den Kernaufgaben der Fehlerdiagnose (Fehlerdetektion, -isolation
und -identifikation) existieren weitere Problemfelder, die hier nur kurz an-
gerissen werden. Ein wesentlicher Schritt, der vor den drei genannten Teil-
aufgaben geleistet werden muss, ist die Ermittlung mo¨glicher Fehler, die
im System auftreten ko¨nnen. Dies geht einher mit einer Modellbildung des
Systems und der Analyse der Auswirkungen mo¨glicher Fehler [209]. Auf
Basis einer erfolgreichen Fehleridentifikation ist schließlich eine Rekonfi-
guration der Regelung mo¨glich, um so eine fehlertolerante Regelung zu
realisieren [4, 16, 160].
2.2 Grundkonzepte der Fehlerdiagnose
Grundidee der Fehlerdiagnose ist es, aus verfu¨gbaren Daten Indikatoren
zu erzeugen, die einen Ru¨ckschluss auf die einwirkenden Fehler erlauben.
Diese Fehlerindikatoren werden gema¨ß Definition 2.3 Residuen genannt
und u¨blicherweise mit r bezeichnet. Fu¨r eine erfolgreiche Fehlerdiagnose
sind die Residuen nicht nur zu erzeugen, sondern auch entsprechend aus-
zuwerten (s. Abbildung 2.6) um letztendlich Alarme auszulo¨sen. Auf beide
Aspekte wird in den folgenden Abschnitten eingegangen.
Dabei wird grundsa¨tzlich zwischen passiver und aktiver Diagnose un-
terschieden. Bei der passiven Residuenerzeugung werden die Stellgro¨ßen u
lediglich vom Regler oder der Steuerung beeinflusst und nicht vom Diagno-
sesystem. Im Gegensatz dazu werden bei der aktiven Fehlerdiagnose ge-
zielt bestimmte Eingangssignale u vorgegeben, die eine Fehlererkennung,
-isolation und -identifikation erleichtern. Aktuelle Ergebnisse zur aktiven
18 2 Modellbasierte Fehlerdiagnose: ein U¨berblick
Residuen-
erzeugung
(Abschnitt 2.2.1)
Residuen-
auswertung
(Abschnitt 2.2.2)
u
y
r Alarme
Abbildung 2.6: Auswertung generierter Residuen
Fehlerdiagnose finden sich in [159, 177]. Gegenstand der vorliegenden Ar-
beit ist jedoch die passive Fehlerisolation.
2.2.1 Residuenerzeugung
Um die grundlegenden Aufgaben der Fehlerdiagnose, das heißt Fehlerde-
tektion, Fehlerisolation und Fehleridentifikation, zu bewerkstelligen, gibt
es verschiedene Grundkonzepte [32, 58, 78, 87, 111]. Diese lassen sich glie-
dern in
• Verfahren basierend auf Hardwareredundanz,
• signalbasierte Methoden und
• modellbasierte Ansa¨tze.
Zur Einordnung der im Rahmen dieser Arbeit entwickelten Verfah-
ren werden diese grundlegenden Ansa¨tze im Folgenden kurz ero¨rtert,
ausfu¨hrlichere Betrachtungen finden sich zum Beispiel in [118].
Fehlerdiagnose durch Hardwareredundanz
Zuna¨chst ist es mo¨glich, kritische Systeme beziehungsweise Teilsysteme
mehrfach zu verbauen. Wirkt wie in Abbildung 2.7 dargestellt ein Feh-
ler auf das System, nicht jedoch auf das zusa¨tzlich realisierte redundante
System, so unterscheiden sich die Ausgangssignale der beiden Teilsysteme.
Der Softwareteil ist vergleichsweise klein, es findet lediglich ein Abgleich
der generierten Ausgangsgro¨ßen statt. Die Differenz dieser Signale der bei-
den Systeme stellt die generierten Residuen dar. Ein klassisches Beispiel
fu¨r eine solche Hardwareredundanz sind redundante Sensoren. Wird eine
Gro¨ße von drei Sensoren gemessen, la¨sst sich ein fehlerhafter Sensor mit
hoher Sicherheit durch eine Mehrheitsentscheidung erkennen und isolieren.
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Abbildung 2.7: Fehlerdiagnose durch Hardwareredundanz
Vorteil der hardwareredundanten Fehlerdiagnose ist ihre hohe Zu-
verla¨ssigkeit, wodurch sich ihr Einsatz bei hoch sicherheitskritischen An-
wendungen erkla¨rt. Eine absolute Sicherheit ko¨nnen jedoch auch redun-
dante Sensoren nicht bieten, wie das Beispiel des Absturzes des Air-France-
Fluges 447 zeigt, bei dem mehrere Geschwindigkeitssensoren gleichzeitig
ausfielen [22].
Außerdem steht den Vorteilen ein hoher Aufwand gegenu¨ber, da In-
vestitionen in zusa¨tzliche Hardware no¨tig sind. Daru¨ber hinaus beno¨tigen
hardwareredundante Lo¨sungen zusa¨tzlichen Bauraum, der je nach Anwen-
dung einen kritischen Faktor darstellen kann [204, Abschnitt 1.2].
Signalbasierte Fehlerdiagnose
Der Nachteil zusa¨tzlicher Hardware wird bei der signalbasierten Fehler-
diagnose, die in Abbildung 2.8 skizziert ist, umgangen. Hierbei werden
lediglich durch eine Filterung der Systemausga¨nge (und teilweise auch der
Einga¨nge) Merkmale generiert, die einen Ru¨ckschluss auf die einwirkenden
Fehler erlauben [11]. Typische Beispiele zur Erzeugung der Merkmale sind
Bandpassfilter oder Spektralanalysen [204, Abschnitt 1.3].
Bei der signalbasierten Fehlerdiagnose kommt der Auswertung der ge-
nerierten Merkmale eine große Bedeutung zu. Neben Mittelwert- und
Varianzscha¨tzungen und weiteren stochastischen Methoden kommen da-
bei ha¨ufig Verfahren aus dem Bereich der Mustererkennung zum Ein-
satz, insbesondere fu¨r die Isolation von Fehlern. Neben der sogenann-
ten Principal Component Analysis [61] werden dabei Support Vector Ma-
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Abbildung 2.8: Signalbasierte Fehlerdiagnose
chines [256], statische Neuro-Fuzzy-Systeme [166] und fortgeschrittene
Clustering-Algorithmen [10] angewendet. Der zusa¨tzliche Aufwand wird
also in den Softwareteil verlagert, was gegenu¨ber redundanter Hardwa-
re wesentlich kostengu¨nstiger ist. Allerdings sind signalbasierte Methoden
ha¨ufig beschra¨nkt auf stationa¨re Zusammenha¨nge oder auf ho¨here Ab-
straktionsebenen von Prozessen [55].
Modellbasierte Fehlerdiagnose
Als eine Verbindung der Vorteile beider Ansa¨tze kann die modellbasierte
Fehlerdiagnose aufgefasst werden. Sie beruht ebenfalls auf der Generie-
rung redundanter Gro¨ßen. Diese werden jedoch nicht durch redundante
Hardware erzeugt, sondern durch ein Prozessmodell (s. Abbildung 2.9),
welches beschreibt, wie sich das fehlerfreie System verha¨lt. Es wird daher
auch ha¨ufig von analytischer Redundanz gesprochen.
Grundsa¨tzlich ist dabei zu unterscheiden, ob quantitatives Prozesswissen
in Form expliziter Systemmodellgleichungen vorliegt oder lediglich quali-
tatives Wissen. Liegt qualitatives Wissen vor, so la¨sst sich die Dynamik
mithilfe rekurrenter Fuzzy-Systeme beschreiben. Diese erlauben es, die Dy-
namik von Systemen wissensbasiert zu modellieren [2, 3, 71, 120, 198],
was es ermo¨glicht, rekurrente Fuzzy-Systeme auch zur Fehlererkennung
und -isolation einzusetzen [198, 199]. Dies ist insbesondere dann sinnvoll,
wenn eine analytische Beschreibung des Modellverhaltens nicht oder nur
mit sehr großem Aufwand mo¨glich ist, Expertenwissen u¨ber das qualitati-
ve Verhalten des Systems jedoch vorhanden ist. Dies impliziert, dass keine
Einschra¨nkung auf Systeme mit linearer Dynamik besteht. Im Rahmen
dieser Arbeit wird jedoch stets davon ausgegangen, dass explizites, quan-
titatives Wissen u¨ber den Prozess zur Verfu¨gung steht, sich die Dynamik
also durch ein System von Differentialgleichungen beschreiben la¨sst. Der
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Abbildung 2.9: Modellbasierte Fehlerdiagnose
Begriff der modellbasierten Fehlerdiagnose zielt demnach imWeiteren stets
auf die Fehlerdiagnose mittels explizitem, quantitativem Modellwissen ab.
Steht das gemessene Verhalten des Systems nicht im Einklang mit dem
Verhalten des Prozessmodells, so kann auf den beziehungsweise die Fehler
zuru¨ckgeschlossen werden. Modellbasierte Ansa¨tze sind ebenso wie signal-
basierte Methoden kostengu¨nstig zu realisieren, da sich der Aufwand prin-
zipiell auf die Softwareseite beschra¨nkt. Durch die analytische Redundanz
ist dabei gleichzeitig eine robuste Fehlerdiagnose und eine Erfu¨llung aller
wesentlichen Aufgaben (Detektion, Isolation, Identifikation) mo¨glich. Ei-
ne vergleichende Betrachtung signal- und modellbasierter Verfahren findet
sich in [94] sowie in [219–221]. Daru¨ber hinaus zeigen ju¨ngste Entwick-
lungen, wie sich Verfahren, die urspru¨nglich fu¨r signalbasierte Methoden
entwickelt wurden, fu¨r den automatisierten Entwurf modellbasierter Resi-
duengeneratoren heranziehen lassen [55, 248].
Es ist allerdings zu betonen, dass eine zuverla¨ssige Fehlerdiagnose ein
geeignetes und mo¨glichst genau bekanntes Prozessmodell erfordert. Die
Robustheit der Fehlerdiagnose diesbezu¨glich macht einen wesentlichen Teil
der Problemstellung der vorliegenden Arbeit aus. Ein U¨berblick u¨ber rele-
vante Literatur aus dem Bereich der modellbasierten Fehlerdiagnose wird
in Abschnitt 2.4 gegeben, da zuvor die Ziele der modellbasierten Fehler-
isolation pra¨zisiert werden mu¨ssen.
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2.2.2 Residuenauswertung
Den Abbildungen 2.7 bis 2.9 ist gemeinsam, dass sie lediglich die Generie-
rung von Residuen zeigen. Fu¨r den praktischen Einsatz von Fehlerdiagno-
severfahren ist daru¨ber hinaus die Residuenauswertung von großer Bedeu-
tung. Dieser Schritt schließt sich der Residuenerzeugung an. Es wird dort
zum Beispiel wie in Abbildung 2.6 dargestellt die Entscheidung daru¨ber ge-
troffen, ob ein bestimmter Alarm ausgelo¨st wird. Diese Arbeit beschra¨nkt
sich weitgehend auf die Residuengenerierung, weshalb die Residuenaus-
wertung im Folgenden lediglich kurz beschrieben wird.
Eine einfache und ha¨ufig verwendete Technik fu¨r die Residuenauswer-
tung sind statische Schwellenwerte. U¨berschreitet ein Residuum einen sol-
chen Schwellenwert, wird ein Alarm ausgelo¨st. Problematisch ist dabei die
Wahl der Schwellenwerte – ein zu niedriger Wert fu¨hrt zu ha¨ufigen Fehl-
alarmen, ein zu hoher Wert fu¨hrt dazu, dass Alarme fa¨lschlicherweise nicht
ausgelo¨st werden. Weiterhin kann es zu einem An- und Abschalten des
Alarms kommen, wenn das Residuum um den Grenzwert schwingt. Dieses
letztere unerwu¨nschte Verhalten la¨sst sich durch eine Hysterese beheben.
Die Idee der systematischen Auslegung von Grenzwerten geht auf [66]
zuru¨ck. Erweiterungen hat das Konzept in [40, 41, 57, 75, 103, 116, 153,
178] erfahren, wobei vielfach dynamische Grenzwerte zum Einsatz kom-
men, die einen besseren Kompromiss zwischen Fehlalarmen und nicht ge-
meldeten kritischen Situationen ermo¨glichen. Eine ausfu¨hrliche U¨bersicht
u¨ber normbasierte und statistische Verfahren zur Residuenauswertung fin-
det sich in [58, Kapitel 9 und 10].
2.3 Ziele der modellbasierten Fehlerisolation
In diesem Abschnitt werden die Ziele der modellbasierten Fehlerisolation
aufgefu¨hrt und miteinander in Bezug gesetzt. Sie ergeben sich aus den
grundsa¨tzlichen Anforderungen an das Diagnosesystem: Es muss in der
Lage sein, Fehler zeitnah und mit hoher Zuverla¨ssigkeit zu erkennen und
zu isolieren. Dies bedeutet, dass Fehler (im Verha¨ltnis zur Systemdynamik)
schnell erkannt werden mu¨ssen. Die Zuverla¨ssigkeit dru¨ckt sich zum einen
in einer niedrigen Fehlalarmrate aus, zum anderen in einer niedrigen Rate
nicht registrierter kritischer Situationen.
Aus diesen u¨bergeordneten U¨berlegungen ergeben sich die in Abbil-
dung 2.10 zusammengefassten Ziele. Diese werden im Folgenden pra¨zisiert,
wobei Abbildung 2.10 na¨her erla¨utert wird.
2.3 Ziele der modellbasierten Fehlerisolation 23
Entwurfsziele1. Isolation
2. Stabilita¨t 3. Geschwindigkeit
4. Sensitivita¨t
5. Robustheit6. Aufwand
Abbildung 2.10: Entwurfsziele der modellbasierten Fehlerisolation
1. Strukturierung der Residuen
Grundidee der Fehlerisolation ist es, die Residuen derart zu generieren,
dass anhand dieser Fehlerindikatoren nicht nur eine Fehlererkennung, son-
dern eine Lokalisierung der Fehler mo¨glich wird. Systematisch verfolgt
wurde dieser Ansatz erstmals in [13, 117], wobei dem erzeugten Residu-
envektor fu¨r jede mo¨gliche Fehlerkonfiguration eine feste Richtung aufge-
pra¨gt wird. Somit ist durch Auswertung der Richtung des Residuenvektors
ein Ru¨ckschluss auf den beziehungsweise die einwirkenden Fehler mo¨glich.
Beispielhaft sind in Abbildung 2.11 zwei Residuenvektoren r∗f1 und r
∗
f2
eingezeichnet, die sich jeweils bei der Einwirkung des Fehlers f1 bezie-
hungsweise f2 auf das System ergeben. Da die Residuenvektoren linear
unabha¨ngig sind, kann im stationa¨ren Fall gezielt auf einen der beiden
Fehler zuru¨ckgeschlossen werden.
Ein Spezialfall obigen Sachverhaltes ist offensichtlich dadurch gegeben,
dass die erzeugten Residuenvektoren fu¨r unterschiedliche Fehler orthogonal
zueinander sind, wie dies ebenfalls in Abbildung 2.11 durch die Vektoren
rf1 und rf2 dargestellt ist. Sind in linearen Systemen die Residuenvektoren
nicht nur im stationa¨ren Fall, sondern auch bei transienten Vorga¨ngen
orthogonal zueinander, so weist die U¨bertragungsmatrix, welche die Fehler
mit den Residuen verknu¨pft, Diagonalgestalt auf. Diese Matrix wird mit
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r∗f1
r∗f2
rf1
rf2
Abbildung 2.11: Richtung der Residuenvektoren bei unterschiedlichen
Fehlerkonfigurationen
Grf (s) bezeichnet. Gilt
Grf (s) =


g1,1(s) 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 gnf ,nf (s)

 = diag
(
g1,1(s), . . . ,gnf ,nf (s)
)
,
(2.7)
so wird von vollsta¨ndiger Fehlerisolation (engl. full fault isolation, FFI)
gesprochen, da dann der i-te Fehler ausschließlich das ihm zugeordnete
i-te Residuum beeinflusst. Somit kann von dem entsprechenden Residu-
um ri eindeutig auf den zugeho¨rigen Fehler fi zuru¨ckgeschlossen werden.
Dieser kann selbst dann von allen anderen Fehlern isoliert werden, wenn
diese gleichzeitig auftreten beziehungsweise zur gleichen Zeit aktiv sind,
was sich aus der Orthogonalita¨t der Residuenvektoren bei unterschiedli-
chen einwirkenden Fehlern ergibt. Wird lediglich der eingeschwungene Zu-
stand betrachtet, so ist eine Diagonalstruktur von Grf (s = 0) hinreichend
fu¨r eine Fehlerisolation. Unter der vollsta¨ndigen Fehlerisolation wird im
Rahmen dieser Arbeit jedoch stets die vollsta¨ndige Diagonalisierung von
Grf (s) fu¨r alle s ∈ C verstanden.
Ein einfaches Schema zur Auswertung von Residuen, die (2.7) genu¨gen,
ist in Abbildung 2.12 dargestellt. Dabei wird zur Residuenauswertung
lediglich ein einfacher, statischer Schwellenwert verwendet. Wie in Ab-
schnitt 2.2.2 diskutiert, existieren in dieser Hinsicht fortgeschrittenere Ver-
fahren. U¨berschreitet ein Residuum ri betragsma¨ßig einen festgelegten
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|rnf | > Jnf
|rnf−1| > Jnf−1
...
|r1| > J1
Fehler nf
erkannt
Fehler nf − 1
erkannt
Fehler 1
erkannt
ja
ja
ja
Abbildung 2.12: Ablaufplan der Auswertelogik bei vollsta¨ndiger
Fehlerisolation
Wert Ji, so wird ein entsprechender Alarm ausgelo¨st. Die Auswertung der
einzelnen Residuen kann dabei aufgrund der Diagonalstruktur von Grf (s)
in (2.7) parallel erfolgen. Liegen alle Residuen unterhalb des jeweiligen
Schwellenwertes, so ist das System fehlerfrei.
Offensichtlich bedingt die Forderung nach (2.7) starke strukturelle Ein-
schra¨nkungen der Matrix Grf (s). Wie im Verlauf der Arbeit gezeigt wird,
fu¨hrt dies zum einen zu relativ restriktiven Bedingungen fu¨r die Exis-
tenz von Fehlerisolationsbeobachtern beziehungsweise -filtern. Zum ande-
ren wird ein Großteil der zur Verfu¨gung stehenden Entwurfsfreiheitsgrade
zur Einhaltung der strukturellen Beschra¨nkungen beno¨tigt. In der prakti-
schen Anwendung sind jedoch oftmals weniger restriktive Strukturen von
Grf (s) ausreichend.
Dies ist beispielsweise dann der Fall, wenn vorausgesetzt werden kann,
dass Fehler in einem System nicht gleichzeitig auftreten ko¨nnen. Bedingt
sein kann dies einerseits durch kausale Abha¨ngigkeiten zwischen verschie-
denen Fehlern. Andererseits ist es bei einer entsprechend schnell ausgeleg-
ten Fehlerisolation plausibel, dass ein aufgetretener Fehler behoben wird,
bevor ein weiterer Fehler auftritt. Wird somit vorausgesetzt, dass lediglich
ein einziger Fehler in einem System zu einem Zeitpunkt aktiv sein kann, so
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ist eine eindeutige Fehlerisolation auch dann mo¨glich, wenn Grf (s) eine
obere Dreiecksstruktur aufweist, das heißt wenn
Grf (s) =


g1,1(s) g1,2(s) · · · g1,nf (s)
0 g2,2(s)
. . .
...
...
. . .
. . . gnf−1,nf (s)
0 · · · 0 gnf ,nf (s)

 (2.8)
gilt.
Wird erkannt, dass das Residuum rnf aktiv ist, das heißt |rnf | > Jnf ,
so wird der Fehler fnf isoliert und die Auswertung ist abgeschlossen. Ist
|rnf | ≤ Jnf , so wird rnf−1 betrachtet. Wird lediglich der stationa¨re Fall
betrachtet, so ist eine eindeutige Isolation gleichzeitig aktiver Fehler auch
mittels (2.8) mo¨glich. Entsprechend der Dreiecksstruktur von Grf (s) ist
|rnf | > Jnf
|rnf−1| > Jnf−1
|r1| > J1
Fehler nf
erkannt
Fehler nf − 1
erkannt
Fehler 1
erkannt
System
fehlerfrei
ja
nein
ja
nein
ja
nein
Abbildung 2.13: Ablaufplan der Auswertelogik bei teilweiser Fehlerisolation
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rnf−1 = gnf−1,nf−1(s) · fnf−1 + gnf−1,nf (s) · fnf ,
rnf = gnf ,nf (s) · fnf .
Durch Umformen dieser Gleichungen nach fnf−1 und Auswertung fu¨r
s = 0 ergibt sich, dass bei der Auswertung von rnf−1 die Bedingung∣∣∣∣ rnf−1gnf−1,nf−1(s = 0) −
gnf−1,nf (s = 0) · rnf
gnf−1,nf−1(s = 0) · gnf ,nf (s = 0)
∣∣∣∣ ≤ Jnf−1
zu u¨berpru¨fen ist. Es wird also der stationa¨re Einfluss des Fehlers fnf
auf das Residuum rnf−1 heraus gerechnet, bevor der Vergleich mit dem
Schwellenwert stattfindet. Dies wird jedoch nicht weiter verfolgt, da wie
bereits erwa¨hnt im Rahmen dieser Arbeit stets eine Fehlerisolation fu¨r alle
s ∈ C angestrebt wird.
Abbildung 2.13 veranschaulicht, dass die Auswertung der Residuen im
Gegensatz zur vollsta¨ndigen Fehlerisolation (vgl. Abbildung 2.12) sequen-
tiell erfolgt. Nach dem beschriebenen Schema werden gegebenenfalls alle
Residuen ausgewertet und der aktive Fehler wird nicht nur erkannt, son-
dern auch eindeutig isoliert. Eine vergleichbare Auswertelogik ist natu¨rlich
auch fu¨r den Fall einer unteren Dreieckstruktur von Grf (s) realisierbar.
Da Grf (s) in (2.8) nicht vollsta¨ndig diagonalisiert ist, wird in Anlehnung
an die Ergebnisse zur teilweisen Entkopplung [136] in dieser Arbeit von
teilweiser oder partieller Fehlerisolation (engl. partial fault isolation, PFI)
gesprochen. Eine geometrische Interpretation des Sachverhaltes ist in Ab-
bildung 2.14 fu¨r ein System mit drei Fehlern dargestellt. Das Auftreten
des Fehlers f3 ruft einen Residuenvektor rf3 hervor, der ausschließlich eine
rf3
rf2
rf1
Abbildung 2.14: Richtung der Residuenvektoren bei teilweiser Fehlerisolation
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Komponente in einer Koordinatenrichtung besitzt. Der Fehler f2 bedingt
einen Residuenvektor rf2 , der Komponenten in zwei Koordinatenrichtun-
gen entha¨lt. Der Fehler f1 erzeugt schließlich einen Residuenvektor rf1 ,
der daru¨ber hinaus auch u¨ber eine Komponente in der dritten Koordina-
tenrichtung verfu¨gt.
Die vollsta¨ndige Diagonalisierung von Grf (s) wie in (2.7) und die Drei-
ecksstruktur aus (2.8) stellen dabei zwei Extreme dar. Wa¨hrend (2.7) zur
Isolation notwendig ist, falls alle Fehler im System gleichzeitig auftreten
ko¨nnen, ist (2.8) hinreichend, falls jeweils nur ein Fehler zu einem Zeit-
punkt aktiv sein kann. Selbstversta¨ndlich sind Zwischenstufen mo¨glich,
falls einige Fehler zeitgleich auftreten ko¨nnen, dies jedoch fu¨r bestimm-
te Fehler ausgeschlossen ist. Auf diese Situation wird im Abschnitt zur
teilweisen Fehlerisolation (Abschnitt 4.10) na¨her eingegangen.
2. Stabilita¨t
Fu¨r die Realisierung des entworfenen Filters beziehungsweise Beobachters
ist es unerla¨sslich, dass die Dynamikmatrix des Filters eine Hurwitz-Matrix
ist. Im weiteren Verlauf der Arbeit wird gezeigt, dass dies insbesondere bei
einer entsprechenden Strukturierung von Grf (s) nicht immer garantiert
ist. Dies ru¨hrt daher, dass das Filter eine interne Dynamik aufweisen kann,
die anhand von Grf (s) nicht ersichtlich ist.
3. Geschwindigkeit
Ein weiterer wesentlicher Punkt ist eine ausreichende Geschwindigkeit bei
der Erkennung beziehungsweise Isolation der Fehler. Nur wenn diese zeit-
nah isoliert werden, ko¨nnen rechtzeitig entsprechende Gegenmaßnahmen
eingeleitet werden, die eventuellen Folgefehlern oder Scha¨den vorbeugen.
Dies kann das Umschalten auf einen sicheren Betriebszustand bedeuten
oder auch eine Rekonfiguration der Regelung. Die Geschwindigkeit der
Fehlerdetektion ist dabei stets im Verha¨ltnis zur Dynamik des betrachte-
ten Systems zu setzen. U¨blicherweise wird man die Dynamik des Fehler-
diagnosesystems daher schneller auslegen als die der betrachteten Strecke.
4. Sensitivita¨t
Der Begriff der Sensitivita¨t beschreibt, wie stark die generierten Re-
siduen auf einwirkende Fehler reagieren, sie bezieht sich also auf die
U¨bertragungsmatrix Grf (s). Eine hohe Sensitivita¨t bewirkt, dass selbst
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kleine Fehleramplituden zu großen und damit leicht detektierbaren Am-
plituden der Residuen fu¨hren. Im Bereich des Reglerentwurfs wird meist
eine stationa¨re Versta¨rkung von 1 zwischen Fu¨hrungs- und geregelten Aus-
gangsgro¨ßen angestrebt, um gewu¨nschte Sollgro¨ßen einzuregeln. Bei der
Fehlerisolation ist dies nicht immer erstrebenswert. Im Sinne einer ho-
hen Sensitivita¨t ist es einerseits oftmals wu¨nschenswert, eine stationa¨re
Versta¨rkung deutlich gro¨ßer als 1 zu realisieren. Andererseits konvergiert
bei einer stationa¨ren Versta¨rkung von 1 und sprungfo¨rmigen Fehlern das
jeweilige Residuum asymptotisch gegen den Wert des Fehlers. Somit ist
u¨ber die Isolation des Fehlers hinaus auch eine Identifikation mo¨glich, da
die Gro¨ße des Fehlers mitbestimmt wird.
5. Robustheit
Sind alle bisher formulierten Entwurfsziele erfu¨llt, la¨sst sich fu¨r exakt be-
kannte und sto¨rungsfreie Systeme bereits eine ideale Fehlerisolation errei-
chen. Es ist jedoch zu beachten, dass das beim Entwurf verwendete Modell
des Systems inha¨rent sowohl eine Abstraktion als auch eine Vereinfachung
des tatsa¨chlichen Verhaltens darstellt. Daru¨ber hinaus ko¨nnen Parame-
ter des Systems Alterungseffekten unterliegen oder aus anderen Gru¨nden
unsicherheitsbehaftet sein. Fu¨r den praktischen Einsatz modellbasierter
Fehlerisolationssysteme ist daher die Anforderung nach einer mo¨glichst
hohen Robustheit gegenu¨ber derartigen Modellunsicherheiten von gro¨ßter
Bedeutung. Sie betrifft zum einen die bisher aufgefu¨hrten Ziele der Struk-
turierung der Residuen, der Stabilita¨t, der Erkennungsgeschwindigkeit und
der Sensitivita¨t, was durch die strichlierten gelben Verbindungen in Abbil-
dung 2.10 angedeutet wird. Alle diese Entwurfsziele beziehen sich auf das
Ein-/Ausgangsverhalten zwischen den auftretenden Fehlern und den ge-
nerierten Residuen, welches durch Grf (s) beschrieben wird. Zum anderen
stellt sich die Robustheitsanforderung aber auch bezu¨glich des Einflusses
der Stellgro¨ßen des Systems auf die Residuen. Im Idealfall sollten diese
keinerlei Wirkung auf die generierten Fehlerindikatoren haben, das heißt
es wird Gru(s) = 0 angestrebt.
Neben den angesprochenen Modellunsicherheiten unterliegen reale Sys-
teme immer auch exogenen Sto¨reinflu¨ssen, die mit d bezeichnet werden
und deren Einfluss auf die Residuen ebenfalls zu unterdru¨cken ist. Dies
beinhaltet zum Beispiel Sensorrauschen, es ko¨nnen aber auch Sto¨rungen
auftreten, die auf die Systemdynamik wirken. Ein Beispiel hierfu¨r sind ver-
nachla¨ssigte Nichtlinearita¨ten, die als exogene Sto¨rungen modelliert wer-
den. Auch hinsichtlich der Sto¨rungen wird Grd(s) = 0 angestrebt.
30 2 Modellbasierte Fehlerdiagnose: ein U¨berblick
Zusammenfassend sind der Robustheitsanforderung die folgenden Punk-
te zuzuordnen:
1. Einhaltung der Stabilita¨t des Filters sowie der Vorgaben hinsichtlich
Strukturierung der Residuen, Erkennungsgeschwindigkeit und Sen-
sitivita¨t trotz vorhandener Modellunsicherheiten (Grf (s)),
2. Unterdru¨ckung des Einflusses der Stellgro¨ßen auf die generierten Re-
siduen trotz vorhandener Modellunsicherheiten (Gru(s)),
3. Unterdru¨ckung des Einflusses exogener Sto¨rgro¨ßen auf die generier-
ten Residuen (Grd(s)).
Dabei wird stets angenommen, dass die exogenen Sto¨rungen d nicht
messbar sind und dass sie auch nicht durch ein Sto¨rmodell modelliert wer-
den ko¨nnen. In einem solchen Fall wa¨re es stets mo¨glich, mittels einer
geeigneten Sto¨rgro¨ßenaufschaltung den Einfluss der Sto¨rungen auf die er-
zeugten Residuen zu unterdru¨cken beziehungsweise abzuschwa¨chen.
6. Entwurfs- und Implementierungsaufwand
Zusa¨tzlich zu den genannten Zielen wird ein mo¨glichst geringer Entwurfs-
und insbesondere Implementierungsaufwand angestrebt. Ein niedriger
Entwurfsaufwand schließt dabei sowohl die Transparenz der Verfahren als
auch den rechnerischen Aufwand ein, was die Anwendbarkeit der entwickel-
ten Methoden erho¨ht. Ein geringer Implementierungsaufwand ist trotz im-
mer schnellerer Computer und steigender verfu¨gbarer Rechenkapazita¨ten
wu¨nschenswert, da gerade in eingebetteten Systemen Speicherkapazita¨t
und Rechenleistung fu¨r Online-Diagnosesysteme ha¨ufig eingeschra¨nkt sind.
Zielkonflikte
Ha¨ufig steht die Robustheitsforderung im Zielkonflikt mit anderen Ent-
wurfszielen, was in Abbildung 2.10 durch die magentafarbenen Pfeile ge-
kennzeichnet ist. Typischerweise konkurriert die Robustheitsforderung ins-
besondere mit der Forderung nach einer hohen Fehlersensitivita¨t [32], so-
dass eine Abwa¨gung beziehungsweise Optimierung hinsichtlich zu definie-
render Gu¨temaße erfolgen muss. Ebenso wird im weiteren Verlauf der Ar-
beit deutlich, dass zur Sicherstellung einer Struktur gema¨ß (2.7) bezie-
hungsweise (2.8) ein Teil der zur Verfu¨gung stehenden Entwurfsfreiheits-
grade herangezogen werden muss. Dadurch reduziert sich die Anzahl der
Freiheitsgrade, die zur Optimierung der Robustheit zur Verfu¨gung stehen.
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Insbesondere bei hochfrequenten exogenen Sto¨rsignalen kann sich eine zu
hohe Erkennungsgeschwindigkeit negativ auf die Robustheit auswirken.
Nicht zuletzt sind die beobachterbasierten Verfahren, welche die Robust-
heit beru¨cksichtigen, mit zusa¨tzlichem Entwurfsaufwand gegenu¨ber dem
nominalen Fall verbunden.
Im Rahmen dieser Arbeit wird der Ansatz verfolgt, bei gegebenen Anfor-
derungen hinsichtlich der Strukturierung der Residuen, der Erkennungs-
geschwindigkeit und der Fehlersensitivita¨t die Robustheit zu optimieren.
Auf die Quantifizierung der bisher lediglich qualitativ beschriebenen Ziele
wird im weiteren Verlauf der Arbeit na¨her eingegangen.
2.4 Ansa¨tze zur modellbasierten
Fehlerdiagnose
Wie in Abschnitt 2.2 ero¨rtert existieren verschiedene Grundkonzepte fu¨r
die modellbasierte Fehlerdiagnose. Die modellbasierten Ansa¨tze lassen sich
Fehlerdiagnose
modellbasiert
hardware-
redundant
signalbasiert
beobachter-/
filterbasiert
identifikations-
basiert
parita¨ts-
basiert
· · ·
siehe Abschnitt 2.5
Abbildung 2.15: Zur Einordnung beobachterbasierter Fehlerdiagnosesysteme
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wie in Abbildung 2.15 gezeigt weiter unterteilen in
• identifikationsbasierte Ansa¨tze,
• Ansa¨tze basierend auf Parita¨tsgleichungen und
• beobachter- beziehungsweise filterbasierte Ansa¨tze.
Eine ausfu¨hrliche, vergleichende Betrachtung der Ansa¨tze findet sich in [32,
Abschnitt 2.13], an dieser Stelle werden lediglich die jeweils grundlegenden
Konzepte von identifikations- und parita¨tsbasierten Verfahren ero¨rtert.
Die in dieser Arbeit entwickelten Verfahren sind dem in Abbildung 2.15
hervorgehobenen Bereich der beobachter- beziehungsweise filterbasier-
ten Fehlerdiagnose zuzuordnen. Daher werden bestehende Konzepte und
Ansa¨tze dazu in Abschnitt 2.5 in ausfu¨hrlicher Form gesondert dargestellt.
Identifikationsbasierte Ansa¨tze zur Fehlerdiagnose
Eine ausfu¨hrliche U¨bersicht zu identifikationsbasierten Methoden findet
sich unter anderem in [110, 111, 204]. Grundgedanke ist, dass sich auf-
tretende Fehler im Ein-/Ausgangsverhalten eines Systems niederschlagen.
Fu¨r ein lineares zeitdiskretes SISO-System la¨sst sich dieses Verhalten durch
anyk−n + an−1yk−n+1 + . . .+ a1yk−1 + yk
= bmuk−m + . . .+ b1uk−1 + b0uk
(2.9)
beschreiben. Dabei werden die Koeffizienten ai und bj als bekannt voraus-
gesetzt, sie beschreiben das nominale Systemverhalten im fehlerfreien Fall.
Aus (2.9) la¨sst sich die Darstellung
yk = Ψ
T ·Θ
gewinnen, wobeiΨT = [−an −an−1 . . . −a1 bm . . . b0] die Koeffizienten
der Strecke beinhaltet undΘ = [yk−n yk−n+1 . . . yk−1 uk−m . . . uk]
T die
bekannten Werte von yk und uk zu den jeweiligen Zeitschritten. Auf Basis
dieser Beschreibung wird eine Online-Parameterscha¨tzung durchgefu¨hrt,
indem die euklidische Norm von yk− ΨˆTΘ minimiert wird. Daraus ergibt
sich der Scha¨tzwert fu¨r die Streckenkoeffizienten zu
ΨˆT = yk ·Θ+.
Bei diesem einfachen Schema ist in jedem Zeitschritt die Pseudoinverse von
Θ zu berechnen. Es existieren jedoch auch rekursive Implementierungen,
die dieses Problem umgehen [107].
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Tritt eine Diskrepanz zwischen dem nominalen Vektor ΨT und dem
Scha¨tzwert ΨˆT auf, so deutet dies auf Fehler im Prozess hin. Es ist also
eine Fehlerdetektion mo¨glich. Anzumerken ist, dass sich das Vorgehen mit-
hilfe von entsprechenden Parameterscha¨tzverfahren auch auf nichtlineare
Systeme erweitern la¨sst [107]. Einen umfassenden U¨berblick hierzu bieten
[108, 111]. Fu¨r die Fehlerisolation ist es daru¨ber hinaus no¨tig, die physi-
kalischen Prozessparameter dem Vektor ΨT der Streckenkoeffizienten zu-
zuordnen. Da diese Abbildung ha¨ufig nichtlinear ist, kann ein Ru¨ckschluss
auf einzelne physikalische Parameter schwierig sein [204].
Fehlerdiagnose mittels Parita¨tsgleichungen
Die Idee der parita¨tsbasierten Verfahren la¨sst sich ebenfalls anschaulich fu¨r
lineare zeitdiskrete Systeme beschreiben. Fu¨r ein fehler- und sto¨rungsfreies
System der Form
xk+1 = Axk +Buk, (2.10a)
yk = Cxk +Duk (2.10b)
ist der Ausgangsvektor vor l Abtastschritten gegeben durch yk−l. Kennt
man den Wert dieses Vektors sowie die Eingangsvektoren von diesem Ab-
tastschritt an, das heißt uk−l, uk−l+1, . . ., uk, so lassen sich die Ausgangs-
vektoren zu jedem Abtastschritt durch
yk−l = Cxk−l +Duk−l,
yk−l+1 = Cxk−l+1 +Duk−l+1
= CAxk−l +CBuk−l+1 +Duk−l+1,
yk−l+2 = CA
2xk−l +CABuk−l +CBuk−l+1 +Duk−l+2,
...
yk = CA
lxk−l +CA
l−1Buk−l +CA
l−2Buk−l+1 + . . .
+CBuk−1 +Duk
berechnen. Fu¨hrt man die Vektoren yges,k = [y
T
k−l y
T
k−l+1 . . . y
T
k ]
T und
uges,k = [u
T
k−l u
T
k−l+1 . . . u
T
k ]
T ein, so la¨sst sich zusammenfassend
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yges,k =


C
CA
CA2
...
CAl


︸ ︷︷ ︸
MB,l
xk−l +


D 0 · · · · · · 0
CB D
. . .
...
CAB CB D
. . .
...
...
. . .
. . . 0
CAl−1B · · · · · · CB D


︸ ︷︷ ︸
Mu,l
uges,k (2.11)
schreiben. Fu¨r ein vollsta¨ndig beobachtbares System ist mit l ≥ n− 1 die
Beziehung rang (MB,l) = n erfu¨llt, wobei fu¨r l > n/ny die Matrix MB,l
mehr als n Zeilen aufweist. Somit existiert nach dem Rangsatz A.1 eine
Matrix ⊥MB,l ∈ R(lny−n)×lny , fu¨r die ⊥MB,lMB,l = 0 gilt.6) Fu¨r jede Ma-
trix Z gilt somit Z ·⊥MB,lMB,l = 0. Auf Grundlage dieser U¨berlegungen
wird ein Residuenvektor gema¨ß
rk = Z ·⊥MB,l (yges,k −Mu,luges,k) (2.12)
berechnet. Wegen (2.11) gilt hierfu¨r rk = Z ·⊥MB,lMB,lxk−l = 0, solan-
ge die Systemdynamik der Darstellung (2.10) entspricht. Ergibt sich bei
der Auswertung von (2.12) zur Laufzeit, dass rk 6= 0 ist, so kann davon
auf die Einwirkung eines oder mehrerer Fehler auf die Systemdynamik
geschlossen werden. Neben der Matrix Z ist auch der Parameter l zu ent-
werfen, der beschreibt, wie viele Abtastschritte in die Residuengenerierung
mit einbezogen werden. Der Grundgedanke der Methode geht zuru¨ck auf
[39], in [222] wurde er auf zeitkontinuierliche Systeme u¨bertragen. Weiter-
entwicklungen hat das Konzept unter anderem in [84, 86, 142] erfahren,
insbesondere hinsichtlich der Robustheit der Residuen und deren Struk-
turierung zur Fehlerisolation. Auch die Bu¨cher [58] und [87] widmen sich
intensiv der Thematik. In [56, 102] und [58, Abschnitt 5.7] werden wesentli-
che Beziehungen zwischen Ansa¨tzen mit Parita¨tsgleichungen und beobach-
terbasierten Verfahren diskutiert. Unter gewissen Voraussetzungen ergibt
sich fu¨r parita¨ts- und beobachterbasierter Residuengeneratoren die gleiche
Dynamik, und die Parametrierungen von Parita¨tsgleichungen und Beob-
achtern zur Fehlerdiagnose lassen sich ineinander u¨berfu¨hren. Es ist somit
mo¨glich, einen Residuengenerator durch Parita¨tsgleichungen zu entwerfen
und ihn dann als Beobachter zu implementieren.
6)Die Zeilen von ⊥MB,l bilden eine Basis des Linksnullraumes von MB,l. Somit ist
⊥MB,l offensichtlich nicht eindeutig. In der Literatur wird die Matrix auch als
(Links-)Annihilator vonMB,l bezeichnet.
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2.5 Existierende Ansa¨tze fu¨r modellbasierte
Fehlerisolationsfilter
Existierende Resultate im Bereich der modellbasierten Fehlerisolations-
filter beziehungsweise der beobachterbasierten Fehlerisolation lassen sich
gema¨ß verschiedener Kriterien kategorisieren. Im Rahmen dieser Arbeit
orientiert sich die Einteilung an dem hierarchischen Aufbau der Teilaufga-
ben der Fehlerdiagnose gema¨ß Abbildung 2.5. Die erste Gruppe von Ver-
fahren basiert darauf, das Fehlerisolationsproblem auf mehrere Fehlerde-
tektionsprobleme zuru¨ckzufu¨hren. Die zweite Kategorie umfasst Ansa¨tze,
welche auf eine Fehleridentifikation abzielen und die damit inha¨rent auch
eine Isolation der Fehler erreichen. Die dritte Gruppe schließlich, der auch
die im Fokus dieser Arbeit stehenden Verfahren zuzuordnen sind, beinhal-
tet Ansa¨tze, die unmittelbar eine Fehlerisolation zum Ziel haben.
Anzumerken ist, dass die erwa¨hnten Ansa¨tze nicht immer eindeutig einer
der Kategorien zugeordnet werden ko¨nnen. So eignen sich einige Verfahren
sowohl fu¨r eine direkte Fehlerisolation als auch fu¨r eine Isolation durch
Ru¨ckfu¨hrung auf eine Reihe von Detektionsproblemen.
2.5.1 Fehlerisolation durch Ru¨ckfu¨hrung auf
Detektionsprobleme
Ein klassischer Ansatz zur beobachterbasierten Fehlerisolation ist es, das
Isolationsproblem auf mehrere Detektionsprobleme zuru¨ckzufu¨hren. Dies
gelingt mittels sogenannter Beobachterba¨nke. Dabei werden mehrere Beob-
achter parallel implementiert und die jeweils erzeugten Residuen einer Aus-
wertelogik zugefu¨hrt. Die Auslegung jedes Beobachters innerhalb der Be-
obachterbank stellt lediglich ein (robustes) Fehlerdetektionsproblem dar.
Fu¨r die Auslegung der Beobachter bestehen verschiedene Mo¨glichkeiten,
die unter anderem abha¨ngig von der Art der Fehler sind. Ausfu¨hrlich dis-
kutiert wird die Ru¨ckfu¨hrung von Isolations- auf Detektionsprobleme in
[78], sie soll hier exemplarisch fu¨r die Isolation von Sensorfehlern in einem
System mit drei Ausga¨ngen beschrieben werden.
Der naheliegendste Ansatz hierfu¨r sind sogenannte dedizierte Beobach-
ter [43]. Dabei werden wie in Abbildung 2.16 fu¨r das Beispiel darge-
stellt drei Beobachter implementiert, die jeweils auf einen der Ausga¨nge
zuru¨ckgreifen. Als Residuum eines Beobachters wird jeweils die Differenz
zwischen gemessenem und gescha¨tztem Ausgangssignal herangezogen, es
ist also ri = yi− yˆi. Die Auswertelogik gestaltet sich bei dieser Anordnung
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Strecke
Beobachter 1
Beobachter 2
Beobachter 3
Auswerte-
logik
u y1
y2
y3
r1
r2
r3
Abbildung 2.16: Beobachterbank mit dedizierten Beobachtern
a¨ußerst einfach und ist vergleichbar mit dem Schema aus Abbildung 2.12.
Ist ein Residuum ri betragsma¨ßig gro¨ßer als ein bestimmter Schwellenwert,
so wird der i-te Fehler erkannt und isoliert. Neben der einfachen Struktur
und Auswertung ist ein Vorteil der dedizierten Beobachter darin zu sehen,
dass gleichzeitig auftretende Fehler isoliert werden ko¨nnen. Nachteilig ist,
dass zur Anwendung des Prinzips das System anhand der einzelnen Aus-
gangsgro¨ßen yi jeweils vollsta¨ndig beobachtbar sein muss. Bezeichnet man
die Zeilen der Ausgangsmatrix mit cTi , so mu¨ssen also alle Paare (A,c
T
i )
vollsta¨ndig beobachtbar sein. Diese restriktive Forderung schra¨nkt die An-
wendbarkeit ein. Da jeweils nur eine Ausgangsgro¨ße fu¨r die Beobachter zur
Verfu¨gung steht, existieren daru¨ber hinaus nur wenige Freiheitsgrade, es
ko¨nnen lediglich die Beobachtereigenwerte platziert werden.
Ein alternativer Ansatz wurde in [74] vorgeschlagen. Das dort ein-
gefu¨hrte verallgemeinerte Beobachterschema ist fu¨r das betrachtete Bei-
spiel in Abbildung 2.17 skizziert. Im Gegensatz zu den dedizierten Beob-
achtern werden hier dem i-ten Beobachter alle bis auf die i-te Messgro¨ße
zugefu¨hrt. Im Beispiel arbeitet also der erste Beobachter mit den Aus-
gangsgro¨ßen y2 und y3. Fu¨r diesen Beobachter ergibt sich der Residuen-
vektor r1 = [y2 y3]
T − [yˆ2 yˆ3]T. Aufgrund der gewa¨hlten Struktur fu¨hrt
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Strecke
Beobachter 1
Beobachter 2
Beobachter 3
Auswerte-
logik
u y1
y2
y3
r1
r2
r3
Abbildung 2.17: Beobachterbank mit verallgemeinerten Beobachtern
ein Fehler in Sensor 1 dazu, dass die Residuen r2 und r3 ausschlagen.
Dementsprechend arbeitet die Auswertung bei einem einfachen statischen
Grenzwert Jth mit der Logik
|r1| < Jth ∧ |r2| ≥ Jth ∧ |r3| ≥ Jth ⇒ Fehler 1 erkannt,
|r1| ≥ Jth ∧ |r2| < Jth ∧ |r3| ≥ Jth ⇒ Fehler 2 erkannt,
|r1| ≥ Jth ∧ |r2| ≥ Jth ∧ |r3| < Jth ⇒ Fehler 3 erkannt.
Nachteilig gegenu¨ber dedizierten Beobachtern ist je nach Anforderungen
an das Diagnosesystem die Tatsache, dass gleichzeitig auftretende Fehler
nicht isoliert werden ko¨nnen. Da die Beobachter bei ny Messgro¨ßen jedoch
stets mit ny−1 Ausgangsgro¨ßen arbeiten, sind die Anforderungen hinsicht-
lich der Beobachtbarkeit wesentlich weniger restriktiv. Hinzu kommt, dass
wegen des mehrdimensionalen Ausgangsvektors beim Entwurf der einzel-
nen Beobachter zusa¨tzliche, u¨ber die Polvorgabe hinausgehende Freiheits-
grade zur Verfu¨gung stehen.
Die beiden umrissenen Ansa¨tze lassen sich fu¨r beliebige Typen von Feh-
lern verallgemeinern. Dazu wird jeder Beobachter der Beobachterbank mit
dem gesamten Ausgangsvektor gespeist. Die Auslegung des i-ten Beobach-
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ters kann dann entweder so erfolgen, dass der Residuenvektor ri sensitiv
bezu¨glich des Fehlers fi ist, von allen anderen Fehlern fj jedoch unbe-
einflusst bleibt. In diesem Fall ist eine Isolation gleichzeitig auftretender
Fehler mo¨glich, jedoch ist durch die Unterdru¨ckung von nf − 1 Fehlern
in jedem Beobachter eine strenge Forderung gegeben, wobei nf die An-
zahl der einwirkenden Fehler beschreibt. Andererseits kann die Auslegung
dergestalt erfolgen, dass der Residuenvektor ri sensitiv bezu¨glich aller Feh-
ler außer fi ist. Dann ist zwar keine Isolation gleichzeitiger Fehler mehr
mo¨glich, dafu¨r verbleiben aufgrund der weniger restriktiven strukturellen
Anforderung jedoch mehr Entwurfsfreiheitsgrade.
Ein Beispiel fu¨r eine Methode zur konkreten Auslegung der Beobachter
einer Beobachterbank ist in [218] gegeben. Weitere Ansa¨tze werden im
Folgenden betrachtet.
Unknown Input Observers (UIOs)
Ein bedeutender und intensiv untersuchter Ansatz fu¨r den Entwurf von Be-
obachtern fu¨r Beobachterba¨nke sind die sogenannten Unknown Input Ob-
servers (UIOs). Die Grundidee geht auf das Problem zuru¨ck, die Zusta¨nde
eines Systems
x˙ = Ax+Bu+Bdd,
y = Cx
trotz der einwirkenden Sto¨rungen d asymptotisch zu scha¨tzen, wobei die
Sto¨rungen als unbekannte Einga¨nge aufgefasst werden. Die Problemstel-
lung geht zuru¨ck auf [251], wo sie im Zusammenhang mit der Erkennung
und Isolation von Sensorfehlern bei vorhandenen parametrischen Unsi-
cherheiten im Prozess behandelt wurde. Erweiterungen zur gleichzeitigen
Betrachtung von Sensor- und Aktorfehlern sind in [77, 259–261] zu finden.
Ein weiterer wesentlicher Schritt ist in der systematischen Betrachtung
der Robustheit von UIOs zu sehen, die unter anderem in [33, 76, 100–102]
untersucht wurde. Zur Lo¨sung des Problems wird in [30] die Struktur
z˙ = Fz + TBu+Ky,
xˆ = z +Hy
mit z ∈ Rn herangezogen. In [32, Abschnitt 3.2] werden die Existenzbe-
dingungen fu¨r UIOs obiger Struktur ausfu¨hrlich diskutiert. Ebenso werden
dort Entwurfsverfahren zur Auslegung der Matrizen F , T , K und H an-
gegeben, die dazu fu¨hren, dass die Sto¨rungen d keinerlei Einfluss auf die
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gescha¨tzten Zusta¨nde haben und dass der gescha¨tzte Zustand xˆ asympto-
tisch gegen den tatsa¨chlichen Zustandsvektor x konvergiert. Diese werden
weiterhin fu¨r unterschiedliche Problemstellungen (zum Beispiel Isolation
von Sensorfehlern, Isolation von Aktorfehlern etc.) genutzt. Alternative
Ansa¨tze fu¨r den Entwurf von UIOs finden sich in [50, 101, 124, 268].
Daru¨ber hinaus existieren vielfa¨ltige Erweiterungen des UIO-Ansatzes.
In [104] wird beispielsweise der Entwurf von UIOs reduzierter Dimension,
das heißt mit z ∈ Rnz , nz < n, diskutiert, wa¨hrend sich [36] mit UIOs fu¨r
nichtlineare Systeme befasst. Weiterhin la¨sst sich der Ansatz wie in [18, 23]
gezeigt auf lineare, parametervariable (LPV) Systeme u¨bertragen. Soge-
nannte Funktionalbeobachter [53, 69] zielen lediglich auf die asymptotische
Scha¨tzung einer Linearkombination der Zusta¨nde ab und ermo¨glichen so-
mit weniger restriktive Entwurfsanforderungen.
Ansa¨tze mit Beru¨cksichtigung beschra¨nkter Frequenzbereiche
Wie bereits ero¨rtert existiert eine Vielzahl von Arbeiten, welche sich mit
der Unterdru¨ckung des Sto¨rgro¨ßeneinflusses auf die gescha¨tzten Zusta¨nde
beziehungsweise der generierten Residuen befasst. Die Minimierung der
H∞-Norm liefert diesbezu¨glich eine Optimierung des Worst-Case, also ei-
ne Minimierung des gro¨ßten Einflusses, der auftreten kann. Oftmals ist
dadurch jedoch eine sehr konservative Abscha¨tzung gegeben. Dies ist ins-
besondere dann der Fall, wenn Kenntnisse u¨ber die relevanten Frequenzbe-
reiche der Sto¨rungen (beziehungsweise Stellgro¨ßen und Fehler) vorhanden
sind. Liegt dann die gro¨ßte auftretende Versta¨rkung außerhalb dieses Fre-
quenzbereiches, so ist die Minimierung der H∞-Norm offensichtlich ein
wenig geeignetes Optimierungskriterium, da sie an den tatsa¨chlichen An-
forderungen vorbei geht.
Ein klassischer Weg, diese Problematik zu beheben, sind Gewichtungs-
filter. Ist beispielsweise bekannt, dass eine bestimmte Sto¨rung di lediglich
hochfrequente Anteile entha¨lt, so wird das System fu¨r den Entwurf virtuell
um einen Hochpass gHP(s) erweitert. Fu¨r den Entwurf wird angenommen,
dass di(s) = gHP(s) · d∗i (s) gilt. Die Minimierung der H∞-Norm bezu¨glich
der virtuellen Sto¨rung d∗i bewirkt dann eine Minimierung des Einflusses
der tatsa¨chlichen Sto¨rung di im relevanten Frequenzbereich. Ausfu¨hrlich
behandelt werden diese im Englischen frequency weighting filters genann-
ten Ansa¨tze in [25, 129, 135, 247]. Vorteilhaft ist die Tatsache, dass sich
die bekannten Entwu¨rfe zur Minimierung der H∞-Norm prinzipiell un-
vera¨ndert einsetzen lassen. Neben der besseren Unterdru¨ckung des Ein-
flusses von Sto¨rungen auf die Residuen in den relevanten Frequenzberei-
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chen la¨sst sich daru¨ber hinaus eine bessere Abscha¨tzung fu¨r diesen Ein-
fluss angeben. Dies la¨sst sich bei der Auslegung der Schwellenwerte in der
Residuenauswertung ausnutzen (s. Abschnitt 2.2.2). Nachteilig anzumer-
ken ist, dass die jeweiligen Gewichtungsfilter separat auszulegen sind, was
einen zusa¨tzlichen Entwurfsaufwand bedeutet. Weiterhin erho¨ht sich durch
die Gewichtungsfilter die Ordnung des betrachteten Gesamtsystems. Bei
Lo¨sungsansa¨tzen, die auf linearen Matrixungleichungen (LMIs) beruhen,
sind außerdem oftmals strukturelle Beschra¨nkungen der LMI-Variablen
no¨tig, was den Lo¨sungsraum einschra¨nkt.
Aufgrund der genannten Probleme der Gewichtungsfilter wurde in
ju¨ngerer Vergangenheit ein Ansatz vorangetrieben, der das zusa¨tzliche
Wissen u¨ber die relevanten Frequenzbereiche von Sto¨rungen, Fehlern
und Stellgro¨ßen direkt in den Entwurf einfließen la¨sst. Dabei wird aus-
genutzt, dass sich mithilfe des verallgemeinerten Kalman-Yakubovich-
Popov-Lemmas [113] die H∞-Norm eines Systems innerhalb eines be-
schra¨nkten Frequenzbereichs durch entsprechende Matrixungleichungen
direkt abscha¨tzen la¨sst. Somit entfa¨llt die separate Auslegung der Gewich-
tungsfilter und es ist keine Erho¨hung der Dimension des betrachteten Sys-
tems no¨tig. Fu¨r die Fehlerdetektion in zeitkontinuierlichen Systemen wird
dieses Konzept in [34, 48, 246, 254] eingesetzt. In [244, 245] wird das ent-
sprechende Problem fu¨r zeitdiskrete Systeme betrachtet. Daru¨ber hinaus
finden sich in der Literatur Anwendungen des Konzeptes fu¨r die Diagnose
in vernetzten Systemen [141] und in Takagi-Sugeno-Fuzzy-Systemen [269].
Anzumerken ist allerdings, dass die Matrixungleichungen zur Abscha¨tz-
ung der H∞-Norm in beschra¨nkten Frequenzbereichen eine kompliziertere
Gestalt aufweisen als beim klassischen Ansatz mit unbeschra¨nkten Fre-
quenzbereichen.
Mengenbasierte Ansa¨tze
Wa¨hrend die bisher vorgestellten Ansa¨tze darauf abzielen, aufgetrete-
ne Fehler anhand eines zugeordneten Residuums zu detektieren und zu
isolieren, verfolgen sogenannte mengenbasierte Ansa¨tze ein grundsa¨tzlich
anderes Prinzip. Dabei kommen mengenbasierte Beobachter (engl. set-
valued observers, SVOs) fu¨r zeitdiskrete Systeme zum Einsatz, die auf
[197, 203, 258] zuru¨ckgehen. Bei diesem Ansatz wird basierend auf einer
gegebenen Menge von mo¨glichen Anfangszusta¨nden Xk,0 sowie bekannten
Eingangs- und Ausgangssignalen zu jedem Zeitschritt k eine Menge von
mo¨glichen Zusta¨nden Xk berechnet. Anschaulich gesprochen entha¨lt die-
se Menge all jene Zusta¨nde, welche bei den gegebenen Anfangszusta¨nden
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und Eingangssignalen die gemessenen Ausgangssignale erzeugen ko¨nnen.
Vorteilhaft bei diesem Vorgehen ist, dass es sich ohne Weiteres auf Syste-
me mit parametrischen Unsicherheiten und Sto¨rungen sowie zeitvariante
Systeme erweitern la¨sst. Dies schla¨gt sich lediglich in der Berechnung von
Xk nieder. Da die Menge Xk im Allgemeinen nicht konvex ist, wird oftmals
die konvexe Hu¨lle X˜k berechnet.
Der Einsatz von mengenbasierten Beobachtern zur Fehlerdetektion und
-isolation ist in [44, 106, 188, 189] beschrieben. Dabei wird zum einen
ein SVO Onom fu¨r den fehlerfreien Fall implementiert. Parallel dazu wird
zum anderen fu¨r jeden mo¨glichen Fehler ein SVO Oi implementiert. Da-
mit dies mo¨glich ist, mu¨ssen sich die einzelnen Fehler modellieren und
so in die dynamische Modellbeschreibung integrieren lassen. Tritt zu ei-
nem bestimmten Zeitpunkt k der Fall X˜k = ∅ fu¨r den SVO Onom ein, so
ko¨nnen die gemessenen Ein- und Ausgangssignale durch keinen Zustand
des fehlerfreien Systems erkla¨rt werden. Dementsprechend wird das fehler-
freie Modell falsifiziert und ein Fehler wird detektiert. Die Fehlerisolation
erfolgt dann, indem sukzessive die den jeweiligen Fehlern zugeordneten
SVOs Oi falsifiziert werden.
Bei der beschriebenen Methode mu¨ssen keine Schwellenwerte fu¨r die
Residuenauswertung festgelegt werden. Weiterhin ist auch die Erkennung
nicht modellierter Fehlerfa¨lle mo¨glich. Dies ist dann der Fall, wenn fu¨r alle
SVOs, also Onom und alle Oi, die Bedingung X˜k = ∅ erfu¨llt ist. Die gemes-
senen Ein- und Ausgangssignale ko¨nnen dann weder mit dem fehlerfreien
Modell noch mit den angenommenen Fehlern erkla¨rt werden.
Allerdings mu¨ssen wie bereits erwa¨hnt die Fehler in ihrer Dynamik und
ihrer mo¨glichen Amplitude bekannt sein. Außerdem ist in jedem Zeitschritt
die mo¨gliche Menge der aktuellen Zusta¨nde Xk fu¨r alle mo¨glichen Unsi-
cherheiten, Sto¨rungen und Fehler zu berechnen, was einen hohen Online-
Rechenaufwand bedingt.
2.5.2 Fehlerisolation durch Lo¨sung von
Identifikationsproblemen
Wie in Abbildung 2.5 dargestellt ist die Fehleridentifikation hierarchisch
ein auf der Fehlerisolation aufbauender Schritt. Die Anwendung von Ver-
fahren zur Fehleridentifikation impliziert daher inha¨rent eine Fehlerisola-
tion. Im Folgenden werden mit Sto¨rgro¨ßenbeobachtern und Sliding-Mode-
Beobachtern zwei wesentliche Konzepte zur direkten Fehleridentifikation
na¨her erla¨utert.
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Sto¨rgro¨ßenbeobachter
Mittels des aus der Zustandsscha¨tzung bekannten Konzeptes eines Sto¨r-
gro¨ßenbeobachters ist ebenfalls eine Fehlerisolation mo¨glich. Dabei wird
angenommen, dass sich die Fehler durch ein autonomes Differentialglei-
chungssystem (das sogenannte Fehlermodell) beschreiben lassen [143, Ab-
schnitt 10.4.2]. Es ist also
ξ˙ = Aξξ, ξ(ti) = ξi ∈ Rnξ ,
f = Cξξ.
Entwirft man nun einen Zustandsbeobachter fu¨r das um das Fehlermo-
dell erweiterte Gesamtsystem mit dem Zustandsvektor [xT ξT]T, so erha¨lt
man nicht nur eine Scha¨tzung xˆ des Streckenzustandes, sondern ebenfalls
eine Scha¨tzung fˆ des Fehlervektors. Somit kann eine Fehleridentifikation
erreicht werden, die gema¨ß Abbildung 2.5 die Fehlerisolation beinhaltet.
Damit dies gelingt, muss jedoch ein Fehlermodell bekannt sein.
Treten zum Beispiel unter der Annahme sinusfo¨rmiger Fehlerverla¨ufe
sprungfo¨rmige Fehler auf, so ist mit einem Sto¨rgro¨ßenbeobachter kei-
ne ideale Fehleridentifikation (beziehungsweise -isolation) mehr mo¨glich.
Daru¨ber hinaus konvergiert die Fehlerscha¨tzung fˆ selbst bei einem ex-
akt bekannten Fehlermodell lediglich asymptotisch gegen die tatsa¨chlichen
Fehler f . Tritt zum Beispiel ein Fehler fi auf, so werden im Allgemeinen
auch die Fehlerscha¨tzungen fˆj ausschlagen, bevor sie asymptotisch gegen
0 konvergieren. Im Sinne von (2.7) ist also keine dynamische Fehleriso-
lation mo¨glich, sondern lediglich eine stationa¨re (das heißt fu¨r t → ∞).
Abschließend ist anzumerken, dass der Entwurf eines Beobachters fu¨r das
erweiterte Gesamtsystem die Implementierung eines dynamischen Systems
der Ordnung n+nξ erfordert. Dennoch finden sich in der Literatur erfolg-
reiche Anwendungen des Ansatzes (s. zum Beispiel [249]).
Sliding-Mode-Beobachter
Eine wesentliche Gruppe von Verfahren, die dem Ansatz der Sto¨rgro¨ßenbe-
obachter zuzuordnen sind, stellen die Sliding-Mode-Beobachter dar. Dabei
wird ebenfalls eine Scha¨tzung fˆ angestrebt, wobei durch die Fehleridenti-
fikation wie bereits beschrieben eine Fehlerisolation erreicht wird.
Gegenu¨ber klassischen Sto¨rgro¨ßenbeobachtern kommen jedoch Beobach-
ter zum Einsatz, die u¨ber diskontinuierliche Ru¨ckfu¨hrungen verfu¨gen. Eine
allgemeine, in [6, 64] gegebene Struktur ist
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˙ˆx = Axˆ+Bu+Lkont (y − yˆ) +Ldiskontν,
ν =
{
−ρ(u,y) P0 · (y−yˆ)‖P0 · (y−yˆ)‖ , y − yˆ 6= 0,
0 , y − yˆ = 0,
fˆ =Wν,
wobei die Matrizen Lkont, Ldiskont, P0 und W und die Funktion ρ(u,y)
auszulegen sind. Diese Art der Ru¨ckfu¨hrung fu¨hrt unter gewissen Voraus-
setzungen [64] dazu, dass der Scha¨tzwert fˆ mindestens asymptotisch gegen
den tatsa¨chlichen Fehlervektor f konvergiert.
Eine umfassende U¨bersicht zur Anwendung von Sliding-Mode-
Beobachtern fu¨r die Fehlerdetektion und -isolation findet sich in [65]. Die
Beitra¨ge [6, 214] konzentrieren sich auf die Diagnose von Sensorfehlern.
Die explizite Beru¨cksichtigung von Robustheitsaspekten erfolgt unter an-
derem in [72, 157, 213, 215]. Weiterfu¨hrende Ergebnisse erlauben daru¨ber
hinaus beispielsweise die Anwendung auf linear parametervera¨nderliche
Systeme [5], Klassen nichtlinearer Systeme [37] sowie die Fehlerdiagnose
in dezentralen [267] und stochastischen [82] Systemen und Erweiterungen
auf fehlertolerante Regelungen [64].
Vorteile von Sliding-Mode-Ansa¨tzen sind in ihren Robustheitseigen-
schaften zu sehen. Allerdings ist wie bei linearen Sto¨rgro¨ßenbeobachtern
nur eine stationa¨re Fehlerisolation und keine dynamische mo¨glich.
2.5.3 Direkte Ansa¨tze zur Fehlerisolation
Wa¨hrend mit den in Abschnitt 2.5.1 vorgestellten Verfahren das Iso-
lationsproblem durch die Ru¨ckfu¨hrung auf mehrere Detektionsprobleme
zuru¨ckgefu¨hrt wird und in Abschnitt 2.5.2 die Isolation als “Neben-
produkt” der Fehleridentifikation erreicht wird, existieren verschiedene
Ansa¨tze, die direkt auf eine Fehlerisolation abzielen. Im Folgenden wird
eine kurze U¨bersicht u¨ber die relevante Literatur gegeben. Eine detaillier-
te Betrachtung der existierenden Literatur wird zu Beginn der Kapitel 4
und 6 gegeben, da fu¨r die Abgrenzung und Einordnung der im Rahmen
dieser Arbeit erzielten Ergebnisse noch verschiedene Grundbegriffe und
Konzepte einzufu¨hren sind.
Fehlerisolationsbeobachter
Im Gegensatz zu Beobachterba¨nken oder Sto¨rgro¨ßenbeobachtern verfol-
gen Fehlerisolationsbeobachter das Ziel, mittels eines einzelnen, geeignet
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parametrierten Beobachters der Form
˙ˆx = Axˆ+Bu+ L (y −Cxˆ−Du) ,
r = V (y −Cxˆ−Du)
die in Abschnitt 2.3 beschriebenen Entwurfsziele zu erfu¨llen. Diesem Be-
reich sind auch die Ergebnisse der Kapitel 4 und 5 zuzuordnen. Der
grundsa¨tzliche Vorteil der Verfahren besteht darin, dass sie gegenu¨ber
Beobachterba¨nken einen geringeren Entwurfs- und Implementierungsauf-
wand aufweisen, da lediglich ein Beobachter beziehungsweise Filter zu pa-
rametrieren ist.
Der Ansatz geht zuru¨ck auf [13, 117], weiterentwickelt wurde er in
[42, 59, 133, 147, 167, 168, 255]. Neuere Resultate auf Basis von Beob-
achtern finden sich in [28, 58, 114, 130]. Diese stellen einerseits unter-
schiedliche Entwurfsverfahren zur Verfu¨gung und erlauben andererseits
die Behandlung gro¨ßerer Systemklassen und die explizite Beru¨cksichtigung
beziehungsweise Optimierung der Robustheit.
Fehlerisolationsfilter
Neben Beobachtern lassen sich auch allgemeinere Filterstrukturen der
Form
x˙f = Afxf +Bf,uu+Bf,yy,
r = Cfxf +Df,uu+Df,yy
zur Erfu¨llung der in Abschnitt 2.3 diskutierten Entwurfsziele ansetzen. Sol-
che Filter werden in dieser Arbeit als allgemeine Fehlerisolationsfilter oder
kurz Fehlerisolationsfilter bezeichnet, sie werden in Kapitel 6 ausfu¨hrlich
betrachtet. Anzumerken ist, dass die Begriffe Fehlerisolationsbeobachter
und Fehlerisolationsfilter in der Literatur ha¨ufig synonym verwendet wer-
den. In dieser Arbeit erfolgt jedoch eine explizite Unterscheidung, um den
strukturellen Unterschied der Residuengeneratoren deutlich zu machen.
In [146] ist ein geometrisches Verfahren zur Parametrierung allgemei-
ner Fehlerisolationsfilter zu finden. In ju¨ngerer Vergangenheit wurden ne-
ben einem algebraischen Entwurf [58, Abschnitt 13.4] optimierungsbasier-
te Verfahren entwickelt, welche die Einbeziehung von Robustheitsaspekten
erlauben [148, 149]. Sie zielen jedoch im Wesentlichen auf eine Fehlerde-
tektion ab und erlauben keine systematische Behandlung von Fehlerisola-
tionsproblemen.
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3 Mathematische und
regelungstechnische
Grundlagen
In diesem Kapitel werden die fu¨r das Versta¨ndnis der Arbeit wesentlichen
Grundlagen zu Signal- und Systemnormen (Abschnitt 3.1), linearen Ma-
trixungleichungen (Abschnitt 3.2), Nullstellen linearer Mehrgro¨ßensysteme
(Abschnitt 3.3) und linearen Entkopplungsreglern (Abschnitt 3.4) zusam-
mengefasst. Es erfolgt jeweils nur eine kurze Einfu¨hrung in die Grundbe-
griffe und -konzepte, fu¨r Details wird jeweils auf die einschla¨gige Literatur
verwiesen.
3.1 Signal- und Systemnormen
In Abschnitt 2.3 wurden die Ziele beim Entwurf modellbasierter Fehler-
isolationsfilter herausgearbeitet. Zwei wesentliche Aspekte sind dabei die
Sensitivita¨t bezu¨glich der Fehler f und die Robustheit bezu¨glich exogener
Sto¨rungen d sowie Unsicherheiten im Systemmodell. Es ist einleuchtend,
dass sich die Fehler mo¨glichst stark und die Sto¨rungen und Stellgro¨ßen
mo¨glichst wenig in den erzeugten Residuen niederschlagen sollen. Um die
“Sta¨rke” des Einflusses der verschiedenen anregenden Gro¨ßen zu quan-
tifizieren, ist eine geeignete mathematische Beschreibung no¨tig. Um die
“Gro¨ße” von Signalen beziehungsweise Systemen zu beschreiben, existie-
ren verschiedene Normen.
Ein intuitives Maß fu¨r die Norm eines vektoriellen Zeitsignals ist durch
die L2-Norm gegeben [206].
Definition 3.1 (L2-Norm eines Signals). Fu¨r ein Signal u(t) ∈ Rnu mit
ui(t < 0) = 0 fu¨r alle i = 1, . . . ,nu ist die L2-Norm definiert als
‖u‖L2 =
√√√√√ ∞∫
0
uT(τ) ·u(τ) dτ .
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Anschaulich gesprochen kann die L2-Norm als ein Maß aufgefasst wer-
den, das proportional zur Gesamtenergie eines Signals ist.
Um die “Gro¨ße” eines Systems beziehungsweise einer U¨bertragungsma-
trix zu quantifizieren, wird ha¨ufig auf induzierte Normen zuru¨ckgegriffen.
Diese leiten sich aus Signalnormen ab, wobei
‖Gyu(s)‖ = sup
‖u‖6=0
‖y‖
‖u‖ (3.1)
definiert wird. Indem unterschiedliche Normen von u beziehungsweise y
herangezogen werden, lassen sich verschiedene Systemnormen charakteri-
sieren.
Betrachtet man jeweils die L2-Norm von u und y, so ergibt sich die
sogenannte H∞-Norm von Gyu(s).
Definition 3.2 (H∞-Norm). Fu¨r ein stabiles lineares System, welches
durch die propere U¨bertragungsmatrix Gyu(s) beschrieben wird, ist die
H∞-Norm definiert als
‖Gyu(s)‖∞ = sup
‖u‖
L2
6=0
‖y‖L2
‖u‖L2
.
Bemerkung 3.1. Neben der L2-Norm existieren verschiedene andere Sig-
nalnormen, wie zum Beispiel die Maximumsnorm oder die 1-Norm. Aus
diesen Normen beziehungsweise unterschiedlichen Normen fu¨r u und y
in (3.1) ergeben sich jeweils andere induzierte Systemnormen, wie zum
Beispiel die ℓ1- oder peak-to-peak -Norm [206]. Weiterhin findet die H2-
Norm ha¨ufig Anwendung, zum Beispiel in der Herleitung eines optima-
len Kalman-Filters. Die H∞-Norm ist fu¨r die Robustheitsoptimierung die
naheliegendste Norm, da sie Worst-Case-Abscha¨tzungen hinsichtlich der
Versta¨rkung harmonischer Anregungen erlaubt. Prinzipiell lassen sich je-
doch viele im Rahmen dieser Arbeit erzielten Ergebnisse auch auf andere
Normen u¨bertragen.
Fu¨r die H∞-Norm gilt nach [206]
‖Gyu(s)‖∞ = sup
ω
σ (Gyu(jω)) , (3.2)
das heißt die Norm beschreibt die kleinste obere Schranke fu¨r den gro¨ßten
Singula¨rwert σ von Gyu(jω) u¨ber alle Frequenzen. Sie stellt eine Worst-
Case-Abscha¨tzung dar und beschreibt den gro¨ßtmo¨glichen Einfluss, den
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das Eingangssignal u bezogen auf die Versta¨rkung harmonischer Anre-
gungen auf die Ausgangsgro¨ßen y nehmen kann. Dieser Zusammenhang
begru¨ndet die große Bedeutung der H∞-Norm in vielen Bereichen der Re-
gelungstechnik, zum Beispiel beim Entwurf robuster Regelungen [126], in
der Ordnungsreduktion [62] und insbesondere im Bereich der Fehlerdiag-
nose [32, 58]. Fu¨r Mehrgro¨ßensysteme la¨sst sich nicht nur ermitteln, wie
hoch die gro¨ßte auftretende Versta¨rkung ist und bei welcher Frequenz ωmax
sie auftritt. Eine Singula¨rwertzerlegung von Gyu(jωmax) liefert auch die
Eingangsrichtung, in der das System fu¨r die gro¨ßtmo¨gliche Versta¨rkung
anzuregen ist.
Im Bereich der robusten Fehlerisolation la¨sst sich die H∞-Norm zur
Quantifizierung der in Abschnitt 2.3 qualitativ genannten Robustheitszie-
le heranziehen. Um den Einfluss von Stell- und Sto¨rgro¨ßen auf die gene-
rierten Residuen zu unterdru¨cken, wird eine Minimierung von ‖Gru(s)‖∞
beziehungsweise ‖Grd(s)‖∞ angestrebt.
Gema¨ß (3.2) beschreibt die H∞-Norm eine Schranke fu¨r den gro¨ßten
Singula¨rwert u¨ber alle Frequenzen. In vielen Anwendungsfa¨llen beinhal-
ten die betrachteten Eingangssignale jedoch nicht alle Frequenzen, die
Anteile beschra¨nken sich stattdessen auf bestimmte Frequenzbereiche. So
sind beispielsweise Stellgro¨ßen aufgrund physikalischer Limitierungen der
Aktoren oftmals relativ niederfrequent und Sto¨rsignale ko¨nnen durch ei-
ne Spektralanalyse auf relevante Frequenzbereiche eingegrenzt werden. In
solchen Fa¨llen fu¨hrt die Verwendung der H∞-Norm unter Umsta¨nden zu
sehr konservativen Abscha¨tzungen. Es ist dann hilfreich, die kleinste obere
Schranke fu¨r den gro¨ßten Singula¨rwert von Gyu(jω) u¨ber den relevanten
Frequenzbereich zu betrachten, was zu folgender Definition fu¨hrt:
Definition 3.3 (H∞-Norm in begrenztem Frequenzbereich). Fu¨r ein sta-
biles lineares System, welches durch die U¨bertragungsmatrix Gyu(s) be-
schrieben wird, ist die H∞-Norm im Frequenzbereich Ω definiert als
‖Gyu(s)‖Ω∞ = sup
ω∈Ω
σ (Gyu(jω)) .
Bemerkung 3.2. Wie bereits in Abschnitt 2.5.1 ausgefu¨hrt la¨sst sich die Be-
rechnung der H∞-Norm in einem beschra¨nkten Frequenzintervall mithilfe
von Gewichtungsfiltern na¨herungsweise auf die Berechnung der H∞-Norm
eines erweiterten Systems u¨ber alle Frequenzen zuru¨ckfu¨hren. Obige De-
finition liefert jedoch eine exakte Charakterisierung der Norm innerhalb
eines beschra¨nkten Frequenzbereiches.
Wa¨hrend die H∞-Norm hilfreich bei der Beschreibung der Ro-
bustheitsanforderung ist, wird fu¨r die Quantifizierung der Sensitivita¨t
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(s. Abschnitt 2.3) auf ein anderes Maß zuru¨ckgegriffen, welches die
kleinstmo¨gliche Versta¨rkung beschreibt. Im Sinne einer hohen Sensitivita¨t
bezu¨glich der Fehler wird angestrebt, die kleinste auftretende Versta¨rkung
von Grf (s) zu maximieren. Um diese zu beschreiben, wird der H−-
Index verwendet. In der Literatur existieren unterschiedliche Definitionen
[32, 135, 243], hier wird der Index wie folgt verstanden:
Definition 3.4 (H−-Index). Fu¨r ein stabiles lineares System, welches
durch die U¨bertragungsmatrixGyu(s) beschrieben wird, ist der H−-Index
definiert als
‖Gyu(s)‖− = infω σ (Gyu(jω)) ,
wobei σ den kleinsten Singula¨rwert von Gyu(jω) darstellt.
Offensichtlich ist fu¨r Systeme ohne Durchgriff der H−-Index nach obiger
Definition stets 0, da der kleinste Singula¨rwert von Gyu(jω) fu¨r ω → ∞
gegen 0 geht. Ebenso wie fu¨r die H∞-Norm lassen sich die Betrachtungen
auf einen bestimmten Frequenzbereich einschra¨nken. Dies fu¨hrt auf
Definition 3.5 (H−-Index in begrenztem Frequenzbereich). Fu¨r ein sta-
biles lineares System, welches durch die U¨bertragungsmatrix Gyu(s) be-
schrieben wird, ist der H−-Index im Frequenzbereich Ω definiert als
‖Gyu(s)‖Ω− = infω∈Ωσ (Gyu(jω)) .
Fu¨r Eingro¨ßensysteme la¨sst sich die H∞-Norm anschaulich interpre-
tieren als die kleinste obere Schranke des Amplitudenganges. In Ab-
bildung 3.1 ist beispielhaft der Amplitudengang eines PT2-Gliedes mit
den Eigenwerten λ1/2 = −1 ± 6i und der stationa¨ren Versta¨rkung von
gyu(s = 0) = 2 betrachtet. U¨ber alle Frequenzen ergibt sich die gro¨ßte
Versta¨rkung aus ‖gyu(s)‖∞ = 6,16. Geht man jedoch davon aus, dass das
Eingangssignal lediglich Frequenzen aus dem blau eingefa¨rbtem Bereich
Ω1 = [10 ; ∞) entha¨lt, so ist offensichtlich, dass im relevanten Frequenz-
bereich nur deutlich geringere Versta¨rkungen auftreten, als dies durch
‖gyu(s)‖∞ beschrieben wird. Im Beispiel aus Abbildung 3.1 ergibt sich ein
Wert von ‖gyu(s)‖Ω1∞ = 1,12. Betrachtet man weiterhin den Frequenzbe-
reich Ω2 = [0; 0,1], so ergibt sich der H−-Index zu ‖gyu(s)‖Ω2− = 2,00, was
der stationa¨ren Versta¨rkung entspricht. Wegen ‖gyu(s)‖− = 0 la¨sst sich
der H−-Index u¨ber alle Frequenzen in der logarithmischen Darstellung in
Abbildung 3.1 nicht als Schranke darstellen.
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Abbildung 3.1: Veranschaulichung der H∞-Norm und des H−-Index
3.2 Lineare Matrixungleichungen
Zahlreiche regelungstechnische Probleme lassen sich unter Ru¨ckgriff auf
sogenannte lineare Matrixungleichungen (engl. linear matrix inequalities,
LMIs) lo¨sen. Dabei handelt es sich allgemein um eine matrixwertige Funk-
tion F (x) ∈ Rn×n, die affin von den Elementen von x ∈ Rm abha¨ngt und
die in der Form
F (x) = F0 +
m∑
i=1
xiFi ≻ 0 (3.3)
geschrieben werden kann. Dabei sind F0 = F
T
0 und Fi = F
T
i , i = 1, . . . ,m,
symmetrische Matrizen und das Symbol ≻ beschreibt die positive Definit-
heit1) von F (x). Es ist also uT ·F (x) ·u > 0 fu¨r alle u 6= 0 ∈ Rn und
alle Eigenwerte von F (x) sind positiv. Gleichung (3.3) beschreibt eine
strikte LMI. Daru¨ber hinaus existieren nichtstrikte LMIs, bei denen le-
diglich positive (beziehungsweise negative) Semidefinitheit gefordert wird,
was durch das Symbol  () beschrieben wird. Wie in [20] gezeigt lassen
sich nichtstrikte LMIs stets in strikte LMIs u¨berfu¨hren.
Die Quelle [20] stellt ein Standardwerk zu LMIs dar und bietet eben-
so wie [193, 217] einen ausfu¨hrlichen U¨berblick. An dieser Stelle werden
lediglich die wesentlichen Grundlagen ero¨rtert.
1)Die Symmetrie von F0 und Fi impliziert daru¨ber hinaus die Symmetrie von F (x),
die durch das Symbol ≻ ebenfalls zum Ausdruck gebracht wird.
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Ein wichtiges Merkmal von LMIs ist ihre Konvexita¨t. Diese la¨sst sich
fu¨r F (x) ≻ 0 und F (y) ≻ 0 mit einem Skalar 0 ≤ λ ≤ 1 leicht durch
F (λx+ (1− λ)y) = F0 +
m∑
i=1
(λxi + (1− λ)yi)Fi
= λF0 + (1− λ)F0 +
m∑
i=1
λxiFi +
m∑
i=1
(1− λ)yiFi
= λ
(
F0 +
m∑
i=1
xiFi
)
+ (1− λ)
(
F0 +
m∑
i=1
yiFi
)
= λF (x) + (1− λ)F (y) ≻ 0
nachweisen. Diese Tatsache ist insofern bemerkenswert, als dass sich hin-
ter (3.3) ein System polynomialer Ungleichungen verbirgt. Diese ergeben
sich daraus, dass die positive Definitheit von F (x) genau dann gegeben
ist, wenn alle Hauptabschnittsdeterminanten von F (x) positiv sind [14,
Proposition 8.2.7].
Die Konvexita¨t der LMIs bedingt, dass es sich bei Optimierungsproble-
men der Form
minimiere
x
cTx, sodass (3.4a)
F (x) ≻ 0 (3.4b)
um konvexe Optimierungsprobleme handelt, da sowohl die Zielfunktion
als auch die Nebenbedingungen konvex sind. Daneben werden ha¨ufig auch
Lo¨sbarkeitsprobleme der Form
finde x, sodass (3.5a)
F (x) ≻ 0 (3.5b)
betrachtet, die ebenfalls konvex sind.
Sowohl (3.4) als auch (3.5) lassen sich numerisch effizient lo¨sen. Dies
kann zuverla¨ssig durch Ellipsoid-Algorithmen erfolgen. Diese gehen von
einer Ellipse aus, welche die optimale Lo¨sung x∗ von (3.4) beziehungs-
weise eine gu¨ltige Lo¨sung fu¨r (3.5) entha¨lt. Anschließend werden iterativ
Ellipsen mit kleinerem Volumen berechnet, welche jeweils die optimale
beziehungsweise eine gu¨ltige Lo¨sung enthalten. Auf diese Art und Wei-
se wird x∗ iterativ angena¨hert. Fu¨r Details wird auf [15, 20] verwiesen.
Als numerisch effizienter haben sich Innere-Punkte-Verfahren erwiesen.
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Sie sind auch in den frei verfu¨gbaren Solvern SeDuMi [210] und SDPT3
[216] umgesetzt. Innere-Punkte-Verfahren stellen fortgeschrittene Opti-
mierungsverfahren dar, auf die Darstellung von Details wird an dieser Stel-
le verzichtet. Eine kurze Einfu¨hrung findet sich in [119, Abschnitt 2.6.2],
fu¨r tiefergehende Betrachtungen wird auf [19, 20, 263] verwiesen.
Da (3.3) lediglich skalare Variablen xi beinhaltet, erscheint die Struk-
tur auf den ersten Blick restriktiv. Es lassen sich jedoch zahlreiche re-
gelungstechnische Standardprobleme in der gegebenen Form beschreiben.
Als klassisches Beispiel wird oftmals die Lyapunov-Ungleichung
PA+ATP = He (PA) ≺ 0 (3.6)
angefu¨hrt.2) Bekanntlich ist die Ruhelage xR = 0 eines linearen Systems
x˙ = Ax genau dann asymptotisch stabil, wenn eine symmetrische Matrix
P ≻ 0 existiert, sodass (3.6) erfu¨llt ist [1]. Fu¨r ein System 2. Ordnung mit
P =
[
p11 p12
p12 p22
]
la¨sst sich (3.6) beispielhaft schreiben als
He
(
p11
[
1 0
0 0
]
A+ p12
[
0 1
1 0
]
A+ p22
[
0 0
0 1
]
A
)
≺ 0.
Mit
x =
[
p11 p12 p22
]T
,
F0 = 0,
F1 = He
([
1 0
0 0
]
A
)
, F2 = He
([
0 1
1 0
]
A
)
, F3 = He
([
0 0
0 1
]
A
)
entspricht dies der Gleichung (3.3). Entsprechend lassen sich alle linearen
beziehungsweise affinen Ungleichungen mit matrixwertigen Variablen in
die Form (3.3) u¨berfu¨hren. Ga¨ngige Schnittstellen wie Yalmip [128] oder
Cvx [89, 90] erlauben es, LMIs unmittelbar mit matrixwertigen Variablen
wie zum Beispiel in (3.6) einzugeben. Die Umwandlung in die Standard-
form (3.3) erfolgt dann automatisiert. Im weiteren Verlauf der Arbeit wird
daher stets mit derartigen Matrixungleichungen gearbeitet.
Im Folgenden werden zuna¨chst einige Rechenregeln fu¨r LMIs zusam-
mengefasst, bevor in Abschnitt 3.2.2 fu¨r den weiteren Verlauf der Arbeit
wesentliche LMIs dargestellt werden.
2)Im Sinne einer kompakten Notation wird in dieser Arbeit ha¨ufig die abku¨rzende
Schreibweise He (X) =X +XT verwendet.
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3.2.1 Rechenregeln fu¨r LMIs
Da der Ausdruck X ≻ 0 die positive Definitheit von X beschreibt und
somit gleichbedeutend damit ist, dass alle Eigenwerte von X positiv sind,
lassen sich mehrere LMIs in einfacher Art und Weise zu einer LMI zusam-
menfassen.
Lemma 3.1 (Zusammenfassung von LMIs). Gegeben seien zwei symme-
trische Matrizen X und Y , welche X ≻ 0 und Y ≻ 0 erfu¨llen. Diese
LMIs sind a¨quivalent zu [
X 0
0 Y
]
≻ 0.
Ein weiteres wesentliches Merkmal von LMIs ist, dass sie nicht eindeutig
sind. Das heißt, dass die gleiche Lo¨sungsmenge durch unendlich viele LMIs
beschrieben werden kann. Formal ausgedru¨ckt wird dies nach [20] durch
Lemma 3.2 (Kongruenztransformation von LMIs). Gegeben sei eine sym-
metrische Matrix X ∈ Rn×n und eine regula¨re Matrix T ∈ Rn×n. Dann
sind die LMIs
1. X ≻ 0 und
2. T T ·X ·T ≻ 0
hinsichtlich der Lo¨sungsmenge a¨quivalent.
Eine geschickte Wahl von T kann in Verbindung mit geeigneten Varia-
blensubstitutionen oftmals dabei helfen, allgemeinere (zum Beispiel bili-
neare) Matrixungleichungen in LMIs zu u¨berfu¨hren. Ein Beispiel hierfu¨r ist
das Auffinden einer stabilisierenden Zustandsru¨ckfu¨hrung u = −Kx fu¨r
ein lineares System der Form x˙ = Ax+Bu. Der geschlossene Regelkreis
ist asymptotisch stabil, wenn eine Matrix P ≻ 0 existiert, sodass
He (P (A−BK)) ≺ 0 (3.7)
gilt. Da sowohl die Lyapunov-Matrix P als auch die Reglermatrix K ge-
sucht werden, handelt es sich dabei um eine bilineare Matrixungleichung
(BMI). Unter Ru¨ckgriff auf Lemma 3.2 ist (3.7) gleichbedeutend mit
P−1 ·He (P (A−BK)) ·P−1 = He ((A−BK) ·P−1) ≺ 0.
Fu¨hrt man nun die Variablensubstitutionen Q = P−1 und Y =KQ ein,
so la¨sst sich
He (AQ−BY ) ≺ 0 (3.8)
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schreiben. Bei (3.8) handelt es sich um eine LMI in den Variablen Q und
Y , welche die gleiche Lo¨sungsmenge beschreibt wie die BMI (3.7). Nach
dem Lo¨sen von (3.8) erha¨lt man die gesuchte Ru¨ckfu¨hrmatrix aus der
Ru¨cksubstitution K = Y Q−1.
Von zentraler Bedeutung bei der Manipulation von Matrixungleichungen
ist daru¨ber hinaus das Schur-Komplement-Lemma (s. [20, Abschnitt 2.1]).
Lemma 3.3 (Schur-Komplement-Lemma). Gegeben seien die symmetri-
schen Matrizen X ∈ Rn×n und Y ∈ Rm×m, sowie die Matrix Z ∈ Rn×m.
Dann gilt die A¨quivalenz3)[
X Z
ZT Y
]
=
[
X Z
⋆ Y
]
≻ 0 ⇔ Y ≻ 0, X −ZY −1ZT ≻ 0.
Beweis. Aus Lemma 3.2 folgt unmittelbar[
X Z
⋆ Y
]
≻ 0 ⇔
[
In −ZY −1
0 Im
] [
X Z
⋆ Y
] [
In 0
−Y −1ZT Im
]
≻ 0,
was gleichbedeutend ist mit[
X −ZY −1ZT 0
0 Y
]
≻ 0.
Diese Blockdiagonalmatrix ist genau dann positiv definit, wenn ihre Dia-
gonalblo¨cke positiv definit sind.
Aus dem Beweis ergibt sich weiterhin, dass das Schur-Komplement-
Lemma auch fu¨r die negative Definitheit gu¨ltig ist. Es gilt demnach[
X Z
⋆ Y
]
≺ 0 ⇔ Y ≺ 0, X −ZY −1ZT ≺ 0.
Mit der Transformationsmatrix
T =
[
0 Im
In 0
]
ergibt sich aus Lemma 3.2 eine weitere Variante des Schur-Komplement-
Lemmas zu[
X Z
⋆ Y
]
≻ 0 ⇔
[
Y ZT
⋆ X
]
≻ 0 ⇔ X ≻ 0, Y −ZTX−1Z ≻ 0.
3)Das Symbol ⋆ steht dabei in dieser Arbeit stets fu¨r Elemente beziehungsweise Blo¨cke,
die sich unmittelbar aus der Symmetrie der betrachteten Matrix ergeben.
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Auch diese Variante gilt ebenso fu¨r negative Definitheit. Mithilfe des Schur-
Komplement-Lemmas lassen sich ha¨ufig Matrixungleichungen, die quadra-
tisch in einer Entscheidungsvariablen sind, in LMIs ho¨herer Dimension
u¨berfu¨hren. Ein typisches Beispiel ist die Riccatiungleichung
He (PA) + PBR−1BTP +Q ≺ 0,
die quadratisch in P ist. Durch Anwendung von Satz 3.3 mit
X = He (PA) +Q, Z = PB und Y = −R la¨sst sie sich bei positiv defi-
nitem R u¨berfu¨hren in die LMI[
He (PA) +Q PB
⋆ −R
]
≺ 0.
Neben Kongruenztransformationen, Variablensubstitutionen und dem
Schur-Komplement-Lemma stellt das folgende Lemma (s. [205, Korollar
2.3.9]) ein weiteres Hilfsmittel zur Umformung beziehungsweise Vereinfa-
chung von Matrixungleichungen dar.
Lemma 3.4. Gegeben seien zwei reelle Matrizen Q = QT und Y . Dann
sind die folgenden Aussagen a¨quivalent:
1. ⊥Y ·Q ·⊥Y T ≺ 0.
2. Es existiert eine beliebige Matrix X passender Dimension, sodass
Q+He
(
XY T
) ≺ 0 gilt.
Es handelt sich um einen Spezialfall des sogenannten Eliminations-
Lemmas [20, Abschnitt 2.6.2], welches sich aus Finslers Lemma [70] her-
leitet. In der gezeigten Form erlaubt es, die in ⊥Y quadratische Matrixun-
gleichung in eine in X und Y bilineare Ungleichung zu u¨berfu¨hren.
3.2.2 Spezielle LMIs
Die induzierte 2-Norm einer Matrix wird nach [14, Proposition 9.4.7] be-
schrieben durch ihren gro¨ßten Singula¨rwert. Dies erlaubt es, die Norm
durch LMIs wie folgt abzuscha¨tzen, wobei sich das Lemma auch auf den
Spezialfall von Vektoren anwenden la¨sst.
Lemma 3.5. Gegeben sei eine Matrix Z ∈ Rn×m und ein Skalar α > 0.
Dann gilt ‖Z‖2 < α genau dann, wenn[
α2In Z
⋆ Im
]
≻ 0 ⇔ ZZT ≺ α2In.
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Beweis. Nach [20] ist ZZT ≺ In a¨quivalent zu ‖Z‖2 < 1. Aus dem Schur-
Komplement-Lemma (Lemma 3.3) folgt damit
‖Z‖2 < 1 ⇔ ZZT ≺ In ⇔
[
In Z
⋆ Im
]
≻ 0. (3.9)
Da ‖Z‖2 < α a¨quivalent zu 1α ‖Z‖2 =
∥∥ 1
αZ
∥∥
2
< 1 ist, ist dies wegen (3.9)
weiterhin gleichbedeutend mit[
In
1
αZ
⋆ Im
]
≻ 0.
Eine Kongruenztransformation mit T = diag (αIn, Im) fu¨hrt schließlich
auf [
α2In Z
⋆ Im
]
≻ 0. (3.10)
Die Anwendung des Schur-Komplement-Lemmas auf (3.10) ergibt
α2In −ZZT ≻ 0, sodass ZZT ≺ α2In folgt.
Das Lemma la¨sst sich auch dazu nutzen, Gleichungsbedingungen durch
Ungleichungsbedingungen anzuna¨hern. Soll beispielsweise XA = B mit
X ∈ Rn×m, A ∈ Rm×p und B ∈ Rn×p erfu¨llt werden, so la¨sst sich dies
anna¨hern durch ‖XA−B‖2 < ε mit einem beliebig kleinen Skalar ε > 0.
Mittels Lemma 3.5 kann hierfu¨r a¨quivalent[
ε2In XA−B
⋆ Ip
]
≻ 0
geschrieben werden. Ga¨ngige Schnittstellen wie Yalmip [128] oder Cvx
[89, 90] nehmen eine solche Umwandlung automatisch vor, sodass lineare
beziehungsweise affine Gleichungsbedingungen ohne Weiteres als Neben-
bedingungen in LMI-Problemen beru¨cksichtigt werden ko¨nnen.
LMIs zur Abscha¨tzung von Systemnormen
Wie in Abschnitt 3.1 diskutiert lassen sich die Robustheitsanforderungen
beim Entwurf von Fehlerisolationsbeobachtern mithilfe der H∞-Norm von
U¨bertragungsmatrizen quantifizieren. Das Bounded-Real-Lemma (BRL, s.
[20, Abschnitt 2.7.3]) erlaubt es, die Beschra¨nkung dieser Norm anhand li-
nearer Matrixungleichungen zu charakterisieren. Daher ist es von zentraler
Bedeutung fu¨r die vorliegende Arbeit.
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Satz 3.1 (Bounded-Real-Lemma). Gegeben sei ein stabiles lineares Sys-
tem x˙ = Ax +Bu, y = Cx +Du mit x ∈ Rn, u ∈ Rnu , y ∈ Rny und
der U¨bertragungsmatrix
Gyu(s) = C (sIn −A)−1B +D.
Dann gilt ‖Gyu(s)‖∞ < γ mit einem positiven Skalar γ genau dann, wenn
eine symmetrische, positiv definite Matrix X existiert, so dass
He (XA) XB CT⋆ −γInu DT
⋆ ⋆ −γIny

 ≺ 0.
Der Beweis ist in Anhang A auf Seite 346 skizziert. Wie in [192, Ab-
schnitt 3.3] gezeigt lassen sich vergleichbare LMIs zur Abscha¨tzung ande-
rer Systemnormen herleiten. Dies ermo¨glicht es, die jeweils fu¨r die Opti-
mierung der H∞-Norm erzielten Ergebnisse auf die Minimierung anderer
Normen zu u¨bertragen.
Auch die H∞-Norm in einem begrenzten Frequenzintervall la¨sst sich
durch LMIs abscha¨tzen. In [113, Abschnitt IV] beziehungsweise [176, Ab-
schnitt IV] findet sich dazu der folgende Satz:
Satz 3.2 (Sonderfall des verallgemeinerten Kalman-Yakubovich-Po-
pov-Lemmas). Gegeben sei ein stabiles lineares System x˙ = Ax + Bu,
y = Cx+Du mit x ∈ Rn, u ∈ Rnu , y ∈ Rny und der U¨bertragungsmatrix
Gyu(s) = C (sIn −A)−1B +D.
Weiterhin sei γ ein positiver Skalar, Ω = [ωl ; ωh] ein abgeschlossener
Frequenzbereich und ωc =
1
2 (ωl + ωh). Dann sind die folgenden Aussagen
a¨quivalent:
1. ‖Gyu(s)‖Ω∞ < γ.
2.
[
Gyu(jω)
Inu
]H
Γ
[
Gyu(jω)
Inu
]
≺ 0, ∀ω ∈ Ω,
mit Γ =
[
Iny 0
0 −γ2Inu
]
.
3. Es existieren symmetrische Matrizen Rn×n ∋X ≻ 0 und
Y ∈ Rn×n, sodass[
A B
In 0
]T
Ξ
[
A B
In 0
]
+
[
C D
0 Inu
]T
Γ
[
C D
0 Inu
]
≺ 0
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mit Ξ =
[ −X Y + jωcX
Y − jωcX −ωlωhX
]
und Γ =
[
Iny 0
0 −γ2Inu
]
gilt.
Bei Satz 3.2 handelt es sich um einen Spezialfall des verallgemeiner-
ten Kalman-Yakubovich-Popov-Lemmas (engl. Generalized KYP Lem-
ma, GKYP-Lemma). Seine große Bedeutung ergibt sich daraus, dass zur
U¨berpru¨fung der ersten beiden Aussagen von Satz 3.2 unendlich viele Fre-
quenzen ω zu betrachten sind, was praktisch im Allgemeinen nicht umsetz-
bar ist. Die dritte Aussage bietet einen rechnerischen Zugang, da lediglich
eine einzige Matrixungleichung zu u¨berpru¨fen ist. Wie in [113] ausfu¨hrlich
ero¨rtert lassen sich mit dem GKYP-Lemma verschiedene Eigenschaften
eines Systems in unterschiedlichen Frequenzbereichen charakterisieren. In
der urspru¨nglichen Fassung aus [113] wird gefordert, dass die Matrizen
X und Y hermitesch sind. In [176, Theorem 2] wird darauf aufbauend
gezeigt, dass fu¨r X und Y ohne Einschra¨nkung der Allgemeinheit reel-
le, symmetrische Matrizen angesetzt werden ko¨nnen. Dies verringert die
Anzahl der Variablen des LMI-Problems signifikant und beschleunigt die
Lo¨sung.
Die Wahl von Γ in Satz 3.2 legt die zu untersuchende Eigenschaft fest.
Wird Γ wie in Satz 3.2 gewa¨hlt, so wird durch γ eine obere Schranke fu¨r
die H∞-Norm des Systems beschrieben. Fu¨r
Γ =
[−Iny 0
0 γ2Iny
]
stellt der Skalar γ eine untere Schranke fu¨r den H−-Index des Systems dar.
Anstatt der ersten Aussage in Satz 3.2 ist in diesem Fall ‖Gyu(s)‖Ω− > γ.
Durch die Wahl von
Γ =
[
0 −Iny
−Iny 0
]
ergibt sich anstelle der ersten Aussage in Satz 3.2 die Beziehung
Guy(jω) +Guy(jω)
H ≻ 0, die zum Nachweis der positiven Reellheit der
U¨bertragungsmatrix Gyu(jω) im gegebenen Frequenzbereich herangezo-
gen werden kann.
Weiterhin la¨sst sich durch Ξ der betrachtete Frequenzbereich vera¨ndern.
Fu¨r ein beidseitig abgeschlossenes Intervall ist Ξ wie in Satz 3.2 zu wa¨hlen.
Ein nach oben beschra¨nkter Frequenzbereich ergibt sich mit ωl = 0 zu
Ω = [0 ; ωh]. Es ist dann die Matrix
Ξ =
[−X Y
Y ω2hX
]
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zu wa¨hlen. Ist der Frequenzbereich lediglich nach unten beschra¨nkt, ist
Ω = [ωl ; ∞) und man wa¨hlt
Ξ =
[
X Y
Y −ω2lX
]
.
Fu¨r einen unbeschra¨nkten Frequenzbereich Ω = [0 ; ∞) ergibt sich
aus Satz 3.2 das Bounded-Real-Lemma (Satz 3.1) als Spezialfall. Na¨here
Erla¨uterungen zum Kalman-Yakubovich-Popov-Lemma und seiner Be-
ziehung zu den bekannten Kalman-Yakubovich-Popov-Gleichungen [125]
sowie zur verallgemeinerten Variante des Kalman-Yakubovich-Popov-
Lemmas und der Wahl der Matrizen Ξ finden sich in Anhang A auf Sei-
te 347.
LMIs zur Vorgabe von Eigenwertbereichen
Neben der ero¨rterten Abscha¨tzung von Matrizen- und Systemnormen eig-
nen sich LMIs auch dafu¨r, bestimmte Gebiete in der komplexen Ebene
zu beschreiben. Einen Spezialfall hierfu¨r stellt die Lyapunov-Ungleichung
(3.6) dar, die erfu¨llt ist, wenn alle Eigenwerte der Matrix A in der offenen
linken s-Halbebene liegen. Das in [38] ausfu¨hrlich beschriebene Konzept
der D-Regionen erlaubt es, allgemeinere Gebiete durch LMIs zu charakte-
risieren. Die folgenden Lemmata erlauben die Beschreibung der im Rah-
men dieser Arbeit verwendeten Regionen, die in Abbildung 3.2 dargestellt
sind.
Lemma 3.6. Gegeben sei eine Matrix A ∈ Rn×n mit den Eigenwerten
λi, i = 1, . . . ,n, und ein Skalar α ∈ R. Dann gilt Re (λi) < α fu¨r alle
i = 1, . . . ,n, wenn eine positiv definite symmetrische Matrix X ∈ Rn×n
existiert, sodass
He (XA) − 2αX ≺ 0
erfu¨llt ist.
Lemma 3.7. Gegeben sei eine Matrix A ∈ Rn×n mit den Eigenwerten λi,
i = 1, . . . ,n, und ein Skalar ̺ > 0. Dann gilt |λi| < ̺ fu¨r alle i = 1, . . . ,n,
wenn eine positiv definite symmetrische Matrix X ∈ Rn×n existiert, so-
dass [−̺X XA
⋆ −̺X
]
≺ 0
erfu¨llt ist.
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Lemma 3.8. Gegeben sei eine Matrix A ∈ Rn×n mit den Eigen-
werten λi, i = 1, . . . ,n, und ein Skalar 0 < φ < π/2. Dann gilt
|Im (λi)| < tan(φ) · |Re (λi)| fu¨r alle i = 1, . . . ,n, wenn eine positiv de-
finite symmetrische Matrix X ∈ Rn×n existiert, sodass[
tan(φ) ·He (XA) −XA+ATX
⋆ tan(φ) ·He (XA)
]
≺ 0
erfu¨llt ist.
Weitere LMIs zur Beschreibung von D-Regionen finden sich zum Bei-
spiel in [83]. Anzumerken ist, dass sich die LMIs aus Lemma 3.6 bis 3.8
kombinieren lassen. Dadurch werden wie in Abbildung 3.2 gezeigt Eigen-
wertbereiche beschrieben, die sich aus der Schnittmenge der jeweiligen
Regionen ergeben, die also jeweils alle gestellten Bedingungen erfu¨llen.
̺
φ
α
Re
Im
Abbildung 3.2: Eigenwertbereiche aus Lemma 3.6 bis 3.8
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3.3 Nullstellen linearer Mehrgro¨ßensysteme
Fu¨r lineare Eingro¨ßensystem ist der Nullstellenbegriff in einfacher Art und
Weise durch die Nullstellen des Za¨hlerpolynoms der U¨bertragungsfunktion
g(s) definiert. Fu¨r eine Nullstelle η gilt also g(η) = 0. Somit sorgt eine
Nullstelle dafu¨r, dass ein Eingangssignal der Form u(t) = eηt den Ausgang
nicht anregt, die U¨bertragung wird somit blockiert. Weiterhin kann eine
solche Nullstelle durch eine Regelung nicht verschoben werden. Fa¨llt eine
Nullstelle mit einem Pol der U¨bertragungsfunktion g(s) zusammen, las-
sen sich die entsprechenden Faktoren im Za¨hler und Nenner ku¨rzen. Dies
wird durch nicht steuerbare beziehungsweise nicht beobachtbare Eigenwer-
te hervorgerufen.
Fu¨r Mehrgro¨ßensysteme gestaltet sich die Situation ungleich vielschich-
tiger. Da sich im weiteren Verlauf der Arbeit zeigen wird, dass der Begriff
der Nullstelle fu¨r den Entwurf von Fehlerisolationsbeobachtern von grund-
legender Bedeutung ist, wird im Folgenden ein kurze Einfu¨hrung in die
Charakterisierung von Nullstellen linearer Mehrgro¨ßensysteme gegeben. In
der Literatur werden verschiedene Klassen von Nullstellen definiert, um-
fassende Ausfu¨hrungen dazu finden sich in [98, 145, 186, 187, 190, 191, 196,
207, 211, 212, 264]. Da in der historischen Entwicklung der Begriﬄichkei-
ten nicht immer konsistente Bezeichnungen verwendet wurden, dient der
Abschnitt auch dazu, die im Rahmen dieser Arbeit verwendeten Begriffe
zu definieren.
Den folgenden Ausfu¨hrungen liegt stets ein lineares zeitinvariantes Sys-
tem der Form
x˙ = Ax+Bu, x(t = 0) = x0, (3.11a)
y = Cx+Du (3.11b)
mit x ∈ Rn, u ∈ Rnu , y ∈ Rny und dem Anfangszustand x0 ∈ Rn zu-
grunde. Zuna¨chst wird analysiert, unter welchen Voraussetzungen wie im
Eingro¨ßenfall eine U¨bertragungsblockierung auftritt. Dazu wird das Sys-
tem mittels u(t) = u0 · eηt angeregt. Die Zeitlo¨sung berechnet sich dann
aus
x(t) = eAtx0 +
t∫
0
eA(t−τ)Bu0e
ητdτ.
Unter der Voraussetzung, dass η kein Eigenwert von A ist, la¨sst sich das
darin auftretende Integral lo¨sen und man erha¨lt
x(t) = eAtx0 − eAt (ηIn −A)−1Bu0 + (ηIn −A)−1Bu0eηt.
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Setzt man dies in (3.11b) ein, so ergibt sich als Zeitlo¨sung fu¨r den Aus-
gangsvektor
y(t) = Cx(t) +Du(t) (3.12)
= CeAt
(
x0 − (ηIn −A)−1Bu0
)
+
(
C (ηIn −A)−1B +D
)
u0e
ηt.
Fu¨r eine U¨bertragungsblockierung muss y(t) = 0 fu¨r alle t ≥ 0 gelten. Da-
mit die komplexe Frequenz η den Ausgang y nicht anregt, muss demnach(
C (ηIn −A)−1B +D
)
︸ ︷︷ ︸
Gyu(η)
u0 = 0
gelten. Diese Gleichung hat eine nichttriviale Lo¨sung, wenn Gyu(η) einen
Rangabfall gegenu¨ber dem Normalrang4) aufweist. Erfu¨llt η diese Be-
dingung, so spricht man von einer U¨bertragungsnullstelle. Offensichtlich
sind jedoch im Gegensatz zum Eingro¨ßenfall weitere Bedingungen fu¨r ei-
ne U¨bertragungsblockierung zu erfu¨llen. So muss das System nicht nur
mit der Frequenz eηt angeregt werden, sondern auch in der zugeho¨rigen
Richtung, die durch u0 festgelegt wird. Man erha¨lt sie als nichttriviale
Lo¨sung von Gyu(η) ·u0 = 0. Weiterhin geht aus (3.12) hervor, dass der
Anfangszustand gema¨ß
x0 = (ηIn −A)−1Bu0
zu wa¨hlen ist, damit y(t) = 0 fu¨r alle t ≥ 0 gilt.
Neben den U¨bertragungsnullstellen existieren sogenannte Entkopplungs-
nullstellen. Diese beschreiben wie im Eingro¨ßenfall nicht steuerbare bezie-
hungsweise nicht beobachtbare Systemeigenwerte. Dementsprechend wird
η ∈ C eine Eingangsentkopplungsnullstelle des Systems (A,B,C,D) ge-
nannt, wenn die Matrix
Po(η) =
[
ηIn −A −B
]
(3.13)
einen Rangabfall gegenu¨ber ihrem Normalrang aufweist [145]. Nach dem
Hautus-Kriterium entspricht dies der Bedingung fu¨r einen nicht steuerba-
ren Eigenwert. Eingangsentkopplungsnullstellen beschreiben somit Eigen-
bewegungen eηt, die durch den Eingang u nicht angeregt werden ko¨nnen.
4)Der Normalrang bezeichnet den Rang vonGyu(s), den die Matrix fu¨r fast alle s ∈ C,
das heißt fu¨r alle bis auf endlich viele s ∈ C, aufweist.
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Analog dazu heißt η Ausgangsentkopplungsnullstelle des Systems, wenn
die Matrix
Pl(η) =
[
ηIn −A
C
]
(3.14)
einen Rangabfall gegenu¨ber ihrem Normalrang aufweist [145]. Sie be-
schreiben Eigenbewegungen eηt, die am Systemausgang nicht beobach-
tet werden ko¨nnen. Ruft η sowohl einen Rangabfall in (3.13) als auch in
(3.14) hervor, so wird die Zahl als Ein-/Ausgangsentkopplungsnullstelle
bezeichnet [145]. Als U¨berbegriff fu¨r Eingangs-, Ausgangs- sowie Ein-
/Ausgangsentkopplungsnullstellen spricht man von Entkopplungsnullstel-
len.
Die Gesamtheit der Nullstellen eines Systems setzt sich zusammen aus
den U¨bertragungs- und Entkopplungsnullstellen [145], wie Abbildung 3.3
zeigt. Man spricht von den Systemnullstellen.
Fu¨r die weiteren Betrachtungen wird die Rosenbrock’sche Systemmatrix
beno¨tigt. Sie tritt auf, wenn man das System (3.11) gema¨ß
sx(s)− x0 = Ax(s) +Bu(s),
y(s) = Cx(s) +Du(s),
in den Laplace-Bereich transformiert. Dies la¨sst sich kompakt darstellen
als [
sIn −A −B
C D
]
︸ ︷︷ ︸
P (s)
[
x(s)
u(s)
]
=
[
x0
y(s)
]
. (3.15)
Die darin eingefu¨hrte Matrix P (s) wird als Rosenbrock’sche
Systemmatrix bezeichnet. Gegenu¨ber der U¨bertragungsmatrix
Gyu(s) = C (sIn −A)−1B +D des Systems erlaubt P (s) Einblick
in die innere Struktur des Systems. Außerdem werden in (3.15) auch die
Anfangsbedingungen x0 und damit die Eigenbewegungen des Systems
beru¨cksichtigt. Weist die Matrix
P (η) =
[
ηIn −A −B
C D
]
fu¨r die komplexe Zahl η ∈ C einen Rangabfall gegenu¨ber dem Normalrang
von P (s) auf, so wird η als invariante Nullstelle des Systems (A,B,C,D)
bezeichnet [196, 264]. Der Name der invarianten Nullstellen erkla¨rt sich aus
der Tatsache, dass sie durch eine Zustandsru¨ckfu¨hrung mit regula¨rem Vor-
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filter, u = −Kx+ Fw, nicht vera¨ndert werden ko¨nnen. Dies wird deut-
lich, wenn man den geschlossenen Regelkreis
x˙ = (A−BK)x+BFw,
y = (C −DK)x+DFw
betrachtet. Seine Rosenbrock’sche Systemmatrix la¨sst sich schreiben als
Pg(s) =
[
sIn − (A−BK) −BF
C −DK DF
]
=
[
sIn −A −B
C D
]
︸ ︷︷ ︸
P (s)
[
In 0
−K F
]
.
Sie ergibt sich also aus der Multiplikation der Rosenbrock’schen System-
matrix des offenen Kreises mit einer regula¨ren Matrix. Somit weist Pg(s)
an den gleichen Stellen einen Rangabfall auf wie P (s) und die invarianten
Nullstellen vera¨ndern sich durch die Regelung nicht.
Fu¨r quadratische Systeme mit nu = ny, die nicht degeneriert
5) sind,
lassen sich die invarianten Nullstellen auch durch Lo¨sen der Gleichung
det (P (η)) =
∣∣∣∣ηIn −A −BC D
∣∣∣∣ = 0
bestimmen. Nach [150, Abschnitt 6.2] la¨sst sich dies schreiben als
det (P (η)) = det (ηIn −A) ·det
(
C (ηIn −A)−1B +D
)
= det (ηIn −A) ·det (Gyu(η)) .
Demnach setzen sich die invarianten Nullstellen in diesem Fall zusam-
men aus den U¨bertragungsnullstellen und denjenigen Eigenwerten von
A, die nicht als Pole in Gyu(s) auftreten. Dabei handelt es sich um
die nicht steuerbaren beziehungsweise nicht beobachtbaren Eigenwerte,
also um die Entkopplungsnullstellen. Folglich setzen sich fu¨r quadra-
tische, nicht degenerierte Systeme die invarianten Nullstellen aus den
U¨bertragungsnullstellen und den Entkopplungsnullstellen zusammen. Sie
entsprechen damit den Systemnullstellen [212]. In Anlehnung an [145]
und als Zusammenfassung der Resultate aus [145, 196, 212] veranschau-
licht Abbildung 3.3a die Zusammenha¨nge. Ist das System daru¨ber hinaus
5)Entspricht der Normalrang der Rosenbrock’schen Systemmatrix n + min {nu,ny},
so wird das System als nicht degeneriert bezeichnet, andernfalls als degeneriert.
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U¨N EN
IN = SN
(a) quadratische, nicht degenerierte Systeme
EN
IN
U¨N
SN
(b) nichtquadratische oder degenerierte Systeme
Abbildung 3.3: Zusammenhang zwischen U¨bertragungsnullstellen (U¨N), Ent-
kopplungsnullstellen (EN), invarianten Nullstellen (IN) und Systemnullstellen
(SN)
vollsta¨ndig steuer- und beobachtbar, so existieren keine Entkopplungsnull-
stellen und die U¨bertragungsnullstellen entsprechen den invarianten Null-
stellen beziehungsweise den Systemnullstellen.
In einem nichtquadratischen und/oder degenerierten System stellt sich
die Situation wie in Abbildung 3.3b dar. Die U¨bertragungsnullstellen sind
auch hier eine Untermenge der invarianten Nullstellen. Diese beinhalten
jedoch nicht zwangsweise alle Entkopplungsnullstellen, wie dies in quadra-
tischen, nicht degenerierten Systemen der Fall ist. Es ko¨nnen also Ent-
kopplungsnullstellen existieren, die nicht invariant sind. Dieser Sachver-
halt ist fu¨r die vorliegende Arbeit von grundlegender Bedeutung, er wird
in Abschnitt 4.9 aufgegriffen. Die Systemnullstellen setzen sich wie im qua-
dratischen, nicht degenerierten Fall aus den U¨bertragungsnullstellen und
den Entkopplungsnullstellen zusammen [212].
Der U¨bersichtlichkeit halber fasst Tabelle 3.1 die unterschiedlichen Klas-
sen von Nullstellen zusammen.
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Tabelle 3.1: Arten von Nullstellen
Art Berechnung Bedeutung
U¨bertragungs-
nullstellen
Rangabfall
in Gyu(s)
Blockierung der
Anregung mit eηt
Entkopplungs-
nullstellen
Rangabfall in[
sIn −A −B
]
bzw.[
sIn −A
C
]
nicht steuerbare
bzw. nicht beob-
achtbare Eigenwerte
Invariante
Nullstellen
Rangabfall
in P (s)
durch Ru¨ckfu¨hrung
u = −Kx+ Fw nicht
verschiebbar
System-
nullstellen
siehe U¨bertragungs-
bzw. Entkopplungs-
nullstellen
Gesamtheit der
Nullstellen
eines Systems
Bemerkung 3.3. Alternativ zu den hier verwendeten Definitionen las-
sen sich invariante Nullstellen und U¨bertragungsnullstellen auch u¨ber
die Smith-McMillan-Normalform von P (s) beziehungsweise Gyu(s) de-
finieren [145, 186, 187, 212]. Dabei handelt es sich um eine Zerlegung
der jeweiligen Matrix gema¨ß SP (s) = L(s) ·P (s) ·R(s) beziehungsweise
SG(s) = L(s) ·Gyu(s) ·R(s) mittels unimodularen6) Transformationsma-
trizen L(s) und R(s).
Im weiteren Verlauf der Arbeit wird sich zeigen, dass die Lage der inva-
rianten Nullstellen eines Systems von zentraler Bedeutung ist. In diesem
Zusammenhang wird der Begriff der Minimalphasigkeit wie folgt definiert.
Definition 3.6 (Minimalphasigkeit). Ein lineares zeitinvariantes System
der Form (3.11) heißt minimalphasig, wenn alle seine invarianten Nullstel-
len in der offenen linken s-Halbebene liegen.
Anzumerken ist, dass der Begriff der Minimalphasigkeit in der Literatur
nicht eindeutig definiert ist. Insbesondere im Bereich der Signalverarbei-
tung [161, Abschnitt 5.6] wird der Begriff ha¨ufig verwendet, um Systeme
6)Eine Matrix heißt unimodular, wenn ihre Determinante von null verschieden und
konstant, das heißt unabha¨ngig von s, ist.
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zu beschreiben, die ausschließlich Pole und Nullstellen in der offenen lin-
ken s-Halbebene aufweisen. Dann la¨sst sich fu¨r SISO-Systeme ein Bezug
zur grafischen Interpretation eines phasenminimalen Systems herstellen,
ebenso kann die Stabilita¨t der Nulldynamik nachgewiesen werden [105]. In
der Entkopplungs- beziehungsweise Fehlerisolationsliteratur ist es jedoch
u¨blich, den Begriff der Minimalphasigkeit ausschließlich u¨ber die Lage der
invarianten Nullstellen zu definieren [140] und die Stabilita¨t dabei nicht zu
betrachten. Daher wird diese Definition auch in der vorliegenden Arbeit
verwendet.
3.4 Lineare Entkopplungsregler
Viele der im Rahmen dieser Arbeit erzielten Ergebnisse weisen eine en-
ge Verwandtschaft zu Resultaten aus dem Bereich der linearen Entkopp-
lungsregelungen auf, einige Ergebnisse leiten sich unmittelbar aus dieser
Beziehung ab. Daher wird im Folgenden ein kurzer U¨berblick u¨ber die Pro-
blemstellung linearer Entkopplungsregler gegeben, sowie eine U¨bersicht
u¨ber die wesentlichen Publikationen hierzu.
Betrachtet werden lineare zeitinvariante Regelstrecken der Form
x˙ = Ax+Bu, x(t = 0) = 0, (3.16a)
y = Cx (3.16b)
mit x ∈ Rn, u ∈ Rnu und y ∈ Rny . Im Allgemeinen wirkt eine Stell-
gro¨ße ui auf den gesamten Ausgangsgro¨ßenvektor y, sodass eine geziel-
te Beeinflussung einer einzelnen Ausgangsgro¨ße yj schwierig ist. Ziel der
Entkopplungsregelung ist es daher, eine lineare Zustandsru¨ckfu¨hrung mit
Vorfilter
u = −Kx+ Fw (3.17)
zu finden, sodass die sich ergebende Fu¨hrungsu¨bertragungsmatrixGyw(s)
Diagonalgestalt aufweist. Dann ist
Gyw(s) =


g1,1(s) 0 · · · 0
0 g2,2(s)
. . .
...
...
. . .
. . . 0
0 · · · 0 gny,ny(s)


und demnach wird eine Ausgangsgro¨ße yi ausschließlich von der ihr zuge-
ordneten Fu¨hrungsgro¨ße wi beeinflusst. Daru¨ber hinaus ist die Stabilita¨t
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des geschlossenen Regelkreises sicherzustellen, das heißt A − BK muss
eine Hurwitz-Matrix sein. Neben dem Entwurfsproblem in K und F ist
dabei die Frage der Existenz eines stabilisierenden, entkoppelnden Reglers
von besonderer Bedeutung.
Das Problem geht zuru¨ck auf Morgan [155] und wurde in [67] fu¨r
quadratische Systeme mit ebenso vielen Eingangs- wie Ausgangsgro¨ßen
(nu = ny) im Zeitbereich gelo¨st. Wa¨hrend in [266] ein geometrischer An-
satz vorgeschlagen wurde, findet sich in [265] eine Lo¨sung im Frequenz-
bereich. Daru¨ber hinaus bietet der sogenannte parametrische Entwurf die
Mo¨glichkeit, die Vollsta¨ndige Modale Synthese [184] fu¨r den Entkopplungs-
reglerentwurf einzusetzen [185].
Durch den Einsatz dynamischer Regler la¨sst sich daru¨ber hinaus ei-
ne Vergro¨ßerung der handhabbaren Systemklasse erreichen. Frequenzbe-
reichsansa¨tze dazu finden sich in [46, 47] und [151]. Eine Zustandsraum-
methodik wurde in [137, 140] vorgestellt.
Ein nach wie vor nicht vollsta¨ndig gelo¨stes Problem stellen Entkopp-
lungsregelungen fu¨r nichtquadratische lineare Systeme dar, die u¨ber mehr
Eingangs- als zu regelnde Ausgangsgro¨ßen verfu¨gen (nu > ny). Zwar ver-
einfacht sich die Problemstellung intuitiv, wenn eine gro¨ßere Anzahl an
linear unabha¨ngigen Eingangsgro¨ßen vorhanden ist, die mathematische
Charakterisierung wird jedoch wesentlich komplizierter. So existieren bis-
her keine allgemeingu¨ltigen notwendigen und hinreichenden Bedingungen,
welche die Lo¨sbarkeit des Problems garantieren. Schien das Problem 1988
in [54] gelo¨st, wurden fu¨r die dort angegebenen Bedingungen Gegenbeispie-
le gefunden [97]. Auch spa¨ter erschienene Publikationen wie [208] arbeiten
entweder mit eingeschra¨nkten Systemklassen oder stu¨tzen sich auf hinrei-
chende Bedingungen, was ebenso fu¨r die ku¨rzlich erschienenen Beitra¨ge
[26, 252, 253] der Fall ist.
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4 Entwurf von
Fehlerisolationsbeobachtern
fu¨r nominale Systeme
Gegenstand dieses Kapitels ist die Entwicklung von Entwurfsverfahren fu¨r
Fehlerisolationsbeobachter (FIOs) fu¨r Systeme mit exakt bekannter Dyna-
mik. Fu¨r solche nominalen Systeme liegt der Schwerpunkt auf Existenz-
bedingungen fu¨r FIOs sowie der Charakterisierung der Entwurfsfreiheits-
grade. Dabei ist das Kapitel entsprechend Abbildung 4.1 aufgebaut.
Problemstellung, Stand der Technik,
neue Beitra¨ge, Abschnitte 4.1− 4.3
Dualita¨t zu Entkopplungsregelungen, Abschn. 4.4
FIOs fu¨r quadratische Systeme, Abschn. 4.5
erweiterte Diagonal-
elemente, Abschn. 4.6
statisch nicht isolierbare
und nicht minimalphasige
Systeme, Abschn. 4.7− 4.8
nichtquadratische
Systeme, Abschn. 4.9
teilweise Fehler-
isolation, Abschn. 4.10
Abbildung 4.1: Aufbau des 4. Kapitels
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Die detaillierte Formulierung der Problemstellung in Abschnitt 4.1 er-
laubt es, eine Verbindung zu den in Abschnitt 2.3 erarbeiteten Entwurfs-
zielen herzustellen. Auf Basis der eingefu¨hrten Grundbegriffe und Defini-
tionen wird in Abschnitt 4.2 ein U¨berblick u¨ber existierende Ergebnisse
zum Entwurf von FIOs in der Literatur gegeben, sodass in Abschnitt 4.3
die im Rahmen dieser Arbeit neu entwickelten Ergebnisse herausgestellt
werden ko¨nnen.
Grundlegend sind die Betrachtungen zu FIOs fu¨r quadratische Syste-
me (Abschnitt 4.5). Diese werden anschließend in verschiedener Hinsicht
erweitert, wobei die Ergebnisse wie in Abbildung 4.1 dargestellt nicht hie-
rarchisch zu verstehen sind. Abschnitt 4.6 liefert Methoden zur Erweite-
rung der Dynamik der Diagonalelemente in quadratischen Systemen. Die
Abschnitte 4.7 und 4.8 erweitern die Ergebnisse auf statisch nicht isolier-
bare (sni) und nicht minimalphasige (nmph) Systeme. Nichtquadratische
Systeme mit zusa¨tzlichen Messgro¨ßen werden in Abschnitt 4.9 behandelt,
wa¨hrend sich Abschnitt 4.10 mit der teilweisen Fehlerisolation bescha¨ftigt.
Neben Existenzbedingungen und Entwurfsmethoden werden jeweils auch
die verbleibenden Entwurfsfreiheitsgrade beschrieben. Auf Grundlage der
Ergebnisse dieses Kapitels werden die herausgearbeiteten Freiheitsgrade
in Kapitel 5 zur Robustheitsoptimierung genutzt.
4.1 Problemstellung
Behandelt werden lineare zeitinvariante Systeme der Form
x˙ = Ax+Bu+Eaf , x(t = 0) = x0, (4.1a)
y = Cx+Du+Esf . (4.1b)
Dabei ist x ∈ Rn der Zustandsvektor des Systems, u ∈ Rnu beschreibt
die Stellgro¨ßen, f ∈ Rnf entha¨lt die auf das System einwirkenden Fehler
und y ∈ Rny stellt die messbaren Ausgangsgro¨ßen dar. Soweit nicht an-
ders angemerkt wird im Rahmen dieser Arbeit stets x0 = 0 angenommen,
sodass im Weiteren auf die Angabe des Anfangszustandes von Zustands-
raummodellen verzichtet wird.
Um die einwirkenden Fehler zu detektieren und zu isolieren, werden
Beobachter der Form
˙ˆx = Axˆ+Bu+L (y −Cxˆ−Du) , xˆ(t = 0) = xˆ0, (4.2a)
r = V (y −Cxˆ−Du) (4.2b)
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herangezogen. Fu¨r den Beobachteranfangszustand wird stets xˆ0 = 0 an-
genommen, auf die Angabe wird daher im weiteren Verlauf ebenso wie bei
Streckenmodellen verzichtet. Neben der klassischen Beobachtergleichung
(4.2a) wird in (4.2b) die Differenz zwischen gemessenen und gescha¨tzten
Ausgangsgro¨ßen mit einer Nachfiltermatrix V ∈ Rnf×ny multipliziert. Der
auf diese Weise generierte Vektor r ∈ Rnf stellt den Residuenvektor dar.
Da letztendlich von den generierten Residuen auf die Fehler zuru¨ck-
geschlossen werden soll, wird das Gesamtsystem bestehend aus Stre-
cke (4.1) und Beobachter (4.2) betrachtet. Als Zustandsvektor wird
x˜=[xT xˆT]T∈R2n eingefu¨hrt. Anhand von (4.1) und (4.2) erha¨lt man
˙˜x =
[
x˙
˙ˆx
]
=
[
A 0
LC A−LC
] [
x
xˆ
]
+
[
B
B − LD
]
u+
[
Ea
LEs
]
f , (4.3a)
r =
[
V C −V C] [x
xˆ
]
+ V Esf . (4.3b)
Zu beachten ist dabei, dass (4.3) nur deshalb gilt, weil die Systemmatri-
zen der Strecke (4.1) als exakt bekannt vorausgesetzt wurden und denen
des Beobachters (4.2) entsprechen. Betrachtet man unter dieser Annahme
den Beobachterfehler ξ = x − xˆ, so ergibt sich fu¨r dessen Dynamik be-
ziehungsweise fu¨r die Dynamik der Residuenerzeugung aus (4.1) und (4.2)
das virtuelle System
ξ˙ = (A−LC) ξ + (Ea − LEs)f , (4.4a)
r = V Cξ + V Esf . (4.4b)
Ziel ist es im Folgenden, die Beobachtermatrizen L und V so
zu parametrieren, dass die U¨bertragungsmatrix Grf (s), welche das
U¨bertragungsverhalten von Fehlern f zu Residuen r beschreibt, Diago-
nalgestalt aufweist. Es soll also
Grf (s) =
r(s)
f(s)
= V C (sIn − (A−LC))−1 (Ea −LEs) + V Es (4.5)
=


g1,1(s) 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 gnf ,nf (s)

 = diag
(
g1,1(s), . . . ,gnf ,nf (s)
)
erreicht werden. Wie aus (4.5) hervorgeht, beeinflusst dann der i-te Fehler
ausschließlich das ihm zugeordnete i-te Residuum. Folglich kann wie in
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Abschnitt 2.3 gefordert von dem entsprechenden Residuum eindeutig auf
den zugeho¨rigen Fehler geschlossen werden. Dieser kann somit nicht nur
detektiert, sondern von allen anderen Fehlern isoliert werden, selbst wenn
diese gleichzeitig auftreten sollten beziehungsweise zur gleichen Zeit aktiv
sind.
Definition 4.1 (Fehlerisolationsbeobachter). Ein durch (L,V ) pa-
rametrierter Beobachter der Form (4.2), der zu einer diagonalen
U¨bertragungsmatrix Grf (s) fu¨hrt, wird als Fehlerisolationsbeobachter
(engl. fault isolation observer, FIO) bezeichnet.
Durch einen FIO wird somit das erste Entwurfsziel (Strukturierung der
Residuen, s. Abschnitt 2.3) gewa¨hrleistet. Weiterhin wird in diesem Kapi-
tel die Stabilita¨t von FIOs beru¨cksichtigt, wozu entsprechend (4.4a) die
Matrix A − LC zu betrachten ist. Die Forderungen nach ausreichen-
der Detektionsgeschwindigkeit und Fehlersensitivita¨t werden durch eine
entsprechende Auslegung der Diagonalelemente gi,i(s) beru¨cksichtigt. Ro-
bustheitsaspekte werden dagegen an dieser Stelle nicht betrachtet, sie wer-
den ausfu¨hrlich in Kapitel 5 behandelt.
Fu¨r die weiteren Betrachtungen sind einige Begriffsdefinitionen no¨tig.
Zuna¨chst werden in Erweiterung von [133] die Fehlerdetektionsindizes δi
wie folgt eingefu¨hrt:
Definition 4.2 (Fehlerdetektionsindizes). Fu¨r ein System der Form (4.1)
werden die Fehlerdetektionsindizes δi, i = 1, . . . ,nf , definiert als
δi =
{
0 , esi 6= 0,
min
k
{
k ≥ 1: CAk−1eai 6= 0
}
, esi = 0.
Dabei ist eai beziehungsweise esi die i-te Spalte der Aktorfehlermatrix
Ea beziehungsweise der Sensorfehlermatrix Es. Sie modellieren, wie sich
die jeweiligen Fehler auf die Dynamik des Systems beziehungsweise den
Ausgangsvektor auswirken. Gema¨ß obiger Definition beschreibt der Feh-
lerindex δi also, wie oft der Ausgangsvektor y zeitlich abgeleitet werden
muss, bis der i-te Fehler explizit in dem sich ergebenden Ausdruck auf-
taucht. Ist die entsprechende Spalte der Sensorfehlermatrix Es keine Null-
spalte, so besitzt der Fehler fi einen Durchgriff auf den Ausgang. Demnach
ist keine zeitliche Ableitung von y no¨tig und fu¨r den entsprechenden Feh-
lerindex gilt δi = 0.
Weiterhin bestimmen die Fehlerindizes den Gesamtfehlerindex eines
Systems.
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Definition 4.3 (Gesamtfehlerindex). Fu¨r ein System der Form (4.1) mit
den Fehlerindizes δi ist der Gesamtfehlerindex δ definiert als
δ =
nf∑
i=1
δi.
Ferner bestimmen die Fehlerindizes die sogenannte Fehlerdetektionsma-
trix mit.
Definition 4.4 (Fehlerdetektionsmatrix). Fu¨r ein System der Form (4.1)
mit den Fehlerindizes δi wird die Matrix
R
ny×nf ∋D∗ = [d∗1 · · · d∗nf ] ,
d∗i =
{
esi , δi = 0,
CAδi−1eai , δi ≥ 1,
als Fehlerdetektionsmatrix bezeichnet.
Auffa¨llig an diesen Definitionen ist ihre A¨hnlichkeit zu den aus dem Be-
reich der Entkopplungsregelungen bekannten Begriffen der Differenzenord-
nungen (auch relative Grade genannt) und der Entkoppelbarkeitsmatrix.
Darauf wird in Abschnitt 4.4 na¨her eingegangen.
4.2 Stand der Technik
Wie bereits in Abschnitt 2.5.3 erwa¨hnt geht die Idee, dem Residuenvek-
tor fu¨r unterschiedliche Fehler durch eine entsprechende Parametrierung
eines einzelnen Beobachters jeweils eine definierte Richtung aufzupra¨gen,
zuru¨ck auf [13, 117]. Seitdem hat die Idee verschiedene Erweiterungen er-
fahren. In [147] wird eine konstruktive Lo¨sung zur Parametrierung von
FIOs auf der Grundlage geometrischer U¨berlegungen angegeben. Es wird
erstmals die Verbindung zu Entkopplungsregelungen erwa¨hnt, wobei sich
die Ergebnisse auf den geometrischen Entwurf aus [266] stu¨tzen. Im Ge-
gensatz dazu liefert [255] ein Entwurfsverfahren, das auf der Vorgabe der
Eigenstruktur des Beobachters beruht. Dabei kommen die Ergebnisse zur
Eigenstrukturvorgabe aus [154] zum Einsatz. Es besteht jedoch die Voraus-
setzung rang (CEa) = ny, sodass das Verfahren restriktiv hinsichtlich der
handhabbaren Systeme ist. In [167, 168] werden diese Ergebnisse um ein
einfacheres, konstruktives Entwurfsverfahren erweitert. Es besteht jedoch
die gleiche, restriktive Entwurfsvoraussetzung. Eine zentrale Rolle nehmen
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die Ergebnisse aus [133] ein. Die Verbindung zu Entkopplungsregelungen
wird erneut aufgegriffen, wobei ein Bezug zum klassischen Reglerentwurf
nach [67] hergestellt wird. Unter anderem wird erstmals der Begriff der
Fehlerdetektionsmatrix definiert, außerdem werden auch nichtquadratische
Systeme mit ny > nf beru¨cksichtigt. Die Dualita¨t zwischen Entkopplungs-
reglern und FIOs wird jedoch nicht vollsta¨ndig erkannt, daher bleiben die
Ergebnisse auf Systeme mit δi = 1 fu¨r alle i = 1, . . . ,nf beschra¨nkt. Wie
man anhand von Definition 4.4 erkennt, ist diese Voraussetzung fu¨r qua-
dratische Systeme mit ny = nf und Es = 0 gleichbedeutend mit der
Forderung rang (CEa) = ny.
Daru¨ber hinaus kann [133] als Grundlage fu¨r die ju¨ngeren Ergebnisse
zur Steigerung der Robustheit von FIOs angesehen werden. Zwar wid-
mete sich bereits [59] auf Basis der Eigenstrukturvorgabe dieser Thema-
tik, lieferte jedoch keinen systematischen Entwurf. Mit der Unterdru¨ckung
des Sto¨rgro¨ßeneinflusses auf die erzeugten Residuen bei gleichzeitiger Feh-
lerisolation bescha¨ftigte sich parallel zu [133] auch [42]. Allerdings er-
folgt die Beobachterparametrierung auf Grundlage von spieltheoretischen
U¨berlegungen, was in einem komplizierten Entwurf resultiert.
Erst mit der zunehmenden Verbreitung LMI-basierter Verfahren und
entsprechender Solver haben sich neuere Entwicklungen hinsichtlich der
Robustheit von FIOs ergeben, die eine systematische Behandlung auf
Grundlage von [133] bieten. So werden in [114] die in nichtquadratischen
Systemen mit ny > nf existierenden zusa¨tzlichen Freiheitsgrade genutzt,
um eine LMI-basierte Sto¨runterdru¨ckung zu erreichen. Der Entwurf fin-
det dabei im Frequenzbereich statt, er ist jedoch weiterhin auf Systeme
mit δi = 1 fu¨r alle i = 1, . . . ,nf beschra¨nkt. Diese Einschra¨nkung kann
in [28] durch einen Eigenstrukturvorgabe-Ansatz fallen gelassen werden.
Interessanterweise ergibt sich fu¨r die Sto¨runterdru¨ckung das gleiche Opti-
mierungsproblem wie in [114]. In [130] wird der Frequenzbereichsentwurf
aus [114] dahingehend erweitert, dass auch mit dieser Methodik Systeme
mit beliebigen δi ≥ 1 handhabbar sind und in ihrer Robustheit bezu¨glich
exogener Sto¨rungen optimiert werden ko¨nnen.
Allen bisher genannten Resultaten ist gemeinsam, dass sie unmittel-
bar nur eine Isolation von Aktorfehlern erlauben. Fu¨r die Behandlung von
Sensorfehlern mu¨ssen diese jeweils gema¨ß [169] in Pseudoaktorfehler umge-
wandelt werden (s. Abschnitt 2.1.1). Neben einem erho¨hten Entwurfs- und
Implementierungsaufwand setzt dies voraus, dass die Dynamik der Sensor-
fehler modelliert werden kann. Diese Nachteile werden in [58, Abschnitt
13.3] umgangen. Die Dualita¨t zu Entkopplungsregelungen wird systema-
tisch ausgenutzt, sodass Sensorfehler direkt beru¨cksichtigt werden ko¨nnen
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und beliebige δi ≥ 0 erlaubt sind. Der Entwurf erfolgt dabei auf Grundlage
geometrischer U¨berlegungen.
4.3 Beitra¨ge dieses Kapitels
Die im folgenden Abschnitt na¨her beleuchtete Dualita¨t zu Entkopp-
lungsregelungen wird auch im Rahmen dieser Arbeit intensiv genutzt.
Der Entwurf fußt jedoch im Gegensatz zu [58] nicht auf geometrischen
U¨berlegungen, sondern basiert zum einen auf dem klassischen Entwurf
nach Falb und Wolovich [67] und zum anderen auf der Vollsta¨ndigen Mo-
dalen Synthese von Entkopplungsregelungen [185]. Auch auf diesem Weg
lassen sich Sensorfehler direkt beru¨cksichtigen und es bestehen keinerlei
Einschra¨nkungen hinsichtlich der Fehlerindizes. Insofern ko¨nnen die Er-
gebnisse aus Abschnitt 4.5 zuna¨chst als alternative Entwurfsverfahren be-
ziehungsweise Herleitungen fu¨r die Resultate aus [58, Abschnitt 13.3] an-
gesehen werden. Sie bieten jedoch daru¨ber hinaus eine Reihe von Vorteilen
und Erweiterungsmo¨glichkeiten, die im Folgenden zusammengefasst sind.
1. Erweiterte Dynamik der Diagonalelemente. Die neuen Ent-
wurfsverfahren erlauben es, die Dynamik der Diagonalelemente zu
erweitern (s. Abschnitt 4.6). Daraus ergeben sich zusa¨tzliche Frei-
heitsgrade, die sich einerseits zum integrierten Entwurf von Resi-
duengenerierung und -auswertung ausnutzen lassen. So kann zum
Beispiel eine na¨herungsweise Differentiation der Residuen zur Trend-
analyse erfolgen. Andererseits lassen sich die Freiheitsgrade zur Un-
terdru¨ckung hochfrequenter Sto¨rungen nutzen.
2. Erweiterung der handhabbaren Systemklasse. Die Vollsta¨n-
dige Modale Synthese erlaubt es in Verbindung mit dynamischen
Erweiterungen, die Entwurfsvoraussetzungen gegenu¨ber [58] weiter
abzuschwa¨chen. Dazu lassen sich Ergebnisse aus dem Bereich der
dynamischen Entkopplungsregelungen [137, 140] u¨bertragen (s. Ab-
schnitte 4.7 und 4.8).
3. Systematische Behandlung nichtquadratischer Systeme. Bei-
de Entwurfsverfahren werden systematisch auf nichtquadratische
Systeme erweitert (Abschnitt 4.9). Insbesondere die Vollsta¨ndige
Modale Synthese erlaubt eine transparente Charakterisierung der
sich ergebenden zusa¨tzlichen Freiheitsgrade. Dies liefert die Grund-
lage fu¨r die Optimierung der Robustheit in Kapitel 5 und erlaubt
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es erstmals, nicht nur Fragen der Sto¨runterdru¨ckung zu behandeln,
sondern auch unsichere Systemparameter direkt zu beru¨cksichtigen.
4. Ausnutzung schwa¨cherer struktureller Anforderungen.Wer-
den weniger restriktive Anforderungen an die Struktur der Matrix
Grf (s) gestellt (zum Beispiel bei der teilweisen Fehlerisolation, s.
Abschnitt 4.10), so erlaubt die Vollsta¨ndige Modale Synthese eben-
falls die Beschreibung und Ausnutzung der zusa¨tzlichen Freiheits-
grade.
5. Grundlage fu¨r Fehlerisolationsfilter. Nicht zuletzt sind die
systematischen Betrachtungen zum beobachterbasierten Ansatz die
Grundlage fu¨r die in Kapitel 6 vorgestellten Ergebnisse zu robusten
Fehlerisolationsfiltern allgemeinerer Struktur.
4.4 Dualita¨t zu Entkopplungsregelungen
Bereits an der beschriebenen Problemstellung der Diagonalisierung von
Grf (s) la¨sst sich die Verwandtschaft zum Entwurf von linearen Entkopp-
lungsregelungen erahnen. Wie in Abschnitt 3.4 beschrieben haben diese
zum Ziel, der Fu¨hrungsu¨bertragungsmatrix eines geschlossenen Regelkrei-
ses Diagonalform aufzupra¨gen. Dies bedeutet wie in Abbildung 4.2a dar-
gestellt, dass jede Fu¨hrungsgro¨ße wi nur eine ihr zugeordnete Ausgangs-
gro¨ße yi beeinflusst, dass also Gyw(s) = diag
(
g1,1(s), . . . ,gny,ny (s)
)
gilt.
Wa¨hrend die betrachteten Ausgangsgro¨ßen unvera¨ndert bleiben, stellen
die Fu¨hrungsgro¨ßen wi die neuen Eingangsgro¨ßen des Gesamtsystems aus
Strecke und Entkopplungsregler dar. Fu¨r den geschlossenen Regelkreis gilt
durch Einsetzen von (3.17) in (3.16) die bekannte Beziehung
x˙ = (A−BK)x+BFw, (4.6a)
y = (C −DK)x+DFw, (4.6b)
wobei in (3.16b) zusa¨tzlich ein Durchgriff beru¨cksichtigt wurde, das heißt
y = Cx+Du. Die Entwurfsaufgabe besteht in der Auslegung vonK und
F , sodass Gyw(s) diagonalisiert und der geschlossene Regelkreis stabili-
siert wird.
Ist nun Gyw(s) eine Diagonalmatrix, so gilt offensichtlich
Gyw(s) = (C −DK) (sIn − (A−BK))−1BF +DF
= GTyw(s) = F
TBT
(
sIn −
(
AT−KTBT))−1 (CT−KTDT)+F TDT
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u1
u2
y1
y2
u = −Kx+ Fw
w1
w2
y1
y2
(a) Entkopplungsregler
f1
f2
y1
y2
˙ˆx = Axˆ+Bu+L (y − yˆ)
r = V (y − yˆ)
f1
f2
r1
r2
(b) Fehlerisolationsbeobachter
Abbildung 4.2: Prinzip von linearen Entkopplungsreglern und Fehlerisola-
tionsbeobachtern
und das Ein-/Ausgangsverhalten des geschlossenen Regelkreises kann
a¨quivalent beschrieben werden durch
x˙ =
(
AT −KTBT)x+ (CT −KTDT)w,
y = F TBTx+ F TDTw.
Vergleicht man diese Darstellung mit (4.4), so wird deutlich, dass es sich
beim Entwurf von Entkopplungsregelungen mit Durchgriff und Fehleriso-
lationsbeobachtern fu¨r nominale Systemdynamiken um duale Probleme
handelt. Dieser Sachverhalt geht ebenso aus Abbildung 4.2b hervor. Im
Gegensatz zum Entkopplungsreglerentwurf bleiben jedoch beim Fehleriso-
lationsbeobachterentwurf die Eingangsgro¨ßen des Systems gleich, es han-
delt sich dabei um die Fehler f . Fu¨r das Gesamtsystem aus Strecke und
Fehlerisolationsbeobachter stellen die Residuen ri die neuen Ausgangs-
gro¨ßen dar.
Beim Reglerentwurf wird ein Durchgriff der Stellgro¨ße u auf die Aus-
gangsgro¨ße y oft nicht beru¨cksichtigt (D = 0), da ein solcher Durchgriff
in technischen Systemen praktisch nicht auftritt. Beim dualen Problem
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Fehlerbehaftete
Strecke
Duales
System
Entkopplungs-
regler
Fehlerisolations-
beobachter
Dualita¨t
Entwurf eines
Entkopplungsreglers
Ru¨cksubstitution
Abbildung 4.3: Dualita¨tsbasierter FIO-Entwurf
der Fehlerisolation entspricht ein solcher Term jedoch dem Auftreten von
Sensorfehlern und gewinnt dadurch an praktischer Bedeutung.
Prinzipiell kann der Entwurf von Fehlerisolationsbeobachtern fu¨r eine
nominale Systemdynamik also erfolgen, indem zuna¨chst die Substitutionen
AT → A, CT → B, ETa → C, ETs →D
vorgenommen werden. Fu¨r das so generierte System kann dann zum Bei-
spiel nach [67] oder [185] ein Entkopplungsregler entworfen werden, da sich
die entsprechenden Verfahren geradlinig auf Systeme mit Durchgriff erwei-
tern lassen. Nach erfolgtem Entkopplungsreglerentwurf muss die Parame-
trierung des Entkopplungsreglers (F ,K) ru¨cksubstituiert werden, indem
L←KT, V ← F T
gebildet wird. Das beschriebene Vorgehen ist in Abbildung 4.3 skiz-
ziert und kann als Erweiterung der bekannten Dualita¨t von linearen Zu-
standsru¨ckfu¨hrungen und Zustandsbeobachtern [144, Abschnitt 8.2.3] auf-
gefasst werden. Diese Dualita¨t begru¨ndet auch die enge Verwandtschaft
der in den Definitionen 4.2 bis 4.4 eingefu¨hrten Bezeichnungen zu den Be-
griffen der Differenzenordnung(en) und der Entkoppelbarkeitsmatrix aus
dem Bereich der Entkopplungsregler.
Die ero¨rterte Beziehung des Fehlerisolationsproblems zu Entkopplungs-
regelungen stellt die Basis fu¨r einen großen Teil der in diesem Kapitel vor-
gestellten Ergebnisse dar. In Abschnitt 4.5 werden Entwurfsverfahren fu¨r
L und V angegeben, die als duale Resultate zu [67] beziehungsweise [185]
angesehen werden ko¨nnen. Sie erlauben die Parametrierung eines FIOs
78 4 Entwurf von Fehlerisolationsbeobachtern fu¨r nominale Systeme
ohne den in Abbildung 4.3 skizzierten “Umweg”. Mithilfe des in Abbil-
dung 4.3 skizzierten Vorgehens lassen sich prinzipiell auch die Ergebnisse
zu dynamischen Entkopplungsreglern aus [137, 140] auf die Fehlerisola-
tion u¨bertragen. Die Abschnitte 4.7 und 4.8 erlauben durch die Verwen-
dung von dynamisch erweiterten Beobachtern erneut einen direkten Ent-
wurf von FIOs ohne den Umweg u¨ber das duale System. In Abschnitt 4.9
wird schließlich der Frage nachgegangen, welche zusa¨tzlichen Freiheitsgra-
de sich durch den Einsatz zusa¨tzlicher Sensoren ergeben. Aufgrund der
beschriebenen Dualita¨t lassen sich daraus Ru¨ckschlu¨sse fu¨r Entkopplungs-
regelungen mit zusa¨tzlichen Aktoren ziehen [240]. Abschließend wird in
Abschnitt 4.10 die Verwandtschaft zwischen teilweiser Fehlerisolation und
teilweise entkoppelnden Zustandsru¨ckfu¨hrungen ausgenutzt.
Zusammenfassend la¨sst sich also sagen, dass die beschriebene Dualita¨t
der Ausgangspunkt fu¨r zahlreiche im Rahmen dieser Arbeit erzielten Er-
gebnisse ist. Es ist jedoch wichtig zu betonen, dass die herausgearbeitete
Dualita¨t nur mathematischer Natur ist. Dies liegt darin begru¨ndet, dass
sich fu¨r den Zusammenhang zwischen Fehlern und generierten Residuen
nur genau dann ein lineares System n-ter Ordnung wie in (4.4) ergibt,
wenn die Systemmatrizen exakt bekannt sind. Das Ersatzsystem (4.4) ba-
siert auf der Einfu¨hrung des Beobachterzustandsfehlers ξ, der eine virtuelle
Gro¨ße darstellt. Der reale Zusammenhang zwischen Fehlern und Residuen
wird durch (4.3) beschrieben, also durch ein System der Ordnung 2n. Da-
zu gibt es im Bereich der Entkopplungsregelungen mit statischem Regler
keine Entsprechung, bei (4.6) handelt es sich immer um ein System n-ter
Ordnung. Dieser wesentliche Unterschied wird bereits aus Abbildung 4.2
ersichtlich: Wa¨hrend zur Entkopplung auf der Reglerseite ein statisches
System zum Einsatz kommt, wird fu¨r die Isolation auf Beobachterseite
ein dynamisches System n-ter Ordnung beno¨tigt. In Abschnitt 5.4.4 wird
gezeigt, wie sich diese Erkenntnis nutzbringend fu¨r den Entwurf robuster
Fehlerisolationsbeobachter fu¨r Strecken mit unsicheren Parametern einset-
zen la¨sst.
4.5 Vollsta¨ndige Fehlerisolation in
quadratischen Systemen
In diesem Abschnitt werden Systeme der Form (4.1) betrachtet, bei denen
die Anzahl der linear unabha¨ngigen Messgro¨ßen der Anzahl der Fehler
entspricht. Es ist also ny = nf , weswegen von quadratischen Systemen
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gesprochen wird. In Auszu¨gen sind die Ergebnisse dieses Abschnittes in
[228, 238] vero¨ffentlicht worden.
Um die Annahmen bezu¨glich des Systems (4.1) spezifizieren zu ko¨nnen
ist anzumerken, dass sich der in Abschnitt 3.3 eingefu¨hrte Begriff der in-
varianten Nullstelle beziehungsweise der Minimalphasigkeit eines Systems
im Rahmen dieser Arbeit stets auf das U¨bertragungsverhalten zwischen
den Fehlern f und den Ausga¨ngen y bezieht. Dies ist nicht zu verwech-
seln mit dem in der Literatur u¨blicherweise betrachteten Zusammenhang
zwischen Stellgro¨ßen u und Ausga¨ngen y. Folglich spielt die Matrix
Π(η) = Πη =
[
ηIn −A Ea
−C Es
]
eine zentrale Rolle. Sie wird im Weiteren stets als Rosenbrock’sche Sys-
temmatrix bezeichnet. Diese ist in der Literatur u¨blicherweise als
Π∗η =
[
ηIn −A −Ea
C Es
]
definiert (vgl. Abschnitt 3.3). Es gilt jedoch die Beziehung
Πη =
[
In 0
0 −In
]
Π∗η
[
In 0
0 −In
]
und damit offensichtlich rang (Πη) = rang
(
Π∗η
)
. Da invariante Nullstellen
u¨ber den Rangabfall von Π∗η gegenu¨ber dem Normalrang definiert sind
(s. Abschnitt 3.3), gilt bei einem Rangabfall von Π(η) somit, dass η eine
invariante Nullstelle des Systems (A,Ea,C,Es) ist.
Mit diesen Voru¨berlegungen lassen sich die folgenden Annahmen
bezu¨glich des Systems (4.1) treffen.
Annahme 4.1. Das Paar (A,C) ist vollsta¨ndig beobachtbar.
Annahme 4.2. Die Fehlerdetektionsmatrix hat vollen Rang, das heißt es
gilt rang (D∗) = nf .
Annahme 4.3. Das System (A,Ea,C,Es) ist minimalphasig.
Wa¨hrend Annahme 4.1 sicherstellt, dass alle Eigenwerte des Beobach-
ters beliebig platziert werden ko¨nnen, ist Annahme 4.2 fu¨r quadratische
Systeme gleichbedeutend mit det (D∗) 6= 0. Annahme 4.3 stellt sicher,
dass das System keine invarianten Nullstellen in der geschlossenen rechten
s-Halbebene aufweist. Wie im Folgenden gezeigt wird, ist die Erfu¨llung
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von Annahme 4.2 und Annahme 4.3 hinreichend und bis auf die spa¨ter
diskutierte Ausnahme nicht verkoppelnder Nullstellen notwendig fu¨r die
Existenz eines stabilen Fehlerisolationsbeobachters. Daher wird die fol-
gende Definition verwendet.
Definition 4.5 (Statisch stabil isolierbare Systeme). Ein System der Form
(4.1), welches die Annahmen 4.1–4.3 erfu¨llt, heißt statisch stabil (fehler-)
isolierbar.
4.5.1 Entwurf im Zeitbereich
Basierend auf der in Abschnitt 4.4 herausgearbeiteten Dualita¨t zu Ent-
kopplungsregelungen la¨sst sich unter Ru¨ckgriff auf den klassischen Ent-
kopplungsreglerentwurf nach [67] ein Entwurfsverfahren fu¨r FIOs herlei-
ten. Dieses zeichnet sich dadurch aus, dass zwar fu¨r die Herleitung der in
Abbildung 4.3 dargestellte Umweg beschritten wird, der Entwurf der FIO-
Parametrierung (L,V ) jedoch auf direktem Wege, das heißt ohne Verwen-
dung des dualen Systems, mo¨glich ist.
Fu¨r eine diagonale U¨bertragungsmatrix Grf (s) = G
T
rf (s) la¨sst sich die
Dynamik der Residuengenerierung (4.4) schreiben als
ξ˙ =
(
AT −CTLT) ξ +CTV Tf ,
r =
(
ETa −ETs LT
)
ξ +ETs V
Tf ,
woraus sich mit den Substitutionen
A = AT, B = CT, C = ETa , D = E
T
s , (4.7a)
K = LT, F = V T (4.7b)
die Darstellung
ξ˙ =
(
A−BK) ξ +BFf , (4.8a)
r =
(
C −DK) ξ +DFf (4.8b)
ergibt. Diese beiden Schritte (Transponieren der U¨bertragungsmatrix und
Variablensubstitution) entsprechen in Abbildung 4.3 dem U¨bergang auf
das duale System.
Durch die Dynamik (4.8) wird eine virtuelle Regelstrecke ξ˙ = Aξ+Bu,
r = C ξ +Du beschrieben, die mittels u = −K ξ + Ff geregelt wird.
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Fu¨r dieses virtuelle System wird im Weiteren gema¨ß [67] eine Reglerpara-
metrierung (K,F ) gesucht, welche der Fu¨hrungsu¨bertragungsmatrix Dia-
gonalgestalt aufpra¨gt.
Da fu¨r Fehler mit einem Fehlerindex δi = 0 definitionsgema¨ß esi 6= 0
gilt, ist d
T
i 6= 0T und somit
ri = c
T
i ξ + d
T
i u. (4.9)
Fu¨r die u¨brigen Fehler ergibt sich gema¨ß der Definition der Fehlerindizes
(s. Definition 4.2) durch sukzessives zeitliches Ableiten eines Elementes
des Residuenvektors
ri = c
T
i ξ, (4.10a)
r˙i = c
T
i Aξ, (4.10b)
...
(δi−1)
ri = c
T
i A
δi−1
ξ, (4.10c)
(δi)
ri = c
T
i A
δi
ξ + cTi A
δi−1
Bu. (4.10d)
Setzt man nun wie in [67] fu¨r die Diagonalelemente der Fu¨hrungsu¨ber-
tragungsmatrix PTn-Glieder der Form
gi,i(s) =
zi,0
sδi + qi,δi−1s
δi−1 + . . .+ qi,1s+ qi,0
an, so wird im Zeitbereich die Dynamik eines Residuums durch
(δi)
ri + qi,δi−1
(δi−1)
ri + . . .+ qi,1r˙i + qi,0ri = zi,0fi
beschrieben. Setzt man (4.10) in diese Beziehung ein, la¨sst sich kompakt
cTi
(
A
δi
+
δi−1∑
k=0
qi,kA
k
)
ξ + cTi A
δi−1
B︸ ︷︷ ︸
d
∗
i
T
u = zi,0fi (4.11)
schreiben, wobei d
∗
i
T
die i-te Zeile der Entkoppelbarkeitsmatrix D
∗
des
dualen Systems (A,B,C,D) ist. Dual zur Definition 4.4 der Fehlerdetek-
tionsmatrix entspricht die i-te Zeile vonD
∗
der i-ten Zeile der Durchgriffs-
matrix D, falls der Stellgro¨ßenvektor u eine direkte Wirkung auf die i-te
82 4 Entwurf von Fehlerisolationsbeobachtern fu¨r nominale Systeme
Ausgangsgro¨ße hat. Die Bedingungen (4.9) und (4.11) lassen sich kompakt
zusammenfassen zu
M ξ +D
∗
u =Nf , (4.12)
wobei die Matrizen
M =


cT1
(
A
δ1
+
∑δ1−1
k=1 q1,kA
k
)
...
cTnf
(
A
δnf +
∑δnf−1
k=1 qnf ,kA
k
)

 ,N = diag (z1,0, . . . ,znf ,0)
(4.13)
eingefu¨hrt werden. Unter der Voraussetzung der Invertierbarkeit von D
∗
ergibt sich aus (4.12) das entkoppelnde Regelgesetz fu¨r das duale System
(A,B,C,D) zu
u = −D∗−1M︸ ︷︷ ︸
K
ξ +D
∗−1
N︸ ︷︷ ︸
F
f .
Damit ist der zweite Schritt in Abbildung 4.3 abgeschlossen. Durch
Ru¨cksubstitution (vgl. (4.7)) ergeben sich daraus letztendlich die gesuch-
ten Beobachtermatrizen (L,V ) und es gilt
Satz 4.1 (FIO-Entwurf fu¨r quadratische Systeme im Zeitbereich). Gege-
ben sei ein System der Form
x˙ = Ax+Bu+Eaf ,
y = Cx+Du+Esf ,
welches die Annahmen 4.1 und 4.2 erfu¨llt. Dann resultiert eine Beobach-
terparametrierung (L,V ) mit L =MD∗−1, V =ND∗−1 und
M=


(
Aδ1ea1 +
∑δ1−1
k=0 q1,kA
kea1
)T
...(
A
δnf eanf +
∑δnf−1
k=0 qnf ,kA
keanf
)T


T
,N=diag
(
z1,0, . . . ,znf ,0
)
beim Einsatz eines FIOs der Form
˙ˆx = Axˆ+Bu+ L (y −Cxˆ−Du) ,
r = V (y −Cxˆ−Du)
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in einer diagonalisierten U¨bertragungsmatrix Grf (s) mit
gi,i(s) =
zi,0
sδi + qi,δi−1s
δi−1 + . . .+ qi,1s+ qi,0
und frei wa¨hlbaren Koeffizienten qi,j und zi,0, wenn qi,0 = 1 fu¨r Fehler mit
δi = 0 gewa¨hlt wird.
Mithilfe dieses Satzes ist es also mo¨glich, eine FIO-Parametrierung
(L,V ) direkt auf Basis des urspru¨nglichen Systems anzugeben, wie dies
in Abbildung 4.3 durch den blau eingezeichneten Pfad angedeutet ist.
Satz 4.1 stellt ein konstruktives Verfahren zum Entwurf eines FIOs dar,
die Fehlerisolation ist also sichergestellt. Neben diesem ersten Entwurfs-
ziel kann die Detektionsgeschwindigkeit durch eine entsprechende Wahl
der Koeffizienten qi,j beliebig festgelegt werden. Auch die Fehlersensiti-
vita¨t la¨sst sich frei einstellen. Bei Vorgabe einer gewu¨nschten stationa¨ren
Versta¨rkung gi,i(s = 0) ist dafu¨r der entsprechende Za¨hlerkoeffizient als
zi,0 = gi,i(s = 0) · qi,0 zu wa¨hlen.
Bemerkung 4.1. Streng genommen wird dadurch nur die Sensitivita¨t
bezu¨glich sprungfo¨rmiger Fehler eingestellt. Fu¨r den allgemeineren Fall
von Fehlern beliebiger Frequenzen ist fu¨r die Auslegung von zi,0 der H−-
Index von gi,i(s) zu betrachten. Da dieser wie in Abschnitt 3.1 fu¨r Sys-
teme ohne Durchgriff stets 0 ist, ist fu¨r δi ≥ 1 der H−-Index in einem
gewu¨nschten Frequenzbereich Ω zu betrachten. Der Koeffizient zi,0 ist
dann so zu wa¨hlen, dass ‖gi,i(s)‖Ω− > β ist, wobei β eine gewa¨hlte Schranke
fu¨r die Fehlersensitivita¨t ist. Der U¨bersichtlichkeit halber wird im weite-
ren Verlauf der Arbeit die Fehlersensitivita¨t jedoch stets durch die Vorgabe
einer stationa¨ren Versta¨rkung gi,i(s = 0) beru¨cksichtigt.
Bemerkung 4.2. Wa¨hlt man den Za¨hler in gi,i(s) entsprechend zi,0 = qi,0,
so gilt gi,i(s = 0) = 1. Dies impliziert, dass im stationa¨ren Zustand das
Residuum ri dem i-ten Fehler entspricht. Somit kann durch ri die Ampli-
tude des Fehlers abgescha¨tzt werden und es wird u¨ber die Fehlerisolation
hinaus auch eine Fehleridentifikation geleistet (s. Abschnitt 2.1.2).
Zur Veranschaulichung von Satz 4.1 wird das Entwurfsverfahren bei-
spielhaft fu¨r das akademische System
A =

−10 −16 −206 14 24
− 2 − 8 −16

 , Ea =

 0 80,5 −20
0 16

 , (4.14a)
C =
[
3 2 1
− 9 0 5
]
, Es = 0 (4.14b)
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angewendet. Die Beobachtbarkeitsmatrix des Systems lautet
Mobsv =

 CCA
CA2

 =


3 2 1
−9 0 0
−20 −28 −28
80 104 100
88 152 176
−376 −624 −704


Sie weist offensichtlich vollen Rang auf, sodass Annahme 4.1 erfu¨llt ist.
Im na¨chsten Schritt werden die Fehlerdetektionsindizes δi entsprechend
Definition 4.2 bestimmt. Wegen
Cea1 =
[
1
0
]
, Cea2 =
[
0
8
]
gilt δ1 = δ2 = 1 und gema¨ß Definition 4.4 ergibt sich die Fehlerdetektions-
matrix zu
D∗ =
[
Cea1 Cea2
]
=
[
1 0
0 8
]
.
Da D∗ invertierbar ist, ist auch Annahme 4.2 erfu¨llt und es kann ein FIO
entworfen werden. Der erste U¨bertragungskanal soll dabei einen Pol bei
λB1,1 = −3 aufweisen, dementsprechend wird q1,0 = 3 gewa¨hlt. Im zwei-
ten U¨bertragungskanal wird ein Pol bei λB2,1 = −5 vorgegeben, es ist also
q2,0 = 5. Um fu¨r beide Kana¨le eine stationa¨re Versta¨rkung von 1 einzu-
stellen, werden die Za¨hlerkoeffizienten z1,0 = 3 und z2,0 = 5 gewa¨hlt. Nun
werden die MatrizenM und N berechnet, die sich fu¨r das Beispielsystem
zu
M =
[
Aea1 + q1,0ea1 Aea2 + q2,0ea2
]
=

 −8 −408,5 52
−4 −32

 ,
N =
[
z1,0 0
0 z2,0
]
=
[
3 0
0 5
]
ergeben. Daraus erha¨lt man schließlich die FIO-Parametrierung
L =MD∗−1 =

 −8 −408,5 52
−4 −32

[1 0
0 18
]
=

 −8 −58,5 6,5
−4 −4

 ,
V =ND∗−1 =
[
3 0
0 5
] [
1 0
0 18
]
=
[
3 0
0 0,625
]
.
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Es ergibt sich die diagonale Fehler-Residuen-U¨bertragungsmatrix
Grf (s) =
[ 3
s+3 0
0 5s+5
]
.
Wa¨hrend die Strukturierung der Residuen durch den Entwurf nach
Satz 4.1 ebenso erreicht wird wie eine gewu¨nschte Detektionsgeschwin-
digkeit und Fehlersensitivita¨t, la¨sst sich u¨ber die Stabilita¨t des Fehleriso-
lationsbeobachters keine Aussage machen. Zwar ko¨nnen die δ Eigenwerte
von A−LC, die als Pole der Diagonalelemente gi,i(s) auftreten, beliebig
vorgegeben werden. Im Fall δ < n ist jedoch nicht ersichtlich, was mit den
verbleibenden n − δ Beobachtereigenwerten geschieht. In obigem Beispiel
ergeben sich die Beobachtereigenwerte1) zu
spec (A− LC) = {−3; −5; −18} .
Der Eigenwert λB3 = −18 tauchte im Entwurf des FIOs nach Satz 4.1 nicht
auf. Transparenter diesbezu¨glich ist das Verfahren mittels Vollsta¨ndiger
Modaler Synthese, welches im folgenden Abschnitt vorgestellt wird. Die-
ses erlaubt es wie beim Entkopplungsreglerentwurf [140] zu zeigen, dass
die Stabilita¨t des resultierenden Beobachters garantiert ist, falls zusa¨tzlich
Annahme 4.3 gilt.
4.5.2 Entwurf mittels Vollsta¨ndiger Modaler Synthese
Ein alternatives Entwurfsverfahren fu¨r Entkopplungsregelungen wird in
[185] vorgeschlagen. Es basiert auf der Vollsta¨ndigen Modalen Synthese
[184], also auf der Vorgabe der Eigenstruktur des geschlossenen Regelkrei-
ses.
Um das Verfahren in dualer Weise fu¨r den Entwurf von FIOs anwen-
den zu ko¨nnen, werden die Beobachtereigenwerte λBi ∈ spec (A−LC),
i = 1, . . . ,n, analysiert. Ihnen zugeordnet sind jeweils die Rechtseigenvek-
toren vBi , aus denen sich spaltenweise die Rechtseigenvektormatrix VB
zusammensetzt. Analog dazu beschreibt WB die Linkseigenvektormatrix,
deren Zeilen die Linkseigenvektoren wTBi sind. Bezu¨glich der Beobachter-
eigenwerte wird die folgende zusa¨tzliche Annahme getroffen:
Annahme 4.4. Die Beobachtereigenwerte sind paarweise verschieden, das
heißt, es gilt λBi 6= λBj∀i,j = 1, . . . ,n, i 6= j.
1)Mit spec (A) wird die Menge der Eigenwerte einer Matrix A bezeichnet.
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Wie in [134, 184] fu¨r das duale Problem des Entkopplungsreglerent-
wurfs gezeigt, stellt obige Annahme keine Einschra¨nkung der Allgemein-
heit dar. Sie stellt lediglich sicher, dass die Matrix A − LC durch eine
A¨hnlichkeitstransformation diagonalisiert werden kann, was die weiteren
Betrachtungen vereinfacht. Durch die Verwendung von Hauptvektoren be-
ziehungsweise einer Jordanform [134, 184] la¨sst sich das im Folgenden
beschriebene Verfahren auch fu¨r Systeme mit mehrfachen Beobachterei-
genwerten und linear abha¨ngigen Eigenvektoren anwenden. Im Sinne ei-
ner u¨bersichtlichen Notation wird darauf jedoch verzichtet. Weiterhin ist
anzumerken, dass die Beobachtereigenwerte aufgrund von Annahme 4.1
beliebig platzierbar sind und somit Annahme 4.4 stets erfu¨llbar ist.
Die weiteren U¨berlegungen stellen die unmittelbare U¨bertragung des
Entwurfsverfahrens aus [185] auf die Fehlerisolation dar, wobei zusa¨tzlich
Sensorfehler beru¨cksichtigt werden, die wie bereits ero¨rtert einem Durch-
griffsterm entsprechen.
Aufgrund von Annahme 4.4 ist
WB (A− LC)VB = diag (λB1 , . . . ,λBn) ,
sodass sich mit WBVB = In der Zusammenhang
WB (sIn − (A−LC))VB = diag (s− λB1 , . . . ,s− λBn)
ergibt. Durch Inversion folgt
diag
(
1
s− λB1
, . . . ,
1
s− λBn
)
= (diag (s− λB1 , . . . ,s− λBn))−1
= (WB (sIn − (A−LC))VB)−1
= V −1B (sIn − (A−LC))−1W−1B
=WB (sIn − (A− LC))−1 VB .
Damit la¨sst sich die in (4.5) beschriebene U¨bertragungsmatrix Grf (s) als
Partialbruchzerlegung
Grf (s) = V C VBWB︸ ︷︷ ︸
In
(sIn − (A−LC))−1 VBWB︸ ︷︷ ︸
In
(Ea − LEs) + V Es
= V CVBdiag
(
1
s− λB1
, . . . ,
1
s− λBn
)
WB (Ea −LEs) + V Es
=
n∑
k=1
V CvBk ·wTBk (Ea −LEs)
s− λBk
+ V Es (4.15)
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schreiben. Im Folgenden wird fu¨r die ersten δ Beobachtereigenwerte ei-
ne Doppelindizierung λBij eingefu¨hrt. Dabei beschreibt i = 1, . . . ,nf
den U¨bertragungskanal, dem der Eigenwert λBij zugeordnet wird, und
j = 1, . . . ,δi nummeriert die Eigenwerte im i-ten Kanal. Wegen des dya-
dischen Produktes im Za¨hler von (4.15) mu¨ssen fu¨r einen Eigenwert λBij
die Bedingungen
V CvBij = αij ·φi, αij 6= 0, (4.16a)
wTBij (Ea −LEs) = φTi (4.16b)
gelten, damit er ausschließlich im i-ten Diagonalelement von Grf (s) als
Pol auftaucht. Dabei ist
φTi =
[
0 · · · 0 1 0 · · · 0]
ein Einheitsvektor, der in der i-ten Spalte das Element 1 entha¨lt. Wa¨hrend
(4.16a) sicherstellt, dass der Eigenwert λBij der i-ten Zeile von Grf (s)
zugeordnet wird, bedingt (4.16b), dass der entsprechende Eigenwert an
die i-te Spalte der U¨bertragungsmatrix Grf (s) gebunden ist.
Falls der Gesamtfehlerindex δ der Systemordnung n entspricht, sind
durch (4.16) die Vorgaben an die Eigenstruktur von Grf (s) vollsta¨ndig
beschrieben. Tritt jedoch der Fall δ < n auf, so sind die verbleibenden Be-
obachtereigenwerte λBk , k = δ+1, . . . ,n, im Beobachter nichtsteuerbar zu
machen. Dies ist dadurch begru¨ndet, dass dann durch eine geschickte Wahl
der Nachfiltermatrix V eine vollsta¨ndige Diagonalisierung von Grf (s) er-
reicht werden kann, wie am Ende dieses Abschnittes gezeigt wird. Sind
die Eigenwerte λBk bezu¨glich des Paares (A− LC,Ea − LEs) nichtsteu-
erbar, so tauchen sie nicht als Pole der U¨bertragungsmatrix Grf (s) auf.
Nach dem Gilbert-Kriterium wird dies erreicht, wenn fu¨r den zugeho¨rigen
Linkseigenvektor
wTBk (Ea −LEs) = 0T (4.17)
gilt. Anstatt nun die Eigenstruktur des Beobachters direkt mittels der
Rechts- beziehungsweise Linkseigenvektoren zu beeinflussen, werden Pa-
rametervektoren
pTij = −wTBijL, pTk = −wTBkL (4.18)
eingefu¨hrt, um (4.16b) und (4.17) zu erfu¨llen. Neben der bekannten An-
wendung fu¨r den Reglerentwurf [184, 185] wurden diese auch schon fu¨r den
modalen Beobachterentwurf vorgeschlagen [183].
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Zuna¨chst wird (4.16b) betrachtet. Aus der Definition der Linkseigenvek-
toren ergibt sich
wTBij
(
λBijIn − (A−LC)
)
= 0T
und nach Einsetzen von (4.18) somit
wTBij
(
λBijIn −A
)− pTijC = 0T. (4.19)
Aus (4.16b) folgt mit (4.18) unmittelbar
wTBijEa + p
T
ijEs = φ
T
i , (4.20)
sodass sich zusammengefasst die Bedingung
[
wTBij p
T
ij
] [λBijIn −A Ea
−C Es
]
=
[
wTBij p
T
ij
]
Πij =
[
0T φTi
]
(4.21)
ergibt. Darin bezeichnet Πij ∈ R(n+ny)×(n+nf ) die Rosenbrock’sche Sys-
temmatrix des Systems (A,Ea,C,Es) an der Stelle λBij . Wenn der Eigen-
wert λBij so gewa¨hlt wird, dass er nicht mit einer invarianten Nullstelle
des Systems zusammenfa¨llt, ist Πij invertierbar und der Parameter- be-
ziehungsweise Linkseigenvektor ist eindeutig bestimmt durch[
wTBij p
T
ij
]
=
[
0T φTi
]
Π−1ij . (4.22)
Fu¨r die nichtsteuerbar zu machenden Eigenwerte λBk folgt aus (4.17)
und (4.18) analog zu (4.21) die Bedingung
[
wTBk p
T
k
] [λBkIn −A Ea
−C Es
]
=
[
wTBk p
T
k
]
Πk = 0
T. (4.23)
Offensichtlich hat diese Gleichung nur dann eine nicht triviale Lo¨sung,
wenn die Matrix Πk einen Linksnullraum
2) besitzt. Dies ist nach Ab-
schnitt 3.3 genau dann der Fall, wenn Πk einen Rangabfall aufweist, wenn
λBk also einer invarianten Nullstelle des Systems entspricht. In gleicher
Weise wie beim Entkopplungsreglerentwurf (vgl. [184]) zeigt sich an die-
ser Stelle ein wesentlicher Vorteil der Vollsta¨ndigen Modalen Synthese ge-
genu¨ber der in Abschnitt 4.5.1 pra¨sentierten Methode: Der Entwurf ist
bezu¨glich der nichtsteuerbaren Eigenwerte transparenter und liefert eine
Erkla¨rung dafu¨r, warum die Minimalphasigkeit des Systems fu¨r den hier
beschriebenen Entwurf eine unabla¨ssige Anforderung ist.
2)Der Linksnullraum einer Matrix Q ∈ Rn×m ist definiert als Menge
lker (Q) =
{
xT ∈ Rn | xTQ = 0T
}
.
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Bemerkung 4.3. Eine Ausnahme stellen lediglich die sogenannten nicht
verkoppelnden Nullstellen (engl. non-interconnecting zeros) dar [123, 136,
137]. Diese spezielle Unterklasse der invarianten Nullstellen kann beim
Entwurf unkompensiert bleiben, ohne dass es zu Kopplungen in den Nicht-
Diagonalelementen von Grf (s) kommt. Gleichung (4.17) muss also fu¨r
nicht verkoppelnde Nullstellen nicht erfu¨llt sein. Auf diesen Spezialfall wird
in Abschnitt 4.8 na¨her eingegangen, an dieser Stelle wird zuna¨chst der Fall
allgemeiner invarianter Nullstellen weiter verfolgt.
Bemerkung 4.4. Aus (4.23) geht außerdem hervor, dass sich die Annahme
der Beobachtbarkeit (s. Annahme 4.1 auf S. 79) abschwa¨chen la¨sst. Der
Entwurf ist auch fu¨r Systeme mo¨glich, die lediglich detektierbar sind, die
also unbeobachtbare Eigenwerte in der offenen linken s-Halbebene aufwei-
sen. Wa¨hlt man in diesem Fall einen Beobachtereigenwert entsprechend
einem unbeobachtbaren Eigenwert des Systems, so ergibt sich ein Rang-
abfall in Πk und (4.23) kann gelo¨st werden.
Als Lo¨sung fu¨r (4.23) ergibt sich[
wTBk p
T
k
]
= zTk ·⊥Πk, zTk 6= 0T. (4.24)
Nachdem alle Parameter- beziehungsweise Linkseigenvektoren be-
stimmt sind, lassen sich damit zeilenweise die Linkseigenvektormatrix
WB und die Parametervektormatrix P erzeugen. Gema¨ß der Defini-
tion der Parametervektoren (4.18) ergibt sich die Beobachtermatrix zu
L = −W−1B P = −VBP .
Bemerkung 4.5. Anzumerken ist, dass Systeme mit mehrfachen invarian-
ten Nullstellen wegen Annahme 4.4 von den Betrachtungen ausgeschlos-
sen werden mu¨ssen. Wie zum Beispiel in [182, Abschnitt 2.4] fu¨r den Ent-
kopplungsreglerentwurf gezeigt, kann die Annahme unter Verwendung von
Hauptvektoren fallen gelassen werden, was die Darstellung jedoch verkom-
pliziert. Daher wird im Rahmen dieser Arbeit darauf verzichtet.
Da die Betrachtungen gema¨ß obiger Bemerkung auf Systeme mit ein-
fachen invarianten Nullstellen beschra¨nkt sind, entartet der Vektor zTk in
(4.24) zu einem Skalar. Da die Parameter- beziehungsweise Linkseigenvek-
toren skalierungsinvariant sind (vgl. [184]), kann ohne Beschra¨nkung der
Allgemeinheit zTk = zk = 1 gewa¨hlt werden. Zusammenfassend ergibt sich
Lemma 4.1. Gegeben sei ein System der Form (4.1), welches die Annah-
men 4.1–4.4 erfu¨llt. Dann ist durch die Wahl einer Beobachtermatrix
L = −W−1B P = −VBP
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mit [
wTBij p
T
ij
]
=
[
0T φTi
]
Π−1ij , i = 1, . . . ,nf , j = 1, . . . ,δi,[
wTBk p
T
k
]
= ⊥Πk, k = δ + 1, . . . ,n,
sichergestellt, dass (4.16b) und (4.17) gelten.
Wie bereits erwa¨hnt ist durch die Wahl von L gema¨ß Lemma 4.1 si-
chergestellt, dass ein Eigenwert λBij nur als Pol in der i-ten Spalte von
Grf (s) auftritt und dass die verbleibenden Eigenwerte λBk nichtsteuerbar
gemacht werden. Damit ist jedoch noch keine vollsta¨ndige Diagonalisierung
von Grf (s) erreicht. Diese ist durch die Wahl eines geeigneten Nachfilters
V zu bewerkstelligen, was sich auf verschiedenen Wegen erreichen la¨sst.
Da die Rechtseigenvektormatrix VB durch Lemma 4.1 eindeutig bestimmt
ist, kann die Bestimmung von V einerseits anhand der Beziehung (4.16a)
erfolgen, worauf hier nicht na¨her eingegangen wird.
Andererseits la¨sst sich die Tatsache ausnutzen, dass die vollsta¨ndige Dia-
gonalisierung von Grf (s) den Spezialfall Grf (s = 0) einschließt. Fu¨r die-
sen Fall ist
Grf (s = 0) = −V C (A−LC)−1 (Ea −LEs) + V Es
= −V
(
C (A− LC)−1 (Ea − LEs)−Es
)
︸ ︷︷ ︸
Θ
.
Gibt man fu¨r die stationa¨re Fehlerisolation eine Diagonalmatrix
S = diag
(
z˜1, . . . ,z˜nf
)
vor, so ergibt sich fu¨r das Nachfilter die Forderung
−VΘ = S. (4.25)
Zur weiteren Berechnung wird das folgende Lemma beno¨tigt:
Lemma 4.2. Gegeben sei ein System der Form (4.1), welches die An-
nahmen 4.1–4.4 erfu¨llt und fu¨r das eine Beobachtermatrix L gema¨ß
Lemma 4.1 entworfen wurde, welche alle Eigenwerte von A − LC
in der offenen linken s-Halbebene platziert. Dann ist die Matrix
Θ = C (A− LC)−1 (Ea − LEs)−Es invertierbar.
Beweis. Da η = 0 gema¨ß Annahme 4.3 keine invariante Nullstelle des
Systems ist, hat die Rosenbrock’sche Systemmatrix an dieser Stelle,
Π(0) =
[−A Ea
−C Es
]
,
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vollen Rang. Diese Matrix wird nun von links mit den zwei regula¨ren
Matrizen
Υ1 =
[
In 0
−C (A−LC)−1 In
]
, Υ2 =
[
In −L
0 Iny
]
multipliziert. Es ergibt sich[
In 0
−C (A− LC)−1 In
]
·
[
In −L
0 Iny
]
·
[−A Ea
−C Es
]
=
[− (A−LC) Ea − LEs
0 −C (A−LC)−1 (Ea − LEs) +Es
]
=
[− (A−LC) Ea − LEs
0 −Θ
]
. (4.26)
Da die beiden eingefu¨hrten Blockdreiecksmatrizen Υ1 und Υ2 in den Dia-
gonalblo¨cken Einheitsmatrizen beinhalten, sind sie regula¨r. Weiterhin exis-
tiert (A−LC)−1, da alle Beobachtereigenwerte in der offenen linken s-
Halbebene platziert wurden und somit λ = 0 kein Eigenwert von A−LC
ist. Die durch die Multiplikation mit den beiden regula¨ren Matrizen ent-
standene Blockdreiecksmatrix ist folglich ebenfalls regula¨r. Dies impliziert,
dass der untere rechte Block regula¨r ist, also dass Θ invertierbar ist.
Bemerkung 4.6. A¨hnlich zum Beweis von Lemma 4.2 folgt, dass fu¨r eine
invariante Nullstelle bei η = 0 keine Diagonalisierung von Grf (s) mo¨glich
ist. Da die Rosenbrock’sche Systemmatrix in diesem Fall ein Rangdefi-
zit aufweist, hat auch die resultierende Matrix in (4.26) nicht mehr vol-
len Rang. Es existiert dann keine Matrix V , welche die Beziehung (4.25)
erfu¨llt, da S eine beliebige Diagonalmatrix mit Diagonalelementen un-
gleich 0 ist und sie somit regula¨r ist.
Aufgrund von Lemma 4.2 la¨sst sich fu¨r das Nachfilter
V = −SΘ−1
schreiben. Bemerkenswerterweise stellt diese Wahl von V die Diagonali-
sierung von Grf (s) fu¨r alle s ∈ C sicher. Dies ergibt sich daraus, dass sich
die Elemente von Grf (s) entsprechend der Wahl von L nach Lemma 4.1
allgemein als
gi,j(s) =
zi,j(s)(
s− λBj1
) · . . . · (s− λBjδj ) (4.27)
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schreiben lassen. Da jedes Residuum ri durch eine Linearkombination von
Elementen des Vektors y − yˆ entsteht und die Fehlerindizes δi aussagen,
wie oft der Ausgangsvektor zeitlich abgeleitet werden muss, bis ein Fehler
fi explizit auftritt, ist die Differenzenordnung von (4.27) nach unten be-
schra¨nkt durch δj . Da weiterhin δj Eigenwerte als Pole in der j-ten Spalte
von Grf (s) zugewiesen werden, la¨sst sich folgern, dass die Differenzenord-
nung von (4.27) genau δj ist. Somit vereinfacht sich (4.27) zu
gi,j(s) =
zi,j(
s− λBj1
) · . . . · (s− λBjδj )
mit einem konstanten Za¨hler. Da durch die Wahl des Nachfilters V die
Einhaltung von Grf (s = 0) = S sichergestellt ist, folgt fu¨r die einzelnen
Elemente
gi,j(s = 0) =
zi,j(−λBj1) · . . . · (−λBjδj ) = 0, i 6= j.
Aus dieser Beziehung folgt unmittelbar zi,j = 0, sodass Nebendiagonalele-
mente von Grf (s) fu¨r alle s ∈ C verschwinden. Es gilt also
Lemma 4.3. Gegeben sei ein System der Form (4.1), welches die Annah-
men 4.1–4.4 erfu¨llt und fu¨r das eine Beobachtermatrix gema¨ß Lemma 4.1
entworfen wurde. Dann gewa¨hrleisten alle Nachfiltermatrizen
V = −SΘ−1
mit einer beliebigen Diagonalmatrix S ∈ Rnf×nf die Diagonalisierung von
Grf (s) fu¨r alle s ∈ C.
Zusammengefasst ergibt sich aus Lemma 4.1 bis 4.3 der folgende Satz,
der das parametrische Entwurfsverfahren fu¨r Fehlerisolationsbeobachter
beschreibt:
Satz 4.2 (FIO-Entwurf fu¨r quadratische Systeme mittels Vollsta¨ndiger
Modaler Synthese). Gegeben sei ein System der Form
x˙ = Ax+Bu+Eaf ,
y = Cx+Du+Esf ,
welches die Annahmen 4.1–4.4 erfu¨llt. Dann erfu¨llt die gema¨ß
L = −W−1B P = −VBP
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mit [
wTBij p
T
ij
]
=
[
0T φTi
]
Π−1ij , i = 1, . . . ,nf , j = 1, . . . ,δi,[
wTBk p
T
k
]
= ⊥Πk, k = δ + 1, . . . ,n,
parametrierte Beobachtermatrix die Gleichungen (4.16b) und (4.17). Wird
weiterhin die Nachfiltermatrix durch
V = −SΘ−1
mit Θ = C (A−LC)−1 (Ea −LEs)−Es und einer beliebigen Diagonal-
matrix S ∈ Rnf×nf berechnet, so ergibt sich beim Einsatz eines FIOs der
Form
˙ˆx = Axˆ+Bu+ L (y −Cxˆ−Du) ,
r = V (y −Cxˆ−Du)
eine diagonale U¨bertragungsmatrix Grf (s), wobei die Stabilita¨t des FIOs
sichergestellt ist.
Das Entwurfsverfahren wird zuna¨chst zur Verdeutlichung der einzelnen
Schritte auf das Beispielsystem (4.14) von Seite 83 angewendet. Um An-
nahme 4.3 zu u¨berpru¨fen, werden die invarianten Nullstellen des Systems
ermittelt. Da es sich um ein quadratisches System handelt, lassen sich die-
se durch Lo¨sen der Gleichung det (Π(s)) = 0 bestimmen. Durch sukzessive
Entwicklung nach einzelnen Zeilen beziehungsweise Spalten ergibt sich im
Beispielsystem fu¨r die Determinante der Rosenbrock’schen Systemmatrix
det (Π(s)) =
∣∣∣∣sI3 −A Ea−C Es
∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣
s+ 10 16 20 0 8
−6 s− 14 −24 0,5 −20
2 8 s+ 16 0 16
−3 −2 −1 0 0
9 0 −5 0 0
∣∣∣∣∣∣∣∣∣∣
= 8s+ 144.
Demnach weist das System eine invariante Nullstelle bei η = −18 auf.
Es ist damit minimalphasig und Annahme 4.3 ist erfu¨llt. Werden wie im
Beispiel auf Seite 83 die Pole λB1,1 = −3 und λB2,1 = −5 vorgegeben,
sind alle Beobachtereigenwerte paarweise verschieden und Annahme 4.4
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ist ebenfalls erfu¨llt. Fu¨r den ersten Beobachtereigenwert ergibt sich der
Parameter- beziehungsweise Linkseigenvektor aus[
wTB11 p
T
11
]
=
[
0 0 0 1 0
] ·Π(−3)−1
=
[
0,8667 2 2,0667 −1,8 −0,4] .
Fu¨r den zweiten Beobachtereigenwert berechnet man entsprechend[
wTB21 p
T
21
]
=
[
0 0 0 0 1
] ·Π(−5)−1
=
[−0,125 0 0,125 −0,5 −0,125] .
Setzt man gema¨ß Satz 4.2 den dritten Beobachtereigenwert als
λB3 = η = −18 an, so weist die Rosenbrock’sche Systemmatrix Π(λB3)
einen Rangabfall auf, wobei eine mo¨gliche Beschreibung des Linksnullrau-
mes durch [
wTB3 p
T
3
]
= ⊥Π(−18) = [−2 0 1 −12 −6]
gegeben ist. Die Beobachtermatrix berechnet sich dann aus
L = −W−1B P =

0,8667 2 2,0667−0,125 0 0,125
−2 0 1

−1 ·

−1,8 −0,4−0,5 −0,125
−12 −6


=

−8 −58,5 6,5
−4 −4

 .
Sie entspricht der Parametrierung, die auch mittels Satz 4.1 ermittelt wur-
de. Auf ihrer Grundlage findet man fu¨r die Matrix Θ im Beispiel
Θ = C (A−LC)−1 (Ea −LEs)−Es =
[−13 0
0 −85
]
.
Fordert man weiterhin fu¨r beide U¨bertragungskana¨le eine stationa¨re
Versta¨rkung von 1, so ergibt sich die Nachfiltermatrix zu
V = −SΘ−1 = −
[
1 0
0 1
]
·
[−13 0
0 −85
]−1
=
[
3 0
0 0,625
]
.
Auch dieser Wert entspricht der gema¨ß Satz 4.1 bestimmten Parametrie-
rung.
Der folgende Abschnitt demonstriert die Anwendung des FIO-Entwurfes
fu¨r ein praktisches System.
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4.5.3 Beispiel CE 150 Modellhubschrauber
Betrachtet wird ein Modellhubschrauber der Marke Humusoft (Typ CE
150, [99]). Wie in Abbildung 4.4 zu sehen ist der Hubschrauber an ei-
nem Stab befestigt und so mehrerer Freiheitsgrade beraubt. Es verbleiben
lediglich die Gierbewegung (Gierwinkel ψ) und die Nickbewegung (Nick-
winkel θ). Diese ko¨nnen u¨ber eine A¨nderung der Drehzahl von Haupt- und
Heckrotor beeinflusst werden. Da zusa¨tzlich die Dynamik der Aktoren mo-
delliert wird, ergibt sich nach der Linearisierung um den Arbeitspunkt3)
ψAP = 0, ψ˙AP = 0, θAP = −0,4 und θ˙AP = 0 das durch
A =


0 1 0 0 0 0
−5,7504 −0,5 208,6646 0 −1,6875 0
0 0 −5,3579 0 0 0
0 0 0 0 1 0
0 0 −4,5455 0 −0,2766 180,2153
0 0 0 0 0 −8,5442

 ,
ψ
θ
u1,f1
u2,f2
Abbildung 4.4: CE 150 Modellhubschrauber
3)Dieser entspricht einem um etwa 23◦ nach unten geneigten Helikopter.
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B =


0 0
0 0
1 0
0 0
0 0
0 1

 , C =
[
1 0 0 0 0 0
0 0 0 1 0 0
]
beschriebene lineare Zustandsraummodell 6. Ordnung. Betrachtet werden
Fehler in Haupt- und Heckrotor, es gilt Ea = B, Es = 0. Die Feh-
ler ko¨nnen zum Beispiel durch Bescha¨digungen der Motoren hervorge-
rufen werden, die dazu fu¨hren, dass sich bei einer vom Regler vorgege-
benen Eingangsspannung ui nicht die gewu¨nschte Drehzahl des jeweili-
gen Rotors einstellt. Das System wird mittels einer dynamischen Aus-
gangsru¨ckfu¨hrung mit I-Anteil geregelt. Dies gewa¨hrleistet zwar stationa¨re
Genauigkeit bezu¨glich sprungfo¨rmiger Fu¨hrungsgro¨ßenw, maskiert jedoch
die einwirkenden Fehler. Um diese dennoch zuverla¨ssig detektieren und iso-
lieren zu ko¨nnen, wird gema¨ß des Strukturbildes in Abbildung 4.5 ein FIO
entworfen.
Die Systemanalyse liefert δ1 = δ2 = 3. Somit ist δ = n und das Sys-
tem weist keine invarianten Nullstellen auf. Weiterhin gilt det (D∗) 6= 0,
sodass ein stabiler FIO entworfen werden kann. Gibt man fu¨r den ersten
U¨bertragungskanal die Eigenwerte λB1,1 = −4, λB1,2 = −5 und λB1,3 = −6
und fu¨r den zweiten Kanal die Eigenwerte λB2,1 = −4,5, λB2,2 = −5,5 und
λB2,3 = −6,5 vor, so ergibt sowohl der Entwurf nach Satz 4.1 als auch
nach Satz 4.2 die FIO-Parametrierung (L,V ), die in Anhang C.1.1 ange-
geben ist. Dabei wird die stationa¨re Versta¨rkung fu¨r die Kana¨le jeweils zu
1 gewa¨hlt.
Abbildung 4.6 zeigt den Verlauf der am Pru¨fstand in Echtzeit generier-
Strecke
FIO
dyn. Regler
u
f
y
r
w
Abbildung 4.5: FIO fu¨r geschlossenen Regelkreis
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ten Residuen. Es zeigt sich, dass die sprungfo¨rmigen Fehler f1(t) = 0,1 fu¨r
t > 6s und f2(t) = 0,1 fu¨r t > 1s sehr gut isoliert werden ko¨nnen. Der
Einfluss des ersten Fehlers auf das zweite Residuum bleibt ebenso ver-
nachla¨ssigbar wie der Einfluss des zweiten Fehlers auf das erste Residuum.
Zur Bewertung der Ergebnisse sind zusa¨tzlich die Verla¨ufe der simulierten
Residuen gezeigt, wobei sich eine gute U¨bereinstimmung mit den gemes-
senen Residuen zeigt. Die Abweichungen, insbesondere im Verlauf von r1,
sind dadurch zu erkla¨ren, dass sich das System durch die einwirkenden
Fehler zeitweise vom Arbeitspunkt entfernt, bevor es die dynamische Aus-
gangsru¨ckfu¨hrung wieder in diesen u¨berfu¨hrt.
4.5.4 Fazit
Auf Basis der in Abschnitt 4.4 dargestellten Dualita¨t lassen sich bekann-
te Methoden zum Entkopplungsreglerentwurf auf den Entwurf von FIOs
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u¨bertragen. In abgewandelter Form ist es wie in den Sa¨tzen 4.1 und 4.2
gezeigt mo¨glich, eine FIO-Parametrierung unmittelbar anhand der Ma-
trizen A, Ea, C und Es anzugeben, ohne den in Abbildung 4.3 skiz-
zierten “Umweg” gehen zu mu¨ssen. Dabei lassen sich Sensorfehler direkt
beru¨cksichtigten und es besteht keine Beschra¨nkung hinsichtlich der Feh-
lerindizes δi.
4.6 Erweiterte Dynamik der
Diagonalelemente
In Abschnitt 4.5 wurden Entwurfsverfahren fu¨r Fehlerisolationsbeobachter
vorgestellt, welche auf eine diagonalisierte U¨bertragungsmatrixGrf (s) mit
Diagonalelementen der Form
gi,i(s) =
zi,0
sδi + qi,δi−1s
δi−1 + . . .+ qi,1s+ qi,0
(4.28)
fu¨hren. Gegenstand dieses Abschnittes ist es, Methoden fu¨r den Entwurf
von FIOs herzuleiten, welche gegenu¨ber (4.28) eine erweiterte Dynamik der
Diagonalelemente erlauben. Dies la¨sst sich im weiteren Verlauf der Arbeit
unter anderem fu¨r die Erweiterung der handhabbaren Systemklasse einset-
zen (s. Abschnitt 4.7). Daru¨ber hinaus erlauben die Ansa¨tze die Steigerung
der Robustheit bezu¨glich hochfrequenter Sto¨rungen (s. Abschnitt 5.3.3).
4.6.1 Idee des Verfahrens
Die Fehlerdetektionsindizes geben nach Definition 4.2 an, wie oft der Aus-
gangsvektor y zeitlich abgeleitet werden muss, bis der Fehler fi explizit
im sich ergebenden Ausdruck auftaucht. In Abschnitt 4.5 wurde gezeigt,
dass sich daraus mit (4.28) ein zula¨ssiger und naheliegender Ansatz fu¨r
die Diagonalelemente von Grf (s) ergibt. Taucht jedoch in der δi-ten zeit-
lichen Ableitung von y der Fehler fi explizit auf, so ist dies ebenso fu¨r alle
ho¨heren Ableitungen der Fall, da
(k)
y = CAkx, ∀k = 0, . . . ,δi − 1,
(δi)
y = CAδix+CAδi−1eaifi,
(δi+1)
y = CAδi+1x+CAδieaifi +CA
δi−1eai f˙i
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fu¨r alle Fehler mit δi > 0 gilt. Fu¨r Sensorfehler gilt entsprechend
y = Cx+ esifi und y˙ = CAx+Ceaifi + esi f˙i.
Demzufolge stellen die Fehlerindizes δi jeweils eine untere Schranke fu¨r
die Differenzenordnung der Diagonalelemente gi,i(s) dar. Diese Betrach-
tung motiviert die Erweiterung der Dynamik der Diagonalelemente, die in
diesem Abschnitt ausfu¨hrlich behandelt wird. In Auszu¨gen sind die ent-
sprechenden Ergebnisse in den Publikationen [232, 234, 239] vero¨ffentlicht.
Im Gegensatz zu Abschnitt 4.5 wird fu¨r die Diagonalelemente
gi,i(s) =
∑ρ
j=0 zi,js
j
sδi+ρ +
∑δi+ρ−1
k=0 qi,ks
k
(4.29)
angesetzt. Im Allgemeinen werden somit die Ordnungen der Za¨hler- und
Nennerpolynome um ρ erho¨ht. Je nach Wahl der Za¨hlerkoeffizienten zi,j
kann damit eine Vergro¨ßerung der Differenzenordnung von gi,i(s) ein-
hergehen. Dies ist der Fall, wenn in einem Kanal zi,j = 0 fu¨r alle
j = c, c+ 1, . . . , ρ mit c > 0 angesetzt wird. Falls zi,j 6= 0 fu¨r alle
j = 0, . . . ,ρ gilt, bleibt die Differenzenordnung von δi erhalten.
Bemerkung 4.7. Prinzipiell ist es mit den entwickelten Verfahren ebenso
mo¨glich, die Nennerordnungen in den einzelnen U¨bertragungsfunktionen
gi,i(s) in unterschiedlichem Maße zu vergro¨ßern. In diesem Fall ist an-
statt einer gemeinsamen Gro¨ße ρ jeweils ein individuelles ρi fu¨r jeden
U¨bertragungskanal anzusetzen.
Ein naheliegender Ansatz zur Realisierung von (4.29) ist es, zuna¨chst
einen FIO-Entwurf nach Abschnitt 4.5 durchzufu¨hren und die erzeugten
Residuensignale in einer nachgeschalteten Stufe zu filtern, wie es in Abbil-
dung 4.7 dargestellt ist. Der FIO erzeugt die Residuensignale
r∗i (s) =
zi,0
sδi + qi,δi−1s
δi−1 + . . .+ qi,1s+ qi,0
fi(s),
mithilfe derer die Residuen durch geeignete Auslegung eines kausalen Fil-
ters gfilt,i(s) gema¨ß (4.29) erzeugt werden ko¨nnen. Dazu ist das entspre-
chende Filter so auszulegen, dass
zi,0
sδi + qi,δi−1s
δi−1 + . . .+ qi,1s+ qi,0
· gfilt,i(s) =
∑ρ
j=0 zi,js
j
sδi+ρ +
∑δi+ρ−1
k=0 qi,ks
k
gilt.
In diesem Abschnitt wird jedoch ein anderer Ansatz zur Realisierung
von (4.29) verfolgt. Ziel ist es, ein dynamisches System zu entwerfen, wel-
ches auf Basis der verfu¨gbaren Signale u und y direkt die Residuen ri
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FIO
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Abbildung 4.7: Dynamische Filterung der generierten Residuen
aus Abbildung 4.7 erzeugt. Dies bietet verschiedene Vorteile. Zuna¨chst er-
laubt es einen integrierten Entwurf und es ist kein separates Design von
FIO und dynamischen Nachfiltern gfilt,i(s) mehr no¨tig. Daru¨ber hinaus
werden durch einen FIO bei rauschbehafteten Messsignalen je nach gefor-
derter Detektionsgeschwindigkeit unter Umsta¨nden sehr stark verrausch-
te Signale r∗i erzeugt. Auch wenn diese wie in Abbildung 4.7 durch die
dynamischen Nachfilter zur Generierung von ri wieder gegla¨ttet werden
ko¨nnen, kann es durch Signalsa¨ttigungen in r∗i zu Implementierungspro-
blemen kommen. Wie sich in Abschnitt 5.3.3 zeigt, kann das Auftreten
stark verrauschter Signale durch den integrierten Entwurf unterbunden
werden und eine nachtra¨gliche Gla¨ttung ist nicht mehr notwendig. Ein
weiterer Vorteil ist vorrangig regelungstheoretischer Natur. Soll fu¨r Kana¨le
mit ungeradem Fehlerindex eine erweiterte Dynamik (4.29) mit einem kon-
jugiert komplexen Polpaar erzeugt werden, so erfordert dies ein dynami-
sches Nachfilter gfilt,i(s) 2. Ordnung. Ein reeller Pol, der dem Kanal durch
den FIO zugewiesen wurde, muss durch das Nachfilter mittels einer Null-
stelle kompensiert werden. Fu¨r den beschrieben Fall ergibt sich folglich
beim integrierten Entwurf insgesamt ein Fehlerisolationssystem geringerer
Ordnung.
4.6.2 Dualita¨t zwischen dynamischen
Entkopplungsregelungen und dynamischen
Fehlerisolationsbeobachtern
Fu¨r den integrierten Entwurf wird auf dynamisch erweiterte Beobach-
ter zuru¨ckgegriffen. Diese weisen prinzipiell die gleiche Struktur wie
Luenberger-Beobachter auf, jedoch wird die Differenz aus gemessenem
und gescha¨tztem Ausgangsvektor nicht proportional, das heißt statisch,
zuru¨ckgefu¨hrt, sondern dynamisch. Die Beobachtergleichungen lauten also
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˙ˆx = Axˆ+Bu+Lp (y −Cxˆ−Du) + Liζ, (4.30a)
ζ˙ = Φζ + Γ (y −Cxˆ−Du) . (4.30b)
Dabei stellt ζ ∈ Rnζ den internen Beobachterzustand dar. Ein Beobachter
der Struktur (4.30) wurde in [170] unter dem Namen dynamischer Be-
obachter vorgestellt. Dieser Name ist in der dynamischen Ru¨ckfu¨hrung
des Ausgangsfehlers begru¨ndet. Selbstversta¨ndlich handelt es sich auch
beim Luenberger-Beobachter um ein dynamisches System, jedoch wird er
in Abgrenzung zur Struktur (4.30) wegen der statischen Ru¨ckfu¨hrung des
Ausgangsfehlers im Weiteren als statischer Beobachter bezeichnet. Etwa
zur gleichen Zeit wie [170] wurde der dynamische Beobachter in [202] ein-
gefu¨hrt, dort unter dem Namen proportional integral fading observer. Da-
bei geht die Grundidee einer zusa¨tzlichen Dynamik im Beobachter zuru¨ck
auf [262], wo die Idee erstmals fu¨r SISO-Systeme realisiert wurde. Eine
Verallgemeinerung auf MIMO-Systeme erfolgte in [12, 201], jedoch nicht
in der allgemeinen Form (4.30). Anwendungen hat die Struktur bisher
vorwiegend im Bereich der Zustands- und Sto¨rgro¨ßenscha¨tzung [27], der
Fehlerdetektion [49, 81] und der fehlertoleranten Regelung [51] gefunden.
In dieser Arbeit wird die Struktur eines dynamischen Beobachters um
eine zusa¨tzliche Gleichung zur Residuengenerierung auf Basis der Aus-
gangsdifferenz und des internen Beobachterzustandes erweitert. Es ist also
˙ˆx = Axˆ+Bu+Lp (y −Cxˆ−Du) + Liζ, (4.31a)
ζ˙ = Φζ + Γ (y −Cxˆ−Du) , (4.31b)
r = Vy (y −Cxˆ−Du) + Vζζ. (4.31c)
Fu¨r diese als dynamisch erweiterter Fehlerisolationsbeobachter (kurz: dy-
namischer Fehlerisolationsbeobachter, engl. dynamically extended fault iso-
lation observer, DFIO) bezeichnete Struktur ergibt sich mit der Strecke
(4.1) und unter Ru¨ckgriff auf den Beobachterfehler
ξ = x− xˆ
ein Ersatzsystem der Ordnung n+ nζ . Es wird beschrieben durch[
ξ˙
ζ˙
]
=
[
A− LpC −Li
ΓC Φ
] [
ξ
ζ
]
+
[
Ea −LpEs
ΓEs
]
f , (4.32a)
r =
[
VyC Vζ
] [ξ
ζ
]
+ VyEsf (4.32b)
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und la¨sst sich a¨quivalent darstellen als[
ξ˙
ζ˙
]
=
([
A 0
0 0
]
︸ ︷︷ ︸
A˜
−
[
Lp Li
−Γ −Φ
]
︸ ︷︷ ︸
L˜
[
C 0
0 Inζ
]
︸ ︷︷ ︸
C˜
)[
ξ
ζ
]
+ . . .
+
([
Ea
0
]
︸ ︷︷ ︸
E˜a
−
[
Lp Li
−Γ −Φ
]
︸ ︷︷ ︸
L˜
[
Es
0
]
︸ ︷︷ ︸
E˜s
)
f , (4.33a)
r =
[
Vy Vζ
]︸ ︷︷ ︸
V˜
[
C 0
0 Inζ
]
︸ ︷︷ ︸
C˜
[
ξ
ζ
]
+
[
Vy Vζ
]︸ ︷︷ ︸
V˜
[
Es
0
]
︸ ︷︷ ︸
E˜s
f . (4.33b)
Fu¨r den Entwurf von dynamisch erweiterten Fehlerisolationsbeobach-
tern wird zuna¨chst die in Abschnitt 4.4 herausgearbeitete Dualita¨t zwi-
schen Entkopplungsregelungen und Fehlerisolationsbeobachtern vertieft.
Dazu werden erneut Systeme der Form
x˙ = Ax+Bu, (4.34a)
y = Cx+Du (4.34b)
betrachtet. Neben der statischen Zustandsru¨ckfu¨hrung mit Vorfilter,
u = −Kx+ Fw, ko¨nnen derartige Systeme auch mittels einer dynami-
schen Zustandsru¨ckfu¨hrung der Form
ψ˙ = Auψ +Bu,xx+Bu,ww, (4.35a)
u = Cuψ +Du,xx+Du,ww (4.35b)
mit ψ ∈ Rnc geregelt werden (s. Anhang B).
Das sich ergebende Gesamtsystem aus (4.34) und (4.35) lautet[
x˙
ψ˙
]
=
([
A 0
0 0
]
+
[
B 0
0 Inc
] [
Du,x Cu
Bu,x Au
])[
x
ψ
]
+ . . .
+
[
B 0
0 Inc
] [
Du,w
Bu,w
]
w, (4.36a)
y =
([
C 0
]
+
[
D 0
] [Du,x Cu
Bu,x Au
])[
x
ψ
]
+
[
D 0
] [Du,w
Bu,w
]
w.
(4.36b)
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Gelingt es, die U¨bertragungsmatrix durch eine entsprechende Ausle-
gung des dynamischen Reglers (4.35) zu diagonalisieren, so gilt wie
im Fall eines mittels statischem Entkopplungsregler geregelten Systems
Gyw(s) = G
T
yw(s). Folglich beschreibt[
x˙
ψ˙
]
=
([
AT 0
0 0
]
−
[−DTu,x −BTu,x
−CTu −ATu
] [
BT 0
0 Inζ
])[
x
ψ
]
+ . . .
+
([
CT
0
]
−
[−DTu,x −BTu,x
−CTu −ATu
] [
DT
0
])
w, (4.37a)
y =
[
DTu,w B
T
u,w
] [BT 0
0 Inζ
] [
x
ψ
]
+
[
DTu,w B
T
u,w
] [DT
0
]
w
(4.37b)
das gleiche Ein-/Ausgangsverhalten wie (4.36). Der Vergleich von (4.37)
mit (4.33) offenbart wie bereits im statischen Fall die Dualita¨t zwischen
beiden Problemen. Der Entwurf eines dynamisch erweiterten Fehleriso-
lationsbeobachters kann also durch den Entwurf eines dynamischen Ent-
kopplungsreglers fu¨r das duale System erfolgen. Dabei sind wie im stati-
schen Fall die Substitutionen
AT → A, CT → B, ETa → C, ETs →D (4.38)
vorzunehmen. Die gesuchten Beobachtermatrizen Lp, Li, Φ, Γ, Vy und
Vζ ergeben sich dann durch die Ru¨cksubstitutionen
Φ← ATu ,Γ← CTu ,Lp ← −DTu,x,Li ← −BTu,x,Vy ←DTu,w,Vζ ← BTu,w.
(4.39)
Dieses Vorgehen entspricht Abbildung 4.3. Es wird in den Abschnit-
ten 4.6.3 und 4.6.4 genutzt, um auf Basis eines Entwurfsverfahrens fu¨r
dynamische Entkopplungsregler dynamische Fehlerisolationsbeobachter zu
entwerfen.
Alternativ la¨sst sich auch der Entwurf von DFIOs mittels der
Vollsta¨ndigen Modalen Synthese ohne den “Umweg” u¨ber das duale Sys-
tem und die entsprechenden Substitutionen durchfu¨hren. Dazu ist der
Entwurf mittels der Vollsta¨ndigen Modalen Synthese jedoch auf nicht-
quadratische Systeme mit mehr Messgro¨ßen als Fehlern, also ny > nf ,
zu erweitern. Daher folgt eine detaillierte Beschreibung des Entwurfes auf
Basis der Vollsta¨ndigen Modalen Synthese erst in Abschnitt 4.9.5.
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4.6.3 Entwurf im Laplace-Bereich
Der Frequenzbereichsentwurf dynamischer Fehlerisolationsbeobachter ba-
siert wie bereits angedeutet auf der Dualita¨t zum Entwurf dynamischer
Entkopplungsregler. Der Entwurf solcher Regler der Form (4.35) fu¨r Stre-
cken der Form (4.34) erfolgt durch eine Verallgemeinerung des bekannten
Entwurfsverfahrens von Falb und Wolovich [67]. Details zum Entwurfsver-
fahren finden sich im Anhang in Abschnitt B.1.
Fu¨r eine Strecke der Form (4.1), welche die Annahmen 4.1 bis 4.3
erfu¨llt, wird zuna¨chst das duale System gebildet. Es werden also die Sub-
stitutionen (4.38) vorgenommen. Definitionsgema¨ß erfu¨llt das duale Sys-
tem die Annahmen B.1 bis B.3, wenn fu¨r das urspru¨ngliche System die
Annahmen 4.1 bis 4.3 erfu¨llt sind. Somit la¨sst sich fu¨r das duale Sys-
tem gema¨ß Satz B.1 ein dynamischer Entkopplungsregler im Frequenz-
bereich berechnen. Dazu ist in (4.29) anhand von ρ die Erho¨hung des
Nenner- beziehungsweise Za¨hlergrades von gi,i(s) festzulegen. Die Koeffi-
zienten sind prinzipiell frei wa¨hlbar, wobei fu¨r eine stationa¨re Fehleriso-
lation offensichtlich stets zi,0 6= 0 anzusetzen ist. Die Koeffizienten der
Nennerpolynome ko¨nnen wie im statischen Fall beispielsweise durch Pol-
vorgabe berechnet werden. Nachdem eine Zustandsraumrealisierung des
dynamischen Entkopplungsreglers berechnet wurde, la¨sst sich eine Para-
metrierung des gesuchten dynamischen Fehlerisolationsbeobachters durch
die Ru¨cksubstitutionen (4.39) gewinnen.
Das Entwurfsschema folgt somit Abbildung 4.3, zusammengefasst ergibt
sich der folgende Ablauf:
1. Gegeben sei eine Strecke der Form (4.1), welche die Annahmen 4.1–
4.3 erfu¨llt. Substituiere AT → A, CT → B, ETa → C und ETs →D,
um das duale System zu erhalten.
2. Wa¨hle ρ sowie Koeffizienten zi,j und pi,j und entwirf fu¨r das duale
System mittels Satz B.1 einen dynamischen Entkopplungsregler im
Frequenzbereich.
3. Berechne eine Zustandsraumrealisierung des dynamischen Entkopp-
lungsreglers.
4. Berechne die Parametrierung des DFIOs durch die
Ru¨cksubstitutionen Φ← ATu, Γ← CTu , Lp ← −DTu,x, Li ← −BTu,x,
Vy ←DTu,w, Vζ ← BTu,w.
Vorteilhaft an diesem Entwurfsverfahren ist, dass sowohl die Za¨hler- als
auch die Nennerdynamik von gi,i(s) erweitert werden ko¨nnen. Allerdings
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stellt das dualita¨tsbasierte Vorgehen einen Umweg dar, der den Entwurf
verkompliziert. Daru¨ber hinaus ist die Gewinnung der Zustandsraumreali-
sierung des Frequenzbereichsreglers in Schritt 3 mit zusa¨tzlichem Aufwand
verbunden.
4.6.4 Entwurf im Zeitbereich
Fu¨r den Fall, dass lediglich eine Erho¨hung der Nennerordnung der Dia-
gonalelemente von gi,i(s) angestrebt wird, wird in diesem Abschnitt ein
deutlich vereinfachter Entwurf vorgestellt. Das Entwurfsziel la¨sst sich als
Spezialfall von (4.29) mit zi,j = 0 fu¨r alle i = 1, . . . ,nf und j = 1, . . . ,ρ
auffassen. Es ergibt sich
gi,i(s) =
zi,0
sδi+ρ +
∑δi+ρ−1
k=0 qi,ks
k
. (4.40)
Die Entwurfsidee basiert auch hier auf der Dualita¨t zu dynamischen Ent-
kopplungsregelungen, ein entsprechender Reglerentwurf im Zeitbereich ist
im Anhang in Abschnitt B.2 angegeben. Die Dualita¨t wird jedoch nur
fu¨r die Herleitung des Entwurfs beno¨tigt. Fu¨r die konkrete Durchfu¨hrung
der DFIO-Parametrierung ist der Umweg u¨ber das duale System ebenso
wenig no¨tig wie die Berechnung einer Zustandsraumrealisierung des dy-
namischen Reglers. Das Verfahren liefert unmittelbar die Parametrierung
eines dynamischen Fehlerisolationsbeobachters, worin ein wesentlicher Vor-
teil gegenu¨ber dem in Abschnitt 4.6.3 vorgestellten Ansatz zu sehen ist.
Allerdings ist wie erwa¨hnt die Dynamikerweiterung der Diagonalelemente
auf die Nenner beschra¨nkt.
B
Ea
C
D
Es
A
· · ·x y ζ1
ζρ−1 ζρ
u
f
Abbildung 4.8: Virtuelle Systemerweiterung fu¨r erweiterte Dynamik der
Diagonalelemente
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Das System (4.1) wird durch ρ-fache Integration des Ausgangsvektors
y wie in Abbildung 4.8 gezeigt dynamisch erweitert. Mit dem neuen Zu-
standsvektor x˜ = [xT ζT1 . . . ζ
T
ρ ]
T ∈ Rn+ρny ergibt sich das virtuelle
Gesamtsystem
˙˜x =


A 0 · · · · · · 0
C 0
. . .
...
0 Iny
. . .
. . .
...
...
. . .
. . .
. . . 0
0 · · · 0 Iny 0


︸ ︷︷ ︸
A˜
x˜+


B
D
0
...
...
0


︸ ︷︷ ︸
B˜
u+


Ea
Es
0
...
...
0


︸ ︷︷ ︸
E˜a
f , (4.41a)
y˜ = ζρ =
[
0 · · · 0 Iny
]︸ ︷︷ ︸
C˜
x˜. (4.41b)
Bezeichnet man dabei entsprechend der eingefu¨hrten Nomenklatur die Feh-
lerindizes des virtuellen, dynamisch erweiterten Systems mit δ˜i, so gilt das
folgende Lemma:
Lemma 4.4. Gegeben sei ein System der Form (4.1), welches die An-
nahmen 4.1–4.3 erfu¨llt. Wird das System gema¨ß (4.41) durch die ρ-fache
Integration des Ausgangsvektors dynamisch erweitert, so gilt fu¨r die Feh-
lerindizes des resultierenden Gesamtsystems
δ˜i = δi + ρ.
Weiterhin stimmt die Fehlerdetektionsmatrix des erweiterten Systems mit
der des urspru¨nglichen Systems u¨berein, das heißt es gilt D˜∗ =D∗. Ebenso
bleiben die invarianten Nullstellen des Systems durch die Erweiterungen
unvera¨ndert.
Beweis. Da die Fehlerindizes nach Definition 4.2 angeben, wie oft der Aus-
gangsvektor zeitlich abgeleitet werden muss, bis der i-te Fehler explizit
auftaucht, ist bereits anhand von Abbildung 4.8 ersichtlich, dass sich die
Fehlerindizes durch die Integratorblo¨cke jeweils um ρ erho¨hen.
Die Beziehung D˜∗ = D∗ ergibt sich durch die Analyse der Ausdru¨cke
C˜A˜δi+ρ−1e˜ai . Die Analyse erfolgt analog zum Vorgehen im Beweis zu
Lemma B.2 im Anhang. Dabei zeigt sich, dass C˜A˜δi+ρ−1e˜ai = CA
δi−1eai
fu¨r Ausga¨nge mit δi ≥ 1 gilt und C˜A˜δi+ρ−1e˜ai = esi , falls δi = 0 ist. Auf-
grund der Dualita¨t zu Lemma B.2 wird an dieser Stelle auf eine detaillierte
Herleitung verzichtet.
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Weiterhin kann analog zu Lemma B.3 durch Entwicklung der Deter-
minante der Rosenbrock’schen Systemmatrix des erweiterten Systems ge-
zeigt werden, dass sich diese gegenu¨ber dem urspru¨nglichen System nicht
vera¨ndert. Damit bleiben auch die invarianten Nullstellen gleich.
Prinzipiell la¨sst sich also eine Fehlerisolation mit Diagonalelementen
(4.40) erreichen, indem die ρ Integratoren der Streckenerweiterung im-
plementiert werden und anschließend ein statischer FIO fu¨r die erwei-
terte Strecke entworfen wird. Da jedoch fu¨r die Streckenerweiterung nyρ
Zusta¨nde no¨tig sind, ergibt sich daraus insgesamt ein Fehlerisolationssys-
tem der Ordnung
nges = nyρ+ n+ nyρ = n+ 2nyρ.
Wie der folgende Satz zeigt, la¨sst sich das gleiche U¨bertragungsverhalten
jedoch auch mit einem dynamischen FIO der Ordnung n+ nyρ erreichen.
Satz 4.3 (DFIO-Entwurf fu¨r erweiterte Nennerdynamiken im Zeitbe-
reich). Gegeben sei ein System der Form
x˙ = Ax+Bu+Eaf ,
y = Cx+Du+Esf ,
welches die Annahmen 4.1–4.3 erfu¨llt und welches gema¨ß (4.41) dynamisch
erweitert wurde. Weiterhin werden die Matrizen
M˜ =
[
m˜1 · · · m˜nf
]
,
m˜i =
(
A˜δi+ρ +
δi+ρ−1∑
k=0
qi,kA˜
k
)
e˜ai ,
N˜ = diag
(
z1,0, . . . ,znf ,0
)
mit beliebigen Koeffizienten qi,j , i = 1, . . . ,nf , j = 1, . . . ,δi + ρ, und zi,0,
i = 1, . . . ,nf , berechnet. Durch L˜ = M˜D
∗−1 und V˜ = N˜D∗−1 ist dann
ein statischer FIO fu¨r das erweiterte System gegeben, welcher auf Diago-
nalelemente der Form
gi,i(s) =
zi,0
sδi+ρ +
∑δi+ρ−1
k=0 qi,ks
k
.
fu¨hrt. Partitioniert man
L˜ =
[
LTy L
T
ζ1
· · · LTζρ
]T
,
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so ist durch
˙ˆx = Axˆ+Bu+Lp (y −Cxˆ−Du) + Liζ,
ζ˙ = Φζ + Γ (y −Cxˆ−Du) ,
r = Vy (y −Cxˆ−Du) + Vζζ.
mit
Φ =


0 · · · · · · 0 −Lζ1
Iny
. . .
...
...
0
. . .
. . .
...
...
...
. . .
. . . 0
...
0 · · · 0 Iny −Lζρ


, Γ =


Iny
0
...
...
0

 ,
Li =
[
0 · · · 0 Ly
]
, Lp = 0,
Vζ =
[
0 · · · 0 V˜ ] , Vy = 0
ein dynamischer FIO der Ordnung nfρ fu¨r das urspru¨ngliche Systeme pa-
rametriert, welcher auf das gleiche U¨bertragungsverhalten fu¨hrt.
Beweis. Der Satz ergibt sich unmittelbar aus der in Abschnitt 4.6.2 her-
geleiteten Dualita¨t zwischen dynamischen Zustandsreglern und dynamisch
erweiterten Fehlerisolationsbeobachtern sowie Satz B.2 in Anhang B.
Es sei nochmals darauf hingewiesen, dass die dynamische Erweiterung
der Strecke in Satz 4.3 lediglich fu¨r die Herleitung des Entwurfes beno¨tigt
wird. Sie muss nicht implementiert werden.
4.6.5 Beispiel CE 150 Modellhubschrauber
Beispielhaft wird fu¨r den in Abschnitt 4.5.3 vorgestellten CE 150 Modell-
hubschrauber ein DFIO entworfen. Erweitert man lediglich die Ordnung
der Nenner der beiden Diagonalelemente g1,1(s) und g2,2(s) um ρ = 1,
so kann mittels Satz 4.3 unmittelbar eine DFIO-Parametrierung angege-
ben werden. Bei erneuter Vorgabe von g1,1(0) = g2,2(0) = 1 ergeben sich
fu¨r die Beobachtereigenwerte λB1,1 = −4, λB1,2 = −5, λB1,3 = −6 und
λB1,4 = −7 sowie λB2,1 = −4,5, λB2,2 = −5,5 und λB2,3/4 = −6,5± 3j die
Koeffizienten
q1,3 = 22, q1,2 = 179, q1,1 = 638, q1,0 = z1,0 = 840,
q2,3 = 23, q2,2 = 206, q2,1 = 834,25, q2,0 = z2,0 = 1268,4,
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mit denen die Matrizen M˜ und N˜ berechnet werden. U¨ber L˜ = M˜D∗−1,
V˜ = N˜D∗−1 und die in Satz 4.3 angegebene Partitionierung von L˜
und V˜ erha¨lt man schließlich die in Anhang C.1.2 angegebene DFIO-
Parametrierung. Auf die grafische Darstellung der Residuenverla¨ufe wird
an dieser Stelle verzichtet, da das Beispiel in Abschnitt 5.3.3 im Zuge der
Unterdru¨ckung hochfrequenter Sto¨rungen erneut aufgegriffen wird.
4.6.6 Fazit
In diesem Abschnitt wurden verschiedene Verfahren entwickelt, die den
integrierten Entwurf dynamischer Fehlerisolationsbeobachter ermo¨glichen.
Diese resultieren jeweils in einer erweiterten Dynamik der Diagonalelemen-
te der Fehler-Residuen-U¨bertragungsmatrix. Der Frequenzbereichsentwurf
ermo¨glicht eine Erweiterung sowohl der Za¨hler- als auch der Nennerpoly-
nome, er bedarf jedoch des Umweges u¨ber das duale System und einer Zu-
standsraumrealisierung. Beide Nachteile werden vom vorgestellten Zeitbe-
reichsentwurf umgangen, der allerdings in der vorgestellten Form lediglich
eine Erweiterung der Nennerdynamik erlaubt. Ein auf der Vollsta¨ndigen
Modalen Synthese beruhendes Entwurfsverfahren kombiniert die Vorteile
beider Entwu¨rfe, es wird in Abschnitt 4.9.5 vorgestellt.
4.7 Vollsta¨ndige Fehlerisolation fu¨r statisch
nicht isolierbare Systeme
In den Abschnitten 4.5 und 4.6 wurde gema¨ß Annahme 4.2 vorausgesetzt,
dass die FehlerdetektionsmatrixD∗ (vgl. Definition 4.4 auf Seite 72) vollen
Rang aufweist. Fu¨r Systeme, welche diese Bedingung nicht erfu¨llen, wird
die folgende Bezeichnung eingefu¨hrt:
Definition 4.6 (Statisch nicht isolierbare Systeme). Systeme der Form
(4.1), fu¨r die rang (D∗) < nf ist, werden statisch nicht (fehler-) isolierbar,
kurz SNI, genannt.
Der Begriff ist dadurch motiviert, dass bei rang (D∗) < nf kein FIO
der Form (4.2) entworfen werden kann. In diesem Abschnitt wird gezeigt,
wie sich mithilfe von dynamischen Erweiterungen des Beobachters auch
im Falle einer singula¨ren Fehlerdetektionsmatrix eine vollsta¨ndige Dia-
gonalisierung von Grf (s) und damit Fehlerisolation erreichen la¨sst. Die
Entwurfsidee ist eng an das Vorgehen in [140] angelehnt und die Ergebnis-
se nutzen dabei erneut die Dualita¨t zu Entkopplungsregelungen, was die
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U¨bertragung der Resultate von Lohmann [137, 140] auf den Bereich der
Fehlerisolation ermo¨glicht. Hierin ist neben der Realisierung des erweiter-
ten Gesamtsystems als DFIO der wesentliche Beitrag dieses Abschnittes
zu sehen.
Es wird gezeigt, dass sich die Annahmen hinsichtlich des Systems ge-
genu¨ber Abschnitt 4.5 abschwa¨chen lassen. Vorausgesetzt wird im Folgen-
den lediglich
Annahme 4.5. Das Paar (A,C) ist vollsta¨ndig beobachtbar.
Annahme 4.6. Das System (A,Ea,C,Es) weist eine endliche Anzahl von
µ invarianten Nullstellen auf.
Annahme 4.7. Die Fehlerdetektionsmatrix weist ein Rangdefizit von
κ > 0 auf, das heißt es gilt rang (D∗) = nf − κ.
Annahme 4.8. Das System (A,Ea,C,Es) ist minimalphasig.
Der Unterschied besteht darin, dass die Forderung nach einer invertier-
baren Fehlerdetektionsmatrix D∗ ersetzt wird durch die weniger restrikti-
ven Annahmen 4.6 und 4.7.
4.7.1 Entwurf mittels virtueller Systemerweiterungen
Grundgedanke ist es, ein statisch nicht isolierbares System derart zu er-
weitern, dass fu¨r das sich ergebende Gesamtsystem ein FIO entworfen wer-
den kann. Die Erweiterungen sind dabei virtuell, sie werden also software-
technisch umgesetzt und setzen keine Erweiterung der real vorhandenen
Strecke voraus. Zum Entwurf eines Fehlerisolationsbeobachters wird ent-
sprechend dem Vorgehen in [137] die Strecke (4.1) wie in Abbildung 4.9
dynamisch erweitert. Die Permutationsmatrix F ∈ Rnf×nf dient dazu,
die Fehler umzusortieren, wodurch sich im weiteren Verlauf einige Beweise
ebenso vereinfachen wie die konkrete Umsetzung des Entwurfsverfahrens.
Die Ausgangsgro¨ßen y werden zuna¨chst mit einer quadratischen, inver-
tierbaren Matrix H ∈ Rny×ny multipliziert, bevor die ersten α Elemente
des resultierenden Vektors jeweils einem Integratorblock zugefu¨hrt wer-
den. Partitioniert man die Matrix H = [HT1 H
T
2 ]
T mit H1 ∈ Rα×ny und
H2 ∈ R(ny−α)×ny , so gilt fu¨r den virtuellen Ausgangsvektor ˙˜y1 = H1y
und y˜2 = H2y mit y˜ = [y˜
T
1 y˜
T
2 ]
T. Die Dynamik des resultierenden Ge-
samtsystems la¨sst sich mit dem Zustandsvektor z = [xT y˜T1 ]
T ∈ Rn˜,
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Strecke
(4.1)
F
H
f˜ f
u
y
˙˜y1 y˜1
y˜2
Abbildung 4.9: Virtuelle Systemerweiterung fu¨r statisch nicht isolierbare
Systeme
n˜ = n+ α, schreiben als
z˙ =
[
A 0
H1C 0
]
︸ ︷︷ ︸
A˜
z +
[
B
H1D
]
︸ ︷︷ ︸
B˜
u+
[
EaF
H1EsF
]
︸ ︷︷ ︸
E˜a
f , (4.42a)
y˜ =
[
0 Iα
H2C 0
]
︸ ︷︷ ︸
C˜
z +
[
0
H2D
]
︸ ︷︷ ︸
D˜
u+
[
0
H2EsF
]
︸ ︷︷ ︸
E˜s
f . (4.42b)
Ziel des Verfahrens ist es, die Entwurfsparameter α, F und H so zu
wa¨hlen, dass das resultierende virtuelle Gesamtsystem (4.42) die Anfor-
derungen aus Satz 4.1 fu¨r den Entwurf eines statischen FIOs erfu¨llt.
Besondere Beachtung verdient dabei Annahme 4.2, also die Invertier-
barkeit der Matrix D∗. Um zu u¨berpru¨fen, ob ein System diese Annahme
erfu¨llt, muss entweder der Rang vonD∗ oder die Determinante der Matrix
bestimmt werden. Das folgende Lemma stellt ein alternatives Kriterium
zur U¨berpru¨fung der Invertierbarkeit vonD∗ und damit zur Erfu¨llung von
Annahme 4.2 und zur Existenz eines FIOs zur Verfu¨gung, welches einfacher
u¨berpru¨fbar ist. Es ist damit grundlegend fu¨r den Entwurf und wird hier
gegenu¨ber [137] nicht nur auf das Problem der Fehlerisolation u¨bertragen,
sondern auch fu¨r Systeme mit Sensorfehlern erweitert und bewiesen.
Lemma 4.5. Gegeben sei ein System der Form (4.1), welches die Annah-
men 4.5 und 4.6 erfu¨llt. Dann sind die folgenden Aussagen a¨quivalent:
1. Das System ist statisch fehlerisolierbar mittels eines FIOs der Form
(4.2).
2. Die Fehlerdetektionsmatrix D∗ ist invertierbar.
3. Die Differenz zwischen Systemordnung und Gesamtfehlerindex ent-
spricht der Anzahl der invarianten Nullstellen des Systems, das heißt
n− δ = µ.
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Die Idee zum Beweis der Implikation 2.⇒ 3. ist es, die Rosenbrock’sche
Systemmatrix mit einer geeigneten regula¨ren Matrix zu multiplizieren, de-
ren Determinante ein Polynom der Ordnung δ ist. Durch die Analyse der
Determinante der resultierenden Matrix la¨sst sich dann zeigen, dass die In-
vertierbarkeit von D∗ fu¨r die Anzahl der invarianten Nullstellen µ = n− δ
bedingt. Umgekehrt la¨sst sich durch Widerspruch zeigen, dass n−δ = µ die
Invertierbarkeit vonD∗ impliziert und somit 3.⇒ 2. gilt. Der ausfu¨hrliche
Beweis findet sich in Anhang A auf Seite 350.
Das Ziel bei der Auslegung von α, F und H ist es wie bereits erwa¨hnt,
ein statisch fehlerisolierbares Gesamtsystem zu erzeugen. Insbesondere
muss dazu die Matrix D˜∗ des erweiterten Systems invertierbar sein. Lem-
ma 4.5 erlaubt es nun, dieses Entwurfsziel hinsichtlich α, F und H
a¨quivalent zu charakterisieren durch n˜ − δ˜ = µ˜. Im erweiterten System
muss also die Differenz aus Systemordnung und Gesamtfehlerindex der
Anzahl der invarianten Nullstellen entsprechen. Fu¨r die Anzahl der inva-
rianten Nullstellen gilt dabei
Lemma 4.6. Gegeben sei ein System der Form (4.1), welches die An-
nahmen 4.5–4.8 erfu¨llt und regula¨re Matrizen F und H. Dann entspricht
die Anzahl der invarianten Nullstellen des dynamisch erweiterten Systems
(4.42) der Anzahl der invarianten Nullstellen von (A,Ea,C,Es). Es gilt
also µ˜ = µ.
Beweis. Die Rosenbrock’sche Systemmatrix des erweiterten Systems lau-
tet gema¨ß der Definition auf Seite 79
Π˜(η) =
[
ηIn+α − A˜ E˜a
−C˜ E˜s
]
.
Da die invarianten Nullstellen den Nullstellen von det
(
Π˜(η)
)
entsprechen,
wird
det
(
Π˜(η)
)
=
∣∣∣∣∣∣∣∣
ηIn −A 0 EaF
−H1C ηIα H1EsF
0 −Iα 0
−H2C 0 H2EsF
∣∣∣∣∣∣∣∣
betrachtet, wobei die Matrizen A˜, E˜a, C˜ und E˜s aus (4.42) eingesetzt
wurden. Die Entwicklung der Determinante nach den Zeilen n+ α+ 1 bis
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n+ 2α fu¨hrt auf
det
(
Π˜(η)
)
=
∣∣∣∣∣∣
ηIn −A EaF
−H1C H1EsF
−H2C H2EsF
∣∣∣∣∣∣
=
∣∣∣∣In 00 H
∣∣∣∣ ·
∣∣∣∣ηIn −A Ea−C Es
∣∣∣∣︸ ︷︷ ︸
det(Π(η))
·
∣∣∣∣In 00 F
∣∣∣∣ .
Dementsprechend stimmen die invarianten Nullstellen des erweiterten Sys-
tems fu¨r regula¨re Matrizen F und H mit denen des urspru¨nglichen Sys-
tems u¨berein und es gilt µ˜ = µ.
Da sich die Anzahl der invarianten Nullstellen gema¨ß Lemma 4.6 bei
regula¨ren Matrizen F und H nicht a¨ndert, vereinfacht sich das Entwurfs-
ziel fu¨r α, F und H von n˜− δ˜ = µ˜ zu n˜− δ˜ = µ. Aus den Annahmen 4.6
und 4.7 ergibt sich mit den U¨berlegungen aus dem Beweis von Lemma 4.5,
dass fu¨r das System (4.1)
n− δ > µ
gilt. Demnach ist der Gesamtfehlerindex δ durch die dynamischen Erwei-
terungen sta¨rker anzuheben als die Systemordnung n, um die Differenz
zwischen beiden Gro¨ßen zu reduzieren und letztendlich n˜− δ˜ = µ zu er-
reichen.
Zur Auslegung der Permutationsmatrix F wird zuna¨chst das rechte or-
thogonale Komplement D∗⊥ der Fehlerdetektionsmatrix betrachtet, fu¨r
das D∗ ·D∗⊥ = 0 gilt.4) Aufgrund von Annahme 4.7 ist nach dem Rang-
satz A.1 D∗⊥ ∈ Rnf×κ. Aus der Dynamik des Gesamtsystems (4.42) geht
hervor, dass F jeweils von rechts an die Fehlereingangsmatrizen Ea und
Es heranmultipliziert wird. Somit vertauscht die Matrix die Spalten der
Fehlereingangsmatrizen und damit auch von D∗. Dementsprechend wer-
den durch F die Zeilen vonD∗⊥ umsortiert. Die Permutationsmatrix wird
so gewa¨hlt, dass
(D∗F )
⊥
=D
∗⊥
=

 QoQu
0γ×κ

 (4.43)
gilt, wobei Qo ∈ Rκ×κ eine invertierbare Matrix ist und
Qu ∈ R(nf−κ−γ)×κ eine beliebige Matrix. In (4.43) bezeichnet γ die
4)Die Spalten von D∗⊥ spannen eine Basis des Rechtsnullraumes von D∗ auf. Dieser
ist definiert als Menge ker (D∗) = {x | D∗x = 0}. Damit ist D∗⊥ nicht eindeutig.
Die Matrix D∗⊥ wird auch als (Rechts-)Annihilatormatrix von D∗ bezeichnet.
114 4 Entwurf von Fehlerisolationsbeobachtern fu¨r nominale Systeme
Anzahl der Nullzeilen in D
∗⊥
. An dieser Stelle wird die Bedeutung der
Permutationsmatrix F deutlich: Sie strukturiert das rechte orthogonale
Komplement der Fehlerdetektionsmatrix, sodass ich ein kompakter Block
von γ Nullzeilen ergibt. Dies vereinfacht die weiteren Betrachtungen.
Nachdem F bestimmt ist, wird a¨hnlich wie in [137] die zu wa¨hlende
Matrix H partitioniert. Es ist
H =
[
Ho
Hu
]
(4.44)
mit Ho ∈ R(nf−κ)×nf und Hu ∈ Rκ×nf . Zu beachten ist dabei, dass die
Partitionierung (4.44) lediglich fu¨r den Entwurf und nicht fu¨r die spa¨tere
Implementierung des Fehlerisolationsbeobachters beno¨tigt wird. Sie ent-
spricht nicht notwendigerweise der zu implementierenden Partitionierung
H =
[
H1
H2
]
.
Vielmehr wird sich im weiteren Verlauf der Herleitung des Entwurfsver-
fahrens zeigen, dass die Partitionierung H1 =Ho und H2 =Hu lediglich
einen Spezialfall darstellt. Die Auslegung von H erfolgt anhand von
Ho = Z
+ +Λo ·⊥Z, Z =D∗
[
0κ×(nf−κ)
Inf−κ
]
∈ Rnf×(nf−κ), (4.45a)
Hu = Λu ·⊥D∗, (4.45b)
wobei Λo und Λu 6= 0 frei wa¨hlbar sind. Es gilt das folgende Lemma,
welches in Anhang A auf Seite 353 bewiesen wird:
Lemma 4.7. Gegeben sei ein System der Form (4.1), welches die An-
nahmen 4.5–4.8 erfu¨llt. Dann existiert eine Partitionierung der regula¨ren
Matrix H gema¨ß (4.45) mit beliebigen Matrizen Λo ∈ R(nf−κ)×κ und
Λu 6= 0 ∈ Rκ×κ.
Nach der Parametrierung von F und H verbleibt noch die Festlegung
der Anzahl der Integratoren, also die Wahl von α. Der folgende Satz lie-
fert nicht nur ein konstruktives Verfahren zur Auslegung von α, sondern
beschreibt auch die Auswirkung der Wahl von F und H gema¨ß (4.43)
beziehungsweise (4.45) hinsichtlich der Differenz n˜− δ˜. Es gilt
Satz 4.4. Gegeben sei ein System der Form (4.1), welches die Annah-
men 4.5–4.8 erfu¨llt und fu¨r das eine dynamische Erweiterung nach (4.42)
mit α = nf − κ − γ und F und H gema¨ß (4.43) beziehungsweise (4.45)
vorgenommen wurde. Dann gilt n˜− δ˜ = n− δ − κ.
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Beweis. Durch Einsetzen in (4.45a) wird deutlich, dass
HoD
∗
=
[
Φ Inf−κ
]
(4.46)
gilt, wobei die Matrix Φ ∈ R(nf−κ)×κ zuna¨chst nicht na¨her spezifiziert ist.
Aus (4.45b) folgt durch Multiplikation von rechts mit D
∗
die Beziehung
HuD
∗
= 0κ×nf . (4.47)
Fasst man dies mit (4.46) zusammen und multipliziert von rechts mitD
∗⊥
,
so folgt wegen (4.43)
HD
∗
D
∗⊥
=
[
Φ Inf−κ
0κ×κ 0κ×(nf−κ)
] QoQu
0γ×κ

 = 0.
Somit gilt
ΦQo + Inf−κ
[
Qu
0γ×κ
]
= 0
und wegen der Invertierbarkeit von Qo folgt
Φ = −Inf−κ
[
Qu
0γ×κ
]
Q−1o =
[−QuQ−1o
0γ×κ
]
=
[
Φo
0γ×κ
]
. (4.48)
Fu¨r die Matrix Φo = −QuQ−1o ∈ R(nf−κ−γ)×κ la¨sst sich daru¨ber hinaus
aussagen, dass sie keine Nullspalten besitzt. Um dies zu zeigen wird unter
Beru¨cksichtigung von (4.43)
D
∗ ·D∗⊥ ·Q−1o =D
∗

 QoQu
0γ×κ

Q−1o =D∗

 Iκ−Φo
0γ×κ

 = 0
betrachtet. Partitioniert man D
∗
in drei Spaltenblo¨cke, so folgt weiter
D
∗

 Iκ−Φo
0γ×κ

 = [D∗1 D∗2 D∗3]

 Iκ−Φo
0γ×κ

 = 0.
Also giltD
∗
1−D
∗
2Φo = 0. DaD
∗
ebenso wieD∗ nach Definition 4.2 keine
Nullspalten hat, impliziert dies, dass Φo keine Nullspalten hat.
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Setzt man nun α = nf − κ− γ an und beru¨cksichtigt (4.46), (4.47) und
(4.48), so folgt
[
H1
H2
]
D
∗
=
[
Ho
Hu
]
D
∗
=

Φo Inf−κ−γ 00 0 Iγ
0 0 0

 . (4.49)
Mithilfe dieser Beziehung werden die Fehlerindizes des erweiterten Systems
analysiert. Dabei werden im Sinne einer kompakten Notation Ea = EaF
und Es = EsF eingefu¨hrt. Entsprechend Definition 4.4 sind die Spalten
der Fehlerdetektionsmatrix D˜∗ des erweiterten Systems gegeben durch
d˜∗i =
{
e˜si , δ˜i = 0,
C˜A˜δ˜i−1e˜ai , δ˜i ≥ 1.
Dabei gilt im erweiterten System mit permutierten Fehlern
e˜si =
[
0
H2esi
]
, δ˜i = 0, (4.50a)
C˜e˜ai =
[
0 Iα
H2C 0
] [
eai
H1esi
]
=
[
H1esi
H2Ceai
]
, δ˜i = 1, (4.50b)
C˜A˜δ˜i−1e˜ai =
[
0 Iα
H2C 0
] [
A 0
H1C 0
]δ˜i−1 [
eai
H1esi
]
=
[
0 Iα
H2C 0
][
Aδ˜i−1 0
H1CA
δ˜i−2 0
] [
eai
H1esi
]
=
[
H1CA
δ˜i−2eai
H2CA
δ˜i−1eai
]
, δ˜i ≥ 2. (4.50c)
Betrachtet man (4.50b), so wird deutlich, dass fu¨r permutierte Fehler
mit δi = 0 im erweiterten System die Beziehung δ˜i = δi + 1 gilt, wenn
H1esi 6= 0 ist. Fu¨r Fehler mit δi ≥ 1 ergibt sich dementsprechend aus
(4.50c), dass der Fehlerindex im erweiterten System um 1 erho¨ht wird,
falls H1CA
δi−1eai 6= 0 gilt. Zusammenfassend fu¨hrt also H1d
∗
i 6= 0 zu
δ˜i = δi + 1. Aus dem ersten Zeilenblock von (4.49) ergibt sich
H1D
∗
=
[
Φo Inf−κ−γ 0(nf−κ−γ)×κ
]
.
Da Φo wie gezeigt keine Nullspalten besitzt, folgt daraus H1d
∗
i 6= 0 fu¨r
alle i = 1, . . . ,nf − γ.
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Weiterhin ergibt sich aus (4.50a), dass δ˜i = δi = 0 gilt, falls H2esi 6= 0
erfu¨llt ist. Aus (4.50b) und (4.50c) ergibt sich als entsprechende Bedingung
H2CA
δi−1eai 6= 0. Wegen (4.50) muss also zusammenfassend H2d
∗
i 6= 0
gelten, damit δ˜i = δi ist. Unter Beru¨cksichtigung der unteren beiden Spal-
tenblo¨cke von (4.49),
H2D
∗
=
[
0 0 Iγ
0 0 0
]
,
ist dies fu¨r die letzten γ Fehler (i = nf − γ + 1, . . . ,nf ) in D∗ der Fall.
Somit gilt schließlich fu¨r den Gesamtfehlerindex des erweiterten Systems
δ˜ =
nf∑
i=1
δ˜i =
nf−γ∑
i=1
(
δi + 1
)
+
nf∑
i=nf−γ+1
δi =
nf∑
i=1
δi +
nf−γ∑
i=1
1
= δ + nf − γ.
Die Differenz zwischen Systemordnung und Gesamtfehlerindex betra¨gt da-
mit
n˜− δ˜ = n+ α− (δ + nf − γ) = n− δ − κ < n− δ,
was den Beweis abschließt.
Durch die Wahl von α, F und H nach Satz 4.4 wird die Diffe-
renz zwischen Systemordnung und Gesamtfehlerindex um das Rangde-
fizit von D∗, also um κ > 0, verringert. Gilt nach der Erweiterung
n˜− δ˜ = n− δ − κ = µ, so kann aufgrund von Lemma 4.5 ein statischer
FIO fu¨r das entstandene Gesamtsystem entworfen werden. Zu beachten
ist, dass dieser FIO fu¨r die permutierten Fehler f˜ gilt. Das folgende, fu¨r
statische FIOs allgemeingu¨ltige Lemma erlaubt es, die urspru¨nglichen Feh-
ler f zu isolieren, indem die Permutation der Fehler ru¨ckga¨ngig gemacht
wird.
Lemma 4.8. Sei (L,V ) mit M und N nach Satz 4.1 eine FIO-
Parametrierung fu¨r ein System der Form (4.1) und F ∈ Rnf×nf ei-
ne Permutationsmatrix. Dann ist (L,V ) = (L,NF TN−1V ) eine FIO-
Parametrierung fu¨r das System (4.1) mit permutierten Fehlern f = F−1f .
Beweis. Fu¨r das System mit permutierten Fehlern gilt D
∗
= D∗F und
M =MF . Eingesetzt in das Ergebnis von Satz 4.1 folgt
L =MD
∗−1
=MF (D∗F )
−1
=MFF−1D∗−1 =MD∗−1 = L.
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Da N = N ist und fu¨r Permutationsmatrizen F−1 = F T gilt, lautet das
Nachfilter bei permutierten Fehlern
V =ND
∗−1
=NF TD∗−1 =NF TN−1N︸ ︷︷ ︸
Inf
D∗
−1 =NF TN−1V ,
womit das Lemma bewiesen ist.
Mittels Lemma 4.8 ist es somit mo¨glich, einen FIO (L˜,V˜ ) fu¨r das er-
weiterte System mit permutierten Fehlern zu entwerfen. Um eine FIO-
Parametrierung (L˜,V
′
) fu¨r das urspru¨ngliche System zu erhalten, muss
dann lediglich fu¨r das Nachfilter die Ru¨cktransformation V
′
=NFN−1V˜
durchgefu¨hrt werden.
Ist die 3. Bedingung aus Lemma 4.5 auch nach der Systemerweiterung
nicht erfu¨llt, so wird das System erneut erweitert. Bezeichnet (κ)i das
Rangdefizit von D∗ vor der i-ten Systemerweiterung, so gilt nach l Erwei-
terungen
(n˜)l −
(
δ˜
)
l
= n− δ −
l∑
i=1
(κ)l ≤ n− δ − l,
da (κ)i ≥ 1 ist. Damit ergibt sich
Korollar 4.1. Gegeben sei ein System der Form (4.1), welches die An-
nahmen 4.5–4.8 erfu¨llt. Dann sind ho¨chstens n−δ−µ dynamische System-
erweiterungen nach Satz 4.4 durchzufu¨hren, um eine invertierbare Fehler-
detektionsmatrix D˜∗ fu¨r das resultierende Gesamtsystem zu erhalten.
Aufgrund von Lemma 4.5, Lemma 4.6, Satz 4.4 und Korollar 4.1 ergibt
sich, dass man nach endlich vielen Systemerweiterungen ein Gesamtsys-
tem erha¨lt, fu¨r das ein (statischer) FIO (L˜,V˜ ) entworfen werden kann.
Dazu kann sowohl der Zeitbereichsentwurf aus Abschnitt 4.5.1 als auch
der Entwurf mittels Vollsta¨ndiger Modaler Synthese nach Abschnitt 4.5.2
herangezogen werden. Fu¨r die unmittelbare Implementierung wa¨re jedoch
(bei einfacher Systemerweiterung) ein dynamisches System der Ordnung
n + 2α no¨tig. Neben dem dynamisch erweiterten Beobachter fu¨r das Sys-
tem der Ordnung n+α mu¨ssten auch die α Integratoren fu¨r einen Teil des
Ausgangsvektors realisiert werden. Im folgenden Abschnitt wird gezeigt,
wie sich mithilfe der bereits vorgestellten dynamisch erweiterten Fehler-
isolationsbeobachter eine Realisierung geringerer Ordnung erzielen la¨sst.
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4.7.2 Realisierung mithilfe dynamisch erweiterter
Beobachter
Wie bereits erwa¨hnt la¨sst sich fu¨r das Gesamtsystem (4.42) ein statischer
FIO der Form
˙ˆz =
(
A˜− L˜C˜
)
zˆ +
(
B˜ − L˜D˜
)
u+ L˜y˜, (4.51a)
r = V
′
(
y˜ − ˆ˜y
)
(4.51b)
entwerfen. Die Parametrierung (L˜,V
′
) macht dabei gegenu¨ber (L˜,V˜ ) die
Permutationen der Fehler ru¨ckga¨ngig. Falls das System mehrfach erwei-
tert wurde, ist dabei die Verkettung der Fehlerpermutationen ru¨ckga¨ngig
zu machen. Wurden l Erweiterungen vorgenommen, wobei die Permu-
tationsmatrix jeweils mit Fi bezeichnet wird, so ist demnach bei der
Ru¨cktransformation der Nachfiltermatrix die Permutationsmatrix
Fges = F1 ·F2 · . . . ·Fl
zu verwenden.
Der folgende Satz zeigt, wie sich durch eine Partitionierung der Beob-
achterparametrierung (L˜,V
′
) ein dynamischer FIO der Form (4.31) fu¨r
das urspru¨ngliche System (4.1) berechnen la¨sst. Dabei ist hervorzuheben,
dass zur Realisierung (bei einfacher Systemerweiterung) lediglich ein dy-
namisches System der Ordnung n+ α implementiert werden muss.
Satz 4.5 (Realisierung von DFIOs zur Fehlerisolation in statisch nicht
isolierbaren Systemen). Gegeben sei ein System der Form
x˙ = Ax+Bu+Eaf , (4.52a)
y = Cx+Du+Esf , (4.52b)
welches die Annahmen 4.5–4.8 erfu¨llt, und fu¨r das gema¨ß Satz 4.4 dynami-
sche Erweiterungen der Ordnung α vorgenommen wurden, sodass das re-
sultierende Gesamtsystem statisch fehlerisolierbar ist. Weiterhin sei durch
(4.51) ein stabiler Fehlerisolationsbeobachter fu¨r das resultierende Gesamt-
system gegeben. Partitioniert man
L˜ =
[
L˜11 L˜12
L˜21 L˜22
]
, V
′
=
[
V
′
1 V
′
2
]
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mit L˜11 ∈ Rn×α, L˜12 ∈ Rn×(ny−α), L˜21 ∈ Rα×α, L˜22 ∈ Rα×(ny−α),
V
′
1 ∈ Rnf×α und V
′
2 ∈ Rnf×(ny−α), so ist durch
˙ˆx = Axˆ+Bu+Lp (y −Cxˆ−Du) + Liζ,
ζ˙ = Φζ + Γ (y −Cxˆ−Du) ,
r = Vy (y −Cxˆ−Du) + Vζζ.
mit
Lp = L˜12H2, Li = L˜11,
R
α×α ∋ Φ = −L˜21, Γ =H1 − L˜22H2,
Vy = V
′
2H2, Vζ = V
′
1
ein stabiler dynamischer Fehlerisolationsbeobachter fu¨r das System (4.52)
parametriert.
Beweis. Die Dynamik des Beobachters (4.51) lautet ausfu¨hrlicher geschrie-
ben [
˙ˆx
˙˜ˆ
y1
]
=
([
A 0
H1C 0
]
−
[
L˜11 L˜12
L˜21 L˜22
] [
0 Iα
H2C 0
])[
xˆ
ˆ˜y1
]
+ . . .
+
[
B − L˜12H2D(
H1 − L˜22H2
)
D
]
u+
[
L˜11 L˜12
L˜21 L˜22
] [
y˜1
y˜2
]
,
woraus sich
˙ˆx =
(
A− L˜12H2C
)
xˆ− L˜11 ˆ˜y1 +
(
B − L˜12H2D
)
u+ L˜11y˜1 + L˜12y˜2
ergibt. Durch Einfu¨hrung einer neuen Zustandsvariablen ζ = y˜1− ˆ˜y1 ∈ Rα
vereinfacht sich dies aufgrund von y˜2 =H2y zu
˙ˆx = Axˆ+Bu+ L˜12H2 (y −Cxˆ−Du) + L˜11ζ. (4.53)
Fu¨r die Dynamik von ζ ergibt sich anhand von (4.42) und (4.51) die Be-
ziehung
ζ˙ =H1Cx+H1Du+H1EsFf −
(
H1C−L˜22H2C
)
xˆ+ . . .
+ L˜21 ˆ˜y1 −
(
H1D − L˜22H2D
)
u− L˜21y˜1 − L˜22y˜2 (4.54)
= −L˜21ζ +
(
H1 − L˜22H2
)
(y −Cxˆ−Du) .
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Die generierten Residuen ko¨nnen mit der eingefu¨hrten Variablensubstitu-
tion geschrieben werden als
r = V
′
(
y˜ − ˆ˜y
)
=
[
V
′
1 V
′
2
] [ y˜1 − ˆ˜y1
H2y −H2Cxˆ−H2Du
]
= V
′
1 ζ + V
′
2H2 (y −Cxˆ−Du) .
(4.55)
Die Gleichungen (4.53), (4.54) und (4.55) lassen sich zusammenfassen zu
˙ˆx = Axˆ+Bu+ v, (4.56a)
v = L˜12H2︸ ︷︷ ︸
Lp
(y −Cxˆ−Du) + L˜11︸︷︷︸
Li
ζ, (4.56b)
ζ˙ = −L˜21︸ ︷︷ ︸
Φ
ζ +
(
H1 − L˜22H2
)
︸ ︷︷ ︸
Γ
(y −Cxˆ−Du) , (4.56c)
r = V
′
1︸︷︷︸
Vζ
ζ + V
′
2H2︸ ︷︷ ︸
Vy
(y −Cxˆ−Du) . (4.56d)
Obige Gleichungen stellen einem dynamisch erweiterten Beobachter dar.
Durch den dynamisch erweiterten FIO (4.56) werden also sowohl die
notwendigen dynamischen Erweiterungen realisiert, als auch die Isolation
der Fehler erreicht. Da fu¨r das virtuelle Gesamtsystem ein stabiler Fehler-
isolationsbeobachter (4.51) entworfen wurde, ist die Stabilita¨t des DFIOs
sichergestellt.
4.7.3 Zusammenfassung des Entwurfsverfahrens
Der U¨bersichtlichkeit halber wird das in den Abschnitten 4.7.1 und 4.7.2
entworfene Verfahren auf der folgenden Seite und in Abbildung 4.10 kom-
pakt zusammengefasst.
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Gegeben sei ein System der Form
x˙ = Ax+Bu+Eaf ,
y = Cx+Du+Esf ,
welches die Annahmen 4.5–4.8 erfu¨llt. Initialisiere die Permutationsmatrix
mit Fges = Inf und durchlaufe das folgende Schema:
1. a) Bestimme das Rangdefizit κ der Fehlerdetektionsmatrix D∗
mittels κ = nf − rang (D∗) sowie die Anzahl γ der Nullzeilen
in D∗⊥ und wa¨hle F so, dass
(D∗F )
⊥
=D
∗⊥
=

 QoQu
0γ×κ


gilt. Berechne damit Fges := FgesF .
b) Setze α = nf − κ− γ und wa¨hle H gema¨ß
Ho = Z
+ +Λo ·⊥Z, Z =D∗
[
0κ×(nf−κ)
Inf−κ
]
,
Hu = Λu ·⊥D∗
mit beliebigen Matrizen Λo ∈ R(nf−κ)×κ und Λu 6= 0 ∈ Rκ×κ.
c) U¨berpru¨fe, ob n˜− δ˜ = µ gilt. Falls nein, gehe zu 1.a). Falls ja,
gehe zu 2.
2. a) Entwirf mittels Satz 4.1 oder Satz 4.2 einen statischen FIO
(L˜,V˜ ) fu¨r das resultierende Gesamtsystem.
b) Berechne daraus mittels V
′
= NF TgesN
−1V˜ eine FIO-Para-
metrierung (L˜,V
′
) fu¨r das Gesamtsystem mit unpermutierten
Fehlern.
c) Berechne mithilfe von
L˜ =
[
L˜11 L˜12
L˜21 L˜22
]
, V
′
=
[
V
′
1 V
′
2
]
,
Lp = L˜12H2, Li = L˜11,
Φ = −L˜21, Γ =H1 − L˜22H2,
Vy = V
′
2H2, Vζ = V
′
1
aus (L˜,V
′
) die Parametrierung eines dynamisch erweiterten
Fehlerisolationsbeobachters fu¨r das urspru¨ngliche System.
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1.a) Bestimmung Rangdefizit
κ = nf − rang (D∗) , An-
zahl γ der Nullzeilen in D∗⊥,
F gema¨ß (4.43), sowie
Fges := FgesF
x˙ = Ax+Bu+Eaf ,
y = Cx+Du+Esf ,
Fges := Inf
1.b) Systemerweiterung mit
α = nf − κ− γ Integrato-
ren und H gema¨ß (4.45)
1.c)
n˜− δ˜ = µ?
2.a) Entwurf eines FIOs
gema¨ß Satz 4.1 oder
Satz 4.2
2.b) Umkehrung der Per-
mutationen mittels
V
′
=NF TgesN
−1V˜
2.c) Parametrierung
eines DFIOs ge-
ma¨ß Satz 4.5
nein
erneute
Erwei-
terung
ja
(L˜,V˜ )
(L˜,V˜
′
)
Lp,Li,Φ,
Γ,Vy,Vζ
Abbildung 4.10: Ablaufplan des Entwurfs von DFIOs fu¨r statisch nicht iso-
lierbare Systeme
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4.7.4 Alternatives Entwurfsverfahren
Da das in Abschnitt 4.6 vorgestellte Verfahren die Vorgabe von er-
weiterten Dynamiken fu¨r die Diagonalelemente von Grf (s) ermo¨glicht,
ergibt sich ein alternatives Entwurfsverfahren zu dem in diesem Ab-
schnitt pra¨sentierten Vorgehen fu¨r statisch nicht isolierbare Systeme. Das
pra¨sentierte Verfahren garantiert unter den Annahmen 4.5 bis 4.8 die Exis-
tenz eines DFIOs fu¨r das statisch nicht isolierbare System, wobei sich die
U¨bertragungsmatrix Grf (s) durch Diagonalelemente auszeichnet, deren
Differenzenordnung gegenu¨ber den Fehlerindizes δi erho¨ht sind. Welche
Elemente gi,i(s) sich dabei a¨ndern und wie stark ihre Differenzenordnung
ansteigt, la¨sst sich wie im vorangegangenen Abschnitt durch eine Analyse
der Matrix D∗ ermitteln. So folgt aus dem Beweis von Satz 4.4, dass sich
bei der vorgestellten Systemerweiterung die Fehlerindizes der ersten nf−γ
(permutierten) Fehler um 1 erho¨hen.
Nachdem auf diese Art und Weise die Struktur einer mittels eines DFIOs
realisierbaren U¨bertragungsmatrix Grf (s) ermittelt wurde, kann mit dem
in Abschnitt 4.6.3 vorgestellten Entwurf im Laplace-Bereich ein DFIO pa-
rametriert werden. Die Existenz der auftretenden Inversen D∗−1(s) ist
dabei aufgrund der im vorangegangenen Abschnitt pra¨sentierten Ergeb-
nisse fu¨r fast alle s ∈ C garantiert.
4.7.5 Beispiel DHC-2 Beaver
Zur Veranschaulichung wird das Entwurfsverfahren zur Fehlerisolation in
der Lateralbewegung eines Flugzeuges angewendet. Betrachtet wird die
Dynamik einer DHC-2 Beaver (s. Abbildung 4.11).
Bei stationa¨rer Longitudinalbewegung la¨sst sich aus dem in [180, Ab-
schnitt 3.2] gegebenen nichtlinearen Modell fu¨r die Lateraldynamik ein
linearisiertes Modell 4. Ordnung generieren. Zustandsgro¨ßen des Systems
sind der Schiebewinkel5) β, die Gierrate r um die ko¨rperfeste z-Achse, die
Rollrate p um die ko¨rperfeste x-Achse, sowie der Ha¨ngewinkel6) Φ. Beein-
flusst werden kann die Bewegung durch den Querruderwinkel u1 und die
Auslenkung des Seitenruders u2, als messbar angenommen werden der ers-
te und der letzte Zustand. Bei einer Reisegeschwindigkeit von v = 45m/s
und einer Flugho¨he von H = 1828,8m wird das Modell beschrieben durch
5)Der Schiebewinkel ist die Winkel zwischen der anstro¨menden Luft und der
ko¨rperfesten z-Achse.
6)Der Ha¨ngewinkel ist der ins erdfeste Koordinatensystem transformierte Rollwinkel.
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x
p
y
z
r
β
u1, f1
u1, f1
u2, f2
Abbildung 4.11: DHC-2 Beaver
A =


−0,179 −0,976 0,139 0,216
0,172 −0,552 −0,871 0
−4,053 1,796 −5,402 0
0 0,145 1 0

, B=Ea=


−0,007 0,045
−0,199 −2,606
−7,298 0,398
0 0

 ,
(4.57a)
C =
[
1 0 0 0
0 0 0 1
]
, Es = 0. (4.57b)
Wie aus (4.57) hervorgeht, werden Fehler in beiden Aktoren modelliert.
Die Analyse des Systems ergibt die Fehlerindizes δ1 = δ2 = 1 und eine
invariante Nullstelle bei η = −58,48. Die Fehlerdetektionsmatrix D∗ ist
nicht invertierbar, sodass kein statischer FIO entworfen werden kann. Die
in den Annahmen 4.5 bis 4.8 formulierten Bedingungen sind jedoch erfu¨llt,
wobei fu¨r das Rangdefizit der Fehlerdetektionsmatrix κ = 1 gilt. Fu¨r den
Rechtsnullraum von D∗ findet man die Basis
D∗
⊥ =
[
0,988
0,152
]
. (4.58)
Damit liegt D∗⊥ bereits in der in (4.43) geforderten Form vor und die
Permutation der Fehler entfa¨llt. Dies wird durch F = Inf beschrieben.
Des Weiteren geht aus (4.58) hervor, dass D∗⊥ keine Nullzeilen aufweist,
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sodass γ = 0 gilt. Daraus folgt gema¨ß Satz 4.4 fu¨r die Ordnung der System-
erweiterung α = nf −κ−γ = 1. Fu¨r die frei wa¨hlbaren Matrizen in (4.45),
die im Beispiel zu Skalaren entarten, wird Λo = −4 und Λu = 2 gewa¨hlt.
Die Wahl der Matrizen a¨ndert lediglich die Parametrierung des DFIO, auf
das U¨bertragungsverhalten Grf (s) hat sie keinen Einfluss. Bereits nach
einer Systemerweiterung gilt n˜ − δ˜ = 5 − 4 = 1 = µ, fu¨r das erweiterte
System kann also ein statischer FIO gema¨ß Satz 4.1 oder Satz 4.2 ent-
worfen werden. Dabei werden die Pole im ersten U¨bertragungskanal bei
λB1,1 = −2 und λB1,2 = −7 und im zweiten Kanal bei λB2,1 = −3,2 und
λB2,2 = −3,5 platziert und die Za¨hlerkoeffizienten jeweils so vorgegeben,
dass sich eine stationa¨re Versta¨rkung von 1 ergibt. Mithilfe von Satz 4.5
ergibt sich schließlich die gesuchte Parametrierung eines dynamisch erwei-
terten Fehlerisolationsbeobachters. Die Zahlenwerte der Parametrierung
finden sich in Anhang C.1.3.
Abbildung 4.12 zeigt den zeitlichen Verlauf der simulierten Fehler und
der generierten Residuen. Nach t = 1s tritt ein sprungfo¨rmiger Fehler im
Querruderwinkel auf. Es ist f1 = 0,087, was in etwa einem Fehler von 5
◦ in
0
0
0
0
0,05
0,1
0,1
0,2
1
1
2
2
3
3
4
4
5
5
6
6
f 1
,
r 1
f 2
,
r 2
Zeit/s
Zeit/s
Abbildung 4.12: Fehler und Residuen fu¨r die Lateraldynamik der DHC-2 Bea-
ver
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der Ruderstellung entspricht, da die Winkel im Modell in rad angenommen
werden. Nach t = 3s tritt zusa¨tzlich der zweite Fehler auf (f2 = 0,174, ca.
10◦ Fehler in Stellung des Seitenruders). Wie anhand von Abbildung 4.12
ersichtlich ist, beeinflusst der Fehler f1 ausschließlich das ihm zugeordnete
Residuum r1. Entsprechendes gilt fu¨r das zweite Residuum, sodass eine
Fehlerisolation mo¨glich ist.
4.7.6 Fazit
Durch den vorgestellten systematischen Entwurf ist es mo¨glich, dynamisch
erweiterte Fehlerisolationsbeobachter fu¨r Systeme zu entwerfen, fu¨r die
mittels eines statischen FIOs keine Fehlerisolation mo¨glich ist. Somit wird
die Klasse behandelbarer linearer Systeme erweitert. Mit der entwickelten
Parametrierung der DFIOs werden sowohl die Systemerweiterungen als
auch die Fehlerisolationseigenschaft des Beobachters realisiert. Es ergeben
sich daraus stabile dynamische Systeme niedriger Ordnung fu¨r die Fehler-
isolation. Offensichtlich ist jedoch, dass der Entwurfsaufwand gegenu¨ber
den statischen FIOs aus Abschnitt 4.5 ansteigt.
4.8 Vollsta¨ndige Fehlerisolation fu¨r nicht
minimalphasige Systeme
Neben der Invertierbarkeit der Fehlerdetektionsmatrix schra¨nkt die An-
nahme der Minimalphasigkeit den Entwurf von Fehlerisolationsbeobach-
tern auf Systeme ein, deren invariante Nullstellen in der offenen linken
s-Halbebene liegen (vgl. Annahme 4.3 auf S. 79). A¨hnlich wie in Ab-
schnitt 4.7 la¨sst sich diese Einschra¨nkung mithilfe von virtuellen Sys-
temerweiterungen umgehen. Das Vorgehen und die Beweisideen sind an
die Resultate aus [137, 140] angelehnt, und das Verfahren kann als dua-
le Methode zum Entwurf von dynamischen Entkopplungsreglern fu¨r nicht
minimalphasige Systeme verstanden werden. Daru¨ber hinaus erfolgt eine
Realisierung durch dynamisch erweiterte Fehlerisolationsbeobachter.
Es wird gezeigt, dass beim Einsatz solcher DFIOs gegenu¨ber Ab-
schnitt 4.5 weniger restriktive Anforderungen an das betrachtete System
zu stellen sind. Vorausgesetzt werden lediglich
Annahme 4.9. Das Paar (A,C) ist vollsta¨ndig beobachtbar.
Annahme 4.10. Die Matrix D∗ hat vollen Rang.
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Annahme 4.11. Das System (A,Ea,C,Es) weist eine endliche Anzahl
invarianter Nullstellen auf.
Annahme 4.12. Das System (A,Ea,C,Es) weist keine invariante Null-
stelle bei η = 0 auf.
Annahme 4.13. Keine invariante Nullstelle von (A,Ea,C,Es) fa¨llt mit
einem Eigenwert von A zusammen.
Der wesentliche Unterschied gegenu¨ber Abschnitt 4.5 besteht darin, dass
die invarianten Nullstellen des Systems nicht mehr sa¨mtlich in der offenen
linken s-Halbebene liegen mu¨ssen, wie in Annahme 4.3 gefordert. Hinrei-
chend sind bereits die Annahmen 4.11 bis 4.13. Die Annahme 4.13 stellt
dabei keine Einschra¨nkung der Allgemeinheit dar, da aufgrund von Annah-
me 4.9 die Eigenwerte von A vor dem Entwurf eines Fehlerisolationsbeob-
achters beliebig verschoben werden ko¨nnen. Wie in Abschnitt 4.5.2 ero¨rtert
ist Annahme 4.12 notwendig fu¨r die Diagonalisierung von Grf (s).
4.8.1 Entwurf mittels virtueller Systemerweiterungen
Gema¨ß den Ausfu¨hrungen in Abschnitt 4.5.2 mu¨ssen invariante Nullstel-
len im Allgemeinen durch Beobachtereigenwerte kompensiert werden, um
Grf (s) zu diagonalisieren. Dadurch werden n − δ Beobachtereigenwer-
te nichtsteuerbar gemacht und der Nachfilterentwurf nach Lemma 4.3
stellt die Diagonalisierung der entsprechenden U¨bertragungsmatrix fu¨r alle
s ∈ C sicher. Wie in [123] fu¨r das duale Problem des Entkopplungsregler-
entwurfs herausgearbeitet, gibt es jedoch eine Ausnahme von dieser Regel,
die auf einer speziellen Klasse von invarianten Nullstellen fußt. Diese soge-
nannten nicht verkoppelnden Nullstellen (engl. non-interconnecting zeros),
die im Weiteren na¨her beleuchtet werden, mu¨ssen nicht durch einen nicht-
steuerbaren Eigenwert kompensiert werden. Vielmehr ko¨nnen fu¨r derartige
Nullstellen zusa¨tzliche Pole bestimmten Spalten von Grf (s) zugewiesen
werden. Wa¨hrend im Allgemeinen dann der Nachfilterentwurf nach Lem-
ma 4.3 keine Diagonalisierung fu¨r alle s ∈ C mehr gewa¨hrleistet, ist dies
bei nicht verkoppelnden Nullstellen der Fall, woraus sich ihr Name erkla¨rt.
Da invariante Nullstellen jedoch selten nicht verkoppelnde Nullstellen
sind, wird wie in [137] im Weiteren der Ansatz verfolgt, das System (4.1)
dynamisch zu erweitern. Durch die in Abbildung 4.13 gezeigten Erwei-
terungen soll erreicht werden, dass invariante Nullstellen, die sich in der
geschlossenen rechten s-Halbebene befinden, fu¨r das resultierende, virtuelle
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Strecke
(4.1)
F
A
C
f˜ f
u
y
x
y˜
Abbildung 4.13: Virtuelle Systemerweiterung fu¨r nicht minimalphasige
Systeme
Gesamtsystem in nicht verkoppelnde Nullstellen umgewandelt werden. Da-
zu ist neben den Matrizen F ∈ Rnf×nf , A ∈ Rν×ν und C ∈ Rny×ν auch
die Ordnung ν der hinzugefu¨gten Dynamik zu wa¨hlen. Die Matrix F ist da-
bei wie in Abschnitt 4.7 lediglich eine Permutationsmatrix, welche die Her-
leitung des Entwurfsverfahrens vereinfacht. Anhand von Abbildung 4.13
wird deutlich, dass die zusa¨tzliche Dynamik eine interne, nichtsteuerbare
Dynamik ist. Sie darf dabei instabil sein, da sie lediglich virtuell ist und
nur fu¨r den Entwurf beno¨tigt wird. In der in Abbildung 4.13 gezeigten
Form muss sie nicht implementiert werden.
Da nicht verkoppelnde Nullstellen der Schlu¨ssel zur Auslegung der vir-
tuellen Systemerweiterungen sind, werden sie im Folgenden zuna¨chst de-
finiert. In Anlehnung an die in [137] eingefu¨hrte Charakterisierung nicht
verkoppelnder Nullstellen im Zustandsraum wird hier die folgende Defini-
tion verwendet:
Definition 4.7 (Nicht verkoppelnde Nullstellen). Gegeben sei ein System
der Form (4.1), welches die Annahmen 4.9–4.13 erfu¨llt. Weiterhin sei η
eine invariante Nullstelle des Systems. Dann wird η als nicht verkoppelnde
Nullstelle bezeichnet, wenn
Π(η) ·
[
zx
zf
]
= 0, (4.59a)
zf = kφi =
[
0 · · · 0 k 0 · · · 0]T , k 6= 0 (4.59b)
gilt, wobei zx ∈ Rn ein beliebiger Vektor ist und der Vektor zf ∈ Rnf
genau ein Nichtnullelement in einer beliebigen Zeile i besitzt.
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Mit dieser Definition la¨sst sich nun in Anlehnung an die Ergebnisse
aus [46, 47, 136, 137, 140] das folgende Lemma angeben, das zeigt, dass
nicht verkoppelnde Nullstellen beim FIO-Entwurf nicht kompensiert wer-
den mu¨ssen. Es u¨bertra¨gt die existierenden Resultate auf das Problem
der beobachterbasierten Fehlerisolation und erweitert sie auf Systeme mit
Aktor- und Sensorfehlern.
Lemma 4.9. Gegeben sei ein System der Form (4.1), welches die An-
nahmen 4.9–4.13 erfu¨llt. Wenn η eine nicht verkoppelnde Nullstelle
des Systems ist, muss sie nicht durch einen Beobachtereigenwert λBk
kompensiert werden, um der U¨bertragungsmatrix Grf (s) beim Entwurf
der Nachfiltermatrix nach V = −SΘ−1 mit einer Diagonalmatrix S
und Θ = C (A−LC)−1 (Ea −LEs)−Es Diagonalgestalt aufzupra¨gen.
Entha¨lt zf gema¨ß (4.59b) in der i-ten Zeile ein Nichtnullelement, so ist
beim Entwurf mittels Vollsta¨ndiger Modaler Synthese nach Abschnitt 4.5.2
in der i-ten Spalte von Grf (s) ein zusa¨tzlicher Pol zu platzieren.
Beweis. Zuna¨chst werden zwei regula¨re Matrizen Φ(η) und Ψ eingefu¨hrt,
welche durch
Φ(η) =
[
In 0
V C (ηIn − (A−LC))−1 In
]
, Ψ =
[
In −L
0 V
]
gegeben sind. Dabei impliziert die Regularita¨t von V die Regularita¨t von
Ψ, und Φ(η) existiert, da nach Annahme 4.9 die Beobachtereigenwerte
stets so platziert werden ko¨nnen, dass keiner von ihnen mit der invarian-
ten Nullstelle η zusammenfa¨llt. Durch die linksseitige Multiplikation von
(4.59a) mit Ψ und Φ(η) ergibt sich
Φ(η) ·Ψ ·Π(η) ·
[
zx
zf
]
=[
ηIn − (A−LC) Ea −LEs
0 V C (ηIn − (A−LC))−1 (Ea − LEs) + V Es
] [
zx
zf
]
︸ ︷︷ ︸
Grf (η)
= 0.
Daraus folgt Grf (η) ·zf = 0. Beru¨cksichtigt man, dass zf definitions-
gema¨ß lediglich in der i-ten Zeile ein Nichtnullelement beinhaltet, so ist
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Grf (η) ·zf =

 g1,1(η) · · · g1,nf (η)... . . . ...
gnf ,1(η) · · · gnf ,nf (η)




0
...
0
k
0
...
0


= 0
und folglich gj,i(η) = 0 fu¨r alle j = 1, . . . ,nf . Das Diagonalelement gi,i(s)
weist demnach die Nullstelle η auf. Nimmt man nun an, dass entsprechend
dem in Abschnitt 4.5.2 vorgestellten Verfahren δi + 1 Eigenwerte als Pole
fu¨r die i-te Spalte zugewiesen wurden, so ergibt sich fu¨r gi,i(s) die allge-
meine Form
gi,i(s) =
zi,0(s− η)
(s− λi,1) · . . . · (s− λi,δi+1)
=
zi,i(s)
ni,i(s)
,
wobei die Nullstelle η unkompensiert bleibt. Weiterhin ist aus Ab-
schnitt 4.5.2 bekannt, dass das Nachfilter V so entworfen wird, dass im
stationa¨ren Zustand fu¨r die Nichtdiagonalelemente von Grf (s) die Bezie-
hung gi,j(0) = 0 fu¨r alle i 6= j gilt.
Durch Widerspruch kann nun gezeigt werden, dass die beiden Bedingun-
gen gj,i(η) = 0 und gj,i(0) = 0 nur dann erfu¨llt sein ko¨nnen, wenn auch
gj,i(s) = 0 ∀s ∈ C gilt. Dazu sei angenommen, dass beide Bedingungen
erfu¨llt seien. Dann ist allgemein
gj,i(s) =
zj,i(s)
nj,i(s)
=
s · (s− η) · zj,i,R(s)
nj,i(s)
, (4.60)
wobei zj,i,R(s) ein beliebiges Polynom ist. Die Differenzenordnung von
gj,i(s) ist wie in Abschnitt 4.5.2 gezeigt durch δi nach unten beschra¨nkt.
Es gilt also
deg (nj,i(s))− deg (zj,i(s)) ≥ δi.
Da der Entwurf mittels der Vollsta¨ndigen Modalen Synthese nach Ab-
schnitt 4.5.2 allen U¨bertragungsfunktionen der i-ten Spalte von Grf (s)
die gleichen Nennerpolynome zuweist, gilt nj,i(s) = ni,i(s) und somit
deg (ni,i(s))− deg (zj,i(s)) ≥ δi,
δi + 1− deg (zj,i(s)) ≥ δi.
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Es muss dementsprechend deg (zj,i(s)) ≤ 1 gelten. Damit gj,i(s) jedoch
wie in (4.60) zwei Nullstellen aufweist, muss deg (zj,i(s)) ≥ 2 gelten. Dieser
Widerspruch kann nur dadurch gelo¨st werden, dass fu¨r das Restpolynom
zj,i,R(s) = 0 gilt. Damit ist gj,i(s) = 0 fu¨r alle s ∈ C gezeigt.
Die in Abschnitt 4.5 eingefu¨hrte Definition von statisch stabil fehleriso-
lierbaren Systemen (s. Seite 80) la¨sst sich auf dieser Grundlage erweitern
zu
Definition 4.8 (Statisch stabil isolierbare Systeme). Ein System der Form
(4.1), welches die Annahmen 4.9 und 4.10 erfu¨llt und das mit Ausnahme
seiner nicht verkoppelnden Nullstellen ausschließlich endlich viele invari-
ante Nullstellen in der offenen linken s-Halbebene aufweist, heißt statisch
stabil (fehler-) isolierbar.
Fu¨r die Auslegung der zusa¨tzlichen internen Dynamik wird zuna¨chst das
Gesamtsystem mit dem Zustandsvektor z = [xT xT]T ∈ Rn+ν betrachtet.
Es ergibt sich anhand von (4.1) und Abbildung 4.13 zu
z˙ =
[
A 0
0 A
]
︸ ︷︷ ︸
A˜
z +
[
B
0
]
︸︷︷︸
B˜
u+
[
EaF
0
]
︸ ︷︷ ︸
E˜a
f˜ , (4.61a)
y˜ =
[
C C
]︸ ︷︷ ︸
C˜
z + D︸︷︷︸
D˜
u+EsF︸ ︷︷ ︸
E˜s
f˜ . (4.61b)
Gema¨ß der Definition auf Seite 79 lautet die Rosenbrock’sche Systemma-
trix des Gesamtsystems (4.61)
Π˜(η) =
[
ηIn+ν − A˜ E˜a
−C˜ E˜s
]
.
Dementsprechend berechnet sich ihre Determinante zu
det
(
Π˜(η)
)
=
∣∣∣∣∣∣
ηIn −A 0 EaF
0 ηIν −A 0
−C −C EsF
∣∣∣∣∣∣
und durch Zeilen- und Spaltenvertauschungen folgt
det
(
Π˜(η)
)
=
∣∣∣∣∣∣
ηIn −A EaF 0
−C EsF −C
0 0 ηIν −A
∣∣∣∣∣∣ . (4.62)
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Zwar a¨ndert sich bei der Vertauschung von Zeilen und Spalten einer Matrix
jeweils das Vorzeichen der Determinante [150, Abschnitt 6.1]. Da jedoch fu¨r
die Umformung in (4.62) 2ny solcher Operationen notwendig sind, findet
eine gerade Anzahl von Vertauschungen statt und das Vorzeichen a¨ndert
sich nicht. Aufgrund der Blockdreiecksstruktur der Determinante in (4.62)
folgt weiter
det
(
Π˜(η)
)
= det
(
ηIν −A
) · ∣∣∣∣ηIn −A EaF−C EsF
∣∣∣∣
= det
(
ηIν −A
) ·det (Π(η)) · ∣∣∣∣In 00 F
∣∣∣∣ .
(4.63)
Wird F als Permutationsmatrix angesetzt, so ist die Matrix regula¨r. Somit
ergibt sich aus (4.63), dass sich die invarianten Nullstellen des Gesamtsys-
tems (4.61) aus den invarianten Nullstellen des urspru¨nglichen Systems
(4.1) und den Eigenwerten der hinzugefu¨gten Matrix A zusammensetzen.
Auf Grundlage dieser Erkenntnis werden im Folgenden die Ordnung ν der
zusa¨tzlichen Dynamik sowie die Matrizen F , A und C ausgelegt.
Dazu wird eine invariante Nullstelle η des Systems (4.1) betrachtet.
Da eine solche Nullstelle definitionsgema¨ß ein Rangdefizit in der Ro-
senbrock’schen Systemmatrix hervorruft, hat (4.59a) eine nichttriviale
Lo¨sung. Dabei sei α die Anzahl der Nichtnullelemente in zf in (4.59b).
Aufgrund von (4.63) bleibt α unter einer beliebigen Permutationsmatrix
F unvera¨ndert. Es la¨sst sich folglich immer eine Matrix F finden, sodass
sich die ersten α Elemente des Vektors z˜f = F
−1zf von null unterscheiden.
Die Matrix F wird also bestimmt u¨ber
zf = F · z˜f = F ·
[
z˜f,1 · · · z˜f,α 0 · · · 0
]T
. (4.64)
Nachdem F gewa¨hlt ist, wird fu¨r die Ordnung der internen Dynamik
ν = α− 1 angesetzt und
A = ηIα−1 (4.65)
gewa¨hlt. Daraus ergibt sich mit (4.63), dass η eine invariante Nullstelle des
virtuellen Gesamtsystems (4.61) der Vielfachheit α ist. Es verbleibt nun,C
so zu wa¨hlen, dass η eine nicht verkoppelnde Nullstelle des Gesamtsystems
ist.
Dazu wird Gleichung (4.59a) fu¨r das Gesamtsystem (4.1) ausgewertet.
Da η eine invariante Nullstelle der Vielfachheit α ist, werden die Vektoren
zx,k = [z
T
x,o,k z
T
x,u,k]
T, k = 1, . . . ,α, eingefu¨hrt. Dann muss gema¨ß (4.59b)
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die Beziehung 
ηIn −A 0 EaF0 ηIα−1 −A 0
−C −C EsF



zx,o,kzx,u,k
zf


=

ηIn −A 0 EaF0 0 0
−C −C EsF



zx,o,kzx,u,k
φk

 = 0
fu¨r alle k = 1, . . . ,α gelten, damit η eine nicht verkoppelnde Nullstelle ist.
Diese α Bedingungen werden zusammengefasst zu
ηIn −A 0 EaF0 ηIα−1 −A 0
−C −C EsF



zx,o,1 · · · zx,o,αzx,u,1 · · · zx,u,α
φ1 · · · φα


=

ηIn −A 0 EaF0 0 0
−C −C EsF




Zx,o
Zx,u
Iα
0(nf−α)×α

 = 0.
(4.66)
Dabei ist Zx,o ∈ Rn×α und Zx,u ∈ R(α−1)×α. Weiterhin wird abku¨rzend
Z˜f = [Iα 0α×(nf−α)]
T eingefu¨hrt. Damit leiten sich aus (4.66) zuna¨chst
die Bedingungen
(ηIn −A)Zx,o +EaF Z˜f = 0n×α, (4.67a)
−CZx,o −CZx,u +EsF Z˜f = 0ny×α (4.67b)
ab. Da nach Annahme 4.13 die invariante Nullstelle η nicht mit einem
Eigenwert von A zusammenfa¨llt, la¨sst sich aus (4.67a) fu¨r die Matrix Zx,o
die Beziehung
Zx,o = − (ηIα −A)−1EaF Z˜f
ableiten. Durch Einsetzen in (4.67b) folgt damit fu¨r die beiden verbleiben-
den unbekannten Matrizen C und Zx,u die Gleichung
CZx,u =
(
C (ηIn −A)−1Ea +Es
)
F Z˜f = Θ(η). (4.68)
Diese ist nach [14, Proposition 6.1.7] genau dann lo¨sbar, wenn
rang
(
C
)
= rang
([
C Θ(η)
])
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gilt. Dementsprechend wird C als Linearkombination der linear un-
abha¨ngigen Spalten von Θ gewa¨hlt, das heißt
C = Θ(η) ·Λ, (4.69)
mit einer beliebigen Matrix Λ ∈ Rα×ϑ vollen Ranges. Aus der
Definition der invarianten Nullstellen und Annahme 4.13 folgt, dass
(C (ηIn −A)−1Ea +Es)zf = 0 gilt. Mit zf = F z˜f folgt unter Beru¨ck-
sichtigung der Tatsache, dass η eine invariante Nullstelle des Systems (4.1)
ist, dass rang (Θ(η)) < α gilt. Somit ist auch ϑ < α.
Damit sind F , ν, A und C festgelegt und η ist eine nicht verkoppelnde
Nullstelle fu¨r das resultierende virtuelle Gesamtsystem. Fu¨r dieses kann
dann mittels der Vollsta¨ndigen Modalen Synthese wie in Abschnitt 4.5.2
beziehungsweise in Lemma 4.9 ein Fehlerisolationsbeobachter entworfen
werden. Zusammenfassend gilt
Satz 4.6. Gegeben sei ein System der Form (4.1), welches die Annah-
men 4.9–4.13 erfu¨llt. Dann la¨sst sich fu¨r das resultierende Gesamtsystem
(4.61) ein stabiler Fehlerisolationsbeobachter entwerfen, wenn die Ausle-
gung von ν, F , A und C gema¨ß (4.64), (4.65) und (4.69) erfolgt.
Auf den Entwurf beziehungsweise die Realisierung eines solchen Fehler-
isolationsbeobachters wird im folgenden Abschnitt na¨her eingegangen.
4.8.2 Realisierung mithilfe dynamisch erweiterter
Beobachter
Prinzipiell la¨sst sich ein Fehlerisolationsbeobachter fu¨r nicht minimalpha-
sige Systeme entwerfen, indem zuna¨chst die im vorigen Abschnitt ein-
gefu¨hrten dynamischen Erweiterungen realisiert werden und anschließend
fu¨r das resultierende Gesamtsystem der Entwurf durchgefu¨hrt wird. Dies
ist jedoch mit Problemen verbunden. Zum einen zieht das Vorgehen wie
auch bei den in den Abschnitten 4.6.4 und 4.7.1 beschriebenen Verfahren
einen erho¨hten Implementierungsaufwand nach sich, da beispielsweise fu¨r
ein System mit einer nicht zu kompensierenden Nullstelle ein dynamisches
System der Ordnung n+2(α− 1) zu implementieren ist. Zum anderen ist
die interne Dynamik instabil, da die Eigenwerte von A invarianten Null-
stellen in der rechten s-Halbebene entsprechen. Ein drittes Problemfeld
sind konjugiert komplexe Nullstellenpaare, die zu komplexen Matrizen A
und C fu¨hren. In diesem Abschnitt wird gezeigt, wie sich mithilfe von
dynamisch erweiterten Fehlerisolationsbeobachtern eine rein reelle, stabile
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Parametrierung mit gleichzeitig geringem Implementierungsaufwand rea-
lisieren la¨sst.
Zuna¨chst wird das Problem konjugiert komplexer Nullstellenpaare be-
trachtet. In [140] wurde fu¨r das duale Problem des Entkopplungsregler-
entwurfs eine A¨hnlichkeitstransformation vorgeschlagen, die auf rein reelle
Systemmatrizen fu¨hrt. Im Folgenden werden die entsprechenden Resultate
verallgemeinert und fu¨r den Entwurf von FIOs bewiesen. Den konstrukti-
ven Entwurf der Transformationsmatrizen fasst das folgende Lemma zu-
sammen, welches in Anhang A auf Seite 353 bewiesen wird.
Lemma 4.10. Gegeben sei ein System der Form (4.1), welches die An-
nahmen 4.9–4.13 erfu¨llt. Weiterhin sei durch η1/2 = a± jb ein konjugiert
komplexes Paar invarianter Nullstellen mit beliebigem α ≥ 2 gegeben. Fu¨r
jede der invarianten Nullstellen sei jeweils eine dynamische Erweiterung
des Systems nach (4.64), (4.65), (4.69) durchgefu¨hrt worden, wobei fu¨r
beide Erweiterungen die gleiche Matrix Λ in (4.69) gewa¨hlt wurde. Dann
fu¨hrt eine A¨hnlichkeitstransformation mit
T−1 =
[
In 0
0 T−1mr
]
, T−1mr =
[
1 −j
1 j
]
⊗ Iα−1
auf rein reelle Matrizen A
′
= T A˜T−1, B
′
= T B˜, E
′
a = T E˜a,
C
′
= C˜T−1, D
′
= D˜ und E
′
s = E˜s.
Fu¨r das dynamisch erweiterte und transformierte Gesamtsystem
z˙
′
= A
′
z
′
+B
′
u+E
′
af mit z
′
=
[
x
′
x
′
]
, (4.70a)
y = C
′
z
′
+D
′
u+E
′
sf (4.70b)
kann somit eine stabile, reelle FIO-Parametrierung (L
′
,V
′
) gefunden wer-
den. Dazu wird der Entwurf mittels Vollsta¨ndiger Modaler Synthese nach
Satz 4.2 durchgefu¨hrt, wobei nur invariante Nullstellen in der offenen lin-
ken s-Halbebene gema¨ß (4.24) durch nichtsteuerbare Beobachtereigenwerte
kompensiert werden. Alle u¨brigen Beobachtereigenwerte werden entspre-
chenden Spalten von Grf (s) als Pole zugewiesen. Um die Anzahl der an
eine Spalte gebundenen Pole festzulegen, sei κi die Anzahl der invarianten
Nullstellen in der abgeschlossenen rechten s-Halbebene, fu¨r die das i-te Ele-
ment von zf in (4.59b) ungleich null ist. Dann ist jedem U¨bertragungskanal
gi,i(s) der Matrix Grf (s) mittels (4.22) eine Anzahl von δi + κi Polen zu-
zuweisen.
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Der resultierende FIO fu¨r das Gesamtsystem mit reellen Matrizen ist
durch
˙ˆz
′
=
(
A
′ − L′C ′
)
zˆ
′
+
(
B
′ −L′D′
)
u+L
′
y˜, (4.71a)
r = V
′
(
y˜ − ˆ˜y
)
(4.71b)
gegeben. Problematisch dabei ist jedoch, dass neben obigem Beobachter
auch noch die instabile zusa¨tzliche Dynamik implementiert werden mu¨sste.
Dies la¨sst sich durch die Anwendung des folgenden Satzes umgehen.
Satz 4.7 (Realisierung von DFIOs zur Fehlerisolation in nicht minimal-
phasigen Systemen). Gegeben sei ein System der Form
x˙ = Ax+Bu+Eaf , (4.72a)
y = Cx+Du+Esf , (4.72b)
welches die Annahmen 4.9–4.13 erfu¨llt und fu¨r das gema¨ß Satz 4.6 dy-
namische Erweiterungen vorgenommen wurde. Weiterhin sei das resultie-
rende Gesamtsystem gegebenenfalls mittels Lemma 4.10 in ein System mit
rein reellen Matrizen transformiert, fu¨r das durch (4.71) sei ein stabiler
Fehlerisolationsbeobachter gegeben sei. Partitioniert man
A
′
=
[
A 0
0 A
′
22
]
, C
′
=
[
C C
′
2
]
, L
′
=
[
L
′
1
L
′
2
]
mit L
′
1 ∈ Rn×ny und L
′
2 ∈ Rν×ny , so ist durch
˙ˆx = Axˆ+Bu+Lp (y −Cxˆ−Du) + Liζ,
ζ˙ = Φζ + Γ (y −Cxˆ−Du) ,
r = Vy (y −Cxˆ−Du) + Vζζ.
mit
Lp = L
′
1, Li = L
′
1C
′
2,
R
ν×ν ∋ Φ = A′22 −L
′
2C
′
2, Γ = −L
′
2,
Vy = V
′
, Vζ = V
′
C
′
2
und ν =
∑µgrHE
k=1 (αk − 1) ein stabiler dynamischer Fehlerisolationsbeobach-
ter fu¨r das System (4.72) parametriert. Die Gro¨ßen αk bezeichnen dabei
die Anzahl der Nichtnullelemente von zf in (4.59b) und µgrHE ist die An-
zahl der nicht zu kompensierenden invarianten Nullstellen.
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Beweis. Fu¨r die Matrix A
′
gilt nach (A.8)
A
′
=
[
A 0
0 TmrAT
−1
mr
]
=
[
A 0
0 A
′
22
]
.
Ebenso ist nach (A.12)
C
′
=
[
C Θ1(η1)Λ Θ2(η2)Λ
] [In 0
0 T−1mr
]
=
[
C C
′
2
]
.
Aufgrund der Struktur der Transformationsmatrix T ist weiterhin x
′
= x
und die Dynamik des Beobachters (4.71) fu¨r das Gesamtsystem la¨sst sich
schreiben als[
˙ˆx
˙ˆ
x
′
]
=
([
A 0
0 A
′
22
]
−
[
L
′
1
L
′
2
] [
C C
′
2
])[ xˆ
xˆ
′
]
+ . . .
+
([
B
0
]
−
[
L
′
1
L
′
2
]
D
)
u+
[
L
′
1
L
′
2
](
y +C
′
2x
′
)
.
(4.73)
Fu¨r die Dynamik von xˆ ergibt sich daraus
˙ˆx =
(
A− L′1C
)
xˆ− L′1C
′
2xˆ
′
+
(
B −L′1D
)
u+L
′
1y + L
′
1C
′
2x
′
.
Mithilfe der Variablentransformation ζ = x
′−xˆ
′
la¨sst sich weiter schreiben
˙ˆx =
(
A−L′1C
)
xˆ+
(
B −L′1D
)
u+ L
′
1y +L
′
1C
′
2ζ
= Axˆ+Bu+L
′
1 (y −Cxˆ−Du) +L
′
1C
′
2ζ.
(4.74)
Fu¨r die Dynamik der eingefu¨hrten Zustandsvariable ζ ergibt sich anhand
von (4.70) und (4.73)
ζ˙ = x˙
′
− ˙ˆx′ = A′22x
′
+L
′
2Cxˆ−
(
A
′
22 −L
′
2C
′
2
)
xˆ
′
+L
′
2Du+ . . .
−L′2y −L
′
2C
′
2x
′
=
(
A
′
22 −L
′
2C
′
2
)
ζ −L′2 (y −Cxˆ−Du) .
(4.75)
Ebenfalls durch Einsetzen von (4.70) und (4.73) kann man die generierten
Residuen schreiben als
r = V
′
(
y˜ − ˆ˜y
)
= V
′
(
y +C
′
2x
′ −Cxˆ−Du−C ′2xˆ
′)
= V
′
(y −Cxˆ−Du) + V ′C ′2ζ.
(4.76)
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Fasst man (4.74), (4.75) und (4.76) zusammen, so ergibt sich
˙ˆx = Axˆ+Bu+ v, (4.77a)
v = L
′
1︸︷︷︸
Lp
(y −Cxˆ−Du) + L′1C
′
2︸ ︷︷ ︸
Li
ζ, (4.77b)
ζ˙ =
(
A
′
22 −L
′
2C
′
2
)
︸ ︷︷ ︸
Φ
ζ +
(
−L′2
)
︸ ︷︷ ︸
Γ
(y −Cxˆ−Du) , (4.77c)
r = V
′
C
′
2︸ ︷︷ ︸
Vζ
ζ + V
′︸︷︷︸
Vy
(y −Cxˆ−Du) . (4.77d)
Dies stellt einen dynamisch erweiterten Beobachter dar.
Bemerkenswert ist, dass durch (4.77) die dynamischen Erweiterungen
und die Fehlerisolationseigenschaft des Beobachters gleichzeitig realisiert
werden. Da alle Eigenwerte des statischen Beobachters fu¨r das erweiterte
System in der offenen linken s-Halbebene platziert werden ko¨nnen, ist die
Stabilita¨t des DFIOs gewa¨hrleistet.
4.8.3 Zusammenfassung des Entwurfsverfahrens
Nach der ausfu¨hrlichen Herleitung wird das Entwurfsverfahren auf den fol-
genden Seiten zusammengefasst. Eine grafische U¨bersicht u¨ber den Ent-
wurf zeigt Abbildung 4.14.
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Gegeben sei ein System der Form
x˙ = Ax+Bu+Eaf ,
y = Cx+Du+Esf ,
welches die Annahmen 4.9–4.13 erfu¨llt und das u¨ber µgrHE invariante Null-
stellen in der abgeschlossenen rechten s-Halbebene verfu¨gt. Setze κi := 0
fu¨r alle i = 1, . . . ,nf und durchlaufe das folgende Schema:
1. U¨berpru¨fe anhand von
Π(η) ·
[
zx
zf
]
= 0, (4.78)
ob es sich bei den invarianten Nullstellen in der geschlossenen rechten
s-Halbebene um nicht verkoppelnde Nullstellen handelt, das heißt, ob
zf genau ein Nichtnullelement entha¨lt. Ist dies fu¨r das i-te Element
von zf der Fall, setze κi := κi + 1.
2. Fu¨r alle µgrHE Nullstellen des Systems in der geschlossenen rechten
s-Halbebene, die keine nicht verkoppelnden Nullstellen sind:
a) Erweitere das System dynamisch gema¨ß Abbildung 4.13 mit
A = ηIα−1,
C =
(
C (ηIn −A)−1Ea +Es
)
F
[
Iα 0α,(nf−α)
]T ·Λ,
wobei die Matrix F so gewa¨hlt wird, dass die ersten α Elemente
von zf in (4.78) Nichtnullelemente sind und Λ eine beliebige
Matrix vollen Ranges ist.
b) Setze κi := κi + 1 fu¨r alle Kana¨le i, in denen das i-te Element
von zf in (4.59b) ungleich 0 ist.
c) Fu¨hre gegebenenfalls eine A¨hnlichkeitstransformation nach
Lemma 4.10 durch, falls die Matrizen A˜, B˜, E˜a, C˜, D˜ und
E˜s des erweiterten Gesamtsystems nicht rein reell sind.
3. Entwirf mittels Satz 4.2 einen statischen FIO fu¨r das resultie-
rende Gesamtsystem. Dabei werden mittels (4.22) fu¨r den i-ten
U¨bertragungskanal δi+κi Pole vorgegeben. Invariante Nullstellen in
der offenen linken s-Halbebene werden gema¨ß (4.24) mittels nicht-
steuerbarer Beobachtereigenwerte kompensiert.
4. Realisiere den statischen FIO fu¨r das virtuelle Gesamtsystem mittels
Satz 4.7 durch einen dynamischen FIO fu¨r das reale System.
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1. Untersuchung auf nvk NSa)
mittels (4.59), ggf. Erho¨hung κi
x˙ = Ax+Bu+Eaf ,
y = Cx+Du+Esf ,
κi := 0, i = 1, . . . ,nf
Alle grHE NSb)
auch nvk NS?
2.a) Systemerweiterung
gema¨ß (4.65), (4.69)
2.b) Anpassung κi
gema¨ß (4.59b)
Resultierende
Matrizen reell?
2.c) Transformation ge-
ma¨ß Lemma 4.10
3. Entwurf eines FIOs
gema¨ß Satz 4.2
4. Parametrierung eines
DFIOs gema¨ß Satz 4.7
nein
nein
ja
ja
(L˜,V˜ )
Lp,Li,Φ,
Γ,Vy,Vζ
Abbildung 4.14: Ablaufplan des Entwurfs von DFIOs fu¨r nicht minimalpha-
sige Systeme
a)Die Abku¨rzung nvk NS steht fu¨r nicht verkoppelnde Nullstellen.
b)Die Abku¨rzung grHE NS steht fu¨r Nullstellen in der geschlossenen rechten s-
Halbebene.
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Bemerkung 4.8. Wie zuvor ausfu¨hrlich dargestellt, sind die dynamischen
Erweiterungen notwendig, um stabile FIOs fu¨r nicht minimalphasige Sys-
teme entwerfen zu ko¨nnen (mit Ausnahme des Spezialfalles nicht verkop-
pelnder Nullstellen in der geschlossenen rechten s-Halbebene). Es kann
jedoch auch nu¨tzlich sein, das Verfahren in minimalphasigen Systemen
anzuwenden. Dabei bleiben invariante Nullstellen, welche in der offenen
linken s-Halbebene liegen, unkompensiert.
Dies kann verschiedene Vorteile haben. Weist ein System zum Beispiel
invariante Nullstellen auf, die zwar einen negativen Realteil haben, je-
doch nah an der imagina¨ren Achse liegen, so wird ein entsprechender sta-
tischer FIO mindestens einen sehr langsamen Eigenwert besitzen. Dies
fu¨hrt zu einem langsamen Abklingen eventuell vorhandener Anfangsfeh-
ler ξ(0) = x(0) − xˆ(0) 6= 0 im Beobachter. Ein dynamischer FIO, wel-
cher die entsprechende Nullstelle unkompensiert la¨sst, kann durch die frei
wa¨hlbaren Eigenwerte auf schnelleres Abklingen von Anfangsauslenkungen
ausgelegt werden.
Weiterhin fu¨hren invariante Nullstellen, die weit links in der lin-
ken s-Halbebene liegen, beim Entwurf von statischen FIOs zu be-
tragsma¨ßig großen Eigenwerten. Diese ko¨nnen sowohl hinsichtlich der
Rauschversta¨rkung als auch in Bezug auf die Implementierung Probleme
bereiten, weswegen es vorteilhaft sein kann, sie nicht zu kompensieren.
Bemerkung 4.9. Verfu¨gt das System nicht nur u¨ber invariante Nullstel-
len in der abgeschlossenen rechten s-Halbebene, sondern ist daru¨ber hin-
aus auch die Fehlerdetektionsmatrix D∗ singula¨r, so lassen sich die Er-
gebnisse aus diesem Abschnitt und Abschnitt 4.7 kombinieren. In einem
ersten Schritt wird dabei das System derart erweitert, dass fu¨r das resul-
tierende Gesamtsystem die Fehlerdetektionsmatrix invertierbar ist. Wie
in Abschnitt 4.7 ero¨rtert bleiben dadurch die invarianten Nullstellen un-
vera¨ndert. Im zweiten Schritt wird das System dann zusa¨tzlich erweitert,
um die invarianten Nullstellen in der rechten s-Halbebene in nicht ver-
koppelnde Nullstellen zu verwandeln. Fu¨r das letztendlich resultierende
Gesamtsystem la¨sst sich dann wieder ein statischer FIO entwerfen, der
als dynamischer FIO fu¨r das urspru¨ngliche System implementiert werden
kann.
4.8.4 Beispiel Verladebru¨cke
Als Beispielsystem fu¨r die Fehlerisolation in einem nicht minimalphasigen
System dient der Verladebru¨ckenpru¨fstand, der in Abbildung 4.15 gezeigt
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Abbildung 4.15: Verladebru¨cke
ist. Die Laufkatze wird von einem Gleichstrommotor angetrieben und kann
somit in horizontaler Richtung verfahren werden. An einem Seil ist eine
Lastmasse angebracht, die es typischerweise zu positionieren gilt. In guter
Na¨herung kann die Verladebru¨cke als ein lineares System 4. Ordnung mo-
delliert werden, wobei sich der Zustandsvektor aus Position und Geschwin-
digkeit der Laufkatze sowie Pendelwinkel und -winkelgeschwindigkeit zu-
sammensetzt. Die Eingangsspannung u des Gleichstrommotors stellt die
einzige Stellgro¨ße des Systems dar (nu = 1). Das lineare Zustandsraum-
modell ist in Abha¨ngigkeit von den Systemparametern wie Seilla¨nge, Last-
masse usw. in [93] angegeben. Mit den Pru¨fstandsparametern ergeben sich
folgende Matrizen zur Beschreibung der Systemdynamik:
A =


0 1 0 0
0 −70,31 −0,97 0
0 0 0 1
0 −30,31 −11,75 0

 , B =


0
5,89
0
5,89

 .
Gemessen werden ko¨nnen lediglich die Position der Laufkatze und der
Pendelwinkel (ny = 2). Folglich ist die Ausgangsmatrix gegeben durch
C =
[
0 0 1 0
1 0 0 0
]
.
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Es werden zwei potentielle Fehler im System modelliert (nf = 2). Der
erste Fehler repra¨sentiert einen Fehler in der Messung des Pendelwinkels,
es handelt sich also um einen Sensorfehler. Der zweiten Fehler ist ein klas-
sischer Aktorfehler in der auf die Laufkatze wirkende Kraft. Somit sind die
Fehlereingangsmatrizen gegeben durch
Ea =


0 0
0 5,89
0 0
0 5,89

 , Es =
[
0 0
1 0
]
.
Da f1 ein Sensorfehler ist, ergibt sich δ1 = 0, nach Definition 4.2 gilt fu¨r den
zweiten Fehler δ2 = 2. Die weitere Analyse zeigt, dass (A,C) vollsta¨ndig
beobachtbar ist und dass die Fehlerdetektionsmatrix D∗ invertierbar ist.
Des Weiteren verfu¨gt das System u¨ber ein konjugiert komplexes Paar in-
varianter Nullstellen η1/2 = ±3,28j. Da sich dieses Nullstellenpaar auf der
imagina¨ren Achse befindet, ist der Entwurf eines stabilen FIOs gema¨ß Ab-
schnitt 4.5 nicht mo¨glich. Die Anzahl der invarianten Nullstellen ist jedoch
endlich, es liegt keine Nullstelle bei η = 0 vor und daru¨ber hinaus fa¨llt kei-
ne invariante Nullstelle mit den Eigenwerten der Strecke zusammen, die
bei λ1 = 0, λ2 = −70,30 und λ3/4 = −0,007 ± 3,284j liegen. Somit sind
die Annahmen 4.9 bis 4.13 erfu¨llt und es kann ein stabiler DFIO entworfen
werden.
Der Entwurf erfolgt gema¨ß des Schemas aus Abschnitt 4.8.3 beziehungs-
weise Abbildung 4.14. Zuna¨chst ergibt die Auswertung von (4.59) fu¨r η1
und η2, dass keine der beiden Nullstellen zur Klasse der nicht verkop-
pelnden Nullstellen geho¨rt. Dementsprechend muss das System zweimal
dynamisch erweitert werden. Fu¨r η1 sind alle Elemente von zf in (4.59b)
ungleich 0, sodass in beiden U¨bertragungskana¨len ein zusa¨tzlicher Pol vor-
gegeben werden kann. Weiterhin ist α = 2, sodass A1 = 3,28j angesetzt
wird. Zur Bestimmung von C1 wird Λ = [1 5]
T gewa¨hlt, es ergibt sich
C1 = [0 31,34]
T. Die Wahl von Λ beeinflusst ausschließlich die Parame-
trierung des resultierenden DFIOs und nicht das U¨bertragungsverhalten
Grf (s). Fu¨r die zweite invariante Nullstelle erfolgt die Systemerweiterung
analog, auch hier kann fu¨r jeden Kanal ein zusa¨tzlicher Pol vorgegeben
werden. Aus den beiden Systemerweiterungen ergibt sich insgesamt
A =
[
3,28j 0
0 −3,28j
]
, C =
[
0 0
31,34 31,34
]
.
Da es sich beiA um eine komplexe Matrix handelt, wird das Gesamtsystem
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mithilfe von Lemma 4.10 transformiert, woraus sich
A
′
=
[
0 3,28
−3,28 0
]
, C
′
=
[
0 0
62,68 0
]
ergibt. Fu¨r das derart erweiterte System wird nun mittels Satz 4.2
ein FIO entworfen, wobei die Pole des ersten U¨bertragungskanals zu
λB1,1 = −3,2 und λB1,2 = −3,3 gewa¨hlt werden. Fu¨r den zweiten Kanal
werden λB2,1 = −8,0, λB2,2 = −8,2, λB2,3 = −8,5 und λB2,4 = −9,0 vor-
gegeben. Zu beachten ist, dass die invarianten Nullstellen des Systems
unkompensiert bleiben. Die statische Versta¨rkung wird in beiden Kana¨len
zu gi,i(s = 0) = 1 gewa¨hlt. Im letzten Schritt wird anhand von Satz 4.7
eine DFIO-Parametrierung ermittelt, die genauen Zahlenwerte finden sich
in Anhang C.1.4.
Der DFIO wird am Pru¨fstand in einer Simulink R©-Umgebung realisiert,
welche u¨ber entsprechende Schnittstellen auch das Einlesen von Sensor-
werten und die Ausgabe von Stellsignalen u¨bernimmt. Getestet wird ein
Fehlerszenario, bei dem nach 1s ein sprungfo¨rmiger Sensorfehler f1 = 2
auftritt und bei dem zusa¨tzlich nach 2s ein Aktorfehler f2 = 1 aktiv ist.
Beide Fehler lassen sich am Pru¨fstand definiert einbringen, indem jeweils
0
0
0
0
−0,5
0,5
1,5
1
1
1
1
2
2
2
3
3
4
4
f 1
,
r 1
f 2
,
r 2
Zeit/s
Zeit/s
Abbildung 4.16: Eingebrachte Fehler (−) und generierte Residuen (−) an der
Verladebru¨cke mit Sensorfehler
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ein ku¨nstlicher Offset auf das Messsignal des Pendelwinkelsensors bezie-
hungsweise das Stellsignal u addiert wird. Abbildung 4.16 zeigt den zeit-
lichen Verlauf der eingebrachten Fehler und der generierten Residuen. Zu
betonen ist, dass es sich dabei um Residuenverla¨ufe handelt, die online
und unter Verwendung realer Messdaten generiert wurden. Die Residu-
enverla¨ufe weisen das fu¨r nicht minimalphasige Systeme typische U¨ber-
beziehungsweise Unterschwingen auf, wobei eine nahezu ideale Fehleriso-
lation erreicht wird. Beim Auftreten des ersten Fehlers schla¨gt das zweite
Residuum nicht erkennbar aus, ebenso beeinflusst der zweite Fehler den
Verlauf des ersten Residuums nicht. Der erste Fehler wird durch das ent-
sprechende Residuum stationa¨r genau abgebildet, beim zweiten Fehler tritt
lediglich ein geringer Offset auf.
4.8.5 Beispiel DHC-2 Beaver
An dieser Stelle wird das Beispiel der DHC-2 Beaver aus Abschnitt 4.7.5
aufgegriffen, um die Bemerkungen 4.8 und 4.9 zu veranschaulichen. Wie
aus Abschnitt 4.7.5 bekannt ist, kann fu¨r das Modell der Lateraldyna-
mik der DHC-2 Beaver kein statischer FIO entworfen werden, was sich
jedoch durch eine entsprechende Systemerweiterung beheben la¨sst. Aller-
dings verfu¨gt das System u¨ber eine invariante Nullstelle bei η = −58,48, die
beim Entwurf eines FIOs fu¨r das erweiterte System kompensiert wird. Wie
in Bemerkung 4.8 ero¨rtert kann eine derart weit links in der s-Halbebene
gelegene Nullstelle bei verrauschten Messsignalen zu Problemen fu¨hren.
Um dies zu demonstrieren, wird die Ausgangsgleichung des Systems er-
weitert zu
y = Cx+ v,
wobei v mittelwertfreies Gauß’sches Rauschen repra¨sentiert. In Abbil-
dung 4.17 wird das gleiche Fehlerszenario simuliert wie in Abschnitt 4.7.5.
Allerdings ist aufgrund der stark verrauschten Residuensignale (blaue Kur-
ven) keine Fehlerisolation mo¨glich, wie insbesondere der Verlauf des ersten
Residuums zeigt. Im fehlerfreien Fall erreicht das Residuum Werte von
r1 > 0,5, die aufgrund des Rauschens im fehlerbehafteten Fall zum Teil
unterschritten werden. Es la¨sst sich also kein Schwellenwert finden, der
eine Erkennung beziehungsweise Isolation des Fehlers ermo¨glicht.
Entsprechend Bemerkung 4.9 wird daher eine zusa¨tzliche Systemerweite-
rung vorgenommen, die es ermo¨glicht, die invariante Nullstelle des Systems
unkompensiert zu lassen. Dazu wird in einem ersten Schritt die gleiche Sys-
temerweiterung durchgefu¨hrt wie in Abschnitt 4.7.5. Diese fu¨hrt auf das
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erweiterte System (A˜,E˜a,C˜,E˜s) der Form (4.42), fu¨r das sich ein stabiler,
statischer FIO entwerfen la¨sst. Auch das erweiterte System weist die inva-
riante Nullstelle η = −58,48 auf, fu¨r die das System erneut erweitert wird.
Es ergibt sich gema¨ß (4.42) und (4.61) ein Gesamtsystem der Form
z˙ =

 A 0 0H1C 0 0
0 0 A

 z +

 BH1D
0

u+

 EaFH1EsF
0

f ,
y˜ =
[
0
H2C
Iα
0
C
]
z +
[
0
H2D
]
u+
[
0
H2EsF
]
f .
Dabei entsprechenH und F den Werten aus Abschnitt 4.7.5 und die Ana-
lyse der invarianten Nullstelle nach (4.59) ergibt, dass alle Elemente von
zf ∈ R2 in (4.59b) ungleich 0 sind. Daher ist A = −58,48 und mit der
Wahl von Λ = [50 1]T ergibt sich weiterhin C = [−0,006 − 0,236]T, wo-
durch das erweiterte Gesamtsystem eindeutig festgelegt ist. Gema¨ß (4.59)
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Abbildung 4.17: Fehler (−) und generierte Residuen der Lateraldynamik der
DHC-2 Beaver bei einfacher (−) und doppelter (−) Systemerweiterung
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wird fu¨r jeden U¨bertragungskanal ein zusa¨tzlicher Pol vorgegeben, es wer-
den λB1,1 = −2, λB1,2 = −4, λB1,3 = −7 und λB2,1 = −3, λB2,2 = −3,2
und λB2,3 = −3,5 gewa¨hlt. Die Beobachterparametrierung fu¨r das zweifach
erweiterte Gesamtsystem findet sich in Anhang C.1.5.
In Abbildung 4.17 sind in magenta die Residuen des FIOs fu¨r das dop-
pelt erweiterte System gezeigt. Es ist ersichtlich, dass sich mittels des so
entworfenen DFIOs wesentlich weniger verrauschte Residuen ergeben, mit-
hilfe derer eine Fehlerisolation mo¨glich ist. Die Ordnung des Fehlerisola-
tionssystems wird lediglich um 1 erho¨ht, wobei sich die Qualita¨t der ge-
nerierten Residuen erheblich verbessert. Grundsa¨tzlich ließe sich ein ver-
gleichbares U¨bertragungsverhalten zwischen Fehlern und Residuen auch
durch eine Tiefpassfilterung der vom einfach erweiterten DFIO generier-
ten Residuen (blaue Kurven in Abbildung 4.17) erreichen. Abgesehen von
mo¨glichen Implementierungsproblemen durch die stark verrauschten, un-
gefilterten Residuensignale wa¨re hierfu¨r jedoch fu¨r jedes Residuum ein ei-
gener Tiefpass no¨tig. Dies bedingt ein Fehlerisolationssystem der Ordnung
(n+ 1) + 2 = n+ 3, wohingegen durch die zusa¨tzliche Systemerweiterung,
welche die invariante Nullstelle η = −58,48 unkompensiert la¨sst, lediglich
ein Fehlerisolationssystem der Ordnung n + 2 zu implementieren ist. Der
Implementierungsaufwand ist somit geringer als bei einer klassischen Tief-
passfilterung der einzelnen Residuensignale.
Eine detailliertere Betrachtung der Robustheitsproblematik von FIOs
erfolgt in Kapitel 5.
4.8.6 Fazit
Mittels der vorgestellten dynamischen Erweiterungen ist es mo¨glich, die
Anforderungen an das System fu¨r den Entwurf von Fehlerisolationsbeob-
achtern weiter abzuschwa¨chen. Dies erlaubt den Entwurf auch fu¨r nicht
minimalphasige Systeme. Grundlage dafu¨r stellen die Ergebnisse zu nicht
minimalphasigen Systemen im Bereich der linearen Entkopplungsregelun-
gen in Verbindung mit der in Abschnitt 4.4 herausgearbeiteten Dualita¨t
dar. Auch eine direkte Beru¨cksichtigung von Sensorfehlern ist mo¨glich,
wobei diese ha¨ufig invariante Nullstellen des Systems mit sich bringen.
Das vorgestellte Verfahren zur systematischen Parametrierung von dyna-
misch erweiterten Fehlerisolationsbeobachtern erlaubt die Realisierung der
Systemerweiterungen durch rein reelle dynamische Systeme niedriger Ord-
nung. Festzustellen ist aber auch, dass sich der Entwurf ebenso wie fu¨r sta-
tisch nicht isolierbare Systeme (s. Abschnitt 4.7) gegenu¨ber den statischen
FIOs aus Abschnitt 4.5 in nicht unerheblichem Maße verkompliziert.
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4.9 Vollsta¨ndige Fehlerisolation in
nichtquadratischen Systemen
In den Abschnitten 4.5 bis 4.8 wurden quadratische Systeme betrach-
tet. Im Weiteren konzentrieren sich die Betrachtungen auf nichtquadra-
tische Systeme, in denen ny > nf gilt. Es stehen also mehr Messgro¨ßen
zur Verfu¨gung, als nach den Ergebnissen von Abschnitt 4.5 fu¨r eine
vollsta¨ndige Fehlerisolation no¨tig sind.7) Daraus ergibt sich intuitiv, dass
im Allgemeinen gegenu¨ber dem quadratischen Fall zusa¨tzliche Freiheits-
grade vorhanden sein sollten.
Beachtenswert ist dabei der Rang der Ausgangsmatrix C. Gilt
rang (C) = nf , so sind ny − nf Messgro¨ßen redundant, wenn sich auch
die jeweiligen Zeilen von Es durch entsprechende Linearkombinationen
erzeugen lassen. Es ist dann rang ([C Es]) = nf und die zusa¨tzlichen
Ausga¨nge stellen strukturell keine zusa¨tzliche Information fu¨r die Feh-
lerisolation zur Verfu¨gung. Hinsichtlich der Robustheit bezu¨glich exoge-
ner Sto¨rungen lassen sich die zusa¨tzlichen messbaren Ausgangssignale je-
doch gewinnbringend einsetzen, wie in Abschnitt 5.4 gezeigt wird. Fu¨r den
Fall rang (C) > nf beziehungsweise sogar rang (C) = ny wird durch die
zusa¨tzlichen, linear unabha¨ngigen Messungen strukturell neue Information
fu¨r die Fehlerisolation gewonnen. Obwohl sich aufgrund dieser zusa¨tzlichen
Information das Fehlerisolationsproblem intuitiv einfacher gestalten soll-
te, ist die umfassende theoretische Behandlung weitaus komplizierter. Wie
bereits in Abschnitt 3.4 fu¨r das duale Problem des Entkopplungsregler-
entwurfs diskutiert, ist die Charakterisierung von stabil fehlerisolierbaren
Systemen mit rang (C) > nf anhand von notwendigen und hinreichenden
Bedingungen ein bisher ungelo¨stes Problem. Im Rahmen dieser Arbeit wird
daher auf hinreichende Bedingungen zuru¨ckgegriffen, welche die Existenz
eines stabilen FIOs garantieren. Diese entsprechen weitgehend den An-
nahmen 4.1 bis 4.3, sie werden der U¨bersichtlichkeit halber hier nochmals
aufgefu¨hrt:
Annahme 4.14. Das Paar (A,C) ist vollsta¨ndig beobachtbar.
Annahme 4.15. Die Fehlerdetektionsmatrix hat vollen Rang, das heißt
es gilt rang (D∗) = nf .
Annahme 4.16. Das System (A,Ea,C,Es) ist minimalphasig und weist
genau µ invariante Nullstellen auf.
7)Solche Systeme werden in der englischsprachigen Literatur auch als fat systems be-
zeichnet, um sie explizit von nichtquadratischen Systemen mit ny < nf abzugrenzen.
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Im Falle redundanter Messungen entsprechen die Annahmen den Vor-
aussetzungen 4.1 bis 4.3 aus Abschnitt 4.5. Im allgemeineren Fall
rang (C) > nf sind die Annahmen fu¨r nichtquadratische Systeme we-
nig restriktiv. Ist insbesondere ein quadratisches, statisch stabil fehleri-
solierbares System gegeben und wird es um eine zusa¨tzliche, linear un-
abha¨ngige Messgro¨ße erweitert, so sind die Annahmen 4.14 bis 4.16 offen-
sichtlich erfu¨llt. Daru¨ber hinaus weisen nichtquadratische Systeme nur in
seltenen Fa¨llen invariante Nullstellen auf [130], sodass Minimalphasigkeit
meist sichergestellt ist.
Ziel dieses Abschnittes ist es, die sich in nichtquadratischen Systemen
ergebenden Freiheitsgrade herauszuarbeiten und die Beobachtermatrizen
(L,V ) in Abha¨ngigkeit von den Freiheitsgraden zu parametrieren. Dies
erlaubt im weiteren Verlauf die gezielte Ausnutzung der Freiheitsgrade fu¨r
sekunda¨re Entwurfsziele, insbesondere zur Robustheitssteigerung.
4.9.1 Entwurf im Zeitbereich
Fu¨r den Entwurf eines FIOs fu¨r ein nichtquadratisches System im Zeitbe-
reich ergeben sich weitgehend analoge U¨berlegungen wie im quadratischen
Fall (s. Abschnitt 4.5.1). Nach U¨bergang auf das duale System (A,B,C,D)
ist auch hier die Bedingung
M ξ +D
∗
u =Nf (4.79)
mit D
∗
, M und N aus (4.11) beziehungsweise (4.13). Allerdings han-
delt es sich nun bei der Entkoppelbarkeitsmatrix fu¨r das duale System,
D
∗ ∈ Rnf×ny , um eine nichtquadratische Matrix. Da sie nach Annah-
me 4.15 ebenso wie D∗ vollen Rang hat, lo¨sen alle durch
K =D
∗+
M +D
∗⊥ ·RK ,
F =D
∗+
N +D
∗⊥ ·RF
gegebenen Matrizen mit u = −K ξ+Ff die Gleichung (4.79). Dabei sind
RK undRF beliebige Matrizen. Die Beobachterparametrierung fu¨r das ur-
spru¨ngliche System ergibt sich dann nach der Ru¨cksubstitutionRL ← RK ,
RV ← RF gema¨ß
Satz 4.8 (FIO-Entwurf fu¨r nichtquadratische Systeme im Zeitbereich).
Gegeben sei ein System der Form
x˙ = Ax+Bu+Eaf ,
y = Cx+Du+Esf ,
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welches die Annahmen 4.14 und 4.15 erfu¨llt, und beliebige Matrizen
RL ∈ Rn×(ny−nf ) und RV ∈ Rnf×(ny−nf ). Dann resultieren alle Beobach-
terparametrierungen
L = L0 +RL ·⊥D∗,
V = V0 +RV ·⊥D∗
mit L0 =MD
∗+, V0 =ND
∗+ und
M=


(
Aδ1ea1 +
∑δ1−1
k=0 q1,kA
kea1
)T
...(
A
δnf eanf +
∑δnf−1
k=0 qnf ,kA
keanf
)T


T
,N=diag
(
z1,0, . . . ,znf ,0
)
beim Einsatz eines FIOs der Form
˙ˆx = Axˆ+Bu+ L (y −Cxˆ−Du) ,
r = V (y −Cxˆ−Du)
in einer diagonalisierten U¨bertragungsmatrix Grf (s) mit
gi,i(s) =
zi,0
sδi + qi,δi−1s
δi−1 + . . .+ qi,1s+ qi,0
und frei wa¨hlbaren Koeffizienten qi,j und zi,0, wenn qi,0 = 1 fu¨r Fehler mit
δi = 0 gewa¨hlt wird.
Bemerkung 4.10. A¨hnlich wie Satz 4.1 beinhaltet Satz 4.8 keine Aussa-
ge u¨ber die Stabilita¨t des resultierenden FIOs. In der Tat zeigt sich in
Beispielen mit rang (C) > nf , dass durch unterschiedliche Matrizen RL
die nichtsteuerbaren Eigenwerte von Grf (s) zum Teil beeinflusst werden
ko¨nnen. Es ko¨nnen jedoch Beobachtereigenwerte auftreten, die invariant
bezu¨glich RL sind [228]. Es ist hier keine unmittelbare Systematik zu er-
kennen und eine ungeeignete Wahl von RL kann ebenso zur Instabilita¨t
des Beobachters fu¨hren [58, Theorem 13.4] wie invariante Nullstellen in der
geschlossenen rechten s-Halbebene. Fu¨r nichtquadratische Systeme wird
somit der Vorteil der gro¨ßeren Transparenz bezu¨glich der internen Sys-
temdynamik bei Anwendung der Vollsta¨ndigen Modalen Synthese noch
deutlicher.
Satz 4.8 stellt eine Verallgemeinerung der Ergebnisse aus [114, 133] dar,
da er fu¨r Systeme mit beliebigen Fehlerdetektionsindizes gilt und nicht
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auf Systeme mit δi = 1 fu¨r alle i = 1, . . . ,nf beschra¨nkt ist. Ein a¨hnliches
Ergebnis wird in [130] durch Frequenzbereichsbetrachtungen erzielt, es ist
allerdings auf Systeme ohne Sensorfehler beschra¨nkt. In [58, Abschnitt
13.3.3] wird ein auf geometrischen Methoden beruhender Entwurf angege-
ben, welcher auf das gleiche Ergebnis wie Satz 4.8 fu¨hrt.
Zur Veranschaulichung wird das akademische Beispielsystem von Sei-
te 83 wieder aufgegriffen. Es wird um einen zusa¨tzlichen messbaren Aus-
gang erweitert und beschrieben durch
A =

−10 −16 −206 14 24
− 2 − 8 −16

 , Ea =

 0 80,5 −20
0 16

 , (4.80a)
C =

 3 2 1− 9 0 5
− 0,5 0 0,5

 , Es = 0. (4.80b)
Da C vollen Rang aufweist, ist das Paar (A,C) vollsta¨ndig beobachtbar
und Annahme 4.14 ist erfu¨llt. Wegen
Cea1 =

10
0

 6= 0, Cea2 =

08
4

 6= 0
ist δ1 = δ2 = 1. Weiterhin ergibt sich
D∗ =

1 00 8
0 4

 .
Folglich hat D∗ vollen Rang und Annahme 4.15 ist erfu¨llt. Fu¨r den
FIO-Entwurf werden wie im quadratischen Fall (vgl. Beispiel ab Sei-
te 83) die Koeffizienten q1,0 = 3 und q2,0 = 5 vorgegeben, wodurch die Pole
λB1,1 = −3 und λB2,1 = −5 festgelegt werden. Die Za¨hlerkoeffizienten lau-
ten auch hier z1,0 = 3 und z2,0 = 5, um jeweils eine stationa¨re Versta¨rkung
von 1 sicherzustellen. Fu¨r die weitere Berechnung wird zuna¨chst die
Pseudo-Inverse von D∗ bestimmt. Sie lautet
D∗
+ =
[
1 0 0
0 0,1 0,05
]
und erlaubt die Berechnung von L0 und V0.
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Diese ergeben sich zu
L0 =MD
∗+ =

 −8 −408,5 52
−4 −32

[1 0 0
0 0,1 0,05
]
=

 −8 −4 −28,5 5,2 2,6
−4 −3,2 −1,6

 ,
V0 =ND
∗+ =
[
3 0
0 5
] [
1 0 0
0 0,1 0,05
]
=
[
3 0 0
0 0,5 0,25
]
.
Bei der Betrachtung von D∗ wird außerdem deutlich, dass eine mo¨gliche
Wahl fu¨r ⊥D∗ gegeben ist durch
⊥D∗ =
[
0 1 −2] .
Mithilfe dieser Matrix werden nun zwei unterschiedliche FIO-
Parametrierungen ermittelt. Fu¨r
RL,1 =

 −2,3−2
−4,65

 , RV,1 = [12
]
erha¨lt man
L1 = L0 +RL,1 ·⊥D∗ =

 −8 −4 −28,5 5,2 2,6
−4 −3,2 −1,6

+

 −2,3−2
−4,65

 [0 1 −2]
=

 −8 −6,3 2,68,5 3,2 6,6
−4 7,85 7,7

 ,
V1 = V0 +RV,1 ·⊥D∗ =
[
3 0 0
0 0,5 0,25
]
+
[
1
2
] [
0 1 −2]
=
[
3 1 −2
0 2,5 −3,75
]
.
Eine alternative FIO-Parametrierung ergibt sich fu¨r
RL,2 =

 6,20
5,35

 , RV,2 = [07
]
.
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Sie ist durch die Matrizen
L2 = L0 +RL,2 ·⊥D∗ =

 −8 −4 −28,5 5,2 2,6
−4 −3,2 −1,6

+

 6,20
5,35

[0 1 −2]
=

 −8 2,2 −14,48,5 5,2 2,6
−4 2,15 −12,3

 ,
V2 = V0 +RV,2 ·⊥D∗ =
[
3 0 0
0 0,5 0,25
]
+
[
0
7
] [
0 1 −2]
=
[
3 0 0
0 7,5 −13,75
]
gegeben. Wa¨hrend die Parametrierungen (L1,V1) und (L2,V2) beide auf
die U¨bertragungsmatrix
Grf (s) =
[ 3
s+3 0
0 5s+5
]
fu¨hren, zeigt sich bei der Analyse der Beobachtereigenwerte ein gravieren-
der Unterschied: Fu¨r sie gilt
spec (A−L1C) = {−3; −5; −13} ,
spec (A−L2C) = {−3; −5; 15} .
Die Parametrierung (L2,V2) fu¨hrt also im Gegensatz zu (L1,V1) auf
einen instabilen FIO. Mittels der im folgenden Abschnitt vorgestellten
Vollsta¨ndigen Modalen Synthese fu¨r nichtquadratische Systeme la¨sst sich
die Stabilita¨t des Beobachters systematisch sicherstellen.
4.9.2 Entwurf mittels Vollsta¨ndiger Modaler Synthese
Gegenu¨ber dem quadratischen Fall (vgl. Abschnitt 4.5.2) a¨ndert sich die
Zielsetzung beim Entwurf der Beobachtermatrix L mittels Vollsta¨ndiger
Modaler Synthese nicht. Die Beobachtereigenwerte λBij mit i = 1, . . . ,nf
und j = 1, . . . ,δi, die als Pole der U¨bertragungsmatrix Grf (s) auftreten,
werden gema¨ß der Entwurfsbedingung
wTBij (Ea −LEs) = φTi (4.81)
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jeweils der i-ten Spalte von Grf (s) zugewiesen. Die verbleibenden Eigen-
werte λBk , k = δ + 1, . . . ,n, sind durch
wTBk (Ea −LEs) = 0T (4.82)
nichtsteuerbar zu machen. Analog zu den U¨berlegungen fu¨r quadratische
Systeme in Abschnitt 4.5.2 lassen sich die Entwurfsbedingungen mithilfe
der Parametervektoren pTij = −wTBij beziehungsweise pTk = −wTBkL und
der Rosenbrock’schen SystemmatrixΠij beziehungsweiseΠk schreiben als
[
wTBij p
T
ij
] [λBijIn −A Ea
−C Es
]
=
[
wTBij p
T
ij
]
Πij =
[
0T φTi
]
,
(4.83a)[
wTBk p
T
k
] [λBkIn −A Ea
−C Es
]
=
[
wTBk p
T
k
]
Πk = 0
T. (4.83b)
Die Parametrierung von L erfolgt nun durch Lo¨sen von (4.83).
Dabei ist die Rosenbrock’sche Systemmatrix Πij ∈ R(n+ny)×(n+nf ) auf-
grund der zusa¨tzlichen Messgro¨ßen nichtquadratisch, sie besitzt mehr Zei-
len als Spalten. Wird nun der Eigenwert λBij so gewa¨hlt, dass er nicht
mit einer invarianten Nullstelle von (A,Ea,C,Es) zusammenfa¨llt, so folgt
aus dem Rangsatz (Satz A.1), dass ein linkes orthogonales Komplement
⊥Πij ∈ R(ny−nf )×(n+ny) existiert. Demnach ist Π+ij ·Πij = In+nf und
⊥Πij ·Πij = 0, und alle durch[
wTBij p
T
ij
]
=
[
0T φTi
]
Π+ij + z
T
ij ·⊥Πij
beschriebenen Parameter- und Linkseigenvektoren erfu¨llen (4.83a). Dabei
ist zTij ∈ Rny−nf ein beliebiger Vektor, welcher gegenu¨ber dem quadra-
tischen Fall ny − nf zusa¨tzliche Freiheitsgrade zur Verfu¨gung stellt (vgl.
(4.22) auf Seite 88). Diese erlauben es, die Richtung von [wTBij p
T
ij ] in
dem von den Zeilen von ⊥Πij aufgespannten Unterraum zu vera¨ndern.
Es gibt also unendlich viele Lo¨sungen fu¨r die Bedingung (4.83a). Qua-
dratische Systeme mit ny = nf sind in obiger Darstellung als Spezialfall
enthalten: Der Unterraum mo¨glicher Lo¨sungen entartet zu einem Punkt
und die Lo¨sung der Bedingung (4.83a) ist nach (4.22) eindeutig bestimmt.
In a¨hnlicher Weise ko¨nnen die Eigenwerte λBk betrachtet werden, die
nichtsteuerbar zu machen sind. Entscheidend ist, dass auch fu¨r diese im-
mer ein linkes orthogonales Komplement ⊥Πk existiert. Im Gegensatz zum
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quadratischen Fall mu¨ssen die nichtsteuerbaren Eigenwerte also nicht mit
invarianten Nullstellen des Systems zusammenfallen, damit (4.83b) eine
Lo¨sung hat. Dies liegt darin begru¨ndet, dass in nichtquadratischen Syste-
men die Eingangsentkopplungsnullstellen nicht notwendigerweise zur Klas-
se der invarianten Nullstellen geho¨ren (s. Abschnitt 3.3). Um (4.83b) zu
lo¨sen, ko¨nnen die Eigenwerte λBk demnach prinzipiell beliebig gewa¨hlt
werden. Weist das System jedoch invariante Nullstellen auf, so ergeben
sich bei beliebiger Wahl von λBk linear abha¨ngige Linkseigenvektoren, so-
dass die Linkseigenvektormatrix nicht invertierbar ist. Werden aber Eigen-
werte λBk verwendet, um invariante Nullstellen wie im quadratischen Fall
zu kompensieren, so vergro¨ßert sich die Dimension von ⊥Πk und es lassen
sich linear unabha¨ngige Linkseigenvektoren finden.
Fu¨r diejenigen Beobachtereigenwerte λBin,m , die zur Kompensation von
invarianten Nullstellen herangezogen werden, ergibt sich die Gesamtheit
der Lo¨sungen von (4.83b) zu[
wTBm p
T
m
]
= zTm ·⊥Πm, m = δ + 1, . . . ,δ + µ,
mit beliebigem zTm 6= 0T ∈ Rny−nf+1. Da die Parameter- und Linksei-
genvektoren skalierungsinvariant sind, ergeben sich durch zTm wie fu¨r die
steuerbaren Beobachtereigenwerte ny − nf Freiheitsgrade.
Die u¨brigen nichtsteuerbaren Beobachtereigenwerte ko¨nnen beliebig
platziert werden, die entsprechenden Parameter- und Linkseigenvektoren
folgen aus [
wTBk p
T
k
]
= zTk ·⊥Πk, k = δ + µ+ 1, . . . ,n,
mit zTk 6= 0T ∈ Rny−nf . Aufgrund der Skalierungsinvarianz stellt obige
Gleichung lediglich ny − nf − 1 Freiheitsgrade zur Verfu¨gung. Da jedoch
λBk beliebig platziert werden kann, stehen auch fu¨r die nichtsteuerbaren
Eigenwerte, welche nicht zur Kompensation von Nullstellen herangezogen
werden mu¨ssen, ny − nf Freiheitsgrade zur Verfu¨gung.
Die vorangegangenen Betrachtungen begru¨nden die in Bemerkung 4.10
ero¨rterten Effekte bezu¨glich der Matrix RL. Die Matrix erlaubt es fu¨r
rang (C) > nf , einen Teil der nichtsteuerbaren Beobachtereigenwerte zu
beeinflussen. Dies sind die frei platzierbaren Eigenwerte λBk , welche offen-
sichtlich auch in der geschlossenen rechten s-Halbebene platziert werden
ko¨nnen. Daneben ko¨nnen invariante Nullstellen existieren, welche durch
Beobachtereigenwerte kompensiert werden mu¨ssen. Diese ko¨nnen dement-
sprechend auch durch RL nicht beeinflusst werden.
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Nachdem die Beobachtermatrix L bestimmt ist, la¨sst sich mittels analo-
ger U¨berlegungen wie in Abschnitt 4.5.2 eine Nachfiltermatrix V herleiten,
welche eine vollsta¨ndige Diagonalisierung von Grf (s) gewa¨hrleistet. Es ist
dafu¨r die Gleichung
Grf (s = 0) = −VΘ = S (4.84)
mit der Matrix Θ = C (A− LC)−1 (Ea − LEs) − Es zu erfu¨llen. Die
stationa¨ren Versta¨rkungen der Diagonalelemente vonGrf (s) werden dabei
durch die beliebig wa¨hlbare Diagonalmatrix S vorgegeben. Da die Matrix
Θ ∈ Rny×nf in (4.84) jetzt ebenfalls nichtquadratisch ist, ergeben sich
auch fu¨r das Nachfilter zusa¨tzliche Freiheitsgrade. Alle Lo¨sungen werden
parametriert durch
V = −SΘ+ −ZV ·⊥Θ,
mit einer beliebigen Matrix ZV ∈ Rnf×(ny−nf ). Dass diese Wahl hinrei-
chend fu¨r die Diagonalisierung von Grf (s) fu¨r alle s ∈ C ist, la¨sst sich in
analoger Weise wie in Abschnitt 4.5.2 zeigen.
Zusammenfassend gilt somit
Satz 4.9 (FIO-Entwurf fu¨r nichtquadratische Systeme mittels
Vollsta¨ndiger Modaler Synthese). Gegeben sei ein System der Form
x˙ = Ax+Bu+Eaf ,
y = Cx+Du+Esf ,
welches die Annahmen 4.14–4.16 erfu¨llt, und beliebige Vektoren
zTij ∈ Rny−nf , zTm 6= 0T ∈ Rny−nf+1 und zTk 6= 0T ∈ Rny−nf . Weiterhin
seien alle Beobachtereigenwerte paarweise verschieden. Werden die µ Be-
obachtereigenwerte λBδ+1 , . . . , λBδ+µ entsprechend den µ invarianten Null-
stellen des Systems gewa¨hlt, dann erfu¨llen alle Beobachtermatrizen L, wel-
che durch
L = −W−1B P = −VBP
mit[
wTBij p
T
ij
]
=
[
0T φTi
]
Π+ij + z
T
ij ·⊥Πij , i = 1, . . . ,nf , j = 1, . . . ,δi,[
wTBm p
T
m
]
= zTm ·⊥Πm, m = δ + 1, . . . ,δ + µ,[
wTBk p
T
k
]
= zTk ·⊥Πk, k = δ + µ+ 1, . . . ,n,
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parametriert sind, die Beziehungen (4.81) und (4.82). Sei weiterhin
ZV ∈ Rnf×(ny−nf ), so gewa¨hrleisten alle Nachfiltermatrizen
V = −SΘ+ −ZV ·⊥Θ
mit Θ = C (A−LC)−1 (Ea −LEs)−Es und einer beliebigen Diagonal-
matrix S ∈ Rnf×nf beim Einsatz eines FIOs der Form
˙ˆx = Axˆ+Bu+ L (y −Cxˆ−Du) ,
r = V (y −Cxˆ−Du)
eine diagonale U¨bertragungsmatrix Grf (s).
Wie zuvor erla¨utert bietet jeder als Pol zugewiesene Eigenwert λBij ge-
genu¨ber dem quadratischen Fall ny − nf zusa¨tzliche Freiheitsgrade, eben-
so wie die nichtsteuerbaren Eigenwerte. Insgesamt ergeben sich in nicht-
quadratischen Systemen also n(ny − nf ) Freiheitsgrade gegenu¨ber dem
quadratischen Fall. Es sei erneut angemerkt, dass diese zusa¨tzlichen Frei-
heitsgrade auch im Fall nf < rang (C) < ny existieren. Allerdings treten
dann tendenziell o¨fter invariante Nullstellen auf, die durch entsprechende
Beobachtereigenwerte zu kompensieren sind. Bei der Wahl des Nachfilters
ergeben sich entsprechend der Dimensionen von ZV weitere nf (ny − nf )
Freiheitsgrade. Beim Zeitbereichsentwurf (s. Satz 4.8) sind die zusa¨tzlichen
Freiheitsgrade in den Matrizen RL ∈ Rn×(ny−nf ) und RV ∈ Rnf×(ny−nf )
konzentriert. Die Betrachtung der Dimensionen von RL und RV zeigt,
dass bei beiden Entwurfsverfahren jedoch die gleiche Anzahl von freien
Parametern zur Verfu¨gung steht.
Weiterhin ist anzumerken, dass eine durch Vollsta¨ndige Modale Synthe-
se bestimmte Beobachtermatrix LVMS immer durch eine Matrix R˜L in
eine durch den Zeitbereichsentwurf gewonnene Matrix LZB u¨berfu¨hrt wer-
den kann. Es existiert also immer ein R˜L, so dass LZB = LVMS+R˜L ·⊥D∗
gilt. Dies ist dadurch zu begru¨nden, dass LVMSD
∗ = LZBD
∗ = M gilt,
wodurch impliziert wird, dass LVMS − LZB durch eine Linearkombinati-
on der Zeilenvektoren von ⊥D∗ dargestellt werden kann. Diese Beobach-
tung ist von Bedeutung, da entsprechend Satz 4.8 lediglich δ Pole fu¨r die
U¨bertragungsmatrix Grf (s) zugewiesen werden. Die n− δ nichtsteuerba-
ren Eigenwerte von (A− LC,Ea − LEs) ko¨nnen wie bereits erwa¨hnt bei
rang (C) > nf je nach Wahl von RL instabil werden. Basierend auf obigen
U¨berlegungen gilt jedoch
Korollar 4.2. Gegeben sei ein System der Form (4.1), welches die An-
nahmen 4.14–4.16 erfu¨llt und fu¨r das nach Satz 4.8 ein FIO entworfen
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wurde. Dann existiert immer eine Matrix RL, sodass der sich ergebende
FIO stabil ist.
Auch der Entwurf mittels Vollsta¨ndiger Modaler Synthese soll anhand
des Beispielsystems (4.80) exemplarisch durchgefu¨hrt werden. Bereits auf
Seite 152 wurde ermittelt, dass das System vollsta¨ndig beobachtbar ist und
dassD∗ vollen Rang besitzt. Die Annahmen 4.14 und 4.15 sind also erfu¨llt.
Ferner wird bei der Betrachtung der Rosenbrock’schen Systemmatrix,
Π(s) =


s+ 10 16 20 0 8
−6 s− 14 −24 0,5 −20
2 8 s+ 16 0 16
−3 −2 −1 0 0
9 0 −5 0 0
0,5 0 −0,5 0 0

 ,
deutlich, dass das System keine invarianten Nullstellen aufweist. Dies liegt
darin begru¨ndet, dass Π(s) im unteren linken Block durch die Matrix −C
drei linear unabha¨ngige Zeilen aufweist und im oberen rechten Block durch
Ea zwei weitere linear unabha¨ngige Zeilen vorkommen. Somit ist fu¨r alle
s ∈ C die Gleichung rang (Π(s)) = 5 erfu¨llt und es treten keine invarianten
Nullstellen auf.
Fu¨r den ersten Parameter- beziehungsweise Linkseigenvektor erha¨lt man
fu¨r die Wahl λB1,1 = −3[
wTB11 p
T
11
]
=
[
0 0 0 1 0
]
Π(−3)+ + zT11 ·⊥Π(−3).
Der Vektor zT11 entartet hier wegen ny − nf = 1 zu einem Skalar. Der
Einfachheit halber wird zT11 = z11 = 0 gewa¨hlt und es ergibt sich
wTB11 =
[
1,0838 2 1,9581
]
, pT11 =
[−0,4972 −0,1557 0,8143] .
Auf die gleiche Art und Weise erha¨lt man bezu¨glich des Eigenwertes
λB2,1 = −5, der dem zweiten U¨bertragungskanal zugewiesen wird, mit
zT21 = z21 = 0 die Vektoren
wTB21 =
[−0,0574 0 0,0912] , pT21 = [−0,0945 −0,0321 0,2197] .
Da das System keine invarianten Nullstellen aufweist, kann der dritte Be-
obachtereigenwert beliebig platziert werden. Setzt man ihn zu λB3 = −15
und wa¨hlt fu¨r den entarteten Vektor zT3 = z3 = 1, so erha¨lt man
wTB3 =
[−0,1496 0 0,0748] , pT3 = [−0,8974 −0,3926 −0,1122] .
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Daraus ergibt sich schließlich die Beobachtermatrix
L=−W−1B P =

 1,0838 2 1,9581−0,0574 0 0,0912
−0,1496 0 0,0748

−1

−0,4972 −0,1557 0,8143−0,0945 −0,0321 0,2197
−0,8974 −0,3926 −0,1122


=

 −8 −3,5741 −2,85188,5 3,8731 5,2537
−4 −1,8982 −4,2036

 .
Hiermit kann man weiterhin die Matrix Θ zu
Θ = C (A−LC)−1 (Ea − LEs)−Es =

−
1
3 0
0 −85
0 −45


berechnen. Ihr Linksnullraum la¨sst sich wie derjenige der Matrix D∗ be-
schreiben mittels
⊥Θ =
[
0 1 −2] .
Wa¨hlt man den Freiheitsgrad ZV = [5 − 3]T und fordert eine stationa¨re
Versta¨rkung von 1 fu¨r beide U¨bertragungskana¨le, so ergibt sich fu¨r das
Nachfilter
V = −SΘ+ −ZV ·⊥Θ = −
[
1 0
0 1
] [−3 0 0
0 −0,5 −0,25
]
+ . . .
−
[
5
−3
] [
0 1 −2]
=
[
3 5 −10
0 −2,5 6,25
]
.
Die ermittelte Parametrierung (L,V ) fu¨hrt wie gewu¨nscht auf
Grf (s) =
[ 3
s+3 0
0 5s+5
]
und spec (A−LC) = {−3; −5; −15}, also zu einem stabilen FIO.
Bemerkung 4.11. Aufgrund der in Abschnitt 4.4 ero¨rterten Dualita¨t zum
Entkopplungsreglerentwurf la¨sst sich das vorgestellte Verfahren in abge-
wandelter Form auch fu¨r den Entwurf von Entkopplungsregelungen fu¨r
Systeme mit mehr Eingangs- als zu regelnden Ausgangsgro¨ßen anwenden,
wie in [240] gezeigt wird.
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Bemerkung 4.12. Prinzipiell lassen sich die in den Abschnitten 4.7 und
4.8 vorgestellten dynamischen Systemerweiterungen auch fu¨r nichtquadra-
tische Systeme anwenden. Insbesondere fu¨r rang (C) = ny weisen solche
Systeme jedoch selten ein Rangdefizit in der Entkoppelbarkeitsmatrix oder
invariante Nullstellen auf.
4.9.3 Beispiel Hydrauliksystem
Als Beispielsystem fu¨r den Entwurf von FIOs fu¨r nichtquadratische Sys-
teme wird ein hydraulisch-mechanisches System betrachtet. Es ist an das
hydraulische Positioniersystem aus [127] angelehnt, wird jedoch hier um ei-
ne zusa¨tzliche Masse erweitert, die u¨ber ein Feder-Da¨mpfer-Element an die
erste Masse gekoppelt ist. Abbildung 4.18 skizziert das System. Eingangs-
gro¨ße des Systems ist eine Spannung u, u¨ber die der Druck p1 beeinflusst
werden kann. Die Dynamik der Druckerzeugung kann na¨herungsweise be-
schrieben werden durch T p˙1 + p1 = K1u, wobei T und K1 die Dynamik
und die Versta¨rkung des Druckaufbaus beschreiben. Durch eine Leckage im
Zylinder (Fehler f1) verringert sich der Druck auf den Kolben. Dieser ist
wiederum mit der Massem1 verbunden, die u¨ber eine Feder (Federkonstan-
te k1) am Zylinder abgestu¨tzt ist. Das durch die Federkonstante k2 und
die Da¨mpferkonstante d beschriebene Feder-Da¨mpfer-Element verbindet
die Masse m1 mit der Masse m2. Ein Zusammenstoß der beiden Massen
bewirkt eine Kraft gleichen Betrages mit unterschiedlichem Vorzeichen, die
auf die beiden Massen wirkt. Sie beschreibt den zweiten modellierten Feh-
ler f2 im System. Zusta¨nde des Systems sind der Druck p1 sowie Positionen
und Geschwindigkeiten der beiden Massen. Die Zustandsraumdarstellung
u
p1
u
p2
k1
m1
k2
d
m2
f1
f2 f2
Abbildung 4.18: Fehlerbehaftetes Hydrauliksystem
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lautet
A =


− 1T 0 0 0 0
0 0 1 0 0
Ak
m1
−k1+k2m1 −R+dm1 −
A2k
m1K2
k2
m1
d
m1
0 0 0 0 1
0 k2m2
d
m2
− k2m2 −R+dm2

 , B =


−K1T
0
0
0
0

 ,
C =

0 1 0 0 00 0 0 1 0
0 0 0 0 1

 , Ea =


−K1T 0
0 0
0 1m1
0 0
0 − 1m2

 .
Daraus geht hervor, dass die Position der ersten Masse sowie Position und
Geschwindigkeit der zweiten Masse gemessen werden ko¨nnen. Der Para-
meter Ak beschreibt die Kolbenfla¨che, R ist eine Reibkonstante und K2
ist der U¨bertragungsbeiwert des Rohres. Die Zahlenwerte der Parameter
finden sich in Anhang C.1.6.
Mittels der Vollsta¨ndigen Modalen Synthese ko¨nnen δ1 = 3 Beobach-
tereigenwerte dem ersten U¨bertragungskanal zugewiesen werden. Gewa¨hlt
werden hierfu¨r λB1,1 = −1,5, λB1,2 = −2 und λB1,3 = −2,5. Die System-
analyse ergibt weiterhin δ2 = 1, sodass ein Eigenwert (hier λB2,1 = −3)
dem zweiten U¨bertragungskanal von Grf (s) zugewiesen werden kann.
Da das System u¨ber keine invarianten Nullstellen bezu¨glich der Fehler
verfu¨gt, kann der verbleibende Beobachtereigenwert beliebig platziert wer-
den. Hier wird λB5 = −10 gewa¨hlt und als stationa¨re Versta¨rkung jeweils
gi,i(s = 0) = 1 vorgegeben. Wa¨hlt man die verbleibenden Freiheitsgrade
zu zT11 = z
T
12 = z
T
13 = z
T
21 = 0
T, zT5 = 1 und ZV = 0, so ergibt sich die in
Anhang C.1.6 angegebene FIO-Parametrierung.
4.9.4 Dualita¨t zur Control Allocation
Fu¨r den Spezialfall rang (C) = nf ergibt sich eine interessante Verbindung
zu einem weiteren regelungstechnischen Gebiet, die in diesem Abschnitt
ero¨rtert wird. Zur Vereinfachung der Notation wird dabei im Folgenden
Es = 0 und D = 0 vorausgesetzt.
Fu¨r rang (C) = nf sind wie bereits erwa¨hnt ny − nf Messgro¨ßen re-
dundant und es la¨sst sich ohne Beschra¨nkung der Allgemeinheit folgende
Annahme treffen:
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Annahme 4.17. Es ist
C =
[
Co
Cu
]
mit rang (Co) = nf , Co ∈ Rnf×nf und Cu ∈ R(ny−nf )×nf .
Liegt die Ausgangsmatrix eines Systems nicht in einer Form vor, die
Annahme 4.17 genu¨gt, so la¨sst sich das System durch eine A¨hnlichkeits-
transformation stets dahingehend transformieren.
Damit la¨sst sich bereits die Dualita¨t zu sogenannten Control Alloca-
tion-Problemen erkennen. Dabei wird die Regelung von Systemen mit
redundanten Einga¨ngen, also linear abha¨ngigen Spalten in der Eingangs-
matrix, betrachtet (s. zum Beispiel [60, 115, 270]). Die sich ergebenden
zusa¨tzlichen Freiheitsgrade werden zu verschiedenen Zwecken genutzt, un-
ter anderem zur fehlertoleranten Regelung [24] und zur Beru¨cksichtigung
von Stellgro¨ßenbeschra¨nkungen [270].
Bei dem System (A,Ea,Co) handelt sich es um ein quadratisches Sys-
tem, fu¨r das wie in Abschnitt 4.5 beschrieben ein FIO (Ll,Vl) entworfen
werden kann, wenn die Annahmen 4.1 bis 4.3 jeweils mit der Matrix Co
erfu¨llt sind. Das folgende Lemma charakterisiert die zusa¨tzlichen Freiheits-
grade, die sich bei Verwendung der redundanten Messgro¨ßen ergeben.
Lemma 4.11. Gegeben sei ein System der Form (4.1) mitD = 0, Es = 0,
wobei das Teilsystem (A,Ea,Co) die Bedingungen 4.1–4.3 erfu¨llt. Sei wei-
terhin durch (Ll,Vl) eine FIO-Parametrierung fu¨r (A,Ea,Co) gegeben,
dann ist (L(t),V (t)) mit zeitvarianten Matrizen L(t) und V (t) eine FIO-
Parametrierung fu¨r (A,Ea,C), wenn
LlCo = L(t) ·C, (4.85a)
VlCo = V (t) ·C (4.85b)
gilt.
Beweis. Die Residuen werden unter Verwendung von (Ll,Vl) durch
˙ˆx = Axˆ+Bu+ Ll (yo − yˆo) , (4.86a)
r = Vl (yo − yˆo) (4.86b)
erzeugt, wobei yo die ersten nf Elemente von y entha¨lt. Offensichtlich
wird die Differentialgleichung (4.86a) bei Ru¨ckgriff auf die redundanten
Messgro¨ßen auf dieselbe Art und Weise angeregt, wenn
Ll (yo − yˆo) = L(t) (y − yˆ) ,
LlCo (x− xˆ) = L(t)C (x− xˆ)
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gilt. Dafu¨r ist die Bedingung (4.85a) hinreichend. Durch analoge
U¨berlegungen ergibt sich aus (4.86b), dass (4.85) hinreichend dafu¨r ist,
dass mittels eines durch (L(t),V (t)) parametrierten FIOs die gleichen Re-
siduen erzeugt werden wie durch (4.86).
Beachtenswert ist insbesondere die Tatsache, dass sich ebenso wie bei
der dynamischen Control Allocation nach [270] die Matrizen L(t) und V (t)
beliebig schnell zeitlich a¨ndern du¨rfen, solange (4.85) eingehalten ist.
Lemma 4.11 sagt aus, dass in den betrachteten nichtquadratischen Sys-
temen zusa¨tzliche Freiheitsgrade existieren. Der folgende Satz liefert eine
explizite Charakterisierung dieser Freiheitsgrade.
Satz 4.10. Die Freiheitsgrade, die durch (4.85) in Lemma 4.11 ge-
geben sind, lassen sich mittels zweier beliebiger zeitvarianter Matrizen
ZL(t) ∈ Rn×(ny−nf ) und ZV (t) ∈ Rnf×(ny−nf ) explizit charakterisieren
durch
L(t) = LlCoC
+ +ZL(t) ·⊥C, (4.87a)
V (t) = VlCoC
+ +ZV (t) ·⊥C. (4.87b)
Beweis. Durch Einsetzen von (4.87a) in (4.85a) folgt
LC =
(
LlCoC
+ +ZL
⊥C
)
C = LlCoC
+C +Zl · ⊥CC︸ ︷︷ ︸
0
= Ll
[
Inf 0
]
C︸ ︷︷ ︸
Co
C+C = Ll
[
Inf 0
] [Co
Cu
]
= LlCo,
wobei zur Vereinfachung der Notation L = L(t) und ZL = ZL(t) geschrie-
ben wurde. In analoger Weise la¨sst sich zeigen, dass (4.87b) die Bedingung
(4.85b) erfu¨llt.
Beachtenswert ist die A¨hnlichkeit von (4.87) zu der Struktur der
Beobachter- beziehungsweise Nachfiltermatrix gema¨ß Satz 4.8. Da ZL(t)
in (4.87a) im Linksnullraum von C liegt, beeinflusst die Matrix die Ei-
genwerte von A − LC im Gegensatz zu RL in Satz 4.8 nicht. Weiterhin
darf ZL(t) wie erwa¨hnt zeitabha¨ngig sein, wohingegen RL eine konstante
Matrix ist.
Die Zeitabha¨ngigkeit ero¨ffnet Mo¨glichkeiten zur Online-Adaption von
ZL(t) und ZV (t). Auf dieses Themenfeld wird im Rahmen dieser Arbeit
jedoch nicht na¨her eingegangen, fu¨r zeitdiskrete Systeme wird es in [231]
eingehender untersucht.
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4.9.5 Entwurf fu¨r erweiterte Diagonalelemente mittels
Vollsta¨ndiger Modaler Synthese
Wie bereits in Abschnitt 4.6.1 angedeutet la¨sst sich der Entwurf dy-
namischer Fehlerisolationsbeobachter mit erweiterter Dynamik der Dia-
gonalelemente gi,i(s) auch mittels der Vollsta¨ndigen Modalen Synthese
durchfu¨hren. Dafu¨r wird zuna¨chst die Gesamtdynamik eines aus der Stre-
cke und einem DFIO bestehenden Systems wiederholt (vgl. (4.33) auf Sei-
te 102). Das Ein-/Ausgangsverhalten zwischen Fehlern und Residuen wird
mit dem Beobachterfehler ξ = x − xˆ und dem internen Zustand ζ des
dynamisch erweiterten Beobachters beschrieben durch[
ξ˙
ζ˙
]
=
(
A˜− L˜C˜
) [
ξ
ζ
]
+
(
E˜a − L˜E˜s
)
f , (4.88a)
r = V˜ C˜
[
ξ
ζ
]
+ V˜ E˜sf . (4.88b)
Dabei ist das erweiterte System gegeben durch
A˜ =
[
A 0
0 0
]
, E˜a =
[
Ea
0
]
,
C˜ =
[
C 0
0 Inζ
]
, E˜s =
[
Es
0
]
und die Matrizen L˜ und V˜ beinhalten gema¨ß
L˜ =
[
Lp Li
−Γ −Φ
]
, V˜ =
[
Vy Vζ
]
die Parametrierung des DFIOs. Aus (4.88) ergibt sich die
U¨bertragungsmatrix Grf (s), sie lautet
Grf (s) = V˜ C˜
(
sIn+nζ −
(
A˜− L˜C˜
))−1 (
E˜a − L˜E˜s
)
+ V˜ E˜s.
Da die dynamischen Erweiterungen des Beobachters als Teil der Stre-
cke angenommen werden, la¨sst sich der Ansatz der Vollsta¨ndigen Moda-
len Synthese aus Abschnitt 4.5.2 auf die erweiterte Strecke (A˜,E˜a,C˜,E˜s)
u¨bertragen. Offensichtlich verfu¨gt das erweiterte System u¨ber ebenso viele
Fehler wie das urspru¨ngliche, reale System. Es ist also n˜f = nf . Da jedoch
die internen Beobachterzusta¨nde ζ rein virtuell und damit im Sinne des
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erweiterten Systems messbar sind, gilt n˜y = ny + nζ . Wegen n˜y > n˜f ist
das erweiterte System nichtquadratisch, obwohl das urspru¨ngliche System
quadratisch ist (ny = nf ).
Der Entwurf der Beobachtermatrix L˜ erfolgt fu¨r das erweiterte Sys-
tem weitgehend analog zu Satz 4.9. Die invarianten Nullstellen der ur-
spru¨nglichen Strecke (A,Ea,C,Es) mu¨ssen dabei weiterhin kompensiert
werden. Dies ergibt sich aus der Tatsache, dass sie ebenfalls invariante
Nullstellen von (A˜,E˜a,C˜,E˜s) sind, da fu¨r das erweiterte System (4.88) die
Beziehung
rang
([
sIn+nζ − A˜ E˜a
−C˜ E˜s
])
= rang




sIn −A 0 Ea
0 sInζ 0
−C 0 Es
0 −Inζ 0




= rang




sIn −A Ea 0
−C Es 0
0 0 sInζ
0 0 −Inζ




gilt. Im Unterschied zu Satz 4.9 werden jedoch jeder Spalte von Grf (s)
genau δi + ρ Eigenwerte zugewiesen. Daraus ergibt sich unmittelbar die
Ordnung der internen Dynamik des Beobachters zu nζ = ρ ·nf .
Lemma 4.12. Gegeben sei ein System der Form (4.1), welches die Annah-
men 4.14–4.16 und 4.4 erfu¨llt. Fu¨r das zugeho¨rige dynamisch erweiterte
System (A˜,E˜a,C˜,E˜s) seien die Parameter- und Linkseigenvektoren gema¨ß[
w˜TBij p˜
T
ij
]
=
[
0T φTi
]
Π˜+ij+z˜
T
ij ·⊥Π˜ij , i = 1, . . . ,nf , j = 1, . . . ,δi + ρ,[
w˜TBk p˜
T
k
]
= z˜Tk ·⊥Π˜k, k = δ+ρ ·nf+1, . . . ,n+ρ ·nf ,
festgelegt, wobei die vorgegebenen Eigenwerte λBij beliebig platziert werden
ko¨nnen und die verbleibenden Eigenwerte λBk entsprechend den invarian-
ten Nullstellen des Systems (4.1) gesetzt werden. Ferner seien die Vektoren
z˜Tij ∈ Rρnf und z˜k 6= 0T ∈ Rρnf+1 so gewa¨hlt, dass sich linear unabha¨ngige
Linkseigenvektoren ergeben. Dann bewirkt die Beobachtermatrix
L˜ = −W˜−1B P˜ ,
dass die Eigenwerte λBij ausschließlich in der i-ten Spalte von Grf (s)
als Pole auftreten und die verbleibenden Eigenwerte λBk bezu¨glich
(A˜− L˜C˜,E˜a − L˜E˜s) nichtsteuerbar sind.
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Beweis. Werden die Beobachtereigenwerte λBij so gewa¨hlt, dass sie nicht
mit invarianten Nullstellen von (A,Ea,C,Es) zusammenfallen, ergibt sich
aus dem Rangsatz (Satz A.1) fu¨r die Vektoren z˜Tij die Dimension ρ ·nf . Da
die Eigenwerte λBk invariante Nullstellen des Systems kompensieren, han-
delt es sich bei z˜Tk um (ρ ·nf + 1)-dimensionale Vektoren. Der Beweis der
Zuweisung zu einer Spalte beziehungsweise der Nichtsteuerbarkeit erfolgt
analog zu Abschnitt 4.9.2.
Nach dem Entwurf von L˜ verbleibt wie in den Abschnitten 4.5.2 und
4.9.2 die Auslegung der Nachfiltermatrix V˜ , sodassGrf (s) die gewu¨nschte
Form annimmt. Das dort angewandte Vorgehen, die Nachfiltermatrix le-
diglich anhand der gewu¨nschten stationa¨ren Versta¨rkung, das heißt fu¨r
s = 0, auszulegen, fu¨hrt jedoch hier nicht zum Erfolg. Aufgrund der er-
weiterten Dynamik der Diagonalelemente versagt die Argumentation, die
zu Lemma 4.3 fu¨hrte. Aus der Vorgabe gi,j(s = 0) = 0 kann nicht mehr
gi,j(s) = 0 fu¨r alle s ∈ C gefolgert werden, da gi,j(s) Nullstellen aufweisen
kann.
Der Fehlerindex δj stellt wie in Abschnitt 4.5.2 ero¨rtert eine untere
Schranke fu¨r die Differenzenordnung von gi,j(s) dar. Aus der Zuweisung
von δj + ρ Polen zur j-ten Spalte folgt, dass der Za¨hlergrad von gi,j(s)
ho¨chstens ρ sein kann. Diese Erkenntnis erlaubt es, das Vorgehen aus Ab-
schnitt 4.5.2 in abgewandelter Form auch fu¨r eine erweiterte Dynamik der
Diagonalelemente anzuwenden.
Lemma 4.13. Gegeben sei ein System der Form (4.1), welches die Annah-
men 4.14–4.16 erfu¨llt. Fu¨r das zugeho¨rige dynamisch erweiterte System
(A˜,E˜a,C˜,E˜s) sei eine Beobachtermatrix L˜ gema¨ß Lemma 4.12 entworfen.
Gilt dann fu¨r die Nichtdiagonalelemente gi,j(s) von Grf (s) durch eine
entsprechende Wahl der Nachfiltermatrix V˜ die Beziehung
gi,j(sl) = 0, i,j = 1, . . . ,nf , i 6= j, l = 1, . . . ,ρ+ 1, (4.89)
fu¨r ρ+ 1 Frequenzen sl, so folgt
gi,j(s) = 0, i,j = 1, . . . ,nf , i 6= j, ∀s ∈ C. (4.90)
Beweis. Es gibt nur zwei Mo¨glichkeiten, die Gleichung (4.89) zu erfu¨llen:
Entweder muss (4.90) gelten, oder gi,j(s) muss fu¨r jede Frequenz sl ei-
ne Nullstelle aufweisen. Der Beweis von Lemma 4.13 erfolgt durch Wi-
derspruch der zweiten Mo¨glichkeit. Um sie zu erfu¨llen, mu¨sste gi,j(s) die
Struktur
gi,j(s) =
ki,j(s− s1) · . . . · (s− sρ+1)
(s− λBj1) · . . . · (s− λBjδj+ρ)
168 4 Entwurf von Fehlerisolationsbeobachtern fu¨r nominale Systeme
aufweisen. Dazu sind jedoch ρ+ 1 Nullstellen no¨tig, was im Widerspruch
zum maximalen Za¨hlergrad von ρ steht.
Aus Lemma 4.13 ergibt sich ein konstruktives Entwurfsverfahren fu¨r die
Nachfiltermatrix V˜ . Dabei wird die gewu¨nschte Matrix Grf (s) mit den
angestrebten Diagonalelementen an ρ + 1 Frequenzen sl, l = 1, . . . ,ρ + 1,
ausgewertet. Mit der gema¨ß Lemma 4.12 berechneten Beobachtermatrix
ergibt sich jeweils die Gleichung
Grf (sl) = V˜
[
C˜
(
slIn+ρnf −
(
A˜− L˜C˜
))−1 (
E˜a − L˜E˜s
)
+ E˜s︸ ︷︷ ︸
M˜sl
]
.
(4.91)
Darin ist Grf (sl) eine (nf × nf )-dimensionale Matrix, wa¨hrend M˜sl die
Dimension (ny + ρnf )× nf hat. Da die Nachfiltermatrix V˜ die Beziehung
(4.91) fu¨r ρ+1 Frequenzen erfu¨llen muss, ergibt sich zusammengefasst das
Gleichungssystem
V˜
[
M˜s1 · · · M˜sρ+1
]
= V˜ M˜ =
[
Grf (s1) · · · Grf (sρ+1)
]
. (4.92)
Fu¨r ein System, fu¨r das ein statischer FIO entworfen werden kann, ist
gema¨ß Abschnitt 4.6 die Existenz eines dynamischen FIOs garantiert.
Da beim Entwurf von L˜ nach Lemma 4.12 jeder Spalte der Fehler-
Residuen-U¨bertragungsmatrix ρ zusa¨tzliche Pole zugewiesen wurden, ist
(4.92) lo¨sbar. Bei M˜ handelt es sich um eine (ny + ρnf ) × ((ρ + 1)nf )-
dimensionale Matrix und da das urspru¨ngliche System (A,Ea,C,Es) qua-
dratisch ist und daher ny = nf gilt, ist M˜ quadratisch. Folglich ergibt
sich V˜ aus
Satz 4.11 (Entwurf von FIOs mit erweiterter Dynamik der Diagonalele-
mente mittels Vollsta¨ndiger Modaler Synthese). Gegeben sei ein System
der Form
x˙ = Ax+Bu+Eaf ,
y = Cx+Du+Esf ,
welches die Annahmen 4.14–4.16 erfu¨llt. Fu¨r das zugeho¨rige dynamisch
erweiterte System (A˜,E˜a,C˜,E˜s) sei ein Beobachter L˜ gema¨ß Lemma 4.12
entworfen. Wertet man die Matrix
Grf (s)=diag

 ∑ρj=0 z1,jsj
sδ1+ρ +
∑δ1+ρ−1
k=0 q1,ks
k
, . . . ,
∑ρ
j=0 znf ,js
j
sδnf+ρ +
∑δnf+ρ−1
k=0 qnf ,ks
k


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an ρ+ 1 paarweise verschiedenen Frequenzen sl aus, so fu¨hrt die Nachfil-
termatrix
V˜ =
[
Grf (s1) · · · Grf (sρ+1)
] [
M˜s1 · · · M˜sρ+1
]−1
auf die vorgegebene U¨bertragungsmatrix Grf (s).
Die Matrizen L˜ und V˜ parametrieren einen statischen FIO fu¨r das er-
weiterte System. Die Beobachtermatrizen des dynamisch erweiterten FIOs
fu¨r das urspru¨ngliche System ergeben sich durch die Partitionierung[
Lp Li
−Γ −Φ
]
= L˜,
[
Vy Vζ
]
= V˜ .
Gegenu¨ber den in Abschnitt 4.6 vorgestellten Verfahren weist der Ent-
wurf mittels Vollsta¨ndiger Modaler Synthese verschiedene Vorteile auf. Im
Vergleich zur Methode aus Abschnitt 4.6.3 ist es nicht notwendig, zuna¨chst
Substitutionen durchzufu¨hren um dann das duale Regelungsproblem lo¨sen
zu ko¨nnen. Außerdem erha¨lt man aus Satz 4.11 unmittelbar eine Para-
metrierung der Matrizen des DFIOs, es muss keine Zustandsraumreali-
sierung eines im Laplace-Bereich beschriebenen Systems gefunden wer-
den. Daru¨ber hinaus ist im Gegensatz zum Entwurf nach Abschnitt 4.6.4
die Dynamikerweiterung der Diagonalelemente nicht auf den Nenner be-
schra¨nkt. Tabelle 4.1 stellt die drei Verfahren zusammenfassend gegenu¨ber.
Sie verdeutlicht, dass der Ansatz mittels der Vollsta¨ndigen Modalen Syn-
these die Vorteile der anderen beiden Verfahren vereint.
Bemerkung 4.13. Betrachtet man ein quadratisches System mit den
Fehlerindizes δi und erweitert es um einen zusa¨tzlichen, nicht redun-
danten Ausgang, so ergeben sich neue Fehlerindizes δ˜i ≤ δi. Bisher
wurden stets FIOs entworfen, welche δ˜i Pole in den Diagonalelemen-
ten von gi,i(s) vorgeben. Dies erlaubt bei einer entsprechenden Para-
metrierung der Nachfiltermatrix V wie in Abschnitt 4.5.2 den Schluss
Grf (s = 0) = S ⇒ Grf (s) = diag
(
g1,1(s), . . . ,gnf ,nf (s)
)
fu¨r alle s ∈ C.
Offensichtlich ist es jedoch auch mo¨glich, die Fehlerindizes δi des quadra-
tischen Systems fu¨r das nichtquadratische System vorzugeben (eine triviale
Lo¨sung ist es, die mit dem neuen Ausgang assoziierten Spalten von L und
V zu null zu setzen). Um die Diagonalisierung von Grf (s) fu¨r alle s ∈ C
zu gewa¨hrleisten, kann dann zum Entwurf von V wie in Lemma 4.13 fu¨r
mehr als eine Frequenz sl eine Vorgabe von Grf (sl) = Sl erfolgen.
Bemerkung 4.14. In dualer Art und Weise la¨sst sich das vorgestellte Ver-
fahren auch zum Entwurf der in Anhang B behandelten dynamischen Ent-
kopplungsregler einsetzen.
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Tabelle 4.1: Vergleich der Entwurfsverfahren fu¨r erweiterte Dynamik der
Diagonalelemente
Frequenzbe-
reichsentwurf,
Abschnitt 4.6.3
Zeitbereichs-
entwurf,
Abschnitt 4.6.4
VMS,
Abschnitt
4.9.5
Lo¨sung des dua-
len Regelungspro-
blems no¨tig
ja nein nein
Zustandsraum-
realisierung no¨tig
ja nein nein
Struktur der Dia-
gonalelemente
Za¨hler und
Nenner
erweitert
Nenner
erweitert
Za¨hler und
Nenner
erweitert
4.9.6 Fazit
In nichtquadratischen Systemen mit mehr messbaren Ausgangsgro¨ßen
als Fehlern existieren gegenu¨ber quadratischen Systemen mit ny = nf
zusa¨tzliche Freiheitsgrade beim Entwurf von Fehlerisolationsbeobachtern.
Diese lassen sich sowohl durch eine Erweiterung des auf dem Verfahren von
Falb und Wolovich basierenden Entwurfes charakterisieren als auch mit-
tels der Vollsta¨ndigen Modalen Synthese. Wa¨hrend der erstgenannte An-
satz den Vorteil bietet, dass er die zusa¨tzlichen Freiheitsgrade in beliebig
wa¨hlbaren Matrizen konzentriert, bietet letzterer eine bessere Transparenz
hinsichtlich der inneren Systemstruktur und somit eine bessere Interpre-
tierbarkeit der Freiheitsgrade.
4.10 Partielle Fehlerisolation
Wie in Abschnitt 4.1 ero¨rtert bedingt die Forderung nach vollsta¨ndiger
Fehlerisolation strenge strukturelle Beschra¨nkungen in Grf (s). Dadurch
werden die Freiheitsgrade beim FIO-Entwurf stark reduziert. Ha¨ufig ist
jedoch eine weniger restriktive Struktur von Grf (s) fu¨r die Isolation von
Fehlern ausreichend. Ist beispielsweise bekannt, dass Fehler in einem Sys-
tem nicht gleichzeitig aktiv sind, so ist eine eindeutige Fehlerisolation wie
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in Abschnitt 2.3 ero¨rtert auch dann mo¨glich, wenn Grf (s) die Form
Grf (s) =


g1,1(s) g1,2(s) · · · g1,nf (s)
0 g2,2(s)
. . .
...
...
. . .
. . . gnf−1,nf (s)
0 · · · 0 gnf ,nf (s)

 (4.93)
aufweist, also eine obere Dreiecksstruktur besitzt.
Die vollsta¨ndige Diagonalisierung von Grf (s) wie in (4.5) und die Drei-
ecksstruktur aus (4.93) stellen dabei zwei Extreme dar. Wa¨hrend (4.5) zur
Isolation notwendig ist, falls alle Fehler im System gleichzeitig auftreten
ko¨nnen, ist (4.93) hinreichend, falls jeweils nur ein Fehler zu einem Zeit-
punkt aktiv sein kann. Selbstversta¨ndlich sind Zwischenstufen mo¨glich.
Falls zum Beispiel in einem System mit drei Fehlern die ersten beiden
Fehler nicht simultan auftreten ko¨nnen, der dritte Fehler jedoch zeitgleich
zu einem der ersten beiden wirken kann, so ist
Grf (s) =

 g1,1(s) g1,2(s) 00 g2,2(s) 0
0 0 g3,3(s)

 (4.94)
ausreichend fu¨r eine eindeutige Isolation der Fehler. Dies wird deutlich,
wenn man die Wirkung der Fehler auf die einzelnen Residuen betrachtet:
Wegen
r3(s) = g3,3(s) · f3(s),
r2(s) = g2,2(s) · f2(s),
r1(s) = g1,1(s) · f1(s) + g1,2(s) · f2(s)
beeinflusst der dritte Fehler ausschließlich das Residuum r3. Anhand die-
ses Residuums ist also eine eindeutige Isolation des Fehlers f3 mo¨glich,
unabha¨ngig davon, ob die anderen Fehler aktiv sind. Das Residuum r2
wiederum wird ausschließlich vom Fehler f2 beeinflusst und kann daher
zur Isolation dieses Fehlers herangezogen werden. Da der Fehler f2 eben-
so wie f1 auf das erste Residuum wirkt, ist eine eindeutige Isolation des
ersten Fehlers nur dann mo¨glich, wenn f2 = 0 gilt, wenn also der zweite
Fehler nicht aktiv ist.
Strukturen der Form (4.94) lassen sich mit dem hier vorgestellten Ver-
fahren leicht realisieren. Ihr Entwurf la¨sst sich als Spezialfall der teilweisen
Fehlerisolation auffassen, auf den in Abschnitt 5.5 na¨her eingegangen wird.
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Fu¨r die vorgestellte Entwurfsmethodik werden die gleichen Annahmen
getroffen wie in Abschnitt 4.5. Bei Betrachtung der Struktur von Grf (s)
in (4.93) wird deutlich, dass die teilweise Fehlerisolation eng verwandt ist
mit dem Problem der Dreiecksentkopplung8) [138, 139, 156]. Daraus ist
ersichtlich, dass die Annahmen 4.2 und 4.3, also rang (D∗) = nf und die
Minimalphasigkeit des Systems (A,Ea,C,Es), fu¨r den Entwurf eines FIOs
zur teilweisen Fehlerisolation nicht notwendig sind. Ein solcher FIO wird
im Weiteren abku¨rzend als PFIO (engl. partial fault isolation observer)
bezeichnet, in Abgrenzung zu einem FFIO (engl. full fault isolation obser-
ver). Hinreichend fu¨r die Existenz eines stabilen PFIOs fu¨r quadratische
Systeme mit ny = nf ist
rang (Gyf (s)) = ny fu¨r fast alle s ∈ C.
Dies ergibt sich unmittelbar aus der in Abschnitt 4.4 herausgearbeiteten
Dualita¨t zu Entkopplungsregelungen und der in [80] angegebenen Exis-
tenzbedingung fu¨r statische Zustandsru¨ckfu¨hrungen zur Dreiecksentkopp-
lung. Hier werden jedoch die gleichen Annahmen getroffen wie fu¨r die
vollsta¨ndige Fehlerisolation, um spa¨ter die resultierenden FIOs hinsicht-
lich ihrer Robustheit vergleichen zu ko¨nnen. Da die strukturellen Anfor-
derungen von (4.93) schwa¨cher sind als in (4.5), mu¨ssen sich bei gleichen
Annahmen an das System zusa¨tzliche Entwurfsfreiheitsgrade ergeben. Die-
se zu charakterisieren ist Gegenstand des folgenden Abschnittes, wobei die
Ergebnisse in Auszu¨gen bereits in [229] vero¨ffentlicht wurden.
4.10.1 Eine alternative Formulierung des
Entwurfsverfahrens fu¨r FFIOs
Zuna¨chst wird eine alternative Formulierung des Entwurfsverfahrens fu¨r
Beobachter zur vollsta¨ndigen Fehlerisolation mittels der Vollsta¨ndigen Mo-
dalen Synthese angegeben. Vorteil des beschriebenen Verfahrens ist, dass
die Bedeutung der Parametervektoren anschaulicher ist als in Satz 4.2,
was die Herleitung des Entwurfsverfahrens fu¨r Beobachter zur teilweisen
Fehlerisolation u¨bersichtlicher gestaltet. A¨hnlich wie bei Satz 4.2 gelten
dabei die Annahmen
Annahme 4.18. Das Paar (A,C) ist vollsta¨ndig beobachtbar.
8)Ziel der Dreiecksentkopplung ist es, fu¨r ein System der Form x˙ = Ax+Bu, y = Cx
eine statische Zustandsru¨ckfu¨hrung mit Vorfilter u = −Kx+ Fw dergestalt auszu-
legen, dass sich fu¨r die U¨bertragungsmatrix Gyw(s) des geschlossenen Regelkreises
eine obere beziehungsweise untere Dreiecksstruktur ergibt.
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Annahme 4.19. Die Fehlerdetektionsmatrix hat vollen Rang, das heißt
es gilt rang (D∗) = nf .
Annahme 4.20. Das System (A,Ea,C,Es) ist minimalphasig.
Annahme 4.21. Die Beobachtereigenwerte sind paarweise verschieden,
das heißt, es gilt λBi 6= λBj∀i,j = 1, . . . ,n, i 6= j.
Weiterhin ist fu¨r das alternative Entwurfsverfahren die folgende
zusa¨tzliche Annahme zu treffen:
Annahme 4.22. Kein Beobachtereigenwert λBi , i = 1, . . . ,n, fa¨llt mit
einem Streckeneigenwert zusammen.
Da die steuerbaren Beobachtereigenwerte frei platziert werden ko¨nnen,
stellt diese Annahme keine wesentliche Einschra¨nkung dar. Es gilt der
folgende Satz, der im Anschluss bewiesen wird:
Satz 4.12 (Alternatives Verfahren zum Entwurf von FIOs mittels
Vollsta¨ndiger Modaler Synthese). Gegeben sei ein System der Form
x˙ = Ax+Bu+Eaf ,
y = Cx+Du+Esf ,
welches die Annahmen 4.18–4.22 erfu¨llt. Dann fu¨hrt eine durch
Lffi = −W−1B,ffiPffi, (4.95a)
pTffi,ij = φ
T
i
(
C
(
λBijIn −A
)−1
Ea +Es
)−1
(4.95b)
= φTi G
−1
yf
(
λBij
)
, i = 1, . . . ,nf , j = 1, . . . ,δi,
wTB,ffi,ij = p
T
ffi,ijC
(
λBijIn −A
)−1
, (4.95c)[
wTB,ffi,k p
T
ffi,k
]
= ⊥(Π (λBk)) =
⊥Πk, k = δ + 1, . . . ,n (4.95d)
parametrierte Beobachtermatrix Lffi mit einer Nachfiltermatrix
Vffi = −Sffi
(
C (A− LffiC)−1 (Ea −LffiEs)−Es
)−1
mit einer beliebigen Diagonalmatrix Sffi ∈ Rnf×nf = diag
(
z˜1, . . . ,z˜nf
)
beim Einsatz eines FIOs der Form
˙ˆx = Axˆ+Bu+Lffi (y −Cxˆ−Du) ,
r = Vffi (y −Cxˆ−Du)
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auf eine diagonale U¨bertragungsmatrix Grf (s). Die Diagonalelemente die-
ser Matrix lauten
gi,i(s) =
z˜i ·
∏δi
j=1
(−λBij )
(s− λBi1) · . . . · (s− λBiδi )
. (4.96)
Beweis. Der Beweis stimmt im Wesentlichen mit dem Vorgehen aus Ab-
schnitt 4.5.2 u¨berein. Ein Unterschied ergibt sich lediglich in der Behand-
lung steuerbarer Beobachtereigenwerte. Da Annahme 4.22 die Existenz der
Inversen von
(
λBijIn −A
)
sicherstellt, la¨sst sich (4.19) umschreiben zu
wTB,ffi,ij = p
T
ffi,ijC
(
λBijIn −A
)−1
.
Setzt man dies in (4.20) ein, so ergibt sich
pTffi,ij
(
C
(
λBijIn −A
)−1
Ea +Es
)
= pTffi,ijGyf
(
λBij
)
= φTi . (4.97)
Die Gleichungen (4.95b) und (4.95c) sind somit unter Annahme 4.22
a¨quivalent zu (4.22), und (4.95) entspricht der Wahl von Lffi nach Lem-
ma 4.1.
4.10.2 Entwurf vollsta¨ndiger Beobachter zur
teilweisen Fehlerisolation
Auf Basis von Satz 4.12 werden im Weiteren teilweise isolierende Fehler-
isolationsbeobachter entworfen. Das Vorgehen weist dabei A¨hnlichkeiten
zum Entwurf von teilweise entkoppelnden Reglern im Zustandsraum
[136, 138–140] auf. Dort wird fu¨r das duale Problem des Entkopplungs-
reglerentwurfs (s. Abschnitt 3.4) Verkopplung in lediglich einer Zeile der
Fu¨hrungsu¨bertragungsmatrix erreicht. Wa¨hrend beim Entwurf teilweise
entkoppelnder Regler jedoch mo¨glichst geringe Kopplungen angestrebt
werden, sind bei dem hier betrachteten Problem der teilweisen Fehler-
isolation wie zu Beginn von Abschnitt 4.10 ero¨rtert schwa¨chere strukturel-
le Anforderungen an die Fehler-Residuen-U¨bertragungsmatrix Grf (s) zu
stellen. Daraus ergibt sich eine vergro¨ßerte Anzahl von Entwurfsfreiheits-
graden.
Kernu¨berlegung des Verfahrens ist es, einen Beobachtereigenwert λBij
nicht mehr ausschließlich als Pol an die i-te Spalte der U¨bertragungsmatrix
Grf (s) zu binden, sondern ihn auch in allen Spalten l mit l > i zuzulassen.
4.10 Partielle Fehlerisolation 175
Mithilfe der Parametervektoren und der Bedingung (4.97) la¨sst sich dies
einfach realisieren, indem der entsprechende Parametervektor als
pTpfi,ij =
(
φTi +
nf∑
l=i+1
kd,ijlφ
T
l
)
G−1yf
(
λBij
)
= pTffi,ij +
nf∑
l=i+1
kd,ijl φ
T
l G
−1
yf
(
λBij
)
︸ ︷︷ ︸
pTc,ijl
(4.98)
gewa¨hlt wird. Dabei werden die Skalare kd,ijl als dynamische Kopplungs-
zahlen bezeichnet, da sie die Eigenstruktur von A−LC gema¨ß
Grf (s) =

 g1,1(s) · · · g1,i(s) g1,i+1(s) · · · g1,nf (s)... ... ... ...
gnf ,1(s) · · · gnf ,i(s) gnf ,i+1(s) · · · gnf ,nf (s)


kd,iji+1 kd,ijl
kd,ijnfλBij
dahingehend vera¨ndern, dass der j-te Pol des i-ten Diagonalelementes auch
in der l-ten Spalte von Grf (s) auftaucht.
Sie stellen gegenu¨ber der vollsta¨ndigen Fehlerisolation zusa¨tzliche Ent-
wurfsfreiheitsgrade dar. Die Anzahl der dynamischen Kopplungszahlen
wird mit nkd bezeichnet, sie ergibt sich aus
nkd =
nf−1∑
i=1
nf∑
l=i+1
δi =
nf−1∑
i=1
δi (nf − i) . (4.99)
Fasst man die dynamischen Kopplungszahlen im Vektor kd ∈ Rnkd zu-
sammen und berechnet alle Parametervektoren nach (4.98), so ergibt sich
fu¨r die Parametervektormatrix
Ppfi (kd) = Pffi +
nf−1∑
i=1
nf∑
l=i+1
δi∑
j=1
kd,ijlPc,ijl
= Pffi +
nkd∑
ν=1
kd,νPc,ν .
(4.100)
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Dabei entha¨lt die Matrix Pc,ijl außer in der
(
j +
∑i−1
m=1 δm
)
-ten Zeile nur
Nullzeilen, das heißt
Pc,ijl =


0T
...
0T
pTc,ijl
0T
...
0T


.
Im Sinne einer kompakten Notation werden im Weiteren die Laufindizes i,
j und l durch einen einzelnen Index ν = 1, . . . ,nkd ersetzt. Die zugeho¨rigen
Linkseigenvektoren werden entsprechend (4.95c) mittels
wTB,pfi,ij (kd) = p
T
pfi,ij (kd) ·C
(
λBijIn −A
)−1
(4.101)
= wTB,ffi,ij +
nf∑
l=i+1
kd,ijl · pTc,ijlC
(
λBijIn −A
)−1︸ ︷︷ ︸
wTBc,ijl
berechnet.
Die verbleibenden n − δ Beobachtereigenwerte werden gegenu¨ber
der vollsta¨ndigen Fehlerisolation unvera¨ndert nichtsteuerbar gemacht,
indem sie gema¨ß (4.95d) gewa¨hlt werden. Dies ist fu¨r eine teil-
weise Fehlerisolation wie bereits ero¨rtert nicht notwendig, da hier
grundsa¨tzlich ebenso schwa¨chere Anforderungen gelten wie fu¨r die teilwei-
se Fu¨hrungsentkopplung [45, 80, 138, 139, 156, 158]. Prinzipiell la¨sst sich
fu¨r eine invariante Nullstelle η ein zusa¨tzlicher Pole in der letzten Spalte
von Grf (s) vorgeben, ohne dass die Dreiecksstruktur verloren geht, wenn
in der nichttrivialen Lo¨sung von[
ηIn −A Ea
−C Es
]
·
[
zx
zf
]
= 0
das nf -te Element von zf ungleich 0 ist. Dies ergibt sich unmittelbar
als duales Resultat aus den Betrachtungen in [140, Abschnitt 3.3]. Den-
noch werden invariante Nullstellen im Rahmen dieser Arbeit wie bei
der vollsta¨ndigen Fehlerisolation kompensiert. Hintergrund ist, dass da-
durch im weiteren Verlauf der Arbeit (s. Abschnitt 5.5) der Vergleich von
vollsta¨ndiger und teilweiser Fehlerisolation hinsichtlich der Robustheit der
Residuengenerierung mo¨glich wird.
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Aus den Linkseigenvektoren wTB,pfi,ij und w
T
B,pfi,k erha¨lt man fu¨r die
Linkseigenvektormatrix analog zu (4.100) die Beziehung
WB,pfi (kd) =WB,ffi +
nf−1∑
i=1
nf∑
l=i+1
δi∑
j=1
kd,ijlWBc,ijl
=WB,ffi +
nkd∑
ν=1
kd,νWBc,ν .
(4.102)
Dabei sind ebenso wie in Pc,ν alle Zeilen von WBc,ν bis auf die(
j +
∑i−1
m=1 δm
)
-te Zeile Nullzeilen. Die Beobachtermatrix zur teilweisen
Fehlerisolation la¨sst sich damit entsprechend der Definition der Parame-
tervektoren in (4.18) schreiben als
Lpfi (kd) =W
−1
B,pfi (kd) ·Ppfi (kd) .
Daru¨ber hinaus ist zur Erfu¨llung von (4.93) fu¨r die stationa¨re
Versta¨rkung zwischen Fehlern und Residuen eine Struktur der Form
Grf (s = 0) =


z˜1 ks,12 · · · ks,1nf
0 z˜2
. . .
...
...
. . .
. . . ks,nf−1nf
0 · · · 0 z˜nf

 = Spfi (ks)
hinreichend. Gegenu¨ber der vollsta¨ndigen Fehlerisolation, bei der im sta-
tiona¨ren Fall Grf (s = 0) = Sffi = diag
(
z˜1, . . . ,z˜nf
)
gelten muss, ergeben
sich folglich durch die eingefu¨hrten statischen Kopplungszahlen ks,ij weite-
re Freiheitsgrade. Diese werden zum Vektor ks ∈ Rnks zusammengefasst.
Dabei bewirkt ks,ij 6= 0, dass der j-te Fehler im stationa¨ren Fall das i-te
Residuum beeinflusst. Im Sinne einer kompakten Notation werden dazu
Matrizen Sc,ij eingefu¨hrt. Die Elemente dieser Matrizen sind u¨berall 0,
bis auf den Eintrag in der i-ten Zeile und der j-ten Spalte. Das entspre-
chende Element ist 1. Damit la¨sst sich
Grf (s = 0) = Sffi +
nf−1∑
i=1
nf∑
j=i+1
ks,ijSc,ij
= Sffi +
nks∑
µ=1
ks,µSc,µ = Spfi(ks)
(4.103)
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schreiben. In dieser Darstellung wird ebenfalls auf einen einzelnen Laufin-
dex µ = 1, . . . ,nks zuru¨ckgegriffen, wobei nks die Gesamtanzahl der sta-
tischen Kopplungszahlen beschreibt. Mithilfe der Gauß’schen Summenfor-
mel [21, Abschnitt 1.2.4], das heißt
∑n
k=1 k = 0,5n(n + 1), berechnet sie
sich zu
nks =
nf−1∑
i=1
nf∑
j=i+1
1 =
nf−1∑
i=1
(nf − i) =
nf−1∑
i=1
nf −
nf−1∑
i=1
i
= nf (nf − 1)− (nf − 1)nf
2
=
nf (nf − 1)
2
.
A¨hnlich wie in Satz 4.12 erha¨lt man die Nachfiltermatrix Vpfi mittels
Vpfi (kd,ks) = −Spfi (ks) · . . .
·
(
C (A−Lpfi (kd)C)−1 (Ea −Lpfi (kd)Es)−Es︸ ︷︷ ︸
Θpfi(kd)
)−1
.(4.104)
Beachtenswert ist, dass Vpfi wie im Falle der vollsta¨ndigen Fehlerisolation
in Abschnitt 4.5.2 lediglich anhand der stationa¨ren Betrachtung s = 0
entworfen wird. Wie der folgende Satz zeigt, ergibt sich daraus die in
(4.93) geforderte Dreiecksstruktur von Grf (s) fu¨r alle s ∈ C.
Satz 4.13 (PFIO-Entwurf mittels Vollsta¨ndiger Modaler Synthese). Ge-
geben sei ein System der Form
x˙ = Ax+Bu+Eaf ,
y = Cx+Du+Esf ,
welches die Annahmen 4.18–4.21 erfu¨llt. Weiterhin sei durch (Lffi,Vffi)
ein FFIO gema¨ß Satz 4.12 parametriert. Wird die Beobachtermatrix Lpfi
mittels
Lpfi = −W−1B,pfiPpfi,
pTpfi,ij = p
T
ffi,ij +
nf∑
l=i+1
kd,ijlp
T
c,ijl, i = 1, . . . ,nf , j = 1, . . . ,δi,
wTB,pfi,ij = w
T
B,ffi,ij +
nf∑
l=i+1
kd,ijlw
T
Bc,ijl,[
wTB,pfi,k p
T
pfi,k
]
= ⊥(Π (λBk)) =
⊥Πk, k = δ + 1, . . . ,n
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mit einem beliebigen Vektor kd ∈ Rnkd berechnet und ist die Nachfilter-
matrix durch
Vpfi = −Spfi ·
(
C (A− LpfiC)−1 (Ea −LpfiEs)−Es
)−1
mit einem beliebigen Vektor ks ∈ Rnks und der daraus folgenden oberen
Dreiecksmatrix Spfi(ks) ∈ Rnf×nf gegeben, so weist die sich ergebende
U¨bertragungsmatrix Grf (s) beim Einsatz eines FIOs der Form
˙ˆx = Axˆ+Bu+Lpfi (y −Cxˆ−Du) ,
r = Vpfi (y −Cxˆ−Du)
eine obere Dreiecksstruktur fu¨r alle s ∈ C auf. Die Diagonalelemente
a¨ndern sich gegenu¨ber der vollsta¨ndigen Fehlerisolation (vgl. Satz 4.12)
nicht.
Beweis. Zuna¨chst wird die erste Spalte von Grf (s) betrachtet. Da in
(4.98) die Beziehung l > i gilt, werden der ersten Spalte ausschließlich
die Eigenwerte λB1j mit j = 1, . . . ,nf zugewiesen. Diesbezu¨glich a¨ndert
sich also beim U¨bergang zur teilweisen Fehlerisolation nichts. Dementspre-
chend ergibt sich mit der gleichen Argumentation wie in Abschnitt 4.5.2,
dass
g1,1(s) =
z˜1 ·
∏δ1
j=1
(−λB1j)
(s− λB11) · . . . · (s− λB1δ1 )
,
gj,1(s) = 0, j = 2, . . . ,nf
gilt. Dies impliziert aufgrund des dyadischen Produktes in (4.15) auf Sei-
te 86, dass (4.16a) erfu¨llt ist. Es ist also
V CvB,pfi,1j = αij ·φ1, αij 6= 0. (4.105)
Zwar werden durch die dynamischen Kopplungszahlen kd,1jl die Eigen-
werte λB1j auch fu¨r alle Spalten l mit l > 1 vorgegeben. Aus (4.105) geht
jedoch hervor, dass die Eigenwerte λB1j nur in der ersten Zeile von Grf (s)
auftreten. Somit gelten fu¨r die Elemente der zweiten Spalte von Grf (s)
die Gleichungen
g1,2(s) =
z1,2(s)
(s− λB11) · . . . · (s− λB1δ1 ) · (s− λB21) · . . . · (s− λB2δ2 )
,
g2,2(s) =
z˜2 ·
∏δ2
j=1
(−λB2j )
(s− λB21) · . . . · (s− λB2δ2 )
,
gj,2(s) = 0, j = 3, . . . ,nf .
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Aus obigen U¨berlegungen ergibt sich rekursiv, dass die Diagonalelemente
von Grf (s) denen der vollsta¨ndigen Fehlerisolation, also (4.96) entspre-
chen. Weiterhin gilt fu¨r alle Elemente unterhalb der Diagonalen, das heißt
mit i > j, die Beziehung gi,j(s) = 0.
Die Anwendung von Satz 4.13 entspricht weitgehend dem Entwurf eines
FFIOs mittels Vollsta¨ndiger Modaler Synthese. Fu¨r das bereits mehrfach
herangezogene akademisch Beispielsystem
A =

−10 −16 −206 14 24
− 2 − 8 −16

 , Ea =

 0 80,5 −20
0 16

 ,
C =
[
3 2 1
− 9 0 5
]
, Es = 0
wird wie bei der vollsta¨ndigen Fehlerisolation im Beispiel auf Seite 93 die
invariante Nullstelle η = −18 berechnet und es werden die Beobachter-
eigenwerte λB1,1 = −3 und λB2,1 = −5 vorgegeben. Im Beispiel gibt es
lediglich eine dynamische Kopplungszahl kd,112, welche den einzigen Pol
des ersten U¨bertragungskanals in den zweiten U¨bertragungskanal koppelt.
Wa¨hlt man diesen Entwurfsparameter als kd,112 = 5, so erha¨lt man fu¨r
den entsprechenden Parameter- beziehungsweise Linkseigenvektor
pTpfi,11 = p
T
ffi,11 + kd,112 ·φT2 ·G−1yf (λB1,1)
=
[−1,8 −0,4]+ 5 [0 1] [−1,8 −0,4−1,3 −0,275
]
=
[−8,3 −1,775] ,
wTpfi,11 = w
T
ffi,11 + kd,112 ·φT2 ·G−1yf (λB1,1) ·C ·
(
λB1,1I3 −A
)−1
=
[
0,8667 2 2,0667
]
+ . . .
+ 5
[
0 1
][−1,8 −0,4
−1,3 −0,275
][
3 2 1
−9 0 5
]9,6667 16 14,6667−10 −17 −16
4,6667 8 7,6667


=
[−0,425 2 3,025] .
Die weiteren Parameter- und Linkseigenvektoren bleiben gegenu¨ber der
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vollsta¨ndigen Fehlerisolation unvera¨ndert und es ergibt sich
Lpfi = −W−1B,pfi ·Ppfi = −

−0,425 2 3,025−0,125 0 0,125
−2 0 1

−1 ·

−8,3 −1,775−0,5 −0,125
−12 −6


=

−8 −58,5 5,875
−4 −4

 .
Weiterhin berechnet man mit dieser Beobachtermatrix
Θpfi = C (A− LpfiC)−1 (Ea − LpfiEs)−Es =
[
−13 −23
0 −85
]
.
Da das System nf = 2 Fehler aufweist, verbleibt die Wahl der Kopplungs-
zahl ks,12, welche hier zu ks,12 = −3 gesetzt wird. Daraus ergibt sich die
Nachfiltermatrix
Vpfi = −SpfiΘ−1pfi = −
[
1 −3
0 1
]
·
[
−13 −23
0 −85
]−1
=
[−3 −3,125
0 0,625
]
.
Aus der Parametrierung (Lpfi,Vpfi) ergibt sich die U¨bertragungsmatrix
Grf (s) =
[
3
s+3
−25(s+1,8)
(s+3)(s+5)
0 5s+5
]
,
welche die gewu¨nschte obere Dreiecksstruktur aufweist. Daru¨ber hinaus
ist die Stabilita¨t des PFIOs sichergestellt.
Anzumerken ist, dass sich die Methode auch fu¨r die teilweise Fehlerisola-
tion in nichtquadratischen Systemen erweitern la¨sst. Dann stehen a¨hnlich
wie in Abschnitt 4.9 gegenu¨ber dem in Satz 4.13 beschriebenen Entwurf
fu¨r quadratische Systeme zusa¨tzliche Freiheitsgrade zur Verfu¨gung.
4.10.3 Beispiel Verladebru¨cke
Zur weiteren Veranschaulichung der partiellen Fehlerisolation wird erneut
die Verladebru¨cke betrachtet, welche bereits bei der Fehlerisolation fu¨r
nicht minimalphasige Systeme in Abschnitt 4.8.4 untersucht wurde.
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Fu¨r die partielle Fehlerisolation wird ein anderes Fehlerszenario betrach-
tet. Der Aktorfehler f2, der einen Fehler im Stellsignal beschreibt, bleibt
erhalten. Er stellt einen Fehler in der auf die Katze ausgeu¨bten Kraft
dar. Anstelle des Sensorfehlers wird hier nun als Fehler f1 ein zweiter, auf
die Streckendynamik wirkender Fehler angenommen. Dabei handelt es sich
um eine horizontale, an der Lastmasse angreifende Kraft. Diese kann unter
anderem durch eine Kollision der Lastmasse mit einem Hindernis hervor-
gerufen werden. Die Fehlereingangsmatrizen lauten fu¨r dieses Szenario
Ea =


0 0
0 5,89
0 0
−0,10 5,89

 , Es = 0.
Das System erfu¨llt die Annahmen 4.18 bis 4.20 und fu¨r die Fehlerindi-
zes gilt δ1 = δ2 = 2. Gegenu¨ber der vollsta¨ndigen Fehlerisolation ko¨nnen
somit die beiden dem ersten Fehler zugeordneten Beobachtereigenwerte
λB11 und λB12 zusa¨tzlich in die zweite Spalte von Grf (s) gekoppelt wer-
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Abbildung 4.19: Sprungantwort von Grf (s) bei teilweiser Fehlerisolation an
der Verladebru¨cke
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den. Dies geschieht gema¨ß (4.98) durch die dynamischen Kopplungszahlen
kd,112 und kd,122. U¨berdies kann nach (4.103) durch die statische Kopp-
lungszahl ks,12 die stationa¨re Versta¨rkung des oberen rechten Elements
von Grf (s) eingestellt werden.
Fu¨r eine schnelle Fehlererkennung werden die Beobachtereigenwerte im
Beispiel zu λB11 = −4, λB12 = −5, λB21 = −9 und λB22 = −10 gewa¨hlt.
Die stationa¨re Versta¨rkung der Diagonalelemente von Grf (s) wird je-
weils mit 1 vorgegeben und die Kopplungszahlen werden mit kd,112 = 2,
kd,122 = −1 und ks,12 = 2 angesetzt. Da an dieser Stelle noch kein Optimie-
rungskriterium formuliert wurde, ist diese Wahl willku¨rlich. Das Beispiel
dient lediglich der Demonstration der Einhaltung der strukturellen Be-
schra¨nkungen bezu¨glich der Fehler-Residuen-U¨bertragungsmatrix. Es wird
im Abschnitt zur Robustheitssteigerung bei partieller Fehlerisolation (Ab-
schnitt 5.5) erneut aufgegriffen. Die resultierende Beobachterparametrie-
rung (Lpfi,Vpfi) ist in Anhang C.1.7 angegeben. Abbildung 4.19 zeigt die
Sprungantwort von Grf (s). Offensichtlich wird das zweite Residuum aus-
schließlich vom Fehler f2 beeinflusst, das Residuum r1 jedoch von beiden
Fehlern.
4.10.4 Fazit
Die Vollsta¨ndige Modale Synthese erlaubt es in einfacher Art und Weise,
die durch die strukturell schwa¨cheren Anforderungen der teilweisen Feh-
lerisolation auftretenden Freiheitsgrade zu charakterisieren. Sowohl fu¨r die
Beobachtermatrix Lpfi als auch die Nachfiltermatrix Vpfi ergeben sich ge-
genu¨ber der vollsta¨ndigen Fehlerisolation Freiheiten, die im weiteren Ver-
lauf der Arbeit zur Robustheitssteigerung genutzt werden.
4.11 Zusammenfassung des Kapitels
Der beobachterbasierte Ansatz zur Fehlerisolation stellt ein intuitives Kon-
zept dar, da er auf der Diskrepanz von gemessenen und gescha¨tzten Sys-
temausga¨ngen beruht. Auf Basis der Dualita¨t zwischen Fehlerisolations-
beobachtern fu¨r nominale Systeme und linearen Entkopplungsreglern la¨sst
sich der Entwurf fu¨r eine große Klasse linearer Systeme durchfu¨hren. Mit
dem dualen Verfahren zum Entkopplungsreglerentwurf nach Falb und Wo-
lovich und der Vollsta¨ndigen Modalen Synthese sind zwei Ansa¨tze gegeben,
die einen geschlossenen, analytischen Entwurf liefern. Wa¨hrend die erstge-
nannte Methode einer intuitiven Entwurfsidee im Zeitbereich folgt, bietet
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letztere einen genaueren Einblick in die interne Struktur des Systems be-
ziehungsweise des Beobachters.
Darauf aufbauend erlaubt die Vollsta¨ndige Modale Synthese die Erwei-
terung bestehender Resultate sowohl auf statisch nicht isolierbare als auch
auf nicht minimalphasige Systeme, wobei die beno¨tigten dynamischen Er-
weiterungen durch dynamisch erweiterte Fehlerisolationsbeobachter reali-
siert werden ko¨nnen. Somit wurde eine Erweiterung der Klasse handhab-
barer Systeme erreicht.
Durch eine Erweiterung der Dynamik der Diagonalelemente von Grf (s)
lassen sich zusa¨tzliche Entwurfsfreiheitsgrade gewinnen, die mit beiden
vorgestellten Entwurfsverfahren beschrieben werden ko¨nnen. Die Metho-
de basierend auf dem Ansatz von Falb und Wolovich verkompliziert sich
jedoch im Allgemeinen, da der Entwurf fu¨r das duale Regelungsproblem
im Frequenzbereich durchgefu¨hrt wird. Die Vollsta¨ndige Modale Synthe-
se la¨sst sich hingegen ohne strukturelle A¨nderungen zur Parametrierung
dynamisch erweiterter Fehlerisolationsbeobachter heranziehen.
In nichtquadratischen Systemen mit zusa¨tzlichen Messgro¨ßen ergeben
sich ebenfalls zusa¨tzliche Entwurfsfreiheitsgrade. Diese lassen sich mit bei-
den Verfahren auf unterschiedliche Art und Weise charakterisieren. Der auf
dem Ansatz von Falb und Wolovich basierende Entwurf konzentriert die
zusa¨tzlichen Freiheitsgrade auf frei wa¨hlbare Matrizen. Die Vollsta¨ndige
Modale Synthese liefert demgegenu¨ber eine anschaulichere Interpretation
der Freiheitsgrade. Wie sich in Kapitel 5 zeigt lassen sich die Vorteile der
beiden Methoden je nach betrachtetem Robustheitsaspekt gezielt auszu-
nutzen.
Eine weitere Mo¨glichkeit, Entwurfsfreiheitsgrade zu generieren, besteht
in der Abschwa¨chung der strukturellen Anforderungen. Dies ist Gegen-
stand der teilweisen Fehlerisolation, fu¨r die sich die Vollsta¨ndige Modale
Synthese in geradliniger Art und Weise erweitern la¨sst.
Zusammenfassend stellen die vorgestellten Entwurfsverfahren fu¨r Feh-
lerisolationsbeobachter sehr flexible Methoden dar, die gegenu¨ber existie-
renden Ergebnissen vielfa¨ltig erweitert wurden. Festzuhalten ist jedoch
auch, dass fu¨r die unterschiedlichen Problemstellungen jeweils verschie-
dene Anpassungen der Entwurfsverfahren no¨tig sind und dass somit kein
einheitlicher Entwurf gegeben ist.
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Die Ergebnisse aus dem vorangegangenen Kapitel liefern Existenzbedin-
gungen und Entwurfsverfahren fu¨r sto¨rungsfreie Systeme mit exakt be-
kannter Systemdynamik. In der praktischen Anwendung ist jedoch stets
davon auszugehen, dass das betrachtete System Sto¨reinflu¨ssen und/oder
parametrischen Unsicherheiten unterliegt. Wie in Abschnitt 2.3 diskutiert
wirft diese Problematik die Frage nach der Robustheit der Residuengene-
rierung auf. Sinnvoll einsetzbar sind Fehlerisolationsbeobachter nur dann,
wenn sie trotz des Einflusses von Sto¨rungen und Unsicherheiten die we-
sentlichen Entwurfsziele (Isolation, Stabilita¨t, Detektionsgeschwindigkeit
und Sensitivita¨t) noch hinreichend gut erfu¨llen.
Gegenstand dieses Kapitels ist es daher, die in Kapitel 4 herausgearbei-
teten verbleibenden Freiheitsgrade im FIO-Entwurf dergestalt zu nutzen,
den Einfluss von Sto¨rungen und Unsicherheiten bestmo¨glich zu reduzieren.
In Erweiterung von (4.1) werden Systeme der Form
x˙ = (A0+∆A)x+ (B0+∆B)u+ (Ea,0+∆Ea)f + (Bd,0+∆Bd)d,
(5.1a)
y = (C0+∆C)x+ (D0+∆D)u+ (Es,0+∆Es) f + (Dd,0+∆Dd)d
(5.1b)
betrachtet. Die MatrizenA0,B0 usw. beschreiben die angenommene nomi-
nale Systemdynamik. Die Abweichungen ∆A, ∆B usw. stellen Abweichun-
gen dar, die verschiedenste Ursachen haben ko¨nnen. Neben nicht exakt
bekannten Systemparametern ko¨nnen sie durch Alterungseffekte hervor-
gerufen werden. Ergibt sich die lineare Systemdynamik durch die Lineari-
sierung eines nichtlinearen Systems um einen Arbeitspunkt, so ko¨nnen die
Abweichungen in den Systemmatrizen in (5.1) auch daher ru¨hren, dass sich
das System nicht exakt im Arbeitspunkt befindet. Die Abweichungen ∆A,
∆B usw. werden im Rahmen dieser Arbeit nicht als ga¨nzlich unbekannt
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angenommen, sondern es werden Kenntnisse u¨ber ihre Struktur voraus-
gesetzt. Auf die Auspra¨gung der Unsicherheiten wird in Abschnitt 5.4.4
na¨her eingegangen.
Zu betonen ist, dass an dieser Stelle die Abweichungen in den beschrei-
benden Matrizen als Unsicherheiten aufgefasst werden, deren Einfluss auf
die generierten Residuen zu unterdru¨cken ist. Wie in Abschnitt 2.1.1 be-
schrieben ko¨nnen derartige Abweichungen in den Systemmatrizen auch
als multiplikative Fehler verstanden werden, die es zu detektieren und iso-
lieren gilt. Auf welche der beiden Interpretationen zuru¨ckgegriffen wird,
ist jeweils von den konkreten Anforderungen an das Fehlerdiagnosesystem
abha¨ngig. Diese mu¨ssen in einem vorgelagerten Schritt definiert werden.
Die Sto¨rungen d beschreiben exogene Einflu¨sse auf das System. Als klas-
sisches Beispiel hierfu¨r ist Sensorrauschen zu nennen, auch die Dynamik-
gleichung (5.1a) kann jedoch von Sto¨rungen beeinflusst werden. Neben
exogenen Einflu¨ssen wie zum Beispiel Reibkra¨ften in mechanischen Sys-
temen kann der Term Bdd auch nicht beru¨cksichtigte Nichtlinearita¨ten
beschreiben. Oftmals lassen sich dabei die Sto¨reingangsmatrizen Bd und
Dd nicht ohne Weiteres exakt angeben. Dies ist unter anderem dann der
Fall, wenn durch die Sto¨rungen vernachla¨ssigte Nichtlinearita¨ten beschrie-
ben werden. Offensichtlich ist jedoch die Kenntnis der Matrizen fu¨r den
Entwurf von FIOs von elementarer Bedeutung. Da das Problem auch fu¨r
den Entwurf von Unknown Input Observers wesentlich ist, existieren zahl-
reiche Ergebnisse, die sich mit der Abscha¨tzung der Matrizen Bd und Dd
bescha¨ftigen [29, 63, 85, 172–174]. Die praktische Umsetzung der Ansa¨tze
ist unter anderem in [249, 250] dokumentiert. Im Rahmen dieser Arbeit
wird stets angenommen, dass die MatrizenBd undDd bekannt sind bezie-
hungsweise durch entsprechende Verfahren hinreichend genau abgescha¨tzt
wurden.
Die Ergebnisse dieses Kapitels fußen wie in Abbildung 5.1 dargestellt
auf den Resultaten des 4. Kapitels. Die Gliederung wird in Abschnitt 5.2
im Zuge der Diskussion der Beitra¨ge des Kapitels na¨her erla¨utert.
5.1 Stand der Technik
Wa¨hrend wie in Abschnitt 2.5 ero¨rtert im Bereich der robusten beob-
achterbasierten Fehlerdetektion zahlreiche Ergebnisse existieren, ist die
Robustheit von FIOs bisher nicht umfassend untersucht worden. Ne-
ben den fru¨hen Ansa¨tzen [42, 59] sind die LMI-basierten Methoden aus
[28, 114, 130] zu nennen. Wie in Abschnitt 4.2 beschrieben fu¨hren diese
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Abbildung 5.1: Aufbau des 5. Kapitels
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auf unterschiedlichen Wegen jeweils auf das gleiche LMI-Problem. Dabei
werden ausschließlich nichtquadratische Systeme mit ny > nf betrachtet,
die keinerlei unsichere Parameter aufweisen, sondern lediglich exogenen
Sto¨rungen unterliegen. Es wird also das Problem
minimiere
L,V
‖Grd(s)‖∞ , sodass
Grf (s) = diag
(
g1,1(s), . . . ,gnf ,nf (s)
)
gelo¨st. Dies wird damit begru¨ndet, dass sich parametrische Unsicherheiten
nach [58, 175] als exogene Sto¨rungen formulieren lassen. Betrachtet man
beispielsweise Unsicherheiten in der Matrix A mit einer normbegrenzten
Matrix ∆A, so la¨sst sich
x˙ = (A0+∆A)x = A0x+ In︸︷︷︸
Bd
· ∆A ·x︸ ︷︷ ︸
d
(5.2)
schreiben, solange ∆A die Stabilita¨t des Systems nicht beeintra¨chtigt. In
[31, 88, 175] werden weitere Arten von Unsicherheitsbeschreibungen in exo-
gene Sto¨rungen umformuliert. Bei dieser Methodik ist A = A0, B = B0
usw. und es la¨sst sich kompakt
x˙ = Ax+Bu+Eaf +Bdd,
y = Cx+Du+Esf +Ddd
betrachten. Die Robustheitsuntersuchung beziehungsweise -steigerung re-
duziert sich dann auf die Betrachtung der exogenen Sto¨rungen d.
Zwar vereinfacht die Ru¨ckfu¨hrung des Einflusses unsicherer Parameter
auf virtuelle exogene Sto¨rungen die Robustheitsbetrachtungen. Allerdings
ist offensichtlich, dass durch den Ansatz Bd = In, d = ∆Ax in (5.2)
strukturelles Wissen verloren geht beziehungsweise ungenutzt bleibt. Dies
ist insbesondere bei mechanischen Systemen der Fall, bei denen die Matrix
∆A oft spa¨rlich besetzt ist. Wie in [58, Abschnitt 8.2] angemerkt kann dies
zu konservativen Ergebnissen bei der Robustheitsoptimierung fu¨hren.
5.2 Beitra¨ge dieses Kapitels
Im Rahmen dieses Kapitels werden wie in Abbildung 5.1 dargestellt die
existierenden Ergebnisse im Bereich der robusten FIOs in wesentlichen
Punkten erweitert und verbessert. Dies umfasst
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1. Optimierung der Sto¨runterdru¨ckung in quadratischen Sys-
temen. Wa¨hrend in [28, 114, 130] ausschließlich nichtquadratische
Systeme behandelt werden, wird in dieser Arbeit gezeigt, wie sich
auch in quadratischen Systemen die Robustheit von FIOs steigern
la¨sst. Dazu erfolgt unter anderem die Formulierung als Standard-
Regelungsproblem unter Strukturbeschra¨nkungen (Abschnitt 5.3.1).
Diese wurde bisher lediglich fu¨r die Fehlerdetektion [35] vorgeschla-
gen, wobei keine Strukturbeschra¨nkungen zu beru¨cksichtigen sind.
Weiterhin wird auf Basis der Vollsta¨ndigen Modalen Synthese in Ab-
schnitt 5.3.2 ein Entwurfsverfahren entwickelt, bei dem sich aus der
Abschwa¨chung der strukturellen Anforderungen Freiheitsgrade zur
Robustheitsoptimierung ergeben. Außerdem wird ein Verfahren ent-
wickelt, bei dem durch die Erweiterung der Dynamik der Diagonal-
elemente eine verbesserte Unterdru¨ckung hochfrequenter Sto¨rungen
ermo¨glicht wird (Abschnitt 5.3.3).
2. Erweiterung der Resultate aus [28, 114, 130]. Die Optimie-
rung bezu¨glich exogener Sto¨rungen in nichtquadratischen Systemen
wird in Abschnitt 5.4.1 dahingehend erweitert, dass eine direkte
Beru¨cksichtigung von Sensorfehlern ohne dynamische Erweiterungen
[169] mo¨glich ist. Daru¨ber hinaus ko¨nnen Eigenwertbereiche fu¨r die
nichtsteuerbaren Beobachtereigenwerte vorgegeben werden.
3. Einbeziehung von zusa¨tzlichemWissen u¨ber die Sto¨rsignale.
Ein weiterer wesentlicher Beitrag ist in einem Entwurfsverfahren
zu sehen, welches es ermo¨glicht, zusa¨tzliches Wissen u¨ber relevan-
te Frequenzbereiche von Sto¨rungen einzubeziehen (Abschnitt 5.4.3).
Dies erlaubt es, gegenu¨ber existierenden Resultaten wesentlich
weniger konservative Ergebnisse und eine deutlich verbesserte
Sto¨runterdru¨ckung in der Fehlerisolation zu erreichen.
4. Explizite Beru¨cksichtigung unsicherer Parameter. In Ab-
schnitt 5.4.4 wird ein Verfahren vorgestellt, welches parametrische
Unsicherheiten direkt beru¨cksichtigt, ohne sie in der ga¨ngigen Art
und Weise in virtuelle exogene Sto¨rungen umzuwandeln. Da somit
die Kenntnis der Struktur der Matrizen ∆A, ∆B usw. ausgenutzt
wird, erlaubt dieses auf der Vollsta¨ndigen Modalen Synthese basie-
rende Verfahren weniger konservative Ergebnisse als existierende Re-
sultate.
5. Optimierung der Robustheit bei abgeschwa¨chten struk-
turellen Anforderungen. Ist lediglich eine teilweise Fehlerisola-
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tion gefordert, so lassen sich die in Abschnitt 4.10 erarbeiteten
zusa¨tzlichen Freiheitsgrade ebenfalls zur Robustheitssteigerung her-
anziehen. Dazu werden in Abschnitt 5.5 zwei unterschiedliche Ent-
wurfsverfahren vorgestellt.
Das Kapitel ist entsprechend des Aufbaus von Kapitel 4 gegliedert:
Zuna¨chst wird in Abschnitt 5.3 die Robustheit in quadratischen Syste-
men mit ny = nf betrachtet. Abschnitt 5.4 befasst sich mit der Ausnut-
zung zusa¨tzlicher Freiheitsgrade zur Robustheitssteigerung in nichtqua-
dratischen Systemen mit ny > nf . Die Optimierung der Robustheit bei
partieller Fehlerisolation wird in Abschnitt 5.5 behandelt.
5.3 Steigerung der Robustheit in
quadratischen Systemen
Durch die strukturelle Vorgabe einer diagonalen U¨bertragungsmatrix
Grf (s) steht in quadratischen Systemen mit ebenso vielen messbaren Aus-
gangsgro¨ßen wie potentiellen Fehlern (ny = nf ) nur eine sehr begrenzte
Anzahl von Freiheitsgraden zur Verfu¨gung. Aus Abschnitt 4.5 geht her-
vor, dass bei Vorgabe einer exakten Diagonalstruktur von Grf (s) sowie
der Festlegung der Diagonalelemente der FIO eindeutig bestimmt ist und
somit keinerlei Freiheitsgrade zur Verfu¨gung stehen.
In diesem Abschnitt werden drei Verfahren untersucht, mithilfe derer
sich dennoch die Robustheit von FIOs optimieren la¨sst. Grundgedanke in
Abschnitt 5.3.1 ist es, die Diagonalelemente von Grf (s) nicht fest vor-
zugeben, sondern deren Koeffizienten qi,j und zi,0 fu¨r die Robustheits-
steigerung zu nutzen. Eine andere Mo¨glichkeit zur Gewinnung von Frei-
heitsgraden fu¨r die Robustheitsoptimierung ist es, keine exakte Diagonal-
struktur von Grf (s) zu fordern, sondern nur eine na¨herungsweise dia-
gonalisierte U¨bertragungsmatrix. Dieser Ansatz wird in Abschnitt 5.3.2
verfolgt. Schließlich wird in Abschnitt 5.3.3 die Erweiterung der Dynamik
der Diagonalelemente (s. Abschnitt 4.6) zur Verbesserung der Robustheit
bezu¨glich hochfrequenter Sto¨rungen genutzt.
5.3.1 Optimierung durch Anpassung der
vorgegebenen Residuendynamik
In quadratischen Systemen verbleiben bei vollsta¨ndiger Fehlerisolation le-
diglich die Koeffizienten der Za¨hler- und Nennerpolynome der Diagonalele-
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mente gi,i(s) der U¨bertragungsmatrixGrf (s) als Freiheitsgrade. Diese las-
sen sich wie in Abschnitt 4.5 beschrieben zum Einstellen einer gewu¨nschten
Residuendynamik sowie der Fehlersensitivita¨t heranziehen. Aus den ent-
sprechenden Anforderungen ergibt sich jedoch kein exaktes Verfahren zur
Wahl der Koeffizienten qi,j und zi,0. Vielmehr lassen sich lediglich Berei-
che fu¨r die Parameter angeben. Eine gewu¨nschte Residuendynamik la¨sst
sich beispielsweise durch einen Bereich fu¨r die entsprechenden Beobach-
tereigenwerte darstellen – wie die Eigenwerte in diesem Bereich genau zu
wa¨hlen sind, ist zuna¨chst nicht klar.
Durch die Strukturbeschra¨nkungen in L (qi,j) und V (zi,0) ist die Dia-
gonalisierung vonGrf (s) fu¨r nominale Systemmatrizen sichergestellt.
1) Es
verleibt also, den Einfluss exogener Sto¨rungen d auf die Residuengenerie-
rung im Sinne der H∞-Norm zu minimieren. Dies la¨sst sich formal durch
minimiere
qi,j ,zi,0
γ, sodass (5.3a)
L (qi,j) =M (qi,j)D
∗−1, (5.3b)
V (zi,0) =N (zi,0)D
∗−1, (5.3c)
‖Grd(s)‖∞ < γ (5.3d)
beschreiben. Anzumerken ist, dass bei nominaler Systemdynamik der Be-
obachteransatz hinsichtlich der Wirkung der Stellgro¨ßen auf die Residuen
unmittelbar Gru(s) = 0 sicherstellt und sich der Einfluss von Fehlern und
Sto¨rungen auf die erzeugten Residuen aufgrund des Superpositionsprinzips
fu¨r lineare Systeme unabha¨ngig voneinander analysieren la¨sst. Analog zu
(4.4) wird die Wirkung der Sto¨rungen auf die Residuen, alsoGrd(s), durch
ξ˙ = (A−LC) ξ + (Bd −LDd)d, (5.4a)
r = V Cξ + V Ddd (5.4b)
beschrieben, wobei ξ = x − xˆ die Differenz zwischen Strecken- und
Beobachterzustand ist. Aufgrund der Isolationseigenschaft des durch
(L (qi,j) ,V (zi,0)) parametrierten FIOs sind die Beobachtermatrizen
strukturell beschra¨nkt. Daraus ergibt sich, dass das Optimierungsproblem
(5.3) nichtkonvex ist.
1)Die Schreibweise qi,j , zi,0 deutet an, dass die freien Koeffizienten qi,j und zi,0 in
Vektoren zusammengefasst werden.
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P
K
w z
y˜u˜
Abbildung 5.2: Blockschaltbild des Standard-Regelungsproblems
Die in Auszu¨gen bereits in [241] vero¨ffentlichte Grundidee zur Lo¨sung
ist es, das Problem (5.3) umzuformulieren und es als ein sogenanntes
Standard-Regelungsproblem darzustellen. Zwar wird auch in [35] ein Feh-
lerdiagnoseproblem auf ein Standard-Regelungsproblem zuru¨ckgefu¨hrt, al-
lerdings wird dort lediglich der einfachere Fall der Fehlerdetektion betrach-
tet, bei dem die Beobachtermatrix keinerlei strukturellen Beschra¨nkungen
unterliegt.
Im Framework des Standard-Regelungsproblems wird eine verallgemei-
nerte Strecke P betrachtet, welche mit einem verallgemeinerten Regler K
geregelt wird. Auf P wirken exogene Eingangssignale w und vom Reg-
ler K generierte Eingangsgro¨ßen u˜. Diese werden von K auf Grundlage
der messbaren Ausgangssignale y˜ erzeugt, weiterhin existieren sogenannte
Performance-Ausga¨nge z der verallgemeinerten Strecke. In Abbildung 5.2
ist die allgemeine Struktur dargestellt. Zahlreiche regelungstechnische Pro-
bleme lassen sich in dieser Weise darstellen (s. zum Beispiel [206]) und
es stehen verschiedene ausgereifte Solver-Toolboxen (zum Beispiel Hifoo
[91], Hinfstruct [9] oder Systune [8]) zur Verfu¨gung, um Performance-
Maße (zum Beispiel ‖Gzw(s)‖∞) im Standard-Regelungsproblem zu op-
timieren. Im Weiteren wird eine Darstellung von (5.3) hergeleitet, die es
erlaubt, solche Standard-Tools auf die spezielle Problemstellung des Ent-
wurfs eines robusten FIOs anzuwenden.
Daru¨ber hinaus ist ein weiterer wesentlicher Vorteil des Verfahrens zu
nennen. Wie bei allen Polvorgabeverfahren stellt sich auch bei den in Ka-
pitel 4 vorgestellten FIO-Entwu¨rfen die Frage, wie die Pole zu platzieren
sind. Meist sind die Anforderungen an das Regelungs- beziehungsweise
Diagnosesystem zum Beispiel in Ausregelzeiten oder U¨berschwingweiten
formuliert, die nicht in geradliniger Art und Weise mit der Lage der Pole
verknu¨pft sind. Wesentlich intuitiver als die exakte Platzierung der Pole ist
die Vorgabe von Polbereichen, die ein gewu¨nschtes dynamisches Verhalten
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gewa¨hrleisten [38, 122, 181]. Mit dem in diesem Abschnitt erarbeiteten
Verfahren ist es mo¨glich, einen solchen Bereich durch eine obere Schranke
fu¨r die Realteile der Beobachtereigenwerte vorzugeben, anstatt die Pole
exakt zu platzieren.
Im Allgemeinen la¨sst sich das Standard-Regelungsproblem mit stati-
scher Ausgangsru¨ckfu¨hrung in Zustandsraumdarstellung schreiben als
minimiere
K˜
‖Gzw(s)‖∞ mit (5.5a)
P :


˙˜x = A˜x˜+ B˜1w + B˜2u˜,
z = C˜1x˜+ D˜11w + D˜12u˜,
y˜ = C˜2x˜+ D˜21w + D˜22u˜,
(5.5b)
K : u˜ = K˜y˜. (5.5c)
Fu¨r den FIO-Entwurf wird x˜ = ξ = x− xˆ angesetzt und exogene Sto¨-
rungen werden als verallgemeinerte Eingangsgro¨ße w = d aufgefasst. Der
Performance-Ausgang ist gleichbedeutend mit dem generierten Residuen-
vektor, also ist z = r. Definiert man die Differenz zwischen gemessenem
und gescha¨tztem Ausgangsvektor, y˜ = y − yˆ, als messbares Signal, so
kann (5.4) bezu¨glich des Ein-/Ausgangsverhaltens a¨quivalent in der Form
(5.5b), (5.5c) mit
A˜ = A, B˜1 = Bd, B˜2 =
[
0 −In
]
, (5.6a)
C˜1 = 0, D˜11 = 0, D˜12 =
[
Inf 0
]
, (5.6b)
C˜2 = C, D˜21 =Dd, D˜22 = 0 (5.6c)
geschrieben werden, wenn der verallgemeinerte Regler angesetzt wird als
K˜ =
[
V (zi,0)
L (qi,j)
]
.
In obiger Form sind die strukturellen Beschra¨nkungen in L (qi,j) und
V (zi,0) noch nicht offensichtlich. In den verfu¨gbaren Standard-Solvern
zur Optimierung von Performancemaßen in Standard-Regelungsproblemen
werden strukturelle Beschra¨nkungen meist durch Nullelemente im verall-
gemeinerten Regler realisiert. Eine solche Darstellung la¨sst sich auch fu¨r
den robusten FIO-Entwurf erreichen. Zuna¨chst wird die Matrix M (qi,j)
aus Satz 4.1 auf Seite 82 aufgeteilt in
M (qi,j) =Mα +MβQL (qi,j) .
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Die MatrizenMα ∈ Rn×nf und Mβ ∈ Rn×δ sind dabei gegeben durch
Mα =
[
Aδ1ea1 · · · Aδnf eanf
]
,
Mβ =
[
Aδ1−1ea1 A
δ1−2ea1 · · · Aea1 ea1 Aδ2−1ea2 · · · eanf
]
.
Sie ha¨ngen also ausdru¨cklich nicht von den zu wa¨hlenden Koeffizienten
qi,j ab, sondern sind ausschließlich durch die Strecke selbst bestimmt. Im
Gegensatz dazu entha¨lt die Matrix QL (qi,j) ∈ Rδ×nf nur Nullelemente
oder freie Koeffizienten, sie lautet
QL (qi,j) =


q1,δ1−1 0 · · · · · · · · · 0
...
...
...
q1,0 0 · · · · · · · · · 0
0 q2,δ2−1 0 · · · · · · 0
...
...
...
...
0 q2,0 0 · · · · · · 0
. . .
0 · · · · · · · · · 0 qnf ,δnf−1
...
...
...
0 · · · · · · · · · 0 qnf ,0


.
Ebenso wird die Nachfiltermatrix V (zi,0) zerlegt in
V (zi,0) = QV (zi,0)D
∗−1 = diag
(
z1,0, . . . ,znf ,0
)
D∗
−1.
Im Folgenden wird aus Gru¨nden einer kompakten NotationQL = QL (qi,j)
und QV = QV (zi,0) ∈ Rnf×ny geschrieben. Setzt man nun die partitio-
nierte Beobachtermatrix L = (Mα +MβQL)D
∗−1 in die Beobachterfeh-
lerdynamik (5.4a) ein, so ergibt sich
ξ˙ =
(
A−MαD∗−1C
)
ξ−MβQLD∗−1 (y−yˆ)+
(
Bd−MαD∗−1Dd
)
d.
Der erste Schlu¨sselgedanke ist es nun, den Term MαD
∗−1, welcher im
realen System Teil der Beobachterdynamik ist, der verallgemeinerten Stre-
cke zuzuschlagen. Daraus ergibt sich als neue Parametrierung P
′
mit
A˜
′
= A−MαD∗−1C, B˜
′
1 = Bd −MαD∗−1Dd, B˜
′
2 =
[
0 −In
]
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P :


˙˜x = A˜x˜+ B˜1w + B˜2u˜
z = C˜1x˜+ D˜11w + D˜12u˜
y˜ = C˜2x˜+ D˜21w + D˜22u˜
K : u˜ =
[
QV (zi,0)D
∗−1
(Mα +MβQL (qi,j))D
∗−1
]
y˜
w z
y˜u˜
MαD
∗−1, Mβ
D∗−1
Abbildung 5.3: Zur Umformulierung des robusten FIO-Problems als Stan-
dard-Regelungsproblem durch den U¨bergang von P, K auf P
′′
, K
′′
und dem zugeho¨rigen verallgemeinerten Regler
K˜
′
=
[
QVD
∗−1
MβQLD
∗−1
]
.
Im na¨chsten Schritt wird die MatrixMβ ebenfalls in die virtuelle, verallge-
meinerte Strecke verschoben und der TermD∗−1 als virtuelle Modifikation
der Messung aufgefasst. Abbildung 5.3 fasst die Schritte grafisch zusam-
men.
Als Resultat der erla¨uterten Modifikationen von verallgemeinerter Stre-
cke und verallgemeinertem Regler ergibt sich die Darstellung
P
′′
:


A˜
′′
= A−MαD∗−1C,
B˜
′′
1 = Bd −MαD∗−1Dd, B˜
′′
2 =
[
0 −Mβ
]
,
C˜
′′
1 = 0, D˜
′′
11 = 0, D˜
′′
12 =
[
Inf 0
]
,
C˜
′′
2 =D
∗−1C, D˜
′′
21 =D
∗−1Dd, D˜
′′
22 = 0,
(5.7a)
K
′′
: K˜
′′
=
[
QV (zi,0)
QL(qi,j)
]
. (5.7b)
Diese liefert eine zu (5.5b), (5.5c) und (5.6) beziehungsweise (5.4)
a¨quivalente Formulierung des U¨bertragungsverhaltens Gzw(s) = Grd(s).
196 5 Optimierung der Robustheit von Fehlerisolationsbeobachtern
Sie weist dabei den großen Vorteil auf, dass der verallgemeinerte Regler
K˜
′′
in (5.7) ausschließlich freie Koeffizienten oder Nullelemente entha¨lt.
In dieser Standardform lassen sich nun generische Solver wie Hifoo [91],
Hinfstruct [9] oder Systune [8] anwenden, um das Optimierungspro-
blem
minimiere
qi,j ,zi,0
γ, sodass (5.8a)
‖Gzw(s)‖∞ < γ, (5.7) (5.8b)
zu lo¨sen.
Zu beachten ist dabei, dass die Optimierung zu sehr kleinen Wer-
ten fu¨r die Za¨hlerkoeffizienten zi,0 fu¨hren kann, da die Fehlersensiti-
vita¨t in (5.8) nicht beru¨cksichtigt wird. Um diesem Problem zu begeg-
nen la¨sst sich fu¨r die einzelnen Kana¨le eine statische Versta¨rkung, das
heißt gi,i(s = 0) = ks,i, vorgeben, indem zi,0 = ks,iqi,0 gefordert wird. Da-
durch wird eine ausreichende Fehlersensitivita¨t bei niedrigen Frequenzen
gewa¨hrleistet. Zu diesem Zweck werden die Matrizen
Φ =


ks,1φ˜
T
1
...
ks,nf φ˜
T
nf

 , Υ = [Φ
Iδ
]
eingefu¨hrt, wobei φ˜Ti = [0 · · · 0 1 0 · · · 0] ein Einheitsvektor ist, welcher
in der
∑i
k=1 δk-ten Spalte das Element 1 entha¨lt.
2) Damit la¨sst sich der
verallgemeinerte Regler erneut umschreiben zu K˜
′′
= ΥQL. Entsprechend
dem bisherigen Vorgehen kann nun die MatrixΥ wiederum als ein Teil der
verallgemeinerten Strecke aufgefasst werden, was zu den Matrizen
B˜
′′′
2 =
[
0 −Mβ
]
Υ, D˜
′′′
12 =
[
Inf 0
]
Υ, K˜
′′′
= QL
fu¨hrt. Fu¨r den Entwurf verleiben somit nur noch die Nennerkoeffizienten
von gi,i(s) als Freiheitsgrade. Zusammenfassend gilt demnach
Satz 5.1 (Entwurf robuster FIOs durch Lo¨sung eines strukturbe-
schra¨nkten Standard-Regelungsproblems). Das Optimierungsproblem
minimiere
qi,j , zi,0
γ, sodass
‖Grd‖∞ < γ,
Grf (s) = diag
(
g1,1(s), . . . ,gnf ,nf (s)
)
, gi,i(s = 0) = ks,i ∀i = 1, . . . ,nf
2)Dieser Vektor ist nicht zu verwechseln mit dem bereits eingefu¨hrten Vektor φTi , der
in der i-ten Spalte das Element 1 beinhaltet.
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la¨sst sich a¨quivalent formulieren als strukturbeschra¨nktes Standard-
Regelungsproblem der Form (5.5) mit
A˜
′′′
= A−MαD∗−1C,
B˜
′′′
1 = Bd −MαD∗−1Dd, B˜
′′′
2 =
[
0 −Mβ
]
Υ,
C˜
′′′
1 = 0, D˜
′′′
11 = 0, D˜
′′′
12 =
[
Inf 0
]
Υ,
C˜
′′′
2 =D
∗−1C, D˜
′′′
21 =D
∗−1Dd, D˜
′′′
22 = 0
und dem verallgemeinerten Regler
K˜
′′′
= QL(qi,j).
Im Folgenden werden zwei Erweiterungen des Verfahrens diskutiert.
Erweiterung zur Vorgabe einer
Mindestdetektionsgeschwindigkeit
Ein Punkt, der bisher außer Acht gelassen wurde, ist die Detek-
tionsgeschwindigkeit, das heißt die Dynamik der generierten Re-
siduen. Um eine hinreichende Geschwindigkeit bei der Erkennung
von Fehlern zu gewa¨hrleisten, sollten alle Beobachtereigenwerte
λBi ∈ spec (A−L (qi,j)C) das Kriterium Re (λBi) < α < 0 erfu¨llen.
Es wird eine zweite, virtuelle Strecke betrachtet, um die Eigenwerte von
A− L (qi,j)C zu beschra¨nken. Sie wird durch
A = A−MαD∗−1C, (5.9a)
B2 = −Mβ , (5.9b)
C2 =D
∗−1C (5.9c)
parametriert, wobei alle anderen Matrizen der verallgemeinerten Strecke
nicht beno¨tigt und als Nullmatrix angesetzt werden. Die verallgemeinerte
Strecke (5.9) wird dabei vom gleichen Regler K beeinflusst wie (5.7a). In
der Optimierung wird dann die H∞-Norm der ersten verallgemeinerten
Strecke minimiert, wobei die Beschra¨nkung des gro¨ßten Realteils eines
Eigenwertes der zweiten Strecke als Nebenbedingung einzuhalten ist.3)
Bemerkung 5.1. Die Bedingung Re(λBi) < α betrifft alle Eigenwerte von
A− L (qi,j)C. Demnach mu¨ssen auch eventuell zu kompensierende inva-
riante Nullstellen des Systems die Anforderung erfu¨llen.
3)Diese Anforderung la¨sst sich zum Beispiel im Solver Hifoo [91] in einfacher Art
und Weise beru¨cksichtigen, da der Solver fu¨r die multikriterielle Optimierung von
Streckenensembles ausgelegt ist.
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Gezielte Optimierung der Sto¨runterdru¨ckung in vorgegebenen
Frequenzbereichen
Oftmals ist bekannt, welche Frequenzanteile Sto¨rsignale enthalten. Dann
kann die Optimierung der H∞-Norm von Grd(s) u¨ber alle Frequenzen zu
konservativen Ergebnissen fu¨hren. Die Standard-Solver lassen sich bei Ver-
wendung von den in Abschnitt 2.5.1 diskutierten Gewichtungsfiltern wei-
terhin einsetzen. Dazu wird nicht die Auswirkung der Sto¨rungen d auf die
Residuen untersucht, sondern der Einfluss virtueller, gefilterter Sto¨rungen
d˜(s) = Gfilt(s) ·d(s) = diag (gfilt,1(s), . . . ,gfilt,nd(s)) ·d(s).
Dabei kann fu¨r jede Sto¨rung ein eigener Frequenzbereich vorgegeben
werden, indem jeweils eine separate Gewichtungsu¨bertragungsfunktion
gfilt,i(s) angesetzt wird. Typischerweise sind die Gewichtungsfunktionen
Tief-, Band- oder Hochpa¨sse. Die Filterung der Sto¨rungen kann im Zu-
standsraum geschrieben werden als
x˙f = Afxf +Bfd,
d˜ = Cfxf +Dfd.
Schla¨gt man die Filterung der verallgemeinerten Strecke zu, so gilt
Satz 5.2 (Entwurf robuster FIOs in beschra¨nkten Frequenzbereichen
durch Lo¨sung eines strukturbeschra¨nkten Standard-Regelungsproblems).
Das Optimierungsproblem
minimiere
qi,j , zi,0
γ, sodass
‖Grd ·Gfilt(s)‖∞ < γ,
Grf (s) = diag
(
g1,1(s), . . . ,gnf ,nf (s)
)
, gi,i(s = 0) = ks,i ∀i = 1, . . . ,nf
la¨sst sich a¨quivalent formulieren als strukturbeschra¨nktes Standard-
Regelungsproblem der Form (5.5) mit
A˜ =
[
A−MαD∗−1C BdCf −MαD∗−1DdCf
0 Af
]
,
B˜1 =
[
BdDf −MαD∗−1DdDf
Bf
]
, B˜2 =
[[
0 −Mβ
]
Υ
0
]
,
C˜1 = 0, D˜11 = 0, D˜12 =
[
Inf 0
]
Υ,
C˜2 =
[
D∗−1C D∗−1DdCf
]
, D˜21 =D
∗−1DdDf , D˜22 = 0
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und dem verallgemeinerten Regler
K˜ = QL(qi,j).
Beweis. Setzt man die Parametrierung der verallgemeinerten Strecke und
des verallgemeinerten Reglers ein, so ergibt sich
ξ˙ = (A−LC) ξ + (Bd −LDd) d˜,
x˙f = Afxf +Bfd,
d˜ = Cfxf +Dfd,
r = z = V Cξ + V Ddd˜.
Das Ein-/Ausgangsverhalten ist also a¨quivalent zu einer mit den gefilterten
Sto¨rungen beaufschlagten Strecke.
Als Vorteil ist die Anwendbarkeit der Standard-Solver herauszuheben.
Nachteilig ist jedoch, dass die Gewichtungsfilter separat entworfen werden
mu¨ssen und daru¨ber hinaus fu¨r den Entwurf die Systemordnung erho¨hen.
In Abschnitt 5.4.3 wird fu¨r nichtquadratische Systeme ein Verfahren vor-
gestellt, was eine Optimierung ohne Gewichtungsfilter ermo¨glicht.
Beispiel CE 150 Modellhubschrauber
In Abschnitt 4.5.3 wurden fu¨r den Entwurf eines FIOs fu¨r den CE
150 Modellhubschrauber die Beobachtereigenwerte λB1,1 = −4, λB1,2 = −5
und λB1,3 = −6 und fu¨r den zweiten Kanal λB2,1 = −4,5, λB2,2 = −5,5
und λB2,3 = −6,5 vorgegeben. Werden nun die Ausgangsgro¨ßen y
zusa¨tzlich mit Sto¨rsignalen u¨berlagert, so kann es zu Problemen kom-
men, da sich die Sto¨rungen auf die erzeugten Residuen auswirken. Bei
Sto¨reingangsmatrizen
Bd = 0, Dd =
[
1 0
0 0,1
]
zeigt Abbildung 5.4 den Verlauf des gro¨ßten Singula¨rwertes von Grd(s).
Offensichtlich werden insbesondere hochfrequente Sto¨rungen versta¨rkt.
Mittels des vorgestellten Verfahrens sollen nun die Beobachtereigenwerte
derart angepasst werden, dass Sto¨rungen mit Frequenzen ω ≥ ωl = 3rad/s
mo¨glichst gut unterdru¨ckt werden und die Realteile aller Beobachterei-
genwerte kleiner als α = −2,5 sind. Zur Gewichtung der Sto¨rungen wird
jeweils ein Hochpass
gfilt,i(s) =
s
s+ ωl
200 5 Optimierung der Robustheit von Fehlerisolationsbeobachtern
0,1 1 10 100
0dB
−5dB
−10dB
−15dB
−20dB
ωl
ω / rad/s
σ
(G
r
d
(j
ω
))
Abbildung 5.4: Verlauf des gro¨ßten Singula¨rwertes von Grd(s) fu¨r initiale (−)
sowie hinsichtlich der Beobachtereigenwerte optimierte (−) FIO-Parametrierung
angesetzt. Im Zustandsraum la¨sst sich die Filterung der Sto¨rungen somit
beschreiben durch
Af =
[−3 0
0 −3
]
, Bf =
[
2 0
0 2
]
,
Cf =
[−1,5 0
0 −1,5
]
, Df =
[
1 0
0 1
]
.
Ausgehend von der FIO-Parametrierung aus Abschnitt 4.5.3 liefert der
Entwurf nach Satz 5.2 die in Anhang C.2.1 angegebene Parametrierung
(Lopt,ew,Vopt,ew). Sie liefert eine Schranke von γ = 0,179 und platziert die
Beobachtereigenwerte bei
λB1,1 = −2,502, λB1,2/3 = −2,50± 0,131j,
λB2,1 = −2,505, λB2,2/3 = −2,50± 0,025j.
Dieses Ergebnis ist insofern einleuchtend, als dass die Eigenwerte so wenig
wie mo¨glich nach links verschoben werden. Dies fu¨hrt zu betragsma¨ßig klei-
nen Eintra¨gen in L und V , die eine geringere Versta¨rkung hochfrequenter
Sto¨rungen bedingen. Diese Tatsache ist auch dem Singula¨rwertverlauf in
Abbildung 5.4 zu entnehmen.
5.3.2 Optimierung durch Relaxierung der
strukturellen Anforderungen
Wie im vorangegangenen Abschnitt ero¨rtert mu¨ssen zur vollsta¨ndigen Dia-
gonalisierung von Grf (s) bei gleichzeitiger Festlegung der Diagonalele-
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mente alle Entwurfsfreiheitsgrade herangezogen werden. Nimmt man die
Dynamik der Diagonalelemente als fest an, so verbleiben dementsprechend
keine Freiheitsgrade zur Steigerung der Robustheit.
Oftmals ist jedoch eine exakte Diagonalstruktur von Grf (s) nicht un-
bedingt notwendig. Ausreichend ist es, wenn sich ein bestimmter Fehler
deutlich sta¨rker auf ein ihm zugeordnetes Residuum auswirkt als auf al-
le u¨brigen. Anschaulich gesprochen sollten also die Diagonalelemente von
Grf (s) groß gegenu¨ber den Nebendiagonalelementen sein. Als ein Maß fu¨r
die Gro¨ße der Elemente der U¨bertragungsmatrix kann entweder die sta-
tische Versta¨rkung oder aber die H∞-Norm herangezogen werden, beide
Varianten werden im Folgenden ero¨rtert. Die im Vergleich zur exakten Dia-
gonalisierung vonGrf (s) durch diese strukturelle Relaxierung gewonnenen
Freiheitsgrade werden in diesem Abschnitt zur Steigerung der Robustheit
bezu¨glich exogener Sto¨rungen herangezogen. Die pra¨sentierten Ergebnisse
wurden in Auszu¨gen bereits in [227] vero¨ffentlicht. Sie basieren auf der
Vollsta¨ndigen Modalen Synthese und sind ein Beispiel fu¨r die Flexibilita¨t
der Methode.
Aus Abschnitt 4.5.2 ist bekannt, dass fu¨r eine exakte Diagonalisierung
von Grf (s) die Bedingungen
wTBij (Ea − LEs) = φTi , i = 1, . . . ,nf , j = 1, . . . ,δi, (5.10a)
wTBk (Ea − LEs) = 0T, k = δ + 1, . . . ,n, (5.10b)
−VΘ = diag (z˜1, . . . ,z˜nf ) = S (5.10c)
mit der Matrix Θ = C (A−LC)−1 (Ea −LEs)−Es erfu¨llt sein mu¨ssen.
Die Gleichung (5.10a) stellt die Zuordnung der steuerbaren Beobachterei-
genwerte zur jeweiligen Spalte von Grf (s) sicher, wa¨hrend (5.10b) dafu¨r
sorgt, dass die entsprechenden Beobachtereigenwerte λBk nichtsteuerbar
gemacht werden. Die Beziehung (5.10c) stellt schließlich die Diagonalstruk-
tur vonGrf (s) fu¨r alle s ∈ C sicher. Somit sind in quadratischen Systemen
bei Vorgabe der Eigenwerte und der stationa¨ren Versta¨rkungen der Dia-
gonalelemente die Beobachtermatrizen L und V eindeutig festgelegt.
Um Freiheitsgrade fu¨r die Robustheitsoptimierung zu gewinnen, ist
nun die Grundidee, die Gleichungen (5.10) nicht exakt, sondern nur
na¨herungsweise zu erfu¨llen. Zuna¨chst wird bezu¨glich der Beobachterma-
trix L erneut die strukturelle Anforderung (5.10a) betrachtet. In der rela-
xierten Form ergibt sie sich zu∥∥∥wTBij (Ea − LEs)− φTi ∥∥∥2 < βL,ij , i = 1, . . . ,nf , j = 1, . . . ,δi. (5.11)
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Dabei ist βL,ij ein positiver Skalar, welcher die zula¨ssige Abweichung von
der fu¨r eine ideale Diagonalisierung von Grf (s) zu erfu¨llenden Anforde-
rungen beschreibt. Je gro¨ßer diese Schranke gewa¨hlt wird, desto gro¨ßer ist
die Freiheit in der Wahl des entsprechenden Parameter- beziehungswei-
se Linkseigenvektors. Gleichzeitig wird der entsprechende Eigenwert je-
doch umso sta¨rker in andere Spalten von Grf (s) eingekoppelt. Analog zur
U¨bertragungsfunktion Grf (s) in (4.15) auf Seite 86 wird die Wirkung der
Sto¨rungen auf die generierten Residuen anhand der Partialbruchzerlegung
von Grd(s) betrachtet. Sie lautet
Grd(s) =
n∑
k=1
V CvBk ·wTBk (Bd − LDd)
s− λBk
+ V Dd. (5.12)
Um eingangsseitig den Effekt der Sto¨rungen mo¨glichst gering zu halten, ist
in (5.12) jeweils
∥∥wTBij (Bd −LDd)∥∥2 zu minimieren. Beru¨cksichtigt man
weiterhin die Gleichungsbedingung wTBij
(
λBijIn −A
)
= pTijC, welche
Parameter- und Linkseigenvektoren verknu¨pft, ergibt sich unter Ru¨ckgriff
auf Lemma 3.5 fu¨r die steuerbaren Eigenwerte λBij das LMI-Problem
minimiere
pTij ,w
T
Bij
γL,ij , sodass (5.13a)
wTBij
(
λBijIn −A
)− pTijC = 0T, (5.13b)[
βL,ij w
T
Bij
Ea + p
T
ijEs − φTi
⋆ Inf
]
≻ 0, (5.13c)[
γL,ij w
T
Bij
Bd + p
T
ijDd
⋆ Ind
]
≻ 0. (5.13d)
Dabei wird durch die LMI (5.13c) die Einhaltung von (5.11) gewa¨hrleistet,
wa¨hrend (5.13d) die Beschra¨nkung
∥∥wTBij (Bd −LDd)∥∥2 < γL,ij impli-
ziert. Offensichtlich hat die Optimierung umso mehr Spielraum fu¨r die
Minimierung von γL,ij , je gro¨ßer βL,ij gewa¨hlt wird. Fu¨r βL,ij → 0 entar-
tet das Optimierungsproblem (5.13) zur exakten Lo¨sung von (5.10a).
Fu¨r die nichtsteuerbaren Beobachtereigenwerte λBk ist das Vorgehen
prinzipiell gleich. Anstelle von (5.10b) ist die Gleichung∥∥wTBk (Ea −LEs)∥∥2 < βL,k, k = δ + 1, . . . ,n
fu¨r eine gegebene Schranke βL,k zu erfu¨llen. Innerhalb der dadurch be-
schriebenen Menge der Parameter- und Linkseigenvektoren werden dieje-
nigen Elemente gesucht, welche die Anregung durch die Sto¨rungen mini-
mieren. Dabei ist zu beachten, dass zusa¨tzlich pTk 6= 0T gelten muss, da
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andernfalls die Lo¨sung des Optimierungsproblems zu γL,k = 0, p
T
k = 0
T
und wTB,k = 0
T degenerieren wu¨rde. Dementsprechend wu¨rde sich eine sin-
gula¨re Linkseigenvektormatrix ergeben. Aufgrund der Skalierungsinvarianz
der Parametervektoren kann a¨quivalent auch die Bedingung
∥∥pTk∥∥2 ≥ 1
herangezogen werden. Zusammengefasst ergibt sich fu¨r die nichtsteuerba-
ren Eigenwerte das Optimierungsproblem
minimiere
pTk,w
T
Bk
γL,k, sodass (5.14a)
wTBk (λBkIn −A)− pTkC = 0T, (5.14b)[
βL,k w
T
Bk
Ea + p
T
kEs
⋆ Inf
]
≻ 0, (5.14c)[
γL,k w
T
Bk
Bd + p
T
kDd
⋆ Ind
]
≻ 0, (5.14d)∥∥pTk∥∥2 ≥ 1. (5.14e)
Wegen der Normbeschra¨nkung (5.14e) handelt es sich bei (5.14) im Ge-
gensatz zu (5.13) um ein nichtkonvexes Optimierungsproblem. Neben der
Anwendung spezieller Lo¨sungsverfahren (s. zum Beispiel [73]) bietet sich
hierfu¨r eine konvexe Approximation an. Das durch
∥∥pTk∥∥2 ≥ 1 beschrie-
bene nichtkonvexe Gebiet wird dazu durch mehrere konvexe Gebiete an-
gena¨hert. Fu¨r ein System mit ny = nf = 2 Ausga¨ngen beziehungsweise
Fehlern ist eine einfache Approximation in Abbildung 5.5a skizziert. Es
pk,1
pk,2
(a) Approximation mit vier Tangenten
pk,1
pk,2
(b) Approximation mit acht Tangenten
Abbildung 5.5: A¨ußere Approximation einer Hyperkugel durch Tangenten
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werden jeweils Tangenten an den durch
∥∥pTk∥∥2 = 1 definierten Kreis ge-
legt. In der Abbildung ist das dadurch beschriebene Gebiet in grau bezie-
hungsweise blau dargestellt, es na¨hert das A¨ußere des Kreises an.
Bezeichnet man mit pk,l die Komponenten des k-ten Parametervektors,
so ist es aufgrund der Skalierungsinvarianz der Parametervektoren ausrei-
chend, jeweils Tangenten mit pk,l ≥ 1 zu betrachten. Die zu untersuchen-
den Bereiche sind in Abbildung 5.5a in blau eingefa¨rbt.
Fu¨r jede der Tangenten ergibt sich ein LMI-Problem der Form
minimiere
pTk,w
T
Bk
γL,k, sodass (5.15a)
wTBk (λBkIn −A)− pTkC = 0T, (5.15b)[
βL,k w
T
Bk
Ea + p
T
kEs
⋆ Inf
]
≻ 0, (5.15c)[
γL,k w
T
Bk
Bd + p
T
kDd
⋆ Ind
]
≻ 0, (5.15d)
pk,l ≥ 1. (5.15e)
Im gezeigten Beispiel sind also zwei LMI-Probleme der Gestalt (5.15) zu
lo¨sen. Anschließend wird unter den Parametrierungen (pTk , w
T
B,k), wel-
che eine gu¨ltige Lo¨sung fu¨r (5.15d) liefern, diejenige ausgewa¨hlt, welche
die kleinste Schranke γL,k liefert. Die Konservativita¨t der Approximation
kann wie in Abbildung 5.5b gezeigt durch weitere Tangenten an die durch∥∥pTk∥∥2 ≥ 1 gegebene Hyperkugel verbessert werden. Dadurch steigt jedoch
auch die Anzahl der zu lo¨senden LMI-Probleme.
Nachdem durch Lo¨sung der Optimierungsprobleme (5.13) und (5.14)
beziehungsweise (5.15) alle Parameter- und Linkseigenvektoren be-
stimmt wurden, ergibt sich wie in Lemma 4.1 die Beobachtermatrix zu
L = −W−1B P . Zur Bestimmung der Nachfiltermatrix V ist bei Relaxie-
rung der Strukturanforderungen die Gleichung (5.10c) nicht mehr exakt
zu erfu¨llen, stattdessen wird
‖−VΘ− S‖2 < βV
betrachtet. Unter dieser Bedingung kann dann mithilfe des Bounded-Real-
Lemmas (Satz 3.1) die H∞-Norm von Grd(s) minimiert werden, um eine
mo¨glichst gute Sto¨runterdru¨ckung zu gewa¨hrleisten. Es ergibt sich das
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LMI-Problem
minimiere
X,V
γV , sodass (5.16a)[
βV Inf −VΘ− S
⋆ Inf
]
≻ 0, (5.16b)
X ≻ 0, (5.16c)
He (X (A− LC)) X (Bd − LDd) (V C)T⋆ −γV Ind (V Dd)T
⋆ ⋆ −γV Inf

 ≺ 0. (5.16d)
Durch (5.16b) wird die Abweichung von −VΘ von der Diagonalmatrix
S beschra¨nkt, wa¨hrend (5.16c) und (5.16d) die H∞-Norm von Grd(s)
beschra¨nken. Es zeigt sich jedoch, dass in obigem Optimierungsproblem
die Lo¨sung dazu tendiert, die stationa¨re Versta¨rkung von Grf (s) ge-
genu¨ber der exakten Fehlerisolation zu verringern. Dabei nimmt zwar auch
‖Grd(s)‖∞ ab, das Verha¨ltnis zwischen Sto¨rempfindlichkeit und Fehler-
sensitivita¨t bleibt jedoch weitgehend gleich. Eine einfache Modifikation
von (5.16) ermo¨glicht diesbezu¨glich wesentlich bessere Ergebnisse. Dabei
wird die Nebenbedingung (5.16b) aufgeteilt in mehrere Bedingungen. Fu¨r
die Diagonalelemente wird eine geringe Abweichung βV von der vorgege-
benen stationa¨ren Versta¨rkung gefordert. Fu¨r die Nichtdiagonalelemente
gilt eine modifizierte Schranke β∗V > βV . Das entsprechende LMI-Problem
lautet
minimiere
V ,X
γV , sodass (5.17a)[
βV −vTi C (A−LC)−1 (ea,j −Les,j) + vTi es,j − z˜ij
⋆ 1
]
≻ 0, i = j,
(5.17b)[
β∗V −vTi C (A−LC)−1 (ea,j −Les,j) + vTi es,j
⋆ 1
]
≻ 0, i 6= j, (5.17c)
X ≻ 0, (5.17d)
He (X (A− LC)) X (Bd − LDd)
(
V TC
)T
⋆ −γV Ind (V Dd)T
⋆ ⋆ −γV Inf

 ≺ 0, (5.17e)
wobei jeweils i = 1, . . . ,nf und j = 1, . . . ,nf gilt. Durch die Bedingun-
gen (5.17b) beziehungsweise (5.17c) wird sichergestellt, dass sich die stati-
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ona¨ren Versta¨rkungen in Grf (s) nur in einem durch βV beziehungsweise
β∗V definierten Maß vom Fall der exakten Fehlerisolation unterscheiden.
Wie zu Beginn des Abschnittes erwa¨hnt, kann zur Quantifizierung der
Gro¨ße der Nichtdiagonalelemente von Grf (s) alternativ auch die H∞-
Norm herangezogen werden. In diesem Fall ist (5.17c) zu ersetzen durch
Xij ≻ 0, i 6= j, (5.18a)
He (Xij (A−LC)) Xij (ea,j − Les,j)
(
vTi C
)T
⋆ −β∗V
(
vTi Es
)T
⋆ ⋆ −β∗V

 ≺ 0. (5.18b)
Im Gegensatz zu (5.17c) wird dadurch die Versta¨rkung von gi,j(s) u¨ber
alle Frequenzen beschra¨nkt. Dadurch ko¨nnen beispielsweise starkes U¨ber-
oder Unterschwingen ausgeschlossen werden. Bemerkenswert ist, dass fu¨r
jedes Nichtdiagonalelement eine eigene MatrixXij angesetzt werden kann,
sodass die Lo¨sung keine Konservativita¨t erfa¨hrt. Dies ist dadurch zu be-
gru¨nden, dass die MatrixL bereits durch (5.13) und (5.14) beziehungsweise
(5.15) eindeutig festgelegt ist.
Zusammengefasst erfolgt der Entwurf also wie bei der Vollsta¨ndigen
Modalen Synthese zur Parametrierung von FIOs in zwei Schritten:
1. Entwurf der Beobachtermatrix L durch Lo¨sen von (5.13) und
(5.14) beziehungsweise (5.15) und anschließender Berechnung von
L = −W−1B P .
2. Entwurf der Nachfiltermatrix V durch Lo¨sen von (5.17) (ggf. mit
(5.18)).
Bemerkung 5.2. Da die Matrizen L und V sequentiell optimiert werden,
ist nicht garantiert, dass das globale Optimum hinsichtlich ‖Grd(s)‖∞
gefunden wird.
Bemerkung 5.3. Das Verfahren kann auch zur Steigerung der Robustheit
bezu¨glich exogener Sto¨rungen in statisch nicht isolierbaren Systemen oder
nicht minimalphasigen Systemen angewendet werden. Dazu wird zuna¨chst
wie in den Abschnitten 4.7 und 4.8 beschrieben das jeweilige System dy-
namisch erweitert. Beim Entwurf eines statischen Fehlerisolationsbeobach-
ters fu¨r das erweiterte Gesamtsystem ko¨nnen dann die relaxierten Struk-
turanforderungen beru¨cksichtigt werden. Die Realisierung des entsprechen-
den DFIOs fu¨r das urspru¨ngliche System ergibt sich unvera¨ndert gema¨ß
Satz 4.5 beziehungsweise Satz 4.7.
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Beispiel Verladebru¨cke
Zur Demonstration der Methodik wird auf das Beispiel der Verladebru¨cke
zuru¨ckgegriffen. Wie in Abschnitt 4.10.3 wird ein Szenario betrachtet, in
dem zum einen eine horizontale Kraft auf die Lastmasse wirken kann (Feh-
ler f1), zum anderen wird ein Aktorfehler f2 in der auf die Laufkatze wir-
kenden Kraft betrachtet. Im Gegensatz zu Abschnitt 4.10.3 wird an dieser
Stelle jedoch eine vollsta¨ndige Fehlerisolation angestrebt.
Wie bereits diskutiert weist das System keine invarianten Nullstellen
auf und es ist δ1 = δ2 = 2. Fu¨r eine schnelle Erkennung des Ak-
torfehlers werden die Beobachtereigenwerte zu λB1,1 = −3, λB1,2 = −4,
λB2,1 = −14 und λB2,2 = −15 gewa¨hlt. Als stationa¨re Versta¨rkung wird
jeweils gi,i(s = 0) = 1 gefordert. Betrachtet werden Sto¨rungen, welche
gema¨ß
Bd = 0, Dd =
[
0,01 0
0 0,05
]
die gemessenen Ausgangssignale u¨berlagern. Die Positionsmessung unter-
liegt also gro¨ßeren Sto¨rungen als die Winkelmessung. Entwirft man einen
FIO (Lexakt,Vexakt) zur exakten Fehlerisolation, so ergibt sich der in Ab-
bildung 5.6 gezeigte Singula¨rwertverlauf von Grd(s). Daraus geht hervor,
dass insbesondere Frequenzen oberhalb ω = 1rad/s erheblich versta¨rkt
werden. Die H∞-Norm von Grd(s) wird durch γexakt = 7,10 begrenzt.
Relaxiert man die strukturellen Entwurfsanforderungen durch
γL,ij = 0,1, βV = 0,003 und β
∗
V = 0,25, so ergibt sich die in Anhang C.2.2
angegebene FIO-Parametrierung (Lrelax,Vrelax), wobei zur Quantifizie-
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Abbildung 5.6: Verlauf des gro¨ßten Singula¨rwertes von Grd(s) fu¨r exakten
FIO (−) sowie FIO mit relaxierten strukturellen Anforderungen (−)
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Abbildung 5.7: Sprungantwort von Grf (s) des exakten FIOs (−) sowie des
FIOs mit relaxierten strukturellen Anforderungen (−)
rung der Nebendiagonalelemente von Grf (s) auf (5.18) zuru¨ckgegriffen
wurde. Auffa¨llig ist, dass die Elemente der ersten Spalte von Lrelax, die
dem weniger gesto¨rten Sensor zugeordnet sind, im Gegensatz zu Lexakt
betragsma¨ßig gro¨ßer sind als die der zweiten Spalte. Daraus ergibt sich
eine verringerte Schranke fu¨r ‖Grd(s)‖∞ von γrelax = 4,94, die auch in
Abbildung 5.6 abzulesen ist.
In Abbildung 5.7 sind daru¨ber hinaus die Sprungantworten von Grf (s)
dargestellt. Es ist deutlich zu erkennen, dass (Lrelax,Vrelax) zwar keine ex-
akte Diagonalstruktur liefert. Eine Fehlerisolation ist dennoch ohne Wei-
teres mo¨glich, da sich die Fehler jeweils vorwiegend auf das ihnen zugeord-
nete Residuum auswirken.
5.3.3 Unterdru¨ckung hochfrequenter Sto¨rungen
Ha¨ufig treten in Systemen hochfrequente Sto¨rungen auf, die insbesonde-
re durch Messrauschen hervorgerufen werden. Zwar ist es stets mo¨glich,
diese Tatsache beim Entwurf von FIOs zuna¨chst unberu¨cksichtigt zu las-
sen und die generierten Residuen anhand von Tiefpa¨ssen zu filtern. Die-
ses Vorgehen weist jedoch wie in Abschnitt 4.6 angedeutet verschiedene
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Nachteile auf. Zum einen mu¨ssen die Tiefpa¨sse separat entworfen werden,
zum anderen steigt der Implementierungsaufwand. Weiterhin kann es bei
der Implementierung zu Problemen kommen, wenn die Filterzusta¨nde be-
ziehungsweise die generierten Residuen aufgrund des Rauschens zu große
Amplituden annehmen. Sind die zula¨ssigen Bereiche fu¨r diese Gro¨ßen soft-
waretechnisch begrenzt, kann es zu Signalsa¨ttigungen und damit einer feh-
lerhaften Diagnose kommen. In diesem Abschnitt wird daher ein Verfah-
ren pra¨sentiert, welches die Entstehung von zu stark verrauschten Filter-
zusta¨nden beziehungsweise Residuensignalen schon im Entwurf verhindert.
Die Idee dazu wurde bereits in [232, 234, 239] vero¨ffentlicht.
Das Verfahren basiert auf der Tatsache, dass gema¨ß dem Entwurfsziel
einer hinreichenden Erkennungsgeschwindigkeit die Dynamik des zu ent-
werfenden FIOs schneller ist als die Dynamik der (ggf. geregelten) Stre-
cke. Dies ist dadurch gewa¨hrleistet, dass die Beobachtereigenwerte in der
s-Halbebene links der Streckeneigenwerte platziert werden. Bekannterma-
ßen fu¨hren zu weit links liegende Beobachtereigenwerte jedoch zu diffe-
renzierendem Charakter, sodass hochfrequente Sto¨rsignale versta¨rkt wer-
den [144, Abschnitt 8.3.3], [195]. Die Idee des Verfahrens ist es nun, die
zula¨ssige Versta¨rkung hochfrequenter Sto¨rsignale mittels ‖Grd(s)‖Ω∞, das
heißt mittels der H∞-Norm der Sto¨ru¨bertragungsmatrix im Frequenzbe-
reich Ω, zu beschreiben. Dabei ist Ω = [ωl ; ∞) ein nach oben unbe-
schra¨nktes, nach unten jedoch durch ωl beschra¨nktes Frequenzintervall.
Fu¨r die Sto¨rversta¨rkung wird eine zula¨ssige Schranke γHF festgelegt, es ist
also die Bedingung
‖Grd(s)‖Ω∞ < γHF (5.19)
einzuhalten. Dazu wird zuna¨chst mittels Satz 4.1 oder Satz 4.2 ein FIO
entworfen, der die Beobachterpole λBij vorgibt. Dabei wird vorausgesetzt,
dass fu¨r die gewa¨hlten Pole die Bedingung (5.19) eingehalten wird. Dies
la¨sst sich bei gegebener FIO-Parametrierung (L,V ) in einfacher Art und
Weise mittels des verallgemeinerten Kalman-Yakubovich-Popov-Lemmas
u¨berpru¨fen. Dazu wird gema¨ß Satz 3.2 mit zwei Matrizen Rn×n ∋X ≻ 0
und Y = Y T ∈ Rn×n das LMI-Lo¨sbarkeitsproblem
finde X, Y , sodass (5.20a)

A− LC Bd −LDd
In 0
V C V Dd
0 Ind


T
·
[
Ξ 0
0 Γ
]
·


A−LC Bd −LDd
In 0
V C V Dd
0 Ind

 ≺ 0
(5.20b)
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Abbildung 5.8: Skalierung vorgegebener Pole
mit den Matrizen
Ξ =
[
X Y
⋆ −ω2lX
]
, Γ =
[
Inf 0
0 −γ2HFInd
]
betrachtet. Ist dieses Problem nicht lo¨sbar, mu¨ssen langsamere Eigenwerte
vorgegeben werden. Wird jedoch eine Lo¨sung fu¨r (5.20) gefunden, so kann
die Detektionsgeschwindigkeit offensichtlich noch erho¨ht werden. Dazu
werden die vorgegebenen Beobachterpole auf Strahlen in der s-Halbebene
nach links verschoben. Dieses Vorgehen ist in Abbildung 5.8 skizziert und
kann durch eine Skalierung der Pole mittels λ∗Bij = αλBij mit α > 1 rea-
lisiert werden. Fu¨r die skalierten Pole λ∗Bij wird die FIO-Parametrierung
(L∗,V ∗) berechnet, fu¨r die erneut (5.20) u¨berpru¨ft wird. Auf diese Art
und Weise la¨sst sich der maximale Skalierungsfaktor αmax berechnen, fu¨r
den γHF noch eingehalten wird.
Mit dem beschriebenen Vorgehen wird bei einer gegebenen Schranke γHF
die Detektionsgeschwindigkeit maximiert. Wa¨hlt man fu¨r die initiale FIO-
Parametrierung Pole, welche (5.20) nicht erfu¨llen, und skaliert die Pole
dann mittels eines Faktors 0 < α < 1, so wird die Detektionsgeschwin-
digkeit zur Einhaltung einer gegebenen Schranke fu¨r die Sto¨rversta¨rkung
reduziert.
Erweiterung auf DFIOs
Das Verfahren la¨sst sich ohne Weiteres auf dynamisch erweiterte Fehler-
isolationsbeobachter ausdehnen. Insbesondere das in Abschnitt 4.6.4 be-
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schriebene Verfahren, bei dem gema¨ß (4.40) lediglich die Nenner der Dia-
gonalelemente erweitert werden, eignet sich hierfu¨r. Analog zu (4.32) la¨sst
sich die Wirkung der Sto¨rungen auf die generierten Residuen durch[
ξ˙
ζ˙
]
=
[
A− LpC −Li
ΓC Φ
] [
ξ
ζ
]
+
[
Bd −LpDd
ΓDd
]
d,
r =
[
VyC Vζ
] [ξ
ζ
]
+ VyDdd
beschreiben. Da hierin die gleiche Dynamikmatrix wie in (4.32) auftritt,
fu¨hrt die Erweiterung der Nenner in (4.40) zu zusa¨tzlichen Polen in der
Sto¨ru¨bertragungsmatrix Grd(s). Daraus ergibt sich wiederum ein Ab-
fall der Versta¨rkung bei hohen Frequenzen und damit eine bessere Un-
terdru¨ckung hochfrequenter Sto¨rungen. Wie bereits ero¨rtert la¨sst sich
hinsichtlich des Ein-/Ausgangsverhaltens der gleiche Effekt durch eine
Tiefpassfilterung der Einzelresiduen erreichen. Das beschriebene Vorge-
hen weist jedoch den Vorteil eines integrierten Entwurfs auf. Das weitere
Vorgehen bleibt gegenu¨ber der Verwendung statischer FIOs unvera¨ndert:
Es werden Pole fu¨r die Diagonalelemente (4.40) vorgegeben, diese werden
anschließend derart skaliert, dass die gewa¨hlte Schranke γHF eingehalten
wird. Formal zusammengefasst ist das Vorgehen im nichtkonvexen Opti-
mierungsproblem
maximiere α, sodass
Grf (s) = diag
(
g1,1(s), . . . ,gnf ,nf (s)
)
,
gi,i(s) =
(−α)δi+ρzi,0
(s− αλBi1) · . . . · (s− αλBiδi+ρ)
,
‖Grd(s)‖[ωl,∞)∞ < γHF.
Die Lo¨sung des Optimierungsproblems erfolgt durch eine Bisektion in α.
Dabei wird zuna¨chst ein Intervall α ∈ [αlo ; αup] angesetzt, welches sich
dadurch auszeichnet, dass ‖Grd(s)‖[ωl,∞)∞ < γHF fu¨r αlo erfu¨llt ist, fu¨r αup
jedoch nicht. Ausgehend von dieser Initialisierung wird fu¨r die Intervall-
mitte, also fu¨r (αlo + αup)/2 untersucht, ob ‖Grd(s)‖[ωl,∞)∞ < γHF erfu¨llt
ist. Falls ja, so wird als neues Intervall [(αlo + αup)/2 ; αup] angesetzt.
Falls nein wird mit [αlo ; (αlo + αup)/2] fortgefahren. Auf diese Art und
Weise halbiert sich in jedem Schritt die Intervallbreite und die untere In-
tervallgrenze stellt jeweils eine untere Schranke fu¨r den gro¨ßten zula¨ssigen
Skalierungsfaktor α dar.
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Abbildung 5.9: Fehler (−) und generierte Residuen (−: FIO, −: DFIO) fu¨r
Aktorfehler des CE 150 Modellhubschraubers bei verrauschten Messsignalen
Beispiel CE 150 Modellhubschrauber
Bereits in den Abschnitten 4.5.3 und 4.6.5 wurden ein FIO beziehungs-
weise ein DFIO fu¨r den CE 150 Modellhubschrauber entworfen. Um das
Verfahren zur Unterdru¨ckung hochfrequenter Sto¨rungen zu demonstrie-
ren, werden die gemessenen Ausgangsgro¨ßen des Helikopters (Nick- und
Gierwinkel) fu¨r die Fehlerisolation mit einem zusa¨tzlichen, hochfrequen-
ten Sto¨rsignal u¨berlagert. Abbildung 5.9 zeigt, dass mit der urspru¨nglichen
FIO-Parametrierung aus Abschnitt 4.5.3 ohne weitere Filterungsmaßnah-
men keine Fehlerisolation mo¨glich ist, da die generierten Residuen zu stark
rauschbehaftet sind. Im fehlerfreien Fall treten zum Teil gro¨ßere Residu-
enamplituden auf als im fehlerbehafteten Fall.
Fu¨r den Entwurf eines robusten DFIOs werden die Sto¨reingangsmatrizen
entsprechend den Rauschamplituden zu
Bd = 0, Dd =
[
1 0
0 0,1
]
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gewa¨hlt. Als zula¨ssige Schranke fu¨r die Sto¨rversta¨rkung wird γHF = 0,3
angesetzt, der betrachtete Frequenzbereich wird durch ωl = 20rad/s be-
schrieben. Ausgehend von dem in Abschnitt 4.6.5 entworfenen DFIO
liefert das vorgestellte Verfahren einen Skalierungsfaktor von α = 1,154.
Dies fu¨hrt auf die Beobachtereigenwerte λB1,1 = −4,616, λB1,2 = −5,770,
λB1,3 = −6,924 und λB1,4 = −8,078 sowie fu¨r den zweiten Pfad
λB2,1 = −5,193, λB2,2 = −6,347 und λB2,3/4 = −7,501± 3,462i. Die resul-
tierende DFIO-Parametrierung ist in Anhang C.2.1 gegeben. Aus Abbil-
dung 5.9 ist ersichtlich, dass die hochfrequenten Sto¨rsignale sehr gut unter-
dru¨ckt werden, sodass eine Fehlerisolation mittels einfacher Schwellenwerte
ohne Weiteres mo¨glich ist.
Prinzipiell la¨sst sich eine Unterdru¨ckung der hochfrequenten Sto¨rungen
auch durch zusa¨tzliche Tiefpassfilter fu¨r die einzelnen Residuen erreichen,
wie zu Beginn dieses Abschnittes und in Abschnitt 4.6.1 diskutiert wurde.
Es sei an dieser Stelle nochmals darauf hingewiesen, dass sich mit DFIOs
jedoch nicht nur eine Unterdru¨ckung hochfrequenter Sto¨rungen erreichen
la¨sst. Vielmehr ermo¨glichen sie erst die Isolation von Fehlern in statisch
nicht isolierbaren und nicht minimalphasigen Systemen (vgl. Abschnitt 4.7
beziehungsweise 4.8).
5.3.4 Fazit
In quadratischen Systemen mit ny = nf sind die Entwurfsfreiheitsgrade
aufgrund der strukturellen Beschra¨nkungen von L und V stark einge-
schra¨nkt. Dennoch la¨sst sich die Robustheit der generierten Residuen stei-
gern, indem die verbleibenden Freiheitsgrade (die Koeffizienten der Dia-
gonalelemente von Grf (s)) angepasst werden (s. Abschnitt 5.3.1). Wei-
terhin ko¨nnen die strukturellen Anforderungen abgeschwa¨cht werden, um
zusa¨tzliche Freiheitsgrade zur Robustheitsoptimierung zu gewinnen (s. Ab-
schnitt 5.3.2). Selbiges wird durch die Erweiterung der Dynamik der Diago-
nalelemente (s. Abschnitt 5.3.3) erreicht. Zur weiteren Verbesserung lassen
sich die vorgestellten Methoden beziehungsweise Maßnahmen auch kom-
binieren.
5.4 Steigerung der Robustheit in
nichtquadratischen Systemen
Wie in Abschnitt 4.9 herausgearbeitet la¨sst sich eine vorgegebene Dyna-
mik Grf (s) = diag
(
g1,1(s), . . . ,gnf ,nf (s)
)
in nichtquadratischen Systemen
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durch unendlich viele FIO-Parametrierungen (L,V ) erreichen. Gegenstand
dieses Abschnittes ist es, diese zusa¨tzlichen Freiheitsgrade zur Steigerung
der Robustheit zu nutzen. Betrachtet werden dabei erneut lineare zeitinva-
riante Systeme, die exogenen Sto¨rungen d ∈ Rnd unterliegen. Die Dynamik
wird also beschrieben durch
x˙ = Ax+Bu+Eaf +Bdd, (5.21a)
y = Cx+Du+Esf +Ddd. (5.21b)
Dabei gelten hinsichtlich der Matrizen A, Ea, C und Es die gleichen
Annahmen wie in Abschnitt 4.9, also
Annahme 5.1. Das Paar (A,C) ist vollsta¨ndig beobachtbar.
Annahme 5.2. Die Fehlerdetektionsmatrix hat vollen Rang, das heißt es
gilt rang (D∗) = nf .
Annahme 5.3. Das System (A,Ea,C,Es) ist minimalphasig und weist
genau µ invariante Nullstellen auf.
Ziel ist es im Weiteren stets, den Einfluss der Sto¨rungen auf die gene-
rierten Residuen zu minimieren, wobei die Diagonalisierung von Grf (s)
zu gewa¨hrleisten ist.
5.4.1 Robustheit bezu¨glich beliebiger exogener
Sto¨rungen
Wie im quadratischen Fall la¨sst sich der Einfluss der Sto¨rungen auf die
generierten Residuen beschreiben durch (5.4). Geht man von Sto¨rungen
mit beliebigen Frequenzen aus, so ist das bekannte Optimierungsproblem
minimiere
L,V
‖Grd(s)‖∞ , sodass (5.22a)
Grf (s) = diag
(
g1,1(s), . . . ,gnf ,nf (s)
)
(5.22b)
zu lo¨sen. Da beim Entwurf eines FIOs nach Satz 4.8 die Einhaltung der
strukturbeschra¨nkenden Nebenbedingung (5.22b) inha¨rent gewa¨hrleistet
ist, la¨sst sich (5.22) mit L = L0 + RL ·⊥D∗ und V = V0 + RV ·⊥D∗
a¨quivalent formulieren als
minimiere
RL,RV
‖Grd(s)‖∞ .
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Bemerkenswert ist dabei, dass die Matrizen RL und RV im Gegensatz zu
L und V keinerlei Strukturbeschra¨nkungen unterliegen, sondern voll be-
setzt und frei wa¨hlbar sind. Mithilfe des Bounded-Real-Lemmas (Satz 3.1)
wird nun die Minimierung von ‖Grd(s)‖∞ als Optimierungsproblem mit
Matrixungleichungen als Nebenbedingungen formuliert. Es ergibt sich
minimiere
RL,RV ,X
γ, sodass (5.23a)
R
n×n ∋X =XT ≻ 0, (5.23b)
He (X (A−LC)) X (Bd −LDd) (V C)T⋆ −γInd (V Dd)T
⋆ ⋆ −γInf

 ≺ 0, (5.23c)
L = L0 +RL ·⊥D∗, V = V0 +RV ·⊥D∗. (5.23d)
Dabei stellt (5.23) aufgrund der multiplikativen Terme XRL in (5.23c)
ein Problem mit bilinearen Matrixungleichungen (BMIs) als Nebenbedin-
gungen dar. Durch die Substitution Y = XRL ∈ Rn×(ny−nf ) la¨sst sich
(5.23) jedoch u¨berfu¨hren in
minimiere
X,Y ,RV
γ, sodass (5.24a)
R
n×n ∋X =XT ≻ 0, (5.24b)
Σ11 Σ12 Σ13⋆ −γInd Σ23
⋆ ⋆ −γInf

 ≺ 0, (5.24c)
Σ11 = He
(
X (A−L0C)− Y ·⊥D∗ ·C
)
, (5.24d)
Σ12 =X (Bd −L0Dd)− Y ·⊥D∗ ·Dd, (5.24e)
Σ13 =
(
V0C +RV ·⊥D∗ ·C
)T
, (5.24f)
Σ23 =
(
V0Dd +RV ·⊥D∗ ·Dd
)T
. (5.24g)
Dabei handelt es sich um ein LMI-Optimierungsproblem, das sich we-
gen seiner Konvexita¨t effizient lo¨sen la¨sst (s. Abschnitt 3.2). Nach
Lo¨sung des Optimierungsproblems ergeben sich die Beobachtermatrizen
aus L = L0 +X
−1Y ·⊥D∗ und V = V0 +RV ·⊥D∗. A¨hnliche Resultate
sind in [28, 114] gegeben, wobei diese wie erwa¨hnt zum Teil hinsichtlich der
erlaubten Fehlerindizes δi eingeschra¨nkt sind und daru¨ber hinaus lediglich
Aktorfehler beru¨cksichtigen.
Zu bemerken ist, dass nach [150, Proposition 8.2.7] durch (5.24c) auch
He (X(A−LC)) ≺ 0 sichergestellt ist und somit die Stabilita¨t des Be-
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obachters gewa¨hrleistet ist. Daru¨ber hinaus bestehen jedoch keine Be-
schra¨nkungen fu¨r die bezu¨glich (A − LC,Ea − LEs) nichtsteuerbaren
Eigenwerte λBk . Bei der Lo¨sung von (5.24) ko¨nnen sich daher einerseits
Eigenwerte mit Re(λBk) ≈ 0 ergeben, die zu einem sehr langsamen Ab-
klingen von Beobachteranfangsfehlern ξ(t = 0) 6= 0 fu¨hren. Andererseits
ko¨nnen auch Eigenwerte λBk mit betragsma¨ßig sehr großen Realteilen auf-
treten, die sowohl numerische Probleme bei der Lo¨sung von (5.24) als
auch Probleme bei der Implementierung hervorrufen ko¨nnen. Um diese
Pha¨nomene zu unterbinden la¨sst sich das Optimierungsproblem (5.24) wie
in Abschnitt 3.2.2 beschrieben um zusa¨tzliche LMI-Nebenbedingungen er-
weitern. Durch Anwendung von Lemma 3.6 auf die Matrix A− LC las-
sen sich die Beobachtereigenwerte beispielsweise auf Re(λBk) < α be-
schra¨nken, indem
He
(
X (A− L0C)−XRL ·⊥D∗C
)− 2αX ≺ 0
gefordert wird. Mittels der Variablensubstitution Y = XRL ergibt sich
daraus
He
(
X (A−L0C)− Y ·⊥D∗C
)− 2αX ≺ 0.
Analog dazu lassen sich Lemma 3.7 und 3.8 auf die Matrix A − LC an-
wenden, sodass sich zusammengefasst die erga¨nzenden Nebenbedingungen
He
(
X (A− L0C)− Y ·⊥D∗C
)− 2αX ≺ 0, (5.25a)[−̺X X (A−L0C)− Y ·⊥D∗C
⋆ −̺X
]
≺ 0, (5.25b)[
Φ11 Φ12
⋆ Φ22
]
≺ 0, (5.25c)
Φ11 = Φ22 = tan (φ) ·He
(
X (A−L0C)− Y ·⊥D∗C
)
, (5.25d)
Φ12 = −X (A−L0C) + (A− L0C)TX + Y ·⊥D∗C −
(
Y ·⊥D∗C)T
(5.25e)
ergeben. Durch (5.25a) ist wie bereits ero¨rtert sichergestellt, dass al-
le Beobachtereigenwerte links der Schranke α liegen. Die Bedingung
(5.25b) beschra¨nkt den Betrag der Eigenwerte durch ̺, wa¨hrend mittels
(5.25c)–(5.25e) eine durch |Im(λBk)| < tan(φ) · |Re(λBk)| definierte Min-
destda¨mpfung sichergestellt ist. Dabei ist darauf zu achten, dass die zur
Festlegung der Fehlererkennungsdynamik platzierten Pole λBij ebenso in
der durch α, ̺ und φ definierten D-Region liegen wie eventuelle zu kom-
pensierende invariante Nullstellen, da andernfalls die LMIs (5.25) keine
Lo¨sung haben. Zusammenfassend gilt
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Satz 5.3 (LMI-basierter Entwurf robuster FIOs fu¨r nichtquadratische Sys-
teme mit Beschra¨nkung der Beobachtereigenwerte). Gegeben sei ein Sys-
tem der Form
x˙ = Ax+Bu+Eaf +Bdd,
y = Cx+Du+Esf +Ddd,
welches die Annahmen 5.1–5.3 erfu¨llt, und eine FIO-Parametrierung
(L0,V0) gema¨ß Satz 4.8. Dann wird ‖Grd(s)‖∞ minimiert durch die
Lo¨sung des LMI-Problems
minimiere
X,Y ,RV
γ, sodass
(5.24b)− (5.24g), (5.25),
wobei Re(λBi) < −α, |λBi | < ̺ und |Im(λBi)| < tan(φ) · |Re(λBi)| fu¨r
alle i = 1, . . . ,n sichergestellt ist. Die gesuchte Beobachterparametrierung
ergibt sich aus
L = L0 +X
−1Y ·⊥D∗,
V = V0 +RV ·⊥D∗.
Bemerkung 5.4. Wie bereits angemerkt kann die Parametrierung (L0,V0)
auch mittels Vollsta¨ndiger Modaler Synthese, das heißt mittels Satz 4.9
gewonnen werden. Da in Satz 5.3 ein konvexes Optimierungsproblem gelo¨st
wird, ergibt sich fu¨r unterschiedliche Parametrierungen (L0,V0) jeweils die
gleiche optimale Schranke γ, die jedoch mit unterschiedlichen Werten fu¨r
RL und RV erreicht wird.
Bemerkung 5.5. Fu¨r nichtquadratische Systeme lassen sich daru¨ber hin-
aus ebenso wie in Abschnitt 5.3.2 fu¨r quadratische Systeme gezeigt durch
Abschwa¨chung der strukturellen Anforderungen weitere Freiheitsgrade zur
Sto¨runterdru¨ckung gewinnen. Das Verfahren aus Abschnitt 5.3.2 ist gerad-
linig auch fu¨r nichtquadratische Systeme anwendbar, wobei die nichtsteu-
erbaren Eigenwerte, welche nicht zur Kompensation invarianter Nullstellen
herangezogen werden mu¨ssen, zusa¨tzliche Freiheitsgrade bieten.
Beispiel Hydrauliksystem
Ausgehend von der FIO-Parametrierung aus Abschnitt 4.9.3 wird Satz 5.3
angewendet, um die Robustheit bezu¨glich exogener Sto¨rungen zu optimie-
ren. Als Sto¨reingangsmatrizen werden dabei
218 5 Optimierung der Robustheit von Fehlerisolationsbeobachtern
0,1 1 10 100 1000
25dB
30dB
35dB
ω / rad/s
σ
(G
r
d
(j
ω
))
Abbildung 5.10: Verlauf des gro¨ßten Singula¨rwertes von Grd(s) fu¨r initiale
(−) und optimierte (−) FIO-Parametrierung
Bd =


0,5 0 0
0 0 0
−0,1 0 0
0 0 0
0 0 0

 , Dd =

0 0,2 00 0 0,1
0 2 0


angenommen. Begrenzt man den zula¨ssigen Bereich fu¨r die Beobachterei-
genwerte durch α = 1 und ̺ = 50, so liefert das Optimierungsproblem
aus Satz 5.3 die in Anhang C.2.3 angegebene FIO-Parametrierung. Ei-
ne Vorgabe des Winkels φ ist nicht notwendig, da wegen ny − nf = 1
lediglich ein nichtsteuerbarer Beobachtereigenwert existiert, der stets re-
ell ist. Der FIO verschiebt den nichtsteuerbaren Beobachtereigenwert auf
λB5 = −31,39 und fu¨hrt auf eine Schranke von γopt = 23,70. Dies stellt eine
deutliche Verbesserung gegenu¨ber der urspru¨nglichen Parametrierung aus
Abschnitt 4.9.3 dar, fu¨r die sich γinit = 56,56 ergibt. Abbildung 5.10 ver-
deutlicht dies anhand des Verlaufes der gro¨ßten Singula¨rwerte von Grd(s)
fu¨r beide FIOs.
Zu betonen ist, dass die Sto¨runterdru¨ckung des optimierten Beobachters
nicht fu¨r alle Frequenzen besser ist als die der initialen Parametrierung.
Fu¨r hochfrequente Sto¨rungen ist praktisch keine Vera¨nderung festzustel-
len. Dies steht jedoch nicht imWiderspruch zur angestrebten Optimierung,
deren Ziel es war, die gro¨ßtmo¨gliche Versta¨rkung zu minimieren. Diese tritt
bei der initialen Parametrierung bei niedrigen Frequenzen auf und beim
optimierten Beobachter bei hohen Frequenzen (s. Abbildung 5.10). An die-
ser Stelle zeigt sich deutlich, dass durch die Minimierung der H∞-Norm
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der Worst-Case optimiert wird.
Der Vergleich der beiden Beobachterparametrierungen zeigt, dass sich
die Matrizen L und V jeweils in der zweiten Spalte von der initialen Pa-
rametrierung unterscheiden. Dies erkla¨rt sich durch die Basis des Links-
nullraumes der Matrix D∗, die durch ⊥D∗ = [0 1 0] gegeben ist.
5.4.2 Erweiterung durch Nutzung aller Freiheitsgrade
Im vorangegangenen Abschnitt wurden die zusa¨tzlichen Freiheitsgrade, die
sich durch zusa¨tzliche Messgro¨ßen ergeben, fu¨r die Robustheitsoptimierung
genutzt. Dabei ist jedoch die Dynamik der Diagonalelemente von Grf(s)
fest vorgegeben. Im Folgenden wird gezeigt, wie sich das Verfahren zur Op-
timierung der Diagonalelemente aus Abschnitt 5.3.1 auf nichtquadratische
Systeme erweitern la¨sst.
Grundidee ist es erneut, die Koeffizienten der Diagonalelemente fu¨r die
Optimierung mit zu nutzen, es ist also
minimiere
qi,j , zi,0, RL, RV
γ, sodass
‖Grd(s)‖∞ < γ,
Grf (s) = diag
(
g1,1(s), . . . ,gnf ,nf (s)
)
zu lo¨sen. Dies la¨sst sich analog zu (5.5b), (5.5c) und (5.6) als Standard-
Regelungsproblem
minimiere
K˜
‖Gzw(s)‖∞ mit (5.26a)
P :


˙˜x = A˜x˜+ B˜1w + B˜2u˜,
z = C˜1x˜+ D˜11w + D˜12u˜,
y˜ = C˜2x˜+ D˜21w + D˜22u˜,
(5.26b)
K : u˜ = K˜y˜ (5.26c)
mit den Matrizen
A˜ = A, B˜1 = Bd, B˜2 =
[
0 −In
]
, (5.27a)
C˜1 = 0, D˜11 = 0, D˜12 =
[
Inf 0
]
, (5.27b)
C˜2 = C, D˜21 =Dd, D˜22 = 0 (5.27c)
und dem verallgemeinerten Regler
K˜ =
[
V (zi,0,RV )
L(qi,j ,RL)
]
.
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schreiben. Die Struktur der Reglermatrix K˜ stellt die Diagonalisie-
rung von Grf (s) sicher und das Ein-/Ausgangsverhalten des Standard-
Regelungsproblems entspricht der U¨bertragung der Sto¨rungen auf die Re-
siduen. Es ist somit Gzw(s) = Grd(s). Beachtenswert ist, dass im Ge-
gensatz zum quadratischen Fall aus Abschnitt 5.3.1 die verallgemeinerte
Reglermatrix K˜ nicht nur von den Koeffizienten zi,0 und qi,j abha¨ngt,
sondern auch von den frei wa¨hlbaren Matrizen RV und RL. Wie bereits
ero¨rtert beschreiben diese gema¨ß
L(qi,j ,RL) =M(qi,j)D
∗+ +RL ·⊥D∗,
V (zi,0,RL) =N(zi,0)D
∗+ +RV ·⊥D∗
die zusa¨tzlichen Freiheitsgrade gegenu¨ber dem quadratischen Fall, wobei
die Matrizen M(qi,j) und N(zi,0) in Satz 4.8 eingefu¨hrt wurden.
Es erfolgt nun wiederum eine Umformung in ein Standard-
Regelungsproblem, bei dem die Elemente der verallgemeinerten Regler-
matrix entweder auf null fixiert sind oder aber freie Parameter der Opti-
mierung darstellen. Greift man auf die Matrizen
QL (qi,j) =


q1,δ1−1 0 · · · · · · · · · 0
...
...
...
q1,0 0 · · · · · · · · · 0
0 q2,δ2−1 0 · · · · · · 0
...
...
...
...
0 q2,0 0 · · · · · · 0
. . .
0 · · · · · · · · · 0 qnf ,δnf−1
...
...
...
0 · · · · · · · · · 0 qnf ,0


,
QV (zi,0) = diag
(
z1,0, . . . ,znf ,0
)
,
Mα =
[
Aδ1ea1 · · · Aδnf eanf
]
,
Mβ =
[
Aδ1−1ea1 A
δ1−2ea1 · · · Aea1 ea1 Aδ2−1ea2 · · · eanf
]
zuru¨ck und betrachtet das Ein-/Ausgangsverhalten bezu¨glich w und z (al-
so die U¨bertragungsmatrix Gzw(s)), so wird deutlich, dass das Standard-
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Regelungsproblem mit den Matrizen
P
′′
:


A˜
′′
= A−MαD∗+C,
B˜
′′
1 = Bd −MαD∗+Dd, B˜
′′
2 =
[
0 −Mβ 0 −In
]
,
C˜
′′
1 = 0, D˜
′′
11 = 0, D˜
′′
12 =
[
Inf 0 Inf 0
]
,
C˜
′′
2 =
[
D∗+C
⊥D∗C
]
, D˜
′′
21 =
[
D∗+Dd
⊥D∗Dd
]
, D˜
′′
22 = 0,
K
′′
: K˜
′′
=


QV (zi,0) 0
QL(qi,j) 0
0 RV
0 RL


das gleiche U¨bertragungsverhalten realisiert wie (5.26b), (5.26c) mit
(5.27). Dazu wird jeweils y˜ = C˜2x˜+ D˜21w + D˜22u˜ in u˜ = K˜y˜ einge-
setzt. Setzt man das sich ergebende u˜ in die Dynamikgleichung ˙˜x be-
ziehungsweise die Ausgangsgleichung von z ein, so erha¨lt man das je-
weilige dynamische System, welches w und z verknu¨pft und daraus die
U¨bertragungsmatrix Gzw(s). Dabei weist K˜
′′
die geforderte Struktur auf,
die es erlaubt, Standard-Solver wie Hifoo [91], Hinfstruct [9] oder Sys-
tune [8] zur Lo¨sung des Problems zu verwenden. Die Ideen, die den Um-
formungen von (P,K) zu (P
′′
,K
′′
) zu Grunde liegen, entsprechen dabei
denen aus Abschnitt 5.3.1: Es werden Teile des verallgemeinerten Reglers
der verallgemeinerten Strecke zugeschlagen, sodass in K˜
′′
lediglich Ele-
mente verbleiben, die entweder Nullelemente sind oder aber frei wa¨hlbare
Parameter darstellen.
Um die degenerierte Lo¨sung zi,0 = 0 zu vermeiden und ei-
ne stationa¨re Versta¨rkung der Fehler-Residuen-U¨bertragungskana¨le von
gi,i(s = 0) = ks,i sicherzustellen, wird analog zu Abschnitt 5.3.1 verfah-
ren. Um jeweils zi,0 = ks,iqi,0 zu gewa¨hrleisten, wird auf die Matrix
Υ =
[
Φ
Iδ
]
mit Φ =


ks,1φ˜
T
1
...
ks,nf φ˜
T
nf


zuru¨ckgegriffen. Sie beinhaltet mit φ˜Ti = [0 · · · 0 1 0 · · · 0] Einheitsvek-
toren, welche in der
∑i
k=1 δk-ten Spalte das Element 1 enthalten.
4)
4)Diese Vektoren sind nicht zu verwechseln mit dem bereits eingefu¨hrten Vektor φTi ,
der in der i-ten Spalte das Element 1 beinhaltet.
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Damit la¨sst sich das Standard-Regelungsproblem bei unvera¨ndertem
U¨bertragungsverhalten Gzw(s) = Grd(s) gema¨ß
B˜
′′′
2 =
[
0 −Mβ 0 −In
] ·diag (Υ,Inf ,In) ,
D˜
′′′
12 =
[
Inf 0 Inf 0
] ·diag (Υ,Inf ,In) ,
K˜
′′′
=

QL(qi,j) 00 RV
0 RL


modifizieren. Zusammenfassend gilt
Satz 5.4 (Entwurf robuster FIOs fu¨r nichtquadratische Systeme durch
Lo¨sung eines strukturbeschra¨nkten Standard-Regelungsproblems). Das
Optimierungsproblem
minimiere
qi,j , zi,0, RL, RV
γ, sodass
‖Grd‖∞ < γ,
Grf (s) = diag
(
g1,1(s), . . . ,gnf ,nf (s)
)
, gi,i(s = 0) = ks,i ∀i = 1, . . . ,nf
la¨sst sich a¨quivalent formulieren als strukturbeschra¨nktes Standard-
Regelungsproblem der Form (5.26) mit
A˜
′′′
= A−MαD∗+C,
B˜
′′′
1 = Bd −MαD∗+Dd, B˜
′′′
2 =
[
0 −Mβ 0 −In
] ·diag (Υ,Inf ,In) ,
C˜
′′′
1 = 0, D˜
′′′
11 = 0, D˜
′′′
12 =
[
Inf 0 Inf 0
] ·diag (Υ,Inf ,In) ,
C˜
′′′
2 =
[
D∗+C
⊥D∗C
]
, D˜
′′′
21 =
[
D∗+Dd
⊥D∗Dd
]
, D˜
′′′
22 = 0
und dem verallgemeinerten Regler
K˜
′′′
=

QL(qi,j) 00 RV
0 RL

 .
Um den Realteil der Beobachtereigenwerte zu beschra¨nken, kann auch
bei nichtquadratischen Systemen eine zusa¨tzliche verallgemeinerte Stre-
cke definiert werden, fu¨r welche die Beschra¨nkung einzuhalten ist. Diese
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virtuelle Strecke wird beschrieben durch
A = A−MαD∗+C, (5.28a)
B2 =
[
0 −Mβ 0 −In
] ·diag (Υ,Inf ,In) , (5.28b)
C2 =
[
D∗+C
⊥D∗C
]
, (5.28c)
wobei die u¨brigen Matrizen der Strecke identisch 0 sind.
Beispiel Hydrauliksystem
In Abschnitt 5.4.1 ließ sich fu¨r das Hydrauliksystem durch die
zusa¨tzlichen Freiheitsgrade im nichtquadratischen System eine Schranke
von γopt = 23,70 fu¨r den maximalen Singula¨rwert von Grd(s) erzielen.
Bezieht man die Diagonalelemente von Grf (s) in die Optimierung mit
ein, so la¨sst sich diese Schranke weiter senken. Mit der Parametrierung
aus Abschnitt 5.4.1 als Startwert und einer Beschra¨nkung der Beobachter-
eigenwerte von Re (λBi) < −1,5 durch (5.28) findet man mittels Satz 5.4
die FIO-Parametrierung (Lopt,ew,Vopt,ew), die in Anhang C.2.3 angegeben
ist. Sie platziert die Beobachtereigenwerte bei
λB1,1 = −2,196, λB1,2/3 = −1,705± 2,927j,
λB2,1 = −1,500, λB5 = −44,632
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Abbildung 5.11: Verlauf des gro¨ßten Singula¨rwertes von Grd(s) fu¨r mittels
RL und RV optimierten FIO (−) und fu¨r mittels RL, RV und qi,j optimierten
FIO (−)
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und erreicht damit eine Schranke von γopt,ew = 11,85. Diese signifikante
Verbesserung geht auch aus dem Singula¨rwertverlauf vonGrd(s) in Abbil-
dung 5.11 hervor. Dieser zeigt in vera¨ndertem Maßstab und in blauer Far-
be nochmals den Verlauf fu¨r die FIO-Parametrierung aus Abschnitt 5.4.1
(vgl. Abbildung 5.10). Zusa¨tzlich ist der Verlauf fu¨r die Parametrierung
(Lopt,ew,Vopt,ew) zu sehen, der u¨ber alle Frequenzen deutlich verbessert ist.
Zu bemerken ist allerdings auch, dass dies zum Teil mit einer verringerten
Detektionsgeschwindigkeit im zweiten U¨bertragungskanal erkauft wird.
5.4.3 Robustheit bezu¨glich exogener Sto¨rungen in
beschra¨nkten Frequenzbereichen
In Abschnitt 5.4.1 wurde die Robustheit der Residuengenerierung
bezu¨glich beliebiger exogener Sto¨rungen optimiert. Durch die Verwendung
von ‖Grd(s)‖∞ als Robustheitsmaß wird dabei der Worst-Case abgedeckt,
das heißt, es wird die gro¨ßtmo¨gliche Sto¨rversta¨rkung minimiert. Diese Her-
angehensweise bietet sich an, wenn keinerlei weitere Kenntnisse u¨ber die
Sto¨rungen vorhanden sind. Ha¨ufig ist beim Entwurf jedoch zusa¨tzliches
Wissen vorhanden, da oftmals relevante Frequenzbereiche von Sto¨rungen
bekannt sind. Nimmt man an, dass Sto¨rungen nur in einem Frequenzbe-
reich Ω = [ωl ; ωh] auftreten ko¨nnen, so ist wie in den Abschnitten 2.5
und 3.1 ero¨rtert durch
‖Grd(s)‖Ω∞
ein intuitives Maß fu¨r die Robustheit gegeben. Man spricht von be-
schra¨nkten Frequenzbereichen (engl. finite frequency ranges).
Abbildung 3.1 auf Seite 49 veranschaulicht den Unterschied zwischen den
beiden verwendeten Robustheitsmaßen. Daraus geht unmittelbar hervor,
dass die Verwendung von ‖Grd(s)‖∞ eine sehr konservative Abscha¨tzung
fu¨r die relevante Sto¨rversta¨rkung darstellen kann, falls die Sto¨rungen nur
im Frequenzbereich Ω liegen. Diese schlechte Abscha¨tzung impliziert auch
konservative Resultate beim Entwurf eines robusten FIOs nach Satz 5.3.
Durch die Verwendung von ‖Grd(s)‖Ω∞ la¨sst sich also Prozesswissen u¨ber
die relevanten Frequenzbereiche von Sto¨rungen in den Entwurf einbringen,
um so die Konservativita¨t zu senken.
Dabei wird a¨hnlich wie in Abschnitt 5.4.1 das urspru¨ngliche Optimie-
rungsproblem
minimiere
L,V
‖Grd(s)‖Ω∞ , sodass
Grf (s) = diag
(
g1,1(s), . . . ,gnf ,nf (s)
)
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durch Ru¨ckgriff auf Satz 4.8 mit L = L0 +RL ·⊥D∗ und
V = V0 +RV ·⊥D∗ als
minimiere
RL,RV
‖Grd(s)‖Ω∞ (5.29)
geschrieben. Verwandte Problemstellungen sind aus dem Bereich der Feh-
lerdetektion bekannt, sie werden wie in Abschnitt 2.5 ero¨rtert typischer-
weise durch den Einsatz von Gewichtungsfiltern gelo¨st [25, 129, 135,
247]. Dabei wird ‖Grd(s)‖Ω∞ ≈
∥∥Grd(s) ·Gfilt(s)∥∥∞ angena¨hert (vgl. Ab-
schnitt 5.3.1), um mit der bekannten H∞-Norm u¨ber alle Frequenzen
arbeiten zu ko¨nnen. Zu diesem Zweck ist jedoch das Gewichtungsfilter
Gfilt(s) separat auszulegen und die Ordnung des betrachteten Systems
erho¨ht sich.
Eine alternative Herangehensweise wird durch das verallgemeiner-
te Kalman-Yakubovich-Popov-Lemma (GKYP-Lemma [113, 176], s.
Satz 3.2) ero¨ffnet. Es ermo¨glicht eine direkte Charakterisierung der H∞-
Norm in beschra¨nkten Frequenzbereichen. Sowohl im Bereich diskreter
Filter [245] als auch der Fehlerdetektion in kontinuierlichen [48, 246, 254],
diskreten [244] und vernetzten Systemen [141] hat das Lemma in ju¨ngerer
Vergangenheit vielfach Anwendung gefunden.
Auch fu¨r das vorliegende Fehlerisolationsproblem ist es mittels Satz 3.2
mo¨glich, das Optimierungsproblem (5.29) umzuformulieren zu
minimiere
X,Y ,RL,RV
γ, sodass (5.30a)
X ≻ 0, ωc = 1
2
(ωl + ωh) , (5.30b)
Ξ =
[ −X Y + jωcX
Y − jωcX −ωlωhX
]
, Γ =
[
Inf 0
0 −γ2Ind
]
, (5.30c)

A−LC Bd − LDd
In 0
V C V Dd
0 Ind


T
︸ ︷︷ ︸
⊥N
·
[
Ξ 0
0 Γ
]
︸ ︷︷ ︸
Z
·


A−LC Bd −LDd
In 0
V C V Dd
0 Ind


︸ ︷︷ ︸
⊥NT
≺ 0,
(5.30d)
L = L0 +RL ·⊥D∗, V = V0 +RV ·⊥D∗. (5.30e)
Darin ist ⊥N ∈ R(n+nd)×(2n+nf+nd), sodass aus Satz A.1 die Beziehung
rang (N) = n + nf folgt. Dementsprechend muss die zugeho¨rige Matrix
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N ∈ R(2n+nf+nd)×χ sein, wobei χ ≥ n+ nf ist. Mithilfe von Lemma 3.4,
welches sich aus Finslers Lemma [205] ergibt, la¨sst sich die Matrixunglei-
chung (5.30d) schreiben als
Z +He
(
ΛNT
) ≺ 0, (5.31)
wobei Λ ∈ R(2n+nf+nd)×χ eine beliebige Matrix mit mindestens n + nf
Spalten ist.
Da ⊥N ·N = 0 gilt, gilt auch NT ·⊥NT = 0 und mit einer beliebigen
Matrix Ψ ∈ Rχ×(n+nf ) vollen Ranges la¨sst sich die Matrix NT parame-
trieren als
NT = Ψ
[
In − (A−LC) 0 − (Bd − LDd)
0 −V C Inf −V Dd
]
.
Im Weiteren wird (5.30e) eingesetzt und es werden die abku¨rzenden
Schreibweisen
Λ˜ = ΛΨ, C˜ =
[
0 −⊥D∗ ·C 0 −⊥D∗ ·Dd
]
,
L˜ =
[
RL
−RV
]
, A˜ =
[
In − (A− L0C) 0 − (Bd − L0Dd)
0 −V0C Inf −V0Dd
]
eingefu¨hrt. Zu beachten ist dabei, dass Λ˜ ∈ R(2n+nf+nd)×(n+nf ) gilt und
die unbestimmte Anzahl χ ≥ n+ nf der Spalten von Λ keine Rolle spielt.
Damit la¨sst sich (5.31) weiter vereinfachen und das Optimierungsproblem
(5.30) la¨sst sich a¨quivalent formulieren als
minimiere
X,Y ,Λ˜,RL,RV
γ, sodass (5.32a)
X ≻ 0, (5.32b)
Z +He
(
Λ˜
(
A˜− L˜C˜
))
≺ 0. (5.32c)
Dabei stellt (5.32c) im Gegensatz zu (5.30d) eine BMI dar. A¨hnlich zum
Vorgehen in [48, 245] la¨sst sich diese in eine LMI u¨berfu¨hren, wennRV = 0
gewa¨hlt wird. Da dies jedoch die Anzahl der zur Verfu¨gung stehenden
Freiheitsgrade verringert, wird dieser Ansatz hier nicht weiter verfolgt.
Wie bei der Optimierung bezu¨glich exogener Sto¨rungen mit beliebigen
Frequenzen in Abschnitt 5.4.1 ero¨rtert ist es weiterhin sinnvoll, in (5.32) die
Beobachtereigenwerte bei der Optimierung einzuschra¨nken. Dazu wird eine
weitere symmetrische MatrixXEW ∈ Rn×n eingefu¨hrt. Die Beschra¨nkung
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der nichtsteuerbaren Beobachtereigenwerte auf die in Abbildung 3.2 auf
Seite 59 gezeigte D-Region ist gewa¨hrleistet, wenn
XEW ≻ 0, (5.33a)
He
(
XEW (A− L0C)−XEWRL ·⊥D∗ ·C
)− 2αXEW ≺ 0, (5.33b)[−̺XEW XEW (A− L0C)−XEWRL ·⊥D∗ ·C
⋆ −̺XEW
]
≺ 0, (5.33c)[
Φ11 Φ12
⋆ Φ11
]
≺ 0, (5.33d)
Φ11 = tan (φ) ·He
(
XEW (A− L0C)−XEWRL ·⊥D∗C
)
, (5.33e)
Φ12 = −XEW (A−L0C) + (A− L0C)TXEW + . . . (5.33f)
+XEWRL ·⊥D∗C −
(
XEWRL ·⊥D∗C
)T
gilt. Zusammenfassend folgt
Satz 5.5 (BMI-basierter Entwurf robuster FIOs in beschra¨nkten Fre-
quenzbereichen fu¨r nichtquadratische Systeme mit Beschra¨nkung der Be-
obachtereigenwerte). Gegeben sei ein System der Form
x˙ = Ax+Bu+Eaf +Bdd,
y = Cx+Du+Esf +Ddd,
welches die Annahmen 5.1–5.3 erfu¨llt, und eine FIO-Parametrierung
(L0,V0) gema¨ß Satz 4.8. Dann liefert das Optimierungsproblem
minimiere
X,Y ,Λ˜,RL,RV ,XEW
γ, sodass
(5.32b), (5.32c), (5.33)
eine obere Schranke fu¨r ‖Grd(s)‖Ω∞, wobei Re(λBi) < −α, |λBi | < ̺ und
|Im(λBi)| < tan(φ) · |Re(λBi)| fu¨r alle i = 1, . . . ,n sichergestellt ist.
Bemerkung 5.6. In (5.33b), (5.33c) und (5.33d)–(5.33f) wird eine gemein-
same Matrix XEW fu¨r die durch α, ̺ und φ beschriebenen D-Regionen
angesetzt. In der Umsetzung der beiden in diesem Abschnitt beschriebe-
nen Lo¨sungsverfahren zeigt sich, dass die dadurch eingefu¨hrte Konserva-
tivita¨t vernachla¨ssigbar ist. Theoretisch la¨sst sie sich eliminieren, indem
fu¨r jede der durch α, ̺ und φ beschriebenen D-Regionen eine individuelle
Matrix XEW,α beziehungsweise XEW,̺ und XEW,φ angesetzt wird. Da-
durch erho¨ht sich jedoch die Dimension des Lo¨sungsraumes, wodurch die
zur Lo¨sung beno¨tigte Rechenzeit ansteigt.
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Ziel ist es im Weiteren, das in Satz 5.5 formulierte Optimierungs-
problem zu lo¨sen. Es handelt sich um ein nichtkonvexes Problem, so-
dass nicht gewa¨hrleistet ist, dass das globale Optimum gefunden wird.
Weiterhin ha¨ngt die gefundene Lo¨sung von den gewa¨hlten Startwerten
(Linit,Vinit) ab. Eine mo¨gliche Wahl von (Linit,Vinit) ergibt sich durch
RL = 0, RV = 0. Alternativ kann die Lo¨sung des Optimierungsproblems
aus Satz 5.3 als initiale Parametrierung verwendet werden.
Ausgehend von dieser initialen Lo¨sung wird das BMI-Problem aus
Satz 5.5 iterativ gelo¨st. Es existieren verschiedene Ansa¨tze, um fu¨r BMI-
Probleme zumindest lokale Optima zu finden (s. zum Beispiel [121, 165,
200]). An dieser Stelle werden zwei unterschiedliche Ansa¨tze verfolgt: Zum
einen das Path-Following-Verfahren und zum anderen die Ru¨ckfu¨hrung
auf ein rangbeschra¨nktes LMI-Problem. Bei beiden Ansa¨tzen werden zum
Teil Umformungen vorgenommen, die mathematisch betrachtet gegenu¨ber
dem Optimierungsproblem aus Satz 5.5 keine Vereinfachung darstellen,
sondern lediglich auf eine a¨quivalente Formulierung fu¨hren. Diese Umfor-
mungen dienen dazu, das Problem mittels ga¨ngiger verfu¨gbarer Solver fu¨r
LMI-Probleme mit oder ohne Rangbeschra¨nkungen handhabbar zu ma-
chen.
Lo¨sung mittels Path-Following
Das Path-Following-Verfahren geht auf [95] zuru¨ck, es wurde in [165] um
eine Schrittweitensteuerung erweitert. Es beruht darauf, eine BMI in eine
Taylorreihe zu entwickeln und das resultierende LMI-Problem zu lo¨sen. Die
Validita¨t der erzielten Lo¨sung fu¨r die urspru¨ngliche BMI wird u¨berpru¨ft
und das Verfahren wird fu¨r den erhaltenen neuen Linearisierungspunkt
fortgesetzt. Ist die neue Lo¨sung gu¨ltig, wird fu¨r den na¨chsten Iterations-
schritt die Umgebung, in der eine Lo¨sung gesucht wird, vergro¨ßert. Ist
die neue Lo¨sung dagegen ungu¨ltig, wird der Suchbereich fu¨r die na¨chste
Iteration verkleinert.
Dieses schrittweise Vorgehen wird in Abbildung 5.12 veranschaulicht
und gibt dem Verfahren seinen Namen. Im ersten Iterationsschritt (Ab-
bildung 5.12a) wird ausgehend von einer initialen Lo¨sung in einer Um-
gebung des Linearisierungspunktes das resultierende LMI-Problem gelo¨st.
Die Lo¨sung ist mit einem Dreieck gekennzeichnet, sie erweist sich fu¨r das
urspru¨ngliche Problem als ungu¨ltig. Dementsprechend wird in der zweiten
Iteration (Abbildung 5.12b) der Suchbereich um den Linearisierungspunkt
verkleinert. Nun wird eine gu¨ltige Lo¨sung gefunden, diese wird als neuer
Linearisierungspunkt fu¨r die dritte Iteration verwendet und der Suchbe-
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(a) 1. Iteration
×
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(b) 2. Iteration
×
×
×
(c) 3. Iteration
×
×
×
△
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(d) 4. und 5. Iteration
Abbildung 5.12: Prinzip des Path-Following-Verfahrens
reich wird wieder leicht vergro¨ßert. In der dritten Iteration wird erneut
eine gu¨ltige Lo¨sung gefunden. Der weiter vergro¨ßerte Suchbereich in der
vierten Iteration fu¨hrt auf eine ungu¨ltige Lo¨sung (vgl. Abbildung 5.12d).
Erst in der fu¨nften Iteration wird mit verkleinertem Suchbereich wieder
eine gu¨ltige Lo¨sung gefunden.
Bei dem in Satz 5.5 formulierten Optimierungsproblem stellen die Glei-
chungen (5.32c) beziehungsweise (5.33b) und (5.33c) aufgrund der Pro-
duktterme Λ˜L˜ und XEWRL zu linearisierende BMIs dar. Durch Ent-
wicklung in eine Taylorreihe um den Punkt (Zf ,Λ˜f ,L˜f ) beziehungsweise
(Xf ,Yf ,γf ,Λ˜f ,L˜f ) ergibt sich fu¨r (5.32c) die Approximation
Z +He
(
Λ˜
(
A˜− L˜C˜
))
≈ (5.34)
Zf +∆Z +He
((
Λ˜f +∆Λ˜
)(
A˜− L˜f C˜
)
− Λ˜f∆L˜C˜
)
≺ 0,
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mit
∆Z = diag (∆Ξ,∆Γ) , ∆Γ =
[
0 0
0 −2γf∆γInd
]
, (5.35a)
∆Ξ =
[ −∆X ∆Y + jωc∆X
∆Y − jωc∆X −ωlωh∆X
]
, (5.35b)
wenn lediglich Terme erster Ordnung betrachtet werden. Dabei ergeben
sich die Matrizen in (5.35) jeweils aus den partiellen Ableitungen von
Z +He
(
Λ˜
(
A˜− L˜C˜
))
nach den Variablen ∆X, ∆Y und ∆γ. Ebenso
kann (5.33b) um den Punkt (XEW,f , Λ˜f) beziehungsweise (XEW,f ,RL,f )
angena¨hert werden als
He
(
XEW
(
A− (L0 +RL ·⊥D∗)C))− 2αXEW ≈
He
(
(XEW,f +∆XEW)
(
A− (L0C +RL,f ·⊥D∗)C))+ . . .
− He (XEW,f∆RL ·⊥D∗C)− 2α (XEW,f +∆XEW) ≺ 0.
Fu¨r (5.33c) ergibt sich entsprechend[−̺XEW XEW (A− (L0 +RL ·⊥D∗)C)
⋆ −̺XEW
]
≈[−̺ (XEW,f+∆XEW) (XEW,f+∆XEW)(A−(L0+RL,f ·⊥D∗)C)
⋆ −̺ (XEW,f+∆XEW)
]
+
[
0 −XEW,f∆RL ·⊥D∗C
⋆ 0
]
≺ 0
und die Taylorentwicklung der Matrizen Φ11 und Φ12 zur Beschreibung
des Winkelsektors aus (5.33d) bis (5.33f) fu¨hrt auf
Φ11 ≈ tan(φ)·He
(
(XEW,f +∆XEW)
(
A− (L0 +RL,f ·⊥D∗)C)
−XEW,f∆RL ·⊥D∗C
)
, (5.36a)
Φ12 ≈ − (XEW,f +∆XEW)
(
A− (L0 +RL,f ·⊥D∗)C)+ . . . (5.36b)
+
(
(XEW,f +∆XEW)
(
A− (L0 +RL,f ·⊥D∗)C))T + . . .
+XEW,f∆RL ·⊥D∗C −
(
XEW,f∆RL ·⊥D∗C
)T
.
Damit bei der Lo¨sung des sich aus der Linearisierung ergebenden LMI-
Problems der Suchraum auf eine Umgebung des Linearisierungspunktes
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eingeschra¨nkt wird, wird analog zu [165]
‖∆Z‖2 < ζ ‖Zf‖2 , ‖∆XEW‖2 < ζ ‖XEW,f‖2 (5.37)
gefordert. Somit kann ζ als ein Schrittweitenparameter aufgefasst werden,
er wird typischerweise zu Beginn des Algorithmus auf ζ = 0,2 gesetzt.
Mithilfe von Lemma 3.5 ko¨nnen die Bedingungen (5.37) durch die LMIs[
ζ2 ‖Zf‖2 I2n ∆Z
⋆ I2n
]
≻ 0,
[
ζ2 ‖XEW,f‖2 In ∆XEW
⋆ In
]
≻ 0
ausgedru¨ckt werden. Alternativ dazu sind wie im Anhang in Lemma A.6
bewiesen die LMIs[
ζZf ∆Z
⋆ ζZf
]
≻ 0,
[
ζXEW,f ∆XEW
⋆ ζXEW,f
]
≻ 0 (5.38)
hinreichend fu¨r (5.37). Im Allgemeinen erweist sich diese Formulierung als
numerisch gu¨nstiger fu¨r die Beschra¨nkung der Normabweichung und fu¨hrt
zu einer schnelleren Konvergenz des Verfahrens. Ein alternativer Beweis
zur auch in [165] verwendeten Beziehung findet sich in [164].
Mit den durchgefu¨hrten Linearisierungen der auftretenden BMIs la¨sst
sich das Path-Following-Verfahren anwenden. Dabei wird die Tatsache aus-
genutzt, dass fu¨r eine beliebige initiale Parametrierung (Linit,Vinit) ein
LMI-Problem vorliegt. Es wird dann lediglich eine obere Schranke fu¨r
‖Grd(s)‖Ω∞ bei gegebener FIO-Parametrierung abgescha¨tzt. Ausgehend
von diesem Initialisierungsschritt wird solange iteriert, bis entweder keine
signifikante Verbesserung mehr erreicht wird oder eine maximale Anzahl
von Iterationsschritten absolviert wurde. Abbildung 5.13 zeigt einen Ab-
laufplan des Vorgehens, detailliert dargestellt ist dieses in
Algorithmus 5.1.
1. Initialisierung
Setze
L˜ = L˜f = L˜init =
[
RL,init
−RV,init
]
und lo¨se das sich ergebende LMI-Problem
minimiere
X,Y ,Λ˜,XEW
γ, sodass
X ≻ 0, XEW ≻ 0,
Z +He
(
Λ˜
(
A˜− L˜initC˜
))
≺ 0
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mit den zusa¨tzlichen Nebenbedingungen
He
(
XEW
(
A− (L0 +RL,init ·⊥D∗)C))− 2αXEW ≺ 0,[−̺XEW XEW (A− (L0 +RL,init ·⊥D∗)C)
⋆ −̺XEW
]
≺ 0,[
Φ11 Φ12
⋆ Φ11
]
≺ 0,
Φ11 = tan (φ) ·He
(
XEW
(
A− (L0 +RL,init ·⊥D∗)C)) ,
Φ12 = −XEW
(
A− (L0 +RL,init ·⊥D∗)C)+ . . .
+
(
XEW
(
A− (L0 +RL,init ·⊥D∗)C))T
und mit γ = γ2 > 0. Definiere die gefundene Lo¨sung als γf =
√
γ,
Xf , Yf , Λ˜f ,XEW,f .
2. Path-Following-Schritt
a) Update-Schritt
Lo¨se das LMI-Problem
minimiere
∆L˜,∆X,∆Y ,∆Λ˜,∆XEW
∆γ, sodass
Xf +∆X ≻ 0, XEW,f +∆XEW ≻ 0,
∆γ < 0, γ2f + 2γf∆γ > 0,
(5.34)− (5.36), (5.38).
b) Verifikationsschritt
Setze γ = γf + ∆γ und L˜ = L˜f + ∆L˜ und u¨berpru¨fe die
Lo¨sbarkeit von
finde X, Y , Λ˜, XEW, sodass
X ≻ 0, XEW ≻ 0,
Z +He
(
Λ˜
(
A˜− L˜C˜
))
≺ 0
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mit den zusa¨tzlichen Nebenbedingungen
He
(
XEW
(
A− (L0 +RL ·⊥D∗)C))− 2αXEW ≺ 0,[−̺XEW XEW (A− (L0 +RL ·⊥D∗)C)
⋆ −̺XEW
]
≺ 0,[
Φ11 Φ12
⋆ Φ11
]
≺ 0,
Φ11 = tan (φ) ·He
(
XEW
(
A− (L0 +RL ·⊥D∗)C)) ,
Φ12 = −XEW
(
A− (L0 +RL ·⊥D∗)C)+ . . .
+
(
XEW
(
A− (L0 +RL ·⊥D∗)C))T .
Falls das Problem lo¨sbar ist, definiere die gefundene Lo¨sung
als (γf ,L˜f ,Xf ,Yf ,Λ˜f ,XEW,f ). Falls die Abbruchbedingung 3.
nicht erfu¨llt ist, setze die neue Schrittweite auf ζ := η+ζ und
gehe zu 2.a). Falls das Problem nicht lo¨sbar ist und die Ab-
bruchbedingung 3. nicht erfu¨llt ist, setze ζ := η−ζ und gehe
zu 2.a) ohne die Variablen γf , L˜f , Xf , Yf , Λ˜f und XEW,f zu
vera¨ndern.
3. Abbruchkriterium
Beende den Algorithmus, falls eine gegebene Anzahl von Iteratio-
nen durchlaufen wurde oder die relative Verbesserung von γ in zwei
aufeinander folgenden Iterationen eine gegebene Schranke ε unter-
schreitet.
Durch die Bedingungen Xf + ∆X ≻ 0 und XEW,f + ∆XEW ≻ 0
in Schritt 2.a) wird sichergestellt, dass die sich ergebenden neuen Ma-
trizen X und XEW positiv definit sind. Die Bedingungen ∆γ < 0 und
γ2f + 2γf∆γ > 0 sind theoretisch redundant. Bei den verwendeten Solvern
beschleunigen sie jedoch die Konvergenz des Verfahrens. Mit den Para-
metern η+ > 1 und 0 < η− < 1 erfolgt in Schritt 2.b) eine Schrittwei-
tenadaption. Diese beschleunigt ebenfalls die Konvergenz des Verfahrens
[165].
Da im Path-Following-Algorithmus die Minimierung von γ in jeder Itera-
tion auf Basis eines linearisierten BMI-Problems erfolgt, ist die Konvergenz
auf das globale Optimum nicht sichergestellt. Jedoch ist gewa¨hrleistet, dass
das Verfahren auf ein lokales Minimum von γ konvergiert [165]. Dies im-
pliziert auch, dass gegenu¨ber der gewa¨hlten initialen FIO-Parametrierung
(Linit,Vinit) keine Verschlechterung hinsichtlich γ auftreten kann. Fu¨r
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1. Initialisierung
2.a) Update
2.b) Verifikation
Linearisierungspunkt
a¨ndern
Linearisierungspunkt
beibehalten
3. Abbruch?
gu¨ltig ungu¨ltig
nein
ja
Abbildung 5.13: Schematischer Ablauf des Path-Following-Algorithmus
die mittels des Path-Following-Algorithmus gefundene Schranke gilt stets
γPF ≤ γinit.
Bemerkung 5.7. Selbstversta¨ndlich kann auch die Ausgangsgleichung
(5.30d) linearisiert werden, um das Path-Following-Verfahren anzuwen-
den. Jedoch fu¨hrt die Umformulierung zu (5.32c) wie bereits ero¨rtert
auf ein allgemeines BMI-Problem. Diese Darstellung als Standardproblem
ermo¨glicht somit die Anwendung beliebiger Lo¨sungsverfahren fu¨r BMI-
Probleme, wie zum Beispiel der im Folgenden dargestellten Formulierung
als rangbeschra¨nktes LMI-Problem. U¨berdies ist der Einsatz anderer BMI-
Lo¨sungsansa¨tze, wie sie unter anderem in [121, 200] beschrieben sind,
mo¨glich.
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Lo¨sung durch Ru¨ckfu¨hrung auf ein rangbeschra¨nktes
LMI-Problem
Die Umformung von (5.30d) in die BMI (5.32c) ero¨ffnet einen alternati-
ven Lo¨sungsansatz. Wie im Folgenden gezeigt wird, la¨sst sich das BMI-
Problem (5.32c) umformulieren in ein rangbeschra¨nktes LMI-Problem. Fu¨r
diese Klasse von Optimierungsproblemen existieren leistungsfa¨hige Solver
wie etwa LMIRank [162] basierend auf [163].
Zuna¨chst wird in (5.32c) die Variablensubstitution
W˜ = Λ˜L˜ ∈ R(2n+nf+nd)×(ny−nf )
durchgefu¨hrt, wodurch sich die LMI
Z +He
(
Λ˜A˜− W˜ C˜
)
≺ 0
ergibt. Aus (5.32) erha¨lt man damit zwar das LMI-Problem
minimiere
X,Y ,Λ˜,W˜
γ, sodass
X ≻ 0,
Z +He
(
Λ˜A˜− W˜ C˜
)
≺ 0,
jedoch weist die Matrix Λ˜ ∈ R(2n+nf+nd)×(n+nf ) mehr Zeilen als Spalten
auf, sie ist somit im Allgemeinen nicht rechtsinvertierbar.
Im Gegensatz zur Variablensubstitution in (5.24) auf Seite 215 kann L˜
nicht ohne Weiteres aus den Matrizen W˜ und Λ˜ berechnet werden. Dies
ist nur mo¨glich, wenn
rang
(
Λ˜
)
= rang
([
Λ˜ W˜
])
(5.39)
gilt, da dann L˜ = Λ˜+ · W˜ ist [14, Proposition 6.1.7].
Aus Lemma A.1 folgt fu¨r den Rang von Λ˜ die Ungleichung
rang
(
Λ˜
)
= rang (ΛΨ) ≥ rang (Λ) + rang (Ψ)− χ = 2(n+ nf )− χ.
Wie anhand von (5.30) herausgearbeitet, gilt χ ≥ n + nf und es folgt die
Abscha¨tzung rang
(
Λ˜
) ≥ n + nf . Aufgrund der Dimension von Λ˜ muss
gleichzeitig rang
(
Λ˜
) ≤ n+ nf sein, sodass sich rang(Λ˜) = n+ nf ergibt.
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Somit la¨sst sich (5.32) a¨quivalent ausdru¨cken durch das rangbeschra¨nkte
LMI-Problem
minimiere
X,Y ,Λ˜,W˜
γ, sodass
X ≻ 0,
Z +He
(
Λ˜A˜− W˜ C˜
)
≺ 0,
rang
([
Λ˜ W˜
]) ≤ n+ nf .
Um weiterhin die Beschra¨nkung der nichtsteuerbaren Beobachtereigen-
werte auf die durch (5.33) beschriebene D-Region zu beru¨cksichtigen, wird
YEW =XEWRL eingefu¨hrt. Partitioniert man Λ˜ = [Λ˜1 Λ˜2], so ergibt sich
aus Λ˜L˜ = W˜ und YEW =XEWRL die Bedingung[
Λ˜1 Λ˜2
XEW 0
] [
RL
−RV
]
=
[
W˜
YEW
]
. (5.40)
Da bereits Λ˜ mehr Zeilen als Spalten aufweist und vollen Rang hat, besitzt
auch die Matrix [
Λ˜1 Λ˜2
XEW 0
]
vollen Rang. Analog zu den U¨berlegungen zu (5.39) ergibt sich fu¨r die
Lo¨sbarkeit von (5.40) die Bedingung
rang
([
Λ˜1 Λ˜2 W˜
XEW 0 YEW
])
≤ n+ nf .
Die rangbeschra¨nkte Matrix in obigem Ausdruck ist
(3n+ nf + nd)× (n+ ny)-dimensional und damit nichtquadratisch,
weshalb sich die ga¨ngigen Solver nicht unmittelbar anwenden lassen.
Diese unterstu¨tzen lediglich Rangbeschra¨nkungen fu¨r quadratische
Matrizen. Das im Anhang angegebene Lemma A.5 ermo¨glicht es,
die Rangbeschra¨nkung einer nichtquadratischen Matrix durch die
Einfu¨hrung zusa¨tzlicher Hilfsvariablen auf die Rangbeschra¨nkung einer
quadratischen Matrix ho¨herer Dimension zuru¨ckzufu¨hren. Dazu werden
die quadratischen Hilfsvariablen Υ1 ∈ R(3n+nf+nd)×(3n+nf+nd) und
Υ2 ∈ R(n+ny)×(n+ny) beno¨tigt. Das in Satz 5.5 formulierte Optimierungs-
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problem la¨sst sich damit alternativ beschreiben durch
minimiere
X,Y ,Λ˜,W˜ ,XEW,YEW,Υ1,Υ2,
γ, sodass (5.41a)
X ≻ 0, XEW ≻ 0, (5.41b)
Z +He
(
Λ˜A˜− W˜ C˜
)
≺ 0, (5.41c)
He
(
XEW (A−L0C)− YEW ·⊥D∗ ·C
)− 2αXEW ≺ 0, (5.41d)[−̺XEW XEW (A−L0C)− YEW ·⊥D∗ ·C
⋆ −̺XEW
]
≺ 0, (5.41e)[
Φ11 Φ12
⋆ Φ11
]
≺ 0, (5.41f)
Φ11 = tan (φ) ·He
(
XEW (A−L0C)−YEW ·⊥D∗C
)
, (5.41g)
Φ12 = −XEW (A−L0C) + (A−L0C)TXEW + . . . (5.41h)
+ YEW ·⊥D∗C −
(
YEW ·⊥D∗C
)T
, (5.41i)
Υ1
[
Λ˜1 Λ˜2 W˜
XEW 0 YEW
]
⋆ Υ2

  0, (5.41j)
rang
([
Υ1 0
0 Υ2
])
≤ 2(n+ nf ). (5.41k)
Eine weitere Einschra¨nkung des spezialisierten Solvers LMIRank [162]
ist, dass er lediglich Lo¨sbarkeitsprobleme der Form
finde X, Y , Λ˜, W˜ , XEW, YEW, Υ1, Υ2, sodass (5.42a)
(5.41b)− (5.41k), (5.42b)
unterstu¨tzt und keine Optimierungsprobleme. Da die Gu¨tefunktion in
(5.41a) ein Skalar ist, bietet sich wie in Abschnitt 5.3.3 zur Lo¨sung ein
Bisektionsverfahren an. Dabei wird zuna¨chst ein Intervall [γlo ; γup] be-
stimmt. Dieses zeichnet sich dadurch aus, dass (5.42) fu¨r γup lo¨sbar ist,
fu¨r γlo jedoch nicht. Ein solches Intervall ist in Abbildung 5.14 beispielhaft
dargestellt. Die gesuchte untere Schranke fu¨r γ in (5.41) liegt also inner-
halb dieses Intervalls. Ausgehend davon wird die Lo¨sbarkeit von (5.42) fu¨r
die Mitte des Intervalls untersucht. Dies fu¨hrt auf ein neues Intervall mit
halber Breite, welches die gesuchte Schranke γ entha¨lt. Im Beispiel, das
in Abbildung 5.14 gezeigt ist, stellt sich in der ersten Iteration heraus,
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1. Iteration
γlo,1 γup,1γ1
2. Iteration
γlo,2 = γ1 γup,2γ2
3. Iteration
γlo,3 γup,3 = γ2γ3︸︷︷︸
γ3−γlo,3<ε
Abbildung 5.14: Prinzip des Bisektionsverfahrens
dass das Problem (5.42) fu¨r die Intervallmitte γ1 nicht lo¨sbar ist. Dement-
sprechend wird fu¨r die na¨chste Iteration die untere Intervallgrenze auf γ1
gesetzt. Fu¨r die neue Intervallmitte γ2 stellt sich (5.42) als lo¨sbar her-
aus, sodass nun die obere Intervallgrenze angepasst wird. Dieses Vorgehen
wird wiederholt, bis die Breite des Intervalls einen vorgegebenen Wert ε
unterschreitet.
Zusammengefasst ergibt sich zur Lo¨sung des Optimierungsproblems aus
Satz 5.5 der
Algorithmus 5.2.
1. Initialisierung
a) Wa¨hle ein γlo > 0, mit dem (5.42) nicht lo¨sbar ist und setze
γup = 2γlo.
b) Falls (5.42) mit γup lo¨sbar ist, gehe zu 2.
Andernfalls, setze γup := 2γup und wiederhole 1.b).
2. Bisektionsschritt
Setze γ = 12 (γup + γlo) und u¨berpru¨fe die Lo¨sbarkeit von (5.41).
Falls (5.42) lo¨sbar ist, setze γup = γ, u¨berpru¨fe das Abbruchkriteri-
um und gehe zu 2.
Falls (5.42) nicht lo¨sbar ist, setze γlo = γ, u¨berpru¨fe das Abbruch-
kriterium und gehe zu 2.
3. Abbruchkriterium
Terminiere den Algorithmus falls γup − γlo < ε mit einer gegebenen
Schranke ε ist.
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Es sei erneut darauf hingewiesen, dass es sich bei (5.42) aufgrund der
Rangbeschra¨nkung um ein nichtkonvexes Problem handelt. Somit kann
nicht garantiert werden, dass es sich bei dem ermittelten Wert γ um eine
globale Lo¨sung fu¨r (5.32) handelt. Die gefundene Lo¨sung ist abha¨ngig von
den gewa¨hlten Startwerten, also unter anderem RL und RV .
Erweiterungen des Verfahrens
Die vorgestellte Methode la¨sst sich leicht erweitern, wenn verschiede-
ne Sto¨rungen auf das System wirken, die jeweils in unterschiedlichen
Frequenzbereichen liegen. Betrachtet man N Sto¨rungen, fu¨r die jeweils
di ∈ Ωi mit einem eigenen Frequenzbereich Ωi gilt, so kann das Optimie-
rungsproblem aus Satz 5.5 abgewandelt werden. Anstatt der dort verwen-
deten Schranke γ wird das Maß
J =
N∑
i=1
θiγi
als Optimierungskriterium herangezogen. Dabei sind θi frei wa¨hlbare, po-
sitive Gewichtungsfaktoren, mit denen die Unterdru¨ckung der Sto¨rungen
di priorisiert werden ko¨nnen. Einzuhalten sind die Nebenbedingungen
‖Grdi(s)‖Ωi∞ < γi, ∀i = 1, . . . ,N.
Da beim Path-Following-Verfahren eine Linearisierung des Problems statt-
findet, kann man fu¨r jedes Sto¨r-Residuen-U¨bertragungssystem in (5.32)
separate Matrizen Xi, Yi und Λ˜i ansetzen. Somit bedingen die N Neben-
bedingungen keine Konservativita¨t der erzielten Lo¨sung. Gleiches gilt fu¨r
den Ansatz des rangbeschra¨nkten LMI-Problems.
Wird in quadratischen Systemen wie in Abschnitt 5.3.2 die Sto¨runter-
dru¨ckung durch eine Relaxierung der Strukturanforderungen optimiert, so
lassen sich ebenfalls beschra¨nkte Frequenzbereiche betrachten. Im Opti-
mierungsproblem (5.17) sind dabei die letzten beiden Bedingungen durch
entsprechende Matrixungleichungen zur Einhaltung von ‖Grd(s)‖Ω∞ zu er-
setzen. Das weitere Vorgehen entspricht mit der Umwandlung in ein BMI-
Problem und der Anwendung des Path-Following-Algorithmus dem in die-
sem Abschnitt beschriebenen Verfahren.
In diesem Abschnitt wurde stets eine gegebene Dynamik der Diagonal-
elemente vorausgesetzt. Prinzipiell ist es mo¨glich, auch bei der Optimie-
rung von ‖Grd(s)‖Ω∞ die Diagonalelemente in die Optimierung mit ein-
zubeziehen und damit alle vorhandenen Freiheitsgrade auszunutzen. Dies
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kann einerseits a¨hnlich wie in den Abschnitten 5.3.1 und 5.4.2 durch Um-
formung in ein Standard-Regelungsproblem erfolgen. Die Umwandlung in
die Struktur gema¨ß Abbildung 5.2 gelingt durch Ru¨ckgriff auf Gewich-
tungsfilter, die separat auszulegen sind. Damit ko¨nnen die bereits mehr-
fach erwa¨hnten Solver eingesetzt werden. Da die Matrixungleichungen
des GKYP-Lemmas ohnehin beim Path-Following-Verfahren linearisiert
werden, ist es alternativ auch mo¨glich, die Koeffizienten qi,j und zi,0 als
zusa¨tzliche Freiheitsgrade in (5.30) zu verwenden.
Beispiel Hydrauliksystem
Zur Demonstration der Leistungsfa¨higkeit der vorgestellten Verfahren wird
das Beispiel aus Abschnitt 5.4.1 erweitert. Dabei wird davon ausgegan-
gen, dass zusa¨tzliches Wissen u¨ber die Sto¨rungen vorhanden ist. Diese
sollen lediglich Frequenzen im Bereich Ω = [ωl ; ωh] mit ωl = 4rad/s und
ωh = 8rad/s enthalten.
Fu¨r die initiale Beobachterparametrierung ergibt sich in diesem Fre-
quenzbereich eine maximale Sto¨rversta¨rkung von γinit = 41,57. Der FIO,
der aus der Optimierung nach Satz 5.3 (Robustheit bezu¨glich exogener
Sto¨rungen beliebiger Frequenzen) gewonnen wurde, liefert in diesem Fre-
quenzbereich γopt = 20,73. In Abbildung 5.15 sind diese Schranken strich-
liert in den Verlauf der gro¨ßten Singula¨rwerte von Grd(s) eingetragen.
Nun wird ausgehend von der Lo¨sung (Lopt,Vopt), die zur Unterdru¨ckung
von Sto¨rungen beliebiger Frequenzen in Abschnitt 5.4.1 ermittelt wurde,
der Path-Following-Algorithmus angewendet, um die Sto¨runterdru¨ckung
im relevanten Frequenzbereich gezielt zu verbessern. Als Parameter des Al-
gorithmus werden ζ = 0,2, η+ = 1,1 und η− = 0,5 gesetzt. Die resultieren-
de FIO-Parametrierung (Lopt,ff,pf,Vopt,ff,pf) befindet sich in Anhang C.2.4.
Sie platziert den nichtsteuerbaren Beobachtereigenwert bei λB5 = −36,79,
was gegenu¨ber der Optimierung bezu¨glich beliebiger Sto¨rfrequenzen kei-
ne große Vera¨nderung darstellt (s. Abschnitt 5.4.1). Allerdings a¨ndern
sich die Beobachtermatrix und insbesondere die Nachfiltermatrix in er-
heblichem Maße. Dies fu¨hrt zu einer deutlich reduzierten Schranke fu¨r
die Sto¨rversta¨rkung von γopt,ff,pf = 9,56. Durch die Lo¨sung des rangbe-
schra¨nkten LMI-Problems la¨sst sich im Beispiel ein nochmals leicht verbes-
sertes Ergebnis von γopt,ff,rc = 8,18 erreichen, was auch in Abbildung 5.15
abzulesen ist. Der nichtsteuerbare Beobachtereigenwert wird dabei bei
λB5 = −43,85 platziert, die FIO-Parametrierung (Lopt,ff,rc,Vopt,ff,rc) ist
ebenfalls in Anhang C.2.4 angegeben. Auch bei anderen Beispielsystemen
zeigen die beiden Lo¨sungsansa¨tze vergleichbare Ergebnisse.
5.4 Steigerung der Robustheit in nichtquadratischen Systemen 241
replacemen
0,1 1 100 1000
15dB
5dB
25dB
35dB
ωl ωh
ω / rad/s
σ
(G
r
d
(j
ω
))
Abbildung 5.15: Verlauf des gro¨ßten Singula¨rwertes von Grd(s) fu¨r initiale
(−), auf beliebige Frequenzen optimierte (−) und auf beschra¨nkte Frequenzen
optimierte (−) FIO-Parametrierung
Anhand von Abbildung 5.15 wird deutlich, dass nun gezielt auf den re-
levanten, blau hinterlegten Frequenzbereich optimiert wird. Zwischen ωl
und ωh ist die Sto¨rversta¨rkung wesentlich geringer. Zwar ist der gro¨ßte
Singula¨rwert von Grd(s) fu¨r hohe Frequenzen wesentlich gro¨ßer als fu¨r die
initiale Parametrierung. Dieser Frequenzbereich spielt jedoch im Beispiel
keine Rolle, da keine Sto¨rungen auftreten, die diese Frequenzen enthal-
ten. Zu betonen ist u¨berdies, dass im Gegensatz zum Verfahren aus Ab-
schnitt 5.4.2 die Pole von Grf (s) nicht vera¨ndert werden. Die verbesserte
Sto¨runterdru¨ckung wird also bei gleichbleibender Detektionsgeschwindig-
keit erreicht.
Die Wirksamkeit der Sto¨runterdru¨ckung wird im Zeitverlauf der Resi-
duen in Abbildung 5.16 ebenfalls deutlich. In der Simulation tritt nach 2s
der sprungfo¨rmige Fehler f1 = 3 auf, nach 5s ist f2 = 2 aktiv. Außerdem
wird das System beeinflusst vom Sto¨rvektor
d(t) =

 3 · sin(4t)0,06 · sin(6t+ π/3)
0,02 · sin(8t+ π/2)

 .
Das Residuum r1 ist fu¨r beide FIOs nahezu deckungsgleich. Wa¨hrend sich
in dem durch (Lopt,Vopt) generierten Residuum r2 die Sto¨rungen sehr stark
widerspiegeln, ist anhand des durch (Lopt,ff,Vopt,ff) erzeugten Residuums
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Abbildung 5.16: Zeitverlauf der Residuen bei auf beliebige Frequenzen opti-
miertem FIO (−) und auf beschra¨nkte Frequenzen optimiertem FIO (−)
ohne Weiteres eine Fehlerisolation mo¨glich. Der Einfluss der Sto¨rungen
wird hier deutlich besser unterdru¨ckt.
5.4.4 Robustheit bezu¨glich unsicherer
Systemparameter
Die bisherigen Betrachtungen dieses Kapitels waren auf Systeme be-
schra¨nkt, deren Systemmatrizen exakt bekannt sind und die lediglich exo-
genen Sto¨rungen unterliegen. In der Praxis unterliegen Systeme jedoch
ha¨ufig unsicheren Systemparametern. Diese ko¨nnen zum Beispiel durch
Alterungseffekte oder nicht exakt bekannte Lastzusta¨nde hervorgerufen
werden. Sie ko¨nnen ihren Ursprung aber auch darin haben, dass ein li-
nearisiertes System außerhalb des Arbeitspunktes betrieben wird. Wie in
Abschnitt 5.1 beschrieben ko¨nnen derartige parametrische Unsicherheiten
als exogene Sto¨rungen umformuliert werden, solange sie die Systemstabi-
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lita¨t nicht beeintra¨chtigen. Wie in [58, Abschnitt 8.2] diskutiert kann dies
jedoch zu konservativen Ergebnissen fu¨hren, da die vorhandene Informati-
on u¨ber die Struktur der Unsicherheiten nicht vollsta¨ndig ausgenutzt wird.
In diesem Abschnitt wird ein neuer Ansatz vorgestellt, der parametrische
Unsicherheiten direkt beru¨cksichtigt. Er wurde bereits in [224, 230, 235]
pra¨sentiert beziehungsweise vero¨ffentlicht.
Kerngedanke ist es, zuna¨chst mittels Satz 4.9 einen FIO zu entwerfen,
der fu¨r das nominale System eine ideale Fehlerisolation gewa¨hrleistet. Be-
kanntlich existiert in nichtquadratischen Systemen eine unendliche Anzahl
derartiger Parametrierungen, deren Beobachtermatrizen L = −W−1B P
sich dadurch auszeichnen, dass sie[
wTBij p
T
ij
]
=
[
0T φTi
]
Π+ij + z
T
ij ·⊥Πij , i = 1, . . . ,nf , j = 1, . . . ,δi,
(5.43a)[
wTBm p
T
m
]
= zTm ·⊥Πm, m = δ + 1, . . . ,δ + µ, (5.43b)[
wTBk p
T
k
]
= zTk ·⊥Πk, k = δ + µ+ 1, . . . ,n, (5.43c)
erfu¨llen. Die erste Beziehung beschreibt die Parameter- beziehungsweise
Linkseigenvektoren fu¨r steuerbare Beobachtereigenwerte. Die zweite Glei-
chung behandelt zu kompensierende invariante Nullstellen, wa¨hrend die
dritte Gleichung die Freiheitsgrade hinsichtlich frei platzierbarer nicht-
steuerbarer Beobachtereigenwerte beschreibt. Sind alle Bedingungen aus
(5.43) durch L erfu¨llt, so fu¨hren gema¨ß Satz 4.9 alle Nachfiltermatrizen
V = −SΘ+ −ZV ·⊥Θ (5.44)
mit Θ = C (A− LC)−1 (Ea − LEs)−Es, einer beliebigen Diagonalma-
trix S und einer frei wa¨hlbaren Matrix ZV auf einer diagonalisierte
U¨bertragungsmatrixGrf (s). Die Menge aller FIO-Parametrierungen kann
also durch
L = {L|L = −W−1B P , (5.43)} ,
V = {V |L ∈ L, (5.44)}
beschrieben werden. Es gilt dann, aus diesen Mengen diejenige Parame-
trierung L ∈ L, V ∈ V auszuwa¨hlen, welche die bestmo¨gliche Robust-
heit bezu¨glich der unsicheren Parameter gewa¨hrleistet. Bezogen auf die
U¨bertragungsmatrizen zwischen Fehlern, Stellgro¨ßen und Sto¨rgro¨ßen und
den erzeugten Residuen bedeutet dies entsprechend den in Abschnitt 2.3
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definierten Zielen im Idealfall
Grf (s) = diag
(
g1,1(s), . . . ,gnf ,nf (s)
)
, (5.45a)
Gru(s) = 0, (5.45b)
Grd(s) = 0 (5.45c)
trotz vorhandener parametrischer Unsicherheiten. Diese Anforderungen
sollen durch eine entsprechende Wahl der verbleibenden Entwurfsfreiheits-
grade bestmo¨glich erfu¨llt werden. Der U¨bersichtlichkeit halber werden da-
bei zuna¨chst fehlerbehaftete Systeme betrachtet, die autonom (u = 0) und
sto¨rungsfrei (d = 0) sind. Es wird also das erste Ziel aus (5.45) betrachtet,
im weiteren Verlauf wird das Verfahren dann auf Systeme mit Stellgro¨ßen
u und exogenen Sto¨rungen d erweitert.
Um ein unsicherheitsbehaftetes System zu beschreiben, wird die Zu-
standsraumdarstellung
x˙ = Aχx+Ea,χf , (5.46a)
y = Cχx+Es,χf (5.46b)
herangezogen. Dabei gilt fu¨r die Systemmatrizen
[
Aχ Ea,χ
Cχ Es,χ
]
∈M =
{[
Aχ Ea,χ
Cχ Es,χ
]
=
N∑
l=1
χl
[
Al Ea,l
Cl Es,l
]}
, (5.47a)
N∑
l=1
χl = 1, χl ≥ 0. (5.47b)
M1
M2
M3
M4
M0
Abbildung 5.17: Gebiet polytopischer Unsicherheiten
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Die Matrizen Aχ, Ea,χ, Cχ und Es,χ lassen sich also als konvexe Kom-
binationen von Eckpunkten eines Polytops beschreiben. Durch diese in
Abbildung 5.17 veranschaulichte Beschreibung la¨sst sich eine große Klasse
von unsicherheitsbehafteten Systemen darstellen. Sie umfasst beispielswei-
se Systeme mit Matrizen der Form
A = A0 +
K∑
i=1
pi ·∆Ai,
die affin von K unsicheren Parametern pi abha¨ngen. Durch sogenanntes
polytopic covering [7, Abschnitt 3.2.2] la¨sst sich auch fu¨r Systeme, deren
Matrizen polynomial von unsicheren Parametern abha¨ngen, eine Beschrei-
bung der Form (5.47) angeben. Dabei werden fiktive Parameter eingefu¨hrt,
die es erlauben, die nichtlinearen Parameterabha¨ngigkeiten in multilinea-
re Abha¨ngigkeiten zu u¨berfu¨hren. Mittels einer Variablentransformation
erha¨lt man dann eine affine Darstellung. Auf Details wird an dieser Stel-
le nicht na¨her eingegangen, es sei jedoch angemerkt, dass bei diesem An-
satz einhu¨llende Funktionen fu¨r die nichtlinearen Abha¨ngigkeiten gefunden
werden mu¨ssen. Dabei ist eine Abwa¨gung zwischen der eingefu¨hrten Kon-
servativita¨t (bei grober Approximation der nichtlinearen Abha¨ngigkeiten)
und des rechnerischen Aufwandes (bei feiner Approximation der nichtli-
nearen Abha¨ngigkeiten) zu treffen.
Durch (5.46) und (5.47) wird also die Menge der mo¨glichen Systemdy-
namiken beschrieben. Fu¨r den Entwurf wird nun davon ausgegangen, dass
ein nominales Modell existiert, fu¨r das offensichtlich[
A0 Ea,0
C0 Es,0
]
∈M
gilt. Fasst man nun wie in (4.3) beziehungsweise (4.4) die Strecken- und die
Beobachterdynamik zu einem dynamischen Gesamtsystem zusammen, so
ergibt sich fu¨r die N Eckpunkte des PolytopsM jeweils die Beschreibung
[
x˙
˙ˆx
]
=
([
Al 0
0 A0
]
−
[
0
−L
] [
Cl −C0
]) [x
xˆ
]
+
([
Ea,l
0
]
−
[
0
−L
]
Es,l
)
f
=
(
A˜l − L˜C˜l
)
x˜+
(
E˜a,l − L˜E˜s,l
)
f ,
r = V
[
Cl C0
] [x
xˆ
]
+ V Es,lf
= V C˜lx˜+ V E˜s,lf .
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Entscheidend ist an dieser Stelle, dass die Systemmatrizen nun im All-
gemeinen nicht mehr den nominalen Matrizen entsprechen. Dies hat
zur Folge, dass man nicht mehr wie im Falle exakt bekannter System-
matrizen durch eine Variablensubstitution der Form ξ = x − xˆ auf
ein n-dimensionales Ersatzsystem transformieren kann. Dies war in Ab-
schnitt 4.4 jedoch die Voraussetzung, um die Dualita¨t zu Entkopplungs-
regelungen fu¨r den Entwurf von FIOs auszunutzen. Die Betrachtung un-
sicherer Systeme verdeutlicht somit, dass die Dualita¨t lediglich mathema-
tischer Natur ist. Wie in den bisherigen Abschnitten gezeigt la¨sst sie sich
zwar sehr nutzbringend anwenden, es darf dabei jedoch nicht außer Acht
gelassen werden, dass es sich beim Entwurf von Entkopplungsregelungen
und der Auslegung von FIOs um grundsa¨tzlich unterschiedliche Problem-
stellungen handelt.
Ziel ist es zuna¨chst, fu¨r den gesamten durch M beschriebenen Bereich
die U¨bertragungsmatrix zwischen Fehlern und Residuen mo¨glichst gut zu
diagonalisieren. Fu¨r die N Eckpunkte des Polytops M ergibt sich fu¨r die
entsprechenden U¨bertragungsmatrizen die Darstellung
Grf ,l(s) = V C˜l
(
sI2n −
(
A˜l − L˜C˜l
))−1 (
E˜a,l − L˜E˜s,l
)
+ V E˜s,l
=
2n∑
k=1
V C˜lv˜Bk · w˜TBk
(
E˜a,l − L˜E˜s,l
)
s− λBk
+ V E˜s,l, l = 1, . . . ,N,
(5.48)
wenn wie in Annahme 4.4 von paarweise verschiedenen Beobachtereigen-
werten ausgegangen wird. Diese Formulierung setzt also auch voraus, dass
die Streckeneigenwerte paarweise verschieden sind, was sich jedoch gegebe-
nenfalls durch den Entwurf einer Regelung erreichen la¨sst, wenn das Sys-
tem vollsta¨ndig steuerbar ist. Das Ziel der Diagonalisierung von Grf ,l(s)
wird nach den U¨berlegungen von Abschnitt 4.5.2 ideal erreicht, wenn
1. die steuerbaren Beobachtereigenwerte (k = n + 1, . . . ,n + δ) nur in
der jeweils vorgegebenen Spalte von Grf ,l(s) als Pole auftauchen,
2. die nichtsteuerbaren Beobachtereigenwerte (k = n + δ + 1, . . . ,2n)
nicht als Pole von Grf ,l(s) auftauchen,
3. die BeziehungGrf ,l(s = 0) = S mit einer beliebigen Diagonalmatrix
S gilt und
4. die Streckeneigenwerte (k = 1, . . . ,n) nicht als Pole von Grf ,l(s)
auftauchen.
5.4 Steigerung der Robustheit in nichtquadratischen Systemen 247
Die vierte Bedingung tauchte dabei in Abschnitt 4.9.1 nicht auf, da
lediglich das virtuelle Ersatzsystem der Ordnung n betrachtet wurde.
Mit der gleichen Argumentation wie in der Herleitung von Lemma 4.3
(s. Seite 92) la¨sst sich jedoch nachweisen, dass die 4. Bedingung dazu
fu¨hrt, dass die Einhaltung der 3. Bedingung die Erfu¨llung von Grf (s) =
diag
(
g1,1(s), . . . ,gnf ,nf (s)
)
fu¨r alle s ∈ C sicherstellt.
Fu¨r alle L ∈ L und V ∈ V sind die angefu¨hrten Bedingungen fu¨r das
nominale System erfu¨llt. Die Mengen L und V werden nach Satz 4.9 durch
die verbleibenden Freiheitsgrade zTij , z
T
m, z
T
k , λBk und ZV charakterisiert.
Diese werden im Weiteren ausgenutzt, um die Anforderungen 1 bis 4 trotz
vorhandener parametrischer Unsicherheiten mo¨glichst gut zu erfu¨llen.
Steuerbare Beobachtereigenwerte
Um die Bedingung 1 fu¨r den gesamten Bereich mo¨glichst gut zu erfu¨llen,
wird die gro¨ßte sich ergebende Abweichung betrachtet. Das Entwurfsziel
lautet also fu¨r alle i = 1, . . . ,nf und j = 1, . . . ,δi
minimiere
zTij
max
χ
∥∥∥w˜TBij ,χ (E˜a,χ − L˜E˜s,χ)± φTi ∥∥∥2 . (5.49)
Das unbestimmte Vorzeichen im Optimierungsproblem ist dadurch zu er-
kla¨ren, dass lediglich die Richtung von φTi entscheidend dafu¨r ist, dass
ein Eigenwert an eine Spalte gebunden ist. Die Orientierung, das heißt
das Vorzeichen von φTi , ist dabei nicht entscheidend. Das Optimierungs-
problem (5.49) wird daher fu¨r beide Vorzeichen gelo¨st und die Lo¨sung mit
dem geringeren Gu¨temaß wird ausgewa¨hlt. Allerdings ist (5.49) in der vor-
liegenden Form nicht handhabbar, da es fu¨r eine unendlich große Anzahl
von Systemen zu lo¨sen ist. Es werden daher lediglich die Eckpunkte des
PolytopsM betrachtet, das heißt
minimiere
zTij
max
l=1,...,N
∥∥∥w˜TBij ,l (E˜a,l − L˜E˜s,l)± φTi ∥∥∥2 . (5.50)
Problematisch an dieser Darstellung ist, dass sowohl der Linkseigenvektor
w˜TBij ,l als auch die Beobachtermatrix L˜ des Gesamtsystems von den Frei-
heitsgraden zTij abha¨ngen. Im Folgenden wird gezeigt, wie sich (5.50) in ein
konvexes Optimierungsproblem mit LMI-Nebenbedingungen u¨berfu¨hren
la¨sst.
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Dazu werden zuna¨chst die Linkseigenvektoren des Gesamtsystems ana-
lysiert, fu¨r die nach Definition
w˜TBij ,l
(
A˜l − L˜C˜l
)
= λBij w˜
T
Bij ,l, (5.51a)
⇒ w˜TBij ,l
(
λBijI2n − A˜l
)
= −w˜TBij ,lL˜C˜l (5.51b)
gilt. Zerlegt man nun den Linkseigenvektor des Gesamtsystems in die Kom-
ponenten
w˜TBij ,l =
[
wTBij ,l,s w
T
Bij ,l,b
] ∈ R2n,
so korrespondiert wTBij ,l,s ∈ Rn mit den Zusta¨nden der Strecke und
wTBij ,l,b ∈ Rn ist den Beobachterzusta¨nden zugeordnet. Damit la¨sst sich
fu¨r (5.51) schreiben
[
wTBij ,l,s w
T
ij,l,b
] [λBijIn −Al 0
0 λBijIn −A0
]
= − [wTBij ,l,s wTBij ,l,b]
[
0
−L
] [
Cl −C0
]
= wTBij ,l,bL
[
Cl −C0
]
.
(5.52)
Aus dem zweiten Spaltenblock folgt die Beziehung
wTBij ,l,b
(
λBijIn −A0
)
= −wTBij ,l,bLC0 = pTijC0.
Dies entspricht der Bedingung (4.19) von Seite 88, deren Einhaltung beim
Entwurf fu¨r das nominale System sichergestellt wurde. Somit la¨sst sich
festhalten, dass fu¨r den zweiten Teil des Linkseigenvektors des Gesamtsys-
tems die einfache Gleichung
wTBij ,l,b = w
T
Bij ,0
gilt. Aus dem ersten Spaltenblock von (5.52) ergibt sich damit
wTBij ,l,s
(
λBijIn −Al
)
= wTBij ,l,bLCl = −pTijCl. (5.53)
Fu¨r den zu minimierenden Term in (5.50) ergibt sich mit der gleichen
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Zerlegung von w˜TBij ,l die Beziehung
w˜TBij ,l
(
E˜a,l − L˜E˜s,l
)
=
[
wTBij ,l,s w
T
Bij ,l,b
]([Ea,l
0
]
−
[
0
−L
]
Es,l
)
=
[
wTBij ,l,s w
T
Bij ,l,b
] [ Ea,l
LEs,l
]
= wTBij ,l,sEa,l +w
T
Bij ,l,bLEs,l
= wTBij ,l,sEa,l − pTijEs,l.
(5.54)
Zwar taucht hierin neben pTij noch der davon abha¨ngende Ausdruck
wTBij ,l,s auf, jedoch ist durch (5.53) eine Gleichungsbedingung gegeben,
die wTBij ,l,s und p
T
ij verknu¨pft.
Um nun noch explizit die Abha¨ngigkeit vom gesuchten Freiheitsgrad zTij
zu beru¨cksichtigen, wird die aus dem Entwurf fu¨r das nominale System
herru¨hrende Beziehung (5.43a) verwendet. Sie impliziert
pTij =
([
0T φTi
]
Π+ij,0 + z
T
ij ·⊥Πij,0
) [ 0
Iny
]
.
Setzt man dies in (5.53) und (5.54) ein, so la¨sst sich das Optimierungspro-
blem (5.50) mithilfe von Lemma 3.5 schreiben als
minimiere
zTij ,w
T
Bij,l,s
γf,ij , sodass ∀l = 1, . . . ,N (5.55a)
γf,ij wTBij ,l,sEa,l−([0T φTi ]Π+ij,0+zTij ·⊥Πij,0)
[
0
Iny
]
Es,l±φTi
⋆ Inf

≻0,
(5.55b)
wTBij ,l,s
(
λBijIn−Al
)
=−([0T φTi ]Π+ij,0+zTij ·⊥Πij,0)
[
0
Iny
]
Cl. (5.55c)
Die Tatsache, dass in (5.55) Gleichungsbedingungen enthalten sind, stellt
wie in Abschnitt 3.2.2 diskutiert kein Hindernis dar. Die Gleichungsbedin-
gung la¨sst sich wie dort beschrieben in eine Ungleichungsbedingung mit
beliebig kleinem ε > 0 umwandeln. Mithilfe von Schnittstellen wie Yalmip
[128] ist auch die direkte Eingabe von Gleichungsbedingungen mo¨glich, ei-
ne Umwandlung in Ungleichungsbedingungen erfolgt dann automatisiert.
Es ist jedoch zu betonen, dass die durch (5.55) ermittelte Schranke im
Allgemeinen nicht garantiert, dass auch das Maximum u¨ber alle χ in (5.49)
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kleiner ist als γf,ij . Betrachtet man hinreichend viele Systeme N inner-
halb vonM, zum Beispiel indem man ein Gitter in das Gebiet legt, so ist
zwar fu¨r die praktische Anwendung davon auszugehen, dass (5.55) zu sehr
guten Ergebnissen hinsichtlich der Robustheit fu¨hrt. Theoretisch ist dies
jedoch bis auf Spezialfa¨lle nicht abgesichert. Ist beispielsweise Aχ = A0
und Cχ = C0, so folgt aus (5.53) unmittelbar, dass der Linkseigenvektor
wTBij ,l,s = w
T
Bij ,0,s
fu¨r alle Systeme inM gleich ist. Fu¨r den einfachen Fall
eines unsicheren Parameters, von dem Ea,χ und Es,χ affin abha¨ngen, la¨sst
sich Ea,χ = χEa,1 + (1− χ)Ea,2 und Es,χ = χEs,1 + (1− χ)Es,2 schrei-
ben. Wegen (5.55b) gilt dann[
γf,ij w
T
Bij ,0,s
Ea,l − pTijEs,l
⋆ Inf
]
= χ
[
γf,ij w
T
Bij ,0,s
Ea,1 − pTijEs,1
⋆ Inf
]
︸ ︷︷ ︸
≻0
+ (1− χ)
[
γf,ij w
T
Bij ,0,s
Ea,2 − pTijEs,2
⋆ Inf
]
︸ ︷︷ ︸
≻0
≻ 0
und es ist gewa¨hrleistet, dass γf,ij fu¨r alle Systeme inM Gu¨ltigkeit besitzt.
Nichtsteuerbare Beobachtereigenwerte
Fu¨r die verbleibenden Beobachtereigenwerte (Bedingung 2) ist im Idealfall
w˜TBk,χ
(
E˜a,χ − L˜E˜s,χ
)
= 0T,
da sie nach dem Gilbert-Kriterium dann nichtsteuerbar sind und so-
mit nicht in Grf (s) auftauchen. Betrachtet werden zuna¨chst nur dieje-
nigen nichtsteuerbaren Beobachtereigenwerte, die nicht zur Kompensa-
tion invarianter Nullstellen herangezogen werden mu¨ssen und die somit
als Freiheitsgrade fu¨r die Optimierung zur Verfu¨gung stehen (vgl. Ab-
schnitt 4.9.2). Entsprechend (5.50) la¨sst sich die gro¨ßte Abweichung von
dieser Bedingung fu¨r die ideale Isolation ausdru¨cken durch
minimiere
zTk,λBk
max
l=1,...,N
∥∥∥w˜TBk,l (E˜a,l − L˜E˜s,l)∥∥∥2 .
Die Beziehung (5.54) gilt fu¨r die nichtsteuerbaren Eigenwerte analog, die
Parametervektoren ergeben sich aus der Lo¨sung (5.43c) fu¨r das nominale
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System zu
pTk = z
T
k ·
⊥[
λBkIn −A0 Ea,0
−C0 Es,0
]
·
[
0
Iny
]
.
Das Optimierungsproblem la¨sst sich also a¨quivalent formulieren als
minimiere
zTk,w
T
Bk,l,s
,λBk
γf,k, sodass ∀l = 1, . . . ,N (5.56a)[
γf,k χ
T
l
⋆ Inf
]
≻ 0, (5.56b)
χTl = w
T
Bk,l,sEa,l − zTk ·
⊥[
λBkIn −A0 Ea,0
−C0 Es,0
] [
0
Iny
]
Es,l, (5.56c)
wTBk,l,s (λBkIn −Al) = −zTk ·
⊥[
λBkIn −A0 Ea,0
−C0 Es,0
] [
0
Iny
]
Cl, (5.56d)∥∥zTk ∥∥2 ≥ 1, (5.56e)
λBk ∈ D ⊂ C−. (5.56f)
In dieser Formulierung wird durch (5.56e) der Tatsache Rechnung getra-
gen, dass zTk 6= 0T sein muss, da sich andernfalls eine singula¨re Linksei-
genvektormatrix WB ergibt. Um eine degenerierte Lo¨sung mit z
T = 0T
auszuschließen, wird (5.56e) als zusa¨tzliche Nebenbedingung in das Opti-
mierungsproblem eingefu¨gt. Da die Linkseigenvektoren und Parametervek-
toren skalierungsinvariant sind, stellt die Beschra¨nkung der Norm von zTk
auf einen Wert oberhalb der Schranke 1 wie bereits in Abschnitt 5.3.2 be-
schrieben keine Einschra¨nkung der Allgemeinheit dar. Da durch λBk keine
invariante Nullstelle zu kompensieren ist, kann der Beobachtereigenwert
weiterhin prinzipiell frei gewa¨hlt werden. Um sehr langsame Eigenbewe-
gungen ebenso auszuschließen wie zu große Betra¨ge der Eigenwerte, bietet
es sich an, den zula¨ssigen Eigenwertbereich auf eine vorgegebene Region D
zu beschra¨nken, das heißt (5.56f) als Nebenbedingung zu beru¨cksichtigen.
Aufgrund der multiplikativen Terme in (5.56c) und (5.56d) und der
Normbeschra¨nkung fu¨r zTk handelt es sich bei (5.56) im Gegensatz zu
(5.55) nicht um ein konvexes Optimierungsproblem. Die Lo¨sung kann zum
Beispiel auf Basis von zufa¨llig gewa¨hlten Startwerten mithilfe iterativer
Lo¨sungsstrategien erfolgen (s. zum Beispiel [73]). Aufgrund der geringen
Anzahl von freien Parametern lassen sich die Optimierungsprobleme effi-
zient lo¨sen, die Konvergenz auf das globale Optimum ist fu¨r dieses Teil-
problem jedoch nicht sichergestellt.
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Fu¨r nichtsteuerbare Beobachtereigenwerte λBm , die zur Kompensati-
on invarianter Nullstellen herangezogen werden, vereinfacht sich das Pro-
blem. Da die Eigenwerte selbst nicht mehr als Entwurfsfreiheitsgrade zur
Verfu¨gung stehen, ist ⊥Πm,0 eine konstante Matrix und die multiplikativen
Terme in den Optimierungsvariablen in (5.56c) und (5.56d) werden affin
in den verbleibenden Freiheitsgraden wTBm,l,s und z
T
m. Es ergibt sich
minimiere
zTm,w
T
Bm,l,s
γf,m, sodass ∀l = 1, . . . ,N (5.57a)
γf,m wTBm,l,sEa,l − zTm ·⊥Πm,0
[
0
Iny
]
Es,l
⋆ Inf

 ≻ 0, (5.57b)
wTBm,l,s (λBmIn −Al) = −zTm ·⊥Πm,0
[
0
Iny
]
Cl, (5.57c)∥∥zTm∥∥2 ≥ 1. (5.57d)
In (5.57) verbleibt lediglich die nichtkonvexe Nebenbedingung (5.57d). Die-
se la¨sst sich entsprechend dem Vorgehen in Abschnitt 5.3.2 durch mehrere
konvexe Nebenbedingungen anna¨hern, sodass sich ein LMI-Problem ergibt.
Bemerkung 5.8. Existieren mehrere beliebig platzierbare nichtsteuerbare
Beobachtereigenwerte, so ist zu beachten, dass komplexe Beobachterei-
genwerte stets in konjugiert komplexen Paaren auftreten mu¨ssen, um eine
reelle Beobachtermatrix zu erhalten. In einfacher Art und Weise la¨sst sich
dies sicherstellen, wenn man die zusa¨tzliche Einschra¨nkung rein reeller Be-
obachtereigenwerte einfu¨hrt.
Optimierung der stationa¨ren Isolation
Um Bedingung 3 zu erfu¨llen, also stationa¨r mo¨glichst gut zu isolieren, wird
Grf ,l(s = 0) = −V C˜l
(
A˜l − L˜C˜l
)−1 (
E˜a,l − L˜E˜s,l
)
+ V E˜s,l (5.58)
betrachtet. Um im stationa¨ren Fall die Abweichung zur vorgegebenen Dia-
gonalmatrix S zu minimieren, wird
minimiere
ZV
max
χ
‖Grf ,χ(s = 0)− S‖2 (5.59)
angestrebt. Da Grf ,l(s = 0) u¨ber (5.58) mit V = −SΘ+ − ZV ·⊥Θ von
ZV abha¨ngt, kann (5.59) nun fu¨r die N Eckpunkte von M ohne Wei-
teres mithilfe von Lemma 3.5 als LMI-Problem formuliert werden. Mit
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der Matrix Θ = C0 (A0 − LC0)−1 (Ea,0 − LEs,0)−Es,0 ergibt sich unter
Anwendung von Lemma 3.5
minimiere
ZV
γf,V , sodass ∀l = 1, . . . ,N (5.60a)[
γf,V Inf Grf ,l(s = 0)− S
⋆ Inf
]
≻ 0, (5.60b)
Grf ,l(s = 0) = −V C˜l
(
A˜l − L˜C˜l
)−1 (
E˜a,l − L˜E˜s,l
)
+ V E˜s,l, (5.60c)
V = −SΘ+ −ZV ·⊥Θ. (5.60d)
Es handelt sich dabei wie bei (5.55) um ein LMI-Problem mit Gleichungs-
bedingungen. Auch die mittels (5.60) gefundene Schranke γf,V gilt nur fu¨r
die Eckpunkte von M. Fu¨r Spezialfa¨lle wie die im Zusammenhang mit
(5.55) diskutierte Situation Aχ = A0 und Cχ = C0 la¨sst sich daru¨ber
hinaus die Gu¨ltigkeit fu¨r die gesamte konvexe Hu¨lle von M zeigen.
Bemerkung 5.9. Die Parametrierung von ZV (und damit V ) nach (5.60)
beru¨cksichtigt allein die stationa¨re Versta¨rkung von Grf ,l(s), also die 3.
Bedingung von Seite 246. Ebenso ist es mo¨glich, die 4. Bedingung, wel-
che die Streckeneigenwerte betrifft, beim Entwurf von V mit einzubezie-
hen. Aufgrund der Struktur von L˜ ko¨nnen diese Eigenwerte (und die zu-
geho¨rigen Linkseigenvektoren) durch die Beobachtermatrix L nicht be-
einflusst werden. Allerdings kann die Matrix V neben (5.60) auch da-
zu verwendet werden, in der Partialbruchzerlegung (5.48) die Norm der
Za¨hlerterme∥∥∥V C˜lv˜Bk,l · w˜TBk,l (E˜a,l − L˜E˜s,l)∥∥∥2 ∀k = 1, . . . ,n (5.61)
zu minimieren. Damit wird der Einfluss der Streckeneigenwerte in
Grf ,l(s) minimiert. Um sowohl Bedingung 3 als auch Bedingung 4 zu
beru¨cksichtigen kann eine gewichtete Summe aus γf,V und einer Schranke
fu¨r (5.61) optimiert werden.
Erweiterung auf Systeme mit Stellgro¨ßen
Mit dem bisher vorgestellten Verfahren la¨sst sich eine na¨herungsweise Dia-
gonalisierung von Grf (s) fu¨r Systeme mit unsicheren Parametern errei-
chen. Im praktischen Einsatz beeinflussen jedoch stets auch die Stellgro¨ßen
u und Sto¨rgro¨ßen d die Strecke. Dieser Effekt muss beim Entwurf eines
robusten FIOs mitberu¨cksichtigt werden, da andernfalls die Optimierung
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hinsichtlichGrf (s) zu einer Vergro¨ßerung des Einflusses von u beziehungs-
weise d auf die Residuen fu¨hren kann.
Betrachtet werden im Folgenden Systeme der Form
x˙ = Aχx+Bχu+Ea,χf +Bd,χd, (5.62a)
y = Cχx+Dχu+Es,χf +Dd,χd, (5.62b)
bei denen zusa¨tzlich zu (5.47)
[
Bχ Bd,χ
Dχ Dd,χ
]
∈Mud =
{[
Bχ Bd,χ
Dχ Dd,χ
]
=
N∑
l=1
χl
[
Bl Bd,l
Dl Dd,l
]}
, (5.63a)
N∑
l=1
χl = 1, χl ≥ 0 (5.63b)
gilt. Zuna¨chst wird der Einfluss der Stellgro¨ßen auf die generierten Resi-
duen betrachtet, wobei im Idealfall Gru,χ(s) = 0 zu erreichen ist. Analog
zu (5.48) la¨sst sich die Wirkung der Stellgro¨ßen beschreiben durch
Gru,l(s) = V C˜l
(
sI2n −
(
A˜l − L˜C˜l
))−1 (
B˜l − L˜D˜l
)
+ V D˜l, (5.64a)
B˜l =
[
Bl
B0
]
, D˜l =Dl −D0. (5.64b)
Aus (4.4) geht hervor, dass die Stellgro¨ßen u die Dynamik des Beobachter-
fehlers im nominalen System nicht anregen. Dies motiviert das Entwurfs-
ziel, die Beobachtereigenwerte bezu¨glich des Paares (A˜l− L˜C˜l,B˜l− L˜D˜l)
nichtsteuerbar zu machen. Na¨herungsweise wird dies durch die Minimie-
rung von
∥∥w˜TBij ,l(B˜l − L˜D˜l)∥∥2 erreicht. Um dieses Optimierungsproblem
zu lo¨sen, muss der zu minimierende Term als Funktion der verbleibenden
Freiheitsgrade zTij (im Fall der steuerbaren Beobachtereigenwerte) aus-
gedru¨ckt werden. Unter erneutem Ru¨ckgriff auf wTBij ,l,b = w
T
Bij ,0
und
pTij = −wTBij ,0L ergibt sich mit den in (5.64) eingefu¨hrten Abku¨rzungen
w˜TBij ,l
(
B˜l − L˜D˜l
)
=
[
wTBij ,l,s w
T
Bij ,l,b
] [ Bl
B0 −L (D0 −Dl)
]
= wTBij ,l,sBl +w
T
Bij ,l,bB0 + p
T
ij (D0 −Dl)
= wTBij ,l,sBl +
[
wTBij ,0 p
T
ij
] [ B0
D0 −Dl
]
.
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Somit ergibt sich das Optimierungsproblem
minimiere
zTij ,w
T
Bij,l,s
γu,ij , sodass ∀l = 1, . . . ,N (5.65a)
γu,ij wTBij ,l,sBl + [wTBij ,0 pTij]
[
B0
D0 −Dl
]
⋆ Inu

 ≻ 0, (5.65b)
[
wTBij ,0 p
T
ij
]
=
[
0T φTi
]
Π+ij,0 + z
T
ij ·⊥Πij,0, (5.65c)
wTBij ,l,s
(
λBijIn −Al
)
= −pTijCl. (5.65d)
Offensichtlich handelt es sich bei (5.55) und (5.65) um konkurrierende Pro-
bleme. Auf die Abwa¨gung der Entwurfsziele (Minimierung von γf,ij bezie-
hungsweise γu,ij) wird in der Zusammenfassung des Entwurfsverfahrens
na¨her eingegangen.
Die Behandlung der nichtsteuerbaren Beobachtereigenwerte λBk und
λBm beziehungsweise der damit verknu¨pften Entwurfsfreiheitsgrade
gestaltet sich weitgehend analog zu (5.65). Wa¨hrend die Bedingungen
(5.65b) und (5.65d) erhalten bleiben, ist (5.65c) zu ersetzen durch
[wTBk,0 p
T
k ] = z
T
k ·⊥Πk,0 beziehungsweise [wTBm,0 pTm] = zTm ·⊥Πm,0.
Zusa¨tzlich ist die Normbeschra¨nkung
∥∥zTk ∥∥2 ≥ 1 beziehungsweise∥∥zTm∥∥2 ≥ 1 sowie die Vorgabe des Eigenwertbereiches λBk ∈ D zu
beru¨cksichtigen.
Um den stationa¨ren Einfluss der Stellgro¨ßen auf die erzeugten Residuen
zu minimieren, kann beim Entwurf der Nachfiltermatrix das Optimierungs-
kriterium
minimiere
ZV
max
l=1,...,N
‖Gru,l(s = 0)‖2
verfolgt werden. Dies la¨sst sich als LMI-Problem der Form
minimiere
ZV
γu,V , sodass ∀l = 1, . . . ,N (5.66a)[
γu,V Inf Gru,l(s = 0)
⋆ Inu
]
≻ 0, (5.66b)
Gru,l(s = 0) = −V C˜l
(
A˜l − L˜C˜l
)−1 (
B˜l − L˜D˜l
)
+ V D˜l, (5.66c)
V = −SΘ+ −ZV ·⊥Θ (5.66d)
formulieren.
Bemerkung 5.10. Die Optimierung nach (5.66) bietet sich insbesondere
dann an, wenn die Stellgro¨ßen u¨berwiegend niederfrequent sind. Anstelle
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der Minimierung von ‖Gru,l(s = 0)‖2 la¨sst sich unter Ru¨ckgriff auf das
Bounded-Real-Lemma (Satz 3.1) alternativ die H∞-Norm von Gru,l(s)
minimieren, um den gro¨ßten Einfluss der Stellgro¨ßen u¨ber alle Frequenzen
zu beru¨cksichtigen.
Erweiterung auf Systeme mit Sto¨rgro¨ßen
Unterliegt ein System zusa¨tzlich zu den parametrischen Unsicherheiten
noch exogenen Sto¨rungen, so wird deren Einfluss entsprechend (5.48) be-
ziehungsweise (5.64) beschrieben durch
Grd,l(s) = V C˜l
(
sI2n −
(
A˜l − L˜C˜l
))−1 (
B˜d,l − L˜D˜d,l
)
+ V D˜d,l,
B˜d,l =
[
Bd,l
0
]
, D˜d,l =Dd,l.
Um eingangsseitig den Einfluss der Sto¨rgro¨ßen d auf die Residuen-
dynamik zu minimieren, wird bei der Optimierung der mit den Be-
obachtereigenwerten verknu¨pften Freiheitsgrade die Minimierung von∥∥w˜TB,k(B˜d,l − L˜D˜d,l)∥∥2 angestrebt. Strukturell ergeben sich folglich hin-
sichtlich zTij , z
T
m, λBk und z
T
k die gleichen Optimierungsprobleme wie bei
der Unterdru¨ckung des Einflusses der Stellgro¨ßen, wobei anstelle von B˜l
und D˜l jeweils B˜d,l und D˜d,l zu betrachten sind.
Sind keine zusa¨tzlichen Informationen hinsichtlich der Sto¨rgro¨ßen vor-
handen, so ist die Minimierung von ‖Grd,l(s)‖∞ ein naheliegendes Ziel bei
der Auslegung von ZV beziehungsweise V . Anhand des Bounded-Real-
Lemmas (Satz 3.1) ergibt sich
minimiere
ZV ,X
γd,V , sodass ∀l = 1, . . . ,N (5.67a)
X ≻ 0, (5.67b)

He
(
X
(
A˜l − L˜C˜l
))
X
(
B˜d,l − L˜D˜d,l
) (
V C˜l
)T
⋆ −γd,V Ind
(
V D˜d,l
)T
⋆ ⋆ −γd,V Inf

 ≺ 0, (5.67c)
V = −SΘ+ −ZV ·⊥Θ. (5.67d)
Da eine gemeinsame MatrixX fu¨r alle Eckpunkte vonM verwendet wird,
gilt die Schranke γd,V in diesem Fall fu¨r alle Systeme in M.
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System
(5.21), (5.46), (5.47), (5.62), (5.63)
1.) Entwurf fu¨r nominales System
Satz 4.9
2.a) Wahl der FG zTij , λBk , z
T
k , z
T
m
(5.68)− (5.70)
2.b) Wahl der FG ZV
(5.71)
nominales
System
(5.21)
LV
unsicherheits-
behaftetes
System
(5.46),
(5.47),
(5.62),
(5.63)
L
V
Abbildung 5.18: Entwurf robuster FIOs fu¨r Strecken mit unsicheren
Parametern
Zusammenfassung des Entwurfsverfahrens
Da in diesem Abschnitt zum Entwurf von L und V unterschiedliche Opti-
mierungsprobleme betrachtet wurden, wird die gesamte Entwurfsmethodik
nochmals zusammengefasst, wobei der Ablauf in Abbildung 5.18 verdeut-
licht ist.
Im ersten Schritt werden die Mengen L und V bestimmt, die alle FIO-
Parametrierungen beschreiben, die im Nominalfall eine ideale Fehlerisola-
tion hinsichtlich f und u erreichen. Wie aus Abbildung 5.18 hervorgeht,
wird fu¨r diesen Schritt lediglich das nominale Systemmodell beno¨tigt.
In Schritt 2.a) werden die hinsichtlich der Beobachtermatrix L ver-
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bleibenden Freiheitsgrade zTij , λBk , z
T
k und z
T
m ausgelegt, wobei auf die
Beschreibung des unsicheren Systems zuru¨ckgegriffen wird. Um auf die
unterschiedlichen Anforderungen hinsichtlich der Gro¨ßen f , u und d ein-
zugehen, wird fu¨r die Freiheitsgrade zTij das Optimierungsproblem
minimiere
zTij ,w
T
Bij,l,s
αfγf,ij + αuγu,ij + αdγd,ij , sodass ∀l = 1, . . . ,N (5.68a)
(5.55b), (5.55c), (5.65b) (5.68b)
gelo¨st. Darin sind αf ≥ 0, αu ≥ 0 und αd ≥ 0 Gewichtungsfaktoren, die
eine Abwa¨gung der Entwurfsziele erlauben. In a¨hnlicher Art und Weise
ergibt sich fu¨r die nichtsteuerbaren Beobachtereigenwerte λBk das Opti-
mierungsproblem
minimiere
λBk ,z
T
k,w
T
Bk,l,s
αfγf,k + αuγu,k + αdγd,k, sodass ∀l = 1, . . . ,N (5.69a)
(5.56c)− (5.56f) (5.69b)
und fu¨r die Eigenwerte zur Kompensation invarianter Nullstellen
minimiere
zTm,w
T
Bm,l,s
αfγf,m + αuγu,m + αdγd,m, sodass ∀l = 1, . . . ,N (5.70a)
(5.57b)− (5.57d). (5.70b)
Nachdem in Schritt 2.a) eine Beobachtermatrix L ∈ L festgelegt wurde,
widmet sich Schritt 2.b) der Auslegung einer Nachfiltermatrix V ∈ V .
Durch die Kombination der Optimierungsprobleme (5.60), (5.66) und
(5.67) ergibt sich
minimiere
ZV
αfγf,V + αuγu,V + αdγd,V , sodass ∀l = 1, . . . ,N (5.71a)
(5.60b)− (5.60d), (5.66b), (5.67b), (5.67c). (5.71b)
Damit sind alle Entwurfsfreiheitsgrade ausgenutzt und die Parametrierung
(L,V ) ist gefunden.
Bemerkung 5.11. Da die durch (5.55), (5.56) usw. gefundenen Schranken
wie diskutiert jeweils nur fu¨r die Eckpunkte von M gelten und nicht fu¨r
die gesamte konvexe Hu¨lle, la¨sst sich das Verfahren auch dann anwenden,
wenn die Systemmatrizen nicht in affiner Art und Weise von den unsi-
cheren Parametern abha¨ngen. Die Voraussetzung wurde getroffen, um im
weiteren Verlauf der Arbeit eine Vergleichbarkeit zu robusten allgemeinen
Fehlerisolationsfiltern (s. Abschnitt 6.5.2) herzustellen.
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Akademisches Beispiel
Die Anwendung des Verfahrens wird anhand eines akademischen Beispiel-
systems verdeutlicht, welches durch das nominale System
A0 =

−1 2 40 −2 3
0 0 −3

 , B0 =

 02
−1

 , Ea,0 =

0 01 0
0 4

 , (5.72a)
C0 =

1 0 −10 1 0
0 0 1

 , D0 = 0, Es,0 = 0 (5.72b)
beschrieben wird. Zum anderen sind die Matrizen
∆A =

0 −0,5 0,20 0 0,2
0 0 0

 , ∆B =

 00,04
0,06

 , ∆Ea =

 0 00,2 0
0 −0,1

 , (5.73a)
∆C =

0,01 0 −0,030 0 0
0 −0,05 0,02

 (5.73b)
gegeben, sodass mit dem Parameter ρ ∈ [−1 ; 1] durch A0 + ρ∆A,
B0 + ρ∆B, Ea,0 + ρ∆Ea und C0 + ρ∆C eine unsichere Dynamik der
Form (5.47), (5.62), (5.63) gegeben ist. Exogene Sto¨rgro¨ßen wirken im
Beispiel nicht, es ist Bd,χ = 0, Dd,χ = 0.
Fu¨r das nominale System ist δ1 = δ2 = 1 und es gilt rang (D
∗) = 2.
Mittels Satz 4.9 wird zuna¨chst ein FIO entworfen, der den Diagonal-
elementen von Grf (s) die Pole λB1,1 = −4 und λB2,1 = −6 zuweist
und eine stationa¨re Versta¨rkung von gi,i(s = 0) = 1 einstellt. Die
verbleibenden Freiheitsgrade werden dabei willku¨rlich zu zT11 = z11 = 0,
zT21 = z21 = 0, λB3 = −7 und ZV = [0 0]T gewa¨hlt. Die resultierende
FIO-Parametrierung (Linit,Vinit) ist in Anhang C.2.5 zu finden. In Abbil-
dung 5.19 ist die Sprungantwort von Grf (s) fu¨r unterschiedliche Werte
von ρ zu sehen. Wa¨hrend fu¨r ρ = 0 erwartungsgema¨ß eine ideale Feh-
lerisolation erreicht wird, ist bei davon abweichenden Werten von ρ eine
deutliche Abweichung vom gewu¨nschten Verhalten im ersten Residuum zu
erkennen. Ebenso zeigt sich in Abbildung 5.20, dass die Eingangsgro¨ße u
das erste Residuum zu einem gewissen Grad beeinflusst.
Zur Verbesserung des Resultates wird gema¨ß des Schemas aus Abbil-
dung 5.18 ein robuster FIO entworfen. Die Lo¨sung von (5.68) liefert mit
den Gewichtungsfaktoren αf = αu = 1 fu¨r die entsprechenden Freiheits-
grade Werte von zT11 = z11 = −4,83 und zT21 = z21 = −1,86. Mittels (5.69)
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Abbildung 5.19: Sprungantwort von Grf (s) des initialen FIOs (−−) sowie
des optimierten FIOs (−) fu¨r ρ = 0 (−), ρ = −1 (−) und ρ = 1 (−)
wird der nichtsteuerbare Beobachtereigenwert bei λB3 = −10,18 platziert.
Schließlich liefert (5.71) den Wert ZV = [−13,13 1,14]T. Daraus berechnet
sich die ebenfalls in Anhang C.2.5 aufgefu¨hrte Parametrierung (Lopt,Vopt).
Wie aus Abbildung 5.20 hervorgeht, resultiert sie hinsichtlich des Einflus-
ses der Stellgro¨ße auf das erste Residuum in einer geringfu¨gigen Verschlech-
terung gegenu¨ber der initialen Parametrierung. Insgesamt verbessert sich
die Residuengenerierung jedoch deutlich, da in Abbildung 5.19 nun trotz
der unsicheren Parameter eine nahezu ideale Diagonalisierung von Grf (s)
erkennbar ist.
5.4.5 Fazit
In diesem Abschnitt hat sich gezeigt, dass in nichtquadratischen Systemen
mit ny > nf aufgrund der in Kapitel 4 herausgearbeiteten zusa¨tzlichen
Freiheitsgrade vielfa¨ltige Mo¨glichkeiten zur Steigerung der Robustheit von
FIOs existieren. Die einfachste Variante stellt dabei die Minimierung der
H∞-Norm vonGrd(s) dar (s. Abschnitt 5.4.1), die sich auch auf die Anpas-
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Abbildung 5.20: Sprungantwort von Gru(s) des initialen FIOs (−−) sowie
des optimierten FIOs (−) fu¨r ρ = 0 (−), ρ = −1 (−) und ρ = 1 (−)
sung der Diagonalelemente vonGrf (s) erweitern la¨sst (s. Abschnitt 5.4.2).
Es la¨sst sich aber auch zusa¨tzliches Wissen u¨ber relevante Sto¨rfrequenzen
(s. Abschnitt 5.4.3) gezielt ausnutzen. Ebenso ist die direkte Behandlung
von parametrischen Unsicherheiten ohne eine Umformulierung in virtuel-
le exogene Sto¨rungen mo¨glich (s. Abschnitt 5.4.4). Hierbei la¨sst sich der
Einblick, den die Vollsta¨ndige Modale Synthese hinsichtlich der Struktur
der Systemdynamik bietet, ausnutzen.
Allerdings ist auch festzustellen, dass die Entwurfsverfahren zum Teil
mit einigem Aufwand verbunden sind und dass daru¨ber hinaus kein ein-
heitliches Entwurfsverfahren fu¨r die unterschiedlichen Teilproblemstellun-
gen gegeben ist.
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5.5 Steigerung der Robustheit bei partieller
Fehlerisolation
Wie in Abschnitt 4.10 herausgearbeitet ergeben sich im Falle der partiellen
Fehlerisolation gegenu¨ber der vollsta¨ndigen Isolation zusa¨tzliche Freiheits-
grade. Diese werden durch die dynamischen und statischen Kopplungs-
zahlen beschrieben, welche aus der weniger strengen Anforderung einer
Dreiecksstruktur der Matrix Grf (s) resultieren.
Gegenstand dieses Abschnittes ist es, die zusa¨tzlichen Freiheitsgrade zu
nutzen, um die Robustheit der generierten Residuen bezu¨glich exogener
Sto¨rungen zu erho¨hen. Dieses Ziel la¨sst sich formal als
minimiere
kd,ks
‖Grd(s,kd,ks)‖∞ (5.74)
beschreiben, wobei die Dreiecksstruktur von Grf (s) als Nebenbedingung
einzuhalten ist. Dies ist inha¨rent der Fall, wenn die Beobachterparame-
trierung (Lpfi,Vpfi) gema¨ß Satz 4.13 erfolgt. Es wird also zuna¨chst ein
FIO zur vollsta¨ndigen Fehlerisolation (FFIO) entworfen, auf dessen Basis
mithilfe von kd und ks die Robustheit eines FIOs zur teilweisen Fehler-
isolation (PFIO) optimiert wird. Um mo¨glichst viele Freiheitsgrade zur
Verfu¨gung zu stellen, werden die Fehler so sortiert, dass sich eine abstei-
gende Reihenfolge in δi ergibt. Dies la¨sst sich wie in den Abschnitten 4.7
und 4.8 gezeigt durch eine Permutationsmatrix erreichen. Aus Gru¨nden der
U¨bersichtlichkeit wird an dieser Stelle darauf verzichtet und davon ausge-
gangen, dass δ1 ≥ δ2 ≥ . . . ≥ δnf ist, wodurch nach (4.99) die Anzahl nkd
der dynamischen Kopplungszahlen maximiert wird.
Wie bereits in Abschnitt 4.10 erwa¨hnt weist die partielle Fehlerisola-
tion eine enge Verwandtschaft zur teilweisen Entkopplungsregelung auf.
Die Nutzung der gegenu¨ber der vollsta¨ndigen Fehlerisolation beziehungs-
weise Entkopplung auftretenden zusa¨tzlichen Freiheitsgrade unterscheidet
sich jedoch wesentlich. In [138–140] wird beim Entwurf teilweise entkop-
pelnder Zustandsru¨ckfu¨hrungen angestrebt, die auftretenden Kopplungen
mo¨glichst gering zu halten. Dazu wird die quadratische Fla¨che der Sprung-
antworten der Nichtdiagonalelemente minimiert. Im Gegensatz dazu ist die
Gro¨ße der zusa¨tzlichen Kopplungen in Grf (s) fu¨r die partielle Fehlerisola-
tion unerheblich. Aufgrund der Auswertelogik, die in Abbildung 2.13 auf
Seite 26 dargestellt ist, sind lediglich die Diagonalelemente von Grf (s)
von Belang. Diese entsprechen gema¨ß Satz 4.13 den Diagonalelementen,
die sich auch im Falle der vollsta¨ndigen Fehlerisolation ergeben. Die Ko-
effizienten kd und ks sind somit hinsichtlich der U¨bertragungsmatrix
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Grf (s) frei wa¨hlbar und ko¨nnen entsprechend (5.74) zur Optimierung
der Sto¨runterdru¨ckung herangezogen werden. Wird angenommen, dass be-
stimmte Fehlerkombinationen gleichzeitig auftreten ko¨nnen, andere Fehler
jedoch nicht, so ergeben sich wie in Abschnitt 4.10 erla¨utert strukturelle
Anforderungen der Form (4.94). Diese lassen sich mit den im Folgenden
erarbeiteten Entwurfsverfahren ohne Weiteres als Spezialfall realisieren,
indem die entsprechenden Kopplungszahlen kd,ijl = 0 und ks,ij = 0 ge-
setzt werden.
Zuna¨chst wird in diesem Abschnitt ein Verfahren vorgestellt, welches
eine bestimmte Systematik in der Abha¨ngigkeit der sich ergebenden Be-
obachtermatrizen Lpfi und Vpfi von den Kopplungszahlen ausnutzt (Ab-
schnitte 5.5.1 und 5.5.2). Vorla¨ufige Ergebnisse dazu wurden bereits in
[229] vero¨ffentlicht. Daru¨ber hinaus wird in Abschnitt 5.5.3 ein zweites
Verfahren beschrieben, welches direkt auf Basis der Vollsta¨ndigen Moda-
len Synthese arbeitet und dadurch nicht nur wesentlich einfacher durch-
zufu¨hren, sondern auch hinsichtlich der zu erfu¨llenden Annahmen weniger
restriktiv ist.
5.5.1 Abha¨ngigkeit der FIO-Parametrierung von den
Kopplungszahlen
Um die durch die dynamischen Kopplungszahlen kd gegebenen
zusa¨tzlichen Freiheitsgrade zur Robustheitsoptimierung zu nutzen, wird
zuna¨chst eine kompakte Darstellung der Abha¨ngigkeit der Matrix Lpfi(kd)
von ebendiesen hergeleitet. Wie im Folgenden bewiesen wird, gilt auf
Grundlage von Satz 4.13 aus Abschnitt 4.10 zuna¨chst
Lemma 5.1. Gegeben sei ein System der Form
x˙ = Ax+Bu+Eaf ,
y = Cx+Du+Esf ,
welches die Annahmen 5.1–5.3 erfu¨llt. Weiterhin seien Lffi die Beobachter-
matrix eines FFIOs gema¨ß Satz 4.12 und kd dynamische Kopplungszahlen.
Dann la¨sst sich die resultierende Beobachtermatrix Lpfi schreiben als
Lpfi(kd) = Lffi + Lc(kd),
Lc(kd) = −
(
WB,ffi +
nkd∑
ν=1
kdνWBc,ν
)−1
·
nkd∑
ν=1
kdv (Pc,ν +WBc,νLffi) .
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Beweis. Definitionsgema¨ß ist Ppfi(kd) =WB,pfi(kd) ·Lpfi(kd) und
Pffi = −WB,ffi ·Lffi. Setzt man (4.98), (4.101) und (4.102) ein, so ergibt
sich
Ppfi(kd)−Pffi = −
(
WB,ffi +
nkd∑
ν=1
kdνWBc,ν
)
· (Lffi +Lc(kd)) +WB,ffiLffi
=
nkd∑
ν=1
kdνPc,ν .
Durch Auflo¨sen nach Lc(kd) ist das Lemma bewiesen.
Lemma 5.1 liefert zwar eine kompakte Darstellung der Abha¨ngigkeit
Lpfi(kd), jedoch ha¨ngt der Term Lc(kd) offensichtlich nichtlinear von kd
ab. Der folgende Satz liefert eine einfach u¨berpru¨fbare, hinreichende Be-
dingung dafu¨r, dass Lc(kd) linear von kd abha¨ngt. Dies bedingt wiederum
eine affine Abha¨ngigkeit der Matrix Lpfi(kd) von kd.
Satz 5.6 (Affine Abha¨ngigkeit der Beobachtermatrix von den dynami-
schen Kopplungszahlen). Gegeben sei ein System der Form
x˙ = Ax+Bu+Eaf ,
y = Cx+Du+Esf ,
welches die Annahmen 5.1–5.3 erfu¨llt. Weiterhin seien Lffi die Beobach-
termatrix eines FFIOs gema¨ß Satz 4.12, kd dynamische Kopplungszah-
len und vB,ffi,qr die (r+
∑q−1
m=1 δm)-te Spalte der Rechtseigenvektormatrix
VB,ffi von A−LffiC. Dann ha¨ngt die Matrix Lpfi(kd) = Lffi+Lc(kd) affin
von kd ab, wenn
φTl G
−1
yf
(
λBij
) ·C (λBijIn −A)−1 vB,ffi,qr = 0 (5.75)
fu¨r alle i,q = 1, . . . ,nf − 1, j = 1, . . . ,δi, r = 1, . . . ,δq und l = i+ 1, . . . ,nf
gilt. Es ist dann
Lc(kd) = −
nkd∑
ν=1
kdνW
−1
B,ffi (Pc,ν +WBc,νLffi) =
nkd∑
ν=1
kdνLc,ν . (5.76)
Beweis. Ist (5.75) erfu¨llt, so gilt
ΦijlG
−1
yf
(
λBijIn −A
)−1
VB,ffiΦqrl = 0, (5.77)
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wobei die Matrix
Φijl =
[
0 · · · 0 φl 0 · · · 0
]T
in der (j +
∑i−1
m=1 δm)-ten Zeile den Vektor φ
T
l entha¨lt und Φqrl in der
(r +
∑q−1
m=1 δm)-ten Zeile den Vektor φ
T
l beinhaltet. Weiterhin la¨sst sich
mit (4.98) und (4.101) kompakt
WBc,ijl = ΦijlG
−1
yf
(
λBij
) ·C (λBijIn −A)−1 ,
Pc,qrl = ΦqrlG
−1
yf
(
λBqr
)
,
WBc,qrl = ΦqrlG
−1
yf
(
λBqr
) ·C (λBqrIn −A)−1
schreiben. Beru¨cksichtigt man zusa¨tzlich VB,ffi = W
−1
B,ffi, so la¨sst sich die
Beziehung
WBc,ijlW
−1
B,ffi (Pc,qrl +WBc,qrlLffi)
= ΦijlG
−1
yf
(
λBij
) ·C (λBijIn −A)−1︸ ︷︷ ︸
WBc,ijl
· VB,ffi︸ ︷︷ ︸
W
−1
B,ffi
· . . .
· ΦqrlG−1yf
(
λBqr
) (
Iny +C
(
λBqrIn −A
)−1
Lffi
)
︸ ︷︷ ︸
Pc,qrl+WBc,qrlLffi
ableiten. Dementsprechend ist (5.77) hinreichend dafu¨r, dass
WBc,ijlW
−1
B,ffi (Pc,qrl +WBc,qrlLffi) = 0
ist. Dies wiederum impliziert
nkd∑
ν=1
kdν (Pc,ν +WBc,νLffi)
=
(
In +
nkd∑
κ=1
kdκWBc,κW
−1
B,ffi
) nkd∑
ν=1
kdν (Pc,ν +WBc,νLffi)
=
(
WB,ffi +
nkd∑
κ=1
kdκWBc,κ
)
W−1B,ffi · . . .
·
nkd∑
ν=1
kdν (Pc,ν +WBc,νLffi)
266 5 Optimierung der Robustheit von Fehlerisolationsbeobachtern
und damit
nkd∑
ν=1
kdν (Pc,ν +WBc,νLffi)
=WB,pfi(kd) ·W−1B,ffi
nkd∑
ν=1
kdν (Pc,ν +WBc,νLffi) .
Die Multiplikation dieser Gleichung von links mitW−1B,pfi(kd) fu¨hrt auf
W−1B,pfi(kd)
nkd∑
ν=1
kdν (Pc,ν +WBc,νLffi)
=W−1B,ffi
nkd∑
ν=1
kdν (Pc,ν +WBc,νLffi) .
(5.78)
Da nach Lemma 5.1 stets
Lc(kd) = −W−1B,pfi(kd) ·
nkd∑
ν=1
kdv (Pc,ν +WBc,νLffi)
gilt, la¨sst sich mit (5.78)
Lc(kd) = −W−1B,ffi ·
nkd∑
ν=1
kdv (Pc,ν +WBc,νLffi)
=
nkd∑
ν=1
kdν
(
−W−1B,ffi (Pc,ν +WBc,νLffi)
)
=
nkd∑
ν=1
kdνLc,ν
schreiben.
Ist die Bedingung (5.75) aus Satz 5.6 erfu¨llt, ergibt sich gegenu¨ber Lem-
ma 5.1 also eine wesentliche Vereinfachung hinsichtlich der Abha¨ngigkeit
der Matrix Lpfi von kd. Nachteilig ist jedoch, dass zur U¨berpru¨fung von
(5.75) zuna¨chst ein FFIO entworfen werden muss. Dann ist gema¨ß (5.75)
fu¨r alle Pole λBij von Grf (s), die in Spalten l = i + 1, . . . ,nf gekoppelt
werden, zu u¨berpru¨fen, ob das entsprechende Produkt in dem durch q und
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r definierten Rechtseigenvektor von A − LffiC null ergibt. Lediglich an-
hand der Systemmatrizen oder Systemeigenschaften wie n und δi erlaubt
Satz 5.6 keine Aussage daru¨ber, ob eine affine Beziehung Lpfi(kd) gege-
ben ist. Die folgenden beiden Lemmata betrachten diesbezu¨glich jeweils
Spezialfa¨lle.
Lemma 5.2. Fu¨r ein System mit n = 2, nf = 2, δ1 = δ2 = 1 ist stets
eine affine Abha¨ngigkeit Lpfi(kd) gegeben.
Beweis. Der Eigenwert λB11 tritt sowohl in der ersten Spalte von Grf (s)
als auch mittels kd,112 in der zweiten Spalte auf. Der Eigenwert λB21 taucht
ausschließlich in der zweiten Spalte auf. Da δ1 = δ2 = 1 ist, muss Es = 0
sein und es gilt
WB,pfiEa =
[
1 kd,112
0 1
]
. (5.79)
Bei vollsta¨ndiger Isolation ist
WB,ffiEa =
[
1 0
0 1
]
. (5.80)
Lo¨st man (5.79) und (5.80) nach Ea auf und setzt die Ergebnisse gleich,
so erha¨lt man
VB,ffi = VB,pfi
[
1 kd,112
0 1
]
,
woraus sich
VB,pfi = VB,ffi − kd,112VB,ffi
[
0 1
0 0
]
ergibt. Setzt man dies in Lpfi = −VB,pfiPpfi ein und beru¨cksichtigt weiter-
hin (4.98), so folgt
Lpfi =−
(
VB,ffi−kd,112VB,ffi
[
0 1
0 0
])
·
(
Pffi+kd,112
[[
0 1
]
G−1yf (λB11)
0T
])
= Lffi + kd,112VB,ffi
([
0 1
0 0
]
Pffi −
[[
0 1
]
G−1yf (λB11)
0T
])
+ . . .
− k2d,112VB,ffi
[
0 1
0 0
][[
0 1
]
G−1yf (λB11)
0T
]
︸ ︷︷ ︸
0
.
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Offensichtlich entfa¨llt der in kd,112 quadratische Term und es besteht eine
affine Abha¨ngigkeit Lpfi(kd,112) = Lffi +Lc(kd,112).
Lemma 5.3. Fu¨r ein System mit nf = 2, δmax = max {δi} ≥ 2 ist eine
affine Abha¨ngigkeit Lpfi(kd) gegeben, wenn VB,pfi affin von kd abha¨ngt und
die ersten δmax Rechtseigenvektoren von A−LpfiC denen von A−LffiC
entsprechen.
Beweis. Betrachtet man erneut Lpfi = −VB,pfiPpfi, so ergibt sich mit
(4.100)
Lpfi = −VB,pfi
(
Pffi +
nkd∑
ν=1
kd,νPc,ν
)
,
wobei der Term
∑nkd
ν=1 kd,νPc,ν gema¨ß (4.98) lediglich in den ersten δmax
Zeilen Elemente entha¨lt, die von 0 verschieden sind. Wenn nun VB,pfi af-
fin von den Kopplungszahlen kd,1j2 abha¨ngt, ist eine affine Abha¨ngigkeit
Lpfi(kd) demnach gegeben, wenn sich gegenu¨ber VB,ffi die ersten δmax
Spalten von VB,pfi nicht vera¨ndern.
Fu¨r Systeme mit nf ≥ 3 la¨sst sich daru¨ber hinaus bereits fu¨r den ein-
fachen Fall δi = 1 fu¨r alle i = 1, . . . ,nf plausibilisieren, dass keine affine
Abha¨ngigkeit Lpfi(kd) besteht. Es ist dann
WB,ffiEa =

1 0 00 1 0
0 0 1

 , WB,pfiEa =

1 kd,112 kd,1130 1 kd,213
0 0 1

 ,
woraus sich
VB,pfi = VB,ffi

1 −kd,112 kd,112kd,213 − kd,1130 1 −kd,213
0 0 1


ergibt. Setzt man dies in Lpfi = −VB,pfiPpfi ein, so treten offensichtlich
bilineare Terme der Form kd,112 · kd,213 auf.
Nachdem der Zusammenhang zwischen der Beobachtermatrix Lpfi und
den dynamischen Kopplungszahlen eingehend untersucht wurde, verbleibt
die Analyse der Nachfiltermatrix Vpfi(kd,ks). Wa¨hrend sie im Allgemeinen
gema¨ß Gleichung (4.104) auf Seite 178 nichtlinear von kd und ks abha¨ngt,
liefert der folgende Satz eine wesentliche Vereinfachung unter der Bedin-
gung, dass Lpfi(kd) affin von kd abha¨ngt.
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Satz 5.7 (Affin bilineare Abha¨ngigkeit der PFIO-Parametrierung von den
Kopplungszahlen). Gegeben sei ein System der Form
x˙ = Ax+Bu+Eaf ,
y = Cx+Du+Esf ,
welches die Annahmen 5.1–5.3 erfu¨llt und fu¨r das durch (Lffi,Vffi) ein
FFIO parametriert ist. Ha¨ngt die Beobachtermatrix Lpfi fu¨r die partiel-
le Fehlerisolation affin von den dynamischen Kopplungszahlen kd ab, so
ergibt sich fu¨r die Nachfiltermatrix Vpfi eine affin bilineare Abha¨ngigkeit
von den Kopplungszahlen kd und ks der Form
Vpfi(kd,ks) = Vffi + Vc(kd,ks)
= Vffi +
nkd∑
ν=1
kd,νVd,ν +
nks∑
µ=1
ks,µVs,µ +
nks∑
µ=1
nkd∑
ν=1
ks,µkd,νVsd,µν .
Dabei gilt
Vd,ν = −VffiC (A−LffiC)−1Lc,ν , (5.81a)
Vs,µ = −Sc,µΘ−1ffi , (5.81b)
Vsd,µν = Sc,µΘ
−1
ffi C (A− LffiC)−1Lc,ν (5.81c)
und Sc,µ und Lc,ν sind in (4.103) beziehungsweise (5.76) gegeben.
Beweis. Analog zu Θffi wird
Θpfi(kd) = C (A−Lpfi(kd)C)−1 (Ea −Lpfi(kd)Es)−Es
eingefu¨hrt. Nach Lemma 4.2 istΘpfi(kd) ebenso invertierbar wieΘffi. Ent-
sprechend (4.103) beziehungsweise Satz 4.13 ist
Vpfi(kd,ks) = − (Sffi + Sc(ks)) ·Θ−1pfi (kd) = Vffi + Vc(kd,ks).
Dementsprechend gilt fu¨r die von den Kopplungszahlen abha¨ngige Diffe-
renz zwischen den Nachfiltermatrizen
Vc(kd,ks) = −Sffi ·Θ−1pfi (kd)− Sc(ks) ·Θ−1pfi (kd)+SffiΘ−1ffi︸ ︷︷ ︸
−Vffi
= −Sffi
(
Θ−1pfi (kd)−Θ−1ffi
)
− Sc(ks) ·Θ−1pfi (kd).
(5.82)
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In dieser Beziehung wird zuna¨chst der AusdruckΘ−1pfi (kd)−Θ−1ffi analysiert.
Setzt man im ersten Teil von Lemma A.2 A = Θpfi(kd) und B = Θffi, so
ergibt sich
Θ−1pfi (kd)−Θ−1ffi = Θ−1ffi · (Θffi −Θpfi(kd)) ·Θ−1pfi (kd). (5.83)
Schreibt man die Beobachtermatrix fu¨r die vollsta¨ndige Fehlerisolation als
Lffi = Lpfi(kd)−Lc(kd), erha¨lt man fu¨r die Differenz Θffi −Θpfi(kd) den
Ausdruck
Θffi −Θpfi(kd) = C (A−LffiC)−1 (Ea −LffiEs)−Es + . . .
−
(
C (A−Lpfi(kd)C)−1 (Ea −Lpfi(kd)Es)−Es
)
= C (A−LffiC)−1 (Ea −Lpfi(kd)Es) + . . .
+C (A−LffiC)−1Lc(kd)Es + . . .
−C (A−Lpfi(kd)C)−1 (Ea −Lpfi(kd)Es)
= C
[
(A− LffiC)−1 − (A− Lpfi(kd)C)−1
]
· . . .
· (Ea −Lpfi(kd)Es) +C (A−LffiC)−1Lc(kd)Es.
(5.84)
Auf die Differenz der beiden invertierbaren Matrizen innerhalb der eckigen
Klammern in obiger Gleichung wird nun der zweite Teil von Lemma A.2
angewendet. Wegen Lpfi(kd)−Lffi = Lc(kd) ergibt sich daraus
(A−LffiC)−1 − (A− Lpfi(kd)C)−1 = − (A− LffiC)−1Lc(kd) · . . .
·C (A− Lpfi(kd)C)−1 .
Setzt man dies in (5.84) ein, vereinfacht sich der Ausdruck zu
Θffi −Θpfi(kd) = −C (A− LffiC)−1Lc(kd)C (A−Lpfi(kd)C)−1 · . . .
· (Ea −Lpfi(kd)Es) +C (A−LffiC)−1Lc(kd)Es
= −C (A− LffiC)−1 ·Lc(kd) ·Θpfi(kd).
Damit folgt aus (5.83)
Θ−1pfi (kd)−Θ−1ffi = −Θ−1ffi ·C (A−LffiC)−1 ·Lc(kd),
woraus sich weitergehend
Θ−1pfi (kd) = Θ
−1
ffi
(
Iny −C (A−LffiC)−1 ·Lc(kd)
)
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ergibt. Damit la¨sst sich fu¨r (5.82) schließlich
Vc(kd,ks) = SffiΘ
−1
ffi︸ ︷︷ ︸
−Vffi
C (A−LffiC)−1Lc(kd) + . . .
− Sc(ks)Θ−1ffi + Sc(ks)Θ−1ffi C (A−LffiC)−1Lc(kd)
(5.85)
schreiben. Der Beweis wird abgeschlossen, indem die in (4.103) und (5.76)
eingefu¨hrten Summenschreibweisen fu¨r Sc(ks) und Lc(kd) beru¨cksichtigt
werden, woraus (5.81) folgt.
Die Aussage von Satz 5.7 ist insofern bemerkenswert, als dass (4.104)
einen komplizierteren nichtlinearen Zusammenhang zwischen den Kopp-
lungszahlen und der sich ergebenden Nachfiltermatrix Vpfi vermuten la¨sst.
Angemerkt sei, dass (5.85) auch dann gilt, wenn Lpfi nichtlinear von den
dynamischen Kopplungszahlen kd abha¨ngt. Es a¨ndert sich dann lediglich
Lc(kd).
Auf Basis der herausgearbeiteten linearen beziehungsweise bilinearen
Abha¨ngigkeit der Matrizen Lc(kd) und Vc(kd,ks) von den Kopplungs-
zahlen wird im folgenden Abschnitt ein Verfahren zur Optimierung der
Robustheit der Residuengenerierung erarbeitet.
5.5.2 Entwurfsverfahren bei affiner Abha¨ngigkeit der
Beobachtermatrix von den dynamischen
Kopplungszahlen
Ziel dieses Abschnittes ist es, ein effizientes Lo¨sungsverfahren fu¨r das Op-
timierungsproblem
minimiere
kd,ks
‖Grd(s,kd,ks)‖∞ (5.86)
zu finden, wenn die Beobachtermatrix affin von den dynamischen Kopp-
lungszahlen abha¨ngt. Dies ist der Fall, wenn die Bedingung (5.75)
aus Satz 5.6 erfu¨llt ist. Zur Lo¨sung wird (5.86) auf ein BMI-Problem
zuru¨ckgefu¨hrt, welches sich mithilfe des Path-Following-Verfahrens a¨hnlich
wie in Abschnitt 5.4.3 durch die iterative Lo¨sung von LMI-Problemen ap-
proximativ lo¨sen la¨sst.
Unter Ru¨ckgriff auf das Bounded-Real-Lemma (Satz 3.1 auf Seite 56)
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la¨sst sich (5.86) a¨quivalent formulieren als
minimiere
X,kd,ks
γ, sodass (5.87a)
X ≻ 0, (5.87b)
He (X(A−Lpfi(kd)C)) X(Bd−Lpfi(kd)Dd) (Vpfi(kd,ks)C)T⋆ −γInd (Vpfi(kd,ks)Dd)T
⋆ ⋆ −γInf


︸ ︷︷ ︸
Ξ(γ,X,kd,ks)
≺0.
(5.87c)
Bei (5.87c) handelt es sich um eine bilineare Matrixungleichung (BMI).
Dies liegt zum einen darin begru¨ndet, dass bei einer affinen Abha¨ngigkeit
der Beobachtermatrix Lpfi von den dynamischen Kopplungszahlen kd in
den Termen XLpfi multiplikative Ausdru¨cke in kd,ν und X auftreten.
Zum anderen besteht in diesem Fall wie in Satz 5.7 gezeigt eine bilineare
Abha¨ngigkeit der Matrix Vpfi von den statischen und dynamischen Kopp-
lungszahlen ks und kd.
Da die Kopplungszahlen kd,ν und ks,µ in Gleichung (5.87c) sowohl linear
als auch in Form von Produkttermen wie kd,νks,µ auftreten, la¨sst sich die
BMI nicht ohne zusa¨tzliche Rangbeschra¨nkungen durch eine Variablen-
transformation in eine LMI u¨berfu¨hren. Daher wird zur Lo¨sung des BMI-
Problems (5.87) wie schon in Abschnitt 5.4.3 der Path-Following-Ansatz
angewendet.
Ist die Bedingung aus Satz 5.7 erfu¨llt, so treten in (5.87c) lediglich bili-
neare Terme auf, und die Matrix Ξ la¨sst sich in einfacher Art und Weise
in eine Taylorreihe entwickeln. Beru¨cksichtigt man dabei nur Terme erster
Ordnung, so ergibt sich fu¨r den Entwicklungspunkt (γf ,Xf ,kd,f ,ks,f ) die
Approximation
Ξ(γ,X,kd,ks) ≈ Ξ(γf ,Xf ,kd,f ,ks,f ) + . . .
+Ξ∆γ(∆γ,Xf ,kd,f ,ks,f ) + . . .
+Ξ∆X(γf ,∆X,kd,f ,ks,f ) + . . .
+Ξ∆kd(γf ,Xf ,∆kd,ks,f ) + . . .
+Ξ∆ks(γf ,Xf ,kd,f ,∆ks).
(5.88)
Die darin auftauchenden Matrizen, die sich aus der partiellen Ableitung
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von Ξ nach den jeweiligen Variablen ergeben, lauten
Ξ∆γ =

0 0 0⋆ −∆γInd 0
⋆ ⋆ −∆γInf

 ,
Ξ∆X =

He (∆X (A−Lpfi(kd,f )C)) ∆X (Bd −Lpfi(kd,f )Dd) 0⋆ 0 0
⋆ ⋆ 0

 ,
Ξ∆kd =

−He
(
Xf
∑nkd
ν=1∆kd,νLc,νC
)
Ξ∆kd,12 Ξ
T
∆kd,13
⋆ 0 ΞT∆kd,23
⋆ ⋆ 0

 ,
Ξ∆kd,12 = −Xf
nkd∑
ν=1
∆kd,νLc,νDd,
ΞT∆kd,13 =
nkd∑
ν=1
∆kd,ν
(
Vd,ν +
nks∑
µ=1
ks,µ,fVsd,µν
)
C,
ΞT∆kd,23 =
nkd∑
ν=1
∆kd,ν
(
Vd,ν +
nks∑
µ=1
ks,µ,fVsd,µν
)
Dd,
Ξ∆ks =


0 0
(∑nks
µ=1∆ks,µ
(
Vs,µ
∑nkd
ν=1 kd,ν,fVsd,µν
)
C
)T
⋆ 0
(∑nks
µ=1∆ks,µ
(
Vs,µ
∑nkd
ν=1 kd,ν,fVsd,µν
)
Dd
)T
⋆ ⋆ 0

 .
Die Approximation der MatrixΞ, die in (5.88) angegeben ist, ha¨ngt folglich
linear von den Variablen ∆γ, ∆X, ∆kd und ∆ks ab und (5.87c) la¨sst sich
durch die LMI
Ξf +Ξ∆γ +Ξ∆X +Ξ∆kd +Ξ∆ks ≺ 0 (5.89)
anna¨hern. Fu¨r das Path-Following-Verfahren wird zuna¨chst fu¨r eine initia-
le Parametrierung (Lpfi(kd,init),Vpfi(kd,init,ks,init)) eine Schranke γinit mit
einer zugeho¨rigen Matrix Xinit berechnet. Anschließend wird das sich aus
der Approximation von (5.87) ergebende LMI-Problem gelo¨st, wobei eine
Minimierung von γ angestrebt wird und (5.89) als Nebenbedingung einzu-
halten ist. Nach dem Verifikationsschritt wird dies solange wiederholt, bis
das Abbruchkriterium erfu¨llt ist. Zusammengefasst ergibt sich
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Algorithmus 5.3.
1. Initialisierung
Setze kd = kd,f = kd,init und ks = ks,f = ks,init und lo¨se das sich
ergebende LMI-Problem
minimiere
X
γ, sodass X ≻ 0, (5.87c).
Definiere die gefundene Lo¨sung als γf , Xf .
2. Path-Following-Schritt
a) Update-Schritt
Lo¨se das LMI-Problem
minimiere
∆X,∆kd,∆ks
∆γ, sodass (5.90a)
Xf +∆X ≻ 0, ∆γ < 0, γf +∆γ > 0, (5.90b)[
ζXf ∆X
⋆ ζXf
]
≻ 0, (5.90c)
Ξf +Ξ∆γ +Ξ∆X +Ξ∆kd +Ξ∆ks ≺ 0. (5.90d)
b) Verifikationsschritt
Setze γ = γf +∆γ, kd = kd,f +∆kd und ks = ks,f +∆ks und
u¨berpru¨fe die Lo¨sbarkeit von
finde X, sodass X ≻ 0, (5.87c).
Falls das Problem lo¨sbar ist, definiere die gefundene Lo¨sung als
(γf ,Xf ,kd,f ,ks,f ). Falls die Abbruchbedingung 3. nicht erfu¨llt
ist, setze die neue Schrittweite auf ζ := η+ζ und gehe zu 2.a).
Falls das Problem nicht lo¨sbar ist und die Abbruchbedingung
3. nicht erfu¨llt ist, setze ζ := η−ζ und gehe zu 2.a) ohne die
Variablen γf , Xf , kd,f und ks,f zu vera¨ndern.
3. Abbruchkriterium
Beende den Algorithmus, falls eine gegebene Anzahl von Iteratio-
nen durchlaufen wurde oder die relative Verbesserung von γ in zwei
aufeinander folgenden Iterationen eine gegebene Schranke ε unter-
schreitet.
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Bei der Lo¨sung von (5.90) im Update-Schritt begrenzt die LMI (5.90c)
wie in Abschnitt 5.4.3 ero¨rtert und im Anhang in Lemma A.6 bewiesen die
Abweichung vom Linearisierungspunkt. Ein tpyischer Wert fu¨r die Wahl
des Parameters ζ zu Beginn des Algorithmus ist ζ = 0,2, fu¨r die Schritt-
weitenadaption wird ha¨ufig η+ = 1,1 und η− = 0,5 gesetzt. Es sei erneut
betont, dass es sich bei (5.87) um ein nichtkonvexes Optimierungsproblem
handelt und somit die Konvergenz auf das globale Optimum nicht garan-
tiert ist. Der Path-Following-Algorithmus gewa¨hrleistet jedoch die Konver-
genz auf ein lokales Optimum [165]. Damit ha¨ngt die gefundene Lo¨sung
von den Startwerten kd,init und ks,init ab. Diese ko¨nnen zum Beispiel zu
kd,init = 0, ks,init = 0 gewa¨hlt werden, wodurch die Sto¨runterdru¨ckung
ausgehend vom vollsta¨ndigen Fehlerisolationsbeobachter verbessert wird.
Bemerkung 5.12. Da fu¨r das Path-Following-Verfahren prinzipbedingt eine
Taylorentwicklung von Ξ(γ,X,kd,ks) in (5.88) berechnet werden muss,
la¨sst sich der verfolgte Ansatz prinzipiell auch dann anwenden, wenn die
Bedingung (5.75) nicht erfu¨llt ist und somit die Beobachtermatrix nach
Lemma 5.1 nichtlinear von den dynamischen Kopplungszahlen abha¨ngt.
Dies wird jedoch hier nicht weiter verfolgt. Daru¨ber hinaus sei angemerkt,
dass sich im allgemeinen Fall nichtlineare Optimierungsverfahren wie zum
Beispiel evolutiona¨re Algorithmen anwenden lassen, um die Robustheit
durch direktes Lo¨sen von (5.86) zu optimieren.
Bemerkung 5.13. Weiterhin la¨sst sich das beschriebene Verfahren auch
dann anwenden, wenn auf das System Sto¨rungen wirken, die in einem
beschra¨nkten Frequenzbereich liegen. Dazu ist die Beobachterparametrie-
rung (Lpfi,Vpfi), die von den Kopplungszahlen kd und ks abha¨ngt, in das
Optimierungsproblem (5.30) einzusetzen. Mit dem gleichen Vorgehen wie
in Abschnitt 5.4.3 la¨sst sich dann mithilfe des Path-Following-Verfahrens
das Optimierungsproblem
minimiere
kd,ks
‖Grd(s,kd,ks)‖Ω∞
iterativ lo¨sen.
5.5.3 Entwurfsverfahren auf Basis der Vollsta¨ndigen
Modalen Synthese
Alternativ zum im vorangegangenen Abschnitt vorgestellten Verfahren
la¨sst sich eine Robustheitsoptimierung auch mittels der Vollsta¨ndigen Mo-
dalen Synthese durchfu¨hren. Das sich daraus ergebende Verfahren unter-
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liegt somit nicht der Einschra¨nkung, dass die Beobachtermatrix linear von
den dynamischen Kopplungszahlen abha¨ngen muss.
Das Vorgehen weist große Gemeinsamkeiten zu Abschnitt 5.3.2 auf.
Beim Entwurf der Beobachtermatrix Lpfi werden die sich aus der parti-
ellen Fehlerisolation ergebenden zusa¨tzlichen Freiheitsgrade dahingehend
genutzt, die Anregung der Eigenbewegungen des Beobachters durch exoge-
ne Sto¨rungen zu minimieren. Bei Betrachtung der Partialbruchzerlegung
von Grd(s), die in (5.12) auf Seite 202 gegeben ist, la¨sst sich dies formu-
lieren als Minimierung von
∥∥wTBij (Bd −LpfiDd)∥∥2.
Fu¨r alle Beobachtereigenwerte λBij , die mittels der dynamischen Kopp-
lungszahlen kd,ijl in andere Spalten von Grf (s) eingekoppelt werden, ist
beim Entwurf folglich das Optimierungsproblem
minimiere
kd,ijl,wTBij
,pTij
γij , sodass (5.91a)
[
γij w
T
Bij
Bd + p
T
ijDd
⋆ Ind
]
≻ 0, (5.91b)[
wTBij p
T
ij
]
=
[
0T φTi +
∑nf
l=i+1 kd,ijlφ
T
l
]
Π−1ij (5.91c)
zu lo¨sen. Dabei handelt es sich um ein einfaches LMI-Problem. Wa¨hrend
die erste Nebenbedingung die Norm von wTBij (Bd − LpfiDd) beschra¨nkt,
gewa¨hrleistet die Gleichungsbedingung wie in Abschnitt 4.10 ero¨rtert die
Einhaltung der strukturellen Anforderungen bezu¨glich Grf (s). Nachdem
alle Parameter- und Linkseigenvektoren berechnet wurden, ergibt sich mit
der bekannten Beziehung Lpfi = −W−1B,pfiPpfi die Beobachtermatrix Lpfi.
Anschließend erfolgt der Entwurf der Nachfiltermatrix. Wie schon in
Abschnitt 5.3.2 la¨sst sich diese mithilfe des Bounded-Real-Lemmas berech-
nen. Es ergibt sich ein LMI-Problem, da die Matrix Lpfi bereits berechnet
wurde und somit alle Variablen linear in das Problem eingehen. Zur Mini-
mierung der H∞-Norm von Grd(s) ergibt sich das Optimierungsproblem
minimiere
X,ks
γ, sodass (5.92a)
X ≻ 0, (5.92b)
He (X (A− LpfiC)) X (Bd − LpfiDd) (VpfiC)T⋆ −γInd (VpfiDd)T
⋆ ⋆ −γInf

 ≺ 0, (5.92c)
− VpfiΘpfi = Spfi(ks). (5.92d)
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Wa¨hrend die ersten beiden Bedingungen vom Bounded-Real-Lemma
(Satz 3.1) herru¨hren, wird durch die Gleichungsbedingung wie in Ab-
schnitt 4.10 beschrieben die obere Dreiecksstruktur von Grf (s) sicher-
gestellt. Dabei ist Θpfi = C(A− LpfiC)−1 (Ea − LpfiEs) − Es und die
Matrix Spfi(ks) ha¨ngt wie in (4.103) eingefu¨hrt linear von den statischen
Kopplungszahlen ks,ij ab.
Im Vergleich zum Verfahren aus Abschnitt 5.5.2 la¨sst sich mithilfe der
einfachen LMI-Probleme (5.91) und (5.92) die Robustheit der Residuenge-
nerierung hinsichtlich exogener Sto¨rungen wesentlich einfacher optimieren.
Der zweite wesentliche Vorteil des Verfahrens ist wie bereits erwa¨hnt, dass
keine Einschra¨nkung bezu¨glich der Abha¨ngigkeit der Beobachtermatrix
von den dynamischen Kopplungszahlen besteht.
Als Nachteil gegenu¨ber dem Path-Following-Verfahren aus Ab-
schnitt 5.5.2 ist die sequentielle Optimierung von Lpfi und Vpfi zu
erwa¨hnen. Diese fu¨hrt dazu, dass das Lo¨sen von (5.91) und (5.92) nicht
notwendigerweise auf ein lokales Optimum hinsichtlich (5.86) fu¨hrt. Die
nachfolgenden Beispiele zeigen jedoch, dass sich mit dem Verfahren trotz
des einfachen, sequentiellen Entwurfs gute Ergebnisse erzielen lassen.
Bemerkung 5.14. Wie bereits erwa¨hnt sind die Fehler derart zu sortieren,
dass sich eine absteigende Reihenfolge der Fehlerindizes ergibt, da somit
die Anzahl der verfu¨gbaren Freiheitsgrade maximiert wird. Weist ein Sys-
tem Indizes δi = δj fu¨r i 6= j auf, so ist mit den beiden vorgestellten
Verfahren keine Aussage daru¨ber mo¨glich, welche Sortierung der Fehler
zu einem besseren Ergebnis hinsichtlich der H∞-Norm von Grd(s) fu¨hrt.
Es bietet sich an, die entsprechenden Optimierungsprobleme jeweils fu¨r
die unterschiedlichen Fehlerpermutationen zu lo¨sen und diejenige PFIO-
Parametrierung auszuwa¨hlen, welche auf das beste Ergebnis fu¨hrt.
Bemerkung 5.15. Das Verfahren auf Basis der Vollsta¨ndigen Modalen Syn-
these la¨sst sich mit dem Vorgehen bei der Relaxierung der strukturellen
Anforderungen aus Abschnitt 5.3.2 kombinieren. Fordert man a¨hnlich wie
dort nicht die exakte Erfu¨llung von (5.91c) und (5.92d), so ergeben sich
zusa¨tzliche Freiheitsgrade fu¨r die Robustheitssteigerung. Diese wird dann
auf Kosten einer nicht mehr exakten Dreiecksstruktur vonGrf (s) erreicht.
5.5.4 Akademisches Beispiel
Zuna¨chst wird ein akademisches Beispielsystem betrachtet. Hintergrund
ist, dass dieses System lediglich u¨ber eine dynamische und eine statische
Kopplungszahl verfu¨gt. Dadurch la¨sst sich ‖Grd(s,kd,ks)‖∞ grafisch dar-
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stellen, sodass die Qualita¨t der von den beiden Optimierungsverfahren
gefundenen Lo¨sungen hinsichtlich der Sto¨runterdru¨ckung beurteilt werden
kann.
Das System wird beschrieben durch
A =
[−1 −4
0,5 −2
]
, Ea =
[
1 −10
−1 3
]
,
C =
[
5 1
−1 2
]
, Es = 0,
Bd =
[
0,2 0,3
−0,7 0,4
]
, Dd =
[ −0,3 −0,1
−0,45 0,6
]
.
Es ist stabil und erfu¨llt bei δ1 = δ2 = 1 die Annahmen 5.1 bis 5.3. Somit
la¨sst sich nach Abschnitt 4.5 ein FIO zur vollsta¨ndigen Fehlerisolation
entwerfen, der fu¨r die beiden U¨bertragungskana¨le die Pole λB1,1 = −8 und
λB2,1 = −9 vorgibt, sowie Grf (s = 0) = I2 gewa¨hrleistet. Die Analyse der
H∞-Norm von Grd(s) fu¨r den ermittelten FFIO ergibt einen Wert von
‖Grd(s)‖∞ < 3,881.
Soll lediglich eine partielle Fehlerisolation durchgefu¨hrt werden, so
kann mittels der dynamischen Kopplungszahl kd,112 der Pol des ersten
U¨bertragungskanals auch in die zweite Spalte von Grf (s) eingekoppelt
werden. Daru¨ber hinaus kann u¨ber die statische Kopplungszahl ks,12 Ein-
fluss auf die stationa¨re Versta¨rkung von Grf (s) genommen werden.
Beim auf der Vollsta¨ndigen Modalen Synthese basierenden Verfahren
aus Abschnitt 5.5.3 ist das Optimierungsproblem (5.91) lediglich ein Mal
(fu¨r den Eigenwert λB1,1) zu lo¨sen, um die Beobachtermatrix Lpfi,VMS zu
bestimmen. Es ergibt sich ein Wert von kd,112 = 31,171. Anschließend
wird durch Lo¨sen von (5.92) die statische Kopplungszahl ks,12 = −6,314
ermittelt. Fu¨r die PFIO-Parametrierung (Lpfi,VMS,Vpfi,VMS) ergibt sich
eine obere Schranke fu¨r ‖Grd(s)‖∞ von 0,544, was eine signifikante Ver-
Tabelle 5.1: Vergleich der Lo¨sungen zur partiellen Fehlerisolation
kd,112 ks,12 ‖Grd(s)‖∞
FFIO 0 0 3,881
PFIO VMS, Abschnitt 5.5.3 31,171 −6,314 0,544
PFIO PF, Abschnitt 5.5.2 21,321 −7,198 0,526
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besserung gegenu¨ber dem Fall der vollsta¨ndigen Fehlerisolation darstellt.
Weiterhin erfu¨llt das System offensichtlich die Bedingungen aus Lem-
ma 5.2. Somit kann die ermittelte PFIO-Parametrierung als initiale Para-
metrierung zur weiteren Verbesserung des Ergebnisses mithilfe des Path-
Following-Ansatzes aus Abschnitt 5.5.2 herangezogen werden. Mit einer
initialen Schrittweite von ζ = 0,2 und den Schrittweitensteuerungspara-
metern η+ = 1,1 und η− = 0,5 liefert der Algorithmus kd,112 = 21,321 und
ks,12 = −7,198, woraus sich ‖Grd(s)‖∞ < 0,526 ergibt. Zum besseren Ver-
gleich sind die Zahlenwerte in Tabelle 5.1 zusammengefasst, die jeweiligen
Beobachterparametrierungen finden sich in Anhang C.2.6.
Obwohl anhand der Abscha¨tzungen fu¨r die H∞-Norm von Grd(s) er-
sichtlich ist, dass die Sto¨runterdru¨ckung bei teilweiser Fehlerisolation sehr
viel besser ist als bei vollsta¨ndiger Fehlerisolation, ist aufgrund der Nicht-
konvexita¨t des Problems keine Aussage daru¨ber mo¨glich, ob das globale
Optimum hinsichtlich kd,112 und ks,12 gefunden wurde. An dieser Stelle
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Abbildung 5.21: Abha¨ngigkeit von ‖Grd(s)‖∞ von kd,112 und ks,12
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la¨sst sich die Qualita¨t der Ergebnisse jedoch anhand von Abbildung 5.21
einordnen.
Sie zeigt die Abscha¨tzung von ‖Grd(s)‖∞ grafisch u¨ber den beiden
Kopplungszahlen. Dazu wurde die Norm u¨ber ein hinreichend feines Gitter
abgescha¨tzt. Offensichtlich findet der Path-Following-Algorithmus in die-
sem Beispiel eine Lo¨sung, die dem globalen Optimum sehr nahe kommt.
Auch die in der Umsetzung deutlich einfachere und schnellere Optimierung
auf Basis der Vollsta¨ndigen Modalen Synthese findet eine Parametrierung,
die kaum schlechtere Ergebnisse liefert.
5.5.5 Beispiel Verladebru¨cke
Um die Umsetzung der entwickelten Verfahren zur robusten partiellen Feh-
lerisolation zu demonstrieren, wird das Beispiel der Verladebru¨cke aus Ab-
schnitt 4.10.3 (s. Seite 181) fortgefu¨hrt.
Die Sto¨reingangsmatrizen Bd und Dd entsprechen denen aus Ab-
schnitt 4.10.3. Am Pru¨fstand werden die unterschiedlichen Rauschampli-
tuden der beiden Sensoren emuliert, indem das Messsignal des Positions-
sensors mit einem sta¨rkeren Rauschsignal u¨berlagert wird als das des Seil-
winkelsensors.
Mit dem Ansatz auf Basis der Vollsta¨ndigen Modalen Synthese aus Ab-
schnitt 5.5.3 ergibt sich fu¨r die optimierten dynamischen Kopplungspa-
rameter kd,112 = 3,410 und kd,122 = 4,327 und fu¨r die statische Kopp-
lungszahl ks,12 = −1,610. Dies fu¨hrt auf eine obere Schranke fu¨r die
Sto¨rversta¨rkung von γpfi,VMS = 7,300. Gegenu¨ber der vollsta¨ndigen Fehler-
isolation (‖Grd(s)‖∞ < 9,819) stellt dies bereits eine deutliche Verbesse-
rung von 25,7% dar, was auch aus dem Verlauf des gro¨ßten Singula¨rwertes
(vgl. Abbildung 5.22) hervorgeht.
Auch der Path-Following-Ansatz la¨sst sich in der vorgestellten Form
anwenden. Da nf = 2 und δ1 = δ2 = 2 sind, sind gema¨ß Satz 5.6 die Fa¨lle
i = 1, q = 1, j = 1, r = 1, l = 2,
i = 1, q = 1, j = 1, r = 2, l = 2,
i = 1, q = 1, j = 2, r = 1, l = 2,
i = 1, q = 1, j = 2, r = 2, l = 2
fu¨r (5.75) zu u¨berpru¨fen. Es ergibt sich jeweils
φTl G
−1
yf
(
λBij
) ·C (λBijIn −A)−1 vB,ffi,qr = 0,
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Abbildung 5.22: Verlauf des gro¨ßten Singula¨rwertes vonGrd(s) fu¨r FFIO (−),
PFIO mittels VMS (−) und PFIO mittels Path-Following (−)
sodass die affine Abha¨ngigkeit der MatrixLpfi von den dynamischen Kopp-
lungszahlen kd gewa¨hrleistet ist.
Mithilfe des Path-Following-Ansatzes la¨sst sich nun die obere Schranke
fu¨r die Sto¨rversta¨rkung weiter senken. In der Initialisierung wird mithil-
fe des Bounded-Real-Lemmas fu¨r die initiale Beobachterparametrierung
eine Schranke γpfi,PF sowie eine zugeho¨rige Matrix X berechnet. Ausge-
hend von der zuvor auf Basis der Vollsta¨ndigen Modalen Synthese er-
mittelten Parametrierung la¨sst sich die Sto¨runterdru¨ckung innerhalb von
13 Iterationen auf γpfi,PF = 5,554 verbessern (vgl. Abbildung 5.22). Dies
stellt gegenu¨ber der vollsta¨ndigen Fehlerisolation eine Verbesserung von
43,4% dar. Dabei wurden als Parameter des Algorithmus erneut ζ = 0,2,
η+ = 1,1 und η− = 0,5 gewa¨hlt und es ergeben sich die Parameter
kd,112 = −29,695, kd,122 = −57,735 und ks,12 = −3,980. Die Tatsache,
dass sich die Kopplungszahlen der beiden Lo¨sungsansa¨tze deutlich unter-
scheiden, stellt keinen Widerspruch dar. Wie im vorangegangenen Beispiel
gezeigt wurde, kann es durchaus stark differierende Parametrierungen ge-
ben, die auf a¨hnlich gute Lo¨sungen hinsichtlich ‖Grd(s)‖∞ fu¨hren. Dies
wird auch anhand der Zahlenwerte, die sich fu¨r die einzelnen Beobachter-
parametrierungen ergeben, deutlich. Sie finden sich in Anhang C.2.6 und
unterscheiden sich deutlich weniger, als es die unterschiedlichen Kopp-
lungszahlen vermuten lassen.
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Abbildung 5.23: Vergleich der Residuen bei vollsta¨ndiger (−) und teilweiser
(−) Fehlerisolation
Am Pru¨fstand wird nach t = 1s ein Fehler in die Aktorik eingebracht. Zu
diesem Zeitpunkt a¨ndert sich der zweite Fehler sprungfo¨rmig auf f1 = 2.
Nach etwa 8s wird manuell eine rampenfo¨rmige horizontale Kraft auf die
Lastmasse ausgeu¨bt. Abbildung 5.23 zeigt die generierten Residuensignale
der unterschiedlichen Beobachter, die in Echtzeit aus den gemessen Da-
ten am Pru¨fstand erzeugt wurde. Der U¨bersichtlichkeit halber sind ledig-
lich der Residuenverla¨ufe des Beobachters zur vollsta¨ndigen Fehlerisolation
und der mittels des Path-Following-Verfahrens optimierten Lo¨sung gezeigt.
Zu beachten sind die unterschiedlichen Zeitskalen von Abbildung 5.23a
und 5.23b, aus denen hervorgeht, dass die beiden Fehler nicht gleichzeitig
auftreten.
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Das Residuum r2 in Abbildung 5.23b weist fu¨r beide Beobachter einen
nahezu deckungsgleichen Verlauf auf. Jedoch schla¨gt das Residuum r1 des
PFIOs ebenfalls aus (dies ist aufgrund der angepassten Zeitachse in Ab-
bildung 5.23a nicht zu sehen). Ein wesentlicher Unterschied zeigt sich im
Residuum r1. Wie aus Abbildung 5.23a hervorgeht, ist es mittels des FFIOs
ohne zusa¨tzliche Filterungsmaßnahmen nicht mo¨glich, den Fehler f1 zu er-
kennen beziehungsweise zu isolieren, da das erzeugte Residuum zu stark
verrauscht ist. Mit dem PFIO ergibt sich ein wesentlich weniger verrausch-
tes Residuensignal, mit dessen Hilfe eine Fehlerisolation mo¨glich ist.
5.5.6 Fazit
In diesem Abschnitt wurde gezeigt, wie sich die gegenu¨ber der
vollsta¨ndigen Fehlerisolation weniger restriktiven strukturellen Anforde-
rungen der partiellen Fehlerisolation zur Steigerung der Robustheit der Re-
siduengenerierung nutzen lassen. Dazu wurden zwei unterschiedliche Ver-
fahren vorgestellt. Der Path-Following-Ansatz (Abschnitt 5.5.2) optimiert
Lpfi und Vpfi simultan und garantiert die Konvergenz auf ein lokales Mini-
mum bezu¨glich ‖Grd(s)‖∞. In der vorgestellten Form ist er auf Systeme
beschra¨nkt, deren Matrix Lpfi affin von den dynamischen Kopplungszah-
len dd,ijl abha¨ngt, prinzipiell la¨sst er sich jedoch allgemeiner anwenden.
Dann ergeben sich allerdings komplizierte Formeln aus der Linearisierung,
was die Anwendung erschwert. Wesentlich einfacher gestaltet sich in die-
ser Hinsicht der Ansatz auf Basis der Vollsta¨ndigen Modalen Synthese
(Abschnitt 5.5.3). Er unterliegt hinsichtlich der Abha¨ngigkeit der Matrix
Lpfi von den dynamischen Kopplungszahlen keinerlei Einschra¨nkungen
und fu¨hrt auf einfache LMI-Probleme. Allerdings werden Lpfi und Vpfi
sequentiell optimiert, wodurch nicht gewa¨hrleistet ist, dass ein Optimum
hinsichtlich ‖Grd(s)‖∞ erreicht wird.
5.6 Zusammenfassung des Kapitels
In diesem Kapitel wurden verschiedene Mo¨glichkeiten zur Steigerung der
Robustheit von Fehlerisolationsbeobachtern vorgestellt. Die behandelten
Aspekte sind in Tabelle 5.2 zusammengefasst. Sie betreffen sowohl die
vollsta¨ndige Fehlerisolation in quadratischen und nichtquadratischen Sys-
temen sowie die teilweise Fehlerisolation. Dabei wurden Verfahren zur
Unterdru¨ckung beliebiger exogener Sto¨rungen, hochfrequenter Sto¨rungen,
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Tabelle 5.2: U¨bersicht der behandelten Robustheitsaspekte (FFI q:
vollsta¨ndige Fehlerisolation in quadratischen Systemen, FFI nq: vollsta¨ndige
Fehlerisolation in nichtquadratischen Systemen, PFI q: teilweise Fehlerisolation
in quadratischen Systemen)
FFI q FFI nq PFI q
d beliebig
5.3.1
5.3.2
5.4.1
5.4.2
5.5
d hochfrequent 5.3.3
d beschra¨nkt 5.4.3
unsichere
Parameter
5.4.4
Sto¨rungen in allgemeinen beschra¨nkten Frequenzbereichen sowie zur Stei-
gerung der Robustheit bezu¨glich unsicherer Parameter erarbeitet.
Wie bereits in den jeweiligen Abschnitten angedeutet lassen sich die
Resultate zum Teil miteinander verbinden. So ist zum Beispiel eine Rela-
xierung der strukturellen Anforderungen in nichtquadratischen Systemen
ebenso denkbar wie die partielle Fehlerisolation fu¨r nichtquadratische Sys-
teme.
In Verbindung mit den Ergebnissen aus Kapitel 4 la¨sst sich daher fest-
halten, dass mit FIOs ein vielseitiger und flexibler Ansatz gegeben ist,
der nicht nur den Entwurf von Fehlerisolationssystemen niedriger Ord-
nung fu¨r eine große Klasse linearer Systeme ermo¨glicht, sondern auch auf
vielfa¨ltige Art und Weise die Steigerung der Robustheit der generierten
Residuen erlaubt. Dies geschieht jedoch durch unterschiedliche Entwu¨rfe,
ein einheitliches Vorgehen ist nicht gegeben.
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In den Kapiteln 4 und 5 wurden zur Generierung der Residuen stets Be-
obachterstrukturen herangezogen. Die im Bereich der Fehlerdiagnose am
ha¨ufigsten verwendete Struktur eines vollsta¨ndigen, statischen Beobach-
ters,
˙ˆx = Axˆ+Bu+ L (y −Cxˆ−Du) ,
r = V (y −Cxˆ−Du) ,
ermo¨glicht dabei zahlreiche Resultate, die u¨berwiegend auf der in Ab-
schnitt 4.4 herausgearbeiteten Dualita¨t zu Entkopplungsregelungen basie-
ren. Jedoch zeigen die Betrachtungen in Abschnitt 5.4.4, dass diese Dua-
lita¨t lediglich mathematischer Natur ist und nur fu¨r die nominale System-
dynamik Gu¨ltigkeit besitzt. Daru¨ber hinaus ist anzumerken, dass die Wahl
eines Beobachters strukturelle Einschra¨nkungen mit sich bringt. Zwar las-
sen sich die Eigenwerte der Beobachterdynamik – vollsta¨ndige Beobacht-
barkeit vorausgesetzt – beliebig platzieren, die Dynamikmatrix des Beob-
achters ergibt sich jedoch stets zu A− LC.
In diesem Kapitel wird eine alternative Struktur herangezogen. Grund-
gedanke ist es, fu¨r die Erzeugung der Residuen eine allgemeine Filterstruk-
tur der Form
x˙f = Afxf +Bf,uu+Bf,yy, (6.1a)
r = Cfxf +Df,uu+Df,yy (6.1b)
zu verwenden. Dabei sind die MatrizenAf ,Bf,u,Bf,y,Cf ,Df,u undDf,y
prinzipiell frei wa¨hlbar, ebenso wie die Ordnung des Filters, die sich aus
xf ∈ Rnfilt ergibt. Die Struktur von (6.1) erkla¨rt nun, warum in Defini-
tion 2.3 Residuen ganz allgemein als Fehlerindikatoren eingefu¨hrt wurden:
In (6.1) werden sie offensichtlich nicht wie bei FIOs aus der Differenz ge-
messener und gescha¨tzter Ausgangssignale erzeugt, dennoch werden sie
Fehlerindikatoren herangezogen.
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Die Gleichungen (6.1) stellen die allgemeinste mo¨gliche Struktur eines
linearen dynamischen Filters dar. Zu beachten ist, dass nicht nur die Fil-
tereigenwerte beliebig platziert werden ko¨nnen, sondern dass die gesamte
Matrix Af ebenso frei vorgebbar ist wie die u¨brigen Filtermatrizen. Zwar
sind aus der Beobachterstruktur zahlreiche interessante Ergebnisse her-
vorgegangen, allerdings besteht intuitiv keine Notwendigkeit, sich durch
die Verwendung eines Beobachters strukturellen Beschra¨nkungen zu unter-
werfen. In Abgrenzung zu Fehlerisolationsbeobachtern werden allgemeine
Fehlerisolationsfilter wie folgt definiert.
Definition 6.1 (Allgemeine Fehlerisolationsfilter). Ein allgemeines dy-
namisches Filter der Form (6.1), welches in Verbindung mit der Strecke
x˙ = Ax+Bu+Eaf , (6.2a)
y = Cx+Du+Esf (6.2b)
zu einer diagonalen U¨bertragungsmatrix Grf (s) und daru¨ber hinaus zu
Gru(s) = 0 fu¨hrt, wird als allgemeines Fehlerisolationsfilter (abku¨rzend
Fehlerisolationsfilter, FIF) bezeichnet.
Dabei ist zu beachten, dass bei FIFs der Einfluss der Stellgro¨ßen u¨ber
die U¨bertragungsmatrix Gru(s) beru¨cksichtigt werden muss. Dies ist bei
FIOs nicht der Fall, da hier gema¨ß der Beobachterfehlerdynamik (4.4)
von Seite 70 die Forderung Gru(s) = 0 fu¨r die nominale Systemdynamik
strukturbedingt immer erfu¨llt ist.
Weiterhin sei angemerkt, dass der Begriff des Fehlerisolationsfilters in
der Literatur nicht einheitlich definiert ist. In [133] werden beispielsweise
Beobachter, die zur Fehlerisolation herangezogen werden, als Fehlerisola-
tionsfilter bezeichnet. Demgegenu¨ber erfolgt in dieser Arbeit anhand der
Struktur eine klare Trennung zwischen FIOs (Definition 4.1, s. Seite 71)
und FIFs (Definition 6.1).
6.1 Stand der Technik und Beitra¨ge dieses
Kapitels
Zuna¨chst ist zu erwa¨hnen, dass sich alle Arten von linearen modellbasierten
Fehlerisolationssystemen im Frequenzbereich in der Form
r(s) =
[
Ru(s) Ry(s)
] · [u(s)
y(s)
]
(6.3)
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darstellen lassen [58]. In diese Darstellung lassen sich neben FIOs auch
klassische Ansa¨tze wie Ba¨nke von UIOs (vgl. Abschnitt 2.4) und pa-
rita¨tsbasierte Ansa¨tze [58, Abschnitt 13.3] u¨berfu¨hren. Fu¨r (6.3) la¨sst sich
dann stets eine Zustandsraumrealisierung der Form (6.1) finden. Betrach-
tet werden an dieser Stelle jedoch nur Ansa¨tze, welche von Filtern der
Form (6.1) ausgehen und die sich mit der Filterparametrierung im Sinne
der Fehlerisolation befassen.
In der Literatur finden sich nur wenige Resultate zu derartigen Feh-
lerisolationsfiltern. Zwar wurde bereits in [146] die Struktur eines allge-
meinen Filters fu¨r die Fehlerisolation vorgeschlagen und in Anlehnung an
[147] wird ein geometrisches Entwurfsverfahren zur Parametrierung der
Filtermatrizen angegeben. Dabei werden jedoch keine Robustheitsaspekte
behandelt. Die Idee des LMI-basierten Entwurfs allgemeiner Filter in der
Fehlerdiagnose, die auch in dieser Arbeit verfolgt wird, geht zuru¨ck auf
[148, 149]. Die Ergebnisse erlauben zwar die Beru¨cksichtigung der Robust-
heit sowohl hinsichtlich exogener Sto¨rungen als auch unsicherer Parameter,
sie beschra¨nken sich jedoch imWesentlichen auf eine reine Fehlerdetektion.
Fehlerisolationsprobleme werden nicht systematisch behandelt.
In einer solchen systematischen Betrachtung des Fehlerisolationspro-
blems mittels allgemeiner dynamischer Filter ist der Hauptbeitrag dieses
Kapitels zu sehen. Die Neuerungen, die in Auszu¨gen bereits in [225, 226]
vero¨ffentlicht wurden, unterteilen sich in die folgenden Punkte.
1. Systematisches Entwurfsverfahren fu¨r FIFs niedriger Ord-
nung. Es wird eine Verbindung zwischen FIOs und FIFs hergestellt.
Die Ergebnisse zu FIOs aus Kapitel 4 erlauben dann den systemati-
schen Entwurf von FIFs niedriger Ordnung. Hervorzuheben ist, dass
ein vereinheitlichendes Entwurfsverfahren sowohl fu¨r quadratische
und nichtquadratische als auch fu¨r statisch nicht isolierbare und nicht
minimalphasige Systeme erarbeitet wird. Daru¨ber hinaus lassen sich
die Filtereigenwerte auf vorgegebene Bereiche einschra¨nken.
2. Entwurf robuster FIFs. Die Ergebnisse lassen sich unmittelbar
auf Systeme u¨bertragen, die exogenen Sto¨rungen und parametrischen
Unsicherheiten unterliegen. Es wird ein einheitliches Entwurfsverfah-
ren vorgestellt, welches eine einfache Gewichtung unterschiedlicher
Entwurfsziele ermo¨glicht.
In diesem Kapitel wird zuna¨chst in Abschnitt 6.2 die Grundidee des
Entwurfs solcher allgemeiner dynamischer Filter fu¨r die Fehlerdetektion
beschrieben. Dabei wird der Ansatz aus [149] erweitert und es wird her-
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ausgearbeitet, warum dieser in der Literatur bisher im Wesentlichen nur
zur Fehlerdetektion herangezogen wurde. Unter Ru¨ckgriff auf die Ergeb-
nisse aus Kapitel 4 wird dann gezeigt, dass sich allgemeine dynamische
Filter auch sehr flexibel zur Fehlerisolation einsetzen lassen. Wa¨hrend sich
bei den beobachterbasierten Verfahren jeweils eigensta¨ndige Entwurfsver-
fahren fu¨r unterschiedliche Fehlerisolationsprobleme (quadratische, nicht-
quadratische Systeme, statisch nicht isolierbare Systeme, nicht minimal-
phasige Systeme etc.) ergeben, wird in diesem Kapitel gezeigt, dass mit
Fehlerisolationsfiltern ein einheitlicher Entwurf mo¨glich ist, bei dem ledig-
lich in einem ersten Schritt die Entwurfsziele spezifiziert werden mu¨ssen.
6.2 Grundidee des Entwurfs
Zur Beschreibung der Grundidee des Entwurfsverfahrens wird das in Ab-
bildung 6.1 dargestellte Gesamtsystem aus Strecke
x˙ = Ax+Bu+Eaf +Bdd,
y = Cx+Du+Esf +Ddd
und allgemeinem dynamischen Filter (6.1) betrachtet. Zuna¨chst be-
schra¨nken sich die Betrachtungen dabei wie in Kapitel 4 auf Systeme mit
exakt bekannter Systemdynamik. Eine Erweiterung hinsichtlich unsicherer
Systemparameter folgt in Abschnitt 6.5. Fu¨r die nominale Systemdynamik
ergibt sich das Gesamtsystem zu
˙˜x =
[
x˙
x˙f
]
=
[
A 0
Bf,yC Af
] [
x
xf
]
+
[
B
Bf,u +Bf,yD
]
u+ . . . (6.4a)
+
[
Ea
Bf,yEs
]
f +
[
Bd
Bf,yDd
]
d,
r =
[
Df,yC Cf
] [ x
xf
]
+ (Df,u +Df,yD)u+ . . . (6.4b)
+ (Df,yEs)f + (Df,yDd)d.
Dadurch wird die Wirkung von Stellgro¨ßen u, Fehlern f und Sto¨rgro¨ßen
d auf die generierten Residuen beschrieben.
Weiterhin wird ein virtuelles Referenzmodell der Form
x˙ref = Arefxref +Bref,uu+Bref,ff +Bref,dd, (6.5a)
rref = Crefxref +Dref,uu+Dref,ff +Dref,dd (6.5b)
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Fehleriso-
lationsfilter
y
u
f
Referenz-
modell
rref
– z = r − rref
d
r
reales Gesamtsystem
Abbildung 6.1: Zum Entwurf eines allgemeinen dynamischen Filters mittels
virtuellem Referenzmodell und Performance-Ausgang z
angesetzt. Dieses Modell dient lediglich dem Entwurf des Filters und muss
nicht implementiert werden. Durch das Referenzmodell wird beschrieben,
wie sich die erzeugten Residuen bei Anregung durch Fehler, Stellgro¨ßen
und Sto¨rungen idealerweise verhalten sollten. Ihm kommt daher eine zen-
trale Bedeutung zu.
Ziel ist es dann, die Filtermatrizen derart zu parametrieren, dass das
U¨bertragungsverhalten des realen Gesamtsystems (6.4) dem des virtuellen
Referenzmodells (6.5) entspricht, wie dies in Abbildung 6.1 angedeutet
ist. Fasst man Stellgro¨ßen, Fehler und Sto¨rungen zum verallgemeinerten
Eingangsvektor
u˜ =

uf
d

 ∈ Rnu+nf+nd
zusammen, so la¨sst sich das Problem formalisieren als
minimiere
Af ,Bf,u,Bf,y,Cf ,Df,u,Df,y
‖Gru˜(s)−Gref(s)‖∞ . (6.6)
Diese Idee wird in der Literatur als Model-Matching-Ansatz bezeichnet.1)
1)Zur Quantifizierung der Diskrepanz zwischen den beiden U¨bertragungsmatrizen in
(6.6) lassen sich auch andere Normen heranziehen. U¨blich ist jedoch die Verwendung
der H∞-Norm, die auch in dieser Arbeit verwendet wird.
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Im Bereich der beobachterbasierten Fehlerdetektion wird sie unter ande-
rem in [271] angewendet, um die Robustheit bezu¨glich unsicherer System-
parameter zu verbessern. Um die Minimierung von ‖Gru˜(s)−Gref(s)‖∞
in ein LMI-Problem u¨berfu¨hren zu ko¨nnen, sind jedoch zum Teil struktu-
relle Einschra¨nkungen in den auftretenden LMI-Variablen vorzunehmen.
Dies fu¨hrt zu einer Einschra¨nkung des Lo¨sungsraumes und zu konservati-
ven Ergebnissen. Wie in [148, 149] gezeigt la¨sst sich dieses Problem durch
die Anwendung allgemeiner dynamischer Filter umgehen. Fu¨r diese la¨sst
sich a¨quivalent zu (6.6) ohne Einschra¨nkung der Lo¨sungsmenge ein kon-
vexes Optimierungsproblem zur Filterparametrierung formulieren.
Das zentrale Problem stellt dabei die Wahl eines geeigneten Referenz-
modells dar. Wie bereits in [79] diskutiert fu¨hrt die Wahl eines unpas-
senden Referenzmodells zu sehr schlechten Ergebnissen der Optimierung
(6.6). Dies ist immer dann der Fall, wenn das Gesamtsystem bestehend aus
Strecke und Filter das vom Referenzmodell vorgegebene Verhalten struk-
turell nicht abbilden kann. Darin ist auch der Grund zu sehen, warum die
Ergebnisse in [149] auf die Fehlerdetektion beschra¨nkt bleiben.
Um den Model-Matching-Entwurf auch fu¨r die Parametrierung von FIFs
anzuwenden, sind folglich zwei wesentliche Teilprobleme zu lo¨sen:
1. Wahl eines geeigneten Referenzmodells (6.5).
2. Auslegen der Filtermatrizen (6.1) fu¨r das gewa¨hlte Referenzmodell.
Die beiden Entwurfsschritte werden in den folgenden Abschnitten
ausfu¨hrlich behandelt, wobei insbesondere die Verbindung zu den beob-
achterbasierten Resultaten aus Kapitel 4 aufgezeigt wird.
6.3 Wahl eines zula¨ssigen Referenzmodells
In [79] wird fu¨r das Problem der robusten Fehlerdetektion ero¨rtert, dass
die Wahl des Referenzmodells entscheidenden Einfluss auf die Robustheit
des resultierenden Fehlerdetektors hat. Da beim Entwurf von Fehlerisola-
tionsfiltern der U¨bertragungsmatrix Grf (s) Diagonalstruktur aufgepra¨gt
werden soll und somit Strukturbeschra¨nkungen einzuhalten sind, spielt das
Referenzmodell bereits fu¨r die nominale Systemdynamik eine wichtige Rol-
le. In [149] wird die Auslegung eines Referenzmodells lediglich angerissen
und es wird darauf verwiesen, dass es fu¨r die Fehlerisolation eine Diago-
nalstruktur aufweisen muss. An dieser Stelle wird vertiefend auf die Aus-
legung eines Referenzmodells eingegangen, wobei nicht nur die Struktur
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von Gref,rf (s), sondern auch die Gestalt der einzelnen Diagonalelemente
dieser U¨bertragungsmatrix beleuchtet wird.
Um den Begriff eines geeigneten Referenzmodells pra¨ziser zu fassen, wird
in Anlehnung an [79] die folgende Definition verwendet:
Definition 6.2 (Zula¨ssiges Referenzmodell). Fu¨r eine nominale System-
dynamik der Form (6.2) wird ein durch
Gref,rf (s) = Cref (sInref −Aref)−1Bref,f +Dref,f ,
Gref,ru(s) = Cref (sInref −Aref)−1Bref,u +Dref,u
beschriebenes Referenzmodell zula¨ssig genannt, falls ein Residuengenera-
tor der Form (6.1) existiert, sodass die Gleichungen
‖Grf (s)−Gref,rf (s)‖∞ < ε1,
‖Gru(s)−Gref,ru(s)‖∞ < ε2
fu¨r beliebig kleine Skalare ε1 > 0, ε2 > 0 erfu¨llbar sind.
Die Zula¨ssigkeit eines Referenzmodells wird demnach ausschließlich u¨ber
den Einfluss von Fehlern und Stellgro¨ßen definiert, Sto¨rgro¨ßen spielen an
dieser Stelle keine Rolle.
Da nach den in Abschnitt 2.3 definierten Entwurfszielen eine ideale Feh-
lerisolation gegeben ist, wenn sich Sto¨rungen und Stellgro¨ßen nicht auf die
generierten Residuen auswirken, wird im Rahmen dieser Arbeit stets
Bref,u = 0, Dref,u = 0, (6.7a)
Bref,d = 0, Dref,d = 0 (6.7b)
gewa¨hlt. Anschaulich gesprochen muss also eine Filterparametrie-
rung (Af ,Bf,u,Bf,y,Cf ,Df,u,Df,y) existieren, die dazu fu¨hrt, dass
bezu¨glich der Fehler f das U¨bertragungsverhalten des realen Gesamtsys-
tems (6.4) mit dem des virtuellen Referenzmodells (6.5) beliebig genau
u¨bereinstimmt.
Entscheidend ist an dieser Stelle, dass die Ergebnisse aus dem Bereich
der beobachterbasierten Fehlerisolation aus Kapitel 4 die Grundlage fu¨r
die konstruktive Auslegung eines zula¨ssigen Referenzmodells darstellen.
Die Gleichungen eines FIOs lassen sich umschreiben zu
˙ˆx = (A− LC) xˆ+ (B −LD)u+Ly, (6.8a)
r = −V Cxˆ+−V Du+ V y. (6.8b)
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Aus dem Vergleich von (6.8) mit (6.1) ergibt sich, dass ein FIO als Spezi-
alfall eines allgemeinen dynamischen Filters mit nfilt = n und
Af = A−LC, Bf,u = B − LD, Bf,y = L,
Cf = −V C, Df,u = −V D, Df,y = V
aufgefasst werden kann. Daraus ergibt sich unmittelbar, dass die in Ka-
pitel 4 eingefu¨hrten Bedingungen fu¨r die Existenz von FIOs (beziehungs-
weise DFIOs) hinreichend fu¨r die Existenz eines stabilen allgemeinen dy-
namischen Fehlerisolationsfilters sind. Fu¨r statisch stabil fehlerisolierbare
Systeme sind die folgenden Annahmen hinreichend:
Annahme 6.1. Das Paar (A,C) ist vollsta¨ndig beobachtbar.
Annahme 6.2. Die Fehlerdetektionsmatrix hat vollen Rang, das heißt es
gilt rang (D∗) = nf .
Annahme 6.3. Das System (A,Ea,C,Es) ist minimalphasig.
Wie in Abschnitt 4.7 beschrieben, lassen sich diese fu¨r statisch nicht
isolierbare Systeme abschwa¨chen zu
Annahme 6.4. Das Paar (A,C) ist vollsta¨ndig beobachtbar.
Annahme 6.5. Das System (A,Ea,C,Es) weist eine endliche Anzahl von
µ invarianten Nullstellen auf.
Annahme 6.6. Die Fehlerdetektionsmatrix weist ein Rangdefizit von
κ > 0 auf, das heißt es gilt rang (D∗) = nf − κ.
Annahme 6.7. Das System (A,Ea,C,Es) ist minimalphasig.
In diesem Fall wird ebenso wie fu¨r nicht minimalphasige Systeme ein
DFIO beno¨tigt. Ein solcher existiert nach Abschnitt 4.8, wenn das System
die folgenden Annahmen erfu¨llt:
Annahme 6.8. Das Paar (A,C) ist vollsta¨ndig beobachtbar.
Annahme 6.9. Die Fehlerdetektionsmatrix hat vollen Rang, das heißt es
gilt rang (D∗) = nf .
Annahme 6.10. Das System (A,Ea,C,Es) weist eine endliche Anzahl
invarianter Nullstellen auf.
Annahme 6.11. Das System (A,Ea,C,Es) weist keine invariante Null-
stelle bei η = 0 auf.
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Annahme 6.12. Keine invariante Nullstelle von (A,Ea,C,Es) fa¨llt mit
einem Eigenwert von A zusammen.
Gema¨ß obigen Ausfu¨hrungen gilt
Satz 6.1 (Existenz eines FIFs). Gegeben sei ein System der Form
x˙ = Ax+Bu+Eaf ,
y = Cx+Du+Esf ,
fu¨r das ein stabiler statischer FIO (dynamischer FIO der Ordnung nζ) ent-
worfen werden kann. Dann existiert ein stabiles FIF der Ordnung nfilt ≥ n
(nfilt ≥ n+ nζ).
Neben diesem Existenzsatz la¨sst sich auch ein konstruktives Verfahren
zur Auslegung eines zula¨ssigen Referenzmodells angeben. Dabei wird aus-
genutzt, dass beim FIO-Entwurf fu¨r nominale Systeme die Struktur der
sich ergebenden U¨bertragungsmatrix Grf (s) bereits allein durch eine Sys-
temanalyse angegeben werden kann. Ohne den FIO-Entwurf durchfu¨hren
zu mu¨ssen, ist nach den Ergebnissen aus den Abschnitten 4.5 beziehungs-
weise 4.9 fu¨r eine statisch stabil fehlerisolierbare Strecke klar, dass sich
zwischen Fehlern und Residuen eine diagonale U¨bertragungsmatrix mit
den Diagonalelementen
gi,i(s) =
zi,0
sδi + qi,δi−1s
δi−1 + . . .+ qi,1s+ qi,0
ergibt. Setzt man diese U¨bertragungsmatrix mit beliebigen Koeffizienten
zi,0, qi,j an, so ergibt sich mit Gref,ru(s) = 0 ein zula¨ssiges Referenzmodell
Gref,rf (s).
Aufgrund der Diagonalgestalt von Gref,rf (s) lassen sich die das Refe-
renzmodell beschreibenden Matrizen Aref, Bref,f , Cref und Dref,f schrei-
ben als
Aref = diag
(
Aref,1, . . . ,Aref,nf
)
, (6.9a)
Bref,f = diag
(
Bref,f,1, . . . ,Bref,f,nf
)
, (6.9b)
Cref = diag
(
Cref,1, . . . ,Cref,nf
)
, (6.9c)
Dref,f = diag
(
Dref,f,1, . . . ,Dref,f,nf
)
. (6.9d)
Dabei stellen die Matrizen (Aref,i,Bref,f,i,Cref,i,Dref,f,i) jeweils Zustands-
raumrealisierungen der SISO-U¨bertragungsfunktionen gi,i(s) dar. Durch
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(6.7) und (6.9) ist also ein zula¨ssiges Referenzmodell festgelegt, welches die
Entwurfsziele der Diagonalisierung von Grf (s) sowie der Unterdru¨ckung
des Einflusses von Stell- und Sto¨rgro¨ßen auf die generierten Residuen in
idealer Weise abbildet. Durch die Wahl der Koeffizienten qi,j und zi,0 las-
sen sich daru¨ber hinaus Anforderungen an die Detektionsgeschwindigkeit
und die Fehlersensitivita¨t umsetzen.
Bemerkenswert ist, dass dieses Vorgehen zur Ermittlung eines zula¨ssigen
Referenzmodells nicht auf quadratische Systeme, welche die Annahmen 6.1
bis 6.3 erfu¨llen, beschra¨nkt ist. Fu¨r nichtquadratische Systeme bleibt
das Vorgehen unvera¨ndert. Angemerkt sei, dass hinsichtlich der Ordnung
der Diagonalelemente von Gref,rf (s) zwei Mo¨glichkeiten existieren, wenn
ein nichtquadratisches System aus einem um einen zusa¨tzlichen Sensor
erga¨nzten quadratischen System hervorgeht (s. Bemerkung 4.13 auf Sei-
te 169). Zum einen kann die Ordnung jeweils entsprechend den Entwu¨rfen
aus Abschnitt 4.9 zu δi gewa¨hlt werden. Weist das urspru¨ngliche, qua-
dratische System die Fehlerindizes δi,quad ≥ δi auf, so ist es zum anderen
offensichtlich auch mo¨glich, diese als Ordnung vorzugeben.
Weiterhin ko¨nnen auch fu¨r statisch nicht isolierbare Systeme (vgl. Ab-
schnitt 4.7) und nicht minimalphasige Systeme (vgl. Abschnitt 4.8) auf
Grundlage der Systemanalyse zula¨ssige Referenzmodelle gefunden wer-
den. Fu¨r erstere ist entsprechend den Ergebnissen aus Abschnitt 4.7 im
Allgemeinen die Ordnung der Nennerpolynome der Diagonalelemente zu
erho¨hen. Details ergeben sich aus der Analyse des Rechtsnullraumes der
MatrixD∗. Fu¨r nicht minimalphasige Systeme sind diejenigen invarianten
Nullstellen, die unkompensiert bleiben sollen, als Nullstellen bestimmter
Za¨hlerpolynome auf der Diagonalen von Gref,rf (s) vorzugeben, wobei die
Ordnung der Nennerpolynome zu erho¨hen ist. Details sind in Abschnitt 4.8
beschrieben.
Es sei an dieser Stelle ausdru¨cklich darauf hingewiesen, dass die Struk-
tur vonGrf (s) feststeht, ohne dass der FIO-Entwurf durchgefu¨hrt werden
muss. Der Entwurf erfolgt stets nach dem in Abbildung 6.2 skizzierten
Schema. Zuna¨chst wird das System in Schritt 1.a) also hinsichtlich der
Fehlerindizes δi, der Fehlerdetektionsmatrix D
∗ und eventueller invarian-
ter Nullstellen analysiert. Daraus ergibt sich wie erwa¨hnt eine zula¨ssige
Struktur fu¨r die Matrix Gref,rf (s). In Schritt 1.b) sind die Koeffizienten
der Diagonalelemente festzulegen und es muss eine Zustandsraumrealisie-
rung fu¨r das Referenzmodell ermittelt werden, wie es in diesem Abschnitt
beschrieben wurde. Der zweite Schritt ist dann die eigentliche Parametrie-
rung der Filtermatrizen auf Grundlage des konstruierten Referenzmodells,
auf die in den folgenden Abschnitten eingegangen wird. Ein wesentlicher
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1.a) Systemanalyse auf Basis beobachter-
basierter Methoden, Kapitel 4
1.b) Auslegung des Referenzmodells
2.) Parametrierung der
Filtermatrizen
δi, Struktur der
Diagonalelemente gi,i(s)
Referenzmodell
Af ,Bf,u,Bf,y,
Cf ,Df,u,Df,y
Abbildung 6.2: Ablauf des Entwurfs von Fehlerisolationsfiltern
Vorteil gegenu¨ber dem Entwurf von FIOs ist im einheitlichen Vorgehen zu
sehen. Wa¨hrend bei FIOs beispielsweise fu¨r nicht minimalphasige Systeme
ein erheblicher Aufwand no¨tig ist (dynamische Erweiterungen, Realisie-
rung als dynamisch erweiterte FIOs), a¨ndert sich beim Entwurf von FIFs
das generelle Vorgehen gegenu¨ber minimalphasigen Systemen nicht. Es ist
lediglich das Referenzmodell entsprechend anzupassen.
Der Vollsta¨ndigkeit halber sei erwa¨hnt, dass es wie in [271] diskutiert
alternativ auch mo¨glich ist, Bref,d 6= 0, Dref,d 6= 0 anzusetzen. Dies
tra¨gt der Tatsache Rechnung, dass im Allgemeinen bereits fu¨r ein Sys-
tem ohne parametrische Unsicherheiten keine ideale Fehlerisolation im
Sinne von Grd(s) = 0 mo¨glich ist, wenn exogene Sto¨rungen auf das
System wirken. In [271] wird zuna¨chst fu¨r die nominale Systemdyna-
mik ein Beobachter (L,V ) parametriert, welcher hinsichtlich der Feh-
lerdetektion einen bestmo¨glichen Kompromiss zwischen Fehlersensitivita¨t
und Sto¨runterdru¨ckung bietet. In einem zweiten Schritt wird mittels eines
Model-Matching-Ansatzes die Robustheit bezu¨glich unsicherer Systempa-
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rameter gesteigert. Dabei wird fu¨r das Referenzmodell
Bref,d = Bd −LDd, Dref,d = V Dd (6.10)
gewa¨hlt. Dadurch zielt der Model-Matching-Ansatz nicht auf das ideale
Entwurfsziel Grd(s) = 0 ab, sondern versucht, das Systemverhalten zu
rekonstruieren, welches sich fu¨r ein System ohne parametrische Unsicher-
heiten ergibt.
Dieses Vorgehen la¨sst sich auf den Entwurf von allgemeinen Fehleri-
solationsfiltern u¨bertragen. Dazu wird zuna¨chst mittels der Ergebnisse
aus Kapitel 5 eine Beobachterparametrierung (L,V ) ermittelt, welche die
Sto¨runterdru¨ckung optimiert. Mittels (6.7a), (6.9) und (6.10) ist das Re-
ferenzmodell eindeutig bestimmt. Allerdings muss fu¨r diese Wahl der Be-
obachterentwurf zur Gewinnung von (L,V ) durchgefu¨hrt werden. Bei der
Wahl nach (6.7b) ist wie bereits ero¨rtert lediglich die Analyse des Systems
hinsichtlich der Fehlerindizes notwendig.
6.4 LMI-basierte Lo¨sung des
Entwurfsproblems bei nominaler
Systemdynamik
Nachdem auf Basis der Systemanalyse wie im vorangegangenen Ab-
schnitt beschrieben ein zula¨ssiges Referenzmodell aufgestellt wurde, ver-
bleibt die Auslegung der Filtermatrizen derart, dass das gewu¨nschte
U¨bertragungsverhalten bestmo¨glich abgebildet wird. Dieses Problem wird
im Folgenden zuna¨chst fu¨r nominale, sto¨rungsfreie Strecken betrachtet,
bevor Abschnitt 6.5 Robustheitsaspekte beleuchtet.
Um das Ein-/Ausgangsverhalten des in Abbildung 6.1 dargestellten Ge-
samtsystems zu beschreiben, werden der Zustandsvektor
xg =

xrefx
xf

 ∈ Rnref+n+nfilt
und der Performance-Ausgang z = r − rref ∈ Rnf eingefu¨hrt.
Mithilfe dieser Gro¨ßen sowie (6.1), (6.2) und (6.5) la¨sst sich das
U¨bertragungsverhalten von Fehlern und Stellgro¨ßen auf den Performance-
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ausgang wie folgt beschreiben. Fu¨r die Wirkung der Fehler gilt
Gzf (s) = Czf (sInref+n+nfilt −Azf )−1Bzf +Dzf , (6.11a)
Azf =

Aref 0 00 A 0
0 Bf,yC Af

 , Bzf =

 Bref,fEa
Bf,yEs

 , (6.11b)
Czf =
[−Cref Df,yC Cf ] , Dzf =Df,yEs −Dref,f . (6.11c)
Fu¨r den Einfluss der Stellgro¨ßen auf z folgt
Gzu(s) = Czu (sInref+n+nfilt −Azu)−1Bzu +Dzu, (6.12a)
Azu = Azf , Bzu =

 Bref,uB
Bf,u +Bf,yD

 , (6.12b)
Czu = Czf , Dzu =Df,u +Df,yD −Dref,u. (6.12c)
Die Systeme (6.11) und (6.12) erlauben es, die Anforderungen an die Fil-
termatrizen zu formalisieren. Aus den U¨berlegungen in Abschnitt 6.3 folgt
unmittelbar
Lemma 6.1. Gegeben sei eine stabile Strecke der Form (6.2), welche ent-
weder die Annahmen 6.1–6.3 oder die Annahmen 6.4–6.7 beziehungsweise
6.8–6.12 erfu¨llt. Dann existiert ein zula¨ssiges Referenzmodell Gref,rf (s)
und das Problem
finde Af , Bf,u, Bf,y, Cf , Df,u, Df,y, sodass (6.13a)
‖Gzf (s)‖∞ < εf , (6.13b)
‖Gzu(s)‖∞ < εu (6.13c)
ist lo¨sbar fu¨r beliebig kleine εf und εu, wobei Af eine Hurwitz-Matrix ist.
Beweis. Fu¨r ein System, welches die Annahmen 6.1 bis 6.3 erfu¨llt, kann
mittels Satz 4.1 und Satz 4.2 beziehungsweise Satz 4.8 und Satz 4.9 ein sta-
biler FIO entworfen werden, derGzf (s) = 0 undGzu(s) = 0 gewa¨hrleistet
und der einen Spezialfall eines allgemeinen Fehlerisolationsfilters darstellt.
Ebenso kann mit den Ergebnissen aus Abschnitt 4.7 und 4.8 fu¨r statisch
nicht isolierbare und nicht minimalphasige Systeme verfahren werden.
Die Einschra¨nkung auf stabile Systeme ist no¨tig, da Azf eine Block-
dreiecksstruktur aufweist und auf der Diagonalen den Block A beinhaltet.
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Die Eigenwerte von A tauchen also als Eigenwerte von Azf auf. Durch
das FIF werden die Eigenwerte von A nicht beeinflusst, sodass A eine
Hurwitz-Matrix sein muss, damit alle Eigenwerte von Azf negativen Re-
alteil haben ko¨nnen.
Zur Lo¨sung des Problems (6.13) aus Lemma 6.1 wird zuna¨chst der ver-
allgemeinerte Eingangsvektor
u˜ =
[
u
f
]
∈ Rnu+nf (6.14)
eingefu¨hrt. Damit lassen sich (6.11) und (6.12) kompakt im Zustandsraum
darstellen als
x˙g =

Aref 0 00 A 0
0 Bf,yC Af


︸ ︷︷ ︸
Azu˜
xg +

 Bref,u Bref,fB Ea
Bf,u +Bf,yD Bf,yEs


︸ ︷︷ ︸
Bzu˜
u˜, (6.15a)
z =
[−Cref Df,yC Cf ]︸ ︷︷ ︸
Czu˜
xg + . . . (6.15b)
+
[
Df,u+Df,yD−Dref,u Df,yEs−Dref,f
]︸ ︷︷ ︸
Dzu˜
u˜.
Unter Ru¨ckgriff auf das Bounded-Real-Lemma (Satz 3.1 auf Seite 56) er-
gibt sich damit als alternative Darstellung fu¨r (6.13) die Formulierung
finde P , Af , Bf,u, Bf,y, Cf , Df,u, Df,y, sodass (6.16a)
R
nref+n+nfilt ∋ P ≻ 0, (6.16b)
He (PAzu˜) PBzu˜ CTzu˜⋆ −εInu+nf DTzu˜
⋆ ⋆ −εInf

 ≺ 0. (6.16c)
Dabei wurde zusa¨tzlich die Matrix P eingefu¨hrt und es wird lediglich
eine einzige Schranke ε beno¨tigt. Des Weiteren ist die Filterordnung nfilt
festzulegen.
In der Form (6.16) ist das Entwurfsproblem schwierig zu lo¨sen, da es
sich bei (6.16c) um eine bilineare Matrixungleichung handelt. Dies ru¨hrt
daher, dass die Matrizen Azu˜ und Bzu˜ jeweils von den Filterparametern
abha¨ngig sind und somit multiplikative Terme mit der ebenfalls zu ermit-
telnden Matrix P auftreten. Es la¨sst sich jedoch eine Variablentransforma-
tion finden, welche (6.16) in ein LMI-Problem u¨berfu¨hrt, wie im Folgenden
gezeigt wird.
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Es sei nochmals betont, dass die Garantie der Existenz einer Lo¨sung
von (6.16) mit beliebig kleinem ε auf den U¨berlegungen zur beobachter-
basierten Fehlerisolation beruht. Wie bereits in Abbildung 6.2 skizziert
wird durch die Systemanalyse die Grundlage gelegt, um den Entwurf all-
gemeiner dynamischer Filter auch fu¨r die Fehlerisolation zu erweitern. Ein
Fehlerisolationsbeobachter muss dazu nicht entworfen werden, entschei-
dend ist lediglich die Ermittlung und Analyse der Fehlerdetektionsindi-
zes, der Fehlerdetektionsmatrix und der invarianten Nullstellen. Wie in
Abschnitt 6.5 gezeigt wird, la¨sst sich das Optimierungsproblem (6.16) in
geradliniger Art und Weise erweitern, wenn exogene Sto¨rungen und para-
metrische Unsicherheiten Beru¨cksichtigung finden sollen.
6.4.1 Linearisierende Variablentransformation
Die U¨berfu¨hrung von (6.16) in ein LMI-Problem wurde im Kontext der
reinen Fehlerdetektion bereits in [149] vorgestellt. In [225] wurde der An-
satz fu¨r die Fehlerisolation angewendet und in zwei wesentlichen Punkten
erweitert. Dies sind zum einen die Beru¨cksichtigung von Eigenwertberei-
chen fu¨r die entworfene Filtermatrix Af und zum anderen der Entwurf
von Filtern reduzierter Ordnung. An dieser Stelle werden die Erweiterun-
gen in ausfu¨hrlicherer Form diskutiert und die Herleitung des Verfahrens
um Beweise erga¨nzt, die weder in [149] noch [225] geliefert wurden. Die
durchgefu¨hrte Variablentransformation geht auf eine Idee aus [194] zuru¨ck,
wo sie zum Entwurf dynamischer Ausgangsru¨ckfu¨hrungen herangezogen
wurde.
Zur U¨berfu¨hrung in ein LMI-Problem wird die Filterordnung zuna¨chst
auf nfilt = n + nref festgelegt, es wird dann von einem FIF voller
Ordnung gesprochen. Diese Wahl wird im weiteren Verlauf der Herlei-
tung begru¨ndet. In Abschnitt 6.4.2 wird eine Erweiterung des Verfahrens
pra¨sentiert, die den Entwurf von Fehlerisolationsfiltern reduzierter Ord-
nung erlaubt. Zuna¨chst werden die Matrizen P und P−1 partitioniert und
als
P =
[
Y11 U
⋆ Y22
]
, P−1 =
[
X11 W
⋆ X22
]
(6.17)
geschrieben. Dabei sind
Y11 = Y
T
11 ∈ R(nref+n)×(nref+n), Y22 = Y T22 ∈ Rnfilt×nfilt ,
X11 =X
T
11 ∈ R(nref+n)×(nref+n), X22 =XT22 ∈ Rnfilt×nfilt ,
U ∈ R(nref+n)×nfilt , W ∈ R(nref+n)×nfilt .
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Grundlage fu¨r die Variablentransformation ist das folgende Lemma. Es
liefert alternative LMI-Bedingungen fu¨r die Forderung P ≻ 0, also fu¨r die
positive Definitheit der Matrix, bei nfilt = n+ nref.
Lemma 6.2. Gegeben seien zwei symmetrische Matrizen
X−111 = Z ∈ R(n+nref)×(n+nref) und Y11 ∈ R(n+nref)×(n+nref), welche
die Bedingungen
Z ≻ 0, (6.18a)
Y11 −Z ≻ 0 (6.18b)
erfu¨llen. Weiterhin sei P eine invertierbare, gema¨ß (6.17) partitionierte
Matrix und nfilt = n+ nref. Dann ist P positiv definit.
Beweis. Durch rechtsseitige Multiplikation mit Z−1 folgt aus (6.18b) der
Zusammenhang
In+nref − Y11Z−1 ≺ 0. (6.19)
Da PP−1 = Infilt+n+nref gilt, folgen aus (6.17) die Gleichungen
Y11X11 +UW
T = In+nref , (6.20a)
Y11W +UX22 = 0(n+nref)×nfilt , (6.20b)
UTX11 + Y22W
T = 0nfilt×(n+nref), (6.20c)
UTW + Y22X22 = Infilt (6.20d)
und es ist
UW T = Inref+n − Y11X11 = In+nref − Y11Z−1. (6.21)
Wegen (6.19) gilt somit UW T ≺ 0, was rang (UW T) = n+nref impliziert.
Da es sich bei U und W T fu¨r nfilt = n + nref um quadratische Matrizen
handelt, ist damit rang (U) = rang
(
W T
)
= n+ nref gezeigt.
Aus (6.18b) folgt weiterhin Y11 − ZZ−1Z ≻ 0, sodass insgesamt aus
(6.18) mithilfe des Schur-Komplement-Lemmas (Lemma 3.3) die LMI[
Z Z
⋆ Y11
]
≻ 0 (6.22)
folgt. Aus PP−1 = Infilt+n+nref und (6.20) beziehungsweise (6.21) ergeben
sich die Beziehungen
Y22W
T = −UTX11 = −UTZ−1, (6.23a)
UW TZ =
(
UW TZ
)T
= Z − Y11, (6.23b)
ZWY22W
TZ = Y11 −Z, (6.23c)
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mit deren Hilfe sich (6.22) schreiben la¨sst als[
Z Z
⋆ Y11
]
=
[
Y11 +UW
TZ +ZWUT +ZWY22W
TZ Y11 +ZWU
T
⋆ Y11
]
=
[
In+nref ZW
In+nref 0
] [
Y11 U
⋆ Y22
] [
In+nref In+nref
W TZ 0
]
.
Fu¨hrt man nun die Matrix
Ψ =
[
In+nref In+nref
W TZ 0nfilt×(nref+n)
]
(6.24)
ein, so ergibt sich [
Z Z
⋆ Y11
]
= ΨTPΨ ≻ 0. (6.25)
Da W T wie gezeigt vollen Rang hat, handelt es sich bei der in (6.24)
eingefu¨hrten Transformationsmatrix Ψ um eine regula¨re Matrix, sodass
ΨTPΨ ≻ 0 nach Lemma 3.2 gleichbedeutend ist mit P ≻ 0.
Aus obigen U¨berlegungen wird deutlich, dass die Wahl von
nfilt = n+ nref entscheidend fu¨r die A¨quivalenz
P ≻ 0 ⇔
{
Z ≻ 0,
Y11 −Z ≻ 0
und damit fu¨r den weiteren Entwurf ist. Die Festlegung der Filterordnung
garantiert, dass die eingefu¨hrte Transformationsmatrix Ψ regula¨r ist. Je-
doch ist aus dem Entwurf von FIOs beziehungsweise Satz 6.1 bekannt,
dass zum Beispiel fu¨r statisch isolierbare Strecken ein Filter der Ordnung
nfilt = n existiert, welches zu einer idealen Fehlerisolation fu¨hrt. Dieser Fall
wird in Abschnitt 6.4.2 na¨her beleuchtet, an dieser Stelle wird zuna¨chst
mit nfilt = n+ nref fortgefahren.
Durch Lemma 6.2 ist eine alternative Beschreibung fu¨r (6.16b) gefun-
den. Im Weiteren wird auch die Bedingung (6.16c) durch eine geeignete
Kongruenztransformation in eine a¨quivalente LMI-Bedingung u¨berfu¨hrt.
Dazu wird die Matrix T = diag
(
Ψ,Inu+nf ,Inf
)
herangezogen, die nach
den U¨berlegungen aus Lemma 6.2 regula¨r ist. Nach Lemma 3.2 ist (6.16c)
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daher a¨quivalent zu
ΨT 0 00 I 0
0 0 I



He (PAzu˜) PBzu˜ CTzu˜⋆ −εInu+nf DTzu˜
⋆ ⋆ −εInf



Ψ 0 00 I 0
0 0 I


=

ΨTHe (PAzu˜)Ψ ΨTPBzu˜ ΨTCTzu˜⋆ −εInu+nf DTzu˜
⋆ ⋆ −εInf

 ≺ 0. (6.26)
Im Weiteren werden die einzelnen Blo¨cke der Blockmatrix in (6.26) na¨her
analysiert, wozu abku¨rzend die konstanten Matrizen
A =
[
Aref 0
0 A
]
, B =
[
Bref,u Bref,f
B Ea
]
, (6.27a)
C =
[
0 C
]
, D =
[
D Es
]
(6.27b)
eingefu¨hrt werden.
Damit la¨sst sich fu¨r PAzu˜ der Ausdruck
PAzu˜ =
[
Y11 U
UT Y22
]Aref 0 00 A 0
0 Bf,yC Af


=
[
Y11 U
UT Y22
] [
A 0
Bf,yC Af
]
=
[
Y11A+UBf,yC UAf
UTA+ Y22Bf,yC Y22Af
]
(6.28)
herleiten, der beispielsweise in Y22Af eine Bilinearita¨t in den Variablen
entha¨lt. Wegen ATHe (B)A = ATBA +ATBTA = He
(
ATBA
)
ergibt
sich aus (6.28)
ΨTHe (PAzu˜)Ψ
= He
([
I ZW
I 0
] [
Y11A+UBf,yC UAf
UTA+ Y22Bf,yC Y22Af
] [
I I
W TZ 0
])
.
Unter Ru¨ckgriff auf (6.20) und (6.23) vereinfacht sich dies weiter zu
ΨTHe (PAzu˜)Ψ
= He
([
ZA 0
Y11A+UBf,yC UAf
] [
I I
W TZ 0
])
= He
([
ZA ZA
Y11A+UBf,yC +UAfW
TZ Y11A+UBf,yC
])
.
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Fu¨hrt man die Variablensubstitutionen
Aˆf = UAfW
TZ, (6.29a)
Bˆf,y = UBf,y (6.29b)
ein, so findet man schließlich fu¨r den oberen linken Block in (6.26) die
Beziehung
ΨTHe (PAzu˜)Ψ = He
([
ZA ZA
Y11A+ Bˆf,yC + Aˆf Y11A+ Bˆf,yC
])
.
(6.30)
Bemerkenswert dabei ist, dass (6.30) linear in den Variablen Z, Y11, Aˆf
und Bˆf,y ist. Es treten also im Gegensatz zu (6.28) keine bilinearen Terme
in den Entscheidungsvariablen mehr auf.
Fu¨r den mittleren oberen Block in (6.26) ergibt sich unter erneutem
Ru¨ckgriff auf (6.20) und (6.27) der Zusammenhang
ΨTPBzu˜ =
[
I ZW
I 0
] [
Y11 U
UT Y22
] Bref,u Bref,fB Ea
Bf,u +Bf,yD Bf,yEs


=
[
Z 0
Y11 U
] [
B
Bf,u
[
Inu 0
]
+Bf,yD
]
=
[
ZB
Y11B + Bˆf,u
[
Inu 0
]
+ Bˆf,yD
]
,
(6.31)
wobei analog zu (6.29b) die Variablensubstitution
Bˆf,u = UBf,u (6.32)
vorgenommen wurde. Auch (6.31) ist linear in den Entscheidungsvariablen
Z, Y11, Bˆf,u und Bˆf,y.
Fu¨r den rechten oberen Block in (6.26) wird als weitere Variablensub-
stitution
Cˆf = CfW
TZ, (6.33a)
Dˆf,y =Df,y (6.33b)
eingefu¨hrt. Die Matrix Dˆf,y entspricht Df,y, sie wird aus Gru¨nden einer
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einheitlichen Notation eingefu¨hrt. Damit ist
ΨTCTzu˜ = (Czu˜Ψ)
T
=
([−Cref Df,yC Cf ] [ I IW TZ 0
])T
=
[[−Cref Dˆf,yC]+ Cˆf [−Cref Dˆf,yC]]T .
(6.34)
Auch fu¨r diesen Block ist eine lineare Abha¨ngigkeit von den Entschei-
dungsvariablen (Cˆf und Dˆf,y) gegeben.
Schließlich wird noch Dˆf,u = Df,u eingefu¨hrt. Fasst man damit (6.30),
(6.31) und (6.34) zusammen, so la¨sst sich fu¨r (6.26) die LMI
Σ11 Σ12 Σ13⋆ −εInu+nf Σ23
⋆ ⋆ −εInf

 ≺ 0, (6.35a)
Σ11 = He
([
ZA ZA
Y11A+ Bˆf,yC + Aˆf Y11A+ Bˆf,yC
])
, (6.35b)
Σ12 =
[
ZB
Y11B + Bˆf,u
[
Inu 0
]
+ Bˆf,yD
]
, (6.35c)
Σ13 =
[[−Cref Dˆf,yC]+ Cˆf [−Cref Dˆf,yC]]T , (6.35d)
Σ23 =
[
Dˆf,u + Dˆf,yD −Dref,u Dˆf,yEs −Dref,f
]T
(6.35e)
schreiben. Durch (6.35) wird die gleiche Lo¨sungsmenge beschrieben wie
durch (6.16c). Entscheidend ist, dass es sich bei (6.35) um eine LMI in
den Variablen Z, Y11, Aˆf , Bˆf,u, Bˆf,y, Cˆf , Dˆf,u und Dˆf,y handelt. Im
Sinne des Lo¨sungsraumes wurde also die BMI (6.16c) verlustfrei in eine
LMI u¨berfu¨hrt und das Lo¨sbarkeitsproblem
finde Z, Y11, Aˆf , Bˆf,u, Bˆf,y, Cˆf , Dˆf,u, Dˆf,y, sodass (6.36a)
(6.18), (6.35) (6.36b)
stellt sicher, dass (6.13b) und (6.13c) eingehalten werden.
Durch (6.36) wird die Lo¨sung des Entwurfsproblems in den transformier-
ten Variablen beschrieben. Aus diesen Gro¨ßen mu¨ssen fu¨r die Realisierung
des Filters noch die Filtermatrizen durch eine Ru¨cktransformation ermit-
telt werden. Entscheidend ist dabei Gleichung (6.21), also
UW T = Inref+n − Y11Z−1.
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Wird wie zu Beginn des Abschnitts nfilt = nref + n angesetzt, so sind
U und W T quadratische Matrizen. Da Z und Y11 nach dem Lo¨sen von
(6.36) bekannt sind, ergeben sichU undW T durch eine Faktorisierung von
Inref+n − Y11Z−1. Mo¨glich sind hier zum Beispiel eine LU-Faktorisierung
[150, Abschnitt 3.10] oder eine Singula¨rwertzerlegung. Da sowohl U als
auch W T regula¨re Matrizen sind, ist auch Inref+n − Y11Z−1 regula¨r und
die Zerlegung la¨sst sich schreiben als
UW T = Inref+n − Y11Z−1 = ΓΞΛ, (6.37)
wobei Ξ eine Diagonalmatrix ist, die auf der Diagonalen die Singula¨rwerte
von Inref+n − Y11Z−1 entha¨lt. Da aufgrund von (6.19) keiner dieser Sin-
gula¨rwerte 0 ist, erha¨lt man die gesuchten regula¨ren Matrizen U undW T
u¨ber
U = ΓΞ1/2, (6.38a)
W T = Ξ1/2Λ. (6.38b)
Anhand von (6.29), (6.32), (6.33) sowie U und W T ergeben sich dann
die gesuchten Filtermatrizen zu
Af = U
−1Aˆf
(
W TZ
)−1
, (6.39a)
Bf,u = U
−1Bˆf,u, (6.39b)
Bf,y = U
−1Bˆf,y, (6.39c)
Cf = Cˆf
(
W TZ
)−1
, (6.39d)
Df,u = Dˆf,u, (6.39e)
Df,y = Dˆf,y. (6.39f)
Das Entwurfsverfahren zur Parametrierung der Filtermatrizen auf Basis
eines zula¨ssigen Referenzmodells ist in folgendem Satz zusammengefasst.
Satz 6.2 (LMI-basierter FIF-Entwurf fu¨r statisch stabil fehlerisolierbare
Systeme). Gegeben sei eine Strecke der Form
x˙ = Ax+Bu+Eaf ,
y = Cx+Du+Esf ,
welche die Annahmen 6.1–6.3 erfu¨llt, sowie ein durch (6.9) und Bref,u = 0,
Dref,u = 0 beschriebenes zula¨ssiges Referenzmodell der Ordnung nref.
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Dann gilt beim Einsatz eines FIFs der Form
x˙f = Afxf +Bf,uu+Bf,yy,
r = Cfxf +Df,uu+Df,yy
mit nfilt = n+nref die Beziehung ‖[Gzf (s) Gzu(s)]‖∞ < ε fu¨r ein belie-
big kleines ε > 0, wenn die Filtermatrizen durch Lo¨sen des LMI-Problems
(6.36) und anschließende Ru¨cktransformation gema¨ß (6.37)–(6.39) ermit-
telt werden.
Somit ist das Entwurfsproblem fu¨r statisch stabil fehlerisolierbare Syste-
me gelo¨st. Im Folgenden werden verschiedene Erweiterungen von Satz 6.2
vorgestellt.
Erweiterungen durch Anpassung des Referenzmodells
Wa¨hrend die Betrachtung statisch nicht isolierbarer und nicht minimal-
phasiger Systeme bei den beobachterbasierten Ansa¨tzen mit einem erheb-
lich vergro¨ßerten Entwurfsaufwand verbunden ist (s. Abschnitte 4.7 und
4.8), ist dies beim Entwurf allgemeiner dynamischer Filter ohne Weite-
res mo¨glich. Dabei ist wie bereits erwa¨hnt lediglich das Referenzmodell
anzupassen, der Ansatz zur LMI-basierten Lo¨sung des Model-Matching-
Problems bleibt unvera¨ndert. Zu betonen ist, dass der Entwurf des dy-
namisch erweiterten Beobachters selbst nicht durchzufu¨hren ist. Es muss
lediglich eine Analyse hinsichtlich der Fehlerdetektionsmatrix D∗ (bezie-
hungsweise ihres Nullraumes) nach Abschnitt 4.7 und der invarianten Null-
stellen des Systems nach Abschnitt 4.8 durchgefu¨hrt werden. Aus den Re-
sultaten zu dynamisch erweiterten Fehlerisolationsbeobachtern ist dann
bekannt, dass in jedem Fall ein stabiler DFIO fu¨r das System existiert. So-
mit ist auch sichergestellt, dass ein stabiles allgemeines Filter (mit entspre-
chend hoher Ordnung) existiert, welches die Fehlerisolation gewa¨hrleistet.
Es gilt
Satz 6.3 (LMI-basierter FIF-Entwurf fu¨r statisch nicht isolierbare und
nicht minimalphasige Systeme). Gegeben sei eine Strecke der Form
x˙ = Ax+Bu+Eaf ,
y = Cx+Du+Esf ,
welche die Annahmen 6.4–6.7 beziehungsweise 6.8–6.12 erfu¨llt, sowie ein
durch (6.9) und Bref,u = 0, Dref,u = 0 beschriebenes zula¨ssiges Referenz-
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modell der Ordnung nref. Dann gilt beim Einsatz eines FIFs der Form
x˙f = Afxf +Bf,uu+Bf,yy,
r = Cfxf +Df,uu+Df,yy
mit nfilt = n+nref die Beziehung ‖[Gzf (s) Gzu(s)]‖∞ < ε fu¨r ein belie-
big kleines ε > 0, wenn die Filtermatrizen durch Lo¨sen des LMI-Problems
(6.36) und anschließende Ru¨cktransformation gema¨ß (6.37)–(6.39) ermit-
telt werden.
Bemerkenswert ist, dass (6.35a) impliziert, dassAf eine Hurwitz-Matrix
ist. Dies ru¨hrt daher, dass (6.35a) a¨quivalent zu (6.16c) ist. Demnach ist
wegen [150, Proposition 8.2.7] die Matrix Azu˜ eine Hurwitz-Matrix. Da
sie eine Blockdreiecksstrukturstruktur aufweist und Af als Diagonalblock
auftritt, ist dadurch die Stabilita¨t des Filters auch fu¨r nicht minimalpha-
sige Systeme sichergestellt.
Anzumerken ist u¨berdies, dass sich Erweiterungen der Dynamik der Dia-
gonalelemente von Grf (s), wie sie in Abschnitt 4.6 fu¨r die beobachterba-
sierten Ansa¨tze diskutiert wurden, mit der vorgestellten Methodik sehr
einfach umsetzen lassen. Wird beispielsweise die na¨herungsweise Appro-
ximation der zeitlichen Ableitung eines Residuums zur Trendanalyse an-
gestrebt, ist lediglich das Element gi,i(s) mit einem entsprechenden DT1-
Glied zu erga¨nzen. Die erweiterte Dynamik des entsprechenden Diagonal-
elementes von Gref,f (s) fu¨hrt dann zu einem Referenzmodell ho¨herer Ord-
nung. Fu¨r dieses la¨sst sich das diskutierte LMI-basierte Model-Matching-
Verfahren nach Satz 6.2 zum Auffinden der Filterparametrierung anwen-
den, wenn die Filterordnung entsprechend erho¨ht wird.
Vorgabe von Eigenwertbereichen
Wie beim Entwurf von FIOs fu¨r nichtquadratische Systeme weist ein mit-
tels (6.36) entworfenes Fehlerisolationsfilter nichtsteuerbare Eigenwerte
auf. Dies ist unmittelbar aus der Tatsache ersichtlich, dass das Referenz-
modell die Ordnung nref aufweist. Das entworfene Filter bildet bei einem
zula¨ssigen Referenzmodell dessen Ein-/Ausgangsverhalten beliebig genau
ab, besitzt jedoch die Ordnung nfilt = n + nref. Folglich mu¨ssen nicht-
steuerbare Eigenwerte existieren. Auch im Falle von δ = n tritt im Ge-
gensatz zu den beobachterbasierten Methoden eine interne Filterdynamik
auf. Daru¨ber hinaus treten nicht steuerbare Filtereigenwerte in nichtqua-
dratischen Systemen mit ny > nf auf. Das Entwurfsverfahren ist jedoch
das gleiche wie fu¨r quadratische Systeme.
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Um nichtsteuerbare Eigenwerte nahe der imagina¨ren Achse ebenso zu
vermeiden wie betragsma¨ßig sehr große Filtereigenwerte oder Filtereigen-
werte mit schlechter Da¨mpfung, werden wie bei den beobachterbasierten
Methoden Eigenwertbereiche vorgegeben. Mithilfe des folgenden Lemmas
lassen sich die Realteile der Filtereigenwerte nach oben beschra¨nken, so-
dass alle Filtereigenwerte links einer Schranke α liegen.
Lemma 6.3. Beim Entwurf eines Fehlerisolationsfilters nach Satz 6.2
beziehungsweise 6.3 gilt fu¨r alle Filtereigenwerte λi, i = 1, . . . ,nfilt, die
Beziehung Re (λi) < α, wenn die zusa¨tzliche LMI
He
([
ZA ZA
Y11A+ Bˆf,yC + Aˆf Y11A+ Bˆf,yC
])
− 2α
[
Z Z
⋆ Y11
]
≺ 0
(6.40)
erfu¨llt ist.
Beweis. Aus (6.25) und (6.30) folgen die Beziehungen
He
([
ZA ZA
Y11A+ Bˆf,yC + Aˆf Y11A+ Bˆf,yC
])
= ΨTHe (PAzu˜)Ψ,[
Z Z
⋆ Y11
]
= ΨTPΨ.
Somit la¨sst sich die LMI (6.40) schreiben als
ΨT (He (PAzu˜)− 2αP )Ψ ≺ 0.
Dies ist wegen der regula¨ren Matrix Ψ nach Lemma 3.2 gleichbedeutend
mit
He (PAzu˜)− 2αP ≺ 0,
was wiederum Re (λi) < α fu¨r alle i = 1, . . . ,nfilt sicherstellt.
Bei Verwendung von Lemma 6.3 ist zu beachten, dass die Matrix Azu˜
nicht nur das zu entwerfende Filter, sondern das Gesamtsystem beste-
hend aus Referenzmodell, Strecke und Filter beschreibt. Dementsprechend
entha¨lt sie die Eigenwerte aller drei Teilsysteme. Da die Eigenwerte von Re-
ferenzmodell und Strecke durch den Filterentwurf nicht vera¨ndert werden
ko¨nnen, ist darauf zu achten, dass die entsprechenden Eigenwerte die Vor-
gabe Re (λi) < α erfu¨llen. Andernfalls ist (6.40) nicht lo¨sbar. Im Sinne ei-
ner schnellen Fehlererkennung und -isolation wird man wie in Abschnitt 2.3
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ero¨rtert die Dynamik des Referenzmodells schneller als die Streckendyna-
mik auslegen. Somit stellt der langsamste Streckeneigenwert eine untere
Schranke fu¨r den Parameter α in Lemma 6.3 dar.
In a¨hnlicher Art und Weise lassen sich betragsma¨ßig zu große Filterei-
genwerte mithilfe des folgenden Lemmas verhindern.
Lemma 6.4. Beim Entwurf eines Fehlerisolationsfilters nach Satz 6.2
beziehungsweise 6.3 gilt fu¨r alle Filtereigenwerte λi, i = 1, . . . ,nfilt, die
Beziehung |λi| < ̺, wenn die zusa¨tzliche LMI

−̺Z −̺Z ZA ZA
⋆ −̺Y11 Y11A+ Bˆf,yC + Aˆf Y11A+ Bˆf,yC
⋆ ⋆ −̺Z −̺Z
⋆ ⋆ ⋆ −̺Y11

 ≺ 0 (6.41)
erfu¨llt ist.
Beweis. Aus (6.25) ist bekannt, dass[
Z Z
⋆ Y11
]
= ΨTPΨ
gilt. Weiterhin gilt nach (6.30) der Zusammenhang[
ZA ZA
Y11A+ Bˆf,yC + Aˆf Y11A+ Bˆf,yC
]
= ΨTPAzu˜Ψ.
Dementsprechend la¨sst sich fu¨r die LMI (6.41) a¨quivalent[−̺ΨTPΨ ΨTPAzu˜Ψ
⋆ −̺ΨTPΨ
]
=
[
ΨT 0
0 ΨT
] [−̺P PAzu˜
⋆ −̺P
] [
Ψ 0
0 Ψ
]
≺ 0
schreiben. Da Ψ regula¨r ist, impliziert dies gema¨ß Lemma 3.2[−̺P PAzu˜
⋆ −̺P
]
≺ 0,
wodurch |λi| < ̺ fu¨r alle i = 1, . . . ,nfilt sichergestellt ist.
Auch in der Anwendung dieses Lemmas ist darauf zu achten, dass die
Eigenwerte der Strecke und des Referenzmodells die Bedingung |λi| < ̺
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erfu¨llen. Der betragsma¨ßig gro¨ßte Eigenwert von Strecke und Referenzmo-
dell stellt demnach eine untere Schranke fu¨r ̺ dar, andernfalls ist (6.41)
nicht lo¨sbar.
Wie beim Beobachterentwurf la¨sst sich auch fu¨r Fehlerisolationsfilter
eine Winkelbeschra¨nkung fu¨r den zula¨ssigen Sektor der Filtereigenwerte
vorgeben. Dazu dient
Lemma 6.5. Beim Entwurf eines Fehlerisolationsfilters nach Satz 6.2
beziehungsweise 6.3 gilt fu¨r alle Filtereigenwerte λi, i = 1, . . . ,nfilt, die
Beziehung |Im (λi)| < tan (φ) · |Re (λi)|, wenn die zusa¨tzliche LMI
Φ =
[
Φ11 Φ12
⋆ Φ11
]
≺ 0, (6.42a)
Φ11 = tan (φ) ·He
([
ZA ZA
Y11A+ Bˆf,yC + Aˆf Y11A+ Bˆf,yC
])
, (6.42b)
Φ12=
[
−ZA+ATZ −ZA+ATY11+CTBˆTf,y+AˆTf
−Y11A+ATZ−Bˆf,yC−Aˆf −Y11A+ATY11−Bˆf,yC+CTBˆTf,y
]
(6.42c)
erfu¨llt ist.
Beweis. Analog zu Lemma 6.4 ergibt sich unter Ru¨ckgriff auf die Bezie-
hungen (6.20), dass[
Φ11 Φ12
⋆ Φ11
]
=[
ΨT 0
0 ΨT
] [
tan (φ) ·He (PAzu˜) −PAzu˜ +ATzu˜P
⋆ tan (φ) ·He (PAzu˜)
] [
Ψ 0
0 Ψ
]
ist. Da Ψ regula¨r ist, impliziert Φ ≺ 0 gema¨ß Lemma 3.2[
tan (φ) ·He (PAzu˜) −PAzu˜ +ATzu˜P
⋆ tan (φ) ·He (PAzu˜)
]
≺ 0,
wodurch |Im (λi)| < tan (φ) · |Re (λi)| fu¨r alle i = 1, . . . ,nfilt sichergestellt
ist.
Es sei auch hier darauf hingewiesen, dass die Streckeneigenwerte die
Bedingung an die Da¨mpfung erfu¨llen mu¨ssen, da die LMI aus Lemma 6.5
sonst nicht lo¨sbar ist.
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Zusammenfassend lassen sich also Satz 6.2 beziehungsweise 6.3 erweitern
zu
Satz 6.4 (LMI-basierter FIF-Entwurf mit Einschra¨nkung der Filtereigen-
werte). Gegeben sei eine Strecke der Form
x˙ = Ax+Bu+Eaf ,
y = Cx+Du+Esf ,
welche die Annahmen 6.1–6.3 (6.4–6.7 beziehungsweise 6.8–6.12) erfu¨llt,
sowie ein durch (6.9) und Bref,u = 0, Dref,u = 0 beschriebenes zula¨ssiges
Referenzmodell der Ordnung nref. Dann gilt beim Einsatz eines FIFs der
Form
x˙f = Afxf +Bf,uu+Bf,yy,
r = Cfxf +Df,uu+Df,yy
mit nfilt = n + nref die Beziehung ‖[Gzf (s) Gzu(s)]‖∞ < ε fu¨r ein be-
liebig kleines ε > 0, und fu¨r alle Filtereigenwerte λi, i = 1, . . . ,nfilt, gilt
Re(λi) < α, |λi| < ̺ und |Im(λi)| < tan(φ) · |Re(λi)|, wenn die Filterma-
trizen durch Lo¨sen des LMI-Problems
finde Z, Y11, Aˆf , Bˆf,u, Bˆf,y, Cˆf , Dˆf,u, Dˆf,y, sodass
(6.18), (6.35), (6.40)− (6.42)
und anschließende Ru¨cktransformation gema¨ß (6.37)–(6.39) ermittelt wer-
den.
Zu beachten ist, dass auch eventuell zu kompensierende invariante Null-
stellen des Systems in dem durch α, ̺ und φ definierten Bereich liegen
mu¨ssen, damit das Entwurfsproblem lo¨sbar ist.
Berechnung einer gut konditionierten Lo¨sung
Rein mathematisch betrachtet la¨sst sich mittels Satz 6.4 aufgrund von
Lemma 6.1 stets eine Lo¨sung fu¨r das Entwurfsproblem (6.13) finden. Bei
der Ru¨cktransformation kann es jedoch in (6.21) bei der Faktorisierung
von In+nref −Y11Z−1 in U undW T zu numerischen Problemen kommen.
Dies ist dann der Fall, wenn In+nref − Y11Z−1 schlecht konditioniert ist,
das heißt wenn das Verha¨ltnis des gro¨ßten zum kleinsten Singula¨rwert der
Matrix sehr groß ist. Dieses Pha¨nomen tritt offensichtlich dann auf, wenn
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der gro¨ßte Eigenwert der negativ definiten Matrix In+nref − Y11Z−1 nahe
der imagina¨ren Achse liegt. Wegen
λmax
(
In+nref − Y11Z−1
)
= 1− λmin
(
Y11Z
−1
)
wird wie in [194] angestrebt, den kleinsten Eigenwert der positiv definiten
Matrix Y11Z
−1 zu maximieren. Zwar wird damit nicht die Konditionszahl
von In+nref − Y11Z−1 direkt minimiert, es ist jedoch plausibel, dass sehr
schlechte Konditionen vermieden werden ko¨nnen. Um den kleinsten Eigen-
wert von Y11Z
−1 mittels LMI-Bedingungen abscha¨tzen zu ko¨nnen, wird
das folgende Lemma verwendet.
Lemma 6.6. Gegeben seien die symmetrischen Matrizen Y11 und Z ≻ 0.
Dann gilt λmin
(
Y11Z
−1
)
> β2 mit β > 0 genau dann, wenn[
Y11 βZ
⋆ Z
]
≻ 0. (6.43)
Beweis. Nach [14, Lemma 8.4.1] gilt λmin
(
Y11Z
−1
)
> β2 genau dann,
wenn β2In+nref ≺ Y11Z−1. Da Y11Z−1 positiv definit ist, ist β > 0 und
es ergibt sich durch A¨quivalenzumformungen
λmin
(
Y11Z
−1
)
> β2 ⇔ β2In+nref ≺ Y11Z−1
⇔ Y11 − β2Z ≻ 0
⇔ Y11 − βZ ·Z−1 ·βZ ≻ 0
⇔ Z ≻ 0,
[
Y11 βZ
⋆ Z
]
≻ 0,
wobei im letzten Schritt das Lemma 3.3 angewendet wurde und Z nach
Voraussetzung positiv definit ist.
Das Lo¨sbarkeitsproblem aus Satz 6.4 weist eine unendliche Anzahl von
Lo¨sungen auf. Dies ist offensichtlich, da man die Dynamik (6.1) beliebigen
Koordinatentransformationen unterwerfen kann, ohne das Ein-/Ausgangs-
verhalten zu vera¨ndern. Entsprechend obiger U¨berlegungen wird nun aus
dieser Menge diejenige Lo¨sung ausgewa¨hlt, welche den kleinsten Eigenwert
von Y11Z
−1 maximiert. Dies fu¨hrt auf das Optimierungsproblem
maximiere
Z,Y11,Aˆf ,Bˆf,u,Bˆf,y,Cˆf ,Dˆf,u,Dˆf,y
β, sodass (6.44a)
(6.18), (6.35), (6.40)− (6.43) (6.44b)
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Zu beachten ist, dass es sich dabei aufgrund des Produkttermes βZ in
(6.43) um ein Pseudo-LMI-Problem handelt. Es la¨sst sich jedoch durch
eine Bisektion in β effizient als LMI-Problem lo¨sen. Fu¨r die Durchfu¨hrung
des Entwurfes wird also eine kleine Schranke ε gewa¨hlt.2) Die Lo¨sung des
LMI-Problems (6.44) fu¨hrt dann auf Matrizen Z, Y11, Aˆf , Bˆf,u, Bˆf,y, Cˆf ,
Dˆf,u und Dˆf,y, aus denen sich mithilfe von (6.37) bis (6.39) die gesuchte
Filterparametrierung Af , Bf,u, Bf,y, Cf , Df,u, Df,y ergibt.
6.4.2 Fehlerisolationsfilter reduzierter Ordnung
Wa¨hrend in [149] stets nfilt = nref + n vorausgesetzt wird und dies auch bei
den bisherigen Betrachtungen im Rahmen dieser Arbeit angesetzt wurde,
motivieren die Resultate aus Kapitel 4 auch den Ansatz nfilt < nref + n.
Aus den beobachterbasierten Ansa¨tzen ist bekannt, dass fu¨r statisch sta-
bil fehlerisolierbare Systeme ein allgemeines dynamisches Filter n-ter Ord-
nung besteht, welches fu¨r die nominale, sto¨rungsfreie Systemdynamik eine
ideale Fehlerisolation gewa¨hrleistet. Es existiert in einem solchen Fall also
fu¨r nfilt = n < nref + n eine Parametrierung, welche das LMI-Problem aus
Satz 6.4 mit einem beliebig kleinen ε lo¨st.
In der Tat la¨sst sich Lemma 6.2 auf den Fall nfilt ≤ n + nref erweitern.
Es gilt
Lemma 6.7. Gegeben seien zwei symmetrische Matrizen
Z ∈ R(n+nref)×(n+nref) und Y11 ∈ R(n+nref)×(n+nref), welche die Be-
dingungen
Z ≻ 0, (6.45a)[
Z Z
⋆ Y11
]
 0, (6.45b)
rang
([
Z Z
⋆ Y11
])
= nfilt + n+ nref (6.45c)
erfu¨llen. Weiterhin sei P eine invertierbare, gema¨ß (6.17) partitionierte
Matrix und nfilt ≤ n+ nref. Dann ist P positiv definit.
Beweis. Die Bedingung (6.45a) impliziert rang (Z) = n + nref. Nach [14,
Proposition 2.8.3] ist daher
rang
([
Z Z
⋆ Y11
])
= n+ nref + rang
(
Y11 −ZZ−1Z
)
,
2)Je nach numerischer Konditionierung haben sich in untersuchten Beispielen Werte
im Bereich ε ∈ [0,0001 ; 0,01] bewa¨hrt.
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woraus mit (6.45c)
rang (Y11 −Z) = nfilt
folgt. Da die Multiplikation mit einer regula¨ren Matrix den Rang nicht
vera¨ndert, ergibt sich mit (6.21) weiterhin
rang (Y11 −Z) = rang (Z − Y11)
= rang
(
In+nref − Y11Z−1
)
= rang
(
UW T
)
= nfilt.
Da U ∈ R(n+nref)×nfilt und W T ∈ Rnfilt×(n+nref) gilt und nfilt ≤ n+ nref
ist, muss rang (U) = rang
(
W T
)
= nfilt gelten. Somit gilt fu¨r die
Transformationsmatrix Ψ ∈ R(nfilt+n+nref)×2(n+nref) die Rangbeziehung
rang (Ψ) = nfilt + n+ nref. Analog zu Lemma 6.2 gilt wegen (6.45)[
Z Z
⋆ Y11
]
= ΨTPΨ  0,
wobei im Gegensatz zum Fall nfilt = n + nref lediglich positive Semidefi-
nitheit gilt.
Fu¨r die weitere Analyse wird eine Singula¨rwertzerlegung
von Ψ durchgefu¨hrt. Aufgrund der Dimension der Matrix und
rang (Ψ) = nref + n+ nfilt ergibt sie sich zu
Ψ = Γ
[
Ξ 0(nref+n+nfilt)×(n+nref−nfilt)
]
Λ
mit unita¨ren Matrizen3) Γ ∈ R(nref+n+nfilt)×(nref+n+nfilt) und
Λ ∈ R2(n+nref)×2(n+nref). Die Singula¨rwerte von Ψ finden sich in der
Matrix Ξ = diag (σ1(Ψ), . . . ,σnref+n+nfilt(Ψ)). Damit ergibt sich
ΨTPΨ = ΛT
[
ΞT
0
]
ΓTPΓ
[
Ξ 0
]
Λ
= ΛT
[
ΞTΓTPΓΞ 0
0 0(n+nref−nfilt)×(n+nref−nfilt)
]
Λ.
Da es sich bei Λ und Γ um unita¨re Matrizen handelt, la¨sst sich daraus
3)Eine quadratische Matrix heißt unita¨r, wenn ihre Spaltenvektoren orthonormal, das
heißt orthogonal zueinander und normiert, sind.
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rang
(
ΨTPΨ
)
= rang
(
ΛT
[
ΞTΓTPΓΞ 0
0 0(n+nref−nfilt)×(n+nref−nfilt)
]
Λ
)
= rang
([
ΞTΓTPΓΞ 0
0 0(n+nref−nfilt)×(n+nref−nfilt)
])
= rang
(
ΞTΓTPΓΞ
)
= rang (P ) (6.46)
ableiten. Aus (6.45c), (6.46) und ΨTPΨ  0 folgt somit P ≻ 0.
Der weitere Entwurf, das heißt die Kongruenztransformation von
(6.16c), bleibt gegenu¨ber dem Entwurf von FIFs voller Ordnung un-
vera¨ndert. In Abwandlung von (6.36) ist also das Lo¨sbarkeitsproblem
finde Z, Y11, Aˆf , Bˆf,u, Bˆf,y, Cˆf , Dˆf,u, Dˆf,y, sodass (6.47a)
(6.35), (6.45) (6.47b)
zu betrachten. Besondere Beachtung verdient dabei die Rangbeschra¨nkung
(6.45c). Sie bedingt, dass es sich bei (6.47) um ein nichtkonvexes Problem
handelt. Da jedoch wie bereits ausfu¨hrlich diskutiert fu¨r ein statisch stabil
fehlerisolierbares System eine ideale Fehlerisolation fu¨r nfilt = n mo¨glich
ist, ist die Lo¨sbarkeit von (6.47) fu¨r beliebig kleine ε sichergestellt. Dies
rechtfertigt es, spezielle Solver fu¨r rangbeschra¨nkte LMI-Probleme einzu-
setzen. Ein Beispiel hierfu¨r ist LMIRank [162], basierend auf [163].
Nach Lo¨sen des rangbeschra¨nkten Problems (6.47) verbleibt die
Ru¨cktransformation zur Gewinnung der Filtermatrizen. Es gilt also eine
Faktorisierung von
UW T = In+nref − Y11Z−1
zu finden, wobei U ,W ∈ R(n+nref)×nfilt nichtquadratische Matrizen
sind und In+nref − Y11Z−1 wegen der Rangbeschra¨nkung eine sin-
gula¨re Matrix ist. Zu diesem Zweck wird a¨hnlich wie in (6.37) ei-
ne Singula¨rwertzerlegung von In+nref − Y11Z−1 vorgenommen. Wegen
rang
(
In+nref − Y11Z−1
)
= nfilt la¨sst sich diese Zerlegung fu¨r FIFs redu-
zierter Ordnung darstellen als
In+nref − Y11Z−1 = Γ
[
Ξlo 0
0 0(n+nref−nfilt)×(n+nref−nfilt)
]
Λ. (6.48)
Partitioniert man Γ = [Γl Γr] und Λ = [Λ
T
o Λ
T
u]
T, so ergibt sich
UW T = In+nref − Y11X11 = ΓlΞloΛo = ΓlΞ1/2lo ·Ξ1/2lo Λo. (6.49)
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Der letzte Umformungsschritt in (6.49) ist dabei zula¨ssig, da Ξlo definiti-
onsgema¨ß eine invertierbare Matrix ist, sodass Ξ
1/2
lo existiert. A¨hnlich wie
fu¨r FIFs voller Ordnung (vgl. (6.38)) findet man die gesuchte Faktorisie-
rung durch
U = ΓlΞ
1/2
lo , (6.50a)
W T = Ξ
1/2
lo Λo. (6.50b)
Unter Ru¨ckgriff auf die Pseudoinversen la¨sst sich dann mit (6.50) die
Ru¨cktransformation
Af = U
+Aˆf
(
W TZ
)+
, (6.51a)
Bf,u = U
+Bˆf,u, (6.51b)
Bf,y = U
+Bˆf,y, (6.51c)
Cf = Cˆf
(
W TZ
)+
, (6.51d)
Df,u = Dˆf,u, (6.51e)
Df,y = Dˆf,y (6.51f)
durchfu¨hren.
Die Erweiterungen zur Vorgabe von Eigenwertbereichen gelten ge-
genu¨ber dem Entwurf von FIFs voller Ordnung unvera¨ndert, ebenso ist
eine Betrachtung statisch nicht isolierbarer und nicht minimalphasiger Sys-
teme mo¨glich. Zusammenfassend gilt der folgende Entwurfssatz:
Satz 6.5 (LMI-basierter Entwurf von FIFs reduzierter Ordnung mit Ein-
schra¨nkung der Filtereigenwerte). Gegeben sei eine Strecke der Form
x˙ = Ax+Bu+Eaf ,
y = Cx+Du+Esf ,
welche die Annahmen 6.1–6.3 (6.4–6.7 beziehungsweise 6.8–6.12) erfu¨llt,
sowie ein durch (6.9) und Bref,u = 0, Dref,u = 0 beschriebenes zula¨ssiges
Referenzmodell. Dann gilt beim Einsatz eines FIFs der Form
x˙f = Afxf +Bf,uu+Bf,yy,
r = Cfxf +Df,uu+Df,yy
mit nfilt = n (nfilt = n+nζ , wobei nζ die fu¨r einen stabilen DFIO beno¨tigte
Ordnung ist) die Beziehung ‖[Gzf (s) Gzu(s)]‖∞ < ε fu¨r ein beliebig
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kleines ε > 0, und fu¨r alle Filtereigenwerte λi, i = 1, . . . ,nfilt, gilt
Re(λi) < α, |λi| < ̺ und |Im(λi)| < tan(φ) · |Re(λi)|, wenn die Fil-
termatrizen durch Lo¨sen des rangbeschra¨nkten LMI-Problems
finde Z, Y11, Aˆf , Bˆf,u, Bˆf,y, Cˆf , Dˆf,u, Dˆf,y, sodass
(6.35), (6.40)− (6.42), (6.45)
und anschließende Ru¨cktransformation gema¨ß (6.48)–(6.51) ermittelt wer-
den.
6.4.3 Beispiele
Um die Anwendung des FIF-Entwurfs zu verdeutlichen, werden verschie-
dene Beispielsysteme betrachtet. Zuna¨chst wird mit dem Hydrauliksystem
aus Abschnitt 4.9.3 ein nichtquadratisches System betrachtet. Weiterhin
wird ein FIF fu¨r die DHC-2 Beaver aus Abschnitt 4.7.5 entworfen. Da-
durch wird die Anwendbarkeit des Entwurfs fu¨r statisch nicht isolierbare
Systeme demonstriert.
Entscheidend ist, dass in beiden Beispielen im Gegensatz zu den be-
obachterbasierten Methoden das Vorgehen beim Entwurf gleich ist. Am
Ende der Systemanalyse steht ein zula¨ssiges Referenzmodell sowie die Fil-
terordnung. Der Entwurf des Filters erfolgt dann stets mittels Satz 6.4
beziehungsweise Satz 6.5.
Hydrauliksystem
Das Hydrauliksystem aus Abschnitt 4.9.3 (s. Seite 161) ist ein nichtquadra-
tisches System mit ny = 3 > 2 = nf und δ1 = 3, δ2 = 1. Dementsprechend
ist ein zula¨ssiges Referenzmodell gegeben durch
Gref,rf (s) =
[ 7,5
s3+6s2+11,75s+7,5 0
0 3s+3
]
,
wodurch wie beim FIO-Entwurf aus Abschnitt 4.9.3 die Pole λB1,1 = −1,5,
λB1,2 = −2, λB1,3 = −2,5 und λB2,1 = −3 vorgegeben werden und eine
stationa¨re Versta¨rkung von 1 fu¨r beide Kana¨le festgelegt wird. Die beiden
Diagonalelemente von Gref,rf (s) ko¨nnen jeweils durch ein SISO-System
in Steuerungsnormalform realisiert werden. Wie in (6.9) in Abschnitt 6.3
beschrieben werden die Systemmatrizen jeweils zu Blockdiagonalmatrizen
zusammengefu¨gt. Somit erha¨lt man eine Zustandsraumrealisierung des Re-
ferenzmodells als
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Aref =


0 1 0 0
0 0 1 0
−7,5 −11,75 −6 0
0 0 0 −3

 , Bref,f =


0 0
0 0
1 0
0 1

 ,
Cref =
[
7,5 0 0 0
0 0 0 3
]
, Dref,f =
[
0 0
0 0
]
.
Wegen n = 5 und nref = 4 ergibt sich die Filterordnung nfilt = 9. Un-
ter Ru¨ckgriff auf Satz 6.4 erha¨lt man schließlich die in Anhang C.3.1 an-
gegebene Filterparametrierung, wobei die Schranke ε = 0,0001 und zur
Beschra¨nkung der Filtereigenwerte α = −0,1, ̺ = 12 und φ = 45◦ vorge-
geben wurden. Die Filtereigenwerte ergeben sich zu λ1 = −1,5, λ2 = −2,
λ3 = −2,5, λ4 = −3, λ5 = −4,905, λ6/7 = −8,509± 5,793j, λ8 = −8,621
und λ9 = −10,225, die Eigenwertbeschra¨nkungen werden also eingehalten.
Um zu demonstrieren, dass sich auch die fu¨r FIOs in Abschnitt 4.6
beschriebene Erweiterung der Dynamik der Diagonalelemente bei FIFs
sehr einfach umsetzen la¨sst, wird ein zusa¨tzlicher Pol in den zweiten
U¨bertragungskanal eingebracht. Gibt man ihn als λB2,2 = −4 vor, so ergibt
sich das modifizierte Referenzmodell
Gref,rf (s) =
[ 7,5
s3+6s2+11,75s+7,5 0
0 12s2+7s+12
]
.
Aus den U¨berlegungen zum FIO-Entwurf mit erweiterten Diagonalelemen-
ten ist bekannt, dass ein Filter der Ordnung nfilt = n+1 existiert, welches
dieses U¨bertragungsverhalten abbilden kann. Die Anwendung von Satz 6.5
fu¨hrt auf die in Anhang C.3.1 angegebene Parametrierung eines FIFs der
Ordnung n+1 = 6, der eine Fehlerisolation mit dynamischer Erweiterung
des zweiten U¨bertagungskanals gewa¨hrleistet.
DHC-2 Beaver
Die DHC-2 Beaver wurde bereits in Abschnitt 4.7.5 als Beispiel fu¨r ein
statisch nicht isolierbares System eingefu¨hrt. Nun wird fu¨r das gleiche
System ein FIF entworfen. Aus Abschnitt 4.7.5 ist bekannt, dass fu¨r das
System δ1 = δ2 = 1 gilt und D
∗ singula¨r ist. Weiterhin weist das System
eine invariante Nullstelle bei η = −58,48 auf. Wie die Analysemethode aus
Abschnitt 4.7 zeigt, kann ein dynamischer FIO der Ordnung 1 entworfen
werden, wobei fu¨r die Diagonalelemente von Grf (s) jeweils PT2-Glieder
vorgegeben werden ko¨nnen. Mit den gleichen Polen wie in Abschnitt 4.7.5,
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das heißt λB1,1 = −2, λB1,2 = −7, λB2,1 = −3,2 und λB2,2 = −3,5,
ist somit ein zula¨ssiges Referenzmodell gegeben durch
Gref,rf (s) =
[ 14
s2+9s+14 0
0 11,2s2+6,7s+11,2
]
.
Weiterhin wird die Filterordnung zu nfilt = n+1 festgelegt, da aus dem be-
obachterbasierten Ansatz bekannt ist, dass fu¨r diese Ordnung der Entwurf
eines FIFs mo¨glich ist. Es wird wie im zweiten Teil des vorangegangenen
Beispiels des Hydrauliksystems ein FIF reduzierter Ordnung entworfen.
Mithilfe dieser Vorgaben la¨sst sich mittels Satz 6.5 unmittelbar die Pa-
rametrierung des FIFs berechnen. Wa¨hlt man als Entwurfsparameter die
Schranke ε = 0,0001, so ergibt sich die in Anhang C.3.1 aufgefu¨hrte Filter-
parametrierung. Die Analyse der Filtereigenwerte ergibt
spec (Af ) = {−2,00; −3,20; −3,50; −7,00; −58,48} .
Die Filtereigenwerte setzen sich also erwartungsgema¨ß zusammen aus den
vorgegebenen Polen vonGref,rf (s) sowie der invarianten Nullstelle des Sys-
tems. Auf eine Darstellung des zeitlichen Verlaufs der generierten Residuen
wird hier verzichtet, da er deckungsgleich zu Abbildung 4.12 ist.
Soll wie in Abschnitt 4.8.5 die invariante Nullstelle des Systems bei
η = −58,48 unkompensiert bleiben, so kann das System wie in Bemer-
kung 4.9 beschrieben mehrfach erweitert werden. Fu¨r das resultierende
Gesamtsystem kann dann ein FIO entworfen werden, ohne die Nullstel-
le zu kompensieren. Mittels eines FIFs la¨sst sich das gleiche Entwurfsziel
mit wesentlich geringerem Aufwand erreichen. Es muss gema¨ß der Analyse
in Abschnitt 4.8.5 lediglich fu¨r jeden U¨bertragungskanal ein zusa¨tzlicher
Pol im Referenzmodell vorgegeben werden, wobei die invariante Nullstelle
des Systems dann als Nullstelle in beiden U¨bertragungskana¨len auftritt.
Um das gleiche U¨bertragungsverhalten zu erreichen wie in Abschnitt 4.8.5
werden erneut λB1,1 = −2, λB1,2 = −4, λB1,3 = −7 und λB2,1 = −3,
λB2,2 = −3,2 und λB2,3 = −3,5 gewa¨hlt, woraus sich das Referenzmodell
Gref,rf (s) =
[
0,9575(s+58,48)
s3+13s2+50s+56 0
0 0,5745(s+58,48)s3+9,7s2+31,3s+33,6
]
.
ergibt. Der Entwurf eines FIFs der Ordnung nfilt = n+2 = 6, bei dem die
Filtereigenwerte durch α = 0,01 und ̺ = 15 beschra¨nkt werden, fu¨hrt auf
die ebenfalls in Anhang C.3.1 angegebene Filterparametrierung. Sie liefert
das gleiche U¨bertragungsverhalten wie der FIO fu¨r das doppelt erweiterte
System und ist direkt implementierbar.
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6.4.4 Fazit
Fehlerisolationsfilter stellen eine strukturelle Verallgemeinerung von Feh-
lerisolationsbeobachtern dar. Ihr Entwurf la¨sst sich nach der Auslegung ei-
nes zula¨ssigen Referenzmodells auf ein konvexes Optimierungsproblem mit
LMI-Nebenbedingungen zuru¨ckfu¨hren. Die beobachterbasierten Methoden
aus Kapitel 4 dienen der Konstruktion eines Referenzmodells, wobei der
Beobachterentwurf nicht durchgefu¨hrt werden muss. Wa¨hrend auch FIOs
wie gezeigt fu¨r verschiedene Fehlerisolationsprobleme verwendet werden
ko¨nnen, ist der wesentliche Vorteil von FIFs gegenu¨ber FIOs in dem ein-
heitlichen Entwurfsschema zu sehen. Wie die Beispiele zeigen gestaltet sich
der Entwurf daru¨ber hinaus insbesondere fu¨r fortgeschrittene Problem-
stellungen wie die Fehlerisolation in statisch nicht isolierbaren Systemen
gegenu¨ber FIOs wesentlich einfacher.
6.5 Robustheitsaspekte beim Entwurf von
Fehlerisolationsfiltern
Auf Basis der Ergebnisse des vorangegangenen Abschnittes werden im
Weiteren Robustheitsaspekte beim Entwurf von Fehlerisolationsfiltern be-
trachtet. Entsprechend dem Aufbau des Kapitels 5 zur Robustheit von
Fehlerisolationsbeobachtern wird dabei zuna¨chst die Unterdru¨ckung exo-
gener Sto¨rungen untersucht, bevor der Einfluss parametrischer Unsicher-
heiten betrachtet wird.
6.5.1 Robuste Fehlerisolationsfilter bei nominaler
Systemdynamik
Zuna¨chst werden wie in Kapitel 5 sto¨rungsbehaftete Systeme betrachtet,
deren Systemmatrizen exakt bekannt sind. Es gilt also
x˙ = Ax+Bu+Eaf +Bdd,
y = Cx+Du+Esf +Ddd.
Neben der strukturellen Anforderung Gru(s) = 0 und
Grf (s) = Gref,rf (s) aus dem vorigen Abschnitt gilt es nun zusa¨tzlich, den
Einfluss der Sto¨rungen auf die generierten Residuen zu minimieren. Dieser
Einfluss la¨sst sich wie aus Kapitel 5 bekannt formal mittels ‖Grd(s)‖∞
beschreiben.
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Einen intuitiven Ansatz dazu beschreibt das Optimierungsproblem
minimiere ‖Grd(s)‖∞ , sodass (6.52a)∥∥[Gru Grf (s)−Gref,rf (s)]∥∥∞ < ε. (6.52b)
Analog zu (6.11) und (6.12) la¨sst sich die Wirkung exogener Sto¨rungen d
auf den Performance-Ausgang z = r − rref beschreiben durch
Gzd(s) = Czd (sInref+n+nfilt −Azd)−1Bzd +Dzd, (6.53a)
Azd = Azf , Bzd =

 Bref,dBd
Bf,yDd

 , (6.53b)
Czd = Czf , Dzd =Df,yDd −Dref,d. (6.53c)
Werden wie in Gleichung (6.7b) in Abschnitt 6.3 die Matrizen Bref,d = 0
und Dref,d = 0 fu¨r das Referenzmodell angesetzt, so gilt
‖Gzd(s)‖∞ = ‖Grd(s)−Gref,rd(s)‖∞ = ‖Grd(s)‖∞ .
Mithilfe des Bounded-Real-Lemmas (Satz 3.1), Gleichung (6.15) und (6.53)
la¨sst sich die Optimierung von (6.52) bewerkstelligen durch
minimiere
P ,Af ,Bf,u,Bf,y,Cf ,Df,u,Df,y
γ, sodass (6.54a)
R
nref+n+nfilt ∋ P ≻ 0, (6.54b)
He (PAzu˜) PBzu˜ CTzu˜⋆ −εInu+nf DTzu˜
⋆ ⋆ −εInf

 ≺ 0, (6.54c)

He (PAzd) PBzd CTzd⋆ −γInd DTzd
⋆ ⋆ −γInf

 ≺ 0. (6.54d)
Durch (6.54d) ist sichergestellt, dass ‖Grd(s)‖∞ < γ gilt. Ebenso wie
bei (6.54c) handelt es sich bei der entsprechenden Bedingung um eine
BMI. Mit der in Abschnitt 6.4.1 beschriebenen Variablentransformation
lassen sie sich jedoch in a¨quivalente LMI-Bedingungen umformulieren. So-
mit la¨sst sich durch (6.54) das Optimierungsproblem (6.52) einfach lo¨sen.
Es ist allerdings anzumerken, dass die linearisierende Variablentransfor-
mation nur dann gelingt, wenn in (6.54c) und (6.54d) eine gemeinsame
Matrix P angesetzt wird. Dies schra¨nkt jedoch den Lo¨sungsraum ein, so-
dass sich konservative Lo¨sungen ergeben. Die Bedingungen (6.54b) bis
322 6 Allgemeine Fehlerisolationsfilter
(6.54d) sind somit lediglich hinreichend fu¨r (6.52). Setzt man fu¨r (6.54c)
und (6.54d) jeweils eine eigene Matrix P1 beziehungsweise P2 an, so ge-
lingt die Ru¨cktransformation nur durch zusa¨tzliche Rangbeschra¨nkungen
(s. Abschnitt 5.4.3), dass Problem ist dann nicht mehr konvex.
Um weniger konservative Lo¨sungen zu erhalten, wird ein Ansatz aus
[149] modifiziert. Dabei wird die Wirkung von Stellgro¨ßen u, Fehlern f
und exogenen Sto¨rungen d auf den Performance-Ausgang z mittels eines
einzigen Systems beschrieben, wozu der verallgemeinerte Eingangsvektor
aus (6.14) erweitert wird zu
u˜ =

uf
d

 ∈ Rnu+nf+nd .
Unter Verwendung des Zustandsvektors xg = [x
T
ref x
T xTf ]
T ergibt sich
entsprechend (6.4) das Gesamtsystem
x˙g =

Aref 0 00 A 0
0 Bf,yC Af


︸ ︷︷ ︸
Azu˜
xg + . . . (6.55a)
+

 Bref,u Bref,f Bref,dB Ea Bd
Bf,u +Bf,yD Bf,yEs Bf,yDd


︸ ︷︷ ︸
Bzu˜
u˜,
z =
[−Cref Df,yC Cf ]︸ ︷︷ ︸
Czu˜
xg + . . . (6.55b)
+
[
Df,u+Df,yD−Dref,u Df,yEs−Dref,f Df,yDd−Dref,d
]︸ ︷︷ ︸
Dzu˜
u˜.
Mit P ≻ 0 und
He (PAzu˜) PBzu˜ CTzu˜⋆ −γInu+nf+nd DTzu˜
⋆ ⋆ −γInf

 ≺ 0 (6.56)
la¨sst sich fu¨r Bref,u = 0, Dref,u = 0, Bref,d = 0 und Dref,d = 0 die
Einhaltung von∥∥[Gru(s) Grf (s)−Gref,rf (s) Grd(s)]∥∥∞ < γ (6.57)
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mittels einer einzigen Matrix P sicherstellen. Somit la¨sst sich ohne Wei-
teres die linearisierende Variablentransformation aus Abschnitt 6.4.1 an-
wenden.
Allerdings ist (6.57) hinsichtlich des urspru¨nglichen Optimierungs-
problems (6.52) nur bedingt aussagekra¨ftig. Verfu¨gen beispielsweise die
Sto¨reingangsmatrizen Bd und Dd u¨ber betragsma¨ßig große Elemente, so
kann es bei der Minimierung von γ in (6.57) dazu kommen, dass der Term
‖Grf (s)−Gref,rf (s)‖∞ auf Kosten der Senkung von ‖Grd(s)‖∞ derart
große Werte annimmt, dass keine Fehlerisolation mehr mo¨glich ist. Es geht
also beim Entwurf die Mo¨glichkeit verloren, zwischen den Entwurfszielen
hinsichtlich der Fehler, der Stellgro¨ßen und der Sto¨rgro¨ßen Gewichtungen
vorzunehmen. Dies la¨sst sich durch eine einfache Modifikation des Ver-
fahrens erreichen. Dabei werden die auf das System wirkenden Eingangs-
gro¨ßen f , u und d fu¨r den Entwurf mittels der Skalare αu ≥ 0, αf ≥ 0 und
αd ≥ 0 skaliert. Es ist zu betonen, dass diese Skalierung rein virtueller Na-
tur ist und nur fu¨r den Entwurf vorgenommen wird. Anschaulich betrach-
tet wird durch die Skalierung der Eingangsgro¨ßen der jeweilige “Beitrag”
in (6.57) gewichtet. Somit ko¨nnen die angestrebten Entwurfsziele
Grf (s) = Gref,rf (s), Gru(s) = 0, Grd(s) = 0
durch die Gewichtung beim Entwurf mittels (6.57) priorisiert werden.
Die Skalierung der Eingangsgro¨ßen la¨sst sich a¨quivalent dadurch errei-
chen, dass die entsprechenden Eingangs- beziehungsweise Durchgriffsma-
trizen mit den Faktoren skaliert werden. Es wird fu¨r den Entwurf also
B
′
ref,u = αuBref,u, D
′
ref,u = αuDref,u, B
′
= αuB, D
′
= αuD,
(6.58a)
B
′
ref,f = αfBref,f , D
′
ref,f = αfDref,f , E
′
a = αfEa, E
′
s = αfEs,
(6.58b)
B
′
ref,d = αdBref,d, D
′
ref,d = αdDref,d, B
′
d = αdBd, D
′
d = αdDd
(6.58c)
gesetzt. An dieser Stelle ist anzumerken, dass die Stellgro¨ße u zusa¨tzlich
u¨ber die FiltermatrizenBf,u undDf,u auf die generierten Residuen wirkt.
Daher werden abweichend zum sto¨rungsfreien Fall die Variablensubstitu-
tionen
Bˆf,u = αuUBf,u, (6.59a)
Dˆf,u = αuDf,u (6.59b)
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vorgenommen. Dies muss bei der Ru¨cktransformation beru¨cksichtigt wer-
den. Die u¨brigen Variablensubstitutionen bleiben unvera¨ndert. Je gro¨ßer
ein Gewichtungsfaktor gewa¨hlt wird, desto sta¨rker wird der Einfluss der
zugeordneten Eingangsgro¨ße in (6.57) bestraft. Somit wird die H∞-Norm
der entsprechenden U¨bertragungsmatrix, alsoGru(s),Grf (s)−Gref,rf (s)
oderGrd(s), tendenziell sta¨rker gesenkt. Dabei ist nicht der absolute Wert
der Faktoren αu, αf und αd entscheidend, sondern deren Verha¨ltnis.
Zur Durchfu¨hrung der Variablentransformation werden in Anlehnung an
(6.27) die Abku¨rzungen
A =
[
Aref 0
0 A
]
, B1 =
[
B
′
ref,u B
′
ref,f
B
′
E
′
a
]
, B2 =
[
B
′
ref,d
B
′
d
]
, (6.60a)
C =
[
0 C
]
, D =
[
D
′
E
′
s
]
(6.60b)
eingefu¨hrt. A¨hnlich wie in Abschnitt 6.4.1 wird damit eine Kongruenz-
transformation von (6.56) mit T = diag
(
Ψ,Inu+nf+nd ,Inf
)
durchgefu¨hrt.
Daraus ergibt sich das LMI-Problem
minimiere
Z,Y11,Aˆf ,Bˆf,u,Bˆf,y,Cˆf ,Dˆf,u,Dˆf,y
γ, sodass (6.61a)
Z ≻ 0, Y11 −Z ≻ 0, (6.61b)
Σ11 Σ12 Σ13⋆ −γInu+nf+nd Σ23
⋆ ⋆ −γInf

 ≺ 0, (6.61c)
Σ11 = He
([
ZA ZA
Y11A+ Bˆf,yC + Aˆf Y11A+ Bˆf,yC
])
, (6.61d)
Σ12 =
[
ZB1 ZB2
Y11B1 + Bˆf,u
[
Inu 0
]
+ Bˆf,yD Y11B2 + Bˆf,yD
′
d
]
, (6.61e)
Σ13 =
[[−Cref Dˆf,yC]+ Cˆf [−Cref Dˆf,yC]]T , (6.61f)
Σ23 =
[
Dˆf,u+Dˆf,yD
′−D′ref,u Dˆf,yE
′
s−D
′
ref,f Dˆf,yD
′
d−D
′
ref,d
]T
.
(6.61g)
Zur Vorgabe von Eigenwertbereichen ko¨nnen dabei wie in Lemma 6.3 bis
6.5 beschrieben zusa¨tzliche LMIs herangezogen werden.
Nach dem Lo¨sen von (6.61) erfolgt die Ru¨cktransformation auf die
Filterparameter Af , Bf,u, Bf,y, Cf , Df,u und Df,y weitgehend analog
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zu (6.39) beziehungsweise bei reduzierter Filterordnung analog zu (6.51).
Mittels einer Singula¨rwertzerlegung von In+nref −Y11Z−1 und (6.50) wer-
den die Matrizen U undW T berechnet. Die Filterparameter ergeben sich
dann aus
Af = U
+Aˆf
(
W TZ
)+
, (6.62a)
Bf,u =
1
αu
U+Bˆf,u, (6.62b)
Bf,y = U
+Bˆf,y, (6.62c)
Cf = Cˆf
(
W TZ
)+
, (6.62d)
Df,u =
1
αu
Dˆf,u, (6.62e)
Df,y = Dˆf,y. (6.62f)
Dies schließt den Fall von Filtern voller Ordnung, das heißt nfilt = n+nref,
mit ein, bei dem die Pseudoinversen den Inversen U−1 beziehungsweise(
W TZ
)−1
entsprechen. Die Ru¨cktransformation (6.62) unterscheidet sich
von (6.39) beziehungsweise (6.51) lediglich in der Skalierung von Bf,u und
Df,u mittels des Faktors 1/αu. Diese ru¨hrt daher, dass die MatrizenB,D,
Bref,u und Dref,u gema¨ß (6.58) modifiziert wurden und dementsprechend
die abgewandelten Variablensubstitutionen (6.59) vorgenommen wurden.
Die Ergebnisse sind in den folgenden beiden Sa¨tzen zusammengefasst.
Zuna¨chst gilt fu¨r den Entwurf von Fehlerisolationsfiltern voller Ordnung
Satz 6.6 (LMI-basierter Entwurf von bezu¨glich exogener Sto¨rungen ro-
busten FIFs mit Einschra¨nkung der Filtereigenwerte). Gegeben sei eine
Strecke der Form
x˙ = Ax+Bu+Eaf +Bdd,
y = Cx+Du+Esf +Ddd,
welche die Bedingungen 6.1–6.3 (6.4–6.7 beziehungsweise 6.8–6.12) erfu¨llt,
sowie ein durch (6.7), (6.9) beschriebenes zula¨ssiges Referenzmodell der
Ordnung nref. Weiterhin seien αu, αf und αd beliebige positive Skalare.
Dann gilt beim Einsatz eines FIFs der Form
x˙f = Afxf +Bf,uu+Bf,yy,
r = Cfxf +Df,uu+Df,yy
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mit nfilt = n+ nref die Beziehung∥∥[αuGru(s) αf (Grf (s)−Gref,rf (s)) αdGrd(s)]∥∥∞ < γ
und fu¨r alle Filtereigenwerte λi, i = 1, . . . ,nfilt, gilt Re(λi) < α, |λi| < ̺
und |Im(λi)| < tan(φ) · |Re(λi)|, wenn die Filtermatrizen durch Lo¨sen des
LMI-Problems
minimiere
Z,Y11,Aˆf ,Bˆf,u,Bˆf,y,Cˆf ,Dˆf,u,Dˆf,y
γ, sodass
(6.40)− (6.42), (6.61b)− (6.61g)
und anschließende Ru¨cktransformation gema¨ß (6.37), (6.38), (6.62) ermit-
telt werden.
Der zweite Entwurfssatz gilt fu¨r den Entwurf robuster FIFs reduzierter
Ordnung.
Satz 6.7 (LMI-basierter Entwurf von bezu¨glich exogener Sto¨rungen robus-
ten FIFs reduzierter Ordnung mit Einschra¨nkung der Filtereigenwerte).
Gegeben sei eine Strecke der Form
x˙ = Ax+Bu+Eaf +Bdd,
y = Cx+Du+Esf +Ddd,
welche die Bedingungen 6.1–6.3 (6.4–6.7 beziehungsweise 6.8–6.12) erfu¨llt,
sowie ein durch (6.7), (6.9) beschriebenes zula¨ssiges Referenzmodell. Wei-
terhin seien αu, αf und αd beliebige positive Skalare. Dann gilt beim Ein-
satz eines FIFs der Form
x˙f = Afxf +Bf,uu+Bf,yy,
r = Cfxf +Df,uu+Df,yy
mit nfilt = n (nfilt = n+nζ , wobei nζ die fu¨r einen stabilen DFIO beno¨tigte
Ordnung ist) die Beziehung∥∥[αuGru(s) αf (Grf (s)−Gref,rf (s)) αdGrd(s)]∥∥∞ < γ
und fu¨r alle Filtereigenwerte λi, i = 1, . . . ,nfilt, gilt Re(λi) < α, |λi| < ̺
und |Im(λi)| < tan(φ) · |Re(λi)|, wenn die Filtermatrizen durch Lo¨sen des
rangbeschra¨nkten LMI-Problems
minimiere
Z,Y11,Aˆf ,Bˆf,u,Bˆf,y,Cˆf ,Dˆf,u,Dˆf,y
γ, sodass
(6.40)− (6.42), (6.45), (6.61c)− (6.61g)
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und anschließende Ru¨cktransformation gema¨ß (6.48)–(6.50), (6.62) ermit-
telt werden.
Zu beachten ist, dass aktuelle Solver fu¨r rangbeschra¨nkte LMI-Probleme
wie LMIRank [162] lediglich Lo¨sbarkeitsprobleme beherrschen. Die Mi-
nimierung von γ kann daher a¨hnlich wie in Abschnitt 5.4.3 beschrieben
mittels einer Bisektion erfolgen.
Bemerkung 6.1. Wird wie in Abschnitt 5.5 lediglich eine teilweise Fehler-
isolation angestrebt, so la¨sst sich die Optimierung der Robustheit prinzi-
piell ebenfalls leicht mit allgemeinen Fehlerisolationsfiltern erreichen. Hin-
sichtlich des Einflusses der Fehler auf die Residuen sind dann lediglich die
Elemente
gri,fj (s)− gref,ri,fj (s), i ≥ j (6.63)
von Belang, da die Elemente oberhalb der Hauptdiagonalen fu¨r die teil-
weise Isolation keine Rolle spielen. Somit sind zwar schwa¨chere struktu-
relle Anforderungen gegeben, diese lassen sich jedoch nicht in kompakter
Art und Weise als eine einzige LMI-Nebenbedingung wie zum Beispiel
in Satz 6.6 formulieren. Fu¨r die Elemente (6.63) wird jeweils eine Ne-
benbedingung formuliert, wobei jedoch gemeinsame Matrizen Z und Y11
zu verwenden sind, damit nach Lo¨sung des LMI-Problems die Filterpa-
rameter zuru¨ckgewonnen werden ko¨nnen. Dies fu¨hrt zu konservativen Er-
gebnissen und wird daher an dieser Stelle nicht weiter verfolgt. Denkbar
wa¨re die Einfu¨hrung separater Matrizen Z und Y11 fu¨r jedes Element mit
zusa¨tzlichen Rangbeschra¨nkungen oder ein Path-Following-Ansatz, um die
Konservativita¨t zu senken.
Beispiel Hydrauliksystem
Fu¨r das Hydrauliksystem wurde in Abschnitt 5.4.1 ein robuster FIO zur
Unterdru¨ckung exogener Sto¨rungen beliebiger Frequenzen entworfen. Fu¨r
die gleichen Sto¨reingangsmatrizen wird nun mittels Satz 6.6 ein robuster
FIF voller Ordnung nfilt = 9 entworfen.
Um dabei eine mo¨glichst exakte Diagonalisierung von Grf (s) sowie
eine (nahezu) vollsta¨ndige Unterdru¨ckung des Stellgro¨ßeneinflusses auf
die generierten Residuen zu erreichen, werden die Gewichtungsfaktoren
zu αu = αf = 1 und αd = 10
−5 gewa¨hlt. Es ergibt sich die in An-
hang C.3.2 aufgefu¨hrte FIF-Parametrierung, aus der fu¨r die H∞-Norm
von Grd(s) eine Schranke von γrd = 23,70 folgt. Diese geht auch aus dem
Singula¨rwertverlauf von Grd(s) in Abbildung 6.3 hervor und entspricht
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Abbildung 6.3: Verlauf des gro¨ßten Singula¨rwertes von Grd(s) fu¨r einen FIF
mit αd = 10
−5 (−) sowie einen FIF mit αd = 0,008 (−)
exakt dem Wert, der sich auch fu¨r den robusten FIO in Abschnitt 5.4.1 er-
gibt. Der Vorteil des FIFs ist also in diesem Fall nicht in einer verbesserten
Sto¨runterdru¨ckung zu sehen, sondern in seinem einheitlichen Entwurf.
Daru¨ber hinaus la¨sst sich durch die Anpassung der Gewichtungsfaktoren
eine fu¨r FIOs in Abschnitt 5.3.2 diskutierte Relaxierung der strukturellen
Anforderungen sehr einfach realisieren. Vergro¨ßert man den Skalierungs-
faktor fu¨r die Sto¨rungen auf αd = 0,008, so wird die exakte Diagonalisie-
rung vonGrf (s) bei der vorgegebenen stationa¨ren Versta¨rkung gegenu¨ber
der Sto¨runterdru¨ckung geringer gewichtet. Durch Satz 6.7 la¨sst sich damit
fu¨r einen FIF reduzierter Ordnung (nfilt = n = 5, Parametrierung s. An-
hang C.3.2) eine Schranke von γrd = 18,04 erreichen (vgl. Abbildung 6.3).
Der Verlauf der Sprungantwort von Grf (s) in Abbildung 6.4 zeigt, dass
diese Verbesserung vorwiegend durch eine Verringerung der stationa¨ren
Versta¨rkung im zweiten U¨bertragungskanal erreicht wird.
Anzumerken ist, dass sich eine derart verringerte Schranke fu¨r γrd auch
mit beobachterbasierten Methoden erreichen la¨sst. Dazu sind einerseits die
stationa¨ren Versta¨rkungen anzupassen und andererseits die strukturellen
Anforderungen zu relaxieren. Es ist aber nicht offensichtlich, wie dies ge-
tan werden muss, um γrd so weit wie mo¨glich abzusenken. Die Auslegung
der entsprechenden Freiheitsgrade fu¨hrt zu einem relativ aufwa¨ndigen Ver-
fahren, bei dem man auf Versuch und Irrtum angewiesen ist. Mittels der
Fehlerisolationsfilter ist ein sehr viel intuitiverer und einfacherer Entwurf
mo¨glich, bei dem lediglich die Gewichtungsfaktoren entsprechend der an-
gestrebten Entwurfsziele anzupassen sind.
6.5 Robustheitsaspekte beimEntwurf vonFehlerisolationsfiltern 329
0
0
0
0
0
0
0
0
33
33
22
22
44
44
55
55
66
66
0,50,5
0,50,5
1
1
1
1
1
1
1
1
Zeit / sZeit / s
r 1
r 2
f1 f2
Abbildung 6.4: Sprungantwort von Grf (s) des FIFs mit αd = 10
−5 (−) sowie
des FIFs mit αd = 0,008 (−)
6.5.2 Robuste Fehlerisolationsfilter fu¨r unsichere
Systeme
Die Betrachtungen im vorangegangenen Abschnitt waren auf sto¨rungs-
behaftete Systeme mit exakt bekannten Systemmatrizen beschra¨nkt. In
diesem Abschnitt wird der Entwurf von FIFs auf Systeme erweitert, die
zusa¨tzlich zu exogenen Sto¨rungen noch Unsicherheiten in den Systemma-
trizen unterliegen.
Wie in Abschnitt 5.4.4 wird dies beschrieben durch die Systemdarstel-
lung
x˙ = Aχx+Bχu+Ea,χf +Bd,χd,
y = Cχx+Dχu+Es,χf +Dd,χd.
Die Matrizen Aχ, Bχ, Ea,χ, Bd,χ, Cχ, Dχ, Es,χ und Dd,χ sind dabei
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nicht mehr exakt bekannt, es wird lediglich vorausgesetzt, dass[
Aχ Bχ Ea,χ Bd,χ
Cχ Dχ Es,χ Dd,χ
]
∈M, (6.64a)
M =
{[
Aχ Bχ Ea,χ Bd,χ
Cχ Dχ Es,χ Dd,χ
] ∣∣∣∣ (6.64b)[
Aχ Bχ Ea,χ Bd,χ
Cχ Dχ Es,χ Dd,χ
]
=
N∑
l=1
[
Al Bl Ea,l Bd,l
Cl Dl Es,l Dd,l
]}
,
N∑
l=1
χl = 1, χl ≥ 0 (6.64c)
gilt.
Wie im Fall exakt bekannter Systemmatrizen werden die auf das Ge-
samtsystem aus Referenzmodell, Strecke und Filter einwirkenden Ein-
gangsgro¨ßen f , u und d skaliert, um ihre Wirkung zu gewichten. Es ergibt
sich daraus das Optimierungsproblem
minimiere
Af ,Bf,u,Bf,y,Cf ,Df,u,Df,y
γ, sodass (6.65a)
max
χ
∥∥∥∥∥∥∥∥

αu (Gru,χ(s)−Gref,ru(s))
T
αf (Grf ,χ(s)−Gref,rf (s))T
αd (Grd,χ(s)−Gref,rd(s))T


T
∥∥∥∥∥∥∥∥
∞
< γ. (6.65b)
Es wird also u¨ber alle mo¨glichen χ die gro¨ßte gewichtete Abweichung vom
Referenzmodell minimiert.
In gleicher Art und Weise wie in Gleichung (6.55) la¨sst sich die Wirkung
von u, f und d auf den Performance-Ausgang z = r − rref fu¨r jeden
Eckpunkt des durch (6.64) gegebenen Polytops beschreiben durch
x˙g =

Aref 0 00 Al 0
0 Bf,yCl Af


︸ ︷︷ ︸
Azu˜,l
xg + . . .
+

 Bref,u Bref,f Bref,dBl Ea,l Bd,l
Bf,u +Bf,yDl Bf,yEs,l Bf,yDd,l


︸ ︷︷ ︸
Bzu˜,l
u˜
(6.66)
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und
z =
[−Cref Df,yCl Cf]︸ ︷︷ ︸
Czu˜,l
xg + . . . (6.67)
+
[
Df,u+Df,yDl−Dref,u Df,yEs,l−Dref,f Df,yDd,l−Dref,d
]︸ ︷︷ ︸
Dzu˜,l
u˜.
Entscheidend ist fu¨r die weitere Herleitung des Entwurfsverfahrens das
folgende Lemma.
Lemma 6.8. Gegeben sei ein Gesamtsystem der Form (6.66), (6.67) und
eine positiv definite Matrix P ≻ 0, welche
He (PAzu˜,l) PBzu˜,l Czu˜,l⋆ −γInu+nf+nd Dzu˜,l
⋆ ⋆ −γInf

 ≺ 0, ∀l = 1, . . . ,N
erfu¨llt. Dann gilt∥∥∥Czu˜,χ (sInref+n+nfilt −Azu˜,χ)−1Bzu˜,χ +Dzu˜,χ∥∥∥
∞
< γ, ∀χ.
Beweis. Aus dem Bounded-Real-Lemma (Satz 3.1) folgt unmittelbar, dass∥∥∥Czu˜,l (sInref+n+nfilt −Azu˜,l)−1Bzu˜,l +Dzu˜,l∥∥∥
∞
< γ, ∀l = 1, . . . ,N
gilt. Da fu¨r alle N Eckpunkte des Polytops (6.64) eine gemeinsame Matrix
P existiert und sich die Matrizen Aχ, Bχ, Ea,χ, Bd,χ, Cχ,Dχ, Es,χ und
Dd,χ als konvexe Kombinationen der Eckpunkte vonM darstellen lassen,
gilt die Schranke γ nicht nur fu¨r die Eckpunkte, sondern fu¨r die gesamte
konvexe Hu¨lle des Polytops.
Analog zu (6.60) werden fu¨r jeden Eckpunkt des Polytops die
abku¨rzenden Schreibweisen
Al =
[
Aref 0
0 Al
]
, B1,l =
[
B
′
ref,u B
′
ref,f
B
′
l E
′
a,l
]
, B2,l =
[
B
′
ref,d
B
′
d,l
]
,
Cl =
[
0 Cl
]
, Dl =
[
D
′
l E
′
s,l
]
eingefu¨hrt, wobei eine Skalierung der Eingangs- und Durchgriffsmatrizen
gema¨ß (6.58) vorgenommen wurde. Die Lo¨sung von (6.65) la¨sst sich wie in
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(6.61) mithilfe von Lemma 6.8 und mit der Variablentransformation aus
Abschnitt 6.4.1 formulieren als
minimiere
Z,Y11,Aˆf ,Bˆf,u,Bˆf,y,Cˆf ,Dˆf,u,Dˆf,y
γ, sodass (6.68a)
Z ≻ 0, Y11 −Z ≻ 0, (6.68b)
Σ11,l Σ12,l Σ13,l⋆ −γInu+nf+nd Σ23,l
⋆ ⋆ −γInf

 ≺ 0, ∀l = 1, . . . ,N, (6.68c)
Σ11,l = He
([
ZAl ZAl
Y11Al + Bˆf,yCl + Aˆf Y11Al + Bˆf,yCl
])
, (6.68d)
Σ12,l =
[
ZB1,l ZB2,l
Y11B1,l + Bˆf,u
[
Inu 0
]
+ Bˆf,yDl Y11B2,l + Bˆf,yD
′
d,l
]
,
(6.68e)
Σ13,l =
[[−Cref Dˆf,yCl]+ Cˆf [−Cref Dˆf,yCl]]T , (6.68f)
Σ23,l =
[
Dˆf,u+Dˆf,yD
′
l−D
′
ref,u Dˆf,yE
′
s,l−D
′
ref,f Dˆf,yD
′
d,l−D
′
ref,d
]T
.
(6.68g)
Auch hier ko¨nnen mittels (6.40) und (6.41) Eigenwertbereiche fu¨r die Fil-
tereigenwerte vorgegeben werden. Die Ru¨cktransformation auf die Filter-
parameter erfolgt wie bei exakt bekannten Systemmatrizen durch (6.62)
beziehungsweise mithilfe der Pseudoinversen von U und W T bei Filtern
reduzierter Ordnung. Zusammenfassend gilt
Satz 6.8 (LMI-basierter Entwurf robuster FIFs mit Einschra¨nkung der
Filtereigenwerte). Gegeben sei eine fu¨r alle χ stabile Strecke der Form
x˙ = Aχx+Bχu+Ea,χf +Bd,χd,
y = Cχx+Dχu+Es,χf +Dd,χd
mit (6.64), sowie ein durch (6.7), (6.9) beschriebenes Referenzmodell der
Ordnung nref. Weiterhin seien αu, αf und αd beliebige positive Skalare.
Dann gilt beim Einsatz eines FIFs der Form
x˙f = Afxf +Bf,uu+Bf,yy,
r = Cfxf +Df,uu+Df,yy
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mit nfilt = n+ nref die Beziehung∥∥[αuGru,χ(s) αf (Grf ,χ(s)−Gref,rf (s)) αdGrd,χ(s)]∥∥∞ < γ, ∀χ,
und fu¨r alle Filtereigenwerte λi, i = 1, . . . ,nfilt, gilt Re(λi) < α, |λi| < ̺
und |Im(λi)| < tan(φ) · |Re(λi)|, wenn die Filtermatrizen durch Lo¨sen des
LMI-Problems
minimiere
Z,Y11,Aˆf ,Bˆf,u,Bˆf,y,Cˆf ,Dˆf,u,Dˆf,y
γ, sodass
(6.68b),
(6.40)− (6.42), (6.68c)− (6.68g) ∀l = 1, . . . ,N
und anschließende Ru¨cktransformation gema¨ß (6.37), (6.38), (6.62) ermit-
telt werden.
Fu¨r FIFs reduzierter Ordnung a¨ndert sich der Entwurfssatz nur marginal
und es gilt entsprechend
Satz 6.9 (LMI-basierter Entwurf robuster FIFs reduzierter Ordnung mit
Einschra¨nkung der Filtereigenwerte). Gegeben sei eine fu¨r alle χ stabile
Strecke der Form
x˙ = Aχx+Bχu+Ea,χf +Bd,χd,
y = Cχx+Dχu+Es,χf +Dd,χd
mit (6.64), sowie ein durch (6.7), (6.9) beschriebenes Referenzmodell der
Ordnung nref. Weiterhin seien αu, αf und αd beliebige positive Skalare.
Dann gilt beim Einsatz eines FIFs der Form
x˙f = Afxf +Bf,uu+Bf,yy,
r = Cfxf +Df,uu+Df,yy
mit nfilt = n die Beziehung∥∥[αuGru,χ(s) αf (Grf ,χ(s)−Gref,rf (s)) αdGrd,χ(s)]∥∥∞ < γ, ∀χ,
und fu¨r alle Filtereigenwerte λi, i = 1, . . . ,nfilt, gilt Re(λi) < α, |λi| < ̺
und |Im(λi)| < tan(φ) · |Re(λi)|, wenn die Filtermatrizen durch Lo¨sen des
rangbeschra¨nkten LMI-Problems
minimiere
Z,Y11,Aˆf ,Bˆf,u,Bˆf,y,Cˆf ,Dˆf,u,Dˆf,y
γ, sodass
(6.45),
(6.40)− (6.42), (6.68c)− (6.68g) ∀l = 1, . . . ,N
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und anschließende Ru¨cktransformation gema¨ß (6.48)–(6.50), (6.62) ermit-
telt werden.
Verschiedene Aspekte der beiden Entwurfssa¨tze verdienen besondere Be-
achtung. Zuna¨chst ist auffa¨llig, dass sich die LMI-Nebenbedingungen kaum
von denen der Sa¨tze 6.6 und 6.7 unterscheiden. Es sind lediglich die LMIs
zur Beschra¨nkung von γ und zur Beschra¨nkung der Eigenwerte fu¨r jeden
Eckpunkt des Polytops M einzuhalten. Im Vergleich zum beobachterba-
sierten Ansatz (vgl. Abschnitt 5.4.4) ergibt sich also ein wesentlich einfa-
cheres Entwurfsverfahren.
Daru¨ber hinaus ist einerseits zu betonen, dass wegen Lemma 6.8 die
gefundene Schranke γ nicht nur wie beim beobachterbasierten Ansatz fu¨r
die Eckpunkte des Polytops gilt, sondern fu¨r alle Systeme innerhalb von
M garantiert ist. Andererseits ist auch festzuhalten, dass dafu¨r (6.68c)
bis (6.68g), (6.40), (6.41) und (6.42) fu¨r alle l = 1, . . . ,N Eckpunkte mit
gemeinsamen Matrizen Z und Y11 zu erfu¨llen sind, wodurch die Lo¨sung
konservativ ist.
Ebenfalls auffa¨llig ist, dass die beiden Entwurfssa¨tze kein nominales Mo-
dell voraussetzen und dass somit als einzige Anforderung an die unsichere
Strecke die Stabilita¨t fu¨r alle mo¨glichen Parameter zu stellen ist. Theo-
retisch betrachtet sind keine weiteren Anforderungen zu stellen und es
kann ein beliebiges Referenzmodell angesetzt werden. Um beim Entwurf
sinnvolle Ergebnisse zu erhalten, ist es jedoch no¨tig, ein nominales Modell
M0 ∈M zu analysieren und auf dieser Grundlage (insbesondere der ermit-
telten Fehlerindizes und der Fehlerdetektionsmatrix) ein Referenzmodell
auszulegen. Sollten dynamische Erweiterungen notwendig sein, ist in den
Entwurfssa¨tzen 6.8 und 6.9 entsprechend die Filterordnung zu erho¨hen.
Alternativ kann man auch fordern, dass alle Systeme aus M die gleichen
Fehlerindizes aufweisen mu¨ssen und das Referenzmodell dann anhand die-
ser δi konstruieren. Dann ist kein ausgezeichnetes nominales Modell no¨tig.
Bemerkung 6.2. In Anlehnung an das am Ende von Abschnitt 6.3 beschrie-
bene Verfahren aus [271] ist fu¨r Systeme mit unsicheren Parametern auch
ein Entwurf in zwei Schritten mo¨glich. Dabei ist ein sto¨rungsbehaftetes,
nominales Modell anzusetzen, fu¨r das wie in Abschnitt 6.5.1 ein ro-
bustes FIF der Ordnung nfilt,1 entworfen wird. Das sich ergebende
U¨bertragungsverhalten Grd(s) beziehungsweise Gru(s) wird dann fu¨r das
neue Referenzmodell des zweiten Entwurfsschrittes herangezogen, in dem
die unsicheren Parameter beru¨cksichtigt werden. Nachteilig bei diesem
Vorgehen ist jedoch, dass sich fu¨r den zweiten Entwurfsschritt ein Re-
ferenzmodell erho¨hter Ordnung nref,2 = n+ nfilt,1 ergibt.
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Beru¨cksichtigung eines nominalen Modells
Bei der Lo¨sung von (6.65) wird die gro¨ßte Abweichung vom gewichte-
ten Referenzmodell im Sinne der H∞-Norm minimiert. Fu¨r ein nomina-
les Modell wird beim vorgestellten FIF-Ansatz im Gegensatz zur beob-
achterbasierten Methode aus Abschnitt 5.4.4 keine ideale Fehlerisolation
gewa¨hrleistet. Dies la¨sst sich jedoch durch eine Erweiterung ebenfalls er-
reichen. Dazu wird (6.68) um die zusa¨tzliche LMI-Bedingung
Σ11,0 Σ12,0 Σ13,0⋆ −εInu+nf Σ23,0
⋆ ⋆ −εInf

 ≺ 0, (6.69a)
Σ11,0 = He
([
ZA0 ZA0
Y11A0 + Bˆf,yC0 + Aˆf Y11A0 + Bˆf,yC0
])
, (6.69b)
Σ12,0 =
[
ZB0
Y11B0 + Bˆf,u
[
Inu 0
]
+ Bˆf,yD0
]
, (6.69c)
Σ13,0 =
[[−Cref Dˆf,yC0]+ Cˆf [−Cref Dˆf,yC0]]T , (6.69d)
Σ23,0 =
[
Dˆf,u + Dˆf,yD0 −Dref,u Dˆf,yEs,0 −Dref,f
]T
(6.69e)
erga¨nzt. Diese entspricht (6.35) und stellt sicher, dass fu¨r das nominale
System ∥∥[Gru,0(s)−Gref,ru(s) Grf ,0(s)−Gref,rf (s)]∥∥∞ < ε
mit einem beliebig kleinen, vorgegebenen Skalar ε > 0 gilt. Damit wird
fu¨r das nominale, sto¨rungsfreie System eine ideale Fehlerisolation sicher-
gestellt.
Akademisches Beispiel
Um die Leistungsfa¨higkeit des Ansatzes zu veranschaulichen, wird erneut
auf das durch (5.72) und (5.73) definierte Beispiel aus Abschnitt 5.4.4
zuru¨ckgegriffen (s. Seite 242). Um einen Vergleich zwischen dem beobach-
terbasierten Ansatz und dem FIF zu ermo¨glichen, werden fu¨r das Refe-
renzmodell die gleichen Pole vorgegeben wie fu¨r den in Abschnitt 5.4.4
entworfenen FIO, es ist also
Aref =
[−4 0
0 −6
]
, Bref,f = I2, Cref =
[
4 0
0 6
]
, Dref,f = 0
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Abbildung 6.5: Sprungantwort von Grf (s) des optimierten FIFs fu¨r ρ = 0
(−), ρ = −1 (−) und ρ = 1 (−)
und Bref,u = 0, Dref,u = 0. Die Filtereigenwerte werden durch α = −0,1,
̺ = 25 und φ = π/4 beschra¨nkt. Um eine nahezu ideale Fehlerisolation im
nominalen Fall zu gewa¨hrleisten, wird (6.69) mit ε = 0,1 angesetzt. Der
Entwurf eines FIFs nach Satz 6.8 liefert dann die in Anhang C.3.3 ange-
gebene Parametrierung. Die resultierenden Sprungantworten von Grf (s)
und Gru(s) sind fu¨r verschiedene Werte des unsicheren Parameters ρ in
den Abbildungen 6.5 und 6.6 zu sehen.
Zu erkennen ist zuna¨chst, dass fu¨r die betrachteten Werte von ρ sowohl
eine gute Unterdru¨ckung des Einflusses der Stellgro¨ße u auf die generierten
Residuen erfolgt, als auch eine weitgehende Diagonalisierung von Grf (s).
Im Vergleich zum beobachterbasierten Ansatz aus Abschnitt 5.4.4 ergibt
sich eine vergleichbare Qualita¨t der Fehlerisolation (vgl. Abbildungen 5.19
und 5.20). Wa¨hrend der FIO bezu¨glich der Diagonalisierung von Grf (s)
ein etwas besseres Ergebnis erzielt, fu¨hrt der FIF auf eine leicht verbesserte
Unterdru¨ckung der Stellgro¨ße. Bei insgesamt gleicher Qualita¨t der Ergeb-
nisse ist erneut die Tatsache zu betonen, dass durch den FIF-Entwurf die
gesamte konvexe Hu¨lle der unsicheren Systeme abgedeckt ist und dass sich
die Entwurfsmethodik wesentlich einfacher und transparenter gestaltet.
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Abbildung 6.6: Sprungantwort von Gru(s) des optimierten FIFs fu¨r ρ = 0
(−), ρ = −1 (−) und ρ = 1 (−)
6.5.3 Fazit
Mit FIFs ist ebenso wie mit FIOs eine Optimierung der Robustheit
bezu¨glich exogener Sto¨rungen mo¨glich. Steht die gleiche Anzahl von Mess-
gro¨ßen zur Verfu¨gung und werden die gleichen strukturellen Anforderun-
gen gestellt (zum Beispiel ideale Diagonalisierung vonGrf (s)), so wird mit
beiden Konzepten das gleiche Sto¨runterdru¨ckungsniveau erreicht. Ein we-
sentlicher Vorteil der FIFs ist wie schon in Abschnitt 6.4 erwa¨hnt im einfa-
chen Entwurfsverfahren zu sehen. Stehen beispielsweise in einem nichtqua-
dratischen System zusa¨tzliche Messgro¨ßen zur Verfu¨gung, so werden diese
inha¨rent genutzt, die Anwendung von Satz 6.6 beziehungsweise Satz 6.7
bleibt unvera¨ndert. Daru¨ber hinaus weisen FIFs eine ho¨here Flexibilita¨t
auf. Durch eine Anpassung der Gewichtungsfaktoren kann in einfacher
Art und Weise zwischen den konkurrierenden Entwurfszielen abgewogen
werden. So ist es beispielsweise mo¨glich, die ideale Diagonalisierung von
Grf (s) zu Gunsten einer weiter verbesserten Sto¨runterdru¨ckung abzu-
schwa¨chen. Dies ist zwar wie gezeigt auch fu¨r FIOs mo¨glich, jedoch ist
fu¨r die Beobachter wiederum ein spezialisiertes Entwurfsverfahren no¨tig.
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Weiterhin la¨sst sich der FIF-Entwurf geradlinig auf Systeme mit unsi-
cheren Parametern erweitern. Dem Entwurfsproblem sind lediglich endlich
viele zusa¨tzliche LMI-Nebenbedingungen hinzuzufu¨gen. Da gema¨ß Lem-
ma 6.8 eine gemeinsame Matrix P fu¨r alle Eckpunkte eines Polytops her-
angezogen wird, ergeben sich konservative Lo¨sungen. Der Entwurf gestal-
tet sich jedoch wesentlich einfacher als mittels FIOs, wobei zusa¨tzlich die
Einhaltung der gefundenen Schranke fu¨r die Robustheit nicht nur fu¨r ei-
nige ausgezeichnete Systeme gilt, sondern fu¨r alle Systeme innerhalb des
betrachteten Polytops garantiert ist.
6.6 Zusammenfassung des Kapitels
In diesem Kapitel wurde mit Fehlerisolationsfiltern ein gegenu¨ber
Fehlerisolationsbeobachtern strukturell allgemeinerer Ansatz vorgestellt.
Der Entwurf erfolgt dabei bereits fu¨r nominale, sto¨rungsfreie Systeme
nicht analytisch sondern optimierungsbasiert durch Lo¨sen eines Model-
Matching-Problems. Schlu¨ssel fu¨r den zweistufigen Entwurf ist zum einen
der konstruktive Entwurf des Referenzmodells auf Grundlage der System-
analyse. Dabei wird auf die Resultate aus Kapitel 4 zuru¨ckgegriffen, ohne
dass ein FIO entworfen werden muss. Weiterhin gelingt durch eine geeig-
nete Variablentransformation die Umwandlung in ein LMI-Problem, somit
ist ein effizient zu lo¨sendes konvexes Problem gegeben.
Der wesentliche Vorteil gegenu¨ber beobachterbasierten Konzepten ist im
einheitlichen Entwurf zu sehen. Es spielt dabei keine Rolle, ob ein quadrati-
sches oder nichtquadratisches System betrachtet wird, ob es beispielsweise
statisch nicht isolierbar oder nicht minimalphasig ist oder ob eine erwei-
terte Dynamik der Diagonalelemente von Grf (s) angestrebt wird. Nach
einer entsprechenden Auslegung des Referenzmodells a¨ndert sich bei der
Parametrierung der Filtermatrizen nichts. Dies vereinfacht den Entwurf
gegenu¨ber FIOs wesentlich. Zwar wurde der optimierungsbasierte Ansatz
zur Parametrierung allgemeiner Filter fu¨r die Fehlerdetektion bereits in
[149] vorgeschlagen, das Potential des Ansatzes fu¨r die Fehlerisolation wur-
de jedoch erst durch die in diesem Kapitel geschaffene Verbindung mit den
beobachterbasierten Methoden und den in Kapitel 4 erzielten neuen Ergeb-
nissen aus diesem Bereich ausgenutzt. In ebenso einfacher Art und Weise
la¨sst sich die Robustheit sowohl gegenu¨ber exogenen Sto¨rungen als auch
unsicheren Parametern steigern. Die Freiheitsgrade in nichtquadratischen
Systemen werden dabei inha¨rent genutzt, auch strukturelle Relaxierungen
lassen sich durch eine Anpassung der Gewichtungsfaktoren leicht einbin-
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den. Diese Gewichtungsfaktoren stellen die wesentlichen Entwurfsparame-
ter dar, wobei ihre Wahl intuitiv ist: Sie beschreiben jeweils, wie viel Wert
auf die Einhaltung der Anforderungen hinsichtlich der Fehler, der Stell-
gro¨ßen und der Sto¨rgro¨ßen gelegt wird. Fu¨r unsichere Systeme sind die
gefundenen Ergebnisse außerdem nicht nur fu¨r eine endliche Anzahl von
Systemen abgesichert, vielmehr besitzen sie fu¨r alle Systeme innerhalb ei-
ner konvexen Hu¨lle Gu¨ltigkeit. Anzumerken ist, dass sich die Qualita¨t der
Fehlerisolation (insbesondere die Robustheit) mittels FIFs gegenu¨ber FIOs
grundsa¨tzlich nicht steigern la¨sst, da auch ihnen nicht mehr Information
zur Verfu¨gung steht. Es la¨sst sich jedoch die gleiche Qualita¨t mit ho¨herer
Flexibilita¨t bei geringerem Aufwand mittels eines einheitlichen Entwurfes
erreichen.
Denkbar ist es daru¨ber hinaus auch, fu¨r FIFs ebenso wie in Kapitel 5
fu¨r FIOs vorgestellt Sto¨rungen in beschra¨nkten Frequenzbereichen zu be-
trachten oder den Entwurf auf ein Standard-Regelungsproblem zuru¨ck zu
fu¨hren.
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7 Zusammenfassung und
Ausblick
Ziel der Arbeit war der Entwurf robuster Fehlerisolationsfilter niedriger
Ordnung fu¨r eine mo¨glichst große Klasse linearer zeitinvarianter Systeme.
Als ein Schlu¨ssel zur Erreichung dieses Ziels hat sich die systematische
Ausnutzung der Dualita¨t von Fehlerisolationsbeobachtern zum linearen
Entkopplungsreglerentwurf herausgestellt. Auf Basis dieser Erkenntnis las-
sen sich mit FIOs Fehlerisolationssysteme niedriger Ordnung entwerfen,
wohingegen klassische Resultate meist eine Bank von Beobachtern zur
Fehlerisolation beno¨tigen. In Kapitel 4 wurde daru¨ber hinaus gezeigt, wie
sich unter Ru¨ckgriff auf Resultate aus dem Bereich der statisch nicht stabil
entkoppelbaren Systeme die Klasse der mittels FIOs fehlerisolierbaren Sys-
teme erweitern la¨sst. Durch entsprechende virtuelle Systemerweiterungen
und deren Realisierung mittels dynamisch erweiterter Beobachter konn-
te so die Klasse der handhabbaren Systeme erweitert werden, wobei stets
konstruktive Entwurfsverfahren entwickelt wurden. Wesentliches Hilfsmit-
tel dabei ist die Vollsta¨ndige Modale Synthese. Sie wurde im Rahmen
dieser Arbeit erstmals systematisch dazu verwendet, der Fehler-Residuen-
U¨bertragungsmatrix eine gewu¨nschte Struktur aufzupra¨gen. Neben den
angesprochenen Erweiterungen der handhabbaren Systemklasse erlaubt sie
die Charakterisierung der sich ergebenden Freiheitsgrade sowohl in nicht-
quadratischen Systemen als auch bei Abschwa¨chung der strukturellen An-
forderungen an die Fehler-Residuen-U¨bertragungsmatrix. Dies schließt die
teilweise Fehlerisolation ebenso ein wie eine na¨herungsweise Diagonalisie-
rung von Grf (s).
Damit stellt die Vollsta¨ndige Modale Synthese auch die Grundlage
fu¨r verschiedene Verfahren zur Optimierung der Robustheit von FIOs
dar (s. Kapitel 5). Zuna¨chst wurde in Abschnitt 5.3 gezeigt, wie sich
in quadratischen Systemen die verbleibenden Freiheitsgrade zur Steige-
rung der Robustheit bezu¨glich exogener Sto¨rungen nutzen lassen. Dies
umfasst die Optimierung der einzelnen Elemente von Grf (s), die Relaxie-
rung der strukturellen Anforderungen an ebendiese U¨bertragungsmatrix
sowie eine Erweiterung der Dynamik ihrer Diagonalelemente und deren
341
Realisierung mittels dynamisch erweiterter Fehlerisolationsbeobachter. Die
zusa¨tzlichen Freiheitsgrade in nichtquadratischen Systemen bieten weiter-
gehende Mo¨glichkeiten zur Robustheitssteigerung (s. Abschnitt 5.4). Dabei
wurden im Rahmen dieser Arbeit erstmals im Bereich der FIOs nicht nur
allgemeine exogene Sto¨rungen beru¨cksichtigt, sondern sowohl Sto¨rungen
in beschra¨nkten Frequenzbereichen als auch parametrische Unsicherhei-
ten. Wa¨hrend Ersteres die Einbindung von zusa¨tzlichem Prozesswissen in
den Entwurf erlaubt, la¨sst sich mit Letzterem die strukturelle Informa-
tion u¨ber die unsicheren Parameter direkt im Entwurf ausnutzen. Auch
bei der teilweisen Fehlerisolation lassen sich wie gezeigt die zusa¨tzlichen
Freiheitsgrade zur Robustheitsoptimierung nutzen. Alle dabei entwickelten
Verfahren lassen sich automatisiert umsetzen, es mu¨ssen lediglich intuitive
Entwurfsparameter wie zum Beispiel Gewichtungsfaktoren fu¨r den Einfluss
von Stell- und Sto¨rgro¨ßen oder Eigenwertbereiche angepasst werden. Bei
aller Flexibilita¨t und Vielseitigkeit des beobachterbasierten Ansatzes zeigt
sich jedoch, dass fu¨r spezifische Problemstellungen jeweils eigene Entwurfs-
verfahren herangezogen werden mu¨ssen.
Einen wesentlichen Fortschritt stellen in dieser Hinsicht allgemeine Feh-
lerisolationsfilter dar (s. Kapitel 6). Wa¨hrend die grundsa¨tzliche Struktur
bereits bekannt war, la¨sst sich ihr ganzes Potential erst auf Basis der im
Rahmen dieser Arbeit erzielten Ergebnisse aus dem Bereich der beobach-
terbasierten Fehlerisolation ausnutzen. Der Entwurf erfolgt optimierungs-
basiert, wobei ein Referenzmodell auszulegen ist. Fu¨r diese Auslegung bie-
ten die Ergebnisse aus Kapitel 4 die Grundlage. Ein wesentliches Merk-
mal von FIFs ist, dass dynamische Erweiterungen, wie sie zum Beispiel
fu¨r nicht minimalphasige Systeme no¨tig sind, beim optimierungsbasierten
Entwurf automatisch erfolgen. Es ist lediglich das Referenzmodell auf Ba-
sis der Systemanalyse anzupassen, der Entwurf des Filters selbst bleibt
unvera¨ndert. Es zeigt sich weiterhin, dass die Optimierung der Robustheit
sowohl hinsichtlich exogener Sto¨rungen als auch bezu¨glich unsicherer Pa-
rameter in geradliniger Art und Weise erfolgen kann. Im Gegensatz zum
beobachterbasierten Ansatz sind keine spezialisierten Entwurfsverfahren
no¨tig. Damit ermo¨glichen FIFs den einfachen und einheitlichen Entwurf
robuster modellbasierter Fehlerisolationsfilter niedriger Ordnung.
Aufbauend auf den erzielten Ergebnissen bietet sich eine Vielzahl von
Anknu¨pfungspunkten fu¨r weitere Untersuchungen.
Zeitdiskrete Systeme. Naheliegend ist die U¨bertragung der Entwurfs-
verfahren auf zeitdiskrete Systeme. Da sowohl fu¨r das Bounded-Real-
Lemma als auch fu¨r das Verallgemeinerte Kalman-Yakubovich-Popov-
Lemma entsprechende zeitdiskrete Varianten existieren [58, 113], ist die
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Behandlung solcher Systeme ohne Weiteres mo¨glich. Dies erlaubt beispiels-
weise die Betrachtung digital vernetzter Regelungssysteme. Daru¨ber hin-
aus ergeben sich neue Mo¨glichkeiten, zum Beispiel hinsichtlich der Opti-
mierung der H2-Norm der Sto¨ru¨bertragungsmatrix. Diese Norm, die ein
Maß fu¨r die mittlere Sto¨rversta¨rkung darstellt, wurde im Rahmen der vor-
liegenden Arbeit nicht na¨her betrachtet, da sie fu¨r Systeme mit Dd 6= 0
nicht definiert ist. Dies ist fu¨r zeitdiskrete Systeme jedoch der Fall, sodass
ein weiteres Optimierungskriterium herangezogen werden kann.
Erweiterungen der entwickelten Verfahren. Auch fu¨r zeitkontinu-
ierliche Systeme ko¨nnen andere Normen bezu¨glich der Sto¨ru¨bertragungs-
matrix (zum Beispiel die peak-to-peak -Norm) optimiert werden, fu¨r die
ebenfalls hinreichende LMI-Bedingungen existieren.
Daru¨ber hinaus bietet der Entwurf zeitvarianter Matrizen L(t) und
V (t), der im Rahmen dieser Arbeit nur angerissen wurde, erhebliches Po-
tential. Dieses ist insbesondere dann gegeben, wenn sich die Charakteristik
der auf das System einwirkenden Sto¨rungen mit der Zeit a¨ndert. Denkbar
ist beispielsweise, dass das Rauschen eines Sensors durch Temperaturein-
flu¨sse mit der Zeit ansteigt. In Verbindung mit einer Online-Scha¨tzung von
Dd ko¨nnte dann eine Anpassung der Beobachterparametrierung erfolgen.
In dieser Arbeit wurden stets Systeme untersucht, fu¨r die ny ≥ nf gilt.
Insbesondere wenn Sensorfehler mit betrachtet werden ist es jedoch denk-
bar, dass die Anzahl der mo¨glichen Fehler die Anzahl der Messgro¨ßen
u¨bersteigt, das heißt, dass ny < nf gilt. In solchen Fa¨llen ist es prinzipiell
mo¨glich, mehrere Fehler zu Fehlergruppen zusammenzufassen. Wa¨hlt man
die Anzahl der Fehlergruppen entsprechend der Anzahl der Messgro¨ßen,
so kann angestrebt werden, der MatrixGrf (s) eine Blockdiagonalstruktur
aufzupra¨gen. Dann ist zumindest eine blockweise Fehlerisolation mo¨glich.
Es kann also ermittelt werden, aus welcher Fehlergruppe ein Fehler aufge-
treten ist. Neben der Frage nach Existenzbedingungen stellt sich die Ent-
wurfsfrage fu¨r eine nominale Systemdynamik ebenso wie die Frage nach
der Optimierung der Robustheit. Daru¨ber hinaus ist zu untersuchen, wie
die Fehler am gu¨nstigsten zu gruppieren sind.
Ebenso wie fu¨r die beobachterbasierten Methoden ist es auch fu¨r allge-
meine Fehlerisolationsfilter mo¨glich, Sto¨rungen gezielt in eingeschra¨nkten
Frequenzbereichen zu betrachten und somit zusa¨tzliches Prozesswissen
fu¨r eine Verbesserung der Sto¨runterdru¨ckung zu nutzen. Weiterhin ist
es auch denkbar, das bisher fest vorgegebene Referenzmodell simultan
zu optimieren. Dies ist einerseits durch eine Formulierung als Standard-
Regelungsproblem realisierbar oder mittels eines Path-Following-Ansatzes.
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Erweiterung auf gro¨ßere Systemklassen. Die Betrachtungen im
Rahmen dieser Arbeit waren stets auf lineare zeitinvariante Systeme kon-
zentriert. Die Ergebnisse ko¨nnen als Grundlage dienen, auch Klassen
nichtlinearer Systeme, lineare zeitvariante oder lineare parametervariable
(LPV) Systeme zu betrachten. Insbesondere letztere stellen im Bereich
der Fehlerdiagnose ein aktives und viel beachtetes Forschungsfeld dar (s.
zum Beispiel [92, 152]). Grund hierfu¨r ist unter anderem, dass sich viele
nichtlineare Systeme in einem relevanten Arbeitsbereich als Quasi-LPV
Systeme modellieren lassen. Somit ko¨nnte das Problem der Fehlerisolation
fu¨r nichtlineare Systeme auf Methoden zum Entwurf von FIOs oder FIFs
fu¨r lineare (parametervariable) Systeme zuru¨ckgefu¨hrt werden.
Erweiterung auf umfassendere Problemstellungen. Neben den
genannten Punkten bieten sich Anknu¨pfungen zu umfassenderen Problem-
stellungen. Ein zur Zeit intensiv erforschtes Gebiet stellen sogenannte
Multi-Agenten-Systeme dar, die aus einer Vielzahl kooperierender oder
konkurrierender Einzelsysteme bestehen. In ju¨ngerer Vergangenheit wur-
den Fragen der Fehlerdiagnose innerhalb solcher Systeme aufgeworfen.
Dabei ist einerseits eine kooperative Fehlerisolation denkbar, bei der die
einzelnen Agenten den Informationsaustausch untereinander dazu nutzen,
Fehler im Gesamtsystem schneller oder zuverla¨ssiger zu isolieren oder dies
durch die Kooperation erst zu ermo¨glichen [17]. Andererseits kann auch
das bewusste Sto¨ren der Kommunikation seitens eines Agenten als Fehler
aufgefasst werden [171]. Dann kann es mittels einer Fehlerisolation gelin-
gen, den entsprechenden Agenten zu identifizieren und aus dem Netzwerk
auszuschließen. In beiden Fa¨llen ist ein Einsatz der im Rahmen dieser
Arbeit vorgestellten Methoden denkbar.
Fu¨r den zuverla¨ssigen Betrieb technischer Systeme stellen Methoden der
Fehlerisolation beziehungsweise der Fehlerdiagnose im Allgemeinen ledig-
lich eine Zwischenstufe dar. Ziel ist letztendlich die Schaffung fehlertole-
ranter Systeme, um die Verfu¨gbarkeit zu erho¨hen [16]. In dieser Hinsicht
ist zu untersuchen, inwiefern sich die erarbeiteten Methoden zur Fehler-
isolation beispielsweise zur Rekonfiguration der Regelung nutzen lassen.
Nicht zuletzt werfen die Ergebnisse der Arbeit Fragen bezu¨glich der
praktischen Anwendbarkeit in realen Systemen auf. Zwar erfolgte bereits
im Rahmen dieser Arbeit sowohl die Erprobung anhand von Simulationen
als auch anhand von Messungen an Laborpru¨fsta¨nden. Reale industrielle
Problemstellungen bringen jedoch wesentlich komplexere Fragestellungen
mit sich und es ist zu untersuchen, inwieweit sich die erzielten Ergebnisse
in diesem Umfeld anwenden lassen.
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A Mathematische Sa¨tze und
Lemmata
Satz A.1 (Rangsatz). Gegeben sei eine Matrix P ∈ Rn×m. Dann gelten
nach [150, Abschnitt 4.4] die Beziehungen
rang (P ) + dim (ker (P )) = m,
rang (P ) + dim (lker (P )) = n,
wobei ker (P ) der Rechtsnullraum und lker (P ) der Linksnullraum von P
ist.
Lemma A.1. Gegeben seien zwei Matrizen A ∈ Rn×m und B ∈ Rm×p.
Dann gilt nach [14, Proposition 2.5.8] die Ungleichung
rang (A) + rang (B) ≤ m+ rang (AB) .
Lemma A.2. Gegeben seien zwei invertierbare Matrizen A ∈ Rn×n und
B ∈ Rn×n. Dann gilt
A−1 −B−1 = B−1 (B −A)A−1 = −A−1 (A−B)B−1.
Beweis. Der Ausdruck A−1 −B−1 kann geschrieben werden als
B−1
(
BA−1 −BB−1) = B−1 (BA−1 − In) .
Demnach gilt
A−1 −B−1 = B−1 ((B −A)A−1) = B−1 (B −A)A−1.
Der zweite Teil des Lemmas folgt analog.
Lemma A.3. Gegeben seien zwei invertierbare Matrizen P ∈ Rn×n und
Q ∈ Rm×m. Dann gilt nach [223, Abschnitt 1.2.5]
P−1 ⊗Q−1 = (P ⊗Q)−1 .
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Lemma A.4. Gegeben seien zwei Matrizen P ∈ Rn×r und Q ∈ Rr×m.
Dann gilt nach [223, Abschnitt 1.2.5]
(P ⊗ Is) (Q⊗ Is) = (PQ)⊗ Is.
Lemma A.5. Gegeben sei eine Matrix X ∈ Rn×m. Dann gilt
rang (X) ≤ r nach [68, Abschnitt 3.2] genau dann, wenn Matrizen
Y = Y T ∈ Rn×n und Z = ZT ∈ Rm×m existieren, sodass[
Y X
⋆ Z
]
 0,
rang (Y ) + rang (Z) ≤ 2r
gilt.
Lemma A.6. Gegeben seien eine positiv definite, symmetrische Matrix
X0 ∈ Rn×n, eine symmetrische Matrix ∆X ∈ Rn×n und ein positiver
Skalar α. Dann gilt ‖∆X‖2 < α ‖X0‖2, wenn[
αX0 ∆X
⋆ αX0
]
≻ 0. (A.1)
Beweis. Aus (A.1) folgt mittels des Schur-Komplement-Lemmas
αX0 −∆X · (αX0)−1 ·∆X ≻ 0. (A.2)
DaX0 positiv definit ist, existiert nach [14, S. 278] eine eindeutige, positiv
definite Matrix X
1/2
0 und somit auch X
−1/2
0 . Multipliziert man (A.2) mit
α sowie beidseitig mit X
−1/2
0 , so ergibt sich
α2In −
(
X
−1/2
0 ·∆X ·X−1/20
)
·
(
X
−1/2
0 ·∆X ·X−1/20
)
≻ 0.
Es ist also (
X
−1/2
0 ·∆X ·X−1/20
)2
≺ α2In,
was nach Lemma 3.5 gleichbedeutend mit∥∥∥X−1/20 ·∆X ·X−1/20 ∥∥∥
2
< α (A.3)
ist. Nach [14, Korollar 9.4.9] gilt fu¨r die induzierte 2-Norm
‖AB‖2 ≤ ‖A‖2 · ‖B‖2. Außerdem gilt nach [14, Fakt 9.11.13] die Bezie-
hung
‖X0‖2 =
∥∥∥X1/20 ·X1/20 ∥∥∥
2
=
∥∥∥X1/20 ∥∥∥
2
·
∥∥∥X1/20 ∥∥∥
2
.
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Damit folgt∥∥∥X−1/20 ·∆X ·X−1/20 ∥∥∥
2
· ‖X0‖2 =∥∥∥X1/20 ∥∥∥
2
·
∥∥∥X−1/20 ·X0 ·X−1/20 ∥∥∥
2
·
∥∥∥X1/20 ∥∥∥
2
≥
∥∥∥X1/20 ·X−1/20︸ ︷︷ ︸
In
·∆X · X−1/20 ·X1/20︸ ︷︷ ︸
In
∥∥∥
2
= ‖∆X‖2 .
(A.4)
Fasst man (A.3) und (A.4) zusammen, ergibt sich
‖∆X‖2
‖X0‖2
≤
∥∥∥X−1/20 ·∆X ·X−1/20 ∥∥∥
2
< α,
sodass (A.1) die Einhaltung von ‖∆X‖2 < α ‖X0‖2 impliziert.
Beweis des Bounded-Real-Lemmas. Es wird gezeigt, dass die LMI in
Satz 3.1 hinreichend ist fu¨r ‖Gyu(s)‖∞ < γ. Zuna¨chst wird eine Kongru-
enztransformation mit T = diag
(√
γIn,
√
γInn , 1/
√
γIny
)
durchgefu¨hrt,
woraus mit der Variablentransformation P := γP
He (PA) PB CT⋆ −γ2Inu DT
⋆ ⋆ −Iny

 ≺ 0
folgt. Die Anwendung des Schur-Komplement-Lemmas (Lemma 3.3) liefert
dann [
He (PA) PB
⋆ 0
]
+
[
CTC CT
⋆ −γ2Inu +DTD
]
≺ 0.
Somit gilt fu¨r beliebige [xT uT]T 6= 0 die Beziehung[
xT uT
] [He (PA) PB
⋆ 0
] [
x
u
]
<
[
xT uT
] [−CTC −CTD
⋆ γ2Inu −DTD
] [
x
u
]
︸ ︷︷ ︸
−yTy+γ2uTu
.
(A.5)
Setzt man nun eine Speicherfunktion1) V (x) = xTPx an, so ist
V˙ (x,u) = x˙TPx+ xTP x˙ =
[
xT uT
] [He (PA) PB
⋆ 0
] [
x
u
]
.
1)Der Begriff stammt aus der Dissipativita¨tstheorie, auf die an dieser Stelle nicht na¨her
eingegangen wird.
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Mit (A.5) folgt daraus
V˙ < γ2uTu− yTy. (A.6)
Da das System stabil ist, ist limt→∞V (x) = x∞ = 0. Nimmt man weiter-
hin den Anfangszustand x0 = 0 an, so ergibt die zeitliche Integration von
(A.6)
∞∫
0
V˙ (x,u)dτ = V (x∞)−V (x0) = 0 < γ2
∞∫
0
uT(τ)u(τ)dτ−
∞∫
0
yT(τ)y(τ)dτ.
Demnach ist √∫∞
0
yT(τ)y(τ)dτ√∫∞
0 u
T(τ)u(τ)dτ
= ‖Guy(s)‖∞ < γ.
Der Beweis, dass die LMI aus Satz 3.1 auch notwendig ist, findet sich zum
Beispiel in [272].
Bemerkung A.1 (Erla¨uterungen zum verallgemeinerten Kalman-Yakubo-
vich-Popov-Lemma). In seiner allgemeinen Form besagt das Kalman-
Yakubovich-Popov-Lemma (KYP-Lemma, [179]), dass die Aussagen
1a.
[
(jωI −A)−1B
I
]H
Θ
[
(jωI −A)−1B
I
]
≺ 0 fu¨r alle ω und
1b.
[
A B
I 0
]H [
0 P
P 0
] [
A B
I 0
]
+Θ ≺ 0 mit einer hermiteschen Matrix
P
fu¨r steuerbare Paare (A,B) a¨quivalent sind. Da fu¨r die erste Aussage un-
endlich viele Frequenzen ω zu u¨berpru¨fen sind, la¨sst sie sich lediglich gra-
fisch auswerten. Fu¨r die zweite Aussage ist dagegen lediglich eine Matrix-
ungleichung zu lo¨sen, was eine numerische Analyse erlaubt.
Durch die Wahl von
Θ =
[
C D
0 I
]H
Γ
[
C D
0 I
]
lassen sich auf Grundlage der allgemeinen Form des KYP-Lemmas unter-
schiedliche Eigenschaften von U¨bertragungsmatrizen untersuchen, denn es
ist [
C D
0 I
] [
(jωI −A)−1B
I
]
=
[
C(jωI −A)−1B +D
I
]
=
[
G(jω)
I
]
.
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Eingesetzt in die Aussagen 1a und 1b ergibt sich die A¨quivalenz von
2a.
[
G(jω)
I
]H
Γ
[
G(jω)
I
]
≺ 0 und
2b.
[
A B
I 0
]H [
0 P
P 0
] [
A B
I 0
]
+
[
C D
0 I
]H
Γ
[
C D
0 I
]
≺ 0.
Wie in Abschnitt 3.2.2 angegeben lassen sich durch eine entsprechende
Wahl der Matrix Γ unterschiedliche Eigenschaften des Systems untersu-
chen. Fu¨r
Γ =
[
I 0
0 −γ2I
]
ergibt sich einerseits aus 2a[
G(jω)
I
]H [
I 0
0 −γ2I
] [
G(jω)
I
]
= G(jω)H ·G(jω)− γ2I ≺ 0
⇒ G(jω)H ·G(jω) ≺ γ2I
⇒ σ (G(jω)) < γ ⇒ ‖G(jω)‖∞ < γ
und andererseits aus 2b[
He (PA) +CTC PB +CTD
⋆ DTD − γ2I
]
≺ 0.
Mit einer positiv definiten Matrix P folgt daraus durch Anwendung
des Schur-Komplement-Lemmas (Satz 3.3) das Bounded-Real-Lemma
(Satz 3.1). In analoger Art und Weise la¨sst sich mit
Γ =
[−I 0
0 γ2I
]
ein Zusammenhang fu¨r die gro¨ßte untere Schranke des kleinsten Sin-
gula¨rwertes von G(jω), also fu¨r ‖G(jω)‖−, herleiten. Fu¨r
Γ =
[
0 −I
−I 0
]
wiederum folgt aus 1a und 1b die A¨quivalenz
G(jω)H +G(jω)  0 ⇔
[
He (PA) PB −CT
⋆ −DT −D
]
 0.
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Fu¨hrt man zwei beliebige Matrizen Υ und Λ ein, so ist die Matrix
−
[
ΥT
ΛT
] [
Υ Λ
]
negativ semidefinit. Dementsprechend ist G(jω)H + G(jω)  0 erfu¨llt,
wenn es Matrizen P ≻ 0, Υ und Λ gibt, sodass die Gleichungen
He (PA) = −ΥTΥ,
PB −CT = −ΥTΛ,
D +DT = ΛTΛ
erfu¨llt sind. Diese werden in der Literatur ha¨ufig als Kalman-Yakubovich-
Popov-Gleichungen [125] bezeichnet.
Das verallgemeinerte Kalman-Yakubovich-Popov-Lemma (GKYP-
Lemma, [112, 113]) erweitert obige Betrachtungen auf beschra¨nkte be-
ziehungsweise halboffene Frequenzintervalle. Anstelle von[
0 P
P 0
]
wird dazu gema¨ß [112] in 1b die Matrix
Ξ = Φ⊗ Y +Ψ⊗X
angesetzt. Die Matrizen Φ und Ψ definieren dabei jeweils quadratische
Formen
fq(jω,Φ) =
[
jω
1
]H
Φ
[
jω
1
]
, fq(jω,Ψ) =
[
jω
1
]H
Ψ
[
jω
1
]
.
Diese beschreiben wiederum den Frequenzbereich Ω, wobei
Ω = {ω | fq(jω,Φ) = 0, fq(jω,Ψ) ≥ 0}
gilt. Die Forderung fq(jω,Φ) = 0 ist offensichtlich durch die Wahl von
Φ =
[
0 1
1 0
]
erfu¨llt, denn es gilt
fq(jω,Φ) =
[−jω 1] [0 1
1 0
] [
jω
1
]
= −jω + jω = 0.
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Fu¨r nach oben durch ωh begrenzte Frequenzbereiche gilt nun beispielsweise
mit der Wahl von
Ψ =
[−1 0
0 ω2h
]
die Beziehung
fq(jω,Ψ) =
[−jω 1] [−1 0
0 ω2h
] [
jω
1
]
= −ω2 + ω2h ≥ 0
⇒ ω ≤ ωh.
Ebenso lassen sich Matrizen Ψ fu¨r nach unten beziehungsweise beidseitig
beschra¨nkte Frequenzintervalle finden und zusammenfassend gilt
Ψlow =
[−1 0
0 ω2h
]
⇒ ω ≤ ωh,
Ψmid =
[ −1 jωc
−jωc −ωlωh
]
⇒ ωl ≤ ω ≤ ωh,
Ψhigh =
[
1 0
0 −ω2l
]
⇒ ω ≥ ωl.
Durch Auswertung der Kroneckerprodukte ergeben sich dann die in
Satz 3.2 in Abschnitt 3.2.2 angesetzten Matrizen Ξ in ihrer kompakten
Form. Das Kalman-Yakubovich-Popov-Lemma fu¨r alle Frequenzen ergibt
sich als Spezialfall, bei dem keine Einschra¨nkungen hinsichtlich ω gelten.
Dazu ist lediglich Ψ = 0 zu setzen. Dann ist fq(jω,Ψ) ≥ 0 fu¨r alle ω
erfu¨llt und Ω beschreibt einen unbeschra¨nkten Frequenzbereich.
Beweis von Lemma 4.5. Die A¨quivalenz 1. ⇔ 2. ist in [67] fu¨r das duale
Problem des Entkopplungsreglerentwurfs gezeigt.
Um die Implikation 2. ⇒ 3. zu zeigen, wird ein a¨hnlicher Beweis wie in
[137] vollzogen. Dazu werden die Matrizen
Eˇa(s) =
[
eˇa1(s) · · · eˇanf (s)
]
,
eˇai(s) =
{
0 , δi = 0,∑δi−1
k=0 s
δi−k−1Akeai , δi ≥ 1,
Eˇs(s) = diag
(
sδ1 , . . . ,sδnf
)
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eingefu¨hrt. Mit diesen Matrizen wird die Matrix
Mˇ = − (sIn −A) Eˇa(s) +EaEˇs(s) berechnet, deren Spalten durch
mˇi = −
(
δi−1∑
k=0
(
sδi−kAk − sδi−k−1Ak+1)eai
)
+ sδieai = A
δieai
gegeben sind. Zu beachten ist dabei, dass Mˇ unabha¨ngig von s ist. Wei-
terhin entsprechen die Spalten von CEˇa(s) + EsEˇs(s) fu¨r δi ≥ 1 dem
Ausdruck CAδi−1eai und fu¨r δi = 0 der i-ten Spalte der Sensorfehlerma-
trix Es. Somit la¨sst sich[
sIn −A Ea
−C Es
]
︸ ︷︷ ︸
Π(s)
[
In −Eˇa(s)
0 Eˇs(s)
]
=
[
sIn −A Mˇ
−C D∗
]
︸ ︷︷ ︸
Πˇ(s)
schreiben. Die Berechnung der Determinanten fu¨hrt dann auf
det (Π(s)) · sδ = det (Πˇ(s)) . (A.7)
Wenn nach 2. die MatrixD∗ invertierbar ist, la¨sst sich nach [150, Abschnitt
6.2] die entsprechende Determinante umformen zu
det
(
Πˇ(s)
)
= det (D∗) ·det
(
(sIn −A) +CD∗−1Mˇ
)
,
was ein Polynom vom Grad n ist. Dies impliziert, dass det (Π(s)) in (A.7)
ein Polynom vomGrad n−δ ist. Da der Grad von det (Π(s)) der Anzahl der
invarianten Nullstellen des Systems (A,Ea,C,Es) entspricht, folgt daraus,
dass n− δ = µ gilt, wenn D∗ invertierbar ist.
Abschließend ist 2. ⇐ 3. zu zeigen. Dazu wird erneut von (A.7) ausge-
gangen. Da der Grad von det (Π(s)) der Anzahl der invarianten Nullstellen
des Systems entspricht, ergibt sich aus 3., dass det (Π(s)) ein Polynom vom
Grad n − δ ist. Wegen (A.7) ist also det (Πˇ(s)) ein Polynom vom Grad
n. Der Beweis, dass daraus die Invertierbarkeit von D∗ folgt, wird durch
Widerspruch gefu¨hrt.
Angenommen sei, dass D∗ nicht invertierbar ist, also mindestens einen
Eigenwert in null besitzt. Dann existiert eine A¨hnlichkeitstransformation
mit einer Matrix R, die D∗ in die Jordanform
R−1D∗R =
[
J0 0
0 Pu
]
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u¨berfu¨hrt. Dabei ist J0 ein Jordanblock zu einem Eigenwert 0. Der Rang
der Matrix Πˇ(s) a¨ndert sich durch die A¨hnlichkeitstransformation[
In 0
0 R−1
] [
sIn −A Mˇ
−C D∗
] [
In 0
0 R
]
=
[
sIn −A MˇR
−R−1C R−1D∗R
]
nicht. Partitioniert man nun die resultierende Matrix, so erha¨lt man
[
sIn −A MˇR
−R−1C R−1D∗R
]
=

 sIn −A MˇRl MˇRr− (R−1)
o
C J0 0
− (R−1)
u
C 0 Pu

 .
Diese Matrix wird von links mit einer weiteren regula¨ren Matrix multipli-
ziert, sodass der Rang weiterhin unvera¨ndert bleibt. Es ergibt sich
In 0 −MˇRrP−1u0 I 0
0 0 I



 sIn −A MˇRl MˇRr− (R−1)
o
C J0 0
− (R−1)
u
C 0 Pu


=

sIn −A+ MˇRrP−1u
(
R−1
)
u
C MˇRl MˇRr − MˇRrP−1u Pu
− (R−1)
o
C J0 0
− (R−1)
u
C 0 Pu


=

 sIn −A+ MˇRrP
−1
u
(
R−1
)
u
C MˇRl 0
− (R−1)
o
C J0 0
− (R−1)
u
C 0 Pu

 .
Aufgrund der sich ergebenden Blockdreiecksstruktur folgt, dass der
Grad von det
(
Πˇ(s)
)
dem Grad von
det
([
sIn −A+ MˇRrP−1u
(
R−1
)
u
C MˇRl
− (R−1)
o
C J0
])
= det (Υ(s))
entspricht. Da im unteren rechten Block von Υ(s) die Matrix
J0 =


0 1 0 · · · 0
...
. . .
. . .
. . .
...
...
. . .
. . . 0
...
. . . 1
0 · · · · · · · · · 0


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auftaucht, die eine Nullspalte entha¨lt, muss der Grad von det (Υ(s)) klei-
ner als n sein und (A.7) kann nicht gelten. Demnach ist fu¨r n− δ = µ die
Nichtinvertierbarkeit von D∗ ausgeschlossen.
Beweis von Lemma 4.7. Die Dimension von Λu ergibt sich unmittelbar
aus dem Rangsatz A.1 unter Annahme 4.7. Fu¨r die Matrix Λo erkla¨rt sich
die Dimension wie folgt: Die Matrix
Ψ =
[
D
∗⊥
[
0κ×(nf−κ)
Inf−κ
]]
=

Qo 0 0Qu Inf−κ−γ 0
0 0 Iγ

 ∈ Rnf×nf
hat aufgrund ihrer Blockdreiecksstruktur offensichtlich vollen Rang, daQo
invertierbar ist. Dementsprechend gilt
nf − κ = rang
(
D
∗
)
= rang
(
D
∗ ·Ψ
)
= rang
(
D
∗ ·D∗⊥ +D∗
[
0κ×(nf−κ)
Inf−κ
])
= rang (Z) .
Es ergibt sich somitZZ+ = Inf−κ und aus dem Rangsatz A.1 folgt schließ-
lich ⊥Z ∈ Rκ×nf , was die Dimension von Λo begru¨ndet.
Weiterhin ist die aus (4.45) resultierende Matrix H invertierbar. Um
dies zu zeigen, werden (4.45a) und (4.45b) von rechts mit der Matrix Z
multipliziert. Es ergibt sich wegen ny = nf[
Ho
Hu
]
Z =HZ =
[
Inf−κ
0κ×(nf−κ)
]
.
Damit ist rang (HZ) = rang (Z) = nf − κ und folglich hat H vollen
Rang.
Beweis von Lemma 4.10. Fu¨r die Matrix A
′
ergibt sich
A
′
=
[
In 0
0 Tmr
] [
A 0
0 A
] [
In 0
0 T−1mr
]
=
[
A 0
0 TmrAT
−1
mr
]
. (A.8)
Entsprechend (4.65) ist die Matrix A darin gegeben durch
A =
[
a+ jb 0
0 a− jb
]
⊗ Iα−1.
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Gema¨ß den Rechenregeln fu¨r Kroneckerprodukte (s. Lemma A.3 in An-
hang A) gilt fu¨r Tmr die Beziehung
Tmr=
([
1 −j
1 j
]
⊗ Iα−1
)−1
=
[
1 −j
1 j
]−1
⊗Iα−1 =
[
0,5 0,5
0,5j −0,5j
]
⊗Iα−1.
Unter Anwendung einer weiteren Rechenregel fu¨r Kroneckerprodukte (s.
Lemma A.4 in Anhang A) folgt damit
TmrAT
−1
mr =
([
0,5 0,5
0,5j −0,5j
]
⊗ Iα−1
)
·
([
a+ jb 0
0 a− jb
]
⊗ Iα−1
)
·
([
1 −j
1 j
]
⊗ Iα−1
)
=
([
0,5 0,5
0,5j −0,5j
] [
a+ jb 0
0 a− jb
] [
1 −j
1 j
])
⊗ Iα−1
=
[
a b
−b a
]
⊗ Iα−1.
Damit ist bewiesen, dass die durch (A.8) gegebene Matrix reell ist.
Fu¨r die Aktorfehlermatrix E
′
a gilt mit der eingefu¨hrten A¨hnlichkeits-
transformation
E
′
a =
[
In 0
0 Tmr
] [
EaF
0
]
= E˜a.
Die Matrix bleibt also unvera¨ndert und ist ebenso wie E˜a reell.
Gleiches gilt fu¨r B
′
= B˜, D
′
= D˜ =D und die Sensorfehlermatrix
E
′
s = E˜s = EsF .
Um daru¨ber hinaus zu zeigen, dass auch C
′
reell ist, wird die Aus-
gangsmatrix C˜ des Gesamtsystems nach den beiden Systemerweiterungen
aufgrund von η1 und η2 betrachtet. Mit einer gemeinsamen Matrix Λ fu¨r
beide Erweiterungen lautet sie gema¨ß (4.69)
C˜ =
[
C Θ1(η1)Λ Θ2(η2)Λ
]
. (A.9)
Nach (4.68) ist Θ1(η1) gegeben durch
Θ1(η1) =
(
C (η1In −A)−1Ea +Es
)
F Z˜f . (A.10)
Bezeichnet man mit A1 und C1 die System- beziehungsweise Ausgangs-
matrix des Gesamtsystems nach der ersten Systemerweiterung, so la¨sst
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sich Θ2(η2) schreiben als
Θ2(η2) =
([
C C1
](
η2In+α−1 −
[
A 0
0 A1
])−1 [
Ea
0
]
+Es
)
F Z˜f
=
([
C C1
] [η2In −A 0
0 η2Iα−1 −A1
]−1 [
Ea
0
]
+Es
)
F Z˜f
=
(
C (η2In −A)−1Ea +Es
)
F Z˜f . (A.11)
Da η1 und η2 ein konjugiert komplexes Nullstellenpaar bilden, zeigt der
Vergleich von (A.10) und (A.11), dass der dritte Spaltenblock in (A.9) das
konjugiert Komplexe des zweiten Spaltenblocks ist. Weiterhin ist in[
Θ1(η1)Λ Θ2(η2)Λ
]
=
[
Θ1(η1)Λ (Θ1(η1)Λ)
]
die (i+ α− 1)-te Spalte jeweils das konjugiert Komplexe der i-ten Spalte.
Daraus folgt, dass
[
Θ1(η1)Λ (Θ1(η1)Λ)
]([1 −j
1 j
]
⊗ Iα−1
)
︸ ︷︷ ︸
T
−1
mr
eine reelle Matrix ist. Dies impliziert, dass
C
′
=
[
C Θ1(η1)Λ Θ2(η2)Λ
] [In 0
0 T−1mr
]
︸ ︷︷ ︸
T−1
(A.12)
reell ist.
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B Dynamische
Entkopplungsregler fu¨r
lineare Systeme
Betrachtet werden lineare zeitinvariante Systeme der Form
x˙ = Ax+Bu, (B.1a)
y = Cx+Du (B.1b)
mit x ∈ Rn, u ∈ Rnu , y ∈ Rny und Matrizen entsprechender Dimen-
sionen. Angenommen wird dabei nu = ny. Fu¨r derartige Systeme wer-
den zwei Verfahren fu¨r den Entwurf dynamischer Entkopplungsregler fu¨r
Systeme der Form (B.1) vorgestellt. In Auszu¨gen wurden diese bereits in
[232, 234, 239] publiziert.
Den bekannten Definitionen [67, 185] folgend werden die Begriffe der
Differenzenordnungen und der Entkoppelbarkeitsmatrix eingefu¨hrt.
Definition B.1 (Differenzenordnungen). Fu¨r ein System der Form (B.1)
sind die Differenzenordnungen der Ausga¨nge definiert als
δi =
{
0 , dTi 6= 0T,
min
k
{
k : cTi A
k−1B 6= 0T} , dTi = 0T.
Durch Summation aller Differenzenordnungen ergibt sich die Differenz-
ordnung δ des Systems zu
δ =
ny∑
i=0
δi.
Definition B.2 (Entkoppelbarkeitsmatrix). Fu¨r ein System der Form
(B.1) mit den Differenzenordnungen δi ist die Entkoppelbarkeitsmatrix
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definiert als
D∗ =


d∗1
T
...
d∗ny
T

 ,
d∗i
T =
{
dTi , δi = 0,
cTi A
δi−1B , δi ≥ 1.
Auf dieser Grundlage werden hinsichtlich der Strecke (B.1) die folgenden
Annahmen getroffen.
Annahme B.1. Das Paar (A,B) ist vollsta¨ndig steuerbar.
Annahme B.2. Die Entkoppelbarkeitsmatrix D∗ hat vollen Rang.
Annahme B.3. Das System (A,B,C,D) ist minimalphasig.
Wie unter anderem in [67, 185] gezeigt wird, sind die Annahmen B.1
bis B.3 hinreichend fu¨r den Entwurf statisch stabiler Entkopplungsregler
der Form u = −Kx + Fw. Es ergeben sich fu¨r die U¨bertragungsmatrix
Gyw(s) die Diagonalelemente
gi,i(s) =
zi,0
sδi + qi,δi−1s
δi−1 + . . .+ qi,1s+ qi,0
. (B.2)
Mit Ausnahme nicht verkoppelnder Nullstellen in der abgeschlossenen
rechten s-Halbebene [123, 136, 138, 139] ist die Bedingung B.3 auch not-
wendig. Dieser Sonderfall wird hier jedoch nicht na¨her betrachtet.
In den folgenden Abschnitten werden dynamische Entkopplungsregler
der Form
ψ˙ = Auψ +Bu,xx+Bu,ww, (B.3a)
u = Cuψ +Du,xx+Du,ww (B.3b)
mit ψ ∈ Rnc herangezogen. U¨blicherweise kommen solche dynamischen
Regler zum Einsatz, wenn die Annahmen B.2 und/oder B.3 nicht erfu¨llt
sind. Wie zum Beispiel in [137, 140] gezeigt, lassen sich unter schwa¨cheren
Annahmen dynamische Regler zur Diagonalisierung von Gyw(s) entwer-
fen. In diesem Kapitel werden dynamische Regler der Form (B.3) fu¨r Syste-
me angewendet, welche die Annahmen B.1 bis B.3 erfu¨llen. Dadurch ist es
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mo¨glich, eine gegenu¨ber (B.2) erweiterte Dynamik der Diagonalelemente
von Gyw(s) der Form
gi,i(s) =
∑ρ
j=0 zi,js
j
sδi+ρ +
∑δi+ρ−1
k=0 qi,ks
k
(B.4)
zu realisieren.
B.1 Entwurf dynamischer
Entkopplungsregler im Laplace-Bereich
Fu¨r den Entwurf wird die verallgemeinerte Entkoppelbarkeitsmatrix D∗(s)
eingefu¨hrt. Sie ist im Gegensatz zur in Definition B.2 eingefu¨hrten Ent-
koppelbarkeitsmatrix abha¨ngig von den vorgegebenen Nennerkoeffizienten
der Diagonalelemente gi,i(s) und definiert durch
Definition B.3 (Verallgemeinerte Entkoppelbarkeitsmatrix). Fu¨r ein
System der Form (B.1) mit den Differenzenordnungen δi, i = 1, . . . ,ny,
ist die verallgemeinerte Entkoppelbarkeitsmatrix D∗(s) definiert als
D∗(s) =


d∗1
T(s)
...
d∗ny
T(s)


mit
d∗i
T(s) = cTi
ρ−1∑
l=0
sl
(
Aρ−1−l +
ρ−1−l∑
k=1
qi,k+l
)
B + . . .
+ dTi
(
sρ +
ρ−1∑
l=0
slqi,l
) (B.5)
fu¨r δi = 0 beziehungsweise
d∗i
T(s) = cTi
ρ∑
l=0
sl
(
Aδi+ρ−1−l +
ρ−1−l∑
k=0
qi,δi+k+lA
δi+k−1
)
B (B.6)
fu¨r δi ≥ 1.
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Zwar ha¨ngt die Matrix von den Nennerkoeffizienten von gi,i(s) ab, je-
doch gilt
Lemma B.1. Erfu¨llt ein System der Form (B.1) die Annahme B.2, so
ist die verallgemeinerte Entkoppelbarkeitsmatrix unabha¨ngig von der Wahl
von qi,j fu¨r fast alle s ∈ C invertierbar.
Beweis. Die verallgemeinerte Entkoppelbarkeitsmatrix D∗(s) la¨sst sich
zerlegen in
D∗(s) =D∗s0 + s ·D∗s1 + . . .+ sρ ·D∗sρ .
Dabei zeigt sich durch Auswertung der Gleichungen (B.5) beziehungsweise
(B.6) fu¨r l = ρ, dass
d∗i
T(s)
∣∣∣
l=ρ
= sρ ·
{
dTi , δi = 0,
cTi A
δi−1B , δi ≥ 1
gilt. Daher entsprichtD∗sρ der Entkoppelbarkeitsmatrix des Systems (B.1)
und ist nach Annahme B.2 invertierbar. Damit istD∗(s) fu¨r fast alle s ∈ C
invertierbar, da Terme in geringeren Potenzen von s den Normalrang von
D∗(s) nicht reduzieren ko¨nnen, wenn D∗sρ vollen Rang hat.
Der folgende Satz liefert das auf Definition B.3 basierende Entwurfs-
verfahren fu¨r dynamische Entkopplungsregler. Es kann als unmittelbare
Erweiterung des klassischen Ergebnisses aus [67] aufgefasst werden.
Satz B.1 (Entwurf dynamischer Entkopplungsregler mit erweiterter Dy-
namik der Diagonalelemente im Frequenzbereich). Gegeben sei ein System
der Form (B.1), welches die Annahmen B.1–B.3 erfu¨llt, und ein Skalar
ρ ∈ N. Sei D∗(s) die verallgemeinerte Entkoppelbarkeitsmatrix nach De-
finition B.3, dann fu¨hrt die dynamische Zustandsru¨ckfu¨hrung
u(s) = −D∗−1(s) ·M ·x(s) +D∗−1(s) ·N(s) ·w(s)
mit
mTi = c
T
i
(
Aδi+ρ +
δi+ρ−1∑
k=0
qi,kA
k
)
,
nTi (s) =
[
0 · · · 0
ρ∑
j=0
zi,js
j
︸ ︷︷ ︸
i-te Spalte
0 · · · 0]
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auf eine diagonale U¨bertragungsmatrix Gyw(s) mit den Diagonalelemen-
ten (B.4).
Beweis. Entsprechend (B.4) muss fu¨r den i-ten U¨bertragungskanal im
Laplace-Bereich
sδi+ρyi + . . .+ sqi,1yi + qi,0yi = s
ρzi,ρwi + . . .+ zi,0wi (B.7)
gelten. Fu¨r Ausga¨nge mit δi = 0 ist nach Definition B.1
yi(s) = c
T
i x(s) + d
T
i u(s), (B.8a)
s · yi(s) = cTi Ax(s) + cTi Bu(s) + s ·dTi u(s), (B.8b)
s2 · yi(s) = cTi A2x(s) + cTi ABu(s) + s · cTi Bu(s) + s2 ·dTi u(s), (B.8c)
...
sl · yi(s) = cTi
(
Alx(s) +
ρ−1∑
k=0
sk ·Al−1−kBu(s)
)
+ sl ·dTi u(s). (B.8d)
Ebenfalls anhand von Definition B.1 und der Systemdynamik (B.1) erge-
ben sich fu¨r Ausga¨nge mit δi ≥ 1 die in den Laplace-Bereich transformier-
ten zeitlichen Ableitungen zu
sk · yi(s) = cTi Akx(s), ∀k = 0, . . . ,δi − 1, (B.9a)
sδi · yi(s) = cTi
(
Aδix(s) +Aδi−1Bu(s)
)
, (B.9b)
sδi+1 · yi(s) = cTi
(
Aδi+1x(s) +
(
Aδi + s ·Aδi−1)Bu(s)) , (B.9c)
...
sδi+lyi(s) = c
T
i
(
Aδi+lx(s) +
ρ∑
k=0
sk ·Aδi+ρ−1−kBu(s)
)
. (B.9d)
Setzt man (B.8) und (B.9) in (B.7) ein, so ergibt sich die Bestimmungs-
gleichung

d∗1
T(s)
...
d∗ny
T(s)


︸ ︷︷ ︸
D∗(s)
·u(s) = −


mT1
...
mTny


︸ ︷︷ ︸
M
·x(s) +


nT1 (s)
...
nTny (s)


︸ ︷︷ ︸
N(s)
·w(s),
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wobei D∗ der Definition B.2 entspricht undM und N(s) den in Satz B.1
angegebenen Matrizen. Da D∗(s) nach Lemma B.1 fu¨r fast alle s ∈ C
invertierbar ist, handelt es sich bei
u(s) = −D∗−1(s) ·M ·x(s) +D∗−1(s) ·N(s) ·w(s)
um einen entkoppelnden dynamischen Regler, welcher auf die Diagonal-
elemente (B.4) fu¨hrt.
Der Entwurf nach Satz B.1 liefert den gesuchten dynamischen Regler im
Frequenzbereich. Fu¨r eine Implementierung ist es abschließend notwendig,
eine Zustandsraumrealisierung des Reglers zu berechnen. Dies kann bei-
spielsweise wie in [52] gezeigt erfolgen.
B.2 Entwurf dynamischer
Entkopplungsregler im Zeitbereich
Das im vorangegangenen Abschnitt erarbeitete Entwurfsverfahren fu¨r dy-
namische Entkopplungsregler liefert einen Regler im Frequenzbereich, der
in eine Zustandsraumrealisierung u¨berfu¨hrt werden muss. Im Gegensatz
dazu wird in diesem Abschnitt gezeigt, wie sich in einfacher Art und Weise
eine entkoppelnde dynamische Zustandsru¨ckfu¨hrung parametrieren la¨sst,
wenn lediglich die Nennerordnung der Diagonalelemente gegenu¨ber (B.2)
vergro¨ßert wird.
Es soll also
gi,i(s) =
zi,0
sδi+ρ +
∑δi+ρ−1
k=0 qi,ks
k
(B.10)
erreicht werden. Dazu wird eine virtuelle dynamische Erweiterung der Re-
gelstrecke vorgenommen, wie sie in Abbildung B.1 gezeigt ist. Es wird eine
Kette von ρ Integratorblo¨cken vor die Strecke geschaltet. Die Ausga¨nge der
Integratorblo¨cke werden mit ζi, i = 1, . . . ,ρ− 1, bezeichnet, wobei jeweils
ζ ∈ Rnu gilt. Der Ausgang des letzten Integratorblocks ist die reale Stell-
gro¨ße u. Fu¨r die virtuelle, erweiterte Regelstrecke ist ζρ die Stellgro¨ße. Mit
dem Zustandsvektor x˜ = [xT uT ζT1 . . . ζ
T
ρ−1]
T ∈ Rn+ρnu ergibt sich
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B C
D
A
F˜ · · ·
K˜
...
x yuw ζρ ζρ−1 ζρ−2
–
Abbildung B.1: Virtuelle Systemerweiterung fu¨r dynamische Entkopplungs-
regler
daraus die erweiterte Strecke zu
˙˜x =


A B 0 · · · 0
0 0 Inu
. . .
...
...
. . .
. . . 0
0 · · · · · · 0 Inu
0 · · · · · · · · · 0


︸ ︷︷ ︸
A˜
x˜+


0
...
...
0
Inu


︸ ︷︷ ︸
B˜
ζρ, (B.11a)
y =
[
C D 0 · · · 0]︸ ︷︷ ︸
C˜
x˜. (B.11b)
Anhand von Abbildung B.1 la¨sst sich bereits vermuten, dass die Dif-
ferenzenordnungen δ˜i gegenu¨ber der realen Strecke durch die Integrator-
blo¨cke jeweils um ρ erho¨ht werden. In der Tat gilt
Lemma B.2. Gegeben sei ein System der Form (B.1), welches die Annah-
men B.1–B.3 erfu¨llt. Wird das System um ρ dem Eingang vorgeschaltete
Integratorblo¨cke dynamisch erweitert, so gilt fu¨r die Differenzenordnun-
gen des erweiterten Systems δ˜i = δi + ρ. Weiterhin ist das resultierende
erweiterte System entkoppelbar und fu¨r seine Entkoppelbarkeitsmatrix gilt
D˜∗ =D∗.
Beweis. Der Beweis ergibt sich im Wesentlichen durch sukzessives Poten-
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zieren der Matrix A˜, die durch
A˜ =


A B 0 · · · 0
0 0 Inu
. . .
...
...
. . .
. . . 0
0 · · · · · · 0 Inu
0 · · · · · · · · · 0


gegeben ist. Fu¨r ihre Potenzen gilt dann
A˜2 =


A2 AB B 0 · · · 0
0 0 0 Inu
. . .
...
...
...
...
. . .
. . . 0
0 0 0 · · · 0 Inu
0 0 0 · · · · · · 0
0 0 0 · · · · · · 0


, (B.12a)
...
A˜ρ−1 =


Aρ−1 Aρ−2B · · · B 0
0 0 · · · 0 Inu
0 0
. . . 0
...
...
. . .
. . .
...
0 0 · · · · · · 0

 , (B.12b)
A˜ρ+k =


Aρ+k Aρ+k−1B · · · AkB
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0

 , ∀k ≥ 0. (B.12c)
Es ist ersichtlich, dass die letzten knu Zeilen von A˜
k Nullzeilen sind. Fu¨r
die Matrix A˜ρ−2 verbleiben somit n + 2nu Zeilen, die Nichtnullelemente
enthalten, wobei gema¨ß der Systematik in (B.12) der 3. Zeilenblock im
letzten Spaltenblock die Einheitsmatrix Inu entha¨lt. Daraus ergibt sich
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fu¨r Ausga¨nge mit δi = 0 die Beziehung
c˜Ti A˜
kB˜ =
[
cTi d
T
i 0
T · · · 0T]


0
...
0
Inu
0
...
0


= 0T, k = 1, . . . ,ρ− 2. (B.13)
Fu¨r k = ρ− 1 folgt aus (B.12)
c˜Ti A˜
ρ−1B˜ =
[
cTi d
T
i 0
T · · · 0T]


0
Inu
0
...
0

 = d
T
i = d
∗
i
T 6= 0T. (B.14)
Aus (B.13) und (B.14) folgt gema¨ß der Definition B.1 der Differenzen-
ordnungen, dass fu¨r Ausga¨nge mit δi = 0 im erweiterten System δ˜i = ρ
gilt.
In a¨hnlicher Art und Weise werden Ausga¨nge mit δi ≥ 1 betrachtet.
Fu¨r sie ist dTi = 0
T, woraus unmittelbar c˜Ti A˜
kB˜ = 0T fu¨r k = 0, . . . ,ρ− 1
folgt. Fu¨r ho¨here Potenzen in A˜ ist nach (B.12)
c˜Ti A˜
ρ+kB˜ =
[
cTi d
T
i 0
T · · · 0T]


AkB
0
...
0

 = cTi AkB.
Also ist c˜Ti A˜
kB˜ = 0T fu¨r k = 0, . . . ,ρ+ δi − 2 und
c˜Ti A˜
ρ+δi−1B˜ = cTi A
δi−1B = d∗i
T 6= 0T. (B.15)
Dementsprechend wird auch fu¨r Ausga¨nge mit δi ≥ 1 die Differenzenord-
nung um ρ erho¨ht und es ist δ˜i = δi+ρ. Aus (B.14) und (B.15) geht daru¨ber
hinaus hervor, dass die Zeilen der Entkoppelbarkeitsmatrix des erweiterten
Systems denen der Entkoppelbarkeitsmatrix des urspru¨nglichen Systems
entsprechen, was D˜∗ =D∗ bedingt.
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Durch Lemma B.2 ist gezeigt, dass sich durch die vorgeschlagene Sys-
temerweiterung ein entkoppelbares System mit erho¨hten Differenzenord-
nungen ergibt. Das folgende Lemma macht daru¨ber hinaus eine Aussage
u¨ber die invarianten Nullstellen des erweiterten Systems.
Lemma B.3. Gegeben sei ein System der Form (B.1), welches die An-
nahmen B.1–B.3 erfu¨llt. Wird das System um ρ dem Eingang vorgeschal-
tete Integratorblo¨cke dynamisch erweitert, so entsprechen die invarianten
Nullstellen des erweiterten Systems den invarianten Nullstellen des ur-
spru¨nglichen Systems.
Beweis. Fu¨r die Rosenbrock’sche Systemmatrix des erweiterten Systems
gilt
Π˜(s) =
[
sIn+ρnu−A˜ −B˜
C˜ 0
]
=


sIn −A −B 0 · · · 0
0 sInu −Inu
. . .
...
...
. . .
. . .
. . . 0
0 · · · 0 sInu −Inu
C D 0 · · · 0

 .
Die schrittweise Entwicklung der Determinante von Π˜(s) nach Spalten,
die jeweils nur ein Nichtnullelement enthalten, fu¨hrt auf
det
(
Π˜(s)
)
=
∣∣∣∣sIn −A −BC D
∣∣∣∣ = det (Π(s)) .
Da die Determinanten von Π˜(s) und Π(s) u¨bereinstimmen, entspre-
chen die invarianten Nullstellen des erweiterten Systems denen des ur-
spru¨nglichen Systems.
Gemeinsam mit Lemma B.2 zeigt Lemma B.3, dass fu¨r das dynamisch
erweiterte System (B.11) eine statische entkoppelnde Zustandsru¨ckfu¨hrung
entworfen werden kann, welche auf einen stabilen Regelkreis fu¨hrt, wenn
das urspru¨ngliche System die Annahmen B.1 bis B.3 erfu¨llt. Mithilfe des
folgenden Satzes la¨sst sich auf dieser Grundlage ein statischer Entkopp-
lungsregler fu¨r das erweiterte System entwerfen. Daru¨ber hinaus liefert er
eine direkte Parametrierung eines dynamischen Entkopplungsreglers fu¨r
das urspru¨ngliche System.
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Satz B.2 (Entwurf dynamischer Entkopplungsregler mit erweiterter Dy-
namik der Diagonalelemente im Zeitbereich). Gegeben sei ein System der
Form (B.1), welches die Annahmen B.1–B.3 erfu¨llt. Fu¨r das um ρ Inte-
gratorblo¨cke erweiterte virtuelle Gesamtsystem (B.11) ist durch
ζρ = −D∗−1M˜x˜+D∗−1N˜w
= −K˜x˜+ F˜w
mit
M˜ =


c˜T1
(
A˜ρ+δ1 +
∑ρ+δ1−1
k=0 q1,kA˜
k
)
...
c˜Tny
(
A˜ρ+δny +
∑ρ+δny−1
k=0 qny,kA˜
k
)

 ,
N˜ = diag
(
z1,0, . . . ,zny,0
)
ein statisch stabiler Entkopplungsregler gegeben. Mit der Partitionierung
K˜ =
[
K˜x K˜u K˜ζ1 · · · K˜ζρ−1
]
erha¨lt man durch
Au =


0 Inu 0 · · · 0
...
. . .
. . .
. . .
...
...
. . .
. . . 0
0 · · · · · · 0 Inu
−K˜u −K˜ζ1 −K˜ζ2 · · · −K˜ζρ−1

 ,
Bu,x =


0
...
0
−K˜x

 , Bu,w =


0
...
0
F˜

 ,
Cu =
[
Inu 0 · · · 0
]
, Du,x = 0, Du,w = 0
die Parametrierung eines dynamischen Entkopplungsreglers fu¨r das ur-
spru¨ngliche System, welcher in Gyw(s) auf Diagonalelemente der Form
(B.4) fu¨hrt.
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Beweis. Es werden die zeitlichen Ableitungen der einzelnen Ausgangs-
gro¨ßen yi betrachtet, wobei aufgrund der in Lemma B.2 ermittelten Diffe-
renzenordnungen fu¨r das erweiterte System
yi = c˜
T
i x˜ = c
T
i x, (B.16a)
y˙i = c˜
T
i A˜x˜, (B.16b)
...
(ρ+δi−1)
yi = c˜
T
i A˜
ρ+δi−1x˜, (B.16c)
(ρ+δi)
yi = c˜
T
i A˜
ρ+δi x˜+ c˜Ti A˜
ρ+δi−1B˜ζρ
= c˜Ti A˜
ρ+δi x˜+ d∗i
T
ζρ (B.16d)
gilt. Fu¨r den i-ten U¨bertragungskanal muss entsprechend (B.10) im Zeit-
bereich
(ρ+δi)
yi +qi,ρ+δi−1
(ρ+δi−1)
yi + . . .+ qi,1y˙i + qi,0yi = zi,0wi
gelten. Setzt man in diese Beziehung die zeitlichen Ableitungen (B.16) ein,
so ergibt sich fu¨r jeden U¨bertragungskanal eine vom Regler zu erfu¨llende
Gleichung. Fasst man diese Gleichungen in Matrixschreibweise zusammen,
so ergibt sich die Bestimmungsgleichung
M˜x˜+D∗ζρ = N˜w,
wobei M˜ und N˜ in Satz B.2 gegeben sind. Da D∗ nach Voraussetzung
invertierbar ist, gilt K˜ =D∗−1M˜ und F˜ =D∗−1N˜ .
Es verbleibt zu zeigen, dass die angegebene Parametrierung des dynami-
schen Reglers das gewu¨nschte U¨bertragungsverhalten gewa¨hrleistet. Dazu
wird zuna¨chst die Dynamik des geschlossenen Regelkreises bestehend aus
der erweiterten Strecke und dem durch K˜ und F˜ parametrierten Regler
betrachtet. Sie ergibt sich zu
˙˜x =
(
A˜− B˜K˜
)
x˜+ B˜F˜w,
y = C˜x˜.
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Dabei gilt fu¨r die Systemmatrizen
A˜− B˜K˜ =


A B 0 · · · 0
0 0 Inu
. . .
...
...
. . .
. . . 0
0 · · · · · · 0 Inu
0 · · · · · · · · · 0

+ . . .
−


0
...
...
0
Inu


[
K˜x K˜u K˜ζ1 · · · K˜ζρ−1
]
=


A B 0 · · · 0
0 0 Inu
. . .
...
...
. . .
. . . 0
0 · · · · · · 0 Inu
−K˜x −K˜u −K˜ζ1 · · · −K˜ζρ−1

 , (B.17a)
B˜F˜ =


0
...
0
Inu

 F˜ =


0
...
0
F˜

 , C˜ = [C D 0 · · · 0] . (B.17b)
Demgegenu¨ber wird das U¨bertragungsverhalten zwischen den Fu¨hrungs-
und den Ausgangsgro¨ßen fu¨r das mittels einer dynamischen Zu-
standsru¨ckfu¨hrung geregelte urspru¨ngliche System betrachtet. Durch Ein-
setzen von (B.3) in (B.1) ergibt sich[
x˙
ψ˙
]
=
[
A+BDu,x BCu
Bu,x Au
] [
x
ψ
]
+
[
BDu,w
Bu,w
]
w,
y =
[
C +DDu,x DCu
] [x
ψ
]
+DDu,xw.
Setzt man in dieses System die Parametrierung des dynamischen Reglers
B.2 Entwurf im Zeitbereich 369
aus Satz B.2 ein, so folgt aus dem Vergleich mit (B.17)[
A+BDu,x BCu
Bu,x Au
]
= A˜− B˜K˜,[
BDu,w
Bu,w
]
= B˜F˜ ,[
C +DDu,x DCu
]
= C˜,
DDu,x = 0.
Folglich realisieren die dynamisch erweiterte Strecke mit statischem Reg-
ler und die urspru¨ngliche Strecke mit dynamischem Regler das gleiche
U¨bertragungsverhalten.
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C.1 Beispiele zum Entwurf von FIOs fu¨r
nominale Systeme
C.1.1 Quadratisches System, CE 150
Modellhubschrauber
FIO-Parametrierung
L =


9,1421 −1,6875
12,0792 −12,1150
0,0015 −0,0000
−0,0367 7,6792
−0,0021 19,6500
−0,0030 −0,1396

 , V =
[
0,5751 −0,0000
0,0194 0,8927
]
C.1.2 Erweiterte Diagonalelemente, CE 150
Modellhubschrauber
DFIO-Parametrierung
Lp =


−0,0000 −0,0000
−0,0000 −0,0000
−0,0000 −0,0000
−0,0000 −0,0000
−0,0000 −0,0000
−0,0000 −0,0000

 , Li =


76,0925 −23,0837
26,0608 −111,3328
0,0025 0,0000
−0,1469 78,5650
−0,5522 107,7370
0,0196 0,9003

 ,
Φ =
[−17,1421 1,6875
0,0476 −15,1792
]
, Γ =
[
1,0000 0,0000
0,0000 1,0000
]
,
Vζ =
[
4,0256 0,0000
0,1533 7,0385
]
, Vy =
[
0,0000 0,0000
0,0000 0,0000
]
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C.1.3 Statisch nicht isolierbares System, DHC-2
Beaver
DFIO 1. Ordnung
Lp =


0,0000 1,0119
0,0000 −2,0732
0,0000 −7,0168
0,0000 3,6789

 , Li =


15,3286
−15,8367
−13,0332
−6,7948

 ,
Φ =
[−64,3722] , Γ = [22,2767 −1,3300] ,
Vζ =
[
0,0365
11,2045
]
, Vy =
[
0,0000 −1,9115
0,0000 −0,2355
]
C.1.4 Nicht minimalphasiges System, Verladebru¨cke
DFIO 2. Ordnung
Lp =


−36,6101 0,0000
2987,9054 −0,0000
−2123,5550 −0,0000
2413,4270 −0,0000

 , Li =


0,0000 −0,0000
−0,0000 0,0000
−0,0000 −0,0000
−0,0000 0,0000

 ,
Φ =
[−6,5000 3,2833
−3,2163 −0,0000
]
, Γ =
[−33,1910 −0,1037
−2,7401 0,0011
]
,
Vζ =
[
61,4027 −0,0000
0,0000 0,0000
]
, Vy =
[−0,9796 0,9796
79,1035 0,0000
]
C.1.5 Doppelt erweitertes System, DHC-2 Beaver
FIO fu¨r doppelt erweitertes Gesamtsystem
L˜ =


0,9472 0,0512
−0,4452 −0,0102
−1,0264 0,0206
−0,5933 0,0617
9,2045 −0,0281
52,7098 215,7669

 , V˜ =
[
0,0025 −0,0654
0,5747 −0,0060
]
C.1.6 Nichtquadratisches System, Hydraulik
Parameter des Beispielsystems: Ak = 50cm
2, m1 = 2kg, m2 = 4kg,
k1 = 20N/cm, k2 = 100N/cm, R = 2Ns/cm, d = 0,5Ns/cm,
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K1 = 3N/cm
2V, K2 = 7500cm
5/Ns, T = 1,25s.
Zustandsraummodell
A =


−0,8 0 0 0 0
0 0 1 0 0
25 −60 −1,4167 50 0,25
0 0 0 0 1
0 25 0,125 −25 −0,625

 , B =


−2,4
0
0
0
0

 ,
C =

0 1 0 0 00 0 0 1 0
0 0 0 0 1

 , Ea =


−2,4 0
0 0
0 0,5
0 0
0 −0,25


FIO-Parametrierung
L =


0,0571 0,0264 0,0000
4,0333 1,6480 −2,0000
−57,3739 157,9868 −2,9167
0,0000 10,0000 1,0000
25,1292 −75,6315 2,1250

 ,
V =
[−0,1250 0,0000 −0,0000
1,5000 −0,0000 −12,0000
]
C.1.7 Teilweise Fehlerisolation, Verladebru¨cke
PFIO-Parametrierung
Lpfi =


−0,0000 −51,3101
−2,1160 3697,6130
9,0000 −58,8941
5,9579 3684,3389

 , Vpfi =
[−192,0000 158,0161
−0,0000 15,2928
]
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C.2 Beispiele zum Entwurf robuster FIOs
C.2.1 Quadratisches System, CE 150
Modellhubschrauber
FIO-Parametrierung mit optimierten Beobachtereigenwerten
Lopt,ew =


1,6429 −1,6875
0,0544 3,0697
−0,1122 0,0000
0,3953 −1,3191
−2,6397 28,0482
1,5184 −12,2360

 , Vopt,ew =
[
0,0751 0,0000
−0,1076 0,8669
]
DFIO-Parametrierung
Lp =


−0,0000 −0,0000
−0,0000 −0,0000
−0,0000 −0,0000
−0,0000 −0,0000
−0,0000 −0,0000
−0,0000 −0,0000

 , Li =


115,6176 −29,0608
108,5355 −170,9342
−0,0062 0,0000
−0,2165 115,6554
−0,5123 220,0266
0,0116 0,5342

 ,
Φ =
[−19,5301 1,6875
0,0443 −17,7212
]
, Γ =
[
1,0000 0,0000
0,0000 1,0000
]
,
Vζ =
[
7,1393 0,0000
0,2719 12,4825
]
, Vy =
[
0,0000 0,0000
0,0000 0,0000
]
C.2.2 Quadratisches System, Verladebru¨cke
FIO-Parametrierung zur exakten Fehlerisolation
Lexakt =


0,0000 −41,3101
−2,1160 3114,5124
7,0000 −48,3101
−2,0421 3102,5124

 , Vexakt =
[−115,2000 115,2000
−0,0000 35,6831
]
FIO-Parametrierung mit relaxierten strukturellen Anforderungen
Lrelax =


−42,7368 1,5321
2831,6814 271,7471
−35,8422 −5,2616
2831,3338 260,7919

 , Vrelax =
[−101,1161 90,6482
0,3182 34,6557
]
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C.2.3 Nichtquadratisches System, Hydraulik
FIO-Parametrierung
Lopt =


0,0571 0,2861 0,0000
4,0333 −40,5352 −2,0000
−57,3739 −146,5418 −2,9167
0,0000 31,3918 1,0000
25,1292 84,4399 2,1250

 ,
Vopt =
[−0,1250 −0,1923 −0,0000
1,5000 0,0010 −12,0000
]
FIO-Parametrierung (optimierte Eigenwerte)
Lopt,ew =


0,5242 −1,1193 −0,0000
3,6394 −12,9645 −2,0000
−49,6616 −157,3011 0,0833
−0,0000 44,6316 1,0000
25,2674 90,0773 0,6250

 ,
Vopt,ew =
[−0,4200 −2,7725 −0,0000
0,7500 0,0157 −6,0000
]
C.2.4 Nichtquadratisches System, Hydraulik
(beschra¨nkter Frequenzbereich)
FIO-Parametrierung (Path-Following)
Lopt,ff,pf =


0,0571 0,2186 0,0000
4,0333 −46,2987 −2,0000
−57,3739 −187,4794 −2,9167
−0,0000 36,7920 1,0000
25,1292 105,5976 2,1250

 ,
Vopt,ff,pf =
[−0,1250 −0,4913 −0,0000
1,5000 −318,7807 −12,0000
]
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FIO-Parametrierung (rangbeschra¨nkte LMI)
Lopt,ff,rc =


0,0571 125,4438 0,0000
4,0333 −808,0975 −2,0000
−57,3739 −901,5167 −2,9167
−0,0000 43,8465 1,0000
25,1292 87,4832 2,1250

 ,
Vopt,ff,rc =
[−0,1250 33,6022 0,0000
1,5000 −503,8981 −12,0000
]
C.2.5 Nichtquadratisches System, akademisches
Beispiel (unsichere Parameter)
Initiale FIO-Parametrierung
Linit =

6,0000 2,0000 10,00001,1905 2,0000 4,1905
0,2432 0,0000 3,2432

 ,
Vinit =
[−0,0000 4,0000 −0,0000
−0,7500 −0,0000 0,7500
]
Optimierte FIO-Parametrierung
Lopt =

 9,1810 2,0000 13,1810−1,3112 2,0000 1,6888
−1,9332 0,0000 1,0668

 ,
Vopt =
[
9,2848 4,0000 9,2848
−1,5582 0,0000 −0,0582
]
C.2.6 Partielle Fehlerisolation
Akademisches Beispiel
Vergleich der FIO-Parametrierungen
Lffi =
[
1,2987 −1,9351
0,5195 2,5260
]
, Vffi =
[−1,6623 −4,8831
−0,3506 −0,4675
]
,
Lpfi,VMS =
[
2,5131 −0,3158
−0,6950 0,9067
]
, Vpfi,VMS =
[
1,7662 −0,3118
−0,3506 −0,4675
]
,
Lpfi,pf =
[
2,1294 −0,8275
−0,3112 1,4184
]
, Vpfi,pf =
[
1,6923 −0,4103
−0,3506 −0,4675
]
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Verladebru¨cke
Vergleich der FIO-Parametrierungen
Lffi =


0,0000 −51,3101
−2,1160 3697,6130
9,0000 −60,3101
5,9579 3677,6130

 , Vffi =
[−192,0000 192,0000
−0,0000 15,2928
]
,
Lpfi,VMS =


−0,0000 −51,3101
−2,1160 3697,6130
9,0000 −60,0311
5,9579 3680,5394

 , Vpfi,VMS =
[−192,0000 139,2834
0,0000 15,2928
]
,
Lpfi,pf =


0,0000 −51,3101
−2,1160 3697,6130
9,0000 −55,6398
5,9579 3680,5261

 , Vpfi,pf =
[−192,0000 103,1742
−0,0000 15,2928
]
C.3 Beispiele zum Entwurf von FIFs
C.3.1 FIFs fu¨r nominale Systeme
Hydrauliksystem
FIF voller Ordnung (nfilt = 9)
Af=


−3,0110 0,0068 −0,0003 0,0003 0,0000 −0,0000 −0,0000 0,0001 −0,0000
2,9767 −4,8606 0,0945 0,0019 0,0021 0,0000 −0,0003 −0,0001 0,0000
−0,9110 0,7378 −2,6168 −0,0133 −0,0168 0,0005 0,0002 0,0010 −0,0002
−0,2220 4,5945 10,9597 −2,1195 −0,1661 0,0094 −0,0040 0,0065 −0,0009
−4,2176 1,6459 −3,2347 0,5304 −1,2968 0,0057 −0,0002 0,0069 −0,0012
−0,0214 −0,2497 −0,4612 0,3073 −0,7087 −9,5510 5,1927 2,7593 −0,6795
−7,7562 −0,6636 −0,2712 0,1556 −0,3554 −3,6714 −8,5746 0,9172 −0,9812
14,1962 1,0387 −0,0479 0,0582 −0,1447 −1,4916 0,9257 −9,7160 −0,3669
0,2008 0,1207 0,3186 −0,1975 0,4626 4,6661 6,7871 3,5673 −8,0215


,
Bf,u=


0,0012
−0,0160
−0,3492
−3,9881
−2,2600
0,0649
0,0055
0,0023
−0,0032


, Bf,y =


0,7005 −0,7937 0,0418
1,1039 0,9539 0,5125
−0,2955 −0,1102 −0,1899
−0,0290 −0,9614 0,1664
−0,0715 −0,9183 −0,1200
0,0547 0,0241 −0,0047
−0,0033 0,0251 0,2415
0,0675 −0,0637 −0,4533
−0,0350 0,0081 0,0001


,
Cf=
[
1,2785 0,1212 1,5983 −0,7169 1,0179 −0,0000 0,0010 −0,0000 −0,0002
372,7147 31,4890 1,2257 −0,1080 −0,0198 0,0003 −0,0047 0,0067 0,0005
]
,
Df,u=
[
−0,0000
−0,0000
]
, Df,y =
[
−0,1250 0,1796 −0,0000
1,5000 −2,9773 −11,9998
]
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FIF reduzierter Ordnung bei Erweiterung der Dynamik des zweiten
U¨bertragungskanals um einen zusa¨tzlichen Pol (nfilt = n+ 1 = 6)
Af =


−1,0360 2,4465 −0,0006 −0,0005 −0,0001 −0,0000
−2,3795 −5,9640 0,0014 0,0008 −0,0006 0,0000
0,0007 0,0123 −0,3072 −0,9960 −0,5191 0,0012
−0,0021 0,0429 0,9468 −1,6734 −2,6069 0,0054
−0,0107 0,0072 −0,2458 0,9439 −4,0250 0,0180
0,0001 0,0003 0,0002 −0,0013 −0,0051 −9,8022

 ,
Bf,u =


0,0000
0,0000
−0,6329
0,7120
−0,2748
0,0002

 , Bf,y =


9,3551 −9,2910 −0,7457
8,7966 −9,1808 2,8450
−0,0064 0,0029 −0,0327
0,1399 0,1379 −0,2019
0,3284 0,2530 −0,2350
0,0004 0,0010 0,0006

 ,
Cf =
[
0,0049 0,0256 0,6338 0,7657 0,5501 −0,0012
13,2059 −13,0292 0,0033 0,0029 0,0005 0,0000
]
,
Df,u =
[
0,0012
0,0000
]
, Df,y =
[−0,1291 0,0000 −0,0026
0,0154 −0,0000 −0,1230
]
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DHC-2 Beaver
Einfach erweitert (invariante Nullstelle kompensiert, nfilt = n+ 1)
Af =


−2,4492 0,2851 −0,3174 1,4161 −1,0310
−3,5134 −6,1836 5,8482 2,3393 3,7181
3,0461 19,4930 −22,4315 6,5726 19,1594
0,5906 −7,0275 6,9848 −7,7712 −5,7853
−8,7201 −37,6504 40,0675 −6,9181 −35,3443

 ,
Bf,u =


−0,2855 −0,0604
−0,2028 0,6034
−0,2568 0,6789
−0,6268 −0,0008
0,1474 0,1830

 , Bf,y =


−0,4655 0,7316
4,8408 0,3950
−16,6497 1,2755
5,9483 −0,9273
31,0698 −1,5655

 ,
Cf =
[
6,8995 0,0721 0,3143 −3,0816 0,8679
0,8320 −0,2053 −1,5936 1,9559 6,8721
]
,
Df,u =
[
0,0000 −0,0000
−0,0000 0,0000
]
, Df,y =
[
0,0043 −1,9088
−0,0103 −0,2351
]
Doppelt erweitert (invariante Nullstelle nicht kompensiert, nfilt = n+ 2)
Af =


−1,3194 0,1587 −3,4518 2,6202 1,2587 −0,2607
0,0687 −1,4498 −0,7070 1,5709 −1,7974 0,1582
0,3387 0,2073 −5,8240 0,6551 −0,4680 −0,7877
−0,0888 −0,1519 −2,2268 −5,2720 −1,5109 1,3581
−0,4028 0,3007 4,2128 −0,3380 −2,8933 1,4750
−0,1776 −0,0114 −1,6100 0,5981 −0,4955 −5,9587

 ,
Bf,u =


−0,2543 −0,0042
0,0098 −0,2483
0,0688 0,1334
−0,0738 0,0468
−0,1573 0,2846
−0,4498 −0,0415

 , Bf,y =


−0,1985 −0,1300
0,1717 −0,0832
−1,7387 −0,4616
−3,1277 0,4256
1,1249 0,3232
0,1214 −0,2022

 ,
Cf =
[
4,5342 −0,3946 6,6673 −4,9262 −2,5787 0,1288
0,0228 4,7796 1,8587 −3,4893 3,8362 −0,3730
]
,
Df,u =
[
0,0000 0,0001
0,0000 −0,0000
]
, Df,y =
[
0,0055 −0,1357
0,0055 −0,0082
]
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C.3.2 Robustheit von FIFs bezu¨glich exogener
Sto¨rungen
Hydrauliksystem
FIF voller Ordnung (nfilt = 9)
Af=
[
Af,1 Af,2
]
, Af,1 =


−3,0948 −0,1272 0,0026 0,0111 −0,0049
−13,0008 −19,5382 −1,1962 0,0476 −0,0190
−3,9250 −4,7568 −3,4365 −0,5692 0,2538
−7,8152 7,7734 −22,7836 −20,1523 7,6550
4,0431 −0,7464 5,2612 10,0115 −6,2509
41,6326 −55,9834 111,3573 148,3390 −72,4655
−34,1334 22,7867 −45,0573 −59,5774 29,2279
124,7468 −2,0876 2,2655 3,1889 −1,5624
44,4151 −58,4695 117,7362 155,5448 −76,3358


,
Af,2=


−0,0013 −0,0052 0,0000 0,0001
−0,0062 −0,0037 −0,0011 0,0001
0,0659 0,1099 0,0146 −0,0005
2,1205 3,2052 0,4440 −0,0100
−1,1638 −1,7106 −0,2400 0,0097
−18,8632 −25,9919 −3,6117 0,0919
6,8681 −36,3817 1,1788 −1,7925
−0,3677 2,5393 −44,3628 0,3391
−17,8967 88,6544 12,3782 −27,2275


,
Bf,u=


−0,0012
0,1034
−1,3823
4,6123
9,5129
−9,2297
0,1285
0,0013
−0,0369


, Bf,y =


4,0478 −4,2565 0,3839
−3,1226 −16,3481 −1,2579
−0,9664 −4,0523 −0,6131
4,3582 −0,9244 −0,6190
−2,3148 2,1079 0,0320
−37,6741 −0,0333 0,0078
14,7784 0,0589 2,8655
1,7621 −0,0009 −20,4917
−39,5273 0,5477 0,0063


,
Cf=
[
0,1405 −0,1921 0,4929 0,3831 −0,0601 0,0535 −0,0006 −0,0003 0,0003
72,5373 −0,5435 −0,0310 0,0736 −0,0347 −0,0093 0,0234 0,0072 −0,0080
]
,
Df,u=
[
−0,0000
−0,0000
]
, Df,y =
[
−0,1246 −0,0041 −0,0001
1,4878 −0,0023 −11,9991
]
FIF reduzierter Ordnung (nfilt = n = 5) mit ho¨herer Gewichtung der
380 C Parameter der Beispielsysteme
Sto¨rungen
Af =


−2,9984 −0,0001 0,0093 −0,0115 0,0097
−0,0492 −0,3785 −2,3316 0,8363 −0,3469
−0,4748 0,7231 −6,9544 5,8060 −2,3032
0,0960 0,6234 1,3443 −4,2260 3,0463
−0,0006 0,0534 −1,1495 1,0341 −4,3286

 ,
Bf,u =


−0,0005
0,5944
−0,3810
−0,4571
−0,1013

 , Bf,y =


−12,6720 12,8697 −1,2210
−0,2049 0,0025 −0,0481
−1,6008 0,4316 −0,0831
0,5839 0,1564 −0,1127
−0,1916 −0,1797 0,0682

 ,
Cf =
[ −0,0536 −0,6306 −1,7030 0,7653 −0,2881
−18,1024 0,0002 0,0278 −0,0367 0,0300
]
,
Df,u =
[−0,0002
0,0001
]
, Df,y =
[−0,2663 −0,0100 −0,0508
1,1734 0,0153 −9,3174
]
C.3.3 Robustheit von FIFs bezu¨glich unsicherer
Parameter
Akademisches Beispiel
FIF voller Ordnung (nfilt = 5)
Af =


−2,2267 6,8429 −2,2755 1,6256 −0,0003
−3,0393 −16,1957 3,5274 −2,6863 0,0022
−1,4648 −1,7787 −10,2312 11,7749 0,0003
1,1460 −3,0646 5,0945 −16,9580 0,0004
0,0002 0,0014 0,0031 −0,0030 −18,6386

 ,
Bf,u =


1,3640
−0,3565
1,3755
0,1978
−0,0001

 , Bf,y =


−1,2109 3,0132 2,3868
5,0352 −1,3549 5,0076
1,0707 2,1343 −0,0884
0,3769 −1,7031 0,2137
−0,0004 −0,0003 −0,0001

 ,
Cf =
[−4,2211 5,9474 −2,0930 1,4651 −0,0003
0,5344 4,1256 1,7945 −0,9904 −0,0004
]
,
Df,u =
[
0,0138
−0,0023
]
, Df,y =
[
0,2255 4,6723 0,1579
−1,2700 0,0723 0,2543
]
381
D Vero¨ffentlichungen und
studentische Arbeiten
Im Rahmen der Ta¨tigkeit als wissenschaftlicher Mitarbeiter am Fachge-
biet Regelungstheorie und Robotik sind die Publikationen [83, 96, 131,
132, 224–242, 250] entstanden. Im unmittelbaren Zusammenhang mit der
Arbeit stehen [83, 224–232, 234–241, 250], ebenso wie die in Tabelle D.1
aufgefu¨hrten studentischen Arbeiten.
Tabelle D.1: U¨bersicht studentischer Arbeiten
Art Titel
Studienarbeit LMI-basierter Entwurf robuster Zustandsbeobachter
Studienarbeit Robuste Zustandsscha¨tzung mittels dynamisch erweiter-
ter Beobachter
Studienarbeit LMI-basierter Entwurf robuster Fehlerisolationsbeobach-
ter fu¨r unsichere lineare Systeme
Bachelorarbeit Beobachterbasierte Fehlerisolation in nicht-quadra-
tischen Systemen
Studienarbeit Entkopplungsregelungen fu¨r u¨beraktuierte Systeme
Projektseminar Beobachterbasierte Fehlerisolation am Beispiel einer elek-
tronischen Drosselklappe
Studienarbeit Robuste Fehlerisolation mithilfe von Beobachterba¨nken
Bachelorarbeit Beobachterbasierte Fehlerisolation nicht-minimalpha-
siger Systeme
Studienarbeit Fehlerisolation mittels allgemeiner dynamischer Filter
Projektseminar Anwendung evolutiona¨rer Algorithmen fu¨r die Fehleriso-
lation
Masterarbeit Entwurf robuster Beobachter fu¨r die teilweise Fehleriso-
lation
Projektseminar Sensor- und Aktorfehlerlokalisierung am Beispiel einer
Verladebru¨cke
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