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Abstract
We review the PCT-theorem and problems connected with its
demonstration. We add a new proof of the PCT-theorem in the theory
of local observables which is similar to that one of Jost in Wightman
quantum field theory. We also look at consequences in case the PCT-
symmetry is given on the algebraic level. At the end we present some
examples which answer general questions and throw some light on open
problems.
1 Introduction
Before starting to discuss the different aspects of the PCT-theorem we collect
some terminology and notations that we shall be using. This is necessary
because the notions in the literature are not unique.
1.1 On quantum field theory
The term Lagrangian or Wightman field theory means quantum field the-
ory with “point like” localized fields. More precisely, the fields are operator
∗permanent address
1
2valued distributions and the field operators are supposed to transform co-
variantly under a continuous unitary representation of the connected part
P↑+ of the Poincare´ group, or at least of the subgroup of space-time transla-
tions. The representation of the translations is required to fulfill the spec-
trum condition and the representation space shall contain a vacuum vector
(mostly assumed to be unique). It is also assumed that this vacuum vec-
tor is cyclic for the algebra generated by the field operators. For space-like
separation of the arguments the field operators shall either commute or anti-
commute. The Bose-fields have to commute with themselves and all other
fields. Fermi-fields anti-commute with Fermi-fields. The Bose-fields repre-
sent particles with integer spin and the Fermi-fields such with half-integer
spin. Therefore, the phrase “spin and statistics” means in this context the
same as “spin and commutation relations”. Para-fields, introduced by O.W.
Greenberg [26], will not be considered. Para-statistics are usually only dis-
cussed in the frame of quantum field theory of local observables, where a re-
duction to ordinary Bose- or Fermi commutation relations has been achieved
by Doplicher and Roberts in [22].
Quantum field theory of local observables (QFTLO) in the sense of Araki,
Haag and Kastler [31] is concerned with C∗-algebras A(O), associated with
bounded open regions O ⊂ Rd. These algebras shall fulfill isotony, i.e.,
O1 ⊂ O2 implies A(O1) ⊂ A(O2), and locality, i.e., if O1 and O2 are space-
like separated, then the algebras A(O1) and A(O2) commute element-wise.
Space-like separation is here defined in terms of the Minkowski metric on
R
d. For unbounded domains G the algebra A(G) is defined as the C∗-
inductive limit of {A(O) : O ⊂ G}. Usually it is assumed that the net
{A(O)} is covariant under a representation of the proper, orthochronous
Poincare´ group P↑+, or at least some subgroup G ⊂ P
↑
+, by automorphism of
A(Rd), i.e., to every g ∈ G there is assigned an automorphism αg such that
αg1αg2 = αg1g2 , and for all O
αgA(O) = A(gO). (1.1)
A QFTLO may often be defined in terms of Wightman fields by taking
as local algebras A(O) the von Neumann algebras generated by the polar
decompositions of the smeared field operators with test functions supported
in O. The local commutativity of these algebras is not a consequence of the
locality of the field alone, but several conditions which guarantee this are
known. See [10] for a review.
31.2 Representations.
A representation π of A(Rd) on a Hilbert space Hpi will always mean a
non-degenerate representation. We shall denote the von Neumann algebra
π(A(O))′′ by Mpi(O), or simply by M(O) if π is a vacuum representation
(see below). We say that weak additivity holds in the representations consid-
ered, i.e., the von Neumann algebra generated by ∪{Mpi(O+x) : x ∈ R
d} is
equalMpi(R
d) for each bounded, open O, independent of its size. Usually it
is required only for vacuum representations. When the QFTLO is covariant
under P↑+ or some subgroup G ⊂ P
↑
+ the automorphisms αg are implemented
in the representation π if there is a continuous unitary representation U of
G on Hpi such that
U(g)π(A)U∗(g) = π(αgA), A ∈ A(R
d), g ∈ G. (1.2)
By (1.1), it is clear that
U(g)Mpi(O)U
∗(g) =Mpi(gO). (1.3)
For a classification of the representations π one often takes for G the
translation group Rd or the subgroup of time translations. If a topological
group G acts on a C∗-algebra A by automorphisms αg one speaks of a
C∗ dynamical system. If a representation π of A is given, then it is of
interest to know whether or not the group action is unitarily implemented
in the representation. The answer is known up to multiplicity problems
implying that eventually one might have to to change the multiplicity of the
representation. Representations which differ at most in their multiplicity
are called quasi-equivalent. Such representations have the same folium of
states, i.e., states given by a density matrix in the representation. These are
the ultra-weakly continuous (normal) states on the von Neumann algebra
π(A)′′. For a discussion of the problem of implemented group action and its
history see [7], Section II.7. The main result is:
Theorem 1.1. (Borchers). Let {A,G, α} be a C∗-dynamical system, with
G a topological group, and let π be a representation of A. The following are
equivalent:
(i) There exists a representation π̂ of A that is quasi-equivalent to π and
such that αg is implemented in the representation π̂ by a continuous
unitary representation of G.
(ii) The folium F (π) of π is invariant under the adjoint action α∗g and the
action is strongly continuous in g on F (π) .
4A thermal representation is characterized by the group of time transla-
tions. Its representation U(t) must have an invariant vector Ωβ ∈ Hpi which
is cyclic and separating for the representation. Moreover, the representation
U(t) shall fulfill the β-KMS condition, which will be explained together with
the Tomita-Takesaki theory.
We call a representation π a particle representation if the whole trans-
lation group Rd is implemented by a unitary group U(a) that fulfills the
spectrum condition, i.e., the spectrum of U is contained in the closed, for-
ward light-cone V
+
. The name “particle representation” will be used in
accordance with the terminology in [7]. This does not imply that the mass
operator has a discrete part. In nature probably most massive particles are
infra-particles implying that there are representations such that the mass
operator has a purely continuous spectrum. A particle representation π is
called a vacuum representation, if U(a) has an invariant vector Ω and if this
vector is cyclic for the representation. Moreover, we will assume that vac-
uum representations are factor representations. A vacuum representation
will always be denoted by π0.
If π is a representation with cyclic vector Ω then we say that the Reeh-
Schlieder property holds for (π,Ω), if Ω is cyclic for every Mpi(O) with O
open and nonempty. If π is a particle representation enjoying the weak
additivity property and if ψ ∈ Hpi has compact energy support then (π, ψ)
has the Reeh-Schlieder property. For the vacuum vector it was proved by
Reeh and Schlieder [42]
1.3 Maximal local algebras.
Domains of special interest in our discussion are the wedges in Rd. They
are defined in the following manner by two non-zero light-like vectors ℓ1, ℓ2,
belonging to the boundary of the forward light-cone V + :
W (ℓ1, ℓ2) = {λℓ1 + µℓ2 + ℓ
⊥ : λ > 0, µ < 0, (ℓ⊥, ℓi) = 0, i = 1, 2}. (1.4)
The plane spanned by ℓ1 and ℓ2 will be called the characteristic two-plane
of the wedge W (ℓ1, ℓ2). The translated wedge W (ℓ1, ℓ2) + a is denoted by
W (ℓ1, ℓ2, a). The C
∗-algebra A(W ) is the algebra generated by all A(O)
with O ⊂ W . A representation π of the theory of local observables fulfills
wedge duality, if for every wedge W one has
Mpi(W )
′ =Mpi(W
′), (1.5)
5where W ′ denotes the interior of the space-like complement of W , i.e.
W (ℓ1, ℓ2)
′ = W (ℓ2, ℓ1) and Mpi(G) the von Neumann algebra generated
by π(A(G)). The index π will be dropped if π is a vacuum representation.
Another important family of domains are the double cones or other do-
mains which are the open interior of intersections of wedges. Double cones,
denoted by D, play a special role. At several occasions one assumes or de-
rives some properties of the algebras Mpi(W ) associated with wedges and
one wants to deduce corresponding properties of a double cone algebra. This
is only possible if the latter algebra can be expressed in terms of wedge al-
gebras. (For short we often use the term “double cone algebra” instead
of “algebra associated with a double cone”, and analogously for other do-
mains.) Namely, the double cone algebra must have the form
Mpi(D) = ∩{Mpi(W ) : D ⊂W}. (1.6)
If this is the case then we call Mpi(D) a maximal local algebra. It is easily
checked that the theory constructed from the maximal local algebras fulfills
all requirements of the QFTLO. IfMpi(D) is not the maximal local algebra
then one can defineMpi,max(D) by the right hand side of Eq. (1.6). If wedge
duality holds, these algebras are, indeed, the maximal extensions ofMpi(D)
compatible with locality. In general the QFTLO’s {A(O)} and {Mpi,max(O)}
will have different families of representations. We shall consider the maximal
algebras only for a vacuum representation and denote them in this case
simply by Mmax(O).
For reasons we will see later, several aspects of QFTLO can be handled by
taking as input von Neumann algebras M(W ) associated only with wedges.
Of course the algebras associated with W and W ′ have to commute. In this
case one can always define double cone algebras as on the right hand side
of (1.6) and these algebras will satisfy locality. The only problem is that in
general one does not know the their size, in particular M(W ) need not be
generated by the M(D)’s with D ⊂W .
1.4 Charge sectors.
Two representations π1, π2 of A(R
d) are quasi-equivalent if they have the
same kernel and if the isomorphism π1(A(R
d)) ↔ π2(A(R
d)) extends to
an isomorphism between the von Neumann algebras generated by the two
representations. For a C∗-algebra as complicated as (non-trivial) QFTLO
there exists at least a continuum of non-equivalent representations. There-
fore, one is interested in principles which group the set of representations
into sub-families. The principle mostly used is that of local equivalence. Two
6representations π1, π2 are called locally equivalent, if for every bounded open
region the representations π1(A(O)) and π2(A(O)) are quasi-equivalent. If
one of them is a vacuum representation then one calls the second representa-
tion locally normal. The requirement of local normality is often used in order
to select from the set of thermal representations (defined by other means)
a suitable sub-family which, from some point of view, can be regarded as
physically acceptable.
While in the Lagrangian or in Wightman’s field theory charged fields
are put in by hand, it is the philosophy of the QFTLO that representations
of the observable algebra describing a finite number of charged particles
shall be constructed from the algebra of observables. Also the charged fields
connecting the vacuum representation with the representations describing
charges should be constructed with help of the different representations.
This can be worked out if one uses the equivalence relation introduced by
Borchers [3]. If π0 is a vacuum representation, then a factor representation
π1 is called a charged sector if π0 and π1 have the same kernel and if for every
O the isomorphism π0(A(O
′)) ↔ π1(A(O
′)) extends to an isomorphism of
the corresponding von Neumann algebras. Here O′ denotes the space-like
complement of O. With this concept Doplicher, Haag and Roberts [19, 20],
[22] have worked out the details of the mentioned program. The algebra
generated by the local observables and by the localized charged fields is
called the field algebra and the corresponding net is usually denoted by
{F(O)}. Within this setting also the concept of conjugate charge sectors
has a precise meaning: If an element F of the field algebra generates a
charged sector by applying it to the vacuum, then the conjugate sector is
generated in the same way by F ∗.
1.5 Gauge transformations.
We shall use the term gauge transformation for any unitary operator U on
the Hilbert space of a vacuum representation π0 of a QFTLO that fulfills
UΩ = Ω and
Uπ0(A(O))U
∗ = π0(A(O)) (1.7)
for every bounded open O. In Lagrangian field theory such operators typi-
cally implement transformations of the form ψ(x)→ eiϕψ(x) and generate a
compact group. Since the QFTLO is given by a set of axioms and not by a
finite number of fields the gauge group in the sense defined is not compact in
general, however. In the last section an example of such a case will be con-
sidered. Therefore, a possible requirement for selecting a reasonable family
7of QFTLO is the assumption that the gauge group is compact. There are
other conditions implying this property. Buchholz and Wichmann [18] have
introduced the concept of nuclearity. This is the requirement that the num-
ber of states, which can be created locally, does not increase too fast with
energy. Doplicher and Longo [21] have introduced the split property. This
is equivalent to the following: Let O1 ⊂ O2 be two bounded open regions
such that the closure of O1 is still contained in O2. Let ω1 be a vector state
on π0(A(O1)) and ω2 be a vector state on π0(A(O
′
2)). Then exists a vector
state on π0 of the QFTLO which coincides with ω1 on π0(A(O1)) and with
ω2 on π0(A(O
′
2)). Between these concepts one has the following relations:
nuclearity property −→ split property −→ compact gauge group (1.8)
For the first arrow see [18] and [13], for the second see [21].
1.6 Tomita-Takesaki theory.
The main tool for handling the problems connected with the PCT-theorem
in the QFTLO is the modular theory introduced by Tomita. It is usually
called Tomita-Takesaki theory because the first presentation of this theory,
beyond a preprint, is due to Takesaki.
Let H be a Hilbert space and M be a von Neumann algebra, acting on
this space, with commutant M′. A vector Ω is cyclic and separating forM,
if MΩ and M′Ω are dense in H. If these conditions are fulfilled, then a
modular operator ∆ and a modular conjugation J are associated with the
pair (M,Ω), such that
(i) ∆ is self-adjoint, positive and invertible,
∆Ω = Ω, JΩ = Ω.
(ii) The operator J is a conjugation, i.e., J is anti-linear, J∗ = J , J2 = 1,
and J commutes with ∆it. This implies the relation
Ad J∆ = ∆−1.
(iii) For every A ∈ M the vector AΩ belongs to the domain of ∆
1
2 , and
J∆
1
2AΩ = A∗Ω =: SAΩ.
(iv) The unitary group ∆it defines a group of automorphisms of M,
Ad∆itM =M, for all t ∈ R.
8(5) J maps M onto its commutant
Ad JM =M′.
These results apply in particular to QFTLO in a vacuum representation
because of the Reeh-Schlieder theorem which implies that the vacuum vector
is cyclic and separating for every algebra M(G), where G is any domain
which has a space-like complement with interior points.
The matrix elements of the modular group have the following impor-
tant analyticity properties. If A,B ∈ M and σt(A) := Ad∆itA then the
continuous function
F (t) = (Ω, Bσt(A)Ω)
has bounded analytic continuation into the strip S(−1, 0) = {z ∈ C : −1 <
ℑmz < 0}. At the lower boundary one finds
F (t− i) = (Ω, σt(A)BΩ) (1.9)
This relation is called the KMS-condition. In QFTLO the group σt co-
incides for thermal states with scaled time translations. If τ denotes the
automorphism of the time translations and Ω defines a thermal state at
inverse temperature β the equations become
F (t) = (Ω, Bτt(A)Ω),
F (t− iβ) = (Ω, τt(A)BΩ).
(1.10)
The relations Eq. (1.10) are called the β-KMS-condition.
2 Review of the PCT-theorem
2.1 Point-fields
In Lagrangian or Wightman field theory the PCT-operator Θ is an anti-
unitary operator implementing the PCT-symmetry (if present). For a scalar
field one has the relation
ΘΦ(x)Θ = Φ∗(−x). (2.1)
The formula for higher spin looks the same with respect to the space-time
variable x, but in the index space one has in general to introduce an addi-
tional transformation independent of the variable x. In a suitable spinorial
9basis the matrix of this transformation is diagonal and each component sim-
ply gets multiplied by a phase factor. In addition Θ shall fulfill the following
commutation rule with the Poincare´ transformations
ΘU(Λ, a)Θ = U(Λ,−a). (2.2)
These requirements imply
Θ = Θ−1 = Θ∗. (2.3)
PCT-theorems are results showing the existence of a PCT-operator Θ. The
product PT represents an element of the Lorentz group. All proofs so far
assume that PT is the element −1 and has the determinant +1. This implies
that the Minkowski space must have even dimensions. In the odd dimen-
sional case one replaces P by the total reflection in the space perpendicular
to the one-direction, denoted P1. We will not discuss this case and restrict
ourselves to even dimensional Minkowski spaces. As remarked in the last
section, however, also in odd dimensions, where PT has determinant −1,
free single component hermitian fields have full PCT symmetry, even with-
out Lorentz covariance.
The Lagrange function for a field theory is usually invariant under total
reflection, time-reversal, and charge conjugation. But it does not necessar-
ily mean that these symmetries are implemented separately by unitary or
antiunitary operators. G. Lu¨ders [37] discovered that the product of these
symmetries is always implemented by an operator Θ, the PCT-operator.
The input for this result is the implemented Poincare´ covariance, spectrum
condition, and the existence of charge conjugate partners. Pauli [41] was
quite excited about this result, because it clarified the relation about spin
and the commutation relations of the fields. It also gave an understanding
why for Fermi-fields one should use a positive energy representation and not
one with a ”Dirac sea”. (For the discussion of spin and statistics see also G.
Lu¨ders and B. Zumino [38]).
In Wightman’s field theory [46] the PCT-theorem was proved by R. Jost
[33]. This proof is based on the same assumptions as for the Lagrangian
field theory which are
1. The theory is Poincare´ covariant and the translations fulfill the spec-
trum condition. Moreover, the representation space contains a cyclic
vacuum vector.
2. The Poincare´ transformations of the fields induce a finite dimensional
representation of the Lorentz group in the index space.
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3. Every field in the theory is accompanied by its charge conjugate part-
ner (which may be the field itself).
Jost’s proof is based on a result of Hall and Wightman [32] which says that
the analytic continuation of the Wightman functions are invariant under the
complexified connected component of the Lorentz group. In even dimension
the complex Lorentz group contains the element −1. The requirement 2 does
not forbid that a certain field is infinitely degenerate. But if we deal with
fields transforming with an irreducible, infinite dimensional representation
of the Lorentz group in the index space the properties leading to the spin-
statistics and PCT-theorem may be destroyed. R. Streater [43] constructed
examples where fields with integer spin anti-commute and those with half-
integer spin commuted. Oksak and Todorov [40] gave other examples where
Jost’s proof of the PCT theorem did not work. Requirement 3 implies a
symmetry under complex conjugation for the set of Wightman functions.
2.2 Algebraic PCT-symmetry in QFTLO
Before discussing the PCT-theorem in the QFTLO let us assume that we
have such symmetry on the algebraic level, i.e., there exists an anti-linear
automorphism θ of A(Rd) with
θ(AB) = θ(A)θ(B), θ(λA) = λθ(A),
θ(A(O)) = A(−O), A,B ∈ A(Rd).
(2.4)
The automorphism θ should also transform the translations in the correct
manner, i.e.,
θ(αa(A)) = α−a(θ(A)). (2.5)
Since θ maps the algebra A(Rd) onto itself, its transpose, θ∗, maps the dual
space A(Rd)∗ onto itself. This implies in particular that θ is represented by
an anti-unitary operator on the standard representation of the enveloping
von Neumann algebra A(Rd)∗∗. For later discussions it is of interest to know
sub-families of representations which are mapped by the PCT-symmetry
onto itself.
Theorem 2.1. Let {A(O)} be a QFTLO with algebraic PCT-symmetry θ.
Assume in addition that the translations αa act strongly continuous, i.e.,
the function a → αa(A) is continuous in the norm topology of A(R
d) and
this for every A ∈ A(Rd). Then the family of particle representations is
invariant under θ. Moreover, the sub-family of vacuum representations is
also invariant.
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The proof will be given in the next section. The requirement that the
translations act strongly continuous is not necessary. For the proof of the
general case one would have to go into details of positive energy represen-
tations as described in [7]. But since we will look only at representations
which are locally normal, the general version of Thm. (2.1) is not needed
for the following reason: Let {A(O)} be a QFTLO and π0 a vacuum repre-
sentation. Then {Mpi0(O)} defines a new QFTLO, and the locally normal
representations of the two nets are clearly in one to one correspondence with
each other. Now let π1 be a locally normal representation ofMpi0 . The cor-
responding local C∗ algebras, A1(O), contain dense subalgebras Ac(O) on
which the action of αa is strongly continuous in a. For every bounded O,
Ac(O)
′′ = A1(O)
′′ is isomorphic as a von Neumann algebra to Mpi0(O) be-
cause π1 is locally normal. Hence {A(O)} and Ac(O), which satisfies the
hypothesis of Theorem 2.1, have the same family of locally normal repre-
sentations. For the family of these representations one has the following
result:
Theorem 2.2. Let {A(O)} be a QFTLO with algebraic PCT symmetry θ.
Let π0 be a vacuum representation and assume it is invariant under θ. Then
θ maps the family of locally normal representations onto itself. Moreover,
the family of charge sectors is a θ invariant subfamily of representations.
Also the proof of this result will be postponed to the next section. As
a last point we want to look at the algebraic PCT-symmetry in thermal
representations.
Theorem 2.3. Let {A(O)} be QFTLO with PCT-symmetry θ. Assume
that the time translations αt act strongly continuously. Then the set of β-
KMS-states is θ∗ invariant.
The proof will be given in the next section.
2.3 Preparations for the PCT-theorem
In the QFTLO one usually looks for the PCT-symmetry only in the vacuum
representation of the local observables or of the corresponding field algebra.
The requirements for a PCT operator Θ are:
• Θ is antiunitary and for all bounded O
Θπ0(A(O))Θ = π0(A(−O)). (2.6)
• The relation (2.2) between Θ and the representation of P↑+ holds.
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• For field algebras one replaces π0(A(O)) by F(O) in (2.6). Moreover, it
is required that Θ transforms a charge sector into its conjugate sector.
For the discussion of the PCT-theorem we will mostly look at vacuum rep-
resentations. This is sufficient because of Thm. 2.2 (see also [28]). For the
construction of the PCT-operator on the field algebra one must go first to
the maximal local algebras and construct the charged fields as described by
Doplicher, Haag and Roberts [19, 20], [22]. Starting from the PCT-theorem
in the vacuum sector one can construct the PCT-operator for the whole field
algebra. This has been done by Guido and Longo [29], see also [28].
One more remark is in order. Also for the vacuum representation of the
observable algebra we will use the phrases PCT-symmetry and PCT-theorem
and not simply PT-symmetry and so on. The reason is the following: The
axioms of the QFTLO are so general that one can not exclude that the alge-
bras A(O) contain also charged Bose-fields. If they contain such fields then
the group of gauge transformations contains a continuous representation of
the circle group. But we do not know any manageable condition excluding
the existence of such gauge transformations. If such a charged Bose field is
present then one has a proper PCT-symmetry also in the vacuum sector.
For a long time it was impossible to prove the PCT-theorem in QFTLO
because of the lack of proper mathematics. This changed with the appear-
ance of the Tomita-Takesaki theory. The basic result, where the modular
group and conjugation can be computed for some algebra of interest in
QFTLO, was given in [1].
Theorem 2.4. (Bisognano and Wichmann). Assume a Wightman field
theory of a scalar neutral field is such that the smeared field operators gen-
erate the local algebras. Then:
1. The modular group of the algebra associated with a wedge and the
vacuum vector coincides with the unitary representation of the group
of Lorentz boosts which maps the wedge onto itself.
2. The modular conjugation of the wedge W is given by the formula
JW = ΘU(RW (π)). (2.7)
Here Θ denotes the PCT-operator of the Wightman field theory and
U(RW (π)) is the unitary representation of the rotation which leaves the
characteristic two-plane of the wedge invariant. The angle of rotation
is π.
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3. The theory fulfills wedge duality.
In case of the right wedge, Wr = {x : |x
0| < x1}, the group of Lorentz
boosts that leave the wedge invariant is
ΛWr(t) =


cosh 2πt − sinh 2πt 0 0
− sinh 2πt cosh 2πt 0 0
0 0 1 0
0 0 0 1

 . (2.8)
In particular, ΛWr(−
i
2) =
diag (−1,−1, 1, 1, 1). Moreover, RWr(π) = diag (1, 1,−1,−1), so
ΛWr(−
i
2 )RWr(π) = −1.
In a second paper [2] Bisognano and Wichmann extended this result
to charged Bose and Fermi-fields transforming covariantly with respect to
a finite dimensional representation of the proper, orthochronous Lorentz
group in the index space. The remarkable feature of this result is the fact
that modular group and the modular conjugation of the wedge regions map
local algebras onto local algebras. This property has inspired the following
Definition 2.5. LetM(O) be the local algebras of a vacuum representation
of a QFTLO.
1. We say that the Bisognano-Wichmann property holds in this rep-
resentation if for any wedge W the modular group ∆itW associated
with M(W ) and the vacuum vector acts like the corresponding one-
parameter group of Lorentz boosts ΛW (t) that leave W invariant, i.e.
∆itWM(O)∆
−it
W =M(ΛW (t)O). (2.9)
We remark that this property has been called modular covariance in
[29].
2. Suppose the Poincare´ symmetry is implemented on the representation
space by a unitary representation U(Λ, a) of P↑+. The U is called the
minimal representation if for every wedge one has
∆itW = U(ΛW (t)). (2.10)
Since the Lorentz boosts of different wedges generate P↑+, the minimal
representation is unique, when it exists. For some time it was not known
whether the result of Bisognano and Wichmann holds only for Wightman
field theories or if it holds in more general cases. A positive answer for the
two-dimensional Minkowski space was given in [5].
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Theorem 2.6. (Borchers). Let π0 be a vacuum representation of a QFTLO
on the two-dimensional Minkowski space. If the theory fulfills wedge duality,
then:
1. The modular group ∆itW and the translations U(a) generate a repre-
sentation of the two-dimensional Poincare´ group.
2. If the local algebras are the maximal algebras, then the representation
defined by the modular group and the translations is the minimal rep-
resentation and π0 has the Bisognano-property.
3. The theory (with maximal local algebras) is PCT-covariant. The
PCT-operator coincides with JW .
If wedge duality does not hold for the QFTLO, it is in two dimensions always
possible to extend the local algebras in such a way that it is fulfilled, but the
extension is not necessarily unique.
The basis of this result is the commutation relation between the modular
group and the translations. For the right wedge Wr then in light cone
coordinates x± = 12(x
0 ± x1) the relations read
∆itWrU(x
±)∆−itWr = U(e
∓2pitx±). (2.11)
The spectrum condition for the translations is an essential ingredient for
proving this result, see also [24]. Eq. (2.11) holds also in higher dimension if
x± are the light cone coordinates defined by the two light rays ℓ1, ℓ2 defining
the wedge W . Also Thm. 2.6 can be transcribed to higher dimensions: Let
W be a wedge satisfying duality, i.e., M(W )′ = M(W ′). The same holds
then for all translates of W . If D is a double cones in the characteristic two
plane of the wedge andK(D) denotes the cylinder, obtained by translatingD
in all directions perpendicular to the characteristic two plane of the wedge,
then ∆itWM(K(D))∆
−it
W = M(ΛW (t)K(D)). But the theorem does not
imply that double cones are mapped onto double cones. In fact, as known
from the examples of Yngvason [47] (see also [25]) the action of the modular
group of a wedge does not need to be local in the perpendicular direction.
This result, as well as that of Bisognano and Wichmann, is an indication
that wedge duality is important for the proof of the PCT-theorem. In fact,
it is explicitly or implicitly contained in the hypothesis of all known proofs,
although it is neither a necessary nor sufficient condition for PCT symmetry
as we will see in the examples in the last section. In [6] Borchers derived nec-
essary and sufficient conditions for the validity of wedge duality in QFLTO’s
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with implemented Poincare´ symmetry. Also here the cylindrical sets K(D)
just mentioned play an important role, because the wedge duality is essen-
tially a two-dimensional problem. Before formulating this result let us first
discuss the situation. This will help to understand the necessary concepts.
Let W be the right wedge and M(W ) the corresponding von Neu-
mann algebra in a vacuum representation. This algebra is invariant under
the representation of the boosts, U(ΛW (t)), and since this group and the
modular group have the vacuum vector as invariant vector, U(ΛW (t)) and
∆itW commute. Therefore, the two groups differ by a one parameter group
VW (t). Moreover, if wedge duality holds for W , Thm. 2.6 implies that
VW (t) is a gauge which maps every M(K(D)) onto itself. If A ∈ M(K(D))
with D ⊂ W then ∆itWAΩ has an analytic continuation into the strip
S(−12 , 0) = {z ∈ C : −
1
2 < ℑmz < 0}. At the lower boundary the Tomita-
Takesaki theory implies ∆
1/2
W AΩ = JWA
∗JWΩ. If wedge duality does not
hold then the operator JWA
∗JW belongs to M˜(K(−D)) where M˜(K(−D))
is defined as follows: In the two-dimensional Minkowski space a double
cone is defined by the intersection of two wedges. Therefore, we can write
K(D) =Wa∩W
′
b with b−a ∈W . So one hasM(K(D)) =M(Wa)∩M(W
′
b).
With this notation one defines M˜(K(D)) =M(Wa) ∩M
′(Wb) which is an
algebra containing M(K(D)) as proper subset in the non-duality case. In
this situation VW (t) maps M˜(K(D)) onto itself. If A ∈ M(K(D)) with
K(D) ⊂ W it can happen that U(ΛW (t))AΩ also has a bounded analytic
continuation into the strip S(−12 , 0). If this is the case it can be shown that
there exists an element ÂηM(K(−D)) with
U(ΛW (−
i
2))AΩ = ÂΩ. (2.12)
The symbol η means that the operator might be unbounded but is affiliated
with M(K(−D)). The group VW (t) is a continuous Abelian gauge-group.
Therefore, if wedge duality holds the set of elements inM(K(D)) such that
VW (t)AVW (−t) are entire analytic in t is *-strongly dense in M(K(D)).
Hence, in this situation the set fulfilling Eq. (2.12) is *-strongly dense in
M(K(D)). The converse is the content of the following result.
Theorem 2.7. (Borchers). Assume we are dealing with a vacuum represen-
tation of a QFTLO where the action of P↑+ is unitarily implemented. As-
sume the local algebras are maximal. The theory fulfills duality for the wedges
W,W ′, i.e., M(W )′ =M(W ′), if and only if for all D with K(D) ⊂W the
set of elements A ∈ M(K(D)) for which U(ΛW (t))AΩ has a bounded ana-
lytic continuation into the strip S(−12 , 0) is *-strongly dense in M(K(D)).
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By the results of Bisognano and Wichmann the group of the Lorentz
boosts and the modular group coincide for the algebra of a wedge if the
QFTLO is generated by Wightman fields transforming covariantly with re-
spect to a finite dimensional representation of the Lorentz group. In the
last theorem we saw that this is a general feature of theories in the two-
dimensional situation, irrespective whether they are generated by Wighman
fields or not. In higher dimensions the modular groups need not in general
act like Lorentz boosts, but the assumption that they do was the starting
point of the investigation of Brunetti, Guido and Longo [12]. They obtained
the following result:
Theorem 2.8. (Brunetti, Guido and Longo). Let {M(O)} be the local
von Neumann algebras of some representation of a QFTLO and suppose
there exists a vector Ω that is cyclic and separating for all M(O) (O open
and bounded). If the Bisognano-Wichmann property (2.9) holds with respect
to the modular groups defined by the wedge algebras and Ω then the local
algebras transform covariantly under a representation of the covering group
P˜↑+ of P
↑
+. This representation fulfills the spectrum condition. Moreover,
wedge duality holds.
The vector Ω is invariant under the representation of P˜↑+ and hence a
vacuum vector. Hence one expects that if one deals only with one sector
(the vacuum sector) the covering group P˜↑+ can be replaced by P
↑
+. The
solution of this problem is due to Guido and Longo [29]. They handled the
problem by looking at the field algebra {F(O)} and treating at the same
time the spin and statistics problem.
Theorem 2.9. (Guido and Longo). Assume we are dealing with a rep-
resentation of a field algebra {F(O)}. Let there exist a vector Ω in the
representation space which is cyclic an separating for every F(O). If this
representation fulfills the Bisognano-Wichmann property then:
1. The theory is covariant under a representation of the covering P˜↑+ of
P↑+. This representation fulfills the spectrum condition.
2. In the vacuum sector the representation of the Poincare´ group is single-
valued and hence it is the minimal representation. (See Def. 2.5.)
3. The standard spin and statistics relations hold.
4. The exists a PCT-operator, which transforms the local field algebras
correctly, has the correct commutation relations with the Poincare´
transformations and maps every sector onto its conjugate sector.
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The question whether one deals in the vacuum sector with a representa-
tion of the Poincare´ group or its covering inspired Borchers [8] to derive the
minimal group representation directly from the Bisognano-Wichmann prop-
erty. In this constructive proof it is assumed that the local algebras M(O)
are the maximal algebras. From the previous discussions it is important to
stress the following results:
• The Bisognano-Wichmann property is equivalent to the existence of
the minimal representation. These conditions imply wedge duality and
the PCT-theorem.
Because of the importance of the modular groups of the wedges one
would therefore like to know whether other localization properties of these
groups are possible, besides those described by Bisognano and Wichmann.
This problem has been investigated by Kuckert [34].
Theorem 2.10. (Kuckert). Consider a QFTLO which is covariant under
translations in a vacuum representation. LetW be a wedge, D ⊂W a double
cone and M(D) maximal.
1. If we assume
∆itWM(D)∆
−it
W =M(GW,D,t)
with some domain GW,D,t then necessarily GW,D,t = ΛW (t)D.
2. If we have
JWM(D)JW =M(G˜W,D))
with another domain G˜W,D, then one finds G˜W,D = jWD. Here jW denotes
the reflection in the characteristic two-plane of the wedge which leaves the
perpendicular directions unchanged.
It is important to note that these conclusions do not hold in general if
the equality of the algebras is replaced by an inclusion. Kuckert assumed
that the conditions of the theorem hold for all double cones. But this is
not necessary because of the translation covariance and Eq. (2.11). This
was first observed by Guido [27]. Recently Kuckert [35] has generalized his
theorem by looking at individual operators instead of algebras. Making the
additional assumption of wedge duality and introducing a slightly different
notation of localization he derived the Bisognano-Wichmann property from
the assumption that for every localized operator A the expression ∆itWA∆
−it
W
is localized and this localization is continuous in t. For details see his paper.
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2.4 Implemented Poincare´ covariance and the PCT-theorem
Assume one deals with a vacuum representation of a QFTLO which is co-
variant under the Poincare´ symmetry. In this situation it can happen that
the symmetry is implemented by more than one continuous unitary repre-
sentation of the Poincare´ group. If there are two different representations
U1(g), U2(g), g ∈ P
↑
+ then these differ by a cocycle U2(g) = V (g)U1(g) with
values in the gauge group. V (g) fulfills the cocycle relation
V (g1g2) = V (g1)U1(g1)V (g2)U1(g
−1
1 ). (2.13)
Moreover, the unitary family V (g) does not depend on the translations.
If U1(g) is the minimal representation then U1(g) and V (g) commute for
arbitrary g1, g2. This implies that V (g) itself is a continuous unitary rep-
resentation of the Lorentz group [9]. In good situations one has only one
representation. Such a situation has been described in [11].
Theorem 2.11. (Brunetti, Guido and Longo). Assume we are dealing with
a vacuum representation of an implemented Poincare´ covariant QFTLO. If
this representation fulfills the (distal) split property, then the representation
of the Poincare´ group is unique.
The word “distal” means that the split property explained earlier need
only be assumed for localization regions sufficiently far from each other.
The last conclusion relies on a result in [21] and it does not imply the
existence of the minimal representation. Therefore, a large part of the inves-
tigations on the PCT-theorem consists in finding conditions for the existence
of the minimal representation. One such condition can be found in [9]. Re-
call from the discussion of the wedge duality that there must be sufficiently
many elements A ∈M(K(D)) with K(D) ⊂W such that U(ΛW (t))AΩ has
a bounded analytic continuation into the strip S(−12 , 0). For such elements
one has
U(ΛW (−
i
2))AΩ = ÂΩ
with ÂηM(K(−D)). We say A fulfills the reality condition if U(ΛW (t))A
∗Ω
can also be bounded analytically continued and if
Â∗ = Â∗ (2.14)
holds.
19
Theorem 2.12. (Borchers). For a representation of a Poincare´ covariant
theory of local observables in the vacuum sector the modular group associated
with the algebra of any wedge coincides with the corresponding Lorentz boosts
iff the theory fulfills wedge duality and the set of elements A ∈ M(K(D))
which fulfill the reality condition Eq. (2.14) is *-strong dense in M(K(D)).
This implies in particular the existence of a PCT operator.
In a recent paper Guido and Longo [30] gave conditions for the
Bisognano-Wichmann property which have some similarity with Thm. 2.12.
Some of the results are more general (statement (iii) and (iv) of the following
theorem) because the spectrum condition is not required.
Theorem 2.13. (Guido and Longo). Let a represented theory of local ob-
servables be covariant under a representation of the Poincare´ group P↑+ with
an invariant vector Ω. Let W be a wedge and S ⊂ W be a spacelike cone.
Assume Ω is cyclic for M(S) and M(W ). By the covariance it is also sep-
arating for both algebras. Let A be a weakly dense *-subalgebra of M(S).
The following are equivalent:
(i) The Bisognano-Wichmann relation ∆
1
2
W = U(ΛW (−
i
2)) holds.
(ii) U(ΛW (−
i
2))A1Ω is bounded and the translations fulfill the spectrum
condition.
(iii) U(ΛW (−
i
2))M(W )1Ω is bounded.
(iv) ‖U(ΛW (−
i
2))M(W )1Ω‖ ≤ 1.
(The index 1 at the algebras denotes their unit ball.) Moreover, if the bound-
ary of S intersects the edge W in a half-line, then the spectrum condition in
(ii) follows already from the boundedness of U(ΛW (−
i
2 ))A1Ω.
We shall now discuss another aspect of the analyticity requirement that
will lead to a more direct proof of the PCT theorem in Theorem 2.15. As-
sume we are dealing with a vacuum representation of a Poincare´ covariant
theory which fulfills wedge duality and the Bisognano-Wichmann property.
If D is a double cone in a wedge W and away from the boundary, then D
belongs to many wedges. Let Γ(D) be the set of Lorentz transformations
such that D ⊂ gW . If A ∈ M(D) then ∆itgWAΩ has an analytic continuation
into S(−12 , 0) for every g ∈ Γ(D). Recall that for the wedge duality it was
necessary that there are enough elements in M(K(D)) such that U(ΛW (t)
can be bounded analytically continued into S(−12 , 0). Now we define:
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Definition 2.14. Let D be a double cone with center at the origin. An
element A ∈ M(D) is called fully analytic if for any x and every wedge W
such that D + x ⊂ W the element T (x)AT (−x) has the above analyticity
property, i.e., the expression U(ΛW (t))T (x)AΩ has a bounded analytic con-
tinuation into S(−12 , 0). The set of fully analytic elements of M(D) will be
denoted by Mfa(D).
T (x) denotes the representation of the translation. With this concept
we will show
Theorem 2.15. Let a theory of local observables be covariant under a rep-
resentation of the Poincare´ group which fulfills the spectrum condition. As-
sume the fully analytic elements have the following properties:
(i) The set of fully analytic elements is covariant under the adjoint oper-
ation of the Lorentz group, i.e., A ∈ Mfa(D) implies U(Λ)AU(Λ)−1 ∈
Mfa(ΛD)
(ii) Let Mfa(W ) = ∪{T (x)Mfa(D)T (−x) : D + x ⊂ W} then Mfa(W )Ω
is a core for U(ΛW (−
i
2)) as well as for ∆
1/2
W .
If these conditions are fulfilled then a PCT-operator exists.
We remark that by Nelson’s theoremMfa(W )Ω is a core for U(ΛW (−
i
2))
if this domain is dense in the Hilbert space and invariant under the Lorentz
boosts. It is a core for ∆
1/2
W if M
fa(W ) is *-strongly dense in M(W ).
The proof of this result will also be postponed to the next section. One
other result concerning the fully analytic elements is the following:
Theorem 2.16. Let a theory of local observables be covariant under a rep-
resentation of the Poincare´ group fulfilling the spectrum condition. Then the
assumptions of the last theorem hold if and only if the given representation
of the Poincare´ group is the minimal one. This implies that every localized
element is fully analytic.
Also the proof of this result will be given in the next section.
One obtains a direct application of the result of Bisognano and Wich-
mann [2] if one deals with a QFTLO with isolated masses giving rise to
complete asymptotic fields. In this situation J. Mund [39] has shown that
the modular groups of any wedge coincide for the interacting and the asymp-
totic fields. This result holds also if the charged fields are localized in space
like cones as described by Buchholz and Fredenhagen [17]. The proof is pos-
sible since one knows the the commutation relations between the modular
transformations and the translations (2.11).
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Theorem 2.17. (Mund). Assume we are dealing with a representation of
a field algebra {F(O)} which is covariant under a representation of the con-
nected Poincare´ group. Let there exist a vacuum vector Ω in the repre-
sentation space which is cyclic an separating for every F(O) and let the
theory fulfil (twisted) wedge duality. Assume moreover, that the spectrum
of the translations has isolated masses in the sectors describing elementary
charges, and that the corresponding asymptotic fields have finite multiplicity
and are complete. Then the theory has the Bisognano-Wichmann property.
2.5 Supplements to the PCT-theorem
In the previous investigations we looked at properties of the modular groups
of the wedge algebras. Therefore, some results can be obtained by looking
at wedges alone. Buchholz and Summers initiated a program where they
only used the modular conjugations of all wedges [14]. The idea is based on
the well known fact that the Poincare´ group P+ is generated by reflections.
Therefore, the modular conjugations JW should generate a representation of
P+. The original Ansatz has been generalized considerably in recent papers
[15] and [16]. In order to discuss their results we must introduce the concepts
used. (We restrict ourselves to the case of the four-dimensional Minkowski
space.)
By W we denote the set of all wedges (including the translated ones).
For W ∈ W there shall exist a bijection τW :W →W with
(i) τ2W = id.
(ii) W1 ⊂W2 → τW (W1) ⊂ τW (W2).
(iii) W 1 ∩W 2 = ∅ → τW (W1) ∩ τW (W2) = ∅.
If these conditions are fulfilled then one concludes [15]:
1. τW (W
′
1) = (τW (W1))
′.
2. To τW there exists an element g of the Poincare´ group with τW (W1) =
αg(W1).
3. If the group generated by the τW acts transitively on W and if for one
W there holds τWW =W
′ then the group generated by the τW is P+.
Next we look at the theory defined by the wedges. Let {M(W ).Ω} be a
representation such that Ω is cyclic for every M(W ). Assume to every W
exists an anti-unitary operator JW such that
JWM(W1)JW =M(τW (W1))
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holds. Moreover it is required that
(iv) W →M(W ) is an order preserving bijection.
(v) W1 ∩W2 6= ∅ → Ω is cyclic for M(W1) ∩M(W2). If Ω is cyclic for
M(W1) ∩M(W2) then holds W 1 ∩W 2 6= ∅.
Using this the authors [15] obtained:
Theorem 2.18. (Buchholz, Dreyer, Florig and Summers). Assume we are
dealing with a family of wedge algebras on a Hilbert space H and mappings
τW , such that the conditions (i)–(v) above are fulfilled. Let a vector Ω ∈ H
be cyclic for every M(W ). Assume to every W there exists an antilinear
involution JW such that
JWM(W1)JW =M(τWW1).
Furthermore, assume JWΩ = Ω for every W and that {τW} has the transi-
tivity property mentioned under 3 above. Then the operators JW generate a
projective representation of the group P+. If we denote by J(g) the repre-
sentant of g ∈ P+ then
J(g)M(W )J∗(g) =M(gW ).
Moreover, the theory fulfills wedge duality, and since P+ contains the ele-
ment −1 the theory is PCT-covariant with Θ = J(−1).
Since by assumption (ii) the M(W ) generate the algebras of the dou-
ble cones one obtains Poincare´ covariance of the QFTLO. In [16] it was
shown that the representation of the translation group is continuous. But
the representation of the translations does not need to fulfill the spectrum
condition. The spectrum condition holds only if the group generated by the
JW contains also the modular groups of the wedges.
Another aspect of the wedge algebras and the modular theory is the
construction of a QFTLO out of a finite set of wedge algebras fulfilling some
requirements among each other. This construction leads to the family of all
wedge algebras. This set is covariant under a representation of the Poincare´
group P↑+. Since this representation is generated by the modular groups
of the wedges it is the minimal representation. These results are due to
Wiesbrock [44, 45] and to Ka¨hler and Wiesbrock [36]. We do not want to
go into the details of this program because this would need the introduction
of too many new concepts.
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3 Proofs
In this section we present the proofs of the new results, Thms. 2.1–2.3 and
Thms. 2.15 and 2.16. For the proofs of Thms. 2.1–2.3 one should notice
that the antilinearity of θ implies the relation (θ∗ω)(A) = ω(θ(A∗)). This is
best seen by looking at a situation where θ is implemented. In this case one
has
ωψ(θ(A)) = (ψ,ΘAΘψ) = (Θψ,A
∗Θψ) = (θ∗ωψ)(A
∗).
Proof. of Theorem 2.1 For f ∈ L1(Rd) and A ∈ A(Rd) set A(f) =∫
ddxf(x)αx(A). This is defined as a strong integral since αx acts strongly
continuously. For a ∈ V + let La be the left-ideal defined by the set
{A(f) : A ∈ A(Rd), f(x) ∈ L1(Rd), and support f˜(p) ⊂ Rd \ (−a+ V
+
)}.
If ω is a state on A(Rd) with ω(La) = 0 then πω defines a particle representa-
tion. If E(p) denotes the spectral family of the corresponding representation
of the translation group one has ω(E(D0,a) = 1 where D0,a = V
+∩(−V +a).
Conversely we know that the set of all states, fulfilling ω(La) = 0 for some
a ∈ V +, is norm-dense in the set of all normal states (folium) of the universal
particle representation.
Since θ and the translations fulfill (2.5), we have
θ(A(f)) = θ(
∫
dx{
∫
dp eipxαx(A)})
=
∫
dx{
∫
dp e−ipxα−x(θ(A))} = (θ(A))(f).
Hence we get θ(La) = La. This implies θ
∗ maps a norm-dense set of normal
states of the universal particle representation onto itself. This implies the
invariance of the set of particle representations.
The vacuum states are characterized by the annihilation of L0. This
ideal is θ invariant, implying the invariance of the vacuum representations.
For details on the universal particle representation see [7]. The left-ideals
La were introduced in [4].
Proof. of Theorem 2.2 Let ω be a locally normal state on A(Rd) with re-
spect to a vacuum representation π0. Since this representation is θ-invariant
there exists an anti-unitary operator Θ on H0 with
Θπ0(A)Θ = π0(θA).
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Since π0 is a vacuum representation it has the Reeh-Schlieder property.
Consequently every normal state on π0(A(O)) is a vector state. In particular
local normality implies that for every O there exists a vector ψ(O) with
ω(A) = (ψ(O), π0(A)ψ(O)) for all A ∈ A(O). Let now O be symmetric with
respect to the origin. Then A ∈ A(O) implies θ(A) ∈ A(O) and then obtain
(θ∗ω)(A) = ω(θ(A∗)) = (ψ(O), π0(θ(A
∗))ψ(O)) =
(ψ(O),Θπ0(A
∗)Θψ(O)) = (Θψ(O), π0(A)Θψ(O)).
Hence (θ∗ω) is a normal functional on π0(A(O)). This implies the first
statement.
For the second statement notice that in a particle representation the
translations are unitarily implemented and we know the commutation re-
lations (2.5) of θ with the translations. Since every double cone can be
translated in such a way that its center is at the origin we find that (θ∗ω) is
normal on π0(A(O
′ + x)) if and only if it is normal on π0(A(O
′)). Hence it
is sufficient to look at the complement of symmetric double cones. Since the
algebras if these sets are invariant under θ the method of the locally nor-
mal case can be applied. Consequently the set of particle representations is
θ-invariant.
Proof. of Theorem 2.3 Let ω be a β-KMS-state, then for A,B ∈ A(Rd) the
expression F (t) = ω(Bαt(A)) can be analytically continued into S(−β, 0).
At the lower boundary this function has the value F (t− iβ) = ω(αt(A)B).
Since the algebra is translation invariant and since the translations act
strongly continuously, there is a norm-dense sub-algebra Aan(Rd) such that
for A ∈ Aan(Rd) the expression αt(A) is entire analytic in t. From the re-
lation αt ◦ θ = θ ◦ α−t we see that A
an(Rd) is invariant under θ. Moreover,
the antilinearity of θ implies for complex z the equation
αz(θ(A)) = θ(α−z(A)).
Inserting for A,B ∈ Aan(Rd) the operators θ(A) and θ(B) into the expres-
sion for F (t) one obtains for complex z
F (z) = ω(θ(B)αz(θ(A))) = ω(θ(B)α−z(A))) = (θ
∗ω)(α−z(A
∗)B∗).
Since θ commutes with the time translations it follows that also θ∗ω is
translation invariant. Hence we obtain
(θ∗ω)(α−z(A
∗)B∗) = (θ∗ω)(A∗αz(B
∗)).
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From
F (t− iβ) = ω(αt(θ(A))θ(B)) = ω(θ(α−t(A)B)) =
(θ∗ω)(B∗α−t(A
∗)) = (θ∗ω)(αt(B
∗)A∗),
we see that (θω) fulfills the β-KMS-condition for elements A,B ∈ Aan(Rd).
Since Aan(Rd) is norm-dense in A(Rd), the β-KMS-conditions holds for ar-
bitrary elements. This implies that θ∗ω is again a β-KMS-state. Hence the
set of β-KMS-representations is θ invariant.
Proof of Theorem 2.15 If the representation of the Poincare´ group is
the minimal one, then Eq. (2.7) holds, i.e.,
Θ = JWU(RW (π)),
provided the origin is contained in the edge of the wedge. RW (α) denotes
the rotation in the two-plane perpendicular to the characteristic two-plane
of the wedge, and JW the modular conjugation of the algebra of the wedge.
Therefore, one has to solve two problems:
We know from Thm. 2.7 that the wedge duality is equivalent to analyt-
icity properties of sufficiently many A ∈ M(D), D ⊂W and this condition
is in particular fulfilled by our assumption (ii). For these elements
U(ΛW (−
i
2))AΩ = ÂΩ,
holds with ÂηM(K(PWD)), where K is a cylindrical set introduced in the
remarks following Thm. 2.6 and PW the reflection in the characteristic two-
plane of the wedge. In order to show the PCT-theorem one must prove that
the map
AΩ −→ ÂΩ, A ∈ M(D), D ⊂W
sends double cone algebras into double cone algebras and not only into
cylindrical set algebras.
The problem of the double cones can be looked at as follows: The element
RW (π)ΛW (−
i
2 ) considered as an element of the complex Lorentz group is
the unique element −1. Looking at representations, then U(ΛW (t) has an
analytic continuation when applied to vectors AΩ with sufficient analyticity
properties. Starting from different wedges it must be shown that one does
not end by −1 on different sheets of an analytic manifold.
The second problem is the following: From the discussion following Thm.
2.6 we know that one can write
U(ΛW (t)) = ∆
it
WVW (t),
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where VW (t) maps every translated cylinder set algebraM(K(D)+x), D ∈
W onto itself. We would like to know conditions implying that VW (t) is a
gauge transformation, which means that it maps the algebra of every double
cone onto itself.
We start with the first problem. Let D be a double cone with center at
the origin. Let D + x ⊂W and define
Γ(D + x) = {g ∈ P↑+ : D + x ⊂ gW}. (3.1)
Since W is open, Γ(D + x) is open and contains the identity of the group.
The first observation is:
Lemma 3.1. There exist g1, g2, ..., g6 ∈ Γ(D + x) and T1, ...T6 > 0, such
that
D + x ⊂ Λg6W (t6) · · ·Λg1W (t1)W
for |ti| < Ti, i = 1, ..., 6. The elements g1, ..., g6 can be chosen in such a way
that the generators of the groups ΛgiW (ti) are linearly independent.
Proof. Let a neighborhood of the identity Γ1(D+x) be a subset of Γ(D+x)
such that g1, ..., g6 ∈ Γ1(D+ x) implies g1...g6 ∈ Γ(D+ x). Since Γ1(D+ x)
is a neighborhood of the identity there exists g1 = 1, g2, ..., g6 ∈ Γ1(D + x),
such that the generators of ΛgiW (t) are linearly independent. Choosing Ti
such that ΛgiW (ti) ∈ Γ1(D + x) for |ti| < Ti then the statements of the
lemma are fulfilled.
With help of the last lemma we can construct an analytic function on
parts of the complex Lorentz group Pˆ+. (Its elements will be denoted by gˆ.)
Proposition 3.2. Let A ∈ Mfa(D) and let g1, . . . , g6 and D + x be as in
the last lemma. Then the function
U(Λg6W (t6))...U(Λg1W (t1))AΩ, A ∈ M(D + x), D + x ⊂W (3.2)
has an analytic continuation into all t–variables. The function
U(ΛgjW (−
i
2 ))AΩ is the boundary value of an analytic function and the prod-
uct
U(RgjW (π))U(ΛgjW (−
i
2 ))AΩ (3.3)
is independent of gj .
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Proof. In the variable ti the above function can be analytically extended
in the into the strip S(−12 , 0). provided we keep t6, ..., ti+1, ti−1, ..., t1 real
and in their proper domain. An analytic continuation in all t variables is
obtained with help of the Malgrange–Zerner theorem (see e.g. [23]) The
domain into which the function can be continued has still to be determined.
It is clear from the construction that the real function is the boundary value
of the analytic continuation.
Next we want to determine the domain of holomorphy of this func-
tion. This calculation will be done by mapping the strip S(−12 , 0) bi–
holomorphically onto itself in such a way that the interval |x| < T is mapped
onto R and the rest of the boundary onto − i2 + R. This is achieved by the
transformation
ζ =
1
2π
log
1− e−2piT
e2piT − 1
e2piT − e−2piz
e−2piz − e−2piT
. (3.4)
With these new variables the domain of holomorphy becomes
0 >
6∑
i=1
ℑmζi > −
1
2
. (3.5)
If the elements g1, ..., g6 are properly chosen then an interior point of the ζ
variables corresponds to an interior point in the gˆ variables.
In the ζ–variable the domain (3.5) is convex and hence simply connected.
Since the transformation (3.4) is bi–holomorphic, it follows that also the
image in the t–variables is simply connected. Hence there are no monodromy
problems in these variables.
Note that the symbol U(Λ) denotes a representation of the Lorentz group
and therefore, the first expression of Eq. (3.2) can be written as
U(Λg6W (t6) · · ·Λg1W (t1))AΩ. (3.6)
The arguments inside of U are defined for all elements of the complex Lorentz
group. U applied to this product is defined if it belongs to the domain Eq.
(3.5) (transformed into the variable z), eventually multiplied from the left
with an element of the real Lorentz group.
In particular we can look at the product
U(RgjW (π))U(ΛgjW (−
i
2))U(g)AΩ for g sufficiently close to 1 in (3.1)
and obtain
U(RgjW (π)ΛgjW (−
i
2)g)AΩ = U(gRgjW (π)ΛgjW (−
i
2))AΩ =
U(g)U(RgjW (π))U(ΛgjW (−
i
2 ))AΩ.
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This implies U(g)U(RgjW (π))U(ΛgjW (−
i
2))U(g
−1) =
U(RggjW (π))U(ΛggjW (−
i
2 )). Choosing Γ1(D + x) in such a way that it
contains with gj also its inverse, then the statement of the proposition is
obtained by choosing g = gig
−1
j .
Collecting the result of the discussion we obtain with Ax = T (x)AT (−x)
Proposition 3.3. Let D be a double cone centered at the origin and x such
that the closure of D+x does not contain the origin. Then for A ∈Mfa(D)
and g such that D + x ⊂ gW the vector function
U(ΛgW (−
i
2 ))U(RgW (π))AxΩ
is independent of g.
Proof. From the above discussion we know that the statement is true for g
in a sufficiently small neighborhood of the identity in P↑+. But this implies
by varying the wedges and the neighborhoods that it is true for all g ∈
Γ(D + x).
Using Prop. 3.3 we find
Theorem 3.4. Let A ∈ Mfa(D) with D centered at the origin, and let
D + x ⊂W . Then one has
U(ΛW (−
i
2))AxΩ = ÂPWxΩ
with ÂPWx ∈ M(D + PWx).
Proof. From Eq. (3.4) we know U(RgW (π))U(ΛgW (−
i
2))AxΩ is independent
of g as long as g belongs to the set Γ(D+x) (see Eq. (3.2)). Hence we obtain
U(RW (π))U(ΛW (−
i
2))AxΩ = U(RW (π))ÂxΩ
with
U(RW (π)ÂxU(RW (π) ⊂ ∩
g∈Γ(D+x)
M(−KgW (D + x)).
Next observe that a translation in the characteristic two-plane of W com-
mutes with U(RW (π)) and is mapped onto its negative by U(ΛW (−
i
2)). This
implies
U(RW (π))ÂxU(RW (π)) ⊂ ∩
D+x⊂W
∩
g∈Γ(D+x)
M(−KgW (D + x) =M(−D − x).
Using the fact that D is symmetric and that RW (π)(−x) = PWx holds we
get the result of the theorem.
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Now we are prepared to show Thm. 2.15.
Proof. First a remark: If A ∈M(W ) and U(ΛW (t)AΩ has an analytic con-
tinuation into the strip S(−12 , 0) then the same holds for VW (t)AΩ because
∆itWAΩ has an analytic continuation and the relation
U(ΛW (t)) = VW (t)∆
it
W (3.7)
holds. (For a detailed proof see [7].) Since all groups in (3.7) leave
the wedge W invariant it follows that they commute. If A ∈ M(D)fa
then U(RgW (π))U(ΛgW (−
i
2)) acts locally on AxΩ i.e., it maps AxΩ into
M(D − x) and is independent of gW , as long as g ∈ Γ(D + x). By
Eq. (3.7) we can replace U(ΛgW (−
i
2) by RgW (−
i
2 )∆
1
2
gW . This implies that
U(RgW (π))VgW (−
i
2)∆
1
2
gW acts locally on AxΩ and is independent of g, as
long as g ∈ Γ(D + x). Replacing Ax by its adjoint A
∗
x and observing that
the Tomita conjugation SgW acts locally on AxΩ and is independent of g
in the same range as before, we find, that U(RgW (π))VgW (−
i
2 )JgW has the
good properties, i.e., it maps AxΩ into M(D− x)Ω and is independent of g
for g ∈ Γ(D + x)). We define
Θ̂W = U(RW (π))VW (−
i
2 )JW = U(RW (π))JWVW (
i
2).
Notice that JW commutes with VW (t). Hence we obtain JWVW (−
i
2)JW =
VW (
i
2)
= VW (−
i
2 )
−1. This implies Θ̂2W = 1. By assumption the fully analytic ele-
ments applied to the vacuum are a core for ∆
−1/2
W , U(ΛW (−
i
2 ) and hence also
for VW (−
i
2) and Θ̂W . (Remember that U(ΛW (t))VW (t) = ∆
it
W .) Denoting
the closure by the same symbol, Θ̂W has a polar decomposition
Θ̂W = ΘWTW .
By the uniqueness of the decomposition and the positivity of VW (
i
2 ) it follows
that the relation TW = VW (
i
2) holds. Since Θ̂W maps M
fa(D + x) onto
Mfa(D−x) the same must hold for ΘW . Since by analytic continuation these
expression are independent of W we get that ΘW = Θ is the PCT-operator
and VW (
i
2) is independent of W and maps M
fa(D + x) onto itself.
Proof. of theorem 2.16 During the proof of the last theorem we had con-
structed the operator Θ̂ = U(RW (π))JWVW (
i
2). By the uniqueness of the
polar decomposition we see that the positive operator VW (
i
2 ) and the PCT-
operator Θ = U(RW (π))JW act locally and are independent of W . This
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implies that JW acts locally and mapsM(D+x) ontoM(D+PWx). Writ-
ing VW (t) = e
iXW t then since e−XW /2 is independent of W we conclude that
also VW (t) = e
iXW t = V (t) is independent of W . This implies
[V (t), U(Λ)] = 0
for all Λ. We know that V (t) mapsM(KW (D+x)) onto itself for every W .
Choosing x = 0 and varying W we find that V (t) maps M(D) onto itself.
Since V (t) commutes with the translations it is a local gauge. Hence also
∆itW acts locally for every W . Therefore V (t) must define a representation
of the Lorentz group. Since this group representation is Abelian it must be
trivial. This implies that U(g) is the minimal representation.
4 Examples
Free quantum fields, i.e., fields that fulfill the Klein Gordon equation, pro-
vide simple examples illustrating several of the points discussed in the pre-
vious sections.
We consider first the case of a single, hermitian Bose field Φ with mass
m > 0 on Rd, d ≥ 2, transforming covariantly with respect to the transla-
tion group, but not necessarily w.r.t. the Lorentz group. The Fock space
representation of Φ is determined by the two point function,
W2(x− y) = 〈Ω,Φ(x)Φ(y)Ω〉. (4.1)
Locality, spectrum condition and positivity imply (by the Jost-Lehmann
Dyson representation [7]) that its Fourier transform can be written
W˜2(p) =M(p)θ(p
0)δ(p · p−m2) (4.2)
where M(p) is a polynomial in p satisfying
M(p) =M(−p) and M(p) ≥ 0 (4.3)
for p on the positive mass shell H+m = {p : p
0 > 0, p · p = m2}. Conversely,
every such M defines a free field satisfying all Wightman axioms except
possibly Lorentz covariance. The field Φ gives rise to a QFTLO where the
local von Neumann algebras M(O) are generated by the Weyl operators
exp(iΦ(f) with real test functions f supported in O.
According to the results of [25] wedge duality is always violated unless
M is constant on the mass shell, i.e., unless Φ is the usual Poincare´ co-
variant, scalar free field. In particular, neither the condition of geometric
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modular action nor the Bisognano Wichmann property hold for fields with
non-constantM . On the other hand, it is trivial that PCT symmetry always
holds in these examples, irrespective ofM and d. In fact, since Φ(x) = Φ(x)∗
and W2 depends only on x− y, we have
〈Ω,Φ(x)Φ(y)Ω〉 = 〈Ω,Φ(−y)Φ(−x)Ω〉 (4.4)
which is exactly PCT symmetry. Space and time inversion are only sym-
metries separately, however, if M is even in p0. These examples thus shows
that
• Wedge duality is not a necessary condition for PCT symmetry.
• Full PCT symmetry is not in conflict with odd dimensionality of space-
time.
More generally we may consider free fields Φα that have an arbitrary
number of components and are not necessary hermitian. As before we as-
sume translation covariance and spectrum condition, but not necessarily
Lorentz covariance. It is convenient to take the set of indices α, that label
the components of the field including the adjoint operators, as a basis of a
complex vector space K. The field operators Φ(f, σ) thus depend linearly
on σ ∈ K besides the test function f , and we can write the adjoints as
Φ(f, σ)∗ = Φ(f¯ , σ∗), where f¯ is the complex conjugate test function and
σ → σ∗ is an antilinear involution on K. (In the case of hermitian fields σ∗
is simply complex conjugation of the components of σ with respect to the
basis.) The Fourier transform of the two point function
W2(x− y;σ, ρ) = 〈Ω,Φ(x, σ)Φ(y, ρ)Ω〉 (4.5)
can now be written as
W˜2(p;σ, ρ) =Mσ,ρ(p)θ(p
0)δ(p · p−m2) (4.6)
where Mσ,ρ(p) is a polynomial in p that depends bilinearly on σ and ρ. For
Bose fields locality is equilvalent to
Mσ,ρ(p) =Mρ,σ(−p) (4.7)
and positivity to
Mσ∗,σ(p) ≥ 0, for p ∈ H
+
m, (4.8)
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which implies in particular the hermiticity condition
Mσ∗,ρ(p) =Mρ∗,σ(p), for p ∈ H
+
m. (4.9)
PCT symmetry of the field, on the other hand, requires that
Mσ,ρ(p) =Mρ,σ(p) =Mσ∗,ρ∗(p). (4.10)
It is easy to give examples that satisfy (4.7) and (4.8) but not (4.10). For
instance, on can take an n component field, n ≥ 2, with M(p) given by a
positive definite n×n matrix whose diagonal elements are even polynomials
in p and whose off diagonal elements are odd polynomials that are purely
imaginary for p ∈ H+m. It has to be remarked, however, that not all such
examples violate PCT symmetry for the algebra of observables generated by
the field. In fact, two different multicomponent fields Φ
(1)
α and Φ
(2)
β may
generate the same local algebras of observables, and one of them can fulfill
(4.10) while the other does not. To discuss this in a little more detail let us
equip K with a scalar product 〈·, ·〉 and write
Mσ∗,ρ(p) = 〈σ,M(p)ρ〉 (4.11)
where M(p) is a hermitian linear operator on K. If M (1)(p) and M (2)(p)
correspond to the two different fields, then the generated local algebras are
clearly equal if
M (1)(p) = L(p)∗M (2)(p)L(p) (4.12)
where L(p) is an invertible linear operator on K for all p ∈ H+m whose matrix
elements, together with those of L(p)−1, are polynomials in p. In fact, L(i∂)
is then an invertible matrix of differential operators (at least when operating
in fields satisfying the Klein-Gordon equation) and the two fields are related
by
Φ(1)α (x) =
∑
βLαβ(i∂)Φ
(2)
β (x), Φ
(2)
β (x) =
∑
αL
−1
βα(i∂)Φ
(1)
α (x). (4.13)
For a true counterexample to PCT symmetry of the QFTLO generated by
a free field Φ
(1)
α one must therefore pick M (1)(p) in such a way that it can
not be written as (4.12) with a PCT symmetric M (2)(p). This, however can
easily be shown e.g. for M defined by the matrix
M(p) =
(
(p0)2 imp0
−imp0 (p0)2
)
. (4.14)
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It should even be possible to find within the class of Lorentz non-covariant,
finite component free fields examples satisfying wedge duality, but still vi-
olating PCT symmetry. In fact, it is easy to check that wedge duality
certainly holds, if M(p)−1 exists for all for all p ∈ H+m and has polynomial
matrix elements. A sufficient, and by Lemma V.2 in [25] also necessary, con-
dition for this is that detM(p) is constant on the mass shell. PCT symmetry,
on the other hand, requires that M(p) can be written as L(p)∗M ′(p)L(p)
with M ′(p) satisfying (4.10) and L(p) polynomial in p. Although an explicit
example satisfying wedge duality without the latter property is not known
to us there is hardly a doubt that such examples exist.
If one allows infinite dimensional index spaces K Oksak and Todorov
[40] have given examples of free fields violating PCT symmetry, but with
Lorentz covariance, i.e., where there is a representation Λ → V (Λ) of the
Lorentz group on K such that
Mσ,ρ(Λp) =MV (Λ−1)σ,V (Λ−1)ρ(p). (4.15)
All examples with infinite dimensional K violate the split property, but the
status of wedge duality in this example, i.e., the validity of the analyticity
condition of Theorem 2.6, is not known. The full analyticity condition of
Theorem 2.15 is certainly violated.
Another instructive example is the case of an infinite number of copies
of the neutral scalar free field. Here K is infinite dimensional, but Mσ,ρ(p)
is independent of p:
Mσ∗,ρ(p) = 〈σ, ρ〉 (4.16)
where 〈σ, ρ〉 is some scalar product on K. This theory is clearly invariant
under the Poincare´ transformations that simply ignore the index space K:
U1(a,Λ)Φ(f, σ)U
∗
1 (a,Λ) = Φ(f{a,Λ}, σ) (4.17)
with f{a,Λ}(x) = f(Λ
−1(x − a)). This theory is also covariant under other
representations of the Poincare´ group. Let V (Λ) be a continuous unitary
representation of the Lorentz group acting on K. Then we may define a
representation U2 by U2(a,Λ)Ω = Ω and
U2(a,Λ)Φ(f, σ)U
∗
2 (a,Λ) = Φ(f{a,Λ}, V (Λ
−1)σ) (4.18)
In this situation the cocycle linking U1 and U2 is itself a group representation
and U1 is the minimal representation. This follows from the fact that U1 acts
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only on the test-functions which implies that the Wightman functions fulfill
the Hall–Wightman analyticity [HW57] on the complex Lorentz group.
This is an example with wedge duality and the existence of two repre-
sentations of the Poincare´ group. One of them is the minimal one so that
the Bisogano Wichmann property holds. For the second representation one
has the partial analyticity property for U2(ΛW (t)) required for wedge du-
ality, but not the full analyticity property required for Theorem 2.15. The
analyticity for a fixed wedgeW holds because V (ΛW (t)) is a one-parametric
group, which has sufficiently many analytic elements. On the other hand,
since V (Λ) is a non-trivial unitary representation of the Lorentz group it
does not have an analytic continuation onto the complex Lorentz group and
therefore there are no fully analytic elements.
Finally we mention an example given in [15], Section 5.3, where the
Bisognano-Wichmann property is violated, but the conditions of Theorem
2.18 are fulfilled so that Poincae´ covariance (without spectrum condition)
and PCT symmetry hold. In this example the split property is fulfilled. One
may ask whether Poincare´ covariance, spectrum condition and nuclearity
(which implies the split property) are sufficient to derive the PCT theorem.
No counterexamples are known and Theorems 2.12 and 2.13 may be regarded
as a step in this direction, but this question is otherwise open.
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