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Abstract
The anticipated growth in cloud computing leads to looking for a newway to design, deploy, and manage network services.
In this thesis, the problem of VNFs placement and routing across the phys-
ical hosts are studied to minimize overall latency. The latency is defined
as the queuing delay within both, the edge clouds and the network links.
In that respect, latency optimization takes a holistic view by considering
not only VNFs chaining and placement problem but also considering the
flows routing aspect. These two problems are inter-related and have a
major impact on the network latency.
The variation of the network traffic affects the network performance by in-
creasing the response time of the control plan when it is overloaded, which
raises the issue of reliability and scalability. Multi-controller SDN-based
networks calls for approaching the problem of controllers assignment as
a multi-objective problem, by assigning switches to controllers in order
to balance the load between the controllers. Furthermore, in this thesis
we have considered traffic load migration with respect to computing re-
sources.
To this end, two main problems are studied in this thesis: the placement
and routing of Virtual Network functions, and controller assignment prob-
lem. We have considered different methods to measure a number of per-
formance metrics such as delay and resource utilization. The analysis of
simulation results and performance evaluations are presented to show the
effectiveness of the proposed models in terms of latency and load balanc-
ing.
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In recent decades, communication networks have been witnessing a massive growthin data traffic that needs a considerable processing capacity and communication as
well as to support a vast number of users, in addition to the growth of user requests
with more variety of customized requirements (such as low latency and high capacity).
The utilization of network, storage, and compute resources, the maintenance of hard-
ware appliances and marketing new services have a noticeable effect on both Opera-
tional Expenditure (OPEX) and Capital Expenditure (CAPEX). As the consumption
of different resources such as network and storage and the number of network services
grows, the cost of deployment, management, and maintenance of hardware resources
increases. Additionally, some resources can be unused or not fully utilized, while
others are overused. Virtualization enables the optimization of computing and net-
working resources dynamically. In a virtualized infrastructure, it is easier to migrate
virtual network functions (VNFs) dynamically based on the requirements. Network
Functions Virtualization (NFV) enables functionalities to be virtualized and shared
between different users/tenants, by decoupling network functions from physical in-
frastructure [1]. Therefore, by simplifying the configuration and installation of new
services, virtualization enables service providers saving time (one third of the testing
time of traditional networks) [2] and money.
To satisfy the user demands, the 5th generation of mobile networks is expected to
deliver a new design to support specific functionalities. Updating existing network
functionalities and re-designing networks require introducing new hardware equip-
ment and significant network changes which increase service providers expenses.
The next network generation is expected to support a big range of applications such
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as tactile internet, remote surgery, human to machine and machine-to-machine com-
munications. Additionally, 5G is expected to overcome the high cost of integrating
and upgrading new network functionalities by deploying new network architectures
[3]. Therefore, 5G network faces a large number of requirements such as ultra-low
latency and high reliability requirements, enhanced mobility management, and high
flexibility in addition to lowering CAPEX and OPEX.
One of the most important supported application by 5G is Internet of things (IoT),
which can be defined as a network of a large number of connected objects, combining
different Machine-Type Communications (MTC). In IoT, objects are remotely con-
trolled and managed, and a considerable amount of data is collected, exchanged and
analyzed.
Therefore, IoT is aiming to collect, process and analyze a large amount of data.
Resource utilization is a primary challenge, where the virtualization plays a major
role by supporting sharing, reusing and managing hardware resources [4]. Hence,
virtualization and softwarization play a significant role in the management of resources
and maximization of resource utilization to support IoT applications.
To keep up efficiently the diversity of the 5G use cases, new concepts such as network
slicing are required. Network slicing can efficiently support diversity of requirements
of use cases by running various applications in different network slices (virtual net-
works). One slice is a specific collection of network functions and resource allocation
modules. Every slice is isolated from each others to protect themselves from any
cyber attack.
New services and use cases have different requirements, such as ultra-reliable and
low-latency communications (URLLC) that requires high reliability, security, and de-
mands very low network latency. Additionally, New technologies allow diverse indus-
tries to develop new models and deploy various logical networks over one infrastruc-
ture. Two complementary but independent concepts; SDN and NFV are introduced
to meet the stringent requirements of 5G different use cases, Enhanced mobile broad-
band (eMBB), URLLC and Massive machine-type communications (mMTC). With
the modernization of the networks, the increase in traffic loads and the dependency
of businesses to their networks, Software Defined Networking (SDN) and NFV allow
flexibility and automation. In fact, virtualization is essential to upgrade new network
functions and locate them where and when needed in the network.
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SDN enables the configuration and programmability of forwarding rules, by abstract-
ing network control from forwarding functions in addition to improving networks
agility to meet the changes dynamically. As a complementary paradigm and an ab-
straction of network functions, NFV uses virtualization technology. By decoupling
network functions from one or more physical network infrastructure(s) to run in soft-
ware such as virtual machines instead of hardware, network functions can be easily
moved through different locations, installed and upgraded in any location of the net-
work.
The European Telecommunications Standards Institute (ETSI) describes a hight-level
NFV framework composed of three principal elements; VNFs, NFV Infrastracture
(NFVI) and NFV Management and orchestration (MANO). In NFV, the virtualiza-
tion layer shares physical resources between VNFs including computing, storage and
network to create virtualized resources that can be deployed, managed and executed
over one or different virtual machines (VMs) [1]. On the top of the NFVI, VNFs are
software packages deployable in one or different VMs allowing scalability, reusability
and speed.
The NFV management and orchestration is responsible for the management and or-
chestration of all resources in the cloud data center. MANO have many challenges
such as instantiation, routing, placement, and chaining of VNFs. Many studies on
NFV have attempted for diverse objectives in various scenarios. Latency is one aspect
of performance that needs to be emphasized, especially for time-sensitive traffic such
as haptic, audio, and video. To deploy a wide range of services, improve network
flexibility, and facilitate the deployment and maintenance of network services, virtu-
alization of network functions promises to make the networks more agile and efficient.
NFV enables network service providers to deal with the increase of data traffic and
the deployment of new services by offering a more scalable and flexible network. For
better control of the network, SDN complements NFV by decoupling the network con-
trol from the data forwarding through programming. Therefore, combined SDN and
NFV gives more flexibility in network control and encourage innovation to improve
network performance.
SDN encompasses different technologies such as programmable networking, network
automation and network virtualization, and is adopted by different network operators
and large companies such as Google. SDN enables administrators to update when
necessary any switch rules and prioritize the flexibility in managing traffic loads and
contributes in designing new technologies. SDN controllers determine all forwarding
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components behavior in the network. While southbound APIs, such as Open flow
protocol, allow the communication between the control plane and data plane and
deliver information to network elements. Northbound APIs enable the communica-
tion between controllers and applications, which helps networking programmability.
Therefore, SDN provides flexibility in control which enables the control of many
devices at the same time and a network of applications. In order to capture new
opportunities and face the explosion of new services, businesses need to reduce time
to market, adapt to network changes faster, and maintain quality of service (QoS).
1.1 Motivation
We are witnessing a paradigm shift from conventional networks to virtualized net-
works. Service providers/operators have turned their interests towards NFV. From
implementing and deploying network functionalities in hardware to running multiple
services, NFV allows organizations to deploy services as software in VMs to offer the
required services. NFV enables the market to reduce the cost of equipment and time
to test and evaluate new services as well as allowing faster marketing. To ensure a ser-
vice experience using softwarization to run VNFs with respect to customer demands;
placement, and chaining of VNFs should be optimized to ensure a better Network
performance.
Within the network functions virtualization ecosystem, high availability and low la-
tency are two service quality benefits. Service providers have high expectations for
5G and the network functions virtualization to make delay-critical services such as
remote surgery, a reality. Therefore, network services should be placed, chained, and
routed through the network considering users/tenants stringent QoS and service-level
agreement requirements. Routing and placement of virtual networks as well as SDN
controller assignment to network elements play an essential role in improving net-
work performance and the overall network cost. Hence, it is a big challenge to find
the optimal placement, especially in large scale topology networks.
Many challenges have to be addressed, and different questions should be answered in
order to enable the use of NFV and SDN in 5G. One of the main challenges to be inves-
tigated, VNFs placement and deployment, performance evaluation and provisioning
services, considering different network metrics. NFV challenges can be investigated
and solved independently. Additionally, the integration with known concepts such as
4
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SDN should be considered. Therefore, investigating in softwarization will have a real
added value to the new emerging technologies such as 5G and IoT as they are getting
more and more attention.
With the growth of traffic flows, the policy execution of service chains is hard to main-
tain manually. Therefore, SDN offers more flexible and programmable environment.
In software defined networks, the controller can be considered as a critical network
element for the overall performance of the network. Furthermore, the spatio-temporal
variation of network traffic affects network performance. It can increase the response
time of the control plane when it is overloaded, raising the issues of reliability and
scalability. The combination of service placement and chaining with the aid of SDN
improves network flexibility. Furthermore, controllers are designed as the core and
brain of SDN. By centralizing the controller, we are bringing more flexibility to the
network management, but in the case of failure, the whole system can be affected.
This thesis proposes a multiple-controller solution to achieve balance in traffic load
and avoid single point of failure compared to a single-controller solution.
1.2 Contributions
This thesis aims at dealing with two important and related problems, it addresses the
first problem of VNFs placement and routing and the second problem of controller
assignments.
In order to manage and orchestrate the virtual network functions throughout the
network and avoid limiting the network performance or capacity (e.g., Bottleneck),
we have focused on placing and routing VNFs by:
• Presenting mixed integer linear programmming (MILP) problem, considering
not only the delay generated by serving user/tenant demands but also the cost
of routing using a bi-objective optimization problem.
Considering the two costs helps faster execution time of service requests.
• Optimizing the distribution and utilization of available resources and meeting
user/tenant requirements. The objective has been to minimize the overall ac-




• Delay optimization leads to maximization of service requests. Also, we have
considered other factors such as load balancing through virtual links.
• For larger networks, to accelerate the process of routing and placement, we have
aimed at using a heuristic method in order to consider a larger number of NFV
features.
• To optimize latency and solve placement and routing problem, we have consid-
ered and compared different approaches detailed in the following chapters, with
respect to the delay requirement and network cost.
The main objective of the solution presented in Chapter 3 and Chapter 4 is to enable
operators to increase the acceptance rate of strict delay requirement requests and
avoid capacity restrictions.
To counter the problem of load balancing in the control plane, we have formulated
and solved in Chapter 5 the problem of controller placement considering traffic load
and traffic load migration as:
• Mixed integer quadratic programming problem, where we have assigned switches
to controllers considering their loads and with respect to the computing re-
sources, with the main objective of load balancing among the controllers.
• Linear model as a mixed-integer linear programming problem minimizing the
maximum load to be applied to a more realistic scenario, and performance
evaluations of the proposed models on real-world network topology.
This thesis key objective is to allow a more significant number of users to utilize the
network resources efficiently in terms of capacity and time and accept more delay-
critical service requests.
The work publications listed below presents the contributions of this thesis.
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1.3 Structure of the Thesis
The rest of the thesis will be organized into five Chapters, presented as follows:
Chapter 2 gives an overview of 5G and some concepts related to the work presented
in this thesis. The chapter discusses the relevant previous work for VNFs placement
and routing, in addition to load balancing among SDN controllers and covering the
background of the topic. In Chapter 3, we define the problem of VNFs placement and
routing for delay-sensitive applications considering the delay within links. Chapter
4 describes a new approach to VNFs placement and routing. In this chapter, we
have considered not only link delay but also inter-cloud delay, and we have extended
the work to solve the problem in both cases: vertical and horizontal scalings. Load
balancing for SDN controllers is studied in Chapter 5. In this chapter, we have
examined the problem of the SDN controller assignment for load balancing.
We have concluded the thesis in the last chapter with some remarks, discussions of






In this chapter, we present a detailed literature review, where we discuss recentdevelopments on the topic from previous related research work. Additionally, we
give an overview of the background, and we define general concepts related to the
problem outlined in this thesis.
The first part of this chapter introduces 5G networks describing the New Radio(NR)
and highlighting one of the essential concepts considered to build the 5th generation
core network. In the second part, we cover NFV technology, architecture, and different
components. Additionally, we present the main challenges and approaches studied in
recent research works, especially the one related to VNFs placement and routing.
The third part gives an overview of SDN controller load balancing, discussing the
background and different approachs to load balancing and SDN controllers assignment
problem. Then, We provide an overview of routing protocols and queuing models. In
the last section of this chapter, we present different ways of classifying and solving
optimization problems, and we cover some heuristics and greedy algorithms.
2.2 5G Networks
5G is a huge project aiming to make the world even more connected than what it
is today, with lower energy consumption and maintenance cost. 5G supports next-
generation technologies and services such as autonomous driving, smart cities and
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factories, and augmented reality [9]. Therefore, the existing mobile architecture is no
longer sufficient for the low latency requirements and different use cases, which pose
several challenges to operators. 5G makes it possible to support the coexistence of
human-centric and machine to machine and machine to human applications [10].
The Third Generation Partnership Project (3GPP) has defined three categories to
classify 5G services:
• EMBB which have high bandwidth requirements for applications such as aug-
mented reality and high-resolution video streaming.
• mMTC requires massive connectivity, better energy efficiency, and from low to
high data rate to serve a large number of machine-type devices (e.g., sensors).
The added value expected from IoT to 5G is its ability to support massive
amounts of simultaneous connections.
• URLLC requires high reliability and very low latency for latency-sensitive ser-
vices. Low latency is also seen as a must-have for the deployment of innovations
(e.g., autonomous driving).
2.2.1 5G New Radio
Different requirements are needed to support new services in 5G radio such as low
latency, high reliability, and massive connectivity. To improve mobile network per-
formance, flexibility, scalability, and efficiency, 5G New Radio(NR) is a new interface
developed for 5G to support a large number of different services, deployments, and di-
verse 5G device-types. 5G NR uses OFDM, a multi-carrier modulation method using
technologies such as massive MIMO and scalable subcarrier spacing to offer higher
available bandwidth and different spectrum bands. 5G is designed to offer faster data
rates, reduce latency , 4ms for mobile use and 1ms for devices such as automated
cars. To overcome LTE traffic congestion issues, 5G uses of a higher frequency bands
which makes great amounts of bandwidth available.
3GPP introduced 5G NR Non-standalone (NSA) mode standardization in April 2016
and its commercial release is expected before 2020 [11]. NR key benefits are:
• Ultra-lean design (minimum “always-on” transmissions)
• Advanced multi-antenna techniques (multi-beam antenna)
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• Forward compatibility (flexible in adopting new techniques)
• Wide spectrum range (operating in frequencies below 6 GHz and above 20 GHz)
• Low latency
NR operates in both Frequency Division Duplex (FDD) and Time Division Duplex
(TDD) with flexible frame structures. Orthogonal frequency-division multiplexing
(OFDM) is used for both uplink and downlink to facilitate device-to-device commu-
nications. Optimum waveforms for OFDM are proposed for uplink and downlink
transmissions with variable cyclic prefix [12]. NR supports variable bandwidth (RF
channel) and subcarrier. Below 6 GHz frequency band, subcarriers spacing of 15, 30,
60 kHz are used for carrier bandwidths of 50, 100, and 200 MHz, respectively. For
above 20 GHz frequency bands subcarriers of 60 and 200 kHz are used for bandwidths
of 200 and 400 MHz, respectively.
In addition to long term evolution (LTE) modulation schemes (such as 16, 64, 256
QAM), a new modulation scheme, π/2-BPSK is introduced for the low data rate
uplink transmission (IoT) for NR. π/2-BPSK has the same Bit Error Rate (BER)
performance as that of BPSK with less envelope variation. Therefore, lower peak-to-
average power ratio (PAPR) which can be transmitted through a high power-efficient
non-linear UE power amplifier with less distortion. NR standardizes an advanced
low-density parity-check (LDPC) coding. The reasons for this choice are its reduced
coding latency and complexity, block length flexibility and supporting lower data
rates than LTE turbo codes.
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Figure 2.1: Network slicing based 5G system architecture
2.2.2 5G Core Network
As described by the 3GPP, 5G system architecture is composed of one or more access
networks and a core network. In the first phase of 5G deployment, LTE core network,
Evolved Packet Core (EPC) is used. In the second stage, the 5G infrastructure is
expected to be based on the network slicing concept. The core network is composed of
network functions and supports data connectivity and new deployment technologies
such as NFV and SDN that enables network slicing as illustrated in Figure 2.1.
The core cloud represents a centralized architecture of the Core Network (CN) trans-
formed into a core cloud. It provides functionalities of the CN such as mobility
management and aims to reduce control signaling and delays of data transmissions.
On the other hand, the edge cloud is a centralized pool of radio access network (RAN)
virtualized functionalities that provide data forwarding and control plane functions
such as baseband processing [13].
Network slicing allows efficient use of core network resources (bandwidth, computing
power, and storage). As a collection of network functions and resource allocation
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modules, network slices are isolated from each other and share one common physi-
cal infrastructure. Every network slice can be considered as a virtual network with
customized functionalities an on-demand service to address vertical industries require-
ments and QoS demands.
Each application can be supported by one of the slices, and each slice can be op-
timized for that particular application requirements. In the unit of network slicing
management, as shown in Figure 2.2, SDN controller operates and controls the en-
tire virtual network by connecting the data layer and vertical applications. The
virtualized network function manager (VNFM) is responsible for mapping physical
network functions to VMs, while Virtualized infrastructure manager (VIM) is respon-
sible for the allocation of virtualized resources. As the core part of the network slicing
manager, the network management and orchestration unit is the core part of slicing
management, because it is responsible for creating, activating, and deleting network
slices.
As the next step for 5G commercialization, it will be allowing dual connectivity
of both 4G and 5G access to the new 5G core deploying NFV and SDN, which
enable the implementation of network slicing. However, the fifth generation is still
facing different challenges, such as isolation requirements among slices to achieve the
required security level.
eMBB, mMTC (IoT) and URLLC use cases have big potential but business models
are still essential to justify the huge investment required for 5G virtualized infrastruc-
ture. Additionally, the involvement of other vertical business sectors to share capital
expenses is essential for the deployment of shared physical infrastructure.
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Figure 2.2: Network slicing management
2.3 NFV and SDN
In order to process multiple operations simultaneously and balance the load among
servers, moving toward data-centric models allow to reduce traffic congestion episodes
and move closer to the end users. Therefore, network function virtualization gives
users/tenants the ability to place and deploy network functions on the cloud.
To separate control and data, two complementary but independent concepts are in-
troduced: SDN and NFV have been studied during this last decade [14], [15]. SDN
decouples the control and data planes and enables programming the behavior of the
network using well-defined interfaces. As a complementary paradigm, NFV uses vir-
tualization technology to run network functions on software that can be easily moved




2.3.1 Network Function Virtualization
ETSI defined NFV as a network architecture, proposed by a research group NFV ISG
composed of twenty largest Telecommunications Operators such as British Telecom
in a white paper published in October 2012 [16]. NFV architecture, as shown in
Figure 2.3, can be divided into three main components, NFVI that provides essential
resources for the data plan, MANO corresponds to the control layer and VNF to the
application layer. VNFs are offered by vendors to perform a specific network function
such as firewall, router, and load-balancer, where their combination can compose a
Network slice with one or different software programs that run on shared hardware
to create different touch points[17].
Figure 2.3: High-Level ETSI NFV framework
2.3.1.1 NFV Architecture
As the Network evolution goes from a hardware-centric to a software-based approach
network, a new framework is needed to support NFV technology. The standard-
ized architecture of the new NFV framework should allow multi-vendors to be able
to implement VNFs, configure and manage their life cycles. With three key blocks,
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ETSI defines the relationship between VNFs, their management, and their inter-
dependencies. ETSI defines the first block of NFVI as a multi-tenant infrastruc-
ture with the hardware, software, and the virtual components needed to host VNFs.
Virtual machines replace network nodes in the traditional architecture, by building
software on the top of virtual machines from NFVI to virtualize Network functions in-
dependently to hardware. MANO is a separate block communicating with both NFVI
and VNF blocks and responsible for the orchestration and life-cycle management of
physical/virtual resources and VNFs in addition to their allocation.
In more details, the first layer of NFVI architecture with a physical layer composed of
compute, and storage hardware called compute nodes for core processor and servers
such as Tower server and Rack server. Storage nodes are considered as storage devices
for temporary or permanent storage. Network hardware can be an industry switch
such as IBM RackSwitch [18] and allow communication between network elements
through a physical connection.
In the lower block, NFVI framework, a hypervisor or container constitute the virtu-
alization layer which is based between the physical and virtual infrastructure. This
layer creates an isolated environment for different tenants and use physical resources
to instantiate or remove a VM/container.
On top of the virtualization layer, virtual compute, virtual storage, and virtual net-
work composes the last part of NFVI. Virtual compute, storage, and network are
representing respectively the virtualization of hardware processing such as Central
Processing Unit (CPU), storage hardware which creates resource pools and intercon-
nection between virtual components such as VMs.
The second block of NFV framework represents abstracted functionalities from physi-
cal nodes. VNF layer creates isolated instances of network functions. Also, the VNFs
life cycle is managed by the Element Management System (EMS) and VNFMs by
sharing VNFs information. VNFs does not exist in VNF layer only; we can find dif-
ferent network functions in NFVI layer or MANO block such as controller functions.
VNFs instances can be implemented and managed by either VMs or containers as
shown in Figure 2.4.
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Figure 2.4: VM vs. container
A VM is a software running on the top of the physical platform, where hypervisors
are between the hostOS and GuestOS to instantiate and run VMs.
Each VM has its own kernel, which means that VMs can host different applications
and still run on the same physical hardware. Therefore, VMs can provide better
security than containers. However, VMs are heavyweight which add some complexity
to the processing of every step of their lifecycle. The size of VMs can affect their
portability and make the migration from a machine to another one complicated. We
can find different types of hypervisors, type 1 and type 2 that are two ways to run
virtual machines. Type 1 hypervisors such as KVM (Kernel-based Virtual Machine)
and Microsoft HyperV are defined as a bare-metal hypervisor that runs on physical
hardware.
The hypervisor, installed on bare metal hardware is a lightweight operating system
compared to type 2 hypervisors that are installed on top of a standard operating
system.
Type 2 hypervisors known as hosted hypervisors such as Oracle VirtualBox and




On the other hand, as a lightweight version of VM, containers come with better
resource utilization, faster and easier deployment, and versioning. Different containers
can be sharing the same OS kernel, they are very light (megabytes in size), more
portable compared to VMs and the start-up time from 40 sec for a VM to 50 ms
for a container. However, by sharing the same OS kernel, security is one of the
biggest challenges for the use of containers as they are more vulnerable to attacks
than VMs. Containers have various benefits such as size and performance but face
different problems related to security, such as protection from malicious host and
applications [20].
The last block of NFV architecture is NFV management and orchestration layer;
according to ETSI the role of MANO can be defined through the roles of VIM,
NFV Orchestrator (NFVO) and VNFM. VIM is responsible for managing network
resources. The NFVO determines the optimal path to chain different VNFs; NFVO
is also capable of creating and orchestrating VNFs. The role of VNFM is the man-
agement of VNFs where each VNF can have only one VNFM, but one VNFM can be
responsible for different VNFs.
2.3.1.2 Virtual Network Function Chains
We define a user/tenant request as VNFs chain, where demands and VNFs chains
are used interchangeably. By defining a request, we describe the requirements for
the service, including the required network functions and the performance. A service
chain consists of a set of linked network functions, which are provided by specific
VNFs. Each request requires the execution of virtualized network functions allocated
on one or multiple VMs. We can create a service chain using one or multiple VNF
instances that results in different connected services with different characteristics.
2.3.1.3 Virtual Network Function Placement
In this section, we introduce the optimization problem of VNFs placement with differ-
ent objectives such as minimizing resource utilization, e.g., [21] and [22] or maximiz-
ing the network throughouput such as in [23]. Different approaches measure different




NFV offers a more flexible network environment, where it is easier to move function-
alities and place them; which have a significant role in network optimization.
In [24], Defang Li et al. tackle the problem of VNF placement in edge computing,
considering the trade-off between node and link capacities. The problem formula-
tion comes into an Integer Linear Programming (ILP) model to optimize resource
consumption in terms of node capacities and bandwidth. A polynomial-time priority-
based greedy is proposed for a large scale version of the problem. To evaluate the
performance of their solution, the authors compared results to a Random Greedy and
a heuristic solution proposed in [25] based on reusing VNFs and delay minimization.
Aris Leivadeas et al. propose in [26] an interesting approach to service function chain
(SFC) placement and deployment problem in cloud-based network architecture. The
main objective is to minimize end-to-end communication delay with their minimum
deployment costs by placing VNFs chains in both cloud and edge infrastructure. The
evaluation of the proposed model considers three topology cases for a more realistic
environment. Four delays have been defined to calculate the end-to-end delay and
model the problem: propagation delay, transmission delay, processing delay, and
queuing delay. For large scale scenario, a Tabu search algorithm is proposed based on
local search and it is composed of five stages. The last step of the search algorithm is
the termination criterion defined as the number of iterations needed for the algorithm
to converge to a local optimal solution. The number of iterations was fixed to 1400
as the algorithm converges to an optimal solution. The evaluation of the approach
performance has considered measuring the utilization of resources (number of servers,
links, and function instances) and the overall delay. It is shown that the MIP results
outperform Tabu search algorithm, which gives a closer result to the optimal solution
than algorithms based on resource usage only.
A different approach to VNFs placement in [27] presents the model as a MILP prob-
lem. In addition to a heuristic BC based on the calculation of betweenness central-
ity(number of shortest paths from a node s to a node t through a node v over the
number of all shortest paths from a node s to a node t) to ensure the placement of
critical VNFs in the node with minimum communication delay. In [27], Hassan Haw-
ilo et al. consider minimizing the intra-communication delay between VNF instances.
Additionally, the authors are capturing all carrier-grade requirements of applications
such as performance, scalability, and QoS and assuming different dependencies be-
tween VNFs. As a result, the evaluation of the proposed MILP and BACON heuristic
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algorithm showed a better performance compared to a greedy-based k-shortest path
algorithm from the state of the art.
In [28], M Savi et al. present the impact of processing resource sharing between
different VNFs on service function chains placement. For this, two costs are studied :
The context switching cost defined as the cost from loading CPU process context to
enable the execution of multiple CPU processes sharing the same CPU. That means
sharing multiple cores by different processes. Secondly, the upscaling cost defined
as the cost from load balancing traffic among CPU cores, which has more latency
and processing costs. The problem is modeled as an ILP problem, and a heuristic
Cost-aware algorithm to increase the number of instances is described. The analysis
of the results shows that the cost of context switching has more impact on VNFs
placement, especially for low latency requirement services.
Oussama Soualah et al. present their work in [29] to optimize the utilization of re-
sources, by placing and chaining the requests of VNF forwarding graph, considering
sharing VNFs between tenants. They propose an ILP based algorithms to process
requests in batch online using the minimum resource and processing a maximum
number of requests. Therefore, they have measured different metrics during the sim-
ulation such as the execution time that shows the performance of the algorithm when
scaling the problem. Additionally, they have considered the number of active nodes,
the power needed to host service requests, service provider revenues, and the amount
of rejected requests. The paper concludes that approaching the problem of requests
placement and chaining as a batch enables service providers to define requests prior-
ities. Additionally, they use ILP for solving bigger size problem since the complexity
is controlled.
M. Tajiki et al. [30], propose an extension to there previous work [31] with different
heuristic approaches considering various aspects of the problem. The authors, not
only consider VNFs placement but also flow allocations and routing, without the
objective of minimizing the overall delay. However, the authors propose an energy-
aware approach along with other constraints on flow size, ordering of VNFs, and flow
latency.
Different metrics are measured to evaluate the performance of the proposed algo-
rithms, such as path length, link utilization, node utilization, and computational
complexity. Also, a comparison between heuristic and ILP results has been presented,
showing a maximum of 14% of optimality-gap.
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2.3.2 Software Defined Networks
SDN is a new emerging technology and a complementary approach to virtualized
solutions that helps organizations to cope with high-bandwidth requirement, dynamic
applications and the transition from the traditional network to a virtual environment.
Therefore, to keep up with network evolution and high demands, SDN separates
the network into two segments: data plane and control plane that we detail in the
following section. Traditional networks are based on the physical infrastructure that is
composed of network elements such as switches and routers that can not communicate
or run without the interaction with the physical nodes. On the contrary, by allowing
resources to be provisioned from a central location, SDN as a software-based network
runs on a NFV infrastructure and allows providers/users to leverage new devices and
grow there network without the need to invest in more physical nodes. Therefore,
providers/users have more flexibility and freedom in the management of network
functionalities and network configuration from a centralized location.
2.3.2.1 SDN Structure and Architecture
SDN is defined as new network architecture, and its framework can change from an
organization to another one. However, the general SDN framework is represented in
Figure 2.5 [32] and is composed of three different layers defined as follows:
• SDN applications are the upper layer and include various types of applications
from management, configuration, security to business software applications.
This layer communicates with the control one to make decisions communicate
behavior and request resources via APIs.
• Control plane is a layer with a global view of the network and an intelligent logic.
SDN controller receives requests from the application layer and communicates
an abstract view of the network to applications by interacting with the hardware
devices and extracting needed information.
• Different Network devices such as routers and switches compose the data plane,
responsible for forwarding data and managed by the control plane.
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Figure 2.5: SDN architecture
2.3.2.2 SDN Multi-controllers
As the first design of SDN architecture, a single controller is managing all network
switches. When one of the network components needs routing information, it should
request the routing information for the new packet by sending a Packet-in to the
controller. Considering a single controller architecture, might affect the processing
time of requests within the network as well as the overall performance in the case of
a failure.
Additionally, as request rate increases, requests traffic sent to the controller from
different network elements increases. Therefore, the capacity of the controller might
not allow the processing of all requests [33].
However, a new approach to SDN architecture is multi-controllers, where request
traffic is distributed between controllers and controller placements is optimized. Multi
controllers or multiple domains in SDN is to have different areas, each with a central
controller managing a group of switches. Each controller has a partial vision of the
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network but has to communicate with other controllers to share network information.
This can solve the problem of single-point failure, by using its own controller when
another controller is down and increase network performance, security and scalability.
However, multi-controllers raise multiple challenges such as controller placement and
assignment, controllers communication cost, and load balancing.
2.3.2.3 Controller Placement and Assignment
In this section, we present exciting works on controller placement and assignment.
Hadar Sufiev et al. present an approach to SDN controllers assignment for load bal-
ancing in [34]. The authors present a dynamic controller clustering in order to obtain
a number of clusters, where load is balanced between clusters and between controllers.
Two heuristics are used for initialization and replacement and an algorithm based on
the k-center approach to define K masters. The first step consist of defining K master
controllers; the second step assign controllers to predefined empty clusters that con-
tain only the master controller. In the first heuristic, the assignment of controllers is
based on the distances between them; each controller is assigned to the cluster with
the nearest master. While in the second heuristic, it is based on the load of groups,
it means that it assigns the most loaded controller to the underloaded cluster. The
main objective of this paper is to have less load on the serving controller and respect
the maximum distance between controllers, in addition to evaluating the performance
of a dynamic clustering compared to a fixed one.
Authors in [35] present a solution to the problem of controller placement problem
(CPP) based on their previous work, which is different from [34]. Victoria Huang
et al. consider in addition to controller workload distribution the communication
delay and the control plane utilization. For this, the authors have developed an
algorithm based on the combination of genetic algorithm and gradient descent (GD)
optimization method for fitness evaluation. In more details, for the assignment of
controllers, a CPP solution is presented considering the response time and control
plane utilization. For evaluation, different approaches are used for comparison such as
random heuristic approach based on a random selection of controllers, capacity-based
greedy approach based on selecting the controller with the highest capacity in each
iteration, direct optimization approach and K-mean approach adopted in minimizing
the average communication delay. The simulations show that the algorithm presented
22
2.3
results in a high control plane utilization and low response time compared to heuristics
used in the state of art.
A new approach to SDN controller assignment is presented in [36] for a multi-
controller to avoid any network failure or damage. The work motivation is clearly
defined in the chain failure phenomenon when one controller failure causes other con-
troller failures. Therefore, Tao Hu et al. has proposed a dynamic slave controller
assignment to prevent any network crash. Different constrained on controller avail-
ability and capacity (idle capacity, reserved capacity, and maximum capacity) are
defined for the problem formulation. The optimization solution to slave controller as-
signment considers different metrics such as latency between switches and controllers,
and load balancing based on the processing of flow requests. Additionally, the solu-
tion is measured based on flow request rate and controller utilization. Besides, the
authors have presented a heuristic algorithm to improve efficiency with three modules
state detection to identify controllers failure. Efficient slave assignment is the mod-
ule that makes a new slave controller assignment and role adjustment model defines
new controller roles (slave, master). Through simulation, this solution proved that
the probability of network failure could be reduced and latency can be decreased.
However, results can be improved for a more realistic scenario within a large scale
network.
A different solution to the controller placement problem is presented in [37], where
authors have highlighted the importance of multi-controllers or multiple domains
approach. Each controller has a partial vision on the network, communicate, co-
operate with other controllers and have a group of switches to manage. Therefore
the placement and assignment of controllers in different domains and to groups of
switches should be defined in respects to various metrics such as load balancing and
latency. Ahmad Jalili et al. have proposed a bi-objective optimization, minimizing
the end-to-end flow set up time defined as the time we need to set up forwarding
rules in switches. Furthermore, authors considered minimizing the inter-controller
communication latency caused by the communication between controllers to share
network parameters. Additionally, the authors designed an optimizer following best-
worst multi-criteria decision-making and a heuristic algorithm to define controller
assignment to switches defining the paths between switches and controllers.
The heuristic method considers hope count metric defined as the number of nodes
within the route between a switch and a controller, propagation latency, link uti-
lization, and path reliability (the best path between each placed controller and its
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assigned switches). By considering two realistic network topologies from state of the
art: Abilene and Internet2 from Internet Topology Zoo, the evaluation of the proposed
approach confirms the efficiency of the model compared to previous works.
2.4 Routing
Service requests are composed of a sequence of VNFs chained in a specific order, in-
terconnected between them by virtual links and defined by a source and a destination.
Network traffic needs to go through a specific number of chained VNFs to process
service requests before reaching the destination node. As the traffic has to traverse
servers in different geographical locations, it is essential to determine the ideal routing
path with respect to QoS [38]. Therefore, routing is the process of selecting the best
route from a source to a destination, based on traffic and network topology, through
which network traffic can be dispatched.
2.4.1 Network Routing Protocols
Network routing protocols define the path for two routers or nodes in the network
to be able to communicate between them. Therefore, routing protocols by sharing
information find and select preferred routes to forward data packets throughout the
network, from a source node to a destination node.
Routing protocols have to collect information about network topology to take deci-
sions dynamically about preferred paths to forward traffic through network nodes.
We can define two main categories of routing protocols: Distance vector protocols such
as Routing Information Protocols (RIP) and Enhanced Interior Gateway Protocol
(EIGRP), where each router should share its routing table with its neighbors. Routers
send their full routing tables periodically to their neighbors, in case any change occurs
in the routing tables. Therefore, the information is shared throughout the entire
network, but this makes the process very slow. The routing decision is made based
on the distance using algorithms such as Bellman-Ford algorithm, and the best route
is the one with the fewer hops. RIP protocol was developed for small to medium
networks, and the maximum number of hops is 15.
However, Link state protocols such as Open Shortest Path First (OSPF) are mainly
used in scalable large IP networks [39], overcoming the restricted number of hops
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in distance vector protocols. In this category, routers do not frequently share their
routing table. Link state protocols exchange the topology information throughout
the autonomous system. OSPF is one of the most popular link state protocol where
routers exchange or request information using different types of packets such as Link
State Advertisement (LSA) and Link State DataBase (LSDB).
LSA packets are exchanged between routers in the same area and carry all topology
information and can have different functionalities. A link state update message is
sent to answer a link state request message for a missing part or information of the
shared database. Thus, LSDB is built, or a portion is updated, this to maintain the
same link state database between all routers. By considering network link states, each
router finds the shortest end-to-end path to every possible destination using shortest
path algorithms such as Dijkstra algorithm to build their routing tables.
In this thesis, we use the Dijkstra Algorithm for routing, to find the shortest or lowest
cost path between two points in the same graph. The algorithm goes through different
steps [40] as defined in Algorithm 8 in Appendix A. First, we initialize all distances
from a source to any vertex to infinite, the parent node (previous node) as undefined
and the distance to the source is zero. As we fixed the starting node, the next step
is to choose the neighbor node with the smallest weight/cost. Once we move to the
selected node, we check all its neighbors and calculate for each of them the distance
based on the weights of the links that lead to each neighbor from the starting node.
The smallest cost will be defining the shortest distance for that node. Therefore, the
output of Dijkstra is a set of shortest paths from the starting node to all reachable
nodes in the graph.
2.4.2 Multipath Routing
Multipath routing is a routing technique for assigning different paths for the same
source and destination nodes. It can be effectively used for the minimum delay and
packet loss during congestion, to increase bandwidth, improve reliability and quality
of service. In contrast to the single path approach, multipath routing can better utilize
network bandwidth and balance network traffic. To define multiple paths, different
shortest route algorithms have been used such as Dijkstra and Bellman-ford-Moore
[41], where not only one shortest path is set, but k-shortest paths. In this thesis, we
define 2-shortest paths per request in a weighted network shown in Figure 2.6. The
weights assigned to links are positive, pre-defined by the service provider and can
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represent the cost or distance between two nodes. Weights can also be defined as link
bandwidth or as the necessary power for transmission. In contrast to Bellman-ford
algorithm, Dijkstra algorithm aims to find the shortest path based on link costs or
weights, where all edge costs belonging to a route should be positive from source to
destination node in a defined graph.
Figure 2.6: Weighted graph
2.5 Queuing Theory
Queuing theory is a mathematical methodology generally used to analyse the perfor-
mance of a network. Minimizing delay is a major problem in the network, queuing
models help to optimize routing and select routes with the minimum delay. At high
traffic load, many data packets arrive at a node, the waiting queue for transmission
build up, which might occur network congestion and bottleneck.
Network delay can be defined as the time for a data packet or a bit of data to go
through the network from a source node to a destination node. The delay can be
categorized in four different delays:
• Processing delay is the time to process a data packet header.
• Queuing delay is the time a packet spent in a queue.
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Figure 2.7: M/M/1 queuing model
• Transmission delay is the time needed to transmit all the bits of a packet through
the link. The delay is defined by the packet size over the bit rate.
• Propagation delay is the time required for a bit to travel through the path and
reach the destination. The delay is calculated by the distance over propagation
velocity. Therefore, propagation delay is proportional to the path length.
In this thesis, we will focus on studying the queuing delay as it plays a major role
in the overall network delay. Once a packet arrives at a node, it should be processed
and transmitted. Every node and link have a limited capacity of processing and
transmitting. If the packet arrival rates exceed the capacity of the node or link, the
packets are pushed into the queue. Therefore, queuing delay can be defined as the
time data packets spend in a queue, waiting to be processed or transmitted. Delay
can be defined following the Little’s Law based on the chosen queuing model. There
are four commonly used queuing systems following Kendall’s Notation A/B/s. A for
Arrival distribution (M for Poisson, D for deterministic, and G for general), B for
Service time distribution (M for exponential, D for deterministic, and G for general),
s for the number of servers. Assuming that arrivals follow the Poisson distribution,
queuing systems can be categorized as follows:
• M/M/1: Queue in a single server system and service time with an exponential
distribution.
• M/M/s: Similarly to M/M/1 but in a multi server queuing system.
• M/D/1: Queue in a system with a single server and where service time are
fixed.
• M/G/1: Queue modeled in a single server system where the job service time
has an unknown, arbitrary distribution.
In this thesis, we assume that arrivals follow a Poisson distribution and that service
times have an exponential distribution similar to [42][43]. We can model each link
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Figure 2.8: M/M/s queuing model
and node/ VNF instance as an M/M/1 or M/M/m queue. Based on the queuing
network model, the input process can be defined by packets of requests that arrive
stochastically as a Poisson stream, where the arrival of each packet is independent of
the others. Additionally, the packets arriving to the processing server(s) are either
served or are waiting to be processed in the queue following a First Come First
Served (FCFS) approach, this defines the queuing process. Also, each link, node or
VNF instance handle each packet independently from the other. Packet Arrival rate
is defined by λ and by assuming that packets have different sizes the service time is
exponentially distributed.
Therefore, we used M/M/1 and M/M/s queuing models as shown in Figure 2.7 and
Figure 2.8 respectively.
2.6 Optimization
Optimization is a set of techniques that act to minimize or maximize one or differ-
ent constrained or unconstrained functions to find the optimum, the best possible
result. Analytic methods use different calculus to locate the optimal solution. As the
problems are not identical and are under different circumstances, various ways can be
used to calculate in a set of operations and find the optimal solution. An optimiza-
tion problem such as optimal resources allocation, minimum processing time, shortest
route .etc, can be expressed through three components: Objective function(s), deci-
sion variables and constraints.
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Objective function defines the effort to minimize or the benefit to maximize and can
be composed of one or multiple objectives. Multi objective functions are commonly
used in the presence of a trade-off. In complex multi-objective functions, there is no
single optimal solution for each objective function. Pareto optimal solution improves
one objective function while degrades the other values. Therefore, Multi objective
problems can be reformulated, either by using a weighted summation of functions or
by keeping one function as the objective and putting other functions as constraints.
Variables are the second component of an optimization problem; decision variables
are unspecified and can be discrete Boolean or continuous.
The third and final component is the constraints. Constraints are defined as the
conditions to be satisfied to give the decision variables x = (x1, x2, . . . , xn) the right
values.
The general form of an optimization problem is defined by f(x), the objective function
in equation 2.1, gi(x) where i = 1, 2, . . . ,m defines inequality constraints in equation




s.t. gi(x) ≤ 0, i = 1, 2, . . . ,m. (2.2)
hj(x) = 0, i = 1, 2, . . . , p. (2.3)
The first step in solving an optimization problem is to construct the mathematical
model by defining different terms listed previously, objective function(s), variables,
and constraints. In a second step, the type of a problem should be determined and
this by defining in which category the issue falls.
Optimization problems can be classified differently. A problem can be unconstrained
if there are no constraints on the defined problem and variables. On the other hand, a
constrained problem might have one, two, or many equality or inequality constraints,
which puts some conditions and boundaries on the set of possible solutions. Con-
straints can also be classified as linear, non-linear, or convex constraints.
The nature of the objective function plays a significant role in classifying the opti-
mization problem and also defining the computational method to be used to solve the
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problem. In the case where all the constraints are linear, the optimization problem
is classified as a linear programming problem if the objective function is linear too.
However, if the objective function is quadratic, then the problem is a quadratic pro-
gramming problem. The problem is called non-linear if one of the objective functions
or constraints include a non-linear term.
Depending upon the decision variable types, optimization problems can be classified
as integer or real-valued model. The problem is an integer when some or all the
variables can take only integer values. However, the real-valued model is when the
set of decision variables can only take real values.
Problems can be defined as stochastic or probabilistic if the variables in the objective
functions and constraints include random elements. The second type is deterministic
models, where the set of conditions are defined. Therefore the results remain the
same if the starting points do not vary.
The classification of the optimization problem helps to define a suitable method and
technique to solve the problem. Unconstrained optimization aims to solve more gen-
eral problems using different methods such as Direct search, Gradient, or Newton
methods. We start by defining the Direct methods that do not need the knowledge of
derivatives to search for an optimal point. This technique can be used for problems
where the function is neither differentiable nor continuous.
However, the gradient method, such as gradient descent and the conjugate gradient
use the knowledge of the first derivatives and are used for large scale problems. These
methods consist of finding the local optimum based on the direction of the gradient of
the function and the step size. Newton’s methods are based on the knowledge of the
first and the second derivatives. By using the second derivative, Newton’s methods
choose a more direct route, faster to reach a local maximum or minimum compared
to the gradient descent.
In the case where both the objective function and the constraints are linear, we
use linear programming methods. Every linear problem can be converted into a
standard form before been solved. There are different ways to transform the form of
a linear problem to a more standard form. If the problem is defined as a minimization
problem, it can be converted to a standard maximization problem by multiplying the
objective by (−1) and constraint of the form aixi ≥ bi can be changed to −aixi ≤ −bi.
Similarly, a non-restricted variable can be replaced by two restricted variables and
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two inequality constraints. Therefore yi can be transformed to ui − vj by adding
ui ≥ 0 and ui ≥ 0 as constraints.
In the case where the objective function or one or more constraints are non-linear
functions, we refer to the problem as a non-linear optimization problem. Non-linear
Optimization Programming (NLP) problems are the most general form of the opti-
mization problem as all other defined problems can be considered as a subproblem of
NLP problems.
By having a NLP problem, you have enough information to find a local minimum
or maximum point. Whereas, it is challenging to know if there is other better local
points or to define the global optimum [44]. Additionally, they might be different and
discontiguous feasible regions and different starting points, which is time-consuming
to go over all of them. Therefore solving NLP is complex. Accordingly, before trying
to find the right solution algorithm, it is better to try to reduce the non-linear terms
of the problem formulation to a linear mathematical model.
A simple reformulation might be able to solve the problem with a linear optimization
method. As an example, non-linear terms can be approximated by piece-wise linear
function [44] and the non-linear optimization problem can be transformed into a linear
one. The approach of piece-wise linearization as used in this thesis, can be applied
to a problem if the objective functions are separable functions, functions that can be
written as a summation of functions for a single variable f(x1) + f(x2) + · · ·+ f(xn)
[45].
Therefore, piece-wise linearization can be the solution when the objective functions or
the constraints or both are non-linear [46]. For this, a defined number of breakpoints
will be denoted, and there corresponding linear function will be generated as shown in
Figure 2.9. Giving the objective function as f(x) = x2 the breaking point are 0, 1, 2
and 2.5 and there corresponding function values are 0, 1, 4 and 6.25. By applying the
weighted sum, the piece-wise linear approximation of the function can be expressed
as follows:
λ1f(x1) + λ2f(x2) + λ3f(x3) + λ4f(x4) = f(x) (2.4)
λ1x1 + λ2x2 + λ3x3 + λ4x4 = x (2.5)
λ1 + λ2 + λ3 + λ4 = 1 (2.6)
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Figure 2.9: Piecewise linear approximation
Non-linear terms might be found in the form of products of variables. In that case,
we can eliminate the product and replace it with a new variable and introduce new
constraints to the problem model. The product of x1x2, if both binaries can be
replaced by the new binary variable y = x1x2 and constraints (2.7),(2.8) and (2.9)
are added.
y ≤ x1 (2.7)
y ≤ x2 (2.8)
y ≥ x1 + x2 − 1 (2.9)
Otherwise, if x1 is binary and x2 is continuous, the new variable y is continuous and
constraints (2.10),(2.11) and (2.12)are added.
y ≤ ux1 (2.10)
y ≤ x2 (2.11)
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y ≥ x2 − u(1− x1) (2.12)
Different methods have been developed to solve the NLP problems, methods that are
based on transforming the non-linear constrained problem into unconstrained sub-
problems. These techniques are called exact methods such as Augmented Lagrangian
method that uses a penalty term added to the objective function to eliminate con-
straints.
Other methods are based on solving a sequence of problems that converge to the
solution of the original problem, and they are called sequential methods. Sequen-
tial Quadratic Programming method is known by solving large scale non-linearly
constrained problems [47]. Sequential Quadratic Programming method uses the
quadratic approximation to replace the objective function. A set of quadratic models
with different resistance factors are solved. At every iteration, the resistance factor is
reduced, and a quadratic problem is modeled, and its solution results in a new step
toward the solution of the original non-linear problem.
Problems with a quadratic function and linear constraints are Quadratic Program-
ming problems. Their general form can be defined in the objective function (2.13).
Q is a n×n-dimensional real symmetric matrix,c is a n-dimensional vector. Equality
and inequality constraints are defined in (2.14) and (2.15) respectively, where A and





s.t. Ax = b (2.14)
Aeqx ≥ beq (2.15)
Quadratic Programming (QP) problems can be considered as a particular case of
nonlinear programming problems.
2.7 Heuristics
The cost of finding an optimal solution is not always affordable. When the size of
a problem grows, it will take more time to find an optimal solution, especially for
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real-world applications. Therefore, the execution time and space will increase.
NP-complete is a problem where no optimal solution is found, such as Traveling
Salesman Problem [48]. Heuristic algorithms are used to find an approximate solution
(sub-optimal) but not an accurate one as it does not guarantee the best solution. A
heuristic algorithm might find the best solution, but it is very hard to be proven.
A heuristic algorithm is designed to solve problems and make decisions in a fast
manner by looking for a sub-optimal solution within the possible solutions. Besides,
traditional search algorithm such as exhaustive and local search, divide and conquer,
branch and bound are effective methods but face the time-complexity. Therefore,
different modern heuristic algorithms [49] have been developed to overcome the time-
complexity of the traditional ones such as:
• Simulated annealing algorithm
• Tabu search
• Artificial Neural Networks
• Genetic Algorithms that are based on mutation, crossover, and selection and
are mainly used to generate a high-quality solution.
2.8 Greedy Algorithm
The greedy algorithm is a developed method that follows the problem-solving heuristic
to find the local optimum. At each step, the algorithm is trying to find a way to
an optimal global solution for the entire problem. The greedy algorithm does not
guarantee the optimal solution, as it focuses on the information at the current stage
only, not the entire problem. However, it does produce a local optimal solution, close
to the global one with good run time. Five components should be defined to develop
a greedy algorithm:
• A candidate set: Initial set to create a solution
• A selection function: Chooses candidates
• A feasible function: Decides if a candidate can be a part of the solution
• An objective function: Gives a value to a solution
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• A solution function: Decides if the final solution is found
The greedy algorithm has been used for a wide range of problems such as routing
problem where Dijkstra’s shortest path algorithm is used. Some greedy algorithms
do sometimes produce the global optimum solution, but most of the time, they yield
to the local optimum solution only. However, such algorithmic techniques can be
good to obtain an approximation of an optimization problem.
The greedy algorithm can be used in different classical cases and also as an approxi-
mation for non-deterministic polynomial-time hard (NP-hard) problems to overcome
the polynomial time complexity of optimal techniques.
For applications in routing, Dijkstra algorithm uses a greedy algorithm to find the
shortest routes in a directed graph with positive edge weights. Another application
for greedy is to bin packing problem. This problem is defined by several packing bins
with a specific capacity and a number of items of different sizes. The objective can
be time efficiency, minimizing the number of bins, or balancing the distribution of
items. For solving the problem of bin packing, different algorithms are used, such as
next fit decreasing, first fit decreasing and best fit decreasing. The general form of
best fit algorithm can be found in Algorithm 9 in Appendix A [50].
Clustering problems without the clusters knowledge are NP-hard, where the greedy
algorithm such as k-means and k-centers can be used to partition the data-set. K-
means clustering is used for data that does not belong to any category. By defining the
number of clusters and a random selection of centroids, the objective of the algorithm
is to assign a group to every element based on its distance to the centroid.
2.9 Summary
In this chapter, we have reviewed the main methods for optimization, routing and
queuing, in the context of which we modeled the VNFs placement and routing prob-
lem and the controller assignments problem. For cases where we have a non-linear
mathematical model, there exist techniques to reformulate the problem and methods
to solve the model and find optimal or sub-optimal solutions.
Different approaches have been presented to solve the problem defined in this thesis.
Therefore, we have been inspired by some of the previously published work, and
we have discussed several approaches that have been proposed for similar or related
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Delay Sensitive Virtual Network
Function Placement and Routing
3.1 Introduction
Network function virtualization (NFV) is a recent concept for sharing resourcesfrom one or more physical network infrastructures in order to improve flexibility
of design, deployment and management of networking services. VNFs are hosted in
virtual machines for the purpose of serving a user and/or a tenant request where the
order of the requested functions are as important as the service itself. Therefore,
the placement, chaining and routing of VNFs have a major impact on the overall
networking cost which can be translated into financial cost, latency, resources utiliza-
tion or other suitable metrics. In this chapter, we focus on the accumulated delay
assuming multipath routing of flows and the assignment of service chains in virtual
networks. We formulate the problem of placement and routing as a MILP problem,
considering not only the delay cost generated by serving user and/or tenant demand,
but also the cost of routing using a bi-objective optimization problem. The proposed
solution aims to minimize the overall delay and the simulation results show a con-
siderable gain in the performance and a better use of network resources compared to
the conventional shortest path routing based solutions. The main contribution of this
chapter is the formulation of network service chains placement using MILP model
for the purpose of optimizing network latency and increasing the acceptance rate of
strict delay requirements. This enables a larger number of users utilizing efficiently
network resources in terms of capacity and time. The rest of the chapter is organized
as follows. Section 3.2 reviews the related work. Section 3.3 describes the network
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model, the mathematical formulation and states the load balancing problem in NFV
as a mathematical formula. Discussion and evaluation results are given in Section
3.4. Section 6 concludes the chapter and highlights future work.
3.2 Background
Multiple studies on VNFs consider network latency as a critical attribute to insure
QoS for costumers of both network and application providers. Such advanced features
of service offerings has to take place via an automation and elasticity of resource
distribution and allocation [51]. In this emerging environment, replacing network
functions that are currently implemented on middle-boxes by VNFs, the issue of
placement of VNFs and routing of network traffic are considered as important issues
to be addressed to ensure efficient network operations. By considering aggregated
data rates, the amount of used resources and latency in [52], independent graphs
have been created using a heuristic method to optimize VNFs chaining and evaluate
the effect of those decisions on all these three metrics.
A challenge that has been targeted in [53] related to finding a balance between per-
formance and resource usage. To this end, three methods have been investigated:
Round-robin heuristic for flexible placement solutions, Mixed Integer Programming
method generating a set of solutions to the SFC and a queueing theory based method
for latency estimation. The approach proposed in [53] is a SFC provisioning sys-
tem (Stringer) able to minimize the infrastructures resources and the network delay
without considering the routing cost.
An interesting approach is proposed in [54] solving the problem of joint service place-
ment and traffic steering incrementally. The authors have formulated the VNFs place-
ment and routing problem with the objective of minimizing both link and core re-
source utilization. For this purpose, authors have modelled the problem using math-
ematical programming aiming to provide efficient placement of service chains but
considering latency as a constraint rather than an objective to minimize.
The work presented in [55] focuses in ensuring continuity and improving resilience of
Service Chains (SCs) with a minimum number of resources and with respect to delay
requirements. To achieve that, three integer linear programming models have been
introduced for each type of failure. Again, in this work they have analysed the effect
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of nodes capacity, failure type and the number of active nodes on network latency
but no delay optimization objective is considered to solve the problem.
Some approaches such as [56], consider bit rate variation and dynamic bandwidth
allocation to minimize scheduling delay and solve resource allocation problem for
network services. Only two types of delays are considered: processing delay and
transmission delay in order to serve more requests and cope with stringent service
requirements.
The so-called FAST-RACE algorithm is proposed in [57] to reduce network congestion
and increase network availability. The authors consider delay but focus on increas-
ing the number of accepted demands by distributing the load through the network
and avoiding overloaded link state. None of the above papers have considered the
optimization problem of joint latency and routing cost taking into account queuing
delay, multi-path routing and both link and node virtualization capacities which is
the focus of this chapter.
3.3 Problem Description and System Model
As already eluded above, the optimal VNFs chaining and routing problem is an area
that has gained significant research attention and the problem itself falls within the
NP-hard optimization problems. In this section, we derive a compact formulation that
linearizes the effect of delay to allow powerful linear integer mathematical solvers to
be used to find optimal solutions. We consider the case where all VNFs of a service
request are located at the same access/core network location, for example at the
same edge cloud. Furthermore, we assume that all the service requests are already
admitted in the network; in other words no admission control is considered in this
work. Network flows should visit different network functions depending on the service
such as for example, video optimizer, Deep Packet Inspector (DPI), Session Border
Controller (SBCs) and Firewall in a specific order to be applied to the flow of data
[52]. We define each service request as a chain of ordered functions represented as a
directed graph similar to many research work such as in [58]. The nodes of the graph
represent the network functions and the edges describe the link between the network
functions. In our case, the problem reduces to the optimal routing and location of
each service request. We define the required preliminary notations and parameters




A mobile core/access network is modelled as an undirected graph G = (K,L), where
K denotes the set of nodes and L the set of links in the network. Let P be the set of
paths in the network that can be composed of one or multiple links. F denotes the
set of VNFs and fi represents an instance of specific VNFi. Each fi consumes some
physical resources (i.e., CPU cycles, fast/slow memory, etc.) if the function is imple-
mented in a node. We aggregate the resource requirements for a request that might
include more than one VNF (in a chain) as ηr, meanwhile, the amount of available
resources of node k is denoted as another single column matrix Γk. Therefore, the
assumption we made hereafter is that all VNFs are located on the same node with a
chain being implemented internally in that node (such as for example an edge cloud).
We assume a convex function for packet forwarding delay on a link where Cl is the
capacity of the link and xl the total traffic in link l. By using the fundamental






To linearize the delay profile of a link, so that a linear mathematical programming
model can be used, we model the delay profile using a piecewise linear function [45]
with pre-generated breaking points for each link b1, b2, ..., bn. Then, for zi (0 ≤ zi ≤ 1)
as piece-wise linear slot weight, the rate xl at link l can be written as:
xl = zibi + (1− zi)bi+1 (3.2)
Since we have a linear function in the interval bi ≤ xl ≤ bi+1, we can estimate the
delay on the link in 3.3 as follows:
Dl(xl) = ziDl(bi) + (1− zi)Dl(bi+1) (3.3)
For each VNFs request r we calculate a set of shortest paths from the network gateway
to the corresponding access router. Based on those pre-calculated shortest paths per
request in the network, we define two binary variables where ωkp and ζpl represent
respectively the nodes and the links belonging to a path p,
ωkp =
{






1 if link l ∈ path p.
0 Otherwise. (3.5)
With urp we denote the rate that is allocated for request r at path p and dr express
the rate requirement for request r. We have two decision variables: vrk representing








1 if request r use SP p.
0 Otherwise. (3.7)
3.3.2 Variables and Parameters
The main objective of this work is to minimize the overall delay in the network by
selecting the optimal path. The choice for the routing path to be followed for a
network service chain has to consider VNFs requirements as well as network available
resources. Table 3.1 summarizes the variables and parameters used in this work which
are similar to those defined in [57] research work.
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Table 3.1 Description of variables for MILP formulation
Parameter Domain Description
xl xl ∈ [bi, bi+1] Total traffic in link l
Dl Dl ∈ R>0 Delay in link l
Sp Sp ∈ R>0 Cost of a path p
Cl Cl ∈ R>0 Capacity of link l
zi zi ∈ [0, 1] Weight of piece-wise linear slot
R R ∈ N Set of requests
r r ∈ N Defines a request
L L ∈ N Set of links
l l ∈ N Defines a link
P P ∈ N Set of paths
p p ∈ N Defines a path
K K ∈ N Set of nodes
k k ∈ N Defines a node
ηr ηr ∈ R>0
Resource requirement
for a request r
Γk Γk ∈ R>0 Available resource for node k
ωkp ωkp ∈ {0, 1}
Equal to 1 if node k
belong to shortest path p
ζpl ζpl ∈ {0, 1}
Equal to 1 if link l
belong to shortest path p
dr dr ∈ R>0 Required rate for request r
urp urp ∈ [0, (Cl − xl)]
Allocated rate for request r
in path p
vrk vrk ∈ {0, 1}
Equal to 1 if VNFs of r
are hosted in k
ψrp ψrp ∈ {0, 1} Equal to 1 if request r use path p
w1 w1 ∈ [0, 1]
Weight for delay
optimization function
w2 w2 ∈ [0, 1]
Weight for routing
cost optimization function
3.3.3 Mathematical Programming Formulation
Based on the delay definition in 3.3 and considering the path assigned to a service
request and the delay of the links composing the chosen path (in other words the cost
between two virtual machines), we define the objective function of minimizing the
overall link delays in equation (3.8). In our case the cost of mapping the VNFs to the











s.t. z1,lb1 + z2,lb2 + · · ·+ zn,lbn = xl ∀l ∈ L (3.9a)





urpζplψrp ≤ Cl − xl ∀l ∈ L (3.10)
∑
p∈P
ψrpurp = dr ∀r ∈ R (3.11)
∑
p∈P
ψrp = 1 ∀r ∈ R (3.12)
∑
k∈K










ηrvrkψrpwkp ≤ Γk ∀k ∈ K (3.15)
vrk, ψrp, ζpl, ωkp ∈ {0, 1} (3.16)
z1,l, z2,l, . . . , zn,lurp ≥ 0 (3.17)
Constraints (3.9a) and (3.9b) ensure the piecewise linear approximation of the delay
function using λ-formulation. (3.10) ensures that the capacity of the link is not ex-
ceeded. (3.11) ensures that the total rate allocated in all the paths is equal to the
required rate for each request. (3.12) ensures that each request is mapped to one
path. (3.13) ensures that all the VNFs of a request r are hosted in one node. Con-
straint (3.14) ensures that each request r using a path p, their VNFs are mapped in a
node k ∈ p. And constraint (3.15) ensures that the capacity of a node k is not violated.
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In order to linearize the optimization problem, in constraints (3.14) and (3.15), we
replace the product of two binary decision variables [45] vrkψrp with a new binary
variable yrpk where yrpk = vrkψrp.




if request r use SP p and VNFs
of request r hosted at node k .
0 Otherwise.
(3.18)
To linearize the constraints (3.14) and (3.15), we eliminate the non linear term vrkψrp
by replacing the two constraints in the defined optimization problem formulation with










ηryrpkwkp ≤ Γk ∀k ∈ K (3.20)
Note that constraints (3.21) (3.22) and (3.23) force the binary variable yrpk to take
the value of ψrpvrk. ∑
p∈P
yrpk ≤ vrk ∀r ∈ R ∀k ∈ K (3.21)
∑
k∈K
yrpk ≤ ψrp ∀r ∈ R ∀p ∈ P (3.22)
yrpk ≥ ψrp + vrk − 1 ∀r ∈ R ∀p ∈ P ∀k ∈ K (3.23)
3.3.4 Multi Objective Optimization
In this part we introduce a new objective to ensure that the utilization of shortest
paths are distributed equally and to avoid overloading link(s). A similar approach in
term of joint objectives is presented in [59] by using a multi-objective approach to solve
VNFs chain placement and routing problem with the joint objectives of minimizing
the overall delay and VNFs chain placement cost. In addition to the first optimization
problem we minimize the routing cost that we define based on the number of hops in
the path p and the capacity of each link and we represent this cost by Sp. In order
to process the objectives of minimizing delay and routing cost simultaneously, we
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propose a multi-objective optimization (MOO) using a weighted sum approach [60].
We define the first weight for delay optimization as w1 and the second weight for
routing cost optimization as w2 based on Pareto frontier optimality in order to find
a trade-off between the delay and the routing cost. By doing so, we can transform















We evaluate the effectiveness of our model and MILP formulation on a GEANT
network topology [61] with has 22 nodes and 64 links. We assume that each link has
a total capacity of a maximum of 2Gbps.
Figure 3.1: Impact of requested rate (Mbps) on delay (msec)
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Figure 3.2: Impact of requested rate (Mbps) on routing cost
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Figure 3.3: Impact of number of accepted requests on delay (msecs)
For the first evaluation, we limit ourselves to only changing the requested rate from
50Mbps (minimum rate) to 450Mbps (maximum rate). We assign a weight to each
link based on their available capacities, where the link weight is defined as inversely
proportional to its capacity as described in [62] within the range (1/Cl, 1). For rout-
ing we use Dijikstra algorithm to find the two first shortest paths from an entry node
to a sub-list of 8 destination nodes for each VNF-chain request. In case two or more
requests have the same destination node the same shortest paths are defined for both
demands to avoid congestion. On the other hand, in case of shortness of capacity in
the first path a request will be assigned to the second shortest path. We also assume,
without loss of generality, that all the service demands request a set of 5 VNFs (such
as Network Address Translation, Deep Packet Inspection, Firewall). The cores needed
are considered per service chain between 1 and 2 CPUs, knowing that we consider
that all VNFs instances of a request are placed in one node and all the nodes have
two available cores.
We propose two types of evaluations, the first one consists of observing the delay
behaviour while increasing the requested rate for 10 requests for delay optimization
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(DO) problem and joint routing cost and delay optimization (RCDO) problem. The
results in Figure 3.1 show that the delay increases slightly. When the requested rate is
between 50Mbps and 150Mbps, choosing routes with low, medium or high cost does
not affect the delay as we have enough available capacity. However, as the requested
rate increases the number of common links increases between chosen paths to ensure
a lower routing cost. Therefore, the delay value increases faster for delay and routing
cost optimization solution compared to delay optimization solution.
We observe the routing cost in Figure 3.2 that allows us to examine the curve chang-
ing degree between delay and routing cost. The figure shows that the routing cost
increases faster compared to the delay. The solution might choose a more expensive
route in order to ensure a minimum delay. In other words, links with low costs are
used until full. Therefore, in Figure 3.2 routing cost increases when the requested rate
is more than 250Mbps, then when it is more than 350Mbps because chosen paths have
more common links and/or higher routing cost to insure a better delay and respects
links capacity constraints. From these results, we conclude that the delay sharply
increases when the requested rate is high due to the common links between defined
shortest paths, in other words using a link by more than one request accelerates the
inflation rate of delay.
The second evaluation consists of observing the network latency between the delay
optimization problem and the joint delay and routing cost optimization problem. In
some cases, when the number of requests is high, the solver is not able to find an
optimal solution for the routing and the placement of the requests. Therefore, we
consider the topology size and the available capacity of both links and cores and we
run Monte Carlo simulation with 35 iterations for different number of requests from
6 to 10.
We consider two scenarios, in the first one we perform delay optimization (DO) only
and in the second one we perform both routing cost and delay optimization (RCDO).
As shown in Figure 3.3, the average delay increases, when the number of requests
increases from 6 to 10 requests. Also, the delay difference between DO and RCDO
is approximately 11% when 6 requests are accepted but note that the gap increases




The inherent flexibility and potential capital/operational cost benefits of the NFV
framework has so far encouraged widespread agreement within industrial circles in
terms of its adoption. However the associated multi-scalar challenges of fully virtual-
ized networks, especially those related to delay, reliability and robustness are yet to
be fully understood. In this chapter the focus has been placed on delay minimization
when considering chaining and routing of VNFs aiming to enrich emerging debates on
issues related to ultra low latency communications. A joint routing and delay opti-
mization framework has been presented by linearizing the inherent non-linear cost of
the delay as a function of the utilization. It is true that the solution for the optimal
chaining and routing with MILP limits the scale of the problem, since the calculation
time will increase with the size of placement and routing of VNFs optimization prob-
lem, which could be a critical issue for larger coefficient matrices. The problem is
combinatorial in nature entailing an NP-hard optimization problem. This issue was
highlighted in different papers such as in [54] where a greedy algorithm have been
proposed to overcome the scalability challenge caused by computation time. This
issue can be solved by developing a heuristic solution to find a near optimal but scal-
able algorithm for VNFs placement and routing problem, as presented in the next
chapter. The performance has been tested under various network conditions and the
obtained results have shown promising performance.
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Virtual Network Functions Routing
and Placement for Edge Cloud
Latency Minimization
4.1 Introduction
In recent years, communication networks have been witnessing an exponential growthin user data traffic as well as an increase in the use of virtualization technologies.
The deployment of network resources, the maintenance of hardware appliances and
the never ending race for marketing new services have resulted for the network op-
erators in an excessive OPEX, the ongoing costs a company pays to run its basic
services, and CAPEX, the cost of expanding, upgrading and maintaining companies
physical assets.
The ETSI describes a high-level NFV framework composed of three principal domains;
VNFs, NFV infrastructure NFVI and NFV MANO. The group highlighted three key
criteria to establish a high-level architecture framework: Decoupling as to complete
the separation of hardware and software, flexibility in the automation and scalabil-
ity of the network functions deployment, and dynamic operations in controlling the
operational parameters of the network functions through control and monitoring the
state of the network [63].
Cloud service providers such as Cisco, Google [64], Amazon [65] and Oracle own the
virtual infrastructure and offer network services, infrastructure or applications from
a shared infrastructure. Types of offered services can vary from Software as a Service
(SaaS), Platform as a Service (PaaS), Infrastructure as a Service (IaaS) or host-based
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applications. This allows users to get the required services and deploy their applica-
tions by paying only what they used, without any control or ownership. VNFs can be
placed in different clouds and deployed in one or more Virtual Machine(s), different
scenarios may require different scaling. For example, an application that needs to run
faster in order to support more transactions per unit of time can be scaled vertically.
On the other hand, horizontal scaling can be used for applications where the load
can be spread across different VMs. In practise, a required service may be composed
of more than one function, and traffic should go through the chain of VNFs in pre-
defined order to provide the required service. Therefore, the placement and routing
of VNFs is based on the required resources and affect both the quality of service and
the overall cost for offering to the end user a specific service.
As the number of requests, the edge clouds and available VMs per edge cloud increases
the problem of allocating resources becomes combinatorial in its nature. To this end,
and in order to find optimal decision policies, we formulate the problem of a batch
based network service chaining, routing, and placement. Based on the incoming
virtual network requests and their requirements, such as delay tolerance, we consider
a physical network infrastructure where different virtual networks have to be set up.
We develop a mathematical programming formulation using MILP model to achieve
an optimal solution, which consider vertical scaling for the purpose of minimizing
network latency. For large networks, to accelerate the process of placement and
routing, we use a scale-free heuristic algorithm in order to be able to provide a real-
time allocation for a large number of requests. The proposed approach also takes into
account the horizontal and vertical scaling of VMs. We also provide a performance
comparison between the proposed heuristics and a simple greedy approach from the
state-of-the-art [66].
The proposed model enables operators to increase the acceptance rate of strict delay
requirement requests and to reduce rejected requests due to capacity constraints.
The main logic behind the proposed algorithm as shown in Figure 4.1 is a simple
example of virtual network functions routing and placement in a small substrate
network with 6 edge clouds is presented. We assume that we have two admitted re-
quests, the related flows have different arrival rates. The figure shows different ways
of scaling that we consider in this work. V NF1 and V NF2 are both required by
request 1 and 2. We use horizontal scaling and vertical scaling for V NF1 and V NF2
instances, respectively. As illustrated in Table 4.1, we define a set of VNFs chain
requests. The destination nodes are different, for request 1 and 2 destination nodes
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Figure 4.1: VNFs routing and placement example
are nodes 6 and 4, respectively. In all these cases, node 1 is considered as the gate-
way. Each request has a specific computing resource and bandwidth requirements,
based on which we choose suitable physical links from two candidate paths selected
in advance by k-shortest path algorithm. Then, we map VNFs following the algo-
rithms presented in Section 4.5, by giving higher priority to VNFs requesting higher
levels of computing resources and assign them to the physical node with the highest
remain carrying capability. If two requests are sharing the same edge cloud to get the
same service, we can either share the same instance with a high processing capacity
between the request using vertical scaling as in the case of sharing V NF1 instance
between request 1 and request 2 in node 2. In the case of V NF2, we use horizon-
tal scaling by creating two instances of V NF2 in node 3, one instance for request 1
and the second instance for request 2. We also present different queuing models in
the same example, M/M/1 queuing model when one processing unit is serving the
incoming requests and an M/M/m model to capture the delay when having two or
more processing units. The rest of this chapter is organized as follows. In Section
4.2, we discuss the related research work and describe the proposed model in Section
4.3. A mathematical optimization model to minimize the overall latency is proposed
in Section 4.4. We then propose a heuristic algorithm to solve the problem for larger
instances scenario in Section 4.5. In Section 4.6, we discuss the experimental set-up
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4.2 Background
Many previous research works have been focused in the area of VNF placement, chain-
ing and routing by considering different metrics to increase network efficiency.
Different research works solved VM placement problem such as [67]. Abdelquod-
douss Laghrissi et al. have defined mobile users behavior in terms of mobile service
consumption. Also, the authors have introduced an Advanced Predictive Placement
Algorithm (APPA) where the best locations are defined as the less utilized and the
closest to most of the user equipments considering the overload of VMs, the data
overload, and the QoS. Considering these metrics, a comparison with a number of
VNF placement algorithms have been presented to measure the performance of the
proposed APPA.
N. Kiji et al. have proposed an approach to VNF placement and routing model for
multicast service chaining in [68]. The proposed merging multiple service paths based
multicast service chaining model (MSC-M) consists of improving link usage and re-
source utilization. From one source node to multiple destination nodes, if two paths
for different services carry the same data in one link, they can be merged into one
path. MSC-M have resulted in decreasing the total cost by 28.7% compared to the
traditional multicast service chaining model model. In [51], the authors have con-
sidered an autonomic resource management framework for virtual networks. They
have argued that to ensure reliability, availability, and QoS requirements, advanced
features of service offerings have to take place via an automation and elasticity of
resource distribution and allocation. They have introduced an autonomic and dis-
tributed virtual network management resource management based on a reinforcement
learning algorithm in order that the agents can learn progressively to enhance the per-
formance of the resource management in virtual networks.
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An interesting approach is proposed in [54] solving the problem of joint service place-
ment and traffic steering incrementally. The authors have formulated the VNF place-
ment and routing problem with the objective of minimizing both link and core re-
source utilization. For this purpose, they have modeled the problem using mathe-
matical programming aiming at providing efficient placement of service chains while
considering latency as a constraint rather than an objective to minimize.
Similarly, in [69], the authors have tackled the problem of VNF placement by con-
sidering two factors the paths between users and gateways in addition to feature
mobility. This paper presents different VNF placement algorithms, such as Avoiding
S-GW Relocation (A-SGWR) algorithm, which aim to minimize the Serving Gateway
(S-GW) relocation overhead in a delay-constrained network. For the evaluation of
this approach, authors have considered the delay of data packets delivery as one of
the metrics. In [70], two efficient algorithms are presented to ensure the QoS and low
cost deployment for vEPC/5G. One algorithm uses MILP to optimize the number of
virtual resource instances of different VNFs of vEPC/5G core network and the second
algorithm is based on coalitional game to place these instances over a federated cloud.
Chua et al. have proposed in [53] a SFC provisioning system referred to Stringer
which enables virtual network providers to minimize the infrastructure resources and
end-to-end delay. Three methods are used for the SFC provisioning system; a scalable
round-robin heuristic, an optimization-based method and a queueing-theoretic model.
This paper compares the performance of MIP with the heuristic method. The results
show that the heuristic method outperforms the MIP significantly. However, this
paper does not consider the routing cost.
A number of different approaches to the VNF placement problem consider delay as
a requirement or observe the impact of different metrics on overall latency, with dif-
ferent optimization criteria such as reliability and load balancing. The authors in
[71] have investigated the problem of virtual placement for optimal SFC deployment
across distributed clouds. The authors have solved SFCs deployment focusing on
VNFs placement through an affinity-based heuristic and minimize inter-cloud traffic
and response time in a multi-cloud scenario as an ILP optimization problem. In this
work, the latency is described as delay in the link and computational delays and
modeled as M/D/1 and M/M/1 respectively.
The authors in [57] have presented an off-line approximation FAST-RACE algorithm
for load balancing using multipath routing that decreases the latency and increases
user demands. They have shown that using this method, the average delay of flows
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decreases about 26% and increases user demands around 14% compared with those
of the hop-count weight vector method for load balancing.
The authors in [56] have addressed the VNF scheduling problem and its respective
resource optimization solutions. The authors have considered both VNF transmission
and processing delays in this investigation. They have proposed a generic algorithm
for solving the joint problem of VNF scheduling and virtual network resource allo-
cation. They have evaluated the effectiveness of the proposed heuristic algorithm
through a numerical method. They have shown that by dynamic allocation of band-
width to virtual links, shorter scheduling can be achieved.
The work in [72] proposes a new resource allocation algorithm to enable energy-
aware SFC in SDN-based virtual networks. The authors have mathematically formu-
lated the problems of resource allocation of VNFs to traffic flows and flow routing
as optimization problems with the aim of minimizing energy consumption and net-
work reconfiguration overhead. They have proposed new heuristic algorithms for the
above-mentioned optimization problems. They have shown that the proposed heuris-
tic algorithms can offer sub-optimal solution near to the optimal solution as long as
minimization of energy consumption is concerned.
In [73] the authors aim to find the optimal route in mobile wireless networks to
minimize the total energy consumption. They model the problem as a joint optimiza-
tion problem considering both the transmitting and receiving energy consumption.
The efficiency of their framework was evaluated on a real-life network dataset and
validated by three algorithms considering different delay constraints, which revealed
lower energy consumption, optimizing transmitting and receiving cost and showing a
trade-off between delay and the receiving energy in mobile wireless networks.
Bi, Zhu, Tian and Wang [74] have aimed to minimize the total number of VMs for
a cluster-based three-tier virtualized applications by suggesting a flexible hybrid op-
timization. To do so, the authors have modeled the queue as a model of M/M/m
system for the first tier and multiple M/M/1 for the remaining tiers. They have
shown that under fine-grained resource provisioning, the optimum resource utiliza-
tion can be achieved while maintaining average response time and request arrival time
requirements.
In [66], the authors have considered inter-cloud latency and VNF response times to
solve the problem of deploying SFCs as an ILP through an affinity-based heuristic.
The latency is described as link delay and computational delay modeled as M/D/1
and M/M/1 respectively.
VMs are the most manageable entities sharing hardware resources [75] providing a
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number of benefits such as isolation from hardware and other VMs [74]. Those VMs
are scalable to meet the requirements of users/tenants in a virtualized environment.
Scaling can vary according to the operator requirements such as traffic load, applica-
tion type and the amount of input [76].
In [77], the authors have proposed an analytical model based on G/G/m queuing to
estimate the mean response time of a VNF. The model can easily be extended to
consider one or more service function chains. The validation of the model has been
performed by computer simulation. The special case of the validation has been done
for an LTE virtualized Mobility Management Entity (MME) with a three-tiered archi-
tecture. It has been shown that the proposed model has a computational complexity
comparable to those used for analyzing Jackson networks and the estimation error of
the mean response time is much lower than those of the considered baseline systems.
Rankothge et al. [78] have presented a resource allocation algorithm for VNFs based
on Generic algorithms (GA). They have carried out an extensive analysis of two GA
algorithms for both initial placement of VNFs and the scaling of existing VNFs for
supporting traffic variation. It has been shown that the proposed GA algorithms
outperform ILP resource allocation for a large number of VNFs in service function
chains and the number of virtual machines where ILP takes several hours to process
while GP takes only a few milliseconds.
As far as we are aware, none of the above papers have considered the joint opti-
mization problem of VNFs routing and placement in a multi-clouds scenario. In this
work, we formulate the optimization model considering multiple instances of the vir-
tual functions across different edge clouds to serve flows of packets considering three
VNFs models: single-feature single-request, single-feature multi-requests, and multi-
features multi-requests [79].
We develop an optimization model to reduce the inter-cloud and link latency. The
inter-cloud queuing delay and link delay are modeled as M/M/1. Later on, we present
the problem as a Bin Packing problem solved by a standard heuristic approach fol-
lowing Best-fit Decreasing (BFD) method, where the inter-cloud queuing delay is
modeled as M/M/1 and M/M/m and link delay is modeled as M/M/1. Additionally,
we provide a performance comparison between heuristic and optimal solution and we




As already stated above, the optimal VNFs chaining and routing problem is an area
that has gained significant research attention and the problem itself falls within the
NP-hard optimization problems. In this section, we set up the problem of minimizing
the delay defined as inter-cloud and link queuing delay satisfying different constraints.
We formulated the optimization model to route and assign VNFs to meet the service
requests. All VNFs of a service request can be located at the same access/core lo-
cation (the same edge cloud) or in different edge clouds. Furthermore, we assume
that all the service requests are already admitted into the network, in other words,
no admission control is considered in this work.
Data flows should visit different network functions depending on the required service,
such as video optimizer, DIP, SBCs and Firewall in a specific order to be applied to
the flow of data [52]. We define each service request as a chain of ordered functions
similar to many research work such as in [58]. In our model, each request/service
chain is associated with: a source node and a destination node in the network; a set
of VNFs that needs to be executed on the flow and the arrival flow rate known in
advance [80].
We assign a list of shortest path to each request using Dijkstra algorithm [41] in
a weighted network following Yen’s k-Shortest Path algorithm [81] explained in Ap-
pendix B. The weights assigned to links are positive, pre-defined by a service provider
and can be related to link bandwidth, average link delay, or even the required power
for transmission. Shortest paths are sorted by cost, the first shortest path is assigned
as far as there is enough capacity to host the VNFs and enough bandwidth to trans-
mit the flow through VNFs executed by VMs. In other words, we assume a set of
pre-defined multiple shortest paths between end users and edge clouds as well as the
network gateway. As a result, any multiple shortest path algorithm can be used in
the proposed framework.
Every edge cloud is a pool of physical resources that can be shared through different
VMs. Different VMs might offer distinct performance and execute the same service,
this can be due to the heterogeneity of hardware. Since a VNF instance can adapt
its capacity, VMs can be scaled up or scaled down.
We consider the fact that edge clouds have different geographical locations intercon-
nected through virtual links; there is a traffic going between the nodes. For this, the
capacity of links or edge clouds will be defined as the remaining capacity that can be
used to solve VNFs routing and placement problem. We are going to compare three
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models [79] in this chapter: single-feature single-request (SFSR) where a VNF in-
stance can serve packets related to one request, single-feature multi-requests (SFMR)
where a VNF instance, scaled up, can process more than one flow and multi-features
multi-requests (MFMR) where different VNF instances, scaled horizontally, can pro-
cess more than one flow all sharing the same buffer.
We will be using edge cloud and node interchangeably, where an edge cloud is de-
fined by its remain capacity. The available resources of a node can be shared fully
or partially, by one or different virtual machines. In the case where VMs are scaled
horizontally, the set of one type of VNF instances will be homogeneous, but the set of
VMs assigned to the same node can be heterogeneous if they are processing different
VNFs. As illustrated in Figure 4.2, inter-cloud delay model can follow either M/M/1
(a) or M/M/m (b) queuing models where the queuing delay general equations are
defined in (4.14) and (4.1) respectively.
In the first case (a), the edge cloud is considered as an aggregated processing unit,
where the total processing capacity is the total of VM capacities assigned to it. How-
ever, in the second case (b), we consider each VM as the processing unit independently,
which capacity is the resource portion assigned to each VM. In the case of low utiliza-
tion, modeling the queuing delay as an M/M/1 model will result in under evaluating
the delay compared to the M/M/m model representation. This clearly because one
processing unit can process a request much faster than a small processing unit with
only 20% capacity of the aggregated set of VMs in the model (a). This can be shown
in Figure 4.3 where the delay in the case of M/M/1 queuing model is under evaluated
compared to the delay we have modeled as M/M/m. However, the model results in a
very close to a similar delay when the utilization is medium to high, this because one
processing unit is expending its capacity between the requests as the flow of requests
increases[82]. Therefore, the behaviour of one high capacity unit get closer to the
performance of different small units with an equal total capacity. We consider in this
work a medium to high arrival rate and utilization.
The delay in SFSR and SFMR can be modeled as M/M/1 queuing model where
arrivals are determined by a Poisson process, in the same way, the delay in MFMR
can be modeled as M/M/m for the reason that m VMs are processing the same
function on different flows.
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Figure 4.2: Horizontal scaling




One way to scale virtual machines is vertical scaling (scaling up) that allow us to add
more or less physical resources (CPU/Memory) to an existing virtual machine. This
way of scaling allows us to resize the virtual machine by changing CPU or memory.
Usually, vertical scaling requires downtime to add new resources and has defined
limits by hardware.
On the other hand, horizontal scaling (scaling out) allow us to add more or less virtual
entities to work as a single logical unit to adapt to network load changes. Based on
resource demands we can dynamically add or reduce the number of VMs.
4.3.2 Queuing Theory
Traditionally, queuing theory is used to model servers and internet routers, to measure
different metrics and improve network performance [83][84]. In this work we provide
an amalgamation of queueing theory with integer programming in order to optimize
the overall delay. To this end, we utilize two queuing models methods; the M/M/1
which is used to model link queues, whereas servers queues in the edge clouds are
modelled using the M/M/m model. The difference between the two models is that
with the M/M/m we assume that there are m available resources to run VNFs (i.e.,
m VMs) in the system that are independent. Similarly to the M/M/1 model, arrivals
and servers service times follow exponential distribution with λ and µ parameters
respectively. As defined in the queuing theory [85], the delay is formulated based on
the definitions of the average processing time (4.2), the arrival rate (4.3), its ratio
(4.4), the probability of a customer waiting in the queue (4.5) or none (4.6), and the
average waiting time (4.7). The variables are summarized in Table 4.2 and the delay




+Wef ∀e ∈ E ∀f ∈ F (4.1)
To define the average waiting time Wef of a packet in the queue (4.7) we define the








∀e ∈ E ∀f ∈ F (4.2)
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Table 4.2 Description of queuing system notations
Parameter Description
µe Service rate (inverse of average service time)
λr Arrival rate (inverse of average inter arrival time)
Wef Average customer waiting time in queue
ρef Ratio of arrival rate
Pef Probability that an arriving customer has to wait in queue























∀e ∈ E ∀f ∈ F (4.6)
Wef =
ρefPef
λef (1− ρef )
∀e ∈ E ∀f ∈ F (4.7)
4.3.3 Virtual Network Functions Affinity:
Affinity and anti-affinity rules in NFV must be considered and added carefully in
order to reduce communication costs between VNFs instances, ensure high availability,
resilience, privacy and service performance [86]. In this context, two main aspects
should be considered: modeling and describing the affinity rules and adapting the
placement algorithm to respect the constraints [87].
Depending on the use case, there might be instances where we need to place a pair
of VNFs on the same edge-cloud (e.g., VNFs exchanging a big amount of data). In
this case, we should define affinity constraints to place the two or more VNFs in
the same host [88]. In other cases, anti-affinity rules are considered to allow critical
VNFs to run on different nodes (e.g., in the case of failure, it will be better to have
different instances of the same function placed on different edge clouds or different
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physical servers in the same edge cloud). Anti-affinity rules ensure the minimum cross
interaction between VNFs running on the same server.
Based on the above discussion, We pre-initialize an affinity matrix that defines if two
VNFs have a high affinity or a non-affinity relation. Vij will be defining the affinity
between V NFi and V NFj as follows:
Vij =
{
1 if V NFi and V NFj have a high affinity.
0 otherwise. (4.8)
To ensure that affinity between VNFs does not affect the performance of the network,






Vijxreixrej = 1 ∀e ∈ E (4.9)
4.4 System Model
In this section, we present our model as a mathematical programming formulation
where key notations are described in Table 4.2 and Table 4.3. We set up the problem
of minimizing inter-cloud and link delays in a multi-cloud scenario as a MILP opti-
mization problem. The goals of our approach are to place VNFs, route workflows and
assign requests to these flows to meet the service demands. We present our objec-
tives combined with constraints, then we elaborate on how we linearized the objective
function and nonlinear constraints.
4.4.1 Optimization Function
We will be modeling edge-cloud and link delay in the following subsections using
the M/M/1 queuing model to optimize the delay. Packets for each flow request are
enqueued in every edge cloud waiting to get processed by available VMs, and then in
another queue to get transmitted through network links. Each Edge cloud can have
none, one or different queues, depending on the number of VNF instances assigned
to it.
We consider the M/M/1 queuing model for both link traffic and inter-cloud traffic
where one VM is available to serve incoming traffic requiring a specific function.
We define the decision variable x to define the allocation of VNFs instances composing
every service request, such that xref=1 or xref=0. The value 1 will be assigned if VNF
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f of a request r is assigned to an edge cloud e consuming a portion of its resources;
memory, network, and computing available resources. Decision variable ψ represents
the assignment of one path p to one or different requests, ψrp = 1 means that request
r will use path p and go through all nodes and links belonging to path p to get the
requested services. Requests might share the same path or have common links. Both
variables vep and ζpl define the nodes and the links belonging to path p respectively.
xref =

1 if flow related to request r go













1 if link l ∈ path p.
0 otherwise. (4.13)
Using Little Theorem [85], we define the delay in the inter-cloud in Equation 4.14




∀r ∈ R ∀e ∈ E ∀f ∈ F (4.14)
Similarly, we define the link delay as follows, where Cl is the capacity of the link and




∀l ∈ L (4.15)
In order to minimize the overall delay from the gateway to the end-users, we solve
the MILP formulation modeling both inter-cloud and link queuing delays. We use
MILP Matlab tool and formulate the objective function in the equation (4.16) and
applicable constraints in equations (4.17-4.26) based on the above definitions, the

















s.t. z1,lb1 + z2,lb2 + · · ·+ zn,lbn = x1,l ∀l ∈ L (4.17a)





xrefhr,f ≤ µe ∀e ∈ E (4.18)
xrefλr ≤ ωrefµe ∀r ∈ R ∀e ∈ E ∀f ∈ F (4.19)





λrζplψrp ≤ Cl ∀l ∈ L (4.21)
∑
p∈P


























≤ Tr ∀r ∈ E (4.25)
vep, ψrp, xref , ηrf , ζpl ∈ {0, 1} hrf , λr, µe ≥ 0 (4.26)
4.4.2 Explanation of the Optimization Problem Constraints
Constraints (4.17) ensure the piecewise linear approximation [45] for the link delay
function using λ-formulation. Constraints (4.18), (4.19) and (4.20) ensure that the
available capacity of the edge cloud e is not exceeded. In a similar manner, constraint
(4.21) ensures that the link capacity is not exceeded. Constraint (4.22) enforces that
each request r to be assigned to only one routing path p. Constraint (4.23) en-
sures that when a request r is using a path p, all VNFs required for this request are
mapped into edge nodes belonging to that chosen path p. Constraint (4.24) makes
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Table 4.3 Description of variables
Parameter Domain Description
hr,f hr,f ∈ R>0 Processing rate of function f for request r
Nr,e,f Nr,e,f ∈ R>0
Delay in edge cloud e related to
function f
Ll Ll ∈ R>0 Delay in link l
Tl Tl ∈ R>0 Total traffic in link l
Cl Cl ∈ R>0 Remain Capacity of link l
Sp Sp ∈ R>0 Cost of a path p
R R ∈ N Set of requests
r r ∈ N Defines a request
L L ∈ N Set of links
l l ∈ N Defines a link
P P ∈ N Set of paths
p p ∈ N Defines a path
E E ∈ N Set of Edge clouds
e e ∈ N Defines an edge cloud
F F ∈ N Set of functions
f f ∈ N Defines a function
N N ∈ N Set of breaking points
n n ∈ N Defines a breaking point
ηrf ηrf ∈ {0, 1}
Equal to 1 if request r
requests function f
xref xref ∈ {0, 1}
Equal to 1 if request r goes through
edge cloud e for function f
ψrp ψrp ∈ {0, 1}
Equal to 1 request r
is assigned to shortest path p
vep vep ∈ {0, 1}
Equal to 1 if edge cloud e
belong to shortest path p
ωref ωref ∈ [0, 1]
Integer variable defining the utilization
of an edge cloud e capacity to host
a VNF instance f for a request r
dr dr ∈ R>0
Number of functions
required by request r
µe µe ∈ R>0
Average processing rate
of an edge cloud e
λr λr ∈ R>0 Arrival rate of request r flow
ζpl ζpl ∈ {0, 1}
Equal to 1 if link l
belong to shortest path p
Af Af ∈ R>0
Resource demand of each
service instance of VNF f
Re Re ∈ R>0
Resource capacity of
a computing node e





sure that a VNF f is placed at an edge cloud e with sufficient resource capacity. Fi-
nally, constraint (4.25) considers each request requirement in terms of delay tolerance.
4.4.3 Linearization of the Proposed MILP
In order to linearize the optimization problem, in constraint (4.23), we replace the
product of two binary decision variables xrefψrp with a binary variable urefp where
urefp=xrefψrp.
To linearize the constraint (4.23), we eliminate the non-linear term xrefψrp by replac-







urefpvepηrf = dr ∀r ∈ R (4.27)
Note that constraints (4.28) (4.29) and (4.30) force the binary variable urefp to take
the value of xrefψrp.∑
p∈P
urefp ≤ xref ∀r ∈ R ∀e ∈ E ∀f ∈ F (4.28)
∑
p∈P
urefp ≤ ψrp ∀r ∈ R ∀e ∈ E ∀f ∈ F (4.29)
urefp ≥ xref + ψrp − 1 ∀r ∈ R ∀e ∈ E
∀f ∈ F ∀p ∈ P
(4.30)
4.5 Heuristic Based Algorithms
In this part, we present different heuristic approaches that address the same goals
as the optimal one. We are using heuristic approaches to generate competitive sub-
optimal solutions that are able to scale with the size of the problem and reduce the
computational complexity. In the first place, we compare the proposed heuristic with
a random greedy method, and secondly with a greedy approach based on FFD (first-
fit decreasing method). Algorithm 5 shows the steps for the greedy, before we iterate
through all required VNFs instances, we group the VNFs needed to satisfy all requests
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in one list. Respecting capacity constraints, we allocate VNFs instances at the ap-
propriate node, placing a maximum number of instances in the chosen node, before
we move to the next node. The second step of the algorithm consists of assigning
every request to a node or multiple nodes hosting the required VNFs and satisfying
the capacity constraints. We finally define the routing path following the shortest
path approach, to link between the gateway, the chosen nodes, and the destination
node.
Algorithm 1 Input Parameter
Require: A connected edge clouds topology G(N x N) and list of requests R(R x V)
AllVnfsPlaced = false
Read λr, µe and Cl.
Read RC(R x 1) as requests required capacity
Sort R Desc
//N= Number of Edge clouds
Read LRC(N x N) as Links remain capacity
Read NRC(N x 1) as Nodes remain capacity
Sort NRC Desc
//V= Number of VNFs instances
Read VRR(V x R) as VNFs instances required capacity
//P= Number of shortest paths
Construct SP(R x P) as shortest paths list.
Construct SPmin(R x P) as minimum link bandwidth in the path
4.5.1 Initialization Algorithm
Algorithm 1 describes the steps to initialize all input parameters and completing the
routing processing step. We first generate a random connected graph where each edge
cloud and every link is defined by its remaining capacity. We assume a number of
accepted service requests, each defined by an arrival rate a source and a destination.
VNFs offer different services and process differently, for this we set up the required
amount of resources to instantiate every VNF. Since the routing algorithm is the same
for horizontal and vertical scaling, we set up a matrix of shortest paths. For each
service demand, we calculate the 3 first shortest paths [89] with enough capacity to
handle the related traffic flow. This pre-processing is common to heuristic algorithms
presented in the following sub-sections.
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Algorithm 2 HSFSR & HMFMR (Horizontal scaling)
Foreach (Request r in RC)
While (AllVnfsPlaced = false)
{
Copy NRC in NRCcopy
Copy LRC in LRCcopy
Foreach (VNFs v in VRR(v,r))
Foreach (Node n in NRC)
if (n ⊂ SP(r,p) and VRR(v,r) 6 NRCcopy(n) and RC(r) 6 SPmin(r,p))
Assign VNF instance v to Node n




if (All VNFs of R are placed)
AllVnfsPlaced = true
EndIf
Go to next Shortest path;
}
Copy NRCcopy in NRC
Sort NRC Desc




Algorithm 3 HSFMR (Vertical scaling)
Foreach (Request r in RC)
While (AllVnfsPlaced = false)
{
Copy NRC in NRCcopy
Copy LRC in LRCcopy
Foreach (VNFs v in VRR(v,r))
Foreach (Node n in NRC)
if (n ⊂ SP(r,p) & VRR(v,r) 6 NRCcopy(n) & RC(r) 6 SPmin(r,p))
Assign VNF instance v to Node n
If (VNF f have been assigned to Node n )
Assign more resources to VM
else
New VM will process VNF f
endIf




if (All VNFs of R are placed)
AllVnfsPlaced = true
EndIf
Go to next Shortest path;
}
Copy NRCcopy in NRC
Sort NRC Desc




For the next step, we are using the initialization algorithm to generate the input
parameters. We will be defining three algorithms: a heuristic algorithm for horizontal
scaling, a heuristic algorithm for vertical scaling and a Random fit greedy algorithm
where the random assignment will help us to measure the impact of our approaches
on latency.
4.5.2 Horizontal Scaling Algorithm
Algorithm 2 describes the steps for the heuristic method used for two different cases.
In the first case of SFSR, each VNF instance may serve only one request at a time.
We follow an M/M/1 queuing model, where we have one queue per VNF instance, the
flow(s) of data processed by the VNF instance are related to one request. In the second
case of MFMR, VNFs instances can serve different tenants, different service requests
sharing the same VNF. We follow an M/M/m queuing model [85] and we group VMs
per function type, e.g. packets related to flows requiring the same service and assigned
to the same node will share the same buffer. Furthermore, the number of VNFs
instances will be the same as the number of different service requests. The heuristic
method iterates through all requests, for each we iterate through all requested VNFs
in order to place the one with the highest resource demands to the edge cloud with
the highest remaining capacity following the BFD approach. At the end of every
iteration, if not all the VNFs of a specific request are placed we start over using the
next available path. The main difference between heuristic based SFSR (HSFSR)
and heuristic MFMR (HMFMR) algorithms is in the cost measurement (calculation
of the inter-cloud delay).
4.5.3 Vertical Scaling Algorithm
In Algorithm 3, each VNF instance can serve different requests at the same time. One
buffer will be hosting different flows queuing to have a similar processing by the same
VNF instance. Similarly to the first heuristic, we are following the same approach of
BFD. After assigning the VNFs to edge clouds, VMs are scaled vertically in order to
serve different flows related to different requests. In the case two or more requests
have a function in common and have been assigned to the same edge cloud, they will
share the same VM (the same VNF instance). Instead of assigning a VNF to another
VM in the same edge cloud, we will be assigning more resources to the same VM to
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be shared. To cope with a higher number of demands without creating additional
VMs. This type of scaling can be used to avoid VMs under-utilization.
Algorithm 4 Randomized heuristic algorithm
Foreach (Request r in RC)
Choose a path from the SR list
While (AllVnfsPlaced = false)
{
Copy NRC in NRCcopy
Copy LRC in LRCcopy
Foreach (VNFs v in VRR(v,r))
Scan NRCcopy for a node to accommodate the VNF instance/VM
if (such node is found)
Assign VNF instance v to Node n
Update NRCcopy and LRCcopy
Break;
EndFor
if (All VNFs of R are placed)
AllVnfsPlaced = true
EndIf
Go to next Shortest path;
}
Copy NRCcopy in NRC
Copy LRCcopy in LRC
EndFor
4.5.4 Random Placement and Routing Algorithm
Additionally, with the random routing and placement algorithm, for each service
demand, the algorithm selects one path randomly to be assigned to a request. Then,
it randomly choose one of the nodes with sufficient capacity for the placement of
VNFs. The results will be restrained by the constraints defined in the LP approach
and compared with the heuristic algorithm outputs.
4.6 Experimental Setup and Results
In this section, we observe and analyze the behavior of the proposed heuristic based
on three different models: SFSR, SFMR, and MFMR. We compare suboptimal ap-
proaches and present HSFSR, heuristic-based SFMR (HSFMR) and HMFMR results,
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Algorithm 5 Greedy heuristic
Foreach (VF instance v in V)
Foreach (edge cloud e in NRC)
While (AllVnfsPlaced = false and NRC(e) ≥ VRR(v) )
{
if (constraints are satisfied and node has enough
capacity)





Foreach (Request r in RC)
Foreach (edge cloud e in NRC)
Foreach (VF instance v in V)
if (v instance is installed in edge cloud e)





we also compare their results with those of the MILP based solution. Furthermore,
we show that the proposed heuristics allow us to increase the size of the problem
solved compared to the MILP based solution. Thus, they allow a scale-free operation,
amenable to run in large network topologies with an increased number of requests.
Table 4.4 Virtual processing times of virtual network functions used in our evaluation
Network Function Processing time
Load Balancer 0.647.5 pps
Firewall 7.0771 pps
VPN Function 1.6385 pps
For instance, we have evaluated our approach on a random 28 nodes topology network,
each with total CPU capacity of 100%. To build our topology, we consider one
gateway and several destination edge clouds in a random connected graph, having
n possible vertices and N edges, chosen randomly with equal edges probabilities
[90][91]. To build the graph we follow the theory of random Walk [92], where we
select a starting point node, we select a neighbor for it at random and move to this
neighbor; then we select a neighbor node for this point at random, and move to it.
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Figure 4.4: Computational time (s)
Each request is defined by a source gateway to a specific destination node in the
graph.
For simplicity, we assume that a packet size is 500 bytes, a request arrival rate is
assumed to be 1 to 100 packets per second (pps) [42] and VNFs instances have different
processing service rates [91] as illustrated in Table 4.4. We vary link transmission
capacities randomly from {2, 20, 200, 510} Kpps to 2 Mpps [71].
The proposed MILP framework takes 144 seconds to find optimal solutions for four
service chains composed of three services chosen randomly from a list of five differ-
ent VNFs (Load Balancer, Firewall, Intrusion Detection System (IDS), DPI, virtual
private network (VPN) function) where 4 GB RAM used by the optimization solver,
while the heuristic methods take only three seconds to run for 220 requests.
To compare the optimal solutions coming from the MILP framework with the heuris-
tic results, we focus on small scale scenarios. This is because, as expected, integer
programming suffers from the curse of dimensionality, hence the calculation time
increases exponentially with a linear increase of the size of the problem [54]. To in-
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Figure 4.5: Heuristic vs. optimal (varying number of requests)
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Figure 4.6: Heuristic vs. Random greedy
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Figure 4.7: HSFSR vs. HSFMR (varying number of requests)
vestigate the impact of a number of accepted requests, on the execution time in the
proposed model, we plot the average execution time for a different number of requests
varying from 2 to 10. We measured the computational time for both heuristic and
MILP as illustrated in Figure 4.4. The results show that the heuristic is 700 to 1000
times faster than MILP and this is the case for the considered small scale scenario.
Therefore using MILP on larger network instances can be deemed as prohibited and
this explains the scalability challenge we are facing.
Figure 4.5 shows that MILP results are better but close to the heuristic for a number
of requests varying from 2 to 12 service chains. We note that the optimality gap is
kept low and therefore from these results we can conclude that the heuristic based
algorithms can find competitive solutions.
Figure 4.6 shows that our approach can decrease the average delay significantly com-
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Figure 4.8: Comparing heuristics
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Figure 4.9: Comparison with the state of art
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pared with the randomized solution.
To observe the behavior of the proposed approach, we have evaluated the heuristic
methods on a large scale network scenario. The results of HSFMR show that with
vertical scaling, we can decrease the number of VMs by approximately 74% compared
to horizontal scaling in HSFSR. Sharing a VM instance between different chains with
the same processing requirements decreases the number of VMs from 300 to 78 VMs
in a random 28 edge clouds network while serving 100 requests as shown in Figure
4.7.
Figure 4.8 shows the average delay of data flows when demands vary between 100 and
500. We observe the growth of the delay measured in HSFSR, HSFMR, and HMFMR
as the number of requests increases. As in the case of vertical scaling, sharing a VM
instance between different requests helps to increase the capacity of the processing
unit which reduces the edge cloud delay but increases the link delay.
The results from the state of the art greedy algorithm are very close to the results
of those of vertical scaling and horizontal scaling but still the results of our heuristic
give a better performance. Compared to the proposed state of art greedy, the delay is
decreased by approximately 65% in the case of horizontal scaling and a little 1% using
vertical scaling since the inter-cloud delay is the same but the link delay is different,
this is shown in Figure 4.9. In our approach, we have choosen first the best shortest
path before assigning the requests to the edge clouds, but in the simple greedy we
first have assigned the VNFs instances of requests before routing. The first available
node is loaded before going to the next one with available capacity which might cause
a link bottleneck and increase the delay in that specific link. Our approach helps us
to balance the load over the available resources and avoid a bottleneck.
4.7 Conclusion
In this chapter, we first formulated the VNF placement and routing problem as a
non-linear integer mathematical problem and subsequently we have linearized the
mathematical formulation in order to utilize powerful mixed integer mathematical
solvers. The proposed approach is shown to be useful in finding optimal solutions for
small to medium number of instances. This has allowed comparing the performance
of a number of scale-free heuristic algorithms and validating the proposed schemes
whilst evaluating the incurred delay for different models.
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The results show that the MFMR approach allows us to meet a stringent latency
requirement for horizontal scaling, this reduces the delay by 18% when serving 100
requests compared to HSFMR results. Scaling out VMs can provide in general a
better performance in terms of delay, it also avoids us to put the machine in an
off-line state to upgrade it for peak demand. Likewise, vertical scaling allows us to
optimize latency, but increasing virtual resources online and dynamically might be a
problem for different tenants since an interruption of the ongoing process is needed
and such an interruption in the system should be planned in advance. An interesting
future avenue of research is to investigate the proposed approach by considering also
request admission control and VNFs affinity rules to increase the network performance
and take into account potentially other network metrics.
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Chapter 5
Joint Reactive and Proactive SDN
Controller Assignment for Load
Balancing
5.1 Introduction
The 5G technology is aiming to provide an infrastructure to ensure virtual networkmanagement and operations for an increasingly high volume of data traffic as well
as supporting new services and adapt to different situations depending on the required
QoS. SDN is one of the key technologies to enable a virtualized 5G system by creating,
managing, and orchestrating different virtual networks built on the top of a shared
infrastructure [93].
The continuous growth in applications and services based on mobile broadband sys-
tems demands operators to anticipate for a network architecture that should be able
to meet future strict capacity and performance demands. Some network operators
are now adopting cloud computing paradigm to cope with the tenants/users require-
ments, ready to match capacity demand and reduce cost by offloading communication
services from dedicated hardware in operator’s core to server farms located in remote
data-centers. Although, the leading technologies for the next generation 5G wireless
networks yet to be finalized, the essential use cases and requirements have already
been listed [94],[95]. The common understanding and unanimous consensus among re-
searchers, operators, and vendors are that the 5G will be a unified platform to deploy
services such as mobile broadband, critical machine type of communications, and the
IoT. The variety of use cases certainly demands a flexible new network architecture
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to support a high number of different services.
NFV is the process of relocating or migrating network functions from dedicated hard-
ware to generic servers. SDN and NFV are two closely related technologies that are
often used together in a cloud computing infrastructure to have an architecture that
deploys on demand “Network-as-a-Service” for users. SDN has emerged as a new in-
telligent architecture for network programmability. The initial idea behind SDN is to
move the control-plane ’outside’ the switches and enable external control of data-plane
through a logical software entity called controller. Such an approach benefits mobile
network management by bringing complete intelligence to the logically centralized
controller. In the conventional SDN architecture, a single controller is managing all
network’s switches.
Considering a single controller architecture might affect the communication within the
network as well as the overall performance in the case of a failure. Additionally, as
requests rate increases, requests traffic sent to the controller from different network
elements increases. Therefore, the capacity of the controller might not allow the
processing of all requests [33]. However, a new multi-controllers SDN architecture
distributes request’s traffic among controllers where controllers placement can be
optimized. Multi-controllers or multiple domains in SDN, as illustrated in Figure 5.1,
have different domains, each with a central controller managing a group of switches.
Each controller has a partial vision of the network but has to communicate with other
controllers to share network information.
Having multiple controllers can overcome the problem of a single point of failure,
by using other controllers when one controller is down and also, increasing the net-
work’s performance, security, and scalability. However, multi-controllers strategy
raises multiple challenges such as controller placement and assignment, controllers
communication cost, and load balancing.
The rest of this chapter is organized as follows. We discuss the related research
work in Section 5.2. We describe the proposed QP problem, the multi-objective, the
min-max models and the capacity-aware greedy algorithm in Section 5.3, where the
mathematical optimization model aims to minimize the load of flow setup and make
the best use of network resources. We then present the experimental setup comparing




Figure 5.1: Multiple domain SDN Controllers
5.2 Background
D. Suh et al. in [96], have proposed a solution to the master controller assignment
problem by minimizing the average flow set up latency in all switches along a path.
One switch is connected to multiple controllers but assigned to only one master con-
troller which is responsible for setting up flow rules. Based on the average network
latency and the average arrival rate, the setup flow latency is estimated considering
a number of master controllers. Among the remaining assignments that satisfy the
integer non-linear programming (INLP) constraints, the authors have chosen the ones
that yield to the lowest average flow set up latency.
M. J. Abdel-Rahman et al. in [97] have proposed a joint controller placement and
assignment approach, and they have compared the deterministic model with a stochas-
tic one. For this, the authors have solved the controller placement and assignment
problem by minimizing the number of controllers and response time to various eNBs.
Authors propose a second version, presented as the controller placement and adaptive
assignment (CPPA), considering the variation of eNBs request’s rates.
Y. Zhou et al. of [98] have proposed a load balancing mechanism by solving load
oscillation caused by inappropriate switch migration and time efficiency problem. To
do so, authors have presented a load measurement step and a switch selection group
process followed by the controller selection for every preselected group of switches.
In [99], G. Wang et al. have approached the problem of multi-controllers placement
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by minimizing the maximum end to end delay and controllers queuing latency. For
this objective, they have started by partitioning the network into sub-networks using
an updated k-means algorithm. In the second step, the authors have placed the con-
trollers into sub-networks and assigned controllers to a cluster of switches. The results
show that the algorithm achieved 2.437 times smaller latency than the performance
of the k-means algorithm.
In [100], A. Filali, A. Kobbane, M. Elmachkour, and S. Cherkaoui have considered
different metrics to assign SDN controllers to switches such as resource utilization
defining the utilization rate of the processing capacity and controllers response time
as the processing time to ensure the load balancing in controllers. Additionally, a one-
to-many matching game based algorithm is used to solve the problem periodically.
Dynamic association of the controllers to the switches shows a better performance in
term of response time compared to static assignment constrained by network’s load
distribution.
Most of the previous work that has been detailed above have considered minimizing
the latency and response time when solving the problem of controller assignment. As
far as we know, none of the above works considered both reactive and proactive SDN
controllers assignment considering load balancing and flow migration costs. To this
end, we develop an optimization problem for the controller assignment considering
both load balancing and flow migration cost. Additionally, we shed light on the
inherent trade-off between load balancing and path optimization.
Table 5.1 Description of variables for mathematical models
Parameter Domain Description
xtk xtk ∈ {0, 1}
Equal to 1 if network element t
is assigned to controller k
yk yk ∈ {0, 1} Equal to 1 if controller k is open
C C ∈ N Set of controllers
k k ∈ N Defines a controller
D D ∈ N Set of network elements
t t ∈ N Defines a network element
lk lk ∈ R>0 Flow traffic in controller k
rt rt ∈ R>0 Arrival rate from t
Sk Sk ∈ R>0 Processing capacity of controller k
Uk Uk ∈ R>0 Utilization of controller k
K K ∈ N Number of controllers
smax smax ∈ R>0 Maximum total load of a controller
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5.3 Problem Description and System Model
SDN separates the network control plane from the forwarding plane and via a cen-
tralized control plane. As a result, the network traffic is controlled efficiently, the
management cost is reduced, and the service deployment is faster. Controllers op-
erate as the core and the brain of an SDN domain by controlling data packets and
set up flow rules. They use protocols, e.g., OpenFlow to distribute decisions such
as choosing the optimal path for network traffic and overcoming performance and
scalability issues.
The computational resources at the network infrastructure can be sliced and then
integrated to form virtual computation platforms that can include a core network
and a radio access network (RAN) to meet specific requirements. A slice can be
serving a utility company, remote control for a factory or a virtual operator. The
performance, requirements, and the QoS required can change from a slice to another.
In a software-defined network, all the nodes or a selection of nodes are connected to
multiple controllers, where each node is managed by only one controller to be able to
install flow rules. By assigning a considerable number of network’s elements to the
same controller, latency and other QoS requirements can easily be affected. There-
fore, deploying a set of SDN controllers to manage different network’s elements and
network’s slices is a promising approach. However, we are facing various challenges
such as controllers placement and location as well as defining which controller should
be assigned to which switch.
Switches send requests to controllers when they need flow rules to direct the incoming
data. The assignment of switches to overloaded controllers while other controllers are
underloaded can affect the response time of the requests and may result in controllers
failure or losing a request. In this work, we aim to find the optimal assignment of
controllers that optimize the utilization of controllers and balance the load through
them considering the traffic mobility within the network. The allocation of controllers
has to consider the amount of available capacity within each controller, and the traffic
movement between assigned switches as well as the controller’s processing capacities.
Table 5.1 describes the variables and parameters we use to formulate the mathematical
problem.
By considering C = {1, 2, ..., K} the set of controllers available for assignment in the
network and D = {1, 2, ..., T} the set of switches that should be allocated to available
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controllers, we define the available controllers through the binary variable yk and the
assignment of switches to controllers through the binary variable xtk. Each of the
network elements in which D is assigned to a single controller. Since every controller
can be responsible for one or different switches, and one switch is connected to only
one controller, the utilization can vary from one controller to another. As mentioned
in [101], the processing delay has a significant contribution to the overall latency, and
this can be affected by the controller’s load when it exceeds its capacity.
5.3.1 Flow Load Balancing Cost
Load balancing is the mechanism of allocating the workload among available con-
trollers to improve network performance. Thus, we will be minimizing the load caused
by flow set up requests within the controllers to avoid over-utilization of the controllers
and reduce the load cost. We define the decision variables xtk and yk that represents








1 if controller k is open
0 otherwise.
Equation 5.1 below defines the cost function L of the load balancing optimization
problem forcing the distribution of controller loads across the different available con-
trollers, where n ≥ 2. However, hereafter we will assume n = 2, rt is the arrival rate
from switch t and xtk is the decision variable that defines if the switch t is assigned










In this section, we define the second cost defined in equation 5.2 of reactive controller
assignment problem as the traffic migration cost. It can be defined as the cost of
traffic moving from a switch to another one, if the switches are assigned to different
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controllers. As shown in Figure 5.1, the load migration occurs when a mobile user
changes its access point and moves from a domain to another one where the load
increases for the related controller.
The cost of migration,M is given in equation (5.2) below, where πtt′ is the probability
that traffic is migrating from switch t to t′; note that xtk is the variable that defines










We define the problem of proactive and reactive controller assignment as a Quadratic
Programming problem where the multi-objective function defined in (5.6) contains
second order polynomial terms. As shown in Figure 5.2, the linear objective is in-
variant to the actual load. Therefore, the non-linearity of the quadratic objective
penalizes more under-utilization of controllers rather than their overutilization, which
prevents controller failure or at worst network crash [102].
To get the Pareto optimal solution, we use the weighted sum method by multiplying
different objective functions by weighting coefficients, in our model w1 and w2 are
the weights of the first and second cost respectively. Different objective functions
have different orders of magnitudes and diverse range of values, which makes the
comparison between different objectives difficult. Therefore, we use the true intervals
of the objective function variations over the Pareto optimal set for normalization
[103]. We calculate the Nadir and Utopia points as defined in equation (5.3), and
(5.4) respectively, to get the best normalization result and bound both objectives



































rtxtk ≤ ykSk ∀k ∈ C (5.7)∑
k∈C
xtk = 1 ∀t ∈ D (5.8)
xtk ≤ yk ∀k ∈ C,∀t ∈ D (5.9)∑
k∈C
yk ≤ K (5.10)
xtk, yk ∈ {0, 1} (5.11)
In the multi-objective formulation, constraint (5.7) ensures that the capacity of con-
trollers is respected. Constraint (5.8) forces every network element to be assigned to
only one controller. Constraint (5.9) makes sure that a controller can be assigned.
Constraint (5.10) makes sure that the number of opened controllers respect the pre-
defined maximum number of controllers to use. Constraint (5.11) makes sure xtk, yk
are binary.
5.3.4 Min-max Model
Due to scalability issues and to implement the proposed model within a more realistic
scenario, in this section we present a min-max model. To linearize the min-max
formulation, we define one integer decision variable smax in equation (5.13), two binary
decision variables xtk and yk defined previously in Section 5.3.3 and constraint (5.15)
is added to ensure that the load of each controller |C| is not exceeding smax value. As












Figure 5.2: In (a), the allocation of switches to controllers is constrained by the
capacity of controllers only; the cost function without the inner summation square
results in the value: (200+300)+(600+200) = 1300, while with the central summation
squared, the value is (200 + 300)2 + (600 + 200)2 = 890000. In (b),the optimal
placement the cost function value without the inner summation square is (200 +
200) + 300 + 600 = 1300, while the value of the objective function when the inner
summation is squared is (200 + 200)2 + 3002 + 6002 = 610000. In (c),the assignment
of controllers is one of the possible solutions to the min-max approach, the cost
function value without the inner summation square is (200+300)+200+600 = 1300,
while the value of the objective function when the inner summation is squared is
(200 + 300)2 + 2002 + 6002 = 650000.
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Minimizing the maximum load is an inherently non-linear optimization problem,
which can be transformed to an integer linear problem as follows:
min smax (5.14)
s.t. Lk ≤ smax ∀k ∈ C (5.15)
Lk ≤ ykSk ∀k ∈ C (5.16)∑
k∈C
xtk = 1 ∀t ∈ D (5.17)
xtk ≤ yk ∀k ∈ C,∀t ∈ D (5.18)∑
k∈C
yk ≤ K (5.19)
xtk, yk ∈ {0, 1} (5.20)
5.3.5 Capacity-aware Greedy Algorithm
In this section, we define a greedy algorithm for the controller assignment problem
similar to [105], where the greedy heuristic is used to solve the controller placement
problem. The greedy heuristic is an aware capacity algorithm and makes the assign-
ment based on the nearest controller.
Algorithm 6 starts from a list of switches ranked by their traffic load in descending
order. Then, we calculate the shortest path between switch i and the controllers, if
the nearest controller j have enough capacity, switch i is assigned to controller j. In
the case where controller j does not have enough resources, the algorithm chooses the
next closest controller with enough capacity. The worst case will be if no controller
can be assigned to a switch i due to the lake of capacity, the algorithm fails.
As presented in [106], the problem of robustness for switches assignment can be
affected by the controller running out of capacity. The issue of a controller failure
can be solved by replacing a failed controller or a dynamic controller reassignment,
such as in [107].
5.4 Performance Evaluation
In this section, we analyze and evaluate the performance of the models presented
in Section 5.3. We implement a Quadratic Programming problem using Tomlab
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Algorithm 6 Capacity-aware Greedy
Input: Topology G(D x D) and list of controllers C and their placement
Output: Assignment of switches to controllers
Sort Desc Switches by traffic load
Foreach (Switchi in G)
Calculate Distance between switchi and the controllersj
If Capacity of controllersj is sufficient
Assign Switch switchi to the closest Controller
Otherwise




environment in Matlab following the general form described in Appendix C.
Additionally, we analyze the results of the min-max model with the objective of min-
imizing the traffic load within the controllers. To evaluate the models, we compare
the min-max approach, the quadratic model with K-means and capacity aware greedy
algorithm under a real topology from the Internet Topology Zoo [108] which is com-
monly used in the literature to solve related problems [109] [110]. The topology used
for the simulations is the Internet2 OS3E [111] composed of 34 switches.
Therefore, we set the parameters of the simulation as follows: the number of switches
in set D(i.e.,|D|) to 34 switches and for each value of |D|, the number of possible
controllers (i.e.,|C|) assigned to |D| varies from 5 to 10 controllers. Defining the
weights for different objectives can make changes in terms of both load balancing and
migration cost, as shown in Figure 5.3.
Defining the weight value for each objective function can sometimes be a challenge,
but the choice of the weights for each objective can be determined based on the
priorities and the goals to be achieved. Figure 5.3 shows that load balancing cost
is increasing as the weights on the load balancing cost increase compared to the
migration cost; this shows the trade-off between load balancing and migration costs.
K-means is an algorithm used mainly to solve partitioning or clustering problems.
In many previous works, the K-means algorithm is used to solve the problem of
Controller Placement Problem (CPP) such as [109] and [112]. Algorithm 7 describes
the K-means algorithm, where four main steps are explained.
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Figure 5.3: Impact of weights on different costs




Figure 5.5: K-means algorithm, Min-max model, QP model and Greedy-based capac-
ity algorithm (controllers number changing)
Algorithm 7 K-means Algorithm
Step 1: Initialize K centers randomly.
Step 2: Find the shortest path between nodes.
Step 3: Assign nodes to the nearest center.
Step 4: Recalculate the centers for each cluster based on the sum of distances
(node with the minimum total of distances to all other nodes in the cluster).
Step 5: Repeat steps 3, 4 until no changes are made.
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Table 5.2 Average load cost (.e+09)
5 6 7 8 9 10
K-means Model 3.46 3.01 2.61 2.22 1.85 1.66
Min-max Model 2.07 1.76 1.52 1.30 1.18 1.05
Quadratic Model 1.43 1.53 1.19 1.35 1.07 1.36
Greedy Algorithm 18.68 24.16 30.66 35.76 39.81 44.20
To compare the performance of various schemes, we run Monte Carlo simulation with
100 iterations for different number of controllers, from 5 to 10 controllers and for
several models. The objective is to measure the total cost of controllers load and the
routing cost. Figure 5.4 compares the results of the calculated total load balancing
cost from the proposed quadratic model, the min-max approach, and the K-means
algorithm, where the number of controllers is varying from 5 to 10.
From the box plot in Figure 5.4, it is evident that for both K-means algorithm and
the Min-max model, controllers load cost are decreasing as the number of controllers
increases, this is because the controllers are less loaded and more capacity is available
to balance the upcoming flow load from the switches through the controllers. The
simulation results also indicate that the quadratic model, similar to the min-max
approach, improves network load balancing compared to K-means that defines the
clusters based on the shortest path and distance cost.
The greedy capacity aware algorithm is based on the shortest path; therefore, the
closest controller is fully utilized before moving to the next controller. As shown in
Table 5.2, there is a big gap between the average total load of controllers measured
for the greedy algorithm and the rest of the models. Figures 5.4 and 5.5 show the
trade-off between the load balancing cost and the path cost.
As shown in Figure 5.4 the average gain in load cost of the min-max model compared
to K-means across the different number of controllers is approximately 38% for five
controllers and this percentage decreases as the number of controllers increases. How-
ever, Figure 5.5 shows that the greedy and K-means perform better than the min-max
and the quadratic models with an average of 22% in terms of routing cost and the
gap between the results presented of the min-max and K-means models increases as




For small scale networks, a single SDN controller is usually adopted. However, this
might not be the case in large scale operational networks spanning a wide geographi-
cal area that requires high reliability and low latency in distributing network policies.
Hence, a multi-controllers approach is more suitable to process all the requests. The
multi-domains approach helps to balance and distribute the load between the con-
trollers and decreases the time required for a switch to send a request to a controller.
In this chapter, we have proposed a mobility aware SDN-based multi-controllers load
balancing approach. We have obtained an optimal controllers assignment considering
both load balancing and migration cost, and we have also shown the trade-off between
these two metrics. Additionally, a large set of simulation results have shown that
the proposed approach can achieve a better performance in terms of load balancing
between controllers than that of the standard K-means, which is widely used.
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Chapter 6
Conclusions and Future Work
6.1 Conclusions
In this thesis, we have investigated two independent but related subjects, VNFschains placement and routing, and SDN controller assignments.
As presented in Chapter 3, we have approached the problem of chaining and routing
of VNFs with the objective of delay minimization. To do so, we model the problem
mathematically as a MILP problem. We have considered the cost of routing repre-
sented in a bi-objective cost function, in addition to the queuing delay cost generated
by serving user/tenant requests. As a result, the evaluation is showing the trade-off
between the link queuing delay and the routing cost. In order to keep the delay at
the minimum, the chosen path might not be the lowest in terms of the routing cost.
Additionally, the results shows that when the chosen paths have more common links,
the delay increases rapidly, which increases the inflation rate of the link delay.
For a better performance, it is essential to increase the number of processed service
requests, to do so we approach the problem of minimizing the overall accumulated
latency in Chapter 4. We have considered the delay in both: edge clouds and links
with respect to the distribution and utilization of available resources. Using MILP, we
have solved the problem of VNFs placement and routing for small to medium scale
networks. Also, we have proposed several heuristic algorithms and compared the
performance of models for horizontal and vertical scaling using a greedy algorithm
from previous research work. The results show that with a multi-features multi-
requests approach we have achieved a better performance in terms of overall delay
when scaling VMs horizontally compared to other methods such as the presented
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greedy from the state of art and the approach based vertical scaling.
However, when using horizontal scaling, a VM is considered as a scaling unit, this can
cause unnecessary over-provisioning and high resource wastage [113]. Allocating more
VMs increases the total amount of resources, in addition to extra overheads created
when managing the VMs dynamically. As we showed in the results, the number of
VMs is three times higher using horizontal scaling compared to when using vertical
scaling. Additionally, we have showed that we could optimize delay with vertical
scaling, but it creates a trade-off between delay and virtual resources utilization.
In Chapter 5, we have considered a multi-controllers architecture in SDN based net-
work in order to balance traffic load among different controllers. In this work, we
focus on optimizing SDN controller assignments considering both load balancing and
migration cost. A bi-objective model has been presented along with a min-max ap-
proach and a capacity-aware greedy algorithm.
However, in the bi-objective model each function is assigned to a weight. The weight
values can vary based on the main goal of the optimization model, as we shown in
Figure 5.3. We measure both the load cost and the routing cost. As a result, reaching
a better traffic load balance between SDN controllers can result in increasing the cost
of chosen paths. We also compared our approach results with K-means algorithm
which results in a higher load balancing cost because they create clusters with the
minimum distance cost.
The results and evaluation have shown that our proposed method could achieve a
better performance in terms of load balancing compared to the standard algorithms.
6.2 Future Work
The research and contribution presented in this thesis raised different open questions.
Therefore, in this section, we will be presenting various ideas and methodologies,
which can improve the results obtained in this work and inspire further investigations.
• The next step for the fifth generation will be allowing dual connectivity of both
4G and 5G access network to NFV and SDN based 5G core network, which
enables the implementation of network slicing. The main challenge in network
slicing is the required isolation.
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Therefore, network slicing is the key to offer various services with different
requirements (which may be conflicting requirements) to a significant number
of devices and applications simultaneously. Many questions have been raised,
such as the type of resources and network function sharing that can be used
among slices.
• In Chapter 5, we have presented the assignment of switches to SDN controllers.
However, the allocation approach is static, and it does not re-allocate previ-
ously allocated switches to make more efficient use of available or newly added
resources. Switches migration, can have a good impact when one of the con-
trollers are down, or when there is a change in the network, which can be
beneficial in avoiding any system crash. Therefore, adding switches migration
will be an added value to the present work.
• Artificial intelligence and machine learning technologies have an incredible im-
pact on telecommunication networks by improving operations and opening new
opportunities. As a machine learning technique, deep learning has experienced
tremendous growth and promised potential improvements in various areas.
Therefore, it can be interesting to apply deep learning to an optimization prob-
lem as proposed in [114]. By translating the optimization problem of controller
placement and assignment to a grey-scale image as input for deep convolutional
neural network (CNN). Using the outputs of the optimal solutions, we train the
neural network. Thus, this approach needs further investigations and can be
evaluated in a real-time scenario and for a larger-scale network compared to the
traditional optimization methods.
• In multi-controllers architecture for SDN based networks, at a given point of
time, the traffic loads increases. Therefore, controller workloads increase but
only for some time. A solution to the additional workload can be to install a
new controller to handle the extra load that can not be processed by current
controllers due to capacity constraint. Regardless, when the extra load can be
shared between controllers with available capacities, resources can be wasted.
In future work, we would like to explore the idea of load migration and switches
reassignment to extend the work presented in Chapter 5. Considering switches
reassignment, load migration from overloaded controllers to under-loaded ones
[115] can be done dynamically in order to improve load balancing, resource
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Algorithm 8 Dijkstra’s algorithm
Input Graph G, Source s







for each edge e = (u, v)
if dist[v] > dist[u] + weight[e]
dist[v]←− dist[u] + weight[e]
parent[v]←− u
H ←− (VG,Ø)






A.2 Bin-packing problem (Best fit decreasing algo-
rithm)
Algorithm 9 Best-fit decreasing algorithm
Input
Bins as B1, B2, . . . , Bm filled to level zero
Items to be placed are in order A = (a1, a2, . . . , an)
Arrange A in decreasing order
While Not all A are placed
Find the best Bj with level l ≤ 1− ai
Place ai in Bj
Update Bj level to β = l + ai
Appendix B
Yen’s k-Shortest Path Algorithm
(1971)
Yen’s algorithm has been modelled to find k-shortest loopless paths, where any short-
est path algorithm can be used to find the best path. In this thesis, the shortest path
algorithm that have been used is Dijkstra algorithm. There is two steps to follow to
find K-shortest paths. The first step is to find the first shortest path and the second
step is to find the rest of K-1 shortest paths. Final K-shortest paths are stored in ma-
trix A, while the potential shortest paths are stored in matrix B. Dijkstra algorithm
is used to find the first shortest path, stored in A[0]. In order to find the shortest
paths A[k], where k is between 1 and (K− 1), we need to find all potential paths and
choose the path with the minimum length.
The first process of finding the potential shortest paths follows three steps. The first
step is to choose the root path P [k], which is the sub-path of A[k − 1] from the first
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node i in A[k− 1]. The second step is to find the spur path S[k] which is the shortest
path from the node i to the destination node. To ensure that the spur path is unique,
we remove the edge from node i to node i + 1 by setting its cost to infinity. The
summation of the root path and the spur path is added to B as a potential shortest
path. The edge costs set previously to infinity are restored. The second process is to
choose the path in B with the lowest cost, which is removed from B and added to A.
Algorithm 10 Yen’s Algorithm
function YenKSP(Graph, source, destination, K):
A[0] = Dijkstra(Graph, source, destination);
B = [];
for k from 1 to K
for i from 0 to size(A[k − 1])− 2
spurNode = A[k − 1].node(i);
rootPath = A[k − 1].nodes(0, i);
for each path p in A
if rootPath == p.nodes(0, i)
remove p.edge(i,i + 1) from Graph;
for each node rootPathNode in rootPath except spurNode
remove rootPathNode from Graph;
spurPath = Dijkstra(Graph, spurNode, destination);
totalPath = rootPath + spurPath;
B.append(totalPath);
restore edges to Graph;
restore nodes in rootPath to Graph;






























s.t Ax ≤ b (C.3)
The general form in TOMLAB [116] for a quadratic programming problem is defined
in equations (C.2) and (C.3) where xT denotes the vector transpose of x, c a n
dimensional vector and F a n ∗ n dimensional real symmetric matrix.
Therefore, we write equation (C.1) in the form of (C.2) and (C.3) to be able to use the
Tomlab environment and solve the non-linear problem as a Quadratic programming
problem in Chapter 5.
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