ABSTRACT
INTRODUCTION
Cellular Neural Networks present a new class of information-processing systems. It is a large-scale nonlinear analog circuit which process signals in real time. The basic circuit unit of a cellular neural network is called a cell, an analog processor element which contains linear and nonlinear circuit elements, typically-linear capacitors, linear resistors, linear and nonlinear coatrolled sources, and independent sources [1, fig.3 ] The architecture of typical cellular neural networks is similar to that found in cellular automata [7, 8] State Equation:
where the ith row and jth column cell is indicated as C(i, j); by definition the r-neighborhood N r of radius r of a cell, C(i, j), in a cellular neural network is [1] N(i,j)= {C(k,l)lmaz{Ik-il, l/-jl} <r, I <_k<_M, I_</_<N}; vzij, vuij, vuij refer to the state, output and input voltage of a cell C(i,j); C,R x are fixed values of a linear capacitor and a linear resistor in the cell; I is an independent voltage; A(i,j;k,l) is a feedback operator and B(i,j;k,l) control operator, for which Ixu(i j; k, l) = A(i, j;, k, l)Vuk and Ixu(i j; k, l) = B(i, j; k, l)Vuk1(Izu(i, j; k, l) and Iu(i, j; k, l) are linear voltage-controlled sources for all C(i, j) e N(i, j)).
2) A(i, j; k, l) = A(k, l; i, j) c>o, n >o.
As mentioned above in [1] it is proved that cellular neural networks, described by the equations (1 
Let us consider an auxiliary linear nonhomogeneous equation for equation (13): 
=
gives the dynamic rules of a cellular neural network. Therefore, we can use cellular neural networks to obtain a dynamic transform of an initial state at any time t. In the special cases when t---oo and state variable vij is a constant, the output vui j tends to either 0 or i, (see equation (2)), which are limit points for a cellular neural network. Therefore in 0 _< vxij(t ) <_ 1, the equilibrium points of a typical cell of a cellular neural network C(i, j) are defined as" (24)
Then we can define stable system equilibrium points of a cellular neural network, which describe its global dynamic behavior. 
As we said before the structure of the cellular neural networks is similar to that of cellular automata. A typical equation of a two-dimensional cellular automaton is ( [7] ) aij(n + 1) = ff[akt(n for all C(k,1) Nr(i,j)].
Comparing equation (27) and equation (28) we can see a similarity between them. Therefore we can use cellular automata theory to study dynamic behavior of the cellular neural networks.
It is well known [7] , that cellular automata may be considered as discrete dynamical system. In almost all cases, cellular automata evolution is irreversible. Trajectories in the configuration space for cellular automata therefore merge with time, and after many time steps, trajectories starting from almost all initial states become concentrated onto attractors. These attractors typically contain only a very small fraction of possible states. There are four classes of cellular automata, which characterize the attractors in cellular automaton evolution. The attractors in classes 1, 2 and 3 are roughly analogous respectively to the limit points, limit cycles and chaotic attractors found in continuous dynamical systems [8] . 
