Many tasks in machine learning and data mining, such as data diversification, nonparametric learning, kernel machines, clustering etc., require extracting a small but representative summary from a massive dataset. Often, such problems can be posed as maximizing a submodular set function subject to a cardinality constraint. We consider this question in the streaming setting, where elements arrive over time at a fast pace and thus we need to design an efficient, low-memory algorithm. One such method, proposed by Badanidiyuru et al. (2014), always finds a 0.5-approximate solution. Can this approximation factor be improved? We answer this question affirmatively by designing a new algorithm Salsa for streaming submodular maximization. It is the first low-memory, singlepass algorithm that improves the factor 0.5, under the natural assumption that elements arrive in a random order. We also show that this assumption is necessary, i.e., that there is no such algorithm with better than 0.5-approximation when elements arrive in arbitrary order. Our experiments demonstrate that Salsa significantly outperforms the state of the art in applications related to exemplarbased clustering, social graph analysis, and recommender systems.
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volume are generated every second, coming from many different sources in industry and science such as: image and video streams, sensor data, social networks, stock markets, and many others. Sometimes, such data is produced so rapidly that most of it cannot even be stored in any way. In this context, a critical task is data summarization: one of extracting a representative subset of manageable size from rich, large-scale data streams. A central topic in machine learning and data mining today, its main challenge is to produce such a concise yet high-value summary while doing so efficiently and on-the-fly.
In many applications, this challenge can be viewed as optimizing a submodular function subject to a cardinality constraint. Indeed, submodularity -an intuitive notion of diminishing returns, which postulates that an element should contribute more to a smaller set than to a larger one -plays a similar role in this setting as convexity does in continuous optimization. Namely, it is general enough to model a multitude of practical scenarios, such as viral marketing (Kempe et al., 2003) , recommender systems (El-Arini & Guestrin, 2011) , search result diversification (Agrawal et al., 2009) or active learning (Golovin & Krause, 2011) , while allowing for both theoretically and practically sound and efficient algorithms. In particular, a celebrated result by Nemhauser et al. (1978) shows that the Greedy algorithm -one that iteratively picks the element with the largest marginal contribution to the current summary -is a (1 − 1 /e)-approximation for maximizing a monotone submodular function subject to a cardinality constraint. That is, the objective value that it attains is at least a (1 − 1 /e)-fraction of the optimum. This approximation factor is NP-hard to improve (Feige, 1998) . Unfortunately, Greedy requires repeated access to the complete dataset, which precludes it from use in large-scale applications in terms of both memory and running time.
The sheer bulk of large datasets and the infeasibility of Greedy together imply a growing need for faster and memory-efficient algorithms, ideally ones that can work in the streaming setting: one where input arrives arXiv:1808.01842v1 [cs. LG] 6 Aug 2018 one element at a time, rather than being available all at once, and only a small portion of the data can be kept in memory at any point. The first such algorithm was given by Chakrabarti and Kale (2014) , yielding a 0.25-approximation while requiring only a single pass over the data, in arbitrary order, and using O(k) function evaluations per element and O(k) memory.
1 A more accurate and efficient method Sieve-Streaming was proposed by Badanidiyuru et al. (2014) . For any ε > 0, it provides a (0.5−ε)-approximation and uses O ( log k /ε) function evaluations per element and O ( k log k /ε) memory. While well-suited for use in big data stream scenarios, its approximation guarantee is nevertheless still inferior to that of Greedy. It is natural to wonder: can the ratio 0.5 be improved upon by a more accurate algorithm?
It turns out that in general, the answer is no (modulo the natural assumption that the submodular function is only evaluated on feasible sets). As one of our results, we show that: Theorem 1.1. Any algorithm for streaming submodular maximization that only queries the value of the submodular function on feasible sets (i.e., sets of cardinality at most k) and is an α-approximation for a constant α > 0.5 must use Ω(n/k) memory, where n is the length of the stream.
This hardness includes randomized algorithms, and applies even for estimating the optimum value to within this factor, without necessarily returning a solution (see Appendix B for the proof).
2 Note that usually n/k k; such an algorithm therefore cannot run in a large-scale streaming setting.
However, this bound pertains to arbitrary-order streams. An immediate question, then, is whether inherent randomness present in the stream can be helpful in obtaining higher accuracy. Namely, in many real-world scenarios the data arrives in random order, or can be processed in random order. This can be seen as a sweet spot between assuming that the data is drawn randomly from an underlying prior distribution -which is usually unrealistic -and needing to allow for 1 We make the usual assumption that one can store any element, or the value of any set, using O(1) memory. The memory usage calculation in (Chakrabarti & Kale, 2014 ) is lower-level, which results in an extra log n factor. Furthermore, their algorithm can be implemented using a priority queue, which would result in a runtime of O(log k) per element.
2 Moreover, note that Theorem 1.1 does not follow from the work of Buchbinder et al. (2015) , who proved an approximation hardness of 0.5 for online algorithms whose memory state must always be a feasible solution (consisting of at most k elements).
instances whose contents and order are both adversarially designed -which also do not appear in applications. Is it possible to obtain a better approximation ratio under this natural assumption?
Again, we begin with a negative result: the performance of the state-of-the-art Sieve-Streaming algorithm remains capped at 0.5 in this setting. Theorem 1.2. There exists a family of instances on which the approximation ratio of Sieve-Streaming is at most 0.5 + o(1) even if elements arrive in random order.
We remark that Theorem 1.2 also extends to certain natural modifications of Sieve-Streaming (with a different value of a threshold parameter used in the algorithm, or multiple such values that are tried in parallel). Thus, new ideas are required to go beyond an approximation ratio of 0.5.
As the main result of this paper we present a new algorithm Salsa (Streaming ALgorithm for Submodular maximization with Adaptive thresholding), which does break the 0.5 barrier in the random-order case. Salsa, like Sieve-Streaming, works in the streaming model and takes only a single pass over the data, selecting those elements whose marginal contribution is above some current threshold. However, it employs an adaptive thresholding scheme, where the threshold is chosen dynamically based on the objective value obtained until a certain point in the data stream. This additional power allows us to prove the following guarantee: Theorem 1.3. [Main Theorem] There exists a constant α > 0.5 such that, for any stream of elements that arrive in random order, the value of the solution returned by Salsa is at least α · OPT in expectation (where OPT is the value of the optimum solution). Salsa uses O(k log k) memory (independent of the length of the stream) and processes each element using O(log k) evaluations of the objective function.
We remark that even if the stream is adversarial-order, Salsa still guarantees a (0.5 − ε)-approximation.
A different way to improve the accuracy of an algorithm is allowing it to make multiple passes over the stream. In this paper we also consider this setting and present a 2-pass algorithm Two-Pass for streaming submodular maximization. We show that Two-Pass achieves a 5 /9 approximation ratio using the same order of memory and function evaluations as Sieve-Streaming. Formally, for any ε > 0 we show that: Theorem 1.4. Two-Pass is a ( 5 /9 − ε)-approximation for streaming submodular maximization. It uses O ( k log k /ε) memory and processes each element with O ( log k /ε) evaluations of the objective function.
Furthermore, we generalize our ideas to design a p-pass algorithm P-Pass for any constant p ≥ 2. McGregor and Vu (2016) showed that, regardless of the running time, no p-pass algorithm can beat the (1 − 1 /e) approximation guarantee using memory poly(k). In this work we show that P-Pass quickly converges to a (1 − 1 /e)-approximation as p grows. We show that: Theorem 1.5. P-Pass is a (1 − ( p /p+1) p − ε)-approximation for streaming submodular maximization. It uses O ( k log k /ε) memory and processes each element with O ( p log k /ε) evaluations of the objective function.
Applications and experiments We assess the accuracy of our algorithms and show their versatility in several real-world scenarios. In particular, we study maximum coverage in graphs, exemplar-based clustering, and personalized movie recommendation. We find that Salsa significantly outperforms the state of the art, Sieve-Streaming, in all tested datasets. In fact, our experimental results show that Salsa reduces the gap between Greedy, which is the benchmark algorithm even for the offline setting (a "tractable optimum"), and the best known streaming algorithm by a factor of two on average.
Note that we are able to obtain these practical improvements even though, in our experiments, the order of arrival of elements is not manually randomized. This suggests that the random-order assumption, which allows us to obtain our improved theoretical guarantees, does well in approximating the nature of real-world datasets, which are not stochastic but also not adversarial.
Related work
The benchmark algorithm for monotone submodular maximization under a cardinality constraint is Greedy. Unfortunately, it is not efficient and requires k passes over the entire dataset. There has thus been much interest in obtaining more efficient versions of Greedy, such as Lazy-Greedy (Minoux, 1978; Leskovec et al., 2007; Krause et al., 2008) , the algorithm of Badanidiyuru and Vondrák (2014), or Stochastic-Greedy (Mirzasoleiman et al., 2015) .
The first multi-pass algorithm for streaming submodular maximization has been given by Gomes and Krause (2010) . If f is upper-bounded by B, then for any ε > 0 their algorithm attains the value 0.5·OPT−kε and uses O(k) memory while making O(B/ε) passes. Interestingly, it converges to the optimal solution for a restricted class of submodular functions.
Many different settings are considered under the streaming model. One important requirement often arising in practice is that the returned solution be robust against deletions (Mirzasoleiman et al., 2017; Mitrović et al., 2017; Kazemi et al., 2017) . Non-monotone submodular functions have also been considered (Chekuri et al., 2015; Mirzasoleiman et al., 2017) . McGregor and Vu (2016) consider the k-coverage problem in the multi-pass streaming setting. They give an algorithm achieving (1 − 1 /e − ε)-approximation in O(1/ε) passes. They also show that improving upon the ratio (1 − 1 /e) in a constant number of passes would require an almost linear memory. Their results generalize from k-coverage to submodular maximization.
In the online setting, the stream length n is unknown and the algorithm must always maintain a feasible solution. This model allows preemption, i.e., the removal of previous elements from the solution (otherwise no constant competitive ratio is possible). Chakrabarti and Kale (2014), Chekuri et al. (2015) and Buchbinder et al. (2015) have obtained 0.25-competitive algorithms for monotone submodular functions under a cardinality constraint. This competitive ratio was later improved to 0.29 by Chan et al. (2017) . Buchbinder et al. (2015) also prove a hardness of 0.5.
A different large-scale scenario is the distributed one, where the elements are partitioned across m machines. The algorithm GreeDi (Mirzasoleiman et al., 2013) consists in running Greedy on each machine and then combining the resulting summaries on a single machine using another run of Greedy. This yields an O 1/min( √ k, m) -approximation. Barbosa et al. (2015) showed that when the elements are partitioned randomly, one obtains a (1 − 1 /e) /2-approximation. Mirrokni and Zadimoghaddam (2015) provide a different two-round strategy: they compute coresets of size O(k) and then greedily merge them, yielding a 0.545-approximation. The algorithm of Kumar et al. (2015) consists of a logarithmic number of rounds in the MapReduce setting and approaches the Greedy ratio. Barbosa et al. (2016) provide a general reduction that implies a (1 − 1 /e − ε)-approximation in O(1/ε) rounds. Korula et al. (2015) study the Submodular Welfare Maximization problem -where a set of items needs to be partitioned among agents in order to maximize social welfare, i.e., the sum of the (monotone submodular) utility functions of the agents -in the online setting. The best possible competitive ratio in general is 0.5. However, they show that the greedy algorithm is 0.505-competitive if elements arrive in random order.
Preliminaries
We consider a (potentially large) collection V of n items, also called the ground set. We study the problem of maximizing a non-negative monotone submodular function f : 2 V → R + . Given two sets X, Y ⊆ V , the marginal gain of X with respect to Y is defined as
which quantifies the increase in value when adding X to Y . We say that f is monotone if for any element e ∈ V and any set Y ⊆ V it holds that f (e|Y ) ≥ 0. The function f is submodular if for any two sets X and Y such that X ⊆ Y ⊆ V and any element e ∈ V \ Y we have f (e|X) ≥ f (e|Y ) .
Throughout the paper, we assume that f is given in terms of a value oracle that computes f (S) for given S ⊆ V . We also assume that f is normalized, i.e. f (∅) = 0.
Submodularity under cardinality constraint
The problem of maximizing function f under cardinality constraint k is defined as selecting a set S ⊆ V with |S| ≤ k so as to maximize f (S). We will use O to refer to such a set S, OPT to denote f (O), and the name SubMax to refer to this problem.
Overview of Salsa
In this section, we present an overview of our algorithm. We also explain the main ideas and the key ingredients of its analysis. In Appendix A.4, we combine these ideas into a proof of Theorem 1.3. Throughout this section, we assume that the value OPT of an optimal solution O = {o 1 , ..., o k } is known in advance. We show how to remove this assumption using standard techniques in Appendix E.
We start by defining the notion of dense optimum solutions. We say that O is dense if there exists a set D ⊆ O of size at most k/100 such that f (D) ≥ OP T /10. 3 Our algorithm runs three procedures, and each procedure outputs a set of at most k elements. One of the procedures performs well in the case when O is dense. The other two approaches are designed to collect high utility when O is not dense. We run these procedures in parallel and, out of the three returned sets, we report the one attaining the highest utility. In what follows, we first describe our algorithm for the case when O is not dense.
Case: O is not dense. We present the intuition behind the algorithm under the simplifying assumption that f (o) = OPT/k for every o ∈ O. However, the algorithm that we state provides an approximation guarantee better than 0.5 in expectation for any instance that is not dense.
Over the first 0.1-fraction of the stream, both procedures for this case behave identically: they maintain a set of elements S; initially, S = ∅; each element e from the stream is added to S if its marginal gain is at least
Consider the first element o ∈ O that the procedures encounter on the stream. Since the stream is randomly ordered, o is a random element of O. Due to this, we claim that if f (S) is small, then it is likely that the procedures add o to S. This follows from the fact that each element of O is worth OPT/k. Namely, if f (S) < OPT( 1 /2 − ), for a small constant > 0, then the average marginal contribution of the elements of O with respect to S is more than T 1 , hence it is likely that the procedures select o. By repeating the same argument we can conclude that after processing a 0.1-fraction of the stream, either: (1) f (S) is large, i.e., f (S) > OPT( 1 /2− ); or (2) the procedures have selected k/100 elements from O (which are worth OPT/100).
Up to this point, both procedures for the non-dense case behaved identically. In the remaining 0.9-fraction of the stream, the procedure corresponding to case (1) above uses a threshold
, which is lower than T 1 . Since there are still 0.9n elements left on the stream, and already after the first 0.1-fraction we have f (S) > OPT( 1 /2 − ), it is very likely that by the end the procedure will have added enough further elements to S so that f (S) ≥ OPT( 1 /2 + ).
In case (2) above, the procedure has already selected a set S that contains at least k/100 elements from O, i.e., |S ∩ O| ≥ k/100. Now, the procedure corresponding to this case continues with the threshold
If by the end of the stream the procedure has selected k elements, then clearly f (S) ≥ OPT( 1 /2 + ), since each element has marginal gain at least T 1 . Otherwise, the procedure has selected fewer than k elements. This means that the marginal gain of any element of the stream with respect to S is less than T 1 . Now we claim that f (S) > OPT/2. First, there are at most 99k/100 elements in O \ S. Furthermore, adding each such element to the set S gives marginal gain less than T 1 . Therefore, the total benefit that the elements of O \ S give to S is at most OPT k ( 1 /2 + ) · 99k/100, which is less than OPT( 1 /2 − 1 /300) for small enough , therefore
and thus
Case: O is dense. We now give a brief overview of the procedure that is designed for the case when O is dense. Over the first 0.8-fraction of the stream, the procedure uses a (high) threshold
Note that the average value of the elements of D is at least OPT k · 10, which is significantly higher than the threshold T 1 .
Hence, even over the 0.8-fraction of the stream, the algorithm will in expectation collect some elements with large marginal gain. This, intuitively, means that the algorithm in expectation selects k elements of total value significantly larger than k OPT/(2k). This enables us to select the remaining k − k elements with marginal gain below OPT/(2k) and still collect a set of utility larger than OPT/2. We implement this observation by letting the algorithm use a threshold lower than OPT/(2k) for the remaining 0.2-fraction of the stream. This increases the chance that the algorithm collects k − k more elements.
In what follows, we provide pseudo-codes of our three algorithms. For sake of brevity, we fix the values of constants and give the full analysis of the algorithms in Appendix A.
We begin with the dense case, presented in Algorithm 1. In the pseudo-code, C 1 , C 2 are large absolute constants and β is the fraction of the stream that we process with a high threshold. S := S ∪ {e i } 7: return S For the case when O is not dense, we use two algorithms as described above. The first algorithm (Algorithm 2) goes over the stream and selects any element whose marginal gain to the currently selected elements is at least OPT k ( 1 /2 + ). The second algorithm (Algorithm 3) starts with the same threshold, but after passing over βn elements it decreases the threshold to 
else if i > βn and f (e i |S) ≥ OPT k ( 1 /2 − δ) and |S| < k then 6:
Since we do not know in advance whether the input is dense or not, we run these three algorithms in parallel and output the best solution at the end.
Two-Pass Algorithm
In this section, we describe our Two-Pass algorithm. Recall that we denote the optimum solution by O = {o 1 , . . . , o k } and we let OPT = f (O). Throughout this section, we assume that OPT is known. We show how to remove this assumption in Appendix E. Also, in Appendix D we present a (more general) p-pass algorithm.
Our Two-Pass algorithm (Algorithm 4) is simple: in the first pass we pick any element whose marginal gain with respect to the currently picked elements is higher than the threshold T 1 = 2 3 · OPT k . In the second pass we do the same using the threshold T 2 = 4 9 · OPT k . Theorem 4.1. Two-Pass is a 5 /9-approximation for SubMax.
Proof. We prove this theorem in two cases depending on |S|. First we consider the case |S| < k. For any element o ∈ O \ S we have f (o|S i ) ≤ T 2 since we have not picked it in the second pass. Therefore and |S| < k then 4:
for the i-th element e i on the stream do
and |S| < k then 7:
and so
Therefore in this case we get the desired approximation ratio.
Now we consider the second case, i.e., |S| = k. It is clear that if we have picked k elements in the first round, then we get a 2 /3-approximation guarantee. Therefore assume that we picked fewer than k elements in the first round, and let S 1 denote these elements. With a similar argument as in the previous case we get that f (S 1 ) ≥ OPT/3. One can see that in the worst-case scenario, in the first pass we have picked k/2 elements with marginal gain exactly T 1 each and in the second pass we have picked k/2 elements with marginal gain exactly T 2 each (we present a formal proof of this statement in the appendix). Therefore we have:
≥ 5 /9 · OPT .
Empirical Evaluation
In this section, we numerically validate our theoretical findings. Namely, we compare our algorithms, Salsa and Two-Pass, with two baselines, Greedy and Sieve-Streaming. For this purpose, we consider three applications: (i) dominating sets on graphs, (ii) exemplar-based clustering, and (iii) personalized movie recommendation. In each of the experiments we find that Salsa outperforms Sieve-Streaming.
It is natural to consider the utility obtained by Greedy as a proxy for an optimum, as it is theoretically tight and difficult to beat in practice. The majority of our evaluations demonstrate that the gap between the solutions constructed by Salsa and Greedy is more than two times smaller than the gap between the solutions constructed by Sieve-Streaming and Greedy.
For each of the experiments we invoke our algorithms with the following values of the parameters: Algorithm 1 with C 1 = 10, C 2 = 0.2, β = 0.8; Algorithm 2 with ε = 1/6; Algorithm 3 with β = 0.1, ε = 0.05, δ = 0.025.
Maximum coverage in big graphs
Maximum coverage is a classic graph theory problem with many practical applications, including influence maximization in social networks (Kempe et al., 2015) and community detection in graphs (Fortunato & Lancichinetti, 2009 ). The goal in this problem is to find a small subset of vertices of a graph that is connected to a large fraction of the vertices.
Maximum coverage can be cast as maximization of a submodular function subject to a cardinality constraint. More formally, we are given a graph G = (V, E), where n = |V | denotes the number of vertices and m = |E| denotes the number of edges. The goal is to find a set S ⊆ V of size k that maximizes the number of vertices in the neighborhood of S. 4 We consider three graphs for this problem from the SNAP data library (Leskovec & Krevl, 2014) .
Pokec social network Pokec is the most popular online social network in Slovakia. This graph has n = 1, 632, 803 and m = 30, 622, 564.
LiveJournal social network LiveJournal (Backstrom et al., 2006) is a free online community that enables members to maintain journals and individual and/or group blogs. This graph has n = 4, 847, 571 and m = 68, 993, 773.
Orkut social network Similar to Pokec, Orkut (Yang & Leskovec, 2015) is also an online social network. This graph has n = 3, 072, 441 vertices and m = 117, 185, 083 edges.
We compare our algorithms, Salsa and Two-Pass, with both baselines on these datasets for different values of k -from 100 to 10, 000. The results show that Salsa always outperforms Sieve-Streaming by around 10%, and also reduces the gap between Greedy and the best streaming algorithm by a factor of two. Furthermore, the performance of our Two-Pass algorithm is very In plot (b) we could not run Greedy on the underlying dataset due to its prohibitively slow running time on this instance. Each plot demonstrates the performance of the algorithms for varying values of the cardinality k. The datasets used for plots (a)-(e) are described in Section 5.1, for plots (f) and (g) in Section 5.2, and for plots (h) and (i) in Section 5.3.
close to that of Greedy. The results can be found in Figure 1 , where (a) and (b) correspond to the Orkut dataset, (c) and (d) correspond to LiveJournal, and (e) to Pokec.
Exemplar-based clustering
Imagine that we are given a collection of emails labeled as spam or non-spam and asked to design a spam classifier. In addition, every email is equipped with an m-dimensional vector corresponding to the features of that email. One possible approach is to view these m-dimensional vectors as points in the Euclidean space, decompose them into k clusters and fix a representative point for each cluster. Then, whenever a new email arrives, it is assigned the same label as the cluster representative closest to it. Let V denote the set of all the labeled emails. To obtain the described set of cluster representatives, we maximize the following submodular function:
where e 0 is the all-zero vector, and L(S) is defined as follows (Gomes & Krause, 2010) :
In the definition of the function L(S), d(x, y) = x−y 2 denotes the squared Euclidean distance.
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Similarly to spam classification, and among many other applications, the exemplar submodular function can also be used for image clustering. In light of these applications, we perform experiments on two datasets:
Spambase This dataset consists of 4, 601 emails, each email described by 57 attributes (Lichman, 2013). We do not consider mail-label as one of the attributes.
CIFAR-10
This dataset consists of 50, 000 color images, each of size 32 × 32, divided into 10 classes. Each image is represented as a 3, 072-dimensional vector -three coordinates corresponding to the red, green and blue channels of each pixel (Krizhevsky et al., 2014) .
Before running these experiments, we subtract the mean of the corresponding dataset from each data point.
The results for the Spambase dataset are shown in Figure 1 (f). We can observe that both of our algorithms attain a significantly higher utility than Sieve-Streaming. Also, at their point of saturation, our algorithms equalize with Greedy. We can also observe that Sieve-Streaming saturates at a much lower value than our algorithms, which suggests that the strategy we develop filters elements from the stream more carefully than Sieve-Streaming does.
Our results for the CIFAR-10 dataset, depicted in Figure 1(g ), show that, before the point of saturation our algorithms select elements of around 5% higher utility than Sieve-Streaming. After the point of saturation our algorithms achieve the same utility as Greedy, while Sieve-Streaming approaches that value slowly. Saturation happens around k = 10, which is expected since the images in CIFAR-10 are decomposed into 10 classes.
Personalized movie recommendation
We use the Movielens 1M dataset (Harper & Konstan, 2016) to build a recommender system for movies. The dataset contains over a million ratings for 3,900 movies by 6,040 users. For a given user u and a number k, the system should recommend a collection of k movies personalized for user u.
We use the scoring function proposed by Mitrović et al. (2017) . We first compute low-rank feature vectors w u ∈ R 20 for each user u and v m ∈ R 20 for each movie m. These are obtained via low-rank matrix completion (Troyanskaya et al., 2001 ) so as to make each inner product w u , v m approximate the rating of m by u, if known. Now we define the submodular function
The first term is a facility-location objective (Lindgren et al., 2016 ) that measures how well S covers the space M of all movies (thus promoting diversity). The second term aggregates the user-dependent scores of items in S. The parameter α can be adjusted depending on the user's preferences.
Our experiments consist in recommending collections of movies for α = 0.75 and values of k up to 60 (see Figure 1 (h)), as well as for α = 0.85 and values of k up to 200 (see Figure 1(i) ). We do this for 8 randomly selected users and report the averages. We find that the performance of both Salsa and Two-Pass falls at around 40% of the gap between Sieve-Streaming and Greedy. This quantity improves as k increases.
Conclusion
In this paper, we consider the monotone submodular maximization problem subject to a cardinality constraint. For the case of adversarial-order streams, we show that a 1 /2 approximation guarantee is tight. Motivated by real-world applications, we also study this problem in random-order streams. We show that the previously known techniques are not sufficient to improve upon 1 /2 even in this setting. We design a novel approach that exploits randomness of the stream and achieves a better-than-1 /2 approximation guarantee.
We also present a multi-pass algorithm that approaches (1 − 1 /e)-approximation using only a constant number of passes, even in adversarial-order streams. We validate the performance of our algorithm on real-world data. Our evaluations demonstrate that we outperform the state of the art Sieve-Streaming algorithm by a considerable margin. In fact, our results are closer to Greedy than to Sieve-Streaming. Although we make a substantial progress in the context of streaming submodular maximization, there is still a gap between our approximation guarantee and the currently best known lower bound. It would be very interesting to reduce (or close) this gap, and we hope that our techniques will provide insight in this direction. 
A. Analysis of the Algorithm
In this section we analyze our algorithms and present the proof of Theorem 1.3. Throughout this section, we assume that the value OPT of the optimum solution is known. We remove this assumption in Appendix E.
We run three procedures in parallel and return the best of those as our solution. Algorithm 1 works well for instances containing a dense set (see Definition A.1). The other two algorithms (Algorithms 2 and 3) guarantee that we attain a high-utility solution in the absence of the density assumption. We prove the correctness of the stated algorithms under the assumption that k > k 0 = 2 · 10 8 , where k 0 is a constant. In Appendix A.3 we introduce Algorithm 5, which completes the proof for the case when k is small. Theorem 1.3. [Main Theorem] There exists a constant α > 0.5 such that, for any stream of elements that arrive in random order, the value of the solution returned by Salsa is at least α · OPT in expectation (where OPT is the value of the optimum solution). Salsa uses O(k log k) memory (independent of the length of the stream) and processes each element using O(log k) evaluations of the objective function.
A.1. The dense case
In this section we analyse the correctness of Algorithm 1 under the assumption that k > k 0 = 2 · 10 8 . Let us first define a dense set. Definition A.1. We say that a set D of elements is dense if it has |D| ≤ ηk and f (D) ≥ 1−γ 2 OPT, where we set γ = 10 −2 and η = 5 · 10 −5 .
This section is devoted to the proof of the following theorem. Theorem A.2. There is an algorithm giving a 0.50025-approximation with probability at least 0.01 for instances containing a dense set D and having k ≥ k 0 .
Consider Algorithm 1 with the following values of the parameters: C 1 = 100, C 2 = 10, β = 0.9. In the first 90% of the stream we collect elements of marginal value larger than 100 k OPT, and in the remaining 10% of the stream we collect elements of marginal value larger than 1 10k OPT. Intuitively, we expect to see 90% of the elements of D in the first 90% of the stream, therefore, with a high enough threshold, we can pick almost all of those elements. In the remaining 10% of the stream we enhance our solution using a smaller threshold.
Let S be the set of elements collected by this algorithm, D be a dense set, and O be an optimum solution. For any set of elements T , define T L and T R to be the elements of T in the left part (90%) of the stream and in the right part (10%), respectively. Fact A.3. With probability at least 0.01 we have all of the following:
Proof. First let us show that
001 . We apply a standard Chernoff bound on the indicator variables of the elements of D being in the left part, which are negatively correlated. We have 0 ≤ |D| ≤ ηk, with |D| = ηk being the worst case for this bound. We obtain that
where we used that η = 5 · 10 −5 and k ≥ k 0 = 2 · 10 8 .
For (3), we use a Chernoff bound again to show that
For (2), we will first prove that
To that end, let D = {e 1 , ..., e |D| } and define Z i = 1 ei∈D L .
Note that
f (e i |e 1 , ..., e i−1 )E [
f (e i |e 1 , ..., e i−1 ) = 0.9f (D) .
Now applying Markov's inequality (and using that
3 . For (4), define the submodular function g(·) = f (·|D) for brevity. We are interested in lower-bounding the quantity
. For this, notice that events (2) and (4) are almost independent (they would be independent in the limit n → ∞), and so we can essentially repeat the analysis for (2). Formally, let I be a random variable holding all information about the locations of elements of D in the stream. (The event (2), as well as the variable |D L |, are known given I.) We would like to prove a lower bound
. This is done as above, with the difference that we set O = {e 1 , ..., e k } and Z i = 1 ei∈O R . Now, for any e i ∈ O \ D we can bound
n 100 n > 0.09 using that k ≤ n and η ≤ 10 −2 . On the other hand, for any e i ∈ O ∩ D we have g(e i |e 1 , ..., e i−1 ) = g(e i ) = 0. Thus we get that E [g(O R )|I] ≥ 0.09g(O) and
Lemma A.4. Assume that the events (1), (2), (3), (4) happen. Then we have f (S) ≥ 0.50025 · OPT.
Proof. We consider two cases: |S| < k and |S| = k.
Case |S| < k: First, by the design of the algorithm, for each e ∈ D we have f (e|S) ≤ 100 k OPT regardless of whether e appears in the left or in the right part of the stream. Since |D| ≤ ηk, this implies
Moreover, we have (4), i.e., that f (O R |D) ≥ 0.05f (O|D). Hence
Also, by the design of the algorithm, for every e ∈ O R it holds that
OPT .
Hence, by (3),
and therefore
Therefore,
Hence, 
Therefore, using (2), 
A.2. General case
In this section we analyze the correctness of Algorithms 2 and 3 under the assumption that k > k 0 = 2 · 10 8 .
We invoke Algorithm 2 with the threshold value of , they add it to S). However, for the right part of the stream, they proceed with two different strategies. Algorithm 3 works well when the elements selected in the left part carry a lot of valuemore precisely, when the value of the left part of the solution is at least αOPT, where we select α = 3 · 10 −3 . Algorithm 2 works well in the converse case.
Let O = {o 1 , . . . , o k } denote the optimal solution. Moreover, for any set of elements T , define T L and T R to be the elements of T in the left and in the right part of the stream, respectively. Claim 1. We have
with probability at least ≥ 0.999.
Proof. We use a standard Chernoff bound for negatively correlated variables and get that
where we used that k ≥ k 0 = 2 · 10 8 and β = 10
We now analyze Algorithm 3. We do not use any randomness here (beyond assuming (5)). So fix a random arrival. Recall that S L and S R are the elements selected in the left and the right part of the stream, respectively. Lemma A.5. Assume that f (S L ) ≥ αOPT and that (5) is satisfied. Then Algorithm 3 outputs a set S such that f (S) ≥ 0.5 + 9 · 10 −12 OPT.
Proof. We divide the proof into two cases based on the cardinality of the output set S.
Case |S| < k: In this case we do not need to use the assumption f (S L ) ≥ αOPT. We have f (S ∪ O) ≥ OPT. And
. Now, by the definition of the algorithm, we have
Hence, using that |O L | ≤ 0.11k, we have
where we used that β = 10 −3 , ε = 10 −8 and δ = 3 · 10 −11 .
Case |S| = k: In order to minimize f (S) we select
elements in the right part of the stream, each of value
. This yields the following lower bound on f (S):
where we used that α = 3 · 10 −3 , ε = 10 −8 and δ = 3 · 10 −11 .
Theorem A.6. If there is no dense subset (see Definition A.1) and if P [f (S L ) ≤ αOPT] ≥ 0.99, then Algorithm 2 returns a set S that has f (S) ≥ 1 + ε 2 OPT with probability at least 0.49η.
Proof. Let X i be the indicator random variable for the event that the i-th arriving element of O is added to S. The following is our main technical lemma:
Denote by S <i the elements selected by Algorithm 2 up to (but excluding) the arrival of the i-th element of O. We have (5)] ≥ 0.99 − 0.001 ≥ 0.98 by the assumption of Theorem A.6 and by Claim 1 (note that if (5) 
Fix 1 ≤ i ≤ 0.9βk, and let I be the random variable that denotes the position in the stream of the i-th element of O as well as the contents of the stream up to (but excluding) that position. (Note that S <i is known given I.) Conditioning on I, we have (5)] and we proceed to bound the inner expectation for any fixed I such that f (S <i ) ≤ αOPT. We apply total expectation again, this time over o i :
Here the first factor is not random:
OPT k , and we know both S <i (from I) and o i = o. Denote the set of good elements by
Then the first factor is just 1 o∈G . Now consider the second factor. We claim that the distribution for o i given I and (5) is uniform on the elements of O that have not yet appeared on the stream. This is because the global, uniformly random choice for the order of all elements in the stream can be broken up into three independent choices: the positions of elements of O, the relative order of elements of O, and the relative order of elements of V \ O. Conditioning on (5) only affects the first part, and together with I it reveals no information about the order of the yet-unseen elements of O. Thus the second factor, i.e., P [o i = o|I, (5)], is equal to 0 for those elements of O that have appeared before the i-th, and 1/(k + 1 − i) for the others. Thus
However, no element o ∈ G could have appeared yet! For suppose otherwise: since o has marginal contribution at least for S <i , a fortiori it had at least that marginal contribution at the time when it appeared, so o should have been taken (note that |S <i | < k, otherwise we could not have f (S <i ) ≤ αOPT); but then o ∈ S <i and thus f (o|S <i ) = 0, a contradiction. Finally we get
Claim 2. We have |G| ≥ ηk (recall that η = 5 · 10 −5 -see Definition A.1).
Proof. Suppose otherwise. Then we have
(recall that α = 3 · 10 −3 , ε = 10 −8 , and γ = 10 −2 -see Definition A.1).
Together with |G| < ηk, this yields that G is a dense set, whose existence contradicts the assumption of Theorem A.6. By Equation (6) and Claim 2 we get
and finally
Having that E 0.9βk i=1 X i ≥ 0.98η · 0.9βk by Lemma A.7, now we use the following fact: Fact A.8. Let ≥ 0 and X be a random variable with 0 ≤ X ≤ and
Proof. One applies Markov's inequality to the random variable − X.
Applying Fact A.8 (to X = 0.9βk i=1 X i , = 0.9βk, and ζ = 0.98η) we get
Furthermore, we have: contribution. On the other hand, if |S| < k, then for every element e we have f (e|S)
Equation (7) and Lemma A.9 finish the proof of Theorem A.6: we have 0.49η · 0.9βk > 2 · 10 −8 k = 2εk (where we used that η = 5 · 10 −5 , β = 10 −3 , and ε = 10 −8 ), and so we get f (S) ≥ 1+ε 2 OPT with at least a constant (0.49η) probability.
A.3. Small-k case
In this section we describe an algorithm that gives a 1 2 + Ω(1) -approximation for bounded k, i.e., k < k 0 . Recall that k 0 = 2 · 10 8 . We will prove:
Theorem A.10. There is an algorithm (Algorithm 5) for streaming submodular maximization in the random order case that, for any k, achieves a 1 2 + g(k) -approximation in expectation, for some function g(k) > 0.
In particular, for k ≤ k 0 Algorithm 5 yields a The intuitive reason for this is that, whenever the algorithm takes a new element and changes its threshold, there is some element o of O that is above that threshold. With positive probability, o is the next element of O on the stream. As long as |S| < k before o is seen, o will be taken. In this way, the algorithm takes all elements of O that it sees before it has collected k elements. Given that there are k elements of O, the algorithm cannot finish with |S| < k.
Proof. Consider the optimum set O = {o 1 , ..., o k }, in the order that these elements appear on the stream. For i = 0, ..., k, let E i be the event that either o 1 , ..., o i ∈ S, or S is already full at the time o i arrives. Now it is enough to prove that for i = 1, ..., k we have
Once we have this, we can write
So fix i. We want to show that
. Assuming E i−1 , there are two cases: either S is already full at the time o i−1 arrives, or we have o 1 , ..., o i−1 ∈ S. In the former case, S is of course still full when o i arrives, and so E i holds. So assume the latter case. Let S <i o 1 , ..., o i−1 be the contents of S at the time just before the arrival of o i . We have
and of course o ∈ {o i , ..., o k } since all previous elements of O are in S <i and thus have marginal value 0. Note that at this time, conditioning on the entire stream before o i and on the knowledge that the next element will belong to O, the distribution of o i is uniform on the elements of O that have not arrived yet. Thus we have that o = o i with probability
The proof is similar to the analysis of the (non-streaming) algorithm Greedy.
Proof. Let e 1 , ..., e k be the elements of S, in order of insertion. We show by induction on i = 0, 1, ..., k that
The base case i = 0 is trivial. Fix i ≥ 1. The algorithm guarantees that f (e i |e 1 , ..., e i−1 ) ≥ OPT−f (e1,...,ei−1) k . Thus we have OPT − f (e 1 , ..., e i ) = OPT − f (e 1 , ..., e i−1 ) − f (e i |e 1 , ..., e i−1 )
Proof of Theorem A.10. We run Algorithm 5 and Sieve-Streaming in parallel, choosing the better of the two solutions at the end. We always get at least a 1/2-approximation, and (by Fact A.11 and Fact A.12 ) with probability at least 1 k! we get at least a (1 − 1/e)-approximation. Thus we get at least a
e -approximation in expectation.
A.4. Proof of the main theorem
Now we are ready to complete the proof of Theorem 1.3. Theorem 1.3. [Main Theorem] There exists a constant α > 0.5 such that, for any stream of elements that arrive in random order, the value of the solution returned by Salsa is at least α · OPT in expectation (where OPT is the value of the optimum solution). Salsa uses O(k log k) memory (independent of the length of the stream) and processes each element using O(log k) evaluations of the objective function.
Proof. If k < k 0 = 2 · 10 8 , then, by Theorem A.10, Algorithm 5 achieves a
e -approximation in expectation. Otherwise, as explained above, we run three algorithms in parallel with Sieve-Streaming and output the best solution out of the four. Throughout, we let S 1 , S 2 , and S 3 be the solutions returned by Algorithm 1, Algorithm 2, and Algorithm 3 respectively, and let S 4 be the solution returned by Sieve-Streaming (with the standard threshold
It is known that Sieve-Streaming is a OPT. Lemma A.14. We have
Proof. We will have three cases, depending on the (non-random) properties of the instance. And whenever f (S L ) > αOPT and (5), Lemma A.5 yields that
On the other hand, Fact A.13 guarantees that f (S 4 ) ≥ 1 2 OPT always holds. Thus
Case 3: there is no dense subset, and P [f (S L ) ≤ αOPT] ≥ 0.99. Then Theorem A.6 yields that f (S 2 ) ≥ 1+ε 2 OPT with probability at least 0.49η. On the other hand, Fact A.13 guarantees that f (S 4 ) ≥ 1 2 OPT always holds. Thus
Therefore, for any k, our algorithm outputs a solution of value at least 1 2 + 8 · 10 −14 OPT in expectation.
B. Impossibility Result for Adversarial-Order Streams
In this section we prove Theorem 1.1 -an unconditional lower bound on the memory usage of any single-pass streaming algorithm for submodular maximization that is allowed to query the value of the submodular function on feasible sets (ones of cardinality at most k) and having approximation factor 1/2 + and some constant probability of success. Such bounds are usually proved via reductions from communication problems with certain communication complexity lower bounds. Here we reduce the INDEX problem to our problem. In what follows, we first define the INDEX problem and then we state a known communication complexity lower bound for this problem. We then present a reduction from INDEX to streaming submodular maximization.
INDEX problem:
We consider a communication game consisting of channel coding, where
• Alice gets x ∈ {0, 1} m for some integer m.
• Bob gets an integer i ∈ [m].
• The goal is to compute the function f (x, i) = x i .
We let R pub 2/3 (INDEX) denote the minimum number of bits required to be sent from Alice to Bob in order to solve INDEX problem with success probability at least 2/3. The assumption is that Alice and Bob both have access to public random bits. Notice that the communication in this setting, is only from Alice to Bob. We know that this has an Ω(m) lower bound in the one-way communication model (e.g., see (Bar-Yossef et al., 2002) Reduction to submodular maximization: We present a reduction from the INDEX problem to streaming submodular maximization problem. In this reduction part of the stream is constructed based on the x vector that Alice has and part of the stream is constructed based on the index i that Bob holds. If there exists a streaming algorithm with small memory, Alice can first feed the algorithm with her part of the stream and then send to Bob the state of the memory. Then Bob can continue the algorithm with the memory state he received from Alice and feed the algorithm with his part of the stream and obtain the solution. Then based on the solution that the algorithm gives, Bob outputs f (x, i). So any lower bound that holds on the communication complexity of indexing problem should also hold on the memory usage of streaming submodular mazimization problem.
Formally, we prove the following theorem. Theorem B.2. For any integer k > 2 and any δ > 0, there exist a family of instances of submodular maximization problem such that any algorithm which is allowed to query the value of the submodular function on feasible sets, cardinality at most k, with approximation guarantee better than k/(2k − 1) and success probability δ, needs at least Ω(δ n k ) bits of memory. Proof. We show a reduction from any instance of the INDEX problem to an instance of streaming submodular maximization problem. Let U be a universe of size |U| = (2k + 1)m. We assign k elements to each of the x j 's that Alice has and one element to the index i that Bob has. 2. Afterwards Bob adds w i to the stream. Recall that i is the index that is given to bob in the Indexing problem.
Therefore, the length of the stream is n = km + 1 where km elements of it are at Alice's side and one element is at Bob's side. It remains to define the submodular function f . For simplicity, we define f only for the elements that are on the stream. First note that by design, only one of the w i 's can be present in the stream which is the one that correspond to the index i that Bob holds. Now, let
For any S, f (S) is defined as follows:
Observation B.3. The function f (·) as defined in (8) is monotone and submodular.
Now note that because in Alice's side of the stream w i is not present and by the assumption that the algorithm is only allowed to query the function value on feasible sets, from Alices point of view f collapses to the following function:
for every set S a subset of the stream in Alice's side such that |S| ≤ k. Therefore, this function reveals no information about the index i to Alice. Let ANS be the solution that the algorithm returns. Then Bob outputs x i = 1 if ANS> k and x i = 0 otherwise.
Let us now compute the value of the optimum solution to the submodular instance that we constructed (denoted by OPT), depending on the answer to the given instance of the INDEX problem.
• if x i = 0: Then for any subset S of the stream we have S ∩ U i = ∅ hence by definition f (S) ≤ k, and in fact OPT = k.
• if x i = 1: Then f (S) = 2k − 1, for S = {w i } ∪ {u l i |l ∈ [k − 1]} so OPT ≥ 2k − 1 and in fact, OPT = 2k − 1.
Therefore, any algorithm for submodular maximization problem that has an approximation guarantee better than k/(2k − 1) and works with any constant probability δ > 0, should also use memory at least δ 10 R pub 2/3 (INDEX). The reason is that we can run 10 δ instances of submodular maximization independently and then take the max at Bob's side. Because each of them has approximation guarantee k/(2k − 1) with probability δ independently, their maximum will have approximation guarantee k/(2k − 1) with probability at least 1 − (1 − δ) 10 δ ≥ 1 − e −10 ≥ 2/3. Therefore the streaming submodular maximization has to use
Our reduction shows that even estimating the value of OPT to within a factor better than k/(2k − 1) with any constant probability requires memory Ω( n k ).
C. Hard Example for Sieve-Streaming with Random Arrival Order
In this section we show that there exists a randomly ordered stream on which Sieve-Streaming outputs a set S of expected value at most (1/2 + o(1))OPT. We start by showing this claim for an algorithm A similar to Sieve-Streaming. Then, in Theorem C.1, we show that there is a collection of elements that, when presented as a randomly ordered stream, makes Sieve-Streaming and A behave identically with probability at least 1 − δ, for any fixed δ > 0.
Let A be an algorithm for submodular maximization in the streaming setting that takes a set of thresholds T as an auxiliary parameter. The algorithm A instantiates the following greedy procedure:
• For each threshold τ ∈ T in parallel: Let S τ = ∅. Then, while |S τ | < k, do the following for each arriving element e:
• Output arg max Sτ :τ ∈T f (S τ ).
We will show that there exists an optimal solution O and a collection M of elements with the following property. If the elements of M are presented in a random order to A, then for every τ ∈ T we have that f (S τ ) ≤ (1/2 + o(1))OPT with high probability. In the rest of the section we exhibit one such collection M. Claim 3. Let O = {e 1 , . . . , e k } and f (e i ) = OPT/k, for every i. Let T be the set of thresholds used by the algorithm A. Then, there exists a stream of length O k(k 2 |T |/δ) |T | on which, when the stream is presented in a random order, the algorithm A outputs set S := arg max Sτ :τ ∈T f (S τ ) such that f (S) ≤ (1/2 + o(1))OPT with probability at least 1 − δ, for any fixed δ > 0. Furthermore, for every x ∈ S τ and every Y ⊆ S τ \ {x} it holds that f (x|Y ) = τ .
Proof. We split the proof into two parts. First, for every τ , we exhibit set X τ that, as we will see later, constitutes set S τ . In the second part we compose sets X τ to obtain a random stream having the desired properties.
First part: exhibiting X τ . We consider three cases with respect to the value τ , and for each of them give a construction of set X τ . For this part of the proof, we assume that the stream consists only of set X τ and O presented in that order.
• Case τ ≤ OPT/(2k). Let X τ = {x 1 , . . . , x k } such that f (x i ) = τ , for every i, and f (X τ ) = kτ . Clearly, A will collect all the k elements of X τ , and hence will not select any element of O, i.e. S τ = X τ . Note that f (X τ ) = kτ ≤ OPT/2.
• Case OPT/(2k) < τ ≤ OPT/k. Let X τ = {x 1 , . . . , x t }, where t = OPT/(2τ ) (for the sake of clarity, we assume that t is an integer and remove this assumption at the end of the proof). In addition, we define X τ so that:
It is easy to see that such set X τ exists. Hence, in this case, we have S τ = X τ and therefore f (S τ ) = OPT/2.
• Case OPT/k < τ . In this case, we simply set X τ = ∅. Then, as f (e i ) < τ for every i ∈ O, we have
Additional property of X τ sets. Let OPT/(2k) < τ ≤ OPT/k. From the definition we have f (X τ ) = OPT/2. For each such τ design X τ so that it "covers" the same half of O. For each τ ≤ OPT/(2k) design X τ so that it covers a subarea of X τ . Then, for τ 1 < τ 2 and OPT/(2k) < τ 2 ≤ OPT/k we have f (x|X τ2 ) = 0, ∀x ∈ X τ1 .
Second part: composing a random stream. First, observe that for τ > OPT/k the algorithm A will not collect any element from O and also X τ = ∅. Therefore, such threshold τ does not affect the outcome of A, and for the rest of the proof and w.l.o.g. we assume that for every τ ∈ T it holds τ ≤ OPT/k. Then, from our construction, we have k/2 ≤ |X τ | ≤ k.
Let OPT/k ≥ τ 1 > τ 2 > . . . > τ |T | be the thresholds of T . Let M be a multiset of elements that consists of the following:
• The multiset M contains O.
• For each i, M contains (k 2 |T |/δ) i copies of X τi .
Let M R be a random stream consisting of the elements of M. For the sake of brevity, define X τ0 := O. Then, we have the following. For every i ≥ 1 and any element x ∈ X τi it holds P any element of the copies of X τi−1 appears before all the copies of x in M R ≤ k(k 2 |T |/δ)
Therefore, by union-bound, one copy of X τi appears before any of the elements of X τi−1 (taking into account of its copies) in M R with probability at least 1 − δ/|T |. Furthermore, this claim holds for all the i simultaneously with probability at least 1 − δ. Let E be event that one copy of X τi appears before any of the elements of X τj , for all j < i. Our discussion implies P [E] ≥ 1 − δ. In the rest of the proof, assume that E was realized. Now, consider a threshold τ i ∈ T . First, no element from X τj , for j > i, will be chosen to S τj by A as τ j > τ i . Next, we distinguish two cases.
• Case τ i ≤ OPT/(2k). In this case, we have |X τi | = k by the design of X τi . Hence, assuming E, we have that S τi will contain k elements before any element of X τj , for any j < i, is seen in the stream. Therefore, S τi = X τi , and f (S τi ) ≤ OPT/2.
• Case OPT/(2k) < τ i ≤ OPT/k. In this case and assuming E, A will select X τi to S τi before any element of X τj , for any j < i, is seen in the stream. Now, by the properties of sets X τ , including property (9), for any x ∈ X τj and any j < i, we have f (x|X τi ) = 0,
and hence no such x will be added to S τi . Furthermore, the algorithm A executed on X τi and O (in that order) outputs set S τi such that f (S τi ) ≤ OPT/2, as desired.
Removing the assumption that OPT/(2τ ) is integral. Recall that this assumption was made in the case OPT/(2k) < τ ≤ OPT/k. We start by redefining t as t = OPT/(2τ ) . First, notice that in this case f (X τ ) ≤ (1/2 + o(1))OPT and, furthermore, all the other aforementioned properties hold except property (9).
The only place where we need property (9) is in our analysis of the second part to derive equation (10), i.e. to show that once X τi is collected then no element from X τj , for any j < i, will be added to the set S τi . But, to achieve that, instead of equation 10 the following weaker property suffices f (x|X τi ) ≤ OPT/(2k) < τ i .
Now we exhibit a collection of sets X τ such that, even in the case OPT/(2τ ) is not integral, the collection have all the desired properties (with property (11) replacing property (10).
Let f be a cover function in the 2-dimensional space. Assume that O is a rectangle. Divide that rectangle into 2 · k! · |T | small rectangles all of the same area. Let A be the set of a half of those rectangles. Observe that f (A) = OPT/2. Next, we define every X τ so that f (A|X τ ) = 0 as follows. All the rectangles of A are (arbitrarily) covered by the elements of X τ so that every element of X τ covers |A|/|X τ | rectangles of A, and no two elements of X τ overlap. Observe that |A| is divisible by any positive integer being at most k, and hence is divisible by |X τ |. The remaining value τ − OPT/(2|X τ |) of every element of X τ that is not contained within A is arbitrarily allocated in the part of O outside of A, under the condition that no two elements of X τ overlap. But now, for any X τi and X τj such that OPT/(2k) < τ i , τ j ≤ OPT/k, and for any x ∈ X τj we have f (x|X τi ) ≤ τ − OPT/(2|X τj |) ≤ OPT/k − OPT(2k) ≤ OPT/(2k), as desired.
This concludes the proof. Now we use Claim 3 to conclude that Sieve-Streaming outputs a set of value at most (1/2 + o(1))OPT.
Theorem C.1. There is a stream on which, even when the stream is presented in a random order, Sieve-Streaming outputs set S such that with probability at least 1 − δ it holds f (S) ≤ (1/2 + o(1))OPT, for any fixed δ > 0.
Proof. Algorithm Sieve-Streaming considers a list G of guesses of the value of an optimal solution. We point out that |G| does not depend on the length of the stream. For each of the guesses v ∈ G, the algorithm maintains set S v that adds an element e to the set if f (e|S v ) ≥ (v/2 − f (S v ))/(k − |S v |). Let τ := v/(2k). Then, as long as every added e has marginal gain exactly τ , we have
In other words, if every element added to S v has marginal gain equal to τ , then the threshold Sieve-Streaming considers to add a new element to S v remains the same. But this is exactly how the algorithm A will behave, assuming that such stream is presented to Sieve-Streaming. By Claim 3, there exists a stream which when presented randomly has this desired property with probability at least 1 − δ. This now shows that there is a stream on which, when given randomly, the algorithms Sieve-Streaming and A behave exactly the same with probability at least 1 − δ, and hence Sieve-Streaming outputs set S such that f (S) ≤ (1/2 + o(1))OPT.
D. P-Pass Algorithm
In this section, we present a multi-pass algorithm for the SubMax problem. We assume that the value OPT of the optimum solution O is known in advance. We remove this assumption in Appendix E. Our algorithm achieves 1 − 1/e − ε approximation for arbitrary ε using O(k) memory and O( 1 ) passes over the data stream. In (McGregor & Vu, 2016 ) the problem of maximum k-set coverage (a special case of SubMax) was studied. They give a (1 − 1/e − ε)-approximation algorithm with O k 2 space and O 1 passes.
Our P-Pass algorithm (Algorithm 6) works as follows: We start with S = ∅, we pick an element in the i-th pass over the stream if |S| < k and f (e|S) is at least T i · OP T k , where
