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Abstract
We consider a system of stochastic equations which models the population dynamics of a
prey–predator type. We show that the distributions of the solutions of this system are absolutely
continuous. We analyse long-time behaviour of densities of the distributions of the solutions.
We prove that the densities can converge in L1 to an invariant density or can converge weakly
to a singular measure.
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1. Introduction
Consider the following system of stochastic equations:
dXt = Xt dWt + (Xt − XtYt − 
X 2t ) dt; (1)
dYt = Yt dWt + (−Yt + XtYt − Y 2t ) dt; (2)
where , , , , 
, ,  and  are positive constants. System (1), (2) is a
stochastic version of a classical deterministic Lotka–Volterra prey–predator model
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(Volterra, 1931):
x′ = x(− y − 
x); y′ = y(−+ x − y): (3)
The stochastic processes Xt and Yt represent, respectively, the prey and the predator
populations and ,  are the coeFcients of the e8ects of environmental stochastic
perturbations on the prey and on the predator population. We assume here that the
random noise for both populations is correlated, which corresponds to the situation
when the same factor (like an epidemic disease) inGuences both prey and predator
populations.
The existence, uniqueness and non-extinction property of the solution of this problem
have been studied in Chessa and Fujita Yashima (2002). Substituting Xt=et and Yt=et
we replace system (1), (2) by
dt =  dWt + (− 2=2− 
et − et ) dt; (4)
dt =  dWt + (−− 2=2 + et − et ) dt: (5)
The aim of this paper is to study the long-time behaviour of the solutions of system
(4), (5). The asymptotic behaviour of system (4), (5) depends on the constants 
, ,
c1 = − 2=2, and c2 = + 2=2¿ 0. First, we show that the probability distributions
of the process are absolutely continuous with respect to the Lebesgue measure. Let
u(x; y; t) be the density of the distribution of (t ; t). We give a suFcient and a nec-
essary condition for asymptotic stability of system (4), (5), i.e. the convergence of
u(x; y; t) to a stationary density u∗(x; y). In the case when this system is not asymp-
totically stable, we prove that limt→∞ t = −∞ a.e. We also show that in this case
limt→∞ t=−∞ a.e. or the probability distributions of the process t converge weakly
to some probability measure.
The most diFcult part of the paper is to show asymptotic stability of system (4), (5).
This results from the fact that the Fokker–Planck equation corresponding to system (4),
(5) is of a degenerate type. The strategy of the proof is the following. First, using the
HKormander condition (Norris, 1986) we show that the transition function of the process
(t ; t) is absolutely continuous. Then using support theorems (Aida et al., 1993; Ben
Arous and LLeandre, 1991; Stroock and Varadhan, 1972) we ?nd a set E on which
the density of the transition function is positive. Next, we show that the set E is an
“attractor”. Then we apply results concerning asymptotic behaviour of partially integral
Markov semigroups (PichLor and Rudnicki, 2000; Rudnicki, 1995). We show that the
semigroup satis?es the “Foguel alternative”, i.e. it is either asymptotically stable or
“sweeping”. Finally, we exclude sweeping by showing that there exists a KhasminskiOP
function. In this way we obtain asymptotic stability. In the case when this system is not
asymptotically stable, we use stochastic inequalities to show that limt→∞ t =−∞ a.e.
A similar technique was applied to study asymptotic behaviour of a large class of
transport equations. The paper (Rudnicki et al., 2002) can be consulted for a survey of
many results on this subject. It should be noted that the random perturbations of the
Lotka–Volterra system were often considered in literature. Remarks concerning di8erent
random perturbations of (3) are given at the end of the paper. For example, it is much
easier to study the Lotka–Volterra system with two-dimensional noise.
R. Rudnicki / Stochastic Processes and their Applications 108 (2003) 93–107 95
2. Asymptotic behaviour
In this section we formulate the main result of our paper. Let (t ; t) be a solution of
(4), (5) such that the distribution of (0; 0) is absolutely continuous with the density
v(x; y). Then the random variable (t ; t) has the density u(x; y; t) and u satis?es the
Fokker–Planck equation:
@u
@t
=
1
2
2
@2u
@x2
+ 
@2u
@x@y
+
1
2
2
@2u
@y2
− @(f1(x; y)u)
@x
− @(f2(x; y)u)
@y
; (6)
where f1(x; y) = c1 − 
ex − ey and f2(x; y) =−c2 + ex − ey.
By P(t; x; y; A) we denote the transition probability function for the di8usion process
(t ; t), i.e. P(t; x; y; A) = Prob((t ; t)∈A) and (t ; t) is a solution of (4), (5) with
the initial condition (0; 0) = (x; y).
Further we check that for each point (x; y)∈R2 and t ¿ 0 the measure P(t; x; y; ·)
is absolutely continuous with respect to the Lebesgue measure. Thus for t ¿ 0 the
distribution of any solution (t ; t) of (4), (5) is absolutely continuous with respect to
the Lebesgue measure and its density u satis?es (6).
Theorem 1. Let (t ; t) be a solution of system (4), (5). Then for every t ¿ 0 the
distribution of (t ; t) has a density u(t; x; y) which satis3es (6).
(I) If c1¿ 0 and 
c2¡c1 then there exists a unique density u∗(x; y) which is a
stationary solution of (6) and
lim
t→∞
∫∫
R2
|u(x; y; t)− u∗(x; y) | dx dy = 0: (7)
(II) If c1¿ 0 and 
c2¿c1 then limt→∞t = −∞ a.e. and the distribution of the
process t converges weakly to the measure which has the density f∗(x) =
C exp[2c1x=2 − (2
=2)ex].
(III) If c1¡ 0 then limt→∞ t =−∞ and limt→∞ t =−∞ a.e.
Remark 1. In case (I) the support of the invariant density u∗ depends on the coef-
?cients , , , and . If ¿ or ¿  then u∗¿ 0 a.e. If 6  and ¡
then
supp u∗ = E(M0) =
{
(x; y): y¡
(

)
x +M0
}
; (8)
where M0 is the smallest number such that f(x; y) · [;−]¿ 0 for all (x; y) ∈ E(M0),
where f = (f1; f2). By the support of a measurable function f we simply mean the
set
suppf = {(x; y)∈X : f(x; y) = 0}:
This is not the customary de?nition of the support of a function, which is usually the
closure of the set suppf, but this slightly unusual de?nition is more suitable for our
purposes.
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Remark 2. Theorem 1 has an interesting biological interpretation. First observe that
from (III) it follows that if ¡2=2 then both prey and predator populations die out.
If c1 =  − 2=2¡ 0 then the prey population dies out even if there are no predators.
In this case the process Xt satis?es the equation
dXt = Xt dWt + (Xt − 
X 2t ) dt: (9)
It is easy to check that
Xt6X0 exp(c1t + Wt)
and, consequently, limt→∞ Xt = 0. In the case without noise the prey population con-
verges to a positive equilibrium. This means that a relatively large stochastic perturba-
tion can cause the extinction of the population. We have a similar e8ect in the case
c1¿ 0 and 
c2¿c1. Although the prey population converges to a stationary distribu-
tion, the predators die out because the di8usion coeFcient  is too large (and c2 is too
large). Of course, the prey population can also die out when the death coeFcient  is
too large or the prey population is too small (large ) or (small ), which takes place
also in the case without noise. Therefore, the main di8erence between the deterministic
and stochastic model is that large noise can also cause extinction. A completely unex-
pected situation is described in Remark 1 when supp u∗=E(M0). Then the distribution
of the system (Xt; Yt) can converge to a stationary distribution with some density g∗.
Let a pair of variables (X; Y ) have the density distribution g∗. Then Y 6 eM0X =. This
means that the prey population precisely controls the number of predators.
3. Markov semigroups
We need some auxiliary results concerning Markov semigroups we will use later.
Let the triple (X; !; m) be a -?nite measure space. Denote by D the subset of the
space L1 = L1(X; !; m) which contains all densities, i.e.
D = {f∈L1: f¿ 0; ‖f‖= 1}:
A linear mapping P : L1 → L1 is called a Markov operator if P(D) ⊂ D.
The Markov operator P is called an integral or kernel operator if there exists a
measurable function k : X × X → [0;∞) such that
Pf(x) =
∫
X
k(x; y)f(y)m(dy) (10)
for every density f. One can check that from the condition P(D) ⊂ D it follows that∫
X
k(x; y)m(dx) = 1 (11)
for almost all y∈X .
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A family {P(t)}t¿0 of Markov operators which satis?es conditions:
(a) P(0) = Id,
(b) P(t + s) = P(t)P(s) for s; t¿ 0,
(c) for each f∈L1 the function t → P(t)f is continuous with respect to the L1 norm
is called a Markov semigroup. A Markov semigroup {P(t)}t¿0 is called integral,
if for each t ¿ 0, the operator P(t) is an integral Markov operator. That is, there
exists a measurable function k : (0;∞) × X × X → [0;∞), called a kernel, such
that
P(t)f(x) =
∫
X
k(t; x; y)f(y)m(dy) (12)
for every density f.
We need also two de?nitions concerning the asymptotic behaviour of a Markov
semigroup. A density f∗ is called invariant if P(t)f∗=f∗ for each t ¿ 0. The Markov
semigroup {P(t)}t¿0 is called asymptotically stable if there is an invariant density f∗
such that
lim
t→∞ ‖P(t)f − f∗‖= 0 for f∈D:
A Markov semigroup {P(t)}t¿0 is called sweeping with respect to a set A∈! if for
every f∈D
lim
t→∞
∫
A
P(t)f(x)m(dx) = 0: (13)
Remark 3. The property of sweeping is also known as zero type. Some suFcient
conditions for sweeping are given in Komorowski and Tyrcha (1989) and Rudnicki
(1995). It is clear that if a Markov semigroup is sweeping from sets of ?nite measure
then it has no invariant density. But even an integral Markov semigroup with a strictly
positive kernel and having no invariant density can be non-sweeping from compact sets
(see Rudnicki, 1995, Remark 7). Sweeping from compact sets is also not equivalent to
sweeping from sets of ?nite measure (see Rudnicki, 1995, Remark 3). A semigroup can
be both recurrent and sweeping, i.e. the heat equation @u=@t =Tu generates a Markov
semigroup on L1(Rn) which is sweeping for all n¿ 1 but recurrent for n = 1; 2 and
transient for n¿ 3. Also dissipativity does not imply sweeping (see Komorowski and
Tyrcha, 1989, Example 1).
We need some results concerning asymptotic stability and sweeping which are based
on the theory of Harris operators (Foguel, 1979).
Theorem 2 (PichLor and Rudnicki, 2000). Let {P(t)}t¿0 be an integral Markov semi-
group. Assume that the semigroup {P(t)}t¿0 has only one invariant density f∗. If
f∗¿ 0 a.e. then the semigroup {P(t)}t¿0 is asymptotically stable.
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Theorem 3 (Rudnicki, 1995). Let X be a metric space and let ! be the -algebra
of Borel sets. We assume that an integral Markov semigroup {P(t)}t¿0 has the
following properties:
(a) for every f∈D we have ∫∞0 P(t)f dt ¿ 0 a.e.,
(b) for every y0 ∈X there exist (¿ 0, t ¿ 0, and a measurable function ¿ 0 such
that
∫
 dm¿ 0 and
k(t; x; y)¿ (x) (14)
for x∈X and y∈B(y0; (), where B(y0; () is the open ball with centre y0 and
radius r,
(c) the semigroup {P(t)}t¿0 has no invariant density.
Then the semigroup {P(t)}t¿0 is sweeping with respect to compact sets.
From Theorems 2 and 3 the following corollary is immediate
Corollary 1. Let X be a metric space and let ! be the -algebra of Borel sets.
Let {P(t)}t¿0 be an integral Markov semigroup with a continuous kernel k(t; x; y)
for t ¿ 0, which satis3es (11) for all y∈X . We assume that for every f∈D we
have
∫ ∞
0
P(t)f dt ¿ 0 a:e: (15)
Then this semigroup is asymptotically stable or is sweeping with respect to compact
sets.
Proof. If the semigroup {P(t)}t¿0 has an invariant density f∗ then from (15) it follows
that f∗¿ 0 a.e. If a Markov semigroup has two di8erent invariant densities then it has
two invariant densities with disjoint supports, which is impossible in our case. Thus the
semigroup {P(t)}t¿0 has at most one invariant density. Fix t ¿ 0 and y0 ∈X . Since∫
X k(t; x; y0)m(dx)=1 there exist an x0 ∈X and a -¿ 0 such that k(t; x0; y0)¿-. From
continuity of the kernel k it follows that there exists an (¿ 0 such that k(t; x; y)¿-
for x∈B(x0; () and y∈B(y0; (). Let (x)=-1B(x0 ;()(x). Then k(t; x; y)¿ (x) for x∈X
and y∈B(y0; () and condition (14) holds.
The property that a Markov semigroup {P(t)}t¿0 is asymptotically stable or sweep-
ing from a suFciently large family of sets (e.g. from all compact sets) is called the
Foguel alternative (Lasota and Mackey, 1994).
Now we introduce a Markov semigroup connected with the Fokker–Planck equation
(6). Let X=R2, ! the -algebra of Borel subsets of X , and m the Lebesgue measure on
(X; !). Let P(t)v(x; y)=u(x; y; t) for v∈D. Since the operator P(t) is a contraction on
D, it can be extended to a contraction on L1(R2; !; m). Thus the operators {P(t)}t¿0
form a Markov semigroup. Let A be the in?nitesimal generator of the semigroup
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{P(t)}t¿0, i.e.
Av=
1
2
2
@2v
@x2
+ 
@2v
@x@y
+
1
2
2
@2v
@y2
− @(f1v)
@x
− @(f2v)
@y
: (16)
The adjoint operator of A is of the form
A∗v=
1
2
2
@2v
@x2
+ 
@2v
@x@y
+
1
2
2
@2v
@y2
+ f1
@v
@x
+ f2
@v
@y
: (17)
In Lemma 1 we prove that for each point (x0; y0)∈R2 and t ¿ 0 the measure
P(t; x0; y0; ·) is absolutely continuous with respect to the Lebesgue measure. Denote
by k(t; x; y; x0; y0) the density of P(t; x0; y0; ·). Then
P(t)v(x; y) =
∫ ∞
−∞
∫ ∞
−∞
k(t; x; y; ; )v(; ) d d (18)
and consequently {P(t)}t¿0 is an integral Markov semigroup. Each solution (t ; t)
of (4), (5) has for t ¿ 0 a density u(x; y; t) and the function u satis?es (6). Thus
asymptotic stability of the semigroup {P(t)}t¿0 implies the convergence in L1 of the
densities of the process (t ; t) to the invariant density. Therefore instead of proving
part (I) of Theorem 1 we show asymptotic stability of the semigroup {P(t)}t¿0.
4. Proofs
We divide the proof of Theorem 1 into lemmas.
Lemma 1. {P(t)}t¿0 is an integral Markov semigroup with a continuous kernel k.
Proof. In the proof of this lemma we use the HKormander theorem on the existence of
smooth densities of the transition probability function for degenerate di8usion processes.
A probabilistic proof of this result was made by Malliavin (1978a, b) and now it is a
part of Malliavin calculus. We recall some results from this theory. If a(x) and b(x)
are vector ?elds on Rd then the Lie bracket [a; b] is a vector ?eld given by
[a; b]j(x) =
d∑
k=1
(
ak
@bj
@xk
(x)− bk @aj@xk (x)
)
:
Let a0(; ) = (c1 − 
e − e;−c2 + e − e) and a1 = (; ). Then
[a0; a1](; ) = (
e + e;−e + e);
[a1; [a0; a1]](; ) = (2
e + 2e;−2e + 2e):
If  =  then at any point (; ) vectors a1, [a0; a1], and [a1; [a0; a1]] span R2. If =
then
[a0; [a0; a1]](; ) = (c1
e − c2e;−c1e − c2e)
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and c1 + c2 =  + ¿ 0. This implies that at any point (; ) vectors a1, [a0; a1],
[a0; [a0; a1]] span R2. Thus the vector ?elds a0 and a1 satisfy the HKormander
condition:
(H) For every (; )∈R2 vectors
a1(; ); [ai; aj](; )06i; j61; [ai; [aj; ak ]](; )06i; j; k61; : : :
span the space R2.
Under hypothesis (H) the transition probability function P(t; x0; y0; A) has a density
k(t; x; y; x0; y0) and k ∈C∞((0;∞)× R2 × R2) (see Norris, 1986).
Now we brieGy describe the method based on support theorems (Aida et al., 1993;
Ben Arous and LLeandre, 1991; Stroock and Varadhan, 1972) which allows us to check
where the kernel k is positive. Fix a point (x0; y0)∈R2 and a function 2∈L2([0; T ];R).
Consider the following system of integral equations:
x2(t) = x0 +
∫ t
0
(2(s) + f1(x2(s); y2(s))) ds; (19)
y2(t) = y0 +
∫ t
0
(2(s) + f2(x2(s); y2(s))) ds: (20)
Let Dx0 ;y0;2 be the FrechLet derivative of the function h → x2+h(T ) from L2([0; T ];R) to
R2. If for some 2∈L2([0; T ];R) the derivative Dx0 ;y0;2 has rank 2 then k(T; x; y; x0; y0)
¿ 0 for x = x2(T ) and y = y2(T ). The derivative Dx0 ;y0;2 can be found by means
of the perturbation method for ordinary di8erential equations. Namely, let 5(t) =
f′(x2(t); y2(t)) and let Q(t; t0), for T¿ t¿ t0¿ 0, be a matrix function such that
Q(t0; t0) = I , @Q(t; t0)=@t = 5(t)Q(t; t0), and v = [

 ]. Then
Dx0 ;y0;2h=
∫ T
0
Q(T; s)vh(s) ds: (21)
Lemma 2. Let E = R2 when ¿ or ¿ , and E = E(M0) when 6  and
¡. Then for each (x0; y0)∈E and for almost every (x; y)∈E there exists T ¿ 0
such that k(T; x; y; x0; y0)¿ 0.
Proof. Since we only consider a continuous control function 2, the system (19), (20)
can be replaced by the following system of di8erential equations:
x′2 = 2+ c1 − 
ex2 − ey2 ; (22)
y′2 = 2− c2 + ex2 − ey2 : (23)
Step 1: First, we check that there is a constant C such that the rank of Dx0 ;y0;2
is 2 if y = x + C, where x = x2(T ) and y = y2(T ). Let (∈ (0; T ) and h = 1[T−(;T ].
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Since Q(T; s) = I − 5(T )(T − s) + o(T − s), from (21) we obtain
Dx0 ;y0;2h= (v − 12 (25(T )v + o((2): (24)
Since v = [; ] and 5(T )v = ex[ − 
 − ey−x;  − ey−x], there is a constant C
such that these vectors are linearly independent if y− x = C. Thus Dx0 ;y0;2 has rank 2.
Step 2: Let z2(t) = y2(t)− −1x2(t) then system (22), (23) can be replaced by
x′2 = 2+ g1(x2; z2); (25)
z′2 = g2(x2; z2); (26)
where
g1(x; z) = c1 − 
ex − erxez and g2(x; z) = a1ex + a2erxez − a3; (27)
a1 =+−1
¿ 0, a2 =−1−, a3 =−1c1 +c2¿ 0, and r=−1. Fix z0; z1 ∈R
and z1¡z0. Then there exists x0 ∈R such that
g2(x0; z)6− a3=2 (28)
for z ∈ [z1; z0]. Consider system (25), (26) with x2 ≡ x0 and z2(0) = z0. From (26),
(28) it follows that there exist functions 2, z2 satisfying system (25), (26) and z′26
− a3=2. Consequently, we ?nd 2 and T ¿ 0 such that z2(T ) = z1.
Step 3: Now we assume that r ∈ (0; 1) or a2¿ 0. Then for every z0; z1 ∈R and
z0¡z1 there exists x0 ∈R such that g2(x0; z)¿ 1 for z ∈ [z1; z0]. Then we ?nd a control
function 2 such that x2 ≡ x0, z2(0) = z0 and z2(T ) = z1 for some T ¿ 0.
Step 4: Consider the case r¿ 1 and a2¡ 0. Then for every (¿ 0 there exists a
¿ 0 having the following property. If z1 − 6 z0¡z16M0 − ( then there exists x0
such that g2(x0; z)¿  for z ∈ [z0; z1]. Then we also ?nd a control function 2 such that
x2 ≡ x0, z2(0) = z0 and z2(T ) = z1 for some T ¿ 0.
Step 5: Fix x0 ∈R, L¿ 0, A0, A1¿A0 and (¿ 0 such that (¡L=4 and (¡
(A1 − A0)=4. Let
m=max{|g1(x; z)|+ |g2(x; z)|: x∈ [x0; x0 + L]; z ∈ [A0; A1]};
and t0 = (m−1, 2 ≡ 3−1(−1mL=4. Then for every z0 ∈ [A0 + (; A1 − (] the solution of
system (25), (26) with x2(0) = x0 and z2(0) = z0 has the following properties:
z2(t)∈ [z0 − (; z0 + (] for t6 t0 and x2(t0)∈ (x0 + L=2; x0 + L): (29)
From (29) it follows that for (x1; z1)∈ (x0; x0 + L=2] × [A0 + 2(; A1 − 2(] there exists
z0 ∈ [z1 + (; z1− (] and T ∈ (0; t0) such that x2(T )= x1 and z2(T )= z1. The same proof
works for x1 ∈ (x0 − L=2; x0].
Step 6: Let E=R2 when r ∈ (0; 1) or a2¿ 0 and E=E(M0) when r¿ 1 and a2¡ 0.
Then from Steps 2–5 it follows that for any two points (x0; y0)∈E and (x; y)∈E there
exist a control function 2 and T ¿ 0 such that x2(0) = x0, y2(0) = y0, x2(T ) = x and
y2(T ) = y. From Step 1 it follows that k(T; x; y; x0; y0)¿ 0 if y = x + C.
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Lemma 3. Assume that 6 , ¡ and let E = E(M0). Then for every density
f we have
lim
t→∞
∫∫
E
P(t)f(x; y) dx dy = 1: (30)
Proof. Similar to the proof of Lemma 2 we substitute :t = t − −1t . Then system
(4), (5) can be replaced by
dt =  dWt + g1(t ; :t) dt; (31)
d:t = g2(t ; :t) dt (32)
and the functions g1 and g2 are de?ned in (27). Since for each (¿ 0 we have
sup{g2(x; z): z¿M0 + (; x∈R}¡ 0; (33)
we obtain lim supt→∞ :t6M0. We check that for almost every ! there exists t0=t0(!)
such that :t(!)¡M0 for t¿ t0. The case = is simple because g2(x;M0)=−a3¡ 0
for all x∈R. Consider the case ¡. If ¡ then there exists C0 ∈R such that
g2(C0; M0) = 0. Fix <¿ 0 and =¿ 0. Consider the solution (t ; :t) of system (31),
(32) such that 0 = C0 + 2<, :0 =M0 + =. Let
A<;= = [C0; C0 + <]× [M0; M0 + =]; B<;= = [C0; C0 + 2<]× [M0; M0 + =]:
Then there exist (¿ 0, L¿ 0 such that g2(x; z)¡−( for x¿C0+<, z ∈ [M0; M0+=] and
|g1(x; z)|6L for (x; z)∈B<;=. Let Vt be a solution of the equation d Vt =  dWt − L dt
with the initial condition V0 = C0 + 2<. Then Vt6 t and :t ¡M0 + = − (t as long
as (t ; :t)∈B<;= \ A<;=. Let t = ==( and >= = {!: Vs(!)¿C0 + <: for s6 t}. Then
lim=→0 Prob(>=)=1 and :t(!)¡ 0 for !∈>=. Now let (t ; :t) be any solution of sys-
tem (31), (32). Then from what has already been proved and from the Markov prop-
erty it follows that if inf t¿0 :t(!)¿M0 then lim supt→∞ t(!)6C0. Analogously, we
check that if inf t¿0 :t(!)¿M0 then lim inf t→∞ t(!)¿C0. Thus if inf t¿0 :t(!)¿M0
then limt→∞ t(!) = C0. Assume that limt→∞ t(!) = C0 with probability ¿p0¿ 0.
Set  = g1(C0; M0). Then for every (¿ 0 there exist t0¿ 0 and a set >′ such that
Prob(>′)¿p0, |t(!)− C0|¡( and
 dWt + (− () dt6 dt6  dWt + (+ () dt (34)
for !∈>′ and t¿ t0. Then Prob({!∈>′: |t0+1−C0|¡(})6O((), which contradicts
our assumption that p0¿ 0. Consequently, for almost every ! there exists t0 = t0(!)
such that :t(!)¡M0 for t¿ t0 and (30) holds.
Lemma 4. The semigroup {P(t)}t¿0 is asymptotically stable or is sweeping with
respect to compact sets.
Proof. From Lemma 1 it follows that {P(t)}t¿0 is an integral Markov semigroup
with a continuous kernel k(t; x; y) for t ¿ 0. Let E =R2 when ¿ or ¿ , and
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E = clE(M0) when 6  and ¡. Then according to Lemma 2 for every f∈D
we have∫ ∞
0
P(t)f dt ¿ 0 a:e: on E: (35)
If ¿ or ¿  then from Corollary 1 it follows immediately that the semigroup
{P(t)}t¿0 is asymptotically stable or is sweeping with respect to compact sets. If 6 
and ¡ then for every density f we have
lim
t→∞
∫∫
E
P(t)f(x; y) dx dy = 1: (36)
This implies that it is suFcient to investigate the restriction of the semigroup {P(t)}t¿0
to the space L1(E). From (35) the Foguel alternative also follows.
Lemma 5. If c1¿ 0 and 
c2¡c1 then the semigroup {P(t)}t¿0 is asymptotically
stable.
Proof. We will construct a nonnegative C2-function V and R¿ 0 such that
sup
‖x‖¿R
A∗V (x)¡ 0: (37)
Such a function is called a KhasminskiOP function. Using similar arguments to those in
PichLor and Rudnicki (1997) one can check that the existence of a KhasminskiOP function
implies that the semigroup is not sweeping from the ball {x: ‖x‖6R}. According to
Lemma 4 the semigroup {P(t)}t¿0 is asymptotically stable, which will complete the
proof. It remains to show that there exists a nonnegative C2-function V such that (37)
holds. Recall that
A∗V =
1
2
2
@2V
@x2
+ 
@2V
@x@y
+
1
2
2
@2V
@y2
+ f1
@V
@x
+ f2
@V
@y
: (38)
Instead of writing a formula for V we graphically explain how to construct V . The
function V is constant on the curves C and C′ (see Fig. 1). For suFciently large
x2 + y2 the curves C and C′ are constructed from line segments and from segments
of circles with a constant and suFciently large radius r. The distance d between the
parallel segments of C and C′ is constant and V (x1; y1)−V (x; y)=d for (x; y)∈C and
(x1; y1)∈C′. Fig. 2 shows the graphs of C and C′ near a “vertice”. For suFciently
large x2 + y2, the vectors [f1(x; y); f2(x; y)] are directed inside the domains bounded
by the curves C and C′. Let
A∗1V = f1
@V
@x
+ f2
@V
@y
; (39)
A∗2V =
1
2
2
@2V
@x2
+ 
@2V
@x@y
+
1
2
2
@2V
@y2
: (40)
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Fig. 1.
Fig. 2.
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Then there exist constants C0¿ 0 and R0¿ 0 such that A∗1V (x; y)6− C0 for (x; y)
such that x2 + y2¿R20. We have A
∗
2V (x; y) = O(1=r) for points from segments of
circles of C and A∗2V (x; y)=0 for other points. Since r can be chosen suFciently large,
there exists R¿R0 such that A∗2V (x; y)6C0=2 when x
2 + y2¿R2. Consequently,
A∗V (x; y) =A∗1V (x; y) +A
∗
2V (x; y)6− C0=2
for x2 + y2¿R2.
In the proof of parts (II) and (III) of Theorem 1 we will use the following property of
the solutions of a one-dimensional stochastic equation. Consider the following stochastic
equation:
dXt = (Xt) dWt + b(Xt) dt:
Let
s(x) =
∫ x
0
exp
{
−
∫ y
0
2b(r)
2(r)
dr
}
dy:
If s(−∞)¿−∞ and s(∞) =∞ then limt→∞ Xt =−∞.
Lemma 6. If c1¡ 0 then limt→∞ t =−∞ and limt→∞ t =−∞.
Proof. If c1¡ 0 then
dt6  dWt + c1 dt (41)
and limt→∞ t =−∞. Since limt→∞ t =−∞ we have
dt6  dWt − c22 dt: (42)
Since c2 = + 2=2¿ 0, from (42) it follows that limt→∞ t =−∞.
Lemma 7. If c1¿ 0 and 
c2¿c1 then limt→∞ t = −∞ a.e. and the distribution
of the process t converges weakly to the measure which has the density f∗(x) =
C exp(2c1x=2 − (2
=2)ex).
Proof. Consider the following equation:
d Vt =  dWt + (c1 − 
e Vt ) dt: (43)
If 0 = V0 then t6 Vt . This implies that t satis?es the inequality
dt6  dWt + (−c2 + e Vt ) dt: (44)
Then
t6 0 + Wt − c2t +
∫ t
0
e
Vs ds: (45)
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Eq. (43) has a stationary solution which has the density f∗(x) = C exp(2c1x=2
− (2
=2)ex), where C is some constant. From the ergodic theorem it follows that
lim
t→∞
1
t
∫ t
0
e
Vs ds=
∫ ∞
−∞
exf∗(x) dx a:e: (46)
Since f′∗(x) = (2c1=
2 − (2
=2)ex)f∗(x) we have
∫ ∞
−∞
exf∗(x) dx =
∫ ∞
−∞
c1


f∗(x) dx =
c1


: (47)
From (46), (47) we obtain
lim
t→∞
1
t
∫ t
0
e
Vs ds=
c1


: (48)
Since limt→∞ 1t Wt = 0 from (44) and (48) it follows that
lim sup
t→∞
t
t
6
c1


− c2¡ 0:
Consequently limt→∞ t =−∞. Thus for arbitrary small (¿ 0 there exist t0 and a set
>( such that Prob(>()¿ 1 − ( and et(!)6 ( for t¿ t0 and !∈>(. Now from the
inequalities
 dWt + (c1 − (− 
et ) dt6 dt6  dWt + (c1 − 
et ) dt (49)
it follows that the distribution of the process t converges to the measure with the
density f∗.
Remark 4. One can consider the Lotka–Volterra system (3) with di8erent kinds of
stochastic perturbations. For example if we replace the terms Xt dWt and Yt dWt in
(1), (2) by terms Xt dW 1t and Yt dW
2
t where W
1
t , W
2
t are independent Wiener pro-
cesses then the corresponding system (4), (5) is easier to analyse because it generates
an integral Markov semigroup with a continuous and strictly positive kernel. According
to Corollary 1 this semigroup is asymptotically stable or is sweeping with respect to
compact sets. In this case Theorem 1 still holds. Generally, if we have non-degenerate
di8usion then the existence of a KhasminskiOP function implies asymptotic stability.
Arnold et al. (1979) considered a model where only the prey population is stochasti-
cally perturbed, i.e. the model described by system (1), (2) with  = 0. Also in this
case Theorem 1 holds. A special role in applications is played by the Lotka–Volterra
system with 
==0. One can check that in this case the semigroup satis?es the Foguel
alternative. Since in this case we do not have a stationary distribution, the semigroup
is sweeping with respect to compact sets. A precise analysis of the Lotka–Volterra
system with 
 = = 0 is given in the paper by KhasminskiOP and Klebaner (2001).
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