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Abstract
A zonotope is the Minkowski addition of line segments in Rd . The zonotope construction problem
is to list all extreme points of a zonotope given by its line segments. By duality, it is equivalent
to the arrangement construction problem—that is, to generate all regions of an arrangement of
hyperplanes.
By replacing line segments with convex V -polytopes, we obtain a natural generalization of
the zonotope construction problem: the construction of the Minkowski addition of k polytopes.
Gritzmann and Sturmfels studied this general problem in various aspects and presented polynomial
algorithms for the problem when one of the parameters k or d is fixed. The main objective of the
present work is to introduce an efficient algorithm for variable d and k. Here we call an algorithm
efficient or polynomial if it runs in time bounded by a polynomial function of both the input size
and the output size. The algorithm is a natural extension of a known algorithm for the zonotope
construction, based on linear programming and reverse search. It is compact, highly parallelizable
and very easy to implement.
This work has been motivated by the use of polyhedral computation for optimal tolerance
determination in mechanical engineering.
© 2004 Elsevier Ltd. All rights reserved.
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1. Introduction
Geometric computation in general dimensions requires special attention due to the
so-called “curse of dimension”. For example, the number of facets of the convex hull of a
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set of k points in Euclidean d-space can be of order Θ(kd/2) even when d is considered
fixed. Therefore merely outputting the facet representation of the convex hull might take
considerable time for dimension as small as six and is unlikely to be practically done for
dimension higher than, say, ten, for the class of input attaining the worst output order. The
situation is even worse for the arrangement construction problem of outputting all regions
(cells) of a central arrangement of k hyperplanes in Rd , since the largest output size is of
order Θ(kd−1). Fortunately, many real-world problems are often very different from the
worst output cases and one can solve many practical instances of the convex hull problem
in high dimensions well above ten and sometimes in dimensions over sixty. Looking into
various instances arising in practice, one can observe that most real-world problems have
special structures that make the problems very different from the instances with worst
case output.
One way to get around the curse of dimension is to look for output sensitive algorithms.
More formally we call an algorithm polynomial or efficient if it runs in time polynomial
in both the input size and the output size. A polynomial algorithm might be more
practical than a worst case optimal algorithm, that is, an algorithm that runs in time
linear in the size of the worst case output for any given input instance size. The benefit
of designing a polynomial algorithm is well explained by the fact that the range of
output sizes often varies from a constant to an exponential function in the input size.
While a worst case optimal algorithm can be a polynomial algorithm at the same time,
such an algorithm seems to be extremely rare. This is not surprising since while a worst
case optimal algorithm aims at being optimal for the worst case instances, a polynomial
algorithm must deal with all possible instances efficiently including those with small
output sizes.
The main objective of the present paper is to introduce a polynomial algorithm for
the Minkowski addition of k convex polytopes in Rd . Our algorithm is also a compact
algorithm, i.e. an algorithm whose space complexity is polynomially bounded by the
input size only. The compactness is obviously important because the size of the output is
usually enormously large. Gritzmann and Sturmfels (1993) studied the Minkowski addition
in the search for worst case optimal algorithms and obtained many fundamental results
with interesting applications to Gro¨bner basis computation. As we explained, our goal
of finding a polynomial algorithm for variable dimension and variable k is considerably
different. In fact, our new algorithm is totally different from any of the algorithms
proposed in Gritzmann and Sturmfels (1993), although all algorithms rely on linear
programming (LP).
Let us define the problem formally. The Minkowski addition or sum, denoted by P + Q,
of subsets P , Q of Rd is defined as the set {x + y | x ∈ P and y ∈ Q}. P and Q are called
Minkowski summands of P + Q. Let P1, P2, . . . , Pk be convex V -polytopes, i.e. polytopes
given by their sets of extreme points V1, V2, . . . , Vk . Thus Pi is the convex hull conv(Vi )
of Vi for each i . The (polyhedral) Minkowski addition problem is to compute the set V of
all extreme points of the Minkowski addition P1 + P2 + · · · + Pk , when V1, V2, . . . , Vk
are given. The following is an example of the Minkowski addition of two polytopes
in R3.
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It is a natural generalization of the zonotope construction problem of generating all
extreme points of the Minkowski sum of k line segments in Rd . By polarity, the zonotope
construction problem is equivalent to the arrangement construction problem mentioned
above with the same parameters. As shown in Gritzmann and Sturmfels (1993), the worst
case output has sizeΘ(kd−1n2(d−1)) where n is the largest number of extreme points in the
Pi ’s. On the other hand, there is a class of nontrivial problems whose output size is Θ(kn),
as shown in Proposition 2.6. These facts already provide us with a good reason to look for
a polynomial algorithm rather than a worst case optimal algorithm.
We will show that the reverse search algorithms presented in Avis and Fukuda (1996),
Ferrez et al. (in press) can be extended naturally to the Minkowski addition problem, once
the original algorithm is dualized for the zonotope construction problem and the basic
combinatorial properties of the Minkowski addition are observed. The resulting algorithm
is a compact polynomial algorithm which can be highly parallelizable. In addition, the
algorithm is fairly easy to implement with an external linear programming solver. We
should also note that the algorithm can be further extended to unbounded cases where
each Pi is given by its vertices and extreme rays.
Gritzmann and Sturmfels (1993) presented applications of the Minkowski addition
problem to Gro¨bner basis computation. In particular, it was shown that the Minkowski
addition computation can be used to determine whether a given set of polynomials is a
Gro¨bner basis with respect to some monomial order, and if the answer is no, it can be used
to find a monomial order which is optimal in some natural measure associated with the
Hilbert function of a polynomial ideal. Recently we have encountered a new application
in tolerance analysis and synthesis in mechanical engineering; see Giordano et al. (2001).
They use six-dimensional mathematical models representing mechanical parts, joints and
their displacements in order to analyze and design optimal tolerances. The dimension 6
comes from 3 plus 3, each number representing the 3D location and 3D rotation. One
tolerance analysis requires one to check whether A ⊆ B where both A and B are six-
dimensional polytopes, each given as a Minkowski addition of polytopes.
We shall not discuss a variant of the Minkowski addition problem where input and
output polytopes are H -polytopes, i.e. those given by systems of inequalities. In fact,
the existence of a polynomial algorithm (for variable d and k) for the Minkowski
H -addition problem is open. For the special case of the zonotope H -construction,
Seymour’s polynomial (and non-compact) algorithm (Seymour, 1994) exists but it is not
clear whether the algorithm can be extended to the general case. There are two other
variations where exactly one of the input and output polytopes is an H -polytope and the
other is a V -polytope. These “mixed” problems are proper generalizations of the convex
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hull problem (i.e. a mixed Minkowski addition problem with k = 1). Since the existence
of a polynomial algorithm for the convex hull problem is still open, the same is true for the
mixed Minkowski addition problems.
2. Combinatorial properties of the Minkowski addition
In this section, we review some of the basic properties of the Minkowski sum of k
polytopes given by Gritzmann and Sturmfels (1993). We shall follow their notation
whenever possible. Also, we present some new results on the Minkowski sum that are
useful for seeing the importance of polynomial algorithms for computing the Minkowski
sum.
2.1. Faces, Minkowski decomposition and adjacency
A convex polytope or simply polytope is the convex hull of a finite set of points in Rd .
For a polytope P and for any vector c ∈ Rd , the set of maximizers x of the inner product
cTx over P is denoted by S(P; c). Thus each nonempty face of P is S(P; c) for some c. We
denote by F(P) the set of faces of P , by Fi (P) the set of i -dimensional faces and by fi (P)
the number of i -dimensional faces, for i = −1, 0, . . . , d , For each nonempty face F , the
relatively open polyhedral cone of outer normals of P at F is denoted by N(F; P). Thus,
c ∈ N(F; P) if and only if F = S(P; c). The normal fan N(P) of P is the cell complex
{N(F; P) | F ∈ F(P)} whose body is Rd . If F is i -dimensional (i = 0, 1, . . . , d), the
normal cone N(F; P) is (d − i)-dimensional. Thus the extreme points of P are in one-to-
one correspondence with the full dimensional faces (which we call the regions or cells) of
the complex.
Proposition 2.1. Let P1, P2, . . . , Pk be polytopes in Rd and let P = P1 + P2 + · · · + Pk.
Then a nonempty subset F of P is a face of P if and only if F = F1 + F2 + · · · + Fk for
some face Fi of Pi such that there exists c ∈ Rd (not depending on i) with Fi = S(Pi ; c)
for all i . Furthermore, the decomposition F = F1 + F2 + · · · + Fk of any nonempty face
F is unique.
Proof. The equivalence follows directly from the obvious relation (Gritzmann and
Sturmfels, 1993, Lemma 2.1.4)
S(P1 + P2 + · · · + Pk ; c) = S(P1; c)+ S(P2; c)+ · · · + S(Pk ; c) for any c ∈ Rd .
For uniqueness, let F be a nonempty face with F = S(P; c) for some c and let
F = F1 + F2 + · · · + Fk be any decomposition. First, note that Fi ⊆ S(Pi ; c) for all
i , because the value cTx for any x ∈ F is the sum of the maximum values cTxi subject to
xi ∈ Pi for i = 1, . . . , k, and thus if x ∈ F and x = x1 + x2 + · · · + xk for xi ∈ Fi ,
then xi ∈ S(Pi ; c). Now suppose there exists Fi properly contained in S(Pi ; c). Let v be
an extreme point of S(Pi ; c) not in Fi . Then there is a linear function wTx such that wTv
is strictly greater than any value attained by x ∈ Fi . Now let x∗ be any point attaining the
maximum of wTx over the polytope F1 + F2 + · · · + Fi−1 + Fi+1 + · · · + Fk . Clearly
x∗ + v ∈ F but this point cannot be in F1 + F2 + · · · + Fk , a contradiction. This proves
the uniqueness. 
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We refer to the unique decomposition F = F1 + F2+· · ·+ Fk of a nonempty face F as the
Minkowski decomposition. Here, the dimension of F is at least as large as the dimension
of each Fi . Thus we have the following.
Corollary 2.2. Let P1, P2, . . . , Pk be polytopes in Rd and let P = P1 + P2 + · · · + Pk.
A vector v ∈ P is an extreme point of P if and only if v = v1 + v2 + · · · + vk for some
extreme point vi of Pi and there exists c ∈ Rd with {vi } = S(Pi ; c) for all i .
For our algorithm to be presented in the next section, it is important to characterize the
adjacency of extreme points in P .
Corollary 2.3. Let P1, P2, . . . , Pk be polytopes in Rd and let P = P1 + P2 + · · · + Pk.
A subset E of P is an edge of P if and only if E = E1 + E2 + · · · + Ek for some face Ei
of Pi such that dim(Ei ) = 0 or 1 for each i and all faces Ei of dimension 1 are parallel,
and there exists c ∈ Rd with Ei = S(Pi ; c) for all i .
The following variation of the above is useful for the algorithm to be presented. The
essential meaning is that the adjacency of extreme points is inherited from those of
Minkowski summands.
Proposition 2.4. Let P1, P2, . . . , Pk be polytopes in Rd and let P = P1 + P2 + · · · + Pk.
Let u and v be adjacent extreme points of P with the Minkowski decompositions: u =
u1 +u2 +· · ·+uk and v = v1 + v2 +· · ·+ vk . Then ui and vi are either equal or adjacent
in Pi for each i .
Proof. Let u and v be adjacent extreme points. It is sufficient to show that [u, v] =
[u1, v1] + [u2, v2] + · · · + [uk, vk ] and each [ui , vi ] is a face of Pi . Let c ∈ Rd be such
that [u, v] = S(P; c). Because [u, v] = S(P1; c) + S(P2; c) + · · · + S(Pk ; c) and, by
the uniqueness of decomposition of u and v, both u j and v j are in S(Pj ; c), for all j ,
this implies that [u j , v j ] ⊆ S(Pj ; c), for all j . On the other hand, one can easily see
that in general [u, v] ⊆ [u1, v1] + [u2, v2] + · · · + [uk, vk ]. The last two relations give
[u j , v j ] = S(Pj ; c) for all j . This completes the proof. 
This proposition immediately provides a polynomial algorithm for listing all neighbors of
a given extreme point using linear programming.
2.2. Face complexity
One of the basic questions on the Minkowski addition of polytopes is that of its
complexity in terms of the number of faces, in particular the number of extreme points
in the present paper.
Gritzmann and Sturmfels obtained the largest number of i -faces in the Minkowski
addition of k polytopes in terms of the number of non-parallel edges in the input
polytopes.
Theorem 2.5 (Gritzmann and Sturmfels, 1993). Let P1, P2, . . . , Pk be polytopes in Rd
and let m be the number of non-parallel edges of P1, P2, . . . , Pk. Then fi (P1 + P2 +
· · · + Pk) attains its maximum when each Pj is a generic zonotope, and thus we have
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Fig. 1. A construction of “easy” Minkowski addition problems.
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our purpose:








Thus, for fixed d , the bound is in Θ(md−1). This bound itself does not immediately show
the fact that the output size of the Minkowski addition problem may not be polynomially
bounded by the input size, because the input size can be exponentially large in m, e.g.
when the Pj ’s are possibly rotated d-hypercubes. The simplest way to see it is by setting
Pj ’s to be line segments in general positions (i.e. m = k). Then this upper bound is
exactly the number of extreme points of a generic zonotope generated by k intervals (i.e. k
pairs of points) in Rd , and for fixed d it is in Θ(kd−1). This indicates that the output size
cannot be polynomially bounded by the input size. In contrast, there is an infinite family of
Minkowski addition problems whose output size is small and linearly bounded by the size
of input.
Proposition 2.6. For each k ≥ 2 and d ≥ 2, there is an infinite family of Minkowski
addition problems for which f0(P1 + P2 + · · · + Pk) ≤ f0(P1)+ f0(P2)+ · · · + f0(Pk).
Proof. Suppose k ≥ 2 and d ≥ 2. First pick up any d-polytope, say Q, with at least k
extreme points, and select k extreme points. For each j th selected extreme point v j , make
a new polytope Pj from Q by truncating only v j with one or more hyperplanes. Now we
claim that the number f0(P1 + P2 + · · · + Pk) ≤ f0(P1) + f0(P2) + · · · + f0(Pk). See
Fig. 1 for an example for k = 2, d = 3 and where Q is a 3-cube. To see this, let v be an
extreme point of Pj for some fixed j . There are three cases. The first case is when v is an
unselected one, i.e. an extreme point of Q not selected. In this case, it can be a Minkowski
summand of an extreme point of P in a unique way, since any linear function maximized
exactly at v over Pj is maximized exactly at v over other Pi ’s. The second case is when
v is a vertex newly created by the truncation of v j . Since it is obtained by the truncation
of v j , any linear function maximized exactly at v over Pj is maximized exactly at v j over
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other Pi ’s. The last case is when v = vi for some i = j . This case is essentially the
same as the second case where v contributes uniquely to a new extreme point with each
truncation vertex of Pi . By Corollary 2.2, every extreme point of Pj contributes at most
once to f0(P1 + P2 + · · · + Pk). This completes the proof. 
Proposition 2.6 shows that a polynomial algorithm can be much more efficient than
any worst case optimal algorithm that runs in Θ(md−1) for fixed d , such as one given in
Gritzmann and Sturmfels (1993). Note that m = Ω( f0(P1)+ f0(P2)+· · ·+ f0(Pk)) when
there are no parallel edges in the input.
3. Extension of a zonotope construction algorithm
We assume in this section that P1, P2, . . . , Pk are polytopes in Rd given by the sets
V1, V2, . . . , Vk of extreme points. We also assume that the graph G(Pj ) of Pj is given by
the adjacency list (a j (v, i): i = 1, . . . , δ j ) of vertices adjacent to vertex v ∈ Vj in graph
G(Pj ), where δ j is the maximum degree of G(Pj ) for each j = 1, . . . , k. If the degree
deg j (v) of v is less than δ j in G(Pj ), we assume that a j (v, i) = null for all i > deg j (v).
Finally we define δ = δ1 + δ2 + · · · + δk , an upper bound of the maximum degree of
G(P), due to Proposition 2.4. For example, when the input polytopes are simple and full
dimensional then δ j = d for all j and δ = kd . Note that for a given set Vj , one can
compute the adjacency list in polynomial time using linear programming.
Recall that the Minkowski addition problem is to compute the set V of extreme points
of P = P1 + P2 + · · · + Pk . We shall present a compact polynomial algorithm for the
Minkowski addition problem.
3.1. The key idea in our algorithm design
The main algorithmic idea is quite simple. Just like for the vertex enumeration for
convex polyhedra using reverse search (Avis and Fukuda, 1992), it traces a directed
spanning tree T of the graph G(P) of P rooted at an initial extreme point v∗. The difference
from the vertex enumeration algorithm is that the polytope P is not given by a system of
inequalities (i.e. not an H -polytope) in the present setting but as a Minkowski addition of
V -polytopes. Thus we need to introduce a new way of defining a directed spanning tree
that is easy to trace. We shall use the following simple geometric property of normal fans.
Proposition 3.1. Let v and v′ be two distinct extreme points of P, and let c ∈ N(v; P)
and c′ ∈ N(v′; P). Then there exists an extreme point v′′ adjacent to v such that N(v′′; P)
contains a point of form (1 − θ)c + θc′ for some 0 ≤ θ ≤ 1.
Proof. Since v = v′, their outer normal cones are two distinct full dimensional cones in the
normal fan N(P). This means that the parametrized point t (θ) := c+θ(c′−c) (0 ≤ θ ≤ 1)
in the line segment [c, c′] must leave at least one of the bounding half-spaces of the first
cone N(v; P) as θ increases from 0 to 1. Since the bounding half-spaces of N(v; P) are in
one-to-one correspondence with the edges of G incident with v, any one of the half-spaces
violated first corresponds to a vertex v′′ adjacent to v claimed by the proposition. 
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Let us fix v∗ as an initial extreme point of P . Finding one extreme point of P is easy.
Just select any generic c ∈ Rd , and find the unique maximizer extreme point vi of cTx over
Pi , for each i . The point v = v1 + v2 + · · · + vk is an extreme point of P .
Now we construct a directed spanning tree of G(P) rooted at v∗ as follows. Let v ∈ V
be any vertex different from v∗. We assume for the moment that there is some canonical
way to select an interior point of the normal cone of P at any given vertex, as we shall
give one method for determining such a point later. Let c and c∗ be the canonical vector
of N(v; P) and N(v∗; P), respectively. By Proposition 3.1, by setting v′ = v∗, we know
that there is a vertex v′′ adjacent to v such that N(v′′; P) meets the segment [c, c∗]. In
general there might be several such vertices v′′ (degeneracy). We break ties by the standard
symbolic perturbation of c as c + (1, 2, . . . , d )T for sufficiently small  > 0. Define
the mapping f : V \{v∗} → V as f (v) = v′′. This mapping, called a local search function
in reverse search, determines the directed spanning tree T ( f ) = (V , E( f )) rooted at v∗,
where E( f ) is the set of directed edges {(v, f (v)) | v ∈ V \{v∗}}.
Proposition 3.2. The digraph T ( f ) is a spanning tree of G(P) (as an undirected graph)
and v∗ is a unique sink node of T ( f ).
Proof. By the construction, v∗ is a unique sink node of T ( f ). It is sufficient to show
that T ( f ) has no directed cycle. For this, take any edge (v, v′′ = f (v)) ∈ E( f ). Let c,
c∗ be the canonical vector for v, v∗, respectively. Without loss of generality, we assume
nondegeneracy, since one can replace c with the perturbed vector c + (1, 2, . . . , d )T.
Since c is an interior point of N(v; P),
cT(v − v′′) > 0. (3.2)
Again, by the construction and because the canonical points are selected as interior points
of the associated normal cones, there exists 0 < θ < 1 such that cˆ := (1 − θ)c + θc∗ ∈
N(v′′; P). This implies cˆT(v′′ − v) > 0, that is,
0 < ((1 − θ)c + θc∗)T(v′′ − v)
= (1 − θ)cT(v′′ − v)+ θ(c∗)T(v′′ − v)
< θ(c∗)T(v′′ − v) (by (3.2)).
This implies that the vertex v′′ attains a strictly higher inner product with c∗ than v.
Therefore, there is no directed cycle in T ( f ). 
The critical computation in our algorithm is solving a linear programming problem.
We denote by LP(d,m) the time necessary to solve a linear programming problem in d
variables and m inequalities. Here we ignore the dependency on the binary size of input
for simplicity, and we assume that the time necessary for solving an LP depends only on the
two critical parameters. We assume that the constant magnification of the problem does not
change the complexity: O(LP(d,m)) = O(LP(c d,m)) = O(LP(d, c m)) for any positive
constant c ≥ 1, which is true with any polynomial algorithms, and is practically true with
the simplex method. One can easily replace LP(d,m) by LP(d,m, L) where L is the binary
size of an input LP for a more precise analysis. Now we can state the complexity of our
algorithm.
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Theorem 3.3. There is a compact polynomial algorithm for the Minkowski addition of k
polytopes that runs in time O(δ LP(d, δ) f0(P)) and space linear in the input size.
3.2. The algorithm
The rest of the section is devoted to presenting the technical details of a reverse search
algorithm that traces T ( f ) starting from its root vertex v∗ against the orientation of edges.
We shall prove Theorem 3.3 at the end.
As usual, our reverse search algorithm requires, in addition to the local search
function f , an adjacency oracle function that implicitly determines the graph G(P).
Let v be any vertex of P with the Minkowski decomposition v = v1 + v2 + · · · + vk
(see Corollary 2.2). Let
∆ = {( j, i): j = 1, . . . , k and i = 1, . . . , δ j }. (3.3)
Recall that for any ( j, i) ∈ ∆, a j (v j , i) is the i th vertex adjacent to v j whenever it is not
null. We shall call a pair ( j, i) valid for v if a j (v j , i) = null, and invalid otherwise. Let us
define the associated edge vectors e j (v j , i) by
e j (v j , i) =
{
a j (v j , i)− v j ( j, i) is valid for v
null otherwise. (3.4)
Proposition 2.4 shows that all edges of P incident with v are coming from the edges
incident with the v j ’s, or more precisely, each edge of P incident with v is parallel to
some e j (v j , i). This immediately implies that δ is an obvious upper bound of the degree
of v. For each (s, r) ∈ ∆, let us group the same (parallel) directions together as
∆(v, s, r) = {( j, i) ∈ ∆: e j (v j , i) ‖ es(vs , r)}. (3.5)
Consider it as the empty set if (s, r) is invalid. Now, for any given pair (s, r) ∈ ∆, checking
whether es(vs , r) determines an edge direction of P is easily reducible to an LP (or more
precisely, a linear feasibility problem):
es(vs , r)
Tλ < 0,
e j (v j , i)Tλ ≥ 0 for all valid ( j, i) /∈ ∆(v, s, r).
(3.6)
More precisely, the system (3.6) has a solution λ if and only if the direction es(vs , r)
determines an edge of P incident with v. If it has a feasible solution, then by Proposition
2.4, the vertex vˆ adjacent to v along this direction is given by
vˆ = vˆ1 + vˆ2 + · · · + vˆk
vˆ j =
{
a j (v j , i) if there exists i such that ( j, i) ∈ ∆(v, s, r)
v j otherwise.
Let us denote by∆(v) the set of all pairs (s, r) ∈ ∆ such that es(vs , r) determines an edge
of P and (s, r) is a member of ∆(v, s, r) with the smallest first index. This set represents
a duplication-free index set of all edge directions at v.
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Now we are ready to define our adjacency oracle as a function Adj: V×∆→ V ∪ {null}
such that
Adj(v, (s, r)) =
{
vˆ if (s, r) ∈ ∆(v)
null otherwise. (3.7)
Lemma 3.4. One can evaluate the adjacency oracle Adj(v, (s, r)) in time LP(d, δ).
Proof. The essential part of the evaluation is solving the system (3.6). Since δ = |∆|, the
system has d variables and at most δ inequalities and the claim follows. 
Lemma 3.5. There is an implementation of the local search function f (v) with evaluation
time O(LP(d, δ)), for each v ∈ V \{v∗} with the Minkowski decomposition v = v1 + v2 +
· · · + vk .
Proof. The implementation of f essentially depends on how we define the canonical
vector of the normal cone N(v; P). Like in the adjacency oracle implementation, we use
an LP formulation. Since the set of directions e j (v, i) for valid ( j, i) ∈ ∆ include all edge
directions at v, the normal cone N(v; P) is the set of solutions λ to the system
e j (v j , i)Tλ ≤ 0 for all valid ( j, i) ∈ ∆.
Since we need an interior point of the cone, we formulate the following LP:
max λ0
subject to
e j (v j , i)Tλ + λ0 ≤ 0 for all valid ( j, i) ∈ ∆
λ0 ≤ K .
(3.8)
Here K is any positive constant. Since v is a vertex of P , this LP has an optimal solution.
We still need to define a unique optimal solution. For this, we use a very pragmatic
definition: fix one deterministic algorithm and define the canonical vector as the unique
solution returned by the algorithm. Since the number of variables is d+1 and the number of
inequalities is at most δ+1, the assumptions on LP imply the time complexity O(LP(d, δ))
for computing the canonical vector. Note that for practical purposes, we should probably
add bounding inequalities for λ to the LP (3.8) such as −1 ≤ λi ≤ 1 for all i to make sure
that the optimal solution stays in a reasonable range. This does not change the complexity.
An execution of f requires one to compute the canonical vectors c and c∗. Once they are
computed, the remaining part is determining the first bounding hyperplane of the normal
cone N(v; P) hit by the oriented line t (θ) := c+θ(c∗−c) (as θ increases from 0 to 1). This
amounts to solving at most δ one-variable equations, and is dominated by the canonical
vector computation. 
In Fig. 2, we present the resulting reverse search algorithm, where we assume that the
δ index pairs ( j, i) in ∆ are ordered as (1, 1) < (1, 2) < · · · < (1, δ1) < (2, 1) < · · · <
(k, δk).
Finally, we are ready to prove the main theorem, Theorem 3.3.
Proof. We use the general complexity result (Avis and Fukuda, 1996, Corollary 2.3) which
says that the time complexity of the reverse search in Fig. 2 is O(δ(t (Adj) + t ( f ))|V |)
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Fig. 2. The reverse search algorithm.
where t (·) denotes the time required to evaluate the function ·. By Lemmas 3.4 and 3.5,
both t (Adj) and t ( f ) can be replaced by LP(d, δ). Since f0(P) = |V |, the claimed time
complexity follows. The space complexity is dominated by those of the functions f and
Adj which are clearly linear in the input size. 
4. Concluding remarks
The new algorithm presented here is a natural extension of the arrangement construction
algorithm given in Ferrez et al. (in press). The best way to see this is through the dualization
of the latter for the zonotope construction problem. It is easy to relate an interior point of
a cell of an arrangement of hyperplanes to an interior point of the outer normal cone of
the dual zonotope at the vertex corresponding to the cell. It might be interesting to think
whether there is a natural way to dualize the new algorithm. What could be a problem dual
to the Minkowski addition of convex polytopes? What can be a notion extending that of
arrangements of hyperplanes?
We presented the algorithm for the polytopal case where input polyhedra are bounded.
As long as input polyhedra are pointed (i.e., having at least one extreme point), essentially
the same algorithm works. The only change is an extra treatment of extreme rays in addition
to extreme points. Since the unbounded directions of extreme rays can be considered as
extreme points at infinity, the treatment is merely cosmetic.
As we see in Proposition 2.6, the output size of Minkowski addition problems can be
very small. This is in strong contrast with the worst case output result, Theorem 2.5 due to
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Gritzmann and Sturmfels. It is interesting to study further refinements of the worst output
sizes in relation to the input size. For example, if input polytopes are all full dimensional,
can the output size be exponential in the input size?
As we already remarked, there is no known efficient algorithm for the Minkowski
addition of H -polytopes—that is, for listing all facets of the Minkowski addition of
polytopes given by facets. Here again, the efficiency is measured as a polynomial function
of both the input and output sizes. A variant of the problem is to list all mixed facets
only, where a facet is mixed if it is the Minkowski addition of some edges of input
polytopes. This problem has important applications in generating all solutions to a system
of polynomial equations; see Sturmfels (1998).
There is a parallel implementation of the algorithm (Ferrez et al., in press) available in
Fukuda and Ferrez (2002). We plan to extend it to the Minkowski addition problem using
the algorithm presented here.
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