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THE DYNAMICAL MORDELL-LANG CONJECTURE 3
Introduction
0.1. The dynamical Mordell Lang conjecture. This article is concerned with
the so-called dynamical Mordell-Lang conjecture that was proposed by Ghioca and
Tucker in [13].
Dynamical Mordell-Lang Conjecture ([13]). Let X be a quasi-projective
variety defined over C, let f : X → X be an endomorphism, and V be any
subvariety of X. For any point p ∈ X(C) the set {n ∈ N| fn(p) ∈ V (C)} is a
union of at most finitely many arithmetic progressions1.
This conjecture is inspired by the Mordell-Lang conjecture on subvarieties of
semiabelian varieties (now a theorem of Faltings [7] and Vojta [24]), which says
that if V is a subvariety of a semiabelian variety G defined over C and Γ is a
finitely generated subgroup of G(C), then V (C)
⋂
Γ is a union of at most finitely
many translates of subgroups of Γ.
Observe that the dynamical Mordell-Lang conjecture implies the classical Mordell-
Lang conjecture in the case Γ ' (Z,+).
It is also motivated by the Skolem-Mahler-Lech Theorem [21] on linear recur-
rence sequences. More precisely, suppose {An}n≥0 is any recurrence sequence sat-
isfying An+l = F (An, · · · , An+l−1) for all n ≥ 0, where l ≥ 1 and F (x0, · · · , xl) =∑l−1
i=0 aixi is a linear form on Cl. The Skolem-Mahler-Lech Theorem asserts that
the set {n ≥ 0| An = 0} is a union of at most finitely many arithmetic progres-
sions.
This statement is equivalent to the dynamical Mordell-Lang conjecture for the
linear map f : (x0, · · · , xl−1) 7→ (x1, · · · , xl−1, F (x0, · · · , xl)) and the hyperplane
V = {x0 = 0}.
0.2. The main results and comparison to previous results. Our goal is to
prove this conjecture for any polynomial endomorphism on A2Q.
Theorem 0.1. Let f : A2Q → A2Q be a polynomial endomorphism defined over Q.
Let C be an irreducible curve in A2Q and p be a closed point in A
2
Q. Then the set
{n ∈ N| fn(p) ∈ C} is a finite union of arithmetic progressions.
Pick any polynomial F (x, y) ∈ Q[x, y]. By applying this result to the map
f : A2Q → A2Q defined by (x, y) 7→ (y, F (x, y)) and C = {x = 0}, we obtain the
following corollary about recurrence sequences.
Corollary 0.2. Let {An}n≥0 be a sequence of algebraic numbers satisfying An+2 =
F (An, An+1) for all n ≥ 0, where F (x, y) ∈ Q[x, y]. Then the set {n ≥ 0| An = 0}
is a finite union of arithmetic progressions.
A direct induction on the dimension also yields the following
Theorem 0.3. For any non-constant polynomials F1, . . . , Fm ∈ Q[T ], let us con-
sider the endomorphism f := (F1(x1), · · · , Fm(xm)) on AmQ .
1an arithmetic progression is a set of the form {an+ b| n ∈ N} with a, b ∈ N.
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For any irreducible curve C ⊂ AmQ defined over Q and any point p ∈ Am(Q),
the set {n ≥ 0|fn(p) ∈ C} is a finite union of arithmetic progressions.
The dynamical Mordell-Lang conjecture has received quite a lot of attention
in the recent years and our theorems are closely related to several known results.
Bell, Ghioca and Tucker [1] proved the Dynamical Mordell-Lang conjecture for
e´tale maps of quasiprojective varieties of arbitrary dimension, thereby generaliz-
ing the Skolem-Mahler-Lech Theorem [21] on linear recurrence sequences. The
core of their argument is to work in a p-adic field and to analyze the dynamics in
a quasi-periodic region where they are able to construct suitable invariant curves.
Afterwards, the author [28] proved the dynamical Mordell-Lang conjecture for
birational endomorphisms of the affine plane. The techniques in [28] are of a
very different flavour. Particularly, in [28], we got a new proof of the dynami-
cal Mordell-Lang conjecture for polynomial automorphisms of A2 which are not
conjugated to an automorphism of some projective surface. However, we relied
on Bell, Ghioca and Tucker’s result in some cases, especially in the case of affine
automorphisms of A2. In this paper, we develop the techniques used in [28] in a
more general situation and use them more systematically.
Our Theorem 0.3 also generalizes [2, Theorem 1.5] of Benedetto, Ghioca, Kurl-
berg, and Tucker (hence [14, Theorem 1.4] of Ghioca, Tucker, and Zieve) which
proved the Dynamical Mordell-Lang conjecture in the case f = (F (x1), · · · , F (xn)) :
AnQ → AnQ where F ∈ Q[t] is an indecomposable polynomial function defined over
Q which has no periodic critical points other than the point at infinity and V is
a curve.
0.3. Overview of the proof of the main theorem. Since the proof of The-
orem 0.1 is quite long and involves many different cases, we provide in this in-
troduction a detailed overview of our strategy. To simplify the discussion, we
suppose that f is a dominant polynomial map f := (F (x, y), G(x, y)) defined
over Z and p ∈ Z2. We assume that the set {n ≥ 0| fn(p) ∈ C} is infinite and p
is not preperiodic. We need to prove that the curve C is periodic.
To do so we shall work in suitable compactifications of A2 for which the in-
duced map by f at infinity is nice, in the sense that it does not contract any
curve to a point of indeterminacy. These dynamically meaningful compactifica-
tions have been constructed and studied by Favre and Jonsson in [12]. To put it
in broad terms, we shall use suitable height arguments to focus what happens to
the branches of C at infinity under iteration, and conclude by applying the con-
struction of polynomials in valuation subrings of Q[x, y] that we have developped
in a former paper [27].
Let us now see in more details how our arguments work. We denote by λ2 the
topological degree of f i.e. the number of preimages of a general point in A2(Q)
and by λ1 the dynamical degree of f that is limn→∞(deg fn)
1
n . These degrees are
invariants of conjugacy and satisfy the inequality λ21 ≥ λ2.
1) The case λ21 = λ2. This case is quite special in the sense that the map f
exhibits some kind of dynamical rigidity. By [12, Theorem C] either one can find
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a projective compactification of A2 in which f induces an endomorphism, or f is
a skew product and there exists affine coordinates in which it can be written as
(f(x, y) = (P (x), Q(x, y)).
Let us first explain how our main theorem is proved in this case. There are
two important ingredients: one is Siegel’s theorem that give constraints on the
geometry of the curve C and its preimages by f ; and the other is a local version
of the dynamical Mordell-Lang conjecture for super-attracting germs. The latter
statement was first used in [28] to treat the special case of birational polynomial
maps, and we use it here more systematically.
1a) The map f is an endomorphism on a projective compactification X of A2,
with boundary D∞ := X \A2. We proceed as follows. Since C contains infinitely
many points in the orbit of p, it also contains infinitely many integral points
hence admits at most two branches at infinity by Siegel’s theorem. Arguing in
the same way with the preimages of C we end up with a sequence of irreducible
curves {Cj}j≤0 with C0 = C, and f(Cj) = Cj+1 such that Cj has at most two
branches at infinity and the set {n ≥ 0| fn(p) ∈ Cj} is infinite for all j.
Then we look at the positions of Cj at infinity. One can show that two situa-
tions may appear: either one branch of C intersects the divisor at infinity D∞ at
a superattracting periodic point; or Cj have bounded intersection with D∞. In
the former situation we apply our local version of the dynamical Mordell-Lang
conjecture to conclude. In the latter case, either Cj = Cj
′
for some j > j′ and C
is periodic, or the Cj’s belong to a fibration that is preserved by f in which case
it is not difficult to conclude.
1b) The map f is a skew product and deg(fn) ' nλn1 . One may construct
a dynamically nice compactification X of A2 such that X is isomorphic to a
Hirzebruch surface, and f preserves the unique rational fibration on X. One can
then understand fairly well the dynamics of f on the divisor at infinity in X, and
the proof goes in a very similar way as in the previous case 1a).
2) The case λ21 < λ2. To analyze this case the above two ingredients are no
longer sufficient, and we need to get deeper in the action of the map f at infinity
in dynamically meaningful compactifications of A2. In other words we shall use
extensively the analysis of the action of f on the space of valuations at infinity
initiated in [12].
As in [12], V∞ is defined as the set of valuations v : k[x, y] → R ∪ {+∞}
centered at infinity and normalized by min{v(x), v(y)} = −1. This set becomes a
compact space when endowed with the topology of the pointwise convergence. It
can be also endowed with a natural partial order relation given by v ≤ v′ if and
only if v(P ) ≤ v′(P ) for all P ∈ k[x, y]. This partial order relation makes it to
be an R-tree. The unique minimal point for that order relation is the valuation
− deg.
Let s be a formal branch of curve centered at infinity. We may associate to s
a valuation vs ∈ V∞ defined by P 7→ −min{ord∞(x|s), ord∞(y|s)}−1ord∞(P |s).
Such a valuation is called a curve valuation.
Pick any proper modification pi : X → P2 that is an isomorphism above the
affine plane with X a smooth projective surface. Let {E0, E1, · · · , Em} be the set
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of all irreducible components of X \ A2k. For any irreducible component Ei, we
can define a valuation vEi := b
−1
Ei
ordEi where bEi := −min{ordEi(x), ordEi(y)}.
Observe that vEi ∈ V∞. Such a valuation is called a divisorial valuation. The set
of divisorial valuations is dense in any segment in V∞.
To define the action of f on V∞, we first define a function d(f, •) on V∞ by
v 7→ −min{v(f ∗L), 0} where L is a general linear form in Q[x, y]. For simplicity,
we suppose that d(f, v) > 0 for all v ∈ V∞. Then the action f• on V∞ is defined
by f•(v) : P 7→ d(f, v)−1v(f ∗P ) for all P ∈ Q[x, y].
In [12, Appendix A] and essentially in [3], Boucksom, Favre and Jonsson con-
structed an eigenvaluation v∗ in V∞ and a canonical closed subset J(f) of V∞ (see
Section 6 for details). The following Theorem is a key ingredient in our paper.
Theorem 0.4. Let f be a dominant polynomial endomorphism on A2 defined over
an algebraically closed field satisfying λ21 > λ2 and #J(f) ≥ 3. Let W be an open
neighborhood of v∗ in V∞. There exists a finite set of polynomials {Pi}1≤i≤s and
a positive integer N such that for any set of valuations {v1, v2} ⊆ V∞ \ f−N• (W ),
there exists an index i ∈ {1, · · · , s} such that vj(Pi) > 0 for all j = 1, 2.
2a) The case #J(f) ≥ 3. We first suppose that v∗ is nondivisorial. As in
case 1a), we use Siegel’s theorem to constructs a sequence of irreducible curves
{Cj}j≤0 with C0 = C, and f(Cj) = Cj+1 such that Cj has at most two branches
at infinity and the set {n ≥ 0| fn(p) ∈ Cj} is infinite for all j ≤ 0. There exists
a neighborhood W of v∗ such that the curve valuations defined by the branches
of C at infinity are not contained in W and f•(W ) ⊆ W . It follows that for any
N ≥ 0, the curve valuations defined by the branches of Cj, j ≤ −N , at infinity
are not contained in f−N• (W ). For N large enough, Theorem 0.4 allows us to
construct a finite set of polynomials {Pi}1≤i≤s such that for any j ≤ −N , there
exists i = 1, · · · , s satisfying Pi|Cj = 0; this implies that C is periodic.
When v∗ is divisorial, we may find a smooth projective compactification X of
A2 such that there exists an irreducible component E of X \A2 such that v∗ = vE.
Take W a small enough neighborhood of v∗. Not like the former case, in general
we can not ask W to be invariant under f•. In this case we need Theorem 13.1
which is a stronger version of Theorem 0.4. Relying on Theorem 13.1, we can
show that there is always some branch sj of Cj such that the valuation vsj stays
in W for a long time.
In the case deg f |E = 1, we can show that the intersection number (sj · l∞)
of sj and the line l∞ at infinity in P2 can not grow much when vsj stays in W .
Also we can use Theorem 13.1 to show that if a branch satisfying vsj 6∈ W , then
(sj · l∞)/ degCj is bounded by 1 − ε for some ε > 0 and all j negative enough.
By some very careful analysis , we can at the end bound the degree of Cj.
In the case deg f |E ≥ 2, the new ingredient is the Northcott property for
number fields. More precisely, for any number field K such that both E, f are
defined over K, for any point x ∈ E(K), the set of inverse orbit of x in E(K) is
finite. Using this fact, we can show that if the branch sj of Cj stays in W in a
long time, then the center of sj is contained in a periodic point in E. Then we
can conclude by some local argument.
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2b) The case #J(f) ≤ 2. The serious difficulty in this case is that we can
not apply Theorem 13.1 directly. If all valuations in J(f) are divisorial, we may
prove that f is either e´tale or preserves a fibration. We treat this case separately.
Otherwise, we notice that all the nondivisorial valuations in J(f) are periodic and
repelling under f•. This fact shows that the curve valuations associated to the
branches of fn(C) at infinity can not be too close to those nondivisorial valuations
in J(f). This fact allows us to modify θ∗ a little and get a modified version of
Theorem 13.1. Then we can use a strategy which parallels to the corresponding
case in 2a) to conclude our theorem in this case.
0.4. More remarks about our techniques. In order to prove Theorem 0.1, we
have developed some new techniques in this paper based on the theory of Favre
and Jonsson ([10, 11, 12, 18]). These techniques can be applied to not only the
dynamical Mordell-Lang conjecture but also many other problems of polynomial
endomorphisms of A2. In particular, in our recent work [17], Jonsson, Wulcan
and I proved [23, Conjecture 1] of Silverman for polynomial endomorphisms of A2
with λ1 ≥ λ2 and in another recent work [16], Jonsson, Wulcan and I classified
all the polynomial endomorphisms f on A2 that preserves a pencil |P | up to
changing affine coordinates and replacing f by a suitable iteration. In the sequels
to the papers [25, 26], these techniques will also be used to study the orbits of
point, the periodic points and the periodic curves of polynomial endomorphisms
f on A2.
0.5. Further problems. In our proof of Theorem 0.1, we have use the theorem
of Siegel and the Northcott property for number fields. That’s why we restrict
our theorem for endomorphisms defined over k = Q. We suspect that Theorem
0.1 remains true when k is an arbitrary algebraically closed field of characteristic
0. It seems that we can prove it by induction on transcendence degree of k over
Q and some reduction arguments; however, the step of the reduction seems not
trivial.
It would be interesting to generalize Theorem 0.1 for endomorphisms on ar-
bitrary affine surfaces. It might be possible to prove this by methods similar to
those in this paper. However this seems to require substantial effort, since it
needs to generalize the theory of valuative space at infinity for A2 developed in
[11, 12, 27] and this paper to arbitrary affine surfaces.
0.6. The plan of the paper. In Part 1, we gather a number of results on
the geometry and dynamics at infinity. We first introduce the valuative tree at
infinity in Section 1, and then turn our attention to the notion of subharmonic
function in Section 2. We give an interpretation of this potential theory in terms
of b-divisors in Section 3. Finally we recall the main properties of the action of a
polynomial map on the valuation space in Section 4.
In Part 2, we collect some arguments of local nature that will be used in the
proof of our main result. We first recall the definition and basic properties of the
local valuation space in Section 5. Then we state and prove a local version of the
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dynamical Mordell-Lang conjecture for superattracting analytic germs in Section
6.
In Part 3, we give some basic observations on the Dynamical Mordell-Lang
Conjucture. We first define the DML property in Section 7. Then we get some
constraints on the target curve by Siegel’s theorem in Section 8 and we use these
constraints and the local arguments in Part 2 to prove Theorem 0.3 in Section 9.
In Part 4, we prove our main theorem in the resonant case λ21 = λ2. We first
treat the case deg(fn)  nλn1 in Section 10 and then treat the case deg(fn)  λn1
in Section 11.
In Part 5, we study the valuative dynamics in the case λ22 > λ1. We first
describe some basic properties of the Green function of f on V∞ in Section 12.
Then use the Green function to study the valuative dynamics in Section 13. In
Section 14 we get more information on the valuative dynamics in the case J(f)
is finite. Finally, in Section 15 we show that f is e´tale or preserves a fibration
when J(f) is a finite set of divisorial valuations.
In Part 6, we prove our main theorem in the non-resonant case λ21 > λ2 which
completes the proof of Theorem 0.1. We first treat the case #J(f) ≥ 3 in Section
16 and then treat the case #J(f) ≤ 2 in Section 17.
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Part 1. Preliminaries
In this part, we collect some basic informations and results on the principal
tools of our article, namely the space of valuations on the ring of polynomials in
two variables that are centered at infinity. We first describe its tree structure in
Section 1, and then turn our attention to the notion of subharmonic function in
Section 2. We give an interpretation of this potential theory in terms of b-divisors
in Section 3. Finally we recall the main properties of the action of a polynomial
map on the valuation space in Section 4.
This part does not contain any new material. Proofs will be omitted and we
shall refer to other sources.
In this part k is an algebraically closed field of characteristic zero. We shall
also fix affine coordinates on A2k = Spec k[x, y].
1. The valuative tree at infinity
We refer to [27, Section 2] for details, see also [10, 12].
1.1. The valuative tree centered at infinity. In this article by a valuation
on a unitary k-algebra R we shall understand a function v : R→ R∪{+∞} such
that the restriction of v to k∗ = k − {0} is constant equal to 0, and v satisfies
v(fg) = v(f) + v(g) and v(f + g) ≥ min{v(f), v(g)}. It is usually referred to as a
pseudo-valuation in the literature, see [10]. We will however make a slight abuse
of notation and call them valuations.
We denote by V∞ the space of all normalized valuations centered at infinity i.e.
the set of valuations v : k[x, y]→ R∪{+∞} normalized by min{v(x), v(y)} = −1.
The topology on V∞ is defined to be the weakest topology making the map
v 7→ v(P ) continuous for every P ∈ k[x, y].
The set V∞ is equipped with a partial ordering defined by v ≤ w if and only if
v(P ) ≤ w(P ) for all P ∈ k[x, y] for which − deg : P 7→ − deg(P ) is the unique
minimal element.
Given any valuation v ∈ V∞, the set {w ∈ V∞, − deg ≤ w ≤ v} is isomorphic
as a poset to the real segment [0, 1] endowed with the standard ordering. In other
words, (V∞,≤) is a rooted tree in the sense of [10, 18].
It follows that given any two valuations v1, v2 ∈ V∞, there is a unique valuation
in V∞ which is maximal in the set {v ∈ V∞| v ≤ v1 and v ≤ v2}. We denote it by
v1 ∧ v2.
The segment [v1, v2] is by definition the union of {w, v1 ∧ v2 ≤ w ≤ v1} and
{w, v1 ∧ v2 ≤ w ≤ v2}.
Pick any valuation v ∈ V∞. We say that two points v1, v2 lie in the same
direction at v if the segment [v1, v2] does not contain v. A direction (or a tangent
vector) at v is an equivalence class for this relation. We write Tanv for the set of
directions at v.
When Tanv is a singleton, then v is called an endpoint. In V∞, the set of
endpoints is exactly the set of all maximal valuations. When Tanv contains
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exactly two directions, then v is said to be regular. When Tanv has more than
three directions, then v is a branched point.
Pick any v ∈ V∞. For any tangent vector ~v ∈ Tanv, we denote by U(~v) the
subset of those elements in V∞ that determine ~v. This is an open set whose
boundary is reduced to the singleton {v}. If v 6= − deg, the complement of
{w ∈ V∞, w ≥ v} is equal to U(~v0) where ~v0 is the tangent vector determined by
− deg.
It is a fact that finite intersections of open sets of the form U(~v) form a basis
for the topology of V∞.
The convex hull of any subset S ⊂ V∞ is defined as the set of valuations v ∈ V∞
such that there exists a pair v1, v2 ∈ S with v ∈ [v1, v2].
A finite subtree of V∞ is, by definition, the convex hull of a finite collection of
points in V∞. A point in a finite subtree T ⊆ V∞ is said to be an end point if it
is extremal in T.
1.2. Compactifications of A2k. A compactification of A2k is the data of a pro-
jective surface X together with an open immersion A2k → X with dense image.
A compactification X dominates another one X ′ if the canonical birational
map X 99K X ′ induced by the inclusion of A2k in both surfaces is in fact a regular
map.
The category C of all compactifications of A2k forms an inductive system for the
relation of domination.
Recall that we have fixed affine coordinates on A2k = Spec k[x, y]. We let P2k
be the standard compactification of A2k and denote by l∞ := P2k \ A2k the line at
infinity in the projective plane.
An admissible compactification of A2k is by definition a smooth projective sur-
face X endowed with a birational morphism piX : X → P2k such that piX is an
isomorphism over A2k with the embedding pi−1|A2k : A2k → X. Recall that piX can
then be decomposed as a finite sequence of point blow-ups.
We shall denote by C0 the category of all admissible compactifications. It is also
an inductive system for the relation of domination. Moreover C0 is a subcategory
of C and for any compactification X ∈ C, there exists X ′ ∈ C0 dominates X.
1.3. Divisorial valuations. LetX ∈ C be a compactification of A2k = Spec k[x, y]
and E be an irreducible component ofX\A2. Denote by bE := min{ordE(x), ordE(y)}
and vE := b
−1
E ordE. Then we have vE ∈ V∞.
By Poincare´ Duality there exists a unique dual divisor Eˇ of E i.e. the unique
divisor supported by X\A2 such that (Eˇ ·F ) = δE,F for all irreducible components
F of X \ A2.
1.4. Classification of valuations. There are four kinds of valuations in V∞.
The first one corresponds to the divisorial valuations which we have defined above.
We now describe the three remaining types of valuations.
THE DYNAMICAL MORDELL-LANG CONJECTURE 11
Figure 1.
Irrational valuations. Consider any two irreducible components E and E ′ of X \
A2k for some compactification X ∈ C of A2k intersecting at a point p. There
exists a local coordinate (z, w) at p such that E = {z = 0} and E ′ = {w = 0}.
To any pair (s, t) ∈ (R+)2 satisfying sbE + tbE′ = 1, we attach the valuation v
defined on the ring Op of holomorphic germs at p by v(
∑
aijz
iwj) = min{si +
tj| aij 6= 0}. Observe that it does not depend on the choice of coordinates. By
first extending v to the common fraction field k(x, y) of Op and k[x, y], then
restricting it to k[x, y], we obtain a valuation in V∞, called quasimonomial. It is
divisorial if and only if either t = 0 or the ratio s/t is a rational number. Any
divisorial valuation is quasimonomial. An irrational valuation is by definition a
nondivisorial quasimonomial valuation.
Curve valuations. Recall that l∞ is the line at infinity of P2k. For any formal
curve s centered at some point q ∈ l∞, denote by vs the valuation defined by
P 7→ (s · lq)ord∞(P |s). Then we have vs ∈ V∞ and call it a curve valuation.
Let C be an irreducible curve in P2k. For any point q ∈ C ∩ l∞, denote by Oq
the local ring at q, mq the maximal ideal of Oq and IC the ideal of height 1 in Oq
defined by C. Denote by Ôq the completion of Oq w.r.t. mq, m̂q the completion
of mq and ÎC the completion of IC . For any prime ideal p̂ of height 1 containing
ÎC , the morphism Spec Ôq/p̂→ Spec Ôq defines a formal curve centred at q. Such
a formal curve is called a branch of C at infinity .
For example, in Figure 1, there are five branches at infinity of C. Then for any
branch Ci i = 1, · · · , 5, of C at infinity, it corresponds to a curve valuation vCi
i = 1, · · · , 5.
Infinitely singular valuations. Let h be a formal series of the form h(z) =
∑∞
k=0 akz
βk
with ak ∈ k∗ and {β}k an increasing sequence of rational numbers with un-
bounded denominators. Then P 7→ −min{ord∞(x), ord∞(h(x−1))}−1ord∞P (x, h(x−1))
defines a valuation in V∞ namely an infinitely singular valuation.
A valuation v ∈ V∞ is a branch point in V∞ if and only if it is diviorial, it
is a regular point in V∞ if and only if it is an irrational valuation, and it is an
endpoint in V∞ if and only if it is a curve valuation or an infinitely singular
valuation. Moreover, given any smooth projective compactification X in which
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v = vE, one proves that the map sending an element V∞ to its center in X induces
a map Tanv → E that is a bijection.
1.5. Parameterizations. The skewness function α : V∞ → [−∞, 1] is the unique
function on V∞ that is continuous on segments, and satisfies
α(vE) =
1
b2E
(Eˇ · Eˇ)
where E is any irreducible component of X \A2k of any compactification X of A2k
and Eˇ is the dual divisor of E as defined above.
The skewness function is strictly decreasing, and upper semicontinuous. There-
for it induces a metric dV∞ on V∞ by setting
dV∞(v1, v2) := 2α(v1 ∧ v2)− α(v1)− α(v2)
for all v1, v2 ∈ V∞. In particular, any segment in V∞ carries a canonical metric
for which it becomes isometric to a real segment.
In an analogous way, one defines the thinness function A : V∞ → [−2,∞] as
the unique, increasing, lower semicontinuous function on V∞ such that for any
irreducible exceptional divisor E in some compactification X ∈ C, we have
A(vE) =
1
bE
(1 + ordE(dx ∧ dy)) .
Here we extend the differential form dx∧ dy to a rational differential form on X.
These parameterizations behave in the following way:
(i) when v is a divisorial valuation, then α(v) and A(v) are rational numbers;
(ii) when v is an irrational valuation, then α(v), A(v) ∈ R \Q;
(iii) when v is a curve valuation, then α(v) = −∞, and A(v) = +∞;
(iv) when v is an infinitely singular valuation, then α(v) and A(v) can be either
finite or infinite.
2. Potential theory on V∞
We refer to [27, Section 3] for details.
2.1. Subharmonic functions on V∞. To any v ∈ V∞ we attach its Green
function
gv(w) := α(v ∧ w) .
This is a decreasing continuous function taking values in [−∞, 1], satisfying
gv(− deg) = 1.
Given any positive Radon measure ρ on V∞ we define
gρ(w) :=
∫
V∞
gv(w) dρ(v) .
Observe that gv(w) is always well-defined as an element in [−∞, 1] since gv ≤ 1
for all v. Then we recall the following
Theorem 2.1 ([27]). The map ρ 7→ gρ is injective.
One can thus make the following definition.
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Definition 2.2. A function φ : V∞ → R ∪ {−∞} is said to be subharmonic if
there exists a positive Radon measure ρ such that φ = gρ. In this case, we write
ρ = ∆φ and call it the Laplacian of φ.
Denote by SH(V∞) (resp. SH+(V∞)) the space of subharmonic functions on
V∞ (resp. of non-negative subharmonic functions on V∞).
The next result collects some properties of subharmonic functions.
Theorem 2.3 ([27]). Pick any subharmonic function φ on V∞. Then
(i) φ is decreasing and φ(− deg) = ∆φ(V∞) ≥ 0;
(ii) φ is upper semicontinuous;
(iii) for any valuation v ∈ V∞ the function t 7→ φ(vt) is convex, where vt is the
unique valuation in [− deg, v] of skewness t.
2.2. Subharmonic functions on finite trees. Let T be any finite subtree of
V∞ containing − deg. Denote by rT : V∞ → T the canonical retraction defined by
sending v to the unique valuation rT (v) ∈ T such that [rT (v), v] ∩ T = {rT (v)}.
For any function φ, set RTφ := φ ◦ rT . Observe that RTφ|T = φ|T and that
RTφ is locally constant outside T .
Moreover we have the following
Proposition 2.4. For any subharmonic function φ, and any finite subtree T
containing − deg, the function RTφ is subharmonic. Moreover we have RTφ ≥ φ
and ∆(RTφ) = (rT )∗∆φ.
2.3. Examples of subharmonic functions. We refer to [27] for detail. For
any nonconstant polynomial Q ∈ k[x, y], we define the function
log |Q|(v) := −v(Q) ∈ [−∞,∞) .
Proposition 2.5. The function log |Q| is subharmonic, and
∆(log |Q|) =
∑
i
miδvsi
where si are the branches of the curve {Q = 0} at infinity, and mi is the inter-
section number of si with the line at infinity in P2k.
Proposition 2.6. The function log+ |Q| := max{0, log |Q|} belongs to SH+(V∞).
Denote by s1, · · · , sl the branches of {Q = 0} at infinity and by T the convex
hull of {− deg, vs1 , · · · , vsl}. Then the support of ∆(log+ |Q|) is the set of points
v ∈ T satisfying v(Q) = 0 and w(Q) < 0 for all w ∈ (v,− deg].
In particular, the support of ∆(log+ |Q|) is finite.
2.4. The Dirichlet pairing. Let φ, ψ be any two subharmonic functions on V∞.
Since α is bounded from above one can define the Dirichlet pairing
〈φ, ψ〉 :=
∫
V 2∞
α(v ∧ w) ∆φ(v)∆ψ(w) ∈ [−∞,+∞).
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Proposition 2.7. The Dirichlet pairing induces a symmetric bilinear form on
SH(V∞) that satisfies
(2.1) 〈φ, ψ〉 =
∫
V∞
φ∆ψ
For any subharmonic function φ on V∞, we call 〈φ, φ〉 the energy of φ.
Next, we recall the following useful result.
Proposition 2.8 ([27]). Pick any two subharmonic functions φ, ψ ∈ SH(V∞).
For any finite subtree T ⊂ V∞ one has
〈RTφ,RTψ〉 ≥ 〈φ, ψ〉 .
In particular, we have
〈RTφ,RTφ〉 ≥ 〈φ, φ〉
and the equality holds if and only if ∆φ is supported on T .
Finally, we recall a technical result that will play an important role in the rest
of this paper.
For any set S ⊂ V∞ we define B(S) := ∪v∈S{w, w ≥ v}.
Proposition 2.9 ([27]). Let φ be a function in SH+(V∞) such that 〈φ, φ〉 = 0
and the support of the positive measure ∆φ is finite, equal to {v1, · · · , vs} for
some positive integer s.
Then for any finite set S ⊆ B({v1, · · · , vs}) satisfying {v1, · · · , vs} 6⊆ S, there
exists a function ψ ∈ SH+(V∞) such that
• ψ(v) = 0 for all v ∈ B(S);
• 〈ψ, ψ〉 > 0.
Remark 2.10. Let Q be a nonconstant polynomial in k[x, y] and set φ :=
log+ |Q|, then φ ∈ SH+(V∞), 〈φ, φ〉 = 0 and the support of the positive mea-
sure ∆φ is finite.
2.5. The class of L2 functions. See [27, Section 3.7]
We define L2(V∞) to be the set of functions
φ : {v ∈ V∞| α(v) > −∞} → R
such that there exist φ1, φ2 ∈ SH(V∞) with 〈φ1, φ1〉 > −∞, 〈φ2, φ2〉 > −∞, and
φ(v) = φ1(v)− φ2(v) for all valuations with α(v) > −∞.
Observe that L2(V∞) is an infinite dimensional vector space
Proposition 2.11. The restriction map g 7→ g|{α>−∞} is injective from SH(V∞)∩
{〈φ, φ〉 > −∞} into L2(V∞).
We shall thus always identify a subharmonic function with finite energy with its
image in L2(V∞) so that we have in particular the inclusion SH+(V∞) ⊆ L2(V∞).
It follows from the Hodge index theorem, see [27, Theorem 3.18] that
Proposition 2.12. For any two subharmonic functions φ1, φ2 with finite energy,
we have 〈φ1, φ2〉 > −∞.
This result allows one to extend the Dirichlet pairing to the space L2(V∞) as a
symmetric bilinear form.
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2.6. Polynomials taking nonnegative values on valuations. The results in
this section are proven in [27]. They will play a crucial role in the proof of our
main result.
Given any finite subset S of V∞, we define the k-algebra
RS := {P ∈ k[x, y]| v(P ) ≥ 0 for all v ∈ S} .
When the transcendence degree of the fraction field of RS over k is equal to 2,
then we say that S is rich.
One of the main result of [27] is a characterization of rich subsets of V∞ in
terms of the existence of suitable subharmonic functions. To state this result we
need to introduce some more notation.
We set
• Smin := {v ∈ S| v is minimal in S};
• B(S)◦ to be the interior of B(S).
It is easy to check that RS′ ⊆ RS if S ⊆ B(S ′) and then we have RS = RSmin .
The following result is [27, Theorem 4.7].
Theorem 2.13. Let S be a finite set of valuations in V∞. Then the following
statements are equivalent.
(i) The subset S is rich.
(ii) There exists a nonzero polynomial P ∈ RS such that v(P ) > 0 for all
v ∈ S.
(iii) For every valuation v ∈ Smin, there exists a nonzero polynomial P ∈ RS
such that v(P ) > 0.
(iv) There exists a function φ ∈ SH+(V∞) such that φ(v) = 0 for all v ∈ B(S)
and 〈φ, φ〉 > 0.
(v) There exists a function φ ∈ L2(V∞), satisfying φ(v) = 0 for all v ∈ B(S)
and 〈φ, φ〉 > 0.
(vi) There exist a finite set S ′ ⊆ V∞ satisfying S ⊆ B(S ′)◦ and S ′ is rich.
Remark 2.14. In (v) of Theorem 2.13, for any v ∈ V∞ satisfying α(v) = −∞,
we say φ(v) = 0 if 0 ∈ [lim infw<v,w→v φ(w), lim supw<v,w→v φ(w)].
The next result is [27, Theorem 4.12].
Theorem 2.15. Let S be a finite set of valuations in V∞. Suppose that there
exists a function φ ∈ SH(V∞) such that 〈φ, φ〉 > 0 and φ(v) = 0 for all v ∈ B(S).
For any integer l ≥ 0, there exists a real number Ml ≤ 1 such that for any set
S of valuations such that
(1) S ′ \B(S) has at most l elements;
(2) S ′ ⊆ B(S) ∪ {v ∈ V∞| α(v) ≤Ml};
then there exists a function φ′ ∈ L2(V∞) satisfying φ′(v) = 0 for all v ∈ B(S ′)
and 〈φ′, φ′〉 > 0.
3. The Riemann-Zariski space at infinity
3.1. Weil and Cartier classes. See [12, Appendix A] or [3, 4, 22] for details.
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Formally, the Riemann-Zariski space of P2k at infinity is defined as X := lim←−−−
X∈C
X.
In our paper, we concern ourself with its classes rather than itself.
For each compactification X ∈ C, we denote by N1(X)R the R- linear space
consisting of R-divisors supported on X \ A2k. For any morphism pi : X ′ → X
between compactifications, we have the pushforward pi∗ : N1(X ′)R → N1(X)R
and the pullback pi∗ : N1(X)R → N1(X ′)R, see [6, 20] for details.
The space of Weil classes of X is defined to be the projective limit
W (X) := lim←−−−
X∈C
N1(X)R
with respect to pushforward arrows. Concretely, a Weil class α ∈ W (X) is
given by its incarnations αX ∈ N1(X)R, compatible with pushforwards; that
is, pi∗αX = αX′ as soon as pi : X → X ′. Observe that we may define a Weil class
by its incarnations.
If αX ∈ N1(X)R is a class in some compactification X ∈ C, then αX defines a
Weil class α, whose incarnation αX′ = µ∗pi∗αX where pi : X1 → X and µ : X → X ′
are morphisms between compactifications. We say that α is determined in X. A
Cartier class is a Weil class determined in a certain compactification. Denote by
C(X) the space of Cartier classes.
For each X, the intersection pairing N1(X)R × N1(X)R → R is denoted by
(α ·β)X . By the pull-back formula, it induces a perfect pairing W (X)×C(X)→ R
which is denoted by (α · β). It induce an inner product on C(X). The space
L2(X) := {α ∈ W (X)| inf
X
(αX · αX) > −∞}
is the completion of C(X) under inner product. It is an infinite dimensional
subspace of W (X) that contains C(X). It is endowed with a natural intersection
product extending the one on Cartier classes and that is of Minkowski’s type, see
[4] or [9].
3.2. Nef b-divisors and subharmonic functions. In this section, we summa-
rize the relations between the classes of the Riemann-Zariski space at infinity and
the potential theory of V∞.
Let E be the set of all irreducible component of X \A2k for all compactifications
X of A2k, modulo the following equivalence relations: two divisors E, E ′ in (X, ι)
and (X ′, ι′) are equivalent if there exists a birational morphism pi : X 99K X ′
such that pi ◦ ι1 = ι2 sends E onto E ′. As in [3, Section 1.3], we may identify
W (X) to RE and C(X) to ⊕ER. The pairing is given by (α · β) =
∑
E∈E cEdE
where α = (cE)E∈E and β = ⊕E∈EdE are Weil and Cartier divisors respectively.
We first describe these identifications.
Given a compactification X ∈ C and let E1, · · · , Em be all irreducible excep-
tional divisors of X, the incarnation of α = (cE)E∈E is αX =
∑
i=1,··· ,m cEiEi.
For any E ∈ E , pick a compactification X ∈ C such that E is an irreducible
component of X \ A2k. We denote by Eˇ the unique class in N1(X)R ⊆ C(X)
satisfying (Eˇ · F )X = 0 when F is an irreducible component different from E
and (Eˇ · E)X = 1. As a Cartier class, Eˇ does not depend on the choice of the
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compactification X. The identification of ⊕ER to C(X) is given by ⊕E∈EdE 7→∑
E∈E dEEˇ.
We define a map iC : C(X) → C0(V∞,R) where C0(V∞,R) is the set of con-
tinuous functions on V∞ by
∑
E∈E dEEˇ 7→
∑
E∈E bEdEgvE . Observe that iC is an
embedding.
We denote by Nef ∞(X) the set of all Weil classes α ∈ W (X) such that for
any compactification X ∈ C, the incarnation αX is nef at infinity i.e. for any
irreducible component E of X \ A2, we have (αX · E) ≥ 0.
Let g be a continuous function on V∞, by [27, Lemma 3.5], we can prove that
there exists a sequence Cartier classes βn ∈ C(X) satisfying iC(βn)→ g uniformly
as n→∞.
Lemma 3.1. The limit limn→∞(βn · α) exists and does not depend on the choice
of the sequence βn.
Proof. We only have the show that given a real number ε > 0, for any Cartier
class β in C(X) satisfying |iC(β)| ≤ ε on V∞, there exists a constant C > 0 such
that |(αX · βX)| ≤ Cε.
There exists an admissible compactifiction X ∈ C such that β is determined in
a X and then (α ·β) = (αX ·βX). Observe that βX =
∑
bEiC(β)E where the sum
is over all irreducible components of X \A2. Denote by pi : X → P2 the dominant
morphism between compactifications and L∞ the line at infinity of P2. Observe
that pi∗L∞ =
∑
bEE and then εpi
∗L∞ ± βX are effective. It follows that
|(α · β) = (αX · βX)| ≤ ε(αX · pi∗L∞) = ε(αP2 · L∞).

The same argument in the proof of Lemma 3.1 also shows that the map g 7→
limn→∞(βn·α) is continuous on C0(V∞,R). This map defines a real Radon measure
ρα. Observe that if β is effective, (α, β) ≥ 0. By [27, Lemma 3.5], we can prove
that
∫
V∞ fdρα ≥ 0 when f is nonnegative. Then we get
Lemma 3.2. The real Radon measure ρα is positive.
We define a map iN : Nef ∞(X)→ SH(V∞) by α 7→ gρα and we have
Proposition 3.3. The map iN is bijective.
Proof. We define a map jN : SH(V∞) → W(X) be φ 7→ (bEφ(vE))E∈E . We only
have to show that jN is the inverse of iN .
We first claim that jN(SH(V∞)) ⊆ Nef ∞(X). Set α := jN(φ) = (bEφ(vE))E∈E ∈
W (X). For any compactifiction X ∈ C, denote by E1, · · · , Em all the irreducible
components of X \A2. We have αX =
∑m
i=1 bEiφ(vEi)Ei. Observe that iC(αX) is
the unique function on V∞ satisfying
(i) iC(αX)(vEi) = φ(vEi) for all i = 1, · · · ,m;
(ii) iC(αX) is linear outside {vE1 , · · · , vEm}.
It follows that iC(αX) takes form
∑m
i=1 aigvEi where ai ≥ 0 for all i = 1, · · · ,m.
Then we have αX =
∑
aib
−1
Ei
Eˇi and thus it is nef at infinity. It follows that
α ∈ Nef ∞(V∞).
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For any φ ∈ SH(V∞), we have jN(φ) = (bEφ(vE))E∈E . By the definition of iN ,
for all divisorial valuation vE ∈ V∞, we have
iN(jN(φ))(vE) =
∫
V∞
gvEdρjN (φ) = (jN(φ) · b−1E Eˇ) = φ(vE).
It follows that iN ◦ jN = id and then we conclude our proof. 
At last, we define an embedding jL2 : L2(V∞) → L2(X) as follows: Let φ be
any function in L2(V∞). Write φ = φ1 − φ2 on {v ∈ V∞| α(v) > −∞} where
φ1, φ2 are functions in SH(V∞) satisfying 〈φi, φi〉 > −∞ for i = 1, 2. Then jL2(φ)
is defined to be i−1N (φ1)− i−1N (φ2). This definition does not depend on the choice
of φ1, φ2 and satisfying 〈φ, ψ〉 = 〈jL2(φ), jL2(ψ)〉 for all φ, ψ ∈ L2(V∞).
For any v ∈ V∞, set Zv := i−1N (gv) the Weil class in Nef ∞(X). Observe that
Zv ∈ L2(X) when α(v) > −∞ and Zv ∈ C(X) when v is divisorial. If v = vE
where E is an irreducible component of X \ A2k for compactification X ∈ C.
Denote by Eˇ the duality of E in N1(X) w.r.t. the intersection pairing. View Eˇ
as a Cartier class of X, then we have ZvE = b
−1
E Eˇ. Finally we recall the following
Proposition 3.4. [12, Lemma A.2]For any two valuations v, w ∈ V∞ one has
(Zv · Zw) = α(v ∧ w).
4. Background on dynamics of polynomial maps
In this section we assume that k is an algebraically closed field of characteristic
zero. Recall that the affine coordinates have been fixed, A2k = Spec k[x, y].
4.1. Dynamical invariants of polynomial mappings. The (algebraic) degree
of a dominant polynomial endomorphism f = (F (x, y), G(x, y)) defined on A2k is
defined by
deg(f) := max{deg(F ), deg(G)} .
It is not difficult to show that the sequence deg(fn) is sub-multiplicative, so that
the limit λ1(f) := limn→∞(deg(fn))
1
n exists. It is referred to as the dynamical
degree of f , and it is a Theorem of Favre and Jonsson that λ1(f) is always a
quadratic integer, see [12].
The (topological) degree λ2(f) of f is defined to be the number of preimages
of a general closed point in A2(k); one has λ2(fg) = λ2(f)λ2(g).
It follows from Be´zout’s theorem that λ2(f) ≤ deg(f)2 hence
(4.1) λ1(f)
2 ≥ λ2(f) .
The resonant case λ1(f)
2 = λ2(f) is quite special and the following structure
theorem for these maps is proven in [12].
Theorem 4.1. Any polynomial endomorphism f of A2k such that λ1(f)2 = λ2(f)
is proper2, and we are in one of the following two exclusive cases.
(1) deg(fn)  λ1(f)n: there exists a compactification X of A2k to which f
extends as a regular map f : X → X.
2We say a polynomial endomorphism f of A2k is proper if it is a proper morphism between
schemes. When k = C, it means that the preimage of any compact set of C2 is compact.
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(2) deg(fn)  nλ1(f)n: there exist affine coordinates x, y in which f takes
the form
f(x, y) = (xl + a1x
l−1 + . . .+ al, A0(x)yl + . . .+ Al(x))
where ai ∈ k and Ai ∈ k[x] with degA0 ≥ 1, and l = λ1(f).
Remark 4.2. Regular endomorphisms as in (i) have been classified in [12].
4.2. Valuative dynamics. Any dominant polynomial endomorphism f as in
the previous section induces a natural map on the space of valuations at infinity
in the following way.
For any v ∈ V∞ we may set
d(f, v) := −min{v(F ), v(G), 0} ≥ 0 .
In this way, we get a non-negative continuous decreasing function on V∞ such
that d(f, v) ≥ deg(f)α(v). Observe also that d(f,− deg) = deg(f). It is a fact
that f is proper if and only if d(f, v) > 0 for all v ∈ V∞.
We now set
• f∗v := 0 if d(f, v) = 0;
• f∗v(P ) = v(f ∗P ) if d(f, v) > 0.
In this way one obtains a valuation on k[x, y] (that may be trivial); and we then
get a continuous map
f• : {v ∈ V∞| d(f, v) > 0} → V∞
by
f•(v) := d(f, v)−1f∗v .
For any subset S of V∞, set f−1• (S) := {v ∈ V∞| d(f, v) > 0 and f•(v) ∈ S}. If
f is an open set, then f−1• (S) is also open.
This map f• can extend to a continuous map f• : {v ∈ V∞| d(f, v) > 0} → V∞.
The image of any v ∈ ∂{v ∈ V∞| d(f, v) > 0} is a curve valuation defined by a
rational curve with one place at infinity.
Lemma 4.3. Let C, D be two branches of curves at infinity satisfying f(C) = D.
Then we have mCd(f, vC) = deg(f |C)mD where mC = (C ·l∞) and mD = (D ·l∞).
Proof. Let L be a general linear form in k[x, y], we have
mCvC(f
∗L) = deg(f |C)mDvD(L) = deg(f |C)mD.
On the other hand, we have vC(f
∗L) = d(f, vC). It follows that
mCd(f, vC) = deg(f |C)mD.

We now recall the following key result, [12, Proposition 2.3 ,Theorem 2.4, Proposition
5.3.].
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Theorem 4.4. There exists a unique valuation v∗ such that α(v∗) ≥ 0 ≥ A(v∗),
and f∗v∗ = λ1v∗.
If λ1(f)
2 > λ2(f), this valuation is unique .
If λ1(f)
2 = λ2(f), the set of such valuations is a closed segment.
This valuation v∗ is called the eigenvaluation of f when λ1(f)2 > λ2(f).
4.3. Functoriality of classes of the Riemann-Zariski space. [12, Appendix
A] Let f be a dominant polynomial endomorphism on A2 defined over k.
we have natural actions f ∗ : C(X) → C(X) induced by the pullback between
the Ne´ron-Severi groups and f∗ : W (X) → W (X) induced by the pushforward
between the Ne´ron-Severi groups. Further, we have the projection formula
(f∗β · γ) = (β · f∗γ)
for β ∈ C(X) and γ ∈ W (X).
The pushforward (resp. pullback) preserves (resp. extends to) L2 -classes. We
obtain bounded operators f ∗, f∗ : L2(X) → L2(X) and (f∗β · γ) = (β · f ∗γ) for
β, γ ∈ L2(X). We have f∗f ∗ = λ2(f) on L2(X).
Lemma 4.5. [12, Lemma A.6]We have f∗Zv = d(f, v)Zf•(v) for all v ∈ V̂∞.
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Part 2. Local arguments
In this part we collect some arguments of local nature that will play an im-
portant role in the proof of our main result. We first recall the definition of the
local valuation space as in [11]. Then we state and prove a local version of the
dynamical Mordell-Lang conjecture for superattracting analytic germs (Theorem
6.2).
5. The local valuative tree and the local Riemann-Zariski space
Let (X, q) be a smooth germ of surface at a closed point q defined over an
algebraically closed field k. Pick a local coordinate (z, w) at q and set m := (z, w).
5.1. The local valuative tree. See [18] for details. We first introduce the local
avatar of the valuative tree at infinity defined in [10].
We define the space Vq of valuations that are trivial on k
∗ and centered at q,
and normalized by the condition
v(m) = min{v(z), v(w)} = 1.
The order of vanishing ordq at the point q is a valuation in Vq.
The space Vq is equipped with a partial ordering defined by v ≤ w if and only
if v(f) ≤ w(f) for all f ∈ k[[z, w]] for which is again a real tree (see [10, 11, 18]).
The valuation ordq is the minimal element of Vq.
Let pi : Y → X be a morphism between compactifications in C such that pi is
an isomorphism above X \{q}. Let F be an irreducible component of pi−1(q). Set
bqF := ordFpi
∗m ∈ N+, then vqF := bqFordF is contained in Vq. Let Fˇq be the unique
divisor supported on pi−1(q) such that (Fˇq, F ′) = δF,F ′ . The quantity (Fˇq · Fˇq) is
independence on the choice of Y .
There exists a unique increasing and lower semicontinuous function αq : Vq →
[1,+∞] on Vq satisfying αq(vqF ) = −(bqF )−2(Fˇq · Fˇq).
At last we talk about the connection between the local valuative tree and the
global one. Now we suppose that X is a compactification of A2k in C defined over
an algebraically closed field k and q be a k-point in X \A2k. Let {E1, · · · , Es} be
the set of irreducible exceptional divisors containing q. We have s = 1 or 2.
Example 5.1. For i = 1, · · · , s, there exists a valuation vqEi defined by P 7→
ordq(P |Ei) for P ∈ k[[z, w]].
Denote by U(q) that set of valuations in V∞ whose centres in X are q and
set U(q) := U(q) ∪ {vE1 , · · · , vEs}. For any v ∈ U(q), there exists rq(v) ∈ R+
such that rq(v)v ∈ Vq. Set vq := rq(v)v when v ∈ Uq and vq := vqEi when
v ∈ {vE1 , · · · , vEs}. The map U(q)→ Vq defined by v 7→ vq is a homeomorphism.
When vq ∈ Vq \ {vqE1 , · · · , vqEs}, the type of vq is the same as the type of v as a
valuation in U(q); if vq = vqEi , v
q is a curve valuation.
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5.2. The local Riemann-Zariski space. Analogue to the Riemann-Zariski
space at infinity, we can also define the Riemann-Zariski space at a point.
Let (X, q) be a smooth germ of surface at a closed point q defined over an
algebraically closed field k. Pick a local coordinate (z, w) at q and set m := (z, w).
We define Cq be the category of biratonal model pi : Xpi → X such that pi is an
isomorphism above X \{q}. We denote by N1q (Xpi)R the kernel of pi∗ : N1(Xpi)R →
N1(X)R.
As in Section 3.2, formally, the Riemann-Zariski space of X at q is defined as
Xq := lim←−−−−
Xpi∈Cq
Xpi. The space of Weil classes of X
q is defined to be the projective
limit
W (Xq) := lim←−−−−
Xpi∈Cq
N1q (Xpi)R
with respect to pushforward arrows. The space of Cartier classes on Xq is defined
to be the inductive limit
C(Xq) := lim−−−−→
Xpi∈Cq
N1q (Xpi)R
with respect to pullback arrows. As in Section 3.2, we embed C(Xq) in W (Xq).
The intersection pairing in N1q (Xpi) induced an intersection pairing W (X
q) ×
C(Xq)→ R. This pairing is perfect.
We identify W (Xq) to REq and C(Xq) to ⊕qER where Eq is the set of equivalence
classes of irreducible exceptional divisor above q.
There exists a continuous embedding Vq → W (Xq) defined by v 7→ Zqv :=
(bqEα
q(vqE ∧ v))E∈Eq . If v is divisorial, we see that Zqv is a Cartier class. By con-
tinuality, we can define the pairing (Zqv1 · Zqv2) := αq(v1 ∧ v2).
5.3. Dynamics on the local valuative tree. In this section, we recall some
background on dynamics on the local valuative tree.
Let (X, q) be a smooth germ of surface at a closed point q defined over an
algebraically closed field k. Pick a local coordinate (z, w) at q and set m := (z, w).
Let f : (X, q)→ (X, q) be a germ of dominant endomorphism of (X, q).
For any valuation v ∈ Vq, we define a valuation f∗(v) by f∗(v)(φ) := v(f ∗φ) =
v(φ ◦ f). In general, f ∗(v) is not normalized and may be identically +∞ in
m. The latter situation appears exactly when v = vC is a contracted curve
valuation i.e. C is a branch of curve at q contracted by f . Denote by Cf the
set of contracted curve valuation. Observe that Cf is finite. For v ∈ Vq, set
c(f, v) := min{v(f ∗x), v(f ∗y)} ∈ [0,∞]. Observe that c(f, v) = 0 if and only if
v ∈ Cf .
If v ∈ Vq is not a contracted curve valuation, f•(v) is defined to be c(f, v)−1f∗v
and we have min{f•(v)(x), f•(v)(y)} = 1. Then we have f•(v) ∈ Vq.
Set c(f) := c(f, ordq). Observe that c(f, v) is increasing in Vq and by [18,
Proposition 7.14] we have c(f, v) ≤ αq(v)c(f).
See [11, Theorem 3.1], we can extend the map f• : Vq \ Cf → Vq to a unique
continue endomorphism Vq → Vq.
Then we recall [11, Proposition 3.4] as follows:
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Proposition 5.2. The subset T qf of Vq where c(f, •) is not locally constant is a
finite closed subtree of Vq. Its maximal elements are exactly the maximal elements
in the finite set Eqf consisting of divisorial valuations v with f•v = ordq and of
contracted curve valuations
Next, we recall
Definition 5.3. [11, Definition 4.1]The asymptotic attraction rate of f is c∞(f) :=
limn→∞ c(fn)
1
n .
This limit exists and does not dependent on the choice of coordinate.
Observe that, if df(q) = 0, then we have c∞(f) > 1.
Definition 5.4. We say a valuation v∗ ∈ Vq is an eigenvaluation if it satisfies the
following conditions:
(i) f•v∗ = v∗;
(ii) d(f, v∗) = c∞;
(iii) either v∗ is divisorial or there exists an arbitrary small neighborhood U
of v∗ taking form U = {v, v > v1} or U = {v, v2 > v ∧ v2 > v1} such that
f•U ⊆ U.
We recall
Theorem 5.5. [11, Theorem 4.2, Proposition 5.2] If f is dominant with c∞(f) >
1 at q, then there exists an eigenvaluation v∗ in Vq.
An eigenvaluation v∗ is said to be attracting if it has a neighborhood U in Vq
such that for any valuation v ∈ U we have fn• (v)→ v∗ as n→∞.
Recall that a fixed point germ is called rigid if its critical set is contained in a
totally invariant set with normal crossings.
Theorem 5.6. [11, Theorem 5.1] Suppose that f is dominant with c∞(f) > 1
and v∗ is an eigenvaluation in Vq. Then one can find a modification pi : (X˜, p)→
(X, q) such that the lift f˜ of f is regular at p, f˜(p) = p and f˜ : (X˜, p) → (X˜, p)
is rigid. Moreover, if v∗ is nondivisorial and attracting, we may ask p to be the
center of v∗ in X˜ and df˜(p)2 = 0.
Finally we prove a technical lemma which is useful in the rest of the paper.
Lemma 5.7. Let C be an irreducible formal curve in X containing q such that
f ∗C = dC and f∗C = mC locally. If d > m, then there exists w1 < vC arbitrary
close to vqC such that for any v ∈ W := {v ∈ V1| v∧vqC > w1}, we have fn• (v)→ vqC
as n → ∞ and f•(W ) ⊆ W. Moreover, for any M > 0, there exists N ≥ 0 such
that {v ∈ Vq| αq(v) ≤M} ⊆ f−N• (W ).
In particular, for any v ∈ Vq satisfying α(v) < +∞ we have fn• (v) → vqC as
n→∞.
Proof. Since f ∗C = dC, we have f ∗Zq
vqC
= dZq
vqC
. For all v ∈ Vq and n ≥ 0, we
have
αq(vC ∧ v) = 1/dn(f ∗nZqvqC · Z
q
v)
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= c(fn, v)/dn(Zq
vqC
· Zqfn• (v)) = c(f
n, v)/dnαq(vqC ∧ fn• (v)).
Let P be any polynomial in k[x, y], we have vqC(f
∗P ) = mvqC(P ). It follows
that d(f, vqC) = m. Since the function c(f, ·) is continuous on Vq and vC is a curve
valuation, there exists w1 < v
q
C such that c(f, v) < c(f, v
q
C) + 1/2 < d for all
v > w1. Set W := {v ∈ Vq| v > w1}, it follows that f•(W ) ⊆ W and for any
v ∈ W , fn• (v)→ vqC as n→∞.
For all n ≥ 0, we have c(fn) ≤ c(fn, vqC) = mn. It follows that c(fn, v) ≤
c(f)αq(v) ≤ mnαq(v) for all n ≥ 0 and all v ∈ V∞.
For any M ≥ 0, there exists N ≥ 0 such that dn
Mmn
> αq(w1). It follows that
for all v ∈ Vq satisfying α(v) ≤M , we have
αq(vqC ∧ fN• (v)) = dnc(fn, v)−1αq(vqC ∧ v) ≥ dnc(fn, v)−1 ≥
dn
Mmn
> αq(w1).
It follows that fN• (v) ∈ W and then fn• (v)→ vqC as n→∞. 
5.4. Compute local intersection of curves at infinity. Let C1, C2 be two
formal curves at infinity. The aim of this section is to compute the local inter-
section of them.
Denote by l∞ the line at infinity in P2k. Set mi := (Ci · l∞) for i = 1, 2. Pick
a compactification pi : X → P1k which dominates P2k such that centers qi of the
strict transform pi#i Ci’s of Ci’s are distinct, each qi lies in a unique irreducible
exceptional divisor Ei and Ci is smooth at qi for i = 1, 2. We may suppose that
Ei 6= l∞ for i = 1, 2.
Write pi∗Ci = pi
#
i Ci + Zi where Zi ∈ N1(X)R for i = 1, 2. It follows that we
have
(Zi · Ei) =
(
(pi∗Ci − pi#Ci) · Ei
)
= (Ci · pi∗Ei)− (pi#Ci · Ei) = −1;
(Zi · pi#l∞) =
(
(pi∗Ci − pi#Ci) · pi#l∞
)
= mi;
and
(Zi · E) =
(
(pi∗Ci − pi#Ci) · E
)
= 0
for irreducible exceptional divisor E different from Ei and pi
#l∞. Observe that
we have
mi = (Ci · l∞) = (pi#Ci · pi∗l∞) = bEi
for i = 1, 2.
It follows that Zi = miZ− deg−bEiZvEi = mi(Z− deg−ZvEi ). Then the coefficient
of Zi of an irreducible exceptional divisor E of X is bEmi(1− α(vE ∧ vEi)).
Then we have
(C1 · C2) = (pi∗C1 · pi∗C2) =
(
(pi#C1 + Z1) · (pi#C2 + Z2)
)
= (Z1 · Z2) + (pi#C1 · Z2) + (pi#C2 · Z1)
= m1m2(−1 + α(vE ∧ vEi)) + 2m1m2(1− α(vE1 ∧ vE2))
= m1m2(1− α(vE1 ∧ vE2)) = m1m2(1− α(vC1 ∧ vC2)).
Then we have the following
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Proposition 5.8. If C1, C2 are two formal curves at infinity, then we have
(C1 · C2) = (C1 · l∞)(C2 · l∞)(1− α(vC1 ∧ vC2)).
6. The dynamical Mordell-Lang Theorem near a superattracting
point
In this section, we study the dynamical Mordell-Lang Theorem when C passing
through a superattracting point.
We begin with the following simple property.
Proposition 6.1. Let X be a smooth projective variety defined of a valued field
(K, | · |). Let f : X 99K X be a rational endomorphism on X defined over K.
Endow X(K) the topology induced by | · |. Let q be a K-point in X satisfying
(i) f(q) = q;
(ii) q 6∈ I(f);
(iii) df(q) = 0.
Let C be a curve in X satisfying q 6∈ C. Let p be a K-point in X satisfying
fn(p) 6∈ I(f) for all n ≥ 0. If there exists a sequence nj such that fni(p) → q as
i→∞, then the set {n| fn(p) ∈ C} is finite.
Proof. Since df(q) = 0 and q 6∈ C, there exists a neighborhood U of q satisfying
U ∩ I(f) = ∅, U ∩ C(K) = ∅ and f(U) ⊆ U. Observe that fn(p) is defined over
K for all n ≥ 0. Since fni(p) → q as i → ∞, there exists m ≥ 0 such that
fm(p) ∈ U . It follows that fn(p) ∈ U for all n ≥ m. Then we have fn(p) 6∈ C for
all n ≥ m which conclude our proof. 
Let f : A2 → A2 be a dominant polynomial morphism defined over Q. Let X be
a compactificaiton defined over Q. Then f extends to a rational endomorphism
on X. Let q be a closed point in X∞ satisfying
(i) f(q) = q;
(ii) q 6∈ I(f);
(iii) df(q) = 0.
Theorem 5.5 implies that there exists an eigenvaluation v∗ ∈ Vq for f . Then we
have the following
Theorem 6.2. Let C be an irreducible curve in X containing q. Let C1 be a
branch of C at q such that the valuation vC1 ∈ Vq satisfies fn• (vC1) → v∗ as
n → ∞. If v∗ is attracting and nondivisorial, and vc1 6= v∗, then C is not
preperiodic and for any point p ∈ A2Q which is not preperiodic under f , the set
{n ∈ N| fn(p) ∈ C} is finite.
Proof of Theorem 6.2. By contradiction, we suppose that there exists an infinite
sequence {n1 < · · · < ni < ni+1 < · · · } such that fni(p) ∈ C for all i ≥ 1.
By Theorem 5.6, we may suppose that fn• (v) → v∗ for all v ∈ Vq as n → ∞.
By Theorem 5.6 again, there exists a birational morphism pi : X˜ → X which
is an isomorphism above X \ {q} such that the center Q of v∗ is not contained
in the strict transform pi#(C) of C. Lift f to a rational map f˜ on X˜. We may
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suppose that Q 6∈ I(f˜), f˜(Q) = Q and df˜(Q) = 0. Set C˜ := pi#C. Observe that
Q ∈ f˜N1(C˜) for some N1 ≥ 1 since fn• (vC1)→ v∗. Set p˜ := pi−1(p).
Let K be a number field such that p˜, X˜, f˜ , Q and C˜ are all defined over K. For
any place v of K, endow X(K) with a metric dv induced by v.
We have f˜ni(p˜) ∈ C˜ and then f˜ni+N1(p˜) ∈ fN1(C˜). Since Q is supperattacting,
by [27, Proposition 6.2], there exists one place v of K such that f˜n(p˜)→ Q with
respect to the topology on X with respect to | · |v. We conclude our proof by
Proposition 6.1. 
The following corollary comes from Theorem 6.2 immediately.
Corollary 6.3. Let f : A2 → A2 be a dominant polynomial morphism defined
over Q. Let X be a compactificaiton defined over Q. Then f extends to a rational
endomorphism on X. Let q be a closed point in X \ A2 such that in some local
coordinates at q, f takes form (xs, yd) for 2 ≤ s ≤ d− 1. Let C be an irreducible
curve in X containing q. Let p be a closed point in A2(Q). If C is not fixed and
p is not preperiodic, then the set {n ∈ N| fn(p) ∈ C} is finite.
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Part 3. The Dynamical Mordell-Lang Conjecture
In this section, we give some basic observations on the Dynamical Mordell-Lang
Conjecture and prove Theorem 0.3 as an application of these observations.
We first notice the following
Proposition 6.4. Let f : A2Q → A2Q be a polynomial endomorphism defined over
Q. Let C be an irreducible curve in A2Q and p be a closed point in A
2
Q. If f is
not dominant, then the set {n ∈ N| fn(p) ∈ C} is a finite union of arithmetic
progressions.
Proof of Proposition 6.4. We suppose that the set {n ∈ N| fn(p) ∈ C} is infinite.
If f in the Main Theorem is not dominant, f(A2Q) is an irreducible subvariety in
Q of dimension at most one.
If dim f(A2Q) = 0, then f
n(p) = f(p) for all n ≥ 1. Proposition 6.4 holds in
this case.
If dim f(A2Q) = 1 and C = f(A
2
Q), then f
n(p) ∈ C for n ≥ 1 which conclude
our proposition.
If dim f(A2Q) = 1 and C 6= f(A2Q), then C ∩ f(A2Q) is finite. It follows that p is
preperiodic which concludes our proposition. 
In the rest of our paper, we suppose that f is dominant.
7. The DML property
As in [28], we introduce the following
Definition 7.1. Let X be a smooth surface defined over an algebraically closed
field, and f : X 99K X be a rational endomorphism. We say that the pair (X, f)
satisfies the DML property for a curve C if for any closed point p ∈ X such that
fn(p) 6∈ I(f) for all n ≥ 0, the set {n ∈ N| fn(p) ∈ C} is a union of at most
finitely many arithmetic progressions.
We say that the pair (X, f) satisfies the DML property if it satisfies the DML
property for all curve C in X.
The DML property is equivalent to the following property.
Proposition 7.2. [28, Proposition 4.2]Let X be a smooth surface defined over
an algebraically closed field, and f : X 99K X be a rational transformation. The
following statements are equivalent.
(1) The pair (X, f) satisfies the DML property.
(2) For any irreducible curve C on X and any closed point p ∈ X such that
fn(p) 6∈ I(f) for all n ≥ 0 and the set {n ∈ N|fn(p) ∈ C} is infinite, then
p is preperiodic or C is periodic.
(3) For any irreducible curve C on X and any closed point p ∈ X such that
fn(p) 6∈ I(f) for all n ≥ 0 and the set {n ∈ N|fn(p) ∈ C} is infinite, then
p is preperiodic or C is preperiodic.
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Proof of Proposition 7.2. We first prove the equivalence of (1) and (2).
Suppose (1) holds. Let C be any curve in X and p be a closed point in X
such that fn(p) 6∈ I(f) for all n ≥ 0. Assume that the set {n ∈ N| fn(p) ∈ C}
is infinite. The DML property of (X, f) implies that there are integers a > 0
and b ≥ 0 such that fan+b(p) ∈ C for all n ≥ 0. If p is not preperiodic, the set
Oa,b := {fan+b(p)| n ≥ 0} is Zariski dense in C and fa(Oa,b) ⊆ Oa,b. It follows
that fa(C) ⊆ C, hence C is periodic.
Suppose (2) holds. If the set S := {n ∈ N| fn(p) ∈ C} is finite or p is
preperiodic, then there is nothing to prove. We may assume that S is infinite
and p is not preperiodic. The property (2) implies that C is periodic. There
exists an integer a > 0 such that fa(C) ⊆ C. We may suppose that f i(C) 6⊆ C
for 1 ≤ i ≤ a − 1. Since p is not preperiodic, there exists N ≥ 0, such that
fn(p) 6∈ (∪1≤i≤a−1f i(C)) ∩ C for all n ≥ N. So S \ {1, · · · , N − 1} takes form
{an+ b| n ≥ 0} where b ≥ 0 is an integer, and it follows that (X, f) satisfies the
DML property.
So we only need to show that (3) implies (2).
We suppose that there exists a closed point p ∈ X such that fn(p) 6∈ I(f) for
all n ≥ 0 and the set {n ∈ N|fn(p) ∈ C} is infinite. Moreover we may suppose
that C is preperiodic.
If C is not periodic, there exist m > 0 such that fm(C) is periodic. Then
∪∞i=mf i(C) is a union of finitely many irreducible curves and fn(p) ∈ ∪∞i=mf i(C)
for n ≥ m. Since C is not periodic, C ∩ ∪∞i=mf i(C) is finite. It follows that p is
preperiodic, which is a contradiction. 
Theorem 7.3. Let X be a smooth surface defined over an algebraically closed
field, and f : X 99K X be a rational endomorphism, then the following properties
hold.
(i) For any m ≥ 1, (X, f) satisfies the DML property if and only if (X, fm)
satisfies the DML property.
(ii) Suppose U is an open subset of X such that the restriction f|U : U → U
is a morphism. Then (X, f) satisfies the DML property, if and only if
(U, f|U) satisfies the DML property.
(iii) Suppose pi : X ′ → X is a generic finite morphism between smooth pro-
jective surfaces, and f : X 99K X, f ′ : X ′ 99K X ′ are two rational maps
satisfying pi◦f ′ = f ◦pi. For any curve C in X, if the pair (X ′, f ′) satisfies
the DML property for pi−1(C), then (X, f) satisfies the DML property for
C.
Proof of Theorem 7.3. (i). The ”only if” part is trivial, so that we only have to
deal with the ”if” part. We assume that (X, fm) satisfies the DML property. Let
C be a curve in X and p be a point in X such that fn(p) 6∈ I(f) for all n ≥ 0.
Suppose that the set {n ∈ N| fn(p) ∈ C} is infinite. Since
{n ∈ N| fn(p) ∈ C} =
m−1⋃
i=0
{n ∈ N| fnm(f i(p)) ∈ C},
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then for some i, the set {n ∈ N| fnm(f i(p)) ∈ C} is also infinite. Since (X, fm)
satisfies the DML property, C is periodic or f i(p) is preperiodic. It follows that
C is periodic or p is preperiodic.
(ii). If (X, f) satisfies the DML property, since f|U : U → U is a morphism,
(U, f|U) satisfies the DML property.
Conversely suppose that (U, f|U) satisfies the DML property. Let C be an
irreducible curve in X, p be a closed point in X such that fn(p) 6∈ I(f) for all
n ≥ 0 and the set {n ∈ N|fn(p) ∈ C} is infinite. The set E = X − U is a proper
closed subvariety of X. If p ∈ U , then we have that C 6⊆ E. Since (U, f|U) satisfies
the DML property, we have either p is preperiodic or C is periodic. Otherwise,
we may assume that for all n ≥ 0, fn(p) ∈ E, then the Zariski closure D of
{fn(p)| n ≥ 0}, is contained in E. We assume that p is not preperiodic, then
C ⊆ D. Since D is fixed, we have that C is periodic.
(iii). Let p ∈ X be a nonpreperiodic point satisfying fn(p) 6∈ I(f) of all n ≥ 0
and C be an irreducible curve in X. Suppose that the set {n ∈ N| fn(p) ∈ C}
is infinite. The set I(f ′) is finite, so its image pi(I(f ′)) is finite. Let S be the
set of point x in X satisfying pi−1(x) is infinite. Then S is finite. Since p is not
preperiodic, there exists N ≥ 0 such that fn(p) 6∈ pi(I(f ′)) ∪ S for all n ≥ N. By
replacing p by fN(p), we may suppose that N = 0. Let q be a point in pi−1(p).
We have f
′n(q) 6∈ I(f ′) and the set {n ∈ N| f ′n(q) ∈ pi−1(C) \ pi−1(S)} is infinite.
Then there exists an irreducible component C ′ of pi−1(C) satisfying pi(C ′) = C
and the set {n ∈ N| f ′n(q) ∈ C ′} is infinite. We see that q is not preperiodic, so
C ′ is periodic. It follows that C is periodic, which concludes our proof. 
8. Constraints on the geometry of the target curve
In this section the situation is as follows: f is a dominant polynomial map of
A2 defined over Q¯, C is an irreducible curve in A2Q containing infinitely many
iterate of a non-preperiodic point p ∈ A2(Q). The follows theorem gives us some
constraints on the geometry of C.
Theorem 8.1. Let f be a dominant endomorphism on A2 defined over Q, C an
irreducible curve in A2Q and p be a closed point in A
2(Q).
If the set {n ≥ 0|fn(p) ∈ C} is infinite and p is not f -preperiodic, then there
exists a sequence of rational curves {Ci}i∈Z with at most two branches at infinity
such that
(i) C0 = C;
(ii) f(Ci) = Ci+1;
(iii) for all i ∈ Z, the set {n ≥ 0|fn(p) ∈ Ci} is infinite.
Since f is polynomial, the number branches of Ci is increasing as i→ −∞ but
bounded by two. So there exists N ≤ 0, such that the number of branches of Ci
is stable when i ≤ N . So we have the following
Remark 8.2. By replacing C by Cj for some j ≤ 0, we may suppose that for
all j ≤ 0, number of places of Cj at infinity are the same number s ∈ {1, 2}.
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Let Cji ’s be branches of C
j, we may suppose that f(Cji ) = C
j+1
i for j ≤ −1 and
1 ≤ i ≤ s.
The following theorem shows how to apply this sequence of curves to the Dy-
namical Mordell-Lang Conjecture.
Theorem 8.3. Let f be a dominant endomorphism on A2 defined over Q that is
not birational.
Pick any smooth projective compactification X of A2 and suppose that there
exists a sequence of irreducible curves in X satisfying f(Ci) = Ci+1 for i ≤ −1
and such that supi∈Z−(C
i · L) is bounded for some ample line bundle L → X.
Then the pair (X, f) satisfies the DML property for the curve Ci for some i ≤ 0.
8.1. Proof of Theorem 8.1. We first fix some notations:
• K is a number field;
• MK is the set of places on K;
• M∞K is the set of archimedean places on K;
• S is a finite set of places of K containing all the archimedean places;
• OK,S is the ring of S-integers.
Theorem 8.1 is a corollary of the Siegel’s Theorem (see [15] for details).
Theorem 8.4 (Siegel’s Theorem). Let C be a curve over a number field K and
g ∈ K(C) be a nonconstant rational function on C. If either C is not rational or
g has at least three distinct poles, then the set {p ∈ C(K)|g(p) ∈ OK,S} is finite.
Next we recall two obvious facts.
• If C ∈ A2(K) is a plane curve which has at least 3 branches at the
infinity, by taking g = ax + by where x, y are the coordinate functions
and a, b are two general integers, Siegel’s Theorem shows that the set of
S-integral points of C i.e. {(x, y) ∈ C(K)|x, y ∈ OS} is finite.
• If f : A2 → A2 is a polynomial endomorphism of A2 whose coefficients
are all contained in OK,S, and p ∈ A2(K) is a S-integer point. For any
n ≥ 0, fn(p) is a S-integer point.
Then we have the following
Proof of Theorem 8.1. We may suppose that there exists a number field K, such
that f and p are all defined over K. Further we may suppose that there exists
a finite set S of MK containing M∞K such that all coordinates of p and all
coefficients of f are contained in OK,S. It follows that all points in the orbit of p
are S-integral points.
For i ≥ 0, we just set Ci := f i(C). For j ≤ −1, we construct this sequence by
induction. If we have Ci for some i ≤ 0 such that the set {n ≥ 0| fn(p) ∈ Ci}
is infinite. Then the set {n ≥ 0| fn(p) ∈ f−1(Ci)} is infinite. There exists an
irreducible component Ci−1 of f−1(Ci) such that the set {n ≥ 0| fn(p) ∈ Ci−1}
is infinite. By Theorem 8.4, Ci−1 is rational, has at most two branches at infinite
and satisfies f(Ci−1) = Ci.

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8.2. Proof of Theorem 8.3. Theorem 8.3 is the corollary of the following more
general result.
Proposition 8.5. Let X be a smooth rational surface defined over an algebraically
closed field and f : X 99K X be a dominant rational endomorphism on X with
λ2 ≥ 2. Let L be an ample line bundle and let {Ci}i≤0 be a sequence of distinct
curves in X satisfying f(Ci) = Ci+1 for i ≤ −1.
If that there exists M > 0 such that (Ci ·L) ≤M , then up to a positive iterate
there exists a generic finite cover g : X ′ → X with a rational endomorphism
f ′ : X ′ 99K X ′ satisfying f ◦ g = g ◦ f ′ such that we have that f ′ preserves a
rational fibration pi and for some i ≤ 0, every component of g−1(Ci) contains in
a fiber of pi.
Proof of Theorem 8.3. Let p be a closed point in X such that fn(p) 6∈ I(f) for
all n ≥ 0 and the set {n ≥ 0| fn(p) ∈ C} is infinite. By Proposition 7.2, we
may suppose that C is not periodic and p is not preperiodic. Then the curves
Ci’s, i ≤ −1 are distinct. Since there exists M > 0 such that (Ci · L) ≤ M ,
by Proposition 8.5, up to a positive iterate there exists a generic finite cover
g : X ′ → X with a rational endomorphism f ′ : X ′ 99K X ′ satisfying f ◦ g = g ◦ f ′
such that we have that f ′ preserves a rational fibration pi and for some i ≤ 0, every
component of g−1(Ci) is contained in a fiber of pi. Pick any point q ∈ g−1(p).
By replacing p by fn(p) for some n ≥ 0, we may suppose that (f ′)n(q) 6∈ I(f ′)
for all n ≥ 0. Then set of n ≥ 0 such that (f ′)n(p) ∈ g−1(C) is infinite. Pick
C ′ an irreducible component of g−1(C) for which the set {n ≥ 0| (f ′)n ∈ C ′} is
infinite. Then pi(C ′) is a periodic points. It follows that C ′ is periodic and then
C is periodic. 
Proof of Proposition 8.5. There exist a smooth projective surface Γ, a birational
morphism pi1 : Γ → X and morphism pi2 : Γ → X satisfying f = pi2 ◦ pi−11 .
We denote by f∗ the map pi2∗ ◦ pi∗1 : DivX → DivX. Let Epi1 be the union of
exceptional irreducible divisors of pi1 and E be the set of effective divisors in X
supported by pi2(Epi1). It follows that for any curve C in X, there exists D ∈ E
such that f∗C = deg(f |C)f(C) +D.
For any effective line bundleK ∈ Pic(X), the projective spaceHK := P(H0(K))
parameterizing the curves C in the linear system |K|. Since Pic0(X) = 0, for any
l ≥ 0, there are only finitely many effective line bundle satisfying (K · L) ≤ l.
Then H l :=
∐
(K·L)≤lHK is a finite union of projective spaces and it parame-
terizing the curves C in X satisfying (C · L) ≤ l.
There exists d ≥ 1 such that dL − f ∗L is nef. Then for any curve C in X,
we have (f∗C · L) = (C · f ∗L) ≤ d(C · L). It follows that f∗ induce a morphism
F : H l → Hdl by C → f∗C for all l ≥ 1. For all l ≥ 1, a ∈ Z+ and D ∈ E,
there exists an embedding ia,D : Hl → Hal+(D·L) by C 7→ aC+D. Let Z1, · · · , Zm
be all irreducible components of the Zariski closure of {Cj}j≤−1 in HM whose
dimensions are maximal. For any i ∈ {1, · · · ,m}, there exists l ≤ M such that
(C ·L) = l for all C ∈ Zi. Let S be the finite set of pairs (a,D) where a ∈ Z+, D ∈
E satisfying al+(D ·L) ≤ dM . Then we have F (Zi) ⊆ ∪j=1,··· ,m∪(a,D)∈S ia,D(Zj).
It follows that there exists a unique ji ∈ {1, · · · ,m}, and a unique (a,D) ∈ S
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such that F (Zi) = ia,D(Zji). Observe that, the map i 7→ ji is an one to one map
of {1, · · · ,m}. By replacing f by a positive iterate, we may suppose that ji = i
and F (Zi) ⊆ iaZi ,DZiZi for all i = 1, · · · ,m. Set Y := Z1, a = aZ1 , D = DZi and
T = i−1aZ1 ,DZ1 ◦ F |Y .
Observe that Y is a projective variety and T is an endomorphism on Y. LetK be
the line bundle such that P(H0(X,K)) contains Y , H the hyperplane line bundle
on P(H0(K)) and H ′ be the hyperplane line bundle on P(H0(f∗K)). Observer
that i∗a,DH
′ = H⊗a and F ∗(H) = H⊗λ2 where λ2 is the topological degree of f .
It follows that T ∗(H|⊗aY ) = H|⊗λ2Y . It follows that the topological degree of T is
(λ2/a)
dimY . Then λ2/a is a positive integer.
Let S be the subvariety of Y ×X whose set of closed point is {(C, q)| q ∈ C}.
Denote by p1 : S → Y and p2 : S → X the projections to the first and the second
coordinates. For any i ≥ N , Ci is a fiber of pi1 and it is irreducible. Set R be the
infinite set of j ≤ 0 such that Cj ∈ Y . Since {Cj}j∈R is dense in Y , we have the
following properties.
(1) The generic fiber of p1 is irreducible.
(2) Every fiber of p1 is dimensional 1.
(3) The restriction of p2 on a fiber of p1 is an embedding.
(4) The images of two different p1-fibers by p2 are different.
Observe that S is invariant by the rational endomorphism T×f : Y ×X 99K Y ×X
and then denote by fS the restriction of T × f to S.
Then the diagram
X
f // X
S
fS //
p1

p2
OO
S
p1

p2
OO
Y
T // Y
commutes.
For a general point C ∈ Y , set T−1(C) = {C1, · · · , C(λ2/a)dimY }. If we view
them as curves in X, we have f∗(Ci) = aC + D for i = 1, · · · , (λ2/a)dimY . For
a general points p in C, the number of its preimages by f |Ci is a. So we have
λ2 = #f
−1(q) ≥ a(λ2/a)dimY .
If λ2/a ≥ 2, we have dimY = 1. Then S is a surface which concludes our
Proposition.
Otherwise, we have λ2 = a. Then T is an automorphism. Since λ2 ≥ 2,
by replacing f by a positive iterate, we may suppose that λ2 > (K · K). Let
p be a general point in X and C be a point in Y such that p ∈ C, we have
#(f−1(p) ∩ T−1(C)) = a = #f−1(p). It follows that f−1(p) ⊆ T−1(C). If there
exists another point C ′ ∈ Y containing p, then we have f−1(p) ⊆ T−1(C) ∩
T−1(C ′). It follows that (K ·K) = (T−1(C) ·T−1(C ′)) ≥ #(T−1(C)∩T−1(C ′)) ≥
λ2 which contradicts our assumption. Then there are only one C ∈ Y containing
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p. In other words, p2 is birational. Then S is a surface and Y is a curve which
conclude our Proposition. 
Finally, we prove a technical result which shows that how to use Theorem 8.1
to construct a sequence of curves satisfying the conditions in Proposition 8.5.
Let f : A2k → A2k be a dominate polynomial endomorphism on A2k. Let X ∈ C
be a compactification of A2k and we extend f to a rational endomorphism of X.
There exists a smooth projective surface Y a birational morphism pi1 : Y → X
and a morphism pi2 : Y → X satisfying f = pi2◦pi−11 . Set f ∗ = pi1∗◦pi∗2 : Div(X)→
Div(X).
Definition 8.6. Let E ′ be any irreducible curve in X \ A2k. If pi2 contracts all
irreducible curves in pi∗2(E
′) except pi#1 E
′, then we say that E ′ is totally invariant
by f .
Remark 8.7. In fact, E ′ is totally invariant if and only if vE′ is totally invariant
by f•. Moreover we have f ∗E ′ = d(f, vE′)E ′.
Definition 8.8. Let C and C ′ be two distinct irreducible curves in a projective
surface X, and B a set of points in X. Denote by (C · C ′ \ B) the sum of local
intersection numbers of C and C ′ outside B.
Let {Cj}j≤0 be a sequence of curves with s = 1 or 2 branches at infinity
satisfying f(Cj) = Cj+1 for j ≤ −1. Let Cji ’s be branches of Cj and suppose
that f(Cji ) = C
j+1
i for j ≤ −1 and 1 ≤ i ≤ s.
Theorem 8.9. Let E be the union of all totally invariant curves lying in the
divisor at infinity X \ A2k and suppose that f ∗E = dE for some d ≥ 1.
Denote by E the subset of points q ∈ E whose orbit under f |E is periodic, and
contains either a point of indeterminacy of f , or a singular point of X∞, or a
critical point for f |E.
Let G be the set of index 1 ≤ i ≤ s such that for all j ≤ 0 the center qji of Cji
are contained in E \ I(f). Let D be an effective ample divisor supposed by X \A2k
and DE part of D supported by E.
If C0 ∩ (E \ E) 6= ∅ and ∑i∈G(DE · Cji ) ≥ ε(D · Cj) for some ε > 0 and all
j ≤ 0, then supi∈Z−(Ci ·D) is bounded.
Proof of Proposition 8.9. Let E1, · · · , Em be all irreducible components of E. For
any i = 1, · · · ,m and y ∈ Ei, set U(y) open set in V∞ consisting by the valuations
presented the vector corresponding to y. Since vEi is totally invariant under f•,
for any valuation v ∈ U(t) satisfying d(f, v) > 0, we have f•(v) ∈ U(f |Ei(y)). Set
qji := C
j
i ∩X∞.
Let E ′ be an irreducible component of E. Observer that if qji ∈ E, then
qj+1i = f |E(qji ). Since E is totally invariant, we have qji ∈ E if and only if q0i ∈ E.
If qji ∈ E, then qj+1i = f |E(qji ).
We may suppose that q01 ∈ E1 \ E . By replacing C by C−l for l large enough,
we may suppose that for all j ≤ 0, we have f |E1 is not ramified at q01.
Pick a neighborhood Uj,1 of q
j
1 for j ≤ 0 and i ∈ G, we may suppose that
in some local coordinate f : Uj,1 → Uj+1,1 has form (x, y) 7→ (x, yd). In these
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coordinates, E1 = {y = 0}. It follows that deg f |Cj1 is at most d. Since C is
irreducible, we have deg f |Cj = deg f |Cj1 ≤ d.
Pick E ′ an irreducible component of E. If q0i ∈ E ′, then we have
(Cji · E ′) = 1/d(Cji · f ∗E ′) = (deg(f |Cji )/d)(C
j+1
i · E ′) ≤ (Cj+1i · E ′)
for all i ≤ −1.
If q0i 6∈ E ′, then (Cji · E ′) = 0 for all j ≤ 0.
We have
(D · Cj) ≤ 1/ε
∑
i∈G
(DE, C
j
i ) ≤ 1/ε
∑
i∈G
(DE, C
j+1
i ) ≤ 1/ε
∑
i∈G
(DE · C0i )
for all j ≤ −1. By Proposition 8.5, we conclude our Proposition. 
9. The proof of Theorem 0.3
In this section, we denote by k := Q the field of algebraic numbers.
We first recall the setting:
Let f := (F1(x1), · · · , Fm(xm)) be an endomorphism on Am defined over k. Let
C be any irreducible curve in Am defined over k and p be any point in Am(k).
We need to show that the set {n ≥ 0|fn(p) ∈ C} is a finite union of arithmetic
progressions.
When m = 1, the statement is trivial.
9.1. The case m = 2. When m = 2, Theorem 0.3 immediately comes from our
Main theorem. Here we give a direct proof of it to see how can we use the results
in Part 3 to the Dynamical Mordell-Lang Conjecture.
Since F1, F2 can extend to endomorphisms of P1k, f extends to an endomorphism
on X := P1k × P1k. Then f preserves the two projection pii, i = 1, 2 the the i−th
coordinate. Denote by di the degree of Fi for i = 1, 2. Suppose that C is
irreducible and the set {n| fn(p) ∈ C} is infinite.
We first treat the case d1 6= d2. We may suppose that d1 > d2.
If C is a fiber of pi1 or pi2, the conclusion is trivial. So we may assume that pii|C
is dominate with degree ci > 0 for i = 1, 2. Set x
n
i := F
n
i (x
0
i ) and p
n := fn(p) =
(xn1 , x
n
2 ) for i = 1, 2 and n ≥ 0.
If there exists one i = 1, 2 such that x0i is preperiodic, by replacing f by some
positive iterate and p by some pk for k ≥ 0, we may suppose that x0i is fixed by
Fi. Then we conclude our theorem by induction hypothesise.
We suppose that x0i is not Fi preperiodic for i = 1, 2. The set {n|fn(p) ∈ C}
can be written as an increase sequence {nk}k≥1.
Denote by h the naive height function on P1 which is a Weil height with respect
to the ample line bundle L := OP1(1). Then h ◦ pii is a Weil height with respect
to the line bundle Li = pi
∗
iL|C which has degree ci for i = 1, 2. Then we have
h ◦ pii(pn) = h(xni ) = h(F n(x0i ))
for all i = 1, 2 and n ≥ 0.
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For any i = 1, 2, x0i is not Fi-preperiodic, hence here exists Ci > 0 ,Di > 0 such
that
Ci(di − 1/3)n −Di ≤ h(F ni (x01)) ≤ Ci(di + 1/3)n +Di.
Since d1 > d2, we have d1 − 1/3 > d2 + 1/3, so we have
lim
k→∞
h ◦ pi1(pnk)/h ◦ pi2(pnk) = +∞.
This contradicts the following
Lemma 9.1 ([15]). Let C be a projective curve over a number field K and L1, L2
be two ample line bundles on X over K with degrees d1 and d2. If h1, h2 are
Weil heights with respect to L1 and L2 and {xn}n≥0 is an infinite set of points in
C(K), then we have limn→∞ h1(xn)/h2(xn) = d1/d2.
Then we treat the case d := d1 = d2. If d = 1, we have that f is an auto-
morphism. Then we may conclude our Theorem by [1] in this case. So we may
suppose that d ≥ 2. Let Ei be the section of pii at infinity for i = 1, 2. Then
f |Ei = Fi for i = 1, 2 and X \ A2k = E1 ∪ E2.
If C is a fiber of pi1 or pi2, the conclusion trivially holds. So we may suppose
that C∩E1 6= ∅. If C passes the point O := E1∩E2, we conclude by the following
Lemma 9.2. Let f : A2k → A2k be a polynomial endomorphism on A2k and C be
a curve in A2k. let X be a compactification of A2k in C such that f extends to an
endomorphism on X. Suppose that f ∗(X \ A2k) = d(X \ A2k) for some d ≥ 2. Let
q be a point in X \A2k which is totally invariant and locally f takes form (xd, yd).
If C passes through q, then (X, f) satisfies the DML property for the curve C.
So we may suppose that C ∩ (E1 \ {O}) 6= ∅.
By Theorem 8.1, we construct a sequence of rational curves {Ci}i∈Z with at
most two places at infinity such that
(i) C0 = C;
(ii) f(Ci) = Ci+1;
(iii) for all i ∈ Z, the set {n ≥ 0|fn(p) ∈ Ci} is infinite.
By replacing C by Cj for some j ≤ 0, we may suppose that for all j ≤ 0,
number of places of Cj at infinity are the same number s ∈ {1, 2}. Let Cji ’s be
branches of Cj, we may suppose that f(Cji ) = C
j+1
i for j ≤ −1 and 1 ≤ i ≤ s.
If C passes through a f |E1-critical periodic point q ∈ E \ {O}, by replacing f
by a positive iterate, we may suppose that q is fixed by f . In a suitable local
coordinate at q, f takes form (x, y) 7→ (xs, yd) where 2 ≤ s ≤ d. When s = d, we
conclude by Lemma 9.2. When 2 ≤ s ≤ d− 1, we conclude by Corollary 6.3.
Then we may suppose that there exists a point q1 ∈ C ∩ (E1 \ {O}) which is
not a critical periodic point for f . Set D = E1 + E2. Observe that D is ample.
By Proposition 8.9, supi∈Z−(C
i ·D) is bounded. Then we conclude the proof in
this case by Theorem 8.3.
Proof of Lemma 9.2. By Theorem 8.1, we construct a sequence of rational curves
{Ci}i∈Z with at most two places at infinity such that
(i) C0 = C;
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(ii) f(Ci) = Ci+1;
(iii) for all i ∈ Z, the set {n ≥ 0|fn(p) ∈ Ci} is infinite.
Since q is totally invariant, Cj passes through q for all j ≤ 0
By replacing C by Cj for some j ≤ 0, we may suppose that for all j ≤ 0,
number of places of Cj at infinity are the same number s ∈ {1, 2}. Let Cji ’s be
branches of Cj, we may suppose that f(Cji ) = C
j+1
i for j ≤ −1 and 1 ≤ i ≤ s.
Let C1 be a branch of C at q. Let E1, E2 be the formal curve locally defined
by {x = 0} and {y = 0}. Since E1, E2 are fixed by f , we may suppose that C1 is
different from both E1 and E2.
We define a sequence of surfaces pik : Xk → X by induction:
(i) Set X0 := X and pi0 := id.
(ii) Suppose that we have X0, · · · , Xk. If C1 does not pass through any sin-
gular point of pi−1k (E1 ∪ E2), we stop our progression.
(iii) If C1 is passing through one singular point of pi
−1
k (E1 ∪ E2), let Xk+1 be
the surface defined by blowup at this point in Xk.
(iv) Denote by C1 the strict transform of C1 in Xk. Then return to (i).
This progression terminates in finitely many steps and we get surfaces X0, · · · , Xl
for l ≥ 0.
It is easy to see that f is an endomorphism on Xl. At any singular point of
pi−1k (E1 ∪ E2), f locally conjugates to (x, y) 7→ (xd, yd). Let E be the unique
exceptional curve of pil which intersects C1 at one point. We see that E is totally
invariant and f |E can be written as z → zd. All the ramified points of f |E are
singular in pi−1k (E1 ∪ E2).
LetD be any ample divisor supported byXl\A2k, by Proposition 8.9, supi∈Z−(Ci·
D) is bounded. Then we conclude our Lemma by Theorem 8.3. 
9.2. The higher dimensional case. In the case m ≥ 3, we prove this theorem
by induction. Suppose that C is irreducible and the set {n| fn(p) ∈ C} is infinite.
Write p = (p1, · · · , pm) and denote by pii the projection from Am to the i-th
coordinate.
If there exists 1 ≤ i ≤ m such that pi is Fi preperiodic, by replacing f by some
positive iterate f l and p by f l(p), we may suppose that pi is fixed. Then f
n(p) ∈
pi−1i (pi) for all n ≥ 0. If C is not contained in pi−1i (pi), we have C∩pi−1i (pi) is finite
and then p is preperiodic. If C ⊆ pi−1(pi). By replacing Am by pi−1(pi) ' Am−1,
we conclude our theorem by the induction hypotheses.
So we may suppose that for all 1 ≤ i ≤ m, pi is non preperiodic by Fi. It
follows that pii(C) can not be a point for all i = 1, · · · ,m.
The fibration pi1,2 := pi1×pi2 : Am → A2 is persevered by f. By our hypotheses,
pi1,2(C) is periodic. By replacing f by some suitable positive iterate, we suppose
that pi1,2(C) is fixed by f . Observe that pi
−1
1,2(pi1,2(C)) is a divisor on Am.
The fibration pi2,··· ,m := pi2 × · · · × pim : Am → Am−1 is persevered by f.
By the induction hypotheses, pi2,··· ,m(C) is periodic. By replacing f by some
suitable positive iterate, we suppose that pi2,···m(C) is fixed by f . Observer that
pi−12,··· ,m(pi2,··· ,m(C)) is a surface.
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If pi−11,2(pi1,2(C)) contains pi
−1
2,··· ,m(pi2,··· ,m(C)), then we have
pi1,2(pi
−1
2,··· ,m(pi2,··· ,m(C))) ⊆ pi1,2(C).
Observe that
pi1,2(pi
−1
2,··· ,m(pi2,··· ,m(C))) = pi1,2(pi
−1
2 (pi2(C))) = A2.
Since pi1,2(C) is a curve, this is a contradiction.
So we have that pi−11,2(pi1,2(C)) does not contain pi
−1
2,··· ,m(pi2,··· ,m(C)), and then
D := pi−11,2(pi1,2(C))∩pi−12,··· ,m(pi2,··· ,m(C)) is dimensional 1 and it is fixed by f. Since
C is an irreducible component of D, we have that C is periodic. 
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Part 4. The resonant case λ21 = λ2
In this part, we prove the main theorem in the case that λ21 = λ2. By [12,
Theorem C], we have either deg(fn)  nλn1 or deg(fn)  λn1 . We will treat these
two cases separately.
10. The case λ21 = λ2 and deg(f
n)  nλn1
In this section, denote by k := Q, the field of algebraic numbers.
By [12, Theorem C], we may suppose that f takes form
f = (F (x), G(x, y)) = (F (x),
d∑
i=0
Ai(x)y
i)
where d = degF and degAd ≥ 1. In this case λ1 = d and λ2 = d2.
The aim in this section is to show
Theorem 10.1. If λ21 = λ2 and deg(f
n)  nλn1 , then the pair (A2k, f) satisfies
the DML property.
If d = 1, then f is birational. By [28, Theorem A], Theorem 10.1 holds. So we
may suppose that d ≥ 2 in the rest of this section.
10.1. Find an algebraically stable model. Our aim is to make f to be alge-
braically stable in a suitable Hirzebruch surface Fn for some n ≥ 0.
It is convenient to work with the presentation of these surfaces as a quotient
by (Gm)2, as in [19]. By definition, the set of closed point Fn(k) is the quotient of
A4(k) \ ({x1 = 0 and x2 = 0} ∪ {x3 = 0 and x4 = 0}) by the equivalence relation
generated by
(x1, x2, x3, x4) ∼ (λx1, λx2, µx3, µ/λnx4)
for λ, µ ∈ k∗. Denote by [x1, x2, x3, x4] the equivalence class of (x1, x2, x3, x4).
We have a natural morphism pin : Fn → P1 given by pin([x1, x2, x3, x4]) = [x1 : x2]
which makes Fn into be a locally trivial P1 fibration.
We shall look at the embedding
in : A2 ↪→ Fn : (x, y) 7→ [x, 1, y, 1].
Then Fn \ A2 is union of two lines: one is the fiber at infinity F∞ of pin, and the
other one is a section of pin which is denoted by L∞.
For each n ≥ max{degAi| i = 1, · · · , d} + 1, the map f extends to a rational
transformation
fn : [x1, x2, x3, x4] 7→ [xd2F (x1/x2), xd2, xnd+degAd2 xd4(
d∑
i=1
Ai(x1/x2)(
x3
xn2x4
)i), xdegAd2 x
d
4]
on Fn. We have
I(fn) = {[1, 0, 0, 1]} ∪ {[r, 1, 1, 0]| Ad(r) = 0}.
The unique curve contracted by fn is F∞ = {x2 = 0} and its image is fn(F∞) =
[1, 0, 1, 0]. It implies the following:
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Proposition 10.2. For n ≥ max{degAi| i = 1, · · · , d} + 1, fn is algebraically
stable on Fn and contracts the curve F∞ to the point [1, 0, 1, 0].
10.2. Dynamics on V∞. Denote by v∗ the unique valuation in V1 such that
f•(v∗) = v∗ as in [12, Proposition 5.1]. Set W (f) := {v ∈ V∞| v ≥ v∗}.
Proposition 10.3. For all v ∈ V∞ \W (f), we have d(f, v) ≥ λ1α(v ∧ v∗) > 0.
Proof. Write F (x) = a
∏d
i=1(x−ri) where a > 0. Denote by vi the curve valuation
defined by the unique branch of {x− ri = 0} at infinity. Observe that vi ∈ W (f).
By definition, we have d(f, v) = −min{v(F ), v(G)}. It follows that
d(f, v) ≥ −v(F ) =
d∑
i=1
α(vi ∧ v) = λ1α(v ∧ v∗) > 0.

By Proposition 2.5, the function log |G| : v 7→ −v(G) on V∞ can be written as
log |G|(v) =
l∑
i=1
miα(vi ∧ v)
where vi’s are all curve valuations associated to the branches at infinity of {G(x, y) =
0} and mi ≥ 1. Suppose that vi ≥ v∗ for i = 1, · · · , l1 and vi 6≥ v∗ for
i = l1 + 1, · · · , l.
There exists v′ ∈ V∞ such that
(i) v′ < v∗;
(ii) set U := {v ∈ V∞| v′ < v < v∗}, we have f• maps U strictly into itself
and is order-preserving there;
(iii) vi 6∈ U for all i = 1, · · · , l;
(iv) for all v ∈ U , we have fn• v → v∗.
Set Gn := G ◦ fn−1 for n ≥ 1 and write log |Gn| as v 7→
∑ln
i=1m
n
i α(v
n
i ∧ v).
We may suppose that vni ≥ v∗ for 1 ≤ i ≤ l′ and vni 6≥ v∗ for l′ + 1 ≤ i ≤ ln.
Since f•(U) ⊆ U , we have vni 6∈ U for all i = 1, · · · , ln. So vni ∧ v∗ ≤ v′ for
i = l′ + 1, · · · , ln.
Let G+n be the function defined by v 7→
∑l′
i=1 m
n
i α(v
n
i ∧ v) and G−n be the
function defined by v 7→∑lni=l′+1mni α(vni ∧ v). Then we have
log |Gn| = G+n +G−n .
Since v∗(F n) = λ1α(v∗) = 0, we have
λn1 = d(f
n, v∗) = −v∗(Gn) = G−n (v∗).
Since vni ∧v∗ ≤ v′ for i = l′+1, · · · , ln, we haveG−n (v∗) = G−n (v′) ≥ α(v′)G−n (− deg).
It follows that G+n (− deg) ≥ degGn − α(v′)−1λn1 . By [12, Proposition 5.1], there
exists c′ ≥ 0, such that degGn ≥ c′nλn1 . Then we have the following
Proposition 10.4. There exists c ≥ 0 such that G+n (− deg) ≥ cnλn1 for all n ≥ 1.
For any M ≤ 0, set WM := {v ∈ V∞| α(v) ≥M}.
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Proposition 10.5. There exists N ≥ 0 such that
fN• (WM \W (f)) ⊆ U.
Proof. Let c be the number defined in Proposition 10.4. Let N be an integer at
least (cα(v′)2)−1(1−M) + 1. For any valuation v ∈ WM \ (W (f) ∪ U), we have
d(fN , v) = −min{v(FN), v(GN)} ≥ −v(GN) = G+N(v) +G−N(v).
Since vNi ≥ v∗ for 1 ≤ i ≤ l′, we have G+N(v) = α(v∗∧v)G+N(− deg) ≥ cα(v′)NλN1 .
On the other hand G−N(v) ≥ α(v)G−N(− deg) ≥ α(v′)−1MλN1 . Then we have
d(fN , v) ≥ cα(v′)NλN1 + α(v′)−1MλN1 > λN1 /α(v′).
Since λN1 α(v∗ ∧ v) = (f ∗NZv∗ · Zv) = (Zv∗ · fN∗ Zv) = d(f, v)α(v∗ ∧ fN• v), then we
have α(v∗ ∧ fN• v) ≤ λN1 /d(f, v) < α(v′). It follows that fN• v ∈ U. 
10.3. Apply the Local dynamical Mordell-Lang Theorem.
Proposition 10.6. Let C be a curve in A2k admitting a branch at infinity which
associates to a curve valuation in U and let p ∈ X be a closed point. Then either
p is preperiodic or the set {n ∈ Z+| fn(p) ∈ C} is finite.
Proof. Fix an algebraically stable model X := Fn for n large enough, we see that
vL∞ = v∗ and vF∞ < v∗. We may suppose that vF∞ > v
′ and vF∞ > v∗ ∧ vi for
i = 1, · · · ,m. Denote by O := [1, 0, 1, 0] the intersection of L∞ and F∞. We may
check that df |2O = 0, so f is supperattracting at O. By replacing C by fn(C)
for n large enough, we may assume O ∈ C. Observe that the eigenvaluation in
the local tree VO is a curve valuation. Then by Theorem 6.2, we conclude our
Proposition. 
10.4. Curves with one place at infinity.
Proposition 10.7. If C is a curve with one place at infinity and p is a closed
point in A2. If the set {n ≥ 0|fn(p) ∈ C} is infinite, then either p is preperodic
or C periodic.
Proof. Let vC be the curve valuation associated to the unique branch at infinity
of C. Pick an algebraically stable model X := Fm for m large enough. Either
C = {x = a} for some a ∈ k or C ∩ F∞ 6= ∅. In the forme case, our proposition
trivially holds. Then we may suppose that vC 6∈ W (f).
By Proposition 10.6, we may suppose that fn• (vC) 6∈ U for all n ≥ 0. By
Proposition 10.5, there exists N > 0 such that W−1 \ W (f) ⊆ f−N• (U). The
boundary ∂f−N• (U) of f−N(U) is finite and for every point v ∈ ∂f−N(U)\{v∗}, we
have α(v) ≤ −1. Since for all n ≥ 0, fn• (vC) 6∈ U , there exists vn ∈ ∂f−N(U)\{v∗}
such that fn• (vC) ≥ vn. It follows that there exists n1 > n2 ≥ 0 such that
vn1 = vn2 .
If fn1• (vC) 6= fn2• (vC), we have
deg(fn1(C)) deg(fn1(C)) =(fn1(C) · fn2(C))
≥ deg(fn1(C)) deg(fn1(C))(1− α(fn1• (vC) ∧ fn2• (vC)))
≥2 deg(fn1(C)) deg(fn1(C)).
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It is impossible, so fn1• (vC) = f
n2• (vC), and then C is preperiodic.
If C is not periodic, there exist m > 0 such that fm(C) is periodic. Then
∪∞i=mf i(C) is a union of finitely many irreducible curves and fn(p) ∈ ∪∞i=mf i(C)
for n ≥ m. Since C is not periodic, C ∩ ∪∞i=mf i(C) is finite. It follows that p is
preperiodic. 
10.5. Curves with two places at infinity. The aim of this section is to prove
the following
Proposition 10.8. If C is a curve with two places at infinity and p is a closed
point in A2. If the set {n ≥ 0|fn(p) ∈ C} is infinite, then either p is preperodic
or C periodic.
Proof of Proposition 10.8. Let C1 and C2 be the two branches at infinity of C
and vCi the curve valuation associated to Ci for i = 1, 2.
Pick an algebraically stable model X := Fm for m large enough. Either C =
{x = a} for some a ∈ k or C ∩ F∞ 6= ∅. It follows that there exists i = 1, 2 such
that vCi 6∈ W (f). So we may suppose that vC2 6∈ W (f).
As in Theorem 8.1, we have a sequence of curves {Ci}i∈Z with at most two
branches at infinity. By Proposition 10.7, we may suppose that Ci has exactly
two branches at infinity for all i ∈ Z. For j = 1, 2, denote by Cij the unique
branch of Ci such that f−i(Cij) = Cj for i ≤ 0 and f i(Cj) for i > 0.
Lemma 10.9. If vCi 6∈ W (f) for i = 1, 2, then Proposition 10.8 holds.
By Lemma 10.9, we suppose that vC1 ∈ W (f), vC2 6∈ W (f).
Lemma 10.10. If vC1 ∈ W (f), vC2 6∈ W (f) and there are infinitely many n ∈ Z
such that (Cn2 · l∞) ≥ (Cn1 · l∞), then Proposition 10.8 holds.
Lemma 10.11. Suppose that vC1 ∈ W (f), vC2 6∈ W (f), and q = C1 ∩ L∞
satisfying one of the following
(i) either q is not periodic of f |L∞;
(ii) or q is r-periodic for some r ≥ 1, q 6∈ I(f r) and f r|L∞ is not ramified at
q.
then Proposition 10.8 holds.
By replacing f by a suitable positive iterate and C by Cj for some j ≤ 0, we
may suppose that there exists a point q ∈ L∞ satisfying
(i) f |L∞(q) = q;
(ii) q = Cj1 ∩ L∞ for all j ≤ 0;
(iii) either q ∈ I(f) or f |L∞ is ramified at q.
Lemma 10.12. If there exists a point q ∈ L∞ \ I(f) such that f(q) = q and
q ∈ C, then Proposition 10.8 holds.
We may suppose that f |L∞(q) = q and q ∈ I(f). Then we conclude our
Proposition by the following
Lemma 10.13. If there exists a point q ∈ L∞ ∩ I(f) such that f |L∞(q) = q and
q ∈ C, then either the set {n ≥ 0| fn(p) ∈ C} is finite or p is preperiodic.
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
Proof of Lemma 10.9. By Proposition 10.6, we may suppose that fn• (vCi) 6∈ U
for i = 1, 2 and all n ≥ 0. By Proposition 10.5, there exists N > 0 such that
W−7\W (f) ⊆ f−N• (U). The boundary ∂f−N• (U) of f−N(U) is finite and for every
point v ∈ ∂f−N(U) \ {v∗}, we have α(v) ≤ −7. Since for all n ≥ 0, fn• (vCi) 6∈ U
for i = 1, 2, there exists vni ∈ ∂f−N(U)\{v∗} such that fn• (vCi) ≥ vn. Set vn = vn1
if (fn(C1) · l∞) ≥ (fn(C2) · l∞) and vn = vn2 otherwise. There exists n1 > n2 ≥ 0
such that vn1 = vn2 .
If fn1(C) 6= fn2(C), we have
deg(fn1(C)) deg(fn1(C)) = (fn1(C) · fn2(C))
≥ 4−1 deg(fn1(C)) deg(fn1(C))(1− α(vn1 ∧ vn2))
≥ 2 deg(fn1(C)) deg(fn1(C)).
It is impossible, so fn1• (C) = f
n2• (C), and then C is preperiodic.
If C is not periodic, there exist m > 0 such that fm(C) is periodic. Then
∪∞i=mf i(C) is a union of finitely many irreducible curves and fn(p) ∈ ∪∞i=mf i(C)
for n ≥ m. Since C is not periodic, C ∩ ∪∞i=mf i(C) is finite. It follows that p is
preperiodic. 
Proof of Lemma 10.10. By Proposition 10.6, we may suppose that fn• (vC2) 6∈ U
for all n ≥ 0. By Proposition 10.5, there exists N > 0 such that W−7 \W (f) ⊆
f−N• (U). The boundary ∂f−N• (U) of f−N(U) is finite and for every point v ∈
∂f−N(U) \ {v∗}, we have α(v) ≤ −7. Since for all n ∈ Z, vCn2 6∈ U , there exists
vn ∈ ∂f−N(U)\{v∗} such that vCn2 ≥ vn. Set A := {n ≥ 0| (vCn2 ·l∞) ≥ (vCn1 ·l∞)}.
Since A is infinite, there exists different elements n1, n2 ∈ A such that vn1 = vn2 .
If vCn12 6= vCn22 , we have
deg(Cn1) deg(Cn2) = (Cn1 · Cn2) ≥ (Cn12 · Cn22 )
≥ 4−1 deg(Cn1) deg(Cn2)(1− α(vn1 ∧ vn2))
≥ 2 deg(Cn1) deg(Cn2).
It is impossible, so vCn12 = vC
n2
2
, and then C is preperiodic. 
Proof of Lemma 10.11. By Lemma 10.10, we may suppose that (Ci2 · l∞) ≤ (Ci1 ·
l∞) for i ≤ 0. Set D := L∞ + (m + 1)F∞ which is ample on X = Fm. Observe
that for i ≤ 0, (Ci1 · l∞) = bL∞(Ci1 ·L∞) = (Ci1 ·L∞) and (Ci2 · F∞) ≤ (Ci2 · l∞). It
follows that
(Ci2 ·D) = (m+ 1)(Ci2 · F∞) = (m+ 1)(Ci2 · l∞)
≤ (m+ 1)(Ci1 · l∞) ≤ (m+ 1)(Ci1 · L∞) = (m+ 1)(Ci1 ·D).
Observe that v∗ = vL∞ is totally invariant. Then Proposition 8.9 shows that
(Ci · D) is bounded for i ≤ 0. Then we conclude our Lemma by Proposition
8.5. 
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Proof of Lemma 10.12. By [8], f locally conjugates to (x, y) 7→ (xs, yd) where
2 ≤ s ≤ d with respect to any nontrivial norm | · | of k.
If 2 ≤ s ≤ d− 1, we conclude our lemma by Corollary 6.3.
Then we treat the case m = d. We define a sequence of surfaces pik : Xk → X
by induction:
(i) Set X0 := X and pi0 := id.
(ii) Suppose that we have X0, · · · , Xk. If C1 does not pass through any sin-
gular point of pi∗kL∞, we stop our progression.
(iii) If C1 is passing through one singular point of pi
−1
k L∞, let Xk+1 be the
surface defined by blowup at this point in Xk.
(iv) Denote by C1 the strict transformation of C1 in Xk. Then return to (i).
This progression terminates in finitely many steps and we get surfaces X0, · · · , Xl
for l ≥ 0.
It is easy to see that f is regular on pi−1l (q). At any singular point of pi
−1
l (L∞),
f locally conjugates to (x, y) 7→ (xd, yd). Let E be the unique exceptional curve
of pil which intersects C1 at one point. We have E is totally invariant and f |E
can be written as z → zd. All the ramified points of f |E is singular in pi−1l (L∞).
Use the same method in the proof of Lemma 10.11, we conclude our Lemma. 
Proof of Lemma 10.13. By changing coordinates, we suppose that q = [0, 1, 1, 0] ∈
Fm. Then F (x) has form xsE(x) where 1 ≤ s ≤ d and E(0) 6= 0 and Ad(x)
has form xrB(x) where r ≥ 1. Let {ni}i≥1 be a increase sequence such that
fni(p) ∈ C. Set fn(p) = (xn, yn) and suppose that p is not preperiodic.
Let K be a number field such that X, f , p and C are all defined over K.
Lemma 10.14. There exists a place v ∈ MK such that by replacing ni by a
subsequence, we have log max{|yni |v, 1, |xni |mv } − log max{1, |xni |mv } ≥ cdni for
some c > 0.
Then we suppose that log max{|yni |v, 1, |xni |mv }− log max{1, |xni |mv } ≥ cdni for
some c > 0. Since C ∩ L∞ is just one point q, we have that (xni , yni) → q as
i→∞ with respect to | · |v. It follows that |xmni |v → 0 and |yni |v →∞ as i→∞.
It follows that log(|yni |v) ≥ cdni for some c > 0. Since (xni , yni) ∈ C, and C is
not vertical, there exists 0 < r′ < 1 such that |yni |−1v ≥ |xni|r′v for i large enough.
At first we treat the case s = d. In a suitable coordinate, we have F (x) = xd.
By replacing p by fn(p) for a suitable n ≥ 0, we suppose that |x0|v < 1. We have
|xn|v = |x0|dnv and |yn+1|v ≤ a|xn|rv|yn|dv + b|yn|d−1v for some a, b > 0.
Lemma 10.15. There exists N ≥ 0, such that for all n ≥ N , a|xn|r|yn| ≥ b.
By replacing p by fN(p), we suppose that N = 0. Then we have |yn+1|v ≤
a|xn|rv|yn|dv + b|yn|d−1v ≤ 2a|xn|rv|yn|dv for all n ≥ 0. Set Yn := log(|yn|v), A :=
log(2a) and U := log(x0), we have
Yn+1 ≤ A+ rdnU + dYn
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for all n ≥ 0. Then we have Yn+1/dn+1 − Yn/dn ≤ A/dn+1 + rU/d for n ≥ 0. It
follows that
Yn/d
n ≤
∞∑
i=1
|A|/di + nrU/d+ Y0 = |A|/(d− 1) + Y0 + nrU/d
for n ≤ 0. Since U < 0, we have log(|yn|v)/dn → −∞. It contradicts to the fact
that log(|yni |v) ≥ cdni for some c > 0.
Then we treat the case 2 ≤ s ≤ d − 1. Since 0 is an attracting fixed point of
F , we have |xn|v → 0 as n → ∞. We may suppose that for all n ≥ 0, we have
|xn|v < 1 and a′|xn|rv|yn|dv − b|yn|d−1v ≤ |yn+1|v ≤ a|xn|rv|yn|dv + b|yn|d−1v for some
a > a′ > 0 and b > 0. There exists e > 0 such that |xn+1|v ≥ e|xn|sv for n ≥ 0.
There exists c1 > c2 > 0 and u > 0 such that c1u
sn > |xn|v > c2usn for all n ≥ 0.
Lemma 10.16. There exists N ≥ 0, such that for all n ≥ N , a′|xn|r|yn| ≥ 2b.
By replacing p by fN(p), we may suppose that N = 0. Then we have
|yn+1|v ≥ a′|xn|rv|yn|dv − b|yn|d−1v ≥ a′/2|xn|rv|yn|dv ≥ a′c2/2urs
n|yn|dv
for n ≥ 0. Set Yn := log(|yn+1|v), A := log(a′c2/2) and U := log u. We have
Yn+1 ≥ dYn + snU + A
for n ≥ 0. It follows that
Yn/d
n ≥ Y0 +
∞∑
i=0
(s/d)iU/d−
∞∑
i=0
|A|/di+1 = Y0 + U/(d− s)− |A|/(d− 1).
Since Yni ≥ dni + log(c) and d > s, by replacing p by fni(p) and u by usni for
some i ≥ 1, we may suppose that Y0 + U/(d− s)− |A|/(d− 1) > 0. Then there
exists B > 1 such that |yn|v ≥ Bdn . Since |xn|v > c2usn , for any r′ > 0,
|yn|−1v ≤ B−d
n
< cr
′
2 u
r′sn < |xn|r′v
for n large enough. It contradicts that fact that there exists 0 < r′ < 1 such that
|yni |−1v ≥ |xni |r′v for i large enough.
Finally we treat the case s = 1. If there exists i ≤ −1 such that the center
qi of C
i
1 is not q, then qi is not a periodic point of f |L∞ . Then we conclude our
proposition by Lemma 10.11. So we may suppose that the center of Ci1 is q for
all i ∈ Z. Since s = 1, for any point of Ci near q has at most d preimages near
q. It follows that deg(f |Ci−1) ≤ d. Then we have
(Ci1 · L∞) = 1/d(Ci1 · f ∗L∞) = deg(fCi1)/d(Ci+11 · L∞) ≤ (Ci+11 · L∞)
for i ≤ −1. Then we conclude our Proposition by the same argument in the proof
of Lemma 10.11. 
Proof of Lemma 10.14. Let h1 : C(K) → R be the function defined by (x, y) 7→∑
v∈MK log max{|x|v, 1} and h2 : C(K)→ R be the function defined by (x, y) 7→∑
v∈MK (log max{|y|v, 1, |x|mv } − log max{1, |x|mv }). It follows that h1 is a Weil
height function with respect to the divisor C ·F∞ and h2 is a Weil height function
with respect to the divisor C ·L∞. If x0 is preperiodic, since p is not preperiodic,
we have C = {x = x0}. It contradicts the fact that C has two place at infinity.
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By Lemma 9.1, we have h2(f
ni(p)) ≥ c1h1(fni(p)) ≥ c1c2dni where c1, c2 > 0.
There exists a finite set S of place, such that for all v ∈MK \S, we have |xn|v ≤ 1
and |yn|v ≤ 1 for all n ≥ 0. Then we have
∑
v∈S(log max{|yni |v, 1, |xni |mv } −
log max{1, |xni |mv }) = h2(fni(p)) ≥ c1c2dni . it follows that there exists v ∈ S
such that there exists infinitely many i such that log max{|yni |v, 1, |xni |mv } −
log max{1, |xni |mv } ≥ (#S)−1c1c2dni . 
Proof of Lemma 10.15. Set u := |x0|v < 1. There exists N ≥ 0 such that
urd
n ≤ a
d−2
2bd−1
for all n ≥ N. If there exists n ≥ N such that a|xn|rv|yn|v ≤ b, then we have
|yn+1|v ≤ a|xn|rv|yn|dv + b|yn|d−1v ≤ 2b|yn|d−1v . It follows that
a|xn+1|rv|yn+1|v ≤ 2aburd
n+1|yn|d−1v = 2aburd
n
(urd
n|yn|v)d−1
≤ 2aburdn(b/a)d−1 ≤ b.
It follows that there exists N ′ ≥ N such that a|xn|rv|yn|v ≤ b for all n ≥ N ′.
Replacing p by fN
′
(p), we may suppose that N ′ = 0. Then we have
|yn+1|v ≤ a|xn|rv|yn|dv + b|yn|d−1v ≤ 2b|yn|d−1v
for n ≥ 0. It follows that there exists c1 > 0 such that |yn|v ≤ c(d−1)
n
1 for all n ≥ 0.
It contradicts the fact that log(|yni |v) ≥ cdni for some c > 0. 
Proof of Lemma 10.16. SetM := max{(a′−d+2er/2)−1/(d−1), 2b}. Since log(|yni |v) ≥
cdni for some c > 0, we have a′|xni |r|yni| → ∞ as i → ∞. So there exists
n ≥ 0 such that a′|xn|r|yn| ≥ M ≥ 2b. By induction, we only have to show
a′|xn+1|r|yn+1| ≥M . We have
|yn+1|v ≥ a′|xn|rv|yn|dv − b|yn|d−1v ≥ a′/2|xn|rv|yn|dv.
It follows that
a′|xn+1|r|yn+1| ≥ a′2/2|xn+1|r|xn|rv|yn|dv
≥ a′2er/2|xn|s+1v r|yn|dv ≥ a
′2er/2|xn|dvr|yn|dv
≥ a′2er/2(M/a′)d ≥M.

11. The case λ21 = λ2 and deg(f
n)  λn1
In this section, denote by k := Q the field of algebraic numbers.
The aim of this section is to prove the following
Theorem 11.1. Let f : A2 → A2 be a polynomial endomorphism define over
k. We suppose that λ1(f)
2 = λ2(f), and deg(f
n)/λ1(f)
n is bounded. Let C be a
curve in A2 and p be a closed point in A2(k). Then if the set {n ∈ N| fn(p) ∈ C}
is infinite, we have that either p is preperiodic for f or C is periodic for f .
If λ1(f) = 1, then f is birational. We conclude Theorem 11.1 by [28].
In the rest of this section, suppose that λ1(f) > 1.
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Definition 11.2. We define
Tf := {v ∈ V1| f•(v) = v}.
Recall that V1 is the set of valuations v ∈ V∞ satisfying α(v) ≥ 0 and A(v) ≤ 0.
The boundary of V1 is the set of valuations v ∈ V1 satisfying α(v) = 0 or A(v) = 0.
The following proposition is come from [12, Section 5].
Proposition 11.3. We have
(i) f is proper;
(ii) for every valuation v ∈ Tf , we have that v is totally invariant under f•,
f ∗Zv = λ1Zv and d(f, v) = λ1.
(iii) by replacing f by f 2, we may assume that Tfn = Tf for n ≥ 1 and either
Tf consists of a single divisorial valuation v∗ ∈ V1 with α(v∗) > 0 or Tf is
a closed segment in V1 whose endpoints are divisorial valuations.
In the rest of this section, we suppose that Tfn = Tf for n ≥ 1.
At first, we need a result of the dynamics on V∞. For any divisorial valuation
vE ∈ Tf , denote by f : TanvE → TanvE the tangent map. Let ~vE be a direction at
vE fixed by f . For any valuation w ∈ U( ~vE) we define ~w to be the direction at w
determined by vE and UvE ,w to be the open set U( ~vE) ∩ U(~w).
Then we have the following
Proposition 11.4. If α(vE) > 0 and ~vE is not totally invariant under f , then
there exists w ∈ U( ~vE) such that
(i) f•(UvE ,w) ⊆ UvE ,w;
(ii) for all v ∈ UvE ,w, we have fn• (v)→ vE for v →∞;
(iii) for any M ≤ 0, there exists N ≥ 0 such that U( ~vE) ∩ {v ∈ V∞|, α(v) ≥
M} ⊆ f−N• (UvE ,w).
Proof of Proposition 11.4. By the proof of [12, Theorem C], there exists a projec-
tive compactification X of A2k with at most a quotient singularities such that the
unique irreducible component of X \A2k is E and f extends to an endomorphism
on X. The direction ~vE determines a point q ∈ E which is fixed by f. Denote by
m the local degree of map f |E at q. Since ~vE is not totally invariant under f , q
is not totally invariant and then m < λ1.
By embedding k in C, we may view X as a complex variety. There exists a
map pi : (C2, 0) → (C2, 0)/G = (X, q) where pi is the quotient map and G is the
cyclic group generated g : (x, y) 7→ (e 2piil x, e 2piisl y), s, l ∈ Z+ and (s, l) = 1. Since
C2 \ {0} is simply connected, f lifts to an endomorphism F : (C2, 0) → (C2, 0).
Denote by V0 the local valuative tree of (C2, 0).
Lemma 11.5. The pullback pi−1E is irreducible in (C2, 0). There exists a valua-
tion w0 < v
q
pi−1(E), such that F•({v > w0}) ⊆ {v > w0} and for all v ∈ {v > w0},
we have F n∗ (v) → vqpi−1(E) as n → ∞. Further for any v ∈ V0 satisfying α0(v) <
∞, we have F n∗ (v)→ vqpi−1(E) as n→∞.
Set E ′ := pi−1(E). Since pi(g(E ′)) = E, we have g(E ′) = E ′. We may suppose
that E ′ = {y = 0}. Denote by E ′′ the curve defined by x = 0. Let P1 (resp.
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P2) be germ of analytic function on (X, q) defined by P1(pi((x, y))) = x
l (resp.
P2(pi((x, y))) = y
l). Observe that these functions are well defined.
There exists a map pi• : V0 → U(−→vE) defined by pi•(P ) := h(pi, v)v(pi∗P ) for
any polynomial P ∈ C[x, y] where h(pi, v) = −v(pi∗L) where L is a general linear
form in C[x, y].
The group G acts on V0 and the map pi• is the quotient map V0 → V0/G '
U(−→vE). Observe that for any v ∈ V0 \ ([ord0, v0E′ ] ∪ [ord0, v0E′′ ]) the orbit Gv has l
elements and for any v ∈ [ord0, v0E′ ]∪ [ord0, v0E′′ ] the orbit Gv has 1 elements. Pick
w0 as in Lemma 11.5 and w := pi•(w0), then pi•({v ∈ V0| v > w0}\{vE′}) = UvE ,w
which satisfies (i) and (ii) in our proposition.
We claim the following
Lemma 11.6. For any M ≤ 1, there exists a real number CM > 0 such that for
all v ∈ V0 \ {v ∈ V0| v > w0} satisfying α(pi•(v)) ≥M we have α0(v) ≤ CM .
For any M ≤ 1, we have pi−1• ({v ∈ U(q)| α(v) ≥ M} \ UvE ,w) ⊆ {v ∈
V0| α0(v) ≤ CM}. By Lemma 11.5 and the compactness of {v ∈ V0| α0(v) ≤ CM},
there exists N ≥ 0 such that {v ∈ V0| α0(v) ≤ CM} ⊆ F−N• ({v > w0}). Since
pi• is surjective, fN• ({v ∈ U(q)| α(v) ≥ M} \ {v ∈ UvE ,w}) ⊆ UvE ,w. Since
f•(UvE ,w) ⊆ UvE ,w, we have that fN• ({v ∈ U(q)| α(v) ≥ M}) ⊆ UvE ,w which
concludes (iii). 
Proof of Lemma 11.5. By Lemma 5.7, we only have to show that pi−1(E) is irre-
ducible. Let E ′ be an irreducible component of pi−1(E). Since f ∗E = λ1E, we
have F ∗(pi∗E) = λ1pi∗E. It follows that F ∗E ′ is an irreducible component of pi∗E.
By replacing f by a suitable positive iterate, we may suppose that F ∗E ′ = λ1E ′.
Since pi|′E is finite, we have F∗E ′ = mE ′ locally. Pick v a valuation in V0 satisfy-
ing α0(v) < ∞, by Lemma 5.7, we have F n• v → vqE′ as n → ∞. If E ′′ is another
irreducible component of pi−1(E), the same argument shows that F n• v → vqE′′ as
n→∞. It follows that E ′ = E ′′ and then pi−1(E) is irreducible. 
Proof of Lemma 11.6. There exists T ≥ 1, such that for all v ∈ V0 \ {v ∈ V0| v >
w0}, v(y) ≤ T.
Observe that pi∗L = y−bEU(x, y), where U is a unit in C[[x, y]]. For any diviso-
rial valuation v0D′ , there exist are birational model Y0 → (C2, 0) and Y → (X, q)
such that D′ is an exceptional divisor in Y ′, the rational map pi′ : Y0 → Y induced
by pi is a morphism, and pi′|D′ is finite. Denote by eD′ the degree of pi′|D′ . Set
rD′ := ordD′(pi
′∗D). Observe that rD′ ×#(GvD′)× eD′ = l. Set D := pi′(D′).
It follows that
−bEordD′(y) = ordD′(pi∗L) = rD′ordD(L) = −rD′bD.
Then we have ordD′(y) = rD′bD/bE. If vD′ ∈ V0 \ {v ∈ V0| v > w0}, we have T ≥
vD′(y) = (b
0
D′)
−1ordD′(y) = (b0D′)
−1rD′bD/bE. It follows that bD/b0D′ ≤ TbE/rD′ .
Since g is an automorphism on (C2, 0), we have c(g, v) = 1 for all v ∈ V0 and for
any valuations v1, v2 ∈ V0, we have α0(v1∧v2) = α0(g•(v1)∧g•(v2)). In particular,
α0(v) = α0(g•(v)) for all v ∈ V0.
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For any v ∈ V0, we have α0(v ∧ g•(v)) = α0(g•(v) ∧ g2•(v)). It follows that
v ∧ g•(v) = g•(v) ∧ g2•(v) = v ∧ g•(v) ∧ g2•(v). The same argument for gi, i =
1, · · · , l − 1, we have v ∧ gi•(v) = ∧l−1i=0gi•(v) for all v ∈ V0.
We suppose first that −→vE is not defined by − deg . Let vD be a divisorial
valuation in U(−→vE) \ UvE ,w. There exist are birational model Y0 → (C2, 0)
and Y → (X, q) such that D is an exceptional divisor in Y , the rational map
pi′ : Y0 → Y induced by pi is a morphism and g is lift to an endomorphism
of Y ′. Denote by D′ an irreducible component of pi′∗D. Observe that v0D′ ∈
V0 \ {v ∈ V0| v > w0}. Set H := bD(ZvD − ZvE). For any exceptional divisor F
of Y → (X, q), we have (H · F ) = δF,D and the support of H are contained in
the exceptional set of Y → (X, q). Then the support of pi′∗H is contained in the
exceptional set of Y ′ → (C2, 0) and for any irreducible exceptional divisor F ′ of
Y ′ → (C2, 0), we have (pi′∗H · F ′) = (H · pi′∗F ′) = eF ′(H · pi′(F )) = eF ′δpi′(F ′),D.
When pi′(F ′) = D, we have F ′ = gi(D′) for some i = 1, · · · , l. It follows that
e−1D′pi
′∗H = (b0D′)
2(
∑
v∈GvD′
Z0v ). It follows that( ∑
v∈GvD′
Z0v ) · (
∑
v∈GvD′
Z0v )
 = (b0D′)−2e−2D′ (pi′∗H · pi′∗H)
= (b0D′)
−2e−2D′ l(H ·H) = (bD/b0D′)2e−2D′ l ((ZvD − ZvE) · (ZvD − ZvE))
= (bD/b
0
D′)
2e−2D′ l(α(vD)− α(vE)).
Since for any v, w ∈ V0, we have (Z0v · Z0w) = −α(v ∧ w) < 0, we have( ∑
v∈GvD′
Z0v ) · (
∑
v∈GvD′
Z0v )
 ≤ ∑
v∈GvD′
(Z0v · Z0v ) = −#(GvD′)α(vD′).
Then we have
α(vD′) ≤ (TbE/rD′)2e−2D′ (#(GvD′))−1l(α(vE)− α(vD)) ≤ (TbE)2(α(vE)− α(vD)).
Since divisorial valuation is dense in V0 \ {v ∈ V0| v > w0}, we have
α0(v) ≤ (TbE)2(α(vE)− α(pi•(v)))
for all v ∈ V0 \ {v ∈ V0| v > w0}. If α(pi•(v)) ≥M , we have
α0(v) ≤ (TbE)2(α(vE)− α(pi•(v))) ≤ (TbE)2(α(vE)−M).
Then CM := (TbE)
2(α(vE)−M) is what we require.
Now we suppose that −→vE is defined by − deg . Let vD be a divisorial valuation
in U(−→vE) \ UvE ,w. There exist are birational model Y0 → (C2, 0) and Y → (X, q)
such that D is an exceptional divisor in Y , the rational map pi′ : Y0 → Y induced
by pi is a morphism and g is lift to an endomorphism of Y ′. Denote by D′ an
irreducible component of pi′∗D. Observe that v0D′ ∈ V0 \ {v ∈ V0| v > w0}.
Set H := bD(ZvD − (α(vD ∧ vE)/α(vE))ZvE). For any exceptional divisor F of
Y → (X, q), we have (H · F ) = δF,D and the support of H are contained in the
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exceptional set of Y → (X, q). The same argument in the previous paragraph
shows that pi′∗H = eDb0D′(
∑
v∈GvD′ Zv). It follows that( ∑
v∈GvD′
Z0v ) · (
∑
v∈GvD′
Z0v )
 = (b0D′)−2e−2D′ (pi′∗H · pi′∗H) = (b0D′)−2e−2D′ l(H ·H)
= (bD/b
0
D′)
2e−2D′ l ((ZvD − (α(vD ∧ vE)/α(vE))ZvE) · (ZvD − (α(vD ∧ vE)/α(vE))ZvE))
= (bD/b
0
D′)
2e−2D′ lα(vE)
−1(α(vD)α(vE)− α(vE ∧ vD)2).
It follows that
α(vD′) ≤ −(#(GvD′))−1
( ∑
v∈GvD′
Z0v ) · (
∑
v∈GvD′
Z0v )

= (TbE/rD′)
2e−2D′ (#(GvD′))
−1lα(vE)−1(α(vE ∧ vD)2 − α(vD)α(vE))
≤ (TbE)2α(vE)−1(α(vE ∧ vD)2 − α(vD)α(vE)).
Since divisorial valuation is dense in V0 \ {v ∈ V0| v > w0}, we have
α0(v) ≤ (TbE)2α(vE)−1(α(vE ∧ pi•(v))2 − α(pi•(v))α(vE))
for all v ∈ V0 \ {v ∈ V0| v > w0}. If α(pi•(v)) ≥M , we have
α0(v) ≤ (TbE)2α(vE)−1(α(vE ∧ pi•(v))2 − α(pi•(v))α(vE))
≤ (TbE)2α(vE)−1(1 + (M + 1)α(vE)) ≤ (TbE)2α(vE)−1(M + 2).
Then CM := (TbE)
2α(vE)
−1(M + 2) is what we require. 
Let Ci’s be all branches of C at infinity.
Proposition 11.7. If for every branch Ci of C at infinity, we have α(rTf (vCi)) >
0, then Theorem 11.1 holds.
In particular, if for all v ∈ Tf , we have α(v) > 0, then Theorem 11.1 holds.
Proof of Proposition 11.7. Let s ∈ {1, 2} be the number of places of C at infinite.
Set vi := rTf (vCi) and let
−→v i be the tangent vector at vi presented by the segment
[vi, vCi ]. Let f : Tanvi → Tanvi be the tangent map at vi induced by f . By (iii) of
Proposition 11.3, vi is divisorial. There exists a projective smooth compactifica-
tion X of A2 such that for every vi, there exists an exceptional component Ei in
X \ A2k satisfying vEi = vi.
Let G be the set of indexes i such that −→vi is not periodic under the tangent
map f . By replacing f by some positive iterate, we may suppose that −→vi is fixed
by f for all i 6∈ G. By Theorem 8.1 there exists a sequence of curves {Cj}j≤0 with
s places at infinity such that
(i) C0 = C;
(ii) f(Cj) = Cj+1;
(iii) for all j ≤ −1, the set {n ≥ 0|fn(p) ∈ Cj} is infinite.
50 JUNYI XIE
By replacing C by some Cj, we may suppose that for all j ≤ 0, Cj has exact s
branches at infinity. Let Cji ’s be branches of C
j, we may suppose that f(Cji ) =
Cj+1i for j ≤ −1 and 1 ≤ i ≤ s. Since vi is totally invariant under f•, we have
rTf (vCji ) = vi. Denote by q
j
i the point the point in Ei determined by the direction
defined by [vi, vCji
]. By replacing C by some Cj, we may suppose that for all
i 6∈ G, qji = qi and for all i ∈ G and j ≤ 0, Ei is the unique irreducible component
of X \ A2 containing qji , qji 6∈ I(f) and f |Ei is not ramified at qji .
We first treat the case that there exists t > 0 such that
∑
i∈G(C
j
i · l∞) ≥
t deg(Cji ) for all j ≤ 0. Then we apply Proposition 8.9 and 8.5 to conclude our
proposition in this case.
Then we may suppose that there exists a sequence of nonpositive integers
{n1 > n2 > · · · > nj > nj+1 > · · · }j≥0 such that∑
i∈{1,··· ,s}\G
(C
nj
i · l∞) ≥ deg(Cnji )/2
for all j ≥ 0. Since s ≤ 2, there exists an index i′ ∈ {1, · · · , s}\G such that there
exists infinitely many j ≥ 0 for which (Cnji′ · l∞) ≥ 1/2
∑
i∈{1,··· ,s}\G(C
nj
i · l∞). We
may suppose that i′ = 1. By picking subsequence we may suppose that for all
j ≥ 0, (Cnj1 · l∞) ≥ 1/2
∑
i∈{1,··· ,s}\G(C
nj
i · l∞) ≥ deg(Cnj)/4.
Observe that
d(f, v1)A(f•(v1)) = A(v1) + v1(Jf),
then we have (λ1−1)A(f•(v1)) = v1(Jf). If Jf is a constant, then f is nonramified
on A2 and then by [1, Theorem 1.3], our proposition holds. So we suppose that Jf
is not a constant. Since α(v1) > 0 and Jf is not a constant, we have v1(Jf) < 0.
It follows that A(v1) < 0. Since v1 is divisorial, α(v1) > 0 and A(v1) < 0, v1 is
not in the boundary of V1. It implies that the direction at vi defined by q1 is not
totally invariant. By Proposition 11.4, there exists w ∈ U(~v1) such that
(i) vC1 6∈ Uv1,w1 ;
(ii) f•(Uv1,w1) ⊆ Uv1,w1 ;
(iii) for all v ∈ Uv1,w1 , we have fn• (v)→ v1 for v →∞;
(iv) there existsN ≥ 0 such that U( ~vE)∩{v ∈ V∞|, α(v) ≥ −16} ⊆ f−N• (Uv1,w1).
We may assume that n0 ≤ −N.
The boundary ∂f−N• (Uv1,w1) of f−N(Uv1,w1) is finite and for every point v ∈
∂f−N(Uv1,w1) \ {v1}, we have α(v) < −16.
Since v
C
nj
1
6∈ f−N(Uv1,w1), there exists wnj ∈ ∂f−N(Uv1,w1) \ {v1} such that
v
C
nj
1
≥ wnj . Since the set ∂f−N(Uv1,w1) \ {v1} is finite, there exists two distinct
number l > k ≥ 0, such that wnl = wnk . If vCnl1 6= vCnk1 , we have
deg(Cnl) deg(Cnk) = (Cnl · Cnk)
≥ (Cnl1 · Cnk1 ) = (Cnl · l∞)(Cnk · l∞)(1− α(vCnl1 ∧ vCnk1 ))
≥ 16−1 deg(Cn1) deg(Cn2)× 17 > deg(Cnl) deg(Cnk).
It is impossible, so vCnl1 = vC
nk
1
, and then C is periodic. 
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11.1. Proof of Theorem 11.1. By Proposition 11.7, to prove Theorem 11.1 we
may suppose that there exists v∗ ∈ Tf such that α(v∗) = 0. By (iii) of Proposition
11.3, we have that v∗ is divisorial. It follows that v∗ is a rational pencil valuation.
By Line Embedding Theorem, f takes form f = (F (x), G(x, y)). Set d = λ1, we
have degF = d. Since λ21 = λ2, λ1 ≥ 2 and deg(fn)/λn1 is bounded, by changing
coordinates we may suppose that G takes form
G(x, y) = yd +
d−1∑
i=0
ai(x)y
i.
Set m be an integer at least degxG+1. Then f extends to a rational morphism
on Fm which takes form
f = [xd2F (x1/x2), x
d
2, x
d
3 + x
md
2 x
d
4
d−1∑
i=0
ai(x1/x2)(x3/x
n
2x4)
i, xd4].
By calculation, we see that f is an endomorphism on Fm. Let L∞ be the irre-
ducible component of Fm \ A2 such that vL∞ = v∗ and F∞ the fiber of pim at
infinity. Set O := L∞ ∩ F∞.
By Proposition 11.7, we may suppose that there exists a branch C1 of C satis-
fying vC1 > v∗. If C is a fiber of pim, then pim(C) is periodic. It follows that C is
periodic. Otherwise, there exists a branch C2 of C such that the center of C2 is
contained in F∞. It follows that vC2 ∈ V∞ \ {v ∈ V∞| v ≥ v∗}. By taking m large
enough, we may suppose that O 6∈ C.
Set q1 := C1 ∩ L∞. If q1 is not a periodic point of f |L∞ or q1 is r-periodic
for some r ≥ 1 and f r|L∞ is not ramified at q1, by Proposition 8.9 and then by
Proposition 8.5 we conclude Theorem 11.1 in this case.
Now we may suppose that q1 is fixed by f |L∞ and in some local coordinate at
q1, f takes form (x, y) 7→ (xs, yd) where 2 ≤ s ≤ d. If s < d, by Corollary 6.3, we
conclude Theorem 11.1. If s = d, we conclude our Theorem by Lemma 9.2. 
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Part 5. Valuative dynamics in the case λ21 > λ2
Let f : A2 → A2 be a dominant polynomial endomorphism defined over an
algebraically closed field satisfying λ21 > λ2. In this part, we study the dynamics
of f• on the valuative tree V∞ at infinity.
At first we introduce the Green function θ∗ of f in Section 12. This function
is a nonnegative subharmonic function on V∞. This function gives us many
information of the dynamics of f•. For example, for any valuation v ∈ V∞
satisfying α(v) > −∞ and θ∗(v) > 0, we have fn• (v) → v∗ as n → ∞. Next
in Section 13, we prove Theorem 13.1 which is a strong version of Theorem 0.4.
Theorem 13.1 is a key technique tool in the proof of our main theorem in the
case λ21 > λ2. This theorem is more useful in the case that #J(f) ≥ 3. In the
case #J(f) ≤ 2 or more generally #J(f) <∞, the Green function is continuous
and piece linear. So in Section 14 we analyzes the valuative dynamics in this case
more carefully. In particular, we prove that all nondivisorial valuations in J(f)
are repelling periodic points. At last in Section 15, we treat the case that all
valuations in J(f) are divisorial. We prove that in this case either f is e´tale or f
preserves a fibration.
12. Basic properties of the Green function of f
Let θ∗ ∈ L2(X) be the Weil divisor defined as in Appendix A of [12]. In fact θ∗
is contained in Nef ∞(V∞). Recall that there exists an isomorphism i : SH(V∞)→
Nef ∞(V∞) defined in Section 3.2. In the rest of this paper, we identify SH(V∞)
with Nef ∞(V∞) by i. Then θ∗ can be view as a function in L2(V∞) ∩ SH(V∞).
Observe that on the set {v ∈ V∞| α(v) > −∞} by θ∗(v) = (θ∗ · Zv) when
α(v) > −∞ and θ∗(v) = limv′<v,v′→v θ∗(v′) when α(v) = −∞. Moreover we have
the following
Proposition 12.1. We have
(i) θ∗ is contained in SH+(V∞);
(ii) θ∗ is decreasing;
(iii) 〈θ∗, θ∗〉 = 0.
We normalize θ∗ such that θ∗(− deg) = 1, and call it the Green function of f .
Set W (θ∗) := {v ∈ V∞| θ∗(v) = 0}. In general, θ∗ is not continuous and W (θ∗)
is not closed.
But we have the following
Proposition 12.2. For any M ≤ 1, θ∗ is continuous in the set {v ∈ V∞| α(v) ≥
M}. In particular the set W (θ∗) ∩ {v ∈ V∞| α(v) ≥M} is compact.
To proof Proposition 12.2, we first prove the following
Proposition 12.3. Let M be a real number at most 1, and φ be a function in
L2(V∞). For any  > 0, there exists a continuous function ψ in L2(V∞) such that
|φ(v)− ψ(v)| ≤  for all v ∈ {v ∈ V∞| α(v) ≥M}.
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Proof of Proposition 12.3. There exists X ∈ C0 such that
〈φ−RΓXφ, φ−RΓXφ〉 ≤ (1−M)−22.
Set ψ = RΓXφ, then for all v ∈ {v ∈ V∞| α(v) ≥M} we have
(φ(v)− ψ(v))2 = 〈(φ− ψ), Zv〉2 ≤ 〈(φ− ψ), (φ− ψ)〉(1− α(v)) ≤ 2
by [27, Proposition 3.18]. It follows that |φ(v)− ψ(v)| ≤ . 
Proof of Proposition 12.2. By Proposition 12.3, θ∗|{v∈V∞| α(v)≥M} can be uniformly
approximated by continuous functions on {v ∈ V∞| α(v) ≥ M}. Then itself is
continuous on {v ∈ V∞| α(v) ≥M}. 
Define J(f) := Supp∆θ∗. Observe that J(f) is a closed subset in V∞. Then
we have the following
Proposition 12.4. Let T be a finite closed subtree of V∞ containing − deg and
mT the number for maximal points in T . Let φ be a subharmonic function in
SH+(V∞) satisfying 〈φ, φ〉 = 0. If mT < #Supp∆φ, then Supp∆φ is not con-
tained in T .
Proof of Proposition 12.4. Otherwise we have Supp∆φ ⊆ T , it follows that
RTφ = φ.
Then for any r > 0, set Wr := {v ∈ T | φ(v) < r}. We have
0 =
∫
T
φ∆φ ≥
∫
T\Wr
φ∆φ ≥ r
∫
T\Wr
∆φ.
It follows that Supp∆φ ⊆ T \ (⋃r>0Wr) = {v ∈ T | φ(v) = 0}. Since φ(v) is
decreasing, we have #{v ∈ T | φ(v) = 0} ≤ mT which is a contradiction. 
For any v1, v2 ∈ V∞, the distance is defined by
d(v1, v2) := 2α(v1 ∧ v2)− α(v1)− α(v2).
As in Section 4.2, denote by v∗ is the eigenvaluation of f .
Proposition 12.5. Let M be a real number at most one and r be a positive real
number. If v ∈ V∞ is a valuation satisfying α(v) ≥ M and θ∗(v) ≥ r, then there
are δ, C > 0 such that for all n ≥ 0, we have d(fn, v) > δ and
d(fn• (v), v∗) ≤ C(λ2
λ21
)n.
In particular fn• (v)→ v∗ as n→∞.
Proof of Proposition 12.5. Let v be any valuation in V∞ satisfying α(v) > −∞
and θ∗(v) > 0. By [12, Lemma A.6], fn∗ Zv = d(f
n, v)Zf•(v). Then we have
d(fn, v)θ∗(f•(v)) = (fn∗ Zv · θ∗) = λn1θ∗(v) > 0. It follows that d(fn, v) > 0.
Set Kr,M := {v ∈ V∞| α(v) ≥ M, θ∗(v) ≥ r}. By Proposition 12.2, Kr,M is
compact. For any n ≥ 0, set δn := infv∈Kr,M d(fn, v). Since d(fn, v) is continuous
and Kr,M is compact, we have δn > 0 for all n ≥ 0.
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Set L := Z−deg ∈ L2(X) and θ∗ := Zv∗ . By Theorem [12, Theorem A.8], we
have (θ∗ · θ∗) > 0.
As in [3], there exists a norm ‖·‖ on L2(X) defined by ‖ψ‖2 := 2(ψ ·L)2−(ψ ·ψ)
which makes L2(X) to be a Hilbert space. Observe that ‖Zv‖ = (2− α(v))
1
2 ≥ 1
for all v ∈ {w ∈ V∞| α(w) > −∞}. It is easy to check that for v1, v2 ∈ {w ∈
V∞| α(w) > −∞}, we have
d(v1, v2) = ‖Zv1 − Zv2‖2.
By [3], we have that for any ψ ∈ L2(X) satisfying (ψ · θ∗) 6= 0, we have
‖λ−n1 (θ∗ · θ∗)(ψ · θ∗)−1fn∗ ψ − θ∗‖ ≤ B(ψ · θ∗)−1‖ψ‖(
λ2
λ21
)
n
2
for some B > 0. It follows that
‖λ−n1 (θ∗ · θ∗)(Zv · θ∗)−1fn∗ Zv − θ∗‖ ≤ Br−1(2−M)
1
2 (
λ2
λ21
)
n
2
and then
|λ−n1 (θ∗ · θ∗)(Zv · θ∗)−1d(fn, v)− 1| = |
(
(λ−n1 (θ
∗ · θ∗)(Zv · θ∗)−1fn∗ Zv − θ∗) · L
) |
≤ ‖λ−n1 (θ∗ · θ∗)(Zv · θ∗)−1fn∗ Zv − θ∗‖‖L‖ ≤ Br−1(2−M)
1
2 (
λ2
λ21
)
n
2 .
Because λ2
λ21
< 1, there exists N ≥ 0 such that Br−1(2−M) 12 (λ2
λ21
)
N
2 < 1/2. For
all n ≥ N , we have |λ−n1 (θ∗ · θ∗)(Zv · θ∗)−1d(fn, v) − 1| < 1/2. It follows that
d(fn, v) > 1
2
λn1 (θ
∗ · θ∗)r > 12(θ∗ · θ∗)r when n ≥ N.
Set δ := 1
2
min{1
2
(θ∗ · θ∗)r, δ0, · · · , δN}. We have d(fn, v) > δ > 0 for all n ≥ 0.
When n ≥ N , we have λ−n1 (θ∗ · θ∗)(Zv · θ∗)−1d(fn, v) > 1/2. It follows that
1
2
‖Zfn• v‖ ≤ ‖θ∗‖+ ‖λ−n1 (θ∗ · θ∗)(Zv · θ∗)−1d(fn, v)Zfn• v − θ∗‖ ≤ ‖θ∗‖+ 1/2.
It follows that ‖Zfn• v‖ ≤ 1 + 2‖θ∗‖ when n ≥ N .
When n ≤ N, we have
‖λ−n1 (θ∗·θ∗)(Zv·θ∗)−1d(fn, v)Zfn• v‖ ≤ ‖θ∗‖+‖λ−n1 (θ∗·θ∗)(Zv·θ∗)−1d(fn, v)Zfn• v−θ∗‖
≤ ‖θ∗‖+Br−1(2−M) 12 .
It follows that
‖Zfn• v‖ ≤ λn1 (θ∗ · θ∗)−1θ∗(v)d(fn, v)−1(‖θ∗‖+Br−1(2−M)
1
2 )
≤ λN1 (θ∗ · θ∗)−1θ∗(v)δ−1(‖θ∗‖+Br−1(2−M)
1
2 ).
Set C1 := max{2‖θ∗‖ + 1, λN1 (θ∗ · θ∗)−1θ∗(v)δ−1(‖θ∗‖ + Br−1(2−M)
1
2 )}, then
we have ‖Zfn• v‖ ≤ C1 for all n ≥ 0. Then we have
‖Zfn• v−θ∗‖ ≤ ‖λ−n1 (θ∗·θ∗)(Zv·θ∗)−1d(fn, v)−1‖‖Zfn• v‖+‖λ−n1 (θ∗·θ∗)(Zv·θ∗)−1fn∗ Zv−θ∗‖
≤ (C1 + 1)Br−1(2−M) 12 (λ2
λ21
)
n
2 .
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Set C := (C1 + 1)
2B2r−2(2−M), then we have
d(f•(v), v∗) = |2α(fn• (v) ∧ v∗)− α(fn• (v))− α(v∗)| = ‖Zfn• v − θ∗‖2 ≤ C(
λ2
λ21
)n.

Corollary 12.6. For any v ∈ V∞ satisfying θ∗(v) > 0, we have d(fn, v) > 0 and
θ∗(fn• v) > 0 for all n ≥ 0.
Proof of Corollary 12.6. If α(v) > −∞, we conclude our corollary by Proposition
12.5. If α(v) = −∞, by [11, Proposition 7.2], for any n ≥ 0, there exists w < v
such that d(fn, v) = d(fn, w). Since θ∗(w) ≥ θ∗(v) > 0 and α(w) > −∞, we have
d(fn, v) = d(fn, w) > 0. Then we have θ∗(fn• v) = d(fn, v)−1θ∗(v) > 0. 
13. Valuative dynamics of polynomial endomorphisms with λ21 > λ2
The aim of this section is to prove the following theorem.
Theorem 13.1. Let f be a dominant polynomial endomorphism on A2 defined
over an algebraically closed field satisfying λ21 > λ2. Let l be a positive integer
strictly less than #J(f), W be an open neighborhood of v∗ in V∞ and k be a
non negative integer. There exists a real number r > 0, a finite set of polynomi-
als {Pi}1≤i≤s and a positive integer N such that for any finite set of valuations
{v1, · · · , vt} with t ≤ l satisfying {v1, · · · , vt} ⊆ V∞ \ (∩kj=0f−N−j• (W )), there
exists an index i ∈ {1, · · · , s} such that vj(Pi) > r for all j ∈ {1, · · · , t}.
Observe that Theorem 0.4 in Introduction is a direct corollary of Theorem 13.1.
For this purpose, we first need the following
Lemma 13.2. Let l be a nonnegative integer and let W be a compact subset of
V∞ such that any subset S of W containing at most l elements is rich. Then
there exists an open set U containing W such that for any positive integer s there
exists Ms ≤ 1 such that for any subset S1 of U with at most l elements and any
subset S2 of {v ∈ V∞| α(v) ≤ Ms} with at most s elements, the set S1 ∪ S2 is
rich.
Proof of Lemma 13.2. Let w = (v1, · · · , vl) be a point in W l ⊆ V l∞. The set
{v1, · · · , vl} is rich then by Proposition 2.13, there exists v′i < vi such that the
set {v′1, · · · , v′l} is rich. Then there exists φw ∈ SH+(V∞) satisfying φw(v) = 0 for
v ∈ B({v′1, · · · , v′l}) and 〈φw, φw〉 > 0. Set Uw := B({v′1, · · · , v′l})◦. Observe that
w ∈ U lw.
Since W l is compact, there are finitely many points w1, · · · , wL ∈ W l such that
W l ⊆ ∪Li=1U lwi . We rename Uwi be Ui and φwi by φi. By Lemma 2.15, there exists
M is such that for any subset S of V∞ satisfying
• S ⊆ Ui ∪ {v| α(v) ≤M is};
• #(S \ Ui) ≤ s;
56 JUNYI XIE
we have that S is rich.
For any point x ∈ W , set Ix := {i | x ∈ Ui}. Set Ms := min{M is}i=1,··· ,L and
U := ∪x∈W (∩i∈IxUi).
For any point (y1, · · · , yl) ∈ U l, there exists (x1, · · · , xl) ∈ W l such that yi ∈
∩j∈IxiUj for all i = 1, · · · , l. Since W l ⊆ ∪Li=1U lwi , there exists t = 1, · · · , L
such that (x1, · · · , xl) ∈ U lt . It follows that t ∈ Ixi for all i = 1, · · · , l. Then
yi ∈ ∩j∈IxiUj ⊆ Ut for all i = 1, · · · , l. Then we have (y1, · · · , yl) ∈ U lt . It follows
that U l ∈ ∪Li=1U li . It follows that U and Ms are what we need. 
Lemma 13.3. Let l be a positive integer strict less than #J(f). Let S be a subset
of W (θ∗) containing at most l elements, then S is rich.
Proof of Lemma 13.3. Let T be the subtree of V∞ generated by S and − deg.
Since #J(f) ≥ l + 1, by Proposition 12.4, ∆θ∗ is not supported by T. By [27,
Proposition 3.21], we have RT (θ
∗) ∈ SH+(V∞) and 〈RT (θ∗), RT (θ∗)〉 > 0 and
RT (θ
∗)(v) = 0 for all v ∈ B(S). By Proposition 2.13, the set S is rich. 
Then we have the following
Proposition 13.4. For any integer l ≥ 1 strict less than #J(f), there exists an
open set U and a number M ≤ 1 such that U contains W (θ∗)∪ {v ∈ V∞| α(v) ≤
M} and for any subset S ⊆ U with #S ≤ l, we have that S is rich.
Proof of Proposition 13.4. By Lemma 13.2, there exists M1 ≤ 0, such that for
any subset S of {v ∈ V∞| α(v) < M1} containing at most l elements, we have
that S rich.
By Lemma 13.3, there exists U1 containing W (θ
∗)∩{v ∈ V∞| α(v) ≥M1} and
M2 ≤M1 such that for any subset S of U1 ∪ {v ∈ V∞| α(v) < M2} containing at
most l elements, we have that S rich.
By induction, we get a sequence of numbersM1 > M2 > · · · , > Ml and open set
U1, · · · , Ul satisfying Ui contains W (θ∗) ∩ {v ∈ V∞| α(v) ≥ Mi} for i = 1, · · · , l;
for any subset S of Ui ∪ {v ∈ V∞| α(v) < Mi+1} containing at most l elements,
we have that S is rich for i = 1, · · · , l − 1 and for any subset S of Ul containing
at most l elements, we have that S rich.
Set V0 := {v ∈ V∞| α(v) < M1}; Vi := Ui ∪ {v ∈ V∞| α(v) < Mi+1} for
i = 1, · · · , l−1 and Vl := Ul. We claim that W (θ∗)l ⊆ ∪li=0V li . Otherwise, suppose
that there exists a point w := (v1, · · · , vl) ∈ W (θ∗)l \ (∪li=0V li ). We may suppose
that α(vi) ≥ α(vi+1) for i = 1, · · · , l − 1. Since w 6∈ V ll , we have α(vl) < Ml.
There exists t minimal in {1, · · · , l} satisfying α(vt) < Ml. It follows that the set
{v1, · · · , vt−1} ⊆ {v ∈ W (θ∗)| α(v) ≥ Ml} =
∐l
i=1{v ∈ W (θ∗)| Mi−1 > αv ≥ Mi}
where M0 := 2. Since t − 1 < l, there exists i ∈ {1, · · · , l} such that {v ∈
W (θ∗)| Mi−1 > αv ≥ Mi} ∩ {v1, · · · , vl} = ∅. It follows that {v1, · · · , vl} ⊆ Vi−1
and then w ⊆ V li−1 which contradicts our assumption.
For any i = 1, · · · , l+ 1 set Wi := ∩j 6=i−1Vj, then we have {v ∈ W (θ∗)| Mi−1 >
αv ≥ Mi} ⊆ Wi for i = 1, · · · , l and {v ∈ V∞| α(v) < Ml} ⊆ Wl+1. Set
U := ∪l+1i=1Wi and M := Ml−1, we have that (W (θ∗)∪{v ∈ V∞| α(v) ≤M}) ⊆ U
and U l ⊆ ∪li=0V li . Then for any subset S ⊆ U with #S ≤ l, we have that S is
rich. 
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Proof of Theorem 13.1. Pick U and M ≤ −1 as in Proposition 13.4. For any
point v ∈ V∞ \U , we have α(v) ≥M and θ∗(v) > 0. Since V∞ \U is compact and
contained in {v ∈ V∞| α(v) ≥ M}, there exists r > 0 such that θ∗(v) > r for all
v ∈ V∞ \ U . There exists t > 0, such that the set {v ∈ V∞| 2α(v ∧ v∗) − α(v) −
α(v∗) ≤ t} is contained in W ∩ {v ∈ V∞| α(v) ≥ M}. By Proposition 12.5 there
exists N , such that we have
fn• (V∞ \ U) ⊆ {v ∈ V∞| 2α(v ∧ v∗)− α(v)− α(v∗) ≤ t}
for all n ≥ N. If follows that V∞ \ ∩kj=0f−N−j• (W ) ⊆ U. If follows that for any
subset S of V∞ \ ∩kj=0f−N−j• (W ) containing at most l elements, the set S is rich.
Observe that V∞ \ ∩kj=0f−N−j• (W ) is compact, then we conclude our theorem by
the following
Lemma 13.5. Let l be an positive integer and Z be a compact subset of V∞ such
that for any subset S of Z with at most l elements, S is rich. Then there exists
a real number r, a finite set of polynomials {Pi}1≤i≤s such that for any subset S
of Z with at most l elements, there exists i ∈ {1, · · · , s} such that v(Pi) > r for
all v ∈ S.

Proof of Lemma 13.5. For any point w = (v1, · · · , vl) ∈ Z l, there exists a real
number rw > 0 and a non constant polynomial Pw satisfying vi(P ) > rw > 0
for i = 1, · · · , l. Set Uw := {v ∈ V∞| v(Pw) > rw}. Since Z l is compact, there
exist w1, · · · , ws ∈ Z l such that Z l ⊆ ∪si=1U lwi . Set Ui := Uwi , r = min{rwi} and
Pi := Pwi for i = 1, · · · , s.
Let {v1, · · · , vt} be a finite subset of Z with t ≤ l. Set w := (v1, · · · , vt, · · · , vt) ∈
V l∞, we have w ∈ Z l. Then there exists Uj for some j = 1, · · · , s such that w ∈ U lj
and then Pj(vi) > r for i = 1, · · · , t. 
14. Dynamics on V∞ when J(f) is finite
In this section, we denote by k an algebraically closed field. Let f : A2k → A2k
be a dominant endomorphism defined over k with λ21 > λ2. Moreover, we suppose
that #J(f) is finite.
Set J(f) = Supp∆θ∗ = {v1, · · · , vs} where s is a positive integer. By the
definition of subharmonic functions, we may write θ∗ =
∑s
i=1 riZvi where ri > 0
for i = 1, · · · , s, ∑sj=1 riα(vi ∧ vj) = 0 and ∑si=1 ri = 1.
In this situation, we have that θ∗ is continuous in V∞ and then
W (θ∗) = {v ∈ V∞| θ∗(v) = 0} = B({v1, · · · , vs})
is compact. By the continuity of f•|{v∈V∞| d(f,v)>0}, we have that f•(V∞\W (θ∗)) ⊆
V∞ \W (θ∗) and for all v ∈ W (θ∗) satisfying d(f, v) 6= 0, we have f•(v) ∈ W (θ∗).
Proposition 14.1. There exists n ≥ 1 such that fn• (vi) = vi and d(fn, vi) =
(λ2/λ1)
n for all i = 1, · · · , s.
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Figure 2.
Proof of Proposition 14.1. For i = 1, · · · , s, if d(f, vi) 6= 0, we have f•(vi) ∈
W (θ∗). If f•(vi) ∈ W (θ∗)◦, then by the continuity of f• there exists v < vi such
that f•(v) ∈ W (θ∗). Then we get a contradiction. It follows that f•(vi) = vji
for some ji ∈ {1, · · · , s}. If d(f, vi) = 0, set ji := 1. Then we have f∗Zvi =
d(f, vi)Zvij . Since f∗θ
∗ = λ2/λ1θ∗, we have λ2/λ1(
∑s
i=1 riZvi) =
∑s
i=1 rid(f, vi)Zvji .
Since ∆Zvi = δvi , then we have that Zvi ’s are linear independence. It follows
that d(f, vi) 6= 0 for all i = 1, · · · , s and the map i 7→ ji is a permutation of
{1, · · · , s}. By replacing f by some positive iterate, we may suppose that ji = i
for all i = 1, · · · , s. Then f∗Zvi = d(f, vi)Zvi , it follows that d(f, vi) = λ2/λ1. 
Up to a positive iterate, we may suppose that f•(vi) = vi and d(f, vi) = λ2/λ1
for all i = 1, · · · , s.
The following proposition shows that f• is repelling at vi in the direction de-
terminate by [vi,− deg]. Moreover it is repelling at vi, if vi is irrational.
Proposition 14.2. For all i = 1, · · · , s, there are two valuations wi1 < wi2 < vi
as in [(1),Figure 2] such that
(i) f−1• ({v ∈ V∞| wi1 < v ∧ vi < vi}) = {v ∈ V∞| wi2 < v ∧ vi < vi};
(ii) f•|{v∈V∞| wi2<v∧vi<vi} is order-preserving;
(iii) for all valuation w ∈ [wi1, vi], f−1• (w) is one point in [wi1, vi];
(iv) for all valuation w ∈ {v ∈ V∞| wi1 < v ∧ vi < vi}, there exists N ≥ 1 such
that fn• (w) ∈ V∞ \ {v ∈ V∞| v ∧ vi ≥ wi1} for all n ≥ N.
Moreover if vi is irrational, then there are two valuations vi < u
i
1 < u
i
2 as in
[(2),Figure 2] such that
(1). f−1• ({v ∈ V∞| vi < v ∧ ui2 < ui2}) = {v ∈ V∞| vi < v ∧ ui1 < ui1};
(2). f•|{v∈V∞| vi<v∧ui1<ui1} is order-preserving;
(3). for all valuation w ∈ [vi, ui2], f−1• (w) is one point in [vi, ui1];
(4). for all valuation w ∈ {v ∈ V∞| vi < v ∧ ui2 < ui2}, there exists N ≥ 1
such that for all n ≥ N , either d(fn, w) = 0 or fn• (w) ∈ {v ∈ V∞| ui2 < v}.
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Remark 14.3. The valuations ui1, u
i
2 and w
i
1, w
i
2 can be chosen to be arbitrarily
closed to vi.
Proof of Proposition 14.2. Set V := V∞ \ B({v1, · · · , vs})◦, observe that V is
compact. By Corollary 12.6, f• is well defined on V and f•(V ) ⊆ V. Denote by
T the convex hull of {v1, · · · , vs} ∪ {− deg}. For any i ∈ {1, · · · , s}, there exists
v′i < vi such that {v ∈ V∞| v ≥ v′i} ∩ T = [v′i, vi]. Since f•(vi) = vi, we may
further suppose that {v ∈ V∞| v ≥ f•(v′i)} ∩ T = [f•(v′i), vi]. For any v ∈ V
satisfying v ≥ v′i, we have
α(f•(v) ∧ vi)− α(vi) = ((Zf•(v) − Zvi) · Zvi)
= r−1i ((Zf•(v) − Zvi) · θ∗) = r−1i (Zf•(v) · θ∗)
= r−1i d(f, v)
−1(f∗Zv · θ∗) = r−1i (λ1/d(f, v))(Zv · θ∗)
= (λ1/d(f, v))(α(v ∧ vi)− α(vi)).
Since d(f, vi) = λ2/λ1, we have λ1/d(f, vi) = λ
2
1/λ2 > 1. By assuming v
′
i
close enough to vi, we have λ1/d(f, v
′
i) > C for some constant C > 1 and then
λ1/d(f, v) > λ1/d(f, v
′
i) > C. It follows that
α(f•(v) ∧ vi)− α(vi) > C(α(v ∧ vi)− α(vi)) (∗).
By [11, Proposition 7.2], there exists a finite subtree Tf of V∞ such that d(f, ·)
is locally constant on V∞ \ Tf . Then f• preserves the ordering on V∞ \ ({v ∈
V∞| d(f, v) = 0}∪Tf ). By assuming v′i closed enough to vi, we may suppose that
the set {v ∈ V∞| v′i ≤ v∧v′i < vi}\ [v′i, vi] ⊆ V∞ \Tf . Set t(v) := α(v∧vi)−α(vi).
Since d(f, v) is a decreasing piece-linear function and d(f, vi) = λ2/λ1, there exists
a constant a ∈ Q≥0, such that
t(f•(v)) =
λ1t(v)
at(v) + λ2/λ1
(∗∗)
for v ∈ {v ∈ V |, v′i ≤ v ∧ v′i} by assuming v′i closed enough to vi. It follows that
t(f•(v)) strictly increases in the segment [v′i, vi] and then we have that f• maps
{v ∈ V |, v′i ≤ v ∧ v′i} onto {v ∈ V |, f•(v′i) ≤ v ∧ f•(v′i)} and it preserves the
ordering.
Since f−1• (vi) = {vi} and f•(V \ {v ∈ V |, v′i < v ∧ v′i}) is compact, there exists
wi1 < vi such that w
i
1 > v
′
i and {v ∈ V |wi1 ≤ v}∩f•(V \{v ∈ V |, v′i < v∧v′i}) = ∅.
There exists wi2 ∈ (wi1, vi) such that {wi2} = f−1• ({wi1}). Then the pair (wi1, wi2)
satisfies the conditions (i),(ii) and (iii) immediately. The inequality (∗) implies
the condition (iv).
Now we suppose that vi is irrational. We claim the following
Lemma 14.4. There are two valuations w1, w2 satisfying w1 < vi < w2 such that
for any v ∈ {v ∈ V∞| w1 < v ∧ w2 < w2} we have d(f, v) > 0 and
α(f•(v) ∧ w2)− α(vi) = A(α(v ∧ w2)− α(vi))
C(α(v ∧ w2)− α(vi)) +D
where A,C,D ∈ R.
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Pick valuations w1, w2 as in Lemma 14.4. Since A,C,D are constants, then
equation (∗∗) implies
α(f•(v) ∧ w2)− α(vi) = λ1(α(v ∧ w2)− α(vi))
a(α(v ∧ w2)− α(vi)) + λ2/λ1 (∗ ∗ ∗)
for v ∈ {v ∈ V∞| w1 < v ∧ w2 < w2}. Set Vi := {v ∈ V∞| v ≥ vi} \ {v ∈
V∞| d(f, v) = 0}◦. For every valuation v ∈ V1 satisfying d(f, v) > 0, we have
f•(v) ∈ {v ∈ V∞| v ≥ vi}. By [11, Theorem 7.1], f• extends to a continuous
map f• : Vi → {v ∈ V∞| v ≥ vi}. Since {v ∈ Vi| v ≥ w2} is compact and
f−1• ({vi}) = vi, there exists ui2 ∈ (vi, w2), such that {v ∈ V∞| vi ≤ v ≤ ui2} ∩
f•({v ∈ Vi| v ≥ w2}) = ∅. There exists ui1 ∈ (vi, ui2) such that {ui1} = f−1• ({ui2}).
Then equation (∗∗∗) implies that the pair (ui1, ui2) satisfies the conditions (i),(ii),
(iii) and (iv). 
Proof of Lemma 14.4. There exists a nonconstant polynomial P such that there
exists a branch C1 of {P = 0} satisfying vC1 > vi and there exists a branch
D1 of {P = 0} satisfying vD1 ∧ vi < vi. Set C1, · · · , Cs be all branch of {P =
0} satisfying vCj > vi and set D1, · · · , Dt be all branch of {P = 0} satisfying
vDj ∧ vi < vi. Since vi is irrational, C1, · · · , Cs, D1, · · · , Dt are all branches of
{P = 0}. It follows that there exists m1, · · · ,ms, n1, · · · , nt ∈ Z+ such that for
all v ∈ V∞, v(P ) =
∑s
j=1mjα(vCj ∧ v) +
∑t
j=1 njα(vDj ∧ v). Similarly, write
v(f ∗P ) =
∑r
j=1m
′
jα(vC′j ∧ v) +
∑l
j=1 n
′
jα(vD′j ∧ v) where n′j,m′j ∈ Z+, vC′j > vi
and vD′j ∧ vi < vi.
Set M :=
∑s
j=1 mj and M
′ :=
∑r
j=1m
′
j. We have M,N,M
′, N ′ ∈ Z≥0 and
M,N > 0. Set w′1 := max({vCj∧vi}∪{vC′j∧vi}) and w′2 := (∧tj=1vDj)∧(∧lj=1vD′j).
Since v1 is irrational, we have w
′
1 < vi < w
′
2. For any v ∈ {v ∈ V∞| w′1 < v∧w′2 <
w′2}, we have
v(P ) = Mα(v ∧ w′2) + T
where T =
∑t
j=1 njα(vDj ∧ w′1) and
v(f ∗P ) = M ′α(v ∧ w′2) + L
where T =
∑l
j=1 n
′
jα(vD′j ∧ w′1). On the other hand, we have d(f, v)f•(v)(P ) =
v(f ∗P ). Since vi is irrational, d(f, vi) = λ2/λ1 and d(f, ·) is decreasing, there exist
w1 ∈ [w′1, vi) and w2 ∈ (vi, w′2] such that for all v ∈ {v ∈ V∞| w1 < v ∧w2 < w2},
• we have d(f, v) = λ2/λ1 + K(α(v ∧ w2)− α(vi)) for some constant K ∈
Q≥0;
• d(f, v) > 0;
• f•(v) ∈ {u ∈ V∞| w′1 < u ∧ w′2 < w′2}.
It follows that for all v ∈ {u ∈ V∞| w1 < u ∧ w2 < w2}, we have
(λ2/λ1 +K(α(v ∧ w2)− α(vi))) (Mα(f•(v) ∧ w2) + T ) = M ′α(v ∧ w2) + L (1).
Set v = vi in equation (1), then we have
λ2/λ1(Mα(vi) + T ) = M
′α(vi) + L (2).
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Set t(v) := α(v ∧ w2)− α(vi). By taking difference (1)− (2), we have
(λ2/λ1)Mt(f•(v)) +K(Mα(f•(v) ∧ w2) + T )t(v) = M ′t(v).
It follows that
((λ2/λ1)M +KMt(v)) t(f•(v)) +K (Mα(vi) + T ) t(v) = M ′t(v)
and then we have
t(f•(v)) =
(M ′ −K (Mα(vi) + T )) t(v)
(λ2/λ1)M +KMt(v)
for v ∈ {u ∈ V∞| w1 < u ∧ w2 < w2} by taking w1, w2 closed enough to vi. 
15. When J(f) is a finite set of divisorial valuations
In this section k is an algebraically closed field. Let f : A2k → A2k be a dominant
endomorphism defined over k with λ21 > λ2 such that J(f) = Supp∆θ
∗ is a finite
set of divisorial valuations.
We first fix the setting. Write θ∗ =
∑s
i=1 riZvi where ri > 0 and vi is divisorial
for i = 1, · · · , s. The coefficients ri’s satisfy the following conditions:
(i)
∑s
j=1 riα(vi ∧ vj) = 0 for i = 1, · · · , s;
(ii)
∑s
i=1 ri = 1.
By Proposition 14.1, we may suppose that f•(vi) = vi and d(f, vi) = λ2/λ1 for
all i = 1, · · · , s. The aim of this section is the following
Theorem 15.1. If Jf is not a constant, then f preserves a nontrivial fibration
G ∈ k[x, y] \ k i.e. there there exists a polynomial morphism G : A1k → A1k such
that P ◦ f = G ◦ P. Moreover we have R{v1,··· ,vs} = k[P ].
Remark 15.2. In the preparing work [16], Jonsson, Wulcan and I show that Jf
can not be constant in this case.
Proof of Theorem 15.1. For every polynomialQ ∈ k[x, y], set θ∗(Q) := ∑si=1 rivi(Q).
Recall that the function log |Q| : v 7→ −v(Q) on V∞ can be written as
log |Q|(v) =
l∑
i=1
miα(Qi ∧ v)
where Qi’s are all curve valuations associated to the branches at infinity of
{Q(x, y) = 0} and mi ≥ 1. Then we have
θ∗(Q) =
s∑
i=1
rivi(Q) = −
s∑
i=1
ri log |Q|(vi)
= −
s∑
i=1
ri(
l∑
j=1
mjα(Qj ∧ vi)) = −
s∑
i=1
ri
l∑
j=1
mj(ZQj · Zvi)
= −
l∑
j=1
(ZQj ·
s∑
i=1
riZvi) = −
l∑
j=1
(ZQj · θ∗) ≤ 0.
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For all element Q ∈ R{v1,··· ,vs}, we have 0 ≥ θ∗(Q) =
∑s
i=1 rivi(Q) ≥ 0. It follows
that vi(Q) = 0 for all i = 1, · · · , s. By Proposition 2.13, the transcendence degree
of Frac (R{v1,··· ,vs}) is at most one.
On the other hand, we claim the following
Proposition 15.3. If vi is divisorial for all i = 1, · · · , s, then either Jf is a
constant or there exists a polynomial P ∈ k[x, y] \ k such that vi(P ) ≥ 0 for all
i = 1, · · · , s.
By Proposition 15.3, the transcendence degree of Frac (R{v1,··· ,vs}) is at least
one and then equals to one. By [27, Proposition 5.8], there exists a nonconstant
polynomial P ∈ k[x, y] such that R{v1,··· ,vs} = k[P ].
Observe that vi(P ◦ f) = (f∗vi)(P ) = λ2/λ1vi(P ) = 0 for all i = 1, · · · , s.
Then we have P ◦ f ∈ R{v1,··· ,vs} = k[P ]. Then there exists G ∈ k[t] such that
P ◦ f = G ◦ P . 
Proof of Proposition 15.3. Since v1 is divisorial, we have λ2/λ1 = d(f, v1) ∈ Z+,
it follows that λ2 ≥ λ1.
We define A(θ∗) :=
∑s
i=1 riA(vi). As in the beginning of the proof of Theorem
15.1, we set θ∗(Q) :=
∑s
i=1 rivi(Q) for all polynomial Q ∈ k[x, y] and we have
θ∗(Q) ≤ 0 for all Q ∈ k[x, y]. Observe that
λ2/λ1A(θ
∗) =
s∑
i=1
ri(λ2/λ1A(vi))
=
s∑
i=1
ri(A(vi) + vi(Jf)) = A(θ
∗) + θ∗(Jf).
It follows that (λ2/λ1 − 1)A(θ∗) = θ∗(Jf) ≤ 0.
We claim the following
Lemma 15.4. If λ1 = λ2, then either Jf is a constant or there exists a polyno-
mial P ∈ k[x, y] \ k such that vi(P ) ≥ 0 for all i = 1, · · · , s.
By Lemma 15.4, we may suppose that λ2 > λ1, it follows that A(θ
∗) ≤ 0. Then
we conclude our Proposition by [27, Proposition 5.6]. 
Proof of Lemma 15.4. We may suppose that Jf is not a constant. For all i =
1, · · · , s, we have formula
d(f, vi)A(vi) = A(vi) + vi(Jf).
Since d(f, vi) = λ2/λ1 = 1, we have vi(Jf) = 0 for all i = 1, · · · , s. Set P = Jf ,
then we conclude of lemma. 
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Part 6. The non-resonant case λ21 > λ2
In this part, f is a dominant polynomial endomorphism defined over an alge-
braically closed field satisfying λ21 > λ2. The aim of this part is to prove the main
theorem in the case λ21 > λ2 which completes the proof of Theorem 0.1.
Theorem 15.5. Let f : A2Q → A2Q be a dominant polynomial endomorphism on
A2Q satisfying λ
2
1 > λ2. Then the pair (A2Q, f) satisfies the DML property.
16. The case λ21 > λ2 and #J(f) ≥ 3
Our aim of this part is to prove the following
Theorem 16.1. Set k = Q. Let f be a dominant polynomial endomorphism on
A2k defined over k with λ1(f)2 > λ2(f) and #J(f) ≥ 3. Then the pair (A2k, f)
satisfies the DML property.
We first fix the notations.
Let C be an irreducible curve in A2k and p be a closed point in A2k. We suppose
that {n ∈ N| fn(p) ∈ C} is infinite and p is not preperiodic. By Theorem 8.1, we
may suppose that there exists a sequence of curves {Ci}i∈Z with s ∈ {1, 2} places
at infinity such that
• C0 = C;
• f(Ci) = Ci+1;
• for all i ∈ Z, the set {n ≥ 0|fn(p) ∈ Ci} is infinite.
Let Cji ’s be branches of C
j, we may suppose that f(Cji ) = C
j+1
i for j ≤ −1 and
1 ≤ i ≤ s.
The following lemma is a key ingredient of our proof which is a direct applica-
tion of Section 13
Lemma 16.2. If there exists an open set W of V∞ containing v∗ and a nonnega-
tive integer L ≥ 0, such that for infinitely many j ≤ 0 we have vCji 6∈ ∩
L
k=0f
−k• (W )
for all i = 1, · · · , s, then the pair (A2, f) satisfies the DML property for C.
Proof of Lemma 16.2. Since #J(f) ≥ 3 > s, by Theorem 13.1, there exists a
finite set of polynomials {Pi}1≤i≤l and a positive integer N such that for any
set of valuations {v1, · · · , vs} of s elements satisfying vi 6∈ ∩Lk=0f−N−k• (W ) for all
i = 1, · · · , s, there exists an index i ∈ {1, · · · , l} such that vj(Pi) > 0 for all j ∈
{1, · · · , s}. Let S be the infinite set of index j ≤ 0 such that vCji 6∈ ∩
L
k=0f
−k• (W )
for all i = 1, · · · , s. Denote by S−N the set of index j such that j +N ∈ S.
Since vCji
6∈ W for all j ∈ S, we have vCji 6∈ f
−N• (W ) for all j ∈ S−N . Denote
by R the finite set of irreducible polynomials which is a factor of one polynomial
Pi, i ∈ {1, · · · , l}.
For any j ∈ S−N , there exists an index k ∈ {1, · · · , l} such that vCji (Pk) > 0
for all i ∈ {1, · · · , s}. Then Pk has no poles but zeros in the Zariski closure of Cj
in P2. It follows that we have Pk|Cj = 0 and then Cj is defined by Qj = 0 where
Qj is an irreducible polynomial in R. Since R is finite, there exists j1 < j2 ∈ S−N
such that Cj1 = Cj2 . It follows that C is periodic. 
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In the rest of this section we present our proof in the situation s = 2 and we
will give a remark for the situation s = 1 in every case.
1) The case v∗ is not divisorial. By [12, Theorem 3.1], there exists an open
set W of V∞ containing v∗ such that
• vC0i 6∈ W for i = 1, 2;• f•(W ) ⊆ W .
Then we have W ⊆ f j•(W ) for all j ≤ 0. It follows that vCji 6∈ W for all j ≤ 0 and
i = 1, 2. By applying Lemma 16.2, we conclude our proposition in this situation.
Remark 16.3. When s = 1, the proof is the same.
2) The case v∗ is divisorial. There exists a smooth projective compactifi-
caition X of A2 containing a divisor E satisfying vE = v∗. By [12, Lemma 4.6]
we may suppose that for any point t in I(f)∩E, t is not a periodic point of f |E.
2.1) The case deg(f |E) = id. The proof of this case is similar to Case 1).
There exists a compactification X ∈ C such that E is an irreducible component
of X \ A2 and I(f) ∩ E = ∅. If follows that there exists an open set W of V∞
containing v∗ such that
• vC0i 6∈ W for i = 1, 2;• f•(W ) ⊆ W .
Then we have W ⊆ f j•(W ) for all j ≤ 0. It follows that vCji 6∈ W for all j ≤ 0.
Apply Lemma 16.2 and we conclude our proposition in this situation.
Remark 16.4. When s = 1, the proof is the same.
2.2) The case deg(f |E) = 1 and f |nE 6= id for all n ≥ 0. Since deg(f |E) = 1,
f |E has at most two periodic points. By replacing f by a positive iterate, we may
suppose that all periodic points of f |E are fixed.
In the case 1) and the case 2.1), there exists a system of invariant neighborhood
of v∗. Unfortunately, such a system does not exist in this case. But there exists
a system of neighborhood W of v∗ which is not invariant but play a similar role
as invariant neighborhood of v∗ play in the case 1) and 2).
Definition 16.5. A neighborhood W of v∗ is said to be a nice neighborhood of
v∗ if it satisfies the following properties:
(i) for all valuation v ∈ W , d(f, v) > 0 and the center of v is contained in E;
(ii) for any point t ∈ E, we have f•(U(t) ∩W ) ⊆ U(f |E(t));
(iii) for all j ≤ 0 such that there exists a branch Cji of Cj at infinity satisfying
vCji
∈ W , we have deg f |Cj ≤ λ1 for all j ≤ −1;
(iv) its boundary ∂W is finite;
(v) for any fixed point x ∈ E, f•(U(x) ∩W ) ⊆ U(x) ∩W .
Lemma 16.6. If v∗ = vE is divisorial, deg f |E = 1 such that all periodic points
of f |E are fixed. Let U be any neighborhood of v∗, there exists nice neighborhood
W of v∗ contained in U .
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Proof of Lemma 16.6. There exists a compactification Y ∈ C dominates X with
morphisms pi1 : Y → X, pi2 : Y → X where pi1 is birational and pi2 ◦ pi−11 = f.
Set E ′ the strict transform of E. We may suppose that for every irreducible
component F 6= E ′ of Y \ A2 satisfying F ∩ E ′ 6= ∅, we have that pi1(F ) is a
point, pi2(F ) = f |E(pi1(F )) and pi2 at every point in E ′ is locally monomial ( see
[5, Theorem 3.2]). Denote by WY the set of all valuations whose centers on Y are
contained in E ′.
Then we pick a neighborhood W ′ satisfying conditions (i) and (ii) in Definition
16.5 and contained in WY ∩ U .
We will first show that W ′ satisfies condition (iii) in Definition 16.5.
Fix j ≤ −1, we may suppose that vCj1 ∈ W
′. By condition (ii), the center of
f(vCj+11
) is contained in E. Write cj for the center of vCj1
on Y and cj+1 for the
center of f(vCj+11
) on X. By condition (iii), cj is contained in EY . There exists a
local coordinate U j at cj satisfying EY = {y = 0} in U j and a local coordinate
U j+1 of cj+1 satisfying E = {y = 0} in U j+1. Since pi2|EY is linear and d(f, vE) =
λ1. We may ask that the map pi2 : U
j → U j+1 to take form (x, y) 7→ (x, xmyλ1)
for some m ≥ 0. It follows that for a general point in U j+1 \ {(0, 0)}, it has at
most λ1 preimages by pi2 in U
j. Pick a general point in Cj near cj+1, it has at
most λ1 preimages by f |Cj near the center of vCj1 . It follows that deg f |Cj ≤ λ1
which shows that W ′ satisfies condition (iii) in Definition 16.5.
Observe that all neighborhoods of v∗ contained in W ′ satisfies conditions (i),
(ii) and (iii).
By replacing W ′ by a neighborhoods of v∗ contained in W ′, we may suppose
that it also satisfies condition (iv).
If f |E 6= id, denote by F the set of fixed points of f |E. Then we have #F ≤ 2.
By Lemma 5.7, for any x ∈ F , there exists a valuation wx ∈ U(x) such that
{v ∈ V∞| vE < v ∧ vE < wx} ⊆ W ′ and f•({v ∈ V∞| vE < v ∧ vE < wx}) ⊆ {v ∈
V∞| vE < v ∧ vE < wx}. Set W := W ′ \ (∪x∈F (U(x) \ {v ∈ V∞| vE < v ∧ vE <
wx})), then W is a nice neighborhood W of v∗ contained in U .
If fE = id, the argument in 2.1) shows that v∗ is attracting i.e. there exists
a neighborhoods W of v∗ satisfying f•(V ) ⊆ V . Moreover we may suppose that
the boundary of W is finite and W ⊆ W ′. Then W is a nice neighborhood W of
v∗ contained in U . 
In the rest of the proof of the case 2.2), we take W to be a nice
neighborhood of v∗.
By Lemma 16.2 and by replacing C by some Cj0 , j0 ≤ 0, we may suppose that
for all j ≤ 0, there exists a branch Cji of Cj at infinity such that vCji ∈ W . Now
we may suppose that deg f |Cj ≤ λ1 for all j ≤ −1.
For any branch Cji of C
j at infinity j ≤ 0, denote by mji the intersection number
(Cji · l∞). Then we want to study the growth of the intersection number mji when
vCji
is contained in W .
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Since d(f, v) is locally constant outside a finite tree, there are finitely many
directions ~w1, · · · , ~wd at vE such that d(f, v) = d(f, vE) = λ1 on V∞ \ ∪di=1U(~wi).
Denote by ti the point in E determined by ~wi.
Since d(f, v) is continuous on V∞, by replacing W by some small open set, we
may suppose that for all v ∈ W , d(f, v) ∈ (2−1/dλ1, 21/dλ1).
By Lemma 4.3, we have
mjid(f, vCji
) = deg(f |Cji )m
j+1
i = deg(f |Cj)mj+1i
for all j ≤ 0, i = 1, · · · , s.
Lemma 16.7. If there are i = 1, 2, j ≤ 0 and k ≥ 0, such that vCji , · · · , vCj−ki ∈
W and the centers qji , · · · , qj−ki are distinct, then we have mj−ki /mji ≤ 2.
Remark 16.8. This lemma holds also when s = 1.
Proof of Lemma 16.7. Since mjid(f, vCji
) = deg(f |Cj)mj+1i , we have
mji/m
j+1
i = deg(f |Cj)/d(f, vCji ) ≤ λ1/d(f, vCj).
When qji 6∈ {t1, · · · , td}, we have d(f, vCj) = λ1, and then mji/mj+1i ≤ 1; When
qji ∈ {t1, · · · , td}, we have d(f, vCj) ≥ 2−1/dλ1, and then mji/mj+1i ≤ 21/d. Since
qji , · · · , qj−ki are distinct, we have mj−ki /mji ≤ (21/d)d = 2. 
Observe that some vCji
can be outside W infinitely many times. But however,
the following lemma tell us that mji/(degC
j) can not be too big.
Lemma 16.9. For any nice neighborhood W , there exists A ≥ 0, such that if
there are infinitely many vCj1
6∈ W satisfying mj1/mj2 ≥ A, then the pair (A2, f)
satisfies the DML property for C.
The map f• : {v ∈ V∞| d(f, v) > 0} → V∞ is continuous and the image of any
v ∈ ∂{v ∈ V∞| d(f, v) > 0} is a curve valuation defined by a rational curve with
one place at infinity. So there exists δ > 0 such that vE 6∈ f•({v ∈ V∞| d(f, v) ≤
δ}). So we may take W to be a nice neighborhood of v∗ contained in the open set
V∞ \ f•({v ∈ V∞| d(f, v) ≤ δ}).
By replacing C by some Cj, j ≤ 0, we may suppose that for all j ≤ 0, we have
mj1/m
j
2 < A when v(C
j
1) 6∈ W and mj2/mj1 < A when v(Cj2) 6∈ W .
Proof of Lemma 16.9. By Theorem 13.1, there exists r > 0, N ≥ 0 and a finite
set of polynomials {P1, · · · , Pm} such that for any for any v ∈ V∞ \ f−N• (W ),
there exists i = 1, · · · ,m such that v(Pi) > r.
Set A := r−1(deg(f))2N max{deg(P1), · · · , deg(Pm)}. We claim
Lemma 16.10. For any j ≤ 0 and k ≥ 0, we have
(deg(f))2k(mj1/m
j
2 + 1) ≥ mj−k1 /mj−k2 ≥ (deg(f))−2k
mj1/m
j
2
1 +mj1/m
j
2
.
THE DYNAMICAL MORDELL-LANG CONJECTURE 67
If vCj1
6∈ W and mj1/mj2 ≥ A, by Lemma 16.10, we have vCj−N1 6∈ f
−N• (W ) and
mj−N1 /m
j−N
2 ≥ (deg(f))−2NA/(1 + A) > (deg(f))−2NA.
There exists i = 1, · · · ,m such that vCj−N1 (Pi) > r. Observe that
mj−N1 vCj−N1 (Pi) +m
j−N
2 vCj−N2
(Pi) > m
j−N
1 r −mj−N2 deg(Pi)
≥ mj−N1 r −mj−N2 max{deg(P1), · · · , deg(Pm)} > 0.
We claim the following
Lemma 16.11. Let C be an irreducible curve in A2Q and let C1, · · · , Cs be all
the branches of C at infinity. Let P be any polynomial in Q[x, y]. If
∑s
i=1(Ci ·
l∞)vCi(P ) > 0, then P |C = 0.
Lemma 16.11 implies that Pi|Cj−N is zero. It follows that Cj−N is an irreducible
component of {∏mi=1 Pi = 0}.
If there are infinitely many such j ≤ 0, there exists j1 < j2 < 0, such that
Cj1−N = Cj2−N . It follows that C is periodic, which conclude our Theorem
16.1. 
Proof of Lemma 16.10. Observe that
mj−k1 /m
j
1 = deg(f
k|Cj−k)/d(fk, vCj−k) ≥ 1/(deg(f))k.
On the other hand, we have
mj−k2 ≤ deg(Cj−k) ≤ deg(f ∗k(Cj)) = (deg(f))k deg(Cj) = (deg(f))k(mj1 +mj2).
It follows that
mj−k1 /m
j−k
2 ≥ (deg(f))−2kmj1/(mj1 +mj2) = (deg(f))−2k
mj1/m
j
2
1 +mj1/m
j
2
.
The same we have
(deg(f))2k(mj1/m
j
2 + 1) ≥ mj−k1 /mj−k2 .

Proof of Lemma 16.11. We extend C to a projective curve in P2. By contradic-
tion, we suppose that P |C is not zero. The pole of the function P |C can only
occur in the places at infinity. So the some of all poles and zeros with mul-
tiplicities is nonpositive. By the definition of curve valuation, this number is∑s
i=1(Ci · l∞)vCi(P ) > 0 which is a contradiction. It follows that P |C = 0. 
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2.2.1)The case vCj1
, vCj2
∈ W for all j ≤ 0. If q01, q02 are fixed by f |E. There
exists a neighborhood W ′ of v∗ such that f•(W ′) ∩ U(q0i ) ⊆ W ′ ∩ U(q0i ) and
vC0i 6∈ W ′ for i = 1, 2. Since deg f |E = 1 and vCji ∈ W for all j ≤ 0, i = 1, 2, we
have qji = q
0
i for all j ≤ 0. It follows that vCji ∈ U(q
0
i ) and vCji
6∈ W ′ for all j ≤ 0,
i = 1, 2. By Lemma 16.2, we conclude our theorem in this case.
If q01 is fixed by f |E and q02 is not fixed by f |E, then q02 is not periodic. There
exists a nice neighborhood W ′ of v∗ such that W ′ ⊆ W , f•(W ′) ∩ U(q01) ⊆
W ′ ∩ U(q01) and vC01 6∈ W ′. Since deg f |E = 1 and vCj1 ∈ W for all j ≤ 0, we have
qj1 = q
0
1 for all j ≤ 0. It follows that vCj1 ∈ U(q
0
1) and vCj1
6∈ W ′ for all j ≤ 0. By
applying Lemma 16.9 for W ′, we may suppose that there exists A′ > 0 such that
mj1/m
j
2 ≤ A′ for all j ≤ 0. Lemma 16.7 implies that {mj2}j≤0 is bounded and then
deg(Cj) = mj1 + m
j
2 is bounded. Then we conclude our theorem by Proposition
8.5.
Then we may suppose that both q01, q
0
2 are not periodic by f |E. Lemma 16.7
shows that {mji}j≤0 is bounded for i = 1, 2 and then deg(Cj) = mj1 + mj2 is
bounded. Then we conclude our theorem by Proposition 8.5.
2.2.2) The case vCj1
∈ W for all j ≤ 0 and there are infinitely many
j ≤ 0 such that vCj2 6∈ W . If q
0
1 is fixed by f |E, there exists a neighborhood
W ′ of v∗ such that W ′ ⊆ W , f•(W ′) ∩ U(q01) ⊆ W ′ ∩ U(q01) and vC01 6∈ W ′. Since
deg f |E = 1 and vCj1 ∈ W for all j ≤ 0, we have q
j
1 = q
0
1 for all j ≤ 0. It follows
that vCj1
∈ U(q01) and vCj1 6∈ W
′ for all j ≤ 0. More over there are infinitely many
j ≤ 0 such that vCj2 6∈ W
′, then we conclude our theorem by Lemma 16.2.
So we may suppose that q01 is not fixed by f |E. Then Lemma 16.7 shows that
mj1 ≤ 2m01 for all j ≤ 0. By replacing C by some Cj, j ≤ 0, we may suppose that
vC02 6∈ W . For any j ≤ 0 satisfying vCj2 6∈ W , we have m
j
2/m
j
1 < A. It follows
that mj2 < 2Am
0
1 when vCj2
6∈ W . For any j ≤ 0 satisfying vCj2 ∈ W , there exists
j ≤ j1 ≤ −1 such that vCj′2 ∈ W for any j ≤ j
′ ≤ j1 and vCj1+12 6∈ W . Since
f(U(x) ∩W ) ⊆ U(x) ∩W for all x ∈ E fixed by f |E, qj12 is not fixed by f |E. By
Lemma 16.7, we have mj2 ≤ 2mj12 . By Lemma 16.10, we have
mj12 /m
j1
1 ≤ (deg(f))2(mj1+12 /mj1+11 + 1) < (deg(f))2(A+ 1).
It follows that mj12 ≤ (deg(f))2(A+ 1)mj11 ≤ 2(deg(f))2(A+ 1)m01. Then we have
mj2 ≤ 4(deg(f))2(A + 1)m01. It follows that {mj2}j≤0 is bounded. Then we have
{deg(Cj)}j≤0 is bounded and thus we conclude our theorem by Proposition 8.5.
2.2.3) The case that for all i = 1, 2, there are infinitely j1 ≤ 0 such
that v
C
j1
i
6∈ W . Denote by Si the set of j ∈ Z≤0 such that vCji ∈ W for all
i = 1, 2. It follows that S1 ∪ S2 = Z≤0. In this case we have Z≤0 \ Si is infinite
for all i = 1, 2.
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If S1 is finite, then there exists N
′ ≤ 0 such that {N ′, N ′ − 1, · · · } ⊆ S2. It
follows that Z≤0\Si is finite which contradicts to our assumption. So S1 is infinite.
The same, S2 is infinite also.
There exists N0 ≤ 0 such that {0,−1, · · · , N0} ∩ Si 6= ∅ for all i = 1, 2.
For any n ≥ 0, denote by On the set of points x ∈ E such that U(x) ∩
(∩nk=0f−k• (W )) = U(x)∩W and U(x)∩ f−n−1• (W ) 6= U(x)∩W . Observe that O0
is finite. Since On = f |−nE (O0) for all n ≥ 0, On is finite. There are no periodic
points in O0, which implies that for any finite subset B, On ∩ B = ∅ for n large
enough.
Set M := min{−8A − 16A2,−8 deg(f)A/δ − 16 deg(f)2A2/δ2,−288} − 1 and
let N1 be defined in the following
Lemma 16.12. For any M ≤ 0, there exists N1 ≥ 0 such that for all x ∈ ON1,
we have {v ∈ U(x)| α(v) ≥M} ⊆ U(x) ∩ f−N1• (W ).
The following lemma allows us to suppose that for all i = 1, 2 and j ≤ N0, if
{j, j+1, · · · , j+N1} ⊆ Si and j+N1 +1 6∈ Si, we have mji < (1−M)−1/2 deg(Cj).
Lemma 16.13. If there are infinitely many j ≤ 0 such that {j, j + 1, · · · , j +
N1} ⊆ Si, j +N1 + 1 6∈ Si and mji ≥ (1−M)−1/2 deg(Cj) for some i = 1, 2, then
C is periodic.
Lemma 16.14. If there are infinitely many j ≤ N0 satisfying {j, · · · , j +N1} ⊆
S1 ∩ S2 for all i = 1, 2, then the pair (A2, f) satisfies the DML property for C.
By Lemma 16.2, there exists an infinite sequence {j1 > j2 · · · } such that for
all l ≥ 1, {jl, jl + 1, · · · , jl + N1} ∈ Si for some i = 1, 2. We may suppose
that {jl, jl + 1, · · · , jl + N1} ∈ S1. For all l ≥ 0, there exists nl ≥ 0 such that
{jl + nl, jl + nl + 1, · · · , jl + nl +N1} ∈ S1 but jl + nl +N1 + 1 6∈ S1. By Lemma
16.14, we may suppose that {jl +nl, jl +nl + 1, · · · , jl +nl +N1} 6∈ S2. It follows
that both v
C
jl+nl
2
and v
C
jl+nl
1
are not contained in ∩N1+1k=0 f−k• (W ) for all l ≥ 0.
Since Z≤0 \ S1 is infinite, we may suppose that for all l ≥ 1, {jl+1, jl+1 +
1, · · · , jl} 6⊆ S. It follows that jl+1 + nl+1 < jl < jl + nl. Then we have j1 + n1 >
j2 + n2 · · · . Then we conclude our Theorem by Lemma 16.2.
Proof of Lemma 16.12. By Proposition 12.2, the set WM−1 := W (θ∗) ∩ {v ∈
V∞| α(v) ≥ M − 1} is compact. Then there are finitely many open set Ui,
i = 1, · · · , l, taking form Ui = {v ∈ V∞| v > vi} not containing v∗ such that
WM−1 ⊆ ∪mi=1Ui. Proposition 12.5 shows that there exists N2 > 0 such that for
all n ≥ N2, fn• ({v ∈ V∞| α(v) ≥ M} \ (∪mi=1Ui)) ⊆ W for all n ≥ N2. It follows
that {v ∈ V∞| α(v) ≥M} \ (∪mi=1Ui) ⊆ f−n• (W ) for all n ≥ N2.
Denote by B the set of points in E determinate by the direction defined by
[v∗, vi]. There exists N1 ≥ N2, such that ON1 ∩B = ∅. Then we have
U(x) ∩ (∪mi=1Ui) = ∅.
It follows that {v ∈ U(x)| α(v) ≥M} ⊆ U(x) ∩ f−N1• (W ). 
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Proof of Lemma 16.13. We suppose that there are infinitely many j ≤ N0 such
that {j, j + 1, · · · , j +N1} ⊆ S1, j +N1 + 1 6∈ S1 and mj1 ≥ (1−M)−1/2 deg(Cj).
Then we have qj1 ∈ ON1 and vCj1 ∈ V∞\f
−N1−1• (W ). By Lemma 16.12, U(q
j
1)∩{v ∈
V∞| α(v) ≥M} ⊆ f−N1−1• (W ).
Since ON1 is finite, there exists t ∈ ON1 such that there exists a sequence of
branches {Cjn1 }n≥0, 0 ≥ j0 > j1 > · · · such that qjn1 = t and mjn1 ≥ (1−M)−1/2.
The boundary ∂(U(t)∩ f−N1−1• (W )) of U(t)∩ f−N1−1• (W ) is finite and for all v ∈
(∂(U(t)∩f−N1−1• (W ))\{v∗}, we have α(v) < M . Since vCjn1 ∈ U(t)\f
−N1−1• (W ),
there exists vn ∈ (∂(U(t) ∩ f−N1−1• (W )) \ {v∗} satisfying vn < vCjn1 . Then there
exists n1 > n2 > 0 such that vn1 = vn2 . If vCjn11
6= v
C
jn2
1
, then we have
deg(C
jn1
1 ) deg(C
jn2
1 ) = (C
jn1
1 · Cjn21 ) ≥ mjn11 mjn21 (1− α(vCjn11 ∧ vCjn21 ))
> (1−M)−1 deg(Cjn11 ) deg(Cjn21 )(1−M) = deg(Cjn11 ) deg(Cjn21 )
which is a contradiction. It follows that v
C
jn1
1
= v
C
jn2
1
and then C is periodic. 
Proof of Lemma 16.14. Suppose that there are infinitely many j ≤ N0 such that
{j, · · · , j + N1} ⊆ S1 ∩ S2 for all i = 1, 2. There exists a unique ni ≥ 0, such
that {j + ni, · · · , j + ni + N1} ⊆ Si but j + ni + N1 + 1 6∈ Si. Then we have
qj+nii ∈ ON1 for all i = 1, 2. We may suppose that n1 ≤ n2. Since for each
i = 1, 2, there are infinitely many j ≤ 0 such that vCji 6∈ W , we may suppose that
n1 + j ≤ n2 + j ≤ N0.
We first suppose that mj1/m
j
2 ≥ 4((1 − M)1/2 − 1)−1. By Lemma 16.15,
we have mj+n11 /m
j+n1
2 ≥ ((1 − M)1/2 − 1)−1 and then we have mj+n11 ≥ (1 −
M)−1/2 deg(Cj+n1). Since v
C
j+n1
1
∈ W and qj+n11 ∈ ON1 , it contracts our assump-
tion above Lemma 16.13.
Then we may suppose that mj1/m
j
2 < 4((1−M)1/2 − 1)−1.
We claim the following
Lemma 16.15. If there are j1 < j0 ≤ N0, such that vCj0i , · · · , vCj1i ∈ W for
i = 1, 2 and the centers qj1i , i = 1, 2 are not periodic, then we have
4−1mj11 /m
j1
2 ≤ mj01 /mj02 ≤ 4mj11 /mj12 .
If for all {j, · · · , j + n2} ∈ S1, then by Lemma 16.15, we have mj+n21 /mj+n22 <
16((1−M)1/2 − 1)−1. It follows that
mj+n22 >
(
1 + 16
(
(1−M)1/2 − 1)−1)−1 deg(Cj+n2)
>
(
1 + 16
(
(1 + 288)1/2 − 1)−1)−1 deg(Cj+n2) = 1/2 deg(Cj+n2)
> 17−1 deg(Cj+n2) ≥ (1−M)−1/2 deg(Cj+n2).
Since v
C
j+n2
2
∈ W and qj+n22 ∈ ON1 , it contracts our assumption.
Then we have n2 ≥ n1 + 1 and the set Y := {j +n1 + 1, · · · , j +n2} \S1 is not
empty.
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If v
C
j+n2
1
6∈ W , then mj+n21 /mj+n22 < A. It follows that mj+n21 < A/(1 +
A) deg(Cj+n2). Then we have
deg(Cj+n2) = mj+n21 +m
j+n2
2 <
(
(1−M)−1/2 + A/(1 + A)) deg(Cj+n2) < deg(Cj+n2)
which is a contradiction.
Then we have j + n2 6∈ Y . Denote by n′ be the maximal number satisfying
j+n′ ∈ Y . Since v
Cj+n
′
1
6∈ W , we have mj+n′1 /mj+n
′
2 < A. Since vCj+n′1
∈ f−1• (W ),
we have d(f, v
Cj+n
′
1
) > δ. Then we have
mj+n
′+1
1 /m
j+n′+1
2 = (d(f, vCj+n′2
)/d(f, v
Cj+n
′
1
))(mj+n
′
1 /m
j+n′
2 ) < deg(f)A/δ.
By Lemma 16.15, we have mj+n21 /m
j+n2
2 < 4 deg(f)A/δ and then m
j+n2
1 <
(4 deg(f)A/(δ + 4 deg(f)A) deg(Cj+n2). Then we have
deg(Cj+n2) = mj+n21 +m
j+n2
2
<
(
(1−M)−1/2 + (4 deg(f)A/(δ + 4 deg(f)A))) deg(Cj+n2) < deg(Cj+n2)
which is a contradiction. 
Proof of Lemma 16.15. Since mjid(f, vCji
) = deg(f |Cj)mj+1i , we have
(mj1/m
j
2)/(m
j+1
1 /m
j+1
2 ) = d(f, vCj2
)/d(f, vCj1
)
for all j1 + 1 ≤ j ≤ j0.
It follows that
(mj01 /m
j0
2 )/(m
j1
1 /m
j1
2 ) = (
j1+1∏
j=j0
d(f, vCj2
))/(
j1+1∏
j=j0
d(f, vCj1
)).
When qji 6∈ {t1, · · · , td}, we have d(f, vCji ) = λ1, for all j1 + 1 ≤ j ≤ j0 and
i = 1, 2; and when qji ∈ {t1, · · · , td}, we have 2−1/dλ1 ≤ d(f, vCji ) ≤ 2
1/dλ1 for all
j1 + 1 ≤ j ≤ j0 and i = 1, 2. Since qj0i , · · · , qj1i are distinct for i = 1, 2, we have
2−1λj0−j1−11 ≤
j1∏
j=j0
d(f, vCji
) ≤ 2λj0−j1−11
for i = 1, 2. Then we have 4−1 ≤ (mj01 /mj02 )/(mj11 /mj12 ) ≤ 4. 
Remark 16.16. When s = 1, the proof is much easier than the case s = 2.
Since s = 1, we have vCj1
∈ W for all j ≤ 0.
If q01 is a fixed point, then there exists a neighborhood W
′ of v∗ such that
f•(W ′) ∩ U(q01) ⊆ W ′ ∩ U(q01) and vC01 6∈ W ′. Since deg f |E = 1 and vCj1 ∈ W for
all j ≤ 0, we have qj1 = q01 for all j ≤ 0. It follows that vCj1 ∈ U(q
0
1) and vCj1
6∈ W ′
for all j ≤ 0. By Lemma 16.2, we conclude our theorem in this case.
If q01 is not fixed, then it is not periodic under f |E. Then any two points in
{qj1}j≤0 are distinct. By Lemma 16.7, deg(Cj) = mj1 is bounded. Then we
conclude by Proposition 8.5.
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2.3) The case deg f |E ≥ 2. As in case 2.2), in this case we don’t have a
system of invariant neighborhood of v∗ in general. The key idea in this case is
take advantage of the Northcott property. More precisely, since f |E is defined
over a number field with degree at least 2, then for any point x ∈ E, the set of
inverse orbit in a fixed number field of a point p ∈ E is finite. To do so, we first
fix the notations.
There exists a number field K such that X,E, f, C, p are all defined over K.
For all j ≤ 0, since Cj contains infinitely many K-points, we have that Cj is
defined over K. Since Cj meets infinity at at most two points, for i = 1, 2 and all
j ≤ 0, we have [K(c(vCji )) : K] ≤ 2.
By Lemma 16.2, we may suppose that there exists j0 ≤ 0 such that for all
j ≤ j0, there exists i ∈ {1, 2} satisfying vCji ∈ W. By replacing C by C
j0 , we may
suppose that j0 = 0.
Remark 16.17. When s = 1, we are always in the following case 2.3.1) and the
argument is the same as in the case s = 2.
2.3.1) The case that there exists j0 ≤ 0 for which vCji ∈ W for all
i = 1, 2 and j ≤ j0. By replacing C by Cj0 , we may suppose that j0 = 0.
By Northcott property, the set {c(vCji ), j ≤ 0} is finite for all i = 1, 2. It follows
that c(vC0i ) is periodic for i = 1, 2. By replace f by some positive iterate, we may
suppose that there exists xi ∈ E which is fixed by f |E and satisfying xi = c(vCji )
for all j ≤ 0. Let W ′ be a neighborhood of v∗ in W satisfying
• vC0i 6∈ W ′ for i = 1, 2;• f•(U(xi) ∩W ′) ⊆ U(xi) ∩W ′ for i = 1, 2.
It follows that vCji
6∈ W ′ for all i = 1, 2 and j ≤ 0. By Lemma 16.2, we conclude
our theorem in this case.
2.3.2) The case that there exists i0 ∈ {1, 2} and j0 ≤ 0 such that vCji0 ∈
W for all j ≤ j0. We may suppose that i0 = 1 and by replacing C by Cj0 , we
may suppose that j0 = 0.
By the argument in the 2.3.1), we may suppose that there exists an infinite set
S of index j ≤ 0 such that vCj2 6∈ W. By the same argument in 2.2.1), we may
suppose that there exists x ∈ E which is fixed by f |E and satisfying x = c(vCj1)
for all j ≤ 0. Let W ′ be a neighborhood of v∗ in W satisfying
• vC01 6∈ W ′;• f•(U(x) ∩W ′) ⊆ U(x) ∩W ′.
It follows that vCj1
6∈ W ′ for all j ≤ 0. By Lemma 16.2, we conclude our theorem
in this case.
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2.3.3)The case that there exists ji ≤ 0 such that vCjii 6∈ W for all
i = 1, 2. Since Cj is defined over K, if there exists a point x ∈ Cj ∩ E, we have
[K(x) : K] ≤ 2 Let P be the set of points x ∈ E such that f |nE(x) ∈ I(f) for
some n ≥ 0 and satisfying [K(x) : K] ≤ 2. Observe that for all x ∈ P , x is not
periodic. By Northcott property, we have that P is a finite set. Set L := #P .
Pick j0 = min{j1, j2}−1. It follows that for all i = 1, 2 and j ≤ j0, if vCji ∈ W ,
we have c(vCji
) ∈ P. By replacing C by Cj0 , we may suppose that j0 = 0.
If there exists i ∈ {1, 2} and j ≤ −L, such that vCji ∈ ∩
L
k=0f
−k• (W ), then we
have {c(vCji ), · · · , c(vCj+Li )} ⊆ P. Since there are not periodic points in P , we get
a contradiction. It follows that vCji
6∈ ∩Lk=0f−k• (W ) for all j ≤ −L and i = 1, 2.
Then we conclude by Lemma 16.2. 
17. The case λ21 > λ2 and #J(f) ≤ 2
The aim in this section is to prove Theorem 0.1 in the only case left:
Let f : A2Q → A2Q be a dominant endomorphism defined over Q satisfying
λ21 > λ2 and #J(f) ≤ 2, then we have the following
Theorem 17.1. Let C be an irreducible curve in A2Q and p be a closed point in
A2Q. If the set {n ∈ N| fn(p) ∈ C} is infinite, then we have either C is periodic
or p is preperiodic.
Write θ∗ =
∑s
i=1 riZvi where ri > 0 for i = 1, · · · , s,
∑s
j=1 riα(vi ∧ vj) = 0
and
∑s
i=1 ri = 1. Further by Proposition 14.1, we suppose that f•(vi) = vi and
d(f, vi) = λ2/λ1 for all i = 1, · · · , s. Let wi1 and wi2 for i = 1, · · · , s be valuations
defined as in Proposition 14.2.
To prove Theorem 17.1, we need a some new techniques. In Section 17.1, we
introduce the D-Green functions for all R-divisor D in C(X). Then in Section
17.2 we use these D-Green functions to contracts an attracting set in A2. At last
we prove Theorem 17.1 in Section 17.3.
17.1. The D-Green functions on A2. In this section, k is an algebraically
closed field with a nontrivial absolute value | · |v.
Proposition-Definition 17.2. Let D be a R-divisor in C(X). Let X ∈ C be a
compactification of A2k such that D can be realized as a R-divisor supposed by
X∞ := X \ A2. A function φ : A2k → R is said to be a D−Green function if it is
continuous with respect to the the topology induced by | · |v and there exists a
finite set of local coordinate chars {Ui}1≤i≤l with respect to the topology induced
by | · |v such that
(i) X∞ ⊆ ∪li=1Ui;
(ii) for any i = 1, · · · , l, X∞ ∩ Ui is defined by x = 0 or xy = 0;
(iii) for any i = 1, · · · , l, there exists a real number Ci ≥ 0 such that in Ui∩A2k
we have
−ord{x=0}D log |x|v − Ci ≤ φ ≤ −ord{x=0}D log |x|v + Ci
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if X∞ ∩ Ui is defined by x = 0 and
−ord{x=0}D log |x|v−ord{y=0}D log |y|v−Ci ≤ φ ≤ −ord{x=0}D log |x|v−ord{y=0}D log |y|v+Ci
if X∞ ∩ Ui is defined by xy = 0.
This definition does not depend on the choice of the compactification X.
Proof of Proposition-Definition 17.2. We only have to check that this definition
is stable under blowup one point at infinity.
Let φ be a function on A2 satisfying the conditions in Proposition 17.2 and q
be any point in X∞.
There exists a local coordinate chars Ui of X, such that q ∈ Ui. We may
suppose that in this coordinate q = (0, 0) and D|Ui is defined by aDx + bDy
where Dx, Dy are divisors of Ui defined by x = 0 and y = 0. We may suppose
that Dx is contained in X∞. Observe that if Dy is not contained in X∞, then we
have b = 0. Denote by pi : Y → X the blowup of X at q. We may cover pi−1(Ui) by
two open set V1 and V2 such that pi|V1 : (x, y)→ (x, xy) and piV2 : (x, y)→ (xy, y).
Then the Cartier divisor D on V1,V2 takes form pi
∗D|V1 = (a + b)Dx + bDy and
pi∗D|V2 = aDx + (a+ b)Dy. By (iii), we have
−a log |x|v − bD log |xy|v − Ci ≤ φ ◦ pi|V1 ≤ −a log |x|v − b log |xy|v + Ci
and
−a log |xy|v − bD log |y|v − Ci ≤ φ ◦ pi|V2 ≤ −a log |xy|v − b log |y|v + Ci.
Thus we have
−(a+ b) log |x|v − bD log |y|v − Ci ≤ φ ◦ pi|V1 ≤ −(a+ b) log |x|v − b log |y|v + Ci
and
−a log |x|v − (a+ b)D log |y|v − Ci ≤ φ ◦ pi|V2 ≤ −a log |x|v − (a+ b) log |y|v + Ci
which concludes our proof. 
Then we have the following basic properties for D-Green functions.
Proposition 17.3. We have the following properties.
(i) The function φ = 0 is a 0-Green function.
(ii) Let D1, D2 be two R-divisors in C(X). For i = 1, 2, let φi be a Di-Green
function on A2k. Then φ1 + φ2 is a (D1 +D2)-Green function.
(iii) Let D be a R-divisor in C(X) and φ be a D-Green function on A2k. For
any r ∈ R, rφ is a rD-Green function.
(iv) Let D be a R-divisor in C(X). Let φ1 and φ2 be two D-Green functions
on A2k. There exists C ≥ 0 such that −C ≤ φ1 − φ2 ≤ C.
(v) Let f : A2k → A2k be a dominant polynomial endomorphism on A2k. Let D
be a R-divisor in C(X) and φ be a D-Green function on A2k. We denote
by f ∗D the pullback of D as a Cartier class in C(X). Then φ ◦ f is a
f ∗D-Green function.
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Proof of Definition-Proposition 17.3. Properties (i),(ii),(iii) and (iv) are directly
from the definition of D-Green function. So we only need to prove (v). Pick a
compactification X ∈ C satisfying the conditions in Definition-Proposition 17.3.
Pick a compactification Y ∈ C satisfying the conditions in Definition-Proposition
17.3 for f ∗D such that the morphism f : A2k → A2k extends to a morphism
f : Y → X. Let {Ui}1≤i≤l be a system of local coordinate charts satisfying the
conditions in Definition-Proposition 17.3. For every i = 1, · · · , l, D|Ui is defined
by aDx + bDy where Dx, Dy are divisors of Ui defined by x = 0 and y = 0.
It follows that f ∗D|f−1(Ui) = af ∗Dx + bf ∗Dy. Let {Vi}1≤i≤m be a system of
local coordinate charts of Y for f ∗D satisfying the conditions in (i) and (ii) in
Definition-Proposition 17.3. We may further suppose that for any Vj, there exists
Ui such that Vj ⊆ f−1(Ui). It follows that on Vj, we have
−ord{x=0}f ∗D log |x|v − ord{y=0}f ∗D log |y|v
= −ord{x=0}(af ∗Dx + bf ∗Dy) log |x|v − ord{y=0}(af ∗Dx + bf ∗Dy) log |y|v
= −a log |xordx=0f∗Dxyordy=0f∗Dx|v − b log |xordx=0f∗Dyyordy=0f∗Dy |v.
Since x ◦ f/xordx=0f∗Dxyordy=0f∗Dx and y ◦ f/xordx=0f∗Dyyordy=0f∗Dy have no zero in
Vj, we have
−a log |xordx=0f∗Dxyordy=0f∗Dx |v − b log |xordx=0f∗Dyyordy=0f∗Dy |v
= −a log |x ◦ f |v − b log |y ◦ f |v +O(1) = φ ◦ f +O(1).

Lemma 17.4. Let | · |v be a nontrivial absolute value of k. Let X be a compactifi-
cation of A2k in C. Let D be an effective divisor supposed by X∞. We suppose that
the line bundle OX(D) is generated by its global sections. Let P1, · · · , Ps ∈ k[x, y]
be a base of H0X(D). Let φD : X → [0,+∞] be a function on X defined by
φD := log max{|P1|v, · · · , |Ps|v, 1}.
Then there exists a finite set of local coordinate chars {Ui}1≤i≤l with respect to
the topology induced by | · |v such that
(i) X∞ ⊆ ∪li=1Ui;
(ii) for any i = 1, · · · , l, X∞ ∩ Ui is defined by x = 0 or xy = 0;
(iii) for any i = 1, · · · , l, there exists a real number Ci ≥ 0 such that
−ord{x=0}D log |x|v − Ci ≤ φD ≤ −ord{x=0}D log |x|v + Ci
if X∞ ∩ Ui is defined by x = 0 and
−ord{x=0}D log |x|v−ord{y=0}D log |y|v−Ci ≤ φD ≤ −ord{x=0}D log |x|v−ord{y=0}D log |y|v+Ci
if X∞ ∩ Ui is defined by xy = 0.
In particular φD|A2k is a D-Green function.
Proof of Lemma 17.4. Since |D| is base point free, there exists a finite set of local
coordinate chars {Ui}1≤i≤l with respect to the topology induced by | · |v such that
• X∞ ⊆ ∪li=1Ui;
• for any i = 1, · · · , l, X∞ ∩ Ui is defined by x = 0 or xy = 0;
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Figure 3.
• for any i = 1, · · · , l, there exists ji ∈ {1, · · · , s} such that Supp(div(Pji)+
D) ∩ Ui = ∅.
In Ui, we have Pj/Pji ∈ O(Vi) for some open set Vi ⊃ Ui. It follows that φD ≤
| logPji | + O(1) in Ui. On the other hand, we have |φD|v ≥ |Pji |v. Then we
have φD = | logPji | + O(1). Then we conclude our proposition by the fact that
div(Pji)|Ui = D|Ui . 
Proposition 17.5. Let D be a R-divisor in C(X), up to a bounded function,
there exists a unique D-Green function φD on A2k.
Proof of Proposition 17.5. The uniqueness is follows from (iv) of Proposition 17.3.
So we only have to show the existence of the D-Green function.
Since D is a R-divisor in C(X), we may write it as a R combination of Z
divisors in C(X). By (ii) and (iii) of Proposition 17.3, we may suppose that D
is a Z divisors. Pick a compactification X of A2k such that D can be realized as
a divisor supposed by X∞. Pick two ample Z-divisors A1 and A2 supported by
X∞ such that D = A1 − A2. There exists a positive integer l ≥ 1 such that for
all i = 1, 2, OX(lAi) is generated by its global sections. By Lemma 17.4, for all
i = 1, 2 there exists a lAi-Green function φAi . Then we have φD := l
−1(φlA1−φlA2)
is a D-Green function. 
17.2. An attracting set. In this section, k is an algebraically closed field with
a nontrivial absolute value | · |v.
Let f : A2k → A2k be a dominant endomorphism defined over k with λ21 > λ2
and #J(f) ≤ 2.
we may suppose that θ∗ =
∑s
i=1 riZvi where ri > 0 for i = 1, · · · , s,
∑s
j=1 riα(vi∧
vj) = 0 and
∑s
i=1 ri = 1. Further by Proposition 14.1, we suppose that f•(vi) = vi
and d(f, vi) = λ2/λ1 for all i = 1, · · · , s.
Recall Proposition 14.2. For all i = 1, · · · , s, there are two valuations wi1 <
wi2 < vi as in (1) of Figure 3 such that
(i) f−1• ({v ∈ V∞| wi1 < v ∧ vi < vi}) = {v ∈ V∞| wi2 < v ∧ vi < vi};
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Figure 4.
(ii) f•|{v∈V∞| wi2<v∧vi<vi} is order-preserving;
(iii) for all valuation w ∈ [wi1, vi], f−1• (w) is one point in [wi1, vi];
(iv) for all valuation w ∈ {v ∈ V∞| wi1 < v ∧ vi < vi}, there exists N ≥ 1 such
that fn• (w) ∈ V∞ \ {v ∈ V∞| v ∧ vi ≥ wi1} for all n ≥ N.
Observe that wi2 ∧ wj2 < wi2 if i 6= j and f−1(wi1) = {wi2} for i = 1, · · · , s.
Since for all i = 1 · · · , s, we have Zwi2(wi2) < Zwi1(wi2), there exists a positive
rational number t satisfying (1 + t)
∑s
i=1 riZ
i
w2
(wj2)−
∑s
i=1 riZ
i
w1
(wj2) < 0 for all
j = 1, · · · , s. Set
D := (1 + t)
s∑
i=1
riZ
i
w2
−
s∑
i=1
riZ
i
w1
(A)
see Figue 4. Then D can be viewed as a R-divisor in C(X). By Proposition
17.5, there exists a D-Green function φD on A2k. For any real number C > 0, set
UC := {p ∈ A2(k)| φD(p) > C} which is an open set of A2k.
We have the following
Proposition 17.6. There are real numbers C,C ′ > 0 such that for all p ∈ UC,
we have
φD(f(p)) ≥ λ1φD(p)− C ′.
In particular, for any B > max{C,C ′/(λ1 − 1)}, we have f(UB) ⊆ UB.
Proof of Proposition 17.6. Let X be a compactification of A2k in C, such that D
and f ∗D can be realized as a R-divisor supposed by X∞. By Proposition 17.3,
φf∗D := φD ◦ f a f ∗D-Green function on A2k.
By definition, there exists a finite set of local coordinate chars {Ui}1≤i≤l with
respect to the topology induced by | · |v such that
(i) X∞ ⊆ ∪li=1Ui;
(ii) for any i = 1, · · · , l, X∞ ∩ Ui is defined by x = 0 or xy = 0;
(iii) for any i = 1, · · · , l, there exists a real number Ci ≥ 0 such that in Ui∩A2k
we have
|φD + ord{x=0}D log |x|v| ≤ Ci,
|φf∗D + ord{x=0}f ∗D log |x|v| ≤ Ci
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if X∞ ∩ Ui is defined by x = 0;
and
|φD + ord{x=0}D log |x|v + ord{y=0}D log |y|v| ≤ Ci,
|φf∗D + ord{x=0}f ∗D log |x|v + ord{y=0}f ∗D log |y|v| ≤ Ci
if X∞ ∩ Ui is defined by xy = 0.
For convince we set ord{y=0}D = ord{y=0}f ∗D := 0 if {y = 0} is not contained in
X∞. Further, we may suppose that for all i = 1, · · · , l, we have max{|x|v, |y|v} < 1
for all points (x, y) ∈ Ui.
The set X \ ∪li=1Ui is compact in A2k, so there exists B′ > 0 such that for all
point p ∈ X \ ∪li=1Ui, we have φD(p) < B′.
We may suppose that there exists a l′ ∈ {1, · · · , l} such that an index i is
contained in {1, · · · , l′} if and only if there exists an irreducible component E of
X∞ such that ordE(D) = bED(vE) > 0 and E ∩ Ui 6= ∅.
For all index i ≥ l′ + 1, we have
φD ≤ −ord{x=0}D log |x|v − ord{y=0}D log |y|v + Ci ≤ Ci.
Pick C := max{Ci}1≤i≤l + B′ + 1, we have UC ⊆ ∪li=1Ui and UC ∩ Ui = ∅ for
all i ∈ {l′ + 1, · · · , l}. It follows that UC ⊆ ∪l′i=1Ui.
Let E be an exceptional divisor of X satisfying vE 6∈ B({w12, · · · , ws2})◦. Then
we have f•(vE) 6∈ B({w11, · · · , ws1})◦. Then we have
f ∗D(vE) = (1 + t)
s∑
i=1
ri(f
∗Zwi2 · ZvE)−
s∑
i=1
ri(f
∗Zwi1 · ZvE)
= (1 + t)
s∑
i=1
ri(Zwi2 · f∗ZvE)−
s∑
i=1
ri(Zwi1 · f∗ZvE)
= (1 + t)
s∑
i=1
ri(Zvi · f∗ZvE)−
s∑
i=1
ri(Z
i
vi
· f∗ZvE)
= t(f ∗θ∗ · ZvE) = λ1t(θ∗ · ZvE)
= λ1
(
(1 + t)
s∑
i=1
ri(Zwi2 · ZvE)−
s∑
i=1
ri(Zwi2 · ZvE)
)
= λ1((1+t)
s∑
i=1
ri(Zwi2 ·ZvE)−
s∑
i=1
ri(Zwi1 ·ZvE)+
s∑
i=1
ri(Zwi1 ·ZvE)−
s∑
i=1
ri(Zwi2 ·ZvE))
= λ1D(vE) + λ1(
s∑
i=1
ri(Zwi1 · ZvE)−
s∑
i=1
ri(Zwi2 · ZvE))
= λ1D(vE) + λ1(
s∑
i=1
ri(α(w
i
1 ∧ vE)− α(wi2 ∧ vE))).
Set ψ(vE) := λ1(
∑s
i=1 ri(α(w
i
1 ∧ vE)− α(wi2 ∧ vE))). We have ψ(vE) ≥ 0.
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Fix an index i ∈ {1, · · · , l′}. If Ui∩X∞ = {x = 0}, then we have ord{x=0}D > 0.
Set E := {x = 0} in Ui. It follows that vE 6∈ B({w12, · · · , ws2}). It follows that for
all points p in Ui ∩ A2k with local coordinate (x, y), we have
φD(f(p)) = φf∗D(p) ≥ −ordEf ∗D log |x|v − Ci = bEf ∗D(vE) log |x|v − Ci
= −bE(λ1D(vE) + ψ(vE)) log |x|v − Ci
= −λ1ordED log |x|v − bEψ(vE) log |x|v − Ci
≥ −λ1ordED log |x|v + λ1Ci − (1 + λ1)Ci
≥ λ1φD(p)− (1 + λ1)Ci.
If Ui∩X∞ = {xy = 0}, we set E1 := {x = 0} and E2 := {y = 0} in Ui. We may
suppose that D(vE1) > 0 and then vE1 6∈ B({w12, · · · , ws2}). Since wi2’s are valua-
tions defined by an exceptional divisor in X, we have vE2 6∈ B({w12, · · · , ws2})◦. It
follows that for all points p in Ui ∩ A2k with local coordinate (x, y), we have
φD(f(p)) = φf∗D(p) ≥ −ordE1f ∗D log |x|v − ordE2f ∗D log |y|v − Ci
= −bEf ∗D(vE1) log |x|v − bEf ∗D(vE2) log |y|v − Ci
= −bE(λ1D(vE1) + ψ(vE1)) log |x|v − bE(λ1D(vE2) + ψ(vE2)) log |y|v − Ci
= −λ1ordE1D log |x|v−λ1ordE2D log |y|v−bEψ(vE1) log |x|v−bEψ(vE2) log |y|v−Ci
≥ −λ1ordE1D log |x|v − λ1ordE2D log |y|v + λ1Ci − (1 + λ1)Ci
≥ λ1φD(p)− (1 + λ1)Ci.
Set C ′ := max{(1 + λ1)Ci}1≤i≤l′ , we conclude that for all p ∈ UC , we have
φD(f(p)) ≥ λ1φD(p)− C ′.
For any B > max{C,C ′/(λ1 − 1)}, we have UB ⊆ UC . Moreover, for any
p ∈ UB, we have φD(f(p)) ≥ λ1B − C ′ > B. It follows that f(p) ∈ UB and then
f(UB) ⊆ UB. 
At last, we apply this attracting set UB to prove the following proposition
which is an analogue of Theorem 6.2 in our case.
Proposition 17.7. Let C be a curve in A2Q and p be a closed point in A
2
Q. If there
exists a branch vC1 of C at infinity satisfying vC1 ∈ B({w12, · · · , ws2})◦ \W (θ∗)
and the set {n ∈ N| fn(p) ∈ C} is infinite, then p is preperiodic.
Proof of Proposition 17.7. Set k := Q. We suppose that the set {n ∈ N| fn(p) ∈
C} is infinite and p is not preperiodic. By Theorem 8.4, we may suppose that
C is rational and has at most two places at infinity. As in Equation (A), set
D := (1 + t)
∑s
i=1 riZ
i
w2
−∑si=1 riZiw1 where t satisfies (1 + t)∑si=1 riZiw2(wj2) −∑s
i=1 riZ
i
w1
(wj2) < 0 for all j = 1, · · · , s. There exists N ≥ 1 such that fN• (vC1) 6∈
B({w11, · · · , ws1}) as in (1) of Figure 5.
Let X be a compactification of A2k, such that D and f ∗D can be realized as
a R-divisor supposed by X∞. Further, we may suppose that the center c(vC1) of
vC1 is contained in a unique exceptional divisor E and c(vfN (C1)) is contained in
a unique exceptional divisor EN . It follows that ordE(D) < 0 and ordEN (D) > 0.
For convenience, we write C for the Zariski closure of C in X.
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Figure 5.
Let pi1 : P1k → C be a normalization. We may suppose that the branch C1 is
defined by the point Q := [1 : 0] ∈ P1k. Set pi2 = fN ◦ pi1 : P1k → fN(C).
Let K be a number field such that pi1, pi2, X, E, f , C and p are all defined
over K.
There exists a infinite sequence {n1 < n2 < · · · } of nonnegative integers such
that fni(p) ∈ C. By contradiction, we suppose that p is not preperiodic. We
may suppose that for all i ≥ 1, C is smooth at fni(p). Set pi := fni(p) and
qi := pi
−1
1 (pi). Write qi as form [xi : yi]. Observer that qi is a K point in P1k for
all i ≥ 0, then we may suppose that xi’s and yi’s and contained in K. Let S
be a finite set of places v ∈ MK containing M∞K such that f are defined in OS
and p is a S-integer. It follows that all pi’s are S-integer. It follows that for all
v ∈ MK \ S there exists a number Cv > 0 such that |xi/yi|v ≤ Cv for all i ≥ 0
and except a finite set of places, we have Cv = 1. By replacing S by a bigger set,
we may suppose that Cv = 1 for all v ∈ MK \ S. By Northcott Property, we
have hP1K (qi)→∞ as i→∞. Since
hP1K (qi) =
∑
v∈MK
log max{|xi|v, |yi|v}
=
∑
v∈MK
log max{|xi/yi|v, 1} =
∑
v∈S
log max{|xi/yi|v, 1},
there exists v ∈ S such that by replacing {ni}i≥1 by a infinite subsequence, we
have |xi/yi|v → ∞ as i → ∞. It follows that qi → Q and pi → c(vC1) as i → ∞
with respect to the topologies induced by | · |v.
Fix this place and by Proposition 17.5, there exists a D-Green function φD
with respect to the topology induced by | · |v. Since E is the unique exceptional
divisor containing the center c(vC1) of vC1 and ordE(D) < 0, by the definition
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of D-Green function, there exists a neighborhood V of c(vC1) in X with respect
to the topology induced by | · |v such that for all point p′ ∈ V ∩ A2k, we have
φD(p
′) < 0.
By Proposition 17.6, there exists a real number B > 0 such that f(UB) ⊆ UB.
Since EN is the unique exceptional divisor containing c(vfN (C1)) and ordEN (D) >
0, by the definition of D-Green function, there exists a neighborhood V N of
c(vfN (C1)) in X with respect to the topology induced by |·|v such that for all point
p′ ∈ V N∩A2k, we have φD(p′) > B. It follows that V N∩A2k ⊆ UB. Since qi → Q and
pi2(Q) = c(vfN (C1)), there exists j > 0 such that f
N(pj) = φ2(qj) ∈ V ∩A2k ⊆ UB.
Then f r(p) ∈ UB for all r ≥ nj + N. Since pi → c(vC1) as i → ∞, there exists
ni ≥ nj +N such that fni(p) = pi ∈ V. This contradicts the fact that V ∩UB = ∅
and then we conclude our proposition. 
17.3. Proof of Theorem 17.1. Set k = Q. We may suppose that C can not be
contracted to a point by fn for any n ≥ 0 and p is not preperiodic. By Theorem
[1, Theorem 1.3], we may suppose that Jf is not a constant. By Theorem 8.4, we
may suppose that C has at most 2 places at infinity. Let C1, · · · , Ct, t ∈ {1, 2}
be all branches of C at infinite.
In the rest of this section we present our proof in the situation t = 2 and we
will give a remark for the situation t = 1 in every case.
1) The case that vCi ∈ W (θ∗) for all branches Ci of C at infinity.
Remark 17.8. In the case t = 1, we can use the same argument as in the case
t = 2.
1.1). If vi is divisorial for all i = 1, · · · , s, by Theorem15.1 we have R{v1,··· ,vs} =
k[P ] where P is a polynomial in k[x, y] \ k. Since vCi ∈ W (θ∗) = B({v1, · · · , vs})
for all branches Ci of C at infinity, there exists ji ∈ {1, · · · , s} such that vji < vCi .
We have vCi(P ) ≥ vji(P ) ≥ 0 for all i ∈ 1, 2. Then the function P |C has
no poles. It follows that P |C is a constant in k. Then there exists an element
r ∈ A1(k) such that C is contained in the fiber of P : A2k → A1k above r. Pick a
polynomial morphism G : A1k → A1k as in Theorem 15.1. Since P ◦ fn = Gn ◦ P
for all n ≥ 0 and the set {n ∈ N| fn(p) ∈ C} is infinite, we have that r is periodic
under G. Since {P − r = 0} has only finitely many irreducible component, then
C is periodic.
1.2). Then we suppose that v1 is nondivisorial.
1.2.1). If for all i = 1, 2, we have vCi 6∈ B({v1}), then we have s = 2 and
vCi > v2 for all i = 1, 2. See Figure 6.
Set ψ := R[− deg,v2]θ
∗ = r1Zv1∧v2 + r2Zv2 ∈ SH+(V∞). Then we have ψ(v) = 0
for all v ≥ v2 and 〈ψ, ψ〉 > 0. By Theorem 2.13, there exists a polynomial
P ∈ k[x, y] \ k satisfying v2(P ) > 0. Then we have vCi(P ) ≥ v2(P ) > 0 for all
i ∈ 1, 2. It follows that C is an irreducible component of {P = 0}. Apply the
same argument for fn(C), n ≥ 0, we have that fn(C) is an irreducible component
of {P = 0}. It follows that C is periodic.
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Figure 6.
Figure 7.
1.2.2). Otherwise, we may suppose that vC1 > v1. It follows that v1 is an
irrational valuation. See Figure 7.
By Proposition 14.2, there exists w > v1 such that for all v ∈ {v ∈ V∞| v1 <
v ∧ w < w} there exist Nv ≥ 0 such that either d(fn, v) = 0 or fn• (v) ≥ w for
all n ≥ Nv. Pick a valuation w1 ∈ (v1, w) and apply [27, Proposition 3.22] for
{w1} ∪ ({v1, · · · , vs} \ {v1}). There exists a function ψ ∈ SH+(V∞) such that
ψ(v) = 0 for all v ∈ B({w1} ∪ ({v1, · · · , vs} \ {v1})) and 〈ψ, ψ〉 > 0. There exists
N ≥ 0 such that for all n ≥ N , we have either d(fn, vCi) = 0 or fN• (vCi) ∈
W (θ∗) \ {v ∈ V∞| v1 ≤ v ∧ w < w1} = B({w1} ∪ ({v1, · · · , vs} \ {v1})). By
replacing C by some positive iterate, we may suppose that d(fn, vCi) 6= 0 and
fn• (vCi) ∈ B({v2, w1}) for all n ≥ 0. Rename wi := vi for i ∈ {1, · · · , s} \ {1}.
Then W (θ∗) \ {v ∈ V∞| v1 ≤ v ∧ w < v4} = B({w1, · · · , ws}). By Theorem 2.13,
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Figure 8.
there exists a polynomial P ∈ k[x, y] \ k satisfying wj(P ) > 0 for all j = 1, · · · , s.
For all i = 1, 2, there exists ji ∈ {1, · · · , s} such that vCi > vCji . Then we
have wCi(P ) ≥ wji(P ) > 0 for all i ∈ 1, 2. It follows that C is an irreducible
component of {∏si=1 Pi = 0}. Apply the same argument for fn(C), n ≥ 0, we
have that fn(C) is an irreducible component of {∏si=1 Pi = 0}. It follows that C
is periodic.
2) The case that s = 1, t = 2, vC1 > v1 and vC2 6∈ W (θ∗). See Figure 8.
It follows that v1 is divisorial with α(v1) = 0. It follows that λ2/λ1 ≥ 1,
and λ2/λ1A(v1) = A(v1) + v1(Jf) ≤ A(v1). Then we have A(v1) ≤ 0. By line
embedding theorem, f takes form f = (F (x), G(x, y)) where degF = λ1 and
degy G = λ2/λ1. Set d1 := λ1 and d2 := λ2/λ1. Write G in form G =
∑d2
i=0Ai(x)y
i
where Ai ∈ k[x] and Ad2 6= 0 in k[x].
For any m ≥ 0, we may embed A2k in Fm. Let L∞ be the exceptional curve in
Fm such that vL∞ = v∗ and F∞ the fiber of pim at infinity. Set O := L∞ ∩ F∞.
By requiring m large enough, we may suppose that O 6∈ C. The center of C1 is
at L∞ \ {O} and the center of C2 is at F∞ \ {O}.
Let K be a number field such that f , p and C are all defined over K and let S
be a finite subset ofMK containingM∞K such that f and p are defined over OS.
Let h1 : C(K)→ R be the function defined by
h1 : (x, y) 7→
∑
v∈MK
log max{|x|v, 1}
and h2 : C(K)→ R be the function defined by
h2 : (x, y) 7→
∑
v∈MK
(log max{|y|v, 1, |x|mv } − log max{1, |x|mv }).
It follows that h1 is a Weil height function with respect to the divisor C ·F∞ and
h2 is a Weil height function with respect to the divisor C · L∞.
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For all v ∈MK \ S, we have |xn|v ≤ 1 and |yn|v ≤ 1. It follows that
log max{|yn|v, 1, |xn|mv } − log max{1, |xn|mv } = 0
for all v ∈MK \ S.
Since ∞ is a supperattracting point of F, for all place v ∈ K, there exists
rv > 0 such that |fn(x)|v →∞ for all x ∈ K satisfying |x|v > rv and further we
may suppose that rv = 1 for v ∈MK \ S ′, where S ′ is a finite subset of MK .
There exists an infinite sequence {n1 < n2 < · · · } of nonnegative integers
such that fni(p) ∈ C for all i ≥ 0. Write fn(p) = (xn, yn) for all n ≥ 0. Set
S1 ⊆ S consisting of places v ∈ MK such that |xn|v ≤ rv for all n ≥ 0. Since
c(vC2) 6∈ L∞, for all v ∈ S there exists an neighborhood Uv of c(vC2) with respect
to the topology induced by | · |v and Bv ≥ 0, such that for all (x, y) ∈ Uv ∩A2(K)
we have |y|v ≤ Bv|x|mv . For all v ∈ S, there exists Rv > rv + 1 such that
C ∩ {(x, y) ∈ A2(K)| |x|v > Rv} ⊆ Uv. By replacing p by fn(p) for n large
enough, we may suppose that for all v ∈ S \ S1, we have |x0|v > Rv. If follows
that
log max{|yn|v, 1, |xn|mv } − log max{1, |xn|mv } = log max{|yn|v, |xn|mv } − log(|xn|mv )
≤ log max{Bv|x|mv , |xn|mv } − log max(|xn|mv ) ≤ log max{Bv, 1}.
For all v ∈ S1, we have |xn|v ≤ rv for all n ≥ 0. There exists Dv ≥ 1 such that
|Ai(x)|v ≤ Dv for all for all i = 1, · · · , d2. It follows that
|yn+1|v = |
d2∑
i=0
Ai(xn)y
i
n|v
≤
d2∑
i=0
|Ai(xn)||yn|i ≤ Dv
d2∑
i=0
|yn|i ≤ Dv(d2 + 1) max{|yn|, 1}d2 .
It follows that max{|yn+1|v, 1} ≤ Dv(d2 + 1) max{|yn|, 1}d2 . It follows that there
exits D′v ≥ 0 such that log max{|yn|v, 1} ≤ (d2 +1/2)nD′v for all v ∈ S1 and n ≥ 0.
It follows that
log max{|y|v, 1, |x|mv } − log max{1, |x|mv } ≤ max{(d2 + 1/2)nD′v, 1}
for all v ∈ S1.
Then we have
h2(f
ni(p)) ≤
∑
v∈MK
(log max{|yni |v, 1, |xn1 |mv } − log max{1, |xn1 |mv })
≤
∑
v∈S1
max{(d2 + 1/2)niD′v, 1}+
∑
v∈S\S1
log max{Bv, 1}
≤ (#S1
∑
v∈S1
max{D′v, 1})(d2 + 1/2)ni +
∑
v∈S\S1
log max{Bv, 1}
for all i ≥ 1. Since p is not preperiodic, we have S1 6= ∅.
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Figure 9.
On the other hand, there exists B2 > 0, such that log |F n(x)|v > B2dn1 for all
v ∈ S \ S1 n ≥ 0 and x ≥ rv. Then we have
h1(f
ni(p)) =
∑
v∈MK
log max{|xni |v, 1}
≥
∑
v∈S\S1
log max{|xni |v, 1} ≥
∑
v∈S\S1
B2d
n
1 = #(S \ S1)B2dn1 .
If #(S \ S1) = 0, h1(xn) is bounded, then x0 is preperiodic. Since C is not
a fiber, we have C ∩ ∪∞n=0{x = xn} is finite and then p is preperiodic which
contradics to our assumption. Then we have #(S \ S1) > 0. It follows that
h2(f
ni(p))/h1(f
ni(p))→ 0 as i→∞ which contradicts to Lemma 9.1.
3) The case that t = 2, s = 2, vC1 ∈ W (θ∗) and vC2 6∈ W (θ∗). We may
suppose that vC1 > v1. See Figure 9.
By Theorem 8.1, we may suppose that there exists a sequence of curves {Ci}i≤0
with 2 places at infinity such that
• C0 = C;
• f(Ci) = Ci+1;
• for all i ∈ Z, the set {n ≥ 0|fn(p) ∈ Ci} is infinite.
Let Cji ’s be branches of C
j, we may suppose that f(Cji ) = C
j+1
i for j ≤ −1 and
1 ≤ i ≤ 2. Observe that vCj1 > v1 for all j ≤ 0.
The following lemma is a key ingredient of our proof in this case. It can be
viewed as a modified version of Lemma 16.2 to adapt this case.
86 JUNYI XIE
Lemma 17.9. If there exists an open set W of V∞ containing v∗ such that for
infinitely many j ≤ 0 we have vCji 6∈ W for all i = 1, · · · , t, then Theorem 17.1
holds.
Proof of Lemma 17.9. Set ψ := R[− deg,v1]θ
∗ ∈ SH+(V∞), we have ψ(v) = 0 for all
v ≥ v1, and 〈ψ, ψ〉 > 0. By Lemma 2.15 there exists M ≤ 1 such that for any set
B of valuations satisfying
(1) B \B({v1}) has at most 1 elements;
(2) B ⊆ B({v1}) ∪ {v ∈ V∞| α(v) ≤M};
there exists a function φ ∈ L2(V∞) satisfying φ(v) = 0 for all v ∈ B(B) and
〈φ, φ〉 > 0.
By Proposition 17.7, we may suppose that vCj2
6∈ B({w12, · · · , ws2})◦ for all
j ≤ 0. By Proposition 12.5, there exists N ≥ 0 such that {v ∈ V∞| α(v) ≥M} ⊆
f−N• (W ) ∪ B({w12, · · · , ws2})◦. Set W1 := V∞ \ (f−N• (W ) ∪ B({w12, · · · , ws2})◦).
For all pair w = (w1, w2) ∈ B({v1}) ×W1, there exist w′1 < w1, w′2 < w2 and a
function φw ∈ L2(V∞) satisfying φw(v) = 0 for all v ∈ B({w′1, w′2}) and 〈φ, φ〉 > 0.
Set Uw := B({w′1})◦ × B({w′2})◦. By Theorem 2.13, there exists a polynomial
Pw ∈ k[x, y] \ k, such that w′1(Pw) > 0 and w′2(Pw) > 0. Since B({v1}) ×W1 is
compact, there exist w1, · · · , wm ∈ B({v1}) ×W1, m ∈ Z+ such that B({v1}) ×
W1 ⊆ ∪mi=1Uwi . It follows that for all (w1, w2) ∈ B({v1}) × W1, there exists
i ∈ {1, · · · ,m}, such that w1(Pwi) > 0 and w2(Pwi) > 0.
There exists a infinite sequence of negative integers {j1 > j2 > · · · } such that
v
C
ji
2
6∈ W for all i ≥ 0. Then we have v
C
ji−N
2
6∈ f−N• (W ) for all i ≥ 0. Then
we have v
C
ji−N
2
∈ W1 for all i ≥ 0. There exists li ∈ {1, · · · ,m} such that
v
C
ji
1
(Pli) > 0 and vCji2
(Pli) > 0. It follows that Pli|Cji = 0 and then Cji is an
irreducible component of {Pli = 0}. Since there are only finitely many irreducible
components of {∏mi=1 Pi = 0}, we conclude that C is periodic. 
3.1). If v∗ is nondivisorial, by [12, Theorem 3.1], there exists an open set W of
V∞ containing v∗ such that
• vC02 6∈ W ;• f•(W ) ⊆ W .
Then we have W ⊆ f j(W ) for all j ≤ 0. It follows that vCj2 6∈ W for all j ≤ 0.
Apply Lemma 17.9, we conclude our proposition in this situation.
3.2). If v∗ is divisorial. There exists a smooth projective compactificaition X
of A2 containing a divisor E satisfying vE = v∗. By [12, Lemma 4.6], we may
suppose that for any point t in I(f) ∩ E, t is not a periodic point of f |E.
There exists a neighborhood W of v∗ in V∞ such that
(i) for all valuation v ∈ W , d(f, v) > 0 and the center of v is contained in E;
(ii) for any point t ∈ E, we have f•(U(t) ∩W ) ⊆ U(f |E(t)).
For any valuation v ∈ W , denote by c(v) the center of v in E. By Lemma 17.9,
there exists j0 ≤ 0 such that vCj2 ∈ W for all j ≤ j0. By replacing C by C
j0 , we
may suppose that j0 = 0.
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3.2.1). We first treat the case that deg(f |E) = 1. By replacing f by a positive
iterate, we may suppose that all periodic points of f are fixed. By Lemma 16.6,
we may suppose that W is a nice neighborhood of v∗. Recall that W satisfies the
following properties:
(i) for all valuation v ∈ W , d(f, v) > 0 and the center of v is contained in E;
(ii) for any point t ∈ E, we have f•(U(t) ∩W ) ⊆ U(f |E(t));
(iii) for all j ≤ 0 there exists i ∈ {1, · · · , s} satisfying vCji ∈ W , we have
deg f |Cj ≤ λ1 for all j ≤ −1;
(iv) its boundary ∂W is finite;
(v) for any fixed point x ∈ E, f•(U(x) ∩W ) ⊆ U(x) ∩W .
For all j ≤ 0 and i = 1, 2, set mji := (Cji · l∞).
Lemma 17.10. There exists B > 0 such that
(
θ∗ · (∑2i=1 mjiZvCj
i
)
)
≤ B for all
j ≤ 0.
Remark 17.11. This Lemma holds also in the case that all branches Ci of C
are not contained in W (θ∗) by the same proof.
Then we have mj1 + m
j
2 = degC
j and B ≥ ∑2i=1mjiθ∗(vCji ) = mj2θ∗(vCji ). By
Proposition 17.7, we may suppose that vCj2
6∈ B({w12, · · · , ws2})◦ for all j ≤ 0.
Since V∞ \V is compact and θ∗ is continuous, there exists δ > 0 such that θ∗ ≥ δ
on V∞ \B({w12, · · · , ws2})◦. It follows that B ≥ mj2θ∗(vCji ) ≥ m
j
2δ. It follows that
mj2 ≤ δ−1B for all j ≤ 0.
Since 〈R[− deg,v1]θ∗, R[− deg,v1]θ∗〉 > 0, by Proposition 2.13, there exists a polyno-
mial P satisfying v1(P ) > 0. Set r := v1(P ), then vCj1
(P ) > r for all j ≤ 0. Then
P |Cj has at least mj1r zeros but P |Cj has max{0,−mj2vCj2(P )} poles. Observe that
−mj2vCj2(P ) ≤ m
j
2 deg(P ). If m
j
1r > m
j
2 deg(P ), then P |Cj = 0 and then Cj is an
irreducible component of {P = 0}. Suppose that C is not periodic. By replac-
ing replacing C be some Cj for j negative enough, we may suppose that mj1r ≤
mj2 deg(P ) for all j ≤ 0. Then we have mj1 ≤ r−1 deg(P )mj2 ≤ r−1 deg(P )δ−1B
and then degCj = mj1 + m
j
2 ≤ (1 + r−1 deg(P ))δ−1B for all j ≤ 0. We conclude
our theorem by Proposition 8.5.
Proof of Lemma 17.10. By Lemma 4.3, we havemj−1i d(f, vCj−1i ) = deg(f |Cj−1)mCji
for all j ≤ 0 and i = 1, 2. It follows that(
θ∗ · (
2∑
i=1
mj−1i Zv
C
j−1
i
)
)
= λ−11
(
f ∗θ∗ · (
2∑
i=1
mj−1i Zv
C
j−1
i
)
)
= λ−11
(
θ∗ · f∗(
2∑
i=1
mj−1i Zv
C
j−1
i
)
)
= λ−11
(
θ∗ · (
2∑
i=1
mjid(f, vCj−1i
)Zv
C
j
i
)
)
= λ−11 deg(f |Cj−1)
(
θ∗ · (
2∑
i=1
mCji
Zv
C
j
i
)
)
≤
(
θ∗ · (
2∑
i=1
mCji
Zv
C
j
i
)
)
.
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Then B :=
(∑2
i=1mC0i ZvC0i
)
)
is what we require. 
3.2.2). Then we suppose that deg f |E ≥ 2. There exists a number field K such
that X,E, f, C, p are all defined in K. For all j ≤ 0, since Cj is rational and
contains infinitely many K-points, we have that Cj is defined over K. Then we
have that c(v(Cj2)) ∈ f j(c(v(C02))) is defined over K. By Northcott property, we
have that the set {c(v(Cj2))}j≤0 is finite. By replacing f by a suitable iterate, we
may suppose that c(v(Cj2)) = c(v(C
0
2)) for all j ≤ 0. Set q := c(v(Cj2)). Let W ′
be a neighborhood of v∗ in W satisfying
• vC01 6∈ W ′;• f•(U(q) ∩W ′) ⊆ U(q) ∩W ′.
It follows that vCj2
6∈ W ′ for all j ≤ 0. By Lemma 17.9, we conclude our theorem
in this case.
4). Finally we treat the case that vCi 6∈ W (θ∗) for all branches Ci of C at infinity.
By Theorem 8.1, we may suppose that there exists a sequence of curves {Cj}j∈Z
with at most 2 branches at infinity such that
• C0 = C;
• f(Ci) = Ci+1;
• vCij 6∈ W (θ∗) for j = 1, · · · , s;
• for all i ∈ Z, the set {n ≥ 0|fn(p) ∈ Ci} is infinite.
Let Cji ’s be branches of C
j, we may suppose that f(Cji ) = C
j+1
i for j ≤ −1 and
i = 1, 2. Since for branches Cji , we have vCji
6∈ W (θ∗), we have d(f, vCji ) > 0. It
follows that the number of branches of Cj at infinity are the same for all j ≤ 0.
Remark 17.12. When t = 1, it is possible that there exists j0 ≤ −1 such that
the number of branches of Cj at infinity equals to 2 for all j ≤ j0. In this case, we
may replace C by Cj0 and then we may also suppose that the number of branches
of Cj at infinity are the same for all j ≤ 0.
The following lemma is a key ingredient of our proof in this case. It plays the
same role as Lemma 16.2 does in the case #Supp∆θ∗ ≥ 3.
Lemma 17.13. Let L be a nonnegative integer. If there exists an open set W of
V∞ containing v∗ such that for infinitely many j ≤ 0 we have vCji 6∈ ∩
L
l=0f
−l• (W ),
then the pair (A2k, f) satisfies the DML property for the curve C.
Remark 17.14. This Lemma holds also when t = 1 by the same argument as in
the case t = 2.
Proof of Lemma 17.13. By Proposition 17.7, we may suppose that for all j ≤ 0
and all branches Cji of C
j at infinity, vCji
6∈ B({w12, · · · , ws2})◦.
By Proposition 12.5, there exists N ≥ 0 such that {v ∈ V∞| α(v) ≥ M} ⊆
(∩Ll=0f−N−l• (W )) ∪B({w12, · · · , ws2})◦.
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Set W1 := V∞ \ ((∩Ll=0f−N−l• (W )) ∪ B({w12, · · · , ws2}))◦. For all pair w =
(w1, w2) ∈ W 21 , there exist w′i < wi for all i = 1, 2 and a function φw ∈
L2(V∞) satisfying φw(v) = 0 for all v ∈ B({w′1, w′2}) and 〈φ, φ〉 > 0. Set Uw :=∏2
i=1B({w′i})◦. By Theorem 2.13, there exists a polynomial Pw ∈ k[x, y] \ k,
such that w′i(Pw) > 0 for all i = 1, · · · , s. Since W 21 is compact, there ex-
ist w1, · · · , wm ∈ W 21 , m ∈ Z+, such that W 21 ⊆ ∪mi=1Uwi . It follows that for
all (w1, w2) ∈ W 21 , there exists i ∈ {1, · · · ,m}, such that w1(Pwi) > 0 and
wj(Pwi) > 0 for all j = 1, 2.
There exists a infinite sequence of negative integers {j1 > j2 > · · · } such that
v
C
ji
2
6∈ ∩Ll=0f−l• W for all i ≥ 0. Then we have vCji−N2 6∈ ∩
L
l=0f
−l−N• W for all i ≥ 0.
Then we have v
C
ji−N
2
∈ W1 for all i ≥ 0. There exists li ∈ {1, · · · ,m} such that
v
C
ji
r
(Pli) ≥ 0 for all r = 1, · · · , t and vCji1 (Pli) > 0. It follows that Pli |Cji = 0
and then Cji is an irreducible component of {Pli = 0}. Since there are only
finitely many irreducible components of {∏mi=1 Pi = 0}, we conclude that C is
periodic. 
4.1). If v∗ is nondivisorial, by [12, Theorem 3.1], there exists an open set W of
V∞ containing v∗ such that
• vC0i 6∈ W for all i = 1, 2;• f•(W ) ⊆ W .
Then we have W ⊆ f j(W ) for all j ≤ 0. It follows that vCji 6∈ W for all i = 1, 2
and j ≤ 0. Apply Lemma 17.13, we conclude our proposition in this situation.
Remark 17.15. In the case t = 1, we can use the same argument as in the case
t = 2.
4.2). If v∗ is divisorial. There exists a smooth projective compactificaition X of
A2 containing a divisor E satisfying vE = v∗. We may suppose that for any point
x in I(f) ∩ E, x is not a periodic point of f |E.
There exists a neighborhood W of v∗ in V∞ such that
(i) for all valuation v ∈ W , d(f, v) > 0 and the center of v is contained in E;
(ii) for any point x ∈ E, we have f•(U(x) ∩W ) ⊆ U(f |E(x));
For any valuation v ∈ W , denote by c(v) the center of v in E. By Lemma 17.9,
there exists j0 ≤ 0 such that for all j ≤ j0, there exists a branch Cji of Cj at
infinity such that vCji
∈ W . By replacing C by Cj0 , we may suppose that j0 = 0.
4.2.1). We first treat the case that deg(f |E) = 1. By Lemma 16.6, we may
suppose that W is a nice neighborhood. By Lemma 17.9 and by replacing C by a
suitable Cj0 , j0 ≤ 0, we may suppose that for all j ≤ 0, there exists a branch Cji
of Cj at infinity such that vCji
∈ W . Then we have deg f |Cj ≤ λ1 for all j ≤ −1.
For all j ≤ 0 and i = 1, 2, set mji := (Cji · l∞). Then we have mj1 +mj2 = degCj
for all j ≤ 0.
By Lemma 17.10, there exists B > 0 such that B ≥ ∑2i=1mjiθ∗(vCji ). By
Proposition 17.7, we may suppose that vCji
6∈ B({w12, · · · , ws2})◦ for all j ≤ 0 and
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i = 1, 2. Since V∞ \ V is compact and θ∗ is continuous, there exists δ > 0 such
that θ∗ ≥ δ on V∞ \ B({w12, · · · , ws2})◦. It follows that B ≥
∑2
i=1 m
j
iθ
∗(vCji ) ≥
δ
∑2
i=1m
j
i = δ deg(C
j). It follows that deg(Cj) ≤ δ−1B for all j ≤ 0. Then we
conclude our theorem by Proposition 8.5.
Remark 17.16. In the case t = 1, we can use the same argument as in the case
t = 2.
4.2.2). Then we may suppose that deg(f |E) ≥ 2. There exists a number field
K such that X,E, f, C, p are all defined in K. For all j ≤ 0, since Cj is rational
and contains infinitely many K-points, we have that Cj is defined over K. Then if
there exists a point x ∈ Cj∩E, we have [K(x) : K] ≤ 2. Let P be the set of points
x ∈ E such that f |nE(x) ∈ I(f) for some n ≥ 0 and satisfying [K(x) : K] ≤ 2.
Observe that for all x ∈ P , x is not periodic. By Northcott property, we have
that P is a finite set. Set L := #P .
By Lemma 17.13, we may suppose that there exists j0 ≤ 0 such that for all
j ≤ j0, there exists a branch Cji of Cj at infinity satisfying vCji ∈ W. By replacing
C by Cj0 , we may suppose that j0 = 0.
Remark 17.17. When t = 1, we are always in the following case 4.2.2.1) and
the argument is the same as the case t = 2.
4.2.2.1). If there exists j0 ≤ 0 for which vCji ∈ W for all branches C
j
i of C
j at
infinity and j ≤ j0, by replacing C by Cj0 , we may suppose that j0 = 0.
For i = 1, 2 and all j ≤ 0, we have [K(c(vCji )) : K] ≤ 2. By Northcott property,
the set {c(vCji ), j ≤ 0} is finite. It follows that c(vC0i ) is periodic for i = 1, 2. By
replacing f by some positive iterate, we may suppose that there exists xi ∈ E
which is fixed by f |E and satisfying xi = c(vCji ) for all j ≤ 0. Let W
′ be a
neighborhood of v∗ in W satisfying
• vC0i 6∈ W ′ for i = 1, · · · , t;• f•(U(xi) ∩W ′) ⊆ U(xi) ∩W ′ for i = 1, · · · , t.
It follows that vCji
6∈ W ′ for all i = 1, 2 and j ≤ 0. By Lemma 17.13, we
conclude our theorem in this case.
4.2.2.2). If there exists i0 ∈ {1, 2} and j0 ≤ 0 such that vCji0 ∈ W for all j ≤ j0,
we may suppose that i0 = 1 and by replacing C by C
j0 , we may suppose that
j0 = 0.
By the argument in the previous paragraph, we may suppose that there exists
an infinite set S of index j ≤ 0 such that vCj2 6∈ W. By the same argument in the
previous paragraph, we may suppose that there exists x ∈ E which is fixed by
f |E and satisfying x = c(vCj1) for all j ≤ 0. Let W
′ be a neighborhood of v∗ in W
satisfying
• vC01 6∈ W ′;• f•(U(x) ∩W ′) ⊆ U(x) ∩W ′.
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It follows that vCj1
6∈ W ′ for all j ≤ 0. By Lemma 17.13, we conclude our theorem
in this case.
4.2.2.3). Otherwise, there exists ji ≤ 0 such that vCjii 6∈ W for all i = 1, 2 Pick
j0 = min{j1, j2} − 1. It follows that for all i = 1, 2 and j ≤ j0, if vCji ∈ W , we
have c(vCji
) ∈ P. By replacing C by Cj0 , we may suppose that j0 = 0.
If there exists i ∈ {1, 2} and j ≤ −L, such that vCji ∈ ∩
L
l=0f
−l• (W ), then we
have {c(vCji ), · · · , c(vCj+Li )} ⊆ P. Since there are not periodic points in P , we get
a contradiction.
It follows that vCji
6∈ ∩Lk=0f−k• (W ) for all i = 1, 2 and j ≤ −L. Then we conclude
our theorem by Lemma 17.13.
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branch of C at infinity, 11
branched point, 10
Cartier class, 16
compactification, 10
convex hull, 10
curve valuation, 11
direction, 9
Dirichlet pairing, 13
divisorial valuation, 10
DML property, 27
DML property for a curve C, 27
dual divisor, 10
dynamical degree, 4
dynamical Mordell-Lang conjecture, 3
eigenvaluation, 20, 23
endpoint, 9
energy, 14
Green function of f , 52
infinitely singular valuation, 11
irrational valuation, 11
Laplacian, 13
local Riemann-Zariski space, 22
local valuative tree, 21
nice neighborhood of v∗, 64
normalized valuation centered at infinity, 9
quasimonomial, 11
regular point, 10
rich, 15
Riemann-Zariski space, 16
rigid, 23
skewness function, 12
subharmonic, 13
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