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ABSTRACT
In the strong lensing regime, non-parametric models struggle to achieve sufficient angular
resolution for a meaningful derivation of the central cluster mass distribution. Cluster members
perturb lensed images and generate additional images, requiring high-resolution modelling.
In practice, the required resolution for a fully non-parametric mass map is not achievable
because the separation between lensed images is several times larger than the deflection angles
by member galaxies. Here we bypass this limitation by incorporating a simple physical prior for
member galaxies, using their observed positions and their luminosity scaled masses. This high-
frequency contribution is added to a relatively coarse Gaussian pixel grid used to model the
more smoothly varying cluster mass distribution, extending our established WSLAP code (Diego
et al.). We test this new code (WSLAP+) with an empirical simulation based on A1689, using
all the pixels belonging to multiply lensed images and the observed member galaxies. Dealing
with the cluster members this way leads to stable convergent solutions, without resorting
to regularization, reproducing well smooth input cluster distributions and substructures. We
highlight the ability of this method to recover ‘dark’ subcomponents and other differences
between the distributions of cluster mass and member galaxies. Such anomalies can provide
clues to the nature of invisible dark matter, but are difficult to discover using parametrized
models where substructures are modelled on the basis of the visible data. With our increased
resolution and stability, we show that non-parametric models can be made sufficiently precise
to locate multiply lensed systems, thereby achieving fully self-consistent solutions without
reliance on input systems from less objective means.
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1 IN T RO D U C T I O N
The distribution of mass within clusters is sensitive to the nature of
dark matter and to the evolution of structure in general. In successful
hierarchical models based on non-relativistic and collisionless cold
dark matter (CDM; Peebles 1984), clusters accumulate from mate-
rial gravitating towards the intersections of a filamentary network
of structure, continuously merging with each other and increasing
in mass. In this context, simulations have shown that individual
cluster mass profiles are well characterized in CDM-dominated
N-body simulations by the logarithmically steepening Navarro–
Frenk–White (NFW) profile (Navarro, Frenk & White 1997), and
also show a tendency towards a lower level of concentration with
increasing cluster mass, the c–m relation (Bullock et al. 2001; Eke,
Navarro & Steinmetz 2001; Dolag et al. 2004; Neto et al. 2007;
 E-mail: irene.sendra@ehu.es
Duffy et al. 2008; Macci, Dutton & Van Den Bosch 2008; Zhao
et al. 2009; Bhattacharya et al. 2013), reflecting the general later as-
sembly of more massive structures, when the cosmic mean density is
lower. Both of these predicted trends are now very well established
by independent simulations, but with some interesting variations,
mainly in the amplitude of the c–m relation (Bhattacharya et al.
2013) that may require further clarification.
Accurate and reliably constrained cluster mass profiles can now
be measured by combining strong and weak lensing information,
providing full logarithmic radial coverage (Broadhurst et al. 2005;
Umetsu & Broadhurst 2008; Zitrin et al. 2009, 2010; Coe et al.
2011). Rigorous comparisons with standard particle CDM reveals
that the shape of the profile follows closely the standard NFW pro-
file for particle CDM mass advocated to describe all haloes formed
in simulations of standard particle CDM (Broadhurst et al. 2005;
Umetsu et al. 2010). Curiously, however, the mass concentrations
seem to be systematically larger than expected for the most mas-
sive clusters formed in the standard CDM cosmological model,
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with approximately twice as much matter concentrated within the
characteristic radius of the NFW profile (Broadhurst et al. 2005;
Umetsu et al. 2010).
Inherent triaxiality of dark matter haloes can boost lensing-based
concentrations for clusters selected in the first place by their lensing
strength (Oguri et al. 2005). By selecting according to other unre-
lated criteria, this lensing bias may largely be avoided. The Hubble
Treasury data for the Cluster Lensing And Supernova survey with
Hubble (CLASH) programme (Postman et al. 2011) aims to estab-
lish representative equilibrium mass profiles for clusters selected by
their X-ray properties, to be relaxed in appearance. The measure-
ments are also in very good agreement with the NFW-dominated
CDM prediction (Zitrin et al. 2010; Coe et al. 2011; Umetsu et al.
2011) but continue to lie tantalizingly above the concentration–mass
relation predicted for haloes formed late in the concordance CDM
cosmology.
Other dark matter-related anomalies may have been found during
cluster collisions, including the complex merging cluster A2744
(Merten et al. 2011), with evidence of anomalous density peaks of
dark matter separated from galaxies and gas.
In the case of the iconic Bullet cluster, the large relative velocity
inferred from the Mach cone of the bullet component (Markevitch
et al. 2004) is claimed to be very unlikely in the context of CDM.
Our investigation is motivated empirically in the view of the
discrepancies between CDM-based N-body simulations and the
radial cluster mass profiles described above. We may now use grav-
itational lensing to search for dark matter anomalies with much
increased precision as the data required to measure accurate mass
distributions have leapt in quality over the past few years in both
the strong and weak lensing regime. Many sets of multiple im-
ages are now very typically identified in deep multicolour Hubble
data, where distinctive internal features can be recognized in the
larger well-resolved background galaxies (Broadhurst et al. 2005;
Umetsu et al. 2012; Zitrin et al. 2013). To identify more typical,
smaller and fainter multiply lensed sources, it is necessary in prac-
tice to be guided by a lens model, as even for the best behaved
clusters large perturbations from galaxy members locally distort
one or more members of each set of multiple images so that the
location of counter images cannot be guessed with any confidence
and model inversion will fail. Without many complete sets of mul-
tiple images spread over a range of redshift, it is not possible to
accurately constrain the inner mass profile of a cluster, sufficiently
well to examine theoretical predictions.
To take full advantage of this increased quality of data, many
new approaches have been suggested to recover the surface mass
distribution in both the weak and strong lensing regime (see for in-
stance Kaiser & Squires 1993; Schneider 1994; Broadhurst, Taylor
& Peacock 1995; Kaiser 1995; Schneider & Seitz 1995; Seitz &
Schneider 1995; Bartelmann et al. 1996; Taylor et al. 1998; Bri-
dle et al. 1998; Tyson, Kochanski & Dell’Antonio 1998; Marshall
et al. 2002). In the best known case of A1689, over 100 multi-
ply lensed images are reliably identified (Broadhurst et al. 2005;
Coe et al. 2010), and over 50 are known in similar quality data for
Cl0024+1654 (Zitrin et al. 2009), A1703 (Limousin et al. 2008) and
MACS0416−2403 (Zitrin et al. 2013), helped by the development
of detailed parametric models, and in particular the simple method
of Broadhurst et al. (2005) where the cluster mass distribution is
assumed to approximately trace the light, by first starting from the
observed galaxy distribution and varying the coefficients of a low-
order 2D polynomial fit to the galaxy distribution to describe the
general distribution of galaxy cluster mass, and in addition to this
the member galaxy perturbations are scaled by their luminosity, so
that very few parameters are required to provide a fairly flexible
model of the mass distribution, which can be used and refined in
locating multiply lensed images. This relatively flexible method,
although capable of locating many reliable multiple images, is not
precise enough to provide an exhaustive identification of all counter
images, particularly the numerous blue galaxies which are too am-
biguous both morphologically and in terms of their estimated red-
shifts, and fundamentally this method is limited to self-consistency
checks of models where mass traces light, as with standard CDM.
To examine the data in detail for anomalous density fluctuations
such as those that may be generated by wave-like CDM, we need
the full model independence that non-parametric strong lensing
methods may provide. The increased number of strong lensing
constraints available in deep space images encourages the use of
non-parametric methods that make no assumption about the matter
distribution (Bradac, Lombardi & Schneider 2004; Bradac et al.
2005; Liesenborgs, De Rijcke & Dejonghe 2006; Liesenborgs et al.
2007; Merten et al. 2009, 2011). In a previous work, we developed
a non-parametric code (WSLAP) and demonstrated its performance
first with simulated data and later with the real data of A1689
(Diego et al. 2005a,b, 2007). Our results were compared with those
obtained using parametric methods (Broadhurst et al. 2005) and
found to have good agreement within the noise, in terms of the
azimuthally averaged radial profile. However, the solution obtained
from WSLAP lacked the resolution of parametric methods limiting its
ability to predict new images that could be later confirmed with the
data.
Here we aim to place strong lensing on a firmly objective ba-
sis with the development of a practical non-parametric method for
inverting the strong lensing image information to extract reliable
projected 2D surface mass distributions. With the dramatic im-
provement in strong lensing data, we can now focus on extracting
the important physical information with minimal assumptions, in
the most model-independent way, in particular to relax the conven-
tional assumption that mass traces light, enabling us to derive the
general matter distribution and its realistic uncertainties. These new
images from Hubble, particularly from the dedicated CLASH pro-
gramme (Postman et al. 2011), provide typically over several tens
of multiply lensed images per cluster and many long arcs, which
should make this a manageable task. A non-parametric approach
will provide an important consistency check of the findings of the
parametric methods since concurring results would strengthen the
validity of the parametric approach, whereas any significant differ-
ences would need to be addressed.
To date, non-parametric methods have been applied to only three
well-studied clusters, using a modification of the strong lensing
package developed originally by Diego et al. (2005b), providing
low-resolution representations of the mass distributions and the very
different non-linear approach of Liesenborgs et al. (2006), applied
to the Hubble data of Cl0024 (Zitrin et al. 2009). These methods are
able to provide the rough shape of the mass distributions, showing
a substructure that roughly coincides with clumps in the galaxy
distribution, as well as reasonably accurate radial mass profiles that
are consistent with our standard parametric modelling (Diego et al.
2005a; Zitrin et al. 2009). It is also clear that this approach cannot
help find new multiple images, because of its limited resolution, and
relies on the input multiple images defined by the parametric model
of Broadhurst et al. (2005) and Zitrin et al. (2009), and needs reliable
redshift information for these systems for a meaningful constraint
on the gradient of the mass profile. Some degeneracies are also
present, including possible spurious ring features, probably caused
by overfitting the data (Ponente & Diego 2011), and a tendency to
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asymptote to a flat outer profile beyond the boundary of the data,
from the mass-sheet degeneracy (Jee et al. 2007).
The results obtained with parametric and non-parametric meth-
ods are not expected to agree in detail, as the premise on which the
parametric models are built uses optical-based information rather
than the invisible dark matter. Typically, parametric models place
haloes of matter coincident with the location of a brightest cluster
galaxy, with other subhaloes added to help deal with any obvious
substructure seen near the cluster centre. For every halo added, at
least six parameters are required to describe the halo position, ellip-
ticity position angle, scalelength and profile slope. These additional
parameters describing cluster member galaxies result typically in
many parameters of uncertain validity, requiring many multiple
lensed images to be constrained. This is particularly the case for
ongoing merging clusters.
In this paper, we augment the earlier non-parametric code, WSLAP,
by incorporating the lens deflection generated by observed member
galaxy properties, which it transpires helps solve some of the issues
of non-parametric methods and greatly improves the quality and
robustness of the mass reconstruction. We do this by including a
physical prior in the method that is well motivated by the observa-
tions. Our prior consists in the simple assumption that the galaxies
that are in the cluster must have some mass themselves and that they
are surrounded by their own halo of dark matter. In the Section 2
below we discuss the basis of the original code, WSLAP, and show
how to include the above physical prior in the improved version of
the code, WSLAP+. In Section 4, we give details of the simulations
being used to demonstrate the capability of the new version of the
code, WSLAP+, and finally we describe the results we obtain and our
conclusions in Sections 5 and 7.
2 TH E O R I G I NA L C O D E : WSLAP
We refer the reader to the original papers (Diego et al. 2005a,b,
2007) for a detailed description of the original code and its perfor-
mance. Here we will summarize the main ideas and those that are
relevant to understand the new improvement to the original method
(i.e. the addition of a new physical prior).
Gravitational lensing is formally described by the lens equation
θ = β + α(θ ,M(θ)). (1)
In the context of the thin lens approximation, the above equation
relates the observed lensed images, θ , in the image plane (and
represented by Nθ pixels in the image data) with the corresponding
original positions of the background galaxies, β, in the source plane
and the deflection due to the mass distribution, α(θ ,M), in the lens
plane. For a given mass distribution, M(θ), the net deflection angle
due to this mass is the integral of the deflection field from the
infinitesimal mass elements,
α(θ ) = 4G
c2
Dls
DsDl
∫
M(θ ′) (θ − θ
′)
|θ − θ ′|2 dθ
′, (2)
where Dls, Dl and Ds are the angular distances from the lens to the
source, from the observer to the lens and from the observer to the
source, respectively.
If the lens plane is discretized into a two-dimensional grid with
Nc grid points, the above equation can be approximated as
α(θ ) = 4G
c2
Dls
DsDl
Nc∑
i
mi
(θ − θi)
|θ − θi |2 , (3)
where mi are the masses from each grid point. As detailed in pre-
vious papers (Diego et al. 2005a,b, 2007), the masses at the grid
points are modelled as Gaussian with a full width at half-maximum
proportional to the mesh size of the grid.
It is important to emphasize that equation (3) represents an ap-
proximation of equation (2) and that as such we are introducing
an error in the reconstruction. This intrinsic error is not always
acknowledged in lensing reconstruction and can lead to erroneous
conclusions as discussed in Ponente & Diego (2011).
A second approximation allows us to re-write the lens equation
in a simpler algebraic form. Assuming that our data set consists of
Nθ lensed pixels of Ns background sources and that each of the Ns is
well approximated by a point source (with parameters βxo and βyo ),
we can construct a system of 2Nθ (x and y) linear equations with
2Ns + Nc variables,
(
θx
θy
)
=
(
ˆΥx ˆ1 ˆ0
ˆΥy ˆ0 ˆ1
)⎛⎜⎜⎜⎝
M
βxo
βyo
⎞
⎟⎟⎟⎠ . (4)
Here ˆΥx and ˆΥy are two Nθ × Nc matrices containing the x and y
lensing effect of the cell j (which has been assigned a fixed mass)
on the θ pixel i, while ˆ1 and ˆ0 are Nθ × Ns-dimensional matrices
filled with 1’s and 0’s, respectively.
The variables are the Nc lens masses and the 2Ns central galaxy
positions (x and y). All these variables can be combined into a single
vector, X = (M,βxo,βyo). In its compact form, the above equation
then reads
 = ΓX, (5)
where Γ is a known 2Nθ × (Nc + 2Ns)-dimensional matrix and 
is also known and given by the observed x and y positions of all the
pixels in the lensed galaxies.
A solution of the system (5) can be found easily by differ-
ent methods [biconjugate gradient, singular value decomposition
and quadratic programming (QADP)] that were already studied by
Diego et al. (2005a) but many others can be applied to the same
system.
3 N EW I MPLEMENTATI ON: WSLAP+
As mentioned earlier, non-parametric methods trade spatial resolu-
tion by robustness in the lensing reconstruction. On the other hand,
parametric methods force matter to concentrate around the observed
galaxies and usually complement this with a cluster halo described
by several parameters. In our new implementation, we extend WSLAP
by adding a very simple but robust constraint that combines the
benefits of the robustness from non-parametric methods with the
higher resolution of the parametric methods. The galaxies in the
cluster must contain some matter and hence they must contribute to
the deflection field. Due to the intrinsic non-linear nature of the lens-
ing problem, the intrinsically smaller (compared with the cluster)
deflection field from an individual galaxy in the cluster can make
a big difference (sometimes drastic) in terms of lensing distortion
when the angular distance to this galaxy is small enough. Hence,
it is important to take into account this small deflection angle into
the lens reconstruction. We can take advantage of the well-known
correlation between the observed luminosity of a galaxy and its
total mass and assign a mass to each galaxy in the cluster according
to its luminosity. As an initial guess we consider a ratio between
the luminosity and the mass ∼20 (Persic & Salucci 1992; Zaninetti
2008). Given the mass of a galaxy, we assign an NFW mass profile
(Navarro et al. 1997) to each galaxy. We produce a mass map for the
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haloes around the galaxies in the cluster and from this construct a
fiducial deflection field for the different redshifts of the background
sources. The deflection field from these galaxies can be easily
incorporated into the  matrix, equation (5), by adding a column
containing the fiducial deflection field at the positions of the arcs
(lensed galaxies), αgal,x,αgal,y. The new system of equations has the
following form:
(
θx
θy
)
=
(
ˆΥx αgal,x ˆ1 ˆ0
ˆΥy αgal,y ˆ0 ˆ1
)
⎛
⎜⎜⎜⎜⎜⎝
M
Cgal
βxo
βyo
⎞
⎟⎟⎟⎟⎟⎠ , (6)
where Cgal is a new variable (scalar) in the solution vector that
accounts for the re-scaling of the fiducial deflection field of the
galaxies. This system can be also represented in the compact form
given by equation (5) where now the solution vector X is given by
X = (M, Cgal,βxo ,β yo ) and it has dimension Nc + 1 + 2Ns.
As mentioned earlier, equation (5) can be solved by different
methods [see Diego et al. (2005a,b, 2007) for a description of sev-
eral of them]. In our particular case, and in order to avoid solutions
with negative values in M and Cgal, we use the quadratic program-
ming algorithm (or QADP) described in Diego et al. (2005a) which
imposes the physical constraint that the solution, X , must be posi-
tive. Moreover, we will select only bright cluster members for our
deflection field. These are all massive galaxies with non-negligible
masses.
Although not discussed in detail in this work, the original code
combines also weak lensing (when available) into a system of lin-
ear equations similar to equation (5). The new implementation dis-
cussed in the following section can be easily extended to weak
lensing by inserting additional column(s) into the corresponding
weak lensing matrix  [see Diego et al. (2007) for details of this
matrix].
4 SIMULATED DATA
We test the performance of our new code with a set of simulated
strong lensing data. Our simulated data set resembles the case of
A1689, where tens of background sources are being lensed by the
cluster. We adopt the redshift of the (30) background sources from
the real data set of A1689 (Broadhurst et al. 2005). For the cluster,
we place individual elliptical NFW haloes at z = 0.2 with a pattern
similar to the distribution of the main haloes in A1689 (94 NFW
haloes in total; Coe et al. 2010). From now on, we refer to the mass
distribution from these galaxies as galaxy-true. In addition to the
masses from the galaxies, we add a cluster halo (also at z= 0.2) with
a mass distribution that resembles the galaxy distribution but with
some significant deviations in order to test how well the method can
reconstruct the dark matter that is not being traced by the galax-
ies. The mass ratio of the cluster halo to the combined mass of the
galaxies is roughly 3 to 1. This choice is driven by the fact that we
want the most significant fraction of the mass to be in the form of
diffuse dark matter with no obvious correlation with the galaxies in
order to test the ability of the method to recover that distribution.
The resulting mass distribution of the simulated cluster is shown
in Fig. 1; we will refer to it as input model. In the source plane,
the background sources are placed in positions such that we repro-
duce both tangential and radial arcs like in A1689. The background
sources are extracted from the Hubble Ultra Deep Field (Bouwens
et al. 2003) and later re-scaled to match a specific angular scale
Figure 1. Simulated cluster at z = 0.2. The total mass is
2.58 × 1014 M h−1 and the field of view is 3.3 arcmin across. In or-
der to better show the matter in the galaxies and in the soft dark matter halo,
the galaxies have been saturated and the colour scale has been adjusted to
increase contrast.
Figure 2. Simulated arcs from the mass distribution in Fig. 1 and a distri-
bution of simulated sources behind the cluster and at different redshifts.
at the corresponding redshift. The background simulated sources
are lensed through the simulated cluster, and we produce a set of
strongly lensed galaxies that constitutes our simulated data set to-
gether with the redshifts of the corresponding sources (see Fig. 2).
The field of view of this (and all other images unless mentioned
otherwise) is 3.3 arcmin.
We also simulate a second mass distribution for the galaxies,
which we refer from now on to as galaxy-model, where we use the
same locations as above but we change the individual mass and
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Figure 3. 2D map showing the percentage difference in mass, 100(A −
B)/MAX(A + B), where A and B are the galaxy-true and galaxy-model
masses, respectively.
scale radius of each galaxy. We take random values for both the
mass and scale radius around the values in the galaxy-true case with
typical deviations of 20 per cent around these values. The galaxy-
model is later used to compute the fiducial deflection field in our
lens reconstruction. By doing this, we adopt the realistic scenario
where the positions of the galaxy members are known but the mass
and profiles of these galaxies are unknown.
Fig. 3 shows the difference in the projected 2D surface mass
density between the input model distribution of galaxies and the
fiducial model used in the mass reconstruction. The corresponding
deflection fields are shown in Fig. 4.
Once the fiducial deflection field for the model is computed, we
build the  matrix and reconstruct the solution using the QADP
algorithm. For the  matrix, we found that using a regular grid (in
our case of 32 × 32 grid points) works better than a multiresolution
grid. The reason probably being the fact that the multiresolution
grid reduces the desired orthogonality of the base (i.e. between the
grid and the galaxies) describing the mass distribution. Also, the
use of a multiresolution grid can introduce an undesired prior in the
reconstruction since the solution tends to artificially increase the
reconstructed density in the smaller grid cells. We found that this
prior conflicts with the fiducial deflection field of the galaxies. On
Figure 4. Difference in arcseconds between galaxy-true and galaxy-model
deflection fields described in Section 4.
the other hand, the use of the regular grid is similar to using a flat
prior for the mass distribution since it assigns the same probability
to the different areas in the lens plane. In order to quantify the gain
in the reconstruction by the new implementation, we reconstruct the
solution in three different scenarios.
(i) Assume that the galaxies in the cluster have zero mass (this
would correspond to the result obtained with the original WSLAP
code and in general with a standard non-parametric code using a
regular grid).
(ii) Assume that the mass in the galaxies is given by the galaxy-
model and build the fiducial deflection field from that model (Figs 3
and 4). This would be the realistic case where we make an assump-
tion (biased) about the masses in the galaxies.
(iii) Assume that the fiducial deflection field is given by the
galaxy-true. This case is the best case scenario and corresponds
to the best possible reconstruction in the unlikely-lucky case that
our assumption about the member galaxies is completely right.
5 R ESULTS
As discussed later, we find that the best solutions are obtained after
iterating the QADP for several thousand iterations. We find the so-
lution in the three cases discussed at the end of the previous section
after iterating the QADP algorithm for 8000 steps. Fig. 5 summa-
rizes our main results. Each column corresponds to one of the cases
described in the previous section. The top row shows the recon-
structed mass distribution while the bottom row shows the critical
curves overlaid the galaxies. Case (i) (left column) shows a decent
reconstruction of the dark matter halo but as expected misses the
details of the individual galaxies. This is made more evident when
we compare the critical curves with the input model critical curves
in the right column. The reconstructed critical curves have softer
rounds, as a consequence of the poorer resolution of the reconstruc-
tion. In this case, there is only one radial curve. In contrast with
the other cases, where the solution is able to reconstruct better the
critical curves (both radial and tangential). Cases (ii) and (iii) shown
in the second and third columns show a significant improvement in
the reconstruction of the mass and critical curves. Regarding the
overall mass distribution, it is interesting to see how the grid part of
the solution is capable of reconstructing the cluster mass structures
that were not correlated with the galaxies demonstrating the robust-
ness of our new implementation. On the other hand, the addition
of the fiducial deflection field from the galaxies helps improve sig-
nificantly the recovery of the critical curves, in particular the radial
critical curve where the effect of the individual galaxies is larger.
Even the radial curves around the smaller subcluster seem to be
reconstructed reasonably well.
A more quantitative comparison of the quality of the reconstruc-
tion is shown in Fig. 6 where we compare the one-dimensional
profiles (in units of the critical surface density, crit = c2Ds4πGDlDls )
for the three cases and the input model profile. Again the new im-
plementation is able to reconstruct significantly better the smaller
details of the mass distribution.
In order to show the capability of the method to reconstruct the
dark matter substructure not correlated with the galaxies, Fig. 7
compares the reconstructed solution with the input model but using
a different colour scale that enhances the details of the soft dark
matter halo. In these figures, it can be appreciated how the solution
retains the main features of this halo although it misses some of the
details specially near the edges where the lensing constraints are
weaker.
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Figure 5. The reconstructed mass map (first row), critical curve (second row) and the reconstructed source positions versus the input positions marked with
crosses (third row) for the different scenarios [cases (i), (ii) and (iii)] as described in Section 4 together with the input model (last column). First column
corresponds to case (i), the old WSLAP solution, second column to case (ii), the realistic situation, while the third column to case (iii), the best scenario.
Figure 6. In the top panel, we show the reconstructed profiles. The thick
solid line corresponds to the input model profile, the thin solid line corre-
sponds to case (i) (old WSLAP solution), the dotted line corresponds to the
realistic case (ii) and the dashed line corresponds to the best case scenario
of case (iii). The bottom panel shows the relative differences (input model-
reconstruction)/input model) between the profiles of cases (i), (ii) and (iii)
and the input model profile. The line styles are the same as above.
Figure 7. Input model (left) versus reconstructed mass (right) using a colour
scale that shows better the diffuse dark matter component. For comparison
purposes, both images are presented in the same scale, and the galaxies have
been saturated to the same value. The recovered distribution follows well
the input distribution including the relatively dark substructures that do not
trace the input galaxy distribution, and with limiting resolution given by the
surface density of the lensed images.
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6 D ISC U SSION
Aside from the improvement in the reconstruction of the solution
(masses and source positions) shown by the reconstructed profiles
and critical curves, the addition of the new parameter Cgal results in
two major advantages for the new method. One of the pathological
behaviours of the original code was that the algorithm cannot be left
converging indefinitely. After several thousand iterations, the lack of
resolution of the gridded mass distribution is generally compensated
by an extremely irregular mass distribution that manages to focus the
observed arcs into very small compact regions in the source plane.
In previous works (Diego et al. 2005a,b, 2007; Ponente & Diego
2011), this pathological solution is referred to as the point source
solution. Adding the deflection field from the galaxies naturally
incorporates the resolution that the grid is lacking so we should
expect some improvement on the pathological behaviour of the
solution when the number of iterations is too large. In order to
check the convergence, we iterate the QADP algorithm a sufficiently
large number of iterations. Also, we explore the dependence of the
solution on the initial guess, Xo, for the minimization process.
In Fig. 8, we show the total recovered mass of the cluster and the
new parameter, Cgal, as a function of the iteration number for three
different choices of the initial condition Xo. In the first reasonable
case (dotted line in the figure), the initial condition has very small
values both for the grid masses and the Cgal parameter. In the second
Figure 8. Top panel: total mass for the grid component and the galaxy
component as a function of the iteration step. The different line styles corre-
spond to the different choices for the initial condition Xo (see the text) The
arrows marked with labels Soft and Galx show the input model total mass of
the soft component (dark matter halo) and individual galaxies, respectively.
Note how independently on how good or bad the initial condition is, the so-
lution converges after a few thousand iterations towards values close to the
true ones. At around 8000 iterations, the dotted line is almost at the end of a
long plateau (optimal solutions are attained in this regime). The top dashed
line takes longer to converge since it is affected by memory problems in the
unconstrained borders of the field of view, although in the relevant areas the
solution converges towards the input model case as shown by the profiles in
Fig. 9. For comparison, the dot–dashed line shows the solution obtained by
the original WSLAP code (note the overlap with the dotted line in the first few
iterations). Bottom panel: global error as a function of iteration [see equation
(7) for a definition of the error] whose units are radian2. The minimum of
the curve is equivalent to an rms = 7 arcsec in the source plane. The best
solutions (excluding the ill-defined dashed line case that fails to converge)
are typically obtained after several thousand iterations. Beyond many thou-
sand iterations, the solution enters in the overfitting regime although it still
converges to physical solutions as shown by the profiles.
bad-choice case (dashed line), the initial condition is poorly chosen
and both grid masses and Cgal are set to values that are too high. For
comparison purposes, we show a third case (dot–dashed line) with
the solution for the old WSLAP implementation (or equivalently the
case for Cgal = 0)
Despite the choice for Xo, after a few thousand iteration steps, the
solution (M and Cgal) converges towards constant values. Also, these
constant values of convergence coincide with the total mass of the
diffuse halo of the cluster and the input model mass of the galaxies.
As a difference with the results from the original WSLAP code, this
solution is not pathological but it is still a good physical solution to
the problem. Some degree of overfitting is still appreciated specially
in the source plane (where the sources tend to concentrate more
towards the centre of the image) indicating that for this kind of
setup (lens, number of arcs, mass distribution) 50000 iterations are
too many (overfitting regime), and the optimal range for the number
of iterations is around a few thousand (see the discussion below).
The overfitting regime is better shown in the bottom panel of Fig. 8
where we represent the error in the reconstructed positions of the
sources. The error is defined as the absolute difference to the input
model solution in terms of separations between the input model
source positions and the predicted positions
βerr =
∑
(δβ)2x + (δβ)2y . (7)
Overfitting usually occurs when the predicted positions of the
sources converge towards the centre of the source plane. This is
normally accomplished by non-physical solutions that exhibit large
fluctuations in the mass distribution. From Fig. 8, we can see that
the optimal solutions are obtained in the range of a few thousand it-
erations. The dashed line corresponding to the bad-choice described
above fails to converge due to memory effects. This memory effect
is the reason why the solution does not converge to the Soft value
shown in Fig. 8. This is better shown in Fig. 9 where we compare
Figure 9. Top panel: profiles of the input model mass (thick solid line)
compared with the profiles of the solutions obtained with different initial
conditions, Xo (see the text) and after 50 000 iterations. The dotted line
shows the case where the initial condition has very small values both for the
grid masses and the Cgal parameter; the dashed line shows the case where
the initial condition is poorly chosen and both grid masses and Cgal are set
to values that are too high. Note how in this case, the grid suffers from
memory effects and maintains its initial values at large radii. Also shown
is the solution obtained by the original WSLAP code (dot–dashed line) after
50 000 iterations. Bottom panel: relative difference between input model
mass (T) and reconstructed masses (R) as a function of radius. The different
line styles correspond to the same cases described above.
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the profiles of the input model mass with the reconstructed solutions
in the cases given by the different initial conditions. The solution
obtained in the bad-choice case is still a good one as demonstrated
by the profile. This figure also shows how the solution maintains
the high values (hence the memory effect) of the initial condition
in the outskirts of the image plane, where the lensing data cannot
constrain the solution. The other case seems to render very rea-
sonable solutions even after 50 000 iterations (overfitting regime).
For comparison, we also show the solution obtained by the origi-
nal implementation of WSLAP (dot–dashed line) and with the same
initial guess, Xo, as the dotted line (reasonable case). Note how in
Fig. 8 this case is indistinguishable from the Soft component of the
reasonable choice for the initial guess, Xo, for iterations below a
thousand, but beyond this point it departs from it in a way similar
to the increase of the Galx component (bottom dotted line) indicat-
ing that the grid is trying to account for the small-scale corrections
due to the member galaxies. We can then conclude that choosing
the optimal number of iterations is not as critical as in the original
WSLAP code as the overfitting solutions still are able to reproduce
reasonable solutions. However, the best solutions are obtained when
the number of iterations is in the range of a few thousand. A second
lesson is learned about the choice of the initial condition. Although
the solution is robust and converges towards good-quality solutions
independently of the choice for Xo, the best solutions are obtained
when a sensible choice is made for the initial condition; in par-
ticular, selecting small values for both, the grid component and the
initial strength of the deflection field of the galaxies, produces better
final solutions than taking more unreasonable choices.
Figs 8 and 9 summarize some of the main improvements obtained
as a result of our new implementation. Since the galaxies form on
the peaks of the dark matter subhaloes, the galaxy component of the
solution, Cgal, will capture the details of the small-scale deflection
field. The grid component, which normally accounts for most of
the deflection field, does not need any more to force the mass
distribution into non-physical solutions (like the dot–dashed line in
Fig. 9 that exhibits a bump or ring of matter at around 1 arcmin
from the cluster centre) to account for the second-order corrections
to the deflection field coming from the smaller haloes. This is now
naturally accounted for by the galaxy deflection field and hence the
mass distribution converges to a much more physical (and stable)
solution. This pathological behaviour is solved in other methods
by adding regularization terms. In this sense, we can say that our
new method produces robust self-regularizing solutions where the
small-scale contributions to the deflection field are described by the
galaxy component and the irregular (and harder to model) cluster
mass distribution is described by the grid component.
A second major bonus is also obtained by incorporating a de-
flection field for the galaxies with a new free parameter. One of
the main limitations of the old non-parametric method was the
lack of resolution in the reconstructed solution. This limitation of
the solution made it very difficult to identify new pairs of arcs in
the images as the error in the deflection field could be large spe-
cially around the cluster members. This error gets reduced with
the new method making the new non-parametric method compet-
itive with the parametric methods in terms of finding new arcs
in the image. Fig. 10 shows the error in the deflection field ob-
tained by comparing the input model deflection field of our sim-
ulated data with the deflection field of our solution after 8000
iterations. The typical error is about 3 arcsec which might be
sufficient to identify new multiple image pairs in the data. The
largest error is found around the most massive central galaxy, prob-
ably as a consequence of the wrong assumption made to model
Figure 10. Error of the reconstructed deflection field. The units are arcsec-
ond and correspond to the difference of the modules of the deflection fields.
That is err = |αt | − |αr | where αt is the deflection field of the input model
and αr is the reconstructed deflection field of case (ii).
the galaxies when computing the fiducial deflection field from the
galaxies.
7 C O N C L U S I O N S A N D F U T U R E WO R K
We have aimed here to cure the wide degeneracy of lensing solutions
typical of non-parametric lensing solutions, stressing the improve-
ments obtained by treating the cluster member contribution with a
simple prior. Cluster members frustrate the process of converging
to an accurate solution by their small-scale perturbations to the de-
flection angle and the additional images they generate. In practice,
it is typically the case that at least one member of a multiply lensed
source is affected locally in this way by the close proximity of a
cluster member to the observed image position. We run into a lim-
itation here in trying to recover the mass distributions of clusters
that the effective resolution of the recovered mass maps is set by the
numbers of lensed images found in the strong lensing region, and
in practice this is too few to deal with the high-frequency member
galaxy component. In turn this means that non-parametric methods
have the general inability to predict the locations of counter images
with sufficient precision to actually find sets of multiple images for
adding to the model.
We have found here that this weakness can be largely overcome
by incorporating reasonable estimates of the member galaxy de-
flections using the member galaxy positions and luminosity scaled
masses, so that it then becomes possible to derive the smooth cluster-
wide component of the mass distribution, for which the variation
varies only on a relatively large angular scale lying within the ef-
fective resolution set by the surface density of lensed images. We
have simply assumed that these galaxies contribute with a mass
proportional to a fiducial value related to their measured luminosi-
ties, with the proportionality constant subsequently inferred as part
of the method. This helps take care of the difficult high spatial fre-
quency component, so that the smoother remainder can be dealt with
by the inherently low-resolution non-parametric approach. This
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cluster-wide contribution is modelled with a Gaussian pixel grid,
providing a compact orthogonal basis. The input data include the
multiple images identified by our standard flexible parametric model
described above and their redshifts defined from our multiband pho-
tometry. By insisting that some mass must exist at the position of the
observed galaxies, we increase the detail of the overall reconstruc-
tion and also correct possible biases in the reconstructed solution as
this new assumption can act as an overall re-normalization factor.
Our new method provides a description of the general cluster
mass distribution without leaving unnoticed any interesting anoma-
lous density peaks. In this way, we may look for deviations between
mass and light that could be predicted by dark matter candidates,
i.e. the very cold Bose–Einstein condensate dark matter. It is worth
noting that interesting systematic shifts in position between model
images and the data of several arcseconds are quite typical (Broad-
hurst et al. 2005; Halkola, Seitz & Pannella 2006) which remain
intriguing.
We also examine the ability of this method to recover dark sub-
components which do not follow the galaxy distribution, highlight-
ing the potential of this method to uncover such anomalies, and
for which parametrized models based on the galaxy distribution are
insensitive.
Finally, our new hybrid method has shown that we may be opti-
mistic in achieving the precision required to locate multiple images
without reliance on other methods to provide the input images. This
is a major step forward and means that solutions we find by our
non-parametric technique are self-consistent, in that the multiple
images we input are derived by our method, and do not need to rely
on uncertain ‘candidates’ which may not be securely identified by
more model-dependent means. Having derived objective lens mod-
els, we may test the validity of multiply lensed candidates found by
others and we may also constrain the geometric distances for such
multiply lensed sources, and their intrinsic properties, including lu-
minosities and source plane reconstructions. This is of particular
interest in relation to record-breaking high-z galaxies routinely un-
covered in deep cluster imaging, and of potentially great importance
for the study of structure formation, for which good lens models
with correspondingly reliable magnification estimates are essential.
Our first self-consistent application of this technique to the iconic
cluster A1689 including the new deep IR imaging by Hubble will
be presented shortly, demonstrating this breakthrough in precision
by our new non-parametric method allowing new systems to be
discovered and objective evaluation of the previously claimed mul-
tiple images and also a model-independent derivation of lensing
distances for the construction of the distance–redshift relation at
high redshift. We can anticipate that the most rewarding applica-
tion will be to the newly approved deep ‘Frontier fields’, clusters
with Hubble1 for which the high surface density of multiply lensed
images strongly motivates the objective non-parametric approach
to fully explore the central surface mass distribution and to reliably
estimate the magnification of a statistical sample of z ∼ 10 galaxies
and beyond.
In this work, we have applied the new improved code, WSLAP+,
to simulated strong lensing data. The code is however prepared to
combine weak and strong lensing as well as detailed in Diego et al.
(2005b). The weak and strong lensing data are combined into the
same system of linear equations. The same solution (mass distribu-
tion of the lens) that is able to reproduce the strongly lensed galaxies
must predict the right shear distortions. The implementation of the
1 http://www.stsci.edu/hst/campaigns/frontier-fields/
weak lensing case in WSLAP+ is the same as the one described in
Section 3 for the strong lensing. Now the column containing the
deflections from the cluster members is extended to include the
deflection at the positions where the shear is measured. With our
new implementation, the small deflection field of a single cluster
member (that is, in the outskirts of the cluster and can compete in
magnitude with the weak lensing shear in the vicinity of that iso-
lated cluster member) can be properly accounted for reducing the
possible source of systematic error in the weak lensing reconstruc-
tion.
This paper presents the most simple version of the new imple-
mentation where the deflection field from the galaxies is described
by a model deflection field that is re-scaled by a single parameter,
Cgal. It is however trivial to extend this idea to multiple deflection
fields. For instance, one might want to consider the deflection field
from the central galaxy independently. In this case, the  matrix
would have two additional columns (with respect to the WSLAP im-
plementation) instead of one and the solution vector, X , would have
two additional free parameters (instead of one), C1gal C2gal. In a more
extreme case, the dominant galaxies in the cluster could contribute
each with one extra column in the  matrix and their corresponding
Cigal parameter in the vector X . For the case of weak lensing in
field areas, this flexibility on the number of parameters might be a
necessity rather than a convenience since one would normally want
to divide the data (lensing galaxies) into redshift bins and group the
field galaxies into each redshift bin in order to construct a global de-
flection field for that particular redshift bin. In this way the number
of additional columns in the  matrix (and the additional number
of free parameters in the vector X) would be equal to the number of
redshift bins that are being considered. Incorporating the individual
deflection fields from observed galaxies might help improve signif-
icantly the lensing reconstruction with our new method as the bulk
of the dark matter can be well described by the grid component but
the smaller scale deflection fields around the lensing galaxies (that
cannot be well reconstructed by the grid) can now be constrained
more accurately with the individual galaxies’ deflection field. These
and other ideas will be tested in a future paper.
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