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Abstract: In this paper the relation between the weak subdierentials and the directional derivatives, as well as
optimality conditions for nonconvex optimization problems in reexive Banach spaces, are investigated. It partly
generalizes several related results obtained for nite dimensional spaces.
Key words: Supporting cone, weak subdierential and nonconvex optimization
1. Introduction
The generalization of concepts of ordinary derivatives and normal cones plays an important role in the study
of necessary and sucient conditions of optimality for nonsmooth and nonconvex optimization problems. The
notion of subdierentials was introduced by Rockafellar [17] to deal with optimization problems involving
convex and nonsmooth functions. Since then, dierent notions of subdierentials and normal cones have been
introduced, which are applicable for dierent classes of optimization problems. We mention here the concepts
of the Frechet subdierential [3, 15], Clarke's subdierential [4], and limiting Frechet subdierentials [15, 16].
In [1, 2], the notion of a supporting cone was introduced and led to so-called weak subdierentials. To
eliminate the duality gap in nonconvex programming, an augmented Lagrangian is used that is constructed by
supporting cones [2, 5, 6]. Later in [12], the concept of an augmented dual cone was introduced in Banach
spaces and a special class of sublinear functions was dened by using the elements of the augmented dual cone;
it was shown that two closed cones possessing a separation property can be separated by using a zero sublevel
set of some function from this class. Recently, these concepts were used in [13, 14] to obtain necessary and
sucient conditions of optimality for a wide range of nonconvex and nonsmooth problems in Euclidean space.
In this paper, we study optimality conditions for nonconvex nonsmooth problems in reexive Banach
spaces by applying augmented normal cones and weak subdierentials. The main purpose is to establish the
analogies of the main results obtained in [14] for innite dimensional normed spaces by using the notion of the
supporting cone introduced in [8].
The paper is organized as follows. The main notations, denitions, and preliminaries are presented in
the next section. In Section 3, we establish the relation of weak subdierentials with the directional derivatives
in reexive Banach spaces. Optimality conditions in innite dimensional normed spaces by applying weak
subdierentials are presented in section 4.
Correspondence: sara.hassani@nicta.com.au
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2. Notations
Throughout the paper we assume that X is a reexive Banach space with norm k  k unless otherwise stated.
Let 
  X and x 2 
: We will use the notation K = cl (cone(
   x)) where \cl" stands for the closure of a
set, and \cone(A)" for a given set A  X stands for
cone(A) = fx :   0; x 2 Ag:
The unit sphere and the unit ball of X are denoted by U and B , respectively:
U := fx 2 X : kxk = 1g; B := fx 2 X : kxk  1g:
The dual norm of X is denoted by k  k , where k  k := maxfh; xi : x 2 Ug where h; i is the scalar
product (note that any continuous linear function attains its supremum on a unit ball of reexive Banach space
[10]). The unit sphere and unit ball of dual space of X are denoted by U and B , respectively.
We say that 
 has a conic gap at x if K 6= X (this property for set 
 at x was called \cone-shaped"
in [14]). In [7, 8] a new supporting function was introduced to characterize the class of nonconvex sets having
conic gaps. Given x 2 U; this supporting function 
(x; x) for the set 
 at x is dened as:

(x
; x) := sup
y2K\U
hx; yi: (2.1)
We present the denition of strictly convex spaces and three propositions used in the remainder of this
paper.
Denition 2.1 (page 112, [18]) Normed space X is called strictly convex if its unit ball is a strictly convex
set, i.e. if x 6= y , x; y 2 U , and h = 12 (x+ y) then khk < 1 .
The following proposition is an extension of the Hahn{Banach theorem [18, Theorem 5.20]:
Proposition 2.2 Let x
0 2 U . There exists x 2 U such that
hx; x0i = max
x2U
hx; xi = 1:
Proposition 2.3 [9] Let X be reexive strictly convex space and x 2 X . Then the maximum of x on unit
sphere U is unique.
Proposition 2.4 [11, Theorem 7] Unit ball U of reexive space is weakly sequentially compact.
A new supporting cone, a \ supporting cone", constructed by using function 
(x; x) is introduced
in the next denition.
Denition 2.5 A  -supporting cone for the set 
 at x is dened as follows:
N(x; 
) = conefx 2 U : 
(x; x) = sup
y2K\U
hx; yi < 1g: (2.2)
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We show that the following representation is true for a  -supporting cone:
N(x; 
) = fx 2 X : 
(x; x) = sup
y2K\U
hx; yi < kxkg: (2.3)
Denote
C = conefx 2 U : 
(x; x) = sup
y2K\U
hx; yi < 1g;
D = fx 2 X : 
(x; x) = sup
y2K\U
hx; yi < kxkg;
and let x 2 C . Clearly, we have xkxk 2 U and therefore

(
x
kxk ; x) = supy2K\Uh
x
kxk ; yi =
1
kxk supy2K\Uhx
; yi < 1: (2.4)
From (2.4), we obtain supy2K\Uhx; yi < kxk and that means x 2 D:
Thus, C  D: To show the inverse inclusion, take any x 2 D; that is,
sup
y2K\U
hx; yi < kxk: (2.5)
Dividing both sides of equation (2.5) by kxk , we obtain
sup
y2K\U
h x

kxk ; yi < 1;
and that means x

kxk 2 fx 2 U : 
(x; x) = supy2K\Uhx; yi < 1g and consequently x 2 C and D  C .
3. Directional derivatives and weak subdierentials
The notion of a weak subdierential, introduced in [1] for any normed spaces, will be used to establish optimality
conditions in the next section. One of the important properties of this notion is its relation with the directional
derivatives. This property was established in [14] for the Euclidean norm. In this section we prove this property
for any reexive Banach space that is strictly convex.
Let f : 
! R be a single-valued function. We start with the denition of weak subdierential.
Denition 3.1 A pair of (x; ) 2 X R is called a weak subgradient of f at x on 
 if
f(x)  f(x)  hx; x  xi+ kx  xk; 8x 2 
: (3.1)
The set
@w
f(x) = f(x; ) 2 X R : (3:1) is satisedg (3.2)
of all subgradients is called the weak subdierential of f at x on 
.
The directional derivative of function f at x on direction x  x is dened as follows:
f
0
(x;x  x) := lim
t#0
f(x+ t(x  x))  f(x)
t
:
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We will use the following assumption in order to establish some properties of the weak subdierential
and to derive optimality condition.
Assumption 1. Suppose that K = cone(
  x) is a closed set and f has a directional derivative f 0(x;h)
at x 2 
 for all h 2 K: Moreover, f 0(x; ) is lower semicontinuous on K and there exists  > 0 such that
f(x)  f(x)  f 0(x;x  x); 8x 2 
: (3.3)
The next theorem is about the relation between weak subdierentials and directionally dierentiable
functions in reexive Banach spaces that are strictly convex.
Theorem 3.2 Let X be a reexive strictly convex space, 
  X and x 2 
: Assume that Assumption 1 holds
and
infff 0(x;h) : h 2 K \Ug >  1: (3.4)
Then f is weakly subdierentiable at x; that is, @w
f(x) 6= ;: Moreover, if  = 1 in Assumption 1, then
supfhx; hi+ khk : (x; ) 2 @w
f(x)g = f
0
(x;h); 8 h 2 K: (3.5)
Proof: Let h 2 K \U . By Proposition 2.2, there exists x 2 U such that
max
y2U
hx; yi = hx; hi = 1;
where h is the unique maximum point according to Proposition 2.3.
Take any  > 0 and denote x1 = (f
0
(x;h)    1)x where 1 2 ( 1;1):
We show that there exists suciently small 1 such that ( x

1;  1) 2 @w
f(x):
First we show that the relation
f
0
(x; z)  hx1; zi+ 1kzk = (f
0
(x;h)  )hx; zi   1(hx; zi   1); 8z 2 K \U; (3.6)
is satised for some suciently small 1 .
Assume to the contrary that this is not true. Then given any sequence n !  1 , there exists zn 2 K\U
such that
f
0
(x; zn) < (f
0
(x;h)  )hx; zni   n(hx; zni   1); 8 n 2 N: (3.7)
By Proposition 2.4, there is a weakly convergent subsequence of fzngn2N : Without loss of generality
assume that zn converges weakly to ~z 2 U:
Let ~z 6= h . As h is a unique maximum point of hx; i over the unit ball, the inequality hx; ~zi   1 < 0
holds. Then, letting n approach to  1 in (3.7), we have f 0(x; ~z) =  1; which contradicts (3.4).
Let ~z = h and consequently hx; ~zi   1 = 0. Then by taking the limit in (3.7) and using the lower
semicontinuity of the directional derivative f
0
(x; ); as well as the inequality hx; zni   1  0; 8n; we have
f
0
(x;h)  lim inf
n! 1f
0
(x; zn)  (f 0(x;h)  )hx; hi = f 0(x;h)  :
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Since  > 0; this is again a contradiction.
Therefore, (3.6) holds for some suciently small 1: Take any x 2 
; x 6= x: Then x xkx xk 2 K\U and
from (3.6) we obtain
f
0
(x;x  x)  hx1; x  xi+ 1kx  xk; 8x 2 
; x 6= x:
This relation also holds for x = x: Then from (3.3) it follows that
f(x)  f(x)   f 0(x;x  x)  h x1; x  xi+  1kx  xk; 8x 2 
:
Thus, ( x1;  1) 2 @w
f(x); that is, the set of weak subdierentials is not empty.
Now consider the case  = 1: From (x1; 1) 2 @w
f(x); we have
supfhx; hi+ khk : (x; ) 2 @w
f(x)g  hx1; hi+ 1khk =
(f
0
(x;h)  )hx; hi   1(hx; hi   1) = f 0(x;h)  :
Since this relation holds for any  > 0; we obtain
supfhx; hi+ khk : (x; ) 2 @w
f(x)g  f
0
(x;h): (3.8)
On the other hand, it is not dicult to show that, for any (x; ) 2 @w
f(x), the inequality
f
0
(x;h)  hx; hi+ khk
and consequently
f
0
(x;h)  supfhx; hi+ khk : (x; ) 2 @w
f(x)g (3.9)
hold. Then, for given h 2 K \U; the required relation (3.5) follows from (3.8) and (3.9). Since both sides in
(3.5) are superlinear in h; it is also true for all h 2 K:

4. Weak subdierentials and optimality condition
In this section we consider the necessary and sucient conditions for a class of nonconvex and nonsmooth
optimization problems in reexive Banach spaces by applying weak subdierentials, augmented normal cones,
and the function 
(x
; x). Similar optimality conditions are considered in [14] and [7] for the Euclidean space
and any nite normed space, respectively.
We will use the following so-called separation property introduced in [12].
Denition 4.1 [12] Let C and K be closed cones of a normed space X . Let ~C and ~K@ be the closure of the
sets co(C\U) and co((bd(K)\U)[ f0Xg) , respectively. The cones C and K are said to have the separation
property with respect to the norm k  k if
~C \ ~K@ = ;: (4.1)
5
HASSANI et al./Turk J Math
Take any positive number  < 1 and x 2 U: Consider the cone
C = conefx 2 U : hx; xi  g: (4.2)
In the following theorem we show that under some conditions on the  -supporting cone, the cones C
and K satisfy the separation property.
Theorem 4.2 Let X be a reexive Banach space and let there exist x 2 U such that 
(x; x) < 1 . Then
given any positive number  2 (
(x; x); 1); cones C and K satisfy the separation property.
Proof: By the assumption of the theorem
sup
y2K\U
hx; yi = 
(x; x) < 1 = kxk = max
x2U
hx; xi: (4.3)
Denote  = 
(x
; x) and take any  > 0 such that
 = sup
y2K\U
hx; yi = 
(x; x) <  < 1: (4.4)
Since X is reexive, there exists a 2 U such that hx; ai = kxk = 1. Then a 2 C and C 6= ; .
Denote ~C = cl(co(C \U)) and ~K@ = cl(co((bd(K) \U) [ f0Xg)): We need to prove ~C \ ~K@ = ; .
First we show that for any x 2 ~C the inequality hx; xi   holds. Let x 2 co(C \ U): Then the
following representation is true x =
Pn(x)
i=1 i~xi for some n(x) 2 N , where ~xi 2 C \U and
Pn(x)
i=1 i = 1. As
~xi 2 C \U , from (4.2) we have
hx; xi =
n(x)X
i=1
ihx; ~xii  : (4.5)
Let x 2 cl(co(C \U)), which means there exists sequence xn in C \U such that xn is convergent to
x weakly and consequently hx; xni ! hx; xi . Then by (4.5), we have hx; xi   .
It is clear from (4.4) that for any y 2 K \U , the relation hx; yi   <  holds. Since  > 0, we have
hx; 0i = 0 <  . Thus, hx; yi  maxf; 0g <  for any y 2 ~K@ . Therefore, ~C \ ~K@ = ; . 
The condition of reexivity of X is important in the proof of Theorem 4.2, although it is our opinion
that it can be relaxed. We provide an example below where the space X is not reexive but the separation
property is still valid.
Example 4.3 Consider the Banach space X = C0([0; 1]; R) with the norm kfk1 = maxff(x) : x 2 [0; 1]g .
Clearly X is not reexive [4].
Let the linear continuous function x be dened as follows:
hx; fi :=
Z 1
2
0
f(t)dt 
Z 1
1
2
f(t)dt where f 2 X:
We show that x 2 U: Clearly, hx; fi  1 for any f 2 U and hence kxk  1 . Consider a sequence
of functions fn(x) dened by
fn(x) =
8<: 1 if x 2 [0;
1
2   1n ] nx+ n2 if x 2 [ 12   1n ; 12 + 1n ] 1 if x 2 [ 12 + 1n ; 1]:
6
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It is easy to check that kfnk1 = 1 and hx; fni = 1  2n . Therefore, kxk  supn(1  2n ) = 1; that is,
kxk 2 U:
Now we consider any set 
 satisfying 
(x
; x) < 1: Take an arbitrary number  2 (
(x; x); 1): First
we show that C 6= ; .
Clearly there is n such that hx; fni = 1 2=n 2 (; 1) ; hence, C 6= ; . Now we show that for any x 2 ~C ,
the inequality hx; xi   holds. By following the proof of Theorem 4.2, for any x 2 co(C \U) , the inequality
hx; xi   holds. Let x 2 cl(co(C \U)) , which means there exists sequence xn in co(C \U)) such that xn
is convergent to x , i.e. kxn   xk ! 0 . We have
hx; xn   xi  kxn   xk ! 0;
that means hx; xni ! hx; xi and consequently, hx; xi  : Hence, for any x 2 ~C the inequality hx; xi  
holds.
Again, by following the proof of Theorem 4.2, it is easy to show that hx; yi  maxf; 0g <  for any
y 2 ~K@ . Therefore, ~K@ \ ~C = ;:

The next theorem describes the necessary condition of optimality that generalizes Theorem 4 in [14] to
any reexive spaces by applying the function 
(x
; x):
Theorem 4.4 Let X be a reexive Banach space ;
  X and f : 
! R be a given function. Assume that x
is a minimizer of f over 
 and there exists x 2 U such that 
(x; x) < 1 . Letting 
nfxg 6= ;; Assumption
1 holds and
 := infff 0(x;h) : h 2 K \Ug > 0: (4.6)
Then there exists (z; ) 2 @w
f(x) with z 6= 0 ,   0 such that
hz; x  xi+ kx  xk  0; 8x 2 
; (4.7)
hz; z   xi+ kz   xk < 0; for some z =2 
: (4.8)
Proof: Let 
(x
; x) < 1 for x 2 U: By Theorem 4.2, there exists cone C such that C and K are
separable in the sense of Denition 4.1. Therefore, by [12, Theorem 4.3], there exists (y; ) 2 @w
f(x) with
y 6= 0 and   0 such that it separates the sets C and K in the following sense:
hy; yi+ kyk < 0  hy; xi+ kxk; 8 y 2 C n f0g and 8 x 2 K:
The rest of the proof is the same as in Theorem 4 in [14].

The following theorem presents sucient conditions guaranteeing the existence of nontrivial solutions to
(0; 0) 2 @w
f(x) +NA(x; 
): (4.9)
Theorem 4.5 Let all the conditions of Theorem 4:4 hold. Then there exists a nontrivial solution to 4.9.
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Proof: All conditions of Theorem 4:4 hold. Therefore, there exists (z; ) 2 @w
f(x) such that z 6= 0,
  0 and (4.7),(4.8) hold. Multiplying both sides of (4.7) by  1, we obtain
h z; x  xi   kx  xk  0 8x 2 
;
which means ( z; ) 2 NA(x; 
): Thus, (4.9) is satised.
Now we show that (z; ) is a nontrivial solution; that is,   >  k zk or  < kzk: By contradiction
let   kzk: Then from the Cauchy{Schwarz inequality it follows that
hz; x  xi+ kx  xk  hz; x  xi+ kzk  kx  xk  0; 8x:
This contradicts (4.8). 
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