Abstract. This paper presents experimental comparisons between declarative encodings of various computationally hard problems in both Answer Set Programming (ASP) and Constraint Logic Programming (CLP) over finite domains. The objective is to identify how the solvers in the two domains respond to different problems, highlighting strengths and weaknesses of their implementations and suggesting criteria for choosing one approach versus the other. Ultimately, the work in this paper is expected to lay the ground for transfer of concepts between the two domains (e.g., suggesting ways to use CLP in the execution of ASP).
Introduction
The objective of this work is to experimentally compare the use of two distinct logicbased paradigms in solving computationally hard problems. The two paradigms considered are Answer Set Programming (ASP) [2] [16] . The motivation for this investigation arises from the successful use of both paradigms in dealing with various classes of combinatorial problems, and the need to better understand their respective strengths and weaknesses. Ultimately, we hope this work will provide indication for integration and cooperation between the two paradigms (e.g., along the lines of [6] ).
and Constraint Logic Programming over Finite Domains (CLP(FD))
It is well-known [14, 2] that, given a propositional normal logic program P , deciding whether or not it admits an answer set [9] is a NP-complete problem. As a consequence, any NP-complete problem can be encoded as a propositional normal logic program under answer set semantics. Answer-set solvers [19] are programs designed for computing the answer sets of normal logic programs; these tools can be seen as theorem provers, or model builders, enhanced with several built-in heuristics to guide the exploration of the solution space. Most ASP solvers rely on variations of the DavisPutnam-Longeman-Loveland procedure in their computations. Such solvers are often equipped with a front-end that transforms a collection of non-propositional normal clauses (with limited use of function symbols) in a finite set of ground instances of such clauses. Some solvers provide classes of optimization statements, used to select answer sets that maximize or minimize an objective function dependent on the content of the answer set.
An alternative framework, frequently adopted to handle NP-complete problems, is Constraint Logic Programming over Finite Domains [10, 16] . In this context, a finite domain of objects (typically integers) is associated to each variable in the problem specification, and the typical constraints are literals of the forms s = t, s = t, s < t, s ≤ t, where s and t are arithmetic expressions. Encodings of NP-complete problems and of search strategies are very natural and declarative in this framework. Indeed, a large literature has been developed presenting applications of CLP(FD) to a variety of search and optimization problems [16] .
In this paper, we report the outcomes of experiments aimed at comparing these two declarative approaches in solving combinatorial problems. We address a set of computationally hard problems-in particular, we mostly consider decision problems known to be NP-complete. We formalize each problem, both in CLP(FD) and in ASP, by taking advantage of the specific features available in each logical frameworks, attempting to encode the various problems in the most declarative possible way. In particular, we adopt a constraint-and-generate strategy for the CLP code, while in ASP we exploit the usual generate-and-test approach. Wherever possible, we make use of solutions to these problems that have been presented and widely accepted in the literature.
With this work we intend to develop a bridge between these two logic-based frameworks, in order to emphasize the strengths of each approach and in favor of potential cross-fertilizations. This study also complements the system benchmarking studies, that have recently appeared for both CLP(FD) systems [8, 17] and ASP solvers [1, 13, 11] .
The Experimental Framework
In order to conduct our experiments, we selected one CLP(FD) implementation and two ASP-solvers. The CLP programs have been designed for execution by SICStus Prolog 3.11.2 (using the library clpfd)-though the code is general enough to be used on different platforms (e.g., ECLiPSe). The choice of SICStus has been suggested by its good performance (better than ECLiPSe on some of the benchmarks at hand). The ASP programs have been designed to be processed by lparse, the grounding preprocessor adopted by both the SModels (version 2.28) and the CModels (version 3.03) systems [19] . The CModels system makes use of a SAT solver to compute answer sets-in our experiments we selected the default underlying SAT solver, namely mChaff.
We focused on well-known computationally-hard problems. Among them: Graph k-coloring (Section 3), Hamiltonian circuit (Section 4), Schur numbers (Section 5), protein structure prediction on a 2D lattice [3] (Section 6), planning in a block world (Section 7), and generalized Knapsack (Section 8). Observe that, while some of the programs have been drawn from the best proposals appeared in the literature, others are novel solutions, developed in this project (e.g., the ASP implementation of the PF problem and the planning implementation in CLP(FD)).
In the remaining sections of this paper, we describe the solutions to the various problems and report the results from the experiments. All the timing results, expressed in seconds, have been obtained by measuring only the time needed for computing the first solution, if any (CPU usage time)-thus, we ignore the time spent in reading the input, as well as the time spent to ground the program, in the case of the ASP solvers. We used the runtime option to measure the time in CLP(FD), that does not account for the time spent for garbage collection and for system calls. All tests have been performed on a PC (P4 processor 2.8 GHz, and 512 MB RAM memory) running Linux kernel 2.6.3. Complete codes and results are reported in www.di.univaq.it/˜formisano/CLPASP.
k-Coloring
The k-coloring problem computes the coloring of a graph using k colors. The main source of case studies adopted in our experiments is the repository of "Graph Coloring and its Generalizations" [20] , which provides a rich collection of instances, mainly aimed at benchmarking algorithms and approaches to graph problems. Let us describe the two formalizations of k-coloring.
CLP(FD):
In this formulation, we assume that the input graph is represented by a single fact of the form graph( [1, 2, 3] ,[ [1, 2] , [1, 3] , [2, 3] ]), where the first argument represents the list of nodes (a list of integers), while the second argument is the set of edges. This is a possible constrain-and-generate CLP(FD)-encoding of k-coloring: In this program, Output is intended to be a list of pairs of variables N-C where, for each node N we introduce a color variable C in the range 1 . . . K. The predicate different imposes disequality constraints between variables related to adjacent nodes. We used the ff options of labeling since it offered the best results for this problem.
ASP:
Regarding the ASP encoding of k-coloring we adopt a different representation for graphs. Nodes are represented, as before, by natural numbers. Edges are rendered by facts, as in the following instance:
node(1..138). edge (1, 36) . edge(2,45). ... edge(138,7). edge(138,36).
A natural ASP encoding of the k-coloring problem is:
:-edge(X,Y), col(C), color(X,C), color(Y,C). (3) 1{color(X,C): col(C)}1 :-node(X).
Rule (1) states that there are k colors (the parameter is a constant to be initialized in the grounding stage). The ASP-constraint (2) asserts that two adjacent nodes cannot have the same color, while (3) states that each node has exactly one color. Note that, by using domain restricted variables, the single ASP-constraint (2) states the property that two adjacent nodes cannot have the same color for all edges X, Y . The same property is described by the predicate different in the CLP(FD) code, but in that case a recursive definition is required. This fact shows a common situation that will be observed again in the following sections: ASP often permits a significantly more compact encoding of the problem w.r.t. CLP(FD).
Results:
We tested the above programs on more than one hundred instances drawn from [20] . Such instances belong to various classes of graphs which come from different sources in the literature. Table 1 shows an excerpt of the results we obtained for k-coloring with k = 3, 4, 5. The columns report the time (in seconds) using the Table 1 . Graph k-coloring ('-' denotes no answer in at least 30 minutes of CPU-time-'?' means that none of the three solvers gave an answer.) three systems; the first column of each result indicates whether a solution exists for the problem instance.
A particular class of graph coloring problems listed in [20] originates from encoding a generalized form of the N -queens problem. Graphs for the M -N -queen problems are obtained as follows. The nodes correspond to the cells of a N × N chessboard. Two nodes u and v are connected by an (undirected) edge if a queen in the cell u attacks the cell v. Solving the M -N -queens problem consists of determining whether or not such graph is M -colorable. In the particular case where M = N , this is equivalent to finding N independent solutions to the classical N -queens problem. Observe that, for M < N the graph cannot be colored. We run a number of tests on this specific class of graphs. Table 2 lists the results obtained for N = 5, . . . , 11 and M = N − 1, N, N + 1. For the sake of completeness, we also experimented, on these instances, using the library ugraphs of SICStus Prolog (a library independent from the library clpfd), where the coloring/3 predicate is provided as a built-in feature. ugraphs is slower than CLP(FD) for small instances, however, it finds solutions in acceptable time for some larger instances, whereas CLP(FD) times out. Table 2 . The M -N -Queens problem ('-' denotes no answer in 10 min. of CPU-time).
Hamiltonian Circuit
In this section we deal with the problem of establishing whether a directed graph admits an Hamiltonian circuit. The graph representations adopted are the same as in the previous section. We use the built-in predicate circuit, provided by clpfd in SICStus. In the literal circuit(List), the List is a list of domain variables or integers. The goal circuit([X 1 , . . . , X n ]) constrains the variables so that the set of edges 1, X 1 , 2, X 2 , . . . , n, X n is an Hamiltonian circuit. The predicate make domains restricts the admissible values for the variable X i to the successors of node i in the graph. ASP: The following program for Hamiltonian circuit comes from the ASP literature [15] : (1) 1 {hc(X,Y) : edge(X,Y)} 1 :-node(X). (2) 1 {hc(Z,X) : edge(Z,X)} 1 :-node(X). (3) reachable(X) :-node(X), hc(1,X). (4) reachable(Y) :-node(X), node(Y), reachable(X), hc(X,Y). (5) :-not reachable(X), node(X).
CLP(FD):
The description of the search space is given by rules (1) and (2). They state that, for each node X, exactly one outgoing edge (X,Y) and one incoming edge (Z,X) belong to the circuit (represented by the predicate hc). Rules (3) and (4) define the transitive closure of the relation hc starting from node number 1. The "test" phase is expressed by the ASP-constraint (5), which weeds out the answer sets that do not represent solutions to the problem. Also in this case, the ASP approach permits a more compact encoding (even if in CLP(FD) we exploited the built-ins circuit and findall). Table 3 . Hamiltonian circuit ('-' denotes no answer within 30 minutes of CPU-time).
Results: Most of the problem instances have been taken from the benchmarks used to compare ASP-solvers [13] . Graphs hc1-hc8 are drawn from www.cs.uky.edu/ai/ benchmark-suite/hamiltonian-cycle.html. All other graphs are chosen from assat.cs.ust.hk/Assat-2.0/hc-2.0.html. The graphs npnc are complete directed graphs with n nodes and one edge u, v for each pair of distinct nodes. The graphs nvvaa graphs are randomly generated graphs having at most v nodes and a edges. The instances 2xp30 (resp., 4xp20) are obtained by joining 2 (resp., 4) copies of the graph p30 (resp., p20) plus 2 (resp., 3-4) new edges. Graphs p20 and p30 are graphs provided in the SModels' distribution [19] . Table 3 lists the results.
Schur Numbers
A set S ⊆ N is sum-free if the intersection of S and the set S + S = {x + y : x ∈ S, y ∈ S} is empty. The Schur number S(P ) is the largest integer n for which the interval [1.
.n] can be partitioned in P sum-free sets. For instance, {1, 2, 3, 4} can be partitioned in S 1 = {1, 4} and S 2 = {2, 3}. Observe that the sets S 1 + S 1 = {2, 5, 8} and S 2 +S 2 = {4, 5, 6} are sum-free. The set {1, 2, 3, 4, 5}, instead, originates at least 3 sum-free subsets, thus, S(2) = 4. It should be noted that so far only 4 Schur numbers have been computed, i.e., S(1) = 1, S(2) = 4, S(3) = 13, and S(4) = 44. The best known bound for S(5) is 160 ≤ S(5) ≤ 315 [18] .
CLP(FD):
The following CLP(FD) code checks if N can be partitioned into P sumfree parts, i.e., if S(P ) ≥ N . Table 4 . Schur numbers ('-' denotes no answer within 30 minutes of CPU-time). The atom inpart(X,P) represents the fact that number X is assigned to part P . Rule (2) generates the potential solutions, by assigning each integer to exactly one part. The ASP-constraints (3), (4), and (5) remove unwanted solutions: (3) states that for any X and Y , the three numbers X, Y , and X + Y cannot belong to the same part. Rules (4) and (5) remove symmetries, by selecting the free part with lowest index. Results: Table 4 lists the timings we obtained. Let us observe that, unfortunately, we are still far from the best known lower bound of 160 for S(5).
Protein Structure Prediction
Given a sequence S = s 1 · · · s n , with s i ∈ {h, p}, the 2D, HP-protein structure prediction problem (reduced from [3] ) is the problem of finding a mapping (folding) and minimizing the energy: 
o.g., we set ω(1) = n, n and ω(2) = n, n+1 , to remove some symmetries in the solution space. Intuitively, we look for a self-avoiding walk that maximizes the number of contacts between occurrences of objects (aminoacids) of kind h (see Figure 1 ). Contiguous occurrences of h in the input sequence S contribute in the same way to the energy associated to each spatial conformation and thus they are not considered in the objective function. Note that two objects can be in contact only if they are at an odd distance in the sequence (odd property of the lattice). This problem is a version of the protein structure prediction problem, whose decision problem is known to be NP-complete [4] .
CLP(FD):
A complete CLP(FD) encoding of this problem can be found in www.di. univaq.it/˜formisano/CLPASP. An extension of this code (in 3D, inside a realistic lattice, and with a more complex energy function) has been used to predict the spatial shape of real proteins [5] . ASP: As far as we know, there are no ASP formulations of this problem available in the literature. A specific instance of the problem is represented as a set of facts, describing the sequence of aminoacids. For instance, the protein denoted by hpphpphpph (or simply (hpp) 3 h using regular expressions) is described as:
prot (1,
h). prot(2,p). prot(3,p). prot(4,h). prot(5,p). prot(6,p). prot(7,h). prot(8,p). prot(9,p). prot(10,h).
The ASP code is as follows:
(1) size (10) . %%% size(N) where N is input length (2) Table 5 . Protein structure prediction ('-' denotes no answer within 10 hours of CPU-time). Rules (1) and (2), together with the predicate prot, define the domains. The range N − √ N ..N + √ N is a heuristic value used consistently in both the CLP(FD) and ASP encodings. Rule (5) implements the "generate" phase: it states that each aminoacid occupies exactly one position. Rules (3) and (4) fix the positions of the two initial aminoacids (they eliminates symmetric solutions). The ASP-constraints (6) and (7) state that there are no self-loops and that two contiguous aminoacids must satisfy the next property. Rule (8) defines the next relation, also including the odd property of the lattice. The objective function is defined by Rule (9), which determines the energy contribution of the aminoacids, and rule (11) , that searches for a answer sets maximizing the energy.
Results:
The experimental results for the two programs are reported in Table 5 . Since CModels does not support optimization statements, we can only compare the performance of SICStus and SModels. Nevertheless, we performed a series of tests relative to the decision version of this problem, namely, answering the question "can the given protein fold to reach a given energy level?", using the energy results obtained by solving the optimization version of the problem. The results are also reported in Table 5 .
Planning
Planning is one of the most interesting applications of ASP. CLP(FD) has been used less frequently to handle planning problems. A planning problem is based on the notions of State (a representation of the world) and Actions that change the states. We focus on solving a planning problem in the block world domain. Let us assume to have N blocks (blocks 1, . . . , N ). In the initial state, the blocks are arranged in a single stack, in increasing order, i.e., block 1 is on the table, block 2 is on top of block 1, etc. Block N is on top of the stack. In the goal state, there must be two stacks, composed of the blocks with odd and even numbers, respectively. In both stacks the blocks are arranged in increasing order, i.e., blocks 1 and 2 are on the table and blocks N − 1 and N are on top of the respective stacks. The planning problem consists of finding a sequence of T actions (plan) to reach the goal state, starting from the initial state. Some additional restrictions must be met: first, in each state at most three blocks can lie on the table. Moreover, a block x cannot be placed on top of a block y if y ≥ x.
CLP(FD):
We study the encoding of block world planning problem in CLP(FD). The code can be easily generalized as a scheme for encoding general planning problems. The code follows the usual constrain-and-generate methodology. The init_domains predicate generates the list of the NTime states and fixes the maximum number of objects admitted on the table in each state (using the built-in constraint count). After that, the initial and final states are initialized. The predicate init_actions specifies that a block can be moved either to the table or to another block having a smaller number. forward states that if a block is placed on another one, then both of them must Table 6 . Planning in blocks world ('-' denotes no answer in less than 3 hours ).
be clear, i.e., without any block on top of them. The predicate no_rep guarantees that two consecutive actions cannot move the same block. Finally, action_properties forces the inertia laws (i.e., if a block is not moved, then it remains in its position). ASP: There are several ways to encode a block world in ASP (e.g., [12, 2] ). In our experiments we adopted the code reported in www.di.univaq.it/˜formisano/CLPASP. Results: Table 6 reports the execution times from the three systems, for different number of blocks and plan lengths.
Knapsack
In this section we discuss a generalization of the knapsack problem. Let us assume to have n types of objects, and each object of type i has size w i and it costs c i . We wish to fill a knapsack with X 1 object of type 1, X 2 objects of type 2, and so on, so that:
where max size is the capacity of the knapsack and min profit is the minimum profit required.
CLP(FD):
We represent the types of objects using two lists (containing the size and cost of each type of object), e. 
Discussion and Conclusions
We tested the CLP(FD) and ASP codes for various combinatorial problems. In the Tables 1-7 we reported the running times (in seconds) of the solutions to these problems on different problem instances. Let us try here to analyze these results. First of all, from the benchmarks, it is clear that ASP provides a more compact, and probably more declarative, encoding; in particular, the reliance on grounding and domain-restricted variables allows ASP to avoid use of recursion in many situations.
As far as running times are concerned, CLP(FD) definitely wins the comparison vs. SModels. In a few cases, the running times are comparable, but in most of the cases CLP(FD) runs significantly faster. Observe also that CModels is, in most of the problems, faster than SModels; part of this can be justified by the fact that the programs we are using are mostly tight [7] , and by the high speed of the underlying SAT solver used by CModels.
The comparison between CLP(FD) and CModels is more interesting. In the kcoloring and N -M -queens cases, running times are comparable. In some of the classes of graphs, CModels performs slightly better on all instances. More in general, whenever the instances of a single class are considered, one of the two systems tends to always outperform the other. This indicates that the behavior of the solver is significantly affected by the nature of the specific problem instances considered (recall that each class of graphs comes from encodings of instances of different problems [20] ).
As one may expect, the bottom-up search strategy of ASP is less sensitive to the presence of solutions w.r.t. the top down search strategy of CLP(FD). As a matter of fact, CLP(FD) typically runs faster than CModels when a solution exists. Moreover, CLP(FD) behaves better on small graphs. For the Hamiltonian circuit problem, CLP(FD) runs significantly faster-we believe this is due to the use of the built-in global constraint circuit, which guarantees excellent constraint propagation. In this case, only in absence of solutions the running times are comparable-i.e., when the two approaches are forced to traverse the complete search tree. A similar situation arises in computing Schur numbers. When the solution exists and numbers are low, CLP(FD) performs better. For larger instances (even with solutions), the running times are favorable to CModels.
Regarding the protein folding problem, CLP(FD) solves the problems much faster than ASP. Also in this case, however, the ASP code appears to be simpler and more compact than the CLP(FD) one. In general, in designing the CLP code, the programmer cannot easily ignore knowledge about the inference strategy implemented in the CLP engine. The fact that CLP(FD) adopts a top-down depth-first strategy influences programmer's choices in encoding the algorithms.
For the planning problem, we observe that SModels runs faster than CModels for small instances. In general, CLP(FD) performs better for small dimensions of the problem. On the other hand, when the dimension of the problem instance becomes large, the behavior of CLP(FD) and SModels become comparable while CModels provides the best performance. In fact, the performance of CModels does not seem to be significantly affected by the growth in the size of the problem instance, as clearly happens for CLP(FD) and SModels. The same phenomenon can be also observed in other situations, e.g., in the Hamiltonian circuit and Schur numbers problems. In these cases, the time spent by CModels to obtain a solution does not appear to be directly related to the raw dimension of the problem instance. Initial experiments reveal that this phenomenon arises even when different SAT-solvers are employed. Further studies are needed to better understand to which extent the intrinsic structure of an instance biases CModels' behavior, in particular the way in which CModels' engine translates an ASP program into a SAT-instance.
For the Knapsack problem, CModels is not applicable. CLP(FD) runs definitively faster than SModels; furthermore, SModels becomes inapplicable and unreliable for large problem instances. Table 9 intuitively summarizes our observations drawn from the different benchmarks. Although these experiments are quite preliminary, they actually provide already some concrete indications that can be taken into account when choosing a paradigm to tackle a problem. We can summarize the main points as follows:
• graph-based problems have nice compact encodings in ASP and the performance of the ASP solutions is acceptable and scalable; • problems requiring more intense use of arithmetic and/or numbers are declaratively and efficiently handled by CLP(FD); • for problems with no arithmetic, the exponential growth w.r.t. the input size is less of an issue for ASP.
Coloring Hamilton Schur PF Planning Knapsack CLP(FD) + ++ + + + + ASP CModels ++ + ++ -+ - Table 8 . Schematic results' analysis. + (-) means that the formalism is (not) applicable. ++ that it is the best when the two formalisms are applicable.
In the future we plan to extend our analysis to other problems and to other constraint solvers (e.g., BProlog, ILOG) and ASP-solvers (e.g., ASSAT, aspps, DLV). In particular, we are interested in answering the following questions:
• is it possible to formalize domain and problem characteristics to lead the choice of which paradigm to use? • is it possible to introduce strategies to split problem components and map them to cooperating solvers (using the best solver for each part of the problem)? In particular, we are interested in identifying those contexts where the ASP solvers perform significantly better than CLP. It seems reasonable to expect this behavior, for instance, whenever incomplete information comes into play.
