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We have proposed a novel way to specify the initial conditions of a dissipative fluid
dynamical model for a given energy density ε = uµT
µνuν and baryon number density
n = Nµuµ, which does not impose the so-called Landau matching condition for an off-
equilibrium state. In addition to usual two parameters for equilibrium part, i.e., α ≡
µ/T , β ≡ 1/T (where T is separation temperature and µ is separation chemical potential
introduced to separate equilibrium part from the off-equilibrium state), a dissipative
strength γ is newly introduced to specify the off-equilibrium state. These α, β and
γ can be uniquely determined by ε, n and Peq(α, β) + Π = −1/3∆µνT µν consisting
of both kinetic theoretical definitions and the thermodynamical stability condition. For
γ < 10−3, T and µ are almost independent of γ, which means that the Landau matching
condition is approximately satisfied. However, this is not the case for γ & 10−3.
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1. Introduction
Relativistic hydrodynamical models have been applied to studies of matter that is produced
in high-energy hadron or nuclear collisions. Fluid dynamical descriptions, in particular, pro-
vide a simple picture of the space-time evolution of the hot/dense matter produced by
ultra-relativistic heavy-ion collisions at RHIC and LHC [1, 2]. It is expected that this simple
picture makes it possible to investigate the strongly interacting quark and gluon matter
present at the initial stage of the collisions. The fluid model assumes that there exist local
quantities of the matter such as energy density, pressure and so on. In particular, it is con-
sidered that the pressure gradients of the matter causes collective phenomena [3, 4]. These
expected phenomena have been successfully observed as an elliptic flow coefficient v2 in the
CERN SPS experiment NA49 [5], at RHIC experiment [6–8] and recent ALICE experiments
in LHC [9] including the higher order flow harmonic vn for (n = 3, 4). These have been
observed as a function of various characteristics, including the transverse momentum pT or
rapidity y and so on. Hence, the hydrodynamical model has been widely accepted because
of such experimental evidences. To investigate the properties of the quark and gluon matter
created during such ultra-relativistic heavy-ion collisions more precisely, it is necessary to
consider the effects of the viscosities and corresponding dissipation [10]. These effects are
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introduced into the hydrodynamic simulations and a detailed comparison between simula-
tion and experimental data is made (see, for example, Ref.[11]). However, as several authors
have noted, dissipative hydrodynamics is not yet completely understood and there are issues
associated to the determination of the hydrodynamical flow [12–14] (see also, Ref. [15]). In
this article, the Landau matching (fitting) condition that is necessary to specify the initial
conditions for dissipative fluid dynamics is discussed. This may be related to the issue of
defining the local rest frame [13].
The fundamental equations of relativistic fluid dynamics are defined by the conservation
laws of energy-momentum and the charge (in this paper, we assume the net baryon density
as the conserved charge),
∂µT
µν(x) = 0, (1a)
∂µN
ν(x) = 0. (1b)
Here, T µν and Nµ are respectively the energy-momentum tensor and the conserved charge
current at a given point in space-time x, which can be obtained by a coarse-graining pro-
cedure [16] with some finite size (fluid cell size), lfluid. Hence, the fluid dynamical model
expressed as a coarse-graining theory describing macroscopic phenomena can be derived
from the underlying kinetic theory. In the case of a perfect fluid limit, the microscopic colli-
sion time scale τmicro is much shorter than the macroscopic evolution time scale τmacro[17],
thus
τmacro ≫ τmicro. (2)
If the condition in eq.(2) is satisfied, the distribution function instantaneously relaxes to
its local equilibrium form. In the local rest frame of the fluid, i.e., the frame in which the
fluid velocity is given by uµ(x) = (1, 0, 0, 0), the local equilibrium distribution functions for
particles and for anti-particles are respectively given (within the Boltzmann approximation)
as
fk0(x) = exp[
−kµuµ(x) + µ0(x)
T0(x)
], (3a)
f¯k0(x) = exp[
−kµuµ(x)− µ0(x)
T0(x)
], (3b)
where kµ is a four momentum vector of a particle or an anti-particle within a cube the coarse-
graining scale lfluid on a side (fluid cell). We decompose k
µ by using the local flow vector uµ,
i.e., kµ = (kλuλ)u
µ + k〈µ〉 where kµuµ ≡ Ek is a scalar and k〈µ〉 ≡ ∆µνkν is a vector, which is
orthogonal to uµ. In the local rest frame, the scalar Ek coincides with the zero-th component
of the four vector, energy of the classical particle, k0. The projection tensor onto the 3-space
that is orthogonal to the flow velocity is defined by ∆µν ≡ gµν − uµuν with gµν being the
metric tensor, gµν = diag(+1,−1,−1,−1). T0(x) and µ0(x) are the equilibrium temperature
and chemical potential respectively. When the distribution function is given by eq.(3), the
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energy-momentum tensor and the net baryon number current vector are defined as
T µνeq =
∫
d3kkµkν
(2pi)3k0
[
fk0(x) + f¯k0(x)
]
= εequ
µuν − Peq(εeq, neq)∆µν , (4a)
Nµeq =
∫
d3k kµ
(2pi)3k0
[
fk0(x)− f¯k0(x)
]
= nequ
µ, (4b)
respectively, where εeq is the energy density in the local rest frame, neq is the net baryon
density in the local rest frame, and Peq is the pressure in the equilibrium state.
If the fluid expands very rapidly (i.e., the macroscopic evolution time scale τmacro becomes
shorter), especially for fluids produced by ultra-relativistic heavy-ion collisions, equation (2)
may not be satisfied everywhere in the fluid during the early stages. In such cases, microscopic
processes cannot keep pace with the changes in local energy and baryon density; therefore,
we can write the following equation:
τmicro & τmacro. (5)
Under the condition eq.(5), the distribution function in the local rest frame does not obey
the local equilibrium form eq.(3) and hence we have
fk(x) = fk0[T (x), µ(x)] + δfk(x), (6a)
f¯k(x) = f¯k0[T (x), µ(x)] + δf¯k(x), (6b)
where δfk and δf¯k are the deviations from the corresponding equilibrium distribution func-
tions. We define a temperature T (x) and chemical potential µ(x) (hereafter the separation
temperature and separation chemical potential, respectively) that is distinguished from the
equilibrium temperature T0(x) and chemical potential µ0(x) because we assume that δfk
and δf¯k also contribute to the energy and baryon number density of the system. In the
inside of the fluid cell, within scales less than the coarse-graining scale lfluid, the extremely
rapid expansion of matter causes additional tiny disturbances to the local flow velocity field
uµ(x). Although such tiny disturbance in the flow vectors may be cancelled out by defining
a new local rest frame (because of the randomness of such tiny disturbances), it also causes
a disturbance in the distribution function δfk(x) and δf¯k(x). For simplicity, we assume that
the fluid considered is stable against such disturbances; otherwise, the disturbance would
escalate and the flow would eventually become turbulent. The space-time evolution of the
disturbance flow is independent from that of main background flow even if heat is supplied
by the main background flow. Since the disturbance flow has no mechanism for obtaining
energy other than heat originated from the shear viscosity of the main background flow,
it is finally dissipated as heat. Thus, the disturbances, δfk and δf¯k, do not belong to any
equilibrium state. As the macroscopic evolution time scale τmacro grows longer due to the
expansion of matter and the pressure gradients of the fluid decrease, δfk and δf¯k approaches
to zero (an assumption of hydrodynamic stability), and the condition eq.(2) is restored and
local equilibrium is achieved.
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The question we now consider is how to find local separation temperature T (x) and chemical
potential µ(x) in eq.(6) from a given off-equilibrium state characterized by
T µν(x) ≡
∫
d3kkµkν
(2pi)3k0
[
fk(x) + f¯k(x)
]
, (7a)
Nµ(x) ≡
∫
d3k kµ
(2pi)3k0
[
fk(x)− f¯k(x)
]
. (7b)
Usually the local separation temperature T (x) and chemical potential µ(x) in eq.(6) are
determined by imposing the so-called Landau matching conditions [17–20]
δT µνuµuν = 0, (8a)
δNµuµ = 0, (8b)
where δT µν ≡ T µν − T µνeq and δNµ ≡ Nν −Nµeq are the deviation of the energy-momentum
tensor and the baryon charge current from thematching state, respectively. In this procedure,
it is necessary to select a Lorentz frame. There are usually two natural choices for the Lorentz
frame, namely the Landau frame [18] and the Eckart frame [21]. If the Landau frame is
employed, for example, the local flow velocity uµ is determined by the eigenvector of the
following eigenvalue equation,
uµT
µν = εuν , (9a)
where the eigenvalue ε is the energy density measured in the rest frame. In the Landau
matching condition, shown in eq.(8a), the energy density should be matched to an energy
density in an equilibrium state parameterized by a temperature T and a chemical potential
µ, i.e., ε = εeq(T, µ). Using the flow velocity obtained in eq.(9a), we obtain the following
equation:
Nµ = nuµ + V λ∆µλ (9b)
for the net baryon number current. Then eq.(8b) yields n = neq(T, µ). In this way it is pos-
sible to determine T and µ from ε = εeq(T, µ) and n = neq(T, µ). However, if the Eckart
frame is employed, a different temperature T ′ and chemical potential µ′ may be obtained
as compared to those derived in the Landau frame. For a paper which deals with the issue
of the frame in the relativistic dissipative hydrodynamical model, see, for example, Ref.[14].
Therefore, for an off-equilibrium states, the temperature and chemical potential which char-
acterize the distribution function for the equilibrium part may be dependent on the frame
employed.
Note that, the temperature T and chemical potential µ are not only dependent on the frame
employed but also on the matching condition eq.(8). However, it is not always appropriate, as
discussed below. In order to investigate how the matching condition affects the separation
to an equilibrium part from an off-equilibrium, one must fix the Lorentz frame to define
the fluid velocity. We hereafter use the Landau frame and define a flow vector uµ as an
eigenvector of eq.(9a), but we do not use the Landau-matching condition eq.(8); i.e., the
obtained eigenvalue ε of eq.(9a) is not assumed to be same as an equilibrium energy density
εeq.
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In the kinetic approach, since the energy-momentum tensor and the conserved charge
current are defined by the second and first moment of the single particle distribution function,
the Landau matching conditions eq.(8) are equivalent to the following expressions [22]∫
d3k E2k
(2pi)3k0
[
δfk(x) + δf¯k(x)
]
= 0, (10a)
∫
d3k Ek
(2pi)3k0
[
δfk(x)− δf¯k(x)
]
= 0. (10b)
Clearly, these conditions strongly constrain the disturbances δfk and δf¯k and they may
distort the distribution function unnaturally. To restore the physical meaning of δfk and
δf¯k, it is necessary to exclude the restrictions imposed by eq.(8) and to generalize the
Landau matching condition the following form.
δT µνuµuν = Λ, δn
µuµ = δn. (11)
Here, Λ and δn can be considered as the energy density and net baryon number density
of the disturbance (tiny turbulent) flow caused by rapid expansion. Except for particles
constituting the disturbance flow, it is assumed that the remaining particles in the fluid cell
approximately obey the local thermal distribution form fk0 or f¯k0. Since the disturbance
flow carry finite energy and baryon number, the corresponding separation temperature T
and separation chemical potential µ of the equilibrium part should be different from those
obtained at the equilibrium limit, i.e., T (x) 6= T0(x) and µ(x) 6= µ0(x). Therefore, to find
the separate temperature T and chemical potential µ in eq.(6), it is required to find find T
and µ as functions of δfk and δf¯k,
T = T (δfk, δf¯k;T0, µ0), (12a)
µ = µ(δfk, δf¯k;T0, µ0), (12b)
with boundary conditions T → T0 and µ→ µ0 when the disturbance flow disappears,
δfk, δf¯k → 0. The boundary condition corresponds to the so-called Landau matching
condition.
In any off-equilibrium state, most literature using the Landau matching condition pub-
lished to date assumes that T ≡ T0 and µ ≡ µ0. However, in this paper, we consider the
problem where T and µ are dependent on the strength of the off-equilibrium state, i.e., T
and µ are functions of δfk and δf¯k, as seen in eq.(12).
This article is organized as follows. In Section 2, we obtain an expression for eq.(6) using
the irreducible tensor expansion technique for the off-equilibrium distribution function, as
recently employed by G.S. Denicol and his collaborators[23]. We extend the formulation by
introducing the general matching condition of eq.(11) and also apply the irreducible tensor
expansion technique to an off-equilibrium entropy current and find a condition of thermody-
namical stability. Then, we obtain a relation between the quantities introduced by eq.(11)
and determine them as functions of α, β and γ ≡ Π/Peq. In Section 3, we demonstrate the
separation of the corresponding equilibrium state from the given off-equilibrium state, i.e.,
we determine T and µ for a given off-equilibrium state characterized by T0, µ0, and γ. We
also show an off-equilibrium distribution function and discuss the effects of the strength of
the off-equilibrium state γ. Finally, Section 4 contains conclusions and summary. The deriva-
tions of key equations in the relativistic kinetic theory and equations related to irreducible
expansion theory are presented in Appendixes A-G.
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2. Separation equilibrium part from the off-equilibrium distribution function
2.1. Expansion of the single particle distribution function by irreducible tensors
Consider a relativistically expanding fluid in which microscopic processes cannot keep pace
with the quick macroscopic changes. Let us rewrite eq.(6), which is expected the distribution
function under the condition eq.(5), as the following form:
fk(x) = fk0(T [φk, φ¯k], µ[φk, φ¯k]) (1 + φk) , (13a)
f¯k(x) = f¯k0(T [φk, φ¯k], µ[φk, φ¯k])
(
1 + φ¯k
)
, (13b)
where φk(x) ≡ δfk(x)/fk0(x) and φ¯k(x) ≡ δf¯k(x)/f¯k0(x) are deviations from the local ther-
mal equilibrium function eq.(3). The deviations φk(x) and φ¯k(x) involve information about
a given off-equilibrium state characterized not only by scalars such as Λ, δn, and γ ≡ Π/Peq
but also by vectors and tensors, for example, the heat flow vector W µ, shear tensor piµν
of the dissipative fluid and so on. In order to expand φk and φ¯k by those fluid dynam-
ical quantities, it is necessary to use the orthogonal base of irreducible tensors [23, 24],
{1, k〈µ〉 , · · · , k〈µ1 · · · kµl〉}, where the irreducible tensor of the l-rank is defined by
k〈µ1 · · · kµl〉 ≡ ∆ν1···νnµ1···µnkν1 · · · kνn , (14)
and the projection tensor ∆ν1···νnµ1···µn used in eq.(14) are defined in Appendix A (see also
Appendix B, C and references [23, 24]). These irreducible tensors k〈µ1 · · · kµl〉 satisfy the
following orthogonal condition (for derivation, see Appendix B, C and D),∫
d3k F (Ek)
(2pi)3k0
k〈µ1 · · · kµm〉k〈ν1 · · · kνn〉 = ∆µ1···µmν1···νn δmn Jm, (15a)
where
Jm = m!
(2m+ 1)!!
∫
d3k F (Ek)
(2pi)3k0
[∆αβk
αkβ]m, (15b)
and F (Ek) is an arbitrary function of the energy Ek. Since the tensors defined in eq.(14)
are orthogonal, we may expand the deviation φk and φ¯k as follows:
φk(x) ≡
∞∑
l=0
λ
〈µ1···µl〉
k
k〈µ1 · · · kµl〉, (16a)
φ¯k(x) ≡
∞∑
l=0
λ¯
〈µ1···µl〉
k
k〈µ1 · · · kµl〉, (16b)
respectively, where λ
〈µ1···µl〉
k
and λ¯
〈µ1···µl〉
k
are coefficient tensors of l-rank in the above expan-
sions. Note that the coefficient tensors in the above expansion have momentum dependence
(denoted by the subscript k). Therefore, we further expand these coefficients tensors accord-
ing to a set of polynomial functions of the energy Ek having a maximum order of n as used
in Ref. [24],
P
(l)
kn =
n∑
r=0
a(l)nr(Ek)
r . (17)
Here, the coefficients a
(l)
nr (r = 0, 1, · · · , n) satisfy the following orthogonality relation∫
d3k ω
(l)
k
(2pi)3k0
P
(l)
kmP
(l)
kn = δmn, (18)
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where ω
(l)
k
is an l-dependent weight factor defined by
ω
(l)
k
≡ W
(l)
(2l + 1)!!
[∆αβkαkβ]
lf0k, (19)
and W(l) in eq.(19) is a normalization factor (See Appendix E). The orthogonal condition
of eq. (18) gives a relation between the coefficients a
(l)
nr and the integral as follows:
I(l)r ≡
∫
dk3ω
(l)
k
(2pi)3k0
(Ek)
r, (20)
that is, 

1 I
(l)
1 . . . I
(l)
n
I
(l)
1 I
(l)
2 . . . I
(l)
n+1
. . . . . . . . . . . . . . . . . . . . . . . . . . .
I
(l)
n−1 I
(l)
n . . . I
(l)
2n−1
I
(l)
n I
(l)
n+1 . . . I
(l)
2n




a
(l)
n0
a
(l)
n1
· · ·
a
(l)
nn−1
a
(l)
nn


=


0
0
· · ·
0
1/a
(l)
nn

 . (21)
The explicit form of a
(l)
nm is given in Appendix G. Now, λ
〈µ1···µl〉
k
and λ¯
〈µ1···µl〉
k
can be expanded
by using the polynomial function P
(l)
kn(Ek), as the following equation:
λ
〈µ1···µl〉
k
=
∞∑
n=0
c〈µ1···µl〉n P
(l)
kn, (22a)
λ¯
〈µ1···µl〉
k
=
∞∑
n=0
c¯〈µ1···µl〉n P
(l)
kn. (22b)
Note that, without loss of generality, one can set P
(l)
k0 ≡ 1 for arbitrary l, which is equivalent
to a
(l)
00 = 1. For anti-particles, the normalization factor W¯(l) can be similarly defined (i.e., by
replacement of µ→ −µ). The weight factor appeared in eq.(19) has no chemical potential
dependence and we do not therefore need to introduce a factor ω¯
(l)
k
. Substituting eq.(22a)
into eq.(16a), multiplying a factor fk0 P
(l′)
km k
〈µ1 · · · kµl′ 〉 (with fixed l′) on the both side of
it, and integrating over whole k space, we have∫
dk3φkf0k
(2pi)3k0
P
(l′)
kn k
〈ν1 · · · kνl′〉 =
∞∑
l=0
∞∑
n=0
c〈ν1···νl〉n P
(l)
knP
(l′)
kn k
〈ν1 · · · kνl′ 〉k〈µ1 · · · kµl〉. (23)
We then apply the orthogonal condition of eq.(15) and (18) to the above expression, we
obtain
c〈ν1···νl〉n =
W(l)
l!
∫
dk3φkf0k
(2pi)3k0
P
(l)
kn k
〈ν1 · · · kνl〉, (24a)
and similarly for anti-particle part,
c¯〈ν1···νl〉n =
W¯(l)
l!
∫
dk3φ¯kf¯0k
(2pi)3k0
P
(l)
kn k
〈ν1 · · · kνl〉. (24b)
Substituting the definition of P
(l)
kn given by eq.(17) into eq.(24) and denoting
ρµ1···µlr ≡
∫
dk3φkf0k
(2pi)3k0
(Ek)
rk〈ν1 · · · kνl〉, (25a)
ρ¯µ1···µlr ≡
∫
dk3φ¯kf¯0k
(2pi)3k0
(Ek)
rk〈ν1 · · · kνl〉, (25b)
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the following expressions are obtained (for n = 0, 1, 2, · · · )
c〈µ1···µl〉n =
W(l)
l!
n∑
m=0
anm ρ
µ1···µl
m , (26a)
c¯〈µ1···µl〉n =
W¯(l)
l!
n∑
m=0
anm ρ¯
µ1···µl
m . (26b)
The l-rank coefficient tensors c
〈µ1···µl〉
n and c¯
〈µ1···µl〉
n are given by the linear combinations
of ρµ1···µlm and ρ¯
µ1···µl
m , respectively. Note here that ρ2 + ρ¯2 = uµδT
µνuν = Λ, ρ
µ
1 + ρ¯
µ
1 =
∆µαδTαβuβ ≡W µ, ρµν0 + ρ¯µν0 = δT 〈µν〉 ≡ piµν , ρ1 − ρ¯1 = uµδNµ ≡ δn and ρµ0 − ρ¯µ0 = N 〈µ〉 ≡
V µ, where W µ, piµν , and V µ are, respectively, energy flow, shear tensor, and baryon num-
ber flow of the dissipative fluid. Therefore, if we truncate the expansion λ
〈µ1···µl〉
k
= 0 for
l > 2 and cn = c¯n = 0 for n > 2 (with l = 0), c
〈µ〉
n = c¯
〈µ〉
n = 0 for n > 1 (with l = 1), and
c
〈µν〉
n = c¯
〈µν〉
n = 0 for n > 0 (with l = 2), linear combination of the rest non-zero coefficients
c
〈µ1···µl〉
n and c¯
〈µ1···µl〉
n can be related to dissipative hydrodynamical quantities. We hereafter
denote
λ
∗〈µ1···µl〉
k
=
Nl∑
n=0
c〈ν1···νl〉n P
(l)
kn , (27a)
λ¯
∗〈µ1···µl〉
k
=
Nl∑
n=0
c¯〈ν1···νl〉n P
(l)
kn , (27b)
such coefficient tensor with terminated at N2 = 0, N1 = 1, N2 = 2, known as the possible
lowest truncation scheme [23]. Although the definition of the eq.(25) links the deviation
φk(x) and φ¯k(x) to the local dissipative fluid dynamical quantities via both ρ
µ1···µl
m and
ρ¯µ1···µlm , one can also give linkage between λ
∗〈µ1···µl〉
k
(λ¯
∗〈µ1···µl〉
k
) and ρµ1···µlr (ρ¯
µ1···µl
r ) (See
Appendix F for the derivation of the below equations) as the following;
ρµ1···µlr =
l!
(2l + 1)!!
∫
d3k
(2pi)3
λ
∗〈µ1···µl〉
k
[∆αβkαkβ]
lErkfk0, (28a)
ρ¯µ1···µlr =
l!
(2l + 1)!!
∫
d3k
(2pi)3
λ¯
∗〈µ1···µl〉
k
[∆αβkαkβ]
lErkf¯k0. (28b)
Finally, linear combinations of the l.h.s of eq.(28a) and eq.(28b) for l = 0 gives
Λ =
∫
d3k E2
k
(2pi)3k0
[
λ∗kfk0(x) + λ¯
∗
kf¯k0(x)
]
, (29a)
δn =
∫
d3k Ek
(2pi)3k0
[
λ∗kfk0(x)− λ¯∗kf¯k0(x)
]
, (29b)
and the bulk pressure is given by
Π =
1
3
∫
d3k k2
(2pi)3k0
[
λ∗kfk0(x) + λ¯
∗
k
f¯k0(x)
]
. (29c)
For energy and net baryon number flow (for l = 1), we have
W µ = −1
3
∫
d3k Ekk
2
(2pi)3k0
[
λ
∗〈µ〉
k
fk0(x) + λ¯
∗〈µ〉
k
f¯k0(x)
]
≡ 0, (29d)
V µ = −1
3
∫
d3k k2
(2pi)3k0
[
λ
∗〈µ〉
k
fk0(x)− λ¯∗〈µ〉k f¯k0(x)
]
, (29e)
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and the shear viscosity (for l = 2) is
piµν =
2
15
∫
d3k k4
(2pi)3k0
[
λ
∗〈µν〉
k
fk0(x) + λ¯
∗〈µν〉
k
f¯k0(x)
]
, (29f)
where k2 = k · k = −kαkβ∆αβ . Note that the heat flow vector W µ must vanish by definition
of the Landau frame. (On the other hand, if the so called Eckart frame was employed,
V µ ≡ 0.) As seen in eqs.(29d) and (29e), the tensor coefficients λ∗〈µ〉
k
and λ¯
∗〈µ〉
k
are restricted
in the k dependence by the selection of the Lorentz frame for defining the rest frame of the
fluid. Note that, eqs.(29a) and (29b) offer a key to understand the separation temperature
T and the separation chemical potential µ. Thus, we have
ε = ε(T, µ, λ∗k, λ¯
∗
k) = εeq(T, µ) + Λ, (30a)
n = n(T, µ, λ∗k, λ¯
∗
k) = neq(T, µ) + δn. (30b)
Recall that T and µ are functions of φ and φ¯ as shown by eq.(13). However, T and µ can
only be expressed by the l = 0 component, i.e., λ∗
k
and λ¯∗
k
as observed in eq.(30). Hence the
separation temperature T and the separation chemical potential µ can be expressed as a
function of λ∗
k
(x) and λ¯∗
k
(x).
T (x) = T [λ∗k(x), λ¯
∗
k(x);T0, µ0], (31a)
µ(x) = µ[λ∗k(x), λ¯
∗
k(x);T0, µ0]. (31b)
2.2. Entropy current of the non-equilibrium state and thermodynamic stability
When the microscopic phase-space distribution function fk(x) is expressed by eq.(13), the
local entropy current is divided into three parts as follows
sµ(x) = −
∫
d3k kµ
(2pi)3k0
[
[fk ln fk − fk] + [f¯k ln f¯k − f¯k]
]
= sµeq(x) + δs
µ
1 (x) + δs
µ
2 (x), (32)
where sµeq represents the equilibrium part given by the separation temperature T and
chemical potential µ. The remaining two terms, δsµ1 and δs
µ
2 , are given by
δsµ1 ≡ −
∫
d3k kµ
(2pi)3k0
[
[φk ln fk0] fk0 + [φ¯k ln f¯k0] f¯k0
]
, (33a)
δsµ2 ≡ −
∫
d3k kµ
(2pi)3k0
[
[(1 + φk) ln(1 + φk)− φk] fk0 + [(1 + φ¯k) ln(1 + φ¯k)− φ¯k] f¯k0
]
,
(33b)
respectively. Since the entropy density should be maximum and stable in the limit of equi-
librium, it must not include any linear terms of scalar off-equilibrium quantities such as δn,
Λ, and Π [25];
∂(δsµ1uµ)
∂δn
∣∣∣∣
δn=0
=
∂(δsµ1uµ)
∂Λ
∣∣∣∣
Λ=0
=
∂(δsµ1uµ)
∂Π
∣∣∣∣
Π=0
≡ 0. (34)
Note that, the thermodynamic stability condition defined in eq.(34) must be satisfied not
only approximately but exactly. Therefore, one must add all terms for λk and λ¯k without
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termination in the energy polynomial function P
(0)
kn at a finite n = N0(= 2). Thus the first
order correction of the off-equilibrium entropy current should be given as the following:
δsµ1 =
[ ∫
d3k
(2pi)3k0
{
− αEk(λkfk0 − λ¯kf¯k0)
}
+
∫
d3k
(2pi)3k0
{
βE2k(λkfk0 + λ¯kf¯k0)
}]
uµ
− 1
3
∫
d3k k2
(2pi)3k0
{
− αEk(λ〈µ〉k fk0 − λ¯〈µ〉k f¯k0)
}
− 1
3
∫
d3k k2
(2pi)3k0
{
βE2k(λ
〈µ〉
k
fk0 + λ¯
〈µ〉
k
f¯k0)
}
≡ [−αδn + βΛ + ξ]uµ + [−αV µ + βW µ + ξµ]. (35)
Here, α ≡ µ/T , β ≡ 1/T and the terms ξ and ξµ are residual terms which were ignored by
the truncation of the polynomial P
(l)
kn at n = Nl in λ
∗
k
and λ¯∗
k
;
ξµ1···µl ≡ −
∫
d3kEk
(2pi)3k0
[
αδΦ〈µ1 ···µl〉 − βEkδΨ〈µ1···µl〉
]
, (36)
where we denote
δΦ
〈µ1···µl〉
k
≡ δλ〈µ1···µl〉
k
fk0 − δλ¯〈µ1···µl〉k f¯k0, (37a)
δΨ
〈µ1···µl〉
k
≡ δλ〈µ1···µl〉
k
fk0 + δλ¯
〈µ1···µl〉
k
f¯k0, (37b)
and
δλ
〈ν1···νl〉
k
≡ λ〈ν1···νl〉
k
− λ∗〈ν1···νl〉
k
=
∞∑
n=Nl+1
c〈ν1···νl〉n P
(l)
kn , (38a)
δλ¯
〈ν1···νl〉
k
≡ λ¯〈ν1···νl〉
k
− λ¯∗〈ν1···νl〉
k
=
∞∑
n=Nl+1
c¯〈ν1···νl〉n P
(l)
kn . (38b)
In the usual formulation using the Landau matching conditions, the factor [−αδn + βΛ+
ξ]uµ ≡ 0 because δn ≡ 0, Λ ≡ 0, and ξ = 0. Therefore, in this case, one may write
δsµ1uµ = 0, (39)
which prevents the entropy current from the occurrence of instability [26, 27] (See also
Ref.[25]). However, in the case of eq.(11), the condition of eq.(39) is
−αδn + βΛ + βχΠ ≡ 0, (40)
where χ ≡ ξ/(βΠ) for the off-equilibrium state to be thermodynamically stable. We require
that the condition defined by eq.(40) is satisfied for both particles and antiparticles because
each of the subsystems should be independently stable;
−αδn+ + βΛ+ + βχ+Π+ = 0, (41a)
+αδn− + βΛ− + βχ−Π− = 0. (41b)
Here suffixes + and − appearing in eq.(41) denote the contributions from particles (λ∗
k
fk0
in eq.(29)) and antiparticles (λ¯∗
k
f¯k0 in eq.(29)). Then χ in eq.(40) as
χ ≡ χ+Π+ + χ−Π−
Π+ +Π−
. (41c)
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Integration by parts for the first and the second terms in eq.(29b) yields
δn+ = −
∫
d3k
(2pi)3k0
Ekk
3
∂λ∗
k
∂k
fk0 +
Π+
T
, (42a)
δn− = −
∫
d3k
(2pi)3k0
Ekk
3
∂λ¯∗
k
∂k
f¯k0 +
Π−
T
, (42b)
respectively. Note that, eqs.(42a) and (42b) can be regarded as ‘Equations of State’ for
the off-equilibrium condition that correspond to Peq = neqT in the equilibrium state. By
combining eq.(42), eq.(40) and eq.(29), one obtain a differential equation for λ∗
k
as
αEk
3β
(
k
dλ∗
k
dk
)
+
(
E2k −
[α− χ+]
3
k2
)
λ∗k = 0 . (43)
The above differential equation can be solved by the following integration form∫
dλ∗
k
λ∗
k
= β[1− χ+
α
]
∫
k dk√
k2 +m2
− 3β
α
∫ √
k2 +m2
k
dk, (44)
thus we obtain
λ∗
k
= Cγ
[Ek +m
k
]+ 3
α
mβ
exp
[
(1− [3 + χ+]
α
)βEk
]
. (45a)
For λ¯∗k, a similar expression can be obtained;
λ¯∗k = Cγ
[Ek +m
k
]− 3
α
mβ
exp
[
(1 +
[3 + χ−]
α
)βEk
]
. (45b)
The constant Cγ in eq.(45) is an arbitrary integration constant. Physically, it determines
the absolute values of off-equilibrium quantities such as Π 1. Therefore, we require that the
value of Cγ satisfies
Π = γ Peq(α, β), (46)
where γ indicates the strength of the off-equilibrium state. Hence, an off equilibrium state
can be specified by α, β, and γ. It is possible to write χ± ≡ −3± δχ because an exchange
α↔ −α in eq.(45) gives λ∗
k
↔ λ¯∗
k
. Then, using eqs.(41), we can express χ in a more simple
form
χ = −3 + δχδΠ
Π
, (47)
where δΠ ≡ (Π+ −Π−).
2.3. Coefficient tensors of the higher rank and link of the initial condition of fluid
In the possible lowest scheme, the coefficient tensor of the first and second rank, λ
∗〈µ〉
k
and
λ
∗〈µν〉
k
, are respectively terminated at N1 = 1 and N2 = 0 in eq.(27a) and eq.(27b). Hence,
1 If one substitutes eqs.(45a) and (45b) to eq.(29c), the bulk pressure Π seems to be independent
of temperature T and it depends only on the chemical potential µ at a glance. However, Π depends
on T because, through the thermodynamical stability conditions eqs.(41a) and (41b), χ+ and χ−
depend on T (See also Fig.4, for the case of χ).
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we can write
λ
∗〈µ〉
k
= c
〈µ〉
0 + c
〈µ〉
1 P
(1)
k1 , λ¯
∗〈µ〉
k
= c¯
〈µ〉
0 + c¯
〈µ〉
1 P
(1)
k1 , (48a)
λ
∗〈µν〉
k
= c
〈µν〉
0 , λ¯
∗〈µν〉
k
= c¯
〈µν〉
0 , (48b)
where c
〈µ1···µl〉
n and c¯
〈µ1···µl〉
n are given by eq.(26a) and (26b) which are linear combination of
ρµ1···µl and ρ¯µ1···µl ,
c
〈µ〉
0
W(1) = ρ
µ
0 ,
c¯
〈µ〉
0
W¯(1) = ρ¯
µ
0 , (49a)
c
〈µ〉
1
W(1) = a
(1)
10 ρ
µ
0 + a
(1)
11 ρ
µ
1 ,
c¯
〈µ〉
1
W¯(1) = a
(1)
10 ρ¯
µ
0 + a
(1)
11 ρ¯
µ
1 , (49b)
and the coefficient a
(l)
nm are given by Appendix G. By substituting eq.(48a), one obtains
A10
c
〈µ〉
0
W(1) + A¯
1
0
c¯
〈µ〉
0
W¯(1) +A
1
1
c
〈µ〉
1
W(1) + A¯
1
1¯
c
〈µ〉
1
W¯(1) = 0, (50a)
A00
c
〈µ〉
0
W(1) − A¯
0
0
c¯
〈µ〉
0
W¯(1) +A
0
1
c
〈µ〉
1
W(1) − A¯
0
1
c¯
〈µ〉
1
W¯(1) = V
µ, (50b)
where (recall that P
(l)
k0 ≡ 1 and a(l)00 ≡ 1 for arbitrary l)
Amn ≡ −
W(1)
3
∫
d3kk2(Ek)
m
(2pi)3k0
P
(1)
kn fk0, (51a)
A¯mn ≡ −
W¯(1)
3
∫
d3kk2(Ek)
m
(2pi)3k0
P
(1)
kn f¯k0. (51b)
Since there are constraint conditions, i.e., ρµ0 − ρ¯µ0 = V µ and ρµ1 + ρ¯µ1 (= W µ) ≡ 0, one can
write
c¯
〈µ〉
0
W(1) =
c
〈µ〉
0
W(1) − V
µ, (52a)
c¯
〈µ〉
1
W¯(1) = −
c
〈µ〉
1
W(1) + 2a
(1)
10
c
〈µ〉
0
W(1) − a
(1)
10 V
µ. (52b)
Using the above equations to eliminate c¯
〈µ〉
0 and c¯
〈µ〉
1 , one then obtains
c
〈µ〉
0 = W(1)
A˜01A˜1v − A˜11(1− A˜0v)
A˜10A˜01 − A˜11A˜00
V µ, (53a)
c
〈µ〉
1 = W(1)
A˜10(1− A˜0v)− A˜00A˜1v
A˜10A˜01 − A˜11A˜00
V µ, (53b)
where
A˜m0 ≡ Am0 + (−1)m+1A¯m0 + (−1)m+12a(1)10 A¯m1 , (54a)
A˜m1 ≡ Am1 + (−1)mA¯m1 , (54b)
A˜mv ≡ A¯m0 + a(1)10 A¯m1 . (54c)
Similarly, substituting eq.(48b) into eq.(29f), we also obtain
D00
2!c
〈µν〉
0
W(2) + D¯
0
0
2!c¯
〈µν〉
0
W¯(2) = pi
µν , (55)
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where
Dmn ≡
W(2)
15
∫
d3kk4(Ek)
m
(2pi)3k0
P
(2)
kn fk0, (56a)
D¯mn ≡
W¯(2)
15
∫
d3kk4(Ek)
m
(2pi)3k0
P
(2)
kn f¯k0. (56b)
Because we have
2!c
〈µν〉
0
W(2) +
2!c¯
〈µν〉
0
W¯(2) = ρ
µν + ρ¯µν = piµν , (57)
we obtain
c
〈µν〉
0 =
1
2!
W(2) 1− D¯
0
0
D00 − D¯00
piµν , c¯
〈µν〉
0 =
1
2!
W¯(2) D
0
0 − 1
D00 − D¯00
piµν . (58)
As seen in eq.(53) and (58), one can connect the coefficient tensors λ
∗〈µ〉
k
, λ¯
∗〈µ〉
k
, λ
∗〈µν〉
k
and
λ¯
∗〈µν〉
k
with δN 〈µ〉 and δT 〈µν〉 as the following;
λ
∗〈µ〉
k
=
1
A˜10A˜01 − A˜11A˜00
[
(A˜01 − A˜00P (1)k1 )A˜1v − (A˜11 − A˜10P (1)k1 )(1 − A˜0v)
]
δN 〈µ〉, (59a)
λ¯
∗〈µ〉
k
=
1
B˜10B˜01 − B˜11B˜00
[
(B˜11 − B˜10P (1)k1 )(1 − B˜0v)− (B˜01 − B˜00P (1)k1 )B˜1v
]
δN 〈µ〉, (59b)
λ
∗〈µν〉
k
=
1− D¯00
D00 − D¯00
δT 〈µν〉, (59c)
λ¯
∗〈µν〉
k
=
D00 − 1
D00 − D¯00
δT 〈µν〉, (59d)
where Bmn is obtained by exchange of Amn ↔ A¯mn ; i.e.,
B˜m0 ≡ A¯m0 + (−1)m+1Am0 + (−1)m+12a(1)10 Am1 , (60a)
B˜m1 ≡ A¯m1 + (−1)mAm1 , (60b)
B˜mv ≡ Am0 + a(1)10 Am1 . (60c)
It is shown that the coefficient tensor λ
∗〈µ〉
k
and λ
∗〈µν〉
k
are given by the dissipative part of
the baryon number 4-vector Nµ and energy-momentum tensor T µν , respectively. Hence, if
Nµ(x) and T µν(x) are given as an initial conditions, one can determine those coefficient
tensors in the irreducible tensor expansion.
Let us summarize the main points that we have been made in this section. For given
energy-momentum tensor T µν and baryon number current vector Nµ, one can find α ≡
µ/T , β ≡ 1/T and γ (the strength of off-equilibrium) by solving the following equations
simultaneously
uµT
µνuν =
∫
d3k E2
k
(2pi)3k0
[
(1 + λ∗k(α, β; γ))fk0(α, β) + (1 + λ¯
∗
k(α, β; γ))f¯k0(α, β)
]
, (61a)
Nµuµ =
∫
d3k Ek
(2pi)3k0
[
(1 + λ∗k(α, β; γ))fk0(α, β) − (1 + λ¯∗k(α, β; γ))f¯k0(α, β)
]
, (61b)
−1
3
∆µνT
µν =
1
3
∫
d3k k2
(2pi)3k0
(1 + γ)
[
fk0(α, β) + f¯k0(α, β)
]
, (61c)
where λ∗
k
and λ¯∗
k
are given by (45a) and (45b), respectively. As seen in the eq.(61), the
temperature T and chemical potential µ are connected with value of uµT
µνuν and uµN
µ
13/29
via λ∗
k
and λ¯∗
k
and they are also related with −∆µνT µν/3. Note that, on the other hand,
the Landau matching condition directly connect T and µ with those values regardless of the
value of the bulk pressure Π = −∆µνT µν/3. If the above a set of equations eq.(61) are solved
and the separation temperature T and chemical potential µ obtained, coefficients tensor of
first and second rank are also obtained by using eq.(59). Unlike the case of the coefficient
tensor of zero-rank, we found that those of the first and second rank are proportional to
δN 〈µ〉 and δT 〈µν〉, respectively.
Before closing this section, comments concerning independent degrees of freedom of rel-
ativistic dissipative fluid with extended matching condition may be in order here. The
energy-momentum tensor T µν has 10 and the net baryon current Nµ has 4 independent
degree of freedom. These quantities can be obtained from some kind of quark-gluon dis-
tribution function in early stage of relativistic heavy-ion collisions. For example, one may
consider gluon distribution function for a glasma state [28, 29]. Once such a quark-gluon
distribution functions (fk and f¯k) are introduced, those 14 degrees of freedom
2 are fixed by
eq.(7a) and (7b). For the energy-momentum tensor T µν obtained, one extracts ε, uµ from
eq.(9a), n from eq.(9b) and Peq +Π from its definition −∆µνT µν/3 3. Hence, 6 degrees of
freedom are fixed. The other 8 degrees are fixed as follows: i.e., 3 degrees of freedom for
V µ and 5 degrees for piµν are attribute to those for λ
∗〈µ〉
k
and λ
∗〈µν〉
k
, respectively, in the
irreducible tensor expansion of the initial distribution function. See also Table 1.
The zero-th order coefficients λ∗
k
and λ¯∗
k
have been ignored so far because of the Landau
matching condition, i.e., ε = εeq(α, β) and n = neq(α, β). If the condition is extended, λ
∗
k
and λ¯∗
k
not only lead new ‘internal degrees of freedom’ (i.e., Λ and δn) to the energy density
ε and the net baryon density n, but also link those Λ and δn with the bulk pressure Π. Note
that, by the extension of the matching condition, only one degree of freedom λ∗
k
is newly
introduced. (See eqs. (29a)-(29c). Since λ¯∗
k
must be linked to λ∗
k
by replacement of α→ −α,
they are not independent degree of freedom in fact.) The momentum k dependence for λ∗
k
is actually determined by the thermodynamical stability condition eq.(40) and its absolute
values (Cγ in the eq.(45)) can be determined by the bulk pressure Π, which is characterized
by the parameter γ. Through the constraint of eq.(40), χ links to λ∗
k
and it appears in the
expression of eq.(45). Hence, the parameter χ and λ∗
k
are function of the α, β and γ. Although
the extension of the matching condition leads a new degree of freedom λ∗
k
, it is able to be
given by a function of other degrees of freedom (i.e., α, β and γ) due to the constraint of
eq.(40) with using eq.(42). Therefore, even for the case that the extended matching condition
is used in the relativistic dissipative fluid model, 14 degrees of freedom are required which
is the same as the number used in the case of the usual Landau matching condition.
2These 14 degrees of freedoms are accounted for by ε, n, uµ that satisfy uµuµ ≡ 1 (3 independent
degree of freedom), the bulk pressure Π, and the dissipative tensor piµν and current V µ that sat-
isfy piµνuµ = 0, pi
µ
µ
= 0 (5 independent degree of freedom) and V µuµ = 0 (3 independent degree of
freedom).
3The Landau matching condition separates Peq and Π by using an equation of state Peq(ε, n)
because ε = εeq and n = neq are assumed.
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Table 1 Separation of equilibrium part εeq, neq (or α, β) from an off-equilibrium state
characterized by T µν and Nµ with using a scalar dissipative strength γ in the Landau-frame.
energy-momentum tensor equation(s) kinetic parameter obtained thermodynamical
and net baryon current (distribution. function.) and fluid quantity
ε = uµT
µνuν α
εeq, neq
n = Nµuµ
eq.(61)
β
−13∆µνT µν ≡ (1 + γ)Peq
γ
Λ, δn,Π
λ∗
k
(α, β; γ)
T µνuν = εuµ eq.(9a) uµ uµ
∆µλT
λ
σ u
σ ≡ 0 Landau frame — W µ ≡ 0
N 〈µ〉 eq.(59a) and (59b) λ
∗〈µ〉
k
V µ
T 〈µν〉 eq.(59c) and (59d) λ
∗〈µν〉
k
piµν
3. Numerical results and discussion
In this section, we demonstrate the separation of the corresponding equilibrium energy den-
sity εeq(T, µ) and net baryon density neq(T, µ) from those in an off-equilibrium state (ε and n)
provided that the strength of the off-equilibrium state γ is fixed 4. The boundary conditions
(for γ → 0 limit, i.e., Λ = δn = 0) of the separation temperature and chemical potential,
(which correspond to equilibrium temperature and chemical potential, respectively, because
of γ = 0) are determined by the Landau matching condition:
ε = εeq(α0, β0), n = neq(α0, β0), (62)
where α0 ≡ µ0/T0, β0 ≡ 1/T0. For all numerical results shown, the classical particle mass m
is 5 MeV.
The extended matching conditions now reads
ε− εeq(α, β) = Λ(α, β, γ), (63a)
n− neq(α, β) = δn(α, β, γ). (63b)
Therefore, determination of the separation energy density and net baryon density is equiva-
lent to solving the nonlinear simultaneous equations concerning α and β for given ε, n, and
with fixing γ. We require that total energy and net baryon number in the fluid cell should
be independent of γ; i.e., although γ changes form of the distribution function, the total
energy and net baryon number in the local fluid cell are set to be unchanged. Figures 1 and
2 show the separation temperature T and separation chemical potential µ as a function of
γ = Π/Peq, µ0=5.0 MeV (Fig.1) and µ0=25 MeV (Fig.2). T0 is fixed at 200 MeV [panels
(a) and (d) of Figs.1 and 2], 400 MeV [panels (b) and (e) of Figs.1 and 2], and 600 MeV
4 In this case, α and β are obtained by solving eqs.(61a) and (61b) simultaneously with using fixed
γ. The bulk pressure is then obtained by Π = γPeq(α, β). Therefore, the demonstration presented here
corresponding to finding the separation temperature T and chemical potential µ for fixed uµT
µνuν
and Nµuµ with varying − 13∆µνT µν .
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Fig. 1 The separation chemical potential µ [GeV] (upper panels (a), (b), and (c)) and
separation temperature T [GeV] (lower panels (d), (e) and (f)) for an off-equilibrium fluid
as functions of γ = Π/Peq. The T0=0.2 GeV for figure (a) and (d), T0=0.4 GeV, for (b) and
(e), and T0=0.6 GeV for (c) and (f), while the µ0=5.0 MeV is fixed for all panels.
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Fig. 2 The same as Fig.1 but µ0=25 MeV.
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Fig. 3 The γ dependence of the factor χ eq.(41c) with the equilibrium temperature
T0=200, 400, and 600 MeV, and the equilibrium chemical potential µ0=5 MeV (panel (a))
and for µ0=25 MeV (panel (b)). In the limit of γ → 0 and µ0 → 0, the χ approaches to −3.
[panels (c) and (f) of Figs.1 and 2]. For very small γ region (γ . 10−4) in both Figs. 1 and 2,
one can observe that T and µ are almost constant with T ≈ T0 and µ ≈ µ0. In this region,
the Landau matching condition works well. However, in the region γ & 10−3, the separation
temperature T decreases with increasing γ and the separation chemical potential increases.
The reason for the decrease of the separation temperature T is that the total energy of the
fluid is partially used in non-thermal motion such as tiny scale turbulent flow as discussed in
Section 1. On the other hand, the separation chemical potential increases as γ increases for
an off-equilibrium system. This is because of the constraint of conservation of the net-baryon
number, i.e., the difference between the number of particles n+ and anti-particles n− must
be fixed while the total number of particles and anti-particles n+ + n− decreases due to the
decrease in temperature T . Figure 3 shows the γ dependence of the χ parameter for different
µ0 and T0. In the limit µ0 → 0 χ approaches −3 because δχ→ 0. We have already reported
the result Λ = 3Π for the baryon free case in the NeXDC correspondence [30], as well as the
hydrodynamical model in the presence of a long-range correlation [31]. When the strength of
the off-equilibrium state γ ≡ Π/Peq is larger than around ∼ 1/100, the value of χ increases
rapidly. This is because the bulk pressure gap between Π+ and Π− becomes large in the
region of γ > 1/100. Recall that the parameter χ is derived from ξ (ξ = χβΠ), which is the
residual term neglected by truncation of the energy polynomial function P
(l)
kn . This means
that not only quadratic, but also higher order energy dependences of both λk and λ¯k play
an important role in the thermodynamical stability of the off-equilibrium entropy current.
These higher order contributions in the energy polynomial function may result in the exis-
tence of the tiny turbulent flow in the fluid. For the finite net baryon number case, we have
also obtained the same expression as given in eq.(40) [26, 27]. We found there that the value
of χ plays an important role to restore not only the thermodynamical stability but also the
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Fig. 4 The off-equilibrium distribution function fk0 + δfk = (1 + λ
∗
k)fk0 for µ0= 5 MeV,
T0= 200 MeV (panel (a)), 400 MeV (panel (c)), and 600 MeV (panel (e)) in the case of
γ = 10−3. The right side panels (b), (d) and (f) are the same as (a), (c) and (e), respectively,
but for γ = 10−2. The straight line (with closed circle) is the Boltzmann distribution fk0
with the separation temperature T , and the separation chemical potential µ are shown in
each panel. The open circles shows the off-equilibrium distribution function fk0 + δfk.
causality of the solution obtained from the relativistic dissipative fluid dynamical equations.
In ref.[26, 27], the value of χ is introduced phenomenologically into the expression for an
off-equilibrium entropy current, however, in this article, we illustrate the result numerically
using kinetic theory as shown in Fig.3.
In figures 4, it is shown that the first order (scalar) correction λ∗
k
to the distribution
function for γ = 10−3 and γ = 10−2 with T0 =200, 400, and 600 MeV and µ0=5.0 MeV. As
seen in Figs.4, the off-equilibrium correction increases more rapidly in the large momentum
region. This tendency is seen more explicitly as γ increases and as the separation temperature
T decreases. In addition to the correction λ∗
k
, one need to take vector and tensor contribution,
i.e., λ
∗〈µ〉
k
k〈µ〉 and λ
∗〈µν〉
k
k〈µkν〉, respectively, into account to estimate the correction for the
distribution function. However, to do this, one need set full energy-momentum tensor and
net-charge current vector and this is outside the scope of the present manuscript. We plan
to discuss this subject elsewhere.
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4. Summary and concluding remarks
We have proposed a novel way to specify the initial conditions for a dissipative fluid dynam-
ical model as an alternative to the so-called Landau matching condition eq.(8), employed
in most of the literature published so far. The large expansion rate of matter produced in
ultra-relativistic heavy-ion collisions may prevent the local equilibrium condition eq.(2) from
holding true. Specifically, the microscopic collision time scale is not much shorter than any
macroscopic evolution time scale because the macroscopic evolution time scale is consider-
ably reduced due to the large gradients in thermodynamical quantities when compared to
a perfect fluid. In cases characterized by eq.(5), the distribution functions are defined by
eq.(6)
fk(x) = fk0[T (x), µ(x)] + δfk(x),
f¯k(x) = f¯k0[T (x), µ(x)] + δf¯k(x).
For a given off-equilibrium state specified by the energy-momentum tensor given in eq.(7a)
and net baryon number current defined according to eq.(7b), the Landau matching procedure
equals the energy density and net baryon number density of the off-equilibrium state with
those in an equilibrium of the form T µνeq and N
µ
eq,
uµT
µνuν = uµT
µν
eq uν , N
µuµ = N
µ
equµ,
which imposes strict restrictions on the distributions δfk(x) and δf¯k(x). Although the phys-
ical meaning of the matching (fitting) condition is unclear, it provides the temperature T
and chemical potential µ for a given off-equilibrium energy density ε = εeq(T, µ) and net
baryon density n = neq(T, µ). One may regard the Landau matching condition as just a
definition for specifying an off-equilibrium state. However, it should be noted here that
other off-equilibrium quantities such as the bulk pressure Π are undoubtedly distorted by
the condition. Therefore, we assert that the Landau matching condition be relaxed as shown
in eq.(11),
δT µνuµuν = Λ 6= 0, δnµuµ = δn 6= 0.
Then, Λ and δn obtain their entities of physical existence, i.e., they are the energy density
and baryon number density of the tiny scale (less than cell size scale) disturbance flow caused
by the rapid expansion of the viscous fluid.
An important consequence of the irreducible tensor expansion for the off-equilibrium dis-
tribution function is that scalar quantities such as Λ, δn, and Π can be written as functions
of the separation temperature T , chemical potential µ, and the 0-th order scalar expan-
sion coefficients λ∗
k
(and λ¯∗
k
). Another important consequence is that the thermodynamical
stability condition requires a constraint of the scalar off-equilibrium thermodynamical quan-
tities Λ, δn, and Π. This conditions practically determine both χ+ and χ− (and thus also
χ), which are contributions neglected by the termination of polynomial function in the 0-th
order irreducible tensor. By combing with the ‘equation of state’ for off-equilibrium state
eq.(42), the thermodynamical stability condition eq.(40) also gives the differential equation
eq.(43) for λ∗
k
except for uncertainty in the integration constant Cγ . As seen in the solutions
to the differential equations, one can observe that χ+ and χ−, which can be fixed by the
thermodynamical stability condition, play an important role in the energy dependence of λ∗
k
.
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Note that, the integration constant Cγ defines a scale of λ
∗
k
, or in other words, the constant
Cγ regulates the ‘strength’ of the off-equilibrium state. This constant can be fixed by an
index γ ≡ Π/Peq.
Although α, β, and γ are to be obtained as solution of eq.(61), we have investigated γ
dependence on the separation temperature T and µ in a case that uµT
µνuν and N
µuµ are
fixed and with varying −13∆µνT µν . In the case, the separation temperature T and chemical
potential µ obtained show (see Fig.1 and 2) that T ≈ T0 and µ ≈ µ0 hold for γ < 10−3. In
this region, the Landau matching condition approximately holds true. However, for γ > 10−3,
T 6= T0 and µ 6= µ0, i.e., the Landau matching condition is inappropriate and its modification
is required.
In summary, although the Landau matching condition determines the matching (fitting)
temperature and chemical potential by using off-equilibrium energy density and baryon
number density, these are not sufficient to specify the off-equilibrium state. In this article, we
have introduced an index, namely, the strength of the off-equilibrium state γ ≡ Π/Peq(T, µ)
in order to specify the state considered more precisely. The bulk pressure Π may relate to
the disturbance flow in a fluid cell and approaches to zero when the system relaxes to the
local equilibrium state. Since the fluid dynamics is a deterministic theory, to set an initial
condition of the system is crucially important and it should be done very carefully. In the
literature to date, a constitutive equation for the bulk pressure is solved using a likely value
under the Landau matching condition (Λ ≡ 0 and δn ≡ 0). However, it must be inaccurate.
The initial conditions (separation temperature T , chemical potential µ and bulk pressure Π)
should be determined from the given off-equilibrium energy density ε = uµT
µνuν , net baryon
number density n = Nµuµ, and the dissipative strength γ, as proposed in this article, i.e.,
eq.(61).
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A. Projection tensor
The deviation from equilibrium φ(k, x) can be expanded by a series of irreducible tensors,
{1, k〈µ〉, k〈µkν〉, k〈µkνkλ〉, · · · }, forming a a complete and orthogonal set. One of components
of the set of irreducible tensors is defined by
k〈µ1kµ2 · · · kµm〉 ≡ ∆µ1µ2···µmν1ν2···νm kν1kν2 · · · kνm , (A1)
where a projection tensor, ∆µ1µ2···µmν1ν2···νm , is given by (See also Appendix F in Ref.[23])
∆µ1,···µmν1···νm = gν1σ1 · · · gνmσm∆(µ1,···µm)(σ1···σm) (A2a)
and
∆(µ1,···µm)(ν1···νm) ≡
[m/2]∑
k=0
Cmk Φ(µ1···µm)(σ1···σm)mk . (A2b)
The parentheses in the indexes of Φ
(µ1···µm)(σ1···σm)
mk denotes symmetrization under the
exchange of indexes within µ1 · · · µm and σ1 · · · σm of the tensor Φmk. It is written by a
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sum of all possible permutations of µ-type and ν-type indexes as follows:
Φ
(µ1···µm)(ν1···νm)
mk ≡
1
Nm,k
∑
℘µ,℘ν
∆µ1µ2 · · ·∆µ2k−1µ2k
×∆ν1ν2 · · ·∆ν2k−1ν2k ×∆µ2k+1ν2k+1 · · ·∆µmνm , (A3)
where
∑
℘µ,℘ν
represents the summation of all distinct permutations of the µ-type and ν-type
indexes. The coefficient Cm,k in eq.(A2b) is introduced to satisfy the following conditions
gµiµj∆
µ1µ2···µm
ν1ν2···νm = 0, g
νiνj∆µ1µ2···µmν1ν2···νm = 0, (A4)
for 1 ≤ i, j ≤ m. The symbol [m/2] denotes the largest integer not exceeding m/2, and the
factor Nm,k is the total number of distinct permutations in the indexes µ and ν to be
summed. In order to consider the symmetric tensor, let us introduce the following notations
for the µ-type rank-2 and rank-4 tensors
{∆(µiµj)m } ≡
1
2
∑
℘µ;i,j≤m
∆µiµj =
1
2
m∑
i
m∑
j 6=i
∆µiµj , (A5a)
{∆(µiµj)m }2 ≡
1
22
1
2!
∑
℘µ;i,j,k,l≤m
∆µiµj∆µkµl
=
1
22
1
2!
m∑
i
m∑
j 6=i
m∑
k 6=i 6=j
m∑
l 6=i 6=j 6=k
∆µiµj∆µkµl , (A5b)
respectively, where the factors 12 and
1
22
1
2! in eq.(A5a) and eq.(A5b) are introduced so as
to exclude duplication caused by the possible exchange of suffixes. For example, {∆(µiµj)m }k
with m = 4 and k = 2 means the following rank-2k tensor,
{∆(µiµj)4 }2 = ∆µ1µ2∆µ3µ4 +∆µ1µ3∆µ2µ4 +∆µ1µ4∆µ2µ3 .
Note that, possible permutations of the suffixes include
∆µ1µ2∆µ4µ3 , ∆µ2µ1∆µ3µ4 , ∆µ2µ1∆µ4µ3 ,
which gives exactly the same contribution as the above first term ∆µ1µ2∆µ3µ4 . In addition
to this, the permutation also includes terms such as ∆µ3µ4∆µ1µ2 , which is also gives the
same contribution. In order to exclude these terms, the factor (12)
k 1
k! is needed. Thus, for
the general 2k-rank tensor, {∆(µiµj)m }k (k ≤ m/2), it is defined by
{∆(µiµj)m }k ≡
1
2k
1
k!
∑
℘µ
∆µi1µi2 · · ·∆µ2k−1µ2k , (A6a)
where m denotes a permissible maximum number of the suffix. Similarly for ν-type tensors,
we define
{∆(νiνj)m }k ≡
1
2k
1
k!
∑
℘ν
∆νi1νi2 · · ·∆ν2k−1ν2k . (A6b)
Since the tensor Φ
(µ1···µm)(σ1···σm)
mk is symmetric under permutations of both µ and ν−type
indexes, the last factor in the second line of eq.(A3) such as ∆µ2k+1ν2k+1 · · ·∆µmνm is different
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from other factors of eq.(A3) denoting {∆(µiµj)m }k and {∆(νiνj)m }k. Let us introduce a similar
representation for a different symmetry as shown in the following equation;
{∆µiνjm }k ≡
1
k!
∑
℘µ
∑
℘ν
∆µi1νj1 · · ·∆µikνjk . (A7)
Then, using these definitions given in eqs.(A6) and (A7), we express the tensor eq.(A3) as
Φ
(µ1···µm)(ν1···νm)
mk =
1
Nm,k {∆
(µiµj)
m }k{∆(νiνj)m }k{∆(µlνl)m−2k}m−2k. (A8)
We hereafter denote n
(µiµj)
m,k , n
(νiνj)
m,k and n
(µlνl)
m,k as the total number of distinct permutations
contained in {∆(µiµj)m }k, {∆(νiνj)m }k and {∆(µlνl)m }k, respectively. Thus, we have
n
(µiµj)
m,k = n
(νiνj)
m,k =
mP2k
k!2k
, (A9a)
n
(µlνl)
m,k =
[mPk]
2
k!
=
[m!]2
[(m− k)!]2k! . (A9b)
Nm,k is the total number of possible permutations belonging to the projection tensor
Φ
(µ1···µm)(ν1···νm)
mk , which is given by
Nm,k = n(µiµj)m,k n(νiνj)m,k n(µlνl)m−2k,m−2k
=
[
m!
k!2k
]2 1
(m− 2k)! . (A10)
Considering linear combinations for the projection tensor Φ
(µ1···µm)(ν1···νm)
mk with different k
values we obtain
∆(µ1···µm)(ν1···νm) ≡
[m/2]∑
k=0
Cm,k
Nm,k {∆
(µiµj)
m }k{∆(νiνj)m }k{∆(µlνl)m−2k}m−2k. (A11)
Note that, the value of Cm,0 can be set arbitrarily so that it may be set to the value of 1
without loss of generality. Thus, Cm,k can then be determined as the following:
Cm,k = (−1)k (m!)
2
(2m)!
(2m− 2k)!
k!(m− k)!(m − 2k)! . (A12)
The derivation of eq.(A12) is given in Appendix B.
B. Derivation of the Cm,k
When the indices µ1 and µ2 are expressed explicitly, the projection tensor is written as
follows:
∆(µ1µ2···µm)(ν1···νm) =
[m/2]∑
k=0
Cm,k
Nm,k
[
∆µ1µ2{∆(µiµj)m−2 }k−1{∆(νiνj)m }k{∆(µlνl)m−2k}m−2k
+{∆(µ1µi′ )m−2 }{∆(µ2µj′ )m−3 }{∆(µiµj)m−4 }k−2{∆(νiνj)m }k{∆(µlνl)m−2k}m−2k
+{∆(µ1µi′ )m−2 }{∆(µiµj)m−3 }k−1{∆(νiνj)m }k{∆(µ2νi′ )m−2k }{∆(µlνl)m−2k−1}m−2k−1
+{∆(µ2µi′ )m−2 }{∆(µiµj)m−3 }k−1{∆(νiνj)m }k{∆(µ1νi′ )m−2k }{∆(µlνl)m−2k−1}m−2k−1
+{∆(µiµj)m−2 }k{∆(νiνj)m }k{∆(µ1νi′ )m−2k }{∆
(µ2νj′ )
m−2k−1}{∆(µlνl)m−2k−2}m−2k−2
]
.
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Here, we take contraction of two indices µ1 and µ2 and obtain
gµ1µ2∆
(µ1···µm)(ν1···νm) =
[m/2]∑
k=0
Cm,k
Nm,k
[
x{∆(µiµj)m−2 }k−1{∆(νiνj)m }k{∆(µlνl)m−2k}m−2k
+c
(1)
m,k{∆(µiµj)m−2 }k−1{∆(νiνj)m }k{∆(µlνl)m−2k}m−2k
+2c
(2)
m,k{∆(µiµj)m−2 }k−1{∆(νiνj)m }k{∆(µlνl)m−2k}m−2k
+c
(3)
m,k{∆(µiµj)m−2 }k{∆(νiνj)m }k+1{∆(µlνl)m−2k−2}m−2(k+1)
]
= 0, (B1)
where x ≡ gµ1µ2∆µ1µ2 and c(1)mk, c(2)mk, c(3)mk are given by
c
(1)
m,k =
n
(µ1µi′ )
m−2,1 n
(µ2µj′ )
m−3,1 n
(µiµj)
m−4,k−2
n
(µiµj)
m−2,k−1
= 2k − 2, (B2a)
c
(2)
m,k =
n
(µ1µi′ )
m−2,1 n
(µiµj)
m−3,k−1 n
(µ2νi′ )
m−2k,1
n
(µiµj)
m−2,k−1
n
(µlνl)
m−2k−1,m−2k−1
n
(µlνl)
m−2k,m−2k
= m− 2k, (B2b)
c
(3)
m,k =
n
(νiνj)
m,k n
(µ1νi′)
m−2k,1 n
(µ2νi′)
m−2k−1,1
n
(νiνj)
m,k+1
n
(νiνj)
m−2k−2,m−2k−2
n
(µiνj)
m−2k−2,m−2k−2
= 2k + 2. (B2c)
Since the contraction gµ1µ2∆
(µ1···µm)(ν1···νm) = 0, the coefficients c
(1)
m,k, c
(2)
m,k and c
(3)
m,k need to
satisfy the following equation:
Cm,k−1
Nm,k−1 c
(3)
m,k−1 +
Cm,k
Nm,k (x+ c
(1)
m,k + 2c
(2)
m,k) = 0. (B3)
From the above equation, we obtain the following recursion formula for Cm,k;
Cm,k = −(m− 2k + 2)(m− 2k + 1)
2k(2m− 2k + 1) Cm,k−1. (B4)
Since the coefficient Cm,0 can be set to 1, Cm,k for general k is determined according to
Cm,k = (−1)k (m!)
2
(2m)!
(2m− 2k)!
k!(m− k)!(m− 2k)! , (B5)
which is eq.(A12).
C. Total contraction of the projection tensor
An identity
gµ1ν1 · · · gµmνm∆(µ1···µm)(ν1···νm) = 2m+ 1,
will be used in derivation of the orthogonality condition for the irreducible projection tensors
in the later Appendix D. Let us proof the identity in this section.
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When the indices µ1 and ν1 are expressed explicitly, the projection tensor is written as
follows:
∆(µ1···µm)(ν1···νm) =
[m/2]∑
k=0
Cm,k
Nm,k
[
{∆(µ1µi′ )m−1 }{∆(µiµj)m−2 }k−1{∆(ν1νi′)m−1 }{∆(νiνj)m−2 }k−1{∆(µlνl)m−2k}m−2k
+{∆(µiµj)m−1 }k{∆(ν1νi′)m−1 }{∆(νiνj)m−2 }k−1{∆(µ1νl′)m−2k }{∆(µlνl)m−2k−1}m−2k−1
+{∆(µ1µi′ )m−1 }{∆(µiµj)m−2 }k−1{∆(νiνj)m−1 }k{∆(µl′ν1)m−2k }{∆(µlνl)∈m−2k−1}m−2k−1
+{∆(µiµj)m−1 }k{∆(νiνj)m−1 }k ∆µ1ν1 {∆(µlνl)m−2k−1}m−2k−1
+{∆(µiµj)m−1 }k{∆(νiνj)m−1 }k{∆(µl′ν1)m−2k−1}{∆(µ1νl′)m−2k−1}{∆(µlνl)m−2k−2}m−2k−2
]
.
Contracting the indices µ1 and ν2, we get
gµ1ν1∆
(µ1···µm)(ν1···νm) =
[m/2]∑
k=0
Cm,k
Nm,k
[
d
(1)
m,k {∆(µiµj)m−1 }k−1{∆(νiνj)m−1 }k−1{∆(µlνl)m−2k+1}m−2k+1
+[d
(2)
m,k + d
(3)
m,k + xd
(4)
m,k + d
(5)
m,k] {∆(µiµj)m−1 }k{∆(νiνj)m−1 }k{∆(µlνl)m−2k−1}m−2k−1
]
, (C1)
where
d
(1)
m,k ≡
n
(µ1µi′ )
m−1,1 n
(µiµj)
m−2,k−1 n
(ν1νi′ )
m−1,1 n
(νiνj)
m−2,k−1 n
(µlνl)
m−2k,m−2k
n
(µiµj)
m−1,k−1 n
(νiνj)
m−1,k−1 n
(µlνl)
m−2k+1,m−2k+1
= m− 2k + 1, (C2a)
d
(2)
m,k ≡
n
(µiµj)
m−1,k n
(ν1νi′ )
m−1,1 n
(νiνj)
m−2,k−1 n
(µ1νl′ )
m−2k,1 n
(µlνl)
m−2k−1,m−2k−1
n
(µiµj)
m−1,k n
(νiνj)
m−1,k n
(µlνl)
m−2k−1,m−2k−1
= 2k, (C2b)
d
(3)
m,k ≡
n
(µ1µi′ )
m−1,1 n
(µiµj)
m−2,k−1 n
(νiνj)
m−1,k n
(µi′ν1)
m−2k,1 n
µlνl
m−2k−1,m−2k−1
n
(µiµj)
m−1,k n
(νiνj)
m−1,k n
(µlνl)
m−2k−1,m−2k−1
= 2k, (C2c)
d
(4)
m,k ≡
n
(µiµj)
m−1,k n
(νiνj)
m−1,k n
(µlνl)
m−2k−1,m−2k−1
n
(µiµj)
m−1,k n
(νiνj)
m−1,k n
(µlνl)
m−2k−1,m−2k−1
= 1, (C2d)
d
(5)
m,k ≡
n
(µiµj)
m−1,k n
(νiνj)
m−1,k n
(µi′ν1)
m−2k−1,1 n
(µ1νi′)
m−2k−1,1 n
(µlνl)
m−2k−2,m−2k−2
n
(µiµj)
m−1,k n
(νiνj)
m−1,k n
(µlνl)
m−2k−1,m−2k−1
= m− 2k + 1. (C2e)
Hence, we obtain a formula
gµ1ν1∆
(µ1···µm)(ν1···νm) =
[m/2]∑
k=0
γm,k
[
(m− 2k + 1) Mm−1,k−1 + (m+ 2k + 2) Mm−1,k
]
, (C3)
where
γm,k ≡
Cm,k
Nm,k , (C4)
Mm,k ≡ {∆(µiµj)m }k{∆(νiνj)m }k{∆(µlνl)m−2k}m−2k. (C5)
This means
gµ1ν1∆
(µ1···µm)(ν1···νm) =
2m+ 1
2m− 1
[m/2]−1∑
k=0
γm−1,kMm−1,k
=
2m+ 1
2m− 1∆
(µ2···µm)(ν2···νm). (C6)
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Using the above formula iteratively, we obtain
gµ1ν1 · · · gµmνm∆(µ1···µm)(ν1···νm) = 2m+ 1. (C7)
D. Derivation of the orthogonality condition
In order to discuss the orthogonality of the irreducible projection tensor, consider the
following integral for the case that Fk is an arbitrary function of Ek ≡ uµkµ only;
Jm =
∫
d3k Fk
(2pi)3k0
k〈µ1kµ2 · · · kµm〉k〈ν1kν2 · · · kνm〉
=
∫
d3k Fk
(2pi)3k0
[kλkλ]
m gα1β1 · · · gαmβm ∆µ1···µmα1···αm ∆β1···βmν1···νm
= ∆µ1···µmν1···νm
∫
d3k Fk
(2pi)3k0
[kλkλ]
m
gα1β1 · · · gαmβm
2m+ 1
∆β1···βmα1···αm
=
∆µ1···µmν1···νm
2m+ 1
∫
d3k Fk
(2pi)3k0
k〈α1 · · · kαm〉k〈α1 · · · kαm〉, (D1)
where we require
∆(µ1···µm)(ν1···νm) = gα1β1 · · · gαmβm∆(µ1···µm)(α1···αm)∆(β1···βm)(ν1···νm), (D2)
and eq.(C7). The integral part in eq.(D1) can be evaluated as
∫
d3k Fk
(2pi)3k0
k〈α1 · · · kαm〉k〈α1 · · · kαm〉 =
[m/2]∑
j=0
γm,j ×Nm,j
∫
d3k Fk
(2pi)3k0
[∆αβk
αkβ]m
=
(m!)22m
(2m)!
Pm(1)
∫
d3k Fk
(2pi)3k0
[∆αβk
αkβ ]m =
m!
(2m− 1)!!
∫
d3k Fk
(2pi)3k0
[∆αβk
αkβ]m, (D3)
where Pm(x) is a Legendre function of the order of m. Hence, we can finally obtain∫
d3k Fk
(2pi)3k0
k〈µ1kµ2 · · · kµm〉k〈ν1kν2 · · · kνm〉 =
m!
(2m+ 1)!!
∫
d3k Fk
(2pi)3k0
[∆αβk
αkβ]m, (D4)
which is eq.(15b).
E. Evaluation of the I
(l)
r
We require to calculate the following integrals denoting I
(l)
r
I(l)r ≡
∫
d3k ω
(l)
k
(2pi)3k0
(Ek)
r
=
(−1)l
2pi2
W(l)
(2l + 1)!!
∫
k2dk
Ek
[√
E2
k
−m2
]2l
[Ek]
r e−(Ek−µb)/T . (E1)
This can be expressed in the following form,
I(l)r =
(−1)l(−1)r
2pi2
W(l)
(2l + 1)!!
eµb/T (aT )2l+2+r(
dr
dar
)
∫ ∞
0
dy [sinh y]2l+2 e−a cosh y
=
(−1)l+r
2pi2
W(l) eµb/T (aT )2l+2+r d
r
dar
[
1
al+1
Kl+1(a)], (E2)
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where a = m/T . Using the identity about the following differential operators we have
[ d
dz
]r
=
[r/2]∑
k=0
r!
2kk!(r − 2k)! z
(r−2k)
[1
z
d
dz
]r−k
. (E3)
We then obtain
I(l)r =
1
2pi2
W(l) eµb/T T 2(l+1)+r ×
[r/2]∑
k=0
(−1)l−k r!
2kk!(r − 2k)! a
(l+1)+r−kK(l+1)+r−k(a). (E4)
By requiring I
(l)
0 ≡ 1, we can determine the normalization factor,
1/W(l) = (−1)
l
2pi2
eµb/T T 2(l+1) (
m
T
)(l+1)K(l+1)(
m
T
). (E5)
Moreover, substituting the result obtained previously in the normalization factor W(l), we
finally obtain
I(l)r = m
rr!
[r/2]∑
k=0
(−1)k
2kk!(r − 2k)! (
m
T
)−k
Kl+1+r−k(m/T )
Kl+1(m/T )
. (E6)
F. Derivation of eq.(28a)
The coefficient tensors λ
〈µ1···µl〉
k
and λ¯
〈µ1···µl〉
k
must be rewritten as linear combinations of
ρµ1···µlm or ρ¯
µ1···µl
m using the expressions given in eq.(26). Thus, we resubstitute eq.(26a) into
the definition of λk given by eq.(22a) to yield the following expression
λ
〈µ1···µl〉
k
=
W(l)
l!
(
ρµ1···µl0 , ρ
µ1···µl
1 , · · · , ρµ1···µlNl
)
×


a
(l)
00 a
(l)
10 . . . a
(l)
Nl,0
0 a
(l)
11 . . . a
(l)
Nl,1
. . . . . . . . . . . .
0 0 . . . a
(l)
Nl,Nl




a
(l)
00 0 . . . 0
a
(l)
10 a
(l)
11 . . . 0
. . . . . . . . . 0
a
(l)
Nl,0
a
(l)
Nl,1
. . . a
(l)
Nl,Nl




E0
k
E1
k
· · ·
ENl
k

 , (F1)
where we use eq.(17) in the following matrix form

P
(l)
k0
P
(l)
k1
· · ·
P
(l)
kn

 =


a
(l)
00 0 . . . 0
a
(l)
10 a
(l)
11 . . . 0
. . . . . . . . . 0
a
(l)
Nl,0
a
(l)
Nl,1
. . . a
(l)
Nl,Nl




E0
k
E1
k
· · ·
ENl
k

 . (F2)
Next, we use the following relation (see appendix G)

a
(l)
00 a
(l)
10 . . . a
(l)
Nl,0
0 a
(l)
11 . . . a
(l)
Nl,1
. . . . . . . . . . . .
0 0 . . . a
(l)
Nl,Nl




a
(l)
00 0 . . . 0
a
(l)
10 a
(l)
11 . . . 0
. . . . . . . . . 0
a
(l)
Nl,0
a
(l)
Nl,1
. . . a
(l)
Nl,Nl


=


I
(l)
0 I
(l)
1 . . . I
(l)
Nl
I
(l)
1 I
(l)
2 . . . I
(l)
Nl+1
. . . . . . . . . . . .
I
(l)
Nl
I
(l)
Nl+1
. . . I
(l)
2Nl


−1
, (F3)
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which can be proved by the orthogonal condition expressed by eq.(21),
n∑
k=0
I
(l)
r+ka
(l)
nk = δrn
1
ann
. (F4)
Hence, we obtain
λ
〈µ1···µl〉
k
=
W(l)
l!
(
ρµ1···µl0 , ρ
µ1···µl
1 , · · · , ρµ1···µlNl
)
×


I
(l)
0 I
(l)
1 . . . I
(l)
Nl
I
(l)
1 I
(l)
2 . . . I
(l)
Nl+1
. . . . . . . . . . . .
I
(l)
Nl
I
(l)
Nl+1
. . . I
(l)
2Nl


−1

E0
k
E1
k
· · ·
ENl
k

 . (F5)
By integrating in whole momentum space with multiplying the weight factor ω
(l)
k
for the
both sides of eq.(F5), one obtain
l!
W(l)
∫
d3k ω
(l)
k
(2pi)3
λ
〈µ1···µl〉
k
Erk
=
(
ρµ1···µl0 , ρ
µ1···µl
1 , · · · , ρµ1···µlNl
)


I
(l)
0 I
(l)
1 . . . I
(l)
Nl
I
(l)
1 I
(l)
2 . . . I
(l)
Nl+1
. . . . . . . . . . . .
I
(l)
Nl
I
(l)
Nl+1
. . . I
(l)
2Nl


−1

I
(l)
r
I
(l)
1+r
. . .
I
(l)
Nl+r


= ρµ1···µlr , (F6)
because of the characteristics of the inverse matrix in eq.(F6). Thus we finally obtain
ρµ1···µlr =
l!
W(l)
∫
d3k ω
(l)
k
(2pi)3
λ
〈µ1···µl〉
k
Er
k
,
=
l!
(2l + 1)!!
∫
d3k
(2pi)3
λ
〈µ1···µl〉
k
[∆αβkαkβ ]
lEr
k
fk0, (F7)
which is eq.(28a).
G. Polynomial P
(m)
kn and its coefficients a
(l)
nr
The orthogonal condition of the polynomial P
(m)
kn in eq. (18) can be written in the following
form 

1 I
(l)
1 . . . I
(l)
n
I
(l)
1 I
(l)
2 . . . I
(l)
n+1
. . . . . . . . . . . . . . . . . . . . . . . . . . .
I
(l)
n−1 I
(l)
n . . . I
(l)
2n−1
I
(l)
n I
(l)
n+1 . . . I
(l)
2n




a
(l)
n0
a
(l)
n1
· · ·
a
(l)
nn−1
a
(l)
nn


=


0
0
· · ·
0
1/a
(l)
nn

 , (G1)
and
a
(l)
nk =
I(l)nk√
detI
(l)
n I(l)nn
, (G2)
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where detI
(l)
n is the determinant of the matrix
{I(l)n }ij =


1 I
(l)
1 . . . I
(l)
n
I
(l)
1 I
(l)
2 . . . I
(l)
n+1
. . . . . . . . . . . . . . . . . . . . . . . . . . .
I
(l)
n−1 I
(l)
n . . . I
(l)
2n−1
I
(l)
n I
(l)
n+1 . . . I
(l)
2n


, (G3)
and I(l)nk is a co-factor (cross out the entries that lie in the corresponding row n and column
k) of the matrix I
(l)
n . Thus, we can express the orthogonal function as the following
P
(l)
kn =
Nl∑
r=0
I(l)nrErk√
detI
(l)
n I(l)nn
. (G4)
Then for eq.(F3) we obtain, for example, in the Nl = 1 case(
a
(l)
00 a
(l)
10
0 a11
)(
a
(l)
00 0
a
(l)
10 a
(l)
11
)
=
(
I
(l)
0 I
(l)
1
I
(l)
1 I
(l)
2
)−1
. (G5)
Therefore, (
a
(l)
00 a
(l)
10
0 a
(l)
11
)(
a
(l)
00 0
a
(l)
10 a
(l)
11
)(
I
(l)
0 I
(l)
1
I
(l)
1 I
(l)
2
)
=
(
1 0
0 1
)
. (G6)
This is satisfied if eq.(F4) holds true; i.e., for the orthogonal 0, 0 and 1, 1 components,
respectively
((a
(l)
00 )
2 + (a
(l)
10 )
2)I
(l)
0 + a
(l)
10a
(l)
11I
(l)
1 = 1 + a10(I0a10 + I1a11) = 1, (G7a)
a
(l)
10a
(l)
11I
(l)
1 + (a
(l)
11 )
2I
(l)
2 = a
(l)
11 (I
(l)
1 a
(l)
10 + I2a
(l)
11 ) = 1, (G7b)
where we use a
(l)
00 = 1 and I
(l)
0 = 1. However, the off-orthogonal (0, 1) and (1, 0) components
are
((a
(l)
00 )
2 + (a
(l)
10 )
2)I1 + a
(l)
10a
(l)
11I
(l)
2
= I
(l)
1 + a
(l)
10 (I
(l)
1 a
(l)
10 + I
(l)
2 a
(l)
11 ) = I
(l)
1 + a
(l)
10/a
(l)
11
= (I
(l)
0 a
(l)
10 + I
(l)
1 a
(l)
11 )/a
(l)
11 = 0, (G7c)
a
(l)
10a
(l)
11I
(l)
0 + (a
(l)
11 )
2I
(l)
1 = a
(l)
11(I
(l)
0 a
(l)
10 + I
(l)
1 a
(l)
11 ) = 0, (G7d)
respectively.
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