Abstract
We present a measurement of the D 0 -D 0 mixing parameter y CP using a flavor-untagged sample
The measurement is based on a 673 fb −1 data sample recorded by the Belle detector at the KEKB asymmetric-energy e + e − collider. We find y CP = (0.21 ± 0.63(stat.) ± 0.78(syst.) ± 0.01(model))%. GIM suppressed for d and s quarks and CKM suppressed for b quark box diagrams, and is dominated by long distance effects [1] . As the mixing rate is expected to be small within the SM, it is sensitive to the contribution of new, as yet unobserved processes and particles. The largest SM predictions for the parameters x and y, which include the impact of long distance dynamics, are of order 1% [1] . 
(1) 
where A and A are summed over resonant contributions r found in
In the limit of CP conservation a r = a r , φ r = φ r and A(s 0 , s + ) = A(s 0 , s − ). The existing Dalitz plot analyses of [13, 14] observed contribution of [14] . Fig. 1 (left) ). In any given s 0 region the lifetime of D 0 candidates is given by
where τ is the mean
and CP conservation is assumed. The lifetime difference of D 0 candidates in two different regions is then proportional to the mixing parameter y CP
The best m(K + K − ) intervals from which D 0 lifetimes are measured and compared are those that minimize the statistical uncertainty on y CP and are found to be: region around φ(1020) peak m(
.100] GeV/c 2 (the union of this two intervals is denoted as OFF), where m K ± is the nominal K ± mass. The data were recorded by the Belle detector at the KEKB asymmetric-energy collider [15] . The Belle detector is a large-solid-angle magnetic spectrometer that consists of a silicon vertex detector (SVD), a 50-layer central drift chamber (CDC), an array of aerogel threshold Cherenkov counters (ACC), a barrel-like arrangement of time-of-flight scintillation counters (TOF), and an electromagnetic calorimeter (ECL) comprised of CsI(Tl) crystals located inside a superconducting solenoid coil that provides a 1.5 T magnetic field. An iron fluxreturn located outside of the coil is instrumented to detect K 0 L mesons and to identify muons (KLM). The detector is described in detail elsewhere [16] . Two inner detector configurations were used. A 2.0 cm beampipe and a 3-layer silicon vertex detector was used for the first 
Superimposed on the data (points with error bars) are projections of the m( sample of 156 fb −1 , while a 1.5 cm beampipe, a 4-layer silicon detector and a small-cell inner drift chamber were used to record the remaining 517 fb −1 of data. The K 0 S candidates are reconstructed in the π + π − final state; we require that the pion candidates form a common vertex at least 0.9 mm from the e + e − interaction point (IP) in plane perpendicular to the beam axis and have an invariant mass within ±30 MeV/c 2 of K 0 S nominal mass. We reconstruct D 0 candidates by combining the K 0 S candidate with two oppositely charged tracks assigned as kaons. These tracks are required to have at least one SVD hit in both r − φ and z coordinates. A D 0 momentum greater than 2.55 GeV/c in the e + e − center-of-mass (CM) frame is required to reject D mesons produced in B mesons decays and to suppress combinatorial background.
The decay point of D 0 candidate is determined by refitting one of the charged kaons and K 0 S candidate to a common vertex [18] ; confidence levels exceeding 10 −3 are required for the both fits. Out of two possibilities the one with lowest χ 2 value of the fit is used. In addition we require that K 0 S K + K − and K + K − combinations originate from the common vertex by rejecting candidates of this two fits with confidence levels lower than 10 −3 . The D 0 production point is taken to be the intersection of the D 0 momentum vector with the IP. The proper decay time of the D 0 candidate is then calculated from the projection of the vector joining the production and decay points, L, onto the D 0 momentum vector,
The decay time uncertainty σ t is evaluated event-by-event, and we require σ t < 600 fs (the maximum of σ t distribution is at ∼ 230 fs).
The signal and background yields are determined from a two-dimensional fit to the in- 
candidates combined with random charged kaons (one or both); and (3) rest of the background. We parametrize the signal shape by a sum of a three two-dimensional-Gaussian function and a product of two one-dimensional-Gaussian functions used to describe long tails in both variables (the contribution of the latter is small, ∼ 0.1%). The second category is described by a sum of three Gaussians for m(K 
The fit is performed to obtain scaling factors for the background fractions, and then tune them in the MC event-by-event in order to achieve better agreement in m(K The sample of events for the lifetime measurement is selected using |m 
| is chosen to minimize the expected statistical error on y CP , using the tuned MC: we require |m
The selection criteria on σ t and K 0 S candidate flight distance in r − φ plane, given above, are determined in the same way. We find 139 × 10 3 signal events with purity of 94%.
proper decay time distributions by measuring lifetime of signal events in ON and OFF m(K + K − ) regions. The lifetime of signal events is obtained in the following way. For each event category i the proper decay time distribution P i (t) is assumed to be either exponential or a delta function, convoluted with a resolution function R i (t). The distribution for all event categories is then
where p i = N i / j N j is a fraction of the category i. By grouping the events into the signal and background one can also write TABLE I: Numbers of events in the signal window N sw and sideband N sb , mean proper decay times of events in the signal window < t > sw and < t > sb , fraction of signal events in the signal window p = 1 − N sb /N sw and reconstructed lifetime τ s + t 0 (Eq. 14) shifted for resolution function offset obtained on untagged real data sample.
where the first term represents the measured distribution of a signal with lifetime τ s , R s (t) is a signal resolution function and p = N s /(N s + N b ) is a fraction of signal events. The last term represents the distribution of background events. The mean of the above distribution (Eq. 12) is
where t 0 is the mean of the signal resolution function R s (t) and < t > b is the mean lifetime of the background. The lifetime of signal events, shifted for the resolution function offset, can be calculated from Eq. 13
with uncertainty
where σ, σ b and σ p are determined from the proper decay time distributions of all events P (t) and background events B(t) in the following way
The B(t) distribution of background events populating the signal window is approximated by the proper decay time distribution of events taken from m
sideband of equal size as signal window. No scaling factor is needed, since the background events are linearly distributed in m
The tuned MC is used to select the sideband region that best reproduces the timing distribution of background events in m
signal window, which is chosen to be 9.7 < |m Table I the numbers of reconstructed events in the signal window N sw and sideband N sb , mean proper decay times of events in the signal window < t > sw and < t > sb , fraction of signal events in the signal window p = 1 − N sb /N sw and reconstructed lifetime τ s + t 0 (Eq. 14) shifted for resolution function offset obtained on real data sample are given for 3 different regions: OFF left (m( 
GeV/c 2 (middle) and 1.033 < m(K + K − ) < 1.100 GeV/c 2 (right). The hatched area histograms show the contribution of events populating the m ′ (K 0
To obtain y CP from measured ∆ τ (Eq. 8) the fraction difference f
given in Ref. [13, 14] are used to fit the s 0 distribution. The s 0 distribution of signal events is parametrized as
where |M(s 0 , s + )| 2 is the time integrated decay rate (Eq. 1), and ε(s 0 ) (ε(s + )) is the reconstruction efficiency in s 0 (s + ) determined from a sample of MC events in which the decay mode was generated according to phase space. Efficiency in s 0 and s + is assumed to be factorizable. No significant difference is observed between ε(s + ) obtained for events populating ON and OFF s 0 regions. All phases, amplitudes, masses and widths of the resonances are fixed to the values determined in Ref. [13, 14] , except for the amplitudes of K 0 S φ(1020) and K − a 0 (980) + (K − a 0 (1450) + ) contributions using model from Ref. [13] ( [14] ). The free parameters of the fit are also the coupling constant g KK of a coupled channel BW [13] which describes the a 0 (980) resonance and the mass and width of the φ(1020) resonance in order to account for mass resolution effects. To describe background events in the s 0 distribution, events from the m
The χ 2 test of the MC s 0 distributions of background events taken from the signal window and sideband yields χ 2 /ndf = 136/99. The fraction of signal events in the signal window p = 1 − N sb /N sw is determined from the numbers of events in the signal window N sw and sideband N sb and it is fixed parameter of the fit. Figure 4 shows the fit result to the s 0 distribution for the Dalitz model given in Ref. [14] . The χ 2 /ndf value of the fit is 431.8/230 using the Dalitz model from Ref. [13] and 291.7/230 using the Dalitz model from Ref. [14] . In Table II fractions f are given for both Dalitz models. Although the models are very different, with different resonant structure [19] , the fraction differences calculated for each model are in agreement.
The reconstructed lifetimes shifted for the resolution function offset, τ s + t 0 , of D 0 candidates in ON and OFF regions are 414.9 ± 2.6 fs and 413.6 ± 3.1 fs, respectively, from which ∆ τ = (−0.16 ± 0.48)% is obtained. We assumed that the resolution function offset, t 0 , is equal for the events populating the ON and OFF regions and much smaller than D 0 lifetime. for the two Dalitz models Ref. [13, 14] . The nominal values are calculated using the given Dalitz models in Ref. [13, 14] and fitted values using the obtained values of free parameters of the fit to the s 0 distribution. Uncertainties on f ON 1 − f OFF 1 were calculated using the statistical errors of amplitudes and phases given for each model, without taking into account any correlation between the amplitudes and phases.
Using the Eq. 8 and the fraction difference f We consider systematic uncertainties arising from both experimental sources and from the of selection criteria were studied by varying the signal box sizes, and cut values on σ t and K 0 S flight distance in r − φ plane. Again no statistical significant deviation was observed and the maximal difference in ∆ τ was taken to estimate the systematic uncertainty. We add all different sources in quadrature to obtain the overall experimental systematic uncertainty summarized in Table III .
The systematic uncertainty due to our choice of D 0 → K obtained using the Dalitz Models in Ref. [13, 14] . Despite the differences between the two models in terms of the resonant structure [19] , the fraction differences f
(given in Tab. II) are in agreement. We assign 3% relative error for measured y CP due to small difference in the above fractions. An additional 2% relative error for measured y CP is assigned due to the small difference between fitted and nominal values of fraction difference f (given in Tab. II). The real and imaginary part of the interference term A 1 A * 2 in the decay rate (Eq. 1) are zero after integrating over the s + . Since the reconstruction efficiency is not constant in s + , this is not entirely true. However, even if the observed s + reconstruction efficiency is taken into account this has negligible effect and Eq. 8 still holds. This was also verified by MC with non-zero x and y values of mixing parameters, where the detector response was simply simulated by randomly rejecting events according to the observed dependence of efficiency in s + . The difference between the obtained ∆ τ values (with and without taking into account the efficiency in s + ) are in agreement within statistical uncertainty, so no additional systematical uncertainty is assigned. Adding all variations in quadrature, the obtained relative model systematic uncertainty is 4%.
In summary, we determine y CP by measuring the difference in lifetimes between D 
