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This paper analyzes the effect of curved closed string backgrounds on the stability
of D-branes within boundary string field theory. We identify the non-local open string
background that implements shifts in the closed string background and analyze the tachy-
onic sector off-shell. The renormalization group flow reveals some characteristic properties,
which are expected for a curved background, like the absence of a stable space-filling brane.
In 3-dimensions we describe tachyon condensation processes to lower-dimensional branes,
including a curved 2-dimensional brane. We argue that this 2-brane is perturbatively
stable. This is in agreement with the known maximally symmetric WZW-branes and pro-
vides further support to the bulk-boundary factorization approach to open-closed string
correspondence.
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1. Introduction: partition function approach to string field theory
Critical string theory is usually described by a conformal field theory, representing the
string worldsheet embedded in target space. The requirement that conformality conditions
hold is in general enough to provide a definition of critical string theory in different target
spaces. In fact, any target space, for which a conformal field theory can be written down
should be a solution of general string field theory equations of motion.
It is an important issue to understand, how these different critical theories are related,
or, rephrased similarly vaguely, how the space of string theories can be parametrized off-
shell. An approach which has been followed since the early days of string theory is to
extend the space of two-dimensional conformal theories to the space of two-dimensional
field theories with arbitrary couplings. This approach proved to be rather successful in the
open string sector [1–6]. The prime situation studied has been bosonic string theory on a
flat closed string background with arbitrary tachyon and photon boundary perturbations.
In this case the agreement between a generalized σ-model approach and on-shell S-matrix
scattering has been proven.
In [3–6] a class of generalized σ-model has been considered which has been obtained
from conformal field theories by the inclusion of arbitrary (possibly non-renormalizable)
interaction terms on the boundary of the worldsheet. Under some assumptions the parti-
tion function approach was then extended to provide a background independent, off-shell,
open string field theory action formulated in terms of space-time fields. Roughly, there
are two types of input data necessary for the construction of the action: first, the bulk
conformal field theory must be specified, which corresponds to the choice of a closed string
background. As there is no complete classification of conformal field theories, the space of
‘closed string backgrounds’ is not well-defined1. Equally poorly understood is the space of
boundary interaction terms, which is used to deform the boundary conformal field theory.
This space is intimately related to the configuration space of open string field theory.
On the other hand, these two spaces are certainly not independent of each other,
because some examples of dualities between open and closed strings are known [8–18].
These correspondences are usually observed in some special situations, but methods for a
systematic investigation are still lacking. Depending on one’s point of view one could try to
start with open string field theory, add closed strings by hand and divide out multiplicities
in the scattering amplitudes [7]. The alternative approach, which we will follow, is to
1 See [7] for attempts in closed string field theory.
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identify the collective open string excitations which correspond to deformations of the
closed string background [10,19]. The problem with this approach is that the ‘space of
open string interactions’ also has to be defined first2. The usual truncation to massless
and tachyonic modes is certainly too restrictive in this case. On the other hand, if infinitely
many boundary couplings are present, one could expect that some of them can be summed
up to give non-local couplings [23]. This possibility will be explored here in the context of
the recent bulk-boundary factorization conjecture. In [24] it was argued that the partition
functions for generalized boundary conformal field theories factorize into a bulk part and
a boundary partition function provided the bulk is kept on-shell.
For the definition of an open string field theory only the boundary partition function
is of importance. Factorization then implies that two open string field theory actions con-
structed initially over different closed string backgrounds, can be mapped to each other
explicitly provided one can find a field re-definition between the two target spaces, at least
locally. This has been done in [24], where it was found that there are universality classes
of open string couplings labeled by non-local, collective open string boundary perturba-
tions. It was conjectured that these universality classes correspond to distinct closed string
backgrounds.
In this note we give further support to the idea advocated in [24], that in open string
field theory, closed string backgrounds are equivalent to certain collective open string
excitations by investigation of a concrete example. We compare certain off-shell properties
of open string field theory in flat space to those of strings propagating on a SU(2)C group
manifold. We work perturbatively in the large radius limit and we focus on the existence
of D-branes which serves as a check for the conjectured correspondence. We observe some
generic effects which are expected based on what is known about conformal D-branes
in SU(2) WZW-models. Concretely, we will identify certain D-branes in the non-locally
deformed boundary CFT and find agreement with the maximally symmetric D-branes in
SU(2). The non-local open string background (in the large radius limit) is interpreted as
a deformation of flat space towards a curved space, resulting in renormalization group flow
that destabilizes the space-filling brane through decay into a lower dimensional brane.
The plan is as follows: we introduce the model in the next section and construct the
boundary action for open strings propagating on a group manifold. We then show how to
2 The situation is under reasonable control in 2d string theory where a non-local map between
closed string degrees of freedom and open string excitations can be constructed [20–22]. There,
the closed string excitations are given by the excitations of the open string ‘Fermi sea’.
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apply the general construction to the SU(2) target space. In section 3 we carry out the
renormalization and compute β-functions on a space filling brane. Section 4 discusses the
renormalization group flow in terms of tachyon condensation on the space filling brane. In
the 5th section we give further support for the condensation scenario proposed in section 4
by verifying that the curved 2-branes is indeed a perturbative fixed point of the RG-flow.
Section 6 contains our conclusions.
2. Boundary action from bulk/boundary factorization
In boundary string field theory one seeks to define an action [3–6] on the space of
σ-models with boundary. In the general case the definition of such an action is an open
problem. However, when ghost and matter fields decouple the space-time action can be
defined as [5,6]
S[tI ] = (1− βI∂I)Zbdry[tI ] (2.1)
where Zbdry[tI ] is the boundary partition function with boundary interactions parametrized
by tI . For instance, for free bosons taking values on a torus with radius R, this function
is given by the integral over all boundary fields Xb(z, z¯) = f(z) + f¯(z¯) + f0
Zbdry[t
I ] =
∫
D[Xb]e
− 1
α‘
Ibdry[t
I ,Xb] (2.2)
with boundary action
Ibdry[t
I , Xb] = R
2
∮
f(θ)∂θf¯(θ) + V (t
I , Xb(θ)) (2.3)
where V (tI , X) stands for all possible boundary interactions given by its expansion in
terms of Xb, i.e.
V [tI , Xb] = T (Xb) +Aµ(Xb)∂θX
µ
b + . . . , (2.4)
where
{
tI
}
= {T,A, . . .}. The first term in Ibdry is a non-local expression in Xb that
arises when pulling the 2d-σ model action back to the boundary of the worldsheet. In this
section we will show how the non-locality in Ibdry is modified when the flat closed string
background is replaced by a curved one3.
The factorization property of the partition function on curved backgrounds is by no
means obvious but it was shown to hold in [24] when the target space is a group manifold. In
3 The closed string background is always assumed to be conformal.
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the present paper, for concreteness, we will take as a starting point a boundary theory with
S3 target, that is, the WZW on SU(2). It was shown in [24] that for this model the partition
function factorizes into a bulk contribution Z0 and a boundary contribution Zbdry [t
I ]. Let
us briefly recapitulate the arguments leading to the expression for the boundary action,
starting with the general case of an unspecified Lie group.
2.1. Construction of the boundary action for Lie groups
Consider a WZW model with fields g taking values in group group G. We write the
action as
I[g] = L[g] + Γβ [g], (2.5)
where L[g] is the kinetic term and Γ[g] is the topological term, which can be written as
an integral of a closed 3-form in target-space. For this, the group valued fields g : Σ→ G,
which parametrize the embedding of the 2-dimensional world sheet in the group, must be
extended to g˜ : B → G, where Σ = ∂B. For Σ closed this procedure produces a well-
defined partition function. If H3(G) = 0 then, if the world sheet has a boundary, Γ can
still be defined modulo an ambiguity which is parametrized by a boundary integral4,
∮
β,
of a 1-form β ∈ Ω1(G). Upon expansion of β in terms of derivatives of the fields one then
recovers the open sting degrees of freedom inserted at the boundary of the world sheet.
Thus the ambiguity in the choice of β reflects the choice of an open string background. For
arbitrary β the boundary theory will not be scale invariant, but we will argue below that
for a given closed string background there exists a β such that the theory is conformal.
The bulk-boundary factorization procedure relies on splitting the group-valued field
g in two parts, g0 and k, so that the action is a functional of the product g = g0k. The
‘D0 part’ g0 satisfies Dirichlet boundary conditions in all directions, i.e. g0|∂Σ ≡ 1. The
classical part k(z, z¯) = h(z)h¯(z¯) obeys the equations of motion by construction and is thus
uniquely determined by the boundary conditions on g.
Note that not every field g can be split in such a manner. For instance Neumann
boundary conditions cannot be obtained as a deformation of Dirichlet boundary conditions.
However, one obtains Neumann boundary conditions upon integration over k [26].
4 If H3 = Z the definition of the boundary WZW model is problematic [25], however it was
argued in [24] that the final result for the boundary partition function will still hold. In the
case at hand we will soon see that the boundary model is really defined on some 3-dimensional,
non-compact hypersurface in the complexified group SL(2)C.
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With this Ansatz for g the σ-model action then decomposes into
I(g = g0k) = I(g0) + L(k) + Γ
β(k) +W (g0, k) (2.6)
as a consequence of the Polyakov-Wiegmann formula5. Moreover is was shown, that the
mixed termW (g0, k) does not contribute to boundary correlation functions at any order in
perturbation theory by explicit computation. This finally allows one, from a BSFT point
of view, to consider the boundary partition function for the action I(k) = L(k) + Γβ(k)
which is manifestly independent of the bulk fields.
Here we are interested in concrete calculations in order to clarify the effect of de-
formations of the closed string backgrounds on the RG flows and its fixed points which
characterize conformal boundary conditions. Hence an explicit expression for I(k) is re-
quired. After choosing a parametrization of the group, the boundary action (2.6) can be
written down easily. The only term which needs some attention is the topological term
Γβ =
∫
w3. Locally, w3 = dw2. We then observe that
γ(h, h¯) ≡ w2(hh¯)− w2(h)− w2(h¯) + trh−1dhdh¯h¯−1 (2.7)
is a well-defined closed two-form in Ω2(Σ), which furthermore satisfies the two-cocycle
condition. Since fields h and h¯ are holomorphic and anti-holomorphic respectively we have
in fact
γ(h, h¯) = w2(hh¯) + trh
−1∂h∂¯h¯h¯−1
= w2(k) + trk
−1∂kk−1∂¯k.
(2.8)
γ is an expression for the modification of the Polyakov-Wiegmann formula applied to Γ on
a worldsheet with boundary. Its integral
α(h, h¯) ≡
∫
Σ
γ(h, h¯). (2.9)
over a two-manifold depends only on the boundary data. Thus α(h, h¯) defines a group
2-cocycle [27–29]. The topological term Γβ can thus be written as
Γβ(k) = −L(k) + α(h, h¯), (2.10)
5 The Polyakov-Wiegmann formula is valid for worldsheets with boundary. Its appropriate
generalization for boundary σ-model was discussed in [24].
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modulo the ambiguity parametrized by the 1-form β(k). Adding the kinetic term we find
that the boundary action is just given by α(h, h¯) modulo the overall ambiguity
∮
β.
It is tempting to speculate that in BSFT the space of d-dimensional closed string
backgrounds can be classified in terms of the deformations of U(1)d group cocycles but we
shall not elaborate further on this idea in the present paper.
In order to find a representative for α we will make a natural choice and show that it
is consistent with several properties imposed on the boundary action: It must reproduce
the flat space model in the large-radius limit; it must lead to the same algebraic boundary
conditions as the full WZW model; and it must satisfy the cocycle condition. A choice for
the boundary action which satisfies this is
γ(h, h¯) = L(k) = h−1∂h∂¯h¯h¯−1. (2.11)
Next we show, that the claimed properties are satisfied.
1. In order to conduct the large-radius limit, we choose the standard parametrization
for Lie-groups by
h(z) = exp
ifµ(z)Tµ√
κ
h¯(z¯) = exp
if¯µ(z¯)Tµ√
κ
(2.12)
with f¯n = f
∗
n. Tµ are the generators of the group. At κ = ∞ it reduces to
∮
f ∂¯f¯ , so
the group coordinates h and h¯ can be related to the flat space coordinates f and f¯ by an
expansion around the infinite radius point.
It is instructive to consider how ‘flat coordinates’ and the ‘curved split coordinates’ h,
h¯ are connected in this construction. First, ln k can be expressed in terms of lnh and ln h¯
by Baker-Campbell-Hausdorff expansion (see [30] for a nice treatment). Thus ln k ∼ f+f¯+
corrections. The corrections contribute with κ−
1
2 , so they are come from a slight deviation
from flat geometry. In the limit κ→∞ we can make contact with the standard boson on
T 3 described in coordinates X by setting X = f + f¯ . Then we see that the next order in
κ−
1
2 -expansion gives a correction to the flat coordinates,
Xµ ≈ Xµ(0) +
1√
κ
X
µ
(1) = f
µ + f¯µ − 1√
κ
ǫµνλfν f¯λ. (2.13)
The ‘flat coordinates’ X(0) obey a reality constraint enforcing f
∗ = f¯ , which might
be somewhat unnatural from the WZW point of view since then k is not unitary or,
equivalently, Xµ is not real. Nevertheless utilizing the reality constraint for f one finds
6
that the action is real (essentially because it reduces to a boundary integral). The reality
constraint in the flat coordinates then implies that the boundary theory is defined not on
SU(2), but on its complexification SL(2)C. This is not done by doubling the degrees of
freedom, because the complex corrections are determined in terms of f and f¯ .
2. Boundary conditions are obtained from the Lagrangian in form of a surface term in
the variation with respect to the fields. In the full WZW model we will get two terms, δL
and δΓ. But δΓ produces no surface term, rather it contributes only to the equations of
motion. Therefore boundary conditions must be completely determined by δL. Evaluated
on classical solutions, it is exactly given by (2.11), which is a pure surface term. Therefore
the boundary Lagrangian (2.11) must reproduce the same boundary conditions.
3. Finally we show that our choice of γ indeed is a cocycle. For this we need to show
that
γ(a, b) + γ(ab, c) = γ(b, c) + γ(a, bc). (2.14)
Here a, b, c ∈ G(z, z¯) are arbitrary functions over G. Direct computation reveals, that the
cocycle condition is satisfied. Additionally γ is a closed 2-form on the worldsheet.
From this we conclude that γ = h−1∂h∂¯h¯h¯−1 is a valid representative for the cocycle
and can serve as a boundary action.
2.2. The SU(2) boundary action
We now specify the closed string background to be the group manifold of SU(2) (or
its complexification) and set the one-form β to zero temporarily. For convenience we
substitute λ ≡ κ− 12 and obtain the SU(2)-boundary action6
S =
1
(iλ)2
Tr
∫
∂kk−1∂¯kk−1. (2.15)
Expanding the action up to fourth order in f and f¯ one finds after some tedious algebra
S = s
∑
m=1
mfαmf¯mα + α(Vα − Vα¯) + βVβ + γ(Vγ + Vγ¯), (2.16)
6 The trace is normalized in a way so that the quadratic part of the action is given by the
standard term
∑
m>0
mfmf¯m in flat space.
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with
Vα =
∑
c,b,a=1
(b− a)δc,a+bǫµνλfµa fνb f¯λc
Vβ = −
∑
a,b,c,d=1
(c− b)(a− d)
a+ d
δc+b,a+df
µ
c f
ν
b f¯aµf¯dν
Vγ = −2
3
∑
a,b,c,d=1
(a− d− b)δc,b+a+dfµc f¯aµf¯νb f¯dν ,
(2.17)
where Vα¯ and Vγ¯ is obtained by exchanging f with f¯ . The original action (the starting
point of the renormalization group flow) is found for s = 1, α = λ2 , β = γ =
λ2
2 . Although
the action can be computed exactly we truncate its expansion at O(λ3) (we will see that
this gives β-functions which are exact up to O(λ5)).
There is another contribution to the action coming from a Jacobian due to the change
of variables. Starting from the standard Haar measure on the group [dk] = k−1dk we
obtain the following Jacobian:
J =
([
δkk−1
]+
,
[
δkk−1
]−)
(
δf, δf¯
) =


[δhh−1]
+
δf
[hδh¯h¯−1h−1]
+
δf¯
0
[hδh¯h¯−1h−1]
−
δf¯

 =
(
J11 J12
0 J22
)
, (2.18)
where ± indicates restriction to the holomorphic/anti-holomorphic part. Thus DetJ =
DetJ11 · DetJ22. The rather lengthy calculation can be found in the appendix. Here we
note simply the result. The measure contributes
Imeasure = 4λ
2
∑
n=1
fnµf¯
µ
n +O(λ4) (2.19)
to the action. This is a mass term for the boundary field Xb which, due to its classical
dimension, flows to ∞ in the infrared thus forcing Xb to zero, i.e. Dirichlet boundary
conditions in all directions. Thus we see that the tachyonic decay of the space-filling brane
in the SU(2) WZW-model is already encoded in the measure7.
7 In fact, the measure for the boundary field k is not uniquely determined by the bulk theory.
Here we have taken the Haar measure as the starting point. Alternatively, one could consider the
flat symplectic measure for f and f¯ . In this case the tachyon arises as a one-loop counter term
(see below).
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3. Renormalization of the SU(2) boundary action
Once the concrete form of the action has been obtained, we can analyze the quantized
theory. It is clear that the action as it stands is not scale-invariant due to the presence
of the mass term. To account for the mass and the ‘cosmological constant’ we introduce
the tachyon coupling T (X) = a + uff¯ . Note that we do not expect the expansion up to
fourth order to be lead to a renormalizable theory. The exact action should, however, be
renormalizable since the bulk theory from which it has been obtained is renormalizable. In
particular we expect the renormalized action to describe field configurations in the same
group manifold. Thus the structure of the interaction terms (which respects the group
symmetry) should be untouched. Therefore we will assume λ = κ−
1
2 to be scale dependent,
but keep the relative couplings fixed. Accounting for wave-function renormalization we will
allow for s to be scale dependent.
For the calculation of the β-functions we evaluate n-point functions expanded in loops.
These correlators are IR finite because the theory is considered on a one-dimensional
compact space. For large momentum the amplitudes are typically divergent, thus it is
convenient to introduce a momentum cutoff Λ. This regularization seems appropriate
as we are dealing with discrete sums so that Λ simply appears as upper bound. The
divergent parts of diagrams can be found by investigating the behavior for large Λ. Higher
loop diagrams are treated in the following way. All loops naturally appear with sums over
positive momenta only. Therefore sums of the type
∑Λ
a=1
∑Λ
b=1 f(a, b) can be transformed
into an expression of the form
∑Λ
µ=2
∑µ−1
ν=1 f(ν, µ−ν). With this method only one divergent
sum appears, even for higher loops.
Once the divergent part is extracted the renormalization procedure can be performed.
Here we decide to start from the normal ordered theory with respect to the free field
vacuum8 and add counter-terms, which cancel the divergent part of the amplitudes. The
8 Such a normal ordering prescription can in general not be held at higher loops. In the
approximation used here, however, it does hold, because all nested singularities of higher-loop
diagrams (≥ 2) are already removed through the 1-loop counter-terms. It turns out that this is
not due to cancellations between different diagrams, but all diagrams become finite separately. The
inclusion of self-contractions would only modify some numeric coefficients in the 1-loop counter-
terms, which does not influence the finiteness of the 2-loop diagrams. The 3-loop-diagrams on the
other hand vanish identically.
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counter-terms for the two- and three-point-functions (p is the external momentum) are
given by the following expression, which must be subtracted from the classical action:
Σ(2)(p,Λ) = Λ
{
32
α2
s2
}
+ lnΛ
{
−96pα
2
s2
− 64u
s
α2
s2
}
Σ(3)(p, p′,Λ) = −(p′ − p) 4α
3s2
(4γ − 3β) lnΛ.
(3.1)
Here, contributions up to three-loop order must be taken into account (although the
2- and 3-loop-contributions turn out to vanish). Now the β-functions follow from (3.1),
the conaonical dimensions of a and u as well as the vacum energy for free fields :
βs = −96α2s2 βa = −a − us
βu = −u− 64uα2s3 βα = −43 αs2 (4γ − 3β).
(3.2)
The non-local couplings do not contribute a counter-term for the cosmological constant.
Therefore the β-function for a is not modified by λ and takes its usual form.
All these terms are one-loop contributions and therefore scheme independent. The
two- and three-loop contribution to these β-functions vanish. After absorption of the
coupling s into the field normalization and setting α = λ2 , γ = β =
λ2
2 , the β-functions
become
βa = −a− u
βu = −u(1− 8λ2)
βλ = −47
6
λ3
(3.3)
From these equations we can draw the following conclusions:
1. The coupling λ for the non-local interaction increases under the renormalization
group flow. This should not be taken as an indication that the curvature of the bulk
background increases since the bulk theory, which is decoupled, is always on-shell. This
coupling should rather be interpreted as an ‘auxiliary’ coupling which mimics the effect of
the closed string background on the open string dynamics.
2. Tachyon condensation inevitably takes place. As we have seen above the tachyon is
non-zero from the beginning due to the contribution of the measure. Furthermore, even if
it were set to zero by an appropriate choice of the measure, a tachyon would be generated
due to the one-loop counter-term.
3. The running of u is modified in a curved background. The way how λ enters in βu
indicates that the tachyon flow in this example has a richer structure than in flat space.
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At this point one could wonder about the end-point of the condensation. At per-
turbative level and with a finite set of couplings taken into account it is not possible to
make definite predictions. The obtained β-functions suggest that condensation to lower-
dimensional branes can take place, in the same way as in flat space tachyon condensation.
An infinite u forces fµf¯µ to zero, so that the resulting model will describe a D0-brane.
The existence of a D0-brane is expected because it also arises in the WZW model (and is
therefore compatible with the symmetries of the space). However, it is also possible iden-
tify a condensation process towards a higher-dimensional brane as endpoint. We present
evidence for this in the next section.
4. Tachyon condensation on the 3-brane
The β-functions (3.2) exhibit a complicated RG pattern, from which information
about possible endpoints of the flow can be deduced. The trivial conformal point is
a = 0, u = 0, λ = 0, which is just the free boson theory without tachyon. Another
well-known fixed point is obtained through tachyon condensation at a = u = ∞ (the
Zamolodchikov metric vanishes at this point). We want to argue that there is another
fixed point, which corresponds geometrically to a 2-brane. This must be expected from
the study of D-branes in the WZW model [31,32].
In order to arrive at this conclusion, it is helpful to consider the boundary action with
a tachyon insertion given by
∮
β(Xb) =
∮
ρ(X2b − c2)2. (4.1)
In the case of finite c, condensation of ρ will lead to a localization on a spherical subman-
ifold. Expansion up to third order in the fields yields an interaction term
−4ρc2f f¯ + ρc4, (4.2)
from which an identification with couplings u and a can be obtained:
ρ =
1
16
u2
a
c2 = −4a
u
. (4.3)
The corresponding β-functions are then given by
βc2 = 4− 8c2λ2 (4.4)
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βρ = − ρ
c2
(
c2 − 16c2λ2 + 4) . (4.5)
A close look at (4.4) shows that the presence of curvature, parametrized by λ, has a
stabilizing effect on the radius c2. The corresponding β-function vanishes for
c2 =
1
2
λ−2 =
1
2
κ. (4.6)
Indeed, a spherical 2-brane would be characterized by a finite radius c proportional to
√
κ = λ−1, which is expected from the WZW model. Thus the deformation of the flat
background prevents the spherical 2-brane from collapsing. But the condition for vanishing
βc2 still depends on λ, which itself is driven by its RG flow and increases.
Fig. 1: The projection of the flow diagram to the (λ, c2)-plane in the
parameter region where condensation to a D2-brane starts. Only the pres-
ence of non-vanishing λ enables a flow towards finite c. The flow can only
be trusted for small λ.
For small λ, where this approximation is valid, βρ is negative and stays negative
after substituting (4.6). Therefore the coupling ρ will increase and trigger a tachyon
condensation process.
The perturbative β-functions on the 3-brane suggest that c2 = 1
2
λ−2 is not the end-
point of the flow. However, while λ evolves along its RG trajectory, ρ increases at a much
higher rate. Large ρ on the other hand suggests that the perturbative treatment of the
flow on the 3-brane is not applicable any more. Rather than trying to follow the flow all
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along the RG trajectory it is more reasonable to investigate the conjectured endpoint, a
spherical 2-brane.
Note that the original couplings a and u both become infinite, so that the condensation
process looks quite like usual tachyon condensation with a configuration with vanishing
Zamolodchikov metric as endpoint. But the transformation into (ρ, c2)-coordinates reveals,
that this condensation is not quite as simple, due to the presence of the non-local coupling
λ. The submanifold given by this equation is lower-dimensional but curved, a phenomenon
which is impossible to observe when tachyon condensation in the presence of only local
couplings is studied.
The major drawback of the derivation peresented here is the treatment within per-
turbation theory while only retaining a finite set of couplings. Exact results are out of
reach with this method, and including higher perturbative corrections in the calculations
significantly increases the necessary efforts. In order to substantiate the above results we
will present another check for the conjectured end point of the renormalization group flow
and the existence of a spherical 2-brane with the same qualitative properties in the next
section.
5. Stability of the two-brane
Motivated by the results of the previous section we want to check, if a two-brane
is perturbatively stable. We start with a boundary path-integral localized on X2b = c
2.
This constraint is compatible with the group symmetries of SU(2) and describes spherical
2-branes, which are known to be stable. In order to insert this constraint into the action
we expand it in the fields f and f¯ to lowest order in λ. Moreover we assume that f3 is of
the order of the radius c of the 2-sphere, and the other coordinates are small compared to
c. Explicitly,
f3n = −
1
2c
[
fαfα + 2f
αf¯α
]
n
, (5.1)
where the rhs is projected on the (positive) momentum n, and the index α runs over the
directions {1, 2}.
Substituting (5.1) into the action generates several new vertices. In particular the
3-vertex is removed and the 4-vertex shows a much more complicated structure. The
interaction consists of several terms, proportional to different combinations of λ and c. It
is of the form ∮
β(Xb) =
λ
c
A+
s
c2
B + λ2C. (5.2)
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The vertices A,B,C are written down explicitly in the appendix.
We want to check, if this action leads to a conformal fixed point describing a 2-
brane. Due to the complexity of the generated non-local interaction terms, it is hard to
show conformal invariance directly. Therefore we restrict ourselves to the investigation of
tachyonic instabilities. For this we need to show that no tachyon is present, neither due
to the measure nor due to counter-terms arising at the quantum level. A tachyon would
destabilize the 2-brane and initiate a further condensation.
Such information is contained in the various counter-terms appearing in the renormal-
ization procedure. Furthermore the various β-functions should vanish for the theory to be
scale-invariant. For this one needs to know the logarithmically divergent counter-terms.
More-than-logarithmic divergences tell us, if certain couplings can be set identically to zero
in a consistent way.
For example, we might set a certain coupling g to zero (in an adequate theory).
Renormalization then might make it necessary to add a counter-term which excites the
coupling g. Still, it could be possible to set the renormalized coupling gren to zero as a
renormalization condition. This is then an arbitrary choice and cannot have much physical
meaning; it should rather be viewed as a kind of fine tuning of the theory. However, if all
counter-terms vanish, g = 0 is a solution of the string field theory action.
This is exactly the situation we encounter in our theory (5.2). Due to the complexity
of the 4-vertex, the calculation could be done only for vanishing tachyon. However, this
is enough to see if tachyonic modes destabilize the 2-brane. According to general scaling
arguments, the β-function for u is always proportional to u.9 Hence setting u = 0 makes
its β-function vanish. In order to decide if this condition is just fine tuning or has physical
relevance, we need to know the counter-terms. For the 2-point function at vanishing
external momentum, they are10
Σ(2)(p = 0,Λ) =
[
Λ lnΛ + (γ − 1)Λ
]{ 4λ2
c2s3
− 8
3
λ2
s2c2
− 38
sc4
}
+ lnΛ {terms proportional to u}
(5.3)
9 As the calculations are done in the limit u → 0 it is impossible to obtain an expression for
βu. This limit involves some care in the regularization of the theory. In particular, the appearance
of the correct combinations of u and R (the radius in the disk, which has been set to 1) must be
restored in order see the behavior of βu. The scaling then forces the logarithmic divergences to
be proportional to u.
10 The counter-terms have been calculated in the same way as in the previous section. Again
we find, that the free field normal ordering prescription can be consistently implemented and is
therefore justified a posteriori.
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Most remarkably the more than logarithmically divergent counter-terms are not in-
dependent of each other. They arrange themselves in a way so that they all appear with
the same factor. Therefore it is possible to remove them altogether by imposing one single
condition, adjusting the value of the radius c. Setting for example s = 1 gives
c2 =
57
2
λ−2 =
57
2
κ. (5.4)
Of course, the numerical factor is still modified by wave function renormalization, which
has not been taken into account here.
The logarithmic part of (5.3) contains the 2-loop contribution for βu. To prove con-
formal invariance at the 2-loop level one ought to establish the absence of counter-terms
for the other couplings as well, which we have not obtained here. Rather we want to stress
the absence of higher-than-logarithmic divergences in the counter-terms after imposition
of localization to (5.4) as a check for the claim on the end point of RG-flow of the decaying
3-brane.
It is tempting to view the RG-behavior of our model as realization of ’t Hooft’s nat-
uralness principle, albeit in a different context than confining gauge theories, for which it
was originally formulated [33]. Natural theories do not need fine-tuning of the couplings
in order to cancel counter-terms; therefore, small parameters stay small under a change
of scale, which is a property shared by our model. The physical picture behind is, that
small couplings are preferred, when their vanishing increases a symmetry. One could spec-
ulate about symmetry enhancement in the above model. Reversing the argument would
imply that some symmetry exists which fixes c2 to a certain value. This is reminiscent
of the quantization of radii of D-branes in SU(2) and nourishes hope that higher order
perturbation theory could reveal a D-brane potential capable of describing localization on
quantized D-branes.
6. Discussion and interpretation
Although we have applied the open-closed string correspondence developed in [24]
to a specific example the qualitative features observed here should be rather generic since
apart from the numerical values not much depended on the details of the group manifold in
question. Given the highly symmetric set-up one might hope that some of the phenomena
discussed here within perturbation theory could be established exactly at least for some
simple processes. In particular within the perturbative approximation utilized here we are
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not able to see all D2-branes corresponding to conjugacy classes of the group. Rather we
only see the ‘biggest’ 2-brane. This should be related to the fact that we worked in the
large radius regime. Pushing the perturbation in λ further it is conceivable that additional
fixed points appear which describe ‘smaller’ conjugacy classes, but in order to see these
much more powerful methods are needed. More interestingly it would be worthwhile
investigating, if non-symmetry preserving branes exist in these models.
Although we have observed the absence of divergences in the 2-brane theory by brute
force computation, there may well be symmetry arguments that imply finiteness of the
loop correction. It would be interesting to know if such a symmetry exists, in particular
in view of a non-perturbative approach to these models.
Finally the presence of the non-local coupling λ deserves an interpretation in terms
of open string field theory. We expect that it should be related to some condensate of the
open string degrees of freedom. A better understanding should be useful in view of the
open-closed string correspondence.
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8. Appendix: the three-dimensional theory
Here we collect all the formulas which allow to derive the explicit expressions in 2.2.
8.1. The action
Let Tµ be the generators of SU(2). We define the operators
adf = [f
µTµ, · ] Adh = h · h−1 (8.1)
and derive (with ω(θ) ≡ 2√fµ(θ)fµ(θ) )
Adh = id +
i sinλω
ω
adf +
cosλω − 1
ω2
ad2f
δhh−1 =
[
iλid +
cosλω − 1
ω2
adf + i
sinλω − λω
ω3
ad2f
]
δfµTµ
h−1δh =
[
iλid− cosλω − 1
ω2
adf + i
sinλω − λω
ω3
ad2f
]
δfµTµ.
(8.2)
With these preparations the action can be obtained exactly in these coordinates. An
expansion in the perturbation parameter λ up to order λ3 yields the expressions (2.16)
and (2.17)11.
8.2. The Jacobian
Here we present details about the calculation of the Jacobian as advocated in 2.2.
Unlike for the action, it is not possible to obtain an explicit expression for arbitrary λ, but
a perturbative expansion is possible. Let us first focus on the determinant of the matrix
J11 =
[δhh−1]+
δf
. In components it can be expressed as
(J11)
µν
nm = iλδ
µν
nm − 2i
∮
dθei(n−m)θ
[
ǫρ
µνfρ(θ)
d
dλ
+ 2ǫµλρǫρ
κνfλ(θ)fκ(θ)
]
A(λ)
A(λ) = sinλω − λω
ω3
(8.3)
The functions f(θ) are given by the holomorphic function f(z) with coordinates restricted
to the boundary z = eiθ. As f has no zero mode, the integral can only be non-zero when
m > n. In particular only the very first term contributes to the trace of J11. Higher powers
11 A normalization of boundary integrals has been used, which absorbs factors of 2pi in a
convenient way.
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of J11 contain terms
∮
ei(n−p1)θ1
∮
ei(p1−p2)θ2 · · · ∮ ei(pk−m)θk+1 with n < p1 < · · · < pk <
m. Under the trace these terms vanish again. Therefore (we suppress irrelevant factors
coming from tracing over space indices)
TrJn11 = (iλ)
nTr 1. (8.4)
Using the expansion of the determinant in traces,
lnDet
J11
iλ
= Tr
∫
ds
s
e−s
J11
iλ , (8.5)
we get
Det
J11
iλ
= 1. (8.6)
For the computation of J22 we expand
hδh¯h¯−1h−1 =
8∑
i=0
δbi
δb0 = iλδf¯ δb1 = Z¯1adf¯δf¯
δb2 = Z¯2ad
2
f¯δf¯ δb3 = iλZ3adfδf¯
δb4 = Z3Z¯1adfadf¯δf¯ δb5 = Z3Z¯2adfad
2
f¯δf¯
δb6 = iλZ1ad
2
fδf¯ δb7 = Z1Z¯1ad
2
fadf¯δf¯
δb8 = Z1Z¯2ad
2
fad
2
f¯δf¯ .
(8.7)
with the abbreviations
Z1 = −λ
2
2
+
λ4ω2
24
− λ
6ω4
720
+O(λ7)
Z2 = − iλ
3
6
+
iλ5ω2
120
+O(λ7)
Z3 = iλ+ ω
2Z2.
(8.8)
The functional matrices, which enter the determinant are
[
δbi
δf¯
]−
(µn)(νm)
, (8.9)
where the upper index ‘−’ indicates projection on the antiholomorphic modes. Due to
m ≤ n, they are all upper triangular matrices, hence the determinant is just the product
of the diagonal entries. We re-write it in the following way:
Det
J22
iλ
≡ eTr lnBµνnm , (8.10)
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where
Bµνnm = δ
µν
mn −
4i
λ
∮
Z3Z¯1f
λf¯κǫκνρǫρλµ
− 8
λ
∮ [
Z3Z¯2f
λf¯κf¯ρ + Z1Z¯1f
λfκf¯ρ
]
ǫρνσǫκστ ǫλτµ
+
16i
λ
∮
Z1Z¯2f
λfκf¯ρf¯σǫσντ ǫτρωǫωκξǫξλµ.
(8.11)
Next we expand the logarithm (8.10) and derive an expression for the contribution to the
action. A straight forward calculation reveals
IJacobian = 4λ
2
∑
n>0
fµn fnµ +O(λ4). (8.12)
The lowest order of the Jacobian, which modifies the action, has therefore the form of a
tachyon interaction.
9. Appendix: the two-dimensional theory
In this section f denotes the fields of the 2-dimensional theory, fα = (f1, f2). Using
the constraint (5.1) together with the three-dimensional action yields a two-dimensional
action. Its interaction terms are given by the following expression, supplemented by the
standard kinetic term:
I =
λ
c
A+
s
c2
B + λ2C. (9.1)
The three types of interactions, distinguished through their dependence of combinations
of c and λ, are given by
A =
∑
i
Ai −
∑
i
A¯i
B = B1 +B2 +B3 + B¯3
C = C1 + C2 + C¯2
(9.2)
19
with
A1 =
1
2
∑
a=1
∑
d=2
d−1∑
e=1
(d− a)ǫαβfαa f¯βa+dfeγfγd−e
A¯1 = A
∗
1
A2 =
∑
a=1
∑
c=1
∑
d=2
(d− a)ǫαβfαa f¯βa+dfc+dγ f¯γc
A¯2 = A
∗
2
A3 =
1
4
∑
a=1
∑
b=1
a+b−1∑
g=1
(a− b)ǫαβfαa fβb f¯gγ f¯γa+b−g
A¯3 = A
∗
3
A4 =
1
2
∑
a=1
∑
b=1
∑
c=1
(a− b)ǫαβfαa fβb fcγ f¯γa+b+c
A¯4 = A
∗
4
B1 =
1
4
∑
m=2
m−1∑
a=1
m−1∑
b=1
mfaαf
α
m−af¯bβ f¯
β
m−b
B2 =
∑
m=2
m−1∑
a=1
m−1∑
b=1
mf¯aαf
α
m−afbβ f¯
β
m−b
B3 =
1
2
∑
m=2
m−1∑
a=1
m−1∑
b=1
mfaαf
α
m−afbβ f¯
β
m−b
C1 = −
∑
a,b,c,d=1
(a− b)(c− d)
c+ d
fαa f¯cαf
β
b f¯dβδa+b,c+d
C2 =
1
3
∑
a,b,c,d=1
(c− a− b)f¯αa f¯bαf¯cβfβa+b+c
C¯2 = C
∗
2 .
(9.3)
A contribution from the 3d measure has been not included, since after imposing the con-
straint it would appear as a cosmological constant. For the β-functions this is taken into
account anyway as part of the tachyon couplings.
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