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A factorization of a positive integer n, here, is a specification of m(d), the power 
to which d occurs in n d “‘ld)=n; order is immaterial. The number of factors in a 
factorization has two natural interpretations: as x.(d) or as the number of non- 
zero m(d). that is, counting or not counting multiplicity. In either case. the fac- 
torizations of positive integers <x into k factors number approximately 
+,,(u)x (logx)‘-‘/k!(k- l)!, where u=k(k- l)/logu, and r,!~,, is either r(2-u) or 
l/r( 1 + u) according to whether multiplicity is counted or not. In the former case, 
we must have u < 2 - B; in the latter, u < C. Cl’ 1987 Academic Press. Inc. 
1. INTRODUCTION 
A factorization such as 48 = 3.4.4 may be identified with the mul- 
tiplicity function m: (2, 3,4 ,... } -+ (0, 1,2 ,... }, which specifies the power to 
which each factor occurs. In the example, m(3) = 1, m(4) = 2 and m(n) = 0 
otherwise. 
Let I; denote the set of all m: { 2, 3,4 ,... > + (0, 1, 2 ,... } such that m(n) dif- 
fers from zero for only finitely many n. Let Irnl = ny= 2 d”@’ denote the 
number of which m is a factorization, let 12(rn)=&EZ m(d), and let 
o(m)= #{d:m(d)>O}. W e estimate two counts of factorizations using k 
factors: 
and 
N&x, k) := # { mEF: Irnl d.vand Q(m)=k}, (1.1) 
N,,,(x,k):=#{mEF:\ml<.uandw(m)=k}. 
THEOREM. Let u= u(.u, k) = k(k - I)/log .Y. Then, for uil e, O<E <2, 
url~formlJ, in 21 6 2 - E, 
(i) N,,(u.k)=(r(2-zOu(log.u)~~‘/k!(k-l)!)(l+O,(~~) 
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while ,for all C > 0, uniformly in u 6 C, 
(ii) N,,>(x, k) = (x(log x)’ ‘jk!(li- l)! r( 1 + u))( 1 + U,.(Jli/log x)). 
Minor modifications in the proof of (ii) give a similar result for the num- 
ber of factorizations into distinct factors, that is, with m(d) < 1 for all Ii. 
The only change in the estimate is that ZJ 1 + U) is replaced with f(2 + u). 
It is easily verified that the estimates (i) and (ii) are, for a given x, 
largest for those k near &, and that most of the factoriztions counted 
have ( 1 + o( 1)) & factors. This puts u close to 1, and then 
(l/ZJ 1 + u))/( l/r(2 + u)) is close to l/2. Thus about half the factorizations 
are repetition free, as we should expect since n,T= Z 1 - l/n’) = 4. This is 
not to say that most numbers <x have so many as J-- log x factors. Rather, 
a few highly composite numbers generated most of the factorizations and 
for these “round” numbers most factorizations involve about J- log s fac- 
tors. 
The study of factorizations goes back at least to MacMahon, who 
introduced a generating function 
.fb) := n (1 + l/n”) = 1 lml ‘, 
I? = 2 ,,I t b- 
(1.2) 
and to Oppenheim, who used it to prove 
# .(m: Iml d x} = (1 + 0( l/log x)) xe2,‘10g/2 &(log x)314. (1.3) 
(Oppenheim gave also an asymptotic expansion, good to within a factor of 
1 + O((log x) “) [S].) His proof was a blend of combinatorics and com- 
plex analysis, in which the Riemann zeta function and Bessel functions 
figured prominently. 
Later, Sathe estimated # {n: 1 <n 6 x and i+(n) = k) and its Q counter- 
part [6]. His inductive argument was soon superseded by the analytic 
approach of Selberg, who began with a consideration of (c(s))’ and its 
relation to C,“=, z w(n)/n. This gave simpler proofs and wider generality [7]. 
There are also some results on the number of factorizations m with ImJ < x 
employing either only factors < y, or factors > y [2, 33. 
Here we apply the approaches of Oppenheim and Selberg, and begin 
with the definitions 
f&Y, I) := fj (1 -z/n-‘) 1, 
,z = 2 
(1.4) ,X8 
f&, 2) := n (1 + z/(d - I)), 
n=? 
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For much of the proof of the theorem, the same argument works for 
either case, and we will write simply f(s,z). Further notation which does 
not distinguish Q from w  should also be understood to mean that either 
one will work. Finally, let v denote either of w  or Q. Then 
f(s, z) = 1 ZYCrn) Iml -s) (1.5) 
m  E F 
the sum and product being uniformly and absolutely convergent to f(s, z) 
on all sets of the forms (lzl G C) x (Re(s) b 1 + E), provided C < 2 in the 
case of v = Sz. 
Now f(s, z) is a complex analytic function in two variables, and we refer 
the reader to [4], and in particular to Theorems 2.21 and 2.26, for the 
justification of the use we will make of Cauchy’s theorem and the like in 
this context. 
Let 
Then by Perron’s formula, 
(1.6) 
(1.7) 
(provided Iz( < 2 in case v = Q), and so 
M(x,k):= 1 (x-n)n(n,k)=&.f =,=, zc-‘D(x,z)dz. (1.8) 
I<n<\- 
Now the idea is to first estimate M(x, k) by way of (7) and (8), and then 
interpolate to recover N(.u, k). 
2. ANALYSIS 
By writing f(~, z) = g(s, z) exp(z[(s)), we obtain an analytic extension of 
.f to (Re(s) > 4, s # 1) x (Iz-( < C) (subject to C< l/a in case v = 52). The 
two functions g(s, z) so defined are given by 
gp(s,z)=ep’ fi (l-z/n”))‘exp(-z/n”), 
II=2 
(2.1) 
and 
gJs, z)=e-’ fi (1 +z/(nS- l))exp(-z/n”), 
II=2 
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and the products are absolutely convergent to g(s, :) uniformly on sets of 
the form (Re(s)3~+s)x(JzI<C), provided C<2”“+“) in case v=Q. 
Furthermore, Ig(s, =)I is bounded on any such set. 
Since ][(s)l = O(log t/log log t) for s = 0 + if with g 3 1 and )tl 3 e’ [S], 
we can replace the contour (2 - ii;cl. 2 + ice ) of (1.7) with %?‘, which follows 
the line d = 1 from 1 -ice to 1 -i/6, then circles to the right of 1 to 1 + i/6, 
and then continues along 0 = 1 to 1 + ice. 
It turns out that most of the integral in (1.7) comes from the circular arc. 
Let 6 be the path which coincides with V except that it bypasses 1 to the 
left. Let 9 be the circular path taken counterclockwise around 1 at a radius 
of b. Then 
D(x, z) = &, ( (jD +s, xs+ tfb z, “) 
s(s+l) (2.2) 
= D(x, z) + E(x, z), say. Now we can split M(x, k) into the corresponding 
pieces 
wLw=&~ = - ok-‘(D(x,=)+E(x,z))dz I-l 1 
= li;l(x, k) + EJx), say. 
The main result of this section is 
LEMMA 1. ii;i(.u, k) = (1 + O,(k/log x)) h( 1, U) . i.u”(log x)“-‘/ 
k!(k - l)!, uniformly in u = k(k - 1 )/log .Y d C, where C < 2 in case v = Q, 
and C can be taken arbitrarily large in case v = w. (The definition of h(s, z) 
lies just ahead. It turns uut that h( 1, z) = f(2 -z) or l/f(l + 2) as 
v=L?orol. 
Remark. Given this lemma, it is easy to guess the theorem: just dif- 
ferentiate M(x, k) and ignore the error terms. 
In the proof of Lemma 1 we are only concerned with s near 1, so it is 
natural to write i(s) = l/(s - 1) + y + d(s), where q5( 1) = 0 and 4(s) is entire. 
Next, let 
2 
h(s, z)=-e 
s(s+ 1) 
---/Is- “f(,& =), (2.4) 
Then h(s, z) = (2/s(s + 1)) exp(yz + z&s)) g(s, z) and is given by the series 
expansion 
h(s, 3) = i;. i h;,(s- 1 )’ z’. 
I 0 , = I, 
(2.5) 
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where 
Now for a time consider just the case v = Sz. We may replace the above 
circles of integration with 1s - 11 = E and IzI = 2’-“jl(j + 1 ), and for small E 
(say 0 <E < l/6) conclude from (2.5), by estimating the integral, that 
pii1 <&jE-iy(‘-&y (2.6) 
The point of (2.6) is that later on we need bounds which are good for large 
j, even at the expense of bad growth in i. 
On the other hand, in the case v = o, h(s, z) is entire in z whenever 
Re(s)>+, so again by (2.5), 
for O<E<~ and any C>O. 
Now for Iz( d 1, for either v = Q or v = w, 
&x,z)=;x2 f f h,(~.)~~x’~‘~‘“‘-“(s-l)‘.-‘ds, (2.8) 
r=Oi=O 
since the absolute and uniform convergence of the double sum of (2.5) to 
h(s, z) on (lzl d 1) x (IS- 11 d i) permits the interchange of sums and 
integral. 
The integrals f9 x)‘- ‘e’“” ~ ’ )(s - 1)’ ds are connected with Bessel 
functions. Here all we need is the series expansion 
which may as easily be derived from the series expansion of @-‘) as 
looked up in one of the standard references. Putting this into (2.8) gives 
=i X2 kt, Zk(lOg X)k-’ ‘2’ (log X)-l j j h,-jj 
r=O J=O 
x ((k- 1 -r)! (k-j)!)-’ (2.10) 
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so that 
@(x, k) =;.~‘(log x)” ’ “c’ (log x) ?- i hr /J 
r=o ,=,(k-j)! (k-l --r)!’ (2’11) 
Now let 
A7j(x,k)=;x2(logx)k-’ kc1 (logx)-’ 
hj.r 
(k- 1 -r)! (k+j-r)!’ 
(2.12) 
r=, 
so that 
k-l 
xz(x, k) = c nTr,(x, k). 
,=o 
The bulk of iii(x, k) comes from li;l,(x, k ). which is 
’ x2 ‘:s”‘; ,!’ ‘;’ ho,,k,(k - 1 Meg xY, 2 r 0 
(2.13) 
where k, denotes k!/(k - Y)!. Since u = k(k - l)/log x, this sum should be 
close to C,“=, ho.,u’= h( 1, u). (And this, it turns out, = tj&u).) 
The errors in this approximation have two sources. First, ur # k,(k - 1 ),I 
(log x)“. Second, mj(x, k) for j > 1 have been left out. 
The error in replacing k,(k - l),/(log x)~ with z/ is 
WC,“, [pi;, Ih,,,l ~7 + O(C,[~l Iho,,&(u’- W - 1 ),/(log -x)7. The first 
piece is G C,,J CP’u’ G, (u/C) , uniformly in u d C( 1 - E), provided 
C < 2 in the case v = Q. Note that (u/C)& 6 k/log x here. 
To estimate the second piece of the first error, we start with the obser- 
vation that k,(k - 1 ),/k’(k - 1)’ = 1 + O(r2/k). Thus, 
Cfil 
1 ho.,(u’- k,(k - l),/(log x)’ < ‘f’ (r2/k) Cpru’ 
r=O r=2 
4 E u’/k < k3/(log x)~ < k/log x. (2.14) 
Hence, 
ii;i,(x, k) = (1 + O(k/log x)) h( 1, U) . +x2(log x)& ~ ‘/k!(k - 1 )!. (2.15) 
The remainder of &J(x, k) is 
k-l j- 1 
<(.~~(logx)~~‘/k!(k- l)!) c (logxmJ 1 h,_,,,k,(k- l)j, (2.16) 
j= 1 I=0 
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and, as we shall see, the double sum in (2.16) is 6 E k/log x under our con- 
straints on w. The less favorable case is v = Sz. In this case, from (2.6) the 
double sum in (2.16) is <,J$:i (k- l),(logx)-‘~~,=~l&‘-‘.2~“-““k,. 
In the inner sum here, the ratio of consecutive terms is 
(1 + l/1)&2- ” ~ “‘(k - I) Thus the largest term occurs with I near k, and is . 
4 the last term, while for 16 k - 4/s, the ratio of consecutive terms exceeds 
2. Hence the inner sum is <E (the last of its terms), which is 
(j- 1)~~~2-‘(~“(j-l)k~_~ 4 Ej2-(1pE)ikj_,. Consequently the double 
sum above is < 1;:: (k- l)j kjp,2- “-““(log x)-j < E k/log x, provided 
u < 2 ’ - 2E. This proves Lemma 1 for the case v = 52. The similar but simpler 
case of v = o is left to the reader. 
3. ESTIMATION OF Ek(x) 
Again the more difficult case is with v = 52. We have in either case that 
1 x.s+ I 1 =- - 
27ci s I s(s + 1) P 
YZ 
I-I= 1 27~2 
-k-lg(s, z) exp(zi(s)) dz ds. (3.1) 
The order of integration is interchangeable since the double integral is 
absolutely convergent.) If we now write g(s, z) =C,“=,z”g,(s), then 
g,(s) = (1/27ci) f,-, = 1 Z-‘-‘g(~, z) dz, and so 
(3.2) 
LEMMA 2. For the case v = L?, 
IEk(x)i <x 2.2Pkexp(O(&)), 
while for v = o, 
IEk(x)l 4 x2 exp( - fk log log k + O(k)), 
in both cases with no restrictions on k. 
We begin the proof with some estimates of Ig(s, z)l and jg,(s)j. First 
consider the case v = 52. In this case, g(s, z) = ePi jJz= z (1 -z/&-i e-Z’“S. 
On the straight portion of d, s = 1 + it. Let 2 = z/2” and q(1) = (1 - 1))’ 
(13/3 - CpZ 3 Ak/k(k + 1)). Then for s = 1 + it, 
g(s, z) = (1 + O(z3)) exp($z2([(2s) - 1)) ey(‘), (3.3) 
186 DOUG HENSLEY 
and since gk(.s) = (l/274 f,_, = R z m-k ~ ‘g(.r, Z) &, 
on substituting z = Re” and i = Re’*/2”, with R < 2. Simplifying this gives 
Igk(s)l -+ Rpk exp(M2 - R)), (3.5) 
since, as is readily seen, Iq(A)l d (2( 1 - 1.)))’ here. 
If we now take R = 2 - ,,/?& this becomes 
igkb)i @2pk exp(o(&))y (3.6) 
uniformly in k 3 1 and in s = 1 + it. 
We now modify 6 to b’ by taking a tighter arc to the left of 1, this time 
at a radius of l/(10 k). Again using the integral representation of gk(S) 
with IzI = R = 2 - f 2/k we get 
Isk( 4zpk exp(O(&)) (3.7) 
on Is-- l( = l/(10&), Re(s)6 1. 
By Cauchy’s theorem, 
&(x)=&j” 2nl B, -j$+co; (i(s))‘gk-i(S) Lb (3.8) 
We now divide b’ into two parts, a central segment and the wings 
ItI > T, where T is some large but as yet arbitrary constant. 
Let C(t) = supra ,( I[( 1 + ir)//(2 log log r/log r)). Then C(t) exists for all 
sufficiently large t, from [S]. Clearly C(r) is non-increasing. Thus the con- 
tribution of the wings to Ek(.x) satisfies 
IEk(X)Iwings~X’ Jm (l/t*) 2 (l/j!) C(T)‘(log f/2 log log t)‘Ig,-i(l +it)( 
T j=O 
<X22-k czz (l/t’) i (l,‘j!)(2C( T))‘(log t/log log t)’ dt, (3.9) 
,=o 
since the missing 2-j offsets the absent exp O(Jk-j) from (3.6). 
On the substitution w  = log t, this last bound simplifies to 
eX22pk f& exp( - w  + 2wC( T)/log w) dw = 0(x2. 2-k) as T + co. Thus 
for T sufficiently large, but fixed, 
IEkG(X)Iwings G 2pkX2. (3.10) 
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On the inner segment of b’ we further distinguish three cases: 1~ (tJ < T, 
l/10 &G I?( < 1, and the arc to the left of 1 at radius l/10 ,,&. From 
1 d )t( d T the contribution to Ek(x) is 
@x2eo(Ji;) i (ilj!) 2j-& ( sup I[(1 + it)l)j4 x22-ke0’J? 
j=O 1 < 111 < T  
From l/( 10 $) < ItI < 1 we get a contribution of 
+ x2e0(J) s,l,,, i. (l/j!)2j-k(l/t+O(l))jdt. 
J 
Since (a + b)j < 2.‘(aj + bj) for a, b > 0, the bound above is 
4 X22 -V~@) j,ilO& go (l/j!) 4jtrj dt 3 x22-kexp(50 &), 
I 
as provided for in Lemma 2. Similar calculations on the arc 
Is- 11 = l/10 4 complete the proof of Lemma 2 for the case v = Q. 
For the case v = w, we first note that for s on 6” with G = 1 
lgk z)l eexp(lzl log I4 + O(M)), (3.11) 
uniformly for all complex z. Thus for any R > 0, gk(.s) = 
lpi f,=, = R z -k- ‘g(s, z) dz, and with R = k/log k, we get 
1 gk(s)I + exp( -k log k + k log log k + O(k)), 
uniformly for s= 1 + it with It\ >, l/10 fi. 
On the arc Re(s) < 1, Is- 11 = l/l0 &, and 
Ig(s,z)l <exp((l --a)-‘(l~l(‘~ u)‘“- l)+O(lzl)), 
3.12) 
an estimate which follows without difficulty from the definition (2.1). 
Now taking R = k” in the integral for g,&) we get 
Igk(s)l +exp( -ka log k+ (klpO-- l)/(l -G)+ O(k)), (3.14) 
uniformly in k and s, for Is- l( = l/10 fi, Re(s) < 1, and since 
0 = 1 + 0( l/A)) this simplifies to 
1 gk@)I 4 ev( -k 1% k + O(k)) (3.15) 
on this arc. For k = 0 or 1 we simply take R = 1 and conclude I go(s)1 4 1. 
Rather than make k = 0 or 1 explicitly exceptional cases, we ask that the 
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reader substitute this bound for that of (3.12) whenever reference is made 
to (3.12) with an index of 0 or 1. 
The contribution to Ek(.x) from (t( > T is thus, by (3.12) bounded by 
exP( -(k -j) log(k -j) + (k -j) log log(k - j+ 2)) dt. (3.16) 
For j3 k/2, we can dispense with the last factor and bound the con- 
tribution from these terms by 
?C2eW) 
s 
‘u (l/t’) 1 (l/‘j!)(log t/log log t)’ dr 4 x2eock’ 
T  i>ki2 
.,z,2 (VI! lrn e+(Ox u)jdu)- 
log T  
(3.17) 
Now 
s 00 e-“(u/log u)’ du 6 exp( j log j- j log log j + O(j)), (3.18) l0gT 
because for u 6 j/2, the integrand is increasing rapidly so that relatively 
little of the mass is found in that part, while for u > j/2, e-“(u/log u)j$ 
exp( -j log log j+ O(j)) uje-“, and sg uje-” du =j! = exp( j log j + O(j)). 
Thus the quantity in (3.17) is 
6 ,y2eo(k’ C (W) ew(jl ogj-jloglogj+O(j)) 
, > k/2 
= x2 exp( - $k log log k + O(k)). (3.19) 
On the other hand, that part of (3.16) due to j < k/2 amounts to 
4 x2 exp( -k log log k + O(k)), as we now prove. 
For j< k/2, exp( - (k - j) log(k - j) + (k - j) log log (k - j)) 6 
exp( - (k -j) log k + (k-j) log log k + O(k)). Thus that part of (3.16) due 
to small j is 
4x2 exp( -k log k + k log log k + O(k)) c (l/j!)(k/log k)J 
j=O 
. sm ( l/t2)(log t/log log t)’ dt. (3.20) 
T 
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The integral in (3.20) is <j! exp( -j log log (j+ 2) + O(j)), as we have 
seen, so the sum in (3.20) is 
[k/21 
4 1 (k/log k log(j + 2))’ $ exp(k log k - 2 k log log k), 
j=O 
so that the whole of (3.20) is + x2 exp( - k log log k + O(k)), as claimed. 
Combined with the estimate (3.19), this shows that 
Ek(X),ings <x2 eXp( -&k log log k + O(k)). (3.21) 
Remark. With a bit more care, we could drop the 1 here, but sharper 
estimates in (3.21) do not improve the final result. 
On the central segment of &‘, ItI < T and so )tl 4 &. Thus the con- 
tribution to Ek(x) from the middle part of b’ satisfies 
k (Y/w 
IEk(x)l mid < x2eock) 1 7 exP( -(k -j) lo&k -j) 
j=2 . 
+ (k-j) log lo&k-j)) + 0( 1)) 
< x2eock) j$o ((,,h)j/(j!(k -j)!)) e(k--j)‘og’ogk 
< x2 exp( - +k log k + k log log k + O(k)), (3.22) 
which is less than the bound in (3.21). This completes the proof of 
Lemma 2 for case v = w. 
4. INTERPOLATION 
Both for v = Q and v = o, we now have 
M(x, k) = tx2(log x)k- ’ h( 1, u)( 1 + O,(k/log x))/k!(k - l)!. (4.1) 
Now let 
m(x, k) = tx*(log x)~- ’ h( 1, u)/k!(k - i)!, 
and n(x, k) = dmldx. 
Since N(x, k) is non-decreasing, if h > 0 then 
hN(x, k) < M(x + h, k) - M(x, k). (4.2) 
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Now 
M(x + h, k) - M(x, k) dm(x + h, k) - m(x, k) + 0 
i 
k 
--m(x, k) 
log x 
6 hn(x, k) + O(h’(log x)~- ‘/k!(k - l)!) 
+O 
k 
-4x, k) 
log x 
by Taylor’s theorem. 
With h = x JG, we see that 
N(x, k) d n(x, k)(l + O(J%i%. (4.3) 
By a similar consideration of M(x, k) - M(x- h, k), we get a like lower 
bound, so 
N(x, k) = n(x, k)( 1 + O(,/%z)). (4.4) 
Since n(x, k) = (x(log x)“-‘/k!(k - l)!) h( 1, u)( 1 + O(k/log x)), it only 
remains to show that h( 1, U) = I72 - U) or l/r( I+ u), depending on the 
case in question. From (2.1) and (2.4), in case v = Q, 
=&,=(1-z) fi (1 -z/n)-‘e-“” 
n=l 
=(l-z)r(l-z)=r(2-z), 
by the well-known product formula for the gamma function. When v = w, 
h(l,z)=,(y-l)- m nv2(l+z/(n-1))ePZ’” 
=ey’ fi (1 +z/(n- l))e-Z/Cn-l)= l/r(l +z) 
II=2 
by the same formula. 
REFERENCES 
1. E. R. CANFIELD, P. ERLI~S, AND C. POMERANCE On a problem of Oppenheim concerning 
“Factorisatio Numerorum,” J. Number Theory 17, No. 1 (1983), l-28. 
FACTORIZATIONS WITH k FACTORS 191 
2. D. HENSLEY, The number of factorizations of numbers less than x into factors less than y, 
Trans. Amer. Math. Sot. 275 (1983) 411496. 
3. D. HENSLEY, The number of factorizations of numbers less than x into factors greater than 
y, Trans. Amer. Math. Sot. 282 (1984), 259-214. 
4. L. H&WANDER, “An Introduction To Complex Analysis in Several Variables,” North- 
Holland, New York, 1973. 
5. A. OPPENHEIM, On an arithmetic function, II, J. London Math. Sot. 2, (1927) 123-130. 
6. L. SATHE, On a problem of Hardy on the distribution of integers having a given number of 
prime factors, I-IV, J. Indian Mafh. Sot. (N.S.) 17 (1953) 63-82, 83-141; 18 (1954) 2742, 
43-81. 
7. A. SELBERG, Note on a paper by L. G. Sathe, J. Indian Math. Sot. 18 (1954), 83-87. 
8. E. TICHMARSH, “The Theory of the Riemann Zeta Function,” Oxford Univ. Press 
(Clarendon), London, 1951. 
