Iterative reconstruction algorithms like MLEM (Maximum Likelihood Expectation Maximization) can be regularized using a weighted roughness penalty term according to certain a priori assumptions of the desired image. In the MRP (Median Root Prior) algorithm the penalty is set according to the deviance of a pixel from the local median. This allows both noise reduction and edge preservation. The prior distribution is Gaussian located around the median of a neighborhood of the pixel. Non-monotonic details smaller than a given limit are considered as noise and are penalized. Thus, MRP implicitly contains the general description of the characteristics of the desired emission image, and good localization of tissue boundaries is achieved without anatomical data. In contrast to the MLEM method, the number of iterations needs not be restricted and unlike many other Bayesian methods MRP has only one parameter. The penalty term can be applied to various iterative reconstruction algorithms. The assumption that the true pixel value is close to the local median applies to any emission images, including the 3D acquisition and images reconstructed from parametric sinograms.
I. INTRODUCTION
The iterative reconstruction algorithm MLEM converges towards an unbiased estimate of the emission image [1] . Unfortunately, the image is too noisy to be useful. As the iterations proceed, the low-frequency components of the image emerge first. The early stopping rules terminate the iterations before the noise becomes too dominant [2] . But because the calculation is stopped before the correct quantitative value is reached, some bias may be introduced.
Bayesian, as well as other regularized iterative methods, utilize a weighted penalty term according to certain a priori assumptions of the desired image [3] . The prior is supposed to describe the nature of the true radioactivity concentration of the tissue. Deviations of the image being reconstructed from this prior are penalized. These methods may require non-trivial and case-by-case tuning of multiple parameter values of the prior [4] , [5] .
Priors that minimize an energy term of a neighborhood of pixels act as roughness penalties [6] . They tend to blur edges because both noise and edges contribute to high energy components.
Anatomical images (MRI, CT) have been used as priors in order to improve the edge sharpness in the emission images [7] . However, there is the risk that some functional structures may be penalized because they are not present in the anatomical image. Also, anatomical priors require another modality and thus more complex imaging procedure. Especially the problem of exact coregistration restricts the practical usage of anatomical priors only to brain studies.
The objective of this work is to generalize the prior of the One Step Late (OSL) [3] type algorithm developed in [8] . In this algorithm the pixel value is penalized by its deviance from the median of a neighborhood of pixels. This prior favors images consisting of locally monotonic regions of radioactivity concentrations. The algorithm is called Median Root Prior (MRP) because a signal that passes the median filter unaltered is a root signal of the median filter [9] . The width of the smallest detail to be preserved in the image can be set by the user. MRP utilizes nuclear acquisition data only.
II. THEORY A. Maximum Likelihood
The used notations are listed in Table 1 . The measured data are assumed to be corrected for attenuation and detector normalization. For PET, a detector refers to a detector pair. MLEM searches for such an image^ , that maximizes the conditional probability of the data, given the image. As a function of , it is the likelihood function: l( ) = f(nj ). The likelihood is expressed using the unobserved complete data x. The complete data is related to the observed data n through many-to-one mapping: n d = P b x bd . Each x bd is distributed according to Poisson( b p bd ). Thus, the log-likelihood
where C contains terms independent of b . As x bd is unknown, it is replaced by its expectation value, which can be computed as [10] E x bd jn d ; hki
This is the expectation (E) step. After assigning (2) into (1), the log-likelihood L( b ) is maximized (the M step) with respect to b by zeroing the derivative of (1). Also, P d p bd = 1 is assumed [1] , [10] is called here the likelihood coefficient. If MLEM is allowed to converge, the resulting image provides a good fit with the measured data.
B. Bayesian Methods
In order to suppress the noise of the MLEM method a constraint can be used. The Bayesian MAP approach maximizes the a posteriori probability: f( jn) / f(nj )f ( ).
A general Gibbs form for the a priori probability is [5] f( ) = Ae ? U( ) ; (4) where is the weight of the prior. The non-negative function U( ) has its minimum when the image meets the prior assumptions. It can be an energy function computed according to differences between neighboring pixels [6] .
The complete data formulation and the E step (2) is the same as before. The M step now maximizes the log-posterior
with respect to b . The OSL algorithm is derived using the current image when calculating the derivative of the energy function [3] 
C. Median Root Prior
For MRP, the prior distribution is Gaussian
where the mean M is a hyperparameter, which will be estimated as Med( hki ; b), the median of pixels in a neighborhood centered at b. The prior is actually a family of Gaussians, each member with a different value of M. An algorithm for MRP can be derived by assigning (7) into the equation (5) . As an OSL-algorithm, the MRP then becomes as defined in [8] Without using the OSL-technique, the derivative of (5) 
Here M = Med( MLEMhk+1i ; b) and > 0.
The first iteration is always a plain MLEM starting with a uniform disk as an initial image. The differences between results of the two algorithms are minimal. In this paper, the OSL-type MRP (8) was used.
III. PROPERTIES OF MRP

A. Images Favored by the Prior
The hyperparameter estimation is usually difficult, because it affects the behavior of the prior. The Gaussian prior of MRP (7) has two parameters. The key idea of MRP is the fact that for each pixel, the location M is approximated by the median of a neighborhood of the pixel. Individual pixel differences are not penalized, because it would cause edge blurring. In order to avoid this blurring various parameter-tuned functions have been suggested, such that large deviations between pixels are considered as edges resulting a smaller penalty [5] , [6] . Our approach is simpler and more general, the penalty is set according to how much the center pixel differs from the local median. Since the median follows an edge, the robustness is achieved automatically and a simple quadratic penalty function can be used. The prior needs not be explicitly instructed to behave differently in flat and edgy image areas based on information from other modalities [7] , nor does quantitative aspects such as edge height or noise amplitude cause any parameter tuning [4] . If the image is locally monotonic, no penalty is applied.
The width d of the smallest spatial structure that passes the prior without penalty is (10) is not a resolution measure like the FWHM (full width of half maximum). The detail size describes the anticipated minimum size of the spatial structure in the image considering the prior only. The actual FWHM depends on [8] .
B. Parameter
The user-set parameter is robust in use, because the scale of the Gaussian prior (7) 
and for non-OSL (9),
C. Convergence
The effect of the prior on the convergence can be examined by the properties of the log-prior This means that the introduction of the prior increases the concavity of the objective function and L p () has a unique maximum [6] . The prior also meets the convergence properties listed for OSL in [6] when adapted to MRP. Note that the median of odd number of pixels is always one of the pixels. This makes the difference ( hki b ? M) used in (8) bounded by the minimum and the maximum pixel differences of the neighborhood. The resulting penalty is conservative, unless the center pixel is an outlier.
The practical convergence properties can be verified by monitoring the changes in the log-posterior function. Fig. 1 shows that the change in the log-posterior for MRP and the log-likelihood for MLEM are similarly monotonic. Fig. 1 The change in the log-posterior and the log-likelihood functions.
D. Noise Suppression
The MLEM and MRP images and the MRP coefficient images for the ROI are shown in Fig. 2. Fig. 3 
E. Quantitative Accuracy
The median is a robust estimator of the location of the prior distribution [9] . As the distribution of the true concentration values b is not known, we assume it to be a Gaussian. The robustness means a good tolerance against outliers, which makes the correctness of our assumption less critical. Then the Fig. 3 The CoV of coefficient images. As the image is updated by multiplying by these coefficients, the low value of CoV for MRP suggests a low CoV for the image. pixel values of a neighborhood can be thought as drawn from a symmetrical distribution and the median results in an unbiased estimate.
If the prior has no systematic bias, the average of the coefficients c P hki b should be close to one. The range and the average of the prior coefficients for the heart study is shown in Table 2 for the ROI and for all positive pixels of the whole image. Table 2 The Minimum, the Average and the Maximum of the Prior IV. IMAGES Fig. 5 shows results of MRP image reconstructions using three emission devices (CTI ECAT931/12-08, GE Advance, Siemens Orbiter SPECT) and various tracers and acquisition times. All of the images have been reconstructed in the same way with the same parameter = 0:3 and mask size 3 
3.
The number of iterations was 150, which is safe choice for convergence but it could be smaller. 
V. DISCUSSION
MRP has been applied to many real studies in addition to phantoms [11] , [12] , [8] . The applicability of MRP is good, because the prior is very general. An ideal emission image is locally monotonic. This is also the structure of a root signal of the median filter. Thus, the MRP method contains implicitly the general description of the unknown tracer concentration for both PET and SPECT. This universal nature of the prior makes the usage of MRP virtually independent of the organ or the tracer.
In Bayesian terminology, the penalty of MRP corresponds to a Gaussian prior distribution. When = 1 (8), the two first moments of the prior distribution equal to those of the Poisson(M) distribution. This suggests that also other distributions located at the median could be used. However, the Gaussian distribution of the tracer concentration in a pixel is usually considered as the most cautious one when there is no other information. Due to the quadratic form of the prior the convergence properties of MRP are supposed to be good. This is confirmed by experimental results as well as mathematically. The updating algorithm, here MLEM, deals with the quantitative aspects of the image. The location of the prior follows the current estimate of the image penalizing only non-monotonicity. In practice, the range of the prior coefficients is concentrated close to one across all iterations. This indicates no bias with respect to fully converged MLEM.
The parameter of MRP is the weight of the prior, which controls the strength of monotonicity. The spatial size of the median mask defines the area, where the monotonicity is required. This gives the possibility to pre-set the width of the smallest detail (10) to be preserved and makes MRP intuitively easy to use.
The usage of the median is crucial, e.g. an average would favor blurred images. The edge preservation property of the median filter [9] ensures that not only smooth but also abrupt spatial changes between areas of different emission activity are accepted. This is accomplished without any tuning of prior parameters. For each iteration, the median filtered image is used only as a penalty reference.
The function U() in (4) could be defined analytically [6] . Such a prior should be able to distinguish between noise and real features with high spatial frequencies when applying the penalty. This might be possible with careful parameter tuning, but difficult in general. The problem is to predescribe the desired image properties argmin U( )]. For example, a common energy function U( b ) = P i w bi ( b ? i )
2 results in a penalty with respect to the difference between the center pixel and the weighted average [6] . Thus, the operation is similar to a lowpass filter or, if the center pixel is excluded from the average, a bandstop filter. As the frequency contents of noise and the true image overlap, a compromise between noise rejection and edge blurring must be done. The resulting image may be a good representative for an ensemble of images similar to the true image. But in tomography the key question is "what is the unknown source that gave rise to the particular set of measurements we have?". An average of all plausible images may not be an answer to that question.
Priors that apply penalties based on an anatomical image of the target (brain) are more specific to the given task, but they rely on the assumption that the true emission image usually resembles the given anatomical image in terms of local homogeneity [7] . This may require further assumptions about the tissue types and their normal behavior. This, in effect, results in another good answer to the wrong question.
The images at which the prior probability (4) of MRP has its maximum form a wide class of locally monotonic images. The general description of the desired image is built in the median filter. No analytical or experimental definitions are required. On the other hand, the prior is defined solely based on the measured data. This makes the prior tailored for the given reconstruction task, without compromising the ability to find unexpected anomalies.
The MRP penalty can be applied also to other updating algorithms than the OSL used here, including the transmission algorithms and those using more precise model for attenuation and scatter correction [4] , [13] , [14] .
Our aim was to avoid any unnecessary complexity of the method. Instead of the median, also other robust filters could be used [9] . We preferred the median, because it is easy to implement and well suitable to the given task.
VI. CONCLUSION
MRP allows both noise reduction and edge preservation. In contrast to the MLEM method, the number of iterations needs not be restricted leading to better quantitative results. Only one parameter is needed for MRP. The assumption that the true pixel value is close to the local median applies to any emission or transmission images, including the 3D acquisition and images reconstructed from parametric sinograms. Post-processing such as registration and multimodality fusion is simplified, because of the good localization of tissue boundaries.
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