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Study  region:  Increasing  demographic  pressure  and  economic
development  in  the  Mekong  Basin  result  in greater  dependency
on river  water  resources  and  increased  vulnerability  to streamﬂow
variations.
Study  focus:  Improved  knowledge  of ﬂow  variability  is therefore
paramount,  especially  in remote  catchments,  rarely  gauged,  and
inhabited  by  vulnerable  populations.  We  present  simple  multivari-
ate  power-law  relationships  for  estimating  streamﬂow  metrics  in
ungauged  areas,  from  easily  obtained  catchment  characteristics.
The relations  were  derived  from  weighted  least  square  regression
applied  to  streamﬂow,  climate,  soil,  geographic,  geomorphologic
and land-cover  characteristics  of  65  gauged  catchments  in  the
Lower  Mekong  Basin.  Step-wise  and  best  subset  regressions  were
used  concurrently  to maximize  the  prediction  R-squared  computed
by  leave-one-out  cross-validations,  thus  ensuring  parsimonious,
yet  accurate  relationships.
New hydrological  insights  for the  region:  A  combination  of
3–6  explanatory  variables  –  chosen  among  annual  rainfall,
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drainage  area,  perimeter,  elevation,  slope,  drainage  density  and
latitude – is sufﬁcient  to predict  a range  of  ﬂow  metrics  with  a pre-
diction  R-squared  ranging  from  84  to  95%.  The  inclusion  of forest
or  paddy  percentage  coverage  as  an  additional  explanatory  vari-
able  led  to slight  improvements  in the  predictive  power  of  some  of
the low-ﬂow  models  (lowest  prediction  R-squared  =  89%).  A phys-
ical  interpretation  of  the model  structure  was possible  for  most of
the resulting  relationships.  Compared  to  regional  regression  mod-
els developed  in  other  parts  of  the  world,  this  new  set  of equations
performs  reasonably  well.
©  2014  The  Authors.  Published  by Elsevier  B.V.  This  is  an  open
access  article  under  the  CC  BY-NC-ND  license
(http://creativecommons.org/licenses/by-nc-nd/3.0/).
1. Introduction
Population growth, economic development and climate change increase the vulnerability of people
and ecosystems to variations in river ﬂow. The Mekong Basin in Southeast Asia exempliﬁes these issues
with growing irrigation water demand (Pech and Sunada, 2008), greater ﬂood-risk exposure (Osti
et al., 2011), and hydropower-induced changes in seasonal river ﬂow and ecology (Arias et al., 2012;
Ziv et al., 2012). Adaptation measures are hampered by uncertainties in projected streamﬂow changes
(Kingston et al., 2011). A number of hydrological models have been developed for the Mekong Basin
to predict streamﬂow variability, however their complexity and lack of transparency (Johnston and
Kummu, 2012), often limit possible users to modeling experts, instead of the practitioners working
closely with populations affected by ﬂow extremes. Additionally, the majority of models have been
developed to predict ﬂow along the Mekong mainstem, precluding accurate assessments in headwater
catchments where populations are repeatedly exposed to ﬂash ﬂoods and/or water resource shortages.
Flow duration curves (FDCs) provide an integrated representation of ﬂow variability that can be
used for water resource planning, storage design and ﬂood risk management (Castellarin et al., 2013).
A period-of-record FDC indicates the percentage of time (duration) a particular value of streamﬂow is
exceeded over a historical period. Similarly, a median annual FDC can reﬂect the percentage of time
a particular value of streamﬂow is exceeded in a typical or median year (see Vogel and Fennessey,
1994). Various parametric and nonparametric statistical methods exist to predict an FDC in ungauged
catchments and have been applied in many parts of the world (Castellarin et al., 2004).
We present a set of new multivariate power-law models to predict FDC percentiles as well as other
ﬂow metrics, at any location along the tributaries of the Lower Mekong River (Fig. 1) using easily
determined catchment characteristics. Section 2 describes the main steps of the multiple regression
analysis. Section 3 presents the data used to empirically develop the models. Section 4 presents the
equations of the power-law models, discusses their signiﬁcance and compares their performance with
other case studies.
2. Multiple regression analysis
We  used a multivariate power-law equation (Eq. (1)), already used in many parts of the world (Vogel
et al., 1999; Castellarin et al., 2004), to estimate the river ﬂow Q from m catchment characteristics Xi
(i = 1, . . .,  m).  A logarithmic transformation of Eq. (1) results in a log-linear model (Eq. (2)) whose
coefﬁcients ˇi (i = 1, . . .,  m)  can be determined by multiple linear regression.
Q = expˇ0 · Xˇ11 · Xˇ22 · · · Xˇmm ·  (1)
ln(Q ) = ˇ0 + ˇ1 · ln(X1) + ˇ2 · ln(X2) + · · · + ˇm · ln(Xm) + ε (2)
ˇ0 is the intercept term of the model. v (Eq. (1)) and ε (Eq. (2)) are the log-normally and normally
distributed errors of the models, respectively. The natural logarithm (ln) being deﬁned for strictly pos-
itive values only, catchment characteristics Xi and ﬂow Q with possible zero values are incremented
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Fig. 1. Location of the 65 gauging stations and their catchments in the Lower Mekong River Basin.
by one prior to being used in the regression analysis (Homa et al., 2013). In these cases, Xi and/or Q
should be replaced by Xi + 1 and/or Q + 1, respectively, in Eqs. (1) and (2). The selection of the explana-
tory variables Xi, and the calculation of their respective coefﬁcients ˇi, is performed by weighted least
squares regressions applied to n observations Qj (j = 1, . . .,  n) of Q and their respective m catchment
characteristics Xij. A description of the approaches used to obtain the dependent variables Qj and the
independent variables Xij is presented in Section 3. Unlike ordinary least square regressions treating
the n observations of Qj equally, weighted least square regression (Tasker, 1980) enables the varying
number kj of hydrological years used to calculate each ﬂow statistic Qj and its associated climate char-
acteristics to be taken into account. Values of Qj derived from a greater number of hydrological years
are more precise (have lower variance) and thus should have a greater weight in the regression. How-
ever, this reliability decreases as the variance of Qj increases. To account for these two  counteracting
factors, weights (wj) were calculated as follows:
wj =
√
kj
Stdev(Qj)
(3)
where Stdev(Qj) is the standard deviation of Qj. If Qj is the annual ﬂow, wj can be interpreted as the
inverse of the standard deviation of a mean Qj estimated from kj years. In this case, wj is the exact
weight for the sample mean but is only an approximation of the weight for all other streamﬂow metrics
presented in Section 3.1.
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The selection of the best set of explanatory variables Xi in Eq. (2) was guided by the combined use of
the selection algorithms knows as “best subsets regression” and “step-wise regression” both of which
are widely available in statistical packages. This selection was  intended to maximize the prediction
R-squared (R2pred) calculated by leave-one-out cross-validations. Unlike the classical R-squared the
maximization of which can lead to model over-ﬁtting and loss of robustness, R2pred reﬂects the ability
of the model to predict observations which were not used in the model calibration. Maximizing R2pred
generally leads to greater parsimony in the number of explanatory variables. An explanatory variable
was considered to be statistically signiﬁcantly different from zero if its p-value, derived from Student’s
t test, was lower than 0.05. The required homoscedasticity (homogeneity of variance) of the model
residuals ε was veriﬁed by visual inspection of the residual plots. Possible multi-collinearity among
the explanatory variables was controlled with the variance inﬂation factor (VIF) which should never
exceed 8. VIFs for all explanatory variables of our models were found to never and rarely exceed 3
and 2, respectively. The inﬂuence statistic Cooks D (Cook and Weisberg, 1982) was used to identify
and remove outlier catchments exhibiting high inﬂuence on the estimation of the model coefﬁcients.
Removal of these outliers (between 2 and 5, depending on the ﬂow metrics) was found to system-
atically increase the performance of the models (see Helsel and Hirsch, 2002 for further background
on R-squared, VIF and inﬂuence statistics). The predictive power of the model was measured by four
performance criteria whose values are provided in Table 3: the adjusted R-squared (R2adj), R
2
pred, the
Nash–Sutcliffe efﬁciency coefﬁcients (NSE) and the root mean square normalized error (RMSNE). While
R2pred indicates how well the model predicts responses to new observations, R
2
adj is a useful tool for
comparing the explanatory power of models with different numbers of predictors. Unlike the classical
R-squared whose value increases when a new predictor is added, R2adj will increase only if the new
term improves the model more than would be expected by chance. A value of R2adj much greater than
R2pred indicates that one or more observations are exerting too much inﬂuence on the accuracy of the
regression. Thus, this comparison can help to control for the effect of removing outliers on the model
performance and can be used concurrently with the statistic Cooks D. In addition, R2adj values are useful
to compare our results with other studies. While R2adj and R
2
pred are squared correlation coefﬁcients
measuring the linear association between observations and predictions, NSE measures the goodness
of ﬁt of linear or non-linear models (e.g. power law models), thus allowing performance comparison
with any hydrological model. RMSNE is a common error measure for estimators, combining both the
bias and the dispersion component of the error. NSE and RMSNE are computed as follows:
NSE = 1 −
∑
j(Qj,pred − Qj,obs)
2
∑
j(Qj,obs − Qobs)
2
(4)
RMSNE =
√√√√1
n
×
∑
j
(
Qj,pred − Qj,obs
Qj,obs
)2
(5)
where Qj,pred and Qj,obs are the predicted and observed ﬂow in the catchment j, respectively, and Qobs
is the spatial mean of the observed ﬂow among all studied catchments. Finally, it should be noted that
bias corrections, often required when ﬁtting a model by linear regression on a transformed scale, were
found not to improve our results and thus are not presented here.
3. Data preparation
The power law models were developed using hydrological data and 17 catchment characteristics
(listed in Table 2) from a set of 65 gauged catchments in the Lower Mekong Basin (Fig. 1). This section
explains how these catchments were selected and how their ﬂow metrics and characteristics (i.e.
candidate explanatory variables) were computed.
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3.1. Streamﬂow
The streamﬂow dataset used comprises records of daily discharge at 71 sites located along the
tributaries of the Lower Mekong River. This dataset was prepared and provided by the Mekong River
Commission (MRC). 65 stations located along 50 rivers were selected for our study (Fig. 1), on the basis
that they provide records which were not subject to dam regulation, gaps, and questionable values.
At each station, the selected streamﬂow time series include between 1 and 41 years of records with
a median value of 17 years. Records are available between January 1951 and December 2007. Flow
percentiles at each station were computed following the method suggested by Vogel and Fennessey
(1994): an annual FDC was derived from each period of continuous record during a hydrological
year (April 1st–March 31st). A median annual FDC was computed using all year-speciﬁc annual FDCs.
Compared to the more classical period-of-record FDC, the median annual FDC has the advantage of not
being sensitive to outliers and being less sensitive to the particular period of record used. Eleven ﬂow
percentiles (i.e. exceedance probabilities) were selected and obtained from the FDC: 0.05, 0.10, 0.20,
0.30, 0.40, 0.50, 0.60, 0.70, 0.80, 0.90 and 0.95. Additionally, we computed the median of the annual
minimum, maximum and mean ﬂow (referred to as Min, Max  and Mean, respectively, in Table 3).
These 14 ﬂow metrics are the dependent variables Q (Eqs. (1) and (2)) that we aimed to predict with
the power-law models. Since daily ﬂow values below 1 m3 s−1 are not provided in the MRC  data base,
regression models had to be computed using catchments with median values of ﬂow percentiles
greater than 1 m3 s−1. This resulted in the removal of 15, 11, 10, 7 and 5 catchments from the datasets
used to compute the Min, 0.95, 0.90, 0.80 and 0.70 ﬂow percentiles, respectively.
3.2. Rainfall
The high-resolution (0.25◦ × 0.25◦) daily gridded precipitation database “Aphrodite” (Yatagai et al.,
2012), freely available at http://www.chikyu.ac.jp/precip/was used to compute daily time series
(1951–2007) of areal rainfall over the selected catchments. Gridded values lying within a catchment
were averaged, accounting for the reduced size of cells that overlap the catchment boundary. Several
rainfall variables were tested for correlation with each of the 14 studied ﬂow variables: annual and
monthly rainfall depths, rainfall depth cumulated over the l-day rainiest periods of the hydrologi-
cal year (l = 5, 10, and 15). Among the explanatory variables considered, annual rainfall was found to
exhibit the greatest correlation coefﬁcients with all of the 14 ﬂow variables. Hence, it was included as
the only candidate explanatory rainfall variable for the power-law models (Table 2). Median rainfall
and median ﬂow values used in the regression analyses were derived from the same hydrological years.
3.3. Geomorphological and geographic characteristics
Using standard algorithms available in ArcMap 10.0, several geomorphological catchment charac-
teristics, likely to inﬂuence hydrology, were derived from HydroSHEDS, a quality-controlled 90-m dig-
ital elevation model (Lehner et al., 2006) freely available at http://hydrosheds.cr.usgs.gov/index.php.
These characteristics include drainage area, perimeter, mean slope, mean elevation, drainage density
and drainage direction. The drainage density is the cumulative length of all streams within the catch-
ment, normalized by the drainage area of the catchment. The stream network consists of all outlet
points draining an area greater than 40 km2. This threshold value was  selected so as to best capture
the variability of drainage densities among the studied catchments. Four variables representing mean
drainage directions were calculated, namely South, Southwest, West and Northwest. A value of 1 (or
0) means that the catchment is draining toward the named direction (or opposite to the named direc-
tion). The geographic coordinates of the ﬂow gauging stations (latitude and longitude) were selected
as two additional candidate explanatory variables (Table 2).
3.4. Soil characteristics
Two soil characteristics, likely to control hydrological processes, were selected from the MRC  soil
database (MRC, 2011): soil depth and top soil texture. A four-unit scale suggested by MRC  was used
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Table 1
The 4-unit scale of the two soil characteristics.
Soil depth Top soil texture
1 <30 cm Coarse
2  30–50 cm Medium
3  30–50 cm with gravel Fine
4  >50 cm Peat
Table 2
List of the candidate explanatory variables (catchment characteristics) used in the multiple regression analyses.
Variable Name Deﬁnition Unit Minimum
value
Median
value
Maximum
value
Climatic characteristics
Rain Median annual rainfall mm/year 880 1416 2093
Geomorphologic characteristics
Area Drainage area km2 207 3278 106,748
Peri Perimeter km 76 401 2090
Slop Mean slope % 2 15 32
Elev Mean elevation m 84 562 1168
Drai Drainage density = total stream
lengths/drainage area
km−1 0.09 0.13 0.17
S  Ratio of area draining south
%
21 37 45
SW  Ratio of area draining
southwest
26 44 62
W  Ratio of area draining west 16 35 52
NW Ratio of area draining
northwest
28 41 51
Geographic characteristics (coordinates of the ﬂow gauging stations)
Lati Latitude
decimal degree
12.33 16.70 20.70
Long Longitude 99.35 104.03 108.00
Soil  characteristics (averaged over catchment area)
Sdep Mean soil depth
4-unit scales
0.00 3.07 4.00
Sste  Mean top soil texture 0.00 2.08 2.91
Land cover characteristics (ratio of catchment area coverage)
Fore Forest
%
3 75 98
Padd Paddy 0 4 77
Wetl Wetlands (marsh and swamp) 0 0 1.23
for quantiﬁcation (Table 1). Averaged values for each soil characteristics and each catchment were
averaged by weighting each scale unit by the respective area covered in the catchment.
3.5. Land cover
Three land-cover types, likely to alter hydrology, were selected as candidate explanatory variables:
forest, bunded rainfed lowland rice paddy ﬁelds, the majority of which is never irrigated, and wetlands,
including marsh and swamp. The percentage of surface area covered by each land-cover type in each
catchment was computed using the digitized 2003 land cover map  of the Lower Mekong Basin prepared
by MRC  (2011). Forest cover was produced by merging four forest types available as separate land-
cover classes in the published map: “coniferous forest”, “deciduous forest”, “evergreen forest” and
“forest plantation”. The two other land-cover types were directly available since they correspond to
distinct land cover classes on the published map.
4. Results and discussion
Table 3 presents the results of the multiple regression analyses for the 14 ﬂow metrics listed in
column 1. Column 2 provides the value of the intercept term ˇ0. Columns 3–11 provide the coefﬁcients
ˇt associated with each explanatory variable Xi included in the power-law models (cf. Eq. (1)). Units
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Table 3
Parameters of the power-law models. Column 1: estimated ﬂow metrics (cf. Section 3.1). Columns 2–11: coefﬁcients and t-ratios (in parentheses) of the explanatory variables (cf. Table 2
for description of the variables). Column 12: performance of the models (%) measured by R2
adj
(top-left value), R2
pred
(top-right value), NSE (bottom-left value) and RMSNE (bottom-right
value)  (cf. Section 4 for description of these performance criteria).
Q (m3/s) ˇ0 Explanatory variables (ˇi , i > 0) Performance
Rain Peri Elev Area Drai Slop Lati Padd Fore
Max 1.870
(11.62)
−0.796
(−3.96)
0.668
(14.78)
2.694
(4.66)
0.798
(5.08)
−1.423
(−2.65)
90.4
86.2
89.1
71.5
0.05 −14.434
(−6.31)
2.376
(10.21)
0.862
(21.25)
2.016
(3.81)
94.6
89.1
94.1
53.1
0.10 −21.435
(−13.31)
2.608
(11.81)
0.970
(27.37)
93.9
89.4
93.5
55.3
0.20 −23.087
(−14.07)
2.742
(11.94)
0.988
(28.89)
94.7
92.1
94.3
54.7
0.30 −24.135
(−12.34)
2.519
(9.51)
0.335
(3.34)
0.992
(23.20)
92.5
92.3
91.8
56.6
0.40 −29.234
(−15.53)
2.603
(10.45)
1.789
(24.90)
0.566
(5.82)
93.2
89.3
92.5
51.7
0.50 −32.293
(−15.95)
2.748
(10.15)
1.792
(23.03)
0.807
(7.92)
92.4
84.6
91.7
54.4
−31.247
(−15.38)
2.529
(8.92)
1.798
(23.75)
0.714
(6.57)
0.262
(2.08)
92.8
85.2
92.1
53.1
0.60 −27.435
(−12.27)
2.582
(10.10)
1.558
(20.86)
1.145
(10.33)
−1.650
(−3.29)
92.6
82.7
91.9
57.7
−24.521
(−10.13)
2.289
(8.48)
1.600
(21.87)
0.963
(7.56)
−1.526
(−3.17)
−0.155
(−2.56)
93.3
87.7
92.4
57.1
0.70 −27.047
(−10.54)
2.586
(8.89)
1.440
(18.23)
1.272
(10.83)
−1.935
(−3.64)
91.1
79.7
90.1
62.1
−24.023
(−8.78)
2.307
(7.70)
1.469
(19.26)
1.074
(7.80)
−1.820
(−3.58)
−0.155
(−2.49)
91.9
85.3
90.7
56.8
0.80 −29.130
(−10.99)
2.909
(9.77)
1.373
(17.98)
1.309
(11.30)
−2.034
(−3.97)
92.0
77.9
91.0
71.9
−25.761
(−9.67)
2.582
(8.81)
1.411
(19.78)
1.080
(8.38)
−1.852
(−3.90)
−0.189
(−3.16)
93.2
85.0
92.2
64.2
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Table 3 (Continued)
Q (m3/s) ˇ0 Explanatory variables (ˇi , i > 0) Performance
Rain Peri Elev Area Drai Slop Lati Padd Fore
0.90 −28.562
(−7.21)
2.613
(7.19)
1.467
(15.45)
0.844
(3.67)
−1.706
(−2.13)
0.587
(2.97)
−2.503
(−4.51)
90.9
77.2
89.5
87.2
0.95 −29.536
(−8.83)
3.003
(7.98)
1.312
(13.52)
1.354
(9.92)
−2.236
(−4.01)
86.4
75.6
84.1
86.1
−27.857
(−9.95)
2.698
(8.70)
1.436
(16.35)
0.966
(7.30)
−1.291
(−2.59)
−0.285
(−4.43)
91.6
84.0
90.5
79.0
Min −32.951
(−9.11)
3.027
(9.29)
1.416
(13.14)
0.803
(3.48)
−2.684
(−3.18)
0.535
(3.29)
−2.598
(−4.41)
90.8
76.3
89.1
110
Mean −18.989
(−7.13)
2.543
(11.63)
0.883
(24.13)
1.089
(2.19)
95.2
91.1
94.7
45.2
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of the explanatory variables are indicated in Table 2. Values of the explanatory variable “Padd” and
of the ﬂow metrics 0.50, 0.60, 0.70, 0.80, 0.90, 0.95 and Min  (Table 3) should be incremented by 1 for
inclusion in Eq. (1) (cf. Section 2). As examples, Eqs. (6) and (7) show how to predict the 0.95 ﬂow
percentile (Q0.95) and mean annual ﬂow (Qmean) using the coefﬁcients provided in Table 3.
Q0.95 = exp−27.857 × Rain2.698 × Peri1.436 × Elev0.966 × Lati−1.291 × (Padd + 1)−0.285 − 1 (6)
Qmean = exp−18.989 × Rain2.543 × Area0.883 × Drai1.089 (7)
In order to make the power-law models usable by a broad range of users, Table 3 presents, for each
of the 14 ﬂow metrics, an equation including climatic, geomorphologic and/or geographic explana-
tory variables only, exclusive of other catchment characteristics. This way, users with access to the
DEM and the rainfall database only, can predict the ﬂow metrics and derive FDCs at any point along
the Lower Mekong tributaries. A second equation is provided for the ﬂow metrics which are better
predicted with an additional explanatory variable related to land cover. Except the Q0.95 model whose
predictive power is greatly improved by the inclusion of paddy area as an explanatory variable, R-
squared increments for the other models are modest. It should be noted that the predictive power
of all models may  reduce if they are applied to catchments with characteristics outside the range of
values reported in Table 2.
Drainage directions, soil characteristics, longitude and wetland areas were found not to have signif-
icant explanatory power for any of the ﬂow metrics. These exclusions do not necessarily mean that the
mentioned variables have no effect on the catchments’ hydrological behavior. For instance, the hydro-
logical effects of soils and wetlands are complex and depend on various context-speciﬁc situations
(Ribolzi et al., 2011; Acreman and Holden, 2013) which may  not be reﬂected by the available metrics
that we used. In addition, it should be noted that the surface area of wetlands never exceeds 1.23% of
the catchment areas, for the catchments used in the analyses. This likely explains their negligible role
in hydrological responses.
Annual rainfall is an explanatory variable in all models with associated coefﬁcients exhibiting the
lowest variability between models (variation coefﬁcient < 10%). Values are much greater than unity
(average = 2.59) indicating that an increase of x% in annual rainfall would induce an >x% increase in any
of the studied ﬂow metrics. The rainfall coefﬁcient associated to the model predicting mean annual
ﬂow (ˇ1 = 2.543) corresponds to the rainfall elasticity of streamﬂow. It is greater than the value 1.99
obtained by Hapuarachchi et al. (2008) for the whole Mekong Basin. These elasticity coefﬁcients can
help assess the impact of projected changes in rainfall on future changes in the studied streamﬂow
metrics.
The drainage area is an explanatory variable for mean annual ﬂow and high-ﬂow variables (Max,
0.10, 0.20, 0.30 and Mean). The coefﬁcients for this variable are slightly lower than 1, depicting a slight
tendency for reduction in runoff depth as catchment size increases. This is in agreement with Pilgrim
et al. (1982) who observed a tendency of increased seepage in larger catchments. In contrast, low-
ﬂow variables (0.40, 0.50, 0.60, 0.70, 0.80, 0.90, 0.95 and Min) are better explained by the catchment
perimeter rather than the catchment area. The perimeter provides information related to the shape
of the catchment. For a given catchment area, a greater perimeter implies a longer time for water to
reach the catchment outlet, thus explaining the positive correlation with low ﬂow variables. Further,
it should be noted that the coefﬁcients associated to the drainage area tend to decrease for higher ﬂow
metrics (i.e. lower ﬂow percentiles), and the coefﬁcients associated to the perimeter tend to decrease
for lower ﬂow metrics (i.e. higher ﬂow percentiles). These behaviors could reﬂect the inﬂuence of the
wetted areas and the water head on seepage rates during ﬂood events and the inﬂuence of evaporation
and seepage combined to the ﬂow transit time across the catchment during low ﬂow periods. These
suppositions need to be strengthened by further research on this topic.
The drainage density quantiﬁes the level of catchment drainage by stream channels. Lower drainage
density corresponds to ﬂatter land with less differentiated drainage paths. High values imply steeper-
sided thalweg, shorter ﬂow transfer time and a sharper hydrograph. As would be anticipated, the
coefﬁcients of the drainage density are consistently positive and negative for high ﬂow and low ﬂow,
respectively. Flow percentiles of intermediate magnitude are not inﬂuenced by the drainage density
(Table 3).
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The surface ratio of paddy rice is negatively correlated to four low-ﬂow variables (0.60, 0.70, 0.80
and 0.95). One possible explanation is the ability of paddy ﬁelds to reduce groundwater recharge
due to the impermeable soil layer below the rice root zone, which contributes to the maintenance of
ponded water in the bunded rice ﬁelds and increased evapotranspiration (Bouman et al., 2007).
The signs of the coefﬁcients associated to the other explanatory variables are more difﬁcult to
explain. For instance, the positive coefﬁcients relating to slope, for extreme high and low ﬂows metrics
only (Table 3) are difﬁcult to interpret, corroborating the acknowledged complexity of the relation-
ship between inﬁltration rate and slope steepness (Ribolzi et al., 2011). It is also difﬁcult to interpret
the majority of positive coefﬁcients associated to the mean elevation. Strikingly, latitude is negatively
correlated to virtually all low ﬂow variables above the 0.50 percentile. It is tempting to conclude that
latitude is a surrogate for an environmental variable controlling ﬂow production, not listed in Table 2,
and exhibiting a latitudinal gradient. However, at this stage, it is not possible to provide a candidate
explanation for this particular behavior. The nature of the causal link between increased forest cover-
age and greater median ﬂow (50%) (cf. the positive coefﬁcient in Table 3) is also questionable and could
be interpreted in many ways. Given the complex relationship between tropical forest and hydrology
(Bruijnzeel, 2004), it is wiser not to provide a physical explanation without further research.
Table 3 shows that R2adj and R
2
pred values are excellent (>90%) for most of the variables. According to
the t-ratio values reported in Table 3, the predictors with the greatest explanatory power are “drainage
area” or “perimeter”, depending on the predicted ﬂow metrics. Given that the values of these two vari-
ables span over several orders of magnitude (Table 2), the high values of R2adj and R
2
pred reported in
Table 3 could be largely attributed to mass balance considerations. In other words, these high values
could simply indicate that a much larger catchment is producing much more ﬂow. To verify if this
scale issue actually magniﬁes the performance of the models, we  re-performed the multiple regres-
sion analyses using speciﬁc runoff (in m3 s−1 km−2) as dependent variables and computed NSE based
on volumetric runoff for the two  sets of power-law models predicting either speciﬁc or volumetric
runoff. According to this efﬁciency coefﬁcient, the models predicting speciﬁc runoff were found not
to outperform those described in this paper and are therefore not reported here.
Except for the model predicting maximum daily ﬂow which has one of the lowest values for R2pred,
the models predicting the higher half of the FDC (0.05 ≤ ﬂow percentiles ≤ 0.60), have a mean R2pred
(92.97%) higher than that (90.41%) of the models predicting the lower half of the FDC (0.70 ≤ ﬂow
percentiles ≤ 0.95 and “Min”). This comparison only considers the best model (highest R2pred) for each
ﬂow metric (Table 3). The better prediction of high ﬂow, compared to low ﬂow, suggests that the
explanatory variables tested in this analysis (mainly geomorphological and climate characteristics)
do not correspond to the catchment characteristics that predominantly control low ﬂows. Similar
contrast between the predictive power of high-ﬂow and low-ﬂow models has been observed under
various hydrological conditions (Thomas and Benson, 1970), suggesting that more efforts are needed
to generate catchment characteristics suitable for multivariate low ﬂow predictions.
Fig. 2 illustrates this contrast in performance by comparing observed (Qj,obs) and predicted (Qj,pred)
ﬂow in each studied catchment j for mean annual ﬂow (Fig. 2a and c) and for the model predicting
the 0.95 ﬂow percentile with the best performance (Fig. 2b and d). Runoff values are volumetric
(m3 s−1) in Fig. 2a and b and speciﬁc (m3 s−1 km−2) in Fig. 2c and d. The NSE values calculated with
volumetric runoff (Fig. 2a and b) are greater than those obtained with speciﬁc runoff (Fig. 2c and
d), reﬂecting the mass balance effect (i.e. larger catchments produce more ﬂow) explained above.
Although the scatter plots in Fig. 2a and b align well along the ﬁrst bisector, 30% and 50% of the
catchments, respectively, have an absolute normalized error (ANEj for catchment j, Eq. (8)) greater than
40%. These errors result from the assumptions of the modeling method and from possible inaccuracies
in the original ﬂow values used in the model parameterization. Even though cross-validation has been
performed, extrapolation to ungauged catchments still adds non-measurable uncertainty. Therefore,
we encourage users of these models to cross check predicted ﬂow with other ﬂow prediction methods,
if they are available.
ANEj =
∣∣∣∣Qj,pred − Qj,obsQj,obs
∣∣∣∣ (8)
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Fig. 2. Comparison of observed and predicted ﬂows for the power-law models predicting mean annual ﬂow (a–c) and the 0.95
ﬂow  percentile (b–d). a and b: Volumetric runoff. c and d: Speciﬁc runoff.
Fig. 3 illustrates how ANE varies according to the aridity index and the drainage area of the studied
catchments for the same models used in Fig. 2. ANE is not sensitive to the ﬂow unit (either speciﬁc or
volumetric runoff). The aridity index is the ratio between mean annual potential evapotranspiration
and mean annual rainfall computed using the Climate Research Unit data from Harris et al. (2014). This
index varies between 0.26 and 0.64 with a median of 0.45. This range is similar to that of the wettest
regions in other parts of the world where similar regression models have been developed (cf. the
syntheses of Salinas et al., 2013 and of Blöschl et al., 2013). These authors show that the regressions
models with the lowest ANE values (i.e. best predictive performance) correspond to these wettest
regions. Where aridity increases, ﬂow prediction is hampered by greater hydrological variability and
higher presence of intermittent rivers. The ANE values of the annual ﬂow model reported in this paper
(Fig. 3a) are similar to those observed in other regions under the same aridity conditions (cf. Fig. 5.27
in Blöschl et al., 2013). The ANE values of the 0.95 ﬂow percentile model reported in this paper (Fig. 3b)
are slightly greater than those observed in other regions under the same aridity conditions (Fig. 5 in
Salinas et al., 2013).
In their Fig. 5, Salinas et al. (2013) show that the ANE of low ﬂow models is lower in larger catch-
ments. The authors explain this by the greater space-time aggregation of runoff processes in larger
catchments, increasing the predictability. In contrast, no correlation between ANE and the drainage
area is observed in our analysis (Fig. 3c and d). This absence of trend is expected for the model pre-
dicting mean annual ﬂow (Fig. 3c) which includes drainage area as an explanatory variable (Table 3),
conﬁrming the homoscedasticity of the residuals in Eq. (2). This explanation remains valid for the
model predicting the 0.95 ﬂow percentiles (Fig. 3d) for the two  following reasons: (i) the catchment
perimeter is the main predictor for this model; (ii) the logarithmic forms of the drainage area and
perimeter of the studied catchments are highly correlated: R2 = 0.97.
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Fig. 3. Absolute normalized error (ANE) of predicting mean annual ﬂow (a and c) and the 0.95 ﬂow percentile (b and d) as a
function of aridity index and drainage area. Boxes are 40–60% quantiles, whiskers are 20–80% quantiles.
ANE allows the predictive performance of the models to be assessed on an individual catchment
basis and to determine how it relates to the catchments characteristics. In contrast, R2adj, R
2
pred, NSE
and RMSNE enable an assessment of how well the models described in this paper perform, compared
to regional regression models developed in other parts of the world. For example, the values of R2pred
and R2adj for the model predicting annual ﬂow (Table 3), were compared with the squared correlation
coefﬁcients based on volumetric runoff of the annual ﬂow models compiled by Blöschl et al. (2013)
(Fig. 5.26 in their review), and show similar good performances. The low aridity index of the Lower
Mekong Basin may  contribute to this good performance as previously discussed. The goodness of ﬁt
of the low ﬂow models (Table 3) were compared with that of the low ﬂow models included in the
comparative assessment of Salinas et al. (2013). This comparison is only approximate because the
deﬁnitions of low ﬂow in the studies compiled by Salinas et al. (2013) are not strictly equivalent to
our deﬁnitions. In addition, the benchmark produced by Salinas et al. (2013) for low ﬂow models (cf.
their Fig. 3, left panel) only includes R2 values (equivalent to NSE) based on speciﬁc runoff. Therefore,
we recomputed NSE coefﬁcients for our “Min” and “0.95” models using speciﬁc runoff and obtained
the values 28.4% and 50.5%, respectively, which are lower than the range of values plotted by Salinas
et al. (2013). This comparison indicates that the low ﬂow models “Min” and “0.95” are more suited
for volumetric runoff prediction. The performance of the high ﬂow models “Max” (RMSNE = 71.5%)
and “0.05” (RMSNE = 53.1%) was compared with the baseline provided by Salinas et al. (2013) who
used RMSNE to assess the predictive performance of the reviewed high ﬂow models (cf. their Fig. 3,
right panel). “Max” and “0.05” were found to perform better than 25% and 50% of the models reviewed
by Salinas et al. (2013). While RMSNE is not sensitive to the ﬂow unit (either speciﬁc or volumetric
runoff), this comparison is only indicative, again, because the deﬁnitions of the high ﬂow variables
reviewed by Salinas et al. (2013) differ from our deﬁnitions.
5. Conclusions
The primary goal of this study was to provide a system of simple equations to estimate streamﬂow
metrics at any point along the tributaries of the Lower Mekong River, from easily obtained climatic
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and geomorphologic characteristics. Multivariate power-law models were found to perform well, with
prediction R-squared ranging from 89.09 to 94.71% for the best models predicting each ﬂow metric.
The prediction of most of the low-ﬂow metrics was  slightly improved by the inclusion of forest cover
or paddy cover as explanatory variables, suggesting a causal link between these land-cover types and
low ﬂow hydrology. In addition to ﬂow prediction, these multivariate power law models can be used
for a range of applications: prediction of climate change impact on mean, low and high basin water
yields, assessment of the effect of paddy area expansion on low ﬂow, regional impact assessment of
local hydrological alterations through the comparison of water yields from nested basins.
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