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Abstract
This article considers the stochastic Burgers equation
{
∂tu
(ǫ) = ( ǫ2u
(ǫ)
xx − 12 (u(ǫ)2)x)dt+ ∂tζx
u0 ≡ 0
where ζ is a spatially homogeneous Gaussian random field, 2π-periodic in the space variable,
mean zero and with covarianceEQ {ζ(t, x)ζ(s, y)} = (s∧t)
∑
n≥1 a
2
n cos(n(x−y)) = (s∧t)Γ(x−y)
where Γ is 8 times differentiable. The main result is that
lim
ǫ→0
sup
0≤t≤T
sup
x∈[0,2π]
∣∣∣∣∣∣EQ
{
u(ǫ)2p(t, x)
}
− (−Γ′′(0))p
p∏
j=1
(2j − 1)tp
∣∣∣∣∣∣ = 0.
for each positive integer p and each T < +∞. This result is of interest following the work of
E, Khanin, Mazel and Sinai, proving existence of invariant measure for the stochastic inviscid
Burgers equation, where the hypotheses on the Gaussian random field include those of this
article. The method of E, Khanin, Mazel and Sinai is to construct a solution to the Stochastic
Inviscid Burgers equation using the minimising trajectories of the associated action functional.
This construction relies on the fact that the minimiser exists, which depends on the relative
weak compactness of the unit ball in L2 (Tychonov compactness). Kelley proved that Tychonov
compactness is equivalent to the Axiom of Choice. This article therefore demonstrates that the
Axiom of Choice leads to contradictory results in mathematical analysis.
1 Summary and Notations
This article considers the stochastic Burgers equation
{
∂tu
(ǫ) = ( ǫ2u
(ǫ)
xx − 12(u(ǫ)2)x)dt+ ∂tζx
u0 ≡ 0
(1)
where ∂t denotes a stochastic differential with respect to the variable t, subscripts denote derivative
with respect to the argument labelled by the subscripted variable and ζ is a space homogeneous,
Gaussian, random field, satisfying the following hypotheses.
Hypothesis 1. • (Ω,G, (Gt)0≤t<+∞,Q) denotes a filtered probability space, where
(βjn)j=1,2;n≥1 are standard independent Wiener processes with respect to Q, βjn(0) = 0 for
each (j, n) ∈ {1, 2} ×N and Gt is the σ-algebra generated by the increments
{(βjn(v)− βjn(u))0≤u≤v≤t, (j, n) ∈ {1, 2} ×N}.
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• The Gaussian random field ζ is defined as
ζ(t, x) =
∞∑
n=1
an(cos(nx)β
1n(t) + sin(nx)β2n(t))
where (an)n≥1 are real numbers satisfying
∑∞
n=1 n
4|an| < +∞ and βjn are independent stan-
dard Brownian motions such that βjn(0) = 0 with respect to (Ω,G, (Gt)t≥0,Q).
Notation EQ{.} denote the expectation operator with respect to the measure Q.
Γ denotes the function
Γ(x) =
∑
n≥1
a2n cos(nx). (2)
note that Γ ∈ C8(R) (eight times differentiable) and is 2π periodic.
Under Q, ζ(0, .) ≡ 0 Q-almost surely and ζ is Gaussian satisfying EQ{ζ} = 0, with covariance
given by
EQ {ζ(t, x)ζ(s, y)} = (s ∧ t)
∑
n≥1
a2n cos(n(x− y)) = (s ∧ t)Γ(x− y);
The moment fields are considered. Firstly, a priori bounds are calculated for
m(ǫ)p (t, x1, . . . , xp) := EQ
{
u(ǫ)(t, x1) . . . u
(ǫ)(t, xp)
}
. (3)
for t ∈ [0, T ] where T < +∞. These bounds are independent of ǫ. Secondly, the moment fields are
shown to be Lipschitz, with the Lipschitz constant independent of ǫ. Thirdly, the main results of
the article are the following theorems:
Theorem 1. Let u(ǫ) denote the solution to equation (1), where ζ satisfies hypothesis 1. Then for
all non negative integer p,
EQ
{
u(ǫ)2p+1(t, x)
}
= 0 ∀t ≥ 0, ǫ > 0, ∀x ∈ [0, 2π]
and for all positive integer p and all T < +∞,
lim
ǫ→0
sup
0≤t≤T
sup
x∈[0,2π]
∣∣∣∣∣∣EQ
{
u(ǫ)2p(t, x)
}
− (−Γ′′(0))p
p∏
j=1
(2j − 1)tp
∣∣∣∣∣∣ = 0. (4)
and
2
Theorem 2. There is an adapted function u : Ω×R+×R→ R such that for each p > 1 and each
T < +∞
lim
ǫ→0
EQ
{∫ T
0
∫ 2π
0
∣∣∣u(ǫ)(t, x)− u(t, x)∣∣∣p dxdt} = 0.
For each p > 0, this function solves
{
∂tu = −12(u2)xdt+ ∂tζx
u(0, x) ≡ 0
These results ought to be of interest, following the results of E, Khanin, Mazel and Sinai in [1],
showing existence of an invariant measure for this equation. The moments of the invariant measure
constructed by E, Khanin, Mazel and Sinai are discussed in section 4, where it is shown that
EQ
{
sup0≤x≤2π |u(x)|p
}
< +∞ for each p > 1, where the distribution of u is the invariant measure
for the equation.
Brief Outline From equation (1), it is proved (section 3) that the moment fields defined by
equation (3) satisfy
∂
∂t
m(ǫ)p (t;x1, . . . , xp) =
ǫ
2
∆xm
(ǫ)
p (t;x1, . . . , xp)
−1
2
p∑
j=1
∂
∂xj
m
(ǫ)
p+1(t;x1, . . . , xp, xj) +
∑
1≤j<k≤p
(−Γ′′(xj − xk))mp−2(t; xˆj , xˆk) (5)
where ∂∂xj means derivative with respect to xj (that is both appearances of xj), xˆj denotes that
variable xj has been omitted. This requires a Fubini theorem and the use of Itô’s formula.
The non-linearity in the Burgers equation means the pth equation depends on the p+1 moment
field. To show that there is a well defined solution to this system of equations that gives the moment
fields, several a-priori bounds on moments of the solution to equation (1) and its derivatives have
to be computed. The bounds on the moments and the first derivatives have to be uniform in ǫ to
ensure that the limit, as ǫ tends to zero can be taken.
Theorem 11 gives a bound (independent of ǫ) on
EQ
{
sup
0≤ǫ≤1
sup
0≤t≤T
sup
0≤x≤2π
∣∣∣u(ǫ)(t, x)∣∣∣p
}
and theorem 13 gives a bound (independent of ǫ) on
sup
0<ǫ≤1
sup
0≤t≤T
sup
x1,...,xp
∣∣∣∣ ∂∂x1EQ
{
u(ǫ)(t, x1) . . . u
(ǫ)(t, xp)
}∣∣∣∣ .
After this, it is shown that the conditions are satisfied so that Itô’s formula may be applied and
orders of integration exchanged to show that the moment fields given by equation (3) satisfy equation
(5).
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The a priori upper bounds from theorems 11 and 13 are necessary for a-priori existence of
solution to these moment equations; without them, there is no proof that the moment equations
should have a solution. Next, an appropriate rescaling is carried out. Defining
φ(ǫ)p (t;x1, . . . , xp) :=
m
(ǫ)
p (t; ǫx1, . . . , ǫxp)−m(ǫ)p (t; 0, . . . , 0)
ǫ
and
µ(ǫ)p (t;x1, . . . , xp) := m
(ǫ)
p (t; ǫx1, . . . , ǫxp)
gives
∂
∂t
µ(ǫ)p (t;x1, . . . , xp) =
1
2
∆xφ
(ǫ)
p (t;x1, . . . , xp)
−1
2
p∑
j=1
∂
∂xj
φ
(ǫ)
p+1(t;x1, . . . , xp, xj) +
∑
1≤j<k≤p
µ
(ǫ)
p−2(t; xˆj , xˆk)(−Γ′′(ǫ(xj − xk)). (6)
The result in theorem 1 only requires the diagonal m(ǫ)p (t; 0, . . . , 0) = EQ
{
u(ǫ)p(t, x)
}
. This holds
for all x ∈ R because the distribution of the random field and hence the distribution of u(ǫ)(t, .) is
spatially homogeneous. It is shown that for all (x1, . . . , xp) ∈ R and all T < +∞,
lim
ǫ→0
sup
0≤t≤T
|µ(ǫ)p (t;x1, . . . , xp)−m(ǫ)p (t; 0, . . . , 0)| = 0,
and that there is a function Mp(t) such that for all T < +∞
lim
ǫ→0
sup
0≤t≤T
|m(ǫ)p (t; 0, . . . , 0) −Mp(t)| = 0
and such that for each T < +∞, Mp(t) is Lipschitz for t ∈ [0, T ]. It is clear that
lim
ǫ→0
|Γ′′(ǫz)− Γ′′(0)| = 0 ∀z ∈ R.
For each t ∈ R, m(ǫ)p (t; .) is Lipschitz in the space variable, uniformly in ǫ, from which it follows that
φ
(ǫ)
p (t; .) is Lipschitz in the space variable, uniformly in ǫ. The bounds on the growth, together with
interpreting 12∆ as the infinitesimal generator of the heat semigroup, enable the computations which
show that the terms containing φ(ǫ) do not yield a contribution as ǫ → 0. From this, the results
stated in theorem 1 are obtained. The uniform upper bound in ǫ from theorem 13 is necessary for
the uniform bounds in ǫ on the Lipschitz constant for φ(ǫ) required to take the limit. By taking
ǫ→ 0 in equation (6), the proof of theorem 1 may be completed.
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2 Bounds on the Moments
The following lemma is a necessary first step towards proving theorems 11 and 13.
Lemma 3. Let βj be independent standard Brownian motions with βj(0) = 0, let
Sj(t) = sup
0≤s≤t
|βj(t)|
and let aj be numbers such that
∑
j |aj | < +∞. It follows that
EQ

exp


∑
j
ajS
j(t)



 ≤ exp

 t2

∑
j
a2j

+√2t(√log 2 + 2√π)

∑
j
|aj |



 . (7)
Proof of lemma 3 Firstly, from Revuz and Yor [4] page 55 proposition (1.8), if S(t) = sup0≤s≤t β(s)
where β is a standard Brownian motion with β(0) = 0, such that for all 0 ≤ s ≤ u ≤ v ≤ t < +∞,
β(v)− β(u) is measurable with respect to Gt then, using Q{.} to denote the probability of an event
with respect to Q,
Q{S(1) ≥ x} ≤ exp
{
−x
2
2
}
and rescaling gives
Q{S(t) ≥ x} ≤ exp
{
−x
2
2t
}
.
Let S˜(t) = sup0≤s≤t |β(s)| = sup0≤s≤t β(s) ∨ sup0≤s≤t(−β(s)). Note that
Q
{
S˜(t) ≥ x
}
= Q
{{
sup
0≤s≤t
β(s) ≥ x
}
∪
{
sup
0≤s≤t
(−β(s)) ≥ x
}}
≤ 1 ∧ 2Q {S(t) ≥ x} ≤ 1 ∧ 2 exp
{
−x
2
2t
}
. (8)
Note that
2e−x
2/2t = 1 ⇒ x =
√
2t log 2
(log means natural logarithm). It follows that for any α > 0,
5
EQ
{
eαS˜(t)
}
=
∫ ∞
0
Q
{
eαS˜(t) ≥ y
}
dy
=
∫ ∞
0
Q
{
S˜(t) ≥ 1
α
log y
}
dy
≤ eα
√
2t log 2 +
∫ ∞
eα
√
2t log 2
Q
{
S˜(t) ≥ 1
α
log y
}
dy
≤ eα
√
2t log 2 + 2
∫ ∞
eα
√
2t log 2
e−
1
2α2t
(log y)2dy
Substituting x = log y
α
√
t
so that y = eα
√
tx,
EQ
{
eαS˜(t)
}
= eα
√
2t log 2 + 2α
√
t
∫ ∞
√
2 log 2
e−
x2
2
+α
√
txdx
= eα
√
2t log 2 + 2α
√
teα
2t/2
∫ ∞
√
2 log 2−α√t
e−
x2
2 dx
≤ exp
{
α
√
2t log 2
}
+ 2α
√
2πt exp
{
α2t
2
}
.
Now note that for any non negative numbers a, b, c, α,
eaα + bαecα
2 ≤ eaα+cα2(1 + bα) ≤ e(a+b)α+cα2 .
It follows that, for any α ≥ 0,
EQ
{
eαS˜(t)
}
≤ exp
{√
2t(
√
log 2 + 2
√
π)α+
α2t
2
}
.
It follows that
EQ
{
e
∑
j ajS
j(t)
}
=
∞∏
j=1
EQ
{
eajS
j(t)
}
≤ exp

 t2

∑
j
a2j

+ (√2t(√log 2 + 2√π))

∑
j
|aj |




and lemma 3 is proved.
The following bound will also be useful in the sequel.
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Lemma 4. Let βj be independent standard Brownian motions with βj(0) = 0 and let
Sj(t) = sup
0≤s≤t
∣∣βj(s)∣∣ .
Let aj be real numbers such that
∑
j |aj| < +∞. Let
G(p) =
∫ ∞
0
yp exp
{
−y
2
2
}
dy = 2(p−1)/2ΓEu
(
p+ 1
2
)
, (9)
where ΓEu denotes the Euler Gamma function ΓEu(α) =
∫∞
0 z
α−1e−zdz. It holds that
EQ


∣∣∣∣∣∣
∑
j
ajS
j(t)
∣∣∣∣∣∣
p
 ≤

∑
j
|aj|


p
tp/2
(
(2 log 2)p/2 + 2pG(p − 1)
)
. (10)
Proof Using inequality (8), it follows that
Q{Sj(t) ≥ x} ≤ 1 ∧ 2 exp
{
−x
2
2t
}
.
Provided 0 <
∑
j |aj | < +∞, a standard application of Jensen’s inequality gives, for p ≥ 1,
EQ


∣∣∣∣∣∣
∑
j
ajS
j(t)
∣∣∣∣∣∣
p
 ≤ EQ



∑
j
|aj|Sj(t)


p

=

∑
j
|aj |


p
EQ



∑
j
|aj |∑
j |aj|
Sj(t)


p

≤

∑
j
|aj |


p−1∑
j
|aj |EQ
{
Sj(t)p
}
and
EQ
{
Sj(t)p
}
=
∫ ∞
0
Q
{
Sj(t)p ≥ x} dx = ∫ ∞
0
Q
{
Sj(t) ≥ x1/p
}
dx
≤
∫ ∞
0
(
1 ∧ 2 exp
{
−x
2/p
2t
})
dx
= (2t log 2)p/2 + 2
∫ ∞
(2t log 2)p/2
e−x
2/p/2tdx
= (2t log 2)p/2 + 2ptp/2
∫ ∞
(2 log 2)1/2
zp−1e−z
2/2dz
≤ tp/2
(
(2 log 2)p/2 + 2pG(p − 1)
)
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which gives
EQ


∣∣∣∣∣∣
∑
j
ajS
j(t)
∣∣∣∣∣∣
p
 ≤

∑
j
|aj |


p
tp/2
(
(2 log 2)p/2 + 2pG(p− 1)
)
as advertised.
Lemma 5. For p > 2, T > 0, let Sp,T denote the space of functions f : R+ ×R × Ω → R, 2π
periodic in the space (second) variable, such that for each s ∈ R, f : [0, s]×R×Ω→ R is measurable
with respect to B([0, s]) ⊗B(R)⊗ Gs (where B denotes the Borel σ-algebra) and such that
|‖f |‖p,T :=
(
sup
0≤t≤T
1
2π
∫ 2π
0
EQ {|f(t, x)|p} dx
)1/p
< +∞ (11)
Let
Sp = ∩T>0Sp,T
and let
S∗p = {f ∈ Sp |f(t, .) ∈ C2(R) ∀t < +∞ Q− a.s.} (12)
For each ǫ > 0, p ∈ (0,+∞), there exists a unique solution such that U (ǫ) ∈ Sp to the equation{
∂tU
(ǫ) = ǫ2U
(ǫ)
xx dt− 1ǫU (ǫ) ◦ ∂tζ
U (ǫ)(0, x) ≡ 1, (13)
where the ◦ denotes stochastic integration in the Stratonovich sense. The solution U (ǫ) satisfies the
following regularity: for all T < +∞, there is a version such that almost surely, U (ǫ) ∈ C0,α([0, T ]×
R) (Hölder continuous of order α) for all α < 12 and for each t ∈ [0, T ], U (ǫ)(t, .) ∈ C3,γ(R) (three
times differentiable, third derivative Hölder continuous of order γ) for all γ < 1, where for each
x ∈ R, U (ǫ)(., x), U (ǫ)x (., x), U (ǫ)xx (., x), U (ǫ)xxx(., x) are Hölder continuous in the time variable of all
orders less than 1/2.
Proof Existence and uniqueness of solution to equation (13) is standard and may be found (for
example) in Kunita [3]. Kunita also shows that if Γ ∈ C2n then, almost surely, U (ǫ)(t, .) ∈ Cn−1,γ
(that is n− 1 times differentiable, n− 1th derivative Hölder continuous of order γ) for all γ < 1 in
the space variable and if n ≥ 2, then U (ǫ)(., x) and its first n derivatives are Hölder continous of all
orders less than 12 in the time variable. Kunita’s results are more extensive; those stated above are
the only ones needed here.
To keep this article relatively self contained, an outline of the proof is sketched here. The Itô
formulation of the mild form of equation (13) is
8
U (ǫ)(t, x) =
1 +
1
ǫ
∑
n≥1
an
(∫ t
0
Pt−s(U (ǫ)(s, .) cos(n.))(x)dβ1ns +
∫ t
0
Pt−s(U (ǫ)(s, .) sin(n.))(x)dβ2ns
)
+
Γ(0)
2ǫ2
∫ t
0
Pt−sU (ǫ)(s, x)ds (14)
where for a bounded measurable function f , Pt is defined such that
Ptf(x) =
∫ ∞
−∞
1√
2πǫt
e−y
2/2ǫtf(x+ y)dy. (15)
From Revuz and Yor page 137 definition (2.1) and theorem (2.2), it is sufficient (but not necessary)
that EQ
{∫ t
0 f
2
s ds
}
< +∞ for an adapted measurable function f to ensure that the stochastic
integral
∫ t
0 fsdβ
jn
s is well defined. Set U (ǫ,0) = U (ǫ), f1k(x) =
dk
dxk
cos(x) and f2k(x) =
dk
dxk
sin(x).
Recall the standard result that for two functions f and g, both n times differentiable, the nth
derivative of the product satisfies
(fg)(n) =
n∑
j=0
(
n
j
)
f (j)g(n−j).
For a ≥ 1, let U (ǫ,a) satisfy
U (ǫ,a)(t, x) =
1
ǫ
a∑
k=0
(
a
k
)∑
n≥1
nkan
(∫ t
0
Pt−s
(
U (ǫ,a−k)(s, .)f1k(n.)
)
(x)dβ1ns (16)
+
∫ t
0
Pt−s
(
U (ǫ,a−k)(s, .)f2k(n.)
)
(x)dβ2ns
)
+
Γ(0)
2ǫ2
∫ t
0
Pt−sU (ǫ,a)(s, x)ds
Suppose that existence and uniqueness of solution in Sp for all p ≥ 2 have been established for
b = 0, 1, . . . , a− 1. Consider the iterative sequence: U (ǫ,0)0 ≡ 1 and U (ǫ,a)0 ≡ 0 for a = 1, 2, 3 and
U
(ǫ,a)
m+1(t, x) = PtU
(ǫ,a)(0, x)
+
1
ǫ
a∑
k=1
(
a
k
)∑
n≥1
nkan
(∫ t
0
Pt−s
(
U (ǫ,a−k)(s, .)f1k(n.)
)
(x)dβ1ns (17)
+
∫ t
0
Pt−s
(
U (ǫ,a−k)(s, .)f2k(n.)
)
(x)dβ2n
)
+
Γ(0)
2ǫ2
∫ t
0
Pt−sU (ǫ,a)m (s, x)ds
+
1
ǫ
∑
n≥1
an
(∫ t
0
Pt−s
(
U (ǫ,a)m (s, .) cos(n.)
)
(x)dβ1ns +
∫ t
0
Pt−s
(
U (ǫ,a)m (s, .) sin(n.)
)
(x)dβ2n
)
Set D(ǫ)m = U
(ǫ)
m −U (ǫ)m−1 for m ≥ 1 and D(ǫ,a)m = U (ǫ,a)m −U (ǫ,a)m−1. Then, using D(ǫ)m = D(ǫ,0)m , it follows
that for a = 0, 1, 2, 3 and m ≥ 1,
9
D
(ǫ,a)
m+1(t, x) =
Γ(0)
2ǫ2
∫ t
0
Pt−sD(ǫ,a)m ds (18)
+
1
ǫ
∑
n≥1
an
(∫ t
0
Pt−s
(
D(ǫ,a)m (s, .) cos(n.)
)
(x)dβ1ns +
∫ t
0
Pt−s
(
D(ǫ,a)m (s, .) sin(n.)
)
(x)dβ2n
)
.
while
D
(ǫ)
1 (t, x) =
Γ(0)
2ǫ2
t+
1
ǫ
∑
n≥1
an
(∫ t
0
Pt−s cos(nx)dβ1ns + Pt−s sin(nx)dβ
2n
s
)
and, for a = 1, 2, 3,
D
(ǫ,a)
1 (t, x) =
1
ǫ
a∑
k=1
(
a
k
)∑
n≥1
nkan
(∫ t
0
Pt−s
(
U (ǫ,a−k)(s, .)f1k(n.)
)
(x)dβ1ns
+
∫ t
0
Pt−s
(
U (ǫ,a−k)(s, .)f2k(n.)
)
(x)dβ2n
)
,
so that for each p ≥ 2 there is a constant Cp < +∞ such that (using Γ(0) =
∑
n≥1 a
2
n)
EQ
{
|D(ǫ)1 (t, x)|p
}
≤ Cp
(
Γ(0)
2ǫ2
t
)p
+
Cpt
p/2
ǫp
Γ(0)p/2
and
EQ
{
|D(ǫ,a)1 (t, x)|p
}
≤ Cp
ǫp

∑
n≥1
n6a2n


p/2
t(p/2)−1
a∑
k=1
∫ t
0
EQ
{
|U (ǫ,a−k)(s, x)|p
}
ds a = 1, 2, 3
From equation (18), it follows that
D
(ǫ,a)2p
m+1 (t, x) ≤ 22p



1
ǫ
∑
n≥1
naan
(∫ t
0
Pt−s(D(ǫ,a)m (s, .) cos(n.))(x)dβ
1n
s
+
∫ t
0
Pt−s(D(ǫ,a)m (s, .) sin(n.))(x)dβ
2n
s
))2p
+
(
Γ(0)
2ǫ2
∫ t
0
Pt−sD(ǫ,a)m (s, .)(x)ds
)2p)
.
In the following, the constant K may change from line to line. It denotes a positive finite value.
Let
Mr =
1
ǫ
∑
n≥1
naan
(∫ r
0
Pt−s(D(ǫ,a)m (s, .) cos(n.))(x)dβ
1n
s +
∫ r
0
Pt−s(D(ǫ,a)m (s, .) sin(n.))(x)dβ
2n
s
)
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defined on the time interval r ∈ [0, t]. From equation (17), it is clear (under the assumption that
U (ǫ,b) ∈ Sp for each b < a) that U (ǫ,a)m ∈ Sp for each m < +∞, from which it follows directly that
D
(ǫ,a)
m ∈ Sp for each m < +∞ and hence that M is a local martingale. Note that
〈M〉r = 1
ǫ2
∑
n≥1
n2aa2n
∫ r
0
(
(Pt−s(D(ǫ,a)m (s, .) cos(n.))(x))
2 + (Pt−s(D(ǫ,a)m (s, .) sin(n.))(x))
2
)
ds.
It follows from the Burkholder-Davis-Gundy inequality that
EQ
{
D
(ǫ,a)2p
m+1 (t, x)
}
≤ KEQ



 1
ǫ2
∑
n≥1
n2aa2n
(∫ t
0
(Pt−sD(ǫ,a)m (s, .) cos(n.)(x))
2ds
+
∫ t
0
(Pt−sD(ǫ,a)m (s, .) sin(n.)(x)))
2ds
)p}
+KEQ
{(
Γ(0)
2ǫ2
∫ t
0
Pt−sD(ǫ,a)m (s, x)ds
)2p})
.
Let ‖.‖p denote the norm defined by
‖f‖p(t) = sup
0≤s≤t
(
1
2π
∫ 2π
0
EQ {|f(s, x)|} dx
)1/p
(19)
Then straightforward applications of Hölder’s inequality give, for p ≥ 2,
‖D(ǫ,a)m+1‖pp(t) ≤ K
(∑
n≥1 n
2aa2n
)p/2
ǫp
t(p/2)−1
∫ t
0
‖D(ǫ,a)m ‖pp(s)ds +K
Γp(0)
ǫ2p
tp−1
∫ t
0
‖D(ǫ,a)m ‖pp(s)ds.
Note that, since the field is spatially homogeneous, ‖D(ǫ,a)m ‖pp(t) = EQ
{
|D(ǫ,a)m (t, x)|p
}
. Therefore,
for all t ∈ [0, T ], for T < +∞,
‖D(ǫ,a)m+1‖pp(t) ≤ C(T )
∫ t
0
‖D(ǫ,a)m ‖pp(s)ds
where
C(T ) = K
(∑
n≥1 n
2aa2n
)p/2
ǫp
T (p/2)−1 +K
Γ(0)p
ǫ2p
T p−1
∫ t
0
EQ
{
|D(ǫ)1 (s, x)|p
}
ds,
so that, for 0 ≤ t ≤ T ,
‖D(ǫ,a)m ‖p(t) ≤
(
(C(T )t)m−1
(m− 1)!
)1/p(∫ t
0
‖D(ǫ,a)1 ‖pp(s)ds
)1/p
.
Since
∑
n≥1 n
8a2n < +∞, it follows that
∑
n≥1 n
2aa2n < +∞ for a = 0, 1, 2, 3, it follows inductively,
that ‖D(ǫ,a)m ‖p(t) is summable. This is clearly true for a = 0, which implies that
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sup
0≤s≤T
EQ
{
|D(ǫ)1 (s, x)|p
}
< +∞
and hence is true inductively for a = 1, 2, 3. Existence and uniqueness for solutions to equation (14)
in Sp for all p ∈ [2,+∞) now follows directly by standard Gronwall arguments.
Now set
Ca,p(t) = sup
0≤s≤t
EQ
{
|U (ǫ,a)(t, x)|p
}
The preceeding gives that sup0≤t≤T Ca,p(t) < +∞ for a = 0, 1, 2, 3.
Now set
V (a,h)(t, x) =
U (ǫ,a)(t, x+ h)− U (ǫ,a)(t, x− h)
2h
, (20)
f1k(x) =
dk
dxk
cos(x) and f2k(x) =
dk
dxk
sin(x). Then, since U (ǫ,0)(0, .) ≡ 1 and U (ǫ,a)(0, .) ≡ 0 for
a = 1, 2, 3, it follows that V (a,h) satisfies
V (a,h)(t, x) =
1
ǫ
a∑
k=0
(
a
k
)∑
n≥1
nkan
(∫ t
0
Pt−s(V (a−k,h)(s, .)f1k(n(.+ h)))(x)dβ1ns (21)
+
∫ t
0
Pt−s(V (a−k,h)(s, .)f2k(n(.+ h)))(x)dβ2ns
)
+
Γ(0)
2ǫ2
∫ t
0
Pt−sV (a,h)(s, .)ds
+
1
ǫ
a∑
k=0
(
a
k
)
×
∑
n≥1
nkan
(∫ t
0
Pt−s
(
U (ǫ,a−k)(s, .− h)
(
f1k(n(.+ h)− f1k(n(.− h))
2h
))
(x)dβ1ns
+
∫ t
0
Pt−s
(
U (ǫ,a−k)(s, .− h)
(
f2k(n(.+ h)) − f2k(n(.− h))
2h
))
(x)dβ2ns .
Set
Ka,p,h(t) = sup
0≤s≤t
EQ
{
|V (a,h)(t, x)|p
}
. (22)
For all 2 ≤ p < +∞, elementary arguments give the existence of a constant c1(p, a, T ) < +∞ such
that
12
Ka,p,h(t) ≤ c1(p, a, T )
ǫp

∑
n≥1
n6a2n


p/2
t(p/2)−1
a∑
k=0
∫ t
0
Ka−k,p,h(s)ds
+
c1(p, a, T )
ǫp

∑
n≥1
n8a2n


p/2
t(p/2)−1
a∑
k=0
∫ t
0
Ca−k,p(s)ds
+
c1(p, a, T )
ǫ2p
Γ(0)ptp−1
∫ t
0
Ka,p,h(s)ds
from which it follows that for all T < +∞, 2 ≤ p < +∞ and a = 0, 1, 2, 3, 4, Ca,p(T ) < +∞ and
for a = 0, 1, 2, 3, K˜a,p(T ) := suph>0Ka,p,h(T ) < +∞. These bounds enable Kolmogorov’s criterion
to be applied to the space variable.
The following computations enable the appropriate Hölder continuity to be proved for the time
variable. Set
I(ǫ,a)(r, t;x) =
1
ǫ
a∑
k=0
(
a
k
)∑
n≥1
nkan
(∫ t
r
Pt−s
(
U (ǫ,a−k)(s, .)f1k(n.)
)
(x)dβ1ns
+
∫ t
r
Pt−s
(
U (ǫ,a−k)(s, .)f2k(n.)
)
(x)dβ2ns
)
and note that, for a = 0, 1, 2, 3
U (ǫ,a)(t+ h, x)− U (ǫ,a)(t, x)
= (Ph − I)U (ǫ,a)(t;x) + I(ǫ,a)(t, t+ h;x) + Γ(0)
2ǫ2
(∫ t+h
t
Pt+h−sU (ǫ,a)(s, x)ds
)
.
Let pt(z) = 1√2πte
−z2/2t and note that
∫∞
−∞
√
π
2
|z|√
t
pt(z)dz = 1. From equation (15), it follows that
EQ
{∣∣∣(Ph − P0)U (ǫ,a)(t, x)∣∣∣p} = EQ
{∣∣∣∣
∫ ∞
−∞
pǫh(x− y)
(
U (ǫ,a)(t, y)− U (ǫ,a)(t, x)
)
dy
∣∣∣∣
p}
=
(
2ǫh
π
)p/2
EQ
{∣∣∣∣∣
∫ ∞
−∞
|x− y|√
ǫh
√
π
2
pǫh(x− y)
(
U (ǫ,a)(t, y)− U (ǫ,a)(t, x)
|x− y|
)
dy
∣∣∣∣∣
p}
≤
(
2ǫh
π
)p/2 ∫ ∞
−∞
|x− y|√
ǫh
√
π
2
pǫh(x− y)EQ
{∣∣∣∣∣U
(ǫ,a)(t, y)− U (ǫ,a)(t, x)
x− y
∣∣∣∣∣
p}
dy
≤
(
2ǫh
π
)p/2
K˜a,p(T ).
Straightforward bounds give, for p ≥ 2, a constant Cp < +∞ such that
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EQ
{
|I(ǫ,a)(t, t+ h;x)
}
≤ Cp
ǫp
h(p/2)−1

∑
n≥1
n6a2n


p/2
a∑
k=0
∫ t+h
t
EQ
{∣∣∣U (ǫ,a)(s, x)∣∣∣p} ds
≤ hp/2Cp
ǫp

∑
n≥1
n6a2n


p/2
a∑
k=0
Cp,a(T ).
Finally, for p ≥ 2 and 0 ≤ t ≤ t+ h ≤ T ,
EQ
{∣∣∣∣Γ(0)2ǫ2
(∫ t+h
t
Pt+h−sU (ǫ,a)(s, x)ds
)∣∣∣∣
p
}
≤
(
Γ(0)
2ǫ2
)p
hpCp,a(T ).
It follows that for all p ∈ (2,+∞) and T < +∞, a = 0, 1, 2, 3, there exists a constant c2(p, ǫ, a, T ) <
+∞ such that for all x ∈ R and all t ∈ [0, T − h],
EQ
{∣∣∣U (ǫ,a)(t+ h, x) − U (ǫ,a)(t, x)∣∣∣2p} ≤ c2(p, ǫ, a, T )hp. (23)
By the inequality (23) together with equation (20) and inequality (22), it follows directly by Kol-
mogorov’s criterion that there is a version such that almost surely, for a = 0, 1, 2, 3, U (ǫ,a) is a
Hölder continuous function of all orders less than 12 on [0, T ] ×R. Furthermore, for all t ∈ [0, T ]
U (ǫ,a)(t, .) ∈ C0,γ(R) for all γ < 1.
Furthermore, for a = 0, 1, 2, 3, setting U˜ (ǫ,a)(t, x) = U (ǫ,a)(t, 0) +
∫ x
0 U
(ǫ,a+1)(t, y)dy, it is straight-
forward to show that U˜ (ǫ,a) satisfies equation (14) and hence, since the solution to the equation is
unique, that U˜ (ǫ,a) = U (ǫ,a). It therefore follows that U (ǫ,1) = U (ǫ)x , U (ǫ,2) = U
(ǫ)
xx and U (ǫ,3) = U
(ǫ)
xxx.
It follows that for all T < +∞, U (ǫ) has a version which is three times differentiable in the space
variable and such that U (ǫ)xxx ∈ C0,α([0, T ] ×R) for all α < 12 and U
(ǫ)
xxx(t, .) ∈ C0,γ(R) for all γ < 1
and all t ∈ [0, T ].
For 0 < p < 2, existence is straightforward since a straightforward application of Hölder’s inequality
gives that Sp1 ∈ Sp2 for p2 < p1. For uniqueness, consider 0 < p < 2 and suppose that U (ǫ) and
V (ǫ) are two solutions to equation (13) Sp. Then for each T < +∞,
|‖U (ǫ) − V (ǫ)|‖p,T ≤ |‖U (ǫ) − V (ǫ)|‖2,T = 0
establishing uniqueness in Sp. The proof of lemma 5 is complete.
A Kacs - Feynmann representation may be constructed for the solution of equation (13). To do
so, a standard Wiener process, independent of ζ is introduced. The sample paths of this Wiener
process are denoted by w, and w0 = 0. The notation w(ǫ) :=
√
ǫw is used; this is a Wiener process,
independent of ζ with diffusion coefficient ǫ. The probability measure associated to this Wiener
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process is denoted P and the expectation operator with respect to this Wiener process EP[.]. The
Kacs Feynman representation is
U (ǫ)(t, x) (24)
= EP

exp

−1ǫ

∑
n≥1
an
(∫ t
0
cos
(
n(x+ w
(ǫ)
t−s)
)
dβ1ns +
∫ t
0
sin
(
n(x+ w
(ǫ)
t−s)
)
dβ2ns
)



 ,
where w(ǫ) denotes a Browian motion with respect to P, w(ǫ)0 = 0, with diffusion coefficient ǫ.
Lemma 6 (Bounds). Let Sj,n(t) = sup0≤s≤t |βj,ns |. Then
inf
x∈[0,2π)
inf
t∈[0,T ]
U (ǫ)(t, x) ≥ exp

−1ǫ
∑
n≥1
|an|(1 + ǫn2T )(S1,nT (T ) + S2,nT (T ))

 . (25)
It follows that, for any T < +∞,
ǫEQ
{
inf
t∈[0,T ]
inf
x∈[0,2π)
logU (ǫ)(t, x)
}
≥ −2(
√
2 log 2 +
√
2π)
√
T

∑
n≥1
|an|+ ǫT
∑
n≥1
n2|an|2

 > −∞ (26)
and for each ǫ > 0, each 0 < p < +∞ and each T < +∞ there exists a constant K(p, ǫ, T ) such
that
sup
0≤t≤T
sup
0≤x≤2π
EQ
{∣∣∣∣∣ǫU
(ǫ)
x (t, x)
U (ǫ)(t, x)
∣∣∣∣∣
p}
≤ K(p, ǫ, T ) < +∞. (27)
Proof Applying Jensen’s inequality to equation (24), where Pt is defined as in equation (15), note
that
∂
∂s
Pt−s cos(nx) = − ǫ
2
∂2
∂x2
Pt−s cos(nx) =
n2ǫ
2
Pt−s cos(nx),
∂
∂s
Pt−s sin(nx) =
n2ǫ
2
Pt−s sin(nx)
so that
U (ǫ)(t, x) ≥ e− 1ǫ
∑
n≥1 an(
∫ t
0 Pt−s cos(nx)dβ
1n
s +
∫ t
0 Pt−s sin(nx)dβ
2n
s )
= e−
1
ǫ
∑
n≥1 an(β
1n
t cos(nx)+β
2n
t sin(nx))− 12
∑
n≥1 n
2an(
∫ t
0
β1ns Pt−s cos(nx)ds+
∫ t
0
β2ns Pt−s sin(nx)ds)
≥ e− 1ǫ
∑
n≥1 |an|(1+ǫn2T )(S1n(T )+S2n(T ))
and inequality (25) follows. The inequality (6) follows from inequality (8), which gives
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EQ{Sjn(T )} =
∫ ∞
0
Q{Sjn(T ) ≥ x}dx
≤
∫ ∞
0
1 ∧ 2e−x2/2T dx
=
√
2T log 2 + 2
∫ ∞
√
2T log 2
e−x
2/2T dx
≤
√
2T log 2 +
√
2πT .
Lastly, inequality (27 is considered. It follows from taking a derivative with respect to x in equation
(24) that
ǫU (ǫ)x (t, x)
= EP

exp

−1ǫ

∑
n≥1
an
(∫ t
0
cos
(
n(x+ w
(ǫ)
t−s)
)
dβ1ns +
∫ t
0
sin
(
n(x+ w
(ǫ)
t−s)
)
dβ2ns
)


×
∑
n≥1
nan
(∫ t
0
sin
(
n(x+ w
(ǫ)
t−s)
)
dβ1ns −
∫ t
0
cos
(
n(x+ w
(ǫ)
t−s)
)
dβ2ns
)
and an application of Hölder’s inequality gives
∣∣∣ǫU (ǫ)x (t, x)∣∣∣
≤ EP

exp

−2ǫ

∑
n≥1
an
(∫ t
0
cos
(
n(x+ w
(ǫ)
t−s)
)
dβ1ns +
∫ t
0
sin
(
n(x+ w
(ǫ)
t−s)
)
dβ2ns
)




1/2
×EP



∑
n≥1
nan
(∫ t
0
sin
(
n(x+ w
(ǫ)
t−s)
)
dβ1ns −
∫ t
0
cos
(
n(x+ w
(ǫ)
t−s)
)
dβ2ns
)
2

1/2
From this, for p > 0,
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EQ
{∣∣∣∣∣ǫU
(ǫ)
x (t, x)
U (ǫ)(t, x)
∣∣∣∣∣
p}
≤ EQ
{
1
U (ǫ)(t, x)2p
}1/2
×EQ

EP

exp

−4pǫ

∑
n≥1
an
(∫ t
0
cos
(
n(x+ w
(ǫ)
t−s)
)
dβ1ns
+
∫ t
0
sin
(
n(x+ w
(ǫ)
t−s)
)
dβ2ns
))}]}1/4
×EQ

EP



∑
n≥1
nan
(∫ t
0
sin
(
n(x+ w
(ǫ)
t−s)
)
dβ1ns −
∫ t
0
cos
(
n(x+ w
(ǫ)
t−s)
)
dβ2ns
)
4p



1/4
≤ exp

p
2
ǫ2
t

∑
n≥1
a2n



× exp

2p
2
ǫ2
t

∑
n≥1
a2n



×

 2p∏
j=1
(2j − 1)


1/4
tp/2

∑
n≥
n2a2n


p/2
< +∞,
thus establishing inequality (27).
Theorem 7. Recall the definition of S∗p , in equation (12) in the statement of lemma 5. For fixed
ǫ > 0 and each 0 < p < +∞, under hypothesis 1 that ∑n≥1 n4|an| < +∞, there is existence and
uniqueness of solution to equation (1) in S∗p for each 0 < p < +∞. This solution has a version such
that for any ǫ > 0 and for all t ∈ [0, T ], u(ǫ)(t, .) ∈ C2,γ([0, 2π)) for all γ < 1 and, for fixed x ∈ R,
u(ǫ)(., x) is Hölder continuous of all orders less than 1/2.
Proof Let U (ǫ) denote the unique solution to equation (13) in Sp. Set
u(ǫ)(t, x) := −ǫ ∂
∂x
logU (ǫ)(t, x) =
−ǫU (ǫ)x
U (ǫ)
. (28)
Then, by lemma 6, u(ǫ) is well defined, belongs to Sp and satisfies the regularity properties listed
above. It is straightforward to show that it solves equation (1).
For uniqueness, let U (ǫ) denote the unique solution to equation (13) in Sp and let U (ǫ)f denote any
other solution to equation (13) that is adapted and twice differentiable in the space variables. This
is necessary to ensure that −ǫ(log(U (ǫ)f))x has the spatial regularity to belong to S∗p . Then, for
each x ∈ [0, 2π], U (ǫ)(., x)f(., x) is a semimartingale and
∂t(U
(ǫ)f) =
ǫ
2
U (ǫ)xx fdt−
1
ǫ
U (ǫ)f ◦ ∂tζ + U (ǫ)∂tf + d〈U (ǫ), f〉t
=
ǫ
2
(U (ǫ)f)xxdt− ǫU (ǫ)x fxdt−
ǫ
2
U (ǫ)fxxdt− 1
ǫ
U (ǫ)f ◦ ∂tζ + U (ǫ)∂tf + d〈U (ǫ), f〉t
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so that
0 = −ǫU (ǫ)x fxdt−
ǫ
2
U (ǫ)fxxdt+ U
(ǫ)∂tf + d〈U (ǫ), f〉t.
It follows that f is differentiable in the time variable and hence, using u(ǫ)(t, x) = −ǫU
(ǫ)
x (t,x)
U (ǫ)(t,x)
, that
f satisfies
{
∂
∂tf(t, x) =
ǫ
2fxx + u
(ǫ)fx
f(0, x) ≡ 1. (29)
Theorem 11 shows that, almost surely, sup0<ǫ≤1 sup0≤x≤2π sup0≤t≤T |u(ǫ)(t, x)| < C(T ) where
EQ{C(T )p} < +∞ for each p > 0. It follows that, among functions that are 2π-periodic in
the space variable, the unique solution to equation (29) is f ≡ 1.
Let u˜(ǫ)(t, x) denote any adapted solution to equation (1). Set
U˜ (ǫ)(t, x) = U (ǫ)(t, 0) exp
{
−1
ǫ
∫ x
0
u˜(ǫ)(t, y)dy
}
.
It follows that U˜ (ǫ) satisfies equation (13). Since equation (13) has a unique solution (by lemma 5),
it follows (since U (ǫ) is differentiable) that u˜(ǫ) is uniquely determined and hence that there is a
unique solution to equation (1) in S∗p . The regularity follows directly from equation (28), the lower
bound given by lemma 6 and the regularity results of lemma 5.
For ǫ > 0, under hypothesis 1, there is a solution to equation (1) u(ǫ)(t, .) that for each t ∈ [0, T ]
satisfies u(ǫ)(t, .) ∈ C2,γ(R) for each γ < 1 (twice differentiable, second derivative Hölder continuous
of orders γ for each γ < 1 and for each x ∈ [0, 2π] satisfies u(ǫ)(., x) ∈ C0,α([0, T ]) (Hölder continuous
of order α) for all α < 12 , Q - almost surely. This follows from the regularity of U
(ǫ), the identity
u(ǫ) = −ǫU
(ǫ)
x
U (ǫ)
and the lower bound on U (ǫ) computed in lemma 6. For this solution, it follows that
(1) may be rewritten as
{
∂tu =
(
ǫ
2u
(ǫ)
xx − u(ǫ)u(ǫ)x
)
dt+ ∂tζx
u0 = 0.
(30)
Following the bounds established later in theorem 11, which completes the uniqueness argument
of theorem 7, it will follow that this is the unique solution of equation (1) in the space Sp for
0 < p < +∞.
One of the main tools for analysing the equation is to consider the infinitesimal generator
L(ǫ)(t, x) := ǫ
2
∂2
∂x2
− u(ǫ)(t, x) ∂
∂x
. (31)
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Appling the notation introduced in equation (31) to equation (30), equation (1) may be written as
{
∂tu = L(ǫ)udt+ ∂tζx
u0 = 0.
The process generated by the infinitesimal generator L(ǫ) is given in definition 8 and will be used
extensively in the sequel; an ‘implicit’ representation of the solution to equation (1) will be formu-
lated in terms of the process generated by L (the superscript will be dropped from the notation
when it is clearly implied).
Definition 8. Let w denote a standard Wiener process, w0 = 0, independent of the β
jk and let
Fs,t denote the sigma algebra generated by the increments (wα − wβ)s≤β≤α≤t. Let P denote the
probability measure under which w is a standard Wiener process and let EP denote expectation with
respect to P. Let X(ǫ) denote the stochastic process defined as the unique solution to the stochastic
integral equation
X
(ǫ)
s,t (x) = x+
√
ǫ(wt − ws)−
∫ t
s
u(ǫ)
(
r,X
(ǫ)
r,t (x)
)
dr. (32)
From the regularity results on u(ǫ) (globally Lipschitz in the space variable, Hölder continuous on
the time variable and bounded in [0, T ] × [0, 2π]), it follows directly from standard results that
Q-almost surely, X(ǫ) is well defined, with pathwise uniqueness.
Definition 9. Let S1 denote R with the identification x+2π = x and let C(S1) denote continuous
2π periodic functions. The operator Qs,t : C(S1)→ C(S1) is defined as
Qs,tf(x) = EP[f(Xs,t(x))].
Note that, for f ∈ C(S1),
∂
∂s
Qs,tf(x) = −Qs,t(Lsf)(x) (33)
and
∂
∂t
Qs,tf(x) = Lt(x)Qs,tf(x), (34)
where L is defined by equation (31).
Lemma 10. The following identity holds.
u(ǫ)(t, x) = −
∑
n≥1
nan
(
sin(nx)β1n(t)− cos(nx)β2n(t))
−
∑
n≥1
nan
(∫ t
0
β1n(s)Qs,t(Ls sin(n.))(x)ds −
∫ t
0
β2n(s)Qs,t(Ls cos(n.))(x)ds
)
. (35)
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Proof of lemma 10 For s = s0 < s1 < . . . < sm = t, using equation (33),
u(ǫ)(t, x) = u(ǫ)(t, x)−Q0,tu(ǫ)(0, x)
=
m−1∑
k=0
(Qsk+1,tu(sk+1, x)−Qsjk ,tu(sk, x))
=
m−1∑
k=0
Qsk+1,t(u(sk+1, x)− u(sk, x)) +
m−1∑
k=0
(Qsk+1,t −Qsk,t)u(sk, x)
=
m−1∑
k=0
Qsk+1,t
∫ sk+1
sk
(Lsu(s, .))(x)ds
+
m−1∑
k=0
∑
n≥1
nan
(
Qsk+1,t sin(nx)(β1nsk+1 − β1nsk )−Qsk+1,t cos(nx)(β2nsk+1 − β2nsk )
)
−
m−1∑
k=0
∫ sk+1
sk
Qs,t(Lsu(sk, .))(x)ds
=
m∑
k=1
∫ sk+1
sk
(Qsk+1,t −Qs,t)(Lsu(sk, .))(x)ds
−
m−1∑
k=1
∑
n≥1
nan
(
β1nsk (Qsk+1,t −Qsk,t) sin(nx)− β2nsk (Qsk+1,t −Qsk,t) cos(nx)
)
+
∑
n≥1
nan
(
β1nt sin(nx)− β2nt cos(nx)
)
.
This holds for any partition 0 = s0 < . . . < sm = t. Now, let the mesh size tend to zero. The
convergence details are standard and give the advertised result.
The next theorem gives bounds on the moments of the solution.
Theorem 11. Suppose that hypothesis 1 is satisfied. Let u(ǫ) denote the solution to equation (1).
Let G(p) be the constant given in equation (9), defined in lemma 4. Then
EQ
{(
sup
0≤ǫ≤1
sup
0≤s≤t
sup
0≤x≤2π
|u(ǫ)(s, x)|
)p}
≤ C1(p, t)

∑
n≥1
n3|an|


p
exp

C2(p, t)
∑
n≥1
n6a2n + C3(p, t)
∑
n≥1
n3|an|

 = K(p, T ), (36)
where
C1(p, t) = (2 + t)
3p/2((2 log 2)p + 4pG(2p − 1))1/2,
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C2(p, t) = 2p
2t3
and
C3(p, t) = 2
√
2(2
√
π +
√
log 2)pt3/2.
This result is consequence of the following lemma with b˜ = 1, where b˜ is defined in the statement
of the lemma.
Lemma 12. Set
f1b(y) =


cos(y) b = 4n
− sin(y) b = 4n+ 1
− cos(y) b = 4n+ 2
sin(y) b = 4n+ 3
for non negative integer n. Set f2b(y) = f1,(b+3)(y). Set
θ(ǫ)(b; t, x) =
∑
n≥1
nban
(
f1b(nx)β
1n
t + f2b(nx)β
2n
t
)
(37)
+
∑
n≥1
nban
(∫ t
0
Qs,t(Lsf1b(n.))(x)β1ns ds+
∫ t
0
Qs,t(Lsf2b(n.))(x)β2ns
)
ds.
For bj ≥ 1, set b˜ = sup(b1, . . . , bp). Suppose that
∞∑
n=1
n2+b˜|an| < +∞,
so that
∞∑
n=1
n2(2+b˜)a2n < +∞.
Then
EQ


p∏
j=1
(
sup
0≤ǫ≤1
sup
0≤s≤t
sup
0≤x≤2π
∣∣∣θ(ǫ)(bj , s, x)∣∣∣
)

≤ C1(p, t)

∑
n≥1
n2+b˜|an|


p
exp

C2(p, t)
∑
n
n2(2+b˜)a2n + C3(p, t)
∑
n≥1
n2+b˜|an|

 , (38)
where
C1(p, t) = (2 + t)
3p/2 ((2 log 2)p + 4pG(2p − 1))1/2 ,
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C2(p, t) = 4p
2t3
and
C3(p, t) = 4
√
2(2
√
π +
√
log 2)pt3/2.
Note that u(ǫ)(t, x) = θ(ǫ)(1; t, x).
Proof of lemma 12 Note that
Qs,t(Ls sin(n.))(x) =
(
Qs,t
( ǫ
2
∂2xx − u(ǫ)(s, .)∂x
)
sin(n.)
)
(x)
= −nEP
[
u(ǫ)
(
s,X
(ǫ)
s,t (x)
)
cos
(
nX
(ǫ)
s,t (x)
)]
− n2 ǫ
2
EP
[
sin
(
nX
(ǫ)
s,t (x)
)]
and, similarly,
Qs,t(Ls cos(n.))(x) = nEP
[
u(ǫ)
(
s,X
(ǫ)
s,t (x)
)
sin
(
nX
(ǫ)
s,t (x)
)]
− n2 ǫ
2
EP
[
cos
(
nX
(ǫ)
s,t (x)
)]
.
It follows that, for j = 1, 2,
Qs,t(Lsfjb(n.))(x) = −nEP
[
u(ǫ)
(
s,X
(ǫ)
s,t (x)
)
fj,(b+1)
(
nX
(ǫ)
s,t (x)
)]
− n2 ǫ
2
EP
[
fjb
(
nX
(ǫ)
s,t (x)
)]
.
Equation (37) therefore gives
θ(ǫ)(b; t, x) =
∑
n≥1
nban
(
f1b(nx)β
1n(t) + f2b(nx)β
2n(t)
)
−
∑
n≥1
n1+ban
(∫ t
0
(
β1n(s)EP
[
u(ǫ)(s,X
(ǫ)
s,t (x))f1(b+1)(nX
(ǫ)
s,t (x))
]
+β2n(s)EP
[
u(ǫ)(s,X
(ǫ)
s,t (x))f2,(b+1)
(
nX
(ǫ)
s,t (x)
)])
ds
)
− ǫ
2
∑
n≥1
n2+ban
(∫ t
0
(
β1n(s)EP
[
f1b
(
nX
(ǫ)
s,t (x)
)]
+ β2n(s)EP
[
f2b
(
nX
(ǫ)
s,t (x)
)])
ds
)
. (39)
Now set
B˜(b, t) =
∑
n≥1
nb|an|
(
sup
0≤s≤t
∣∣β1n(s)∣∣+ sup
0≤s≤t
∣∣β2n(s)∣∣) . (40)
Set
C˜(ǫ)(b, t) = sup
0≤s≤t
sup
0≤x≤2π
∣∣∣θ(ǫ)(b, s, x)∣∣∣ . (41)
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In particular, from equation (37),
C˜(ǫ)(1, t) = sup
0≤s≤t
sup
0≤x≤2π
∣∣∣u(ǫ)(s, x)∣∣∣ .
It follows from equation (39) that
C˜(ǫ)(b, t) ≤ B˜(b, t) +
∫ t
0
C˜(ǫ)(1, s)B˜(b+ 1, s)ds +
ǫt
2
B˜(b+ 2, t). (42)
Set
C˜(b, t) = sup
0<ǫ<1
C˜(ǫ)(b, t), (43)
so that
C˜(1, t) = sup
0<ǫ≤1
sup
0≤s≤t
sup
0≤x≤2π
∣∣∣u(ǫ)(s, x)∣∣∣ .
The extraordinary level of detail in the following very, very simple Gronwall argument has been
inserted for the benefit of the mathematically challenged, some of whom amazingly seem to be
employed on the editorial boards of prestigious journals.
Note that B˜(b, t) defined by equation (40) is increasing as b increases for b > 0. This has to be
pointed out, because it is apparently not self - evident. Let D(ǫ)(1, t) denote the solution to
D(ǫ)(1, t) = (1 +
ǫt
2
)B˜(3, t) +
∫ t
0
D(ǫ)(1, s)B˜(3, s)ds,
so that (very, very clearly)
D(ǫ)(1, t) ≤ (1 + ǫt
2
)B˜(3, t)e
∫ t
0
B˜(3,s)ds
and let D(ǫ)(b, t) solve
D(ǫ)(b, t) = B˜(b+ 2, t) +
∫ t
0
D(ǫ)(1, s)B˜(b+ 2, s)ds +
ǫt
2
B˜(b+ 2, t)ds.
then it should be clear to anyone with a brain without further explanation that C˜(ǫ)(b, t) ≤ D(ǫ)(b, t)
and, since B˜(b, s) is increasing in b, it follows directly that D(ǫ)(b, s) ≥ D(ǫ)(1, s) for b ≥ 1. It
therefore follows that
D(ǫ)(b, t) ≤ B˜(b+ 2, t) +
∫ t
0
D(ǫ)(b, s)B˜(b+ 2, s)ds +
ǫt
2
B˜(b+ 2, t).
Since B˜(b, s) is increasing in s, it follows that for all 0 ≤ s ≤ t and 0 < ǫ ≤ 1,
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D(ǫ)(b, s) ≤
(
1 +
t
2
)
B˜(b+ 2, t) + B˜(b+ 2, t)
∫ s
0
D(ǫ)(b, r)dr.
From this, it is it follows that, for 0 < ǫ ≤ 1,
C˜(ǫ)(b, t) ≤ D(ǫ)(b, t) ≤
(
1 +
t
2
)
B˜(b+ 2, t) exp
{
tB˜(b+ 2, t)
}
. (44)
where C˜(ǫ)(b, t) is defined by equation (41). Set
D˜(b, t) :=
(
1 +
t
2
)
B˜(b+ 2, t) exp
{
tB˜(b+ 2, t)
}
, (45)
so that, from equation (44),
sup
0<ǫ≤1
C˜(ǫ)(b, t) ≤ D˜(b, t). (46)
It follows, using b˜ = b1 ∨ . . . ∨ bp, that
EQ


p∏
j=1
sup
0<ǫ<1
sup
0≤s≤t
sup
x
∣∣∣θ(ǫ)(bj ; s, x)∣∣∣

 ≤
(
1 +
t
2
)p
EQ
{
B˜(b˜+ 2, t)p exp
{
ptB˜(b˜+ 2, t)
}}
.
Using the bounds calculated in lemmas 3 and 4, and recalling equation (40), it follows that
EQ


p∏
j=1
sup
0≤ǫ≤1
sup
0≤s≤t
sup
0≤x≤2π
∣∣∣θ(ǫ)(bj ; s, x)∣∣∣


≤
(
1 +
t
2
)p
EQ
{
B˜(b˜+ 2, t)2p
}1/2
EQ
{
exp
{
2ptB˜(b˜+ 2, t)
}}1/2
≤ (2 + t)3p/2
(∑
n
n2+b˜|an|
)p
((2 log 2)p + 4pG(2p − 1))1/2
× exp
{
4p2t3
∑
n
n2(2+b˜)a2n +
(
2
√
π +
√
log 2
)
4
√
2pt3/2
∑
n
n2+b˜|an|
}
,
which is the bound advertised in the statement of lemma 12.
Proof of Theorem 11 This follows directly from lemma 12 with b1 = . . . = bp = 1.
The next theorem ensures that the moment fields are uniformly Lipschitz in the space variables.
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Theorem 13. Let u(ǫ) denote the solution to equation (1), under the condition that
∑
n≥1
n4|an| < +∞,
so that
∑
n≥1
n8a2n < +∞.
It holds that
sup
0≤s≤t
sup
x1,...,xp
EQ
{∣∣∣u(ǫ)x (s, x1)u(ǫ)(s, x2) . . . u(ǫ)(s, xp)∣∣∣} ≤ K(p, t)
where K(p, t) is independent of ǫ and is given by
K(p, t) =

C1(p, t)
(∑
n
n4|an|
)p
+ C2(p, t)
(∑
n
n4|an|
)p+1
× exp
{
C3(p, t)
∑
n
n8a2n + C4(p, t)
∑
n
n4|an|
}
,
where
C1(p, t) = (2 + t)
3p/2((2 log 2)p + 4pG(2p − 1))1/2,
C2(p, t) = (2 + t)
3(p+1)/2((2 log 2)p+1 + 4(p + 1)G(2p + 1))1/2,
C3(p, t) = 2(p + 1)
2t3
and
C4(p, t) = 2(p+ 1)t
3/2(
√
2(
√
log 2 + 2
√
π)).
Recall the definition of m
(ǫ)
p given in equation (3),
m(ǫ)p (t;x1, . . . , xp) := EQ


p∏
j=1
u(ǫ)(t, xj)

 .
Then
sup
1≤j≤p
sup
0≤s≤t
sup
0<ǫ≤1
∣∣∣∣ ∂∂xjm(ǫ)p (s;x1, . . . , xp)
∣∣∣∣ ≤ K(p, t),
where K(p, t) is described above.
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This theorem is a consequence of the following lemma.
Lemma 14. Using the notations of lemma 12, recall that
C˜(b, t) := sup
0≤s≤t
sup
0≤ǫ≤1
sup
0≤x≤2π
∣∣∣θ(ǫ)(b; s, x)∣∣∣ .
With change of notation, set b˜ = 2∨max(b1, . . . , bp−1) (the change is the 2) and suppose that (an)n≥1
satisfies
∑
n≥1
n2+b˜|an| < +∞,
so that
∑
n≥1
n2(2+b˜)a2n < +∞.
Then, for 0 ≤ t < +∞,
sup
0≤s≤t
EQ
{
C˜(b1, t) . . . C˜(bp−1, t)
∣∣∣u(ǫ)x (s, x)∣∣∣} ≤ K(p; b˜, t),
where
K(p; b˜, t) :=

C1(p, t)
(∑
n
n2+b˜|an|
)p
+ C2(p, t)
(∑
n
n2+b˜|an|
)p+1 (47)
× exp
{
C3(p, t)
∑
n
n4+2b˜a2n + C4(p, t)
∑
n
n2+b˜|an|
}
,
where
C1(p, t) = (2 + t)
3p/2((2 log 2)p + 4pG(2p − 1))1/2,
C2(p, t) = (2 + t)
3(p+1)/2((2 log 2)p+1 + 4(p + 1)G(2p + 1))1/2,
C3(p, t) = 2(p + 1)
2t3
and
C4(p, t) = 2(p+ 1)t
3/2(
√
2(
√
log 2 + 2
√
π)).
Proof of lemma 14 Recall the definition of X given in equation (32). Let Fs,t denote the σ-algebra
generated by the increments wv − wu, s ≤ u < v ≤ t. From equation (35), note that
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u(ǫ)
(
s,X
(ǫ)
s,t (x)
)
= −
∑
n≥1
nan
(
sin
(
nX
(ǫ)
s,t (x)
)
β1n(s)− cos
(
nX
(ǫ)
s,t (x)
)
β2n(s)
)
+
∑
n≥1
n2an
(∫ s
0
(
β1n(r)EP
[
u
(
r,X
(ǫ)
r,t
)
cos
(
nX
(ǫ)
r,t (x)
)∣∣∣Fs,t]
−β2n(r)EP
[
u
(
r,X
(ǫ)
r,t (x)
)
sin
(
nX
(ǫ)
r,t (x)
)∣∣∣Fs,t]) dr)
+
ǫ
2
∑
n≥1
n3an
(∫ s
0
(
β1n(r)EP
[
sin
(
nX
(ǫ)
r,t (x)
)∣∣∣Fs,t]− β2n(r)EP [cos(nX(ǫ)r,t (x))∣∣∣Fs,t]) dr
)
.
Taking derivative in x, and using X ′ to denote X differentiated with respect to x gives
∂
∂x
(
u(ǫ)(s,X
(ǫ)
s,t (x))
)
= −X(ǫ)′s,t (x)
∑
n≥1
n2an
(
cos
(
nX
(ǫ)
s,t (x)
)
β1n(s) + sin
(
nX
(ǫ)
s,t (x)
)
β2n(s)
)
−EP

∫ s
0
X
(ǫ)′
r,t (x)
∑
n≥1
n3an
(
β1n(r)u(ǫ)
(
r,X
(ǫ)
r,t
)
sin
(
nX
(ǫ)
r,t (x)
)
+β2n(r)u(ǫ)
(
r,X
(ǫ)
r,t (x)
)
cos
(
nX
(ǫ)
r,t (x)
))
dr
∣∣∣Fs,t]
+EP

∫ s
0
∂
∂x
(
u(ǫ)(r,X
(ǫ)
r,t (x))
)∑
n≥1
n2an
(
β1n(r) cos
(
nX
(ǫ)
r,t (x)
)
−β2n(r) sin
(
nX
(ǫ)
r,t (x)
))
dr
∣∣∣Fs,t]
+
ǫ
2
EP

∫ s
0
X
(ǫ)′
r,t (x)
∑
n≥1
n4an
(
β1n(r) cos
(
nX
(ǫ)
r,t (x)
)
+ β2n(r) sin
(
nX
(ǫ)
r,t (x)
))
dr
∣∣∣Fs,t

 .
Now, set
g(t)(s) =
1
2π
∫ 2π
0
EP
[∣∣∣∣ ∂∂x
(
u(ǫ)(s,X
(ǫ)
s,t (x))
)∣∣∣∣
]
dx.
and recall the notation
C˜(1, t) = sup
0<ǫ<1
sup
0≤s≤t
sup
0≤x≤2π
∣∣∣u(ǫ)(s, x)∣∣∣ .
Recall the definition of B˜(b, t) given in equation (40).
Note that X(ǫ)′s,t (x) ≥ 0 and that 12π
∫ 2π
0 X
(ǫ)′
s,t (x)dx = 1. The above analysis yields
g(t)(s) ≤ B˜(2, s) + sC˜(1, s)B˜(3, s) + ǫ
2
sB˜(4, s) + B˜(2, s)
∫ s
0
g(t)(r)dr.
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Using the fact that B˜(b, s) is increasing in b yields
g(t)(s) ≤ B˜(4, s) + s
(
C˜(1, s) +
ǫ
2
)
B˜(4, s) + B˜(4, s)
∫ s
0
g(t)(r)dr.
Since B˜(b, s) and C˜(1, s) are increasing in s, it follows that for any 0 ≤ r ≤ s ≤ t and any 0 < ǫ ≤ 1
g(t)(r) ≤ B˜(4, s) + s
(
C˜(1, s) +
1
2
)
B˜(4, s) + B˜(4, s)
∫ r
0
g(t)(α)dα,
yielding that for any 0 < ǫ ≤ 1 and any s ≤ t,
g(t)(s) ≤ B˜(4, s)
(
1 + s
(
C˜(1, s) +
1
2
))
exp
{
sB˜(4, s)
}
.
Recall equations (42) and (45), which give
C˜(1, s) ≤
(
1 +
s
2
)
B˜(3, s) exp
{
sB˜(3, s)
}
,
from which (using B˜(3, s) ≤ B˜(4, s))
g(t)(s) ≤
(
1 +
s
2
)(
1 + sB˜(4, s)esB˜(4,s)
)
B˜(4, s)esB˜(4,s).
Now, using b˜ = 2∨max1≤j≤p−1 bj, recall the definition of D˜ given in equation (45) and the inequality
given in equation (46), for 0 ≤ s ≤ t < +∞, it follows by an application of lemmas 3 and 4 to get
from the second last to the last line, that
EQ
{
C˜(b1, t) . . . C˜(bp−1, t)
∣∣∣∣∣∂u
(ǫ)
∂x
(s, x)
∣∣∣∣∣
}
≤ EQ
{
D˜p−1(b˜, t)
∣∣∣∣∣∂u
(ǫ)
∂x
(s, x)
∣∣∣∣∣
}
=
1
2π
∫ 2π
0
EQ
{
D˜p−1(b˜, t)
∣∣∣∣∣∂u
(ǫ)
∂x
(s, x)
∣∣∣∣∣
}
dx = EQ
{
D˜p−1(b˜, t)g(s)(s)
}
≤
(
1 +
t
2
)p
EQ
{
B˜p(b˜+ 2, t)eptB˜(b˜+2,t) + tB˜p+1(b˜+ 2, t)e(p+1)tB˜(b˜+2,t)
}
≤
(
1 +
t
2
)p(
EQ
{
B˜2p(b˜+ 2, t)
}1/2
EQ
{
e2ptB˜(b˜+2,t)
}1/2
+tEQ
{
B˜2(p+1)(b˜+ 2, t)
}1/2
EQ
{
e2(p+1)tB˜(b˜+2,t)
}1/2)
≤ K(p; b˜, t),
where K(p; b˜, t) is the constant given in equation (47). The conclusion of the last line from the
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second last follows by an application of lemmas 3 and 4. Lemma 4 gives
EQ
{
B˜2p(b, t)
}
= EQ



∑
n≥1
nb|an|(S1n(t) + S2n(t))


2p

≤

∑
n≥1
nb|an|


2p
22ptp ((2 log 2)p + 4pG(2p − 1))
and lemma 3 gives
EQ
{
e2ptB˜(b,t)
}
≤ e4p2t3
∑
n≥1 n
2ba2n+4pt
3/2
√
2(
√
log 2+2
√
π).
These bounds may be applied to give the desired result.
Proof of Theorem 13 Note that
sup
0≤s≤t
∣∣∣∣ ∂∂xjm(ǫ)(s;x1, . . . , xp)
∣∣∣∣ = sup
0≤s≤t
∣∣∣∣∣∣EQ



∏
k 6=j
u(ǫ)(s, xk)

ux(s, xj)


∣∣∣∣∣∣
≤ sup
0≤s≤t
EQ{C˜(1, s)p−1|ux(s, xj)|}
and the result now follows by applying lemma 14 with b1 = . . . = bp−1 = 1.
Lemma 15. Suppose that
∑
n≥1 n
4|an| < +∞ so that
∑
n≥1 n
8a2n < +∞. For any T ≥ 0, there
exists a constant C(p, T ) such that
sup
0≤t≤T
sup
0≤ǫ≤1
∂
∂ǫ
m
(ǫ)
2p (t,0) ≤ C(p, T ).
Note that this lemma gives no information on a lower bound.
Proof For ǫ > 0, set u˜ = ∂u
(ǫ)
∂ǫ . Then u˜ is differentiable in t and satisfies{
u˜t =
ǫ
2 u˜xx − uu˜x − uxu˜+ 12uxx
u˜(0, x) ≡ 0. (48)
Recall (suppressing the notation ǫ from the process X) that
Xs,t(x) = x+
√
ǫ(wt − ws)−
∫ t
s
u(ǫ) (r,Xr,t(x)) dr,
so that
∂Xs,t(x)
∂x
= 1−
∫ t
s
u(ǫ)x (r,Xr,t(x))
∂Xr,t(x)
∂x
dr
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yielding
∂Xs,t(x)
∂x
= e−
∫ t
s ux(r,Xr,t(x))dr . (49)
It follows from equation (48), using equation (49) to go from the first line to the second, that
u˜(t, x) =
1
2
∫ t
0
EP
[
uxx(s,Xs,t(x))e
− ∫ ts ux(r,Xr,t(x))dr
]
ds
=
1
2
∫ t
0
EP
[
uxx(s,Xs,t(x))
∂Xs,t(x)
∂x
]
ds
=
1
2
∂
∂x
∫ t
0
EP [ux(s,Xs,t(x))] ds,
yielding (for ǫ > 0)
∂
∂ǫ
m(ǫ)(t;x1, . . . , xp) =
p∑
j=1
EQ



∏
k 6=j
u(t, xk)

 u˜(t, xj)


=
1
2
p∑
j=1
∂
∂xj
∫ t
0
EQ



∏
k 6=j
u(t, xk)

EP [ux(s,Xs,t(xj))]

 ds
so that
∂
∂ǫ
m(ǫ)p (t,0) =
p
2
∫ t
0
1
2π
∫ 2π
0
EQ
{
up−1(t, x)
∂
∂x
EP [ux(s,Xs,t(x))]
}
dxds
= −p(p− 1)
2
∫ t
0
EQ
{
up−2(t, x)ux(t, x)EP [ux(r,Xr,t(x))]
}
dr. (50)
Now, set v = ux and note that{
∂tv = (
ǫ
2vxx − v2 − uvx)dt+ ∂tζxx
v(0, x) ≡ 0.
It follows that
v(t, x) = −
∑
n≥1
n2an
(
β1n(t) cos(nx) + β2n(t) sin(nx)
)
−
∑
n≥1
n2an
(∫ t
0
β1n(s)Qs,t(Ls cos(n.))(x)ds +
∫ t
0
β2n(s)Qs,t(Ls sin(n.))(x)ds
)
−
∫ t
0
EP[v
2(s,Xs,t)]ds.
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Recall the definition of θ given in equation (37). For b = 2,
θ(2; t, x) = −
∑
n≥1
n2an
(
β1n(t) cos(nx) + β2n(t) sin(nx)
)
−
∑
n≥1
n2an
(∫ t
0
β1n(s)Qs,t(Ls cos(n.))(x)ds +
∫ t
0
β2n(s)Qs,t(Ls sin(n.))(x)ds
)
so that
ux(t, x) = θ(2; t, x)−
∫ t
0
EP[v
2(s,Xs,t(x))]ds.
Note that
EP[ux(r,Xr,t(x))] = EP[θ(2; r,Xr,t(x))] −
∫ r
0
EP[v
2(s,Xs,t(x))]ds
It follows that
ux(t, x)EP[ux(r,Xr,t(x))] = θ(2; t, x)E[θ(2; r,Xr,t)]
+
∫ t
0
EP[v
2(s,Xs,t(x))]ds
∫ r
0
EP[v
2(s,Xs,t(x))]ds
−θ(2; t, x)
∫ r
0
EP[v
2(s,Xs,t(x))]ds − EP[θ(2; r,Xr,t(x))]
∫ t
0
EP[v
2(s,Xs,t(x))]ds.
Putting this into equation (50) gives
∂
∂ǫ
m
(ǫ)
2p (t,0) ≤ −p(2p− 1)
(∫ t
0
EQ
{
u2(p−1)(t, x)θ(2; t, x)EP[θ(2; r,Xr,t(x))]
}
dr
−
∫ t
0
EQ
{
u2(p−1)(t, x)θ(2; t, x)
∫ r
0
EP[v
2(s,Xs,t(x)]ds
}
dr
−
∫ t
0
EQ
{
u2(p−1)(t, x)EP[θ(2; r,Xr,t(x))]
∫ t
0
EP[v
2(s,Xs,t(x))]ds
}
dr
)
.
Note that
0 ≤
∫ r
0
EP[v
2(s,Xs,t(x))]ds ≤
∫ t
0
EP[v
2(s,Xs,t(x))]ds = θ(2; t, x)− ux(t, x),
from which it follows that
∂
∂ǫ
m
(ǫ)
2p (t,0) ≤ −p(2p − 1)
(∫ t
0
EQ
{
u2(p−1)(t, x)θ(2; t, x)EP[θ(2; r,Xr,t(x))]
}
dr
−tEQ
{
u2(p−1)(t, x)θ(2; t, x)(θ(2; t, x) − ux(t, x))
}
dr
−
∫ t
0
EQ
{
u2(p−1)(t, x)EP[θ(2; r,Xr,t(x))](θ(2; t, x) − ux(t, x))
}
dr
)
.
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Recall the definition of C˜(ǫ) given in equation (41); namely,
C˜(ǫ)(b, t) = sup
0≤s≤t
sup
0≤x≤2π
∣∣∣θ(ǫ)(b, s, x)∣∣∣ .
In particular,
C˜(ǫ)(1, t) = sup
0≤s≤t
sup
0≤x≤2π
∣∣∣u(ǫ)(s, x)∣∣∣
and
C˜(ǫ)(2, t) = sup
0≤s≤t
sup
0≤x≤2π
∣∣∣θ(ǫ)(2; s, x)∣∣∣ .
It follows that
sup
0≤s≤t
∂
∂ǫ
m
(ǫ)
2p (s,0) ≤ p(2p − 1)
×
(
3tEQ
{
C˜(ǫ)(1, t)2(p−1)C˜(ǫ)(2, t)2
}
+ 2t sup
0≤s≤t
EQ
{
C˜(ǫ)(1, t)2(p−1)C˜(ǫ)(2, t) |ux(s, x)|
})
.
The first term on the right hand side is bounded, independently of ǫ, by an application of lemma 12.
The second term is bounded, independently of ǫ by an application of lemma 14.
3 The Moment Equations
Having constructed a priori bounds for the moments of solutions to equation (1) and a priori bounds
on the Lipschitz constant, which are independent of ǫ, the system of equations for the moment fields
is now considered.
Recall that u(ǫ)(t, .) ∈ C2,1([0, 2π]). It follows from equation (1) that u(ǫ)(., x) is a semimartingale
for each x ∈ [0, 2π] and therefore Itô’s formula may be applied to f(u(ǫ)(., x1), . . . , u(ǫ)(., xp)) =
u(ǫ)(., x1) . . . u
(ǫ)(., xp). Set Γ(z) =
∑
n≥1 a
2
n cos(nz). Itô’s formula yields
p∏
j=1
u(ǫ)(t, xj) =
ǫ
2
∫ t
0
p∑
k=1
u(ǫ)xx(s, xk)
∏
j 6=k
u(ǫ)(s, xj)ds −
∫ t
0
p∑
k=1
u(ǫ)x (s, xk)
p∏
j=1
u(ǫ)(s, xj)ds
+
p∑
k=1
∫ t
0

∏
j 6=k
u(ǫ)(s, xj)

 ∂sζ(s, xk) +∑
j<k
∫ t
0

∏
l 6=j,k
u(ǫ)(s, xl)

 (−Γ′′(xj − xk))ds. (51)
Recall the definition of m(ǫ)p given in equation (3). To obtain an equation for mp from equation
(51), it is necessary to show that Fubini’s theorem may be used on each term of the right hand
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side of equation (51) and that the martingale term is indeed a martingale. Fubini’s theorem may
be applied to the second and fourth terms, using theorems 13 and 11 respectively. For the (local)
martingale term, note that by the Burkholder Davis Gundry inequality (theorem 4.1 and corollary
4.2 on pages 160 and 161 of Revuz and Yor [4]) there exist constants K(q) < +∞ such that
EQ

 sup0≤s≤t
∣∣∣∣∣∣

∫ s
0
∏
j 6=k
u(ǫ)(r, xj)∂rζ(r, xj)


∣∣∣∣∣∣
q

≤ K(q)EQ



∫ t
0
(
∏
j 6=k
u(ǫ)(r, xj))
2(−Γ′′(0))dr


q/2


≤ K(q)(−Γ′′(0))q/2t(q/2)−1
∫ t
0
EQ {|u(r, x)|q} dr
which is bounded above by theorem 11. This gives that the (local) martingale is uniformly integrable
and is therefore a martingale.
The only ‘problem’ term is the first one on the right hand side. Recall equation (28), where U (ǫ) is
given by equation (13). This may be rewritten as
u(ǫ) = −ǫU
(ǫ)
x
U (ǫ)
.
Then
u(ǫ)xx = −ǫ
(
U
(ǫ)
xxx
U (ǫ)
− 3U
(ǫ)
xxU
(ǫ)
x
U (ǫ)2
+ 2
U
(ǫ)3
x
U (ǫ)3
)
. (52)
The solution of equation (13), with initial condition U (ǫ)(0, x) ≡ 1, may be expressed using the
Feynman Kacs representation in equation (24). Using
f(x) =
∑
n≥1
an
(∫ t
0
cos(n(x+ w
(ǫ)
t−s))dβ
1n
s +
∫ t
0
sin(n(x+ w
(ǫ)
t−s))dβ
2n
s
)
to simplify notation, where under P, w(ǫ) is a Brownian motion, with w(ǫ)0 = 0 and diffusion
coefficient ǫ, it follows that
U (ǫ)x = −
1
ǫ
EP[e
− 1
ǫ
f(x)fx(x)], (53)
U (ǫ)xx =
1
ǫ2
EP[e
− 1
ǫ
f(x)(fx(x))
2]− 1
ǫ
EP[e
− 1
ǫ
f(x)fxx(x)] (54)
and
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U (ǫ)xxx = −
1
ǫ3
EP[e
− 1
ǫ
f(x)(fx(x))
3] +
3
ǫ2
EP[e
− 1
ǫ
f(x)fx(x)fxx(x)]− 1
ǫ
EP[e
− 1
ǫ
f(x)fxxx(x)]. (55)
To show that Fubini’s theorem may be applied to the first term on the right hand side of equation
(51), note that
EQ


∣∣∣u(ǫ)xx(s, xk)∣∣∣∏
j 6=k
∣∣∣u(ǫ)(s, xj)∣∣∣

 (56)
≤ EQ
{∣∣∣u(ǫ)xx(s, x)∣∣∣2
}1/2
EQ
{∣∣∣u(ǫ)(s, x)∣∣∣2(p−1)}1/2 ≤ C(s)EQ
{∣∣∣u(ǫ)xx(s, x)∣∣∣2
}1/2
,
where the constant C(s) < +∞, increasing in s, is obtained by an application of theorem 11 and is
independent of ǫ.
Since the arguments for all the terms obtained by applying equations (53), (54) and (55) to equation
(52) in estimating the right hand side of equation (56) are similar, only one will be sketched. Note
that (for example)
EQ


∣∣∣∣∣U
(ǫ)
xxx
U (ǫ)
∣∣∣∣∣
2

 ≤ EQ
{
U (ǫ)4xxx
}1/2
EQ
{
1
U (ǫ)4
}1/2
.
Note that, since f(x) is Gaussian, for any q ∈ R,
EQ
{(
e−
1
ǫ
f(x)
)q}
= e
q2
2ǫ2
Γ(0)t
It follows (using Jensen’s inequality on the function 1x for x ∈ (0,+∞), which is convex in that
region) that
EQ
{
1
U (ǫ)4
}
= EQ


1
EP
[
e−
1
ǫ
f(x)
]4

 ≤ EQ
{
EP
[
e
4
ǫ
f(x)
]}
= e
16
ǫ2
Γ(0)t.
Let f (n) = ∂
n
∂xn f(x). Note that P almost surely f
(n)(x), is Gaussian with respect to Q, with
EQ
{
f (n)2q−1
}
= 0 and EQ
{
f (n)2q
}
= (−1)n(Γ(2n)(0))qtq∏qj=1(2j − 1), for all integer q ≥ 1, where
Γ(2n) denotes the 2nth derivative of Γ. It is now easy to use Hölder’s inequality to compute an
upper bound for EQ
{
U
(ǫ)2k
xxx
}
, EQ
{
U
(ǫ)2k
xx
}
and EQ
{
U
(ǫ)2k
x
}
for all k ≥ 1, since these will involve
Γ(2n)(0) for n ≤ 3, which is bounded by hypothesis 1. These bounds depend on ǫ and are increasing
as t→ +∞ and as ǫ→ 0. It now follows that there exists a non negative function C(ǫ, t), increasing
in t, such that for any t < +∞ and any ǫ > 0, C(ǫ, t) < +∞ and such that
sup
0≤s≤t
sup
(x1,...,xp)∈Rp
EQ


∣∣∣u(ǫ)xx(s, xk)∣∣∣∏
j 6=k
∣∣∣u(ǫ)(s, xj)∣∣∣

 ≤ C(ǫ, t).
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It follows that, for fixed ǫ > 0 and t < +∞, Fubini’s theorem may be applied to equation (51).
It has already been seen that the martingale term is a martingale, starting from 0 at t = 0 and
therefore has expected value 0. It follows that
∂
∂t
m(ǫ)p (t;x1, . . . , xp) =
ǫ
2
∆xm
(ǫ)
p (t;x1, . . . , xp) (57)
−1
2
p∑
j=1
∂
∂xj
m
(ǫ)
p+1(t;x1, . . . , xp, xj) +
∑
k<l
(−Γ′′(xk − xl))m(ǫ)p−2(t; xˆk, xˆl),
m(ǫ)p (0;x1, . . . , xp) ≡ 0
where ∂∂xj means differentiation with respect to both appearances of xj and mp−2(xˆk, xˆl) means
that the variables xk and xl are excluded; mp−2 is a function of the other p− 2 space variables.
u˜(t, x) = −u(t,−x) and ζ˜(t, x) = ζ(t,−x). Then, it is straightforward to compute that
{
∂tu˜ = (
ǫ
2 u˜xx − 12(u˜2)x)dt+ ∂tζ˜x
u˜(0, x) ≡ 0.
From this, and noting that ζ and ζ˜ are identically distributed, it follows that
mp(t;x1, . . . , xp) = EQ{u(t, x1) . . . u(t, xp)}
= EQ{u˜(t, x1) . . . u˜(t, xp)} = (−1)pmp(t;−x1, . . . ,−xp).
It follows that m(ǫ)2p (t, .) is an even function and that m
(ǫ)
2p+1(t, .) is an odd function for each integer
p ≥ 0. That is, for each integer p ≥ 1,
m
(ǫ)
2p (t;x1, . . . , x2p) = m
(ǫ)
2p (t;−x1, . . . ,−x2p) ∀ǫ ≥ 0, x ∈ R2p, t ∈ R+ (58)
and
m
(ǫ)
2p+1(t;x1, . . . , x2p+1) = −m2p+1(t;−x1, . . . ,−x2p+1) ∀ǫ ≥ 0, x ∈ R2p+1, t ∈ R+. (59)
In particular, m(ǫ)2p+1(t,0) ≡ 0 for all t ≥ 0 and all p ≥ 0. This, together with the upper and lower
bounds on m(ǫ)p (t,0) uniform in ǫ and together with lemma 15 gives that for each integer p ≥ 0 and
all T ≥ 0,
lim sup
0≤ǫ1≤ǫ2→0
sup
0≤t≤T
|m(ǫ1)p (t,0)−m(ǫ2)p (t,0)| = 0.
Set M (ǫ)p (t) := m
(ǫ)
p (t; 0, . . . , 0).
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Lemma 16. For all non negative integer p and for all t ∈ R+, the limit Mp(t) := limǫ→0M (ǫ)p (t)
is well defined.
Proof of Lemma 16 Firstly, by theorem 11, sup0<ǫ<1 sup0≤t≤T |M (ǫ)p (t)| < K(p, T ), whereK(p, T )
is defined on the right hand side of inequality (36). Consider p odd; that is p = 2q + 1 for non
negative integer q. Then M (ǫ)2q+1(t) ≡ 0, so that M2q+1(t) := limǫ→0M (ǫ)2q+1(t) = 0. Secondly,
consider p even; that is p = 2q for non negative integer q. Then M (ǫ)2q (t) ≥ 0 for all ǫ > 0 and all
t ∈ R. Let
M
(ǫ)
2q = sup
0<δ≤ǫ
M
(δ)
2q (t), M
(ǫ)
2q = inf
0<δ≤ǫ
M
(δ)
2q (t).
Then, from lemma 15, which states that for each t > 0, there is a constant C(q, T ) < +∞ such that
supǫ>0
∂
∂ǫM
(ǫ)
2q (t) < C(q, T ) for all t ∈ (0, T ), it follows that
M
(ǫ)
2q ≤M
(ǫ)
2q ≤M (ǫ)2q + ǫC(q, T ),
from which
lim
ǫ→0
M
(ǫ)
2q (t) = limǫ→0
M
(ǫ)
2q (t) = lim
ǫ→0
M
(ǫ)
2q (t).
Set
µ(ǫ)p (t;x1, . . . , xp) := m
(ǫ)
p (t; ǫx1, . . . , ǫxp). (60)
Let K(p, T ) denote the uniform Lipschitz constant for (m(ǫ)(t, .))0≤ǫ≤1,0≤t≤T found in theorem 13.
That is, for the remainder of the article, K(p, T ) will denote a finite positive constant such that
sup
0≤t≤T
sup
j∈{1,...,p}
sup
(x1,...,xp)∈Rp
∣∣∣∣ ∂∂xjm(ǫ)p (t;x1, . . . , xp)
∣∣∣∣
≤ sup
0≤t≤T
sup
(x1,...,xp)∈Rp
EQ
{∣∣∣u(ǫ)x (t, x1)u(ǫ)(t, x2) . . . u(ǫ)(t, xp)∣∣∣} ≤ K(p, T ) (61)
Note that, for any fixed x1, . . . , xp,
lim
ǫ→0
|µ(ǫ)p (t;x1, . . . , xp)−Mp(t)|
≤ lim
ǫ→0
|µ(ǫ)p (t;x1, . . . , xp)−M (ǫ)p (t)|+ lim
ǫ→0
|M (ǫ)p (t)−Mp(t)|
≤ lim
ǫ→0
ǫ(
p∑
j=1
|xj |)K(p, T ) + 0 = 0.
Set
φ(ǫ)p (t;x1, . . . , xp) :=
µ
(ǫ)
p (t;x1, . . . , xp)−M (ǫ)p (t)
ǫ
. (62)
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Note that, by equations (59) and (58), φ(ǫ)2p+1 is an odd function and φ
(ǫ)
2p is an even function for all
integer p ≥ 1, all ǫ ≥ 0 all t ∈ R+. That is,
φ
(ǫ)
2p+1(t;x1, . . . , x2p+1) = −φ2p+1(t;−x1, . . . ,−x2p+1) ∀ǫ ≥ 0, x ∈ R2p+1, t ∈ R+ (63)
and
φ
(ǫ)
2p (t;x1, . . . , x2p) = φ
(ǫ)
2p (t;−x1, . . . ,−x2p) ∀ǫ ≥ 0, x ∈ R2p, t ∈ R+. (64)
Lemma 17. It holds that
sup
0≤t≤T
sup
0<ǫ≤1
sup
x1,...,xp
|φ(ǫ)p (t;x1, . . . , xp)|
(
∑p
j=1 |xj |)
≤ K(p, T ) (65)
and, for all j ∈ {1, . . . , p},
sup
0≤t≤T
sup
0<ǫ≤1
sup
x1,...,xp
lim sup
h→0
|φ(ǫ)p (t;x1, . . . , xj + h, . . . , xp)− φ(ǫ)p (t;x1, . . . , xj , . . . , xp)|
|h| ≤ K(p, T )
(66)
where the existence of a constant K(p, T ) independent of ǫ, is guaranteed by theorem 13.
Proof This is an immediate consequence of Taylor’s expansion theorem, together with theorem 13.
In the second part, for example,
sup
0≤t≤T
∣∣∣∣∣φ
(ǫ)
p (t;x1, . . . , xj + h, . . . , xp)− φ(ǫ)p (t;x1, . . . , xp)
h
∣∣∣∣∣
= sup
0≤t≤T
∣∣∣∣∣m
(ǫ)
p (t; ǫx1, . . . , ǫxj + ǫh, . . . , ǫxp)−m(ǫ)p (t; ǫx1, . . . , ǫxp)
ǫh
∣∣∣∣∣
≤ K(p, T ).
Equation (65) also follows directly from the definition, using
|φ(ǫ)p (t;x1, . . . , xp)| = |
1
ǫ
(m(ǫ)(t; ǫx1, . . . , ǫxp)−m(ǫ)(t; 0, . . . , 0))| ≤ K(p, T )
p∑
j=1
|xj |
by Taylor’s expansion theorem. .
Let Φ(ǫ)p : R+ ×Rp → R be used to denote the function
Φ(ǫ)p (t; .) =
∫ t
0
φ(ǫ)p (α, .)dα. (67)
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Lemma 18. Mp is Lipschitz. That is, for each T < +∞, there exists a constant C(p, T ) such that
sup
0≤t≤T
(
lim sup
h→0
|Mp(t+ h)−Mp(t)|
h
)
≤ C(p, T ).
Proof of lemma 18 Note that
∂
∂t
µ(ǫ)p (t;x1, . . . , xp) =
1
2
∆xφ
(ǫ)
p (t;x1, . . . , xp)
−1
2
p∑
j=1
∂
∂xj
φ
(ǫ)
p+1(t;x1, . . . , xp, xj) +
∑
j<k
(−Γ′′(ǫ(xj − xk))µ(ǫ)(t; xˆj , xˆk).
This may be rearranged as
1
2
∆φ(ǫ)p (t;x1, . . . , xp) =
1
2
p∑
j=1
∂
∂xj
φ
(ǫ)
p+1(t;x1, . . . , xp, xj)
+

 ∂∂tµ(ǫ)p (t;x1, . . . , xp)−
∑
j<k
(−Γ′′(ǫ(xj − xk))µ(ǫ)p−2(t; xˆj , xˆk)

 . (68)
With a change of notation from earlier, set
Psf(x) =
∫
Rp
1
(2πs)p/2
exp
{
−|x− y|
2
2s
}
f(y)dy
and set p(r; z) = 1
(2πr)p/2
exp
{
− |z|22r
}
. By integrating all terms of equation (68) against the test
function 1s
∫ s
0 p(r;x− y)dr, it follows that, for all s > 0,
1
s
∫
Rp
∫ s
0
p(r;x− y)1
2
∆φ(ǫ)p (t;y)drdy −
1
2s
p∑
j=1
∫
Rp
∫ s
0
∂
∂xj
p(r;x− y)φ(ǫ)p+1(t; y1, . . . , yp, yj)drdy
=
∂
∂t
(
1
s
∫ s
0
Prµ
(ǫ)
p (t;x1, . . . , xp)dr
)
−
∑
j<k
1
s
∫ s
0
Pr(−Γ′′(ǫ(xj − xk))µ(ǫ)p−2(t; xˆj , xˆk))dr.
Note that limǫ→0 1s
∫ s
0 Prµ
(ǫ)
p (t;x1, . . . , xp)dr = Mp(t) and that
lim
ǫ→0
∑
j<k
1
s
∫ s
0
Pr(−Γ′′(ǫ(xj − xk))µ(ǫ)p−2(t; xˆj , xˆk))dr =
p(p− 1)
2
(−Γ′′(0))Mp−2(t).
Since 12∆ is the infinitesimal generator of Ps, it follows that for all s > 0,
1
s
∫
Rp
∫ s
0
p(r;x− y)1
2
∆φ(ǫ)p (t;y)drdy =
Psφ
(ǫ)
p (t,x)− φ(ǫ)p (t,x)
s
. (69)
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The observation that equation (69) holds for all s > 0 has to be made. When the article did not
have this, it received a referee report stating that equation (69) did not hold for all s > 0; the referee
stated that equation (69) only held in the limit as s→ 0. The referee therefore assumed that lims→0
was intended and that the author had made a ‘flagrant error’. This was from a respectable journal
and the editor sent the author an electronic mail assuring him that the referee was ‘an expert in
the field’ (‘the field’ was left undefined).
Since p(s;x) = 1
(2πs)p/2
exp
{
− |x|22s
}
, it follows that for any s > 0 and any bounded continuous
function f : Rp → R,
∂
∂xj
∫
Rp
1
(2πs)p/2
e−|x−y|
2/2sf(y1, . . . , yp)dy = −
∫
Rp
xj − yj
s
p(s,x− y)f(y1, . . . , yp)dy.
It follows that for all h > 0 and 0 < t < T − h,
Mp(t+ h)−Mp(t) = p(p− 1)
2
(−Γ′′(0))
∫ t+h
t
Mp−2(τ)dτ
+ lim
ǫ→0
(
1
s
∫ t+h
t
(Psφ
(ǫ)
p (τ,x) − φ(ǫ)p (τ,x))dτ
− 1
2s
p∑
j=1
∫
Rp
∫ s
0
(xj − yj)
r
pr(x− y)
∫ t+h
t
φ
(ǫ)
p+1(τ ; y1, . . . , yp, yj)dτdy

 . (70)
The estimate from lemma 17 (namely, that sup0≤t≤T |φ(ǫ)p (t,x)| ≤ K(p, T )
∑
j |xj |) gives
sup
0<ǫ≤1
|Psφ(ǫ)p (t,x)| ≤ K(p, T )
∑
j
∫
Rp
|yj |p(s;x− y)dy
≤ K(p, T )
∑
j
∫
Rp
(|xj − yj|+ |xj|)p(s;x − y)dy
= K(p, T )

∑
j
|xj |

+
√
2s
π
pK(p, T ). (71)
Similarly,
39
sup
0<ǫ≤1
∣∣∣∣∣∣
p∑
j=1
∫
Rp
∫ s
0
(xj − yj)
r
pr(x− y)φ(ǫ)p+1(y1, . . . , yp, yj)dy
∣∣∣∣∣∣
≤ K(p+ 1, T )
p∑
j=1
∫
Rq
∫ s
0
|xj − yj|
r
p(r;x− y){2|yj |+
∑
k 6=j
|yk|}dy
≤ K(p+ 1, T )
p∑
j=1

2|xj |+
∑
j 6=k
|xk|


∫
Rp
∫ s
0
|xj − yj|
r
p(r;x− y)dy
+K(p+ 1, T )
p∑
j=1
∫
Rp
∫ s
0
|yj|
r
p(r;y)

2|yj |+
∑
k 6=j
|yk|

 dy
=
2
√
2(p+ 1)√
π
K(p+ 1, T )

∑
j
|xj|

√s+ 2pK(p+ 1, T )(1 + p− 1
π
)
s.
Now, using the upper bound, uniform in ǫ given by equation (36) in theorem 11, it follows that for
t ∈ [0, T ], there is a constant c(p, T ) < +∞ such that sup0≤t≤T |M2(p−1)(t)| ≤ c(p, T ).
Taking s→ +∞, it follows from equation (70) that
sup
0≤t≤T
lim sup
h→0
|M2p(t+ h)−M2p(t)
h
| (72)
≤ p(2p − 1)(−Γ′′(0))c(p, T ) + 4pK(2p + 1, T )
(
1 +
4(2p − 1)
π
)
.
Lemma 18 follows.
Lemma 19. Let Φ
(ǫ)
p+1 be defined according to equation (67). Then for all p ≥ 2
lim
ǫ→0
∣∣∣∣Mp(t)− p(p− 1)2
∫ t
0
Mp−2(α)dα
− lim
s→+∞
1
2s
p∑
j=1
∫ s
0
∫
Rp
xj − yj
r
p(r,x − y)Φ(ǫ)p+1(t; y1, . . . , yp, yj)dydr
∣∣∣∣∣∣ = 0.
Proof From equation (70), it follows that
40
lim
ǫ→0
∣∣∣∣Mp(t)− p(p− 1)2
∫ t
0
Mp−2(α)dα
−
∫ t
0 (Psφ
(ǫ)
p (α,x) − φ(ǫ)p (α,x))dα
s
(73)
− 1
2s
p∑
j=1
∫ s
0
∫
Rp
xj − yj
r
p(r,x − y)
{∫ t
0
φ
(ǫ)
p+1(α; y1, . . . , yp, yj)dα
}
dydr
∣∣∣∣∣∣ = 0.
This holds for all s > 0. Recall equation (67). Using equations (65) and (71), it follows that for all
0 < t < T < +∞
∣∣∣∣∣
∫ t
0 (Psφ
(ǫ)
p (α,x) − φ(ǫ)p (α,x))dα
s
∣∣∣∣∣ ≤ 2sTK(p, T )
p∑
j=1
|xj|+ 1√
s
√
2
π
pTK(p, T ),
so that
lim
ǫ→0
∣∣∣∣Mp(t)− p(p− 1)2
∫ t
0
Mp−2(α)dα
− 1
2s
p∑
j=1
∫ s
0
∫
Rp
xj − yj
r
p(r,x− y)Φ(ǫ)p+1(t; y1, . . . , yp, yj)dydr
∣∣∣∣∣∣
≤ 2
s
TK(p, T )
p∑
j=1
|xj |+ 1√
s
√
2
π
pTK(p, T ). (74)
Now, letting s→ +∞, the result follows.
Proposition 20. Let p ∈ Z+ (the non negative integers) let Φ(ǫ)p+1, be the function defined in
equation (67). Then, for all T ∈ (0,∞) and any bounded domain D ∈ Rp,
sup
0<ǫ<1
lim
s→+∞ sup0≤t≤T
sup
x∈D
∣∣∣∣∣∣
p∑
j=1
∂
∂xj
∫
Rp
1
(2πs)p/2
e−|x−y|
2/2sΦ
(ǫ)
p+1(t; y1, . . . , yp, yj)dy
∣∣∣∣∣∣ = 0.
In the following, the t in the notation will be suppressed; Φ(ǫ)p+1(x1, . . . , xp+1) will be used to denote
Φ
(ǫ)
p+1(t;x1, . . . , xp+1) and it will be assumed that 0 < t < T where T < +∞.
Proof of Proposition 20 Set
Φ˜
(ǫ)
p+1(s;x1, . . . , xp+1) =
∫
Rp−1
1
(2πs)(p−1)/2
e−
1
2s
∑p−1
j=1 y
2
jΦ
(ǫ)
p+1(x1 + y1, . . . , xp−1 + yp−1, xp, xp+1)dy
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and set
ψ(ǫ)(s;x1, . . . , xp−1, xp, xp+1) =
∫ ∞
−∞
1
(2πs)1/2
e−z
2/2sΦ˜
(ǫ)
p+1(s;x1 + z, . . . , xp−1 + z, xp, xp+1)dz
=
∫ ∞
−∞
1
(2πs)1/2
e−z
2/2sΦ˜
(ǫ)
p+1(s;x1, . . . , xp−1, xp + z, xp+1 + z)dz.
Using the bound in equation (66), together with equation (62), it is straightforward that
sup
0≤ǫ<1
sup
x∈Rp+1
∣∣∣∣ ∂∂xjΦ(ǫ)p+1(x1, . . . , xp+1)
∣∣∣∣ < TK(p+ 1, T ).
From this, it follows directly that for all (j, k) ∈ {1, . . . , p− 1}2,
sup
0<ǫ<1
sup
x∈Rp+1
∣∣∣∣ ∂2∂xj∂xkψ(ǫ)(s;x1, . . . , xp−1, xp, xp+1)
∣∣∣∣
= sup
0<ǫ<1
sup
x∈Rp+1
∣∣∣∣ ∂2∂xj∂xk
∫
R
1
(2πs)1/2
e−z
2/2s
∫
Rp−1
1
(2πs)(p−1)/2
e−
1
2s
∑p−1
j=1 (xj−yj−z)2
× Φ(ǫ)p+1(y1, . . . , yp−1, xp, xp+1)dydz
∣∣∣
≤ sup
0<ǫ<1
sup
x∈Rp+1
∫
R
1
(2πs)1/2
e−z
2/2s
∫
Rp−1
1
(2πs)(p−1)/2
e−
1
2s
∑p−1
j=1 (xj−yj−z)2
×
∣∣∣∣xk − yk − zs
∣∣∣∣
∣∣∣∣ ∂∂yjΦ(ǫ)p+1(y1, . . . , yp−1, xp, xp+1)
∣∣∣∣ dydz
≤ TK(p+ 1, T )
∫ ∞
−∞
|y|
s
1
(2πs)1/2
e−|y|
2/2sdy
=
√
2
πs
TK(p+ 1, T )
s→∞−→ 0. (75)
Set
γ(ǫ)(s;x2, . . . , xp−1, xp, xp+1) =
∂
∂x1
ψ(ǫ)(s;x1, x2, . . . , xp−1, xp, xp+1)
∣∣∣∣
x1=0
,
then it follows directly from (75) that
lim
s→+∞ sup(x2,...,xp+1)∈Rp
max
j∈{2,...,p−1}
sup
0<ǫ<1
∣∣∣∣ ∂∂xj γ(ǫ)(s;x2, . . . , xp−1, xp, xp+1)
∣∣∣∣ = 0 (76)
and hence that for any bounded D ⊂ Rp−1 and all (xp, xp+1) ∈ R2,
lim
s→+∞ sup(x2,...,xp−1)∈D
sup
0<ǫ<1
∣∣∣γ(ǫ)(s;x2, . . . , xp−1, xp, xp+1)− γ(ǫ)(s; 0, . . . , 0, xp, xp+1)∣∣∣ = 0. (77)
From equation (76), it follows by Taylor’s expansion theorem that for any bounded subsetD ⊂ Rp−1,
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ψ(ǫ)(s;x1, . . . , xp−1, xp, xp+1) = ψ(ǫ)(s; 0, . . . , 0, xp, xp+1)
= γ(ǫ)(s; 0, . . . , 0, xp, xp+1)
p−1∑
j=1
xj +
1
2
p−1∑
j,k=1
∂2jkψ
(ǫ)(s;x∗1, . . . , x
∗
p−1, xp, xp+1)
where |x∗j | ≤ |xj | for j = 1, . . . , p − 1. It follows from (75) that for any bounded D ⊂ Rp+1,
lim
s→+∞ supx∈D
sup
0<ǫ<1
∣∣∣∣∣∣ψ(ǫ)(s;x1, . . . , xp−1, xp, xp+1)− γ(ǫ)(s; 0, . . . , 0, xp, xp+1)
p−1∑
j=1
xj
∣∣∣∣∣∣ = 0. (78)
Taylor’s expansion theorem applied to the first p− 1 variables of ∂ψ(ǫ)(x1, . . . , xp−1, xp, xp+1) gives
that there are points x∗1, . . . , x
∗
p−1 such that 0 ≤ |x∗j | ≤ |xj | such that
∂jψ
(ǫ)(x1, . . . , xp−1, xp, xp+1) = γ(ǫ)(0, . . . , 0, xp, xp+1) +
p−1∑
k=1
xk∂
2
jkψ
(ǫ)(x∗1, . . . , x
∗
p−1, xp, xp+1)
from which it follows, using equations (75) and (77), that for any bounded set D ⊂ Rp+1,
lim
s→+∞ supx∈D
sup
0<ǫ<1
∣∣∣∣ ∂∂xj ψ(ǫ)(x1, . . . , xp−1, xp, xp+1)− γ(ǫ)(s; 0, . . . , 0, xp, xp+1)
∣∣∣∣ = 0,
j ∈ {2, . . . , p − 1}.
By construction, ψ(s;x1, . . . , xp−1, xp, xp+1) = ψ(s;xσ(1) + a, . . . , xσ(p−1) + a, xp+1 + a, xp + a) for
any permutation σ of {1, . . . , p − 1} and any a ∈ R and all (x1, . . . , xp+1) ∈ Rp+1. From equation
(78), it follows that for any bounded D ⊂ Rp+2,
lim
s→+∞ sup0<ǫ<1
sup
(x1,...,xp+1,a)∈D
(79)
∣∣∣∣∣∣ψ(ǫ)(s;x1, . . . , xp−1, xp, xp+1)− γ(ǫ)(s; 0, . . . , 0, a + xp, a+ xp+1)
p−1∑
j=1
(a+ xj)
∣∣∣∣∣∣ = 0.
It follows that
lim
s→+∞ sup0<ǫ<1
sup
(x1,...,xp+1,a)∈D
∣∣∣∣∣∣
(
γ(ǫ)(s; 0, . . . , 0, xp, xp+1)− γ(ǫ)(s; 0, . . . , 0, xp + a, xp+1 + a)
) p−1∑
j=1
xj
−(p− 1)aγ(ǫ)(s; 0, . . . , 0, xp + a, xp+1 + a)
∣∣∣ = 0.
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From this, it follows (by considering the coefficient of
∑p−1
j=1 xj) that
lim
s→+∞ sup0<ǫ<1
∣∣∣γ(ǫ)(s; 0, . . . , xp, xp+1)− γ(ǫ)(s; 0, . . . , 0, xp + a, xp+1 + a)∣∣∣ = 0
∀(a, xp, xp+1) ∈ R3
and hence that
lim
s→+∞ sup0<ǫ<1
∣∣∣γ(ǫ)(s; 0, . . . , 0, 0, z) − γ(ǫ)(s; 0, . . . , 0, x, x + z)∣∣∣ = 0 ∀(x, z) ∈ R2.
Using this, it follows by considering the term (p− 1)aγ(ǫ)(s; 0, . . . , 0, xp + a, xp+1 + a), that
lim
s→+∞ sup0<ǫ<1
|γ(ǫ)(s; 0, . . . , 0, xp, xp+1)| = 0 ∀(xp, xp+1) ∈ R2,
from which it follows that for any bounded domain D ⊂ Rp+1 and all j ∈ {1, . . . , p− 1}
lim
s→+∞ supx∈D
sup
0<ǫ<1
∣∣∣∣ ∂∂xj ψ(ǫ)(s;x1, . . . , xp−1, xp, xp+1)
∣∣∣∣ = 0.
Now note that
∂
∂xp
∫
Rp
1
(2πs)p/2
e−|x−y|
2/2sΦ
(ǫ)
p+1(y1, . . . , yp, yp)dy =
d
dxp
ψ(ǫ)(s;x1, . . . , xp−1, xp, xp)
where the differential ddxp refers to both appearances of the variable xp and, since
ψ(ǫ)(s;x1, . . . , xp−1, xp, xp) = ψ(ǫ)(s;x1 − xp, . . . , xp−1 − xp, 0, 0),
it follows that
∂
∂xp
∫
Rp
1
(2πs)p/2
e−|x−y|
2/2sΦ
(ǫ)
p+1(y1, . . . , yp, yp)dy = −
p−1∑
j=1
∂
∂xj
ψ(ǫ)(s;x1 − xp, . . . , xp−1 − xp, 0, 0),
from which, for any bounded D ⊂ Rp,
lim
s→+∞ sup0<ǫ<1
sup
x∈D
∣∣∣∣ ∂∂xp
∫
Rp
1
(2πs)p/2
e−|x−y|
2/2sΦ
(ǫ)
p+1(y1, . . . , yp, yp)dy
∣∣∣∣ = 0.
Let
τj(k) =


k k 6= j
p k = j
j k = p
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The result now follows by noting that for j ∈ {1, . . . , p},
Φ
(ǫ)
p+1(x1, . . . , xp, xj) = Φ
(ǫ)
p+1(xτj(1), . . . , xτj(p), xj),
from which it follows that
sup
0<ǫ<1
lim
s→+∞ sup0≤t≤T
sup
x∈D
∣∣∣∣ ∂∂xj
∫
Rp
1
(2πs)p/2
e−|x−y|
2/2sΦ
(ǫ)
p+1(t; y1, . . . , yp, yj)dy
∣∣∣∣ = 0
for each j = 1, . . . , p and hence that
sup
0<ǫ<1
lim
s→+∞ sup0≤t≤T
sup
x∈D
∣∣∣∣∣∣
p∑
j=1
∂
∂xj
∫
Rp
1
(2πs)p/2
e−|x−y|
2/2sΦ
(ǫ)
p+1(t; y1, . . . , yp, yj)dy
∣∣∣∣∣∣ = 0.
Proof of theorem 1 Lemma 19 gave
∣∣∣∣Mp(t)− p(p − 1)2 (−Γ′′(0))
∫ t
0
Mp−2(α)dα
∣∣∣∣
≤ lim sup
ǫ→0
∣∣∣∣∣∣ lims→+∞
1
2s

 p∑
j=1
∫ s
0
Pr
(
d
dxj
Φ
(ǫ)
p+1(t;x1, . . . , xp, xj)
)
dr


∣∣∣∣∣∣ .
By proposition 20, it follows that for each r > 0 and each T < +∞, x ∈ Rp,
lim
s→+∞ sup0≤t≤T
sup
0<ǫ<1
∣∣∣∣Psr ddxjΦ(ǫ)p+1(t;x1, . . . , xp, xj)
∣∣∣∣ = 0.
This, together with the the uniform bound
sup
0≤t≤T
sup
(x1,...,xp)∈Rp
∣∣∣∣Psr ddxjΦ(ǫ)p+1(t;x1, . . . , xp, xj)
∣∣∣∣ ≤ 2TK(p+ 1, T )
and the bounded convergence theorem, imply that
lim
s→+∞
1
2s
∫ s
0
Pr
d
dxj
Φ
(ǫ)
p+1(t;x1, . . . , xp, xj)dr
= lim
s→+∞
∫ 1
0
Psr
d
dxj
Φ
(ǫ)
p+1(t;x1, . . . , xp, xj)dr
= 0.
It follows that
Mp(t) =
p(p− 1)
2
(−Γ′′(0))
∫ t
0
Mp−2(α)dα. (80)
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Since M1(t) ≡ 0 and M0(t) ≡ 1, the result follows for t ∈ [0, T ], by solving the system of equations
(80). By taking T arbitrarily large, the result holds for all 0 < t < +∞.
Theorem 2 is now considered. Firstly, it is shown that the solutions to the equation (1) converge in
Lp norm as ǫ→ 0, for all p ≥ 2.
Let C˜ : R+ × Ω→ R+ denote C˜(1, .) from equation (43) and recall that for each t ∈ R+ solutions
to equation (1) satisfy
sup
0≤s≤t
sup
x∈[0,2π)
sup
0<ǫ<1
|u(ǫ)(s, x)| ≤ C˜(t)
and that, from the inequality (46), the definition in equation (45) and the computation below
equation (46) that EQ
{
C˜p(t)
}
< +∞. The bounds are given in theorem 11. Furthermore, the
result of theorem 1 is that
lim
ǫ→0
1
2π
EQ
{∫ 2π
0
|u(ǫ)(t, x)|2pdx
}
=

 p∏
j=1
(2j − 1)

(−Γ′′(0))p tp.
The following argument shows convergence of u(ǫ) in norm as ǫ→ 0 in the Lp spaces. The following
result is required.
Theorem 21. Let v : [0, 1] × [0, 2π] → R be a process for which there are three strictly positive
constants γ, c, δ such that
EQ
{∣∣∣v(ǫ1)(x1)− v(ǫ2)(x2)∣∣∣γ} ≤ c(|ǫ1 − ǫ2|+ |x1 − x2|)2+δ
then there is a modification vˆ of v such that
EQ
{(
sup
(ǫ1,x1)6=(ǫ2,x2)
|vˆ(ǫ1)(x1)− vˆ(ǫ2)(x2)|
(|x1 − x2|+ |ǫ1 − ǫ2|)α
)γ}
< +∞
for all α ∈ [0, δγ ).
Proof This is a standard result and may be found, for example, as theorem (2.1) on page 26 of
Revuz and Yor [4]. There it is presented for v : [0, 1] × [0, 1] → R; the rescaling is standard.
Lemma 22. Consider the system of equations for ǫ > 0:{
∂tv
(ǫ) = ǫ2v
(ǫ)
xxdt− 12u(ǫ)2dt+ ∂tζ
v(ǫ)(0, x) ≡ 0 (81)
{
∂tu
(ǫ) = ǫ2u
(ǫ)
xxdt− 12(u(ǫ)2)xdt+ ∂tζx
u(ǫ)(0, x) ≡ 0 (82)
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The solutions v(ǫ) and u(ǫ) to equations (81) and (82) respectively in S∗p (defined in equation (12) in
the statement of lemma 5) converge in Lp norm to functions v and u respectively, which respectively
satisfy
{
∂tv +
1
2u
2dt = ∂tζ
v(0, x) ≡ 0 (83)
and {
∂tu+
1
2(u
2)xdt = ∂tζx
u(0, x) ≡ 0. (84)
Proof Firstly, theorem 7 gives that for ǫ > 0, equation (82) has a unique solution in S∗p for each
p > 0, hence equation (81) has a unique solution in S∗p for each p > 0, since once u(ǫ) is established,
equation (81) is linear and existence an uniqueness follows directly in a straightforward manner.
Set v˜(ǫ) = ∂∂ǫv
(ǫ). It follows, simply by taking the derivative with respect to ǫ in equation (81) and
using v(ǫ)x = u(ǫ) and v
(ǫ)
xx = u
(ǫ)
x , that
{
v˜
(ǫ)
t =
ǫ
2 v˜
(ǫ)
xx +
1
2u
(ǫ)
x − u(ǫ)v˜(ǫ)x
v˜(ǫ)(0, x) ≡ 0.
Since ǫ2
∂2
∂x2
−u(ǫ)(t, x) ∂∂x is the infinitesimal generator, given in equation (31) of the process X from
definition 8, it follows directly that
v˜(ǫ)(t, x) =
1
2
∫ t
0
EP
[
u(ǫ)x (s,Xs,t(x))
]
ds. (85)
Now recall that
X
(ǫ)
s,t (x) = x+
(
w
(ǫ)
t − w(ǫ)s
)
−
∫ t
s
u(ǫ)
(
r,X
(ǫ)
r,t (x)
)
dr
(equation (32)). Taking the derivative in x and suppressing some appearances of ǫ in the notation,
X ′s,t(x) = 1−
∫ t
s
ux(r,Xr,t(x))X
′
r,t(x)dr ∀x ∈ R,
giving
X ′s,t(x) = exp
{
−
∫ t
s
ux(r,Xr,t(x))dr
}
and hence
logX ′0,t(x) = −
∫ t
0
u(ǫ)x (r,Xr,t(x))dr.
It now follows from equation (85) that
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v˜(ǫ)(t, x) = −1
2
EP[logX
′
0,t(x)].
It follows that
EQ{|v˜(ǫ)(t, x)|2p}
≤ 1
22p
(
EQ
{
EP
[
(logX ′0,t(x))
2pχX′0,t(x)>1
]}
+ EQ
{
EP
[
(logX ′0,t(x))
2pχX′0,t(x)<1
]})
= I + II.
For part I, note that
d
dx
(log x)2p = 2p
(log x)2p−1
x
and
d2
dx2
(log x)2p =
2p(2p − 1)(log x)2p−2
x2
− 2p(log x)
2p−1
x2
.
=
2p(log x)2(p−1)
x2
((2p− 1)− log x) .
The maximum of ddx(log x)
2p in the range x ∈ (0,+∞) occurs at e2p−1 and is 2p(2p−1)2p−1e−(2p−1).
It follows that, for x ∈ [1,+∞),
(log x)2p ≤ 2p(2p − 1)2p−1e−(2p−1)(x− 1) ≤ (2p)2px.
Since
∫ 2π
0 X
′(x)dx = 2π, X ′ ≥ 0 and EQ{|v˜(ǫ)(t, x)|2p} = 12π
∫ 2π
0 EQ{|v˜(ǫ)(t, x)|2p}dx and, for x ≥ 1,
(log x)2p ≤ (2p)2px, it follows that
I ≤ (2p)2p.
Set ux = φ, then φ satisfies {
∂tφ =
ǫ
2φxxdt− φ2dt− uφxdt+ ∂tζxx
φ(0, x) ≡ 0.
Note that ux = φ ≤ w, where w satisfies{
∂tw =
ǫ
2wxxdt− uwxdt+ ∂tζxx
w(0, x) ≡ 0. (86)
The solution to equation (86) may be written as
w(t, x) = −
∑
n≥0
n2an
(∫ t
0
EP[cos(nXs,t(x))]dsβ
1n(s) +
∫ t
0
EP[sin(nXs,t(x))]dsβ
2n(s)
)
= θ(2; t, x)
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where θ is defined in equation (37). Since
X ′0,t(x) = e
− ∫ t0 ux(r,Xt,(x))dr ≥ e−
∫ t
0 θ(2;r,Xt,(x))dr,
it follows that
EQ{EP[(log(X ′0,t ∧ 1))2p]} ≤ t2pEQ
{(
sup
0≤s≤t
sup
x
|θ(2; s, x)|
)2p}
,
which is bounded above independently of ǫ by an application of lemma 12, so that
II ≤ K(2p, t) < +∞
where K(2p, .) is an increasing function such that K(2p, t) < +∞ for each t < +∞, which is
independent of ǫ. It follows that for each T < +∞
sup
0≤t≤T
sup
0<ǫ≤1
EQ
{∣∣∣v˜(ǫ)(t, x)∣∣∣2p} ≤ (2p)2p +K(2p, T ) < +∞. (87)
Recall the definition of ‖f‖p(t) given in equation (19). From equation (81),
∂tv
(ǫ)p =
(
ǫp
2
v(ǫ)p−1v(ǫ)xx −
p
2
v(ǫ)p−1u(ǫ)2 +
p(p− 1)
2
v(ǫ)p−2Γ(0)
)
dt+ pv(ǫ)p−1∂tζ.
Integration by parts and applications of Hölder’s inequality yield that for positive integer p,
d
dt
‖v(ǫ)‖2p2p(t) = −ǫp(2p− 1)EQ
{(∫
v(ǫ)2(p−1)v2xdx
)}
− pEQ
{(∫
v(ǫ)2p−1u(ǫ)2dx
)}
+p(2p− 1)Γ(0)EQ
{(∫
v(ǫ)2p−2dx
)}
≤ p‖v(ǫ)‖2p−12p ‖u(ǫ)‖24p + p(2p− 1)‖v(ǫ)‖2p−22p Γ(0),
so that
{
d
dt‖v(ǫ)‖22p(t) ≤ ‖v(ǫ)‖2p‖u(ǫ)‖24p + (2p − 1)Γ(0)
‖v(ǫ)‖2p(0) = 0.
It has already been established that, for T < +∞, there is a constant K(p, T ) < +∞ such that
sup
0≤t≤T
‖u‖24p(t) ≤ EQ{C˜4p(1, T )}1/2p < K(p, T ) < +∞,
where C˜(b, t) is given by equation (43) and the existence of a finite upper bound K(p, T ) follows
from lemma 12. It follows that
‖v(ǫ)‖22p(t) ≤ (1 + (2p− 1)Γ(0)t) exp{K(p, T )t}
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and hence that for any T < +∞ and any p > 1, v ∈ Lp([0, T ]× [0, 2π]×Ω). That is, for each there
is a positive function C(p, t), increasing in t, with C(p, t) < +∞ if t < +∞ such that
|‖v(ǫ)|‖T,p :=
(∫ T
0
∫ 2π
0
EQ
{
|v(ǫ)(t, x)|p
}
dxdt
)1/p
< C(p, T ).
,
Let
K1(p, t) = EQ
{
sup
0≤s≤t
sup
0≤x≤2π
sup
0≤ǫ≤1
|u(ǫ)(s, x)|p
}
and note that, since v(ǫ)(t, x2)− v(ǫ)(t, x1) =
∫ x2
x1
u(ǫ)(t, y)dy, it follows by a standard application of
Hölder’s inequality that
sup
0≤t≤T
sup
0<ǫ≤1
EQ
{
|v(ǫ)(t, x2)− v(ǫ)(t, x1)|2p
}
≤ |x2 − x1|2pK1(2p, T ). (88)
Let K(p, T ) denote the same quantity as in equation (87). From equation (87), it follows that for
all (ǫ1, ǫ2) ∈ (0, 1]2,
sup
0≤t≤T
sup
0≤x≤2π
EQ
{
|v(ǫ1)(t, x)− v(ǫ2)(t, x)|2p
}
≤ |ǫ1 − ǫ2|2p
(
(2p)2p +K(p, t)
)2p
, (89)
From equations (88) and (89), it follows by an application of theorem 21 that
lim
ǫ→0
sup
0≤t≤T
EQ
{
sup
0≤x≤2π
|v(ǫ)(t, x)− v(t, x)|p
}
= 0.
from which
|‖v(ǫ) − v|‖T,p ǫ→0−→ 0
for each T < +∞ and each p > 0. It follows that Q almost surely, for all T > 0, (m,n) ∈ Z2, there
is a random variable λT (m,n) such that EQ {|λT (m,n)|p} < +∞ for all 0 < p < +∞ and such that∫ T
0
∫ 2π
0
eism
2π
T
+ixnv(ǫ)(s, x)dxdt→ λT (m,n).
Recall that u(ǫ) = v(ǫ)x . Also,
sup
0≤ǫ≤1
sup
0≤s≤t
sup
0≤x≤2π
|u(ǫ)(s, x)| ≤ C˜(1, t),
where C˜(b, t) is given by equation (43).
By lemma 12, for each p > 0, there is an increasing non negative function K(p, .) such thatK(p, t) <
+∞ for t < +∞ and E{C˜p(1, t)} ≤ K(p, t). It follows that Q - almost surely, u(ǫ) converges weakly
in L2([0, T ]× [0, 2π]) to
u(t, x) =
1
2πT
∑
mn
−ine−(itm 2πT +inx)λT (m,n).
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It is standard that Q - almost surely, the weak limits of the solutions of equations (81) and (82)
solve equations (83) and (84) respectively. On [0, T ]× [0, 2π], let
u(ǫ)(t, x) =
1
2πT
∑
nm
−ine(itm 2πT +inx)λ(ǫ)T (m,n).
Then
u(ǫ)2(t, x) = − 1
(2πT )
∑
mn
∑
m1n1
n1(n− n1)e(itm
2π
T
+inx)λ
(ǫ)
T (m1, n1)λ
(ǫ)
T (m−m1, n− n1)
and
∣∣∣∣∣
∑
n1m1
n1(n − n1)
(
λ
(ǫ)
T (m1, n1)λ
(ǫ)
T (m−m1, n − n1)− λT (m1, n1)λT (m−m1, n− n1)
)∣∣∣∣∣
≤
∑
m1n1
∣∣∣n1λ(ǫ)T (m1, n1)∣∣∣ ∣∣∣(n− n1)λ(ǫ)T (m−m1, n− n1)− (n− n1)λT (m−m1, n− n1)∣∣∣
+
∑
m1n1
|(n − n1)λT (m−m1, n − n1)|
∣∣∣n1λ(ǫ)T (m1, n1)− n1λT (m1, n1)∣∣∣
≤


(∑
m,n
n2|λ(ǫ)T (m,n)|2
)1/2
+
(∑
m,n
n2|λT (m,n)|2
)1/2
×
(∑
mn
n2
∣∣∣λ(ǫ)T (m,n)− λT (m,n)∣∣∣2
)1/2
.
Firstly,
∑
m,n
n2|λ(ǫ)T (m,n)|2 =
1
2πT
∫ T
0
∫ 2π
0
|u(ǫ)(t, x)|2dxdt < C˜2(T ) ∀0 ≤ ǫ < 1
where C˜(T ) = sup0≤ǫ<1 sup0≤t≤T sup0≤x≤2π |u(ǫ)(t, x)| and EQ
{
C˜(T )p
}
< +∞ for all 0 < p < +∞.
This implies that the dominated convergence theorem may be used on
∑
mn
n2
∣∣∣λ(ǫ)T (m,n)− λT (m,n)∣∣∣2 .
Since |λ(ǫ)T (m,n)−λt(m,n)|
ǫ→0−→ 0 for eacn (m,n), it follows that u(ǫ)2 converges to u2 and hence that
weak limits of the solutions of equations (81) and (82) solve equations (83) and (84) respectively.
By integrating equations (81) and (83), it follows that
∫ T
0
∫ 2π
0
u(ǫ)2(t, x)dxdt
ǫ→0−→
∫ T
0
∫ 2π
0
u2(t, x)dxdt.
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Furthermore, since Q - almost surely, u is the weak limit of u(ǫ) and u ∈ L2([0, T ] × [0, 2π]), it
follows that
∫ T
0
∫ 2π
0
u(ǫ)(t, x)u(t, x)dxdt
ǫ→0−→
∫ T
0
∫ 2π
0
u2(t, x)dxdt.
It follows that, Q-almost surely, for all T < +∞,
∫ T
0
∫ 2π
0
(
u(ǫ)(t, x)− u(t, x)
)2
dxdt =
∫ T
0
∫ 2π
0
u(ǫ)2(t, x)dxdt +
∫ T
0
∫ 2π
0
u2(t, x)dxdt
−2
∫ T
0
∫ 2π
0
u(ǫ)(t, x)u(t, x)dxdt
ǫ→0−→ 0.
It follows that Q - almost surely, u(ǫ)(t, x)
ǫ→0−→ u(t, x) for Lebesque almost all (t, x) ∈ [0, T ]× [0, 2π]
for all T < +∞. The dominated convergence theorem therefore gives
lim
ǫ→0
EQ
{
1
2π
∫ T
0
∫ 2π
0
u(ǫ)2p(t, x)dxdt
}
= EQ
{
1
2π
∫ T
0
∫ 2π
0
lim
ǫ→+∞u
(ǫ)2p(t, x)dxdt
}
= EQ
{
1
2π
∫ T
0
∫ 2π
0
u2p(t, x)dxdt
}
,
From the bounds on u(ǫ)(t, x) uniform in (ǫ, t, x) ∈ [0, 1] × [0, T ] × [0, 2π], convergence of u(ǫ) to u
Q almost surely for Lebesgue almost all (t, x) ∈ [0, T ] × [0, 2π] and convergence of the Lp norms,
it follows that u(ǫ) converges to u in the Lp norm topology for each 1 < p < +∞. Lemma 22 is
proved.
Proof of theorem 2 This follows directly from lemma 22.
4 The Invariant Measure for the Stochastic Burgers Equation
The result in this article given by equation (4), concerning the growth of the moments for equation
(1) is of interest, following the results found in the article [1]. These results show existence of an
invariant measure for the viscosity solution of the inviscid Burgers equation
∂tu+
1
2
(u2)xdt = ∂tζx,
where the hypotheses on ζ in that article include the hypotheses stated in hypothesis 1 of this article.
The viscosity solution is the solution obtained by letting ǫ→ 0 in equation (1). All moments of the
invariant measure considered in that article exist, as outlined below. The argument presented by
E, Khanin, Mazel and Sinai in [1] is based on Varadhan’s theorem from large deviations. Starting
from equation (13), solutions to equation (1) are given by the Cole Hopf transformation, equation
(28). Consider the action functional
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A(ξ; 0, t) = 1
2
∫ t
0
ξ˙2(s)ds +
∞∑
n=1
an
(∫ t
0
cos(nξ(s))dsβ
1n(s) +
∫ t
0
sin(nξ(s))dsβ
2n(s)
)
. (90)
It is a relatively straight forward application of Varadhan’s theorem from Large Deviation theory
to show that
lim
ǫ→0
−ǫ logU (ǫ)(t, x) = inf
ξ:ξ(t)=x
A(ξ; 0, t).
It is relatively standard, and is shown in the article [1], that there is a trajectory (η(t,x)(s))s∈[0,t]
that minimises A(.; 0, t) subject to the constraint that η(t,x)(t) = x and that, furthermore, this
minimiser satisfies
∂η(t,x)
∂s
(s) = −
∞∑
n=1
nan
(∫ s
0
sin(nη(t,x)(r))drβ
1n(r)−
∫ s
0
cos(nη(t,x)(r))drβ
2n(r)
)
. (91)
Set
u(t, x) =
∂
∂x
A(η(t,x)(s); 0, t).
By taking the derivative, integrating by parts and using equation (91), it follows that
u(t, x) =
∂η(t,x)(s)
∂s
∣∣∣∣∣
s=t
.
By lemma 22, u is the limit in Lp norm of u(ǫ), for any p < +∞. Therefore u satisfies
{
∂tu+
1
2(u
2)xdt = ∂tζx
u0 ≡ 0.
(92)
Using this, an upper bound is given in the article [1] for supx∈[0,2π] |u(t, x)| and the distribution of
this upper bound is shown to be independent of t. It is also shown in [1] that all the moments of
this distribution exist. An outline of the proof is reproduced here.
Theorem 23. Let u denote the solution to equation (92). There exist constants C(p) < +∞,
independent of t, such that for all t ∈ R+,
EQ
{(
sup
0≤x≤2π
|u(t, x)|
)2p}
≤ C(p).
Proof The analysis follows that given in [1]. It is assumed, following the discussion in [1], that the
representation u(t, x) = ∂η
(t,x)
∂s (s)|s=t holds, where u is the solution to equation (92), η minimises the
action functional (90) and satisfies equation (91). Suppressing the superscripts, let 0 ≤ t1 ≤ t2 ≤ t,
then
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η˙(t2)− η˙(t1) = −
∞∑
n=1
nan
∫ t2
t1
(sin(nη(s))dsβ
1n(s)− cos(nη(s))dsβ2n(s))
= −
∞∑
n=1
nan((β
1n(t2)− β1n(t1)) sin(nη(t2))− (β2nt2 − β2nt1 ) cos(nη(t2)))
+
∞∑
n=1
n2an
∫ t2
t1
η˙(s)(cos(nη(s))(β1n(s)− β1n(t1)) + sin(nη(s))(β2n(s)− β2n(t1)))ds,
so that, setting
C(s, t) =
∞∑
n=1
n2|an|
(
sup
s≤r1≤r2≤t
|β1n(r2)− β1n(r1)|+ sup
s≤r1≤r2≤t
|β2n(r2)− β2n(r1)|
)
,
it follows that
||η˙|(t2)− |η˙|(t1)| ≤ C(t1, t2) +
∫ t2
t1
|η˙|(s)C(t1, s)ds.
From this, it is straightforward to see that for s ∈ [t− 1, t],
inf
t−1≤s≤t
|η˙|(s) ≥ |η˙|(t)e−C(t−1,t) − C(t− 1, t) (93)
and
sup
t−1≤s≤t
|η˙|(s) ≤ (|η˙|(t) + C(t− 1, t))eC(t−1,t). (94)
Now, the minimising trajectory minimises the action functional
A(0, t; ξ) = 1
2
∫ t
0
ξ˙2(s)ds +
∑
n≥1
an
∫ t
0
(cos(nξ(s))dsβ
1n(s) + sin(nξ(s))dsβ
2n(s))
= A(0, t− 1; ξ) + 1
2
∫ t
t−1
ξ˙2(s)ds
+
∞∑
n=1
an((β
1n(t)− β1n(t− 1)) cos(nξ(t)) + (β2n(t)− β2n(t− 1)) sin(nξ(t)))
+
∞∑
n=1
nan
∫ t
t−1
ξ˙(s)
(
(β1n(s)− β1n(t− 1)) sin(nξ(s))− (β2n(s)− β2n(t− 1)) cos(nξ(s))) ds
subject to the constraint that ξ(t) = x. Setting sup0≤x≤2π |u(t, x)| = K and C = C(t − 1, t) and
using the inequalities (93) and (94),
A(0, t; ξ)−A(0, t− 1; ξ) ≥ 1
2
((|ξ˙(t)|2e−C − C) ∨ 0)2 − C − C||ξ˙(t)|e−C − C|.
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To get an upper bound on A(0, t; ξ)−A(0, t− 1; ξ), where ξ is the minimiser of A(0, t; .) subject to
ξ(t) = x, note that u(t, x) is 2π periodic in x and consider the constant velocity trajectory η such
that η(t) = x and η(t− 1) = ξ(t− 1) to obtain
A(0, t; ξ) −A(0, t− 1; ξ) ≤ 2π2 + C + 2πC.
Since this holds for all x ∈ [0, 2π), it follows that
1
2
((Ke−C − C) ∨ 0)2 − C −C|Ke−C − C| ≤ 2π2 + C + 2πC.
It follows that either K < CeC , or
1
2
K2e−2C − 2KCe−C + 3
2
C2 − C ≤ 2π2 + C(1 + 2π),
so that
(Ke−C)2 − 4C(Ke−C) + (3C2 − 4(1 + π)C − 4π2) < 0
giving
sup
0≤x≤2π
|u(t, x)| ≤ K < 2CeC + eC
√
C2 + 4(1 + π)C + 4π2 ≤ (3C + 2(1 + π))eC < 10e2C .
To obtain estimates on EQ{Kp}, first note that
sup
t−1≤r≤s≤t
|β1n(s)− β1n(r)| ≤ 2 sup
t−1≤s≤t
|β1n(s)− β1n(t− 1)|,
so that, setting Sjn = supt−1≤s≤t |βjn(s)− βjn(t− 1)|,
EQ{|K|p} ≤ 10pEQ
{
exp{4p
∞∑
n=1
n2|an|(S1n + S2n)}
}
= 10p
∞∏
n=1
EQ
{
exp{4pn2|an|S1n}
}2
.
An application of lemma 3 gives
EQ {|K|p} ≤ 10p exp

32p2
∑
n≥1
n4a2n + 8p(
√
2 log 2 + 2
√
2π)
∑
n≥1
n2|an|

 ,
concluding the proof of theorem 23. This is the line of the proof found in [1].
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5 Conclusion
There is a striking dichotomy here. The steps that were sketched in section 4 are justified elsewhere
in the literature. This is discussed in [1]. The first of these is the application of Varadhan’s
theorem in the stochastic case. This is straightforward; an integration by parts of the potential
term removes the stochastic integral. Secondly, the fact that the action functional, in the stochastic
case, has a minimiser and the fact that this minimiser, in the stochastic case, satisfies the Euler -
Lagrange equations. These steps are relatively straight forward; after the ‘stochastic’ integral has
been removed by an integration by parts, the proof depends on the ξ˙2 term and the fact that |ξ˙|
is raised to a power strictly greater than 1, using standard arguments that date back to Tonelli.
Once these steps are justified, the conclusion is that the Choice Axiom leads to inconsistent results.
The results from classical dynamics, stating that a minimising trajectory for the action functional
exists use crucially the relative weak compactness of the unit ball in L2. By Tychonoff’s theorem,
the Choice Axiom implies relative weak compactness of the unit ball in L2. Kelley [2] showed
that relative weak compactness of the unit ball in L2 implied the Choice Axiom. It is the Choice
Axiom, at the countable level, which is employed in the arguments in this article. The conclusion
is therefore that this article has provided an example that demonstrates that employing the Choice
Axiom leads to contradictory results in analysis.
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