Optimal control of an Ornstein-Uhlenbeck process  by Lefebvre, Mario
Stochastic Roccsses and their Applications 24 ( 1987 1 89-97 
North-Holland 
89 
OPTIMAL CONTROL OF AN ORNSTEIN-UHLENBECK 
PROCESS 
Mario LEFEBVRE 
Received II February 1986 
Revised II September 1986 
In this paper, we consider an Ornstein-Uhlenbeck process in both a finite and a semi-infinite 
interval. Depending on the form of the cost function, our aim is either to leave the interval as 
soon as possible or to maximize the time spent in the interval, taking into account the control 
costs in both canes The model may reprexnt the current in a simple electrical circuit. Since the 
exact solutions are in terms of special functions. approximate solutions are given. The deterministic 
w5es we alw solved. 
stochastic control * Ornstein-Uhlenbeck process * lirst-passage time * Webcr‘s function 
I. Introduction 
In [6] Whittle considers a variant of the LQG model: he examines processes with 
plant equation 
(1) 
where A and U are constant matrices and E is Gaussian white noise, but with cost 
function of the form 
J= 
’ u'Qu 
-ddr+ K[x(T), T], 
2 
(2) 
where K[x(~), ~1 is a general terminal loss function and T is the moment of first 
entry into a prescribed (x. [)-set D. That is, he considers processes which are LQG 
except at termination. He terms the problem of reaching D at a minimal cost “LQG 
homing”. 
Thus, in this type of problem termination does not occur at a specified time T 
and the terminal cost is not necessarily quadratic in x. Note also that the state 
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variable x does not appear in the cost function, except at termination. However, 
since T is the moment of jrst entry into 0, it is as if deviations from the optimal 
path were explicitely costed. 
Whittle obtains a theorem that gives the optimal control in terms of a mathematical 
expectation for the uncontrolled process 
d.r/dr = Ax + F. (3) 
He then applies this theorem (see also Whittle and Gait [7]) in an optimization 
problem for the one-dimensional process 
dx/d t = 11 f F. (4 
In [4], Lefebvre obtains a theorem similar to that of Whittle, but for the cost function 
where A is a real parameter. In this note we consider the one-dimensional continuous 
time dynamic system with plant equation 
dx 
z- 
- - C1.Y - hI1 + F, 
where II is the control variable, a and h are positive constants. and E is Gaussian 
white noise of zero mean and covariancc rate N. Equation (6) may represent the 
rate of change of the current in a simple electrical circuit consisting of a resistor, 
an inductor, a current source and a source of random perturbation (white noise). 
We want to minimize the cxpcctcd value of the cost function 
where Q > 0, A is a real paramctcr, and T is the first moment at which the process 
leaves a certain interval C, having started from an initial value x. If the parameter 
A is positive, our aim is to leave the continuation region C as soon as possible, 
while if h is negative then one is trying to keep the current in the interval C for as 
long as possible, taking into account the control costs thus incurred in both GWS. 
If A = 0, one obviously takes II = 0. 
We shall consider two cases: firstly, we shall take C = (-d, d) and A positive. 
That is, we start with a value between -d and +d and we try to bring the current 
to -d or +d as soon as possible. Secondly, we shall consider the one-barrier case 
C = (rl, CO), where d > 0, and A negative. The problem is then to keep the current 
above the fixed value d for as long as possible. 
In the first case we shall have x( 7) = -d or +d and, by symmetry, we may choose 
K (-d) = K(d) = K, say, where K[x( T)] is the terminal loss function defined in (5). 
Moreover, in the second case .X(T) must be equal to d, so that K[.r(r)] is also a 
constant. Thus, for simplicity, we put K[x(T)] = 0 in both cases and (7) is then the 
one-dimensional equivalent of (5). 
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Finally, we also solve the two problems considered in this note in the deterministic 
case E 3 0. 
2. The two-barrier case 
Suppose first that the continuation region C is the interval (-4 d) and that the 
parameter h is positive. Then our aim is to leave this interval at a minimal cost. 
More precisely, we want to minimize the expected value of the cost function 
(8) 
where T is the moment of first entry into the termination set D, the complement of 
C. To do so, we let F(x) be the minimal expected cost incurred from state value 
_‘I; that is. 
(9) 
where the (C) indicates that the equation holds in C. Since we have assumed that 
there is no terminal cost and since there is no overshoot into D. the boundary 
conditions are simply 
F(*:f)=O. 
For s in C we obtain the dynamic programming equation 
(10) 
(11) 
where FV and F,, are the first derivative and the second derivative of F, respectively. 
One finds 
h 
u=-F, 
Q 
and it follows that 
Next, let 
F(x) 
(I(x) = exp -- 
[ 1 a 
(12) 
(13) 
(14) 
where 
NQ 
n=h” (15) 
Equation (13) is then linearized to 
(16) 
with boundary conditions 
@(id) = I. (17) 
The linearizing transformation (13) is due to Whittle and Gait [7]. Lefebvre has 
shown in [a] that from (16) and (17) one can make the identification 
(18) 
the expectation (here) being over the time T of first passage into the termination 
set D = {--cl, d} for the uncontrolled process 
ds 
z- 
--a.Y+F, (19) 
conditional on starting from x. For this interpretation to be valid, ultimate entry of 
the uncontrolled process into the termination region has to be certain. Since, in this 
note. S(I) is in fact an Ornstein-Uhlenbeck process, this condition is satisfied (see, 
for example, Cox and Miller [?I). 
Thus, WC‘ have (see Darling and Siegert [3]) 
O(x) = cxp 3 { k,,,[(zlJ/ N)“‘.V] + I),,,,,[ -(2lJ/ N)“‘S]} {[I ,,,a [&/N)“‘tf]+I) ,,,<, [-(zlJ/N)“-‘t/l} (20) 
where 
II = -A/u (31) 
and where the function D,,,,,, known as Weber’s function, is defined by 
We have, by definition, 
and M(a,p,x)= ,$ Aksk, 
II -0 
where 
(23) 
A, = 
a(u+l)* -(a+k-l)l (A,,=l) 
P(P+l)*. .(/3+x:-l) k! 
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Using (22) we can write 
O(x) = 
M( -0/2a, $; ax’/ N) 
M(-0/2a, $; adz/N)’ 
Now, from (12) and (14). the optimal control in terms of @ is given by 
11 =(-ah/Q)@,,@ or (by (15)) u = (-N/b)@,,@. 
Since 
(see Abramowitz and Stegun [l]). we find that 
u=(_N,b)[(-~/a)(2a.~/N)M(I-B/2a,~;ar~/N)] 
nl( -O/Za, I; a.\-‘/ N) 
93 
(24) 
(25) 
(26) 
(27) 
Lemma 1. f/‘fl/a = -(Zk+ l), k =O, 1.2,. . . , we ham 
M( -fl,Zn, 1: ns’, N) = const. $ [exp(a.r’/ N)]. (‘8) 
This lemma, and therefore the proposition that follows, are easily proved 
We may use the formula (see Abramowitz and Stegun [I]) 
f’(P 1 
- - e’r”-’ bf((n,P; x) ,‘(a) , (x large) 
to show that equation (27) reduces to 
N 2a.v 2u.r 
Id=---=-- 
b N b ’ 
(29) 
(30) 
(31) 
at least when .V is not too small. In fact, equation (31) is the exact solution when 
8/a = -1. In the cases O/a = -3 and 0/a = -5, we obtain 
N2a.r[(2ax/N)‘+6a/N] 
“=-h 7 [(2as/N)‘+Za/N] 
(32) 
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and 
N2ax[(2a.~/N)‘+80(a/N)‘x’+60(a/N)~] 
’ = -b F [(la~/n)~+48(a/ N)‘.x’+ lZ(a/N)‘] ’ 
(33) 
respectively. Hence we see that (see also (27)) for .K very small we have 
u-(-N/b)(-@/a)(2a.x/N)=20.u/b. (34) 
Finally, note that for .‘c large enough we deduce from (6) that with II given by (31) 
d.x 
-=ax+F. 
dt 
(35) 
To conclude this section, we shall solve this problem in the deterministic case. 
Proposition 2. When C = (-d, d), the optimal control in the deterministic case N = 0 
is 
,,= -(n.~/b)-[(O.~/b)‘+ZA/Q]“~ 
1 
if‘x>O, 
-(~~.~/b)+[(~~.~/b)‘+2A/Q1’/: i/‘.y < 0, 
nhcre A > 0, When x is cqird to zero we ma.v cl~oosc either dirtion. 
(36) 
Proof. When N =O. equation (13) becomes 
Hcncc WC have 
and, from (II), 
(37) 
(3X) 
(39) 
Now, when A is positive we want to leave the interval C = (-d, d) rapidly. Since 
C is symmetric with respect to zero, we deduce formula (36). 0 
3. The one-barrier case 
Suppose now that the initial value of the current is greater than some positive 
constant d and that the parameter h in the cost function is negative. Then, as long 
as x(t) is superior to d we receive an instantaneous reward A. So, in this case our 
aim is to keep the current above d as long as possible, taking into account the 
control costs Qu’/2 thus incurred. 
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In the stochastic case N > 0, we must solve (see (16)) 
95 
(40) 
subject to the boundary condition 
Q(d) = 1. (41) 
In fact, in virtue of (18) @ is the moment-generating function of the first-passage 
time distribution for an Omstein-Uhlenbeck process. Hence we have (see Prabhu 
[S], for example) 
(42) 
where 8 = -A/a is positive. 
We see that we must have 0 < 0’, where 0’, the critical value of 0, is the smallest 
(positive) value such that 
D ,,,,(, [ -($)li2d] =o. (43) 
The reason for this is that the reward received for survival in the continuation region 
C must not be too large, otherwise GJ becomes inlinitc; that is, one can then rcceivc 
an inlinitc reward. since one is willing to use a very large control to ensure survival 
in C, For example. if we let d dccrcase to zero WC’ must have 
Q,,,,(W ’ 0. 
Now, by definition, we have 
Q,,,,(O)=2 o/u * I * I 
e 
1 (?)/I 2-- . ( > 2a 
Since I’(x) is positive for x positive and I/I’(O) is equal to zero, we deduce from 
(45) that when d =0 the critical value of 0 is 0’= a. 
(44) 
(45) 
We could obtain the exact optimal control by dillerentiating @(x) with respect 
to x and then using formula (25). However, the expression that one gets is quite 
complicated and is not really useful. Therefore we shall rather given an approximate 
solution in the following proposition. 
Proposition 3. When N > 0 and C = (d, a), the optimal control is 
(e/a+l) 
x 1 (46) 
for x > d > 0 large enough. 
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Proof. Using formula (30) we can show that, for x large enough, we have 
(47) 
Equation (46) then follows from (25). 0 
Note that formula (46) will always be valid if d is large. Also, if x is very large 
we may write 
N 2ax 2 ax ~=--_=-- 
bN b’ 
(48) 
which is the same approximate linear solution as in the two-barrier case. Finally, 
formula (46) is valid for 0 less than 0’ only. 
Proposition 4. In the deterministic case N = 0, if C = (d, ~0) then the optimal control 
is giwn by 
Proof. As in the two-barrier case, we have (see (39)) 
Now, when A is ncgativc we can show that 
J(x) 
i 
(49) 
(51) 
Hence, we deduce equation (49). 0 
As in the stochastic case, the reward given for survival in C must not be too 
large; that is, h must not be too negative. In fact, the critical value of A is 
A’= -(a’Q/Zb’)d’. (52) 
If A is less than A’, then one can receive an infinite reward by taking 14 = -ax,,/b 
for any value of x,, in the interval (d, (b/a)(-2/\/Q)“’ (see the cost function 
defined in (7)). 
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