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Tato bakalářská práce se věnuje základům teorie neuronových sítí a jejich modelováním 
v prostředí MATLAB. Práce může být rozdělena do čtyř celků. Po úvodu k práci je v 
první kapitole vysvětleno teoretické pozadí neuronových sítí. Kapitola uvádí stručnou 
historii, biologické pozadí neuronových sítí a pojednává o základních síťových 
architekturách a procesu trénování těchto sítí. Další část práce se zabývá samotnou 
implementací neuronových sítí v prostředí MATLAB, přípravou dat, vytvářením síti, jejich 
simulací a testováním. Poslední část dokumentu obsahuje návrh dvou úloh pro 











This bachelor thesis discusses the basic theory and modelling of neural networks in the 
software environment of MATLAB. The thesis can be divided into four parts. After an 
introduction into the thesis, the theoretical background of the neural netwoks is 
explained in the first chapter. This chapter features a brief history and a biological 
background of neural networks and deals with the basic network architectures and the 
training processes. The next part is the description of how to implement networks in a 
general way using the MATLAB enviroment, so it deals with preparation of data, 
creation, simulation and training of a neural network.  The last part of the paper covers a 
design of two excersises created in order to introduce modelling of the neural networks 





neural network, neuron, perceptron, MATLAB, network modelling 
Využití prostředí MATLAB pro neuronové sítě 
- 3 - 
 




Prohlašuji, že svou bakalářskou práci na téma " Využití prostředí MATLAB pro 
neuronové sítě"  jsem vypracoval samostatně pod vedením vedoucího bakalářské práce 
a s použitím odborné literatury a dalších informačních zdrojů, které jsou všechny 
citovány v práci a uvedeny v seznamu literatury na konci práce. Jako autor uvedené 
bakalářské práce dále prohlašuji, že v souvislosti s vytvořením této bakalářské práce 
jsem neporušil autorská práva třetích osob, zejména jsem nezasáhl nedovoleným 
způsobem do cizích autorských práv osobnostních a jsem si plně vědom následků 
porušení ustanovení § 11 a následujících autorského zákona č. 121/2000 Sb., včetně 
možných trestněprávních důsledků vyplývajících z ustanovení §152 trestního zákona č. 
140/1961 Sb.“ 
 















Ďakujem vedúcemu bakalárskej práce Doc. Ing. Vladislavovi Škorpilovi, CSc., za 
príležitosť nahliadnuť do prekvapivo zaujímavého sveta neurónových sietí. Ďalej 
ďakujem svojej rodine a priateľom za podporu poskytovanú počas mojej práce na tomto 
dokumente.  
 
V Brně dne ……………....      ………………………....... 
         Peter Lenk 
Využití prostředí MATLAB pro neuronové sítě 
- 4 - 
 
- 4 - 
 
 
Abecedný prehľad použitých skratiek, veličín a symbolov 
 
a - výstupný signál neurónu  
a - výstupný vektor neurónovej siete 
A - matica výstupných vektorov neurónovej siete 
b - bias, externá prahová úroveň neurónu 
e - hodnota chyby siete 
E - funkcia celkovej chyby siete v závislosti od váh, ktorej graf tvorí Error landscape 
F - prenosová funkcia vrstvy neurónovej siete  
n - čistý vstup neurónu, net input 
p
 
- stimul neurónu 
p - vstupný vektor siete 
P - matica vstupných vektorov neurónovej siete 
t - očakávaná výstupná hodnota siete pri jej trénovaní 
w
 
- váha synaptického spojenia medzi neurónmi 
w - vektor váh neurónu 
W - matica váh vrstvy neurónov v sieti 
µ - hodnota udávajúca mieru učenia siete 
ψ - prenosová funkcia neurónu 
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Každý z nás denne používa prístroje ktoré sú schopné vykonávať rôzne zložité 
úlohy. Či už sa jedná o automatickú práčku alebo kamerový systém, všetky tieto 
prístroje prešli dlhým a náročným vývinom. V médiách sa objavujú články 
sprostredkujúce informácie o úžasne rýchlom vývine technológií a dnešné počítače sú 
schopné spracovať obrovské množstvo informácií a vykonávať náročné úlohy. Môžeme 
ich nájsť v oblasti priemyslu, komunikácií, medicíny alebo na stoloch väčšiny moderných 
domácností. V mnohých týchto oblastiach počítače pracujú omnoho efektívnejšie ako by 
bol na ich mieste schopný pracovať ktorýkoľvek človek. Majú však jednu nevýhodu a tou 
je skutočnosť, že sú obmedzené len na určité úkoly na ktoré boli naprogramované. 
Veľkou časťou výskumu v oblasti výpočtovej techniky sa preto stalo vytváranie systémov 
ktoré sú schopné adaptácie na nové podmienky. Podmienkou funkcie takého systému je 
vytvorenie umelej inteligencie pomocou ktorej bude daný systém schopný riešiť úlohy na 
ktoré nebol implicitne naučený. Prvým krokom k tvorbe systémov založených na umelej 
inteligencii sú práve neurónové siete. Tieto siete vznikli na základe skúmania 
biologických neurových systémov a snažia sa simulovať princípy ich správania. 
 
Vo svojej bakalárskej práci sa venujem vytváraniu a simulácii neurónových sietí 
v programovom prostredí MATLAB, pričom pozornosť zameriavam na dopredné 
neurónové siete, kde základnú stavebnú jednotku tvorí perceptrón. V prvej kapitole sa 
zľahka dotýkam biologického a historického pozadia neurónových sietí a rozoberám ich 
základné vlastnosti, štruktúru a spôsoby učenia. Nevenujem sa dôkladnému rozboru 
teórie učenia či iných matematických kalkulácií pretože také niečo by bolo predmetom 
viacerých špecializovaných publikácií a značne to presahuje rámec mojej práce.  
Samotné prostredie MATLAB, používané dátové štruktúry a syntax je predmetom druhej 
kapitoly. V tejto kapitole sa tiež venujem realizácii neurónových sietí v MATLABe, ich 
trénovaniu (učeniu) a ich simulácii. Tretia kapitola obsahuje rozbor navrhnutých úloch 
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1 NEURÓNOVÉ SIETE 
 
1.1 Oboznámenie s princípom 
 
Ako už bolo spomenuté v úvode, neinteligentné počítače  sú bezradné v riešení 
problému na ktorý neboli naprogramované. Štandardné algoritmy sa nevedia 
vysporiadať s nekompletnými dátami či dátami obsahujúcimi šum. Avšak práve s takými 
sa v reálnom svete pracuje. Z tohto dôvodu sa začalo pracovať na sieťach, respektíve 
systémoch, ktoré disponujú istým stupňom umelej inteligencie a sú schopné učiť sa nové 
veci samostatne.  
 
Neurónové siete pracujú pomocou vytvorených spojov medzi mnohými rôznymi 
elementami z ktorých každý je analogický k jednému neurónu biologického mozgu a 
ktoré pracujú paralelne. Tieto neuróny môžu byť skonštruované fyzicky,  alebo 
nasimulované v softwarovom prostredí.  Vstupom každého neurónu je viac signálov 
ktoré neurón vyhodnocuje na základe veľkosti jednotlivých váh vstupov a výstupnej 
funkcie. Výstupom neurónu je jeden signál ktorý zvyčajne tvorí vstup nasledovného 
neurónu.  Neuróny sú organizované do vrstiev, ktoré sú tvorené skrytými vrstvami 
a výstupnou vrstvou.  Prvá skrytá vrstva býva tiež označovaná ako vstupná vrstva.  
 
Neurónová sieť sa pred samotným použitím trénuje na známej vzorke navzájom 
si odpovedajúcich vstupných a výstupných údajov. Počas trénovania sa sieť učí 
odpovedať na vstupné vzorky korektným výstupom, pričom v každom cykle upravuje 
svoje vnútorné parametere v závislosti na veľkosti výstupnej chyby. Po dosiahnutí 
potrebnej presnosti sa sieť testuje na viacerých nových, pre ňu neznámych, súboroch 
vstupných hodnôt, a ak sú výsledky nepriaznivé dôjde k dalšiemu trénovaniu siete alebo 
k úprave jej štruktúry. Tento proces blokovo znázorňuje Obr.1.1 uvedený na ďalšej 
strane.   
 
Neurónové siete sú užitočné na spracovanie komplexných, často nekompletných 
dát, napríklad rozoznávanie reči alebo vizuálnych vzorov. Medzi ich hlavné funkcie patrí 
tiež zoskupovanie vstupných hodnôt, ich klasifikácia a prevádzanie zložitých funkčných 
závislotí.  
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Obr.1.1: Princíp trénovania siete 
 
1.2 Stručná história neurónových sietí 
 
V roku 1943 sa neuropsychológ Warren McCulloch a matematik Walter Pitts 
zaoberali výskumom neurónov mozgu . Napísali teóriu funkcie neurónu a za účelom 
testovania zostrojili elektrický obvod ktorý slúžil ako model neurónovej siete.  
Nasledujúcich 15 rokov sa pracovalo na výskume sietí s prahovými neurónmi. Výskum 
sa posunul o krok ďalej v roku 1949 keď Donald Hebb poukázal na fakt, že spoje medzi 
neurónmi sa používaním posiľňujú.  Vyhlásil že informácia môže byť uchovaná v týchto 
spojoch a na základe toho vytvoril teóriu o technike učenia sa neurónov, ktorá sa neskôr 
stála známa ako Hebbovo pravidlo učenia sa (Hebb’s learning rule).  Počas 50tych 
rokov sa výkonnosť počítačov zlepšila a začalo sa s testovaním neuropočítačov ktoré 
boli schopné prispôsobiť svoje medzi-neurónové spoje automaticky. V tejto dobe vznikol 
aj prvý model perceptrónu, prvku podobnému neurónu, ktorý dokázal klasifikovať vzorky 
(Rosenblatt 1958). 
 
V 60tych rokoch bol vyvinuty systém ADALINE (AD Aptive LINEar combiner) 
a jeho rozšírená verzia MADALINE (Many ADALINES), a zároveň Bernard Widrow 
a Macian Hoff predstavili  nové pravidlo učenia sa neurónov známe ako Widrow-Hoff 
learning rule. Pravidlo minimalizovalo celkovú kvadratickú odchýlku počas trénovania  
siete. Prvé aplikácie na báze ADALINE zahrňovali rozlišovanie vzoriek, predpoveď 
počasia a adaptívne riadenie [2]. 
 
Po tomto období začal výskum stagnovať,  pretože známe postupy 
jednovrstvových perceptrónových sietí neboli schopné riešiť komplexné úlohy. Výskum 
sa dal opäť do pohybu v rokoch 1985-1986. V tomto období bola populárna myšlienka 
viacvrstvových sietí a preto vznikol problém ako v tejto súvislosti aplikovať Widrow-
Hoffove pravidlo ktoré bolo vyvinuté pre jednovrstvovú sieť. Vtedy páni Rumelhart, 
Hinton a Williams znovuobjavili algoritmus známy ako back-propagation (spätné šírenie 
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chyby) , ktorý dokázal riešiť mnoho zložitých problémov. Väčšina súčasného výskumu 
v oblasti neurónových sietí je zameraná práve na back-propagation a jeho rozšírenie.[2]  
 
1.3 Bilogické pozadie 
 
Napriek nie celkom presnej analógii medzi umelými a prírodnými nervovými 
systémami, rozhodol som sa stručne uviesť i biologický model neurónu.  
 
Ľudský mozog sa skladá z výpočtových elementov, neurónov, ktoré komunikujú 
cez sieť spojov nervových výbežkov a synapsií. Neuróny vykonávajú svoju funkciu 
v chemickom prostredí pomocou elektrických impulsov. Z toho dôvodu považujeme 
mozog za husto prepojenú elektrickú sieť určenú biochemickými procesmi.  Biologický 
neurón má telo (soma) veľké niekoľko mikrometrov a vybiehajú z neho tisíce krátkych 
výbežkov, dendritov, ktoré tvoria vstup neurónu. Z tela vybieha jedno vlákno (axón), 
ktoré môže byť niekoľko metrov dlhé. Nervy sú tvorené zväzkami týchto vlákien. Koniec 
axónu sa vetví do mnohých výbežkov, ktoré končia synapsiami, a tieto priliehajú na 
dendrity ostatných neurónov.  
 
Obr.1.2: Biologický neurón 
 
Po povrchu axiónu je rozptýlená vodivá membrána, ktorá je schopná sa pri 
zvýšení potenciálu vnútri tela neurónu nad prahovú úroveň prudko depolarizovať, čím sa 
vytvorí elektrický impulz šíriaci sa po axóne ako potenciálová vlna. Elektrická aktivita 
v neuróne môže byť produkovaná viacerými podnetmi ako sú tlak, natiahnutie či 
chemické procesy. Impulz bežiaci po axóne dorazí k synapsii z ktorej sa v mieste dotyku 
s dendritom následného neurónu vytvorí daľšia potenciálová vlna šíriaca sa k telu 
druhého neurónu. V sieti dendritov sa šíri celá skupina potenciálových vĺn ktoré 
pochádzajú od rôznych synapsií (a rôznych neurónov). Tieto môžu mať vzrušivý alebo 
tlmivý charakter. Potenciálové vlny sa navzájom sčítajú keď dorazia k axónovému 
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hrbolčeku.  Ak súhrn podnetov prekročí určitú prahovú úroveň dôjde k depolarizácii tela 
a po axióne sa začne šíriť vzruch. V neurónových sieťach živých organizmov majú 
signály v nich pôsobiace charakter sledu impulzov.  Informácia môže byť na signáloch 
tohoto druhu prenášaná celou radou veličín, od zmeny tvaru, veľkosti či polohy 
jednotlivých impulzov až po zmenu rýchlosti ktorou sú vysielané.  
 
Funkcia reálneho biologického neurónu je veľmi zložitá a doteraz nie celkom 
preskúmaná, avšak biologické nervové siete slúžia ako zdroj poznatkov a zároveň ako 
motivácia pre výskumníkov zaoberajúcich sa vývinom umelých neurónových sietí už po 
desiatky rokov [2], [3], [6]. 
 
1.4 Model neurónu 
 
Biologický i umelý neurón sú elementárne jednotky ktoré spracovávajú 
informáciu. Preto sú to základné stavebné bloky neurónových sietí. Umelý neurón je 
najlepšie ilustrovateľný analógiou k biologickému neurónu. Obr.1.3 reprezentuje model 
neurónu. Vidíme, že spojenia (synapsy) wi prenášajú signály (stimuly) pi do neurónu. 
Spojenie môže byť interpretované ako váha reprezentujúca jeho „dôležitosť“. V neuróne 
sa vytvorí súčet jednotlivých vážených vstupov a pokiaľ je tento súčet väčší ako externe 
aplikovaná prahová úroveň b (bias) , neurón emituje výstup a . Veľkosť výstupu závisí 
na druhu použitej prenosovej funkcie ψ ktorej argumentom je vlastne takzvaný čistý 
vstup n (net input). Vo väčšine prípadov sa volí taká funkcia, ktorá limituje rozsah 
výstupných hodnôt na interval <0,1> alebo    <-1,1>.  
 
 
Obr.1.3: Model neurónu 
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Tieto skutočnosti môžme matematicky zapísať vzťahmi 
 
         (1.1) 
a 
          (1.2) 
 
kde n je čistý vstup a ψ (.) prenosová funkcia. 
 
 1.4.1 Typy prenosových funkcií 
 
V oblasti neurónových sietí sa skoro výlučne používajú tri rôzne typy 
prenosových funkcií.  
Prvou z nich je takzvaná prahová funkcia pre ktorú platí 
 
  .       (1.3) 
 
V literatúre býva táto funkcia označovaná ako Heavisidova funkcia. Výstup neurónu 
s týmto druhom prenosovej funkcie je 1, ak je čistý vstup n väčší či rovný nule, alebo 0 
ak je čistý vstup menší ako nula. Takýto neurón je známy ako McCulloch-Pittsov model.  
 
Ďalšou používanou funkciu je čiastočne lineárna funkcia ktorá je podobná prahovej 
funkcii, avšak obsahuje lineárnu oblasť. Platí pre ňu   
 
 .       (1.4) 
 
V prípade klasickej lineárnej funkcie je výstup neurónu rovnaký ako čistý vstup n. Tieto 
typy funkcií sa používajú pri lineárnej aproximácii v lineárnych filtroch a sú dané 
vzťahom 
 
 .         (1.5) 
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Najpoužívanejším typom funkcie je sigmoidná funkcia typu 
  ,        (1.6) 
ktorá má dobré vlastnosti z hľadiska novších algoritmov učenia sa. Sigmoidná funkcia 
v podstate „stlačí“ vstup medzi hodnoty 0 a 1. Vstupný argument môže mať hodnotu od 
mínus nekonečna do plus nekonečna. Výhoda tejto funkcie je že sa dá derivovať a preto 
je použitá v back-propagation sieťach.  Widrow-Hoffove pravidlo totiž pracuje 
s derivátom funkcie. 
 
Obr.1.4: Prenosové funkcie: skoková, lineárna a sigmoidná 
 
Prenosové funkcie popísané vzťahmi (1.3) ,(1.4) a (1.6) majú výstupný rozsah od 0 do 1. 
Niekedy je však vhodné používať rozsah -1 až 1 kedy sa používa funkcia ktorá je 
antisymetrická k počiatku sústavy (v podstate sigmoid prechádzajúci počiatkom).  
 
Podľa typu použitej funkcie rozdeľujeme neuróny na prahové, lineárne a nelineárne.   
 
1.5 Architektúra neurónových sietí 
 
Spôsob akým sú neuróny v sieti štrukturované je tesne spojený s algoritmom 
učenia sa  ktorý je v sieti použitý. Môžme preto o týchto algoritmoch použitých pri 
dizajne siete hovoriť ako o štrukturovaných. V tejto kapitole sa zameriavam na 
architektúru sietí ako takých. Vo všeobecnosti môžme identifikovať tri základné skupiny 
sieťových architektúr. 
 
 1.5.1 Jednovrstvové dopredné siete 
 
Vo vrstvených neurónových sietach sú neuróny organizované formou vrstiev. 
Najjednoduchšia forma takejto siete obsahuje vstupnú vrstvu uzlov ktorá sa premieta 
na výstupnú vrstvu, avšak funguje to iba jednosmerne. Inými slovami, takáto sieť je 
dopredného alebo acyklického typu. Obr.1.5 ilustruje takúto sieť, ktorá obsahuje po 
štyri uzly v obidvoch vrstvách. Táto sieť sa nazýva jednovrstvová z toho dôvodu, že 
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výpočty vykonáva iba výstupná vrstva, zatiaľ čo vo vstupnej vrstve žiadny výpočet 
neprebieha a preto sa ani nezaratúva do konečného počtu vrstiev. 
 
Obr.1.5: Dopredná sieť s jednou vrstvou neurónov 
 
 1.5.2 Viacvrstvové dopredné siete 
 
Druhá trieda dopredných neurónových sietí je rozdielna v tom, že obsahuje jednu 
alebo viac skrytých vrstiev, ktorých výpočtové uzly sú nazývané skryté neuróny 
alebo skryté jednotky. Funkciou skrytých neurónov je určitým žiadúcim spôsobom 
zasahovať do spoja medzi externým vstupom a výstupom siete. Pridaním jednej 
alebo viacerých skrytých vrstiev sa všeobecne zvýšia schopnosti siete. Voľne 
povedané, sieť získa akúsi globálnu perspektívu vďaka extra sade synaptických 
spojov a extra dimenzii neurálnych interakcií. Schopnosť skrytých neurónov zvýšiť 
výkon siete je zvlášt dôležitá pri zväčšovaní veľkosti vstupnej vrstvy.  
 
 Uzly vo vstupnej vrstve siete poskytujú elementy aktivačnej vzorky (vstupného 
vektoru), ktorá tvorí vstupné signály aplikované na neuróny v druhej ( čiže prvej 
skrytej) vrstve. Výstupné signály druhej vrstvy slúžia ako vstupné signály tretej vrstvy 
a tak daľej až po výstupnú vrstvu. Neuróny v každej vrstve majú zvyčajne iba toľko 
vstupov koľko má predchádzajúca vrstva výstupov. Sada výstupných signálov 
neurónov výstupnej vrstvy predstavuje celkovú odpoveď siete na aktivačnú vzorku. 
 
Obr.1.6 ilustruje viacvrstvovú doprednú sieť, ktorá obsahuje jednu skrytú vrstvu. 
Táto sieť môže byť označená ako 10-4-2 pretože obsahuje 10 vstupných uzlov, 4 
skryté neuróny a 2 výstupné neuróny. Je na mieste spomenúť že táto sieť je plne 
prepojená v tom zmysle že každý uzol v každej vrstve je spojený s každým uzlom 
v nasledujúcej vrstve. Ak v sieti niektoré tieto spojenia chýbaju, nazývame ju 
čiastočne prepojená sieť. 
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Obr.1.6: Plne prepojená dopredná sieť s jednou skrytou vrstvou neurónov 
 
 1.5.3 Rekurentné siete 
 
Rekurentná neurónová sieť sa od doprednej odlišuje v tom, že obsahuje 
najmenej jednu spätnoväzobnú smyčku. Takáto sieť môže byť tvorená napríklad 
jednou vrstvou neurónou, z ktorých každý posiela svoj výstupný signál späť na 
vstupy ostatných neurónov, ako zobrazuje Obr.1.7. Štruktúra na obrázku 
neobsahuje smyčky kde neurón posiela svoj výstup späť na vlastný vstup. Táto sieť 
tiež neobsahuje žiadne skryté neuróny. 
 
Prítomnosť spätnoväzobných smyčiek má veľký pozitívny dopad na možnosti 
siete učiť sa a tak isto aj na jej celkovú výkonnosť.  Okrem toho takáto sieť disponuje 
nelineárnym dynamickým správaním v prípade že obsahuje nelineárne prvky. 
 
 
Obr.1.7: Rekurentná sieť s jednou vrstvou neurónov 
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1.6 Úvod do procesu trénovania neurónových sietí 
 
Jedna z primárnych vlastností neurónových sietí je vlastnosť učenia sa 
v závislosti na svojom okolí, a teda zlepšovanie svojej výkonnosti. Je to proces ktorého 
čas vykonania záleží jednak na zložitosti úkolu, ktorý ma sieť vykonávať, a jednak na 
veľkosti a zložitosti samotnej siete a nazýva sa aj proces trénovania siete. Neurónová 
sieť sa učí interaktívnym procesom nastavovania svojich váh spojení a úrovní biasov. 
V každom kroku iterácie sa sieť stane lepšie informovanou o svojom okolí až sa 
nakoniec v ideálnom prípade úplne adaptuje.  
 
Proces trénovania môžme definovať nasledovnými krokmi : 
 
1. Sieť je stimulovaná svojím okolím. 
2. Dochádza k úprave vnútorných parametrov siete. 
3. Na nové podnety sieť odpovedá rozdielne ako pred predošlým stimulom 
 
Samotný problém trénovania je riešený algoritmom učenia sa (learning algorithm). 
Existuje mnoho takýchto algoritmov, pričom sa odlišujú typom problémov na ktoré sú 
vhodné. Prakticky sa tieto algoritmy odlišujú v spôsobe akým upravujú vnútorné 
parametre siete, čiže váhy spojení a bias parameter. Cieľom trénovania je zaistiť aby 
sieť korektne odpovedala na súbor vstupných hodnôt. Pri zložitejšej závislosti medzi 
vstupnými a výstupnými hodnotami sa jedná o aproximáciu danej funkcie tak, aby chyba 
siete bola minimálna, respektíve aby sa dosiahlo požadovanej presnosti. Takýto typ 
trénovania sa nazýva trénovanie s učiteľom. Pri trénovaní bez učiteľa sieť dostáva iba 
vstupné hotnoty a v pocese tréningu si výstupné hodnoty zoskupuje na základe ich 




Perceptrónové siete sú viacvrstvové neurónové siete s doprednými väzbami. 
Všetky neuróny jednej vrstvy sú vždy prepojené so všetkými neurónmi nasledujúcej 
vrstvy. Tieto neuróny sa nazývaju perceptróny a ich model je analogický modelu 
zobrazenému na Obr.1.3. Prenosová funkcia môže byť skoková, spojitá lineárna alebo 
spojitá nelineárna.  
 
Využití prostředí MATLAB pro neuronové sítě 
- 17 - 
 
- 17 - 
 
  
 1.7.1 Prahové perceptróny 
 
Tieto perceptróny majú prenosovú funkciu skokovú. Platí pre ňu vzťah (1.3). 
Neurón teda dáva na výstup buď 1, ak súčet vstupov presiahol prahovú hodnotu, alebo 
0 v druhom prípade.  
 
Jeden prahový perceptrón môže riešiť iba problémy ktoré sú lineárne 
separabilné. Teda vykonáva klasifikáciu vstupných vektorov delením vstupného 
priestoru na dve časti. Túto skutočnosť ilustruje obr.1.8, ktorý je vlastne zobrazením 
vstupného priestoru do dvojdimenzionálnej sústavy (počet dimenzií je daný počtom 
vstupov neurónu, v tomto prípade sú dva). Hranica rozhodovania, ktorá delí priestor na 
dve časti je daná rovnicou 
 
           (1.7) 
 
kde w predstavuje vektor jednotlivých váh a p predstavuje vstupný vektor. Premenná b 
je bias, teda externá prahová úroveň . Vstupný vektor je v tomto prípade daný 
hodnotami p1 a p2 . 
 
.  
Obr.1.8: Lineárna separabilita 
 
Na obr.1.8 predstavujú plné kolieska vstupné vektory ktoré majú byť vyhodnotené 
kladne a prázdne kolieska zas vektory ktoré majú byť vyhodnotené záporne. Hranica 
rozhodovania je definovaná vzťahom (1.7) z ktorého vidíme, že naklonenie hranice 
je dané veľkosťou prvkov vektoru w a posunutie biasom b.  Vektor váh je kolmý na 
hranicu rozhodovania [1].  
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V procese trénovania sa na jednotlivých vzorkách vstupných a výstupných 
hodnôt kontroluje či sieť kategorizuje vstupné vektory správne. V prípade že dôjde 
k chybe, upravia sa váhy a bias neurónu a to nasledovným spôsobom: 
 
a. V prípade že výstup neurónu je 1 a mal byť 0, vstupný vektor p je odčítaný 
od vektoru váh w . Týmto spôsobom sa hranica rozhodovania nakloní viac proti 
smeru hodinových ručičiek, respektíve vdialenosť vektorov w a p sa zväčší, čím 
sa tiež zväčší šanca že daný vstupný vektor bude v ďalšom cykle klasifikovaný 
ako 0. 
b. V prípade že výstup neurónu je 0 a mal byť 1, vstupný vektor p je prirátaný k 
vektoru váh w . Týmto spôsobom sa hranica rozhodovania nakloní v smere 
hodinových ručičiek, respektíve vdialenosť vektorov w a p sa zmenší, čím sa 
zväčší šanca že daný vstupný vektor bude v ďalšom cykle klasifikovaný ako 1. 
 
Pokiaľ toto pravidlo vykonáme pre všetky vstupné podnety dostaneme taký vektor váh, 
že hranica rozhodovania ich správne oddelí do jednotlivých podpriestorov. Samozrejme 
pokiaľ závislosť nie je lineárna, to znamená že priestor nie je lineárne separabilný, jeden 
perceptrón tento problém nevyrieši, a vtedy prichádzajú na rad viacvrstvové siete. 
 
Jeden preceptrón rozdelí priestor na dva polpriestory nadrovinou. Zareaguje tak 
len na podnety nachádzajúce sa v jednom polpriestore. Dvojvrstvová sieť môže 
vymedziť ľubovoľný konvexný tvar. Každý neurón prvej vrstvy vymedzí jeden polpriestor, 
neurón drhej vrstvy následne vyhodnocuje prienik týchto polpriestorov. Trojvrstvová sieť 
rozozná ľubovoľný počet konvexných útvarov. Neuróny prvej vrstvy opäť vymedzujú 
polpriestory, neuróny druhej vrstvy rozlišujú ich prieniky a neurón tretej vrstvy vykonáva 
zjednotenie týchto konvexných množín. Situácia je naznačená na obr.1.9. 
 
 1.7.2 Lineárne perceptróny 
 
Lineárne perceptróny používajú prenosovú funkciu podľa vzťahu 
 .         (1.8) 
Lineárnu sieť nie je nutné učiť pretože príslušné váhy sa dajú ľahko vypočítať. Tento typ 
sietí však v praxi nemá moc veľké použitie pretože vrstva lineárnych perceptrónov 
vykonáva len lineárne zobrazenie.  
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Obr.1.9: Schopnosti jedno-, dvoj- a trojvrstvovej perceptrónovej siete 
 
 1.7.3 Nelineárne perceptróny 
 
Sieťe s nelineárnymi perceptrónmi sú najpoužívanejšie. Nelineárne perceptróny 
používajú ako prenosovú funkciu takzvanú saturačnú funkciu, ktorá súčet impulzov 
transformuje do intervalu <1,0> a to tak, že v blízkosti nuly funkcia stúpa veľmi prudko, 
zatiaľ čo pri vysokých hodnotách stúpa iba nepatrne, takže prípadný rozdiel sa moc 
neprejaví. Takouto funkciou je napríklad sigmoida predstavená v podkapitole 1.4.1 a 
platí pre ňu rovnica (1.6). Dá sa dokázať že trojvrstvová sieť týchto neurónov môže 
aproximovať reálne zobrazenie medzi priestorom vstupov a priestorom výstupov [1]. 
 
1.8 Metóda učenia Gradient descent 
 
Metóda učenia Gradient-descent vychádza z nasledujúcej myšlienky. Ak sieti 
predložíme pevný vektor p na vstup, chyba siete E je funkciou všetkých synaptických 
váh neurónov. Táto chyba E je derivovateľná podľa jednotlivých váh. Túto skutočnosť 
znázorňuje graf na obr1.10. Vodorovná os predstavuje viacrozmerný priestor váh 
neurónov siete a zvislá os je hodnota chyby pre dané váhy. Vstupný vektor p je pevne 
daný, sieť sa učí na konrétnom príklade.  Graf E je plocha nazývaná tiež Error 
landscape, krajina chýb. 
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Obr.1.10: Viacrozmerová derivovateľná plocha – Error landcape 
  
Predstavme si že pre nejaké konkrétne nastavenie váh sa nachádzame niekde 
v tejto krajine. Našou úlohou je zísť čo najnižšie, pretože v takom bode sa nachádza 
najmenšia chyba a teda hľadaná kombinácia váh. Postupujeme preto dolu najstrmšim 
svahom, pričom tento smer nájdeme zderivovaním chyby v mieste kde sa nachádzame. 
Spravíme teda krok nižšie a postup opakujeme.  
 
 Dôležitou súčasťou metódy je i takzvaná miera učenia (learning rate), ktorá 
udáva o akú hodnotu sa zmení velˇkosť príslušných váh w v každom kroku. Ak je táto 
miera príliš malá, algoritmus bude konvergovať veľmi pomaly. Na druhej strane ak bude 
miera príliš veľká, algoritmus nebude konvergovať, ale naopak divergovať, a skúmaný 
bod sa bude nekontrolovateľne pohybovať po krajine chýb.  
 
 Tieto poznatky môžme matematicky sformulovať, a rovnicu pre zmenu váh 
zapísať ako 
   ,        (1.9) 
kde ∆wi značí hodnotu o ktorú sa zmenia váhy, µ značí mieru učenia a zlomok vyjadruje 
hodnotu gradientu vo vzťahu k daným váham. 
 
Problémom metódy je fakt, že pri zložitejšej funkcii môžme uviaznuť v lokálnom 
minime, záleží na počiatočnom stave váh. Tento problém sa rieši rôznymi rozšírenými 
algoritmami, napríklad pomocou použitia premenlivej miery učenia a takzvaného 
momentumu [1], ktoré podrobne rozoberať je však pre účely tejto práce zbytočné. 
Cieľom tejto kapitoly bolo oboznámenie so základnou myšlienkou metódy. 
 
 
Využití prostředí MATLAB pro neuronové sítě 
- 21 - 
 
- 21 - 
 
 
1.9 Algoritmus Back-propagation 
 
Ako sme si ukázali v podkapitole 1.7.1, ktorá sa zaoberá prahovými 
perceptrónmi, trénovanie jednovrstvovej siete je jednoduché. Váhy neurónov vrstvy sa 
upravia ak sa výstupné hodnoty siete líšia od cieľových (trénovacej vzorky) . Pri 
viacvrstvových sieťach ale vzniká problém, pretože pre konkrétne skryté vrstvy siete 
nemáme k dispozícii  žiadne cieľové hodnoty ktoré by sme mohli porovnávať 
s aktuálnym výstupom týchto vrstiev. V skutočnosti práve tento problém značne zabrzdil 
výskum neurónových sietí v 50tych rokoch [2] . Po zhruba tridsiatich rokoch bol vyvinutý 
algoritmus spätného šírenia chyby, známy ako Back-propagation algorithm , a výskum 
v tejto oblasi znovu ožil.  V princípe tento algoritmus poskytuje spôsob ako trénovať uzly 
skrytých vrstiev, nezávisle na počte týchto vrstiev. Na výpočet chyby siete využíva 
vyššie uvedenú metódu Gradient-descent.  
 
V prvom kroku algoritmu sa na vstup siete privedú trénovacie vstupné hodnoty a 
výstupná hodnota siete sa porovná s očakávanou hodnotou. Je vypočítaná chyba siete 
podľa vzťahu 
  ,         (1.10) 
kde e značí veľkosť chyby, t je očakávaná hodnota a a je výstupná hodnota siete. Keďže 
je nemožné priamo vypočítať hodnotu chyby pre skryté neuróny, celková výstupná 
chyba siete sa propaguje spätne z výstupu do jednotlivých vnútorných vrstiev neurónov. 
Na prenos tejto chyby sú použité spojenia medzi neurónmi váhované ešte neupravenými 
hodnotami váh wij , kde v dolnom indexe i označuje neurón, ktorého výstup je vstupom 
neurónu j . Teda pre chybu neurónu ktorý sa nachádza v skrytej vrstve platí vzťah 
  ,         (1.11) 
kde ei označuje chybu na výstupe práve skúmaného neurónu,ej predstavuje chybu na 
výstupe nasledovného neurónu a wij je hodnota váhy spoja medzi týmito neurónmi. 
Treba zdôrazniť že označením „nasledovný neurón“ je chápaný neurón, ktorý sa v rámci 
štruktúry siete nachádza za skúmaným neurónom a teda ktorého chyba sa spätne 
propaguje cez jeho vstup na výstup predošlého neurónu. Tento vzťah je ilustrovaný na 
obr.1.11.  
 
Využití prostředí MATLAB pro neuronové sítě 
- 22 - 
 
- 22 - 
 
 
Obr.1.11: Spätná propagácia chyby v doprednej sieti 
 
Tento postup sa opakuje pre všetky vrstvy siete. Ak na výstup neurónu prídu informácie 
o chybe zo vstupov viacerých neurónov, tieto hodnoty sa sčítajú. Po tom, čo je chybový 
signál pre každý neurón vypočítaný, môžu sa upraviť váhy a bias patričných neurónov 
metódou Gradient-descent. Celý proces sa opakuje pre všetky vzorky známych dvojíc 
vstupná-výstupná hodnota a to toľko krát, pokým sa celková chyba siete nezníži na 
minimálnu hodnotu, ktorá je dopredu definovaná ako maximálna chybová odchýlka. 
V tomto bode sieť pokladáme za naučenú a môžme ju daľej testovať na vzorkách pre ňu 
neznámych.  
 
2 Realizácia neurónových sietí v prostredí MATLAB 
 
2.1 Čo je MATLAB? 
 
 MATLAB je prostredie pre numerické výpočty a ich grafickú prezentáciu. 
Obsahuje v sebe numerickú analýzu, maticové výpočty, spracovanie signálov a grafiku 
v užívateľsky prívetivom prostredí, kde sú výpočty a riešenia vyjadrené presne tak, ako 
ich používa matematika, bez nutnosti tradičného programovania. Názov MATLAB je 
odvodený od slovného spojenia „MAtrix LABoratory“. 
 
 MATLAB umožňuje riešiť výpočtové technické problémy, zvlášť tie, ktoré 
obsahujú maticové či vektorové výpočty. V podstate pracuje s maticami, kde je skalárny 
vektor vyjadrený ako matica rozmeru 1x1. Vektory sú vyjadrené maticou s jedným 
riadkom alebo stĺpcom. Príkazy MATLABU sa dajú zadávať do interaktívneho 
príkazového riadku, ale zvyčajne sú spúštané zo skriptového súboru, odkiaľ sa vykonajú 
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v sekvencii. Tieto súbory, onačované ako M-súbory, majú príponu „.m“ a môžu byť 
vytvorené v MATLAB textovom editore.    
 
 Po spustení programu vidíme tri hlavné okná, Command Window, Workspace a 
Command history. Command window, teda príkazové okno, je priestor kam sa zadávajú 
príkazy na spustenie príkazov, súborov či rôznych interných nástrojov. V tomto okne sa 
tiež zobrazujú výsledky výpočtov a iné správy. Okno Workspace obsahuje zoznam 
premenných ktoré sú aktívne v aktuálnom projekte. A nakoniec, okno Command history 
zobrazuje históriu vykonaných príkazov.  
 
2.2 Práca s maticami a vektormi v prostredí MATLAB 
 
 Keďže tento text je zamerný na oblasť neurónových sietí, predstavím syntax a 
prácu len s tými prvkami, ktoré sú potrebné pre základy simulácie a trénovania týchto 
sietí v prostredí MATLAB. Týmito prvkami sú matice a vektory, petože MATLAB, ako 
maticovo orientovaný program, s výhodou využíva maticovú notáciu neurónových sietí.  
 
Maticu definujeme príkazom  
>> A = [1 2 3;4 5 6];  
kde stredník medzi zátvorkami oddeľuje jednotlivé riadky matice. Výstupom takéhoto 




     1     2     3 
     4     5     6 . 
 
Ako bolo spomenuté v predchádzajúcej kapitole, skalárne veličiny sú matice o rozmere 
1x1 a definujú sa jednoduchým priradením . Vektorom je napríklad matica  
>> B = [5 9 1 3] 
kde 
B = 
     5     9     1     3 . 
 
Základné matematické operátory pre prácu s maticami sú nasledovné: 
 
‘ transponovanie matice   C = A’ 
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+ sčítanie matíc    C = A + B 
- odčítánie matíc        C = A - B 
*  násobenie matíc    C = A * B  
 
MATLAB obsahuje mnoho funkcií určených na tvorbu, úpravu a vykonávanie operácií 
s maticami. Zoznam týchto funkcií je uvedený v nápovede MATLABu spolu s ich 
podrobným vysvetlením a preto ich nebudem predstavovať. 
 
2.3 Neural Network Toolbox 
 
 Neural Network Toolbox (NN Toolbox) je knižnica programu MATLAB 
podporujúca prácu s rôznymi druhmi umelých neurónových sietí. NN Toolbox umožnuje 
užívateľovi MATLABU veľmi jednoducho  a efektívne definovať neurónové siete rôznych 
štruktúr (viacrstvové perceptrónové site, rekurentné siete, samo-organizujúce sa siete 
apod.) a vykonávať ich adaptačné algoritmy. Keďže vysvetlenie všetkých funkcií tejto 
knižnice je úlohou niekoľko sto stranového originálneho manuálu, vo svojej práci sa 
zaoberám iba viacvrstvovými doprednými perceptrónovými sieťami a ich adaptačnými 
algoritmami.  
 
2.4 Notácia a zobrazovanie neurónových sietí v  MATLABe 
 
Ako už bolo spomenuté, MATLAB využíva maticovú notáciu neurónových sietí, 
pričom samotné  schémy sa zobrazujú blokovo. V tejto kapitole bližšie uvediem tieto 
metódy, a to na modeloch neurónu a jednoduchej siete.  
 
Obr.2.1 zobrazuje model neurónu – perceptrónu, ako ho definuje prostredie 
MATLAB.  
 
Obr.2.1: Model neurónu v MATLABe 
  
Obr.2.2 zobrazuje vrstvu neurónov obsahujúcu R vstupov a S neurónov. Na 
obrázku je uvedený podrobný a skrátený zápis. 
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Obr.2.2: Zobrazenie vrstvy neurónov v MATLABe a) podrobné, b)skrátené 
 
Vstupný vektor p je tvorený vstupmi p1 až pR . Tieto vstupy sú  váhované maticou 
váh W, ktorá obsahuje hodnoty váh pre príslušné vstupy. Jednotlivé váhy sa značia 
premennou wSR , kde index S značí poradie neurónu vo vrste a index R číslo vstupu 
neurónu. Takže napríklad premenná w12 obsahuje hodnotu váhy druhého vstupu prvého 
neurónu . Bias b je oddelený od matice váh a má vstup 1, avšak dá sa meniť pri 
inicializácii siete, a samozrejme mení sa v priebehu trénovania siete. Je na mieste 
poznamenať, že počet vstupov vrstvy môže byť rôzny od počtu neurónov vo vrstve. 
 
Výstup neurónu a je v prípade jedného neurónu skalárna veličina. Zvyčajne však 
vrstva obsahuje viac neurónov a vtedy ich výstupy tvoria výstupný vektor. Čistý výstup ni 
ľubovoľného neurónu vrstvy, ktorý je vlastne argumentom prenosovej funkcie 
príslušného neurónu, môžeme matematicky zapísať ako 
  ,     (2.1) 
kde i = 1 až S. 
Prenosová funkcia F neurónu môže byť ktorákoľvek z funkcií popísaných 
v podkapitole 1.4.1. Zápis v MATLABE je pre jednotlivé funkcie nasledovný : 
 
prahová funkcia   -  hardlim (tvrdá limita) 
lineárna funkcia  -  purelin 
sigmoidná funkcia  -  logsig  
 
Výber prenosovej funkcie však nie je obmedzený len na tieto funkcie pretože MATLAB 
jednak dovoľuje užívateľovi definovať vlastné funkcie, a jednak obsahuje sadu 
preddefinovaných funkcií ako napríklad tansig (hyperbolický tangens) alebo radbas 
(radial basis funkcia). Výstup ai i-tého neurónu je daný rovnicou 
  ,         (2.2) 
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a celkový výstup vrstvy je vektor v tvare a = ( a1,a2, . . . ,aS  ) . 
 
V skrátenej notácii podľa obr.2.2.b) p značí vstupný vektor dĺžky R, W maticu 
váh rozmeru SxR, b vektor biasov dĺžky S, n  vektor čistých výstupov dĺžky S a a 
výstupný vektor tiež dĺžky S .  
 
Väčšina sietí obsahuje viac ako jednu vrstvu neurónov. V takýchto prípadoch sú 
výstupy predošlých vrstiev pripojené na vstupy nasledovných vrstiev. Jednotlivé vrstvy 
môžu obsahovať rôzny počet neurónov a ich prenosové funkcie sa môžu líšiť. V takýchto 
prípadoch MATLAB využíva rozšírené značenie parametrov siete a to takým spôsobom, 
že jednotlivé premenné b,n,a obsahujú horný index označujúci poradie vrstvy, pričom 
prvá, teda vstupná, vrstva má index 1 (napr. vektory b2 a n2 patria druhej vrstve). Matica 
váh vstupnej vrstvy sa značí IW1,1, pretože váhuje priamo vstupný vektor. Matice váh 
zvyšných vrstiev váhujú spojenia medzi vrstvami a značia sa LWk,l kde k je číslo 
príslušnej vrstvy a  l je číslo predchádzajúcej, ktorej výstup sa váhuje a slúži ako vstup 
vrstvy s číslom k . 
 
2.5 Modelovanie dopredných sietí v MATLABe 
 
Predmetom môjho záujmu v tejto kapitolu sú dopredné neurónové siete, pretože 
tieto siete sú vďaka svojim vlastnostiam najpoužívanejším druhom sietí pre 
jednoduchšie a stredne náročné aplikácie [3]. Využívajú algoritmus spätnej propagácie 
(back-propagation) v rôznych podobách. Vhodne trénované back-propagation siete 
dávajú rozumné výsledky pri spracovávaní pre nich neznámych vstupných dát. Cieľom 
kapitoly je priblížiť čitateľovi spôsob, akým sa používajú funkcie na vytvorenie doprednej 
siete, úpravy jej parametrov, simuláciu, trénovanie a následné testovanie siete použitím 
niektorých funkcií ktoré sú obsiahnuté v MATLABovskom toolboxe neurónových sietí.  
 
 2.5.1 Vytvorenie siete 
 
Všeobecná architektúra viacvrstvovej doprednej siete bola popísaná 
v podkapitole 1.5.2 a model neurónu je znázornený na obr. 2.1. Dopredné siete 
väčšinou používajú prenosové funkcie typu logsig, tansig a purelin. Lineárna funkcia sa 
prevažne používa vo výstupnej vrstve pretože umožnuje väčší výstupný rozsah ako 
sigmoidné funkcie. Niekedy je však žiadúce stlačiť výstupné hodnoty do rozsahu <0,1> 
alebo <-1,1>, a vtedy sa používajú sigmoidné funkcie vo výstupnej vrstve.  
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Dopredné siete teda často obsahujú jednu alebo viac skrytých vrstiev 
sigmoidných neurónov a výstupnú vrstvu lineárnych neurónov. Väčšie množstvo vrstiev 
obsahujúcich nelineárne prenosové funkcie umožňuje sieti naučiť sa nelineárne aj 
lineárne vzťahy medzi vstupnými a výstupnými vektormi.  
 
Nová sieť sa vytvára príkazom newff ktorého parametrami sú rozsah vstupných 
hodnôt, počet uzlov v jednotlivých vrstvách, typy prenosových funkcií v týchto vrstvách a 
typ trénovacieho algoritmu. Napríklad dvojvrstvovú sieť, ktorej prvá vrstva obsahuje tri 
sigmoidné neuróny a druhá vrstva dva lineárne neuróny, vytvoríme príkazom  
 
net = newff([-1 1;-1 1],[3,2],{'tansig','purelin'},'traingd'); 
 
kde rozsahom vstupých hodnôt [p1;p2] je interval <-1,1> a algoritmom trénovania je 
traingd, gradient descent training. Hodnoty váh sú nastavené v závislosti na 
generátore náhodných čísel a pristupujeme k nim ako k vlastnostiam objektu, ktorým je 
premenná predstavujúca sieť (v našom prípade premenná net). Príkaz net.IW{1,1} 
zobrazí maticu váh prvej vrstvy a net.LW{2,1} maticu váh druhej vrstvy. Matice 
biasov sa dajú zobraziť príkazmi net.b{1} a net.b{2}. 
 
 V prípade, že chceme týmto parametrom siete priradiť iné nahodné hodnoty, 
použijeme príkaz init, reinicializáciu,  ktorého parametrom je sieť a ktorý vracia 
upravenú sieť. Napríklad net = init(net); . 
 
 
 2.5.2 Simulácia siete 
 
Simulácia siete prebieha pomocou funkcie sim , ktorej parametrom je 
simulovaná sieť a vstupné data. Vstupné data majú formu matice, kde jednotlivé stĺpce 
predstavujú vstupné vektory: 
    . 
V našom prípade zvolíme vstupnú maticu obsahujúcu tri vektory, napríklad  
   , 
ktorú v matlabe vytvoríme príkazom P=[1 0.5 -1;1 -1 1]; . 
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V tomto bode môžme prikročiť k samotnej simulácii príkazom A = sim(net,P), kde 
A obsahuje maticu výstupov siete, napríklad  
 
   . 
 
Tieto výstupné hodnoty sú odpoveďou netrénovanej siete a závisia od počiatočného 
náhodného nastavenia váh.  
 
 2.5.3 Trénovanie siete 
 
Po vytvorení siete a incializácii jej parametrov môžeme pristúpiť k vlastnému 
trénovaniu. 
Základný trénovací algoritmus , v ktorom sa váhy sieťe upravujú v smere 
záporného gradientu chybovej funkcie , je algoritmus Back-propagation, popísaný 
v podkapitole 1.9.  Tento algoritmus môže byť vykonávaný v inkrementálnom alebo 
dávkovom móde. V inkrementálnom móde sa výpočet gradientu a úprava váh vykonajú 
pre každý vstupný vektor. V dávkovom móde sa váhy upravia až po aplikácii všetkých 
vstupných vektorov na vstup siete pričom  gradienty vypočítané pre konkrétne vstupné 
vektory sa sčítajú a táto suma sa na konci každého cyklu použije na výpočet váh. 
 
MATLAB umožňuje využiť viacero variácií Back-propagation algoritmu , ktorých 
vlastnosti sú porovnané v tabuľkách uvedených v dokumentácii k NN Toolboxu. V tejto 
kapitole sa zaoberám algoritmami Batch Gradient Descent (traingd), Batch Gradient 
Descent with Momentum (traingdm) a Gradient Descent with Variable Learning Rate 
(traingdx). Líšia sa nielen zložitosťou a stabilitou, ale hlavne rýchlosťou konvergencie, 
pričom všetky tri využívajú metódu gradient descent  na úpravu vnútorných parametrov 
siete. Každá vytvorená sieť môže mať priradený len jeden algoritmus trénovania a jeho 
priradenie bolo ilustrované v podkapitole 2.5.1. 
 
Pred samotným trénovaním musíme zadefinovať takzvanú trénovaciu sadu 
vstupných a výstupných vektorov. Je to vlastne vzorka na ktorú sa bude sieť učiť 
správne odpovedať. Tieto premenné sa zadajú v maticovom tvare, čiže dostaneme 
maticu vstupných vektorov P a maticu cieľových vektorov T . Pre účely demonštrácie si 
za cieľ zvolíme aproximáciu jednoduchej funkčnej závislosti, ktorá je zadaná bodmi 
podľa nasledovnej tabuľky a zobrazená na obr. 2.3. 
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Tab2.1: Dvojice vstupná-výstupná hodnota pre aproximáciu funkcie NN sieťou 
p -1.0 -0.9 -0.8 -0.7 -0.6 -0.5 -0.4 -0.3 -0.2 -0.1 0 
t -0.870 -0.957 -0.972 -0.933 -0.808 -0,568 -0.286 -0.030 0.265 0.596 0.827 
 
p 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 
t 0.927 0.954 0.935 0.849 0.631 0.285 -0.0141 -0.164 -0.219 -0.237 
  
 
Obr.2.3: Zobrazenie bodov aproximovanej funkcie 
 
 Algoritmus Batch Gradient Descent (traingd) 
 
Aby sieť používala tento algoritmus, musíme nastaviť jej vlastnosť trainFcn na 
hodnotu traingd. Toto priradenie môžme vykonať pri vytváraní siete nastavením 
patričného parametru funkcie newff . S týmto algoritmom sú spojené nasledovné 
parametre: 
 
epochs - udáva po koľkých trénovacích cykloch sa trénovanie zastaví 
show - počet cyklov, po ktorých sa do príkazového riadku vypíše stav 
trénovania 
goal  - požadovaná maximálna kvadratická chyba 
time  - maximálny čas trénovania v sekundách 
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min_grad - minimálna veľkosť gradientu pri ktorom sa trénovanie zastaví 
lt  - miera učenia 
 
Vytvoríme sieť a nastavíme parametre trénovacieho algoritmu: 
 
>> net = newff(minmax(P),[4,1],{'tansig','purelin'},'traingd'); 
>> net.trainParam.epochs = 4000; 
>> net.trainParam.goal = 1e-3; 
>> net.trainParam.lr = 0.03; 
 
Ako vidno z príkazov, vytvorili sme dvojvrstvovú sieť, v ktorej prvá vrstva 
obsahuje štyri sigmoidné neuróny a výstupná vrstva jeden lineárny neurón. Zároveň sme 
nastavili maximálny počet cyklov trénovania na 4000, maximálnu prípustnú chybu na 
0.001 a mieru učenia na 0.03. Vzhľadom na citlivosť algoritmu gradient descent na 
počiatočný stav váh, vykonáme trénovanie pre šesť rôznych počiatočných podmienok 
náhodne generovaných funkciou init.  
 
 Simuláciu spustíme príkazom train ktorého parametrami sú trénovaná sieť, 
vektor vstupných hodnôt a vektor cieľových hodnôt. Jeho výstupom je upravená sieť. 
Trénovanie sa ukončí v prípade, že bola splnená podmienka presnosti (celková chyba 
siete je nižšia ako požadovaná), bolo dosiahnutého maximálneho dovoleného počtu 




Tab2.2: Počty cyklov nutné na dosiahnutie požadovanej presnosti pre algoritmus traingd 
č. trénovania 1. 2. 3. 4. 5. 6. 
počet cyklov 2370 2044 3683 3130 2080 3336 
 
Tab.2.2 udáva koľko cyklov bolo vykonaných v jednotlivých samostatných 
trénovaniach kým sa dosiahlo požadovanej presnosti 0.01 . Vidíme, že sieť sa 
adaptovala na náš problém v primernom počte 2774 cyklov pomocou algoritmu 
traingd. Výsledný priebeh ilustruje závislosť na obr. 2.4 kde zadané body funkcie sú 
zobrazené krížikmi a aproximácia funkcie neurónovou sieťou plnou čiarou. Z priebehu 
vidíme že naša sieť vykonala vcelku uspokojivú aproximáciu. Je nutné podotknúť, že 
táto aproximácia platí len na intervale na ktorom prebehlo učenie siete, teda v našom 
prípade je to interval <-1,1>. 
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Obr.2.4: Aproximácia funkcie NN sieťou trénovanou algoritmom traingd 
 
 
 Algoritmus Batch Gradient Descent with Momentum (traingdm) 
 
Tento algoritmus v sebe zahrňuje takzvané momentum. Momentum sa vytvára 
násobením predošlej hodnoty váhy konštantou v rozsahu 0 – 1 a súčtom tejto novej 
hodnoty a hodnoty zmeny váhy navrhovanej metódou spätnej propagácie. Ak je 
konštanta momenta rovná 0, zmena hodnoty váhy sa rovná hodnote navrhovanej 
metódou spätnej propagácie, a naopak ak je rovná 1, zmena je rovná predošlej hodnote 
váhy. Tento prístup umožňuje elimináciu uviaznutí algoritmu v lokálnych plytkých 
minimách, ako by sa to mohlo stať bez použitia momenta.  
 
Sieť vytvoríme použitím parametru traingdm, a oproti predošlému algoritmu 
musíme navyše zadefinovať konštantu momenta mc. Ténovanie siete je analogické 
k trénovaniu pomocou algoritmu bez momenta.  
 
Tab2.3: Počty cyklov nutné pre dosiahnutie požadovanej presnosti pre algoritmus traingdm 
č. trénovania 1. 2. 3. 4. 5. 6. 
počet cyklov 2948 4380 2447 4538 3233 1992 
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Z tabuľky Tab.2.3 vidíme že gradient descent algoritmus s použitím momenta je 
citlivejší na počiatočné hodnoty parametrov siete, avšak algoritmus je stabilnejší [1]. 
Hodnoty sú získané pre rovnakú sieť aká bola použitá pri trénovaní algoritmom 
traingd . 
 
 Algoritmus použíajúci Variable Learning Rate (traingdx) 
  
Výkon algoritmu s nepremenlivou mierou učenia je veľmi zavislý na zvolenej 
hodnote. Ak je miera učenia príliš veľká, algoritmus môže oscilovať a stane sa 
nestabilným. Ak je však príliš malá trénovanie trvá dlho. Zlepšenie algoritmu teda 
dosiahneme ak sa miera učenia bude meniť dynamicky podľa jeho stavu. Princíp 
spočíva v porovnávaní aktuálnej a predošlej hodnoty chyby siete počas cyklov 
trénovania.  Ak aktuálna hodnota chyby prevyšuje predošlú o istú hodnotu, nové váhy 
a biasy sú zahodené a miera učenia sa zmenší (typicky násobením s lr_dec=0.7). 
Naopak ak je aktuálna chyba menšia ako predošlá, váhy sa zachovajú a miera učenia 
sa zväčší (typicky násobením lr_inc=1.05). To znamená že tam, kde by veľká miera 
učenia mohla spôsobiť oscilácie, dochádza k jej zníženiu. Zvyšovanie miery učenia 
v oblastiach kde sa nepoškodí stabilita algoritmu zas umožnuje jeho zrýchlenie. 
 
Tento typ algoritmu sa pri použití newff nastavuje parametrom traingdx . 
Algoritmus kombinuje premenlivú veľkosť miery učenia a momentum a jeho 
konvergencia je podstatne rýchlejšia ako pri dvoch predošlých algoritmoch. Algoritmus 
obsahuje navyše parametre  lr_dec a lr_inc ktoré udávajú násobok zmenšenia či 
zväčšenia miery učenia. Jeho trénovanie prebieha identicky k trénovaniu už 
spomenutých algoritmov.  
 
Z tab.2.4 vidíme, že gradient descent algoritmus s použitím momenta a 
premenlivej miery učenia konverguje podstatne rýchlejšie ako algoritmy traingd a 
traingdm. Hodnoty sú získané pre rovnakú sieť aká bola použitá pri trénovaní 
predchádzajúcimi algoritmami. 
 
Tab2.4: Počty cyklov nutné pre dosiahnutie požadovanej presnosti pre algoritmus traingdx 
č. trénovania 1. 2. 3. 4. 5. 6. 
počet cyklov 182 205 100 216 121 200 
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 2.5.4 Testovanie siete 
 
Počas testovania siete privádzame na vstup siete hodnoty ktoré sú pre sieť 
neznáme a pozorujeme korektnosť jej výstupu. V našom prípade využijeme sieť 
trénovanú pomocou algoritmu traingdx, ktorá má slúžiť ako aproximátor funkcie 
definovanej bodmi podľa tabuľky Tab.2.1.  
 
Vykonáme vytvorenie siete, nastavenie potrebných parametrov a spustíme 
trénovanie : 
 
>> net = newff(minmax(P),[4,1],{'tansig','purelin'},'traingdx'); 
>> net.trainParam.epochs = 3000; 
>> net.trainParam.goal = 1e-3; 
>> net.trainParam.lr = 0.03; 
>> [net]=train(net,P,T); 
 
Matice P a T obsahujú vstupné a cieľové hodnoty definované v kapitole 2.5.3. Keďže je 
naša sieť trénovaná na známe vektory obsiahnuté v matici P, musíme si za účelom 
testovania vytvoriť maticu iných vstupných vektorov. Označme túto maticu Q a priraďme 
jej hodnoty matice P posunuté o hodnotu 0.2. 
 
>> Q = P+0.2 
 
Maticu výstupov siete označme ako A . Teraz sme pripravený vykonať simuláciu siete 
pomocou funkcie sim na vzorke vstupných hodnôt ktoré sieť nepozná.  
 
>> A = sim(net,Q) 
 
Výsledok simulácie je uvedený na obrázku Obr.2.5. Krížikmi sú zobrazené body zadanej 
funkcie. Prázdne krúžky označujú body zadané maticou Q, a teda body pre sieť 
neznáme. Plnou čiarou je zobrazený priebeh funkcie na výstupe neurónovej siete. 
V tomto bode môžme zhodnotiť že adaptácia neurónovej siete bola úspešná, pretože jej 
odpoveď na neznáme vstupné hodnoty je dostatočne rozumná – navrhnutá neurónová 
sieť vykonáva aproximáciu funkcie. 
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Obr.2.5: Aproximácia funkcie doprednou NN sieťou pre neznáme vstupné hodnoty 
 
V prípade že by sieť na vstupné hodnoty odpovedala nesprávne, upravila by sa 
štruktúra siete. Je možné napríklad pridať ďalšiu skrytú vrstvu neurónov, zväčšiť počet 
neurónov v existujúcich vrstvách alebo zmeniť typy prenosových funkcií v sieti. Musíme 
ale dbať na to, že neurónové siete sú citlivé na počet neurónov v jednotlivých vrstvách. 
Príliš málo neurónov môže viesť k tomu, že sieť proste nebude schopná vykonávať 
zadanú funkciu, avšak ak je v sieti neprimerane veľa neurónov k zložitosti vyžadovanej 
funkcie, je pravdepodobné že bude dochádzať k javu označovanému ako overfitting, 
kedy sa síce sieť naučí odpovedať na trénovacie vzorky korektne, ale neznáme hodnoty 
bude klasifikovať nesprávne, a to z toho dôvodu, že výstupná funkcia siete bude 
prekombinovaná.  
 
Takýto problém ilustruje obr.2.6. Sieť z predchádzajúcich kapitol bola upravená 
tak, že sa zväčšil počet neurónov v prvej vrstve zo 4 na 25. Sieť bola trénovaná 
algoritmom traingdx, a simulácia prebehla pre maticu vstupných vektorov Q. 
Výstupné hodnoty siete pre neznáme vstupy sú na obrázku označené prázdnym 
krúžkom a vidíme, že niektoré z nich sa nachádzajú značne mimo aproximovanú 
funkciu. Sieť pritom na známe vstupy, ktoré jej boli predložené počas testovania, 
odpovedá korektne (priebeh označený bodko-čiarkovanou čiarou). 
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Obr.2.6: Overfitting spôsobený neadekvátnym zvýšením počtu neurónov v sieti 
 
3 Úlohy pre oboznámenie študentov s modelovaním NN sietí v MATLABe 
 
Nasledovné úlohy slúžia na oboznámenie študentov s modelovaním 
neurónových sietí v prostredí MATLAB. Jedná sa o úlohy, ktoré riešia jednoduché 
problémy a ilustrujú dve zo základných vlastností neurónovej siete, ktorými sú 
schopnosť klasifikácie vstupných hodnôt a aproximácia zadanej funkcie. Prvá úloha sa 
zaoberá rozoznávaním obrazcov na vstupe siete. V druhej úlohe sa študent pokúsi 
nastaviť sieť tak, aby vhodne aproximovala zadanú funkciu. 
 
3.1 Rozonávanie obrazcov pomocou neurónovej siete 
 
Táto úloha ilustruje využitie neurónových sietí v oblasti interpretácie dát. Jedná 
sa o rôzne aplikácie z obastí zabezpečenia (rozoznávanie odtlačkov prstov či tváre), 
rozoznávania vzoriek dát a ich klasifikácie (prevod znakov rôznych abecedných 
systémov, rozonávanie hovorenej reči, vyhľadávanie slov v texte) a podobne.  
 
 Úloha obsahuje stručný teoretický úvod  z oblasti teórie neurónových sietí. Keďže 
z časových dôvodov nie je možné v rámci vyučovacej hodiny ponechať štúdium manuálu 
MATLABu na študenta, je úloha koncipovaná ako tutoriál. Postup uvádza jednotlivé 
príkazy a spôsoby priraďovania premenných používaných počas úlohy, a zadanie 
Využití prostředí MATLAB pro neuronové sítě 
- 36 - 
 
- 36 - 
 
jednoznačne určuje ciele ktorých sa má počas vykonávania úlohy dosiahnuť. Celý text 
úlohy je uvedený v Prílohe 2. 
 
 3.1.1 Popis priebehu merania úlohy 
 
Cieľom úlohy je ukázať schopnosť siete klasifikovať vstupné vektrory a jej 
adaptáciu v prípade neznámych vektorov na vstupe. Úloha využíva architektúru 
doprednej siete a trénovací algoritmus gradient descent s premenlivou mierou učenia a 
využitím momenta.  
 
Na začiatku hodiny sa študent oboznámi s potrebnou teóriou neurónových sietí. 
Jeho prvou úlohou bude zadefinovať vzorku vstupných vektorov, ktoré predstavujú 
„snímané“ obrazce. Tieto obrazce majú rozmer 5 x 3 body, pričom body majú hodnoty v 
intrevale <0,1>. Vzorky obsahujúce šum tento interval rozširujú o hodnotu maximálne  
0.3. Obr.3.1 znázorňuje jednu vzorku vstupného obrazca, a to čistý signál a signál 
vystavený šumu. Čím je vyššia hodnota bodu, tým je vyšší jeho jas.  
 
 
Obr.3.1: Príklad obrazca vyhodnocovaného sieťou: a.) čistý, b) poznačený šumom 
 
Vstupné vektory študent zadá do vstupnej matice P podľa príkladu. Následne vytvorí 
model doprednej neurónovej siete a zistí jej odozvu na vytvorené obrazce. Keďže sieť 
nebude trénovaná , jej výstupné hodnoty budú náhodné v závislosti od počiatočného 
stavu váh, avšak cieľom je názorne ukázať rozdiel medzi netrénovanou a trénovanou 
sieťou.  
 
Druhý bod úlohy zahrňuje trénovanie siete na trénovacej vzorke dát. Tá sa sa 
bude skladať z matice vstupných vektorov P a matice cieľových vektorov T, ktorá bude 
obsahovať rovnaké vektory ako P. Študent zadá parametre trénovania siete a spustí 
samotný proces. Po dokončení opäť zistí simuláciou  odozvu siete na vstupné obrazce. 
V prípade, že bude sieť vstupné vzorky interpretovať správne, vytvorí študent novú 
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vzorku vstupných dát, tentokrát obsahujúcich šum. Vykoná simuláciu pre tieto data 
a zhodnotí kvalitu reakcie siete na nové mierne upravené vzorky.  
 
V poslednom bode vykoná študent simuláciu siete pre celkom nový obrazec, 
pričom tento obrazec bude vytvorený s ohľadom na podobnosť k jednému obrazcu 
z trénovacej vzorky. Keďže výstup siete bude pravdepodobne značne nekorektný, 
vykoná sa ďalšie trénovanie, tentokrát na kombinovanej vzorke pôvodných dát a dát 
obsahujúcich šum. Cieľom úlohy je vytvoriť sieť, ktorá bude schopná na základe 
podobnosti priradiť vstupnému obrazcu jeden obrazec z trénovacej vzorky. Situácia je 
zobrazená na obr.3.2. Študent zhodnotí schopnosť siete generalizovať vstupné vektory.  
 
 
Obr.3.2: Vyhodnotenie vstupného obrazca na základe podobnosti so známym obrazcom 
 
3.1 Aproximácia zložitej funkcie pomocou neurónovej siete 
 
V tejto úlohe sa študenti bližšie zoznámia s vplyvom zložitosti architektúry siete 
na jej kvalitu interpretácie zadanej funkčnej závislosti.  
 
 3.1.1 Popis priebehu merania úlohy 
 
Úloha predpokladá absolvovanie predchádzajúcej úlohy študentom. Využíva 
podobné postupy, avšak s rozdielným cieľom. Teoretický rozbor sa už nezaoberá 
všeobecnou teóriou princípu neurónových sietí, ale zameriava sa na problémy spojené 
s vnútornou architektúrou siete.  
 
V prvom bode úlohy študent vytvorí sadu trénovacích hodnôt podľa zadanej 
funkčnej závislosti. Zároveň vytvorí i sadu testovacích hodnôt, ktoré pre neurónovú sieť 
predstavujú neznáme vstupy. Body zadanej závislosti si zobrazí v súradnicovom 
systéme a poznamená.  
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V druhom bode študent vytvorí doprednú neurónovú sieť architektúry 1-3-3-1, čo 
je v podstate jednoduchá sieť. Sieť bude trénovať na vytvorených vzorkách a odsimuluje 
ju pre testovaciu vzorku. Výsledná aproximácia bude nekorektná. Cieľom tohto bodu je 
ukázať neschopnosť takej siete aproximovať pomerne zložitú vstupnú funkciu.  
 
Obsahom tretieho bodu je nájdenie siete s takou architektúrou, ktorá bude 
schopná danú funkciu uspokojivo aproximovať. Študent bude meniť počty neurónov 
v jednotlivých skrytých vrstvách siete, prípadene pridá ďalšie vrstvy. Po testovaní 
subjektívne zhodnotí kvalitu aproximácie a v prípade spokojnosti si novú architektúru a 
výsledný priebeh poznamená.  
 
Posledný bod úlohy sa zaoberá problémom overfittingu, ktorý bol uvedený na 
konci podkapitoly 2.5.4. Jedná sa o neúmerné zvyšovanie počtu neurónov v sieti tak, 
aby sieť korektne odpovedala na vzorku trénovacích hodnôt, ale neznáme hodnoty sa 
budú nachádzať mimo „rozumný“ rozsah aproximácie. Situáciu ilustruje obr.2.6. Študent 
si opäť poznamená výslednú architektúru siete a jej výstupný priebeh obsahujúci 
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Obsahom mojej bakalalárskej práce bolo stručné zoznámenie čitateľa s teóriou 
neurónových sietí a ich implementáciou v matematickom prostredí MATLAB pomocou 
knižnice Neural Network Toolbox. Najviac pozornosti som venoval dopredným 
neurónovým sieťam, pretože vďaka ich názornosti a pomernej jednoduchosti ich 
pokladám za vhodný študijný materiál  na úvodné preniknutie do problematiky .  
 
Po nutnom teoretickom úvode do problematiky neurónových sietí sa venujem 
implementácií neurónových sietí v prostredí MATLAB. Keďže originálny manuál ku 
kižnici NN Toolbox je pomerne rozsiahly, snažil som sa získané vedomosti podať tak, 
aby mal čitateľ jasnú predstavu o vytváraní, trénovaní , simulácii a testovaní doprednej 
neurónovej siete v tomto prostredí. Fakty súvisiace s touto problematikou som 
nerozoberal na úrovni matematických dôkazov, ale podal som ich vlastnými slovami tak, 
aby boli princípy čitateľovi zrejmé a získal záujem nahliadnuť hlbšie do problematiky. 
 
V poslednej časti práce som vypracoval návrh dvoch úloh, ktoré môžu byť 
použité ako súčasť výuky v počítačovom laboratóriu v rámci predmetu zaoberajúceho sa 
modernými komunikačnými a prenosovými systémami. Úlohy zoznamujú študenta so 
základmi modelovania neurónových sietí v prostredí MATLAB, pričom sú, vzhľadom na 
obsiahlosť problematiky neurónových sietí, koncipované formou tutoriálov. Keďže oblasť 
neurónových sietí a umelej inteligencie je značne zaujímavá, úlohy som sa snažil 
navrhnúť tak, aby ponúkli študentovi motiváciu do samoštúdia danej problematiky. 
Obsahovo by sa úlohy samozrejme dali rozšíriť, ale pri návrhu som sa musel  
rozhodovať medzi množstvom predloženého materiálu a časom potrebným na 
vypracovanie úlohy, ktorý je obmedzený dĺžkou bežného školského laboratórneho 
merania. Navrhnuté úlohy sú uvedené v prílohe tejto práce.  
 
Po naštudovaní základov teórie neurónových sietí a oboznámením sa s ich 
obrovskými možnostami som si uvedomil, že tieto siete majú značný potenciál zaujať 
silnú pozíciu v technológiách z oblasti telekomunikácií. Takzvané inteligentné systémy 
sa v podstate delia na dve skupiny. Prvú skupinu tvoria systémy založené na istých 
pravidlách, ktoré vymedzujú ich chovanie. Neurónové siete patria do druhej skupiny 
týchto systémov. Ich cieľom je vnímať a pochopiť význam dát na ktoré sú trénované.  
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Okrem toho môžu prejavovať i známky  stochastického správania, to znamená že ich 
reakcie na vstupné podnety nemusia byť vždy rovnaké. Takáto vlastnosť dovoľuje 
systému skúmať svoje okolie a prípadne prísť na lepšie riešenie problému aké by 
dovoľovala niektorá z lineárnych metód. Paradoxne práve tieto systémy sú v bežných 
priemyselných aplikáciách nahradzované systémami prvého typu a to z toho dôvodu, že 
ich implementácia je jednoduchšia. Na návrh systému založeného na neurónovej sieti je 
totiž potrebná vysoká úroveň expertízy a skúseností. Okrem toho takéto riešenia sú 
často unikátne a naskytuje sa otázka či je žiadúce zamestnať odborníka na takýto úkol, 
ktorý môže byť len malou časťou väčšieho projektu, ktorá sa v podstate bude chovať 
ako „čierna skrinka“. Samotný návrh takéhoto systému je časovo náročný a voľba 
správnej metódy je veľmi dôležitá, pretože inak váhy siete nemusia počas trénovania 
vôbec konvergovať. Toto je presne opak toho, čo požaduje priemysel. Ak neurónová sieť 
nemôže byt doručená ako hotový systém, námaha nutná k jej implementácii môže byť 
príliš veľká.   
 
 V oblasti telekomunikácií sú neurónové siete schopné riešiť mnoho rôznych 
problémov. Sú to aplikácie slúžiace napríklad na roroznávanie vzoriek, spracovanie 
signálov, kategorizáciu, vizualizáciu komplexných dát, kompresiu dát, riadenie systémov 
a spracovanie obrazu. Majú vysoké uplatnenie v moderných vysokorýchlostních 
komunikačných systémoch napríklad ako adaptívne prijímače/vysielače pre bezdrôtový 
prenos v oblastiach s vysokým rušením zapríčineným stratou signálu, odrazmi alebo 
interferenciou viacerých užívateľov. Môžu tiež vykonávať funkciu manažmentu 
prenosového pásma.  Zaujímavá je aj myšlienka použitia neurónových sietí v oblasti 
riadenia sieťovej premávky, a to v riadení prepínania paketov a v smerovacích 
protokoloch, kde je ich vlastnosť adaptácie jednoznačným prínosom. Cieľom takýchto 
aplikácií je veľmi rýchle a optimálne smerovanie informačného toku.   
 
 Hoci je myšlienka neurónových sietí pomerne stará, stále je v tejto olasti veľa 
nepreskúmaného . Môžme len dúfať že výskum sa bude úspešne hýbať správnym 
smerom a budeme mať v blízkej budúcnosti možnosť bežne sa s aplikáciami 
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6 Zoznam príloh 
 
Príloha 1 :  CD príloha: 
  - PDF súbor tohto textu - Lenk_BBCT.pdf 
  - súbor s metadatami - Lenk_BBCT_metadata.pdf 
 
Príloha 2 : Táto príloha obsahuje texty dvoch navrhnutých úloh slúžiacich na 
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1.) Vytvorte doprednú neurónovú sieť v prostredí MATLAB a pripravte vzorku 
vstupných dát. Zistite odpoveď netrénovanej siete na tieto dáta. 
2.) Trénujte vytvorenú sieť na vzorke trénovacích dát, korektnosť jej výstupov 
odtestujte. Simulujte sieť pre vzorku obrazcov, poškodených šumom. Zhodnoďte 
kvalitu výstupu siete. 
3.) Vytvorte testovací obrazec podobný jednej z trénovacích vzoriek a zistite odozvu 
siete na tento pre ňu neznámy obrazec. Dodatočne trénujte sieť, prípadne upravte jej 
architektúru tak, aby dokázala rozumne vyhodnocovať vstupné obrazce na základe 
podobnosti so známymi vzorkami. Zhodnoďte schopnosť siete generalizovať vstupné 
vektory. 
 
 Toretický rozbor 
 
Veľkú časť výskumu v oblasti výpočtovej techniky tvorí oblasť vytvárania systémov 
ktoré sú schopné adaptácie na nové podmienky. Podmienkou funkcie takého systému je 
vytvorenie umelej inteligencie pomocou ktorej bude daný systém schopný riešiť úlohy na ktoré 
nebol implicitne naučený. Prvým krokom k tvorbe systémov založených na umelej inteligencii sú 
práve neurónové siete. Tieto siete vznikli na základe skúmania biologických neurových systémov 
a snažia sa kopírovať princípy ich správania. 
 
Neurónové siete pracujú pomocou vytvorených spojov medzi mnohými rôznymi 
elementami z ktorých každý je analogický k jednému neurónu biologického mozgu a ktoré 
pracujú paralelne. Tieto neuróny môžu byť skonštruované fyzicky  alebo nasimulované 
v softwarovom prostredí.  Vstupom každého neurónu je viac signálov ktoré neurón vyhodnocuje 
na základe veľkosti jednotlivých váh vstupov a výstupnej funkcie. Výstupom neurónu je jeden 
signál ktorý zvyčajne tvorí vstup nasledovného neurónu.  Neuróny sú organizované do vrstiev 
(layers) ktoré sú tvorené skrytými vrstvami a výstupnou vrstvou.  Prvá skrytá vrstva býva tiež 
označovaná ako vstupná vrstva.  
 
Neurónová sieť sa pred samotným použitím trénuje na známej vzorke navzájom si 
odpovedajúcich vstupných a výstupných údajov. Počas trénovania sa sieť učí odpovedať na 
vstupné vzorky korektným výstupom, pričom v každom cykle upravuje svoje vnútorné 
parametere v závislosti na veľkosti výstupnej chyby. Po dosiahnutí potrebnej presnosti sa sieť 
testuje na viacerých nových, pre ňu neznámych, súboroch vstupných hodnôt a ak sú výsledky 
nepriaznivé dôjde k dalšiemu trénovaniu siete alebo k úprave jej štruktúry. Tento proces blokovo 
znázorňuje Obr.1.1 uvedený na ďalšej strane.   
 
Neurónové siete sú užitočné na spracovanie komplexných, často nekompletných dát, 
napríklad rozoznávanie reči alebo vizuálnych vzorov. Medzi ich hlavné funkcie patrí tiež 
zoskupovanie vstupných hodnôt, ich klasifikácia a prevádzanie zložitých funkčných závislotí.  
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Obr.1: Princíp trénovania siete 
 
Cieľom tejto úlohy je predviesť schopnosť siete klasifikovať vstupné vektory a jej 
adaptáciu v prípade neznámych vektorov na vstupe. Úloha využíva architektúru doprednej siete a 
trénovací algoritmus gradient descent s premenlivou mierou učenia a využitím momenta. 
Podrobné informácie o architektúrach sietí, ich vlastnostiach a algoritmoch trénovania je možné 
získať napríklad z manuálu pre Neural Networks Toolbox v MATLAB helpe.  
 
V úlohe bude potreba pracovať s maticami obsahujúcimi vstupné a výstupné vektory, 
teda „snímané“ obrazce a odpovede siete na tieto vstupy. Pre účely úlohy budú mať obrazce 
rozmer 5 x 3 body, pričom body majú hodnoty v intervale <0,1>. Vzorky obsahujúce šum tento 
interval rozširujú o hodnotu maximálne  1. Obr.2 znázorňuje jednu vzorku vstupného obrazca, a 
to čistý signál a signál vystavený šumu. Čím je vyššia hodnota bodu, tým je vyšší jeho jas.  
 
 
Obr.2: Príklad obrazca vyhodnocovaného sieťou: a.) čistý, b) poznačený šumom 
 
V úlohe budeme pracovať s doprednou neurónovou sieťou skladajúcou sa z dvoch vrstiev 
neurónov. Prvá vrstva bude obsahovať 5 neurónov a druhá 15 neurónov. Prenosové funkcie 
všetkých neurónov budú typu „logsig“ (sigmoid v intervale <0,1>). Keďže obrazce sa skladajú 
z 15 hodnôt, bude mať sieť 15 vstupov a 15 výstupov. Symbolická schéma tejto siete je na Obr.3. 
Vstupný vektor P je váhovaný maticou váh W. Váhy, spolu s biasmi b, tvoria vnútorné parametre 
siete, ktoré určujú jej výstup a sú vhodne nastavované počas trénovania v siete podľa algoritmu 




Obr.3: Symbolická schéma doprednej dvojvrstvovej siete s 15 vstupmi, 5 neurónmi v skrytej vrstve a 15 
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Pozn.: Príkazy ktoré ste už raz v MATLABE vykonali môžete znovu spustiť poklikaním na nich v okne 
histórie príkazov. Príkazy je tiež možné pretiahnuť na príkazový riadok a upraviť.  
 
1.) Prvým krokom  je zadefinovať vzorku vstupných vektorov, ktoré predstavujú snímané 
obrazce. Nakreslite štyri vlastné obrazce v sieti rozmeru 5x3 podľa Obr.2a). Na ich zobrazenie 
budeme  využívať funkciu plotchar kde parametrom je vektor, ktorého 5 prvých bodov tvorí 
prvý riadok zobrazenia, druhých 5 bodov druhý riadok atd. . V prípade Obr.2a) vektor 
v MATLABE zadáme ako  
 
>> p1 = [1 1 1 1 1 0 0 1 0 0 0 0 1 0 0] 
 
Vytvorte štyri rôzne vektory p1 – p4 a každý zobrazte príkazom plotchar. 
 
>> plotchar(p1)   
 
Zobrazené obrazce si poznamenajte. Tieto štyri obrazce budú tvoriť vstupnú maticu P. Každý 
stĺpec matice predstavuje jeden vstupný vektor. Naše vektory p1 – p4 musíme teda transponovať a 
vložiť ich do matice „za sebou“.  
 
>> P = [p1‘ p2‘ p3‘ p4‘] 
 
Keďže máme pripravenú vzorku vstupných hodnôt, môžme pristúpiť k vytvoreniu 
samotnej siete. Na vytvorenie modelu neurónovej siete použite príkaz newff ktorý vytvorí 
doprednú neurónovú sieť. Tento príkaz je súčasťou toolboxu neurónových sietí v MATLABE a 
jeho parametrami je rozsah vstupných hodnôt siete, počet neurónov v jednotlivých vrstvách siete, 
ich prenosové funkcie a algoritmus trénovania siete. Vytvorte sieť podľa popisu uvedeného 
v rozbore úlohy a uložte ju do premennej net. Využite funkciu minmax ktorej návratová 
hodnota je matica maximálnych a minimálnych hodnôt premennej vloženej ako parameter. 
 
>> net = newff(minmax(P),[5,15],{'logsig','logsig'},'traingdx'); 
 
Simuláciu siete na hodnotách matice P vykonáme príkazom sim, ktorého parametrami sú 
premenná obsahujúca simulovanú sieť a matica vstupných vektorov. Výsledok simulácie uložte 
do premennej A  a následne zobrazte odozvu siete na prvý obrazec matice P (využite funkciu 
plotchar ktorej parametrom bude prvý stĺpec matice A) 
 
>> A = sim(net,P) 
>> plotchar (A(:,1)) 
 
Zobrazená odozva siete predstavuje reprezentáciu prvého obrazca v matici P sieťou, a keďže sieť 
ešte nie je naučená tieto symboly rozoznávať, je táto reprezentácia nezmyselná a závisí od 
počiatočného stavu parametrov siete, ktorým sú priradené náhodné hodnoty pri jej vytváraní.  
 
2.) Pred samotným trénovaním našej siete je potrebné vytvoriť maticu T, ktorá bude 
obsahovať správne odozvy siete na patričné vstupné obrazce. Keďže naším cieľom je naučiť sieť 
správne interpretovať obrazec na vstupe jeho zobrazením na výstupe, bude sa pre účely 
trénovania matica cieľov (targetov) rovnať matici vstupných obrazcov P. V praxi to znamená to, 
že napríklad druhý stĺpec matice T obsahuje správny výstupný vektor siete pri privedení druhého 
stĺpca matice P na jej vstup.  
 
>> T = P 
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Algoritmus trénovania obsahuje isté parametre, ktoré ovplyvňujú jeho chod. V našom prípade 
potrebujeme nastaviť parametre zadávajúce počet trénovacích cyklov,interval zobrazovania stavu 
trénovania v cykloch, rýchlosť (mieru) učenia siete,minimálnu hodnotu gradientu(využívaného 
algoritmom) a maximálnu dovolenú chybu siete ktorá je v matlabe označovaná ako performance. 
Parametre nastavíme nasledovne: 
 
>> net.trainParam.epochs = 10000; 
>> net.trainParam.show = 1000; 
>> net.trainParam.lr = 0.01; 
>> net.trainParam.min_grad = 0; 
>> net.trainParam.goal = 0; 
Trénovanie siete sa vykonáva príkazom train ktorý vracia objekt upravenej siete a jeho 
parametrami je trénovaná sieť, a dvojica trénovacích matíc vstupu a výstupu. Čas trénovania 
závisí na počiatočnom stave váh a biasov siete, a tak isto aj na zložitosti závislosti medzi 




Po úspešnom vykonaní trénovania simulujte sieť pre maticu P a zobrazte jednotlivé výstupné 
vektory siete príkazom plotchar ako bolo uvedené v predchádzajúcom bode. Porovnajte ich so 
vstupnými vektormi. V prípade že sa nezhodujú skúste zmeniť počet neurónov v prvej vrstve 
vytvorením novej siete. Po vytvorení novej siete je však nutné znovu nastaviť parametre 
trénovania.  
 
Zaujímavou vlastnosťou neurónových sietí je aproximácia. Dôkladne naučená sieť reaguje na 
neznáme vstupné vektory takými výstupnými hodnotami, ktoré sa dajú označiť ako „rozumné“.  
Priveďte na vstup siete net súbor upravených vektorov, reprezentujúcich obrazce mierne 
poškodené šumom. Maticu takýchto obrazcov vytvorte pripočítaním náhodných hodnôt 
v intervale 0 – 0.3 k matici vstupných vektorov P. Novú maticu nazvite Pn.  
 
>> Pn = P+0.3*rand(15,4) 
 
Jednotlivé nové vstupné vektory zobrazte. Simulujte sieť pre maticu vstupných vektorov Pn a 
zhodnoťte kvalitu výsledných vektorov.  
 
3.) V predchádzajúcom bode ste sieti predložili neznáme vektory, ktoré sa od trénovacej 
vzorky odlišovali iba mierne. Cieľom úlohy je však naučiť sieť  reagovať na značne deformované 
vstupné obrazce a ich následnú rozumnú interpretáciu.  
 
Vytvorte nový obrazec, podobný jednému zo vstupných vzoriek (viz. Obr.4) ,uložte ho do 
premennej q,  zobrazte funkciou plotchar a poznamenajte si ho. Simulujte sieť pre tento 
vektor . Nezabunite dodržat správny formát vektoru ako to vyžaduje architektúra siete (matica 
rozmeru 15x1). Zobrazte výstupný vektor siete a zhodnoťte jeho kvalitu. Je možné, že sieť už na 
prvý pokus priradí neznámy obrazec jednému z trénovacej vzorky na základe podobnosti. 
V prípade že je to tak, vyberte si iný vstupný vektor tak, aby obrazec na výstupe siete bol mierne 
skreslený. Môžete to dosiahnuť napríklad eliminovaním niektorých prvkov podobnosti so 
vzorovým obrazcom.  
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Obr.4: Vyhodnotenie vstupného obrazca na základe podobnosti so známym obrazcom 
 
 
Zlepšenie vlastností siete dosiahnete jej opätovným trénovaním, a to na kombinovanej vzorke 
čistých a skreslených vektorov. Túto vzorku vytvorte vytvorením matice P2 z matíc P  a dvoch 
rôznych matíc skreslených vektorov. Zároveň je potrebné upraviť maticu cieľových vektorov 
a pred trénovaním reinicializovať vnútorné parametre siete funkciou init.  
 
>> P2 = [P P+0.3*rand(15,4) P P+0.7*rand(15,4)] 
>> T2 = [T T T T]  
>> net = init(net)  
 
Vykonajte trénovanie siete pre novú sadu trénovacích vektorov a sieť opäť simulujte pre 
neznámy vektor q. Ak sieť zadaný vektor neinterpretuje správne, pokúste sa o zlepšenie výstupu 
siete a to zmenou jej topológie. Opätovne vytvorte sieť , tentokrát zmente počet neurónov v prvej 
vrstve (napríklad na 10) , nastavte parametre trénovania a sieť trénujte na vzorkách P2 T2 
a simulujte ju pre vektor q. Zhodnote schopnosť siete generalizovať vstupné vektory.  
 
 Použité prístroje 
 
PC s prostredím MATLAB 
 
 




1.) Vytvorte vzorku trénovacích dát neurónovej siete, reprezentujúcich zadanú funkciu. 
2.) Vytvorte doprednú sieť typu 1-3-3-1, trénujte ju a vyhodnoťte kvalitu aproximácie 
zadanej funkcie po simulácii siete na testovacích dátach. 
3.) Upravte architektúru siete tak, aby ste dosiahli čo najkvalitnejšiu aproximáciu. 
Výslednú architektútu siete a výstupný priebeh si poznamenajte. 
4.) Pokúste sa upraviť sieť tak, aby ste odtestovali nežiadúcu vlastnosť siete akou je  
overfitting. Výslednú architektútu siete a výstupný priebeh si poznamenajte. 
 
 Toretický rozbor 
 
Pre splnenie tejto úlohy je nutné porozumenie obsahu predošlej úlohy „Rozonávanie 
obrazcov pomocou neurónovej siete“, pretože v tejto úlohe budete využívať podobné postupy. 
Budete opäť pracovať s doprednou neurónovou sieťou. Tentokrát sa zameriate na jej vnútornú 
architektúru. 
 
Pri návrhu siete je dôležité dať pozor na zložitosť jej architektúry. Jednoduché problémy, 
ako napríklad v predošlej úlohe, sa dajú riešiť sieťou s malým počtom neurónov vo vrstvách a 
postačí aj jedna či dve skryté vrstvy v sieti. Veľmi zložité problémy, zahrňujúce obrovské 
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množstvo rôznych vstupných vektorov z ktorých každý má vyvolať na výstupe siete žiadané 
hodnoty, pričom vzťah medzi nimi tvorí zložitú funkčnú závislosť, však musia byť riešené 
sieťami obsahujúcimi veľké množstvo neuónov či vrstiev. Vo všeobecnosti do istej miery platí že 
čím je sieť zložitejšia, tým sa ľahšie adaptuje na skúmaný problém, má väčšiu výpočtovú silu.  
 
Bohužial neurónové siete sú citlivé na počet neurónov v jednotlivých vrstvách a tak nie je 
možné riešiť každú úlohu sieťou s čo najkomplikovanejšou architektúrou v úmysle získať dobré 
výsledky pre sadu neznámych vstupných dát.  Príliš málo neurónov vo vrstvách môže viesť 
k tomu, že sieť proste nebude schopná vykonávať zadanú funkciu, avšak ak je v sieti neprimerane 
veľa neurónov k zložitosti vyžadovanej funkcie, je pravdepodobné že bude dochádzať k javu 
označovanému ako overfitting, kedy sa síce sieť naučí odpovedať na trénovacie vzorky korektne, 
ale neznáme hodnoty bude klasifikovať nesprávne, a to z toho dôvodu, že výstupná funkcia siete 
bude prekombinovaná.  
 
Takýto problém ilustruje obr.2.6. Výstupné hodnoty siete pre neznáme vstupy sú na 
obrázku označené prázdnym krúžkom a vidíme, že niektoré z nich sa nachádzajú značne mimo 
aproximovanú funkciu. Sieť pritom na známe vstupy, ktoré jej boli predložené počas testovania, 
odpovedá korektne (priebeh označený bodko-čiarkovanou čiarou). 
 
 
Obr.2.6: Overfitting spôsobený neadekvátnym zvýšením počtu neurónov v sieti 
 
 
 Funkcia, ktorú naučíte sieť v tejto úlohe aproximovať, je zadaná hodnotami uvedenými 
v tab.1 . Sieť s ktorou budete pracovať je zadaná ako 1-3-3-1, čo znamené že je trojvrstvová, 
pričom počet neurónov v dvoch skrytých vrstvách je 3 a výstupná vrstva obsahuje len jeden 
neurón. Prvé číslo označuje počet vstupov siete. Neuróny skrytých vrstiev budú využívať 
prenosovú funkciu logsig. Keďže na výstupe siete budeme očakávať hodnoty v rozsahu 1 – 
16, musíme vo výstupnej vrstve použiť funkciu purelin, ktorá je lineárna a neobmedzuje 
rozsah výstupných hodnôt na interval <0,1> ako je tomu pri funkcii logsig. Trénovacím 
algoritmom bude traingdx a jeho parametre nastavte nasledovne : 
 
>> net.trainParam.lr = 0.01; 
>> net.trainParam.epochs = 10000; 
>> net.trainParam.show = 500; 
>> net.trainParam.goal = 1e-12; 
>> net.trainParam.min_grad = 0; 
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Tab1: Dvojice vstupná-výstupná hodnota pre aproximáciu funkcie NN sieťou 
p 0 2 4 6 8 10 12 14 16 18 20 22





Pozn.: Príkazy ktoré ste už raz v MATLABE vykonali môžete znovu spustiť poklikaním na nich v okne 
histórie príkazov. Príkazy je tiež možné pretiahnuť na príkazový riadok a upraviť.  
 
1.) Vytvorte v MATLABE matice P a T, ktoré budú slúžiť ako matice vstupných hodnôt 
a cieľových vektorov pre trénovanie siete (obidve sú rozmeru 1x12). Zároveň vytvorte 
i testovaciu maticu Q, ktorá bude obsahovať vstupné hodnoty z rozsahu 0 – 22 s krokom 0,5. 
V prípade matíc P a T použite metódy popísané v predošlej úlohe. Testovaciu maticu vytvorte 
nasledovne: 
 
>> Q = [0:0.5:22] 
 
Zadané body funkcie zobrazíte v súradnicovom systéme príkazom plot.  
 
>> plot (P,T,'+') 
 
2.) Pomocou prípkazu newff vytvorte doprednú neurónovú sieť s architektúrou popísanou 
v rozbore úlohy a uložte ju do premennej net (vytvorenie tohto druhu siete bolo popísané 
v predchádzajúcej úlohe, avšak teraz potrebujete zadať počty neurónov a prenosové funkcie pre 
tri vrstvy). Nastavte parametre trénovania, trénujte sieť na vzorke trénovacích hodnôt a jej výstup 
odtestujte simuláciou so vstupom Q, výstup siete uložte do premennej A. Výsledné priebehy 
zobrazíte príkazom plot kde krížiky budú zobrazovať zadané body funkcie a plná čiara odpoveď 
siete na testovaciu vzorku. Všimnite si, že taká jednoduchá sieť nie je schopná aproximovať 
zadanú funkciu. 
 
>> plot (Q,A,P,T,'+') 
 
3.) Vytvorte novú sieť, ktorá bude schopná riešiť zadaný problém. Máte možnosť meniť 
počet neurónov v jednotlivých vrstvách siete, alebo aj samotný počet skrytých vrstiev. Je nutné , 
aby výstupná vrstva obsahovala vždy len jeden neurón (výstupom siete je totiž skalárna veličina 
a nie viacrozmerný vektor ako v predchádzajúcej úlohe). Pamätajte, že po vytvorení novej siete 
treba opätovne zadať parametre trénovania a trénovať ju na vzorkách P a T. Vytvorenú sieť 
simulujte pre maticu  Q a keď budete spokojní s výslednou aproximáciou, poznamenajte si 
architektúru siete a aj samotný priebeh na výstupe siete. 
 
4.) Vytvorte novú sieť a zvyšujte počty neurónov v skrytých vrstvách tak, aby sieť v sieti 
z dôsledku jej prekombinovanosti vznikal jav overfittingu popísaný v rozbore úlohy. Výslednú 
architektúru siete a priebeh na jej výstupe si poznamenajte. Všimnite si, že čo sa týka počtu 
cyklov, algoritmus trénovania siete s veľkým počtom neurónom v tomto prípade konverguje 
podstatne rýchlejsšie. Na druhej strane čas výpočtu algoritmu je závislý na výpočtovom výkone 
počítača. 
 
 Použité prístroje 
 
PC s prostredím MATLAB 
