We propose a Generating Search Set method for solving the oblique 1 Procrustes problem. Implementative details, algorithmic choices and theoretical properties of the method are discussed. The results of some numerical experiments are reported.
Introduction
Given C ∈ R m×n and B ∈ R m×p , the oblique 1 Procrustes problem is (1) is a variant of the orthogonal Procrustes problem (where the constraint is Q T Q = I), which is considered whenever more degrees of freedom are needed, as, e.g., in the Procrustes Analysis, a well known technique used in many applications (factor analysis [8] , statistical shape analysis [5] , etc.). Classically, Procrustes problems are defined by means of the Frobenius norm. The use of the 1 norm was recently advocated because of its robustness with respect to outliers ( [10] , [11] , [4] ). An appealing feature of (1) is that both the objective function and the constraint have a separable structure with respect to the columns of Q, so that the problem splits into p problems in R n of the form (2) min
with b ∈ R m and S = {x ∈ R n : x T x = 1}. The objective function in (2) is not everywhere continuously differentiable, and this lack of smoothness Dip. Energetica "S. Stecco" -Via C. Lombroso, 6/17 -Firenze 50134 -Italy has to be properly treated. Some ways to solve (2) are known, basically founded on different smooth reformulations. For example, we can introduce two slack vectors u, v ∈ R m , and obtain the following reformulation
which can be solved by standard nonlinear programming methods. Alternatively, in [11] , the objective function is approximated by φ α (x) = (Cx− b) T tanh(α(Cx− b)) for some large α, and then the projected gradient flow method is used to minimize φ α (x) over S, by solving the IVP (4)ẋ (t) = P S (−∇φ α (x(t))), t ∈ [0, T ], x(0) ∈ S given, where P S is the orthogonal projection on S, and T is taken large enough to reach the equilibrium. This approach avoids increasing the dimension of the problem, but the choice of the smoothing parameter α is not trivial.
Here we propose a different approach: (2) is maintained in its original form, and solved by a Generating Set Search (GSS) method. GSS methods are a class of direct search methods [6] , that we briefly describe for a generic objective function f . Given the iterate x (k) , a step-length ∆ k , and a finite set of search directions Γ k = {d
p }, the core of a GSS iteration consists in sampling f at the trial points
If a suitable decrease condition holds for some y r , the iteration is successful, the new iterate is x (k+1) = y r , and a new step-length ∆ k+1 ≥ ∆ k is chosen; otherwise, the iteration is unsuccessful, the new iterate is x (k+1) = x (k) , and a step-length ∆ k+1 < ∆ k is selected. A commonly used condition to declare success is the sufficient decrease condition f (y r ) ≤ f (x (k) ) − ρ(∆ k ), where ρ : R + → R + is a continuous, increasing forcing function such that ρ(t) = o(t) for t → 0. In the constrained case, all iterates must belong to the feasible set Ω; hence, infeasible trial points must be properly treated. In the GSS method we propose for solving (2) , the feasibility requirement is satisfied by projecting onto S the points y = x (k) + ∆ k d, with d ∈ Γ k , so that the trial points actually used are of form z = P S (y) = y y 2 a . The definition of the search direction set Γ k is crucial for the convergence properties. In particular, for smooth unconstrained problems, the existence of stationary limit points for the sequence {x (k) } is proved, under mild a In the literature, some different ways to treat infeasible points have been proposed ( [1] , [6] , [7] ). Such points are either suitably projected onto Ω, or, if the barrier approach is adopted (i.e., the value +∞ is assigned to f outside Ω), simply discarded.
assumptions, if at each iteration Γ k positively spans R n , that is any d ∈ R n is a nonnegative linear combination of the elements of Γ k [6] . In fact this property ensures that the sampling around x (k) is rich enough to infer the local behaviour of f , and eventually decide whether a limit pointx is stationary. However, this does not work for constrained and/or nonsmooth problems. In these cases, one way to ensure the existence of stationary limit points consists in exploiting some extra structure, if any. For example, in the linearly constrained case, where Ω is a polyhedron, the behaviour of f near x (k) can be captured, if Γ k takes into account the geometry of Ω around x (k) . When x (k) is safely far from the boundary ∂Ω, Γ k can be defined as in the unconstrained case. Otherwise, Γ k must generate the cone of feasible directions at x, for all x close to x (k) ; that is any direction in these cones must be a nonnegative linear combination of the elements of Γ k [6] . An approach of the same flavour can be followed to minimize f (x) = Cx−b 1 , which is locally Lipschitz continuous over R n , and has a highly structured set of nondifferentiability
are the rows of C [2] . The idea is that when x (k) is far from H, we can choose Γ k as in the smooth case. Otherwise, there is a set of hyperplanes
, and Γ k must generate any polyhedral cone associated to any subset of such hyperplanes. The main contribution of the paper is a natural, though nontrivial, extension of previous ideas to handle the nonlinear equality constraint x ∈ S, which yields a new and promising GSS algorithm for solving the 1 Procrustes problem. Different approaches to treat nonlinear constraints with GSS methods have been proposed in the literature. We refer to [6] for a discussion on this issue and its related difficulties, in the smooth case. The paper is organized as follows. In Section 2, we discuss how to define and construct a proper set of search directions Γ k , and present the Projected GSS algorithm to solve (2) . In Section 3, we study the convergence properties of the method. In Section 4, we report on some numerical experiments.
The method
Let us introduce some notations. The tangent space at x ∈ S is
} is the set of the indices of the nondifferentiability hyperplanes close to x within η (η-active indices at x). The cardinality of J η (x) is denoted by η (x). In particular, J 0 (x), for short J(x), is the set of active indices at x, and
the tangent space T (x) is partitioned into a family of polyhedral cones
is the polyhedral cone associated with the normals of the η-active hyperplanes, and with the vector of signs s.
has full column rank, and degenerate otherwise. The notations
, and M (x), respectively. Let us turn to the definition of Γ k . To treat the constraint, we choose
We recall that a positive basis of a subspace X can be defined, for example, by
where B(X) is any basis of X. A basis for T (x (k) ) can be easily obtained,
In this case we can handle the presence of the nondifferentiability hyperplanes near x (k) , by imposing that Γ k includes a set of generators for each cone
is defined by the inequalities in (6) and the equality in (5), next theorem and Corollary 2.1 can be exploited in the nondegenerate case to compute the generators. 
is a minimal set of generators for the cone
. . , , and y
⊂ X is a positive basis for a subspace X ⊆ R n , if each vector in X is a nonnegative linear combination of the vectors in B + (X), and no proper subset of B + (X) positively spans X. If X has dimension p, the cardinality of B + (X) is at most 2p [9] . c Here, and in the following, {e 1 , . . . , en} is the canonical basis of R n . d A set G(T ) ⊂ T is a set of generators for the polyhedral cone T , if each element of T is a nonnegative linear combination of the elements of G(T ); furthermore, G(T ) is said minimal, if no proper subset of G(T ) generates the whole T .
The following corollary says that, under the assumptions of Theorem 2.1, given the generators of T , the generators of any other cone defined by changing the signs of the inequalities in (8) , are obtained for free.
Corollary 2.1. Under the assumptions and notations of Theorem 2.1, a set of generators for any cone
is included in
. Then it can be easily verified that a set of generators for T s , included in Γ, is given by
Indeed, it is sufficient to apply We recall now another corollary of Theorem 2.1, which will be useful for the analysis of convergence developed in the next section. (x (k) ) has full column rank, we can apply Corollary 2.1 to deduce that (10) Γ
contains the generators for any cone in the family
Remark 2.1. Corollary 2.2 says that the set Γ η (x (k) ) in (10) includes also a positive basis for the tangent space T (x (k) ), as well as a set of generators for every cone in T (x (k) ), defined by any subset of the inequalities in (6).
The matrix W and a basis B(N (M T )) can be easily obtained by the QR factorization or the SVD of M . The latter is our preference, since it is the best numerical tool to evaluate the rank of a matrix. Let U =∈ R n×n and V ∈ R q×q orthogonal, and
In the nondegenerate case span{u q+1 , . . . , u n } = N (M T ) and σ 1 , . . . , σ q are positive; so B + (N (M T )) can be obtained by (7) and
The computation of Γ k is not so simple when M η (x (k) ) is column rank deficient, because a set of generators needs to be traced for all of the 2
cones T s,η (x (k) ). We are aware that the cost can be prohibitive. Nevertheless, some computations can be saved by carefully organizing the algorithm, and exploiting the fact that T −s,η (x (k) ) = −T s,η (x (k) ) for any s. In the algorithm PGSS below, for a given s, we compute a set of generators
, and test at once the trial points corresponding to ±d i , for i = 1, . . . , p. If an acceptable point is found, the computation of the remaining generators is skipped and the iteration concluded; otherwise, another vector s is checked.
Algorithm PGSS (Projected GSS)
2.
For k = 0, 1, . . . until convergence, do:
, and set equal to its cardinality. 
If rank(M ) = + 1
Create Γ k = Γ η (x (k) ) using (10). If Cz − b 1 ≤ Cx (k) − b 1 − ρ(∆ k ) for some z = P S (x (k) + ∆ k d) and d ∈ Γ k , set f lag = 1,Set t = t + 1 and s = s (t) . Compute a set G(T s,η (x (k) )) of generators for T s,η (x (k) ). If Cz−b 1 ≤ Cx (k) −b 1 −ρ(∆ k ) for some z = P S (x (k) +∆ k d) and d ∈ G(T sη (x (k) )) ∪ −G(T s,η (x (k) )), set f lag = 1. end while end if 2.3. If f lag = 0, set x (k+1) = x (k) and ∆ k+1 = θ k ∆ k with θ k ∈ (0, θ max ], else set x (k+1) = z and ∆ k+1 = λ k ∆ k with λ k ∈ [1, λ max ].
Convergence analysis
Convergence properties of GSS methods have been studied in a number of papers. Among them, it is worth to cite the review paper [6] , for an excellent overview on the state of the art of derivative-free optimization in the smooth case, and the paper [1] , where a simple analysis clarifies the relationship between the choice of the search directions and the optimality properties for nonsmooth problems. In both papers, it is proved the existence of a subsequence converging to a point with some stationarity properties, related to the problem. In our case,x ∈ S is said a stationary point if
where
where, assuming for simplicity J(x) = {1, . . . , (x)},
The convergence analysis focuses on the subsequence {x (k) } k∈U of the unsuccessful iterates, where the sampling failed to produce an improved point, i.e.
and is based on the possibility of taking a limit in (13) to obtain nonnegativity results for some directional derivatives of f at a limit pointx of {x (k) } k∈U .
Theorem 3.1. Let {x (k) } be the sequence of iterates produced by the PGSS
and that the forcing function ρ :
continuous, increasing, and satisfies ρ(t) = o(t). Let K ⊆ U be an infinite subset of indices such that
Proof. Since K ⊆ U, for all k ∈ K the inequality (13) holds, and then
Let us show that the right hand side of (15) vanishes with k → ∞. Indeed, we easily see that
, ∀x ∈ S and d ∈ T (x). This relation, together with the local Lipschitz continuity of f , the assumptions on ρ, and (14) yields
Hence the claim is easily proved, because the assumptions on ρ imply lim k→∞ ∆ k = 0 (see [3, Lemma 3 .1], [6, sec. 3.7] ). Now, since for convex functions the usual directional derivative is equal to the (Clarke) generalized directional derivative, we have:
Then, the thesis follows from (15) and (16).
The stationarity condition (11) will be in the end proved if we can apply Theorem 3.1 to a sufficiently rich set of directions. Let J(x) = ∅, and let
is partitioned into the family F(x) of polyhedral cones, and we have to repeat the previous argument for each cone T s (x). More precisely, for any d ∈ T (x) there exists s such that d ∈ T s (x). Given the set of generators
To summarize,x is stationary for problem (2) 
if and only if
, where
Hence, we can ensure the existence of stationary limit points of {x (k) }, provided that the following assumption is satisfied. 
Moreover, recalling Corollary 2.2 and Remark 2.1, we deduce thatΓ contains a positive basis for T (x), and, if (x) > 0, a set of generators for any cone T s ∈ F(x). This concludes the proof in the case L > 0. When
Using the continuity of the tangent space, and the same compactness arguments as above, there exists a subset
Numerical experiments
The effectiveness of the PGSS algorithm was verified by solving some test problems considered in [10] and [11] . The numerical experiments were carried out in MATLAB 7.0.4, on a processor PENTIUM 4 (2.80 GHz). The results given in this section were obtained using η = 10 −3 , ∆ 0 = 0.5, and ρ(t) = 10 −4 t 2 . Further, we used θ k = 0.25 and λ k = 1 for each k, and the stopping criterion ∆ k < Toll(1 + x (k) ∞ ), with tolerance T oll = 10 −7 . If needed, we computed a set of generators for a degenerate cone by the cddlib code by Fukuda e . The search directions were normalized in the euclidean norm. Example 4.1. Here we consider the problem (1), where B, C ∈ R 24×4 are two matrices arising in the classical 24 psychological tests problem of Holzinger and Harman (see [8, Table 10.2 and Table 12 .3]). For this problem, we compared the performance of the PGSS algorithm with the method described in [11] , briefly TW method, using several values for the smoothing parameter α, and the integrator ode15s from the MATLAB ODE suite, with tolerances equal to 10 −7 for (4). The integration was stopped when the decrease in the objective function Cx − b 1 within one step was less than 10 −7 . In a first set of experiments we used two "reasonable" starting guesses: Q (0) = I and Q (0) = Q ls , where Q ls is the solution of the least squares problem min Q CQ − B 2 , normalized so that Q ls ∈ OB (4, 4) . In Table 1 effort. In a second set of experiments, we used 100 randomly generated initial guesses, normalized to fit in OB (4, 4) . The hystograms in the figure are referred to the values f * computed. We see that PGSS produced f * ∈ [7.9, 8 .0] in almost the 90% of the runs, while the results of TW strongly depend on α: for α = 10 3 , in almost 50% of the cases TW reached values slightly lower than PGSS; for α = 10 6 its behavior largely deteriorated. We also solved the reformulation (3) of the problem by the fmincon function of the MATLAB Optimization Toolbox. The results were very similar to the ones obtained by the PGSS algorithm, while the CPU times were from 6 to 10 times higher. Example 4.2. This example arises in the context of shape analysis [5] . We are given 30 specimens of handwritten digit "3", each of them described by 13 special points (landmarks), whose coordinates can be collected in a 13 × 2 matrix f . In the following, we will denote B i the matrix associated to the i-th digit "3". In the experiments we considered the oblique Procrustes problems, where the matrix C ∈ R 13×2 describes the "average digit 3" (that is each element of C is the arithmetic mean of the corresponding elements of B 1 , . . . , B 30 ), and the target matrix B is B i , for i = 1, . . . , 30. Here we comment the results obtained with Q (0) = I (similar results were obtained with Q (0) = Q ls ). In 12 cases, we had to use cddlib because of degeneracy. This was not excessively time consuming, due to the very small dimension of the problem (n = p = 2): indeed, the mean CPU time was 1.26cs for these degenerate problems, and 0.87cs for the nondegenerate ones. The average number of function evaluations over all 30 problems was 82, and the average number of matrix factorizations was 22. In the figure we show the target (solid line), the average digit "3" (dotted line), and the digit "3" corresponding to CQ * (dashdot line), for four different targets.
