
















allt die Gesamtvariation in mehrere Komponenten. F

ur diese sind in der Regel auch
Beziehungen oder Ordnungen bekannt. Aber keine der bekannten Sch

atztheorien ist in der
















atzt werden als die Summe der (positiven) Komponenten. Zumindest im technischen
Bereich wird dieses Verhalten der bekannten Sch

atzfunktionen als besonders st

orend em-
pfunden, da es erhebliche Anforderungen an die Interpretation stellt. Aus diesem Grunde
werden hier f

ur die Varianz bzw. Pr

azision zweier unterschiedlicher Meverfahren, welche







atzfunktionen betrachtet, die eine spezizierte nat

urliche Ordnung
einhalten. Die Bedeutung dieses Modells liegt f

ur die Praxis in seiner Anwendung auf
typische Kontrollsituationen auch auerhalb der Technik, z. B. Gewinnsch

atzungen seitens
eines Betriebes versus Sch

atzungen seitens des Finanzamtes.
1
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1
1 Einleitung
In der Regel treten in einer statistischen Untersuchung mehrere kontrollierte und leider
auch unkontrollierbare Einufaktoren auf, die dann meist zudem noch bewirken, da die
resultierenden Daten auf vielf

altige Weise miteinander korreliert sind. Das der Analyse
zugrunde liegende Modell weist dann mehrere Komponenten der Gesamtvariation auf,
die es unter anderem zu sch

atzen gilt. Die bis jetzt bekannten Sch

atztheorien sind je-
doch entweder mit ausgesprochenen Defekten oder zumindest mit M

angeln behaftet. Die







amlich negative Werte f

ur positive Varianzen hervorbringen, so da man auf Null als
Sch





azision eines Instrumentes entscheidet, von der jeder Tech-
niker wei, da dies einfach nicht sein kann; das Gleiche geschieht beim (restringierten)
Maximum-Likelihood-Sch

atzer, wenn dieser auf den Parameterraum eingeschr

ankt wird.
Hinzu kommt nun aber noch ein anderes Ph

anomen, zum Teil bedingt durch eben genann-
te Eigenschaft: Es kann n

amlich durchaus passieren, da z. B. von zwei nicht-negativen




atzt wird als die
Summe der beiden. Die Wahrscheinlichkeit hierf

ur ist auf jeden Fall positiv und je nach
Modellgegebenheiten mitunter recht gro. Nun, dies l













atzung nur im Kegel der positive semi-deniten Matrizen bestimmen
und Sch

atzer liefern, die nur mit Wahrscheinlichkeit 0 den Wert Null annehmen.
Allgemein formuliert werden in den bekannten Sch

atztheorien Beziehungen oder Ord-
nungen, denen die Varianz-Parameter unterliegen, nicht miteinbezogen, vgl. z. B. Schee
(1959), Seely (1971), Rao (1972), Hartung (1981), Weber (1986), Elpelt (1989), Crowder
(1992), Hartung/ Elpelt/ Voet (1997), Hartung/ Elpelt/ Kl

osener (1998), Lehmann/ Ca-
sella (1998).
Aus diesem Grunde wird hier f






azisionsbestimmung zweier unterschiedlicher Meverfahren, welche jeweils das selbe












Uberlegungen in Hartung (1979), die dann jedoch nicht weiter ver-










Dieses Problem der gepaarten Messungen ist deshalb von herausragender Bedeutung,




Kontrollsituationen verbergen, z. B. Gewinnsch

atzungen seitens eines Betriebes und Ge-
gensch

atzungen seitens des Finanzamtes f

ur meherere Perioden, oder z. B. aus der Buch-
f










Ausgangspunkt ist das Modell von Grubbs (1948) f

ur den Fall zweier Instrumente Y
und Z, sowie f











































































sind nicht direkt beobachtbare Zufallsvariablen








































uber hinaus wird angenommen, da
in x
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Die Schwierigkeiten beim Sch









miteinander korreliert sind; f
































































































3 Bekannte quadratische Sch

atzfunktionen und ein Beispiel
Durch Au

osen der Erwartungswerte-Gleichungen (3) nach den Parametern, was der
Momenten-Methode entspricht, erh

alt man direkt die erwartungstreuen Grubbs-Sch

atzer,



































Die nichtnegativen minimalverzerrten Sch


























































Es sei verwiesen auf Grubbs (1948, 1983), Jaech (1985), Hartung/ Heine (1984), Har-
tung/ Kl

osener (1987), Hartung/ Elpelt (1995, S. 736 ).
Zur Illustration des m

oglichen Verhaltens obiger Sch

atzfunktionen betrachten wir das
folgende von Martin (1997/98) an mich herangetragene reale Beispiel in Ausschnittsform,
wie es in Tabelle 3.1 wiedergegeben ist. Es handelt sich dabei um codierte Daten aus





















1 1.004 0.913 0.091
2 1.074 1.049 0.025
3 1.053 1.220  0.167
Die Sch

atzfunktionen nach Grubbs, s. (4), und nach Hartung, s. (5), ergeben nun Werte,
wie sie in der Tabelle 3.2

ubersichtlich zum besseren Vergleich zusammengestellt sind.
Tabelle 3.2. Sch

atzwerte zum Beispiel aus Tab. 3.1 nach den Sch

atzprinzipien von



































































Dabei ist zu erw
















mit minimaler Norm f

ur die Matrix in der diesbez

uglichen quadratischen Form als auch























aig) kleinster Varianz, vgl. Seely (1971),
5
Rao (1972), Hartung (1981), Elpelt (1989), Lehmann/ Casella (1998).
Wir gehen hier deshalb so explizit auf diese Sch

atzfunktion ein, weil wir ihr eine hervorge-
hobene Stellung einr































von denen wir erstere (6) auch punktweise f






ahrend wir die Gleichungsbeziehung (7) zuerst nur f

ur ihre
Erwartungen fordern; ihre Realisierungen, da zun

achst noch Parameter in den Sch

atz-
funktionen auftauchen, lassen sich jedoch so w














da die Beziehungen (6) direkt auch punktweise erf

ullt sind, multiplizieren sie jedoch der
Einfachheit halber mit dem Faktor 9/8, was insofern keine weiteren Auswirkungen hat,
als diese im Folgenden ohnehin noch mit einem weiteren Faktor versehen werden, der dies





















































so da wir die bez































































































































































































Im Beispiel aus Tab. 3.1 ergibt sich dieser Adjustierungsfaktor dann zu ^ = 0:835 und




































































































analoge Beziehung (7) ist f






















in der Erwartung dann approximativ erf

ullt.
Aus (14) ersehen wir, da stets gilt




so da die Varianz der adjustierten Sch





































atzer stets implizit die Normal-
verteilungsannahme f




























































































































































































erhalten wir somit in geschlossener Form die Sch















































Von Martin (1997/98) mir dankenswerterweise zur Verf

ugung gestellte Simulationsergeb-
nisse zeigen bei extremsten Konstellationen der beteiligten Parameter f

ur die betragliche








j einen Durchschnittswert von 11,57 %
bzgl. 
Y




ahnen ist ebenfalls, da seine Anwendungen der adjustierten positiven Sch

atzer auf
eine groe Anzahl realer Datens

atze aus dem Kontrollbereich von EURATOM durchweg
stimmige, sachlogisch plausible Ergebnisse zeigen. Bedingt u. a. durch die in diesem Be-
reich typischerweise hohe Produktvariabilit










ur eine der beiden Pr

azisionen stets negativ aus. Aus
diesem Grunde gehen wir jetzt n

aher auf deren Einu ein.
5 Einu der Produktvariabilit

at
Man kann zwar imModell (1) zun

achst auch die Produktvariabilit

at mit herausprojizieren
und so Invarianz nicht nur bez

uglich Mittelwerttranslationen sondern auch in Hinsicht auf
die Produktvariabilit










mehr getrennt identizieren; dies macht erst Sinn, wenn mindestens drei Meverfahren
simultan beteiligt sind, was schon von Grubbs (1948) ausf

uhrlich diskutiert wird. Das
hat zur Folge, da im vorliegenden Fall von nur zwei Meverfahren sowohl die Grubbs-
Sch













angen. Es gilt n

amlich, vgl.
z. B. Grubbs (1948), Hartung/ Heine (1984), f



















uber (8) und (3) analog f

















Hier zeigt sich nun ein weiterer erfreulicher Eekt unserer Adjustierungsmanahme. Mit


































































































so da wir f







































































Um Aussagen auch f






jetzt noch den Bias diesbez














































































































































































































































































so da wir mit (28) nun auch f






















































Desweiteren ist (29) zu entnehmen, da sich der Bias der adjustierten positiven Sch

atzer





































































mit der direkten Konsequenz der Erwarungstreue f
























Den Formeln (27), (28) f

ur die Varianz und (29), (30) f

ur den Bias ist zu entnehmen, da
wir mittels der eingef

uhrten Adjustierung den Einu der Produktvariabilit

at praktisch
eliminiert haben, was gerade f

ur die Anwendungen von wesentlicher Bedeutung ist.
6 Voradjustierung





azisionsparameter besteht. Diese wird durch eine Voradjustierung gemindert.












































































































Damit haben wir erreicht, da f
















































































































































































































































































































































































































































was er aufgrund seiner Konstruktion allerdings auch tun mu. Naheliegend ist daher, die
Adjustierung aus Abschnitt 5 zwecks Bereinigung um den 
2
X
-Einu mit der Adjustierung
aus Abschnitt 6 zwecks Bereinigung um den 
2
Z





zu kombinieren. Dazu denieren wir zun




















































































































achst die  -Gr

oen genauer anschauen m

ussen.

































































16  (c  1)













oder wenn einer kleiner oder gleich 1=2 ist, so ist nach obiger Aussage (47) der andere














ahlen wir jetzt in (47) die Gr

oe c = 4, so sind mit der gleichen Argumentation wie








oer als 1=4, oder falls eine dies nicht ist, dann
































jeweils kleiner als 1 sind, was direkt als
untere Absch





 (5  
2
Y
+ 5  
2
Z






















und mit (48) und (49) erhalten wir f

ur  eine obere Absch

atzung, indem wir jeweils die




 (5  
2
Y
+ 5  
2
Z
























 (5  
2
Y
+ 5  
2
Z






 (5  
2
Y
+ 5  
2
Z





















+ 5  
2
Z









1 + 3 
1




















































wird nun deniert als
A
Y































































































)  (5  
2
Y
+ 5  
2
Z






































































































Hieraus erhalten wir nun f












































































Kommen wir nun zum Bias, so bemerken wir zun

achst










=    
Y








g+ (   
Y




so da wir mit (29), (35) und (52) erhalten:
   
Y












































































































































die Limiten bezeichnen m

ogen. Weiterhin erhalten wir f

ur den zweiten
Ausdruck in (58) mit (52)




































































































also eine simultane Absicherung gegen jeweils eine der beiden ung

unstigsten Situationen.
Aufgrund der Konstruktion von A
Y
ist dies aber nicht zu erwarten, wenn sozusagen beide
Katastrophen gleichzeitig eintreten. Hierf










ullen. Mit, vgl. (9) und (44),





































































































































ur den kombinierten Adjustierungs-
faktor der Sch
























































































































































ullen die Beziehung (7) dann auch
punktweise.
18
Die allgemeinen Aussagen (18) bis (24) in Abschnitt 4 zu Verzerrung, Varianz und mittle-
rem quadratischen Fehler







, indem man diese Sch

atz-









ur das Problem der Bestimmung der verfahrensspezischen Varianzen f

ur zwei Mever-
fahren, welche paarig ohne Wiederholungen, d. h. mit Produktvariabilit

at, messen, wird






Dies hat zur Folge, da in den erzielten Sch

atzfunktionen der Einu der Produktvariabi-
lit

at im Gegensatz zu den bekannten Sch

atzprinzipien praktisch eliminiert wird, was f

ur
die Anwendungen der vorgeschlagenen Verfahren von wesentlicher Bedeutung ist.
F

ur den Fall, da zwischen den beiden verfahrensspezischen Varianzen eine groe Dis-
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
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