Percutaneous cochlear implantation (PCI) is a minimally invasive image-guided cochlear implant approach, where access to the cochlea is achieved by drilling a linear channel from the outer skull to the cochlea. The PCI approach requires pre-and intra-operative planning. Segmentation of critical ear anatomy and computation of a safe drilling trajectory are performed in a pre-operative CT. The computed safe drilling trajectory must then be mapped to the intraoperative space. The mapping can be done using the transformation matrix that registers the pre-and intra-operative CTs. However, the difference in orientation between the pre-and intra-operative CTs is too extreme to be recovered by standard, gradient descent-based registration methods. Thus, we have so far relied on an expert to manually initialize the registration. In this work we present a method that aligns the scans automatically. We compared the performance of the automatic approach to the registration approach when an expert does the manual initialization on ten pairs of scans. There is a maximum difference of 0.19 mm between the entry and target points resulting from the automatic and manually initialized registration processes. This suggests that the automatic registration method is accurate enough to be used in a PCI surgery.
INTRODUCTION
Cochlear implantation (CI) is a procedure in which an electrode array is surgically implanted in the cochlea to treat profound hearing loss. The electrode array, inserted usually via the round window, receives signals from an external component embedded on the patient's skull. The external component is composed of a microphone, a sound processor, and a signal transmitter. The microphone senses sound signals. The sound processor selects and arranges sound sensed by the microphone. The signal transmitter converts the processed sound into electrical impulses and sends them to the internal receiver, which delivers the impulses to the electrodes in the implanted array. The electrodes send the electrical impulses to different regions of the auditory nerve. Conventional CI procedures are invasive and require wide excavation of the mastoid region of the temporal bone so that the surgeon can locate sensitive anatomy and access the cochlea. We have recently introduced a minimally invasive image-guided CI procedure referred to as percutaneous cochlear implantation (PCI) 1 . In PCI, access to the cochlea is achieved by drilling a linear channel from the outer part of the skull into the cochlea that must pass within millimeters of highly sensitive anatomy. The drilling trajectory is computed on a pre-operative CT scan a few days before the surgery by algorithms that we have developed to find a path that optimally preserves the safety of critical components of the ear anatomy such as the ossicles, cochlea, ear canal, facial nerve and chorda tympani 2 . The pre-operatively computed trajectory is guided by a "Microtable", a device designed by our group that constrains the drill bit to follow the computed drilling trajectory to achieve safe access to the cochlea 3 .
we have developed over the years for this purpose 4, 5, 16, 17 . These techniques rely on models of the anatomy defined on an atlas image. Thus, all these methods start by registering automatically the atlas image to the pre-operative image. An optimally safe drilling trajectory is computed based on the segmented ear anatomy 2 . (2) Intra-operative registration: On the day of surgery three fiducial markers are implanted on the region of the skull behind the patient's ear -typically located at the mastoid tip and the posterior and the superior regions of the temporal bone. The marker consists of an anchor that is firmly attached to the bone, a metal sphere that serves as a fiducial marker, and a tubular extender that connects the two. Then, a CT scan of the head with the markers in place is obtained using a flat panel xCAT ENT mobile CT scanner (Xoran Technologies, Ann Arbor, MI) with typical voxel size of 0.3 × 0.3 × 0.3 mm 3 . The pre-and intraoperative images are brought into rough alignment by manually translating and rotating the images. Subsequently, the images are automatically registered using an intensity-based rigid-body registration method that uses normalized mutual information (NMI) 7 as the similarity measure. The marker centers are automatically identified 8 . Next, the pre-operatively planned drilling trajectory is transformed, using the obtained rigid body transformation, into the intra-operative image space, and thus into the same space as the identified fiducial markers. (3) Drill guide fabrication: The microtable 3 is a patient specific drill guide that is manufactured from a slab of Ultem (Quadrant Engineering Plastic products, Reading, PA). The fabrication of the microtable necessitates the determination of the location and depth of four holes, and the length of three legs that connect the tabletop of the microtable to the markers. The fourth hole (targeting hole) is determined such that it is collinear with the drilling trajectory. The intra-operative component of the software we have developed generates the command file required to generate the microtable using a CNC machine (Ameritech CNC, Broussard Enterprise, Inc., Santa Fe Springs, CA). The CNC machine takes approximately four minutes to complete the fabrication of the microtable. (4) Drilling: The microtable is then mounted on the marker spheres, and a drill press is attached to the targeting hole. Finally, drilling is performed with a 1.5 mm diameter drill bit, which is guided along the pre-operatively planned drilling-trajectory, through the targeting hole and perpendicular to the tabletop of the microtable. Figure 1 illustrates the microtable mounted on a patient's head with the drill bit inserted into the microtable drill guide. In this paper, we present an approach for automating the manual initialization process currently used in the intraoperative registration step. Automating this process is important because: (a) Manual initialization requires someone who is expert in both ear anatomy and in using the planning software to be present at every surgery. (b) The manual initialization has to be very good because the capture range of the subsequent rigid registration is small. (c) This is a very time critical process because it must be completed before the microtable can be fabricated. Since this is a critical bottleneck, manual intervention is stressful. It is generally not easy to do and requires fast expert interaction with the planning software. Any time lost due to complications in this step results in more time that the patient is under anesthesia.
Automating this process is difficult due to several properties of the intra-operative images obtained with the xCAT. While use of the xCAT is desirable because it is portable and acquires images with relatively low radiation dose, the images acquired with the xCAT are noisy and suffer from intensity inhomogeneity. This diminishes the capture range of standard gradient descent-based registration techniques. Furthermore, in the operating room, the patient head is positioned on the operating table in a way that is convenient for performing the surgery. As a result, the position and orientation of the patient's head in the intra-operative CT are unconventional and inconsistent. The variation in head orientation alone is larger than the capture range of the image registration algorithm. In this work, we present an approach for performing a coarse registration of these pre-and intra-operative images using a surface-based approach that is invariant to initial pose 9 . We perform this registration using the surface of the skull as the matching criterion. However, there are two issues that need to be addressed to make this possible: (1) Due to the noise and intensity inhomogeneity in the intra-operative images, extraction of the skull surface is difficult. Because the intensity distributions of bone and soft tissue overlap, a global intensity threshold is inadequate. Local adaptive thresholding methods are also inadequate since many thin bones, e.g. around the sinuses, are not separable from soft tissue, even locally, and these types of fine surface features are necessary to drive the surface registration algorithm to an accurate solution. In this paper, we present a graph cut-based solution to skull extraction 11 . The cost function we have designed for the graph cut optimization relies not only on image intensity, but also on a sheetness filter that is used to detect bone 10 . (2) The surface registration algorithm is sensitive to differences in the field of view of the surfaces, and it is not possible to obtain a full skull surface from the patient's pre-operative CT because the field of view of these images typically spans only the temporal bone region. Instead of registering the two images directly, we register the intraoperative skull surface to a reference skull surface using a process detailed in section 2.4.1. The reference intra-operative CT scan is registered to the pre-operative CT automatically as described in section 2.2. Thus, a coarse registration between the pre-and intra-operative CTs can be achieved using the compound transformation. This registration process replaces the manual registration step that we currently perform and, when followed by an intensity-based rigid-body registration to refine the transformation, results in accurate automatic registration of pre-and intra-operative CTs. 
METHODS

Data
In this study, we conducted experiments on ten pairs of pre-and intra-operative CT scans. In the planning process, we also use a pre-operative atlas scan and an intra-operative reference scan. The scans are acquired from several scanners (GE BrightSpeed, Philips Mx8000 IDT, Philips iCT 128, and Philips Brilliance 64 for pre-operative imaging, and the portable Xoran Technologies xCAT ® ENT for intra-operative imaging). Each pair of testing images consists of pre-and intra-operative CT scans of the same patient. Typical scan resolutions are 768 × 768 × 145 voxels with 0.2 × 0.2 × 0.3 mm 3 voxel size for the pre-operative images and 700 × 700 × 360 voxels with 0.3 × 0.3 × 0.3 mm 3 voxel size for intra-operative images.
Registration flow chart
The flow chart of the pre-to intra-operative CT scan registration process is shown in Figure 3 . In this flow chart, a rectangle represents an operation on images, and a circle represents a transformation matrix. P and I are the target preand intra-operative images we want to register. IR is another subject's intra-operative scan that we selected to serve as a reference intra-operative image. A is the atlas image that is affinely registered with the target pre-operative image in the pre-operative planning stage of PCI. A is also accurately registered to IR. To achieve this we first bring the two images into rough alignment by manually translating and rotating A to match IR. Then, we use intensity-based registration method to affinely register the two. The process of aligning A and IR only needs to be performed once offline. The skull is segmented in IR using a technique described in section 2.3. The skull surface of IR is extracted from the resulting skull segmentation with a procedure described in section 2.4. During the intra-operative registration step of PCI, the same techniques applied offline on IR for skull segmentation and surface extraction are also applied on I to segment the skull and extract the skull surface. Then, the skull surface of I is first rigidly registered to the skull surface of IR via a featurebased registration method called spin image registration 9 described in section 2.4.1. We apply the resulting transformation to I to produce I 1 . Subsequently, I 1 is transformed to A's space via the transformation that accurately registers IR to A. This produces I 2 . I 2 is then transformed to P's space via the transformation that registers A to P. This produces I 3 . The final registration of I to P is obtained by performing an intensity-based rigid registration between I 3 and P. The intensity-based registration uses the Powell's direction method and Brent's line search algorithm 6 to optimize the normalized mutual information 7 between the images and estimate a transformation matrix with six degrees of freedom (three rotations and three translations). The full pre-to intra-operative registration transformation matrix is computed as the compounded transformation from I to I 1 , I 1 to I 2 , I 2 to I 3 , and I 3 to P. 
Graph cut segmentation of the skull
The graph cut algorithm 11 can be used to obtain a binary image segmentation. In this approach, the segmentation problem is solved by minimizing an energy function defined over the image space. The energy function that the graph cut minimizes consists of two terms-a region and a boundary term. Let be the set of all voxels in an image; is a neighborhood set of all pairs , of neighboring elements in ; and , , … , | | is the set of voxel labels of . Then the energy function, , is defined as
where is the region-based cost term, is the boundary-based cost term, and 0 weighs the relative importance between the two. defines a cost for assigning a voxel to the class of bone voxels, , or to the complement class of non-bone voxels, .
is a term used to indicate where boundaries between the and classes (cuts between , ) are preferred.
To extract a skull surface for registration, we segment the skull in intra-operative CT by performing a graph cut. The region and boundary terms we have designed for the graph cut cost function incorporates information from image intensities directly as well as information obtained from a "sheetness" detector described in the following subsection. The cost function terms and the procedure we use to compute those terms are detailed in this section. Figure 4 shows an example of results of several steps in the procedure and will be referred to in the following subsections.
Sheetness filter
As will be detailed below, both the region and boundary cost terms at each voxel will be dependent on the "sheetness" score of that voxel. A sheetness score can be computed using a sheetness detector 10 . This sheetness detector uses the eigenvalues of the local Hessian matrix to compute a sheetness score that is high for voxels that are near centers of sheet-like structures and low otherwise. To compute this quantity, three ratios, sheet , blob , and noise defined below, are computed. For a given voxel , | | | | | | are the eigenvalues of the local Hessian matrix. 
The values of , and , as suggested in 10 , are chosen to be 0.5, 0.5, and 500. refers to the set of scales of the Hessian matrix, which are chosen to be {0.5, 1.0,…, 3}. At a given scale, if 0, which occurs when the filter detects a dark structure with bright background, , is set to 0 because we wish to detect bone, which is bright in CT. When 0, the equation is designed so that , is high when a structure that is sheetlike and is not blob or noiselike is detected. The overall sheetness score 0, 1 will be high for bright sheet like structures, which includes bone as well as some soft tissue structures. Thus, this measure alone is not enough to segment the skull but will serve an integral role in our graph cut cost function. Figure 4b shows the resulting sheetness scores of the image in Figure 4a. 
Region term
The region term in the graph cut approach is used to assign a likelihood that a voxel belongs to one class or the other. Because of the low image contrast and the intensity inhomogeneity that exists in our intra-operative images, the distributions of intensity of bone and soft tissue overlap. Thus rather than using a binary threshold, the region-based cost function we have designed is a likelihood function. Because intensity characteristics vary from image to image, this function needs to be estimated for each image. The general form of the cost function is given by 
for the likelihood of , and the likelihood that is defined as 
Thus, if the image intensity is less than -100, the likelihoods of and are 0 and 1. Image intensities greater than bone have likelihoods of and of 1 and 0. Between those two intensities, the likelihood values vary continuously. bone is a value computed unique to each image and represents the optimum threshold between the bone and soft tissue. Thus, the likelihood function assigns values between 0 and 1 to voxels with intensity that is between the lower bound for bone in these images (-100) and the intensity that best globally separates the distributions of bone and soft tissue intensity ( bone ). bone is determined based on the histogram of the intensity distribution of the image. Instead of trying to compute a value for bone using the histogram of the whole image, which includes several peaks and valleys, we limit the histogram to contain information only from voxels that correspond to bone and sheetlike soft tissue structures, creating a histogram with one distinct valley, and thus simplifying the problem. Specifically, we use the intensity histogram of voxels with intensity greater than -100 and with sheetness score greater than 0.5. An example of this set of voxels is shown in Figure 4c . The intensity histogram of this set of voxels is shown in Figure 5 . As can be seen in the figure, in the limited distribution that we sample, the principal valley is easily identifiable and lies between the intensity distributions of bone and soft tissue. Reddi's method is used to compute bone , which best separates these two distributions (an example result is shown in Figure 5 ) 12 .
The region term defined by Eqns. (6) and (7) is combined with the boundary term discussed next to create the overall cost function.
Boundary term
The boundary term is used to maintain spatial coherence of segmentation labels. Typical boundary terms are dependent on an edge map of the image. However, in our intra-operative images, edge maps computed using standard techniques are inadequate due to weak image contrast. Instead, we used the sheetness scores to define the boundary term as 
where is the standard deviation of the image filtered with the sheetness detector (shown in Figure 4b ), and S(.) is defined by Eqn. (5).
Once both cost terms in Eqn. (1) have been computed, the graph cut algorithm is applied to segment the skull. In the experiments conducted in this paper, in Eqn. (1) was set to 0.67. Before segmentation, the intra-operative images were all downsampled by a factor of four in each dimension because, in our experience, working on a downsampled image increases computational efficiency without adversely affecting the results. An example segmentation result is shown in Figure 4d . -500
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Skull surface registration
The skull segmentation result consists of the skull, the three fiducial marker spheres and some artifacts due to the presence of metals in the intra-operative scans. Currently, we manually remove the fiducial markers spheres and the associated artifacts, however, since the markers are automatically identified this process could be easily automated in the future work. Then, we apply a Gaussian smoothing and extract a 3D surface representation of the skull using the marching cubes algorithm, which creates a triangle model of a constant intensity surface from 3D image data 13 . The approach we use for surface registration relies on matching corresponding surface features defined on the vertices of the surfaces, as described in the following subsection. The number of vertices of a 3D surface of the skull in intra-operative CT scan is approximately 450,000. Working with such a large number of vertices is too computationally demanding, thus we decimate the 3D surface mesh using the iso2mesh mesh processing toolbox 14, 15 and retain only 2.5% of the vertices of the largest connected surface component. Figure 6a shows a 3D surface model and Figure 6b shows the same 3D surface after decimation.
Spin-image feature extraction and registration
The first step in feature based registration is feature extraction. We extracted features for each vertex that capture the local shape of the 3D surface using the spin image technique 9 . The spin image is a 2D histogram that describes the organization of neighboring vertices around a vertex in the surface. Given a vertex in the surface with normal vector and a plane passing through and perpendicular to , two distances are computed from each other vertex to the given vertex : (1) signed distance in the direction,
• and (2) the distance perpendicular to , . These distances are then used in constructing the spin images, one for each vertex. A spin image is a 2D histogram with on the x-axis and on the y-axis. Each entry on the histogram represents the number of vertices in a neighborhood of the vertex for which the spin image is computed that belong to that entry. The size of the bins of the histogram is determined, as suggested in 9 , to be twice the resolution of the surface mesh. The resolution of the surface mesh is the median length of edges in the 3D surface. For each vertex's spin image computation, the extent of the neighborhood vertices is limited to vertices whose (1) is less than the product of bin size and height of the spin image and (2) angle between its normal and is less than 60°. The neighborhood is limited in order to produce spin images that capture local shape information.
The reference intra-operative CT skull is segmented using the technique described in section 2.3 and the surface of the skull is extracted from the resulting skull segmentation using the procedure described in the previous subsection. Then, spin images are computed at each vertex on the reference skull surface. During the intra-operative registration stage of the PCI, the same skull segmentation and skull surface extraction procedures applied offline on the reference intra-operative CT are also applied on the target intra-operative CT to segment and extract the surface of the target skull. However, for the target skull surface spin images are computed only at 10% of the vertices uniformly sampled around the surface. Working on a sample of the vertices reduces the computational complexity of the spin image computation and the subsequent spin image matching. Point correspondence is established by matching each spin image in the target skull surface to the spin image in the reference skull surface that best matches it in terms of a linear correlation-based similarity measure 9 . Once correspondence is established, a rigid-body transformation that best aligns the surfaces is computed (for more detailed description on spin image registration, please see 9 ) . Figure 7 shows an example of two pairs of corresponding points on a target and reference skull surfaces and their associated spin images. Table 1 . Distance in millimeters from the entry and target points of the drilling trajectory that is mapped with the automatic registration approach to the drilling trajectory mapped with manually initialized registration. 
RESULTS
Each pre-and intra-operative pair was registered by an expert and the automatic registration method we proposed. Since expert initialization has led to clinically useable results in the clinical trials we have been performing 3 , we quantitatively validate our results by comparing transformations computed from our automated technique to those computed using the manual initialization approach. We measured the Euclidean distance between the entry and target points resulting from the automatic and manually initialized registration processes. Table 1 presents these distances in millimeters. The maximum distance is 0.1913 mm and the average distances at the entry and target points are 0.1122 and 0.1102 mm, respectively. These results suggest that the automatic registration method we propose is accurate enough to perform a PCI surgery. Figure 8 shows the results of registration between intra-operative and pre-operative CTs and shows the drilling trajectory that was automatically registered to the intra-operative space.
CONCLUSIONS
PCI surgery requires the registration of the pre-and intra-operative images to map the pre-operatively computed drilling trajectory into the intra-operative space. The field of view and the position and orientation of the patient's head in the intra-operative CT are highly unconventional. These differences between the pre-and intra-operative CTs are too extreme to be recovered by standard, gradient descent-based registration methods. In this work, we presented a method of pre-to intra-operative CT registration for PCI that is just as accurate as the registration using manual initialization.
To quantitatively measure performance, we compared the target and entry points of an automatically registered trajectory to a trajectory mapped using the manual initialization-based approach that we have clinically validated 3 , and we have found a maximum error distance of 0.19 mm. However, since both approaches use the same intensity-based registration approach as the final optimization step and converge to similar results, it is likely that both methods produce equally acceptable results. We are currently evaluating the automatic procedure prospectively to confirm this.
The method we have presented is a two step process consisting of a rough automatic surface registration followed by a fine intensity-based registration. The surface extraction, without taking into account the manual edition, takes approximately 20 minutes per scan and the subsequent surface registration takes approximately 1 minute. The current manual initialization we perform takes on average ~2.3 minutes. Thus, in its current form, our approach takes too long to be integrated in the PCI technique. We are currently working on cutting the execution time of the surface extraction procedure. Another main limitation of this approach is the requirement of manual removal of the fiducial spheres and the associated artifacts in the intra-operative scans. This is required because we want to generate skull surfaces that are smooth and consistent across subjects. Future work will include segmenting other structures of the head that can be used as matching criteria and that are not affected by the metal-related artifacts. In particular, we are aiming at extracting the cortical surface of the head with a level set-based segmentation method.
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