This paper investigates runtime shaping for mixed-criticality systems to increase the system QoS. Unlike the previous work in the literature that enforces an offline workload bound, an adaptively shaping approach is proposed where the incoming workload of the low-critical tasks is regulated by the actual demand of the high-critical tasks. This actual demand is adaptively updated using the historical arrival information of the high-critical tasks and thus can maximize the runtime QoS of low-critical tasks. To reduce the online overheads of computing the workload demand, a lightweight scheme with the complexity of O(n log(m)) is developed. Experiments are also provided to demonstrate the effectiveness and efficiency of our approach.
INTRODUCTION
Nowadays, the integration of components with different levels of criticality onto a shared hardware platform is preferable in order to increase the resource utilization and reduce the cost of hardware. In particular for the traditional safety-critical avionics and automotive domains, the system evolves into a mixed-criticality system by which the stringent non-functional requirements w.r.t. cost, space, weight, heat generation, and power consumption can be met [3] . For example, an unmanned aerial vehicle often integrates high-critical tasks, such as flight control and actuation control, with low-critical tasks (like the mission function), together into a same processor [9] .
The schedule of a mixed-criticality system is usually priority-based, where the low-critical tasks are set with higher priorities in order to improve their QoS. To guarantee the execution of the high-critical tasks, the execution for the high-priority low-critical tasks are constrained to a certain bound [17, 19, 22] . When their execution demand exceeds this bound, either the executions are delayed by a regulator [22] or the execution priorities are exchanged with the high-critical tasks [19] . Nevertheless, computing such a bound for the low-critical tasks is non-trivial as the bound on the one hand should be high enough to guarantee the execution of the high-critical tasks and on the other hand should not be too pessimistic as to hamper the QoS of lowcritical tasks.
There is related work in the literature to offline compute workload bound by which the incoming workload of the low-criticality are determined at runtime. Wandeler et al. [22, 23] proposed to use the Real-Time Interface to obtain the shaping bound and suggested delaying the non-real-time events when they exceed the precomputed bound. With the computed shaping bound, together with the sensitivity analysis [16] , Neukirchner et al. [13, 15] discussed in more details how to monitor the low-critical events by switching the workload bound distribution among low-critical tasks, or by using the workload arrival curve to monitor the whole group of low-critical events. Tobuschat et al. [19] presented a scheme to exploit throughput and latency slack of critical applications by prioritizing non-critical over critical accesses and exchanging the priorities when the non-critical workload exceeds the bounds.
The shaping parameters in the aforementioned related work are obtained offline, i.e., the bound used to shape the workload of the low-critical tasks is computed offline and fixed during the runtime. This bound is computed based on the assumptions of the worst-case event arrival patterns of all high-critical tasks. While using the worstcase assumption during the runtime can guarantee the safeness of the workload bound, it also introduces pessimism due to the differences between the actual demand and the assumed worst-case demand of the high-critical tasks. Such pessimism will significantly hamper the QoS of low-critical tasks and reduce the overall system utilization. To reduce the pessimism, the shaping bound should be adaptively computed at runtime based on the actual demand from the high-critical tasks. Such online adaptation is however not easy. On the one hand, the actual demand should be a valid upper bound that can guarantee that no highcritical tasks miss their deadlines. On the other hand, the adaptation decisions should be lightweight. While most of the previous work relies on heavy numerical computation, to the best of our knowledge, no work so far in the literature has considered adaptively refining the shaping bound at runtime.
Being aware of this, this paper proposes an adaptive shaping scheme for mixed-criticality systems scheduled by the preemptive fixed-priority policy. The shaping bound for the low-critical tasks is dynamically refined during the runtime, using the historical knowledge of the workload arrival of the high-critical tasks in the past. To model non-deterministic workload arrivals, the arrival curve that models workload in time-interval domain has been adopted. To compute the history-aware future workload for the highcritical tasks, the so-called dynamic counters [10] are used. Real-Time Interface [23] is used to compute the maximum allowable interference from low-critical tasks. The detailed contributions are as follows:
• We present an adaptive scheme for shaping the lowcritical workload online in mixed-criticality systems.
• A lightweight method with complexity of O(m·log(n)) is proposed to refine the shaping bound. The timing overhead is two orders of magnitude less than the backward derivation method.
• Experimental results show the efficiency and effectiveness of our presented shaping scheme.
The remainder of this paper is structured as follows. Section 2 reviews related work. Section 3 introduces the system model and presents the background knowledge. Section 4 presents the problem of shaping by enforcing an offline bound. Section 5 presents our approaches and the shaping policy. Section 6 presents the experimental results. Section 7 concludes the paper.
RELATED WORK
In this paper, we address the problem of providing an efficient mechanism to dynamically shape the incoming workload of low-critical tasks at runtime in mixed-criticality real-time systems. Our proposed method builds on three research aspects, which are the Real-Time Interface analysis, the workload prediction and the runtime shaping.
Real-Time Interface analysis. Real-Time Interface analysis provides the answer to these questions: does the composed system satisfy all requested real-time properties, such as delay and throughput constraints. The central idea behind interface-based design is to describe components by a component interface. The principles of interface-based design are described in [18] . The stateless Assume/Guarantee Real-Time Interfaces, proposed in [23] , connect the theory of Real-Time Calculus into the interface-based design. By applying the (de-)convolution from Real-Time Calculus, the need for the classical binary search approach to find an economically dimensioned system is partly removed. This approach leads to a faster design process.
Workload Prediction. System workload prediction is based on the principle that the runtime workload cannot exceed the provided bounds. In Real-Time Calculus, a task activation is often modeled as an event. The arrival curves, originated from Network Calculus [12] , provide an upper and lower bound on the number of arrival events in any time interval. In [7, 8] , a prediction method is proposed based on a certain length of historical information of event arrival. This prediction is not tight as the historical events within only a certain length can be used. As arrival curves can be approximated by several staircase functions, a more tight prediction is proposed in [10] by using dynamic counters to track the runtime burst for every staircase function.
Runtime Shaping. The shapers are often used in regulating the packets in network [12] . The use of greedy shapers in scheduling the real-time system is analyzed in [22] . In [6] , by implementing a dual-bucket mechanism (similar to dynamic counters) into Fpga, the runtime inputs are shaped to the designed arrival curves. The experiment shows the overhead of this shaping mechanism is very low in Fpga. Another lightweight monitoring scheme based on the minimum distance functions (i.e., an inverse representation of arrival curves) is proposed to do the event model verification [14] . Based on this method, the multi-mode monitoring is proposed in [15] to monitor the low-critical task workload by switching the workload bound distribution. A similar work is to monitor the lowcritical task workload as a group by using the workload arrival function [13] . In [5] , the two model verification methods based on the arrival curve and on the minimum distance function are evaluated. Phan et al. [17] introduced a technique to use an optimal greedy shaper for periodic tasks with jitter to improve the schedulability of real-time systems. This technique only targets at the periodic tasks with jitter. None of the proceeding monitoring or shaping schemes allows to refine the shaping bound. Thus, their shaping schemes are pessimistic because of the differences between actual demand and worst-case demand. In this paper, we aim to fill this gap by providing an adaptive bound refinement scheme.
MODELING AND BACKGROUND
This section introduces the system model and background knowledge used in this paper.
Priority Assignment
The schedule of a mixed-criticality system is usually preemptively priority-based. There are three typical priority settings. As shown in Fig. 1 , two high-critical tasks τ hc 1 , τ hc 2 , and one low-critical task τ lc 3 are running in a processor. In the first setting ( Fig. 1(a) ), in order to remove the interference on the high-critical tasks, the low-critical task τ lc 3 is set with the lowest priority. This setting makes the shaping on the low-critical workload not necessary because the low-critical task cannot interfere with the executions of high-critical tasks. This setting, however, is not helpful for improving the QoS of low-critical tasks. Recent research [1, 20] shows that the system is still schedulable even if the priorities of low-critical tasks are set higher than some highcritical tasks, as shown in Fig. 1(b) . The assumption for this case is that all tasks are sporadically activated, and the minimum interval between two task activations are known. A survey of this case can be seen [3] . While the assumption of priori knowledge to the activation patterns of high-critical tasks is valid in most cases, the activations of low-critical tasks might not be sporadic. The low-critical tasks, such as entertainment applications in a car, are often not predictable [13, 15] . To improve the QoS of low-critical tasks, while guaranteeing the deadline requirements of highcritical tasks, another priority setting is proposed, as shown in Fig. 1(c) . All low-critical tasks are set with higher priorities. In this setting, to guarantee the execution of highcritical tasks, the execution for high-priority low-critical tasks are constrained within a certain bound. This priority assignment is adopted in recent work, such as [13, 15] .
System Models
We consider a uniprocessor system that is scheduled according to the preemptive FP scheduling policy. As shown in Fig. 2(a) , a set of low-critical tasks S lc = {τ lc 1 , ..., τ lc m } and a set of high-critical tasks S hc = {τ hc 1 , ..., τ hc n } are running on this uniprocessor, and the priorities for the set of low-critical tasks are higher than the priorities for the set of high-critical tasks. Without loss of generality, the tasks τ lc 1 , ..., τ lc m in S lc and the tasks τ hc 1 , ..., τ hc n in S hc are ordered according to their priorities, i.e., the priority of the task τ h(l)c i is higher than that of the task τ h(l)c j when i < j. 
] of upper and lower arrival curves provides an abstract event stream model that characterizes a whole class of (non-deterministic) event streams. α u (Δ) and α l (Δ) provide an upper and lower bound on the number of events seen on an event stream in any time interval of length Δ [21] : 
] of upper and lower service curves then provides an abstract resource model, which shows an upper and lower bound on the available resources in any time interval of length Δ. As an arrival curve αi specifies the event and a service curve β specifies the available processing time, the arrival curve αi(Δ) has to be transformed to the arrival curve αi to indicate the amount of computation time required for the arrived events in intervals. Suppose that the Wcet of an event stream is ci. Then, the transformation can be done by α
For the high-critical tasks, their activation patterns are often fixed. Therefore, the lower and upper arrival curves for them can be decided in the system design-time stage. For the low-critical tasks, such as multi-media tasks in a car, their workload may sometimes be overloaded. Hence, their arrival events must be shaped. In our system, the monitors are set in every input port of high-critical tasks to track the actual events. To enforce the workload of low-critical tasks is not overloaded, a shaper is set to regulate the input events of all low-critical tasks.
Prediction with Dynamic Counters
In principle any (discrete) complex arrival pattern can be bounded by a set of upper and lower staircase functions of 
A dynamic counter (DCi) can be used to track a single upper staircase function (α u i ). The detail tracking algorithm can be seen in Algo. 1 [10] . DCi tracks the potential burst capacity, and the auxiliary variable ki in Algo. 1 tracks the offset between the current time t and the last δ u i . Below shows an example of using dynamic counters for event prediction. The potential burst capacity DCi(t), together with staircase function, yields the following future events prediction [10] : (1) where N u i is the absolute burst. The above function bounds future event arrivals. By using the monitor to track the events trace for high-critical tasks, DCi and ki can be known during the runtime. Therefore, Ui is also known during the runtime. For bounding the number of future event arrivals w.r.t. complex task activations, one can simply take the minimum over all the Ui:
OFFLINE BOUND AND MOTIVATION
In this section, we derive the maximum offline service bound for the shaper to regulate the workload of all lowcritical tasks. For event streams described by arrival curves, one can apply Real-Time Interface [23] to verify whether a system can provide enough resource guarantee service. We also present the problem of using the offline bound to shape low-critical workload.
Offline Bound Analysis
The system model is abstracted as the system abstraction shown in Fig. 2(b) , where β G cpu denotes the whole processor service, ασ denotes the arrival workload of low-critical tasks after shaping, β G denotes the resource guarantee service after processing ασ, and β A denotes the service demand bound that is needed to meet the deadlines of all high-critical tasks. For a schedulable real-time system, the following equation has to be true:
As our system is scheduled by the preemptive FP policy, the resource guarantee service is that:
By inverting Eq. 4, we can get
As β G ≥ β A for a schedulable system, the maximum acceptable arrival workload of low-critical tasks is that:
To get ασ, one has to know β A . Suppose there are multiple high-critical tasks, the total service demand bound β A can be derived by backward derivation with the deadline service demand for every high-critical task. 
where Di is referred as the relative deadline of task τ hc i , and β A n+1 is defined as 0 for brevity.
The flow of backward deriving the total service demand for FP scheduling As a trace constrained by any wide-sense increasing arrival function is equivalent to this trace constrained by its corresponding subadditive closure [12] , the shaping bound is ensured to be subadditive closure without any loss. To achieve this, the shaping bound ασ is computed by the following equation:
Step 1 Step 2 Step 3 Backward Derivation (Eq. 7)
Computing Bound (Eq. 6) Subadditive Bound (Eq. 8) 
Motivation Example
The problem of shaping by ασ (Eq. 8) is that, the shaper is independent with the actual executions of highcritical tasks, thus the shaping bound sometimes is too pessimistic as the shaper assumes the execution of highcritical tasks are always worst cases. We use a simple example to illustrate this problem.
Example 2. In a mixed-criticality system, a low-critical task with a high priority and a high-critical task with a low priority are scheduled in a processor. The high-critical task is a P JD model, which is characterized with a period p = 100 ms, a jitter j = 300 ms, and a minimum distance d = 20 ms. The Wcet is 25 ms. As shown in Fig. 6(a) , for the high-critical task, the worst-case activations pattern is As this example illustrates, if the shaper shapes the workload of low-critical task based on the offline bound, the QoS for low-critical tasks is not as high as the shaping based on the largest delay of bounded delay function at runtime. Besides, since the shaper relies on updating the largest delay to refine the shaping bound, instead of using the subadditive bound, step 2 and step 3 are not necessary for online shaping. The approach using the largest delay to shape low-critical workload is similar to the energy management in [8] , where the longest sleeping interval that the processor can have is updated to manage the processor state while guaranteeing no tasks miss their deadlines. In this paper, we propose to update the largest delay of bounded delay function based on the actual service demand to shape the low-critical workload.
OUR APPROACH
As illustrated in the previous example, computing an adaptive shaping bound at runtime is theoretically possible, i.e., using the dynamic counters to predict the future demand for individual streams and Eq. 7 to backward derive the total service demand with individual demands, and using binary search to compute the largest delay of bounded delay function. However, the computational overhead prohibits the application of such method for online uses. To eliminate the heavy computation, a lightweight approach is proposed in this section.
Adaptive Shaping Scheme Overview
Analogous to the largest delay of a bounded delay function, we formally define a shaping bound at runtime, i.e., the longest feasible interference interval (Lfii), as follows.
Definition 1. (Longest Feasible Interference Interval)
The longest feasible interference interval τ * (t) with respect to a given service demand β A (Δ, t) is defined as:
where β A (Δ, t) is the service demand for meeting all highcritical tasks deadlines, and bdf (Δ, τ) is a bounded delay function with bdf (Δ, τ) = max{0, (Δ − τ )}, ∀Δ ≥ 0.
From this definition, we know that the τ * (t) indicates the largest acceptable low-critical workload at time t. By constantly updating the τ * (t), the shaping bound is adaptively refined. An approach to update τ * (t) is to backward derive the β A (Δ, t) and compute the τ * (t) by solving Eq. 9. This backward derivation is computational intensive, which is not suitable for online applications.
We consider this problem from another side. Based on the truth that all high-critical tasks can meet their deadlines if the resource guarantee service for every high-critical task is greater than its deadline service demand, one only needs to compute a τ * (t) that satisfies this condition. Therefore, the computation of τ * (t) is transformed to a maximization problem. The object is the maximum τ * (t) with the constraint that the resource guarantee service β
G i
for every high-critical task is greater than its deadline service demand β d hc i . That is, maximize τ * (t),
The main flow of our approach is shown in Fig. 7 . We use dynamic counters to constantly monitor the high-critical events. As the workload arrival curve α hc i and deadline is a linear function, computing τ * (t) is a linear programming, which has a very low overhead.
Shaping Bound Update with Closed Form
In this section, we present the solution of the maximization problem. We first use an example with two highcritical tasks to illustrate our approach, then this approach is extended to arbitrary numbers of high-critical tasks. Further, we derive how to use the parameters in the monitors to get the bucket size and the deadline service demand. Lastly, we show how to compute the maximum τ * (t) with the constraint of n inequalities.
Case for two high-critical tasks
Given two high-critical tasks τ hc 1 and τ hc 2 in a mixedcriticality system. Suppose at time t, their workload arrival curves are α hc 1 (Δ, t), α hc 2 (Δ, t), and their deadline service demands are β d hc 1 (Δ, t) and β d hc 2 (Δ, t). Suppose the Lfii is τ * (t) at time t, as shown in Fig. 8 . To meet the deadlines of the task τ hc 1 , τ hc 2 , the following inequalities should hold.
If a leaky bucket lb hc 1 (Δ, t) = b1(t) + r1(t) · Δ is used to represent
Then, to get the max(τ * (t)), one only needs to keep the following two inequalities to be true
Both β G 1 (Δ, t) and β G 2 (Δ, t) are rate-latency functions. The backward derivation with the complex (de-)convolution is eliminated by computing the maximum τ * (t) with the constraint of Eq. 11, 12. In this example, β G 2 (Δ, t) of Eq. 10 is a closed-form equation w.r.t. τ * (t) and the leaky rate and the bucket size of the leaky bucket, which will be proved in the following section. 
General case
Analogous to the computation of τ * (t) with two highcritical tasks, for the system with more than two high-critical tasks, a similar procedure can be taken. As shown in Fig. 9 , for the workload arrival curve of each task, a leaky bucket is used to conservatively represent it. Based on the leaky buckets and the assumption of Lfii τ * (t), by applying Eq. 3, one can get the resource guarantee service β
G i
for each task in a forward way. To meet the deadlines of each task, one only needs to keep the following inequalities to be true.
However, to get β 
where
bj(t), and r0(t) = 0, b0(t) = 0 for brevity.
Proof. We proof this by induction. If n = 1,
which is true as shown in Fig. 9 . We assume that Eq. 14 is true for the task τ hc n (n = 1). Then, for the task τ hc (n+1) , by using the Real-Time Interface analysis,
can be rewritten as follows 
Note that, to guarantee the system is schedulable, 1−Ri(t) in Eq. 14 should be greater than 0.
Theorem 2. By using the conservatively representation
, under the condition of Eq. 13, all high-critical tasks can meet their deadlines.
Proof. As β
is true for all highcritical tasks, one only needs to prove that the actual service β ACT i (Δ, t) is equal to or greater than β G i (Δ, t). We proof this also by induction.
When n = 1,
We assume β
is true for the task τ hc n (n = 1). Then, for the task τ hc (n+1) , we have
is true for all tasks, all deadlines can be met.
Leaky bucket representation
The closed-form equation β G i (Δ, t) of Eq. 14 is a ratelatency function w.r.t. Ri(t) and Bi(t). With this closedform rate-latency function, one only needs compute the maximum τ * (t) with the constraint of n inequalities of Eq. 13. Now we show how to get parameters Ri(t) and Bi(t) during the runtime.
As described in Section 3.3, the future events are bounded by the prediction of using the dynamic counters. The future events bound, together with the backlogged events, provide the workload arrival curve and deadline service demand. Let U hc i (Δ, t) denote the future event arrival bound of highcritical task τ hc i at time t. To bound the future workload and service demand, the backlogged demand is also included.
Definition 2. (Backlogged Demand [8]) Suppose the set of unfinished events of S hc i in the buffer at time t are denoted as E i (t). Let Di,j denote the absolute deadline for event ei,j ∈ E i (t) of the task τ hc i . A backlogged demand for stream S hc i is defined as
in which, ci is the Wcet, and Di,0 is defined as t for brevity.
Hence, the workload arrival curve and deadline service demand for every high critical task at time t are:
From the Eqs. 1, 2, 15, we know the composition of α hc i (Δ, t) is the minimum of a set of staircase functions, and every staircase function is tracked by a dynamic counter. In principle, any leaky bucket can be used as long as this leaky bucket is equal to or greater than α hc i (Δ, t). But, in order to make our computation more tight, the leaky bucket should be as close to α hc i (Δ, t) as possible. Since the leaky bucket corresponding to the staircase function with the largest period in U hc i is close to α hc i (Δ, t) in the long term, we use the staircase function with the largest period in U hc i to compose a leaky bucket to represent the workload arrival curve α hc i (Δ, t). As the period of each staircase function in a task and the Wcet of each task is known offline and unchanged during the runtime. Therefore, the leaky rate ri(t) is fixed to be Wcet/(largest period). Hence, 1 − Ri(t) in Eq. 14 is also known offline and fixed during the runtime. Then, to get β in Algo. 1. At time t, it can be derived from Eqs. 1, 2, 15 that (17) where k i is the auxiliary variable corresponding with DC i in Algo. 1. Then, bi(t) is easy to get by just applying Eq. 17. β G i (Δ, t) can also be conveniently obtained as Ri(t) is fixed and Bi(t) is easy to obtain with the support of Eq. 17.
Deriving Lfii
To solve the maximization problem with the constraint of Eq. 13, the first step is to use the current parameters in monitors to update the β 
In a schedulable system, suppose for a high-critical task τ hc i , at time t, there is |E i (t)| events that are backlogged in the buffer, and the absolute deadline trace is Di,j, where j indicates the j-th event, as shown in Fig. 10 . ci is the Wcet for this high-critical task τ hc i .
• 
Proof. From Eq. 16, we know the deadline trace is decided by U hc i (Δ − Di, t) and B hc i (Δ, t). As x > |E i (t)|, the absolute deadline for x-th event only depends on , it indicates that U hc i (Δ − Di, t) only depends on the staircase function with the largest period. As U hc i (Δ − Di, t) is convex, for the k-th event (k ≥ x), U hc i (Δ − Di, t) also depends on the staircase function with the largest period. Hence,
Lemma 3. Suppose the task τ hc i is schedulable with a rate-latency function β(Δ). For the x-th and k-th event in
for a schedulable system, we have (Di,j, t) . As 0 ≤ τ * (t) ≤ Di,1, we use the binary search to get the maximum τ * (t). The computing complexity for one high-critical task is O(log(m)). In short, for our proposed lightweight scheme, only n inequalities need to be solved. As we only need to get the maximum τ * (t) that makes all inequalities hold, it is not necessary to compute τ * (t) for every inequality. The bubble sorting with one iteration can be used to pick out the maximum τ * (t). It works like this, as shown in Fig. 11 , we start the searching with a very large τ * (t). As this large τ * (t) will make β The shaper controls the workload inflow of low-critical tasks based on the Lfii τ * (t). In general, we have to decide when to update the Lfii τ * (t) and how to regulate the workload inflow of low-critical tasks. Our shaper is designed as a finite state machine, as shown in Fig. 12 . Normally, our shaper is in the pooling state. There are two signals that interrupt the pooling state. One signal is noHighCriticalTaskInProcessing, which means there is no high-critical tasks that are being processed in the processor. This signal is used to interrupt the pooling state to the state of update(τ * (t)). The reason for using this signal as the updating signal is that, the deadline service demand of Eq. 16 assumes that there are no pending high-critical tasks that are being processed. Therefore, to update Lfii τ * (t), in the processor, there also should be no high-critical tasks that are being processed. Otherwise, the computed Lfii τ * (t) will not be accurate.
Another signal is the low-critical event arrival. When the low-critical event arrives, it is first stored in a queue in the shaper. The workflow of our shaper is shown in Algo. 2. For every event stream, a queue is used in the shaper to store them. The shaping policy is that, any event is first stored in a queue. The shaper pools the queue to find the candidate events whose Wcets are less than τ * (t), and picks up the highest-priority event from the candidates to send it to the processor, as shown in line 2, 10 in Algo. 2.
IMPLEMENTATION AND EVALUATION
In this section, we evaluate the proposed runtime shaping method and compare its shaping performance with the offline shaping. The simulator is implemented in Matlab by applying MPA and RTC/S tools from [24] . All the results are obtained from a simulation host with Intel Q9300 processor and 5 GB RAM.
Evaluation Setup
We use the system shown in Fig. 2 for our experiments. The model contains a set of low-critical tasks and a set of high-critical tasks. The event streams for high-critical tasks are taken from [4] , which are shown in Tab. 1. For the evaluations, 4 sets of high-critical event streams are chosen, as shown in Tab. 2. The utilizations of the 4 sets are also shown in Tab. 2. The relative deadline Di of a stream Si is set equal to its period. The low-critical tasks are pseudorandom testcases, which are five event streams generated by using UUniFast [2] . The low-critical tasks are independent from each other, and are activated randomly, while their mean interarrival times were chosen, such that together they impose an additional utilization varying from 0.3 to 0.7. We don't set the deadlines for low-critical events, and don't drop any events. Note that, if the Wcet of low-critical tasks is larger than the largest Lfii, their events will be blocked forever.
In this work, three shaping performances are evaluated, as shown in the following
• Shaping by offline computed bound.
• Shaping by backward derivation online.
• Shaping by our proposed lightweight scheme.
For every simulation, we simulate 10 seconds for 100 times, and count the delay of low-critical events from the time of entering into the queue to the time of going out from the queue. We use the average delay as a metric of showing the shaping performance. The system utilization is also recorded, which indicates how long the processor is busy with processing tasks in 10 seconds. Firstly, we show the performance difference of the online shaping and the offline shaping. For this comparison, set 1 is chosen as inputs of high-critical tasks. The utilization of low-critical tasks varies from 0.3 to 0.7. Fig. 13(a) shows the average delay by using the online shaping with the backward derivation and the lightweight scheme, and the offline shaping. From it, we can see that, when the input utilization of low-critical tasks is smaller than 0.45, the delay keeps a small value for all shapings. But when the input utilization is greater than 0.45, the average delay of offline shaping increases sharply. This is because this utilization exceeds the largest utilization that this shaping bound can reach. For the online shaping, the delay keeps small and increases slowly. Fig. 13(b) shows the system utilization. It can be seen that the highest system utilization of the offline shaping can only reach about 0.75, and the highest system utilization of online shaping can reach 0.9. Besides, the two subfigures show that the shaping effect with the lightweight scheme is the same for the online shaping with the backward derivation.
Evaluation Results
Secondly, we observed the influence of high-critical tasks on the online shaping performance. Four sets of event streams with the utilization of about 0.2, 0.3, 0.4, 0.5 are used as the inputs for activating high-critical tasks. By varying the imposed utilization of low-critical tasks, the event delay is compared based on the same system utilization for the four sets. The results are shown in Fig. 14 . The left axis shows the delay per event, and the right axis shows the difference ratio (lightweight scheme/backward derivation) between the lightweight scheme and the backward-derivation method. From the four figures, we can see the average event delay increases with an increasing of system utilization. It can also be seen that there is little difference in the online shaping between with the backward-derivation method and with the lightweight scheme if the system utilization is below 0.8.
Lastly, the computation time of updating the Lfii τ * (t) is compared with the backward-derivation method and the lightweight scheme. For the backward-derivation method, the program will overflow if workload prediction is used without any approximation.
To make the backward derivation work, the interception of workload prediction with a length of 10 relative deadlines is used. Fig. 15 presents the worst, best, and average case computational expenses of updating τ * with respect to the number of highcritical event streams. For the backward-derivation method, the average computation time for one stream is 7.9 ms, and increases linearly with the number of streams. For the lightweight scheme, the average computation time for one stream is only 36.1 μs, which is two orders of magnitude lower than the computation time by using the backwardderivation method. This figure also shows that, even for 10 streams, the average computation time of using the lightweight scheme is only 164.7 μs. The result indicates that the timing overhead of the lightweight scheme is considerably smaller.
CONCLUSIONS
This paper presents an approach to adaptively shape the inflow workload of low-critical tasks based on the actual demand of the high-critical tasks at runtime. Compared to the shaping with the offline bounds, the low-critical event delay is reduced, and the system utilization is improved. Since our adaptation method is a lightweight scheme with the complexity of O(n · log(m)), our approach is suitable for online application to update the shaping bound. The experiments also demonstrate the efficiency and effectiveness of shaping scheme, and it also shows that the timing overhead with our proposed lightweight scheme is two orders of magnitude lower than using the backward-derivation method.
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