Summary. The numerical Solution of two-point boundary value problems and problems of optimal control by shooting techniques requires integration routines. By solving 15 real-life problems four well-known integrators are compared relative to reliability, fastness and precision. Hints are given, which routines could be used for a problem.
Introduction
In recent years a series of refined numerical methods has been developed for the Solution of initial value problems in ordinary differential equations. The large number of published integration routines necessitates a comparison of all these methods. Enright et al. [46] , Hull [23] , and Davenport et al. [10] have tested and compared integration routines by solving carefully selected initial value problems.
In applications many nonlinear two-point boundary value problems and problems of optimal control arise. Convenient methods for the numerical Solution of these problems are shooting algorithms. Since these require a repeated computation of initial value problems, integration routines also play an important role.
In this paper the authors have tested the suitability and the behaviour of certain integrators for a multiple shooting method. They are mainly interested in a comparison of integration routines, which help a user select a method for a particular problem. Secondly several boundary value problems and optimal con trol problems are proposed and treated, which are realistic and representative of real-life applications. This may stimulate further comparisons of algorithms for solving boundary value problems.
In order to compare the integrators, 15 two-point boundary value problems are solved, which arise in different application areas: mathematics, physics, engineering, space science and economics. This report is concerned only with non-stiff problems. All the selected examples are solved by means of a multiple shooting technique described, for example, in Stoer and Bulirsch [40] . In this algorithm a modification of Newton's method due to Deuflhard [11] is used.
It may be recalled that in multiple shooting, sequences of initial value problems must be solved with iteratively determined initial values (for realistic problems about 100 initial value problems in every iteration involving numerical differentiation). Because of the artificial character of these initial values the integration routines have to overcome harder difficulties than in the Solution of natural initial value problems. In addition, the singularities of the Solutions of nonlinear ordinary differential equations depend on the initial values (movable singularities). That is why the integration routines must be reliable, fast and precise.
Integration Routines
The results of the investigations of 20 routines in [16] suggested the following four integrators:
DIFSYl: Bulirsch-Gragg-Stoer extrapolation method. This is an extrapolation algorithm based on the midpoint rule with Gragg stabilization [21] . It was first published by Bulirsch and Stoer [6] . In Hussels [24] an improved stepsize control was implemented.
VOAS: Adams-Sedgwick method of variable order and variable step. This is an implementation of a variable order variable step Adam's method developed by Sedgwick [39] .
RKF7: Runge-Kutta-Fehlberg method of seventh order, RKF4: Runge-Kutta-Fehlberg method of fourth order. These are Runge-Kutta methods with built-in estimators for the local error, see [16] . They are based on the formulas of Orders seven and four, respectively, developed by Fehlberg [18, 19] and England [17] .
Multiple Shooting Method
A detailed description of the multiple shooting method for the Solution of a two-point boundary value problem
may be found e.g. in [40] and [7] .
Here 
Numerical Examples
To compare the four integration methods, problems were chosen from the areas of mathematics, physics, technical science, economics and space science. These examples include boundary value problems, integral equations, eigenvalue problems and problems of optimal control. The problems ränge from simple ones of theoretical nature to highly complex ones.
All examples were transformed into two-point boundary value problems (examples 1-11) or into boundary value problems with switching functions (examples 12-15). They were solved by the Standard multiple shooting algorithm BOUND-SOL and its modified version especially trimmed to handle optimal control problems.
The experiments were run on the TR 440 of the Leibniz-Rechenzentrum der Bayerischen Akademie der Wissenschaften. The computations were performed in FORTRAN single precision with a 38 bit mantissa (examples 1-11) and in FORTRAN double precision with an 84 bit mantissa (examples 12-15).
The statistics of the comparisons include the following parameters: a) Parameters concerning the problem:
Number of differential equations.
M:
Number of nodes for the multiple shooting method.
NT: Number of trajectories.
TOL:
Tolerance for the initial value methods.
OVHB: Overhead time for BOUNDSOL, i.e. the difference between the total time and the time spent in solving initial value problems.
EPS:
Relative tolerance for BOUNDSOL (1. 10 -6 for all examples). 
Single shooting technique will fail to solve this problem [40] . Since the Solution has one exponentially increasing and one exponentially decreasing component, the following transformation is introduced: Example 2. A singular bifurcation problem (N=2).
This problem has been studied by Küpper [27] . It approximates the partial differential equation of the model of a continuous vibrating string considered by Fermi et al. [20] . As discussed in [27] , for Xe [8, n 2 ] the problem has a positive Solution which is Symmetrie and bifurcates from the trivial Solution at X=n 2 . Outside of [8, n 2 ] the problem has no positive Solution.
The Solution at 2 = 8. is calculated. For this parameter value the problem possesses a numerical singularity at t = 0. For that reason a series approximation in the first subinterval is used. 
Example 3. An example due to Troesch (iV = 3)-
The two-point boundary value problem is given by:
y^Asinh {Xy) t 2^0,
This problem had been discussed by several authors (e.g. Scott and Watts [38] , p. 74/75, where further references are listed). It describes the confinement of a plasma column by radiation pressure. The exact Solution of the problem in terms of Jacobian elliptic functions can be found in [40] , p. I69. For the numerical evaluation of the Jacobian elliptic functions it is recommended to employ the computationally economic, rapidly convergent method of the arithmetic-geometric mean [4] . Multiple shooting was used as a background procedure for comparison purposes only. The problem was solved by a modified continuation method [13] , a trivial differential equation and a linear boundary condition for the homotopy parameter 2 is added.
The sensitivity of the problem is caused by a logarithmic singularity at t = t x >\ of the Solution of the associated initial value problem. One might expect numerical difficulties for the multiple shooting method because t x depends on the parameter X and approaches 1 + as X increases. Indeed, the norm of the iteration matrix increased from 1. 10 0 to 1.109 as X varied from 1 to 17.5. Therefore single precision computation had to be terminated. Remark. For small values of X VOAS or Runge-Kutta methods are faster than DIFSYl, but for all X = 4 DIFSYl turns out to be best. First of all, VOAS faüs at 2 = 9-75 then RKF7 at 2=11.5 and RKF4 at 2 = 14.0. The Standard multiple shooting algorithm suggests a new node be inserted which coincides with 1. in the first four digits. The last successful step for DIFSYl is 2=17.5.
Example 4. Artificial boundary layer problem (N=2).
This linear problem was treated in Daniel and Martin [9] , Lentini and Pereyra [28] , and Pereyra 
Remark. Solving this example DIFSYl is the most reliable and VOAS the most susceptible routine. The last successful steps has been for VOAS:
A=l.10-8 RKF4, RKF7: 2 = 1.10-10
DIFSYl:
2=1.10-13.
The stepsize control of the routines Orders a new node which is too close to a given one.
Example 5. An integral equation of the second kind (N=$)
.
This equation has three different Solutions in addition to the trivial Solution (Pimbley [32] ). Each of them can be obtained by multiple shooting, after transforming the integral equation into a boundary value problem by: Nodes: 0, 0.5, n\2 9 2, n. Initial data: y=2 except for the given boundary values.
Using the chosen data, multiple shooting yields the only positive Solution. This problem arises in the theory of stress distribution in a spherical membrane having normal and tangential loads (see Lentini and Pereyra [28] , Russell and Shampine [36] , and Scott [37] ). The following differential equation holds:
The sharp rise in y (t) and its derivatives may cause difficulties. The problem is scaled by a factor 1. 10 -4.
Nodes: 30°, 31°, 60°.
Initial data: y = 0, y' = TT/1800. Example 7. Heat conduction (iV = 3).
The equations for one-dimensional heat conduction with nonlinear heat generation are treated in Na and Tang [29] and Stoer and Bulirsch [40] :
where X: heat generation constant 0 < X = 0.8, y: temperature distribution.
The problem possesses a numerical singularity at t = Q. In actual computation the differential equation must be separated (see [40] and [34] 
Example 8. Lubrication theory (N-2).
The following nonlinear eigenvalue problem was treated by Cole et al. [8] and Keller [25] . It arises in the theory of lubrication and concerns the flow of a viscous compressible fluid through a very narrow gap.
s is a parameter, X the required eigenvalue.
This boundary value problem was solved numerically for s = 1/100. For this parameter value the Solution y approaches zero at £ = 0.
The Single shooting method was performed in the backward direction (integrating from TT/2 to -JT/2). In this case the norm of the iteration matrix was about 1.10 0. On the other hand, during forward integration the norm increased to 0.5i010, indicating high sensitivity of the problem. 
Example 9. Nonsymmetric bending of elliptic cylindrical tubes (N=6).
Recently Weinitschke [43, 44] 
Example 10. A hydrodynamic problem (N=$).
The problem describes a laminar boundary layer produced by the rotating flow of a viscous incompressible fluid over a stationary infinite disk. The external velocity should vary as some power of the radius: v~r~n; further the fluid is assumed to be interacting with a magnetic field represented by the parameter 5. A complete discussion of this problem can be found in King and Lewellen [26] .
The original Version leads to a two-point boundary value problem:
boundary conditions:
where n and s are given parameters.
For several parameters n, s, t f numerical Solutions of this problem were obtained by Holt [22] using a combination of quasilinearization and finite difference methods and by Roberts and Shipman [35] using a shooting method.
In [35] Remark. Changing the direction of integration in the multiple shooting algorithm a more favorable iteration matrix was obtained (see [13] ).
Example 11. Re-entry problem for an Apollo orbiter type vehicle (iV=7).
Of all the many difficult problems due to manned interplanetary travel perhaps the most critical is that of returning the vehicle from outer space to the earth's surface. The chief problem with aerodynamic breaking is associated with the severe heating effects experienced by the vehicle. Therefore reentry trajectories are searched which minimize this quantity. This optimal control problem Remark. In order to prevent an overflow of the right hand side using RKF7, the argument of the exponential function must be limited.
Example 12. Optimal control of a mass production (iV = 3).
This optimal control problem is due to Bauer, Neumann [2] and describes an automatic machine producing a mass article:
OLV : articles produced per unit-time:
(xxv: returns of the production per unit-time,
k (v, t): production costs per unit-time: k (v, t) = \ v 2 e T .
The profit / is to be maximized: 
switching function: S=v -1. 
Example 13. Optimal economic planning of a growing nation (N=7).
This example describes the economy of a growing nation which suffers from great unemployment due to the business structure. A policy leading to füll employment and stable growth is required. The data used held for Algeria in the year 1961.
The economical model due to Stoleru [41] includes one constrained control variable and one first-order constrained State variable. Using multiple shooting technique Wiek [45] has computed the associated two-point boundary value problem. The differential equations which consider two cases are given by (x€ [0,1 ] is the independent variable):
Casel. On unconstrained arcs (g : -mae
yxT -z <0):
Gase 2. On constrained arcs (g = 0) the differential equations for X y , X z and X r change to:
X=(X y -X z )y*zT
with the constants a = 0.25, o = }A t A = B = 4, y = 0.125, and w = 0.45. The ad Joint variables X z and X r are discontinuous at the entry point x x of the constrained arc:
The control variable u satisfies:
The boundary conditions are: 
#U=0.
Nodes: Initial data: 
Example 14. Planar Earth-Mars transfer (N=9).
In interplanetary space science it is required to pilot an ion rocket with minimal mass-loss. In this example a travel from the Earthian orbit to the Martian orbit is treated. Both orbits are assumed to be circular and coplanar. The influence of the gravitational field of the Earth is neglected. This leads to an optimal control problem with two control variables: the thrust ß € [0, ß max ] (linear control variable) and the thrust angle ipE] -TC, TZ[ (nonlinear control variable).
For the (normed) physical quantities (distance from the sun r, radial-velocity (o, tangential-velocity v y massw) the four differential equations hold: (N-14) .
Since the development of the Space Shuttle atmospheric entry of lifting vehicles is studied. These lifting vehicles should be capable of considerable lateral ränge, which allows increased return frequencies from orbit to given landing sites. For maximum lateral ränge a heating constraint depending on velocity, altitude, and angle of attack is taken into account.
The underlying mathematical model of this optimal control problem is due to Dickmanns [14] , who also prepared initial data for the unconstrained problem (no heating constraint) using an analytical approximate Solution. In [31] the numerical Solution of the constrained problem has been treated using multiple shooting techniques especially trimmed to handle ill-conditioned two-point boundary value problems (cf. [11] ). An extensive presentation of the whole model would be beyond the scope of this paper, it can be found in [13] . The heating constraint was pushed down from 2850°F to 1700°F by means of a continuation method. The special homotopy step reduces the level of the permitted skin temperature of the Space Shuttle from 2057 °F to 2000 °F. Using the modified continuation method [13] the System comprises 14 differential equations.
The differential equations for the physical quantities (velocity v, heading angle %, flight path angle y, cross-range angle A, altitude h, down-range angle 6) are: This example is one of the most complicated and most sensitive control Problems to be solved so far by multiple shooting algorithm.
Nodes and initial data can be found in [31] . Remark. RKF4 did not succeed in 10800 sec (number of computed trajectories: NT=30, number of function evaluations: NCF= 582396). To make the calculation of NCT for RKF4 possible, the time was extrapolated to 30000.
Summary of Results
The 15 examples presented in this paper may be considered as representative two-point boundary value problems. They cover different degrees of difficulties. Some of the examples are rather simple and have been treated repeatedly in the literature (expl. 1, 3, 4, 6), others are extremely difficult (expl. 11, 13, 14, 15).
The criteria for judging the four Integration routines are reliability, fastness and precision. a) Reliability. As far as reliability is concerned, DIFSYl obtained the best results. DIFSYl is not sensitive to the choice of nodes (expl. 3,4). It also runs well even in sensitive problems described by a large norm of the iteration matrix (cf. Chapter 3). A disadvantage of DIFSYl is the increased Computing time, if DIFSYl is used with zero initial data in the case of a homogeneous differential equation.
As can be seen from the examples (3,4), VOAS was the most sensitive integrator. It does not allow large Integration intervals, and requires the greatest number of nodes. Nevertheless, VOAS proved to be more favourable in applications in optimal control problems. The small integration steps of VOAS yielded a secure and fast determination of the switching points.
RKF7 and RKF4 are very reliable, except that the stepsize control of RKF7 did not avoid an overflow in the right hand side of example 11. Both of these integrators did not allow as large parameter values as DIFSYl did in the examples 3 and 4.
b) Fastness. In order to compare the fastness of the four routines, the total amount of Computing time is considered. The number of function calls, which has been measured in [28] and [30] , is not alone representative for fastness. Computing time must be paid, not the number of function calls. Even for complicated problems with a large number of Operations in the right hand side, the overheadtime of the routines can not be neglected (see Table 1 ).
As is seen in Table 1 , the mean of the 0verheadtime for all problems (in per cent) requires a larger portion of time than the time spent in the right hand side. Only in example 15 TFC is dominant in all routines. It should be mentioned that VOAS needs the largest, DIFSYl the smallest part of OVHM. The overheadtime of BOUNDSOL, however, is negligible. It is not possible to compare the four routines by adding the total Computing times for each problem. The various difficult ies and sizes of the problems caused Computing times ranging between a few seconds (expl. 1) and several hours (expl. 15). The normed Computing times NCT introduced in Chapter4 are comparable quantities. Table 2 includes the averaged NCT for each routine given in per cent of the RKF 7-average in each column.
This table illustrates the fastness of each routine for the examples 1-11 with technical precision (TOL=1. 10 -6) , and for the sensitive optimal control problems 12-15 with higher precision (TOL = 1. 10 -9) • Column three in Table 2 contains the averaged values over all problems. As is seen in examples 1-11 DIFSYl, and RKF7 run similarly fast, whereas in examples 12-15 DIFSYl and VOAS are equivalent. RKF 4 is out of business. Having considered all problems, one would most likely prefer DIFSYl. The above division of the examples into two groups, however, is unfavourable for RKF4, since RKF4 was the fastest routine in the examples 2, 7, 9. c) Precision. In shooting methods, the precision is prescribed 'a priori'. All methods obtained the required precision.
Rule of Thumb. In order to decide which routine should be applied for a particular problem, the 15 examples are divided into four groups (according to their averaged total Computing time). For these four groups the averaged normed Computing times for each routine are compared in Table 3 . Again they are given in per cent of the RKF7-average in each column. by the larger percentage of overheadtime of VOAS (see Table 1 ) (i.e. the smaller number of function calls). These Statements are summed up in the Figure 1 which also includes the experience of the authors. The results of these investigations validate the suggestions in [16] , that the four tested routines should be included in a program library. The choice of a suitable routine for a particular problem is made easier by the sketch.
