Abstract. A class of stochastic evolution equations with additive noise (compensated Poisson random measures) in Hilbert spaces is considered. The existence and uniqueness of a mild solution to the stochastic equation with Lipschitz type coefficients has been studied. We first study the stability and exponential ultimate boundedness properties of the solution by using Lyapunov function technique. We then study the conditions for the existence of invariant measure associated to the solution. Finally, some examples are given to illustrate the theory.
Introduction
The study of stochastic partial differential equations driven by Lévy noise has been the subject of recent papers [1] , [5] , [6] , [10] , [14] , [17] , where Ito integral studied by [18] is used. This is done by embedding the PDE as an infinite-dimensional equation. All the works mentioned above study SPDE's as SDE's in infinitedimensional case. In case these equations are driven by Brownian Motion, asymptotic properties are studied by using Lyapunov function methods originally in [2] , [3] [9] , [12] , [13] , and [15] . For the detailed exposition, see the recent work [11] . Motivated from this, the generalization of these works to infinite-dimensional SDE's was undertaken in [20] . The purpose of our work is to generalize and complete the work in [20] . This is done by systematically studying, stability in probability, moments and existence of invariant measure.
The paper is arranged as follows. Section 2 contains preliminaries followed by approximation result by strong solutions to mild solution in Section 3. This is needed to use Ito Formula. In Section 4, we study the stability of zero solution in probability. In Section 5, we study exponential ultimate boundedness. Both of these are studied for non-linear equations. Finally, in Section 6, we show that the ultimate boundedness gives us the existence of invariant measure. We end the paper by giving existence of invariant measures for some examples.
Preliminaries
Let A be an unbounded operator (with domain D(A)) which generates a semigroup {S t , t ≥ 0} continuous at zero. It is called a C 0 -semigroup. It is known that S t ≤ M e αt , α ∈ R), M > 0 finite and real. In case M = 1 we call {S t , t ≥ 0} a pseudocontraction semigroup. Let (X , S, µ) be a measure space and {N (A) Let
Stochastic integrals with respect to compensated Poisson random measure q of ϕ inH T 2 and their properties are given in [18] . We denote this integral by
We shall be studying the asymptotic properties of the solutions of stochastic partial differential equation
where H is a real separable Hilbert space, and i) A generates a pseudocontraction semigroup {S t , t ≥ 0}, (i.e., S t ≤ e αt , α ∈ R), ii) q is a compensated Poisson random measure (cPrm), iii) a : H → H and f : H × H → H satisfying (A1) a, f are continuous, (A2) there exists a constant l, such that for all x ∈ H,
, where A ∈ B(H\{ 0 }), B ∈ B(R) and β is a Lévy measure and λ Lebesgue measure. We first clarify the meaning of "solution". Definition 2.1. A stochastic process {Z t , t ≥ 0} is called a mild solution of (2.1), if for all t ≤ T , (i) Z t is F t -adapted (where (Ω, F, F t , P) is a probability space on which cPrm is defined), (ii) {Z t , t ≥ 0} is jointly measurable and 
For the definition and properties of Ito integral with respect to cPrm, see [18] . The existence and uniqueness of mild solution of (2.1) has been proved in various papers [1] , [6] , [10] , [20] under (A1), (A2), (A3). For the reference of the reader, we state the known facts which will be used later. The proofs are in the above works.
Lemma 2.3. Let q be cPrm as above and ϕ ∈ H
T 2 , then with {S t , t ≥ 0} a pseudocontraction semigroup, and τ a stopping time
where Let ψ ∈ C 2,loc b (H), the space of twice continuously Fréchet differentiable functions which are locally bounded with locally bounded derivatives, and y ∈ D(A), define (Lψ) (y) = (ψ (y), Ay + a(y))
Then it is known [1] that the solution {Z x t , t ≥ 0} is homogeneous Markov process with infinitesimal generator (i.g.) L and is continuous in x. We shall need the Ito formula for G (t, Z t ) where
Approximation
We shall begin by first considering conditions sufficient for the mild solution of of (2.1), which exists under (A1), (A2), (A3) to be a strong solution. We use ideas of Ichikawa [7] who studied the problem for Brownian motion case. We need for this the following Fubini type theorem.
Theorem 3.1. Let T be finite and let B : [0, T ]×[0, T ]×H ×Ω → H be measurable, and B(s, t, v) is F t -measurable for each s, and
T 0 T 0 H\{0} E B(s, t, v) 2 H β(dv)dtds < ∞. Then T 0 T 0 H\{0} B(s, t, v)q(dv, dt)ds = T 0 H\{0} T 0
B(s, t, v)dsq(dv, dt).
Proof. (Sketch) Approximating B by B n of the form [14] , one has
where
One can easily verify the conclusion for B n for all n.
Furthermore, using inequality
we get the desired result by taking limit as n → ∞ using the definition of Ito Integral and Lebesgue DCT (dominate convergence theorem).
Then any mild solution of equation (2.1) (if it exists) is a strong solution.
Proof. By the above conditions, we have
AS t−r a(Z r ) drdt < ∞ with probability one and
Thus by Fubini theorem and integration by parts,
Similarly using Theorem 3.1,
Hence AZ t is integrable with probability one and
Thus by definition 2.2, {Z t , t ≥ 0} is a strong solution of equation (2.
1).
Consider the approximating system
where i) R(n) = nR(n, A) with R(n, A) = (nI − A) −1 the resolvent of A evaluated at n, ii)a, f satisfy (A1)-(A3) and (iii) A generates a pseudo-contraction semigroup. Then we have that solution of (3.1) exists and is unique. In addition, by Theorem 3.2, the solution {Z n t , t ≥ 0} is the strong solution of (3.1). Also by Theorem 3.1,
Proof. Consider
We get, with obvious notation denoting the square of three bracketing quantities,
Now note that, using (A3)
Using arguments as in Lemma's 2.3-2.5, one has
H ds.
Therefore, by (A2),
Similarly as in Lemma 2.4,
We get, for some constant c 4 ,
We call {Z n,x t } in Theorem 3.3 the Yosida approximation of the mild solution of (2.1).
We now study the asymptotic properties of the solution of (2.1) as t → ∞ using Lyapunov function as in [9] for Brownian motion noise. We shall need condition (B) for a function ψ ∈ C 
Exponential
Using Ito Formula with G (t, x) = e c2t ψ(x) and taking expectation, we get
Using definition of L n and L, one has,
Hence, one has,
Using Theorem 3.3, condition (B) and Lebesgue DCT, one has e c 2 t Eψ(Z The function ψ above satisfying (4.1) and (4.2) is called Lyapunov function. Now we want to show that in linear case a(x) = 0 and f (v, x) = f 0 (v)x, for which clearly 0 is a solution, we can construct a Lyapunov function. We consider solution of the equation
where f 0 (v) : H\{0} → R, and
Note that (A1)-(A3) are satisfied, so (4.4) has a unique solution. Let us consider Yosida approximation [1] ,
where A n is Yosida approximation of A. Let us denote by {Z n,x t , t ≥ 0} the strong solution of (4.5). Denote by 
H . Using the Markov property, we have
From (4.6) and (4.7), one has
Since lim s→0
Define T ∈ L(H, H) under exponential stability, (T x, x)
Hence we have the following theorem.
Theorem 4.3. If the solution of equation (4.4) is exponentially stable in m.s.s., then there exists a Lyapunov function Λ 0 satisfying condition (B).
Proof. 
by choosing w so that (2λ + d) w < 1.
The reason we consider the linear case is that in general we do not know if
. However using work in [1] , we can give conditions on a,f to assure this. Of course, we need to know 0 is a solution to (2.1), for which we assume a(0) = 0 and f (0, v) = 0. Suppose ψ above is in C .2), we can follow the proof with ψ n (t)(x) as before using approximation and conclude using Markov property
By condition (A3) on a, f and a(0) = 0, f (v, 0) = 0, we get
H . Thus with a choice of w we get (4.2).
We can also get Λ under exponential stability if we assume condition on the first order approximation. Proof. Define Λ 0 as before then Λ 0 satisfied (4.1). We need to show (4.2).
Theorem 4.4. Suppose the solution of equation (4.4) is exponentially stable in m.s.s. with given θ, c. Assume
H . Note that T is positive definite and self-adjoint operator. Moreover, for any x, y ∈ H,
by (4.9) and the assumption (4.10), LΛ 0 (z) satisfies (4.2) if we choose w small enough.
Following [9] , we introduce the following Definition 4.5. We say that the zero solution of (2.1) is stable in probability if for each ε > 0 lim 
1). Assume that there exists a function
Then the zero solution of equation (2.1) is stable in probability.
Proof. We first obtain the inequality
Taking limit as n −→ ∞, we get using Lebsegue DCT, EΛ(Z x t∧Tε ) ≤ Λ(x), using LΛ(x) < 0. Hence for all t, Λ(x) ≥ λ ε P (T ε < t). This proves the inequality. Now letting x → 0, we get the assertion. 
Exponential Ultimate Boundedness in m.s.s.
We note that exponential stability in m.s.s. leads to the convergence of the solution to zero as t → ∞. However, it is more interesting to study the convergence in distribution of the solution to invariant measure. For this, we follow the ideas of [16] and [21] for SDE's driven by Brownian motion and for SPDE's driven by Brownian motion due to [13] . We consider the study of these ideas by starting with the following definition. Proof. Using Ito Formula and taking expectation, we get
where {Z n,x t , t ≥ 0} is the solution of (3.1), a, f satisfying (A1)-(A3). Now for (5.3), note that
Using this inequality in the RHS of (5.4) and taking limits as n → ∞ with some arguments as in the proof of Theorem 4.2, we obtain
For x ∈ D(A), using (5.2), we get
Take c = 
H , where T and w are positive constants to be determined later.
H ds, which is finite for T < ∞ by the exponential ultimate boundedness in m.s.s.. In fact, 
Consider
t } is the solution of (3.1), and
Observe that by Markov property,
Taking lim r→0 , above is equal to −
By Taking T > ln c θ , and w small enough, one has the desired result.
Definition 6.2.
A sequence {µ n } n∈N of probability measures on a separable metric space X converges weakly (w-weakly) to a probability measure µ if
for all f ∈ C b (X)(C w (X)).
Definition 6.3.
A set M of probability measures on B(H) is weakly (w-weakly) compact, if from any sequence of probability measures in M , a weakly (w-weakly) convergent subsequence can be extracted.
We note that because of continuity in x, the semigroup defined in (6.1) is Feller. For any fixed x ∈ H, consider family {µ If {µ x T , T > 0} is sequentially relatively compact, then every limit point is an invariant measure for {Z The following lemma is from [8] . 
