Abstract-Load and wind power scenarios are synthesized through the generalized dynamic factor model (GDFM), which represents the load and wind power as the sum of a periodic component, idiosyncratic noise component, and common component, where the GDFM preserves the correlation structure between load and wind. The common component consists of the dynamic shock, which is white noise, and the matrix polynomial, which represents the temporal and geographical correlation between load and wind power. Since the dimension of dynamic shocks is less than that of actual load and wind power, the GDFM requires fewer dimensions and variables than multivariate time series models. Scenarios are verified through statistical, spectral density, and correlation analysis. The usefulness of scenarios is also verified by calculating the total generation and transmission upgrade costs on the IEEE 300-bus benchmark. Using correlated scenarios results in higher generation and upgrade costs than using uncorrelated or weakly correlated scenarios. Therefore, correlated scenarios should be used in order to more accurately estimate power system planning costs.
I. INTRODUCTION

S
OLVING a stochastic problem means to make a decision that performs on average well under almost all possible scenarios that the problem generates. In the transition from a fossil-fuel based system to a wind-power mixed system, it is hard to determine optimal decisions for power system planning under unpredictable load and wind power scenarios [1] . However, simulating the virtual power system with correlated load and wind power scenarios could be useful to determine optimal decisions in several power system processes [2] . For example, short-term scenarios can be used in unit commitment and economic dispatch problems [3] , and long-term scenarios can be used in transmission and capacity expansion problems. In particular, in expanding transmission lines that support the integration of remote wind, many correlated and distributed load and wind power scenarios can be used to estimate total costs of transmission expansion accurately and thus to build optimal transmission expansion plans [4] . In detail, wind farms with positively correlated production sharing the same transmission lines might cause congestion and thus curtailment. Negatively correlated load and wind power can reduce the generation adequacy and thus increase operation costs [5] . Many algorithms have been developed to generate load or wind power scenarios with a correlation structure. First, correlated load and wind power scenarios were synthesized for transmission expansion in [6] . The negative correlation between actual measurements of load and wind power was implemented in scenarios by selecting pairs of actual measurements on a scatter plot. Correlated samples in the scatter plot were partitioned so that every element of the partition had the same number of samples. The averages of all samples in each of the elements of the partition were selected as scenarios, with accuracy controlled by adjusting the number of partitions, and the probabilities of each scenario were set equal to the inverse of the number of elements of the partition. A drawback of this approach is that it only considers snapshots of total load and wind power, whereas it would be more realistic to represent geographical and temporal variation by considering time series from individual wind farms and load zones.
Second, in [7] , the total load and wind power cases were synthesized based on the load and wind duration curves and on the K-means clustering algorithm in order to determine the location and size of new wind farms. It was concluded that adequate scenario generation is very important in the wind farm investment and that the accuracy of the K-means clustering algorithm was higher than that of the duration curve algorithms since the K-means clustering considered the geographical locations. However, the K-means clustering is an unsupervised algorithm, so it is difficult to extract a consistent rule of scenario generation, and the extracted correlation might depend on the number of clusters.
Third, block scenarios based on historical data were used in [8] to determine optimal locations of wind farms and required transmission lines. Five blocks had three different load capacity factors, and each 15-load block had six wind capacity factors, so 90 total load and wind scenarios were used, resulting in a tree graph. Although the same correlation between wind and load was assumed, various correlation coefficients among wind farms and load zones might generate more realistic scenarios.
Fourth, from [9] , wind power times-series were used to estimate the reserve requirements for a greatly increased amount of wind power. Innovatively, the correlation structure among wind farms was incorporated into an aggregated power curve that was designed to match average wind speed to average wind power in California. The average wind speed was modeled as an autoregressive (AR) process, and then new wind speed scenarios were generated by changing the noise terms in the AR process. Wind speed scenarios were converted to wind power through the aggregated power curve. In this example, although the correlation structure for total wind power was represented, a better result could be obtained if the correlation among wind farms was considered.
Fifth, in order to consider the cross-correlations of wind speed, Morales et al. [10] transformed the correlated noise vectors into statistically dependent wind speeds at different locations by designing the multiple univariate autoregressive moving average (ARMA) processes. These scenarios were used to solve the probabilistic power flow model [11] , in which correlated load and wind power scenarios were used to estimate the mean and STDs of power flows. Although correlated noise vectors were used, the parameters in the ARMA process were estimated under the assumption that noise of each wind speed is independent. Therefore, as we will demonstrate, scenario generation and parameter estimation based on an assumption of correlated noise terms could yield better results.
Recently, power spectral density (PSD) analysis has also been used to synthesize wind power scenarios. Since time series structures can be converted to transfer functions in the frequency domain, the PSD can also analyze the temporal correlation in a time series. In [12] , under the assumption that wind power consists of discrete sinusoidal waveforms, the temporal correlation in wind power was investigated by modeling the dependence of the amplitudes of sinusoidal waveforms on frequency, and this mined relationship was used to synthesize the sample paths of future wind power. However, a single total wind power was synthesized, and phase information was lost in the PSD estimation. In contrast, the cross-PSDs (CPSD) that are estimated by the Fourier transform of cross-correlation functions can retain phase information, so the temporal and spatial correlations among wind farms are maintained, which is beneficial for synthesizing multiple sample paths from wind farms.
As shown above, scenario synthesis has evolved from point values, such as maximum and minimum, to a single time series, but the correlation between time series was not systematically implemented. However, fortunately, since the load and wind power are both affected by weather, if common factors between load and wind power can be extracted, the co-movement between load and wind power can be represented, and the number of parameters in the representation can be reduced while keeping the correlation structure among them. The generalized dynamic factor model (GDFM) analyzes those common factors.
The GDFM has been used widely in forecasting economic indexes [13] . It evolved from the static factor model, which has been used to find latent factors in observation data [14] . In static factor models, data is decomposed into the common and idiosyncratic components. The common component depends on concurrent factors through the factor loading, in which the cross-sectional correlation of data is incorporated. The idiosyncratic component is assumed to arise from measurement errors in individual time series. In order to model not only the cross-sectional correlation but also the temporal correlation, Sargent and Sims [15] proposed the dynamic factor model where time lag and lead structures were implemented in factor loadings.
One unrealistic assumption in the static and dynamic factor models has been that noise vectors are orthogonal, which makes the covariance matrix of noises diagonal [16] . The effort to relax this condition started from [17] and led to the generalized factor model, in which the covariance matrix of idiosyncratic components is not diagonal. Finally, the GDFM, which combines the dynamic factor model and relaxed condition on noise terms, was proposed in [18] . In short, "generalized" means that the covariance matrix of idiosyncratic components is not diagonal, and thus idiosyncratic components are weakly correlated noise terms. "Dynamic" means that time lag and lead are represented in factor loadings. Moreover, since the dimension of dynamic factors is generally less than that of the observation data, a reduction in dimension is expected.
By utilizing the dimension reduction in dynamic factors, the GDFM has been enhanced to integrate multivariate time series [19] , since it is more parsimonious than the multivariate time series itself. If dynamic factors are designed as a time series process, dynamic factors can be represented as white noise, which is called the dynamic shock, and thus the common components can be driven by dynamic shocks. For other examples, Bernanke et al. [20] implemented the AR process in factors and observation in order to model economic observations as time series. This is called the factor-augmented vector autoregressive model because the joint dynamics of observation and factors are implemented simultaneously. Furthermore, the GDFM was approximated in [21] by relaxing the assumption of an infinite dimension of observation data and an infinite order of time lag in factor loadings in [18] . The approximated GDFM is used here.
After the first GDFM was suggested in [18] , the GDFM has been upgraded to better model multi-dimensional time-series in different ways, so there are multiple GDFM versions to estimate the dynamic factors. Therefore, we propose two new ideas to estimate the dynamic factors and to unify various GDFM versions into a general-purpose GDFM. Our contributions are as follows.
1) We estimate the dynamic factors by using the dynamic filter in [22] , which is intuitive and fast. Generally, in other works, the dynamic factors were estimated by calculating the inverse of the polynomial matrix of factor loading in [23] , but this is a very unstable process according to [24] . 2) The PSDs are estimated by using Welch's method to reduce the variance of the PSDs although originally in [18] the PSDs were estimated by using the simple Fourier transform.
3) The Yule-Walker equation is used to design the dynamic factors as a vector autoregressive (VAR) although previously parameters in the VAR were estimated by using static factors [25] . In this study, multiple time-series of load and wind power scenarios are synthesized by the GDFM. The premise of our research is that a small number of dynamic factors drive the correlated movements of many time series. This process can generate an arbitrary number of GDFM scenarios by changing the dynamic shocks. The characteristics of the GDFM scenarios are compared to those of five other different scenarios: the actual measurements, random signals, uncorrelated total scenarios, correlated total scenarios, and correlated individual scenarios using the technique in [10] . The load and wind power scenarios and their correlation structure are verified by evaluating trajectories of wind power [26] and by solving the economic dispatch and transmission expansion planning [27] . It should be noted that robust transmission expansion planning based on adaptive robust optimization is currently the most advanced approach for transmission planning [28] .
The contents of this paper are as follows. In Section II, the GDFM is introduced. In Section III, after finding the optimal number of dynamic factors, load and wind power scenarios are synthesized and verified by analyzing statistics, PSDs, and correlation coefficients. In Section IV, scenarios are also utilized in a case study by calculating the generation and transmission upgrade costs. The solution of GDFM scenarios is compared to that of uncorrelated and actual measurements. Section V summarizes the contents.
II. PREPROCESSING AND THE GDFM
In this section, the original load and wind power are normalized and standardized, and periodic components are extracted. Then, the remaining data is decomposed into the idiosyncratic and common components, from which dynamic factors and their factor loadings are extracted.
A. Preprocessing Wind Power and Load Data
Wind power data from 96 wind farms and load data from eight areas in ERCOT are used for a total of N = 104 data sources. The eight areas are the Coast, East, Far West, North1, North2, South1, South2, and West. Data is sampled at every hour from January to March in 2013 for a total of T = 24 × 90 hours. Total wind power capacity is 10,407 MW, and the peak demand is 50,698 MW, for this duration.
In the preprocessing, first, the original data is normalized by, respectively, the capacity for wind and maximum value for load. Then, the normalized data is standardized by subtracting the sum of periodic components and dividing the zero-mean data by its STD. By standardizing the data, we can focus on the correlation structure between the wind power and load. The sum of periodic components is estimated by averaging data for the same hour every day under the assumption that it consists of the harmonics of diurnal periodicity. In more detail, the observation of wind or load data X ∈ R 104×(24·90) is reshaped into the tensor Y ∈ R 104×24×90 . The means of each hour over the 90 days are stacked in Z ∈ R 104×24 . After the periodic component is extracted, residuals are used in the GDFM. The synthesized scenarios will recover their capacity by reversing the preprocessing process.
B. Introduction to the GDFM
Suppose that the matrix X ∈ R N ×T is observed from N sources for T hours, and rows of X are time series of wind power and load. The column of X sampled at time t is denoted as
T , where a doubly indexed sequence is used for the scalar value x it for i = 1, . . . , N and for t = 1, . . . , T . The structural assumption on X is that it consists of the common component χ ∈ R N ×T and the idiosyncratic component ξ ∈ R N ×T as in [18] :
where χ t is the column of χ sampled at t, and ξ t is the column of ξ sampled at t. The structural assumption of χ is that it has Q dimensional dynamic factors, so it can be decomposed into the dynamic factor loading A(L), an N × Q matrix polynomial of time leads and lags, multiplied by the dynamic factors f ∈ R Q ×T as
where A s ∈ R N ×Q denotes the coefficient of the forward and backward shifts for s = −S, . . . , S, and where
The general assumption is that Q < N, so the common components can be described with fewer dimensions than the number N of samples. Since the moving-average structure is encapsulated into A(L), X t is represented as the movingaveraged f t . Since the starting point of designing the GDFM is X t , it is reasonably assumed that there is a filter B(L), which is a Q × N matrix polynomial that can extract f t from X t :
It is also assumed that f has a time-series structure, with f driven by innovation through the AR process with an order R through parameter C(L), a Q × Q matrix polynomial as
where t is the column of white noise ∈ R Q ×T sampled at t, and where C 1 is an identity matrix. The time series in (4) has only time lags because of causality, although f can also be modeled with time leads and lags. An additional assumption is that is driven by dynamic shocks δ ∈ R Q ×T as
where δ t is the column of δ sampled at t. The shocks δ are assumed to be white noise whose spectral density is constant. The matrix Z ∈ R Q ×Q is used to make have the same correlation structure as the actual observation data since δ is an uncorrelated white noise. The is an estimated value. Then, the correlation structure is extracted from through the Cholesky decomposition, and it is denoted as Z [10] . The combination of (2), (4), and (5) is called the GDFM.
It should be noted that although the ARMA process is more general, the AR process is sufficient to describe the stochastic process in load and wind power. When X is represented parsimoniously so that N > Q, the GDFM has a tall transfer function in which the number of output variables is bigger than the number of input variables. When a tall transfer function in the time domain is transformed to a spectral density in the frequency domain, the spectral density becomes zeroless. The zeroless spectral density is equivalent to the AR process, so the AR process can be used to model the dynamic factors [29] .
Additional assumptions are required to build the GDFM. It is assumed that ξ is weakly correlated as mentioned above and that f is orthogonal to the idiosyncratic component as
for j = 1, . . . , N and for k = 1, . . . , N. It is also assumed that the spectral density of the common component
is a rational spectral density, which can be represented as a fraction, where M is the number of frequencies. Every rational transfer function can be realized by a time series process using a left or right matrix fraction description [30] . The dynamic factors have the following matrix fraction decomposition:
Then, (7) can be decomposed into (4) and (2), and the rational spectral density can lead to the AR process.
C. Decomposition
The observation data X is decomposed into χ and ξ by decomposing the spectral density of the observation data,
2 , into S χ and the spectral density of the idiosyncratic component,
2 , through the dynamic principal component analysis (DPCA) in [31] . When the sampling interval is one hour, the sampling frequency is 1/(24 * 60). According to the Nyquist theorem, the minimum measurable frequency is twice the sampling frequency. Therefore, the minimum frequency is 2/(24 * 60). Since we calculate the discrete Fourier transform, the discretized frequency ω m for m = 1, . . . , M is defined as ω m = 2 * m/(24 * 60).
Using the spectral density definition, S X (ω m ) can be estimated by the Fourier transform of the k-lag covariance matrix of the observation data
Since the k can be negative up to −T and positive up to T including a zero lag, there are 2T + 1 covariance matrices. Therefore, the decomposition of S X (ω m ) can be processed by decomposing the Φ X (k), and the appropriateness of the decomposition is supported by the assumption in (6) . The covariance matrix Φ X (k) is decomposed as:
where k is the time lag, Φ χ (k) is the k-lag covariance matrix of χ, and Φ ξ (k) is the k-lag covariance matrix of ξ. The klag covariance matrix Φ X (k) is estimated by calculating the correlation functions of all pairs of two time series. Since the number of time series is N , there are N 2 correlation functions including the auto-correlation functions, so the dimension of 
where
is a matrix of the remaining eigenvectors, and Ω ξ (ω m ) is a diagonal matrix of the remaining eigenvalues per ω m . It should be noted that * represents the conjugate transpose but that T represents the transpose of a matrix. This decomposition process continues for all ω m .
D. Estimation
The dynamic factor f and the common component χ can be estimated by the linear combination of X through (2) and (3). When χ of rank Q is estimated, without loss of generality, the sum of the covariances of ξ can be minimized, for ξ t equal to:
Since the sum of the covariances of ξ is the sum of the diagonal terms of Φ ξ , the problem of minimizing the sum of covariances can be described as
where Φ ξ is defined as
Since the trace is the same as the sum of the eigenvalues, the solution of (11) is to select the smallest N − Q eigenvalues of Φ X when the eigenvalues of Φ X are sorted in ascending order. Therefore, the obvious solution is to select the Q largest eigenvalues of Φ X as the eigenvalues for Φ χ and the rest of the eigenvalues for Φ ξ . Likewise, in the DPCA, minimizing the largest eigenvalues of S ξ (ω m ) for each ω m will also minimize (11) [32] .
A(L) and B(L) can be estimated through a similar process as the static principal component analysis (SPCA). In the SPCA, A without time lags is given as Λ χ ∈ R N ×Q , which is the Q largest eigenvectors of Φ X , and B without time lags is given as (Λ χ ) T ∈ R Q ×N [33] . Similarly, in the DPCA, A(L) is given as V χ (L) ∈ R N ×Q ×2S +1 , which is the inverse Fourier transform of V χ (ω m ) for each ω m , and B(L) is given as
, which is the inverse Fourier transform of V χ (ω m ) * for each ω m [31] . It should be noted that the time lag is limited to S because of finite data lengths although the number of discrete frequencies should be M (M > S). Finally, χ can be estimated as
Then, based on the theory of the dynamic filter in [22] , we can estimate the f t by using (3) 
It is important that this estimation creates a causality problem because L represents the time lags and leads according to the discussion in [21] . However, ignoring the causality might not be a problem in this study since the GDFM is used to synthesize load and wind power scenarios.
The next step is to represent χ t as a function of δ t . If the f t can be represented as a VAR process as shown in (4), by combining (4) and (2), χ t can be represented as a function of δ t as (7) . In order to generate χ, f is calculated using C(L) for the given δ. Then, χ is calculated through (2) .
In (4), C(L) is estimated by the Yule-Walker equation in [34] . First, we can rewrite (4) as
For the given VAR process in (14), if we multiply shifted f t and average them, we can build series equations of covariance matrices as
where Ψ k for k = 1, . . . , R is the covariance matrix between the f t and the k shifted f t−k . Because the t is uncorrelated with f t , we can neglect t in (15) . Then, by blocking matrices in (15), we can get the multiplication of block matrices as ⎡
Then, the coefficients C k is estimated by multiplying the inverse of the first matrix in the right hand side to the matrix in the left hand side.
Since N > Q, the variance matrix of t in the multivariate time series becomes singular, which means that the covariance matrix does not have an inverse matrix. For the singular process, the Yule-Walker equation provides the best stable solution [23] . The stability condition implies that the model can be converted to a moving average form of dynamic shocks because of the Wold theorem. This condition is important in our study because all scenarios are derived from white noise. Besides, the YuleWalker equation is faster than other methods.
III. LOAD AND WIND POWER SCENARIO GENERATION
The process to synthesize scenarios is briefly summarized. First, χ, ξ, and f are estimated from X. Second, f is modeled as the VAR process, and and Z are estimated simultaneously. Third, δ is generated by assuming that it is normally distributed. Through (7),χ is built, andX is synthesized by addingξ, which is synthesized by following the multivariate normal distribution with the covariance matrix of ξ. Finally, the periodic component is added toX, and it is scaled up to its original magnitude.
A. Number of Dynamic Factors
The penalized information criterion (IC) is used to decide the value of Q. The ICs, such as the Akaike information criterion and Bayesian information criterion, have been widely used in time-series applications to obtain the optimal number of orders. The criterion to decide Q is set based on [35] . The value of Q is chosen to minimize the sum of idiosyncratic errors and penalties on the number of variables. The IC is given as
where the penalty function p(N, T ) is given as
We find that 18 is the optimal number of dynamic factors, which is considerably smaller than N = 104.
B. Scenario Generation
First, the estimated common componentχ is estimated. For example, the estimated common componentχ of load in the Coast area is plotted in Fig. 1(a) . Although theχ of the load follows the diurnal periodicity of the actual load clearly, it does not explain idiosyncratic movements. Load waveforms follow the weekly trends too. For example, the 41st day in Fig. 1(a) corresponds to February 10, 2013, which was a Sunday. Furthermore, theχ of wind power is estimated and plotted in Fig. 1(b) . It can be seen that there was a sudden wind power die off on the 39th day in 2013. Considering that the duration was very short and that wind power around the 39th day was very high, it can be assumed that the wind farm was shut down when wind speed went over the cut-out speed.
Second, scenarios are synthesized and plotted in Fig. 2 . The load scenario in the Coast area is plotted in Fig. 2(a) . It follows the diurnal periodicity clearly, but it also has more severe peaks and bottoms on different days. Furthermore, small variations that are synthesized by adding the idiosyncratic component are also observed on peak demands. We can observe the weekly trend in the actual load, and the synthesized load also closely follows it. The load on weekends is relatively lower than the load on weekdays. For example, the 68th day in Fig. 2(a) corresponds to March, 9, 2013, Saturday, and the load on that day was relatively lower than the load on other days. It should be noted that daily and weekly trends of load can be changed with respect to weather condition. The wind power scenario on the 10th wind farm is also synthesized and plotted in Fig. 2(b) . The wind power scenario has similar ramp rates, maximum values, minimum values, and overall shape to the actual measurements, although the synthesized wind production is different from the measured.
C. Individual Time Series Process
In order to show the superiority of the GDFM scenarios, the co-movements of the GDFM wind power scenarios are compared to those of the correlated individual wind power scenarios in [10] and [11] , which we will refer to as "correlated individual scenarios." In [10] , each scenario has its own univariate ARMA process, but the innovation terms are correlated by multiplying the correlation matrix Z so that the scenarios have the same correlation coefficients as the actual measurements. The periodic components are subtracted before modeling and added after modeling. Statistical characteristics of the correlated individual scenarios are also adjusted so that correlated individual scenarios have the same statistical characteristics as the actual measurements. Furthermore, the order of the AR term is set as the order of the VAR model, and the order of the MA term is set as three.
Our hypothesis is that the correlated individual scenarios might not have the strong co-movements exhibited in the actual and GDFM scenarios since the parameters in the GDFM are designed together by modeling the dynamic factors as the VAR process. Furthermore, the dynamic factor loading for all data in a matrix polynomial form is designed through the spectral density analysis. The ability to realize the co-movement between wind power is verified in Fig. 3 . The actual wind power scenarios from #10 and #12 wind farms are plotted in Fig. 3(a) . The correlation coefficient between two wind power scenarios is 0.82284, and the movement of wind power is very similar. The synthesized GDFM wind power scenarios from the same wind farms are plotted in Fig. 3(b) , and the correlation coefficient between two scenarios is 0.8007, which is close to the observed value. We can also observe that the movement of the power from two wind farms between January 21 and January 29 is very similar. Third, the correlated individual scenarios using the technique in [10] are also plotted in Fig. 3(c) .
In contrast to the actual and GDFM wind power in Figs. 3(a)  and 3(b) , respectively, there are some discrepancies between wind power at the two farms as synthesized using the correlated individual scenarios in Fig. 3(c) , and the correlation coefficient is 0.7637, which is slightly lower than the coefficients of other scenarios. Moreover, the root mean square error (RMSE) of all correlation coefficients of GDFM scenarios is 7.7348, but the RMSE of the correlated individual scenarios is 8.7147, so we can conclude that the correlated individual scenarios using the technique in [10] cannot capture the co-movements among actual measurements as accurately as the GDFM scenarios. Advantages of the GDFM scenarios over the correlated individual scenarios are emphasized here. First, the GDFM can capture the co-movement by sharing dynamic factors in the common components. Since all scenarios share dynamic factors through different weight factors, scenarios with similar weight factors have similar co-movement as shown in Fig. 3 . Second, since the GDFM models the dynamic movements of factors, the GDFM can generate more realistic and exceptional peaks. The actual wind power and load generally have unpredictable and exceptional peaks. In contrast to the actual and GDFM scenarios, the correlated individual scenarios using the technique in [10] through individual time series models might have weak co-movements because there is no mechanism to share parameters among time series models. Furthermore, since individual time series models with a low order synthesized the scenarios based only on the previous few hours, they cannot well realize the dynamic movement or exceptional peaks. Therefore, since the GDFM has a dynamic structure, if we provide random shocks, the GDFM will generate extreme and exceptional waveforms and share common patterns that better model the actual measurements.
D. Statistics Analysis
Statistics of the scenarios are also compared to actual statistics in Table I . Analyzed statistics are mean, median, standard deviation (STD), coefficient of variation (CV), variability (VAR), maximum (Max), minimum (Min), 25% value, 75% value, kurtosis (Kur), and skewness (Skw). The VAR is defined as the STD of the hour to hour difference between data. Furthermore, the difference of wind power scenarios follows the Laplace distribution just as actual wind power does [36] . To summa- rize results from many time series, averaged statistics of the scenarios are compared to averaged statistics of actual waveforms, and the normalized root mean square errors (NRMSE)s are also estimated to measure relative errors. Load and wind power scenarios are separated and averaged because they have different scales. The statistics of the actual waveforms and the scenarios are very similar. Although the scenarios satisfy most statistics, the load scenarios have significant errors in VAR and skewness.
E. Spectral Density Analysis
In order to verify the periodic component and temporal correlation of an individual scenario, the PSDs of monthly scenarios are measured through the multi taper algorithm and compared to actual PSDs in Fig. 4 . The PSDs of the load scenario and actual load in Fig. 4(a) have similar periodic components. Since the periodic component is the sum of the harmonics of diurnal periodicity, the PSD of load scenarios has similar PSD peaks to the PSD of the actual load. Furthermore, the PSD of the wind power scenario is plotted in Fig. 4(b) . It has a strong amplitude in the 24h period. The PSD of wind power also closely follows the overall shape of the PSD of actual wind power. That is, both PSDs of the wind power scenario and the actual wind power have low-pass filtered waveforms, which are typical AR processes. Through the PSDs, it is also verified that the AR process is a reasonable assumption. In addition, the stability of multivariate time series is checked by testing the eigenvalues of the block companion matrix of C(L). The modulus of eigenvalues should be less than one, and the maximum eigenvalue is 0.971.
F. Correlation Coefficient
Correlation coefficients of actual and GDFM scenarios are plotted on shaded surfaces in Fig. 5 . The darkest red on the diagonal represents the most positive correlation, one. The darkest blue represents the most negative correlation. Among 104 time series, the first 85 time series represent wind farms in the West Texas, the next 11 time series represent wind farms in the Gulf coast, and the last eight time series are the load. Fig. 5(a) shows the correlation coefficients of actual measurements. Correlation coefficients among load and wind power are between −0.4 and 1, and load and wind power generally have a negative correlation. However, wind farms around the 86th and 96th are negatively correlated with other wind farms, but they are slightly positively correlated with the load. For example, the latitude of the 86th wind farm is 26N, and the longitude is 97W, so it is located on the Gulf of Mexico. It is shown that near shore wind farms are weakly positively correlated to load. Fig. 5(b) shows the correlation coefficients of GDFM scenarios. The shaded surfaces in Fig. 5 (a) and (b) are similar to each other although some synthesized wind power scenarios are more positively correlated to each other than actual wind power outputs are, and some offshore wind farms are more positively correlated to load.
We also considered synthesizing load and wind power scenarios using individual time series models but without multiplying noise by the correlation coefficient matrix Z. The correlation coefficients are shown in Fig. 5(c) . We can observe that the correlation coefficients of these scenarios are not similar to those of actual measurements. We can see that the load scenarios are positively correlated each other because of strong periodic components, and wind power scenarios are uncorrelated each other. Therefore, it can be said that the GDFM can synthesize correlated scenarios, and that the synthesized scenarios well represent characteristics of actual measurements. It should be noted that the correlated individual scenarios based on the technique in [10] have similar correlation coefficients as actual measurements in Fig. 5(a) since the method considers the correlation coefficient matrix, but these scenarios have weak co-movements.
We also observe that the periodic component and stochastic process have different effects on scenarios. When the load scenario is synthesized, the periodic component has greater effects than the stochastic process. As shown in Fig. 4(a) , the periodic component of load consists of multiple harmonics of diurnal periodicity. When the wind power scenario is synthesized, the stochastic process has greater effects than the periodic component. As shown in Fig. 4(b) , the low-pass filtered PSD is generated by the AR process, but the periodic component generates only a peak value at the 24th hour.
IV. GENERATION AND TRANSMISSION UPGRADE COSTS
In this section, the GDFM scenarios are utilized in a case study by comparing the generation and transmission upgrade costs of scenarios of the GDFM to those of uncorrelated, correlated total, correlated individual, and actual measurements. The generation and transmission upgrade costs are calculated by solving the DC optimal power flow on the IEEE 300-bus benchmark, and we measure the benefits of transmission projects in this case study by measuring the short-run marginal production costs. The case study shows the effects of the correlation structure in load and wind power on the operation and planning costs.
A. Simulation Settings
The generation cost is calculated by solving a quadratic programming dispatch model, and the upgrade cost is calculated by solving the mixed integer quadratic program (MIQP). Only existing lines are upgraded, and the upgrade cost is levelized as an investment cost for three months. The MIQP is decomposed by Bender's decomposition because the MIQP has a huge number of variables. A set of load and wind power scenarios for 720 hours is used. In other words, point-wise 720 samples of scenarios are used to calculate the costs. Furthermore, buses are partitioned into eight areas, and load in each area is equally distributed on buses in each area. It should be noted that the wind power generation at every bus is given, but it is less than the wind farm capacity.
Six different types scenarios are generated. First, 104 uncorrelated random signals are generated. Second, uncorrelated total load and wind power outputs are synthesized and equally distributed on buses. The third type of scenarios are the same as the second type of scenarios except that total load and wind power outputs are negatively correlated. The correlation coefficient is -0.2 as in [6] . The fourth type of scenarios are the correlated individual scenarios, and fifth type of scenarios are generated by the GDFM. Finally, the sixth type of scenarios are actual measurements. In order to consider the high penetration level of wind power, wind power is scaled up to double. Furthermore, in order to magnify the transmission expansion, load buses do not have generators. It should be noted that scenarios are normalized by the actual measurements so that each type of scenario has the same total energy of wind and load. There is also a block method to synthesize the wind power and load scenarios in [7] , but we did not implement it in this paper, because the time resolution of scenarios based on a block method is lower than the GDFM and correlated individual scenarios.
B. Simulation Results
The MIQP model is as follows: 
The variable t is an index for time, and p is an index for a bus. Furthermore, B is a set of buses, and B(p) is a set of buses connected to the bus p. For the given indices of buses p and q, (p, q) represents a line, and Λ represents the set of lines. Furthermore, fixed parameters are also introduced. For the given line (p, q), L (p,q ) is an upgrade cost, C (p,q ) is the line capacity, and X (p,q ) is the line admittance. The W t p and D t p are the wind generation and load respectively at a bus p and time t respectively. Moreover, at every bus p, a p and b p are coefficients of generation cost, N g is the generator minimum output, and M g is the generator maximum output. In addition, the π t is set at 1/720 to compare the total generation cost to the upgrade cost. Finally, the decision variables are the construction decision x (p,q ) on a transmission line (p, q), the generation P p , and bus angles θ p at every bus p.
Simulation results that are averaged over ten runs for 720 hours are in Table II. The second column of Table II shows the case without transmission upgrades. The first type of scenarios has the lowest generation cost, but this cost is lower than with the actual measurements. For the second and third type of scenarios, the total load and wind power are equally distributed on the buses, so sample paths have perfect correlation. The generation costs of the second and third type of scenarios are similar and are the most expensive since all wind power outputs are perfectly correlated. The generation cost of the third type of scenario is more expensive than the second type of scenario, since the wind power in the second type of scenario is negatively correlated with the load in the second type of scenario. The costs for the correlated individual scenarios is less than the correlated and uncorrelated total and wind power scenarios, but it is still slightly larger than the actual and GDFM scenarios. Since the second type of scenarios are not as perfectly correlated to each other as the third type of scenarios, the total generation cost can be lower due to the negatively correlation between load and wind power. The GDFM scenarios provide greater realism since the generation cost of the GDFM scenarios is similar to that of the actual measurements. Generally, we observe that negative correlation would increase costs compared to random scenarios.
The third and fourth columns of Table II shows the case with transmission upgrades. With transmission upgrades, the sum of upgrade and operation costs is smaller than the generation cost without the transmission upgrade for all scenarios. The GDFM scenarios and actual measurements have similar upgrade and operation costs. These scenarios have the most expensive transmission upgrade cost since actual measurements have unusual wind power and loads due to unusual weather. On the contrary, the correlated individual scenarios have middle transmission upgrading costs between the perfectly correlated second and third type of scenarios and partially correlated actual and GDFM scenarios. Although the correlated individual scenarios have the same correlation coefficients as the actual measurements, since adjacent wind power outputs are not modeled to have co-movements as shown in Fig. 3(c) , the pressure to upgrade transmission line is less than with the actual and GDFM scenarios. Considering that these costs are the optimal solutions of stochastic optimization, for actual measurements, we should invest more in the transmission lines in preparation for extra costs due to correlation among nearby wind farms. In short, the correlation among individual scenarios affects the generation and upgrade costs more than the correlation between the total load and wind power. For more realistic scenarios, wind power is more dynamic and has more peaks, so the peaking characteristic should be reflected in costs. Therefore, if the GDFM scenarios are used, we can simulate the power system with more possible scenarios, and using the scenarios from the GDFM, can help simulate the power system more realistically.
V. CONCLUSION
In this study, load and wind power scenarios are synthesized through the GDFM, in which observation data is decomposed into the periodic, common, and idiosyncratic components. The common component consists of dynamic factors and dynamic factor loadings, and dynamic factors are derived from the dynamic shocks, which are white noise terms, through the VAR process. Since the dimension of the dynamic factor is less than that of the observation data, the number of variables and parameters is reduced. The study also verifies that scenarios have satisfactory statistical characteristics, PSDs, correlation coefficients, generation, and transmission upgrade costs.
The GDFM has three strong advantages. i) The GDFM can generate an arbitrary number of scenarios. ii) The GDFM scenarios have the same statistical characteristics, PSDs, and spatial and temporal correlation structure as the actual measurements.
iii) The GDFM can design the co-movements among load and wind power scenarios. On the contrary, although the correlated individual scenarios have the same correlation structure, they have weak co-movements compared to the GDFM scenarios.
iv) The GDFM scenarios have similar generation and transmission expansion costs as the actual measurements. v) Finally, the GDFM can design the load and wind power scenarios with less variables than the full VAR process.
In conclusion, we should simulate the power system with many different wind power scenarios in order to accurately estimate the sum of the generation and transmission upgrading costs. The GDFM scenarios have similar simulation results to the actual measurements. In our future work, we will design the advanced scenario generation model so that synthesized scenarios have time-dependent statistical characteristics with respect to the location and duration of time windows. Furthermore, for shorter time horizon generation problems, we will generate short-term scenarios that depend on the current value and numerical weather predictions.
