One-dimensional Bayesian filtering and smoothing problems can be solved numerically using a number of algorithms, even in nonlinear and non-Gaussian cases. In this educational paper we advocate for the benefits of visualizing the obtained posterior densities as complement to, e.g., estimation error analysis. In addition to a review of Bayesian filtering and smoothing and the respective point mass and particle so lutions, we devise a novel algorithm for filtering when the likelihood cannot be evaluated. Several instructive examples are discussed and easily adjustable matlab code is provided as complement to this paper.
INTRODUCTION
Bayesian state estimation [1] is an established and flexible signal processing framework that can accommodate many real world problems such as target tracking and navigation [2] , audio restoration [3] , speech processing [4] , and processing of financial data [5] . The main idea is to obtain a probabilistic description of astate Xk by (sequentially) processing measurements Y1:l = {Yl , ... , yz}, where the temporal evolution of the state and its relation to the measurement are described by astate space model
The Bayesian framework [1, 6, 7, 8] asserts that the involved process and measurement noise, Vk and ek, respectively, and the initial state Xo are random variables with a known distribution. Consequently, Xk and Yk are random variables for all k and the estimation task amounts to finding a conditional distribution of Xk given a sequence of measurements Y1:l .
In this paper we address the marginal filtering and smoothing problems. That is, our aim is to recover the conditional probability density function P(Xk I Yl:l) with l = k for filtering and I > k for smoothing problems [9] . The focus on the scalar case allows us to circumvent the fact that it is This work was supported by the project Scalable KaIman Filters granted by the Swedish Research Council (VR). not feasible to compute P(Xk I Y1:l) analytically except for a few special cases: The linear Gaussian case is solved by the KaIman filter [6, 10] , and a solution exists for discrete Xk that only assume a finite number of values [11] . We exploit the latter result by restricting the continuous Xk to a grid {xl, ... , x M }, which is a viable option for the scalar case.
Point mass [12] and particle [13] methods and a novel algorithm are described to obtain p(Xk I Yl:l) at the grid points. Here, the novel algorithm solves the filtering problems for models that do not allow evaluation of the likelihood, and hence prohibit an application of the point mass and particle methods.
In addition to the novel filter, our contributions are educational. The basis of Bayesian state estimation as operations on probability density functions is often overlooked in favor of advanced solution concepts, although its understanding can be used to quickly suggest viable solutions. Moreover, visualization of P(Xk I Y1:l) can facilitate a much deeper understand for the problem at hand than analysis of the mean squared estimation error. For instance, it can be used to pick reasonable estimates (e.g., maximum aposteriori vs. minimum variance [9] ), and is useful to assess how promising other approximate filters [14] are. For teaching purposes, easily adjustable matlab code is available for download I .
Our paper can be viewed as complement to [1] in that it highlights how p(Xk I Yl:l) can be computed and visualized for the scalar case. Although algorithmic tools to achieve this are mostly known [12, 13, 8] , their use to visualize densities and gain insights appeared secondary. Recent approaches to address the filtering problem with intractable likelihood functions include [15, 16] , but go beyond the novel approach that is suggested in Sec. 4.3.
BAYESIAN STATE ESTIMATION PROBLEMS
In order to form a stochastic state space model, the state difference and measurement equation of (1) 
follows from a transformation theorem [17] of random variables. The extra factor includes the Jacobian of the variable change relation D'ijJ (xo:k, Yl:k). A related result has been noted in [6] . From (2a) we can obtain the filtering distribution via marginalization and conditioning
In fact, the order of operations can be exchanged in many ways. Similar considerations yield a solution for the smoothing and prediction densities P(Xk I Y1:l). Also, a recursive filtering solution for independent noise can be obtained in this way. Transformation and marginalization operations yield
), and p(ek).
A subsequent conditioning on Yk completes the recursion. For smoothing, the fact that past states need to be kept makes the problem more challenging in this framework. The important point of the above paragraph, however, is that Bayesian filtering and smoothing can be expressed in terms of basic operations on probability density functions.
The filtering literature [1] often states the model in terms of the transition density and the Iikelihood function For independent white and additive noise in (1), i.e., Xk+1 = !(Xk) + Vb (3) is easily obtained. Moreover, the aforementioned case implies certain conditional independence properties that are used in the derivation of the recursive Bayesian filtering solution [1, 7] p(x k+l l Yl:
with a normalization constant P(Yl:k -1). Slightly more involved, a backwards recursion for the smoothing density [1, 8] can be obtained. For l > k, the filtering and prediction results are processed in
TUE ALGORITUMIC TREATMENT OF ONE-DIMENSIONAL DENSITIES
We here discuss algorithmic aspects of working with onedimensional densities that are relevant for Sec. 4. 
Random sampies from sampled densities
Given uniformly spaced Xi and p(x i ), realizations of X can be generated via the inversion method [18, 11] , wh ich uses the cumulative distribution function and uniform random numbers. Below is a simple algorithm that furthermore adds noise to obtain values in between grid points.
2: Pick the largest Xi such that 2::;=1 p(xj)~ < U(i) .
There is a cIose relation to the resampling algorithms in particIe filters [19] . Here, 0-2 is the variance of the Gaussian kerneIs. The alternative use of rectangular kerneIs discIoses a relationship to histograms. The concept can be applied to vector X with the only change that a corresponding multivariate Gaussian density with diagonal covariance is used. This is exploited in Sec. 4.3.
FILTERING AND SMOOTHING ALGORITUMS FOR TUE ONE-DIMENSIONAL CASE
In this section we review two existing and devise one novel algorithm for the Bayesian filtering and smoothing problem. The description is tailored to the one-dimensional case with the intention of being easy to implement.
Point mass filters and smoothers
Point mass approaches [12] evaluate (4) and (5) for a finite number of grid points. Hence, they apply to models that are formulated in terms of (3). The first point mass filter was presented in [20] . Later, advanced versions were discussed in [8, 21] . The first related smoother was presented in [8] , in addition to the theoretical result (5). Instead of mere point masses, however, piecewise linear density approximations were employed. Both [20, 21] discuss how to best choose the grid values at each time step, and how to rotate rectangular grids in higher dimensions. For the one-dimensional case, however, we can skip such considerations and focus on straightforward approximation of (4) and (5).
Below is a filtering/smoothing algorithm. The only user input is the choice of a grid as in Sec. 3.l. 
Particle filters and smoothers
Particle filters and smoothers employ sequential importance sampling to approximate the Bayesian filtering and smoothing recursions (4) and (5) for arbitrary non linear and nonGaussian models. The algorithms yield a set of N sampies x k i ) and weights wkl~:l that represent P(Xk I Y1:l)· These can be illustrated using kerne I density estimates.
Because particle methods are weIl established, we restrict our presentation to a short literature review. Early attempts to Monte Carlo filtering date back to [22] . However, the first operational particle filter [23] that introduced a crucial resampling step was introduced much later. Different smoothing approach es are suggested in [24, 25] . Convergence results [13] state that (4) and (5) can be recovered as N --+ 00. Whereas filtering enjoys linear complexity in the number of particles N, in contrast to the point mass approach, basic smoothing approaches scale with N 2 .
4:
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Normalize to obtain p(x1 1 Y1:k).
6: end for The novelty of the above algorithm is that the filtering result is computed as a KDE for all grid points x1, but only the actual measurement Yk. The computations can be sped up by computing only those kerneis that actuaIly contribute to 
EXAMPLES
Three examples are considered in greater detail.
"The particle filter example"
First, we discuss an often used benchmark problem [8, 19, 23] . The states and measurements are governed by
Xk
Xk Fig . 1 . Prediction, filtering, and smoothing densities for the "partiele filter example".
Student's trandom walk in noise
Second, a random walk that is observed in heavy-tailed noise is considered. The model is given by (7) with The system is linear and the prediction, filtering, and smoothing densities are unimodal most of the times. However, several modes can be spawn when the Iikelihood and the prediction density are in conftict, as shown in Fig. 2 using the point mass approach. This behavior has been described as "moment of indecision" [26] . The smoothing result is again unimodal. Due to the heavy tails of the involved signals, partiele methods and the novel filter face difficulties for cases such as the illustrated "moment of indecision". Still, the results are mostly similar except for the variation due to sampling.
Saturated measurements
The last example considers the model xk+ l = 0.7Xk + Vk, Yk = sat(Xk + ed , (8) 
I).
The sat function truncates its input beyond -1.5 and 1.5. Hence, the measurement model reftects the realistic case of a sensor with a Iimited range, e.g., a elipping accelerometer or microphone. One realization of a trajectory and the measurements is given in Fig. 3 . Filtering for (8) is difficult because the Iikelihood cannot be obtained easily for the many-to-one saturation function. Hence, the only applicable approach is the filter of Sec. 4. 3. Its output for a saturated measurement is shown in Fig 4. The filtering density keeps most of its probability mass beyond the saturation interval. Clearly, a KaIman filter unaware of the saturation would yield a Gaussian that is centered between the predicted mode and the measurement. 
CONCLUDING REMARKS
In this paper we have advocated for the computation and visualization of Bayesian filtering and smoothing densities, and showed how this can be achieved using a range of algorithms. Furthermore, a simple novel filter was suggested for the general state space models that neither requires the transition density nor the likelihood of the model to be executed.
