Companies commonly allocate their inventories across multiple locations based on their historical sales rates. However, random fluctuations in customer purchases, such as those caused by weather conditions and other external factors, might cause significant deviations from expected demand, leading to excess stock in some locations and stockouts in others. To fix this mismatch, companies often turn to lateral transshipments, e.g., the movement of stock between locations of the same echelon.
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Introduction
The dominant cause of mismatch between customer demand and a retailer's available stock is demand uncertainty. While modern information technologies offer possibilities to store big data and forecast the average demand rate quite accurately for groups of products, there are still markets in which demand uncertainty results in unsold inventories and loss of sales, reducing retailer profits. Companies usually use historical data for recent years and allocate their inventories across multiple regions based on the previous year's sales patterns. However, random fluctuation in customer demand, such as that caused by weather conditions and other external factors, might produce significant deviations from the pattern, which as was empathized by CSNews (2001) , can lead to both overstocks and stockouts depending on the regions.
These days, the news media report many stories of shortages of various products-the lack of winter boots in New York during a cold snap, as described by Pastor (2014) , or a shortage of umbrellas at a golf championship in Louisville during a rainy season, as highlighted by Democrat & Chronicle (2013) . A representative example of a weather-related product is an air conditioning system. Sales of air conditioners are increasing consistently throughout the world, as customers today can increasingly afford to purchase them. Especially during the summer, demand for cooling systems increases with the temperatures and often exceeds the supply. Although uncertainty about the demand is high and frequently leads to lost sales, in some regions, demand is quite stable and can be accurately forecasted, for example, in Dallas, where most To alleviate the mismatch between an actual customer demand and an available stock in multiple locations under the inability to replenish from a central warehouse, we propose lateral transshipments, e.g., the movement of stock between locations of the same echelon. So far, the use of lateral transshipments has been observed in the management of spare parts. As slow-moving expensive items, spare parts require a quick response to an infrequent demand. Lateral transshipments allow for an additional source of procurement from a nearby location once a stockout of spare parts occurs, that is, reactive transshipments. This leads to cost reductions and service improvements compared to no-transshipment networks. Until recently, the main limitation in applying this strategy for final products and consumable goods has been insufficient and unreliable information about current inventories within supply chains. Thus, ongoing developments in information technology such as the widespread introduction of ERP systems provide opportunities to exchange real-time data about inventories. This information might be used by lateral transshipments not only to satisfy the demand of customers who are willing to wait but also to predict stockouts, that is, proactive transshipments.
In our paper, we focus on items with a short selling seasons and highly uncertain demand. We refer to the following example use of lateral transshipments. Consider a multi-location distribution network with one central warehouse in Bavaria, Germany and 15 retail outlets in different German states (Fig. 1) . The central warehouse orders replenishments from a supplier based on demand forecasts over a month for retailers. The order is placed far in advance, incorporating a long lead time for production and delivery. Once the order arrives at the central warehouse, it makes decisions about the amount of goods that should be delivered to retailers (Fig. 1a) . Assume that at the beginning of the month all retailers receive the product. Each day of the month, customers come to retailers and run down their stocks. Depending on customer's needs for the product, the depletion of stock happens faster in some states than in others. To avoid stockout situations that result in the loss of customers and related sales, retailers can share their inventories in the beginning of each day: if the product amount at one retailer is insufficient to meet the demands of customers over the upcoming days, the product can be transferred from other outlets in the distribution network (Fig. 1b) . In our work, we analyze this particular situation and develop a model for a transshipment problem, which can be classified as a multi-location, multi-period transshipment problem with lost sales in cases of stockouts.
We present a dynamic programming approach to finding an optimal transshipment policy. In each period, the policy decides whether a transshipment should be performed, between which locations and how many units should be shipped to maximize the profit of the whole network over all periods. As the size of the state space and decision space is large for real-size problems and, therefore, causes a problem known as the curse of dimensionality for the dynamic program, we derive a near-optimal transshipment policy by applying a forward approximate dynamic approach. Numerical experiments show that our proposed algorithm is significantly close to the optimal one and achieves higher profits compared to known practices.
To the best of our knowledge, this important problem, as we have described it, has not yet been addressed in the literature.
Literature review
In contrast to the proactive transshipment model formulated herein, the majority of transshipment models proposed in the literature consider reactive transshipments. These have been studied under both periodic and continuous replenishment settings. Krishnan and Rao (1965) were the first to publish a paper on reactive transshipments under periodic review. They derive the formula for optimal stock levels of multiple locations with a transshipment at the end of a single replenishment period, once the demand is known. As transshipment costs are assumed to be the same between all locations, it is enough for the transshipment policy to choose one location with a surplus to satisfy the shortage in another location. This research was extended by Robinson (1990) and Herer et al. (2006) . Robinson (1990) models a multi-location problem with non-identical locations in terms of the cost and demand distributions and multiple periods. The authors prove the optimality of the base stock (order-up-to level) policy and demonstrate the stationarity of the optimal order-up-to point. Analytical solutions can be characterized for special cases of two locations and multiple identical locations. Due to the complexity of the problem in more general multi-location settings, authors suggest an approximate solution that uses Monte Carlo sampling to avoid the time consuming calculation of the expectation. However, the accuracy of this approach depends on the demand sample, and there is no guarantee of convergence to the optimal solution. Herer et al. (2006) suggest a simulation-based approach that gives values of the order-up-to level that converge to the optimal solution. Once the order-up-to level is determined, the transshipment problem is solved as a deterministic linear-cost network flow problem. Their approach to solve the transshipment problem is similar to us, however, aside from the proactive nature of transshipments that happen before the demand is known, our transhipment problem differs from the above as it considers the expected profit of next periods, while Herer et al. (2006) run transhipment to minimise a current period cost.
While previous efforts had considered the transshipment as a single time event per order cycle, Archibald et al. (1997) formulates a model of a period review where each demand triggers a transshipment decision if a stockout occurs. The work has been extended by Archibald (2007) and Archibald et al. (2009) for multiple locations. There are few other studies of reactive transshipments that consider multiple transshipments per cycle, e.g. Grahovac and Chakravarty (2001) , Çömez et al. (2012) , Glazebrook et al. (2014) . Our work differs in that it allows for transshipment decisions every time period at predetermined points, before the demand is known. Moreover, we consider simultaneous transshipments between locations, in a way that one location can get shipments from multiple other locations. Due to the complexity of such setting, it has not been considered in the above discussed works.
Reactive transshipments under continuous order review settings have been studied by Lee (1987 ), Axsäter (2003 , Minner et al. (2003) , Wong et al. (2005) , Wong et al. (2006) and others. For the most part, these models with reactive transshipments are motivated by spare parts applications. Recently, Paterson et al. (2012) introduces a mixture of reactive and proactive transshipments under continuous review replenishment policy.
This hybrid transshipment policy is triggered by a stockout event, as in the case of reactive transshipments, but it might ship more than required by unsatisfied demand, thereby imitating the preventive behavior of proactive transshipments. Seidscher and Minner (2013) introduce a proactive transshipment policy in a continuous time review setting that is based on redirection of customer demand. While the proposed transshipment policy is proactive in that it is triggered by each demand event and not in a response to stockout, the timing of transshipment is not an issue here as it is for a reactive transshipment policy.
To the best of our knowledge, all other studies that consider proactive transshipments address periodic review replenishment settings that make the decision on the timing of network stock rebalancing easier to implement: in most cases, transshipments occur either at the beginning or at the end of the replenishment
period. An exception is the policy suggested by Agrawal et al. (2004) , which looks for an optimal time between replenishments to rebalance the stock. The authors show that for multiple identical locations, rebalancing tends to take place close to the end of the order cycle. In our work, the transshipment can happen more than once within the order cycle, and the time of each transshipment is fixed, however, the transshipment policy decides by itself whether it is optimal to run transshipments now or to postpone to the next transshipment point.
Besides the timing of transshipments, the decision should incorporate the source and the amount of inventory to transship. All together, this makes an inventory problem with proactive lateral transshipments difficult to solve to optimality. Therefore, studies have mostly focused on either two-location networks or single-period problems or both, where it is attainable to find and analyze an optimal policy. One of the first works about proactive transshipments conducted by Allen (1958) finds an optimal transshipment policy for a single period mutli-location problem. Later, Gross (1963) includes the replenishment decision, and looks for optimal order-up-to points and an optimal transshipment policy. The analytical solution is provided for the two-location case; for multiple locations, the authors suggest an iterative procedure that calculates partial derivatives and adjusts the variable with the highest marginal value at each iteration. For multiple locations the search of the source location is usually simplified by the assumption of identical costs. One of the first papers that consider nonidentical costs of locations is by Bertrand and Bookbinder (1998) . As opposed to our approach, they allow a transshipment decision once, at the end of the order cycle, that results in a single period transshipment problem. For a multi-period, multi-location problem with backorders, Karmarkar (1980) shows that the problem at each period is similar to the one-period problem. Therefore, the form of the optimal policy is the same for muti-period and one-period problems. Our work differs from the above as it considers a multi-period, multi-location problem with lost sales, and, since it can not be simplified to the set of single period problems, the problem is solved using the methodology of dynamic programming.
Due to the complexity of the problem, there are some heuristic transshipment policies as well. Banerjee et al. (2003) introduce two proactive transshipment rules, namely Transshipment Based on Availability (TBA)
and Transshipments for Inventory Equalization (TIE). Under these policies a transshipment is triggered when the inventory level of one of the locations falls below the average demand rate. The TBA policy behaves in a reactive way by redistributing stock between locations to prevent the next period's stockouts, and has a short time effect, whereas the TIE policy balances inventories to reduce the severity of stockouts over the long run.
These policies are easy to implement and can be applied to networks with multiple locations and multiple periods. At the same time, there are no assumptions concerning the specific value of the cost parameters related to the various stock locations. Moreover, the cost is not directly considered in the implementation of these policies. The analysis of the cost performance of the policies can be conducted only as a result of operating the policies, see Burton and Banerjee (2005) . another examines a couple of periods ahead to define whether it is beneficial to transship and rebalance now.
For an overview of the existing literature on lateral transshipments we refer to the comprehensive review by Paterson et al. (2011) .
To solve the the multi-period dynamic problem, we apply dynamic programming technique introduced by Bellman (1957) . Modelling the problem as a Markov decision process and then solving it using linear programming, policy iteration or value iteration is common in the lateral transshipment literature. It has been employed before by e.g. Archibald et al. (2010) , Paterson et al. (2012) , Van der Heide and Roodbergen (2013) , Seidscher and Minner (2013) . However, the inability of solving large-scale problems discussed by e.g. Seidscher and Minner (2013) results in the development of heuristic methods. For example, Agrawal et al. (2004) use a Monte Carlo simulation-based approach to find a dynamic rebalancing policy. The expected lost sales cost is approximated by the sample average function corresponding to a generated random sample. The policy demonstrates significant advantages over a static rebalancing policy. Paterson et al. (2012) propose a quasi-myopic heuristic that, when the stockout occurs, compares the benefit of making a transshipment now and never again with performing a no-transshipment. Archibald et al. (2010) implement an approximate dynamic programming (ADP) approach that applies a dynamic programming policy improvement step to a static policy. Using a numerical study, the authors show that the transshipment policy derived by ADP approach is close to the optimal policy for small number of locations, and in most cases, it outperforms other heuristics for real-life sized problems. Since the approximation methods are based on the known properties of optimal policies for specific cases, the obtained policies often perform better than simple heuristics. In our work, we look at the methods of approximate dynamic programming discussed by Powell (2011) . The applied approximation technique has not been used for any transshipment problem yet. The paper is organized as follows. In Section 3, we present the multi-location transshipment problem and assumptions. We introduce notation and formalize the problem in terms of dynamic programming in Section 4.
Section 5 discusses limitations of the optimal policy and presents practically oriented heuristics applied for the transshipment problem. In Section 6, we use the methods of approximate dynamic programming to develop a dynamic proactive transshipment policy. In Section 7, we design an extensive numerical study and discuss the results that report the performance of a dynamic proactive transshipment policy in comparison with other known policies. Finally, Section 8 concludes the paper.
Problem formulation
We consider a centralized distribution network, where all retail locations are operated by a central entity whose goal is the maximization of the overall profit of the network.
Time is discretized and divided into order cycles. Each order cycle contains a finite number of periods.
At the beginning of each period, transshipments are allowed. We assume that the replenishment decision is made at the beginning of the order cycle and that no further replenishment takes place before the next order cycle. Within each period, events occur in the following order: 1. Observe the inventory level at each retailer.
2. Determine and make the transshipment decision, if required. The corresponding transshipment cost is paid.
3. Collect the demand of customers for the product at each location.
4. Satisfy the aggregated demand.
5. Obtain a reward for meeting the demand. All unsatisfied units of demand are lost.
6. The holding cost is paid if there is an excess inventory that needs to be carried to the next period.
7. End with the stock after demand satisfaction.
We make these other assumptions to model the problem as described above:
• The model describes the behavior of the system for one product that is identical at all retail locations.
• No backorders are allowed. If the retailer cannot satisfy demand immediately from the stock on hand, then the demand is lost (a lost-sales case). If customer demand is greater than the inventory level of the retailer, then the retailer uses all stock on hand to satisfy the demand and faces a stockout at the end of the day. In this case, we consider that this retailer does not admit any customer demand until the fulfillment of the stock from other retailers during the month or from the central warehouse at the beginning of the next month.
• The time for replenishment orders from the central warehouse to retailers and for transshipment orders between retailers is negligible (or less than the retailer closing time). This assumption simplifies the mathematical formulation of the problem; therefore, it is used in the majority of the literature on lateral transshipment. The analysis of the system with multi-period in-transit times is a challenge for future research.
• The transshipment cost depends on the distance. As we are completing transshipments over a geographically large network within a short time, we should take into account how costly it is to ship the item from one retailer to another. This cost usually depends on the type of transportation that is used for transshipments, which in turn depends on the distance between the locations.
• The distribution of the demand at each time period for each location is known. Even if there is no exact information about future demand, companies are often aware of the behavior of the demand during previous time periods. This information can be used to estimate probability distributions.
• The demand is independent between locations, as locations are situated in different regions and, therefore, have different sales rates.
• We consider most final products and consumable goods separable, discrete items, such as books, tires, coolers. Formally, this means that we use a discrete variable to describe the quantity of the product.
• We examine one order cycle that is divided over a finite number of periods. Once the optimal decision is found for one order cycle of the selling season, it can be sequentially implemented for the whole season.
• The replenishment policy is to determine an order-up-to level for each location at each order cycle. In this paper, we focus on the transshipment problem and consider the order-up-to level given for each retailer. The de facto order-up-to level for each location can be found post hoc by simulation over the range of possible values for the inventory level, which might be limited by, e.g., the capacity of a location. This is in line with the recent literature about lateral transshipment, e.g., Archibald et al. (2010) and Glazebrook et al. (2014) . Starting from the investigation of the optimal replenishment policy in the presence of transshipment, the research now tends to skew toward the study of transshipment policy, the difficulty of which increases rapidly with the size of a network.
The objective of this study is to identify the transshipment policy that maximizes the expected profit of the system over a finite number of periods and performs well for an arbitrary order-up-to-level vector.
Based on the problem formulation, we have a dynamic, finite horizon problem that involves making sequential decisions over time. The main methodology that considers the sequential decision behavior of the dynamic system is the dynamic programming. Therefore, in the next Section, we use the terminology of dynamic programming to model the problem presented above. The limitations and extensions of the dynamic programming approach to find an optimal solution will be discussed later.
Model
We now introduce the mathematical model to describe the transshipment mechanism. For the vocabulary and notation that we are using to formalize the problem and develop the policy, we refer to Powell (2011) .
To describe the evolution of the system we use the following notation:
Constants: As our model is a profit maximization problem, we do not need to consider penalty costs for stockouts explicitly, but they are captured implicitly by the loss of profit.
Pre-decision state variables:
x it inventory in hand at location i at the beginning of the period t x t state of the system at time t, x t = (x 1t , . . . , x Lt )
The state at time t represents the inventory level before any transshipments are made. It is so-called pre-decision state (Powell (2011) ), which is usually used in dynamic programming to describe the state space.
The inventory level at each location and in each time period is a non-negative integer value. The state at the beginning of the first period x 0 is equal to the initial order-up-to level S.
Post-decision state variables:
We define a post-decision state variable herein as inventory on hand in location i at period t after making a transshipment decision but before observing the realization of the demand:
y it inventory on hand in location i after transshipments at time t y t post-decision state of the system at time t, y t = (y 1t , . . . , y Lt )
Decision variables: z ijt transshipment from location i to location j at the beginning of period t z it vector of transshipments from location i at time t, z it = (z i1t , . . . , z iLt ) z t transshipment decision in the system at time t, z t = (z 1t , . . . , z Lt )
For each location i, the transshipment decision at time t, z it , shows how much and to which locations current inventories should be shipped. Transshipment to the same location z iit indicates the inventory kept by this location to satisfy its own upcoming demand. There are the following constraints on the transshipment decision: The transshipment amount z ijt can take only non-negative integer values. The total amount shipped from the location i at time t, j∈L z ijt , is equal to the current inventory level at this location x it .
Exogenous process:
As we consider that inventory level of final products and consumable goods can take only integer values, we use a discrete distribution to describe the stochastic process. Demand is assumed to be non-negative, and to be independent between retailers and over time. The last assumption is made for computational reasons.
Transition function:
The transition function describes how the state of the system changes with each decision. Using the pre-decision and the post-decision state definition, we express the system dynamics in two steps:
where x + denotes a positive part and defined by the formula:
The first function captures the pure effect of transshipment decisions, while the second function captures the effect of demand satisfaction.
Further, we use the following shortcut notation for the transition function:
Reward and cost functions:
The cost of transshipments at time t:
The cost occurring at the beginning of the period is the cost of transshipment of an item from one retailer to another. It depends on the distance between locations. The transshipment amount between two locations is subject to the current inventory level at the source location.
The reward during the time interval [t, t + 1):
We assume that customers pay directly after the satisfaction of their demands. The reward of the system after selling items equals the sales of the system minus the holding cost for each item in stock at each retailer.
Profit function:
In terms of the above notation, the total network profit at any period t for a particular realization of demand can be stated as follows:
Objective function:
Let Π be the set of policies and let z π t be a particular decision rule at time t indexed by π. The objective of the transshipment problem is to find a policy π from the set Π that will maximize the expected sum of profits over all time periods:
Once we find the optimal policy, we can use it to determine the most profitable decision at any time period in any state at which we can end up.
The problem (6) is a stochastic optimization problem, which has a non-linear structure and accepts integer variables only. Using a standard dynamic programming formulation, we can solve it recursively by computing the optimality equations (7):
where V t (x t ) is known as a value function that indicates the value of being in a pre-decision state x t . Here, y t = X M,z (x t , z t ) describes the dependency of the post-decision state y t on the pre-decision state x t and the decision z t , and x t+1 = X M,d (y t , d t ) describes the dependency of the pre-decision state x t+1 on the post-decision state y t and the demand d t . The value function at time period T is equal to zero for any inventory level.
We name V z t (y t ) as a post-decision value function. Note that optimality equations can be written around the pre-decision state (classical representation) as well as around the post-decision state. We refer to Powell (2011) for further discussions. However, the formulation of the problem around the post-decision state allows a deterministic maximization problem for a known demand realization, which can be calculated by known methods of mathematical programming. Therefore, we decide on the optimality equations around the post-decision state, and later, when we talk about the approximation, we mean the approximation of the post-decision value function.
Due to the well known curse of dimensionality, the solution of the optimality equations (7) can be obtained only for small-sized networks. Therefore, many heuristic transshipment policies have been developed to solve the problem for real-world sized networks close to optimality within a reasonable time frame. Here, we introduce three of them that we use further as comparison with the optimal and near-optimal policies in Section 7.
The first heuristic is a a reactive transshipment policy, which transships from the closest location with stock on hand once in the beginning of the period to the location that has no inventories. Before completing transshipments, the source location should define the amount that will be shipped to the location in need. Usually, this policy is applied for problems with allowed backorders, see e.g. Lee (1987) , Seidscher and Minner (2013) , where the source location decides whether to completely satisfy the destination's backordered demand or to keep part of the stock to satisfy its own demand in the subsequent periods. In our case, the decision occurs proactively before we know the realization of demand. Therefore, we set the amount to be transshipped as a parameter that is positive and less than the available stock of the source location. The parameter can be fixed for each run of the policy or vary from period to period. We name this policy as a Closest location transshipment policy.
The second heuristic is one of few proactive heuristics for multiple locations presented in the literature.
Lateral TIE policy has been proposed by Banerjee et al. (2003) . Once the inventory of one location falls bellow the expected daily demand rate, the redistribution of inventories is triggered in order to equalize the runout time among all locations. The authors assume that redistribution occurs through a complete tour by a single transport vehicle, where the whole available stock is first picked up from source locations. Then, the required amount is delivered to destination locations. As we consider a large network of locations, we drop this assumption in our implementation and consider that the redistribution is completed by a number of transshipments between locations. The main limitation of TIE policy discussed by Tiacci and Saetta (2011) is that the cost has not been directly considered in the decision rule, and it can be evaluated only post factum (Burton and Banerjee (2005) ). Therefore, we modify the policy by including transshipment costs in the decision. To define the sequence of transshipments between locations, we rank locations with the required amount to be shipped for the equalization in descending order. Then, for the location with the greatest need, we rank the locations with available stock in ascending order in terms of the transshipment cost and transship the required quantity based on the ranking, if possible. Thus, we first complete transshipments between the closest locations and then look at farther locations if more items are required. In early experiments, we found that the modified TIE outperforms the TIE presented by Banerjee et al. (2003) for our model. Therefore, we include the modified TIE in our further comparison.
The third heuristic is a Lookahead transshipment policy. Lookahead policies have been applied before for both reactive and proactive transshipments, see e.g. Axsäter (2003) , Van der Heide and Roodbergen (2013) .
Here, the policy looks at the expected profit of making a transshipment of one unit between two locations in the beginning of each period and compares the obtained value with a no-transshipment expected profit. If the difference between expected profits is higher than the transshipment cost, then the amount that should be transshipped between these two locations is increased by one unit. The procedure is repeated until we can not find locations with these properties. Finally, we aggregate and complete the transshipments between locations. The expected profit for each period is calculated as a one-period expected profit for meeting aggregated demand from the current period until the end of the time horizon under the assumption that there are no future transshipments.
Approximate dynamic programming (ADP) is a methodology for solving large stochastic optimization problems, which seeks to address the curse of dimensionality of dynamic programming by using an approximation of the value function instead of the true value function. Different forms of ADP have been studied in control theory by, e.g., Bertsekas (2012) ; in artificial intelligence, by e.g., Sutton and Barto (1998) ; and in operations research, by e.g., Powell (2011) . For the vocabulary and notation that we are using, we refer to the last section.
In this paper, we apply forward ADP. It is based on the idea of going forward in time instead of stepping backward and looking through all states as we do in a DP algorithm. To simulate the process forward in time, we need to generate a certain number of demand samples. The number should be large enough to learn the value function of being in a particular state and small enough to process the algorithm in a reasonable time. Starting with the given approximation of the value function, the algorithm simulates the sample path of demand realizations for next T periods. To generate samples from a known distribution of the demand, we use Monte Carlo simulation. Further, for each period, the sampled demand realization is used to calculate the next state, except period t = 0, when the starting inventory level is initialized by the stated order-up-to level.
Then, a greedy control policy selects the best decision by solving the maximization problem with the estimate of the value function of the previous iteration instead of the true value function. To solve the maximization problem, the expectation inside the maximization operator should be computed. For our problem, we assume that the distribution of the demand is known for each location and each period. If the random state space is small enough, the expectation can be computed exactly or approximated using the sample of possible demand realizations. In other cases, the problem might be reformulated in terms of the post-decision state introduced by Powell (2011) . The estimation computed by the maximization problem is further used to update the current estimate of the value function. If the expectation is approximated, then exponential smoothing is applied for the update. Using the generated demand sample, the next state is computed by the transition function. After N iterations, the algorithm returns the best estimate of the value function. The forward ADP algorithm with the use of a post-decision state is presented in Appendix A.
There are two parameters in the general forward ADP algorithm that should be specified before going further. The first, , is used to explore possible states that otherwise might never be enumerated by the ADP procedure. Following the sample path and making only the "greedy" decision, we choose the most profitable states according to the current estimate of the value function. However, this strategy may lead to a local solution because of a poor estimate of the value function, and better states might never be examined. To avoid such situation and to explore other possible states, we apply the -greedy method: behave greedily most of the time, and choose the best action that maximizes the expected profit. However, every once in a while, with the small probability , select the random action. This gives us an estimate of the value of being in states that we would otherwise be unlikely to visit. Experimentally, we choose the value equal to the declining exploration probability:
where n is an iteration number and b, b ∈ (0, 1).
The second parameter is the stepsize, α, which helps uncover the value function through iterations and smooth the error that we introduce by sampling the demand. For a review of possible stepsize rules that have been applied so far, we refer to George and Powell (2006) . Although there is no optimal stepsize rule, Powell (2011) suggests a range of simple stepsize formulas that yield good results for many practical problems. In this paper, we apply one of these rules-a generalized harmonic stepsize:
where n is an iteration number and a, a ∈ R + controls the convergence rate.
In our experimental section, b is fixed to 0.7, and a is fixed to 5.
Approximation based on properties of the value function
The size of the action space of the transshipment problem forces us to look for an approximation of the value function that, first, considers the properties of the true value function and, second, makes the maximization problem on each iteration solvable within a reasonable time.
We start by learning the properties of the true value function. Let us assume that there are no transshipments between locations. Then, the value function degenerates into the sum of the expected profits in each location at each time period. Note that each member of this sum is a concave function of the inventory level. Therefore, the value function subject to no-transshipments is a concave, separable function on the state space, where the inventory level in each location can take only integer values.
Introduction of transshipment decisions into the system does not change the concavity. This statement is a result of the concavity of the maximization problem at each time period, which in turn, follows from a property of a concave function under perturbation (see, e.g., Rockafeller (1996) ), assuming that the value function at each time period is concave. However, the concavity of the value function at each time period can be ruined by the non-linear transaction function that we have in a lost-sales case, as it is a case in general for a composition of concave and convex functions, where the first one is not a monotonically non-increasing function. Our extensive numerical studies show that the value function preserves its concavity property. We believe that this can be proven based on the results of Zipkin (2008) .
To imitate the properties of the value functions we have observed in many trials, we apply a piecewiselinear concave approximation, which is often mentioned as a reasonable choice in Powell (2011, pp. 501 ).
Furthermore, even though the value function is non-separable, the separability of the value function in the no-transshipment case suggests the use of a separable approximation of the value function, which is computationally easy to address. Therefore, for each time period t, we approximate the value function by the sum of piecewise-linear, concave functions:
where the domain of each functionV z it (y it ) is a set of non-negative real numbers with breakpoints in integers.
Network flow problem
Let us assume that at time t we know the value of functionV z it (·) for each location i at K it = {0, . . . , k max } points. Then, the functionV After we choose the approximation of the value function, we turn back to the maximization problem. The approximation of the value function by the sum of separable, piecewise-linear, concave functions allow us to reformulate the maximization problem as a minimum-cost flow problem, which significantly simplifies further calculations of solutions.
Using the notation for the problem in terms of the post-decision state and introducing additional variables
, k ∈ K it , the maximization problem for each time t from the optimality equations (??) can be stated as:
subject to
. . .
The constraints (9) are the flow-balance constraints for locations at time t before transshipment. They state that the cumulative amount that is shipped from location i should be equal to the leftover inventory of location i after demand satisfaction. The constraints (10) are the flow-balance constraints for locations in time period t after transshipments. They indicate that all inventories transshipped to location i at time t from other locations build the inventory level of location i to satisfy next up-coming demand. The inventory level at each location i at time t after transshipments is used to calculate the value function, which is represented by the arcs g k it . From the approximation, these arcs have cost v k it , and the upper bound is covered by constraints (11-13). Note that the last arc for each location i has an infinite upper bound to make the problem feasible (14). Finally, the constraints (15) are non-negative, integer constraints on transshipment flows between locations. However, due to the integrality property of the minimum-cost flow problem (8), these constraints are unnecessary and can be relaxed. The network problem (8) is presented in Fig. 2 . By applying separable, piecewise-linear approximation, we reformulate the problem and recognize the network structure. As the sub-problem (8) has a linear objective function and linear constraints, it is a linear programming problem. Therefore, any linear solver can find optimal solutions in a reasonable time. Moreover, the solutions are naturally integers without applying any integer programming techniques.
CAVE update of the approximation
The next step in the forward dynamic algorithm is an update of the approximation. The rate of learning for the value function approximation depends on the way we update the approximation. That, in turn, leads to better and faster convergence of the approximation to the true value function. Moreover, as the approximation has a concavity property, the updating algorithm needs to take this into account. For the transshipment problem, we choose the Concave Adaptive Value Estimation (CAVE) algorithm that updates the concave, separable, piecewise linear function using the stochastic gradient estimates of this function at different states of the state space. The algorithm has been proposed by Godfrey and Powell (2001) for the newsvendor problem and for the two-stage stochastic distribution program with the network recourse. Later, Godfrey and Powell (2002b) and Godfrey and Powell (2002a) consider the CAVE update to a multistage distribution problem with an application to fleet management. They show that the approximations using the CAVE update yield high-quality solutions compared to the deterministic and stochastic rolling-horizon methods.
The idea of the CAVE update is to use the sample gradient information to learn the value function. In the case of concave, piecewise-linear approximation, which is represented by the sequence of slopes, it is much easier to update the slope of the value function approximation in each iteration than the value function itself, as is done in the general ADP algorithm. The only things that are required for the update are to define the update intervals and to find the sample gradients. The second issue will be discussed later. First, we introduce the notation for gradients that is used for the update. As the function is non-differentiable, we use the right and left gradients. Let π + t (y t , d t ) and π − t (y t , d t ) be the right and the left gradients, respectively, of the value function at time t for the sample of the demand d t :
These are random values as they depend on the demand realization. Because of the demand stochasticity, we can not observe the true gradient; therefore, we use these sample gradients to estimate it. Note that the left gradient is equal to or greater than the right gradient for any state and any demand realization,
, because of the concavity of the value function. This allows us to prove the preservation of concavity under the CAVE update (see the proof for the multistage dynamic problem in Godfrey and Powell (2002b) ).
The update part of the CAVE algorithm is presented in Appendix A. For more details, we refer to the primary source, Godfrey and Powell (2001) .
Sample gradients calculation
Because of the approximation we apply in the transshipment problem, the sample gradient each period of time is a vector of sample gradients for each location separately. In turn, the sample gradient for each location contains two parts. The first is calculated from the reward function (??):
The second is extracted from the maximization problem (8). Intuitively, to find marginal values having one more and one less unit of inventories that comprise the right-hand side of the maximization problem, we need to calculate the shadow prices. Positive (right-hand) and negative (left-hand) shadow prices give us the rate of change in the optimal value of the objective function for a small increase and decrease of the inventory, respectively. As we adress the linear programming problem, the dual variables should give the value of the shadow prices once we solve the problem. However, this is true only for a non-degenerate optimal solution (Bazaraa et al. (2010) ). In the presence of degeneracy, variation in the right-hand side constraint might lead to an infeasible optimal basis. Therefore, we need to look for an alternative basis to be able to calculate the right values of the shadow prices. For the general linear programming problem, a way to find the "true shadow prices" is proposed by Aucamp and Steinberg (1982) and Akgul (1984) . For the network problem, Powell (1989) suggests to use a shortest path algorithm, which makes calculations more efficient.
The author proves that the least cost, flow augmenting (decreasing) tree from each node-location to the sink node produces the vector of positive (negative) shadow prices for the minimum-cost flow problem. Where the least cost, flow augmenting path can be calculated with a shortest path algorithm over the augmenting network. Here, we present the example of the degeneracy case for the transshipment problem. Note that for the network, degeneracy happens when one of the arcs in the optimal basis has a flow equal to the lower or the upper bounds. Fig. (3) shows the transshipment network with 3 locations. The red number near each supply node represents the initial inventory level for each location. The arcs of the network are constrained by lower and upper bounds, which each have different costs. The sink node is introduced to accumulate the total inventory of the whole network. The flow out from the sink node is equal to the sum of the initial inventory levels of all locations.
The network solver of the problem finds the following solution (Fig. (4a) ). The dual variables of the supply nodes from 1 to 3 and equal 70, 0 and 0, respectively. Let us focus on location 3. The path from location 3 to the sink node contains the degenerate arc with the optimal flow equal to the upper bound.
Therefore, the increase in the initial inventory level for location 3 by 1 unit will change the optimal basis.
The optimal solution for an augmented problem is shown with Fig. (4b) . By calculating the optimal value of the objective function for both problems, we find that the positive shadow price for location 3, π + = −10, differs from the dual variable. It is straightforward to check that the negative shadow price for the location 3, π − = 0, and the shadow prices of other locations are equal to dual variables. [9]
[6]
[ -16] (a) For the initial problem. [1]
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[7]
[ -17] (b) For the augmented problem. Note that following the same procedure, in the worst case, we have to calculate 2L linear programming problems, while the algorithm proposed by Powell (1989) allows us to find shadow prices with 2 runs of the shortest path algorithm (one for the positive and another for the negative shadow prices).
Numerical experiments
In this Section, we analyze the performance of the policies presented in the paper. In the first part, we present the results of the simulation study for a small number of locations and a short time horizon. That allows us to compare heuristic methods to the optimal transshipment policy derived by the dynamic programming approach. In the second part, we focus on larger networks that represent real-life problems. We have implemented algorithms using C++ in Apple's 10.7 Environment and the experiments are conducted on a MacBook Pro 2.3 GHz Intel Core i5 processor with 4 GB RAM. For solving linear programs, we use the commercial linear programming solver Gurobi version 5.6.0.
Two-location networks
We assume two non-identical locations that fill in their stocks from the supplier at the beginning of the first period and then use these inventories to satisfy customer demands over the next four periods without any additional shipment from the supplier. The initial order-up-to level is fixed exogenously for each location. In line with the previous study conducted by Archibald et al. (2010) , we consider the order-up-to level of each location to be approximately one standard deviation above the mean demand in this location scaled for the whole time horizon:
where y is the largest integer that is not greater than y. The reason is to model the configuration most favorable for transshipments when the inventories of the whole network has much lower chance of depletion compared to each location separately.
All parameters of the experiment are shown in Table 1 . Here, we specify the holding cost h i and sales price p i per unit of goods. A transportation cost of $ 1 per unit of distance per shipped unit of goods is considered. For this experiment, the distance between locations is fixed and can take one of two values that indicate relatively close and distant locations. We use three different demand distributions to model the demand process at each location. The parameters of the distributions are shown in Table 2 . The chosen distributions are intended to cover cases of low, medium and high variability of the demand. The attributes of the demand calculated from the distribution parameters presented in Table 2 are used to find the initial inventory level of each location with formula (16). 
We conduct a full factorial study based on the whole range of parameter combinations. In total, there are 4374 combinations. After eliminating symmetric combinations, we end up with 2268 scenarios. For each scenario, we perform six simulation runs (one run for each policy) with 1000 independent replications per simulation. Within each scenario, all simulation runs are applied using common random numbers. The simulation algorithm is presented in Appendix B.
For our two-location experiment, we compare six transshipment policies: an optimal transshipment policy found by the DP procedure (DP), a no-transshipment policy (NT), reactive transshipment policy from the closest location in case of stockout (RC), a proactive transshipment policy based on the inventory equalization between locations (TIE), a lookahead policy (PL), and a proactive transshipment policy produced by the ADP procedure (ADP) with 1000 iterations to learn the value function approximation.
The statistical comparison using a paired t-test at 99% confidence interval shows that in 99% of scenarios (2254 of 2268) there is no significant difference between the ADP and DP policies, which is far greater than for the other policies. Moreover, other measures, such as the average size and frequency of transshipment over time show the similarity of the ADP and DP policies. PL demonstrates comparable results to ADP policy (in 89% of scenarios, there are no significant differences between PL and ADP policies). The overall performance of the policies compared to the optimal results obtained by the dynamic programming approach are presented in Fig. 5 for different distributions of the demand. We use the difference from the optimal solution to evaluate the results. Usually, the optimality gap is calculated as a percentage of the optimal value; however, in our case, the profit of the network contains positive and negative parts that might result in positive, negative or zero profit values and, therefore, cannot be used for the percentage calculation. Table 3 . The sample of results for a full set of scenarios is given in Appendix C. While the overall difference between the DP and NT results is not considerable for a two-location network, our results confirm previous findings of the advantage of conducting transshipments. Moreover, our study demonstrates that more advanced heuristic methods yield better results.
Multiple-location networks
For multi-location networks, we conduct two types of experiments. The first one uses a perfect foresight concerning the demand process to evaluate policies and compares the results with the optimal deterministic solution, which is obtained by solving a large-scale network flow problem. This set of experiments is conducted to analyze the effects of network size, transshipment costs and imbalance of initial inventories on transshipment policies. The second type of experiment considers that the demand is unknown and has a Poisson distribution.
In this set of experiments, we compare transshipment policies for different network configurations. As industry-size stochastic dynamic problems are hard to solve to optimality, the results of these experiments are compared with no-transshipment heuristics, as often applied in practice.
Within this study, we focus on certain parameters of the multi-location problem and, therefore, fix the other parameters. The number of locations is fixed at 5, 10, 15, or 20 for each scenario. The time horizon is set to equal 28 days. The holding cost and sales price are chosen to be 5$ and 80$ per item, respectively.
The distance between locations is the euclidean distance calculated at the coordinates of locations that are uniformly distributed on the grid [0, 100] × [0, 100]. Other parameters are specified further for each experiment.
Perfect foresight as an Upper Bound
As the problem size prohibits us from calculating an optimal solution against which to compare our results, we solve the problem with perfect foresight, e.g., knowing demand in advance. This results in the deterministic demand problem (6):
where z d ijt and z s ijt are inventories transshipped from location i to location j to be sold or stored, respectively. Therefore, the transshipment decision at each period for any pair of locations z ijt is equal to the sum of two
This is an integer program, which has the structure of a min-cost flow problem with integer right-hand-side values. Therefore, the optimal solution can be obtained by solving the LP relaxation of the problem.
The optimal solution of the problem (17) provides the upper bound on the optimal value of the network profit. We compare this value with the profit obtained by following heuristics: proactive transshipment policy based on the inventory equalization between locations (TIE), lookahead policy (PL), and proactive transshipment policy produced by the ADP procedure (ADP) with 1000 iterations to learn the value function approximation. The same demand realization set is used to compare the results of policies. Nevertheless, even if the demand realization is known in advance for the whole time horizon, the heuristic methods solve the problem as if it were stochastic and, therefore, the demand each time period is drawn from the set according to the specified sequence.
We consider two different sets of experiments. In the first set, the number of locations L ∈ {5, 10, 15, 20} and the transshipment costs c ∈ {0.1, 0.5, 1} vary. In the second set, we vary the number of locations L ∈ {5, 10, 15, 20} and the initial inventory level of locations S ∈ {697, 680, 697}. Calculated using (16), the initial inventory level for each location is equal to 697 units. Keeping the starting inventory vector balanced, we decrease the initial inventory level for each location and set it to 680 units. To introduce imbalance, we randomize the initial inventory level of each location such that the average inventory level among all locations is equal to 697 units. The transshipment cost is set to be $0.5 per item per km. The set of demands is generated in advance from the Poisson distribution with an arrival rate of 24 units per day. The average profit obtained by TIE, PL and ADP policies normalized by the average optimal deterministic solution for the first and second sets of experiments are shown in Tables 4 and 5 , respectively. The results for ADP are more consistent among the considered transshipment policies across parameters, even if they are not the highest ones compared to other heuristics. This can be explained by the separability of the used approximation: when there is more interaction between locations caused, e.g., by the cheap transshipment costs or by highly imbalanced initial inventories, the separable approximation can be less accurate and, therefore, the performance of the policy can decrease slightly. The behavior of PL policy is similar to ADP;
however, the decrease in the performance is more significant when the risk of stockout is high and more iterations between locations are required. As TIE policy aims to balance inventories between locations and does not consider any cost/price information, the policy performs well when the inventories are imbalanced and it is not expensive to transship, while if the cost of transshipment increases, the TIE policy becomes more costly. Table 6 presents the performance of policies compared to the no-transshipment policy for an increasing number of locations. Each estimate is aggregated over 10 configurations. The transshipment cost is equal to $0.5 per item per km. The demand is generated from the Poisson distribution with an arrival rate of 24 units per day. The results shows that even simple reactive heuristics that conduct transshipments from the closest locations (RC) might be more profitable than a no-transshipment policy. Yet, the policy that does not consider the costs, TIE, results in less profitable decisions, and if the transshipment cost is high, it might even be unprofitable. The proactive one-step lookahead policy (PL) demonstrates considerable profitability of transshipment over a non-transshipment policy; however, the results of ADP policy that take into account the properties of the true value function are approximately 1.5 times higher than those of PL. Moreover, the CPU time of ADP presented in Table 7 for 1000 iterations is comparable to the CPU time of the PL policy or, in some cases, even less. 
Different network configurations
Conclusion
In this paper, we formulate and model a multi-location, multi-period transshipment problem with lost sales in cases of stockouts. We set up a dynamic program that is solved to optimality using Bellman's equation.
However, the size of the state and decision spaces makes it impossible to find the optimal policy for real-life sized problems. Therefore, we use approximate dynamic programming to find a near-optimal transshipment policy based on the properties of the value function (ADP). Our policy indicates how many units should be transshipped from which sources to which destinations to maximize the profit for the whole network. As a contribution to the existent literature on lateral transshipment, a proposed policy works with non-identical locations, can be run more than once within the replenishment period and considers a no-backorders case.
In the numerical experiments, we obtain high performance for the ADP compared to a no-transshipment policy and other known heuristics. For a smaller instances wherein the optimal solution can be found, there is no significant difference between an optimal solution and the solution found by ADP in 99% of scenarios. For real-life sized problems, ADP gives high-quality solutions that achieve 92%-99% of the upper bound, as obtained through the deterministic demand problem. The observed performance of the policy for multi-location problems with different network configurations demonstrates the capabilities of ADP and suggests its usefulness for practical problems.
With a small modification, the policy can be applied to problems with non-negligible transshipment times.
Determining the optimal replenishment policy is considered a challenge for future research. y t = X M,z (x t , z t ) else take next post-decision state y t randomly; generate random demand vector d t ; calculate next pre-decision state x t+1 :
Appendix C. Results 
