We investigate two Stieltjes continued fractions given by the paperfolding sequence and the Rudin-Shapiro sequence. By explicitly describing certain subsequences of the convergents P n (x)/Q n (x) modulo 4, we give the formal power series expansions (modulo 4) of these two continued fractions. We prove that the formal power series expansions (modulo 4) are congruence to algebraic series in Z/4Z [[x]]. Thus, the coefficient sequences of the formal power series expansions are 2-automatic. Write Q n (x) = i≥0 a n,i x i . Then (Q n (x)) n≥0 defines a two-dimensional coefficient sequence (a n,i ) n,i≥0 . We prove that the coefficient sequences (a n,i mod 4) n≥0 introduced by both (Q n (x)) n≥0 and (P n (x)) n≥0 are 2-automatic for all i ≥ 0. Moreover, the pictures of these two dimensional coefficient sequences modulo 4 present a kind of self-similar phenomenon.
Introduction
In number theory, a fascinating topic is to discuss representations for real numbers. To understand a real number, especially an irrational number, we usually go for its base k representation, where k ≥ 2 is an integer. For example, the work of finding the decimal representation of π is still under going. Besides the decimal representation, people are also interesting in finding other representations for real numbers, such as the continued fraction expansions. One reason to do is that for some real number, like π or e, while it has irregular decimal expansion, its continued fraction expansion is elegant; see for example [14, 19] .
This motivates the study of describing the continued fraction expansions of relatively simple power series. A class of simple power series is the power series whose coefficient sequences are automatic sequences. Let u = (u n ) n≥0 be a sequence with values in F q . The Chirstol's theorem [10, 11] gives a sufficient and necessary condition of algebraicity for the formal power series f (x) = n≥0 u n x n and automaticity for the sequence u. Suppose that f (x) is algebraic over F q (x). Then u can be recognized as the base b expansion for the real number f (1/b) where 2 ≤ b < q is an integer. If u is a q-automatic sequence, then a deep result by Adamczewski and Bugeaud [1] showed that f (1/b) is either transcendental or rational. When f (1/b) is transcendental, in the study of the Diophantine properties of f (1/b), it is natural to ask if its continued fraction expansion has bounded partial quotients nor not. Van der Poorten and Shallit showed in [23] that S ∞ (1/2) consists of partial quotients 1 and 2, where S ∞ (x) = ∞ k=0 x 2 k satisfying the functional equation
Let t = t 0 t 1 t 2 . . . be the Thue-Morse sequence on {0, 1}. Its generating function f (x) = n≥0 t n x n satisfying the functional equation
Allouche and Shallit [4, Open problem 9, p. 403] asked whether the Thue-Morse constant τ T M = n≥0 t n 2 n+1 has bounded partial quotients. Bugeaud and Queffélec [9] showed that the continued fraction expansion of τ T M has infinitely many partial quotients equal to 4 or 5 and infinitely many partial quotients greater than or equal to 50. Badziahin and Zorin [5] proved that the Thue-Morse constant τ T M is not badly approximable. Namely, its the partial quotients is not bounded.
For the continued fraction expansions of algebraic elements f (x), there are not many results. Baum and Sweet [6] (and [7] ) gave an example of an algebraic element of degree 3 (and k) with a bounded (i.e. bounded degree) continued fraction expansion; the coefficient sequence of that algebraic series of degree 3 is now known as the Baum-Sweet sequence. In [3] , Allouche, Medés France and van de Poorten showed that functions given by certain infinite product have linear partial quotients. In [21, 22] , van de Poorten also studied continued fraction expansions for other infinite products. In 2016, Han [16] proved an analogue of Lagrange's theorem for Hankel continued fractions of quadratic power series on finite fields. Now we consider the continued fraction given an automatic sequence as the sequence of partial quotients. Bugeaud [8] showed that the continued fraction expansion for any algebraic number of degree at least three cannot be generated by a finite automaton. In this paper, we study the formal power expansions of two automatic Stieltjes continued fractions. We assign any finite word w = w 0 w 1 · · · w n ∈ {−1, 1} n+1 to the rational fraction
An infinite word a = a 0 a 1 a 2 · · · ∈ {−1, 1} ∞ defines an infinite Stieltjes continued fraction by
where a| n := a 0 a 1 · · · a n for all n ≥ 0. The fraction Stiel a| n (x) is called the nth convergent of Stiel a (x). For a detail discussion of Stieltjes continued fraction, see [24] . We denote by Stiel a the coefficient sequence of the formal power series expansion of Stiel a (x). Namely,
In [17] , Han and Hu proved that the Stieltjes continued fractions given by the Thue-Morse sequence and the period doubling sequence are algebraic over F 4 (x). Here, we investigate the paperfolding sequence p and Rudin-Shapiro sequence r. We show that the Stieltjes continued fractions Stiel p (x) and Stiel r (x) are both congruence to algebraic power series in F 4 [[x]] while modulo 4. Based on the result in [17] and our results, it is natural to ask that for any automatic sequence a on the alphabet {−1, 1}, whether Stiel a (x) modulo 4 is algebraic over F 4 (x).
Our main results are the following.
Main results.
(1) The Stieltjes continued fraction given by the paperfolding sequence is algebraic over F 4 (x). Precisely, Stiel p (x) ≡ 4 2x + (3x + 2x 3 The paper is organized as follows. In Section 2, we give the definition of k-automatic sequences and introduce the paperfolding sequence and Rudin-Shapiro sequence. In Section 3, we discuss the coefficient sequences for both the nominator and the denominator of the convergents. Visualizations of these coefficient sequences are also provided. In Section 4, we prove the algebraicity of Stiel p (x). In the last section, we investigate Stiel r (x).
Preliminary
Substitution and coding. Let A be a finite set, called an alphabet. The collection of all words on the alphabet A of length n is denoted by A n , where n ≥ 1 is an integer. In addition, let ε be the empty word and A 0 = {ε}. The set of all finite word is A * := ∪ n≥0 A n . The concatenation of two finite word w = w 0 w 1 · · · w n and v = v 0 v 1 · · · v m is the finite word wv = w 0 w 1 · · · w n v 0 v 1 · · · v m . The set A * together with concatenation becomes a monoid. A substitution is a morphism σ : A → A * which can be extended to A * . Let B be another alphabet. A morphism ρ : A * → B * is called a coding if ρ(a) ∈ B for all a ∈ A.
Automatic sequences. Let a = (a n ) n≥0 be an infinite sequence on an alphabet A. Let k ≥ 2 be an integer. The k-kernel of a is the set of subsequences K k (a) := (a k i n+j ) : i ≥ 0 and 0 ≤ j < k i .
The sequence a is k-automatic if and only if its k-kernel K k (a) is finite.
The following Christol's theorem says the coefficient sequence of algebraic formal power series is automatic. Theorem 2.1 (Christol et al. [11] ). Let (a n ) n≥0 be a sequence of elements in F p . Then n≥0 a n x n is algebraic over F p (x) if and only if (a n ) n≥0 is p-automatic. For our propose, we collect some known properties of k-automatic sequences in the following lemma; for details, see Theorem 5.4.1, Theorem 5.4.3, Corollary 5.4.5 and Theorem 6.8.1 in [4] . Lemma 2.2 (see [4] ). Let (a n ) n≥0 and (b n ) n≥0 be two k-automatic sequences with values in finite sets A and A respectively.
(1) If the sequence (d n ) n≥0 differs only in finitely many terms from (a n ) n≥0 , then (d n ) n≥0 is k-automatic. (2) Let ρ be a coding. Then (ρ(a n )) n≥0 is k-automatic.
(3) Let f : A × A → A be any function into the finite set A . Then the sequence (f (a n , b n )) n≥0 is k-automatic.
The next result can be used to deal with running sums and running products of k-automatic sequences. Lemma 2.3 (Theorem 2 in [2] ). Let A be an alphabet on which is defined an associative operation * . Let (x n ) n≥0 be a k-automatic sequence on A. Then sequence (y n := x n−1 * x n−2 * · · · * x 0 ) n≥1 is k-automatic.
The paperfolding sequence and the Rudin-Shapiro sequence are two well known 2-automatic sequences.
Paperfolding sequence. The paperfolding sequence p = (p n ) n≥0 on the alphabet {−1, 1} is defined as follows: p 0 = 1 and for all n ≥ 1,
The sequence can also be generated by using the substitution
That is p = lim n→∞ ρ(σ n (a)).
Rudin-Shapiro sequence. The Rudin-Shapiro sequence r = (r n ) n≥0 on the alphabet {−1, 1} is defined as follows: r 0 = 1 and for all n ≥ 1,
The sequence can also be generated by using the substitution σ rs : a → ab, b → ac, c → db, d → dc and the projection ρ rs : a → 1, b → 1, c → −1, d → −1. That is r = lim n→∞ ρ rs (σ n rs (a)). Hankel determinant. Let b = (b n ) n≥0 be an integer sequence. Then, for all n ≥ 1, the nth-order Hankel determinant of b is
Heilermann [18] gave the nice connection between the Stieltjes continued fraction and its Hankel determinant: for all n ≥ 1, H n (Stiel a ) = a n 0 (a 1 a 2 ) n−1 (a 3 a 4 ) n−2 . . . (a 2n−3 a 2n−2 ).
(2.1)
The Hankel determinants are expressed in the twice running product of a. Namely, letting b n = 2n i=0 a i for all n ≥ 0, then H n (Stiel a ) = n−1 i=0 b i . When a ∈ {−1, 1} ∞ is p-automatic, according to Lemma 2.3, the running product sequence ( n i=0 a i ) n≥0 is p-automatic. By Lemma 2.2 (4), its subsequence ( 2n i=0 a i ) n≥0 is also p-automatic. Using Lemma 2.3 again, one can see that (H n (Stiel a )) n≥1 is a pautomatic sequence on the alphabet {−1, 1}. Further, if a is a p-automatic sequence taking values in Z\{0}, then for any integer m ≥ 2,
• the sequence (H n (Stiel a ) mod m) n≥1 is p-automatic. Notations. We define for n ≥ 0,
x 2 i and for n ≥ 2,
We record several useful equalities in the following:
. Throughout the paper, we denote by '≡ m ' the congruence modulo m, where m ≥ 2 is an integer.
Coefficients of convergents
Let c = (c n ) n≥0 be an infinite sequence on the alphabet {−1, 1}. For all n ≥ 1, the nth convergent of Stiel c (x) is written by
. In addition, we define P c 0 (x) = c 0 x and Q c 0 (x) = 1. For simplicity, we shall use P n (x) and Q n (x) instead of P c n (x) and Q c n (x). This will not cause any misunderstanding, since we focus on one sequence at a time in different sections.
A basic relation between consecutive convergents is that for all n ≥ 1,
see for example [12, 24] . The sequences of polynomials (Q n (x)) n≥1 and (P n (x)) n≥1 share a same recurrence relation for n ≥ 2,
where F stands for P and Q. Given the initial condition F 0 (x), F 1 (x) ∈ Z[x], we investigate the sequence of polynomials (F n (x)) n≥0 satisfying the recurrence relation (3.2) . For all n ≥ 0, write
where a n,i ∈ Z for all i ≥ 0. In this way, the sequence (F n (x)) n≥0 defines the twodimensional sequence (a n,i ) n,i≥0 taking values in Z. Note that a n,i = 0 for all i > deg(F n ). For all n ≥ 0, the sequence (a n,i ) i≥0 is eventually constant.
Proof. From (3.2), for all n ≥ 2, one has a n,0 = a n−1,0 and for all i ≥ 1, a n,i = a n−1,i + c n a n−2,i−1 .
Therefore, a n,0 = a 1,0 for all n ≥ 0. This implies that (a n,0 ) n≥0 is p-automatic.
Using (3.4) n − 2 times, we have a n,1 = a n−1,1 + c n a n−2,0 = a n−1,1 + c n a 1,0 , a n−1,1 = a n−2,1 + c n−1 a n−3,0 = a n−2,1 + c n−1 a 1,0 , . . . a 3,1 = a 2,1 + c 3 a 1,0 .
Adding them up, we obtain that a n,1 = a 2,1 + a 1,0 n j=3 c j . According to Lemma 2.3, we obtain that ( n j=3 c j mod m) n≥3 is p-automatic. Therefore, (a n,i mod m) n≥3 is p-automatic and so is (a n,i mod m) n≥0 . Now suppose (a n,i mod m) n≥0 (i ≥ 1) is p-automatic. We show that (a n,i+1 mod m) n≥0 is also p-automatic. Using (3.4) as previous, we have a n,i+1 = a 2,i+1 + n j=3 c j a j−2,i .
Note that c is p-automatic and by the inductive hypothesis, we see that (a n,i mod m) n≥0 is p-automatic too. Then by Lemma 2.2 (3), their product (c j a j−2,i mod m) j≥3 is also p-automatic. Then by Lemma 2.3, the running sum sequence ( n j=3 c j a j−2,i mod m) n≥3 is p-automatic. According to Lemma 2.2 (1) and (2), the sequence (a n,i+1 mod m) n≥0 is p-automatic.
In the following, we focus on the two-dimensional coefficient sequences of (Q n (x)) n≥1 and (P n (x)) n≥1 .
3.1. Visualization of (a n,i ) n,i≥0 . Suppose that the two-dimensional sequence (a n,i ) n,i≥0 is given by (Q n (x)) n≥1 (or (P n (x)) n≥1 ) as in (3.3). Then we have -for all n ≥ 0, the sequence (a n,i ) i≥0 is eventually zero. Moreover, by Proposition 3.1, we see that for any m ≥ 2, -for all i ≥ 0, the sequence (a n,i mod m) n≥0 is p-automatic. The two-dimensional sequence (a n,i mod m) n,i≥0 also presents a kind of self-similar property. We visualize the two-dimensional sequence (a n,i ) n≥1,i≥0 in the following way:
• if a n,i = 1 (resp. 2, 3), then we plot a red (resp. green, blue) square at the position (n, i); • if a n,i = 1, then we plot a white square at the position (n, i). Namely, a square in white (resp. red, green, blue) at the position (n, i) indicates that the coefficient modulo 4 of the term x i in Q n (x) is 0 (resp. 1, 2, 3). Figure 1 and Figure  2 illustrate the two dimensional coefficient sequences (modulo 4) of (Q n (x)) n≥1 and (P n (x)) n≥1 for the paperfolding sequence and the Rudin-Shapiro sequence respectively. Remark 1. The white triangles in Figure 1 and 2 represent the block of zeros of (a n,i ) n≥1 while modulo 4. The occurrence of the triangular shape can be explained by (3.4) . Suppose a n,i ≡ 4 c ∈ Z/4Z for n 1 ≤ n ≤ n 1 + n 0 . That is we have a horizontal line segment of length n 0 +1 in only one color in the picture. Then p n a n−2,i−1 = a n,i −a n−1,i ≡ 4 0. Hence a n,i−1 ≡ 4 0 for n 1 − 1 ≤ n ≤ n 1 + n 0 − 2. Namely, blow the previous line segment, we have a white horizontal line segment of length n 0 . Note that the length of the new line segment 
Paperfolding sequence and its Stieltjes continued fraction
Let p be the paperfolding sequence on the alphabet {−1, 1}. Recall that
For all n ≥ 1, let P n (x)/Q n (x) := Stiel p| n (x) be the nth convergent of Stiel p (x), where P n (x) and Q n (x) are co-prime polynomials in Z[x]. In addition, we define P 0 (x) = p 0 x and Q 0 (x) = 1. For our propose, we introduce the other two sequences of polynomials
. The next result allows us to describe a subsequence of convergents.
Lemma 4.1. For all n ≥ 2 and = 1 or 2, we have
Proof. For n ≥ 2, using (3.1),
For the rest two equalities, we need the following decomposition structure of σ n (a) and σ n (c): 
So σ n (a) and σ n (c) differ only on the last digit. Moreover, the last digit of ρ(σ n (a)) is 1 while the last digit of ρ(σ n (c)) is −1. Therefore,
This fact yields that
. Now we obtain that for = 1 or 2,
(4.5)
Since p 2 n −1 = 1 for all n ≥ 1, we see To obtain the Stieltjes continued fraction Stiel p (x), we need the following subsequence of convergents.
. Proof. One can verify the case for n = 4. We assume that the above equalities hold for n − 1. Now we prove them for n. By the inductive hypothesis,
(2) It follows from (4.2) that
by (2.5)
(3) It follows from (4.1) that
by (2.3), (2.4), (2.5) (4) It follows from (4.1) that
(5) It follows from (4.4) that
(6) According to (4.4),
by (2.2) (7) It follows from (4.3) that,
by (2.2) By induction, the result holds from the above.
In the following we give the explicit expression of Stiel p (x) from its convergents. As we shall see later, the Stieltjes continued fraction Stiel p (x) is related to the generating function of Catalan numbers. The nth Catalan number is C n = 1 n+1 2n n . It is well known that the generating function φ(x) := n≥0 C n x n of the Catalan number satisfying φ(x) = 1 + xφ 2 (x);
(4.8) see for example [15, 20] . Solving the quadratic equation, one has Proof. From Lemma 4.2, we have Q 2 2 n −2 (x) ≡ 4 1. Using this fact, we obtain that
We need to calculate 2T ∞ (x) (mod 4), S 2 ∞ (x) (mod 4) and S ∞ (x) (mod 4). By Lemma 4.3, we have
Moreover, Eq. (4.11) yields that S ∞ (x) ≡ 2 xφ(x). So
To evaluate S ∞ (x) (mod 4), we use (4.12). Then
(4.13)
Now, combining (4.10) and (4.11), we have 5 a n x n where a i ∈ F 4 for all i ≥ 0. Then (a n ) n≥0 is 2-automatic.
Proof. According to Proposition 4.4 and Theorem 2.1, we see that (a n ) n≥0 is 2-automatic.
Rudin-Shapiro sequence and its Stieltjes continued fraction
Let r be the Rudin-Shapiro sequence over the alphabet {−1, 1}. Recall that the sequence can also be generated by the substitution
and then the projection
The next observation is useful while deducing the recurrence relation of the convergents.
Lemma 5.1. Let ι be the coding on {−1, 1} which maps 1 → −1 and −1 → 1. Then for all n ≥ 0, ρ rs (σ n rs (a)) = ι(ρ rs (σ n rs (d))) and ρ rs (σ n rs (b)) = ι(ρ rs (σ n rs (c))). Proof. It is clear that the result hold for n = 0. Now suppose the result hold for all n ≤ m. Since ρ rs (σ m+1 rs (a)) = ρ rs (σ m rs (a))ρ rs (σ m rs (b)) = ι(ρ rs (σ m rs (d)))ι(ρ rs (σ m rs (c))) by the induction hypothesis = ι(ρ rs (σ m rs (d))σ m rs (c))) = ι(ρ rs (σ m+1 rs (d))) which shows that the first equality in the statement holds for n = m + 1. The validity of the second equality for n = m + 1 follows in the same way. This proves the result.
To reduce the number of new notations, we redefine P , Q, P b , Q b . Let P n (x)/Q n (x) be the nth convergent of Stiel r (x). Namely, P n (x)/Q n (x) := Stiel r| n (x). In addition, for all n ≥ 2, we define P b 2 n −1 (x)/Q b 2 n −1 (x) := Stiel ρ(σ n (b)) (x). Since σ n rs (a) = σ n−1 rs (a)σ n−1 rs (b), for all n ≥ 2,
The relation of P , Q, P b , Q b are formalized in the following lemma.
Lemma 5.2. For all n ≥ 2 and = 1 or 2,
Proof. The equalities (5.1) and (5.2) follows from the fact that
.
Since σ n (b) = σ n−1 (a)σ n−1 (c), we have
= ι(σ n−1 (b)) (by Lemma 5.1) = (−r 2 n−1 )(−r 2 n−1 +1 ) . . . (−r 2 n −1 ). Therefore, To obtain the Stieltjes continued fraction Stiel r (x), we need at least one subsequence of convergents.
The initial values for j = 2 can be calculated directly. Now we suppose the result hold for j. We verify them for j + 1.
(1) By (5.2) and the induction hypothesis (2) and (10), we have
where the next to the last equality follows from the inductive hypothesis (4) and (14).
(3) By (5.2), 10) and (14), we obtain that
. by (2.5) and (2.4) (7) From the inductive hypothesis, we have
It follows from (5.1) and (5.5) that
. by (2.2) and (2.4) (9) By (5.4) and the inductive hypothesis,
(11) By (5.4) and the inductive hypothesis, 
by (2.3) and (2.4)
By (5.3) and the inductive hypothesis,
. The above show that the equations in odd numbers hold for h = j + 1. Based on these results, in the following, we deal with the equations in even numbers.
(2) By (5.2) and the equalities (1), (3), (9) and (13) for j + 1, we obtain that
(4) By (5.2) and the equalities (1), (3), (11) and (15) for j + 1, we obtain that (5), (7), (9) and (13) for j + 1, we have 
. by (2.4) (8) By (5.1) and the equalities (5), (7) , (11) and (15) for j + 1, we have 
(12) By (5.4) and the equalities (1), (3), (11) and (15) for j + 1, we have 3) and the equalities (5), (7) , (9) and (13) for j + 1, we have With the help of such subsequence of convergents, we are able to show the following congruence relation. Proof. According to Proposition 5.4 and Theorem 2.1, we see that (b n ) n≥0 is 2-automatic.
