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ABSTRACT 
Recent trends in agricultural industry indicate that automatic guidance of agricultural 
machines is indispensable for precision farming. The purpose of automatic guidance is to 
make the machine follow a prescribed path. A successful guidance system must be able to 
control the position of the machine to within a few centimeters. 
This study used two of the powerful software for design and analysis of mechanical 
and control systems, DADS and MATLAB. Also a Fortran code was written for the purpose 
of PMF system identification. 
First, DADS was used to model and perform tractor dynamic analysis. DADS 
animation feature was utilized to observe the behavior of the model under different 
maneuvers, lane change and semi-circular shaped maneuvers. In addition, numeric 
simulation results were obtained through DADS graph. Then, the PMF parameter estimation 
technique was used to obtain tractor linear models out of the nonlinear DADS model. The 
linear models were then used within MATLAB environment to design a tractor steering FID 
controller. 
The DADS model was able to predict lane change and semi-circular shaped 
maneuvers on a horizontal plane trajectory. Parameter sensitivity analysis was performed 
for the tire-soil model within DADS. No single parameter had a significant effect on 
predicted trajectory. 
The PID controller was designed using MATLAB. It was able to cause the 
tractor follow the desired path, by controlling the lateral displacement and the heading angle. 
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CHAPTER 1 
INTRODUCTION 
Future productivity of field machines is unlikely to result from further increase in 
machine size. Consequently the efficiency at which tasks are performed will increase. 
During the past decades field machinery has become larger and faster. The speed of new 
equipment is leading to operator problems. The operator is reaching the limits of unassisted 
control of equipment. Moreover, there is a trend to plant rows at the same location and 
rebuild the ridges in the same location every year for an effective ridge-till system (Choi, 
1988). Also there is a need to reduce soil compaction, potentially resulting from wheel 
traffic of agricultural vehicles, by controlled travel (Dumas et al., 1973). Further more, there 
is a need for machine guidance through hazardous areas and material distribution along preset 
routes. All the above factors show the need for an effective control system for field 
machines. The agricultural tractor is indispensable for machine operations. Based on the 
need for improved tractor performance in the field, this study will focus on the development 
of a guidance system for the agricultural tractor. Tractor dynamics have a large effects on the 
design of a guidance system. The behavior of the tractor dynamics will be analyzed by using 
a Dynamic Analysis and Design System, DADS, program. 
This research will be built on research completed by Ge (1987). In that work a simple 
bicycle model for a tractor was analyzed. Ge (1987) used vehicle yaw as the output variable. 
The lateral displacement deviations were ignored and were found to be unacceptably large. 
Choi (1988) developed a model for tractor guidance that limited the rate of change of steering 
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wheel angular velocity. He found that the deviations from the intended path were often 500 
mm and would not be acceptable for any tillage or seeding operation. Noh (1990) applied 
adaptive control to the tractor guidance problem. 
This work will introduce the heading angle and lateral displacement, for the design of 
a guidance system, to determine the tractor position in the X, Y plane. The Poisson Moment 
Functional, PMF will be used for model parameter estimation, due to its superior immunity 
to noise (Saha and Rao. 1983). For dynamic analysis, the DADS program will be used to 
simulate the behavior of the system relative to steering input. Lane change and semicircle 
maneuvers will be considered for trajectory simulation. Field testing is a very important part 
for simulation results verification. Unfortimately, no money was available for the extensive 
range of testing required to cover the spectrum of the conditions that could be mimicked by 
DADS. 
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CHAPTER 2 
OBJECTIVES 
Tlie objectives of this research were to: 
1. Create a computer model of an agricultural tractor using the Dynamic Analysis and 
Design System (DADS) program. 
2. Run the DADS model to simulate tractor trajectories for lane change and circular 
shaped maneuvers. 
3. Perform a sensitivity analysis of the soil model with respect to each soil model 
parameter. 
4. Identify the steering angle vs. heading rate and lateral displacement using DADS 
results v^dth respect to three soil types. 
5. Develop a PMF procedure for parameter estimation of the coefficients in an adequate 
linear model that could be used for designing a controller. 
6. Use MATLAB to design a PID controller for the tractor. 
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CHAPTERS 
LITERATURE REVIEW 
Tractor Guidance 
Recently researchers have given considerable attention to the tractor guidance 
problem. Young et al. (1983) developed two algorithm one is speed dependent and the other 
is not speed dependent. The speed was found to be a major factor affecting the steering 
accuracy. Tennes and Murphy (1984) have reached the same conclusion. Smith et al. (1985) 
introduced a control algorithm for guiding tractor implement combinations such that the 
implement follow a predetermined path. Simulation results indicated that absolute position 
error generally decreased as steering gain factor increased and guidance stability is 
dependent on the magnitude of the steering gain factor. Ge (1987) developed a PID 
controller for a simple tractor bicycle model for a tractor. He used vehicle yaw as the output 
variable. Choi (1988) introduced a model for a tractor guidance that limits the rate of change 
of steering wheel angular velocity. He stated that the position sensing device was inaccurate. 
Noh (1990) applied adaptive control to the tractor guidance problem. The use of adaptive 
control might be considered expensive in an agricultural industry. Lsidori (1995) used robust 
control to develop a vehicle guidance system that reacts immediately to a step input and 
keeps the yaw rate and side slip small. 
Dynamic Analysis 
Tractor dynamic simulation is very useful in developing a guidance system. For large 
scale dynamic applications, the equation formulation step task is time consuming and 
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complicated. Furthermore, solution of the equations of dynamics involve the integration of 
mixed differential-algebraic equations Haug (1989). Computer simulation has proved to be a 
valuable tool in many applications. Automation of computation for multibody system 
dynamic analysis is required to obtain a general purpose application software capability (Xie, 
1991). A large scale kinematics and dynamics analysis computer code, called Dynamics 
Analysis And Design System, DADS, is available for kinematics and dynamic analysis of 
planar and spatial systems. Vanderploeg et al. (1984) showed the efficiency of using DADS 
to model a vehicle suspension system. Haug and MacCullough (1986) demonstrated the 
computational efficiency of using the superelement model. 
System Identification 
In general, realistic models are nonlinear and solving nonlinear dynamic equations is 
very difficult. In many control problems the concern is to keep the system at an equilibrium 
point. For this reason, the nonlinear system behavior can be approximated by a linear model 
for small signal around the equilibrium. An adequate model that describes the system's 
motion is essential for the design of controls systems. The process of constructing models 
and estimating unknown plant parameters from experimental data is called system 
identification. In science, one seeks to develop models of nature as it is; in control, one seeks 
to develop models of the dynamics adequate to apply external inputs that will change those 
dynamics to be stable and otherwise desirable (Franklin, 1990). The technique of modeling 
encompasses much more than solving differential equations. Modeling practitioners need to 
be familiar with a wide variety of mathematical specialties, and computer science (Foster, 
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1991). In system identification the task is to develop a valid mathematical model capable of 
describing the essential properties of the system. The field of system identification is 
currently in a state of rapid development. Significant contributions have been made in the 
past few years by researchers fi^om diverse fields in engineering and mathematics. One of the 
recently developed methods is the Poisson Moment Functional, PMF, approach for parameter 
identification. This method will be used in this study for linear, lumped parameter, 
continuous models. The objectives here are to develop a PMF algorithm for parameter 
estimation and to evaluate the performance of the PMF algorithm by using models of known 
parameters. 
Control Design 
Control engineering is an important part of the design process of many dynamic 
systems. The purpose of control is to aid the product or process to achieve a desired goal. 
The design of a control system involves changing of system parameters and/or addition of 
subsystems to achieve certain desired system characteristics (Phillipe and Harvor, 1990). 
Feedback is used to stabilize an unstable system, reduce the error due to distiu-bance input, 
reduce tracking error while following a command input, and reduce sensitivity of a closed 
loop transfer flmction to small variations in the internal system parameters (Franklin et al, 
1994). It is highly important for the design engineer to use the available computer aided 
design packages to assist in the analysis, design, and simulation of control systems. 
MATLAB is a high performance interactive software tool for engineering numerical analysis 
and scientific computation. MATLAB has been widely adopted by control engineering 
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community (D'Azzo and Houpis, 1995). Utilization of such software as MATLAB expedites 
the design process and eliminates tedious hand calculations. The graphics and interactive 
capabilities of MATLAB allows the designer to see changes in system performance in real 
time and try a number of designs quickly in order to select a design that best meets the 
required system performance. 
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CHAPTER 4 
DYNAMIC ANALYSIS AND DESIGN SYSTEM MODEL 
Computer simulation has proved to be a valuable tool in many applications. A large 
scale kinematics and dynamics analysis computer code, called Dynamics Analysis And 
Design System, DADS, is available for kinematics and dynamic analysis of planar and spatial 
systems. 
DADS Areas of Applications 
1. Prediction of system behavior before a design is fabricated. 
2. Performance of parametric trade off studies to explore several design altematives. 
3. Study of existing design to understand design errors and problems. 
4. Prediction of system behavior where testing is either too dangerous or expensive. 
DADS Modeling Technique 
The Dynamic Analysis and Design, DADS, package is used to predict the behavior of 
single or multibody mechanical systems. First, the model data is entered and organized into 
simple predefined groups through a graphical interface. Then, mathematical equations are 
formed internally and solved using efficient and stable algorithms. Position, velocity, 
acceleration and reaction forces are predicted for all the parts in the model. Finally, the 
analysis results can be smdied with the graph module by making plots or by animating the 
results to visualize the total system behavior. 
Concepmally, a model consists of body location and orientation information, joints, 
forces and/or constraints, and geometry. These flmdamental pieces of data make up the 
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model description and are used to create the mathematical equations for the problem at hand 
(DADS User's Manual, 1991). 
Dynamic Analysis Module 
The Dynamic module solves a system of differential algebraic equations with a 
positive number of degrees of freedom and numerically integrates them to determine the 
position, velocity, and acceleration of all bodies (DADS User's Manual, 1991). 
DADS Tractor Model 
The tractor model for DADS consists of, main chassis body, four wheels with tires, 
front axle, and front pivot as shown in Figure 4.1. The model has a forward velocity of 3 
m/s. A steering curve data (time vs. steering angle) is used to drive the model along a road 
profile. 
Building a Model with DADS 
DADS is driven by menus and buttons that help through the steps needed to create a 
model. View windows are useful in the process of building a model. Model errors can be 
detected visually and corrected before running any simulation. Geometry is used primarily to 
aid in visualizing the model during creation and animation. It can be added before or after 
simulation. First, the mechanism bodies are created by the body menu. Then, joint and 
force elements are attached to a body using triads. A more detailed description of the 
required inputs is given in the DADS User's Manual (1991). The DADS main program 
allows the creation of the system analysis type, data elements, body elements, and curve 
elements. 
Figure 4.1: Tractor DADS model 
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The system data element defines the type of analysis (static, assembly, dynamic, 
inverse dynamic, or kinematic) to be performed and sets the system analysis parameters. 
Specifically, values are required for the type of analysis desired, the system of units, the 
starting and ending times, the value and direction of gravity, the type of matrix operations, 
the assembly tolerances, and the desired reference frame. 
Dynamic data element defines the parameters needed to perform a dynamic analysis. 
Values are required for reaction force reference firame, method of integration, maximum 
integration step size, and tolerances on constraint violation and maximum integration error. 
The body element allows the user to define a rigid or flexible body. The mass, center 
of gravity, and inertial properties of the body are required, as well as the type of angular units 
desired. A flag must also be set to specify whether or not the body is attached to a 
superelement, which is a subsystem that occurs possibly more than once within a mechanical 
system (Hutchens, 1993). The superelement makes the integration process of a large set of 
generalized coordinates, produced by programs like DADS, very efficient. 
The curve element allows the user to define the characteristics of a linear or nonlinear 
relationship that will guide the behavior of another element. For example, the steering angle 
profile of a vehicle may be specified using a curve element. 
The road element defines the ground profile and is used for vehicle analyses 
involving tire or track models. The user may define ground height (Z) as a function of 
longitudinal position (Y). Level ground may be specified by setting Z equal to zero for all 
values of Y. When using the road profile element, seven parameters defining the properties 
12 
of the ground profile must be specified. These include a frictional coefBcient, cohesive 
coefficient, exponent of deformation, soil cohesion, soil internal Motion angle, initial shear 
stiffiiess coefficient, and soil damping. 
Ground surface type , (soil, simple or hard), is determined by the tire element. For an 
agricultural tractor, fiiction coefficient, rolling resistance and the cone index must be 
supplied for a particular soil type(Wong, 1993). Tire parameters that need to be specified 
are; vertical stifBiess, damping constant, and comering stiffiiess. 
Other data that need to be specified for DADS are body masses and chassis moments 
of inertia. Appendix A contains DADS input data and part of the definition file that contains 
the necessary inputs for DADS program. 
DADS Simulation Results 
Lane Change Maneuver 
A sinusoidal steering angle profile shown in Figure 4.2 was input to the DADS 
model. The profile had a firequency of 1/6 Hz, time span 6 seconds, and a magnitude 0.5 rad. 
The resulting trajectory plot was a lane change in Figure 4.3. In order to get a symmetric 
lane change the sinusoidal steering angle input was modified as indicated in Figure 4.2, and 
the resulting DADS trajectory is a symmetric lane change in Figure 4.3. DADS Graphic 
Environment, DGE, module allows the creation of geometry files for each part of the model. 
These files contain the information needed to produce and display an animation of DADS 
model. Figure 4.4 shows sample of animation frames m a 3-D view of the tractor and the tire 
angles during the lane change path. 
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Circular Maneuver 
For the circular maneuver a step input profile of magnitude 0.5 rad was used for the 
steering angle as shown by Figure 4.1. Figure 4.5 depicts some animation frames for the 
circular shaped maneuver. Figure 4.6 displays the trajectory for the same tractor path. From 
DADS colored hard copies and movie files of the circular maneuver could be produced by 
using DADS graphic environment. 
A 
Figure 4.5. Animation frames of a tractor path for a circular shaped maneuver 
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Figure 4.6: Circular shaped trajectory for a step input steering angle 
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Tractor Dynamic Analysis 
This section presents modeling and analysis of an agricultural tractor using DADS. 
The objective of this analysis is to predict the motion of the tractor in response to steering 
input. For a lane change maneuver the dynamic response of the tractor is analyzed by 
imposing a constant forward velocity, 3 m/s. Figures 4.7 and 4.8 show the lateral acceleration 
and vertical acceleration of the tractor DADS model. Figure 4.8 shows the vertical 
acceleration of the chassis versus time. As the simulation progresses the damping coefficient 
in tires reduces the acceleration in the z-direction. 
The pitch, roll, and yaw of the tractor in lane change are plotted in Figures 4.9,4.10, 
and 4. II respectively. For pitch motion, Figxire 4.9 depicts the pitch settling down to about 
0.05 rad/s. It is clear from this that at low speed the tractor is in no danger of pitch 
instability. From Figure 4.10 , the roll motion of the tractor has settled to within 0.08 rad/s. 
As in the pitch case the tractor is in no danger of roll over. For the yaw motion, Figure 4.11, 
the maximum rate is 0.4 rad/s, which is expected for the lateral displacement occurring 
during a lane change maneuver. For the circular path an initial speed of 3 m/s is used with 
the step steering input of Figure 4.1. The chassis local forward velocity versus time is 
constant in the lane change maneuver. 3 m/s, and it goes to zero in the circular shaped 
maneuver as no driver was supplied to sustain the initial forward velocity. 
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Figure 4.8: Vertical acceleration for a lane change at 3 ro/s 
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CHAPTERS 
SENSITIVITY ANALYSIS 
DADS Tire-Soil Model 
A sensitivity analysis of the variables contained in the tire element for the DADS soil 
model was performed in order to determine the effect of each on predicted trajectory. Three 
of the soil-tire parameters were individually varied and three different soil types were 
examined. For tire-soil interaction DADS uses the Brixius model (Brixius, 1987). 
Brixius developed equations to predict the tractive performance of tires operating in 
cohesive-firictional soils. He used dimensional analysis to describe the tire-soil system. The 
wheel numeric, Cn=C|bd/W. the deflection ratio, 5r=d/h, and the width to diameter ratio, b/d, 
are combined in one parameter. Bn, called the mobility number. Definitions for these 
parameters are shown on Appendix A. 
The mobility number is used in the equations to predict the combined effect of the 
soil-tire parameters on tractive performance. The DADS program adopted the soil-tire model 
developed by Brixius (1987). The effects of soil cohesion and friction parameters are not 
apparent in the Brixius model. This makes the DADS program disregard the effects of, soil 
exponent, angle of intemal friction, cohesion modulus, and soil cohesion. On the other hand, 
using the Brixius model makes the soil cone index, coefficient of rolling resistance and 
coefficient of friction the important parameters in tire-soil model equations. These three 
parameters are used for soil sensitivity analysis. 
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Soil Sensitivity Analysis 
For the sensitivity analysis, the three types of soils considered are sandy soil, soft soil, 
and firm soil (Brixius. 1987). Each soil parameter was varied individually by increasing and 
decreasing its value relative to a baseline. The baseline values of the parameters are those 
representing a soft soil, e.g. after disking plowed ground. The extremes are loose sandy soil 
and firm soil. All analyses were performed on a lane change maneuver using the sinusoidal-
shaped, modified, steering angle input profile shown in Figiire 4.1. The trajectories for the 
three soils are shown Figure 5.1. 
The soil parameters were varied individually in two different ways. First, each parameter 
was changed to 80% and 120% of the soft soil values. Each simulation run was made with 
only one of the three parameters varied, all others remained at the baseline soft soil values. 
Three parameters, each varied at 80% and 120% of the baseline, produced six simulation runs 
The results, shown as a percentage change of predicted trajectory for each parameter, are 
given in Table 5.1. The percentage change was calculated using the final X coordinate of the 
predicted trajectory. The predicted trajectory on soft soil was used as the standard. The 
trajectories for varying the parameters are given in Figures 5.2, 5.3, and 5.4. For all three 
parameters, a +20% change had a much less than 4 % change in the trajectory predicted by 
the model. From Table 5.2, the variables that caused the largest change in the predicted 
trajectory are, rolling resistance coefficient, Cr, and cone index, C]. The other parameter, 
coefficient of fnction, Cf, shows less than 1% change in trajectory for a +20% change. 
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Since physically the coefficient of fidction, Cp, can not exceed 1.0, only two 
parameters, roiling resistance coefficient and cone index, were varied at +100% and +150% 
of the baseline, produced four simulation runs. The results, shown as a percentage change 
predicted trajectory for each parameter, are given in Table 5.3. The percentage change was 
calculated using the final X coordinate of the predicted trajectory. The predicted trajectory 
on soft soil was used as the standard. The trajectories for varying the parameters are given in 
Figures 5.5. 5.6, and 5.7. For the rolling resistance coefficient and cone index, a +100% and 
+150% changes had a less than 6 % change in the trajectory predicted by the model. Table 
5.4 and Figure 5.7 show the simulation results when two parameters were varied while the 
third parameter remained at the base value. 
Table 5.1. Baseline values and result. 
Parameter Baseline Value Final X value m 
Cf 0.88 -8.43409 
c. 0.04 -8.43409 
C| N/m" 500000 -8.43409 
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Table 5.2. Percentage change in predicted lane change trajectory due to a change in 
parameter values. 
Parameter +20 % Final X value -20 % Final X value 
Value % change Value % change 
Cf 1.00 0.654 0.704 -0.613 
Cr 0.048 -1.61 0.032 3.136 
C,,N/m^ 600000 -1.556 400000 2.443 
Table 5.3. Percentage change in predicted lane change trajectory due to a change in 
parameter values. 
Parameter +100 % 
Value 
Final X value 
% change 
+150 % value Final X value 
% change 
cr 0.08 -2.638 0.10 -2.777 
C,, N/m^ 1000000 -4.607 1250000 -5.554 
Table 5.4. Percentage change in predicted lane change trajectory due to changes in parameter 
values. 
Parameter Cf Cr Cr C, N/m' Cf 
-20 % of base Value 0.704 0.032 0.032 400000 0.704 
Final X value % change 1.96 5.48 
Final X value % change 1.12 
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Soft soil 
Clay soil 
Sandy soil 
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Figure 5.1: Trajectories for the three soils; soft soil, heavy clay soil, and dry sand soil 
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Figure 5^; Trajectory for ±20% change in Cr-
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Figure 5.3: Trajectory for ±20% change in Cj 
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Figure 5.4: Trajectory for ±20% change in Cf 
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Reference soil 
+100% C„ value 
+150% C„ value 
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Figure 5.5: Trajectory for +100% and +150% change in Q. 
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Figure 5.6: Trajectory for +100% and +150% change in Cj 
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Figure 5.7: Trajectories for two parameters change in {Cp Cj, Cf} 
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CHAPTER 6 
SYSTEM IDENTTFICATION 
One of the recently developed methods for system identification is the Poisson Moment 
Functional, PMF, approach for parameter identification. This method will be used in this study 
for linear lumped continuous models. The objectives here are to develop a PMF algorithm for 
parameter estimation and to evaluate the performance of the PMF algorithm by using models of 
known parameters. 
PMF Continuous Model Identification 
The main problem of continuous model identification, CMI, is the need to know the 
time derivatives of the input-output data, which in practice contain noise. CMI algorithms, 
involving generation of time derivatives of process sigmils either physically or by computation, 
are good only in deterministic situations and remain satisfactory if the noise level in the 
measured input-output data is low. This situation has encouraged researchers to develop 
methods having resistance to noise. One of these methods is PMF method (Sinha and Rao, 
1990). The mathematical basis of the PMF method may be traced into the theory of 
generalized fimctions or distributions (Saha and Rao, 1984). A signal y(t), te(0,tf) is treated as a 
distribution or generalized function and expanded about a time t^ in the following exponentially 
weighted series. 
yd) = sr.. {yOn 
where 6''(t-to) is the kth generalized time derivative of an impulse distribution occurring at t=to. 
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Mk {y(t)} = yl = !o yCO Pk (to - t)dt 6.1 
P k ( t c ) =  P l  =  
k! 
X is a positive real number, Pk° is the kth order Poisson pulse function at to. The output 
is called the kth PMF of y(t) at t=to (Faiiman and Shen, 1970). 
yic° can be seen as the output due the input y(t) at to, of the (k+l)th stage of a cascade filter with 
identical stages (Figure 6.1) each element has a transfer function of the form l/(s+A,). 
For X=1 the PFC are called state variables, A.=0 corresponds to pure integrators. 
In mathematical terms. 
K u )  = ,  '  . . I  p,(h-m 
+ A.) 
To prove this, take the Laplace transfomi of equation 6.1. 
W = dt) 
Let = 
k\ 
••• rk{s) = t{\';y(t)g{t,-t)dt} 
6.2 
6.4 
6.3 
Using Laplace transform convolution property equation 6.4 becomes. 
}iis) = y(s)Gis) = Gis)ns) 6.5 
Now let T=to-t and substitute in equation 6.3. 
Using Laplace transform Tables 
37 
l/(s+X) l/Cs+A.) 
r 
l/(s+A.) Yk 
1st stage yo 2nd stag yj (k+l)th stage y^ 
Figure 6.1: Poisson Filter Chain, PFC. 
ig(T) = G(s) = 
( 5  + a )  *+I 
••• }i(s) = 1 •Y(s) (5 +a)**' 
PMF Algorithmic Formulation. 
Q.E.D 
Derivation of the PMF algorithm equations for the models that will be considered in the study. 
1) 1st order model 
y'+aoy=bou 
Now take the PMF transformation (Appendix B, B.l) to get 
yk.i-a.yk+aoyk=boufc 
Rearrange to obtain 
aoyk-bouk=^yk-yk-i 
For this 1st order model we have two unknown parameters, ao and bo-
From the last equation by varying k, we will have a system of two equations. With X=l and 
k=2,3 
>2 - y i '  W >1 - y o "  
.yj - y i .  .''o. y2 - y i .  
2) 2nd order system without numerator dynamics 
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y"+aiy'+aoy=bou 
Taking the PMF transfonnation 
yk-2-^yk-i+^vk+ai(yk-r^yk)+aoyk=bouic 
rearrange to get 
-ai(yk-i->-yk)+bouk=yk.2-a.yk.,+xvk 
For k=2,3,4 and A.=l we get the following system of equations. 
' ( y 2  - y i ) - y 2 ' u 2  
( y 3 - y 2 ) - y 3 ' u 3  
(y4 -y3)-y4>u4. 
y o - 2 y , + y 2  
y i  - 2 y 2 + y 3  
y 2 - 2 y 3 + y 4 ^  
3) 2nd order system with numerator dynamics 
y"+a,y'+aoy=b,u'+bou 
Taking the PMF transformation 
yk-2-^yk-i+^vk+ai(yk-r^yk)+aoyk=bi(uk.r^ufe)+bouk 
rearrange to get 
-ai(yk-r>-yk)+aoyk+b,(ufc.ra.uk)+bouk=yk.2-x,yk.,+xvk 
For k=2,3,4 and A.=l we get the following system of equations. 
'(y2 -yi)-y2'(u2 -u.XUj" "a, • >0 -2y, H-yz' 
(y3 -y2)-y3>(u3 -UjXUj ao Yi -2y2 +y3 
(y4 -y3)-y4'(u4 -UjXu^ b, -2y3+y4 
(Ys -y4)-ys.(u5 -U4),U5_ >0. Vi -2y4+y3. 
4) 3rd order system without numerator dynamics 
y"'+a2y"+a,y'+aoy=bou 
Taking the PMF transformation 
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yk-3-3x,yk.2+3xvk4-^vk-<^2(yk-2-^yk-i+^vk)+a,(yk.r^yk)^^yk=bouk 
rearrange to get 
-a2(yk-2-^yk-i+^vk)-ai(yk-r>'yk)-aoyk+bouk=yk.3-3xyk.2+3a.vk-r^vk 
For k=3,4,5,6 and X=1 we get the following system of equations. 
" ( y i - 2 y 2  + y 3 ) - y 2 ' ( y 2 - y i ) . u 2 f y o - 3 y i  + 3 y j - y j "  
(ya-2y3+y4) , -y3, (y3-yjXuj  a ,  ^  y , -3y2+3y3-y,  
(y^-2y4+ys) , -y4, (y4-y3) ,U4 ao yz-3y3+3y4-yj  
. (y4 -2ys +y6)-y5.(y5 -y4XusjLt'oJ IVi -^Va +3ys -y6_ 
5) 3rd order system with numerator dynamics 
y"'+a2y"+aiy'+aoy=biu'+bou 
Taking the PMF transformation 
yk.3-3a.yk.2+3x.vk-r^^yk'^2(yk-2"^yk-l'^^vk)^l(yk-r^yk)'*^yk~^l(^k-l"^^k)+''ouk 
rearrange to get 
-a2(yk-2-^yk-i+^vk)-ai(yk.r>'yk)-aoyk+bi(uk.,->.uk)+bouk=yk.3-3>.yk.2+3xvk-r>-vk 
For k=3,4,5,6 and X.=l we get the following system of equations. 
(y.  -2y2 +y3),(y2 -yi)-y2'(ui -U2XU2 a2 yo -3y, +3y2 -y3 
(y2 -2y3 +y4),(y3 -yzX-ys'K -U3)'U3 a, Vi -3y2 +3y3 -y4 
(ya ~ 2 y ,  +y5),(y4 -y3)-y4.(u3 -U4),U4 ao = yi -3y3 +3y4 -ys 
(y4 -2y5+yJ,(y5 -y4)-ys.K -UsXUj b, -3y4 +3y5 -y6 
(y5 --2ys +y7),(y6 -y5)-y6.(us >0. y* -3yj+3y6 - V i  
Figure 6.2 and Figure 6.3 indicate the structure and the computational flow of the 
general PMF parameter identification approach about a single instant of time, to. 
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t=ti 
Stop 
Input Output 
Start 
Parameters 
Linear system solver 
Form AX=B 
PMF transformation 
Input system info 
Select system model 
Figure 6.2: PMF system identification technique. 
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l/(s+X) 
l/(s+X) 
System Model 
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uk 
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l/(s+^) 
l/(s+A.) 
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AX=B 
Linear system solver 
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Figure 6.3: PMF parameter estimation algorithm. 
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Time Domain and s Domain CoefiBcients, Zero Initial Conditions 
For zero initial conditions the PMF method directly gives the coefBcients of the s-
domain transfer fimction. To illustrate this, consider the following. 
1- 1st order model 
y'-i-aoy=bou 
Taking the Laplace transform of this with zero initial conditions we get 
Y(s)+aoY(s)=boU(s) 
or 
Y(s). bp 
U(s) s + ao 
This shows that the coeflBcients of the time domain function, a© and bg are the same for the s-
domain transfer function. 
2- 2nd order model 
y"+aiy'+a(,y=bou 
Similarly after taking Laplace transform of this with zero initial conditions we obtain. 
Y(s) bp 
U(s) s^+a,s + ao 
3- 2nd order model with numerator dynamics 
y"+a,y'+aoy=b,u'+boU 
similarly we get 
Y(s)_ b,s + bo 
U(s) s^+a,s + ao 
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4- 3rd order model without numerator dynamics 
y"'+a2y"+aiy'"'^y=bou 
Similarly we get 
Y(s) _ bp 
U(s) +a2S^+a,s + ao 
5- 3rd order model with numerator dynamics 
y"'+a2y"+aiy'+aoy=bi u'+bflu 
Similarly we get 
Y(s)_ biS-t-bp 
U(s) s^+a2S^+a,s + ao 
Program Description 
The PMF parameter estimation FORTRAN program is composed of seven 
subprograms. Each subprogram performs a specific task. The program listing are in Appendix 
B. Below is a brief description of each program. 
Main Program 
It communicates with the different subprograms and writes the parameters to the screen. 
Subroutine Model 
This subroutine allows the user to select a particular model out of the five models 
considered in this study. 
Subroutine Indat 
It reads in the system input data. 
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Subroutine PMF 
This subroutine perfonns the PMF transformation and formulates the linear system of 
equations out of the PMF transformation. 
Subroutine Interv 
This subroutine generates the PMF output of the output signal 
Subroutine IntEJU 
This subroutine generates the PMF output of the input signal 
Subroutine Linsvs 
This subroutine uses Gaussian elimination procedure to solve the linear system of 
equations. 
Examples of PMF Parameter Estimation 
To evaluate the performance of the continuous time parameter estimation algorithm, the 
following examples are used. These examples are for models of known parameters. The 
parameters obtained by the PMF are compared to the actual model parameters to check the 
performance of the PMF algorithm. Five types of models are tested. 
I. 1st order model. 
n. 2nd order model without mmierator dynamics. 
ni. 2nd order model with 1st order numerator dynamics. 
rV. 3rd order model without numerator dynamics. 
V. 3rd order model with 1st order numerator dynamics. 
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Table 6.1 shows the actual model parameters for the five cases mentioned above, where 
the a's and b's are the coefiBcients of the model variables.Table 6.2 depicts the PMF algorithm 
parameter output for the five cases, where the a's and b's are the coefficients of the model 
variables. Table 6.3 presents the generic representation for the five models under consideration. 
Table 6.1: Model parameters, for five cases. 
Model ^2 ai ao bi bo 
I N/A N/A 4 N/A 4 
U N/A 4 3 N/A 1 
in N/A 1.5 0.5 1 2 
IV 6 11 6 N/A 1 
V 6 11 6 1 0.5 
Table 6.2: Model parameters, estimated by PMF. 
Model a2 ai ao b, bo 
I N/A N/A 3.999987 N/A 3.999990 1.5 
n N/A 4.000007 3.000001 N/A 1.0000001 1.7 
m N/A 1.500799 0.500067 0.999983 2.000926 2.0 
IV 5.999794 11.00045 5.999077 N/A 0.999989 1.8 
V 6.000379 11.00415 6.009350 0.999915 0.500961 4.1 
Table 6.3: generic models representation. 
Model order Model Type 
1st y'+aoy=bou 
2nd y"+aiy'+aoy=bou 
2nd y"+aiy'+aoy=b,u'+bou 
3rd y"'+a2y"+aiy'+aoy=bou 
3rd y"'+a2y"+a,y'-i-aoy=b,u'+bou 
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Table 6.4 shows the input and output signals for the models in Table 6.3. When the 
ouput signals contain white measurement noise the PMF was able to produce effective 
parameter estimates as dipicted by Table 6.5. The measure of the noise in the output signals is 
determined by, noise to signal ratio, NSR. 
NSR is defined as (signal variance)/(noise variance). 
Table 6.4: Input and output signals for the models in Table 6.3. 
Model order Input signal Output signal 
1st U=1 y=l-e'^' 
2nd U=1 y=(e"-3e'*+2)/6 
2nd u=0.5t^ y=2e"'-24e'"''+2t"-10t+22 
3rd u=l y=(3e"^-3eV+l)/6 
3rd u=t'^ y=( 1 OSe^-S I e"^-20e"''+l 8t^-6t-47)/216 
Table 6.5: Model parameters fi-om white noise, estimated by PMF. 
Model % ai ao bi bo to NSR 
I N/A N/A 4.00131 N/A 4.00316 2.0 0.17 
n N/A 4.05457 3.04061 N/A 1.01535 5.0 0.07 
m N/A 1.48902 0.49501 1.00314 1.98196 6.0 0.25 
IV 6.09252 11.2673 6.32792 N/A 0.999989 8.0 0.06 
V 6.28477 11.5017 6.32792 1.04524 0.527506 9.0 0.08 
Based on the above results the PMF algorithm will be used for tractor steering angle 
versus heading angle and lateral displacement identification to determine a set of possible 
transfer function representations. A particular model order will be selected for tractor guidance 
system design using MATLAB computer aided design package. 
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CHAPTER? 
TRANSFER FUNCTION DETERMINATION 
The transfer function is of the following general form: 
lais' 
t(s) = v ' 
j=0 
Now, to determine the model parameters aj & bj for a particular model order j=m, the PMF 
algorithm will be used. The input data to the PMF program was generated by DADS. The 
PMF requires steering angle vs. heading rate and lateral displacement out of DADS, for three 
different soils (soft, sand & heavy clay). 
Identification Results 
Using PMF program with DADS output the following (Tables 7.1-7.6) 
parameters were obtained for each model order and soil type. From these transfer functions, 
PED controllers for tractor heading and lateral control will be designed using MATLAB 
software. 
Table 7.1: Heading angle rate transfer function parameters (soft soil condition). 
Model ba bi bo ai ao 
I N/A N/A 3.6980 N/A 3.1901 
II N/A 3.6990 0.0007 N/A 4.6210 
m N/A 3.6926 0.0051 3.6438 -0.4810 
IV 3.6787 0.0014 0.0025 N/A 3.4567 
V 3.6658 0.0034 0.0031 2.7513 -0.8452 
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Table 12: Heading angle rate transfer flinction parameters (heavy clay soil condition). 
Model b2 bi bo ai ao 
I N/A N/A 1.9500 N/A 1.8400 
n N/A 1.9696 0.0642 N/A 1.7881 
m N/A I.98I0 0.0581 2.1225 -0.1650 
IV 1.9375 0.0076 0.0012 N/A 1.8011 
V 1.9682 0.0610 0.0022 1.7943 0.0132 
Table 7.3: Heading angle rate transfer function parameters (sand soil condition). 
Model b2 bi bo ai ao 
I N/A N/A 2.2544 N/A 2.0015 
n N/A 2.1915 0.0015 N/A 1.1650 
m N/A 2.2051 0.0021 2.0519 -0.1500 
IV 2.3327 0.0004 0.0011 N/A 1.5110 
V 2.3441 0.0038 0.0024 1.4943 0.0091 
Table 7.4: Lateral displacement transfer function parameters (soft soil condition). 
Model ba b, bo ai So 
I N/A N/A 3.6980 N/A 55.0800 
n N/A 3.6990 0.0007 N/A 35.0084 
in N/A 3.6926 0.0051 2.0910 31.4261 
IV 3.6787 0.0014 0.0025 N/A 11.0571 
V 3.6658 0.0034 0.0031 -2.3781 10.4194 
Table 7.5: Lateral displacement transfer function parameters (heavy clay soil condition). 
Model b. b, bo ai %) 
I N/A N/A 1.9500 N/A 37.9100 
II N/A 1.9696 0.0642 N/A 18.1000 
III N/A 1.9810 0.0581 -1.3210 19.5000 
IV 1.9375 0.0076 0.0012 N/A 6.0013 
V 1.9682 0.0610 0.0022 -2.0431 5.7690 
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Table 7.6: Lateral displacement transfer flmction parameters (sand soil condition). 
Model ba b, bo ai 2o 
I N/A N/A 2.2544 N/A 31.5451 
n N/A 2.1915 0.0015 N/A 15.5018 
m N/A 2.0510 0.0021 -5.7810 15.4173 
IV 2.3327 0.0004 0.0011 N/A 5.2459 
V 2.3441 0.0038 0.0024 -1.9270 5.1391 
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CHAPTERS 
CONTROLLER DESIGN 
Classical and modem control techniques have been applied to the problem of tractor 
guidance by many researchers (Ge, 1987. Noh, 1990). Modem control design procedures 
require the plant states to be measured. Because of the difficulty of measuring all the states, 
state estimators of some type are required in the implementation of the control systems. Other 
modem control design procedures involve minimizing some mathematical function of the states 
and inputs of a system. The classical proportional plus integral plus derivative controller is 
widely used by control engineers as it improves transient response and reduces steady state 
errors (Franklin, 1990). Figure 8.1 displays the block diagram for a feedback system with a 
PID controller. 
The transfer fvmctions obtained from DADS results are for steering angle versus 
heading rate and lateral displacement For the heading control, PID, the steering angle versus 
heading angle transfer function will be considered in the design process. Figure 8.2 displays the 
block diagram for the steering angle versus heading angle transfer function. 
Development of MATLAB Code For Controller Design 
Various control design methods can be used with the tractor guidance problem. Some 
of the well known techniques are root locus and frequency response(Franklin, 1994). In this 
study root locus design method will be adopted to design a PID controller from within 
MATLAB environment. A MATLAB program, pid_ rtlcs.m, was written for the design of the 
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PID controller using root locus method. The following steps were considered in process of 
designing the PID controller via root lociis method (Norman, 1995). 
1. Evaluate the performance of the uncompensated system to determine the improvement 
required. 
2. Design the PD compensator to meet transient response specifications 
3. Simulate the system with the PD compensator, redesign the PD if necessary 
4. Design PI controller to yield the requires steady state error. 
5. Combine the effects of the PD and PI to produce a PED controller and simulate the system. 
Redesign if the specifications have not been met. 
Evaluation of The MATLAB Program, pid_rtlcs.m 
One way of testing the pid_rtlcs.m code is by using some examples. The following two 
examples are taken from Franklin (1990) and Norman (1995) respectively. 
Example 8.1 
For the system in Figtire 8.1 with unity feedback, H(s)=l, and transfer function. 
T(s) = 
(s + 3)(s + 6)(s + 10) 
Design a PED controller with the following specifications: 
1. Overshoot, 20 % 
2. Settling time, 0.532 seconds 
3. Zero steady error for step input. 
Now use the pid_rdcs.m MATLAB program. The program starts by designing a 
proportional controller. Figure 8.3 shows the root locus for this part The dominant poles are [-
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5.4144 ± 10.4971i] with a gain of 120. Figure 8.4 shows the step input response. Next the 
program enters the designing stage of the proportional plus derivative, PD, controller. Figure 
8.5 displays the root locus for this part. The step input response is shown in Figure 8.6. The 
final designing stage is the introduction of the proportional plus integral, PI, controller and 
combining the effects of the PD and the PI to form the PID controller. The root locus and the 
step input response are shown by Figure 8.7 and Figure 8.8 respectively. Figure 8.9 displays 
the step responses of the three controllers, P, PD, and PID. It's clear that the Proportional 
controller allows a steady state error and the settling time is a little longer. The PD controller 
managed to reduce the peak time and hence the transient response is improved. Also the PD 
resulted in a reduction in the steady state error. The PID tends to eliminate the steady state 
error. 
The three PED controller gains as obtained from the program are: 
Kp=248.88 
KD=123.34 
K1=4A\ 1 
Example 8.2 
For disturbance rejection consider the following transfer function. 
T(s) = i 
(s + l)(5s + l) 
The proportional controller improves system transient response but it allows a non zero 
steady state error. Also it has a much larger overshoot. Figure 8.10. Introduction of the integral 
part to the controller, PI controller, eliminates the steady state error. The trade off with the PI 
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controller is the deterioration in the dynamic response. Figure 8.11 depicts this situation. 
Addition of a term proportional to the derivative of the error to the PI controller resiUts in a 
proportional plus integral plus derivative controller, PED. Figure 8.12 shows that the PED 
controller resulted in an over all better performance for disturbance rejection. 
The above examples tested the pid_rtlcs.m MATLAB code and showed the power of 
the PID controller in controlling the transient response and the steady state error. In the 
following section the pid_rtlcs.m program will be used with the tractor transfer flmction, 
steering angle versus heading angle, for the design of a PID controller for the agricultural 
tractor. 
Design of a FID Steering Controller For The Tractor 
Using the transfer fimctions obtained in chapter 7, a PID controller will be designed 
using pid_rtlcs.m program. Since the study considers three soil cases, and as it has been 
observed in chapter 5 and chapter 7 that no significant changes in model parameters occur due 
to soil type, then the PID controller will be designed for only the soft soil by selecting a 
particular transfer flmction. The transfer function that will be considered here is the second 
order with first order numerator dynamics. The selected transfer fimctions resulted in the 
tractor closely followed the prescribed path ( Appendix D). Also the selection is based on the 
linear model developed analytically for the tractor by Ge (1987). In addition, Nise (1995) 
discussed the heading control of a submarine using a second order first order numerator 
dynamics. Franklin (1994) gave an example of parameter identification for a U.S. Coast Guard 
cutter and described rudder angle versus rate of heading change as a second order model with 
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first order numerator dynamics. The goal here is to design a PID controller so that the tractor 
can follow a prescribed path with zero error. 
Case 8.1. Heading Controller Design 
The system transfer function is; 
T(s) = i^  
n(s) 
3.64385-0.4810 
5^+3.69265-+0.0051J 
Figure 8.13 depicts the step response for the system with proportional controller. From 
Figure 8.13 after about two seconds the system reaches a steady state with a steady state error of 
about 0.05. Clearly an improvement is needed to eliminate the steady state error. The system 
step input response with PI compensation is shown by Figure 8.14. A clear improvement in 
system response has been achieved with the PI compensation. The final stage is the PID 
controller design. Figure 8.15 displays the response for the PID controller. The system exhibits 
no signs of steady state error and an overall improvement in performance has been achieved. 
Comparison of the system step responses for P, PI, and PID controllers is depicted by Figure 
8.16. The PID gains were foiand to be KP=20, KI=10, KD=10. 
Case 8.2. Lateral Displacement Controller Design 
The system transfer function is; 
^ 237815 + 10.4194 
5^ + 3.66585^ + 0.00345 + 0.0031 
For this part the PID controller design for lateral displacement, MATLAB block 
diagram environment has been utilized. A block diagram representation has been created, 
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Figure 8.17. Appendix C contains the M-file, lateral.m, for the block diagram. The input for 
the block diagram is obtained from DAD's lateral maneuver as the desired trajectory. The 
system output is being sent to the workspace and also it has been plotted for purposes of 
comparison. System response for PED controller gains of [1 1 1] is shown in Figure 8.18. 
Using gains of [5 1 1] the output seemed reasonable with some error along the trajectory, Figure 
8.19. For [10 1 1] an almost exact tracking was obtained as depicted by Figure 8.20 and Figure 
8.21. The prescribed paths used were lane change and straight line paths. 
Lateral Displacement and Heading Angle Combined PED Controller 
The PID controllers considered in the previous sections were for heading angle and 
lateral displacement separately. In this section a combined PED controller will be designed 
based on the technique and understanding obtained from the designed PID controllers. Figure 
8.22 displays the block diagram for the combined PID controller. The block uses lateral 
displacement feedback while the PED control signal acts on both the lateral dynamics and 
heading dynamics. The simulation results carried from within MATLAB block library are 
shown by Figure 8:22 and Figure 8.23. The combined PID controller successfiilly 
controlled the heading angle and the lateral displacement of the tractor with gains [10 1 1]. 
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Figure 8.1: System and PID feedback block diagram 
T(s) ! 
Figure 8.2: Block diagram representation for the steering angle versus heading angle. 
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Figure 8.3. Uncompensated system root locus for T(s) = (s + 8) 
(s + 3)(s + 6)(s + IG) 
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Figure 8.4. Step input response for tiie system T(s) = vvith 
(s + 3)(s + 6)(s-(-10) 
proportional controller. 
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Figure 8.5. PD compensated system root locus for T(s) = t^ 
(s + 3)(s + 6)(s + 10) • 
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Figure 8.7. PID compensated system root locus for T(s) LlZL£2 
{s + 3)(s + 6)(s + 10) 
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Figure 8.8. PID compensated step input response for T(s) = Lil 
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Figure 8.9. P. PD. PID system step input response for T(s) = 
(s + 3)(s + 6)(s-i-10) 
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Figure 8.10. Step disturbance rejection with proportional controller for 
T(s) = ^ . 
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Figure 8.11. Step disturbance rejection with PI controller for T(s) = —— 
(s + l)(5s + l)' 
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Figure 8.12. Step disturbance rejection with PID controller for Tfs) = . 
(s + l)(5s - i - 1 )  
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Figure 8.13. Heading angle step input response with proportional control for 
3.6438^-0.4810 
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Figure 8.15. PID compensated heading angle response to a step input for 
T(s) = 3.64385-0.4810 
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Figure 8.17. Block diagram for lateral displacement tracking. 
72 
Desired path 
Controller path 
c -3 
-6 
-7 
-9 
Time sec 
Figure 8.18. PID compensated system response for lateral tracking with gains [I 1 1 ]. 
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Figure 8.19. PID compensated system response for lateral tracking with gains [5 1 1 ]. 
74 
Desired path 
Controller path 
c - 3  
"O 
Time sec 
Figure 8.20. PID compensated system response for lateral tracking with gains [10 1 1]. 
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Figure 8.22. Combined PID system block diagram. 
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Figure 8.23. Combined PID response for straight line path with gains [10 1 1 ]. 
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Figure 8.24. Combined PID heading angle response for straight line path with 
gains [10 1 1]. 
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CHAPTER 9 
SUMMARY AND CONCLUSIONS 
A generalized mechanical systems simulation program known as DADS (Dynamic 
Analysis and Design System) was used to model the agricultural tractor behavior and tire-soil 
interaction. The model was used to predict horizontal-plane trajectory. Lane change and 
semicircle trajectories were predicted by the model for three different soil types: dry sand, 
soft soil, and heavy clay. 
In addition, a sensitivity analysis was performed on the DADS soil model with 
respect to each of the parameters in the model. No single parameter had a significant effect 
on predicted trajectory. Individual parameter changes as large as 150% resulted in a less than 
6% change in predicted trajectory at speeds of 3 m/s. Parameters having the largest effect 
were the rolling resistance coefficient C^, and coefficient of Mction Cf. 
Model parameter identification was performed using Poisson Moment Functional, 
PMF, approach. An algorithm was developed for that purpose and used with DADS results 
to estimate the model parameters. Five sets of models were obtained from DADS output, for 
each soil type. 
The models obtained from the PMF and DADS results were used for the design of a 
heading control system, PID controller. The PID controller was designed for the soft soil 
type, which represent the median for the dry heavy clay and the sand, since there were only 
minor changes in trajectory due to soil type. The PID controller was found to be very 
effective in controlling the heading angle and tracking the prescribed path. 
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The following observations and conclusions were made from this study: 
1. The DADS program successfully predicted the horizontal plane trajectory of an 
agricultural tractor at a speed of 3 m/s for three soils: dry sand soil, soft soil, and heavy 
clay soil. 
2. As expected, all predicted trajectories on soft soil lay between the dry sand and heavy 
clay trajectories for a given run. 
3. From sensitivity analysis, no single soil parameter had a large effect on predicted 
trajectory. Parameter changes as large as 150% resvilted in a less than 6% change in 
predicted trajectory. Also varying two parameters per simulation run resulted in less than 
6% change in trajectory. 
4. A parameter estimation algorithm based on PMF method for time invariant linear models 
has been developed and tested using models of known parameters. The PMF algorithm 
was used to obtain a set of transfer fimctions representing steering angle versus heading 
rate and lateral displacement using DADS simulation results. 
5. A block diagram for the trajectory tracking system was created and used to design a PID 
controller for the tractor prescribed path tracking. The PID controller managed to control 
the tractor to follow a prescribed path with gains, KP=10, KI=1 KD=1. 
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APPENDIX A 
DADS DATA AND DEFINITION FILE 
A.l: Tire-Soil Parameter Definitions 
Mobility number, Bn=(Cibd/W)(l+5d/h)/(l+3b/d) 
Coefficient of fiiction 
C{= Friction force/normal force. 
Motion resistance coefficient 
€„.= Motion resistance force/normal force. 
Cone index, C[ is the measure of soil strength, N/m^ 
Tire section width, b, is the width of a new tire, including normal growth caused by inflation 
and including normal side walls. 
Tire section height, h, is the height of a new tire, including normal growth caused by 
inflation, measured from rim diameter to the point of maximum radius, on the lug face. 
Deflection ratio, 5p (tire diameter/2) - tire radius at static load. 
Normal force, W. 
A.2. DADS Input Data. 
Chassis mass = 7239 kg. 
Table: A. 1. Tires data. 
Tire 
position 
Tire size Tire 
mass 
Tire 
radius 
Vertical 
stif&iess 
Damping 
constant 
Cornering 
stif&iess 
front 11-16 200 0.72 445000 3250 270000 
rear 18.4-38 400 0.94 390000 4300 350000 
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A.3. DADS Definition File 
/* lane.def */ 
/* DADS definition file */ 
/* Wed Jul 31 14:07:56 1996*/ 
SPATIALDIMENSION = 3; 
system.data "system.data" { 
ANALYSIS.TYPE := "DYNAMIC"; 
UNITS := "SI"; 
OUTPUT.FILE := "BINARY_ONLY"; 
STARTING.TIME := "0.0"; 
ENDING.TIME := "8.5"; 
PRINT.INTERVAL :="0.01"; 
REFERENCE.FRAME := "NCBF"; 
GRAVITY.SEA.LEVEL := "9.80665"; 
X.GRAVITY := "0.0"; 
Y.GRAVITY := "0.0"; 
Z.GRAVITY :="-l.O"; 
SCALE.GRAVITY.COEF :=" 1.0"; 
MATRIX.OPERATIONS := "SPARSE"; 
REDUNDANCY.CHECK := "FALSE"; 
LU.TOL :="1.0E-12"; 
ASSEMBLY.TOL :="1.0E-3"; 
BYPASS.ASSEMBLY := "FALSE"; 
WRITE.REDUNDANT := "FALSE"; 
504608 DEBUG.FLAG := "TRUE"; 
}; 
dynamic.data "dynamic.data" { 
REACTION.FORCES := "FALSE"; 
FORCE.COORDINATES := "GLOBAL"; 
PRINT.METHOD := "INTERPOLATED"; 
MAX.INT.STEP :="0.01"; 
SOLUTION.TOL := "0.001"; 
INTEGRATION.TOL := "0.0001"; 
METHOD.INTEGRATION := "VARIABLE"; 
PRINT.FREQ := "0"; 
}; 
inverse.data "inverse.data" { 
FORCE.COORDINATES := "GLOBAL"; 
83 
STEP.SIZE :="0.1"; 
SOLUTION.TOL := "0.001"; 
}; 
kinematic.data "kinematic.data" { 
STEP.SIZE :="0.1"; 
SOLUTION.TOL := "0.001"; 
}; 
static.data "static.data" { 
SOLUTION.TOL := "0.001"; 
FORCE.TOL := "0.001"; 
STEP.SIZE :="0.I"; 
PERTURBATION.FLAG := "FALSE"; 
REACTION.FORCES := "NONE"; 
}; 
tire "TIRE_LF" { 
NAME := "TIRE_LF"; 
TIRE.BODY := "LFTIRE"; 
CHASSIS.BODY := "CHASSIS"; 
TRIAD.ON.TIRE.BODY := "LFTIRE_TRIAD_0"; 
TYPE := "FULL"; 
RADIUS := "0.72"; 
CURVE.RO AD := "NONE"; 
VERTICAL.STIFF := "445000"; 
CURVE.VERTICAL := "NONE"; 
NUM.DIVISIONS := "0"; 
DAMPING.CONSTANT := "3250"; 
CURVE.DAMPING := "NONE"; 
TRANS.DAMP.DEFL ;= "0.0"; 
ROLLING.RESISTANCE := "0.04"; 
FRICTION.COEFF := "0.88"; 
ROLLING.RADIUS ;= "0.0"; 
SURFACE.TYPE := "SOIL"; 
LONG.STIFF := "0.0"; 
LONG.DAMP := "0.0"; 
CONE.INDEX := "500000"; 
SECTION.HEIGHT ~ "0.504608"; 
SECTION. WIDTH := "0.2794"; 
CURVE.TORQUE := "NONE"; 
CURVE.ROTATION := "NONE"; 
LATERAL.POSmON := "0.0"; 
TABLE.LATERAL := "NONE"; 
CORNERING.STIFF := "270000"; 
LATERAL.STIFF := "0.0"; 
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LATERAL.DAMP 
ROLL.MOMENT 
STEER.ANGLE 
CURVE.STEER 
ALIGN.COEFF 
ANGULAR.UNITS 
CURVE.UTILITY 
}; 
tire "TIRE_LR" { 
NAME := "TIRE LR"; 
TIRE.BODY := "LRTIRE"; 
CHASSIS.BODY := "CHASSIS"; 
TRIAD.ON.TIRE.BODY := "LRTIRE. 
TYPE :=" FULL"; 
RADIUS := = "0.94"; 
CURVE.ROAD := "NONE"; 
VERTICAL.STIFF := "390000"; 
CURVE. VERTICAL := "NONE"; 
NUM.DIVISIONS := "0"; 
DAMPING.CONSTANT := "4300"; 
CURVE.DAMPING := "NONE"; 
TRANS.DAMP.DEFL := "0.0"; 
ROLLING.RESISTANCE := "0.04"; 
FRICTION.COEFF := "0.88"; 
ROLLING.RADIUS := "0.0"; 
SURFACE.TYPE := "SOIL"; 
LONG.STIFF 
o
 
p
 I
I. 
LONG.DAMP := "0.0"; 
CONE.INDEX := "500000.0"; 
SECTION.HEIGHT := "0.42855"; 
SECTION.WIDTH := "0.468"; 
CURVE.TORQUE := "NONE"; 
CURVE.ROTATION := "NONE"; 
LATERAL.POSmON := "0.0"; 
TABLE.LATERAL := "NONE"; 
CORNERING.STIFF ~ "350000"; 
LATERAL.STIFF := "0.0"; 
LATERAL.DAMP := "0.0"; 
ROLL.MOMENT := "FALSE"; 
STEER.ANGLE := "0.0"; 
CURVE.STEER := "NONE"; 
ALIGN.COEFF := "0.0"; 
ANGULAR.UNITS := "RADIANS" 
:= "0.0"; 
:= "FALSE"; 
:= "0.0"; 
:= "NONE"; 
:= "0.0"; 
:= "RADIANS"; 
:= "NONE"; 
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CURVE.UTILITY ;= "NONE"; 
:= "445000"; 
:= "NONE"; 
:= "0"; 
:= "3250"; 
:= "NONE"; 
:= "0.0"; 
:= "0.04"; 
}; 
tire "TIRE_RF" { 
NAME := "TIRE_RF"; 
TIRE.BODY := "RETIRE"; 
CHASSIS.BODY := "CHASSIS"; 
TRIAD.ON.TIRE.BODY := "RFTIRE_TRIAD_4"; 
TYPE := "FULL"; 
RADIUS := "0.72"; 
CURVE.ROAD := "NONE"; 
VERTICAL.STIFF 
CURVE. VERTICAL 
NUM.DIVISIONS 
DAMPING.CONSTANT 
CURVE.DAMPING 
TRANS.DAMP.DEFL 
ROLLING.RESISTANCE 
FRICTION.COEFF 
ROLLING.RADIUS 
SURFACE.TYPE 
LONG.STIFF 
LONG.DAMP 
CONE.INDEX 
SECTION.HEIGHT 
SECTION.WIDTH 
CURVE.TORQUE 
CURVE.ROTATION 
LATERAL.POSmON 
TABLE.LATERAL 
CORNERING.STIFF 
LATERAL.STIFF 
LATERAL.DAMP 
ROLL.MOMENT 
STEER.ANGLE 
CURVE.STEER 
ALIGN.COEFF 
ANGULAR.UNITS 
CURVE.UTILITY 
:= "0.88"; 
:= "0.0"; 
:= "SOIL"; 
:= "0.0"; 
:= "0.0"; 
:= "500000.0"; 
:= "0."; 
;= "0.2794"; 
:= "NONE"; 
:= "NONE"; 
:= "0.0"; 
:= "NONE"; 
:= "270000"; 
;= "0.0"; 
;= "0.0"; 
:= "FALSE"; 
:= "0.0"; 
:= "NONE"; 
:= "0.0"; 
:= "RADIANS"; 
:= "NONE"; 
}; 
tire "TIRE_RR" { 
NAME 
TIRE.BODY 
CHASSIS.BODY 
:= "TIRE_RR"; 
:= "RRTIRE"; 
:= "CHASSIS"; 
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TRIAD.ON.TIRE.BODY := "RRTIRE_TRIAD_6"; 
TYPE := "FULL"; 
RADIUS := "0.94"; 
CURVE.ROAD := "NONE"; 
VERTICAL.STIFF 
CURVE. VERTICAL 
NUM.DIVISIONS 
DAMPING.CONSTANT 
CURVE.DAMPING 
TRANS.DAMP.DEFL 
ROLLING.RESISTANCE 
:= "390000"; 
~ "NONE"; 
:= "0"; 
;= "4300"; 
:= "NONE"; 
:= "0.0"; 
:= "0.04"; 
FRICTION.COEFF 
ROLLING.RADIUS 
SURFACE.TYPE 
LONG.STIFF 
LONG.DAMP 
CONE.INDEX 
SECTION.HEIGHT 
SECTION.WIDTH 
CURVE.TORQUE 
CURVE.ROTATION 
LATERAL.POSmON 
TABLE.LATERAL 
CORNERING.STIFF 
LATERAL.STIFF 
LATERAL.DAMP 
ROLL.MOMENT 
STEER.ANGLE 
CURVE.STEER 
ALIGN.COEFF 
ANGULAR.UNITS 
CURVE.UTILITY 
}; 
revolute.joint "REVl" 
NAME 
BODY.LNAME 
B0DY.2.NAME 
TRIAD.ON.BODY.l 
TRIAD.0N.B0DY.2 
NODE.l 
N0DE.2 
{ 
~ "0.88"; 
:= "0.0"; 
:= "SOIL"; 
:= "0.0"; 
:= "0.0"; 
:= "500000.0"; 
:= "0.42855"; 
:= "0.468"; 
:= "NONE"; 
:= "NONE"; 
:= "0.0"; 
:= "NONE"; 
:= "350000"; 
:= "0.0"; 
:= "0.0"; 
:= "FALSE"; 
:= "0.0"; 
:= "NONE"; 
:= "0.0"; 
:= "RADL^NS"; 
:= "NONE"; 
•REVl"; 
:= "CHASSIS"; 
:= "FRONT_AXLE"; 
:= "CHASSIS_TRIAD_8"; 
:= "FR0NT_AXLE_TRIAD_9"; 
:= "0"; 
:= "0"; 
}; 
revolute.joint "REV2" { 
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NAME := "REV2"; 
B0DY.1.NAME := "SPINDLE_RIGHT"; 
B0DY.2.NAME := "FRONT_AXLE"; 
TRIAD.ON.BODY. 1 := "SPINDLE_RIGHT_TRIAD_10"; 
TRIAD.0N.B0DY.2 := "FR0NT_AXLE_TRIAD_11 
NODE.l :="0"; 
N0DE.2 ;= "0"; 
}; 
revolute.joint "REV3" { 
NAME := "REV3"; 
BODY.l.NAME := "SPINDLE_LEFT"; 
B0DY.2.NAME := "FRONT_AXLE"; 
TRIAD.0N.B0DY.1 := "SPINDLE_LEFT_TRIAD_12"; 
TRIAD.0N.B0DY.2 := "FR0NT_AXLE_TRIAD_13 "; 
NODE.l :="0"; 
N0DE.2 := "0"; 
}; 
revolute.joint "REV4" { 
NAME := "REV4"; 
B0DY.1.NAME -"CHASSIS"; 
B0DY.2.NAME := "PIVOT"; 
TRIAD.ON.BODY. 1 := "CHASSIS_TRIAD_14"; 
TRIAD.0N.B0DY.2 := "PIV0T_TRIAD_15"; 
NODE.l := "0"; 
N0DE.2 := "0"; 
}; 
revolute.joint "REV_RFT" { 
NAME := "REV_RFT"; 
BODY. 1 .NAME := "SPINDLE_RIGHT"; 
BODY.2.NAME := "RFTIRE"; 
TRIAD.ON.BODY. 1 := "SPINDLE_RIGHT_TRIAD_16"; 
TRIAD.0N.B0DY.2 := "RFTIRE_TRIAD_17"; 
NODE.l .-="0"; 
N0DE.2 := "0"; 
}; 
revolute.joint "REV_LFT" { 
NAME := "REV_LFT"; 
BODY. 1 .NAME := "SPINDLE_LEFT"; 
B0DY.2.NAME := "LFTIRE"; 
TRIAD.0N.B0DY.1 := "SPINDLE_LEFT_TRIAD_18"; 
TRIAD.0N.B0DY.2 := "LFTIRE_TRIAD_19"; 
NODE.l :="0"; 
N0DE.2 := "0"; 
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}; 
revolute.joint "REV_RRT" { 
NAME := "REV_RRT"; 
BODY. 1 .NAME := "CHASSIS"; 
B0DY.2.NAME := "RRTIRE"; 
TRIAD.0N.B0DY.1 := "CHASSIS_TRIAD_20"; 
TRIAD.0N.B0DY.2 := "RRTIRE_TRIAD_21 
NODE.l :="0"; 
N0DE.2 := "0"; 
}; 
revolute.joint "REV_LRT" { 
NAME := "REV_LRT"; 
BODY.I.NAME -"CHASSIS"; 
B0DY.2.NAME := "LRTIRE"; 
TRIAD.ON.BODY.l := "CHASSIS_TRIAD_22"; 
TRIAD.0N.B0DY.2 := "LRTIRE_TRIAD_23"; 
NODE.l :="0"; 
N0DE.2 := "0"; 
}; 
spherical.joint "SPHl" { 
NAME :="SPH1"; 
BODY.I.NAME := "SPINDLE_RIGHT"; 
B0DY.2.NAME := "ROD_RIGHT"; 
TRIAD.0N.B0DY.1 := "SPINDLE_RIGHT_TRIAD_24"; 
TRIAD.0N.B0DY.2 := "ROD_RIGHT_TRIAD_25"; 
NODE.l :="0"; 
N0DE.2 := "0"; 
}; 
spherical.joint "SPH2" { 
NAME ~ "SPH2"; 
B0DY.1.NAME := "SPINDLE_LEFT"; 
B0DY.2.NAME := "ROD_LEFT"; 
TRIAD.ON.BODY.l := "SPINDLE_LEFT_TRIAD_26"; 
TRIAD.0N.B0DY.2 := "ROD_LEFT_TRIAD_27"; 
NODE.l :="0"; 
N0DE.2 := "0"; 
}; 
universal.joint "UNIVl" { 
NAME := "UNIVl"; 
BODY. 1 .NAME := "ROD_RIGHT"; 
B0DY.2.NAME := "PIVOT"; 
TRIAD.ON.BODY. 1 ;= "ROD_RIGHT_TRIAD_28"; 
TRIAD.0N.B0DY.2 := "PIVOT_TRIAD_29"; 
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NODE.l :="0"; 
N0DE.2 := "0"; 
}; 
universal.joint "UNIV2" { 
NAME := "UNIV2"; 
BODY. 1 .NAME := "ROD_LEFT"; 
B0DY.2.NAME := "PIVOT"; 
TRIAD.0N.B0DY.1 := "ROD_LEFT_TRIAD_30"; 
TRIAD.0N.B0DY.2 := "PIV0T_TRIAD_31"; 
NODE.l :="0"; 
N0DE.2 := "0"; 
}; 
curve "STEER" { 
NAME := "STEER"; 
TYPE.DATA := "SPLINE.EXPLICIT"; 
DATA := "@str.dat 
CYCLIC 
NUMBER.ROWS 
GRID 
SLOPE.LEFT 
SLOPE.RIGHT 
INTERPOLATION 
SCALE.X 
SCALE.Y 
SCALE.Z 
START.X 
START.Y 
OFFSET.Z 
INCREMENT.X 
INCREMENT.Y 
:= "FALSE"; 
•= "1 "• 
:= "0.0"; 
:= "0.0"; 
:= "LINEAR"; 
= "L0"; 
= "L0"; 
= "L0"; 
= "0.0"; 
= "0.0"; 
= "0.0"; 
:= "0.0"; 
:= "0.0"; 
REVERSE.NORMALS := "FALSE"; 
}; 
curve "ROAD_CV" { 
NAME := "ROAD_CV"; 
TYPE.DATA := "SPLINE.EXPLICIT"; 
DATA :="-1000.0 0.0 
1000.0 0.0 
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CYCLIC := "FALSE"; 
NUMBER.RO WS :="1"; 
GRID := "2"; 
SLOPE.LEFT 
SLOPE.RIGHT 
INTERPOLATION 
SCALE.X 
SCALE.Y 
SCALE.Z 
START.X 
START.Y 
OFFSET.Z 
INCREMENT.X 
INCREMENT.Y 
:= "0.0"; 
:= "0.0"; 
:= "LINEAR"; 
:= "LO"; 
:= "LO"; 
:= "1.0"; 
:= "0.0"; 
:= "0.0"; 
:= "0.0"; 
:= "0.0"; 
:= "0.0"; 
REVERSE.NORMALS := "FALSE"; 
}; 
initial.condition "INIT_CPIX" { 
NAME := "INIT_CHX"; 
BODY. 1.NAME 
B0DY.2.NAME 
TRIAD.ON.BODY.l 
TRIAD.0N.B0DY.2 
TYPE.INITIAL.COND 
ELEMENT.NAME 
INITIAL.VALUE 
TIME.DERrVATIVE 
OMEGA.Y 
OMEGA.Z 
EXTRA.COORD 
ANGULAR.UNITS 
:= "CHASSIS"; 
:= "NONE"; 
:= "CHASSIS_TRIAD_32"; 
:= "NONE"; 
:= "X"; 
:= "NONE"; 
:= "0.0"; 
:= "0.0"; 
:= "0.0"; 
:= "0.0"; 
:= "0"; 
:= "DEGREES"; 
}; 
initial.condition "INIT_CHZ" { 
NAME := "INIT_CHZ"; 
BOD Y.l.NAME 
B0DY.2.NAME 
TRL^iD.ON.BODY.l 
TRIAD.0N.B0DY.2 
TYPE.INITIAL.COND 
ELEMENT.NAME 
INITIAL.VALUE 
TIME.DERIVATIVE 
OMEGA.Y 
OMEGA.Z 
:= "CHASSIS"; 
:= "NONE"; 
:= "CHASSIS_TRIAD_34"; 
:= "NONE"; 
:= "NONE"; 
:= "1.118"; 
:= "0.0"; 
:= "0.0"; 
:= "0.0"; 
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EXTRA.COORD 
ANGULAR.UNITS 
:= "0"; 
:= "DEGREES"; 
}; 
initial.condition "INIT_AXLEE2" { 
NAME := "INIT_AXLEE2"; 
BOD Y.I.NAME 
B0DY.2.NAME 
TRIAD.0N.B0DY.1 
TRIAD.0N.B0DY.2 
TYPE.INITIAL.COND 
ELEMENT.NAME 
INITIAL.VALUE 
TIME.DERIVATIVE 
OMEGA.Y 
OMEGA.Z 
EXTRA.COORD 
ANGULAR.UNITS 
:= "FRONT_AXLE"; 
:= "NONE"; 
:= "FRONT_AXLE_TRIAD_35"; 
:= "NONE"; 
:= "E2"; 
:= "NONE"; 
:= "0.0"; 
:= "0.0"; 
:= "0.0"; 
:= "0.0"; 
:= "0"; 
:= "DEGREES"; 
}; 
initial.condition "INIT_CHO" { 
NAME := "INIT_CHO"; 
BOD Y.I.NAME 
B0DY.2.NAME 
TRIAD.ON.BODY.I 
TRIAD.0N.B0DY.2 
TYPE.INITIAL.COND 
ELEMENT.NAME 
INITIAL.VALUE 
TIME.DERIVATIVE 
0MEGA.Y 
0MEGA.Z 
EXTRA.COORD 
ANGULAR.UNITS 
:= "CHASSIS"; 
:= "NONE"; 
:= "CHASSIS_TRL\D_36"; 
:= "NONE"; 
:= "ORIENTATION"; 
:= "NONE"; 
:= "0.0"; 
:= "0.0"; 
:= "0.0"; 
:= "0.0"; 
:= "0"; 
:= "DEGREES"; 
}; 
initial.condition "INIT_RFTIRE" { 
NAME := "INIT_RFTIRE"; 
BOD Y.l.NAME 
B0DY.2.NAME 
TRIAD.ON.BODY.I 
TRIAD.0N.B0DY.2 
TYPE.INITIAL.COND 
ELEMENT.NAME 
INITIAL.VALUE 
TIME.DERIVATIVE 
:= "RETIRE"; 
:= "NONE"; 
:= "RFTIRE_TRIAD_37"; 
:= "NONE"; 
:= "El"; 
:= "NONE"; 
:= "0.0"; 
:= "-2.4834"; 
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OMEGA.Y 
OMEGA.Z 
EXTRA.COORD 
ANGULAR.UNITS 
:= "0.0"; 
:= "0.0"; 
:= "0"; 
:= "DEGREES"; 
}; 
initial.condition "INIT_LFTIRE" { 
NAME := "INIT_LFTIRE"; 
BOD Y.l.NAME 
B0DY.2.NAME 
TRIAD.0N.B0DY.1 
TRIAD.0N.B0DY.2 
TYPE.INITIAL.COND 
ELEMENT.NAME 
INITIAL.VALUE 
TIME.DERIVATIVE 
OMEGA.Y 
OMEGA.Z 
EXTRA.COORD 
ANGULAR.UNITS 
:= "LFTIRE"; 
:= "NONE"; 
:= "LFTIRE_TRIAD_38"; 
:= "NONE"; 
:= "El"; 
:= "NONE"; 
:= "0.0"; 
:= "-2.4834"; 
:= "0.0"; 
:= "0.0"; 
:= "0"; 
:= "DEGREES"; 
}; 
initial.condition "INIT_RRTIRE" { 
NAME := "INIT_RRTIRE"; 
BOD Y.l.NAME 
B0DY.2.NAME 
TRIAD.ON.BODY.l 
TRIAD.0N.B0DY.2 
TYPE.INITIAL.COND 
ELEMENT.NAME 
INITIAL.VALUE 
TIME.DERIVATIVE 
OMEGA.Y 
OMEGA.Z 
EXTRA.COORD 
ANGULAR.UNITS 
:= "RRTIRE"; 
:= "NONE"; 
:= "RRTIRE_TRIAD_39"; 
:= "NONE"; 
:= "El"; 
:= "NONE"; 
:= "0.0"; 
~ 1.902"; 
:= "0.0"; 
:= "0.0"; 
;= "0"; 
:= "DEGREES"; 
}; 
initial.condition "INIT_LRTIRE" { 
NAME := "INIT_LRTIRE"; 
BODY. 1.NAME 
B0DY.2.NAME 
TRIAD.0N.B0DY.1 
TRIAD.0N.B0DY.2 
TYPE.INITIAL.COND 
ELEMENT.NAME 
:= "LRTIRE"; 
:= "NONE"; 
:= "LRTIRE_TRIAD_40"; 
:= "NONE"; 
:= "El"; 
:= "NONE"; 
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INITIAL. VALUE := "0.0"; 
TIME.DERIVATIVE :="-L902"; 
OMEGA. Y ;= "0.0"; 
OMEGA.Z := "0.0"; 
EXTRA.COORD := "0"; 
ANGULAR.UNITS := "DEGREES"; 
}; 
road "profile" { 
NAME := "profile"; 
CURVE.NAME := "ROAD_CV"; 
DIRECTION.ROAD := "Y"; 
BUMP.RADIUS := "0.0"; 
BUMP.MODULUS := "0.0"; 
COHESIVENESS.COEFF := "0.0"; 
FRICTION.COEFF := "0.0"; 
EXPONENT := "0.0"; 
DAMPING := "0.0"; 
SHEAR.MODULUS := "0.0"; 
SHEAR.COHESIVENESS := "0.0"; 
UTILITY. 1 
UTILITY.2 
UTILITY.3 
UTILITY.4 
ANGULAR.UNITS 
FRICTION.ANGLE 
= "0.0"; 
= "0.0"; 
= "0.0"; 
= "0.0"; 
:= "DEGREES"; 
:= "0.0"; 
}; 
driver "DRIVl" { 
NAME 
TYPE.DRIVER 
BOD Y.l.NAME 
B0DY.2.NAME 
TRIAD.ON.BODY.l 
TRIAD.0N.B0DY.2 
DRIVING.FUNCTION 
PARAMETER. 1 
PARAMETER.2 
PARAMETER.3 
PARAMETER.4 
CURVE.DRIVER 
JOINT.NAME 
NODE.NAME 
ANGULAR.UNITS 
}; 
:= "DRIVl"; 
:= "REL.ANGLE"; 
:= "NONE"; 
:= "NONE"; 
:= "NONE"; 
:= "NONE"; 
:= "GENERAL"; 
:= "0.0"; 
:= "0.0"; 
:= "0.0"; 
:= "0.0"; 
:= "STEER"; 
:= "REV4"; 
:= "NONE"; 
:= "RADIANS"; 
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driver "fonw" { 
NAME :=' 
TYPE.DRIVER 
BOD Y.l.NAME 
B0DY.2.NAME 
TRIAD.0N.B0DY.1 
TRIAD.0N.B0DY.2 
DRIVING.FUNCTION 
PARAMETER. 1 
PARAMETER.2 
PARAMETER.3 
PARAMETER.4 
CURVE.DRIVER 
J0INT.NAME 
N0DE.NAME 
ANGULAR.UNITS 
•forwv"; 
:= "Y"; 
:= "CHASSIS"; 
:= "NONE"; 
:= "NONE"; 
:= "NONE"; 
:= "POLYNOMIAL"; 
:= "L012"; 
;= "3.0"; 
:= "0.0"; 
:= "0.0"; 
:= "NONE"; 
:= "NONE"; 
:= "NONE"; 
:= "DEGREES" 
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APPENDIX B 
PMF FORTRAN PROGRAM AND SUBROUTINES 
B.l. PMF Derivative Transformation 
k\ 
V 
Now integrate by parts by applying the general formula. 
Judv=uv-fvdu 
with 
k\ 
... du = -0*"' g-^oo-o + (VlOle-'Co-o 
and 
dv 
— = y  
dt 
.•.v=y 
substitute in equation 1 to get. 
M,{y'} = [(^0-0* j|>o + r' (^o-O* - r°e-^^'^-'^dt 
()t)! -b kl 
••• M,{y} = - p l ( t , ) y ( 0 ) - A y l + y l ,  
For zero initial conditions y(0)=0 and >,=1 
• • M , { y ' }  =  y l , - y l  
Then the PMF transformation of the &st order system, y'+aoy=boU, is 
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[ y U - y l ] ^ a , y l = b , u l  
For the PMF transformation of y". 
{y} = 2 
0 
k l  
( A : - l ) !  { k ) \  
and 
d v  
— = v" 
d t  ^  
.•.v=y' 
substitute in equation 2 to get. 
* (it)! * (A:-l)! * it! 
••• A/, {>'••} = -pl(tjy'(0)+ M,_,{y}- XM,{y} 
••• M, {y"} = -pt(to)y'(0) + yl, - Ayi, - pl,y{0) - Z[yl, - Ay° - ;.(0)] 
For zero initial conditions (y'(0)=0, y(0)=0) and A.=l). 
A ^ , { y ' }  =  y l 2 - 2 y L - i - y !  
Similarly we can determine Mk{y"'}, M^ly""},... 
Then the PMF taransformations of these derivatives can be used to get the PMF 
transformation for any linear time invariant model. 
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B.2. PMF Fortran Program and Subroutines 
C 
PROGRAM MAIN 
C 
C PROGRAM DESCRIPTION 
C THIS IS A MAIN PROGRAM FOR MODEL PARAMETER ESTIMATION USING 
C THE POSSIONS MOMENT FUNCTIONAL APPROACH. 
C 
C THE TERMINOLOGY AND ALGORITHM SEQUENCE CLOSELY FOLLOW: 
C 
C DINES CHANDRA SAHA AND GANTI PRASADA RAO 1983. IDENTIFICATION 
C OF CONTINUOUS DYNAMICAL SYSTEMS, THE POISSON MOMENT 
C FUNCTIONAL APPROACH SPRINGER-VERLAG, BERLIN GERMANY. 
C 
C GLOSSARY OF VAIUABLES 
C 
c 
C INTEGER 
C 
C LDA MAXIMUM ROW DIMENSION FOR SQUARE MATRICES 
C NMAX MAXIMUM NUMBER OF DATA POINTS TO BE PROCESSED 
C ISELECT AN INDEX FOR MODEL TYPE SELECTION 
C II AN INDEX TO SKIP MODEL SELECTION WHEN THE PROGRAM 
C LOOPS FOR ANOTHER PMF TIME INSTANT. 
C JJ AN INDEX TO SKIP ENTERING THE INPUT DATA WHEN THE 
C PROGRAM LOOPS FOR ANOTHER TIME INSTANT. 
C 
C REAL VARIABLES: 
C 
C FI(,) PMF COEFFICENT MATRIX FOR A LINEAR SYSTEM 
C THETAO MODEL COEFFICIENT VECTOR 
C PIVOTO AN ARRAY TO DO PIVOTING FOR GAUSSIAN ELIMINATION 
C YQ AN ARRAY OF THE OUTPUT SIGNAL 
C UQ AN ARRAY OF THE INPUT SIGNAL 
C TIMEO CORRESPONDING TIME INCREMENT ARRAY FOR THE INPUT 
C AND OUTPUT SIGNALS 
C XO FIRST AN ARRAY THE PMF RHS VECTOR, SECONDLY THE 
C PMF ESTIMATED COEFFICEINT VECTOR. 
C 
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C CHARACTERS 
C 
C ANS ANSWER WITH Y, YES, OR N, NO, FOR SPECIFIC QUESTIONS 
C 
C SUBPROGRAMS CALLED 
C MODEL 
C INDAT 
C PMF 
C INTGRTl 
C INTGRT2 
C LINSYS 
C 
c 
PARAMETER CNMAX=100) 
PARAMETER (LDA=10) 
DIMENSION FI(LDA,LDA),X(LDA),THETA(LDA),TIME(NMAX),Y(NMAX) 
DIMENSION U(NMAX),PIV0T(LDA) 
CHARACTER*! ANS 
C 
C THIS CONTINUE STATEMENT IS FOR LOOPING TO IDENTIFY ANOTHER 
MODEL 
C 
C CALL MODEL SELECTION SUBROUTINE TO SPECIFY THE TYPE OF MODEL 
C 
C SECURE MODEL SELECTION WITH THIS CONTINUE AND IF STATMENTS 
C 
1 CONTINUE 
C 
CALL MODEL (ISELECT) 
C 
IF(ISELECT.GT.6) GO TO 1 
C 
C CALL THE SUBROUTINE THAT READS IN THE INPUT DATA 
C 
CALL INDAT (A,B,H,M,LDA,NMAX,TO,TIME,U,Y) 
C 
C CALL THE SUBROUTINE THAT GENERATES THE PMF SIGNALS 
C 
CALL PMF (A,B,FI,ISELECT,LDA,H,Y,wazzu U,M,N,NMAX,TO,X) 
C 
C CALL THE LINEAR SYSYTEM SOLVER TO GENERATE THE MODEL 
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C COEFFICIENTS 
C 
CALL LINSYS (N,LDA,FI,X,THETA,PIVOT) 
C 
WRITE(*,*)'' 
WRITE(*,*) •' 
WRITER,•)'' 
WRITE(*,*)TOR A GENERAL TIME INVARIANT NTH ORDER ODE MODEL' 
WRITE(*,*)'THE MODEL COEFFICIENTS ARE a,s FOR THE OUTPUT SINGNAL' 
WRITE(*,*)' • 
WRITE(*,*)'b,s FOR THE INPUT SINGNAL' 
WRITE(*,*)'an, a(n-I), a(n-2)... aO, bn, b(n-l), b(n-2),...b0' 
WRITE(*,*) • • 
WRITE(*,*) •' 
WRITE(*,*) 'THE COEFFICIENT VECTOR IS ' 
WRITE(*,*) (THETAa), 1=1,N) 
WRITE(*,*) •' 
WRITE(*,*) •' 
C 
STOP 
END 
C 
C 
C THIS SUBROUTINE ALLOWS THE USER TO SELECT A PARTICULAR MODEL 
C OUT OF THE 
C AVAILABLE OPTIONS. 
C 
SUBROUTINE MODEL aSELECT) 
C 
INTEGER ISELECT 
C 
WRITE(*,*)' • 
WRITE(*,*)' • 
•WRITE(*,*)'' 
WRITE(*,*)'' 
WRITE(*,*)'************** *************************************** ******* 
WRITE(*!*)'* *• 
WRITE(*,*)'* MODEL PARAMETER ESTIMATION USING PMF METHOD *' 
WRITE(*,*)'* "PMF,POISSION MOMENT FUNCTIONAL METHD" *' 
WRITE(*,*)'* TIME INVARIANT ODE MODELS *' 
WRITE(*,*)'* *• 
WRITE(*,*)'* SELECT ONE OF THE FOLLOWING MODELS: »' 
WRITE(*,*y* *• 
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WRITER,*)' 
WRITE(*,»)' 
WRITE(*,»y 
WRITE(*,*)' 
WRITE(*,*)' 
WRITE(*,*)' 
WRITE(*,*)' 
WRITE(*,*)' 
WRITE(*,*)'' 
WRITE(*,*)' • 
WRITE(*,*)'' 
READ(*,*) ISELECT 
C 
IFaSELECT.EQ.6)THEN 
WRITE(*,*)'HOPFULLY YOU ARE STATSFIED' 
STOP 
ENDIF 
C 
RETURN 
END 
C = 
C 
C THIS SUBROUTINE READS IN THE INFORMATION NEEDED FOR MODEL 
C PARAMETER ESTIMATION. 
C 
SUBROUTINE INDAT (A,B,H,M,LDA,NMAX,TO,TIME,U,Y) 
C 
DIMENSION TIME(NMAX),U(NMAX),Y(NMAX) 
CHARACTER* 12 FILNAM 
C 
WRITE(*,*)' • 
WRITE(*,*) 'INITIAL TIME IS ASSUMED TO BE ZERO ' 
WRITE(*,*) •' 
WRITE(*,*) 'ENTER PMF TIME INSTANT OR FINAL TIME. tC 
WRITE(*,*)'' 
READ(*,*)TO 
C 
A=0.0 
B=TO 
C 
WRITE(*,*) 'ENTER THE NUMBER Of DATA POINTS TO BE PROCESSED ' 
WRITE(*,*)'' 
READ(*,*)M 
1) 1ST ORDER NO NUMERATOR DYNAMICS 
2) 2ND ORDER NO NUMERATOR DYNAMICS 
3) 2ND ORDER WITH 1ST ORDER NUMERATOR DYNAMICS 
4) 3RD ORDER NO NUMERATOR DYNAMICS 
5) 3RD ORDER WITH 1ST ORDER NUMERATOR DYNAMICS 
6) EXIT 
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WRITE(*,*) •' 
C 
WRITER,*)' • 
WRITE(*,*)' THE DATA FILE MUST MODEL BE OF THREE NUMERIC 
COLUMNS AS' 
WRITER,*) • • 
WRITE(*,*)' TIME INPUT OUTPUT ' 
WRITE(*,*) • • 
WRITE(»,*)' ENTER THE NAME OF YOUR DATA FILE :' 
WRITE(*,*y' 
WRITE(*,*)' • 
C 
READ(*,'(A)') FILNAM 
C 
0PEN(UNIT=5,FILE=FILNAM,STATUS='0LD') 
C 
DO 1 J=1,M 
READ(5,*) TIME(J),U(J),Y(J) 
1 CONTINUE 
C 
RETURN 
END 
C 
C 
C A PROGRAM FOR PARAMETER ESTIMATION USING THE POSSIONS 
C MOMENT FUNCTIONAL APPROACH. 
C 
C INTEGERS 
C 
C N IS THE NUMBER OF MODEL PARAMETERS 
C NMAX MAXIMUM MATRIX ARRAY 
C M NUMBER OF DATA TO BE PROCESSED 
C 
C 
C REAL VAIUABLES 
C 
C FI(,) INFORMATIN MATRIX COEFFICIENTS. 
C Fj OUTPUTS FOR PMF FILTERS FOR THE OUTPUT SIGNAL 
C j=0,l,2,...,N 
C Uj OUTPUTS FOR PMF FILTERS FOR THE INPUT SIGNAL 
C jOF=0,l,2,...,N 
C XO RHS OF THE LINEAR SYSTEM FORMED OUT OF THE PMF 
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C METHOD 
C YO OUTPUT SIGNAL VECTOR 
C UO INPUT SIGNAL VECTOR 
C 
C SUBPROGRAMS CALLED 
C INTGRl 
C INTGR2 
C 
SUBROUTINE PMF(A,B,FI,ISELECT,LDA,H,Y,N,NMAX,T,X) 
C 
DIMENSION Fl( 10,*),X( 10), Y( 100),U( 100) 
REAL FCN,FCN2 
EXTERNAL FCN,FCN2 
C 
IFaSELECT.EQ. 1 )THEN 
C N IS THE NUMBER OF MODEL PARAMETERS 
C 
N=2 
CALL INTGRT1(FCN,A,B,I0,F0,H,M,NMAX,Y) 
C 
C UO WILL NOT BE USED IN CALCULATIONS 
C 
CALL INTGRT1(FCN,A,B,20,F1,H,M,NMAX,Y) 
CALL INTGRT2(FCN2,A,B,20,U1,H,M,NMAX,U) 
C 
CALL INTGRT1(FCN,A,B,30,F2,H,M,NMAX,Y) 
CALL INTGRT2(FCN2,A,B,30,U2,H,M,NMAX,U) 
C 
FI(l,l)=-Fl 
FI(I,2)=UI 
C 
FI(2,1)=-F2 
FI(2,2)=U2 
C 
X(l)=FO-Fl 
X(2)=F1-F2 
C 
ELSEIF(ISELECT.EQ.2)THEN 
c 
N=3 
CALL INTGRTl (FCN,A,B, 1 0,F0,H,M,NMAX,Y) 
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C UO WILL NOT BE USED IN CALCULATIONS 
C 
CALL INTGRT1(FCN,A,B,20,F1,H,M,NMAX,Y) 
CALL INTGRT2(FCN2,A,B,20,U1,H,M,NMAX,U) 
C 
CALL INTGRT1(FCN,A,B,30,F2,H,M,NMAX,Y) 
CALL INTGRT2(FCN2,A,B,30,U2,H,M,NMAX,U) 
C 
CALL INTGRT1(FCN,A,B,40,F3,H,M,NMAX,Y) 
CALL INTGRT2(FCN2,A,B,40,U3,H,M,NMAX,U) 
C 
CALL INTGRT1(FCN,A,B,50,F4,H,M,NMAX,Y) 
CALL INTGRT2(FCN2,A,B,50,U4,H,M,NMAX,U) 
C 
FI(1,1)=F2-F1 
FI(1,2)=-F2 
FI(1,3)=U2 
C 
FI(2,I)=F3-F2 
FI(2,2)=-F3 
FI(2,3)=U3 
C 
FI(3,I)=F4-F3 
FI(3,2)=-F4 
FI(3,3)=U4 
C 
X(1)=F0-2.*F1+F2 
X(2)=F1-2.*F2+F3 
X(3)=F2-2.*F3+F4 
C 
ELSEIFaSELECT.EQ.3)THEN 
C 
N=4 
CALL INTGRT1(FCN,A,B,10J0,H,M,NMAX,Y) 
C 
C UO WILL NOT BE USED IN CALCULATIONS 
C 
CALL INTGRT1(FCN,A,B,20,F1,H,M,NMAX,Y) 
CALL INTGRT2(FCN2,A,B,20,U1 ,H,M,NMAX,U) 
C 
CALL INTGRT1(FCN,A,B,30,F2,H,M,NMAX,Y) 
CALL INTGRT2(FCN2,A,B,30,U2,H,M,NMAX,U) 
C 
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CALL INTGRT1(FCN,A,B,40,F3,H,M,NMAX,Y) 
CALL INTGRT2(FCN2AB,40,U3^,M,NMAX,U) 
C 
CALL INTGRT1(FCN,A,B,50,F4,H,M,NMAX,Y) 
CALL INTGRT2(FCN2,A,B,50,U4,H,M,NMAX,U) 
C 
CALL INTGRT1(FCN,A,B,60,F5,H,M,NMAX,Y) 
CALL INTGRT2(FCN2,A,B,60,U5,H,M,NMAX,U) 
C 
FI(1,1)=F2-F1 
FI(1,2)=-F2 
FI(I,3)=U1-U2 
FI(1,4)=U2 
C 
FI(2,1)=F3-F2 
FI(2,2)=-F3 
FI(2,3)=U2-U3 
FI(2,4)=U3 
C 
FI(3,1)=F4-F3 
FI(3,2)=-F4 
FI(3,3)=U3-U4 
FI(3,4)=U4 
C 
FI(4,1)=F5-F4 
FI(4,2)=-F5 
FI(4,3)=U4-U5 
FI(4,4)=U5 
C 
X(1)=F0-2.*F1+F2 
X(2)=F1-2.*F2+F3 
X(3)=F2-2.*F3+F4 
X(4)=F3-2.*F4+F5 
C 
ELSEIF(ISELECT.EQ.4)THEN 
C 
N=4 
CALL INTGRT1(FCN,A,B,10,F0,H,M,NMAX,Y) 
C 
CALL INTGRT1(FCN,A,B,20,F1 ,H,M,NMAX,Y) 
CALL INTGRT2(FCN2,A,B,20,U1 ,H,M,NMAX,U) 
C 
CALL INTGRT1(FCN,A,B,30,F2,H,M,NMAX,Y) 
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CALL INTGRT2(FCN2A3,30,U2,H,M,NMAX,U) 
c 
CALL INTGRT1(FCNAB,40,F3,H,M,NMAX,Y) 
CALL rNTGRT2(FCN2,A,B,40,U3,H,M,NMAX,U) 
C 
CALL INTGRT1(FCN,A,B,50,F4,H,M,NMAX,Y) 
CALL INTGRT2(FCN2,A,B,50,U4,H,M,NMAX,U) 
C 
CALL rNTGRTl(FCN,A,B,60,F5,H,M,NMAX,Y) 
CALL INTGRT2(FCN2,A,B,60,U5,H,M,NMAX,U) 
C 
CALL INTGRT1(FCN,A,B,70,F6,H,M,NMAX,Y) 
CALL INTGRT2(FCN2,A,B,70,U6,H,M,NMAX,Lr) 
C 
FI(1,1)=-(F1-2.*F2+F3) 
FI(1,2)=-(F2-F3) 
FI(1,3)=-F3 
FI(1,4)=U3 
C 
FI(2,1)=-(F2-2.*F3+F4) 
FI(2,2)=-(F3-F4) 
FI(2,3)=-F4 
FI(2,4)=U4 
C 
FI(3,1)=-(F3-2.*F4+F5) 
FI(3,2)=-(F4-F5) 
FI(3,3)=-F5 
FI(3,4)=U5 
C 
FI(4,1)=-(F4-2.*F5+F6) 
FI(4,2)=-(F5-F6) 
FI(4,3)=-F6 
FI(4,4)=U6 
C 
X(1)=F0-3.*F1+3.*F2-F3 
X(2)=FI-3.*F2+3.*F3-F4 
X(3)=F2-3.*F3+3.*F4-F5 
X(4)=F3-3.*F4+3.*F5-F6 
C 
ELSEIF(ISELECT.EQ.5)THEN 
C 
N=5 
CALL INTGRT1(FCN,A,B,10,F0,H,M,NMAX,Y) 
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C 
CALL INTGRT1(FCN,A,B,20,F1,H,M,NMAX,Y) 
CALL INTGRT2(FCN2,A,B,20,U1,H,M,NMAX,U) 
C 
CALL INTGRT1(FCNAB,30,F2,H,M,NMAX,Y) 
CALL INTGRT2(FCN2,A,B,30,U2,H,M,NMAX,U) 
C 
CALL INTGRT1(FCN,A,B,40,F3,H,M,NMAX,Y) 
CALLINTGRT2(FCN2,A,B,40,U3,H,M,NMAX,U) 
C 
CALL rNTGRTI(FCN,A,B,50,F4,H,M,NMAX,Y) 
CALL INTGRT2(FCN2,A,B,50,U4,H,M,NMAX,U) 
C 
CALL INTGRT1(FCNAB,60,F5,H,M,NMAX,Y) 
CALL INTGRT2(FCN2,A,B,60,U5,H,M,NMAX,U) 
C 
CALL INTGRT1(FCN,A,B,70,F6,H,M,NMAX,Y) 
CALL INTGRT2(FCN2,A,B,70,U6,H,M,NMAX,U) 
C 
CALL INTGRT1(FCN,A,B,80,F7,H,M,NMAX,Y) 
CALL INTGRT2(FCN2,A,B,80,U7,H,M,NMAX,U) 
C 
FI(1,1)=-(F1-2.*F2+F3) 
FI(l,2)=-(F2-F3) 
FI(1,3)=-F3 
FI(1,4)=U2-U3 
FI(1,5)=U3 
C 
FI(2,1)=-(F2-2.*F3+F4) 
FI(2,2)=-(F3-F4) 
FI(2,3)=-F4 
FI(2,4)=U3-U4 
FI(2,5)=U4 
C 
FI(3,1)=-(F3-2.*F4+F5) 
FI(3,2)=-(F4-F5) 
FI(3,3)=-F5 
FI(3,4)=U4-U5 
FI(3,5)=U5 
C 
FI(4,1)=-(F4-2.*F5+F6) 
FI(4,2)=-(F5-F6) 
FI(4,3)=-F6 
107 
FI(4,4)=U5-U6 
FI(4,5)=U6 
C 
FI(5,l)=-(F5-2*F6+F7) 
FI(5,2)=-(F6-F7) 
FI(5,3)=-F7 
FI(5,4)=U6-U7 
FI(5,5)=U7 
C 
X(1)=F0-3.*F1+3.*F2-F3 
X(2)=F1-3*F2+3.*F3-F4 
X(3)=F2-3.*F3+3.*F4-F5 
X(4)=F3-3.*F4+3.*F5-F6 
X(5)=F4-3.*F5+3.*F6-F7 
C 
ELSEIF(ISELECT.EQ.6)THEN 
C 
N=6 
CALL INTGRT1(FCN,A,B,10,F0,H,M,NMAX,Y) 
C 
C UO WILL NOT BE USED IN CALCULATIONS 
C 
CALL INTGRT1(FCN,A,B,20,F1,H,M,NMAX,Y) 
CALL INTGRT2(FCN2,A3,20,U 1 ,H,M,NMAX,U) 
C 
CALL INTGRT1(FCN,A,B,30,F2,H,M,NMAX,Y) 
CALL INTGRT2(FCN2,A,B,30,U2,H,M,NMAX,U) 
C 
CALL INTGRT1(FCN,A,B,40,F3,H,M,NMAX,Y) 
CALL INTGRT2(FCN2,A,B,40,U3,H,M,NMAX,U) 
C 
CALL INTGRT1(FCN,A,B,50,F4,H,M,NMAX,Y) 
CALL INTGRT2(FCN2,A,B,50,U4,H,M,NMAX,U) 
C 
CALL INTGRT1(FCN,A,B,60,F5,H,M,NMAX,Y) 
CALL INTGRT2(FCN2,A,B,60,U5,H,M,NMAX,U) 
C 
CALL INTGRT1(FCN,A,B,70,F6,H,M,NMAX,Y) 
CALL INTGRT2(FCN2,A,B,70,U6,H,M,NMAX,U) 
C 
CALL INTGRT1(FCN,A3,80,F7,H,M,NMAX,Y) 
CALL INTGRT2(FCN2,A,B,80,U7,H,M,NMAX,U) 
C 
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CALL INTGRT1(FCN,A,B,90,F8,H,M,NMAX,Y) 
CALL INTGRT2(FCN2,A,B,90,U8,H,M,NMAX,U) 
FI(1,1)=-(F1-2*F2+F3) 
FI(1,2)=-(F2-F3) 
FI(1,3)=-F3 
FI(1,4)=U1-2.*U2+U3 
FI(1,5)=U2-U3 
FI(1,6)=U3 
FI(2,1)=-(F2-2.*F3+F4) 
FI(2,2)=-(F3-F4) 
FI(2,3)=-F4 
FI(2,4)=U2-2.*U3+U4 
FI(2,5)=U3-U4 
FI(2,6)=U4 
FI(3,l)=-(F3-2.*F4+F5) 
FI(3,2)=-(F4-F5) 
FI(3,3)=-F5 
FI(3,4)=U3-2.*U4+U5 
FI(3,5)=U4-U5 
FI(3,6)=U5 
FI(4,1)=-(F4-2.*F5+F6) 
FI(4,2)=-(F5-F6) 
FI(4,3)=-F6 
FI(4,4)=U4-2.*U5+U6 
FI(4,5)=U5-U6 
FI(4,6)=U6 
FI(5,1)=-(F5-2.*F6+F7) 
FI(5,2)=-(F6-F7) 
FI(5,3)=-F7 
FI(5,4)=U5-2.*U6+U7 
FI(5,5)=U6-U7 
FI(5,6)=U7 
FI(6,1)=-(F6-2.*F7+F8) 
FI(6,2)=-(F7-F8) 
FI(6,3)=-F8 
FI(6,4)=U6-2.*U7+U8 
FI(6,5)=U7-U8 
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FI(6,6)=U8 
C 
X(l)=F0-3.*Fl+3 •F2-F3 
X(2)=F1-3.*F2+3.*F3-F4 
X(3)=F2-3.*F3+3.*F4-F5 
X(4)=F3-3.*F4+3 *F5-F6 
X(5)=F4-3 .*F5+3 *F6-F7 
X(6)=F5-3.*F6+3*F7-F8 
C 
ELSE 
WRITE(*,*)' TRY AGAIN THIS IS NOT A VALID ENTRY' 
ENDIF 
C 
RETURN 
END 
C 
C A SUBROUTINE FOR SOLVING A LINEAR SYSTEM OF EQUATIONS 
C USING GAUSS ELIMINATION PROCESS 
C 
C SUBROUTINE TO DO GAUSS ELIMINATION 
C 
SUBROUTINE LINSYS (N,LDA,FI,X,THETA,PIVOT) 
DIMENSION FI(LDA,*),X(*),THETA(*),PIVOT(*) 
REAL MAX,MAXP 
C 
DO 2 1=1,N 
C 
C SCALING AND PIVOTING 
C 
C A LOOP TO FIND THE MAXIMUM ENTRY AT EACH ROW AND THEN 
C DIVIDE THE PIVOT ELEMENT BY THE MAXIMUM 
C 
DO 3 J=I,N 
MAX=0.0 
DO 4 K=I,N 
IF (MAX.LT.ABS(FI(J,K)))THEN 
MAX=FI(J,K) 
ENDIF 
4 CONTINUE 
PIVOT(J)=FI(J,I)/MAX 
3 CONTINUE 
C 
C A LOOP THAT DETERMINES THE ROW # OF THE MAXIMUM PIVOT 
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c 
MAXP=0.0 
DO 5 L=I,N 
IF(MAXP.LT.ABS(PIVOT(L)))THEN 
MAXP=PIVOT(L) 
M=L 
END IF 
5 CONTINUE 
C 
C A LOOP THAT INTERCHANGES THE ROW OF MAXIMUM PIVOT 
C WITH THE CURRENT PFVOT ROW 
C 
IF(M.LT.I)THEN 
DO 6 II=I,N 
PIVROW=Fia,II) 
Fia,II)=FI(M,II) 
FI(M,II)=PIVROW 
6 CONTINUE 
C 
C SWITCH THE RIGHT HANDSIDE OF THE SYSTEM 
C 
PIVROW=Xa) 
X(I)=X(M) 
X(M)=PIVROW 
C 
END IF 
C 
C GAUSSL^ ELIMINATION PROCESS STARTS WITH 
C DIVISION OF THE PIVOT ROW BY THE PIVOT ELEMENT 
C 
ATEMP=FI(I,I) 
C 
IF (ATEMP.EQ.O.O)THEN 
PRINT*,I,THE SYSTEM IS SINGULAR:' 
STOP 
END IF 
C 
DO 8 J=I,N 
Fia,J)=Fia,J)/ATEMP 
8 CONTINUE 
C 
C FOR THE RIGHT HANDSIDE 
C 
I l l  
Xa)=X(I)/ATEMP 
C 
C ELIMINATION PROCESS FOR ELEMENTS BELOW THE DIAGONAL 
C 
DO 9 K=I,N 
IF(K.NE.I)THEN 
ATEMP=FI(K,I) 
DO 10 L=I,N 
FI(K,L)=FI(K,L)-ATEMP*Fia,L) 
10 CONTINUE 
X(K)=X(K)-ATEMP*X(I) 
END IF 
9 CONTINUE 
C 
2 CONTINUE 
C 
C BACK SOLUTION 
C 
I=N-1 
DO 33 J=1,I 
JJ=N-J 
K=JJ+1 
DO 22 L=1,JJ 
X(L)=X(L)-FI(L,K)*X(K) 
22 CONTINUE 
33 CONTINUE 
C 
C COPY THE RESULTS TO THE THETA VECTOR 
C 
DO 11 M=1,N 
THETA(M)=X(M) 
11 CONTINUE 
C 
RETURN 
END 
C SUBROUTINE FOR CALCULATING THE POSSION FILTERS OUTPUTS. 
C OUTPUT SIGNAL CASE. 
C 
SUBROUTINE INTGRTl (FCN,A,B,KK,FK,H,M,NMAX,Y) 
C 
C SUBROUTINE FOR THE INTEGRAL OF FCN(X) FROM A TO B, USING 
ROMBERG 
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C TECHNIQUE STARTING WITH THE TRAPEZOID SUM ON MSTART 
INTERVALS. 
C 
DIMENSION T(10,10),Y(NMAX) 
REALFCN 
EXTERNAL FCN 
C 
MSTART=2 
NR0W=7 
M=MSTART 
H=(B-A)/REAL(M) 
TO=B 
C 
SUM=(FCN(A,KK,B)+FCN(B,KK,B))/2.0 
C 
IF (M .GT. 1) THEN 
C 
DO 10 1=1,M-1 
C 
SUM=SUM+FCN(A+REAL(I)*H,KK,B) 
C 
10 CONTINUE 
C 
END IF 
C 
T(1,1)=SUM*H 
C 
DO 20 K=2,NR0W 
C 
H=H/2.0 
M=M*2 
SUM=0.0 
C 
DO 11 1=1,M,2 
C 
SUM=SUM+FCN(A+REALa)*H,KK,B) 
C 
11 CONTINUE 
C 
T(K, 1 )=T(K-1,1 )/2.0+SUM*H 
C 
DO 12 J=1,K-1 
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C SAVE THE DIFERENCES FOR LATER CALCULATION OF RATIOS 
C 
T(K-1,J)=T(K,J)-T(K-1,J) 
T(K, J+1 )=T(K, J)+T(K-1, J)/(4.0* • J-1.0) 
C 
12 CONTINUE 
C 
20 CONTINUE 
C 
FK=T(NROW,NROW) 
C 
RETURN 
END 
C 
C 
c = 
C THIS FUNCTION EVALUATES THE DERIVATIVES OF THE OUTPUT SIGNAL 
C FOR THE ITH PMF FILTER 
C 
REAL FUNCTION FCN(T1,KK,T0) 
C 
COMMON/COEFF/CO,C1,C2,C3,C4,D1,D2,D3,D4,E1,E2,E3,E4,F1,F2,G1,G2 
C 
C IF STATEMENT TO SELECT A PARTICULAR ITH PMF FILTER. 
C 
C GENERAL COMMON SOLUTION FORM. 
C 
Y1=C0+C1 *T1+C2*T1 *T1+C3*(T1 **3)+C4*(T1 **4)+D1 *EXP(E1 *T1 ) 
Y1=Y1+D2*EXP(E2*T1)+D3*EXP(E3*T1)+D4*EXP(E4*T1)+F1*C0S(GI*T1) 
Y1=Y1+F2*SIN(G2*T1) 
C 
IF(KK.EQ.10)THEN 
FCN=Y1*EXP(T1-T0) 
ELSEIF(KK.EQ.20)THEN 
FCN=Y1 *(T0-T1)*EXP(TI-T0) 
ELSEIF(KK.EQ.30)THEN 
FCN=Y1*((T0-T1)**2)*EXP(T1-T0)/2.0 
ELSEIF(KK.EQ.40)THEN 
FCN=Y1*((T0-T1)**3)*EXP(T1-T0)/6.0 
ELSEIF(KK.EQ.50)THEN 
FCN=Y1*((T0-T1)**4)*EXP(T1-T0)/24.0 
ELSEIF(KK.EQ.60)THEN 
FCN=Y1 *((T0-T1 )**5)*EXP(Tl -TO)/120.0 
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ELSEIF(KK.EQ.70)THEN 
FCN=Y1 *((T0-T1 )**6)*EXP(T1-T0)/720.0 
ELSEIF(KK.EQ.80)THEN 
FCN=Y1 *((T0-T1 )**7)*EXP(T1-T0)/5040.0 
ELSEIF(KK.EQ.90)THEN 
FCN=Y1 *((T0-T1 )**8)*EXP(T1 -T0)/40320.0 
ELSEIF(KK.EQ. 100)THEN 
FCN=Yl*((T0-Tl)**9)*EXP(Tl-T0)/(362880.0) 
ELSEIF(KK.EQ. 110)THEN 
FCN=Yl*((T0-Tl)**10)*EXP(Tl-T0)/(3628800.0) 
ELSEIF(KK.EQ. 120)THEN 
FCN=Y1*((T0-TI)**I 1)*EXP(T1-T0y(l 1.0*3628800.0) 
ENDIF 
C 
END 
C 
C SUBROUTINE FOR CALCULATING THE POSSION FILTERS OUTPUTS. 
C INPUT SIGNAL CASE. IT'S BASICALLY AN INTEGRATION PROCESS 
C FOR DIFFERENT FILTERS. 
C 
SUBROUTINE INTGRT2(FCN2,A3,KK,UK,H,M,NMAX,U) 
C 
C SUBROUTINE FOR THE INTEGRAL OF FCN(X) FROM A TO B, USING 
ROMBERG 
C TECHNIQUE STARTING WITH THE TRAPEZOID SUM ON MSTART 
INTERVALS. 
C 
DIMENSION T(10,10),U(NMAX) 
REAL FCN2 
EXTERNAL FCN2 
C 
MSTART=2 
NR0W=7 
M=MSTART 
H=(B-A)/REAL(M) 
TO=B 
C 
SUM=(FCN2(A,KK,B)+FCN2(B,KK,B))/2.0 
C 
IF (M .GT. 1) THEN 
C 
DO 10I=1,M-1 
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SUM=SUM+FCN2(A+REAL(I)*H,KK,B) 
C 
10 CONTINUE 
C 
END IF 
C 
T(1,1)=SUM*H 
C 
DO 20 K=2,NR0W 
C 
H=H/2.0 
M=M*2 
SUM=0.0 
C 
DO 11 1=1,M,2 
C 
SUM=SUM+FCN2(A+REAL(I)*H,KK,B) 
C 
11 CONTINUE 
C 
T(K, 1 )=T(K-1,1 )/2.0+SUM* H 
C 
DO 12 J=1,K-1 
C 
C SAVE THE DIFERENCES FOR LATER CALCULATION OF RATIOS 
C 
T(K-1,J)=T(K,J)-T(K-LJ) 
T(K,J+1 )=T(K,J)+T(K-1 ,J)/(4.0** J-1.0) 
C 
12 CONTINUE 
20 CONTINUE 
C 
UK=T(NROW,NROW) 
C 
RETURN 
END 
C 
C 
C 
C THIS FUNCTION EVALUATES THE DERIVATIVES OF THE OUTPUT SIGNAL 
C FOR THE ITH PMF FILTER 
C 
REAL FUNCTION FCN2 (T1,KK,T0) 
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C 
REALRA>nD 
C 
C IMPLICIT REAL (A-H,0-Z) 
C 
COMMON /COEF1/COO,C11,C22,C33,D11,D22,E11,E22,F11,F22,G11,G22 
C 
U1=C00+C 11 *T1+C22*T1 *T1+C33*(T1 **3)+Dl 1 *EXP(E11 *T1) 
U1=U1+D22*EXP(E22»T1)+F11*C0S(G11*T1)+F22*SIN(G22*T1) 
C 
C IF STATEMENT TO SELECT A PARTICULAR ITH PMF FILTER. 
C 
IF(KK.EQ.10)THEN 
FCN2=U1*EXP(T1-T0) 
ELSEIF(KK.EQ.20)THEN 
FCN2=U1*(T0-T1)*EXP(T1-T0) 
ELSEIF(KK.EQ.30)THEN 
FCN2=U1 *((T0-T1 )* *2)*EXP(T1-T0)/2.0 
ELSEIF(KK.EQ.40)THEN 
FCN2=U I •((TO-Tl )**3)*EXP(Tl-T0)/6.0 
ELSEIF(KK.EQ.50)THEN 
FCN2=U 1 *((T0-T1 )* *4)*EXP(T1 -T0)/24.0 
ELSEIF(KK.EQ.60)THEN 
FCN2=U1»((T0-T1)**5)*EXP(T1-T0)/120.0 
ELSEIF(KK.EQ.70)THEN 
FCN2=U1*((TO-T1)**6)*EXP(T1-T0)/720.0 
ELSEIF(KK.EQ.80)THEN 
FCN2=U1 *((T0-T1 )* *7)*EXP(T1 -T0)/5040.0 
ELSEIF(KK.EQ.90)THEN 
FCN2=U1*((TO-T1)**8)*EXP(T1-T0)/40320.0 
ELSEIF(KK.EQ. 100)THEN 
FCN2=Ul*((T0-Tl)**9)*EXP(Tl-T0)/(362880.0) 
ELSEIF(KK.EQ.l 10)THEN 
FCN2=Ul*((T0-Tl)**10)*EXP(Tl-T0)/(3628800.0) 
ELSEIF(KK.EQ. 120)THEN 
FCN2=U 1 *((T0-T1 )* * 11 )*EXP(T1 -T0)/( 11.0*3628800.0) 
ENDIF 
C 
END 
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APPENDIX C 
MATLAB PID CONTROLLER CODE AND M-FILE 
CI: MATLAB PID Controller Design Program 
clf 
dispi'liiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiifiimmm') 
dispi'IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII It IIIIIIIIIIIIIIIIIIIIIIII till imm') 
dispC •) 
% 
dispCinput the plant numerator polynomial: ') 
numg=input(''); 
dispCinput the plant denomenator polynomial:') 
deng=inputC '); 
% 
dispC') 
%sign=CEnter the feedback sign, -1 or +1 ') 
%sign=inputC') 
sign=-l; 
% 
dispC) 
% 
dispCinput the simulation final time: ') 
tfHnputC'); 
dispCinput the simulation time increment:') 
dt=inputC'); 
% 
dispC •) 
% 
dispCl)If you want to 
print postscript files ') 
dispC') 
dispC2) If you don"t want to print postscript files ') 
dispC') 
pmt=inputC'); 
% 
t=[0.0:dt;tf]; 
flagl=l; 
dispC# 
dispC# Design Of PID Controller For a System 
dispC# Using Root Locus Method 
dispC# 
#•) 
#') 
#•) 
#') 
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while flag 1=1, 
% 
dispC •) 
% 
disp('l) Select system step input reponse : ') 
dispC') 
disp('2) Select system disturbance response:') 
dispC') 
disp('3) Exit the program to matlab prompt:') 
dispC •) 
select l=input(''); 
% 
%this part for exiting the program 
% 
%flagl=l; 
%while flagl=l, 
% 
% select a particular way of design, step input response or 
% step disturbance response 
if(selectl==l) 
dispC •) 
% 
dispC'input the overshoot in percentage') 
dispC') 
pos=input(''); 
prop 
if (pmt=l) 
print -dps -f prop 
end 
pd 
if(pmt=l) 
print -dps -f pd 
end 
pi 
if (pmt=l) 
print -dps -f pi 
end 
pid 
flagl=0; 
elseif (select 1=2) 
prop_d 
ifCselectI=I) 
print -dps -f prop_d 
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end 
pi_d 
if(selectl=l) 
print -dps -f pi_d 
end 
pid_d 
flag1=0; 
elseif (select 1=3) 
%exit with flagl 
flag1=0; 
else 
dispC'Wrong Selection from the menu') 
dispC'select again 1,2 or 3 ') 
% 
end 
% 
% end of program 
% 
end 
c = 
clf 
disp( IIIIIIII till IIIIIIIIII ti IIII It IIII It It IIIIIIIIII It IIIIII ini It IIIIIIIIIIIIIIIIIIIIIIIIIIIIII It II It IIIIII till IIIIII11') 
dispC# #') 
dispC# Design Of Proportional Controller For a Tractor #') 
dispC# Using Root Locus Method #') 
dispC# #') 
dispi'It IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII It IIIIIIII till IIIIIIIIIIIIIIIIIIIIII It IIII It II It It II imm) 
dispC') 
% 
dispC •) 
dispCPIant transfer fvmction ') 
printsys(numg,deng,'s'); 
% 
dispC') 
dispCcalcuIate the damping ratio zeta based on % overshoot') 
dispC) 
zeta=(-log(pos/l 00))/(sqrt(pi'^21og(pos/l 00)^2)); 
dispC') 
disp(+ 'plot P compensated root locus ') 
dispC') 
rIocus(numg,deng) 
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dispCoverlay desired %os line') 
sgrid(zeta,0) 
dispC') 
title(['Kp compensated Root locus with num2str(pos) 
' % Damping ratio line']) 
dispC •) 
dispCNext Generate Gain K, and closed loop poles, p, for point') 
dispC'selected interactively on the root locus') 
dispC') 
if (pmt=l) 
print -dps -f rtlcs_k 
end 
% 
[K,p]=rlocfindelse (numg,deng); 
dispC') 
dispCClosedloop poles=') disp('') 
P 
dispC') 
dispCChoose compensated system dominant pole') 
dispC') 
f=input('Give pole number that is operating point ') 
dispC') 
dispCSummary for estimated specifications for the selected') 
dispCpoint on uncompensated root locus') 
dispC') 
operatingpoint=p(f) 
gain=K 
dispC') 
settling_time=4/abs(real(p(£))) 
dispC •) 
estimated_peak_time=pi/abs(imag(p(f))) 
dispC') 
estimated_percent_overshoot=pos 
dispC') 
estimated_damping_ratio=zeta 
dispC') 
natural_fi:equency=sqrt(real(p(f))^2+imag(p(f))'^2) 
dispC') 
dispCHit return to continue') 
!(bl3z^sj,)/t7=um 
5(, auiji 3UII»3S PSJISSQ 3dXi,)indm=si 
(. .)dsip 
'|==SBU sinjM 
tl=§BU 
(. .)dsip 
(.uiajsXs psjBsusdmoQ adi)dsip 
(. .)dsip 
% 
(. .)dsip 
Ui It IIIIIIIIII It IIIIIIIIIIIIII It IIIIIIIIIIIIIIIIIIIIIIIIIIII11IIIIIIIIII11IIIIIIIIIIIIIIII It II It IIIIIIIIII11 
(.# #.)dsip 
(.# potpsw snooT 100^ Smsn #.)dsip 
(,# JOIOBJI B JO J i3|lOJJU00 Qd JQ uSlSSQ #.)dSXp 
(.# #.)dsip 
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dispC') 
desired_pole=(-zeta* wn)+wn*sqrt( 1 -zeta'^2)*sqrt(-1) 
dispC') 
angle_at_desired_pole=(180/pi)*angle(polyval(numg,desired_pole)/polyval... 
(deng,desired_poIe)); 
dispC) 
PD_angle=l 80-angle_at_desired_pole; 
dispC •) 
%PD zero location 
dispC •) 
zc=((imag(desired_pole)/tan(PD_angle*pi/180))-real(desired_pole)); 
dispC •) 
dispCPD Compensator') 
dispC') 
numpd=[l zc]; 
denpd=[0 1]; 
dispC') 
numpdg=conv([l zc],numg); 
denpdg=deng; 
%disp('Gc(s)') 
dispC) 
printsys(numpdg,denpdg) 
dispC') 
dispC •) 
rlocus(numpdg,denpdg) 
axis([-30,30,-30,30]) 
dispC') 
sgrid(zeta,0) 
dispC •) 
titIe(['PD Compensated Root Locus with', nuni2str(pos),' Damping ratio Line']) 
dispC') 
if(pmt=I) 
print -dps -f rdcs_pd 
end 
dispCGenerate gain, K, and closed poles, p, for point') 
dispCselected interactively on the root locus.') 
dispC') 
[K,p]=rIocfind(numpdg,denpdg); 
dispC') 
dispCcloop Poles =') 
P 
dispC') 
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dispCChoose compensated system dominant pole") 
dispC') 
f=input('Give pole nimiber that is operating point ')J 
dispC') 
dispCSummary of the specifications for the selected point') 
disp('on PD compensated root locus') 
dispC') 
operatingpoint=p(f) 
dispC') 
gainpd=K 
operatingpoint=p(f) 
dispC •) 
estmated_settling_time=4/abs(real(p(f))) 
dispC') 
estimatedj3eak_time=pi/abs(imag(p(f))) 
dispC') 
estimated_percent_overshoot=pos 
dispC') 
estimated_damping_ratio=zeta 
dispC') 
estimated_natural_frequency=sqrt(real(p(f))'^2+imag(p(f))^2) 
dispC') 
[numpdgc,denpdgc]=cloop(K*numpdg,denpdg,sign); 
dispC •) 
%Find uncompensated T(s) 
dispC •) 
dispCFind PD compensated T(s)') 
dispC') 
printsys(nimipdgc,denpdgc) 
dispC') 
[ypdc,xpdc]=step(numpdgc,denpdgc,t); 
pIot(t,ypdc) 
dispC') 
title(['PD compensated System step Respose withnum2str(pos),' %overshoot']) 
dispC') 
if(pmt=I) 
print -dps -f pd 
end 
dispC'That is the end of PD compensation') 
dispC') 
dispC Now select one of the following ') 
dispC') 
disp('l) Go back to redesign the PD compensator') 
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disp('2) Go to design PI Compensator') 
dispC') 
flag=input(''); 
end 
% 
dispiUI IIIIIIIIIIIIIIIIIIII It IIIIIIIIIIIIIIIIIIIIII I! IIIIIIIIIIII It IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII mM'^ 
dispC# #') 
dispC# Design Of PID Controller For a Tractor #') 
dispC# Using Root Locus Method #') 
dispC# #•) 
disp('////////////////////////////////////////////////////////////////////////////////////////////////////////WM#') 
dispC') 
% 
% 
flag=l; 
while flag==l, 
dispC'PI Compensator Design') 
dispC') 
dispC Any ideal integral Compensator will work') 
disp('as long as the zero is placed close to the origin') 
dispC') 
dispC Choose PI numerator ') 
dispC') 
numpi=input(' ') 
dispC •) 
denpi=[l 0]; 
dispCPrint PI T(s)') 
dispC') 
printsys(numpi,denpi); 
dispC') 
% 
dispC') 
Ts=input(Type Desired Settling Time '); 
wn=4/(Ts*zeta); 
dispC •) 
desired_pole=(-zeta*wn)+wn*sqrt( 1 -zeta'^2)*i 
dispC') 
% 
dispCFormulate the PID T(s) ') 
dispC •) 
numpid=conv(numpd,numpi); 
denpid=conv(denpd,denpi); 
numpidg=conv(numpdg,numpi); 
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denpidg=conv(deng,denpi); 
% 
dispC •) 
dispCPID compensated T(s) ') 
dispC •) 
printsys(numpidg,denpidg) 
dispC) 
% 
dispCHit return to continue') 
pause 
% 
dispC') 
rlocus(numpidg,denpidg) 
dispC') 
axis([-30,30,-30,30]) 
title(['PID Compensated Root Locus with', num2str(pos),' Damping ratio Line']) 
% 
sgrid(zeta,0) 
dispC') 
dispC'Generate gain, K, and closed poles, p, for point') 
dispC'selected interactively on the root locus.') 
dispC') 
dispC') 
title(['PID Compensated Root Locus with', num2str(pos),' Damping ratio Line']) 
dispC') 
if (pmt=l) 
print -dps -f rtlcs_pid 
end 
% 
[K,p]=rlocfind(numpidg,denpidg); 
% 
dispC') 
dispCcloop Poles =') 
P 
dispC') 
dispCChoose compensated system dominant pole') 
dispC') 
f=input('Give pole number that is operating point '); 
dispC') 
dispC'Summary of the specifications for the selected point') 
dispCon compensated root locus') 
dispC') 
operatingpoint=p(f) 
126 
dispC •) 
gainpi=K 
dispC') 
estmated_settlmg_time=4/abs(real(p(f))) 
dispC') 
estimated_peak_time=pi/abs(imag(p(f))) 
dispC •) 
estimated_percent_overshoot=pos 
dispC •) 
estimated_damping_ratio=zeta 
dispC •) 
estimated_natiiral_frequency=sqrt(real(p(f))'^2+imag(p(f))'^2) 
dispC •) 
% 
[numpidgc,denpidgc]=cloop(K*niimpidg,denpidg,sign); 
% 
dispC •) 
dispCFind PID compensated T(s)') 
dispC •) 
printsys(numpidgc,denpidgc) 
dispC') 
%step(niimpidgc,denpidgc) 
dispC •) 
%title(['PID compensated System step Respose withnum2str(pos),' %overshoot']) 
dispC') 
%disp(' Plot the Step Responnses of The KP compensated,') 
%disp(' PD compensted & PID ') 
%[ykc,xkc]=step(numgkc,dengkc,t); 
% [ypdc,xpdc]=step(numpdgc,denpdgc,t); 
[ypidc,xpidc]=step(numpidgc,denpidgc,t); 
plot(t,ypidc) 
dispC •) 
title(['PID compensated System step Respose withnum2str(pos),' %overshoot']) 
dispC •) 
if(pmt==l) 
print -dps -f pid 
end 
dispC •) 
txt=2; 
while txt==2, 
dispC') 
plot(t,ygc,'g-',t,ypdc,'w:',t,ypidc,'r-.') 
title(['Comparison of P, PID,PD compensated System step Resposes with 
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, nuni2str(pos),' %overshoot']) 
dispC') 
dispCEnter the x,y coordinates for the text, P') 
dispC') 
xl=input('xl= '); 
yl=inputCyl= '); 
dispC') 
dispCEnter the x,y coordinates for the text, PD') 
dispC') 
x2=input('x2= '); 
y2=input('y2= '); 
dispC') 
dispCEnter the x,y coordinates for the text, PID') 
dispC') 
x3=inputCx3= '); 
y3=inputCy3= '); 
dispC') 
text(xI,yI,'P') 
text(x2,y2,'PD') 
text(x3,y3,'PID') 
dispCl) If the position of the text is okay') 
dispC2) To change the position of the text') 
dispC') 
txt=inputC '); 
end 
if(pmt=l) 
print -dps -f fig_all 
end 
dispCl) To Redesign the PI for better PID performance') 
dispC2) satisfied with the design, exit the program') 
flag=input(' '); 
end 
dispC') 
dispCDetermine the PID gains,Kl, K2, K3, from the equation ') 
dispCGpid(s)=KI+BC2/s+BGs=(Kls+K2+K3s^2)/s=K3(s^2+K2+K3s^2)/s') 
dispC •) 
numgains=K* numpid; 
Kl=numgains(l,2) 
K2=numgains( 1,3) 
K3 =numgains( 1,1) 
dispC') 
dispCThat is the end of the program') 
dispCGood luck!!!!!!') 
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dispC'Hit any key to go to Matlab prompt') 
paiise 
C.2. M-file Lateral 
function [ret,xO,str,ts,xts]=ctrall(t,x,u,flag); 
%Iateral is the M-file description of the SIMULINK system named lateral. 
% The block-diagram can be displayed by typing:lateral. 
% 
% SYS=CTRALL(T,X,U,FLAG) returns dependmg on FLAG certain 
% system values given time point, T, current state vector, X, 
% and input vector, U. 
% FLAG is used to indicate the type of output to be retumed in SYS. 
% 
% Setting FLAG=1 causes CTRALL to return state derivatives, FLAG=2 
% discrete states, FLAG=3 system outputs and FLAG=4 next sample 
% time. For more information and other options see SFUNC. 
% 
% Calling lateralL with a FLAG of zero: 
% [SIZES]=Iateral (D,D,D,0), returns a vector, SIZES, which 
% contains the sizes of the state vector and other parameters. 
% SIZES( 1) number of states 
% SIZES(2) number of discrete states 
% SIZES(3) number of outputs 
% SIZES(4) number of inputs 
% SIZES(5) number of roots (currently unsupported) 
% SIZES(6) direct feedthrough flag 
% SIZES(7) number of sample times 
% 
% For the definition of other parameters in SIZES, see SFUNC. 
% See also, TRIM, LINMOD, LINSIM, EULER, RK23, RK45, ADAMS, GEAR. 
% Note: This M-file is only used for saving graphical information; 
% after the model is loaded into memory an internal model 
% representation is used. 
% the system will take on the name of this mfile: 
sys = mfilename; 
new_system(sys) 
simver(1.3) 
if (0 = (nargin + nargout)) 
set_param(sys,'Location',[64,l 79,973,731]) 
open_system(sys) 
end; 
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set_param(sys,'algorithin', 'RK-45') 
set_param(sys,'Start time', '0.0') 
set_param(sys,'Stop time', '8.5') 
set_param(sys,'Min step size', '0.1') 
set_param(sys,'Max step size', '10') 
set_param(sys,'Relative eiTor','le-3') 
set_param(sys,'Retum vars', ") 
add_block('built-iii/Clock',[sys,'/','Clock']) 
set_param([sys,'/','Clock'],... 
'position',[185,410,205,430]) 
add_block('built-in/Note',[sys,'/','Agricultural Tractor Guidance with PID Contorller']) 
set_param([sys,'/','Agricultural Tractor Guidance with PID Contorller'],... 
'position',[490,10,495,15]) 
add_block('built-in/Note',[sys,'/',' Double click on the "L" for simulation time display']) 
set_param([sys,'/',' Double click on the "L" for simulation time display'],... 
'position', [415,455,420,460]) 
add_block('built-in/Note',[sys,'/',['To run the simulation, select "Start'",13,'fi:om the 
"Simulation" pull-down menu']]) 
set_param([sys,'/',['To run the simulation, select "Start"', 13,'from the "Simulation" pull-down 
menu']],... 
'position',[430,495,435,500]) 
add_block('built-in/To Workspace', [sys,'/, 'time']) 
set_param([sy s,'/','time'],... 
'mat-name','t',... 
'buffer','[1000 1 0.1]',... 
•position',[685,412,735,428]) 
% Subsystem ['Double click on',13,'"?'",13,'For More Info']. 
new_system([sys,'/',['Double click on ',13,'"?'", 13,'For More Info']]) 
setj3aram([sys,'/',['Double click on ',13,'"?'",13,'For More 
Info']],'Location',[769,482,1196,687]) 
add_block('built-in/Note',[sys,'/',['Double click on ',13,'"?"',13,'For More Info/This shows 
how an PID controller can be designed and simulated', 13,'using block diagram from within 
Matlab environment']]) 
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set_param([sys,'/',['Double click on ',13,13,'For More Info/This shows how an PID 
controller can be designed and simulated', 13,'using block diagram from within Matlab 
enviromnent']],... 
'position', [205,20,210,25]) 
add_bIock('built-in/Note',[sys,'/',['Double click on ',13,'"?'",13,'For More Info/The desired 
tractor path in terms of lateral displacement ',13,'is supplied by the file dzrd.mat.. Unmask the 
blocks to ',13,'see how they were implemented.']]) 
set_param([sys,'/',['Double click on ',13,'"?'",13,'For More Info/The desired tractor path in 
terms of lateral displacement ',13,'is supplied by the file dzrd-mat.. Unmask the blocks to 
',13,'see how they were implemented.']],... 
'position',[205,85,210,90]) 
add_bIock('built-in/Note',[sys,'/',['Double click on ',13,'"?'",13,'For More Info/Modify the PID 
gains and observe the changes in PID controller", 13,'path. Change the gains until the PID 
controller output is almost', 13,'identical to the desired input.']]) 
set_param([sys,'/',['Double click on ',13,'"?'",13,'For More Info/Modify the PID gains and 
observe the changes in PID controller',13,'path. Change the gains until the PID controller 
output is almost', 13,'identical to the desired input.']],... 
'position',[229,145,234,150]) 
set_param([sys,'/',['Double click on ',13,'"?'",13,'For More Info']],... 
'Mask Display','?') 
% Finished composite block ['Double click on ',13,"'?'",13,'For More Info']. 
set_param([sys,'/',['Double click on ',13,'"?'",13,'For More Info']],... 
'Drop Shadow',4,... 
'position',[705,455,732,480]) 
add_block('built-in/Transfer Fen',[sys,'/','heading dynamics']) 
set_param([sys,'/','heading dynamics'],... 
•Numerator','[3.1901 ]',... 
'Denominator','[1.0 3.698 0]',... 
"Mask Display','Heading angle',... 
'position',[460,74,630,116]) 
% Subsystem ['graph of time vs controlled',13,'heading angle']. 
new_system([sys,'/',['graph of time vs controlled ',13,'heading angle']]) 
set_param([sys,'/',['graph of time vs controlled ',13,'heading 
angle']],'Location',[0,59,274,252]) 
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add_block('built-in/S-Function',[sys,'/',['graph of time vs controlled ',13,'heading angle/S-
function',13,'M-file which plots', 13,'lines', 13,"]]) 
set_param([sys,'/', ['graph of time vs controlled ',13,'heading angle/S-function',13,'M-file 
which plots', 13,'lines', 13,"]],... 
'function name','sfunyst',... 
'parameters','ax, color, npts, dt',... 
'position',[l 30,55,180,75]) 
add_block('built-in/Inport',[sys,'/',['graph of time vs controlled ',13,'heading angle/x']]) 
set_param([sys,'/',['graph of time vs controlled ',13,'heading angle/x']],... 
'position',[65,55,85,75]) 
add_line([sys,'/',['graph of time vs controlled ',13,'heading angle']],[90,65;125,65]) 
set_param([sys,'/', ['graph of time vs controlled ',13,'heading angle']],... 
'Mask 
Display','plot(0,0,100,100, [83,76,63,52,42,3 8,28,16,11,84,11,11,11,90,90,11 ],[75,58,47,54,7 
2,80,84,74,65,65,65,90,40,40,90,90])',... 
'Mask Type','Storage scope.') 
set_param([sys,'/', ['graph of time vs controlled ',13,'heading angle']],... 
'Mask Dialogue','Storage scope using MATLAB graph window.\nEnter 
plotting ranges and line type.|Initial Time Range:|Initial y-min:|Initial y-maxrjStorage 
pts.:|Line type (rgbw-.:xo):') 
set_param([sys,'/',['graph of time vs controlled ',13,'heading angle']],... 
'Mask Translate','npts = @4; color = @5; ax = [0, @1, @2, @3]; dt=-l;') 
set_param([sys,'/', ['graph of time vs controlled ',13,'heading angle']],... 
'Mask Help','This block uses a MATLAB figure window to plot the input 
signal. The graph limits are automatically scaled to the min and max values of the signal 
stored in the scope"s signal buffer. Line type must be in quotes. See the M-file sfunyst.m.') 
set_param([sys,'/',['graph of time vs controlled ',13,'heading angle']],... 
•Mask Entries','8.5V-10V10V200\/"y-/g-/c-./w:/m*/ro/b+'V) 
% Finished composite block ['graph of time vs controlled', 13,'heading angle']. 
set_param([sys,'/',['graph of time vs controlled ',13,'heading angle']],... 
'position',[755,75,785,115]) 
add_block('built-in/To Workspace',[sys,'/*,['Heading angle', 13,'to Workspace']]) 
set__param([sys,'/',['Heading angle', 13,'to Workspace']],... 
'mat-name','yout2',... 
'position',[745,22,795,38]) 
add_block('built-in/To Workspace',[sys,'/',['Lateraldisplacement', 13,'to Workspace']]) 
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set_param([sys,'/',['Lateraldisplacement',13,'to Workspace']],... 
'mat-name','yout',... 
'position', [750,172,800,188]) 
% Subsystem ['graph of time vs controlled',13,'lateral displacement']. 
new_system([sys,'/',['graph of time vs controlled ',13,'lateral displacement']]) 
set_param([sys,'/', ['graph of time vs controlled ',13,'lateral displacement 
']],'Location',[0,59,274,252]) 
add_block('built-in/Inport',[sys,'/',['graph of time vs controlled ',13,'lateral displacement /x']]) 
set_param([sys,'/',['graph of time vs controlled ',13,'lateral displacement /x']],... 
'position',[65,55,85,75]) 
add_block('built-in/S-Fiinction',[sys,'/',['graph of time vs controlled ',13,'lateral displacement 
/S-function',13,'M-file which plots', 13,'lines', 13,"]]) 
set_param([sys,'/',['graph of time vs controlled ',13,'lateral displacement /S-function',13,'M-
file which plots',13,'lines',13,"]],... 
'fimction name','sfimyst',... 
'parameters','ax, color, npts, dt',... 
'position',[l 30,55,180,75]) 
add_line([sys,'/', ['graph of time vs controlled ',13,'lateral displacement ']],[90,65; 125,65]) 
set_param([sys,'/',['graph of time vs controlled ',13,'lateral displacement']],... 
'Mask 
Display','plot(0,0,100,100,[83,76,63,52,42,38,28,16,l 1,84,11,11,11,90,90,11],[75,58,47,54,7 
2,80,84,74,65,65,65,90,40,40,90,90])') 
set_param([sys,'/',['graph of time vs controlled ',13,'lateral displacement ']],... 
'Mask Type','Storage scope.') 
set_param([sys,'/',['graph of time vs controlled ',13,'lateral displacement ']],... 
'Mask Dialogue','Storage scope using MATLAB graph window.\nEnter 
plotting ranges and line type.jlnitial Time Range:|Initial y-min:|Initial y-max:|Storage 
pts.:|Line type (rgbw-.:xo):') 
set_param([sys,'/',['graph of time vs controlled ',13,'lateral displacement ']],... 
'Mask Translate','npts = @4; color = @5; ax = [0, @1, @2, @3]; dt=-l;') 
set_param([sys,'/',['graph of time vs controlled ',13,'lateral displacement']],... 
'Mask Help','This block uses a MATLAB figure window to plot the input 
signal. The graph limits are automatically scaled to the min and max values of the signal 
stored in the scope"s signal buffer. Line type must be in quotes. See the M-file sfunyst.m.') 
set_param([sys,'/',['graph of time vs controlled ',13,'lateral displacement']],... 
'Mask Entries','8.5\/-10V10\/200\/"y-/g—/c-./w:/m*/ro/b+"V) 
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% Finished composite block ['graph of time vs controlled13,'lateral displacement']. 
set_param([sys,'/',['graph of time vs controlled ',i3,'Iateral displacement 
'position',[760,245,790,285]) 
% Subsystem 'PID Controller'. 
new_system([sys,*/','PID Controller*]) 
set_param([sys,'/','PID Controller'],'Location',[0,0,362,244]) 
add_block('built-in/Sum',[sys,'/','PID Controller/Sum']) 
set_param([sys,'/','PID Controller/Sum'],... 
'inputs', 
'position',[245,57,265,93]) 
add_block('built-in/Gain',[sys,'/','PID Controller/D']) 
set_param([sys,'/','PID Controller/D'],... 
'Gain','D',... 
'position',[95,129,l 15,151]) 
add_block('built-in/Gain', [sys,'/','PID Controller/Proportional']) 
set_param([sys,'/','PID Controller/Proportional'],... 
'Gain','P',... 
'position', [120,13,140,37]) 
add_bIock('built-ir}/Transfer Fcn',[sys,'/','PID Controller/Integral']) 
set_param([sys,'/','PID Controller/Integral'],... 
"Numerator','[I]',... 
'Denominator','[l 0]',... 
'position',[l 10,57,145,93]) 
add_block('built-in/Derivative',[sys,'/','PID Controller/Derivative']) 
set_param([sys,'/','PID Controller/Derivative'],... 
•position',[150,128,190,152]) 
add_block('built-in/Outport',[sys,'/','PID Controller/Out_l']) 
set_param([sys,'/','PID Controller/Out_l'],... 
'position',[290,65,310,85]) 
add_block('built-in/Inport',[sys,'/','PID Controller/In_l']) 
set_param([sys,'/','PID Controller/In_l'],... 
'position',[25,65,45,85]) 
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add_line([sys;/','PID Controller'],[120,140; 145,140]) 
add_line([sys,'/','PID Controller'],[270,75;285,75]) 
addJineCCsys,'/*,'?® ControUer'],[50,75; 105,75]) 
add_line([sys,'/';PIDController'],[65,75;65,140;90,140]) 
add_line([sys,'/','PID Controller'],[80,75;80,25;l 15,25]) 
addJine([sys,'/','PID Controller'],[195,140;215,140;215,85;240,85]) 
add_line([sys,'/','PID Controller-],[150,75;240,75]) 
addJine([sys,7,'PIDController'],[145,25;210,25;210,65;240,65]) 
set_param([sys,'/','PID Controller'],... 
•MaskDisplay','PID',... 
'Mask Type','PID Controller',... 
'Mask Dialogue','Enter expressions for proportional, integral, and derivative 
terms.\nP+I/s+Ds|Proportional:|Integral|Derivative:') 
set_param([sys,'/','PID Controller'],... 
'MaskTranslate','P=@l; I=@2; D=@3;') 
set_param([sy s,'/','PID Controller'],.. . 
'Mask Help','This block implements a PID controller where parameters are 
entered for the Proportional, Integral and Derivative terms. Unmask this block to see hov^ it 
works. The derivative term is implemented using a true derivative block.') 
set_param([sys,'/','PID Controller'],... 
•Mask Entries','lOVl VIV) 
% Finished composite block 'PID Controller'. 
set_param([sys,'/','PID Controller'],... 
'position',[245,249,285,281]) 
add_bIock('built-in/Sum',[sys,'/','Sum']) 
set__param([sys,'/','Sum'],... 
'inputs', 
•position',[l 95,255,215,275]) 
add_block('buiIt-in/Transfer Fcn',[sys,'/',['Lateral diplacement',13,' characteristics']]) 
set_param([sys,'/',['LateraI diplacement',13,' characteristics']],... 
"Numerator','[2.3781 10.4194]',... 
'Denominator','[1.0000 3.6870 0.000 0.00]',... 
'Mask Display','Lateral dynamics',... 
'position',[425,244,595,286]) 
% Subsystem ['time vs desired lateral', 13,'displacement']. 
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new_system([sys,'/',['time vs desired lateral', 13,'displacement']]) 
set_param([sys,'/',['time vs desired lateral', 13,'displacement ']],'Location',[0,59,274,252]) 
add_block('biiilt-in/S-Function',[sys,'/',['time vs desired lateral', 13,'displacement /S-
function',13,'M-file which plots',13,'lines',13,"]]) 
set_param([sys,'/',['time vs desired lateral', 13,'displacement /S-fimction',13,'M-file which 
plots', 13,'lines', 13,"]],... 
'fimction name','sfunyst',... 
'parameters','ax, color, npts, dt',... 
'position', [130,55,180,75]) 
add_block('built-m/Inport',[sys,'/',['time vs desired lateral', 13,'displacement /x']]) 
set_param([sys,'/',['time vs desired lateral', 13,'displacement/x']],... 
'position',[65,55,85,75]) 
add_line([sys,'/',['time vs desired lateral', 13,'displacement ']],[90,65; 125,65]) 
set_param([sys,'/',['time vs desired lateral', 13,'displacement ']],... 
'Mask 
Display','plot(0,0,100,100,[83,76,63,52,42,38,28,16,l 1,84,11,11,11,90,90,11],[75,58,47,54,7 
2,80,84,74,65,65,65,90,40,40,90,90])',... 
'Mask Type','Storage scope.') 
setjparam([sys,'/',['time vs desired lateral', 13,'displacement']],... 
'Mask Dialogue','Storage scope vising MATLAB graph window.\nEnter 
plotting ranges and line type.|Initial Time Range:(Initial y-min:[Initiai y-max:|Storage 
pts.:|Line type (rgbw-.:xo):') 
set_param([sys,'/',['time vs desired lateral', 13,'displacement']],... 
'Mask Translate','npts = @4; color = @5; ax = [0, @1, @2, @3]; dt=-l;') 
setjparam([sys,'/',['time vs desired lateral', 13,'displacement']],... 
'Mask Help','This block uses a MATLAB figure window to plot the input 
signal. The graph limits are automatically scaled to the min and max values of the signal 
stored in the scope"s signal buffer. Line type must be in quotes. See the M-file sfunyst.m.') 
set_param([sys,'/',['time vs desired lateral', 13,'displacement ']],... 
'Mask Entries','8.5V-10V10V200\/"y-/g-/c-./w:/m*/ro/b+"V') 
% Finished composite block ['time vs desired lateral', 13,'displacement']. 
set_param([sys,'/',['time vs desired lateral', 13,'displacement']],... 
'position',[220,70,250,l 10]) 
add_block('built-in/From File',[sys,'/',['desired path', 13,'From File']]) 
set_param([sys,'/', ['desired path',13,'From File']],... 
'File name','dzrd.mat',... 
'position',[50,246,120,274]) 
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add_line(sys,[220,265;240,265]) 
add_line(sys,[290^65;420,265]) 
addjine(sys,[210,420;680,420]) 
add_line(sys,[600,265;755,265]) 
add_line(sys,[635,95;750,95]) 
add_line(sys,[125,260; 190,260]) 
add_line(sys, [381,265;381,95;455,95]) 
add_line(sys,[676,265;676,381; 146,381 ;146,270;190,270]) 
addJine(sys,[676,266;676,180;745,180]) 
add_line(sys,[676,95;676,30;740,30]) 
addjine(sys,[146,260;146,90;215,90]) 
drawnow 
% Return any arguments. 
if (nargin | nargcut) 
% Must use feval here to access system in memory 
if (nargin >3) 
if (flag = 0) 
eval(['[ret,xO,str,ts,xts]=',sys,'(t,x,u,flag);']) 
else 
eval(['ret =', sys,'(t,x,u,flag);']) 
end 
else 
[ret,xO,str,ts,xts] = feval(sys); 
end 
else 
drawnow % Flash up the model and execute load callback 
end 
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appendix d 
comparison of dads data and pmf model 
PMF Model 
DADS Data 
-2 
e -3 
TO 
-7 
-8 
-9 
Time (sec) 
Lateral dispacement vs time for DADS data and PMF model. 
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0.5 
PMF Model 
DADS Data 
0.4 
0.3 
0.2 
S-0.1 
-0.2 
-0.3 
-0.4 
-0.5 
Time (sec) 
Yaw rate for DADS data and PMF model 
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