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Abstract
A well-known problem of the existence of a Hamilton cycle in the middle two levels of the
n-dimensional Boolean lattice, n is odd, is considered. The necessary and su.cient conditions
for an n-symbol sequence to be a code of the cycle are obtained. It is shown that symbols of
the sequence must satisfy certain properties of an uniform distribution in the sequence. ? 2001
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1. Introduction
The paper is devoted to an approach to problems of embedding in the binary n-cube
and graphs of regular structure. The approach is based on the reduction of embedding
problems to the investigation of “words with prohibitions” over an n-symbol alphabet
[2,4–7]. In such a way, di:erent embeddings of chains and cycles in a hypercube can
be reduced to problems of existence and to the construction of symbol sequences with
di:erent kinds of restrictions imposed on their fragments: subwords or subsequences.
This approach can be successfully applied to problems in which the collection of ob-
tained restrictions on the structure of sequences is not too complicated [2,3,5–7,10].
Besides, the interpretation of the problem in terms of symbolic sequences with prohi-
bitions can facilitate the search of algorithms for constructing a solution.
The problem of the existence of a Hamilton cycle in the middle two levels of a
Boolean hypercube of an odd dimension is considered. This problem is also called
 Translated from Discrete Anal. Oper. Res. Novosibirsk 4(4) (1997) 6–12.
∗ Corresponding author.
E-mail addresses: evdok@math.nsc.ru (A.A. Evdokimov), pereal@math.nsc.ru (A.L. Perezhogin).
1 Supported by the Russian Foundation for Fundamental Research (Grant 96–01–01800) and the Federal
Target Program “Integration” (Project 473).
0166-218X/01/$ - see front matter ? 2001 Elsevier Science B.V. All rights reserved.
PII: S0166 -218X(00)00363 -2
110 A.A. Evdokimov, A.L. Perezhogin /Discrete Applied Mathematics 114 (2001) 109–114
“the middle levels problem” [1,8,12]. In terms of subsets of a nite set, the existence
of a Hamilton cycle in the problem means that we can order linearly (or cyclically) all
k- and (k + 1)-element subsets of an arbitrary set containing 2k + 1 elements in such
a way that subsets adjacent in the order di:er from each other in just one element.
Such orderings are called enumerations in the order of minimal change [3,7,13]. More
generally, the enumerations in the order of minimal change are used for the search of
e.cient algorithms to generate a given set of objects quickly [9,11]. We try to nd
ways to code a sequence of objects simply. In this coding, instead of a describing each
object, we code only the di:erences between adjacent objects.
The existence of a Hamilton cycle in the middle two levels was proved for all odd
values of n, n623; lower bounds on the largest length of simple paths and cycles were
obtained. But, as noted in [12], though the problem is simply formulated, it remains
open despite the e:orts of many researchers.
The aim of the present paper is not to obtain bounds on the length, but rather to
use our approach to elucidate the structure of a possible solution and to characterize
it in terms of a coding symbolic sequence with imposed restrictions on its subwords
and subsequences. Such a characterization is obtained in Lemma 3 and Theorem 4.
It is simple, and it allows to prove structural properties of a hypothetical solution,
say, about the disposition of letters of an alphabet and about the equality of the fre-
quencies of their occurrence in each solution (Theorem 2). We hope that it will be
useful in the search of an algorithm for constructing a Hamilton cycle or in cutting
o: approaches having no prospects, for example, those constructions that do not pro-
vide a uniform spectrum of occurrences of edges for each of n basic vectors of the
hypercube.
2. Denitions and preliminaries
Recall some denitions and simple statements from [2,5].
Let I={0; 1}. Denote by I n the set of all n-tuples, as well as the graph of the n-cube
on the set of vertices I n and with the set of edges {(u; v) | u; v ∈ I n; (u; v)=1}, where
 is the Hamming distance. As usual, let w(v) = ( M0; v) be the weight of a vertex v.
The set of all vertices of the weight i is called the i-level. For each i ∈ {1; 2; : : : ; n−1}
denote by I n(i; i + 1) the subgraph of the n-cube generated by the set of all vertices
of the ith and (i + 1)th levels.
An arbitrary path P = v0; v1; : : : ; vl in the graph I n uniquely determines a word X =
x1x2 : : : xl over the alphabet An= {1; 2; : : : ; n} in such a way that vi−1 di:ers from vi in
the xith coordinate only. We say that the word X codes the path P. And vice versa,
for each word X = x1x2 : : : xl over the alphabet An and for an initial vertex v0 in the
graph I n there exists a unique path P = v0; v1; : : : ; vl such that the vertices vi−1 and vi
di:er only in the xith coordinate. Hence, we have a one-to-one correspondence (up to
the choice of the initial node) between paths in I n and coding words over the n-letter
alphabet.
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Claim 1. The Hamming distance between the terminal vertices of the path is equal
to the number of letters that occur in the coding path an odd number of times. The
path is cyclic (v0 coincides with vl) if and only if each letter occurs in the coding
word an even number of times.
The coding word of a cyclic path is called a cyclic word, and the rst letter of such
a word is supposed to follow the last letter of the word.
Claim 2. The path is a simple path; i.e.; all its vertices are di5erent; if and only if
in each subword of the coding word there exists a letter that occurs in this subword
an odd number of times.
Let X be a cyclic word over the alphabet An. We dene a map prevX of the set
{1; 2; : : : ; |X |} to itself as follows. Let the word X have some letter in the ith position,
and let the previous (in the cycle) occurrence of this letter be numbered by j. Then
we set
prevX (i) = j:
For example, if X = 12131213 then
prevX (1) = 7; prevX (2) = 6; prevX (3) = 1; prevX (4) = 8;
prevX (5) = 3; prevX (6) = 2; prevX (7) = 5; prevX (8) = 4:
It is clear that prevX is a permutation on the set X . For i ∈ {1; 2; : : : ; |X |} we set
X (i) =
{
1 if the number prevX (i)− i is even;
0 otherwise
and
(X ) =
1
|X |
|X |∑
i=1
X (i):
It is easy to see that 06(X )61. For example, we have (12131213) = 1 and
(123123) = 0.
The natural orientation of the basic vectors in I n denes an orientation of edges
for each of its n directions. Each path in I n passes edges of the same direction by
alternating their passage in the direct and inverse direction. Therefore, it is useful to
consider the coding words over a “group” alphabet {1; 2; : : : ; n; M1; M2; : : : ; Mn} by assuming
that a letter x,  ∈ {0; 1}, corresponds to the direct (x1=x) or inverse (x0= Mx) passage
of the edge of the xth direction, x ∈ An. For example, the coding word of the Hamilton
cycle 12131213 with the initial vertex v0 = (0 0 0) has the form 12 M131 M2 M1 M3, and with
the initial vertex v0 = (0 1 1) has the form 1 M2 M1 M312 M13.
For an arbitrary cyclic word X = x1x2 : : : xl, let Xx = xi1 ; x
M
i2 ; x

i3 ; : : : ; x
M
ik be the subse-
quence of all occurrences of a letter x in X . The subsequence Xx is called alternating
if the numbers im and im+1 have distinct parity for each m=1; 2; : : : ; k−1, and is called
stable if the numbers im and im+1 have the same parity, 16m6k.
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Lemma 3. For any cyclic word X the following conditions are equivalent:
(a) (X ) = 0;
(b) for each letter x the subsequence Xx is alternating;
(c) for each letter x and each subword xY Mx the length |Y | is even.
Proof. (a) → (b). If (X ) = 0, then for each i ∈ {1; 2; : : : ; |X |}, we have X (i) = 0.
Hence, for each letter x in Xx all numbers im+1−prevX (im+1) are odd for m ∈ [1; k−1],
i.e., Xx is alternating.
(b) → (c). Since X is alternating, it follows that x and Mx alternate in X . Hence in
each subword xY Mx the indices ix and i Mx of the rst and the last letter have di:erent
parity. Since |Y |= i Mx − ix − 1, it follows that the length |Y | is even.
(c) → (a). Let us consider a subword of the form xY1 MxY2xY3 Mx. By property (c),
all |Y1 MxY2xY3|; |Y1| and |Y3| are even. Hence the length |Y2| is even. But this means
that there is an even number of letters between each two successive occurrences of an
arbitrary letter in X , i.e., i−prevX (i) is odd for each i ∈ {1; 2; : : : ; |X |} and (X )= 0.
Note that the length |Y | is odd for each subword of the form xYx or MxY Mx. It is
clear that the condition (X ) = 1 holds for the cyclic word if and only if each of its
subsequence Xx is stable. This means that for each letter x ∈ An there is an odd number
of letters of the word X between each two successive occurrences of the letter x in X .
3. Main results
The following theorem shows that the condition (X ) = 0 and, by Lemma 1, each
condition equivalent to it, characterizes “by words” the simple cycles in the cube I n
that are completely included in the subgraph I n(i; i+1) generated by the two adjacent
levels.
Theorem 4. A word X over the alphabet An; n¿3; is a coding word for a simple
cycle in the graph I n(i; i + 1) for some i; i ∈ {1; 2; : : : ; n − 2}; if and only if the
following three conditions hold:
(i) the number of occurrences of each letter in X is even;
(ii) in each subword of X there exists a letter that occurs in this subword an odd
number of times;
(iii) (X ) = 0.
Necessity. Let X be a word coding a simple cycle V = v0; v1; : : : ; vl in the graph
I n(i; i + 1). By Claim 1, the word X satises (i). Each subword of X codes a simple
path of the cycle V , and, therefore, by Claim 2, it satises the condition (ii). It remains
to show that (X ) = 0.
Let xY Mx be a subword of X , and let P = vp; : : : ; vq be a simple path of the cycle V
that is coded by this subword. Since the vertices of weight i and (i + 1) alternate in
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P, it follows that (vp; vq) is even. Hence, by Claim 1, the length |xY Mx| is even, and,
by condition (c) of Lemma 3, we have (X ) = 0.
Su9ciency. Let X = x1x2 : : : xl be a word over the alphabet An, and let conditions
(i)–(iii) be satised. According to Claim 1, the word X codes the cycle in I n. By
Claim 2, this cycle is a simple one. Now we show that it is possible to choose an
initial vertex v0 and i ∈ {1; 2; : : : ; n− 2} so that all vertices of the cycle generated by
X that has the initial vertex v0 belong to the graph I n(i; i + 1).
For each letter x ∈ An, we set
x =
{
0 if an index of the rst occurrence of x in X is odd;
1 otherwise:
We set v0 = (1; 2; : : : ; n) and i =
∑n
j=1 j.
Let V = v0; v1; : : : ; vl be a simple cycle generated by the word X with the initial
vertex v0. We have w(v0) = i.
The proof is by contradiction.
Let vq be a vertex of the cycle V with the least index q such that w(vq) ∈ {i; i+1}.
Let w(vq) = i − 1 (the case w(vq) = i + 2 can be proved in a similar way). Then
w(vq−1) = w(v0) = i, and q is odd. Two cases are possible.
(I) The word x1x2 : : : xq−1 does not contain a letter x = xq. Then for each vertex
v0; v1; : : : ; vq−1 the xth coordinate is equal to 0, and for the vertex vq the xth coordinate
is equal to 1. Hence, w(vq) = w(vq−1) + 1 = i + 1, which contradicts the equality
w(vq) = i − 1.
(II) The word x1x2 : : : xq−1 contains a letter x. Let prevX q = p. Then the subword
xp : : : xq=xY Mx codes the path vp−1; vp; : : : ; vq, and w(vp)¿w(vp−1). Since q is the least
index of the vertex such that its weight di:ers from i and i+1, we have w(vp−1) = i.
From this fact and the equality w(vq−1)= i, it follows that the distance (vp−1; vq−1) is
even. By Claim 1, the length |xY | is even. By property (c) of Lemma 3, this contradicts
condition (iii).
The number of vertices in the graph I n((n − 1)=2; (n + 1)=2) is equal to ( n+1(n+1)=2 ).
Hence from Theorem 4, we obtain:
Corollary 5. For each odd n¿3; the graph I n((n− 1)=2; (n+1)=2) is Hamiltonian if
and only if there exists a word X of the length ( n+1(n+1)=2 ) that satis:es the hypothesis
of Theorem 4.
For example, the word
1 M2 3 M4 2 M3 5 M1 3 M5 4 M2 5 M4 1 M3 4 M1 2 M5
of length 20 codes a Hamilton cycle in I 5(2; 3) with the initial vertex (0 1 0 1 0).
Theorem 6. If the word X over the alphabet An codes a Hamilton cycle in the
graph I n((n− 1)=2; (n+1)=2); then all letters occur the same number of times in the
word X.
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Proof. Let the word X = x1x2 : : : xl, where l = (
n+1
(n+1)=2 ), be a coding sequence of a
Hamilton cycle V = v0; v1; : : : ; vl in the graph I n((n−1)=2; (n+1)=2), and let a letter x,
x ∈ An, occur 2k times in X . Let Xx = xi1 ; x Mi2 ; xi3 ; : : : ; x Mi2k be an alternating subsequence
for all occurrences of the letter x in X .
Since the word X is cyclic, it is su.cient to consider the case =1. It is easy to see
that j ∈ {i1; i3; : : : ; i2k−1} if and only if the xth coordinate of the vertex vj−1 is equal
to 0, and the xth coordinate of the vertex vj is equal to 1. This means that the number
k is equal to the di:erence between the number of vertices of weight (n + 1)=2 that
have the xth coordinate equal to 1 and the number of vertices of the weight (n− 1)=2
that have the xth coordinate equal to 1. Therefore,
k =
(
n− 1
(n− 1)=2
)
−
(
n− 1
(n− 3)=2
)
=
(
n
(n− 1)=2
)
n
:
Hence,
2k = 2
(
n
(n− 1)=2
)/
n=
(
n+ 1
(n+ 1)=2
)/
n:
Because of arbitrariness of the choice of the letter x, from the last equality it follows
that each letter of the alphabet An occurs exactly (
n+1
(n+1)=2 )=n times in the word X .
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