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Image similarity involves fetching similar looking images given a reference image. Our solution called SimNet, is a deep 
Siamese network which is trained on pairs of positive and negative images using a novel online pair mining strategy inspired 
by Curriculum learning. We also created a multi-scale CNN, where the final image embedding is a joint representation of 
top as well as lower layer embedding’s. We go on to show that this multi-scale Siamese network is better at capturing fine 
grained image similarities than traditional CNN’s. 
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I. INTRODUCTION 
The ability to find a similar set of images for a given 
image has multiple uses-cases from visual search to 
duplicate product detection to domain specific image 
clustering. Our approach called SimNet, tries to identify 
similar images for a new image using multi-scale Siamese 
network. Fig. 1 shows examples of image samples from 
CIFAR10 [39] on which SimNet is trained on. 
 
 
Fig. 1 examples of CIFAR 10 images. Task is - given a new image 
but belonging to one of the 10 categories, find similar set of images. 
 
Algorithms: Image verification algorithms aim to 
determine whether a given pair of images are similar or 
not. Image verification is different from image 
identification. Former solves similar images use-cases 
whereas latter is more of an image retrieval nature. The 
advancements in Image verification field is in two broad 
areas – a) image embedding and b) metric learning based. 
In image embedding, a robust and discriminative 
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descriptor is learnt to represent each image as a compact 
feature vector/embedding. Typical image descriptors 
include SIFT [1], LBP [2], CNN embedding’s etc. Current 
1state of the art feature descriptors is generated by CNN 
which learns features on its own. In metric based learning, 
a distance metric is learned from labeled training samples 
in an embedding space to effectively measure the 
similarity of images.  
 
SimNet uses a multi-scale CNN in a Siamese network 
which learns a 4096-dimensional embedding of an image. 
It learns a set of hierarchical nonlinear transformations to 
project images pairs into a 4096D subspace, under which 
the network tries to minimize distances between positive 
image matches and maximize for negative matches. 
Siamese network require pair forming i.e. positive image 
pairs (near similar images) and negative image pairs (non-
similar images) for it to learn distance margin. Choosing 
the right pairs of images for training turns out to be very 
important for achieving good model performance and 
faster model convergence. We propose a novel online pair 
mining strategy (OPMS) which tries to ensure 
consistently increasing difficulty of image pairs as the 
network trains. This is inspired from Curriculum Learning 
[4]. With this we present the main contributions of this 
paper –  
 
1. Multi-scale CNN used in a Siamese network. This 
CNN learns a joint image embedding of top as well 
as lower layers. This model learns a much better 
image embedding’s than a traditional CNN for the 
task of image similarity. 
2. We employ a novel online pair mining strategy 
inspired from Curriculum learning which ensures the 
model finds better local minima and faster model 
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convergence with negligible drop in performance. 
 
Overview of the rest of the paper is as follows: in section 
2 we briefly discuss the data and the metrics used to 
evaluate models. In section 3 we present a brief intro to 
Siamese network, our custom multi-scale CNN 
architecture and online pair mining strategy. In section 4 
we share model training and prediction process. In section 
5, we explore related work. In section 6 we show the 
results and final hyper-parameters of our model. Finally, 
in section 7 we have summary. 
II. DATA USED 
Training a supervised ML model needs images with 
labels. We use CIFAR10 [39], which is an established 
computer-vision dataset used for object recognition. It is 
a subset of the 80 million tiny images dataset [40] and 
consists of 60,000 32x32 color images containing one of 
10 object classes, with 6000 images per class. The dataset 
is divided into five training batches and one test batch, 
each with 10000 images. The test batch contains exactly 
1000 randomly-selected images from each class. The 
training batches contain the remaining images in random 
order, but some training batches may contain more 
images from one class than another. Between them, the 
training batches contain exactly 5000 images from each 
class.  
 
All trained models are evaluated on accuracy. All model 
training and hyper-parameter tuning is done using 5-fold 
cross validation whereas test set is used only once at the 
end to report the final model performance. As it’s a 
publicly available dataset, the dataset ensures the class 
distribution in train and test data were similar. 
III. SIAMESE NETWORK 
We modelled the problem as one of image 
verification/similarity. For this we used a Siamese 
network architecture where we have 2 CNN’s whose 
weights are shared and they are trying to minimize a loss 
function. Formally, a Siamese network is a function f that 
maps each image I into an embedding position x, given 
parameters θ. x = f (I; θ). The parameter vector θ contains 
all the weights and biases for the convolutional and inner 
product layers, and typically contains 1M to 150M 
parameters depending on the size of the network. The goal 
is to solve for the parameter vector θ such that the 
embedding produced through f has desirable properties 
and place similar images nearby. See Fig. 2 
 
 
Fig. 2 Siamese network architecture. 
 
The input to the network is pairs of images (see fig. 3) i.e. 
consider a pair of positive images (Iq, Ip) that are two 
views of the same image; got by data augmentation or two 
different variations of same category image, and a pair of 
negative images (Iq, In) that are from different categories. 
We can map these images Iq, Ip, In through our network to 
get embedding’s xq, xp, xn. If the network had learnt a good 
embedding, we would find that (xq, xp) are nearby while 
(xq, xn) would be further apart. 
 
The image embedding is got by a deep convolutional 
neural network. The network has multiple layers (M) and 
nm neurons in the mth layer, where m=1, 2, …, M. For a 
given image, xÎℝd the output of the mth layer is hm = s 
(Wm.x + bm) Î ℝpm where Wm is a projection matrix to be 
learnt in the mth layer and bm bias vector. s: ℝd ® ℝpm is a 
non-linear activation function here ReLu [7]. Finally, we 
get a function f: ℝd ® ℝpm, a parametric non-linear 
function that projects an image of d dimensions into a sub-
space of p dimensions in the mth layer. In this sub-space, 
we would like similar images to be closer to each other 
and dissimilar images to be further apart. See fig. 3 
 
 
 
Fig. 3 Siamese network. positive and negative pairs are the input to 
train the network. Once trained, similar category images are closer 
than dissimilar images in the 4096 D embedding sub-space. 
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The network loss can be formalized as the contrastive loss 
function L [11] which measures how close f is able to 
place similar images nearby and keep dissimilar images 
further apart. For one training image, the loss is defined 
as shown in Eq.1. m kept at 1. Setting m to some value 
should not impact learning, distance metric D would 
simply scale accordingly. 
Label of Y=1 is given to dissimilar images or negative 
pairs and label of Y=0 to similar images or positive pairs. 
The two CNN’s of the Siamese network have shared 
weights optimized by contrastive loss function L. 
𝐿(θ) = (1 − 𝑌) 12 *𝐷,𝑥., 𝑥0123 + (𝑌) 12 {max(0, 	𝑚 − 𝐷,𝑥., 𝑥<1)}3(1) 
Eq. 1 Contrastive loss function (L). computes loss per training example. 
Total loss is summation over all image pairs. m=1 (value of m does not 
impact learning as D would simply scale accordingly). 
Contrastive loss Function L(θ): In Eq.1, when images 
are similar Y=0, the right-hand additive part goes away; 
the loss becomes the distance between two similar image 
embedding’s i.e. if the training images are similar, we 
would want to reduce the distance between them which 
the network learns. When images are dissimilar Y=1, the 
left-hand additive term goes away; the right-hand term is 
basically hinge loss. The loss function value becomes 0 if 
the images are totally dissimilar (like cat and aircraft 
image hence no minimization is required. But if the 
images are somewhat similar (cat and dog images) then 
we do some minimization as there is an error. m is margin 
between positive and negative images. Value of m is 
empirically decided. Larger m pushes similar and 
dissimilar images further apart, m acts as margin. Here we 
have used m=1. 
A. Online Pair Mining strategy (OPMS) 
In order to train a Siamese network we need pairs of 
images with label as input. In our case, we need to 
generate two types of pairs - positive pair (Iq, Ip) with label 
1 and negative pair (Iq, In) with label 0 (see fig. 3). 
Consider image pairs ,𝐼., 𝐼0)	(𝐼., 𝐼<1 ∈ 𝜏 where t is the set of 
all possible pairs that can be generated from training 
images I having M categories. For these M categories, 
each with n variations on average (different image 
variations) the number of positive pairs that can be 
generated are ∑ <B(<BCD)3EFGD  and number of negative pairs are ∑ (𝐼 − 𝑛)𝑛EFGD . In our case, with I as 50K images and M as 
10 categories and n=1000 per category we get about 500 
million image pairs; which results in extremely slow 
convergence. Plus, not all image pairs contribute to model 
learning equally. The main idea here is to select “hard 
image pairs” and introduce them gradually in training. 
This helps better model learning. On CIFAR 10, we found 
SimNet when trained via curriculum learning performed 
18.8% better than when trained with random pairs (see 
table 2, rows B and F), which clearly shows the benefit of 
Curriculum learning and OPMS. Hard image pairs are 
near decision boundary as shown in fig. 4. In order for this 
to happen we introduce a) Pair constraint and b) use ideas 
from Curriculum learning. 
 
 
Fig. 4 rough visualization for a particular (airplane) anchor image, 
the positive images decision boundary (first circle) and the images 
after the second circle are the negative images. The gap close to the 
boundaries is where the hard image pairs are. 
 
Pair constraint: Pair constraint (eq. 2) was devised such 
that only pairs which satisfy this constraint are considered 
for training. This means that given image Iq, we want to 
select image Ip (hard positive) such that the distance 
between the embedding’s of Iq and Ip is maximum; but at 
the same time select negative image In (hard negative) 
such that the distance between embedding’s of Iq and In is 
minimum while maintaining the inequality. m is margin 
between positive and negative pairs. Generally speaking, 
the hardest pairs would be the ones which fall at the edge 
of the decision boundary. Pair constraint helps remove 
false-positives from training which fall within the margin 
m or below. 
 𝑎𝑟𝑔𝑚𝑎𝑥*𝐷,𝑥., 𝑥0123 + 𝑚	 < 𝑎𝑟𝑔𝑚𝑖𝑛{𝐷,𝑥., 𝑥<1}3	(2) 
 
The number of such pairs to be picked for training in each 
mini-batch is controlled by l hyper-parameter with value 
between 0 and 1. Higher the value of lambda, tougher 
pairs would be picked for training. Idea is to create image 
pairs such that they generate some loss so that the network 
learns with each training pair. If for some pair the loss is 
zero, it’s a waste of time as the network is not learning. 
Eq. 2 requires the computation of argmin and argmax for 
the whole training set which is infeasible. Additionally, 
even after doing so, might lead to poor training as 
mislabeled and poor images would dominate the hard 
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positive and negative pairs. Two possible ways to 
circumvent this issue –  
 
1. Generate image pairs online as part of training itself 
in mini-batches. 
2. Generate image pairs offline every n training steps 
on a subset of the training data. 
 
In our implementation, we adopted the online approach 
and use large mini-batches to have good enough samples 
to satisfy Eq. (2). Offline approach required model check-
pointing and dumping the pairs onto disk which is 
inefficient. In online approach, the generation of image 
pairs is done in CPU in parallel on multiple threads with 
GPU used for model training. This leads to efficient usage 
of resources and faster training. In order to have a 
meaningful representation of Iq instances in the mini-
batch we needed to ensure that a minimal number of that 
identity images are represented, i.e. if we take Iq as cat 
image, then we need to have enough variations of cats and 
its augmentations in the same mini-batch to create good 
argmax hard positive pairs. Additionally, random sample 
of negative images (dis-similar images) are added to each 
mini-batch. Negative images are selected from within the 
crawled repository and app icons. Instead of picking the 
hardest positive pair, we use all positive pairs in that 
particular mini-batch while still selecting the hardest 
negatives adhering to the pair constraint in Eq. 2. 
However, in practice when hardest negatives are 
introduced early on in the training it leads to bad local 
minima thus leading to a collapsed model. Instead of 
introducing hardest negatives early on in the training, we 
adopted ideas from Curriculum learning which help in 
faster model convergence by presenting the model 
tougher concepts later on in the training process. 
 
 
Algorithm1: Online pair mining strategy pseudocode 
 
Curriculum Learning: by choosing which examples to 
present and in which order to present to the learning 
system, one can guide the training and remarkably 
increase the speed at which learning can occur. This idea 
is routinely exploited in animal and human training where 
it is called shaping [8]. In our scenario, instead of 
choosing the hardest negative pairs at the beginning of a 
particular epoch training, we introduce such pairs at the 
end. i.e. the entropy of the training examples increase as 
training epochs increase. Specifically, the pairs are sorted 
on L2 distance from the anchor image Iq such that simpler 
pairs (away from the margin m) are presented first and 
tough pairs (near the margin m) are presented at the end. 
This approach results in more stable model training while 
at the same time helping us achieve faster convergence. 
In our case, we used mini-batches of size around 2000. 
See Results section 6 for more details. The online pair 
mining strategy pseudo-code is shown as Algorithm 1. 
Naïve approach: We also explored naïve approach where 
instead of using pair constraint and curriculum learning 
we simply pick random positive and negative image pairs. 
This results in an inferior model as shown in Results 
section 6. 
B. Multi-Scale CNN 
We used a CNN architecture that employs different levels 
of invariance at different scales, inspired by [10, 49]. Our 
goal was to have a high-quality image embedding. CNN’s 
have shown to achieve good performance for image 
classification [47]. They are able to do this by encoding 
strong invariance in its architecture which is learnt during 
training. This invariance is generally higher at top layers 
of a CNN but this invariance can be harmful for fine-
grained image similarity tasks like ours as the final 
embedding might not encode the simpler aspects of an 
image like shape, colors etc. With the architecture shown 
in Fig. 5 we hope to extract a better image embedding for 
similarity tasks.  
The CNN1 in fig.5 has the same architecture as the 
convolutional deep neural network in VGG16 [9]. The 
CNN1 encodes strong invariance and captures the image 
semantics as this model has 16 convolutional layers and 
the top layer has the complex image feature 
representation. The other two parts of the network CNN2 
and CNN3 takes down-sampled images and use shallower 
network architecture. These two parts have less 
invariance and capture the visual appearance (simpler 
aspects of the images like color, shapes etc.). Three 
different CNN’s were employed instead of using one CNN 
and sharing lower layers as this way each CNN 
architecture can be evolved independent of the other two. 
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Finally, we normalize the embedding’s from the three 
CNN’s and combine them with a linear embedding layer. 
The final joint image embedding is represented as a 
4096D vector. We use L2 normalization to prevent 
overfitting. Results in section 6 show that this custom 
multi-scale CNN architecture outperforms single scale 
CNN for image similarity task. A brief note on combining 
embedding’s across multiple sub-spaces. When having a 
deep network CNN1 with high entropic capacity, having 
a high dimensional final layer (here 4096D) allows 
information to be effectively encoded in this sub-space. 
For shallower network architectures like CNN2 and 
CNN3 we can get away with less dimensions (here 512D 
and 1024D resp.) as higher dimensional sub-spaces will 
mostly be sparse. 
 
 
Fig. 5 Multi-scale CNN architecture inspired from [49]. Each CNN 
from fig.2 is composed on the above multi-scale architecture. Three 
CNN’s each learning features at different scales. Finally, a joint 
embedding of top as well as bottom layer features is used as 
embedding. Two such CNN’s are trained together with shared weights 
in Siamese style. 
IV. SIMNET MODEL TRAINING 
We briefly present here some of our learnings while 
training a complex system like SimNet end-to-end. 
Detecting and preventing model overfitting is one of the 
main concerns especially when employing online pair 
mining strategy where we are not exposing the model to 
all possible pairs.  
 
Training: using of pre-trained models via Transfer 
learning [12] helps in faster model convergence. In our 
case, VGG16 was used which was pre-trained on 
ImageNet data. Fine-tuning a pre-trained CNN was done 
with a very slow learning rate. SGD optimizer was used 
[14] rather than an adaptive learning rate optimizer such 
as RMSProp [15]. This is to make sure we have control 
over the magnitude of the updates. Learning rate, decay 
and momentum was experimented with which helps the 
optimizer to continue making updates in the right 
direction when learning rate shrinks to small values. 
This helps prevent the model to be stuck in local minima. 
For a pre-trained network, the updates should stay very 
small so as not to wreck the previously learned weights. 
Learning rate (lr) is the step size during 
forward/backward propagation in neural network 
training. Setting the right lr is crucial for convergence. 
When training with a particular lr, training loss should 
decrease very quickly at the start of an epoch. If this is not 
happening, it’s advisable to stop training and adjust lr.  
 
Since there could be noise in training data, choosing the 
right number of training epochs is important for model 
convergence without overfitting. During cross validation, 
the validation loss between epochs give valuable 
information about the model training. With a good 
number of epochs and learning rate; as training goes to 
deeper epochs there should be a decreasing trend of 
validation loss with minor fluctuations. That is a clue to 
stop training. Experiment to select appropriate model 
hyper-parameters – number of layers, number of 
convolution filters, size of each layer, stride dimensions, 
padding, learning rate, type of optimizer. Also, look at 
debugging section which gives an intuition about how the 
model is training. Images data was preprocessed to unit 
mean and normalized to achieve faster model 
convergence and training. 
 
Overfitting: Augmentation of images with random 
transformations (no image is seen twice) helps SimNet 
become more robust and prevent overfitting. Dropout [16] 
has shown to prevent overfitting. Dropout prevents a layer 
from seeing the exact same pattern twice, thus acting 
analogous to data augmentation. In a way, both dropout 
and image augmentations tend to disrupt random 
correlations occurring in your data. It has also been shown 
that dropout is essentially equivalent to L1 norm [17] thus 
preventing overfitting. This was used when merging 
embedding’s across different CNN sub-spaces in multi-
scale CNN. Fine-tuning a pre-trained CNN can be tricky 
work. Depending on the volume of data, it can be 
appropriate to fine-tune all layers or only top few layers. 
Fine-tuning all layers with less data leads to an overfit 
model [26, 27]. In our case, only the top 2 convolution 
layers was fine-tuned. This aspect has to be experimented 
while training. 
 
Testing:  Test set was not polluted for hyper-parameter 
tuning. In our case, 5-fold cross validation was done to 
decide on hyper-parameters. Test set was used only once 
at the end to give us our generalized performance. This is 
what is reported in the Results section 6.  
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Process: This trained model compares any new incoming 
image against a repository of images. Matches are ranked 
on L2 distance and the top n are used. On a GPU host, it 
takes a on avg. 3 seconds to evaluate each new image on 
10K repository of category test images. If category 
repository gets really large this could be further optimized 
depending by using more powerful GPU’s or narrow 
down the scope of search using locality sensitive hashing 
methodologies [38, 55].  
 
Debugging: plays a crucial role in understanding how and 
what the model is learning. As a debugging methodology, 
it’s beneficial to see image visualizations of the activated 
neurons across layers to get an intuition of what the model 
has learnt. This helped better understand the mistakes the 
model is making. In certain cases, it’s a good practice to 
perform gradient checking to see if backpropagation is 
working fine i.e. are the gradients flowing across the 
layers, what is the magnitude of gradient updates as 
training epochs are increasing. This is to cross check 
model learning. Plotting layer weights, train and test loss 
per epoch, precision-recall curves, roc-auc curves are all 
invaluable. 
V. RELATED WORK 
Image similarity has long history in information retrieval 
and prior to that in storage systems (databases). Image 
similarity has broadly been explored using 1) Image 
Content – using image content to find similar, 2) Text 
based – text surrounding the image to understand image, 
3) Semantic, 4) Sketch based – use input as sketches using 
which relevant images are retrieved and 5) Annotation 
based approaches [43]. The primary computation 
approach used in all the above approaches is the same – 
collect a database of images and store them. Have a 
function which can compute similarity between any two 
images. At runtime, given a new image, similar images 
are retrieved from storage. Prior art in image similarity 
exists in efficient ways to crawl and gather reference 
images, appropriate ways to computing similarity, ways 
to compute similarity efficiently and fast.  
 
Traditionally visual features were heuristically designed 
as local and global features [50-54] using color, shape. 
texture in images. SIFT, SURF, ORB [45] also were 
popular ways to compute image similarity. 
 
Image similarity using Convolutional networks were 
explored by LeCun et al in Handwritten recognition where 
the task was to retrieve / recognize a digital image [46] 
using Siamese networks. The current (circa 2016-17) 
Deep CNN’s performance out-shines previous 
approaches due to requiring no hand-tuned features. The 
CNN’s automatically learn a representation of the image 
based on the objective function, provided data and the 
network architecture. This gives better model 
generalization performance [47] in practice. Melekhov et 
al [48] have explored the use of Siamese networks for 
image matching. Babenko et al. [28] showed how domain 
adaptation using transfer learning can improve 
performance in practice. There have also been early 
approaches (circa 2010-2011) inter-mixing non-deep 
learning approaches like Fisher vectors with CNN 
features [30] leading to improved performance compared 
to non-deep learning approaches. But as deeper and more 
expressive CNN models came into existence [62-64] to 
the best of our knowledge feature inter-mixing based 
explorations (like [30]) does not happen. 
 
Deep ranking [49] proposes a similarity metric-learning 
directly from images using a triplet network and using 
Deep Siamese CNN’s [58]. There have also been works 
related to image similarity using image patches [32-37, 
55-57], we do not explore more in this direction as image 
similarity is more challenging than patch matching due to 
image similarity dealing with bigger image sizes (thereby 
having to deal with viewpoint, appearance, lighting, 
potential distortions).  
 
Metric learning and pair mining is explored in a related 
work using triplet neural networks in FaceNet [21]. Hard-
pair mining is also explored in [59-61]. But our approach 
with OPMS (algorithm 1) and multi-scale CNN’s (fig.5) 
promises orders of magnitude faster convergence on our 
data.  
 
Curriculum learning (CL) [4] is a methodology to train 
ML models by introducing easier training examples first 
and gradually increasing the difficulty level of the 
examples. Motivation for this type of learning comes 
from the observation that humans and animals often seem 
to learn better and faster when trained with a curriculum 
like strategy.  
 
In our work we focus on Content based similarity using 
images only. While we use deep learning models to better 
represent images in embedding space, we draw attention 
to effective and faster ways to train such models using 
Curriculum learning. We show experimentally that 
Curriculum learning strategies significantly decrease 
model convergence time with little sacrifice in 
performance. 
VI. RESULTS AND IMPACT 
Models are evaluated on a test dataset. The test set has the 
same 10 categories and contains 10K images, 1K per 
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category. As can be observed, the class distribution in this 
test data was similar to train data. This ensures we get to 
measure approx. generalized performance of the model. 
The main use of our projection Iq ® xq (image q to 
embedding of q) is to look up visually similar images. 
Note that the query image Iq in real-life could be 
significantly deformed, rotated, occluded, scaled.  
 
Embedding space visualization: To visualize this, see 
Fig. 6. The final 4096D embedding space (trained with 
architecture F see table 1) is projected to 2D using t-SNE 
[13]. Different variations of category image (some with 
drastic modifications to color and deformations are 
grouped nearby. One can see that in general SimNet does 
a good job of projecting similar images close by in the 
embedding space. This is possible as a result of multi-
scale CNN learning a higher quality image embedding.  
 
 
 
Fig. 6 t-SNE 2D embedding space visualization of images. 
Embedding obtained from model F (table 1). 
 
Embedding dimensions: We also studied the effect of 
embedding dimension on the final performance. We tried 
512, 1024, 2048, 4096D embedding’s to represent each 
image projection Ii ® xi. For shallower CNN’s 
architecture, 512D and 1024 D embedding space was 
sufficient as high dimensional embedding’s were not 
improving performance. For deep CNN, 4096D 
embedding was used. Also, the joint embedding from all 
three CNN’s has 4096D embedding. 
 
Evaluating metrics: All trained models are evaluated in 
terms of accuracy@1. We used contrastive loss function 
as described in section 3. Baseline model was an 
ImageNet pre-trained VGG16 CNN. Table 1 shows results 
from training different models. 
 
Model  Accuracy 
A. Random guess in data  10% 
B. ImageNet pre-train classifier VGG16 - 
baseline 
90.2% 
C. Fine-tune; pre-train classifier VGG16 91.2% 
D. ImageNet pre-train similarity VGG16 - 
baseline 
90.28% 
E. Siamese network; fine-tune pre-train 
VGG16 
91.9% 
F. Multi-scale Siamese fine-tune pre-train 
VGG16 with OPMS 5.5 million pairs 
92.6% 
 
Table 1. Different model performance comparisons. A is a random 
guess in the catalog. B and D are baseline classifier and similarity 
models. C, E are fine-tuned models on our data. F is SimNet – fine-
tuned multi-scale CNN Siamese network trained with OPMS. 
 
Online pair mining: here we present the impact of online 
pair mining strategy (OPMS) on final model performance 
and training time. The main reason for this training 
strategy was based on the intuition that not all image pairs 
lead to equal model learning. Additionally, structured 
learning inspired by curriculum learning, would help the 
model learn better, faster and with far fewer examples. 
Table 2 show results which validate this hypothesis.  
 
Pair formation method # of pairs 
(million) 
Accuracy Train 
(days) 
A. OPMS with l=0.2 1.1  81.0% 1 
B. OPMS with l=0.5 5.5  92.6% 3 
C. OPMS with l=0.7 10.1  90.2% 6 
D. OPMS with l=0.9 15.7  90.4% 7 
E. OPMS with l=1.0 21.3  92.8% 12 
F. naïve approach - random 5.5 78.1% 3 
G. All pairs 500 - ≈378 
 
Table 2. Impact of online pair mining strategy 
 
From table 2, we can see OPMS with different l values. 
This controls the selection of hard positive and negative 
pairs for training as per Algorithm 1. With l=0.2 we see 
that as not enough (tough) pairs were part of training, the 
Accuracy is only 81%. On the other end of the spectrum 
when l=0.7, 0.9 we see the Accuracy increase but not by 
much. This goes on to show that probably learning has 
stagnated. Intuitive, when l=1.0 and all pairs are selected 
(include hardest pairs), the precision is best at 92.8%. 
Considering all pairs certainly gives the best accuracy on 
CIFAR 10 data, but the same might not be true on noisy 
datasets. The intuition being the noisy and mislabeled 
data are the hardest pairs being present near the decision 
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boundary. Considering all such pairs could decrease 
model performance. 
 
The best model on CIFAR 10 is the one trained on all 
pairs at l=1.0 on 21.3 million pairs it took 12 days to train. 
On the contrary, the model trained at l=0.5 on 5.5 million 
pairs took only 3 days to train while giving little decrease 
in model performance (drop of 0.2% accuracy). i.e. due to 
online pair mining strategy we had model convergence 
4X quicker with only 0.2% drop in accuracy. Also, note 
the naïve approach in F, where selecting 5.5 million 
random pairs (same pairs as winning model l=0.5), the 
model performance drops significantly to 78.1% 
indicating the benefit of OPMS in model convergence and 
performance. 
 
Runtime: Current CNN’s have long training times but 
very short prediction time. On a AWS p2.xlarge instance 
with GK210 GPU’s, we can compute Ii ® xi  for any 
image in about 55ms (TP90) with most of the time spent 
loading the image. In Siamese network with the weight 
matrix shared between the CNN’s the model has less 
number of parameters to learn. As a future iteration, we 
are planning to replace VGG16 (which has about 140 
million parameters) with ResNet [18] or GoogLeNet [19] 
which have almost 20X less parameters. With this change, 
we expect the train time to reduce and model performance 
to further improve.  
 
Final model hyper-parameters: For the best model F, 
we present the hyper-parameters which we got via 10-fold 
cross-validation on training data. We used SGD optimizer 
with learning rate of 1e-5 with decay of 1e-6 and nesterov 
[20] momentum of 0.9. We augmented images to prevent 
overfitting. Image augmentation involves - random crops, 
rotations, zoom, adding gaussian noise, affine transforms, 
changing channel-wise contrast and brightness; all of 
which done in random order. We fine-tuned the top two 
conv layers of pre-trained VGG16 CNN. We applied 0.5 
dropout in fully-connected layers. ReLU activation was 
used in conv layers to learn non-linearity in data. (1, 1) 
2D Zero padding was done to the image borders. Training 
was done for about 100 epochs on about 5.5 million pairs 
as mentioned in table 2. When training Siamese network, 
a few versions of distance metrics was tried – Euclidean, 
cosine, L1 (city-block) distance. We found Euclidean was 
doing as well as or better than the other metrics. Finally, 
only Euclidean distance metric was used. 
VII. SUMMARY 
We have presented SimNet to perform image similarity 
given a reference image. We achieved this by training a 
multi-scale Siamese CNN is better at finding fine-grained 
image similarities than traditional CNN’s. We also 
presented a novel online pair mining strategy inspired by 
Curriculum learning to help in faster model training and 
convergence almost 4x faster with minimal impact on 
model performance.  
REFERENCES 
[1] Lowe, David G. "Distinctive image features from scale-invariant 
keypoints." International journal of computer vision 60.2 (2004): 91-
110. 
[2] Ahonen, Timo, Abdenour Hadid, and Matti Pietikainen. "Face description 
with local binary patterns: Application to face recognition." IEEE 
transactions on pattern analysis and machine intelligence 28.12 (2006): 
2037-2041. 
[3] Viola, Paul, and Michael Jones. "Rapid object detection using a boosted 
cascade of simple features." Computer Vision and Pattern Recognition, 
2001. CVPR 2001. Proceedings of the 2001 IEEE Computer Society 
Conference on. Vol. 1. IEEE, 2001. 
[4] Bengio, J. Louradour, R. Collobert, and J. Weston. Curriculum learning. 
In Proc. of ICML, New York, NY, USA, 2009. 2   
[5] Krizhevsky, A., Sutskever, I., And Hinton, G. E. 2012. Imagenet 
Classification with Deep Convolutional Neural Networks. In NIPS 2012. 
[6] Babenko, Artem, et al. "Neural codes for image retrieval." European 
conference on computer vision. Springer International Publishing, 2014. 
[7] Vinod Nair and Geoffrey Hinton (2010). Rectified linear units improve 
restricted Boltzmann machines (PDF). ICML 2010 
[8] Krueger, K. A., & Dayan, P. (2009). Flexible shaping: how learning in 
small steps helps. Cognition, 110, 380–394.  
[9] Simonyan, Karen, and Andrew Zisserman. "Very deep convolutional 
networks for large-scale image recognition." arXiv preprint 
arXiv:1409.1556 (2014). 
[10] C. Farabet, C. Couprie, L. Najman, and Y. LeCun. Learning hierarchical 
features for scene labeling. Pattern Analysis and Machine Intelligence, 
IEEE Transactions on, 35(8):1915–1929, 2013 
[11] Hadsell, R., Chopra, S., And Lecun, Y. 2006. Dimensionality Reduction 
by Learning an Invariant Mapping. In Cvpr, Ieee Press. 
[12] West, Jeremy, Dan Ventura, and Sean Warnick. Spring Research 
Presentation: A Theoretical Foundation for Inductive Transfer (Abstract 
Only). Brigham Young University, College of Physical and Mathematical 
Sciences. 2007 
[13] Maaten, Laurens van der, and Geoffrey Hinton. "Visualizing data using t-
SNE." Journal of Machine Learning Research 9. Nov (2008): 2579-
2605. 
[14] LeCun, Yann A., et al. "Efficient backprop." Neural networks: Tricks of 
the trade. Springer Berlin Heidelberg, 2012. 9-48 
[15] Tieleman, Tijmen, and Geoffrey Hinton. "Lecture 6.5-rmsprop: Divide 
the gradient by a running average of its recent magnitude." COURSERA: 
Neural networks for machine learning 4.2 (2012). 
[16] Srivastava, Nitish, et al. "Dropout: a simple way to prevent neural 
networks from overfitting." Journal of Machine Learning Research 15.1 
(2014): 1929-1958. 
[17] Distance metric learning using dropout: structured regularization 
approach – Qi Quan et al. 
[18] ResNet – deep residual learning for image recognition. Kaiming He et. al. 
[19] GoogLeNet – going deeper with convolutions. Christian szegedy et. al. 
[20] On the importance of initialization and momentum in deep learning. Ilya 
sutskever et. al. JMLR 2013 
[21] Facenet: unified embedding for face recognition and clustering. Florian 
schroff et.al. CVPR 2015 
[22] Kingma, Diederik P., and Max Welling. "Auto-encoding variational 
bayes." arXiv preprint arXiv:1312.6114 (2013). 
[23] Goodfellow, Ian, et al. "Generative adversarial nets." Advances in neural 
information processing systems. 2014. 
[24] S. Avila, N. Thome, M. Cord, E. Valle, A. de A. Araújo. Pooling in Image 
Representation: The Visual Code Word Point of View. Computer Vision 
and Image Understanding (CVIU), volume 117, issue 5, p. 453-465, 2013 
  
9 
[25] Zadrozny, Bianca, and Charles Elkan. "Obtaining calibrated probability 
estimates from decision trees and naive Bayesian classifiers." ICML. Vol. 
1. 2001. 
[26] Yosinski, Jason, et al. "How transferable are features in deep neural 
networks?." Advances in neural information processing systems. 2014. 
[27] Agrawal, Pulkit, Ross Girshick, and Jitendra Malik. "Analyzing the 
performance of multilayer neural networks for object 
recognition." European Conference on Computer Vision. Springer 
International Publishing, 2014. 
[28] A. Babenko, A. Slesarev, A. Chigorin, and V. S. Lempitsky, “Neural 
codes for image retrieval,” in ECCV, 2014.   
[29] V. Chandrasekhar, J. Lin, O. More`re, H. Goh, and A. Veillard, “A 
practical guide to CNN’s and fisher vectors for image instance retrieval,” 
CoRR, vol. abs/1508.02496, 2015.   
[30] F. Perronnin, J. Sa ́nchez, and T. Mensink, “Improving the fisher kernel 
 for large-scale image classification,” in Proc. ECCV, 2010.   
[31] T.-Y. Lin, Y. Cui, S. Belongie, and J. Hays, “Learning deep 
representations for ground-to-aerial geolocalization,” in CVPR, 2015.   
[32] G.Hua, M.Brown and S.Winder, “Discriminant learning of local image 
 descriptors,” in IEEE Transactions on PAMI, 2010.   
[33] S. Zagoruyko and N. Komodakis, “Learning to compare image patches 
 via convolutional neural networks,” in CVPR, 2015.   
[34] X. Han, T. Leung, Y. Jia, R. Sukthankar, and A. C. Berg, “Matchnet: 
 Unifying feature and metric learning for patch-based matching,” in 
 CVPR, 2015.   
[35] E. Simo-Serra, E. Trulls, L. Ferraz, I. Kokkinos, and F. Moreno Noguer, 
“Discriminative learning of deep convolutional feature point 
 descriptors,” in ICCV, 2015.   
[36] J. Zbontar and Y. LeCun, “Stereo matching by training a convolutional 
 neural network to compare image patches,” in CVPR, 2015.   
[37] A. Geiger, P. Lenz, C. Stiller, and R. Urtasun, “Vision meets robotics: 
 The KITTI dataset,” IJRR, 2013.   
[38] Charikar, Moses S. "Similarity estimation techniques from rounding 
algorithms." Proceedings of the thirty-fourth annual ACM symposium on 
Theory of computing. ACM, 2002. 
[39] Krizhevsky, Alex, and Geoffrey Hinton. "Learning multiple layers of 
features from tiny images." (2009). 
[40] http://groups.csail.mit.edu/vision/TinyImages/ 
[41] Perronnin, Florent, Jorge Sánchez, and Thomas Mensink. "Improving the 
fisher kernel for large-scale image classification." European conference 
on computer vision. Springer, Berlin, Heidelberg, 2010. 
[42] Perronnin, Florent, and Christopher Dance. "Fisher kernels on visual 
vocabularies for image categorization." 2007 IEEE conference on 
computer vision and pattern recognition. IEEE, 2007. 
[43] Marshall, A. Malcom, and S. Gunasekaran. "A Survey on Image Retrieval 
Methods." 
[44] Zhou, Wengang, Houqiang Li, and Qi Tian. "Recent Advance in Content-
based Image Retrieval: A Literature Survey." arXiv preprint 
arXiv:1706.06064 (2017). 
[45] Karami, Ebrahim, Siva Prasad, and Mohamed Shehata. "Image matching 
using SIFT, SURF, BRIEF and ORB: performance comparison for 
distorted images." arXiv preprint arXiv:1710.02726 (2017). 
[46] LeCun, Yann, et al. "Handwritten digit recognition with a back-
propagation network." Advances in neural information processing 
systems. 1990. 
[47] Krizhevsky, Alex, Ilya Sutskever, and Geoffrey E. Hinton. "Imagenet 
classification with deep convolutional neural networks." Advances in 
neural information processing systems. 2012. 
[48] Melekhov, Iaroslav, Juho Kannala, and Esa Rahtu. "Siamese network 
features for image matching." Pattern Recognition (ICPR), 2016 23rd 
International Conference on. IEEE, 2016. 
[49] Wang, Jiang, et al. "Learning fine-grained image similarity with deep 
ranking." Proceedings of the IEEE Conference on Computer Vision and 
Pattern Recognition. 2014. 
[50] Y. Cao, C. Wang, L. Zhang, and L. Zhang, “Edgel index for large- scale 
sketch-based image search,” in IEEE Conference on Computer Vision and 
Pattern Recognition (CVPR), 2011, pp. 761–768.  
[51] C. Wengert, M. Douze, and H. Je ́gou, “Bag-of-colors for improved image 
search,” in ACM International Conference on Multimedia. ACM, 2011, 
pp. 1437–1440.  
[52] B. Wang, Z. Li, M. Li, and W.-Y. Ma, “Large-scale duplicate detection 
for web image search,” in IEEE International Conference on Multimedia 
and Expo (ICME). IEEE, 2006, pp. 353–356.  
[53] M. Park, J. S. Jin, and L. S. Wilson, “Fast content-based image retrieval 
using quasi-gabor filter and reduction of image feature dimension,” in 
IEEE Southwest Symposium on Image Analysis and Interpretation. IEEE, 
2002, pp. 178–182.  
[54] X.-Y. Wang, B.-B. Zhang, and H.-Y. Yang, “Content-based image 
retrieval by integrating color and texture features,” Multimedia Tools and 
Applications (MTA), vol. 68, no. 3, pp. 545–569, 2014.  
[55] Chum, Ondrej, James Philbin, and Andrew Zisserman. "Near Duplicate 
Image Detection: min-Hash and tf-idf Weighting." BMVC. Vol. 810. 
2008. 
[56] Zagoruyko, Sergey, and Nikos Komodakis. "Learning to compare image 
patches via convolutional neural networks." Proceedings of the IEEE 
Conference on Computer Vision and Pattern Recognition. 2015. 
[57] Tian, Bin Fan Yurun, and Fuchao Wu. "L2-net: Deep learning of 
discriminative patch descriptor in euclidean space." Conference on 
Computer Vision and Pattern Recognition (CVPR). Vol. 2. 2017. 
[58] Bell, Sean, and Kavita Bala. "Learning visual similarity for product design 
with convolutional neural networks." ACM Transactions on Graphics 
(TOG) 34.4 (2015): 98. 
[59] BG, Vijay Kumar, et al. "Smart Mining for Deep Metric 
Learning." space 9.18: 22. 
[60] Wang, Xiaolong, and Abhinav Gupta. "Unsupervised learning of visual 
representations using videos." Proceedings of the IEEE International 
Conference on Computer Vision. 2015. 
[61] Simo-Serra, Edgar, et al. "Discriminative learning of deep convolutional 
feature point descriptors." Proceedings of the IEEE International 
Conference on Computer Vision. 2015. 
[62] He, Kaiming, et al. "Deep residual learning for image 
recognition." Proceedings of the IEEE conference on computer vision and 
pattern recognition. 2016. 
[63] Huang, Gao, et al. "Densely connected convolutional 
networks." Proceedings of the IEEE conference on computer vision and 
pattern recognition. Vol. 1. No. 2. 2017. 
[64] Szegedy, Christian, et al. "Inception-v4, inception-resnet and the impact 
of residual connections on learning." AAAI. Vol. 4. 2017. 
 
