Soft Gluon Exponentiation and Resummation by Berger, Carola F.
ar
X
iv
:h
ep
-p
h/
03
05
07
6v
3 
 1
8 
M
ay
 2
00
3
Soft Gluon Exponentiation and Resummation
A Dissertation Presented
by
Carola Friederike Berger
to
The Graduate School
in Partial Fulfillment of the Requirements
for the Degree of
Doctor of Philosophy
in
Physics
State University of New York
at
Stony Brook
May 2003
Copyright c© by
Carola Friederike Berger
2003
State University of New York
at Stony Brook
The Graduate School
Carola Friederike Berger
We, the dissertation committee for the above candidate for the Doctor of
Philosophy degree, hereby recommend acceptance of the dissertation.
Dr. George Sterman
Advisor
Professor, C. N. Yang Institute for Theoretical Physics
Dr. John Smith
Professor, C. N. Yang Institute for Theoretical Physics
Dr. Barbara Jacak
Professor, Department of Physics and Astronomy
Dr. Sally Dawson
Senior Scientist, High Energy Theory Division,
Brookhaven National Laboratory
This dissertation is accepted by the Graduate School.
Graduate School
ii
Abstract of the Dissertation
Soft Gluon Exponentiation and Resummation
by
Carola Friederike Berger
Doctor of Philosophy
in
Physics
State University of New York at Stony Brook
2003
In calculations of (semi-) inclusive events within perturbative
Quantum Chromodynamics, large logarithmic corrections arise from
certain kinematic regions of interest which need to be resummed.
When resumming soft gluon effects one encounters quantities built
out of eikonal or Wilson lines (path ordered exponentials). In this
thesis we develop a simplified method to calculate higher orders of
the singular coefficients of parton distribution functions which is
based on the exponentiation of cross sections built out of eikonal
lines. As an illustration of the method we determine the previously
uncalculated fermionic contribution to the three-loop coefficient
A(3).
iii
The knowledge of these coefficients is not only important for the
study of the parton distribution functions themselves, but also for
the resummation of large logarithmic effects due to soft radiation
in a variety of cross sections.
In the second part of this thesis we study the energy flow pat-
tern of this soft radiation in jet events. We develop the concept of
event shape-energy flow correlations that suppress radiation from
unobserved “minijets” outside the region of interest and are sensi-
tive primarily to radiation from the highest-energy jets. We give
analytical and numerical results at next-to-leading logarithmic or-
der for shape/flow correlations in e+e− dijet events. We conclude
by illustrating the application of our formalism to events with
hadrons in the initial state, where the shape/flow correlations can
be described via matrices in the space of color exchanges.
iv
[. . .] δη˜λoν o´τι και` τ η˜ς περι` φυ´σεως επιστ η´µης πειρατ ε´oν
διoρι´σασθαι πρω˜τoν τα` περι` τ α`ς αρχα´ς. Πε´φυκε δε` εκ τω˜ν
γνωριµωτε´ρων ηµι˜ν η oδo`ς και` σαφεστε´ρων επι` τ α` σαφε´σ-
τερα τη˜ φυ´σει και` γνωριµω´τερα oυ γα`ρ ταυτα` ηµι˜ν τε
γνω´ριµα και` απλω˜ς.
APIΣTOTEΛOΥΣ ΦΥΣIKHΣ AKPOAΣEΩΣ A (1), 184 a 14.
[...] systematic knowledge of nature must start with an attempt to settle
questions about principles. The natural course is to proceed from what
is clearer and more knowable to us, to what is more knowable and clear
by nature.
Aristotle, Physics, Book I (1), 184 a 14.
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1Chapter 1
Prologue: Perturbative Quantum
Chromodynamics
Divergent series are the invention of the devil, and
it is shameful to base on them any demonstration
whatsoever.
N. H. Abel, 1828.
The coefficients of a perturbation series in Quantum Chromodynamics
(QCD) exhibit factorial growth, in other words, the series diverges. Neverthe-
less it is possible to construct meaningful physical observables that are calcula-
ble within perturbation theory, if the perturbative QCD series is asymptotic1.
In the following we will illustrate this for (semi-)inclusive processes [1, 2]. We
will not discuss exclusive processes where all hadrons in the final state are
observed [3, 4, 5]. For exclusive processes currently experimentally accessible
energies may not be high enough to make them amenable to a purely perturba-
tive treatment, and non-perturbative effects have to be included, for example
via additional parameters in effective models [6, 7, 8]. In the following we will
denote processes where no hadronic final states are observed by inclusive or
semi-inclusive. The latter denote cross sections with some additional restric-
tions that do not distinguish different hadronic decompositions of the events,
for example event shapes in jet cross sections.
In this introduction we will start with an overview of the basic concepts
of perturbative QCD (pQCD), and the main assumptions that allow us to
1Mr. Abel’s statement may need to be modified to: Non-asymptotic series are
the invention of the devil.
2compare perturbative calculations with experiment. After giving a brief mo-
tivation for the work presented in this thesis we outline its contents which are
based on our publications Refs. [9, 10, 11, 12].
1.1 Perturbative QCD - Basic Concepts
We refrain here from listing the QCD Lagrangian, and other generalities
of non-abelian quantum field theories. In this thesis we follow the conventions
for the QCD Feynman rules listed, for example, in [13], where also a variety
of useful relations regarding SU(N) and Dirac algebra can be found.
Throughout this thesis we will use dimensional regularization [14], in n =
4 − 2ε dimensions, and give explicit results in the MS scheme [15]. We use
Feynman gauge, unless explicitly stated otherwise.
1.1.1 Asymptotic Freedom
Here we want to point out the main feature of unbroken non-abelian,
renormalizable field theories that makes them amenable to a perturbative
treatment: asymptotic freedom [16, 17]. The running coupling in asymp-
totically free theories vanishes at large momentum scales, as illustrated in Fig.
A.1 for the strong coupling in QCD, αs(µ). This is due to the sign of the first
coefficient of the beta-function (see Appendix A.1 for the conventions used
here), which, for QCD (SU(3)), is positive if the number of flavors is less than
33/2 = 16.5. At large scales, or equivalently, short distances, the theory is
then treatable perturbatively, if long-distance effects are incoherent to short-
distance effects. At long distances > 1 fm, which correspond to low momentum
transfer of order 1 GeV or less2, confinement effects become dominant, and
perturbation theory fails.
Furthermore, if short- and long-distance effects are incoherent, we may ne-
glect masses in the computation of short-distance effects, since masses exhibit
the same asymptotic behavior as the running coupling,
m(µ2) = m(µ20) exp
{
−1
2
∫ µ2
µ20
dλ2
λ2
[
1 + γm(αs(λ
2))
]}
,
lim
µ2→∞
m(µ2)
µ2
= 0. (1.1)
2In the following we use natural units, for example, we set the speed of light c,
or h¯ to 1.
3Here, γm is the mass anomalous dimension, the analog of the beta-function of
the running coupling.
1.1.2 Assumptions of Perturbative QCD
There are two main assumptions that go into any calculation within per-
turbative QCD. These assumptions have not been proven yet, but the remark-
able success of pQCD seems to confirm their validity.
The pQCD Series is Asymptotic
The first of these assumptions has already been mentioned above, namely,
that pQCD is an asymptotic series, despite being divergent, in the mathemat-
ical sense: In perturbation theory a physical quantity is computed as a power
series in terms of the small coupling
f(αs) ∼
∞∑
n=0
fnα
n
s , (1.2)
where in field theory, and thus in QCD, one finds n! growth with the order of
the coefficients fn [18]. Only at αs = 0 the series would equal the function,
being simply a Taylor expansion. For αs → 0 the series can at best be asymp-
totic to f(αs), but does not necessarily uniquely define f(αs), even if summed
to all orders, irrespective of the convergence or divergence of the series.
A series
∞∑
n=0
fnα
n
s is called asymptotic to f(αs) for αs → 0 on a set S if
the remainder RN+1 obeys
|RN+1| =
∣∣∣∣∣f(αs)−
N∑
n=0
fnα
n
s
∣∣∣∣∣ ≤ CN+1 |αs|N+1 (1.3)
for all positive integer N and for all αs in S. As stated above the asymptotic
series does not define a unique function f(αs) in general. Only under additional
restrictions the series might give only one f(αs).
If the truncation error CN follows the same pattern as the coefficients fN ,
in field theory
CN ∼ N !aNN b (1.4)
(this follows from CN+1
CN
∼ 1
fN
∼ N ⇒ CN ∼ N !) the error decreases as a
function of the order N until order N∗ ∼ 1|a|z as a short calculation of the
4minimum of the remainder (1.3) with the behavior (1.4) with respect to N
shows, using Stirling’s formula
lim
n→∞n! =
√
2πnnne−n
[
1 +O
(
1
n
)]
. (1.5)
If we truncate the series at its minimal term N∗ then we get the best approx-
imation to f(αs) with an accuracy of CN∗α
N∗
s ∼ e−
1
|a|αs . This means that the
series
∑
fnα
n
s is not only asymptotic to f(αs) but also to
f ′(αs) = f(αs) + Ce
− 1|a|αs , C real. (1.6)
For f ′(αs) Eq. (1.3) still holds, that is, the expansions in powers of αs of f(αs)
and f ′(αs), respectively, are the same even though f(αs) and f ′(αs) are clearly
two different functions. However, if αs is sufficiently small, the difference
between f(αs) and f
′(αs) may be numerically small, and perturbation theory
may give a well-approximated answer, up to power corrections as we will briefly
mention in Sec. 1.1.4.
Incoherence of Long- and Short-Distance Effects
The second assumption is that properties that hold order-by-order for the
asymptotic series up to power corrections in the regulated theory also hold in
the full theory up to power corrections. Factorization can be proven in a suffi-
ciently rigorous way for certain partonic quantities to any order in a regulated
perturbation theory at leading power [1, 2], assuming only that this regu-
lated theory has bound states whose formation decouples from short-distance
physics, and that this factorization continues to hold when the unphysical,
regulator-dependent states become physical upon removing the regulator.
However, the mechanisms that confine partons in hadrons are far from
fully understood and have to be parameterized in an appropriate way in per-
turbative calculations. More or less heuristic argumentation, based on the
parton model, suggests that these long-distance effects decouple. Colliding
hadrons in the center-of-mass frame are highly Lorentz contracted, and inter-
nal interactions are time dilated. At sufficiently high energies, the interacting
hadrons are in virtual states with a definite number of partons which are
well separated in transverse directions. One parton in each colliding hadron
then interacts incoherently at the hard scattering, interactions among partons
within a hadron cannot interfere with this hard scattering because they take
place at time-dilated scales. Therefore, an inclusive hadronic cross section
5σAB for the process A+B → X with two hadrons in the initial state can then
schematically be factorized at leading power in the hard scale, Q,
σAB =
∑
a,b
fa/A(µ)⊗ fb/B(µ)⊗ σˆab(µ). (1.7)
Here the fh/H(x) are parton-in-hadron distribution functions, which describe
the distribution of a parton h with momentum fraction x in hadron H . These
distribution functions are convoluted in terms of the momentum fractions x
with the partonic cross section σˆab, denoted by the symbol ⊗:
(f ⊗ g) (x) =
1∫
0
dx1
1∫
0
dx2 δ (x− x1 x2) f(x1)g(x2). (1.8)
Long distance effects of hadronic distribution functions are separated from
the short distance scattering by the factorization scale µ. The physical cross
section is of course independent of this scale. For the determination of the
distribution functions experimental and/or nonperturbative input is needed,
whereas the hard scattering is calculable in perturbation theory if it is infrared
safe. The calculability of σˆab follows from analyzing the partonic counterpart
of Eq. (1.7):
σa′b′ =
∑
a,b
fa/a′(µ)⊗ fb/b′(µ)⊗ σˆab(µ). (1.9)
From this factorization σˆab is calculable for infrared safe observables, as well
as the parton-in-parton distribution functions, and the evolution of all these
functions with the factorization scale µ. Furthermore, due to the incoherence
of long- and short-distance effects, parton distribution functions are universal,
that is, the same functions occur in a variety of infrared safe (semi-)inclusive
cross sections.
Similarly, for (semi-)inclusive cross sections without hadrons in the initial
state, we assume that the observed spectra of hadrons should be mathemat-
ically similar to the calculated spectra of partons. For example in jet cross
sections we assume that the distribution of experimentally observed energy de-
posits in the detector is calculable by studying the corresponding distribution
of more or less collimated, energetic partons.
All these assumptions reduce to the assertion that power corrections in
the regulated theory remain small in transition to the full theory.
1.1.3 Infrared Safety
Quantities that are dominated by the short-distance behavior of the the-
ory are infrared (IR) safe. For such quantities perturbation theory is applica-
6ble. In order to be IR safe a physical quantity τ in QCD has to behave in the
limit of the renormalization scale µ→∞ as
τ
(
Q2
µ2
, αs(µ
2),
m2(µ2)
µ2
)
−→
µ→∞ τˆ
(
Q2
µ2
, αs(µ
2)
)
+O
((
m2
µ2
)a)
, a > 0.
(1.10)
Thus τ should approach a limit as m
µ
→ 0 (m represents light quark and
vanishing gluon masses, Q “large” invariants, Q ≫ Λ) with Q
µ
held fixed. In
Chapter 2 we will show how to identify infrared safe observables.
Although infrared safe quantities are free of IR divergences as powers,
large logarithmic corrections occur at the edge of phase space in all but fully
inclusive observables, due to soft (with vanishing four-momentum) and/or
collinear (parallel to primary, energetic quanta) radiation. These logarith-
mic corrections need to be resummed in order to provide reliable quantitative
predictions. The remainder of this thesis deals with resummation of large log-
arithms. Another source of uncertainty in perturbative calculations are power
corrections. These, however, are in the majority of cases incalculable within
perturbation theory.
1.1.4 Nonperturbative Effects and Power Corrections
Above we have noted that Eqs. (1.7)-(1.10) are valid up to power correc-
tions in the hard scale Q≫ ΛQCD. In only a few cases factorization theorems
can also be proven beyond leading power. In addition, due to the at best
asymptotic nature of QCD, Eq. (1.6), there will always be exponential ambi-
guities. These ambiguities correspond to power corrections proportional to
e
− 1|a|αs(Q2) ∼
(
Λ2QCD
Q2
) β0
4pi|a|
, (1.11)
using the one-loop running coupling (A.6).
Nevertheless, perturbation theory itself encodes some information about
the form of these power corrections. As we have mentioned above, in field
theoretic expansions one often finds factorial growth of the coefficients. This
suggests to attempt summation of the series via Borel transformation, which
is defined as [19]
B(t) =
∞∑
n=0
fn
tn
n!
. (1.12)
7If an asymptotic series is Borel summable, then the inverse transform, the
so-called Borel integral
f˜(αs) =
1
αs
∫ ∞
0
dt e−
t
αsB(t) (1.13)
uniquely determines the function f(αs) ≡ f˜(αs) to which the series is asymp-
totic. f˜(αs) is a Laplace transform (the conventional variable for a Laplace
transform is s = 1/αs). Thus the theory of Borel summability is essentially
the theory of Laplace transforms.
If the Borel transform B(t) of a pQCD series has singularities on the real
positive axis then the series is not uniquely Borel summable. Nevertheless,
we can still define the Borel integral by moving the integration contour above
or below the singularities of B(t) if they are on the positive real axis. For
example, consider
B(t) =
1
1− at , (1.14)
where a determines the position of the singularity. Larger a means smaller
radius of convergence of the series. We can define the Borel integral to be the
principal value which introduces an ambiguity
∼ e−1/(|a|αs).
This ambiguity leads according to Eq. (1.11) to a power correction propor-
tional to 1/Qβ0/(2π|a|).
Although the power of the correction can be deduced from perturbation
theory, the magnitude and functional form of these power corrections cannot
be inferred without additional, nonperturbative or experimental information.
In QCD one finds n! growth of perturbative coefficients, which lead to singu-
larities of the Borel transform on the positive and negative real axis.
One source of n! growth is the factorial growth of the number of Feynman
graphs with the order, which is connected to the occurrence of instantons
[18, 20, 21]. Thus the study of instantons [22], which are solutions to the
classical field equations, may provide the necessary additional information to
determine the ambiguity in Eq. (1.6) stemming from instanton singularities
in the Borel plane. Instantons in QCD produce singularities on the positive
real axis, however, far away from the origin.
Another source of n! growth at nth order in the perturbative expansion
is called renormalons [23, 24], classified into UV and IR renormalons, con-
nected to the large and small loop momentum behavior, respectively. UV
renormalons in QCD produce singularities in the Borel plane on the negative
8real axis and thus do not spoil the Borel summability. Furthermore, they are
although theory-specific, process independent, analogous to UV counterterms
in renormalizable field theories. IR renormalons, on the other hand, are lo-
cated on the positive real axis for asymptotically free theories, in general much
closer to the origin than instanton-singularities. IR renormalons therefore give
rise to ambiguities of the aforementioned form (1.11), which are much less
suppressed than instanton ambiguities. The location of IR renormalon poles
is process-dependent. Renormalons are found in graphs that grow as n! them-
selves, for example diagrams with loop insertions in the form of one or more
“bubble chains” [20, 25].
1.2 Motivation for Further Exploration
From the above it may almost seem hopeless to attempt any calculation
within perturbation theory. Nevertheless, nature itself seems to almost in-
vite us to do perturbative calculations in QCD - the series seems asymptotic,
with power corrections that are numerically small compared to the leading
perturbative terms; the incoherence of long- and short-distance effects allows
factorization with parton distribution functions that are universal for broad
classes of observables. Thus, determined once experimentally for one observ-
able in a class, all other observables within that class are then predictable in
principle from perturbative calculations, up to power corrections.
Moreover, although much progress has been made in the development of
non-perturbative techniques, or in the attempt of deriving the Standard Model
from a more general theory, perturbative calculation is still the most complete
and precise way to obtain quantitative predictions that can be compared to
experiment. QCD processes need to be calculated as precisely as possible, in
order not only to “test” the theory of strong interactions itself, but also to
understand the background for other observables within the Standard Model
and beyond, in the search for “new physics”.
For precise quantitative predictions, it is necessary to sum the series to
as high orders as possible, for the following reasons:
• Eq. (1.7) is in principle independent of the factorization scale µ, in
practice, however, fixed order calculations up to order m introduce an
error proportional to αm+1s :
µ
d
dµ
σAB = µ
d
dµ
∞∑
n=0
fn(µ)αs(µ) = 0 ⇒
9µ
d
dµ
m∑
n=0
fn(µ)α
n
s (µ) = −µ
d
dµ
∞∑
n=m+1
fn(µ)α
n
s (µ). (1.15)
Calculations to as high order as possible reduce the factorization scale
uncertainty.
• Power corrections, since they are incalculable within perturbation theory,
are usually determined by experimental fits. However, numerically, at
the presently calculated accuracy, power corrections are not distinguish-
able from higher order contributions. For example, the mean value of
the thrust3 T has the following perturbative expansion (see for example
[26] or [27]4)
〈1− T 〉 ≈ 0.33αs(Q) + 1.0α2s(Q) + c α3s(Q) +
λ
Q
+ . . . . (1.16)
The dependence on the scale Q of Eq. (1.16) with λ = 1 GeV and
c = 0 (higher order corrections are vanishingly small) is numerically
indistinguishable from λ = 0.6 GeV and c = 3 using the scale-dependence
of the running coupling as shown in Fig. A.1.
• As already mentioned above, large logarithmic corrections arise that need
to be resummed. In the case of the thrust, from Eq. (1.16), the average
is at small values of (1− T ), such that the corresponding logarithms of
ln(1−T ) are quite substantial. Resummation to high levels of logarithms
also requires the calculation of the configurations that give rise to these
logarithms at high orders.
As we have already emphasized, QCD processes are present as background
in the searches for new physics. A thorough understanding of this background
is therefore absolutely necessary, especially the distribution of energy between
energetic jets. Interjet radiation is emitted from a variety of sources, from frag-
ments of hadrons that do not participate in the primary hard scattering which
produces the jets, from multiple parton scattering, and by soft bremsstrahlung
from the primary scattering partons. All of these sources of interjet radiation
are far from fully understood.
Although an enormous amount of valuable insights has been obtained
in the past thirty years of perturbative calculations within QCD, there still
3A definition and discussion can be found in Chapter 2.
4Resummed results can be found, for example in [27] which contains a collection
of the results of [28, 29, 30].
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remains a wealth of open problems - the short list above contains only those
directly connected with the content of this thesis; it would be beyond its scope
to list further topics.
1.3 Outline of the Thesis
In this thesis we discuss two main topics - the higher order calculation of
singular coefficients of partonic splitting functions, and jet event shapes, in-
cluding their correlations with interjet energy flow (shape/flow correlations).
The singularities in the splitting functions are due to simultaneously soft and
collinear configurations. Similar configurations can be found in any quantity
that contains collimated beams of particles (jets) which is not completely in-
clusive in the final state. It is therefore not surprising that the same coefficients
appear in jet events whose discussion comprises the second part of the thesis.
The outline of this thesis which follows the successive steps in factorization
and resummation procedures is illustrated schematically in Figure 1.1. The
starting point is in all cases the definition of a cross section or other physical
observable, denoted collectively by σ in the figure. Here σ is either a parton
distribution function, a jet event shape, or a shape/flow correlation. σ contains
in general singularities, or, in the case of IR safe observables (such as event
shapes and correlations) logarithmic enhancements that need to be resummed.
Resummation follows from factorization, that is, from the procedure of sepa-
rating short-distance (in Fig. 1.1 denoted by the hard function fH) from long-
distance effects. In the figure we distinguish between collinear configurations,
fCO, which include soft/collinear radiation and soft configurations, fS. These
configurations have typical momentum scales Qi, i = H,S,CO, QH = Q.To ob-
tain a factorized form is highly non-trivial, but once an observable is factorized,
resummation is almost automatic.
11
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Figure 1.1: Outline of the thesis. The boxes denote various intermediate stages
in factorization and resummation procedures, the ovals describe the necessary
tools. The items in the dashed boxes correspond to the sections of this thesis
where corresponding descriptions and examples can be found.
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These leading regions in momentum space are in general linked by a con-
volution in terms of one or more variables, depending on the observable under
consideration, denoted by the symbol ⊗. We can disentangle this convolution
(see below, Chapter 2.5 for details) by taking for example Mellin moments, if
the convolution is in terms of the variable x, Eq. (1.8),
σ˜(N) =
∫ 1
0
dx xN−1σ(x),
σ˜(N) = f˜H
(
Q
µ
,N
)
f˜CO
(
QCO
µ
,N
)
f˜S
(
QS
µ
,N
)
, (1.17)
where quantities in moment space are denoted by .˜ The convolution is now
a product in moment space. Eq. (1.17) contains potentially large ratios of
the various scales intrinsic to the functions fi, i = H,S,CO to the factorization
scale which give rise to the large logarithms mentioned above. These need to
be resummed.
From the independence of the physical quantity σ of the factorization
scale (here in moment space)
µ
d
dµ
σ˜ = 0 (1.18)
follow the evolution equations:
µ
d
dµ
ln f˜H
(
Q
µ
)
= −γH(µ)
µ
d
dµ
ln f˜CO
(
QCO
µ
)
= −γCO(µ)
µ
d
dµ
ln f˜S
(
QS
µ
)
= −γS(µ) (1.19)
with
γH + γCO + γS = 0. (1.20)
The anomalous dimensions γi follow from separation of variables. The set of
Eqs. (1.19) can be solved to resum large logarithmic corrections in exponents:
f˜S
(
QS
µ
)
= f˜S (1) e
−
∫ µ
QS
dλ
λ
γS(λ)
. (1.21)
We have evolved the soft function from its natural scale QS, where no large
logarithms arise, to the factorization scale with the help of Eq. (1.19). Calcu-
lation of the functions fi(1) and γi to a specific order resums large logarithms
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at the NmLL level, that ism = 0 denotes leading logarithmic level (LL),m = 1
next-to-leading logarithmic (NLL),m = 2 next-to-next-to-leading logarithmic,
etc. On the other hand, as we will see in Chapter 3 certain quantities exponen-
tiate directly, not just via resummation as in (1.21). These quantities, when
calculated to orderm give the soft/collinear contribution to cross sections with
jets at the Nm−1LL level.
The sections where the above is discussed in detail for parton distribution
functions [12], for jet shapes [10, 11], and shape/flow correlations [9, 10, 11]
are indicated in the dashed boxes in Figure 1.1.
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Chapter 2
Factorization, Evolution, and Resummation
In order to factorize infrared safe, perturbatively calculable quantities
from long-distance dependence it is necessary to develop means to systemat-
ically identify the latter. This chapter describes how to analyze and classify
long-distance behavior, and how to separate it from short-distance contribu-
tions. For the general discussion below we follow Refs. [2, 13, 31] and the
cited references.
These methods were applied in our studies of the singular behavior of
parton distribution functions [12], and of dijet events [9, 10, 11], which will be
discussed in Sections 2.3 and 2.4.
2.1 Identification of Infrared Enhancements
In Minkowski space there are two basic types of divergences remaining
after ultraviolet divergences have been removed by a suitable renormalization
procedure, which does not introduce new infrared singularities: soft diver-
gences that arise from vanishing four-momenta and collinear ones that are
associated with parallel-moving on-shell lines of finite energy.
However, as consequences of the famous Bloch-Nordsieck [32, 33, 34]
(which only holds in QCD for quantities without initial-state hadrons) and
Kinoshita-Lee-Nauenberg theorems [35, 36], which follow from unitarity, these
infrared divergences cancel between real and virtual emissions in suitably de-
fined quantities1. In some important cases this cancellation is incomplete at
the edge of phase space. For example for cross sections at threshold, that is, in
the limit of soft and/or collinear radiation, fixed order perturbation theory is
insufficient. In such cases, although no infrared divergences occur as powers,
large logarithmic corrections arise that need to be resummed.
1For pedagogical reviews of these theorems see, for example, Refs. [13] and [37].
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While the Bloch-Nordsieck and Kinoshita-Lee-Nauenberg theorems give
general arguments, it is imperative for the resummation of logarithmic cor-
rections to identify infrared singularities at the levels of the expressions cor-
responding to the Feynman diagrams at arbitrarily high, but fixed, order.
This section, which is based on Refs. [38, 39], deals with the identification
of infrared enhancements, while the remainder of this Chapter describe the
factorization and resummation of large logarithmic corrections.
2.1.1 Landau Equations
To see where the aforementioned singularities may come from we consider
an arbitrary Feynman diagram G ({pµs}) with external momenta {pµs} which is
given by the following expression after Feynman parametrization, Eq. (B.2),
G ({pµs}) =
∏
lines i
1∫
0
dαiδ
(∑
i
αi − 1
) ∏
loops r
∫
dnkrD(αi, kr, ps)
−NF (αi, kr, ps)
(2.1)
D(αi, kr, ps) =
∑
j
αj
[
l2j (p, k)−m2j
]
+ iǫ, (2.2)
where F denotes all numerator and constant factors, and D denotes the de-
nominator. We work in n dimensions, using dimensional regularization. αj
is the Feynman parameter of the jth line and lµj its momentum, which is a
linear function of loop momenta {kr} and external momenta {ps}. Singular-
ities arise in the integral 2.1 if isolated poles cannot be avoided by contour
deformation. This can happen if the pole is at one of the end-points of the
integral (end-point singularity) or if the contour is trapped between two poles
(pinch singularity). The so-called Landau equations summarize the conditions
for the existence of pinch surfaces, which are surfaces in (k, α) space where D
vanishes [40, 41].
If the poles of D coalesce and therefore the contour cannot be deformed
we encounter a pinch. The condition for this to occur is
∂
∂kµj
D(αi, kr, ps) = 0 (2.3)
at D = 0, because D is quadratic in momenta. Considering the αi we see that
D is only linear in each αi, so there are never two poles to pinch, but a pole
may migrate to an end-point αi = 0. Or alternatively, D may be independent
of αi at D = 0 if l
2
i −m2i = 0.
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In summarizing these conditions we arrive at the Landau equations which
state that a pinch surface exists only if the following conditions hold for each
point {kµr , αi} on the surface:
either l2i = m
2
i , or αi = 0,
and
∑
line i in loop j
ηijαil
µ
i = 0, (2.4)
where ηij is an “incidence matrix” which is ±1 if the momentum li of line i
flows in the same or opposite direction, respectively, as loop momentum kr.
These equations can be given a physical interpretation, following Coleman
and Norton [42]. We can identify αi as the Lorentz-invariant ratio of the time
of propagation to the energy for particle i which is represented by the on-
shell line li. So the space-time separation between the starting point and the
endpoint of line i is given by
∆xµi ≡ αilµi (2.5)
= ∆x0i v
µ
i
with
vµi =

1, ~li
l0i

 (2.6)
the four-velocity of the particle. The Landau equations can then be illustrated
in form of a reduced diagram where all off-shell lines are contracted to a point.
Here a comment about masses is in order: The contributions of momenta
near pinch surfaces are sensitive to infrared cut-offs such as quark masses,
hadronic binding energies and other long-distance scales. We want to identify
precisely these momentum regions, to separate them from perturbatively cal-
culable parts which we evaluate at a large scale, Q. The above considerations
are most relevant when Q becomes very large, Q → ∞. In this limit, due to
Eq. (1.1), we can neglect masses since they become vanishingly small. Up and
down quarks have masses of a few MeV at scales of the order of ΛQCD, where
we do not expect perturbation theory to be reliable anyway. Thus, studying
the theory with all masses at their physical values is equivalent to studying the
corresponding massless theory with external particles on shell. Corrections to
the so identified leading behavior for infrared safe quantities, Eq. (1.10), will
be proportional to powers of m/Q, where m denotes any long-distance scale,
including quark masses.
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An Example
To illustrate the above, let us consider the one-loop vertex graph shown
in Fig. 2.1 a). As discussed above, it suffices to consider the massless limit.
Its momentum structure in n = 4− 2ε dimensional regularization in Feynman
gauge is given by
Vµ (p1, p2) =
∫ dnk
(2π)n
u¯(p1)γ
α (6p1+ 6k) γµ (−6p2+ 6k) γαv(p2)
[(p1 + k)2 + iǫ] [(p2 − k)2 + iǫ] (k2 + iǫ) , (2.7)
where we omitted all prefactors unnecessary for the argument that follows.
The Landau equation for this expression is
α1(p1 + k)
µ + α2(p2 − k)µ + α3kµ = 0, (2.8)
which is not modified by the numerator. The solutions to this equation and the
second condition of Eqs. (2.4) which give non-vanishing contributions when
taking the numerator into account, are
kµ = 0, α1 = α2 = 0, (2.9)
α1(p1 − k)µ + α3kµ = 0, α2 = 0, k2 = p1 · k = 0, (2.10)
α2(p2 + k)
µ + α3k
µ =0, α1 = 0, k
2 = p2 · k = 0. (2.11)
These solutions are depicted graphically in Fig. 2.1 b). In the first solution
the radiated gluon k is soft, in the other two solutions it is collinear to either
of the outgoing quarks.
As one can see by inspection of Eq. (2.7), this scaling behavior is not
changed by making the following approximations as kµ → 0:
• We neglect kµ compared to pµ in numerator factors, and
• we neglect k2 compared to p1 · k and p2 · k in denominators.
The resulting expression for (2.7) is
Vµ (p1, p2) ≈ −p1 · p2u¯(p1)γµv(p2)
∫ dnk
(2π)n
1
(p1 · k + iǫ) (−p2 · k + iǫ) (k2 + iǫ) .
(2.12)
We observe that this integral is logarithmically divergent as kµ → 0. Fur-
thermore, for p1 · p2 →∞ it approaches a constant value, in other words, the
composite vertex exhibits the same asymptotic behavior as the elementary
(Born) vertex. This behavior is characteristic of theories with vector particles,
as we will show explicitly by infrared power counting in the next section. The
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Figure 2.1: The electromagnetic form factor: a) 1-loop correction, b) graph-
ical representation of the solutions to the Landau equations, Eqs. (2.4), in
Feynman gauge, c) general reduced diagram.
set of approximations above is called eikonal approximation, closely connected
to path-ordered exponentials, also called Wilson lines. We will have to say
more about this connection below. The eikonal approximation leads to the
eikonal Feynman rules listed in Appendix A.2. Especially the second approx-
imation, the neglect of k2 compared to p · k in denominators, is nontrivial in
Minkowski space. In Section 2.2.2 we will study this issue in more detail.
Following Coleman and Norton, we can generalize the above to arbitrarily
high, but fixed orders. The resulting pinch surfaces for the electromagnetic
form factor are shown in Fig. 2.1 c) in reduced diagram notation. Only
short-distance effects contribute to the hard scattering, H , where the two pri-
mary outgoing partons are produced. H is therefore contracted to a (slightly
extended) point in the reduced diagram. Once the primary partons are pro-
duced, only collinear and/or soft radiation can be emitted, since they travel
away from the hard scattering at the speed of light, if massless. They can
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never meet again at a point in space-time. We label the soft radiation S in
the reduced diagram, and the collinear configurations, the “jets” are labelled
Ji, i = 1, 2.
2.1.2 Power Counting
Eqs. (2.4) are only necessary conditions for infrared divergences. In many
cases, integration contours in perturbative integrals may pass through pinch
surfaces without producing significant contributions in the limit of large mo-
mentum transfer. In such cases infrared safety (1.10) is not violated. Infrared
power counting [38] gives the potential degree of divergence of the pinch sur-
faces under consideration. Before becoming more explicit, let us just remark
that in Feynman gauge individual diagrams in general have much worse scal-
ing behavior than the gauge invariant contribution after summing over all
diagrams, since in the sum unphysical contributions cancel.
In the following we use light-cone coordinates, our conventions are given
in Eq. (B.29). The following momentum configurations, scaled relative to the
large momentum scale in the problem, Q, are possible:
• Soft momenta that scale as kµ ∼ λQ, λ≪ 1, in all components.
• Soft momenta with components that scale in the strongly ordered form
k+ ∼ σQ, k− ∼ λQ, k2⊥ ∼ λ (Q)2, or k− ∼ σ Q, k+ ∼ λQ, k2⊥ ∼ λ (Q)2,
respectively, where σ ≪ λ ≪ 1. These are the so-called Glauber or
Coulomb momenta [43, 44]. Glauber momenta have to be considered
separately.
• Momenta collinear to the momenta of initial or final state particles.
Momenta collinear to particles moving in the plus direction scale as
k+ ∼ Q, k− ∼ λQ, k2⊥ ∼ λ (Q)2, whereas momenta collinear to the
minus direction behave as k− ∼ Q, k+ ∼ λQ, k2⊥ ∼ λ (Q)2.
• Hard momenta that are far off-shell, and thus scale as ∼ Q in all com-
ponents.
Real momenta contributing to the final state have the same scaling be-
havior as purely virtual momenta since
• for a jet momentum crossing the cut we obtain
∫
dk+dk−dk2⊥δ+
(
2k+k− − k2⊥
)
=
∫ dk+
2k+
dk2⊥ ∼ λQ2,
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which is the same scaling behavior found for a virtual jet line
∫
dk+dk−dk2⊥
1
k2
∼ λ
2Q4
λQ2
= λQ2.
• Similarly, we find for real soft momenta∫
dk+dk−dk2⊥δ+
(
2k+k− − k2⊥
)
∼ λ2Q2,
which coincides with the behavior of virtual soft momenta.
In the remainder of this section we scale all momenta implicitly by Q which
we drop from here on, that is
kµ → kµ/Q. (2.13)
Vertex Suppression Factors
Let us now study how numerator factors change the scaling behavior of
momentum lines and loops. These numerator suppression factors are different
in covariant and physical gauges. Let us consider a fermion-gluon-fermion
vertex in Feynman and in axial gauge as representative examples. This vertex
is given by
(6p+ 6k) γµ 6p = −γµ (6p+ 6k) 6p + 2 (p+ k)µ 6p. (2.14)
The first term in Eq. (2.14) scales as ∼ λ1/2 if k is part of the jet. The
contribution of the second term, however, is different in covariant and physical
gauges, respectively. In physical gauges, this term does not contribute, due to
lim
k2→0
k2kµDµν(k, ξ, κ) = 0, (2.15)
where Dµν(k, ξ, κ) is the gluon propagator from a Lagrangian with gauge fixing
term [−1/2κ(ξ · A)2], A being the gauge potential, modulo color factors,
Dµν(k, ξ, κ) =
[
−gµν + ξµkν + kµξν
ξ · k − ξ
2
(
1 +
k2
κξ2
)
kµkν
(ξ · k)2
]
1
k2 + iǫ
. (2.16)
Eq. (2.15), however, does not hold in covariant gauges with gauge fixing
[−1/2κ(∂ · A)2]. Scalar polarized gluons, that is, gluons that are contracted
into their own momenta at jet-vertices, are then unsuppressed. Analogous
considerations apply to other three-point vertices in jets.
All jet three-point vertices contribute a numerator suppression factor of
λ1/2, unless one of the attached gluons is scalar polarized and attaches to a
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hard part, in a covariant gauge, or soft. This is due to the above observation,
and because we obtain a numerator suppression-factor proportional to λ in
any gauge when analyzing purely soft three-point gluon-gluon or ghost-gluon
vertices in a similar manner. Four-point vertices do not suppress the scaling
behavior.
Contracted vertices have the same scaling behavior as the elementary
vertices analyzed above. In contracted vertices in reduced diagrams internal
lines which are off-shell by ∼ 1 have been shrunk to a point, following (2.6)
and (2.6). The behavior of contracted vertices can be analyzed by decompos-
ing each vertex into its most general Lorentz structure, and by using Ward
identities.
For example, the most general decompositions in Feynman and physical
gauges for the gluon two-point one-particle irreducible Green function are
ΠFeynmanµν (p) = p
2gµνf1 + pµpνf2, (2.17)
Πphysicalµν (p, ξ) =
(p · ξ)2
ξ2
gµνf
′
1 + pµpνf
′
2 +
+(pµξν + ξµpν)
(p · ξ)
ξ2
f ′3 +
ξµξν
ξ2
(p · ξ)2
ξ2
f ′4, (2.18)
where the fi, f
′
i are dimensionless functions of contracted momenta with scal-
ing behavior ∼ 1. Upon insertion of these composite propagators into a dia-
gram they are contracted with elementary gluon propagators. For the Feyn-
man gauge expression it is immediately obvious that the combination (gluon
jet line-ΠFeynman-gluon jet line) has the same scaling behavior as an elementary
gluon jet line. In the physical gauge we observe that the terms proportional
to f ′3 and f
′
4 drop out, using Eq. (2.15). The term with f
′
2 gives at least one
factor p2 upon contraction with a gluon jet line, and thus the same scaling
contribution arises as for elementary propagators. The term with f ′1, however,
seems to spoil this behavior. It can be shown using the techniques of [38, 45]
that this term is absent in Πphysical. Therefore, the composite gluon jet line has
also in a physical gauge the same scaling behavior as an elementary jet line.
Similar considerations apply to all other propagators and vertices in QCD,
further details can be found in Refs. [38, 45].
Summary
• Every internal jet line scales as ∼ λ−1. Every bosonic soft momentum
contributes as ∼ λ−2, fermionic soft momenta are proportional to ∼
λ−1. Jet loops scale as ∼ λ2, whereas soft loops behave proportional to
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∼ λ4. This leads to the following superficial degrees ω of infrared (IR)
divergence
ωS = 4LS − 2N bS −NfS + tS, (2.19)
ωJ = 2LJ −NJ + tJ , (2.20)
where the subscripts denote soft (S) or jet (J) pinch surfaces. Li are the
number of loops in i = S, J , Ni are the number of lines therein, where
the superscripts b and f label bosonic and fermionic lines, respectively,
N = N b +Nf . (2.21)
We can count the degree of IR divergence separately for each pinch sur-
face, if we carefully take into account momenta which link the surfaces in
order to avoid double counting. ti denote numerator suppression factors
which are summarized below.
• Soft three-point vertices suppress the scaling by λ. Therefore the soft
suppression factor is given by
tS = v
(3)
S , (2.22)
where v
(3)
S is the number of soft three-point vertices.
• On the other hand, jet three-point vertices give a suppression of λ1/2,
unless the gluons involved are scalar polarized in covariant gauges. This
leads to a suppression factor tJ for jets in physical gauges:
tJ ≥ max
{
1
2
[
v
(3)
J − sJ
]
, 0
}
, (2.23)
where v
(3)
J is the number of jet 3-point vertices, and sJ denotes the
number of soft lines attached to the jet. In covariant gauges this is
modified to
tJ ≥ max
{
1
2
[
v
(3)
J − sJ − lJ
]
, 0
}
, (2.24)
due to scalar polarized gluons lJ , linking jet lines and the hard scattering.
Furthermore, we will need the following useful identities: the relation
between the number of i-point vertices v(i), the number of internal momentum
lines N , and the number of external lines E,
2N + E =
∑
i
iv(i), (2.25)
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and the Euler identity
L = N −∑
i
v(i) + 1, (2.26)
where L is the number of loops. We will use these rules below.
In this section we have described how to identify regions in momentum
space that give leading contributions, and how to determine the degree of
infrared divergence by counting powers in each of these regions. Before going
on to actually apply the techniques developed above, we will first explain
how to factorize the leading regions which we expect to be linked by soft
and/or scalar polarized gluons because of the numerator suppression factors
Eqs. (2.23) and (2.24), respectively.
2.2 Factorization
We are now going to show how to factorize infrared safe quantities from
long-distance behavior, and how to refactorize these leading regions, which
will allow us to resum large logarithmic corrections. In the following we will
denote both procedures by factorization. The final results can in many cases
be rewritten in terms of gauge-independent functions which reproduce the
leading behavior in any gauge.
2.2.1 Ward Identities
The factorization of scalar polarized gluons from hard contributions is a
matter of straightforward application of the Ward identity shown in Fig. 2.2
c) for scalar polarized gluons. The grey blob denotes a hard part.
Fig. 2.2 c) follows from the Ward identity shown in Fig. 2.2 a), and the
identity for scalar polarized gluons attaching to an eikonal line in Fig. 2.2
b). Fig. 2.2 a) is the graphical representation (in momentum space) of the
following equation [46, 47]
〈
N
∣∣∣κ ∂ · Ab(x)∣∣∣M〉 = 0, (2.27)
where M and N are physical states, and Abµ is a nonabelian gauge field carry-
ing color b. By physical states we denote states involving on-shell fermions and
gauge particles with physical polarizations; ghosts are not included. Through-
out this thesis, gluons with arrows are scalar polarized. Eq. (2.27) can be
proven, for example, by taking the BRST variation [48, 49, 50] of the Green
function
〈
0
∣∣∣T bb(x)∏iΨ(yi)∏j Ψ¯(zj)∣∣∣ 0〉. The sum of BRST variations of all
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of the fields is 0, since the QCD Lagrangian is BRST invariant. Then we use
the reduction formula to relate the truncated Green function to the transition
matrix element above. All variations of the quark and antiquark fields Ψ and
Ψ¯ vanish due to truncation, and since
u¯(p)(6p−m) = 0, (6p−m)u(p) = 0 . (2.28)
In the following we set all masses to zero. The remaining variation of the
antighost bb gives Eq. (2.27), where now the fields Ψ and Ψ¯ are on-shell,
denoted by M and N . Similar considerations apply to gluons. Eq. (2.27)
says that the sum of all possible attachments of a scalar polarized gluon to a
matrix element vanishes. From this follows Fig. 2.2 a), since, by definition,
we do not include the graph into the hard function where the gluon attaches
to the physically polarized parton (quark or gluon), shown on the right-hand
side of Fig. 2.2 a).
The eikonal identity in Fig. 2.2 b) follows from the eikonal Feynman
rules in Fig. A.2. The attachment of the unphysical gluon to the fermion line
is equivalent to its attachment to an eikonal or Wilson line, or path-ordered
exponential Φ, in direction β opposite to the fermion line’s momentum:
Φ
(f)
β (0, η; 0) ≡ Peigs
∫ η
0
dξβ·A(f)(ξβµ)
= 1 + P
∞∑
m=1
m∏
i=1
∫
dnki
(2π)n
gsβ · A(f)(kµi )
1
β · i∑
j=1
kj + iε
. (2.29)
The exponent is the resulting phase rotation on a particle of flavor (f) due to
unphysical, scalar polarized, gluons. Here P denotes path ordering, gs is the
strong coupling, and A(f) is the vector potential in representation (f). In the
second line of (2.29) we have expanded the ordered exponential in momentum
space. The resulting Feynman rules are precisely the ones mentioned above, of
the eikonal approximation, listed in Appendix A.2. The eikonal propagators
are the result of the path ordering, because
∞∫
−∞
dz eikzθ(z) =
i
k + iǫ
. (2.30)
We will represent eikonal lines graphically as double lines. Fig. 2.2 b) displays
the following equality for p2 = k2 = 0, k collinear to p,
−gsT bu¯(p) β
µkµ
−β · k = gsT
bu¯(p)γµ
1
6p+ 6kkµ
= gsT
bu¯(p)
6k+ 6p−6p
6p+ 6k = gsT
bu¯(p). (2.31)
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where we have used Eq. (2.28) in the last equality on the right-hand side.
p is the quark momentum which flows into the final state, and k the gluon’s
momentum. T b is a SU(N) generator in the fundamental representation. Since
the right-hand sides of Figures 2.2 a) and b) are the same (the “empty” eikonal
line carries no momentum), the left-hand sides are the same. Repeated appli-
cation of this identity results in Fig. 2.2 c) [51, 52]. Note that the color factors
are included in the Ward identity, resulting in the appropriate color factor for
the attachments of the gluons as shown in Fig. c). We have succeeded in
decoupling unphysical gluons from physical processes, their only effect being
phase rotations on the factorized physical momentum lines. In completely
inclusive cross sections these phase rotations cancel due to the unitarity of
Wilson lines [44]:
Φ
(f) †
β Φ
(f)
β = 1. (2.32)
a)
=  
b)
a
a
=  
)
...
=
a
a
...
Figure 2.2: a) Ward identity for a scalar polarized gluon. b) Identity for a
single longitudinally polarized gluon attaching to an eikonal line. c) Resulting
identity after iterative application of Figs. a) and b). Repeated gauge-group
indices are summed over.
2.2.2 Glauber/Coulomb Gluons and Infrared Safety
The factorization of soft gluons, which are not necessarily scalar polar-
ized, from jet lines does not follow immediately from the Ward identity Fig.
2.2. To achieve factorization in this case, we have to make the following two
approximations: the neglect of non-scalar gluon polarizations, and the eikonal
approximation discussed above in Sec. 2.1.1, which consists of neglecting soft
momenta kµ in the numerator compared to jet-momenta pµ and k2 compared
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to p · k in the denominator. After making these approximations, which are
referred to by the term soft approximation, we can factor soft momenta from
collinear jet momenta with the help of Fig. 2.2 c).
We start by decomposing each soft gluon propagatorDµν with momentum
kµ into a scalar-polarized contribution and a remainder [34, 53]:
Dµν (k) = Gµν (k, β) +Kµν (k, β) , (2.33)
where we define
Kµν (k) ≡ Dµρ (k) β
ρ kν
β · k + iǫ ,
Gµν (k, β) ≡ Dµν (k)−Dµρ (k) β
ρ kν
β · k + iǫ . (2.34)
β is chosen to flow in the direction opposite to p, that is, if the jet flows into
the plus-direction, β points into the minus-direction, and vice versa. The sign
of the iǫ-prescription is chosen in such a way as to not introduce new pinch
singularities near the ones produced by the soft gluons under consideration.
For momenta to the right of the cut in initial-state jets we also have +iǫ,
since the sign of the momentum flow to the right of the cut is reversed relative
to the jet momentum p. That is, we have for momenta to the left of the
cut (p + k)2 + iǫ ≈ 2p · k + iǫ, whereas to the right of the cut we obtain
(p− k)2 − iǫ ≈ −2p · k − iǫ.
From Eq. (2.34) we see, that for the scalar polarized K-gluons the iden-
tity shown in Fig. 2.2 c) is immediately applicable, leading to the desired
factorized form. So it remains to be shown that the G-gluons do not give lead-
ing contributions. Power-counting, as we have demonstrated in the previous
section, shows that only 3-point vertices are relevant for the coupling of soft
gluons to jets.
First, let us consider a 3-point vertex in a purely initial or purely final
state jet, as shown in Fig. 2.3 a). Such jets, as indicated in the left part of
Fig. 2.3 a) occur for example in e+e− annihilation, as we have seen in Sec.
2.1.1 above. The soft G-gluon with propagator Gµν(k, β) couples to a fermion
jet-line with momentum pµ in a jet moving in the plus-direction:
6k+ 6p
(k + p)2 + iǫ
γν
6p
p2 + iǫ
Gµν (k, β) ≈ 2 6p
((k + p)2 + iǫ) (p2 + iǫ)
pνGµν (k, β) ≈ 0,
(2.35)
because pν ≈ p+βν. Corrections are proportional to λQ, λ≪ 1, as follows from
the power counting described in Sect. 2.1.2 when neglecting k, and because
Gµν (k, β)β
ν = 0. An analogous observation holds for the coupling of G-gluons
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to jet-lines via triple-gluon vertices. In (2.35) we neglect all terms of order λQ
in the numerator, including the momentum k, because we assume that the
denominator also scales as ∼ λQ. This approximation is only valid for soft
gluons not in the Glauber or Coulomb region, where the denominator behaves
as∼ λ2Q. If the soft momenta are not pinched in this Glauber/Coulomb region
we can deform the integration contours over these momenta away from this
dangerous region, into a purely soft region where the above approximations
are applicable. This is straightforward to show for purely virtual initial or
final state jet configurations, as displayed in Fig. 2.3 a)2.
Consider again the 3-point vertex in Eq. (2.35), where now the gluon with
momentum k is in the Glauber/Coulomb region. If |p+k−| is not dominant
over |2p⊥ · k⊥ + k2⊥| in the denominator our approximation fails. The poles of
the participating denominators are in the k− complex plane at
k− =
k2⊥ − iǫ
2k+
,
k− =
(k⊥ + p⊥)2 − iǫ
2(k+ + p+)
− p−. (2.36)
As long as the jet-line p carries positive plus momentum, we see that the k−-
poles are not pinched in the Glauber region. In this case we can deform the
contour away from this region into the purely soft region, where |p+k−| ≫
|2k⊥ · p⊥ + k2⊥|. In a reduced diagram, which represents a physical process,
there must be at every vertex at least one line whose plus momentum flows
into the vertex, and at least one line whose plus momentum flows out of the
vertex. Thus, at every vertex, we can always find a momentum p for which the
above observation holds, and we can always choose the flow of k through the
jet along such lines. If the soft gluon momenta k, which we want to decouple,
connect only to a purely virtual or final state jet, this observation remains true
throughout the jet. An analogous argument applies to the right of the cut.
For other jet configurations, where the jet appears in both initial and
final states, the situation is significantly more complicated. Here pinches in
the Glauber/Coulomb region occur on a diagram by diagram basis, and cancel
only in sufficiently inclusive cross sections. Let us illustrate this at the example
of the inclusive Drell-Yan cross section shown in Fig. 2.3 b) in cut-diagram
notation, A+B → X, where A and B are hadrons, and X is all radiation into
the final state. In a cut diagram, the amplitude is displayed to the left of the
cut (the vertical line), the complex conjugate amplitude is shown to the right.
2Initial and final states are defined with respect to the hard scattering.
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Figure 2.3: Illustration of momentum flow for two jet-configurations: a) a
final-state jet in e+e− annihilation, b) a jet which radiates into initial and
final states in the Drell-Yan process. The reduced diagrams in cut-diagram
notation for the two processes are shown on the left, the jet-configurations
which we study as examples are shown in the boxes. The vertical line (cut)
represents the final state.
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In Fig. 2.3 b), a soft gluon with momentum k connects the active jet
line p− k which participates in the hard scattering, and the spectator jet line
l − p + k which flows into the final state after emitting the soft gluon. The
relevant denominators have poles in the k− complex plane at
k− =
k2⊥ − iǫ
2k+
,
k− =
−(p⊥ − k⊥)2 + iǫ
2(p+ − k+) + p
−,
k− =
(l⊥ − p⊥ + k⊥)2 − iǫ
2(l+ − p+ + k+) + p
− − l−. (2.37)
The pole-structure for k− in the complex plane is shown in Fig. 2.4. For
fixed, small k+ the contour is pinched between the poles of lines p − k and
l−p+k which are in the Glauber/Coulomb region. This is the case for the pole-
configuration shown as filled circles in the figure. If k+ is not pinched, however,
then its contour can be deformed such that the two poles move away from each
other, as illustrated by the poles drawn as squares. Then the k− contour is
not trapped near the Glauber/Coulomb region, and the soft approximation is
applicable. On the other hand, if also k+ is pinched by a configuration similar
to Fig. 2.3 b) in the other jet, then the contour cannot be deformed, and the
soft approximation fails. This occurs in general if there are at least two initial
state hadrons or jets whose spectator fragments proceed into the final state.
Figure 2.4: Pole structure of configuration Fig. 2.3 b) in the complex plane,
according to Eq. (2.37) for small and larger k+. The scale is arbitrary.
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A careful analysis [51, 52, 54, 55] shows that these pinches in the Glau-
ber/Coulomb region cancel in the sum over states for the inclusive Drell-Yan
cross section, and in general, in sufficiently inclusive cross sections. Let us
sketch the proof of cancellation to all orders, following [52].
Cancellation of Pinches in the Glauber/Coulomb Region
The cancellation is best seen in light-cone ordered perturbation theory
(LCOPT). The rules for LCOPT can be found in Appendix B.3 [56, 57, 58],
they can be derived by performing the minus integrals. LCOPT is similar
to old-fashioned, or time-ordered, perturbation theory, but ordered along the
light-cone, x+, rather than in x0. In a LCOPT diagram all internal lines are
on-shell, in contrast to a covariant Feynman diagram. A covariant Feynman
diagram is comprised of one or more LCOPT diagrams.
In LCOPT the jet shown in Fig. 2.3 b) at a specific cut (C) can be written
schematically as a sum over x+-orderings T of its vertices:
J (C) =
∑
T
I ′T (k
α
l )
∗ ⊗ F (C)T (kαl )⊗ IT (kαl ) . (2.38)
The factor IT collects all initial state interactions to the left of the cut, I
′
T
∗
contains all initial state interactions to the right of the cut, and F
(C)
T collects
all final state interactions consistent with cut (C). The functions are linked
by soft gluons {kαl }, as indicated by the symbol ⊗. Following the rules in
Appendix B.3, the factors IT , I
′
T
∗ and F (C)T are given by
IT (k
α
l ) =
∏
states ξ<H

 ∑
vertices l<ξ
(
k−l + iǫ
)
− ∑
lines j∈ξ
q2j,⊥
2q+j


−1
, (2.39)
I ′T (k
α
l )
∗ =
∏
states H′<ξ

− ∑
vertices ξ<l
(
k−l + iǫ
)
− ∑
lines j∈ξ
q2j,⊥
2q+j


−1
, (2.40)
F
(C)
T (k
α
l ) =
∞∫
−∞
dp−J
2π
∏
states C<ξ<H′

−p−J + ∑
vertices l<ξ
(
k−l − iǫ
)
− ∑
lines j∈ξ
q2j,⊥
2q+j


−1
× 2πδ

−p−J + ∑
vertices l<C
k−l −
∑
lines j∈ξ
q2j,⊥
2q+j


× ∏
states H<ξ<C

−p−J + ∑
vertices l<ξ
(
k−l + iǫ
)
− ∑
lines j∈ξ
q2j,⊥
2q+j


−1
.(2.41)
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The vertices and lines are ordered with respect to x+. p−J is the minus mo-
mentum leaving the jet J at the hard vertex H , and p−J −
∑
k−l flows back into
the vertex at H ′. Eqs. (2.39)-(2.41) exhibit the same pinching of poles as the
simple example, Eq. (2.37).
For a given x+-ordering of vertices we can sum over all cuts (C), if the
remainder of the factorized cross section (that is, the other jet or jets) is
independent of the choice of which of the vertices where soft gluons join the jet
J are to the left or to the right of the cut (C). Let us assume this independence
for the moment. Then the cancellation of final state interactions, F
(C)
T , is a
matter of straightforward application of the unitarity relation:
N∑
c=1
{
N∏
n=c+1
1
−p−J −Dn − iǫ
2π δ
(
−p−J −Dc
) c−1∏
n=1
1
−p−J −Dn + iǫ
}
= i
N∏
n=1
1
−p−J −Dn + iǫ
− i
N∏
n=1
1
−p−J −Dn − iǫ
, (2.42)
and the fact that the p−J integral vanishes for any N > 1. Applying Eq. (2.42)
to (2.38), we obtain ∑
C
J (C) =
∑
C
∑
T
I ′T (k
α
l )
∗ ⊗ IT (kαl ) , (2.43)
where now only initial states are kept.
Thus the Glauber/Coulomb pinches disappear, and the soft approxima-
tion is applicable. Two subtleties remain to be discussed for a complete proof:
why the remainder of the graph is independent of the choice of which of the
soft gluon fields are to the left or to the right of the final state cut, and why all
transverse components of soft momenta can safely be neglected in Eq. (2.43).
The independence of the remainder of the graph of soft gluon arrange-
ments can be proven in exactly the same way as the above cancellation of
Glauber/Coulomb pinches, by using LCOPT in the form (2.38) for the re-
mainder, and applying (2.42). Details can be found in [52].
The neglect of transverse components may not seem obvious from the
LCOPT-forms (2.39) and (2.40), since it can happen that
∑
l k
−
l = 0, that is, no
minus-momentum flows into a specific set of vertices. As stated above, the sum
of all LCOPT-expressions of a given graph and performing all internal minus-
integrals of this graph give equivalent expressions, however, the two forms
differ by partial fraction manipulations. In the latter form these apparent
divergences as
∑
j q
2
j,⊥ → 0 when
∑
l k
−
l = 0, are absent. Therefore, the
transverse components can be neglected, and our overview of the proof of
cancellation of Glauber/Coulomb pinches is complete. For further information
and a nontrivial example we refer to Refs. [52, 55].
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2.2.3 Summary
We have succeeded in identifying and disentangling the regions in mo-
mentum space that give leading contributions by means of power counting
and application of Ward identities. This results in a product of hard scatter-
ing, jet, and soft functions. These functions, although separated in momentum
space by a factorization scale, are still at least additionally linked by eikonal
lines. The eikonal lines replace in each of the functions the momenta of the
partons that do not give leading contributions to the particular region. In most
cases, we can construct operators for each of the functions which reproduce
exactly their leading behavior. Examples will be given below.
The above arguments are valid at arbitrary orders in the perturbative
expansion. In Refs. [45, 59] a recursive algorithm, the so-called “tulip-garden
formalism”, was developed to systematically disentangle the leading contribu-
tions of any given diagram. This algorithm is similar to Zimmermann’s forest
formula for ultraviolet divergences [60]. The result of applying the tulip-garden
formalism to all diagrams up to a given order in perturbative QCD is of course
equivalent to the result of the approach described above. We refer the inter-
ested reader to the literature [45, 59] for further information.
We emphasize that a careful treatment of Glauber/Coulomb gluons is
necessary for a complete proof of factorization in processes where two or more
initial-state jets contribute to the final state.
2.3 Refactorization of Nonsinglet Partonic
Splitting Functions
Let us now apply the above to determine the leading behavior of parton-
in-parton distribution functions in the limit x → 1, that is, in the limit that
the emerging parton carries nearly all the momentum of the original parton. In
the introduction, Sec. 1.1.2, we have introduced parton distribution functions
(PDFs) fa/A(x) which describe the distribution of parton a in hadron A.
2.3.1 Definition of Parton-in-Parton Distribution Func-
tions
Hadronic distribution functions fa/A(x) are incalculable within perturba-
tion theory. However, their evolution is perturbatively calculable from the
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renormalization group equation [61, 62, 63, 64]
µ
d
dµ
fa/A(x, µ) =
∑
b
1∫
x
dζ
ζ
Pab (ζ, αs(µ)) fb/A
(
x
ζ
, µ
)
, (2.44)
where Pab is the evolution kernel or splitting function, and µ denotes the
factorization scale, usually taken equal to the renormalization scale. This
follows from the factorization assumption, Eq. (1.7), which enables us to
write a large class of physical cross sections as convolutions of these PDFs with
perturbatively calculable short-distance functions. Eq. (2.44) follows from the
independence of the physical cross section of the factorization scale µ, as seen
in Eq. (1.19). Similar considerations apply to partonic cross sections. There
the parton-in-parton distribution functions ffi/fj describe the probability of
finding parton fi in parton fj. The evolutionary behavior of the partonic
PDFs obeys the same equation, (2.44), as for the hadronic PDFs. Thus the
splitting functions can be computed in perturbation theory.
Up to non-leading corrections which vanish as x→ 1 we can neglect flavor
mixing, that is, we deal with non-singlet distributions:
f±NS = f
±
qa/q
− f±qb/q, f±qi/q = fqi/q ± fq¯i/q. (2.45)
Factorization allows us to define PDFs in terms of nonlocal operators. At
leading power one can define [2, 65] the following function3
fqi/q(x) =
1
4π
∫
dy−e−ixp
+y−
〈
p
∣∣∣ψ¯i(0, y−, 0⊥)γ+
× Peigs
∫ y−
0
dz−A(q) +(0,z−,0⊥)ψi(0)
∣∣∣∣∣ p
〉
=
1
4π
∫
dy−e−ixp
+y− ∑
n
〈
p
∣∣∣Ψ¯i(0, y−, 0⊥)∣∣∣n〉 γ+ 〈n |Ψi(0)| p〉 , (2.46)
which describes the distribution of a quark qi, created by the operator ψ¯i, in
a quark q with momentum p. We use light-cone coordinates where our con-
ventions are as in (B.29). The operators are separated by a light-like distance,
and are joined with a path-ordered exponential, denoted by P , to achieve
3Recently there has been some discussion about the correct behavior of
transverse-momentum dependent PDFs in some noncovariant gauges [66, 67]. This
question does not arise in this thesis since we will work in Feynman gauge and con-
sider only distribution functions where all transverse-momentum dependence has
been integrated out.
34
gauge-invariance. This exponential describes the emission of arbitrarily many
gluons of polarization in the plus-direction. A(q) is the vector potential in the
fundamental representation. In the second line we have inserted a complete
set of states, have used the identity
Peigs
∫ η
0
dξβ·A(ξnµ) =
[
Peigs
∫∞
0
dξβ·A((ξ+η)βµ)
]† [
Peigs
∫∞
0
dξβ·A(ξβµ)
]
, (2.47)
and have defined
Ψi(y) = Pe
igs
∫∞
0
dξβ·A(y+ξβµ)ψi(y), (2.48)
with the light-like vector βµ chosen in the minus-direction, β+ = β⊥ = 0.
As we have seen in the previous section, the occurrence of the path-ordered
exponential follows from the factorization of unphysical gluons from the phys-
ical, short-distance, cross section. Gluon parton distribution functions can
be constructed analogously [2, 65], with the vector potentials in the adjoint
representation, and appropriate operators for the creation of gluons.
In the following we will be interested in the limit x → 1, since there
large logarithmic corrections arise due to soft-gluon radiation. We will show
below that the factorized form of a perturbative non-singlet parton-in-parton
distribution function contains a cross section built out only of eikonal lines that
absorbs all collinear and infrared singular behavior as x → 1. An equivalent
observation was made by Korchemsky [68], who related the flavor-diagonal
splitting function Pff to the cusp anomalous dimension of a Wilson loop.
2.3.2 Power Counting as x→ 1
We start with the definition Eq. (2.46) of a perturbative parton-in-parton
distribution function, which is shown in Fig. 2.5 a) in cut-diagram notation.
We pick the incoming momentum to flow in the plus direction,
pµ = (p+, 0, 0⊥). (2.49)
Because the minus and transverse momenta in (2.46) are integrated over, they
can flow freely through the eikonal line, whereas no plus momentum flows
across the cut in the eikonal line.
The regions that can give leading contributions are shown in Fig. 2.5 b)
in form of a reduced diagram, following the discussion in Sec. 2.1.1. We can
have a jet Jp collinear to the incoming momentum p
+, as well as an arbitrary
number of jets Ji emerging from the hard scattering. Furthermore, we can
have momenta collinear to the eikonal moving in the minus direction, β−,
represented by Jβ in the figure. The jets can be connected by arbitrarily many
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soft gluons, S. Here and below, unless explicitly stated otherwise, we use the
term “soft” for both soft and Glauber momenta.
A further simplification of the leading behavior occurs when we perform
the limit to x → 1, in which we are interested here. Jet lines having a finite
amount of plus momentum in the final state become soft, and only virtual con-
tributions can have large plus momenta. This does not affect the jet collinear
to the eikonal, since it is moving in the minus direction. Thus we arrive at
the leading regions depicted in Fig. 2.5 c), with hard scatterings HL and HR,
which are the only vertices where finite amounts of momentum can be trans-
ferred, virtual jets Jp, L and Jp,R collinear to the incoming momentum p
+, a
jet Jβ collinear to the eikonal β
−, connected via soft momenta, S. Here and
below the subscripts L and R, respectively, indicate that the momenta and
functions are purely virtual, located to the left or to the right of the cut.
Let us now determine the degree of infrared divergence ω(f) of Fig. 2.5
c) using the tools developed in Sec. 2.1.2. The degree of divergence of the
various regions is additive,
ω(f) = ωJp,L + ωJp,R + ωJβ + ωS. (2.50)
The degree of divergence of the soft function is given by
ωS = 4(E
b + Ef − 1)− 2Eb −Ef + ω′S, (2.51)
where ω′S denotes the degree of divergence of the internal part of the soft
function only, without the lines attaching to the jets, which are denoted by
Eb and Ef , for bosonic and fermionic lines, respectively. The first term in Eq.
(2.51) comes from E − 1 loop integrations over these attachments, the second
and third term stem from the denominators of these loops. ω′S is found from
Eqs. (2.19) with (2.22), (2.25), and (2.26):
ω′S = 4− Eb −
3
2
Ef . (2.52)
Putting everything together, we arrive at
ωS = E
b +
3
2
Ef . (2.53)
This result can also be obtained by simple dimensional analysis of the soft
function since soft momenta have the same scaling behavior in all components.
The degree of divergences of the jet functions can be found similarly, using
Eqs. (2.20), (2.23) or (2.24), (2.26), and slight modifications of (2.25) for jet
Jp, L/R:
2NJp,L/R + EJp,L/R + 1 =
∑
i
iv
(i)
Jp, L/R
+ lJp,L/R + pJp,L/R, (2.54)
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Figure 2.5: a) Graphical representation of a parton-in-parton distribution func-
tion, Eq. (2.46), and b) its factorized form for arbitrary momentum fraction
x, drawn as a reduced diagram. c) The reduced diagram for the PDF in the
limit x → 1. Here we have suppressed the labels L and R for purely virtual
contributions to the left and to the right of the cut, respectively, compared to
the notation in the text. The cut represents the final state.
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where the number of external lines counts only attachments to the soft func-
tion, but not to the hard scattering. These have to be added separately, where
lJp,L/R and pJp,L/R denote scalar polarized gluons and physical lines (scalars,
fermions, physically polarized gluons), respectively, which connect the jet (to
the left or to the right of the cut) and the hard part. Similarly, the modifica-
tions for jet Jβ result in
2NJβ + EJβ =
∑
i
iv
(i)
Jβ
+ lJβ + pJβ . (2.55)
After a bit of algebra we find in Feynman gauge:
ωJp,L/R ≥
1
2
[
−1− EfJp,L/R −EbJp, L/R + pJp,L/R − sJp,L/R (2.56)
+
(
sJp,L/R + lJp, L/R − v(3)Jp,L/R
)
θ
(
sJp,L/R + lJp, L/R − v(3)Jp,L/R
)]
,
ωJβ ≥ −2−
1
2
EfJβ −
1
2
EbJβ +
1
2
pJβ −
1
2
sJβ
+
(
sJβ + lJβ − v(3)Jβ
)
θ
(
sJβ + lJβ − v(3)Jβ
)
. (2.57)
Adding Eqs. (2.53), (2.56), and (2.57), we arrive at
ω(f) ≥
{
1
2
(
EbJp,L + E
b
Jp,R
)
+ EfJp,L + E
f
Jp,R
+
1
2
(
pJp,L + pJp,R − sJp,L − sJp,R
)
− 1
+
1
2
[(
sJp,L + lJp,L − v(3)Jp,L
)
θ
(
sJp,L + lJp,L − v(3)Jp, L
)
+
(
sJp,R + lJp,R − v(3)Jp, R
)
θ
(
sJp,R + lJp,R − v(3)Jp, R
)]}
+
{
EfJβ +
1
2
EbJβ − 2 +
1
2
pJβ −
1
2
sJβ
+
(
sJβ + lJβ − v(3)Jβ
)
θ
(
sJβ + lJβ − v(3)Jβ
)}
. (2.58)
From this lengthy expression we see that the maximum degree of divergence
is
ω(f) ≥ −1. (2.59)
ω(f) = −1 corresponds to a divergence proportional to 1/(1− x).
To get this maximum degree of IR divergence the following conditions
have to be fulfilled (compare to Fig. 2.5 c) ):
• No soft vectors directly attach HL or HR with S.
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• The jets and the soft part can only be connected through soft gluons,
denoted by the sets {qL,mL}, {qR,mR}, and {q¯l}.
• Arbitrarily many scalar-polarized gluons, {kL, iL}, {kR, iR}, {k¯L, jL} and
{k¯R, jR} , attach the jets with HL and HR, respectively. The barred
momenta are associated with Jβ, the unbarred with the Jp’s.
• Exactly one scalar, fermion, or physically polarized gluon with momen-
tum kµL−
∑
iL
kµL, iL, k
µ
R−
∑
iR
kµR, iR , k¯
µ
L−
∑
jL
k¯µL, jL or k¯
µ
R−
∑
jR
k¯µR, jR, respectively,
connects each of the jets with the hard parts. The momenta kνLL (k
νR
R )
and k¯ρLL (k¯
ρR
R ) denote the total momenta flowing into HL (HR) from
Jp, L (Jp,R) and Jβ, respectively, that is, they are the sum of the scalar,
fermion or physically polarized gluon momenta, and the scalar-polarized
gluon momenta.
In an individual diagram we can have only scalar-polarized gluons con-
necting the jets with the hard parts, and no scalar, fermion or physically
polarized gluon. However, the sum of these configurations vanishes after
application of the Ward identity shown in Fig. 2.2 a).
• The number of soft and scalar-polarized vector lines emerging from a
particular jet is less or equal to the number of 3-point vertices in that
jet.
In summary, we have found that the regions in momentum space which
give leading contributions may in Feynman gauge be represented as:
fx→1f (x)=
∑
Cβ ,CS
∫
dnkL
(2π)n
∫
dnkR
(2π)n
∫
dnk¯L
(2π)n
∫
dnk¯R
(2π)n
∏
iL,iR,jL,jR
∫
dnkL, iL
(2π)n
dnkR, iR
(2π)n
dnk¯L, jL
(2π)n
dnk¯R, jR
(2π)n
∏
mL,mR,l
∫
dnqL,mL
(2π)n
dnqR,mR
(2π)n
dnq¯l
(2π)n
S(CS)
(
{qγkLL,mL}; {q
γkR
R,mR
}; {q¯δll }
)
× HL
(
kνLL , {kαiLL, iL}; k¯ρLL , {k¯
ηjL
L, jL
}
)
HR
(
kνRR , {kαiRR, iR}; k¯ρRR , {k¯
ηjR
R, jR
}
)
× Jp, L
(
kνLL , {kαiLL, iL}; {q
γmL
L,mL
}
)
Jp,R
(
kνRR , {kαiRR, iR}; {q
γmR
R,mR
}
)
× J (Cβ)β
(
k¯ρLL , {k¯ηjLL, jL}; k¯ρRR , {k¯
ηjR
R, jR
}; {q¯δll }
)
× δn
(∑
mL
qµL,mL +
∑
mR
qµR,mR +
∑
l
q¯µl
)
δn
(
kµL + k¯
µ
L − xpµ
)
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× δn
(
kτR + k¯
τ
R − xpτ
)
× δn
(
kµL −
∑
mL
qµL,mL − pµ
)
δn
(
kτR −
∑
mR
qτR,mR − pτ
)
. (2.60)
The sum in Eq. (2.60) runs over all cuts of jet Jβ, Cβ, and of the soft function
S, CS, which are consistent with the constraints from the delta-functions due
to momentum conservation. The functions in (2.60) are still connected with
each other by scalar polarized or soft gluons. This obscures the independent
evolution of the functions. In the next subsection we will show how to simplify
this result.
2.3.3 Refactorization
We will show here that the scalar polarized gluons decouple via the help of
the Ward identity, Fig. 2.2 c), and that we can disentangle the jets and the soft
part, which are connected by soft gluon exchanges, via the soft approximation
as described in Sec. 2.2. In the following we will work in Feynman gauge
throughout.
Decoupling of the Hard Part
Starting from Eq. (2.60), we use the fact that the leading contribu-
tions come from regions where the gluons carrying momenta {kL, iL}, {kR, iR},
{k¯L, jL} and {k¯R, jR} are scalar polarized. Thus HL, HR, Jp, L, Jp,R, and Jβ
have the following structure:
HL =

∏
iL
ξνiL



∏
jL
βρjL


× HL, {νiL},{ρjL}
(
k+L ξ
νL,
{
k+L, iLξ
αiL
}
; k¯−L β
ρL, {k¯−L, iLβηjL}
)
, (2.61)
Jp, L =

∏
iL
βνiL

 Jp, L {νiL}
(
kνLL , {kαiLL, iL}; {q
γmL
L, kL
}
)
; (2.62)
Jβ =

∏
jL
ξρjL



∏
jR
ξρjR


× Jβ {ρjL}, {ρjR}
(
k¯ρLL , {k¯ηjLL, jL}; k¯ρRR , {k¯
ηjR
R, jR
}; {q¯δll }
)
, (2.63)
where, as above, for the functions to the right of the cut, we replace the
subscripts L with R. In these relations the vectors
ξµ = δµ+ ,
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βµ = δµ− (2.64)
are the light-like vectors parallel to pµ and parallel to the direction of the
eikonal, respectively.
We now use the identity depicted in Fig. 2.2 c) as described above for
all scalar polarized gluons in the sets {kL, iL}, {kR, iR}, {k¯L, jL} and {k¯R, jR},
to decouple the jet functions from the hard function. This decoupling occurs
in Feynman gauge only after summation over the full gauge-invariant set of
graphs which contribute to the reduced diagram Fig. 2.5 c). The result is
shown in Fig. 2.6. The products over the vectors β and ξ are replaced by
eikonal factors E , which we can group with the jets. Furthermore, the hard
scatterings, by definition far off-shell, become independent of x up to correc-
tions which vanish for x→ 1. Eq. (2.60) then becomes
fx→1f (x) = HL(p, µ; β, ξ) HR(p, µ; β, ξ)
∑
Cβ ,CS
∏
mL,mR,l
∫
dnqL,mL
(2π)n
dnqR,mR
(2π)n
dnq¯l
(2π)n
× J˜p, L(p, µ; β; {qγmLL,mL}) J˜p,R(p, µ; β; {q
γmR
R,mR
})
×
∫
dy
∫
dz S(CS)
(
yp, µ; {qγmLL,mL}; {q
γmR
R,mR
}; {q¯δll }
)
× J˜ (Cβ)β (zp, µ; ξ; {q¯δll })
× δn
(∑
mL
qµL,mL +
∑
mR
qµR,mR +
∑
l
q¯µl
)
δ(1− x− y − z) , (2.65)
where µ denotes the renormalization scale, which we set equal to the factor-
ization scale, for simplicity. Corrections are subleading by a power of 1 − x.
We define the functions J˜p, L, J˜p,R, and J˜β as follows:
J˜p, L =
∫
dnkL
(2π)n
∏
iL
∫
dnkL, iL
(2π)n
E
(
β, {k+L, iL}
){νiL}
× Jp, L {νiL}
(
kνLL , {kαiLL, iL}; {q
γmL
L, kL
}
)
δn
(
kµL −
∑
mK
qµL,mL − pµ
)
,(2.66)
J˜
(Cβ)
β =
∫ dnk¯L
(2π)n
∫ dnk¯R
(2π)n
∏
jL,jR
∫ dnk¯L, jL
(2π)n
dnk¯R, jR
(2π)n
× E
(
ξ, {k¯−L, jL}
){ρjL} E∗ (ξ, {k¯−R, jR}
){ρjR}
× J (Cβ)β {ρjL}, {ρjR}
(
zp; k¯ρLL , {k¯ηjLL, jL}; k¯ρRR , {k¯
ηjR
R, jR
}; {q¯δll }
)
, (2.67)
and J˜p,R is defined analogously to J˜p, L, with the subscripts L replaced by R,
and with a complex conjugate eikonal line, since it is to the right of the cut.
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Figure 2.6: Parton distribution function for x → 1 with the jet functions
factorized from the hard part, graphical representation of Eq. (2.65).
In (2.65) the total plus momentum flowing across the cut is restricted to be
(1 − x)p+, and flows through the soft function and/or the eikonal jet. The
plus momenta flowing across the cuts CS and Cβ, denoted by yp
+ and zp+,
respectively, are therefore restricted to be (1 − x)p+ via the delta-function
in Eq. (2.65). Above we have factorized the hard part from the remaining
functions, which are still linked via soft momenta.
Fully Factorized Form
Here we will use the soft approximation to factorize the jets Jp from
the soft function, which, by power counting, are connected only through soft
gluons. We could factorize the eikonal jet Jβ from S in an analogous way, but
we choose not to do so here because eventually we will combine all soft and
eikonal functions to form an eikonal cross section. From the arguments given
in Sec. 2.2.2, we see that in our case Glauber gluons do not pose a problem,
since there is only one initial-state jet, which in addition, does not proceed
into the final state due to the restriction that x→ 1.
The application of the soft approximation is therefore straightforward,
and we arrive arrive at the factorized form of the parton distribution function
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as x→ 1:
fx→1f (x) = HL(p, µ; β, ξ) HR(p, µ; β, ξ)J¯p,L(p, µ; β; ξ) J¯p,R(p, µ; β; ξ)
× ∑
Cβ ,CS
∏
mL,mR,l
∫ dnqL,mL
(2π)n
dnqR,mR
(2π)n
dnq¯l
(2π)n
× E
(
ξ, {q−L,mL}
){γmL} E∗ (ξ, {q−R,mR}
){γmR}
×
∫
dy
∫
dz S(CS)
(
yp, µ; {qγmLL,mL}; {q
γmR
R,mR
}; {q¯δll }
)
× J˜ (Cβ)β (zp, µ; ξ; {q¯δll })
× δn
(∑
mL
qµL,mL +
∑
mR
qµR,mR +
∑
l
q¯µl
)
δ(1− x− y − z) , (2.68)
where we have grouped the eikonal factors stemming from the soft approxi-
mation with the soft function and the eikonal jet. We define
J˜p, L(p, µ; β; {qγmLL,mL}) = E
(
ξ, {q−L,mL}
){γmL} J¯p, L(p, µ; β; ξ), (2.69)
and analogously for the jet to the right of the cut, Jp,R, with a complex
conjugate eikonal.
Fully Factorized Form with an Eikonal Cross Section
Although in Eq. (2.68) the various functions are clearly separated in their
momentum dependence, the parton distribution function is not quite in the
desired form yet. We want to write the PDF in terms of a color singlet eikonal
cross section, built from ordered exponentials:
σ(eik)aa
(
(1− x)p+
µ
, αs(µ), ε
)
=
p+
Tr 1
∫
dy−
2π
ei(1−x)p
+y− (2.70)
× Tr
〈
0
∣∣∣T¯ [W(aa)(0, y−, 0⊥)†] T [W(aa)(0)]∣∣∣ 0〉 ,
where the product of two non-Abelian phase operators (Wilson lines) in the
representation a, for quarks, is defined as follows:
W(aa)(x) = Φ(a)β (∞, 0; x) Φ(a)ξ (0,−∞; x), (2.71)
Φ
(f)
β (λ2, λ1; x) = Pe
−ig
∫ λ2
λ1
dλβ·A(f)(λβ+x)
, (2.72)
where the light-like velocities ξ and β are defined in (2.64), and where A(f) is
the vector potential in the representation of a parton with flavor f . The trace
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in (2.70) is over color indices. The lowest order of the eikonal cross section is
normalized to δ(1− x). This eikonal cross section has ultraviolet divergences
which have to be renormalized, as indicated by the renormalization scale µ.
Furthermore, the delta-function for the soft momenta in Eq. (2.68) constrains
the momentum of the final state in σ(eik) to be (1− x)p+.
We can factorize the eikonal cross section (2.70) in a manner analogous
to the full parton distribution function, and obtain
σ(eik)aa (1− x) =
∑
Cβ ,CS
∏
mL,mR,l
∫ dnqL,mL
(2π)n
dnqR,mR
(2π)n
dnq¯l
(2π)n
× J˜ (eik)p, L (ξ, µ; β; {qγmLL,mL}) J˜ (eik)p,R (ξ, µ; β; {q
γmR
R,mR
})
×
∫
dy
∫
dz S(CS)
(
yp, µ; {qγmLL,mL}; {q
γmR
R,mR
}; {q¯δll }
)
× J˜ (Cβ)β (zp, µ; ξ; {q¯δll }) (2.73)
× δn
(∑
mL
qµL,mL +
∑
mR
qµR,mR +
∑
l
q¯µl
)
δ(1− x− y − z).
The eikonal jets J˜
(eik)
p, L , J˜
(eik)
p,R moving collinear to the momentum p, are defined
analogously to Eq. (2.66), with the fermion line carrying momentum p replaced
by an eikonal line in representation a with velocity β. We can define analogous
to Eq. (2.69)
J˜
(eik)
p, L (ξ, µ; β; {qγmLL,mL}) = E
(
ξ, {q−L,mL}
){γmL} J¯ (eik)p, L (µ; β; ξ), (2.74)
and similarly for the jet to the right of the cut, J
(eik)
p,R , with a complex conjugate
eikonal. In the following we suppress the index a for better readability.
Combining Eqs. (2.68), (2.73), and (2.74), we arrive at the final form of
the factorized parton distribution function, shown in Fig. 2.7,
fx→1f (x) = HL (p, µ) HR (p, µ) J
R
p,L(p, µ) J
R
p,R(p, µ) σ
(eik) ((1− x)p, µ) ,
(2.75)
suppressing the dependence on the lightlike vectors (2.64). The purely virtual
jet-remainders are defined by
JRp,L(p, µ) =
J¯p,L(p, µ; β; ξ)
J¯
(eik)
p, L (µ; β; ξ)
. (2.76)
In Chapter 3 we will show that the eikonal cross section exponentiates,
where the resulting exponent can be given a simple, recursive definition. We
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Figure 2.7: Parton distribution function for x→ 1, factorized into hard scat-
terings, an eikonal cross section, and purely virtual jet-remainders, as derived
in Eq. (2.75). The virtual jet functions are normalized by their eikonal analogs,
as in Eq. (2.76).
will use this exponentiation in Chapter 4 to study the renormalization prop-
erties of eikonal cross sections. These studies lead to a powerful method for
the calculation of the singular contribution to the splitting functions as intro-
duced in Eq. (2.44). We will illustrate this method with the calculation of the
fermionic contribution proportional to 1/(1− x) at three loops.
Let us now turn to the second topic of this thesis, resummation of large
logarithmic corrections to dijet event shapes. These topics are linked by the
exponentiation of soft gluon radiation, as will become apparent shortly.
2.4 Factorization of the Thrust Cross Section
in e+e− Annihilation
2.4.1 Jet Event Shapes
Jet cross sections measure the probability of producing jet-like final states,
where most of the radiation is collimated. Jet cross sections are infrared safe
[69]. In the following we will study the characteristics of hadronic final states
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in e+e− annihilation more generally by weighting the final states with shape
variables S(p1, . . . , pn). These shape variables are functions of the final state
momenta pi, i = 1, . . . , n, and characterize the shape of an event, whether it is
pencil-like, spherical, etc.. They provide information about the distribution of
radiation, information which is complementary to the information obtained by
computing inclusive or threshold jet cross sections. Event shapes also provide
important tests of perturbative QCD. The shape of the distributions is a direct
test of the QCDmatrix elements, and the strong coupling αs can be determined
very precisely through the normalization of the cross sections.
A weighted cross section dσ/dS at fixed shape variable S is given by
dσ
dS =
1
2Q2
∑
n
∫
PSn
|M(p1, . . . , pn)|2 δ (S(p1, . . . , pn)− S) , (2.77)
where Q is the center-of-mass (c.m.) energy, and M are the matrix elements
integrated over the n-particle phase space PSn available for radiation to the
momenta pi. Such cross sections are infrared safe if the weight is insensitive
to collinear and/or soft radiation,
S (p1, . . . , pi, . . . , pn−1, α pi) = S (p1, . . . , pi + α pi, . . . , pn−1) . (2.78)
A prominent example of an infrared safe shape function is the thrust T
in e+e− annihilation [70]:
T = max
nˆ
∑
i |~pi · nˆ|∑
j |~pj|
=
1√
s
max
nˆ
∑
i
ωi |cos θinˆ| , (2.79)
where nˆ is an arbitrary unit vector, whose direction is called the “thrust axis”
when T is maximal. In the second equality we have expressed the thrust in
terms of the energies ωi of radiated particles i and their angles with respect
to the thrust axis nˆ.
√
s = Q denotes the c.m. energy. The second definition
in terms of angles and energies is equivalent to the first definition in terms
of three-momenta only at the massless level, which we are considering for the
main part of this thesis. The thrust measures how pencil-like a two-jet event
is. For two jets perfectly back-to-back, its value is 1, at the three-jet boundary
it assumes a value of 2/3, and for completely spherical events it takes a value
of 1/2.
Another well-known example of an infrared safe shape observable is the
jet-broadening B in e+e− dijet events [71],
B =
2∑
c=1

1
2
1√
s
∑
i∈Ωc
ωi |sin θi|

 = 2∑
c=1

1
2
1√
s
∑
i∈Ωc
|k⊥, i|

 , (2.80)
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where all angles and the transverse components of the final state momenta,
k⊥, i, are taken relative to the thrust axis. Instead of minimizing the axis
as above, the event’s thrust axis is found first, and then the phase space is
divided into two hemispheres, Ω1 and Ω2, by the plane perpendicular to the
thrust axis. The jet broadening is again 1 for pencil-like configurations, but
π/4 for spherical ones.
Many other event shape functions can be found in the literature, see
for example Refs. [30, 27], and references therein. In the following we will
discuss the factorization of the thrust cross section in the two-jet limit. For
T → 1, as we will see below, large logarithmic enhancements occur, of the
form ln(1 − T ), which we will resum in the next section. In general, any
weighted, differential cross section dσ/dS has at nth order in perturbation
theory logarithmic enhancements proportional to αns (ln
m S)/S, where m ≤
2n− 1.
In Chapter 5 we will introduce a generalized shape function that interpo-
lates continuously between the thrust, Eq. (2.79) and the jet broadening, Eq.
(2.80) [10, 11].
2.4.2 Leading Regions and Factorization for the Thrust
The role of an event shape at its limiting value with regard to power
counting is to constrain the final state radiation to physical configurations
which contribute to that value. It is at this edge of phase space that large
logarithmic corrections occur which need to be resummed. At other values of
the event shape, fixed order perturbation theory suffices. In order to resum
these large corrections we need to identify the regions in momentum space
where these logarithms originate. The procedure is quite analogous to the
previous argumentation on parton distribution functions.
Following Coleman and Norton once more, the leading contributions in
momentum space for the thrust cross section as T → 1 are given by the reduced
diagram shown in Fig. 2.1 c), for the electromagnetic form factor. Due to the
requirement that T ≈ 1 the final state is restricted to contain exactly two very
narrow jets. Thus the discussion of leading regions reduces to the one given
in Sec. 2.1.1.
The degree of infrared divergence ω(T ) is, as above, given by the incoher-
ent contributions of jet and soft regions
ω(T ) =
2∑
c=1
ωJc + ωS. (2.81)
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The degree of IR divergence of the soft function is the same as in Eq. (2.53)
since it can be found by dimensional analysis. The degrees of IR divergence of
the jet functions are easily found, using Eqs. (2.20), (2.23) or (2.24), (2.26),
and (2.25). The final result is in Feynman gauge
ω(T ) ≥
2∑
c=1
{
1
2
(pJc − 1) +NfJc +
1
2
(
N bJc − sJc
)
+
1
2
(
sJc + lJc − v(3)Jc
)
θ
(
sJc + lJc − v(3)Jc
)}
, (2.82)
with the same notation as in Sec. 2.1.2.
The maximal degree of divergence in this case is logarithmic in 1 − T ,
ω(T → 1) = 0, if and only if:
• No soft vectors directly attach the hard scattering with the soft function.
• The jets and the soft part can only be connected through soft gluons.
• Exactly one scalar, fermion, or physically polarized gluon, respectively,
connects each of the jets with the hard part.
• Additionally, only scalar polarized gluons can connect the jets with the
hard scattering.
• The number of soft and scalar-polarized vector lines emerging from a
particular jet is less or equal to the number of 3-point vertices in that
jet.
As announced above, the IR behavior of the thrust cross section is propor-
tional to ln(1− T ), more precisely, at order n in the perturbative expansion,
maximally proportional to αns ln
2n(1 − T ). Simultaneously collinear and soft
configurations give two logarithms per loop, only collinear or only soft gluons
contribute at the level of one logarithm per loop, as one can see in the simple
example discussed above in Sec. 2.1.1. Here we will consider the differen-
tial cross section, whose behavior is therefore αns [ln
m (1− T )]/(1− T ), where
m ≤ 2n− 1. m = 2n− 1 is referred to as leading logarithmic (LL) behavior,
m = 2n− 2 is called next-to-leading logarithmic (NLL) and so forth.
The factorization is straightforward, using the Ward identities and the
decomposition of gluon propagators discussed ins Section 2.2, Glauber con-
figurations do not pose a problem here, as we have seen in Sec. 2.2.2. The
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resulting cross section is linked via a convolution in 1− T
dσ(T, s)
d(1− T ) = σ0H
(√
s
µ
,
pJc · ξˆc
µ
, αs(µ)
)
2∏
c=1
∫
dτJcJc
(
pJc · ξˆc
µ
, τJc
√
s
µ
, αs(µ)
)
×
∫
dτs S
(
τs
√
s
µ
, βˆc · ξˆc, αs(µ)
)
δ
(
1− T −
2∑
c=1
τJc − τs
)
, (2.83)
since the leading contributions are incoherent and thus additive to the weight
in the elastic limit, up to corrections that vanish as τ 2 for small τ , where
τ ≡ 1− T. (2.84)
Eq. (2.83) is illustrated in Fig. 2.8. µ is the factorization scale which we set in
the following equal to the renormalization scale. The arguments of the various
dimensionless functions in Eq. (2.83) follow from dimensional considerations.
σ0 is the dimensionful Born cross section, which we separated such that the
hard scattering H begins at 1+O(αs). ξˆµc = ξµc /|ξc| are the normalized eikonal
vectors that arise in the course of the factorization. The physical cross section
on the left hand side is of course independent of the factorization scale and
of the ξˆc. Due to the soft approximation the soft function S cannot depend
on the magnitude of the jet momenta pJc , only on their normalized directions,
denoted by βˆc, c = 1, 2. Explicit definitions in form of (nonlocal) operators of
the various functions above will be discussed in Chapter 5. In Eq. (2.83) we
have neglected recoil effects, which, in principle also link the various functions.
In Chapter 5 we will provide the justification for this approximation.
Following the power-counting arguments above, the dimensionless jet and
soft functions above begin at 1/τi, i = s, Jc, and are multiplied in higher orders
by logarithms of their arguments. These logarithms stem from the expansion
of kinematic combinations such as 1/ε 1/(τi
√
s)1+ε:
1
ε
1
(τi)1+ε
=
1
ε2
δ(τi) +
1
ε
[
1
τi
]
+
+
[
ln(τi)
τi
]
+
+O(ε) , (2.85)
when working in n = 4−2ε dimensions. The plus-distribution above is defined
as
∫ 1
z
dx f(x) [g(x)]+ =
∫ 1
z
dx g(x) [f(x)− f(1)]− f(1)
∫ z
0
dx g(x). (2.86)
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Figure 2.8: Factorized cross section (2.83) after the application of Ward iden-
tities. The vertical line denotes the final state cut.
2.5 Evolution and Resummation at the Exam-
ple of the Thrust
The following discussion of resummation of large logarithms in 1 − T is
based on Refs. [31, 72]. The natural scale for the hard scattering is
√
s/2, such
that it contains no large ratios. Setting µ =
√
s/2 in Eq. (2.83) we obtain
dσ(T, s)
d(1− T ) = σ0H
(
2 pJc · ξˆc√
s
, αs
(√
s
2
))
2∏
c=1
∫
dτJcJc
(
2 pJc · ξˆc√
s
, 2τJc, αs
(√
s
2
))
×
∫
dτs S
(
2τs, βˆc · ξˆc, αs
(√
s
2
))
δ
(
1− T −∑
c
τJc − τs
)
.(2.87)
As T → 1, the τi are restricted to be very small by the delta-function. In this
limit the logarithms of the τi in the soft and jet functions become large and
fixed-order calculations become inadequate. Resummation of these logarithms
is needed to provide reliable predictions.
Since the functions in the factorized thrust are still linked by a convolution
in the variables τi it is advantageous to take moments to disentangle this
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convolution:
σ˜(N, s) ≡
∫ 1
0
dT TN−1
dσ(T, s)
d(1− T ) =
∫ ∞
0
dτe−N τ
dσ(τ, s)
dτ
+O
(
1
N
)
. (2.88)
The first definition in (2.88) is the Mellin transform, which is equivalent to the
second definition, the Laplace transform, at large N , because then e−N τ ≈
(1 − τ)N (recall the definition of τ , Eq. (2.84)). Tildes denote quantities in
moment space in this chapter.
The factorized thrust becomes a simple product in moment space,
σ˜(N, s) = σ0H
(√
s
µ
,
pJc · ξˆc
µ
, αs(µ)
)
S˜
(√
s
µN
, βˆc · ξˆc, αs(µ)
)
×
2∏
c=1
J˜c
(
pJc · ξˆc
µ
,
√
s
µN
, αs(µ)
)
(2.89)
= σ0H
(
2 pJc · ξˆc√
s
, αs
(√
s
2
))
S˜
(
2
N
, βˆc · ξˆc, αs
(√
s
2
))
×
2∏
c=1
J˜c
(
2pJc · ξˆc√
s
,
2
N
,αs
(√
s
2
))
, (2.90)
where
S˜
(√
s
µN
, αs(µ)
)
≡
∫ ∞
0
dτs e
−NτsS
(
τs
√
s
µ
, αs(µ)
)
, (2.91)
and analogously for the jet functions. In Eq. (2.90) we have set µ =
√
s/2.
The large logarithms of the τi are transformed into large logarithms of N in
moment space. Specifically, logarithms of the form displayed in Eq. (2.85)
transform under moments as∫ 1
0
dτ(1− τ)N−1
[
lnm(τ)
τ
]
+
=
(−1)m+1
m+ 1
lnm+1N +O
(
1
N
)
. (2.92)
The factorized cross section (2.87) or (2.88) already provides all the in-
formation necessary for the resummation. The physical cross section is inde-
pendent of the factorization scale
d
d lnµ
dσ(T, s)
d(1− T ) =
d
d lnµ
σ˜(N, s) = 0, (2.93)
and of the choice of the eikonal directions ξˆc,
∂
∂ ln
(
pJc · ξˆc
) dσ(T, s)
d(1− T ) =
∂
∂ ln
(
pJc · ξˆc
) σ˜(N, s) = 0. (2.94)
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These conditions are exactly fulfilled only if the cross section is calculated to all
orders in perturbation theory. Upon truncation at orderm, the relations (2.93)
and (2.94) are fulfilled only up to the same order, with corrections proportional
to αm+1s . In the remainder of this section we explore the consequences of the
renormalization group conditions (2.93) and (2.94) [72].
2.5.1 Resummation of Single Logarithms
The renormalization group equation (2.93) organizes all single logarithms
in the soft function, and some of the single logarithms in the jet functions.
The jet functions contain, as we will see shortly, double logarithms, due to
emissions that are simultaneously soft and collinear. Applying Eq. (2.93) to
the factorized thrust, Eq. (2.88), we derive the following consistency conditions
since all functions are multiplicatively renormalizable:
d
d lnµ
ln S˜
(√
s
µN
, βˆc · ξˆc, αs(µ)
)
= −γs(αs(µ)), (2.95)
d
d lnµ
ln J˜c
(
pJc · ξˆc
µ
,
√
s
µN
, αs(µ)
)
= −γJc(αs(µ)), (2.96)
d
d lnµ
lnH
(√
s
µ
,
pJc · ξˆc
µ
, αs(µ)
)
= −γH(αs(µ)), (2.97)
with
γs +
2∑
c=1
γJc + γH = 0. (2.98)
The anomalous dimensions γd, d = s, Jc, H can depend on variables held in
common between at least two of the functions. Because each function is in-
frared safe, while ultraviolet divergences are present only in virtual diagrams,
the anomalous dimensions cannot depend on N . This leaves as arguments of
the γd only the coupling αs(µ) and the dimensionless ratio (2pJc · ξˆc)/
√
s. Since
the dependence on pJc · ξˆc will be studied with the help of Eq. (2.94) below,
we suppress this argument for now.
The solutions to Eqs. (2.95) and (2.96) are given by
S˜
(√
s
µN
, βˆc · ξˆc, αs(µ)
)
= S˜
( √
s
µ0N
, βˆc · ξˆc, αs(µ0)
)
e
−
µ∫
µ0
dλ
λ
γs(αs(λ))
, (2.99)
J˜c
(
pJc · ξˆc
µ
,
√
s
µN
, αs(µ)
)
= J˜c
(
pJc · ξˆc
µ0
,
√
s
µ0N
,αs(µ0)
)
e
−
µ∫
µ0
dλ
λ
γJc(αs(λ))
.(2.100)
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Setting µ0 =
√
s/N , we avoid logarithms of N in the soft function in Eq.
(2.90):
σ˜(N, s) = σ0H
(
2 pJc · ξˆc√
s
, αs
(√
s
2
))
× S˜
(
1, βˆc · ξˆc, αs
(√
s
N
))
e
−
√
s/2∫
√
s/N
dλ
λ
γs(αs(λ))
×
2∏
c=1
J˜c
(
2NpJc · ξˆc√
s
, 1, αs
(√
s
N
))
e
−
√
s/2∫
√
s/N
dλ
λ
γJc (αs(λ))
.(2.101)
2.5.2 Resummation of Sudakov Double Logarithms
The remaining unorganized large logarithms of N in Eq. (2.101) reside
in the jet functions. pJc · ξˆc is of the order of the hard scale, ∼
√
s. The
requirement that the cross section be independent of pJc ·ξˆc, Eq. (2.94), implies
that the jet, soft and hard functions obey equations analogous to (2.95)-(2.97),
again in terms of the variables that they hold in common [72]. The same results
may be derived following the method of Collins and Soper [59], by defining the
jets in an axial gauge, and then studying their variations under boosts. The
latter method provides an explicit construction of the functions that control
the variation which is needed for explicit calculations. We will discuss both
ways below.
pJc · ξˆc-Dependence in Axial Gauge
Since the definition of the jets can be made gauge invariant, we can derive
the evolution with ∂
∂ ln(pJc ·ξˆc)
in any gauge. The derivation is most easily done
in axial gauge with the gauge vector ξˆc. The variation with respect to p
µ
Jc is
equivalent to the variation with respect to ξˆµc :
∂
∂ ln pµJc
Jc =
∂
∂ ln ξˆµc
Jc. (2.102)
We will derive the effect of the variation with respect to ξ1 ≡ ξ on jet 1, which
we choose to move in the plus direction,
pµJ1 = (p
+, 0, 0⊥). (2.103)
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The derivation for jet 2 is analogous. The final cross section obeys Eq. (2.94)
for each ξc, c = 1, 2 separately.
The only dependence on the gauge-vector ξ in axial gauge is in the gluon
propagator, given by Eq. (2.16) with κ → ∞, which allows us to trace out
the ξ-dependence relatively easily. We choose as variation a boost in the plus-
direction, which leaves ξ2 invariant, with ξ⊥ = 0. A straightforward calculation
gives
δ
δ ln ξˆα
Dµν = − kµ
k · ξˆ
(
1
ξˆ · v¯ v¯
α + vα⊥
)
Dαν + {µ↔ ν} , (2.104)
where v¯ is a unit vector in the minus-direction v¯µ = (0+, 1, 0⊥), and v⊥ is a
unit vector in the perpendicular direction, vµ⊥ = (0
+, 0−, 1⊥). This variation is
shown graphically in Fig. 2.9, where the box denotes i
(
ξ2
ξ·v¯ v¯
α + vα⊥
)
.
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Figure 2.9: Graphical illustration of the variation of the gluon propagator with
respect to the gauge fixing vector ξ, Eq. (2.104).
Applying this to the jet function in axial gauge we obtain Fig. 2.10 a).
We will provide an explicit construction of the jet function in Chapter 5. Here
it suffices to know that the jet can only have one external physical line on each
side of the cut, which follows from power-counting. In the axial gauge ξ ·A = 0
the eikonal lines from factoring unphysically polarized gluons connecting the
jet with the hard part are not present. With the help of power counting, as
presented in 2.1.2, we find that the effect of the variation with respect to ξ on
Jc can either be far off-shell or soft to give a leading contribution. Collinear
configurations are subleading. Only virtual diagrams can contribute to the off-
shell part, in the following denoted by G. G is therefore an overall factor. The
soft part, denoted by K, can be factored from the jet via the Ward identity 2.2
c), linked only by an overall convolution in the momentum q flowing through
the jet and K.
∂
∂ ln ξˆµ
J1
(
pµJ1, τJ1 , µ
)
=
∫
dnq
(2π)n
K ′1 (q
µ, τJ1, µ
′, µ)J1
(
pµJ1 − qµ, τJ1, µ
)
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+G1
(
pJ1 · ξˆ
µ′
, µ′
)
J1
(
pµJ1, τJ1 , µ
)
, (2.105)
where µ′ is the scale separating hard contributions in G from soft ones in K.
The jet, of course, is independent of µ′. Eq. (2.105) is displayed in Fig. 2.10
b). Both K ′1 and J1 on the right-hand-side contribute to the weight τJ1 .
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Figure 2.10: a) Graphical illustration of the variation of the jet function with
respect to the gauge fixing vector ξ. b) Factorization of the variation into a
soft and an ultraviolet part, Eq. (2.105). c. c. denotes the complex conjugate
contribution.
We can reduce the convolution in the four-momentum qµ further, since qµ
is soft,
ln
(pJ1 − q) · ξˆ
µ′
∼ ln pJ1 · ξˆ
µ′
. (2.106)
We can therefore neglect qµ in J1 to leading accuracy. But we cannot neglect its
contribution to τJ1 . Thus the convolution in (2.105) reduces to a convolution
in terms of τ :
∂
∂ ln ξˆ
J1
(
pJ1 · ξˆ
µ
, τJ1
√
s
µ
, αs(µ)
)
=
∫
dτK K1
(
τK
√
s
µ
,
µ′
µ
, αs(µ
′)
)
×
∫
dτ ′1 J1
(
pJ1 · ξˆ
µ
, τ ′1
√
s
µ
, αs(µ)
)
δ (τJ1 − τ ′1 − τK)
+G1
(
pJ1 · ξˆ
µ′
, αs(µ
′)
)
J1
(
pJ1 · ξˆ
µ
, τJ1
√
s
µ
, αs(µ)
)
. (2.107)
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Taking moments, and setting µ′ = µ (corrections are non-leading), we arrive
for both jets at
∂
∂ ln
(
pJc · ξˆc
) ln J˜c
(
pJc · ξˆc
µ
,
√
s
µN
, αs(µ)
)
= K˜c
( √
s
µN
, αs(µ)
)
+Gc
(
pJc · ξˆc
µ
, αs(µ)
)
. (2.108)
We note that although the derivation of Eq. (2.108) has been performed in
axial gauge, the result is gauge invariant, since the jet function can be given
a gauge-invariant definition, as we will show in Chapter 5.
pJc · ξˆc-Dependence from General Considerations
Eq. (2.108) can also be derived in a manner similar to the derivation of
Eqs. (2.95)-(2.97), by considering the variables held in common by at least
two of the functions [72]. Applying Eq. (2.94) to Eq. (2.88) we obtain for
jet 1
∂
∂ ln
(
pJ1 · ξˆ1
) ln J˜1
(
pJ1 · ξˆ1
µ
,
√
s
µN
, αs(µ)
)
= − ∂
∂ ln
(
pJ1 · ξˆ1
) lnH
(√
s
µ
,
pJ1 · ξˆ1
µ
,
pJ2 · ξˆ2
µ
, αs(µ)
)
− ∂
∂ ln
(
pJ1 · ξˆ1
) ln S˜
(√
s
µN
, βˆ1 · ξˆ1, βˆ2 · ξˆ2, αs(µ)
)
. (2.109)
The logarithmic derivative of the jet can depend additively on a function
containing the hard scale pJ1 · ξˆ1 ∼
√
s/2, or on a function containing the soft
scale
√
s/N . These functions can contain all arguments that the jet and the
hard function, or the jet and the soft function hold in common, respectively.
Aside from the hard and the soft scales, the only other common variable is the
running coupling, αs(µ). These considerations result again in Eq. (2.108).
The Resummed Jet Functions
From the above considerations, K˜c +Gc are renormalized additively, and
satisfy [59]
µ
d
dµ
K˜c
( √
s
µN
, αs(µ)
)
= −γKc (αs(µ)) ,
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µ
d
dµ
Gc
(
pJc · ξˆc
µ
, αs(µ)
)
= γKc (αs(µ)) . (2.110)
γKc is the universal Sudakov anomalous dimension [45, 59, 73].
This Sudakov anomalous dimension is the anomalous dimension of the
soft-collinear functions K˜c, which is built out solely of eikonal lines. There-
fore, as we will also see by explicit calculation below, the anomalous dimension
of K˜c, and the anomalous dimension of the eikonal cross section in Eq. (2.70)
are the same, since the eikonal anomalous dimension for lightlike lines is inde-
pendent of the directions of the scattering eikonals. The anomalous dimension
of (2.70) controls the most singular evolutionary behavior of parton-in-parton
distribution functions as x → 1 [12, 68], which is, as in Eq. (2.110), due to
simultaneously soft and collinear radiation. By analogous reasoning, the same
anomalous dimension appears in a variety of other jet-related processes [74].
With the help of these evolution equations, the terms K˜c and Gc in Eq.
(2.108) can be reexpressed as [75]
K˜c
( √
s
µN
, αs(µ)
)
+Gc
(
pJc · ξˆc
µ
, αs(µ)
)
= K˜c
(
1
c1
, αs
(
c1
√
s
N
))
+Gc
(
1
c2
, αs
(
c2 pJc · ξˆc
))
−
c2 pJc ·ξˆc∫
c1
√
s/N
dλ′
λ′
γKc (αs (λ
′))
= −Bc
(
c1, c2, αs
(
c2 pJc · ξˆc
))
− 2
c2 pJc ·ξˆc∫
c1
√
s/N
dλ′
λ′
Ac (c1, αs (λ
′)) , (2.111)
where in the second equality we have shifted the argument of the running
coupling in K˜c, and have introduced the notation
Bc (c1, c2, αs (µ)) ≡ −K˜c
(
1
c1
, αs (µ)
)
−Gc
(
1
c2
, αs (µ)
)
,
2Ac (c1, αs (µ)) ≡ γKc (αs(µ)) + β(g(µ))
∂
∂g(µ)
K˜c
(
1
c1
, αs(µ)
)
.(2.112)
The choice of the constants c1 and c2 is a matter of convenience. They reflect
the freedom in separating soft/collinear (Kc) from collinear (Gc) contributions.
If the functions in (2.111) were calculated to all orders the jet evolution would
be independent of their choice. Residual dependence on the ci is due to fixed
logarithmic resummation.
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The solution to Eq. (2.108) with µ = µ0 is
J˜c
(
pJc · ξˆc
µ0
,
√
s
µ0N
,αs(µ0)
)
= J˜c
( √
s
µ0N
,
√
s
µ0N
,αs(µ0)
)
(2.113)
× exp

−
pJc ·ξˆc∫
√
s/N
dλ
λ

Bc (c1, c2, αs (c2λ)) +2
c2 λ∫
c1
s
2λN
dλ′
λ′
Ac (c1, αs (λ
′))



 .
After combining Eqs. (2.100) and (2.113), the choice µ0 =
√
s/N allows
us to control all large logarithms in the jet functions simultaneously:
J˜c
(
pJc · ξˆc
µ
,
√
s
µN
, αs(µ)
)
= J˜c
(
1, 1, αs
(√
s
N
))
exp

−
µ∫
√
s/N
dλ
λ
γJc (αs(λ))


× exp

−
pJc ·ξˆc∫
√
s/N
dλ
λ

Bc (c1, c2, αs (c2λ)) + 2
c2 λ∫
c1s/(2λN)
dλ′
λ′
Ac (c1, αs (λ
′))



 .
(2.114)
2.5.3 The Resummed Thrust
Putting everything together, we arrive at the fully resummed form of the
thrust,
σ˜(N, s) = σ0H
(
1, αs
(√
s
2
))
×S˜
(
1, αs
(√
s
N
))
exp

−
√
s/2∫
√
s/N
dλ
λ
γs(αs(λ))


×
2∏
c=1
J˜c
(
1, 1, αs
(√
s
N
))
exp

−
√
s/2∫
√
s/N
dλ
λ
[γJc(αs(λ)) +Bc (c1, c2, αs (c2λ))
+ 2
c2 λ∫
c1s/(2λN)
dλ′
λ′
Ac (c1, αs (λ
′))



 . (2.115)
We have set µ =
√
s/2 and identified
pJc · ξˆc =
√
s
2
, (2.116)
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since the cross section is independent of the choice of ξc. Eq. (2.115) contains
double logarithms from the integral with Ac, and single logarithms from the
remaining exponents. At NLL it suffices to evaluate Ac at two loops, and the
remaining functions at one loop.
In general, since the term with Ac contains one more integral compared to
the remaining exponents, this term has to be evaluated to one order higher for
consistency. A simplified method to calculate this function at higher orders
is therefore desirable. At NNLL the calculation of the Sudakov anomalous
dimension is required at three loops. In the next two chapters, Ch.s 3-4, we
develop the necessary tools to perform this calculation at higher loops, before
returning to the discussion of event shapes. In Chapter 4 the method is illus-
trated with the fermionic contribution to the three-loop anomalous dimension.
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Chapter 3
Nonabelian Eikonal Exponentiation
As we have shown in the previous chapter, soft radiation at wide angles
from the hard scattering directions decouples, and is equally well described
by radiation from path ordered exponentials. These eikonal lines replace each
of the partons involved in the hard scattering. We have shown how to resum
large logarithmic corrections in exponentials by solving renormalization group
equations. For certain quantities that are built out only of eikonal lines, as we
will show here, this exponentiation occurs directly by reordering of diagrams.
This observation, first made by Sterman [76], then proved by Gatheral
[77], and Frenkel and Taylor [78], overcomes the following difficulties which one
faces in perturbative calculations at higher order: Although perturbative cal-
culations within the eikonal approximation are significantly less complex than
calculations within the full theory, we pay the price of introducing new infrared
divergences. Of course, these infrared divergences cancel in the infrared safe
physical observable under consideration. Also, the number of graphs at each
order is in general1 the same as in the full theory, and can be quite significant
at higher orders in the perturbative expansion.
Nonabelian eikonal exponentiation remedies these difficulties. This theo-
rem states that a cross section X with two eikonal lines in a nonabelian theory
exponentiates,
σ(eik) ≡ X = eY , (3.1)
where Y can be given a simple recursive definition. In Section 3.1 we will
recall the proof of Eq. (3.1) [77, 78], for the sake of completeness, including a
few illustrative examples which will be used in Chapter 4. The exponent Y in
(3.1) has the following properties:
1Self-energies of light-like eikonal lines vanish in Feynman gauge.
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1. Y is a subset of the diagrams contributing to X, which we will call
“webs” in the following, since, as we will see below, their lines “ [...] are
all nested [...] in a spider’s web pattern” [76].
2. The color weights of the diagrams in Y are in general different from those
in X.
3. For Eq. (3.1) to hold, the phase-space region should be symmetric in
the real gluon momenta.
Below we will outline the arguments necessary to prove this theorem.
The proof relies on the recursive definition of color-weights and on the iter-
ated application of a well-known eikonal identity. In the exponentiated form,
the number of graphs to be calculated at each order is significantly reduced.
Furthermore, IR and UV subdivergences cancel in the exponent at each order
as we will show in Section 3.2, before extending the proof to three eikonal
quantities, and listing a few implications of this exponentiation, including the
form of power corrections for the thrust in Sec. 3.4.3. Sections 3.1 and 3.2
were published in [12].
3.1 Proof of Exponentiation for Cross Sections
with Two Eikonal Lines
3.1.1 Some Terminology
In order to specify which subset of diagrams of the original perturbation
series X contributes to the exponent Y we need to introduce some terminology.
Each diagram will be decomposed into its color part and its Feynman
integral in the eikonal approximation. The eikonal Feynman rules can be
found in Appendix A.2. The color part can be represented graphically in a
diagram which is similar to an ordinary Feynman diagram, but the vertices
represent the color part of the Feynman rules, i. e. the vertices are just the T aijs
and i fijks, for quark or gluon, respectively, and the lines are δijs. In addition,
all soft lines have to be drawn inside the (cut) eikonal loop for reasons which
will become clear shortly. Certain color diagrams are related to each other by
use of the commutation relations of the T aijs and i fijks (Jacobi identity) which
are graphically represented in Fig. 3.1.[
T a, T b
]
= ifabcT
c
filmfmjk + fjlmfimk + fklmfijm = 0. (3.2)
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a)   =
a b a b a b
b)
  =
Figure 3.1: Graphical representations of the commutation relations between
a) T aijs, and b) i fijks (Jacobi identity), Eq. (3.2).
As mentioned above, the diagrams contributing to Y will be called “webs”
[76]. Originally [77], a web was defined as a set of gluon lines which cannot be
partitioned without cutting at least one of its lines. As already stated above,
all soft lines are to be drawn inside the eikonal loop(s). However, at O (α3s)
new types of diagrams arise which Frenkel and Taylor [78] called connected
webs (“c-webs”). c-webs are not included in the original definition for the
following reason: If one cuts the horizontal gluon line of the c-web drawn in
Fig. 3.2 one would get two webs consisting of three-point vertices since real
and virtual gluon lines are treated on equal footing in a color-weight diagram.
Below we will refer to webs and c-webs just as webs.
The definitions given by Gatheral, and Frenkel and Taylor can be unified
by the following definition:
A web is a (sub)diagram consisting of soft gluon lines connecting two
eikonal lines which cannot be partitioned into webs of lower order by cutting all
eikonal lines exactly once. Stated differently, webs are two-eikonal irreducible
diagrams. The order of a web is defined to be equal to the powers of αs it
contains, e. g. a web of O (α2s) will be called a web of order 2. Diagrammatic
examples are shown in Fig. 3.2. A web has a color factor C and a Feynman
integral part F . F contains only those eikonal propagators which are internal
to the web. The color weight is in general different from the one which one
would get from the usual Feynman rules.
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Figure 3.2: Examples of a) a web (order 2), b) a c-web (web of order 3), and
c) a diagram which is not a web (consisting of a product of an order-1 web
and of an order-2 web).
The color weight of a web of order m is recursively defined as
C(W (m)) ≡ 1
Tr 1
C(W (m))−∑
d
∏
ni
C(W (i)ni ),
C(W (1)) ≡ 1
Tr 1
C(W (1)), (3.3)
where C(W (m)) is the ordinary color factor, 1
Tr 1
is the usual normalization
of the lowest order, C(0) = Tr 1,
∑
d is the sum over the set of all non-trivial
decompositions d ofW (m) into webs of order i < m, and
∏
ni
denotes the product
of all webs ni of order i (1 ≤ i < m) in a particular decomposition d. The set of
all non-trivial decompositions of a given web can be obtained by successively
disentangling crossed gluon lines in the web by repeated application of the
color identities given in Fig. 3.1.
In [77] Gatheral showed that webs in the original definition have what
he called “maximally nonabelian” color weights ∼ αms CFCm−1A , where the Cis
are the Casimir factors in the fundamental and adjoint representation, respec-
tively. This statement, however, is misleading at orders ≥ α3s [78]. We will see
an example in Ch. 4, in the calculation of the Nf term contributing to the
coefficient A at three loops.
In the following subsection we will clarify the above definitions in an
example which shows how to factorize eikonal Feynman diagrams into sums of
products of webs. This then leads directly to exponentiation. The recursive
definition of the color weights of the webs ensures the factorization of the color
parts. For the factorization of the Feynman eikonal integrals F we will make
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repeated use of the eikonal identity [79]
1
p · k1
1
p · (k1 + k2) +
1
p · k2
1
p · (k1 + k2) =
1
p · k1
1
p · k2 , (3.4)
illustrated in Fig. 3.3 a). This identity can be extended to an arbitrary number
of soft gluons in a straightforward way by repeated application of Eq. (3.4):
For two websW1 andW2 with gluon legs ki (i = 1, . . . , m) and lj (j = 1, . . . , n)
attached to an eikonal line with velocity p the generalized identity reads
F(W1)F(W2) ∼ 1
p · k1 p · (k1 + k2) . . . p · (k1 + . . .+ km)
× 1
p · l1 p · (l1 + l2) . . . p · (l1 + . . .+ ln)
=
∑
perms(n,m)
F, (3.5)
where the sum is over all Feynman diagrams F obtained by permuting the
n + m gluon lines such that the order of the ki, and lj , respectively, within
each web is not changed. A simple example is shown in Fig. 3.3 b). The
extension to more than two webs follows by repeating the above argument:
∑
F in d
F =
∏
ni
F
(
W (i)ni
)
. (3.6)
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Figure 3.3: a) Eikonal identity for 2 gluons, and b) an illustration of the
generalized eikonal identity Eq. (3.5) for two webs.
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Figure 3.4: Diagrams contributing at O(α2s) (excluding self-energies). The
color factors are given for eikonal lines in the fundamental representation,
omitting the overall normalization 1Tr 1 everywhere.
3.1.2 An Example
We will show by induction that the terms in the perturbation series X
in Eq. (3.1), normalized by the zeroth order contribution, can be reorganized
into a sum of products of webs which can be rewritten as exp(Y ). Therefore
it is necessary and also instructive to start with the first nontrivial example,
diagrams of O(α2s). At this order we have the Feynman diagrams shown in
Fig. 3.4, for quark or antiquark eikonal lines, excluding eikonal and gluon
self-energies. Eikonal self-energies vanish if we work in Feynman gauge. The
sum of diagrams at a given order in αs is gauge invariant, of course. The
contribution of the first two terms in Fig. 3.4 can be rearranged by applying
Eqs. (3.3) and (3.4) as shown in Fig. 3.5.
Thus we arrive at the following series obtained by rearranging the expan-
sion of X up to O(α2s):
X = 1+
∑
all webs
of order 1
C
(
W (1)
)
F
(
W (1)
)
+
+
1
2!
( ∑
all webs
of order 1
C
(
W (1)
)
F
(
W (1)
) )2
+
∑
all webs
of order 2
C
(
W (2)
)
F
(
W (2)
)
+ . . . ,
(3.7)
65
a)
C( )F(






H
H
H
H
H
H
t
) + C( )F(






H
H
H
H
H
H
t
) =
[

C( )F(






H
H
H
H
H
H
t
)℄
2
+

C( )F(






H
H
H
H
H
H
t
)
b)

C( ) = C( )  

C( )
2

C( ) = C( )  

C( )
2
= 0
Figure 3.5: a) Rearrangement of the first two terms of Fig. 3.4 using Eq. (3.4),
and b) Eq. (3.3).
which is illustrated in Fig. 3.6. The combinatorial factor 1
2!
is necessary to
avoid overcounting since two webs with the same structure are indistinguish-
able if the integration measure is symmetric in the real gluon momenta.
3.1.3 Exponentiation
Looking at the above example it is now clear that any Feynman diagram
with two eikonal lines can be expressed as a sum of products of webs by ap-
plying Eqs. (3.3) and (3.6) repeatedly. By induction we arrive at the following
equation for the set of Feynman diagrams of O(αns ), F (n):
F (n) =
∑
{ni}
δn
∑
i
ini
∏
i
1
ni!
( ∑
all webs
of order i
C(W (i))F(W (i))
)ni
, (3.8)
where i labels the order of the webs and the sum is over all sets {ni} , 0 ≤
ni < ∞ such that ∑i i ni = n. For example, at O(α3s) we can have n1 = 3
webs of order 1 ({3, 0, . . .}), or n1 = 1 webs of order 1 and n2 = 1 webs
of order 2 ({1, 1, 0, . . .}), or n3 = 1 webs of order 3 ({0, 0, 1, 0, . . .}). The
combinatorial factor of 1
n!
is needed to avoid overcounting because of prop-
erty 3.) of X, stated in the introduction to this section, namely that the
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Figure 3.6: Graphical expression of the exponentiation up to webs of order 2
in Feynman gauge. The color weights are given for (anti)quark eikonal lines.
integration measure is symmetric in the real gluon momenta, for example
F (1)(k1)F (2)(k2, k3) = F (1)(k2)F (2)(k1, k3), which means that webs of the same
structure are indistinguishable. Were property 3.) not fulfilled, the perturba-
tion series would not exponentiate.
We now rearrange the original perturbation series given in powers of αns
X =
∞∑
n=0
F (n), (3.9)
X =
∞∑
n=0
∑
{ni}
δn
∑
i
ini
∏
i
1
ni!
( ∑
all webs
of order i
C(W (i))F(W (i))
)ni
=
∑
all possible
{ni}
∏
i
1
ni!
( ∑
all webs
of order i
C(W (i))F(W (i))
)ni
=
∏
i


∑
ni
1
ni!
( ∑
all webs
of order i
C(W (i))F(W (i))
)ni

=
∏
i
exp
( ∑
all webs
of order i
C(W (i))F(W (i))
)
, (3.10)
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where we have used the fact that for any function f(ni, i)∑
all possible
{ni}
∏
i
f(ni, i) =
∏
i
∑
ni
f(ni, i) (3.11)
which is easy to see by comparing the expansions of the left and the right hand
sides.
So the series exponentiates
X = eY , Y ≡∑
i
( ∑
all webs
of order i
C(W (i))F(W (i))
)
. (3.12)
This completes the proof that eikonal cross sections with two eikonal lines can
be written as an exponent of an infinite sum of webs.
3.2 Cancellation of Subdivergences in the Ex-
ponent
Gatheral, Frenkel, and Taylor showed in [80] by explicit fixed-order calcu-
lations that infrared/collinear subdivergences cancel in the exponent. Here we
will outline the proof of this cancellation, as well as of the cancellation of UV
subdivergences involving the eikonal vertex, to all orders with the help of the
identities in Fig. 2.2 in the soft approximation. The remaining UV subdiver-
gences are removed via ordinary QCD counterterms, and thus an additional
investigation of the renormalizability of the eikonal vertex is unnecessary.
To show the absence of subdivergences, let us rewrite Eq. (3.8) as
∑
order n
C¯(n)F (n) = F (n)
conv
+ F (n)
div
− ∑
{ni}, i<n
∏
i
1
ni!
( ∑
all webs
of order i<n
C(W (i))F(W (i))
)ni
.
(3.13)
Eq. (3.13) means, that the sum of all webs at order n are given by the orig-
inal perturbation series at that order where all lower-order webs have been
subtracted out. The original perturbation series can be classified into terms
without subdivergences, denoted by F (n)conv, and terms which contain subdiver-
gences, F
(n)
div .
In eikonal cross sections, infrared/collinear divergences stem from the
same momentum configuration as UV divergences. Since eikonal cross sections
are scaleless, when a line becomes collinear to an eikonal it can carry infinite
momentum in a light-like direction. But in this case we can employ the soft
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Figure 3.7: Factorization of jet-like collinear configurations, represented by
the grey oval, from the eikonal cross section with the help of the soft approxi-
mation.
approximation described in Sect. 2.2.2 to factorize these jet-like configurations
from the rest of the eikonal cross section. The reasoning follows Section 2.2.2,
and we arrive at the equality shown in Fig. 3.7. The grey oval in the figure
represents a specific jet-like configuration, collinear to one of the eikonal lines.
The displayed equality states that the sum of all webs at a given order, where
this jet-like configuration is connected to the rest of the eikonal cross section
by soft gluons, can be expressed in the factored form shown on the right-hand
side. As in Section 2.2.2, remainders are non-leading. Due to the definition of
the color weights (3.3), the right-hand side does not constitute a web of the
same order, but rather a product of webs of lower orders. The contribution
shown on the left-hand side of Fig. 3.7 is a contribution to F
(n)
div of Eq. (3.13).
In (3.13), however, we subtract out all products of webs of lower orders, thus
cancelling the divergent contributions because of the equality shown in Fig.
3.7. Using the equality in Fig. 3.7 and Eq. (3.13) recursively for every
IR/collinear subdivergence, we see that the sum of webs at a given order is
free of such subdivergences.
To summarize, the collinear configuration does not contribute at order
n after summing over all relevant webs at that order, because this collinear
configuration has already been taken into account at a lower order < n. The
only possible collinear and UV vertex divergence can occur in the final, overall
integral. Of course, in the original perturbative expansion X of the eikonal
cross section in Eq. (3.9) these collinear and UV subdivergent configurations
contribute, but in the exponent Y of Eq. (3.12) they only appear as overall
divergences.
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3.3 Exponentiation for Quantities with Three
Eikonal Lines
Above we have presented the necessary ingredients to show that this ex-
ponentiation generalizes to three eikonal lines. The proof is analogous to the
proof for two eikonal lines, because the vertex structure is again a singlet in
color space - T aij for q(i) q¯(j) g(a) or ifabc for g(a) g(b) g(c), respectively, where q
and g denote a quark and a gluon, respectively, the i, j, a, b, c are color indices.
Soft gluons do not change this basic color flow. This is not true, however, for
more than three eikonal lines.
To be specific, let us consider a process involving a q(i)-, a q¯(j)-, and a
g(a)-eikonal line, for example q q¯ → g γ + soft gluons. We want to show that
X ′ = exp Y ′. (3.14)
The properties of Y ′, the recursive definition of the color weights Eq.
(3.3), and the application of the eikonal identity (3.4) are exactly analogous
to the simpler case of two eikonal lines, with the normalization
C(W (0)) = T aijT
a
ji (3.15)
instead of Tr 1 in Eq. (3.3):
C ′(W (m)) ≡ 1
C(W (0))
C(W (m))−∑
d
∏
ni
C ′(W (i)ni ),
C ′(W (1)) ≡ 1
C(W (0))
C(W (1)), (3.16)
The only difference from the 2-eikonal case is the number and complexity of
webs contributing at a given order.
The proof of exponentiation resulting in Eq. (3.8) and then in Eq. (3.14)
is again by induction on the order. The first web where all three eikonal lines
could in principle be connected occurs at order 2. Any contribution at order
2 can be factored into contributions of order 1 with the help of the eikonal
identity Eq. (3.4), graphical examples are shown in Fig. 3.8. These terms
which factor into order-1 webs connecting only two eikonal lines are exactly
the terms that stem from
1
2!
( ∑
all webs
of order 1
C ′(W (1))F(W (1))
)2
.
70
a)
©
©
©
©
©
©
©
©
©
H
H
H
H
H
H
H
H
H
©
©
©
©
©
©
©
©
H
H
H
H
H
H
H
H
u + ©©
©
©
©
©
©
©
©
H
H
H
H
H
H
H
H
H
©
©
©
©
©
©
©
©
H
H
H
H
H
H
H
H
u = ©©
©
©
©
©
©
©
©
H
H
H
H
H
H
H
H
H
©
©
©
©
©
©
©
©
H
H
H
H
H
H
H
H
u × ©©©©
©
©
©
©
©
H
H
H
H
H
H
H
H
H
©
©
©
©
©
©
©
©
H
H
H
H
H
H
H
H
u
b)
C¯ ′ (©©
©
©
©
H
H
H
H
H
©
©
©
©
H
H
H
H
t
s
) = C (©
©
©
©
©
H
H
H
H
H
©
©
©
©
H
H
H
H
t
s
) = C¯ ′ (©©
©
©
©
H
H
H
H
H
©
©
©
©
H
H
H
H
t ) − C¯ ′ (©©©
©
©
H
H
H
H
H
©
©
©
©
H
H
H
H
t ) = 0
Figure 3.8: a) Factorization of contributions at order 2 into webs of order 1.
b) Diagram with color weight 0, and decomposition into diagrams of Fig. 3.8
a) using Fig. 3.1.
There are no webs at order 2 that connect all three lines, since the color
weight C ′ of all the diagrams in Fig. 3.8 b) is 0. This also applies to the case
when all lines are gluon lines. In that case we apply the Jacobi identity Fig.
3.1 b) instead of 3.1 a) to arrive at a color weight C ′ = 0.
At order 3 or higher, this observation does not remain true. Then all three
eikonal lines can be connected. Nevertheless, the combinatorics remains the
same, since the definition of the color weights is not modified for color singlet
configurations except for the overall normalization (3.15).
By induction we arrive at Eq. (3.8) with webs of a slightly more compli-
cated structure. Summation of Eq. (3.8) over all powers of αns results again in
exponentiation, and the full cross section consisting of three eikonal lines can
be written as
X ′ = eY
′
, Y ′ ≡∑
i
( ∑
all webs
of order i
C ′(W (i))F(W (i))
)
. (3.17)
The case of three gluon eikonal lines, g(a) g(b) g(c), is analogous to the
one considered above, with
C(W (0)) = ifabcifcba (3.18)
instead of (3.15).
This completes the proof of exponentiation for three eikonal cross sections
which are free of subdivergences, following the same argumentation as for two
eikonal cross sections, given in Sec. 3.2.
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3.4 Implications for Physical Observables
As we have seen in Chapter 2, eikonal cross sections contain all infor-
mation about soft radiation, and their anomalous dimensions control double
logarithms that arise from soft-collinear emission. The exponentiation of webs
directly implies this exponentiation of double logarithmic behavior. In addi-
tion, important consequences on the behavior of power corrections arise, as
was also observed, for example, in Refs. [81, 82].
3.4.1 Properties of Webs
The properties proved in the Section 3.2, and the invariance under rescal-
ings of the light-like eikonal momenta give the following constraints on the
possible dependence of webs on the web-momentum k and the eikonal mo-
menta, denoted in the following by βi, i = 1, 2 or i = 1, 2, 3:
• Invariance under rescalings requires that each eikonal momentum ap-
pears with the same power in the numerator as in the denominator of
the argument.
• After regulating the one overall UV divergence the webs obey
µ
d
dµ
W (k, βi, µ, αs(µ), ε) = 0. (3.19)
Here µ is the renormalization scale, and ε the dimensional regulator.
• The fact that they have at most one overall IR divergence, coupled with
a single overall collinear divergence requires that the factors k · βi occur
only once for each βi.
From the above properties we deduce for n = 2 eikonal lines
W (k, β1, β2, µ, αs(µ), ε) = W
(
k2,
(k · β1)(k · β2)
β1 · β2 , µ
2, αs(µ), ε
)
. (3.20)
The last property allows us to rewrite this as
W
(
k2,
(k · β1)(k · β2)
β1 · β2 , µ
2, αs(µ), ε
)
= W
(
k2, k2 + k2⊥, µ
2, αs(µ), ε
)
, (3.21)
where k⊥ is the momentum transverse to the plane spanned by β1 and β2. It
is easy to derive this form using a Sudakov parametrization for k,
kµ = xβµ1 +
k2 + k2⊥
2x
βµ2 + k
µ
⊥. (3.22)
72
We have reduced the maximum number of independent parameters from four,
kµ, to two, k2 and k2⊥.
These observations do not remain true for the case of three eikonal lines.
Nevertheless, our argumentation on two-eikonal webs also applies to a subset
of three-eikonal cross sections, which we will call in the following “degenerate”.
In degenerate webs only two out of the three eikonals are connected. As we
have seen in Sec. 3.3, these are the only contributions up to, and including,
next-to-leading order. Nondegeneracy begins at order 3. For degenerate webs,
the dependence splits into the sum
W =Wab +Wac +Wbc, (3.23)
where a, b, c are the colors carried by the three eikonal lines, in the fundamental
or adjoint representation, respectively.
3.4.2 Leading Logarithms of the Thrust from Eikonal
Exponentiation
We now return to the study of the thrust cross section to illustrate the
consequences of the above observations. In the previous chapter we have ex-
ponentiated large logarithms by solving renormalization group equations. The
final result for the thrust cross section in moment space is given in Eq. (2.115).
However, as we have seen in this chapter, eikonal cross sections exponentiate
directly. Here we will demonstrate how the exponentiation of eikonal cross
sections and the properties listed in Section 3.4.1 lead to the same form as Eq.
(2.115).
The thrust is related to the minus momentum, from Eq. (2.79),
τ = 1− T =
√
2
Q
∑
i
k−i . (3.24)
The factorized thrust contains also an eikonal cross section, as displayed
in Fig. 2.8. This eikonal cross section exponentiates. Taking moments with
respect to τ = 1− T , we obtain with Eq. (3.21),
σ˜
(eik)
T (N) = exp
{
2
Q2∫
0
d2−2εk⊥
Ω1−2ε
Q2−k2⊥∫
0
dk2
|k⊥|/
√
2∫
k2⊥/(
√
2Q)
dk−
2k−
(
e−N/Q
√
2k− − 1
)
×W
(
k2, k2 + k2⊥, µ
2, αs(µ), ε
)}
. (3.25)
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The factor of 2 is due to adding the complex conjugate contributions. Here
Ω1−2ε = 2π1−ε/Γ(1 − ε) is the dimensionally continued transverse angular
volume, and the limits of the integrals correspond to the one-particle phase
space [30]. We have normalized the virtual contributions to 1 for N = 0, and
the single-gluon emission in MS scheme to
W (1), real(k) =
2CFαs
π
µ2ε
1
k2⊥
δ+(k
2). (3.26)
Using the equivalence of the minus momentum to τ , Eq. (3.24) we obtain
σ˜
(eik)
T (N) = exp
{ Q2∫
0
dk2⊥
k2ε⊥
k⊥/Q∫
k2⊥/Q
2
dτ
τ
(
e−Nτ − 1
)
×
Q2−k2⊥∫
0
dk2W
(
k2, k2 + k2⊥, µ
2, αs(µ), ε
)}
, (3.27)
where we have used the azimuthal symmetry of the webs, Eq. (3.21).
From the considerations in the previous two sections we know that there
are no internal divergences. Moreover, for fixed k⊥ the webs do not require
overall UV regularization, and the convergence occurs on a scale set by k⊥,
independent of N or Q. Thus we can formally expand the integral over k2 in
inverse powers of Q2 [81]
Q2−k2⊥∫
0
dk2W
(
k2, k2 + k2⊥, µ
2, αs(µ), ε
)
=
2A (αs(k
2
⊥))
(k2⊥)1−2ε
+O
(
k2ε⊥
Q2
)
. (3.28)
We have used the independence of the webs of the renormalization scale, Eq.
(3.19), to set the scale of the running coupling to k2⊥. We will confirm the form
(3.28) by explicit calculation in Chapter 4 below.
Eq. (3.27) can then be written as
σ˜
(eik)
T (N) = exp

2
Q2∫
0
dk2⊥
k2⊥
A
(
αs(k
2
⊥)
) k⊥/Q∫
k2⊥/Q
2
dτ
τ
(
e−Nτ − 1
)

 . (3.29)
We have neglected all terms that vanish as k⊥ → 0.
The form (3.29), obtained directly from the exponentiation of webs, is
identical to the term with Ac in Eq. (2.115) [83]. To see this, we use the
relation
e−x/y − 1 ≈ −θ
(
x− ye−γE
)
, (3.30)
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which is valid to next-to-leading logarithmic order. Upon relabelling k⊥ → λ′
we obtain
σ˜
(eik)
T (N) = exp

−2
Q∫
0
dλ′
λ′
A (αs(λ
′))
λ′/Q∫
λ′2/Q2
dτ
τ
θ (eγENτ − 1)

 . (3.31)
Then we change variables,
λ =
τQ2
2λ′
, (3.32)
and exchange orders of integration. We arrive at
σ˜
(eik)
T (N) = exp

−2
Q/2∫
Q/(2N)
dλ
λ
2λ∫
e−γEQ2/(2Nλ)
dλ′
λ′
A (αs(λ
′))

 . (3.33)
We have reproduced the term in Eq. (2.115) with the double integral, with
c1 = e
−γE ,
c2 = 2. (3.34)
The remaining terms in (2.115) with a single integral, on the other hand, ac-
count for the difference between the eikonal cross section and the full partonic
cross section for the thrust [81]. This is analogous to the jet-remainders in
Eq. (2.75) that match the eikonal cross section to the full parton distribution
function as x→ 1.
3.4.3 Power Corrections
As we have seen in the introduction, due to the asymptotic nature of
the perturbation series, pQCD calculations can only be accurate up to power
corrections ∼ 1/Qp, where Q is the hard scale in the problem. In general,
mean values 〈O〉 or integrated cross sections depend on hadronization correc-
tions and other non-perturbative effects in a more trivial way than differential
observables dσ/(dO):
1
σtot
dσ
dO =
dσPT
dO + fhadr(Q
−p,O), (3.35)
〈O〉 = 〈O〉
PT
+
λp
Qp
. (3.36)
Here the subscript PT is the perturbatively calculable part, and fhadr is a non-
perturbative function, related to the nonperturbative parameter λp, λp/Q
p =
75
∫
dOOfhadr. The power p is a measure of the sensitivity of the observable O
to confinement physics.
However, perturbation theory itself contains information about the form
of these non-perturbative corrections. Sensitivity of an observable to long-
distance behavior is adjustable by studying its Laplace transform, Eq. (2.88).
The value of N controls the influence of long-distance effects. For large N ,
non-perturbative corrections become important.
The form for the double logarithmic terms derived from eikonal exponen-
tiation, Eq. (3.29), allows us to deduce the form of power corrections. Using
(3.29) with the one-loop running coupling at scale k2⊥ reexpressed in terms of
the running coupling at the hard scale Q2 via Eq. (A.10), we arrive at
σ˜
(eik)
T (N) = exp
{
2
Q2∫
0
dk2⊥
k2⊥
A
(
αs(Q
2)
1 + β0
4π
αs(Q2) ln
k2⊥
Q2
)
×
k⊥/Q∫
k2⊥/Q
2
dτ
τ
(
e−Nτ − 1
)}
. (3.37)
Since N is conjugate to τ , and since we are interested in the infrared region
for small k2⊥, we can expand the exponential in the exponent. This results in
σ˜
(eik)
T (N) = exp
{
2
∞∑
n=1
1
nn!
(−N)n
Q2∫
0
dk2⊥
k2⊥
A
(
αs(Q
2)
1 + β0
4π
αs(Q2) ln
k2⊥
Q2
)
×
(
k⊥
Q
)n [
1−
(
k⊥
Q
)n]}
, (3.38)
after performing the integration over τ . We now change variables
tn ≡ n t = n
2
αs(Q
2) ln
Q2
k2⊥
, (3.39)
and obtain
σ˜
(eik)
T (N) = exp
{
2
∞∑
n=1
1
n2 n!
1
αs(Q2)
(−N)n
∞∫
0
dtnA
(
αs(Q
2)
1− β0
2π n
tn
)
e
− tn
αs(Q2)
×
[
1− e−
tn
αs(Q2)
] }
. (3.40)
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The integral over t has the form of the Borel integral introduced in the intro-
duction, Eq. (1.13). The Borel integral (3.40) has singularities at
tn =
2π n
β0
, or equivalently, t =
2π
β0
, (3.41)
leading with Eq. (1.11) to an ambiguity proportional to
e
− 2pi n
β0 αs(Q
2) ∼
(
ΛQCD
Q
)n
. (3.42)
The crucial factor in the exponent that results in power corrections propor-
tional to ∼ 1/Q comes from the upper limit in (3.40), and is therefore due to
radiation at wide angles. In summary, the thrust behaves as
ln σ˜T (N,Q) = ln σ˜T, PT(N,Q) + ln σ˜
power
T
(
N
Q
)
+O
(
N
Q2
)
. (3.43)
The last term is power-suppressed by 1/Q relative to the leading non-pertur-
bative corrections. This term comes from the lower limit of the integral in
(3.37), as can be seen in (3.40), corresponding to radiation close to the jets.
In the above arguments we have used the one-loop running coupling. But
the occurrence of poles in the Borel integral is not connected to the specific
form of the one-loop coupling. That is, the ambiguity above is not connected to
the Landau pole. Above we have only used the relation between the coupling
evaluated at two different scales, independent of ΛQCD. Although this relation
is nonlinear at higher orders (see Eq. (A.7)), conclusions similar to the above
are reached in studies of couplings without a simple Landau pole [84, 85, 86], as
also the derivation of the result (3.43) for the thrust with a variety of methods
shows [83, 87, 88, 89, 90, 91, 92, 93, 94].
Above, we have shown that eikonal cross sections exponentiate, and have
illustrated the consequences of this exponentiation. The exponentiation sim-
plifies the explicit calculation of the term A significantly at higher orders.
We now turn to the calculation of A, that is, the anomalous dimension of an
eikonal cross section, also called the cusp anomalous dimension of a Wilson
loop.
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Chapter 4
Higher Orders in A (αs) / [1− x]+ of Non-Singlet
Partonic Splitting Functions
In the previous chapters we have developed the tools necessary for the
computation of eikonal diagrams at higher orders. We have seen in Chapters
2 and 3 that soft-collinear emission is controlled by the anomalous dimensions
of eikonal cross sections. In this Chapter we will develop a simplified method
to calculate this anomalous dimension at higher orders which is equivalent to
the singular part of the partonic splitting functions, Pff (see Eq. (2.44)).
To leading power in N the moments of the partonic splitting functions,
γff(N) =
∫ 1
0
dxxN−1Pff (x), (4.1)
take the simple form [68, 95]
γff(N,αs) = Af (αs) lnN +Bf (αs) +O
(
1
N
)
, (4.2)
or in x-space,
Pff (x, αs) = Af(αs)
[
1
1− x
]
+
+Bf (αs)δ(1− x) +O
(
[1− x]0
)
, (4.3)
with the plus distribution as defined in Eq. (2.86). The term with the plus
distribution represents the cancellation of a single overall infrared divergence.
The coefficient of lnN in Eq. (4.2) can be expanded in the strong coupling,
Af (αs) =
∑
n
(
αs
π
)n
A
(n)
f . (4.4)
As we have seen above, the exact knowledge of the terms A(n) is important
for x→ 1 (large N), since there large logarithmic corrections arise due to soft-
gluon radiation. These corrections need to be resummed in order to be able
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to make reliable predictions within perturbation theory. The knowledge of the
coefficients A(3) and B(2) is required at the next-to-next-to-leading logarithmic
(NNLL) level [96] (compare to Eq. (2.115)).
The anomalous dimensions γff(N) are currently known to two loops [17,
97, 98, 99, 100, 101, 102], and a general formula for the αnsN
n−1
f -terms of
γff(N) was computed by Gracey [103]. From the known exact values for
some specific moments and the behavior at small x [104, 105, 106, 107] a
numerical parametrization for the coefficient A(3) was obtained in [96, 108,
109], although, for the above reasons, the exact knowledge of this term is
desirable. A calculation at the three-loop level by Moch, Vermaseren, and
Vogt of the splitting functions via the operator product expansion (OPE) in
moment space will be completed in the near future [110]. Their results for
the fermionic contributions are now available [111]. However, the method
presented here, although only applicable for the calculation of the coefficients
A, not of the complete x-dependence, is complementary to the OPE method in
two ways: we calculate only virtual diagrams, and furthermore, it is much less
computationally intensive, thus a computation of the four- or even higher loop
coefficients may be feasible. The work presented in this chapter was published
in [12].
In Chapter 2 we have related the anomalous dimension of PDFs to the
anomalous dimension of an eikonal cross section which exponentiates. A
similar observation was made by Korchemsky [68], who related the anoma-
lous dimension of PDFs, Eq. (4.3), with the cusp anomalous dimension
of a Wilson loop. His work was performed in a noncovariant axial gauge,
whereas here we will use Feynman gauge throughout. Korchemsky’s obser-
vation was used in [112] for the calculation of the two-loop coefficient A(2),
which was done in Feynman gauge. The work of Ref. [112] was also based
on the renormalization properties and exponentiation of Wilson loops (see
[73, 113, 114, 115, 116, 117, 118] and references therein). This approach is re-
lated to ours. However, the additional observations we make result in several
advantages. The number of diagrams contributing at each order is decreased
by working with light-like eikonals. Furthermore, we can restrict ourselves only
to virtual graphs. With the help of Ward identities we have shown explicitly
the absence of infrared (IR) subdivergences and the cancellation of ultraviolet
(UV) subdivergences at the eikonal vertex, leaving only the usual QCD UV
divergences.
Below we first relate the renormalization properties of PDFs with those of
webs, then summarize the method in light-cone ordered perturbation theory.
We rederive as examples the one- and two-loop coefficients A(1) and A(2). In
Section 4.4 we derive a formula for the coefficients of A(n) proportional to
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Nn−1f , which agrees with the corresponding contribution computed by Gracey
[103] using an effective theory. We end by illustrating the steps necessary for
the complete calculation of the 3-loop coefficient A(3). The IR structure of A(3)
is explored for the graphs contributing at α3sNf , which we calculate exactly.
4.1 Renormalization of Parton Distribution
Functions and of Webs
4.1.1 Renormalization of Parton Distribution Functions
As was shown in [65], the parton distribution functions, defined in their
unrenormalized form in terms of nonlocal operators (2.46), obey the evolution
equation (2.44), where the kernel Pab is found from the usual relation [13, 31,
65]
Pff(αs, x) = Af (αs)
[
1
1− x
]
+
+ . . . = −1
2
gs
∂
∂gs
lnZA1
[
1
1− x
]
+
+ . . . , (4.5)
where ln ZA1 denotes the
1
ε
-pole of the counterterm which multiplies the plus-
distribution, plus scheme dependent constants, if we work in a minimal sub-
traction scheme with dimensional regularization. Above we only exhibit the
term that is singular as x→ 1, since it is this term which we want to extract
from the renormalization of our factorized form, Eq. (2.75).
From Eq. (2.75) we observe that only the eikonal cross section can con-
tribute to the A-term proportional to a plus-distribution. This is because the
hard functions are off-shell by O (xp+), and the jet-remainders are purely vir-
tual, thus cannot contain plus-distributions. Therefore, their renormalization
has to be proportional to Bf δ(1− x), as was observed in [81].
It is thus the renormalization of a color singlet eikonal vertex which we
have to study, in order to compute the coefficients A(n) in (4.4).
4.1.2 Renormalization of Webs
For definiteness, we pick the incoming line ξ moving in the plus direction,
and the outgoing eikonal β in the minus direction, and since quantities built
from eikonal lines are scaleless, we can scale the eikonal velocities to 1.
ξ = (1, 0, 0⊥)
β = (0, 1, 0⊥) (4.6)
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in light-cone coordinates. This choice will simplify the calculations consider-
ably, as we will see below.
With the considerations in Sec. 3.4.1, we can write the contributions from
virtual webs of order n to the eikonal cross section as
2
∫
d2−2εk⊥
(2π)1−2ε
∞∫
0
dk+
2k+
∫
dk2W (n)aa
(
k2, k2 + k2⊥, αs(µ
2), ε
)
= 2 C¯(n)a
(
αs(µ
2)
π
)n (
µ2
)lε
(4π)lεK(ε)
∫ d2−2εk⊥
(k2⊥)1+(l−1)ε
∞∫
0
dk+
k+
, (4.7)
where l is an integer ≤ n, and K contains numerical factors (including factors
of π) and is, in general, a function of ε due to the regulation of infrared and
UV (sub)divergences. Above, on the left hand side, all internal momenta have
been integrated over, as well as k−, and internal UV divergences have been
renormalized. The integration over k2 results in terms ∼ 1
(k2⊥)
(l−1)ε . For graphs
including (local) counterterms l < n, whereas for graphs with n loops l = n.
Both virtual webs and their complex conjugates contribute to the overall factor
of 2. The structure of the integral over k+ follows from boost invariance. In
Eq. (4.7), this integral is divergent, but these divergences cancel against the
corresponding real contributions, and therefore do not affect the anomalous
dimension of the eikonal vertex. The k+-integral plays the role of dx
1−x for the
full parton-in-parton distribution functions (cf. Eq. (2.70)), after combining
real and virtual graphs. It suffices to consider only virtual graphs, since real
and virtual graphs built out of eikonal lines have the same IR singularity
structure, which, due to the scalelessness of virtual graphs, is equivalent to
the UV structure:
1
ε
+
1
(−ε) = 0. (4.8)
In other words, the coefficients of the UV poles are equal to those of the IR
poles.
The final scaleless k⊥ integral provides the n-loop UV counterterm which
contributes to the anomalous dimension Pff , Eq. (4.3). To isolate the UV
pole we temporarily introduce a mass
∫ d2−2εk⊥
(k2⊥ +m2)1+(l−1)ε
= π1−ε
Γ(lε)
Γ(1 + (l − 1)ε)
(
m2
)−lε
. (4.9)
The counterterm is then given, as usual, by minus the pole terms after expand-
ing in ε. After summing over the contributions of all webs at a given order and
their counterterms for subdivergences, all nonlocal terms (∼ ln µ2
m2
) cancel as
81
well as UV vertex counterterms and IR divergences, and we obtain the n-loop
counterterm contributing at x→ 1, which can be written as a series in ε:
Z(n)A =
n∑
m=1
1
εm
(
αs(µ
2)
π
)n
a(n)m
∞∫
0
dk+
k+
, (4.10)
with purely numerical coefficients a(n)m . Because webs exponentiate, the coun-
terterm for UV divergences in the perturbative expansion of a non-singlet
parton distribution is given by
ZA = exp


∞∑
m=1
m∑
n=1
1
εm
(
αs(µ
2)
π
)n
a(n)m
∞∫
0
dk+
k+

 (4.11)
in the limit x → 1, as indicated by the superscript A. As noted above, the
notation
∫∞
0 dk
+/k+ is equivalent to [1/(1− x)]+. Now it is trivial to extract
the contribution to Pff . From (4.5) and (4.11) we get
A
(n)
f = −na(n)1 . (4.12)
As emphasized above, internal UV divergences, including the usual QCD
divergences and divergences at the eikonal vertex, have to be renormalized.
Further complications arise because collinear/IR divergences cancel only after
summing over all diagrams at a given order, so an individual diagram has in
general UV singularities multiplying IR/collinear singularities. Our method
to resolve these technical problems is most transparent in light-cone ordered
perturbation theory [56, 57, 58] (see Appendix B.3), which is equivalent to
performing all minus integrals of all loops, because it allows us to identify UV
divergent loops in eikonal diagrams more easily.
4.2 Summary of the Method in LCOPT
The method can be summarized as follows, details will be given below:
1. We start with the expressions in LCOPT, as introduced in Section 2.2.2
and Appendix B.3, for the set of webs at a given order with a fixed
coupling. The number of web-diagrams is much less than the number
of all possible diagrams at a given order. Moreover, since we work in
Feynman gauge, the number of possible webs is further reduced. For
example, at order 2, as we will see below, only three diagrams contribute,
aside from gluon self-energies.
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2. Ultraviolet divergent internal k⊥, i-integrals are regularized via dimen-
sional regularization, with ε > 0. At this stage we do not yet encounter
IR/collinear singularities since all integrals over transverse momenta are
performed at fixed plus momenta.
3. We add the necessary QCD counterterms and the counterterms for the
eikonal vertex which has to be renormalized as a composite operator. As
we showed in Section 3.2, the sum of the latter cancels because of the
recursive definition of webs and a Ward identity. However, in the inter-
mediate stages the vertex counterterms are necessary to make individual
diagrams UV finite.
4. After elimination of the UV singularities we dimensionally continue to
ε < 0 to regulate the IR/collinear plus-integrals. It follows from the
rules for LCOPT that all internal plus momenta are bounded by the
total k+ flowing into the minus eikonal. Therefore, the integrals over
these internal plus momenta give no UV subdivergences.
5. When we sum over the set of diagrams at a given order the IR divergent
parts cancel, as well as the UV counterterms for the vertex, thus also
the internally UV divergent vertex parts cancel.
6. The final scaleless k⊥ integral provides the UV counterterm contributing
to the anomalous dimension (see Eqs. (4.7)-(4.12) ).
We start by writing down all light-cone ordered diagrams of a given co-
variant Feynman diagram. All momenta in crossed gluon ladders have to be
chosen independent of each other, such that they all flow through the eikonal
vertex, since we seek the anomalous dimension for this vertex. Because ξ has
no minus-component (cf. Eq. (4.6)), we have q− = 0 in Eq. (B.32) of the ap-
pendix when applying the Feynman rules for LCOPT in our case. This can be
depicted graphically by contracting all propagators on the minus-eikonal (here
β) to a point, which coincides with the eikonal vertex. Two-loop examples
can be found in Fig. 4.2. Sometimes, numerators stemming from triple-gluon
vertices or quark propagators cancel the corresponding propagators on the
plus-eikonal (ξ ·k = k−). Graphically, this can again be described by contract-
ing these propagators to a point. Then we can read off easily from the various
light-cone ordered diagrams the analytical expressions, whose k⊥, i-integrals we
perform, and renormalize.
We need QCD counterterms and counterterms for the effective vertex.
More specifically, by QCD counterterms we mean the usual gluon self-energy
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counterterms, as well as the counterterms for triple-gluon vertices and eikonal-
gluon-eikonal vertices. The latter are UV divergent in any covariant diagram,
however, this is not necessarily the case for all LCOPT diagrams found from a
covariant diagram. Examples will be given below. Self-energies of the light-like
eikonal lines vanish in Feynman gauge. Both types of counterterms are found
via the (recursive) BPHZ-formalism [60, 119, 120], and the subdivergences are
identified with the help of naive power-counting on a graph-by-graph basis.
4.2.1 Remark About Eikonal Integrals
The usual methods for treating loop-integrals (see, for example, Ap-
pendix B and [121]) aim at reducing combinations of propagators to com-
plete squares. This is not possible in the eikonal approximation where the
propagator-denominators have been linearized to give Fig. A.2.
The linear occurrence of loop-momenta in eikonal propagators suggests
a different strategy. It is advantageous to perform the first integrations by
contour methods. In the case of two light-like eikonal lines, in a frame where
these momenta are back-to-back, contour integration over either minus- or
plus-momenta in all internal eikonal propagators simplifies the expressions
significantly. As mentioned before, the integration over all minus-momenta
is equivalent to the expressions obtained via LCOPT (see Appendix B.3),
up to partial fraction manipulations. The n − 2 dimensional perpendicular
integrals can then be performed via Feynman parametrization, Eq. (B.2).
This results in integrals from 0 to 1 over Feynman parameters and ratios of
plus-momenta, which can be expressed in closed form in terms of Beta- and
generalized hypergeometric functions. For more than two eikonal lines, or
when the eikonals are not light-like, it is best to perform all internal energy
(k0) integrals via contour integration, and then proceed as above.
The discussion in the previous paragraph applies only to loops with eikonal
propagators. Loops that involve no eikonal propagators and thus contain no
linearized momenta, are best treated with the methods described in the pre-
vious two sections. This also avoids potential difficulties with so-called “z-
graphs”, where fermions flow backwards [58]. For example, the integrals over
all loop momenta in the fermion bubbles and triangles in Table 4.2 are per-
formed first by usual n-dimensional integration, then the results are inserted
into the remainder of the graph which is then treated via contour integration.
We will now illustrate our method by the rederivation of the 1- and 2-loop
A-coefficients.
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4.3 Calculation of the 1- and 2-loop Coeffi-
cients A
(1)
f , A
(2)
f
The well-known [17, 97, 98, 99, 100, 101, 102] coefficients of the collinear
parts of the splitting functions to one and two-loop order are given by
A(1)a = Ca, (4.13)
A(2)a =
1
2
CaK ≡ 1
2
Ca
[
CA
(
67
18
− π
2
6
)
− 10
9
TFNf
]
, (4.14)
where Cq = CF , Cg = CA, Nf is the number of fermions, and TF determines
the normalization of the generators of the fundamental fermion representa-
tion, TF =
1
2
. We will now apply our method to the recalculation of these
coefficients.
The only web at order 1 in Feynman gauge is a single gluon exchanged
between the two eikonal lines. The color weight is C
(1)
= Ca by definition
(3.3), and the web has no internal momenta. Straightforwardly we obtain
2
∫ dnk
(2π)n
W (1)aa = C
(1)
(
αs(µ
2)
π
)(
µ2
m2
)ε
(4π)ε Γ(ε)
∞∫
0
dk+
k+
. (4.15)
So at lowest order we get from Eq. (4.12) A(1)a = C
(1)
= Ca, as in (4.13).
At order 2 we have the webs shown in Fig. 4.1, where we rotated the
eikonal lines in the figure compared to the diagrams shown in Section 3.1.2, to
make the connection to Figs. 2.5 a) and 2.7 more evident. The original color
factors are (compare to Fig. 3.4)
C(Wb) =
(
CF − CA
2
)
Ca,
C(Wc) = C(Wd) = −CA
2
Ca (4.16)
for eikonal lines in the a-representation. The respective color weights of the
webs c) and d) are the same as the original color factors, since they do not
have decompositions (these diagrams are “maximally nonabelian”). The de-
composition of diagram b) was shown as an example in Section 3.1.2, which
resulted in a color weight
C¯(Wb) = −CA
2
Ca. (4.17)
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The contribution of Fig. 4.1 a) is easily found from Eq. (4.15) and the
well-known finite terms (see e. g. [13, 31]) after renormalization of the of the
gluon-self energy in the MS scheme, which is an example of what we called a
QCD renormalization in the previous subsection:
A(2), a)a =
29
36
CACa +
1
18
CACa − 5
9
TFNfCa =
(
31
36
CA − 5
9
TFNf
)
Ca. (4.18)
The first term in the first equality in Eq. (4.18) stems from the gluon loop,
the second term from the ghost loop. The last term is obviously the fermion
loop contribution found from the expression for the graph,
2
∫ dnk
(2π)n
W
(2)
aa, a)Nf
= −TFNfCa
(
αs(µ
2)
π
)2 (
µ2
m2
)2ε
(4π)2ε
Γ(2ε)
ε
×2B(2− ε, 2− ε)
∞∫
0
dk+
k+
, (4.19)
and its counterterm.
Figure 4.1: Webs contributing to A
(2)
f (compare to Fig. 3.6): a) web of order
1 with 1-loop gluon self-energy inserted, b) the “crossed ladder”, c) and d)
graphs with a triple gluon vertex.
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The LCOPT diagrams obtained from the webs 4.1 b)-d) are shown in
Fig. 4.2. We see that due to the numerator (2k′− − k−) in the triple-gluon
vertex, web d) contains two orderings on the light-cone; the factors of 2 and
(−1) next to the eikonal vertices in the figure come from this numerator.
Furthermore, for web b) it is important to route the momenta in the crossed
ladder independently of each other, such that both of them flow through the
vertex, to separate the subdivergence associated with the upper loop (k′) from
the overall UV divergence.
Now we determine the divergent 1-loop subgraphs for each web by naively
counting the powers of transverse momentum components in numerators and
denominators. The UV divergent subgraphs are marked with boxes in Fig.
4.2. We see that for web c) and the first term of web d) we need a QCD
counterterm for the triple-gluon vertex, whereas for the webs a) and d)(ii)
we require vertex counterterms, as shown in the second column of Fig. 4.2.
Web d)(ii) is an example for a LCOPT graph with a triple-gluon vertex which
does not need QCD renormalization, in contrast to loop-corrections to 3-gluon-
vertices in every covariant diagram. Due to the factor of (-1) in web d)(ii) the
two vertex counterterms cancel each other, as announced above. The QCD
counterterm, as shown in Fig. 4.3, is in the MS scheme for quark eikonal lines
β given by
Zaµ3-g, ij = −
CA
2
T aij
αs
π
g βµ
1
2
(
1
ε
− ln e
γE
4π
)
, (4.20)
where g is the QCD coupling, αs = g
2/(4π), and ε > 0.
The next step, after adding the appropriate counterterms to the respective
graphs, is to perform the plus-momentum integrals. To do so, we dimensionally
continue to ε < 0, that is, to n > 4 dimensions. The results for the webs b)-
d) and the counterterms for UV subdivergences, denoted by Z (omitting the
vertex counterterms which cancel each other) are:
2
∫
dnk
(2π)n
W
(2)
aa, b) = −C
(2)
(
αs(µ
2)
π
)2 (
µ2
m2
)2ε
(4π)2ε
× 1
2
Γ(2ε)
ε
B(1 + ε,−ε)
∞∫
0
dk+
k+
, (4.21)
2
∫
dnk
(2π)n
W
(2)
aa, c) = 2
∫
dnk
(2π)n
W
(2)
aa, d) = C
(2)
(
αs(µ
2)
π
)2 (
µ2
m2
)2ε
(4π)2ε
× 1
4
Γ(2ε)
ε
{B(1− ε,−ε)− 2B(1− ε, 1− ε)}
∞∫
0
dk+
k+
,
(4.22)
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Figure 4.2: LCOPT diagrams obtained from Fig. 4.1 b)-d). The subgraphs
in the dashed boxes are UV divergent 1-loop subgraphs, whose counterterms
are shown in the second column. The grey boxes denote the eikonal vertex
counterterms, whereas the grey blobs are the triple-gluon-vertex counterterms,
shown in Fig. 4.3.
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2
∫
dnk
(2π)n
Zc) = 2
∫
dnk
(2π)n
Zd)(i) = C
(2)
(
αs(µ
2)
π
)2 (
µ2
m2
)ε
(4π)ε
× 1
2
Γ(ε)
(
1
ε
− ln e
γE
4π
) ∞∫
0
dk+
k+
.
(4.23)
The color weight, as stated in Eqs. (4.16) and (4.17), is C
(2)
= −CA
2
Ca for
all diagrams. We notice that diagram d) gives the same contribution as its
upside-down counterpart c), as expected, but only after adding different types
of counterterms.
t
a; 
j i
 !

PP
=
a; 
j i
 !

Figure 4.3: QCD counterterm for the triple-gluon vertex, where PP denotes
the pole part (omitting scheme-dependent constants).
After summing over the contribution of the webs b)-d) and the countert-
erms, we see that the infrared poles 1/(−ε) in the Beta-functions cancel, as
well as the vertex counterterms, leaving us with
A(2), b)−d)a =
CA
2
Ca
(
2− π
2
6
)
(4.24)
according to Eq. (4.12). The contributions of all diagrams, (4.18) and (4.24),
result in the 2-loop coefficient (4.14), as announced.
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4.4 Higher Loops
4.4.1 Nn−1f -Terms in A
(n)
It is relatively straightforward to obtain a general formula for the Nn−1f -
contribution to the n-loop coefficient A(n), since the only graphs involved are
one-loop webs with n − m − 1 fermion bubbles and m counterterms for the
fermion bubbles inserted into the gluon propagator. It is therefore a matter
of simple combinatorics to obtain the αnsN
n−1
f contribution (compare to the
one-loop expression Eq. (4.19) ):
2
∫
d4−2εk
(2π)4−2ε
W
(n)
aa,Nn−1
f
= 2 CaT
n−1
F N
n−1
f
(
αs(µ
2)
π
)n ∞∫
0
dk+
k+
×
n−1∑
m=0
(
n− 1
m
)
(−1)n−m−1
(
µ2
m2
)(n−m)ε
(4π)(n−m)ε
× 2n−m−2 Γ ((n−m)ε)
Γ (1 + (n−m− 1)ε)
× [Γ(ε)B(2− ε, 2− ε)]n−m−1
[
1
3
(
1
ε
− ln e
γE
4π
)]m
.
(4.25)
The 1
ε
-pole in the expansion of the Γ- and Beta-functions in the sum is the
contribution to the anomalous dimension (cf. Eq. (4.12) ). The contributions
up to α6s are given in Table 4.1. They coincide with the corresponding values
(the lnN -terms, or equivalently, the S1(N)-terms) calculated by Gracey in
[103]1.
4.4.2 Towards the Three-Loop Coefficient A
(3)
f
Vogt [96, 108, 109] obtained a numerical parametrization of the A(3) from
the known integer moments of the splitting function2:
A
(3)
f =
[
(13.81± 0.14)− (4.31± 0.02)TFNf − 1
27
T 2FN
2
f
]
CF . (4.26)
1Note the different overall normalization of the anomalous dimension there.
2Note the expansion in
(αs
4π
)
there, whereas we expand in terms of
(αs
π
)
in Eq.
(4.4).
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n Ca(TFNf )
n−1-term in A(n)a
2 −5
9
3 − 1
27
4 − 1
81
+ 2
27
ζ(3)
5 − 1
243
− 10
243
ζ(3) + π
4
2430
6 − 1
729
− 2
729
ζ(3)− π4
4374
+ 2
81
ζ(5)
Table 4.1: αs(µ
2)nNn−1f
[
1
1−x
]
+
-contributions to the anomalous dimension Pff .
The expansion of Af is performed in terms of αs/π (cf. Eq. (4.4) ).
We obtained the term proportional to N2f in the previous subsection, as listed
in Table 4.1. Now we will go on to compute the term proportional to Nf .
All intermediate expressions are simple enough to be handled by the general
algebraic computer program Mathematica [122]. For the calculation of the full
A(3) or even higher loops, however, an implementation of the algorithm into
a more specialized computer algebra program such as FORM [123] may be
desirable.
The diagrams contributing to this term and their QCD counterterms are
listed in Table 4.2, labelled in analogy to the two-loop case. We only have to
compute the contributions from the gµν part of the dressed gluon propagator,
since the longitudinal parts ∼ kµkν cancel due to the Ward identity shown in
Fig. 3.7. This cancellation has been verified explicitly.
The contributions to the set a) are easily computed to be
A
(3), a)
f =
1
18
CATFNfCF . (4.27)
The contributions to the Nf -part of the two-loop gluon self-energy inserted
into a one-loop web (set g) ) give:
A
(3), g)
f = −
[
CA
(
509
864
+
1
2
ζ(3)
)
− CF
(
−55
48
+ ζ(3)
)]
TFNfCF . (4.28)
To compute the two-loop gluon self-energy, the occurring tensor integrals have
been reduced to simple scalar one- and two-loop master integrals using the
relations discussed in Appendix B.2. We checked our calculations of the set g)
against previous computations of the two-loop gluon self-energy in Feynman
gauge, see for example [124, 125]. Note that this contribution has a term
∼ C2F , which is not “maximally non-abelian”. The results of [124, 125] include
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the scalar polarized terms of the gluon propagator, which is dressed with a
fermion bubble. Since these terms in the two-loop gluon self-energy, as stated
above, cancel against the scalar polarized parts in the remaining webs, Eq.
(4.28) does not contain these contributions.
The expressions for the two-loop webs with a one-loop bubble-insertion
are found easily from the corresponding two-loop expressions Eqs. (4.21)-
(4.23), taking into account the proper multiples of ε in the Gamma- and Beta-
functions due to the bubbles. The calculation of the triangles e) and f) is a
bit more nontrivial. The resulting contributions can be found in the table.
The results for e) and f) have been expanded in terms of ε and Beta-functions
using various identities tabulated in [126, 127, 128].
Since the infrared structure of the graphs is modified by the bubbles,
which effectively raise the powers of the corresponding gluon propagators by
ε to a non-integer value, the upside-down counterparts do not give the same
contributions. This asymmetry is not surprising, since we compute the coef-
ficients collinear to the plus eikonal, thus introducing an asymmetry in how
we treat the eikonal lines and the gluons attaching to them. However, we find
that the sum of graphs in set d) gives the same contribution as the sum of
graphs in set c), as can be seen from the tabulated expressions.
The individual diagrams b)-f) have at most three UV (QCD) divergences
and one IR/collinear divergence, in addition to the overall scaleless k+-integral.
We observe that the diagrams with a one-loop counterterm for the fermion
bubble and the one-loop counterterms for the triangle graphs have the same
IR structure as the two-loop webs. Thus their IR divergences cancel separately
from the rest of the diagrams. This implies that the collinear divergences have
to cancel within the set of remaining diagrams, that is, within the set of
webs with bubbles and the triangles. Moreover, we observe that the infrared
divergences cancel within certain subsets of these graphs. Namely, they cancel
separately between graphs b)(1), c)(1), and d)(1), between graphs b)(2), c)(2),
and d)(2), as well as between c)(3), d)(3), e) and f).
Summing over all contributions from graphs b)-f) we arrive at
A
(3), b)−f)
f = −
(
125
288
− 5π
2
54
+
2ζ(3)
3
)
TFNfCACF . (4.29)
We performed several checks of our computations. The infrared structure
described above is one check of the results listed in Table 4.2. Another check
is the cancellation of non-local logarithms ∼ logM . Furthermore, the values
of the 1/ε3- and 1/ε2-poles can be predicted from the one- and two-loop calcu-
lations performed in Section 4.3 [129]. The sum of all diagrams contributing
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at α3sNf has the following structure:
2
∫
dnk
(2π)n
W
(3)
aa,Nf
=
{
−11
54
CACFTF
1
ε3
+ (4.30)
+
[(
167
324
− π
2
108
)
CA +
1
12
CF
]
CFTF
1
ε2
+
1
3
A
(3)
Nf
1
ε
}
Nf
(
αs
π
)3 ∞∫
0
dk+
k+
.
The predictions of the higher poles in Eq. (4.30) coincide with the poles
obtained from the expansion of the calculated expressions listed in the table.
Adding (4.27), (4.28), and (4.29) we obtain the term proportional to Nf
contributing to the three-loop coefficient A(3):
A
(3)
Nf
= −
[
CA
(
209
216
− 5π
2
54
+
7ζ(3)
6
)
− CF
(
−55
48
+ ζ(3)
)]
TFNfCF
= −4.293TFNfCF , (4.31)
which agrees with the numerical prediction in Eq. (4.26). The same result
was obtained in Ref. [111], which was published simultaneously to our result
[12].
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Table 4.2:
Web Factor Contribution
a)
t
+ .t.s
= +
2 see Eq. (4.27)
b)(1)
t
2 −KM3ε Γ(3ε)
2ε2
B(2− ε, 2− ε)B(1 + ε,−ε)
b)(2)
t
2 −KM3ε Γ(3ε)
4ε2
B(2− ε, 2− ε)
×B(1 + 2ε,−2ε)
b)(C1)
t
4 +KM2ε Γ(2ε)
12ε
NεB(1 + ε,−ε)
c)(1)
t
t 2 +KM3ε 1
4
Γ(3ε)
e2
(Γ(1+ε))2
Γ(1+2ε)
B(2− ε, 2− ε)
×{B(1− ε,−ε)− 2B(1− ε, 1− ε)}
c)(2)
t
t 2 +KM3ε 1
4
Γ(3ε)
2ε2
B(2− ε, 2− ε)
×{B(1− ε,−2ε)− 2B(1− ε, 1− 2ε)}
c)(3)
t
t 2 +KM3ε 1
4
Γ(3ε)
2ε2
B(2− ε, 2− ε)
×{B(1− 2ε,−ε)− 2B(1− ε, 1− 2ε)}
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Continuation of Table 4.2:
Web Factor Contribution
d)(1)
t
t 2 +KM3ε 1
4
Γ(3ε)
ε2
B(2− ε, 2− ε)
×
{
(Γ(1+ε))2
Γ(1+2ε)
B(1− ε,−ε)− B(1− 2ε, 1− ε)
}
d)(2)
t
t 2 +KM3ε 1
4
Γ(3ε)
2ε2
B(2− ε, 2− ε)
×
{
B(1− ε,−2ε)− 4 (Γ(1+ε))2
Γ(1+2ε)
B(1− ε, 1− 2ε)
}
d)(3)
t
t 2 +KM3ε 1
4
Γ(3ε)
2ε2
B(2− ε, 2− ε)
×{B(1− 2ε,−ε)− 2B(1− ε, 1− 2ε)}
c)d)(C1)
t
t 12 −KM2ε 1
24
Γ(2ε)
ε
Nε {B(1− ε,−ε)− 2B(1− ε, 1− ε)}
c)d)(C2)
t
4 +KM2ε Γ(2ε)
2ε
NεB(2− ε, 2− ε)
c)d)(C3)
t
4 −KMε Γ(ε)
12
N2ε
c)d)(C4)
t
8 −KMε Γ(ε)
2
[
1
12
N2ε − 118Nε
]
e)
t
2 −KM3ε Γ(3ε)
8ε2
B(2− ε, 2− ε) {B(3− 2ε,−ε)
−B(1− ε, 2− 2ε) + 2π2
3
ε+ (4ζ(3)− 2) ε2
}
f)
t
2 −KM3ε Γ(3ε)
8ε2
B(2− ε, 2− ε) {B(3− 2ε,−ε)
−B(1− ε, 2− 2ε)− π2
3
ε+ (10ζ(3)− 2) ε2
}
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Continuation of Table 4.2:
Web Factor Contribution
e)f)(C1)
t
t 4 +KM2ε 1
24
Γ(2ε)
ε
Nε {B(1− ε,−ε)
− 2B(1− ε, 1− ε)}
e)f)(C2)
t
4 +KMε Γ(ε)
2
1
12
(
N2ε − 512Nε
)
g)
t
N
f
+ .t.s
=
N
f
+
+ +
2 see Eq. (4.28)
We introduced the following abbreviations:
K ≡ CA
2
TFNfCF
(
αs
π
)3 ∞∫
0
dk+
k+
, (4.32)
M ≡
(
µ2
m2
)
(4π) , (4.33)
Nε ≡ 1
ε
− ln e
γE
4π
. (4.34)
Table 4.2: Webs contributing to the Nf -term of the three-loop coefficient A
(3)
and their counterterms (c.t.s), labelled (C). The cross denotes the counterterm
for the fermion bubble. Similarly, the cross in the triple-gluon vertex denotes
the counterterm for the fermion triangle. The grey blob represents the coun-
terterm Fig. 4.3, the grey blob with a cross is the 2-loop counterterm for the
triple-gluon vertex with a fermion bubble inside. And finally, the black box
denotes the fermion part of the 2-loop counterterm for the triple-gluon vertex.
We omitted vertex counterterms which cancel. We refrain from drawing all
counterterms which give the same contribution. Instead, we indicate multiple
contributions in the column “factor”. A factor of 2 is due to the two com-
plex conjugate contributions, and has already been taken into account in Eqs.
(4.27) and (4.28).
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4.5 Summary and Outlook
We have developed and proved a method for the calculation of the co-
efficients proportional to
[
1
1−x
]
+
of the non-singlet parton splitting functions,
whose knowledge, for example, is important for NNLL resummations. The
method is based on the factorization properties of the splitting functions, and
on the exponentiation of eikonal cross sections.
We have illustrated the method with the rederivation of the 1- and 2-loop
coefficients A(1) and A(2), as well as the Nn−1f terms at order n. We have
presented the result for the term proportional to Nf at three loops, which
coincides with the approximate result obtained by Vogt [96]. The full splitting
functions at three loops are currently being computed by Moch, Vermaseren,
and Vogt [110] with the help of the operator product expansion. Their results
for the Nf -term [111] provide a further check of our calculations.
Although a calculation via the OPE provides the complete N , or equiv-
alently, x-dependence of the splitting functions, it involves a large number of
diagrams and complex expressions at higher orders. A computation at three
loops is a formidable task, and it seems unlikely that higher loop calculations
will be completed in the near future. However, for certain observables, large
logarithms due to soft and/or collinear radiation become numerically impor-
tant, and need to be resummed to as high a level in logarithms as possible.
Our method, although limited to only the computation of A, has the advan-
tage that higher-order computations are much less complex than within con-
ventional methods, because the number of graphs is greatly reduced, and the
expressions involved are relatively simple in LCOPT. Moreover, a fully com-
puterized implementation of the algorithm should be straightforward. There-
fore, the computation of the coefficients A at four or even higher loops may
be within reach.
Let us now return to the discussion of event shapes, where the resum-
mation of large logarithmic enhancements has lead to the same anomalous
dimension discussed above. This anomalous dimension controls the double
logarithmic behavior, due to coherent radiation. Soft radiation, on the other
hand, is emitted incoherently at wide angles. In Sec. 2.5 we have reviewed the
tools to resum coherent and incoherent radiation to all orders. We will now
go on to apply this formalism to a generalized class of event shapes.
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Chapter 5
Dijet Event Shapes
The agreement of theoretical predictions with experiment for jet cross
sections is often impressive. This is especially so for inclusive jet cross sec-
tions at high pT , using fixed-order factorized perturbation theory and parton
distribution functions [130, 131, 132]. A good deal is also known about the
substructure of jets, through the theoretical and experimental study of mul-
tiplicity distributions and fragmentation functions [133], and of event shapes
[70, 134, 135, 136, 137, 138, 139, 140, 141]. We have discussed the exam-
ple of the thrust in Chapter 2. Event shape distributions [71, 30, 142, 143]
in particular offer a bridge between the perturbative, short-distance and the
nonperturbative, long-distance dynamics of QCD [82, 83, 90, 94, 144, 145], as
we have seen in Section 3.4.3 for the thrust.
In the following we will introduce a general class of inclusive event shapes
in e+e− dijet events. This chapter is based on our publications [10, 11], and
includes some as yet unpublished material. After introducing the general event
shape we factorize the corresponding cross section in order to resum large
logarithmic corrections. In Sec. 5.4 we give explicit analytical results at next-
to-next-to-leading logarithmic order. We conclude this chapter by deriving the
form of power corrections to the generalized event shape in Sec. 5.7.
5.1 A Generalized Event Shape
Schematically we consider the following cross section where the final state
radiation into all of phase space is weighted with weight functions f¯ ,
e+ + e− → J1(pJ1, f¯Ω¯1) + J2(pJ2 , f¯Ω¯2) . (5.1)
J1 and J2 are two jets with momenta pJc, c = 1, 2 at center of mass (c.m.)
energy Q =
√
s≫ ΛQCD.
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To impose the two-jet condition on the states of Eq. (5.1) we choose
weights that suppress states with substantial radiation into Ω¯ away from the
jet axes. We now introduce a class of event shapes f¯ , related to the thrust,
that enforce the two-jet condition in a natural way.
These event shapes interpolate between and extend the familiar thrust
[70] and jet broadening [71, 143], through an adjustable parameter a. For
each state N that defines the process (5.1), we separate Ω¯ into two regions,
Ω¯c, c = 1, 2, containing jet axes, nˆc(N). To be specific, we let Ω¯1 and Ω¯2 be
two hemispheres that cover the entire space. Region Ω¯1 is centered on nˆ1, and
Ω¯2 is the opposite hemisphere. We will specify the method that determines the
jet axes nˆ1 and nˆ2 momentarily. To identify a meaningful jet, of course, the
total energy within Ω¯1 should be a large fraction of the available energy, of the
order of Q/2 in dijet events. In e+e− annihilation, if there is a well-collimated
jet in Ω¯1 with nearly half the total energy, there will automatically be one in
Ω¯2.
We are now ready to define the contribution from particles in region Ω¯c
to the a-dependent event shape,
f¯Ω¯c(N, a) =
1√
s
∑
nˆi∈Ω¯c
kai,⊥ ω
1−a
i (1− nˆi · nˆc)1−a , (5.2)
where a is any real number less than two. The sum is over those particles of
state N with direction nˆi that flow into Ω¯c, and their transverse momenta ki,⊥
are measured relative to nˆc. The jet axis nˆ1 for jet 1 is identified as that axis
that minimizes the specific thrust-related quantity f¯Ω¯1(N, a = 0). When Ω¯c in
Eq. (5.2) is extended to all of phase space, the case a = 0 is then essentially
1− T , with T the thrust, while a = 1 is related to the jet broadening.
Any choice a < 2 in (5.2) specifies an infrared safe event shape variable,
because the contribution of any particle i to the event shape behaves as θ2−ai
in the collinear limit, θi = cos
−1(nˆi · nˆc)→ 0. Negative values of a are clearly
permissible, and the limit a → −∞ corresponds to the total cross section.
At the other limit, the factorization and resummation techniques that we
discuss below will apply only to a < 1. For a > 1, contributions to the event
shape (5.2) from energetic particles near the jet axis are generically larger than
contributions from soft, wide-angle radiation, or equal for a = 1. When this is
the case, the analysis that we present below must be modified, at least beyond
the level of leading logarithm [143].
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In summary, once nˆ1 is fixed, we have divided the phase space into two
regions:
• Region Ω¯1, the entire hemisphere centered on nˆ1, that is, around jet 1.
• Region Ω¯2, the complementary hemisphere.
In these terms, we define the complete event shape variable f¯(N, a) by
f¯(N, a) = f¯Ω¯1(N, a) + f¯Ω¯2(N, a) , (5.3)
with f¯Ω¯c , c = 1, 2 given by (5.2) in terms of the axes nˆ1 of jet 1 and nˆ2 of jet
2.
In Eq. (5.2), a is a parameter that allows us to study various event shapes
within the same formalism; it helps to control the approach to the two-jet limit.
As noted above, a < 2 for infrared safety, although the factorization that we
will discuss below applies beyond leading logarithm only to 1 > a > −∞.
A similar weight function with a non-integer power has been discussed in a
related context for 2 > a > 1 in [146].
To see how the parameter a affects the shape of the jets, let us reexpress
the weight function for jet 1 as
f¯Ω¯1(N, a) =
1√
s
∑
nˆi∈Ω¯1
ωi sin
a θi (1− cos θi)1−a , (5.4)
where θi is the angle of the momentum of final state particle i with respect to
jet axis nˆ1. As a→ 2 the weight vanishes only very slowly for θi → 0, and at
fixed f¯Ω¯1 , the jet becomes very narrow. On the other hand, as a→ −∞, the
event shape vanishes more and more rapidly in the forward direction, and the
cross section at fixed f¯Ω¯1 becomes more and more inclusive in the radiation
into Ω¯1. The effect of a on the shape of the radiation is illustrated in Fig. 5.1.
In Fig. 5.1 we compare the phase space available to a particle at fixed f¯ for
three different values of a. The radial magnitude of each plot is the maximum
energy ω found from Eq. (5.4): r = f¯Q sin−a θ(1 − cos θ)a−1. For a = 1,
as shown in Fig. 5.1 a), the particle is restricted to be close to the jet axes,
while for a = 0, and a = −1, depicted in Figs. 5.1 b) and c), respectively, the
particle is allowed to be farther away from the axes.
As an aside, the generalized event shape (5.2) goes to zero for all values
of a in the limit of two back-to-back jets. The three-jet limit for the thrust
T is 2/3, as is well-known. On the other hand, the three-jet limit for the
generalized shape is given by
f (3 jets)(a) =
1
3
√
3
a
, (5.5)
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Figure 5.1: Illustration of the effect of the parameter a in the weight (5.4) on
the shape of the event: a) shape for a = 1, b) shape for a = 0, c) shape for
a = −1. The jet axes are in the vertical direction. The radial normalization
(f¯Q) is arbitrary, but the same for all three plots.
which reduces to 1/3 for f(a = 0) = 1−T , and to 1/√3 for the jet broadening,
f(a = 1). We can also compute the limit for infinitely many homogeneously
distributed final-state partons for the generalized event shape (5.2). We find
f (∞ jets)(a) =
1
4
[
2(1 + a)− a(2− a)
(
Ψ
(
3
2
− a
4
)
−Ψ
(
1− a
4
))]
, (5.6)
where Ψ(z) = Γ′(z)/Γ(z) is the digamma function, that is, the logarithmic
derivative of the gamma function. This reduces to 1/2 for the thrust-related
shape, and to π/4 for the jet broadening when a = 1. Eq. (5.6) is illustrated
in Fig. 5.2.
The differential cross section for such dijet events at fixed values of f¯ is
now
dσ¯incl(ε¯, s, a)
dε¯ dnˆ1
=
1
2s
∑
N
|M(N)|2 (2π)4 δ4(pI − pN )
× δ(ε¯− f¯(N, a)) δ2(nˆ1 − nˆ(N)) , (5.7)
where we sum over all final states N that contribute to the weighted event,
and where M(N) denotes the corresponding amplitude for e+e− → N . The
total momentum is pI , with p
2
I = s ≡ Q2.
Since we are investigating two-jet cross sections, we fix the constant ε¯ to
be much less than unity:
0 < ε¯≪ 1. (5.8)
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Figure 5.2: Spherical limit of the shape (5.2) as a function of a, Eq. (5.6).
We refer to this as the elastic limit for the two jets. In the elastic limit, the
dependence of the directions of the jet axes on soft radiation is weak. We will
return to this dependence below. Independent of soft radiation, we can always
choose our coordinate system such that the transverse momentum of jet 1 is
zero,
pJ1,⊥ = 0 , (5.9)
with ~pJ1 in the x3 direction. In the limit ε¯ → 0, and in the overall c.m., pJ1
and pJ2 then approach light-like vectors in the plus and minus directions:
pµJ1 →
(√
s
2
, 0−, 0⊥
)
pµJ2 →
(
0+,
√
s
2
, 0⊥
)
. (5.10)
As usual, it is convenient to work in light-cone coordinates (B.29). For small
ε¯, the cross section (5.7) has corrections in ln(1/ε¯), analogous to the thrust as
discussed in Sec. 2.5, which we will organize in the following.
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5.2 Factorization of the Cross Section
5.2.1 Leading Regions Near the Two-Jet Limit
As for the thrust, we identify “leading regions” in the momentum integrals
of cut diagrams, which can give rise to logarithmic enhancements of the cross
section associated with lines approaching the mass shell. Within these regions,
the lines of a cut diagram fall into the following subdiagrams:
• A hard-scattering, or “short-distance” subdiagram H , where all compo-
nents of line momenta are far off-shell, by order Q.
• Jet subdiagrams, J1 and J2, where energies are fixed and momenta are
collinear to the outgoing primary partons and the jet directions that
emerge from the hard scattering. (For ε¯ = 0, the sum of all energies in
each jet is one-half the total energy.)
• A soft subdiagram, S connecting the jet functions J1 and J2, in which the
components of momenta k are small compared to Q in all components.
An arbitrary final state N is the union of substates associated with these
subdiagrams:
N = Ns ⊕NJ1 ⊕NJ2 . (5.11)
As a result, the event shape f¯ can also be written as a sum of contributions
from the soft and jet subdiagrams:
f¯(N, a) = f¯N(Ns, a) + f¯
N
Ω¯1
(NJ1, a) + f¯
N
Ω¯1
(NJ2 , a) . (5.12)
The superscript N reminds us that the contributions of final-state particles
associated with the soft and jet functions depend implicitly on the full final
state, through the determination of the jet axes, as discussed in the previous
section.
When we sum over all diagrams that have a fixed final state, the contribu-
tions from these leading regions may be factorized into a set of functions, each
of which corresponds to one of the generic hard, soft and jet subdiagrams, as
discussed in Chapter 2. The cross section becomes a convolution in ε¯, with the
sums over states linked by the delta function which fixes nˆ1, and by momentum
conservation,
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dσ¯incl(ε¯, s, a)
dε¯ dnˆ1
=
dσ0
dnˆ1
H(s, nˆ1)
∑
Ns,NJc
∫
dε¯s S(Ns) δ(ε¯s − f¯N(Ns, a))
×
2∏
c=1
∫
dε¯Jc Jc(NJc) δ(ε¯Jc − f¯NΩ¯c(NJc , a))
× (2π)4 δ4(pI − p(NJ2)− p(NJ1)− p(Ns))
× δ2(nˆ1 − nˆ(N)) δ(ε¯− ε¯J1 − ε¯J2 − ε¯s)
=
dσ0
dnˆ1
δ(ε¯) +O(αs) . (5.13)
Here dσ0/dnˆ1 is the Born cross section for the production of a single par-
ticle (quark or antiquark) in direction nˆ1, while the short-distance function
H(s, nˆ1) = 1+O(αs), which describes corrections to the hard scattering, is an
expansion in αs with finite coefficients. The functions Jc(NJc), S(Ns) describe
the internal dynamics of the jets and wide-angle soft radiation, respectively.
We will specify these functions below. We have suppressed their dependence
on a factorization scale.
So far, we have specified our sums over states in Eq. (5.13) only when
all lines in Ns are soft, and all lines in NJc have momenta that are collinear,
or nearly collinear to pJc. As ε¯ vanishes, these are the only final-state mo-
menta that are kinematically possible. Were we to restrict ourselves to these
configurations only, however, it would not be straightforward to make the in-
dividual sums over Ns and NJc infrared safe. Thus, it is necessary to include
soft partons in Ns that are emitted near the jet directions, and soft partons
in the NJc at wide angles. We will show below how to define the functions
Jc(NJc), S(Ns) so that they generate factoring, infrared safe functions that
avoid double counting. We know on the basis of the arguments in Chapter 2
that corrections to the factorization of soft from jet functions are suppressed
by powers of the weight function ε¯.
5.2.2 The Factorization in Convolution Form
Although formally factorized, the jet and soft functions in Eq. (5.13) are
still linked in a potentially complicated way through their dependence on the
jet axes. Our strategy is to simplify this complex dependence to a simple
convolution in contributions to ε¯, accurate to leading power in ε¯.
First, we note that the cross section of Eq. (5.13) is singular for vanishing
ε¯, but is a smooth function of s and nˆ1. We may therefore make any approxi-
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mation that changes s and/or nˆ1 by an amount that vanishes as a power of ε¯
in the leading regions.
Correspondingly, the amplitudes for jet c are singular in ε¯Jc , but depend
smoothly on the jet energy and direction, while the soft function is singular in
ε¯s, but depends smoothly on the jet directions. As a result, at a fixed value of
ε¯ we may approximate the jet directions and energies by their values at ε¯ = 0
in the soft and jet functions.
Finally, we may make any approximation that affects the value of ε¯Jc by
amounts that vanish faster than linearly for ε¯→ 0. It is at this stage that we
will require that a < 1, which we will justify in the next subsection.
Furthermore, we assume that a is not large in absolute value. The event
shape at fixed angle decreases exponentially with a, and higher-order correc-
tions can be proportional to a. We therefore require that | ln ε¯ | ≫ |a|.
With these observations in mind, we enumerate the replacements and
approximations by which we reduce Eq. (5.13), while retaining leading-power
accuracy.
1. To simplify the definitions of the jets in Eq. (5.13), we make the replace-
ments f¯NΩ¯c(NJc , a)→ f¯c(NJc, a) with
f¯c(NJc, a) ≡
1√
s
∑
all nˆi∈NJc
kai,⊥ ω
1−a
i (1− nˆi · nˆc)1−a . (5.14)
The jet weight function f¯c(NJc, a) now depends only on particles asso-
ciated with NJc. The contribution to f¯c(NJc , a) from particles within
region Ω¯c, is exactly the same here as in the weight (5.2), but we now in-
clude particles in all other directions. In this way, the independent sums
over final states of the jet amplitudes will be naturally infrared safe. The
value of f¯c(NJc , a) differs from the value of f¯
N
Ω¯c
(NJc , a), however, due to
radiation outside Ω¯c, as indicated by the new subscript. This radiation
is hence at wide angles to the jet axis. In the elastic limit (5.8), it is
also constrained to be soft. Double counting in contributions to the total
event shape, f¯(N, a), will be avoided by an appropriate definition of the
soft function below. The sums over states are still not yet fully indepen-
dent, however, because the jet directions nˆc still depend on the full final
state N .
2. Next, we turn our attention to the condition that fixes the jet direction
nˆ1. Up to corrections in the orientation of nˆ1 that vanish as powers of
ε¯, we may neglect the dependence of nˆ1 on Ns and NJ2:
δ(nˆ1 − nˆ(N))→ δ(nˆ1 − nˆ(NJ1)) . (5.15)
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In Section 5.2.3, we show that this replacement also leaves the value of ε¯
unchanged, up to corrections that vanish as ε¯2−a. Thus, for a < 1, (5.15)
is acceptable to leading power. For a < 1, we can therefore identify the
direction of jet 1 with nˆ1. These approximations simplify Eq. (5.13) by
eliminating the implicit dependence of the jet and soft weights on the
full final state. We may now treat nˆ1 as an independent vector.
3. In the leading regions, particles that make up each final-state jet are
associated with states NJc, while Ns consists of soft particles only. In
the momentum conservation delta function, we can neglect the four-
momenta of lines in Ns, whose energies all vanish as ε¯→ 0:
δ4(pI − p(NJ2)− p(NJ1)− p(Ns))→ δ4(pI − pJ2 − pJ1). (5.16)
4. Because the cross section is a smooth function of the jet energies and
directions, we may also neglect the masses of the jets within the momen-
tum conservation delta function, as in Eq. (5.10). In this approximation,
we derive in the c.m.,
δ4(pI − pJ2 − pJ1) → δ(
√
s− ω(NJ1)− ω(NJ2)) δ(|~pJ1| − |~pJ2|)
× 1|~pJ1|2
δ2(nˆ1 + nˆ2)
→ 2
s
δ
(√
s
2
− ω(NJ1)
)
δ
(√
s
2
− ω(NJ2)
)
× δ2(nˆ1 + nˆ2) . (5.17)
Our jets are now back-to-back:
nˆ2 → −nˆ1 . (5.18)
Implementing these replacements and approximations for a < 1, we rewrite
the cross section Eq. (5.13) as
dσ¯incl(ε¯, s, a)
dε¯ dnˆ1
=
dσ0
dnˆ1
H(s, nˆ1, µ)
∫
dε¯s S¯(ε¯s, a, µ)
×
2∏
c=1
∫
dε¯Jc J¯c(ε¯Jc, a, µ) δ(ε¯− ε¯J1 − ε¯J2 − ε¯s) , (5.19)
with (as above) H = 1 +O(αs). Referring to the notation of Eqs. (5.13) and
(5.14), the functions S¯ and J¯c are:
S¯(ε¯s, a, µ) =
∑
Ns
S(Ns, µ) δ(ε¯s − f¯(Ns, a)) (5.20)
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J¯c(ε¯Jc, a, µ) =
2
s
(2π)6
∑
NJc
Jc(NJc , µ) δ(ε¯Jc − f¯c(NJc, a))
× δ
(√
s
2
− ω(NJc)
)
δ2(nˆ1 ± nˆ(NJc)),
(5.21)
with the plus sign in the angular delta function for jet 2, and the minus for
jet 1. The weight functions for the jets are given by Eq. (5.14) and induce
dependence on the parameter a. We have introduced the factorization scale µ,
which we set equal to the renormalization scale. The factorized cross section
(5.19) is of the same form as the thrust cross section, Eq. (2.83), only the
weights differ, with ε¯(a = 0) ≡ τ . Eq. (5.19) is therefore also illustrated by
Fig. 2.8.
We note that we must construct the soft functions S¯(Ns, µ) to cancel the
contributions of final-state particles from each of the J¯c(NJc , µ) to ε¯ from soft
radiation outside their respective regions Ω¯c. Similarly, the jet amplitudes
must be constructed to include collinear enhancements only in their respective
jet directions. Explicit constructions that satisfy these requirements will be
specified in the following subsections.
To disentangle the convolution in (5.19), we take Laplace moments with
respect to ε¯, according to Eq. (2.88):
dσincl (ν, s, a)
dnˆ1
=
∫ ∞
0
dε¯ e−ν ε¯
dσ¯(ε¯, a)
dε¯ dnˆ1
=
dσ0
dnˆ1
H(s, nˆ1, µ) S(ν, a, µ)
2∏
c=1
Jc(ν, a, µ). (5.22)
Here and below unbarred quantities are the transforms in ε¯, and barred quan-
tities denote untransformed functions.
S(ν, a, µ) =
∫ ∞
0
dε¯s e
−ν ε¯sS¯(ε¯s, a, µ), (5.23)
and similarly for the jet functions.
Before giving explicit constructions for the hard, jet, and soft functions
in Eq. (5.19), we justify the neglect of recoil effects above for a < 1.
5.2.3 Recoil Effects
We return to the justification of the technical step represented by Eq.
(5.15). According to this approximation, we may compute the jet functions
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by identifying axes that depend only upon particles in the final states NJc
associated with those functions, rather than the full final state N . Intuitively,
this is a reasonable estimate, given that the jet axis should be determined by
a set of energetic, nearly collinear particles. When we make this replacement,
however, the contributions to the event shape from energetic particles near
the jet axis may change. This change is neglected in going from the original
factorization, Eq. (5.13), to the factorization in convolution form, Eq. (5.19),
which is the starting point for the resummation techniques that we employ in
this paper. The weight functions f¯N(Ni, a) in Eq. (5.13) are defined relative
to the unit vector nˆ1 corresponding to a = 0, the thrust-like event shape.
The factorization of Eq. (5.13) applies to any a < 2, but as indicated by
the superscript, individual contributions to f¯N(Ni, a) on the right-hand side
continue to depend on the full final state N , through the identification of the
jet axis.
To derive the factorization of Eq. (5.19) in a simple convolution form, we
must be able to treat the thrust axis, nˆ1, as a fixed vector for each of the
states Ns, NJc . This is possible if we can neglect the effects of recoil from soft,
wide-angle radiation on the direction of the axis. Specifically, we must be able
to make the replacement
f¯NΩ¯c(NJc , a)→ f¯c(NJc, a) , (5.24)
where f¯c(NJc , a) is the event shape variable for jet c, in which the axis nˆc is
specified by state NJc only. Of course, this replacement changes the value of
the weight, ε¯, f¯NΩ¯c(NJc , a) 6= f¯c(NJc , a). As we now show, the error induced by
this replacement is suppressed by a power of ε¯ so long as a < 1. In general, the
error is nonnegligible for a ≥ 1. The importance of recoil for jet broadening,
at a = 1, was pointed out in [143]. We now discuss how the neglect of such
radiation affects the jet axis (always determined from a = 0) and hence the
value of the event shape for arbitrary a < 2.
The jet axis is found by minimizing f¯(a = 0) in each state. The largest
influence on the axis nˆc for jet c is, of course, the set of fast, collinear particles
within the state NJc associated with the jet function in Eq. (5.13). Soft, wide-
angle radiation, however, does affect the precise direction of the axis. This is
what we mean by ‘recoil’.
Let us denote by ωs the energy of the soft wide-angle radiation that is
neglected in the factorization (5.19). Neglecting this soft radiation in the
determination of the jet axis will result in an axis nˆ1(NJc), which differs from
the axis nˆ1(N) determined from the complete final state (N) by an angle ∆sφ:
6) (nˆ1(N), nˆ1(NJc)) ≡ ∆sφ ∼
ωs
Q
. (5.25)
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At the same time, the soft, wide-angle radiation also contributes to the total
event shape f¯(N, a) ∼ (1/Q)ka⊥(k−)1−a at the level of
ε¯s ∼ ωs
Q
, (5.26)
because for such wide-angle radiation, we may take k−s ∼ ks,⊥ ∼ ωs. In
summary, the neglect of wide-angle soft radiation rotates the jet axis by an
angle that is of the order of the contribution of the same soft radiation to the
event shape.
In the factorization (5.19), the contribution of each final-state particle is
taken into account, just as in Eq. (5.13). The question we must answer is how
the rotation of the jet axis affects these contributions, and hence the value of
the event shape.
For a wide-angle particle, the rotation of the jet axis by an angle of order
∆sφ in Eq. (5.25) leads to a negligible change in its contributions to the event
shape, because its angle to the axis is a number of order unity, and the jet axis
is rotated only by an angle of order ε¯s. Contributions from soft radiation are
therefore stable under the approximation (5.15). The only source of large cor-
rections is then associated with energetic jet radiation, because these particles
are nearly collinear to the jet axis.
It is easy to see from the form of the shape function in terms of angles,
Eq. (5.4), that for any value of parameter a, a particle of energy ωi at a small
angle θi to the jet axis nˆ1(N) contributes to the event shape at the level
ε¯i ∼ ωi
Q
θi
2−a . (5.27)
The rotation of the jet axis by the angle ∆sφ due to neglect of soft radiation
may be as large as, or larger than, θi. Assuming the latter, we find a shift in
the ε¯i of order
δε¯i ≡ ε¯i (nˆ1(N))− ε¯i (nˆ1(NJc)) ∼
ωi
Q
(∆sφ)
2−a ∼ ωi
Q
(
ωs
Q
)2−a
∼ ωi
Q
ε¯s
2−a .
(5.28)
The change in ε¯i is thus suppressed by at least a factor ε¯s
1−a compared to ε¯s,
which is the contribution of the wide-angle soft radiation to the event shape.
The contributions of nearly-collinear, energetic radiation to the event shape
thus change significantly under the replacement (5.15), but so long as a < 1,
these contributions are power-suppressed in the value of the event shape, both
before and after the approximation that leads to a rotation of the axis. For
this reason, when a < 1 (and only when a < 1), the value of the event shape
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is stable whether or not we include soft radiation in the determination of the
jet axes, up to corrections that are suppressed by a power of the event shape.
In this case, the transition from Eq. (5.13) to Eq. (5.19) is justified.
5.2.4 The Short-Distance Function
As we have seen in Sec. 2.4.2, in Feynman gauge the subdiagrams of Fig.
2.8 that contribute to H in Eq. (5.19) at leading power in ε¯ are connected to
each of the two jet subdiagrams by a single on-shell quark line, along with a
possible set of on-shell, collinear gluon lines that carry scalar polarizations.
The hard subdiagram is not connected directly to the soft subdiagram in any
leading region.
The couplings of the scalar-polarized gluons that connect the jets with
short-distance subdiagrams may be simplified with the help of the Ward iden-
tities Fig. 2.2. At each order of perturbation theory, the coupling of scalar-
polarized gluons from either jet to the short-distance function is equivalent
to their coupling to a path-ordered exponential of the gauge field, oriented in
any direction that is not collinear to the jet. Corrections are infrared safe,
and can be absorbed into the short-distance function. Let h(pJc , nˆ1,A) rep-
resent the set of all short-distance contributions to diagrams that couple any
number of scalar-polarized gluons to the jets, in the amplitude for the produc-
tion of any final state. The argument A stands for the fields that create the
scalar-polarized gluons linking the short-distance function to the jets. On a
diagram-by-diagram basis, h depends on the momentum of each of the scalar-
polarized gluons. After the sum over all diagrams, however, we can make the
replacement:
h(pJc , nˆ1,A(q,q¯))→ Φ(q¯)ξ2 (0,−∞; 0) h2(pJc, nˆ1, ξc) Φ(q)ξ1 (0,−∞; 0) , (5.29)
where h2 is a short-distance function that depends only on the total momenta
pJ1 and pJ2 . It also depends on vectors ξc that characterize the path-ordered
exponentials Φ(0,−∞; 0):
Φ
(f)
ξc (0,−∞; 0) = Pe−igs
∫ 0
−∞ dλ ξc·A(f)(λξc) , (5.30)
where the superscript (f) indicates that the vector potential takes values in
representation f, in our case the representation of a quark or antiquark. These
operators will be associated with gauge-invariant definitions of the jet functions
below. To avoid spurious collinear singularities, we choose the vectors ξc,
c = 1, 2, off the light cone. In the full cross section (5.22) the ξc-dependence
cancels, of course.
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The dimensionless short-distance functionH = |h2|2 in Eq. (5.19) depends
on
√
s and pJc · ξc, but not on any variable that vanishes with ε¯:
H(pJc, ξc, nˆ1, µ) = H
(√
s
µ
,
pJc · ξˆc
µ
, nˆ1, αs(µ)
)
, (5.31)
where
ξˆc ≡ ξc/
√
|ξ2c | . (5.32)
Here we have observed that each diagram is independent of the overall scale
of the eikonal vector ξµc .
5.2.5 The Jet Functions
The jet functions and the soft functions in Eq. (5.19) can be defined
in terms of specific matrix elements, which absorb the relevant contributions
to leading regions in the cross section, and which are infrared safe. Their
perturbative expansions specify the functions S and Jc of Eq. (5.21). We
begin with our definition of the jet functions.
The jet functions, which absorb enhancements collinear to the two outgo-
ing particles produced in the primary hard scattering, can be defined in terms
of matrix elements in a manner reminiscent of parton distribution or decay
functions [65]. To be specific, we consider the quark jet function:
J¯ ′µc (ε¯Jc , a, µ) =
2
s
(2π)6
NC
∑
NJc
Tr
[
γµ
〈
0
∣∣∣Φ(q)ξc †(0,−∞; 0)q(0)
∣∣∣NJc〉
×
〈
NJc
∣∣∣q¯(0)Φ(q)ξc (0,−∞; 0)
∣∣∣ 0〉] (5.33)
× δ(ε¯Jc − f¯c(NJc , a)) δ
(√
s
2
− ω(NJc)
)
δ2(nˆc − nˆ(NJc)) ,
where NC is the number of colors, and where nˆc denotes the direction of
the momentum of jet c, Eq. (5.21), with nˆ2 = −nˆ1. q is the quark field,
Φ
(q)
ξc (0,−∞; 0) a path-ordered exponential in the notation of (5.30), and the
trace is taken over color and Dirac indices. We have chosen the normalization
so that the jet functions J¯ ′µ in (5.33) are dimensionless and begin at lowest
order with
J¯ ′µc
(0)(ε¯Jc, a, µ) = β
µ
c δ(ε¯Jc) , (5.34)
with βµc the lightlike velocities corresponding to the jet momenta in Eq. (5.10):
βµ1 = δµ+ , β
µ
2 = δµ− . (5.35)
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The scalar jet functions of Eq. (5.21) are now obtained by projecting out the
component of J ′c
µ in the jet direction:
J¯c(ε¯Jc , a, µ) = β¯c · J¯ ′c(ε¯Jc, a, µ) = δ(ε¯Jc) +O(αs) , (5.36)
where β¯1 = β2, β¯2 = β1 are the lightlike vectors in the directions opposite to
β1 and β2, respectively. By construction, the J¯c are linear in β¯c.
To resum the jet functions in the variables ε¯Jc, it is convenient to re-
express the weight functions (5.14) in combinations of light-cone momentum
components that are invariant under boosts in the x3 direction,
f¯1 (NJ1, a) =
1
s1−a/2
∑
nˆi∈NJ1
kai,⊥
(
2p+J1k
−
i
)1−a
,
f¯2 (NJ2, a) =
1
s1−a/2
∑
nˆi∈NJ2
kai,⊥
(
2p−J2k
+
i
)1−a
. (5.37)
Here we have used the relation
√
s/2 = ωJc, valid for both jets in the c.m. At
the same time, we make the identification,
1
s
δ
(√
s
2
− ω(NJc)
)
δ2(nˆc − nˆ(NJc)) =
1
4
δ3 (~pJc − ~p(NJc)) , (5.38)
which again holds in the c.m. frame. The spatial components of each pJc are
thus fixed. Given that we are at small ε¯Jc, the jet functions may be thought
of as functions of the light-like jet momenta pµJc of Eq. (5.10) and of ε¯Jc.
Because the vector jet function is constructed to be dimensionless, J¯ ′µc in Eq.
(5.33) is proportional to βc rather than pJc . Otherwise, it is free of explicit
βc-dependence.
The jet functions can now be written in terms of boost-invariant argu-
ments, homogeneous of degree zero in ξc:
J¯c (ε¯Jc , a, µ) = β¯c µ
[
βµc J¯
(1)
c

pJc · ξˆc
µ
, ε¯Jc
√
s
µ
( √
s
2pJc · ξˆc
)1−a
, a, αs(µ)


+
2 ξµc βc · ξc
|ξc|2
J¯ (2)c

pJc · ξˆc
µ
, ε¯Jc
√
s
µ
( √
s
2pJc · ξˆc
)1−a
, a, αs(µ)


]
,
(5.39)
where J¯ (1) and J¯ (2) are independent functions, and where we have suppressed
possible dependence on ξˆc,⊥. For jet c, the weight ε¯Jc is fixed by δ(ε¯Jc −
f¯c(NJc , a)), where on the right-hand side of the expression for the weight
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(5.37), the sum over each particle’s momentum involves the overall factor
(2p±Jc/
√
s)1−a. After integration over final states at fixed ε¯Jc, the jet can
thus depend on the vector pµJc . At the same time, it is easy to see from
the definition of the weight that pµJc can only appear in the combination
(1/ε¯Jc
√
s)1/(1−a) (2pµJc/
√
s). This vector can combine with ξc to form an in-
variant, and all ξc-dependence comes about in this way.
Expression (5.39) can be further simplified by noting that
2 β¯c · ξc βc · ξc = ξ2c + ξ2c,⊥ . (5.40)
Choosing ξc,⊥ = 0, we find a single combination,
J¯c (ε¯Jc, a, µ) = J¯c
(
pJc · ξˆc
µ
, ε¯Jc
√
s
µ
(ζc)
1−a , a, αs(µ)
)
, (5.41)
where, in the notation of Eq. (5.39), J¯c = J¯
(1)
c + J¯
(2)
c , and we have defined
ζc ≡
√
s
2pJc · ξˆc
. (5.42)
In these terms, the Laplace moments of the jet function inherit dependence
on the moment variable ν through
Jc (ν, a, µ) =
∫ ∞
0
dε¯Jc e
−νε¯Jc J¯c (ε¯Jc, a, µ)
≡ Jc
(
pJc · ξˆc
µ
,
√
s
µν
(ζc)
1−a , a, αs(µ)
)
, (5.43)
where the unbarred and barred quantities denote transformed and untrans-
formed functions, respectively. The soft function will be defined below in a
manner that avoids double counting in the cross section.
5.2.6 The Soft Function
Given the definitions for the jet functions in the previous subsection, and
the factorization (5.19), we may in principle calculate the soft function S order
by order in perturbation theory. We can derive a more explicit definition of
the soft function, however, by relating it to an eikonal analog of Eq. (5.19).
As reviewed in Refs. [2, 9] and Sec. 2.2, soft radiation at wide angles
from the jets decouples from the collinear lines within the jet. As a result,
to compute amplitudes for wide-angle radiation, the jets may be replaced by
nonabelian phases, or Wilson lines. We therefore construct a dimensionless
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quantity, σ(eik), in which gluons are radiated by path-ordered exponentials Φ,
which mimic the color flow of outgoing quarks,
Φ
(f)
βc (∞, 0; x) = Pe−igs
∫∞
0
dλβc·A(f)(λβc+x), (5.44)
with βc a light-like velocity in either of the jet directions. For the two-jet cross
section at measured ε¯eik, we define
σ¯(eik) (ε¯eik, a, µ) ≡ 1NC
∑
Neik
〈
0
∣∣∣Φ(q¯)β2 †(∞, 0; 0)Φ(q)β1 †(∞, 0; 0)
∣∣∣Neik〉
×
〈
Neik
∣∣∣Φ(q)β1 (∞, 0; 0)Φ(q¯)β2 (∞, 0; 0)
∣∣∣0〉 δ (ε¯eik − f¯(Neik, a))
= δ(ε¯eik) +O(αs) . (5.45)
The sum is over all final states Neik in the eikonal cross section. The renormal-
ization scale in this cross section, which will also serve as a factorization scale,
is denoted µ. Here the event shape function ε¯eik is defined by f¯(Neik, a) as in
Eqs. (5.2) and (5.3), distinguishing between the hemispheres around the jets.
As usual, NC is the number of colors, and a trace over color is understood.
The eikonal cross section (5.45) models the soft radiation away from the
jets, including the radiation into Ω, accurately. It also contains enhancements
for configurations collinear to the jets, which, however, are already taken into
account by the partonic jet functions in (5.19). Indeed, (5.45) does not repro-
duce the partonic cross section accurately for collinear radiation. It is also easy
to verify at lowest order that even at fixed ε¯eik the eikonal cross section (5.45)
is ultraviolet divergent in dimensional regularization, unless we also impose a
cutoff on the energy of real gluon emission collinear to β1 or β2.
The construction of the soft function S from σ¯(eik) is nevertheless possible
because the eikonal cross section (5.45) factorizes in the same manner as the
cross section itself, into eikonal jet functions and a soft function, as in Eq.
(2.73). The essential point [81, 147] is that the soft function in the factorized
eikonal cross section is the same as in the original cross section (5.19). The
eikonal jets organize all collinear enhancements in (5.45), including the spuri-
ous ultraviolet divergences. These eikonal jet functions are defined analogously
to their partonic counterparts, Eq. (5.33), but now with ordered exponentials
replacing the quark fields,
J¯ (eik)c (ε¯c, a, µ) ≡
1
NC
∑
N
(eik)
c
〈
0
∣∣∣Φ(fc)ξc †(0,−∞; 0)Φ(fc)βc †(∞, 0; 0)
∣∣∣N (eik)c 〉
〈
N (eik)c
∣∣∣Φ(fc)βc (∞, 0; 0)Φ(fc)ξc (0,−∞; 0)
∣∣∣ 0〉 δ (ε¯c − f¯c(N (eik)c , a))
= δ(ε¯c) +O(αs) , (5.46)
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where fc is a quark or antiquark, and where the trace over color is understood.
The weight functions are given as above, by Eq. (5.14), with the sum over
particles in all directions.
In terms of the eikonal jets, the eikonal cross section (5.45) factorizes as
σ¯(eik) (ε¯eik, a, µ) ≡
∫
dε¯s S¯ (ε¯s, a, µ)
2∏
c=1
∫
dε¯c J¯
(eik)
c (ε¯c, a, µ)
× δ (ε¯eik − ε¯s − ε¯1 − ε¯2) , (5.47)
where we pick the factorization scale equal to the renormalization scale µ. As
for the full cross section, the convolution in (5.47) is simplified by a Laplace
transformation (5.43) with respect to ε¯eik, which allows us to solve for the soft
function as
S (ν, a, µ) =
σ(eik) (ν, a, µ)
2∏
c=1
J
(eik)
c (ν, a, µ)
= 1 +O(αs) . (5.48)
In this ratio, collinear logarithms in ν and the unphysical ultraviolet diver-
gences and their associated cutoff dependence cancel between the eikonal cross
section and the eikonal jets, leaving a soft function that is entirely free of
collinear enhancements. The soft function retains ν-dependence through soft
emission. In addition, because soft radiation within the eikonal jets can be fac-
tored from its collinear radiation, just as in the partonic jets, all logarithms in
ν associated with wide-angle radiation are identical between the partonic and
eikonal jets, and factor from logarithmic corrections associated with collinear
radiation in both cases. As a result, the inverse eikonal jet functions cancel
contributions from the wide-angle soft radiation of the partonic jets in the
transformed cross section (5.22).
We note that the directions of the non-lightlike eikonals Φξc in Eq. (5.46)
can be inferred from the requirement that the soft function only approximates
soft radiation. This can be seen as follows [148]: At the one-loop level in the
frame (5.35) the integrand of the eikonal cross section (5.45) is proportional
to
Iσ(eik) ∼
1
k2 + iǫ
1
−k− + iǫ
1
k+ + iǫ
. (5.49)
This expression is only a good approximation if all components are comparably
soft. To avoid collinear overcounting we subtract
Iσ(eik) −
∑
c
I
J
(eik)
c
∼ 1
k2 + iǫ
[
1
−k− + iǫ
1
k+ + iǫ
− 1−k− + iǫ
ξ−1
ξ+1 k
− + ξ−1 k+ + iǫ
− ξ
+
2
−ξ+2 k− − ξ−2 k+ + iǫ
1
k+ + iǫ
]
.
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(5.50)
In order that Eq. (5.50) only reproduces the soft region, and in order to avoid
spurious Glauber/Coulomb pinches, we have to require that
∣∣∣ξ+1
∣∣∣≫ ∣∣∣ξ−1
∣∣∣ , ∣∣∣ξ−2
∣∣∣≫ ∣∣∣ξ+2
∣∣∣ ,
ξ+1 < 0, ξ
−
2 < 0. (5.51)
In other words, the ξˆc are not light-like, and pointing into the past, Φ
(fc)
ξc (0,−∞;
0).
As in the case of the partonic jets, Eq. (5.43), we need to identify the
variable through which ν appears in the soft function. We note that depen-
dence on the velocity vectors βc and the factorization vectors ξc must be scale
invariant in each, since they arise only from eikonal lines and vertices. The
eikonal jet functions cannot depend explicitly on the scale-less, lightlike eikonal
velocities βc, and σ
(eik) is independent of the ξc. Dependence on the factoriza-
tion vectors ξc enters only through the weight functions, (5.37) for the eikonal
jets, in a manner analogous to the case of the partonic jets. This results in a
dependence on (ζc)
1−a, as above, with ζc defined in Eq. (5.42). In summary,
we may characterize the arguments of the soft function in transform space as
S (ν, a, µ) = S
(√
s
µν
(ζc)
1−a , a, αs(µ)
)
. (5.52)
5.3 Resummation
We may summarize the results of the previous section by rewriting the
transform of the factorized cross section (5.22) in terms of the hard, jet and
soft functions identified above, which depend on the kinematic variables and
the moment ν according to Eqs. (5.31), (5.43) and (5.52) respectively,
dσincl (ν, s, a)
dnˆ1
=
dσ0
dnˆ1
H
(√
s
µ
,
pJc · ξˆc
µ
, nˆ1, αs(µ)
)
×
2∏
c=1
Jc
(
pJc · ξˆc
µ
,
√
s
µν
(ζc)
1−a, a, αs(µ)
)
S
(√
s
µν
(ζc)
1−a , a, αs(µ)
)
.
(5.53)
For a = 0 this coincides with the expression for the thrust in moment space,
Eq. (2.89) with slightly changed notation. The natural scale for the strong
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coupling in the short-distance function H is
√
s/2. Setting µ =
√
s/2, however,
introduces large logarithms of ν in both the soft and jet functions.
The purpose of this section is to control these logarithms by the identi-
fication and solution of renormalization group and evolution equations, as in
Sec. 2.5. The cross section (5.22) is independent of the factorization scale,
and of the choice of the eikonal directions, ξˆc, leading to equations analogous
to (2.93) and (2.94). The resummation of single logarithms is straightforward.
Following Sec. 2.5.1, we obtain analogously
dσincl (ν, s, a)
dnˆ1
=
dσ0
dnˆ1
H
(√
s
µ
,
pJc · ξˆc
µ
, nˆ1, αs(µ)
)
× S
(
(ζc)
1−a, a, αs
(√
s
ν
))
exp

−
µ∫
√
s/ν
dλ
λ
γs (αs(λ))

 (5.54)
× Jc
(
pJc · ξˆc
µ˜0
,
√
s
µ˜0ν
(ζc)
1−a , a, αs(µ˜0)
)
exp

−
µ∫
µ˜0
dλ
λ
γJc (αs(λ))

 ,
where we have left the scale in the jet functions µ˜0 free for the moment.
5.3.1 Evolution
The remaining unorganized “large” logarithms in (5.54), are in the jet
functions, which we will resum by using the consistency equation (2.94). Anal-
ogous to the thrust in Sec. 2.5.2 we obtain the equation satisfied by the jet
functions [59, 72],
∂
∂ ln
(
pJc · ξˆc
) ln Jc
(
pJc · ξˆc
µ
,
√
s
µν
(ζc)
1−a, a, αs(µ)
)
= Kc
(√
s
µ ν
(ζc)
1−a, a, αs(µ)
)
+Gc
(
pJc · ξˆc
µ
, αs(µ)
)
.(5.55)
The functions Kc and Gc compensate the ξc-dependence of the soft and hard
functions, respectively, which determines the kinematic variables upon which
they may depend. In particular, notice the combination of ν- and ξc-dependence
required by the arguments of the jet function, Eq. (5.43).
As in Section 2.5.2 Kc +Gc are renormalized additively, and satisfy [59]
µ
d
dµ
Kc
(√
s
µ ν
(ζc)
1−a , a, αs(µ)
)
= −γKc (αs(µ)) ,
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µ
d
dµ
Gc
(
pJc · ξˆc
µ
, αs(µ)
)
= γKc (αs(µ)) . (5.56)
Since Gc and hence γKc, may be computed from virtual diagrams, they do
not depend on a, and γKc is the universal Sudakov anomalous dimension,
computed in Chapter 4 [12, 45, 59, 73].
With the help of these evolution equations, the terms Kc and Gc in Eq.
(5.55) can be reexpressed as [75]
Kc
(√
s
µ ν
(ζc)
1−a , a, αs(µ)
)
+Gc
(
pJc · ξˆc
µ
, αs(µ)
)
= Kc
(
1
c1
, a, αs
(
c1
√
s
ν
(ζc)
1−a
))
+Gc
(
1
c2
, αs
(
c2 pJc · ξˆc
))
−
c2 pJc ·ξˆc∫
c1
√
s (ζc)
1−a/ν
dλ′
λ′
γKc (αs (λ
′))
= −B′c
(
c1, c2, a, αs
(
c2 pJc · ξˆc
))
− 2
c2 pJc ·ξˆc∫
c1
√
s (ζc)
1−a/ν
dλ′
λ′
A′c (c1, a, αs (λ
′)) ,
(5.57)
where in the second equality we have shifted the argument of the running
coupling in Kc, and have introduced the notation
B′c (c1, c2, a, αs (µ)) ≡ −Kc
(
1
c1
, a, αs (µ)
)
−Gc
(
1
c2
, αs (µ)
)
,
2A′c (c1, a, αs (µ)) ≡ γKc (αs(µ)) + β(g(µ))
∂
∂g(µ)
Kc
(
1
c1
, a, αs(µ)
)
.(5.58)
The primes on the functions A′c and B
′
c are to distinguish these anomalous
dimensions from their somewhat more familiar versions given below. As noted
above, A′c is related to A calculated in the previous chapter.
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The solution to Eq. (5.55) with µ = µ˜0 is
Jc
(
pJc · ξˆc
µ˜0
,
√
s
µ˜0ν
(ζc)
1−a , a, αs(µ˜0)
)
= Jc
( √
s
2 ζ0 µ˜0
,
√
s
µ˜0ν
(ζ0)
1−a , a, αs(µ˜0)
)
× exp

−
pJc ·ξˆc∫
√
s
2ζ0
dλ
λ
[
B′c (c1, c2, a, αs (c2λ))
+ 2
c2 λ∫
c1
s1−a/2
ν(2 λ)1−a
dλ′
λ′
A′c (c1, a, αs (λ
′))
]
 , (5.59)
where we evolve from
√
s/(2 ζ0) to pJc · ξˆc =
√
s/(2 ζc) (see Eq. (5.42)) with
ζ0 =
(
ν
2
)1/(2−a)
. (5.60)
After combining Eqs. (5.54) and (5.59), the choice µ˜0 =
√
s/(2ζ0) =
√
s
ν
(ζ0)
1−a
allows us to control all large logarithms in the jet functions:
Jc
(
pJc · ξˆc
µ
,
√
s
µν
(ζc)
1−a, a, αs(µ)
)
= Jc
(
1, 1, a, αs
(√
s
2 ζ0
))
× exp

−
µ∫
√
s/(2ζ0)
dλ
λ
γJc (αs(λ))


× exp

−
pJc ·ξˆc∫
√
s
2 ζ0
dλ
λ
[
B′c (c1, c2, a, αs (c2λ))
+ 2
c2 λ∫
c1
s1−a/2
ν(2λ)1−a
dλ′
λ′
A′c (c1, a, αs (λ
′))
]
 .(5.61)
As observed above, we treat a as a fixed parameter, with |a| small compared
to ln ν.
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5.3.2 The Resummed Event Shape
Putting everything together, and setting µ =
√
s/2, we arrive at
dσincl (ν, s, a)
dnˆ1
=
dσ0
dnˆ1
H
(
2pJc · ξˆc√
s
, nˆ1, αs(
√
s/2)
)
× S
(
(ζc)
1−a, a, αs
(√
s
ν
))
exp

−
√
s/2∫
√
s/ν
dλ
λ
γs (αs(λ))


×
2∏
c=1
Jc
(
1, 1, a, αs
(√
s
2 ζ0
))
exp

−
√
s/2∫
√
s/(2 ζ0)
dλ
λ
γJc (αs(λ))


× exp

−
pJc ·ξˆc∫
√
s
2 ζ0
dλ
λ
[
B′c (c1, c2, a, αs (c2λ))
+ 2
c2 λ∫
c1
s1−a/2
ν(2 λ)1−a
dλ′
λ′
A′c (c1, a, αs (λ
′))
]

.
(5.62)
ν appears in up to two logarithms per loop, characteristic of conventional
Sudakov resummation. We work to next-to-leading logarithm in ν, by which
we mean the level αks ln
k ν in the exponent. As usual, this requires one loop
in B′c and γJc , and two loops in the Sudakov anomalous dimension A
′
c, Eq.
(5.58). These functions are straightforward to calculate from their definitions
given in the previous sections.
5.4 Results at NLL in Transform Space
In this section, we describe the low-order calculations and results that
provide explicit expressions for the resummed event shape distributions at
next-to-leading logarithm in ν (NLL). We go on to verify that the cross section
is independent on the choice of the eikonal vectors ξc, and relate the case
a = 0 at NLL to the known expressions for the thrust derived with a coherent
branching formalism.
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Below we employ the standard notation,
γ(αs) =
∞∑
n=0
γ(n)
(
αs
π
)n
(5.63)
for any expansion in αs.
5.4.1 Analytical Results at NLL
The Soft Function
The soft function is normalized to S(0) = 1 as can be seen from (5.48).
The one-loop soft anomalous dimension is readily calculated in Feynman
gauge from the combination of virtual diagrams in σ(eik), Eq. (5.45), and J (eik),
Eq. (5.46), in Eq. (5.48). The calculation and the result are equivalent to those
of Ref. [147], where the soft function was formulated in axial gauge,
γ(1)s = −2CF
[
2∑
c=1
ln
(
βc · ξˆc
)
− ln
(
β1 · β2
2
)
− 1
]
. (5.64)
The first, ξc-dependent logarithmic term is associated with the eikonal jets,
while the second is a finite remainder from the combination of σ(eik) and J (eik)
in (5.48). Whenever ξc,⊥ = 0, the logarithmic terms cancel identically, leaving
only the final term, which comes from the ξˆc eikonal self-energy diagrams in
the eikonal jet functions.
The Jet Functions
Recall from Eq. (5.36) that the lowest-order jet function is given by
J (0)c = 1.
The anomalous dimensions of the jet functions are found to be
γ
(1)
Jc = −
3
2
CF , (5.65)
the same for each of the jets. The jet anomalous dimensions are process-
independent, but of course flavor-dependent. The same anomalous dimensions
for final-state quark jets appear in three- and higher-jet cross sections.
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The K-G-Decomposition
The anomalous dimension for the K-G-decomposition is, as noted above,
the Sudakov anomalous dimension (see Eqs. (4.13) and (4.14)),
γ
(1)
Kc = 2CF , (5.66)
γ
(2)
Kc = 2CFK ≡ CF
[
CA
(
67
18
− π
2
6
)
− 10
9
TFNf
]
, , (5.67)
also independent of the jet-direction.
Kc and Gc, the functions that describe the evolution of the jet functions
in Eq. (5.55), are given at one loop by
K(1)c
(
s1−a/2
µν
(
2pJc · ξˆc
)a−1
, a
)
= −CF ln
(
e2γE−(1−a)
µ2ν2
s2−a
(
2pJc · ξˆc
)2(1−a))
,
(5.68)
G(1)c
(
pJc · ξˆc
µ
)
= −CF ln

e−1
(
2 pJc · ξˆc
)2
µ2

 . (5.69)
Evolving them to the values of µ with which they appear in the functions A′c
and B′c, Eq. (5.58), they become
K(1)c
(
1
c1
, a
)
= −CF ln
(
e2γE−(1−a)c21
)
, (5.70)
G(1)c
(
1
c2
)
= −CF ln
(
e−1
4
c22
)
. (5.71)
Recall that Gc is computed from virtual diagrams only, and thus does not
depend on the weight function. It therefore agrees with the result found in
[59]. The soft-gluon contribution, Kc, which involves real gluon diagrams, does
depend on the cross section being resummed.
With the definitions (5.58) of A′c and B
′
c we obtain
A′ (1)c = CF , (5.72)
A′ (2)c (c1, a) =
1
2
CF
[
K +
β0
2
ln
(
e2γE−1+ac21
)]
, (5.73)
B′ (1)c (c1, c2, a) = 2CF ln
(
eγE−1+a/2
2 c1
c2
)
. (5.74)
Here β0 is the one-loop coefficient (A.3) of the QCD beta-function.
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The Hard Scattering, and the Born Cross Section
At NLL only the lowest-order hard scattering function contributes, which
is normalized to
H(0)(αs(
√
s/2)) = 1 . (5.75)
At this order the hard function is independent of the eikonal vectors ξc, al-
though it acquires ξc-dependence at higher order through the factorization
described in Sec. 5.2.4. For completeness, we also give the electromagnetic
Born cross section dσ0
dnˆ1
, at fixed polar and azimuthal angle:
dσ0
dnˆ1
= NC
(∑
f
Q2f
)
α2em
4s
(
1 + cos2 θ
)
, (5.76)
where θ is the c.m. polar angle of nˆ1, eQf is the charge of quark flavor f, and
αem = e
2/(4π) is the fine structure constant.
5.4.2 Independence of the Vectors ξc
It is instructive to verify how dependence on the eikonal vectors ξc cancels
in the exponents of the resummed cross section (5.62) at the accuracy at which
we work, single and double logarithms of ν. In these exponents, ξc-dependence
enters only through the combinations (βc · ξˆc) and (pJc · ξˆc).
Let us introduce the following notation for the exponents in Eq. (5.62),
to which we will return below:
E1 ≡ −
√
s/2∫
√
s/ν
dλ
λ
γs (αs(λ))−
2∑
c=1
√
s/2∫
√
s/(2 ζ0)
dλ
λ
γJc (αs(λ)) , (5.77)
E2 ≡ −
2∑
c=1
pJc ·ξˆc∫
√
s/(2 ζ0)
dλ
λ
[
B′c (c1, c2, a, αs (c2λ))
+ 2
c2 λ∫
c1
s1−a/2
ν(2λ)1−a
dλ′
λ′
A′c (c1, a, αs (λ
′))
]
. (5.78)
At NLL, explicit ξc dependence is found only in γs, Eq. (5.64), for E1, and in
the upper limit of the λ integral of E2. We then find that
∂
∂ ln βc · ξˆc
(E1 + E2) = 2CF
√
s/2∫
√
s/ν
dλ
λ
αs(λ)
π
− 2CF
∫ c2 pJc ·ξˆc
c1
s1−a/2
ν(2pJc ·ξˆc)1−a
dλ′
λ′
αs(λ
′)
π
+NNLL . (5.79)
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Here the second term stems entirely from A′ (1), Eq. (5.72). The remaining con-
tributions are of NNLL order, that is, proportional to αks(
√
s) lnk−1
(
ν βc · ξˆc
)
,
as may be verified by expanding the running couplings. Thus, as required
by the factorization procedure, the relevant ξc-dependence cancels between
the resummed soft and jet functions, which give rise to the first and second
integrals, respectively, in Eq. (5.79).
As a result, we can choose
pJc · ξˆc =
√
s
2
. (5.80)
5.4.3 The Inclusive Event Shape at NLL in Transform
Space
We can simplify the differential event shape, Eq. (5.62), by absorbing
the soft anomalous dimension γs into the remaining terms. We will find a
form that can be compared directly to the classic NLL resummation for the
thrust (a = 0). This is done by rewriting the integral over the soft anomalous
dimension as
∫ √s/2
√
s/ν
dλ
λ
γs (αs(λ)) =
∫ √s/2
√
s/[2(ν/2)1/(2−a)]
dλ
λ
γs (αs(λ))
+
∫ √s/[2(ν/2)1/(2−a)]
√
s/ν
dλ
λ
γs (αs(λ))
=
∫ √s/2
√
s/[2(ν/2)1/(2−a)]
dλ
λ
γs (αs(λ))
+(1− a)
∫ √s/2
√
s/[2(ν/2)1/(2−a)]
dλ
λ
γs
(
αs
(
s1−a/2
ν(2λ)1−a
))
= (2− a)
∫ √s/2
√
s/[2(ν/2)1/(2−a)]
dλ
λ
γs (αs(λ))
−(1− a)
∫ √s/2
√
s/[2(ν/2)1/(2−a)]
dλ
λ
×
∫ λ
s1−a/2/[ν(2λ)1−a ]
dλ′
λ′
β(g(λ′))
∂
∂g
γs (αs(λ
′)) .
(5.81)
In the first equality we split the λ integral so that the limits of the first term
match those of the B′c integral of Eq. (5.62). In the second equality we have
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changed variables in the second term according to
λ→
(
s1−
a
2
21−aνλ
) 1
1−a
, (5.82)
so that the limits of the second integral also match. In the third equality of Eq.
(5.81), we have reexpressed the running coupling at the old scale λ in terms of
the new scale. This is a generalization of the procedure of Ref. [149], applied
originally to the threshold-resummed Drell-Yan cross section [150, 151].
Using Eq. (5.81), and identifying pJc · ξˆc with
√
s/2 (Eq. (5.80)) in the
inclusive event shape distribution, Eq. (5.62), we can rewrite this distribution
at NLL as
dσincl (ν, s, a)
dnˆ1
=
dσ0
dnˆ1
×
2∏
c=1
exp

−
√
s/2∫
√
s/[2(ν/2)1/(2−a)]
dλ
λ
[
Bc (c1, c2, a, αs (λ))
+2
c2 λ∫
c1
s1−a/2
ν(2 λ)1−a
dλ′
λ′
Ac (c1, a, αs (λ
′))
]
 ,
(5.83)
where we have rearranged the contribution of γs as:
Ac (c1, a, αs (µ)) ≡ A′c (c1, a, αs (µ))−
1
4
(1− a) β(g(µ)) ∂
∂g
γs (αs(µ)) ,
Bc (c1, c2, a, αs (µ)) ≡ γJc (αs(µ)) +
(
1− a
2
)
γs (αs(µ))
+B′c (c1, c2, a, αs (µ)) . (5.84)
Next, we replace the lower limit of the λ′-integral by an explicit θ-function.
Then we exchange orders of integration, and change variables in the term con-
taining A from the dimensionful variable λ to the dimensionless combination
u =
2λλ′
s
. (5.85)
125
We find
dσincl (ν, s, a)
dnˆ1
=
dσ0
dnˆ1
2∏
c=1
exp

−
√
s/2∫
√
s/[2(ν/2)1/(2−a)]
dλ
λ
Bc (c1, c2, a, αs (λ))


×
2∏
c=1
exp
{
−2
∫ √s
0
dλ′
λ′
∫ λ′/√s
λ′2/s
du
u
θ
(
c−11 ν
λ′au1−a
sa/2
− 1
)
Ac (c1, a, αs (λ
′))
}
.
(5.86)
Here, the θ-function vanishes for small λ′, and the remaining effects of re-
placing the lower boundary of the λ′ integral by 0 are next-to-next-to-leading
logarithmic.
A further change of variables allows us to write the NLL resummed event
shapes in a form familiar from the NLL resummed thrust. In the first line of
Eq. (5.86), we replace λ2 → us/4. In the second line we relabel λ′ → √q2,
and exchange orders of integration. Finally, choosing as in Eq. (3.34)
c1 = e
−γE ,
c2 = 2,
we find at NLL
dσincl (ν, s, a)
dnˆ1
=
dσ0
dnˆ1
2∏
c=1
exp


1∫
0
du
u

 us∫
u2s
dq2
q2
Ac
(
αs(q
2)
)(
e−u
1−aν(q2/s)
a/2
− 1
)
+
1
2
Bc (αs(us/4))
(
e−u(ν/2)
2/(2−a)e−γE − 1
) ]}
,
(5.87)
and reproduce the well-known coefficients
A(1)c = CF , (5.88)
A(2)c =
1
2
CFK, (5.89)
B(1)c = −
3
2
CF , (5.90)
independent of a. In Eq. (5.87), we have made use of the relation (3.30). With
these choices, we reproduce the NLL resummed thrust cross section [30, 142]
when a = 0. This also follows directly from eikonal exponentiation, as shown
in Section 3.4.2.
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The choices of the ci in Eq. (3.34) cancel all purely soft NLL components
(γs and Kc). The remaining double logarithms stem from simultaneously soft
and collinear radiation, and single logarithms arise from collinear configura-
tions only. At NLL, the cross section is determined by the anomalous dimen-
sion Ac, which is the coefficient of the singular 1/[1−x]+ term in the nonsinglet
evolution kernel computed in Chapter 4 [12, 68, 95], and the quark anomalous
dimension. All radiation in dijet events thus appears to be emitted coher-
ently by the two jets [30, 142]. This, however, is not necessarily true beyond
next-to-leading logarithmic accuracy for dijets, and is certainly not the case
for multijet events [147].
Explicit Expressions
It is straightforward to perform the integrals in Eq. (5.87), using the
running coupling in terms of the coupling α evaluated at the hard scale
√
s/2
(compare to (A.6) and (A.7)):
α ≡ αs
(√
s
2
)
(5.91)
αs(µ) =
α
1 + β0
2π
α ln 2µ√
s

1− β1
4πβ0
α
1 + β0
2π
α ln 2µ√
s
ln
(
1 +
β0
2π
α ln
2µ√
s
)
+ . . .

 .
(5.92)
The term with β1 is only necessary for the integral containing A
(1)
c . In the
following we drop the subscript c and multiply the exponent by 2, since both
jets give equal contributions.
We find
1
dσ0
dnˆ1
dσ˜ (ν, s, a)
dnˆ1
= exp
{
2 ln(ν) g1
(
β0
2π
α
2− a ln ν, a
)
+2 g2
(
β0
2π
α
2− a ln ν, a
)
+O
(
αns ln
n−1 ν
)}
,(5.93)
where the functions g1 and g2 that resum leading and next-to-leading loga-
rithms, respectively, are given by
g1(x, a) = − 4
β0
1
1− a
1
x
A(1)
[ (
1
2− a − x
)
ln(1− (2− a)x)
−(1− x) ln(1− x)
]
, (5.94)
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g2(x, a) =
2
β0
B(1) ln(1− x)
− 8
β20
1
1− aA
(2) [(2− a) ln(1− x)− ln(1− (2− a)x)]
− 4
β0
γE
1
1− aA
(1) [ln(1− x)− ln(1− (2− a)x)]
+
4
β0
ln 2
1
1− a A
(1) [(2− a) ln(1− x)− ln(1− (2− a)x)]
−β1
β30
1
1− aA
(1) [2 ln(1− (2− a)x)− 2(2− a) ln(1− x)
+ ln2(1− (2− a)x)− (2− a) ln2(1− x)
]
.
(5.95)
The factors of 2 in (5.93) are due to the fact that the two jets give equal
contributions. Eq. (5.93) reduces for a = 0 to the form found in [30], up to
the term proportional to ln 2 in g2 which is due to the fact that we use the
hard scale
√
s/2 instead of
√
s in [30]. The cross section at an arbitrary scale
µ is easily found from (5.93) at NLL:
1
dσ0
dnˆ1
dσ˜ (ν, s, a)
dnˆ1
≡ [J (ν, s, a)]2
= exp
{
2 ln(ν) g1
(
β0
2π
αs(µ)
2− a ln ν, a
)
+2
(
β0
2π
)2
α2s(µ)
2− a ln
2 ν ln
(
2µ√
s
)
g′1
(
β0
2π
αs(µ)
2− a ln ν, a
)
+2 g2
(
β0
2π
αs(µ)
2− a ln ν, a
)
+O
(
αns ln
n−1 ν
)}
, (5.96)
where
g′1 (x, a) =
∂
∂x
g1(x, a)
= − 4
β0
1
1− a
1
x2
A(1)
[
ln(1− x)− 1
2− a ln(1− (2− a)x)
]
.(5.97)
Setting µ =
√
s as in [30] cancels the term proportional to ln 2 in Eq. (5.95),
and we reproduce for a = 0 the form of [30].
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5.5 Inverse Transform
To perform the inversion we follow the method of [30], which is well suited
for resummed formulae without soft contributions, like (5.87). We also note
that there are a variety of other techniques for inverting Laplace transforms,
see for example [152, 153], which differ in their treatment of ambiguities in
the transform due to the asymptotic nature of the perturbative series. These
ambiguities manifest themselves in the transformed cross section (5.87) as
singularities when reaching the Landau pole in the running coupling. In this
study we bypass these issues by expanding in terms of a fixed coupling, as in
(5.93). Nevertheless, we have to keep in mind that our result still contains
these ambiguities, which manifest themselves as power corrections. We return
to this issue below, in Sec. 5.7.
First, we consider the integrated cross section
dσ(ε¯, s, a)
dnˆ1
=
dσ0
dnˆ1
1
2πi
∫
C
dν
ν
eνε¯ [J (ν, s, a)]2 , (5.98)
with J given in terms of g1, g2, and g′1 in Eq. (5.96). The contour lies in the
complex plane to the right of all singularities of the integrand. Here we have
dropped the subscript c because the two jets give equal contributions.
We can now perform a Taylor expansion of the exponent with respect to
ln ν around ln ν = ln 1/ε¯, because the functions g1 and g2 vary more slowly
with ν than νε¯. At NLL accuracy we can neglect all derivatives of order two
and higher in the Taylor expansion of the exponent. Performing the integral
is then straightforward, using
1
2πi
∫
C
dueu−(1−γ) lnu =
1
Γ(1− γ) . (5.99)
We find
1
dσ0
dnˆ1
dσ(ε¯, s, a)
dnˆ1
=
exp
{
2 ln 1
ε¯
g1(x, a) + 2g2(x, a) + 2(2− a)x2 ln
(
2µ√
s
)
g′1(x, a)
}
Γ
[
1− 2g1(x, a)− 2xg′1(x, a)
] ,(5.100)
where
x ≡ αs(µ)
π
β0
2 (2− a) ln
1
ε¯
, (5.101)
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and the functions gi, i = 1, 2 are given in Eqs. (5.94), (5.95), and (5.97).
The differential cross section (5.7) is easily obtained from Eq. (5.100),
1
dσ0
dnˆ1
dσ(ε¯, s, a)
dε¯ dnˆ1
=
1
ε¯
d
d ln ε¯
dσ(ε¯, s, a)
dnˆ1
. (5.102)
5.5.1 Double and Leading Logarithmic Approximation
The double logarithmic approximation (DL) which sums only terms pro-
portional to αns ln
2n−1 ε¯ in the differential cross section stems entirely from the
first order in αs in g1 in the numerator. We find a DL contribution independent
of a
ε¯
dσ0
dnˆ1
dσ(ε¯, s, a)
dε¯ dnˆ1
= −2A(1)αs
π
ln ε¯ e−A
(1) αs
pi
ln2 ε¯. (5.103)
Since the DL approximation turns out to be a-independent, this result is equal
to the DL approximation for the thrust cross section [154, 155].
The leading logarithmic contribution (LL) is given by
ε¯
dσ0
dnˆ1
dσ(ε¯, s, a)
dε¯ dnˆ1
= 2 (g1(x) + xg
′
1(x)) e
−2g1(x) ln ε¯, (5.104)
where x is defined in (5.101).
The full result at NLL order can be obtained by inserting (5.100) into
(5.102).
5.6 Numerical Results
5.6.1 Matching with Fixed Order Calculations
Analytical fixed order expressions for the thrust exist only up to O(αs)
[136], for matching at NLL it is necessary, however, to know the fixed order
contributions up to O(α2s). These can be calculated numerically, not only for
the thrust, using, for example, the program EVENT2 [156].
In the following we will use direct matching, that is, the cross section is
computed as
dσ (ε¯, s, a)
dε¯ dnˆ1
=
dσresum (ε¯, s, a)
dε¯ dnˆ1
− dσ
exp, (2)
resum (ε¯, s, a)
dε¯ dnˆ1
+
dσ
(2)
fixed (ε¯, s, a)
dε¯ dnˆ1
, (5.105)
where the subscript resum denotes our resummed cross section, the second
term on the right, dσexp, (2)
resum
is the resummed cross section expanded up to
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order α2s, and dσ
(2)
fixed is the fixed order cross section calculated with EVENT2
up to order α2s. Other matching schemes are possible, they differ from the
above formula at order α3s and NNLL.
Determination of the Thrust Axis
The implementation of our generalized weight (5.3) with (5.2) is straight-
forward, since the weight is defined with respect to the thrust axis, and since
the method of event generation in EVENT2 is Lorentz-invariant. The de-
fault frame of the program is the partonic center-of-mass frame, which is also
convenient for our purposes.
At order O(α2s), up to only four partons contribute to the final state.
For two- or three-parton final states, the thrust axis is given simply by the
direction of the parton that carries the biggest energy fraction. For four- or
higher parton final states, it is best to rewrite Eq. (2.79) as [157]
T = max
ǫi=±1
|∑i ǫi~pi|∑
j |~pj |
. (5.106)
This may be interpreted as applying Eq. (2.79) to an event with 2n particles,
half of which carry the momenta in the original directions ~pi and the other
half in the directions −~pi, which automatically balances the momentum. Eq.
(5.106) then follows from [158]
∑
i∈C+
~pi · nˆ =
∣∣∣∣∣∣
∑
i∈C+
~pi
∣∣∣∣∣∣ cos θ(tot)n, (5.107)
where C+ is the class of momenta for which ~pi · nˆ > 0 with ~pi in the doubled
set of momenta, and θ(tot)n is the angle between the sum over all momenta in
C+,
∑
i∈C+ ~pi ≡ ~ptot, and vector nˆ. Maximizing this expression gives (5.106),
where θ(tot)n = 0. Geometrically, this can be interpreted as the task of finding
the three-dimensional polygon built out of all participating momenta with
the largest diameter. The direction of the largest diameter corresponds to the
thrust axis. The momenta comprise a polygon due to momentum conservation∑
i ~pi = 0, and different orderings of the vectors result in different polygons,
possibly with crossing of lines. To find the thrust axis via Eq. (5.106) requires
a test of 2n−1 possibilities (The factor 2−1 comes from the fact that T is
unchanged when all ǫi → (−ǫi).). This is quite feasible and fast for four
partons in the final state, the maximal number needed at NLO.
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5.6.2 Matched Results at NLL
Here we show some representative results for the matched resummed cross
sections for various values of the parameter a. The NLL resummed cross sec-
tion is found from Eq. (5.100) which is valid up to power corrections for values
of ε¯ away from the end-point region β0/(2π)αs ln ε¯ < 1, or ε¯ > ΛQCD/
√
s. For
ε¯ ∼ ΛQCD/√s non-perturbative corrections become dominant. We therefore
cut off the small values of ε¯ from our plots.
Figure 5.3: Comparison of fixed order and resummed cross sections for
a = −0.5 at c.m. energy √s = 91 GeV as a function of ε¯. Shown are the
leading order (LO), matched leading logarithmic (LL), next-to-leading order
(NLO) and matched next-to-leading logarithmic (NLL) results.
In Fig. 5.3 we compare the cross sections evaluated at fixed order via
EVENT2 [156] with our resummed results matched according to Eq. (5.105).
Shown are the differential cross sections 1
σ
dσ
dε¯
, normalized by the total cross
section, as a function of ε¯ at a center-of-mass energy of
√
s = 91 GeV. As
one can see from Fig. 5.3, fixed order calculations are sufficient for not too
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small values of ε¯. However, the fixed order results are singular at the phase-
space boundary ε¯→ 0, and resummation is necessary for accurate quantitative
predictions.
Furthermore, Fig. 5.3 shows that the difference between LL and NLL
resummed results is quite sizeable. As mentioned in the introduction to event
shapes, Sec. 2.4.1, event shapes are used in precision measurements of the
running coupling [159]. Although higher logarithmic corrections are generally
expected to be not as sizeable, it may be necessary to include NNLL corrections
to reduce the theoretical uncertainty in the determination of αs. At NNLL
accuracy not only the knowledge of the three-loop coefficient A(3) is necessary,
whose fermionic part was computed in the previous chapter, but also the full
resummed expression (5.62) instead of its simplified version (5.87), valid only
up to NLL, has to be used in the computation.
In Fig. 5.4 we plot the matched resummed results at NLL for a = −1
and a = 0 (the thrust-related shape), normalized as above, 1
σ
dσ
dε¯
, as a func-
tion of ε¯ for a c.m. energy of
√
s = 91 GeV. For a = 0 we reproduce the
results of [30]. We compare our predictions, valid at the partonic level, to
the corresponding cross sections computed by PYTHIA [160], version 6.215
[161], at the hadronic level, using PYTHIA’s implementation of the string
fragmentation model [162, 163]. We use the default settings of the program.
The string picture seems to model the hadronization process fairly well, as
the comparison with some recent data for the thrust shows, displayed also in
Fig. 5.4. We note that our definition of the thrust-related shape, Eq. (5.2) at
a = 0, is only equivalent to 1−T at the partonic level, with T defined in terms
of three-momenta as in Eq. (2.79). At the partonic level mass-effects are neg-
ligible, in contrast to the hadronic level. For the comparison with PYTHIA
in Fig. 5.4 we use the definition of our event shape in terms of energies, (5.2),
for both the partonic and the hadronic level. Other prescriptions are of course
possible [164].
The difference between partonic and hadronic level, in terms of location
of the peak and overall shape at small values of ε¯, is due to hadronization and
other non-perturbative effects. These, as briefly mentioned in Sec. 1.1.4 and
5.5, manifest themselves as power corrections to the perturbatively calculated
cross section. We will give some brief qualitative arguments below, but reserve
a more quantitative study for future work.
133
Figure 5.4: Comparison of matched NLL resummed cross sections for a = −1
and a = 0 to the corresponding cross sections calculated by PYTHIA with
string hadronization (SF) at
√
s = 91 GeV. The data for a = 0 (ε¯ = 1 − T )
are taken from [165] (SLD) and [166] (DELPHI).
5.7 Power Corrections
Starting from Eq. (5.87), we can proceed analogously to Sec. 3.4.3 to
infer the form of nonperturbative corrections. Changing orders of integration
in (5.87), and using Eq. (A.10), we obtain
σ˜(eik)a (ν) = exp
{
2
Q2∫
0
dq2
q2
A
(
αs(Q
2)
1 + β0
4π
αs(Q2) ln
q2
Q2
)
×
q/Q∫
q2/Q2
du
u
(
e−νu
1−a(q/Q)a − 1
)}
, (5.108)
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where
√
s = Q. Expanding the exponential in the exponent, changing variables
as in Eq. (3.39),
tn ≡ n t = n
2
αs(Q
2) ln
Q2
q2
, (5.109)
and performing the integral over u results in
σ˜(eik)a (ν) = exp
{
2
1− a
∞∑
n=1
1
n2 n!
(−ν)n
αs(Q2)
∞∫
0
dtnA
(
αs(Q
2)
1− β0
2π n
tn
)
e
− tn
αs(Q2)
×
[
1− e−
tn (1−a)
αs(Q2)
]}
. (5.110)
Comparing to the Borel integral, Eq. (1.13), we find an ambiguity propor-
tional to 1/Q, just as for the thrust. Here, however, corrections are suppressed
by non-integer powers, by O(1/Q1−a), due to the lower limit in the integral
over u in (5.108).
ln σ˜a(ν,Q) = ln σ˜a, PT(ν,Q) + ln σ˜
power
a
(
ν
Q
)
+O
(
ν
Q2−a
)
, (5.111)
where
ln σ˜powera
(
ν
Q
)
≡ 1
1− a ln f˜
power
(
ν
Q
)
. (5.112)
Moreover, from Eq. (5.111) with (5.112) we find that shape distributions with
two different parameters a, b < 1 have leading nonperturbative corrections
that are related to each other by [167]
ln σ˜powera
(
ν
Q
)
=
1− b
1− a ln σ˜
power
b
(
ν
Q
)
, (5.113)
as was observed by G. Sterman.
As can be seen from Fig. 5.4, these power corrections shift the peak of
the cross section as well as change its shape. The leading effect is a shift of the
distribution [82, 90, 168]. In general, however, the effect of the leading power
corrections is also to change the shape of the distribution [83, 169]. The latter
effect is most prominent at small values of the shape, ε¯ ∼ ΛQCD/Q.
That the leading effect at moderate ε¯ is a shift of the distribution can be
seen from the first term in the expansion (5.110), n = 1. From the above, the
ambiguity due to this term, denoted by the superscript (1), is proportional to
ln σ˜power (1)a = −
λ1
1− a
ν
Q
, (5.114)
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where λ1 is a nonperturbative, constant parameter (compare to Eqs. (1.6) and
(3.36)). Inserting this expression into (5.111), we obtain the cross section in
momentum space from (5.98)
dσ(ε¯, s, a)
dnˆ1
=
dσ0
dnˆ1
1
2πi
∫
C
dν
ν
eν(ε¯−
1
1−a
λ1
Q ) [J (ν, s, a)]2 . (5.115)
Thus the integrated cross section is shifted to the right by an amount
∆ε¯(a,Q) =
1
1− a
λ1
Q
. (5.116)
To first approximation this also holds for the differential cross section (5.102)
for not too small values of ε¯. As mentioned above, for very small ε¯ ∼ ΛQCD/Q
not only the first term with n = 1 in (5.110) has to be considered. The result
is then a change in the overall shape of the distribution [83, 169].
Here we only study the shift of the distribution (5.116), more precisely,
the shift of the peak ∆ε¯p. From Eq. (5.113) we infer, that the shifts of the
peaks for different values of amultiplied by (1−a) are the same when measured
at the same scale Q:
(1− a)∆ε¯p(a,Q) = (1− b)∆ε¯p(b, Q). (5.117)
Fig. 5.5 shows the shifts of the peaks between our NLL resummed predic-
tions and the corresponding hadronic distributions computed with PYTHIA
with the string fragmentation model as in Sec. 5.6.2, multiplied by (1 − a),
at c.m. energy Q =
√
s = 91 GeV. We compare the so-obtained value to the
shift of the peak for the thrust (a = 0) determined in [170] between resummed
predictions and experimental data. The shifts for different values of a obey the
relation Eq. (5.117) surprisingly well, although the peaks are at fairly small
values of ε¯. This seems to confirm the universality of the power corrections
within the class of event shapes under consideration, Eq. (5.113).
5.8 Summary and Outlook
We have introduced a general class of inclusive event shapes in e+e− dijet
events which reduce to the thrust and the jet broadening distributions as
special cases. We have derived analytic expressions in transform space, and
have shown the equivalence of our formalism at NLL with the well-known result
for the thrust [30, 142]. Separate studies of this class of event shapes at higher
orders, more quantitative studies of power corrections, and a comparison to
experiment are certainly of interest. We reserve these studies for future work.
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Figure 5.5: Shifts of the peaks ∆ε¯p(a,Q =
√
s = 91 GeV) of the distributions
1
σ
dσ
dε¯
between NLL partonic resummed predictions and hadronic cross sections
computed with PYTHIA with string fragmentation. The result is multiplied
by (1 − a). The blue band is the shift of the peak for the thrust determined
in [170] between resummed predictions and experimental data.
Measurements of jet events in general rely on our determination of the
energies of jets in the presence of an “underlying event”, consisting of particles
not directly associated with jet production. An understanding of the under-
lying event requires good control over perturbative bremsstrahlung associated
with the hard scattering itself, so that the two effects may be separated. In
the next chapter we will correlate the general class of event shapes discussed
above with the measurement of energy flow into restricted parts of phase space.
Such correlations between event shapes and energy flow emphasize radiation
directly from the partons that undergo the hard scattering. Studies of these
shape/flow correlations may therefore help to disentangle the underlying event
from the bremsstrahlung of the hard scattering.
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Chapter 6
Interjet Energy Flow/Event Shape
Correlations
Energy flow [171, 172, 173, 174] into angular regions between energetic
jets gives information that is in some ways complementary to what we learn
from event shapes. In perturbation theory, the distribution of particles in the
final state reflects interference between radiation from different jets [133], and
there is ample evidence for perturbative antenna patterns in interjet radiation
at both e+e− [175, 176, 177, 178, 179] and hadron colliders [180, 181]. Energy
flow between jets must also encode the mechanisms that neutralize color in
the hadronization process, and the transition of QCD from weak to strong
coupling. Knowledge of the interplay between energy and color flows [9, 147]
may help identify the underlying event in hadron collisions [182, 183], to dis-
tinguish QCD bremsstrahlung from signals of new physics. Nevertheless, the
systematic computation of energy flow into interjet regions has turned out to
be subtle [184, 185, 186] for reasons that we will review below, and requires a
careful construction of the class of jet events.
Here we introduce correlations between event shapes and energy flow,
“shape/flow correlations”, that are sensitive primarily to radiation from the
highest-energy jets. So long as the observed energy is not too small, in a
manner to be quantified below, we may control logarithms of the ratio of
energy flow to jet energy. This chapter is based on our publications [9, 10, 11].
The energy flow observables that we discuss below are distributions asso-
ciated with radiation into a chosen interjet angular region, Ω. Within Ω we
identify a kinematic quantity QΩ ≡ εQ, at c.m. energy Q, with ε ≪ 1. QΩ
may be the sum of energies, transverse energies or related observables for the
particles emitted into Ω. Let us denote by Ω¯ the complement of Ω. We are
interested in the distribution of QΩ for events with a fixed number of jets in
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Ω¯. This set of events may be represented schematically as
A+B → Jets +XΩ¯ +RΩ(QΩ) . (6.1)
Here XΩ¯ stands for radiation into the regions between Ω and the jet axes, and
RΩ for radiation into Ω.
We start by describing the subtleties associated with the computation
of interjet energy flow in 6.1, before proposing shape/flow correlations as a
means to control secondary effects. After giving a two-loop example, we fac-
torize and resum large logarithmic corrections to the shape/flow correlations
in e+e− dijet events. In Sections 6.5 and 6.6 we give analytical and numerical
results for e+e− events at NLL. In Sec. 6.7 we show the application of our
formalism to events with hadrons in the initial state. For hadronic events,
the nontrivial color flow can be described via matrices in the space of color
exchanges. Explicit color decompositions are listed in Appendix C.
6.1 Non-global Logarithms
The subtlety associated with the computation of energy flow concerns
the origin of logarithms, and is illustrated by Fig. 6.1. Gluon 1 in Fig. 6.1
is an example of a primary gluon, emitted directly from the hard partons
near a jet axis. Phase space integrals for primary emissions contribute single
logarithms per loop: (1/QΩ)α
n
s ln
n−1(Q/QΩ) = (1/εQ)αns ln
n−1(1/ε), n ≥ 1,
and these logarithms exponentiate in a straightforward fashion [9]. At fixed QΩ
for Eq. (6.1), however, there is another source of potentially large logarithmic
corrections in QΩ. These are illustrated by gluon 2 in the figure, an example
of secondary radiation in Ω, originating a parton emitted by one of the leading
jets that define the event into intermediate region Ω¯. As observed by Dasgupta
and Salam [184, 185, 186], emissions into Ω from such secondary partons can
also result in logarithmic corrections, of the form (1/QΩ)α
n
s ln
n−1(Q¯Ω¯/QΩ), n ≥
2, where Q¯Ω¯ is the maximum energy emitted into Ω¯. These logarithms arise
from strong ordering in the energies of the primary and secondary radiation
because real and virtual enhancements associated with secondary emissions do
not cancel each other fully at fixed QΩ.
If the cross section is fully inclusive outside of Ω, so that no restriction
is placed on the radiation into Ω¯, Q¯Ω¯ can approach Q, and the secondary
logarithms can become as important as the primary logarithms. Such a cross
section, in which only radiation into a fixed portion of phase space (Ω) is
specified, was termed “non-global” by Dasgupta and Salam, and the associated
logarithms are also called non-global [184, 185, 186, 187, 188, 189, 190, 191].
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In effect, a non-global definition of energy flow is not restrictive enough
to limit final states to a specific set of jets, and non-global logarithms are
produced by jets of intermediate energy, emitted in directions between region
Ω and the leading jets. Thus, interjet energy flow does not always originate
directly from the leading jets, in the absence of a systematic criterion for
suppressing intermediate radiation. Correspondingly, non-global logarithms
reflect color flow at all scales, and do not exponentiate in a simple manner. Our
aim in this chapter is to formulate a set of observables for interjet radiation
in which non-global logarithms are replaced by calculable corrections, and
which reflect the flow of color at short distances. By restricting the sizes of
event shapes, we will limit radiation in region Ω¯, while retaining the chosen
jet structure.
An important observation that we will employ below is that non-global
logarithms are not produced by secondary emissions that are very close to a
jet direction, because a jet of parallel-moving particles emits soft radiation
coherently. By fixing the value of an event shape near the limit of narrow
jets, we avoid final states with large energies in Ω¯ away from the jet axes. At
the same time, we will identify limits in which non-global logarithms reemerge
as leading corrections, and where the methods introduced to study nonglobal
effects in Refs. [184, 185, 186, 188, 189, 190, 191] provide important insights.
To formalize these observations, we study below correlated observables
for e+e− annihilation into two jets. (In Eq. (6.1) A and B denote positron and
electron.) In e+e− annihilation dijet events, the underlying color flow pattern
is simple, which enables us to concentrate on the energy flow within the event.
We give an outlook on the application of our formalism to cross sections with
hadrons in the initial state, where the color flow is non-trivial [9, 147]. In this
chapter, we will correlate the generalized event shape f¯(a), introduced in the
previous chapter, with energy flow. To avoid large non-global logarithmic cor-
rections we weigh events by exp[−νf¯ ], with ν the Laplace transform conjugate
variable. The parameter a allows us to dial the amount of energy emitted into
the interjet radiation, thus to control non-global logarithmic corrections.
For the restricted set of events with narrow jets, energy flow is propor-
tional to the lowest-order cross section for gluon radiation into the selected
region. The resummed cross section, however, remains sensitive to color flow
at short distances through anomalous dimensions associated with coherent in-
terjet soft emission. In a sense, our results show that an appropriate selection
of jet events automatically suppresses nonglobal logarithms, and confirms the
observation of coherence in interjet radiation [133, 180].
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Figure 6.1: Sources of global and non-global logarithms in dijet events. Config-
uration 1, a primary emission, is the source of global logarithms. Configuration
2 can give non-global logarithms.
6.2 Shape/Flow Correlations in e+e− Dijet
Events
6.2.1 Shape/Flow Correlations
In the notation of Eq. (6.1), we will study an event shape distribution for
the process
e+ + e− → J1(pJ1) + J2(pJ2) +XΩ¯
(
f¯
)
+RΩ(QΩ) , (6.2)
at c.m. energy Q ≫ QΩ ≫ ΛQCD. Two jets with momenta pJc , c = 1, 2 emit
soft radiation (only) at wide angles. Again, Ω is a region between the jets to
be specified below, where the total energy or the transverse energy QΩ of the
soft radiation is measured, and Ω¯ denotes the remaining phase space (see Fig.
6.1). Radiation into Ω¯ is constrained by event shape f¯ , Eq. (5.3). We refer
to cross sections at fixed values (or transforms) of f¯ and QΩ as shape/flow
correlations.
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We find the jet axes as described in Section 5.1, minimizing the thrust-
related quantity f¯Ω¯1(N, a = 0). In contrast to Sec. 5.1, we divide now the
phase space into three regions:
• Region Ω, in which we measure, for example, the energy flow,
• Region Ω¯1, the entire hemisphere centered on nˆ1, that is, around jet 1,
except its intersection with Ω,
• Region Ω¯2, the complementary hemisphere, except its intersection with
Ω.
We will study the correlations of the set of event shapes f¯(a) with the energy
flow into Ω, denoted as
f(N) =
1√
s
∑
nˆi∈Ω
ωi . (6.3)
The differential cross section for such dijet events at fixed values of f¯ and
f is given by
dσ¯(ε, ε¯, s, a)
dε dε¯ dnˆ1
=
1
2s
∑
N
|M(N)|2 (2π)4 δ4(pI − pN)
×δ(ε− f(N)) δ(ε¯− f¯(N, a)) δ2(nˆ1 − nˆ(N)) , (6.4)
to be contrasted with the corresponding inclusive event shape, Eq. (5.7). ε,
like ε¯, is required to be much less than unity in the elastic limit:
0 < ε≪ 1. (6.5)
We choose our coordinate system in the same way as in the previous chapter,
Eq. (5.10).
Here we seek to control corrections in the single-logarithmic variable
αs(Q) ln(1/ε), with ε = QΩ/Q. Such a resummation is most relevant when
αs(Q) ln
(
1
ε
)
≥ 1→ ε ≤ exp
( −1
αs(Q)
)
. (6.6)
Let us compare these logarithms to non-global effects in shape/flow corre-
lations. At ν = 0 and for a → −∞, the cross section becomes inclusive
outside Ω. As we show below, the non-global logarithms discussed in Refs.
[184, 185, 186] appear in shape/flow correlations as logarithms of the form
αs(Q) ln(1/(εν)), with ν the moment variable conjugate to the event shape.
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Figure 6.2: A kinematic configuration that gives rise to the non-global loga-
rithms. A soft gluon with momentum k is radiated into the region Ω, and an
energetic gluon with momentum l is radiated into Ω¯. Four-vectors β1 and β2,
define the directions of jet 1 and jet 2, respectively.
To treat these logarithms as subleading for small ε and (relatively) large ν, we
require that
αs(Q) ln
(
1
εν
)
< 1→ ε > 1
ν
exp
( −1
αs(Q)
)
. (6.7)
For large ν, there is a substantial range of ε in which both (6.6) and (6.7) can
hold. When ν is large, moments of the correlation are dominated precisely by
events with strongly two-jet energy flows, which is the natural set of events
in which to study the influence of color flow on interjet radiation. (The peak
of the thrust cross section is at (1 − T ) of order one-tenth at LEP energies,
corresponding to ν of order ten, so the requirement of large ν is not overly
restrictive.) In the next subsection, we show how the logarithms of (εν)−1
emerge in a low order example.
6.2.2 Low Order Example
In this section, we check the general ideas developed above with the con-
crete example of a two-loop cross section for the process (6.2). This is the low-
est order in which a non-global logarithm occurs, as observed in [184, 185, 186].
We normalize this cross section to the Born cross section for inclusive dijet pro-
duction. A similar analysis for the same geometry has been carried out in [185]
and [191].
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Figure 6.3: The relevant two-loop cut diagrams corresponding to the emission
of two real gluons in the final state contributing to the eikonal cross section.
The dashed line represents the final state, with contributions to the amplitude
to the left, and to the complex conjugate amplitude to the right.
The kinematic configuration we consider is shown in Fig. 6.2. Two fast
partons, of velocities ~β1 and ~β2, are treated in eikonal approximation. In
addition, gluons are emitted into the final state. A soft gluon with momentum
k is radiated into region Ω and an energetic gluon with momentum l is emitted
into the region Ω¯. We consider the cross section at fixed energy, ωk ≡ ε
√
s.
As indicated above, non-global logarithms arise from strong ordering of the
energies of the gluons, which we choose as ωl ≫ ωk. In this region, the gluon
l plays the role of a “primary” emission, while k is a “secondary” emission.
For our calculation, we take the angular region Ω to be a “slice” or “ring”
in polar angle of width 2δ, or equivalently, (pseudo) rapidity interval (−η, η),
with
∆η = 2η = ln
(
1 + sin δ
1− sin δ
)
, (6.8)
The lowest-order diagrams for this process are those shown in Fig. 6.3, includ-
ing distinguishable diagrams in which the momenta k and l are interchanged.
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The diagrams of Fig. 6.3 give rise to color structures C2F and CFCA, but
terms proportional to C2F may be associated with a factorized contribution to
the cross section, in which the gluon k is emitted coherently by the combina-
tions of the gluon l and the eikonals. To generate the CFCA part, on the other
hand, gluon k must “resolve” gluon l from the eikonal lines, giving a result
that depends on the angles between ~l and the eikonal directions.
We choose the reference frame such that the momenta of the final state
particles are given by:
β1 = (1, 0, 0, 1),
β2 = (1, 0, 0,−1),
l = ωl(1, sl, 0, cl),
k = ωk(1, sk cosφ, sk sinφ, ck). (6.9)
Here we define sl,k ≡ sin θl,k and cl,k ≡ cos θl,k. θl is the angle between the
vectors ~l and ~β1, θk is the angle between the vectors ~k and ~β1 and φ is the
azimuthal angle of the gluon with momentum k relative to the plane defined
by β1, β2 and l. The available phase space in polar angle for the radiated
gluons is θk ∈ (π/2− δ, π/2 + δ) and θl ∈ (0, π/2− δ) ∪ (π/2 + δ, π).
Using the diagrammatic rules for eikonal lines and vertices, as listed in
Appendix A.2, we can write down the expressions corresponding to each dia-
gram separately. For example, diagram 6.3 a) gives
a) + (k ↔ l) =
[
fabcTr(T
aTbTc)
] (
−ig4s βα1 ββ2 βγ1
)
Vαβγ(k + l,−k,−l)
× 1
β1 · (k + l)
1
2k · l
1
β1 · l
1
β2 · k
+ (k ↔ l). (6.10)
Vαβγ(k+l,−k,−l) = [(2k+l)γgαβ+(l−k)αgβγ−(2l+k)βgαγ] is the momentum-
dependent part of the three gluon vertex. Using the color identity fabc Tr
(T aT bT c) = iCFNCCA/2, and the approximation βj · l ≫ βj · k for j = 1, 2,
which is valid due to the strong ordering of the final state gluon energies, we
arrive at
a) + (k ↔ l) = 1
4
CFNCCA g4s
β1 · β2
k · l
(
1
β1 · k β2 · l +
2
β1 · l β2 · k
)
. (6.11)
We proceed in a similar manner for the rest of the diagrams. The results are:
b) + (k ↔ l) = 1
4
CFNCCA g4s
β1 · β2
k · l
(
2
β1 · k β2 · l +
1
β1 · l β2 · k
)
,
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c) =
1
4
CFNCCA g4s
β1 · β2
k · l
1
β1 · l
1
β2 · k ,
d) =
1
4
CFNCCA g4s
β1 · β2
k · l
1
β1 · k
1
β2 · l ,
e) = CFNC(CF − CA/2) g4s
(β1 · β2)2
β1 · l β2 · l
1
β1 · k β2 · k ,
f) + (k ↔ l) = CFNC(CF − CA/2) g4s
(β1 · β2)2
β1 · l β2 · l
2
β1 · k β2 · k . (6.12)
The color factors in the last two equations of (6.12) are obtained from the iden-
tity Tr(TaTbTaTb) = CFNC(CF − CA/2). Combining the terms proportional
to the color factor CFNCCA, and including the complex conjugate diagrams,
we find for the squared amplitude
|M |2 = 2 g4s CFNCCA β1 · β2
(
1
k · l β1 · k β2 · l +
1
k · l β1 · l β2 · k
− β1 · β2
β1 · l β2 · l β1 · k β2 · k
)
. (6.13)
We take, as indicated above, a Laplace transform with respect to the
shape variable, and identify the logarithm in the conjugate variable ν. In the
frame (6.9) we find that the logarithmic CFCA-dependence of Fig. 6.3 may be
written as a dimensionless eikonal cross section in terms of one energy and two
polar angular integrals as
dσeik
d ε
= CFCA
(
αs
π
)2 1
ε
∫ sin δ
− sin δ
dck
∫ 1
sin δ
dcl
∫ √s
ε
√
s
dωl
ωl
e−ν ωl (1−cl)
1−a sal /Q
×
[
1
ck + cl
1
1 + ck
(
1
1 + cl
+
1
1− ck
)
− 1
s2k
1
1 + cl
]
. (6.14)
In this form, the absence of collinear singularities in the CFCA term at cos θl =
+1 is manifest, independent of ν. Collinear singularities in the l integral
completely factorize from the k integral, and are proportional to C2F . The
logarithmic dependence on ε for ν > 1 is readily found to be
dσeik
d ε
= CFCA
(
αs
π
)2 1
ε
ln
(
1
εν
)
C(∆η) , (6.15)
where C(∆η) is a finite function of the angle δ, or equivalently, of the rapidity
width of the region Ω, Eq. (6.8).
C(δ) =
π2
6
+ ln
(
cot δ (1 + sin δ)
4
)
ln
(
1 + sin δ
1− sin δ
)
+ Li2
(
1− sin δ
2
)
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Figure 6.4: C(∆η), as defined in (6.17), as a function of rapidity width ∆η of
the region Ω. The dashed line is its limiting value, C(∆η →∞) = π2/6.
− Li2
(
1 + sin δ
2
)
− Li2
(
− 2 sin δ
1− sin δ
)
− Li2
(
1− sin δ
1 + sin δ
)
. (6.16)
or equivalently,
C(∆η) =
π2
6
+ ∆η
(
∆η
2
− ln (2 sinh(∆η))
)
+ Li2
(
e−∆η/2
2 cosh(∆η/2)
)
− Li2
(
e∆η/2
2 cosh(∆η/2)
)
− Li2
(
−2 sinh(∆η/2) e∆η/2
)
− Li2(e−∆η).
(6.17)
The coefficient C(∆η) as a function of ∆η is shown in Fig. 6.4. Naturally, C
is a monotonically increasing function of ∆η. For ∆η → 0,
C ∼ O(∆η ln∆η) , (6.18)
and the cross section vanishes, as expected. On the other hand, as the size of
region Ω increases, C rapidly saturates and reaches its limiting value [185]
lim
∆η→∞
C =
π2
6
. (6.19)
We can contrast the result (6.15) to what happens when ν = 0, that is, for
an inclusive, non-global cross section. In this case, recalling that ε = QΩ/Q,
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we find in place of Eq. (6.15) the non-global logarithm
dσeik
d ε
= CFCA
(
αs
π
)2 1
ε
ln
(
Q
QΩ
)
C(∆η) . (6.20)
As anticipated, the effect of the transform is to replace the non-global loga-
rithm in Q/QΩ, by a logarithm of 1/(εν). We are now ready to generalize this
result, starting from the factorization properties of the cross section near the
two-jet limit.
6.3 Factorization of the Cross Section for e+e−
As in the previous Chapter, an arbitrary final state N is the union of
substates associated with the leading regions:
N = Ns ⊕NJ1 ⊕NJ2 . (6.21)
Therefore, the event shape f¯ can, as above, be written as a sum of contributions
from the soft and jet subdiagrams, Eq. (5.12). In contrast, the energy flow
weight, f(N), depends only on particles emitted at wide angles, and is hence
insensitive to collinear radiation:
f(N) = f(Ns) . (6.22)
Analogous to Eq. (5.19) for the inclusive event shape we can write the
cross section in convolution form,
dσ¯(ε, ε¯, s, a)
dε dε¯ dnˆ1
=
dσ0
dnˆ1
H(s, nˆ1, µ)
∫
dε¯s S¯(ε, ε¯s, a, µ)
×
2∏
c=1
∫
dε¯Jc J¯c(ε¯Jc, a, µ) δ(ε¯− ε¯J1 − ε¯J2 − ε¯s) , (6.23)
where we have made the same approximations listed in Sec. 5.2.2. The dif-
ference between (5.19) and (6.23) lies in the soft function, which now depends
on the energy flow ε.
S¯(ε, ε¯s, a, µ) =
∑
Ns
S(Ns, µ) δ(ε− f(Ns)) δ(ε¯s − f¯(Ns, a)) (6.24)
We will discuss the explicit construction of the new soft function below.
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Upon taking the Laplace moments with respect to ε¯, (6.23) becomes a
simple product in moment space:
dσ(ε, ν, s, a)
dε dnˆ1
=
∫ ∞
0
dε¯ e−ν ε¯
dσ¯(ε, ε¯, a)
dε dε¯ dnˆ1
=
dσ0
dnˆ1
H(s, nˆ1, µ) S(ε, ν, a, µ)
2∏
c=1
Jc(ν, a, µ). (6.25)
Since radiation at wide angles decouples from the jet and the hard scat-
tering functions, these are not affected by measuring the energy flow ε. Their
construction is therefore the same as discussed in Sections 5.2.4 and 5.2.5. The
construction of the soft function needs to be amended to include dependence
on the energy flow.
6.3.1 The Soft Function
Because wide-angle, soft radiation is independent of the internal jet evo-
lution, products of nonabelian phase operators generate the same wide-angle
radiation as the full jets. Since Ω is at wide angles from the jets, we can define
for the two-jet cross section at measured ε and ε¯eik
σ¯(eik) (ε, ε¯eik, a, µ) ≡ 1NC
∑
Neik
〈
0
∣∣∣Φ(q¯)β2 †(∞, 0; 0)Φ(q)β1 †(∞, 0; 0)
∣∣∣Neik〉
×
〈
Neik
∣∣∣Φ(q)β1 (∞, 0; 0)Φ(q¯)β2 (∞, 0; 0)
∣∣∣ 0〉
× δ (ε− f(Neik)) δ
(
ε¯eik − f¯(Neik, a)
)
= δ(ε) δ(ε¯eik) +O(αs) . (6.26)
The sum is over all final states Neik in the eikonal cross section. µ denotes
the renormalization scale which is set equal to the factorization scale. As in
the previous chapter, the shape function ε¯eik is defined by f¯(Neik, a) as in Eqs.
(5.2) and (5.3), separately for each of the hemispheres around the jets.
In order to avoid double counting of collinear radiation, we subtract
eikonal jets as defined in Eq. (5.46). The eikonal cross section (6.26) then
factorizes as
σ¯(eik) (ε, ε¯eik, a, µ) ≡
∫
dε¯s S¯ (ε, ε¯s, a, µ)
2∏
c=1
∫
dε¯c J¯
(eik)
c (ε¯c, a, µ)
×δ (ε¯eik − ε¯s − ε¯1 − ε¯2) . (6.27)
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In Laplace transform space (5.43) we can solve for the soft function as
S (ε, ν, a, µ) =
σ(eik) (ε, ν, a, µ)
2∏
c=1
J
(eik)
c (ν, a, µ)
= δ(ε) +O(αs) . (6.28)
The soft function retains ν-dependence through soft emission, which is also
restricted by the weight function ε.
Following the same argumentation as in Sec. 5.2.6 we can deduce the
arguments of the soft function in transform space as
S (ε, ν, a, µ) = S
(
ε
√
s
µ
, εν,
√
s
µν
(ζc)
1−a , a, αs(µ)
)
. (6.29)
6.4 Resummation for e+e− Shape/Flow Corre-
lations
Summarizing the results so far, we can rewrite Eq. (6.25) in terms of
the hard, jet and soft functions identified above, which depend on the kine-
matic variables and the moment ν according to Eqs. (5.31), (5.43) and (6.29)
respectively,
dσ (ε, ν, s, a)
dε dnˆ1
=
dσ0
dnˆ1
H
(√
s
µ
,
pJc · ξˆc
µ
, nˆ1, αs(µ)
)
×
2∏
c=1
Jc
(
pJc · ξˆc
µ
,
√
s
µν
(ζc)
1−a, a, αs(µ)
)
× S
(
ε
√
s
µ
, εν,
√
s
µν
(ζc)
1−a , a, αs(µ)
)
. (6.30)
As above, the natural scale for the coupling in the hard scattering H is
√
s/2.
Setting µ =
√
s/2 in Eq. (6.30) introduces large logarithms of ε in the soft
function and large logarithms of ν in the jet and soft functions.
6.4.1 Energy Flow Dependence
To resum large logarithms of ε in the soft function, we use the renormal-
ization group equation
µ
d
dµ
dσ (ε, ν, s, a)
dε dnˆ1
= 0 (6.31)
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which follows from the independence of the physical correlation of the fac-
torization scale. Applying Eq. (6.31) to the factorized correlation (6.30), we
derive the following consistency conditions, which are themselves renormaliza-
tion group equations:
µ
d
dµ
ln S
(
ε
√
s
µ
, εν,
√
s
µν
(ζc)
1−a, a, αs(µ)
)
= −γs (αs(µ)) , (6.32)
µ
d
dµ
ln Jc
(
pJc · ξˆc
µ
,
√
s
µν
(ζc)
1−a, a, αs(µ)
)
= −γJc (αs(µ)) , (6.33)
µ
d
dµ
ln H
(√
s
µ
,
pJc · ξˆc
µ
, nˆ1, αs(µ)
)
= γs (αs(µ)) +
2∑
c=1
γJc (αs(µ)) .
(6.34)
The anomalous dimensions γd, d = s, Jc can depend only on variables held
in common between at least two of the functions. Because each function is
infrared safe, while ultraviolet divergences are present only in virtual diagrams,
the anomalous dimensions cannot depend on the parameters ν, ε or a. This
leaves as arguments of the γd only the coupling αs(µ), which we exhibit, and
ζc, which we suppress for now.
Solving Eqs. (6.32) and (6.33) we find
S
(
ε
√
s
µ
, εν,
√
s
µν
(ζc)
1−a , a, αs(µ)
)
= S
(
ε
√
s
µ0
, εν,
√
s
µ0ν
(ζc)
1−a , a, αs(µ0)
)
×e
−
µ∫
µ0
dλ
λ
γs(αs(λ))
,
(6.35)
Jc
(
pJc · ξˆc
µ
,
√
s
µν
(ζc)
1−a , a, αs(µ)
)
= Jc
(
pJc · ξˆc
µ˜0
,
√
s
µ˜0ν
(ζc)
1−a , a, αs(µ˜0)
)
×e
−
µ∫
µ˜0
dλ
λ
γJc(αs(λ))
,
(6.36)
for the soft and jet functions. As suggested above, we will eventually pick
µ ∼ √s to avoid large logs in H . Using these expressions in Eq. (6.30) we
can avoid logarithms of ε or ν in the soft function, by evolving from µ0 = ε
√
s
to the factorization scale µ ∼ √s. No choice of µ˜0, however, controls all
logarithms of ν in the jet functions. Leaving µ˜0 free, we find for the cross
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section (6.30) the intermediate result
dσ (ε, ν, s, a)
dε dnˆ1
=
dσ0
dnˆ1
H
(√
s
µ
,
pJc · ξˆc
µ
, nˆ1, αs(µ)
)
× S
(
1, εν, (ζc)
1−a, a, αs(ε
√
s)
)
exp

−
µ∫
ε
√
s
dλ
λ
γs (αs(λ))

 (6.37)
× Jc
(
pJc · ξˆc
µ˜0
,
√
s
µ˜0ν
(ζc)
1−a , a, αs(µ˜0)
)
exp

−
µ∫
µ˜0
dλ
λ
γJc (αs(λ))

 .
We have avoided introducing logarithms of ε into the jet functions, which
originally only depend on ν, by evolving the soft and the jet functions inde-
pendently. The choice of µ0 = ε
√
s or
√
s/ν for the soft function is to some
extent a matter of convenience, since the two choices differ by logarithms of εν.
In general, if we choose µ0 =
√
s/ν, logarithms of εν will appear multiplied by
coefficients that reflect the size of region Ω. An example is Eq. (6.14) above.
When Ω has a small angular size, µ0 =
√
s/ν is generally the more natural
choice, since then logarithms in εν will enter with small weights. In contrast,
when Ω grows to cover most angular directions, as in the study of rapidity
gaps [192], it is more natural to choose µ0 = ε
√
s.
6.4.2 The Resummed Correlation
The remaining unorganized logarithms reside in the jet functions. Since
the definition of the jet functions is unchanged compared to the inclusive
event shape of the previous chapter, we can immediately use the conclusions
of Section 5.3.1 to resum these logarithms. Using Eq. (5.61) in Eq. (6.37), we
obtain after setting µ =
√
s/2
dσ (ε, ν, s, a)
dε dnˆ1
=
dσ0
dnˆ1
H
(
2 pJc · ξˆc√
s
, nˆ1, αs
(√
s
2
))
×S
(
1, εν, (ζc)
1−a, a, αs(ε
√
s)
)
exp

−
√
s/2∫
ε
√
s
dλ
λ
γs (αs(λ))


×
2∏
c=1
Jc
(
1, 1, a, αs
(√
s
2 ζ0
))
exp

−
√
s/2∫
√
s/(2 ζ0)
dλ
λ
γJc (αs(λ))


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× exp

−
pJc ·ξˆc∫
√
s/(2 ζ0)
dλ
λ
[
B′c (c1, c2, a, αs (c2λ))
+2
c2 λ∫
c1
s1−a/2
ν(2λ)1−a
dλ′
λ′
A′c (c1, a, αs (λ
′))
]

.
(6.38)
Alternatively, we can combine all jet-related exponents in Eq. (6.38)
in the correlation. As we have verified in Section 5.4.2, the cross section is
independent of the choice of ξc. As a result, we can choose pJc · ξˆc =
√
s
2
. This
choice allows us to combine γJc and B
′
c in Eq. (6.38),
dσ (ε, ν, s, a)
dε dnˆ1
=
dσ0
dnˆ1
H
(
1, nˆ1, αs
(√
s
2
))
×S
(
1, εν, 1, a, αs(ε
√
s)
)
exp

−
√
s/2∫
ε
√
s
dλ
λ
γs (αs(λ))


2∏
c=1
Jc
(
1, 1, a, αs
(√
s
2 ζ0
))
× exp

−
√
s/2∫
√
s/(2 ζ0)
dλ
λ
[
γJc (αs(λ)) +B
′
c (c1, c2, a, αs (c2λ))
+2
c2 λ∫
c1
s1−a/2
ν(2λ)1−a
dλ′
λ′
A′c (c1, a, αs (λ
′))
]
 ,
(6.39)
with ζ0 given by Eq. (5.60).
In Eqs. (6.38) and (6.39), the energy flow ε appears at the level of one
logarithm per loop, in S, in the first exponent. Leading logarithms of ε are
therefore resummed by knowledge of γ(1)s . At the same time, ν appears in up
to two logarithms per loop, as in the inclusive event shape.
Only the soft function S in Eqs. (6.38) and (6.39) contains information
on the geometry of Ω. The exponents are partially process-dependent, but
geometry-independent. In other words, in Eq. (6.39) the non-global effects
are factored from the global event shape, residing only in the soft function
and the corresponding anomalous dimension. Dokshitzer and Marchesini [187]
have recently obtained the same result, by investigating how parton branching
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is affected by correlating the non-global measurement of energy flow with the
shape of the jets. Their formalism extends the one presented here to include
also non-global effects at leading logarithmic accuracy for ε in the large NC-
limit.
In the next section we will derive explicit expressions for the quantities in
(6.39), suitable for resummation to leading logarithm in ε and next-to-leading
logarithm in ν.
6.5 Analytical Results for e+e− Shape/Flow
Correlations
Here we summarize the low-order calculations that provide explicit ex-
pressions for the resummed shape/flow correlations and inclusive event shape
distributions at next-to-leading logarithm in ν and leading logarithm in ε (we
refer to this level collectively as NLL below). Furthermore, we exhibit the
expressions for the correlation that we will evaluate numerically in Sec. 6.6.
6.5.1 Results for the Soft Function
As already noted above, the soft function is the only function in the
shape/flow correlation that differs from the functions entering the correspond-
ing inclusive event shape because only the soft function depends on the geom-
etry of Ω. Below we give the results for the lowest order soft function for two
choices of Ω. The remaining functions in (6.38) are the same as the ones listed
in Sec. 5.4.1 for the inclusive event shape.
The soft function is normalized to S(0)(ε) = δ(ε) as can be seen from
(6.28). For non-zero ε, dσ/dε is given at lowest order by
S(1) (ε 6= 0,Ω) = CF 1
ε
∫
Ω
dPS2
1
2π
β1 · β2
β1 · kˆ β2 · kˆ
, (6.40)
where PS2 denotes the two-dimensional angular phase space to be integrated
over region Ω, and kˆ ≡ k/ωk. We emphasize again that the soft function
contains the only geometry-dependence of the cross section. Also, S(1) for
ε 6= 0 is independent of ν and a.
As an example, consider a cone with opening angle 2δ, centered at angle
α from jet 1. In this case, the lowest-order soft function is given by
S(1) (ε 6= 0, α, δ) = CF 1
ε
ln
(
1− cos2 α
cos2 α− cos2 δ
)
. (6.41)
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Similarly, we may choose Ω as a ring extending angle δ1 to the right and δ2 to
the left of the plane perpendicular to the jet directions in the center-of-mass.
In this case, we obtain
S(1) (ε 6= 0, δ1, δ2) = CF 1
ε
ln
(
(1 + sin δ1)
(1− sin δ1)
(1 + sin δ2)
(1− sin δ2)
)
= CF
2
ε
∆η , (6.42)
with ∆η the rapidity spanned by the ring. For a ring centered around the
center-of-mass (δ1 = δ2 = δ) the angular integral reduces to the form that we
encountered in the example of Sec. 6.2.2, and that we will use in our numerical
examples of Sec. 6.6, with ∆η given by Eq. (6.8).
6.5.2 Closed Expressions for the Correlation
Given the explicit results above and in Sec. 5.4.1, the integrals in the
exponents of the resummed correlation, Eq. (6.38), may be easily performed
in closed form. We give the analytic results for the exponents of Eq. (6.38), as
defined in Eqs. (5.77)1 and (5.78). As in Eq. (5.80), we identify pJc · ξˆc with√
s/2.
eE1(a) =
(
αs(
√
s/2)
αs(ε
√
s)
) 4CF
β0

 αs
( √
s
2 ζ0
)
αs(
√
s/2)


6CF
β0
, (6.43)
eE2(a) =

αs(c2√s/2)
αs
(
c2
√
s
2 ζ0
)


4CF
β0
κ1(a)αs
(
c1
√
s
2 ζ0
)
αs
(
c1
√
s
ν
)


1
a−1
4CF
β0
κ2(a)
×

αs(c2√s/2)
αs
(
c1
√
s
2 ζ0
)


1
2−a
8CF
β0
ln(ν/2)
, (6.44)
with
κ1(a) = ln
(
4
c22e
)
+
4π
β0
[
αs
(
c2
√
s
2 ζ0
)]−1
− 2K
β0
− β1
2β20
ln

( β0
4πe
)2
αs
(
c2
√
s
2
)
αs
(
c2
√
s
2 ζ0
) ,
(6.45)
1Here we have for the correlation a lower limit of ε
√
s instead of
√
s/ν in the
first term.
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κ2(a) = (1− a− 2γE) + 4π
β0
[
αs
(√
s
ν
)]−1
− 2K
β0
− β1
2β20
ln


(
β0
4πe
)2
αs
(
c1
√
s
ν
)
αs
(
c1
√
s
2 ζ0
)
 .
(6.46)
We have used the two-loop running coupling, when appropriate, to derive Eqs.
(6.43) - (6.46). The results are expressed in terms of the one-loop running
coupling (A.6), and the first two coefficients in the expansion of the QCD
beta-function, β0 and β1, Eqs. (A.3) and (A.4), respectively.
Combining the expressions for the exponents, Eqs. (6.43) and (6.44), for
the Born cross section, Eq. (5.76), and for the soft function, Eq. (6.40), in Eq.
(6.38), the complete differential cross section, at LL in ε and at NLL in ν, is
given by
dσ (ε, ν, s, a)
dε dnˆ1
= NC
(∑
f
Q2f
)
πα2em
2s
(
1 + cos2 θ
)
CF
αs(ε
√
s)
π
1
ε
×
∫
Ω
dPS2
1
2π
β1 · β2
β1 · kˆ β2 · kˆ

 αs
(√
s
2
)
αs(ε
√
s)


4CF
β0

αs
( √
s
2 ζ0
)
αs
(√
s
2
)


6CF
β0
×

αs
(
c2
√
s
2
)
αs
(
c2
√
s
2 ζ0
)


4CF
β0
κ1(a)
αs
(
c1
√
s
2 ζ0
)
αs
(
c1
√
s
ν
)


1
a−1
4CF
β0
κ2(a) 
αs
(
c2
√
s
2
)
αs
(
c1
√
s
2 ζ0
)


1
2−a
8CF
β0
ln(ν2 )
.
(6.47)
These are the expressions that we will numerically evaluate in the next section.
We note that this is not the only possible closed form for the resummed corre-
lation at this level of accuracy. When a full next-to-leading order calculation
for this set of event shapes is given, the matching procedure of [30, 142] may
be more convenient.
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6.6 Numerical Results for e+e− Shape/Flow
Correlations
Here we show some representative examples of numerical results for the
correlation, Eq. (6.47). We pick the constants ci as in Eq. (3.34), unless stated
otherwise. The effect of different choices is nonleading, and is numerically
small, as we will see below. In the following we choose the region Ω to be a
ring between the jets, centered in their center-of-mass, with a width of ∆η = 2,
or equivalently, opening angle δ ≈ 50 degrees (see Eq. (6.8)). The analogous
cross section for a cone centered at 90 degrees from the jets (Eq. (6.41)) has a
similar behavior. In the following, the center-of-mass energy Q =
√
s is chosen
to be 100 GeV.
Fig. 6.5 shows the dependence of the differential cross section (6.38),
multiplied by ε and normalized by the Born cross section, εdσ/(dεdnˆ1)
dσ0/dnˆ1
, on the
measured energy ε and on the parameter a, at fixed ν. In Fig. 6.5 a), we
plot εdσ/(dεdnˆ1)
dσ0/dnˆ1
for ν = 10, in Fig. 6.5 b) for ν = 50. As ν increases, the
radiation into the complementary region Ω¯ is more restricted, as illustrated by
the comparison of Figs. 6.5 a) and b). Similarly, as a approaches 1, the cross
section falls, because the jets are restricted to be very narrow. On the other
hand, as a assumes more and more negative values at fixed ε, the correlations
(6.38) approach a constant value. For a large and negative, however, non-
global dependence on ln ε and |a| will emerge from higher order corrections in
the soft function, which we do not include in Eq. (6.47).
In Fig. 6.6 we investigate the sensitivity of the resummed correlation,
Eq. (6.47), to our choice of the constants ci. The effect of these constants is
of next-to-next-to-leading logarithmic order in the event shape. We plot the
differential cross section ε εdσ/(dεdnˆ1)
dσ0/dnˆ1
, at Q = 100 GeV, for fixed ε = 0.05 and
ν = 20, as a function of a. The effects of changes in the ci are of the order of
a few percent for moderate values of a.
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Figure 6.5: Differential cross section εdσ/(dεdnˆ1)
dσ0/dnˆ1
, normalized by the Born cross
section, at Q = 100 GeV, as a function of ε and a at fixed ν: a) ν = 10, b)
ν = 50. Ω is a ring (slice) centered around the jets, with a width of ∆η = 2.
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Figure 6.6: Differential cross section εdσ/(dεdnˆ1)
dσ0/dnˆ1
, normalized by the Born cross
section, at Q = 100 GeV, as a function of a at fixed ν = 20 and ε = 0.05. Ω
is chosen as in Fig. 6.5. Solid line: c1 = e
−γE , c2 = 2, as in Eq. (3.34), dashed
line: c1 = c2 = 1, dotted line: c1 = c2 = 2.
Finally, we illustrate the sensitivity of these results to the flavor of the
primary partons. For this purpose we study the corresponding ratio of the
shape/flow correlation to the cross section for gluon jets produced by a hypo-
thetical color singlet source. Fig. 6.7 displays the ratio of the differential cross
section dσq(ε, a)/(dεdnˆ1), Eq. (6.47), normalized by the lowest-order cross sec-
tion, to the analogous quantity with gluons as primary partons in the outgoing
jets, again at Q = 100 GeV. This ratio is multiplied by CA/CF in the figure
to compensate for the difference in the normalizations of the lowest-order soft
functions. Gluon jets have wider angular extent, and hence are suppressed
relative to quark jets with increasing ν or a, as can be seen by comparing
Figs. 6.7 a) and b). Fig. 6.7 a) shows the ratio at ν = 10, and Fig. 6.7 b)
at ν = 50. These results suggest sensitivity to the more complex color and
flavor flow characteristic of hadronic scattering [9, 147]. We will discuss the
extension of the above formalism to correlations with hadronic initial states
in the next section.
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Figure 6.7: Ratios of differential cross sections for quark to gluon jets
CA
CF
(
εdσq/(dεdnˆ1)
dσq0/dnˆ1
) (
εdσg/(dεdnˆ1)
dσg0/dnˆ1
)−1
at Q = 100 GeV as a function of ε and a
at fixed ν: a) ν = 10, b) ν = 50. Ω as in Fig. 6.5, c1 and c2 as in Eq. (3.34).
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6.7 Extension to Hadronic Cross Sections
The study of interjet radiation in hadronic cross sections may shed light
on short-distance color and flavor flow, and on the dynamics of hadronization.
Its use in the analysis of jet events in hadronic scattering, to distinguish new
physics signals from QCD background, was explored in [180, 193]. The dis-
cussion below, which was published in [9], is closely related to the treatment
of rapidity gap (“color singlet exchange”) events in Refs. [192, 194], for jets at
high pT and large rapidity separations.
In the following we study hadronic events corresponding to Eq. (6.2),
that is, the incoming partons are now hadrons:
A+B → J1(pJ1) + J2(pJ2) +XΩ¯
(
f¯
)
+RΩ(QΩ) , (6.48)
We refrain from giving an explicit construction of a shape function f¯ suitable
for accounting for all incoming (beam) and outgoing jets. Such a construction
is certainly possible, although nontrivial due to the more involved kinematics.
Below we assume the existence of the shape function f¯ and instead concentrate
on the study of the interrelation of energy and color flow. We reserve a full
study for future work.
6.7.1 Refactorization of the Cross Section
Collinear factorization theorems [1, 2] ensure that we may write the cross
section for (6.48) at fixed ε = QΩ/Q and ε¯ as a sum of convolutions of parton
distribution functions φ (PDFs) that incorporate long-distance dynamics, with
hard-scattering functions, ω, that summarize short-distance dynamics,
dσAB
d~p1 dεdε¯
=
∑
fA,fB
∫
dxA dxB φfA/A (xA, µF )φfB/B (xB, µF )
×ωfAfB (xApA, xBpB, ~p1, ε, ε¯, µF , αs(µF )) , (6.49)
with factorization scale µF . Here the hard scale Q is set by pT , the trans-
verse momentum of the observed jet. The sum is over parton types, fA, fB.
Corrections to this relation begin in general with powers of Λ2QCD/Q
2
Ω, due
to multiple scattering of partons. Our analysis below, which begins with Eq.
(6.49), is thus accurate up to such corrections, and requires that the momenta
of the outgoing jets are large compared to the hadronization scale ∼ ΛQCD.
We take the renormalization scale equal to the factorization scale.
Soft gluon emission outside the angular extent of the jets decouples from
the kinematics of the hard scattering, and from the internal evolution of the
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jets [2, 74, 133, 195]. As a result, we may express the partonic cross section
in Eq. (6.49) as a sum of terms, each characterized by a definite number of
jets produced at the hard scattering. To lowest order in αs, only two jets are
possible. Thus, at leading order, the production of the high-pT jets is given
by the set of Born-level 2→ 2 partonic processes, which we label f,
f : fA + fB → f1 + f2 . (6.50)
We distinguish qq¯ → qq¯ (f1 = q) from qq¯ → q¯q (f1 = q¯). We may now write
the single-jet inclusive cross section at fixed ε and ε¯ as
dσAB
dηdpTdεdε¯
=
∑
f
∫
dxAdxB φfA/A (xA, µF )φfB/B (xB, µF )
× δ
(
pT −
√
sˆ
2 cosh ηˆ
)
dσˆ(f)
dηˆdεdε¯
, (6.51)
with ηˆ = η − (1/2) ln(xA/xB) the jet rapidity in the partonic center-of-mass,
where η is defined in Eq. (6.8), and sˆ = xAxBs. As above, we neglect the
effects of recoil of the observed jet against relatively soft radiation.
The partonic cross section, dσˆ(f)/(dηˆdεdε¯) can be refactorized analogous
to Eq. (6.23), but now we have to take the non-trivial color flow into account.
The regions that give leading contributions are as above a hard scattering,
soft, and jet functions, two for the outgoing jets, and two jet functions for
the beam jets. The latter jets must be defined to avoid double counting due
to the parton distribution functions. Such a definition is quite non-trivial.
Furthermore, the Glauber/Coulomb region discussed in Sec. 2.2.2 has to be
treated with care, since in shape/flow correlations the phase space for radiation
is restricted. Nevertheless, with appropriate definitions of the event shape and
the jet functions it is possible to avoid contour pinches in the Glauber/Coulomb
region, as discussed in [196]. Here we do not attempt to give a full treatment
of the beam jets or of the construction of suitable shape functions. Instead,
we concentrate on the relation between energy and underlying color flow.
As was observed, for example, in [9, 74, 147, 196], there is no unique
way of defining color exchange in a finite amount of time since gluons of any
energy, including soft gluons, carry octet color charge. We therefore expect
the functions from which we construct the refactorized partonic cross section
to be described by matrices in the space of possible color exchanges. This
is because as the (re)factorization scale changes, gluons that were included
in the hard function become soft and vice versa. Due to intrajet coherence
[133], however, the evolution of the jets themselves is independent of the color
exchanges. Once a jet is formed, collinear radiation cannot change its color
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structure. Therefore, the refactorized partonic shape/flow correlation can be
written in moment space as
dσˆ(f)(ε, ν, pT , µF )
dε dηˆ
= H
(f)
LI (pT , ηˆ, µ, µF ) S
(f)
IL(ε, ν, ηˆ, µ)
∏
c=A,B,1,2
J (f)c (pT , ηˆ, ν, µ, µF ).
(6.52)
analogous to the corresponding correlation in e+e− events, Eq. (6.25), but
now the hard and soft functions, H and S, respectively, are matrices in the
space of color flow. Repeated indices in color space, L, I, are summed over.
The superscripts (f) label the underlying partonic process, as in (6.50). µ is
a refactorization scale, not necessarily equal to the factorization scale in Eq.
(6.51). The large scale in the problem is here, from (6.51), the transverse
momentum of the observed jet pT .
In Eq. (6.52), the hard scattering function HLI begins at order α
2
s, while
the soft function SIL begins at zeroth order. Compared to the e
+e− correlation,
Eq. (6.25), we have absorbed the lowest order Born cross section into the hard
scattering function due to the flavor dependence (6.50). In Appendix C.2 we
list the color bases and the hard scattering matrices for all possible partonic
subprocesses for proton-antiproton collisions. Let us now turn to the discussion
of the soft function.
6.7.2 The Soft Function
As we have seen above, wide-angle soft radiation decouples from jet evo-
lution [44]. Soft radiation away from jet directions is equally well described
by radiation from a set of path-ordered exponentials – nonabelian phase op-
erators or Wilson lines – that replace each of the partons involved in the hard
scattering (four here),
Φ
(f)
β (∞, 0; x) = P exp
(
−igs
∫ ∞
0
dλ β·A(f)(λβ + x)
)
,
Φ
(f ′)
β′ (0,−∞; x) = P exp
(
−igs
∫ 0
−∞
dλ β ′·A(f ′)(λβ ′ + x)
)
, (6.53)
where P denotes path ordering. The first line describes an outgoing, and
the second an incoming, parton, whose flavors and four-velocities are f and
β, and f ′ and β ′, respectively. The vector potentials A(f) are in the color
representation appropriate to flavor f , and similarly for A(f ′).
Because wide-angle, soft radiation is independent of the internal jet evo-
lution, products of nonabelian phase operators, linked at the hard scattering
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by a tensor in the space of color indices generate the same wide-angle radiation
as the full jets. The general form for these operators, exhibiting their color
indices, is
W(f)I {ci}(x) =
∑
{di}
Φ
(f2)
β2
(∞, 0; x)c2,d2 Φ(f1)β1 (∞, 0; x)c1,d1
×
(
c
(f)
I
)
d2,d1;dA,dB
Φ
(fA)
βA
(0,−∞; x)dA,cA Φ(fB)βB (0,−∞; x)dB,cB .
(6.54)
The cI are color tensors in a convenient basis, listed in Appendix C.2. Exam-
ples will be given below. The perturbative expansions for these operators are
in terms of standard eikonal vertices and propagators, and have been given in
detail in Refs. [147, 196]. In these terms, we define an eikonal cross section
analogous to Eq. (6.26) σ¯
(eik) (f)
IL at measured ε and ε¯eik as
σ¯
(eik) (f)
IL (ε, ε¯, µ, ηˆ, αs(µ)) =
1
Tr
(
c†IcL
) ∑
Neik
∑
{bi}
〈0| T¯
[(
W(f)I (0)
)†
{bi}
]
|Neik〉
× 〈Neik| T
[
W(f)L (0){bi}
]
|0〉
× δ (ε− f(Neik)) δ
(
ε¯eik − f¯(Neik)
)
= 1IL δ(ε)δ(ε¯eik) +O(αs). (6.55)
The indices L and I refer to the color exchange at the hard scattering between
the partons in reaction f, as built into the definitions of the W’s, Eq. (6.54).
The matrix elements in Eq. (6.55) require renormalization, and we may identify
the corresponding renormalization scale with the refactorization scale of Eq.
(6.52).
The ε-dependence of the matrix σ¯
(f)
IL in Eq. (6.55) is the same as in the
full partonic cross section, up to corrections due to differences between the
jets and the nonabelian phase operators. The eikonal cross section (6.55)
reproduces the wide-angle radiation accurately, however, the approximation
fails for collinear radiation. As in the electron-positron case, Eq. (6.27),
we have to subtract collinear emission to avoid double counting in the full
partonic cross section. Since we have not specified constructions for the beam
jets, we do not give explicit constructions of the corresponding eikonal jets.
Here we only note that the eikonal jets, like their partonic counterparts, are
independent of the color exchange, which is therefore contained fully in the
eikonal cross section:
S
(f)
IL (ε, ν, ηˆ, µ) =
σ
(eik), (f)
IL (ε, ν, ηˆ, µ)∏
c=A,B,1,2
J
(eik) (f)
c (ν, ηˆ, µ)
= 1IL δ(ε) +O(αs) . (6.56)
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Using (6.56) in (6.52) we obtain
dσˆ(f)(ε, ν, pT , µF )
dε dηˆ
= H
(f)
LI (pT , ηˆ, µ, µF ) σ
(eik) (f)
IL (ε, ν, ηˆ, µ)
× ∏
c=A,B,1,2
J (f)c (pT , ηˆ, ν, µ, µF )
J
(eik) (f)
c (ν, ηˆ, µ)
. (6.57)
We observe that all information about color exchange is contained in the hard
scattering and in the eikonal cross section, independent of the details of the
partonic and eikonal jets since these are proportional to the identity matrix in
color space.
6.7.3 Resummation in Color Space
Without explicitly specifying the definitions of event shape, jet and eikonal
jet functions, we can nevertheless proceed in a manner analogous to the e+e−
case to resum large logarithmic enhancements in ε and partially in ν. Since the
jet functions are color diagonal, their solutions to the renormalization group
equations are analogous to Eq. (5.59), where the integration limits may be
slightly changed, depending on the exact definition of the shape function.
The resummation of large logarithms in the soft function now depends
on the color exchange. As above, we demand that the following condition be
fulfilled
µ
d
dµ
[
dσˆ(f)
dηˆdε
]
= 0 . (6.58)
This condition applied to the right-hand side of (6.57) leads to a renormaliza-
tion group equation for the eikonal cross section that encodes all information
about the color evolution,(
µ
∂
∂µ
+ β(gs)
∂
∂gs
)
σ
(eik) (f)
IL = −
(
Γ(f)eik(ηˆ)
)†
IJ
σ
(eik) (f)
JL − σ(eik) (f)IJ
(
Γ(f)eik(ηˆ)
)
JL
,
(6.59)
with, as usual, gs =
√
4παs. Here
(
Γ
(f)
eik(ηˆ)
)
IL
may be thought of as an anoma-
lous dimension matrix [147, 196]. This anomalous dimension matrix depends
only on the directions of the jets through the directions of the eikonal lines, ηˆ,
but is geometry-independent otherwise.
To solve Eq. (6.59), we go to a basis for the color matrices c
(f)
I that diag-
onalizes Γ
(f)
eik(ηˆ), through a transformation matrix R,(
Γ(f)
eik
(ηˆ)
)
γβ
≡ λ(f)β (ηˆ)δγβ = R(f)γI
(
Γ(f)
eik
(ηˆ)
)
IJ
R(f)−1Jβ , (6.60)
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where
λ
(f)
β (ηˆ) =
∑
n>0
(
αs
π
)n
λ
(f, n)
β (ηˆ) (6.61)
are the eigenvalues of Γ
(f)
eik(ηˆ). Here and below, Greek indices β, γ indicate
that a matrix is evaluated in the basis where the eikonal anomalous dimension
has been diagonalized. Thus, for the eikonal and short-distance functions we
also write,
σ
(eik) (f)
γβ =
[(
R(f)−1
)†]
γL
σ
(eik) (f)
LK
[
R(f)−1
]
Kβ
H
(f)
γβ =
[
R(f)
]
γK
H
(f)
KL
[
R(f)†
]
Lβ
. (6.62)
The transformation matrix R(f)−1 is given by the eigenvectors of the anomalous
dimension matrix, (
R(f)−1
)
Kβ
≡
(
e
(f)
β
)
K
. (6.63)
Analogous to Eq. (6.35) we find the solution to Eq. (6.59), which resums
leading logarithms of ε. We introduce a combination of eigenvalues of Γ
(f)
eik ,
E
(f, n)
γβ (ηˆ), given by
E
(f, n)
γβ (ηˆ) = λ
(f, n)⋆
γ (ηˆ) + λ
(f, n)
β (ηˆ) . (6.64)
The soft eikonal function is then
σ
(eik) (f)
γβ
(
ηˆ,Ω,
εpT
µ
, εν,
pT
µν
, αs(µ)
)
= σ
(eik) (f)
γβ (ηˆ,Ω, 1, εν, αs(εpT ))
× exp

−
∑
n>0
E
(f,n)
γβ (ηˆ)
µ∫
ε pT
dµ′
µ′
(
αs(µ
′)
π
)n
 ,
(6.65)
where repeated color indices are summed over. We now set the refactorization
scale, µ, equal to the transverse momentum of the observed jet, pT , and find
with Eqs. (6.57) and (6.65), for the partonic cross section,
dσˆ(f) (pT , ηˆ, µF , ε, ν, αs(µF ))
dηˆdε
=
∑
β, γ
H
(f)
βγ (pT , ηˆ, αs(µF ))
×S(f)γβ (ηˆ,Ω, 1, εν, αs(εpT )) exp

−
∑
n>0
E
(f, n)
γβ (ηˆ)
µ∫
ε pT
dµ′
µ′
(
αs(µ
′)
π
)n

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× ∏
c=A,B,1,2
J (f)c (pT , ηˆ, ν, µF )
=
∑
β, γ
H
(f)
βγ (pT , ηˆ, αs(µF ))
×σ(eik) (f)γβ (ηˆ,Ω, 1, εν, αs(εpT )) exp

−
∑
n>0
E
(f, n)
γβ (ηˆ)
µ∫
ε pT
dµ′
µ′
(
αs(µ
′)
π
)n

× ∏
c=A,B,1,2
J (f)c (pT , ηˆ, ν, µF )
J
(eik) (f)
c (pT , ηˆ, ν)
. (6.66)
In the second equality we have expressed the soft function in terms of its de-
composition into an eikonal function and eikonal jets, Eq. (6.56). As in (6.38)
all dependence on ε is factored into the eikonal function and its anomalous
dimension, and all geometry dependence is contained in the eikonal matrix, as
shown explicitly by the argument Ω.
6.7.4 Renormalization and Color Mixing
We now turn to the calculation of the anomalous dimensions Γ
(f)
eik , intro-
duced in Eq. (6.59) above. The renormalization of multi-eikonal vertices has
been discussed in some detail in Ref. [147], and we will follow the method out-
lined there. In [147], the soft anomalous dimensions Γ
(f)
S were computed in ax-
ial gauge, after dividing an eikonal scattering amplitude by eikonal self-energy
functions (eikonal jets). This extra factorization eliminated double poles in di-
mensional regularization, which are associated with collinear emission by the
nonabelian phase operators. In axial gauge, these singularities appear only
in self-energy diagrams. In Feynman gauge, the cancellation amounts to di-
viding out eikonal jet functions, as discussed above. Nevertheless, as already
emphasized above, all non-trivial color structure is contained in the eikonal
function. The ultraviolet divergences in σ
(eik) (f)
IL may be compensated through
local counterterms, just as in [147].
We consider the diagrams shown in Fig. 6.8. Figs. 6.8 a) and 6.8 c)
are virtual corrections, while 6.8 b) shows the corresponding diagrams for
real gluon emission. We compute the counterterms for Fig. 6.8 just as in the
previous chapters. From these counterterms, we may simply read off the entries
of the anomalous dimension matrix Γ
(f)
eik in an MS renormalization scheme:
(
Γ(f)
eik
(ηˆ, αs(µ))
)
IJ
= −αs ∂
∂αs
(
Z
(f)
eik 1 (ηˆ, αs(µ), ε)
)
IJ
. (6.67)
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Figure 6.8: Diagrams for the calculation of the anomalous dimension matrix.
The double lines represent eikonal propagators, linked by vertices c
(f)
I and c
(f)
L
∗,
in the amplitude and its complex conjugate. The vertical line represents the
final state.
Here the subscript 1 denotes the 1/ε-pole of the counterterm (compare to
Eq. (4.5)). The calculation of the Z’s is thus essentially equivalent to the
calculation of the anomalous dimensions. To carry out these calculations,
however, we must specify a basis of color tensors, cI . Convenient bases for
various 2→ 2 scattering processes are listed in Appendix C.1.
Let Z(ij) denote the contribution to the counterterms from all the one-
loop graphs in which the gluon connects eikonal lines i and j. In this notation,
the calculation of Fig. 6.8 gives us Z(A2). The Z’s are constructed to give local
counterterms that cancel those ultraviolet divergences that are left over after
the real-virtual cancellation has been carried out.
To find the Z
(ij)
IJ ’s in the color bases listed in the appendix, we rewrite the
168
= 1/2 - 1/(2Nc)
Figure 6.9: Color identity corresponding to Eq. (6.68).
various one-loop virtual diagrams in terms of the original color basis, using
the identity shown in Fig. 6.9,
T aijT
a
kl =
1
2
(
δilδjk − 1NC δijδkl
)
(6.68)
for quark processes. For scattering processes involving gluons, many useful
identities can be found, for example, in [197]. This procedure results in a 2×2
matrix decomposition for scattering involving only quark and antiquark eikonal
lines, describing the mixing under renormalization of their color exchanges.
The annihilation of a pair of quark and antiquark eikonals into two gluon
eikonal lines gives a 3 × 3 matrix structure, while for incoming and outgoing
gluonic eikonals, we get an 8× 8 matrix [147].
For a given Z(ij), the momentum-space integral appears as an overall
factor. It is then convenient to introduce the notation
(
Z
(ij)
eik 1 − 1
)
LI
= ζ
(ij)
LI ω
(ij)
1 , (6.69)
where the ζLI are the coefficients that result from the color decomposition of
the virtual diagram, and where the ω
(ij)
1 s include the ultraviolet pole part of
the momentum space integral for the eikonal function σ(eik) (f) and remaining
overall constants. Defined in this fashion, the sign of each ω
(ij)
1 depends on the
flow of flavor in the underlying process (see below). From (6.67) and (6.69)
the relation between the ω’s and the anomalous dimension matrices is
(
Γ(f)
eik
)
LI
= − ∑
{(ij)}
ζ (ij)LI ω
(ij)
1 , (6.70)
where, as above, the subscript 1 denotes the 1/ε pole.
We note that the color decompositions ζ (ij) are the same for the eikonal
anomalous dimensions and the corresponding first order contributions to the
soft function. The difference lies in the momentum parts, which can always
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be factored from the color part as in Eq. (6.69).
(
σ(eik,f)
)
LI
=
∑
{(ij)}
ζ (ij)LI ω
(ij)(Ω) , (6.71)
analogous to the results for e+e− annihilation listed in Section 6.5.1, where now
ω(ij) without subscript denotes the lowest order contribution after cancellation
of UV divergences. At lowest order for ε 6= 0, the soft function is independent
of the details of the eikonal jets, but depends on the geometry of the region Ω
in which the energy flow is measured.
As an example, we give the color decomposition of Γ(A2) in qq¯ → qq¯, for
which we find, using Eq. (6.68),
ζ (A2) =
(
0 CF
2NC
1 − 1NC
)
. (6.72)
6.7.5 Results for Lowest Order Momentum Parts
Anomalous Dimensions
The momentum parts of the anomalous dimensions are given by virtual
graphs only, because real emissions are restricted over the whole phase space
by the weight functions f and f¯ :
ω
(ij)
1 = −ig2s
∫
P.P.
dnk
(2π)n
1
k2 + iǫ
∆i∆j βi · βj
(δiβi · k + iǫ) (δjβj · k + iǫ) . (6.73)
P.P. denotes the pole part, and the integral is over all of phase space, indepen-
dent of the details of the weight functions. In Eq. (6.73), collinear divergences
cancel against contributions from eikonal jets. Here δi = 1(−1) for momentum
k flowing in the same (opposite) direction as the momentum flow of line i, and
∆i = 1(−1) for i a quark (antiquark) line. For example, Fig. 6.8a for qq¯ → qq¯
has i = A, j = 2, with ∆A = 1, ∆2 = −1 and with δA = δ2.
The factorization of momentum and color parts as in (6.69) is somewhat
ambiguous for gluon eikonal lines since here the orientation with which the
gluon attaches is important. The sign resulting from the way of attachment
can either be factored into the momentum or into the color parts, their product
is of course independent of this choice. Below we will attach all gluons in such
a way that the momentum parts for processes involving gluons acquire the
same sign as the momentum parts for the process qq¯ → qq¯.
After combining Eq. (6.73) with the eikonal jets, collinear poles cancel.
This may not seem obvious from the color decomposition, (6.72), since the
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eikonal jets are diagonal in color space. However, the off-diagonal elements
are in such combinations that collinear singularities cancel among themselves,
without invoking the eikonal jets. The resulting soft anomalous dimension can
then be written as (
Γ
(f)
S
)
LI
=
∑
{(ij)}
ζ (ij)LI Γ
(ij) , (6.74)
where the Γ(ij) are given at lowest order by (compare to (5.64) and [147])
Γ(ij, 1) = −∆i∆jδiδj
[
ln
(
βi · ξˆi
)
+ ln
(
βj · ξˆj
)
− ln
(
βi · βj
2
)
− 1
]
, (6.75)
where the βc, c = A,B, 1, 2 are lightlike vectors in the directions of the jet mo-
menta pJc , and the ξc are the corresponding non-lightlike eikonal jet momenta,
as in the case for e+e− annihilation.
Lowest Order Soft Function
On the other hand, the lowest order eikonal function in Eq. (6.66) is given
by the integral over the phase space in which the energy flow ε is measured,
analogous to the results for e+e− annihilation listed in Section 6.5.1. As above,
only the eikonal function contributes to the lowest order soft function S(1).
(
S(f)
)
LI
=
∑
{(ij)}
ζ (ij)LI S
(ij) . (6.76)
The momentum parts of the lowest order soft contributions S(ij, 1) are thus,
analogous to Eq. (6.40) given by
S(ij, 1)(ε 6= 0,Ω, δiβi, δjβj ,∆i,∆j) = 1
ε
∫
Ω
dPS2
1
2π
∆i∆j βi · βj
δiβi · kˆ δjβj · kˆ
, (6.77)
where the notation is as in Eq. (6.40).
Color Decompositions
We may summarize the color decompositions of Eqs. (6.74) and (6.76) by
introducing the following combinations,
α(f) ≡ φ(AB,f) + φ(12, f),
β(f) ≡ φ(A1, f) + φ(B2, f),
γ(f) ≡ φ(A2, f) + φ(B1, f), (6.78)
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where φ(ij) denotes either S(ij, 1) (Eq. (6.77)) or Γ(ij, 1) (Eq. (6.75)).
In these terms, both anomalous dimension matrices and lowest order
eikonal contributions, in the following collectively denoted by M(f), for the
process qq¯ → qq¯ in the basis (C.1) are given by
M(qq¯→qq¯) =
(
CFβ
CF
2NC (α + γ)
α + γ CFα− 12NC (α + β + 2γ)
)
. (6.79)
The color decompositions of the anomalous dimension matrices and soft
functions at lowest order for all other 2→ 2 scattering processes are listed in
Appendix C.3.
6.7.6 Results for Hadronic Shape/Flow Correlations
From Eq. (6.66) we obtain at LL in the energy flow, ε,
dσˆ(f) (pT , ηˆ, µF , ε, ν, αs(µF ))
dηˆdε
=
∑
β, γ
H
(f)
βγ (pT , ηˆ, αs(µF ))
×S(f,1)γβ (ηˆ,Ω, 1, εν, αs(εpT ))
(
αs(pT )
αs(εpT )
) 2
β0
E
(f,1)
γβ
(ηˆ)
× ∏
c=A,B,1,2
J (f)c (pT , ηˆ, ν, µF ). (6.80)
Here, the expression for S(f,1) can be found from (6.76) with (6.77) and the color
decompositions listed in Appendix C.3, whereas the eigenvalues are determined
from (6.75) and the same color decompositions with (6.74). The resummation
of the remaining large logarithms in the jet functions proceeds analogous to the
electron-positron case in Sec. 5.3.1, which we will not perform here, since we
have not specified the details of the beam jets and the event shape. However,
from Eq. (6.80), or in general, from Eq. (6.66) we observe, that also for
hadronic processes all information about interjet energy flow is contained in
the soft function and its anomalous dimension matrix.
6.8 Summary and Outlook
As was emphasized in [187], most actual experimental measurements in-
volve phase-space restrictions, and are therefore influenced more or less by
non-global effects. For example, most detectors do not provide full acceptance
over the whole angular region, measurements are restricted over a finite range
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of rapidity. It is therefore necessary to provide theoretical predictions that
take these non-global effects into account, as in Refs. [184, 185, 186, 187, 188,
189, 190, 191], or alternatively, to study observables that are less sensitive to
non-global contributions.
Moreover, as already mentioned in the introductory section to this chap-
ter, the study of energy flow into only part of phase space may shed light on
the underlying event, and may help to distinguish multiple scatterings effects,
perturbative bremsstrahlung emerging from the primary hard scattering, and
possible new physics signals.
Above, we have introduced a set of correlations of interjet energy flow for
the general class of event shapes discussed in Chapter 5, and have shown that
for these quantities it is possible to control the influence of secondary radiation
and non-global logarithms. These correlations are sensitive mainly to radia-
tion emitted directly from the primary hard scattering, through transforms
in the weight functions that suppress secondary, or non-global, radiation. We
have presented analytic and numerical studies of these shape/flow correlations
in e+e− dijet events at leading logarithmic order in the flow variable and at
next-to-leading-logarithmic order in the event shape. Within our shape/flow
correlations the function that encodes the non-global energy flow factorizes
from the remaining functions that describe the shape of the event. A simi-
lar conclusion was reached in a recent study of such shape/flow correlations
(associated distributions) based on coherent parton branching [187].
The application of our formalism to multijet events and to scattering
with initial state hadrons is certainly possible, and may shed light on the
relationship between color and energy flow in hard scattering processes with
non-trivial color exchange. We have illustrated above how non-trivial color
flow in events with incoming hadrons is treatable within our formalism. We
have shown that, analogous to e+e− shape/flow correlations, the information
about the energy flow factors from the remainder of the cross section. In the
hadronic case, however, this factorization is in terms of matrix multiplication in
the space of color exchanges. We have provided complete expressions for hard
and soft matrices and soft anomalous dimension matrices for 2→ 2 scattering
in pp¯ collisions. A full treatment of the hadronic case, however, requires an
amended definition of the corresponding event shape, which is nontrivial due
to the more involved kinematics, and a careful treatment of the incoming jet
functions. We postpone the study of these remaining few, but subtle issues.
We now summarize the work presented in this thesis.
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Chapter 7
Epilogue: Conclusions and Perspectives
In this thesis we have studied soft gluon radiation which arises in (semi-)
inclusive cross sections at the edge of phase space. Soft gluons are responsible
for large logarithmic corrections that need to be resummed in order to provide
reliable quantitative predictions within perturbation theory. We have found
that soft gluon radiation at wide angles from the hard scattering decouples,
and is well described by emission from path ordered exponentials or eikonal
lines that replace the partons involved in the hard scattering.
Cross sections built out of these eikonal lines exponentiate directly by
reordering of graphs [76, 77, 78]. This leads to important consequences for
physical observables in which soft radiation is not inclusively summed over.
The leading logarithmic behavior in such events, which is due to emissions
that are simultaneously soft and collinear, is controlled by the anomalous
dimension of these eikonal cross sections. The exponentiation of these cross
sections has lead us to the development of a simplified method to compute
their anomalous dimensions, which we have illustrated with the computation
of the fermionic three-loop contribution to the singular coefficients of partonic
splitting functions [12].
As noted above, the same anomalous dimensions arise in the resumma-
tion of large logarithms in jet events. In the second part of this thesis we
have introduced a generalized class of dijet event shapes, and have studied the
correlation of these jet shapes with energy flow into the interjet region [10, 11].
Studies of interjet energy flow may help to disentangle the underlying event
from soft bremsstrahlung effects and from effects due to new physics (beyond
the Standard Model). The study of correlations of energy flow with event
shapes is sensitive mainly to emissions directly from the underlying hard scat-
tering and allows us to control the influence of secondary radiation, which, if
inclusively summed over, masks the underlying scattering in a highly nontrivial
way [184, 185]. We have resummed large logarithms due to soft bremsstrahlung
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in the interjet region by solving corresponding evolution equations. The solu-
tions to these evolution equations which follow from factorization contain all
large logarithmic corrections in exponentiated form. The leading logarithmic
corrections due to soft-collinear emissions can also be obtained by exponentia-
tion of eikonal cross sections on the graphical level, as emphasized above. The
remaining exponents are due to only soft or only collinear radiation. At the
NLL level, the same result for event shapes and shape/flow correlations can be
obtained by studying coherent parton branching [30, 187]. Up to NLL level in
dijet events, all radiation appears to be emitted coherently. This, however, is
not necessarily true beyond next-to-leading logarithm, and certainly not the
case in multi-jet configurations. Nevertheless, our formalism is valid beyond
NLL and can in principle be extended to multi-jet events. We have illustrated
how it can be applied to events with hadrons in the initial state, for example
to pp¯ collisions [9].
To summarize, we have attempted to extend the application of perturba-
tive QCD to studies of observables which are sensitive to the radiation into
only part of phase space, and we have developed a method which considerably
simplifies the computation of the leading effects at higher orders in perturba-
tion theory. These topics are tied together by the mechanisms of soft-gluon
factorization which leads to quantities built out solely of eikonal lines. The
latter exponentiate directly at the level of Feynman graphs. The possible ap-
plications are numerous, for example the quantitative study of power correc-
tions to the cross sections mentioned above, or the complete study of hadronic
shape/flow correlations which may shed light on the interplay of color and en-
ergy flow. Further studies of these topics will certainly provide more insights
into the mechanisms of QCD itself, and facilitate to distinguish QCD effects
from signals of new physics in experimental measurements.
To conclude with Aristotle - in this thesis we have attempted to explore
some aspects of nature (however, infinitely far from settling questions about
principles), starting from QCD which is more knowable to us, and which pro-
vides the background to new physics that may be more knowable to nature.
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Appendix A
QCD Conventions and Eikonal Feynman Rules
A.1 The Running Coupling
The effective running coupling in QCD
αs =
g2s
4π
(A.1)
obeys the renormalization group equation
µ
∂
∂µ
αs = β (αs) = −β0
4π
α2s −
β1
(4π)2
α3s − . . . . (A.2)
The expansion of the beta-function is currently known to four loops [198].
In this thesis we only need the one- and two-loop coefficients, given here for
SU(N),
β0 =
11
3
CA − 4
3
TFNf , (A.3)
β1 =
34
3
C2A −
20
3
CATFNf − 4CFTFNf . (A.4)
CF , CA are the Casimirs of the fundamental and the adjoint representation,
CF =
N 2C − 1
2NC ,
CA = NC = 3, (A.5)
for SU(3). Nf denotes the number of flavors, and TF = 1/2 is the standard
normalization of the generators of the fundamental representation. Beginning
with β2, the coefficients of the expansion of the beta-functions are scheme-
dependent at higher orders.
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The solution of Eq. (A.2) at one and two loops, respectively, is given by
αs(µ) =
2π
β0 ln
(
µ
ΛQCD
) + . . . , (A.6)
αs(µ) =
2π
β0 ln
(
µ
ΛQCD
)

1− β1
2β20
ln ln
(
µ
ΛQCD
)2
ln
(
µ
ΛQCD
) + . . .

 . (A.7)
We have introduced the dimensionful scale parameter ΛQCD which parameter-
izes the initial condition to the differential equation (A.2). Conventionally it is
determined by the value of αs at the scale equalling the mass of the Z boson,
whose world average is currently determined as [159, 199]
αs(MZ) = 0.1183± 0.0027. (A.8)
ΛQCD depends on the number of active flavors, as can be seen from (A.3) and
(A.4).
For numerical studies in this thesis we use a value of
ΛQCD = 161.5 MeV for Nf = 4 (A.9)
active flavors, determined by fitting the one-loop term (A.6) to (A.8). Fig.
A.1 shows the one-loop coupling with (A.9) as a function of the scale µ (solid
black line). For comparison (dashed red line) we plot the coupling at three
loops as determined in [199] (the corresponding numerical values can be found
in [200]).
At the one-loop level, we can reexpress the coupling given at scale µ in
terms of the coupling at scale µ˜,
αs(µ) =
αs(µ˜)
1 + β0
2π
αs(µ˜) ln
µ
µ˜
. (A.10)
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Figure A.1: One-loop (solid line) and three-loop (dashed red line) strong cou-
pling as a function of scale µ (in GeV). The parameters of the one-loop coupling
are given in (A.9), the values for the three-loop coupling are taken from [200].
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A.2 Eikonal Feynman Rules
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Figure A.2: Feynman rules for eikonal lines in the fundamental representation
with velocities βµ, represented by the double lines. The vertical line represents
the cut separating the amplitude and its complex conjugate. For an eikonal
line in the adjoint representation one has to replace T aij with ifija.
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Appendix B
Multiloop Techniques
In this appendix we collect a few items useful for evaluating multi-loop
integrals.
B.1 Feynman Parametrization
Two denominators can be combined by introducing the integral represen-
tation:
1
A
1
B
=
1∫
0
dx
1
(xA+ (1− x)B)2 . (B.1)
This can be generalized to N factors raised to arbitrary inverse powers
−ηi, i = 1, . . . , N with the help of integrals over N Feynman parameters xi:
N∏
i=1
A−ηii =
[
N∏
i=1
Γ (ηi)
]−1
Γ
(
N∑
i=1
ηi
) 1∫
0
dx1 x
η1−1
1 . . . dxN x
ηN−1
N
×δ
(
1−
N∑
i=1
xi
)(
N∑
i=1
xiAi
)− N∑
i=1
ηi
. (B.2)
B.2 Reduction of Loop Integrals
In the following we will discuss specifically two-loop integrals, but the
methods collected below can be generalized to higher orders. Furthermore,
we will only discuss the techniques that are needed for the evaluation of the
two-loop gluon self-energy, as shown in Table 4.2, graph g)1. A more complete
1The presented methods apply of course also to the corresponding gluonic part.
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overview and a list of further references can be found, for example, in Ref.
[121].
We consider two-loop integrals in dimensional regularization of the form
In [η1, . . . , ηN ] ≡
∫
dnk
(2π)n
∫
dnl
(2π)n
N (k, l)
Aη11 . . . A
ηN
N
, (B.3)
where the numerator N is a function of the loop-momenta ki = k, l, and the
external momentum p (or momenta, for graphs with more external legs). The
massless propagators are of the form Ai ∼ (ki ± f(p, ki))2 + iǫ, with f(p, ki)
a function of internal and/or external momenta. The remaining notation is
as in Eq. (B.2). In the case of graph g), Table 4.2, the maximal number of
different propagators is n = 5, for the graphs with denominator structure
ffifl
fi
. (B.4)
After applying Feynman parametrization, (B.2), to the scalar version of
Eq. (B.3) (we consider the case N (k, l) = 1) we obtain a new, single denomi-
nator with the structure
N∑
i=1
xiAi = a k
2 + b l2 + 2 c k · l + 2 d · k + 2 e · l + f, (B.5)
where a, b, c are linear combinations of the Feynman parameters xi, d
µ and
eµ are new vectors that depend on the xi and the external momentum (more
generally, momenta), and f is a scalar, also depending on xi and the external
momentum.
The integral over loop momenta l and k can now be performed via stan-
dard techniques, by a change of variables to complete the square:
kµ → Kµ − c
a
Lµ +
c eµ − b dµ
P
,
lµ → Lµ + c d
µ − a eµ
P
, (B.6)
with
P ≡ a b− c2. (B.7)
(B.5) becomes
aK2 +
P
a
L2 +
Q
P
, (B.8)
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where
Q ≡ −a e2 − b d2 + 2 c d · e+ f(a b− c2). (B.9)
With (B.25) we obtain
In [η1, . . . , ηN ] = − 1
(4π)n

 N∏
i=1
(−1)ηi
Γ (ηi)
1∫
0
dxi x
ηi−1
i

 δ
(
1−
N∑
i=1
xi
)
×Γ (ν − n)P ν−3/2nQn−ν , (B.10)
where we have introduced the abbreviation
N∑
i=1
ηi = ν. (B.11)
The integrals over the Feynman parameters in (B.10) can be expressed in
terms of Gamma-, Beta- and (generalized) hypergeometric functions (see, for
example, [128]). The latter are, however, not always easily expanded into
polynomials of ε when working in n = 4 − 2ε dimensions. In addition, for a
higher number of propagators (N > 5), it is not easy to find closed expressions.
It is advantageous to express all possible integrals in terms of a few, simpler,
Master integrals.
B.2.1 Integration by Parts
The technique that we use for the calculation of (B.4) to reduce it to
Master integrals is termed integration by parts (IBP) [14, 201, 202]. IBP
allows us to find relations between integrals of the form (B.3) with different
powers of ηi, so that we can eventually express all such integrals in terms of
those with many ηi = 0, that is, the corresponding propagators are absent.
IBP identities follow from the fact that the integral over the total deriva-
tive with respect to any loop momentum vanishes in dimensional regularization
∫
dnk
(2π)n
∂
∂kµ
J(k, . . .) = 0, (B.12)
where J is a loop integrand, and can be a scalar or a tensor. For two-loop
integrals (B.3) these identities can be cast into the form
∫
dnk
(2π)n
∫
dnl
(2π)n
∂
∂kµi
[ N µ(ki)
Aη11 . . . A
ηN
N
]
= 0. (B.13)
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Applying the derivative to the numerator of (B.3), we obtain
∂N µ
∂kµi
= n, (B.14)
if the numerator depends on ki and 0 otherwise. Similarly, taking the derivative
of one of the terms in the denominator results in
N µ
[
∂
∂kµi
1
Aηij
]
= −2ηjN ·Aj
A
ηj+1
i
, (B.15)
if Aj is ki-dependent, and 0 otherwise.
The system of equations generated in this manner can then be used to
solve for the integrals that have the lowest number of different propagators.
We will illustrate this below for (B.4). In (B.15) we have additional numerators
of the form
2N · Aj ∼ 2 (ki + g) · (ki + h) = (ki + g)2 + (ki + h)2 − (g − h)2. (B.16)
Reducible numerators can be cancelled against corresponding denominators,
and result in simplified integrals. We will deal with irreducible numerators in
the following.
B.2.2 Numerators
Integrals with irreducible numerators (vectors or tensors) can be dealt
with by using the following identities from symmetry considerations
∫ dnk
(2π)n
kµ1 . . . kµ2m+1f(k2) = 0, m integer,
∫ dnk
(2π)n
kµkνf(k2) =
gµν
n
∫ dnk
(2π)n
k2f(k2), (B.17)
and similarly for higher tensors.
Reexpressing numerators involving the momenta ki in terms of the new
variables (B.6) and using Eqs. (B.17), we obtain, for example
In [η1, . . . , ηN ] [k
µ] ≡
∫
dnk
(2π)n
∫
dnl
(2π)n
kµ
Aη11 . . . A
ηN
N
=
∫
dnK
(2π)n
∫
dnL
(2π)n
c eµ − b dµ
P
1
Aη11 . . . A
ηN
N
. (B.18)
In this expression dµ and eµ are functions of the external momentum (mo-
menta), independent of the internal loop variables K and L. Comparing this
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to Eq. (B.10), we see that factors of xi can be absorbed into the integrals over
Feynman parameters, by increasing the power to which the ith propagator is
raised
(−1)ηi xηi−1i
Γ(ηi)
xi = −ηi (−1)
ηi+1 xηii
Γ(ηi + 1)
, (B.19)
whereas the factor 1/P can be absorbed by increasing the dimension of the
integral
P ν−3/2n
1
P
= P ν−1/2(3n+2). (B.20)
We can proceed in a similar fashion for more complicated tensors in the
numerator. We always obtain integrals that are of the form (B.3), only with
increased dimensions and increased powers of numerators ηi.
Example - Reduction of Graph (B.4)
As an example for IBP identities, we express graph (B.4) in terms of
simpler Master integrals:
 = 2(3n− 8)(3n− 10)(n− 4)2 1(p2)2 
− 2(n− 3)
n− 4
1
p2 
. (B.21)
The expressions for the “sunset” and the “glass” Master integrals are given
below.
B.2.3 Collection of a Few Integrals
Here we collect the results for a few standard integrals in Minkowski and
Euclidean space, the former can be obtained by performing a Wick rotation
to Euclidean space (see, for example, [13]), expressing the n-dimensional Eu-
clidean phase space in terms of polar coordinates
∫
dnkE →
∫
dΩn−1
∞∫
0
dκκn−1 (B.22)
and integrating over polar angles:∫
dΩm = 2π
m/2Γ(m/2)
Γ(m)
. (B.23)
A general n-dimensional scalar integral in Euclidean space (denoted by the
subscript E) is then computed to give∫
dnkE
(
k2E +M
2
)−s
= πn/2
Γ(s− n/2)
Γ(s)
(
M2
)n/2−s
. (B.24)
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The result for its counterpart in Minkowski space is after Wick rotation given
by
∫
dnk
(
k2 −M2 + iǫ
)−s
= (−1)siπn/2Γ(s− n/2)
Γ(s)
(
M2
)n/2−s
. (B.25)
A Few Simple Master Integrals
The calculation of Eq. (B.4), and thus the calculation of graph g) in Table
4.2, is reduced to the calculation of three Master integrals after using the IBP
techniques and a bit of algebra to reduce tensor integrals. These loop integrals
with two or three propagators are textbook exercises. p denotes the external
momentum. They are given in terms of Gamma- and Beta-functions by
[η1, η2] ≡
∫
dnk
(2π)n
1
(k2)η1
1
(k2 + p2)η2
=
i
(4π)n/2
(−1)η1+η2
Γ
(
η1 + η2 − n2
)
Γ (η1) Γ (η2)
B
(
n
2
− η1, n
2
− η2
) (
−p2
)n/2−η1−η2
,
(B.26)
 = i(4π)n/2 (−1)n/2Γ
(
2− n
2
)
B
(
n
2
− 1, n
2
− 1
)
× 
[
1, 2− n
2
]
, (B.27)
=
{
[1, 1]
}2
. (B.28)
We have listed the sunset and glass graphs for propagators raised to the power
1, that is ηi = 1.
B.3 Rules for LCOPT
Throughout this thesis our convention for light-cone coordinates is as
follows:
k+ =
1√
2
(
k0 + k3
)
,
k− =
1√
2
(
k0 − k3
)
, (B.29)
k⊥ =
(
k1, k2
)
.
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Light-cone ordered perturbation theory is equivalent to the expressions
obtained after performing all minus integrals of all loops in a given graph
[56, 57, 58]. LCOPT is similar to old-fashioned, or time-ordered, perturbation
theory, but ordered along the light-cone, x+, rather than in x0. In a LCOPT
diagram all internal lines are on-shell, in contrast to a covariant Feynman dia-
gram, which allows us to identify UV divergent loops in eikonal diagrams more
easily. This property and the fact that the rules are equivalent to performing
all minus integrals make LCOPT especially suited for multi-loop integrals of
eikonal diagrams in Feynman gauge. A covariant Feynman diagram is com-
prised of one or more LCOPT diagrams.
The rules for LCOPT can be summarized as follows:
• We start with forming all possible light-cone orderings of a given covari-
ant diagram.
• Only those configurations are kept which describe possible physical pro-
cesses once the flow of plus-momenta is specified.
• For every loop we have a factor
dl+ d2−2εl⊥
(2π)3−2ε
(B.30)
if we work in n = 4− 2ε dimensions.
• For every internal line we have a factor
θ(l+i )
2l+i
, (B.31)
corresponding to the flow of plus momentum through the graph.
• Every intermediate virtual state contributes a factor
i
q− −∑j l2j,⊥2l+j + iǫ
, (B.32)
where we sum over all momenta comprising that virtual state, and where
q− is the external minus-momentum of the incoming state(s).
• Every intermediate real state gives a momentum conserving delta-function:
2πδ

q− −∑
j
l2j,⊥
2l+j

 , (B.33)
where the sum is over all momenta in that real state.
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• Since all lines are on-shell, we replace for every Fermion numerator its
minus component by its on-shell value:
l− =
l2⊥
2l+
. (B.34)
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Appendix C
Color Space Decomposition
Below we list the color bases, and the decompositions of the lowest order
hard matrices and soft functions in these bases for various 2 → 2 scattering
processes relevant for pp¯ collisions. We employ various identities from [197] in
the calculation of the color decompositions. ri labels the color of parton i in
(6.50). NC is the number of colors.
C.1 Color Bases
C.1.1 Basis for qq¯ → qq¯
We use the t-channel singlet-octet basis
c1 = δrA, r1δrB , r2,
c2 = − 1
2NC δrA, r1δrB, r2 +
1
2
δrA, rBδr1, r2 . (C.1)
C.1.2 Basis for qq → qq
The natural t-channel basis for this process is
c1 = δrA, r1δrB , r2,
c2 = − 1
2NC δrA, r1δrB, r2 +
1
2
δrA, r2δrB , r1 . (C.2)
C.1.3 Basis for qg → qg
Here we use the basis
c1 = δrA, r1δrB , r2 ,
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c2 = drBr2c (T
c
F )r1rA , (C.3)
c3 = ifrBr2c (T
c
F )r1rA ,
where c1 is the t-channel singlet tensor, c2 and c3 are the symmetric and
antisymmetric octet tensors, respectively.
C.1.4 Basis for gg → qq¯ and qq¯ → gg
For these processes it is convenient to use the s-channel color basis
c1 = δrA, rBδr1, r2 ,
c2 = drArBc (T
c
F )r1r2 , (C.4)
c3 = ifrArBc (T
c
F )r1r2 .
C.1.5 Bases for gg → gg
The most convenient procedure to calculate the color structure for this
process is to start with an overcomplete basis of nine color tensors, then to
find a new basis consisting of nine tensors in which the anomalous dimension
matrix that we will list below is block diagonal, and finally to reduce the
matrix to the minimal basis consisting of eight tensors.
We start with the following set of color tensors
c1 = Tr (T
rA
F T
rB
F T
r2
F T
r1
F ) ,
c2 = Tr (T
rA
F T
rB
F T
r1
F T
r2
F ) ,
c3 = Tr (T
rA
F T
r1
F T
r2
F T
rB
F ) ,
c4 = Tr (T
rA
F T
r1
F T
rB
F T
r2
F ) ,
c5 = Tr (T
rA
F T
r2
F T
r1
F T
rB
F ) ,
c6 = Tr (T
rA
F T
r2
F T
rB
F T
r1
F ) , (C.5)
c7 =
1
4
δrA, r1δrB , r2,
c8 =
1
4
δrA, rBδr1, r2,
c9 =
1
4
δrA, r2δrB , r1.
(C.6)
We transform to a new basis of color tensors. This basis can be rewritten in
terms of the tensors f and d with the help of the product formula for generators
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of SU(NC) in the fundamental representation,
T iFT
j
F =
1
2NC δij1 +
1
2
(dijk + ifijk)T
k
F . (C.7)
After setting NC = 3, the new basis is given by
c′1 = c1 − c3 =
i
4
[frArBcdr1r2c − drArBcfr1r2c] ,
c′2 = c2 − c5 =
i
4
[frArBcdr1r2c + drArBcfr1r2c] ,
c′3 = c4 − c6 =
i
4
[frAr1cdrBr2c + drAr1cfrBr2c] ,
c′4 = c1 + c3 =
1
6
δrAr1δrBr2 +
1
4
[drAr1cdrBr2c + frAr1cfrBr2c] ,
c′5 = c2 + c5 =
1
6
δrArBδr1r2 +
1
4
[drArBcdr1r2c − frArBcfr1r2c] , (C.8)
c′6 = c4 + c6 =
1
6
δrAr1δrBr2 +
1
4
[drAr1cdrBr2c − frAr1cfrBr2c] ,
c′7 = c7,
c′8 = c8,
c′9 = c9.
(C.9)
The overcomplete basis (C.8) can be reduced to a basis of 8 SU(3) color ten-
sors. This basis can be partly expressed in terms of t-channel SU(3) projectors
for the decomposition into irreducible representations of the direct product
8⊗ 8 which corresponds to the color content of a set of two gluons:{
c′1, c
′
2, c
′
3, P1, P8S , P8A, P10⊕10, P27
}
, (C.10)
where,
P1(rA, rB; r1, r2) =
1
8
δrAr1δrBr2 ,
P8S(rA, rB; r1, r2) =
3
5
drAr1cdrBr2c,
P8A(rA, rB; r1, r2) =
1
3
frAr1cfrBr2c,
P10⊕1¯0(rA, rB; r1, r2) =
1
2
(δrArBδr1r2 − δrAr2δrBr1)−
1
3
frAr1cfrBr2c,
P27(rA, rB; r1, r2) =
1
2
(δrArBδr1r2 + δrAr2δrBr1)
190
−1
8
δrAr1δrBr2 −
3
5
drAr1cdrBr2c.
(C.11)
C.2 Hard Scattering Matrices
Explicit hard matrices in color space at LO have been given in Ref. [192].
We exhibit them here for the sake of completeness with a trivial change in
overall normalization relative to [192].
We will express the hard matrices in terms of the partonic Mandelstam
variables
sˆ = xAxBs,
tˆ = −p2T
(
1 + e−2ηˆ
)
,
uˆ = −(sˆ+ tˆ). (C.12)
We also recall that we have from Eq. (6.51)
pT =
√
sˆ
2 cosh ηˆ
. (C.13)
C.2.1 Hard Matrices for qq¯ → qq¯
In the basis (C.1) the decomposition of the Born level hard scattering for
same-flavor qq¯ → qq¯ in color space is given by the matrix
H(1)
(
tˆ, sˆ, αs(µ)
)
=
1
N 2C
α2s(µ) π
sˆ


(
CF
NC
)2
χ1
CF
N 2C
χ2
CF
N 2
C
χ2 χ3

 , (C.14)
where χ1, χ2, and χ3 are defined by
χ1 =
tˆ2 + uˆ2
sˆ2
χ2 = NC uˆ
2
sˆtˆ
− tˆ
2 + uˆ2
sˆ2
χ3 =
sˆ2 + uˆ2
tˆ2
+
1
N 2C
tˆ2 + uˆ2
sˆ2
− 2NC
uˆ2
sˆtˆ
. (C.15)
The unequal-flavor cases, qq¯′ → qq¯′ and qq¯ → q′q¯′, are found from (C.14) by
dropping the s-channel terms for the former, and the t-channel contributions
for the latter. The matrix for qq¯ → q¯q can be found from (C.14) via the
transformation tˆ↔ uˆ.
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C.2.2 Hard Matrix for qq → qq
For this process we obtain in the basis Eq. (C.2) a hard matrix which is
related to the one for qq¯ → qq¯, Eq. (C.14), by the crossing transformation
sˆ↔ uˆ. So the χ1, χ2 and χ3 are given by
χ1 =
tˆ2 + sˆ2
uˆ2
χ2 = NC sˆ
2
tˆuˆ
− sˆ
2 + tˆ2
uˆ2
χ3 =
sˆ2 + uˆ2
tˆ2
+
1
N 2C
sˆ2 + tˆ2
uˆ2
− 2NC
sˆ2
tˆuˆ
. (C.16)
As above, for qq′ → qq′ only the t-channel terms are kept.
C.2.3 Hard Matrices for qg → qg
In the basis Eq. (C.3) we arrive at a hard matrix of the form
H(1)
(
tˆ, sˆ, αs(µ)
)
=
1
NC(N 2C − 1)
α2s(µ) π
2sˆ


1
2N 2
C
χ1
1
2NCχ1
1
NCχ2
1
2NCχ1
1
2
χ1 χ2
1
NCχ2 χ2 χ3

 ,
(C.17)
with χ1, χ2, and χ3 given by
χ1 = − sˆ
2 + uˆ2
sˆuˆ
χ2 = 1− 1
2
tˆ2
sˆuˆ
− uˆ
2
sˆtˆ
− sˆ
tˆ
χ3 = 3− 4 sˆuˆ
tˆ2
− 1
2
tˆ2
sˆuˆ
. (C.18)
Again, the matrix for qg → gq can be found from the above matrix (C.17) by
exchanging tˆ↔ uˆ.
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C.2.4 Hard Matrices for gg → qq¯ and qq¯ → gg
In the basis (C.4) we calculated the Born level hard scattering matrix to
be
H(1)
(
tˆ, sˆ, αs(µ)
)
=
1
N¯
α2s(µ) π
2sˆ


1
2N 2C
χ1
1
2NCχ1
1
NCχ2
1
2NCχ1
1
2
χ1 χ2
1
NCχ2 χ2 χ3

 , (C.19)
where χ1, χ2, and χ3 are given by
χ1 =
tˆ2 + uˆ2
tˆuˆ
χ2 = 1− 1
2
uˆ2 − tˆ2
tˆuˆ
χ3 = 6− 4 tˆ
2
sˆ2
+
1
2
tˆ2 + uˆ2
tˆuˆ
, (C.20)
and the averaging factor is N¯ = N 2C for the process qq¯ → gg, and (N 2C − 1)2
for gg → qq¯. The matrix for gg → q¯q is once again found by letting tˆ↔ uˆ.
C.2.5 Hard Matrix for gg → gg
In the minimal basis consisting of 8 color tensors, (C.10), the hard matrix
is found to be block-diagonal
H(1)
(
tˆ, sˆ, αs(µ)
)
=
(
03×3 03×5
05×3 H
(1)
5×5
)
, (C.21)
with the 5× 5 block H(1)5×5
H
(1)
5×5
(
tˆ, sˆ, αs(µ)
)
=
1
16
α2s(µ)π
2sˆ


9χ1
9
2
χ1
9
2
χ2 0 −3χ1
9
2
χ1
9
4
χ1
9
4
χ2 0 −32χ1
9
2
χ2
9
4
χ2 χ3 0 −32χ2
0 0 0 0 0
−3χ1 −32χ1 −32χ2 0 χ1


, (C.22)
with χ1, χ2, and χ3 defined by
χ1 = 1− tˆuˆ
sˆ2
− sˆtˆ
uˆ2
+
tˆ2
sˆuˆ
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χ2 =
sˆtˆ
uˆ2
− tˆuˆ
sˆ2
+
uˆ2
sˆtˆ
− sˆ
2
tˆuˆ
χ3 =
27
4
− 9
(
sˆuˆ
tˆ2
+
1
4
tˆuˆ
sˆ2
+
1
4
sˆtˆ
uˆ2
)
+
9
2
(
uˆ2
sˆtˆ
+
sˆ2
tˆuˆ
− 1
2
tˆ2
sˆuˆ
)
. (C.23)
For this process we have set explicitly NC = 3.
C.3 Soft Functions for 2 → 2 Scattering
Below we list the anomalous dimension matrices and soft functions at
lowest order, Eqs. (6.74) and (6.76), in terms of the combinations (6.78).
φ(ij, 1) is either S(ij, 1) (Eq. (6.77)) or Γ(ij, 1) (Eq. (6.75)). Furthermore, we
collectively denote anomalous dimension matrices and lowest order eikonal
contributions by M(f),
C.3.1 Soft Matrices for qq → qq
We obtain the color decomposition for qq → qq in the basis (C.2)
M(qq→qq) =

 CFβ(qq) CF2NC
(
α(qq) + γ(qq)
)
α(qq) + γ(qq) CFγ
(qq) − 1
2NC
(
2α(qq) + β(qq) + γ(qq)
)

 ,
(C.24)
where we have abbreviated (qq → qq) by (qq), and where the sign changes
compared to qq¯ → qq¯ due to the factors of ∆i are as follows:
α(qq→qq) = −α(qq¯→qq¯)
β(qq→qq) = β(qq¯→qq¯) (C.25)
γ(qq→qq) = −γ(qq¯→qq¯).
C.3.2 Soft Matrix for qg → qg and q¯g → q¯g
In terms of the φ(ij, 1)s for qq¯ → qq¯, as discussed in Sec. 6.7.5, the anoma-
lous dimension matrix for qg → qg reads in the basis (C.3)
M(qg→qg) =


CFφ
(A1, 1) + CAφ
(B2, 1) 0 −1
2
(α + γ)
0 χ −NC
4
(α + γ)
− (α+ γ) −N 2C−4
4NC (α + γ) χ

 ,
(C.26)
194
where χ ≡ NC
4
(α− γ) − 1
2NCφ
(A1, 1) + NC
2
φ(B2, 1). Here and everywhere below
we drop the superscripts (qq¯ → qq¯).
The matrix for
q¯(p1, r1) + g(p2, r2)→ q¯(pA, rA) + g(pB, rB)
is the same as for
q(pA, rA) + g(pB, rB)→ q(p1, r1) + g(p2, r2)
if we use the same basis and take into account all sign changes due to the
eikonal Feynman rules and the relabelling of the color indices.
C.3.3 Soft Matrices for gg → qq¯ and qq¯ → gg
In the basis (C.4) the color decomposition for gg → qq¯ is given by
M(gg→qq¯) =


CFφ
(12, 1) + CAφ
(AB, 1) 0 1
2
(β + γ)
0 ξ NC
4
(β + γ)
β + γ
N 2C−4
4NC (β + γ) ξ

 , (C.27)
where ξ ≡ NC
4
(β − γ) − 1
2NC φ
(12, 1) + NC
2
φ(AB, 1), and the φ(ij, 1) again denote
those calculated above for qq¯ → qq¯.
The process
q(p2, r2) + q¯(p1, r1)→ g(pB, rB) + g(pA, rA)
is related to the process
g(pA, rA) + g(pB, rB)→ q(p1, r2) + q¯(p2, r2)
by time reversal. After relabelling the color indices appropriately we arrive at
the following anomalous dimension matrix where only the diagonal elements
are changed compared to the one stated above:
M(qq¯→gg) =


CFφ
(AB, 1) + CAφ
(12, 1) 0 1
2
(β + γ)
0 ξ′ NC
4
(β + γ)
β + γ
N 2C−4
4NC (β + γ) ξ
′

 , (C.28)
where ξ′ ≡ NC
4
(β − γ)− 1
2NC φ
(AB, 1) + NC
2
φ(12, 1).
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C.3.4 Soft Matrix for gg → gg
The soft matrix for gg → gg is in the minimal basis (C.10) given by
M(gg→gg) =
( M3×3 03×5
05×3 M5×5
)
, (C.29)
where the matrix M3×3 is given by
M3×3 =


NC
2
(α + β) 0 0
0 NC
2
(α− γ) 0
0 0 NC
2
(β − γ)

 , (C.30)
and M5×5 reads
M5×5 =

3β 0 3 (α+ γ) 0 0
0 34 (α+ 2β − γ) 34 (α+ γ) 32 (α+ γ) 0
3
8 (α+ γ)
3
4 (α+ γ)
3
4 (α+ 2β − γ) 0 98 (α+ γ)
0 35 (α+ γ) 0
3
2 (α− γ) 910 (α+ γ)
0 0 13 (α+ γ)
2
3 (α+ γ) 2α − β − 2γ

 .
(C.31)
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