Machine learning has potential use in the understanding of information hidden in large datasets, but little is known about user perceptions about the use of the technology. In this study, a number of datasets were solicited from agricultural researchers and processed using a machine learning workbench. The results were reported to the researchers, and then interviews were conducted with some of them to determine their perceptions about the use of machine learning as an additional analysis technique to traditional statistical analysis. A number of themes about their satisfaction with this technique were constructed from the interview transcripts, which generally indicate that machine learning may be able to contribute to analysis and understanding of these kinds of datasets.
INTRODUCTION
This study reports on the user satisfaction of scientists with machine learning analysis of their experimental data in the domain of agricultural research. Machine learning is an information analysis tool that has potential for aiding the understanding of data collected from research experiments, but is seldom used in this environment in comparison with traditionally accepted methods of statistical analysis. In part, this may be a result of a low awareness of the characteristics of machine learning by these scientists, as well as the absence of a strong motivation to move away from the traditional, and well accepted statistical techniques.
Statistical methods for collecting, classifying, and analysing data from experimental situations have a strong tradition in agricultural research. The principles governing the planning and analysis and interpretation of experimental data are well documented in the literature, and with the availability of personal computer software packages for performing statistical analyses, many researchers routinely use statistical techniques in their research. However, statistical software may sometimes be used mechanically and without an understanding of the principles and the assumptions of the technique that is used (Maindonald & Cox 1984) . There is a need for an informed attitude for data analysis, presentation, and interpretation for those involved (Camden et al. 1982) .
With the ease of automatic collection and recording of data, large amounts of data may be collected, which creates problems for the researcher such as determining the quality of data sets, and being overwhelmed with large numbers of outliers in regression. It is considered prudent that before an experiment is commenced and data are collected, a statistician is consulted to clarify the objective of collecting the data and to advise on the experimental design.
Statistical approaches to classification are generally characterised by having an explicit underlying probability model, which gives the probability of an individual being in a class as opposed to a classification. They require human intervention with regard to variable selection. Multivariate analysis techniques are still used relatively infrequently in agronomic research, partly because of lack of knowledge of how to deal correctly with the data collection for multivariate analysis and with associated problems which can arise using multivariate analysis (Matthew et al. 1994 ).
Machine learning is a new analysis technique that has potential to assist agricultural researchers, and is often compared and contrasted with traditional statistical analysis methods. It is at the analytical stage, after the experimental design has been determined and data collected, that the two fields of statistics and machine learning appear to diverge. At this stage, data analysis can be either confirmatory, where a pattern has been previously hypothesised before data collection, and analysis confirms or denies its existence, or exploratory, where interesting or unusual patterns are sought in data, often after the data collection has occurred. In statistical data analysis, t-tests and analysis of variance are examples of confirmatory analysis, and factor analysis is a common exploratory technique. Machine learning algorithms are predominantly exploratory.
The two fields share a surprisingly similarity and have, at the research level, come together more in the last five years. Decision trees (Quinlan 1986 ) are similar to classification and regression trees which came from the statistical community (Breiman et al. 1984) , and many statistical techniques are commonly incorporated into machine learning algorithms. The statistical community has provided frameworks for validating structural descriptions such as n-fold cross-validation. Machine learning provides methods for making computationally expensive algorithms more practical for real world applications. The divergence in the two fields is partially in the techniques employed but mainly in the perception held by users that statistical techniques are the only true analytical tools for their experiments.
The fundamental goal of machine learning algorithms is to discover meaningful relationships in a body of training data, presented as individual examples, and to produce a generalisation of those relationships that can be used to interpret subsequently presented test data. We concentrate on the most commonly performed exploratory task in machine learning-classification. The examples (often called instances, and presented as rows of data in a spreadsheet file) each comprise a set of attributes and a classification (presented as column entries for each instance). For example, in learning the factors that determine apple bruising the attributes might be energy level-a measure of the drop height of the apple, location-which part of the apple was bruised, and radius of curvature-a measure of the shape of the apple, and the classification would be a record of the actual bruise size for the apple in the experiment-B0 indicates that the bruise size is under the commercially accepted limit of 1.0 cm 2 , B1 indicates significant bruising. An example of a few instances (from a large table) with three attributes and a classification is given in Table 1 . To prepare the dataset for processing by a typical machine learning scheme, the dataset is randomised and then split into two partitions, a training set and a test set. The test set is conditionally chosen to reflect the distribution of class values in the dataset as a whole. The training set is processed by the machine learning scheme to produce a model, which is then tested for accuracy on the test set. This process is usually repeated a number of times and the results averaged to produce an overall accuracy. Typical splits are 90% training, and 10% test data, and the process is repeated 100 times (10 repetitions of 10 folds).
The training process constructs a classification model as a set of production rules. These rules take the form IF 'L' THEN 'R', where L (the left-hand side of the rule) is a conjunction of attribute-based tests and R (the right-hand side of the rule) is a class. These rules together with a default class (the most frequently encountered class label) are sufficient to predict the class of unseen cases or test data (see below)-data with attribute values but no class-attribute value. This is achieved by finding the first rule (the rules are ordered) whose left-hand side is satisfied by the case. The predicted class is then the one nominated by the right-hand side of this rule. If a case falls through all of the rules then we designate the class to be the default class. The following rules were generated by using 1536 instances with just the Energy Level and Location attributes to predict the bruise class: The figures in parentheses are estimates of the accuracy of each rule based on the training data. To properly test the rules it is necessary to train and test random samples of the data a number of times (n-fold cross validation).
The rules would classify the first instance in Table 2 as B1 by Rule 3, the second as B1 by Rule 4, the third as B0 by Rule 1, the fourth as B0 by Rule 2 and the final case as B1 by Rule 3. For research scientists the attraction of this type of analysis is the descriptions they receive of their data. The attributes are typically measurements from an experiment, and the descriptions tell them which attributes are the most significant and how those attributes combine to determine a classification. The descriptions also focus the scientist on the outcome of the experiment because they are forced to state in the classification attribute exactly what it is that they are trying to do. Standard statistical techniques can be used after preliminary machine learning to verify the accuracy of any hypothesis that might be suggested in the structural description of the data.
While machine learning tends to focus on correlations rather than causality there is a sense in which causality is implicit to a given application. When collecting data an expert chooses properties or attributes that they expect to be causally related to the classification task. A classification at some time t from measurements made at that time have to be measurable at that time so that a classification can be made. This is another sense in which causality is implicitly defined. Explicit definition of causality is also addressed in other branches of machine learning where attempts are made to learn causal models (Pearl 1985) , however, the software used in this study does not explicitly seek to uncover causal relationships.
Adoption of machine learning technology has been reported in a number of application areas. Langley & Simon (1995) described a number of cases of reported applied use of machine learning rule induction, some of which are shown in Table 3 . Table 3 Applied examples of machine learning.
ML Application
Rule induction for..... Celestial objects (1995) Automatic classification of Sky Survey images Chemical process control (1984) Manufacturing process settings to guide operators Circuit boards (1987) Diagnosis of faults Credit card (1993) Approval of credit card applicants Credit decisions (1989) Loan approval of credit applicants Diagnosis of pumps Vibration data analysis and prediction Equipment configuration (1990) Configuration of fire detection equipment Gas from oil separation (1987) Separation vessel configuration Healthcare (1994) Profiles of claims for a given diagnosis Military Prediction of capabilities of military units Mortgages (1994) Prediction of payment of overdue payments Printing (1990) Avoidance of banding on presses Process monitoring (1989) Quality of oil/water cooling emulsions Sharemarket (1994) Advice on share trading Telephones (1994) Fault diagnosis on public payphones Transformer oil (1984) Prediction of insulating oil breakdown Although these have been reported as successful implementations of rules derived from machine learning rule induction, they are only positive examples. There seems to be no parallel evidence on machine learning systems that have been attempted, and discarded, or the reasons for success or failure. We have no evidence of why the process engineers and other users involved with these applications saw machine learning as a potential contributor to their problem solutions.
The examples above of fielded use of machine learning are encouraging, but much of the activity and publication in machine learning research is on algorithm development, rather than on how to develop successful applications in field domains. The objective of machine learning algorithm development is to create schemes that will generate a model based on a set of learning data which will produce low error rates when test data are processed against that model. Many reports on the accuracy and suitability of various schemes for various kinds of data have been published (Taylor et al. 1994; Kohavi et al. 1997 ). However, little has been published on measuring the effectiveness (as opposed to accuracy) of machine learning schemes.
The New Zealand-developed WEKA (Waikato Environment for Knowledge Analysis) machine learning workbench provides an integrated environment which gives easy access to a variety of machine learning techniques through an interactive interface (Holmes et al. 1994) . The software has been designed primarily to support a research scientist as the end user. The workbench is not a single program, but rather a set of tools bound together by a common user interface. The current system runs on a variety of platforms under the Unix operating system.
The first step in using the workbench is to invoke the workbench conversion programs to prepare data (usually provided in spreadsheet or database format) into a file format which all of the different machine learning techniques recognise. It is then possible to run a variety of machine learning schemes on the data and to view and compare the results. The schemes work in many different ways and no single scheme will outperform the others on all datasets. The schemes currently supported by the workbench are given in Table 4 . The workbench also provides facilities for data visualisation using the XGobi system (Swayne et al. unpubl. data), an attribute editor which allows users to transform existing attributes into new attributes (for example, converting date of birth to age), and an experiment management facility which allows a user to maximise their computing resources when running every scheme over a large dataset.
METHODS
About 100 New Zealand agricultural research scientists were sent a letter which gave a short explanation of machine learning, and asked whether they had any datasets of past research work that they would be willing to give to us for analysis. About 30 of these responded positively, and 14 useable datasets were eventually received. Selection as a "usable" dataset required at least 50 instances, as well as the condition that the number of attributes did not exceed the number of instances. The datasets were usually received in spreadsheet form, and machine learning technical staff converted them to the attribute relation file format (ARFF) used by the WEKA workbench, which is a header containing a description of each attribute type followed by the data in a comma separated variable format. The staff then ran these files through the WEKA workbench on several of the machine learning schemes, and chose one of these based primarily on output accuracy, but also on the ability of the scheme to provide an explanation of the results. The technicians who prepared and processed the datasets through the machine learning workbench had little domain knowledge about the meaning and significance of the dataset attributes (other than the attribute name) and no knowledge about expected results. This was consciously done to avoid "guiding" the machine learning schemes to generate the expected result. Tuning parameters in each of the schemes were adjusted through a number of runs, until what looked like a reasonable result was obtained. A short report was prepared for the researcher on each dataset processed which contained the results and decision trees. An overall summary of the results for all datasets was compiled (Thomson & McQueen 1996) .
Typically, the datasets that were provided were from field research that had previously been undertaken, in which the field data were collected then analysed using statistical techniques, and the results published. Our objective in soliciting these datasets was to understand the nature of the data collected in typical agricultural research, with two main motivations.
1. We expected that these field data would have characteristics such as missing values, incomplete data, error, and noise, which might provide our machine learning research team with insight into how better machine learning schemes and user interfaces could be constructed to tackle these real world problems. 2. If the machine learning analysis on these test datasets generated results which were interesting, we hoped that this would stimulate the research scientist's interest in using machine learning techniques as part of their research methodologies, including their future design of field experiments and data collection to take advantage of machine learning capabilities.
Interviews were arranged with eight of these researchers, selected mainly through availability and interest in the study, and conducted either face-to-face or by telephone. The interviews were recorded and transcribed. The interviews were semi-structured, with a set of questions asking about the nature of the original investigation, original expected results, perceptions about the machine learning analysis results presented to them, initial and present perceptions about machine learning, and perceptions about machine learning as a possible future analytical tool for their research. Table 5 gives an overview of the datasets tested. Instances refers to the number of observations, or rows in the dataset, while attributes refers to the number of variables, or columns recorded for each observation instance. In some cases, additional attributes were derived, or calculated from the original attributes in the provided dataset prior to machine learning runs, and these are indicated by *. The number of attribute types for each dataset are indicated according to the following brief descriptions. Enumerated: Data point is one of a set of discrete numbers or symbols, not necessarily in a continuous range. Numbers have no inherent meaning as a value other than symbolic. Comparison tests only on equality. The attribute value represented by the number 4 is not twice as big as the number 2. Examples: 1, 4, 9.2, high, a+, yes. Real: Data point is in a continuous range of decimal numbers. Any number in the range is valid. Comparison tests include greater than, less than. Examples (for a range between -4.0 and 9.5): 4.1, 6.324, -2.5. Integer: Non decimal number, usually positive. Comparison tests on greater than, less than. Numbers have order.
Characteristics of the datasets

RESULTS AND DISCUSSION
Perceptions about machine learning from the interviews
This section extracts a number of themes about the effectiveness of machine learning from the transcripts of interviews with six of the agricultural research scientists who contributed datasets to this study. Seven themes illustrating perceptions of both strengths and weaknesses of machine learning are developed, paraphrased, and generalised from an analysis of their statements. For some, excerpts from the interviews are included to provide further illustration of the theme. It is not intended that these themes can be generalised and applied outside of the boundaries of this study, but they may provide some insight into what arm's length users of machine learning perceive to be strengths and weaknesses of the technology. These themes may also prove useful in providing a starting point for similar studies in other application domains.
1. For machine learning, there may be a high return from a small amount of time put into preparing the data for machine learning analysis, especially when compared with the large amount of time necessary to prepare data for conventional statistical analysis.
There is often a large front-end time commitment in preparing experimental data for statistical processing. Part of this time may be in narrowing the statistical analysis to a small area of potential interest, running the analysis, and then shifting to the next area of interest. Machine learning can usually take all of the data in one pass, and produce results, with relatively little front-end preparation and selection. The issue then becomes the increase of effective understanding of the data resulting from statistical or machine learning analysis, versus the time spent preparing for that analysis.
2. Machine learning can handle large sets of experimental observations more conveniently than statistical analysis.
Of the datasets processed in this research, half had 100 or less instances, which would normally be well suited to statistical analysis. Interestingly, this is often a typical size of dataset that is used as a test dataset in machine learning algorithm development research. However, the other half of our test base of 14 datasets had more than 100 instances, with the largest being over 21 000. The number of instances used has little impact, except for processing time, in machine learning analysis. Sometimes, the number of instances and variables measured in a piece of field research may be constrained because of the effort required to prepare large amounts of data for statistical processing.
3. Machine learning can help to narrow the focus of detailed investigation.
Apart from the use of machine learning as a single analysis approach, there may be the potential for using it to see the overall meaning in a set of data, or to locate a particular area of interest, and then focus in on that area using statistical analysis tools. One researcher saw potential in this dual approach. 4. Machine learning output has a sequence or hierarchy construction, which can be helpful to understanding the data and guiding further detailed statistical analysis.
Aside from the visual characteristic of machine learning output, it also has a structure and a hierarchy, which can aid in understanding which relationships are at higher and lower levels, and not just correlated. One researcher found the structure of the machine learning output quite helpful:
"... it's got a sequence in it which isn't present in a numerical analysis. A numerical analysis you just get the totals at the bottom or the scores but there's not the sort of progression through ... statistical analysis doesn't give you any sort of sequence" 5. Because machine learning is not broadly used, publication of research results might be difficult for other researchers to understand.
As the interviewees were research scientists, publication of results in peer reviewed journals and conferences is an important part of their activities. There was concern expressed that publication of machine learning based results would be more difficult, and might have reduced status, because of the traditional convention of using statistical analysis to present research results. One researcher commented... The graphical decision tree output was seen as attractive, but perhaps more for presentation of results in meetings, rather than as the main analytical technique used for publication of results in papers.
7. Some researchers would be interested in using machine learning in future studies, provided they could learn more about how it should be used.
The first experience with machine learning had generated interest in using machine learning in subsequent studies. When asked whether they would be interested in using machine learning again, most of the interviewees said they would like to try it again.
"Well, we're really keen to use it again. We would consider designing research [to make use of machine learning]. I think it could be more appropriate than more traditional techniques for some particular purposes ..."
CONCLUSIONS
The perceptions of agricultural research scientists who participated in this study were both positive and negative about how effective machine learning would be in analysing experimental data, and presenting the outcomes in presentations and publications. This study involved "arms length" interaction between the machine learning technician and the research scientist, and future studies of this kind might be directed toward more closely tied, interactive collaborations between machine learning expert and research domain expert to see if some of the shortcomings identified here may be overcome.
Machine learning has a role alongside statistical techniques for data exploration and deserves wider use in agricultural studies. The adoption of machine learning techniques may well be best served by combining exploratory and confirmatory analysis tools that can generate hypotheses from data using machine learning and then test their significance using accepted statistical techniques. By producing more synergy between the two fields it may be possible to enjoy the benefits of data explanation and rapid hypothesis testing in an environment grounded in statistical rigour.
