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Abstract
A Polish group G is called a group of quasi-invariance or a QI-group, if
there exist a locally compact group X and a probability measure µ on X
such that 1) there exists a continuous monomorphism of G to X , and 2)
for each g ∈ X either g ∈ G and the shift µg is equivalent to µ or g 6∈ G
and µg is orthogonal to µ. It is proved that G is a σ-compact subset of
X . We show that there exists a quotient group TH2 of ℓ
2 modulo a discrete
subgroup which is a Polish monothetic non locally quasi-convex (and hence
nonreflexive) pathwise connected QI-group, and such that the bidual of TH2
is not a QI-group. It is proved also that the bidual group of a QI-group may
be not a saturated subgroup of X .
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1. Introduction
Let X be a Polish group and B the family of its Borel sets. Let E ∈
B. The image and the inverse image of E are denoted by g · E and g−1E
respectively. Let µ and ν be probability measures on X . We write µ ≪ ν
(µ ∼ ν, µ ⊥ ν) if µ is absolutely continuous relative to ν (respectively:
equivalent, mutually singular). For g ∈ X we denote by µg the measure
determined by the relation µg(E) := µ(g
−1E), ∀E. The set of all g such
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that µg ∼ µ is denoted by E(µ). The Mackey-Weil Theorem asserts that
X = E(µ) for some µ iffX is locally compact. Some algebraic and topological
properties of E(µ) are considered in [9] and [10]. In particular, it was proved
that E(µ) always admits a Polish group topology and, as a subgroup of X ,
is a Gδσδ-set. The Polish group topology is defined by the strong operator
topology in the following way. If g, h ∈ E(µ), and {µn} is a countable dense
subset in L1(µ) (with µ1 = µ), then the following metric on E(µ)
d(h, g) =
∞∑
n=1
1
2n
(
‖µng − µnh‖
1 + ‖µng − µnh‖
+
‖µng−1 − µnh−1‖
1 + ‖µng−1 − µnh−1‖
)
.
defines the Polish group topology which is finer than the topology induced
from X . Note that although the metric d depends on the chosen sequence
{µn}, the Polish group topology is unique and does not depend on d.
For a topological group G, the group G∧ of continuous homomorphisms
(characters) into the torus T = {z ∈ C : |z| = 1} endowed with the compact-
open topology is called the character group of G and G is named Pontryagin
reflexive or reflexive if the canonical homomorphism αG : G → G∧∧, g 7→
(χ 7→ (χ, g)) is a topological isomorphism. A subset A of G is called quasi-
convex if for every g ∈ G \A, there is some χ ∈ A⊲ := {χ ∈ G∧ : Re(χ, h) >
0, ∀h ∈ A}, such that Re(χ, g) < 0, [23]. An Abelian topological group G
is called locally quasi-convex if it has a neighborhood basis of the neutral
element eG, given by quasi-convex sets. The dual G
∧ of any topological
Abelian group G is locally quasi-convex [23]. In fact, the sets K⊲, where K
runs through the compact subsets of G, constitute a neighborhood basis of
eG∧ for the compact open topology.
Following E.G.Zelenyuk and I.V.Protasov [24], we say that a sequence
u = {un} in a group G is a T -sequence if there is a Hausdorff group topology
on G for which un converges to zero. The group G equipped with the finest
group topology with this property is denoted by (G,u).
Set
Z
∞
b = {n = (n1, . . . , nk, nk+1, . . . )| ni ∈ Z and |n|b := sup{|ni|} <∞} ,
Z
∞
0 = {n = (n1, . . . , nk, 0, . . . )|nj ∈ Z}.
We will consider the spaces lp and c0. For our convenience we set l
0 := c0.
Evidently, Z∞0 is a closed discrete subgroup of l
p for any 0 ≤ p <∞.
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The following groups play a crucial role in our consideration
T
H
p :=
{
ω = (zn) ∈ T∞ |
∞∑
n=1
|1− zn|p <∞
}
, 0 < p <∞,
T
H
0 := {ω = (zn) ∈ T∞ | zn → 1} .
It is easy to prove that THp are Polish groups with pointwise multiplication
and the topology generated by the metric
dp(ω1, ω2) =
(
∞∑
n=1
|z1n − z2n|p
)min(1, 1
p
)
, if 0 < p <∞, and
d0(ω1, ω2) = sup(|z1n − z2n|, n = 1, 2, . . . ), if p = 0.
We also need more complicated groups, which are defined in [2]. Suppose
that an ≥ 2 are integers such that
∑∞
n=1
1
an
<∞ and set γ(1) = 1, γ(n+1) =
Πnk=1ak(n ≥ 1). If 1 ≤ p <∞ and z ∈ T, we set
‖z‖p =
(
∞∑
n=1
|1− zγ(n)|p
)1/p
and .
Put Gp = {z ∈ T : ‖z‖p < ∞} and Q = {z ∈ T; zγ(n) = 1 for some n}.
Then (Gp, ‖.‖p) is a Polish group and Q is its dense subgroup [2]. It is clear
that all Gp are totally disconnected.
For p = 0 and z ∈ T we set G0 = {z ∈ T : zγ(n) → 1} and ‖z‖0 =
sup{|1− zγ(k)|, k = 1, 2 . . . }. Then (G0, ‖.‖0) is a Polish group [11].
This article was inspired by the following old and important problem in
abstract harmonic analysis and topological algebra: find the “right” gener-
alization of the class of locally compact groups. The commutative harmonic
analysis gives us one of the best indicator for the “right” generalization -
the Pontryagin duality theorem. The Pontryagin theorem is known to be
true for several classes of non locally compact groups: the additive group
of a Banach space, products of locally compact groups, complete metrizable
nuclear groups [4], [15] [22]. These examples suggest searching for possible
generalizations not only in the direction of duality theory. The existence
of the Haar measure plays a crucial role in harmonic analysis. As it was
mentioned above, existence of a left (quasi)invariant measure is equivalent to
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the local compactness of a group. Therefore we can use some similar notion
only. Groups of the form E(µ) are natural candidates. On the other hand,
if a probability measure µ on T is ergodic under E(µ), then for each g ∈ T
either µg ∼ µ or µg ⊥ µ [14]. Therefore, taking into consideration ergodic
decomposition, we propose the following generalization.
Definition 1. A Polish group G is called a group of quasi-invariance or
a QI-group, if there exist a local compact group X and a probability measure
µ on X such that G is continuously embedded in X, E(µ) = G and µg ⊥ µ
for all g 6∈ E(µ).
We will say that G is represented in X by µ and denote it by Eµ. It
is clear that, if G is Abelian, then we can assume that X is compact. In
the general case we can define QI-groups in the following way (taking into
account Theorems 5.14 and 8.7 in [12]): a topological group G is called a
QI-group if there exists a compact normal subgroup Y such that G/Y is a
Polish QI-group. In the article we are restricted to the Abelian Polish case
only. By the definition, it is clear that a QI-group has enough continuous
characters.
Evidently, any locally compact Polish group is a QI-group. Let H be
a separable real Hilbert space. Then H is a QI-group, since it is E(µ) for
a Gaussian measure on R∞ [21] and we can continuously embed R∞ into
(T2)
∞
= T∞ in the usual way. Moreover, any lp, 0 < p ≤ 2, is a QI-group
[7]. In [2], the authors proved that G1 and G2 are QI-groups (see also [17]).
We will give a simple straightforward proof that TH1 and T
H
2 are QI-groups
too (cf. [20] for TH2 , see also [13]). If a probability measure µ on T is ergodic
under E(µ), then E(µ) = Eµ is a QI-group [14]. Hence, in the category of
Polish groups, the set GQI of all groups of quasi-invariance is wider than the
class of locally compact groups.
Choosing of such groups is motivated not only by the above-mentioned.
Let µ on T be ergodic under E(µ) = Eµ. J.Aaronson and M.Nadkarni [2]
showed that Eµ is the eigenvalue group of some non-singular transformation
and illustrated a basic interaction between eigenvalue groups and L2 spec-
tra. Moreover, they computed the Hausdorff dimension of some Eµ, which
is important in connection with the dissipative properties of a non-singular
transformation [1]. A deep property of the eigenvalues of the action of Eµ
gives us a key property for solving subtle problems about spectra of mea-
sures around the Wiener-Pitt phenomenon. These and other applications to
harmonic analysis are given in [14] and [16]. Below we prove that a QI-group
is even a σ-compact subgroup of some locally compact group. Hence, on the
4
one hand, QI-groups play a very important role in non-singular dynamics
and harmonic analysis and, on the other hand, they are not “very big” (as,
for example, the unitary group U(H) of the separable Hilbert space or the
infinite symmetric groups S∞). These arguments allow us to consider the
notion “to be a QI-group” as a possible generalization of the notion “to be
a locally compact group” and explain our interest in such groups.
The main goal of the article is to consider some general problems of
the Pontryagin duality theory for groups of quasi-invariance. The following
question is natural:
Question 1. Are all groups of quasi-invariance Pontryagin reflexive?
It is clear that locally compact Polish groups and lp, 1 ≤ p ≤ 2, are reflexive.
We prove that TH1 is reflexive too. On the other hand, any group l
p, 0 < p < 1,
is not even locally quasi-convex (8.27,[3]) and, hence, not reflexive. Since the
bidual group of a Polish group is always locally quasi-convex and Polish [6],
we can ask the following.
Question 2. Is the bidual G∧∧ of a QI-group G a QI-group?
The answer on question 2 is also negative. We prove that the bidual group
of TH2 is not a QI-group. We do not know the answer on the next question.
Question 3. Let G be a locally quasi-convex QI-group. Is G reflexive?
In [14], the authors proved that each QI-group is saturated. Since the
bidual of a QI-group G is not always a QI-group, we can ask whether the
bidual group is saturated. It is proved that G∧∧2 = G0 (and, hence, G2 is not
reflexive). Since G0 is not a saturated subgroup of T [14], this shows that
the bidual group of a QI-group may be not saturated.
On the other hand, the groups THp are interesting from the general point
of view of the Pontryagin duality theory. We prove the following.
• If 1 < p <∞, then THp is a monothetic non locally quasi-convex Polish
group and, hence, non reflexive. V. Pestov [18] asked whether every
Cˇech-complete group G with sufficiently many characters is a reflexive
group. Hence THp gives another negative answer on this question (in
11.15 [3] an even stronger counterexample is given).
• If p = 0 or p = 1, then THp is a monothetic reflexive Polish non locally
compact group.
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• THp is topologically isomorphic to lp/Z∞0 . Since lp is Pontryagin reflexive
and Z∞0 is its closed discrete (and hence) locally compact subgroup, we
see that their quotient THp is not locally quasi-convex. Thus the answer
on question 14 [5] is negative.
• (THp )∧∧ is topologically isomorphic to c0/Z∞0 and reflexive. Hence nei-
ther “to be dual” nor “to be Pontryagin reflexive” is not a three space
property.
• If 1 < p <∞, then (THp )∧ = (TH0 )∧ = Z∞0 and is reflexive. Thus there
exists a continual chain (under inclusion) of Polish monothetic non lo-
cally quasi-convex pathwise connected groups with the same countable
reflexive dual. In fact,
(
TH0
)∧
is a Graev free topological abelian group
over the convergent sequence.
Analogous properties hold for the family of groups Gp. Let us note only
that, actually, we can consider the group Gp as a dually closed and dually
embedded (totally disconnected) subgroup of THp .
2. Main Results
As it was mentioned above, E(µ) is a Gδσδ-subset of X . For a QI-group
we can prove the following.
Proposition 1. If a QI-group G is represented in X, then it is σ-
compact in X.
Proof. Since the Polish group topology τ on G is unique, we can consider
G as (E(µ), d) for some probability measure µ on X . Since τ is finer than
the topology on X , we can choose ε0 > 0 such that the ε0-neighborhood
Uε0 of the unit e is contained in a compact neighborhood of e in X . Thus
ClXUε is compact in X for any ε < ε0. If {hn} is a dense countable subset of
(E(µ), d), then E(µ) = ∪nhnUε for every ε > 0. Therefore, if we will prove
that ClXUε ⊂ E(µ) for an enough small ε < ε0, then E(µ) = ∪nhnClXUε is
a σ-compact subset of X . Set ε = min(ε0, 0.1). We will prove that ClXUε ⊂
E(µ). Let gn → t in X, gn ∈ Uε. Assume the converse and t 6∈ E(µ), i.e.
µt ⊥ µ. Choose a compact K such that µ(K) > 0, 9 and µt(K) = 0. Choose
a neighborhood Vδ(K) of K such that µt(Vδ(K)) < 0, 1. Then there exists
an integer N such that
g−1n ·K ⊂ t−1Vδ(K), ∀n > N, and µgn(K) = µ(g−1n K) < 0, 1, ∀n > N. (1)
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On the other hand, since d(g, e) < ε, then, by the definition of d, ‖µg−µ‖ <
0, 2. But for any g ∈ Uε we have
0, 2 > ‖µg − µ‖ ≥ ‖µg|K − µ|K‖ ≥ |µ(g−1K)− µ(K)|,
and µ(g−1K) = µ(K) + (µ(g−1K)− µ(K)) ≥ 0, 9− 0, 2 = 0, 7.
In particular, µgn(K) > 0, 7. This inequality contradicts to (1). 
Proposition 2. TH1 and T
H
2 are QI-groups.
Proof. We can capture the idea of how to construct of examples as
follows. Let µ be absolutely continuous relative to the Haar measure mR and
assume that its density f(x) is smooth. Then
P (ϕ) :=
∫ √
f(x)f(x+ ϕ)dx =
∫
f(x)
√
1 +
1
f(x)
(f(x+ ϕ)− f(x))dx =
1 +
ϕ
2
∫
f ′(x)dx− ϕ
2
8
∫
(f ′)2 − 2ff ′′
f
dx+
ϕ3
48
∫
f 2 · f ′′′ − 6ff ′f ′′ + 3(f ′)3
f 2
dx+O(ϕ4).
Hence we can expect: if f is linear, then P (ϕ) ∼ 1 + cϕ; and if ∫ f ′dx = 0,
then P (ϕ) ∼ 1− cϕ2.
We identify T with [−1
2
; 1
2
), t 7→ e2iπt. Since α/2 < sinα < α, α ∈ (0, π/2),
then for ϕ ∈ [−1
2
; 1
2
), z = e2πiϕ, 0 < p <∞, we have
2pπp|ϕ|p ≥ |1− z|p = |1− e2πiϕ|p = 2p| sin πϕ|p ≥ πp|ϕ|p, p > 0. (2)
1) Let us prove that TH1 is a QI-groups.
Let f(x) = x+ 1. For ϕ ∈ [0; 1
2
) we get
f(x− ϕ) = x+ 1− ϕ, if x ∈ [−1
2
+ ϕ;
1
2
), and
f(x− ϕ) = x+ 3
2
− ϕ, if x ∈ [−1
2
;−1
2
+ ϕ].
Then the routine computations give us the following
P (ϕ) ∼ 1− 8 + 5
√
2
6 + 4
√
2
ϕ+O(ϕ2)
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and max{P (ϕ)} = P (0) = 1 only at 0. Hence P (ϕ)→ 1 iff ϕ→ 0. Consider
the probability measures µn = f(x)mT on T. Set µ =
∏
n µn. Let ω = (zn) =
(e2iπϕn). Then, by the Kakutani Theorem [9], µω 6⊥ µ iff ω ∈ E(µ) iff∏
n
Pn(ϕn) <∞⇔
∑
n
lnPn(ϕn) <∞⇔
∑
n
|ϕn| <∞.
Since ϕn → 0, then, by (2), |ϕn| ∼ |1− zn| · 2π. Hence ω ∈ TH1 .
2) Let us prove that TH2 is a QI-groups.
Let fc(x) =
1
a
e−c|x|, where a = 2
c
(1− e−c/2). For ϕ ∈ [0; 1
2
) we get
fc(x+ ϕ) =
1
a
e−c|x+ϕ|, if x ∈ [−1
2
;
1
2
− ϕ), and
fc(x+ ϕ) =
1
a
e−c|x+ϕ−1|, if x ∈ [1
2
− ϕ; 1
2
).
Then the simple computations give us
Pc(ϕ) =
∫ 1
2
− 1
2
√
fc(x)fc(x+ ϕ)dx =
1
2
sh−1
c
4
(
2sh
c
4
(1− 2ϕ) + cϕch c
4
(1− 2ϕ)
)
.
It is easy to prove that
1− 1
8
(cϕ)2 ≤ Pc(ϕ) ≤ 1− 1
32
(cϕ)2, ∀c ∈ [0; 1], ϕ ∈ [−1
2
;
1
2
). (3)
Consider the probability measures µn = fcn(x)mT on T. Set µ =
∏
n µn. Let
ω = (zn) = (e
2iπϕn). Then, by the Kakutani Theorem [9] and (3) , µω 6⊥ µ
iff ω ∈ E(µ) iff∏
n
Pcn(ϕn) <∞⇔
∑
n
lnPcn(ϕn) <∞⇔
∑
n
(cnϕn)
2 <∞.
In particular, if cn = 1, then ϕn → 0. Therefore, by (2), ϕ2n ∼ |1− zn|2 · 4π2.
Hence ω ∈ TH2 . 
We do not know any general characterization of QI-vector spaces. In
particular, we do not know the answer on the following question (taking into
account Theorem 1 [13])
Question 4. Is there p > 2 such that lp is a QI-group?
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The next proposition allows to prove the reflexivity of the dual group of
a group G.
Proposition 3. Let G be a Polish group. Set H = Cl(αG(G)).
1. If H = G∧∧, then G∧ (and G∧∧) is reflexive.
2. If G is locally quasi-convex and H = G∧∧, then G is reflexive.
Proof. 1) Since G is Polish and G∧ is a k-space [6], then αG and αG∧
are continuous (corollary 5.12 [3]). Since H = G∧∧, αG∧ is a continuous
isomorphism. Let α∗G be the dual homomorphism of αG. Then it is the
converse to αG∧ , since
(α∗G ◦ αG∧(χ), x) = (αG∧(χ), αG(x)) = (χ, αG(x)) = (χ, x), ∀χ ∈ G∧, ∀x ∈ G.
Thus αG∧ is a topological isomorphism and G
∧ is reflexive.
2) Let G be locally quasi-convex. Then αG(G) is an embedding with the
closed image (Proposition 6.12 [3]). Thus, if H = G∧∧, then G = G∧∧ is
reflexive [6]. 
Proposition 4. Let 0 ≤ p <∞. Then THp is a monothetic Polish group
which is topologically isomorphic to lp/Z∞0 .
Proof. 1) Let πp : l
p → lp/Z∞0 be the canonical map 0 ≤ p < ∞.
Denote by x the class of equivalence of (xn), i.e. x = (xn) + Z
∞
0 . Then
πp(xn) = (xn(mod1)). Indeed, (xn) + Z
∞
0 = (yn) + Z
∞
0 iff there exists an
integer N such that yn = xn +mn, mn ∈ Z, n = 1, . . . , N, and yn = xn for
n > N . Since xn and yn tend to zero, this is equivalent to yn = xn(mod1).
Set sn = (yn− xn)(mod1) ∈ [−12 , 12). Then the metric on lp/Z∞0 is defined as
d∗(x,y) = inf {d((x′n), (y′n)), (x′n) ∈ (xn) + Z∞0 , (y′n) ∈ (yn) + Z∞0 } ,
and so d∗(x,y) =
(∑
|sn|p
)min(1, 1
p
)
. (4)
Let r : lp/Z∞0 → THp , r(x) =
(
e2πi(xn(mod1))
)
. Evidently that r is injective.
If (zn) = (e
2iπϕn) ∈ lp, ϕn ∈ [−12 ; 12), then, by (2), we have
πp
∞∑
n=1
|ϕn|p ≤
∞∑
n=1
|1− zn|p ≤ 2pπp
∞∑
n=1
|ϕn|p. (5)
Then
dp(p(x), p(y)) =
(∑
|e2πisn − 1|p
)min(1, 1
p
)
=
(∑
2p| sin πsn|p
)min(1, 1
p
)
. (6)
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Equations (4)-(6) show that πd∗ ≤ d ≤ 2πd∗ and r is surjective. Hence r is
a topological isomorphism.
Analogously, we can consider the case p = 0.
2) S. Rolewicz [19] proved that TH0 is monothetic. The case 0 < p < ∞
is considered analogically. We follow S. Rolewicz [19] and 1.5.4 [8].
Let 0 < a1 < 1/2 be an irrational number. For every n > 1 we choose an
irrational number an such that
a) a1 > a2 > · · · > an > 0 are rationally independent.
b) an <
1
2nkn
, where kn is the smallest natural number such that for every
(n − 1)-tuple (y1, . . . , yn−1) of reals there exist integers m1, . . . , mn−1
and a natural number k with k ≤ kn and |kas − ys − ms| < 12n for
all s = 1, . . . n− 1 (the existence of such k follows from the Kronecker
Theorem).
Now we set ω0 = (z
0
n), where z
0
n = e
2πian . Evidently ω0 ∈ THp for every
0 ≤ p < ∞. Let us prove that the group 〈ω0〉 generated by ω0 is dense in
THp . Since the case p = 0 was proved by S. Rolewicz [19], we assume that
p > 0.
Let ε > 0 and ω = (zn) ∈ THp , where zn = e2πiyn , yn ∈ [−12 ; 12). Set
q = max(p, 1) and choose n such that
∞∑
s=n
|1− zs|p + (n− 1)2
pπp
2pn
+
1
2pn
4pπp
2p − 1 < ε
q. (7)
By the definition of ω0, we can choose k ≤ kn and integers m1, . . . , mn−1 such
that
|kas − ys −ms| < 1
2n
for all s = 1, . . . , n− 1.
It is remained to prove that dp(ω, kω0) < ε.
For s = 1, . . . , n− 1, by (2), we have
|zs− (z0s )k|p = |1− exp{2πi(kas− ys)}|p < 2pπp|kas− ys−ms|p <
2pπp
2pn
. (8)
For s ≥ n we have (z0s )k = e2πikas . Since k ≤ kn, by (2), we obtain
|zs − (z0s )k|p ≤ |1− zs|p + |1− (z0s )k|p < |1− zs|p +
2pπp
2ps
. (9)
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Then, by (7)-(9), we have
dqp(ω, kω0) ≤
n−1∑
s=1
|zs − (z0s )k|p +
∞∑
s=n
(
|1− zs|p + 2
pπp
2ps
)
<
(n− 1)2pπp
2pn
+
∞∑
s=n
|1− zn|p + 1
2pn
4pπp
2p − 1 < ε
d.
Thus dp(ω, kω0) < ε and 〈ω0〉 is dense. 
By inequality (5), we will consider the groups THp , p = 0 or 1 ≤ p, under
the following metrics: if ωj = (z
j
n) = (e
2πiϕjn), where ϕjn ∈ [−12 ; 12), j = 1, 2,
then
ρp(ω1, ω2) =
(
∞∑
n=1
|ϕ1n − ϕ2n|p
)1/p
, if 1 ≤ p, and
ρ0(ω1, ω2) = sup
{|ϕ1n − ϕ2n|, n = 1, 2, . . .} , if p = 0.
In the sequel we need some notations. For p ≥ 1, nonnegative integers k and
m and χ = (n1, . . . , nk, 0, . . . ) ∈ Z∞0 , we set
- |χ|p := p
√|n1|p + · · ·+ |nk|p;
- l(χ) is the number of nonzero coordinates of χ;
- A(k,m) = {χ = (0, . . . , 0, nm+1, . . . , ns, 0, . . . ) ∈ Z∞0 : |χ|1 ≤ k + 1};
- the integral part of a real number x is denoted by [x].
We need the following lemma.
Lemma 1. For any p ≥ 1 and 0 < ε < 1/4 we set
Aε,q = {χ ∈ Z∞0 : 4ε|χ|q ≤ 1} .
Put a =
[
1
4ε
]− 1 and b = [( 1
4ε
)q]
. Then for every p > 1 we have
A(a, 0) ⊂ Aε,p ⊂ A(b, 0).
Proof. Let χ = (nk) ∈ Z∞0 . Since q ≥ 1 and nk ∈ Z, we have
|χ|1 =
∑
|nk| ≤
∑
|nk|q = |χ|qq ≤
(∑
|nk|
)q
= |χ|q1
11
and the assertion follows. 
Let us consider the sequence e = {en} ∈ Z∞0 , where e1 = (1, 0, 0, . . . ), e2 =
(0, 1, 0, . . . ), . . . . Denote by (Z∞0 , e) the group Z
∞
0 equipped with the finest
Hausdorff group topology for which en converges to zero (in fact, it is a Graev
free topological abelian group over the convergent sequence e ∪ {0}).
Theorem 1.
1. THp is not locally quasi-convex and, so, not reflexive for any 1 < p <∞.
2. TH1 is reflexive and, hence, locally quasi-convex.
3. TH0 is reflexive and, hence, locally quasi-convex. It is not a QI-group.
4.
(
THp
)∧
is topologically isomorphic to
(
TH0
)∧
and, hence, reflexive for
any 1 < p <∞.
5.
(
TH0
)∧
= (Z∞0 , e).
6.
(
TH1
)∧
is algebraically isomorphic to Z∞b .
Proof. 1. Evidently, Tn, n ≥ 1, are closed subgroups of THp . Let
χ ∈ (THp )∧ , 1 ≤ p < ∞. Then χ|Tn is a character of Tn. Hence χ|Tn =
(m1, . . . , mn), mn ∈ Z.
a) Let us prove that
(
THp
)∧
is algebraically isomorphic to Z∞0 for every
1 < p <∞.
It is clear that Z∞0 ⊂
(
THp
)∧
. For the converse inclusion it is remained
to prove that only finite number of integers mn are nonzero. Assume the
converse and msl 6= 0, l = 1, 2, . . . . We can assume that msl > 0. Set
a1 =
1
2π
, a2 =
−1
2π · 2 ln 2 , a3 =
−1
2π · 3 ln 3 , . . . , ak1 =
−1
2π · k1 ln k1 ,
where k1 is the first number such that
∑k1
k=1 ak <
−1
2π
,
ak1+1 =
1
2π · (k1 + 1) ln(k1 + 1) , . . . , ak2 =
1
2π · k2 ln k2 ,
where k2 is the first number such that
∑k2
k=1 ak >
1
2π
, and etc. Put zsl =
exp(2πi al
msl
) and zn = 1 for the remainder n. Obviously, ω = (zn) ∈
THp . Since ∪nTn is dense in THp and χ is continuous, there exists (χ, ω) =
liml exp(2πi
∑kl
n=1 an). But Im exp(i
∑kl
n=1 an) > sin 1, for even l, and <
− sin 1, for odd l. It is a contradiction.
b) Let us prove that
(
TH1
)∧
is algebraically isomorphic to Z∞b .
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For the inclusion
(
TH1
)∧ ⊂ Z∞b we need to prove that {mk} is bounded.
Assuming the converse, we can choose a subsequence kl such that |mkl| >
l2, l = 1, 2, . . . . Set ω = (zn), where zn = exp(2πi/3mkl), if n = kl, and
zn = 1 otherwise. It is clear that ω ∈ TH1 and (χ, ω) does not exist.
On the other hand, if |n|∞ <∞, then χ = n is a continuous character of
TH1 . Thus Z
∞
b ⊂
(
TH1
)∧
.
2. Set Uε is the ε-neighborhood of the unit in T
H
p , 1 ≤ p <∞.
a) Let 1 < p < ∞. We will prove that Aε,q = U⊲ε for any 0 < ε < 1.
By Lemma 1, this shows that the sets A(k, 0) form a decreasing family of
precompact sets such that any compact set in the hemicompact group
(
THp
)∧
is contained in some A(k, 0).
Let χ ∈ U⊲ε . If χ = (n1, . . . , nk, 0, . . . ) and ω = (zj) = (e2iπϕj ), where
ϕj ∈ [−12 ; 12), then
(χ, ω) = zn11 . . . z
nk
k = exp(2iπ(n1ϕ1 + · · ·+ nkϕk)).
Since Uε is pathwise connected, then
Re(χ, ω) ≥ 0, ∀ω ∈ Uε, iff − 1
4
≤ n1ϕ1 + · · ·+ nkϕk ≤ 1
4
, ∀ω ∈ Uε, (10)
and, in particular, for all
ωk = (z1, . . . , zk) ∈ Tk such that
k∑
j=1
|ϕj|p < εp. (11)
By Ho¨lder’s inequality, we have
|n1ϕ1 + · · ·+ nkϕk| ≤ |χ|q · p
√
|ϕ1|p + · · ·+ |ϕk|p ≤ ε|χ|q.
It is clear that the supremum of the function f = n1ϕ1+ · · ·+nkϕk under
the condition (11) is achieved when ϕi = ε · sign(ni)
(
|ni|
|χ|q
)q/p
and equals to
ε|χ|q. By (10), we have
U⊲ε =
{
χ ∈ (THp )∧ : sup f(ωk) ≤ 14 , ω ∈ Uε
}
= {χ ∈ Z∞0 : 4ε|χ|q ≤ 1} .
b) Let p = 1 and 0 < ε < 1
2
. Set Zε =
{
n ∈ Z∞b : |n|b ≤ 1ε
}
. We will
prove that
Z4ε ⊂ U⊲ε ⊂ Z2ε.
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This shows that the sets Zε form a decreasing family of precompact sets and
each compact set in the hemicompact group
(
TH1
)∧
is contained in some Zε.
If ω ∈ Uε, then analogously to case a), we have the following: since Uε is
pathwise connected, then
χ ∈ U⊲ε ⇔ |
∑
niϕi| ≤ 1
4
, ∀ω ∈ Uε. (12)
Since
|
∑
niϕi| ≤ |n|b ·
∑
|ϕi| = |n|b · |ω|1 ≤ |n|b · ε,
we have
Z4ε =
{
n ∈ (TH1 )∧ : |n|b ≤ 14ε
}
⊂ U⊲ε .
Let us prove the second inclusion. If |n|b ≥ 12ε , then |nj| ≥ 12ε for some j. If
ω = (zn), where zn = e
2πiε 3
4 if n = j and zn = 1 otherwise, then ω ∈ Uε and
|∑niϕi| = |nj |34ε ≥ 3/8. This contradicts to (12). Thus U⊲ε ⊂ Z2ε.
3. a) Let 1 < p <∞. Let us show that for each neighborhood W of χ = 0
in (THp )
∧ and a positive integer k there exists m such that
A(k,m) ⊂W. (13)
According to corollary 4.4 [3], there exists a sequence {an} such that
an → 1 and {an}⊲ ⊂ W . Let us show that A(k,m) ⊂ {an}⊲ for all large m.
Set an = (z
n
k ) = (e
2πiϕn
k ).
Let q be such that 1
p
+ 1
q
= 1. Set A = max{ q√|n1|q + · · ·+ |nk+1|q, |nj | ≤
k + 1}. Thus, if χ ∈ A(k, 0), then l(χ) ≤ k + 1 and |χ|q ≤ A. Now choose
N1 such that ρp(e, an) ≤ 14A , ∀n ≥ N1, and choose M > N1 such that
∞∑
k=M+1
|ϕnk |p ≤
1
(4A)p
, ∀n ≤ N1.
Then for all n we have
∑∞
k=M+1 |ϕnk |p < 1(4A)p . Hence, for all χ ∈ A(k,m), m ≥
M, and an, by Ho¨lder’s inequality, we have
|nm+1ϕnm+1 + · · ·+ nlϕnl | ≤ |χ|q · p
√
|ϕnm+1|p + · · ·+ |ϕnl |p ≤ A ·
1
4A
=
1
4
.
Therefore A(k,m) ⊂ {an}⊲ for all m ≥M .
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b) Let p = 1, ε > 0 and W be an open neighborhood of the neutral element
of
(
TH1
)∧
. Set
Z lε :=
{
n = (0, . . . , 0, nl+1, nl+2, . . . ) : |n|b ≤ 1
ε
}
⊂ Zε.
Let us show that Z lε ⊂W for all large l.
Analogously, according to corollary 4.4 [3], there exists a sequence {ak}
such that ak → 1 and {ak}⊲ ⊂ W . It is enough to show that Z lε ⊂ {ak}⊲ for
all large l.
Choose N such that ρ1(e, ak) <
ε
4
, ∀k > N . Choose l0 > N such that
∞∑
i=l0+1
|ϕki | <
ε
4
, for every k = 1, . . . , N.
Then the last inequality is true for all k. Therefore for every l ≥ l0, every
χ ∈ Z lε and ak, we have
|
∞∑
i=1
niϕ
k
i | = |
∞∑
i=l+1
niϕ
k
i | ≤ |n|b
∞∑
i=l+1
|ϕki | <
1
ε
· ε
4
=
1
4
.
Hence n ∈ {an}⊲. Thus Z lε ⊂ {an}⊲.
4. a) Let 1 < p < ∞ and ε < 0, 01. Let χα → χ, where χ =
(n1, . . . , ns, 0, . . . ), χα, χ ∈ U⊲ε . Let us prove that for every M there exists
α0 such that
χα = (n1, . . . , ns, 0, . . . , 0M , n
α
M+1, . . . ), ∀α ≥ α0.
By item 2a and Lemma 1, we have U⊲ε = Aε,q ⊂ A
([(
1
4ε
)q]
, 0
)
. Thus
|nj|+ |nαj | ≤ 2
[(
1
4ε
)q]
+ 2. (14)
Set q = max
{(
2
[(
1
4ε
)q]
+ 2
)2
+ 1, 2
ε2
}
. Let a sequence {an} be such that
an → e and consists the following elements
(exp
(
2πi
k1
q
)
, . . . , exp
(
2πi
kM
q
)
, 1, . . . ), where ki = 0,±1, . . . ,±q.
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Since {an} is compact, {an}⊲ is open. Thus there exists α0 such that χ−χα ∈
{an}⊲ for α > α0. In particular,
Re
{
exp
(
2iπ(nj − nαj )
k
q
)}
≥ 0, j = 1, . . . ,M, |k| ≤ q. (15)
Now we assume the converse and |nj − nαj | > 0 for some 0 < j ≤ M . Then,
by (14), 1 ≤ |nj − nαj | ≤ |nj |+ |nαj | ≤ √q. Since q > 2ε2 and ε < 0, 01, then
1
q
≤ |nj − n
α
j |
q
≤
√
q
q
< ε < 0, 01.
Hence there exists |kj| ≥ 1 such that 14 <
(nj−nαj )kj
q
< 1
2
. Therefore for this
kj the inequality (15) is wrong.
b) Let us prove that A(k,m) is compact (1 < p <∞).
Let a net {χα} ⊂ A(k,m) is fundamental. Since, by item 2, A(k,m)
is precompact and is contained in some U⊲ε , then it converges to some χ =
(n1, . . . , ns, 0, . . . ). Choose α0 such that χα = (n1, . . . , ns, 0, . . . , 0M , n
α
M+1, . . . ),
∀α ≥ α0. Since |χ|1 ≤ |χα|1 ≤ k + 1, we obtain that χ ∈ A(k,m).
5. Let us prove that
(
THp
)∧∧
= T∞0 , 1 < p <∞.
It is clear that
(
THp
)∧∧ ⊂ ((Z∞0 )d)∧ = T∞. Let ω = (zn) = (e2iπϕn) ∈(
THp
)∧∧
.
a) Let us show that
(
THp
)∧∧ ⊂ T∞0 , i.e. zn → 1.
Assume the converse and zn 6→ 1. Then there exists a subsequence nk
such that ϕnk → α 6= 0. We will show that ω is discontinuous at 0. LetW be
a neighborhood of the neutral element of (THp )
∧. By (13), there exists m such
that A(1, m) ⊂ W . In particular, if nk > m, then χk = (0, . . . , 0, 1, 0, . . . ),
where 1 occupies position nk, belongs to W . Then
(ω, χk) = exp(2iπϕnk)→ exp(2iπα) 6= 1.
Thus ω is discontinuous. Hence
(
THp
)∧∧ ⊂ T∞0 .
b) Let us prove the converse inclusion:
(
T
H
p
)∧∧ ⊃ T∞0 , i.e. if zn → 1,
then ω is a continuous character of
(
T
H
p
)∧
.
Since (THp )
∧ is a hemicompact k-space [6], by item 2a, it is enough to prove
that ω is continuous onA(k, 0). Let ε > 0 and χα → χ, where χα, χ ∈ A(k, 0).
Let q be such that 1
p
+ 1
q
= 1. Set A = max{ q√|n1|q + · · ·+ |nk+1|q, |nj | ≤
k + 1}. Thus, if η ∈ A(k, 0), then |η|q ≤ A.
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Choose M such that p
√∑
k=1 |ϕM+k|p < ε2πA . By item 4a, for M we can
choose α0 such that
χα = (n1, . . . , ns, 0, . . . , 0M , n
α
M+1, . . . ), where χ = (n1, . . . , ns, 0, . . . ), ∀α > α0.
Then (ω, χα − χ) = exp
(
2iπ
∑∞
k=1 n
α
M+kϕM+k
)
. By Ho¨lder’s inequality, we
have
|
∑
nαM+kϕM+k| ≤ |χα|q · p
√∑
|ϕM+k|p < A · ε
2πA
=
ε
2π
.
Therefore for α > α0, by (2), we obtain
|(ω, χα)− (ω, χ)| = |1− (ω, χα − χ)| < ε
and ω is continuous.
c) Let us prove that (THp )
∧∧ is topologically isomorphic to TH0 .
Since THp is Polish, then (T
H
p )
∧∧ is Polish too [6]. Since (THp )
∧∧ and TH0
are the same Borel subgroup of T∞, they must coincide topologically.
6. a) Let us prove that Z∞0 is dense in
(
TH1
)∧
= Z∞b .
Let n0 = (ni) ∈ Z∞b and W be a neighborhood of the neutral element.
Let ε be such that |n0|b ≤ 1ε . By item 3b of the proof, we can choose l such
that Z lε ⊂ W . Set n = (n1, . . . , nl, 0, . . . ) ∈ Z∞0 . Then n0 − n ∈ Z lε ⊂ W
q.e.d.
b) Let us prove that TH1 is reflexive.
Set t : TH1 → T∞ is the natural continuous monomorphism. Since the
image of t is dense, t∗ : (T∞)∧ = Z∞0 → (TH1 )∧ = Z∞b is injective. As it
was proved in part a), t∗ has the dense image. Hence t∗∗ : (TH1 )
∧∧ → T∞
is injective. By corollary 3 [6], it is enough to prove that TH1 = (T
H
1 )
∧∧
algebraically. Let ω = (zn) = (e
2πiϕn) ∈ (TH1 )∧∧. If
∑ |ϕn| =∞, then, in the
standard way, we can construct n = (±1) such that (ω,n) does not exist.
Thus ω must be contained in TH1 .
7. a) Let 1 < p <∞. Let us prove that
1. THp is not locally quasi convex.
2. (THp )
∧ is reflexive.
3. (THp )
∧ = (TH0 )
∧ and, hence, (THp )
∧ does not depend on p.
4. TH0 is reflexive.
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Let αp : T
H
p → (THp )∧∧ = TH0 be the canonical homomorphism. Then
αp has the dense image. By Proposition 3.1, (T
H
p )
∧ and TH0 = (T
H
p )
∧∧ are
reflexive. Thus, (THp )
∧ = (TH0 )
∧ does not depend on p. By Proposition 3.2,
THp is not locally quasi convex.
b) Let us prove that TH0 is not a QI-group.
Assume the converse and TH0 is a QI-group. Assume that T
H
0 is repre-
sented in T∞. Set
Udε = {h ∈ TH0 : d(e, h) < ε}, Uε = {h ∈ TH0 : ρ0(e, h) < ε}.
By Proposition 1, there exists ε0 > 0 such that ClT∞(U
d
ε0
) is compact in
T∞ and it is contained in TH0 . Since the Polish group topology is unique,
there exists ε > 0, such that Uε ⊂ Udε0. Set z = exp
(
2πi ε
2π
)
. Then ωk =
(z, . . . , z, 1k+1, 1, . . . ) ∈ ClT∞(Uε) ⊂ TH0 for every k. But ωk converges in
T∞ to ω = (z) 6∈ TH0 . Hence TH0 can not be represented in T∞. If TH0
is represented in another locally compact group X , then, by 25.31(b) [12],
X = T∞ ×X1 and TH0 condensates to T∞. Hence TH0 is not a QI-group.
8. Let us prove that
(
THp
)∧
and (Z∞0 , e) are topologically isomorphic.
Since en ∈ A(0, n) for every n, en converges to zero in
(
THp
)∧
by (13).
Thus, by definition, id : (Z∞0 , e) 7→
(
THp
)∧
is continuous.
Let us prove the converse, i.e. if W is an open neighborhood of zero in
(Z∞0 , e), then W is open in
(
THp
)∧
. At first we note that since
(
THp
)∧
is a
hemicompact k-space, a set Y is closed if and only if Y ∩A(k, 0) is closed in
A(k, 0). By the construction of (Z∞0 , e) [24], we may assume that W has the
form
W = ∪∞k=1(A∗i1 + A∗i2 + · · ·+ A∗ik),
where 1 ≤ i1 < i2 < . . . , A∗n = {0,±em : m ≥ n}. Now assume the converse
andW is not open in
(
THp
)∧
. Then there exists k0 such that A(k0, 0)\W is not
closed in A(k0, 0). In particular, A(k0, 0)\W 6= ∅. Let a net {χα} ⊂ A(k0, 0)\
W be such that χα converges to χ0 = (n1, . . . , ns, 0, . . . ) ∈ A(k0, 0)∩W . Since
(Z∞0 , e) is a topological group, we can find a neighborhood W1 of zero such
that
χ0 +W1 ⊂W, where W1 = ∪∞k=1(A∗j1 + A∗j2 + · · ·+ A∗jk), 1 ≤ j1 < j2 < . . .
By the construction of W1, we have A(k0, jk0+1) ⊂W1. By 4a, we can choose
α0 such that
χα = (n1, . . . , ns, 0, . . . , 0jk0+1, n
α
jk0+1+1
, . . . ) ∈ A(k0, 0), ∀α ≥ α0.
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Thus χα − χ0 ∈ A(k0, jk0+1) for every α ≥ α0. So
χα = χ0 + (χα − χ0) ∈ χ0 +W1 ⊂W, ∀α ≥ α0.
It is impossible since χα 6∈ W . Thus W is open in
(
THp
)∧
. The theorem is
proved. 
Remark 1. Let G be the group Z∞0 with the discrete topology and
H = (Z∞0 , e). Then G and H are reflexive groups and id : G → H is
a continuous isomorphism, but id∗ : H∧ = TH0 → G∧ = T∞ is only a
continuous injection. 
Remark 2. We can prove that (TH0 )
∧ = Z∞0 algebraically using the
following observation.
Let X,G, and Y be a topological abelian groups such that there exist con-
tinuous monomorphisms i : X → G and j : G→ Y with the dense image. If
i∗ ◦ j∗ is bijective, then i∗ and j∗ are bijective too.
(Since i has the dense image, i∗ is injective. Since i∗ ◦ j∗ is bijective,
then i∗ must be surjective. Hence i∗ is bijective. Thus j∗ = (i∗)−1(i∗ ◦ j∗) is
bijective.)
Now, since THp ⊂ TH0 ⊂ T∞ and (THp )∧ = (T∞)∧ = Z∞0 , then, by the
observation, (TH0 )
∧ = Z∞0 algebraically. 
Now we consider the group Gp, 1 < p < ∞. Since Q is dense in Gp,
G∧p ⊂ Q∧d = ∆a, where a = (a1, a2, . . . ) (here Qd denotes the group Q with
discrete topology). By section 25.2 [12], we have
(χ, z) = z
P
∞
k=1 ωkγ(k), ∀z ∈ Q, where χ = (ωk) ∈ ∆a, ωk ∈ {0, 1, . . . , ak − 1}.
We need the following lemma.
Lemma 2. The group Q is dense in G0.
Proof. We identify T with [0, 1) and denote by 〈x〉 the distance of x from
the nearest integer. By (2), we can consider the following equivalent metric
on G0
r0(x1, x2) = sup{〈γ(n)(x1 − x2)〉, n ∈ N}.
If x ∈ [0, 1), we can write
x =
∞∑
k=1
εk(x)
a1a2 . . . ak
, where εk(x) = 0, . . . , ak − 1,
and for every M > 0 there exists k > M such that εk(x) < ak − 1. Thus
γ(n)x(mod1) =
∞∑
k=n
εk(x)
an . . . ak
=
εn(x)
an
+
θn
an
,
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where 0 ≤ θn < 1, since
θn =
εn+1
an+1
+
εn+2
an+1an+2
+
εn+3
an+1an+2an+3
+· · · < an+1 − 1
an+1
+
an+2 − 1
an+1an+2
+
an+3 − 1
an+1an+2an+3
+. . .
=
(
1− 1
an+1
)
+
(
1
an+1
− 1
an+1an+2
)
+
(
1
an+1an+2
− 1
an+1an+2an+3
)
+· · · = 1.
By the definition of G0, we have
〈γ(n)x〉 = 〈εn(x) + θn
an
〉 → 0. (16)
Now we set xN =
∑N−1
k=1
εk(x)
a1a2...ak
∈ Q. Then
x− xN =
∞∑
k=N
εk(x)
a1a2 . . . ak
=
1
a1a2 . . . aN−1
· εN(x) + θN
aN
and
γ(n)(x− xN ) =
{
γ(n)(x)(mod1), for N ≤ n
1
an...aN−1
· εN (x)+θN
aN
, for 1 ≤ n < N (17)
Let ε > 0. Since an →∞, by (16), we can choose N such that 〈γ(n)x〉 < ε
for all n ≥ N and aN−1 > 1/ε. Then, by (17), we obtain r0(x, xN) < ε. Thus
Q is dense in G0. 
For 1 < p <∞ and p = 0 we consider the following homomorphisms
Sp : Gp 7→ T× THp ≈ THp , Sp(z) = (z, zγ(2), . . . , zγ(k), . . . ).
It is clear that Sp is a topological isomorphism of Gp onto the following closed
subgroup of THp
{ω ∈ THp : ω = (zγ(1), zγ(2), . . . , zγ(n), . . . )}.
We will identify Gp with this subgroup. Set γ = {γn}. Then, by Lemma 2,
γ is a TB-sequence. Denote by (Z,γ) the group of integers equipped with
the finest Hausdorff group topology in which γn converges to zero.
Theorem 2. Let 1 < p <∞. Then
1. Gp is not locally quasi-convex and, hence, not reflexive.
2. G0 is reflexive and, hence, locally quasi-convex.
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3. (Gp)
∧ = (G0)
∧ = (Z,γ) and, hence, reflexive.
Proof. 1. Let us prove that Gp, 1 < p <∞ or p = 0, is dually closed in
THp .
Let ω = (zγ(n)) and ω0 = (z1, z2, . . . ) 6∈ Gp. Then there exists the minimal
i > 1 such that zi 6= zγ(i)1 . Set Hi = {(z, zγ(2), . . . , zγ(i)), z ∈ T}. Then Hi is
closed in Ti and ω′0 = (z1, . . . , zi) 6∈ Hi. Let πi be the natural projection from
THp to T
i. It is clear that πi(Gp) ⊂ Hi. If n′ = (n1, . . . , ni) ∈ H⊥i is such that
(n′, ω′0) 6= 1, then n = (n1, . . . , ni, 0, . . . ) ∈ G⊥p and (n, ω0) = (n′, ω′0) 6= 1.
Hence Gp is dually closed.
2. Let us prove that Gp, 1 < p <∞, is dually embedded in THp and G∧p is
algebraically isomorphic to Z.
As it was proved in [2], χ = (ωk) ∈ G∧p iff either ωk = 0 for all large k or
ωk = ak − 1 for all large k. Hence we can identify χ = (ω1, . . . , ωm, 0, . . . ) ∈
G∧p with n ∈ Z in the following way (10.3, [12]): if n = ω1 + ω2γ(2) + · · ·+
ωmγ(m) > 0, then
n 7→ χ = (ω1, . . . , ωm, 0, . . . ) and
−n 7→ χ = (a1 − ω1, a2 − ω2 − 1, . . . , am − ωm − 1, am+1 − 1, am+2 − 1, . . . ).
Therefore G∧p = Z = T
∧ and
(n, z) = zn, ∀n ∈ Z, z ∈ Gp.
Hence we can extend every n ∈ G∧p to a character of (THp )∧, for example, in
the following way
n 7→ n = (n, 0, . . . ) and (n, ω) = zn1 , where ω = (z1, z2, . . . ).
Hence Gp is a dually embedded subgroup of T
H
p .
3. Let us compute G⊥p . By definition, we have
G⊥p = {n = (n1, n2, . . . , ns, 0, . . . ) : z
Ps
k=1 nkγ(k) = 1, ∀z ∈ Gp}.
Since Q is dense in Gp and T, we have
n ∈ G⊥p if and only if
s∑
k=1
nkγ(k) = 0.
4. Let us prove that (THp )
∧/G⊥p = (Z,γ).
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Denote by π0 : (T
H
p )
∧ 7→ (THp )∧/G⊥p the natural homomorphism. By item
3, if χ = (n1, n2, . . . , ns, 0, . . . ) ∈ (THp )∧, then χ + G⊥p = χ′ + G⊥p , where
χ′ = (n, 0, . . . ) with n =
∑s
k=1 nkγ(k). Thus π0(es) = γs. Hence, by Lemma
3 [11], (THp )
∧/G⊥p = (Z,γ).
In what follows we need some notations. Set
A(k,m) =
{
n1γ(r1) + · · ·+ nsγ(rs)|m ≤ r1 < · · · < rs,
s∑
i=1
|ni| ≤ k
}
,
AH(k,m) =
{
n1er1 + · · ·+ nsers|m ≤ r1 < · · · < rs, ni ∈ Z,
s∑
i=1
|ni| ≤ k
}
.
Then A(k,m) is a subset of (THp )
∧/G⊥p , and A
H(k,m) is a subset of
(
TH0
)∧
.
Let us consider the embedding Sp : Gp → THp . By item 2, Gp is dually
embedded. Thus S∗p : (T
H
p )
∧ → G∧p is surjective. So S∗∗p : G∧∧p → (THp )∧∧ =
TH0 is a continuous monomorphism and φp : (T
H
p )
∧/G⊥p 7→ G∧p is a continuous
isomorphism.
5. Let us prove that for every δ > 0 there exists k > 0 such that U⊲δ ⊂
φp(A(k, 0)).
Let m ∈ U⊲δ . If m > 0, then there exists the following unique decomposi-
tion of m
m = ω1γ(1) + · · ·+ ωsγ(s), where 0 ≤ ωk < ak. (18)
a) Let us prove that there exist C1 = C1(δ) > 0 such that for all m ∈ U⊲δ
with decomposition (18) we have ωk < C1.
Indeed, assume the converse and there exist mk ∈ U⊲δ , mk =
∑
n ω
k
nγ(n),
and an index nk such that ω
k
nk
→ ∞. We will assume that ωknk > 2 and
identify T with [0; 1). Set
xk =
εnk
a1a2 . . . ank
, where εnk =
[
3ank
2ωknk
]
.
Then γ(n)xk(mod1) =
εnk
anan+1...ank
if n ≤ nk, and γ(n)xk(mod1) = 0 if n > nk.
Therefore, by (2), we have
‖xk‖pp ≤
nk∑
n=1
2pπpεpnk
(anan+1 . . . ank)
p
<
2p+1πpεpnk
apnk
< 2 · 3pπp 1
(ωknk)
p
< δp
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if (ωknk)
p > 2·3
pπp
δp
. Hence for some k0, we have xk ∈ Uδ, ∀k ≥ k0. Since
1
2πi
Arg(mk, xk)(mod1) =
nk∑
n=1
ωkn
εnk
anan+1 . . . ank
=
εnk
ank
(
ωknk +
nk−1∑
n=1
ωkn
an . . . ank−1
)
,
then
ωknkεnk
ank
<
1
2πi
Arg(mk, xk)(mod1) <
(ωknk + 2)εnk
ank
and
1
2πi
Arg(mk, xk)(mod1)→ 3
2
(mod1) =
1
2
.
Hence mk 6∈ U⊲δ . It is a contradiction.
b) Let us prove that there exists an integer M = M(δ) such that at most
M coefficients ωk are not equal to 0.
Denote by M(n) the number of all nonzero coefficients ωi of n in the
decomposition (18). Denote by ZA(n) the set of all coefficients ωi of n which
are equal to A. Set MA(n) is the cardinality of ZA(n). By a), we need to
prove that MA(n) is bounded on U⊲δ for every A.
Let us assume the converse and there exists a sequence {mk} ⊂ U⊲δ such
that MA(mk)→∞. Choose k′ such that (we remaind that ak →∞)
22p+1πpC1
∞∑
k=k′
1
kp
< δp and ak > 100, ∀k ≥ k′. (19)
Choose a sequence 2pC1k
′ < T0 < T1 . . . such that
2
5
<
Ti+1∑
l=Ti+1
A
l
<
3
5
, ∀i = 0, 1, . . . (20)
and choose k0 > 10k
′ such that ak > 10T1 for all k ≥ k0.
Choose m1 ∈ U⊲δ such that MA(m1) > T1 + k0 and set k′1 > k0 is the
maximal index of nonzero ωi in the decomposition (18) of m1. Let us denote
by k0 < l1 < · · · < lT1 the first T1 indexes such that ωli = A. Choose k1 > k′1
such that ak > 10
2T2 for all k ≥ k1.
Choose m2 ∈ U⊲δ , m2 6= m1, such that MA(m2) > T2 + k1 and set k′2 > k1
is the maximal index of nonzero ωi in the decomposition (18) of m2. Let us
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denote by k1 < lT1+1 < · · · < lT2 the first T2 − T1 indexes such that ωli = A.
Choose k2 > k
′
2 such that ak > 10
3T3 for all k ≥ k2. And so on. Remark
that, by our choosing of lk,
alTk−1+n > 10
kTk, k = 1, 2 . . . , 1 ≤ n ≤ Tk − Tk−1. (21)
Set
xk =
Tk−Tk−1∑
n=1
[
alTk−1+n
Tk−1 + n
]
· 1
a1a2 . . . alTk−1+n
, k = 1, 2 . . .
Then we have: for 1 ≤ s ≤ lTk−1+1
γ(s)xk(mod1) =
1
asas+1 . . . alTk−1+1−1
Tk−Tk−1∑
n=1
[
alTk−1+n
Tk−1 + n
]
· 1
alTk−1+1 . . . alTk−1+n
=
1
asas+1 . . . alTk−1+1−1
([
alTk−1+1
Tk−1 + 1
]
+ θks
)
· 1
alTk−1+1
, (22)
where 0 < θks < 1; for lTk−1+r < s ≤ lTk−1+r+1, 0 < r < Tk − Tk−1,
γ(s)xk(mod1) =
1
asas+1 . . . alTk−1+r+1−1
Tk−Tk−1∑
n=r+1
[
alTk−1+n
Tk−1 + n
]
· 1
alTk−1+r+1 . . . alTk−1+n
=
1
asas+1 . . . alTk−1+r+1−1
([
alTk−1+r+1
Tk−1 + r + 1
]
+ θks
)
· 1
alTk−1+r+1
, (23)
where 0 < θks < 1; and γ(s)xk(mod1) = 0 for lTk < s.
Since ak ≥ 2 and p > 1, for every q ≥ 1, we have
q∑
s=1
1
(asas+1 . . . aq)p
≤
q∑
s=1
1
asas+1 . . . aq
< 2. (24)
Since ak ≥ 2, p > 1 and T0 > k′, by (2) and (19)-(24), we have
‖xk‖pp < 2pπp
Tk−Tk−1∑
n=1
2
(
2
[
alTk−1+n
Tk−1 + n
])p
· 1
aplTk−1+n
<
24
22p+1πp
Tk−Tk−1∑
n=1
(
1
Tk−1 + n
)p
< δp.
Hence xk ∈ Uδ for all k.
For mk =
∑
n ω
k
nγ(n) we denote by
- Bk0 is the set of indexes 1 < s < lTk−1 such that ω
k
s 6= 0.
- Bkr , 0 < r < Tk−Tk−1, is the set of indexes lTk−1+r < s < lTk−1+r+1 such
that ωks 6= 0.
- BkTk−Tk−1 is the set of indexes lTk < s such that ω
k
s 6= 0.
Then we can represent mk in the form
mk =
Tk−Tk−1∑
n=1
Aγ
(
lTk−1+n
)
+
Tk−Tk−1∑
r=0
∑
s∈Bkr
ωksγ(s).
Then, by (22) and (23), we have (0 < θks < 1)
Aγ
(
lTk−1+n
)
xk(mod1) =
A
Tk−1 + n
+
A
alTk−1+n
([
alTk−1+n
Tk−1 + n
]
−
alTk−1+n
Tk−1 + n
+ θks
)
. (25)
for every 1 ≤ n ≤ Tk − Tk−1. For every 0 ≤ r < Tk − Tk−1, by (22)-(24), we
have ∑
s∈Bkr
ωksγ(s)xk(mod1) <
lTk−1+r+1−1∑
s=1
ωks
asas+1 . . . alTk−1+r+1−2
· 1
alTk−1+r+1−1
<
2C1
alTk−1+r+1−1
, (26)
and ∑
s∈Bk
Tk−Tk−1
ωksγ(s)xk(mod1) = 0 (27)
Thus, by (25)-(27), we have (mod1)∣∣∣∣∣ 12πiArg(mk, xk)−
Tk−Tk−1∑
n=1
A
Tk−1 + n
∣∣∣∣∣ <
25
Tk−Tk−1∑
n=1
A
alTk−1+n
+
Tk−Tk−1∑
r=0
2C1
alTk−1+r+1−1
<
4C1(Tk − Tk−1)
10kTk
→ 0.
Hence, by (21), mk 6∈ U⊲δ . It is a contradiction.
Since U⊲δ is symmetric, we proved the following: for each δ > 0 there
exists a constant C = C(δ) such that if n ∈ U⊲δ and
|n| = ω1 + ω2γ(2) + · · ·+ ωmγ(m), then ω1 + · · ·+ ωm < C.
Hence U⊲δ ⊂ φp(A(k, 0)) for some integer k > 0.
6. Let us prove that φp : (T
H
p )
∧/G⊥p 7→ G∧p is a topological isomorphism.
Let δ > 0. Since AH(k, 0) is compact in
(
T
H
0
)∧
(see proof of Theorem
1) and A(k, 0) = π0(A
H(k, 0)), then A(k, 0) is compact. Therefore φp is a
homeomorphism on A(k, 0) ⊃ φ−1p (U⊲δ ). Since G∧p is hemicompact and any
compact set in G∧p is contained in some U
⊲
δ , φp is a topological isomorphism.
7. Let us prove that G∧∧p = G0.
By items 4 and 6, we have G∧p = (T
H
p )
∧/G⊥p = (Z,γ). Thus the assertion
follows from Theorem 3 [11]. In particular, G∧p does not depend on p.
8. Let αp : Gp 7→ G∧∧p = G0 be the canonical homomorphism. Since Q
is dense in Gp [2] and G0 (Lemma 2), then αp(Gp) is dense in G0. Thus, by
Proposition 3.1, G∧p , G
∧
0 and G0 are reflexive. In particular, G
∧
p = G
∧
0 . By
Proposition 3.2, Gp is not locally quasi-convex. 
Note that the groups Gp, 1 < p < ∞, form a continual chain (under
inclusion) of Polish non locally quasi-convex totally disconnected groups with
the same countable reflexive dual.
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