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Abstract. La traducción automática (MT) es un subcampo de lingüística compu-
tacional que se enfoca en traducir un texto de un idioma a otro. Con el creciente 
auge del aprendizaje profundo, la Traducción Automática Neuronal (NMT) ha 
conducido a mejoras notables frente a las técnicas convencionales de Traducción 
Automática Estadística (SMT) y basadas en reglas. En este presente artículo se 
aplicó técnicas de Traducción Automática Neuronal para crear un modelo de Tra-
ducción Automática Neuronal para la traducción entre el idioma español a que-
chua Chanka. Con respecto a la arquitectura del modelo, se usó la arquitectura 
basados en mecanismos de atención denominada Transformers. Además, este tra-
bajo proporciona nuevos recursos que comprenden un nuevo corpus con 119, 000 
traducciones paralelas. En cuanto a los resultados experimentales indican en tér-
minos de Bi-Lingual Evaluation Understudy (BLEU) un puntaje de 39,5. 
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Abstract. Machine translation (MT) is a subfield of computational linguistics 
that focuses on translating a text from one language to another. With the growing 
rise of deep learning, Neural Machine Translation (NMT) has led to notable im-
provements over conventional Statistical Machine Translation (SMT) and rule-
based techniques. In this present article, Neural Machine Translation techniques 
were applied to create a Neural Machine Translation model for translation from 
Spanish to Quechua Chanka. Regarding the architecture of the model, the archi-
tecture based on attention mechanisms called Transformers was used. Further-
more, this work provides new resources comprising a new corpus with 119,000 
parallel translations. Regarding the experimental results, they indicate in terms 
of Bi-Lingual Evaluation Understudy (BLEU) score 39,5. 
Keywords: Machine Translation, Neural Networks, Native Peruvian Language. 
1 Introducción 
En el Perú, según cifras oficiales, se tienen aproximadamente 47 lenguas indígenas 
u originarias y todas ellas son importantes por ser vehículo de comunicación de todas 
las culturas. A través del uso de sus lenguas, los pueblos conservan y transmiten sus 
afectos, sus tradiciones, su cosmovisión, sus propios valores y sus conocimientos a las 
siguientes generaciones y al mundo. [1] 
 
La Educación Intercultural Bilingüe (EIB), como política educativa peruana, es para 
todos y promueve aprendizajes de la lengua originaria y del castellano desde el nivel 
inicial. En contextos indígenas, hay varias evidencias y testimonios de que se obtienen 
mejores resultados cuando los profesores saben y usan la lengua de la comunidad en la 
escuela y promueven aprendizajes desde su cultura hacia los demás. [1] 
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La aplicación apropiada de las tecnologías del lenguaje humano, incluyendo las he-
rramientas de traducción automática, brinda una infinidad de oportunidades para la re-
vitalización, la difusión y el aprendizaje de nuestros idiomas, para la comunicación in-
tergeneracional entre abuelos monolingües en una lengua indígena y sus nietos mono-
lingües que hablan español, así como para el acceso a servicios y la democratización 
de la información [2]. 
 
La lingüística computacional de lenguas de bajos recursos, requiere de técnicas más 
allá del entrenamiento básico de modelos [2]. Procesar una nueva lengua conlleva a 
nuevos desafíos (sistemas fonológicos especiales, problemas de segmentación, estruc-
turas gramaticales, lenguaje no escrito entre otros), Por otra parte, la falta de recursos 
requiere, por su parte, innovación en las metodologías de recolección de datos o mode-
los para los cuales la información es compartida entre varias lenguas.  
 
Esta investigación tiene como objetivo la construcción de una versión inicial de un 
modelo de Traducción Automática Neuronal para una lengua de bajos recursos par-
tiendo desde la recolección de datos hasta la evaluación del modelo. El caso de estudio 
tiene un lenguaje de origen como de objetivo, siendo este el español y el quechua 
Chanka respectivamente. 
 
Este artículo está organizado de la siguiente manera. En la sección 2 se muestra lo 
más relevante en cuanto tipos de traducción automática. La sección 3 hace una descrip-
ción de las arquitecturas y definición de Traducción Automática Neuronal. En la sec-
ción 4 describe teóricamente los materiales y métodos empleados. La sección 5 muestra 
los resultados obtenidos tras la aplicación de los métodos y materiales mencionados en 
la anterior sección. Finalmente, la sección 6 muestra las conclusiones alcanzadas. 
2 Antecedentes 
2.1 Traducción Automática basada en reglas (RBMT) 
Consiste en la recopilación de reglas gramaticales, léxico para luego ser procesadas por 
programas de software. Es fácil de escalar y también de modificar. La base del conoci-
miento presente en este tipo de traducción esta dado generalmente por lingüistas. Las 
reglas desempeñan un papel muy importante en las diversas etapas de la traducción 
tanto como en el: procesamiento sintáctico, interpretación semántica y procesamiento 
contextual del lenguaje. [3] 
 
La construcción de este tipo de traductores automáticos demanda una gran cantidad 
de tiempo y bastos recursos lingüísticos, como resultado es muy caro. Para poder me-
jorar la calidad de traducción es necesario modificar las reglas y esta requiere más co-
nocimiento lingüístico, además de no tener la garantía de que modificar una o más re-
glas pueda mejorar la calidad de la traducción. [4] 
6 
2.2 Traducción Automática Estadistica (SMT) 
La Traducción Automática Estadística (SMT), es un paradigma de Traducción Auto-
mática que se basa en modelo estadísticos aprendidos de corpus de texto paralelo y 
algoritmos de decodificación para traducir automáticamente de un lenguaje natural a 
otro. [5] Es de aquí que aparecen los primeros modelos de traducción junto con el mo-
delado de lenguaje. El modelo de lenguaje nos proporciona probabilidades para una 
cadena de palabras u oraciones que se puede denotar como por Pr(𝑆) donde este último 
es la probabilidad de que una cadena de palabras de origen S ocurra. El modelo de 
traducción estadística incluye estas probabilidades Pr⁡(𝑇|𝑆) donde la probabilidad con-
dicional de una oración objetivo T ocurrirá en un texto de destino que traduce un texto 
que contiene una oración fuente S, a la actualidad estos tipos de Traductores automáti-
cos fueron reformulados usando la regla de Bayes. [4] 
 
Por otra parte, este tipo de traducciones requieren grandes recursos computacionales, 
carece de fundamento lingüístico ya que está basado en probabilidades y en lenguajes 
de bajos recursos ocurre problemas con la morfología entre las lenguas a traducir. [4] 
3 Traducción Automática Neuronal (NMT) 
La Traducción Automática de texto o voz de un idioma a otro es una de las metas más 
desafiantes para las maquinas. [6] Este es un método basado en Redes Neuronales, pro-
puesto por (Kalchbrenner and Blunsom, 2013), (Cho et al., 2014) y (Sutskever et al., 
2014) y presentado por Google en 2016. Es el arte de usar modelos de Redes Neurona-
les Artificiales (ANN) para aprender modelos estadísticos de traducción automática. 
[6] Las Redes Neuronales analizan una gran cantidad de datos del corpus para luego 
aprender las reglas gramaticales automáticamente a partir de los ejemplos presentes en 
el corpus. 
 
La arquitectura de los modelos de NMT generalmente consisten en un codificador y 
decodificador, estas presentan Redes Neuronales Recurrentes (RNN), estos últimos 
permiten predecir la palabra que aparecerá en la siguiente secuencia a través de la aso-
ciación de la palabra previa. [18] Con respecto a la tarea de traducción la RNN toma el 
idioma de origen como la secuencia de entrada y el idioma objetivo como la secuencia 
de salida dando como resultado una traducción holística en lugar de una traducción 
palabra por palabra. 
4 Materiales y Métodos 
En esta sección se recopilan y se exponen, los materiales y métodos aplicados en el 
desarrollo de esta investigación. En el apartado de métodos se especifican detallada-
mente el procedimiento seguido para alcanzar el objetivo propuesto. 
 
7 
4.1 Materiales  
Python 3. Se optó por este lenguaje de programación debido a su gran cantidad de 
librerías disponibles y la potencia del lenguaje. [8] En comparación con otros lenguajes 
de programación populares para Inteligencia Artificial como C++ o Java, Python es 
ampliamente usado para computación científica, computación avanzada como aprendi-
zaje de máquina, estos recursos de código abierto presentan bibliotecas que suministran 
herramientas analíticas, algorítmicas, matriciales que nos permiten alcanzar el objetivo 
propuesto en esta investigación. 
Google Colaboratory. Conocido también como Colab, es un servicio en la nube ba-
sado en Jupyter Notebooks con el objetivo de difundir la educación y la investigación 
en el campo de la Inteligencia Artificial. [9] Nos proporciona entornos y tiempos de 
ejecución para Python en sus versiones 2 y 3, con las bibliotecas esenciales para Apren-
dizaje Automático e Inteligencia Artificial como Tensorflow, Keras, Scikit Learn. Este 
servicio provee tiempos de ejecución con CPU. GPU y TPU.  
Tensorflow. Permite a desarrolladores e investigadores experimentar con algoritmos 
de entrenamiento, optimización e inferencia [10]. La importancia de Tensorflow en esta 
investigación radica en su API de alto nivel denominado Keras este último nos permite 
la creación rápida de prototipos, la muestra de información clara y procesable sobre el 
manejo de errores. Además, incluye métricas, funciones de perdida y modelos pre con-
figurados que en adelante nos ayudara a validar el modelo de NMT. 
4.2 Métodos 
Esta investigación consta de 5 fases: La primera fase explica el proceso y las técnicas 
usadas para la recolección de los datos; la etapa de pre procesamiento expone las he-
rramientas, técnicas y recursos aplicados al pre procesamiento de estos datos; en la ter-
cera fase se vectoriza los tokens con el objetivo de poder representar las palabras y sus 
relaciones aplicando técnicas matemáticas para ser entrenadas en la siguiente etapa y 
finalmente los resultados son evaluados usando la métrica BLEU en la etapa de evalua-




Fig. 1. Flujo de trabajo y el diseño de estudio. 
Recolección de datos  
Un componente esencial de un sistema de Traducción automática es el corpus para-
lelo [11]. Este conjunto de datos es indispensable para el proceso de Traducción Auto-
mática, ya que permite la extracción de características y comportamiento de las unida-
des léxicas de los lenguajes a procesar [12] Dada la naturaleza lingüística de esta in-
vestigación el tipo de dato a recolectar serán oraciones y palabras con su correspon-
diente traducción paralela en adelante al conjunto de estos se denominará corpus para-
lelo. Los textos se extraerán básicamente de diversas fuentes electrónicas y bibliográ-
ficas debido a que se trata de una lengua de bajos recursos. A continuación, se explica 
las diferentes técnicas y recursos a la que se recurrió para cumplir con este propósito.   
Web Scrapping. También conocida como extracción web o harvesting, es una técnica 
de extracción de datos desde la Web para luego almacenar estos en una base de datos o 
en algún archivo para su posterior procesamiento o análisis. [13] En la investigación, 
esta técnica tendrá la finalidad de automatizar la extracción de traducciones paralelas 
presentes en la página web runasimi.org para luego almacenarlas en un archivo de texto 
plano. 
Fuentes Bibliograficas. En este caso los textos serán extraídos de manuales pertene-
cientes al Gobierno Peruano. Los textos pertenecen específicamente de los Ministerios 
de Justicia y Educación, estos textos están disponibles en línea, para estas fuentes se 
extraerá las traducciones manualmente. Cabe destacar que no se recurrió al uso del 
OCR (Optical Character Recognition) debido a la distorsión de textos que este presen-
taba tras extraer las traducciones paralelas. 
Opus JW300.  Es una colección masiva de textos paralelos para más de 300 lenguajes 
distintos cuyo principal objetivo es facilitar el Procesamiento de Lenguaje Natural 
(NLP) plurilingüe. [14] JW300 comprende un total de 1,335,376 artículos con un poco 
9 
más de 109 millones de oraciones, y 1.48 billones de tokens. El conjunto de datos es 
completamente recolectado de todas las publicaciones de la página web jw.org, la ma-
yoría de los textos provienen de revistas como Awake y Watchtower cuyo contenido 
de estos últimos es esencialmente religioso. Este recurso nos permitirá poder incremen-
tar la cantidad de traducciones paralelas contenidas en el corpus. 
Preprocesamiento de datos 
La calidad del conocimiento extraído depende en gran medida de la calidad de los 
datos. Generalmente, estos datos se ven afectados por valores negativos como ruido, 
valores perdidos, datos superfluos, o una longitud de caracteres demasiado amplio, lo 
que conduce en buena parte de casos a una baja calidad del modelo. [13] Para pre pro-
cesar el corpus paralelo se realizarán principalmente dos principales tareas que se pre-
sentan a continuación: 
Limpieza.  
Es un proceso utilizado para determinar datos inexactos, incompletos o irrazonables 
para luego mejorar la calidad de este, mediante la corrección de errores u omisiones 
que previamente fueron detectados. [15] Para esta tarea se harán uso de correctores 
ortográficos para validar las oraciones en la lengua española mientras para la lengua 
quechua se hará de forma manual, para remover los caracteres especiales como viñetas, 
corchetes, llaves y sangrías se recurrirán al uso de expresiones regulares, cabe destacar 
que esta última también nos permitirá crear un espacio entre la palabra y el signo de 
puntuación continuo con la finalidad de facilitar el proceso de tokenización del corpus. 
Tokenización.  
Es una técnica en Procesamiento de Lenguaje Natural (NLP) que divide el docu-
mento en tokens que pueden ser palabras o frases. [16] La utilidad de esta técnica radica 
en la identificación de palabras significativas en una oración. Los tokens están separa-
dos por espacios en blanco, saltos de línea o signos de puntuación. Los espacios en 
blanco y las puntaciones no se incluyen en los tokens resultados. En la investigación se 
convertirá los textos en secuencias de palabras separadas por espacios. Estas secuencias 
se dividen en lista de tokens cada token con su correspondiente indexación, estos tokens 
serán codificados en formato UTF-8, el motivo de usar este formato para la codificar 
los tokens es debido a la presencia tanto de la consonante “Ñ” y las tildes en el corpus 
paralelo. Para finalizar se hace la división del corpus usando el principio de Pareto 
siendo este 80% de los datos para el entrenamiento, 10% para la validación y 10% para 
el test que se usara como referencia en la métrica BLEU. 
Vectorización 
La representación de palabras es un componente critico en mayoría de sistemas de 
Procesamiento de Lenguaje Natural (NLP), De manera común se suele representar pa-
labras como índices en un vocabulario, pero esta no logra capturar la riqueza léxica y 
estructural. [23] En este sentido los modelos basados en vectores hacen mucho mejor 
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esta tarea. Codifican similitudes continuas entre palabras usando distancia o ángulos 
entre las palabras vectorizadas en un espacio dimensional. 
Word Embeddings 
Es una técnica de aprendizaje de características cuyo objetivo es mapear palabras de 
un vocabulario en vectores de números reales en un espacio dimensional. [22] Tales 
representaciones de espacio continuo se pueden calcular para capturar información 
tanto sintáctica como semántica a partir de las palabras. Debido a que las palabras pre-
sentes en el corpus paralelo ocurren en contextos similares las palabras resultantes son 
semánticamente cercanas después del entrenamiento. En esta investigación se hace uso 
de técnicas matemáticas como el análisis de componentes principales (PCA) y la dis-
tancia Euclidiana [24] para poder representar las palabras y sus relaciones de las pala-
bras contenidas en el corpus.  
Entrenamiento del modelo NMT 
Transformers. 
Propuesta por Vaswani et al. (2017), es un modelo de Red Neuronal Recurrente 
usado para ser la más popular y más robusta arquitectura para la estructura del codifi-
cador – decodificador para la solución de problemas relacionados con la Traducción 
Automática Neuronal. [6] Este modelo emplea mecanismos de Auto-Atención que per-
mite tanto al codificador como el decodificador tener en cuenta cada palabra de toda la 
secuencia de entrada. Como también ha demostrado ser muy prometedor para lenguajes 
de bajos recursos [17] Se optó por el uso de esta arquitectura debido a que el quechua 
es una lengua de bajos recursos y por sus capas de Multi Atención que permiten analizar 
mejor el contexto de la oración y predecirla según este último, cabe destacar que para 
obtener la cantidad de épocas adecuadas se usaron callbacks propias de Tensorflow. 
Para finalizar se descartó el uso de arquitecturas para modelos preentrenados como 
BERT (Bidirectional Encoder Representations from Transformers) debido a que fue 
entrenado principalmente con lenguajes de altos recursos y para ciertas tareas específi-
cas. 
Validación del modelo 
BLEU (Bilingual Evaluation Understudy). 
Métrica que será usada para evaluar la calidad de texto traducido y ampliamente 
usada en la comunidad de Traducción Automática. BLEU es usada para calcular la 
precisión de las oraciones traducidas comparándolas con las traducciones de referencia 
hecha por humanos [18]. Esta métrica funciona calculando la media geométrica de la 
precisión 𝑝𝑛 de n-gramas, donde normalmente van entre 1 ≤ 𝑛 ≤ 4, comparando la 
traducción propuesta con una o más traducciones de referencia. En la investigación esta 
métrica nos permitirá evaluar la calidad de traducción teniendo como n gramas las tra-
ducciones entrenadas y como referencia las traducciones de validación definidas en la 
división de datos. La escala de esta métrica va desde 0 a 100. 
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Character n –gram F-Score (chrF). 
Se optó por el uso de esta metrica para la evaluación del modelo por las siguientes 
razones; es independiente del lenguaje, independiente de la tokenizacion y muestra una 
aceptable correlación entre los juicios humanos y obtenidos además de ser aplicados en 
diferentes sistemas de escritura como el árabe y el chino. [25]. 
5 Resultados 
 
5.1 Recolección de datos 
Primero se construyó un Web Scrapper para la página donde se extrajo los datos con 
esta herramienta automatizada. Por otra parte, se obtuvo de manera manual de recursos 
como Manuales de Administración de Justicia del estado peruano [19], Manuales de 
Quechua Chanka del Ministerio de Educación [20]. Adicionalmente se usó la herra-
mienta de corpus paralelo para lenguajes de bajos recursos OPUS JW300 que viene a 
ser una colección de corpus paralelos abiertamente disponibles y que está ampliamente 
usado en trabajos en traducción automática e investigación translingüística. Después de 
este procedimiento se obtuvieron 145, 245 traducciones paralelas. 
 
Web Scrapping Recursos Bibliográficos Opus 
JW300 
Total 
6565 7043 124 437 145 245 
Tabla 1.  Conteo de traducciones paralelas obtenidas por cada recurso 
5.2 Preprocesamiento de datos 
Para la construcción del corpus final, se eliminaron los valores vacíos, así como las 
traducciones paralelas duplicadas para luego hacer uso de expresiones regulares (Re-
gEx), como también se hizo una verificación manual de las traducciones obteniendo un 
total de 122, 060 frases paralelas. Los datos se dividieron para entrenamiento que fue-
ron 102 060 oraciones, 10.000 para la validación y otros 10.000 para las pruebas. El 
corpus fue codificado en formato UTF – 8. 
 
Corpus Oraciones Paralelas 
No filtrado 145 245 
Traducciones en blanco 20 
Traducciones incorrectas 23 185 
Filtrado 122 060 
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Entrenamiento 102 060 
Validación 10 000 
Test 10 000 
 
Tabla 2. Estadísticas del corpus paralelo antes y después del filtrado. 
Tokenizacion. 
Tras el proceso de limpieza de los datos se pasó a tokenizar. Para esta tarea se hizo 
uso de la función Tokenizer de Tensorflow, tras aplicar esta función se indexó las pa-
labras y se tokenizó las oraciones. 
 
Fig. 2. Ejemplo de oración tokenizada e indexada, cada token se le asigna una posición. 
5.3 Vectorización 
Para capturar las similitudes y características semánticas se segmentó las oraciones en 
tokens, tras esto se pasó a vectorizar los tokens, a partir de este último se produjeron 
las representaciones de los Word Embeddings en un espacio tridimensional haciendo 
uso de técnicas matemáticas como Análisis de componentes principales (PCA) y la 
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distancia Euclidiana, para visualizar los Embeddings se hizo uso de Tensorflow Pro-
jector.   
 
Fig. 3. Visualizador de Word Embeddings en un espacio tridimensional muestra la palabra “Is-
kay” y las palabras conceptualmente cercanas a esta el verde claro representa ser cercana mien-
tras la celeste muestra estar débilmente relacionada a esta palabra. 
5.4 Entrenamiento del modelo 
Para el desarrollo del Modelo se usó Keras con Tensorflow como backend para la ar-
quitectura Transformers. Esta arquitectura está implementada está basada en módulos 
de codificación, decodificación y una función de activación Softmax. 
 
Parámetros Valor 
Capas multihead 8 
Embeddings 512 
Batch de Tokens 4096 (1 GPU) 
Numero de Epocas 25 
Tokenizador BPE (Byte Pair Encoding) 
Optimizador Adam 





Fig. 4. Funcionamiento del modelo de traducción bajo la arquitectura Transformers, el color 
azul representa los vectores de Atención. 
 
La siguiente muestra la evolución de la métrica de validez en el corpus paralelo durante 
13 mil iteraciones. 
 
 
Fig. 5. Evolución de la validez durante el entrenamiento. 
 
Por contraparte las imágenes mostradas a continuación muestran la evolución con res-
pecto a la función de error para 13 mil iteraciones, el primero muestra el error en agru-
paciones de datos mientras el otro por cada dato. 
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Fig. 6.  Evolución de la función de error por lotes (batch). 
 
 
Fig. 7.  Evolución de la función de error durante el entrenamiento 
5.5 Validación del modelo 
Para la validación del modelo se usó la métrica BLEU, se hicieron los test con el corpus 
en sus distintas cantidades, se pudo apreciar mientras la cantidad de traducciones para-
lelas sea más grande y la calidad de estas sea correcta la puntuación aumenta. Se usó 
solamente esta métrica debido a que las demás métricas fueron y están hechas para 




BLEU Score Test 
1 
BLEU Score Test 
2 
BLEU Score Test 3 BLEU Score 4 
8.43 15.2 20.1 39.50174 
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Table 4. Puntuación BLEU obtenidas. 
 
Test 1: Pruebas con el corpus inicial 
Test 2: Pruebas con mayor cantidad de traducciones paralelas y épocas de entrena-
miento mayores. 
Test 3: Pruebas con el corpus final. 









Table 5. Puntuación ChrF por distintas épocas de entrenamiento. 
6 Conclusiones 
Este artículo reúne el desafío de abordar la traducción del español a quechua Chanka 
con las últimas técnicas de Traducción de Máquina. Para el desarrollo del modelo, se 
creó un nuevo corpus usando técnicas de extracción de datos y por otra parte se usó el 
corpus ya existente proporcionado por OPUS JW300. En este trabajo el modelo fue 
creado con la arquitectura Transformers. Entre las principales limitaciones encontradas 
en este estudio fueron el tamaño del corpus paralelo disponible y la gran diferencias 
léxicas y gramaticales entre ambos idiomas. Los resultados muestran una aproximación 
y se alcanzó la puntuación de 39.5 en la escala BLEU como 0.24 en la métrica ChrF 
para la tarea de español a quechua Chanka. 
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