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Abstract
For barotropic compressible Navier-Stokes equations in three-dimensional (3D)
bounded domains, we prove that any finite energy weak solution obtained by Li-
ons [Mathematical topics in fluid mechanics, Vol. 2. Compressible models(1998)]
and Feireisl-Novotny´-Petzeltova´ [J. Math. Fluid Mech. 3(2001), 358-392] decays
exponentially to the equilibrium state. This result is established by both using the
extra integrability of the density due to Lions and constructing a suitable Lyapunov
functional just under the framework of Lions-Feireisl’s weak solutions.
Keywords: Compressible Navier-Stokes equations; 3D bounded domains; Finite en-
ergy weak solutions; Nonlinear exponential stability
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1 Introduction
We consider the three-dimensional barotropic compressible Navier-Stokes equations
which read as follows:{
ρt + div(ρu) = 0,
(ρu)t + div(ρu⊗ u) +∇P = µ△u+ (µ + λ)∇divu,
(1.1)
where t ≥ 0, x = (x1, x2, x3) ∈ Ω ⊂ R3, ρ = ρ(x, t) and u = (u1(x, t), u2(x, t), u3(x, t))
represent, respectively, the density and the velocity, and the pressure P is given by
P (ρ) = Aργ (A > 0, γ > 1). (1.2)
In the sequel, without loss of generality, we set A = 1. The constant viscosity coefficients
µ and λ satisfy the physical hypothesis:
µ > 0, 2µ+ 3λ ≥ 0. (1.3)
∗Partially supported by NNSFC 11501143, 11671027, and 11471321.
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The initial conditions are imposed as
ρ(x, t = 0) = ρ0, ρu(x, t = 0) = m0, (1.4)
together with the no-slip boundary conditions for the velocity
u|∂Ω = 0. (1.5)
A large number of literatures have been devoted to the large-time existence and
behavior of solutions to compressible Navier-Stokes equations. On the one hand, for
the existence of solutions, the one-dimensional problems have been studied extensively,
see [10,16] and the references therein. For the multidimensional case, the local existence
and uniqueness of classical solutions were obtained in [25,28] in the absence of vacuum.
The global classical solutions were first given by Matsumura-Nishida [23] for the density
strictly away from vacuum and the initial data close to a non-vacuum equilibrium. Later
on, for discontinuous initial data, Hoff [11] showed the existence of global solutions
as limits of approximate solutions corresponding to mollified initial data. Recently,
Huang-Li-Xin [9] first established global existence and uniqueness of classical solutions
with smooth initial data that are of small energy but possibly large oscillations and
containing vacuum states. As for the existence of weak solutions with large data, the
major break-through is due to Lions [21], where for three-dimensional case, the global
weak solutions were obtained under the condition that γ ≥ 95 which was further relaxed
to γ > 32 later by Feireisl-Novotny-Petzeltova´ [6]. Moreover, for the case that initial
data has some symmetric properties, Jiang-Zhang [14] proved that the equations possess
global weak solutions for any γ > 1.
On the other hand, regarding the large-time behavior of solutions for Navier-Stokes
equations, Matsumura-Nishida [22–24] proved the existence of global solutions near a
constant equilibrium state (ρs, 0) with ρs > 0 for the Cauchy problem in R
3, in the half
space and exterior domains respectively. In particular, it was shown in [23, 24] that
there exists a unique global classical solution (ρ, u) with (ρ0− ρs,m0) sufficiently small
in H3. Also, they showed that
‖(ρ(·, t) − ρs, u(·, t))‖L∞ = O(t−3/2), ‖(ρ(·, t) − ρs, u(·, t))‖L2 = O(t−3/4),
as t→∞ provided (ρ0−ρs,m0) ∈ L1. See also [12,15,18,27] and the references therein.
For the problem (1.1)–(1.5), Feiereisl-Petzeltova´ [5] showed that for any finite energy
weak solution (ρ, u), there exists a stationary solution (ρs, 0) such that
ρ(·, t)→ ρs in Lγ(Ω), ess sup
τ>t
∫
Ω
ρ(x, τ)|u(x, τ)|2dx→ 0, as t→∞,
where γ > 32 , Ω is not needed to be bounded and external force ∇F is independent
of time t. Moreover, Padula [26] showed that in a bounded domain, the rest state is
exponentially stable with respect to a large class of weak perturbations. More recently,
Fang-Zi-Zhang [7] proved any finite energy weak solution to the problem (1.1)–(1.5)
without external force in bounded domains decays exponentially to the equilibrium
state. However, the existence of weak solutions considered by [7,26] remains completely
open for large data since one of the basic assumptions in [7, 26] is that the density is
bounded from above or below respectively uniformly in time. Indeed, whether Lions-
Feireisl’s finite energy weak solutions to the problem (1.1)–(1.5) in a bounded domain
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whose existence is obtained by [6, 21] decay exponentially to the equilibrium state or
not remains open. In this paper, we will give a positive answer to this problem.
Before stating our main result, we first introduce the definition of finite energy weak
solutions.
Definition 1.1 ( [6, 21], Finite energy weak solutions) A pair of functions (ρ, u)
will be termed as a finite energy weak solution of the problem (1.1),(1.5) on (0,∞)×Ω,
if
• ρ ≥ 0, ρ ∈ L∞(0,∞;Lγ(Ω)), u ∈ L2(0,∞;H10 (Ω)).
• The energy
E(t) :=
∫
Ω
(
1
2
ρ|u|2 + 1
γ − 1ρ
γ
)
dx
is locally integrable on (0,∞) and for any 0 ≤ ψ(t) ∈ D(0,∞), it holds
−
∫ ∞
0
ψtE(t)dt +
∫ ∞
0
ψ
∫
Ω
[
µ|∇u|2 + (λ+ µ)(divu)2] dxdt ≤ 0. (1.6)
• Eqs. (1.1) are satisfied in D′(0,∞; Ω). Moreover, (1.1)1 holds in D′(0,∞;R3) provided
(ρ, u) was prolonged to be zero on R3 \ Ω.
• (1.1)1 is satisfied in the sense of renormalized solutions, more precisely, the following
equation
b(ρ)t + div(b(ρ)u) + (b
′(ρ)ρ− b(ρ))divu = 0 (1.7)
holds in D′(0,∞; Ω) for any b ∈ C1(R) such that
b′(z) ≡ 0, for all z ∈ R large enough, say, |z| ≥M
where the constant M may vary for different functions b.
Remark 1.1 A direct consequence of (1.6) is
sup
t∈(0,∞)
E(t) +
∫ ∞
0
∫
Ω
[
µ|∇u|2 + (λ+ µ)(divu)2] dxdt ≤ E0, (1.8)
with
E0 :=
∫
Ω
( |m0|2
2ρ0
+
1
γ − 1ρ
γ
0
)
dx. (1.9)
Remark 1.2 It should be mentioned here that one can use the Lebesgue dominated
convergence theorem to deduce that (1.7) will hold for any b ∈ C1(0,∞) ∩ C[0,∞)
satisfying
|b′(z)z| ≤ c(zθ + z γ2 ), for all z > 0 and a certain θ ∈ (0, γ
2
) (1.10)
provided (ρ, u) is a finite energy weak solution in the sense of the above definition. In
particular, (1.7) holds in D′(0,∞; Ω) for b(ρ) = ρθ with θ ∈ (0, γ/2].
Next, we state the following result concerning the existence of finite energy weak
solution to problem (1.1)–(1.5) due to Lions [21] and Feireisl-Novotny-Petzeltova´ [6].
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Lemma 1.1 ( [6, 21]) Assume Ω ⊂ R3 is a bounded domain of the class of C2+ν , ν >
0. Let γ > 32 and the initial data (ρ0,m0) satisfy
0 ≤ ρ0 ∈ Lγ(Ω), |m0|
2
ρ0
∈ L1(Ω),
with m0 = 0 almost everywhere on the set {x ∈ Ω|ρ0(x) = 0}. Then there exists a finite
energy weak solution (ρ, u) of the problem (1.1)–(1.5) satisfying for almost everywhere
t > 0,
ρ(t) = ρ0 := ρs, (1.11)
where (and in what follows),
f :=
1
|Ω|
∫
Ω
fdx
denotes the mean value of f over Ω, and for any T > 0,
ρ ∈ Lγ+θ0(0, T ; Ω), (1.12)
with some positive constant θ0 ≤ −1 + 2γ/3.
Remark 1.3 As shown by Lions [21], one can choose θ0 = −1 + 2γ/3.
Now we are in a position to state our main result as follows:
Theorem 1.2 Assume that the conditions of Lemma 1.1 hold. Then there exist positive
constants C1 and C2 both depending only on Ω, γ, µ, λ, θ0, ρs, and E0 such that (ρ, u),
the finite energy weak solution to (1.1)–(1.5) whose existence is guaranteed by Lemma
1.1, satisfies the following decay property:∫
Ω
(ρ|u|2 +G(ρ, ρs))dx ≤ C2 exp{−C1t} a.e. t > 0, (1.13)
with
G(ρ, ρs) := ρ
∫ ρ
ρs
hγ − ργs
h2
dh. (1.14)
Remark 1.4 It is worth noticing that in Theorem 1.2, our result holds for Lions-
Feireisl’s finite energy weak solutions whose existence is guaranteed by Lemma 1.1.
Moreover, we do not attach any extra restriction on the weak solutions which indeed
greatly improves those results of [7,26] where the time-independent upper and/or lower
bounds of density are essential in their analysis.
Remark 1.5 After some small modifications, our method can be applied directly to
other models, such as the compressible magnetohydrodynamic flows in the barotropic
case (see Appendix for the details), et al.
We now make some comments on the analysis of this paper. To establish Theorem
1.2, by combining the energy inequality with the conservation of the mass (see (3.1)),
the key issue is to discover new decay estimates for G(ρ, ρs) (see (1.14) for the defini-
tion). Compared with [7, 26] where the time-independent upper and/or lower bounds
of density play an essential role in their analysis, the main difficulties come from the
fact that for the finite energy weak solutions (see Definition A.1) the density is only
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bounded time-independently on the L∞(0, T ;Lγ(Ω))-norm. To overcome these new dif-
ficulties, we first observe that G(ρ, ρs) can be bounded by (ρ
γ − ργs )(ρθ − ρθs) provided
θ > 0 (see (3.2)) and that for the finite energy weak solutions, the density has an addi-
tional integrality, that is, ρ ∈ Lγ+θ0(0, T ; Ω) for some positive constant θ0 (see (1.12)).
Hence, to recover the decay estimate on the term (ργ − ργs )(ρθ − ρθs), we construct a
test function ψ(t)B([ρθ ]ε − [ρθ]ε) for (1.1)2 with the aid of Bogovskii operator B (see
Lemma 2.4) where we use the mollified functions [ρθ]ε and [ρθ]ε due to the lack of the
integrality for ρθ. Then after carefully using the commutator estimates (see (2.3)) and
observing that (see (3.17))∫ ∞
0
ψ(ρθs − ρθ)
∫
Ω
(ργ − ργs )dxdt ≥ 0,
we obtain the desired estimate on
∫∞
0 ψ
∫
ΩG(ρ, ρs)dxdt (see (3.3)) which is vital to get
the decay estimate of the finite energy weak solutions. Finally, observing that (ρθ−ρθs)2
can be bounded by G(ρ, ρs) provided θ is suitably small (see (3.2)), we can build up a
suitable Lyapunov functional and then finish the proof of Theorem 1.2.
This paper is organized as follows: in Sect.2, we establish some preliminary lemmas
which will be needed in later analysis. In Sect.3, we are devoted to deriving some
necessary estimates and finally prove Theorem 1.2. Throughout the paper, C denotes
positive generic constant depending only on Ω, γ, µ, λ, θ0, ρs, and E0 which may vary
in different cases. And we write C(α) to emphasize that C depends on α.
2 Preliminaries
In this section, we recall some known facts and elementary results which will be used
later.
First, for η as the standard mollifier in R3 and f ∈ L1loc(R3), we set
ηε(·) := 1
ε3
η(
·
ε
), [f ]ε := ηε ∗ f.
The following properties of mollification are standard and can be found in [1].
Lemma 2.1 ( [1]) Let f be a function which is defined on R3 and vanishes identically
outside a domain Ω ⊂ R3.
(i) If f ∈ L1loc(R3), then [f ]ε ∈ C∞(R3).
(ii) If f ∈ Lp(Ω) with 1 ≤ p <∞, then [f ]ε ∈ Lp(Ω). Also
‖[f ]ε‖Lp(Ω) ≤ ‖f‖Lp(Ω), lim
ε→0+
‖[f ]ε − f‖Lp(Ω) = 0. (2.1)
Next, we state the commutator estimates which will play an important role in our
further analysis.
Lemma 2.2 ( [4, 20]) Let Ω ⊂ RN (N ≥ 2) be a domain and f ∈ Lp(Ω), v ∈ [W 1,q(Ω)]N
be given functions with 1 < p, q <∞ and 1p + 1q ≤ 1. Then for any compact K ⊂ Ω,{
‖[div(fv)]ε − div([f ]εv)‖Lr(K) ≤ C(K)‖f‖Lp(Ω)‖v‖W 1,q(Ω),
‖[div(fv)]ε − div([f ]εv)‖Lr(K) → 0, as ε→ 0,
provided ε > 0 is small enough and 1r =
1
p +
1
q . In addition, if Ω = R
N , K can be
replaced by RN .
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As a direct consequence of Lemma 2.2, we have
Corollary 2.3 Let (ρ, u) be the solution of the problem (1.1)–(1.5) as in Lemma 1.1.
Then prolonging (ρ, u) to zero in R3 \ Ω, for 0 < θ ≤ γ2 and any [α, β] ⊂ (0,∞), we
have
∂t([ρ
θ]ε) + div([ρ
θ]εu) = (1− θ)[ρθdivu]ε + rε, a.e. on [α, β] × Ω, (2.2)
where rε := div([ρ
θ]εu)− [div(ρθu)]ε. Moreover,
rε → 0 in L2(α, β;Lq(Ω)), (2.3)
for any q ∈ [1, 2γγ+2θ ].
Proof. First, taking b(ρ) = ρθ in (1.7), we derive from (1.10) that
(ρθ)t + div(ρ
θu) + (θ − 1)ρθdivu = 0, in D′(0,∞; Ω). (2.4)
Then, prolonging (ρ, u) to zero in R3 \ Ω, we claim that∫ ∞
0
∫
R3
(ρθϕt + ρ
θu · ∇ϕ)dxdt = (θ − 1)
∫ ∞
0
∫
R3
ρθϕdivudxdt, (2.5)
for any ϕ ∈ D(0,∞;R3). This in particular yields (2.2) provided ε > 0 is small enough.
Since u ∈ L2(0,∞;H10 (Ω)), Lemma 2.2 shows that rε is bounded in L2(α, β;L
2γ
γ+2θ (Ω))
uniformly in ε. By Lemma 2.2 and the Lebesgue dominated convergence theorem, we
have rε → 0 in L2(α, β;L
2γ
γ+2θ (Ω)) which together with the boundedness of the domain
Ω gives (2.3).
Finally, it only remains to prove (2.5). To this end, we mainly extract some ideas
from [6, Lemma 3.3] and take a sequence of functions φm ∈ D(Ω) satisfying{
0 ≤ φm ≤ 1;φm = 1, for all x such that dist(x, ∂Ω) ≥ 1m ,
|∇φm(x)| ≤ 2m, for all x ∈ Ω. (2.6)
Then ∫ ∞
0
∫
R3
ρθϕtdxdt =
∫ ∞
0
∫
Ω
ρθ(φmϕ)tdxdt+
∫ ∞
0
∫
Ω
ρθ(1− φm)ϕtdxdt (2.7)
and ∫ ∞
0
∫
R3
ρθu · ∇ϕdxdt
=
∫ ∞
0
∫
Ω
ρθu · ∇(φmϕ)dxdt +
∫ ∞
0
∫
Ω
(1− φm)ρθu · ∇ϕdxdt
−
∫ ∞
0
∫
Ω
ϕρθu · ∇φmdxdt.
(2.8)
Moreover, by (2.4), we have∫ ∞
0
∫
Ω
ρθ(φmϕ)tdxdt+
∫ ∞
0
∫
Ω
ρθu · ∇(φmϕ)dxdt
= (θ − 1)
∫ ∞
0
∫
Ω
ρθ(φmϕ)divudxdt,
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which together with (2.5), (2.7), and (2.8) gives∫ ∞
0
∫
R3
(ρθϕt + ρ
θu · ∇ϕ)dxdt
= (θ − 1)
∫ ∞
0
∫
Ω
ρθ(φmϕ)divudxdt+
∫ ∞
0
∫
Ω
ρθ(1− φm)ϕtdxdt
+
∫ ∞
0
∫
Ω
(1− φm)ρθu · ∇ϕdxdt−
∫ ∞
0
∫
Ω
ϕρθu · ∇φmdxdt.
(2.9)
Then, on the one hand, it follows from (1.8), (2.6) and the Lebesgue dominated con-
vergence theorem that as m→∞,∫ ∞
0
∫
Ω
ρθ(φmϕ)divudxdt→
∫ ∞
0
∫
Ω
ρθϕdivudxdt, (2.10)
∫ ∞
0
∫
Ω
ρθ(1 − φm)ϕtdxdt→ 0, (2.11)
and ∫ ∞
0
∫
Ω
ρθu(1 − φm)ϕtdxdt→ 0, (2.12)
due to 0 < θ ≤ γ2 .
On the other hand, it follows from (2.6) and the Lebesgue dominated convergence
theorem that∣∣∣∣
∫ ∞
0
∫
Ω
ϕρθu · ∇φmdxdt
∣∣∣∣
≤ C
(∫ ∞
0
∫
Ω
1(dist(x,∂Ω)≤1/m)ϕ
2ρ2θdxdt
)1/2(∫ ∞
0
∫
Ω
|u|2
dist(x, ∂Ω)2
dxdt
)1/2
≤ C
(∫ ∞
0
∫
Ω
1(dist(x,∂Ω)≤1/m)ϕ
2ρ2θdxdt
)1/2(∫ ∞
0
∫
Ω
|∇u|2dxdt
)1/2
→ 0, as m→∞,
(2.13)
where in the second inequality we have used Hardy’s inequality and u ∈ L2(0,∞;H10 (Ω)).
Taking m→∞ in (2.9) and using (2.10)–(2.13) leads to (2.5), then we finish the proof
of Corollary 2.3. ✷
Finally, let Ω be a bounded Lipschitz domain in R3.We consider an auxiliary problem
div v = f, v|∂Ω = 0. (2.14)
Lemma 2.4 ( [2, 8]) For problem (2.14), there exists a linear operator B = [B1,B2,B3]
enjoying the properties:
• B is a bounded linear operator from {f ∈ Lp(Ω)| ∫Ω fdx = 0} into [W 1,p0 (Ω)]3, that
is,
‖B[f ]‖
W 1,p
0
(Ω)
≤ C(p,Ω)‖f‖Lp(Ω), for any p ∈ (1,∞).
• The function v = B[f ] solves the problem (2.14).
• If, moreover, f can be written in the form f = divg with g ∈ [Lr(Ω)]3 and g ·~n|∂Ω =
0, then
‖B[f ]‖Lr(Ω) ≤ C(r,Ω)‖g‖Lr(Ω), for any r ∈ (1,∞).
Remark 2.1 The operator B was first constructed by the Bogovskii [2]. A complete
proof of the above mentioned properties may be found in Galdi [8, Theorem 3.3].
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3 Proof of Theorem 1.2
First, recalling that ρs = ρ0 is a positive constant, we deduce from (1.11) that for any
0 ≤ ψ(t) ∈ D(0,∞), ∫ ∞
0
ψt
∫
Ω
(
− γ
γ − 1ρρ
γ−1
s + ρ
γ
s
)
dxdt = 0,
which together with (1.6) gives
−
∫ ∞
0
ψt
∫
Ω
(
1
2
ρ|u|2 +G(ρ, ρs)
)
dxdt
+
∫ ∞
0
ψ
∫
Ω
[
µ|∇u|2 + (λ+ µ)(divu)2] dxdt ≤ 0. (3.1)
Next, noticing that for θ := min{1, θ0, γ}/4, there exist positive constants C0 and
C˜0 both depending only on γ, θ0 and ρs such that for any ρ ≥ 0,
C˜0(ρ
θ − ρθs)2 ≤ C0G(ρ, ρs) ≤ (ργ − ργs )(ρθ − ρθs). (3.2)
Then we claim that there exists some constant C > 0 depending only on Ω, γ, µ, λ, θ0,
and E0 such that for any 0 ≤ ψ(t) ∈ D(0,∞),
C0
2
∫ ∞
0
ψ
∫
Ω
G(ρ, ρs)dxdt+
∫ ∞
0
ψt
∫
Ω
ρu · B(ρθ − ρθ)dxdt
≤ C
∫ ∞
0
ψ‖∇u‖2L2dt.
(3.3)
Adding (3.3) multiplied by a suitably small constant δ > 0 which will be determined
later to (3.1) gives
−
∫ ∞
0
ψtVδ(t)dt+
∫ ∞
0
ψWδ(t)dt ≤ 0, (3.4)
where
Vδ(t) :=
∫
Ω
(
1
2
ρ|u|2 +G(ρ, ρs)− δρu · B(ρθ − ρθ)
)
dx,
and
Wδ(t) :=
∫
Ω
(
(µ− Cδ)|∇u|2 + (λ+ µ)(divu)2 + C0δ
2
G(ρ, ρs)
)
dx.
Moreover, it follows from Lemma 2.4 and (1.8) that∣∣∣∣
∫
Ω
ρu · B(ρθ − ρθ)dx
∣∣∣∣
≤ ‖√ρu‖L2(Ω)‖
√
ρ‖L3(Ω)‖B(ρθ − ρθ)‖L6(Ω)
≤ C‖√ρu‖L2(Ω)‖∇B(ρθ − ρθ)‖L2(Ω)
≤
∫
Ω
ρ|u|2dx+ C‖ρθ − ρθ‖2L2(Ω)
≤
∫
Ω
ρ|u|2dx+ C‖ρθ − ρθs‖2L2(Ω) + C‖ρθ − ρθs‖2L2(Ω)
≤
∫
Ω
ρ|u|2dx+ C
∫
Ω
G(ρ, ρs)dx
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where in the last inequality we have used (3.2). Then after choosing suitably small
δ0 > 0 which depends only on Ω, γ, µ, λ, θ0, ρs, and E0, we get
1
4
∫
Ω
(
ρ|u|2 +G(ρ, ρs)
)
dx ≤ Vδ0(t) ≤ 2
∫
Ω
(
ρ|u|2 +G(ρ, ρs)
)
dx (3.5)
and
Wδ0(t) ≥
1
4
∫
Ω
(
µ|∇u|2 + C0δ0G(ρ, ρs)
)
dx. (3.6)
Note that ∫
Ω
ρ|u|2dx ≤ ‖ρ‖
L
3
2 (Ω)
‖u‖2L6(Ω) ≤ C‖∇u‖2L2(Ω),
which together with (3.5) and (3.6) implies for almost everywhere t ∈ (0,∞),
Vδ0(t) ≤ C1Wδ0(t),
with some constant C1 > 0 depending on Ω, γ, µ, λ, θ0, ρs, and E0. Putting this into
(3.4) yields that for any 0 ≤ ψ ∈ D(0,∞),
−
∫ ∞
0
ψtVδ0(t)dt+ C1
∫ ∞
0
ψVδ0(t)dt ≤ 0. (3.7)
Let [a, b] be any compact subset of (0,∞). Taking ψ(t) = ηε(t− ·) in (3.7) gives
∂t[Vδ0 ]ε + C1[Vδ0 ]ε ≤ 0, a.e. t ∈ [a, b],
provided ε > 0 is small enough. This implies
[Vδ0 ]ε(t) ≤ [Vδ0 ]ε(s) exp{−C1(t− s)}
for a.e. 0 < s < t <∞. Since Vδ0(t) ∈ L∞loc(0,∞), letting ε→ 0, we have
Vδ0(t) ≤ Vδ0(s) exp{−C1(t− s)},
which together with (3.5), (1.8) and (1.11) yields (1.13).
In the end, it only remains to prove (3.3). Indeed, first, set
Φ(x, t) = ψ(t)B([ρθ]ε − [ρθ]ε).
Since ρ ∈ Lγ+θ0(0, T ; Ω), by Corollary 2.3, we can use Φ(x, t) as a test function for
(1.1)2 to get∫ ∞
0
ψ
∫
Ω
(P (ρ)− P (ρs))([ρθ]ε − [ρθ]ε)dxdt+
∫ ∞
0
ψt
∫
Ω
ρu · B(ρθ − ρθ)dxdt
= −
∫ ∞
0
ψt
∫
Ω
ρu · B
(
[ρθ]ε − [ρθ]ε − (ρθ − ρθ)
)
dxdt
−
∫ ∞
0
ψ
∫
Ω
ρu · B
(
([ρθ]ε)t − ([ρθ]ε)t
)
dxdt
−
∫ ∞
0
ψ
∫
Ω
ρu⊗ u : ∇B
(
[ρθ]ε − [ρθ]ε
)
dxdt
+
∫ ∞
0
ψ
∫
Ω
(
µ∇u : ∇B([ρθ]ε − [ρθ]ε) + (λ+ µ)divu([ρθ]ε − [ρθ]ε)
)
dxdt
:= −
∫ ∞
0
ψtI1dt+
∫ ∞
0
ψ
4∑
i=2
Iidt.
(3.8)
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Using Lemmas 2.1, 2.4 and (1.8), we estimate each Ii(i = 1, · · · , 4) as follows:
|I1| ≤ ‖√ρu‖L2(Ω)‖
√
ρ‖L3(Ω)‖B([ρθ]ε − [ρθ]ε − (ρθ − ρθ))‖L6(Ω)
≤ C‖√ρu‖L2(Ω)‖∇B([ρθ]ε − [ρθ]ε − (ρθ − ρθ))‖L2(Ω)
≤ C‖[ρθ]ε − ρθ‖L2(Ω),
(3.9)
and
|I3| ≤ ‖ρ‖Lγ (Ω)‖u‖2L6(Ω)‖∇B([ρθ]ε − [ρθ]ε)‖
L
3γ
2γ−3 (Ω)
≤ C‖∇u‖2L2(Ω)‖[ρθ]ε − [ρθ]ε‖
L
3γ
2γ−3 (Ω)
≤ C‖∇u‖2L2(Ω)‖ρθ‖
L
3γ
2γ−3 (Ω)
≤ C‖∇u‖2L2(Ω),
(3.10)
due to θ ≤ 2γ−33 .
Furthermore, direct computation shows that for 1 ≤ p ≤ 1 + γθ ,
‖[ρθ]ε − [ρθ]ε‖Lp(Ω)
≤ ‖[ρθ]ε − ρθ‖Lp(Ω) + ‖ρθ − ρθs‖Lp(Ω) + ‖ρθs − ρθ‖Lp(Ω) + ‖ρθ − [ρθ]ε‖Lp(Ω)
≤ C‖ρθ − ρθs‖Lp(Ω) + C‖[ρθ]ε − ρθ‖Lp(Ω),
which gives
|I4| ≤ C‖∇u‖L2(Ω)‖[ρθ]ε − [ρθ]ε‖L2(Ω)
≤ C‖∇u‖L2(Ω)‖ρθ − ρθs‖L2(Ω) + C‖∇u‖L2(Ω)‖[ρθ]ε − ρθ‖L2(Ω)
≤ 1
4
∫
Ω
(ργ − ργs )(ρθ − ρθs)dx+ C‖∇u‖2L2(Ω) + C‖[ρθ]ε − ρθ‖2L2(Ω),
(3.11)
where in the last inequality we have used (3.2).
As for I2, by (2.2), we have
I2 = −(1− θ)
∫
Ω
ρu · B([ρθdivu]ε − [ρθdivu]ε)dx
+
∫
Ω
ρu · B(div([ρθ]εu))dx −
∫
Ω
ρu · B(rε − rε)dx :=
3∑
i=1
Ii2.
(3.12)
It follows from Lemmas 2.1 and 2.4 that for γ˜ := min{γ, 5},
|I12 | ≤ C‖ρ‖Lγ˜(Ω)‖u‖L6(Ω)‖B([ρθdivu]ε − [ρθdivu]ε)‖
L
6γ˜
5γ˜−6 (Ω)
≤ C‖∇u‖L2(Ω)‖∇B([ρθdivu]ε − [ρθdivu]ε)‖
L
6γ˜
7γ˜−6 (Ω)
≤ C‖∇u‖L2(Ω)‖[ρθdivu]ε − [ρθdivu]ε‖
L
6γ˜
7γ˜−6 (Ω)
≤ C‖∇u‖L2(Ω)‖ρθdivu‖
L
6γ˜
7γ˜−6 (Ω)
≤ C‖∇u‖L2(Ω)‖ρθ‖
L
3γ˜
2γ˜−3 (Ω)
‖∇u‖L2(Ω)
≤ C‖∇u‖2L2(Ω),
(3.13)
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where in the last inequality we have used (1.8) and θ ≤ γ(2γ˜−3)3γ˜ .
Similarly,
|I22 | ≤ C‖ρ‖Lγ(Ω)‖u‖L6(Ω)‖B(div([ρθ]εu)‖
L
6γ
5γ−6 (Ω)
≤ C‖∇u‖L2(Ω)‖[ρθ]εu‖
L
6γ
5γ−6 (Ω)
≤ C‖∇u‖L2(Ω)‖u‖L6(Ω)‖ρθ‖
L
3γ
2γ−3 (Ω)
≤ C‖∇u‖2L2(Ω),
(3.14)
due to θ ≤ 2γ−33 . Moreover,
|I32 | ≤ ‖ρ‖Lγ˜ (Ω)‖u‖L6(Ω)‖B(rε − rε)‖
L
5γ˜
5γ˜−6 (Ω)
≤ C‖∇u‖L2(Ω)‖∇B(rε − rε)‖
L
6γ˜
7γ˜−6 (Ω)
≤ C‖∇u‖L2(Ω)‖rε − rε‖
L
6γ˜
7γ˜−6 (Ω)
≤ C‖∇u‖L2(Ω)‖rε‖
L
6γ˜
7γ˜−6 (Ω)
,
which together with (1.8) and (2.3) leads to
∫ ∞
0
ψ|I32 |dt ≤ C
(∫ ∞
0
ψ‖∇u‖2L2(Ω)dt
)1/2 (∫ ∞
0
ψ‖rε‖2
L
6γ˜
7γ˜−6 (Ω)
dt
)1/2
→ 0, as ε→ 0,
(3.15)
due to θ ≤ γ(2γ˜−3)3γ˜ .
Next, for the first term on the left-hand side of (3.8), we have∫ ∞
0
ψ
∫
Ω
(P (ρ)− P (ρs))([ρθ]ε − [ρθ]ε)dxdt
=
∫ ∞
0
ψ
∫
Ω
(ργ − ργs )
[
([ρθ]ε − ρθ) + (ρθ − ρθs) + (ρθs − ρθ) + (ρθ − [ρθ]ε)
]
dxdt
≥
∫ ∞
0
ψ
∫
Ω
(ργ − ργs )(ρθ − ρθs)dxdt+
∫ ∞
0
ψ
∫
Ω
(ργ − ργs )([ρθ]ε − ρθ)dxdt
+
∫ ∞
0
ψ(ρθ − [ρθ]ε)
∫
Ω
(ργ − ργs )dxdt
:=
∫ ∞
0
ψ
∫
Ω
(ργ − ργs )(ρθ − ρθs)dxdt+ J,
(3.16)
where in the second inequality we have used the following inequality:∫ ∞
0
ψ(ρθs − ρθ)
∫
Ω
(ργ − ργs )dxdt ≥ 0, (3.17)
due to the following simple fact:
ργ ≥ ργ = ργs , ρθs = ρθ ≥ ρθ.
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As for J, since θ ≤ min{γ/2, θ0}, it follows from Ho¨lder’s inequality and (1.12) that
|J | ≤
∫ ∞
0
ψ‖ργ − ργs‖
L
γ+θ
γ (Ω)
‖[ρθ]ε − ρθ‖
L
γ+θ
θ (Ω)
dt
+ C
∫ ∞
0
ψ‖[ρθ]ε − ρθ‖L1(Ω)dt
≤ C(ψ)
(∫ ∞
0
ψ‖[ρθ]ε − ρθ‖
γ+θ
θ
L
γ+θ
θ (Ω)
dt
) θ
γ+θ
+ C
∫ ∞
0
ψ‖[ρθ ]ε − ρθ‖L2(Ω)dt,
which together with (3.8)-(3.14) and (3.16) leads to
1
2
∫ ∞
0
ψ
∫
Ω
(ργ − ργs )(ρθ − ρθs)dxdt+
∫ ∞
0
ψt
∫
Ω
ρu · B(ρθ − ρθ)dxdt
≤ C
∫ ∞
0
ψ‖∇u‖2L2dt+ C
∫ ∞
0
(|ψt|+ ψ)‖[ρθ]ε − ρθ‖L2(Ω)dt
+ C(ψ)
(∫ ∞
0
ψ‖[ρθ]ε − ρθ‖
γ+θ
θ
L
γ+θ
θ (Ω)
dt
) θ
γ+θ
+ C
∫ ∞
0
ψ|I32 |dt
+ C
∫ ∞
0
ψ‖[ρθ ]ε − ρθ‖2L2(Ω)dt
:= C
∫ ∞
0
ψ‖∇u‖2L2dt+M(ε).
(3.18)
Finally, it follows from (2.8), (1.12), Lemma 2.1(ii) and the Lebesgue dominated
convergence theorem that
lim
ε→0
M(ε) = 0,
which together with (3.18) and (3.2) gives (3.3). The proof of Theorem 1.2 is completed.
✷
A Appendix
In this section, we will show how to apply our method to study other models. As an
example, we consider the equations of three-dimensional compressible magnetohydro-
dynamic flows in the barotropic case as follows( [3, 17,19]):

ρt + div(ρu) = 0,
(ρu)t + div(ρu⊗ u) +∇P = (∇×H)×H + µ△u+ (µ + λ)∇divu,
Ht −∇× (u×H) = −∇× (ν∇×H), divH = 0,
(A.1)
where ρ denotes the density, u ∈ R3 the velocity, H ∈ R3 the magnetic field, P (ρ) = Aργ
the pressure with constant A > 0 and the adiabatic exponent γ > 1; the viscosity
coefficients of the flow satisfy 2µ+ 3λ > 0 and µ > 0; ν > 0 is the magnetic diffusivity
acting as a magnetic diffusion coefficient of the magnetic field, and all these kinetic
coefficients and the magnetic diffusivity are independent of the magnitude and direction
of the magnetic field. We impose the following initial-boundary conditions on (A.1):

ρ(x, 0) = ρ0(x) ∈ Lγ(Ω), ρ0(x) ≥ 0,
(ρu)(x, 0) = m0(x) ∈ L1(Ω), m0 = 0 if ρ0 = 0, |m0|
2
ρ0
∈ L1(Ω),
H(x, 0) = H0(x) ∈ L2(Ω), divH0 = 0 in D′(Ω),
u|∂Ω = 0, H|∂Ω = 0.
(A.2)
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Definition A.1 A triple (ρ, u,H) is called a finite energy weak solution of the problem
(A.1), (A.2) if for any T > 0,
• ρ, u and H belong to the following classes
0 ≤ ρ ∈ L∞(0,∞;Lγ(Ω)),
u ∈ L2(0,∞; (H10 (Ω))3), ρ|u|2 ∈ L∞(0,∞;L1(Ω)),
H ∈ L∞(0,∞;L2(Ω)) ∩ L2(0,∞; (H10 (Ω))3), divH = 0.
• Eqs. (A.1) holds in D′(0,∞; Ω). Moreover, Eqs. (A.1)1 holds in D′(0,∞;R3) provided
(ρ, u) was prolonged to be zero on R3 \ Ω.
• The energy
E(t) :=
∫
Ω
(
1
2
ρ|u|2 + 1
γ − 1ρ
γ +
1
2
|H|2
)
dx
is locally integrable on (0,∞) and for any 0 ≤ ψ(t) ∈ D(0,∞), it holds
−
∫ ∞
0
ψtE(t)dt+
∫ ∞
0
ψ
∫
Ω
[
µ|∇u|2 + (λ+ µ)(divu)2 + ν|∇ ×H|2] dxdt ≤ 0. (A.3)
Moreover,
sup
t≥0
E(t) +
∫ t
0
∫
Ω
[
µ|∇u|2 + (λ+ µ)|divu|2 + ν|∇ ×H|2] dxdt ≤ E0 (A.4)
where
E0 :=
∫
Ω
( |m0|2
2ρ0
+
1
2
|H0|2 + 1
γ − 1ρ
γ
0
)
dx <∞.
In [13], Hu-Wang proved
Lemma A.1 ( [13]) Assume that Ω ⊂ R3 is a bounded domain with a boundary of
class C2+κ, κ > 0, and γ > 32 . Then for any given T > 0, the initial-boundary value
problem (A.1) and (A.2) has a finite energy weak solution (ρ, u,H) on Ω × (0, T )
satisfying (1.11) and (1.12). Moreover, there exist a stationary state of velocity us = 0,
and a stationary state of magnetic field Hs = 0 such that, for ρs as in (1.11), as t→∞,

ρ(x, t)→ ρs, strongly inLγ(Ω);
u(x, t)→ us = 0, strongly inL2(Ω);
H(x, t)→ Hs = 0, strongly inL2(Ω).
Now we can modify slightly our method to prove the following:
Theorem A.2 Assume that the conditions of Lemma A.1 hold. Then there exist pos-
itive constants C1 and C2 both depending only on Ω, A, γ, µ, λ, ν, θ0, ρs, and E0 such
that (ρ, u,H), the finite energy weak solution to (A.1) and (A.2) whose existence is
guaranteed by Lemma A.1, satisfies the following decay property:∫
Ω
(ρ|u|2 + |H|2 +G(ρ, ρs))dx ≤ C2 exp{−C1t} a.e. t > 0, (A.5)
with
G(ρ, ρs) := ρ
∫ ρ
ρs
hγ − ργs
h2
dh.
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Proof. It follows from (A.2)4 and Sobolev’s inequality that for θ ∈ (0, 2γ/3],∣∣∣∣
∫
Ω
(∇×H)×H · B([ρθ]ε − [ρθ]ε)dx
∣∣∣∣
≤ C‖H‖L6(Ω)‖∇H‖L2(Ω)‖B([ρθ]ε − [ρθ]ε)‖L3(Ω)
≤ C‖∇H‖2L2(Ω),
(A.6)
due to
‖H‖L6(Ω) ≤ C‖∇H‖L2(Ω). (A.7)
With (A.6) and (A.7) at hand, one can follow the proof of Theorem 1.2 and obtain
(A.5). ✷
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