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基于区域神经网络的 TFT-LCD电路缺陷检测方法
何俊杰，肖 可，刘 畅，陈松岩
(厦门大学物理科学与技术学院，福建 厦门 361001)
摘要:对薄膜晶体管液晶显示器(TFT-LCD)边框电路中细微、复杂的缺陷进行检测，一直是自动光学检测(AOI)的一个
难点。本文提出基于改进的快速区域神经网络(Faster Ｒ-CNN)算法对 TFT-LCD边框电路的缺陷进行检测。首先在共享
卷积层进行特征提取，然后通过多层的区域提议网络结构生成精确候选区域，根据候选区域的特征和目标分类实现对缺
陷的识别和定位。同时设计多种有效的网络结构并详细分析网络层深度及卷积核大小对检测效果的影响，最后进行不
同算法的比较。在实际构建的数据集上实验，结果表明本文方法具有良好的检测效果，对 6 种类别的液晶屏边框电路缺
陷识别定位达到平均每张 0． 12 s的检测速度和 94． 6%的准确率。
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TFT-LCD Circuit Defects Detection Based on Faster Ｒ-CNN
HE Jun-jie，XIAO Ke，LIU Chang，CHEN Song-yan
(School of Physical Science and Technology，Xiamen University，Xiamen 361001，China)
Abstract:The detection of tiny and complex defects in the border circuit of Thin Film Transistor-Liquid Crystal Display (TFT-
LCD)has been a difficult point in Automatic Optical Inspection (AOI)． This paper detects TFT-LCD border circuit defects by u-
sing improved Faster Ｒegion-based Convolutional Neural Network (Faster Ｒ-CNN)． The algorithm extracts features from shared
convolutional layers firstly，and then generates candidate regions accurately through the multilayered Ｒegion Proposal Network
(ＲPN)，which can recognize and locate the targets combining with classification information． We analyze the performances of the
method with different network structures we designed，and compare with different algorithms． The experiments trained in a border
circuit dataset show that the method achieves excellent performance，and the detection system can recognize and locate six kinds
of TFT-LCD border circuit defects in one image simultaneously within 0． 12 s and achieve an accuracy of 94． 6% ．
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0 引 言
薄膜晶体管液晶显示器(TFT-LCD)是微电子与
液晶显示巧妙结合的一种显示设备，因其低功耗、高
分辨率、大尺寸的特点，被广泛应用于计算机、电视、
手机等重要领域。大部分的 TFT-LCD 组件包含大量
复杂的电子线路，产生的缺陷范围可能小于 0． 01
mm2并且很容易被周围的线路遮挡覆盖。缺陷的特
征具有很低的对比度和模糊的边缘，有些甚至连人眼
都很难分辨出来。由于其制作工艺复杂，并且人工质
量检测受主观因素干扰难以达到统一的判断标准，自
动光学检测(AOI)已经成为一项极其重要的步骤。
近年来，机器视觉已经在工业检测上取得了巨大的进
步。大多数视觉系统能达到稳定、快速和自动化的程
度，但是对于复杂的图像，尤其受光照不均、重复纹理
背景等的影响，它们仍然有很大的误报率。
传统的目标检测算法主要根据人工设计，提取特
定的图像特征以达到匹配或者分割目标的目的，主要
有 SIFT、HOG、LBP［1-3］等。朱光等［4］利用一维傅里叶
变换和全尺寸小波变换提取缺陷特征信息，在复杂背
景下可以较为准确地检测出 TFT-LCD 表面缺陷。苏
小红等［5］针对 TFT-LCD 微米级缺陷的问题，提出基
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于局部图像模板匹配的图像配准方法，实现亚像素级
上的图像配准，在微米级上达到快速自动检测。而在
模式识别方法中，Gall 等［6］在 2009 年提出的 Hough
Forest算法，将随机森林(Ｒandom Forest)和霍夫变换
结合起来，通过训练特定目标类别，对物体的中心进
行投票，选取局部极值作为物体的中心来达到检测任
务。Felzenszwalb 等［7］提出的可变形组件模型(De-
formable Parts Model，DPM)方法，用训练好的组件滤
波器对 DPM特征图进行卷积操作，从而对得到的响
应图进行目标检测。传统的检测算法和模式识别算
法通常利用像素间的相关性，在低层次特征空间完成
检测任务，所需样本数量少，检测速度快，但是抗干扰
能力差，缺乏泛化能力，不会随着样本的增加而提高
准确率，当工业生产中产生新的无规则缺陷时，极容
易被忽略而造成产品质量下降。
近年来，深度学习引起了人们的广泛关注，结合
区域信息的卷积神经网络在目标检测领域中取得良
好的效果。Ｒ-CNN［8］、Fast Ｒ-CNN［9］、SPPnet［10］、Fas-
ter Ｒ-CNN［11］等一系列神经网络检测算法代表了目
标检测的前沿水平，同时也成为工业检测领域的一个
研究热点。本文针对 TFT-LCD 电路缺陷检测的问
题，提出一种基于改进的 Faster Ｒ-CNN 缺陷检测模
型。通过构建多层的区域提议网络(Ｒegion Proposal
Network)生成精确的候选区域，根据区域特征和样本
分类实现对目标缺陷的识别和定位。同时深入分析
不同网络结构对检测性能的影响，在实际构建的 6 类
电路缺陷数据集(共 172800 张图片)上进行实验，验
证了本文检测模型的可行性和有效性。
1 基于区域的卷积神经网络
卷积神经网络通常用于图像分类任务，Girshick
等［8］在 2014 年提出 Ｒ-CNN算法，开创性地将目标候
选区域和卷积神经网络的监督式训练结合起来，成为
神经网络在目标检测领域的开山之作。基于区域的
卷积神经网络(Ｒ-CNN)避免了传统目标检测算法利
用滑动窗口依次判断图像所有区域所带来的巨大计
算量和较高的误判率，它预先提取一系列可能是物体
的候选区域，之后在这些候选区域上利用卷积神经网
络进行特征提取与目标判断。Ｒ-CNN 算法进行目标
检测分为 4 个步骤:
1)使用 selective search［12］方法从一张图像上生
成 2000 个左右的候选区域。
2)对每个候选区域，使用卷积神经网络 CNN 进
行特征提取。
3)将特征向量送入每一类的 SVM 分类器，判断
所包含的物体的所属类别。
4)使用回归器精细修正候选框的边框位置。
在训练阶段，Ｒ-CNN 要进行 2 次神经网络的训
练。首先，在预训练阶段使用一个较大的训练集进行
分类训练得到每张图像中物体的类别，文献［8］中大
多直接采用在 ILSVＲC 2012 上训练好的 ImageNet 网
络模型。由于液晶屏边框缺陷类型与生活中的物体
相差甚远，并且直接采用 ImageNet 网络不利于对网
络结构作出调整。为此，本文采用实际采集的液晶屏
边框电路数据集进行分类训练，得到多种网络结构的
预分类模型，提高后续目标检测的可靠性和准确性。
其次在预分类模型的基础上进行网络调优训练。对
训练集的每一张图像，通过选择性搜索的方法获取
2000 个候选区域，并将候选区域归一化成相同尺寸
(224 × 224)作为卷积神经网络的输入;在 CNN 上进
行特征提取得到固定长度的特征向量集合;以特征向
量集合和多个类别标签作为输入，训练 SVM分类器;
最后通过回归器对目标的边框和位置进行精修。
通过神经网络强大的图像特征提取能力，结合检
测目标的位置信息，Ｒ-CNN 算法在准确率和检测效
率上都优于传统的目标检测算法，但是由于候选区域
的选择过于耗时，造成在准确率不断提高的同时，检
测速度始终很慢，不能用于实际工业检测中。因此，
Girshick等［9］于 2015 年提出 Faster Ｒ-CNN，通过区域
提议网络(ＲPN)产生候选区域，实现端到端的检测，
不仅提高了准确率，而且大大缩短了检测时间，满足
一般工业检测的要求。
2 TFT-LCD电路缺陷检测模型
2． 1 模型结构
图 1 Faster Ｒ-CNN通过构建联合网络来实现端到端的训练
本文的电路缺陷检测算法过程基于 Faster Ｒ-
CNN，用区域提议网络替代选择性搜索算法，在最后
一层卷积层的特征图上进行滑窗操作并映射回原图
得到相应的候选区域。与 Ｒ-CNN相比，Faster Ｒ-CNN
具有如下特点:1)区域提议网络具有”attention”机
制，使得后续的检测网络能够选取更为精确的候选区
域进行训练和检测，在避免因选择性搜索算法造成时
间和空间开销较大的同时提高检测精度;2)采用 SP-
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Pnet的方式引入空间金字塔池化层，让神经网络可以
接受任意尺寸的图像输入，从而使整个网络系统变得
更为灵活。
由于电路存在的缺陷目标较小，图像背景较为复
杂，不同于行人、车辆等传统的检测目标，本文对 Fas-
ter Ｒ-CNN的结构进行改进。原本的区域提议网络只
通过一层卷积层对共享卷积产生的特征图提取 256
维的特征向量，此特征向量是整个区域提议网络的核
心，用于预测候选区域的类别和位置参数，如图 1 的
ＲPN(Ｒegion Proposal Network)部分所示。本文对区
域提议网络进行调整，增加 ＲPN 的卷积层为三层结
构，每层都使用 3 × 3 尺寸的卷积核，使得最后提取的
特征向量能反映候选区域的深层特征，在不增加特征
维数的同时，提高对细微目标的检测能力。改进后的
ＲPN结构如图 2 所示。
图 2 改进的三层 ＲPN网络结构
整个结构把区域生成网络和检测网络融合到一
个深度网络框架之内，如图 2 所示。其目标检测算法
训练阶段流程如下:
1)使用 CNN的基础部分(卷积核 +池化 +激活
函数)对原图像进行特征提取得到特征图;该特征图
被后续的区域提议网络和全连接层共享。
2)区域提议网络为全卷积网络，用 3 × 3 尺寸的
卷积核对特征图进行滑窗得到新的 feature map，fea-
ture map上的每个特征点称为“锚点(anchor)”，将每
个锚点映射回原始图像，采用 3 种不同尺寸和 3 种不
同比例(1:1，1:2，2:1)组合成 9 种不同尺度的检测
区域。锚点反应了对应原始图像检测区域的深层特
征，由此可以判断检测区域包含目标的概率值，并计
算包含目标位置的偏移量以获取精确的候选区域
(Ｒegion Proposal)。
3)将得到的 CNN 特征图和候选区域一同输入
ＲOI池化层，综合这些信息后提取候选区域特征图
(Proposal Feature Maps)送入后续的全连接层。
4)全连接层的最后一层是具有 2 个分支的输出
层，第一个分支输出检测目标的类别，其类别代价函
数 softmax表达式为:
Lcls Pi，P
*( )i = － log P*i Pi + 1 － P*( )i 1 － P( )[ ]i
其中，i 是每个特征向量的索引，Pi为候选区域中目
标 /背景(IOU)的概率值，而 Pi
* 为二进制标签，当候
选区域含有目标时 Pi
* = 1，否则 Pi
* = 0。
第二个分支输出目标的位置偏移量，利用边框回
归得到精确的目标检测框，其回归代价函数表达式为:
Lres ti，t
*( )i = Ｒ ti － t*( )i
其中，ti是一组向量，表示预测的检测框的 4 个参数化
坐标，ti
* 是训练时人工标注的真正目标的坐标向量;
Ｒ是表示距离的损失函数 Smooth-L1 Loss，表达式为:
SmoothL1(x)=
0． 5x2， if | x | ＜ 0
| x | － 0． 5，{ otherwise
上述的训练流程通过卷积特征共享融合 2 个网
络，执行多任务损失函数同时完成目标的分类和定
位，整个网络不仅打破了计算候选区域的时间瓶颈，
而且提高了准确率。在目标检测阶段，Faster Ｒ-CNN
对整张图像进行卷积运算获取特征图，然后通过区域
提议网络生成大量候选区域，并进行非最大值抑制
(nms)［13］保留有效的候选区域，输入 ＲOI 池化层后
在全连接层输出检测结果。
2． 2 网络结构设计
由于不同的网络结构具有不同的性能和特征提
取能力，对缺陷检测的准确性和检测效率有很大的影
响。在神经网络中卷积核的大小代表了感受野的范
围，当目标以细微的形式出现或者背景环境变得复杂
时，感受野范围的大小影响到神经网络能否在关键位
置提取关键的特征。此外，神经网络的深度(层数)
也是影响检测性能的一项重要因素。本节根据一些
著名的卷积神经网络(zfnet［14］，alexnet［15］，vggnet［16］)
重新设计用于薄膜晶体管液晶显示器边框电路缺陷
检测的基础网络结构，研究不同的卷积核尺寸和网络
层深度对本文提出的检测模型在缺陷检测性能上的
影响。
表 1 在 8 层网络深度下不同卷积核尺寸的网络结构配置
Networks Size-1 Size-2 Size-3
Conv_1 ＜ 11，11 ＞ ＜ 7，7 ＞ ＜ 3，3 ＞
Conv_2 ＜ 7，7 ＞ ＜ 5，5 ＞ ＜ 3，3 ＞
Conv_3 ＜ 5，5 ＞ ＜ 3，3 ＞ ＜ 3，3 ＞
Conv_4 ＜ 3，3 ＞ ＜ 3，3 ＞ ＜ 3，3 ＞
Conv_5 ＜ 3，3 ＞ ＜ 3，3 ＞ ＜ 3，3 ＞
FC1-4096
FC2-4096
FC3
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表 1 描述了 8 层网络深度下的卷积核尺寸配置。
从 Size-1 ～ Size-3，减少卷积核尺寸来观察感受野对检
测结果的影响。Size-1 拥有最大的尺寸(11 × 11)，而
Size-3 全部采用 3 × 3 最小的滤波窗口。为了有效考
察不同卷积核尺寸的特征提取能力，在固定相同深度
的前提下，为每个卷积层配置相同数目的 256 个卷积
核。在卷积层后是 Ｒelu非线性激活函数和空间池化
层。从最后一层卷积层(conv5)获得的特征映射图被
载入候选区域网络。最后三层(layer6 ～ layer8)是全
连接(FC)层，每一层含有 4096 个神经元。表 2 中的
配置代表了在相同的卷积核尺寸(3 × 3)下不同的网
络层深度。Depth-1 的结构与 Size-1 相同，Depth-2 有
16 层网络深度，而 Depth-3 则达到了 24 层。从
Depth-1 至 Depth-3，本文通过逐渐增加卷积层来研究
网络层深度对工业检测结果的影响。
表 2 在 3 ×3卷积核尺寸下不同网络层深度的网络结构配置
Networks Depth-1 Depth-2 Depth-3
Conv_layer
conv1_1 conv1_1
conv1_2
conv1_1
conv1_2
conv1_3
Pooling max-pooling max-pooling max-pooling
Conv_layer
conv2_1 conv2_1
conv2_2
conv2_1
conv2_2
conv2_3
Pooling max-pooling max-pooling max-pooling
Conv_layer
conv3_1
conv4_1
conv5_1
conv3_1
conv3_2
conv3_3
conv3_1
conv3_2
conv3_3
conv3_4
conv3_5
Pooling max-pooling max-pooling max-pooling
Conv_layer ———
conv4_1
conv4_2
conv4_3
conv4_1
conv4_2
conv4_3
conv4_4
conv4_5
Pooling ——— max-pooling max-pooling
Conv_layer ———
conv5_1
conv5_2
conv5_3
conv5_1
conv5_2
conv5_3
conv5_4
conv5_5
Pooling ——— max-pooling max-pooling
FC1-4096
FC2-4096
FC3
网络结构中，激活函数采用的是 Ｒelu 函数［17］，
具有单侧抑制特性以及类似生物神经元的稀疏激活
性，极大地加快收敛速度。池化层采用 max-pooling，
对邻域内特征点取最大值。其位于卷积层之后，在对
卷积层数据进行降维的同时将图像特征转化为更高
层次的抽象表达。Dropout［18］方法让网络在训练时以
一定的概率将隐含层节点暂时从网络中丢弃，被丢弃
的节点不参与此次权重的更新，而在下一次样本输入
时又重新工作。它可以有效减少过拟合现象，增强泛
化能力。训练过程中 Dropout 的比例值设置为 0． 5，
同时把学习率设为 10 －3以及 64 大小的批尺寸。预
训练模型和用于检测的调优模型都具有相同的网络
结构和网络参数，本实验中 Faster Ｒ-CNN 和本文模
型的预训练分类模型都根据网络结构的变化，利用实
际采集的液晶屏边框图像训练集重新训练获得，为后
续的网络调优提供初始化参数。
3 实验结果与分析
3． 1 数据集
原始数据集为实际工业生产流水线上采集的图
像，包含 6 类缺陷，分别为断点、脏污、划伤、裂缝、破
损、异物，每类有 1800 张 6576 × 4384 像素的原始图
像，从中截取 43200 张大小为 512 × 512 像素的含有
缺陷的图像。为了训练阶段计算方便，统一缩至 224
× 224 像素，同时为了避免数据集不足造成的过拟合
现象，使用旋转、镜像分别成倍地扩充数据量，最终构
建具有 172800 张 TFT-LCD 边框电路缺陷图像的样
本集。这样，每一类缺陷都可以任意分布在样本集
中，并具有不同的方向。样本生成后，从每类图像中
均匀抽取 500 个样本共 3000 张图像还原至 512 × 512
像素作为测试集，剩余的 169800 个样本作为训练集。
在预训练阶段，训练具有 6 类缺陷的分类神经网络模
型;然后在调优阶段，在训练集上用人工标注生成每
个图像的信息文件，其中包含图像的尺寸、缺陷的位
置和类别。
3． 2 实验结果及讨论
本文实验的硬件平台为 Intel i5-7500 四核 CPU、
NVIDIA GTX 980Ti独立显卡(6 GB显存)、8 GB内存
和 500 GB 固态硬盘，Ubuntu16． 04． 3 操作系统。Ｒ-
CNN、Faster Ｒ-CNN 和本文提出的检测网络都基于
Mxnet深度学习框架实现。这一节分析多种网络结
构对本文提出的检测模型的性能影响，在相同条件下
与传统的 DPM算法、Ｒ-CNN 和 Faster Ｒ-CNN 进行了
检测性能的比较，并得出检测结果。
表 3 本文模型在不同卷积核尺寸下的检测结果
网络结构 特征维数 候选区域个数 /个 mAP /% 用时 / s
Size-1 6 × 6 × 256 90 77． 8 0． 055
Size-2 7 × 7 × 256 130 79． 7 0． 059
Size-3 14 × 14 × 256 150 83． 12 0． 10
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表 3 说明缩小卷积核尺寸可以提高检测精度。
从 Size-1 到 Size-3，缺陷检测的精度提高了 5． 32%。
CNN使用大尺寸的卷积核在一次卷积步长上提取更
大范围的图像特征。Size-1 网络结构检测时间短但
减少了特征维数。并且从表 3 中可以看出，通过 ＲPN
产生的候选区域并进行非最大值抑制(NMS)后，Size-1
剩下了 90 个有效的候选区域，而 Size-3 则达到了
150 个。特征维数和有效的候选区域直接影响到了
Faster Ｒ-CNN的目标检测精度。小尺寸的卷积核能
够聚焦于有效的目标，并容易提取关键特征。在相同
的网络层数下，Size-3 使用 3 × 3 的卷积核尺寸，对于
复杂电路缺陷的检测达到了 83． 12%的准确率。
表 4 本文模型在不同网络层深度下的检测结果
网络结构 特征维数 候选区域个数 /个 mAP /% 用时 / s
Depth-1 14 × 14 × 256 150 83． 12 0． 10
Depth-2 7 × 7 × 256 300 94． 6 0． 12
Depth-3 7 × 7 × 256 260 93． 7 0． 15
表 4 中的结果表明，增加卷积层数实现了很好的
检测效果，含 16 层的 Depth-2 达到 94． 6%的检测精
度。此外，算法对一张图像的检测时间在 0． 12 s，属
于可接受时间范围内的实时工业检测。而随着网络
层深度继续增加，由于特征表达的抽象化程度过高，
一些干扰因素容易与缺陷特征相混淆。此外，添加更
多的卷积层也会导致特征提取的饱和效应，使得 24
层的 Depth-3 检测精度与 Depth-2 相比减少 0． 9%。
对于细微或者模糊的缺陷，小尺寸的神经网络感
受野在目标检测中能够更有针对性地提取有效的特
征，而大尺寸的卷积核容易混合复杂背景特征，导致
检测性能下降。对于含有复杂的、无规则的图像缺
陷，一般的 8 层网络结构不具有检测优势。因此需要
检测结构具有一定的网络深度和检测效率。从以上
分析可知，使用 16 层的深度与 3 × 3 卷积核尺寸网络
结构(Depth-2)来识别和定位液晶屏电路缺陷能够达
到最佳效果。图 3 表示在不同网络层深度下 2 个损
失函数逐渐优化的过程(用于分类的 Softmax 和区域
回归的 smooth-L1 loss)。可观察到 Depth-2 和 Depth-3
的损失函数随着迭代次数的增加逐渐减少并趋向稳
定，尤其是 Depth-2 有着更好的优化趋势。
(a)Softmax损失函数 (b)区域回归 smooth-L1 损失函数
图 3 不同网络层深度下分类损失函数比较
本文的检测模型与 Faster ＲCNN、ＲCNN、DPM 在
相同的数据集上进行了检测效率的比较，前三者基于
深度学习的神经网络算法都采用上述 Depth-2 的基
础网络结构，而传统的 DPM 算法则在相同的硬件平
台上基于 MATLAB Ｒ2012a 软件进行测试，检测结果
如表 5 所示。
由表 5 可以看出，本文所提出的检测模型在检测
精度和检测效率上都达到较高的水平，具有较好的鲁
棒性和实时性，满足工业检测系统的要求。检测结果
如图 4 所示，编号 1 ～ 6 分别表示 TFT-LCD 边框电路
上断点(breakpoint)、脏污(pollutant)、异物(debris)、
裂缝(crack)、破损(breakage)、划伤(scratch)共 6 类
缺陷的检测结果，本文的检测模型成功识别出各类缺
陷并显示缺陷在图像上的详细坐标，坐标以图像左上
角为原点。
表 5 相同条件下不同检测算法的比较
检测算法 准确率 /% 召回率 /% 用时 / s
本文方法 94． 6 89． 2 0． 12
Faster ＲCNN 88． 7 82． 3 0． 13
ＲCNN 78． 4 72． 5 3． 4
DPM 65． 6 61． 2 7． 32
图 4 本文的检测模型在 TFT-LCD边框电路上的缺陷检测结果
4 结束语
高性能的自动检测系统是制造业核心竞争力的
关键。本文提出了一种改进的卷积神经网络结合快
速区域训练的方法，应用于薄膜晶体管液晶显示器设
备边框电路的缺陷检测。对神经网络不同感受野和
网络层深度进行研究，为更有效地分类和定位复杂的
工业图像缺陷提供了有价值的贡献。该检测模型在
含有 6 种不同缺陷的数据集上采用小尺寸卷积核和
16 层深度的神经网络结构获得了很好的检测效果。
由于目前人工智能在工业检测领域的应用才开展不
久，更大规模的数据还在不断采集并且自身的硬件设
备也在不断更新优化。下一步的工作是继续探索性
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能更优越的网络结构，同时不断对数据集进行扩充，
进一步提高神经网络在自动光学检测领域的准确性
和实用性。
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