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CHAPTER I 
INTRODUCTION 
The infinite series 
V N 
n=0 n 
in which x is a real variable and the coefficients a are real numbers, 
n 
is called a power series, since the variable x is raised to increasing 
integral powers. A student first encounters power series in the 
calculus and soon sees what a basic concept this is in many fields of 
mathematics. A power series will converge at least for x = 0, and some 
power series will converge in a finite interval symmetric to x = 0, and 
still others will converge for all real values of x. For the values of 
x in the interval of convergence, whether the interval be degenerate 
(i.e., [0]), finite, or infinite the power series defines a function f 
such that: 
f(x) = J a x n. 
n=0 n 
In 1715 Brook Taylor [38] showed that the coefficients a of the 
n 
power series that defines the function f can be determined by the 
formula: 
2 
. f(n)(o) 
a — — — — — — . 
n n! 
Therefore, the power series and the values of the function f take on 
the following form: 
Jo n ! 
and the power series also becomes known as the Taylor series. 
Power series were later generalized to the series 
oo 
V n / a z 
Jo n 
in which z is a complex variable and the coefficients a^ are complex 
numbers. This more general series is also called a power series. The 
region of convergence now becomes the interior of a circle centered at 
the origin with radius zero, finite, or infinite as the case may be. 
By making the transformation z = w - w^ we can transform the 
power series 
00 
) a z 
Jo n 
whose circle of convergence is centered at the origin into the equiva­
lent series 
00 
I a n ( w - „ 0 ) n 
n=0 
3 
which we shall also call a power series in which the circle of con­
vergence is centered at the point w = w^. Therefore, in theorems 
about power series there is usually no loss in generality in considering 
the series with circle of convergence centered at the origin. 
For the power series 
r n / a z 
n=0 
with finite, nonzero radius of convergence R, we can make the trans-
w 
formation z = 5- and transform the series into an equivalent power 
K 
series 
I a 
n=0 n 
Y | N n 
R " 
with radius of convergence 1. Therefore, in theorems about power 
series with finite, nonzero radius of convergence, there is usually 
no loss in generality in considering the radius of convergence to 
be 1. 
In 1839 Peter G. L. Dirichlet introduced the series 
J a n 
n=l 
-x 
in which x is a real variable and the coefficients a are complex 
n 
numbers. This series and generalizations of it became known as 
Dirichlet series. The present series is called an ordinary Dirichlet 
4 
series. Series of the form 
J a n 
n=l 
-z 
in which z is a complex variable and the coefficients are complex 
numbers are also called ordinary Dirichlet series. Theorems concerning 
these series were first recorded by J. Jensen in 1884 [18] and E. Cahen 
in 1894 [7]. 
The series 
0 0
 -X z 
) a e 
n=l 
in which z is a complex variable, the coefficients a^ are complex 
numbers, and the exponents A^ are nonnegative, real numbers which 
satisfy the conditions: 
A < A (n=l,2,...) 
n n+1 
lim A = 0 0 , 
n 
is called the general Dirichlet series. If A = In n, then we have 
n 
^n Z -(In n)z ln(n) Z -z 
e = e = e = n 
and, therefore, the ordinary Dirichlet series is a special case of the 
general Dirichlet series. 
5 
If in the general Dirichlet series 
0 0
 -A z 
V n 
L A E 
n=l 
— z 
we make the transformation w = e , we will obtain the series 
A 
) a w 
n=l 
which is a series expansion in increasing, nonnegative powers of w, 
If X = n - 1 and we define a' = a then this series is a power 
n n-1 n c 
series, 
0  \ 0  0  
T a w n = y a ' w 1 1 = y a'w11 
-1 11 i 1 1 - 1 n n 
n=l n=l n=0 Therefore, a Dirichlet series can be regarded as a generalization of a 
power series to unbounded, increasing, nonnegative powers which are 
otherwise arbitrary. 
For the special case of the Dirichlet series in which A = n - 1 
n 
and a' = a and thus corresponding to a power series 
n-1 n 
V i n 
) a w 
n=0 
the transformation z = -ln w sends the circle of convergence onto a 
vertical line with abscissa a = + 0 0, a finite constant, or -°° depending 
on whether the radius of convergence of the power series is 0, a finite 
6 
constant, or + 0 0, respectively. The interior of the circle of con­
vergence is sent onto the right half-plane bounded on the left by the 
vertical line with abscissa a. Just as the power series 
I a'w n 
n=0 n 
converges to a function g, so the corresponding Dirichlet series 
0 0
 -A z 
V n / a e 
n=l 
converges to a function f in the right half-plane bounded on the left 
by the vertical line with abscissa a. This vertical line is called the 
line or axis of convergence, and the abscissa a is called the abscissa 
of convergence of the Dirichlet series. Similarly, in the case of the 
general Dirichlet series, the series 
0 0
 -A z 
V n 
/ a e 
n=l 
converges to a function f in a right half-plane bounded on the left by 
the line of convergence. 
For the general Dirichlet series 
0 0
 -A z 
> a e 
n=l 
with finite abscissa of convergence a = c, we can make the transformation 
7 
z = w - c and transform the series into an equivalent Dirichlet 
series 
00 A c -A w 
n n 
e 
in which the abscissa of convergence is a = 0. Therefore, in theorems 
about Dirichlet series with finite abscissa of convergence, there is 
usually no loss in generality in considering the abscissa of con­
vergence to be a = 0. 
The general Dirichlet series was further generalized by J. F. 
Ritt in 1917 to the case of the series 
in which z is a complex variable, the coefficients a^ are complex 
numbers, and the exponents A^ are complex numbers which satisfy the 
conditions: 
00 
-A z 
n 
A = 
n 
y + v i, 
n n 
u < y 
n+1' n 
n 
lim y = 0 0, 
V 
n lim — = 0 . 
u 
rr*» n 
Such series are called Dirichlet series with complex exponents. In 
this paper we will limit our generalizations to the general Dirichlet 
series. 
The hybrid series 
0 0
 -X z 
V n n ) a z e 
n=l 
in which z is a complex variable, the coefficients a^ are complex 
numbers, and the exponents X^ are complex numbers is called, appropri­
ately enough, the Taylor-Dirichlet series [6]. Also, this variation 
will receive no further attention in this paper. 
Since the beginning of this century, Dirichlet series have been 
subject to intensive study and investigations. These series have pro­
vided t h e m o t i v a t i o n f o r t h e t h e o r i e s o f Riemann-Zeta f u n c t i o n s , of 
modular forms, and of almost periodic functions. They have also 
motivated theorems of closure, of composition, and of gap and density 
and have been intimately related to the theories of Laplace-Stieltjes 
and Mellin-Stieltjes integrals. 
Researches done on Dirichlet series proper may be classified in 
some five distinct groups of the main theory. These may be enumerated 
as follows: 
9 
(1) the classical theory of Dirichlet series, which is concerned 
above all with obtaining theorems having applications in the analytic 
theory of numbers; 
(2) the theory developed on the basis of the functional equation 
satisfied by the Riemann-Zeta function defined by the ordinary Dirichlet 
series 
oo 
n=l 
(3) that part of the theory which is closely related to 
certain branches of the theory of functions of a real variable, 
especially that of the theory of Fourier series, having its origin in 
the works of Bohr on almost periodic functions; 
(4) the theory which is concerned mainly with those properties 
of the Dirichlet series which provide interest from the point of view 
of the theory of functions of a complex variable; 
(5) the theory of convergence and summability of Dirichlet 
series [28, p.146]. 
In view of the fact that Dirichlet series are a generalization 
of power series, then we would expect many of the theorems concerning 
power series to generalize to the case of Dirichlet series. This will 
indeed be the case, however, along with the generalization come some 
interesting unexpected results. 
10 
CHAPTER II 
FUNDAMENTAL THEOREMS AND CONCEPTS 
We have previously stated that the region of convergence of a 
power series is the interior of a circle. This fact is established in 
the following theorem: 
Cauchy-Hadamard Theorem [26, p.344]. 
Given the power series 
let R = Y where A = lim sup ^| a | and let y be the circle |z| = R, 
with interior I(y) and exterior E(y). Then there are three possi­
bilities: 
1. If R = 0, the series is divergent for all z ^ 0; 
2. If 0 < R < +°°, the series is absolutely convergent for all 
z e I(y) and divergent for all z e E(y); 
3. If R = the series is absolutely convergent for all 
finite z. 
For the general Dirichlet series we have the interesting result 
corresponding to the Cauchy-Hadamard theorem that there is, in general, 
one half-plane of convergence and a possibly more restrictive half-plane 
of absolute convergence. We will express this in the following theorem 
11 
which gives the Dirichlet series generalization of the Cauchy-Hadamard 
theorem: 
A Generalization of the Cauchy-Hadamard Theorem to Dirichlet Series [19], 
Given the Dirichlet series 
7 a e 
n=l 
-X z 
n 
let 
In 
[r]lX <r 
n 
C = lim sup 
where [r] is the greatest integer less than or equal to r and 
[r] < A < r indicates summation over all the indices n such that 
n 
[r] < X < r although in some cases this is vacuous and the sum is 0 
n 
If C is nonnegative it may also be obtained by the formula 
In 
n 
k = l k 
C = lim sup 
n - H - 0 0 
and, if C is nonpositive, it may be obtained by the formula 
In 
k=n 
C = lim sup 
Let V denote the vertical line with abscissa C. Let R(V) denote the 
12 
right half-plane Re(z) > C and L(V) denote the left half-plane 
Re(z) < C. Then there are three possibilities: 
1. If C = +°°, the series diverges for all finite z. 
2. If -°° < C < +°°, the series converges for all z e R(V) and 
diverges for all z e L(V). 
3. If C = the series converges for all finite z. 
Now, let 
In I | a 
[r]<\ <r n 
A = lim sup 
n - H - ° ° r 
If A is nonnegative , it may also be obtained by the formula 
A - T k = l K 
A = lim sup 
n - H - « > X 
and, if A is nonpositive , it may be obtained by the formula 
i n I la, 
A = lim sup 
n - H - o o X 
n 
Let W denote the vertical line with abscissa A. 
Let R(W) denote the right half-plane Re(z) > A and L(W) denote the left 
half-plane Re(z) < A. 
Then there are three possibilities: 
13 
1. If A = +°°, the series fails to converge absolutely for all 
finite z. 
2. If -°° < A < +°°, the series converges absolutely for all 
z e R(W) and fails to converge absolutely for all z e L(W). 
3. If A = the series converges absolutely for all finite z 
It is well to note that for every Dirichlet series we have 
0 < A - C < lim sup ^Y^- . [25, p.168] 
n->+°° n 
In the theory of power series we find that the circle of con­
vergence is also the circle of uniform convergence as established by 
the following theorem: 
Uniform Convergence Theorem [26, p.348]. 
Let 
V n 
> a z 
n=0 
be a power series with radius of convergence 1. Then the series is 
uniformly convergent on every compact subset of the interior of the 
unit circle. 
The theorem above carries over directly to the case of Dirichlet 
series as is given in the following theorem: 
14 
First Generalization of the Uniform Convergence Theorem to 
Dirichlet Series [25, p.169]. 
Let 
00 
-X z 
n 
be a Dirichlet series with abscissa of convergence C = 0. Then the 
series is uniformly convergent on every compact subset of the right 
half-plane Re(z) > 0. 
of power series correspond to right half-planes in the case of Dirichlet 
series, the theorem does not carry over directly with this kind of 
generalization. Instead we may obtain a right half-plane of uniform 
convergence which is different still from the half-plane of convergence 
and the half-plane of absolute convergence. 
Second Generalization of the Uniform Convergence Theorem to Dirichlet 
Series [20,5]. 
Given the Dirichlet series 
However, since circular neighborhoods of the origin in the case 
00 
-X z 
n 
let T denote the least upper bound of 
-X ti 
I n [r]<X <r a e n 
n 
15 
when the real variable t varies between -°° and +°° and r is a continuous, 
positive, real variable. Now let 
ln T 
U = lim sup . 
r 
r-H-oo 
If U is nonnegative, then it may also be obtained by the formula, 
ln T 
U = lim sup — 
n-H-00 n 
where is the least upper bound of 
n -A. ti 
V k 
k = l ^ 
when the real variable t varies between - 0 0 and +°°. Let M denote the 
vertical line with abscissa U. Let R(M) denote the right half-plane 
Re(z) > U and L(M) denote the left half-plane Re(z) < U. Then there 
are three possibilities: 
1. If U = + 0 0, the series fails to converge uniformly on every 
right half-plane. 
2. if -oo < u < +oo 9 the series converges uniformly on every 
right half-plane strictly contained in R(M) and fails to 
converge uniformly on every right half-plane P such that 
L(M) r\ P \ <f>. 
3. If U = - 0 0, the series converges uniformly on every right 
half-plane. 
16 
It is well to note that for every Dirichlet series we have 
- ° ° < C < U < A < + ° ° [25, p.169] 
where, of course, equality cannot hold in every instance. 
Inside the circle of convergence the power series converges to 
a function f. The question is then raised as to whether a different 
power series can converge to that same function f inside the circle of 
convergence. The answer is negative as is established by the following 
theorem: 
Uniqueness Theorem [26, p.350]. 
Let 
> a z 
n=0 
be a power series which converges to a function f of z inside the 
circle of convergence. Suppose there is another power series 
y b
 z
n 
Jo n 
whose sum agrees with f in some neighborhood of the origin, then 
a = b for n = 0,1,2,...: that is, there is a unique power series 
n n 
which converges to the function f in a neighborhood of the origin. 
In the case of Dirichlet series there is the following analogous 
theorem: 
17 
A Generalization of the Uniqueness Theorem to Dirichlet Series 
Let 
oo - A z 
) a e 
n=l 
be a Dirichlet series which converges to a function f in the right 
half-plane of convergence. Suppose there is another Dirichlet series, 
a> - y z 
I " e " , 
n 
n = l 
whose sum agrees with the function f in some right half-plane, then 
a = b and A = y for n=l,2,...: that is, there is a unique Dirichlet n n n n •>•>•> ^ 
series which has the sum f(z) in a right half-plane. 
Since we have uniqueness of the sum function in the region of 
convergence for both the power series and the Dirichlet series, then we 
would expect that the coefficients of the series have some relation to 
the sum function. This is indeed the case for both the power series 
and the Dirichlet series as established in the following theorems: 
Cauchy or Taylor Formula for Coefficients. 
Let 
V n / a z 
n=0 
be a power series with radius of convergence 1. 
18 
Let f be the function of z to which the series converges. Then 
the function f is analytic inside the unit circle and the coefficients 
a^ are given by the following formula: 
. f ( n ) ( o ) 
3 . — • 
n! 
A Generalization of Cauchy's Formula for Coefficients to Dirichlet 
Series [25, p.170] . 
Let 
0 0
 -A z 
) a e 
n=l 
be a Dirichlet series with abscissa of absolute convergence A < +°°. 
Let f be the function of z to which the series converges. Then the 
function f is analytic in the right half-plane Re(z) > A and the 
coefficients a and exponents A satisfy the following condition: 
n c n 
-A a n T . ti 
a e = lim I f (o n+ti)e dt 
n
 m i l 
+
°° 0 
where t is arbitrary, where > A, otherwise arbitrary, and where 
f(c\^+ti) is the value of the principal branch of the function. 
Outside of the circle of convergence, we saw by the Cauchy-
Hadamard theorem that a power series diverges. However, the analytic 
function to which the series converges may exist outside of the circle 
of convergence. Divergence of a power series both on the circle of 
19 
convergence and outside it usually occurs because of oscillation of the 
series. Averaging methods of Abel, Cesaro, Holder, Borel, and others 
have given us sums of power series in some regions of divergence. 
Cesaro's method of summing a power series is the following 
[27,p.309]: 
Given a power series 
> a z 
n=0 n 
for all values of z for which the following limit exists, the series i: 
said to be Cesaro summable (C,l): 
n 
) a z 
n 
k = 0 
C(z) = lim 
n->°° n 
For the values of z for which the series 
v n 
> a z 
« n 
n=0 
converges we have C(z) = f(z) where f is the function to which the 
series converges. 
Since power series diverge so crudely outside the circle of 
convergence, the Cesaro method of summation will apply only on and 
inside the circle of convergence and stronger methods are needed to 
sum a power series outside of the circle of convergence. 
20 
As we have seen, convergence behavior of the general Dirichlet 
series can be so delicate that the half-planes of the various con­
vergences can vary greatly, even over the entire plane, whereas for 
a power series, all convergence is abruptly cut off at the circle of 
convergence. 
Therefore, summation of the Cesaro type which only applies on 
and inside the circle of convergence in the case of power series may 
have a greater applicability in the case of Dirichlet series. 
Marcel Riesz [17, p.21], [21], [30] introduced the following 
method of summation for Dirichlet series which is a generalization of 
Cesaro's method of summation for power series: 
Given the Dirichlet series 
/ a e 
_ -j n 
n=l 
-X z 
n 
let 
ln 
lim sup 
oo-H-°° 
X <oo 
n 
(X -oo ) 
n
 f . J a e (oo-X ; 
n n 
where K is any positive constant. If S is nonnegative, it may also 
be obtained by the formula 
ln I a (o)-X ) u
 n n 
X <oo 
n 
= lim sup -
n - H - ° ° oo 
and if S is nonpositive, it may be obtained by the formula 
K 
S = lim sup 
K 
n-H-°° 
In| J a (X -a)) 
X <(JL) 
n 
Let T denote the vertical line with abscissa S . Let R(T) 
K 
denote the right half-plane Re(z) > S and L(T) denote the left half-
plane Re(z) < S . Then there are three possibilities: 
K 
1. If S = + 0 0, the following limit will not exist for any 
finite z; 
2. If -°° < S < +°°, the following limit will exist for all 
z e R(T) and will not exist for all z z L(T); 
3. If S = the following limit will exist for all finite 
K 
K " X n Z 
J (u)-X ) a e \ , n n 
X <(JL) 
n 
C(z) = lim 
K 
In the right half-plane where the limit exists, the Dirichlet 
series 
0 0
 -X z 
V n ) a e 
n=l 
is said to be Riesz summable (X,K). 
In the right half-plane of convergence we have C(z) = f(z) 
where f is the function to which the series converges. 
Now, we will note that the various abscissas obey the followin 
inequalities: 
22 
-°° < S < C < U < A < +00 [21] 
K 
where, again, equality cannot hold in every instance. 
Inside the circle of convergence of a power series, the series 
converges to an analytic function f. By summation methods we have 
formed continuations of the function f onto and beyond the circle of 
convergence. To facilitate investigation of such continuation, it is 
convenient to introduce the concept of regular points and singular 
points. A regular point r is a point for which there can be found a 
neighborhood N(r) and an analytic function <J>^  such that 4>r(z) = f(z) 
for all values z common to N(r) and the interior of the circle of 
convergence. A singular point is a point which is not a regular 
point. 
Investigations of such continuations of Dirichlet series also 
involve the concept of regular points and singular points. Since the 
region of convergence of a Dirichlet series is a right half-plane 
instead of the interior of a circle for a power series, then in the 
definition of a regular point r we require that there be a neighborhood 
N(r) and an analytic function such that <$>r(z) = f(z) for all values 
z common to N(r) and the right half-plane of convergence of the 
Dirichlet series to the function f. In the case of Dirichlet series a 
singular point is still a point which is not a regular point. 
It is well to notice that one essential difference between 
the region of convergence of a power series and that of a Dirichlet 
series is that the circle of convergence of a power series passes 
23 
through the singular point nearest the center, whereas for a 
Dirichlet series there is not necessarily any singular point on the 
line of convergence [11, p.107]. 
24 
CHAPTER III 
EFFECT OF THE COEFFICIENTS ON THE 
CONTINUABILITY OF THE SERIES ACROSS 
THE BOUNDARY OF CONVERGENCE 
Cauchy's formula 
_ f ( n ) ( o ) 
for the coefficients of a power series 
oo 
) a z 
n=0 n 
shows a relationship between the coefficients of the series and the 
f u n c t i o n f t o which it converges. The singular p o i n t s o f the f u n c t i o n 
f are related to the coefficients of the series, and this relationship 
has been a topic of investigation. The coefficients of a Dirichlet 
series are related to the sum function in a manner similar to the rela­
tionship for power series as shown in the following, corresponding 
theorems: 
Pringheim's Theorem [26, p.389], [29]. 
Let 
00 
) a z 
n=0 n 
25 
be a power series with radius of convergence 1. Let f be the function 
of z to which the series converges. If the coefficients a are real 
n 
and nonnegative, then z = 1 is a singular point of f. 
Landau's Generalization of Pringheim's Theorem to Dirichlet Series 
[3, p. 79], [22]. 
Let 
o° -X z 
V n / a e 
n=l 
be a Dirichlet series with abscissa of convergence C = 0. Let f be 
the function of z to which the series converges. If the coefficients 
a are real and nonnegative, then z = 0 is a singular point of f. 
n 
Proof: 
Let X Q be a positive real number. The function f will be 
analytic in a neighborhood of x^ and we can represent f by the power 
series expansion: 
" *
( k )<*o> 
(1) f(z) = I (z-x f 
k=0 k* ° 
This formula is valid on the interior of the largest circle 
with center x^ in which f is analytic. The point x^ is inside the 
right half-plane of convergence of the Dirichlet series; thus we can 
(k) 
substitute for the derivatives f ( X Q) their representation in 
Dirichlet series: 
26 
(2) f ( k )(x ) = (-l)k I a X k e ~ V ° 
n=l 
This gives us the expression: 
0 0
 (x -z) °° -X x n 
(3) f(z) = [ - 2 = _ — I a X ke n 0 
k=0 k ! n=l " " 
which is valid on the interior of the largest circle with center x^ in 
which f is analytic. Now let x^ be a real number inside this circle 
of convergence, such that x^ < x^. If we put x^ in place of z in the 
series (3), we see that all of the terms of the series are real and 
nonnegative. Therefore, we can invert the order of summation, and we 
have the following: 
0 0
 -X x^ 0 0 (x - x n ) k X k 
tx \ j=r \ V n O r O l n ( 4 ) f ( V = Jn k! 
Since 
0 0
 (x -xn ) . X (x -x. ) X x. -X x. 
r 0 1 ,k n 0 1 n 0 n 1 L n A = e = e • e 
k=0 
then 
-X x^ X x^ -X x, 
n 0 n 0 n 1 f(x ) = [ a e " ' • e " " • e 
'1' n 
n=l 
27 
(5) 
00 
n=l 
a e 
n 
Since the double series (4) converges, then the series (5) must 
converge. Therefore, it must be that x^ > 0. Now is subject only 
to the conditions of being real, x 1 < x , and being within the circle 
of convergence of the series (1). Therefore, the circle of convergence 
of (1) does not contain any negative real values. Since in the half-
plane Re(z) > 0 f is analytic, then the circle of convergence of the 
series (1) is exactly |z-x Q| = x^; that is, tangent to the line of 
convergence of the Dirichlet series at the point z = 0. The only point 
on the circumference of this circle beyond which f cannot be continued 
analytically is the point z = 0. Therefore, z = 0 is a singular point 
of the function f. 
Pringheim's theorem and its generalization to Dirichlet series 
are still valid in the case of nonpositive real coefficients a and in 
the case of real coefficients with a finite number of sign changes. 
For the case of real coefficients with an infinite number of sign 
changes we have the following theorem and its generalization: 
Beke's Theorem [35, p.105], [2]. 
n 
Let 
00 
n 
be a power series with radius of convergence 1. Let f be the function 
28 
of z to which the series converges. Suppose the coefficients a^ are 
real, a Q > 0, and the sequence (a^) has infinitely many changes in 
sign. Let the sequence (q^) be the sequence of indices at changes in 
sign of the coefficients a^; that is, 
a Q > 0 , . . . , a > 0, a < 0, a ^ < 0,..., a < 0, 
a q 2 + l > °> \ + 2 * °> 
Suppose the sequence (q^) is such that 
I -
n=2 % 
converges. Then z = 1 is a singular point of f. 
A Generalization of Beke's Theorem to Dirichlet Series [35, p. 104] 
Let 
o° -X z 
) a e 
n=l 
be a Dirichlet series with abscissa of convergence C = 0 such that 
-i • In n . lim — r = 0 . 
A 
n-*30 n 
Let f be the function of z to which the series converges. Suppose the 
coefficients a are real, a, > 0, and the sequence (a ) has infinitely 
n 1 ^ n J 
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many changes in sign. Let the sequence (q ) be the sequence of indices 
at changes in sign of the coefficients a^; that is, 
a x > 0,..., a ^ > 0, a q ^ + 1 < 0, a < 0,..., 
\ <- °> a q +1 > °- \ , 2 * °-
Suppose that 
n 
lim ^ — = 0 
n-*00 q 
n 
and that there exists a positive number L such that 
X - X > L ( n = l , 2 , . . . ). 
V l % 
T h e n z = 0 i s a s i n g u l a r p o i n t o f f . 
P r o o f : 
For the proof of this theorem we will need the following lemmas 
Lemma 1 [3, p.46]. 
Let 
0 0
 -X z 
V n / a e 
n=l 
be a Dirichlet series with abscissa of convergence C = 0. Let f be the 
function of z to which the series converges. Suppose that the 
exponents X^ are such that 
n 
lim — = 0 . 
n - H » n 
Let g be an entire function of z with power series expansion 
;(z) = I g z n . 
n=0 
Suppose that for every e > 0 given, there exists an R^ such that 
(6) |g(z)| < e £ | Z | for |z| > R . 
Let 
0 0
 -X z 
(7) I a ng(X n)e n 
n=l 
be a Dirichlet series. Then the series (7) converges at least for 
Re(z) > 0. Let h be the function of z to which the series converge 
Then we have that h has no singular points other than those of f. 
Proof of Lemma 1: 
We have already noted that 
* /-. -. • In n 0 < A - C < lim sup 
X 
n - H - ° ° n 
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Since we have the hypothesis that 
lim Y~ = 0 > 
n-H-°° n 
then 
0 < A - C < lim sup ~ J 1 < lim ~ - 0 . 
n-H- 0 0 n n-H- 0 0 n 
Therefore, A = C. Since we have considered the abscissa of convergence 
to be C = 0, then the abscissa of absolute convergence is also A = 0. 
Therefore, we have by the formula for the abscissa of absolute con­
vergence 
n 
I n I k | 
(8) lim sup ^ ~ = 0. 
n->+°° n 
Let e > 0. Then by hypothesis there is a number such that 
I I £ Z I I I 
| G ( Z ) I < e 1 1 for | Z | > R . 
Hence for A > R we have that 
n e 
eX 
(9) |g(* n)| < e n-
We now form the Dirichlet series, 
32 
(10) 
0 0
 -A z 
1 ^g(A )e n . 
n=l n n 
The abscissa of absolute convergence A' of the series (10) will satisfy 
the following condition: 
A' = lim sup 
n-*» 
k-1 
= lim sup 
n-*» 
In I l\lls^k) 
lim sup In 
n-*» 
N 
I |aJ|g(X ) | + I |a ||g(A ) 
k=l K k=N+l k k 
where N is such that A. > R . Let G > 1 be such that 
N e 
N EX, 
Therefore, 
I |aj |g(A )| < G I |aje 
k=l k=l 
in G £ |a. 
EX, 
A' < lim sup 
n^ -°° 
k = l 
< lim sup In G k=l 
n eA 
In I |\|e n 
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ln 
lim sup 
lim sup 
eX 
eX n 
n v I 
k=l 
x 
n 
In I k 
k=l K 
X X 
n n 
= E + 0 (by (8)) 
- e. 
Therefore, A' < e. 
Since this holds for all positive values of e, then we conclude 
that A' < 0. Therefore, the Dirichlet series 
0 0
 -X z 
n=l 
converges absolutely at least for Re(z) > 0. Hence, the series con­
verges at least for Re(z) > 0. 
Now, let M(r) denote the maximum modulus of g on the circle 
|z| = r. Thus, by Cauchy's inequality 
(11) g
(n)(o) 
nl 
< — M(r) 
n 
r 
Let E > 0. From (6) we have that there is a number N such that 
(12) M(r) < N e 
for all r. 
From (11) and (12) we obtain 
I • j= M ( r ) 
| g n | < inf 
0<r<°° r 
< inf 
N e 
e 
er 
0<r<°° r n 
er 
= N m m 
e n 
0<r<°° r 
For the minimum point we have 
_d_ 
dr 
er n er er n-1 r ee - e nr 
2n 
Therefore, r = ^ - . 
This means that 
n 
e • — 
e 
= N 
n n 
e e 
e n 
n 
35 
= N 
(ee) 1 
e n 
n 
Therefore, 
(13) (ee)
1 
n' e n; 
Now, we write the Dirichlet series (10) in the form of a double 
series 
(14) 
oo -A z 0 0 
n=l k=0 
k 
k' n 
which satisfies the following: 
oo -X z <* 
n=l k=0 
k 
k' n 
0 0 
-A z 
n 
< > a e LJ 
n=l n 
y
 g, x
k 
oo -A Z 0 ° 
* I |a e n | I |g, | A a e 
n=l n k=0 
k 
k 1 "n 
< I 
n=l 
a e 
n 
-A z 
n 
k=0 
n=l 
a e 
n 
-A z 
n 
eeA 
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n=l 
- X (z-ee) 
n 
a e 
n 
which converges for all z such that Re(z-ee) > 0. Since e and hence ee 
can be made arbitrarily small, then this tells us that the double series 
(14) converges absolutely for Re(z) > 0. 
Therefore, we can invert the order of summation in (14) and 
obtain the following for z such that Re(z) > 0: 
oo oo - X z 
h(z)= Igk Ia/ ne " 
k=0 n=l 
(15) = I (-l) kg kf ( 1°(z). 
k=0 
Suppose now that the functions f and h have been analytically 
continued across the line Re(z) = 0. Let S be the set of all singular 
points of f. We now construct for each point s' e S a circle with 
radius R having its center at the point s'. Let C R be the set of all 
points on or inside at least one of these circles. Let E 0 be the com­i x 
plement of C„. Therefore, E D contains all the points in the right 
K K 
half-plane Re(z) > R. Let be the component of E^ which contains 
the right half-plane Re(z) > R. Now let z be any point in the set D . 
Connect z by a curve L, located entirely within the set D^, to a point 
z Q in the right half-plane Re(z) > R. Let 3d designate the smallest 
distance between L and the boundary of D R . Thus, f will be analytic 
in every circle of radius R + 2d, drawn around any point of L as center. 
Designate by M the maximum of the modulus of f in the region contained 
on and within these circles. Let D be the domain obtained by taking 
Figure 1. Construction in the Proof of Lemma 1 
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the union of all the circles of radius d whose center is on L. Using 
Cauchy's integral formula for a point in D and around a circle of 
radius R + d we obtain 
f(k)(z) 
"
 2
* ( R + d ) k + 1 
Mk! 
(R+d) J 
Therefore, for the series (15) we have the following 
I (-l)kg.f(k)(z) 
k=0 k 
0 0 
f(k)(z) <- I s k 
k=0 
* I N r r 
Mk! 
k=0 £ k ! (R+d) k 
(16) = I MN 
For e taken to be less than R + d, the series converges because 
the terms in the series are less in modulus than the terms of the 
geometric series (16) multiplied by a constant. Thus, the series con­
verges absolutely and uniformly in D. 
Therefore, the function h is analytic in D and, in particular, on 
the curve L, but this curve is by supposition any interior curve in the 
domain D . 
K 
39 
The function h can then be continued analytically along any 
interior curve in the domain D ; that is, h cannot have singular points 
K 
in the interior of D . Therefore, the function h can have no singular 
K 
points other than those of the function f. D 
Lemma 2 [23, p.80], [8, p.185,186]. 
Let ( r n) be a sequence of strictly increasing positive real 
numbers such that 
lim — = 0 
r 
n-*30 n 
and there exists a positive number L such that 
Let 
(17) I T 
n=l 
1 -
be an infinite product. This infinite product defines an entire func­
tion g of z such that for any positive number e > 0 given there exists 
an R such that 
(18) 
40 
and there exists an M such that 
e 
(19) g(z) < e " C | Z 
for z > M and z-r I > — 
e n 1 2 
Proof of Lemma 2: 
Since 
then the series 
lim — = 0, 
r 
n-*» n 
oo 2 
y z -
n=l r 
n 
converges for all z and uniformly on compact subsets. Therefore, g is 
an entire function by the properties of infinite products. 
To prove (18), we do the following: 
Since 
lim — = 0, 
r 
n-*~°° n 
then for every e > 0 given, there exists an integer such that 
— < ~ — for n > N . 
r 4 T r n e 
n 
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Now 
N 
e 1 |2' 0 0 
r 
g(z)| < IT IT 1 + 
n=l V n=N +1 
{ N J e 
2 2 
£ Z 
2 2 
16TT n 
For the two factors we obtain 
(20) 
N 
£ 
TT 
n=l 
1 + 
— | z | 
< P e 4 for Izl > K 
where P and are constants , since a polynomial is dominated by the 
exponential; and 
I T 1 + 
2, ,2 
£ Z 
n=N +1 
£ 
2 2 
16TT n 
< - T T 
n=l 
1 + 
2 2 
£ Z 
2 2 
16TT n j 
1 £ | Z 
S I N — : — 
1 £ 
(21) < e 
£ 
7 Z for > 1 
The last inequality can be seen to be valid from the power series 
expansions of the sine and exponential functions. Thus, by (20) and 
(21) we have 
e
 I I 
2 | Z | 
|g(z)| < Pe for |z| > max(K ,1) 
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Therefore, 
g(z) | < e e z for z > R 
where R = max 
e 
K ,1,P 
To prove (19) we first note that the inequality holds when z 
belongs to the sector 
TT 3 T T 
- < arg z < -— . 
2 
In fact, the real part of z is then negative so that all of the 
factors of the infinite product (16) are greater than 1 in modulus. 
Therefore, (16) is then greater than 1 in modulus and the inequality 
(18) is necessarily valid. 
It is then sufficient to consider the values of z in the sectors 
arg z < — and TT-arg z| < - , 
and since these sectors are symmetric and (16) is an even function, 
then it is sufficient to consider only the sector 
(22) ^ g z| < - . 
Let z = x + y^ be in the sector (22) and exterior to all circles 
We now determine the index m by the condition 
r , < x < r . 
m-1 m 
With these conditions we have 
L L 
z-r > — , z-r > — 
m-1 2 m 2 
and 
z-r > x-r 
n 1 1 n 1 
Therefore, we can write 
43 
g ( z ) I L n = l x 
2 
r 
n 
T T 
n=m+l 1 -
. m-2 r 0 0 
s\ T VHr I F ] 1 + 
L n=l x - r n=m+l 
n v 
(r +x)(r -x) 
n n 
Let 
r 
n 
a n d 
Now we have 
and 
Also, let 
Now we can write 
u - u > 1 
Mn+1 Mn 
U < E < y . 
n = max — 
n , y, 
k>n k 
m-2 y 
1
 < \ T T N I T 
&
 L n=l C ~ y n=m+l 
1 + (y 
n n 
where 
= 4 r • HO • Q U ) 
P ( 5 ) = n 
m-2 I
 E 2 2 
and 
Now 
Q(C) = f 
n=m+l 
1 + 
( u + £ ) ( u - 0 
n n 
m-2 
<- I T 
n = l 
r 2 2 
- y^ 
n 
y - 2 
m 
K ~ y 
n 
m-2 
'm-2 
- (m-2)! 
m-2 
m-2 
m-2 
m-2 
ym-2 nm-2 
£ n _ U n 
m-2 n 
< e 
m-2 
Since 
lim n = 0 , 
n 
n-*» 
then 
e 
lim n ^ In = 0 
_ m-2 n 
m-x» 'm-2 
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and there is a positive number W such that 
r
 e 
P ( S ) < e 
for 
Now 
W 
Q ( 5 ) = T 
n=m+l 
1 + 
( y + 0 ( v - O . 
n n J 
n=m+l 
1 + 
y (n-m) 
n 
T 
n=m+l 
1 + 
m 
n(n-m) 
T 
k=l 
1 + 
m 
sin iri £v'r)— 
m_ 
T r i E,/r\ 
m 
Therefore, from the series expansions of the sine and exponential func­
tions and since 
lim n = 0 , 
n-x» 
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then there is a positive number S £ such that 
for 
Therefore, 
Q(C) < e 
5 
M L 2 ' 
5L I-
for zI > max(W ,S ). 
Therefore, 
4 
e 
7 7 * 
4 2 1 " 
(23) 1 ^ e z < e 1 |g(z) 
for z > M and z-r > — where M = max 
1 1
 c 1 n 1 2 e 
(23) can be rewritten to give (19): 
W ,S , 
£ £ 
Inequality 
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|g(z)| > e £ , Z | . D 
Lemma 3 [4,p.13]. 
Let g be an entire function such that for every £ > 0 the fol­
lowing condition holds: 
(24) there exists on R such that 
£ 
I l £ Z i l 
|g(z)I < e 1 1 for |zI > R £, 
then for g' the following condition holds: there exists a such 
that 
|g'(z)I < eG^Zl for IzI > K . 
Proof of Lemma 3: 
Let M(r) denote the maximum modulus of g on the circle 
|z| = r and let M^(r) denote the maximum modulus of g' on the circle 
| z | = r. 
Now, as a consequence of Cauchy's integral formula we have, for 
lzl = r> 
g
'
( z ) =
 ^ i i J , f^ d w -
|z|=2r (w-z) 
Therefore, 
M 1(r) < ^ 2TT • 2r - ^f^-
< 2M(2r) 
(25) < 2M(2r) for r > 1. 
For r > R £ we have 
2 - ^ r 
M(2R) < e 
e 
(26) = e 
Therefore, from (25) and (26) we obtain 
e 
M, (r) < 2e for r > R . 
1 e 
Therefore, 
2_ 
F r E 
M n(r) < e for r > max{R ,2 } 
1 E 
This means that for K = max(R ,2 ) we have 
e e 
g'(z)| < e £ | Z | for z > K , 
e 
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Lemma 4 [36, p.287]. 
Let ( r n) be a sequence of strictly increasing positive real 
numbers such that 
lim — = 0 . 
r 
n-H- 0 0 n 
Let g be the entire function defined by 
g(z) = ][ 
n=l 
1 -
nj 
Let ) be a sequence of strictly increasing positive real numbers 
such that 
.. . ln n lim — = 0 
n->-°° n 
and there exists a positive number L such that 
r - r , > L 
n n-1 
and 
r -X, > L for (k,n=l,2,... ) 
n k 
Suppose the Dirichlet series, 
(27) 7 a e 
n=l 
-X z 
n 
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has abscissa of convergence C = 0. Then the Dirichlet series, 
(28) 
«> -A z 
I a g(A )e n 
n=l n n 
has abscissa of convergence C' = 0 . 
Proof of Lemma 4: 
Since the abscissa of convergence of the series (27) is C = 0, 
we obtain the following 
In 
(29) lim sup 
p->-t-oo 
[r]sA <r 
n 
= 0 
For the abscissa of convergence C' on the series (28) we have 
In I 
(30) C ' = lim sup 
p->+oo 
r A a n g ( X n > 
[r]<A r 
n 
From (29) we obtain that for any e > 0 there is a positive con­
stant N such that 
e 
[r]£A <r 
n 
< e 
e 
2 r 
for all r such that [r] > N . Therefore, 
[r]<A <r 
n 
< e 
e[r] 
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for all r such that [r] > N . 
Let n 1 and be the indices such that 
X
 n < Cr], X > [r], X < r, X > r. 
n 1~l n^ ^ n 2 n 2+l 
Now, by Abel's transformation we have 
n 2 
I ang(Xn) = I a ng(V 
[r]<X <r n=n. 
n 1 
n 2-l 
n=n, L- —1 k=n. 
+
 g u ) 
n 2 
2 
k-n 
Now, by Lemma 2 we have 
[r]<X <r 
n 
a n g ( X n > 
< e 
e[r] V
1
 X 
I / 
n=n. X 
1 n 
n+1 
g'(t)|dt + |g(X )| 
2 
(31) < e eCr] / |g'(t)|dt + e e r 
[r] 
for [r] > max(R £,N £) 
where R is as in Lemma 2. 
By Lemma 3 there exists a positive constant K £ such that 
53 
(32) er g'(r)| < e for r > K £. 
Therefore, from (31) and (32) we obtain 
[ r ] £ A <r 
n 
a n g ( A n ) | < 2e e[r]+er 
< 2e 
2er 
Thus, by (30) we have 
l n ( 2 e 2 £ r ) 
C' < lim sup 
r+t 0 0 
lim sup 
p - H - O O 
In 2 In e 
2er 
= lim sup 
p-H-oo L_ 
0 + 
2er 
lim sup 
r-H-00 
2e 
= 2e. 
54 
Since this holds for all e > 0, then we have 
C < 0 
By (30), for any given e > 0, we obtain 
(33) 
[r]<A <r 
" n 
a g(A ) 
n t o n 
<
 e(C'+ E)[r] f o r [ r ] > T 
where T is some positive constant. 
e 
Now by again using Abel's transformation we obtain the following 
equations: 
[r]<A <r 
~ n 
I a g(A ) • 
L
 n & n g(A ) 
n=n^ n 
n 2 - l 
I 
n=n. 
n n+1 k=n. 
g(X ) 
n 2 k=n 1 
We note that by hypothesis we have 
r -A > L for (k,n=l,2 
n k 
therefore 
for all n. 
Now 
n - 1 
[r]<A <r 
n 
< X |g(y x) -g (yi 
1 
g ( x n ) 
2 
I a k g ( X k ) 
k=n. 
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< e 
(C'+e)[r] V
1
 X 
n+1 
g'(t) dt 
n = n i I ^ A n ) | | g ( A n + 1 ) | | g ( X ) 
by (33). Now by hypothesis we have 
r -A, > L for (k ,n=l,2 ,. . . ) 
n k 
Therefore by Lemma 2 there exists a positive number M > T such that 
J r
 E E 
for [r] > M we have 
E 
[r]<A <r 
n 
< e 
(C'+e)[r] 
e
2 £ r J | g » ( t ) | d t + e £ r 
[r] 
„
 0 (C' + e)[r]+3er _ 0 . 
< 2e (by Lemma 3) 
(34) „ C 'r+4er _ r -, < 2e for [r] > M . 
Therefore, by (29) and (34) we have 
0 = C < lim sup 
p - M - ° ° 
n , n C'r+4er. ln(2e ) 
lim sup In 2 In e 
C'r+4er 
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lim sup 
r -H-°° 
0 + 
C 'r + 4er 
= lim sup 
r - H - ° ° i— 
C ' + 4e 
= C 1 + 4e. 
Therefore, 
0 = C < C' + 4e. 
Again since this holds for all e > 0, then we have 
0 < C 1 . 
We have now shown that C f < 0 and C > 0. Therefore C f = 0. 0 
Now we return to the proof of the generalization of Beke's 
theorem to Dirichlet series. 
Let g be a function of z defined by the formula 
g(z) = I F 
n=l 
1 -
4z' 
(X + X )' 
q n V 1 
Let r = i (X + X ). 
n 2 q n o^+l 
Now we have 
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g(z) = I T 
n=l 
1 -
The hypotheses of Lemma 4 are satisfied. We can see this by noting 
that the A n ' s are separated by hypothesis and the definition of r^ 
shows that the r^'s have the same separation and are separated from 
the A n ' s by at least half of this separation. Also, by the definition 
of r^ and the hypothesis 
lim - — 
n-*" q 
= 0 
then it follows that 
lim — = 0 . 
r 
n-*» n 
Therefore, by Lemma 4 we have that the Dirichlet series 
(35) 
°° -A z 
I a g(A )e n 
n=l n n 
also has abscissa of convergence C' = 0 . Let h be the function of z 
to which the series converges. 
The hypotheses of Lemma 1 are satisfied, since by Lemma 2 g 
satisfies the required growth condition. Therefore, the function h 
has no singular points other than those of the function f. 
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Now we have that X < r < X ,. Therefore, by considering 
the definition of g, we see that 
g(X 1) > 0,..., g(X^ ) > 0, g(X q + 1 ) < 0,... 
gtt_ ) < 0, g(X ) > 0,... . 
4 2 4 2 T - L 
Therefore, the Dirichlet series (31) has all nonnegative coef­
ficients. Thus, by Landau's generalization of Pringheim's theorem, 
the point z = 0 is a singular point for the function h. Therefore, 
by Lemma 1 it must also be a singular point of the function f. D 
We now generalize the situation further with the following 
theorem: 
Fabry's Theorem. 
Let 
V n / a z 
n=0 
b e a power series with radius of convergence 1. Let f be the function 
of z to which the series converges. Define b = Re(a ) and c = Im(a ) 
n n n n 
At least one of the series 
T b z a n d I c z 
« n ^ n 
n=0 n=0 
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has radius of convergence 1, and if that series satisfies the hypotheses 
of Beke's theorem, then z = 0 is a singular point of f. 
A Generalization of Fabry's Theorem to Dirichlet Series. 
Let 
°° -X z 
(36) I a e n 
n=l n 
be a Dirichlet series with abscissa of convergence C = 0. Let f be the 
function of z to which the series converges. Define b = Re(a ) and 
n n 
c = Im(a ). At least one of the Dirichlet series 
n n 
QO -X z 0 0 -X z 
(37) I b e n and Jce n 
n=l n=l 
has abscissa of convergence c = 0, and if that series satisfies the 
generalization of Beke's theorem to Dirichlet series, then z = 0 is a 
singular point of f. 
Proof: 
Since for real values of z the series (37) represent the real 
and imaginary parts, respectively, of the series (36) which converges 
for Re(z) > 0, then the series (37) each converge at least for Re(z) > 0. 
Let f^ and f^ be, respectively, the functions of z to which the series 
converge. The functions f, f^, and f^ are analytic for Re(z) > 0, 
thus all points such that Re(z) > 0 are regular points of the functions 
f, f , and f . We want to prove that if at least one of the functions 
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and f has z = 0 as a singular point, then f has z = 0 as a singular 
point. We will prove that the fact that z = 0 is a regular point of f 
will require z - 0 to be a regular point of f and f^. 
If z = 0 is a regular point of f , then f has a power series 
expansion at z = 0. Let 
I d zn 
n=0 n 
be the expansion, and let r > 0 be its radius of convergence. There­
fore, for |z| < r we have 
oo 
(38) f(z) = I d z n. 
n=0 n 
Let p = Re(d ) and q = Im(d ). Therefore, the series 
n n TI n 
J p z and [ q z 
n=0 n=0 
which form the real and imaginary parts, respectively, of (38) for real 
values of z will each converge at least for |z| < r. For real values 
x of z such that 0 < x < r we have that 
f.(x) = Re(f(x)) = I p x n , 
1 „ n 
n=0 
and 
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0 0 
f 2(x) = Im(f(x)) = I q. n x 
n=0 "n 
Therefore, for all z| < r we have 
0 0 
fl(z) = I pnz: 
n=0 
n 
and 
0 0 
f2(z)= Z V " . 
n=0 
Therefore, f and f have z = 0 as a regular point. Thus, if at least 
one of the functions f^ and f^ has z = 0 as a singular point, then f 
has z = 0 as a singular point. 
Suppose one of the functions f^ and f^ satisfies the hypotheses 
of the generalization of Beke's theorem to Dirichlet series, then 
z = 0 is a singular point for at least one of the functions f^ and f^. 
Therefore, as we have seen, z = 0 is a singular point of the function f. |] 
We continue with another theorem due to Fabry and its generali­
zation to Dirichlet series: 
Fabry's Gap Theorem. 
be a power series with radius of convergence 1. Let f be the function 
Let 
0 0 
y a z 
n=0 n 
n 
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of z to which the series converges. Let be the index of the nth 
nonzero coefficient. Suppose that 
lim
 n — = 0. k 
n-*» n 
Then the circle of convergence is the natural boundary of the function 
f; that is, there is no analytic continuation of the function f across 
the unit circle. 
A Generalization of Fabry's Gap Theorem to Dirichlet Series. 
Let 
°° -X z 
r n 
> a e 
n=l 
be a Dirichlet series with abscissa of convergence C = 0 . Let f be the 
function of z to which the series converges. Suppose that 
lim f- -- 0 
n-**> n 
and there exists a positive number L such that 
A n + l - X n > L (»=1.2....). 
Then the imaginary axis is the natural boundary of the function f; that 
is, there is no analytic continuation of the function f across the right 
half plane of convergence. 
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Proof: 
Let t be a real number. We will show that the point z = ti on 
the imaginary axis is a singular point of f; that is, z = 0 is a 
singular point of the function g defined by 
0 0
 -X ti -X z 
g(z) = f(z+ti) = I a e e 
n.=l n 
0 0
 -X z 
= I d e n 
n=l n 
-X ti 
where d = a e . Define p = Re(d ) and q = Im(d ). Therefore, 
n n n n ^n n 
we have 
°° -X z 
n=l 
This series also has abscissa of convergence C = 0. Therefore, each of 
the series 
0 0 -X z 0 0 -X z 
Ipe
 n
 and R e 
n=l n=l 
satisfies either the hypotheses of the generalization of Pringheim's 
theorem to Dirichlet series or the hypotheses of the generalization 
of Beke's theorem to Dirichlet series. 
In the case of Beke's theorem, since 
q > n 
^n 
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and 
lim — = 0, 
n-+°° n 
then 
lim - 0. 
n-+°° q 
n 
Therefore, by the generalization of Fabry's theorem to Dirichlet series, 
z = 0 is a singular point of the function g, and therefore z = ti is a 
singular point of f. Since t is an arbitrary real number, then every 
point on the imaginary axis is a singular point of f. Thus, the 
imaginary axis is the natural boundary of the function f. D 
Now for a series with finite boundary of convergence, we can 
change the sign of some of the coefficients and make that boundary the 
natural boundary of the sum function. This is shown in the following 
theorems: 
Hurwitz-Polya Theorem. 
Let 
0 0 
V n / a z 
n=0 
be a power series with radius of convergence 1. Let f be the function 
of z to which the series converges. Then there exists a sequence ( £ n ) j 
where e = ± 1, such that the series, 
n 
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> e a z 
n=0 
has the unit circle as the natural boundary. 
Szcisz's Generalization of the Hurwitz-Polya Theorem to Dirichlet Series 
Let 
0 0
 -A z 
(39) I V n 
n=l 
be a Dirichlet series with abscissa of convergence C. Let f be the 
function of z to which the series converges. If 
. . I n n 
lim — — = 0 
n - H »
 n 
and there exists a positive number L such that 
then there exists a sequence (e ), where e = ± 1, such that the 
n n 
series, 
oo -X z 
> a e e 
-i n n 
n=l 
has the line Re(z) = C as the natural boundary. 
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Proof: 
Since we have noted that 
A r> •, • In n 0 < A - C < lim sup — 
n-*-+°° n 
and we have the hypothesis that 
. . In n 
lim — - — = 0 , 
n-*°° n 
then C = A. Therefore, there is no strip of conditional convergence 
We will need the following lemma, which will give us another way to 
find the abscissa of convergence C = A under the hypotheses of this 
theorem: 
Lemma 5. 
Let 
0 0
 - A z 
(39) I a e n 
1 n 
n=l 
be a Dirichlet series with the property that 
. . In n 
lim — = 0 . 
n -H- 0 0
 n 
Then the abscissa of convergence C is equal to the abscissa of absolute 
convergence A and they are determined by the formula 
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ln a 
(40) C = A = lim sup — 
n-M-00 n 
Proof of Lemma 5: 
We have already discussed the fact that C = A. Now we will 
discuss the determination of A. 
Case 1. If A is finite; that is, -«><A<+«>, then for every 6 > 0 given, 
there is an integer N^ such that for n > N^ we have 
and 
4 n 
A > T I n n . 
n o 
In a -
- T T " < A
 +
 f 
n 
which gives 
a < e 
n 1 
Thus, 
0 0
 -A (A+6) 0 0 -A — 0 ° 
V I I n r n 2 v 1 
Z l a n l e < Z e < Z — < + a > -
n=l n=l n=l n 
Therefore, the series (39) is absolutely convergent for Re(z) > A. 
From (40) we see that for any 6 > 0 infinitely many of the 
indices n are such that 
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which gives 
In a ~ 
1
 n 1 . 5 
X - 2 
n 
a > e 
n 1 
Thus 
-A (A-6) A £ 
i n n 2 
a e > e 
n 1 
> 1 
for infinitely many 
indices n. 
Therefore, the series (39) diverges for Re(z) < A., 
Case 2. If A = then for any real number r there is an integer 
such that for n > N 
a < e 
n 1 
A (r-2) 
n 
Thus 
0 0 -A r 0 0 -A 2 
1 l a J e < Z e 
n=l n=l 
which is convergent since A > n for n sufficiently large. Therefore, 
n 
the series (39) converges for every value of z. 
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Case 3. If A = +», then for any positive number p and any 6 > 0 
there are infinitely many indices n such that 
|a | > e 2 
1
 n' 
Thus, 
-X (p-5) X i 
a |e n > e n 2 
n 1 
> 1. 
Therefore, the series (39) diverges for every value of z. D 
Now we return to the proof of Szasz's generalization. Let 
(a^ ) be a subsequence of (a^) such that 
n 
n 
l n | \ ' 
lim — = A, 
X, 
n-*» k 
n and 
lim T ~ — — = 0 
X, 
n-*50 k 
n 
We now consider the Dirichlet series 
-X, z 
0 0
 k 
( 4 D I ^ e n 
n=l n 
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which is a subseries of (39). By Lemma 5, the series (41) has abscissa 
of convergence A. Let D k be the function of z to which this series (41) 
converges. 
Now according to the generalization of Fabry's gap theorem, the 
line Re(z) = A is the natural boundary of the function D^. 
Next we add to the Dirichlet series (41) the Dirichlet series 
°° -A z 
(42) I d e n 
n=l 
where the coefficients d^ are the remaining coefficients of the series 
(39) from the construction of the series (41). The abscissa of con­
vergence of the series (42) is C = A. Let P be the function of z to 
which the series converges. Thus, we have for Re(z) > A 
f(z) = P(z) + D k ( z ) . 
Now because of the absolute convergence of the series we can 
partition the series (41) into a sum of infinite series 
-A. z 
C O C O 
n=l n n=l 
0 0
 -A z 
) b e 
r=l 
in which each term a^ e is in one and only one of the series 
n 
0 0
 -A z 
7 b e n ' r . 
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Because there are subseries of (41) then by Lemma 5 we have that the 
abscissa of absolute convergence of each series is A and the natural 
boundary of each series is Re(z) = A. For Re(z) > A let Q be the 
n 
function of z to which the nth series converges. 
Now we will form a new series for Re(z) > A 
oo - A z 0 0 - A z 0 0 °° - A z 
(43) I c e n = I d e n + £ e Jb e n ' P 
L
., n -, n -, n u n n,r 
n=l n=l n=l r=l 
in which e = ± 1. This is the Dirichlet series (39) except that some 
n 
of the terms are multiplied by -1. Since Ic I = I a I then the series 
(43) converges absolutely for Re(z) > A. Let D be the function to 
K j £ 
which the series converges. 
We now prove that of the series of type (43) only a countable 
number can be continued across the line Re(z) = A. The remaining 
uncountably many of the series of the type (43) have the line Re(z) = A 
as the natural boundary. 
First, suppose series of type (43) whose sum function is D 
has regular points on the line Re(z) = A so that I is the open set 
of regular points of D on the line Re(z) = A. Now suppose there is 
K , £ 
another sequence (e^) s u c n that £^ = -e^ for infinitely many of the 
indices n such that for the corresponding series of type (43) the sum 
function D has regular points on the line Re(z) = A. Let I .be the 
K
 »
£
 e' 
open set of regular points of D , on the line Re(z) = A. We will now 
K , £ 
show that I /"\ I . = d>. If I A I = cb.then the series defined by 
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(44) D (z) - D (z> = I ( V e n ) Q n ( z ) 
n=l 
will have a regular point on the line Re(z) = A. By the generalization 
of Fabry's gap theorem to Dirichlet series we see that the series (44) 
has the line Re(z) = A as its natural boundary. Therefore, we have a 
contradiction to our assumption that the open sets I and I £ , were di -
joing. Therefore, the open sets of regular points of series of type 
(43) with associated sequences(e^) differing from the sequence (e n) in 
infinitely many places are mutually disjoint. Since there are uncount-
ably many such series and since one can have only a countable number 
of nonempty disjoint open sets on the imaginary axis, then for uncount-
ably many series of type (43) we have I £„ = <J>. Therefore, there exist 
many sequences (e^) such that the line Re(z) = A is the natural 
boundary of series of type (43). D 
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CHAPTER IV 
BEHAVIOR OF THE BOUNDARY OF CONVERGENCE 
The Cauchy-Hadamard theorem tells us that the power series 
0 0 
r n 
> a z 
n=0 n 
converges inside the circle of convergence and diverges outside it. 
On the circle of convergence T we have the following possibilities: 
1. The series may converge everywhere on V, as shown by the 
example 
0 0 
r 1 n 
n=l n 
W H I C H C O N V E R G E S ( A B S O L U T E L Y ) F O R A L L | Z | = 1. 
2. The series may converge at some points of r and diverge 
at other points of T, as shown by the series 
0 0 
which converges for z = -1 and diverges for z = 1. 
3. The series may diverge everywhere on r , as shown by the 
series 
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0 0 
I i n n=0 
which diverges for all |z| = 1 . 
The Dirichlet series corresponding to these examples possess the 
same properties on the line of convergence. 
Much of the work in the investigation of convergence of a series 
on its boundary of convergence was initiated by a theorem that Niels 
H. Abel presented in 1826. His theorem and its generalization to 
Dirichlet series follow. 
Abel's Theorem 
Let 
be a power series with radius of convergence 1. Let f be the function 
of z to which the series converges. Suppose the series is convergent 
at z = 1 and converges to B; that is, 
oo 
y a z' 
n=0 " 
n 
0 0 
then 
lim 
z->l 
1-z 
f(z) = B 
< k 
1 - z 
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where k is an arbitrary number greater than 1. 
A Generalization of Abel's Theorem to Dirichlet Series 
Let 
0 0
 -X z 
v n 
> a e 
n=l 
be a Dirichlet series with abscissa of convergence C = 0. Let f be the 
function of z to which the series converges. Suppose the series is 
convergent at z = 0 and converges to B; that is, 
B = 7 a , 
n=l 
then 
lim f(z) = B 
z+0 
Re(z)>0 
arg z|<0<|-
where 0 is an arbitrary number such that 0 < 0 < y . 
Tauber sought conditions on the series which would necessitate a 
converse to Abel's theorem. He accomplished this in the following 
theorem: 
Tauber's Theorem 
Let 
r n ) a z 
„ n 
n=0 
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be a power series with radius of convergence 1. Let f be the function 
of z to which the series converges. Suppose that 
lim na = 0 
_
 n 
n-*» 
If the limit 
lim f(x) = B 
x-KL" 
exists, then the series 
n=0 n 
converges and has sum B. 
In 190 8 Edmund Landau presented a generalization of Tauber's 
theorem to Dirichlet series. 
Landau's Generalization of Tauber's Theorem to Dirichlet Series 
Let 
°° -X z 
> a e 
n=l 
be a Dirichlet series with abscissa of convergence C = 0. Let f be the 
function to which the series converges. Suppose that 
a X 
n • n n 
lim — = 0 . 
A — A 
n-*>° n n-1 
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If the limit 
lim f(x) = B 
x->-0+ 
exists, then the series 
J l n 
converges and has sum B. 
In 1909 W. Schnee generalized Landau's generalization and pro­
vided necessary and sufficient conditions for the convergence of the 
series, 
I a • J l n 
Schnee's Generalization of Tauber's Theorem to Dirichlet Series 
Let 
0 0
 -A z 
v n 
> a e 
n=l 
be a Dirichlet series with abscissa of convergence C = 0. Let f be the 
function to which the series converges. Suppose that 
n 
k k 
lim = o. 
n-x» n 
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Then the series converges (in fact, uniformly) on every arc 
If the limit 
lim f(x) = B 
x-K)+ 
exists, then the series 
0 0 
I a 
n=l n 
converges and has sum B. 
Tauber's theorem led to other theorems concerning the convergence 
of the series on the boundary of convergence. The following theorem and 
its generalization are prime examples. 
Fatou-Riesz Theorem 
Let 
0 0 
) a z 
« n 
n=0 
be a power series with radius of convergence 1. Let f be the function 
of z to which the series converges. Suppose that 
lim a = 0 
n 
n-*°° 
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z = e 1 0 , (a<0<3) 
all of whose points are regular points of f. 
A Generalization of the Fatou-Riesz Theorem to Dirichlet Series 
Let 
0 0
 -A z 
V n / a e 
n=l 
be a Dirichlet series with abscissa of convergence C = 0. Let f be the 
function to which the series converges. Suppose that 
(45) l i m — - U L = o 
A — A _ 
n-*°° n n-1 
and 
A - A < K 
n n-1 
where K is some positive constant. Then the series converges (in fact, 
uniformly) on every interval [t^i,t i ] 9 t^ < t^ on the imaginary axis, 
all of whose points are regular points of f. 
Proof: 
Let B denote the right half-plane Re(z) > 0. Let y = ti, where 
t^ < t < t . Suppose f is regular at such points y. Then there is a 
neighborhood N(y) and an analytic function ^ defined on N(y) such that 
4>y(z) = f(z) for z e N(y) A B. Let D be the union of B and all of the 
Figure 2. Construction in the Proof of the Generalization 
of the Fatou-Riesz Theorem to Dirichlet Series 
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neighborhoods N(y). Then D is a domain containing both P and [t^ijt^i]. 
If we define a function cf> on D by the following formula 
f(z) if z e B 
4>(z) = 
<f> (z) if z e N(y) - B 
then cf) is single valued and analytic on D. Since cf) = f on B, then cf) 
has the same Dirichlet series expansion on B as has f. 
Now let p > 0 be the distance between [t^ijt^i] and the boundary 
of D. Moreover, let s^i = t^i - -^ i and s^i = t^i + -^ i. We now form 
the rectangle R with the following vertices: 
P l = " 2
 +
 V 
P 2 = - | + s 2i 
q x = | + S l i 
q 2 = § + s 2i 
The interior of R is a domain that contains [ t ^ i 9 t ^ i l 9 a n d the rectangle 
and its interior are contained within D. 
Let oo be a positive, real variable. We now make the following 
definitions: 
Let g and h be functions defined by 
oo oo 
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g (z) = e h (z)(z-s i)(z-s i) 
where 
h (z) = 7 a. e 
a) . L k 
X, <CJ 
k 
- 4>(z) 
Note g is analytic on D since e , h , (z-s ni) and (z-s^i) all 
a) a) 1 2 
form analytic functions on D. 
We intend to estimate the function |g (z)| on the perimeter of 
the rectangle R and then use the maximum module principle to estimate 
|g (z)| where z is on the interior of R. 
Let e > 0 be given. Then by (45) there exists an integer N such 
that for n > N we have 
a 
n < e. 
X - X 
n-1 n 
O n t h e p e r i m e t e r o f R , w e h a v e t h e f o l l o w i n g i n e q u a l i t y : 
(46) z - s . i < c X 
where c is some constant and x = Re(z). 
If z is on the perimeter of R and Re(z) > 0, then if n is the 
largest index k such that X < u), 
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k=n+l 
< 6 Z < V W e 
k=n+l 
-A. x 
k 
k=n+l 
-A. x 
= £ I 
k=n+l 
re 
-rx 
\ - i e 
-X. 
'k-i 
k=n+l 
f k e " r X dr k -rx , xre dr + 
V l 
, "
A k - l X , " X k X 
X k - l S " X k - l e 
= £ / e "
r x
 dr +
 E I 
n 
k=n+l 
-x / re 
\ - i 
dr + A 
k-l 
nx -A. x 
•1 k 
e - e 
= £ 
-rx 
e dr + e I 
k=n+l 
A 
A, 
re 
-rx _ * r Xk -rx, 
dr + A xj e dr 
k-l 
A 
k-l 
r -rx , r 
< e j e dr + e I 
k=n+l 
, r k -rx t k -rx 
-A xj e dr + A xj e dr 
K _ L . K — - L . 
\ - i V i 
f " R X J 
= £ e dr 
n 
(47) 
. - A x 
-1 n 
= E X e 
where we remember that A < co < A ,. . Therefore, combining (46) and 
n n+1 to 
(47) we obtain 
, -A x 
( X I . I C U Z I -1 n 
g ( z ) < e • ex e • cx 
-A x 
cox n 
= ece e 
(co-A )x 
n 
= ece 
Kx 
< ece 
< ece 
Therefore, by taking co sufficiently large, and for any z such 
that z is on the perimeter of R and Re(z) > 0, we can make |g (z)| as 
r •> 1 ° C 0 1 
small as we like. 
Similarly, for z on the perimeter of R and Re(z) < 0, we have: 
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- i X x 
(48) In (z)| < e(-x )e n 
1
 co 1 
Therefore, combining (46) and (48) we obtain 
X x / \ i ^ i coz i ,
 N-1 n / N g^(z)| < |e | • e(-x) e • c(-x) 
/ \ X x 
oo(-x) n 
= ece e 
(co-A )(-x) 
n 
= ece 
K(-x) 
< ece 
< ece 
Therefore, by taking co sufficiently large, and for any z such 
that z is on the perimeter of R and Re(z) < 0, we can make |g^(z)| as 
small as we like. Since g (s.i) = g (s_i) = 0 and for the estimations 
(A) ± CO 2 
above for the rest of the perimeter of R, then we have that 
lim g (z) = 0 
C O " * 3 0 
uniformly on the perimeter of R. Since g^ is analytic on the rectangle 
R and its interior, then by the maximum modulus principle we have that 
lim g (z) = 0 
co 
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uniformly for z on the rectangle R or its interior, and therefore on 
the interval [t ni,t 0i]. By the definition of g , this means that the 
Dirichlet series 
0 0
 -X z 
> a e 
_ -i n 
n=l 
converges uniformly on the interval [ t n i , t 0 i ] . D 
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