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Некоторые особенности распределения
вероятностей протекания нескольких жидкостей на
шестиугольной решетке.
Федоров Михаил Сергеевич*
Аннотация. В работе рассматривается равномерная случайная раскраска клеток
шестиугольной решетки в 2𝑛−1 цветов (стандартная модель Поттса при бесконечной
температуре), которую можно рассматривать как обобщение перколяции на 𝑛жидко-
стей — попарно-независимых, но зависимых в совокупности. В этой модели вводится
новая наблюдаемая, которую можно интерпретировать как долю протекающих жид-
костей. Для этой наблюдаемой доказывается аналог центральной предельной теоре-
мы и формулируется несколько гипотез на основе численных экспериментов.
Ключевые слова и фразы: перколяция, центральная предельная теорема, шести-
угольная решетка, гауссово распределение, модель Поттса.
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Рис. 1: К теореме 1. Распределения величин√
𝑛(𝑋𝑛,𝑠−𝑝𝑠)√
𝑝𝑠(1−𝑝𝑠)
сходятся к нормальному.
Теория просачивания появилась во
второй половине 20–го века. Она ис-
пользуется для моделирования раз-
личных физических процессов. На-
пример, задачи перколяции возни-
кают при исследовании свойств лес-
ных пожаров и ферромагнетиков [6,
10]. Для обычной перколяции — од-
ной жидкости — получено множе-
ство результатов, например, теорема
Кестена [4] о том, что вероятность
протекания между центром и грани-
цей круга стремится к нулю при уве-
личении радиуса. Обширный обзор
и краткую историю теории перколя-
ции можно найти в [2].
В работе исследуется модель
протекания нескольких жидкостей,
которая при минимальном их коли-
честве совпадает с обычной перколяцией. Эта модель эквивалентна хорошо изучен-
ной стандартной модели Поттса [2, §2] с 2𝑛−1 состояниями при бесконечной темпера-
туре (знакомство с моделью Поттса для понимания статьи не требуется), в частности
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вероятностное пространство этой модели — множество раскрасок клеток решетки в
2𝑛−1 цветов.
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Рис. 2: К гипотезе 1. Изменение вероятно-
сти протекания данного количества жидкостей
при росте размера шестиугольника, если всего
три жидкости.
В данной работе вводится про-
стейшая наблюдаемая, не “сводяща-
яся” к протеканию одной жидко-
сти, — доля протекающих жидко-
стей. Для распределения этой вели-
чины доказан аналог центральной
предельной теоремы (теорема 1 ни-
же). Численные эксперименты (см.
Рис. 1 и §5) подтверждают этот ре-
зультат.
Этот результат интересен, пото-
му что рассматриваемые наблюдае-
мые попарно независимы, но зависи-
мы в совокупности. Вообще говоря,
для зависимых в совокупности вели-
чин центральная предельная теоре-
ма не выполняется, красивые контр-
примеры приводятся в [7, 1]. Также
этот результат перекликается с ре-
шением 𝑆𝑈(𝑁) калибровочной тео-
рии при 𝑁 →∞ [9].
В §2 вводятся определения и обозначения, необходимые для формулировки тео-
ремы 1. В §3 приводится доказательство это теоремы. В §5 описан численный экс-
перимент и сформулированы задача 1 и гипотеза 1 (см. Рис. 2). В §4 приводится
формализм, который, надеемся, может пригодится для решения этих задач.
2 Основной результат
Рис. 3: Множество 𝑀𝑠
Для формулировки основного результата нам понадобятся
следующие определения и обозначения (Рис. 3). Для каж-
дого целого 𝑠 > 2 рассмотрим множество 𝑀𝑠 всех кле-
ток шестиугольной решетки со стороной клетки 1, располо-
женных внутри правильного шестиугольника со сторонами
длины 𝑠
√
3, перпендикулярными сторонам клеток, и с цен-
тром в центре клетки 𝑂. Множество 𝑀𝑠 содержит 𝑚 + 1
def
=
def
= 1 + 3𝑠(𝑠− 1) клеток. Клетки, кроме центральной 𝑂, про-
нумеруем: 𝑣1, . . . , 𝑣𝑚. Соседними клетками будем называть
те, у которых есть общая сторона. Граничными назовем те
клетки, у которых в множестве 𝑀𝑠 менее шести соседних.
Для каждого целого 𝑛 > 2 обозначим множество рас-
красок клеток (кроме центральной) в 2𝑛−1 цветов
Ω𝑛,𝑠
def
= {(𝑓1, . . . , 𝑓𝑛) : {𝑣1, . . . , 𝑣𝑚} → {0, 1}𝑛 | 𝑓1 + · · ·+ 𝑓𝑛 ≡ 1 (mod 2)} .
Заметим, что |Ω𝑛,𝑠| = 2(𝑛−1)𝑚. Элементы множества Ω𝑛,𝑠 будем называть раскрасками
в 2𝑛−1 цветов. Смысл такого определения сейчас станет ясен.
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В дальнейшем мы будем рассматривать Ω𝑛,𝑠 как вероятностное пространство с
мерой 𝑃 (𝐴) = |𝐴|2−(𝑛−1)𝑚 для всех 𝐴 ⊂ Ω𝑛,𝑠 (оно изоморфно стандартной модели
Поттса с 2𝑛−1 состояниями при бесконечной температуре).
Путем 𝑆 от центра до границы назовём последовательность различных клеток
𝑣𝑗1 , . . . , 𝑣𝑗𝑡 такую, что клетка 𝑣𝑗1 — соседняя с 𝑂, клетки 𝑣𝑗𝑙 и 𝑣𝑗𝑙+1 — соседние для
каждого 𝑙 > 1, и клетка 𝑣𝑗𝑡 является граничной. Пусть 𝑖 ∈ {1, . . . , 𝑛}. Будем говорить,
что 𝑖–я жидкость протекает от центра до границы для данной раскраски 𝑓 =
(𝑓1, . . . , 𝑓𝑛) ∈ Ω𝑛,𝑠, если существует путь 𝑆 = (𝑣𝑗1 , . . . , 𝑣𝑗𝑡) от центра до границы,
такой что для всех 𝑙 = 1, . . . , 𝑡 выполнено 𝑓𝑖(𝑣𝑗𝑙) = 1.
Протеканием 𝑖–ой жидкости назовем событие
𝐴𝑛,𝑠,𝑖
def
= {𝑓 ∈ Ω𝑛,𝑠 | 𝑖–я жидкость протекает от центра до границы для раскраски 𝑓}.
Несложно видеть, что вероятность протекания жидкости не зависит ни от ее но-
мера 𝑖, ни от общего количества жидкостей 𝑛. А именно, для всех 𝑠, 𝑛, 𝑞, 𝑖, 𝑗 верно
𝑃 (𝐴𝑛,𝑠,𝑖) = 𝑃 (𝐴𝑛,𝑠,𝑗) и 𝑃 (𝐴𝑛,𝑠,𝑖) = 𝑃 (𝐴𝑞,𝑠,𝑖). Обозначим эту вероятность 𝑝𝑠
def
= 𝑃 (𝐴2,𝑠,1).
Кроме того, при 𝑛 > 3 события протекания жидкостей с различными номерами по-
парно независимы (например, по лемме 1 ниже), но, вообще говоря, зависимы в со-
вокупности (например, для 𝑛 = 3 и 𝑠 = 2). Именно для того, чтобы присутствовала
нетривиальная зависимость жидкостей в совокупности, мы рассматриваем раскрас-
ки в 2𝑛−1, а не в 2𝑛 цветов.
Определим случайную величину 𝑋𝑛,𝑠,𝑖 : Ω𝑛,𝑠 → {0, 1} формулой
𝑋𝑛,𝑠,𝑖(𝑓)
def
=
{︃
1, если 𝑖–ая жидкость протекает от центрадо границы для раскраски 𝑓 ;
0, иначе.
Назовем 𝑋𝑛,𝑠
def
= 1
𝑛
∑︀𝑛
𝑖=1𝑋𝑛,𝑠,𝑖 долей протекающих до границы жидкостей.
Теорема 1 (Центральная предельная теорема для доли протекающих жидкостей).
Для любого 𝑠 функция распределения случайной величины
√
𝑛(𝑋𝑛,𝑠 − 𝑝𝑠)√︀
𝑝𝑠(1− 𝑝𝑠)
сходится
равномерно к стандартному нормальному распределению при 𝑛→∞.
Численные эксперименты (см. §5) подтверждают этот результат (Рис. 1).
3 Доказательство
Для доказательства теоремы 1 невозможно сразу применить центральную предель-
ную теорему, потому что у нас нет одной последовательности случайных величин, а
есть последовательность их наборов. Поэтому воспользуемся независимостью в сово-
купности всех величин, кроме одной, и покажем, что оставшаяся «слабо» влияет на
функцию распределения. При этом мы не будем оценивать «степень независимости»
всего набора величин — сделать это сложнее, чем доказать саму теорему 1 [8].
Для доказательства теоремы 1 понадобятся три несложные леммы.
Лемма 1. Для любых 𝑛, 𝑠 любое подмножество мощности 𝑛 − 1 набора событий
{𝐴𝑛,𝑠,1, . . . , 𝐴𝑛,𝑠,𝑛} есть набор событий, независимый в совокупности.
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Доказательство. Так как жидкости можно перенумеровать, то без ограничения
общности рассмотрим набор {𝐴𝑛,𝑠,1, . . . , 𝐴𝑛,𝑠,𝑛−1} и проверим, что для любого 𝑘 =
2, . . . , 𝑛− 1 выполнено
𝑃 (𝐴𝑛,𝑠,1 ∩ . . . ∩ 𝐴𝑛,𝑠,𝑘) = 𝑃 (𝐴𝑛,𝑠,1) · · ·𝑃 (𝐴𝑛,𝑠,𝑘).
Протекание 𝑖–ой жидкости при раскраске 𝑓 определяется функцией 𝑓𝑖. Легко видеть,
что для каждого 𝑖 имеется 2𝑚𝑝𝑠 функций 𝑓𝑖 : {𝑣1, . . . , 𝑣𝑚} → {0, 1} таких, что 𝑖–ая
жидкость протекает из центра до границы при раскраске (𝑓1, . . . , 𝑓𝑖−1, 𝑓𝑖, 𝑓𝑖+1, . . . , 𝑓𝑛) ∈
Ω𝑛,𝑠 для некоторого выбора функций 𝑓1, . . . , 𝑓𝑖−1, 𝑓𝑖+1, . . . , 𝑓𝑛. Тогда имеется (2𝑚)𝑛−1(𝑝𝑠)𝑘
наборов функций (𝑓1, . . . , 𝑓𝑘, 𝑓𝑘+1, . . . , 𝑓𝑛) таких, что жидкости 1, . . . , 𝑘 протекают, так
как для каждого набора (𝑓1, . . . , 𝑓𝑘) функции 𝑓𝑘+1, . . . , 𝑓𝑛−1 можно выбирать произ-
вольно, а функция 𝑓𝑛 восстанавливается однозначно по формуле
𝑓𝑛(𝑣) = 𝑓1(𝑣) + · · ·+ 𝑓𝑛−1(𝑣) (mod 2).
Значит, 𝑃 (𝐴𝑛,𝑠,1 ∩ . . . ∩ 𝐴𝑛,𝑠,𝑘) = 2𝑚(𝑛−1)𝑝𝑘𝑠/2𝑚(𝑛−1) = 𝑝𝑘𝑠 . Так как для каждого 𝑖 верно
𝑃 (𝐴𝑛,𝑠,𝑖) = 𝑝𝑠, то получаем требуемое равенство.
Одновременным протеканием ровно 𝑘 жидкостей из 𝑛 назовем событие
𝐵𝑛,𝑠,𝑘
def
=
{︃
𝑓 ∈ Ω𝑛,𝑠
⃒⃒⃒⃒
⃒
𝑛∑︁
𝑖=1
𝑋𝑛,𝑠,𝑖(𝑓) = 𝑘
}︃
.
Легко видеть, что 𝑝𝑠 = 𝑃 (𝐵2,𝑠,2) + 12𝑃 (𝐵2,𝑠,1).
Лемма 2. Для всех целых 𝑠 > 2, 𝑛 > 3 и 1 6 𝑖 6 𝑛 имеем
E𝑋𝑛,𝑠 = E𝑋𝑛,𝑠,𝑖 = 𝑝𝑠,
D𝑋𝑛,𝑠 = D𝑋𝑛,𝑠,𝑖 = 𝑝𝑠(1− 𝑝𝑠),
E|𝑋𝑛,𝑠,𝑖 − 𝑝𝑠|3 = 𝑝𝑠(1− 𝑝𝑠)(1− 2𝑝𝑠 + 2𝑝2𝑠) <∞.
Для всех 𝑠 имеем lim
𝑛→∞
max
𝑘
𝑃 (𝐵𝑛,𝑠,𝑘) = 0.
Для всех 𝑘, 𝑛 имеем lim
𝑠→∞
𝑃 (𝐵𝑛,𝑠,𝑘) = 0.
Замечание 1. Последнее утверждение не используется для доказательства теоремы
1. В численном эксперименте при 𝑛 = 3, 𝑠 < 200 стремления к нулю вероятностей
𝑃 (𝐵𝑛,𝑠,𝑘) не видно. А именно, на рисунке 2 эти вероятности возрастают для каждого
𝑘 < 3.
Доказательство. Во-первых, из линейности матожидания E𝑋𝑛,𝑠 = E𝑋𝑛,𝑠,𝑖 = 𝑝𝑠. А
так как по лемме 1 для всех 𝑛 > 3, 𝑠 > 2 события 𝐴𝑛,𝑠,𝑖 попарно независимы, то
D𝑋𝑛,𝑠 = D𝑋𝑛,𝑠,𝑖 = 𝑝𝑠(1− 𝑝𝑠). Также
E|𝑋𝑛,𝑠,𝑖 − 𝑝𝑠|3 = 𝑝𝑠(1− 𝑝𝑠)3 + (1− 𝑝𝑠)𝑝3𝑠 = 𝑝𝑠(1− 𝑝𝑠)(1− 2𝑝𝑠 + 2𝑝2𝑠) <∞.
Во-вторых, количество элементов множества Ω𝑛,𝑠, для которых от центра до гра-
ницы протекают ровно 𝑘 жидкостей из 𝑛, равно 2𝑚(𝑛−1)𝑃 (𝐵𝑛,𝑠,𝑘). Рассмотрим есте-
ственное вложение множества Ω𝑛,𝑠 в Ω𝑛+1,𝑠: элемент (𝑓1, . . . , 𝑓𝑛) ∈ Ω𝑛,𝑠 переходит в
элемент (𝑓1, . . . , 𝑓𝑛+1) ∈ Ω𝑛+1,𝑠, где 𝑓𝑛+1 — тождественно нулевая функция. (Нефор-
мально, мы забываем про ограничение 𝑓1 + · · · + 𝑓𝑛 ≡ 1 (mod 2).) В силу леммы 1,
4
ровно 𝑘 жидкостей из первых 𝑛 протекает для 2𝑚𝑛
(︀
𝑛
𝑘
)︀
𝑝𝑘𝑠(1 − 𝑝𝑠)𝑛−𝑘 раскрасок в 2𝑛
цветов. В силу того, что при вложении раскраски в 2𝑛−1 цветов, для которых проте-
кает ровно 𝑘 жидкостей из 𝑛, отображаются в раскраски в 2𝑛 цветов, для которых
протекает ровно 𝑘 жидкостей из первых 𝑛, то 2𝑚(𝑛−1)𝑃 (𝐵𝑛,𝑠,𝑘) 6 2𝑚𝑛
(︀
𝑛
𝑘
)︀
𝑝𝑘𝑠(1− 𝑝𝑠)𝑛−𝑘.
А тогда
max
𝑘
𝑃 (𝐵𝑛,𝑠,𝑘) 6 2𝑚max
𝑘
(︂(︂
𝑛
𝑘
)︂
𝑝𝑘𝑠(1− 𝑝𝑠)𝑛−𝑘
)︂
→ 0 при 𝑛→∞,
где последнее следует из теоремы Муавра–Лапласа [3, том 1, §. VII.3].
В-третьих, по определению одновременного протекания,
𝑃 (𝐵𝑛,𝑠,𝑘) =
∑︁
16𝑖1<···<𝑖𝑘6𝑛
𝑃
⎛⎝𝐴𝑛,𝑠,𝑖1 ∩ . . . ∩ 𝐴𝑛,𝑠,𝑖𝑘 ∖ ⋃︁
𝑗 /∈{𝑖1,...,𝑖𝑘}
𝐴𝑛,𝑠,𝑗
⎞⎠ 6
6
∑︁
16𝑖1<···<𝑖𝑘6𝑛
𝑃 (𝐴𝑛,𝑠,𝑖1 ∩ . . . ∩ 𝐴𝑛,𝑠,𝑖𝑘) =
(︂
𝑛
𝑘
)︂
𝑃 (𝐴𝑛,𝑠,1 ∩ . . . ∩ 𝐴𝑛,𝑠,𝑘) 6
6
(︂
𝑛
𝑘
)︂
𝑃 (𝐴𝑛,𝑠,𝑘) =
(︂
𝑛
𝑘
)︂
𝑝𝑠 → 0 при 𝑠→∞,
где последнее доказывается аналогично теореме Кестена [5, 4, теор. 2].
Для фиксированного 𝑠 определим случайные величины 𝑌𝑛,𝑘 = 𝑋𝑛,𝑠,𝑘−𝑝𝑠 для всех
𝑘 = 1, . . . , 𝑛. Обозначим 𝑌 𝑛,𝑠
def
= 𝑋𝑛,𝑠−𝑝𝑠 = 1𝑛
∑︀𝑛
𝑖=1 𝑌𝑛,𝑖 и 𝑍𝑛,𝑠 =
1
𝑛−1(𝑌𝑛,1+ · · ·+𝑌𝑛,𝑛−1).
Будем обозначать через 𝐹𝑋 функцию распределения случайной величины 𝑋, а
через 𝑁(𝑥) — стандартное нормальное распределение.
Лемма 3. Для каждого фиксированного 𝑠 верно 𝐹𝑍𝑛,𝑠 − 𝐹𝑌 𝑛,𝑠 ⇒ 0 на R при 𝑛→∞.
Доказательство.(См. Рис. 4) Обозначим через 𝐶𝑛,𝑠,𝑘
def
= Ω𝑛,𝑠 ∖ 𝐴𝑛,𝑠,𝑘 — событие
“непротекания” 𝑘–ой жидкости. Заметим, что так как 𝑍𝑛,𝑠 — дискретная величина,
принимающая значения −𝑝𝑠, 1𝑛−1 − 𝑝𝑠, . . . , 𝑛−2𝑛−1 − 𝑝𝑠, 1− 𝑝𝑠, то 𝐹𝑍𝑛,𝑠 постоянна на всех
полуинтервалах
[︀
𝑘−1
𝑛−1 − 𝑝𝑠, 𝑘𝑛−1 − 𝑝𝑠
)︀
, где 𝑘 ∈ {1, . . . , 𝑛− 1}.
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Рис. 4: Графики 𝐹𝑍𝑛,𝑠 и 𝐹𝑌 𝑛,𝑠
Тогда, так как 𝑘
𝑛
∈ [︀ 𝑘−1
𝑛−1 ,
𝑘
𝑛−1
)︀
, то
𝐹𝑍𝑛,𝑠
(︂
𝑘
𝑛
− 𝑝𝑠
)︂
− 𝐹𝑌 𝑛,𝑠
(︂
𝑘
𝑛
− 𝑝𝑠
)︂
=
= 𝐹𝑍𝑛,𝑠
(︂
𝑘 − 1
𝑛− 1 − 𝑝𝑠
)︂
− 𝐹𝑌 𝑛,𝑠
(︂
𝑘
𝑛
− 𝑝𝑠
)︂
.
Кроме того, по определению, 𝐹𝑍𝑛,𝑠
(︀
𝑘−1
𝑛−1 − 𝑝𝑠
)︀
равно вероятности того, что среди первых 𝑛−
− 1 жидкостей протекает не больше 𝑘 − 1, а
именно
𝐹𝑍𝑛,𝑠
(︂
𝑘 − 1
𝑛− 1 − 𝑝𝑠
)︂
=
∑︁
06𝑗6𝑘
(𝑃 (𝐵𝑛,𝑠,𝑗∩𝐴𝑛,𝑠,𝑛)+
+ 𝑃 (𝐵𝑛,𝑠,𝑗−1 ∩ 𝐶𝑛,𝑠,𝑛)),
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где считаем 𝐵𝑛,𝑠,−1 = ∅, и аналогично,
𝐹𝑌 𝑛,𝑠
(︂
𝑘
𝑛
− 𝑝𝑠
)︂
=
∑︁
06𝑗6𝑘
𝑃 (𝐵𝑛,𝑠,𝑗) =
∑︁
06𝑗6𝑘
(𝑃 (𝐵𝑛,𝑠,𝑗 ∩ 𝐴𝑛,𝑠,𝑛) + 𝑃 (𝐵𝑛,𝑠,𝑗 ∩ 𝐶𝑛,𝑠,𝑛)).
Вычитая, находим
𝐹𝑍𝑛,𝑠
(︂
𝑘 − 1
𝑛− 1 − 𝑝𝑠
)︂
− 𝐹𝑌 𝑛,𝑠
(︂
𝑘
𝑛
− 𝑝𝑠
)︂
= −𝑃 (𝐵𝑛,𝑠,𝑗 ∩ 𝐶𝑛,𝑠,𝑛)
Таким образом, получаем
0 > 𝐹𝑍𝑛,𝑠
(︂
𝑘
𝑛
− 𝑝𝑠
)︂
− 𝐹𝑌 𝑛,𝑠
(︂
𝑘
𝑛
− 𝑝𝑠
)︂
> −𝑃 (𝐵𝑛,𝑠,𝑘) > −max
𝑘
𝑃 (𝐵𝑛,𝑠,𝑘).
Аналогично, так как 𝐹𝑌 𝑛,𝑠 постоянна на
[︀
𝑘
𝑛
− 𝑝𝑠, 𝑘+1𝑛 − 𝑝𝑠
)︀ ∋ 𝑘
𝑛−1 − 𝑝𝑠,
𝐹𝑍𝑛,𝑠
(︂
𝑘
𝑛− 1 − 𝑝𝑠
)︂
− 𝐹𝑌 𝑛,𝑠
(︂
𝑘
𝑛− 1 − 𝑝𝑠
)︂
= 𝐹𝑍𝑛,𝑠
(︂
𝑘
𝑛− 1 − 𝑝𝑠
)︂
− 𝐹𝑌 𝑛,𝑠
(︂
𝑘
𝑛
− 𝑝𝑠
)︂
=
= 𝑃 (𝐵𝑛,𝑠,𝑘 ∩ 𝐴𝑛,𝑠,𝑛) 6 𝑃 (𝐵𝑛,𝑠,𝑘) 6 max
𝑘
𝑃 (𝐵𝑛,𝑠,𝑘).
Так как обе функции 𝐹𝑍𝑛,𝑠 и 𝐹𝑌 𝑛,𝑠 постоянны на полуинтервалах
[︀
𝑘−1
𝑛−1 − 𝑝𝑠, 𝑘𝑛 − 𝑝𝑠
)︀
и
[︀
𝑘
𝑛
− 𝑝𝑠, 𝑘𝑛−1 − 𝑝𝑠
)︀
и на лучах (−∞,−𝑝𝑠) и [1 − 𝑝𝑠,+∞), то в силу предыдущих
выкладок для всех 𝑥 ∈ R верно |𝐹𝑍𝑛,𝑠(𝑥) − 𝐹𝑌 𝑛,𝑠(𝑥)| 6 max𝑘 𝑃 (𝐵𝑛,𝑠,𝑘). В силу леммы
2 имеем max
𝑘
𝑃 (𝐵𝑛,𝑠,𝑘) → 0 при 𝑛 → ∞, что влечет 𝐹𝑍𝑛,𝑠 − 𝐹𝑌 𝑛,𝑠 ⇒ 0 при 𝑛 → ∞ на
R.
Доказательство теоремы 1. Воспользуемся леммой 2 и обозначим через 𝜎2 def= D𝑌𝑛,𝑖 =
= D𝑋𝑛,𝑠,𝑖 = 𝑝𝑠(1−𝑝𝑠) дисперсию случайной величины 𝑋𝑛,𝑠,𝑖, а через 𝜌 def= E|𝑌𝑛,𝑖|3 <∞.
Введем также случайные величины
𝑍𝑛,𝑠 =
𝑌𝑛,1 + · · ·+ 𝑌𝑛,𝑛−1
𝜎
√
𝑛− 1 =
√
𝑛− 1
𝜎
𝑍𝑛,𝑠 и 𝑌𝑛,𝑠 =
√
𝑛− 1
𝜎
𝑌 𝑛,𝑠.
Так как по лемме 1 любой набор из 𝑛−1 случайных величин из набора𝑋𝑛,𝑠,1, . . . , 𝑋𝑛,𝑠,𝑛
независим в совокупности, то то же самое верно для величин из набора 𝑌𝑛,1, . . . , 𝑌𝑛,𝑛.
Кроме того, последние случайные величины одинаково распределены и E|𝑌 3𝑛,𝑘| = 𝜌 <
< ∞. Применив неравенство Берри–Эссеена [3, том 2, стр. 542, §5, теор.1] к набору
величин 𝑌𝑛,1, . . . , 𝑌𝑛,𝑛−1, получим для всех 𝑥 ∈ R⃒⃒⃒
𝐹𝑍𝑛,𝑠(𝑥)−𝑁(𝑥)
⃒⃒⃒
6 3𝜌
𝜎3
√
𝑛− 1 .
В частности, 𝐹𝑍𝑛,𝑠(𝑥)⇒ 𝑁(𝑥) при 𝑛→∞ на R для каждого фиксированного 𝑠. Но
𝐹𝑍𝑛,𝑠(𝑥)− 𝐹𝑌𝑛,𝑠(𝑥) = 𝐹𝑍𝑛,𝑠
(︂
𝑥𝜎√
𝑛− 1
)︂
− 𝐹𝑌 𝑛,𝑠
(︂
𝑥𝜎√
𝑛− 1
)︂
⇒ 0,
где последнее стремление следует из леммы 3. Так как 𝐹𝑍𝑛,𝑠(𝑥)⇒ 𝑁(𝑥), то и 𝐹𝑌𝑛,𝑠(𝑥)⇒
𝑁(𝑥). Так как 𝑁(
√
𝑛√
𝑛−1𝑥)⇒ 𝑁(𝑥), то 𝐹√𝑛
𝜎
𝑌 𝑛,𝑠
(𝑥)⇒ 𝑁(𝑥) при 𝑛→∞.
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4 Выражение для вероятности протекания жидко-
стей.
Предложим формализм, который, надеемся, может оказаться полезным для решения
задачи 1 ниже.
Зафиксируем число 𝑠 > 2 и множество 𝑀𝑠. Рассмотрим S = {𝑠1, . . . , 𝑠𝑘} — (непу-
стой, неупорядоченный) набор попарно различных путей от центра до границы. Так
как существует конечное количество путей, то и их наборов тоже конечное количе-
ство. Обозначим количество путей в наборе решеткой: #S def= 𝑘. Обозначим количе-
ство клеток шестиугольника, занимаемых набором путей, через |S| def= |𝑠1 ∪ . . . ∪ 𝑠𝑘|.
Предложение 1. Верно следующее равенство:
𝑝𝑠 = −
∑︁
S — набор путей
(−1)#S2−|S|.
Доказательство. Рассмотрим все пары (𝑓, S) из раскраски 𝑓 в два цвета и набора
S путей такие, что все клетки, по которым проходят пути из набора, пропускают
первую жидкость, то есть для каждой клетки 𝑣 ∈ 𝑠1 ∪ . . . ∪ 𝑠𝑘 выполнено 𝑓1(𝑣) =
= 1. Заметим, что для каждой такой пары первая жидкость протекает от центра до
границы для раскраски 𝑓 , так как набор путей S не пуст по определению. Припишем
каждой паре (𝑓, S) знак (−1)#S. Посчитаем сумму знаков всех пар двумя способами.
Для данного набора путей S есть 2𝑚−|S| пар (𝑓, S), так как есть 𝑚 − |S| клеток,
не принадлежащих ни одному из путей, каждую из которых можно раскрасить в 2
цвета. Поэтому сумма знаков всех рассматриваемых пар равна∑︁
S — набор путей
(−1)#S2𝑚−|S|. (1)
С другой стороны, для фиксированной раскраски 𝑓 , если первая жидкость не про-
текает от центра до границы для 𝑓 , то нет ни одной пары вида (𝑓, S) среди рассмат-
риваемых. Пусть теперь первая жидкость протекает до границы. Пусть есть ровно
𝑘 различных несамопересекающихся путей 𝑠 таких, что для всех клеток 𝑣 ∈ 𝑠 пер-
вая жидкость протекает через эти клетки, то есть 𝑓1(𝑣) = 1. Тогда пар (𝑓, S) таких,
что #S = 𝑙, среди рассматриваемых ровно
(︀
𝑘
𝑙
)︀
. Тогда для фиксированного 𝑓 сумма
знаков всех пар (𝑓, S) равна
−
(︂
𝑘
1
)︂
+
(︂
𝑘
2
)︂
− · · ·+ (−1)𝑘
(︂
𝑘
𝑘
)︂
= −1. (2)
Тогда сумма знаков всех рассматриваемых пар равна −2𝑚𝑝𝑠. Приравняв это число
выражению (1) и разделив на −2𝑚, получаем требуемое равенство.
Зафиксируем 𝑠 и 𝑛 = 3. Для набора путей S = {𝑠1, . . . , 𝑠𝑘} обозначим множество
клеток, по которым эти пути проходят, через Cells(S) def= 𝑠1 ∪ . . . ∪ 𝑠𝑘. Для каждой
тройки наборов путей {S1, S2, S3} обозначим 𝑇0 =𝑀𝑠∖(Cells(S1)∪Cells(S2)∪Cells(S3)),
𝑇1 =
⋃︀
𝜎∈𝑆3
Cells(S𝜎(1))∖(Cells(S𝜎(2))∪Cells(S𝜎(3))) и 𝑇2−3 = Cells(S1)∪Cells(S2)∪Cells(S3)∖
𝑇1.
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Предложение 2. Верно следующее равенство:
𝑃 (𝐵3,𝑠,3) = −
∑︁
S1,S2,S3 — наборы путей
(−1)#S1+#S2+#S32−|𝑇1|4−|𝑇2−3|.
Доказательство. Доказательство аналогично предыдущему. Рассмотрим все чет-
верки (𝑓, S1, S2, S3) из раскраски 𝑓 в четыре цвета и наборов путей S1, S2, S3 такие,
что все клетки, по которым проходят пути из набора 𝑆𝑖, пропускают 𝑖-ую жидкость,
то есть для каждой клетки 𝑣 ∈ Cells(𝑆𝑖) выполнено 𝑓𝑖(𝑣) = 1 для 𝑖 ∈ {1, 2, 3}. Заме-
тим, что для каждой такой четверки первые три жидкости протекают от центра до
границы для раскраски 𝑓 , так как наборы путей S𝑖 не пусты по определению. При-
пишем каждой четверке (𝑓, S1, S2, S3) знак (−1)#S1+#S2+#S3 . Посчитаем сумму знаков
всех четверок двумя способами.
Для данной тройки наборов путей (S1, S2, S3) есть 2|𝑇1|4|𝑇0| четверок (𝑓, S), так
как есть |𝑇0| клеток, не принадлежащих ни одному из путей, каждую из которых
можно раскрасить в 4 цвета и |𝑇1| клеток, принадлежащих путям ровно из одного
набора, каждую из которых можно раскрасить в 2 цвета. Поэтому сумма знаков всех
рассматриваемых пар равна ∑︁
S — набор путей
(−1)#S2|𝑇1|4|𝑇0|. (3)
С другой стороны, для фиксированной раскраски 𝑓 , если какая-либо жидкость не
протекает от центра до границы для 𝑓 , то нет ни одной четверки вида (𝑓, S1, S2, S3)
среди рассматриваемых. Пусть теперь каждая жидкость протекает до границы. Пусть
есть ровно 𝑘1, 𝑘2, 𝑘3 различных несамопересекающихся путей 𝑠 таких, что для всех
клеток 𝑣 ∈ 𝑠 первая, вторая и, соответственно третья жидкость протекает через эти
клетки, то есть 𝑓1(𝑣) = 1, 𝑓2(𝑣) = 1 или 𝑓3(𝑣) = 1 соответственно. Тогда четверок
(𝑓, S1, S2, S3) таких, что #S1 = 𝑙1,#S2 = 𝑙2 и #S2 = 𝑙3 среди рассматриваемых ровно(︀
𝑘1
𝑙1
)︀(︀
𝑘2
𝑙2
)︀(︀
𝑘3
𝑙3
)︀
. Тогда, применив равенство (2) три раза, получим, что для фиксирован-
ного 𝑓 сумма знаков всех четверок (𝑓, S1, S2, S3) равна
𝑘1∑︁
𝑙1=1
𝑘2∑︁
𝑙2=1
𝑘3∑︁
𝑙3=1
(−1)𝑙1+𝑙2+𝑙3
(︂
𝑘1
𝑙1
)︂(︂
𝑘2
𝑙2
)︂(︂
𝑘3
𝑙3
)︂
=
𝑘1∑︁
𝑙1=1
𝑘2∑︁
𝑙2=1
(−1)𝑙1+𝑙2
(︂
𝑘1
𝑙1
)︂(︂
𝑘2
𝑙2
)︂
(−1) = · · · = −1.
Тогда сумма знаков всех рассматриваемых пар равна −4𝑚𝑃 (𝐵3,𝑠,3). Приравняв это
число выражению (3) и разделив на −4𝑚, получаем требуемое равенство.
5 Численный эксперимент
Нами была написана программа, перебирающая случайный набор раскрасок множе-
ства 𝑀𝑠 без центральной клетки в 2𝑛−1 цветов и проверяющая протекание каждой
жидкости в каждой из раскрасок. После чего подсчитывалась количество протека-
ющих жидкостей. Код с комментариями можно найти в [11].
Приблизительной вероятностью события 𝐵𝑛,𝑠,𝑘 считается доля раскрасок из
числа рассмотренных, для которых протекло ровно 𝑘 жидкостей. Так как рассмат-
риваемые раскраски выбирались равновероятно из всего множества раскрасок, то
примерные вероятности событий действительно близки к 𝑃 (𝐵𝑛,𝑠,𝑘) по закону боль-
ших чисел.
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Рис. 5: К задаче 1 при 𝑛 = 3. Вероятность от-
клонения больше указанного не превышает 0.05.
К сожалению, точный подсчет
значений вероятностей представ-
ляется невозможным для совре-
менных компьютеров. Например,
для 𝑠 = 5 и 𝑛 = 3 нужно покрасить
60 клеток в 4 цвета. Тогда суще-
ствует 2120 > 1036 различных рас-
красок.
Для начала было проверено
утверждение основной теоремы 1.
Были построены графики плотно-
сти вероятности для 𝑠 = 100 и 𝑛 =
1, 2, . . . , 25. На полученном рисун-
ке 1 также изображена плотность
вероятности нормального распре-
деления. Также были построены
графики функции
𝑃 (
⋂︀𝑛
𝑖=1𝐴𝑛,𝑠,𝑖)
𝑝𝑛𝑠
,
измеряющей степень зависимости событий протекания в совокупности, для разных
𝑠. Как видно на рисунке 5 отклонение этого отношения от 1 составляет не более 0.05
при 𝑛 = 3. Аналогичные результаты получаются и для других значений 𝑛, но они
менее наглядные, так как с ростом 𝑛 точность вычислений падает. Так, например,
для 𝑛 = 11 наибольшее отклонение от 1 составляет уже 0.14.
На рисунке 2 показаны графики вероятности 𝑃 (𝐵3,𝑠,𝑘) в зависимости от 𝑠. Видно,
что эти значения стремятся к нулю не сразу, а перед этим они “меняют взаимное
расположение”. А именно, для достаточно больших 𝑠, чем больше 𝑘, тем меньше ве-
роятность, что протечет ровно 𝑘 жидкостей из 𝑛, что соответствует нашей интуиции.
На основе полученных результатов сформулированы следующие гипотезы и за-
дачи.
Задача 1. Верно ли, что события протекания различных жидкостей становятся
независимы в совокупности в пределе 𝑠→∞, то есть для всех 𝑛 > 3
lim
𝑠→∞
𝑃 (
⋂︀𝑛
𝑖=1𝐴𝑛,𝑠,𝑖)
𝑝𝑛𝑠
= 1?
Заметим, что любой поднабор из не более чем 𝑛 − 1 таких событий независим в
совокупности по лемме 1.
Задача 2. Верно ли, что для всех 0 6 𝑘 6 𝑛 > 3 имеем 𝑃 (𝐵𝑛,𝑠,𝑘) ∼
(︀
𝑛
𝑘
)︀
𝑝𝑘𝑠(1− 𝑝𝑠)𝑛−𝑘
при 𝑠→∞?
Против утверждения задачи 1 приводится аргумент К. Изъюрова в статье Но-
викова [8, §4.4]. Мы не приводим этот аргумент, так как для понимания он требует
прочтения статьи [8] целиком.
Гипотеза 1. Для всех 𝑛, 𝑖 < 𝑗 и достаточно больших 𝑠 имеем 𝑃 (𝐵𝑛,𝑠,𝑖) > 𝑃 (𝐵𝑛,𝑠,𝑗).
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