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Introduction
Business start-ups and young enterprises introduce new products to the market and employ new processes for production. Engaging in research and development (R&D) is one route to create these new products and processes. Yet young firms' capacity for internal financing of R&D is most likely more limited than the internal financing capacity of mature enterprises.
Using debt financing can relieve internal financing constraints on R&D activity. However, the ability of young enterprises to tap external financing sources depends on their market prospects, growth opportunities, and means of collateral-which are in turn determined by R&D activity (e.g., Chang et al., 2009) . Therefore, R&D behaviour and decisions of young firms about debt financing should be considered interdependent.
Existing evidence in the literature regarding the interdependence of R&D activity and debt financing is rather limited. In an early contribution, Hutchinson (1995) elaborates on the idea that financing and investment strategies of owner-managers are interdependent because owners want to maintain control over their firms. Savignac (2008) estimates the influence of financial constraints on innovation while accounting for the possibility that the occurrence of financial constraints depends on the ex ante capital structure and economic performance of a firm. Baldwin et al. (2002) , drawing on a sample of established Canadian firms, also conclude that the relation between capital structure and R&D is bidirectional. In an analysis of start-ups in the US, Winston Smith (2010) investigates the role of bank loans for new firms' financing and their subsequent innovation behaviour. She finds that a high leverage is associated with a decreasing number of new patents or new copyrights.
All in all, approaches in the innovation literature and the literature on capital structure decisions remain separated. Empirical investigations either test the influence of internal financing sources like cash flow on innovation activity (Hall, 2002; Hall and Lerner, 2010) or analyses are concerned with explaining the extent of leverage of a firm by taking into account innovation behaviour as a proxy for growth opportunities (Chang et al., 2009; Achleitner et al., 2011) . In addition, existing empirical studies mostly focus on mature firms that have access to public equity and debt markets. Starts-ups and young enterprises are less often investigated in their own right, with the exception of venture capital financing of young high-tech firms. Our investigation is situated at the intersection of the different strands of literature and deals with the interdependence between R&D and debt financing of young firms.
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Our empirical contribution to the literature is threefold. First, we scrutinise financing structures of young firms, both with R&D activities and without. Second, we explain the influence of debt finance on R&D expenditure of young firms. Third, and most importantly, we explicitly allow for an interaction of debt financing and R&D behaviour of young firms. Our analysis uses firm-level data of the KfW/ZEW Start-up Panel, a unique survey data set of newly founded firms in Germany. High-tech firms are notably overrepresented in the sample of the KfW/ZEW Start-up Panel. This feature enables us to investigate the relationship between financing decisions and R&D activities in detail, based on a large number of innovative and technology-intensive start-ups. Our estimation results show that firm-related characteristics are more important than personal characteristics of the founders for explaining young firms' loan share. On the other hand, human capital of employees and founders themselves heavily influence R&D intensity. Applying a bivariate Tobit model, we find that the interaction between the share of loan financing and R&D intensity is positive. A higher share of loan financing allows for more R&D in young firms and at the same time a higher R&D intensity allows for a higher debt share. This relationship cannot be detected by merely estimating single-equation models for R&D intensity and the share of loan financing because there is a negative correlation of unobserved shocks to both variables of interest.
The paper is structured as follows. In the next section, we give an overview of related studies in the literature. The empirical analysis starts with a description of our data set and descriptive analyses of financing structures and R&D activities of young firms in section 3. Estimation results for both single-equation approaches and a bivariate Tobit model are discussed in section 4. Section 5 concludes.
Overview of Related Literature

R&D Expenditure and Firms' Capital Structure
Financing of innovation is a recurrent theme in the economic debate. Empirical studies rely on R&D expenditure as a proxy for innovation input. First, R&D expenditure is often found to be positively linked to innovation output (e.g., van der Panne et al., 2003; Mairesse and Mohnen, 2010 , and the literature cited therein). Second, R&D expenditure has some interesting properties with regard to financing (Hall, 2002; Hall and Lerner, 2010) . It covers investments in tangible assets like laboratory equipment as well as intangible assets such as human capital of research personnel. In the latter case, R&D expenditure does not result in collateral usable for debt financing. In addition, R&D expenditure has to be financed immediately while innova-2 tion output is uncertain and cash-flow resulting from innovation projects is realised in future periods only, sometimes with a considerable time lag.
Several studies pay special attention to restrictions of innovation activity. It is stressed that internal resources and in particular cash flow are the main sources for innovation financing (e.g., Czarnitzki and Hottenrott, 2011; Savignac, 2008; Czarnitzki, 2006; Bond et al., 2005; Hottenrott and Peters, 2011; Kamien and Schwartz, 1982; Himmelberg and Petersen, 1994; Jensen and Meckling, 1976 ). Yet outside finance plays a role as well. On the one hand, limitation of external financing may hamper innovation activity (Gorodnichenko and Schnitzer, 2010; Czarnitzki, 2006) . On the other hand, debt financing disciplines borrowers by reducing free cash flow, increases the threat of bankruptcy and initiates monitoring activities of lenders that can influence innovation activity negatively (Czarnitzki and Kraft, 2009 ). In addition, financing innovation through external capital is difficult because innovation generates positive externalities and asymmetric information and tax issues arise if innovators and suppliers of financial capital are not identical (Hall, 2002; Hall and Lerner, 2010) . These factors drive a wedge between internal and external costs of capital and can lead to underinvestment in R&D.
As a consequence, not only the availability of financing, but also the composition of the financing mix can influence R&D activity.
Besides the availability and composition of external financing, firm specifics have an impact R&D activity. If a company is sufficiently profitable, it can draw on internal financing for R&D expenditure and does not have to rely on outside financing. Therefore a positive relation between R&D and profitability can be expected (Himmelberg and Petersen, 1994; Hall, 2002; Hall and Lerner, 2010) . However, if a high share of available financing is invested into fixed assets other than R&D equipment, fewer resources are free to be directed into R&D, which would in turn result in a lower R&D intensity. Bigger and older firms may be expected to have a higher R&D intensity as product and process innovations of established firms in mature markets might require intense R&D activity (Cohen and Levin, 1989) . On the other hand, R&D activity might not be as necessary for firms with a secure market position as for young firms trying to take root in the market. Empirical results on the relationship between size, age and R&D activities are thus mixed (see Nyström, 2009 , for an overview). Moreover, as human capital is needed to perform R&D, R&D intensity and human capital of business owners and employees are positively related (Romer, 1990) .
The relationship between R&D activity and firms' financing structure can also be argued not to go from financing to R&D, but in the opposite direction. There are two main approaches competing to explain firms' capital structure and especially leverage (see Frank and Goyal, 2008 , for a recent overview). First, trade-off theory assumes that equating marginal benefits and costs of debt results in an optimal level of leverage, deviations from which are reduced over time. Second, pecking order theory emphasises different degrees of asymmetric information associated with different types of external financing. In consequence, different costs of capital and different rights requested by capital suppliers result in a preference ordering of financing sources (Ross, 1977; Myers and Majluf, 1984) .
Whether trade-off theory or variants of the pecking order hypothesis explain observed capital structure decisions better is still an open question (e.g., Shyam-Sunder and Myers, 1999; Chirinko and Singha, 2000; Adedeji, 2002; López-Gracia and Sogorb-Mira, 2008) . However, both approaches share a number of capital structure determinants which are related to R&D expenditure. First, growth prospects are often approximated by R&D expenditure (e.g., Chang et al., 2009 ). Second, R&D expenditure is rather allocated into intangible than into tangible assets that cannot be used as collateral. About 60% of R&D expenditure by enterprises in Germany can be attributed to labour costs (Eurostat, 2010, own calculations) . Even in the manufacturing industry and in knowledge-intensive service sectors only one third of innovation spending goes into capital equipment-including intangible assets like patent rights-, whereas two thirds go into expenditure on personnel and service agreements with third parties (Rammer, 2009: 35) . Third, empirical studies find a positive relation between innovation inputs like R&D expenditure on the one hand and firm profitability resp. productivity on the other (e.g., Czarnitzki and Kraft, 2010; Geroski et al., 1993; Hall et al., 2009) . So there are different mechanisms for R&D expenditure to influence financing leverage. 
Particular Properties of Young Firms
Analyses of business start-ups have to take into account special characteristics of young and small firms. This is particularly important for financing decisions. First, capital structure theories predict an influence of firm age and firm size on leverage. According to trade-off theory, debt financing should be positively related to firm size because larger firms exhibit a smaller probability of default (López-Gracia and Sogorb-Mira, 2008; Cole, 2008) . Empirical evidence generally supports this hypothesis (Cassar, 2004) . Second, potential information asymmetries between lenders and entrepreneurs decrease as firms mature, since older firms can provide lenders with more information about the acceptance of their products in the market and about their performance in terms of sales or profits. In addition, start-up investments require a higher financing volume than early follow-up and expansion investments. Therefore, there should be a negative relationship between firm age and loan financing according to pecking order theory (Petersen and Rajan, 1994) . Higher financing needs and a lower probability of receiving external financing generate opposing influences on the structure of start-up financing.
Start-ups and young enterprises are largely dependent on their owners and the boundaries between firms as organisations and entrepreneurs as persons are often not clear-cut (Astebro and Bernhardt, 2003; Cassar, 2004) . Financing decisions of young firms thus rely disproportionately on the preferences of the business founders, e.g. regarding risk and control over the firm (Bhaird and Lucey, 2010; Ang, 1992; Storey, 1994; Heger and Tykvova, 2009; Frielinghaus et al., 2005) . Entrepreneurs' personal characteristics like gender, age, migration background or start-up experience are often included into empirical analyses of start-up financing (e.g., Achleitner et al., 2011; Kohn and Ullrich, 2010; Winston Smith, 2010; Coleman and Robb, 2009; Cassar, 2004; Blanchflower et al., 2003; Verheul and Thurik, 2001; Cavalluzzo and Cavalluzzo, 1998) .
Another special aspect of start-up financing is the fact that external means are rather diversified compared to the financing mix of mature firms. A considerable share of business startups employs informal capital from family and friends besides financial means of the founders (Cole, 2008; Cosh et al., 2009; Eckhardt et al., 2006; Gompers and Lerner, 2006; Hagen et al., 2011; Hutchinson, 1995; Kohn and Spengler, 2008) . In addition, start-up promotion by government and public financing programmes are readily available in Germany. This institutional setting may divert young firms' debt shares from those predicted by traditional financing theories.
An analogous argument as to the close connection between entrepreneurs as persons and firms as organisations applies to R&D activity. Usually, founders themselves decide about expenditure on R&D devoted to their business ideas. The decisions can again be expected to be influenced by human capital components such as educational background or previous business experience. Furthermore, entrepreneurs' risk aversion can play a role in face of the uncertain outcome of R&D activity. However, Heaton and Lucas (2004) argue that a substitution of internal financing by debt lowers entrepreneurs' personal exposure to firms' idiosyncratic risk, increasing the incentive to carry out a risky R&D project. According to Hellmann and Puri (2000) the use of outside equity induces young firms to introduce innovative products to the market faster than firms obtaining financial means from other sources of financing. The sample of the KfW/ZEW Start-up Panel is stratified by three criteria: industry (10 sectors as defined in Table 6 
Financing Structure of Young Firms
In the course of the survey interview, firms are asked to indicate the amount of money they spent, on the one hand, on investment in fixed assets and, on the other hand, on operating costs. Both data are measured for the calendar year prior to the survey year. Expenditure on investment and operating costs sum up to firms' total financing needs. On average, financing needs of young German firms amount to about 112,000 Euro per year. The median amounts to only 36,000 Euro. Therefore, the distribution of financing needs is highly skewed to the right.
One reason for this observation is the fact that financing needs also contain salaries for employees-while 45% of all young firms do not have any employees. Moreover, in case of sole proprietorships or private companies, owners' income is paid from firms' profits and is not part of operating costs. As a consequence, many firms have only small financing needs: 37%
of firms exhibit financing needs of 20,000 Euro or less per year.
With respect to the sources of financing, the questionnaire follows a two-stage approach. At the first stage, three types of financial resources are distinguished: revenues generated from sales or retained earnings, founders' own means (such as personal savings used for firm startup), and capital from external third-party providers. Firms indicated whether or not they used the different sources and-if so-the shares of total financing needs covered by the respective sources. At the second stage, the questionnaire differentiates nine sources of external financing: overdraft credits, long-term bank loans, promotional loans from KfW or financial institutions of the German states, gifts and loans from relatives and friends, subsidies from the Federal Employment Agency, equity capital, mezzanine capital, and other sources of external financing. 5 Again, firms are asked to indicate whether or not they used particular sources to cover their external financing needs, and the corresponding volume shares in external capital from third-party providers.
6 Table 1 summarises firms' financing structure. 92% of firms generate revenues from sales (first column of Table 1 ) and on average, firms cover three fourths of their financing needs by this source (second column of Table 1 ). The median of this share amounts to 100%, i.e. operating costs and expenditure for investments are usually financed completely from internal sources. On the other hand, the 10 th percentile of this value is equal to 5%. During their first years of existence a significant percentage of young firms in Germany cover only a small share of their expenses via sales revenues.
Financial means provided by firms' owners are the second most important source of finance.
46% of firms use this source and the average volume share is 18% of a firm's total expenditure. Capital from third-party providers is used by 27% of firms. Related to all firms, the average share of third-party capital in total financing is about 8%. However, the importance of third-party capital varies significantly among firms. If we confine our sample to those firms which actually use at least one third-party capital provider, the average share reaches a value of 37% and 10% of firms in this reduced sample cover at least 88% of their financing needs by capital from third parties. Among the various sources of external finance from third parties, traditional bank loans (overdraft credits and long-term bank loans) are of particular importance. Among those firms which actually use capital from third parties, 70% use bank loans (lower panel of Table 1 ). On average, bank loans account for 58% of total third-party financing. A corresponding 11% of firms benefit from promotional loans (from KfW or institutes of the states). 6% of external capital from third parties is, on average, allocated to promotional loans.
Gifts and loans from relatives and friends as well as start-up subsidies from the Federal Employment Agency also contribute notably to external financing. The average share of thirdparty capital that is provided by relatives and friends amounts to 17%, subsidies from the Federal Employment Agency for formerly unemployed persons average to 16%. Yet the amount of subsidies from the Federal Employment Agency is usually small. For individual firms, these subsidies may play a substantial role in financing, in particular for very small firms set up by formerly unemployed persons. However, regarding the total volume of financial capital young firms are endowed with, subsidies for unemployed persons play a subordinate role.
Equity capital from venture capital companies or business angels (including mezzanine capital) accounts for only a small average share in third-party financing (4%). This result is due to the fact that only 6% of firms receiving capital from third parties are financed by venture capital companies or business angels. Nevertheless, those firms which actually benefit from equity capital may receive a substantial amount of money from venture capital companies for financing R&D activities.
In the econometric model in section 4, financial leverage is measured by the share of loan financing in total financing needs. Loan financing combines four sources of financing: overdraft credits, long-term bank loans, and promotional loans from KfW and from financial institutions of the German states. The last row of Table 1 displays that 74% of all firms using external capital from third-party providers rely on loan financing. Loans account for the lion's share of third-party financing: About 64% of total third-party capital stems from bank loans or promotional loans.
R&D Activities in Young Firms
13% of the firms carried out own R&D activities in the year of observation. Firms with R&D activities spend an average of 24,300 Euro per annum on R&D (Table 2) . Expenditure on R&D includes expenses for investments in machinery or facilities for R&D projects, labour costs for personnel involved in R&D activities, and payments to third parties for R&D contracts. The distribution of R&D expenditure is highly skewed to the right: One half of firms with own R&D activities spend 10.000 Euro or less on R&D, whereas the one percent of firms with highest R&D expenditure spends 200.000 Euro or more. In the econometric model below we analyse firms' R&D intensity as defined by the ratio of R&D expenditure to total sales. This measure scales different firm sizes in the analysis of R&D activity. As reported in Table 2 , the mean R&D intensity of firms with own R&D activities is 25%, the corresponding median 7%. However, since the firms in our sample are very young, there are firms whose expenditure on R&D even exceeds the volume of total sales (2.5% of firms with own R&D activities). In some firms the development of new products or services lasts several years, with high R&D expenditure going hand in hand with only a small-sized volume of sales during firms' initial years.
Relationship of R&D and Financial Leverage
Table 3 summarises the observed relationship between loan financing and R&D activities.
First, we divide our sample into two groups -firms with R&D activities and firms that are not engaged in R&D -and compare the distribution of financial leverage for these two groups of firms. Second, we compare the distribution of R&D intensity for those firms that use loan financing with the distribution among firms that do not use loan financing.
As reported in the upper panel of Table 3 , the mean share of loan financing is higher in the group of firms without R&D activities. This is true for both the complete sample and the reduced sample of those firms that actually use loan financing. However, the difference in means is statistically significant only in the latter case. Non-parametric Kolmogorov-Smirnov tests for stochastic dominance consider additional moments of the distributions (see Conover, 1999: 456ff.) . We test three hypotheses: (1) whether the distribution of financial leverage is different for firms with and without R&D activities at all, (2) whether the distribution of leverage among firms conducting R&D first order stochastically dominates the distribution of leverage among firms without R&D activities, and (3) the reverse case. In case of the complete sample, all three hypotheses have to be rejected. However, among firms with loan fi- nancing, the first and the third hypothesis cannot be rejected: In bivariate comparison, firms without R&D expenditure use a higher share of loan financing.
The lower panel of Table 3 displays corresponding results for the distributions of R&D intensity among firms with and without financial leverage. While we observe a lower mean of R&D intensity among firms that use loan financing, the difference is not statistically significant. In addition, the Kolmogorov-Smirnov tests reject all three hypotheses of stochastic dominance in case of the complete sample. Yet in the small subsample of firms which actually do R&D, we find that the distribution of R&D intensity of firms without loan financing significantly dominates the distribution of R&D intensity of firms with a positive financial leverage:
In bivariate comparison, firms that do not use loan financing have a higher R&D intensity.
In summation, descriptive statistics show a negative relationship between loan financing and R&D activities of young firms. This result corresponds to previous studies demonstrating that loan financing plays a subordinate role for the financing of R&D activities. Firms may rather rely on other sources like sales or retained earnings from previous years (i.e. internal financing) or, in the case of high-tech start-ups, on venture capital. Whether this result also holds in a multivariate context is examined in the regression analysis below.
Operationalisation of Explanatory Variables
The literature review in section 2 emphasises that both financial leverage and R&D intensity are determined by firm-specific characteristics like firms' tangible and intangible assets, and by specifics of the entrepreneurs such as human capital variables. We operationalise explanatory variables as follows.
Firm size is captured by the (logarithmic) number of employees including the (team of) founder(s), measured in full-time equivalents. Since the size effect is likely to be non-linear, we also include the squared value. In addition, a dummy variable characterises firms that were set up by a team of founders. Firm age is covered by a set of dummy variables indicating firms between one and four years of age.
We measure profitability by the ratio of profits to total sales. Since firms can experience losses in single years of observation, this ratio can be negative. The composition of a firm's profit depends on the legal form of the firm: In case of a private company or partnership the income of the entrepreneur is a part of the firm's profit. On the contrary, managing partners of an incorporated firm receive a salary and the firm's profit is calculated net of entrepreneurs' income. As a result, the profit-to-sales ratio may vary between firms with different legal forms.
In order to account for this effect, we interact the profitability measure with a dummy variable for incorporated companies. The latter variable enters the regression equations as an additional control variable.
Tangibility of assets is approximated by expenditure on investments in fixed assets over total financing needs. Tangible assets can serve as collateral for loans and so can entrepreneurs' personal wealth. We measure entrepreneurs' personal wealth as the value of assets like personal bank deposits, bonds or real estate, net of personal debt not linked to entrepreneurial activities. Personal wealth is divided by firms' total financing needs. This measure indicates the share of a year's financing needs that can be covered by entrepreneurs' personal wealth.
Intangible assets are first measured by a dummy variable indicating whether or not firms have at least one employee working in an occupation that requires a university degree. This measure mirrors human capital among firms' employees. Second, R&D intensity itself serves as a proxy for intangible assets in the financing equation. Expenditure on R&D includes investment in machines required to conduct R&D projects. However, the majority of R&D expenditure is allotted to personnel expenses (Rammer, 2009 ). Thus, R&D intensity is appropriate to approximate the share of sales a firm spends on the creation of knowledge to gain, e.g., a
competitive advantage due to a newly developed technology. Both R&D intensity and human capital of firms' employees are decisive for the future development of young firms, so these two variables can also be interpreted as proxies for future growth opportunities.
However, human capital of the founders themselves might be even more important for future growth perspectives of young and small firms. Our regression models thus contain a dummy variable characterising firms in which at least one member of the team of founders has obtained a university degree. General working experience of the entrepreneurs is measured by their age (in logarithmic years). In addition, we distinguish three groups of entrepreneurs with respect to previous entrepreneurial experience: (1) those who had never started a business before; (2) those with only negative entrepreneurial experience in the sense that all former firms of the entrepreneurs failed and exited from the market; and (3) those with positive entrepreneurial experience, i.e. successful entrepreneurs who had founded at least one other firm in the past which would still be run by the entrepreneur or had been handed over to a successor or sold to an investor.
Entrepreneurs are further discriminated according to their start-up motives. We employ a standard necessity-opportunity dichotomy based on founders' own assessment. Necessity entrepreneurs start their businesses in lack of other employment alternatives, primarily in order to end unemployment or to circumvent foreseeable unemployment. In contrast, opportunity entrepreneurs are motivated primarily by the chance to commercialise a particular business idea or because they aspire to work independently. The vector of entrepreneur-specific variables is completed by two dummy variables indicating firms that were founded by female entrepreneurs and entrepreneurs with a migrational background, respectively.
Finally, our regressions include sets of dummy variables for the stratification criteria industry sector (ten sectors described in Table 6 in the appendix), year of survey wave (observation in the years 2007 and 2008), and promotion by KfW. Table 9 in the appendix documents the wording in the questionnaire for all explanatory variables and also reports mean and median values based on those observations that enter the regressions.
Regression Analysis
Determinants of Financial Leverage: Single Equation Approach
Since many firms do not use loan financing, the distribution of loan share has a masspoint at the value of zero. Following Wooldridge (2001: 517ff.), we use type I Tobit models to estimate the determinants of the corner solution outcomes (1) and (2) in Table 4 . Specification (1) includes a full set of firm and entrepreneur-related characteristics. As expected, the financing decision is related to several characteristics of the young firm. In particular, we find a concave effect of firm size: the higher the number of employees in small firms, the higher is the share of loan financing because young firms need to cover wage costs by external capital. Yet larger firms realise more sizable sales which contribute to covering wage costs and so the effect diminishes in larger firms. The effect of firm age is monotonically negative. The necessity of loan financing declines when firms mature and generate more sales to be used as an internal financing source. Incorporated firms have a lower share of loan financing because compulsory capital contributions of the owners can be used to finance initial investments and first operating costs. In addition, asset tangibility plays an important role: the higher the share of financed investments in total financing needs, the higher is the share of loans in the financing mix. Apparently, fixed assets are in fact used as collateral in loan financing. In contrast, there are no significant effects of firm profitability or the existence of high-skilled employees. Human capital of the employed personnel does not influence firms' financing structure.
This also holds true for human capital of the founders themselves: university graduates use neither more nor less loan financing than non-academic starters. What is more, all other included indicators for founders' socio-demographics turn out insignificant as well. Neither gender nor migrational status, neither general nor specific entrepreneurial experience contribute to explaining financial leverage. However, necessity entrepreneurs use less loan financing than opportunity entrepreneurs. On the one hand, starters from unemployment are often eligible for start-up subsidies. On the other hand, necessity entrepreneurs rely on informal money from family and friends to a higher degree. The effect of founders' personal wealth on the share of loan financing is significantly negative. More wealthy entrepreneurs can put higher amounts of own money into their business and therefore reduce the necessity of using loans to meet given financial needs.
Controlling for a broad range of firm and entrepreneur-related characteristics, there are only few differences with respect to industry. Compared to firms operating in the reference industry 'consumer-oriented services', software firms and technology-intensive service firms have a lower share of loan financing. Start-ups in these industries often require specific human capital and produce intangible assets. This reduces the extent of loan financing.
Finally, the effect of R&D intensity estimated in specification (1) It is therefore valid to leave out insignificant personal characteristics from the estimation. Table 4 specifically leaves out age of the entrepreneur from the list of covariates. This exclusion also makes sense from an economic point of view. From a demandside perspective, business starters direct the financing structure to the needs of their projects and -controlling for other personal characteristics such as industry experience -start-up projects do not differ systematically between age groups. From a supply-side perspective, banks focus on the expected quality of the project and the reliability of the entrepreneur. They may take human capital of the entrepreneur, and in particular educational attainment and previous start-up experience, as a signal for creditworthiness (Werner, 2007) . Yet within the range of prime age, age itself plays no role.
Specification (2) in
The coefficients estimated in specification (2) -including the effect of R&D intensity -do basically not differ from those estimated in specification (1). This result substantiates the exclusion restriction discussed above. 
Determinants of R&D Intensity: Single Equation Approach
Turning to the determinants of R&D intensity, we note that the distribution of R&D intensity rdint i also has a mass point at the value of zero because the majority of young firms do not conduct own R&D activities. We thus specify (1) and (2) of Table 5 First of all, there are considerable differences across industries. Firms operating in cuttingedge or high-technology manufacturing, in technology-intensive services, or in the software industry have a higher R&D intensity. This result reflects the definition of high-tech industries which explicitly uses the (industry average) ratio of R&D expenditure to total sales (cf. Table 6 in the appendix). However, there is also sizeable heterogeneity within the non-hightech sector. Non-high-tech manufacturers and skill-intensive service firms have a higher R&D intensity than firms in the reference sector 'consumer-oriented services', while the lowest R&D intensity is observed in the construction industry.
In addition to industry differences, both firm characteristics and personal characteristics of the entrepreneurs play a significant role in both specifications (1) and (2). We find an inverted Ushape pattern for the effect of firm size: on the one hand, small firms with no or very few employees do usually not employ research personnel and seldom conduct R&D projects. On the other hand, research expenditure declines in relative terms as firms grow large. Incorporated firms, which usually have a more formalised organisational structure than non-incorporated firms, have a higher R&D intensity. A higher share of investment costs in total financing needs also comes along with a higher R&D intensity: physical capital and R&D activity are often complements in firms' production process. Investments in large, specialised machinery for R&D purposes clearly increase the amount R&D expenditure.
Moreover, engagement in R&D requires some human capital intensity. As a consequence firms founded by academic entrepreneurs as well as those employing workers with a university degree are significantly more R&D-intensive. Founders' previous entrepreneurial experience -both positive and negative -also comes along with a higher R&D intensity. Apparently, experienced entrepreneurs judge the importance of R&D more easily and put a higher weight on their own R&D activities. Firms run by female entrepreneurs are slightly less inclined to do R&D, and so are firms started by older entrepreneurs. On the contrary, personal wealth of the founders has no effect on R&D intensity. The decision to do R&D and the extent of necessary R&D expenditure are closely related to the business idea itself and the knowledge intensity of the involved technology. With respect to the evolution of researchbased business ideas, human capital is more important than private wealth. As it turns out, the estimated coefficient of private wealth is both negligible in size and statistically insignificant.
Consequently, it is reasonable to exclude the private wealth variable from the R&D equation.
Estimates from the reduced specification (2) in Table 5 are basically the same as the results from the baseline specification (1).
Controlling for firm and entrepreneur-related characteristics, the effect of loan share on R&D intensity turns out negligible and statistically insignificant in both specifications (1) and (2).
Comparing this result to the negative correlation observed in bivariate comparison emphasises the importance to account for selection based on third-party variables.
Accounting for Simultaneity of Financial Leverage and R&D Intensity
The selection based on observable characteristics is such that firms opt for a particular financing structure and, at the same time, choose an R&D regime. Looking at, for instance, the effect of incorporation, the necessity for loan financing goes down (due to equity financing of the owners). At the same time, corporate firms are more R&D intensive than non-incorporated ones. Disregarding the effects of firm and entrepreneur-related differences results in a spuriously negative correlation between R&D intensity and the share of loan financing. However, it is likely that both variables of interest are additionally affected by common unobserved shocks. In this case, the error terms of equations (1) and (2) would be correlated across equations.
In order to account for this possibility, we employ a bivariate Tobit model and estimate equations (1) and (2) ρ . Identification is achieved by excluding age of the entrepreneur from equation (1) and personal wealth from equation (2). As discussed above, age of the entrepreneur is significantly correlated to R&D intensity but can reasonably be assumed to have no effect on the share of loan financing. Analogously, entrepreneurs' private wealth has an effect on financing decisions but is not related to R&D intensity. Estimated coefficients for the two equations are displayed in columns (3) of Table 4 and Table 5, Our central result is related to Savignac's (2008) finding that the existence of financing constraints restrains the probability of innovation activities. However, the recursive probit approach chosen by Savignac restricts the relationship of financing and innovation to be onedirectional. The same drawback holds for the probit approach of Winston Smith (2010) , who estimates the probability of patents, instrumenting financial leverage. Baldwin et al. (2002) estimate regressions for both the share of long-term debt and R&D investment of Canadian firms, and report a negative relationship between these two variables. This finding differs from our key result. The likely reason is that, while employing 2 SLS estimations to instrument both variables of interest, Baldwin et al. (2002) do not estimate their equations simultaneously and thus disregard the negative cross-equation correlation.
Conclusion
R&D activities are a decisive mean for newly founded firms to gain a competitive advantage over their rivals and to establish themselves in the market. However, R&D activities incur high costs that are difficult to bear in particular for young firms (Hall, 2002; Hall and Learner Learner, 2010) . Expenditure on R&D often exceeds young firms' internal financing capacity and induces firms to draw on external financing. The interrelation of R&D activities and financial leverage as measured by the share of loan financing in total financing needs is at heart 20 of this paper. Our empirical analyses are based on the first two survey waves of the KfW/ZEW Start-up Panel, a unique data set on business start-ups in Germany that combines firm information with entrepreneur-related specifics.
Single-equation estimates of the financing equation reveal that the share of loan financing is mainly determined by firm-specific variables derived from traditional theories of corporate finance like static trade-off theory or variants of the pecking order hypothesis (cp. Chang et al. 2009 ). Entrepreneur-specific variables only play a subordinate role for explaining firms' financial leverage. Given the importance of the entrepreneur in newly founded firms, this result is surprising at first sight. However, it shows that from a demand-side perspective, founders' financing preferences are strongly guided by the requirements of their start-up projectswhich are in turn captured by the broad set of firm variables (Kohn and Ullrich, 2010) . From a supply-side perspective, banks may take observable characteristics of the founders as an initial signal for creditworthiness, but the importance of this signal declines rapidly even in the first few years of firms' existence. On the contrary, both firm-specific and entrepreneurspecific variables are decisive for the level of a firm's R&D intensity. We conclude that financial leverage and R&D activity are in fact interdependent and positively related. One drawback of present study is the cross-sectional set-up of the empirical analysis. Future research aiming at the innovation-financing relationship may use longer-term panel data sets which would allow researchers to examine changes of young firms' capital structure over time, and to analyse how these changes might be traced back to R&D activities in the past. Numbers referring to firms conducting own R&D activities. R&D intensity measured as expenditure on R&D over total sales. R&D expenditure and total sales are trimmed by excluding values above the 99th percentiles.
21
Data source: KfW/ZEW Start-up Panel. 
