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Abstract
The extraordinary complexity of turbulence has motivated the study of some of its key
features in flows with similar structure but simpler or even trivial dynamics. Recently,
a novel class of such flows has been developed in the laboratory by applying multiscale
electromagnetic forcing to a thin layer of conducting fluid. In spite of being stationary,
planar, and laminar these flows have been shown to resemble turbulent ones in terms of
energy spectra and particle dispersion. In this thesis, some extensions of these flows are
investigated through simulations of a layer-averaged model carried out using a bespoke
semi-Lagrangian spline code. The selected forcings generalise the experimental ones by
allowing for various kinds of self-similarity and planetary motion of the multiple scales.
The spatiotemporal structure of the forcings is largely reflected on the flows, since they
mainly arise from a linear balance between forcing and bottom friction. The exponents
of the approximate power laws found in the wavenumber spectra can thus be related to
the scaling and geometrical forcing parameters. The Eulerian frequency spectra of the
unsteady flows exhibit similar power laws originating from the sweeping of the multiple
flow scales by the forcing motions. The disparity between fluid and sweeping velocities
makes it possible to justify likewise the observed Lagrangian power laws, but precludes
a proper analogy with turbulence. In the steady case, the absolute dispersion of tracer
particles presents ballistic and diffusive stages, while relative dispersion shows a super-
quadratic intermediate stage dominated by separation bursts due to the various scales.
In the unsteady case, the absence of trapping by fixed streamlines leads to appreciable
enhancement of relative dispersion at low and moderate rotation frequency. However,
the periodic reversals of the large scale give rise to subdiffusive absolute dispersion and
severely impede relative dispersion at high frequency.
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Chapter 1
Introduction
The problem of turbulence is an enduring one. Although its importance and some of its
difficulties were realised over a century ago, its current understanding is still far from
satisfactory, despite the efforts of some of the brightest scientists ever. In recent times,
much has been learnt about the characteristics of turbulence by virtue of revolutionary
improvements in experimental techniques and computational capacity. However, there
has been no real theoretical breakthrough since the fundamental ideas were laid in the
first half of the twentieth century. Moreover, even the most sophisticated endeavours to
unravel the statistical dynamics of turbulence have not been truly successful to date.
Given the extraordinary difficulty of the turbulence problem, a sensible strategy is
to first address simpler related problems, like those concerning the kinematic features
of turbulent flows and their impact on the transport of fields and particles. It is hoped
that the insight gained by solving subproblems of this kind may contribute towards the
development of a consistent theory of turbulence. For example, the problem of advection
of a passive scalar field has recently yielded to analysis (see Shraiman and Siggia, 2000;
Falkovich et al., 2001), and the methods used for scalar turbulence are now being tested
on turbulence itself (Chertkov et al., 1999). The scalar problem was actually solved for
the Kraichnan (1968) model, that is, for Gaussian random flows with spatial structure
akin to that of turbulence but with no temporal structure. Besides this model, synthetic
flows with turbulentlike kinematic features have proved useful for turbulence research.
Kinematic simulation is often used as an economic alternative to direct numerical
simulation for investigating particle transport in turbulent flows (Fung et al., 1992;
Elliott and Majda, 1996). The simplest kinematic simulations attempt to emulate the
spatiotemporal structure of turbulence by combining a large number of Fourier modes
with suitably selected amplitudes, wave vectors, and frequencies. Of course, kinematic
12
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simulations can only imitate those characteristics of turbulent flows that are not overly
dependent on the underlying dynamics. In fact, a virtue of kinematic simulation is that
it enables modifying the structure of the hydrodynamic fields at will in order to assess
its relationship with various statistical properties.
A new class of quasi-two-dimensional laminar flows with turbulentlike aspects has
recently been introduced by Rossi, Vassilicos, and Hardalupas (2006a). In contrast with
standard kinematic simulations, these synthetic flows can be realised in the laboratory
with ease by applying multiscale electromagnetic forcing to a thin layer of conducting
fluid. The experimental investigations of steady flows of this type have indeed revealed
similarities with turbulent flows with respect to energy spectra and particle dispersion
(see Rossi et al., 2006a,b, 2007). Their wavenumber spectra and Lagrangian frequency
spectra oscillate around power laws that are reminiscent of those predicted by the 1941
similarity theory of Kolmogorov and its extensions. Likewise, the ways in which these
flows disperse single particles and particle pairs appear analogous to those described
by Taylor (1922) and Richardson (1926) for turbulent flows. These remarkable features
necessarily arise from the multiscale nature of the forcing and have been related to the
fractal properties of the velocity field. However, the geometric theories put forward to
explain them have not been properly verified because the experimental setup does not
allow for significant changes in the flow structure. The resemblances to turbulent flows
are in any case surprising considering that the flows are steady, planar, and laminar.
In this dissertation, I investigate the spatiotemporal properties of some theoretical
extensions of the electromagnetically controlled multiscale flows of Rossi et al. My first
aim is to give clear explanations for the spectral and particle dispersion characteristics
of the laboratory flows. My second, broader aim is to provide an understanding of how
the basic structural ingredients of multiscale planar flows combine and give rise to their
Eulerian and Lagrangian statistical properties. My studies are primarily computational
and rely on a two-dimensional model for shallow flows driven by horizontal forces and
on a bespoke semi-Lagrangian spline code. The forcing configurations that I consider
generalise the experimental one with regard to geometrical self-similarity and temporal
dependence, and are capable of generating flows with substantially different structure.
I first examine the spatiotemporal features of mono- and multiscale steady flows and I
then exploit the resulting insight throughout the analysis of unsteady flows.
The results for steady flows are for the most part consistent with the experimental
findings. The wavenumber and Lagrangian frequency spectra of steady multiscale flows
show approximate power laws that reflect the self-similarity of the forcing. For weakly
forced flows, the spectral exponents can be directly linked to the forcing parameters by
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virtue of the roughly linear fluid response. The Lagrangian spectra of steady flows also
show low-frequency plateaus associated with motions far away from the applied forces.
The absolute dispersion of tracer particles complies with Taylor’s analysis and features
ballistic and diffusive regimes for short and long times. Relative dispersion presents an
additional stage dominated by separation bursts caused by the straining regions of the
different scales. However, because of the trapping by fixed streamlines, the separations
due to the small scales are not significantly augmented by the larger scales, and so this
stage is qualitatively different from the Richardson regime of turbulent flows.
The unsteady extensions of the original multiscale flows are periodic flows created
by rotating the various forcing scales in a planetary fashion. These motions give rise to
many topological transitions, but have a minor effect on the scaling of the wavenumber
spectrum, which is still directly related to that of the forcing. The forcing rotations do
have marked effects on the Eulerian and Lagrangian frequency spectra. The dominance
of the sweeping by the large-scale rotation results in analogous scaling of the Eulerian
frequency and wavenumber spectra. The Lagrangian spectrum behaves likewise for fast
rotation, while it resembles the stationary spectrum for very slow rotation. Because the
forcing motions do not generally match those of the fluid, the Lagrangian velocities are
no more persistent than the Eulerian ones. In this sense, the considered forcings fail to
generate a faithful representation of the type of sweeping appearing in turbulent flows.
The particle dispersion properties of the flows are also much affected by their peculiar
time dependence. The ballistic absolute dispersion regime is followed by a subdiffusive
stage originating from the periodic reversals of the large-scale velocity, which lead to a
form of trapping in the period map. Relative dispersion suffers similar deceleration for
fast rotation, but for slow rotation it is notably increased compared to the steady case.
This enhancement is due to the absence of trapping by fixed streamlines, which allows
particle pairs to be separated by the multiple scales. Still, the periodic reversals cause
the dispersion to saturate and seemingly impede proper Richardson-like behaviour.
The complete analysis of steady and unsteady mono- and multiscale flows succeeds
in furnishing an understanding of their spectral and particle dispersion characteristics.
The theories for steady multiscale flows apply for the most part to the laboratory flows
and explain many of their turbulentlike properties. The theories for unsteady flows are
in general more qualitative owing to the complexity of the forcings and of the resulting
fluid element trajectories. Nonetheless, the theories justify the observed features as well
as their change with the forcing parameters, and are thus suitable for their control. The
attained insight actually suggests ways of modifying the forcing motions so as to create,
numerically or experimentally, analogous flows with further turbulentlike aspects.
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The structure of this thesis is as follows. In chapter 2, I review some of the relevant
classical works in turbulence and outline some results about its structure and statistics
obtained or verified using kinematic simulation. After that, I introduce the laboratory
multiscale flows of Rossi et al. and summarise their turbulentlike kinematic properties.
In chapter 3, I describe the two-dimensional layer-averaged model that I adopt for my
extensions of the laboratory flows. I thoroughly discuss the modelling assumptions and
limitations, and I also present a family of stationary axisymmetric solutions that serve
to illustrate the fluid response to weak forcings of different length scale. In chapter 4, I
describe the semi-Lagrangian spline method that I use for solving the model equations.
I explain in detail the spatial and temporal discretisations and I provide a comparison
between measurement and simulation for one of the laboratory flows. In chapters 5 and
6, I present the investigations of the spatiotemporal properties of steady and unsteady
multiscale flows. In each case, I first define the forcing configurations and comment on
the topology and the broad features of the flows that they produce. I then analyse their
spectral and particle dispersion characteristics, trying to explain them in simple terms
and comparing them with those of turbulent flows and standard kinematic simulations.
Lastly, in chapter 7, I recapitulate the most important results of this work and provide
suggestions for applications and further developments.
Chapter 2
Background
In this chapter, I introduce multiscale two-dimensional flows in the context of kinematic
studies of turbulence. I begin by reviewing some of the classical results concerning the
spatiotemporal structure of turbulence, focusing on wavenumber and frequency spectra,
temporal correlations, and particle dispersion. Next, I present kinematic simulation as
a convenient tool for investigating statistical features related to the flow structure. To
illustrate this, I outline some results relating the fractal properties of the velocity field
to the spectral and particle dispersion characteristics. Finally, I present the laboratory
multiscale flows of Rossi et al. and describe their surprising turbulentlike aspects, which
motivate the study of multiscale planar flows beyond the experimental limitations.
2.1 Turbulent flows
Turbulence is difficult to define precisely, mainly because it is not yet fully understood.
Most proposed definitions list some of the common properties of all turbulent flows and
include some reference to the dynamics that presumably generate them. For example,
according to Bradshaw (1971),
Turbulence is a three-dimensional time-dependent motion in which vortex
stretching causes velocity fluctuations to spread to all wavelengths between a
minimum determined by viscous forces and a maximum determined by the
boundary conditions of the flow. It is the usual state of fluid motion except
at low Reynolds numbers.
The dynamics of turbulence are dissipative and nonlinear, and necessarily involve three-
dimensional rotational flow. Moreover, turbulent flows are chaotic to such an extent that
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they are practically unpredictable and their study requires statistical methods. Apart
from irregularity, perhaps the most noticeable characteristics of turbulent flows are the
broad continuous ranges of spatial and temporal scales they present and their increase
of the diffusion of particles or fields. Below, I summarise the basic concepts and results
relating to these properties, which are used or referred to throughout this thesis.
2.1.1 Spectral densities
The distribution of turbulent fluctuations across scales is usually quantified in terms of
the Fourier power spectrum of velocity. This is particularly so for isotropic turbulence,
on which I concentrate here. In this idealised turbulence without statistical inhomo-
geneities or distinguished directions, the one-dimensional wavenumber spectrum E(κ)
adequately describes the turbulent energy associated with each inverse length scale (see,
e.g., Batchelor, 1953). Similarly, the Eulerian ΦE($) and Lagrangian ΦL($) frequency
spectra represent the energy of velocity fluctuations of a given frequency (Tennekes and
Lumley, 1972). In the Eulerian case the fluctuations are watched at fixed points in space,
whereas in the Lagrangian case they are observed while following fluid elements. The
three spectral densities integrate to the specific kinetic energy of the flow,
1
2
〈|u|2〉 = 1
2
υ2 =
∫ ∞
0
E(κ) dκ =
∫ ∞
0
ΦE($) d$ =
∫ ∞
0
ΦL($) d$. (2.1)
Here, the angular brackets indicate ensemble averaging, u and υ denote the fluid velocity
and rms speed, and κ and $ stand for wavenumbers and frequencies.
In highly turbulent flows the spectral densities decay gradually over broad ranges of
wavenumbers or frequencies. The following arguments for justifying the shapes of the
different spectra are based on the cascade phenomenology. In this standard picture of
turbulence there is a continuous flux of energy from the large scales, where it is injected,
to the small scales, where it is viscously dissipated. In stationary turbulence, that is,
homogeneous in time, the average rate of dissipation per unit mass, , must equal the
injection rate and the energy flux. Physically, the energy transfer across scales takes
place by continuous distortion or fragmentation of larger eddies into smaller ones, until
becoming small enough to be quickly dissipated by viscosity. On dimensional grounds,
the length and time scales of the smallest eddies can be estimated as ε−1/4ν3/4 and
ε−1/2ν1/2, where ν is the kinematic viscosity. These estimates show that, in flows with
fixed energy input, the ranges of active scales broaden with decreasing viscosity.
It is an established fact that the wavenumber spectrum of turbulence approximately
decays as a power law with exponent −53 in a so-called inertial subrange lying between
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the scales of energy injection and dissipation (see, e.g., Saddoughi and Veeravalli, 1994).
This law follows from Kolmogorov’s 1941 universal equilibrium theory of the small-scale
structure, which predicts an inertial subrange spectrum of the form
E(κ) ∝ ε2/3κ−5/3. (2.2)
The fastest way to arrive at this law is to assume that the details of how the energy is
injected at the large scales and dissipated at the small scales are not important within
the inertial subrange. Postulating instead that the inertial spectrum depends only on
the energy flux and the local wavenumber κ leads to the −53 law by dimensional analysis.
The eddies described by the above inertial law also have associated dynamical time
scales, which are indicative of their lifetimes as they drift in the fluid. The Lagrangian
frequency of inertial eddies of wavenumber κ can again be estimated dimensionally as
ε1/3κ2/3. Combined with the −53 law, this relation between wavenumber and frequency
yields the inertial Lagrangian frequency spectrum
ΦL($) ∝ ε$−2. (2.3)
Inoue (1950) first formulated this law as the constancy of turbulent energy with respect
to characteristic period. This scaling of the Lagrangian spectrum has been corroborated
by measurements of atmospheric turbulence (Hanna, 1981) and is also suggested by
high-resolution numerical simulations of isotropic turbulence (Yeung, 2001).
Observed from a fixed position, an eddy may disappear not only if it ceases to exist,
but also if it is swept away by the surrounding fluid. Taking the advecting velocity to
be the rms velocity υ, the Eulerian frequency associated with the sweeping of an eddy
of wavenumber κ is υκ. This frequency is higher than the dynamical frequency ε1/3κ2/3
for sufficiently large κ. In particular, the sweeping frequency of the dissipative eddies is
higher than the dynamical one by a factor of υε−1/4ν−1/4. Therefore, in highly turbulent
flows, the Eulerian frequencies of sufficiently small inertial eddies should be dictated by
the sweeping effect. For this inertial-advective frequency subrange, the −53 law and the
relation between wavenumber and Eulerian frequency give the spectrum
ΦE($) ∝ υ2/3ε2/3$−5/3. (2.4)
This law and the preceding ideas were put forward by Tennekes in 1975 to interpret
Eulerian and Lagrangian measurements of grid-generated turbulence. His main point
was that, owing to the advection of small eddies by large-scale velocities, the Eulerian
2 Background 19
spectrum decays slower and extends to higher frequencies than its Lagrangian counter-
part. This phenomenon has been observed in experiments (Hanna, 1981) and numerical
simulations (Yeung and Pope, 1989), although the precise inertial-advective scaling of
the Eulerian spectrum has not been properly validated to date.
2.1.2 Temporal correlations
The fundamental differences between the Eulerian and Lagrangian perspectives are also
patent in their corresponding temporal correlation functions (see Tennekes and Lumley,
1972). For stationary turbulence, the Eulerian RE(t) and Lagrangian RL(t) temporal
correlations of velocity are defined as
RE(t) = 〈u(0) · u(t)〉, RL(t) = 〈v(0) · v(t)〉. (2.5)
Here, v stands for the velocity of fluid elements as opposed to the velocity u at fixed
spatial positions. The temporal correlations are related to the frequency spectra by the
Wiener–Kinchin formulae
RE(t) =
∫ ∞
−∞
ΦE($) cos$td$, ΦE($) =
1
2pi
∫ ∞
−∞
RE(t) cos$tdt, (2.6a)
RL(t) =
∫ ∞
−∞
ΦL($) cos$td$, ΦL($) =
1
2pi
∫ ∞
−∞
RL(t) cos$tdt. (2.6b)
These relations together with the spectral scalings (2.3) and (2.4) lead to the following
decay laws for the correlations,
RE(0)−RE(t) ∝ υ2/3ε2/3t2/3, RL(0)−RL(t) ∝ εt, (2.7)
which apply to intermediate times associated with frequencies in the inertial subranges
(see Frisch, 1995, p. 54). The time exponents in these two laws suggest that the Eulerian
correlation decays faster than the Lagrangian one, meaning that Eulerian velocities are
less persistent than Lagrangian ones. This behaviour has been observed in experiments
(Shlien and Corrsin, 1974) and simulations of turbulence (Yeung and Pope, 1989), and
results once more from the advection of small eddies by large-scale velocities.
The initial persistence of the Eulerian and Lagrangian velocities can also be assessed
in terms of their respective microscales, τE and τL, which are usually defined by
τ2E = −
2RE(0)
R′′E(0)
, τ2L = −
2RL(0)
R′′L(0)
. (2.8)
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Tennekes (1975) estimated these time scales by assuming the inertial spectral laws (2.3)
and (2.4) to be valid up to the appropriate dissipative frequencies, and obtained the
approximate ratio
τE
τL
≈ 4ε
1/4ν1/4
3υ
. (2.9)
This relation is qualitatively supported by direct numerical simulations of isotropic tur-
bulence (Yeung, 2002), which confirm that the separation between the Eulerian and
Lagrangian temporal microscales increases as the viscosity is diminished.
The behaviour of the correlation functions for long times is not well established,
partly because of the difficulty in obtaining suitable data from experiments and compu-
tations. The Eulerian TE and Lagrangian TL integral correlation times provide measures
of overall persistence and are defined as
TE =
∫ ∞
0
RE(t)
RE(0)
dt, TL =
∫ ∞
0
RL(t)
RL(0)
dt. (2.10)
By virtue of Wiener–Kinchin relations, the integral correlation times may also be defined
in terms of the frequency spectra as
TE =
piΦE(0)
υ2
, TL =
piΦL(0)
υ2
. (2.11)
The available results on the relative magnitude of these time scales are inconsistent.
For example, while the measurements of Shlien and Corrsin (1974) indicate that TL is
larger by about 30 %, the simulations of Yeung and Pope (1989) show a crossover in
the correlation curves and suggest that TE is larger by up to 50 %. In any case, on
dimensional grounds both integral times should be of the order of the turnover time,
which is the time scale based on the rms velocity and the analogously defined integral
length scale. The relation with the turnover time can be sharpened by methods similar
to those mentioned here for estimating the temporal microscales (see Corrsin, 1963).
2.1.3 Particle dispersion
The way in which turbulent flows disperse particles is intimately connected to their
Lagrangian properties. In 1922, Taylor showed that the mean square displacement of a
particle carried by stationary homogeneous turbulence is governed by
d
dt
〈|X(t)−X0|2〉 = 2
∫ t
0
〈v(t) · v(τ)〉 dτ = 2
∫ t
0
RL(τ) dτ. (2.12)
2 Background 21
Here, X(t) denotes the position at time t of a particle released at X0 at time zero. This
remarkable equation explains two regimes of special interest found in turbulent flows.
For very short times, the Lagrangian correlation stays nearly constant and the ballistic
regime is obtained,
〈|X(t)−X0|2〉 ≈ υ2t2. (2.13)
For times much larger than the integral correlation time, the definite integral approaches
its semi-infinite limit and the diffusive regime ensues,
〈|X(t)−X0|2〉 ≈ 2υ2TLt. (2.14)
The absolute dispersion of a single particle is thus determined by the behaviour of the
Lagrangian velocity correlation. While the initial quadratic regime is due to persistent
motions, the final linear regime arises from decorrelated movements akin to those of a
random walk. The effective diffusivity describing the decorrelated regime is υ2TL.
The dispersion of a cloud of particles in a turbulent flow is a considerably more dif-
ficult problem, since it depends crucially on the spatiotemporal structure of turbulence.
The simplest measure for the spread of the cloud is the mean square separation between
two particles, which was introduced by Richardson (1926). In his pioneering work, he
discovered that the action of eddies of many sizes in the atmospheric dispersion of par-
ticle clusters leads to an apparent diffusivity proportional to the 43 power of the length
scale. This peculiar behaviour was later explained by Obukhov (1941) on the basis of
his independent derivation of the distribution of energy across scales in turbulence.
The systematic analysis of the relative dispersion of two particles was carried out by
Batchelor (1950, 1952), following Taylor’s approach to absolute dispersion and combining
it with Kolmogorov’s similarity theory. In this case, the equation for the mean square
dispersion is
d
dt
〈|∆(t)−∆0|2〉 = 2
∫ t
0
〈w(t) ·w(τ)〉dτ, (2.15)
where ∆(t) and w(t) denote the relative position and velocity of two particles released
with separation vector ∆0 at time zero.
For very short times, the relative velocity stays nearly constant and a ballistic regime
is again obtained,
〈|∆(t)−∆0|2〉 ≈ 〈|u(x + ∆0)− u(x)|2〉t2. (2.16)
If the magnitude ∆0 of the initial separation is below the dissipative length scale, the
mean square velocity difference in the above equation is approximately 〈|∆0 ·∇u|2〉.
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Otherwise, if ∆0 is within the inertial subrange, then the mean square difference should
be proportional to ε2/3∆2/30 by the same similarity argument used to justify the −53 law
for the energy spectrum.
On the opposite extreme, at very long times the two particles are expected to be
far apart and therefore wander independently. At such diffusive stage, the mean square
separation 〈∆2(t)〉 should grow linearly in time,
〈∆2(t)〉 ≈ 4υ2TLt, (2.17)
with the effective diffusivity being twice that found for the dispersion of a single particle.
The most interesting regime occurs at times sufficiently long for the dependence on
initial separation to be forgotten, but short enough for the average separation to remain
within the inertial subrange. Under these conditions, similarity theory dictates that the
rate of increase of mean square separation should only depend on separation itself and
on the dissipation rate. Dimensional analysis then leads to Richardson’s 43 law,
d
dt
〈∆2(t)〉 ∝ ε1/3〈∆2(t)〉2/3. (2.18)
Integration of this equation predicts a regime where mean square separation increases
cubically with time,
〈∆2(t)〉 ∝ εt3. (2.19)
The reasoning for this accelerated dispersion is that the range of eddies contributing to
the relative velocity between two particles increases as they move further apart. Thus,
the dispersion process accelerates until the size of the largest eddies is reached, at which
point it carries on diffusively. The cubic, Richardson regime has actually proved hard
to corroborate rigorously in experiments and numerical simulations (see Salazar and
Collins, 2009), though the latest computational results seem to confirm its existence
(see Sawford et al., 2008).
2.2 Kinematic simulation
The characteristics of turbulent flows introduced in the previous section may be studied
directly in experiments or numerical simulations. However, spatiotemporally resolved
measurements of turbulence are at the limit of present technology and realistic numerical
simulations require huge computational resources. For this reason, synthetic approaches
like Lagrangian stochastic modelling (see, e.g., Sawford, 2001) or kinematic simulation
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(see Fung et al., 1992) have become popular alternatives for investigating some of the
effects of turbulence inexpensively. I introduce here kinematic simulation of isotropic
turbulence, which seeks to emulate its spatiotemporal structure and statistics without
striving to solve the governing equations. The computational savings allow, for instance,
to study particle dispersion across ranges of scales much larger than those achievable
in direct numerical simulations (see Elliott and Majda, 1996). Furthermore, kinematic
simulation permits straight tampering with the hydrodynamic fields in order to identify
dependencies and relationships among structural and statistical properties.
2.2.1 Synthetic velocity fields
Artificial turbulentlike flows are usually constructed from random plane waves repre-
sented either by Fourier modes (Kraichnan, 1970) or by wavelets (Elliott and Majda,
1996). In the trigonometric case, a random velocity field may be specified as the finite
modal superposition
u(x, t) =
∑
m
am cos(κm · x +$mt) + bm sin(κm · x +$mt), (2.20)
where am and bm are amplitude vectors, κm are wave vectors, and $m are angular
frequencies. To satisfy incompressibility each amplitude vector should be orthogonal to
its corresponding wave vector. Additionally, for isotropy, the distribution of each such
pair of vectors should be isotropic.
In kinematic simulations, the wavenumbers |κm| are commonly chosen to follow arith-
metic or geometric progressions, the latter being preferable for simulating wide ranges of
scales. The distributions of the amplitudes |am| and |bm| can easily be adjusted so that
the wavenumber spectrum obeys the inertial subrange law (2.2) or any other law. Simi-
larly, the relation between wavenumbers and frequencies controls the Eulerian frequency
spectrum (see, e.g., Fung and Vassilicos, 1998). Adopting the inertial energy spec-
trum (2.2) and taking $m to be the dynamical frequency associated with eddies of size
|κm|−1 leads to an Eulerian frequency spectrum analogous to the inertial Lagrangian
spectrum (2.3). Alternatively, considering $m to be the corresponding sweeping fre-
quency yields the inertial-advective Eulerian frequency spectrum (2.4). Thus, the ele-
mentary Eulerian characteristics of turbulent flows can be reproduced painlessly.
In contrast, emulating the Lagrangian properties of turbulence in kinematic simula-
tion is very intricate. The major difficulty lies in modelling the advection of small eddies
by large-scale velocities. As explained in sections 2.1.1 and 2.1.2, this phenomenon
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is responsible for fundamental differences between Eulerian and Lagrangian statistics.
Merely applying the sweeping dispersion relation as suggested above yields plausible
Eulerian properties but leaves Lagrangian statistics uncontrolled. For instance, in such
setting there is no apparent reason for the Lagrangian velocity to change more slowly
than the Eulerian one (see Goto et al., 2005). The same objection applies to the related
case of a frozen velocity field observed from a moving frame (Elliott and Majda, 1996).
A radical way to incorporate sweeping in kinematic simulations is to replace the
spatial coordinate in the right-hand side of equation (2.20) by some kind of Lagrangian
coordinate (Fung et al., 1992). While this approach automatically ensures that small
eddies are carried by large ones, the original incompressibility of the velocity field is
lost as a result of nonuniform advection. This drawback can be palliated by considering
time-dependent wave vectors satisfying certain differential equations, which must then
be integrated together with the Lagrangian trajectories. The resulting flows can be
tuned to simultaneously imitate the Eulerian and Lagrangian spectra and correlations
of isotropic turbulence. However, because of its overall complexity, this method cannot
be regarded as fully satisfactory in the context of kinematic simulation.
2.2.2 Structural statistics
In spite of the aforementioned limitations, kinematic simulation has found wide and
successful application in turbulence research, especially in the area of particle transport.
As the following examples demonstrate, kinematic simulation is a very convenient tool
for investigating statistical features related to the spatiotemporal flow structure. This
merit, which is shared with the multiscale two-dimensional flows studied in this thesis,
arises from the possibility of regulating the distribution of velocity fluctuations with
respect to length and time scales.
It was through kinematic simulations that Fung et al. (1992) realised the importance
of flow topology on relative dispersion, noticing that particle pairs may remain close
together for long times until entering highly straining regions where streamlines diverge.
As a result, they conceived relative dispersion as an intermittent process across scales
dependent on the local structure of the velocity field. This picture was later substantiated
by visualisations of particle trajectories in laboratory experiments (Jullien et al., 1999;
Ott and Mann, 2000).
The role of spatiotemporal structure in relative dispersion was further examined by
Fung and Vassilicos (1998), who checked for Richardson-like regimes in two-dimensional
kinematic simulations with various wavenumber and frequency spectra. For a flow having
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wavenumber spectrum E(κ) ∝ κ−p with 1 < p < 3, the Richardson-like exponent % of
mean square separation with respect to time is given by
% =
4
3− p. (2.21)
This formula, which agrees with Richardson’s % = 3 for Kolmogorov’s p = 53 , is obtained
by assuming that two particles separated by a certain distance are separated further
mostly by eddies of the corresponding length scale (see Morel and Larceveque, 1974).
Fung and Vassilicos found this locality assumption to be valid only if the unsteadiness
of their flows was neither too large nor too small. As well, they noticed that the limiting
case p = 3, beyond which the locality assumption does not yield a power-law regime,
also marks the division between flows having and not having a fractal eddy structure. As
a result, they were able to link the presence of Richardson-like dispersion behaviour to
conditions on the topology and temporal structure of their kinematic flows. Nicolleau and
Vassilicos (2003) later uncovered additional requisites concerning the initial separation
and the size of the smallest eddies.
Davila and Vassilicos (2003) quantified the multiscale structure of turbulentlike flows
by measuring the fractal dimension Ds of the set of straining stagnation points in grid
turbulence experiments and in direct and kinematic simulations of isotropic turbulence
(see also Constantin and Procaccia, 1993). They focused on straining zero-velocity points
with the aim of explaining the intermittent relative dispersion process in terms of the
violent separations taking place in strain-dominated regions. In fact, their kinematic
simulations suggested a Richardson-like exponent in the form
% =
2d
Ds
, (2.22)
with d being the spatial dimension of the flow. Davila and Vassilicos also derived this for-
mula by combining equation (2.21) with the following relation between fractal dimension
and spectral exponent,
p+
2Ds
d
= 3, (2.23)
which can be loosely justified by customary arguments of fractal geometry (see Falconer,
1990). The importance of these two equations is that they evidence a connection between
particle dispersion statistics and the spatial distribution of stagnation points, which can
be modified in kinematic simulation through the energy spectrum.
The idea of relative dispersion being dominated by separation bursts occurring in
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the vicinity of straining stagnation points was cast into a model for the probability den-
sity function of pair separation by Goto and Vassilicos (2004). While the predictions of
the model compared well with numerical simulations of two-dimensional turbulence, the
underlying theory still required proof of the statistical persistence of the streamline pat-
tern. Goto et al. (2005) addressed this issue by comparing the rms velocity of stagnation
points with the typical fluid velocity. In highly turbulent flows, the former velocity can
be estimated by the dynamic velocity scale of the dissipative eddies, which is ε1/4ν1/4
according to similarity theory. Hence, the streamline structure would appear on average
more persistent the less viscous the fluid. This tendency was qualitatively confirmed
in three-dimensional simulations of isotropic turbulence. Kinematic simulations with
various levels of unsteadiness showed similar behaviour unless they included a surrogate
for sweeping, in which case no persistence tendency appeared (Osborne et al., 2006).
This final example thus illustrates the usefulness of kinematic simulations for studying
aspects related to spatiotemporal structure, on the one hand, and their limited capacity
to imitate the true features of turbulence, on the other.
2.3 Laboratory multiscale flows
The customary turbulentlike kinematic flows described in the previous section would be
hard to synthesise in the laboratory. Such an endeavour would conceivably involve forc-
ing a fluid at many spatial and temporal scales while restraining any tendency towards
disorganised or unpredictable motion. Multiscale forcing has already been applied to
generate special three-dimensional turbulent flows (see, e.g., Staicu et al., 2003; Hurst
and Vassilicos, 2007; Seoud and Vassilicos, 2007), but their accurate control appears, if
not impossible, unreasonably complicated. Furthermore, the global nature of the multi-
ple Fourier constituents of the standard kinematic fields renders them difficult to realise
physically. Hence, alternative turbulentlike flows are probably better suited for experi-
mental purposes. I present here the multiscale quasi-two-dimensional flows devised by
Rossi et al. (2006a), which constitute the basis for my investigation. These laboratory
flows exhibit some of the prominent kinematic features of turbulent flows while being
laminar and fully controllable.
2.3.1 Experimental setup
In the experiment of Rossi et al. (2006a), a thin horizontal layer of brine is forced by the
combined effect of a uniform horizontal electric current and a multiscale vertical magnetic
2 Background 27
field. The current is generated by electrodes attached to opposite sides of the tank and
the magnetic field is created by a fractal arrangement of cuboidal permanent magnets
placed below the supporting wall. The laboratory setup is sketched in figure 2.1 and its
parameters are summarised in table 2.1. Similar configurations without the multiscale
facet have previously been used to generate quasi-two-dimensional turbulent and vortical
flows (see, e.g., Sommeria, 1986, 1988; Dolzhanskii et al., 1992; Cardoso et al., 1994).
In the original experiment, on which I concentrate here, both the electric current
and the magnetic field were kept fixed. Alternative setups with modulated current or
with a single pair of moving magnets have been tested in parallel with my research (see
Kewcharoenwong et al., 2007; Rossi et al., 2009). For reasons detailed in chapter 3, the
functioning of the experiment is relatively simple. At each point in space, the conducting
fluid is pushed perpendicularly to the imposed current and local magnetic field by the
Lorentz force. The electric current setting I controls the magnitude of the forcing.
When the flow becomes stationary, the solenoidal component of the Lorentz force is
largely compensated by the viscous friction arising from the supporting wall. As long
as the forcing is not too strong, the flow is laminar and nearly planar, and can be easily
visualised or measured at the free surface using particle image velocimetry.
The approximate balance between forcing and bottom friction enables precise control
of the flow topology through variation of the magnetic field. Because the force caused
Table 2.1: Configuration parameters of the laboratory multiscale flows.
R Geometric scaling factor 4
lb Brine layer side length 1700 mm
hb Brine layer thickness 5 mm
ρ Brine density 1103 kg m−3
ν Brine kinematic viscosity 1.326 mm2 s−1
σ Brine electrical conductivity 16.6 S m−1
I Electric current 0.04–1 A
B0 Remanent magnetic field 0.68 T
l0 Large magnet side length 160 mm
h0 Large magnet height 60 mm
d0 Large magnet distance to brine 72.5 mm
l1 Medium magnet side length 40 mm
h1 Medium magnet height 40 mm
d1 Medium magnet distance to brine 33.7 mm
l2 Small magnet side length 10 mm
h2 Small magnet height 10 mm
d2 Small magnet distance to brine 8.5 mm
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Figure 2.1: Forcing setup and streamline topology of the laboratory multiscale flows: (a)
top view and (b) front view. The electric current flows uniformly from left to right. The
magnetic field points out of the paper above north-up magnets and into the paper above
south-up magnets.
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by an individual magnet is concentrated above it, the local structure of the velocity field
can simply be modified at will, unlike in kinematic simulations based on Fourier modes.
As a matter of fact, the self-similar arrangement of magnets depicted in figure 2.1(a) is
designed to produce roughly the superimposed streamline pattern. This configuration
can be described by means of iterative relations for the horizontal side lengths lm of the
magnets and the coordinates (xm, ym) of the centres of the oppositely oriented magnet
pairs. The magnets in each pair are separated in the second horizontal direction by a
distance equal to their side length. The laboratory setup consists of three scales, which
are denoted by m = 0, 1, and 2. The largest pair of magnets is centred at the origin and
the geometrical relations between consecutive scales take the form
lm+1 = lm/R, (2.24a)
xm+1 = xm ± lm(1 +R−1), (2.24b)
ym+1 = ym ± lm. (2.24c)
The plus-minus signs in the last two equations coincide for pairs lying in the first and
third quadrants and are opposite otherwise. In the experimental layout, the geometric
scaling factor R takes the value 4 and the magnets of all scales have the same remanent
field B0. Attributes like these, which pertain to the self-similarity of the forcing, are
generalised in chapters 5 and 6 in order to clarify their impact on the flow properties.
Lastly, as illustrated in figure 2.1(b), the heights hm of the magnets do not scale with
lm and the distances dm between their centres and the middle of the brine layer are
adjusted to obtain similar forcing profiles across scales.
2.3.2 Turbulentlike aspects
Although the laboratory flows introduced above are steady, planar, and laminar, they
have proved kinematically similar to turbulent flows in several respects. Firstly, they are
multiscale by design and present a fractal eddy structure that resembles the one shown
in figure 2.1(a) for a broad range of forcing intensities (see Rossi et al., 2006a). This type
of streamline pattern, essentially consisting of eights within eights, was postulated by
Fung and Vassilicos (1998) to be in some sense generic for two-dimensional turbulentlike
flows. Later, Ma and Wang (2005) proved that structurally stable incompressible flows
in simply connected two-dimensional domains consist of disc- and band-shaped recircu-
lating regions enclosed in a skeleton of self-connected streamline saddles. Rossi et al.
quantified the multiscale topology of their flows by the fractal dimension Ds of the set
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of hyperbolic stagnation points, following the line of Davila and Vassilicos (2003). For
the structure sketched in figure 2.1(a), they theoretically calculated
Ds =
log 2
logR
. (2.25)
Hence, they assumed Ds to be close to 0.5 in the actual flows, given their topological
likeness to the schematic pattern. Strictly, this dimension relates to the idealised case
in which the fractal pattern is iterated ad infinitum.
Secondly, their energy spectra fluctuate around power laws, E(κ) ∝ κ−p, over the
range of wavenumbers corresponding to the multiple forcing scales, which spans nearly
two decades. Rossi et al. (2006a) found the spectral exponent to be rather insensitive to
the magnitude of the forcing, and obtained p ≈ 2.5 for all settings of the electric current.
They explained the robustness of the energy spectrum and this particular exponent using
the connection (2.23) with the multiscale stagnation point structure, which is roughly
satisfied in these two-dimensional flows as
p+Ds ≈ 3. (2.26)
Rossi et al. therefore suggested that the power law of the energy spectrum could be
controlled by enforcing a certain stagnation point structure through multiscale forcing.
However, they insisted on the need to confirm this interpretation by testing forcing
setups with different fractal properties and various time dependencies.
Thirdly, their Lagrangian spectra also oscillate about high-frequency power laws,
ΦL($) ∝ $−q, with q taking values between 2.5 and 3.5 (see Rossi et al., 2007). Like
in turbulent flows, these power laws are preceded by low-frequency plateaus, which
determine the Lagrangian integral correlation time according to equation (2.11). Rossi
et al. used this parallelism with turbulent flows to validate and justify Corrsin’s (1963)
estimate of the Lagrangian integral time in terms of the Eulerian rms velocity and
integral length scale. Moreover, in a first attempt towards clarifying the Lagrangian
power laws, they tested the following relation proposed by Khan and Vassilicos (2004),
2(q − 1) = %(p− 1), (2.27)
which links the exponents of the Eulerian wavenumber and Lagrangian frequency spectra
through the Richardson-like dispersion exponent. Rossi et al. found some qualitative
support for this Eulerian–Lagrangian relation, but its truthfulness in general settings
has not yet been properly assessed.
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Lastly, their particle dispersion characteristics also bear resemblance with those of
turbulent flows (see Rossi et al., 2006a,b). The absolute dispersion of individual tracer
particles exhibits the classic ballistic and diffusive regimes for short and long times elu-
cidated by Taylor (1922). In addition to the analogous initial and final regimes, relative
dispersion presents an intermediate stage in which the mean square pair separation may
be fitted a power law, 〈∆2(t)〉 ∝ t%, with % lying approximately between 2 and 3. Tak-
ing into consideration the works mentioned in section 2.2.2, Rossi et al. ascribed this
algebraic behaviour to a Richardson-like locality in the dispersion process involving the
fractal structure of the velocity field. In fact, they developed a pair dispersion model
based on a sequence of exponential separations occurring at the hyperbolic stagnation
points imposed by the different forcing scales. However, the prediction of this model,
% = 3−Ds, (2.28)
cannot explain the rise of % towards values near 3 at high forcing intensities. The
prediction and the measured exponents also disagree with the relation (2.22) put forward
by Davila and Vassilicos (2003) to connect the Richardson-like dispersion exponent to
the fractal structure in kinematic simulations. At the same time, as pointed out by Rossi
et al., such discordance should not be unexpected given the steadiness of their flows.
The foregoing properties of the laboratory multiscale flows of Rossi et al. parallel,
to some extent, those of turbulent flows reviewed in section 2.1. The similarities are of
course limited to kinematic aspects, for the underlying dynamics are absolutely different.
While the spatiotemporal structure of turbulent flows results from complicated nonlinear
processes, that of the synthetic flows is largely dictated by a simple balance between
forcing and friction. Nevertheless, the multiscale structure imposed on the laboratory
flows gives rise to intriguing Eulerian and Lagrangian characteristics that call for analysis
beyond the restrictions of the experimental setup. This thesis is dedicated to exploring
and understanding the spectral and particle dispersion properties of some theoretical
extensions of the laboratory flows. The spatial structure of the flows is generalised in
chapter 5 by considering alternative types of self-similarity in the magnetic component
of the forcing setup. In chapter 6, the permanent magnets are further allowed to rotate
with a scale-dependent frequency in order to produce a nontrivial temporal structure.
The properties of these generalised multiscale flows are investigated using the model and
numerical methods described in the next two chapters.
Chapter 3
Model
In this chapter, I introduce the physics of the electromagnetically controlled multiscale
flows of Rossi et al. and the reduced model for their simulation and analysis. First, I
present the magnetohydrodynamic equations and their low magnetic Reynolds number
limit, which accurately describe the behaviour of the experimental flows. Next, I show
how the dynamics simplify when the fluid layer is very thin and the applied forces are
horizontal and relatively weak. Then, based on the asymptotic form of the shallow flow,
I obtain the two-dimensional layer-averaged model, which resembles the Navier–Stokes
equations supplemented by a linear drag. This is the model that I adopt for studying
the spatiotemporal properties of multiscale planar flows. Lastly, I examine a family of
stationary axisymmetric solutions that represent forced monopolar vortices.
3.1 Magnetohydrodynamics
The multiscale flows of Rossi et al. (2006a) are generated by forcing a thin layer of brine
by means of a horizontal electric current and a vertical magnetic field. In general, the
movement of a conducting fluid in the presence of an electromagnetic field is governed
by the equations of magnetohydrodynamics (see, e.g., Davidson, 2001). These consist of
the Navier–Stokes equations and the low-frequency Maxwell equations coupled through
the Lorentz force and Ohm’s law. For an incompressible Newtonian fluid, the equations
take the form
∂u
∂t
+ u ·∇u = −∇P
ρ
+ ν∇2u + f + g Navier–Stokes equation, (3.1a)
∇ · u = 0 Mass conservation, (3.1b)
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∇×B = µJ Ampe`re’s law, (3.1c)
∇ · J = 0 Charge conservation, (3.1d)
∇×E = −∂B
∂t
Faraday’s law, (3.1e)
∇ ·B = 0 Solenoidal magnetic field, (3.1f)
J = σ(E + u×B) Ohm’s law, (3.1g)
ρf = J×B Lorentz force. (3.1h)
The hydrodynamic fields are the velocity u and the pressure P , and the relevant prop-
erties of the fluid are its density ρ, kinematic viscosity ν, and electrical conductivity σ.
The two rightmost terms in the Navier–Stokes equations represent the specific Lorentz
force f and gravitational force g. As usual, E and B stand for the electric and magnetic
fields, while J denotes the electric current density and µ is the permeability of free space.
The coupling between the fluid and electromagnetic fields can generally give rise to
very complicated behaviour. However, in the experiment of Rossi et al. the dynamics
are greatly simplified because the fluid has negligible influence on the imposed electric
and magnetic fields. Let E and B be typical values of the imposed fields and let U
and L be representative velocity and length scales. According to Ohm’s law, the elec-
tric current induced by the flow is roughly σUB. In the experiment, this current is
insignificant compared to the imposed one, since UB/E . 4× 10−3. By Ampe`re’s law,
the induced magnetic field is of order µσULB, and is therefore negligible provided the
magnetic Reynolds number Rm = µσUL is small. This condition is certainly met in the
laboratory, where Rm . 10−7. Moreover, if the imposed magnetic field were to move
with characteristic velocity V , by Faraday’s law the induced electric field would be of
order V B. Hence, the induced field would be relatively small in physical realisations of
the time-dependent setups considered in chapter 6, as they satisfy V B/E . 10−2.
It follows from the above considerations that the laboratory flows and my theoretical
extensions are effectively governed by the incompressible Navier–Stokes equations (3.1a)–
(3.1b) subject to the directly imposed Lorentz force (3.1h). The current is that generated
by the imposed uniform electrostatic field, while the magnetic field is that due to the
permanent magnets, the contributions from currents being negligible. The magnetic field
is thus the multiscale superposition of those created by the individual magnets, which
have closed form expressions in the cuboidal case (see, e.g., McCaig, 1977, p. 187). In
the general case, the magnetic field can be expressed as a convolution integral.
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3.2 Thin-layer flows
The shallowness of the fluid layer relative to the horizontal length scales leads to further
simplification of the dynamics of the laboratory flows. While the equations presented
in the previous section accurately determine their behaviour, a reduced model is also
convenient for elementary computational studies. When the fluid layer is very thin and
the forcing is weak and horizontal, the flow becomes approximately planar and results
from a balance between the solenoidal component of the forcing and the viscous friction
arising from the bottom wall. Below, I describe in detail this asymptotic shallow flow,
which forms the basis for the two-dimensional model of the experimental flows. Similar
derivations for slightly different setups can be found in the monographs of Levich (1962)
and Fulford (1964), while a more rigorous asymptotic analysis has been carried out by
Nazarov (1990).
3.2.1 Rescaled equations
The key to the analysis of thin-layer flows is to exploit the disparity between the horizon-
tal and vertical length scales. For this purpose, the horizontal and vertical coordinates
must be considered separately. In the remainder of this chapter, Latin subscripts refer
to the horizontal components, 1 and 2, while Greek indices refer to all three Cartesian
components. For simplicity, I assume that the forcing depends only on the horizontal
coordinates and neglect its vertical component, which is very small in the experiment
of Rossi et al. Adopting the repeated index summation convention, I thus rewrite the
incompressible Navier–Stokes equations in the form
∂ui
∂t
+ uα
∂ui
∂xα
= −1
ρ
∂P
∂xi
+ ν
∂2ui
∂xα∂xα
+ fi, (3.2a)
∂u3
∂t
+ uα
∂u3
∂xα
= −1
ρ
∂P
∂x3
+ ν
∂2u3
∂xα∂xα
− g, (3.2b)
∂uα
∂xα
= 0. (3.2c)
The laboratory flows are subject to the following boundary conditions. At the bottom
wall, x3 = 0, the fluid satisfies the no-slip conditions
uα = 0. (3.3)
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At the top, the fluid presents a free surface, whose height h is a function of the horizontal
coordinates. The kinematic and dynamic conditions at the free surface, x3 = h(x1, x2),
are given by
∂h
∂t
+ ui
∂h
∂xi
= u3, (3.4a)
εiαηnηeαβnβ = 0, (3.4b)
P − 2ρνnαeαβnβ = γ ∂ni
∂xi
. (3.4c)
Here, εiαη is the totally antisymmetric tensor, n is the normal vector of the free surface,
n =
(
1 +
∂h
∂xj
∂h
∂xj
)− 1
2
(
− ∂h
∂x1
,− ∂h
∂x2
, 1
)
, (3.5)
eαβ are the components of the strain rate tensor,
eαβ =
1
2
(∂uβ
∂xα
+
∂uα
∂xβ
)
, (3.6)
and γ is the surface tension coefficient of the fluid.
In order to expose the relative magnitude of the different terms in the governing
equations, I make the variables dimensionless using their typical values. Let F and U be
characteristic values for the intensity of the forcing and the flow speed and let hb and L
represent the mean thickness of the fluid layer and a horizontal length scale. The ratio
of these two lengths defines the small parameter  = hb/L. The natural scaling of the
coordinates and variables is given by
xi
L
→ xi, x3
L
→ x3, Ut
L
→ t, fi
F
→ fi,
ui
U
→ ui, u3
U
→ u3, h
L
→ h, P
ρLF
→ P,
(3.7)
where the same symbols are used for the original and rescaled quantities. The pressure
is rescaled using the value necessary for countering the non-solenoidal component of the
forcing. The incompressibility equation (3.2c) is unaltered by the above normalisation,
whereas the momentum equations (3.2a)–(3.2b) become
2Re
(∂ui
∂t
+ uα
∂ui
∂xα
)
= −Ha2 ∂P
∂xi
+ 2
∂2ui
∂xj∂xj
+
∂2ui
∂x23
+ Ha2fi, (3.8a)
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4Re
(∂u3
∂t
+ uα
∂u3
∂xα
)
= −Ha2 ∂P
∂x3
+ 4
∂2u3
∂xj∂xj
+ 2
∂2u3
∂x23
− 
2Re
Fr2
. (3.8b)
Here, I define the Reynolds number Re = UL/ν as the ratio of inertial forces to viscous
horizontal forces and assume that it is moderate in the sense that 2Re  1. The
Hartmann number squared Ha2 = F2L2/νU represents the ratio of forcing to viscous
forces due to vertical variations, and is thus of order one in the thin-layer limit. The
Froude number squared Fr2 = U2/gL, which compares inertial to gravitational forces,
is assumed to be very small. In fact, to keep the perturbations of the free surface small,
I assume that the forcing is much weaker than gravity, with F/g = Ha2Fr2/2Re 1.
3.2.2 Asymptotic solution
When the fluid layer is very thin,   1, an approximate solution of equations (3.8),
subject to incompressibility and the aforementioned conditions, can be obtained in the
following way. First, equation (3.8b) for the vertical component and the assumption on
the smallness of the Froude number imply that to lowest order
∂P
∂x3
= − 
2Re
Ha2Fr2
. (3.9)
Similarly, equation (3.8a) for the horizontal components leads to
∂2ui
∂x23
= Ha2
( ∂P
∂xi
− fi
)
. (3.10)
This equation for the horizontal velocities is subject to the no-slip conditions (3.3) at
x3 = 0 and to the lowest order truncations of the dynamic boundary conditions (3.4b)
at x3 = h(x1, x2), which are simply given by
∂ui
∂x3
= 0. (3.11)
Since the horizontal pressure gradient and the forcing are independent of x3, the solution
for the horizontal velocity takes the form of a semiparabolic profile,
ui = −Ha
2
2
( ∂P
∂xi
− fi
)
x3(2h− x3). (3.12)
The vertical velocity can then be obtained by integrating the incompressibility equa-
tion (3.2c) along the vertical coordinate and using the no-slip condition (3.3) at x3 = 0,
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which yields
u3 =
Ha2
6
∂
∂xi
[( ∂P
∂xi
− fi
)
x23(3h− x3)
]
. (3.13)
Substituting the expressions for the velocities in the rescaled version of the kinematic
boundary condition (3.4a), I obtain the evolution equation for the free surface height,
∂h
∂t
=
Ha2
3
∂
∂xi
[
h3
( ∂P
∂xi
− fi
)]
. (3.14)
The pressure is related to the height of the free surface through the truncation of the
dynamic boundary condition (3.4c), which combined with equation (3.9) leads to
P =
2Re
Ha2Fr2
(
h− x3 − 1Bo
∂2h
∂xi∂xi
)
. (3.15)
Here, the Bond number Bo = ρgL2/γ is the ratio of the gravitational force to the surface
tension force. Assuming the Bond number to be very large, I obtain the hydrostatic
relation
P =
2Re
Ha2Fr2
(h− x3), (3.16)
which in turn yields the following nonlinear parabolic equation for the free surface height,
∂h
∂t
=
Ha2
3
∂
∂xi
[
h3
( 2Re
Ha2Fr2
∂h
∂xi
− fi
)]
. (3.17)
It follows that the dimensionless response time and the relative disturbances of the
free surface are of orders Fr2/2Re and Ha2Fr2/2Re, respectively. In particular, when
Ha2Fr2/2Re is very small, the free surface reacts rapidly, yet slightly, to cancel the
non-solenoidal part of the forcing. This almost instantaneous equilibrium, described to
lowest order by
2Re
Ha2Fr2
∂h
∂xi∂xi
=
∂P
∂xi∂xi
=
∂fi
∂xi
, (3.18)
greatly diminishes the magnitude of the vertical velocity, as specified by equation (3.13).
The resulting flow is nearly planar and represents a balance between the solenoidal part
of the forcing and the viscous force originating from the bottom wall.
In conclusion, in the combined limit   1, 2Re  1, Ha2Fr2/2Re  1, and
Bo 1, the flow is horizontal and varies along the vertical coordinate according to the
semiparabolic profile (3.12). This asymptotic planar flow constitutes the basis for the
following two-dimensional model of the laboratory flows.
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3.3 Layer-averaged model
The results of the previous section are valid provided the fluid layer is much thinner
than the horizontal length scales, the Reynolds number is moderate, and the forcing
and surface tension forces are very weak compared to gravity. The last two conditions
are invariably met in the laboratory flows, and thus the fluctuations of the free surface
remain very small. However, the first two conditions are not satisfied at high electric cur-
rent, especially in the flow regions influenced by the small magnets, where the horizontal
length scale is small. Therefore, the inertial and horizontal viscous forces neglected in
the asymptotic analysis are likely to be important in the laboratory flows. In addition,
the slight inhomogeneity of the forcing across the brine layer and its minor vertical com-
ponent may cause departure from the profiled parallel flow predicted by the asymptotic
analysis. Even in the absence of such imperfections in the forcing, inertial forces alone
can generally give rise to complicated three-dimensional motions in shallow flows with
impermeable boundaries (see Satijn et al., 2001; Akkermans et al., 2008a,b).
Despite the above considerations, the laboratory flows of Rossi et al. are quasi-two-
dimensional in the sense that vertical velocities are much smaller than horizontal ones
and surface fluctuations are negligible. Thin-layer flows of this type have traditionally
been modelled using two-dimensional fluid equations supplemented by a linear drag,
referred to as Rayleigh friction when purely viscous in origin (see, e.g., Sommeria, 1986,
1988; Dolzhanskii et al., 1992; Juttner et al., 1997; Clercx et al., 2003). These reduced
models capture the essential horizontal dynamics of the flows, but necessarily miss the
complexities that appear when the forcing is intense or not perfectly horizontal. Thus,
while the first two-dimensional simulations of the laboratory multiscale flows agreed
qualitatively with the experimental observations (see Hascoe¨t et al., 2008), the recent
three-dimensional numerical simulations of Lardeau et al. (2008) actually matched the
details of the velocity field and revealed its variation across the fluid layer. At the same
time, three-dimensional simulations are much more expensive in terms of computational
power and time.
Because my focus is on the spatiotemporal properties of multiscale flows rather than
on the detailed dynamics of the laboratory flows, I consider a two-dimensional model
appropriate. I follow the approach used in the area of gravity-driven thin-film flows,
where reduced models are normally derived by prescribing the transverse profiles of the
velocities and subsequently averaging the governing equations across the fluid layer (see,
e.g., Kapitza, 1948; Levich, 1962; Fulford, 1964). In light of the results of the previous
section, I assume that the horizontal velocity distributions are given by the semiparabolic
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profiles
ui = u˜i(x1, x2)
x3(2hb − x3)
h2b
, (3.19)
where u˜i denotes the horizontal velocity at the free surface. Given that the fluctua-
tions of the free surface are very small, I neglect them along with the vertical velocity.
Substituting the horizontal velocity profiles into the Navier–Stokes equations (3.2) and
averaging across the fluid layer, I obtain the two-dimensional model that I adopt for
investigating multiscale flows,
∂u˜i
∂t
+
4
5
u˜j
∂u˜i
∂xj
= − 3
2ρ
∂P¯
∂xi
+ ν
∂2u˜i
∂xj∂xj
− 3
2
βu˜i +
3
2
f¯i, (3.20a)
∂u˜i
∂xi
= 0. (3.20b)
Here, β = 2ν/h2b is the bottom friction coefficient and P¯ and f¯i are the vertical averages of
the pressure and the forcing. For computational purposes, I use the vorticity formulation
of this layer-averaged model, which is given by
∂ω˜
∂t
+
4
5
u˜j
∂ω˜
∂xj
= ν
∂2ω˜
∂xj∂xj
− 3
2
βω˜ +
3
2
ϕ¯, (3.21a)
− ∂
2ψ˜
∂xi∂xi
= ω˜, u˜i = εij
∂ψ˜
∂xj
, (3.21b)
εij
∂u˜j
∂xi
= ω˜, ϕ¯ = εij
∂f¯j
∂xi
. (3.21c)
Here, ω˜ and ψ˜ are the surface vorticity and streamfunction, ϕ¯ is the vertically averaged
vorticity forcing and εij is again the totally antisymmetric tensor. The tildes and bars
indicating surface values and vertical averaging are omitted in the rest of the thesis.
The layer-averaged model has the form of the two-dimensional Navier–Stokes equa-
tions with some modified coefficients and an additional linear term representing friction
with the bottom wall. By construction, it partially incorporates the inertial and viscous
forces neglected in the asymptotic analysis. The model only differs in numerical factors
from the reduced models previously been used in basic computational studies of similar
quasi-two-dimensional flows (see, e.g., Juttner et al., 1997; Clercx et al., 2003; Hascoe¨t
et al., 2008). A possible advantage of the layer-averaged model lies in its global account
of the assumed velocity profile. In any case, all these reduced models should give compa-
rable results for flows driven by weak horizontal forces. Under such conditions, inertial
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effects are of minor importance, and hence the fluid response is approximately linear.
This regime is most convenient for examining the kinematic aspects of multiscale flows.
3.4 Axisymmetric vortices
In general, the layer-averaged model must be solved numerically, for example using the
methods presented in the next chapter. However, in the axisymmetric case, the model
becomes amenable to analytical treatment, with the resulting solutions representing
monopolar vortices. This type of vortex can be generated in electromagnetic thin-layer
experiments by applying a vertical magnetic field and an axisymmetric radial current
(see Sommeria, 1988). Similar monopolar vortices have also been studied experimentally
and theoretically in stratified shallow flows (see Beckers et al., 2001). Below, I examine
a family of stationary solutions that serves to illustrate the dependence of the fluid
response on the forcing length scale. These exact solutions could as well be useful for
validation purposes.
3.4.1 Fundamental steady solution
Under the assumption of axisymmetry, the circumferential velocity, the vorticity, and
its forcing depend solely on the radial coordinate r, while the radial velocity is zero by
incompressibility. Consequently, the nonlinear term in the vorticity equation (3.21a)
vanishes and the layer-averaged model reduces to
∂ω
∂t
= ν
1
r
∂
∂r
(
r
∂ω
∂r
)
− 3
2
βω +
3
2
ϕ. (3.22)
In order to simplify the subsequent expressions, I normalise the coordinates and variables
according to √
3β
2ν
r =
√
3r
hb
→ r, 3βt
2
→ t, ϕ
β2
→ ϕ, ω
β
→ ω. (3.23)
Under this rescaling, the vorticity equation transforms into the more standard form
∂ω
∂t
=
1
r
∂
∂r
(
r
∂ω
∂r
)
− ω + ϕ. (3.24)
The general solution to this linear parabolic equation can easily be obtained using the
Hankel transform (see, e.g., Duffy, 1994). In fact, this equation constitutes a reduction
of the more general axisymmetric vortical diffusion problem in three dimensions, which
can also be solved analytically (see Beckers et al., 2001).
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Here, I just contemplate stationary solutions for fixed axisymmetric forcings. Such
solutions can be constructed from the fundamental solution ω˚(r|s) of the steady problem
with forcing ϕ concentrated in a circumference of radius s, which is determined by
1
r
d
dr
(
r
dω˚
dr
)
− ω˚ = −δ(r − s)
r
, (3.25)
where δ stands for the Dirac delta function. This is effectively a modified Bessel equation,
and its unique continuous solution decaying at infinity is
ω˚(r|s) = I0(min(r, s))K0(max(r, s)), (3.26)
where Iα and Kα denote the first and second modified Bessel functions of order α (see
Duffy, 2001, p. 279). The circumferential velocity u˚(r|s) corresponding to this vorticity
distribution is found by integrating the preceding equation in a disc of radius r,
ru˚(r|s) =
∫ r
0
ω˚(η|s) η dη
= min(r, s)I1(min(r, s))K0(s) + I0(s)[min(r, s)K1(min(r, s))− rK1(r)].
(3.27)
This calculation and the subsequent ones rely on the use of the right local expression for
the vorticity and on the properties of Bessel functions (see, e.g., Jeffrey, 1995, chap. 17).
Figure 3.1 shows the fundamental vorticity and velocity solutions corresponding to
various forcing radii between 0.5 and 16. Naturally, the vorticity curves peak exactly
at the radii of the concentrated forcings. These vorticity maxima necessarily decrease
with forcing radius, as all of the forcings impose 2pi integral vorticity. Far away from
the origin, the asymptotic form of K0(r) ≈
√
pi/2r e−r dictates a very rapid decay of
vorticity. For this reason, the displayed velocity curves quickly adopt the inverse linear
decay law that reflects constant circulation. Moreover, as the forcing radius decreases,
the vorticity and velocity curves approach the solution corresponding to vortical forcing
concentrated at the origin, which is given by
ω˚(r|0) = K0(r), u˚(r|0) = r−1 −K1(r). (3.28)
In this type of vortex, which has also been discussed in the context of quasi-geostrophic
flows (Marcus, 1993), the velocity is continuous and vanishes at the origin, while the
vorticity and the shear rate diverge logarithmically. In contrast, when the forcing radius
is nonzero, the vorticity is continuous and actually flattens near the origin. Hence, the
fluid adjacent to the origin approximately rotates like a solid.
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Figure 3.1: Axisymmetric steady solutions of the layer-averaged model with vorticity
forcing in a circumference of radius s: (a) vorticity and (b) circumferential velocity for
s = 0.5, 1, 2, 4, 8, and 16, from top to bottom.
3.4.2 Homogeneous circular forcing
Given the linearity of the axisymmetric reduction of the model, steady solutions for
arbitrary forcings can be obtained by linear superposition of the foregoing fundamental
solutions. I now consider the case where the vorticity forcing ϕ takes the value one
inside a circle of radius S and vanishes outside. This distributed type of forcing is
probably more relevant to practical situations and could be realised experimentally using
a uniform vertical magnetic field and a nearly uniform radial current controlled by several
annular electrodes. The stationary vorticity •ω(r|S) generated by this homogeneous
circular forcing is basically the integral of the fundamental solution against unity in a
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disc of radius S,
•
ω(r|S) =
∫ S
0
ω˚(r|s) s ds
= min(r, S)I1(min(r, S))K0(r) + I0(r)[min(r, S)K1(min(r, S))− SK1(S)].
(3.29)
The circumferential velocity •u(r|S) associated with this vorticity distribution follows
once more by integration of this expression, which yields
r
•
u(r|S) =
∫ r
0
•
ω(η|S) η dη = min(r, S)
2
2
− rS I1(min(r, S))K1(max(r, S)). (3.30)
Also in this case, a somewhat similar vortex having uniform potential vorticity in a disc
and streamfunction of the form (3.29) has priorly been treated in the quasi-geostrophic
context (see Marcus, 1993).
Figure 3.2 shows the vorticity and velocity distributions for several outer forcing radii
S between 0.5 and 16. When S  1, the vorticity more or less follows the steplike profile
of its forcing. This is because the forcing is mostly balanced by the bottom friction term,
which is just minus the vorticity in the chosen units. The main effect of the horizontal
viscous forces is then to regularise the sharp gradient created by the discontinuity of the
forcing. Inside the forced core, the fluid almost rotates like a solid, as evidenced by the
flat and linear segments of the vorticity and velocity curves, respectively. Beyond the
forced region, the vorticity again falls at the same rate as K0 and the velocity decay
soon conforms to an inverse linear law.
When S . 1, the viscous horizontal forces do play a role in countering the forcing and
notably affect the overall magnitude and shape of the vorticity distribution. For instance,
while for large S the maximum vorticity is roughly one, for small S it is approximately
−12S2 log(12S), as follows from the series expansion of K1. At the same time, when S is
small, the vorticity is significantly more spread out than the forcing as a result of viscous
diffusion. In fact, beyond the forcing radius, the vorticity is proportional to K0, which
has more than half its weight outside the unit disc. Hence, even in the idealised case
where the forcing is concentrated at a point, the vorticity spreads to radii of order one.
This axisymmetric example illustrates, in a precise way, the dependence on length
scale of the linear part of the layer-averaged model. When the forcing length scale
is much larger than the layer thickness, the steady solution to the linear problem is
approximately a multiple of the vorticity forcing, with the proportionality factor being
the inverse of the bottom friction coefficient. This simple response is central to the
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Figure 3.2: Axisymmetric steady solutions of the layer-averaged model with homogeneous
vorticity forcing in a disc of radius S: (a) vorticity and (b) circumferential velocity for
S = 0.5, 1, 2, 4, 8, and 16, from bottom to top.
explanations in subsequent chapters of the properties of shallow flows with multiscale
forcing. However, when the forcing length scale is close to or below the layer thickness,
the fluid response is attenuated in a scale-dependent fashion by viscous horizontal forces.
These forces should have some importance in simulations of the laboratory flows, since
the side length of the smallest magnets is only twice the layer height. Inertial forces are
as well likely to be significant at the small scales when the electric current is moderate
or high. Consequently, I shall take these two effects into account when interpreting the
computational results for multiscale flows governed by the layer-averaged model.
Chapter 4
Numerical method
In this chapter, I present the method that I use for solving the two-dimensional model
for thin-layer flows. The method combines spatial discretisation by smooth splines with
semi-Lagrangian advection and exponential time differencing of linear terms. I begin by
describing the periodic spline representations of the hydrodynamic fields that I employ
for interpolation and for discretising spatial differential operators. Then, I introduce the
semi-Lagrangian approach and detail its application to the advective component of the
model. After that, I describe the exponential time differencing scheme for the viscous
and forcing terms and I explain the blending of the two temporal integration methods.
Finally, I present a comparison between measurement and simulation results for one of
the laboratory multiscale flows.
4.1 Spatial discretisation
My simulations of multiscale planar flows are based on the vorticity formulation of the
layer-averaged model for the laboratory flows. In the computations, I approximate the
vorticity and the streamfunction using uniform periodic splines of maximal regularity
(see, e.g., de Boor, 1978). Splines are piecewise polynomial functions commonly used for
interpolation that possess attractive properties for computational fluid dynamics, such as
arbitrarily high order of accuracy and straightforward handling of boundary conditions
(see Botella and Shariff, 2003). Moreover, splines can be represented and evaluated
most conveniently in terms of the B-spline basis, which consists of spline functions with
minimal support. Below, I summarise the construction of smooth periodic B-splines in
one dimension. The two-dimensional splines that I use are simply built from products
of univariate B-splines.
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4.1.1 Basis splines
Given a strictly increasing sequence of breakpoints (ξi)`+1i=1 , a spline of order k > 1 is a
function defined on the interval [ξ1, ξ`+1] that reduces to a polynomial of degree k − 1
on each of the subintervals [ξi, ξi+1). In addition, all derivatives up to a certain order
m < k − 1 are usually required to be continuous at the breakpoints. The space of
functions satisfying these conditions can easily be shown to have dimension
n = k`− (m+ 1)(`− 1). (4.1)
Naturally, the dimension of the space increases with the spline order k, which also
indicates the order of approximation to smooth functions (see de Boor, 1978, p. 170).
To specify the B-spline basis for the foregoing space, it is convenient to introduce an
increasing knot sequence (ϑi)n+ki=1 that includes each inner breakpoint exactly k −m− 1
times and satisfies the relations ϑk ≤ ξ1 and ξ`+1 ≤ ϑn+1. The B-splines of order k,
(Bki )
n
i=1, are then defined recursively by
B1i (x) =
1, if ϑi ≤ x < ϑi+1,0, otherwise, (4.2a)
Bji (x) =
x− ϑi
ϑi+j−1 − ϑi B
j−1
i (x) +
ϑi+j − x
ϑi+j − ϑi+1 B
j−1
i+1 (x). (4.2b)
These B-splines form a basis for splines of order k and regularity m. Hence, any such
spline φ can be expressed as
φ(x) =
n∑
i=1
φiBki (x), (4.3)
with (φi)ni=1 being its unique B-coefficients. B-splines have many interesting mathe-
matical properties. For instance, each Bki vanishes outside the interval [ϑi, ϑi+k), while
altogether they form a partition of unity on [ξ1, ξ`+1]. As well, the derivatives (Bki
′)ni=1
of the B-splines satisfy the relation
Bki
′(x)
k − 1 =
Bk−1i (x)
ϑi+k−1 − ϑi −
Bk−1i+1 (x)
ϑi+k − ϑi+1 , (4.4)
which is useful for the numerical differentiation of spline functions. Analogous relations
for higher-order derivatives can be obtained by iterated differentiation of this equation.
In the numerical simulations, I use splines of maximal regularity, or smooth splines,
which provide superior resolving power for fluid problems (see Botella and Shariff, 2003).
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For a given order k, the splines of this type have m = k − 2 continuous derivatives, and
thus each inner breakpoint appears exactly once in the knot sequence. Furthermore, I
adopt an equispaced knot sequence, which yields much simplification, as the resulting
uniform B-splines are all translates of each other. Finally, for reasons of computational
efficiency, I make the B-spline basis periodic by replacing its first k − 1 elements by the
sums Bki + B
k
i+` and discarding the last k − 1. In the remainder, I keep the spline order
k fixed and denote this smooth periodic B-spline basis just by (Bi)`i=1. The fact that
these B-splines are periodic translates of each other leads to the direct applicability of
fast Fourier transform algorithms on interpolation and collocation problems.
4.1.2 Interpolation and collocation
For solving the layer-averaged model (3.21) numerically, I represent the hydrodynamic
fields using bivariate smooth periodic splines. Although unphysical for the laboratory
flows, this effective imposition of periodic boundary conditions has minor influence on
simulations as long as the numerical domain is large compared to the active flow region.
This is the case for the simulations in this thesis, which were carried out in a square
domain of the same size as the experimental tank. I therefore employ the same discreti-
sation along the two spatial dimensions and express the streamfunction ψ, the vorticity
ω, and its forcing ϕ as
ψ(x1, x2) =
∑`
j1,j2=1
ψj1,j2Bj1(x1)Bj2(x2), (4.5a)
ω(x1, x2) =
∑`
j1,j2=1
ωj1,j2Bj1(x1)Bj2(x2), (4.5b)
ϕ(x1, x2) =
∑`
j1,j2=1
ϕj1,j2Bj1(x1)Bj2(x2), (4.5c)
with (ψj1,j2)
`
j1,j2=1
, (ωj1,j2)
`
j1,j2=1
, and (ϕj1,j2)
`
j1,j2=1
being their respective B-coefficients.
By definition (3.21b) of the streamfunction, the velocity components are then given by
u1(x1, x2) =
∑`
j1,j2=1
ψj1,j2Bj1(x1)B
′
j2(x2), (4.6a)
u2(x1, x2) = −
∑`
j1,j2=1
ψj1,j2B
′
j1(x1)Bj2(x2). (4.6b)
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All these representations can be evaluated in numerically stable ways by means of the
B-spline recursion (4.2) and the corresponding relation (4.4) for the derivatives.
In order to construct spline interpolants to known functions, one must prescribe set
of points where the two should agree. For this and other purposes, I choose the knot
averages, which are thought to provide nearly optimal approximation (see de Boor, 1978,
p. 215). In the univariate case, the knot averages (ζi)`i=1 are defined as
ζi =
k−1∑
j=1
ϑi+j
k − 1 , (4.7)
and the values at these points uniquely determine the B-coefficients. It follows that, in
the case at hand, it is possible to transform back and forth between the B-coefficients
of the vorticity and its values at the points
(
(ζi1 , ζi2)
)
`
i1,i2=1
, which form a regular grid.
This operation is required in the semi-Lagrangian method described in the next section.
I also employ the spline discretisation and the knot averages for solving differential
equations by collocation. A simple example is the Poisson equation (3.21b), which relates
the streamfunction and the vorticity. Substitution of the spline representations (4.5) in
that equation, followed by collocation at the knot averages, leads to the linear system
−
∑`
j1,j2=1
ψj1,j2
(
B′′j1(ζi1)Bj2(ζi2) + Bj1(ζi1)B
′′
j2(ζi2)
)
=
∑`
j1,j2=1
ωj1,j2Bj1(ζi1)Bj2(ζi2). (4.8)
Because the collocation points are equispaced and the splines are uniform and periodic,
the coefficients of ψj1,j2 and ωj1,j2 depend only on i1 − j1 and i2 − j2 modulo `. As a
result, the collocation equations can easily and efficiently be solved using the discrete
Fourier transform. The above system transforms into
− (λ′′κ1λκ2 + λκ1λ′′κ2)ψˆκ1,κ2 = λκ1λκ2ωˆκ1,κ2 . (4.9)
where (ωˆκ1,κ2)
`
κ1,κ2=1
and (ψˆκ1,κ2)
`
κ1,κ2=1
are the transforms of the vorticity and stream-
function B-coefficients, while the eigenvalues (λκ)`κ=1 and (λ
′′
κ)
`
κ=1 are the backward
transforms of the B-spline values and derivatives,
(
Bj(ζ1)
)
`
j=1 and
(
B′′j (ζ1)
)
`
j=1. Hence,
the B-coefficients of the streamfunction can be obtained by transforming those of the
vorticity, multiplying and dividing the result by the appropriate eigenvalues, and finally
transforming back. It is clear that a similar procedure could be applied to any linear
partial differential equation with constant coefficients. In the following section the same
collocation method is applied to the linear part of the vorticity equation.
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4.2 Temporal discretisation
Having discretised the model in space by means of periodic splines, I numerically inte-
grate it in time using specialised methods for its advective and viscous components. For
the former, I employ a semi-Lagrangian scheme, while for the latter, which can nearly be
integrated exactly, I use exponential time differencing. Both methods are second-order
accurate and remarkably stable, in that they do not impose unphysical restrictions on
the size of the time step. An additional reason for adopting these methods has been my
experience in their usage and implementation in fluid and plasma dynamics.
4.2.1 Semi-Lagrangian transport
The essence of semi-Lagrangian methods is their unique combination of the Lagrangian
treatment of advection with the convenience of a fixed spatial discretisation. This they
achieve by integrating the governing equations along different advective trajectories at
each time step, using precisely those that reach the points defining the spatial discreti-
sation by the end of each time step (see, e.g., Staniforth and Cote, 1991). In this way,
semi-Lagrangian schemes inherit the fine stability features of Lagrangian ones, and can
often use longer time steps than their Eulerian analogues without loss of accuracy. For
turbulent flows, the time steps required by standard Eulerian methods are smaller than
those needed by Lagrangian methods by roughly the same factor relating the sweeping
and dynamical time scales of the dissipative eddies (see section 2.1.2 and Bartello and
Thomas, 1996). Therefore, semi-Lagrangian schemes are most efficient when advection
plays a dominant role. In the multiscale flows investigated here, this occurs at relatively
high electric current settings.
The advective component of the layer-averaged model (3.21) is given by the following
modified inviscid two-dimensional vorticity equation,
∂ω
∂t
+
4
5
uj
∂ω
∂xj
= 0, (4.10a)
− ∂
2ψ
∂xi∂xi
= ω, ui = εij
∂ψ
∂xj
, (4.10b)
which just expresses the transport of the vorticity field by a multiple of its corresponding
velocity field. Let Z(t|ζ, τ) denote the advective trajectory that passes through position
ζ at time τ , which is determined by
d
dt
Z(t|ζ, τ) = 4
5
u
(
Z(t|ζ, τ), t), Z(τ |ζ, τ) = ζ. (4.11)
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Because the vorticity field is transported along trajectories of this type, it must satisfy
the relation
ω(ζ, τ) = ω
(
Z(t|ζ, τ), t) (4.12)
for arbitrary time t. This formula provides the solution to equation (4.10a) for the case
where the velocity field is specified for all time, as the differential equations (4.11) for the
trajectories can then be integrated independently, whether analytically or numerically.
However, in the present case, this trivial application of the method of characteristics is
precluded by the coupling (4.10b) between the vorticity and the velocity fields.
The second-order semi-Lagrangian scheme that I employ for solving the modified
vorticity equation (4.10) applies the transport formula (4.12) to subsequent estimates
of the advective displacements in each time step. I now describe the procedure for the
time step from t to t + δt using ζ to denote each of the collocation points defined in
the preceding section. Given the vorticity at time t, I first calculate its corresponding
velocity according to the discrete form of equation (4.10b) and follow by evaluating the
points
∗
Z = ζ − 4δt
5
u(ζ, t). (4.13)
These are first-order estimates for the departure points Z(t|ζ, t + δt), which arrive at
the collocation points ζ at time t + δt. Applying the transport formula (4.12), I then
compute a first-order approximation
∗
ω to the vorticity field at time t+ δt in the form
∗
ω(ζ) = ω(
∗
Z, t). (4.14)
Here and throughout, I perform the necessary interpolations using the spline represen-
tations (4.5)–(4.6) and assume the resulting errors to be small compared to those due to
the temporal discretisation. The vorticity estimate
∗
ω in turn yields a first-order estimate
∗
u for the velocity field at time t+ δt. Then, applying a variation of the trapezoidal rule,
I compute the following second-order approximations to the departure points,
∗∗
Z = ζ − 2δt
5
[ ∗
u(ζ) + u
(
ζ − 4δt
5
∗
u(ζ), t
)]
. (4.15)
Finally, by evaluating the initial vorticity field at these points, I obtain an improved
estimate
∗∗
ω for the vorticity at time t+ δt,
∗∗
ω(ζ) = ω(
∗∗
Z, t), (4.16)
This second-order approximation to the vorticity completes the semi-Lagrangian step.
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The stability of this scheme follows easily from the above exposition provided that
the effects of the spatial discretisation are neglected. In the spatially continuous case,
the final expression for the vorticity shows that it remains bounded by its initial extrema,
and thus the scheme is stable for any time step size. It is also clear that the accuracy of
the numerical solution is determined by that of the departure point estimates. Hence, in
the absence of stability restrictions, the time step for this method should just be chosen
small enough to properly resolve velocity variations along the advective trajectories.
4.2.2 Exponential time differencing
I now consider the nonadvective part of the model, which I integrate by means of an
elementary exponential time differencing scheme. Methods of this type offer increased
accuracy and stability for problems in which the linear part is exactly solvable, being
particularly useful for linearly stiff partial differential equations in very simple domains.
Exponential time differencing schemes tackle such problems most efficiently by exploiting
the knowledge of the linear response in the integration of nonlinear or forcing terms (see,
e.g., Beylkin et al., 1998; Cox and Matthews, 2002).
The nonadvective part of the layer-averaged model (3.21) consists of the viscous and
forcing terms and is given by the linear parabolic equation
∂ω
∂t
= ν
∂2ω
∂xj∂xj
− 3
2
βω +
3
2
ϕ. (4.17)
I spatially discretise this equation using the spline collocation method introduced in
section 4.1.2. Substituting the spline representations (4.5) of the vorticity and its forcing
into this equation and subsequently evaluating it at the knot averages, I obtain the linear
system of evolution equations
∑`
j1,j2=1
dωj1,j2
dt
Bj1(ζi1)Bj2(ζi2) =
∑`
j1,j2=1
νωj1,j2
(
B′′j1(ζi1)Bj2(ζi2) + Bj1(ζi1)B
′′
j2(ζi2)
)
− 3
2
∑`
j1,j2=1
(βωj1,j2 − ϕj1,j2)Bj1(ζi1)Bj2(ζi2).
(4.18)
Like the discrete Poisson equation (4.8), this system can be solved with the help of the
discrete Fourier transform, which in this case leads to the family of uncoupled differential
equations
dωˆκ1,κ2
dt
=
[
ν
(λ′′κ1
λκ1
+
λ′′κ2
λκ2
)
− 3
2
β
]
ωˆκ1,κ2 +
3
2
ϕˆκ1,κ2 , (4.19)
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where (ωˆκ1,κ2)
`
κ1,κ2=1
and (ϕˆκ1,κ2)
`
κ1,κ2=1
are the transforms of the B-coefficients of the
vorticity and its forcing.
The above evolution equations are directly amenable to exponential time differencing,
for they are linear with constant coefficients. For conciseness, I focus on any one of them
and rewrite it as
dωˇ
dt
= λωˇ + ϕˇ, (4.20)
where λ is a constant and ϕˇ is a function of time. This equation is readily solved using
the integrating factor technique. For a time step from t to t+ δt, the solution takes the
form
ωˇ(t+ δt) = eλδtωˇ(t) + eλδt
∫ δt
0
e−λτ ϕˇ(t+ τ) dτ. (4.21)
This formula is also valid when ϕˇ depends on ωˇ and is the foundation for exponential
time differencing methods, which approximate the rightmost integral in different ways.
If, for example, a polynomial interpolant to the function ϕˇ is assumed, then integral
can be calculated exactly. Here, I replace ϕˇ by its midpoint value and thus obtain the
second-order formula
ωˇ(t+ δt) ≈ eλδtωˇ(t) + eλδt
∫ δt
0
e−λτ ϕˇ
(
t+
δt
2
)
dτ
= eλδtωˇ(t) +
eλδt − 1
λ
ϕˇ
(
t+
δt
2
)
.
(4.22)
This is the exponential time differencing scheme that I apply to each of the evolution
equations (4.19). It is evident that, with ϕˇ being solely a function of time, the stability
of the method is determined by the sign of the real part of λ. In the present case, λ
is real and negative, since it is an eigenvalue of a discrete diffusion operator minus a
positive constant. Hence, the scheme is stable for whatever time step size. In fact, the
numerical solution is exact when the forcing is constant, and thus the time step should
in principle be based on the temporal scale of variation of the forcing.
4.2.3 Composition and implementation
The methods for the advective and linear parts of the model must be combined in an
adequate way in order to yield an overall scheme that retains their accuracy and stability.
For this purpose, I use the symmetric composition method of Strang (1968), which
achieves second-order accuracy by interposing a full time step for one of the components
between two half time steps for the other component (see also McLachlan and Quispel,
2002). Because of its regularising effect, I leave the integration of the viscous terms
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for the end. The procedure for advancing the numerical solution to the layer-averaged
model (3.21) for a single time step is therefore the following.
1. Evolve the vorticity according to the viscous and forcing terms for half a time step
by means of exponential time differencing.
2. Transport the vorticity for a full time step using the semi-Lagrangian scheme.
3. Repeat the exponential time differencing half-step for the viscous and forcing terms.
The stability of the method is again straightforward in the spatially continuous case. In
the absence of forcing and spatial errors, both the semi-Lagrangian transport step and
the exact viscous half-steps preserve the initial bounds on the vorticity, rendering the
scheme unconditionally stable. Because the separate parts of the model may interact,
the time step should be limited by their respective dynamical time scales as well as by
the time scale of forcing variations.
I have implemented the above procedure and the numerical methods described in the
previous sections in several parallel Fortran 2003 programs for shared memory machines.
The computational core is formed by the routines for evaluating and differentiating
splines, which are partly based on those of de Boor (1978). The programs also make
extensive use of the discrete Fourier transform routines in the Intel Math Kernel Library.
The simulations presented in this thesis were carried out in dual-core dual-processor
machines from the Imperial College High Performance Computing Service. In total,
several hundred simulations were performed, with the wall time for each run ranging
from several hours to few days.
4.3 Comparison with experiment
I lastly test the model and numerical method by comparing experimental measurements
and simulation results for one of the steady multiscale flows of Rossi et al. I examine
the well-documented case with electric current I = 0.3 A and remaining parameters as
specified in table 2.1. The forcing setup for this flow is the one depicted in figure 2.1.
The simulation was carried out in a square domain of the same side length lb = 1700mm
as the laboratory tank using smooth splines of order k = 7 with ` = 2048 breakpoints.
This spatial discretisation provides 12 collocation points across the smallest magnets
and thus captures all the length scales in the flow, which are approximately those of the
forcing. The flow was numerically evolved to the steady state using a fixed time step
δt = 6.67 ms, which is well below the inertial, viscous, and bottom friction time scales.
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(a) (b)
0
|u|
15.6 mm s−1
(c) (d)
0
|u|
16.3 mm s−1
Figure 4.1: Speed and streamlines of the laboratory multiscale flow with I = 0.3A: (a)–(b)
measurements (reproduced from Rossi et al., 2006a, fig. 9) and (c)–(d) simulation results in
the central square of side 800 mm and in its fourth quadrant.
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4.3.1 Velocity field
In figure 4.1, I show the measured and simulated flow fields in the central square of side
length 800 mm and, enlarged, in its fourth quadrant. The flow outside the displayed
region is very slow. There is clear resemblance between measurement and simulation
in the streamline pattern and in the spatial distribution of the velocity magnitude.
The observed features are also consistent with those to be expected from the forcing
configuration sketched in figure 2.1, which pushes the fluid along the second direction
above south-up magnets and along the opposite direction above north-up magnets. The
maximum speed in the simulated flow, 16.3 mm s−1, exceeds the experimental value of
15.6 mm s−1 by about 5 %. While in the measured field the maximum occurs above the
largest magnets, in the simulated field it is located on top of the magnets of the inter-
mediate scale. In fact, the maximum speed above the largest magnets in the simulation,
15.5 mm s−1, is very close to the experimental maximum. The perceptible differences
between the measured and simulated fields are found in the areas affected by the inter-
mediate and small forcing scales, which seem more energetic in the simulation results.
As argued in the previous chapter, the layer-averaged model cannot exactly describe
the small scales in this moderately forced flow, for they are not much larger than the
layer thickness and experience significant inertial effects and forcing inhomogeneities
(see Lardeau et al., 2008). Still, because my aim is not reproduce the fine details of the
laboratory flows but to understand their spatiotemporal features, I deem the agreement
between measurement and computational results satisfactory for this investigation.
4.3.2 Spectral densities
In figure 4.2, I present the wavenumber spectrum E(κ) and the Lagrangian frequency
spectrum ΦL($) of the simulated flow. Both densities are normalised using the side
length l0 = 160mm of the largest magnets and the large-scale velocity υ0 = 15.5mm s−1,
which I define as the maximum velocity created by the largest magnets alone. The
wavenumber spectrum was obtained by annular summing of the discrete two-dimensional
spectrum, which is proportional to the squared magnitude of the Fourier coefficients of
the velocity. Like in the experiment, the spectrum oscillates about a power law E(κ) ∝
κ−p in the intermediate wavenumber range, with the exponent p being approximately 2.5
(see Rossi et al., 2006a, fig. 14). This feature obviously arises from the multiscale nature
of the forcing, since the three spectral humps that give rise to the overall power law
are in clear correspondence with the three forcing scales. The relationship between the
scaling properties of the forcing and the spectral power law is analysed in section 5.3.1.
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Figure 4.2: Wavenumber spectrum (red) and Lagrangian frequency spectrum (green) of
the simulated laboratory multiscale flow with I = 0.3 A.
The Lagrangian spectrum was obtained from the velocity histories of 10242 tracer
particles released as a regular grid into the steady flow. Each particle trajectory X(t),
determined by
d
dt
X(t) = u
(
X(t), t
)
, X(0) = X0, (4.23)
was integrated using the spline representation (4.6) of the velocity field and a standard
second-order Runge–Kutta method (see Butcher, 2003, p. 87). The spectrum was then
estimated by the Blackman–Tukey method, that is, by Fourier transforming a windowed
correlation estimate (see, e.g., Marple, 1987, p. 151). Specifically, I applied the trans-
formation (2.6b) to the natural, unbiased estimate of the Lagrangian correlation (2.5)
multiplied by a cubic B-spline window (see Toraichi et al., 1989). As shown in figure 4.2,
the resulting spectrum consists of a low-frequency plateau, followed by an approximate
power law, ΦL($) ∝ $−q, and ultimately by a faster downfall. These features are also
consistent with the experimental findings, though while the present exponent q seems
to lie between 2.5 and 3, the one obtained from measurements was slightly over 3 (see
Rossi et al., 2007, figs. 2 and 3). In section 5.3.2, I examine the Lagrangian spectra of
similar flows and provide simple explanations for their low-frequency plateaus and their
intermediate power laws, which again originate from the multiplicity of forcing scales.
4.3.3 Particle dispersion
Lastly, figure 4.3 shows the particle dispersion results based on the tracking of 10242
initially equilateral triangles of side length ∆0 = 0.397 mm randomly released into the
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Figure 4.3: Absolute dispersion (red) and relative dispersion (green) of tracer particles in
the simulated laboratory multiscale flow with I = 0.3 A.
steady flow. The vertex trajectories, specified by equations (4.23), were integrated using
the aforementioned Runge–Kutta method. The simulated evolution of the mean square
particle displacement 〈|X(t)−X0|2〉 is qualitatively similar to the experimental one (see
Rossi et al., 2007, fig. 1). In both cases, absolute dispersion exhibits the short- and long-
time ballistic and diffusive regimes described in section 2.1.3. However, the numerical
and experimental results differ in scale because the latter are based only on the particles
that cross the region displayed in figure 4.1, where the forcing is concentrated.
The relative dispersion of particle pairs, calculated from the side lengths of the traced
triangles, moderately resembles that observed in the laboratory (see Rossi et al., 2006b,
fig. 5). As shown in figure 4.3, the mean square separation 〈∆2(t)〉 presents an initial
plateau that conceals a quadratic growth of the kind discussed in section 2.1.3. This
ballistic stage is succeeded by an intermediate algebraic regime 〈∆2(t)〉 ∝ t%, with %
slightly below 2, and by a late diffusive stage. The main difference between experiment
and simulation is in the intermediate exponent %, which is around 2.7 in the former.
I ascribe this discrepancy partly to the experimental sampling procedure, which only
considers pairs that traverse the central region, but also to the differences between the
simulated and measured velocity fields in their medium and small scales. The influence
of the multiple flow scales on the relative dispersion behaviour is studied in section 5.4.2.
The foregoing comparison confirms the adequacy of the model and numerical method
for qualitatively reproducing most of the prominent features of the laboratory multiscale
flows. In the next two chapters, I use the developed tools to explore and understand the
spatiotemporal properties of generalised steady and unsteady multiscale planar flows.
Chapter 5
Steady flows
In this chapter, I investigate the spatiotemporal features of my steady generalisations of
the laboratory multiscale flows. First, I describe the self-similar forcing setups and the
multiscale velocity fields that they generate. Subsequently, I examine the wavenumber
and Lagrangian frequency spectra and relate their intermediate power laws to the scaling
properties of the forcing. As well, I explain the low-frequency Lagrangian plateaus in
terms of the slow motions far away from the applied forces. Lastly, I analyse the particle
dispersion characteristics of the flows. Absolute dispersion presents the classic ballistic
and diffusive regimes for short and long times. Relative dispersion exhibits an additional
intermediate stage dominated by separation bursts arising from the various flow scales.
The overall effect of these bursts is however limited by the steadiness of the streamlines.
5.1 Forcing configurations
The computational approach adopted in this thesis facilitates the study of variations of
the multiscale flows of Rossi et al. In this chapter, I examine more general stationary
forcing configurations in order to better understand the spectral and particle dispersion
properties of the laboratory flows. Based on the experimental setup, summarised in
section 2.3.1, I consider a thin layer of brine forced by a uniform horizontal current and
a vertical magnetic field created by a fractal arrangement of permanent magnets placed
below the bottom wall. For simplicity, I assume the magnets of each scale m to be
perfectly cubic and set the vertical distances dm between their centres and the middle
of the brine equal to the magnet side length lm. Adjusted in this way, the individual
magnets of the different scales give rise to comparable horizontal forcing profiles. While
in the laboratory setup all magnets have the same remanent field B0, here I introduce
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Figure 5.1: Multiscale forcing setups with R = 4 and (a) C = 1, (b) C = 2, (c) C = 3, and
(d) C = 4. The electric current flows uniformly from left to right. The magnetic field points
out of the paper above north-up magnets and into the paper above south-up magnets.
an intensity factor Q that relates the remanent fields of consecutive scales according to
Bm+1 = Bm/Q. (5.1)
This intensity scaling factor, which is unity in the experiment, provides a straightforward
means of tuning the distribution of the forcing with respect to length scale.
The magnetic configurations that I consider are similar in essence to the experimental
one, being also composed of pairs of oppositely oriented magnets separated in the second
direction by a distance equal to their side length. Moreover, I employ the same iterative
relations of Rossi et al. for the magnet side lengths lm and the horizontal coordinates
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(xm, ym) of the centres of the magnet pairs,
lm+1 = lm/R, (5.2a)
xm+1 = xm ± lm(1 +R−1), (5.2b)
ym+1 = ym ± lm. (5.2c)
Here, R is the geometric scaling factor, which takes the value 4 in the laboratory setup.
In order to produce various flow topologies, I consider the alternative combinations of
the plus-minus signs in the above equations that lead to the four types of self-similar
pattern illustrated in figure 5.1. These patterns can be identified by the number C = 1,
2, 3, or 4 of copies that each magnet pair of a given scale creates in the subsequent scale.
For convenience, I also assign C = 0 to the setup consisting of a single pair of magnets.
For the experimental layout, shown in figure 2.1, the multiplier C would however take
the values 4, from the zeroth scale to the first, and 2, from the first scale to the second.
Hence, the proposed setups have plainer self-similarity than the experimental one and,
as a result, their scaling properties are easier to analyse.
In my theoretical studies of multiscale flows, I assume the same physical properties
and dimensions of the brine layer as in the laboratory. As well, I consider a maximum of
three forcing scales and adopt the experimental side length l0 and remanent field B0 for
the magnets of the largest scale. These and other parameters of the steady multiscale
flows are given in table 5.1. Because my main interest is on the kinematic aspects of the
flows, I set the electric current I to the small value of 0.01 A, which gives rise to weak
Table 5.1: Configuration parameters of the theoretical steady multiscale flows.
R Geometric scaling factor 4,
√
8
Q Intensity scaling factor 1,
√
2
C Copies multiplier 0, 1, 2, 3, 4
lb Brine layer side length 1700 mm
hb Brine layer thickness 5 mm
ρ Brine density 1103 kg m−3
ν Brine kinematic viscosity 1.326 mm2 s−1
σ Brine electrical conductivity 16.6 S m−1
I Electric current 0.01 A
B0 Large magnet remanent field 0.68 T
l0 Large magnet side length 160 mm
h0 Large magnet height 160 mm
d0 Large magnet distance to brine 160 mm
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forcings. As discussed in chapter 3, thin fluid layers respond approximately linearly to
weak horizontal forces, with steady flows mostly resulting from the balance between the
solenoidal component of the forcing and the viscous friction from the bottom wall. The
simplicity of these dynamics makes it possible to focus on the spatiotemporal features
of the flows and to relate them to the multiscale characteristics of the forcings.
In the subsequent sections, I inspect the velocity fields and the spectral and particle
dispersion properties of the flows created by several forcing configurations differing in
geometric scaling factor R, intensity scaling factor Q, and copies multiplier C. Apart
from the monoscale setup, I explore the three-scale setups having the four positive values
of C and the following three combinations of R and Q: R = 4 and Q = 1, R =
√
8 and
Q = 1, and R = 4 and Q =
√
2. The first set of values of R and Q is taken from
the laboratory setup and the last two modifications are selected in order to assess the
influence of the scaling factors. Figure 5.2 displays the forcing fields corresponding to
the four multiscale cases with R = 4 and Q = 1. Since the electric current is parallel
to the first axis, only the second component f2 of the forcing is nonzero. The values of
f2 are given relative to the large-scale forcing z0 = 99.9 µm s−2, which I define as the
maximum specific force generated by the large pair of magnets. The forcing fields in
figure 5.2 obviously resemble the magnetic layouts depicted in figure 5.1. However, the
forcing profiles are smooth owing to the separation between the magnets and the brine
layer. There is also a small degree of interference among fields produced by the various
magnet pairs, which leads to the forcing maxima being somewhat larger than z0.
In figure 5.3, I present the forcing fields created by the monoscale setup and by the
three multiscale configurations with multiplier C = 2 and the aforementioned values of
R and Q. The last three images illustrate the effects on the forcing field of changes in
the geometric and intensity scaling factors. While the large-scale forcing is independent
of these parameters, the intermediate and small scales are evidently larger in size in the
case with smaller R and weaker in magnitude in the case with higher Q. In addition,
the overlap of the forcings due to the various scales is more pronounced for small R,
because the small magnets closest to the second axis approach the large ones as R is
decreased. In fact, it can easily be shown that the idealised self-similar configuration
specified by the relations (5.2) becomes unrealisable for values of R below (1 +
√
17)/2.
The preceding observations on the effect of the scaling parameters on the forcing field
carry over to the velocity field by virtue of the balance between forcing and bottom
friction. The consequent elementary understanding of the scaling properties of the flows
is actually very useful for interpreting many of their spatiotemporal characteristics.
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(a) (b)
(c) (d)
−1.23z0
f2
1.23z0
Figure 5.2: Forcing fields created by the multiscale setups with R = 4, Q = 1, and
(a) C = 1, (b) C = 2, (c) C = 3, and (d) C = 4. Second forcing component in the central
square of side 5l0.
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(c) (d)
−1.18z0
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1.18z0
Figure 5.3: Forcing fields created by (a) the monoscale setup and by three multiscale
setups with C = 2 and (b) R = 4 and Q = 1, (c) R =
√
8 and Q = 1, and (d) R = 4 and
Q =
√
2. Second forcing component in the central square of side 5l0.
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5.2 Velocity fields
The flows generated by the various forcing configurations specified in the previous section
were calculated using the model and numerical methods presented in chapters 3 and 4.
The simulations were again carried out in a square domain of the same side length lb as
the laboratory tank using smooth splines of order k = 7 with ` = 2048 breakpoints. This
discretisation finely resolves all the considered forcings and thus suffices for capturing
the length scales present in the flows. The hydrodynamic fields were advanced using
time step δt = 0.2 s until becoming stationary. Once more, the time step was fixed well
below the dynamical time scales of the flows so as to produce accurate results.
In figure 5.4, I present the steady flow fields corresponding to the three-scale forcing
setups illustrated in figure 5.2, which have geometric and intensity scaling factors R = 4
and Q = 1. The images show the velocity magnitude and a selection of streamlines that
includes those beginning or ending at hyperbolic stagnation points, which are saddle
points of the streamfunction. These critical streamlines separate the different disc- and
band-shaped recirculating regions of the flows and therefore determine their topology
(see Ma and Wang, 2005). The observed critical streamline patterns are of the generic
type described by Fung and Vassilicos (1998), consisting of nested figures-of-eight and
inverted figures-of-eight (see also Moffatt, 2001). As in the experimental case analysed
in section 4.3, the general flow features are congruent with those to be expected from
inspection of the forcing fields. For example, the highest speeds and the most intense
circulations are found in the regions above magnet pairs. As well, the number of medium-
and small-scale magnets increases with the copies multiplier C, and the complexity of
the streamline structure increases accordingly.
In figure 5.5, I show the velocity fields produced by the monoscale forcing and the
multiscale forcings with C = 2 depicted in figure 5.3. Because inertial effects are minor
when the forcing is weak, the multiscale flows considered here are approximately linear
superpositions of scaled translates of the monoscale flow. The maximum speed of the
latter, υ0 = 0.412 mm s−1, and the large magnet side length, l0 = 160 mm, are used as
normalisation factors throughout this chapter and the next. The multiscale flows with
intensity factor Q = 1 exhibit slightly larger speeds due to constructive interferences
above medium- and small-scale magnets. The velocity field for R = 4 and Q = 1 is
similar in the first and third quadrants to the experimental one shown in figure 4.1. In
comparison, the intermediate and small scales of the velocity field are larger in the case
with R =
√
8 and slower in the case with Q =
√
2. Once again, these differences follow
directly from the definitions of the scaling factors and the roughly linear fluid response.
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(a) (b)
(c) (d)
0
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1.25υ0
Figure 5.4: Flow fields created by the multiscale setups with R = 4, Q = 1, and (a) C = 1,
(b) C = 2, (c) C = 3, and (d) C = 4. Speed and streamlines in the central square of side
5l0.
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(c) (d)
0
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Figure 5.5: Flow fields created by (a) the monoscale setup and by three multiscale setups
with C = 2 and (b) R = 4 and Q = 1, (c) R =
√
8 and Q = 1, and (d) R = 4 and Q =
√
2.
Speed and streamlines in the central square of side 5l0.
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5.3 Spectral densities
The multiscale nature of the selected forcing configurations leads to flows composed of
eddies of correspondingly different sizes. As discussed in section 2.1.1, the distribution
of velocity fluctuations across spatial and temporal scales can conveniently be quantified
in terms of spectra. In turbulent flows, velocity fluctuations are spread and dissipated in
such ways that the various spectral densities exhibit power-law decays over broad ranges
of wavenumbers or frequencies. In contrast, in the present two-dimensional laminar
flows, the energies associated with the different scales are largely imposed by the forcing
directly. Hence, spectral power laws of the kind found in the experiment of Rossi et al.
should be controllable through the parameters of the self-similar forcing.
5.3.1 Wavenumber spectra
Owing to the balance between the solenoidal part of the forcing and the bottom friction,
the fluid velocity is roughly proportional to the former provided the forcing is weak and
its length scale is much larger than the layer thickness. These conditions are satisfied
by the large and intermediate scales of the considered forcings, but not entirely by the
small scale, which is not far from the layer thickness. Therefore, the spectral properties
of the forcings are expected to be similar to those of the velocity fields, at least up to a
certain wavenumber. In analogy with the energy spectrum, I define the spectral density
of the forcing F (κ) so that it integrates to half of the mean square specific force,
1
2
〈|f |2〉 =
∫ ∞
0
F (κ) dκ. (5.3)
Since the spatial domain is biperiodic and the first forcing component is zero, this density
can be calculated through annular summing of the squared Fourier coefficients of f2.
In figure 5.6(a), I plot the wavenumber spectra of the different forcings. The spectral
densities are normalised using the side length l0 of the large magnets and the large-scale
forcing z0. The monoscale spectrum consists of a single hump peaking at κ ≈ 2/l0
followed by a rapid decay that manifests the smoothness of the forcing field. The curves
for the multiscale cases present three main humps, which are obviously caused by the
three distinct forcing scales. The third hump in each curve is again succeeded by a fast
decay indicative of smoothness below the smallest scale. In the range of wavenumbers
corresponding to the side lengths of the magnets, the multiscale spectra may be fitted by
power laws proportional to (κl0)−p, with reasonable approximation in logarithmic scale.
These overall power laws originate from the self-similarity of the forcing configurations,
5 Steady flows 68
10−11
10−10
10−9
10−8
10−7
10−6
10−5
10−4
10−3
10−2
100 101 102
F(
κ)
/F 0 
2 l 0
κl0
(a)
10−5
10−4
10−3
10−2
10−1
100 101 102
(κ
l 0)
p F
(κ
)/F
0 2
l 0
κl0
(b)
Figure 5.6: (a) Uncompensated and (b) compensated forcing wavenumber spectra created
by the monoscale (magenta) and multiscale steady setups with R = 4 and Q = 1 (red),
R =
√
8 and Q = 1 (green), R = 4 and Q =
√
2 (blue), and C = 1, 2, 3, and 4 from bottom
to top in (a). The compensating power is p = 3− log (C/Q2)/ logR.
and their exponents p can be calculated in the following way. As seen in the monoscale
spectrum, the force generated by the magnets of side length lm mostly contributes to
wavenumbers close to l−1m , say between l−1m and l
−1
m+1. Because the magnets are well
separated, their contributions to the mean square forcing are nearly additive. I now
compare the contributions due to the magnets of scales m and m+ 1. In the considered
setups, the larger forcing scale is Q times more intense and its effective area of influence is
R2/C times larger. Hence, its contribution to the mean square forcing is Q2R2/C times
that of the subsequent scale. Assuming that the different scales contribute additively to
the spectrum, I obtain that the spectral density between scales l−1m and l
−1
m+1 is greater
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Figure 5.7: (a) Uncompensated and (b) compensated wavenumber spectra of the
monoscale (magenta) and multiscale steady flows with R = 4 and Q = 1 (red), R =
√
8 and
Q = 1 (green), R = 4 and Q =
√
2 (blue), and C = 1, 2, 3, and 4 from bottom to top in
(a). The compensating power is p = 3− log (C/Q2)/ logR.
than that between l−1m+1 and l
−1
m+2 by a factor Q
2R3/C. Since this factor does not depend
on m, it follows that the multiscale forcing spectra must scale like
F (κ) ∝ z20 l0(κl0)−p, with p = 3−
logC/Q2
logR
, (5.4)
through the intermediate wavenumber ranges. I check the validity of this scaling law in
figure 5.6(b), where I plot the multiscale spectra divided by the predicted power laws.
The compensated densities indeed oscillate about horizontal lines between the first and
third humps, thus corroborating the formula for the exponents of the power laws.
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Because of the rough proportionality between the solenoidal part of the forcing and
the fluid velocity, the wavenumber spectrum E(κ) should in principle follow the same
scaling as the forcing spectrum, that is,
E(κ) ∝ υ20l0(κl0)−p with p = 3−
logC/Q2
logR
. (5.5)
Figure 5.7(a) shows the energy spectra of the steady flows created by the various forcing
setups. The plotted spectral densities closely resemble those of the forcing except at the
highest wavenumbers, where the former decay more rapidly. This lack of proportionality
at the small scales is due to the higher influence of inertial and viscous horizontal forces,
discussed and exemplified in chapter 3. This effect is also patent in figure 5.7(b), which
shows the energy spectra divided by the theoretical power laws. The compensated curves
oscillate about horizontal lines between the first and second humps, demonstrating that
the theory correctly predicts the scaling of the spectrum in those wavenumber ranges.
However, the third hump drops below the horizontal in the cases with R = 4, which
feature the smallest forcing length scales. The proposed scaling law thus underestimates
the faster decay at high wavenumbers caused by inertial and viscous horizontal forces.
In table 5.2, I provide fitted exponents to the forcing and energy spectra of the steady
flows. The least-squares fits were performed logarithmically in the wavenumber ranges
given by 2/l0 ≤ κ ≤ 2/l2. The table also includes the theoretical exponents p and the rms
speeds υ, for later reference. The exponents pF fitted to the forcing spectra are close to
the theoretical ones. In contrast, the exponents pE of the energy spectra are moderately
above the predictions as a result of the stated high-wavenumber effects. Still, the fitted
exponents follow the changes prescribed by the above law with respect to variations in
the parameters of the forcing setup. Therefore, the elementary understanding provided
by foregoing theory is adequate for controlling the wavenumber spectrum. The theory
Table 5.2: Exponents of the forcing and energy wavenumber spectra and rms speeds of
the steady flows. The theoretical exponent is p = 3 − log(C/Q2)/ logR and the exponents
pF and pE were fitted to E(κ) and F (κ) in 2/l0 ≤ κ ≤ 2/l2.
R = 4, Q = 1 R =
√
8, Q = 1 R = 4, Q =
√
2
C 0 1 2 3 4 1 2 3 4 1 2 3 4
p 3.00 2.50 2.21 2.00 3.00 2.33 1.94 1.67 3.50 3.00 2.71 2.50
pF 3.10 2.56 2.25 2.04 3.07 2.40 2.04 1.82 3.65 3.11 2.79 2.58
pE 3.39 2.86 2.54 2.33 3.23 2.58 2.14 1.87 3.93 3.41 3.09 2.88
υ/υ0 0.167 0.172 0.178 0.183 0.188 0.178 0.189 0.202 0.215 0.170 0.172 0.175 0.177
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Figure 5.8: Lagrangian velocity correlations of the monoscale (magenta) and multiscale
steady flows with R = 4 and Q = 1 (red), R =
√
8 and Q = 1 (green), R = 4 and Q =
√
2
(blue), and C = 1, 2, 3, and 4 from smaller to greater fluctuations.
is also suitable for explaining the spectra of the laboratory flows. In fact, the scaling
law (5.5) generalises the relations (2.25)–(2.26) employed by Rossi et al. (2006a) and the
similar formula put forward by Hascoe¨t et al. (2008). From the present perspective, the
p ≈ 2.5 exponents found in the moderately forced laboratory flows can be interpreted
as follows. The experimental configuration has scaling factors R = 4 and Q = 1 and the
multiplier C has values 4, from the large to the medium scale, and 2, from the medium
to the small scale. According to table 5.2, the theoretical exponents corresponding to
these parameters are 2 and 2.5. Because of attenuation by viscous horizontal forces and
interscale energy transfers by inertial forces, the actual exponents are slightly below and
above 2.5 (see Rossi et al., 2006a, fig. 14). Hence, the spectra of the laboratory flows
decay with overall exponent of about 2.5 across the intermediate wavenumber ranges.
5.3.2 Lagrangian frequency spectra
Having found simple explanations for the properties of the wavenumber spectra of the
steady multiscale flows, I now analyse their Lagrangian frequency spectra using the same
framework. The Lagrangian spectra were calculated from estimates of the Lagrangian
velocity correlations through the procedure specified in section 4.3.2. In figure 5.8, I plot
the correlation estimates RL(t) based on the velocity histories of 10242 tracer particles
released as a regular grid into each flow. The correlation curves for the multiscale cases
resemble those of the laboratory flows (see Rossi et al., 2007, fig. 1), since they first
cross zero at t ≈ 3l0/υ0 and oscillate thereafter while slowly decaying. The monoscale
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correlation initially decays more slowly and it appears to remain negative after its first
zero crossing. In the multiscale cases, the initial decorrelation is faster the larger the
multiplier C and the smaller the scaling factors R and Q. These tendencies are consistent
with the ordering of the Lagrangian temporal microscales τL, introduced in section 2.1.2
and given in table 5.3. The table also provides the estimates of the Lagrangian integral
time scales TL obtained from the values of the corresponding spectra at the origin.
These global measures of velocity persistence follow analogous tendencies with respect
to the configuration parameters. However, the accuracy of the computed integral times
is questionable in view of the prolonged oscillations in the correlations. Actually, in the
next section I argue that the present estimates are necessarily erroneous. In any case,
the mechanism for long-time decorrelation in these steady planar flows is peculiar, for
almost every particle trajectory is periodic, and thus periodically correlated with itself.
Hence, the consideration of a particle ensemble covering infinitely many streamlines with
incommensurate periods is indispensable for the asymptotic decay of the correlation.
In figure 5.9, I show the Lagrangian frequency spectra ΦL($) of the various steady
flows. Like those of the experimental flows (see Rossi et al., 2007, fig. 2), the multiscale
spectra exhibit low-frequency plateaus, followed by approximate power laws, and lastly
by faster decays. In contrast, the spectrum of the monoscale flow begins its rapid decline
soon after the plateau, which in all cases ends at $ ≈ υ0/l0. As this is the characteristic
frequency of the large-scale flow, the plateaus must correspond to the fluid motions along
streamlines of particularly long period, which are those that traverse the regions distant
from the applied forces. The flow in such regions is practically irrotational, because the
vorticity generated by the forcing is extinguished by bottom friction before advectively
or diffusively reaching them. Since the vorticity ω remains confined to the central region,
the flow far away from the origin can be approximated by a multipole expansion of the
streamfunction ψ based on vorticity moments (see Saffman, 1992, p. 64). For simplicity, I
disregard the periodic boundaries of the computational domain and consider the Poisson
equation (3.21b) relating the streamfunction to the vorticity in the plane. In this case,
Table 5.3: Lagrangian micro- and integral time scales of the steady flows. The integral
times are unreliable because of the oscillations in the correlations.
R = 4, Q = 1 R =
√
8, Q = 1 R = 4, Q =
√
2
C 0 1 2 3 4 1 2 3 4 1 2 3 4
τLυ0/l0 1.78 1.09 0.80 0.63 0.53 1.02 0.68 0.55 0.46 1.49 1.27 1.11 0.98
TLυ0/l0 1.28 1.21 1.14 1.06 1.00 1.13 1.01 0.86 0.74 1.24 1.21 1.17 1.14
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Figure 5.9: Lagrangian frequency spectra of the monoscale (magenta) and multiscale
steady flows with R = 4 and Q = 1 (red), R =
√
8 and Q = 1 (green), R = 4 and Q =
√
2
(blue), and C = 1, 2, 3, and 4 from bottom to top.
the streamfunction is given by a convolution integral with a simple logarithmic kernel,
which leads to the following asymptotic expansion for points r far from the origin,
2piψ(r) = −
∫
ω(x) log |r− x|dx
= − log r
∫
ω(x) dx +
∑
i
ri
r2
∫
xiω(x) dx−
∑
i,j
( δij
2r2
− rirj
r4
)∫
xixjω(x) dx + · · · .
(5.6)
Here, r is the distance from the origin and δij is the Kronecker delta. The two first terms
in the expansion vanish for the present flows, because their forcings consist of antialigned
pairs incapable of creating overall circulation or hydrodynamic impulse. Thus, at large r,
the flow field is dominated by a quadrupole and the streamfunction decays quadratically.
In the simulations, this applies to the regions far away from the origin but not too close
to the boundaries, as suggested by figures 5.4 and 5.5. At such distances r, the velocity
field is of order υ0l30r
−3 and has local length scale r and characteristic frequency υ0l30r−4.
It follows that the annulus of radii r and r + δr contains kinetic energy commensurate
with υ20l
6
0r
−5δr and primarily contributes to a frequency range of width proportional to
υ0l
3
0r
−5δr. Therefore, the energy per unit frequency is roughly constant in the far field.
This explains the flatness at low frequencies of the Lagrangian spectra of all the flows.
I now examine the behaviour of the spectra of the multiscale flows at intermediate
frequencies. As seen in figure 5.9, the spectral densities may be fitted by power laws for
about a frequency decade following their plateaus. Again, I attribute these intermediate
power laws to the self-similarity of the forcing setups and its reflection in the velocity
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Figure 5.10: Compensated Lagrangian frequency spectra of the steady multiscale flows
with R = 4 and Q = 1 (red), R =
√
8 and Q = 1 (green), R = 4 and Q =
√
2 (blue), and
C = 1, 2, 3, and 4. The compensating powers are (a) q = 3 − log (C/Q4)/ log (R/Q) and
(b) p = 3− log (C/Q2)/ logR.
fields. In the preceding section, I showed that the energies of consecutive flow scales are
approximately related by a factor Q2R2/C, which leads to the theoretical law (5.5) for
the wavenumber spectrum. Various scalings of the Lagrangian spectrum can be derived
from this energy distribution by postulating different relations between frequency and
length scale. The procedure is analogous to that used in section 2.1.1 for obtaining the
turbulent Eulerian and Lagrangian frequency spectra from the wavenumber spectrum.
The natural estimate for the Lagrangian frequency $m associated with the length
scale lm in the multiscale flows is υm/lm, with υm being the typical speed generated by
the magnets of side lm. Assuming proportionality between forcing intensity and flow
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speed, υm should be Q times larger than υm+1, and thus the characteristic frequencies
$m and $m+1 should be related by a factor R/Q. From this frequency relation and the
corresponding ratio of kinetic energies, I obtain the following scaling of the Lagrangian
spectrum,
ΦL($) ∝ υ0l0
($l0
υ0
)−q
with q = 3− logC/Q
4
logR/Q
. (5.7)
I assess this law in figure 5.10(a), which shows the actual spectra of the multiscale flows
divided by the predicted power laws. The compensated curves forQ = 1 fluctuate around
horizontal lines at intermediate frequencies, though they slightly decay as a result the
higher influence of inertial and horizontal viscous forces at small scales. However, the
curves for Q =
√
2 rise noticeably towards the high frequencies, revealing a deficiency
in the theory. The departure from the predicted scaling is due to the greater impact of
interferences among forcing scales at larger Q. For example, Figure 5.5(d) shows that
the maximum speed above the medium forcing scale is almost equal to that above the
large scale, although the latter is
√
2 times stronger. Because of this effect, for large Q
the estimates υm/lm of the Lagrangian frequencies $m are significantly on the low side
and therefore result in overprediction of the spectral decay.
In view of the broad influence of the large forcing scale and the relative homogeneity
of flow speeds at Q =
√
2, a crude alternative is to estimate the frequencies $m as υ0/lm.
This reciprocal relation between frequency and length scale was likewise used by Fung
et al. (1992) to explain the Lagrangian spectra of steady kinematic simulations. Their
argument was that the velocity fluctuations of tracer particles are due to their sweeping
through small eddies by large eddies. In the present case, the theoretical law (5.5) for the
wavenumber spectrum together with the above relation between frequency and length
scale lead to the following Lagrangian scaling,
ΦL($) ∝ υ0l0
($l0
υ0
)−p
with p = 3− logC/Q
2
logR
. (5.8)
Table 5.4: Exponents of the Lagrangian frequency spectra of the steady multiscale flows.
The theoretical exponents are q = 3− log (C/Q4)/ log (R/Q) and p = 3− log(C/Q2)/ logR
and the exponents qL were fitted to ΦL($) in υ0/l0 ≤ $ ≤ υ0/l2.
R = 4, Q = 1 R =
√
8, Q = 1 R = 4, Q =
√
2
C 1 2 3 4 1 2 3 4 1 2 3 4
q 3.00 2.50 2.21 2.00 3.00 2.33 1.94 1.67 4.33 3.67 3.28 3.00
p 3.00 2.50 2.21 2.00 3.00 2.33 1.94 1.67 3.50 3.00 2.71 2.50
qL 3.04 2.56 2.37 2.20 2.80 2.21 2.05 1.88 3.78 3.27 3.05 2.88
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In figure 5.10(b), I plot the multiscale Lagrangian spectra divided by these power laws,
which coincide with the preceding ones for Q = 1. The compensated spectra for Q =
√
2
now decline towards the high frequencies, indicating that the theory underpredicts the
decay. Hence, it appears that at large Q the spectrum lies between the prediction of first
theory, which neglects interferences among scales, and that of the second theory, which
assumes that the large-scale speed determines the Lagrangian frequencies.
Finally, in table 5.1, I present the exponents qL fitted to the multiscale Lagrangian
spectra in the ranges υ0/l0 ≤ $ ≤ υ0/l2 together with the predicted exponents, q and p.
As expected from the compensated plots, the fitted exponents for Q = 1 are relatively
close to the predictions, while those for Q =
√
2 lie between p and q. As well, the fitted
exponents follow the tendencies prescribed by the theoretical scalings with respect to
changes in the geometrical parameters of the setup. The foregoing analysis thus provides
a qualitative explanation for the intermediate power laws in the Lagrangian spectra of
the steady multiscale flows. As with the wavenumber spectrum, this understanding can
be applied to the laboratory flows bearing in mind their different geometry and intensity.
5.4 Particle dispersion
The results of the previous section manifest that, in spite of being steady, planar, and
laminar, the considered multiscale flows resemble turbulent flows in the shapes of the
wavenumber and Lagrangian frequency spectra. I now investigate the particle disper-
sion characteristics of the steady flows, which are directly related to their Lagrangian
properties and influenced by their multiscale spatial structure. Guided by the turbulent
phenomenology outlined in section 2.1.3, I examine absolute and relative dispersion as
measured by the mean square particle displacement and pair separation. These statistics
were obtained from the tracking of 10242 triangles of initial side length ∆0 = 0.870 mm
released randomly into the steady flows. The trajectories of the vertices were integrated
numerically using the second-order method specified in section 4.3.
5.4.1 Absolute dispersion
In figure 5.11, I plot the evolution of the mean square displacement 〈|X(t)−X0|2〉 in the
various steady flows, again using the side length l0 of the large magnets and the large-
scale velocity υ0 as normalisation factors. The curves evidence an initial ballistic stage,
with 〈|X(t)−X0|2〉 ∝ υ20t2, followed by a diffusive stage, where 〈|X(t)−X0|2〉 ∝ l0υ0t.
This behaviour complies with Taylor’s (1922) analysis and is also consistent with the
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Figure 5.11: Absolute dispersion in the monoscale (magenta) and multiscale steady flows
with R = 4 and Q = 1 (red), R =
√
8 and Q = 1 (green), R = 4 and Q =
√
2 (blue), and
C = 1, 2, 3, and 4 from bottom to top.
experimental findings of Rossi et al. (see 2007, fig. 1). The differences among the plotted
curves are only noticeable in the ballistic regime. For very short times, the mean square
displacement is proportional to the mean square velocity, so the initial ordering of the
absolute dispersion curves is dictated by the rms speeds υ in table 5.2. Alternatively, a
straightforward similarity argument, akin to those of the preceding sections, shows that
the kinetic energy is connected to the parameters of the forcing setup by
υ2 ∝ υ20
∑
m
CmR−2mQ−2m. (5.9)
This approximate relation shows that the initial growth rate increases with the copies
multiplier, C, and decreases with the geometric and intensity scaling factors, R and Q.
In all cases, the transition between the ballistic and diffusive regimes is found at a
time of order l0/υ0 roughly given by the zero crossing of the associated Lagrangian cor-
relation in figure 5.8. These times are also comparable to the estimates of the integral
times supplied in table 5.3. Thus, the present diffusive regime is formally similar to
its turbulent counterpart, though, as mentioned in the previous section, its underlying
decorrelation mechanism is very different and depends crucially on the particle ensemble.
Moreover, on account of the steadiness and boundedness of the streamlines, absolute dis-
persion is bounded in the present flows, and the diffusive regime must therefore saturate
at some point. This saturation has an important implication for the Lagrangian integral
time scale (see, e.g., Falkovich et al., 2001). According to Taylor’s equation (2.12), the
mean square displacement grows in proportion to the running integral of the Lagrangian
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correlation. If convergent, this integral must go to zero, for otherwise the mean square
displacement would diverge. Hence, my positive estimates of the integral times are nec-
essarily wrong and, assuming convergence of the mean square displacement, the integral
times should be zero. The diffusive regimes observed in figure 5.11 are thus stages where
the running integral times remain more or less constant. However, the dispersion curves
should eventually stabilise and the running integral times should then approach zero.
5.4.2 Relative dispersion
The broad features of absolute dispersion are rather insensitive to the parameters of the
steady flows. I now examine relative dispersion, which is generally more dependent on
the spatiotemporal flow structure, as discussed in chapter 2. In figure 5.12(a), I plot the
mean square separation 〈∆2(t)〉 of particle pairs, obtained from the side lengths of the
traced triangles. The curves exhibit an initial stage of relative constancy with underlying
ballistic separation as well as a final diffusive stage of roughly linear growth. Between
these two regimes, the mean square separation experiences a pronounced increase in a
form that depends on the forcing setup. In certain multiscale cases, the midsections of
the curves may decently be fitted by power laws, in line with the experimental results
of Rossi et al. (see 2006b, fig. 5). However, the curves for the monoscale case and the
multiscale cases with large intensity factor Q or small multiplier C appear too convex for
power law fits to be adequate. In particular, the shape of the monoscale curve suggests
exponential growth of mean square separation in the intermediate stage.
The ballistic behaviour of relative dispersion in the initial stage is evidenced by the
flat segments in figure 5.12(b), which shows the mean square separation discounted for
the initial separation ∆0 and compensated by a quadratic factor. Because ∆0 is below
the smallest length scale of the flows, particle pairs initially separate according to the
strain rate, though the initial rate of separation vanishes as a result of incompressibility
and orientational averaging. As explained in section 2.1.3, relative dispersion is therefore
quadratic in time and approximately proportional to the mean square velocity gradient,
〈∆2(t)−∆20〉 ∝ ∆20〈|∇u|2〉t2. By a similarity argument analogous to that used for the
kinetic energy, the scaling of the velocity gradient can be estimated as
〈|∇u|2〉 ∝ (υ0/l0)2
∑
m
CmQ−2m. (5.10)
This relation explains the effect of the parameters C and Q on the ballistic regime, but
fails to predict the decrease of the separation rate with the scaling factor R. This trend
5 Steady flows 79
10−5
10−4
10−3
10−2
10−1
10−1 100 101 102
〈∆2
(t)
〉/l2 0
tυ0/l0
(a)
10−6
10−5
10−4
10−1 100 101 102
(tυ
0/
l 0)
−
2 〈∆
2 (t
)−
∆ 02
〉/l2 0
tυ0/l0
(b)
Figure 5.12: (a) Uncompensated and (b) compensated relative dispersion in the monoscale
(magenta) and multiscale steady flows with R = 4 and Q = 1 (red), R =
√
8 and Q = 1
(green), R = 4 and Q =
√
2 (blue), and C = 1, 2, 3, and 4 from bottom to top.
arises from the higher influence of inertial and viscous horizontal forces at smaller scales.
The compensated plot also clarifies the intermediate relative dispersion behaviour.
The curve for the monoscale flow exhibits a single steep rise prior to the diffusive regime,
while those for the multiscale flows present up to three rises indicating superquadratic
separation. Like Rossi et al. (2006a,b), I ascribe these distinct separation bursts to the
actions of the different flow scales. The last burst is almost simultaneous in the mono-
and multiscale cases, and is therefore associated with the large-scale flow. The origin
of this burst is found by identifying the pairs that contribute most to the instantaneous
separation rate. Figure 5.13 shows a random sample of the 0.02 % triangles that account
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Figure 5.13: Triangles (red) dominating the relative dispersion rate at time 5l0/υ0 in the
steady monoscale flow. Streamlines (green), trajectories (black), and initial position (blue).
for 95 % of the total separation rate at time 5l0/υ0 in the monoscale flow. The displayed
triangles are initially very close to the second coordinate axis, and they are coherently
stretched as they traverse the central region in time proportional to l0/υ0. In fact, the
triangles are stretched in an exponential fashion because the strain rate is relatively
homogeneous between the pair of opposing large-scale forces. Based on these findings, I
likewise attribute the earlier rises of the multiscale curves to the passages through the
regions of intense strain imposed by the medium and small forcing scales. In support of
this association, the times of occurrence of the bursts are related by approximately the
same factor R/Q that relates the characteristic times lm/υm of the different flow scales.
As well, the separations produced by the intermediate bursts seem commensurate with
the multiplier C, which represents the number of medium magnet pairs. An equivalent
relation should apply to the small-scale bursts, but they are slightly perceptible, as they
are overshadowed by the ballistic regimes of the larger scales.
As seen in figure 5.12(b), the exponential-like separations caused by persistent strain
yield overall superquadratic dispersion in the intermediate stage. However, the combined
action of the different flow scales does not invariably give rise to a well-defined power law.
For example, the midsections of some of the compensated curves have notably different
average slopes in their first and second halves, making single algebraic fits inadequate.
Nevertheless, for reference and comparison, table 5.5 gives the dispersion exponents %
calculated from the values of 〈∆2(t)−∆20〉 at times 6l2/υ2 and 6l0/υ0. The table also
provides sampled values of 〈∆2(t)〉 normalised by ∆20 and expressed logarithmically, for
convenience. While the separation samples are larger the larger C and the smaller Q, the
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opposite tendency is observed for the fitted exponents. Actually, in the compensated plot
the intermediate slopes of the multiscale curves are considerably smaller than that of the
monoscale curve. Hence, adding or intensifying the smaller flow scales enhances relative
dispersion, but at the same time reduces the overall exponent of the intermediate stage.
This is because the early separations induced by the small scales are not significantly
augmented by the larger scales, as evidenced by the convergence of the multiscale curves
in figure 5.12(a) after the first two separation bursts cease. In these steady planar flows,
particle pairs belonging to small-scale neighbouring streamlines remain forever in those
streamlines, so they cannot reach separations comparable to the large scale. Thus, the
trapping by steady recirculation regions precludes a Richardson-like dispersion process,
where individual pairs are subsequently separated by increasingly large flow scales.
Lastly, the outset of the diffusive stage is visible in the compensated and uncompen-
sated plots. The final growth of mean square separation is slightly faster than linear, but
the proper diffusive regime should eventually be reached and after some time saturate.
In the present flows, this relative dispersion regime results from the collective divergence
and convergence of particle pairs. The particles in each typical pair separate and gather
in a quasiperiodic fashion, with the basic frequencies being those of the two streamlines
involved. As in the absolute dispersion case, the necessary decorrelation arises from the
particle ensemble, which spans infinitely many pairs of streamlines. For the large-scale
flow, the frequency difference of the streamline pairs should be proportional to ∆0υ0/l20.
From this characteristic frequency and the length scale l0, I obtain the diffusivity ∆0υ0
and the dispersion law 〈∆2(t)〉 ∝ ∆0υ0t. These imprecise estimates, which disregard the
smaller flow scales, indicate that the diffusive regime depends on the initial separation.
This peculiar behaviour is again due to the steadiness of these two-dimensional flows.
The foregoing results are mostly consistent with the experimental findings of Rossi
et al. and partly corroborate the similarity between relative dispersion in these steady
Table 5.5: Fitted exponents and samples of relative dispersion in the steady flows. The
exponents % are based on the values of 〈∆2(t)−∆20〉 at times 6l2/υ2 and 6l0/υ0.
R = 4, Q = 1 R =
√
8, Q = 1 R = 4, Q =
√
2
C 0 1 2 3 4 1 2 3 4 1 2 3 4
% 2.57 2.35 2.24 2.16 2.64 2.38 2.22 2.16 2.87 2.75 2.66 2.62
1 0.03 0.12 0.23 0.32 0.43 0.11 0.25 0.40 0.54 0.06 0.09 0.12 0.15
10 1.96 2.05 2.06 2.14 2.20 2.05 2.11 2.21 2.31 2.01 2.06 2.05 2.12
100 3.24 3.28 3.29 3.32 3.37 3.32 3.38 3.42 3.46 3.26 3.28 3.30 3.32
tυ0/l0 log10〈∆2(t)/∆20〉
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multiscale flows and in turbulent flows. Both types of flow produce ballistic and diffusive
regimes, though the decorrelation mechanism for the latter is rather different. As well, in
both types of flow, the intermediate dispersion stage reflects the actions of the multiple
flow scales. However, the trapping by static streamlines makes the intermediate regime
of the present flows essentially different from the Richardson regime of turbulent flows,
as it prevents individual particle pairs from experiencing the whole range of flow scales.
Moreover, the intermediate shapes of the relative dispersion curves for the present flows
depend on the setup parameters, and their fitting by power laws seems questionable in
certain cases. For geometrically similar setups, the fitted exponents are somewhat lower
than those obtained by Rossi et al. (2006b). The intermediate dispersion regime of the
moderately forced laboratory flows should also be dominated by practically uncoupled
strains due to the different flow scales. However, owing to the stronger inertial forces,
the small scales should have less relative influence than in the present flows. This would
explain the larger separation exponents of the laboratory flows as well as their tendency
to increase with the forcing intensity. In any case, both the laboratory multiscale flows
and the present theoretical extensions are limited in their ability to disperse particles by
their steadiness and two-dimensionality. The former restriction is relieved in the coming
chapter by considering forcing configurations with periodic time dependence.
Chapter 6
Unsteady flows
In this chapter, I investigate the spatiotemporal features of my unsteady extensions of
the laboratory multiscale flows. First, I describe the planetary motions that I impose on
the self-similar forcing setups and inspect some of the resulting periodic velocity fields.
Next, I examine the various flow spectra. The scaling of the wavenumber spectrum is
slightly changed by the forcing rotations, and the Eulerian and Lagrangian frequency
spectra exhibit similar scaling owing to the sweeping action of the large-scale rotation.
Finally, I assess the particle dispersion properties of the flows. At slow rotation, relative
dispersion is enhanced compared to the stationary case. However, at fast rotation, both
relative and absolute dispersion diminish as a result of periodic flow reversals.
6.1 Forcing configurations
Like the laboratory flows of Rossi et al., the multiscale flows studied in the preceding
chapter have some formal similarity to turbulent flows in their spectral power laws and
in terms of their particle dispersion regimes. Their kinematic resemblance to turbulent
flows is however limited by their planarity, which is inherent to their construction, and
their stationarity, which can easily be modified. Actually, as mentioned in section 2.3.1,
two time-dependent variations of the original experiment have been tested and further
developed in parallel with my research (see Kewcharoenwong et al., 2007; Rossi et al.,
2009). Here, I generalise the self-similar forcing configurations defined in the previous
chapter by allowing the permanent magnets to move in a planetary fashion, where the
magnet pairs of each scale rotate about those of the immediately larger scale. This type
of motion is inspired by the sweeping of small eddies by larger ones in turbulent flows,
and is intended to produce flows with moderately complex spatiotemporal structure.
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The setup of the unsteady flows again consists of a thin layer of brine forced by a
uniform horizontal electric current and a vertical magnetic field created by underlying
pairs of oppositely oriented cubic magnets. The side lengths lm and remanent fields Bm
of the magnets of successive scales are related by the geometric R and intensity Q scaling
factors as specified by equations (5.1) and (5.2a). I let the largest pair of magnets rotate
around the origin with frequency Ω0 and carry the second largest pairs. Likewise, I let
the magnet pairs of scale m gyrate with frequency Ωm about their centres and transport
the pairs of scale m+1. I regulate the unsteadiness of the different scales by introducing
a rotation multiplier G that relates consecutive frequencies according to
Ωm+1 = ΩmG. (6.1)
Based on the iterative relations (5.2) defining the steady configuration, I prescribe the
motions of the magnet pairs through the following equations for their angles of rotation
θm and the horizontal coordinates (xm, ym) of their centres,
θm = 2piΩmt, (6.2a)
xm+1 = xm ± lm[(1 +R−1) cos θm ∓ sin θm ], (6.2b)
ym+1 = ym ± lm[(1 +R−1) sin θm ± cos θm]. (6.2c)
For each pair, the coordinates (xNm, y
N
m) and (x
S
m, y
S
m) of the centres of the north-up and
south-up magnets are then given by
xNm = xm − lm sin θm xSm = xm + lm sin θm, (6.3a)
yNm = ym + lm cos θm, y
S
m = ym − lm cos θm. (6.3b)
As in the steady case, I consider the combinations of the plus-minus signs in the above
equations that initially give rise to the four self-similar patterns illustrated in figure 5.1.
These patterns are once more identified by the copies multiplier C = 1, 2, 3, or 4.
In my studies of unsteady flows, I adopt the fluid properties and fundamental dimen-
sions used in the preceding chapter. As well, I consider three forcing scales at most and
employ the same electric current I and remanent field B0. These and other parameters
of the unsteady flows are presented in table 6.1. I consider four rotation frequencies Ω0
ranging from 0.1 to 0.8 mHz. It is clear from the analysis of section 3.2 that the forcing
variations must be slow relative to the bottom friction time scale for the layer-averaged
model to be adequate. In addition, for similarity to turbulent flows, the time scales of
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the induced large-scale fluctuations should not be much faster than those based on the
characteristic velocity and length scales. While the slowly rotating forcing setups fully
satisfy these conditions, those of high rotation frequency sweep their smallest scales at
rates comparable to the bottom friction time scale. Given the weakness of the forcings,
the medium and large flow scales ought to result mainly from the instantaneous balance
between the solenoidal part of the forcing and the bottom friction. However, the small
scales should be attenuated by stronger inertial and viscous horizontal forces, and also
by the lower persistence of their forcings. Like in the steady case, the plainness of these
dynamics facilitates the interpretation of the spectral and particle dispersion features of
the flows in terms of the multiscale structure and time dependence of the forcings.
Since I now concentrate on the effects of the imposed forcing rotations, I reduce the
parameter space of the flows by fixing the geometric and intensity scaling factors to the
experimental values, R = 4 and Q = 1. Nonetheless, I allow for variation of the structure
and energy content of the different flow scales through the copies multiplier C. For each
of the four basic frequencies Ω0, I consider three rotation multipliers, G = 1, 2, and 4.
Because these multipliers are integral, the resulting forcing motions have period Ω−10 . In
total, I examine 4 monoscale and 48 three-scale time-dependent configurations.
Figure 6.1 shows the forcing fields created by the monoscale setups at various phases
in the first half-period of rotation. The first forcing component vanishes and the values
of the second are given in terms of z0 = 99.9µm s−2, which is the maximum specific force
produced by the large pair of magnets. In figures 6.2 and 6.3, I present the forcing fields
Table 6.1: Configuration parameters of the theoretical unsteady multiscale flows.
R Geometric scaling factor 4
Q Intensity scaling factor 1
C Copies multiplier 0, 1, 2, 3, 4
G Rotation multiplier 1, 2, 4
lb Brine layer side length 1700 mm
hb Brine layer thickness 5 mm
ρ Brine density 1103 kg m−3
ν Brine kinematic viscosity 1.326 mm2 s−1
σ Brine electrical conductivity 16.6 S m−1
I Electric current 0.01 A
B0 Large magnet remanent field 0.68 T
l0 Large magnet side length 160 mm
d0 Large magnet distance to brine 160 mm
Ω0 Large magnet rotation frequency 0.1, 0.2, 0.4, 0.8 mHz
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corresponding to the multiscale setups with C = 2 and with G = 1 and 2, respectively.
In the first case, the forcing almost rotates as a solid body, except that the sides of the
magnets stay parallel to their initial orientation. Owing to the symmetry of the setup,
the forcing field is exactly reversed at the half-period. In the second case, the medium
and small magnet pairs gyrate two and four times as fast as the large one, and thus they
are back to their initial orientations by the end of the half-period. As well, the relative
motions of the different magnet pairs lead to closer approaches and higher interferences
among the fields they induce. However, it can easily be checked that the magnets never
actually overlap for the chosen geometric factors and number of scales.
6.2 Velocity fields
The flows created by the unsteady forcing configurations were computed using the model
and methods described in chapters 3 and 4. The simulations were again performed in a
square domain of the same side length lb as the laboratory tank with time step δt = 0.2s
and smooth splines of order k = 7 and ` = 2048 breakpoints. These parameters provide
fine resolution of the spatial and temporal scales of the forcing and hydrodynamic fields.
The simulations were run for sufficient time for the flows to reach their periodic states.
In figure 6.4, I show the flow fields produced by the monoscale setup with frequency
Ω0 = 0.1 mHz at the same phases of rotation as the forcing fields displayed in figure 6.1.
The images show the flow speed and a selection of streamlines including the critical ones,
which connect hyperbolic stagnation points and separate distinct recirculation regions.
The velocity magnitude is given relative to the maximum speed υ0 = 0.412 mm s−1 of
the monoscale stationary flow. The large magnet side length l0 = 160 mm and the basic
rotation frequency Ω0 are also used for normalisation purposes throughout this chapter.
Because in this case the rotation is much slower than the dynamical time scales, with
Ωl0/υ0 ≈ 0.04, the displayed fields nearly correspond to steady states for fixed forcing.
The initial state is visually identical to the steady flow shown in figure 5.5(a), and
consists of a central hyperbolic stagnation point surrounded by four oval eddies. As the
forcing field rotates, pairs of eddies coalesce and separate periodically. These structural
transitions are generic for two-dimensional incompressible flows and involve the pairwise
creation or annihilation of elliptic and hyperbolic stagnation points (see Moffatt, 2001;
Ma and Wang, 2005). Actually, it follows from the Poincare´–Hopf index theorem that
the number of elliptic and hyperbolic stagnation points must be the same in a biperiodic
nondegenerate flow. This equality is satisfied by the present flows, but it is not patent
in the displayed images because three hyperbolic points lie on the periodic boundaries.
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Figure 6.1: Forcing fields created by the monoscale setup at (a) tΩ0 = 0, (b) tΩ0 = 0.1,
(c) tΩ0 = 0.2, (d) tΩ0 = 0.3, (e) tΩ0 = 0.4, and (f) tΩ0 = 0.5. Second forcing component in
the central square of side 5l0.
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Figure 6.2: Forcing fields created by the multiscale setup with R = 4, Q = 1, C = 2,
and G = 1 at (a) tΩ0 = 0, (b) tΩ0 = 0.1, (c) tΩ0 = 0.2, (d) tΩ0 = 0.3, (e) tΩ0 = 0.4, and
(f) tΩ0 = 0.5. Second forcing component in the central square of side 5l0.
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Figure 6.3: Forcing fields created by the multiscale setup with R = 4, Q = 1, C = 2,
and G = 2 at (a) tΩ0 = 0, (b) tΩ0 = 0.1, (c) tΩ0 = 0.2, (d) tΩ0 = 0.3, (e) tΩ0 = 0.4, and
(f) tΩ0 = 0.5. Second forcing component in the central square of side 5l0.
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Figure 6.4: Flow fields created by the monoscale setup with Ω0l0/υ0 ≈ 0.04 at (a) tΩ0 = 0,
(b) tΩ0 = 0.1, (c) tΩ0 = 0.2, (d) tΩ0 = 0.3, (e) tΩ0 = 0.4, and (f) tΩ0 = 0.5. Speed and
streamlines in the central square of side 5l0.
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Figure 6.5: Flow fields created by the multiscale setup with R = 4, Q = 1, C = 2, G = 1,
and Ω0l0/υ0 ≈ 0.04 at (a) tΩ0 = 0, (b) tΩ0 = 0.1, (c) tΩ0 = 0.2, (d) tΩ0 = 0.3, (e) tΩ0 = 0.4,
and (f) tΩ0 = 0.5. Speed and streamlines in the central square of side 5l0.
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Figure 6.6: Flow fields created by the multiscale setup with R = 4, Q = 1, C = 2, G = 2,
and Ω0l0/υ0 ≈ 0.04 at (a) tΩ0 = 0, (b) tΩ0 = 0.1, (c) tΩ0 = 0.2, (d) tΩ0 = 0.3, (e) tΩ0 = 0.4,
and (f) tΩ0 = 0.5. Speed and streamlines in the central square of side 5l0.
6 Unsteady flows 93
In figures 6.5 and 6.6, I present the flow fields corresponding to the multiscale forcings
illustrated in figures 6.2 and 6.3, which have copies and rotation multipliers C = 2 and
G = 1 and 2, respectively. In both cases, the rotation frequency Ω0 = 0.1 mHz is small
enough for the sweeping of the small scales to be slow compared to the bottom friction
time scale. Thus, the initial states closely resemble the steady flow shown in figure 5.5(b).
Once again, owing to the low intensity of the forcings, the multiscale velocity fields are
rough superpositions of those generated by the different forcing scales, with the highest
speeds resulting from constructive interferences above the medium and small magnets.
In both flows, the large-scale structure alternates between the four- and three-eddy
configurations observed in the monoscale case. The image sequences also evidence that
the forcing rotations induce numerous topological transitions at the smaller flow scales.
The critical streamlines include generic self-connections of hyperbolic stagnation points,
which produce figures-of-eight and their inversions, and also nongeneric connections of
different hyperbolic points, which form more complicated structures (see Moffatt, 2001;
Ma and Wang, 2005). The reason for the frequent appearance of nongeneric structures
in these flows lies in the persistent symmetry of the rotating forcings with even copies
multiplier, which is manifest in figures 6.2 and 6.3. The symmetry of the forcing is also
responsible for the almost exact reversal of the flow shown in figure 6.5 by the end of the
half-period. In addition to symmetry, this reversal requires all magnet pairs to undergo
an odd number of half-rotations in a half-period, so it only takes place for odd values of
the rotation multiplier.
6.3 Spectral densities
The simulation results presented above confirm that the multiple scales of the rotating
forcing setups are reflected in the velocity fields in a similar fashion as in the stationary
case. Hence, the wavenumber spectra of the unsteady flows are also expected to oscillate
around power laws over the range of wavenumbers corresponding to the forcing scales.
The imposed time dependence should however produce notable changes in the Eulerian
and Lagrangian frequency spectra, the former being trivial in the stationary case. Since
the various flow scales follow to large extent the forcing motions, the Eulerian spectra of
the unsteady multiscale flows might resemble the inertial-advective spectrum of turbulent
flows, which arises from the sweeping of small eddies by large-scale velocities. The forcing
rotations are also likely to alter the Lagrangian frequencies associated with the different
flow scales, and thereby modify the intermediate power laws found in the Lagrangian
spectra of the steady flows.
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6.3.1 Wavenumber spectra
Owing to the relatively slow motion of their forcings, the unsteady flows also satisfy the
approximate balance between the solenoidal forcing component and the bottom friction,
which results in the fluid velocity being roughly proportional to the former. Thus, as in
the steady case, the forcing and energy spectra should behave analogously, at least at
low rotation frequency and up to a certain wavenumber. It was shown in section 5.3.1
that the self-similar properties of the forcings lead to the following scaling for the energy
spectra,
E(κ) ∝ υ20l0(κl0)−p with p = 3−
logC/Q2
logR
, (6.4)
which in principle applies to the wavenumber range corresponding to the forcing scales.
However, at high wavenumbers this law is invalidated by the stronger inertial and viscous
horizontal forces, and presumably by the lower persistence of the forcing. The sweeping
frequency of each forcing scale is proportional to its typical wavenumber and speed of
motion. It is clear from the model equation (3.20) that the balance between forcing and
bottom friction requires the sweeping frequency to be smaller than the friction coefficient
β. Beyond this threshold, the fluid velocity response should be attenuated in proportion
to the sweeping frequency, or in other words be proportional to the forcing persistence.
The wavenumber spectra of the unsteady flows were calculated by annular summing
and period averaging of the squared Fourier coefficients of the velocities. In figure 6.7(a),
I plot the spectral densities for a selection of flows with multiplier G = 1 and rotation
frequencies given by Ω0l0/υ0 ≈ 0.04, 0.08, 0.16, and 0.32. The spectra of the monoscale
flows collapse on a single curve that peaks at κ ≈ 2/l0 and then falls rapidly, just like
the steady monoscale spectrum in figure 5.7(a). The spectra of the unsteady multiscale
flows also resemble their steady analogues, as they exhibit three main humps due to the
three forcing scales that result in rough power laws over the corresponding wavenumber
range. The curves for flows differing in rotation frequency separate at the wavenumbers
associated with the small scale, though the deviations are only appreciable for Ω0l0/υ0 ≈
0.32. The attenuation caused by the forcing motions is thus minimal at the low rotation
frequencies and still mild at the highest frequency. In figure 6.7(b), I check the validity of
the theoretical scaling (6.4) by plotting the multiscale spectra divided by the predicted
power laws. The displayed curves oscillate about horizontal lines between the first and
second humps, and decline slightly towards the third one owing to the mentioned high-
wavenumber effects. This confirms that the explanation for the spectral power laws of
the steady flows also applies to the flows driven by slowly rotating forcings.
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Figure 6.7: (a) Uncompensated and (b) compensated wavenumber spectra of the mono-
and multiscale unsteady flows with R = 4; Q = 1; G = 1; Ω0l0/υ0 ≈ 0.04 (red), 0.08
(green), 0.16 (blue), and 0.32 (magenta); and C = 1, 2, and 4 from bottom to top in (a).
The compensating power is p = 3− log (C/Q2)/ logR.
In figure 6.8, I compare the spectra of the multiscale flows with multiplier G = 1, 2,
and 4 for the lowest and highest rotation frequencies, Ω0l0/υ0 ≈ 0.04 and 0.32. There
are no noticeable differences between the curves for the various G except for a certain
smoothing of the humps for G 6= 1, which probably arises from the changes in relative
orientation of the magnet pairs illustrated by figure 6.3. Hence, the additional gyrations
of the medium and small magnets at G = 2 and 4 must not increase the attenuation of
the induced fluid velocities significantly. While the frequencies of those scales are G and
G2 times higher than that of the large scale, their rotation radii are smaller by factors R
and R2. Moreover, the magnet velocities caused by the rotations of the different scales
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Figure 6.8: Wavenumber spectra of the unsteady multiscale flows with R = 4; Q = 1; (a)
Ω0l0/υ0 ≈ 0.04 and (b) 0.32; G = 1 (red), 2 (green), and 4 (blue); and C = 1, 2, 3, and 4
from bottom to top.
Table 6.2: Exponents of the wavenumber spectra of the unsteady multiscale flows with
R = 4 and Q = 1. The theoretical exponent is p = 3− log(C/Q2)/ logR and the exponents
pE were fitted to E(κ) in 2/l0 ≤ κ ≤ 2/l2.
G 1 2 4
C 1 2 3 4 1 2 3 4 1 2 3 4
p 3.00 2.50 2.21 2.00 3.00 2.50 2.21 2.00 3.00 2.50 2.21 2.00
0.039 3.27 2.73 2.41 2.21 3.27 2.72 2.39 2.17 3.27 2.72 2.39 2.16
0.078 3.29 2.74 2.43 2.22 3.28 2.73 2.41 2.18 3.29 2.74 2.41 2.19
0.155 3.34 2.78 2.47 2.26 3.32 2.78 2.45 2.22 3.35 2.80 2.48 2.25
0.311 3.48 2.90 2.59 2.38 3.43 2.89 2.56 2.34 3.48 2.94 2.61 2.38
Ω0l0/υ0 pE
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are not generally aligned, and thus their magnitudes are not just additive. For these two
reasons, the large-scale rotation chiefly determines those aspects related to the sweeping
of the forcing, even though the considered rotation multipliers are not small.
In table 6.2, I present the exponents pE fitted by least squares to the wavenumber
spectra of the multiscale flows in the range 2/l0 ≤ κ ≤ 2/l2. The table also includes the
theoretical exponents p, which are independent of the rotation parameters. For the lowest
frequency, the fitted exponents are mildly above the predicted ones, but follow their
tendency with respect to the copies multiplier, C. The discrepancies are again due to
the higher influence of inertial and viscous horizontal forces at higher wavenumbers. The
fitted exponents increase with the rotation frequency owing to the attenuation caused
by the reduced persistence of the forcings. Still, the exponents for different values of the
rotation multiplier are almost identical, in line with the above observations. Hence, the
simple theory based on the balance between forcing and bottom friction, supplemented
by reflections on the effects of inertial and viscous forces and forcing rotations, provides
a satisfactory understanding of the intermediate scaling of the wavenumber spectrum.
Lastly, table 6.3 gives the rms speeds of the mono- and multiscale unsteady flows,
calculated from the integrals of the spectra. Because the kinetic energy is concentrated
in the large scales, the rms speeds exhibit minute variation with respect to the rotation
frequency and multiplier, which mostly affect the attenuation at high wavenumbers. The
relative changes with the copies multiplier parallel those of the steady flows and can be
explained qualitatively using the same similarity argument presented in section 5.4.1.
However, the rms speeds of the unsteady flows are consistently larger than those of the
steady flows. This is because the opposite forces created by each magnet pair are always
aligned in the static configurations, while they are generally just parallel in the rotating
ones. It is evident from the monoscale flow images in figure 6.4 that the latter forcing
dispositions give rise to more energetic flows, and this accounts for the overall higher
rms speeds of the unsteady flows.
Table 6.3: Root mean square speeds of the unsteady flows with R = 4 and Q = 1.
G 1 2 4
C 0 1 2 3 4 1 2 3 4 1 2 3 4
0.039 0.190 0.196 0.202 0.208 0.214 0.196 0.202 0.208 0.215 0.196 0.202 0.208 0.215
0.078 0.190 0.196 0.201 0.208 0.214 0.196 0.202 0.208 0.214 0.196 0.202 0.208 0.214
0.155 0.190 0.195 0.201 0.207 0.213 0.195 0.201 0.208 0.214 0.195 0.201 0.207 0.214
0.311 0.190 0.195 0.200 0.206 0.212 0.195 0.200 0.206 0.212 0.195 0.200 0.206 0.211
Ω0l0/υ0 υ/υ0
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Figure 6.9: Eulerian velocity correlations of the monoscale (magenta) and multiscale un-
steady flows with R = 4; Q = 1; Ω0l0/υ0 ≈ 0.04; G = 1 (red), 2 (green), and 4 (blue); and
C = 1, 2, and 4 initially from top to bottom.
6.3.2 Eulerian frequency spectra
The features of the wavenumber spectra of the multiscale flows can be justified without
difficulty because the flow length scales and their associated energies are mostly imposed
by the self-similar forcings. In a similar manner, the temporal variations of the flows at
fixed spatial positions are largely dictated by the forcing motions, which should therefore
determine the properties of the Eulerian frequency spectra and temporal correlations.
Given the periodicity of the flows, the Eulerian spectra were calculated directly through
discrete Fourier transformation of the velocity field sequences, and the correlations were
subsequently obtained by means of the Wiener–Kinchin formula (2.6a).
In figure 6.9, I plot the Eulerian velocity correlations RE(t) for a selection of flows
with rotation frequency Ω0 ≈ 0.04υ0/l0 and multiplier G = 1, 2, and 4. The correlation
functions are naturally periodic and even with respect to the origin and the half-period.
In addition, the correlations for the flows with even C and odd G are almost odd with
respect to the quarter-period by virtue of the flow reversals discussed in section 6.2. The
correlation for the monoscale flow is more or less cosinusoidal, as could be guessed from
the flow fields displayed in figure 6.4. The curves for the multiscale flows exhibit higher
harmonics and quicker initial decays, which originate from the relatively faster sweeping
of the smaller scales. Hence, the decorrelation is faster the larger the copies multiplier,
though it is not appreciably accelerated by the increase of the rotation multiplier. These
observations are consistent with the tendencies of the Eulerian temporal microscales τE
presented in table 6.5. The computed microscales also reveal that the decorrelation rate
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is roughly proportional to the rotation frequency, apart from a mild deceleration that I
ascribe to the attenuation of the small scales. I shall not analyse the integral time scales,
since they are improperly defined and of unknown significance in these periodic flows.
In figure 6.10(a), I show the Eulerian frequency spectra ΦE(ω) of various flows with
unit rotation multiplier and frequencies given by Ω0l0/υ0 ≈ 0.04, 0.08, 0.16, and 0.32.
For visual convenience, I apply a three-point triangular filter to smooth the spikes due to
the exact or approximate time symmetries of the flows (see, e.g., Marple, 1987, p. 139).
As well, I normalise the spectral densities using the large-scale velocity, υ0, and angular
frequency, 2piΩ0. Plotted this way, the monoscale spectra collapse on a single curve that
falls rapidly from its initial maximum. The spectra of the multiscale flows present more
gradual decays consisting of three distinct humps, which correspond to the three flow
scales. The multiscale spectra may once more be fitted by power laws at intermediate
frequencies, though they exhibit notable dips between the first two humps.
The overall scaling of the Eulerian frequency spectrum in the flows with multiplier
G = 1 can be explained, at the crudest level, by assigning a same sweeping velocity to
the multiple flow scales. This type of assumption was likewise used by Tennekes (1975)
to derive the inertial-advective Eulerian frequency spectrum of turbulence, outlined in
section 2.1.1. As figure 6.2 illustrates, the forcings with multiplier G = 1 rotate almost
rigidly, with all their magnets lying at a distance of order l0 from the origin. The forcing
field thus moves with speed of order 2piΩ0l0, and the sweeping frequency $m associated
with the forcing at wavenumber κm is roughly 2piΩ0l0κm. Because the motions of the
forcing are largely reflected in the velocity field, this same linear relationship between
frequency and wavenumber can be assumed for the latter. Combining this relation with
the theoretical law (6.4) of the wavenumber spectrum, I obtain an analogous scaling of
the Eulerian frequency spectrum,
ΦE($) ∝ υ
2
0
2piΩ0
( $
2piΩ0
)−p
with p = 3− logC/Q
2
logR
. (6.5)
Table 6.4: Eulerian time microscales of the unsteady flows with R = 4 and Q = 1.
G 1 2 4
C 0 1 2 3 4 1 2 3 4 1 2 3 4
0.039 1.54 0.66 0.47 0.36 0.30 0.68 0.45 0.35 0.28 0.59 0.37 0.28 0.22
0.078 1.54 0.67 0.48 0.37 0.30 0.69 0.46 0.35 0.29 0.60 0.39 0.29 0.24
0.155 1.54 0.71 0.51 0.39 0.32 0.72 0.49 0.38 0.32 0.65 0.43 0.33 0.27
0.311 1.54 0.79 0.57 0.45 0.38 0.79 0.56 0.45 0.38 0.75 0.53 0.41 0.34
Ω0l0/υ0 10τEΩ0
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Figure 6.10: (a) Uncompensated and (b) compensated Eulerian frequency spectra of the
mono- and multiscale unsteady flows with R = 4; Q = 1; G = 1; Ω0l0/υ0 ≈ 0.04 (red), 0.08
(green), 0.16 (blue), and 0.32 (magenta); and C = 1, 2, and 4 from bottom to top in (a).
The compensating power is p = 3− log (C/Q2)/ logR.
I test this elementary theory in figure 6.10(b) by plotting the multiscale spectra divided
by the predicted power laws. While the compensated curves can more or less be fitted
by horizontal lines, they exhibit mild rising or falling trends depending on the rotation
frequency and the copies multiplier. The curves evidence the attenuation of the small
scales due to their higher sweeping frequencies, which along with their stronger inertial
and viscous forces should render the spectral decays steeper than predicted. However,
the above estimates of the sweeping frequencies are on the low side for the medium and
small forcing scales, since their distances from the rotation centre are somewhat larger
than l0. This deficiency would on its own lead to overprediction of the spectral decay,
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and therefore explain the rise of some of the compensated curves towards the second
and third humps. I shall be content with this understanding of the Eulerian frequency
spectrum for G = 1 and not pursue a more complicated theory based on the same ideas.
Such a theory would rest upon a nonlinear relation between frequency and wavenumber
describing the dependence of the sweeping velocity on scale and on the copies multiplier,
and would not necessarily yield spectral predictions in the form of power laws.
In order to assess the effect of the rotation multiplier on the spectrum, in figure 6.11
I plot the spectra of the multiscale flows with multiplier G = 1, 2, and 4 for the rotation
frequencies given by Ω0l0/υ0 ≈ 0.04 and 0.32. The curves for the different G resemble
each other in their general features as well as in their scalings across the intermediate
frequency range. The main differences are found in the dip between the first two humps,
which is smoother for G 6= 1, and in the decay at the highest frequencies, which is slower
for larger G. By the arguments above, the additional gyrations of the medium and small
scales at G > 1 should increase their sweeping velocities and thus shift their associated
energies to higher frequencies, decelerating the spectral decay. However, as noted in the
previous section, the velocity increases are moderate for the chosen rotation multipliers,
and they also lead to higher attenuation of the fluid response. These two factors justify
the mild influence of the multiplier G on the intermediate scaling of the spectra of the
considered flows. Hence, I shall not attempt to develop a theory for arbitrary G, which
would again involve specifying different sweeping velocities for the different scales.
In table 6.5, I present the exponents qE fitted to the Eulerian frequency spectra of
the multiscale flows in the ranges given by 3 ≤ $/2piΩ0 ≤ 3l0/l2. The table also shows
the theoretical exponents p obtained from the assumption of uniform sweeping velocity.
As expected from figure 6.10(b), the fitted exponents for unit G are mildly below the
predicted ones at low rotation frequencies, and approach or slightly exceed them at the
highest frequency. Once more, the overprediction of the decay exponents arises from the
crude estimation of the sweeping frequencies, and their increase with faster rotation is
due to the enhanced attenuation of the small scales. The changes in the fitted exponents
with the copies multiplier are consistent with those prescribed by the theoretical scaling.
As well, the fitted exponents show mild variation with respect to the rotation multiplier,
in agreement with the behaviour observed in figure 6.11. Owing to the dominance of the
large-scale rotation, the Eulerian frequency spectrum is linked here to the wavenumber
spectrum in a similar manner as in turbulent flows, where the sweeping frequencies are
determined by the large-scale velocities. Breaking this relationship in the present flows
would require adopting higher rotation multipliers or abandoning the planetary forcing
motion, which subjects the magnets of each scale to the rotations of the larger scales.
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Figure 6.11: Eulerian frequency spectra of the unsteady multiscale flows with R = 4;
Q = 1; (a) Ω0l0/υ0 ≈ 0.04 and (b) 0.32; G = 1 (red), 2 (green), and 4 (blue); and C = 1, 2,
3, and 4 from bottom to top.
Table 6.5: Exponents of the Eulerian frequency spectra of the unsteady multiscale flows
with R = 4 and Q = 1. The theoretical exponent is p = 3 − log(C/Q2)/ logR and the
exponents qE were fitted to ΦE($) in 6piΩ0 ≤ $ ≤ 6piΩ0l0/l2.
G 1 2 4
C 1 2 3 4 1 2 3 4 1 2 3 4
p 3.00 2.50 2.21 2.00 3.00 2.50 2.21 2.00 3.00 2.50 2.21 2.00
0.039 2.72 2.30 2.02 1.84 2.68 2.27 2.03 1.87 2.49 2.17 1.99 1.87
0.078 2.74 2.32 2.03 1.86 2.70 2.29 2.05 1.88 2.51 2.18 2.01 1.88
0.155 2.80 2.37 2.09 1.91 2.76 2.35 2.11 1.94 2.58 2.25 2.07 1.95
0.311 2.99 2.55 2.27 2.09 2.95 2.53 2.29 2.12 2.78 2.44 2.26 2.13
Ω0l0/υ0 qE
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Figure 6.12: Lagrangian velocity correlations of the monoscale (magenta) and multiscale
unsteady flows with R = 4; Q = 1; G = 1; C = 1, (red), 2 (green), and 4 (blue); and
Ω0l0/υ0 ≈ 0.04, 0.08, 0.16 and 0.32 initially from top to bottom.
6.3.3 Lagrangian frequency spectra
The Eulerian properties of the unsteady multiscale flows are fairly easy to understand
because the spatial and temporal variations of the velocity fields are in correspondence
with those of the forcings. The Lagrangian characteristics are in principle more difficult
to predict, since they additionally involve the fluid element trajectories, which are not
directly controlled by the forcing. In the stationary case, it was still possible to interpret
the power laws in the Lagrangian spectra in terms of the self-similarity of the forcings.
While the same theory may apply to the unsteady flows with low rotation frequency, the
Lagrangian behaviour should be fundamentally different for sufficiently fast rotation.
The Lagrangian correlation and spectrum of each periodic flow were obtained from
the tracking of 10242 particles using the method detailed in section 4.3.2. In figure 6.12,
I plot the correlation estimates RL(t) for a selection flows with rotation multiplier G = 1
and frequencies given by Ω0l0/υ0 ≈ 0.04, 0.08, 0.16, and 0.32. The abscissa is normalised
by the characteristic time l0/υ0 of the large scale, like in figure 5.8 for the steady flows.
The differences in rotation frequency are thus manifest in the oscillations of the various
curves. The initial decay of the correlation functions is faster the higher the frequency
and the larger the copies multiplier. However, the subsequent oscillations are also more
persistent the faster the rotation. As in the Eulerian case, the alternation between large
positive and negative correlation arises from the periodicity of the flows and the reversal
of at least the large-scale velocity at the half-period. In the monoscale case, the velocity
field oscillates in time with zero mean, and hence tracer particles should nearly remain
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fixed at very high frequency. This behaviour explains the prolonged oscillations in the
correlations of the high-frequency mono- and multiscale flows, with the damping being
slightly higher in the latter. Moreover, for fast rotation the Lagrangian velocity changes
should be dominated by the time dependence of the velocity field, and the Eulerian and
Lagrangian correlations should be almost identical at short times.
In table 6.6, I provide estimates of the Lagrangian microscales τL and integral scales
TL normalised by the rotation period Ω−10 . The microscales are quite insensitive to the
rotation multiplier and they diminish in absolute terms with the rotation frequency and
the copies multiplier, as expected from the initial decorrelation patterns in figure 6.12.
For fast rotation, the Lagrangian microscales are more or less inversely proportional to
the frequency, and they are very similar to the Eulerian ones in table 6.4. This inverse
relationship does not hold for slow rotation because the initial decorrelation is then
notably influenced by the Lagrangian motions. The Lagrangian microscales are smaller
than their Eulerian counterparts, showing that the velocities of fluid elements are less
persistent than those at fixed spatial positions. As explained in section 2.1, in turbulent
flows the sweeping of small eddies by large-scale velocities results in the reverse order of
the microscales. In the present flows, the velocity field is swept by the forcing rotations
rather than by the fluid velocity itself, so there is no reason for the Lagrangian velocity
to change more slowly than the Eulerian one. In this sense, the turbulent sweeping effect
is not faithfully represented in these unsteady multiscale flows, just as it is not in the
customary kinematic simulations described in section 2.2.1. This feature would be hard
to include in the present flows without making the forcing unreasonably complicated.
Table 6.6: Lagrangian micro- and integral time scales of the unsteady flows with R = 4
and Q = 1. The integral times are unreliable because of the oscillations in the correlations.
G 1 2 4
C 0 1 2 3 4 1 2 3 4 1 2 3 4
0.039 0.66 0.38 0.27 0.20 0.17 0.39 0.26 0.20 0.17 0.38 0.25 0.19 0.15
0.078 1.06 0.56 0.40 0.30 0.25 0.57 0.38 0.29 0.24 0.53 0.34 0.26 0.21
0.155 1.36 0.68 0.48 0.37 0.31 0.69 0.47 0.36 0.30 0.64 0.42 0.32 0.26
0.311 1.49 0.77 0.56 0.45 0.38 0.78 0.55 0.44 0.37 0.74 0.52 0.41 0.34
Ω0l0/υ0 10τLΩ0
0.039 3.82 3.62 3.46 3.23 3.03 3.60 3.39 3.18 2.98 3.60 3.40 3.14 2.91
0.078 4.34 4.23 4.13 3.86 3.60 4.15 3.97 3.64 3.35 4.19 4.03 3.79 3.59
0.155 3.59 3.58 3.55 3.44 3.29 3.57 3.51 3.23 3.00 3.35 3.18 3.21 3.19
0.311 3.36 3.35 3.23 3.04 2.77 3.71 4.06 3.28 2.77 3.31 3.45 3.51 3.58
Ω0l0/υ0 100TLΩ0
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The Lagrangian integral time scales presented in table 6.6 were calculated from the
values of the corresponding spectra at zero. Like the microscales, they mostly diminish
with the copies multiplier and they are roughly inversely proportional to the rotation
frequency. The variations with respect to the rotation multiplier are generally moderate
but fail to show a consistent trend. In any case, the estimates of the integral times are
unreliable owing to the prolonged oscillations of the Lagrangian correlation functions.
The argument given in section 5.4.1 for the vanishing of TL is in principle not pertinent
to these flows, since unsteady streamlines do not necessarily constrain the dispersion of
tracer particles. Nevertheless, in the following section I argue that the computed integral
times are probably overestimates.
In figure 6.13(a), I plot the Lagrangian frequency spectra ΦL($) obtained from the
correlations for unit rotation multiplier shown in figure 6.12. As in the Eulerian case, I
normalise the spectral densities using the large-scale velocity, υ0, and angular frequency,
2piΩ0. I also apply a triangular filter of half-width 4piΩ0 to smooth the spikes caused by
the near periodicity of the correlation functions for the highest rotation frequency. The
monoscale spectra decay rapidly from their initial maxima at frequencies close to 2piΩ0.
However, the curve for the lowest rotation frequency, Ω0 ≈ 0.04υ0/l0, appears shifted to
the lower right. As shown in figure 6.12, the fast rotations impose major oscillations of
frequency 2piΩ0 in the correlations. In contrast, for very slow rotation the characteristic
Lagrangian frequency should be determined by the spatial variation of the velocity field
and thus be of order υ0/l0, like in the steady case. This explains the shift towards the
lower right of the normalised spectra for the smallest rotation frequency.
The multiscale spectra show gradual decays that may be fitted by power laws across
frequency ranges of over a decade. The spectra for the two highest rotation frequencies
closely resemble their Eulerian analogues in figure 6.10(a), evidencing that the rotations
are fast enough for the Lagrangian velocity variations to be dominated by the temporal
dependence. The curves for the fastest rotation again fall quicker at high frequencies as
a result of the attenuation caused by the reduced forcing persistence. The curves for the
slower rotations are smoother and do not exhibit the dips seen in the Eulerian spectra.
As mentioned above, the Lagrangian features are more affected by the fluid motions the
slower the rotation, and for very slow rotation they should actually resemble those of the
stationary flows. The spectra for Ω0l0/υ0 ≈ 0.04 are similar in their overall shape to the
steady ones in figure 5.9, as their rough power laws are also preceded by plateaus. The
flatness and range of the plateaus are however exaggerated by the filtering. Unlike the
steady ones, these plateaus cannot extend below the basic frequency 2piΩ0, because the
far velocity fields are now subject to the oscillations induced by the forcing rotations.
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Figure 6.13: (a) Uncompensated and (b) compensated Lagrangian frequency spectra of
the mono- and multiscale unsteady flows with R = 4; Q = 1; G = 1; Ω0l0/υ0 ≈ 0.04 (red),
0.08 (green), 0.16 (blue), and 0.32 (magenta); and C = 0, 1, 2, and 4 from bottom to top
in (a). The compensating power is p = 3− log (C/Q2)/ logR.
Based on the foregoing observations, I expect the scaling of the Lagrangian spectrum
to match that of the Eulerian spectrum for fast rotation and to be similar to that of the
steady Lagrangian spectrum for very slow rotation. In the previous section, I obtained
a crude scaling law for the Eulerian spectrum by assuming the multiple flow scales to be
swept uniformly by the large-scale rotation. In section 5.3.2, I derived a law with equal
exponent for the steady Lagrangian spectrum supposing that the velocity variations of
tracers are due to their sweeping with large-scale speed through the velocity field. While
I also derived an alternative law taking the sweeping speed to be that associated with
the local length scale, its predictions are the same for flows with intensity factor Q = 1.
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Figure 6.14: Lagrangian frequency spectra of the unsteady multiscale flows with R = 4;
Q = 1; (a) Ω0l0/υ0 ≈ 0.04 and (b) 0.32; G = 1 (red), 2 (green), and 4 (blue); and C = 1, 2,
3, and 4 from bottom to top.
Therefore, the two scaling laws put forward for explaining the Lagrangian spectra of the
multiscale flows with fast and slow rotation frequency are respectively
ΦL($) ∝ υ
2
0
2piΩ0
( $
2piΩ0
)−p
and ΦL($) ∝ υ0l0
($l0
υ0
)−p
, with p = 3− logC/Q
2
logR
. (6.6)
Figure 6.13(b) shows the spectra of the multiscale flows with multiplier G = 1 divided
by the first of these power laws, which are proportional to each other. The curves for the
two fastest rotations are very similar to their Eulerian counterparts in figure 6.10(b) and
corroborate the analogy between both frequency spectra. As explained in section 6.3.2,
the mild rising and falling trends are due to the inaccurate estimation of the sweeping
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frequencies and to the higher attenuation of the small scales. The curves for the slower
rotations can be fitted by more or less horizontal lines in their midsections. This provides
support for the analogy with the stationary spectrum, since the spectra for the slowest
rotation are significantly affected by the Lagrangian motions. Still in this case, I ascribe
the slight rises in the compensated curves to the different effects of the rotation on the
Lagrangian frequencies of the multiple flow scales. The subsequent declines result once
more from the stronger inertial and viscous horizontal forces at smaller scales.
In figure 6.14, I plot the Lagrangian spectra of the multiscale flows with multiplier
G = 1, 2, and 4 for the lowest and highest rotation frequencies, Ω0l0/υ0 ≈ 0.04 and 0.32.
For the slowest rotation, the spectra for the different values of G are almost identical.
Minor differences are found in the high-frequency range, where the additional gyrations
of the medium and small forcing scales generally produce slower decay. The spectra for
the fastest rotation are again very similar to the Eulerian ones presented in figure 6.11.
The Lagrangian spectra for the various G thus show comparable intermediate scalings
and differ mildly in the initial dip, which is smoother for G 6= 1, and in the final decay,
which is slower for larger G. Overall, the rotation multiplier has limited impact on the
Lagrangian spectra of the multiscale flows. As discussed in the preceding sections, this is
because the further rotations of the smaller scales do not overly increase their sweeping
velocities and they simultaneously lead to higher attenuation.
Lastly, in table 6.7, I present the exponents qL fitted to the Lagrangian spectra of the
multiscale flows. The fits for the lowest rotation frequency were performed in the range
given by 4 ≤ $/2piΩ0 ≤ 4l0/l2 and the others were carried out in 3 ≤ $/2piΩ0 ≤ 3l0/l2.
The table also includes the theoretical exponents p obtained through the analogies with
Table 6.7: Exponents of the Lagrangian frequency spectra of the unsteady multiscale
flows with R = 4 and Q = 1. The theoretical exponent is p = 3 − log(C/Q2)/ logR and
the exponents qL were fitted to ΦL($) in 8piΩ0 ≤ $ ≤ 8piΩ0l0/l2 for Ω0l0/υ0 ≈ 0.04 and in
6piΩ0 ≤ $ ≤ 6piΩ0l0/l2 for Ω0l0/υ0 ≈ 0.08, 0.16, and 0.32.
G 1 2 4
C 1 2 3 4 1 2 3 4 1 2 3 4
p 3.00 2.50 2.21 2.00 3.00 2.50 2.21 2.00 3.00 2.50 2.21 2.00
0.039 2.84 2.38 2.15 1.97 2.82 2.38 2.15 1.99 2.81 2.39 2.13 1.96
0.078 2.82 2.38 2.14 1.97 2.78 2.36 2.13 1.96 2.71 2.32 2.08 1.91
0.155 2.89 2.47 2.21 2.04 2.84 2.41 2.17 2.01 2.70 2.33 2.11 1.96
0.311 3.06 2.62 2.35 2.17 3.00 2.57 2.33 2.16 2.85 2.49 2.29 2.14
Ω0l0/υ0 qL
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the Eulerian frequency spectrum and with the steady Lagrangian spectrum. The fitted
exponents for G = 1 are not far from the theoretical ones, as suggested by figure 6.13(b).
The exponents for the highest rotation frequency are very similar to the Eulerian ones
given in table 6.5, which are close to the predictions because the underestimation of the
sweeping frequencies is compensated by the attenuation of the small scales. For lower
rotation frequency, the decay exponents are smaller as a result of the lesser attenuation.
The exponents for the slowest rotation are also smaller than their steady counterparts in
table 5.4, showing that such rotation still has some influence on the scaling. The decay
exponents of the Lagrangian spectra are generally larger than their Eulerian analogues,
though not significantly. The greatest differences appear at low rotation frequency and
arise from the lower sensitivity of the Lagrangian spectrum to the rotation multiplier.
However, these scaling differences bear no resemblance to those created by sweeping in
turbulent flows, for the comparison of temporal microscales evidenced that Lagrangian
velocities are actually less persistent than Eulerian ones in the present flows.
The foregoing analysis provides a basic understanding of the intermediate scaling of
the Lagrangian spectra of the unsteady multiscale flows. The theories for slow and fast
rotation explain the dependence of the spectral exponent on the forcing parameters and
are thus suitable for its control. The lack of a special relation between the spatial and
temporal variations of the velocity field makes the qualitative predictions applicable to
medium rotation frequencies, while it also rules out a true analogy with the Lagrangian
spectrum of turbulence. In the considered flows, the Eulerian and Lagrangian frequency
spectra are related to the wavenumber spectrum through the dominance of either the
large-scale rotation or the large-scale fluid speed. As previously discussed, the Eulerian
frequency and wavenumber spectra could be decoupled, for example, just by moving the
multiple forcing scales independently. While different Eulerian and Lagrangian scalings
could perhaps be obtained through a matching of the sweeping and fluid velocities, the
required forcings would seem unduly complex for this type of kinematic investigation.
6.4 Particle dispersion
I now study the particle dispersion properties of the unsteady flows, which are expected
to contrast with those of the steady flows as a result of the absence of trapping by fixed
streamlines. At the same time, the flow reversals discussed in the preceding sections are
likely to impede particle dispersion at high enough rotation frequency. The dispersion
statistics were once again calculated by tracking 10242 triangles of initial side length
∆0 = 0.870 mm using the numerical method specified in section 4.3. The triangles were
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released randomly into each periodic flow at the phase corresponding to time zero. This
is the phase at which the time-dependent forcings coincide with the stationary ones.
6.4.1 Absolute dispersion
In figure 6.15(a), I plot the evolution of the mean square displacement 〈|X(t)−X0|2〉 in
various flows with rotation multiplier G = 1 and frequencies given by Ω0l0/υ0 ≈ 0.04,
0.08, 0.16, and 0.32. I normalise the axes using the side length l0 of the large magnets and
the large-scale velocity υ0, as in figure 5.11 for the steady flows. The absolute dispersion
curves exhibit an initial ballistic stage, where 〈|X(t)−X0|2〉 grows quadratically with
time, and a subsequent subdiffusive stage, where 〈|X(t)−X0|2〉 grows in a fluctuating
fashion with overall exponent seemingly close to one half. The curves vary little with the
copies multiplier, C, indicating that absolute dispersion is dominated by the large-scale
flow, which is most energetic. As explained in section 2.1.3, the ballistic regime follows
directly from the correlated particle motions at very short times. Here, the mean square
displacements should initially be proportional to the mean square speeds at zero phase,
which are similar to those of the steady flows given in table 5.2. The duration of the
ballistic regime is determined by the persistence of the particle velocities. As seen in
figure 6.12, the Lagrangian velocity correlations RL(t) of these flows first cross zero at
times of orders 3l0/υ0, for the slowest rotation, and 14Ω
−1
0 , for the faster rotations. These
times more or less correspond to the observed durations of the ballistic regimes.
At high rotation frequency, the ballistic regime is immediately followed by a marked
decrease in absolute dispersion. This fall and the subsequent oscillations arise from the
periodic reversals of at least the large-scale velocity, which cause significant cancellation
between the particle displacements in consecutive half-periods. In figure 6.15(b), I replot
the absolute dispersion in the flows with G = 1 normalised using the rotation frequency
and divided by the square root of time. The oscillations in the curves for the two highest
frequencies are now synchronous and the loci of their crests can roughly be fitted by
horizontal lines, as is the case for the curves for the lower frequencies. This confirms the
subdiffusive character of the secondary dispersion regime, meaning that 〈|X(t)−X0|2〉
grows slower than linearly with time. This behaviour contrasts with the diffusive regimes
found for the steady flows, which produce higher final dispersions in the time interval
shown in figure 5.11. The sublinear growth of 〈|X(t)−X0|2〉 also has consequences on
the Lagrangian integral times of the flows, since Taylor’s equation (2.12) shows that in
such regimes the running integral of the Lagrangian correlation must tend to zero (see,
e.g., Falkovich et al., 2001). For this reason, the integral times provided in table 6.6 are
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Figure 6.15: (a) Uncompensated and (b) compensated absolute dispersion in the mono-
(magenta) and multiscale unsteady flows with R = 4; Q = 1; G = 1; C = 1, (red), 2 (green),
and 4 (blue); and Ω0l0/υ0 ≈ 0.04, 0.08, 0.16 and 0.32 finally from top to bottom in (a).
most likely overestimates, even considering the possibility of the dispersion becoming
weakly diffusive at some point. However, a precise assessment of the particle dispersion
at very long times would require inordinate computational effort.
In figure 6.16, I present the evolution of the mean square displacement in the flows
with the four rotation frequencies considered and multipliers C = 4 and G = 1, 2, and 4.
The curves for the different rotation multipliers are very similar, as expected from the
dominance of the large scale. In particular, the curves show similar subdiffusive stages,
though at the highest rotation frequency the initial rise is mildly faster for G = 2 and 4.
A possible justification for this difference is that, while for C = 4 and G = 1 the whole
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Figure 6.16: Absolute dispersion in the unsteady multiscale flows with R = 4; Q = 1;
C = 4; G = 1, (red), 2 (green), and 4 (blue); and Ω0l0/υ0 ≈ 0.04, 0.08, 0.16 and 0.32 finally
from top to bottom.
flow is approximately reversed at the half-period, for C = 4 and G = 2 or 4 the medium
and small flow scales are roughly the same at the half-period. Hence, the displacements
caused by the medium and small scales in successive half-periods should mainly cancel
out in the former case and add up in the latter cases. Anyway, the reversals of the large
scale give rise to subdiffusive absolute dispersion in all the cases considered.
Lastly, I study in more detail the monoscale case in order to clarify the deceleration
of dispersion by the reversals of the large-scale flow. The monoscale forcings and the
multiscale forcings with even C and odd G are not just reversed at the half-period, but
they are antiperiodic with antiperiod 12Ω
−1
0 . This temporal symmetry is also practically
satisfied by the monoscale velocity fields, which thus have zero average over the period.
Because the particle displacements remain of order υ0/Ω0 within a period, for very fast
rotation the particles should nearly experience the oscillations of the Eulerian velocity
and almost return to their initial positions after one period. The residual displacements
should result from the spatial variations of the velocity and hence be of order υ20/l0Ω
2
0.
These displacements define the period map of the flow, which determines the positions
of tracers after any integral number of periods (see Arnold, 1978, p. 114). The properties
of the period map could be investigated using the theory of discrete dynamical systems
(see, e.g., Ottino, 1989, chap. 7), but here I only comment on its most obvious features.
In figure 6.17, I show the period map of the monoscale flow with highest frequency
together with some particle trajectories. The latter evidence the substantial cancellation
between the motions in the first and second half-periods. The period map exhibits two
pairs of swirls enclosed in a circulation that falls very rapidly with the radial distance.
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Figure 6.17: Period map (red) and trajectories (green) of the unsteady monoscale flow
with Ω0l0/υ0 ≈ 0.32.
There are also two negligible circulations in the corners of the flow domain, which are not
shown. In view of this, the particle dispersion period by period must be dominated for
a long time by the virtual swirls in the central region. On comparison of figure 6.17 and
the steady streamlines in figure 5.5(a), it appears that the particles that disperse fastest
are effectively confined in their motions to smaller regions in the present unsteady flow.
This confinement provides another reason for the reduction of absolute dispersion in the
flows with high rotation frequency. Moreover, the presence of tight swirls in the period
map could be related to the observed subdiffusive behaviour, since particle trapping by
recirculation pockets is the usual cause of subdiffusion in fluids (see, e.g., Bouchaud and
Georges, 1990; Isichenko, 1992). However, the number of swirls in the period map is too
low to propose an analogy with standard subdiffusion models. I shall thus be content
with qualitatively understanding the reduction of dispersion as resulting from opposite
particle motions in successive half-periods and additional trapping in the period map.
6.4.2 Relative dispersion
The periodic reversals of the large-scale velocity obviously imply the reversal of velocity
differences, so they should equally inhibit relative dispersion at high rotation frequency.
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Figure 6.18: (a) Uncompensated and (b) compensated relative dispersion in the mono-
and multiscale unsteady flows with R = 4; Q = 1; G = 1; Ω0l0/υ0 ≈ 0.04 (red), 0.08 (green),
0.16 (blue), and 0.32 (magenta); and C = 0, 1, 2, and 4 from bottom to top in (a).
This is confirmed by figure 6.18(a), which shows the mean square separation 〈∆2(t)〉 of
particle pairs in various flows with rotation multiplier G = 1 and frequencies given by
Ω0l0/υ0 ≈ 0.04, 0.08, 0.16, and 0.32. The curves present initial plateaus followed by
climbs that are delayed and generally diminished with higher frequency. During these
climbs, relative dispersion grows in an overall superquadratic fashion with fluctuations
that reflect the reversals of the large scale. The dispersion decelerates towards the end
of the displayed time interval, with signs of saturation for the three lowest frequencies.
In order to clarify the dispersion behaviour in the early stages, in figure 6.18(b) I plot
the mean square separation discounted for the initial separation ∆0 and compensated
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by a quadratic factor. The compensated curves flatten towards time zero, revealing the
ballistic regime described in section 2.1.3. This regime lasts while the relative velocities
of particle pairs stay nearly constant, and is thus shortened by fast rotations, especially
in the multiscale cases. Because ∆0 is below the smallest flow scales, the initial increases
of 〈∆2(t)〉 are approximately proportional to the initial mean square velocity gradients.
Since the velocity fields at zero phase are similar to their steady analogues, they produce
comparable separations at very short times, as evidenced by figures 5.12(b) and 6.18(b).
The basic scaling (5.10) of the velocity gradients applies as well to these unsteady flows
and explains the influence of the copies multiplier on their ballistic separation rates.
The rises in the compensated curves manifest the superquadratic growth of 〈∆2(t)〉
in the intermediate stage. The dispersion curves for the monoscale flows with the three
lowest frequencies exhibit one or more steep rises that, as in the stationary case, suggest
exponential-like separation by sustained strain. These bursts are interrupted by rests or
declines originating from the periodic reversals of the velocity fields. In the monoscale
flow with highest frequency, the reversals cause major cancellation between the relative
displacements in successive half-periods and decelerate the dispersion substantially. In
fact, the final mean square separation for this flow is an order of magnitude smaller than
those for the monoscale flows with lower frequency. As explained in the previous section,
the particle dispersion at multiples of the rotation period is dictated by the period map.
In analogy with the steady case, the pair dispersion in the monoscale flow with highest
frequency is dominated by the high-strain regions bordering the swirls of its period map,
shown in figure 6.17. The dispersion is much slower in the cores of the swirls and in the
outer circulation. For lower frequency, the smaller cancellation of motions in successive
half-periods leads to larger period-map displacements and less trapping in its swirls, as
manifested by figure 6.19 for Ω0l0/υ0 ≈ 0.16. Relative dispersion is thus considerably
faster in the monoscale flows of lower frequency, reaching states of apparent saturation
by the end of the considered time interval. This saturation takes place when the particle
pairs in the central swirls of the period map attain maximum mean square separation,
since the dispersion in the outer circulation of the period map is extremely slow.
The dispersion curves for the multiscale flows with G = 1 show similar deceleration
for the highest frequency and almost identical saturations for the lower frequencies. In
addition to the rises and declines caused by the large-scale flow, the multiscale curves
present several rises that originate from the separating actions of the smaller scales. For
instance, the first clear rises in the compensated curves for the slowest rotation result
from the medium scale and are equivalent to those in figure 5.12(b) for the steady flows.
Similar rises appear later in the curves for the second slowest rotation. However, unlike
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Figure 6.19: Period map of the unsteady monoscale flow with Ω0l0/υ0 ≈ 0.16.
in the stationary case, the separations induced by the small scale are not discernible in
the midsections of the compensated curves. This is because, apart from being masked
by the ballistic regimes of the larger scales, the straining of pairs by the small scale may
not be persistent enough to yield sizeable exponential-like separations. Nonetheless, the
curves for the various copies multipliers evidence appreciable enhancement of dispersion
by the smaller scales in the initial and intermediate stages. In particular, the differences
between the mono- and multiscale curves for the lowest frequency are significant nearly
up to saturation. The time dependence of these flows enables the separations caused by
the small scales to be amplified by the larger scales. Also, while the large-scale rotations
reduce the persistence of the small scales, they enlarge the area directly affected by the
small-scale strains. These two factors would justify a more lasting effect of the medium
and small scales on relative dispersion in comparison with the stationary case.
The intermediate dispersion regimes of the multiscale flows with G = 1 take a form
that depends on the frequency and the copies multiplier and does not suggest algebraic
behaviour in general. The dispersion curves could be made smoother by averaging over
particle releases at various rotation phases, but the periodic reversals of the large-scale
flow should still be noticeable in such case. The midsections of the compensated curves
for the lowest frequency manifest the separating actions of the medium and large scales
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Figure 6.20: Relative dispersion in the unsteady multiscale flows with R = 4; Q = 1;
C = 4; G = 1, (red), 2 (green), and 4 (blue); and Ω0l0/υ0 ≈ 0.04, 0.08, 0.16 and 0.32 finally
from top to bottom.
in a similar way as their steady counterparts, which are neither well-defined power laws.
The logarithmic slopes are larger and less reduced with higher C in the present case by
virtue of the amplification of small-scale separations by the large-scale flow. The curves
for the higher frequencies are more affected by the reversals of the large scale as well as
by the lower persistence and related attenuation of the smaller scales. The midsections
of the compensated curves for Ω0l0/υ0 ≈ 0.08 definitely deviate from power laws, while
those for Ω0l0/υ0 ≈ 0.16 approach the curve for the monoscale flow. Lastly, the curves
for the highest frequency evidence the aforementioned drastic slowdown of dispersion.
The deceleration lessens with increasing C, despite the fact that for even C and odd G
the medium and small scales are also roughly reversed at the half-period. Even if such
reversals were exact, the higher spatial variation of the flows with higher C would cause
larger period-map displacements and gradients, and hence faster pair separation.
To assess the influence of the rotation multiplier on relative dispersion, in figure 6.20
I plot the mean square separation in the flows with the four considered frequencies and
multipliers C = 4 and G = 1, 2, and 4. The curves for the different G exhibit analogous
qualitative features throughout the displayed interval, though the dispersion is generally
quicker for G = 2 and 4. In particular, among the curves for the highest frequency, the
one for G = 4 rises considerably faster. As in the case of absolute dispersion, I attribute
these differences to the fact that for even C and G the smaller scales roughly coincide
every half-period, so that their consecutive particle displacements reinforce to produce
faster dispersion. Actually, for C = 4 and G = 4, the medium and small scales coincide
every quarter-period, causing further enhancement of relative dispersion.
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Finally, in table 6.8, I provide samples of 〈∆2(t)〉 in the unsteady flows normalised
by ∆20 and expressed logarithmically. While in this case I do not give exponents for the
non-algebraic intermediate regimes, the overall dispersion exponents between samples
are simply the differences of the presented values. The dispersion samples confirm the
natural increasing trend with the copies multiplier as well as the decrease with rotation
frequency caused by the flow reversals and the reduced persistence of the small scales.
Moreover, the intermediate samples generally increase with the rotation multiplier, in
agreement with the foregoing observations. The final values of dispersion for the three
lowest frequencies are however insensitive to the rotation and copies multipliers, as they
are determined by the saturation of pair separation in the central swirls of the period
map. These final mean square separations are an order of magnitude larger than those
of the flows with highest frequency and those of the steady flows, given in table 5.5. As
explained before, the enhancement of relative dispersion in comparison with the steady
case arises from the lack of trapping by fixed streamlines, which allows particle pairs to
experience the separating actions of the multiple flow scales. However, these unsteady
multiscale flows fail to create Richardson-like dispersion power laws. Such turbulentlike
regimes do appear in standard kinematic simulations, though subject to conditions on
the unsteadiness and spatial structure of the velocity field (see section 2.2.2 and Fung
Table 6.8: Samples of relative dispersion in the unsteady flows with R = 4 and Q = 1.
G 1 2 4
C 0 1 2 3 4 1 2 3 4 1 2 3 4
1 0.03 0.12 0.20 0.27 0.33 0.09 0.15 0.22 0.32 0.07 0.14 0.24 0.36
10 1.54 2.15 2.38 2.65 2.89 2.33 2.59 2.73 2.84 2.52 2.88 3.05 3.19
100 4.80 4.81 4.81 4.80 4.79 4.81 4.82 4.82 4.83 4.81 4.82 4.83 4.84
tυ0/l0 Ω0l0/υ0 ≈ 0.039 log10〈∆2(t)/∆20〉
1 0.03 0.05 0.08 0.16 0.27 0.05 0.07 0.14 0.22 0.05 0.11 0.18 0.24
10 1.57 1.74 1.89 2.14 2.35 1.80 1.96 2.26 2.47 1.95 2.24 2.50 2.68
100 4.54 4.55 4.55 4.56 4.56 4.55 4.57 4.57 4.57 4.55 4.56 4.56 4.57
tυ0/l0 Ω0l0/υ0 ≈ 0.078 log10〈∆2(t)/∆20〉
1 0.03 0.03 0.04 0.05 0.07 0.03 0.04 0.06 0.08 0.03 0.04 0.06 0.08
10 1.40 1.42 1.48 1.52 1.64 1.50 1.60 1.70 1.86 1.53 1.72 1.91 2.08
100 4.39 4.40 4.40 4.40 4.40 4.39 4.40 4.40 4.40 4.38 4.39 4.40 4.40
tυ0/l0 Ω0l0/υ0 ≈ 0.155 log10〈∆2(t)/∆20〉
1 0.02 0.02 0.03 0.03 0.04 0.03 0.03 0.03 0.04 0.03 0.03 0.04 0.04
10 0.34 0.37 0.40 0.47 0.61 0.37 0.40 0.44 0.53 0.40 0.56 0.76 1.04
100 3.35 3.32 3.50 3.47 3.59 3.51 3.65 3.71 3.77 3.63 3.93 3.99 4.08
tυ0/l0 Ω0l0/υ0 ≈ 0.311 log10〈∆2(t)/∆20〉
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and Vassilicos, 1998). It is obvious at this point that, in the present case, the periodic
flow reversals constitute the major impediment to turbulentlike dispersion, especially at
high rotation frequency. Hence, faster particle dispersion and maybe closer similarity to
the turbulent behaviour could be achieved by adopting forcing motions not having the
present temporal symmetries. In addition, given the high spatial inhomogeneity of the
considered multiscale flows, emulating the Richardson dispersion process would require
ensuring that numerous particle pairs are affected by the whole range of flow scales.
Chapter 7
Conclusions
In this thesis, I have studied the spatiotemporal properties of certain generalisations of
the electromagnetically controlled multiscale flows introduced by Rossi et al. (2006a,b).
My aim has been to justify the turbulentlike features of the stationary laminar flows of
Rossi et al. and, more generally, to understand the connections between the structural
and statistical properties of multiscale planar flows. This type of flow enables the study
of turbulentlike kinematics in a similar way as traditional kinematic simulations.
I have based my investigation on computations of a layer-averaged model for shallow
flows that resembles the two-dimensional Navier–Stokes equations with an added linear
term representing bottom friction. I have discussed in detail the behaviour of thin-layer
flows driven by weak horizontal forces and the assumptions behind the reduced model.
I have numerically solved the model using a custom-built semi-Lagrangian spline code.
By simulating one of the laboratory flows, I have verified that the model and numerical
method qualitatively reproduce their prominent features at moderate forcing intensity.
The largest differences between measurement and simulation take place at the smallest
scales, which are most affected by inertial forces and possibly three-dimensional effects.
Still, I have found the overall agreement satisfactory for the purpose of this research.
I have extended the steady multiscale forcings of the experimental flows by allowing
for different types of geometrical self-similarity and for scaling of the forcing intensity.
The proposed forcings are capable of creating flows with various topologies and energy
distributions across spatial scales. I have also considered unsteady forcings obtained by
rotating the multiple forcing scales in a planetary fashion. These forcings produce flows
with a moderately complex spatiotemporal structure that includes topological changes
of the generic types appearing in two-dimensional turbulence. The multiscale structure
and temporal dependence of the forcings are directly reflected in the velocity fields, as
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the flows result mainly from the balance between the solenoidal part of the forcing and
the bottom friction. In fact, the fluid response is almost proportional to the forcing as
long as latter varies slowly and inertial and viscous horizontal effects remain small.
As in the experiment of Rossi et al., the energy spectra of the steady and unsteady
multiscale flows oscillate around power laws over the wavenumber ranges corresponding
to the forcing scales. Making use of the rough proportionality between forcing and fluid
velocity, I have related the exponents of such power laws to the scaling and geometrical
parameters of the forcing. The proposed scaling law generalises that of Rossi et al. to
the present types of forcing self-similarity and is still independent of the shape of the
largest scale. There is adequate agreement between the predicted and observed spectral
decay except at the highest wavenumbers, where the true decay is steeper as a result of
inertial and viscous effects as well as reduced forcing persistence in the unsteady case.
The Eulerian frequency spectra of the unsteady flows also show approximate power
laws, which arise from the sweeping of the multiple flow scales by the forcing motions.
The scaling law for these spectra can be obtained from that of the wavenumber spectra
by postulating a suitable relation between wavenumber and sweeping frequency. In the
examined cases, the sweeping velocities are more or less uniform across scales owing to
the dominance of the large-scale rotation. Therefore, at the crudest level, the Eulerian
frequency and wavenumber spectra follow similar scalings, like in the inertial-advective
subrange of the turbulent spectrum. This elementary theory combined with reflections
on the attenuation of the small scales and on the true values of the sweeping velocities
qualitatively explains the characteristics of the Eulerian frequency spectra.
The Lagrangian spectra of the multiscale flows can be fitted by power laws at inter-
mediate frequencies. Like in the experiment, the spectra of the steady flows also exhibit
low-frequency plateaus, which I have explained in terms of the asymptotic form of the
velocity field far away from the applied forces. As well, I have justified the approximate
power laws in the steady spectra by relating frequencies to wavenumbers according to
the sweeping of fluid elements by the local- or large-scale velocities. The two proposed
scalings are identical when the forcing intensity is independent of scale, while the fitted
exponents lie between the two when the intensity increases with scale. In the unsteady
case, I have justified the Lagrangian power laws through analogies with the stationary
spectrum for very slow rotation and with the Eulerian spectrum for very fast rotation.
The predicted exponents coincide with those of the wavenumber spectra in both limits,
as the frequencies are mainly dictated by a large-scale fluid or rotation speed. The lack
of a special relation between the fluid and sweeping velocities renders this basic theory
applicable to medium rotation speeds, while it also precludes proper analogies with the
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Lagrangian properties of turbulence. In particular, by comparing time correlations and
microscales, I have shown that Eulerian velocities are more persistent than Lagrangian
ones in these unsteady flows, in sharp contrast with the behaviour in turbulence.
The absolute dispersion of tracer particles in the steady flows conforms to Taylor’s
analysis and exhibits the classic ballistic and diffusive regimes found in the experiment.
The ballistic regime arises from the near constancy of particle velocities at short times,
while the diffusive regime results in this case from the decorrelated motions of particles
lying on an infinity of streamlines with incommensurate periods. In the unsteady flows,
the ballistic stage is instead followed by a subdiffusive regime, which I have attributed
to the periodic reversals of the large-scale velocity. By closely examining the monoscale
case, I have verified the substantial cancellation of particle motions in consecutive half-
periods of rotation. In addition, I have discovered that fast rotations may cause further
reduction of dispersion through particle trapping in the period map.
The relative dispersion of tracers in the steady flows presents ballistic and diffusive
regimes as well as an intermediate stage dominated by separation bursts resulting from
persistent straining by the multiple flow scales. While these bursts yield superquadratic
overall dispersion, they do not generally give rise to well-defined power laws. Moreover,
the trapping by fixed streamlines prevents the separations due to the small scales from
being significantly augmented by the larger scales, ruling out a Richardson-like process.
In the unsteady flows, the ballistic regime is followed by a stage of superquadratic pair
separation with pronounced fluctuations caused by the reversals of the large scale. The
time dependence of these flows allows pairs to be separated by the multiple flow scales,
but still fails to create a genuine algebraic dispersion regime. Nevertheless, for low and
moderate rotation frequency, relative dispersion is appreciably enhanced in comparison
with the steady case. At high frequency, relative dispersion is severely impeded by the
periodic flow reversals, which are also responsible for its eventual form of saturation.
In summary, I have investigated and explained the spectral and particle dispersion
characteristics of an extended class of steady and unsteady multiscale two-dimensional
flows based on the electromagnetically forced thin-layer flows of Rossi et al. Because of
the roughly proportional response of these flows to weak and slowly changing forcings,
the power laws in their Eulerian spectra can be controlled directly through the scaling,
geometrical, and rotation parameters of the forcing. Although the observed Lagrangian
properties can also be related to the spatial and temporal structure of the forcing, they
cannot be adjusted independently from the Eulerian ones. In particular, the considered
forcings are incapable of recreating the higher persistence of Lagrangian velocities that
occurs in turbulent flows as a result of their inertial dynamics. The dispersion of tracer
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particles in the steady flows features the usual ballistic and diffusive regimes as well as
a superquadratic pair separation stage arising from persistent strain. The latter differs
essentially from the turbulent Richardson regime because the steady streamline pattern
stops individual particle pairs from being subsequently separated by the various scales.
The absence of these barriers in the unsteady flows leads to considerably faster relative
dispersion at moderate rotation frequency. However, the periodic reversals of the large
scale inhibit dispersion at high frequency and preclude truly turbulentlike behaviour.
The limitations of the studied class of flows in emulating the features of turbulence
provides scope for future work, maybe starting with the testing of other types of time
dependence. For example, moving the multiple forcing scales in an independent fashion
would facilitate the separate tuning of the Eulerian frequency and wavenumber spectra.
The imposition of fundamentally different Eulerian and Lagrangian properties appears
much more complicated, since it would require a subtle matching of sweeping and fluid
velocities. The testing of other forcing motions would surely be of interest with regard
to particle dispersion. Faster dispersion and probably closer resemblance to turbulence
could be achieved with motions free from the temporal symmetries of the tested config-
urations. The particle dispersion ability of the present flows and the suggested variants
could be analysed in depth using methods from the theory of dynamical systems. Given
the realisability of the flows, analogous studies could be carried out in the laboratory.
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