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1. INTRODUCTION 
A great deal of interest [l-8] recently has centered on Hermite-Birkhoff 
interpolation. The problem can be described as follows. 
Let E = (eij)F==,,j”=, be an incidence matrix of zeros and ones, with exactly 
n + 1 ones. Let X = (xi , xa ,..., .xr), xi < x2 < ... < xk , and suppose that 
for each X the system of equations 
p(j)(x,) = cij for eij = 1, I%4 = f a$, (1) 
“=O 
has a unique solution for all cii . Then E is said to be poised. The problem is to 
find conditions which guarantee that E is or is not poised. Since a simple 
characterization of poised matrices is not currently known, attention has turned 
to the poisedness of classes of matrices. For example, De Vore et al. [2] con- 
sidered three-row matrices with Hermite data (i.e., a single sequence of ones 
beginning in column 0, followed by a sequence of zeros) in rows 1 and 3, and 
just two ones in row 2. Lorentz [5] h as studied similar matrices. Partial solutions 
were obtained in these cases. In this paper we introduce a related class of matrices 
which we show are nonpoised. 
2. NOTATION AND KNOWN RESULTS 
Let mj = CF=, eij, j = 0, l,..., n, and M,. = xi=, mi , r = 0, l,..., n. E 
satisfies the Polya conditions (PC) or the strong Polya conditions (SPC) if the 
Polya constants, M, , satisfy M, 3 r + 1, r 2 0, l,..., n or M, > r + 2, 
r = 0, l,..., n - 1, respectively. The Polya conditions are known to be a necess- 
ary (but not sufficient) condition for the poisedness of E [8]. If E does not 
satisfy SPC, then E may be decomposed into matrices, E = El @ E, @ ... @ 
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E, , where Ej satisfies SPC, j = 1,2 ,..., N, according to the procedure in [l]. 
We may, therefore, restrict our attention to matrices satisfying SPC. 
A maximal sequence of ones in row i of E beginning in the jth column is 
said to be supported if there exist i1 < i, i, > i, jr < j, j, < j such that eiIi, := 
ei*‘z = 1. Such a sequence is odd (even) if it consists of an odd (even) number 
of ones. The following two theorems illustrate the importance of this concept. 
THEOREM A (Atkinson and Sharma [I]). If E sati$es PC and has no odd 
supported sequences, then I? is poised. 
THEOREM B (Lorentz [4]; Karlin and Karon [3]). If some row of E has 
exactly one odd sequence, which is supported (and possibly several other sequences), 
then E is nonpoised. 
The situation for matrices not satisfying the conditions of Theorems A or 
B is more complex. Thus, the matrix 
~11 1 0 0 0 0 
/jo 1 0 0 1 0 
iI1 1 0 0 0 0 
is poised, while 
11 1 1 0 0 0 O,! 0 1 0 1 0 o;i 
“I 1 0 0 0 0 
is not [6]. 
The linear system (1) has a unique solution if and only if the determinant 
of the system, denoted by DE(X), is different from zero for all X. E is said to be 
strongly nonpoised if DE(X) changes sign as a function of X, and weakly nonpoised 
if DE(X) vanishes for some X, but maintains a constant sign. 
3. THE MAIN RESULT 
DEFINITION. A three-row matrix E is nearly Hermitian (NH) if 
E satisfies SPC; 
elo = 1, elj = 0, j = 1, 2,..., n; 
row 2 consists of an odd number of odd supported sequences; 
row 3 consists of Hermite data. 
(2) 
(3) 
(4) 
(5) 
THEOREM I. If E is NH, then E is strongly nonpoised. 
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Proof. Let xa = 0, x, = 1, and xi = x < 0. Since we have fixed x2 and xa , 
DE(X) is a function of x alone and will be denoted by Da(x), which is a poly- 
nomial of degree 71. Let q - 1 be the number of ones in row 3, and let row 2 
consist of ones in columns ji , j, ,..., jr . Since x2 = 0, corresponding to the 
entry esi, , s = 1, 2 ,..., r, there is a row of DE(x) consisting exclusively of zeros, 
except for a nonzero entry in column j, (we number the rows and columns of 
DE(x) from 0 to n). Successively expanding DE(x) about each of these r rows, 
we reduce DE(x) to a determinant whose first row is x%, xG,..., &, where 
{t1 , t2 9.S.) tn} is the set (0, I,..., n>/(jl , j, ,..., jr}. If we now expand &(x) about 
its first row, we see that DE(x) is a polynomial of the form xi=, b,xti. Now E 
satisfies SPC, so that column n of E must consist solely of zeros. Hence, t, = n. 
By Descartes’ rule of signs, DE(x) cannot have more than q - 1 positive zeros. 
On the other hand, DE(x) has a zero of order q - 1 at x, (this implies that bi # 0 
for all i), so it cannot have any other positive zeros. We wish to show that DE(x) 
must vanish for some x < 0, and consider two cases. 
Case 1. e2s = 0. In this case, t, = 0, and, since b, # 0, DE(O) # 0. Row 2 
of E consists of q zeros and 11 + 1 - q = n - (q - 1) ones. By (4), there are 
an odd number of ones in row 2 in this case. Hence, n - (q - 1) is odd. Now 
DE(x) = (x - 1),-l s(x), w h ere s(x) is a polynomial of degree n - (q - l), 
which is odd. Hence, s(x) must have a negative zero of odd multiplicity, so that 
DE(x) changes sign and E is strongly nonpoised. 
Case 2. e20 = 1. The proof here is the same as in Case 1, after taking into 
account the multiple zero at 0. 
4. COALESCENCE OF Rows 
The concept of coalescence of rows, which we now describe, was introduced 
by Karlin and Karon [3] and Lorentz [5]. The first type, which we call K-coales- 
cence, is as follows. Let i, and il = i, + 1 be two adjacent rows of E, with ones 
in columns t, < t, < ... < t,? and m, < m2 < ... < m, , respectively. Let m’, 
be the first zero of row i,, in position m > m, , ml2 be the first zero in position 
m > ml1 , m 3 m2 , and so on until m’, . We K-coalesce rows i,, and il by 
omitting row il and replacing the zeros of row i, in positions m’, , ml2 ,..., m’, 
by ones. The coalesced matrix is denoted by E*. 
In the second type, called L-coalescence, the first (or last) row is merged with 
an interior row, iO . Denote by L?’ the matrix E with the first row suppressed. 
Let M’, be the Polya constants for E’ and let g(r) = r + 1 - M’, . Suppose 
there are p one in row 1, in positions m, < ... < mz, . We define numbers 
pi , i = 1, 2 ,..., p, as fOllOWS. 
Let ?ir be the first number r for which g(r) = 1, ti, be the first number r for 
whichg(r) = 2, and so on. Note thatg(0) < 1 andg(n) = n + 1 - AZ’, = p, so 
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that the procedure is well defined. It was shown in [5] that columns m, ,..., M, 
in E’ consist solely of zeros. TheL-coalsced matrix, E*, is defined by replacing 
the zeros in columns *I ,..., mr, of row i,, with ones and deleting the first row. 
The following theorem was proved by Karlin and Karon [3], Lorentz and 
Zeller [7], and Lorentz [5]. 
THEOREM C. If E satisjes PC, if E* is obtained from E by K- or L-coalescence, 
and if E* is strongly nonpoised, then E is also strongly nonpoised. 
Theorem C enables us to demonstrate the nonpoisedness of matrices which, 
when coalesced, yield matrices satisfying the conditions of Theorem 1. For 
example, if 
100000000000 
101001010000 
000010000100 
110000000000 
001000000000 
001100000000 
then rows 2 through 3 and 4 through 6 may be K-coalesced to yield 
.,100000000000~ 
E*=;;l 0 1 0 1 1 0 1 0 1 0 0~~. 
I’1 1 1 1 1 0 0 0 0 0 0 011 
By Theorem 1, E* is strongly nonpoised, and, hence, so is E. 
Note that rows 4 through 6 of E satisfy PC and that rows 2 through 3 of E 
may be decomposed into E1 @ E, @ ... @ E,, , given by 
These submatrices are alternately matrices satisfying PC and zero matrices, 
Moreover, if we denote by oi the number of ones in Ej , then xta, oj is odd. This 
example may be easily generalized, as follows. 
DEFINITION. If E can be K- or L-coalesced to an NH matrix, then E will be 
called pue-NH. 
COROLLARY. If E is pre-NH then E is strongly nonpoised. 
THEOREM 2. Suppose E satisjies (i) SPC, (ii) e,,, = 1, eij =:: 0, j = 1, 2 ,..., n, 
and (iii) for some i,, ,’ 1 < i,, < k, rows 2 through i,, can be decomposed into 
E1 @ ... @ Er as above (the decomposition could also begin with a zero matrix), 
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with xi”, oi odd, and rows i, + 1 through k satisfy PC. Then E is pre-NH and, 
hence, strongly nonpoised. 
Proof. K-coalesce rows 2 through i,, and rows i,, + 1 through k to obtain an 
NH matrix. 
The following result will be needed for Theorem 3. 
LEMMA. Suppose E = E1 @ E, , where E1 satisfies SPC. Denote by i = iI @ iz 
and k = k, @ k, the corresponding decompositions of rows i and k of E and let 
row k be L-coalesced into row i. Then k, is coalesced into il and k, into iz , 
Proof. Let E1 consist of columns 0 through s and Eo, of columns s + 1 
through n, and suppose that k, has t ones. If t = 0, there is nothing to prove, so 
assume that t > 1. We will show that m, = s. 
Recall that m, is the first number r for which g(r) G r + I - M’, = t. 
Thus,M’,+t=r+I.But,forO<r,<s, 
M, < M’, + t = r + 1. (6) 
Since E, satisfies SPC, M, 3 r + 2, r = 0, l,..., s - 1, so that, by (6), r 3 s. 
on the other hand, M’, + t = MS = s + 1, so that g(s) = s + 1 - M’, = t, 
whence r = s. 
Since iii, = s, we have fii, < s for Y < t, and M, > s for v > t, and the proof is 
complete. 
Remark. By similar means we can show that if E = E1 @ E, + ... @ E, , 
where Ei , i = I,2 ,..., N - 1, satisfy SPC, then L-coalescence of row k into 
row i of E takes place within each of the matrices of the decomposition. 
THEOREM 3. Let E contain a submatrix F in rows iO - 1, i,, , i,, + I, which 
satis$es (2), (3), and (5) and has N odd supported sequences in row i,, . Let qi be the 
number of zeros following the jth odd supported sequence in row i,, , j = 1, 2,..., N, 
and let p be the total number of ones outside of F. If 
or if 
$3 L P < a-1 f < for some j = 1, 2 ,..., [n/2], (7) 
N is odd and qN > P, 63) 
then E is pre-NH and, hence, strongly nonpoised. 
Proof. We divide the proof into three cases. 
Case 1. i,=2. Since we may K-coalesce rows 4 through k, we may as well 
assume that E is a four-row matrix, with p ones in row 4. We L-coalesce row 4 
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into row 2, and claim that the numbers m, ,..., no, are the positions of the p last 
zeros in row 2. First note that until the Hermite data in row 3 are exhausted, the 
function g(r) cannot be positive. If ili, has been found, then the only ones 
remaining in subsequent columns in rows l-3 are in row 2. Thus, from this 
point on, g(r) cannot decrease, and will increase by one for each succeeding zero 
in row 2. Hence, iii, is the position of the zero immediately following @zi , ti, 
is the position of the zero immediately following *r, , and so on until nz,] . As in 
the lemma, one shows that mu = 71, so that the second row of the coalesced 
matrix E” 
SPC, ii 
w-ill conclude with a sequence of ones. Since E” does not satisff. 
may be decomposed by the procedure of [I] into matrices E, e E’.,‘. 
where 
;o 0 0 “’ 0 
E, = j 1 1 1 .‘. 1 . (9) 
‘0 0 0 “’ 0 
Since p satisfies either (7) or (8), th ere remain an odd number of odd supported 
sequences in row 2 of El, which is thus an NH matrix. By [5, Remark (c), 
Sect. 31, the strong nonpoisedness of E* follows from that of E, . (That E* is 
nonpoised follow from [I, Theorem I]). 
Case 2. i” x k - 1 . This case is analogous to Case 1. 
Case 3. 2 < i. < k - 1. M’e may assume that E is a five-row matrix, with 
F occupying rows 2-4. We successively L-coalesce rows 1 and 5 into row 3. 
The effect of this double merging is the same as in Case 1. The p last zeros in 
row 3 are replaced by ones. This may be seen as follows. Assume that there are 
u ones in row 1 and fi in row 5, where 01 + p = p. Let @ii ,..., m, be the positions 
of the zeros in row 3 which are replaced by ones when row 1 is coalesced. As in 
Case I, 71i, == n, so that the four-row matrix I?, obtained from E by L-coalescing 
row I with row 3, does not satisfy SPC. We may thus decompose L?, 
where Ej satisfies SPC, j = 1, 2 ,..., Y. Rows 1 and 3 of Ej , j = 2, 3 ,..., Y, are 
zero rows. If we nowL-coalesce rows 4 and 2 of i?!, then, by the remark following 
the lemma, all coalescing takes place within each matrix of (IO). Since Ei , 
j =: 2, 3 ,“‘, r, are effectively two-row matrices, the coalesced matrices, E*j , 
j := 2, 3 ,..., Y, will be of form (9). In Z?, the ones in row 4 replace the last available 
zeros in row 2, just as in Case 1. The proof from this point on is the same as in 
Case I. 
Remark. Theorem 3 can easily be extended to the situation where E contains 
a submatrix satisfying the hypotheses of Theorem 2. Also, this method of 
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proof may be used to obtain extensions of some of the results [2,5]. For example, 
if 
10000000~ 
11000000 
E=iO 0 1 0 0 1 0 0’ 
~11100000 
and if we K-coalesce rows 1 and 2. then we obtain 
Ii1 1 1 0 0 0 0 0: 
E,=‘O 0 1 0 0 1 0 0, 
II 11100000 II 
which, by Theorem 3 of [2] is poised. Hence, no information is obtained about E. 
But if we L-coalesce rows 1 and 3 of E, the resulting matrix is 
~11000000 
E,=lO 0 1 0 0 1 0 1 . 
,;11100000 
E, may be decomposed into E3 @ E4 , where 
1100000 
Es= 0 0 1 0 0 1 
~1110000, 
By [2, Theorem 41, E3 is strongly nonpoised. Hence, by [5, Remark (c), Sect. 31, 
E is strongly nonpoised. 
This example may lead one to believe that L-coalescence is a stronger test 
than K-coalescence. This is not the case. For if the one in position (3, 5) of E 
is moved to (3, 4), then K-coalescence of rows 1 and 2 yields a strongly non- 
poised matrix (thus establishing the strong nonpoisedness of E), while L-coales- 
cence of rows 1 and 3 yields a weakly nonpoised matrix (so that no information 
is obtained about E). These results follow from [2, Theorems 3 and 41. 
EXAMPLE. To further illustrate Theorem 3, let 
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Then p = 3, q1 = 7, qr = 5, q3 = 4, q4 = 2. Note that qa < P < qzj . The 
coalesced matrix is 
/lOOOOOOOOOOO~ 
E*=iO 10 0 IO 10 I 1 Ill, 
ii1 11100000000’ 
which may be decomposed into El @ Ez , where 
I1 0 0 0 0 0 0 O/i ,o 0 0 oji 
E, :--- ./O I 0 0 1 0 1 0 I’ and B, -:- 1 1 1 1 11. 
/l I I 1 0 0 0 01: 0 0 0 011 
By Theorem 1, E, is strongly nonpoised and, hence, so is E. 
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