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Abstract
We derive a scaling property from a fundamental nonlinear differential equation whose solution
is the so-called q-exponential function. A scaling property has been believed to be given by a
power function only, but actually more general expression for the scaling property is found to be
a solution of the above fundamental nonlinear differential equation. In fact, any power function
is obtained by restricting the domain of the q-exponential function appropriately. As similarly
as the correspondence between the exponential function and Shannon entropy, an appropriate
generalization of Shannon entropy is expected for the scaling property. Although the q-exponential
function is often appeared in the optimal distributions of some one-parameter generalized entropies
such as Re´nyi entropy, only Tsallis entropy is uniquely derived from the algebra of the q-exponential
function, whose uniqueness is shown in the two ways in this paper.
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I. SCALING PROPERTY DERIVED FROM A FUNDAMENTAL NONLINEAR
DIFFERENTIAL EQUATION
The exponential function is often appeared in every scientific field. Among many prop-
erties of the exponential function, the linear differential function dy/dx = y is the most
important characterization of the exponential function. A slightly nonlinear generalization
of this linear differential equation is given by
dy
dx
= yq (q ∈ R) . (1)
(See the equation (17) at page 5 of [1] and the equations (22)-(23) at page 8 of [2].) This
nonlinear differential equation is equivalent to∫
1
yq
dy =
∫
dx. (2)
Then we define the so-called q-logarithm lnq x.
lnq x :=
x1−q − 1
1− q
(3)
as a generalization of ln x. Applying the property:
d
dx
lnq x =
1
xq
, (4)
to (2), we obtain
lnq y = x+ C (5)
where C is any constant [3]. Then we define the so-called q-exponential expq (x) as the
inverse function of lnq x as follows:
expq (x) :=

 [1 + (1− q) x]
1
1−q if 1 + (1− q)x > 0,
0 otherwise.
(6)
Note that the q-logarithm and q-exponential recover the usual logarithm and exponential
when q → 1, respectively (See the pages 84-87 of [4] for the detail properties of these gener-
alized functions lnq x and expq (x)). Thus, the general solution to the nonlinear differential
equation (1) becomes
y = expq (x+ C) = expq (C) expq
(
x(
expq (C)
)1−q
)
(7)
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where C is any constant satisfying 1 + (1− q)C > 0. Dividing the both sides by expq (C)
of the above solution, we obtain
y
expq (C)
= expq
(
x(
expq (C)
)1−q
)
. (8)
Under the following scaling:
y′ :=
y
expq (C)
, x′ :=
x(
expq (C)
)1−q , (9)
we obtain
y′ = expq (x′) . (10)
This means that the solution of the nonlinear differential equation (1) obtained above is
“scale-invariant” under the above scaling (9). Moreover, we can choose any constant C
satisfying 1 + (1− q)C > 0 because C is an integration constant of (2).
Note that the above scaling (9) with respect to both variables x and y can be observed
only when q 6= 1 and C 6= 0. In fact, when q = 1, i.e., y = exp (x+ C) , (9) reduces to the
scaling with respect to only y, i.e., x′ = x, and when C = 0, both scalings in (9) disappears
[3].
The above scaling property of the nonlinear differential equation (1) is very significant
in the fundamental formulations for every generalization based on (1). We summarize the
important points in the above fundamental result.
1. C in the scaling (9) is any constant satisfying 1 + (1− q)C > 0 because C is an
integration constant of (2). This means that the scaling (9) is arbitrary for any q and
C if q and C satisfies 1 + (1− q)C > 0 (q 6= 1 and C 6= 0).
2. In general studies of differential equation, C is determined by the initial condition of
the nonlinear differential equation (1). This means, when an observable in a dynamics
grows according to the nonlinear differential equation (1), the initial condition deter-
mines the scaling of the dynamics. This is applicable to the analysis of the chaotic
dynamics [5][6][7][8][9][10][11].
3. In general, for a mapping f : X → Y , f : X′ (⊂ X) → Y is called a restriction of a
mapping f to X′, which is denoted by f ↾ X′. Let fq be a q-exponential function (6)
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from R→ R+. For the restricted domain R′q defined by
R′q := {x ∈ R | (1− q)x≫ 1} (⊂ R) , (11)
a restriction of a mapping fq to R′q is denoted by
f ′q := fq ↾ R′q : R′q → R
+. (12)
Then f ′q becomes a power function:
f ′q (x) = ((1− q) x)
1
1−q ≈ x
1
1−q . (13)
In the above formulations the only case q < 1 is discussed . As shown in the section IV,
the q-generalizations along the line of (1) has a symmetry q ↔ 2−q, i.e., 1−(1− q)↔
1+ (1− q). Therefore, the above f ′q (x) can be replaced by a restriction of a mapping
f2−q to R′2−q :
f ′2−q (x) = ((q − 1)x)
1
q−1 ≈ x
1
q−1 (14)
in accordance with the symmetry, which implies that the case q > 1 can be discussed.
In this way, the restriction of the q-exponential function to the domain R′q (q < 1)
or R′2−q (q > 1) coincide with a power function, which has been often appeared and
discussed in science. In general, the restricted domain R′q or R′2−q is called “scaling
domain” and its corresponding range is called “scaling range”.
4. A power function f : R→ R is known to be characterized by the following functional
equation, i.e., there exists a function g : R→ R such that
f (bx) = g (b) f (x) (15)
holds for any b, x ∈ R. The above functional equation uniquely determines a power
function
f (x) = f (1) x−α (16)
for choosing g (b) = b−α. See some references such as [12] for the proof. On the other
hand, a q-exponential function is characterized by the nonlinear differential equation
(1) as similarly as a exponential function. Moreover, the solutions of (1) are scale-
invariant under the scaling (9) and reduce to power functions when the domain is
restricted to R′q or R′2−q as shown above. In fact, by restricting the domain of (8) to
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R′q, the general solution (8) of the nonlinear differential equation (1) reduces to the
following power function according to (13).
y
expq (C)
=
(
(1− q)
x(
expq (C)
)1−q
) 1
1−q
=
(1− q)
1
1−q
expq (C)
x
1
1−q , (17)
that is,
y = (1− q)
1
1−q x
1
1−q , (18)
which is equivalent to (16) if
α =
1
q − 1
. (19)
Therefore, many discussions on “exponential versus power-law”, i.e., “ dy
dx
= y versus
f (bx) = g (b) f (x)” should be replaced by “exponential versus q-exponential”, i.e.,
“ dy
dx
= y versus dy
dx
= yq”, which is more natural from mathematical point of view.
As shown in these discussions, the fundamental nonlinear differential equation (1) pro-
vides us with not only the characterization of the q-exponential function but also the scaling
property in its solution.
As similarly as the relation between the exponential function exp (x) and Shannon en-
tropy, we expect the corresponding information measure to the q-exponential function
expq (x). There exist some candidates such as Re´nyi entropy, Tsallis entropy and so on.
But the algebra derived from the q-exponential function uniquely determines Tsallis en-
tropy as the corresponding information measure. In the following sections of this paper, we
present the two mathematical results to uniquely determine Tsallis entropy by means of the
already established formulations such as the q-exponential law, the q-multinomial coefficient
and q-Stirling’s formula.
II. q-EXPONENTIAL LAW
The exponential law plays an important role in mathematics, so this law is also expected
to be generalized based on the q-exponential function expq (x). For this purpose, the new
multiplication operation ⊗q is introduced in [13] and [14] for satisfying the following identi-
ties:
lnq (x⊗q y) = lnq x+ lnq y, (20)
expq (x)⊗q expq (y) = expq (x+ y) . (21)
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The concrete form of the q-logarithm or q-exponential has been already given in the previous
section, so that the above requirements as q-exponential law leads us to the definition of ⊗q
between two positive numbers.
Definition 1 For two positive numbers x and y, the q-product ⊗q is defined by
x⊗q y :=

 [x
1−q + y1−q − 1]
1
1−q , if x > 0, y > 0, x1−q + y1−q − 1 > 0,
0, otherwise.
(22)
The q-product recovers the usual product such that lim
q→1
(x⊗q y) = xy. The fundamental
properties of the q-product ⊗q are almost the same as the usual product, but
a (x⊗q y) 6= ax⊗q y (a, x, y ∈ R) . (23)
The other properties of the q-product are available in [13] and [14].
In order to see one of the validities of the q-product, we recall the well known expression
of the exponential function exp (x) given by
exp (x) = lim
n→∞
(
1 +
x
n
)n
. (24)
Replacing the power on the right side of (24) by the n times of the q-product ⊗nq :
x⊗
n
q := x⊗q · · · ⊗q x︸ ︷︷ ︸
n times
, (25)
expq (x) is obtained. In other words, lim
n→∞
(
1 + x
n
)⊗nq coincides with expq (x) .
expq (x) = lim
n→∞
(
1 +
x
n
)⊗nq
(26)
The proof of (26) is given in the appendix of [15]. This coincidence (26) indicates a validity
of the q-product. In fact, the present results in the following sections reinforce it.
III. q-MULTINOMIAL COEFFICIENT AND q-STIRLING’S FORMULA
We briefly review the q-multinomial coefficient and the q-Stirling’s formula by means of
the q-product ⊗q. As similarly as for the q-product, q-ratio is introduced as follows:
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Definition 2 For two positive numbers x and y, the inverse operation to the q-product is
defined by
x⊘q y :=

 [x
1−q − y1−q + 1]
1
1−q , if x > 0, y > 0, x1−q − y1−q + 1 > 0,
0, otherwise
(27)
which is called q-ratio in [14].
⊘q is also derived from the following satisfactions, similarly as for ⊗q [13][14].
lnq (x⊘q y) = lnq x− lnq y, (28)
expq (x)⊘q expq (y) = expq (x− y) . (29)
The q-product and q-ratio are applied to the definition of the q-multinomial coefficient
[15].
Definition 3 For n =
∑k
i=1 ni and ni ∈ N (i = 1, · · · , k) , the q-multinomial coefficient is
defined by 
 n
n1 · · · nk


q
:= (n!q)⊘q [(n1!q)⊗q · · · ⊗q (nk!q)] . (30)
From the definition (30), it is clear that
lim
q→1

 n
n1 · · · nk


q
=

 n
n1 · · · nk

 = n!
n1! · · ·nk!
. (31)
In addition to the q-multinomial coefficient, the q-Stirling’s formula is useful for many
applications such as our main results. By means of the q-product (22), the q-factorial n!q
is naturally defined as follows.
Definition 4 For a natural number n ∈ N and q ∈ R+, the q-factorial n!q is defined by
n!q := 1⊗q · · · ⊗q n. (32)
Using the definition of the q-product (22), lnq (n!q) is explicitly expressed by lnq (n!q) =∑n
k=1 k
1−q−n
1−q
.If an approximation of lnq (n!q) is not needed, this explicit form should be di-
rectly used for its computation. However, in order to clarify the correspondence between
the studies q = 1 and q 6= 1, the approximation of lnq (n!q) is useful. In fact, using the
following q-Stirling’s formula, we obtain the unique generalized entropy corresponding to
the q-exponential function expq (x), shown in the following sections.
7
Theorem 5 Let n!q be the q-factorial defined by (32). The rough q-Stirling’s formula
lnq (n!q) is computed as follows:
lnq (n!q) =


n
2− q
lnq n−
n
2− q
+O (lnq n) if q 6= 2,
n− lnn +O (1) if q = 2.
(33)
The proof of the above formulas (33) is given in [15].
IV. TSALLIS ENTROPY UNIQUELY DERIVED FROM THE q-MULTINOMIAL
COEFFICIENT AND q-STIRLING’S FORMULA
In this section we show that Tsallis entropy is uniquely and naturally derived from the
fundamental formulations presented in the previous section. In order to avoid separate
discussions on the positivity of the argument in (30), we consider the q-logarithm of the
q-multinomial coefficient to be given by
lnq

 n
n1 · · · nk


q
= lnq (n!q)− lnq (n1!q) · · · − lnq (nk!q) . (34)
The unique generalized entropy corresponding to the q-exponential is derived from the q-
multinomial coefficient using the q-Stirling’s formula as follows [15].
Theorem 6 When n is sufficiently large, the q-logarithm of the q-multinomial coefficient
coincides with Tsallis entropy (36) as follows:
lnq

 n
n1 · · · nk


q
≃


n2−q
2− q
· S2−q
(n1
n
, · · · ,
nk
n
)
if q > 0, q 6= 2
−S1 (n) +
k∑
i=1
S1 (ni) if q = 2
(35)
where Sq is Tsallis entropy [16]:
Sq :=
1−
n∑
i=1
pqi
q − 1
(36)
and S1 (n) is given by S1 (n) := lnn.
The proof of this theorem is given in [15].
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Note that the above relation (35) reveals a surprising symmetry : (35) is equivalent to
ln1−(1−q)

 n
n1 · · · nk


1−(1−q)
≃
n1+(1−q)
1 + (1− q)
· S1+(1−q)
(n1
n
, · · · ,
nk
n
)
(37)
for q > 0 and q 6= 2. This expression represents that there exists a symmetry with a factor
1− q around q = 1 in the algebra of the q-product. Substitution of some concrete values of
q into (35) or (37) helps us understand the meaning of this symmetry.
Remark that the above correspondence (35) and the symmetry (37) reveals that the
q-exponential function (6) derived from (1) is consistent with Tsallis entropy only as in-
formation measure.
V. THE GENERALIZED SHANNON ADDITIVITY DERIVED FROM THE q-
MULTINOMIAL COEFFICIENT
This section shows another way to uniquely determine the generalized entropy. More pre-
cisely, the identity derived from the q-multinomial coefficient coincides with the generalized
Shannon additivity which is the most important axiom for Tsallis entropy.
Consider a partition of a given natural number n into k groups such as n =
∑k
i=1 ni.
In addition, each natural number ni (i = 1, · · · , k) is divided into mi groups such as ni =∑mi
j=1 nij where nij ∈ N. Then, the following identity holds for the q-multinomial coefficient.
n
1
n
i
n
⋯
⋯
⋯ ⋯
⋯ k
n
11
n
12
n
1
1m
n⋯ 1i
n
i
im
n⋯ 1k
n
k
km
n
⋯
FIG. 1: partition of a natural number n

 n
n11 · · · nkmk


q
=

 n
n1 · · · nk


q
⊗q

 n1
n11 · · · n1m1


q
⊗q · · ·⊗q

 nk
nk1 · · · nkmk


q
(38)
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It is very easy to prove the above relation (38) by taking the q-logarithm of the both sides
and using (34).
On the other hand, the above identity (38) is reformed to the generalized Shannon addi-
tivity in the following way. Taking the q-logarithm of the both sides of the above relation
(38), we have
lnq

 n
n11 · · · nkmk


q
= lnq

 n
n1 · · · nk


q
+
k∑
i=1
lnq

 ni
ni1 · · · nimi


q
. (39)
From the relation (35), we obtain
S2−q
(n11
n
, · · · ,
nkmk
n
)
= S2−q
(n1
n
, · · · ,
nk
n
)
+
k∑
i=1
(ni
n
)2−q
S2−q
(
ni1
ni
, · · · ,
nimi
ni
)
. (40)
Then, by means of the following probabilities defined by
pij : =
nij
n
(i = 1, · · · , k, j = 1, · · · , mk) , (41)
pi : =
mi∑
j=1
pij =
mi∑
j=1
nij
n
=
ni
n
(
∵ ni =
mi∑
j=1
nij
)
, (42)
the identity (40) becomes
Sq (p11, · · · , pkmk) = Sq (p1, · · · , pk) +
k∑
i=1
pqiSq
(
pi1
pi
, · · · ,
pimi
pi
)
. (43)
The formula (43) obtained from the q-multinomial coefficient is exactly same as the gener-
alized Shannon additivity (See [GSK3] given below) which is the most important axiom for
Tsallis entropy [17].
In fact, the generalized Shannon-Khinchin axioms and the uniqueness theorem for the
nonextensive entropy are already given and rigorously proved in [17]. The present result
(43) and the already established axiom [GSK3] perfectly coincide with each other.
Theorem 7 Let ∆n be defined by the n-dimensional simplex:
∆n :=
{
(p1, . . . , pn)
∣∣∣∣∣ pi ≥ 0,
n∑
i=1
pi = 1
}
. (44)
The following axioms [GSK1]∼[GSK4] determine the function Sq : ∆n → R
+ such that
Sq (p1, . . . , pn) =
1−
n∑
i=1
pqi
φ (q)
, (45)
where φ (q) satisfies properties (i) ∼ (iv):
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(i) φ (q) is continuous and has the same sign as q − 1,i.e.,
φ (q) (q − 1) > 0; (46)
(ii)
lim
q→1
φ (q) = φ (1)=0, φ (q) 6= 0 (q 6=1) ; (47)
(iii) there exists an interval (a, b) ⊂ R+ such that a < 1 < b and φ (q) is differentiable on
the interval
(a, 1) ∪ (1, b) ; (48)
and
(iv) there exists a constant k > 0 such that
lim
q→1
dφ (q)
dq
=
1
k
. (49)
[GSK1] continuity : Sq is continuous in ∆n and q ∈ R
+,
[GSK2] maximality : for any q ∈ R+, any n ∈ N and any (p1, · · · , pn) ∈ ∆n,
Sq (p1, · · · , pn) ≤ Sq
(
1
n
, . . . ,
1
n
)
, (50)
[GSK3] generalized Shannon additivity : if
pij ≥ 0, pi =
mi∑
j=1
pij ∀i = 1, · · · , n, ∀j = 1, · · · , mi, (51)
then the following equality holds:
Sq (p11, · · · , pnmk) = Sq (p1, · · · , pn) +
n∑
i=1
pqiSq
(
pi1
pi
, · · · ,
pimi
pi
)
, (52)
[GSK4] expandability :
S1 (p1, . . . , pn, 0) = S1 (p1, . . . , pn) . (53)
Note that, in order to uniquely determine the Tsallis entropy (36) in the above set of the
axioms, “lim
q→1
” should be removed from (49), that is, dφ(q)
dq
= 1
k
(i.e., φ (q) = 1
k
(q − 1)) should
be used instead of (49). The general form φ (q) perfectly corresponds to Tsallis’ original
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introduction of the so-called Tsallis entropy in 1988 [16]. See his original characterization
shown in page 9 of [1] for the detail (φ (q) corresponds to “a” in his notation. His simplest
choice of “a” coincides with the simplest form of φ (q) i.e., dφ(q)
dq
= 1
k
.).
When one of the authors (H.S.) submitted the paper [17] in 2002, nobody presented the
idea of the q-product. However, as shown above, the identity on the q-multinomial coefficient
[15] which was formulated based on the q-product [13][14] coincides with one of the axioms (
[GSK3]: generalized Shannon additivity) in [17]. This means that the whole theory based on
the q-product is self-consistent. Moreover, other fundamental applications of the q-product,
such as law of error [18] and the derivation of the unique non self-referential q-canonical
distribution [19][20], are also based on the q-product.
VI. CONCLUSION
Starting from a fundamental nonlinear equation dy/dx = yq, we present the scaling
property and the algebraic structure of its solution. Moreover, we prove that the algebra
determined by its solutions is mathematically consistent with Tsallis entropy only as the
corresponding unique information measure based on the following 2 mathematical reasons:
(1) derivation of Tsallis entropy from the q-multinomial coefficient and q-Stirling’s formula,
(2) coincidence of the identity derived from the q-multinomial coefficient with the generalized
Shannon additivity which is the most important axiom for Tsallis entropy.
These mathematical discussions result in the self-consistency between the mathematics
derived from the q-exponential and Tsallis entropy.
Recently, we have presented the following fundamental results in Tsallis statistics:
1. Axioms and the uniqueness theorem for the nonextensive entropy [17]
2. Law of error in Tsallis statistics [18]
3. q-Stirling’s formula in Tsallis statistics [15]
4. q-multinomial coefficient in Tsallis statistics [15]
5. Central limit theorem in Tsallis statistics (numerical evidence only) [15]
6. q-Pascal’s triangle in Tsallis statistics [15]
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7. The unique non self-referential q-canonical distribution in Tsallis statistics [19][20]
8. Scaling property characterized by the fundamental nonlinear differential equation [the
present paper].
All of the above fundamental results are derived from the algebra of the q-product and
mathematically consistent with each other. This means that the q-product is indispensable
to the formalism in Tsallis statistics. More important point is that the q-product originates
from the fundamental nonlinear differential equation (1) with scale-invariant solutions.
[1] M. Gell-Mann and C. Tsallis, eds., Nonextensive Entropy: Interdisciplinary Applications (Ox-
ford Univ. Press, New York, 2004).
[2] C. Tsallis, What should a statistical mechanics satisfy to reflect nature ?, Physica D, 193,
3-34 (2004).
[3] In any manuscripts and papers up to now, this constant C is set to be “0”, i.e., expq (C) = 1
(See the equation (17) at page 5 of [1] and the equations (22)-(23) at page 8 of [2]). But the
arbitrariness of this constant C plays a very important role in scaling (9).
[4] S. Abe and Y. Okamoto, eds., Nonextensive Statistical Mechanics and Its Applications
(Springer-Verlag, Heidelberg, 2001).
[5] C. Tsallis, A.R. Plastino and W.-M. Zheng, Power-law sensitivity to initial conditions - New
entropic representation, Chaos, Solitons and Fractals 8, 885-891 (1997).
[6] V. Latora, M. Baranger, A. Rapisarda and C. Tsallis, The rate of entropy increase at the edge
of chaos, Phys. Lett. A 273, 97-103 (2000).
[7] F. Baldovin and A. Robledo, Universal renormalization-group dynamics at the onset of chaos
in logistic maps and nonextensive statistical mechanics, Phys. Rev. E 66, 045104(R) (2002).
[8] F. Baldovin and A. Robledo, Sensitivity to initial conditions at bifurcations in one-dimensional
nonlinear maps: Rigorous nonextensive solutions, Europhys. Lett. 60, 518-524 (2002).
[9] A. Robledo, Criticality in nonlinear one-dimensional maps: RG universal map and nonexten-
sive entropy, Physica D 193, 153-160 (2004).
[10] F. Baldovin and A. Robledo, Nonextensive Pesin identity. Exact renormalization group an-
alytical results for the dynamics at the edge of chaos of the logistic map, Phys. Rev. E 69,
13
045202(R) (2004).
[11] U. Tirnakli and C. Tsallis, Chaos edges of z-logistic maps: Connection between the relaxation
and sensitivity entropic indices, Phys. Rev. E 73, 037201 (2006).
[12] M. E. J. Newman, Power laws, Pareto distributions and Zipf’s law, Contemporary Physics
46, 323-351 (2005).
[13] L. Nivanen, A. Le Mehaute, Q.A. Wang, Generalized algebra within a nonextensive statistics,
Rep. Math. Phys. 52, 437-444 (2003).
[14] E.P. Borges, A possible deformed algebra and calculus inspired in nonextensive thermostatis-
tics, Physica A 340, 95-101 (2004).
[15] H. Suyari, Mathematical structures derived from the q-multinomial coefficient in Tsallis statis-
tics, Physica A, 368, pp.63-82 (2006).
[16] C. Tsallis, Possible generalization of Boltzmann-Gibbs statistics, J. Stat. Phys. 52, 479-487
(1988).
[17] H. Suyari, Generalization of Shannon-Khinchin axioms to nonextensive systems and the
uniqueness theorem for the nonextensive entropy, IEEE Trans. Inform. Theory 50, 1783-1787
(2004).
[18] H. Suyari and M. Tsukada, Law of error in Tsallis statistics, IEEE Trans. Inform. Theory 51,
753-757 (2005).
[19] T. Wada and A.M. Scarfone, A non self-referential expression of Tsallis’ probability distribu-
tion function, Eur.Phys.J.B 47 557-562 (2005).
[20] H. Suyari, The unique non self-referential q-canonical distribution and the phys-
ical temperature derived from the maximum entropy principle in Tsallis statis-
tics, Prog. Theor. Phys. Suppl., 162, pp.79-86 (2006). (See the author’s website
(http://www.ne.jp/asahi/hiroki/suyari/publications.htm) for the detail derivation.)
14
