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CHARACTERIZATION AND SYNTHESIS OF
RAYLEIGH DAMPED ELASTODYNAMIC NETWORKS
Abstract. We consider damped elastodynamic networks where the damping
matrix is assumed to be a non-negative linear combination of the stiffness
and mass matrices (also known as Rayleigh or proportional damping). We
give here a characterization of the frequency response of such networks. We
also answer the synthesis question for such networks, i.e., how to construct
a Rayleigh damped elastodynamic network with a given frequency response.
Our analysis shows that not all damped elastodynamic networks can be realized
when the proportionality constants between the damping matrix and the mass
and stiffness matrices are fixed.
1. Introduction. The second Newton’s law applied to a network of springs, masses,
and dampers gives
Ku + Cu˙ + Mu¨ = f , (1)
where u is the vector of displacements of the network nodes and f is the vector
of external forces. The stiffness, damping, and mass matrices are K, C, and M,
respectively. These matrices are defined in section 2. We are mainly concerned
with networks where the damping is proportional or of Rayleigh type, which means
that there are some known proportionality constants α, β ≥ 0 linking the damping
matrix to the stiffness and mass matrices:
C = αK + βM. (2)
The Rayleigh damping assumption means that:
(a) The springs have a dashpot in parallel with damping constant proportional to
the spring constant. One way of achieving this is to construct springs from
Kelvin-Voigt solids (see e.g., [5, §7.3]), where the damping constant is propor-
tional to the stiffness constant.
(b) Each mass lies in a fixed cavity filled with a viscous liquid, where the viscosity
constant is proportional to the mass, or the cavity size is adjusted to obtain the
same effect (i.e., inversely proportional to the mass).
The proportionality constants α (linking the damping to the stiffness) and β (linking
the damping to the mass) are assumed to be the same for all the springs and nodes
in the network. An example of such a network is given in figure 1.
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1
Figure 1. An example of a Rayleigh damped network. For the
terminal nodes the masses are colored in white and for the in-
ternal nodes in black. Each mass is surrounded by a cavity con-
taining a viscous liquid. The damping coefficient of each of the
linear dampers is α times the stiffness constant of the correspond-
ing spring, and the viscous damping coefficient of each mass is β
times the corresponding mass.
We answer two questions about the (frequency) response of networks with this
class of damping. The response is the frequency-dependent linear relationship be-
tween the displacements and forces at a few terminal, or accessible, nodes. The
first question we answer is the characterization question, i.e., we give the form of
all possible responses for this particular class of networks. The second question is
the synthesis: can we build a network from this class that mimics any admissible
response?
For static networks (zero frequency), the characterization and synthesis questions
were established by Camar-Eddine and Seppecher [3], as part of a characterization
of the possible macroscopic behaviors of a static elastic material under a single
displacement field. Then, Milton and Seppecher [11] characterized the response of
damped elastic networks at a single, non-resonant frequency, and found it is possible
to build a damped elastic network that mimics a prescribed response at one single
frequency. The complete characterization and synthesis for the undamped case is
done in [10]: it is shown that the response is a matrix with rational function (of
frequency) entries, and that given the response for an undamped elastic network,
it is possible to build a network that mimics this response for all non-resonant
frequencies. The new characterization and synthesis results that we present here
are a generalization of the results in [10] to damping of Rayleigh type. In particular,
our results show that the Rayleigh damping model is incomplete, in the sense that
it cannot describe, by itself, the responses of all possible elastodynamic networks
with damping.
The characterization and synthesis for elastic networks have been used by Camar-
Eddine and Seppecher [3] to show how to design a (linear) elastic material that
has a prescribed response under a single displacement field. A similar technique
exploiting the characterization of networks of resistors was used by Camar-Eddine
and Seppecher [2] to show how to design a conductor that has a prescribed response
under a single voltage field. Synthesis results are also known for electrical networks
with resistors (Kirchhoff’s Y − ∆ theorem, Curtis, Ingerman, and Morrow [6] for
planar resistor networks); networks of resistors, capacitors and inductors (Foster
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[7, 8], Bott and Duffin [1], Milton and Seppecher [11]); acoustic networks (Milton
and Seppecher [11]); and an electromagnetic version of elastodynamic networks
(Milton and Seppecher [12, 13]).
We start in section 2 by defining the stiffness, mass, and damping matrices for
a damped elastodynamic network and, given only access to a few terminal nodes,
its frequency response. Then in section 3, we show how the characterization and
synthesis results for static elastic networks in [3, 10] can be generalized to massless
elastic networks with Rayleigh damping. For general Rayleigh damped networks,
the characterization result appears in section 4 and the synthesis result in section 5.
We finish by giving in section 6 the loci of the resonances of Rayleigh damped
network.
2. The frequency response of an elastodynamic network with damping.
The linearized Hooke’s Law for a single spring located between nodes x1 and x2
relates the forces ai (supported at node xi) to the displacements ui (assuming these
are small) through the relation
a2 = −k1,2 (x2 − x1)(x2 − x1)
T
‖x2 − x1‖2
(u2 − u1) = −a1.
Let K be the stiffness matrix, C be the damping matrix, and M be a diagonal
matrix with the masses of the nodes in the diagonal. In the case of a single spring,
the stiffness and mass matrices are
K = k1,2
[
n1,2n
T
1,2 −n1,2nT1,2
−n1,2nT1,2 n1,2nT1,2
]
, M = diag (m1e,m2e),
n1,2 =
x2 − x1
‖x2 − x1‖ ,
where e = (1, . . . , 1)T ∈ Rd, d = 2, 3. For a network with N nodes, the mass
matrix is an Nd × Nd diagonal matrix that is defined similarly with the nodal
masses m1, . . . ,mN . The stiffness and damping matrices of a network are Nd×Nd
matrices obtained by adding the contributions from individual springs or dashpots:
K =
∑
spring ij
kijNij and C =
∑
spring ij
cijNij (3)
where kij (resp. cij) is the spring (resp. damping) constant for the spring (resp.
damper) between nodes i and j and
Nij =
([
ei ej
] [ 1 −1
−1 1
] [
eTi
eTj
])
⊗ (nijnTij). (4)
Here we used the Kronecker product ⊗ and the i−th canonical basis vector ei ∈ RN .
As in the case of a single spring, the vector nij ∈ Rd is a unit length vector with
direction xi − xj .
For a network of springs, masses, and dashpots, the balance of forces (Newton’s
second law) gives a system of ODEs, which is given in (1). Now, recall the Laplace
transform:
u˜(λ) = L[u(t)](λ) =
∫ ∞
0
e−λtu(t)dt.
Applying the Laplace transform to (1), the ODE becomes
(K + λC + λ2M)u˜ = f˜ . (5)
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In the following, we only work in the Laplace domain; the tilde notation is dropped
for simplicity. Our results can also be formulated in the frequency domain by using
the Fourier transform instead of the Laplace transform on (1), or simply by setting
λ = ıω.
For the purpose of introducing the problem, we first consider the case where all
nodes have a non-zero mass. Let us partition the nodes of the network into terminal
nodes (B) and interior nodes (I). At the interior nodes, the external forces are zero;
the displacement of the interior nodes is determined by the displacement of the
boundary nodes, except at the few frequencies corresponding to the resonances of
the system. If subscripts B and I denote the quantities referring to their respective
nodes, then the displacements at the boundary nodes are related to the forces at
the boundary nodes by
fB = W(λ)uB ,
where the displacement to forces map is
W(λ) = KBB + λCBB + λ
2MBB
− (KBI + λCBI)(KII + λCII + λ2MII)−1(KIB + λCIB),
(6)
which is the Schur complement of the II block in the matrix K + λC + λ2M (see
Appendix A for the definition of the Schur complement and properties).
Remark 1. We assume throughout this paper that each spring-damper pair oc-
cupies an arbitrarily small volume surrounding the segment connecting the corre-
sponding nodes. We also assume that the cavities with viscous fluid (and hence the
masses) can be made arbitrarily small. We need these assumptions to constrain the
internal nodes in our synthesis result to be within an −neighborhood of the convex
hull of the terminal nodes.
3. Massless Rayleigh damped networks. First, we characterize the networks
with Rayleigh damping and no mass. Later, in section 4, we use such networks to
simplify the work for general networks. The theorems in this section are a natural
extension of the characterization and synthesis in [3, 10] for static networks, i.e.,
networks with springs only. In the static case the response matrix is given by (6)
with λ = 0. The forces f = (fT1 , . . . , f
T
n )
T at the nodes x1, . . . ,xn form a balanced
system of forces when
n∑
i=1
fi = 0 (equilibrium of forces) and
n∑
i=1
xi× fi = 0 (equilibrium of torques), (7)
where u×v = (u2v3−u3v2, u3v1−u1v3, u1v2−u2v1) if d = 3 and u×v = u1v2−u2v1
if d = 2, is the usual cross product. The characterization and synthesis theorems in
[3, 11, 10] are summarized in the next theorem.
Theorem 3.1. The response matrix W of any network of springs is symmetric
positive semidefinite where each column is a balanced system of forces at the terminal
nodes. (Characterization)
Conversely, any matrix W that is symmetric positive semidefinite where each
column is a balanced system of forces at the terminals can be realized by a network
of only springs. Moreover the internal nodes of such network can be chosen so as
to avoid a finite number of points and to be within an −neighborhood of the convex
hull of the terminal nodes. (Synthesis)
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Proof. See e.g. [10, Lemma 2] for the characterization and [10, Theorem 1] for the
synthesis.
Theorem 3.1 can be readily extended to massless Rayleigh damped networks.
Theorem 3.2. The response of a massless network with Rayleigh damping is of
the form
(1 + αλ)W, (8)
where α ≥ 0, λ is the Laplace parameter, and W is the response of a static network,
i.e., W is symmetric positive semidefinite with each column being a balanced system
of forces at the terminals x1, . . . ,xn (as in theorem 3.1).
Conversely, given any matrix-valued function of λ of the form (8) where W is
the response of a static network at the nodes x1, . . . ,xn, there is a massless Rayleigh
damped network with terminals at the nodes x1, . . . ,xn realizing it. Moreover the
internal nodes of such network can be chosen so as to avoid a finite number of points
and to be within an −neighborhood of the convex hull of the terminal nodes.
Proof. The forward direction is due to the homogeneity of degree 1 of the Schur
complement (see Appendix A). Let K be the stiffness matrix for a static network
and W the response matrix of the network at some terminal nodes B. Then the
frequency response of the massless network with Rayleigh damping when all the
nodes are terminals is (1 + αλ)K. Then by taking the Schur complement, the
response at the nodes B is (1 + αλ)W.
To prove the converse, assume we are given a frequency response of the form
(1 + αλ)W, where W is the response of a static network. By the second part of
theorem 3.1, there is a network of springs with stiffness matrix K with response
W at the nodes B. The internal nodes of this network can be chosen so as to
avoid a finite number of points and to be in an arbitrarily small neighborhood
of the convex hull of the terminals. Then a network that has (1 + αλ)W as its
response is the network with response at all the nodes (1 + αλ)K, i.e., the network
obtained from the second part of theorem 3.1 with dashpots in parallel with each
spring, each dashpot having a damping constant being α times the stiffness of the
associated spring. Here we have used the assumption that each spring and damper
pair occupies an arbitrarily thin segment between the corresponding nodes, so the
network transformations that do not change the response in [10, §2.3] are still
valid.
Remark 2. Theorem 3.2 is valid for planar networks, i.e., networks for which all
the springs lie in a plane. This is because theorem 3.1 is valid for planar networks:
one can always realize the response of a planar network with a planar network.
4. Characterization of general Rayleigh damped networks. In this section,
we give conditions that the response of Rayleigh damped networks needs to satisfy.
In general, we may have massless nodes in the network; these are dealt with in
lemma 4.1, where we use the characterization for the massless case from section 3
to eliminate any massless interior nodes. Theorem 4.2 is the characterization result
for general Rayleigh networks. Then Proposition 1 shows that the conditions of
theorem 4.2 are consistent with the characterization at a single frequency found
by Milton and Seppecher [11] (a condition which means, in physical terms, that
damping can only consume energy).
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Let us partition the interior nodes I into the set of interior nodes J with positive
mass and the set of massless nodes L. Clearly, MJJ is positive definite while
MLL = 0. The following lemma is similar to [10, Lemma 3] and reduces the
characterization problem for networks with massless nodes to networks where each
node has mass.
Lemma 4.1. Let K be a Nd × Nd stiffness matrix and let M be a Nd × Nd
(diagonal) mass matrix, where N = |B ∪ I|. The response at the terminals is
W(λ) = K˜BB + λC˜BB + λ
2MBB
− (K˜BJ + λC˜BJ)(K˜JJ + λC˜JJ + λ2MJJ)−1(K˜JB + λC˜JB),
for all frequencies λ for which det(K˜JJ + λC˜JJ + λ
2MJJ) 6= 0. Here the tilde
matrices are submatrices of the matrices
K˜ =
[
K˜BB K˜BJ
K˜JB K˜JJ
]
=
[
KBB KBJ
KJB KJJ
]
−
[
KBL
KJL
]
K†LL
[
KLB KLJ
]
and
C˜ =
[
C˜BB C˜BJ
C˜JB C˜JJ
]
=
[
CBB CBJ
CJB CJJ
]
−
[
CBL
CJL
]
C†LL
[
CLB CLJ
]
,
(9)
where the symbol † denotes the Moore-Penrose pseudoinverse. Also, K˜JJ and C˜JJ
are positive semidefinite.
Proof. The response of the network with terminals B ∪ J and internal nodes L is
K˜ + λC˜ + λ2diag (MBB ,MJJ). Equilibrating forces at the nodes J (i.e., taking
the Schur complement of the JJ block) gives the desired result. Note that K˜JJ
and C˜JJ are positive semidefinite as they are the Schur complement of positive
semidefinite matrices (see e.g., (14)).
Remark 3. For Rayleigh networks, the elimination of massless nodes made in
lemma 4.1 preserves the Rayleigh damping structure. If we have Rayleigh damping
then C = αK + βM (at all nodes) and
C˜ = αK˜ + βdiag (MBB ,MJJ),
where the tilde matrices are defined as in lemma 4.1. Indeed a simple calculation
gives
C˜ = α
[
KBB KBJ
KJB KJJ
]
− α2
[
KBL
KJL
]
(αKLL)
† [KLB KLJ]
+ β
[
MBB
MJJ
]
.
We can now formulate a characterization of the response at the terminal nodes
of a Rayleigh damped network.
Theorem 4.2. Consider a damped mass-spring network with terminals x1, . . . ,xn
with Rayleigh damping, i.e., the damping matrix is of the form C = αK + βM,
where α, β ≥ 0 are given. The displacement-to-forces map of any such network is
of the form:
W(λ) = (1 + αλ)A + (βλ+ λ2)M−
p∑
j=1
(1 + αλ)2R(j)
σj + λ(ασj + β) + λ2
, (10)
where
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i. R(j) is real symmetric positive semidefinite and σj > 0.
ii. M is real diagonal positive semidefinite.
iii. A is real symmetric positive semidefinite.
iv. There are at most 2p distinct poles: namely the roots of the polynomials
qj(λ) = σj + λ(ασj + β) + λ
2, for j = 1, . . . , p.
Moreover, for all roots λ∗ of qj(λ), we have Re(λ∗) ≤ 0. This is the second law
of thermodynamics: damping consumes energy.
v. The response for λ = 0, i.e.,
W(0) = A−
p∑
j=1
R(j)
σj
,
is the response of a static network. The characterization for static elastic
networks [3] states that W(0) must be real symmetric positive semidefinite
with every column being a balanced system of forces (see (7)) at the terminals
x1, · · · ,xn.
Proof. We begin by using lemma 4.1 to remove the massless interior nodes. Let
I = J ∪ L where J are the positive mass nodes and L are the massless nodes. Let
K˜ and C˜ be as in (9). Then lemma 4.1 gives
W(λ) = K˜BB + λC˜BB + λ
2MBB
− (K˜BJ + λC˜BJ)(K˜JJ + λC˜JJ + λ2MJJ)−1(K˜JB + λC˜JB).
(11)
Since MJJ is real diagonal positive definite, it has a square root M
1/2
JJ . Now
K˜JJ is real symmetric positive semidefinite and so is M
−1/2
JJ K˜JJM
−1/2
JJ . Then by
the spectral theorem, there exists U unitary and Σ real diagonal with nonnegative
entries so that
M
−1/2
JJ K˜JJM
−1/2
JJ = UΣU
T .
Consider the matrix X = M
−1/2
JJ U, which clearly is invertible and is so that
XT K˜JJX = Σ and X
TMJJX = I,
where I is the identity matrix (in this case |J | × |J |). The resolvent part of (11)
becomes
Q(λ) = K˜JJ + λC˜JJ + λ
2MJJ
= X−T (XT K˜JJX + λXT C˜JJX + λ2XTMJJX)X−1
= X−T (Σ + λ(αΣ + βI) + λ2I)X−1
= X−TD(λ)X−1.
Here we used the result from remark 3, i.e., that C˜JJ = αK˜JJ +βMJJ . The matrix
D(λ) is diagonal and therefore easily inverted. Then the resolvent [Q(λ)]
−1
can be
written as
[Q(λ)]
−1
= XD(λ)−1XT
= X diag
(
1
σi + λ(ασi + β) + λ2
)
XT ,
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where σi are the diagonal elements of Σ. Let KBJX = [v1 · · ·v|J|]. By remark 3
we have C˜BB = αK˜BB + βMBB and C˜BJ = αK˜BJ . Therefore the response (11)
can be written in the form
W(λ) = (1 + αλ)K˜BB + (βλ+ λ
2)MBB −
|J|∑
i=1
viv
T
i (1 + αλ)
2
σi + λ(ασi + β) + λ2
.
Notice that the σi may be zero. This is the case when the network has a so
called “floppy mode” (non-zero displacements with zero force required). The same
argument in [10, Lemma 12] can be used to deal with floppy modes. Indeed Lemma
1 in [10] can be used to show that σi = 0 implies vi = 0. By adding up the non-
zero residues viv
T
i that share the same denominator, we get the symmetric positive
semidefinite residues R(j) of the statement of the theorem. The result follows by
noticing that A = K˜BB is symmetric positive semidefinite, MBB is diagonal with
nonnegative entries and at λ = 0, the response
W(0) = A−
p∑
j=1
R(j)
σj
,
is the response of a static elastic network.
Finally for the roots λ
(j)
± of σj + (ασj + β)λ+ λ
2 we have
2 Reλ
(j)
+ = −(ασj + β) ≤ 0.
Hence the resonances lie in the left half plane.
Remark 4. Setting λ = 0 in Theorem 4.2 gives the static or zero frequency result
in [3]. Setting α = β = 0 (i.e., no damping) gives the result in [10] for elastodynamic
networks with no damping.
For the Laplace parameter λ in the imaginary axis (i.e., real frequencies), the
eigenvalues of the imaginary part of the response should have a sign consistent
with the energy losses due to damping (again a manifestation of the second law of
thermodynamics). These inequalities are essential to the single-frequency charac-
terization and synthesis of Milton and Seppecher [11], and hence these inequalities
should also hold in our case. The next proposition shows that these inequalities hold
automatically for matrix functions of λ satisfying the hypothesis of theorem 4.2.
Proposition 1. Any matrix function of λ of the form (10) and with the properties
of theorem 4.2 is such that
ω Im W(ıω) ≥ 0 for any ω ∈ R,
where the inequality A ≥ 0 for a symmetric matrix A, means A is positive semi-
definite.
Proof. Let us rewrite the matrix-valued function W(λ) in (10) as
W(λ) = W1(λ) + W2(λ) + W3(λ),
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where
W1(λ) = (1 + αλ)
A− p∑
j=1
R(j)
σj
 = (1 + αλ)W(0),
W2(λ) = (βλ+ λ
2)M, and
W3(λ) =
p∑
j=1
[
(1 + αλ)− (1 + αλ)
2σj
σj + λ(ασj + β) + λ2
]
R(j)
σj
.
To prove the final result, it is enough to show that ω Im Wk(ıω) ≥ 0, k = 1, 2, 3. The
first two cases are clear since: ω Im W1(ıω) = αω
2W(0) ≥ 0 because W(0) ≥ 0;
and ω Im W2(ıω) = βω
2M ≥ 0 because M is diagonal with nonnegative entries.
Since R(j)/σj ≥ 0, we have proved the inequality for the third case if for all
σ > 0 the function
f(λ) = (1 + αλ)− (1 + αλ)
2σ
σ + λ(ασ + β) + λ2
is such that
ω Im f(ıω) ≥ 0, for ω ∈ R.
To show this inequality, consider the 2× 2 complex symmetric matrix
B(λ) =
[
1 + αλ 1 + αλ
1 + αλ σ+λ(ασ+β)+λ
2
σ
]
.
We start with ω ≥ 0. Clearly Im B(ıω) ≥ 0 since det(Im B(ıω)) = ωαβ/σ ≥ 0
and all the entries of Im B(ıω) are non-negative. Then noticing that f(λ) is the
Schur complement of the 2, 2 entry in B(λ) and using the property of the Schur
complement (14), we have that Im B(ıω) ≥ 0⇒ Im f(ıω) ≥ 0. So we get the result
ωf(ıω) ≥ 0 when ω ≥ 0.
For ω ≤ 0, the same reasoning holds. We only need to check that Im B(ıω) ≤ 0.
This is true because all the entries of Im B(ıω) are non-positive and det(Im B(ıω)) =
ωαβ/σ ≤ 0. Therefore ωf(ıω) ≥ 0 when ω ≤ 0, which completes the proof.
5. Synthesis of general Rayleigh damped networks. The basic building block
for the synthesis is a Rayleigh damped network with: a rank one response; a complex
conjugate pair or a real pair of prescribed resonances; and zero static response. The
existence of such a network is stated in lemma 5.1 and proved at the end of this
section (it is a similar construction to that in [10, Lemma 12]). The synthesis of a
general Rayleigh damped network is done in theorem 5.2.
Lemma 5.1. Let x1, . . . ,xn be some terminal nodes and let f1, . . . , fn be an ar-
bitrary system of forces at the corresponding terminals (the forces do not need to
be balanced). Then for any α, β ≥ 0 and σ > 0, it is possible to build a Rayleigh
damped network with zero static response and with
W(λ) =
[
(1 + αλ)− (1 + αλ)
2σ
σ + (ασ + β)λ+ λ2
]
ffT , (12)
where f = [fT1 , . . . , f
T
n ]
T . The internal nodes of such a network can be chosen to
avoid a finite number of points and to be within an −neighborhood of the convex
hull of the terminal nodes.
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Theorem 5.2. Given any matrix-valued function W(λ) of the form (10) and sat-
isfying the conditions of theorem 4.2 with α and β fixed, there exists a Rayleigh
damped network with proportionality constants α and β and response W(λ). The
internal nodes of such a network can be chosen to avoid a finite number of points
and to be within an −neighborhood of the convex hull of the terminal nodes.
Proof. The proof relies on the superposition of networks, i.e., using the fact that
the response of two networks that share terminal nodes and only terminal nodes,
is the sum of the responses of each network (see e.g., [10, §2.4]). To specify the
building blocks needed to realize the matrix-valued function W(λ) in (10), we first
rewrite it as:
W(λ) = W1(λ) + W2(λ) + W3(λ),
where
W1(λ) = (1 + αλ)
A− p∑
j=1
R(j)
σj
 = (1 + αλ)W(0),
W2(λ) = (βλ+ λ
2)M, and
W3(λ) =
p∑
j=1
[
(1 + αλ)− (1 + αλ)
2σj
σj + λ(ασj + β) + λ2
]
R(j)
σj
.
We now show how to realize each term W1, W2 and W3 separately by a network.
The superposition principle can then be used to find a network realizing W.
We first use theorem 3.2 to see that a network realizing W1(λ) is the network
of springs realizing the static response W(0) (existence guaranteed by theorem 3.1
or [3]), with a damper with damping constant α times the spring constant added
in parallel to each spring. To realize W2 it suffices to endow each terminal node
by the mass dictated by M and surrounding it by a cavity such that the resulting
damping is β times the mass.
We now show that each term in the sum in the expression of W3 is realizable.
Then the realizability of W3 follows from the superposition principle. Let us drop
the index j for the sake of simplicity and show that there is a Rayleigh damped
network with response:[
(1 + αλ)− (1 + αλ)
2σ
σ + λ(ασ + β) + λ2
]
R
σ
,
when R is real symmetric positive semidefinite. By the spectral theorem it is
possible to find real vectors vk such that
R
σ
=
r∑
k=1
vkv
T
k ,
where r > 0 is the rank of R. (The case r = 0 is the trivial R = 0 case). Hence
we have reduced the problem to that of finding a network with zero static response,
a rank one response and as resonances the roots of p(λ) = σ + λ(ασ + β) + λ2.
Lemma 5.1 shows how to build such a network. This completes the construction.
We now prove Lemma 5.1.
Proof. The main idea here is to find a massless Rayleigh damped network and add
appropriate masses to the internal nodes to get the desired resonances. According
to [10, Lemma 12], it is possible to choose two distinct nodes xn+1 and xn+2 and
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two forces fn+1 and fn+2 such that the system of forces f1, . . . , fn+2 is balanced
when supported at the nodes x1, . . . ,xn+2, regardless of the choice of f . Then
by theorem 3.2, there exists a massless Rayleigh damped network with rank one
response (1 + αλ)[fT ,gT ]T [fT ,gT ], where g = [fTn+1, f
T
n+2]
T . We now endow the
two internal nodes xn+1 and xn+2 with the same mass m, that is determined later
to match the desired resonances. We also surround the nodes xn+1 and xn+2 by
a cavity with a viscous fluid, designed so that the damping term is βm. Then
Newton’s second law becomes([
f
g
] [
fT gT
]
(1 + αλ) +
[
0
mI
]
(βλ+ λ2)
)[
uB
uI
]
=
[
W(λ)uB
0
]
,
where uB and uI are the displacements of the boundary nodes x1, . . . ,xn and
interior nodes xn+1 and xn+2, respectively, and W(λ) is the frequency response of
this network.
Next, we take the Schur complement of the II block to find the response W(λ):
W(λ) = (1 + αλ)ffT + (1 + αλ)
( −(1 + αλ)|g|2
(1 + αλ)|g|2 + (βλ+ λ2)m
)
ffT
= (1 + αλ)ffT −
(
(1 + αλ)2(|g|2/m)
λ2 + (α(|g|2/m) + β)λ+ (|g|2/m)
)
ffT .
Let m = |g|2/σ. Then the response is
W(λ) = (1 + αλ)ffT −
(
(1 + αλ)2σ
λ2 + (ασ + β)λ+ σ
)
ffT ,
which is the desired result since W(0) = 0.
6. Resonances of Rayleigh damped networks. A natural question to ask is
whether it is possible to find a Rayleigh network with α and β fixed with a resonance
that is located anywhere in the left half complex plane. Since the conditions of
theorem 4.2 are necessary and sufficient for a matrix valued function of frequency
to be the response of a Rayleigh damped network, this question is equivalent to
finding the set of all possible resonances for a Rayleigh damped network with α and
β fixed. Our analysis shows that this is set is not the left hand plane. This means
that the Rayleigh damping model is incomplete, since a general damped network
can have resonances anywhere in the left half complex plane.
We state here the loci of the resonances that can be realized with Rayleigh
damped networks. The derivation of these loci is standard and is not included
here. According to theorem 4.2, the resonances that can be realized with Rayleigh
damped networks are the roots of the quadratic λ2 + (ασ + β)λ+ σ, i.e.,
λ± =
−(ασ + β)±√(ασ + β)2 − 4σ
2
.
Because we only can choose σ, the resonances lie in curves in the complex plane.
The specific curves depend on α and β and are as follows.
Damping at the nodes only (α = 0): Union of the segment Imλ = 0,
−β ≤ Reλ < 0 and the line Reλ = −β/2.
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Reλ
Imλ
−−
−β
−β/2
Damping with dashpots between the nodes only (β = 0): Union of the
negative real axis Imλ = 0,Reλ < 0 and the circle |λ + α−1| = α−1 (the origin
excepted).
Reλ
Imλ
−−
α−1
−1/α
Case α, β 6= 0 and αβ < 1: Union of the negative real axis Imλ = 0,Reλ < 0
and the circle |λ+ α−1| = α−1√1− αβ.
Reλ
Imλ
−
−1/α
√
1−αβ
α
Case α, β 6= 0 and αβ ≥ 1: the negative real axis Imλ = 0,Reλ < 0.
Reλ
Imλ
7. Discussion and future work. We have established the characterization and
synthesis of the response for mass-spring networks with Rayleigh damping. In
particular, our result shows that, for each pair of α and β, there is a class of
resonances that can be realized when the damping matrix is C = αK+βM. Clearly,
from section 6, when choosing different values of α and β, it is possible to have any
resonance with negative real part. Hence, if we superimpose Rayleigh damped
networks with different values of α and β, it is possible to construct a network
with any finite number of resonances in the left half complex plane (provided they
are real or come in complex conjugate pairs). However, it is not clear whether
the response of a general damped network can be realized by superposing several
Rayleigh networks with different α and β. This is a question that we plan to explore.
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Another extension of this work would be to consider general damping by using
the quadratic eigenvalue problem [14, 9]. Specifically, we believe it is possible to use
the spectral decomposition for real symmetric quadratic pencils by Chu and Xu [4]
to characterize the response of general damped networks. Then for the synthesis,
we would need to construct networks that realize the form of the response, but this
is left for future work.
Appendix A. Schur complement properties. Consider the partition of a ma-
trix A ∈ Cn×n induced by the partition of {1, . . . , n} into two sets I and B:
A =
[
ABB ABI
AIB AII
]
.
The Schur complement of the II block in A is defined as
S = ABB −ABIA−1II AIB ,
provided AII is invertible. The Schur complement is homogeneous of degree 1, since
for nonzero λ ∈ C,
λS = (λABB)− (λABI)(λAII)−1(λAIB).
A quadratic form of the Schur complement is equivalent to a quadratic form of
the original matrix A, indeed by simple manipulations we have
v∗BSvB =
[
vB
vI
]∗
A
[
vB
vI
]
, where vI = −A−1II AIBvB . (13)
A consequence of (13) is that if A ∈ Rn×n, A ≥ 0 implies S ≥ 0 (and similarly
for the reverse inequality). Here the inequality A ≥ 0 is understood as A positive
semi-definite.
The quadratic form v∗Av for A ∈ Cn×n with AT = A (i.e., complex symmetric),
can be written as
Re(v∗Av) = (Re v)T (Re A)(Re v) + (Im v)T (Re A)(Im v),
Im(v∗Av) = (Re v)T (Im A)(Re v) + (Im v)T (Im A)(Im v).
By combining this fact with (13) we have that for complex symmetric A and its
Schur complement S:
Re A ≥ 0⇒ Re S ≥ 0 and Im A ≥ 0⇒ Im S ≥ 0, (14)
and similarly for the reverse inequalities.
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