Abstract-In this paper, we address a fundamental problem concerning the optimal searching strategy in terms of searching cost for the target discovery problem in wireless networks. In order to find the nearest k targets from a total of m members using the minimum cost, should we search the network only once, or should we apply a so-called "expansion ring scheme?" Specifically, how many searching attempts should we use, and how large should each searching area be? To answer these questions, we provide a generic model and formulate the expected cost as a function of the parameters of the number of searching attempts n and the searching area for each attempt, Ai. Using this model, we propose several algorithms to determine the optimal parameters, either pre-calculated or performed online. We experiment with these algorithms on general wireless network scenarios and show that our algorithms perform consistently close to optimal and better than other heuristic schemes. The desired performance is achieved by adapting the searching radius to estimates of network parameters such as the total number of nodes and the total number of targets.
I. INTRODUCTION
Information dissemination and information retrieval are the ultimate goals of wireless networks. Before information propagates within the network, the target peers, from which information is retrieved or to which information is disseminated, first need to be discovered. This target discovery problem has extensive applications in wireless ad hoc networks and sensor networks, such as route discovery in several routing protocols [1] , [2] , sensor discovery in wireless sensor networks [3] , and service discovery in wireless ad hoc networks [4] . Usually, query packets are propagated inside the network to search for the targets. The target nodes will respond upon receiving the query packets. Unlike most unicast traffic, the query process usually involves a costly flooding process. Therefore, choosing a proper searching strategy is crucial in reducing the searching overhead.
The simplest searching strategy is to search the entire interested area only once. Some other more complex solutions are proposed and implemented as well. In DSR [1] , the one-hop neighbors are first queried and the entire area is searched if the target is not among the one-hop neighbors. In AODV [2] , an exponential expansion ring scheme is applied, which is to start searching from one hop and increase the searching radius exponentially upon each failure. However, a comprehensive study on these searching strategies is lacking. Specifically, under what network conditions is one scheme preferred over the other schemes? Is there any other scheme that outperforms the one-hop and exponential expansion ring schemes?
The answers to these questions vary for different searching requirements. When there is only one available target, the problem becomes a single target problem. When there are multiple available targets, the problem becomes either a one-out-ofmulti target problem or a multi-out-of-multi target problem, depending on the required number of targets.
All these types of target discovery exist pervasively in ad hoc networks. The single-target discovery process is oriented for unique information such as the node ID in routing protocols [1] , [2] or a unique service provided by a specific service provider [3] , [4] . The single-target discovery problem can easily turn into a one-out-of-multi target discovery problem, e.g., when intermediate nodes have route caches for the required node ID, or when there are several service providers offering the same services. Multi-out-of-multi target discovery is also necessary for many applications to function. For example, in NTP (Network Time Protocol) [5] , the three closest servers are needed to synchronize a node's clock. In sensor networks, a node may need to find out the hop-distance to the nearest k anchors in order to perform location estimation [6] . Also in sensor networks, a mobile host may need to collect, say 20, temperature samples from the nearby sensors to have an accurate overview of the local temperature situation. There may be some other applications that perform multi-target discovery in order to distribute the load evenly through the network. For example, in a peer-to-peer file sharing network [7] , a peer may locate a number of nearby peers and distribute the load among them. Another example is to discover an ensemble of special nodes nearby to distribute the computation among them. Distributing data to multiple sinks is another example for sensor networks. Also, multi-target discovery may be intentionally performed for robustness. A simple example is to locate more service providers than necessary. When the primary service provider cannot function well, there will be some backup to take the place to avoid interruption without initializing another search. For security sensitive applications such as NTP [5] and NIS (Network Information System) [8] , multiple-target discovery is almost a necessity, both for security and robustness concerns.
Despite the extensive existence and importance of the target discovery problem in wireless networks, the study of this field is almost non-existent. The schemes being used are merely from intuition without analytical support. This paper fills this gap by generalizing the problem and solving it both analytically and experimentally. Practical conclusions and suggestions on searching strategies are revealed at the end of the paper.
The rest of this paper is organized as follows. Section II provides an overview on the previous efforts in reducing query overhead for information dissemination and retrieval and some other related work. Section III models the target discovery problem and proposes several algorithms to determine the optimal number of searching attempts and the searching area of each attempt. In Section IV, we turn to realistic networks and illustrate how to employ our algorithms to these scenarios. Extensive simulations are performed to compare our algorithms with existing heuristic schemes. Section V concludes the paper with practical searching strategies.
II. RELATED WORK
The target discovery problem can be divided into two branches. The first branch is to find at least one target from a total of m targets. The most common use of the this one-out-ofmulti discovery is in routing protocol implementations. Typical examples are DSR [1] and AODV [2] . Although the target is a specific node ID, there may be caches among the other nodes and the searching becomes a multi-target problem. However, notice that caches are likely to provide false information when they are stale, and thus treating this problem as a general general one-out-of-multi discovery problem ignores many implementation details. For a more comprehensive searching strategy concerning the possibility of invalid route caches, the reader is referred to [9] .
The other branch is a more general case, which is to find multiple targets from m members. Examples that require a mandatory multi-target discovery are NTP [5] , ITTC (Intrusion Tolerance via Threshold Cryptography) [10] , sensor localization [6] , and sensor information collecting [11] . Examples that require a multi-target discovery for robustness are NIS, NTP and any application requiring auxiliary backups. Examples that require a multi-target discovery for load distribution are peerto-peer systems [7] and distributed computing systems [12] . Depending on various application requirements, different portions out of the total targets are to be found. For NTP, only three servers are required. For temperature monitoring sensor networks, quite a few sensors are required. For peerto-peer systems or distributed computation systems, as many as possible peers are usually preferred.
In order to reduce the query overhead from flooding, the performance of two alternative query propagation techniques, gossiping and random walk, are examined and compared to that of traditional broadcasting. In gossiping [13] , a node forwards a query with certain probability rather than automatically forwarding every new query it receives. Gossiping is able to achieve nearly full coverage with much less overhead compared to broadcasting. To query all the nodes, only a portion of nodes need to forward the query instead of having all the nodes repeat the query as in flooding. Our model can be directly applied to both the gossiping and flooding schemes since in both schemes, the cost to query all the nodes is proportional to the total number of nodes. In random walk, a node only forwards the query to one of its neighbors instead of broadcasting to all its neighbors. It has been shown that random walk does not reduce the searching cost for a moderate coverage ratio [14] . Therefore, random walk can only be used in some particular applications rather than general searching scenarios, and we do not consider random walk in our model.
In this paper, we model the target discovery problem to reveal the general trend and applicable strategies for most searching scenarios. Due to the limitation of our model, some particular searching scenarios are not covered. First, our model deals with either proactive data dissemination schemes from data sources such as SPIN [15] or reactive data query schemes such as general ad hoc routing protocols. It does not cover certain hybrid data query schemes that combine both proactive and reactive components, such as SHARP [16] , SPAN [17] , ZRP [18] , TTDD [19] and rumor routing [20] . These solutions usually require extra hardware such as GPS for topology setup. Also, these schemes have to find the balance point between the proactive and reactive components. This process either requires certain global knowledge about the data/query ratio, or it requires some complex adaptation schemes. Second, our model only deals with one-shot queries. Although complex queries can be divided to multiple one-shot queries and solved individually using our model, it is more efficient to handle them together within one query process. For a complete overview of data querying and the solution for complex queries, the reader is referred to [21] .
III. MULTI-TARGET DISCOVERY IN INFINITE NETWORKS: MODELING AND ALGORITHMS

A. Problem modeling, assumptions and terminology
We assume a large number of nodes are placed randomly and independently in a two-dimensional space R
2
. A source node wants to find at least one target within a unit area of interest. Suppose that m targets are distributed uniformly within this unit area. Our question is: what is the optimal scheme to search this unit area with minimum cost? In other words, how many searching attempts n should be performed and what should be the searching area set A (n) = {A 1 , A 2 , · · · , A n } for these n searching attempts?
Using this model, the searching strategies mentioned earlier can be exclusively expressed by A (n) . For example, the simplest searching strategy, which is to search the entire interested area only once, can be expressed as A (1) = {1}. The DSR searching strategy, which is to query the one-hop neighbors first and then search the entire area, can be expressed as
if we denote M as the maximum hop limit allowed. For the exponential expansion ring scheme applied in AODV, the parameter set becomes
, 1} if we assume that the searching area is on the order of the searching hop squared.
Here, we define the cost as the total area that has been searched. This general assumption does not contradict the traditional cost definition as the number of transmissions. In ad hoc wireless networks, a node needs to forward packets for other nodes, and in order to search a certain area, the nodes within this area have to forward the queries. Thus, the number of query transmissions to search an area of A is proportional to A by a constant coefficient determined by the forwarding mechanism such as flooding and gossiping. Also, by defining the cost directly as the searching area, we minimize the number of variables and simplify our analysis without loss of generality. The conclusions drawn from this definition can be specified for different applications simply by mapping the area to realistic application parameters.
Also, we ignore the potential increase of the packet length and the cost it brings during packet propagation. For simplicity, we also ignore potential packet collisions, which can be effectively decreased by inserting a random delay time before forwarding. We also ignore packet loss from unreliable wireless links since a node fails to receive a packet only when all its neighbors' query forwarding fails. This is a very low probability event in well-connected networks. For example, with a packet loss probability of 30%, if three neighbors forward the same query, the probability for a node to fail to receive it is only (0.3) 3 = 0.027. During our analysis, we assume we are studying a snapshot of the network and nodes are static during the analysis. However, even if nodes are mobile, there are several reasons that our analysis is still valid. First, the flooding search time is short and nodes will not move too far away. Second, since nodes are moving randomly and independently, the number of nodes in a certain region is stable and will not have adverse effects on our analysis.
The model we are going to use in this section is based on the assumption that the source node is at the center of the searching area and the searching areas are concentric circles within the unit area as shown in Fig. 1 . This simplified model expedites our current analysis and is easy to extend for realistic smallscale networks, as we will illustrate in Section IV. Another assumption, that targets are uniformly distributed within the area, may be invalid for certain scenarios as well. We will discuss other possible target distributions in Section V.
For quick reference, we use the term n-ring as a strategy that nodes attempt at most n times to discover the targets. Other notations are listed in table I.
B. Finding 1 out of m targets
Let us first look at the simplest case of multi-target discovery, finding only one target out of a total of m targets. The single-target problem can be seen as m = 1, and we will discuss it as a special case of the 1-out-of-m problem. Let us restate this 1-out-of-m problem briefly. Now, there are m m the total number of targets k the number of targets to be found n the number of attempts performed C n cost of an n-ring scheme D cost difference between two schemes A i searching area of the ith attempt
optimal searching set for n-ring search targets distributed randomly and uniformly in the unit area. The source node located at the center wants to find at least one target from these m targets with the least cost by using the optimal n searching attempts.
1) A two-ring approach:
Suppose a two-ring approach is applied, and for the first searching attempt, the searching area is A 1 . For the second searching attempt, the searching area A 2 is, of course, the entire area and hence equals 1. As long as not all the m targets are located outside the A 1 area, the target will be found within the first attempt. Therefore, the probability P 1 to discover at least one target in the first attempt and the cost for the first searching attempt are
However, if the first attempt fails, another search has to be performed, and the total searching cost for these two searches
Note that if a second search needs to be performed, the total cost is not only just the second searching area, but includes the cost from the previous failed searching attempt. If a second search is required, it means that all the m targets are located in the second ring outside the A 1 area, and the probability P 2 for this case to happen is
Thus, the expected cost C 2 for a two-ring scheme to com- plete the 1-out-of-m target discovery is
In Fig. 2 , we show the optimal A 1 calculated from equation 5 for different selections of m. Also, the minimum cost calculated from equation 4 for the corresponding m and A 1 is shown in the bottom figure.
From this figure, we can see that when the number of existing targets m increases, the first searching area should decrease and the expected cost decreases as well. This is obvious since when more targets are available, it is more likely to find a target by searching a smaller area, resulting in a smaller cost.
2) An n-ring approach: To aid the expression, let us define a virtual 0th attempt search for the area of A 0 = 0. If the ith search attempt succeeds, the total cost C i is simply the cost summation of the first i attempts
Similarly, in order to perform an ith search attempt and complete the task, there must be no targets in the area A i−1 and there must be at least one target in the area A i . Thus, the probability P i for the task to be completed in the ith attempt is
Therefore, the expected cost C n for a general n-ring searching approach is
The final equality above can be easily proven through mathematical induction. Due to space constraints, we skip the intermediate steps.
3) Single-target discovery: The single-target discovery, as a specific case with m = 1, is briefly discussed here. When m = 1, Equation 4 becomes
The optimal cost equals 1 no matter the choice of A 1 . For a general n-ring approach, it is easy to prove through mathematical induction that Eq. 8 is larger than 1 when n > 2. This means that if there is only one target, the cost of any two searching scheme is exactly the same as the cost of searching the entire area only once, and all the other searching schemes can only perform worse. Although specific ad hoc network cases may bring some cost saving as pointed out in [22] , the cost saving is so negligible that the above conclusion drawn from the model still holds true.
C. Finding k out of m targets
Now, we can extend the study to a general case of finding at least k targets out of a total of m targets. Again, let us start from a two-ring approach.
1) A two-ring approach:
Given the first searching area A 1 , the probability p i for exactly i nodes to be located within the A 1 area is a binomial distribution
In order to find at least k nodes within the first attempt, there must be greater than or equal to k nodes within the first area A 1 . The probability P 1 for this case to happen is the summation of the probabilities p i for i ≥ k.
The probability P 2 for the first attempt to fail is when there are less than k nodes within A 1 .
To simplify the expression, we define
For a given (m, k) pair, we further simplify I(p; m, k) as I(p). The appendix shows some properties of the function I(p; m, k).
Eventually, we can write the cost for a two-ring searching scheme in a simpler form
2) An n-ring approach: In order to find k targets in the ith searching attempt, there must be more than k targets within the area A i . Also, there must be fewer than k targets within the area A i−1 , or else the search would end in the (i − 1)th attempt. The probability P i for the ith search to complete the searching task is
The cost of the ith search, similar to the 1-out-of-m case, is
Thus, we have the expected cost for a general n-ring search
Now, we have the searching cost in equations 8 and 17. In the next section, we will determine how to determine the optimal searching area set A (n) to minimize the cost.
D. Algorithms
We will examine two types of algorithms to minimize the cost depending on when the parameters are determined: preplanned algorithms and online algorithms. For pre-planned algorithms, the entire searching set A (n) is calculated before the first searching attempt. The source node will refer to these precalculated values during the searching process. For online algorithms, the source node only calculates the next searching area right before the search. Online algorithms need less computation than pre-planned algorithms since they only calculate when necessary. However, they may perform less than optimal due to the lack of global knowledge.
1) Brute force (BF):
Given n, there are n − 1 searching area variables from A 1 to A n−1 (A n is set to one). BF tries every possible combination of A i ∈ [0, 1] and calculates the cost based on equation 8 or 17. It picks the smallest cost as the optimal cost and the corresponding area set as the optimal solution. During implementation, the interval of [0,1] for each A i is discretized. With a granularity of δ for each dimension A i , the computational complexity is on the order of ( This scheme, although simple to implement, requires excessive computation time and becomes infeasible when n increases. Also, due to discreization, the results will only be quasi-optimal. We perform BF offline just to provide a benchmark on achievable minimal cost for the other algorithms.
2) Ring-splitting (RS):
Since BF cannot find the optimal solution within tolerable time, especially when n increases and the granuality δ reduces, we attempt to find an alternative "good" algorithm with fewer computations. One solution is to insert a new searching ring between existing searching rings to reduce the cost as much as possible until there is no more cost reduction by inserting new rings. We implement this idea in the Ring-splitting scheme described as follows.
1) Start with the ring [0, 1].
2) For the nth calculation, the area set of
Check all these n rings and find out the ring candidates that can be split to further reduce the cost. (We will describe how to find out the candidates right after the procedure description.) 3) Terminate if there are no more candidates. Else, go to
Step 4. 4) Pick the candidate that will reduce cost the most and split it. Go back to Step 2. Now, we discuss how we determine a ring candidate. Suppose we already have an n-ring scheme. An (n + 1)-ring scheme can be derived from this n-ring scheme by inserting another searching attempt with searching area A j between the ith attempt and the (i + 1)th attempt. From equation 17, the cost difference D between the old n-ring scheme and the new (n + 1)-ring scheme is
Whether the ring between [A i , A i+1 ] should be split and become a candidate is a maximization problem of D and is determined as follows.
1) By solving ∂D ∂Aj = 0, we achieve the possible splitting point A j . Numerical methods are required to find A j . 2) In order to reduce cost by inserting A j , the splitting point has to be within the ring and the cost difference should be larger than 0. Therefore, check if A j is within
Only when both requirements are satisfied, should A j be a ring splitting candidate for [A k , A k+1 ]. Since each splitting only adds two rings for calculations in the next step, the total computation will be 2n 0 − 3 if the algorithm stops at the n 0 ring. The number of comparisons is i−1 for the i-ring scheme, and the total number of comparisons is
, which is much fewer than that of the BF scheme ( . Although RS does not guarantee the solution to be optimal, it reduces the computation time dramatically compared with the BF scheme. Also, while BF has to calculate for each n-ring solution separately, RS is scalable to n by providing the solution for all n-rings within one sequence of calculation. The only question remaining about RS is how its performance is compared to that of BF. We will come to this issue right after we introduce the ORS algorithm in the next section.
3) Online ring-splitting (ORS):
Both BF and RS are preplanned algorithms. The optimal number of searching attempts and the entire searching area set are determined before the first search begins. ORS, instead, calculates the searching area only for the next search right before the search starts. In this algorithm, the source node always plans to finish the search within two attempts by splitting the remaining area. Upon its failure, ORS performs another splitting on the remaining unsearched area to find how far the next search should reach. This process continues until either the target is found, or there will be no more cost saving in splitting the remaining area.
ORS is very similar to RS. The only difference is that ORS can only split the remaining unsearched area, while RS can split any of the existing rings. This is because ORS is performed online, while RS is performed before the search starts and thus is able to do the global splitting.
Here is how ORS splits the remaining searching area. Suppose the source node has already searched the area of S 0 and k 0 targets have been found. The new goal is to find k − k 0 targets from the remaining m − k 0 targets in the remaining 1 − S 0 area. If the source node plans to finish the searching within two attempts by using A as the first searching area, the new cost would be
Again, some numerical methods are required to solve ∂Ce ∂A = 0. Also, the rootÃ has to pass the following two checks to provide the maximum cost saving:Ã ∈ [S 0 , 1] and C e < 1. If the check fails, just use A = 1 to finish the last searching attempt. Otherwise, useÃ to perform the next search.
As can be expected, ORS performs even less than optimal compared to RS since it can only split the remaining ring. However, it requires even less computation. There is only one computation for each additional searching attempt, and the computation stops as long as the searching goal is met.
E. Numerical results
1) Algorithm evaluation:
This section evaluates the performance of algorithms BF, RS and ORS. We will reveal how many searching attempts are generally enough and how these algorithms perform compared to each other.
In Fig. 3 , the expected costs for the solution of the 1-outof-m problem calculated by each algorithm are shown. The X-axis indicates the total number of available targets. Let us first examine the the performance of the algorithms. BF and RS have such close performance that their curves overlap with each other. ORS performs at most 5% worse than the other two algorithms. As mentioned earlier, this is because ORS is an online algorithm and lacks global knowledge. However, Fig. 3 . The optimal expected cost of finding one target for each algorithm and the optimal 2-ring and 3-ring cost for each algorithm. The x-axis indicates the targets available in the searching area. The y-axis indicates the expected cost. Although the number of rings n to achieve the overall optimal cost is usually larger than 3, the optimal 3-ring scheme already performs very close to the real optimal.
its performance is still very close to that of the pre-planned schemes. For the pre-planned schemes, although a different number of rings and different area parameters may be required to achieve their own optimal point (see column 3 in Table II) , these algorithms perform nearly identically in terms of cost (see column 2 in Table II) . The BF performance shown in Fig. 3 is on a limited brute force search on up to 4-ring schemes with a granularity of 0.001. It uses over 165 million computations to achieve the cost of 0.560852, while RS achieves a very close cost 0.567105 using only 9 computations. From this view, RS is much more practical for realistic implementations. Fig. 3 also reveals how many searching attempts are enough to achieve near-optimal performance. For 2-ring schemes, all the algorithms perform almost the same. For 3-ring schemes, ORS performs a little worse than the pre-planned algorithms, but it is still close. Although the real optimal solution may occur at a larger value of n, the two-ring schemes have a major impact on the cost reduction compared with the 1-ring scheme whose cost is 1, and the three-ring schemes only further reduce the cost by around a trivial 2-5%. This informs us that it is very important to find a good searching area at the first attempt, and more than 3 attempts are unnecessary.
We also show the results for the k-out-of-m problem using (m,k) pairs of (6,2), (6,3), (6, 4) , (20, 2) , (20, 10) , (20, 18) , (60,2), (60,30), (60,58). By investigating the results of these discovery requests, we can have an idea of the trend of the searching cost and the searching radius for different total numbers of targets and for cases of searching few/half/most out of these targets.
Only the results from BF and RS are shown. For ORS, after finding k 0 targets, the goal of the next search is changed to finding k − k 0 out of m − k 0 . Therefore, the expected cost of ORS is dependent on each searching result; hence it is hard to determine analytically. The performance of ORS will be shown later through simulations. As we can see from Fig. 4 , the performance of these algorithms is still very close to each other and the curves overlap with each other. The larger the number of targets that need to be found, the less the cost can be reduced. Although the details are not shown here, the 2-ring and 3-ring schemes are still dominant in the cost reduction and more than 3-ring is unnecessary, which is the same conclusion as in the 1-out-of-m case.
In summary, the two-ring RS scheme can provide close to optimal cost performance, and the three-ring RS scheme can further reduce the cost by at most 5%. More searching attempts can only reduce the cost by a negligible amount of less than 1% and are unnecessary. When only a few number of targets are to be found, or when k << m, the cost saving is significant. When most of the targets are to be found, the cost is close to the simple flooding searching scheme.
2) Model validation:
Since our model is stochastically based, we experiment with our algorithms in a large-scale network to verify that their cost performance matches the analytical expected cost. Also, we would like to examine how these algorithms affect the discovery latencies compared to the one-ring searching scheme, which is not included in our analysis. Hence, we place a large number of nodes, N T , in a disk area randomly and independently. Each node has the same transmission range of R t and the density is large enough to form a well-connected network. The source node is located at the center of the unit area. The targets are chosen randomly from these N T nodes, and the number of targets m << N T . The source node controls its searching area by appending a searching radius limit on the query packet, and only nodes inside the distance limit will forward the query packet. Latency is defined as the round trip distance from the source node to the target. For example, for the source node to hear the response from the border, the latency is 2 × 1 = 2.
We experiment on 3-ring BF, 3-ring RS and 3-ring ORS using the area set obtained from analysis and record their cost and latency. The cost is compared to the expected cost of the 3-ring RS scheme from analysis. In the top row of Fig. 5 , we show the results of the 1-out-of-m discovery, and on the bottom row, we show the results of the m 2 -out-of-m discovery. In both cases, the cost of these algorithms is very close to the expected cost of 3-ring RS. This verifies our model and analysis. For latency, ORS performs a little better than the other algorithms. This is because it is more aggressive in searching a larger area and tends to take fewer attempts to complete the task. Thus, the corresponding latency is smaller.
IV. PRACTICAL TARGET DISCOVERY IN AD HOC NETWORKS
In the previous section, we studied the target discovery problem based on a simplified model. When applying the proposed algorithms to realistic ad hoc networks, we need to resolve several other issues. First, since hop limit is generally used to restrict query flooding, we need to map the searching area set A (n) to hop values. Second, nodes are located at different positions in the network instead of the center as assumed in our model. We want to discover how this location variation affects our model and the corresponding area-to-hop mapping. Third, since it is more likely that nodes do not know their locations, what should be the global searching hop values to save the searching cost from the network perspective? Finally, we want to determine the robustness of our algorithms under erroneously estimated network parameters.
A. Area-to-hop mapping
A more detailed area-to-hop mapping method can be found in [22] . To avoid repetition, we will just briefly discuss it in this paper. Note that the area A in our model indicates the portion of the total number of nodes that should be queried. The problem of mapping the area to a hop value is actually to find the hop value that can be used to cover that portion of nodes. Statistics on the number of nodes at different hop distances are required to help the mapping procedure.
In [22] , an empirical estimation method is proposed to determine the number of nodes at each hop distance for connected networks. Given the total number of nodes N and the transmission range R t , the number of nodesÑ i,x0 at i hops away from a source node can be estimated. Since nodes at different locations have different views at the network, x 0 , which indicates the distance between the node and the border, incorporates this difference.
We show an area-to-hop mapping example for a node located at the border of the network with x 0 = 0 in Fig. 6 . The network contains 1000 nodes and the transmission radius is R t = 0.1. The number of nodes at each hop distanceÑ i,0 is shown in the uppermost plot, and the total number of nodes T i,0 within hop distance i is shown in the middle plot. After we divide T i,0 by the total number of nodes in the network, 1000 in this case, T i,0 indicates how much portion of nodes are within hop i of this specific node. For example, about 50% of nodes are within its first 15 hops and around 75% of nodes are within its 20 hops, as shown by the dot lines in the middle plot. Now we can consult T i for the area-to-hop mapping. Suppose the source node needs to find 3 out of 20 targets. Using the two-ring RS scheme, we find the area set to be A (2) = {0.489045, 1.0}. For the first searching area 0.489045, we check T i at each hop value i and find that T 15,x0 = 0.48923 at hop 15 is the closest to the area value 0.489045. Thus, we choose 15 as our first search hop distance. The second hop can be chosen as any integer large enough to search the entire network. By combining the node estimation methodÑ i,x0 from [22] and the target discovery algorithm in this paper, we can find the optimal searching hop values for each individual source node.
B. Global searching parameters
Note that given a specific target searching requirement, the area set calculated using our algorithm is always the same. The variation of node location x 0 only varies the hop choices during area-to-hop mapping by using differentÑ i,x0 values. In other words, nodes should choose different searching hop values based on their own locations. However, in general, nodes do not know their locations in the network and thus cannot performÑ i,x0 estimation. Instead of choosing their own searching hop values, all the nodes have to apply the same searching values. The global values should minimize the expected searching cost for the entire network rather than for each individual node.
We limit our scope to the two-ring RS searching scheme since the three-ring RS scheme does not bring significant cost improvement. This conclusion is drawn from the model, and we believe that it is also valid for hop-based networks. For now, there is only one parameter we need to determine: the first searching hop h sys .
First, we can prove that for a uniformly distributed network, the Probability Distribution Function (pdf) of a random node location x away from the border is
Given a node located at x, we can reverse the earlier area-tohop mapping to determine the searching area value A(h sys , x) for the searching hop h sys .
Putting A(h sys , x) into equation 8 or 17, we can obtain the searching cost C(h sys , x) for the node at x using the searching hop limit h sys . Considering nodes can be at any location with the pdf f X (x), the system-wide expected searching cost can be expressed as
Here is how we determine the systematic searching hop using Eq. 22. For each possible hop value of h less than the estimated network diameter M , we sample x from [0,1] using sampling interval δ and determine the corresponding C(h, x). We then use equation 22 to calculate the system cost C sys (h), and determine the optimal first searching hop h opt where the minimal C sys is obtained. This computation only needs to be done once, and the optimal searching hop h opt will be applied by all the nodes in the network.
We tested the above global first searching hop procedure in a network with 1000 nodes. We first investigate the effect of the sampling interval δ on the accuracy of the first hop limit and the computational complexity. From table III, we find that when δ decreases as the sequence {0.1, 0.05, 0.02, 0.01, 0.05}, the hop limit of the 2 out of 20 task is always 7, and the hop limit of the 10 out of 20 task is {14, 15, 14, 13, 13}. Although a small interval may lead to more accurate hop count calculation, the improvement is restricted since the hop limit must be chosen as an integer. Since computation increases linearly with 1 δ , we believe that the interval of 0.1 is good enough for use, and we apply δ = 0.1 for the rest of our simulations. The ∞ for the 18-out-of-20 task indicates that there is no better scheme to find 18 targets more efficiently than just searching the entire area once by using a large enough hop limit. In Fig. 7 , we compare the system-wide cost and latency performance of our scheme with that of the DSR and the EXPansion ring schemes. In RS, the first hop limit of {7, 14, ∞} are used for finding {2, 10, 18} out of 20 targets. Again, RS performs consistently well for all the searching tasks. When the number of targets to be found is small as for the 2-out-of-20 task, EXP performs close to RS in terms of cost with a much higher latency. The estimated network diameter is 29 in the tested scenario. Therefore, using ∞ as the first hop means to choose any number larger than 29 and search the entire network just once.
C. Robustness validation
Our algorithm RS outperforms DSR and EXP because it utilizes knowledge of the network parameters N and m to choose the optimal searching hop limits. The EXP scheme, on the other hand, also requires this network information to a certain degree. First, EXP needs m to determine if the task of k-out-of-m is feasible by checking k < m. Then, it requires N to estimate the network diameter M so that it knows when it should stop the expansion search. Failure to estimate M may lead to redundant attempts to flood the entire network, especially when the task cannot be completed. During the network design phase, the scale of the network is usually determined and the value of N may be roughly estimated. The information of the server numbers m can be achieved by letting each server announce its existence through broadcasting when a service is available. Due to the dynamic nature of ad hoc networks, knowing the existence of a service does not mean that nodes will know where the server is and how to reach it. Although both RS and EXP require knowledge of N and m, RS needs it to be more accurate. Erroneous N and m may lead to erroneous calculation of the first hop limit and thus affect the final searching cost. In this section, we will study the impact of erroneous parameters and test the robustness of our algorithms.
First, for a network of N nodes, let us define the error of N as e N =Ñ −N N .Ñ is the estimated total number of nodes in the network. Similarly, we can define the error for the number of targets m as e m =m −m m , wherem is the estimated total number of targets in the network.
Although e N and e m are two different types of errors, when applying RS using these erroneous values, they both end up in an erroneous value of the first hop limit. For example, for the 2-out-of-20 task, the hop limits calculated based on erroneous e N or e m are shown in table IV.
An example of how these erroneous first hop limits affect the cost can be found in Fig. 8 . Only when the error is very large, e.g., as large as e m = 100%, does the cost increase from the optimal 265 transmissions per search to 364 transmissions per search. Even so, the cost saving is still substantial. For not so large errors, the cost will be 279 or 315 transmission, which is not so far away from the cost of the optimal 2-ring searching scheme, 265 transmissions.
D. Choosing the right strategy
Depending on the amount of information about the network parameters and the searching task, different searching strategies should be chosen. When N and m can be accurately estimated, RS can be applied to save cost while reducing the latency by about 50% compared to EXP. When N and m cannot e N  -50%  -40%  -30%  -20%  -10%  10%  20%  30%  40%  50%  1st hop  9  9  8  8  8  8  7  7  7  7   em  -100%  -80%  -60%  -40%  -20%  20%  40%  60%  80%  100%  1st hop  10  9  9  8  8  8  7  7  7 Fig. 8 . The cost for all the possible first hops using a two-ring searching in small-scale networks. The x-axis indicates the first hop limit. Erroneous network parameter estimations result in erroneous hop limit choice. Substantial cost saving can still be achieved using erroneous parameters.
be accurately estimated but the number of required targets k satisfies k << m, EXP can be performed to reduce cost while doubling the latency. When k is close to m or when no information is known about the network topology, a simple flooding searching scheme is best since its latency is the smallest and it may perform even better than an arbitrary n-ring scheme. The DSR scheme shows a trivial cost improvement and a trivial latency degradation compared to the 1-ring scheme, and hence is of little practical value.
V. CONCLUSION
In this paper, we studied the target discovery problem in wireless networks. We model the problem and propose RS to discover the optimal searching parameters. We illustrate how to apply the model to realistic network scenarios. General searching strategies are concluded after we investigated the performance of our scheme and compared it with that of other schemes. The amount of information about the network parameters and the desired task determines the best searching scheme. All the expressions of I(x; m, k), I and I are required for the numerical solutions in Section III.
