I. INTRODUCTION Consider a nonlinear system
where is a vector of uncertain constant parameters. The adaptive tracking control problem for (1) is: Given a sufficiently smooth ref-
erence trajectory x r (t), find a dynamic feedback u = u(t; x;); _ = (t; x;) (2) where is the estimate of , that ensures that x r (t) 0x(t) ! 0 as t ! 1 while keeping all closed-loop signals bounded. In general, solving the adaptive tracking problem does not guarantee that 0(t) ! 0 as t ! 1; i.e., parameter identification is not assured. In fact, one does not know in general whether even converges to a constant vector [5] .
Persistency of excitation (PE) has been linked to the asymptotic stability of adaptive systems [13] . PE establishes that a necessary (and sometimes sufficient) condition for parameter identification is that the reference trajectory be sufficiently rich so that the regressor satisfies a PE inequality [3] along the reference trajectory. For large classes of systems, PE implies that tracking error convergence can only happen when the adaptation law identifies the actual parameters [15] . The relationship between parameter identification, uniform asymptotic stability and PE was first shown for linear systems, and has been established for certain types of nonlinear systems as well. (Uniformity with respect to initial times has important implications for robustness. For example, this property ensures stability in the face of persistent disturbances [2] and provides rate of convergence information [12] . In general, PE is neither necessary nor sufficient for uniform asymptotic stability [13] .) One notable example is the nonlinear dynamics of robot manipulators, where PE ensures asymptotic parameter error convergence under the Slotine-Li adaptive controller [15] . Recently, PE was shown to be necessary and sufficient for uniform global asymptotic stability (UGAS) of a class of nonlinear systems that includes the manipulator dynamics [6] , [7] .
When an adaptive controller does not yield GAS, this means that the corresponding closed-loop system does not admit a strict Lyapunov function (as defined precisely in the next section). However, even when the controller yields UGAS, the classical Lyapunov approach does not give an explicit strict Lyapunov function. Explicit strict Lyapunov functions are generally more useful than nonstrict ones when computing stability gains or quantifying the effects of uncertainty.
The present work provides a global, explicit, strict Lyapunov function construction for the error dynamics for adaptive tracking problems under a PE condition. It belongs to a family of results that transform nonstrict Lyapunov functions into explicit strict Lyapunov functions; see [9] , [10] for constructions of this type for large classes of time-invariant systems. The paper [11] contains a very general result on constructing strict Lyapunov functions for nonlinear time-varying systems for which so-called auxiliary functions are known; i.e., the strict Lyapunov function construction in [11] is nonexplicit, unless the auxiliary functions are known.
By contrast, this note provides explicit expressions for auxiliary functions, which make our Lyapunov function completely explicit. The Lyapunov functions we obtain here are much simpler than the ones that would be obtained by applying [11] . Finally, the Lyapunov functions we provide here are lower bounded near 0 by positive definite quadratic functions, while the Lyapunov function construction of [11] would not have this property. We also use the idea of weighting functions, which have been used in other contexts [1] , [4] , [19] . The global strict Lyapunov-based framework can potentially generalize the UGAS proofs for adaptive systems. This note takes the first step towards this generalization. ! n which we call a reference trajectory. Let j 1 j1 denote the essential supremum, I p denote the p 2 p identity matrix, and n2p denote the set of all n 2 p real matrices. For square matrices M and N of the same size, M N means M 0 N is nonnegative definite. We make the following two assumptions throughout this note:
Assumption 1: There is a known constant B > 0 such that Assumption 2 is the classical PE condition [6] . We use the functions !(l) = maxfj!(z)j : jzj lg and (jz(to)j; t 0 t0) + (j(t)j1) holds for all t to, trajectories z(t) of _ z = f (t; z; ), initial times t 0 0 and 's. We assume that z(t) is uniquely defined on [t o ; 1) for all and all initial conditions z(t o ) = zo, and that f (t; 0; 0) 0. When (t) 0, the ISS condition reduces to uniform global asymptotic stability (UGAS). Following convention, we also use ISS to mean input-to-state stable, and UGAS to mean uniformly globally asymptotically stable. An ISS Lyapunov function for 
For simplicity, we choose the adaptive controller
(but see Section VII below for more general K, us and ). We have the closed loop error dynamics
since is constant. We will take the nonstrict Lyapunov function V 1 (e;) = (1=2)j(e;)j 2 . We also set V 4 = V 2 + V 3 , where V2(t; e;) = > ! (xr (t)) > e and
Recalling the constants from Assumptions 1-2, we also use the functions 
Note that P 5 2 C 1 on [0; 1), and that j!(x)j !(jej + B) and j!(xr(t))jj!(x)j P1(V1(e;)) for all t 2 , x 2 n and 2 p when e = x r (t) 0 x. Also, the constant B depends only on x r , and ! and ! 1 depend only on ! and x r , so the following construction is a global one:
Theorem 1: Under the preceding assumptions, we can transform the function V 1 (e;) = (1=2)j(e;)j 2 into the explicit, global, strict Lyapunov function V 5 (t; e;) = V 4 (t; e;) + P 5 V 1 (e;)
for (6) (9) satisfies 1 (j(e;)j) V 5 (t; e;) 2 (j(e;)j) for all (t; e;) and _ V5(t; e;) 0W(e;) along all trajectories of (6), and (xr (t); ) is a UGAS trajectory for (4), (5) . Also, (6) is locally exponentially stable to 0.
The proof is constructive, leading to explicit formulas for the i's and W . Notice that the C 1 property of V 5 is clear from the regularity of the formulas for the P i 's in (8 (where the last inequality is by writing !(x) = !(x r (t)) + [!(x) 0 !(xr(t))] and using (15)). By (6) and our key assumption of the classical PE condition in Assumption 2, we get
By Assumption 1, (11) and (13) 
Combining the preceding inequalities and canceling terms, we obtain Since _ V1 0cjej 2 everywhere, (19) and our choice of P4 in (8) give obtained by replacing with + (t) in (3), (i.e., the uncertain plant is _ x = !(x)(+(t))+u s ), and using (5), is ISS with respect to suitably bounded uncertainties (t). We always assume that (t) is bounded in the essential supremum norm by a constant > 0 that we specify shortly, and that Assumptions 1-2 hold for some positive constants B, and T . We take K(e) cI n where the constant c 1 will depend on the choice of ; see (27) for the condition on c for a given bound . Finally, we assume that there are constants ! M maxf1; !(B)g and > 0 such that the following affine growth condition holds: The construction we are about to give cannot be used to prove Theorem 1 by simply setting the disturbance to zero. This is because its derivation is based on (22) Applying the relations jjj(t)j 
Conditions (30) and (31) and the uniform proper and positive definiteness of V 5 (noted in (10)) imply that V 5 is an ISS Lyapunov function for (21) when j(t)j 1
. The theorem follows because (a) the existence of an ISS Lyapunov function implies the ISS property (cf. [18] or Remark 1 below) and (b) the right hand side of (27) can be made as large as desired by choosing a big enough constant c depending on .
Remark 1:
The explicit ISS Lyapunov function (24) for (21) leads to explicit expressions for and in the ISS estimate for (21), as follows. Then 1 (j(e;)j) V 5 (t; e;) 2 (j(e;)j) and _ V 5 0(V 5 ) + 4 (j(t)j 1 ) along all trajectories of (21) when satisfies (27) [by (10) , (30), and (31)], and then the explicit formulas for and in the ISS estimate follow by standard arguments [17] , [18] .
VI. APPLICATION: RÖSSLER SYSTEM
We illustrate our Lyapunov function constructions using the controlled Rössler dynamics with unknown parameters a, b and c and control vector w = (w 1 ; w 2 ; w 3 ). The Rössler model (for the case of no controls) was introduced in [14] and has been extensively studied in the context of chaotic attractors [8] . The system (33) can be written in the form _ x = !(x) + u by taking the change of feedback Let us show that the PE condition from Assumption 2 is satisfied for an appropriate class of reference trajectories. Fix any C 1 reference trajectory of the form x r (t) = (x 1r (t); x 2r (t); cos(t)) that satisfies our Let us show how these assumptions can be relaxed.
We first assume that Assumptions 1-2 hold, and that there exist a C 1 function (t; e;), a bounded C 1 function K(e), a uniformly proper and positive definite C 1 function V 1 , a positive definite function W 1 , a continuous everywhere positive increasing function P, and a constant c > 0 such that a) j(t; e;)j P(V1)jej everywhere, b) _ V 1 (t; e;) 0W 1 (e) along all trajectories of _ e = 0!(x) 0 K(e)e; _ = 0(t; e;)
and c) W1(e) cjej 2 everywhere, where e and are as defined in Section III. In other words, we replace = 0!(x) > e with a general adaptation law that could include, e.g., projection operators, leastsquares estimators and prediction-error-based estimators [3] , [16] . 
satisfies _ V1(t; e;) 0Wa(e). Setting V4 = V2 + (1=2)V3 with V2 and V 3 from (7), we prove: One checks that z 7 ! inf t V a (t; z) is bounded below by a positive definite quadratic function near 0. 1 
VIII. CONCLUSION
We built explicit global strict Lyapunov functions for general classes of adaptively controlled nonlinear systems. This made it possible to quantify the effects of uncertainty using ISS. It would be useful to extend our work to systems that are not necessarily affine in the parameter vector, or where the current state is unknown; i.e. adaptive output feedback stabilization. 1 To see why, let 1 > 0 be a lower bound for 1 on B . Let K > 0 be a bound for K on (1 + B) B . Reducing 1, we can assume that all trajectories of _z = 0K(z+x (t))z with initial conditions z(t ) = z 2 1B stay in B . Along any such trajectory, (d=dt)fV (t;z)01jzj =f4
Kgg 01jzj +1jzj =2 0, hence V (t ;z ) 0 1jz j =f4
Kg V (t; z(t))01jz(t)j =f4 Kg ! 0 as t ! +1. Therefore, inf V (t; z) 1jzj =f4
Kg on 1B .
