The application of quantum estimation theory to the problem of imaging two incoherent point sources has recently led to new insights and better measurements for incoherent imaging and spectroscopy. To establish a more general quantum limit beyond the case of two sources, here I evaluate a measurement-independent quantum bound on the Fisher information for estimating the moments of any subdiffraction object. The bound matches the performance of a spatial-mode-demultiplexing (SPADE) measurement scheme in terms of its scaling with the object size, indicating that SPADE is close to quantum-optimal. Coincidentally, the result is also applicable to the estimation of diffusion parameters with a quantum probe subject to random displacements.
The fundamental resolution of optical imaging can be framed as a problem of quantum estimation [1] : With any measurement permitted by quantum mechanics, how well can one estimate unknown parameters from the light? While Helstrom laid the foundation of quantum estimation theory and first applied it to incoherent imaging [1] , it was not until recently that this approach yielded genuine surprises on the ageold topic. Through the computation of the quantum Fisher information (QFI), it was found that the separation between two sub-Rayleigh incoherent point sources can be estimated much more accurately than previously realized [2] . This discovery has since led to new insights and better measurements for incoherent imaging and spectroscopy . Experimental demonstrations have also been reported [24] [25] [26] [27] [28] [29] .
Generalizing such results for arbitrary source distributions is much more difficult, as the quantum state may depend on infinitely many spatial modes and infinitely many parameters. Some progress has been made in Refs. [3, 10] , which evaluate the performance of a spatial-mode-demultiplexing (SPADE) measurement for estimating the moments of any subdiffraction object. Reference [3] also proves quantum bounds for location and scale parameters. Zhou and Jiang have recently taken a major step further [20] : Using novel arguments that do not resort to the QFI, they propose limits on the scaling of the Fisher information with respect to the object size for any moment parameter. Their bounds have subtle issues concerning their precise values and generality, however, as elaborated in Appendix E.
To derive a limit using more standard quantum estimation theory, here I evaluate an upper bound on the QFI for the moments of an arbitrary subdiffraction object. The result matches the performance of SPADE in terms of the object-size scaling, indicating that SPADE is close to quantum-optimal. While the end result looks similar to those of Zhou and Jiang, the use of the QFI here leads to a bound that overcomes the issues in Ref. [20] and sets a more absolute quantum limit for incoherent imaging.
For the far-field imaging of quasi-monochromatic incoherent optical sources, the quantum state of light in M temporal * mankei@nus.edu.sg; http://mankei.tsang.googlepages.com/ modes can be modeled as the tensor product ρ ⊗M , where
ǫ ≪ 1 is the expected photon number per temporal mode, |vac is the vacuum ket, ρ 1 is the one-photon state, and O(ǫ 2 ) terms are ignored [2, 30, 31] . Assuming the imaging of sources in one transverse dimension for simplicity, the onephoton state on the image plane is given by [2, 3] 
where F (X|θ) is the normalized object intensity distribution with dXF (X|θ) = 1, X ∈ R is the object-plane coordinate, θ = (θ 1 , θ 2 , . . . ) are unknown parameters,k is the one-photon spatial-frequency (momentum) operator, |k is the one-photon eigenket that satisfiesk |k = k |k and k|k ′ = δ(k − k ′ ), and Ψ(k) is the optical transfer function (OTF) of the imaging system [32] . The diffraction limit introduces a finite bandwidth to Ψ(k), and the Fourier transform of Ψ(k) gives the point-spread function. X andk are normalized with respect to the magnification factor and the OTF bandwidth such that they are unitless. While this Letter will focus on imaging, note that Eq. (2) also describes a quantum object in initial state |ψ subject to random displacements with unknown statistics [33] [34] [35] .
Any measurement can be modeled by a positive operatorvalued measure (POVM) E [1, 36] , such that the probability of a measurement outcome ξ conditioned on θ is P (ξ|θ) = tr E(ξ)ρ ⊗M , where tr denotes the operator trace. If the measurement consists of passive linear optics and photon counting, the standard Poisson model in optical astronomy and fluorescence microscopy [6, 10, [37] [38] [39] [40] [41] [42] is retrieved in the "ultraviolet" limit of ǫ → 0 and M → ∞, with N ≡ M ǫ, the expected photon number in all modes, held constant [2] .
The Fisher information matrix, defined as
plays a fundamental role in parameter estimation theory and can be used to set Cramér-Rao lower error bounds [4, 43] . In the context of imaging, the Fisher information has been proposed by many as the fundamental measure of resolution [40] [41] [42] [44] [45] [46] [47] [48] . In recent years, it has become especially popular in fluorescence microscopy [40] [41] [42] .
In quantum estimation theory, it is known [1, 2, 36] that, for any POVM,
where the matrix inequality means that N K − J is positivesemidefinite (see Appendix A for an alternative derivation of K and Appendix B for a proof that this is also a quantum limit for thermal states with arbitrary ǫ). The QFI matrix N K thus serves as an even more fundamental measure of resolution that depends only on the quantum state and holds for any measurement.
Define the object moment parameters as
with θ 0 = 1. Expanding exp(−ikX) in the Taylor series
Assume that the support of F (X|θ) has an infinite number of points, such that dXF (X|θ)P 2 (X) > 0 for any nonzero polynomial P, and the Hankel matrix θ q+p is positive-definite. The Cholesky decomposition can then be used to write
where Λ is a real lower-triangular matrix with strictly positive diagonal elements [49] . Equation (8) becomes
where {A r } are Choi-Kraus operators [36] and † denotes the Hermitian conjugate. It can be shown [50] that an upper bound on the QFI is
Defining the positive-semidefinite matrix
which consists of the OTF moments, I obtain
where ⊤ denotes the transpose. Assume that the OTF magnitude is even, viz., |Ψ(k)| 2 = |Ψ(−k)| 2 , such that Π is real and symmetric (Π = Π ⊤ ), and B µ and C µν are also real. To evaluate B µ , first note that
Then the normalization of ρ 1 can be used to show
HenceK
Appendix C proves that
and F (X|θ) is any probability density with compact support in the Szegő class [51] or Gaussian (∝ exp[−X 2 /(2∆ 2 )]). If both are Gaussian, a further condition is β∆ < 1/2. These are sufficient conditions but already quite general;K may converge under more relaxed conditions.
Although the QFI andK are functions of infinite parameters in general, the goal of this Letter is to show thatK µµ obeys a universal behavior when the parameters correspond to a subdiffraction regime. Let ∆ > 0 be a characteristic width of F (X|θ) around X = 0, such that θ µ = O(∆ µ ), where the big O notation denotes terms on the order of the argument and is defined by
Recall that X has been normalized with respect to the magnification factor and OTF bandwidth; the subdiffraction regime can therefore be defined by ∆ ≪ 1 [3, 10] . The dependence of the Cholesky factor Λ on θ can be studied via the recursive relation [52] 
starting from Λ 00 = √ θ 0 = 1. Equation (21) can be differentiated to give
where δ a b is the Kronecker delta. Since the diagonal elements of the Cholesky factor Λ are all strictly positive, all Λ and Λ ,µ elements are finite, and a dimensional analysis of Eqs. (21) and (22) gives
Inspecting the dependence of the Λ elements on a given θ µ with even µ, starting from the upper-left corner and going row by row, one can see that the dependence does not appear until the diagonal element Λwith q = µ/2. In other words,
where the small o notation denotes terms that are asymptotically negligible relative to the argument and is defined by
Thus only one element in Λ ,µ is O(∆ −µ/2 ), and the rest of the elements are all in higher orders. I can then express Eq. (19) as
Recall thatk has been normalized with respect to the OTF width, and usual OTFs, such as bandlimited and Gaussian functions, have finite moments. Thus
, and the rest of the terms on the right-hand side of Eq. (27) are all o(∆ −µ ). AssumingK µµ < ∞, the infinite sum in Eq. (27) converges to o(∆ −µ ), andK µµ can be approximated as
If µ is odd, the dependence of Λ on a given θ µ starts to appear only on the row q = (µ + 1)/2 in the elements Λ−1 and Λ. Specifically,
Now there are two O(∆ −(µ−1)/2 ) leading-order terms in Λ qr,µ . I can then express Eq. (19) as
where
) and the rest of the terms are all o(∆ −(µ−1) ). Assuming againK µµ < ∞, I obtainK
Equation (28) for even µ and Eq. (31) for odd µ can be summarized as
Equations (28), (31) , and (32) are the central result of this Letter. The scaling of this bound with respect to ∆ matches the performance of SPADE for moment estimation evaluated in Refs. [3, 10] . The Fisher information for direct imaging is J µµ = N O(1) in the subdiffraction regime, so substantial improvements can be obtained for µ ≥ 2 [3, 10] . For µ = 1, 2, the inverse of Eq. (32) also matches an O(∆ 2µ−2 )/N quantum error bound computed in Appendix D using the convexity of QFI.
For a more sobering perspective, consider the signal-tonoise ratio (SNR), defined as θ 2 µ = O(∆ 2µ ) divided by the mean-square error. Equation (32) then suggests that the ultimate SNR is θ
While it remains a significant improvement over the N O(∆ 2µ ) SNR for direct imaging, the ultimate SNR still decreases exponentially for higher µ in the subdiffraction regime. This problem is known in the context of SPADE [3, 10] , but the quantum limit here shows that it is fundamental and holds for any measurement.
Although Eq. (32) assumes one-dimensional imaging, previous studies of two-dimensional imaging in quantum estimation theory [3, 9, 10, 20] show no new surprises, and it is reasonable to conjecture that the quantum limit on the Fisher information becomes N O(∆ −2⌊|µ|/2⌋ )-the same as the SPADE performance-where |µ| = j µ j is the total moment order [3, 10] .
Unlike Zhou and Jiang's Theorem 1 in Ref. [20] , the quantum bound here does not depend on the POVM and is more amenable to approximation or numerical computation. Their Theorem 3 also makes a questionable assumption about the optimal POVM; Appendix E presents a review of Ref. [20] and highlights these issues. The use of the QFI here, on the other hand, guarantees that Eq. (32) holds for any POVM.
To conclude, I have proposed a general quantum limit to subdiffraction incoherent imaging, going far beyond the simple example of two point sources in previous studies. This limit does not depend on the measurement and is also tight in terms of its scaling with the object size, thus setting a fundamental criterion of resolution for far-field incoherent imaging, with prime applications being observational astronomy and fluorescence microscopy. Beyond imaging, Eq. (2) also describes a quantum object subject to random displacements with unknown and possibly non-Gaussian statistics. ∆ is then a measure of the displacement magnitude. The result here can therefore be applied to the estimation of diffusion parameters with a quantum probe in the weak-signal (∆ ≪ 1) regime, without the need to assume Gaussian statistics as in prior works [33] [34] [35] . Potential applications include magnetometry [33] , optical interferometry [34] , and optomechanical force sensing [35] . Open problems include a more precise evaluation of the QFI, a more detailed comparison with SPADE, generalizations for more dimensions and other types of sources, tighter multiparameter quantum bounds, and experimental design of quantum-limited measurements. Let {a j } be the bosonic annihilation operators with respect to a set of optical modes and
where α ≡ (α 1 , α 2 , . . . ) ⊤ is a column vector of complex amplitudes, Dα ≡ j d 2 α j , Φ is the Glauber-Sudarshan distribution, and |α is a coherent state that satisfies a j |α = α j |α [1] . For a thermal state,
where Γ > 0 is the mutual coherence matrix. Helstrom has shown in Sec. V of Ref. [53] (see also Sec. VIII 6(b) of Ref. [1] ) that the QFI is
where Υ µ is a Hermitian matrix that satisfies
and I is the identity matrix. Now let Γ = ǫg with ǫ = tr Γ and tr g = 1. In the limit ǫ → 0, I + Γ → I, and
µ is a symmetric logarithmic derivative (SLD) of Γ that satisfies
It is convenient to extend the definition of the SLD-QFI to be a function of any positive-semidefinite matrix or operator as
With K(ρ ⊗M ) = M K(ρ) and taking the ultraviolet limit ǫ → 0 while holding N ≡ M ǫ constant, I obtain
If ǫ does not depend on θ, the SLDs of Γ are the same as the SLDs of g, and K(Γ) = K(g). Following Ref. [2] , Eq. (2) assumes that g is the density matrix of ρ 1 with respect to the basis {a † j |vac }. Since K is basis-independent,
where K(ρ 1 ) is defined by Eqs. (6) . Hence Eqs. (1) and (2) produce the same result as Eq. (A7) by making the ǫ ≪ 1 approximation for ρ at the beginning. One may also ask what happens in the opposite ǫ → ∞ "infrared" limit, which is more applicable to radio and microwave frequencies or scattered laser sources. Then I + Γ → Γ, Υ µ → Γ −1 Γ ,µ Γ −1 , and the ǫ → ∞ limit gives
which is equal to the classical Fisher information with respect to Φ [54] . Heterodyne detection is sufficient to achieve this quantum limit, as the Husimi distribution, which governs the heterodyne statistics, approaches Φ in the ǫ → ∞ limit. For any ǫ, the classical-simulation technique [55] can also be used to show that
since Φ is positive.
Appendix B: The ultraviolet limit of QFI is an upper bound
Diagonalize the mutual coherence matrix Γ in terms of its eigenvalues {γ j ≥ 0} and orthonormal eigenvectors {e j } as
where {e j } include vectors that support {Γ ,µ }. In terms of this basis, the QFI given by Eqs. (A3) and (A4) can be expressed as [53] 
Let v be an arbitrary real vector and Γ ′ ≡ µ v µ Γ ,µ . Since Γ ,µ and therefore Γ ′ are Hermitian,
where K(Γ) is given by Eqs. (A5) and (A6). Hence
This shows that N K(Γ) is not only the QFI in the ultraviolet limit, as proved in Sec. A, but also an upper bound for arbitrary ǫ. Furthermore, if ǫ does not depend on θ, the QFI per photon is given by
where {λ j ≡ γ j /ǫ} are the eigenvalues of g and also ρ 1 and {|e j ≡ l e jl a † l |vac } are the eigenkets of ρ 1 . It is easy to prove that κ(ǫ) is a decreasing function of ǫ, viz.,
These results are consistent with the explicit calculations of K(ρ) in Refs. [7, 8] .
Appendix C: Sufficient conditions for |Kµν | < ∞ Since the Π matrix given by Eq. (14) is positivesemidefinite, theK matrix given by Eq. (19) is Gramian [49] and also positive-semidefinite, with
It suffices to proveK µµ < ∞ for any µ. Let
where W is a real invertible matrix. Theñ
where || · || is the operator norm, || · || 1 is the trace norm, and || · || 2 is the Hilbert-Schmidt norm [56] . ThusK µµ < ∞ ifΠ is bounded (||Π|| < ∞) andΛ ,µ is Hilbert-Schmidt. In the following, I assume
where 0 < w < ∞ is an adjustable constant to make the convergence conditions more general.
Sufficient conditions for ||Π|| ≤ ||Π||1 < ∞
First I prove thatΠ is in fact trace-class (||Π|| 1 < ∞) and must therefore be bounded (||Π|| ≤ ||Π|| 1 < ∞) [56] if the OTF is bandlimited or Gaussian. In the latter case w should be chosen appropriately.
SinceΠ ≥ 0, it is trace-class if
For a bandlimited OTF with support in [−β, β] and 0 < β < ∞,
which converges for any w and β. For a Gaussian OTF with standard deviation β [57] ,
which converges if wβ < 1/ √ 2 according to the ratio test [58] . Thus I should choose a w that satisfies
2. Sufficient conditions for ||Λ,µ||2 < ∞ Next I prove thatΛ ,µ is Hilbert-Schmidt if F (X|θ) is any probability density with compact support in the Szegő class [51, 59, 60] or Gaussian. In the latter case, w should also be chosen appropriately.
Noting that Λ ,µ is lower-triangular, the Hilbert-Schmidt norm is given by
For convenience, I normalize the object-plane coordinate X with respect to the object characteristic width 0 < ∆ < ∞ as X = x∆, such that
and φ µ and f (x|θ) are independent of ∆. Define the Hankel matrix with respect to θ as Θ qp = θ q+p and the normalized Hankel matrix as Ξ qp = φ q+p . Define also the lowertriangular Cholesky factors Λ and V by
Then the matrices are related by
In particular,
which verifies the first of Eqs. (23) . A formula for Λ qr,µ is [61]
where the subscript (q) denotes the (q + 1)-by-(q + 1) upperleft submatrix, viz.,
Since
Θ (q),µ = 0 if q < ⌈µ/2⌉, and Eq. (C19) gives
which is consistent with Eqs. (24) and (29) . Suppressing the subscript (q) for clarity, I can also write
Equation (C19) becomes
which verifies the second of Eqs. (23) . Applying the CauchySchwartz inequality to Eq. (C28), I obtain
This leads to an upper bound on Eq. (C12) given by
To simplify the double sum, note that Q as defined by Eq. (C27) is symmetric with Q rs = Q sr , so it can be shown that [62]
leading to
With Eq. (C27), ||Q|| 2 can be bounded as
where I have restored the subscript (q) for emphasis and used the facts [49, 56] 
||Θ (q),µ || 
Combining Eq. (C11), (C24), (C32), and (C33), I obtain
Since Ξ and therefore its submatrix Ξ (q) are positive-definite [49] , ||Ξ −1
(q) || is the largest eigenvalue of Ξ −1 (q) , which is equal to the inverse of the smallest eigenvalue of Ξ (q) . Let λ q be the smallest eigenvalue of Ξ (q) . The right-hand side of Eq. (C37) converges andΛ ,µ is Hilbert-Schmidt if it passes the ratio test
Suppose that f (x|θ) is any probability density in the Szegő class with compact support in [x 1 , x 2 ], |x j | < ∞ [51, 60] , viz.,
For example, any strictly positive f is in the class, as there exists a δ such that f ≥ δ > 0 and ln f ≥ ln δ > −∞, leading to
If Eq. (C40) is satisfied, it is known [51, 60] that, for q → ∞, there exist constants Ω > 0 and 0 < τ < 1 such that
The left-hand side of Eq. (C39) can therefore be bounded as
which approaches zero and passes the ratio test given by Eq. (C39) for any w, ∆, and |x j |. Beyond the Szegő class, Eq. (C39) is also satisfied if λ Now suppose that f (x|θ) ∝ exp(−x 2 /2), x ∈ (−∞, ∞). Then the standard deviation of F (X|θ) is ∆ and φ 2q+2 /φ 2q = 2q + 1. It is also known that [51, 59] Thus the choice of w becomes an issue only if both are Gaussian. To satisfy both (ii) and (b), the standard deviations should satisfy
such that a choice within 
which is consistent with Eq. (32). With a trace-classΠ,Λ ,µ is said to be square-summable with respect toΠ ifK µµ converges [56] . An operator is guaranteed to be square-summable if it is bounded, and may still be so even if it is unbounded [56] . As Hilbert-Schmidt operators are a subclass of bounded operators, requiringΛ ,µ to be Hilbert-Schmidt may be an overkill; more relaxed conditions for the convergence ofK µµ may exist. Choosing a different scaling matrix W can also lead to other conditions. Appendix D: Quantum bounds via convexity and classical simulation
Discretize F (X|θ) as a distribution of point sources, such that
First assume that {F s } are known. Denoting the QFI with respect to parameters {X s } as K (X) , I can use the convexity of QFI [35, 63, 64 ] to write
With
I can transform the Cramér-Rao bounds back to the ones with respect to θ as
Hence
The scaling of this bound with respect to ∆ is looser than that of the inverse of Eq. (32) for ∆ ≪ 1 and µ > 2 but does not rely on the ∆ ≪ 1 approximation. Yet another bound can be computed by treating {F s } as parameters and using the classical-simulation technique [55] :
This proof is a straightforward generalization of Appendix D in Ref. [10] . The final result is
the scaling of which is unfortunately looser than Eq. (D10) for ∆ ≪ 1.
Appendix E: Review of arXiv:1801.02917v2
Here I summarize the essential arguments in Ref. [20] , using the notations and parametrization here and focusing on the one-photon state for simplicity. Rewrite Eq. (8) as
such that the probability distribution for a measurement E 1 (ξ) obeys
The Fisher information for θ µ becomes
If
which is essentially Theorem 1 in Ref. [20] . To prove c µ = O(1), note that S µ (ξ) = 0 must hold for π ,µ (ξ|θ) = 0, so the expansion in Eq. (E3) must contain at least the term θ µ S µ (ξ). In other words,
Coupled with the proof of |S µ (ξ)| < ∞ in Ref. [20] and the fact π(ξ|θ) > 0,
Reference [20] also proves d µ < ∞ under reasonable conditions. The value of the prefactor c µ d µ in Eq. (E7) depends on the measurement, however, and does not seem easy to compute.
Reference [20] further argues that the optimal POVM that maximizes the Fisher information for a given θ µ should satisfy E 1 (ξ)(−ik) q |ψ = 0 for q < µ 2 ,
in order to obtain 
which is essentially their Theorem 3. This argument has a subtle flaw however: it is not clear that Eq. (E10) is a necessary condition for the optimal POVM. Although it leads to a scaling that is close to the one suggested by Eq. (E7), the scaling is not the only concern when evaluating max E1 J µµ (θ) at a specific θ; the prefactor also matters. There may exist a POVM that violates Eq. (E10) and obeys a worse overall scaling but gives a prefactor large enough to make the information higher at that specific θ. This would imply that the optimal POVM does not satisfy Eq. (E10), and Eq. (E12) is unproven.
