In the present paper we consider the trigonometric series with (β, r) −general monotone and (β, r)-rest bounded variation coefficients. Necessary and sufficien conditions of L-convergence for such series are obtained in terms of the coefficients.
Introduction
Let L ≡ L 2π be the space of all integrable functions f of period 2π with the norm
|f (x)| dx.
We are interesting in the trigonometric series of the form We define by h (x), f (x) and g (x) the sums of the series (1.1), (1.2) and (1.3), respectively, when the series are convergent at point x. Moreover, denote by S n (h, x), S n (f, x) and S n (g, x) the partial sum of these series, respectively.
We note that in the case when the sequences of the coefficients of series (1.2) and (1.3) are nonnegative monotone decreasing sequences ((a n ) , (b n ) ∈ M ) one has f, g ∈ L iff series (1.2) and (1.3) are the Fourier series of f and g, respectively.
Moreover, the condition
Also, it is clear that if series (1.2) is the Fourier series then the condition
where V n (f, x) = 1 n+1 n k=0 S k (f, x), is equivalent to convergence of S n (f, x) in L.
The same results holds for series (1.3) as well. The following theorem provides a criterion of the convergence of S n (f, x) in the terms of the coefficients of (1.2) and (1.3) (see [7] ) Theorem 1. Suppose that (a n ) ∈ M and a n → 0. Let f ∈ L, then f − S n (f ) = o (1) iff a n ln n = o (1) .
(
1.4)
The same results holds for series (1.3) as well.
Naturally, one would ask if the monotone condition of the coefficients can be weakened? Indeed, many results have appeared with more general conditions in place of the monotone condition. For example, Garrett, Rees, Stanojević [6] and Teljakovskiȋ, Fomin [13] proved that (1.4) holds true for any quasimonotone sequence ((a n ) , (b n ) ∈ QM ). Later, Stanojevic [11] and Xie, Zhou [20] introduced O-regularly quasimonotone coefficients ((a n ) , (b n ) ∈ ORV QM ). Here, QM = (a n ) ∈ R + : ∃τ > 0 such that n −τ a n ↓
and
n a n ↓ .
Recently, Leindler (see [11] , for example) introduced the class RBV S = (a n ) ∈ C :
which possess many good properties of monotone sequences, and have been used to generalize many classical results in Fourier analysis. However Leindler also pointed out that RBV S and QM cannot contain each other.
Recent investigations on L-convergence problem can be found in e.g. [1, 2, 3, 4, 5, 8, 10, 12, 14, 18, 22, 23] . For example, the following classes of coefficients were studied.
The class of general monotone coefficients GM , is defined as GM = (a n ) ∈ C :
It turns out that for the series with GM -coefficients one can prove three convergence criteria for trigonometric series in L p : for p = ∞, p = 1 and 1 < p < ∞ (see [14] ).
The GBV S [8] and N BV S [21] classes are defined as follow:
|a n | for some integer N and all m ∈ N and N BV S = a n ∈ C :
For the above mentioned classes the following embedding relations are true:
For the GBV S and N BV S classes criterion (1.4) was proved in [8] and [21] , respectively.
Moreover, for a more general class
|a n | n for some c > 1 and all m ∈ N    criterion (1.4) was considered in [22] In [14, 15, 16] Tikhonov defined the class of β−general monotone sequences as follows: Definition 1. Let β := (β n ) be a nonnegative sequence. The sequence of complex numbers a := (a n ) is said to be β−general monotone, or a ∈ GM (β), if the relation
In the paper [17] Tikhonov considered the following examples of the sequences β n :
|a c ν n | for some integers N and c > 1,
We know that (see [16] and [17] )
We also note that GM ( 1 β) = GM , GM ( 2 β) = GBV S and N BV S ⊆ GM ( 3 β).
We write I 1 ≪ I 2 if there exists a positive constant K such that I 1 ≤ KI 2 .
In order to formulate our new results we define another classes of sequences.
Definition 2.
[19]Let β := (β n ) be a nonnegative sequence and r a natural number. The sequence of complex numbers a := (a n ) is said to be (β, r) −general monotone, or a ∈ GM (β, r), if the relation
Definition 3. Let β := (β n ) be a nonnegative sequence and r a natural number. The sequence of complex numbers a := (a n ) is said to be (β, r) −rest bounded variation sequence, or a ∈ RBV S (β, r), if the relation
It is clear that RBV S (β, r) ⊆ GM (β, r) for all r ∈ N. Moreover, GM (β, 1) ≡ GM (β) and RBV S (β, 1) ≡ RBV S (β) (RBV S ≡ RBV S ( 1 β)). The next embedding relations are formulated in the following remarks: Remark 1. Let r be a natural number such that r = p · q, where p, q ∈ N. If a nonnegative sequence β := (β n ) is such that
Remark 2. Let q, r ∈ N and q | r. Then
It is clear that the sequences ( 5 β n ) and ( 6 β n ) satisfy the condition (1.5). Thus in special case q = 1, from the before remark we obtain the following embedding relations:
for all r ∈ N.
In this note we shall present the properties of the classes GM (β, r) and RBV S (β, r) . Moreover, we generalize and extend to the class GM (β, r) and the class RBV S (β, r) the Tikhonov results, which are included in [17] .
Main results
The following results are true:
, where r ∈ N and a nonnegative sequence
Theorem 3. Let a = (a n ) ∈ GM (β, 2), where a nonnegative sequence β = (β n ) satisfies
holds.
Theorem 3 implies the following results, immediately.
Then (2.2) holds true.
In particular, from above Corollary 1 and Theorem 2 we can derive the following remark.
Remark 3. Let a = (a n ) ∈ GM ( 6 β, 2). Then
Remark 4. If we confine our attention to the class GM ( 6 β) then by (1.6) the Tikhonov result ( see [17, Corollary 3.3 .1] ) follows from Remark 3.
Theorem 4. Let a = (a n ) ∈ RBV S (β, r), where r ≥ 3. If a nonnegative sequence
, where r ≥ 2 and a nonnegative sequence β = (β n ) satisfies (2.3). Then
There exists a sequence (a n ) ∈ RBV S ( 5 β, 3) with the property a n ln n = o (1) such that the series (1.2) is not convergent in L-norm.
(ii) There exists a sequence (b n ) ∈ RBV S ( 5 β, 2) with the property b n ln n = o (1) such that the series (1.3) is not convergent in L-norm.
Remark 6. For any r ≥ 3 there exists a sequence d = (d n ) ∈ RBV ( 6 β, r) with the property ∞ k=1 β k k < ∞, which does not belong to the class GM ( 6 β, 2) .
Combining Theorem 3, 4 and 5 we obtain the following assertion.
3 Lemmas
Proof. We start with proof of the equality (3.1). An elementary calculation gives Putting this to (3.4) and making the same calculation as before we obtain that (3.2) holds, too.
The proof is complete.
Proofs of the main results
In this section we shall prove our theorems and remarks.
Proof of Remark 1
Let r = p · q and (a n ) ∈ GM (β, q). Then using (1.5) we get
whence (a n ) GM (β, r).
Let q, r ∈ N and q | r. Then there exists a natural number p such that r = p · q. Supposing (a n ) ∈ RBV S (β, q) we have for all n
Hence (a n ) ∈ RBV S (β, r) and this ends our proof.
Proof of Theorem 2
Let (c n ) ∈ GM (β, r), where r ≥ 1. We will show that
If n ≤ r, then the inequality obviously holds. Now, let n > r. For j = n + 1, n + 2, ..., 2n we get and for j ≥ n + r + 1 we obtain
Summing up on j and using (2.1) we get
Further, applying Theorem (8.11) [24, Chapter 7] we obtain
|c n | ln n = ln n n
Proof of Theorem 3
First, using inequality (see [2] )
we note that max
implies (2.2). Let us now show that our condition on (a n ) quarantines the accuracy of (4.1). Indeed, by Lemma 1,
Further, we estimate the above integrals. For k ≥ n we get
Using the inequalities :
we obtain that
Therefore, for k ≥ n,
Similarly we can show that
It is clear that for
Therefore, if (a n ) ∈ GM (β, 2), then
Thus, we obtain (4.1), which yields (2.2) and the proof is complete.
Proof of Theorem 4
If (a n ) ∈ RBV (β, r) then
Thus a n = o (1) and by (3.1) we obtain that, for
It is clear that for an odd r
and for an even r 
Using the inequality
we have
we get
If N ≥ n + 1 then, by (4.7) and (4.9),
Summing up (4.3), (4.4), (4.6), (4.8), (4.10) and (4.11), we finally have
Furthermore by the assumption (2.3) we obtain that (2.4) follows and thus the proof is complete.
Proof of Theorem 5
If (b n ) ∈ RBV (β, r) then
Thus b n = o (1) and by (3.2) we obtain that for
Similarly, as in the previous proof, using (4.12) we can also show that
Thus by the assumption (2.3) we obtain that (2.5) follows and our proof is complete.
Proof of Remark 5
(i) Let a n = 0 for n = 3l + 1, l ∈ N ∪ {0} ,
First we prove that (a n ) ∈ RBV S ( 5 β, 3) . If
Applying Lagrange's mean value theorem to the function f (x) = ln x · ln (ln x) on the interval [k, k + 3] we obtain that there exists z ∈ (k, k + 3) such that
Thus RBV S ( 5 β, 3) and consequently (a n ) ∈ GM ( 5 β, 3) .
Using (4.2) with r = 3 and (4.14) we obtain that the series (1.2) is convergent for all x = 2lπ 3 , l ∈ Z, i.e.
Let m = exp {exp (exp n)}. Then
≫ n − ln (ln (ln (3n + 1))) .
Since n − ln (ln (ln (3n + 1))) → ∞ as n → ∞ thus the sequence S n (f ; x) does not satisfy the Cauchy condition in L-norm. Hence the sequence S n (f ; x) can not be convergent in L-norm.
(ii) Suppose that b n = 0 for n = 2l + 1, l ∈ N ∪ {0} , 1 ln n·ln(ln n)
for n = 2l + 1, l ∈ N.
Similarly, as in (i), we can show that RBV S ( 5 β, 2) and consequently (b n ) ∈ GM ( 5 β, 2) . It is clear that the series (1.3) is convergent for x = lπ, l ∈ Z. Moreover, since (a n ) ∈ RBV ( 5 β, 2) thus, by (4.12) with r = 2, we get that the series (1.3) is convergent for all x = lπ, l ∈ Z, i.e.
g (x) = ≫ n − ln (ln (ln (2n + 1))) .
Since n − ln (ln (ln (2n + 1))) → ∞ as n → ∞ thus the sequence S n (g; x) does not satisfy the Cauchy condition in L-norm. Hence the sequence S n (g; x) can not be convergent in L-norm.
Proof of Remark 6
Let r ≥ 3 and
It is clear that ∞ k=1 β k k < ∞. First, we show that (d n ) ∈ RBV ( 6 β, r). Suppose that A r (n, m) = {k : n ≤ k < m ∧ r | k}. Then 
