Abstract-Heteroscedastic regression which considers varying noises across input domain has many applications in fields like machine learning and statistics. Here we focus on the heteroscedastic Gaussian process (HGP) regression which integrates the latent function and the noise together in a unified nonparametric Bayesian framework. Though showing remarkable performance, HGP suffers from the cubic time complexity, which strictly limits its application to big data. To improve the scalability of HGP, we first develop a variational sparse inference algorithm, named VSHGP, to handle large-scale datasets. Furthermore, two variants are developed to further improve the scalability and capability of VSHGP. The first is stochastic VSHGP (SVSHGP) which derives a relaxed evidence lower bound factorized over data points, thus enhancing efficient stochastic variational inference. The second is distributed VSHGP (DVSHGP) which (i) follows the Bayesian committee machine formalism to distribute computations over multiple local VSHGP experts with many inducing points; and (ii) adopts hybrid parameters for experts to guard against over-fitting and capture local variety. Superiority of DVSHGP and SVSHGP as compared to existing scalable heteroscedastic/homoscedastic GPs is then verified using a synthetic dataset and four real-world datasets.
I. INTRODUCTION
I N supervised learning, we learn a machine learning model from n training points X = {x i } n i=1 defined in R d and the observations y = {y(
, where f is the underlying function and ǫ i is the independent noise. As a non-parametric Bayesian model, Gaussian process (GP) places a GP prior on f with ǫ i ∼ N (0, σ 2 ǫ ), resulting in the standard, homoscedastic GP. The homoscedasticity offers tractable inference to enable extensive applications in regression and classification [1] , visualization [2] , Bayesian optimization [3] , multi-task learning [4] , active learning [5] , etc.
Many realistic problems, e.g., volatility forecasting [6] , biophysical variables estimation [7] , cosmological redshifts estimation [8] , robotics and vehicle control [9] , [10] , however often need to consider input-dependent noise rather than the highly restrictive constant noise.
To account for the heteroscedastic noise in GP, there exists two main strategies: (i) treat the GP as a black-box and interpret the heteroscedasticity using another separate model; and (ii) integrate the heteroscedasticity within the unifying GP framework. The first post-model strategy first trains a standard GP to capture the underlying function f , and then either trains another GP to take the remaining empirical variance into account [11] or use the quantile regression [12] to model the lower and upper quantiles of the variance respectively.
In contrast, the second integration strategy provides an elegant framework for heteroscedastic regression. The simplest way to mimic variable noise is through adding independent yet different noise variances to the diagonal of kernel matrix, and learns a point estimation of them in the GP framework [13] . Goldberg et al. [14] introduced a more principled heteroscedastic GP (HGP) which infers a mean-field GP for f (x) and an additional GP g(x) for log σ 2 ǫ (x) jointly. Note that unlike the homoscedastic GP, the inference in HGP is challenging since the model evidence (marginal likelihood) p(y) and the posterior are intractable. To this end, various approximate inference methods, e.g., markov chain monte carlo (MCMC) [14] , maximum a posteriori (MAP) [15] - [17] , variational inference [18] , [19] , expectation propagation [20] , [21] and Laplace approximation [22] , have been used. The most accurate MCMC is quite slow when handling largescale datasets; the MAP is a point estimation which does not integrate the latent variables out, leading to over-fitting and oscillation; the variational inference and its variants, which run fast via maximizing over a tractable and rigorous lower bound of the evidence, provide a trade-off. Apart from the HGP in [14] , other HGPs which describe the heteroscedastic noise together with the non-stationary features using pointwise division of two latent functions have been proposed for example in [23] , [24] .
When handling n training points, the standard GP suffers from a cubic complexity O(n 3 ) due to the inversion of an n × n kernel matrix, which makes it unaffordable for big data. Since HGP employs an additional log-GP for noise variance, its complexity is about two times that of standard GP. Hence, to handle large-scale datasets, which is of great demand in the era of big data, the scalability of HGP should be improved.
Recently, there has been an increasing trend on the development of scalable GPs, which are classified into two core categories: global approximation and local approximation [25] . As the representative of global approximation, sparse approximation considers m (m ≪ n) global inducing pairs {X m , f m } to optimally summarize the training data by approximating the prior [26] or the posterior [27] , resulting in the complexity of O(nm 2 ). Variants of sparse approximation have been recently proposed to handle millions of data points via distributed inference [28] , [29] , stochastic variational inference [30] - [32] , or structured inducing points [33] . Due to the small set of global inducing points, sparse approximation, however, often faces challenges in capturing quick-varying features [34] , [35] . On the other hand, local approximation, which is inspired by the idea of divide-and-conquer, first trains GP experts on local subsets and then collects and aggregates their predictions, for example by the means of product-of-experts (PoE) [36] , Bayesian committee machine (BCM) [37] - [39] and mixtureof-experts (MoE) [40] , [41] . Hence, local approximation not only distributes the computations but also captures quickvarying features well. Hybrid strategies thereafter have been presented for taking advantages of both global and local approximations [42] - [44] .
The developments in scalable homoscedastic GPs have thus motivated us to scale up HGPs. Alternatively, we could combine the simple Subset-of-Data (SoD) approximation [45] with the empirical HGP [11] which trains two separate GPs for predicting mean and variance, respectively. The empirical variance however is hard to fit since it follows an asymmetric Gaussian distribution. More reasonably, the GP using variable covariances (GPVC) [8] follows the idea of relevance vector machine (RVM) [46] that a stationary kernel k(., .) has a positive and finite Fourier spectrum, suggesting using only m b (m b ≪ n) independent basis functions for approximating both f and g. Note that GPVC shares the basis functions for f and g which however might produce distinct features. Besides, the RVM-type model usually suffers from underestimated prediction variance when leaving X [47] .
Apart from the above scalable HGPs, there are some scalable "pseudo" HGPs [42] , [48] which are not designed for such case, but can describe the heteroscedastic noise to some extend due to the factorized conditionals. For instance, the Fully Independent Training Conditional (FITC) [48] 
resulting in a varying noise term [49] . Though equipped with heteroscedastic variance, 2 the FITC (i) severely underestimates the constant noise variance, and (ii) sacrifices the prediction mean [49] . Furthermore, the block version of FITC, named Partially Independent Conditional (PIC) [42] , partitions the data
, and then adopts a new factorized conditional
when the test point x * falls into the subregion defined by D j , resulting in a hybrid of local and global approximations. The block-dependent PIC however may produce discontinuous predictions on block boundaries [43] . Recently, the stochastic/distributed variants of FI(T)C and PIC have been developed to further improve the scalability [29] , [31] , [44] , [50] . This paper presents scalable variational sparse HGPs for large-scale regression. Particularly, we make the following contributions:
1. A variational and sparse inference algorithm for HGP, named VSHGP, is developed. Specifically, VSHGP derives an analytical evidence lower bound (ELBO) using m inducing 1 The Fully Independent Conditional (FIC) [26] additionally applies the factorization to test conditional as p(f * |fm) ≈ n * i=1 p(f i * |fm) where n * is the number of test points. 2 We do not say "heteroscedastic noise variance" since FITC still employs a constant noise
points for f and u inducing points for g, resulting in a greatly reduced complexity of O(nm 2 + nu 2 ). Besides, some tricks for example re-parameterization are used to ease the inference; 2. A stochastic variant SVSHGP is further proposed to improve the scalability of VSHGP. Specifically, we keep a relaxed ELBO, which factorizes over data points, thus enhancing efficient stochastic variational inference; 3. A distributed variant DVSHGP is also proposed for improving both the scalability and the capability of VSHGP. The local experts with many inducing points (i) distribute computations for parallel computing, and (ii) employ hybrid parameters to guard against over-fitting and capture local variety;
4. Extensive experiments conducted on datasets with up to two million points reveal that the localized DVSHGP exhibits superior performance, while the global SVSHGP may sacrifice the prediction mean for capturing heteroscedastic noise.
5. Implementations of DVSHGP and SVSHGP are provided at https://github.com/LiuHaiTao01. 3 The remainder of the article is organized as follows. Section II first introduces a variational sparse inference framework for HGP, named VSHGP. Then, we develop the stochastic variant in Section III and the distributed variant in Section IV for further enhancing the scalability and capability. Thereafter, Section VI verifies the their performance on a synthetic dataset, three medium real-world datasets and a large-scale dataset. Finally, Section VII provides concluding remarks.
II. VARIATIONAL SPARSE HGP

A. Sparse approximation
We follow [14] to define an HGP y(x) = f (x) + ǫ(x), wherein the latent function f (x) and the noise ǫ(x) follow
It is observed that the input-dependent noise variance σ 2 ǫ (x) enables describing heteroscedasticity. Notably, the HGP in (1) degenerates to homoscedastic GP when we restrict σ 2 ǫ (x) to be constant for any x. To ensure the positivity of noise variance, we particularly consider the exponential form σ 2 ǫ (x) = e g(x) , wherein the latent function g(x) akin to f (x) follows an independent GP prior
The only difference is that unlike the zero-mean GP prior placed on f (x), we explicitly consider a prior mean µ 0 to account for the variability of the noise variance. 4 The kernels k f and k g could be, e.g., the squared exponential (SE) function equipped with automatic relevance determination (ARD)
where the signal variance σ 2 s is an output scale, and the lengthscale l i is an input scale along the ith dimension.
Given the training data D = {X, y}, the joint priors follow
where the diagonal noise matrix has [Σ ǫ ] ii = exp(g(x i )).
To scale up HGP, we follow the sparse approximation framework to introduce m inducing variables f m ∼ N (f m |0, K f mm ) at the inducing points X m for f ; similarly, we introduce u inducing variables g u ∼ N (g u |µ 0 1, K g uu ) at the independent X u for g. Besides, we assume that f m is a sufficient statistic for f , and g u a sufficient statistic for g.
5
As a result, we obtain two training conditionals
where
In sparse HGP with augmented probability space, the model evidence
together with the posterior p(z|y) = p(y|z)p(z)/p(y) where z = {f , g, f m , g u }, however, is intractable. Hence, we next derive a variational sparse inference algorithm to obtain an analytical lower bound of log p(y).
B. Evidence lower bound
A central task in sparse HGP is the evaluation of the posterior p(z|y). Under the sufficient statistic assumption, we arrive at p(z|y) = p(f |f m )p(g|g u )p(f m |y)p(g u |y). Due to the intractability of p(z|y) in practice, we employ the meanfield theory [54] to approximate p(z|y) as
where q(f m ) and q(g u ) are free variational distributions to approximate the posteriors p(f m |y) and p(g u |y), respectively. In order to push the approximation q(z) towards the exact distribution p(z|y), we minimize their Kullback-Leibler (KL) divergence KL(q(z)||p(z|y)), which, on the other hand, is equivalent to maximizing the ELBO F , since KL(., .) ≥ 0, as
(8) As a consequence, instead of directly maximizing the intractable log p(y) for inference, we now seek the maximization of F w.r.t. the variational distributions q(f m ) and q(g u ).
5 Sufficient statistic means the variables z and f are independent given fm, i.e., it holds p(z|f , fm) = p(z|fm).
By reformulating F we observe that
where H(q(g u )) is the information entropy of q(g u ), and
where C 0 is a normalization constant to make q * (f m ) be a valid probability density function (PDF). Observing (9), we find that given q(g u ), q * (f m ) is the optimal distribution since it maximizes the bound F .
Therefore, by substituting q * (f m ) back into F , we arrive at a tighter ELBO, given q(g u ) = N (g u |µ u , Σ u ), as
where R g is an n × n diagonal matrix with
ii/2 , and the mean and variance
come from q(g) = p(g|g u )q(g u )dg u which approximates p(g|y). It is observed that the analytical bound F V depends only on q(g u ) since we have "marginalized" q(f m ) out. Let us delve further into the terms of F V in (11):
• The log term log N (y|0, Σ y ), where Σ y = Q f nn + R g , is analogous to that in a standard GP. It achieves biasvariance trade-off for both f and g by penalizing model complexity and low data likelihood [1] .
• The two trace terms act as a regularization, which helps choose good inducing sets for f and g, and guard against over-fitting. It is observed that
represent the total variance of the training conditionals p(g|g u ) and p(f |f m ), respectively. In order to maximize F V , the trace terms should be very small, which implies that f m and g u must be very informative (i.e., sufficient statistics) for f and g, called variational compression [55] . Particularly, the zero traces indicate that f m = f and g u = g, thus recovering the variational HGP (VHGP) in [18] . Besides, the zero trace terms imply that the variances of q(g u ) equal to that of p(g u |y).
• The KL term is a constraint for rationalising q(g u ). It is observed that minimizing the trace terms only pushes the variances of q(g u ) towards that of p(g u |y). To let the covariances of q(g u ) rationally approximate that of p(g u |y), the minimization of the KL term penalizes q(g u ) so that it does not deviate significantly from the prior p(g u ).
C. Reparameterization and inference
In order to maximize the ELBO F V in (11), we need to infer w = u + u(u + 1)/2 free variational parameters in µ u and Σ u , i.e., the number of variational parameters is quadratic to the inducing size for g. Assume that u = 0.01n, then w is larger than n when the training size n > 2 × 10 4 , leading to a high-dimensional and non-trivial optimization task.
We observe that the derivatives of F V w.r.t. µ u and Σ u are
where the diagonal matrix
g , and the operator ⊙ represents element-wise product. Hence, it is observed that µ u and Σ
at the maximum of F V . Interestingly, we find that both the optimal µ u and Σ u depend on the diagonal matrix Λ nn = 0.5(Λ ab nn + I), which is a positive semi-definite diagonal matrix, see the non-negativity proof of Λ nn in Appendix A. Hence, we re-parameterize µ u and Σ u in terms of Λ nn as
The re-parameterization in (14a) and (14b) eases the model inference by (i) reducing the number of variational parameters from ω to n, and (ii) limiting the new variational parameters Λ nn to be non-negative, thus narrowing the search space. So far, the bound F V depends on the variational parameters Λ nn , the kernel parameters θ f and θ g , the mean parameter µ 0 for g, and the inducing points X m and X u . We maximize F V to infer all these hyperparameters ψ = {Λ nn , θ f , θ g , X m , X u } jointly for model selection. This nonlinear optimization task can be solved via conjugate gradient descent (CGD), since the derivatives of F V w.r.t. these hyperparameters have closed forms, see Appendix B.
D. Predictive Distribution
The predictive distribution p(y * |y, x * ) at the test point x * is approximated as
As
Through the "completing the square" operation, we recognize this Gaussian distribution as
It is interesting to find in (17b) that the correction term k
contains the heteroscedasticity information from the noise term R g . Hence, q(f * ) produces heteroscedastic variances over the input domain, see an illustration example in Fig. 2(b) . The heteroscedastic σ 2 f * (i) eases the learning of g, and (ii) plays as an auxiliary role, since the heteroscedasticity is mainly explained by g. 6 Also, VSHGP is believed to produce a better prediction mean µ f * through the interaction between f and g in (17a). 7 Similarly, we have the predictive distribution q(g
Finally, using the posteriors q(f * ) and q(g * ), and the likelihood p(y * |f * , g * ) = N (y * |f * , e g * ), we have
which is intractable and non-Gaussian. However, the integral can be approximated up to several digits using Gauss-Hermite quadrature, resulting in the mean and variance as [18] µ(x * ) =µ f * , (20a)
In the final prediction variance σ 2 (x * ), σ 2 f * mainly represents the uncertainty about f due to data density, and theoretically it approaches zero with increasing n; the exponential term brings about the intrinsic heteroscedastic noise uncertainty.
It is notable that the unifying VSHGP includes VHGP [18] and variational sparse GP (VSGP) [27] as special cases: when f m = f and g u = g, VSHGP recovers VHGP; when q(g u ) = p(g u ), i.e., we are now facing a homoscedastic regression task, VSHGP regenerates to VSGP.
Overall, by introducing inducing sets for both f and g, VSHGP is equipped with the means to handle large-scale heteroscedastic regression. However, (i) with current time complexity O(nm 2 + nu 2 ), which is linear with training size, VSHGP is still unaffordable for large-scale datasets with, e.g., millions of data points; and (ii) as a global approximation, the capability of VSHGP is limited by the small and global inducing set.
To this end, we will introduce below two strategies to further improve the scalability and capability of VSHGP. 6 The formulation of σ 2 f * in (17b) is similar to that of FITC [49] . But differently, since FITC employs a constant noise variance, the heteroscedasticity can only be explained by σ 2 f * . 7 This happens when g is learned well, see the numerical experiments below.
III. STOCHASTIC VSHGP To further improve the scalability of VSHGP, the variational distribution q(f m ) = N (f m |µ m , Σ m ) is re-introduced to keep using the original bound F = q(z) log
T . The new F is a relaxed version of F V in (11) . It is found that the derivatives of F w.r.t µ m and Σ m satisfy
Let the gradients be zeros, we recover the optimal solution
The scalability is improved by F through the first term in the right-hand side of (21), which factorizes over data points. The sum form allows using efficient stochastic gradient descent (SGD), e.g., Adam [56] , with mini-batch mode for big data. Specifically, we choose a random subset B ⊆ {1, · · · , n} to have an unbiased estimation of F as
where |B| ≪ n is the mini-batch size. More efficiently, since the two variational distributions are defined in terms of KL divergence, we could optimize them along the natural gradients instead of the Euclidean gradients, see Appendix C.
Finally, the predictions of stochastic VSHGP (SVSHGP) follow (20a) and (20b), with the predictions of f and g replaced as
Compared to the deterministic VSHGP, the stochastic variant greatly reduces the time complexity from O(nm
, at the cost of requiring many more optimization efforts in the enlarged probabilistic space. 8 Besides, the capability of SVSHGP akin to VSHGP is still limited to the finite number of global inducing points.
IV. DISTRIBUTED VSHGP
To further improve the scalability and capability of VSHGP via many inducing points, we propose to combine VSHGP with local approximations, e.g., the Bayesian committee machine (BCM) [37] , [38] . We particularly care about the capability of VSHGP because of the explicit interaction between f and g in the predictions (17) . That means the quality of g in VSHGP affects the prediction mean through (17) .
A. Training experts with hybrid parameters
We first partition the training data D into M subsets
Then, we train a VSHGP expert M i on D i by using the relevant inducing sets X mi and X ui . Particularly, to obtain computational gains, an independence assumption is posed for all the experts (24) where ψ i is the hyperparameters to be inferred in M i , and (24) helps efficiently calculate the inversions
]. We train these VSHGP experts with hybrid parameters. Specifically, the BCM-type aggregation requires sharing the priors p(f * ) and p(g * ) over experts. That means, we should share the hyperparameters including θ f , θ g and µ 0 across experts. These global parameters are beneficial for guarding against over-fitting [38] , at the cost of however degrading the capability. Hence, we leave the variational parameters Λ nini and the inducing points X mi and X ui for each expert to infer them individually. These local parameters improve capturing local variety by (i) pushing q(g ui ) towards the posterior p(g ui |y i ) of M i , and (ii) using many inducing points.
It is notable that because of the local parameters, we should partition the data into disjoint experts rather than into random experts like [38] . The disjoint partition using clustering techniques produces local and separate experts which are desirable for learning the relevant local parameters. In contrast, the random partition, which assigns points randomly to the subsets, provides global and overlapped experts which are difficult to well estimate the local parameters. For instance, when the distributed DVSHGP (DVSHGP) uses random experts on the toy example below, it fails to capture the heteroscedastic noise.
Finally, suppose that each expert has the same training size n 0 = n/M , the training complexity for an expert is O(n 0 m 
B. Aggregation of experts
For each VSHGP expert M i , we obtain the predictive distribution q i (y * ) with the means {µ fi (x * ), µ gi (x * ), µ i (x *
)}. Thereafter, we combine the experts' predictions together to perform the final prediction by, for example the robust BCM (RBCM) aggregation, which naturally supports distributed/parallel computing [38] , [57] .
The key to the success of aggregation is that we do not directly combine the experts' predictions {µ i (x * ), σ
produces an invalid prediction variance with increasing n and M [39] ; and (ii) the predictive distribution q i (y * ) in (19) is non-Gaussian. To have a meaningful prediction variance, which is crucial for heteroscedastic regression, we perform the RBCM aggregation for the latent functions f and g, respectively. This is because the prediction variances of f and g approach zeros with increasing n, which agree with the property of RBCM.
We first have the aggregated prediction for f * as
where the prior p(
Hence, the mean and variance are expressed respectively as
where the weight β f i ≥ 0 represents the contribution of M i at x i for f , and is defined as the difference in the differential entropy between the prior p(f * ) and the posterior q i (f * ) as β f i = 0.5(log σ 2 f * * − log σ 2 fi (x * )). Similarly, for g which explicitly considers a prior mean µ 0 , the aggregated prediction is
where σ −2 g * * is the prior precision of g, and β g i = 0.5(log σ 2 g * * − log σ 2 gi (x * )) is the weight of M i at x i for g. Thereafter, as shown in Fig. 1 , the final prediction mean and variance akin to (20a) and (20b) are respectively combined as
The hierarchical and localized computation structure enables (i) large-scale HGP regression via distributed computations, and (ii) flexible approximation of slow-/quick-varying features by local experts and many inducing points (up to the training size n). 
, respectively. The red curves present the prediction mean, whereas the black curves represent 95% confidence interval of the prediction mean.
Finally, we illustrate the DVSHGP on a heteroscedastic toy example expressed as
where ǫ = N (0, σ 2 ǫ (x)) and σ ǫ (x) = 0.05 + 0.2(1 + sin(2x))/(1+e −0.2x ). We draw 500 training points from (30) , and use the k-means technique to partition them into five disjoint subsets. We then employ ten inducing points for both f i and g i of the VSHGP expert M i , 1 ≤ i ≤ 5. The modeling results in Fig. 2 turn out that (i) through five local experts, DVSHGP can efficiently employ up to 100 inducing points for modeling, and (ii) DVSHGP successfully describes the underlying function f and the heteroscedastic log noise variance g.
V. DISCUSSIONS
A. Implementation of DVSHGP
Regarding the implementation of DVSHGP, we should infer (i) the global parameters including the kernel parameters θ f and θ g , and the mean µ 0 ; and (ii) the local parameters including the variational parameters Λ nini and the inducing parameters X mi and X ui , for local experts
. Notably, the variational parameters Λ nini are crucial for the success of DVSHGP, since they represent the heteroscedasticity of noise variance. To learn the variational parameters well, there are two issues: (i) how to initialize them and (ii) how to optimize them. As for initialization, let us focus on VSHGP, which is the foundation for the experts in DVSHGP. It is observed in (14a) and (14b) that Λ nn directly determines the initialization of q(g u ) = N (µ u , Σ u ) which approximates p(g u |y). Since the prior of g u follows N (g u |µ 0 1, K g uu ), we intuitively place a prior mean µ 0 1 on µ u , resulting in Λ nn = 0.5I. On the contrary, if we initialize [Λ nn ] ii with a value larger or smaller than 0.5, the cumulative term K g un (Λ nn −0.5I)1 in (14a) becomes far away from zero with increasing n, leading to improper prior mean for µ u . As for optimization, compared to standard GP, DVSHGP needs to additionally infer n variational parameters and M (m 0 + u 0 )d inducing parameters, which greatly enlarge the parameter space and increase the optimization difficulty. Hence, we use an alternating strategy where we first optimize the variational parameters individually to roughly capture the heteroscedasticity, followed by learning all the hyperparameters jointly. Fig. 3 depicts the inferred variational parameters varying over training points by DVSHGP and the original VHGP [18] , respectively, on the toy problem. It turns out that the variational parameters estimated by DVSHGP (i) generally agree with that of VHGP, and (ii) showcase local characteristics that are beneficial for local variety.
B. Implementation of SVSHGP
To effectively infer the variational parameters in q(f m ) and q(g u ) through maximizing the ELBO F in (23), we adopt the natural gradient descent (NGD), which however should carefully tune the step parameter γ. For the GP regression using Gaussian likelihood, the optimal solution is γ = 1.0, since taking the unit step is equivalent to performing a variational Bayes update [30] . But for stochastic case, empirical results suggest that the value of γ should be gradually increased to some fixed value. Hence, we follow the schedule in [58] : take γ initial = 0.0001 and log-linearly increase γ to γ final = 0.1 Thereafter, we employ a hybrid strategy, called NGD+Adam, for optimizing the variational parameters and other hyperparameters simultaneously. Specifically, we perform a step of NGD on variational parameters with aforementioned γ schedule, followed by a step of Adam on the remaining hyperparameters with a fixed step γ adam = 0.01. Fig. 4 depicts the convergence histories of SVSHGP using Adam and NGD+Adam respectively on the toy example (30) . We use m = u = 20 inducing points and a mini-batch size of |B| = 50. As the ground truth, the final ELBO obtained by VSHGP is also provided. It is observed that (i) the NGD+Adam converges faster than the pure Adam, and (ii) the stochastic optimizers finally approach the solution of VSHGP.
C. DVSHGP vs. (S)VSHGP
Compared to the global (S)VSHGP, the performance of DVSHGP is enhanced by many inducing points and localized experts with individual variational and inducing parameters, resulting in the capability of capturing quick-varying features. To verify this, we apply DVSHGP and (S)VSHGP to the time-series solar irradiance dataset [59] which contains quickvarying and heteroscedastic features. In the comparison, DVSHGP employs the k-means technique to partition the 391 training points into M = 10 subsets, and uses m 0 = u 0 = 20 inducing points for each expert; (S)VSHGP employs m = u = 20 inducing points. Particularly, we initialize the length-scales in the SE kernel (3) as a pretty small value of 5 for k f and k g for (S)VSHGP on this quick-varying dataset. Fig. 5 shows that (i) DVSHGP captures the quick-varying and heteroscedastic features successfully via local experts and many inducing points; (ii) (S)VSHGP however fails due to the small set of global inducing points. 9 
VI. NUMERICAL EXPERIMENTS
This section verifies the proposed DVSHGP and SVSHGP against existing scalable HGPs on a synthetic dataset and four real-world datasets. The comparison includes (i) GPVC [8] , (ii) the distributed variant of PIC (dPIC) [29] , (iii) FITC [48] , and (iv) the SoD based empirical HGP (EHSoD) [11] . Besides, the comparison also employs VSGP [27] , a homoscedastic GP which can be used to showcase the benefits brought by the consideration of heteroscedasticity. Finally, we adopt the distributed homoscedastic RBCM model [38] , which utilizes all the training data without inducing points, as comparison.
We implement DVSHGP, FITC, EHSoD, VSGP and RBCM based on Rasmussen's GPML toolbox 10 ; we implement SVSHGP based on the GPflow package 11 ; we use the published GPVC codes 12 and the dPIC codes 13 . These codes are executed on a personal computer with four 3.70 GHz cores and 16 GB RAM for the synthetic and three medium-sized datasets, and on a Linux workstation with eight 3.20 GHz cores and 32GB memory for the large-scale dataset.
All the GPs employ the SE kernel in (3). Normalization is performed for both X and y to have zero mean and unit variance before training. Finally, we use n * test points {X * , y * } to assess the model accuracy by the standardized mean square error (SMSE) and the mean standardized log loss (MSLL) [1] . SMSE quantifies the discrepancy between the predictions and the exact observations. Particularly, it equals to one when the model always predicts the mean of y. Moreover, MSLL quantifies the predictive distribution, and is negative for better models. Particularly, it equals to zero when the model always predicts the mean and variance of y.
A. Synthetic dataset
We herein employ a two dimensional version of the toy example (30) as
with highly nonlinear latent function f (x) = sinc(0.1x 1 x 2 ) and noise ǫ(x) = N (0, σ 2 ǫ (0.1x 1 x 2 )). We randomly generate 10,000 training points and evaluate the model accuracy on 4,900 grid test points. We generate ten instances of the training data such that each model is repeated ten times.
We have M = 50 and m 0 = u 0 = 100 for DVSHGP, resulting in n 0 = 200 data points assigned to each expert; we have m b = 300 basis functions for GPVC; we have m = 300 for SVSHGP, FITC and VSGP; we have m = 300 and M = 50 for dPIC; we have M = 50 for RBCM; finally, we train two separate GPs on a subset of size m sod = 2, 000 for EHSoD. As for optimization, DVSHGP adopts a two-stage process: it first only optimizes the variational parameters using CGD with up to 30 line searches, and then learns all the parameters jointly using up to 70 line searches; SVSHGP trains with NGD+Adam using |B| = 1, 000 over 1,000 iterations; VSGP, FITC, GPVC and RBCM use CGD with up to 100 line searches to learn the parameters; dPIC employs the default optimization settings in the published codes; and finally EHSoD uses CGD with up to 50 line searches to train the two standard GPs, respectively. 14 The horizontal axis represents the sum of training and predicting time for a model. It turns out that DVSHGP, SVSHGP, dPIC, VSGP and RBCM are competitive in terms of SMSE; but DVSHGP and SVSHGP produce better results in terms of MSLL due to well estimated heteroscedastic noise. Compared to the homoscedastic VSGP and RBCM, FITC produces heteroscedastic prediction variances, which is indicated by the lower MSLL, at the cost of (i) sacrificing the prediction mean in terms of SMSE, and (ii) suffering from invalidate noise variance σ 2 ǫ . 15 As a principled HGP, GPVC performs slightly better than FITC in terms of MSLL. Finally, EHSoD produces the worst SMSE; but due to another separate GP for capturing noise variances, EHSoD outperforms the homoscedastic VSGP and RBCM in terms of MSLL.
In terms of efficiency, RBCM requires less computing time than the others which use approximate inference, because it contains no variational/inducing parameters, resulting in (i) lower complexity, and (ii) early stop for optimization. This also happens for the three datasets below.
Intuitively, Fig. 7 depicts the prediction variances of these GPs except dPIC in comparison to the exact σ 2 on the synthetic dataset. It is first observed that the homoscedastic VSGP and RBCM are unable to describe the complex noise variance by yielding a nearly constant variance over the input domain. In contrast, DVSHGP, SVSHGP and GPVC capture the varying noise variance accurately by using an additional noise process g; FITC also captures the profile of the exact σ 2 but produces unstable peaks and valleys; EHSoD is found to capture a rough expression of the exact σ 2 .
14 Note that since the dPIC codes only provide the estimation of prediction mean, we did not report its MSLL value as well as the boxplots of noise variance in the following plots. 15 FITC estimates the noise variance σ 2 ǫ as 0.0030, while VSGP estimates it as 0.0309. 
B. Medium real-world datasets
This section conducts comparison on three real-world datasets. The first is the 9D protein dataset [60] with 45,730 data points. This dataset, taken from CASP 5-9, describes the physicochemical properties of protein tertiary structure. The second is the 21D sarcos dataset [1] with 48,933 data points, which relates the inverse kinematics of a robot arm. The third is the 3D 3droad dataset which comprises 434,874 data points [61] extracted from a 2D road network in North Jutland, Denmark, plussing elevation information.
1) The protein dataset: For the protein dataset, we randomly choose 35,000 training points and 10,730 test points. In the comparison, we have M = 100 (i.e., n 0 = 350) and m 0 = u 0 = 175 for DVSHGP; we have m = 400 for SVSHGP, VSGP and FITC; we have m = 400 and M = 100 for dPIC; we have m b = 400 for GPVC; we have M = 100 for RBCM; and finally we have m sod = 4, 000 for EHSoD. As for optimization, SVSHGP trains with NGD+Adam using |B| = 2, 000 over 2,000 iterations. The optimization settings of other GPs keep consistent to that for the synthetic dataset.
The results of different models over ten runs are summarized in Fig. 8 . Among the HGPs, it is observed that dPIC outperforms the others in terms of SMSE, followed by DVSHGP. On the other hand, DVSHGP performs the best in terms of MSLL, followed by FITC and SVSHGP. The simple EHSoD is found to produce unstable MSLL results because of the small subset. Finally, as homoscedastic GPs, VSGP and RBCM provide mediocre SMSE and MSLL results.
Next, Fig. 9 offers insights into the distributions of log noise variances of all the GPs except dPIC on the protein dataset for a single run. Note that (i) as homoscedastic GPs, the log noise variances of VSGP and RBCM are marked as dash and dot lines, respectively; and (ii) we plot the variance of p(f * |D.x * ) for FITC since (a) it accounts for the heteroscedasticity and (b) the scalar noise variance σ 2 ǫ is severely underestimated. The results in Fig. 9 indicate that the protein dataset may contain huge noise varying over the input domain. Another observation is that compared to the VSGP using a global inducing set, the localized RBCM provides a more compact estimation of σ 2 ǫ . This compact noise variance, which has also been observed on the two datasets below, brings lower MSLL for RBCM.
Furthermore, we clearly see the interaction between f and g for DVSHGP, SVSHGP and GPVC. The small MSLL of RBCM suggests that the protein dataset may own small noise varaicnes at some test points. Hence, the localized DVSHGP, which is enabled to capture the local variety through individual variational and inducing parameters for each expert, produces a longer tail in Fig. 9 . The well estimated heteroscedastic noise in turn improves the prediction mean of DVSHGP through the interaction between f and g. In contrast, due to the limited global inducing set, the prediction mean of SVSHGP and GPVC is traded for capturing heteroscedastic noise.
Notably, the performance of sparse GPs is affected by their modeling parameters, e.g., the inducing sizes m 0 , m, u 0 and u, the number of basis functions m b , and the subset size m sod . Fig. 10(a) and (b) depict the average results of sparse GPs over ten runs using different parameters. Particularly, we investigate the impact of subset size n 0 on DVSHGP in Fig. 10 (c) using m 0 = u 0 = 0.5n 0 . It is found that DVSHGP favours large n 0 (small M ) and large m 0 and u 0 . Similarly, VSGP and FITC favour more inducing points. However, dPIC offers an unstable SMSE performance with increasing m. GPVC performs slightly worse with increasing m b in terms of both SMSE and MSLL, which has also been observed in the original paper [8] . This may be caused by the sharing of basis functions for f and g. Finally, because of the difficulty of approximating the empirical variances, EHSoD showcases poor MSLL values when m sod ≥ 3000.
2) The sarcos dataset: For the sarcos dataset, we randomly choose 40,000 training points and 8,933 test points. In the comparison, we have M = 120 (i.e., n 0 ≈ 333) and m 0 = u 0 = 175 for DVSHGP; we have m = 600 for SVSHGP, VSGP and FITC; we have m = 600 and M = 120 for dPIC; we have m b = 600 for GPVC; we have M = 120 for RBCM; and finally we have m sod = 4, 000 for EHSoD. The optimization settings are the same as before.
The results of different models over ten runs on the sarcos dataset are depicted in Fig. 11 . Besides, Fig. 12 depicts the log noise variances of the GPs on this dataset. Different from the protein dataset, the sarcos dataset seems to have weak heteroscedastic noises across the input domain, which is verified by the facts that (i) the noise variance of DVSHGP is a constant, and (ii) DVSHGP agrees with RBCM in terms of both SMSE and MSLL. Hence, all the HGPs except EHSoD perform similarly in terms of MSLL, and most of the EHSoD runs produce negative values.
In addition, the weak heteroscedasticity in the sarcos dataset reveals that we can use only a few inducing points for g to speed up the inference. For instance, we retrain DVSHGP using the same parameters except for u 0 = 5. This extremely 3) The 3droad dataset: Finally, for the 3droad dataset, we randomly choose 390,000 training points, and use the remaining 44,874 data points for testing. In the comparison, we have M = 800 (i.e., n 0 ≈ 487) and m 0 = u 0 = 250 for DVSHGP; we have m = 500 for SVSHGP, VSGP and FITC; we have m = 500 and M = 800 for dPIC; we have m b = 500 for GPVC; we have M = 800 for RBCM; and finally we have m sod = 8, 000 for EHSoD. As for optimization, SVSHGP trains with NGD+Adam using |B| = 4, 000 over 4,000 iterations. The optimization settings of other GPs keep the same as before.
The results of different models over ten runs on the 3droad dataset are depicted in Fig. 13 . It is observed that DVSHGP outperforms the others in terms of both SMSE and MSLL, followed by RBCM. For other HGPs, especially SVSHGP and GPVC, the relatively poor noise variance (large MSLL) in turn sacrifices the accuracy of prediction mean. Even though, the heteroscedastic noise helps SVSHGP, GPVC and FITC produce MSLL similar to that of VSGP.
In addition, Fig. 14 depicts the log noise variances of these GPs on the 3droad dataset. The highly accurate prediction mean of DVSHGP helps well estimate the heteroscedastic noise. It is observed that (i) the noise variances estimated by DVSHGP are more compact than that of other HGPs; and (ii) the average noise variance agrees with that of RBCM.
Finally, the results from the 3droad dataset together with the other two datasets indicate that:
• the well estimated noise variance of HGPs will in turn improve the prediction mean via the interaction between f and g; otherwise, it may sacrifice the prediction mean; • the heteroscedastic noise usually improves scalable HGPs over the homoscedastic VSGP in terms of MSLL.
C. Large real-world dataset
The final section evaluates the performance of different GPs on the 11D electric dataset, 16 which is partitioned into two million training points and 49,280 test points. The scalable HGPs in the comparison include DVSHGP, SVSHGP, dPIC and EHSoD. 17 Besides, the RBCM and the stochastic variant of VSGP, named SVGP [30] , are employed for comparison.
In the comparison, we have M = 2, 000 (i.e., n 0 = 1, 000) and m 0 = u 0 = 300 for DVSHGP; we have m = 2, 500 for SVSHGP and SVGP; we have m = 2, 500 and M = 2, 000 for dPIC; we have M = 2, 000 for RBCM; and finally we have m sod = 15, 000 for EHSoD. As for optimization, SVSHGP trains with NGD+Adam using |B| = 5, 000 over 10,000 iterations; The optimization settings of other GPs keep the same as before.
The average results over five runs in Table I indicate that DVSHGP outperforms the others in terms of both SMSE and MSLL, followed by SVSHGP. The simple EHSoD provides the worst performance, and cannot be improved by using larger m sod due to the memory limit in current infrastructure. Additionally, in terms of efficiency, we find that (i) SVSHGP is better than DVSHGP due to the parallel/GPU acceleration deployed in Tensorflow; 18 (ii) SVGP is better than SVSHGP because of lower complexity; and (iii) the huge computing time of dPIC might be incurred by the unoptimized codes.
Finally, due to the distributed framework, Fig. 15 (a) depicts the total computing time of DVSHGP using different numbers of processing cores. It is observed that the DVSHGP using eight cores achieves a speedup around 3.5 in comparison to the centralized counterpart. Fig. 15(b) also exploits the performance of SVSHGP using a varying mini-batch size |B|. It is observed that (i) a small |B| significantly speeds up the model training, and (ii) different mini-batch sizes yield similar SMSE and MSLL here, because the model has been optimized over sufficient iterations. 16 The dataset is available at https://archive.ics.uci.edu/ml/index.php. 17 GPVC and FITC are unaffordable for this massive dataset. Besides, the stochastic variant of FITC in [31] is not included, since it does not provide an end-to-end training. 18 Further GPU speedup could be utilized for DVSHGP in the Matlab environment. Fig . 15 . Illustration of (a) the computing time of DVSHGP vs. number of processing cores, and (b) the performance of SVSHGP, from left to right, using |B| = 1, 000, 2,500 and 5,000 on the electric dataset.
VII. CONCLUSIONS
In order to scale up HGP to large-scale datasets, we have presented distributed and stochastic variational sparse HGPs. The proposed SVSHGP improves the scalability through stochastic variational inference. The proposed DVSHGP (i) enables large-scale HGP regression via distributed computations, and (ii) achieves high model capability via localized experts and many inducing points. We compare them to state-of-theart scalable homoscedastic/heteroscedastic GPs on a synthetic dataset and four real-world datasets. The comparative results obtained indicate that DVSHGP exhibits superior performance in terms of both SMSE and MSLL; while due to the limited global inducing set, SVSHGP may sacrifice the prediction mean for capturing heteroscedastic noise.
Our future work will consider the heteroscedasticity in the underlying function f , i.e., the non-stationary, like [17] , [24] , [41] . The integration of various kinds of heteroscedasticity is believed to improve predictions.
APPENDIX A NON-NEGATIVITY OF Λ nn
We know that the variational diagonal matrix Λ nn expresses
In order to prove the non-negativity of Λ nn , we should figure out the non-negativity of the diagonal elements of Λ 
T , we have indicating that the diagonal elements must be non-negative. Hence, from the foregoing discussions, we know that Λ nn is a non-negative diagonal matrix.
APPENDIX B DERIVATIVES OF F V W.R.T. HYPERPARAMETERS Let λ n = log(Λ nn 1) collects n variational parameters in the log form for non-negativity, we have the derivatives of F V w.r. , and the operator ⊙2 represents the element-wise power.
The derivatives of F V w.r.t. the kernel parameters θ f = {θ For exponential family distributions 19 parameterized by natural parameters θ, we update the parameters using natural gradients as
where F is the objective function, and G θ == ∂ψ (t) /∂θ (t) is the fisher information matrix with ψ being the expectation parameters of exponential distributions. For q(g u ) ∼ N (g u |µ u , Σ u ), its natural parameters are θ which are partitioned into two components
where θ 1 comprises the first m elements of θ, and Θ 2 the remaining elements reshaped to a square matrix. Accordingly, the expectation parameters ψ are divided as
Thereafter, we update the natural parameters with step γ (t) as
where ∂F/∂ψ 1 (t) = ∂F/∂µ u (t) and ∂F/∂Ψ 2 (t) = ∂F/∂Σ u (t) . The derivatives ∂F/∂µ u and ∂F/∂Σ u are respectively expressed as For q(f m ) ∼ N (f m |µ m , Σ m ), the updates of µ m (t+1) and Σ m (t+1) follow the foregoing steps, with the derivatives ∂F/∂µ m and ∂F/∂Σ m taking (22) .
