Decisions are typically made after integrating information about multiple attributes 35 of alternatives in a choice set. The computational mechanisms by which this integration 36 occurs have been a focus of extensive research in humans and other animals. Where 37 observers are obliged to consider attributes in turn, a framework known as "selective 38 integration" can capture salient biases in human choices. The model proposes that 39 successive attributes compete for processing resources and integration is biased 40 towards the alternative with the locally preferred attribute. Quantitative analysis shows 41 that this model, although it discards choice-relevant information, is optimal when the 42 observers' decisions are corrupted by noise that occurs beyond the sensory stage. Here, 43
INTRODUCTION
of 160 px. Each pair of bars remained on screen for 350 ms, and between successive 168 pairs of bars, there was a jittered gap of empty black frames, lasting on average 150 ms 169
(uniformly drawn between 100 -200 ms). The first bar was a forward mask (300ms 170 after fixation onset) of maximal bar height that occurred on both sides and was not 171 included in the analysis. Bars were thus presented at a rate of ~2 Hz (including the 172 jitter) to minimise steady state neural responses. When all 9 bar pairs had been 173 presented, a backward mask appeared again on screen for 50 ms. The fixation dot then 174 turned black, indicating to the participants that they could respond by pressing the A 175 and L keys on a QWERTY standard keyboard using the left and right hand to choose 176 left and right stream respectively. Response mapping was fixed for the entire 177 experiment. If participants failed to respond within 3 seconds, the fixation dot would 178 turn red for 1000 ms and the words 'Too late' appeared in red above the fixation dot. 179
When they responded before the deadline, the fixation dot would change colour for 500 180 ms: green for a correct response and red for incorrect. The next trial started after an 181 inter-trial interval (ITI) of 300 ms. A trial could thus last for a maximum of 9350 ms 182 (assuming 3 seconds with no response). 
with the slope of determining the extent to which the difference between the two 247 input values attenuates the input values . Values of close to zero indicate a limited 248 sensitivity to the difference in bar height, treating the gating of locally 'winning' and'losing' samples almost equally when the difference between them is small versus when 250 their difference is large (note that the 'winning' sample changes with the frame of 251 reference i.e. whichever sample is highest in the high frame and lowest in the low 252 frame). Larger values of then indicate an increased sensitivity to the magnitude of 253 the difference between the bar heights in a sample pair, giving rise to a tendency to 254 more strongly overweight the locally winning sample for larger differences; negative 255 values of have the converse effect. The transfer function itself ensures that for very 256 large differences between the bars, where it is clear which of the two bars wins, the 257 winning input value is integrated close to its original value, while the losing sample 258 value is almost entirely suppressed (i.e. w is close to 0 or 1). On the other hand, for 259 input values that lie close together and comparison is difficult, both values carry 260 approximately equal weight to their accumulators. A recent study demonstrated that a 261 'graded' selective integration such as the one proposed here outperformed a 'binary' 262 selective integration that works independent of the size of the sample difference, both 263 in predicting human choices and its robustness to noise (Glickman et al., 2018) . 
275
is the slope of the response function, often referred to as 'late' or 'integration 276 noise', a factor that adds uncertainty to the final choice. Finally, a lapse rate parameter 277 was added to the response function to allow for higher error rates in the model. 278
Model fitting procedure 280
The model has four free parameters: selective gating parameter , leak , late noise 281 and lapse rate . Best fitting parameter sets for each participant were obtained by 282 minimizing the negative sum of the log-likelihoods using a scatter-search based global 283 optimization solver in Matlab. The parameter search space was constrained as follows: 284 285 ∈ {−.02, … ,0.2}, 286 ∈ {0.001, … ,0.2}, 287 , ∈ {0.01, … ,0.5} 288
289
To test whether the gating parameter significantly contributed to the model 290 performance, two models were compared: the full SI model and a fixed gating model. 291
For the fixed gating model was set to 0, which effectively gave equal weight to each 292 input ( = 0.5), whereas for the full model was unrestricted, allowing to take 293 any value between 0 and 1. Model fits were compared through split-half cross-294 validation, a method that allows comparing models with different numbers of free 295 parameters through their generalizability to new data. One recording session would 296 serve as the training set and the best fitting parameters obtained from the training set 297
were then used to estimate how well they predicted responses in the other session and 298 vice versa. Log-likelihoods from both test sets were then summed per participant and 299
Wilks' test was used to identify the most appropriate model. Best fitting parameters for 300 the model used in subsequent analyses were estimated from the collapsed data over 301 both recording sessions. 302
303

Parameter recovery 304
To ensure there was no trade-off between the parameters of our model, we tested 305 whether simulated parameter combinations could be recovered using the same model-306 fitting procedure as above. We were mainly interested in the possible trade-off between 307 the and parameters and therefore performed our parameter recovery procedure 308 once for each parameter of interest. First, we generated 25 equidistant values over the 309 full sampling range of the parameter of interest. We then generated 500 random 310 combinations of the three remaining parameters. The sampling space of all parameters 311 was limited by the minimum and maximum estimated values from the real data. Atevery step of the parameter of interest, model responses were generated for the 500 313 parameter combinations using the input data from a randomly selected subject each 314 time (1200 trials). Finally, the input data and model generated responses were used to 315 estimate best-fitting parameters again and test how well we could recover the original 316 parameter combinations. Statistical tests on the recovery error for the remaining three 317 parameters were performed on the 25 values obtained after averaging over the 500 318 random iterations at each step. 319
320
Statistical analysis 321
All analyses of human data were performed on the collapsed data from both 322 The SI model further allows for a 'recency effect' through the leak parameter,
The model thus consisted of 9 parametric regressors representing the serial position 345 in the stream. If choices were driven more by more recent samples, coefficient estimates 346 should be higher for regressors coding for later samples. 347
All statistical tests were performed at the group level. Given the relatively low 348 number of subjects, we opted for non-parametric tests that do not assume a normal 349 distribution of the data. for each participant and interpolated based on the weighted average of the surrounding 366 electrodes. Next the data was re-referenced offline to average reference (excluding 367 EOG channels). Trial epochs were extracted spanning 1 second prior to the fixation dot 368 onset until 7 seconds after. Epochs were subsequently baselined relative to the pre-369 fixation time window of -500 to 0 ms. Artefacts related to eye-blinks and other sources 370 of consistent noise were identified through Independent Component Analysis (ICA) 371 and removed from the data after visual inspection. Finally, the data were epoched again 372 at different times for various analyses. For the sample-based regressions, the data wereepoched relative to each sample pair onset, starting at 100 ms before until 750 ms after 374 sample onset and baselined again relative to the full pre-stimulus window, to exclude 375 any systematic offset during the length of the trial. For response-locked analyses, the 376 epoch was set to 3 seconds prior to response onset to 300 ms after. The baseline window 377 was chosen at 3 to 2.5 seconds before response onset. 378 HEOG channel data were pre-processed using a similar pipeline, apart from average 379 referencing and ICA. 380 381
Time-frequency transformation 382
The pre-processed epochs spanning 8 seconds were transformed into the time- 
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The data was subsequently epoched into smaller epochs between [-100, 750] ms 393 relative to sample pair onset. For visualization purposes the time-frequency results were 394 interpolated, while cluster statistics were performed on the raw data. 395
396
EOG control analysis: regression model 397
Although we tried to control for large saccades with the eye-tracker, there remained 398 the possibility that small eye movements towards the winning sample were driving 399 some of our neural findings. Because we did not have access to very precise eye-400 tracking data as it was only used for online monitoring, we turned to the signals 401 recorded with the horizontal dipolar electrodes (HEOG). To assess how eye movements 402 were influenced by decision information, here operationalised as the difference in 403 momentary evidence, we constructed a regression model with the epoched HEOG 404 signal as the dependent variable.
The difference in decision information (Δ( % } , % y )) was split into two regressors: 408 the absolute strength of evidence and the sign (or direction) of the information. The The The same regression model and contrasts were used to study differences in 461 lateralization of alpha band activity, with an additional iteration over frequency bands. 462
The averaged time window was temporally smoothed with a 100 ms full-width at half-463 maximum (FWHM) Gaussian kernel before cluster-based permutation test (cluster-464 defining threshold and corrected significance level at p < 0.025). We used a lower p-465 value threshold for our cluster correction algorithm for the time-frequency analysis, to 466 avoid clusters from different frequency bands to merge into one, potentially inflating the course of the trial and was therefore conducted at the sample level (for samples 2 to 474 9), regressing EEG signals from sample against the absolute sum of differences up to 475 the previous sample (i.e. 1 to − 1) and controlling for the evidence on sample : 476
478
Since the outcome is rectified, i.e. unsigned with respect to the response hand, this 479 measure was not confounded with motor responses. Because the cumulative difference 480 for early samples was too highly correlated with the generative data, making it hard to 481 disentangle the two, we opted to derive the independent variables from the model 482 estimates rather than the generative data. 483
RESULTS
485
Behavioural results 486 487
We first examined the behavioural data to test whether participants weighted the 488 samples as described by the selective integration model. We fitted a logistic regression 489 model that separately estimated the influence of winning and losing samples on right-490 hand choices (Eq. 6). The null hypothesis is that there will be no difference in how 491 much influence winning samples (e.g.
& when & > ' ) and losing samples (e.g.
when & > ' ) carry on choice. However, we found that parameter estimates for 493 winning samples (Mdn Y'6 = 3.12) were significantly higher than for losing samples 494 
001). 518
Finally, the SI model predicts a 'recency effect', where samples presented later in a 519 trial should carry more weight on the final decision, because there was less time for this 520 information to be lost. A new logistic regression model predicting right-hand choices 521 (Eq. 7) showed that indeed, when sample pairs were assessed based on their serial 522 position in a trial, parameter estimates increased over time, indicated by a significantly 523 increasing slope fitted to each subject's parameter estimates ( Fig. 2C ; Mdn slope = 524 0.13; Z = 3.41, p < 0.001). 525 (Fig. 2D) . To determine qualitative fits of both models, we reran our 562 behavioural analyses on model choices. The full model was able to reproduce the 563 difference in parameter estimates for winning and losing samples ( Fig. 2A) and the 564 recency effect (Fig. 2C) , even though the model was not specifically fit to these data 565 points. Only the full model was further able to capture the lower performance in the 566 'infrequent winner' condition (Fig. 2B) , and in general captured the patterns in human 567 performance per condition qualitatively better than the fixed model. 568
Finally, Tsetsos et al. (2016) showed that the fitted parameters for gating and late 569 noise were highly correlated in their data set (but not for simulated data), suggesting 570 that the strength of the gating process compensates for higher levels of integration 571 noise. We replicated this finding in our data set (Spearman = -0.91, p < 0.0001) (Fig.  572   2E) . To ensure that this correlation was not due to a trade-off between the two 573 parameters ( and ), we performed parameter recovery on simulated parameter 574 combinations while systematically varying either or and assessed how well our 575 fitting procedure could recover the original parameters. As shown in Figure 2F , we 576 could successfully recover the original parameters, while the recovery error was not 577 significant for any of the remaining parameters (all p > 0.115). Moreover, we could not0.99). The larger confidence interval for when varying possibly indicates a trade-580 off between the slope and lapse rate of the response function. 581 
585
Eye movement control analysis 586
Despite our best attempts to control for large eye movements, there remains the 587 possibility that smaller eye-movements occurred undetected and influenced our neural 588 findings. To better understand how decision information could be driving eye 589 movements, we decided to run a control analysis directly explaining trial-by-trial 590 fluctuations in horizontal eye movements. We regressed dipolar HEOG signals against 591 the absolute difference in decision evidence and the sign (i.e. direction) of the 592 difference (Eq. 9). We found that indeed eye movements were significantly explained 593 by the sign of the decision information between ~300 and 500 ms (pcluster < 0.05; 
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Early modulation of posterior EEG activity 608
The SI model states that selective gating occurs at the level of the individual samples 609 before evidence is passed to a subsequent integration stage. We thus predicted that 610 posterior EEG signals would encode locally "winning" samples with higher gain than 611 "losing" samples, i.e. that the slope of regression linking decision information to EEG 612 amplitudes would be steeper for winners than losers. In addition to this multiplicative 613 effect, we also tested for an additive bias, i.e. that EEG signals were higher contralateral 614 to the winning sample, irrespective of its input value. 615
Since samples were presented parafoveally, we expected these effects to occur 616 contralateral to the location of each sample. We therefore focused our analyses on two 617 a priori defined posterior regions of interest (ROI): left and right occipito-parietal 618 electrodes. We constructed a linear regression model (Eq. 10) with two intercepts, 619 coding whether the left or right sample won within a sample pair (to test the additive 620 effect), and four parametric regressors coding the sample evidence separately for left 621 and right and whether the sample won or not (to test the multiplicative effect). 622
We first examined the coefficients associated with the parametric regressors that, at 623 each time point and electrode, reflect the slope of the relationship between themagnitude of the decision evidence and EEG amplitude, separated for winning and 625 losing samples. After collapsing over posterior electrodes contralateral to winning or 626 losing samples, we found that the sample evidence of both winning and losing samples 627 was encoded in the EEG signal around 250 ms, but more importantly, this was 628 significantly stronger for winning samples (pcluster < 0.05; Fig. 4A ). This suggests that, 629 as predicted, samples carrying equal decision evidence are encoded more strongly in 630 the EEG signal when they are the winning sample in a sample pair. 631
The intercepts of the regression model then reflect the average signal in trials where 632 either the left or the right sample won, independent of their decision evidence. At each 633 time point and electrode, the parameter estimates reflect an additive effect of sample 634 identity (winner or loser) on EEG signals. To test a difference in the additive effect of 635 winning and losing samples, we averaged intercept parameter estimates at ROI 636 electrodes contralateral to all winning samples and compared them to the averaged 637 intercept parameter estimates at ROI electrodes contralateral to all losing samples. This 638 initially yielded a significant effect whereby signal in posterior electrodes responded to 639 winning samples more strongly than losing samples (pcluster < 0.05; Fig. 4B ) between 640 ~200 and 300 ms after sample onset. However, when adding HEOG nuisance 641 regressors, the effect was attenuated and no longer survived cluster correction (p > 642 0.05). It did, however, remain robustly significant when averaging over a 200 -300 ms 643 time window (Z = -3.85, p = 0.0001, Wilcoxon signed rank test). We thus interpret the 644 additive effect with caution; there is a possibility that small eye movements could at 645 least partially explain the neural effects we find here. 646
The negative contralateral modulations reported here show a strong resemblance to 647 the well-known N2pc component from event-related potential (ERP) literature (Luck 648 and Hillyard, 1994; Luck, 2012), a posterior negativity contralateral to the (covertly) 649 attended target starting around 200 ms after stimulus onset. For the additive effect, this 650 is expected, because the analysis we conducted on the intercept is closely related to the 651 computation of an ERP. However, the fact that this signal is also modulated by the 652 decision information nuances and extends previous work with trial averages. 653 
