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Using a level set method we develop a topological shape optimization method applied to power ﬂow problems in
steady state. Necessary design gradients are computed using an eﬃcient adjoint sensitivity analysis method. The bound-
aries are implicitly represented by the level set function obtainable from the ‘‘Hamilton–Jacobi type’’ equation with the
‘‘Up-wind scheme.’’ The implicit function is embedded into a ﬁxed initial domain to obtain the ﬁnite element response
and sensitivity. The developed method deﬁnes a Lagrangian function for the constrained optimization. It minimizes
a generalized compliance, satisfying the constraint of allowable volume through the variations of implicit boundary.
During the optimization, the boundary velocity to integrate the Hamilton–Jacobi equation is obtained from the opti-
mality condition for the Lagrangian function. Compared with the established topology optimization method, the devel-
oped one has no numerical instability such as checkerboard problems and easy representation of topological shape
variations.
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method1. Introduction
For the dynamic analysis of structural systems in high frequency range, the ﬁnite element method (FEM)
and boundary element method (BEM) to obtain the kinematic responses are not suitable due to the re-
quirement of mesh size that is closely related to the quality of analysis. Moreover, at high frequencies,0020-7683/$ - see front matter  2005 Elsevier Ltd. All rights reserved.
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becomes worse. Therefore, it is desirable to employ the statistical methods that predict the modal- and fre-
quency-averaged vibrational behavior of systems. Statistical energy analysis (SEA) is one of the methods
developed to overcome the diﬃculties in high frequency ranges. However, the SEA is well suited only
for high frequency problems with high modal density. Also it does not provide the spatial information
of energy distribution. Another alternative is a power ﬂow analysis (PFA) method. The PFA method
regards ‘‘ﬂow of vibrational energy’’ as ‘‘ﬂow of heat’’ in thermal systems. Similar to the thermal problems,
the governing equation for the PFA is a parabolic partial diﬀerential equation. The PFA enables to predict
the spatial energy variation in structures and handle local damping. The PFA is originally devised by Belov
et al. (1977). Butlitskaya et al. (1983) used the energy equation developed by Belov et al. to investigate the
propagation of both vibrational and acoustic energy in structures. Recently, Nefske and Sung (1989) per-
formed a ﬁnite element implementation of vibrational energy equation. The developed power ﬂow ﬁnite
element method (PFFEM) is used to predict the vibrational response of beams excited by point harmonic
forces.
Topology optimization methods enable designers to ﬁnd a suitable structural layout for required system
performances. Ever since Bendsøe and Kikuchi (1988) introduced the topology optimization using a
homogenization method, many topology optimization methods have been developed for both linear and
nonlinear structural problems in many disciplines such as solid mechanics, thermal, eigenvalue, and acous-
tic problems. Nowadays, the density method (Bendsøe, 1989) is preferred due to its simple implementation
compared with the homogenization method. This method deﬁnes a bulk material density, regarded as the
design variable varying from zero (void state) to unity (solid state), to distribute the material in the contin-
uum design domain. In the level set approach for the topology optimization, keeping the material homo-
geneous in the domain, its boundary rather than the material distribution is varying to meet the
optimization requirements. Furthermore, there is no need to consider the checkerboard patterns of material
distribution which is one of the frequently encountered numerical instabilities in the established topology
optimization methods.
Since the topology optimization necessarily involves many design variables, the sensitivity of perfor-
mance measures with respect to the design variables should be determined in a very eﬃcient way. The ad-
joint variable method (AVM) is computationally eﬃcient especially for the problems that have many design
variables but small number of performance measures because their design sensitivity can be computed in a
selective manner (Haug et al., 1986). Thus it is widely used in the topology optimization problems. In this
paper, a continuum method for the boundary variations is considered. Recently, Kim et al. (2004) devel-
oped an eﬃcient DSA method for the power ﬂow problems in steady state.
Osher and Sethian (1988) have devised a level set method for numerically tracking fronts and free bound-
aries, which is used in many applications as motion by mean curvature. Sethian and Wiegmann (2000) dis-
cussed about the resolution of the boundaries. In their paper, an explicit jump immersed interface method is
employed to compute the response of two-dimensional linear elasto-static problems of complex geometries
without meshes. Also, they use the material removal and addition scheme. The removal rate determines the
closed stress contours along the new holes and the velocity of the boundary motion. Allaire et al. (2002)
described a new implementation of a level set method for shape optimization. In their formulation, the
compliance and target displacement objectives are considered. The algorithm creates no holes inside the
domain and converges to a local minimum which strongly depends on the initial topology. Wang et al.
(2003) developed a numerical procedure for topology optimization using an implicit moving boundary.
They represent the structural boundary using the level set model that is embedded in a higher dimensional
scalar function.
In Section 2, the governing equation and weak formulation for the power ﬂow problems are discussed.
In Section 3, after deﬁning a level set function and solving the ‘‘Hamilton–Jacobi’’ equation, the implicit
moving boundary is embedded in the weak formulation. In Section 4, we formulate a topological shape
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method. In Section 5, some demonstrative numerical examples for various cases are presented, which show
similar results in comparison with the established topology optimization method.2. Power ﬂow problems
Consider a structural body occupying an open domain X bounded by a closed surface C as shown in
Fig. 1. All the material properties are assumed homogeneous and isotropic in the domain X.
Boundaries are composed of an energy boundary Ce and a ﬂux boundary Cq such thatCe [ Cq ¼ C and Ce \ Cq ¼ /. ð1Þ
The body is subjected to the rate of internal energy generation p and the following boundary conditions. A
prescribed energy density e0 on C
e and a prescribed energy ﬂux q0 on C
q in the inward normal direction are
imposed. n is an outward unit vector normal to the boundary.
For an energy ﬁeld e, the governing equation for the power ﬂow problems in steady state is written by c
2
g
gx
r2eþ gxe ¼ p; ð2Þwhere e, g, x, and cg are the time- and space-averaged energy density function, hysteresis damping factor,
exciting frequency, and group speed, respectively. For plate structures, the group velocity is deﬁned bycg ¼ 2 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2D
qh
4
s
¼ 2 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2Eh2
12qð1 m2Þ
4
s
; ð3Þwhere q, m, h, and D are the density, Poissons ratio, thickness, and ﬂexural rigidity of plate, respectively.
The boundary conditions are applied ase ¼ e0 on Ce ð4Þ
andq ¼ q0 on Cq. ð5Þ
The space Z for the trial solution is deﬁned byZ ¼ fe 2 ½H 1ðXÞd : e ¼ e0 on Ceg; ð6Þ
where d represents the dimension of problem and H1(X) is the Hilbert space of order one. The space Z for
the virtual ﬁeld is deﬁned byZ ¼ fe 2 ½H 1ðXÞd : e ¼ 0 on Ceg. ð7ÞFig. 1. Structural body in space.
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is written asZ
X
 c
2
g
gx
r2eeþ gxee
 !
dX ¼
Z
X
pedX for all e 2 Z. ð8ÞUsing the divergence theorem, Eq. (8) can be rewritten asZ
X
c2g
gx
re  reþ gxee
 !
dX ¼
Z
X
pedX
Z
Cq
 c
2
g
gx
re
 !
 nedC for all e 2 Z. ð9ÞDeﬁning a time- and space-averaged energy intensity I asI ¼  c
2
g
gx
re ð10Þand an energy ﬂux q asq ¼ n  I; ð11Þ
Eq. (9) is reduced toZ
X
c2g
gx
re  reþ gxee
 !
dX ¼
Z
X
pedX
Z
Cq
qedC for all e 2 Z. ð12ÞDeﬁning a bilinear formaðe;eÞ 
Z
X
c2g
gx
re  reþ gxee
 !
dX ð13Þand a linear form‘ðeÞ 
Z
X
pedX
Z
Cq
qedC. ð14ÞEq. (12) can be rewritten asFind e 2 Z such that aðe;eÞ ¼ ‘ðeÞ for all e 2 Z. ð15Þ3. Level set formulation
Let X  Rd be a bounded open domain with a smooth boundary C, at a generic conﬁguration, (as shown
in Fig. 2)X ¼ XN [ XD; ð16Þ
where XN and XD are a non-designable and a designable domains, respectively. The R
d stands for a d-
dimensional real space. Imagine the boundary of domain C moves in the direction normal to its boundary
with a known speed Vn. To derive the equation of moving boundary as time evolves, we embed this prop-
agating boundary as the zero level set / of a (d + 1)-dimensional function U(/,k). Given a closed d-dimen-
sional hyper-surface C at zero level, we come up with a formulation for the motion of the hyper-surface Cs
propagating along its normal direction with the speed Vn at time s. Let CI and XI be an initial reference
Fig. 2. Design domains and level set function.
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that is Lipschitz continuous and deﬁned on XI, satisfying/ðx; s ¼ 0Þ
þfðx;CÞ x 2 X;
¼ 0 x 2 C;
fðx;CÞ x 2 XInX;
8><
>: ð17Þwhere f(x,C) is a distance from a point x to the boundary C, for all x 2 Rd. Also let Cs and Xs be a moving
boundary and a corresponding domain at time s, respectively. Deﬁne an evolving level set function /(xs,s)
that is Lipschitz continuous and also deﬁned on XI, satisfying/ðxs; sÞ
þfðxs;CsÞ xs 2 Xs;
¼ 0 xs 2 Cs;
fðxs;CsÞ xs 2 XInXs;
8><
>: ð18Þwhere XI represents an initial reference domain that includes all the possible domains Xs, i.e.Xs  XI. ð19Þ
An outward unit vector n normal to the boundary C is obtained byn ¼  r/jr/j . ð20ÞA curvature j is deﬁned by the divergence of n, asj ¼ divn ¼ r  r/jr/j
 
. ð21ÞAlso, the area and length of boundary are obtained, respectively, byAreaðXÞ ¼
Z
XI
H^ð/ÞdX ð22ÞandLengthðCÞ ¼
Z
XI
dð/Þjr/jdX; ð23Þ
S. Cho et al. / International Journal of Solids and Structures 43 (2006) 172–192 177where H^ðxÞ and d(x) are the Heaviside and Dirac delta functions, respectively, deﬁned byH^ðxÞ ¼ 1; xP 0;
0; x < 0

ð24ÞanddðxÞ ¼ d
dx
H^ðxÞ. ð25ÞConsider a two-dimensional level set function /. We employ the level set method for the implicit repre-
sentation of boundaries. At arbitrary time, the level set model describes a surface in implicit form at zero
level as the iso-surface of a scalar function / : R2! R embedded in three-dimensional space, asS ¼ fx : /ðx; 0Þ ¼ kg; ð26Þ
where k and x are an arbitrary iso-value and a point on the iso-surface /, respectively. At arbitrary time s,
the surface is represented asSs ¼ fxs : /ðxs; sÞ ¼ kg. ð27Þ
Using the expressions in Eq. (18) and taking the material derivative of level set function with respect to the
parameter s leads to the ‘‘Hamilton–Jacobi equation’’ asD/
Ds
 o/ðxs; sÞ
os

s¼0
þr/ðxs; sÞjs¼0 
dxs
ds

s¼0
¼ o/ðx; 0Þ
os
þr/ðx; 0Þ  dx
ds
¼ 0. ð28ÞNote that the transportation of level set function / is deﬁned in the Lagrangian frame whereas the variation
of / is done in the Eulerian frame. The mapping between two level set models, i.e. T(x,s) : x! xs(x), x 2 X,
yields the design velocity ﬁeld for the shape optimization asxs  T ðx; sÞ ¼ xþ sVðx; 0Þ þ    ð29Þ
anddx
ds
 lim
s!0
xs  x
s
¼ Vðx; 0Þ ¼ VðxÞ. ð30ÞThus, Eq. (28) is rewritten byo/ðx; 0Þ
os
¼ r/ðx; 0Þ  VðxÞ. ð31ÞLet Vn be a speed function normal to the boundary. Using Eq. (20), we haveV n ¼ V  n ¼ VðxÞ  r/jr/j . ð32ÞSubstituting Eq. (32) into Eq. (31) and applying appropriate boundary conditions yield the following equa-
tions as:o/
os
¼ V njr/j; o/on

CI
¼ 0. ð33ÞGiven a normal velocity ﬁeld Vn(x), we can update the level set function /(x) at each time step by solving
Eq. (33) of the ﬁrst order partial diﬀerential equation with initial values. For computational stability, the
‘‘Up-wind scheme’’ (Sethian, 1999) is employed to solve Eq. (33)./nþ1ij ¼ /nij þ Dt½maxfðV nÞij; 0grþ þminfðV nÞij; 0gr; ð34Þ
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1
2 ð35Þandr ¼ fmaxðDþxij ; 0Þ2 þminðDxij ; 0Þ2 þmaxðDþyij ; 0Þ2 þminðDyij ; 0Þ2g
1
2. ð36ÞDxij ; D
y
ij , and Dt are the forward and backward diﬀerence operators on /
n
ij and a time step, respectively.
Embedding the obtained level set function / into Eq. (15), the variational problem can be written asFind e 2 Z such that a/ðe;eÞ ¼ ‘/ðeÞ for all e 2 Z. ð37Þ
The bilinear and linear forms are expressed, respectively, asa/ðe;eÞ 
Z
XI
H^ð/Þ c
2
g
gx
re  reþ gxee
 !
dX ð38Þand Z Z
‘/ðeÞ 
XI
H^ð/ÞpedX
XI
dð/Þjr/jqedX. ð39Þ4. Topological shape optimization
4.1. Formulation of topological shape optimization
The objective of topological shape optimization is to ﬁnd an optimal layout that minimizes the general-
ized compliance P/(e) of the system under prescribed loadings. The topological shape optimization prob-
lem is stated asMinimize P/ðeÞ 
Z
XI
H^ð/ÞpedX
Z
XI
dð/Þjr/jqedX; ð40Þ
Subject to
Z
XI
H^ð/ÞdX 6 Mmax; ð41Þwhere Mmax is an allowable volume. The function /, playing a role of the design variable and representing
the current implicit boundary, is varying as/s ¼ /þ su; u 2 W; ð42Þ
where u indicates the direction of boundary variations and belongs to the function space W.W ¼ fu 2 C1ðXIÞ : u ¼ 0 on CeIg. ð43Þ4.2. Adjoint design sensitivity analysis
Take Fre´chet derivative of Eq. (37) with respect to s in the direction of u asa/ðe0;eÞ ¼ ‘0/ðeÞ  a0/ðe;eÞ for all e 2 Z; ð44Þ
wherea0/ðe;eÞ 
Z
XI
dð/Þ c
2
g
gx
re  reþ gxee
 !
udX ð45Þ
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Z
XI
dð/ÞpeudX
Z
XI
d0ð/Þjr/juþ dð/Þ ðr/ÞjðruÞjjr/j
 
qedX
¼
Z
XI
dð/Þ peþr  qe r/jr/j
  
udXþ
Z
CI
dð/Þqe r/jr/j  nudC
¼
Z
XI
dð/Þ perfqeg  n jfqeg½ udX
Z
CI
dð/ÞqeudC. ð46ÞConsider a generalized compliance functional shown in Eq. (40). Then, we come up with the sensitivity of
the generalized compliance, taking advantage of Eq. (46) asdP/ðeÞ
ds
¼
Z
XI
H^ð/Þpe0 dX
Z
XI
dð/Þjr/jqe0 dXþ
Z
XI
dð/Þ½perfqeg  n jfqegudX

Z
CI
dð/ÞqeudC. ð47ÞDeﬁne an adjoint equation for the power ﬂow problems. Since e0 2 Z, regarding the implicit dependence
terms on the design variations as an adjoint load, the adjoint equation is formulated asa/ðk; kÞ ¼
Z
XI
H^ð/ÞpkdX
Z
XI
dð/Þjr/jqkdX for all k 2 Z. ð48ÞSince e0 2 Z, Eq. (48) can be rewritten asa/ðk; e0Þ ¼
Z
XI
H^ð/Þpe0 dX
Z
XI
dð/Þjr/jqe0 dX for all e0 2 Z. ð49ÞAlso, since k 2 Z, Eq. (44) can be rewritten as
a/ðe0; kÞ ¼ ‘0/ðkÞ  a0/ðe; kÞ for all k 2 Z. ð50ÞSince a/(•,•) is a symmetric operator, Eqs. (49) and (50) are equivalent so that the following equation holds:Z
XI
H^ð/Þpe0 dX
Z
XI
dð/Þjr/jqe0 dX ¼ ‘0/ðkÞ  a0/ðe; kÞ. ð51ÞSubstituting Eq. (51) into Eq. (47), we have the following expression:dP/ðeÞ
ds
¼ ‘0/ðkÞa0/ðe;kÞþ
Z
XI
dð/Þ½perfqeg njfqegudX
Z
CI
dð/ÞqeudC
¼
Z
XI
dð/Þ½pkrfqkg njfqkgudX
Z
CI
dð/ÞqkudC
Z
XI
dð/Þ c
2
g
gx
re rkþgxek
 !
udX
þ
Z
XI
dð/Þ½perfqeg njfqegudX
Z
CI
dð/ÞqeudC
¼
Z
XI
dð/Þ pðeþkÞrfqðeþkÞg njqðeþkÞ c
2
g
gx
re rkþgxek
 !" #
udX
þ
Z
CI
dð/ÞqðeþkÞudC¼
Z
XI
dð/ÞN/ðe;kÞudXþ
Z
CI
dð/ÞqðeþkÞudC. ð52Þ
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andu  o/
os
¼ o/
on
on
os
¼ 0 for the other x 2 CI . ð54ÞEq. (52) can be rewritten asdP/ðeÞ
ds
¼
Z
XI
dð/ÞN/ðe; kÞudX. ð55ÞNext, consider the constraint of allowable material volume asmð/Þ 
Z
XI
H^ð/ÞdX. ð56ÞIts derivative with respect to the boundary variation is derived asdmð/Þ
ds
¼
Z
XI
dð/ÞudX. ð57Þ4.3. Optimality conditions
The velocity ﬁeld Vn(x) deﬁnes the propagation speed of all level sets of the embedding function /(x)
along the outward normal direction. The velocity should be determined such that it reduces the generalized
compliance of the system while satisfying the requirement of allowable material volume. Deﬁne a Lagrang-
ian function K for the constrained optimization problems asKð/; l; sÞ ¼ P/ðeÞ þ lfmð/Þ þ s2 Mmaxg
¼
Z
XI
H^ð/ÞpedX
Z
XI
dð/Þjr/jqedXþ l
Z
XI
H^ð/ÞdXþ s2 Mmax
 
; ð58Þwhere Mmax, s, and l are the allowable material volume, a slack variable to convert the inequality con-
straint to the equality one, and a Lagrange multiplier, respectively. Applying the Kuhn–Tucker optimality
conditions leads toðiÞ dKð/; l; sÞ
ds
¼ dP/ðeÞ
ds
þ l dmð/Þ
ds
¼
Z
XI
dð/ÞfN/ðe; kÞ þ lgudX ¼ 0; ð59Þ
ðiiÞ dKð/; l; sÞ
dl
¼
Z
XI
H^ð/ÞdXþ s2 Mmax ¼ 0; ð60Þ
ðiiiÞ dKð/; l; sÞ
ds
¼ 2ls ¼ 0; ð61Þ
ðivÞ lP 0. ð62ÞLetn ¼
0 if
R
XI
H^ð/ÞdX < Mmax;
l if
R
XI
H^ð/ÞdXP Mmax;
(
lP 0 ð63Þ
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ds
¼
Z
XI
dð/ÞfN/ðe; kÞ þ ngudX ¼ 0. ð64Þ4.4. Computation of velocity ﬁeld
Now that the distance function /(x) is normal to the boundary and the only normal velocity has inﬂu-
ence on the result of shape optimization (Haug et al., 1986), the domain variation can be expressed, using
the normal velocity Vn(x), asXs ¼ ðId þ sV nÞðXIÞ. ð65Þ
Using Taylor series expansion in the normal direction of velocity ﬁeld, the perturbed Lagrangian function
can be expressed asKðXsÞ ¼ KfðId þ sV nÞðXIÞg ¼ KðXIÞ þ K0ðXIÞðsV nÞ þ    ; ð66Þ
where the sensitivity of the Lagrangian function is expressed asK0ðXIÞ ¼
Z
XI
dð/ÞfN/ðe; kÞ þ ngudX. ð67ÞIf we take the boundary variation in the descent direction of the sensitivity asV n ¼ fN/ðe; kÞ þ ngu; ð68Þ
then Eq. (66) can be written asKðXsÞ ¼ KðXIÞ  s
Z
XI
dð/ÞfNðe; kÞ þ ng2u2 dXþOðs2Þ þ    . ð69ÞThus, the decrease of generalized compliance functional is guaranteed while satisfying the requirement of
allowable material volume.
4.5. Determination of Lagrange multiplier
To determine a positive Lagrange multiplier n, which implies the condition of either active or violated
volume constraint, presume that the constraint is active.Z
XI
H^ð/ÞdX ¼ Mmax. ð70ÞTaking derivative of Eq. (70) with respect to s and using Eqs. (33) and (68), the following holds.Z
XI
dð/Þjr/jV nðxÞdX ¼ 
Z
XI
dð/Þjr/jfN/ðe; kÞ þ ngudX ¼ 0. ð71ÞThus, the Lagrange multiplier is determined byn ¼ 
R
XI
dð/Þjr/jN/ðe; kÞudXR
XI
dð/Þjr/judX . ð72ÞThe series of embedding the function /(x) generated by the optimization process represent the descent ser-
ies of the topology optimization problem. This method creates no holes and boundaries. Furthermore, it
converges smoothly to a local minimum so that it strongly depends on the initial topology.
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In this section, some numerical examples are shown to demonstrate the accuracy of the developed sen-
sitivity analysis method and the applicability of the developed topological shape optimization method. The
topology optimization results obtained from the developed level set method are compared with those from
the established density method. For the numerical implementation, we use the approximate Heaviside and
Dirac-delta functions (as shown in Fig. 3)H^ðxÞ ¼
a if x < D;
3ð1 aÞ
4
x
D
 x
3
3D3
 
þ 1þ a
2
if  D 6 x < D;
1 if xP D
8><
>: ð73ÞanddðxÞ ¼
3ð1 aÞ
4D
1 x
2
D2
 
if jxj 6 D;
0 if jxj > D;
8<
: ð74Þwhere a is a small positive number to avoid numerical singularity. D is the support length of Heaviside and
Dirac-delta functions. Due to the ﬁnite length of support in these numerical functions, the domain for the
numerical integration is slightly larger than the actual one.
5.1. Example 1: Veriﬁcation of design sensitivity with respect to boundary variations
The purpose of this example is to verify the accuracy of the derived sensitivity expressions. The model
shown in Fig. 4 is 66 mm long, 44 mm wide, and 1 mm thick. The ﬁnite element model is composed of 3600
plane elements and 3723 nodes. It is subject to the rate of internal energy generation of 107 W/m2 at the
center, the energy ﬂux of 500 W/m at the middle of top and bottom sides, and prescribed energy boundary
of 0 J/m2 at each corner and the middle of left and right sides. The frequency of excitation is 1000 Hz.
The following material properties are used: Youngs modulus of 195 GPa, Poissons ratio of 0.28, damping
factor of 0.1, material density of 7800 kg/m3.Fig. 3. Approximation of functions: (a) Heaviside function and (b) Dirac-delta function.
Fig. 4. Model for sensitivity veriﬁcation.
Table 1
Comparison of generalized compliance sensitivities
dP
ds
DP
Ds
dP
ds =
DP
Ds  100 dPds DPDs dPds = DPDs  100
6.63179E+01 6.60396E+01 100.4214 9.42135E+00 9.39466E+00 100.2841
7.54306E01 7.52042E01 100.3010 3.84339E+00 3.83304E+00 100.2701
6.75008E01 6.72850E01 100.3207 5.11770E+00 5.10376E+00 100.2730
1.48709E+00 1.48257E+00 100.3045 7.93957E+00 7.91840E+00 100.2674
4.73523E01 4.72007E01 100.3211 6.63179E+01 6.60396E+01 100.4214
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the H–J equation. Arbitrary 10 points on the boundary, through , are selected to compare the ana-
lytical sensitivities with ﬁnite diﬀerence ones. In Table 1, the ﬁrst and second columns represent the analyt-
ical sensitivity obtained from Eq. (55) and the ﬁnite diﬀerence sensitivity, respectively. The third column
represents the percent agreement between the analytical and ﬁnite diﬀerence sensitivities. At all the points,
excellent agreements are observed.
5.2. Example 2: Topological shape optimization (Simply connected topology)
In Fig. 5, the model is subject to the rate of internal energy generation of 107 W/m2 at the center and the
prescribed energy boundary of 0 J/m2 at four corners. Also, the design domain, boundary, and loading con-
ditions are illustrated. A thick line indicates the initial boundary CI. The objective function is to minimize
the generalized compliance under the constraint of allowable material volume, 30% of the original one.
In Fig. 6, we compare the optimization histories obtained by applying the level set method to the initial
design domain without any holes (a) and with some holes (b) inside the domain. Also, the column (c) shows
the optimization history obtained from the established density method. The number in each ﬁgure indicates
the iteration counter during the optimization process. The density method, with the penalty parameter of 2,
yields the optimal material distribution at 241 iterations as shown in (c). As for the level set method, it gives
a similar optimal shape to the result obtained from the density method. As the optimization progresses, the
Fig. 5. Design domain and boundary conditions.
Fig. 6. History of shape changes: (a) level set method (initial domain without holes), (b) level set method (initial domain with holes)
and (c) density method.
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the ﬁnal optimal shape is a simply connected domain so that (a) and (b) give the identical result. Also, they
have similar convergence rates but are slower compared with the density method in (c).
Table 2
Comparison of optimization results
Case (a) Case (b) Case (c)
Generalized compliance 5.772 5.766 5.928
Agreement (%) 97.371 97.262 100.000
Number of iterations 795 644 241
S. Cho et al. / International Journal of Solids and Structures 43 (2006) 172–192 185In Table 2, the generalized compliance and computing cost are compared. The percent diﬀerences of gen-
eralized compliance in (a) and (b) with reference to the density method (c) are less than 3%. As for the com-
puting cost, the density method (c) requires the least number of iterations.
Fig. 7 shows optimization histories without initial holes (a), and with initial holes (b). In each case, the
volume constraint is satisﬁed while minimizing the generalized compliance.
In Fig. 8 the design domain, boundary, and loading conditions are illustrated. The plane model is 44 mm
long, 44 mm wide, and 1 mm thick. The ﬁnite element model for the response analysis is composed of 2500
plane elements and 2601 nodes. It is subject to the rate of internal energy generation of 107 W/m2 at theFig. 7. Optimization histories in level set models (a) and (b).
Fig. 8. Design domain and boundary conditions.
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boundary CI. The objective function is to minimize the generalized compliance under the constraint of
allowable material volume whose fraction is 50% of the original one.
Fig. 9 shows the histories of implicit boundaries obtained by applying the level set method to the initial
design domain without any holes (a), with some holes (b) inside the domain. The (c) shows the result ob-
tained from the established density method. The density method, with the penalty parameter of 2, yields the
optimal material distribution at 126 iterations as shown in (c). As for the level set method, as the optimi-
zation progresses, the adjacent holes in (b) are merged to ﬁnally yield an identical result shown in (a). In this
example, the ﬁnal optimal shape is also a simply connected domain so that (a) and (b) give an identical
result and have similar convergence rates.
Fig. 10 shows optimization history without initial holes (a), and with initial holes (b). In each case, the
volume constraint is satisﬁed while minimizing the generalized compliance. In Table 3, the generalized com-
pliance and computing cost are compared. The percent diﬀerences of generalized compliance in (a) and (b)
with reference to the density method (c) are less than 2%. As for the computing cost, similarly to the pre-
vious example, it takes less computing time with initial holes than without the holes. Thus, we see that the
proper initial modeling of the boundary is very important for the eﬃcient computation.
5.3. Example 3: Topological shape optimization (Multiply connected topology)
In Fig. 11, the design domain, boundary, and loading conditions are illustrated. The problem deﬁnition
is similar to the model shown in Fig. 5, but additional energy ﬂux of 500 W/m is applied at the middle of
top and bottom sides. The thick line also indicates the initial boundary CI. The objective is to minimize the
generalized compliance under the constraint of allowable material volume whose fraction is 40 % of the
original one.
Fig. 12 shows the histories of implicit boundaries obtained by applying the level set method to the initial
design domain without any holes (a), with some holes (b) inside the domain. The (c) shows the result ob-
tained from the established density method. The density method, with the penalty parameter of 2, yields the
optimal material distribution at 225 iterations as shown in (c). This example shows the importance of the
Fig. 9. History of shape changes: (a) level set method (initial domain without holes), (b) level set method (initial domain with holes)
and (c) density method.
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aﬀects the ﬁnal shape of boundary. As shown in (c), a density method suggests a multiply connected topo-
logical layout. If an initial model has no internal holes, the ﬁnal optimal shape does not include any internal
holes since the developed topology optimization method using the level set method never creates new inter-
nal holes. However, the model with initial internal holes can create suitable internal boundary, so the
optimal shapes of column (b) and (c) is nearly identical. Thus, we see that the proper initial modeling of
the boundary, i.e. the use of suﬃcient number of holes, is very important for the optimal result. In gen-
eral, the optimal shape using the level set method is strongly dependent on the initial modeling of the
boundary.
Fig. 13 shows the optimization history without initial holes (a), and with initial holes (b). In each case,
the volume constraint is satisﬁed while minimizing the generalized compliance. As for the computing cost,
this example requires 405 iterations with initial holes (b) whereas 296 iterations without initial holes (a).
However, it is not meaningful to compare both results directly since we obtain diﬀerent local optima.
The density method (c) requires the least number of iterations.
In Table 4, the generalized compliance and computing cost are compared. The percent agreements of
generalized compliance in (a) and (b) with reference to the density method (c) are 133% and 97%, respec-
tively. In the case of (a), due to the lack of initial holes, the optimization result is signiﬁcantly diﬀerent from
the others. Also diﬀerent generalized compliance is obtained as well. Thus, we notice that the proper initial
modeling of the boundary is very important for the optimal result.
Fig. 10. Optimization histories in level set models (a) and (b).
Table 3
Comparison of optimization results
Case (a) Case (b) Case (c)
Generalized compliance 1.663 1.661 1.686
Agreement (%) 98.620 98.498 100.000
Number of iterations 128 86 126
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In Fig. 14, the variation of boundary (a) and the corresponding velocity ﬁeld (b) are plotted during the
optimization. The Fig. 14(b) indicates the magnitude of normal velocity. After convergence, the magnitude
of normal velocity vanishes throughout the whole domain except the region where the loading and bound-
ary conditions are applied. This is mainly due to the requirement of function space for the level set function
shown in Eqs. (42) and (43) as/s ¼ /þ su; u 2 W where W ¼ fu 2 C1ðXIÞ : u ¼ 0 on CeIg.
Fig. 11. Design domain and boundary conditions.
Fig. 12. History of shape changes: (a) level set method (initial domain without holes), (b) level set method (initial domain with holes)
and (c) density method.
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Fig. 13. Optimization histories in level set models (a) and (b).
Table 4
Comparison of optimization results
Case (a) Case (b) Case (c)
Generalized compliance 28.551 20.810 21.493
Agreement (%) 132.838 96.825 100.000
Number of iterations 296 405 225
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the original and optimal models are compared. To represent the volume fraction, we introduce a normal-
ized bulk material density function that has a continuous variation from zero to one, taking the value of 1.0
for solid material and 0.0 for void. For the original model, the bulk material density is reduced to 0.4 to
represent the volume requirement, the original material volume of 40%. Fig. 15(a) shows the distribution
of energy density for the original model that has the bulk material density of 0.4 and Fig. 15(b) for the opti-
mal model. The maximum of energy density is signiﬁcantly reduced by 21% under the same amount of
material volume.
Fig. 14. Boundary and velocity ﬁeld during optimization: (a) variation of boundary and (b) variation of velocity ﬁeld.
Fig. 15. Distribution of energy density at 1000 Hz: (a) original model (maximum = 0.5017 J/m2) and (b) optimal model
(maximum = 0.3958 J/m2).
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A topological shape optimization method for power ﬂow problems in steady state is developed using the
level set method. Since the implicit moving boundary is used, it is easy to represent the shape variations and
there is no need to re-parameterize after signiﬁcant shape changes during the optimization. Necessary de-
sign gradients are computed very eﬃciently using the adjoint sensitivity analysis method. The overall com-
puting cost for the topology optimization is moderately expensive compared with the established density
method. For the optimization process, the boundary velocity to solve the Hamilton–Jacobi equation is de-
rived from Kuhn–Tucker optimality condition for the Lagrangian function. Some illustrative numerical
examples show that the level set method yields the similar optimal shape to the established density ap-
proach. Even though the domain experiences signiﬁcant shape changes, the level set method always gives
a smooth boundary. Also, the use of suﬃcient number of initial holes in the domain is very important to get
the reasonable results since this method creates no holes during the optimization.Acknowledgements
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