Abstract. We will give the graded ring of Siegel modular forms of degree two with repsect to a certain discrete subgroup of a non-split symplectic group explicitly.
Introduction
The purpose of this paper is to give explicitly the graded ring of Siegel modular forms of degree two with respect to a certain discrete subgroup of a non-split symplectic group. (Theorem 1.1 below). In this section, we give an introduction for our main result and the way to prove it.
Let B be an indefinite quaternion algebra over Q of discriminant D with the canonical involution¯. We define the group U (2; B) as the unitary group with respect to the quaternion hermitian space of rank two, i.e. We are interested in studying Siegel modular forms with respect to Γ A . We denote by M k (Γ) the space of Siegel modular forms of weight k with respect to Γ = Γ A = Γ(D 1 , D 2 ). The main theorem of this paper is the following: Theorem 1.1. The graded ring of Siegel modular forms with resptect to Γ(1, 6) is given explicitly by ∞ k=0 M k (Γ(1, 6)) = C[E 2 , E 4 , χ 5a , E 6 ] ⊕ χ 5b C[E 2 , E 4 , χ 5a , E 6 ] ⊕ χ 15 C[E 2 , E 4 , χ 5a , E 6 ] ⊕ χ 5b χ 15 C[E 2 , E 4 , χ 5a , E 6 ], where we denote by E k (k = 2, 4, 6) the Eisenstein series which are defined in [Hir99] , and denote by χ 5a , χ 5b and χ 15 the Siegel cusp forms of weight 5, 5 and 15
As for χ 15 , we will prove Proposition 1.4 in section 5. We denote by {E 2 , E 4 , χ 5a , E 6 } * the Siegel cusp form of weight 20 obtained from E 2 , E 4 , χ 5a and E 6 by the differential operator which is reviewed in subsection 2.5. Proposition 1.4. The Siegel cusp form {E 2 , E 4 , χ 5a , E 6 } * is divisible by χ 5b , so we can define χ 15 := {E 2 , E 4 , χ 5a , E 6 } * /χ 5b .
Fianlly, we will prove Theorem 1.1 in section 6. We can obtain the generating function of dim C M k (Γ(1, 6)) by using the dimension formula and Proposition 1.2. It is crucial for the final step to prove the equality.
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Preliminaries
2.1. Siegel modular forms. We review Sigel modular forms to fix notation. Let Sp(2; R) be the real symplectic group of degree two, i.e.
Sp(2;
Let H 2 be the Siegel upper half space of degree two, i.e.
The group Sp(2; R) acts on H 2 by
for any γ = A B C D ∈ Sp(2; R) and Z ∈ H 2 . Let Γ be a discrete subgroup of Sp(2; R) such that vol(Γ\H 2 ) < ∞. We say that a holomorphic function F (Z) on H 2 is a Sigel modular form of weight k of Γ if it satisfies
If a Siegel modular form F (Z) satisfies
then we say that F (Z) is a Siegel cusp form. We denote by M k (Γ) (resp. S k (Γ)) the spaces of all Siegel modular forms (resp. cusp forms) of weight k of Γ. It is known that M k (Γ) and S k (Γ) are finite dimensional vector spaces over C.
2.2. Dimension formula. Let B be an indefinite quaternion algebra over Q. We fix an isomorphism B ⊗ Q R ≃ M (2; R) and we identify B with a subalgebra of M (2; R). We define U (2; B) and Γ(D 1 , D 2 ) as in section 1. It is known that U (2; B) ⊗ Q R is isomorphic to Sp(2; R) by
and we can identify Γ(D 1 , D 2 ) with a discrete subgroup of Sp(2; R) such that
In our previous paper [Kit] , we obtained an explicit formula for dimensions of the spaces S k (Γ(D 1 , D 2 )) of weight k ≥ 5 for general (D 1 , D 2 ), including the vectorvalued case. If we apply this formula to S k (Γ (1, 2p) ) for an odd prime number p, then we have
where * * is the Legendre symbol and [a 0 , . . . , a m−1 ; m] k is the function on k which takes the value a i if k ≡ i mod m. From this formula, we have dim C S k (Γ(1, 6)) as follows. Our formula is not valid for k ≤ 4. In the following table, we formally substitute k ≤ 4 in the formula. k 0 1 2 3 4 5 6 7 8 9 10
Since the class number of O is one, we can write A = Oπ = πO for some π ∈ O such that |N π| = D 1 where A corresponds to (D 1 , D 2 ) as in section 1. We define a threedimensional Q vector space B 0 := {x ∈ B | Tr(x) = 0} and define a lattice A −1 0 and its dual lattice by
Arakawa proved the following proposition in his master thesis [Ara75, Proposition 10] by the same way as, for example, Maaß [Maa71, §13] .
, [Hir99] ). Let Γ A be the discrete subgroup of Sp(2; R) defined in section 1 and k be a positive integer. Then f (Z) ∈ M k (Γ A ) has the following Fourier expansion
where J = 0 1
and ηJ > 0 means that ηJ is positive definite when we regard η
2.4. Eisenstein series. By applying the method of Shimura [Shi83] , Hirai [Hir99] studied the Eisenstein series E k (k ≥ 2: even) on Γ(D 1 , D 2 ) and obtained an explicit formula of Fourier coefficients of it. (Proposition 2.2 below). We define
for any integer n .
, we denote by d η and χ η the discriminant and the Dirichlet character of Q(η)/Q and denote by B m (resp. B m,χη ) the m-th Bernoulli (resp. the generalized Bernoulli) number. We define positive integers a η and f η by
We put a η,p = ord p (a η ), f η,p = ord p (f η ). Then the following proposition holds.
Proposition 2.2 ([Hir99] Theorem 3.10).
Let k be an even positive integer. Then the Eisenstein series E k has the following Fourier expansion.
where
We see from Proposition 2.1 that
if k is odd, and
2.5. Rankin-Cohen type differential operators. We quote the following proposition from Aoki and Ibukiyama [AI05] . 
(ii) f 1 , f 2 , f 3 , f 4 are algebraiclly independent if and only if {f 1 , f 2 , f 3 , f 4 } * = 0.
Proof of Proposition 1.2
In this section, we will prove Proposition 1.2, that is, we will determine the spaces of weight k ≤ 4. Note that the dimension formula is not valid for weight k ≤ 4. (See subsection 2.2).
We prepare to calculate Fourier coefficients. If we put
then B is an indefinite quaternion algebra over Q of discriminant 6, which is unique up to isomorphism. Let O be the maximal order of B, which is unique up to conjugacy. It is known by Ibukiyama [Ibu72] , [Ibu82] that O can be taken as
If we put A = aO, then A is the unique maximal two-sided ideal corresponding to (1, 6). By a straightforward calculation, we obtain
For η = x(5a + b + ab)/60 + yb/12 + za/6 ∈ A −1 0 * , we denote it by η = [x, y, z] and we can see from a direct calculation that the condition ηJ > 0 is equivalent to x > 0, and m η := −(5x 2 + 5y 2 + 24z 2 − 2xy + 24zx) > 0.
We have the following modular forms which are obtained as products of Eisenstein series E k 's: weight 2 : E 2 , weight 4 : E 2 2 , E 4 , weight 6 : E 2 3 , E 2 E 4 , E 6 , weight 8 : E 2 4 , E 2 2 E 4 , E 2 E 6 , E 4 2 , E 8 .
For the sake of simplicity of Fourier coefficients, we use the following ϕ k instead of E k (k = 2, 4, 6, 8):
2 ),
then we have Fourier coefficients of them as in the following tables. From these tables and the results of the dimension formula, we can see the following: We can prove Proposition 1.2 by using the spaces of weight 6 and 8. We prove the following lemma.
Lemma 3.1. If k( = 6) is a positive divisor of 6, then there are no non-zero cusp forms of weight k.
Proof. We assume that there is a non-zero cusp form f of weight k. Then the Fourier coefficients of f 2 ∈ S 2k (Γ(1, 6)) are:
so the Fourier coefficients of f 6/k ∈ S 6 (Γ(1, 6)) are also
Hence we have f 6/k = 0 because of the table of Fourier coefficients of the space of weight 6 on page 7, but this contradicts the assumption that f is not zero.
Proof of Proposition 1.2. Noting that modular forms of odd weight are necessarily cusp forms, we see that M 1 (Γ(1, 6)) = M 3 (Γ(1, 6)) = {0} by Lemma 3.1. Also we see that M 2 (Γ(1, 6)) = CE 2 by Lemma 3.1 because if there is a non-zero element f of M 2 (Γ(1, 6) ) which is linearly independent of E 2 , then we can assume that f is a cusp form by adjusting it by E 2 .
Next, we prove M 4 (Γ(1, 6)) = CE 2 2 ⊕ CE 4 . We assume that there is a non-zero element f ∈ M 4 (Γ(1, 6)) which is linearly independent of E 2 2 and E 4 . Then we can assume that C f (0, 0, 0) = C f (2, 1, −1) = 0 by adjusting them by E 2 2 and E 4 (cf. the table on page 7). Then the Fourier coefficients of f 2 ∈ S 8 (Γ(1, 6)) are
Hence we have f 2 = 0, and therefore f = 0. This contradicts the assumption.
Proof of Proposition 1.3
In this section, we will prove Propositin 1.3, that is, we will determine the spaces of weight 5 and 10. By the dimension formulla, we have dim C M 5 (Γ(1, 6)) = 2 and dim C M 10 (Γ(1, 6)) = 7. We can obtain a 6-dimensional subspace V of M 10 (Γ(1, 6)) by products of Eisenstein series E k 's:
We define ϕ 2 , ϕ 4 and ϕ 6 as in section 3 and define ϕ 10 by 
Lemma 4.1. For a non-zero element f ∈ M 5 (Γ (1, 6) ), there is a non-zero element χ f ∈ V such that χ f is divisible by f (i.e. the function χ f /f is holomorphic).
Proof. We can take some g ∈ M 5 (Γ(1, 6)) such that M 5 (Γ(1, 6)) = Cf ⊕ Cg. We have either f 2 ∈ V or f 2 ∈ V . If f 2 ∈ V , Lemma 4.1 holds for χ f = f 2 . Hereafter we assume f 2 ∈ V . Then we have M 10 (Γ(1, 6)) = V ⊕ Cf 2 . We have either f g ∈ V or f g ∈ V . If f g ∈ V , then Lemma 4.1 holds for χ f = f g. If f g ∈ V , we can write f g = x + r · f 2 for some x ∈ V and some r ∈ C × . Hence we have
) and x = 0. We see that Lemma 4.1 holds for χ f = x. Lemma 4.2. We can find a basis χ 5a , χ 5b of M 5 (Γ(1, 6) ) which satisfy the following conditions:
Proof. Let f, g be a basis of M 5 (Γ(1, 6)). We see from Lemma 4.1 that we can take r, s ∈ C so that f (rf + sg) ∈ V − {0}. We put Fourier coefficients of them as
We assume α = γ = 0. Then Fourier coefficients of h := f (rf + sg) are as follows:
where f ′ := rf +sg. Hence we have h = 0 because of the table of Fourier coefficients of the space of weight 10. This contradicts the above. Hereafter we assume that either α or γ is non-zero. We can assume that α = 0 and γ = 1. If β = 0, then the Fourier coefficients of h satisfy the same condition as above. So we have β = 0. We can assume β = 1 and δ = 0.
Proof of Proposition 1.3. We take a basis χ 5a and χ 5b which satisfy the condition of Lemme 4.2. Then we can verify that Fourier coefficients are as follows:
by the same calculation as in the proof of Lemma 4.2. We can see from the table of Fourier coefficients of the space of weight 10 that f = −αϕ 4 ϕ 6 + (α + β)ϕ 10 and C f (5, 1, −2) = −2α − 4β. On the other hand, we have
where f ′ = αχ 5a + βχ 5b . Hence we have β = 0, and therefore we can assume f = χ 5a 2 and f = ϕ 10 − ϕ 4 ϕ 6 9083177219289600 E 4 E 6 . If χ 5a χ 5b ∈ V , then we have χ 5a (χ 5a + χ 5b ) ∈ V and this contradicts the above argument. Hence χ 5a χ 5b ∈ V and M 10 (Γ(1, 6)) = V ⊕ Cχ 5a χ 5b . We put χ 5b 2 = v + rχ 5a χ 5b for some v ∈ V and r ∈ C. Then v = χ 5b (χ 5b − rχ 5a ) and
by the same calculation as above. Hence we have v = ϕ 2 ϕ 4 2 + ϕ 4 ϕ 6 + (−r + 1)ϕ 10 and C v (5, 1, −2) = −4r − 2. On the other hand, we have
where v ′ = χ 5b + rχ 5a . Hence we have r = 0, and therefore v = χ 5b 2 and χ 5b 2 = ϕ 2 ϕ 4 2 + ϕ 4 ϕ 6 + ϕ 10 
Proof of Proposition 1.4
In this section, we will prove Proposition 1.4, that is, we will determine the spaces of weight 15 and 20. By the result of the dimension formula, we have dim C M 20 (Γ(1, 6)) = 28. We can verify that the subspace V of M 20 (Γ(1, 6) ) spanned by all products of E 2 , E 4 , χ 5a , χ 5b and E 6 is of dimension 26. If we put δ 20a := {E 2 , E 4 , χ 5a , E 6 } * and δ 20b := {E 2 , E 4 , χ 5b , E 6 } * , then we can verify that the complementary space of V in M 20 (Γ(1, 6) ) is spanned by δ 20a and δ 20b by calculating Fourier coefficients of them.
By Proposition 1.3, we see that E 2 , E 4 , E 6 and χ 5a 2 − χ 5b 2 are algebraically dependent over C, so we have {E 2 , E 4 , E 6 , χ 5a 2 − χ 5b 2 } * = 0. By an elementary property of the differential calculus, we have {E 2 , E 4 , χ 5a 2 , E 6 } = 2 · χ 5a · {E 2 , E 4 , χ 5a , E 6 } * = {E 2 , E 4 , χ 5b 2 , E 6 } = 2 · χ 5b · {E 2 , E 4 , χ 5b , E 6 } * .
Hence we see that there is a cusp form χ 15 such that {E 2 , E 4 , χ 5a , E 6 } * = χ 5b χ 15 and {E 2 , E 4 , χ 5b , E 6 } * = χ 5a χ 15 . By the result of the dimension formula, we have dim C M 15 (Γ(1, 6)) = 13. We see that the subspace U of M 15 (Γ(1, 6)) spanned by all products of E 2 , E 4 , χ 5a , χ 5b and E 6 is of dimension 12. If χ 15 ∈ U , then we see that δ 20a = χ 5b χ 15 ∈ V , but this is not the case. Hence we see that M 15 (Γ(1, 6)) = U ⊕ Cχ 15 .
6. Proof of Theorem 1.1
In this section, we will prove Theorem 1.1. First, we calculate the generating function of dim C M k (Γ(1, 6) ). From the dimension formula in subsection 2.2 and Proposition 1.2, we see that
(1 + t 5 )(1 + t 15 ) (1 − t 2 )(1 − t 4 )(1 − t 5 )(1 − t 6 ) .
By the results of the previous sections, we have obtained We do not mean that six modular forms in the right side of (1) are algebraically independent over C. We need to determine the precise structure of the right side of (1).
Lemma 6.1. (i) E 2 , E 4 , χ 5a and E 6 are algebraically independent over C.
(ii) χ 5b 2 , χ 15 2 ∈ C[E 2 , E 4 , χ 5a , E 6 ]. (iii) 1 and χ 5b are linearly independent over C[E 2 , E 4 , χ 5a , E 6 ]. (iv) 1 and χ 15 are linearly independent over C[E 2 , E 4 , χ 5a , χ 5b , E 6 ].
