Abstract. In this paper, the statistical characterization of strange attractors is investigated via the so-called 'model distribution' approach. It is shown that in order to calculate the first four cumulants, which are necessary to create a model distribution of kurtosis approximation, a systematic method for the calculus of the variance needs to be considered. Correspondently, an analytical method based on the Kolmogorov-Sinai (K-S) entropy for variance approximation is herein proposed. The methodology is of interest for its application in the statistical analysis of chaotic systems that model physical phenomena found in some areas of electrical (communication) engineering.
Introduction
The application of chaos in non-linear dissipative dynamic systems, or also termed strange attractors, has recently attracted a keen interest in the research community, particularly in the electrical engineering area. References on this topic are [1] [2] [3] . Strange attractors enjoy a mixed deterministic/stochastic nature and lend themselves to a prospective approach for the analysis of many physical phenomena (see p.ex. [4, 5] ). In this paper, the interest is focused on the development of engineering tools applied to the statistical analysis of chaotic systems. The approach of the so-called 'degenerated equations' for stationary cumulants was recently proposed in [6, 7] as a tool aimed for the analysis of physical phenomena found in different fields of the electrical engineering. For instance, it has been found that the statistical properties of some strange attractors are similar to those presented in the distribution of error bits in a digital channel. Recently, the modeling of the digital channel in the presence of stationary interference has been carried out through chaotic systems, making clear the potential of this technique. In other application, in the Electromagnetic Compatibility (EMC) field, stationary cumulants allows describing statistically the behavior of chaotic systems that model Radio Frequency Interference (RFI) generated by high-speed digital interconnects , and that in turn, interfere to the wireless systems . This paper deals with the statistical description of strange attractors from the engineering point of view and is organized as follows. Section II presents the analytical approximations of PDF's (probability density function) for some approximations of the components of Chua and Lorenz attractors. The approximations are based on experimental data obtained from RFI measurements obtained in a computing platform. Section III is devoted to the mathematical background of "degenerated cumulant" equations. In Section IV the analytical expressions for the first four cumulants, obtained from the methods developed in Section III, are provided. Section V presents the analytical approximation method based on the Kolmogorov-Sinai entropy for the variance calculus.
Distribution functions for Chua and Lorenz attractors and their analytical approximations.
The components of strange attractors, such as those of Chua and Lorenz attractors, involve an approximation of their PDF's. It was found that for the Chua attractor case, the PDF of the x component well correspond to the bimodal and symmetric distribution function [8] :
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where q>0, C(p, q) -normalization constant, and
The even central moments for the distribution (1) are given by:
where n = 1, 2, …; μ 2n are central moments; 
Equation (3) is a non-linear algebraic equation for estimation of p and q [14] . Once (3) has been solved and substituting q and δ into (2), one can get values for the analytical approximation. By doing so, the approximations are: p ≅ 3.5 and q ≅ 1.5. Let us take another example of PDF . For the Lorenz attractor, the "x" component follows an approximation in its distribution function in the following way:
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γ is the skewness coefficient, and ; being the third and fourth cumulants of the PDF, respectively. 3 4 , κ κ
It follows from (2) to (4) that, in order to succeed with the aforementioned approximations for the chaotic models, the first four cumulants of the Chua and Lorenz attractors need to be applied. Henceforth, we will limit ourselves in developing analytical methods for the investigation of 1 4 κ κ − for the given strange attractor ODE.
Brief description of the degenerated cumulant equations method .
From the point of view of system theory, strange attractors are nonlinear dissipative continuous-time dynamic systems, which are defined by the following vector ODE [4] .
where, is a differentiable vector function.
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It was shown long ago (see [4, 10] for details) that in the context of ergodic theory, equation (5), which forms an explicit basis of our approach, one has to apply the fundamental idea of Kolmogorov.
An "external noise" ( ) t ξ needs to be considered in (5); i.e., (5) has to be rewritten to take the form:
where ( ) t ξ is a vector of external white noise with the related positive matrix of "intensities"
. Mathematical background can be found in [4, 10] .
Equation (6) is a Stochastic Differential Equation (SDE), with a PDF W s (x, t) of its solution x(t), which is a n-dimensional Markov process [8] . Nevertheless; we consider henceforth only the onedimensional PDF W(x) as:
where s κ is the cumulant of the s-th order.
If one assume that cumulants for all s m > are equal to zero, then for the given set of cumulants we can introduce the model distribution W m (x) of the m-th order (see [6] [7] [8] for details and references therein), and its characteristic function is defined by: Now, let us go ahead with the cumulant analysis of the dynamic systems (5) and (6) when all coefficients, ij ε tend to zero. Those cumulants { } 1 s κ ∞ , can be found from the following "degenerated cumulant equations" (see [6, 7] for details):
. Essentially, equations (9) represent a set of non-linear algebraic equations. It is always possible to "cut" the set of cumulants by neglecting all cumulants of order above n; i.e., creating the aforementioned model distribution from (7) .
Equations (9) on. The way to do it is to "open" the cumulant brackets as shown in Appendix A2 in [8] (and related examples at [6, 7] ). To illustrate the procedure described above, we present some results of the application of this method for the Lorenz and Chua attractors.
Some analytical results for Chua and Lorenz attractors.
Equation (10) for Chua's attractor has the following form:
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The first kinetic coefficients at (9) are: By doing the corresponding numerical substitutions, the variance σ 2 results to be equal to 29.34. Now, comparing this value with the variance obtained by the Gaussian approximation (σ 2 ≅ 36) an error in the approximation equal to 18.48%. Surely not always this methodology can lead to a completely analytical solution. Rather, it could render some numerical results.
Conclusions.
This paper presents an engineering statistical description of chaotic systems. For these chaotic models we can find an analytical approximation for their PDF's that can be used as a statistical description of their behavior in terms of their cumulants.
The solution for variance for strange attractors presented in Section V results to be appropriate as a prediction method for this parameter. Moreover, the error in the calculation is considered permissible in the estimation of the variance.
