The numerical methods of CIP (Cubic Interpolation Pseudo-particle/Propagation) and C-CUP (CIP Combined Unified Procedure) are appropriate and numerically robust even in the direct simulation of turbulent combustible flows. Although these methods have many advantages in the numerical procedure, their accuracy and characteristics have not been evaluated in detail. In the present study, the ability of CIP was firstly examined by comparing it with classical methods in a direct numerical simulation of incompressible turbulent flow. Secondly, C-CUP was evaluated by direct simulations of a compressible-fluid, single-vortex convection problem and of the Aeolian tone. In the first cases, CIP was inferior to the classical method in the vortex shape reproduction. In the latter case, C-CUP showed an advantage in suppressing unrealistic pressure increase and satisfactorily simulated the sound pressure distribution. Furthermore, CIP and C-CUP were applied to numerical simulation of spray combustion in conjunction with applying classical methods in order to compensate the inferior points of CIP.
Introduction

CIP
(1) (Cubic Interpolation Pseudo-particle / Propagation) is known as a numerical method for solving advection equations with low numerical diffusion. Furthermore, CIP, being based on upwind cubic interpolation, is stable in calculation of the discontinuous phase advection. CIP was later combined with a numerical method called C-CUP (2) (CIP Combined Unified Procedure). C-CUP is a general procedure for solving compressible and incompressible fluids, and was developed from ICE (3) and PISO (4) . C-CUP corresponds to the simplified procedure of PISO. When C-CUP is applied to solve compressible fluids in particular, it can realize CFL-free simulation for acoustic wave propagation, and thus we can choose longer time intervals. Due to these points, CIP is more convenient than any other classical numerical method.
Numerical simulation of combustible flows includes many numerical difficulties and physical problems, and it is one of the most difficult subjects in computational fluid dynamics. One of the problems is the discontinuous scalar field distribution. In combustible flows, scalar dependentvalues, such as pressure, temperature and concentration of species, are likely to become discontinuous. Such trends are not easy to handle in the calculation of advection, and they may often cause numerical oscillation in advection. To avoid numerical oscillation, the advection terms used to be calculated by the upstream method, however, this is not appropriate for direct simulation because this method has large numerical diffusion. Another problem lies in the determination of the pressure field. In a typical simulation of combustible flows, it is common to treat fluid as incompressible and to apply a numerical method of incompressible fluid such as MAC (5) and SIMPLE (6) , to avoid the low Mach number problem. Once reaction occurs, however, a fluid component experiences an abrupt density change whereby density is reduced, typically from 7 to 8 times. The properties of a fluid undergoes such large density and temperature changes differ from those of incompressible fluid, thus the fluid of combustible flow should not be considered incompressible. Therefore, it seems that most of the previous method of simulating combustible flow that neglected the properties of fluids failed to reproduce realistic physical pressure fields. On the other hand, combustible flows are often simulated by the direct numerical simulation method, but it can not deal with flow field development due to the CFL regulation for sonic velocity even if it treats realistic conditions. This problem is called the "low Mach number problem".
The first problem is solved by CIP, as described above, and the second is resolved by C-CUP. Hence, the use of CIP and C-CUP is the most appropriate numerical procedure compared with any other method of the combustible flow simulation. Although CIP has the advantage of computational fluid dynamics, it has not been confirmed whether the accuracy and characteristics are sufficient to reproduce the flow field as well as classical methods. Therefore, we must evaluate CIP in fundamental cases before we will apply CIP and C-CUP for simulating combustible flow by direct numerical simulation. In the following sections, we discuss CIP characteristics in direct numerical simulations using fixed spatial resolution and the same time integration method, under the same initial conditions for the comparison between CIP method and the classical method. 
1 Formulation of FDM scheme and CIP method
Although CIP has been believed to have third-order or higher spatial accuracy, precise evaluations have not been performed. Since CIP includes derivatives in the calculation of advection, the accuracy of CIP is considered to depend on the accuracy of spatial derivatives. To maintain the accuracy of the numerical method, gradient variables must be calculated by a higher-order-accuracy differential method. If gradient variables calculated by second-order or lower accuracy, the accuracy of CIP will decrease due to the influence of differential errors and numerical diffusion. The present question is whether CIP has sufficient accuracy to simulate turbulent flows when derivatives are calculated using high-order differentials. Hence we investigated the accuracy of CIP in the direct simulation of turbulent flows by comparison with classical methods. The governing equations of hydrodynamics, in general, contain convection terms. These terms can be decomposed into advection and nonadvection terms.
It is well known that the advection term is difficult to evaluate numerically, and many differential schemes have been proposed. In particular, advection terms of the Navier-Stokes equation, which contain advection vectors in themselves, are the most difficult terms to evaluate, and are apt to cause the generation of high-wavenumber components in the velocity field.
1. 1 FDM schemes
In the fourth-order FDM (finite difference method) schemes (7) , advection terms are formulated in a staggered grid arrangement, one of which is the advection scheme of 4th order (Adv. − S 4), as follows,
where N is the stencil width, is the spatial interval and x is the direction of coordinates. Here, the fourth-order scheme of the advection form is shown, other alternative forms of advection are selective, such as divergence and skew forms of advection terms. The scheme consists of differentiations and interpolations which have differentwidth stencils. As shown above, advection terms are constructed as complex forms to suppress numerical diffusion and maintain the conservation of momentum.
1. 2 CIP method
The original CIP was developed in order to calculate a time dependent advection equation.
The characteristic point of CIP that differs from other numerical methods is that CIP calculates the advection by interpolating the profile from the variables of upwind grid cells using the first derivatives. The profile is interpolated by a third-order cubic polynomial function,
where F(X) is the function that provides the profile of a dependent value and G(X) provides the profile of its gradient. g ≡ ∂ f /∂x is spatial derivatives of f . The spatial derivatives provides the lost information between the grid cells in the calculation of advection. Here, assuming the upwind grid cell to be i−1(u > 0), coefficients a i and b i are determined under continuous conditions as follows:
where is the spatial interval. In practice, dependent values and their spatial derivatives involved in the polynomial coefficients vary depending on the variables of upwind grid cells. The coefficients can be expressed as,
The subscript iup denotes the upwind grid cell number:
Since the profile convected from upwind grid cells is given by f n+1 = F(x − u t), the time integrations of dependent values and their derivatives are
where ξ = −u t. The evaluation technique of the advection terms by profile interpolation can be easily extended to multidimensional forms,
where X, Y and Z are distances from the grid points to the interpolation points, X = −u t, Y = −v t and Z = −w t. The derivatives of dependent values are obtained by differentiating the profile function in the coordinate directions. Polynomial coefficients C lmn are determined from simultaneous equations formed by satisfying continuity with first derivatives around the grid cells and upwind grid cells. Addition of the continuity condition for derivatives (8) , which is not always better than the original CIP, and increase of the number of coefficients sometimes cause numerical oscillations due to the necessity of a higher-order interpolation function. Considering the generality for various flow fields, the original CIP is the best. The derivatives require time development of nonadvection terms in the simulation of hydrodynamics, which used to be calculated by the second-order finite difference method. In these points, the derivatives are affected by the error of nonadvection terms, which decreases the spatial accuracy. Thus, although CIP is said to have high accuracy, the reliability of CIP has not been proved and it has failed to reproduce what the classical FDM methods have demonstrated, such as the nonlinear characteristic of flow fields.
1. 3 Modification of CIP
To remove the reliance on the accuracy of spatial derivatives, we applied fourth-order central differentiation in the evaluation of first derivatives and fourth-order interpolation for advection vectors in a staggered grid with uniform spatial intervals. If first derivatives are given in this manner, arrays of gradients are not necessary for every dependent variable. Although CIP has the advantage that it does not need a wide grid stencil, this advantage is lost in the proposed method. However, the upwind cubic interpolation technique still maintains numerical stability in the calculation of advection terms, which is the most important issue in computational fluid dynamics. Since dependent values of governing equations are obtained by fractional step prediction after CIP evaluation of the advection terms, the time integration term of advection must be extracted from CIP:
where f is the original value of a dependent variable at the beginning of a time step, f * is the value predicted by CIP.
By all the above techniques, CIP can be compared with FDM schemes as an advection scheme without considering any other factors that influence the results.
2 Governing equation and numerical procedure
The governing equation is the incompressible form of the Navier-Stokes equation. In the direct simulation of turbulent flow, the Poisson equation of pressure must be solved with high accuracy and with divergence of the velocity sufficiently close to zero even in the finite difference method. We formulate the Poisson equation using a fourth-order finite difference method, and solve the equation by the implicit procedure. Diffusion terms can be easily calculated by the five-point fourth-order finite difference method. Time integration follows the MAC method (5) . Fractional steps (9) are performed by the third-order Adams-bashforth method for the advection term, and a second-order method for diffusion terms. After prediction of advection and diffusion, the pressure field is determined by solving the Poisson equation. The pressure field is used to correct vector field, then velocities are determined in that time step.
3 Comparison of CIP and FDM schemes in twodimensional mixing layer
For comparison, numerical simulation of a temporally developing two-dimensional mixing layer was performed. The boundary conditions are periodic in the stream wise direction. Velocities and pressure are described to satisfy viscous stresses for the vertical direction of zero (10) , (11) in the cross-stream direction. The initial condition is given by preliminary calculations, and they are the same for both cases of CIP and FDM. The initial velocity field is prescribed using the hyperbolic tangent function as the top velocity of 5.0 m/s and bottom velocity of 1.0 m/s, with Reynolds number of 4 800. Figure 1 shows the time evolution of the vorticity field of CIP and FDM results. Two-dimensional mixing layers have been analyzed theoretically, and self-resemblance in the vortex shape is observed as they develop. As shown in the time evolution, the difference between CIP and FDM results is clear in their vortex shapes. Comparing CIP with FDM, the vorticity field of CIP is smoother than that of FDM. To identify the differences, the regions where the vortex shape differs are marked in Fig. 1 . The vortices have large gradients at the outside of the structure, and these are smooth in the CIP case. However, the coarse structures are similar in the two cases. Figure 2 shows the time variation of maximum vorticity and average kinetic energy. Both figures show that CIP results are lower than FDM results. This indicates that CIP gives a faster kinetic energy loss than FDM. The smooth vortex structure shows a low magnitude of vortex strength, which does not have much kinetic energy, and the loss of kinetic energy is caused by the lack of volume conservation. Thus, the smooth vortex structure and the rapid energy loss of CIP indicates that CIP is inferior to FDM in the point of volume conservation, and these characteristics produced the difference.
4 Comparison of CIP with FDM schemes in homogeneous isotropic turbulent flow
Turbulence is essentially a three-dimensional phenomenon, thus CIP should be evaluated in a threedimensional nonlinear flow field. For comparison, we performed direct simulation of homogeneous isotropic turbulence with 64 3 and 128 3 grid points. In the direct numerical simulation of turbulence, sufficient resolution is required to resolve the smallest Kolmogrov scale vortices. Therefore the turbulence intensity should be modified to be appropriate for the mesh size. Under the condition of 64 3 and 128 3 grid points, appropriate Reynolds number are chosen, on the basis of the Taylor scale and r.m.s of velocity, to be Re λ = 28.8 and Re λ = 60.6, respectively. The initial condition of homogeneous isotropic turbulent flow is given by the rotation of the vector potential, by spreading the energy spectrum in Fourier space. After spreading the energy spectrum in Fourier space, the rotation of the vector potential is calculated by the spectral method (12) to obtain the initial velocity field. Time integration is performed for over the eddy turn-over time (ETT), which was defined by the length of the Euler scale and r.m.s of velocity. Figure 3 shows the energy spectrum transition in the cases of CIP and FDM. Although energy spectrums are quite similar in shape, small differences appear in the region near the highest wavenumber. Figure 4 shows the It seems that the advection in the case of CIP is infected by numerical viscosity and fails to reproduce the enstrophy. It indicates that CIP is inferior to FDM schemes in the reproduction of vortices in particular, since enstrophy depends on vortex shapes. The cause of this defect is ascribable to the low accuracy of momentum conservation, as shown in the two-dimensional cases. The FDM schemes were developed considering the conservation of momentum in particular, while CIP was developed especially aiming at the suppression of numerical diffusion and the ability to calculate advection with large gradients. Therefore, the differences are a result derive from the procedure development processes and their objectives. Figures 6 and 7 show time evolutions of various scales in the isotropic turbulence. Figure 6 is for the case of Re λ = 28.8 with low turbulence intensity: small differences are observed at the time variation of the Euler scale and the Taylor scale. In the Fig. 7 for high turbulence intensity case, larger differences are seen in the smaller scales, i.e., Taylor and Kolmogrov scales. The cases of Re λ = 28.8 show good agreements throughout the whole wave number region. In contrast, a difference arises in the case of Re λ = 60.6. It seems that there are certain scales which CIP can accurately reproduce, but CIP is not suitable for reproducing all scales of turbulence. In particular, CIP is inferior to FDM in the case of high turbulence intensity.
Although it was revealed that the lack of volume conservation of CIP leads to undesirable effects when its simulating nonlinear flow fields, the results of CIP agree with those of FDM due to its high spatial accuracy, particularly in three-dimensional cases. There are three types of characteristic waves in compressible fluid: acoustic, velocity and entropy waves. To reproduce these characteristic waves, the governing equations must be solved for compressible fluid, hence the MAC (5) or SIMPLE (6) method cannot be applied since they are procedures for incompressible fluid. Numerical procedures of the direct simulation of compressible fluid are simple and require only differentiation and time integration without the need for any implicit procedures for pressure terms. In this case, pressure fields must be decided using the equation of state for an ideal gas.
It has been held that direct numerical simulation of compressible fluid and that of numerical set-up are difficult for two principal reasons.
In the direct simulation of compressible fluid, the sonic velocity regulates CFL, but the speed of sound is usually much higher than the normal flow velocity. Thus, the acceptable condition of simulations requires sonic velocity and normal velocity to be similar: eventually, the flow condition is regulated to be supersonic or a subsonic flow of Mach number of 0.3 or higher. Therefore direct simulation of low-Mach-number flow requires a huge number of time integration steps.
Another problem is numerical diffusion. In most of the cases, compact difference schemes (13) that have spectral-like resolution are applied for the differentiation in the collocation grid arrangement. The application of such high-accuracy numerical methods to convectional terms is not always stable, and it sometimes quite easily causes numerical oscillation. Such numerical oscillation is usually avoided by including a numerically developed filter. If this kind of filter is not applied, we usually obtain an unrealistic or nonphysical solution.
Direct simulation of compressible fluid seems to be difficult for the above reasons, but CIP and C-CUP are appropriate for solving and preventing these numerical difficulties. CIP is originally stable in the calculation of advection, and is quite low diffusive. C-CUP is a procedure in which time integration is not affected by the CFL regulation for the sonic velocity. Moreover, the procedure of solving fluid motion is physically meaningful for the pressure terms of compressible fluid.
2 Numerical procedure
The simplest governing equations of compressible fluid are Euler equations that represent the conservations of mass, momentum, and energy. While conservative forms of Euler equations are often applied for compressible fluid, the nonconservative form is applied in C-CUP. Essentially, it does not matter whether the form of the Euler equation is conservative or not. Conservative forms of governing equations used to be applied for reproducing discontinuous phases such as shock waves and characteristic waves, but they need not be conservative. In fact, CIP simulation employing nonconservative forms succeeded in reproducing shock wave well (14) . Repeating time integration for time development is a typical numerical procedure of direct numerical simulation of compressible fluid (direct method). In contrast, in C-CUP, dependent variables are predicted by CIP for advection terms, and thus an implicit solution is needed.
The pressure terms shown above are common for mass and momentum of any fluid, and the dependent variable of energy should be selected depending on the types of flow field and fluid. For example, temperature or internal energy should be selected for a general compressible fluid, while pressure can be selected for isentropic flow. The superscripted single asterisk indicates prediction by advection, and double asterisks indicate variables which are given by the pressure term correction after the determination of pressure. These equations are substituted into the differentiated equation of states,
The form of the C-CUP Poisson equation becomes
In isentropic flow, the pressure gradient proportional to the temperature gradient is neglected and the denominator of the equation consists of only acoustic terms. The time development of dependent variables which is related to the pressure terms, is obtained by the implicit procedure of C-CUP. This implies that C-CUP is free from the CFL regulation for characteristic waves since the pressure terms govern wave propagation.
We have already demonstrated that CIP can reproduce advection as well as FDM. We now introduced CIP for the evaluation of advection terms in the following comparisons, where we changed only the evaluation procedure of the pressure terms for the comparison of C-CUP with the direct method.
3 Comparison of C-CUP with direct method in single-vortex outflow problem
The papers on the compact finite difference scheme (13) and the accurate boundary condition for compressible fluids (15) showed some examples of the direct numerical simulation of compressible fluid, one of which was the single-vortex outflow problem. The outflow problem for compressible fluid is one of the most interesting problems, because it involves unphysical problems at the boundary of the computational domain. To compare C-CUP with the direct method, we applied two numerical methods to this problem, and compared their results. However, the Mach number was fixed at that for supersonic flow in the original paper. To enable a detailed comparison, we modified the initial calculation conditions to make the flow field subsonic. We investigated the two cases of Mach numbers of 0.5 and 1.1, changing the conditions accordingly. All boundary conditions of the domain were NSCBC (15) . NSCBC can be set in various ways, and in our case, boundary conditions were modified so as to be perfectly non-reflecting. Figure 8 shows the vorticity field of these examples. The vortex field simulated by the direct method and C-CUP are almost the same in all cases, except for the case of low Mach number when the vortex is passing through the calculation domain. Vortex deformation occurs at a low Mach number in the simulation by the direct method. In the original paper, this example was only for supersonic flow and hence such vortex deformation did not occur, as shown for the case of the Mach number of 1.1. Figure 9 shows the time evolution of maximum vorticity. The developments of maxima are almost the same in spite of the use of different numerical procedures, and maxima approach zero as the vortex passes through the domain. The figures indicate that C-CUP can reproduce fluid dynamics as well as the direct method in the case of this problem. Figure 10 shows the time development of maximum and minimum pressures. Peaks are seen in the middle of the computation time when the vortex passed throughout the domain. The trends are stronger for the direct method than for C-CUP. The result is caused by the fact that NSCBC tends to produce a nonphysical pressure increase with the passage of vortex at the boundary (16) . The results when C-CUP was applied differ from that of the direct method, different pressure increase trend appears. The peak magnitude of the nonphysical pressure increase is said to be the cause of the breaking of the numerical solution. Although pressure increase in C-CUP is larger than direct method after the vortex disappeared in the low Mach number case, the peak magnitude is sufficiently lower and furthermore, the vortex deformation does not occur.
The cause of the difference in the pressure increase is related to how the boundary condition is set. In this case of the C-CUP simulation based on the predictor-corrector method, NSCBC is realized by extrapolating variables inside the domain to a region outside the domain. NSCBC provides equations for gradients of dependent variables at the boundary of the computational domain. Variables outside the domain can be determined from inner variables using the relation of one-side differentiation. In C-CUP, many other procedures can be chosen to set the boundary conditions: more appropriate ways of setting the boundary might exist. Even with the present method, C-CUP 
4 Comparison of C-CUP with direct method in direct simulation
of Aeolian tone C-CUP does not neglect the sonic velocity of fluid, thus according to the characteristics of the numerical procedure, the characteristic waves must be reproduced as well as the direct method. However, how waves simulated by C-CUP differ from those simulated by the direct method has not been clarified. Thus we selected the Aeolian tone simulation as an example of a characteristic wave simulation.
The calculation conditions are as follows: the grid points are 600 by 600, and spatial intervals are uniform. The Mach number of homogeneous flow is 0.2. The fluid is air and the viscosity is modified in order to set an ideal Reynolds number, Re = 160. The governing equations are those of isentropic flow and the dependent variable of the energy equation is pressure. The pressure is defined as the difference from the reference atmospheric pressure. Boundary conditions are NSCBC for all directions and the methods applied are the same as those described above. The cylinder is located at (x,y) = (150,300) on the grid coordinate and the surface is under the nonslip condition. The time interval in C-CUP is larger than that in the direct method, neglecting the CFL regulation for the sonic velocity. The CFL is over 0.1 for normal velocity in C-CUP, while it is 0.2 for sonic velocity in the direct method. Figure 11 shows the pressure distribution of the Aeolian tone. Weak pressure waves propagate as vortices are generated and they travel at the sonic velocity. The clearest differences between C-CUP and the direct method are seen in the fine-scale pressure distribution and the process of vortex generation. The difference in vortex generation is related to the boundary condition of the cylinder surface and the way that it is set. However, although vortex generation differs in the early stage of simulation, the vortex shape and the distribution become similar seen in a long time scale. The difference in the pressure field is related to whether the implicit or explicit solution is applied in the pressure terms in the numerical procedure. The implicit solution requires a balance between neighboring grids in order to converge, which causes smooth distribution of the pressure. Figure 12 shows the time variation of the pressure fluctuations at observation points located at (x,y) = (100,100), (200, 200) , (300,300), (400,400) on diagonal points of the calculation domain. Figure 12 shows good agreements in the wave amplitudes and the frequencies in spite of the relatively long time interval in C-CUP. Because the vortex generation processes are different be- The amplitude in C-CUP is smoother and slightly lower than that in the direct method. The cause of the difference is assumed to be the balance among neighboring dependent variables needed for the convergence of the implicit procedure. However, these differences are neither essential nor critical and thus C-CUP is considered to have sufficiently good performance for the direct simulation of compressible fluid.
Application
In computational fluid dynamics, combustible flow is one of the most complex and numerically unstable subjects. The above results and discussion indicate that the accuracies of CIP and C-CUP are sufficient to take the place of classical and typical numerical simulation methods. Since CIP and related methods are more advantageous than the classical and typical methods, it is preferable to use CIP. On the basis of the results of the direct numerical simulation of turbulent flow, FDM schemes are appropriate for advection of the Navier-Stokes equation and scalar advections are better evaluated by CIP. We applied CIP and C-CUP to the numerical simulation of turbulent spray combustion. The governing equations in the simulation are those of the conservations of mass, momentum, energy and mass fraction of species:
The subscript attached to S denotes source terms between phases. Generally, the Eulerian/Lagrangian method is applied for the numerical simulation of spray combustion. Liquid droplets are treated as points of volume-less mass and all droplets are tracked in the simulation. Their governing equations (17) , (18) are formed in the Lagrangian framework. Thermodynamic and transport properties are given by the Chemkin-II package (19) , (20) . Although the governing equations of combustible flow are complex, as seen above, the most important parts are advection and pressure terms, which are solved by C-CUP. The numerical procedures are similar to those discussed above, and the time integrations are performed by the third-order Adams-Bashforth method for advection, and by a similar method of second-order for diffusion terms. The differentiations are performed by the fourth-order finite difference method with an interpolation method of equal accuracy on the staggered grid arrangement. Boundary conditions in all directions are periodic. The initial calculation conditions of velocities are homogeneous isotropic turbulence, as determined by the spectral method, as explained in the comparison for turbulent flow. The initial liquid droplet positions are determined randomly and droplets have nonslip velocities. The Reynolds number based on the Taylor scale and the r.m.s of velocity is Re λ = 38. All spatial intervals are uniform and are about 1.5 times that of the Kolmogrov scale. The total number of grid points is 128 3 . The calculation conditions give sufficiently high resolution to detect even fine scale of the phenomena. The numerical simulations were performed under the various realistic droplet diameter conditions. Figure 13 shows the distribution of droplet number density for several droplet diameters in noncombusting flow. Although the initial distribution of droplets is homogeneous in all cases, heterogeneous distributions appear as the diameter of droplets becomes larger. The cause of these differences is in the time-scale ratio between the droplet response time and Kolmogrov time scale (21) , that is, the index of the relation strength between vortices of turbulence and droplets. Droplet evaporation, fuel vapor mixing and chemical reaction are solved simultaneously. The various field such as mass fraction of species, temperature, and density which are produced by the system evolution presents discontinuous distribution. CIP plays an important role in the calculation of such scalar advection with discontinuous phases. The combustion reaction is considered by applying an infinitely fast chemistry model (22) , and then heat release is dominated by the diffusion velocity of fuel vapor. Figure 14 shows the temperature field of combusting flow for several droplet diameter cases. Since the droplet behavior is dominated by the time-scale ratio, temperature distributions are affected significantly by the time-scale ratio. The case showing heterogeneous distribution in the number density also shows the same trends in the temperature field. The heterogeneous distribution in the number density enhances local heat release at a dense droplet number density, as well as the droplet evaporation, and results in the formation of clusters. The cluster formation of flames is one of the most interesting subjects in the field of spray combustion, and can be reproduced by CIP simulation in the realistic cases.
Conclusion
Characteristics of CIP were investigated in various flow fields by direct numerical simulation.
1. According to the comparison for a twodimensional temporal mixing layer, the vorticity field of CIP became smoother and kinetic energy was lost faster than in the case of FDM.
2. For homogeneous isotropic turbulence, statistical variables showed good agreement. On the other hand, the details obtained by CIP differed in the enstrophy and Kolmogrov scale in the case of high turbulence intensity.
3. CIP is poor in reproducing vortex structure in the two-dimensional temporally developing flow field, due to the lack of volume conservation. In spite of the inferior points of CIP, the results of CIP agreed with those of FDM, particularly in the three-dimensional cases. 4. For the single-vortex outflow problem, good agreement in the vorticity field was obtained. In the pressure field, C-CUP suppressed the nonphysical pressure increase.
5. The amplitude of acoustic waves simulated by C-CUP was smooth and slightly lower than that simulated by the direct method because of the use of implicit solution in pressure terms. The differences were neither important nor critical for the prediction of acoustic waves and C-CUP results agreed with those of the direct method.
6. To realize a reasonable direct simulation of turbulent combustible flow, FDM schemes are more appropriate for the Navier-Stokes equation in subsonic nonlinear flow fields. Although differences appeared between CIP and FDM, CIP could simulate turbulence well. Therefore, CIP has high performance for the calculation of scalardependent advection.
7. C-CUP showed good results compared with the direct method. Direct simulation of compressible fluid is possible by C-CUP.
