It has previously been shown that self-consistent-charge density-functional tight-binding (SCC-DFTB) suffers from a self-interaction error that leads to artificial stabilization of delocalized states. The effects of the error are similar to those appearing for many density functionals. In SCC-DFTB the delocalization error is inherently related to the use of a Hubbard-like term to describe on-site charge interactions. The mathematical simplicity of this Hubbard-like term makes it easy to estimate if a complex system is subject to artificial stabilization of delocalized states, and to quantitatively predict the delocalization error in the system energy at large fragment separation. The error is directly proportional to the on-site charge interaction term, but decreases as the fragments become more asymmetric. The difference in orbital energies required to eliminate the delocalization error becomes equal to the Hubbard-like parameter of the fragment with the highest electron affinity. However, in most cases the localized state will be favored by spin polarization, fragment repulsion, solvent effects and large reorganization energies, in analogy to density functional theory (DFT), from which SCC-DFTB is derived. The presented analysis gives an early indication whether the standard approach is suitable, or if a different method is required to correct the delocalization error. In addition to cationic dimers, we discuss the effects of the delocalization error for asymmetric systems, bond dissociation of neutral molecules, and the description of mixed valence transition metal systems, exemplified by the enzyme cytochrome oxidase.
I. Introduction
Simulation of molecular processes requires a variety of methods to cover different time scales, system sizes, and accuracy demands. Density-functional tight-binding (DFTB) is a computationally efficient molecular orbital method that occupies a position between the elaborate wavefunction or density functional methods, and the very fast molecular mechanics methods. [1] [2] [3] [4] One-and two-electron integrals are approximated by interatomic, distancedependent Hamiltonian matrix elements and repulsive potentials within the framework of a two-center approximation, respectively, and a minimum basis set of Slater-type pseudoatomic orbitals. Both Hamiltonian matrix elements and repulsive potentials are obtained from first-principles density functional theory (DFT) calculations of atoms, diatomic systems, and small model compounds. DFTB calculations are several orders of magnitude faster than DFT, and similar in cost to semiempirical methods like the semiempirical AM1
and PM3 methods. [5] [6] [7] The efficiency of DFTB allows for the treatment of large systems over significant time scales with applications in solid-state physics, biology, and nanoscale simulations. 4, [8] [9] [10] As discussed in previous works, the self-consistent-charge version of DFTB (SCC-DFTB) has a self-interaction error that leads to artificial stabilization of delocalized states. [11] [12] [13] For charge resonance situations in molecular complexes, the behavior is similar to the effects of the self-interaction error in many density functionals. A classic illustration of the delocalization error is the dissociation of H 2 + . 14 As this one-electron system lacks correlation, Hartree-Fock (HF) gives the correct dissociation curve, see Figure 1 . As the internuclear distance increases, the interaction should decrease and at infinite distance the energy should converge to the sum of energies of a hydrogen atom E(H) and a proton E(H + ). This is also true for non-charge-consistent DFTB (NCC-DFTB), which does not contain a Hubbard-like charge term. However, as shown in reference 13 , the SCC-DFTB energy decreases with increasing internuclear distance and does not converge toward the correct limit, see Figure 1 .
At infinite distance the energy is underestimated by 54.5 kcal/mol. This behavior is very similar to that of standard generalized gradient approximation (GGA) functionals, 14 and analogous calculations using the density functional PBE (with 6-31G(d) basis set) underestimate the energy of the delocalized solution by 67 kcal/mol. The artificial stabilization of delocalized states in standard DFT has several effects:
incorrect dissociation limits of odd-electron systems (e.g. H 2 + ); underestimation of transition state barriers; exaggerated delocalization in conjugated systems; too low energy of chargetransfer excitations; and exaggerated delocalization in transition metal dimers. [14] [15] [16] [17] [18] [19] [20] There exists self-interaction corrected functionals that address this issue, but they typically perform worse in more general areas, e.g., thermochemistry. 18 To choose an adequate DFT treatment it is therefore important to understand the effects of the delocalization error for a specific model. By analogy, it is equally important to understand the effects of the delocalization error in SCC-DFTB simulations of complex molecular systems.
We have previously used the NCC-and SCC-DFTB methods to perform molecular dynamics (MD) simulations of fullerene and transition metal catalyzed nanotube formation. 21, 22 SCC-DFTB has also been used in ONIOM multi-scale models to describe polarization and charge transfer in large transition-metal systems. 9, 23, 24 These reactions often involve open-shell species and intermittent radicals, for which the delocalization error of SCC-DFTB is of considerable relevance.
Here we show that an analysis of the main contribution to the delocalization error SCC-DFTB, the Hubbard-like term describing charge-charge interactions, makes it easy to estimate the effect of the delocalization error, even in very complex systems. Using this analysis, we investigate the effects of the delocalization error for asymmetric radical systems, bond dissociation of neutral molecules, and the description of mixed valence transition metal systems, exemplified by the enzyme cytochrome oxidase. The aim is to provide an educational illustration of different aspects of the delocalization error and help in designing stable SCC-DFTB models. The presented analysis should be seen as a complement to more fundamental theoretical work on the self-interaction in SCC-DFTB, e.g. by Hourahine et al.
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II. Spin-Polarized Self-Consistent-Charge DFTB Approach
Although the DFTB method has been described extensively in other contributions, 1-4 we repeat the details that are important for an understanding of the delocalization error. DFTB can be seen as a parameterized approximation to DFT. 2 In the basic non-charge-consistent (NCC)-DFTB formulation the energy is expressed as:
The molecular orbitals ( To improve the description of heteroatomic systems containing charge density fluctuations relative to the atomic densities, the SCC-DFTB method has been developed. 1 In addition, fluctuations in spin densities can be considered by using a spin-polarized variation.
2
The spin-polarized SCC-DFTB energy can be written as: 
The delocalization energy (E del ), i.e., the energy difference between the localized and the delocalized solution is:
Using the Hubbard-like parameter for hydrogen (γ HH =0.4195 h) and the spin polarization parameter for the hydrogen 1s orbital (W Hss =−0.072 h), gives a delocalization energy of −0.0869 h (−54.5 kcal/mol). In NCC-DFTB, the energy of the localized and the delocalized solution is the same, and the dissociation limit is correct, see Figure 1 . It is thus the Hubbardlike on-site interaction that is the origin of the delocalization error in this system, while spinpolarization favors a localized solution.
Estimating the amount of delocalization.
Although it is relatively difficult to analyze the electron self-interaction, the problem can be significantly simplified by focusing only on the effects of the self-interaction. One useful probe is the delocalization error, i.e., the energy difference between the delocalized and the localized state of a given system, as done for H 2 + above.
In a system with one electron and two fragments, A and B, with negligible orbital overlap, the electron should localize on the fragment with the highest electron affinity.
Assuming this is fragment A, the degree of delocalization (x) can vary from 0 (electron on A)
to 0.5 (fully delocalized). To outline the general strategy, we initially ignore spin polarization, and assume infinite distance between the two fragments. The delocalization energy E del(∞) (x) is then:
where
are the orbital energies of the extra electron on fragments A and B, γ AA and γ BB are the Hubbard-like on-site charge-interaction parameters. For a given system, the degree of delocalization (x) is given by a minimum in the function E del(∞) (x). The search for a point with zero gradient with respect to x yields:
For a symmetric system (A=B), x=0.5 (full delocalization) and E del(∞) (0.5)=−γ AA /4, in agreement with the result for H 2 + . The system is fully localized (x=0) only if
i.e., if the energy penalty for moving the electron from A to B is greater or equal to the Hubbard-like parameter of the fragment with the highest electron affinity. Spin-polarization should also be included, but in this case the effects depend on the orbital occupations. The effects can easily be calculated for individual cases, as done for H 2 + above.
In cases where charge and/or spin appear on several atoms in a fragment, equation 9 needs to be modified by adding several centers. However, as the energy depends on the square of the charge/spin, only the largest term (or terms) needs to be included.
To illustrate the effect of increasing asymmetry on the delocalization error, the breaking of the C-H bond in the methane and ethane cation radicals have been compared with dissociation of H 2 + , see Figure 2 . There is a clear decrease in the delocalization error as the asymmetry of the fragments increase (ionization potential (IP) of the H, CH 3 , and C 2 H 5 fragments are 302, 234, and 197 kcal/mol respectively). Comparing the behavior to the PBE functional, see Figure 3 , it can be seen that at large distances, the two methods give very similar trends. At finite distances, the analysis has to take into account the interaction between the two fragments. As € E AB rep (R AB ) does not depend on the electronic structure and cancels in all calculations of the delocalization error. For relatively long distances, the orbital overlap is small, and the dominating distance-dependent term is the charge-charge interaction which behaves in this region as a Coulomb potential. In the localized state, the charges of the two fragments are (q A -1) and q B , because the extra electron resides on fragment A. In the delocalized state, the value of q A increases by x (losing x electrons) and q B increases by the same amount. The contribution to the delocalization energy is then:
The effect thus depends on the charges of the fragments, but in symmetric models, q A =q B =q, we obtain the following contribution:
This value is positive for all x (0≤x≤0.5), and largest for x=0.5 (fully delocalized). The interatomic charge-charge interactions thus favor the localized solution in most systems. The delocalization error is therefore largest at infinite distance, as seen in Figure 1 . Systems that do not artificially delocalize at infinite distance are correctly described at all distances.
Systems that delocalize at infinite distance can still localize if the contributions from
are larger than the delocalization energy at infinite distance. Approximating this value by the Coulomb effect for a system with x=0.5 and R AB =5 Å gives a contribution of 26.5 kcal/mol, and if at a given distance E del(∞) is smaller than € E delγ AB (x) the system localizes at that particular distance despite the delocalization error.
In the region of small orbital overlap, the effects of the self-interaction can mainly be described by classical electrostatics. The argument above should therefore be equally valid for both DFT and SCC-DFTB calculations. Many other effects are also largely independent of the specific electronic structure method, and we therefore reiterate some general observations of the appearance of delocalized states from reference 20 .
For systems with more than two atoms, the localized state is favored by an extra degree of freedom since the two fragments can adopt different optimal geometries. The term vibronic coupling has also been used to describe the geometric effects associated with geometry relaxation.
Finally, the solvent effect further works to stabilize the localized state in most cases.
For a speherical cavity, the solvation energy is:
where ε is the dielectric constant of the solvent, and q and R are charge and radius of the solute respectively. The solvent contribution to the delocalization energy is: To summarize, it is relatively straightforward to analyze the factors that favor or disfavor localization. First, a basic analysis can be made to see if the system delocalizes at infinite distance between the fragments. At a second stage, the effects of fragment-fragment repulsion, geometry reorganization, and solvent effects can be taken into account to estimate if the system still delocalizes at more realistic modeling conditions. In regions with significant orbital overlap, the analysis becomes much more complicated, and the present analysis is not applicable.
To distinguish between a correctly and an artificially delocalized system it is possible to look at the distance dependence. Exchange interactions, that can also lead to delocalized states, decrease in strength with increasing distance, while artificial delocalization increases with increasing distance. A system that becomes more delocalized as the fragments move apart must therefore be affected by artificial stabilization of the delocalized state.
Dissociation of closed-shell molecules.
Although there are many simulations where the treatment of an odd number of electrons is important, most processes involve closed-shell molecules. In our research program we have studied the formation of fullerenes and carbon nanotubes, using DFTB molecular dynamics simulations. 21, 22 In these simulations we have often used C 2 molecules as feedstock, and we therefore take a deeper look at the activation of neutral diatomics.
The simplest example is the dissociation of H 2 . The correct dissociation limit corresponds to two hydrogen atoms with one electron each. A closed shell singlet calculation using spin-polarized SCC-DFTB gives an electronic structure with half an electron in both α and β-orbitals on each atom. This leads to an incorrect dissociation limit, 45.2 kcal above the correct value, see Figure 4 . In SCC-DFTB, the correct solution includes spin-polarization The calculated vertical IP of C 2 shows a similar behavior to H 2 , see Figure 7 . The vertical IP at the equilibrium distance is 290 kcal/mol (from ground state to ground state), which is a good match to the value calculated by CCSD(T)/PVTZ (288 kcal/mol). 26 However, as the C-C distance increases, the IP drops significantly. In high-temperature molecular dynamics simulations, thermal fluctuations of the C-C distance artificially decreases the ionization potential and may lead to electron donation from C 2 to an electron acceptor. This would shift the dissociation curve to the C 2 + potential, with its lower barrier and repulsive potential at large C-C distances, see Figure 6 . It is thus possible that the delocalization error in SCC-DFTB can lead to artificial dissociation of C 2 molecules in a system with a good electron acceptor. However, even if spontaneous dissociation of C 2 + can occur, it only happens at C-C distances >3.7 Å, at which distance the bond is already broken. In addition, the uncatalyzed activation energy of C 2 + is 140 kcal/mol, so the rate is very low even at high temperatures (e.g., 2000 K) and is not expected to significantly affect the mechanism of C 2 activation.
Mixed-valence transition metal systems.
To show how the analysis can be used in more complex systems, we investigated parts of the electron transfer chain in cytochrome oxidase.
This system includes multiple transition-metal centers, and is a possible target for multi-scale models with DFTB as a fast molecular orbital method to describe environmental effects. 14 In an ONIOM DFT:DFTB model, DFTB is applied to the entire system and must therefore give a reasonable description of the electronic structure of the reactive region. 27 The final step in the electron-transfer chain in cytochrome oxidase is a transfer from heme a to heme a3, that together with Cu B makes up the binuclear center. 28, 29 Dioxygen activation is believed to take place in a mixed-valence state, where heme a is oxidized (+3) while the binuclear center is reduced (heme a 3 /Cu B , +2/+1). To design the computational model, heme a, heme a3 and the amino acids ligating the iron centers were taken from the crystal structure (1OCR), 30 see Figure 8 . Using these values in equation 9 gives x=0.488, an almost fully delocalized solution. A single point calculation of the X-ray structure gives x=0.465 (from the Mulliken spin population analysis) In this model, the difference in electronic structure between the two heme groups is too small to give a correct description of the electronic structure. The smaller value of x in the real calculation can be attributed to a finite Fe-Fe distance (13.4 Å), spin polarization, geometry relaxation and delocalization of charge from iron to the porphyrins.
The degree of delocalization would of course change if the Cu B center was included, and with different heme a 3 coordination or spin state. However, the major point is that the same analysis can be used to evaluate all these cases.
IV. Discussion
As the delocalization error appears in similar situations for both DFT and SCC-DFTB, it is interesting to discuss the similarities between the two descriptions. The delocalization error in DFT is caused by the lack of cancellation between exchange and Coulomb terms. The self-interaction decreases in spatially diffuse orbitals, which, among other things, leads to a preference for delocalized states. Spatially constrained orbitals in the localized state thus leads to relatively larger delocalization errors in DFT. In DFTB the delocalization error is directly proportional to the Hubbard-like parameter. This is calculated as the second derivative of the total energy of a single atom with respect to the occupation number of the highest occupied atomic orbital. This value is higher for tightly bound orbitals, which are also spatially more localized.
At large distances, the distance dependence of the delocalization energy is dominated by the electrostatic interaction between the fragments, and this factor is similar for both DFT and SCC-DFTB. It has previously been shown that a transition metal dimer that is localized at short metal-metal distance becomes increasingly delocalized as the distance decreases. (14) where t is the hopping parameter, c † and c are the creation and annihilation operators respectively, ε i the orbital energy, U the Hubbard parameter and n i↑ , n i↓ are the number of spin-up and spin-down electrons respectively. Notice that the Hubbard term only appears if there are both spin-up and spin-down electrons on a specific site, which is logical for a site (orbital) that follows the Pauli principle. This is different from the Hubbard-like term in SCC-DFTB that depends on the charge of the site.
In the Hubbard model H 2 + is a two-center system with a single electron. Including the site energies, the Hamiltonian matrix becomes:
for which the energies are E 1 =ε i -t and E 2 =ε i +t for the symmetric and asymmetric solutions respectively. As the distance increases, the size of the hopping parameter (t) goes to zero and the energy goes to the correct dissociation limit of a proton and a hydrogen atom (ε i ). There is also no delocalization error for multiple electron systems like H 2 -. The delocalization effect of the Hubbard term has received attention in solid-state physics, [31] [32] [33] [34] For the SCC-DFTB calculation of H 2 + , the only term that does not lead to a delocalization (or localization) error has to be linear in charge fluctuations. However, this would lead to many other problems in SCC-DFTB, among them the lack of a defined ground state because charge separation between two atoms gives a quadratic gain in Coulomb attraction but only a linear increase in the on-site interactions.
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If an early analysis of the system indicates that it can be prone to effects of the delocalization error, it is possible to use alternative methods that in different ways handle this error. Treatments of the self-interaction in DFTB have also been outlined in the paper by Hourahine et.al., 11 and by Kubar et. al., 12 but these have not been included in the present investigation. Another alternative is the DFTB-VBCI approach recently proposed by Rapacioli et.al., that constrains the charge of the fragments using Lagrange multipliers, but for systems with significant exchange interactions, e.g., metal dimers, it can be difficult to set the proper charge constraints.
V. Summary
In many systems the delocalization error in SCC-DFTB is dominated by the Hubbard-like term used to describe on-site interactions. For symmetric systems, the size of the error is directly proportional to the value of the Hubbard-like parameter. In asymmetric systems, the difference in orbital energies required to fully eliminate the delocalization error at infinite fragment distance is equal the Hubbard-like parameter of the fragment with the highest electron affinity. In most cases, the localized state is also favored by spin polarization, a large reorganization energy, and solvent effects. These relations can be used to test if complex systems are subject to artificial delocalization.
For many systems, the delocalization error is similar in GGA DFT and SCC-DFTB.
However, the delocalization error increases as a function of the distance between fragments.
As DFTB is designed to handle very large systems, the problem of delocalization in openshell systems, e.g., those with multiple transition metal centers, is expected to be more frequent compared to the smaller systems that can be treated by standard DFT.
In spin-polarized DFTB, singlet systems are subject to singlet-triplet instability, and the error in dissociation energy is proportional to the spin interaction parameter. As for other single-determinant methods, correct dissociation limits can be achieved by orbital relaxation to a broken-symmetry open-shell singlet. The delocalization error together with the singlettriplet instability leads to an artificial dissociation path of closed shell-molecules in presence of an electron donor or acceptor, for both SCC-DFTB and DFT. In the systems investigated here, the barrier for this dissociation path is relatively high and should not be an important factor even in high-temperature molecular dynamics simulations. 
