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Using a perturbation approach, the Kuhn-Tucker saddlepoint and stationary- 
point optimality conditions and a Lagrangian duality theory are established for a 
general class of continuous-time nonlinear p ogramming problems. It is shown that 
most of the duality formulations in the existing literature of continuous programm- 
ing are special cases of this Lagrangian formulation. ( 1985 Academic Press. Inc 
1. INTRODUCTION 
In 1953 Bellman [6, 71 introduced continuous-time linear programming 
in his investigation of some dynamic models of production and inventory 
“bottleneck processes.” However, mathematically rigorous treatment of 
continuous-time linear programming was effectively initiated by Tyndall 
[57] who extended Bellman’s theory and established existence and duality 
theorems for a certain class of continuous-time linear programs. Sub- 
sequently, Levinson [33] extended Tyndall’s results for more general 
primal-dual pairs of the form 
Primal Linear Program: 
i 
‘T 
maximize c’(t) x(t) dt 
0 
subjectto 4(t).w(t)~6(t)+jrK(t,s)X(9)d~, tE[O, T], 
0 
x(t)>& tc co, Tl, 
where x(t) E R” (n-dimensional Euclidean space) is bounded and 
measurable on [0, T], c(t) E KY, b(t) E R”, A(t) and K(t, s) are m x n 
matrices; ,t E [0, T], and prime denotes transposition. 
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Dual Linear Program: 
s 
T 
minimize b’(t) w(t) di 
0 
subject to A’(t) w(t) 2 c(t) + ST K’(s, t) w(s) ds, t E [0, T], 
I 
where w(t) E IR” is bounded and measurable on [0, T]. 
In Levinson’s treatment, itwas assumed that elements of the matrices 
c(t), A(t), and K(t, S) are piecewise continuous and that the latter three 
matrices satisfy certain positivity conditions. Later, some of these 
assumptions were relaxed and further generalizations of the continuous- 
time linear programming model and related existence and duality theory 
were considered by other authors [9, 10, 21, 23, 29, 31, 35, 36, 37, 44, 47, 
54, 55, 56, 58, 59, 631. Additional results pertaining tosome other aspects 
of continuous-time linear programs have appeared in [5, 8, 13, 28, 32, 38, 
53, 601. 
The first attempt o extend the concept of duality to continuous-time 
nonlinear programming was made by Hanson [25] who considered the 
following linearly constrained nonlinear program: 
maximize 
I 
O’f(x( t)) dt 
subject to Ax(t) <b(t) + i’ Kx(s) ds, t E [0, T], 
0 
x(t)>O, tE [O, T], 
where x(t) E R”, b(t) E R” are bounded and measurable on [0, 7’1, and the 
constant matrices A and K have appropriate dimensions. Assuming that f is 
concave and twice continuously differentiable nd that A, K, and b(t) 
satisfy certain onnegativity conditions similar to those of Tyndall [57], 
Hanson showed that the above problem has the dual 
minimize f T Cf(x(t)) -x’(t) Wx(t)) + w’(t) b(t)1 dt 0 
subject to A’w(t) aV’(x(t)) + f’ZCw(s) ds, t E [0, T]? 
I 
w(t)>O, tE co, Tl, 
409:109/2-9 
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and established the duality relationship for these problems by a method 
originally employed by Dorn [ 121 in extending the duality theorem of con- 
ventional linear programming to nonlinear convex programs. 
Hanson and Mond [26] considered a generalization of the above 
linearly constrained nonlinear program by replacing the constant matrices 
A and K by time-dependent matrices A(t) and K(t, s) with piecewise con- 
tinuous elements. Their proof of the duality theorem was based on 
extending some results of Levinson [33]. However, their proof of the 
required extension was invalid which was later pointed out and corrected 
by Tyndall [59]. These authors also obtained, for the first time, a con- 
tinuous-time v rsion of the Kuhn-Tucker optimality conditions. 
Farr and Hanson [16] introduced nonlinearity tothe constraints and 
studied the dual of the nonlinear program 
maximize O’f(x(r)) dt
s 
subject to g(x(t)) d b(t) + 1’ K(t, s) h(x(s)) ds, t E [0, T], 
0 
where x(t) E[w” is bounded and measurable on [0, T], f is a twice con- 
tinuously differentiable scalar function, K(t, s) is an m x n matrix with non- 
negative ntries, and K(t, s) = 0 for s > t; s, t E [0, T], b(t) z 0 on [O, r], 
and -g and h are concave and differentiable vector functions. Under cer- 
tain suitable assumptions, they were able to formulate a dual problem, 
prove existence and duality theorems, and establish a continuous-time 
analogue of the Kuhn-Tucker conditions. 
Further generalizations f nonlinear duality theory and optimality 
criteria were given by Farr and Hanson [17], Scott and Jefferson [48], 
Abrham and Buie [4], Reiland and Hanson [42], and Reiland [43,44-J. 
All the references cited above, except [48], dealing with continuous-time 
nonlinear programming, assume differentiability n their treatments of 
duality; in [48] the concepts of conjugate transform and subdifferen- 
tiability areused. 
Evidently, a wide variety of dynamic economic policy models with a 
finite planning horizon can be formulated in terms of continuous-time 
linear and nonlinear programs. As a representative sample of papers in this 
area, we cite [17, 24, 28, 30, 39, 42, 44, 52, 53, 621. 
In this paper we will consider an extension of the classical Lagrangian 
duality for a general class of nondifferentiable continuous-time convex 
programming problems. This will be accomplished by generalizing some 
results of Geoffrion [19] to a certain infinite-dimensional setting. Geof- 
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frion, following Gale [ 181 and using an excellent blend of geometric 
intuition and analytic reasoning, developed a comprehensive legant 
duality theory for finite-dimensional nonlinear programming. The building 
blocks of this theory were elementary convex analysis, the concept of 
stability originally introduced by Gale [ 181, and some properties ofa cer- 
tain perturbation function. 
2. THE PRIMAL AND DUAL PROBLEMS 
We consider the following continuous-time nonlinear programming 
problem: 
Problem P: 
minimize 4(x) = [‘S(x(r), t) dt 
0 
subject tog(x(t), t) < 0 a.e. in [0, r], 
x E x, 
where X is a nonempty convex subset of the Banach space L”,[O, T] of all 
Lebesgue measurable ssentially bounded n-dimensional vector functions 
defined on the compact interval [0, 7’1 c R, with the norm 11 /I o. defined by 
llxll m = max ess SUP IXj(t)l> 
l<j<n rs[O,T] 
where for each t E [0, T], xi(t) is the jth component of x(t) E R”, qh is a con- 
vex real-valued function defined on X, and g(x(t), t) = y(x)(t), where y is a 
map from X into the normed space A;l[O, T] of all Lebesgue measurable 
essentially bounded m-dimensional vector functions defined on [0, T], with 
the norm II /I 1defined by 
IIYII, = *yJ& I oT I yj(t)l dt, . . 
g is assumed to be convex in its first argument throughout [0, T]. 
Equality constraints of the form h(x(t), t) =0 a.e. in [0, T], where 
h(x(t), t) = q(x)(t), with q: X + .4/;[0, T], is linear in its first argument 
throughout [0, T], can also be handled by the above problem because a
linear equation can always be replaced by an equivalent pair of linear 
inequalities without destroying convexity. 
Obviously, the above problem, with appropriate assumptions, ubsumes 
certain classes of constrained variational nd optimal control problems. 
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For example, a special case of Problem P is the following optimal control 
problem with linear dynamics and linear equality and nonlinear convex 
inequality constraints on both the state and control variables: 
minimize I :fxW, 4th t) dt 
subject to $x(t)=A(r)x(r)+B(r)u(r)+u(l), 
C(t) x(t) + D(t) u(t) + j’K,(t, T) X(T) d7 
0 
+ j’ K,.(t, T)U(T) dz = b(t), 
0 
cd-x(t), u(t), t) d c(t) + j; h(x(r), U(T), t, T) dz, 
2 6 [0, T], x(0) given. 
Under suitable hypotheses that will be specified later, it will be shown 
that Problem P has the dual 
Problem D: 
maximize Ic/( u)
subject to u(t) 2 0 a.e. in [0, T], 
where 
$(u) = j;f, I,’ Cf(x(t),  +u’(t) g(x(f), [II& 
and UE L”,[O, T]. 
Before proceeding further, we will briefly explain why duality theorems 
for the above problems cannot be obtained as special cases of more general 
results already available inthe existing literature. 
A fairly general optimization problem that has frequently been studied in 
the literature hasthe form 
minimize F(X) 
subject to G(x) E C, x E X0, 
where X0 is a nonempty convex subset of a real normed space X, C is a 
closed convex cone in a real normed space Y, Z? X0 + R is a convex 
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function, and G: X0 -+ Y is a C-convex map, that is, nG(x) + (1 - 2) G(Z) - 
G(,Ix + (1 - ,I) X) E C whenever x, X E X0 and 0 < A < 1. Optimality criteria 
and duality theorems for this problem are usually derived under the 
indispensable assumption that the convex cone C has nonempty interior. 
Since in Problem P the range of the constraint map y is contained in the 
incomplete normed space /iy[O, T] whose nonnegative cone 
{ye ,47[0, T]: y(t) b0 a.e. in [0, T]} has empty interior, the existing 
abstract theory is not applicable toour problem. If in Problem P, the space 
nl;[O, T] is replaced by L”,[O, T], then it can be treated as a special case 
of more general optimization problems. However, due to the complicated 
nature of the topological dual space of L;[O, T], this framework does not 
seem to be conducive to a systematic development of an extensive theory 
for continuous-time programming problems. 
Our motivation for undertaking this investigation s twofold. First, the 
Lagrangian duality, developed in this paper in an elementary fashion, 
generalizes the majority of the duality results inthe existing literature of 
continuous-time programming, provides ome of the basic tools required 
for constructing computational gorithms, and facilitates th  analysis and 
interpretation of a wide range of dynamic economic policy models. 
Secondly, using the logical equivalence of duality and transposition 
theorems (theorems of the alternative) [34], our main duality results can 
be utilized toobtain a substantial generalization of Gordan’s transposition 
theorem [64] which in turn will ead to the derivation ffurther optimality 
criteria and duality relations incontinuous-time programming in a manner 
analogous to the finite-dimensional case. Some progress in this direction 
has already been reported in [65, 66, 671. 
We will now present some definitions and introduce some additional 
notation and terminology. 
DEFINITION 2.1. A pair (x, U) E L”,[O, T] x L”, [0, T] is said to satisfy 
the optunality conditions for Problem P if 
(a) x minimizes JT[f(x(t), t) + u’(t) g(x(t), t)] dt over X, 
(b) u’(t) g(x(t), t)=O a.e. in [0, T], 
(c) u(t) 3 0 a.e. in [0, T], 
(d) g(x(t), t) 6 0 a.e. in [0, T]. 
Condition (b) will be referred toas the complementary slackness con- 
dition. 
DEFINITION 2.2. An element uE L”, [0, T] is said to be an optimal mul- 
tiplier function for Problem P if (x, U) satisfies theoptimality conditions for 
some XE L”,[O, T]. 
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DEFINITION 2.3. The perturbation function p: A;l[O, T] + II&’ associated 
with Problem P is defined as 
p(y) = inf 
u 
Tf(x(t), t)dt: g(x(t), t) < y(t) a.e. in [0, T] X6X I) I 
, 
where y(t) is called the perturbation vector. 
Clearly p is not a Frechet differentiable function; however, as it will be 
shown later, it is convex, and thus enjoys many desirable properties. p is 
obviously a nonincreasing function. 
DEFINITION 2.4. Let Z be a real normed space with topological dual 
Z*, and let h: Z + [-co, a] be a convex function such that h(z) is finite 
for some Z E Z. Then a z* E Z* is said to be a subgradient of h at Z if 
h(z) - h(5) 2 z*(z - 2) for all z E Z. 
The set of all subgradients ofh at Z is called the subdifferential of h at Z and 
is denoted by 8/z(Y). 
For subdifferentiability and related properties ofconvex functions the 
books by Holmes [27] and Rockafellar [46] may be consulted. 
Let Ly[O, T] denote the space of all Lebesgue integrable m-dimensional 
vector functions defined on [0, T], with the norm 11 /I i. It is known [ 141 
that there xists an isometric somorphism between the topological dual 
(Ly[O, T])* of Ly[O, T] and L”,[O, T] in which corresponding elements 
y* and u are related by the identity 
y*(y) = IoT u’(t) y(t) dt for all y~Ly[0, T]. 
Since Ay[O, T] is a dense subspace of Ly[O, T], it follows that 
corresponding toan element y* in (A;l[O, T])* there xists a UE L”,[O, T] 
such that the above representation s valid. 
Making use of this identification, we will choose to work in the sequel 
with an equivalent definition f the subgradient of the perturbation 
function p.If p is finite atj E Ay[O, T], we will simply say that a function 
u E L”, [O, T] is a subgradient ofp at p if and only if 
P(Y) -p(j) 2 j,‘u’(t)Cy(t) - y(t)1 dt for all yE AT[O, T]. 
DEFINITION 2.5. Problem P is said to be stable if p(0) is finite and there 
exists a constant M > 0 such that 
P(O) G P(Y) + M IIYII 1 for all yE Ay[O, T]. 
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Let 
Y={.?JEA~[O, T]: g(x(t), t)<y(t) a.e. in [0, T] for some XEX}. 
Clearly, Y represents the feasible set of the perturbed problem; 
obviously, p(y) = cc if and only if y 4 Y. 
3. AUXILIARY RESULTS 
In this part we will present some auxiliary facts that will be needed for 
establishing optimality criteria and duality theorems. 
LEMMA 3.1. Y is a convex set, and p is a convex function on Y. 
Proof Since g(-, t) is a convex function throughout [O, 7’1, and X is a 
convex set, it can easily be verified that Y is a convex set. 
To prove the second statement, let y’, y2 E Y, let y = 1.~’ + (1 -1) y2, 
0 < A< 1, and let E > 0. Then by the definition ofY, there xist x1, x2 E X 
such that g(x(t), t) < y’(t) a.e. in [IO, T] and 4(x’) < p(y’) + E for i= 1, 2. 
Since X and Y are convex sets and q4 is a convex function on X, we have 
p(y) < qqnx’ + (1 - 2) x2) 
< q(x’) + (1 -A) #(x2) 
<l(P(y’)+E)+(l-A)(P(y2)+E). 
Since E was arbitrary, it follows that p is convex on Y. 1 
LEMMA 3.2. Let F be a convex function on a convex set Y of a real nor- 
med space Z with norm 1) 11, and suppose that F is finite at j E Y. Then F has 
a subgradient at j (aF((y) # a) tf and only if there exists a constant M> 0 
such that 
F(Y) d F(Y) + M IIY - Al for all y E Y. 
Proof The proof is similar to that of Lemma 2 in [ 191 except for some 
slight modifications to account for the infinite-dimensionality of the present 
situation, andit will not be reproduced here. 1 
LEMMA 3.3. Suppose that Problem P has an optimal solution. Then a 
U E L”, [0, T] is an optimal multiplier function for Problem P if and only tf 
-ii E 8p(O). 
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Proof: Let U be an optimal multiplier function for Problem P. Then 
there exists an ZE X such that (X, U) satisfies theoptimality conditions 
(a)-(d) of Definition 2.1. Conditions (a) and (b) lead to 
~oTfMr)> t)dt 2 i,’ U@(t), t) - u’(t) g(x(f), t)l dt for all xE X, 
which, in view of condition (c), implies that 
for all xE X such that g(x(t), t)6 ,v(t) a.e. in [0, r]. Therefore, 
f(x(t), t) dt: g(x(t), t) 6 y(t) a.e. in [0, T] 
a s oT UP(t), t) -u’(f) y(t)1 dt for all yE Y. 
That is, 
P(Y) 3 ~(0) +loT [-u’(t)1 y(t) dl for y E Y. 
Hence - U E @( 0). 
To prove the converse, assume that -U E I@(O), and let X be an optimal 
solution of Problem P. We will show that the pair (X, U) satisfies the 
optimality conditions. Condition (d) is satisfied because X is optimal and 
hence feasible. Suppose that condition (c) is violated; inparticular, ssume 
that the jth component Uj(t) of the vector ii(t) isstrictly negative on a sub- 
set of [0, T] with positive L besgue measure. Then we have 
I 
T 
uj( t) dt < 0. 
0 
Since by hypothesis 
P(Y) 2 ~(0) + JOT C-u’(t)1 y(t) dt for every y E Y, 
if we choose y(t) to be the jth unit vector ej= (0 ,..., 0, 1,0 ,..., 0)‘~ R”, and 
recall that p is a nonincreasing function, we obtain 
s 
T 
uj( t) dt 2 p(O) - p(e’) 2 0, 
0 
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which is a contradiction. Hence E(t) b 0 a.e. in [0, r], so condition (c) is 
satisfied. To establish (b), we observe that from (c) and (d) we have 
u’(t) g@(t), t) < 0 a.e. in [0, T]. 
However, if strict inequality holds on a subset of [0, T] with positive 
Lebesgue measure, then we get 
i 
T 
u’(t) g(X( t), t) dr < 0, 
0 
which contradicts 
s T ii’(t) g@(t), t) dt 2 p(O) - p(y(.f)) = 0, 0 
which is obtained by letting y(t) = g(Z(t), t)= y(x)(t) in the subgradient 
inequality. Hence we must have ii’(t) g(Z(t), t)= 0 a.e. in [0, r]; thus (b) 
holds. Finally, to see that condition (a) is also satisfied, we let y(t) =
g(x(t), t)= y(x)(t) in the subgradient inequality and obtain 
P(Y(x)) 2 ~(0) - j: u’(t) g(x(t)> t)df 
= ,: M-f(t), t)- u’(t) g(x(t), [)I dt I for all xE 1. 
Since 
and 
s Tf(x(Q, t) dt 2p(y(x)) forall xE X, 0 
s 
T 
u’(t) g(i-(t), t)dt = 0 
0 
by (b), we can write 
s 
oT Cf($f), f)+ u’(t) g($t), t)l dl 
G oT LOX(~), t) + u’(f) g(x(t)> t)l dt I for all xE X. 
Hence (a) is established. 1 
As a consequence of the above lemma we observe that a unique mul- 
tiplier function for Problem P exists if and only if p is Frechet differentiable 
at 0. 
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Optima1 multiplier functions can be useful in sensitivity analysis because 
they can provide certain estimates for changes in the values of the objective 
function resulting from the perturbation fthe constraints. We will justify 
this tatement by using Lemma 3.3. 
Let X’ be an optimal solution of Problem P,: 
minimize 
s oTfMl)r t) dt 
subject to g(x(t), t) d y’(t) a.e. in [0, T], i = 1, 2, 
x E x. 
If u’, i= 1,2, are the corresponding multiplier functions, then we claim that 
jr u”(t)[y’(t) - y2(t)] d  <SIl(x’(t), t) dt -jTf(X1(r), t) dt 
0 0 0 
(*) 
< 
I 
T u”(t)[y’(t) - y2(t)] dt. 
0 
To see this, let q be the perturbation function of the convex program 
minimize 
s o=fWh t) dt 
subject tog(x(t), t) - y”(t) 6 0 a.e. in [0, T], 
x E x. 
If p is the perturbation function of Problem P, then it is clear that p(y) = 
q(y - y*), and hence 8p(y2) = ?Jq(O). Since u2 is an optimal multiplier 
function for Problem P,, by Lemma 3.3, -u2 E iYq(O) = 8p(y2). Now 
because 
I oTf(xi(t); t) dt = p(y’), 
i= 1, 2, 
we have 
= -CP(.Y’)- P(Y*)I ~~o~u2’(t)Cy’(t)-y2(t)] dt, 
which is the right-hand inequality of(*). The other inequality isverified 
similarly. 
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4. OPTIMALITY CONDITIONS 
In this section we will derive the continuous-time analogues of the 
Kuhn-Tucker saddlepoint and stationary-point op imality criteria for 
Problem P. First, we will examine the relationship between the notion of 
stability and existence ofoptimal multiplier functions. 
THEOREM 4.1. Assume that Problem P has an optimal solution. Then an 
optimal multiplier function exists tf and only tf Problem P is stable, and a 
u E L”, [0, T] is an optimal multiplier function if and only tf -u E ap(0). 
Proof. By Lemma 3.1, p is convex, and by assumption, p(0) is finite 
since Problem P has an optimal solution. Therefore, by Lemma 3.2, p has a 
subgradient at y = 0 if and only if Problem P is stable; the second 
statement follows from Lemma 3.3. 1 
Next we will establish t e equivalence b tween the optimality conditions 
of Definition 2.1 and a constrained saddlepoint ofthe Lagrangian function 
L: L”, [0, T] x L”, [0, T] -+ iw defined by 
Lb, u) = ?” CfMt), t) +u’(t) g(x(t), t)l dt. 
0 
THEOREM 4.2. A pair (X, U) satisfies theoptimality conditions (a)-(d) of 
Definition 2.1 if and only if u(t) > 0 a.e. in [0, T], X E X, and 
L(X, u) < L(X, U) < L(x, U) 
for all UE L”,[O, T], u(t) 20 a.e. in [0, T], and all xE X. 
Proof Suppose that (X, U) satisfies theoptimality conditions. Then the 
second saddlepoint inequality follows from condition (a). Using condition 
(d), we have 
s 
T 
u’(t) g(x(t), t) dt 6 0 
0 
for any u(t) 30 a.e. in [0, T], which when combined with condition (b) 
yields the first saddlepoint inequality. 
Conversely, assume that the saddlepoint conditions hold. Condition (a) 
follows from the inequality L(X, u) < L(x, U) for all x E X. From the - - inequality L(X, u) < L(x, u) for all u(t) > 0 a.e. in [0, T], we get 
I T [u’(t)-u’(t)] g@(t), t)dtdO. 0 
438 G. J. ZALMAI 
Let 
Aj= {& [O, T]: g,(Y(t), t)<O}, i = 1, 2 ,..., m, 
B,= {te [0, T]: g,@(t), t)>O}, i = 1, 2 ,..., m. 
We observe that A,n Bj= 0 and Aiu Bi= [0, T] for i= 1,2 ,..., m  If we 
choose 
u,(t) = i,(t) 
= i,(t) + 1 
for all tE Ai, i = 1, 2 ,..., m, 
for all tE B,, i = 1, 2 ,..., m, 
then 
;F, I; s,(x(t), t) dt d0, 
which implies that p(Bi) = 0 for i = 1, 2,..., m, where ~1 is the Lebesgue 
measure defined on the sigma field of all subsets of [0, T]. Now if we let 
we see that 
A=hA, and B= ilj B,, 
I=1 ,=I 
[0, T]xAuB= fi Ai 
( ) 
uB= fi (A,uB)2 fi (AjuBi)=[O, T] 
i=l 1=I r=l 
and that 
O<p(B)< f A&)=0. 
i= 1 
Hence p(B) = 0. Therefore, we conclude that g(Z(t), t)6 0 a.e. in [0, T], 
and thus condition (d) is established. 
Now from (c) and (d) we see that 
u’(t) g($t), t) ,< 0 a.e. in [0, r]. 
However, if strict inequality holds on a subset of [0, T] with positive 
Lebesgue measure, then we get 
c 7 u’(t) g(x(t), t)dt<O, 0 
which contradicts the saddlepoint inequality L(X, U) < L(X, U) with u(t) = 0 
a.e. in [0, T]. Therefore, condition (b) holds. 1 
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THEOREM 4.3 (Kuhn-Tucker saddlepoint heorem). Suppose that 
Problem P is stable. Then an X E X is an optimal solution fProblem P tf and 
only tf there xists a zi EL”, [0, T], u(t) >/ 0 a.e. in [0, T] such that 
L(X, u) < L(X, U) 6 L(x, U) 
for all XEX, UE L”,[O, T], u(t) 20 a.e. in [IO, T]. 
Proof. Suppose that X E X is an optimal solution of Problem P. Since 
Problem P is stable, by Theorem 4.1, there xists a U E L”,[O, T] such that 
(x, U) satisfies theoptimality conditions (a)-(d) of Definition 2.1, which, by 
Theorem 4.2, is equivalent tothe desired assertion. 
Conversely, assume that the saddlepoint conditions are satisfied. Then, 
as in the proof of Theorem 4.2, X is a feasible solution of Problem P and 
(.% 4 satisfies the complementary slackness condition. Since 
ii’(t) g(x(t), t) = 0, U(t) > 0, and g(x( t), t) < 0 a.e. in [0, T] for each feasible 
solution x of Problem P, the second saddlepoint inequality implies that 
4(X) d d(x) for all f easi bl e solutions x of Problem P. Hence X is an optimal 
solution of Problem P. 1 
We will next show that the above result leads to the differential formof 
the Kuhn-Tucker conditions inthe presence of differentiability. 
THEOREM 4.4 (Kuhn-Tucker stationary-point theorem). In addition to 
the standing convexity assumptions, suppose that the interior int X of X is 
nonempty, that f and g are continuously differentiable in their first arguments 
on an open set Vc R” containing the set {x(t): x E X, t E [0, T] } throughout 
[0, T], and that the functions t-+ Vf (Z(t), t)and t + Vg:(x(t), t)h(t) =
DyJx)(h)(t) (the Frtchet deriuatiue of yi at X evaluated ath(t)), i= 1, 2,..., m, 
are Lebesgue integrable on [0, T] f or all h E L”, [0, T]. If Problem P is 
stable, then (2, U) E L”, [0, T] x L”, [0, T] with X E int X and E(t) 2 0 a.e. in 
[0, T], satisfies thesaddlepoint conditions 
L(X, 2.4) < L(X, U) 6 L(x, U) 
for all XE X, u E L”,[O, T], u(t) 30 a.e. in [0, T], if and only tf X is a 
feasible solution of Problem P, and (2, ii) satisfies the Kuhn-Tucker con- 
ditions 
Vf’(x(t), t)+ f u,(t)Vgj(x(t), t) h(t)dt=O for all hE L”, [0, T], 
i= 1 1 
ii’(t) g@(t), t) = 0 a.e. in [0, T]. 
Proof. Suppose that (X, U) with X E int X and U(t) 3 0 a.e. in [0, T] 
satisfies thesaddlepoint conditions. Then, as shown in Theorem 4.2, X is 
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feasible for Problem P, and the complementary slackness condition is 
satisfied. Since L(X, U) < L(x, ti) for all xE X, x is an optimal solution of the 
problem 
minimize L(x, U) 
subject to x E X, 
which implies that the Frtchet derivative ofthe function L(., U) vanishes at 
X, that is, 
T 
!‘[ Vf’(.f(t), t)+ f i&(t)Vg;(x(t), 2) h(t)dt=O 1 for all hE L”, [0, T]. 0 i=l 
(**I 
Conversely, suppose that the Kuhn-Tucker conditions are satisfied. 
Then by the convexity and differentiability hypotheses, we have 
s Tf(X(t), t) dlB ST0 o (f(W, t) +Vf’(x(t), Cx(f) - f(t)1 > &
gi(x(t), f, 2 giCxCt), t, + Vgj(x(t), t)[x(t)-x(t)l 
a.e. in [0, r], i= 1, 2 ,..., m, 
for all xE X. Now, for each i = 1, 2,..., m, multiplying the last m inequalities 
by G,(t) 20 a.e. in [0, 7’1, summing, integrating, adding the result o the 
first inequality, and using the assumed conditions, we obtain L(X, U) d 
L(x, U) for all xE .Y. Since g(X( t), t) < 0 and ii’(t) g(Z(t), t)= 0 a.e. in [0, T], 
it follows that L(X, u) d L(X, U) for all u(t) 2 0 a.e. in [0, T]. Hence (X, U) 
satisfies thesaddlepoint conditions. 1 
We observe that in the above theorem the stability property for 
Problem P required for the validity ofthe Kuhn-Tucker conditions plays 
the role of a regularity condition usually referred to as a constraint 
qual~$cahm in the literature of mathematical programming. 
A somewhat better understanding ofthe structure ofthe Kuhn-Tucker 
conditions may be gained by choosing a fairly general explicit form for the 
constraint function g. Thus consider the following form of Problem P: 
Problem P: 
minimize 0) = ~oTfWL t) dt 
subject to P(x(t), I) <r(t) + j: Q(x(s), t, s) ds a.e. in [0, r], 
x E x, 
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where f and X are as in Problem P and for each i= 1,2,..., m, Pi, ri, and Qi 
(the ith components of P, r, and Q) are real-valued functions defined on 
vx co, n co, n and I/x [0, T] x [0, i’J, respectively. Then under 
appropriate hypotheses, (**) for Problem P becomes 
s 
?- [Vf’(i(t), t)h(t) + -f ii,(t) VP((Z(l), t)h(t) 
0 I=1 
-1 1 
’ M u,(t) VQl(X(s), t, s)h(s) ds] dt = 0 for all h E L”,[O, T]. 
O i=l 
Now, applying Fubini’s theorem [14] to the double integral in this 
equation, we find that 
s 
T h’(t)[yf(%(t), t) + f C,(t) VPj(x(t)t t)
0 ,=I 
Tm 
- 
SC Ui(s) VQ,(Z(t), s t) ds] dt = 0 
for all h E L”,[O, T], 
I i=l 
which implies that the expression inside the brackets equals zero a.e. in 
[0, r]. Therefore, the stationary-point ptimality conditions for Problem P 
become 
Vf(i(t), t) + f ii;(t) VP,@(t), t) 
i= I 
- t&(s) VQ,(Z(t), s t) ds = 0 a.e. in [0, r], 
ii’(t)[P(Z(t), t) - r(t) - 1: Q(X(s), t, s) ds] = 0 a.e. in [0, r], 
zi(t)>O a.e. in [0, r]. 
Saddlepoint optimality conditions for continuous-time nonlinear 
programming were previously considered by Singh and Farr [49]. 
However, the proof of their main theorem [49, Theorem 71 needed for 
establishing necessary optimality criteria is incorrect because in their proof 
they invoke a separation theorem to separate the origin {(0, 0)} from a 
subset of the product space Rx Ly[O, 7’1 which may not have an interior 
point. Later this discrepancy was pointed out by Singh [SO] who 
attempted to provide a valid proof for a slightly more general form of the 
theorem [SO, Theorem 2.31. However, in the course of the proof he makes 
an assumption about the closedness ofa certain set which does not bear 
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any meaningful direct relationship to the statement and data of the 
theorem under consideration. 
5. LAGRANGIAN DUALITY 
In this ection we will focus our attention developing some duality 
relationships between Problems P and D. The first result, called the weak 
duality theorem, is a simple consequence of the definition fthe dual 
problem. Nevertheless, it has some important implications. 
THEOREM 5.1 (weak duality theorem). Let X E L”,[O, T] and 
U E L”, [0, T] be feasible solutions ofProblems P and D, respectively. Then
W) 2 t44. 
Proof From the definition of $, we have 
‘b(Q) = ‘if, lo* [f(x(t),  +u’(t) s(x(t), t)l dt 
6 s oTf(i(t), t)dt + /‘u’(t) g@(t), t) dt 0 
d d(4, 
since i(t) > 0 and g(Z(t), t)< 0 a.e. in [0, T]. 1 
COROLLARY 5.1. If ef)~IcI(4 f or any primal feasible solution X and 
any dualfeasible solution ii, then X and ii are optimal solutions of Problems P
and D, respectively. 
COROLLARY 5.2. If inf{& ). x .xEX, g(x(t), t)dO a.e. in [0, T]} = -03, 
then $(u)= -CC for all u(t)20 a.e. in [0, T]. 
COROLLARY 5.3. Zf sup{lc/(u): UE L;[O, T], u(t) > 0 a.e. in 
[0, T] } = 03, then the primal problem has no feasible solution. 
The above theorem will be utilized inthe proof of the next lemma which 
is needed for establishing thestrong duality theorem. 
LEMMA 5.1. Suppose that Problem P has an optimal solution 2.Then a 
ii EL”,[O, T] is an optimal solution of Problem D and i(X) = Ii/(U) ifand 
only if -22 E ap(O). 
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Proof Let -U E dp(O), so that 
P(Y) 2~(0) -joT u’(t) y(t) dt for all yE Y. 
This inequality, as shown in the proof of Lemma 3.3, implies that 17(t) 3 0 
a.e. in [0, T], so U is a feasible solution of Problem D. Since 
~,?-(x(r)t 1) dt 3 Adx)) 2p(O) -Jb’fi’(t) g(x(t),  dt for all x E X, 
where y(x)(t) = g(x(t), t), we have 
jff,joT [f@(t), t) + C’(t) g(x(t), t)] dt 2 p(0). 
Since p(O) = d(X), this inequality, in view of Corollary 5.1, implies that U is 
an optimal solution of Problem D with 4(X) = 11/(c). 
Conversely, suppose that ii~ Lz,[O, T] is an optimal solution of 
Problem D. Since by assumption 
,1$ loT [f@(t), t) + u’(t) g(x(t), t)] dt = p(O), 
and since 
[‘u’(t) g(x(t), t)dts+‘(t) y(t)dt 
0 0 
for all XEX and y~/iy[O, 7’1 with g(x(t), t) 6 y(t) a.e. in [0, T], we have 
i T Cf(x(tL )+u’(t) AtI1 dt b 0) 0 
for all xE X and y E A;t[O, T] such that g(x(t), t) 6 y(t) a.e. in [0, r]. That 
is, 
Tf(x(t), t) dt: g(x(t), t) d y(t) a.e. in [0, T] 
2p(0)+jT -u’(t)y(t)dt for all yE Y. 
0 
409. 109~2-10 
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Therefore, 
P(Y) 2~(0) +JOT -u’(t) y(t) dt for all yE Y. 
Hence -tin@. 1 
LEMMA 5.2. Assume that p(0) isfinite and UE ap(0). Then XE L”,[O, T] 
is an optimal solution of Problem P tf and only tf (2, -ii) satisfies the 
optimahty conditions (a ), (b), and (d) spectj?ed inDefinition 2.1. 
Proof If X is an optimal solution of Problem P, then by Lemma 3.3, 
-U is an optimal multiplier function for Problem P, and so (x, -U) 
satisfies theoptimality conditions for Problem P. 
Conversely, if (X, -U) satisfies conditions (a), (b), and (d) of 
Definition 2.1, then, as in the proof of Lemma 3.3, -zi(t) 20 a.e. in [0, T], 
so condition (c) is also satisfied. Therefore, 2 is an optimal solution of 
Problem P. 1 
The main duality principle inking Problems P and D is contained in the 
next theorem. 
THEOREM 5.2 (strong duality theorem). Assume that Problem P is stable. 
Then 
(1) Problem D has an optimal solution, 
(2) the optimal values of Problems P and D are equal, 
(3) a ii E L”, [0, T] is an optimal solution of Problem D tf and only tf 
-uEap(O), 
(4) every optimal solution zi of Problem D characterizes the set of all 
optimal solutions (if any) of Problem P as the minimizers of 
s oT CfMt)> t)+u'(t) &dth t)l dt 
over X, which also satisfy the constraint g(x(t), t) 6 0 a.e. in [0, T], and the 
complementary slackness condition U’(t) g(x(t), t) = 0 a.e. in [0, T]. 
Proof Since Problem P is stable, p(0) is finite and hence Lemmas 3.1 
and 3.2 ensure the existence ofa subgradient ofp at y = 0. Parts (l), (2), 
and (3) now follow from Lemma 5.1, and part (4) follows from part (3) 
and Lemma 5.2. 1 
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6. SPECIAL CASES 
We will next show that the duality formulations ofcontinuous-time 
linear and quadratic programming are special cases of the general 
Lagrangian duality formulation. 
Consider the canonical linear program 
s 
T 
minimize c’(t) x(t) dt 
0 
subject toA(t) x(t) 2 6(t) + 1: K( t, S) x(s) ds a.e. in [0, T], 
x(t) B 0 a.e. in [0, T], 
where c E n;[O, IJ, b E ny[O, T], A is an m x n matrix-valued map with 
elements in /i ,[O, T], and K(t, s) is an m x n matrix whose elements are 
square integrable on [0, r] x [0, T]. The Lagrangian dual of this problem 
is 
maximize 1+9( 2.4) 
subject to u(t) 2 0 a.e. in [0, T], 
where 
b(t) 
+ j’K(t,s)x(s)ds-A(t)x(t) dt 
0 11 
5 
T 
= b’(t) u(t) dt+ inf [c’(t)-u’(t) A(r)] x(t)dt 
0 a.z![&“T, 
+ j’ j’ u’(t) K(t, s) x(s) ds dt . 
0 0 
Applying Fubini’s theorem [14], $(u) can be 
I,+)= [eTb’(t)u(t)dt+ .‘I$_ 
expressed as 
f-T x’(t) (c(t) 
U” 
a.i%lfl,“T] 
“0 I 
s 
T 
+ K’(s, t) u(s) ds - A’(t) u(t) dt. 
f 
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Therefore, 
$(~)={~~b~(t)u(r)dt 
I 
7 
if c(t)+ K’(s, t) u(s) ds - A’(t) u(t) 3 0 
f 
a.e. in [0, r] 
zz -a otherwise. 
Consequently, the dual problem becomes 
maximize s h(t)u(t)dt 0 
subject to A’(t) u(t) < c(t) + l*K’(s, t) u(s) ds a.e. in [0, T], 
I 
u(t) 2 0 a.e. in [0, 7J, 
which is precisely ofthe form studied previously inthe literature nder dif- 
ferent assumptions. Therefore, under the stability hypothesis, all the duality 
results ofthis paper are applicable tothis pecial case. 
Next we consider the quadratic programming problem 
minimize -x’(t)H(t)x(t)+c’(t)x(t) dt 1 
subject to A(t) x(t) > b(t) + i’ K( t, s) x(s) ds a.e. in [IO, T], 
0 
x(t) 2 0 a.e. in [0, T], 
where H(t) is a symmetric positive definite matrix whose elements are 
measurable functions on [0, ZJ, and A(t), h(t), c(t), and K(t, S) are as 
specified in connection with the continuous-time linear program discussed 
above. The corresponding Lagrangian dual problem is 
maximize II/( 24) 
subject to u(t) 2 0 a.e. in [0, 2-1, 
where 
$(u)= inf q(x; u), 
.x(t),0 a.e. Inco, T] 
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with 
q(X;u)=~~={fx’(I)H(I)xlf)+c’(l)1(1) 
h(t)+j;K(t,s)x(s)ds-A(t)x(t) Ii dt. 
We observe that for any given U, the expression for Ii/(u) isa simple con- 
strained optimization problem with a Frechet differentiable nd strictly 
convex objective function, and hence by Theorem 4.4, there exists a
u E L”, [0, T] such that the following optimality conditions are satisfied: 
1-I T [x’(t) H +c’(t)-u’(t)A(t)] h(t) 0 
+u!(t) j’K(t,s)h(s)ds-o’(t)h(t) dt=O 
I 
for all hE L”, [0, T], 
0 
u’(t)x(t)=O a.e. in [0, T], 
u(t)>0 a.e. in [0, T]. 
In view of Fubini’s theorem [14], the first equation can equivalently be
expressed as 
H(t)x(t)+c(t)-A’(t)u(t)+ jk(s, t)u(s)ds-o(t) dt=O 
I 1 
for all hE L”, [0, T]. 
This clearly implies that the expression i side the brackets must be equal to 
zero a.e. in [0, r]. Since u(t) > 0 a.e. in [0, T], the dual problem takes the 
form 
T 
maximize 
j[ 0 
- ;x’(t)H(t)x(t)+h’(t)u(t) dt 1 
subjectto A’(t)u(t)<c(t)+H(t)x(t)+jTK’(s, t)u(s)d&ya.e.in [0, 7J, 
I 
u(t)>0 a.e. in [0, T], 
where the objective function was obtained by using the optimality con- 
ditions and by making an obvious algebraic substitution i to the 
expression for q(x; 24). 
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This dual problem is identical inform to, but more general in content 
than, the continuous-time quadratic programming problems obtained in 
[20, 241 by resorting to the duality theorem of continuous-time linear 
programming, similar to Dorn’s [ 11, 121 approach for the finite-dimen- 
sional case. 
Again, if we assume that the above quadratic program is stable, then all 
the pertinent results ofthis paper are applicable tothis pecial case. 
7. DIFFERENTIABLE DUALITY 
In this final section we will briefly ook at Lagrangian duality for dif- 
ferentiable continuous-time nonlinear programming problems. 
Suppose that in Problem P, introduced in Section 2, in addition to our 
standing convexity assumptions, X is a nonempty open convex subset of 
L’&[O, r], that f(., t) and g(., t) are continuously differentiable on an open 
set Vc Iw” containing the set {x(t): XEX, te [0, 7’1) throughout [0, r], 
and that the functions t -+ V’(x( t), t) and t -+ Vgj(x( t), t)h(t) G
l$li(X)(h)(?), i = 1 2 )...) m, are Lebesgue integrable on [0, T] for all XE X 
and all h E L”,[O, T]. Then in this case Problem D is equivalent to the 
following problem: 
maximize 
s ,: LOX(t), t) + u’(t) g(x(t), t)l dt 
subject to Vf’(x(t), t)+ f u,(t)Vgj(x(t), t) h(t)dt=O 
i= 1 1 
for all hE L”, [0, T], 
u(t)30 a.e. in [0, T], 
which may be viewed as the continuous-time analogue of Wolfe’s [61] 
duality formulation that is widely used in finite-dimensional differentiable 
nonlinear programming. In the preceding section this dual was implicitly 
used in the derivation fthe dual quadratic program. 
Recently, the Wolfe duality formulation has been considered for con- 
tinuous-time nonlinear programming. In both [4] and [45] the Wolfe 
dual is first postulated and then verified by employing somewhat different 
continuous-time versions of the Kuhn-Tucker conditions. However, in the 
framework of our approach, as demonstrated above, the Wolfe duality for- 
mulation follows as a special case of the general Lagrangian duality for- 
mulation under the additional ssumption of differentiability. 
In [4] it was observed that Wolfe’s duality formulation isequivalent to
the one proposed in [ 161. Wolfe’s duality in continuous-time programming 
is further investigated an generalized in [68, 69, 70, 711. 
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8. CONCLUDING REMARKS 
In this paper, making use of the concepts of perturbation a d stability, 
we have presented some saddlepoint and stationary-point op imality 
criteria of the Kuhn-Tucker type and Lagrangian duality for a class of con- 
tinuous-time convex programming problems. These results are 
straightforward extensions of similar esults for finite-dimensional non-
linear programming iven in [ 18, 191. We have also shown that the duality 
formulations and theorems of continuous-time linear and quadratic 
programming, and Wolfe’s duality formulation and theorems in con- 
tinuous-time nonlinear programming obtained previously by different 
methods are special cases of the duality results e tablished in this paper. 
Evidently, much as in the finite-dimensional case, the results given here 
can be utilized asan initial stage for investigating surrogate duality, frac- 
tional programming, generalized Langrange multiplier functions, mul- 
ticriterion problems, computational gorithms, and possibly some other 
aspects of continuous-time programming. 
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