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Pattern classifications have become important tools for fault diagnosis in nuclear power
plants (NPP). However, it is often difficult to obtain training data under fault conditions
to train a supervised classification model. By contrast, normal plant operating data can
be easily made available through increased deployment of supervisory, control, and data
acquisition systems. Such data can also be used to train classification models to improve
the performance of fault diagnosis scheme.
In this paper, a fault diagnosis scheme based on semisupervised classification (SSC)
scheme is developed. In this scheme, new measurements collected from the plant are
integrated with data observed under fault conditions to train the SSC models. The trained
models are subsequently applied to new measurements for fault diagnosis. In comparison
with supervised classifiers, the proposed scheme requires significantly fewer data collected
under fault conditions to train the classifier.
The developed scheme has been validated using different fault scenarios on a desktop
NPP simulator as well as on a physical NPP simulator using a graph-based SSC algorithm.
All the considered faults have been successfully diagnosed.
The results have demonstrated that SSC is a promising tool for fault diagnosis in NPPs.
Copyright © 2015, Published by Elsevier Korea LLC on behalf of Korean Nuclear Society.1. Introduction
Safety and availability of a nuclear power plant (NPP) can be
adversely affected by various component faults. It is impor-
tant to diagnose potential faults early enough so that a minorg).
under the terms of the
ich permits unrestricted
cited.
sevier Korea LLC on behafault may not develop into potentially disastrous conse-
quences. Pattern classification has become an important tool
for early fault diagnosis in NPPs and other industries [1e11].
The processes in a NPP are governed by physical laws such as
balances of mass, energy, and momentum. When processCreative Commons Attribution Non-Commercial License (http://
non-commercial use, distribution, and reproduction in any me-
lf of Korean Nuclear Society.
Nu c l E n g T e c h n o l 4 7 ( 2 0 1 5 ) 1 7 6e1 8 6 177faults have happened, these balances are altered. For different
types of faults, the system reacts differently. As a result,
different patterns of system behaviors can be observed.
Therefore, with a priori knowledge of the system behaviors
under specific fault, and with a proper selection of a set of
measurements, the faults could be uniquely identified
through pattern classification means.
In case of NPP applications, one of the problems is the lack
of adequate training data to match faults and their corre-
sponding symptoms. This makes pattern based fault classifi-
cation particularly difficult in NPPs [12,13]. The majority of
pattern classificationbased fault diagnosis applicationsuse so-
called supervisedpattern classificationmodels,where training
datawith known fault classes are used to train a classifier first.
The classifier subsequently processes new measurements to
diagnose potential faults bymatching the patterns against the
measurement data. However, reliable data under a specific
fault condition are rare in NPP to train a classifier. One of the
reasons is that one cannot simply inject real faults into an NPP
system for the purpose of collecting training data. Another
reason is thatmost of the critical system components in a NPP
have gone through rigorous qualification process, inspection,
and they are often of high quality and extremely reliable.
Although thereare somedatabases to describe fault conditions
of some components, they may not coincide exactly with the
fault classes considered by the diagnostic classifier. Use of an
NPP simulator can be another way to generate training data,
but there are inevitably differences between the simulator re-
sponses and the real plant responses due to modeling errors.
Scarcity of reliable data under fault conditions can skew
boundaries of a classifier, and subsequently lead to false clas-
sification. Therefore, there is a need to develop a fault diag-
nosis scheme, which relies less on the known fault patterns. A
fault diagnosis scheme based on semisupervised classification
(SSC) is developed in this paper to address the above issue.
In the terminology of classification, the data set under
specific conditions are known as labeled data, whereas the
data set with unknown conditions are referred to as unla-
beled data. The objective of a classifier is to uncover specific
conditions (i.e., faults) based on these unlabeled data (i.e.,
new measurements), and assign appropriate labels (i.e.,
fault types) to them accordingly. In the proposed scheme,
both labeled and unlabeled data are used to train the clas-
sifier. Hence, it is called SSC. Once trained, the classifier can
then be used to process the new measurements and
perform fault diagnosis. There are two principles that most
SSCs are based on: (1) clustering assumption, which states
that nearby data points probably belong to the same class;
and (2) manifold assumption, which says that data points on
the same manifold structure are likely to be in the same
class [14,15]. An SSC model can achieve superior perfor-
mance because the classifier can be designed to avoid cut-
ting through the high-density regions or the manifolds
when processing the unlabeled data. In addition, a higher
degree of uncertainties in the labeled data can be tolerated.
In the case of physical systems in an NPP, correlations often
exist among different measurements due to their physical
and functional couplings. Therefore, data collected under
the same fault condition tend to fall in the same high-
density region or on the same manifold structure. For thesereasons, SSC has become a promising fault diagnosis tool
for applications in NPPs.
In the proposed fault diagnosis scheme, type of faults
considered by the diagnostic system has to be defined first.
Sensors that can be used to collect data for diagnostic purpose
are also selected. Labeled data under these fault conditions are
then generated through variousmeans, such as by simulation,
experiments on scaled physical mock-ups, or experience on
the causeeeffects associated with system components. If a
fault is detected, measurements are collected and treated as
unlabeled data. These data are then integrated with the
available labeled data samples to train an SSCmodel. Once the
model is trained, itwill subsequently be used to classify/assign
the most appropriate labels for the unlabeled inputs. In other
words, they diagnose the underlying fault conditions
embedded in the collected data; hence, the fault diagnosis task
can be accomplished. The scheme has been validated using a
desktop simulator of a Canada deuterium uranium (CANDU)
NPP anda physical simulator of anNPP knownas aNPP control
test facility (NPCTF) that is essentially a simplified physical
component based NPP simulator for instrumentation and
control purposes. Three types of faults are considered in the
CANDU simulator and six types of faults are on the NPCTF.
Classification results have shown that all faults can be suc-
cessfullydiagnosed, even though the labeleddatausedcontain
a considerable amount of uncertainties, and the size of the
labeled data is significantly smaller than typically required in a
supervised classification scheme.2. Materials and methods
2.1. Pattern classification for fault diagnosis
Suppose k faults can occur in a system andm sensors are used
for data collection to diagnose them. The sensor outputs
sampled at a time point t are organized into a vector xt2R1m.
Denote the hypothesis for the i-th fault as Hi, and hence, the
fault is represented by a class label y ¼ i. Normal operation is
denoted as H0 and the class label is assigned as y ¼ 0. In
addition, it is assumed that a set of training data are available
anddenotedasDl ¼ ðXl;YlÞ ¼ ½ðxli; yiÞi¼1;…;nl,wherenl is the total
number of labeled data, Xl contains all the inputs and Yl con-
tains the class labels associated with Xl. The training data are
selected to capture the uniqueness in sensor responses under
different faults. When a fault is detected, a set of measure-
ments Xu ¼ ðxui Þi¼1;…;nu is acquired, where nu is the number of
unlabeled new measurements. The objective of a fault diag-
nosis system is to determine which fault has occurred by
identifying the closest match of the underlying patterns be-
tween the new measurements and the training data model.
This is essentially a pattern classification problemof assigning
discrete labels to prove or disapprove the fault hypotheses, i.e.,
y2ð0; 1; 2;…; kÞ based on a set of new data Xu, given a set of
training data Dl. In this paper, Xl and Xu are known as the
labeled and the unlabeled data sets, respectively.
To implement a pattern classification system, a classifica-
tion function giðy ¼ ijxÞ has to be defined for each class, which
characterizes the match of the inputs x to the class y ¼ i. The
classification process can be expressed as:
Fig. 1 e Supervised classification. Classification is based on (A) 1 e nearest neighbor, and (B) semisupervised.
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i;i¼1;…;k
giðy ¼ ijxÞ (1)
From a probabilistic point of view, a classification function
can be modeled from a generative approach to learn the joint
probability distribution of the inputs x and the class label y.
The classification function can also be modeled from a
discriminative approach to find a direct map from the inputs
to the class label [16e18]. Taking a Bayes classifier as an
example, the posterior probability is used as the classification
function as:
giðy ¼ ijxÞ ¼ pðy ¼ ijxÞ (2)
Through the Bayes rule, Equation 2 is equivalent to:
giðy ¼ ijxÞfpðxjy ¼ iÞpðy ¼ iÞ (3)
where pðxjy ¼ iÞ is the a priori distribution of the measure-
ments for class y ¼ i and pðy ¼ iÞ is the probability distribution
of class y ¼ i.
The a priori distribution pðxjy ¼ iÞ must be estimated from
the training data, which can be obtained using various tech-
niques, e.g., maximum likelihood estimation (MLE). In MLE, it
is assumed that pðxjy ¼ i; qÞ belongs to certain distribution and
q represents a set of parameters in the selected distribution.
With a supervised pattern classificationmodel, MLE estimates
the value of q by maximizing the log likelihood of
pðDljqÞ[16e18] as:
log p

Dl
q ¼ logYnl
j¼1

p

xj; yj
q ¼Xnl
j¼1
log p

yj
qpxjyj; q (4)
bq ¼ argmax
q

log p

Dl
q (5)
If size of the training data set Dl is small, the training data
may not cover all the scenarios considered for the classifica-
tion tasks. As a result, errors may occur in the estimated pa-
rameters bq. Consequently, performance of the classifier can be
affected. In the case when the training data set is small, butunlabeled data are abundant, i.e., nu> >nl, SSC models can
enhance the performance of the classifier. In SSC, both labeled
and unlabeled data are used to train the classifier. Taking the
Bayes model for example again, the model parameters q are
obtained by maximizing the joint log likelihood defined on
both the labeled training data Dl as well as the unlabeled in-
stances Xu [17], i.e.,
log p

Dl;Xu
q ¼ logYnl
j¼1
p
h
xlj; yj
qiYnu
i¼1
p

xui
q
¼Pnl
j¼1
log p

yj
qpxjyj; qþXnu
i¼1
log pðxi
qÞ (6)
When Equation 6 is compared to Equation 4, it can be seen
that information contained in the unlabeled data also
contributes to the MLE estimation of the distribution
parameters. The bq obtained from Equation 6 will be different
from those obtained based solely on the labeled data as in
Equation 4. Because the unlabeled data may cover additional
regions that may not be covered by the limited amount of
training data, it can potentially lead to enhanced
performance. Note that Equations 4 and 6 are used to
illustrate both the connections and the differences between
a supervised and a semisupervised pattern classification. In
fact, the unlabeled data can be integrated into a pattern
classification model through various means as summarized
in review papers and books [14,19e21].
Supervised and semisupervised classifications are
compared in Fig. 1 using a simple two-class example, where
the input is a vector of two variables x ¼ ðh1;h2Þ and the
classes are designed as y ¼ 1jh2 ¼ 0:25 and y ¼ 2jh2 ¼ 0:75.
The boundary of the desirable classifier is at h2 ¼ 0:5, as
shown in Fig. 1A using the red broken line. Suppose two
training data samples are available as
Dl ¼ fd1; d2g ¼ f½ð0:5;0:25Þ;1; ½ð0:5;0:75Þ;2g, which are
shown in Fig. 1 as the large size blue circle and green
triangle, respectively. If a supervised 1 e nearest neighbor
(1eNN) classifier [22] is trained based on d1 and d2, the
classification boundary is essentially a line vertical to the
0.8
0.1
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0.9 0.8
0.75
0.7
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0.65
0.7
0.65
0.15 0.1
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Class 2
Fig. 2 e A data graph example.
Nu c l E n g T e c h n o l 4 7 ( 2 0 1 5 ) 1 7 6e1 8 6 179line connecting d1 and d2. This boundary is shown as the red
unbroken line in Fig. 1A, which is considerably different
from the truth. Some new unlabeled data in the range of
h12½1;1 are generated and classified by the 1eNN
classifier. The results are shown in Fig. 1A, where data
classified to the two classes are represented using the
smaller size circles and triangles, respectively. It is observed
that a large portion of the unlabeled data has been
misclassified by the 1eNN classifier. The misclassified data
are pointed out using the two ovals. The same unlabeled
data and training data are then processed by a SSC model
and the results are presented in Fig. 1B. It can be seen that
all unlabeled data has been correctly classified. It represents
a substantial improvement as compared to the results in
Fig. 1A.
It should be noted that, even though it has been demon-
strated that SSC can produce superior performance in
numerous studies, it should not be taken for granted that
indiscriminate inclusion of unlabeled data in a pattern clas-
sificationmodelwill lead to improved performance [23,24]. For
instance, it has been shown [24], that it is important to ensure
that there exists a truly nontrivial relationship between
distribution of the unlabeled data and the class labels.
2.2. A graph-based SSC model
Several SSC algorithms have been developed recently
[14,19e21]. A graph-based SSC algorithm [25,26] was chosen
for the current study due to its proven classification perfor-
mance and the ability to performmulticlass classification by a
single classifier. This algorithm can be considered as a com-
bination of spectral clustering [27e29] and label propagation
[30] on a data graph. First, a graph G(V, E) is constructed for a
data matrix X ¼ fxigi¼1;:::;n, where the vertices V are the data
points in X and E are edges connecting the vertices. A weight
wij is assigned to the edge connecting vertices i and j, which
can be computed as:
wij ¼ exp
"


xi  xj
2
2s2
#
; isj (7)
where s is a constant. wij ¼ 0 if i ¼ j. An affinity matrix W is
formed with weights for all the data points.
A diagonal degree matrix D can then be defined as:
D ¼ diagðDiiÞ ¼ diag
X
j
wij

(8)Elements in W quantify similarities between two data sam-
ples and elements in D quantify the total weights for every data
sample.
An example data graph is shown in Fig. 2 to illustrate the
concept. The circles are the vertices, representing the input
data points. The two filled circles represent labeled data for
two classes as shown by the legend. The lines connecting the
vertices are the edges. The numbers beside the edges are the
weights. In a completed data graph, all pairs of data points are
supposed to be connected. However, only some of the
connections are shown in Fig. 2, so that the graph does not
look overly crowded. A larger weight means that the two data
points are more similar or closer to each other. When a label
propagation process is performed on the graph, a larger
weight means that the likelihood of receiving label
information from the other data point is higher. Intuitively, it
appears to be reasonable to partition the data points in Fig. 2
in such a way that data below the broken line belong to Class
1 and data above the broken line belong to Class 2.
Spectral clustering is formulated as a graph cut problem so
that the edges between different clusters have smaller weights
and edges within the same cluster have larger weights. Mini-
mizing the graph cut functions becomes an eigenvalue problem
[29] as:
Lu ¼ lDu (9)
where u is an eigenvector, l is an eigenvalue and L takes the
form:
L ¼ D1=2WD1=2 (10)
Classification by SSC is achieved by integrating spectral
clustering with some labeled data. Create the input data
matrixX ¼
	
Xl
Xu


2Rnm, where n ¼ nlþ nu is the total number
of labeled and unlabeled data. Define a classification matrix
F2Rnðkþ1Þ. Each row in F represents the similarities of one data
sample to all the classes to be assigned. The label of a data
point xi can then be obtained by yi ¼ argmax
j;j¼1;…;kþ1
Fij.
In the algorithm in [25,26], every data point in X spreads its
label information to the neighbor points with the matrix L
specifying the likelihoods. The label spread process iterates
until thisprocess isstable. It ismore likely fora labeleddatumto
propagate its label information todata in the samehigh-density
region or on the same manifold structure. Referring to the
example inFig. 2, the threedatapointsbelowthebroken lineare
more likely to propagate their label information to each other
than to the rest of the graph. When a convergent stable state
is achieved, the unlabeled data points are more likely to
possess label information from the labeled node for Class 1. It
is the same situation for the data points above the broken line.
Mathematically, the classification matrix F is obtained
iteratively as [25]:
Fðtþ 1Þ ¼ aLFðtÞ þ ð1 aÞY (11)
where a is a parameter between 0 and 1 that controls the
relative importance of the two terms on the right side. It can
be seen from Equation 11 that the classification is based on
information received from its neighbors (the 1st term) and
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value of F can be obtained as [25,26]:
F* ¼ ð1 aÞðI aLÞ1Y (12)
and the class label of an unlabeled data can be obtained as:
yi ¼ argmax
j;j¼1;…;kþ1
F*ij (13)
A complete SSC algorithm can be summarized as follows:
(1) collect the labeled data and the unlabeled data into a data
matrix X and initiate the label matrix Y; (2) form the weight
matrix W as wij ¼ exp½ðxi  xjÞ2=2s2; isj andwii ¼ 0; (3)
construct the diagonal degree matrix D as
D ¼ diagðDiiÞ ¼ diagð
P
jwijÞ; (4) compute L ¼ D1=2WD1=2; (5)
obtain the classification matrix F asF ¼ ð1 aÞðI aLÞ1Y; and
(6) label a data point asyi ¼ argmax
j;j¼1;…;kþ1
F*ij.
2.3. A fault diagnosis scheme based on SSC
In this section, a fault diagnosis scheme based on SSC is
developed. The logical flow is summarized in Fig. 3. The entire
process can be divided into two parts: the first part (Steps 1 and
2) is for off-line training and data preparation; and the second
part (Steps 3e7) is for on-line fault diagnosis. At Step 1, the fault
types considered are determined first. One can use techniques
such as failure mode and effect analysis for this purpose. Class
labels are assigned to the appropriate fault classes. Inputs to
the SSC model are also selected so that all the faults can be
distinguished. Desirable sensor placement methods can be
used [31,32] to select the most suitable sensors for this
purpose. Labeled training data are then generated in Step 2.
For this purpose, measured data with real faults, historicalStep 6: compute class of unlabeled data, using 
semi-supervised classification model
Step 7: identify system condition and fault type
Step 3: acquire data 
during operation
Step 4: detect fault 
Step 5: log unlabeled 
data
On-line detection and diagnosis
Step 2: generate 
labeled data 
Labeled data
Step 1: define fault 
classes and inputs
Off-line preparation
Fig. 3 e Procedures of the proposed fault diagnosis scheme.operation data, operating experience, and numerical
simulations can all be considered to generate the labeled
data. At Step 3, new measurements are acquired during
system operation. Step 4 is a process that detects potential
faults based on the new measurements. If a fault is detected,
the new measurements in sequel will be logged as the
unlabeled data, which is known as Step 5. In Step 6, both the
labeled and the unlabeled data are processed by a SSC model
to determine the most appropriate class labels for the
unlabeled new measurements. Based on the fault class
designation, at Step 7, the class labels are assigned to identify
whether the system is normal or, if not, what type of fault
has probably occurred. Steps 3e7 are intended for on-line
fault detection and diagnosis.
3. Results
The developed scheme has been validated by two case
studies. One is using a desktop CANDU NPP simulator and the
other one is on the NPCTF. In these case studies, a data matrix
X for the graph-based SSC algorithm has been constructed as:
X ¼
266664
Xn0m
Xn1m
…
Xnkm
Xnum
377775 (14)
where nk represents the size of the labeled data for class y ¼ k
and nu is the number of unlabeled data. The classification
matrix F is initiated as shown in Equation 15. A zero matrix of
the size nu ðkþ 1Þ is assigned for the unlabeled data. For a
labeled data point, the i-th entry of the corresponding row
vector is set as unity, and the remaining ones are set to zero.
For H0, the last entry is set to unity:
Y ¼
26666664
½0; 0;0;…; 1n0ðkþ1Þ
½1; 0;0;…; 0n1ðkþ1Þ
½0; 1;0;…; 0n2ðkþ1Þ
…
½0; 0;…;1; 0nkðkþ1Þ
½0; 0;…;0; 0nuðkþ1Þ
37777775 (15)
3.1. Case study using a desktop CANDU simulator
To generate data under different fault conditions, a high fi-
delity desktop NPP simulator of a CANDU plant is used. In the
case study, three faults in the pressurizer, feedwater, and
main steam systems have been simulated. These faults can
affect various subsystems in the plant, which can result with
similar symptoms in different system variables. The first
simulated fault is a spurious opening of one pressurizer steam
bleed valve. The steam bleed valve is used to reduce the
pressure in the heat transport system by bleeding the steam
out. The second fault is a spurious closure of one boiler level
control valve that is used to control the steam generator level
by regulating the feedwater flow rate. In addition, a low po-
sition fault is simulated to the backup boiler level control
valve. The third fault is spurious opening of one main steam
safety valve, which is used to protect the steam lines. The
following seven process variables are used as the model
Table 1 e Validation data sets using a Canada deuterium uranium nuclear power plant simulator.
Data set Simulation condition Fault hypothesis Class label
1 Normal operation H0 0
2 1 boiler level control valve fail close; the backup boiler level control valve
has a 30% position fault
H1 1
3 1 steam bleed valve stuck open at 80% H2 2
4 Main steam safety valve fail open H3 3
Nu c l E n g T e c h n o l 4 7 ( 2 0 1 5 ) 1 7 6e1 8 6 181inputs to diagnose the faults: (1) gross reactor power (%); (2)
reactor outlet header pressure (kPa); (3) steam generator (SG)
level (m); (4) SG pressure (kPa); (5) feedwater flow (kg/s); (6)
steam flow from SG to the balance header (kg/s); and (7) bal-
ance header pressure (kPa). As summarized in Table 1, four
sets of data are collected from the simulator. The
simulations are all initiated with full-power steady state
condition. No fault is inserted for the first simulation. Each
of the other three simulations has one different fault
simulated. To generate labeled training data, one out of
every 20 data points in the first data set is used as the
labeled training data for H0. Four data points are selected
from each of the other data sets as the labeled data points
for H1, H2, and H3. The rest of the data in all data sets are
treated as unlabeled data.
Classification results are illustrated in Fig. 4 using three
variables, i.e., SG pressure, SG level, and reactor outlet
header pressure. The labeled data is shown in Fig. 4 as the
larger size symbols and the unlabeled data is represented
using the smaller size symbols. Different shapes and colors
are used to distinguish the classes. It can be observed that
the unlabeled data are all classified to their respective fault
classes based on measurements collected under different
fault conditions. The class labels estimated for the four data
sets as a function of time are illustrated in Fig. 5. It can be
seen in Fig. 5A that all data points with the normal
operation are correctly classified as hypothesis H0. For the
data sets with faults as shown in Fig. 5C and D, the data are
initially classified as normal because the data set also
contains the measurements under full-power steady stateFig. 4 e Classification results for faults in a Canada
deuterium uranium nuclear power plant.condition at the beginning. The faults are all correctly
classified shortly after as more data are received. As
demonstrated by the results in Figs. 4 and 5, the SSC model
is able to distinguish all three faults with only a small
number of labeled data.3.2. Case study using a physical simulator for NPP
instrumentation and control studies
The developed fault diagnosis scheme has also been validated
using experimental data collected on the NPCTF, which is a
physical simulator for NPP instrumentation and control
studies. A picture of the system is shown in Fig. 6 and the
physical process chosen for this study is also illustrated in
Fig. 7. The system mainly consists of a pump, a heater, a
heat exchanger, a chiller unit, and a pressurizer tank. The
pump drives the primary working fluid (water) flow and CV-
1 controls the flow rate. The water is heated up by the
heater, which simulates the function of a reactor. The
heated water is cooled in the heat exchanger using chilled
water from the chiller, simulating the heat sink function of a
SG. The pressurizer tank regulates the system pressure by
feeding in the compressed air through CV-3 or bleeding the
air out through CV-4. Two manual valves, FV-1 and FV-2, are
used to simulate pipe breaks or flow blockage. Valve
openings can be set manually in manual control mode or
regulated by a controller in automatic control mode. As
shown in Fig. 7, the process measurements include flow F1,
pressure P1 and P2, temperature T1 and T2, and level L1.
As summarized in Table 2, six faults are deliberately
created on the NPCTF for this case study. They are: (1) pipe
break by opening FV-1; (2) CV-5 spurious open; (3) reactor
overpower by excessive heating; (4) CV-2 spurious close; (5)
CV-1 spurious close; and (6) flow blockage by closing FV-2.
Seven sets of data are collected from the NPCTF with a
sampling interval of one second. The first data set is
obtained when the system is under normal steady state
operation. Each of the other six sets of data is acquired with
a different fault. The faults are created independently when
the system is under the normal steady state operating
condition. Statistics of the process measurements under the
normal operation are obtained and presented in Table 3.
Based on the data in Table 3 and the NPCTF operating
characteristics, a fault is considered as being detected if any
sensor output exceeds the thresholds listed in Table 4.
Two different ways are used to generate the labeled data in
this case study. The first one is to generate the labeled data
based on dynamic relations among different variables in the
NPCTF. The responses of the process variables to a fault can be
identified from the dynamic relations, thus data collected
Fig. 5 e Class labels for the Canada deuterium uranium nuclear power plant data sets: (A) normal operation H0; (B) boiler
level control valve fault H1; (C) steam bleed valve fault H2; and (D) main steam safety valve fault H3.
Nu c l E n g T e c h n o l 4 7 ( 2 0 1 5 ) 1 7 6e1 8 6182from the sensors can be approximated. It is a way to incor-
porate previous experiences and a priori knowledge to assist
the pattern classification task. This method is used to
generate the training data for the faults related to FV-1 (H1)
and FV-2 (H6), as summarized in Table 5. To use the case of FV-Fig. 6 e Nuclear power pla2 as an example, when FV-2 is partially closed, the water flow
in the primary loop is restrained, thus the flow rate F1 will
drop and the pressure P1 will increase. In addition, the
heater outlet temperature T2 will increase due to the
reduced flow. No substantial changes in othernt control test facility.
Pump
Heater
F1CV-1
Compressed air
FV-1
FV-2
T1 T2P1
Chiller
CV-6
CV-3CV-4
CV-5
Pressure tank
P2
L1
CV-2
Heat
exchanger
Fig. 7 e Process diagram of the selected nuclear power plant control test facility loops.
Table 2 e Summary of case studies on nuclear power plant control test facility (NPCTF).
Data set NPCTF operation Fault hypothesis Class label
1 Normal H0 0
2 Manually open FV-1 to a high position H1 1
3 Open CV-5 to a high opening in manual mode H2 2
4 Set heater power high in manual mode H3 3
5 Set CV-2 at a low opening in manual mode H4 4
6 Set CV-1 at a low opening in manual mode H5 5
7 Manually close FV-2 to a low opening H6 6
Nu c l E n g T e c h n o l 4 7 ( 2 0 1 5 ) 1 7 6e1 8 6 183measurements are expected. Based on this knowledge and the
normal values presented in Table 3, six labeled data points are
generated as follows: F1 has a range of 5.5e3.0; P1 has a range
of 9.5e12.0; T2 has a range of 32.5e35.0; and values of other
variables are selected arbitrarily within the normal operating
ranges. Six labeled data are also generated for H1 in a
similar fashion as summarized in Table 5 (1 psi ¼ 6.89 kPa).
As expected, the training data generated this way will
probably contain considerable uncertainties. If more
accurate models are available to simulate the dynamic
relations, they can also be used to form the labeled data.Table 3 e Statistics of nuclear power plant control test
facility normal operation data.
Variable
and unit
Minimum Maximum Average Standard
deviation
F1 (l/m) 6.26 6.61 6.44 0.09
P1 (psi) 9.01 9.13 9.07 0.02
T1 (C) 18.29 21.48 19.89 1.04
T2 (C) 28.15 31.06 29.61 0.97
P2 (psi) 6.04 6.03 6.03 0.005
L1 (%) 39.84 39.90 39.87 0.01The second way to obtain the labeled data for the SSC
model is to pick some samples from the test data set as the
labeled data. For the normal hypothesis H0, every 30 data
points of the first data set are used as the labeled data. It is a
valid method to produce the labeled data because the system
can repeat the normal steady state operations to generate
data. For the faults related to CV-5, heater, CV-2, and CV-1 (H2-
H5), only two data samples are picked from the corresponding
test data sets as the labeled training data. The reason that the
labeled data can be produced in such a way is that, for some
fault scenarios, the actual effects can be physically tested on
NPCTF or emulated. The frequency and the severity of a faultTable 4 e Fault detection thresholds for nuclear power
plant control test facility.
Variable and unit Lower bound Higher bound
F1 (l/m) 6.1 6.8
P1 (psi) 8.9 9.2
T1 (C) 17.5 22.0
T2 (C) 27.5 31.5
P2 (psi) 5.8 6.2
L1 (%) 39.0 41.0
Table 5 e Labeled data for fault H6 and H1.
Labeled
data
F1 (l/m) L1 (%) P1 (psi) P2 (psi) T1 (C) T2 (C)
Fault
hypothesis
H6
1 5.5 40.2 9.5 6.0 19.0 32.5
2 5.0 40.0 10.0 6.1 18.5 33.0
3 4.5 39.5 10.5 5.9 20.0 33.5
4 4.0 40.1 11.0 6.0 19.5 34.0
5 3.5 40.2 11.5 6.2 20.0 34.5
6 3.0 40.1 12.0 6.1 18.0 35.0
Fault
hypothesis
H1
1 7.1 38.5 8.5 5.5 21.0 32.5
2 7.2 37.5 8.0 5.0 20.5 33.5
3 7.4 36.0 7.5 4.5 21.0 34.5
4 7.3 34.0 7.0 4.0 20.0 35.5
5 7.2 33.0 6.5 3.5 19.5 36.5
6 7.4 32.0 6.0 3.0 21.0 37.5
Nu c l E n g T e c h n o l 4 7 ( 2 0 1 5 ) 1 7 6e1 8 6184injection may be very limited in order to control the induced
stress within the safety boundaries, but it provides a viable
way to understand the underlying dynamic relationships of
the real process.
The sensor outputs for the seven sets of experiment data
are shown in Fig. 8A and class labels estimated by the SSC
model for the seven data sets are shown in Fig. 8B. Different
sets of data are separated by the vertical lines in Fig. 8. The
horizontal axis of the plots in Fig. 8 is the number of
samples which is equivalent to time in seconds. It can be
seen (Fig. 8B) that normal operation data are all correctly
classified. For the fault of FV-1 open, it is observed (Fig. 8B)
that all the data are correctly classified to fault hypothesis
H1 except the first few data points, which are mistakenly
classified as normal due to the dominance of the normal
operating data at the beginning. Fault detection of FV-1 is
triggered by low pressure which responds fast to the
opening of FV-1. However, changes in other parameters,
such as temperature, could be slower. Therefore, the unique
symptoms associated with this fault have not yet fully
developed at the beginning, which leads to theFig. 8 e (A) Experiment data collected on nuclear power plant c
results.misclassifications. The case for the spurious opening of CV-5
is similar to FV-1. The data at the beginning conclude a
normal operation, but correct classification is achieved
subsequently. The number of misclassified data is larger
than the case of FV-1 because the physical movement of CV-
5 is slow. Therefore, it takes longer for the fault to
propagate. The classification results for the other four faults
(heater, CV-2, CV-1, and FV-2) are also shown in Fig. 8B. The
faults in the test cases are all classified satisfactorily.
Classification results of the seven data sets are further
illustrated in Fig. 9, using three variables F1, L1, and T2 in the
first plot on the top and using F1, P1, and T1 in the second plot
at the bottom. The labeled data points are shown as the larger
size symbols and the unlabeled data are shown as the smaller
size symbols. In addition, different classes are represented
using different symbol shapes and colors. For the data set
with FV-1 fault (H1), pink circles are used. When the first
plot in Fig. 9 is examined, it can be seen that the labeled
data, shown as the larger size circles, has considerable
uncertainties as compared to the measured data, shown as
the smaller size circles. The reason is that the six labeled
data points are generated based on coarse analysis of the
relations among the process variables without detailed
mathematical models or experimental tests. However, the
experimental data with fault are still correctly classified. The
situation is similar for the data with fault at FV-2 (H6),
shown as the black triangles. As far as the test data for the
FV-1 fault and CV-5 fault (H2) are concerned, it can be seen
that they all lead to decreased level L1 because of loss of
inventory. FV-1 is clearly separated from the CV-5 fault
because of the different patterns in temperature response.
FV-1 simulates a pipe break right before the heater inlet. The
actual fluid flow to cool the heater is reduced when FV-1 is
opened. Consequently, the temperature difference across
the heater will increase considerably. The loss of inventory
through CV-5 does not reduce the flow through the heater.
Therefore, the temperature difference is not affected. As toontrol test facility and (B) semisupervised classification
Fig. 9 e Test data, labeled data samples, and classification
results.
Nu c l E n g T e c h n o l 4 7 ( 2 0 1 5 ) 1 7 6e1 8 6 185the faults at CV-1 (H5) and FV-2 (H6), their effects on the three
variables used in the first plot are similar. As a result, it can be
seen that the two sets of data fall in the same region. The two
faults are separated by the different effects on pressure P1,
which is illustrated later in the second plot. The data with
faults at the heater (H3) and CV-2 (H4) also overlap in the
first plot, demonstrating the fact that those two faults also
exhibit similar symptoms. However, it can be seen that they
are correctly classified to different classes by the SSC model.
The differences between the data with CV-1 fault (H5) and
FV-2 fault (H6) become clear in the second plot at the bottom
of Fig. 9, as the FV-2 fault will lead to increased coolant
pressure P1, but the CV-1 fault is accompanied by slight
decrease in P1. The differences between the two faults H3
and H4 are also clearer in the second plot. CV-2 close (H4) is
the only fault that will lead to abnormal increase in T1.
In summary, satisfactory classification results of the six
fault scenarios have been obtained using the SSC model.
Considering the fact that the training data contain sizable
uncertainties and labeled data are significantly smaller than
that is typically required by a supervised model, the experi-
mental tests demonstrated that the SSC-based fault diagnosis
scheme proposed in this paper is a promising tool for diag-
nosis of process faults in a NPP.4. Conclusion
A fault diagnosis scheme based on an SSC scheme is proposed
in this paper for applications in NPP. Test results using plant
data generated from a CANDUNPP plant training simulator as
well as from a physical NPP test facility have shown that, even
though only a few labeled data with uncertainties are used to
train a classification model, all faults considered can becorrectly diagnosed. The theoretical analysis and experi-
mental validations demonstrate that the proposed scheme is
a promising tool for fault diagnosis in NPP when it is normally
difficult to obtain reliable training data under fault conditions
for a supervised classification model.Conflicts of interest
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