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Abstract
We challenge the longstanding assumption that the mean-field approximation for
variational inference in Bayesian neural networks is severely restrictive, and show
this is not the case in deep networks. We prove several results indicating that deep
mean-field variational weight posteriors can induce similar distributions in function-
space to those induced by shallower networks with complex weight posteriors.
We validate our theoretical contributions empirically, both through examination
of the weight posterior using Hamiltonian Monte Carlo in small models and by
comparing diagonal- to structured-covariance in large settings. Since complex
variational posteriors are often expensive and cumbersome to implement, our
results suggest that using mean-field variational inference in a deeper model is both
a practical and theoretically justified alternative to structured approximations.
1 Introduction
While performing variational inference (VI) in Bayesian neural networks (BNNs) researchers often
make the ‘mean-field’ approximation which assumes that the posterior distribution factorizes over
weights (i.e., diagonal weight covariance). Researchers have assumed that using this mean-field
approximation in BNNs is a severe limitation. This has motivated extensive exploration of VI methods
that explicitly model correlations between weights (see Prior Work §2). Furthermore, Foong et al.
[2020] have identified pathologies in single-hidden-layer mean-field regression models, and have
conjectured that these might exist in deeper models as well.
However, the rejection of mean-field methods comes at a price. Structured covariance methods have
worse time complexity (see Table 1) and even efficient implementations take over twice as long to
train an epoch as comparable mean-field approaches [Osawa et al., 2019]. Moreover, recent work
has succeeded in building mean-field BNNs which perform well (e.g., Wu et al. [2019]), creating a
puzzle for those who have assumed that the mean-field approximation is too restrictive.
We argue that for larger, deeper, networks the mean-field approximation matters less to the down-
stream task of approximating posterior predictive distributions over functions than it does in smaller
shallow networks. In essence: simple parametric functions need complicated weight-distributions to
induce rich distributions in function-space; but complicated parametric functions can induce the same
function-space distributions with simple weight-distributions. Complex covariance is computationally
expensive and often cumbersome to implement though, while depth can be easy to implement and
cheap to compute with standard deep learning packages.
Rather than introducing a new method, we provide empirical and theoretical evidence that some of
the widely-held assumptions present in the research community about the strengths and weaknesses
of existing methods are incorrect. Even when performing VI in weight-space, one does not care
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about the posterior distribution over the weights, p(θ|D), for its own sake. Most decision processes
and performance measures like accuracy or log-likelihood only depend on the induced posterior
predictive, the distribution over function values p(y|x,D) = ∫ p(y|x,θ)p(θ|D)dθ. One way to have
an expressive approximate posterior predictive is to have a simple likelihood function and a rich
approximate posterior over the weights, q(θ), to fit to p(θ|D). But another route to a rich approximate
predictive posterior is to have a simple q(θ), and a rich likelihood function, p(y|x,θ)—e.g., a deeper
model mapping x to y. These arguments lead us to examine two subtly different hypotheses: one
comparing mean-field VI to VI with a full- or structured- covariance; and the other comparing the
expressive power of a mean-field BNN directly to the true posterior predictive over function values,
p(y|x,D):
Weight Distribution Hypothesis. For any BNN with a full-covariance weight distribution, there
exists a deeper BNN with a mean-field weight distribution that induces a “similar” posterior
predictive distribution in function-space.
True Posterior Hypothesis. For any sufficiently deep and wide BNN, and for any posterior pre-
dictive, there exists a mean-field distribution over the weights of that BNN which induces
the same distribution over function values as that induced by the posterior predictive, with
arbitrarily small error.
The Weight Distribution Hypothesis would suggest that we can trade a shallow complex-covariance
BNN for deeper mean-field BNN without sacrificing the expressiveness of the induced function
distribution. We start by analyzing linear models and then use these results to examine deep neural
networks with piecewise linear activations (e.g., ReLUs). In linear deep networks—with no non-
linear activations—a model with factorized Gaussian distributions over the weights can be “collapsed”
through matrix multiplication into a single product matrix with a complex non-Gaussian induced
distribution. In §3, we analytically derive the covariance between elements of this product matrix. We
show that the induced product matrix distribution is very rich, and that three layers of weights suffice
to allow non-zero correlations between any pair of product matrix elements. Although we do not
show that any full-covariance weight distribution can be represented in this way, we do show that the
Matrix Variate Gaussian distribution—a commonly used structured-covariance approximation—is a
special case of a three-layer product matrix distribution, allowing MFVI to model rich covariances.
In §4 we introduce the local product matrix—a novel analytical tool for bridging results from linear
networks into deep neural networks with piecewise-linear activations like ReLUs. We apply this
more general tool to prove a partial local extension of the results in §3.
The True Posterior Hypothesis states that mean-field weight distributions can approximate the true
predictive posterior distribution, and moreover we provide evidence that VI can discover these
distributions. In §5 we prove that the True Posterior Hypothesis is true for BNNs with at least
two hidden layers, given arbitrarily wide models. In §6.2, we investigate the optima discovered by
mean-field VI using Hamiltonian Monte Carlo [Neal, 1995]. We show empirically that even in smaller
networks, as the model becomes deeper, we lose increasily little information by using a mean-field
approximation rather than full-covariance. We also conduct experiments with deep convolutional
architectures and find no significant difference in performance between a particular diagonal and full
covariance method (SWAG, [Maddox et al., 2019]), an effect which we find is consistent with results
from other papers working with various posterior approximations.
2 Prior Work
Complexity
Time Parameter
MFVI [Hinton and van Camp, 1993] K2 K2
Full [Barber and Bishop, 1998] K12 K4
MVG [Louizos and Welling, 2016] K3 K2
MVG-Inducing Point [ibid.] K2 + P 3 K2
Noisy KFAC [Zhang et al., 2018] K3 K2
Table 1: Complexity for forward pass in K—the
number of hidden units for a square weight layer.
Mean-field VI has better time complexity and
avoids a numerically unstable matrix inversion.
Inducing point approximations can help, but in-
ducing dimension P is then a bottleneck.
The mean-field approximation has been widely
used for variational inference (VI) [Hinton and van
Camp, 1993, Graves, 2011, Blundell et al., 2015]
(see Appendix A for a brief primer on VI methods
for Bayesian neural networks). But researchers
have assumed that using the mean-field approxi-
mation for Bayesian inference in neural networks
is a severe limitation since MacKay [1992] wrote
that for BNNs the “diagonal approximation is no
good because of the strong posterior correlations
in the parameters.” Full-covariance VI was there-
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fore introduced by Barber and Bishop [1998], but it requires many parameters and has poor time com-
plexity. The intractability of full-covariance VI led to extensive research into structured-covariance
approximations [Louizos and Welling, 2016, Zhang et al., 2018, Mishkin et al., 2019, Oh et al.,
2019]. However, these still have unattractive time complexity compared with mean-field variational
inference (MFVI) (see Table 1) and are not widely used. Researchers have also sought to model richer
approximate posterior distributions [Jaakkola and Jordan, 1998, Mnih and Gregor, 2014, Rezende
and Mohamed, 2015, Louizos and Welling, 2017] or to perform VI directly on the function—but this
becomes intractable for high-dimensional input [Sun et al., 2019].
Despite widespread assertions that the mean-field approximation results in a problematically restricted
approximate posterior in deep neural networks, there has been no work in deep neural networks
demonstrating this; theoretical analysis and experimental work supporting this claim is typically
based on shallow network architectures. For example, recent work has argued that the mean-field
approximation is too restrictive and has identified pathologies in single-layer mean-field VI for
regression [Foong et al., 2020]. We emphasise their theorems are entirely consistent with ours: we
agree that the mean-field approximation could be problematic in small and single-layer models.
While Foong et al. [2020] conjecture that the pathologies they identify extend to deeper models and
classification problems, they do not prove this (see Appendix B). Moreover, others have successfully
applied mean-field approximate posteriors [Khan et al., 2018, Osawa et al., 2019, Wu et al., 2019,
Farquhar et al., 2020] or even more restrictive approximations [Swiatkowski et al., 2020] in deep
models, by identifying and correcting problems like gradient variance that have nothing to do with
the restrictiveness of the mean-field approximation.
3 Emergence of Complex Covariance in Deep Linear Mean-Field Networks
In this section, we prove that a restricted version of the Weight Distribution Hypothesis is true in
linear networks. Although we are most interested in neural networks that have non-linear activations,
linear neural networks can be analytically useful [Saxe et al., 2014]. In §4 we give first steps to extend
this analysis to non-linear activations and test it empirically in §6.
Setting the activation function of a neural network, σ(·), to be the identity turns a neural network into
a deep linear model. Without non-linearities the weights of the model just act by matrix multiplication.
L weight matrices for a deep linear model can therefore be ‘flattened’ through matrix multiplication
into a single weight matrix which we call the product matrix—M (L). For a BNN, the weight
distributions induce a distribution over the elements of this product matrix. Because the model is
linear, there is a one-to-one mapping between distributions induced over elements of this product
matrix and the distribution over linear functions y = M (L)x. This offers us a way to examine exactly
which sorts of distributions can be induced by a deep linear model on the elements of a product
matrix, and therefore on the resulting function-space.
We derive the analytic form of the covariance of the product matrix in Appendix D.1, explicitly
finding the covariance of M (2) and M (3) as well as the update rule for the covariance of M (L+1)
from that of M (L). Using these, we prove the lemma:
Lemma 1. For L ≥ 3, M (L) can have non-zero covariance between any and all pairs of elements.
This shows that a deep mean-field linear model is able to induce function-space distributions which
would require covariance between weights in a shallower model. This is weaker than the Weight
Distribution Hypothesis, because we do not show that all possible fully parameterized covariance
matrices between elements of the product matrix can be induced in this way.1 To ground an
intuition for the expressiveness of the product matrix distribution, in Figure 1a–c we visualize the
covariance between entries of the product matrix from a deep mean-field VI linear model trained
on FashionMNIST. Even though each weight matrix makes the mean-field assumption, the product
develops off-diagonal correlations. The experiment is described in more detail in §6.1.
1For example, a full-covariance layer might have more degrees of freedom than a three-layer mean-field
product matrix (this is one of the weaknesses of full-covariance in practice). Suppose we have K ×K Gaussian
weight matrices parameterized by mean and variance. A product matrix of L square mean-field layers has
2LK2 parameters. Meanwhile a single full-covariance weight matrix would have had K2 mean parameters and
K2(K2 + 1)/2 covariance parameters. Note also that the distributions over the elements of a product matrix
composed of Gaussian layers are not in general Gaussian (see Appendix D.3 for more discussion of this point).
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(a) One weight
matrix.
(b) 5-layer product
matrix.
(Linear)
(c) 10-layer product
matrix.
(Linear)
(d) 5-layer local prod-
uct matrix.
(Leaky ReLU)
(e) 10-layer local
product matrix.
(Leaky ReLU)
Figure 1: Covariance heatmap for mean-field approximate posteriors trained on FashionMNIST. (a)
A single layer has diagonal covariance. (b-c) In a deep linear model the product matrix composed of
L mean-field weight matrices has off-diagonal covariance induced by the mean-field layers. Redder
is more positive, bluer more negative. (d-e) For piecewise non-linear activations we introduce
‘local product matrices’ (defined in §4) with similar covariance. Shared activations introduce extra
correlations. This lets us extend results from linear to piecewise-linear neural networks.
Although we do not prove the Weight Distribution Hypothesis in linear models for the full-covariance
case, we can prove a restricted form, showing that the Matrix Variate Gaussian (MVG) distribution
is a special case of the mean-field product matrix distribution. The MVG distribution is used as a
structured-covariance approximation by e.g., Louizos and Welling [2016], Zhang et al. [2018] to
approximate the covariance of weight matrices while performing variational inference.2
Theorem 1. The Matrix Variate Gaussian (Kronecker-factored) distribution is a special case of the
distribution over elements of the product matrix M (3) composed from three weight layers, each with
no off-diagonal covariances.
The full proof is in Appendix D.2, which shows that a product matrix of three weight layers A, B,
and C, has a Matrix Variate Gaussian distribution in the special case where A and C are deterministic
and B has its elements distributed as independent Gaussians with unit variance.
From Theorem 1 we can conclude that for any deep linear model with an MVG approximate posterior
distribution over each of its L weight matrices, the distribution induced on that model’s product matrix
is identical to the distribution induced by a deep linear model with 3L weight layers which are all
fully-factorized (one triple A, B, C for each structured-covariance layer). It follows that for any deep
linear model with a MVG variational posterior, there exists a deeper BNN which does not explicitly
model any weight correlations but nevertheless induces the same function-space distribution. Note
that we do not propose using this in practice, it is purely an analysis tool to prove a restricted form of
the Weight Distribution Hypothesis.
4 Weight Dist. Hypothesis in Deep Piecewise-Linear Mean-Field BNNs
Neural networks use non-linear activations to increase the flexibility of function approximation. On
the face of it, these non-linearities make it impossible to consider product matrices. In this section we
show how to define the local product matrix, which is an extension of the product matrix to widely
used neural networks with piecewise-linear activation functions like ReLUs or Leaky ReLUs. For
this we draw inspiration from a proof technique by Shamir et al. [2019] which we extend to stochastic
matrices. This analytical tool can be used for any stochastic neural network with piecewise linear
activations. Here, we use it to extend Lemma 1 to neural networks with piecewise-linear activations.
Neural networks with piecewise-linear activations induce piecewise-linear functions. These piecewise-
linear neural network functions define hyperplanes which partition the input domain into regions
within which the function is linear. Each region can be identified by a sign vector that indicates which
activations are ‘switched on’. We show in Appendix D.4.1:
Lemma 2. Consider an input point x∗ ∈ D. Consider a realization of the model weights θ. Then,
for any x∗, the neural network function fθ is linear over some compact set Aθ ⊂ D containing x∗.
Moreover, Aθ has non-zero measure for almost all x∗ w.r.t. the Lebesgue measure.
2In some settings, MVG distributions can be indicated by the Kronecker-factored or K-FAC approximation.
In MVGs, the covariance between elements of an n0 × n1 weight matrix can be described as Σ = V ⊗U where
U and V are positive definite real scale matrices of shape n0 × n0 and n1 × n1.
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Using a set of N realizations of the weight parameters Θ = {θi for 1 ≤ i ≤ N} we construct a
product matrix within A = ⋂iAθi . Since each fθi is linear over A, the activation function can be
replaced by a diagonal matrix which multiplies each row of its ‘input’ by a constant that depends
on which activations are ‘switched on’ (e.g., 0 or 1 for a ReLU). This allows us to compute through
matrix multiplication a product matrix of L weight layers M (L)x∗,θi corresponding to each function
realization within A. We construct a local product matrix random variate Px∗ , for a given x∗, within
A, by sampling these M (L)x∗,θi . The random variate Px∗ is therefore such that y given x∗ has the same
distribution as Px∗x∗ within A. This distribution can be found empirically at a given input point, and
resembles the product matrices from linear settings (see Figure 1d–e). We can examine the induced
distribution over the elements of this product matrix in order to investigate the Weight Distribution
Hypothesis. See Appendix D.4 for more detail on the construction of the local product matrix and a
full proof that:
Theorem 2. Given a mean-field distribution over the weights of neural network f with piecewise
linear activations, f can be written in terms of the local product matrix Px∗ within A. Elements of
Px∗ can have non-zero off-diagonal covariance so long as L ≥ 3.
Theorem 2 proves that a weaker claim than the Weight Distribution Hypothesis—that deep mean-
field networks can induce function-distributions that require non-mean-field weight distributions in
shallower networks—extends to piecewise-linear neural networks. This shows how covariance can
emerge from depth in deep neural networks. However, because the resulting distributions are data-
dependent, we are not able to prove the full Weight Distribution Hypothesis, that any full-covariance
shallower distribution can be expressed in this way. Nevertheless, even if we cannot express any
full-covariance weight-distribution, there may exist at least one mode of the exact function-space
posterior which can be expressed as mean-field. In the next section we prove that such a mode exists,
and in §6 we provide empirical evidence that VI is able to find these modes.
5 True Posterior Hypothesis in Two-Hidden-Layer Mean-Field Networks
We prove the True Posterior Hypothesis using the universal approximation theorem (UAT) due to
Leshno et al. [1993] in a stochastic adaptation by Foong et al. [2020]. This shows that a BNN with
a mean-field approximate posterior with at least two layers of hidden units can induce a function-
space distribution that matches any true posterior distribution over function values arbitrarily closely,
given arbitrary width. Our proof formalizes and extends a remark by Gal [2016, p23] concerning
multi-modal posterior predictive distributions.
Theorem 3. Let p(y|x,D) be some fixed posterior predictive distribution. Let  > 0 and δ > 0.
Then, there exists a sufficiently wide BNN with two hidden layers for which there exists a mean-field
Gaussian approximate posterior distribution q(θ) over its weights which induces an approximate
posterior predictive pˆ(y|x) = ∫ p(y|x,θ)q(θ)dθ such that:
Pr
(|pˆ(y|x)− p(y|x,D)| > ) < δ, (1)
for all x, provided that the cumulative density function of the posterior predictive is montonically
increasing.
The full proof is provided in Appendix D.5. Intuitively, we define a q(θ) to induce an arbitrary
distribution over hidden units in the first layer and using the remaining weights and hidden layer we
approximate the inverse cumulative density function of the true posterior predictive by the UAT. It
follows from Theorem 3 that it is possible, in principle, to learn a mean-field approximate posterior
which induces the true posterior distribution over predictive functions. Our proof strengthens a result
by Foong et al. [2020] which considers only the first two moments of pˆ(y|x).
There are important limitations to this argument to bear in mind. First, the UAT might require
arbitrarily wide models. Second, to achieve arbitrarily small error δ it is necessary to reduce the
weight variance. Both of these might result in very low weight-space evidence lower-bounds (ELBOs).
Third it may be difficult in practice to choose a prior in weight-space that induces the desired prior
in function space. Fourth, although the distribution in weight space that maximizes the marginal
likelihood will also maximize the marginal likelihood in function-space within that model class, the
same is not true of the weight-space ELBO and functional ELBO. Our theorem therefore does not
show that such an approximate posterior will be found by VI. We investigate this in §6.2.
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Figure 2: MFVI with three hidden layers can
express reasonable in-between uncertainty on a
toy regression problem. Each shade is one σ.
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Figure 3: Full- vs diagonal-covariance. Af-
ter two hidden layers mean-field matches full-
covariance. Iris dataset.
6 Empirical Validation
In §6.1, we consider empirical evidence for the Weight Distribution Hypothesis, showing that
deeper mean-field models match more expensive shallower full-covariance models. Then in §6.2 we
examine the True Posterior Hypothesis. We observe that, as depth increases, the information lost
by using a mean-field approximation to samples from the true posterior using Hamiltonian Monte
Carlo shrinks. Moreover, in sufficiently large models the performance gap between mean-field and
structured-covariance methods appears to be marginal at best.
6.1 Weight Distribution Hypothesis: Deeper Mean-field ≈ Shallow Full-covariance
The Local Product Matrix. We confirm empirically that the local product matrix develops complex
off-diagonal correlations using a neural networkwith Leaky ReLU activations trained on Fashion-
MNIST using mean-field variational inference. We use 10,000 samples of the local product matrix,
calculated as described in §4, to estimate the covariance between its elements (Figure 1d–e). Just
like in the linear case (Figure 1a–c), as the model gets deeper the induced distribution on the product
matrix shows complex off-diagonal covariance. There are additional correlations between elements
of the product matrix based on which activation pattern is predominantly present at that point in
input-space. See Appendix C.1 for further experimental details.
In-between Uncertainty for Deeper Mean-field Regression. Foong et al. [2020] prove that single-
layer mean-field neural networks are not able to learn to be suitably uncertain between two regions
of input space about which they are very certain. That is, single-layer mean-field models lack
‘in-between uncertainty’ when faced with two separated clusters of data. We show this is not true
for deeper models. In Figure 2 we show a toy regression experiment in which a neural network
with three layers of 100 hidden units is trained using mean-field variational inference and learns to
be uncertain in-between two regions where it receives data. This shows that deeper mean-field VI
can demonstrate a behaviour which requires complex weight correlations in shallower models. Full
experimental details and an example of the failure of a single-layer MFVI model are provided in
Appendix C.2. Our experiment does not conflict with any proofs offered by Foong et al. [2020], but it
does suggest that their conjecture as to the consequences for larger models may not hold.
Depth in Full- and Diagonal-covariance Variational Inference. Training with full-covariance
variational inference is intractable, except for very small models, because of optimization difficulties.
In Figure 3, we show the test cross-entropy of small models of varying depths on the Iris dataset
from the UCI repository. With one layer of hidden units the full-covariance posterior achieves lower
cross-entropy. For deeper models, however, the mean field network matches the full-covariance one.
Full details of the experiment can be found in Appendix C.3.
6.2 True Posterior Hypothesis: Deep True Posterior Has Approximately Mean-field Modes
Hamiltonian Monte Carlo Approximation of the True Posterior. Theorem 3 proves the True
Posterior Hypothesis in sufficiently wide models of two or more layers. Here, we examine the true
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1 2 3 4 5 6
Number of hidden layers
1500
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3500
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4500
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g||
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Linear
Leaky ReLU (α=0.95)
Leaky ReLU (α=0.5)
ReLU
Figure 4: The mean-field approximate posterior
becomes more similar to the full-covariance one
as the model gets deeper. Specifically, the infor-
mation lost by using a mean-field approximation
relative to full-covariance falls. All models have
roughly 1,000 parameters. Shading is standard
error of mean.
Arch. Method Covariance Acc. NLL ECE
ResNet
-18 VOGN
‡ Diagonal 67.4% 1.37 0.029
ResNet
-18
Noisy
K-FAC†† MVG 66.4% 1.44 0.080
DenseNet
-161
SWAG
-Diag† Diagonal 78.6% 0.86 0.046
DenseNet
-161 SWAG
† Low-rank 78.6% 0.83 0.020
ResNet
-152
SWAG
-Diag† Diagonal 80.0% 0.86 0.057
ResNet
-152 SWAG
† Low-rank 79.1% 0.82 0.028
Table 2: Imagenet diagonal- and structure-
covariance methods. Both approximations have
similar accuracies, log-likelihoods, and expected
calibration errors. Suggests that covariance mat-
ters less in large models, as predicted. † [Maddox
et al., 2019]. ‡ [Osawa et al., 2019]. †† [Zhang
et al., 2018] as reported by Osawa et al. [2019].
posterior distribution over the weights using Hamiltonian Monte Carlo (HMC) and show that even
in narrow deep models there are modes of the true posterior that are approximately mean-field. We
examine a truly full-covariance posterior, not even assuming that layers are independent of each other,
unlike Barber and Bishop [1998] and most structured covariance approximations.
We want to measure the information about the true posterior which is lost by approximating it using a
diagonal-covariance Gaussian rather than a full-covariance one. This lets us evaluate how restrictive
the mean-field approximation is at a given mode of the true posterior. We can measure this information
loss using the KL divergence—KL
(
qdiag(θ) ‖ qfull(θ)
)
—this represents a worst-case information
loss, measured in nats (strictly, the infimum information loss under any possible discretization [Gray,
2011]). We show in Figure 4 that this information loss becomes smaller as the model becomes deeper.
Although the KL does not fall to zero, note that nats correspond to exponentially many representable
states, so more-than-halving the KL is a large reduction in lost information. Note that we are only
trying to establish how costly the mean-field approximation is relative to full covariance, not how
costly the Gaussian approximation is.
Linear and non-linear neural networks show a similar pattern. We interpolate between them using
Leaky ReLU networks with different values of α, showing that the properties of the posterior
distribution do not radically alter on the introduction of non-linearities, but rather as a matter of
degree. This supports the applicability of the analysis of §3.
We use the No-U-turn sampling method [Hoffman and Gelman, 2014]. We initialize the HMC sampler
at a MFVI optimum in order to speed up convergence and to explore modes of the posterior that are
potentially accessible through VI. Each point on the graph represents an average over 20 restarts
(over 2.5 million model evaluations per point on the plot). We report the sample test accuracies
and acceptance rates in Appendix C.4 and provide a full description of the method. All models
have roughly the same number of parameters (1,000), regardless of depth, and are trained on the
2-dimensional binary classification task ‘two moons’.
Structured- and Diagonal-covariance Uncertainty on CIFAR-100. Although we cannot com-
pute samples from the true posterior in larger models, we attempt an approximate investigation using
SWAG [Maddox et al., 2019]. This involves fitting a Gaussian distribution to approximate Stochastic
Gradient-Markov Chain Monte Carlo samples on CIFAR-100. SWAG approximates the Gaussian
distribution with a low rank empirical covariance matrix, while SWAG-Diag uses a full-factorized
Gaussian. The resulting distributions are some indication of large-model posterior behaviour, but
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cannot carry too much weight. We show in Figure 5 that there is no observable difference in negative
log-likelihood between the diagonal and low-rank approximation (or accuracy, see Appendix C.5).
All of the models considered have more than two layers of hidden units (the minimum size of a
PresNet). This suggests that there is a mode of the true posterior over weights for these deeper models
that is sufficiently mean-field that a structured approximation provides little or no benefit. It also
suggests that past a threshold of two hidden layers, further depth is not essential.
10 20 30
PreResNet Depth
1.0
1.2
1.4
1.6
NL
L
SWAG
SWAG-Diag
Figure 5: CIFAR-100. Diagonal- and Structured-
SWAG show similar log-likelihood in PresNets
of varying depth, suggesting deeper optima are
near approximately mean-field modes of the true
posterior. (Mean and standard dev. over 10 runs.)
Large-model Mean-field Approximations on
Imagenet. The performance of mean-field and
structured-covariance methods on large-scale
tasks can give some sense of how restrictive the
mean-field approximation is. Mean-field meth-
ods have been shown to perform comparably to
structured methods in large scale settings like Im-
agenet, both in accuracy and measures of uncer-
tainty like log-likelihood and expected calibration
error (ECE) (see Table 2). For VOGN [Osawa
et al., 2019] which explicitly optimizes for a mean-
field variational posterior, the mean-field model
is marginally better in all three measures. For
SWAG, the accuracy is marginally better and log-
likelihood and ECE marginally worse for the di-
agonal approximation. This is consistent with the
idea that there are some modes of large models
that are approximately mean-field (which VOGN
searches for but SWAG does not) but that not all modes are. These findings offer some evidence that
the importance of structured covariance is at least greatly diminished in large-scale models, and may
not be worth the additional computational expense and modelling complexity. A table with standard
deviations and comparison for CIFAR-10 is provided in Appendix C.6.
7 Discussion
We have argued that deeper models with mean-field approximate posteriors can act like shallower
models with much richer approximate posteriors. In deep linear models, a product matrix with rich
covariance structure is induced by mean-field approximate posterior distributions—in fact, the Matrix
Variate Gaussian is a special case of this induced distribution for at least three weight layers (two
layers of hidden units) (§3). We provided a new analytical tool to extend results from linear models
to piecewise linear neural networks (e.g., ReLU activations): the local product matrix. In addition,
examination of the induced covariance in the local product matrix (§6.1) and posterior samples with
HMC (§6.2) suggest that the linear results are informative about non-linear networks. These results
are reinforced by experiments showing that deep mean-field models learn in-between uncertainty and
that the benefits of full-covariance variational inference are no longer visible in deeper models (§6.1).
Moreover, we have proved that neural networks with at least two layers of hidden units and mean-
field weight distributions can approximate any posterior distribution over predictive functions. We
have further offered empirical evidence that this result applies in practice also in narrow models,
where the true posterior becomes ‘more mean-field’ in deeper models (§6.2). In sufficiently deep
models, the performance gap between mean-field and structured-covariance approximate posteriors
becomes small or non-existent, suggesting that modes of the true posterior in large settings may be
approximately mean-field.
Our work challenges the previously unchallenged assumption that mean-field VI fails because the pos-
terior approximation is too restrictive. Instead, rich posterior approximations and deep architectures
are complementary ways to create rich approximate posterior distributions over predictive functions.
So long as a network has at least two layers of hidden units, increasing the parameterization of the
neural network allows some modes of the true posterior over weights to become approximately mean-
field. This means that approximating posterior functions becomes easier for mean-field variational
inference in larger models—making it more important to address other challenges for MFVI at scale.
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Broader Impact
Our work addresses a growing need for scalable neural network systems that are able to express
sensible uncertainty. Sensible uncertainty is essential in systems that make important decisions
in production settings. Despite that, the most performant production systems often rely on large
deterministic deep learning models. Historically, uncertainty methods have often prioritized smaller
settings where more theoretically rigorous methods could be applied. Our work demonstrates
the theoretical applicability of cheap uncertainty approximation methods that do not attempt to
model complex correlations between weight distributions in those large-scale settings. This resolves
something the field has assumed is a tension between good uncertainty and powerful models—we
show that some modes of the variational weight posterior might be closer to mean-field in bigger
models. So using a bigger model causes more restrictive approximation methods to become more
accurate.
In principle, this could allow Bayesian neural networks with robust uncertainty to be deployed in a
wide range of settings. If we are right, this would be a very good thing. The main downside risk of
our research is that if we are wrong, and people deploy these systems and incorrectly rely on their
uncertainty measures, then this could result in accidents caused by overconfidence. We therefore
recommend being extremely cautious in how a business or administrative decision process depends
on any uncertainty measures in critical settings, as is already good practice for non-uncertainty-aware
decisions and in non-neural network uncertain machine learning systems.
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A Introduction to Variational Inference in Bayesian Neural Networks
A Bayesian neural network (BNN) places a distribution over the weights of a neural network [MacKay,
1992]. We hope to infer the posterior distribution over the weights given the data, p(θ|D)—although
ultimately we are interested in a posterior distribution over functions, as described by Sun et al. [2019].
Because this is intractable, we seek an approximate posterior q(θ) to be as close as possible to the
posterior over the weights. Variational inference (VI) is one method for estimating that approximate
posterior, in which we pick an approximating distribution and minimize the KL-divergence between
it and the true posterior. This KL divergence is the Evidence Lower Bound (ELBO), expressed using
the prior over the weight distributions p(θ). We therefore minimize the negative ELBO:
LMFV I =
prior regularization︷ ︸︸ ︷
KL
(
q(θ) ‖ p(θ))−
data likelihood︷ ︸︸ ︷
E
[
log p(y|x,θ)] . (2)
For the full-covariance Gaussian approximate posterior [Barber and Bishop, 1998], the model weights
for each layer θi are distributed according to the multivariate Gaussian distribution N (µi,Σi) .
This is already a slight approximation, as it assumes layers are independent of each other. This is
important for our analysis in §3 and §4, though note that the experiment in §6.2 does not assume any
independence between layers.
The mean-field approximation restricts Σi to be a diagonal covariance matrix, or equivalently assumes
that the probability distribution can be expressed as a product of individual weight distributions:
N (µi,Σi) =
∏
j
N (µij , σij). (3)
The mean-field approximation greatly reduces the computational cost of both forward and backwards
propagation, and reduces the number of parameters required to store the model from order n2 in the
number of weights to order n. The implementation of mean-field variational inference which we use
is based on Blundell et al. [2015], who show how to use a stochastic estimator of the ELBO.
B Discussions of Foong et al. 2020
Our work discusses some similar topics to those discussed by Foong et al. [2020], in work which
was developed in parallel to this paper. In particular, they reach a different conclusion as to the
value of mean-field variational inference in deep BNNs. We find their work insightful, but we think
it is important to be very precise about where their results do and do not apply, in order to best
understand their implications. Here, we briefly describe several of their main results, emphasising
that our analysis is not in conflict with any of their proofs.
Foong et al. [2020] base much of their interpretation on the inability of single-layer mean-field
networks to have appropriate ‘in-between’ uncertainty. That is, they observe that if a model is trained
on data in two regions of input space which are separated, it ought to be able to be significantly more
uncertain between those two regions. They prove their Theorem 1 which states that the variance of
the function expressed by a single-layer mean-field network between two points cannot be greater
than the sum of the variances of the function at those points, subject to a number of very important
caveats. Our work is largely concerned with models with more than a single hidden layer, where
their theorem does not apply. Nevertheless, Foong et al. [2020] hypothesize the pathologies that they
identify might extend to deeper settings, so we note some further limitations of their proof.
1. Theorem 1 applies to single- or multi-output regression models, and to the individual logits in
classification models, but makes no predictions about the variance of classification decisions
(because this depends on the variance of the argmax of the logits).
2. Theorem 1 is strongest in a 1-dimensional input space. In higher dimensions, Foong et al.
[2020] show as a corollary that the ‘in-between’ variance is bounded by the sum of the
variances of the hypercube of points including that space. But the number of such points
grows exponentially with the dimensionality, meaning that in even only 10 dimensions, the
in-between variance could be as much as 1024 times greater than the average edge variance.
This means that in high-dimensional input spaces, this bound can be extremely loose and
does not neccesarily preclude even single layer models from having significant ’in between’
uncertainty.
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Figure 6: Unlike the covariance matrices of prod-
uct matrix entries in models trained on real data,
a randomly sampled product matrix does not
show obvious block structure, though the noise
makes it hard to be sure. This model has 5 linear
layers.
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Figure 7: The local product matrix also allows
the unimodal Gaussian layers to approximate
multimodal distributions over product matrix en-
tries. Here, we show an example density over a
product matrix element, from a three-layer Leaky
ReLU model with mean-field Gaussian distri-
butions over each weight trained on FashionM-
NIST.
3. The line-segments where Theorem 1 applies are not fully general. They must either go
through the origin, or be orthogonal to one of the input basis vectors and cross a projection
of the origin. This makes their result sensitive to translation and rotation of the input space.
They also prove their Theorem 3, which establishes that deeper mean-field networks do not have
the pathologies that apply in the limited single-layer regression settings identified in Theorem 1.
We consider a similar result (Theorem 3) which is more general because it considers more than the
first two moments of the distribution. Unlike Foong et al. [2020] we see this result as potentially
promising that deep mean-field networks can be very expressive. This is perhaps because their
empirical results suggest that deeper mean-field networks have poor performance in practice. This
may be because their experiments mostly focus on low-dimensional data with small numbers of
datapoints and comparatively small networks, while we consider the larger settings.
C Experimental Details
C.1 Full Description of Covariance Visualization
Here we provide details on the method used to produce Figure 1, described in §6.1. The linear version
of the visualization is discussed in §3 and the piecewise-linear version is discussed in §4.
In all cases, we train a neural network using mean-field variational inference in order to visualize
the covariance of the product matrix. The details of training are provided in Table 3. The product
matrix is calculated from the weight matrices of an L-layer network. In the linear case, this is just the
matrix product of the L layers. In the piecewise-linear case the definition of the product matrix is
described in more detail in Appendix D.4.2. All covariances are calculated using 10,000 samples
from the converged approximate posterior. Note that for L weight matrtices there are L− 1 layers of
hidden units.
We compare these learned product matrices, in Figure 6, to a randomly sampled product matrix. To
do so, we sample weight layers whose entries are distributed normally. Each weight is sampled with
standard deviation 0.3 and with a mean 0.01 and each weight matrix is 16x16. This visualization is
with a linear product matrix of 5 layers.
Further, since researchers often critique a Gaussian approximate posterior because it is unimodal,
we confirm empirically that multiple mean-field layers can induce a multi-modal product matrix
distribution. In Figure 7 we show a density over an element of the local product matrix from three
layers of weights in a Leaky ReLU BNN with α = 0.1. The induced distribution is multi-modal. We
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Hyperparameter Setting description
Architecture MLP
Number of hidden layers 0-9
Layer Width 16
Activation Linear or Leaky Relu with α = 0.1
Approximate Inference Algorithm Mean-field Variational Inference
Optimization algorithm Amsgrad [Reddi et al., 2018]
Learning rate 10−3
Batch size 64
Variational training samples 16
Variational test samples 16
Epochs 10
Variational Posterior Initial Mean He et al. [2016]
Variational Posterior Initial Standard Deviation log[1 + e−3]
Prior N (0, 0.232)
Dataset FashionMNIST [Xiao et al., 2017]
Preprocessing Data normalized µ = 0, σ = 1
Validation Split 90% train - 10% validation
Number of training runs 1
Number of evaluation runs 1
Measures of central tendency n.a.
Runtime per result < 3m
Computing Infrastructure Nvidia GTX 1080
Table 3: Experimental Setting—Covariance Visualization. Note that for these visualizations we
are purely demonstrating the possibility of off-diagonal covariance. As a result, a single train-
ing/evaluation run suffices to make an existence claim, so we do not do multiple runs in order to
calculate a measure of central tendency.
visually examined the distributions over 20 randomly chosen entries of this product matrix and found
that 12 were multi-modal. We found that without the non-linear activation, none of the product matrix
entry distributions examined were multimodal, suggesting that the non-linearities in fact play an
important role in inducing rich predictive distributions by creating modes corresponding to activated
sign patterns.
C.2 Toy Regression Experiment
Figure 8: 1-layer toy regression experiment. A
single-hidden-layer fails, in this case, to show
reasonable in-between uncertainty, or indeed
reasonable uncertainty out of distribution at all.
However, recall that there is no ground truth of
what the uncertainty ought to be.
We train a three-layer mean-field variational infer-
ence regression model on a sythetic dataset in or-
der to demonstrate the possibility of ‘in-between’
uncertainty. Full experimental settings are pro-
vided in Table 4. The toy function used is y =
sin(4(x− 4.3)) +  where  ∼ N (0, 0.052). We
sample 750 points in the interval −2 ≤ x ≤ −1.4
and another 750 points in the interval 1.0 ≤ x ≤
1.8. In Figure 8 we show the failure of a single
layer mean-field variational inference model on
the same data, which is consistent with our pre-
diction that multiple layers help allow implicit
rich covariance. We considered a range of tem-
peratures between 0.1 and 100 in order to select
the right balance between prior and data. Note
of course that while our figure in the main body
suffices to demonstrate the existence claim that there are deep networks that perform well, of course
a single case of a one-layer network performing badly does not show that all one-layer networks
perform badly.
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Hyperparameter Setting description
Architecture MLP
Number of hidden layers 3
Layer Width 100
Activation Leaky ReLU
Approximate Inference Algorithm Mean-field VI (Flipout [Wen et al., 2018])
Optimization algorithm Amsgrad [Reddi et al., 2018]
Learning rate 10−3
Batch size 250
Variational training samples 1
Variational test samples 1
Temperature 65
Noise scale 0.05
Epochs 6000
Variational Posterior Initialization Tensorflow Probability default
Prior N (0, 1.02)
Dataset Toy (see text)
Number of training runs 1
Number of evaluation runs 1
Measures of central tendency n.a.
Runtime per result < 5m
Computing Infrastructure Nvidia GTX 1060
Table 4: Experimental Setting—Toy Regression Visualization. Note that for these visualizations
we are purely demonstrating the possibility of in-between uncertainty. As a result, a single train-
ing/evaluation run suffices to make an existence claim, so we do not do multiple runs in order to
calculate a measure of central tendency.
C.3 Effect of Depth Measured on Iris Experimental Settings
We describe the full- and diagonal-covariance experiment settings in Table 5. We use a very small
model on a small dataset because full-covariance variational inference is unstable, requiring a matrix
inversion of aK4 matrix for hidden unit width K. Unfortunately, for deeper models the initializations
still resulted in failed training for some seeds. To avoid this issue, we selected the 10 best seeds out
of 100 training runs, and report the mean and standard error for these. Because we treat full- and
diagonal-covariance in the same way, the resulting graph is a fair reflection of their relative best-case
merits, but not intended as anything resembling a ‘real-world’ performance benchmark.
Readers may consider the Iris dataset to be unhelpfully small, however this was a necessary choice.
We note that the small number of training points creates a broad posterior, which is the best-case
scenario for a full-covariance approximate posterior.
C.4 HMC Experimental Settings
We begin by sampling from the true posterior using HMC.
We use the simple two-dimensional binary classification ‘make moons’ task.3 We use 500 training
points (generated using random_state = 0). Using Cobb et al. [2019], we apply the No-U-turn
Sampling scheme [Hoffman and Gelman, 2014] with an initial step size of 0.01. We use a burn-in
phase with 10,000 steps targetting a rejection rate of 0.8. We then sample until we collect 1,000
samples from the true posterior, taking 100 leapfrog steps in between every sample used in order
to ensure samples are less correlated. For each result, we recalculate the HMC samples 20 times
with a different random seed. All chains are initialized at the optimum of a mean-field variational
inference model in order to help HMC rapidly find a mode of the true posterior. We use a prior
precision, normalizing constant, and τ of 1.0. The model is designed to have as close to 1000 non-bias
parameters each time as possible, adjusting the width given the depth of the model. We observe
3https://scikit-learn.org/stable/modules/generated/sklearn.datasets.make_moons.
html#sklearn.datasets.make_moons
15
Hyperparameter Setting description
Architecture MLP
Number of hidden layers 1-4
Layer Width 4
Activation Leaky Relu
Approximate Inference Algorithm Variational Inference
Optimization algorithm Amsgrad [Reddi et al., 2018]
Learning rate 10−3
Batch size 16
Variational training samples 1
Variational test samples 1
Epochs 1000 (early stopping patience=30)
Variational Posterior Initial Mean He et al. [2016]
Variational Posterior Initial Standard Deviation log[1 + e−6]
Prior N (0, 1.02)
Dataset Iris [Xiao et al., 2017]
Preprocessing None.
Validation Split 100 train - 50 test
Number of training runs 100
Number of evaluation runs 100
Measures of central tendency (See text.)
Runtime per result < 5m
Computing Infrastructure Nvidia GTX 1080
Table 5: Experimental Setting—Full Covariance.
ReLU Leaky ReLU 0.5 Leaky ReLU 0.95 Linear
# Hidden Layers Test Acc. Acceptance Test Acc. Acceptance Test Acc. Acceptance Test Acc. Acceptance
1 99.1% 84.8% 98.4% 84.9% 91.9% 85.4% 83.9% 78.0%
2 99.7% 77.0% 99.5% 73.9% 96.4% 76.3% 84.2% 44.4%
3 99.1% 58.0% 99.6% 46.3% 97.2% 74.5% 84.4% 37.0%
4 99.5% 62.2% 99.6% 50.9% 95.8% 68.2% 84.4% 43.2%
5 98.1% 61.8% 99.5% 53.8% 98.4% 62.4% 84.3% 35.2%
6 95.4% 78.5% 99.6% 51.0% 98.0% 62.6% 84.1% 33.7%
7 92.7% 68.1% 99.7% 54.6% 97.5% 59.7% 84.0% 33.0%
8 87.8% 68.3% 99.6% 49.7% 98.0% 62.5% 83.8% 36.4%
9 80.6% 73.9% 99.6% 46.3% 97.4% 60.2% 83.9% 36.5%
10 74.6% 74.9% 99.5% 45.7% 97.1% 61.8% 83.8% 40.4%
Table 6: HMC samples for ReLU networks are most accurate for smaller numbers of layers, the
samples from deeper models may therefore be slightly less reliable. Acceptance rates tend to be with
10-20 percentage points of 65%, regarded as a good balance of exploration to avoiding unnecessary
resampling. The more linear models are less accurate, as one would expect for a dataset that is not
linearly separable.
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Figure 9: Here we show a fuller version of Figure
4. After 7 layers, however, the accuracy of HMC
samples for the ReLU curve fall significantly
suggesting the posterior approximation becomes
less accurate (Table 6). This region is shaded
here, and ommitted from the earlier figure.
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Figure 10: Example density for randomly cho-
sen parameter from a ReLU network with three
hidden layers. The HMC histogram is multi-
modal. If we picked the naive Gaussian fit, we
would lie between the modes. By using a mix-
ture model, we select the dominant mode, for
which the Gaussian is a better fit.
that the accuracies for the ReLU network fall for the deeper models, suggesting that after about 7
layers the posterior estimate may become less reliable (see Table 6). As a result, we do not treat these
layers as offering reliable samples, though we provide the full curve in Figure 9 for completeness.
Acceptance rates are broadly in a sensible region for most of the chains.
Using these samples, we find a Gaussian fit. For each model we fit a Gaussian mixture model with
between 1 and 4 components and pick the one with the best Bayesian information criterion (see
Figure 10). We then find the best diagonal fit to this distribution, which is a Gaussian distribution
with the same mean and with a precision matrix equal to the inverse of the diagonal precision of the
full-covariance Gaussian. Note that we are therefore only considering one of the many modes of the
true posterior—this is inevitable given the fact that there is a many-to-one correspondence between
weight-distributions and function-distributions for neural networks.
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Figure 11: CIFAR-100. Accuracy for diago-
nal and low-rank covariance SWAG. Like log-
likelihood, there is no clear difference in perfor-
mance between these models, all of which are
above the depth threshold implied by our work.
Finally, we calculate the KL divergence between
these two distributions. The graph reports the
mean and shading reflects the standard error of the
mean, though note that because all runs are initial-
ized from the same point, this underestimates the
overall standard error. All experiments in this an
other sections were run on a desktop workstation
with an Nvida 1080 GPU.
C.5 Diagonal-
and Structured-SWAG at Varying Depths
We use the implementation of SWAG avaliable
publicly at https://github.com/wjmaddox/
swa_gaussian. We adapt their code to vary the
depth of the PreResNet architecture for the values
2, 8, 14, 20, 26, 32, 38. We use the hyperparame-
ter settings used by the Maddox et al. [2019] for
PreResNet154 on CIFAR100 on all datasets to train the models. We use 10 seeds to generate the error
bars, which are plotted with one standard deviation. We use the same SWAG run to fit both the full
and diagonal approximations, and use 30 samples in the forward pass.
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Architecture Method Covariance Accuracy NLL ECE
ResNet-18 VOGN‡ Diagonal 67.4% ± 0.263 1.37 ± 0.010 0.029 ± 0.001
ResNet-18 Noisy K-FAC†† MVG 66.4% ± n.d. 1.44 ± n.d. 0.080 ± n.d.
DenseNet-161 SWAG-Diag† Diagonal 78.6% ± 0.000 0.86 ± 0.000 0.046 ± 0.000
DenseNet-161 SWAG† Low-rank + Diag 78.6% ± 0.000 0.83 ± 0.000 0.020 ± 0.000
ResNet-152 SWAG-Diag† Diagonal 80.0% ± 0.000 0.86 ± 0.000 0.057 ± 0.000
ResNet-152 SWAG† Low-rank + Diag 79.1% ± 0.000 0.82 ± 0.000 0.028 ± 0.000
Table 7: Imagenet. Comparison of diagonal-covariance/mean-field (in grey) and structured-covariance
methods on Imagenet. The differences on a given architecture between comparable methods is slight.
† [Maddox et al., 2019]. ‡ [Osawa et al., 2019]. †† [Zhang et al., 2018] as reported by Osawa et al.
[2019].
Architecture Method Covariance Accuracy NLL ECE
VGG-16 SWAG-Diag† Diagonal 93.7% ± 0.15 0.220 ± 0.008 0.027 ± 0.003
VGG-16 SWAG† Low-rank + Diag 93.6% ± 0.10 0.202 ± 0.003 0.016 ± 0.003
VGG-16 Noisy Adam‡‡ Diagonal 88.2% ± n.d. n.d. n.d.
VGG-16 BBB‡‡ Diagonal 88.3% ± n.d. n.d. n.d.
VGG-16 Noisy KFAC‡‡ MVG 89.4% ± n.d. n.d. n.d.
PreResNet-164 SWAG-Diag† Diagonal 96.0% ± 0.10 0.125 ± 0.003 0.008 ± 0.001
PreResNet-164 SWAG† Low-rank + Diag 96.0% ± 0.02 0.123 ± 0.002 0.005 ± 0.000
WideResNet28x10 SWAG-Diag† Diagonal 96.4% ± 0.08 0.108 ± 0.001 0.005 ± 0.001
WideResNet28x10 SWAG† Low-rank + Diag 96.3% ± 0.08 0.112 ± 0.001 0.009 ± 0.001
ResNet-18 VOGN‡ Diagonal 84.3% ± 0.20 0.477 ± 0.006 0.040 ± 0.002
AlexNet VOGN‡ Diagonal 75.5% ± 0.48 0.703 ± 0.006 0.016 ± 0.001
Table 8: CIFAR-10. For a given architecture, it does not seem that mean-field (grey) methods
systematically perform worse than methods with structured covariance, although there is some
difference in the results reported by different authors. † [Maddox et al., 2019]. ‡ [Osawa et al., 2019].
‡‡ [Zhang et al., 2018].
C.6 Large Scale Experiments Descriptions
In Table 7 we show a complete version of Table 2 including the standard deviations over three
runs (except for the Noisy K-FAC result where standard deviation was not provided). The standard
deviations, of course, underestimate the true variability of the method in question on Imagenet as they
only consider difference in random seed with the training configuration otherwise identical. Fuller
descriptions of the experimental settings used by the authors are provided in the cited papers.
For CIFAR-10, we show similar results in Table 8. Here, authors compare a wider range of architec-
tures, which show substantial variation in resulting accuracy. However, within the same architecture,
there is little evidence of systematic differences between mean-field and structured-covariance meth-
ods and any differences which do appear are marginal. Note that Zhang et al. [2018] report difficulty
applying batch normalization to mean-field methods, but Osawa et al. [2019] report no difficulties
applying batch normalization for their mean-field variant of Noisy Adam. For this reason, we report
the version of Noisy KFAC run without batch normalization to make it comparable with the results
shown for Bayes-by-Backprop (BBB) and Noisy Adam. With batch normalization, Noisy KFAC
gains some accuracy, reaching 92.0%, but this seems to be because of the additional regularization,
not a property of the approximate posterior family.
D Proofs
D.1 Full Derivation of the Product Matrix Covariance
Consider the product matrix, M (L), which is the matrix product of an arbitrary weight matrix, W (L),
with a mean field distribution over it’s entries, and the product matrix with one fewer layers, M (L−1):
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m
(L)
ab =
KL−1∑
i=1
w
(L)
ai m
(L−1)
ib . (4)
We make no assumption about KL−1 except that it is non-zero and hence the weights can be any
rectangular matrix.4 The weight matrix W (L) is assumed to have a mean-field distribution (the
covariance matrix is zero for all off diagonal elements) with arbitrary means:
Cov
(
w(L)ac , w
(L)
bd
)
= Σ
(L)
abcd = δacδbdσ
(L)
ab ;
Ew(L)ab = µ(L)ab . (5)
δ are the Kronecker delta. Note that the weight matrix is 2-dimensional, but the covariance matrix
is defined between every element of the weight matrix. While it can be helpful to regard it as
2-dimensional also, we index it with the four indices that define a pair of elements of the weight
matrix.
We begin by deriving the expression for the covariance of the L-layer product matrix
Cov(m
(L)
ab ,m
(L)
cd ).
First, we use the definition of the product matrix in equation (4):
Cov
(
m
(L)
ab ,m
(L)
cd
)
= Cov
(∑
i
w
(L)
ai m
(L−1)
ib ,∑
j
w
(L)
cj m
(L−1)
jd
)
. (6)
We then simplify this using the linearity of covariance (for brevity call the covariance of the product
matrix Σˆ(L)abcd):
Σˆ
(L)
abcd =
∑
ij
Cov
(
w
(L)
ai m
(L−1)
ib , w
(L)
cj m
(L−1)
jd
)
. (7)
Next, we rewrite using the definition of covariance in terms of a difference of expectations:
Σˆ
(L)
abcd =
∑
ij
E
[
w
(L)
ai m
(L−1)
ib w
(L)
cj m
(L−1)
jd
]
− E [w(L)ai m(L−1)ib ]E [w(L)cj m(L−1)jd ]. (8)
This can in turn be simplified using the fact that by assumption the new layer is independent of the
previous product matrix:
Σˆ
(L)
abcd =
∑
ij
E
[
w
(L)
ai w
(L)
cj
]
E
[
m
(L−1)
ib m
(L−1)
jd
]
− E [w(L)ai ]E [w(L)cj ]E [m(L−1)ib ]E [m(L−1)jd ]. (9)
4We set aside bias parameters, as they complicate the algebra, but adding them only strengthens the result
because each bias term affects an entire row.
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We can now rewrite this in order to expose the dependence on the covariance of the smaller product
matrix:
Σˆ
(L)
abcd =
∑
ij
(
E
[
w
(L)
ai w
(L)
cj
]− E [w(L)ai ]E [w(L)cj ])
·
(
E
[
m
(L−1)
ib m
(L−1)
jd
]
− E [m(L−1)ib ]E [m(L−1)jd ])
+ E
[
w
(L)
ai
]
E
[
w
(L)
cj
](
E
[
m
(L−1)
ib m
(L−1)
jd
]
− E [m(L−1)ib ]E [m(L−1)jd ])
+ E
[
m
(L−1)
ib
]
E
[
m
(L−1)
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](
E
[
w
(L)
ai w
(L)
cj
]
− E [w(L)ai ]E [w(L)cj ]) (10)
=
∑
ij
Cov
(
w
(L)
ai , w
(L)
cj
)
· Cov
(
m
(L−1)
ib ,m
(L−1)
jd
)
+ E
[
w
(L)
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]
E
[
w
(L)
cj
]
Cov
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m
(L−1)
ib ,m
(L−1)
jd
)
+ E
[
m
(L−1)
ib
]
E
[
m
(L−1)
jd
]
Cov
(
w
(L)
ai , w
(L)
cj
)
. (11)
This gives us a recursive expression for the covariance of the product matrix.
It is straightforward to substitute in our expressions for mean and variance in a mean-field network
provided in equation (5), where we use the fact that the initial M (1) product matrix is just a single
mean-field layer.
In this way, we show that:
Σˆ
(2)
abcd =
∑
ij
(
δacδijσ
(2)
ai
)
·
(
δijδbdσ
(1)
ib
)
+ µ
(2)
ai µ
(2)
cj
(
δijδbdσ
(1)
ib
)
+ E
[
m
(1)
ib
]
E
[
m
(1)
jd
](
δacδijσ
(2)
ai
)
(12)
=
∑
i
δacδbdσ
(2)
ai σ
(1)
ib
+ δbdµ
(2)
ai µ
(2)
ci σ
(1)
ib
+ δacµ
(1)
ib µ
(1)
id σ
(2)
ai . (13)
The first term of equation (13) has the Kronecker deltas δacδbd meaning that it contains diagonal
entries in the covariance matrix. The second term has only δbd meaning it contains entries for the
covariance between weights that share a column. The third term has only δac meaning it contains
entries for the covariance between weights that share a row.
This covariance of the product matrix already has some off-diagonal terms, but it does not yet contain
non-zero covariance for weights that share neither a row nor a column.
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But we can repeat the process and find Σˆ(3)abcd using equation (11) and our expression for Σˆ
(2)
ibjd:
Σˆ
(3)
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∑
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(1)
kd σ
(2)
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(1)
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(1)
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(2)
ik
)
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δacδijσ
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. (15)
It is the term in red which has no factors of Kronecker deltas in any of the indices a, b, c, or d. It is
therefore present in all elements of the covariance matrix of the product matrix, regardless of whether
they share one or both index. This shows that, so long as the distributional parameters themselves are
non-zero, the product matrix can have a fully non-zero covariance matrix for L = 3. In addition, we
observe that once the covariance of a product matrix is non-zero in some element, it can only become
zero if the means of the weights are zero or the product of the means of the weights is equal to the
covariance between all elements of a weight matrix (by inspection of equation (11)). This suffices to
show lemma 1:
Lemma 1. For L ≥ 3, M (L) can have non-zero covariance between any and all pairs of elements.
D.2 Matrix Variate Gaussian as a Special Case of Three-Layer Product Matrix
We can gain insight into the richness of the possible covariances by considering the limited case of
the product matrix M (3) = ABC where B is a matrix whose elements are independent Gaussian
random variables and A and C are deterministic. We note that this is a highly constrained setting, and
that the covariances which can be induced with A and C as random variables have the more complex
form shown in D.1. We can show the following:
Theorem 1. The Matrix Variate Gaussian (Kronecker-factored) distribution is a special case of the
distribution over elements of the product matrix M (3) composed from three weight layers, each with
no off-diagonal covariances.
Proof. Consider the product matrix M (3) = ABC. where B is a matrix whose elements are
independent Gaussian random variables and A and C are deterministic. The elements of B are
distributed with mean µB and have a diagonal covariance matrix ΣB .
We begin by recalling the property of the Kronecker product that:
vec(ABC) = (C> ⊗A)vec(B). (16)
By definition vec(M (3)) = vec(ABC) = (C> ⊗ A)vec(B). Because C> ⊗ A is deterministic, it
follows from a basic property of the covariance that the covariance of the product matrix ΣM(3) is
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given by:
ΣM(3) = (C
> ⊗A)ΣB(C> ⊗A)>. (17)
Using the fact that the transpose is distributive over the Kronecker product, this is equivalent to:
ΣM(3) = (C
> ⊗A)ΣB(C ⊗A>). (18)
Because we only want to establish that the family of distributions expressible contains the matrix
variate Gaussians, we do not need to use all the possible freedom, and we can set ΣB = I . In this
special case:
ΣM(3) = (C
> ⊗A)(C ⊗A>). (19)
Using the mixed-product property, this is equivalent to:
ΣM(3) = (C
>C)⊗ (AA>). (20)
Now, we note that any positive semi-definite matrix can be written in the form A = M>M , so this
implies that, defining the positive semi-definite matrices V = C>C and U = AA>, we have that the
covariance ΣM(3) is of the form,
ΣM(3) = V ⊗ U. (21)
Similarly, we can consider the mean of the product matrix µM(3) . From equation 16, we can see that:
µM(3) = (C
> ⊗A)vec(µB). (22)
But since we have not yet constrained µB , it is clear that this allows us to set any µM(3) we desire by
choosing µB = (C> ⊗A)−1µM(3) .
So far, we have only discussed the first- and second-moments, and the proof has made no assumptions
about specific distributions. However, we now observe that a random variable X is distributed
according to the Matrix Variate Gaussian distribution according to some mean µX and with scale
matrices U and V if and only if vec(X) is a multivariate Gaussian with mean ~µX and covariance
U ⊗ V .
Therefore, given equations (22) and (21), the special case of M (3) where the first and last matrices
are deterministic and the middle layer has a fully-factorized Gaussian distribution over the weights
with unit variance is a Matrix Variate Gaussian distribution where:
vec(µX) = (C
> ⊗A)vec(µB); (23)
V = C>C; (24)
U = A>A. (25)
D.3 Distribution of the Product Matrix
In general the probability density function of a product of random variables is not the product of
their density functions. In the scalar case, the product of two independent Gaussian distributions
is a generalized χ2 distribution. The product of arbitrarily many Gaussians with arbitrary non-i.i.d.
mean and variance is difficult to calculate (special cases are much better understood e.g., Springer
and Thompson [1970]). An example of a distribution family that is closed under multiplication is the
log-normal distribution.
In the case of matrix multiplication, important for neural network weights, because each element
of a product of matrix multiplication is the sum of the product of individual elements we would
ideally like a distribution to be closed under both addition and multiplication (such as the Generalized
Gamma convolution [Bondesson, 2015]) but these are not practical.
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Figure 12: Density over arbitrary element
of product matrix for L diagonal prior Gaus-
sian weight matrices whose elements are i.i.d.
N (0, 0.232). Product matrix elements are not
strictly Gaussian, but very close.
Instead, it would be helpful if we could make use
of a simple distribution like the Gaussian but main-
tain roughly similar distributions over product ma-
trix elements as the network becomes deeper. For
only one layer of hidden units, provided K is suffi-
ciently large, we can use the central limit theorem
to show that the elements of the product matrix
composed of i.i.d. Gaussian priors tends to a Gaus-
sian as the width of the hidden layer increases.
For two or more layers, however, the central limit
theorem fails because the elements of the prod-
uct matrix are no longer independent. However,
even though the resulting product matrix is not a
Gaussian, we show through numerical simulation
that products of matrices with individual weights
distributed as N (0, 0.232) have roughly the same
distribution over their weights. This, combined
with the fact that our choice of Gaussian distribu-
tions over weights was somewhat arbitrary in the
first place, might reassure us that the increase in
depth does not change the model prior in an im-
portant way. In Figure 12 we plot the probability
density function of an arbitrarily chosen entry in
the product matrix with varying depths of diagonal
Gaussian prior weights. The p.d.f. for 7 layers is
approximately the same as the single-layer Gaus-
sian distribution with variance 0.232.
D.4 Proof of Linearized Product Matrix Covariance
D.4.1 Proof of Local Linearity
We consider local linearity in the case of piecewise-linear activations like ReLU.
Lemma 2. Consider an input point x∗ ∈ D. Consider a realization of the model weights θ. Then,
for any x∗, the neural network function fθ is linear over some compact set Aθ ⊂ D containing x∗.
Moreover, Aθ has non-zero measure for almost all x∗ w.r.t. the Lebesgue measure.
Proof. Neural networks with finitely many piecewise-linear activations are themselves piecewise-
linear. Therefore, for a finite neural network, we can decompose the input domain D into regions
Di ⊆ D such that
1. ∪Di = D,
2. Di ∩ Dj = ∅ ∀i 6= j,
3. fθ is a linear function on points in Di for each i.
For a finite neural network, there are at most finitely many regions Di. In particular, with hidden
layer widths ni in the i’th layer, with an input domain D with dimension n0, Montúfar et al. [2014]
show that the network can define maximally a number of regions in input space bounded above by:(
L−1∏
i=1
⌊
ni
n0
⌋n0) n0∑
j=0
(
nL
j
)
. (26)
Except in the trivial case where the input domain has measure zero, this along with (1) and (2) jointly
entail that at least one of the regions Di has non-zero measure. This, with (3) entails that only a
set of input points of zero measure do not fall in a linear region of non-zero measure. These points
correspond to inputs that lie directly on the inflection points of the ReLU activations.
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(a) 1 sample: Aθi (b) 5 samples: A =
⋂
0≤i<5Aθi
Figure 13: Visualizaton of the linear regions in input-space for a two-dimensional binary classification
problem (two moons). Colored regions show contiguous areas within which a neural network function
is linear. We use an abitrary numerical encoding of these regions (we interpret the sign pattern of
activated relus as an integer in base 2) and a cylic colour scheme for visualisation, so the color of each
region is arbitrary, and two non-contiguous regions with the same color are not the same region. The
neural network has one hidden layer with 100 units and is trained for 1000 epochs on 500 datapoints
from scipy’s two moons using Adam. (a) a single model has fairly large linear regions, with the most
detail clustered near the region of interest. (b) The regions within which all samples are linear (the
intersection setA) are smaller, but finite. The local product matrix is valid within one of these regions
for any input point.
We visualize Aθi in Figure 13a. This shows a two-dimensional input space (from the two moons
dataset). Parts of the space within which a neural network function is linear are shown in one color.
The regions are typically smallest where the most detail is required in the trained function.
D.4.2 Defining the Local Product Matrix
We define a random variate representing the local product matrix, for an input point x∗, using the
following procedure.
To draw a finite N samples of the random variate, we sample N realizations of the weight parameters
Θ = {θi for 1 ≤ i ≤ N}. For each θi, given x∗ there is a compact set Aθi ⊂ D within which fθi is
linear (and x∗ ∈ Ai) by lemma 2. Therefore, all samples of the neural network function are linear in
the intersection region A = ⋂iAθi . We note that A at least contains x∗. Moreover, so long as D
is a compact subset of the reals, A has non-zero measure.5 Figure 13b shows a visualization of A
with 5 samples. The linear regions are smaller, because there is a discontinuity if any of the models is
5Intuitively, we know that x∗ is in allAθi , so when we add a new sample we know that there is either overlap
around x∗ or the point x∗ is on the boundary of the new subset, which means we could equally well pick a
different set that has x∗ on its boundary and does have non-zero-measure overlap with the previous sets.
More formally, consider some compact set Aθ0 ⊂ D with non-zero measure such that x∗ ∈ Aθ0 . Take some
new compact set Aθ1 ⊂ D with non-zero measure also such that x∗ ∈ Aθ1 . Define the intersection between
those sets B = Aθ0 ∩ Aθ1 . Suppose that B has zero measure. But both Aθ0 and Aθ1 contain x∗, so the only
way that B could have zero measure is if x∗ is an element in the boundary of both sets. But if Aθ1 has x∗ on its
boundary, then, by the continuity of the real space, there is at least one other compact set A′θ1 , different to Aθ1 ,
such that x∗ is on its boundary. But, since by hypothesis Aθ0 has non-zero measure, there exists such a set A′θ1
which has a non-zero-measure intersection withAθ0 . We can therefore selectA′θ1 instead ofAθ1 when buildingA, such that the intersection with Aθ0 has non-zero measure. By repeated application of this argument, we can
guarantee that for any finite Θ we are able to find a set ofAθi ⊂ D such that ∀i : x∗ ∈ Aθi andA has non-zero
measure. This argument does not guarantee that the measure of A in the limit as N tends to infinity is non-zero.
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discontinuous. Nevertheless, the space is composed of regions of finite size within which the neural
network function is linear.
For each θi we can compute a local product matrix within A. Ordinarily, setting aside the bias term
for simplicity, a neural network hidden layer hl+1 can be written in terms of the hidden layer before
it, a weight matrix Wl, and an activation function.
hl+1 = σ(Wlhl) (27)
We observe that withinA the activation function becomes linear. This allows us to define an activation
vector ax∗ within A such that the equation can be written:
hl+1 = ax∗ · (Wlhl). (28)
The activation vector can be easily calculated by calculating Wlhl, seeing which side of the (Leaky)
ReLU the activation is on within that linear region for each hidden unit, and selecting the correct
scalar (0 or 1 for a ReLU, or α or 1 for a Leaky ReLU).
This allows us to straightforwardly construct a product matrix for each θi which takes the activation
function into account (in the linear case, we effectively always set ax∗ to equal the unit vector).
The random variate Px∗ is constructed with these product matrices for realizations of the weight
distribution.
Samples from the resulting random variate Px∗ are therefore distributed such that samples from
Px∗x
∗ have the same distribution as samples of the predictive posterior y given x∗ within A.
D.4.3 Proof that the Local Product Matrix has Non-zero Off-diagonal Covariance
Theorem 2. Given a mean-field distribution over the weights of neural network f with piecewise
linear activations, f can be written in terms of the local product matrix Px∗ within A. Elements of
Px∗ can have non-zero off-diagonal covariance so long as L ≥ 3.
Proof. First, we show that the covariance between arbitrary entries of each realization of the product
matrix of linearized functions can be non-zero. Afterwards, we will show that this implies that the
covariance between arbitrary entries of the product matrix random variate, Px∗ can be non-zero.
Consider the case of an activation that is non-zero (almost everywhere) like the Leaky ReLU. Then
for each product matrix realization M (L)i , defined in the region around x
∗ according to lemma 2
entails that this local product matrix realization can have non-zero covariance between any and all
entries. The derivation is only altered by a non-zero product over each row, reflecting the activation,
but as this is non-zero the overall covariance is non-zero under the same conditions.
Having established non-zero correlations are possible between arbitrary elements of M (L)i for L ≥ 3
we now need to show that this allows non-zero correlations between elements of P . The covariance
of the sum of independent random variables is the sum of their covariances. Therefore the covariance
of I realizations of P is:
Cov
(
Pab, Pcd
)
=
1
I
I∑
i=1
Cov
(
M
(L)
i ab,M
(L)
i ab
)
. (29)
The summands are, in general non-zero. We show by counter-example that the summands do not
cancel out in general in our experiments in §6. This proves that it is possible to have non-zero
covariance between entries of P .
Now consider the case of an activation that can be zero, like a ReLU. In order for it to be possible
for the covariance between arbitrary elements of P to be non-zero we must show that a sufficiently
large subset the summands are non-zero. In the case of ReLUs this is data-dependent. For some
point in input space, the sign vector will have all activations switched off for all realizations of the
model. For such a point, the network will effectively be a much shallower one which takes the final
layer bias as inputs, and will not have any product matrix correlations. However, in practice it is very
unlikely that a trained neural network will turn off all its activations for any typical input, nor that
enough activations will be zero that the product matrix does not have shared elements after some
depth. Because of the data-dependence, we cannot prove this analytically in general, although in the
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same way as the Leaky ReLU case we are able to show by example that non-zero correlations are
possible between off-diagonal entries.
We show in Figure 1 an example of a local product matrix covariance which does not suffer from this
problem. We find that for a model trained with mean-field VI on the FashionMNIST test dataset the
number of activations switched on is on average 48.5% with standard deviation 4.7%. There were
only four sampled models out of 100 samples on each of 10,000 test points where an entire row of
activations was ‘switched off’, reducing the effective depth by one, and this never occurred in more
than one row. Indeed, [Goldblum et al., 2019] describe settings with all activations switched off as a
pathological case where SGD fails.
D.5 Existence Proof of a Two-Hidden-Layer Mean-field Approximate Posterior Inducing
the True Posterior Predictive
In this section we prove that:
Theorem 3. Let p(y|x,D) be some fixed posterior predictive distribution. Let  > 0 and δ > 0.
Then, there exists a sufficiently wide BNN with two hidden layers for which there exists a mean-field
Gaussian approximate posterior distribution q(θ) over its weights which induces an approximate
posterior predictive pˆ(y|x) = ∫ p(y|x,θ)q(θ)dθ such that:
Pr
(|pˆ(y|x)− p(y|x,D)| > ) < δ, (1)
for all x, provided that the cumulative density function of the posterior predictive is montonically
increasing.
We extend a construction by Gal [2016] which aimed to show that a sufficiently deep network with
a unimodal approximate posterior could induce a multi-modal posterior predictive by learning the
inverse cumulative distribution function (c.d.f.). We adapt this using the Universal Approximation
Theorem (UAT) due to Leshno et al. [1993] in order to approximate the inverse c.d.f arbitrarily closely.
In order to apply the proof in the context of Bayesian neural networks (BNNs) we apply an extension
to the UAT by Foong et al. [2020]. Our theorem is a more general extension of Theorem 3 by Foong
et al. [2020], which considers only the first two moments of the predictive function distribution. Like
Leshno et al. [1993] we offer a proof for a single-dimensional output, noting that the extension to
multiple dimensions follows from the existence of a mapping from R→ RK .
Consider inputs x ∈ RN ; a neural network with non-polynomial activations σ, two hidden layers
h1 = σ(θ0x + b0) and h2 = σ(θ1h1 + b1), outputs y = σ(θ2h2 + b2), where the weights and
biases are all independent Gaussian random variables. Given some dataset D the predictive posterior
distribution over outputs is p(y|x,D). We denote the random variables for the hidden units and
outputs H1, H2 and Y respectively.
First, we show:
Lemma 3. Given some induced probability density function for the continuous random variable H1,
p(H1 = h1|x) =
∫
p(h1|x,θ0,b0)p(θ0,b0)dθ0db0, there exists continous function f = ζ−1 · ξ
such that f(H1) = Y conditioned on x and D where ζ is the cummulative density function (c.d.f.) of
the posterior predictive random variable Y conditioned on x and D and ξ is the c.d.f. of H1 so long
as the p.d.f. of the posterior predictive is non-zero on any open set.
The limitation to non-zero p.d.f.s is modest, this requires only that we do not completely rule out
any y values given some input. This is equivalent to the requirement that the c.d.f. is montonically
increasing and therefore invertible.
We then use the adapted UAT to show that the the function on h1 given by later part of the neural
network can approximate this function f .
Lemma 4. For any continous function, f : RN 7→ R, there exists distributions q(θ1), q(θ2), q(b1),
and q(b2) s.t.
Pr
(∣∣σ(θ2(σ(θ1h1) + b1) + b2)− f(h1)∣∣ > ) < δ. (30)
These jointly allow a proof of Theorem 3. Full proofs follow.
Lemma 3. Given some induced probability density function for the continuous random variable H1,
p(H1 = h1|x) =
∫
p(h1|x,θ0,b0)p(θ0,b0)dθ0db0, there exists continous function f = ζ−1 · ξ
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such that f(H1) = Y conditioned on x and D where ζ is the cummulative density function (c.d.f.) of
the posterior predictive random variable Y conditioned on x and D and ξ is the c.d.f. of H1 so long
as the p.d.f. of the posterior predictive is non-zero on any open set.
Proof. Let p(h1|x) be some probability density function (p.d.f.) for the random vector H1 represent-
ing the hidden units of the first layer.
Let ξ be the cummulative distribution function (c.d.f.) of the random vector H1. By the Universality
of the Uniform, U = ξ(H1) has a standard uniform distribution.
Let ζ be the c.d.f. of Y conditioned on x, and D. Suppose that the posterior predictive is non-zero
everywhere (that is, you cannot rule out that there’s even the remotest chance of any y given some
input x, however small). Then, since Y is continuous by assumption, ζ is invertible.
Again, by the Universality of the Uniform U ′ = ζ(y) has a standard uniform distribution. So
∀u : p(U = u) = p(U ′ = u). Moreover ζ is invertible. So p(Y = y) = ζ−1(ξ(h1)).
It follows that there exists a continuous function f(H1) = Y conditioned on x and D as required.
Lemma 4. For any continous function, f : RN 7→ R, there exists distributions q(θ1), q(θ2), q(b1),
and q(b2) s.t.
Pr
(∣∣σ(θ2(σ(θ1h1) + b1) + b2)− f(h1)∣∣ > ) < δ. (30)
Proof. The Universal Approximation Theorem (UAT) states that for any continuous function f , and
an arbitrary fixed error, , there exists a deterministic neural network with an arbitrarily wide single
layer of hidden units and a non-polynomial activation, σ:
|σ(w2(σ(w1x) + b1) + b2)− f | < . (31)
In addition, we make use of Lemma 7 of [Foong et al., 2020]. This states that for any , δ > 0,
for some fixed means µ1, µ2, µb1 , µb2 of q(θ1), q(θ2), q(b1), and q(b2) respectively, there exists
some standard deviation s′ > 0 for all those approximate posteriors such that for all s < s′, for any
h1 ∈ RN
Pr
(∣∣σ(θ2(σ(θ1h1) + b1) + b2)− σ(µ2(σ(µ1h1) + µb1) + µb2)∣∣ > ) < δ. (32)
By noting that the deterministic weights of equation (31) can just be these means, it follows straight-
forwardly, by allowing errors /2 for each step that:
Pr
(∣∣σ(θ2(σ(θ1h1) + b1) + b2)− f(h1)∣∣ > ) < δ. (33)
as required.
Theorem 3. Let p(y|x,D) be some fixed posterior predictive distribution. Let  > 0 and δ > 0.
Then, there exists a sufficiently wide BNN with two hidden layers for which there exists a mean-field
Gaussian approximate posterior distribution q(θ) over its weights which induces an approximate
posterior predictive pˆ(y|x) = ∫ p(y|x,θ)q(θ)dθ such that:
Pr
(|pˆ(y|x)− p(y|x,D)| > ) < δ, (1)
for all x, provided that the cumulative density function of the posterior predictive is montonically
increasing.
Proof. By lemma 3 there exists a continuous function mapping the random variable representing
first hidden layer, H1 onto any arbitrary target predictive posterior random variable. And by lemma
4 the single-layer neural network composed of θ1, b1, θ2 and b2 can approximate any continuous
function. It follows that the random variable Y produced by the neural network given some input
x can approximate any target random variable to an arbitrary precision. This proves the desired
result.
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