Abstract-In this paper, we propose a way to improve the compression based dissimilarity measure, CDM. We propose to use a modified value of the file size, where the original CDM uses an unmodified file size. Our application is a music score analysis. We have chosen piano pieces from five different composers. We have selected 75 famous pieces (15 pieces for each composer). We computed the distances among all pieces by using the modified CDM. We use the K-nearest neighbor method when we estimate the composer of each piece of music. The modified CDM shows improved accuracy. The difference is statistically significant.
I. INTRODUCTION
We have been interested in the task of classification of music scores based on the patterns in those scores [1] , [2] . The compression based dissimilarity measure, CDM, is proposed for the analysis of time series of data [3] . The principle of CDM is as follows: the more patterns two strings share, the smaller is the compressed file size of their concatenated string. Normalized compression distance (NCD) [4] , [5] , which is uses same principle, is reported to be useful to measure the similarity between polyphonic music scores [4] , [6] . Since one composer may have a favorite pattern within a score, classification according to the composer seems a more suitable problem for CDM or NCD rather than classifying music scores according to their genre. Actually, it is reported that NCD works for the estimation of the composer of music pieces [7] . Interestingly, NCD and CDM have been reported to work for estimating the composer of the music pieces [7] , [8] .
We are interested in finding a better way of using compression based similarity measure. CDM computes similarity based on the existence of a shared pattern in two strings. As one composer may have a favorite pattern within a score, classification according to the composer seems a more suitable problem for CDM or NCD instead of classification according to genre. Therefore, we have selected a composer estimation task for the testbed of CDM.
Usually existing compression programs such as BZIP2, ZIP or GZIP can be used in order to measure the quantity of information of strings [3] , [4] , [7] . Although the compressed file size should be a reasonable approximation of information quantity of the original string, we may obtain a better approximation with a more careful treatment of the file size.
In this paper, we verify that the accuracy of the result is highly dependent on the kind of compression program, and that determining a suitable compression algorithm is important for this task. Then, we investigate the relationship between the quantity of information and the compressed file size and we explain how to modify the file size in order to obtain better approximation of information quantity from the file size. Finally, we show a statistically significant difference by using the obtained approximation.
II. COMPRESSION BASED DISSIMILARITY MEASURE
In this section, we will describe the CDM and its principles. Let x, y be some strings that we are interested in. Let xy be the string which is the concatenation of string x and y. Let C(x) be the size of the compressed file, where its original file consists of string x. CDM is defined as follows:
The value of C(x) can be regarded as a practical approximation of the information quantity in string x. In an extreme case, if x is a repetitive series of an identical pattern, the information quantity of x and the value of C(x) become much smaller than the length of string x. If two strings are similar, C(xy) becomes smaller than C(x) + C(y) because C(x) + C(y) double counts the information that is shared by string x and string y, whereas C(xy) does not. Therefore, the value of CDM reflects the amount of shared patterns of the two strings x and y. The actual value of C(x) depends on the kind of compression program. Although the value of C(x) should be the information quantity of string x in an ideal case, it is known 978-1-5090-1636-5/16/$31.00 c 2016 IEEE that there is no compression program that can compress files into a file whose size is equal to the information quantity. There are two reasons for this. The first reason is every compression program may not be able to capture certain kinds of patterns. For example, the compression program named ZIP uses the dictionary of string. There is maximum length of string in the dictionary because of memory limitation. If the string contains very long patterns, ZIP may not capture the pattern. The second reason is that the compressed file may contain extra information that is not related to the information quantity of the input. The example of extra information is the first part of the compressed file. Usually the first part contains the information about the file format, which is independent from the original file. There may be different information in the first part if the compression program used is different. In an extreme case, the string whose length is zero contains no information, and its information quantity is also zero. Still, the size of the compressed file for this string may not be zero.
The proposed method is first to decide appropriate compression program for this task, and then to obtain more accurate information quantity from compressed file size.
III. STRING REPRESENTATION OF MUSIC SCORES
We need to prepare some string representation of music score before we use CDM. We have chosen a simple manner of representing music scores, which has been used in previous research [8] . First the music score is converted into a sequence of bit vectors. Each vector corresponds to the on/off of all the keys of a piano at a certain timing. A One-bit vector is obtained at every semiquaver (sixteenth note) interval. An example of a sequence of bit vector is illustrated in Fig. 1 . Though the bit vector in Fig. 1 is 24-dimensional, the actual bit vector is 88-dimentional because there are 88 keys. Notes longer than semiquaver are expressed in a series of identical vectors. Fig.  2 illustrates the example of string representation from the bit vector in Fig. 1 . In string representation, each bit vector is converted into a sequence of characters using corresponding characters '0' and '1'. Then, the sequences of the characters are concatenated without separators. The result is a very long sequence of '0' or '1'. By this concatenation, even if the music score changes key, almost all parts of the string are unchanged. When the music score changes key, the difference in the string representation is only in the first part and the last part as is illustrated in Fig. 3 .
IV. ESTIMATING COMPOSER
We estimate the composer of a music score using the Knearest neighbor method. The distance between two music scores is determined by CDM. Fig. 4 illustrates the estimation procedure. Intuitively speaking, this procedure is a majority vote. We assume that the majority of pieces in the neighbors are by the same composer. It is known that the number of neighbors may affect the accuracy of estimation. We intuitively set this number to 5 and the estimation works well, using this number. We gathered 75 different piano scores. Their composers are Bach (Table I) , Mozart (Table II) (Table III) , Debussy (Table IV) and Satie (Table V) . We selected 15 pieces from each composer. Then, we estimated the composer of each piece assuming the composer of the piece is unknown, and we tested whether the result of the K-nearest neighbor estimation is the same as the actual composer. The result of each experiment is a set of 75 binary results of correct or incorrect.
V. STATISTICAL TEST
We apply the McNemar's test when we compare the results of experiments undertaken with different conditions. McNemar's test is a standard non-parametric test when we need to compare binary results. Suppose we have a binary result xi from the original method (method1) and another result y i from the improved method (method 2). We can form the confusion matrix shown in Table VI . Let b be the number of results where x i is correct and y i is incorrect. Let c be the number of results where x i is incorrect and y i is correct. If we assume that there is no improvement, in other words, that the accuracies of two methods are equal, then the values of b and c behave like the result of a fair coin toss. We can reject this hypothesis if b is much smaller than c. The p-value of this test is as follows:
VI. CHOICE OF COMPRESSION PROGRAM First, we need to decide which the compression program to use. We conducted experiments using three compression programs. They are BZIP2, ZIP, and GZIP. We are particularly interested in using BZIP2 [9] because it uses a block-sort algorithm.
Since the string representation of a music score is a sequence of 88 byte units, the length of the pattern in the string may be longer than 100 characters. It is known that the blocksort algorithm can compress the file of very long sequence of patterns. Table VII shows the number of correct results for the methods using different kinds of compression programs. Table  VIII shows the value of the confusion matrix for the statistical test, and its p-value, comparing BZIP2 with another program. The test suggests that BZIP2 is a suitable choice, as we predicted, and α level of the result is 5% at least.
VII. OFFSETTING THE COMPRESSED FILE SIZE
There is a straightforward way to check whether the compressed file contains the information that is independent from the input file. First, we prepare the files whose length is from 0 to 100, and whose content is a random sequence of characters. We cannot compress a random sequence, and the length of the input file reflects the information quantity of the input. Then, we compressed each file and obtained the result. The Children's Corner "Golliwogg's Cakewalk" 07
Le petit nègre 08
Suite bergamasque "Passepied" 09
Suite bergamasque "Prélude" 10 Rêverie 11
Suite bergamasque "Menuet" 12
Suite bergamasque "Clair de lune" 13
Children's Corner "Doctor Gradus ad Parnassum" 14
Children's Corner "Serenade of the Doll"(Serenade for the Doll) 15
Chileden's Corner "The Snow is Dancing" result is shown in Fig. 5 , and we draw a line from the points by regression. From this line, we may say that there are an additional 45 bytes for each compressed file. Therefore, we may estimate the information quantity of input as (C(x)−45)/ βwhere β is some positive constant, when we use BZIP2. We use (C(x) − 45)/ β instead of C(x). Please note that the constant β does not affect the value of CDM, and therefore we need not to obtain the value of β from the line. We call the method using this estimated value as CDM with offset.
VIII. EFFECT OF OFFSET
The confusion matrix CDM without offset and CDM with offset is shown in Table IX The It should be noted that b is only 1. This means that CDM with offset shows a consistent improvement.
IX. VERIFICATION OF OFFSET VALUE
It is an interesting question as to whether the offset value obtained from compressing random sequences, is actually the best value for CDM. To answer this question, we conducted experiments changing the offset value from 0 to 100. The result is shown in Table X . The result shows that we can get the highest level of precision when the offset is 45. This suggests that the improvement in precision is the result of the offset from file size to information quantity.
X. DISCUSSION
The experiment of the musical analysis shows that BZIP2 is suitable for CDM. When we do not have knowledge about the length of the pattern to capture, it may be the same situation with musical analysis. Therefore, BZIP2 is recommended in this case.
The offset values of compression programs will be different among the compression programs. The values may be different even among different versions of the compression program. Therefore, the value of offset may not always be 45.
There may be some reason why the proposed offset has not been attracting our attention. If the string is long, it becomes difficult to detect the improvement by the offset because the difference in CDM is small. Nevertheless, even for a long string, there is no reason to not use the offset of compression file size when we use CDM. Our experiment uses music scores instead of sounds. Since humans can usually estimate the name of a composer on listening to the sound of music, sounds" becomes the natural target for the next step in research. Style classification can be regarded as a subtask of composer estimation. Although style classification based on sound is successful [10] , we are estimating that handling sounds is more difficult than handling scores because the former requires signal-processing techniques.
We do admit that it is hard for us to form theories from the results of our experiment. There are, however, some works to form the theories of the composer classification task [11] , [12] . We are interested in interpreting the results of our experiment from these theories, since compression algorithms are currently attracting the attention of the computer music researchers [13] .
XI. CONCLUSION In this paper, we conducted the composer estimation using CDM. Firstly, we have shown that BZIP2 is a suitable compression program and explained the reason in terms of the length of pattern. Then, we have shown one practical method to obtain the offset of the compressed file size. Finally, we have shown that the obtained offset actually improves the accuracy of estimation. 
