In a graph convolutional network, we assume that the graph G is generated with respect to some observation noise. We make small random perturbations ∆G of the graph and try to improve generalization. Based on quantum information geometry, we can have quantitative measurements on the scale of ∆G. We try to maximize the intrinsic scale of the permutation with a small budget, while minimize the loss based on the perturbed G + ∆G. Our proposed model can consistently improve graph convolutional networks on semi-supervised node classification tasks with reasonable computational overhead. We present two different types of geometry on the manifold of graphs: one is for measuring the intrinsic change of a graph; the other is for measuring how such changes can affect externally a graph neural network. These new analytical tools will be useful in development a good understanding of graph neural networks and fostering new techniques.
Introduction
Recently neural network architectures are introduced [BZSL14, DBV16, KW17, HYL17, VCC + 18] to learn high level features of objects using "graph convolutions" w.r.t. a given graph among these objects. These graph convolutional networks (GCNs) show record-breaking scores on graph-based learning tasks. Similar to the idea of data augmentation, we propose to improve GCN generalization by minimizing the expected loss w.r.t. small random perturbations of the input graph. In order to do so, we must first have rigorous mathematical definitions of the manifold of graphs, which includes all graphs satisfying certain parameterisation, with their parameters varying smoothly. Then, we perturb the graph along the directions where the intrinsic distance, that is also the information divergence, is maximized. We show empirically that the performance of GCN can be improved and present theoretical analysis of this geometry.
Notations
In this paper, we assume an undirected graph G without self-loops, consisting of n nodes indexed as 1, · · · , n. X n×D denotes the given node features, H n×d denotes some learned high-level features, and Y n×M denotes the one-hot node labels. All these matrices contain one sample per row. The graph structure is represented by the adjacency matrix A n×n that can be binary or weighted, so that a ij ≥ 0, and a ij = 0 indicates no link between i and j. We use capital letters such as A, B, · · · to denote matrix and small letters such as a, b, · · · to denote vectors. We try to use Greek letters such as α, β, · · · to denote scalars. These rules have exceptions.
Problem Formulation
In a vanilla GCN model (see the approximations [KW17] based on [DBV16]), the network architecture is recursively defined by
where H l n×d l is the feature matrix of the l'th layer with its rows corresponding to the samples, W l d l ×d l+1 is the sample-wise feature transformation matrix. We use W = {W l } L l=1 to denote all network weights.Ã n×n is the normalized adjacency matrix so thatÃ = (D +I) − 1 2 (A+ I)(D + I) − 1 2 , D = diag(A1) is the degree matrix, 1 is the vector of all ones, diag() means a diagonal matrix using the given diagonal entries, and σ is an elementwise nonlinear activation function (it could be different arXiv:1903.04154v1 [cs. LG] 11 Mar 2019 for different layers and the notation is slightly abused). Based on a set of given samples X and optionally the corresponding labels Y , learning is implemented by
where is a loss (e.g. cross-entropy), usually expressed in terms of Y and H L , the feature matrix obtained by stacking L GCN layers.
Our basic assumption is that A is observed w.r.t. an underlying generative model as well as some random observation noise. In order to make learning robust to these noise and generalize well, we replace the optimization problem in eq. (2) by
where A(φ) is a parameterisation of graph adjacency matrices, A(0) = A is the original adjacency matrix, q(φ | ϕ) is a zero-centered density, defining a random A(φ) in a "neighbourhood" of A, ϕ is the parameters of this neighbourhood.
This brings up a set of fundamental questions: How to define the manifold of graphs {A(φ)}? How to define the neighbourhood q(φ | ϕ)? How to choose the neighbourhood parameters ϕ? We will build a geometric solution of these problems, provide the exact formulations to implement eq. (3), and test the optimization can improve GCN generalization. Our contributions are both theoretical and practical, which are summarized as follows:
• We bridge new tools from quantum information theory into graph neural networks, and provide geometric formulations to make measurements of graphs;
• We propose a graph convolutional network that can consistently improve over GCN [KW17] on standard benchmarks (see table 2);
• We introduce an algorithm to perform polynomial transformation of the graph adjacency matrix so as to incorporate high order proximities in GCN.
The rest of this paper is organized as follows. We first review related works in section 2. Section 3 introduces some basics of quantum information geometry. Sections 4 and 5 build our theoretical formulations to solve the fundamental questions listed above. Section 6 presents our proposed method. Section 7 shows its performance on semi-supervised node classification. Section 8 provides more analytical results. Section 9 concludes and discusses future extensions.
Related Works
Below, we related our work to deep learning on graphs (with a focus on sampling strategies), adversary learning, and (quantum) information geometry.
Graph Neural Networks
Graph Convolutional Network (GCN) [KW17] is a stateof-the-art network which performs convolution on the graphs in the spectral domain. While the performance of GCNs is very attractive, spectral convolution is a costly operation. Thus, GraphSAGE [HYL17] takes convolution from spectral to spatial domain defined by the local neighborhood of each node. The average pooling on nearest neighbourhoods of each node is performed to capture the contents of the neighborhood. Below we describe related works which, one way or another, focus on various sampling strategies to improve aggregation and performance. Our work is somewhat related to Deep Graph Infomax [VFH + 19] . DGI maximizes the mutual information between representations of local subgraphs (a.k.a. patches) and high-level summaries of graphs while minimizing the mutual information between negative samples and the summaries. This 'contrasting' strategy is somewhat related to our approach as we generate adversarial perturbation on the parameters of FIM to flatten the most abrupt curvature directions. DGI relies on the notion of positive and negative samples. In contrast, we learn maximally perturbing parameters of our extrinsic graph representation which are the analogy to negative sampels.
Structural Similarity and Sampling Strategies
Lastly, noteworthy are application driven pipelines such as ChebiNet [DMI + 15], the molecule classification pipeline.
Adversarial Learning
The role of adversarial learning is to generate difficultto-classify data samples by identifying them along the decision boundary and 'pushing' them over this boundary. In a recent DeepFool approach [MFF], a cumulative sparse adversarial pattern is learned to maximally confuse predictions on the training dataset. Such an adversarial pattern generalizes well to confuse prediction on test data. Adversarial learning is directly connected to sampling strategies, e.g. sampling hard negatives (obtaining the most difficult samples), and it has been long investigated in the community, especially in the shallow setting [BNL11, KXC11, XBN + 15].
Adversarial attacks under the FIM [ZFY + 19] propose to carry out perturbations in the spectral domain. Given a quadratic form of FIM, the optimal adversarial perturbation is given by the first eigenvector corresponding to the largest eigenvalue. The larger the eigenvalues of FIM are the larger is the susceptibility of the classification approach to attacks on the corresponding eigenvectors.
Our work is related in that we also construct FIM for the purpose of extrinsically parameterize the graph Laplacian. We perform a maximization w.r.t. these parameters to flatten the FIM around its local optimum which corresponds to decreasing eigenvalues in [ZFY + 19], thus making our approach well regularized in the sense of flattening the largest curvature associated with FIM (improved smoothness 3 Prerequisites
Fisher Information Metric
The discipline of information geometry [Ama16] studies the space of probability distributions based on the Riemannian geometry framework. As the most fundamental concept, the Fisher information matrix is defined w.r.t. a given statistical model, i.e. a parametric form of the conditional probability distribution p(X | Θ), by
(4) By definition, we must have G(Θ) 0. Following H. Hotelling and C. R. Rao, this G(Θ) is used (see e.g. section 3.5 [Ama16]) to define the Riemannian metric of a statistical model M = {Θ : p(X | Θ)}, which is known as the Fisher information metric (FIM) ds 2 = dΘ G(Θ)dΘ. Intuitively, ds 2 is small when dΘ makes less intrinsic change of the model. The metric is invariant to reparameterisation and is the unique Riemannian metric in the space of probability distributions under certain conditions [Čen82, Ama16].
Bures Metric
In quantum mechanics, a quantum state is represented by a graph (see e.g. [BGS16]). Denote a parametric graph Laplacian matrix as L(Θ), and the trace-normalized Laplacian ρ(Θ) = 1 tr(L(Θ)) L(Θ) is known as the density matrix, where tr(·) means the trace. One can therefore generalize the definition of Fisher information to define a geometry of the Θ space. The quantum version of the Fisher information matrix is
where ∂L i is the symmetric logarithmic derivative that generalizes the notation of the derivative of logarithm:
Let ρ(Θ) be diagonal, then ∂L i = ∂ log ρ/∂θ i . Plugging into eq. (5) will recover the traditional Fisher information defined in eq. (4). The quantum Fisher information metric ds 2 = dΘ G(Θ)dΘ, upto constant scaling, is known as the Bures metric [Bur69]. We use BM to denote these equivalent metrics, and use G to denote both the BM and the FIM. We develop upon the BM without considering its meanings in quantum mechanics. This is because it can fall back to classical Fisher information; its formulations are well-developed and can be ported to the graph domain [BGS16].
Intrinsic Geometry of Graphs
In this section, we define an intrinsic geometry of graphs based on the BM, so that we can measure distances on the manifold consisting of all graphs and have the notion of neighbourhood.
We parameterize a graph by its density matrix
where U U T = U T U = I so that U is on the unitary group, i.e. the manifold of unitary matrices, u i is the i'th column of U , λ satisfies λ ≥ 0, λ 1 = 1 and is on the closed probability simplex. Notice that the τ ≥ 1 smallest eigenvalue(s) of the graph Laplacian (and ρ which shares the same spectrum up to scaling) are zero, where τ is the number of connected components of the graph.
Fortunately for us, the BM w.r.t. this canonical parameterisation was already derived in closed form (see eq.(10) [H92]), given by
For simplicity, we are mostly interested in the diagonal blocks of the FIM. Plugging
into eq. (7), we get the following theorem.
Theorem 1. In the canonical parameterisation ρ = U diag(λ)U , the BM is
where c i are some coefficients which we do not care about.
One can easily verify that the first term in theorem 1 coincides with the simplex geometry induced by the FIM. Note that the BM is invariant to reparameterisation, and we can write it in the following equivalent form.
This parameterisation is favored in our implementation because after a small movement in the θ-coordinates, the density matrix is still p.s.d.
The BM allows us to study quantatively the intrinsic change of the graph dΘ measured by ds 2 . For example, a constant scaling of the edge weights results in ds 2 = 0 because the density matrix does not vary. The BM of the eigenvalue λ i is proportional to 1/λ i , therefore as the network scales up and n → ∞, the BM of the spectrum will scales up. By the Cauchy-Schwarz inequality, we have
It is, however, not straightforward to see the scale of G(u i ), that is the BM w.r.t. the eigenvector u i . We therefore have the following result.
Corollary 3. tr(G(u i )) = 1 2 n j=1
is O(n 2 ) and λ has n parameters. Therefore, informally, the λ parameters carry more information than U . We will therefore make our perturbations on the spectrum λ.
We need to make a low rank approximation of ρ so as to reduce the degree of freedoms, and make our perturbation cheap to compute. Based on the Frobenius norm, the best low rank approximation of a p.s.d. matrix can be expressed by its largest eigenvalues and their corresponding eigenvectors. This is also true, although not straightforward, for approximating density matrix based on the BM. While BM is defined on an infinitesimal patch, its corresponding non-local distance is known as the Bures distance
We have the following low-rank projection of a given density matrix.
Our proof in the supplementary material is based on Theorem 3 [MMPidZ08]. We may simply denoteρ k 0 asρ 0 , which has a low rank spectrum decomposition
Hence, we can define a neighbourhood of A by varying the spectrum ofρ k (A). Formally, the graph Laplacian of the perturbed A is
so that its trace is not affected by the perturbation, and the perturbed density matrix is
where the second term on the rhs is a perturbation of ρ k (A) whose trace is 0 so that ρ(A(φ)) is still a density matrix, and the random variable φ follows
which can be either a Gaussian distribution or a uniform distribution 1 , which has zero mean and its precision matrix defined by G(θ). Intuitively, it has smaller variance on the directions with a large G, so that q(φ) is intrinsically isotropic. In our experiments U is the uniform distribution.
In summary, our neighbourhood of a graph with adjacency matrix A has k most informative dimensions selected by the BM, and is defined by eqs. (9) to (11). To compute this neighbourhood one needs to perform a matrix factorization to extract the k largest eigenvectors of ρ(A).
One may alternatively parameterize a neighbourhood by corrupt the links. However this approach is empirical and it may be tricky to have a compact parameterisation.
Extrinsic Geometry of Graphs
In this section we derive an "extrinsic" geometry of a parametric graph that is embedded into a neural network model, so that we can capture the curved directions of the loss surface and make more effective perturbations than the isotropic perturbation in eq. (10). This extrinsic geometry measures how varying the parameters of the graph will change the external model, rather than how much the graph itself has changed due to the movement, which is measured by the intrinsic geometry. Intuitively, if a dynamic ∆G causes little change based on the intrinsic geometry, one may also expect ∆G has little affect on the external neural network. However, in general, these two geometries impose different Riemannian metrics on the same manifold of graphs.
Consider the predictive model represented by the conditional distribution p(Y | X, A(φ), W ). Wlog consider φ is a scalar, which serves as a coordinate system of graphs.
, and based on eq. (4), we have
We use G E to denote the extrinsic Riemannian metric (the upper script "E" is for extrinsic) that is to be distinguished with the intrinsic G. Based on the GCN computation in section 1, we can get an explicit expression of G E .
Theorem 5. Let = − log p(Y | X, A(φ), W ), ∆ l = ∂ /∂H l denote the back-propagated error of layer l's output H l , and Σ l denote the derivative of layer l's acti-vation function. Then
where "•" is element-wise product, vec() means rearranging a matrix into a column vector.
The information geometry of neural networks is mostly used to develop the second order optimization [PB14, Ama19], where G E (W ) is used. In contrast, we are mostly interested in G E (φ), and our target is not for better optimization but to find a neighbourhood of a given graph with large intrinsic variations. A movement with large scale of G E can most effectively change the predictive model p(Y | X).
Let us develop some intuitions based on the term inside the trace on the rhs of G E (φ). In order to change the predictive model, the most effective edge increment da ij should be be positively correlated with (h l i ∆ lj +∆ li h l j ), which means how the feature of node i (node j) is correlated with the increment of node j (node i).
The meaning of theorem 5 is mainly theoretical, giving an explicit expression of G for the GCN model, which, to the best of the authors' knowledge, was not given before (most literature studies the FIM of a feed-forward model such as a multi-layer perceptron). This could be useful for future works for natural gradient optimizers specifically tailored for GCN. On the practical side, it is unfortunately hard to directly work on G E (φ). We will therefore seek for an empirical approximation which is explained as follows.
We make the rough assumption that A(0) = A is a local minimum of along the φ coordinate system, that is, adding a small noise to A will always cause an increment in the loss. We introduce some shape parameters ϕ of the perturbation and re-formulate eq. (11) as
where 0 < ϕ ≤ element-wisely (one can implement the constraint through reparameterisation ϕ = /(1 + exp(−ξ))), ϕ • ϕ is just the element-wise square, and is a hyper-parameter specifying the radius of the perturbation. If ϕ = 1, then q(φ | ϕ) = U(φ | 0, 2 G(θ) −1 ) falls back to the isotropic q iso (φ). Letting ϕ free allows the neighbourhood to deform. Then, we maximize the ex-
so that the density q(φ) will focus on the neighbourhood of the original graph A where the loss surface is most upcurved (see fig. 1 ). This approach has the advantage that the original optimization in eq. (3) are replaced with a min-max problem of the same loss, which can be solved conveniently.
A Ns 1 (A) Ns 2 (A) Figure 1 : Learning a neighbourhood (yellow region) of a graph where the loss surface is most curved corresponding to large G E .
Fisher-Bures Adversary GCN
Based on the previous sections 4 and 5, we have the explicit expressions of q(φ | ϕ) and A(φ), and we know how to optimize the neighbourhood parameters ϕ. Now we are ready to implement our perturbed GCN which we call the FisherGCN.
To solve the expectation in eq. (3), we apply the reparameterisation trick [KW14] and express a random sample of q(φ | ϕ) based on eq. (13) as
where follows the uniform distribution over [− 1 2 , 1 2 ] k or the multivariate Gaussian distribution, and corollary 2 is used here to get G(θ). Then one can compute ρ(A(φ)) and corresponding Laplacian matrix L(A(φ)) based on eqs. (9) and (10).
Our optimization problem can be expressed as
(15) Similar to the training procedure of a GAN [GPAM + 14], one can solve the optimization problem by alternatingly updating ϕ along ϕ, the gradient of w.r.t. ϕ, and updating W along − W . These gradients can be solved conveniently using an auto-differentiation framework.
We highlight the key equations and steps (instead of a full workflow) of the proposed method as follows.
normalize A (use the renormalization trick on page 3 [KW17] or our algorithm 1); computeρ k (A) (theorem 4) by sparse matrix factorization (only the top k eigenvectors of ρ(A) is needed, and this needs only to be done for once); perform regular GCN optimization (a) Use eq. (14) to get the perturbation φ; (b) Use eqs. (9) and (10) to get the perturbed density matrix ρ(A(φ)) and the Laplacian matrix L(A(φ)); (c) PlugÃ = I − tr(L(A))ρ(A(φ)) into eq. (1).
Notice that the A matrix (and the graph Laplacian) is normalized before computing the density matrix, so that the multiple multiplications with A in different layers does not cause numerical instability. This is only an implementation detail.
Our loss only imposes k (that is fixed to k = 10 in our experiments) additional free parameters (the rank of the projectedρ k (A)), while W contains the majority of the free parameters. As compared to GCN, we need to solve the k leading eigenvectors of ρ(A) before training, and multiply the computational cost of training by a factor of M (which is fixed to M = 5 in our experiments). Notice that ρ(A) is sparse and the eigen-decomposition of sparse matrix only need to be performed once. The matrix multiplication
introduced by the perturbation term can be solved efficiently in O(knD) time as rank(Ū ) = k. This computational cost of this multiplication can be ignored (with no increase in the complexity) as AX has O(md) complexity (m is the number of edges). Overall, our optimization is several times slower than GCN with roughly the same number of free parameters and computational complexity. Because the sampling may cause additional variations of the gradient, we implement a stricter early stopping rule to avoid under-fitting.
Overall the method can be intuitively understood as running multiple GCN in parallel, each based on a randomly perturbed graph. To implement the method does not require a deep understanding of the theory but only to follow our list of pointers shown above.
Experiments
In this section, we perform an experimental study on semisupervised transductive node classification tasks. We will use three popularly adopted benchmark datasets, namely, the Cora, CiteSeer and PubMed citation networks. The statistics of these datasets are displayed in table 1. As suggested recently [SMBG18], we use both the "canonical" split of training:validation:testing datasets by Planetoid [YCS16], as well as random splits of these datasets using the same ratio as in the "Train:Valid:Test" column.
We will mainly compare against GCN which can represent the state-of-the-art on these datasets, because our method serves as an "add-on" of GCN. We will discuss how to adapt this add-on to other methods in section 9 and refer the reader to [SMBG18] for the scores of other methods.
Nevertheless, we introduce a stronger baseline called GCN T . It was known that random walk similarities can help improve learning of graph neural networks [YHC + 18]. We found that pre-processing the graph adjacency matrix A (with detailed steps listed in algorithm 1) can improve the performance of GCN on semisupervised node classification tasks. This processing is based on DeepWalk similarities [PARS14] that are explicitly formulated in Table 1 [QDM + 18]. The processing involves two hyperparameters: the order T ≥ 1 determines the order of the proximities (the larger, the denser the resulting A; T = 1 falls back to the regular GCN); the threshold ν > 0 helps remove links with small probabilities to enhance sparsity. In the experiments we set T = 5 and ν = 10 −4 . These procedures correspond to a polynomial filter with hand-crafted high order coefficients. One can look at table 1 and compare the sparsity of the processed adjacency matrix by algorithm 1 (in the "Sparsity T " column) v.s. the original sparsity (in the "Sparsity" column) to have a rough idea on the computational overhead of GCN T v.s. GCN. Our proposed methods are denoted as FisherGCN and FisherGCN T , which are respectively based on the original A (after normalization) and the pre-processed A by algorithm 1.
The testing accuracy is reported in table 2. Our GCN (in the row "GCN") is adapted based on the codes by the original authors [KW17]. One can observe that FisherGCN and GCN T can both improve over GCN, which means our perturbation and the pre-processing by algorithm 1 both help to improve generalization with additional computational cost. The best results are given by FisherGCN T with both techniques added. One can also observe that FisherGCN (FisherGCN T ) presents a smaller variance than GCN (GCN T ), meaning the performance is more stable with our perturbations. On the random split datasets, the performance goes down as the "quality" of the training Algorithm 1: Preprocess A to capture high-order proximities (T ≥ 2 is the order; ν > 0 is a small threshold)
set degrades. The observations are consistent.
Analysis
Based on [KW17], we express a graph convolution operation on an input signal x = n i=1 α i u i ∈ n as
where E denotes the expectation. The convolution term ρ(A)x defined by the density operator ρ(A) is an expectation of x's coordinates under the orthogonal frame defined by U .
The Von Neumann entropy of the quantum state ρ is defined by the Shannon entropy of λ, that is − n i=1 λ i log λ i . If we consider a higher order convolu-tional operator (in plain polynomial), given by
(17) The Von Neumann entropy is monotonically decreasing as ω ≥ 1 increases. As ω → ∞, we have ρ ω (A)x → α 1 u 1 (if λ 1 is largest eigenvalue of ρ(A) without multiplicity). Therefore, high order convolutions will enhance the signal along the largest eigenvectors of ρ. Therefore our perturbation in the low order GCN [KW17] is equivalent to add high order polynomial filters. This also demonstrate the usefulness of the introduced formulations.
To make this study more systematical, we present an alternative intrinsic geometry of graphs (different from section 4) which is constructed in the spatial domain and is closely related to graph embeddings [PARS14]. Consider representing a graph by a node similarity matrix W n×n , (e.g. based on algorithm 1) which is row-normalized and has zero-diagonal entries. The assumption is these similarities are generated based on a latent graph embedding
Zi exp − y i − y j 2 , where P n×n is the generative model with the same constraints as the W matrix, and Z i is the partition function. Then, the observed FIM (that leads to the FIM as the number of observations increase) is given by the Hessian matrix of KL(W : P (Y )) evaluated at the maximum likelihood estimation Y = arg min Y KL(W : P (Y )). We have the following result.
Theorem 6. W.r.t. the generative model p ij (Y ), the diagonal blocks of the observed FIMĜ of a graph represented by the similarity matrix W iŝ
where y k is the k'th column of Y , L(W − P (Y )) is the Laplacian matrix computed based on the indefinite weights (W − P (Y )), D k = (y ik − y jk ) 2 , and B k = L(p ij (y ik − y jk )).
The theorem gives the observed FIM, while the expected FIM (the 2nd and 3rd terms in theorem 6) can be alternatively derived based on [SMM14]. To understand this result, we ignore the first term because P (Y ) → W as the number of observations increase. Then
is in the form of a variance of (y ik −y jk )(dy ik −dy jk ) = d(y ik − y jk ) 2 w.r.t. p ij . Therefore a large Riemannian metric dy k Ĝ (y k )dy k corresponds to a motion dy k which cause the most variance in the neighbour's distance. For example, a rigid motion, or an uniform expansion/shrinking of the latent network embedding will cause little or no effect on the variance d(y ik − y jk ) 2 , and hence corresponds to a small distance in this geometry. This metric can be useful for develop theoretical perspectives of network embeddings, or build spatial perturbations of graphs, that is in contrast with our proposed spectral perturbation. We leave this theoretical result here for future investigations.
Conclusion and Discussion
We import quantum information geometry to define distance and projections on the manifold of graphs. We provide the Riemannian metric in closed form and adapted the notations of quantum information theory. The results and adaptations are novel and useful to develop new deep learning methods on graphs. We demonstrate their usage by perturb graph structures in a graph convolutional network, showing consistent improvements on transductive node classification experiments.
Our method can be generalized to a scalable setting, where a mini-batch only contains a sub-graph [HYL17] of m n nodes. This is because our perturbation has a low rank factorization given by the second term in eq. (10). One can reuse this spectrum factorization of the global matrix to build sub-graph perturbations.
If A has free-parameters [VCC + 18], one can compute the low rank projectionρ k (A) based on the original graph that is parameter free, or periodically save the graph and recomputeρ k (A) during optimization. 
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A Proof of Theorem 1 By eq. (7), we have
We also have
Because {u i } are orthonormal, we have
Wrt the λ parameters, we have
The first term on the rhs is proved. Now we consider the U parameters. On the unitary group, we have ∀j, k,
therefore d(u j u k ) = du j u k + u j du k = 0.
Therefore
Plugging back into eq. (18), we get the Riemannian metric in the U coordinates. Notice that the cross terms dλ i du i are ignored.
B Proof of corollary 2
The result is straightforward by plugging
into the statement of theorem 1.
C Proof of corollary 3
We only need to prove the first part of corollary 3, that leads to the second part.
By theorem 1, we have
Because
we got a stronger result
Note that for density matrix the trace are normalized and we have 0 ≤ λ i ≤ 1, Therefore
D Proof of theorem 4
We first notice that D B is invariant to unitary transformations: for any unitary U , we have D B (U ρ 1 U , U ρ 2 U ) = D B (ρ 1 , ρ 2 ). 
where Λ = diag(λ), and R = diag(r 1 , · · · , r n ). By Theorem 3 [MMPidZ08], the optimal V = U so that the first density matrix on the rhs is diagonal, and the optimal R must have the same order as Λ. The problem reduces to
with respect to the constraints ∀i, r i ≥ 0 (31)
r has k non-zero entries
The optimal r must be composed of the largest k eigenvalues of the given density matrix, i.e., λ 1 , λ k after re-scaling, that is, r i = γλ i (if i = 1, · · · k) r i = 0 (otherwise)
We have
Therefore γ = 1/ i λ i . Now we have both R and V and can express the optimal low-rank projection, which is given by theorem 4.
E Proof of theorem 5
By eq. (1), we have dH l+1 = Σ • (ÃdH l W l ) + Σ • (ÃH l dW l ) + Σ • (dÃH l W l ).
and
Note only all layers contributes to the gradient w.r.t.Ã, and the above expression has to be corrected accordingly. Strictly speaking, this gradient has to be projected to be symmetric based on the constraint of theÃ matrix.
The stated results are straightforward from the definition of the FIM (see [Ama16]) in eq. (4), and the above chain-rule equations.
F Experimental Settings
Our experiments are performed on Python 3.7 and Tensorflow 1.12 (GPU version).
For all investigated methods, we used the following configurations for the standard split of the citation datasets
• learning rate {0.01, 0.005};
• Dropout rates {0.5, 0.7};
• L 2 regularization strength {0.002, 0.001, 0.0005};
• Number of layers 2;
• Hidden layer dimensionality 16;
• FisherGCN noise level ∈ {0.001, 0.003, 0.01, 0.03};
• #epochs: 500 (with early stopping);
We did not choose a dense configuration grid, due to limited computational capacity and to avoid overfiting the testing data. For the random split experiments, we fix the learning rates to 0.01 and dropout rates to 0.5, and remain the other configurations.
For GCN and GCN T , we stop training if the validation error is greater than the average validation error of the last 10 epochs. For FisherGCN and FisherGCN T , we stop training if the average validation error of the last 10 epochs becomes greater than then average over the last 100 epochs.
G Proof of theorem 6
We denote the KL divergence as E.
As dD ij = d y i − y j 2 = 2(y i − y j ) (dy i − dy j ),
we have
where L(W − P (Y )) is the Laplacian matrix with the indefinite weights W − P (Y ).
By eq. (39),
By noticing d 2 D ij = 2 (dy i − dy j ) (dy i − dy j ) = 2 l (dy il − dy jl ) 2 .
