Abstract. In this paper we present a comparison among three different monitoring functions to be used in a dynamic bandwidth renegotiation scheme. These functions aim at detecting the amount of unused resources in the network, which can be allocated to low priority data flows. These applications are not delay-sensitive and can be admitted by the call admission control with a bandwidth smaller than the nominal one. Simulation results comparing the performance of the three monitoring functions are presented, as well as an overhead analysis. Finally, we discuss the performance/complexity trade-off considering the three functions and determine the most viable one.
Introduction
Recently, there has been a lot of research towards the Quality of Service (QoS) provision for packet switched cellular networks, as GPRS, EDGE and UMTS [1] [2] [3] . Such studies have been carried out privileging real-time traffic, where the delay sensibility is more relevant [4] .
In [1] the authors present a bandwidth renegotiation scheme for post-admitted calls. The basic idea is to explore any unused resources in the network, allocating them to applications with lower priority which have been admitted with a low bandwidth. The renegotiation scheme in [1] considers two methods for detecting the unused resources: i) by the effective average bandwidth utilized by the high priority flows; ii) by the termination of the data flow of a given application. Hereon these methods for detecting the unused resources are called monitoring functions.
However, in [1] the two m onitoring functions are a pplied at the same time, and the contribution of each function in the overall system performance is not clear. Moreover, in [1] the authors do not draw an analysis of the amount of overhead produced by the renegotiation scheme. Each access to the monitoring functions generates some traffic in the control channels, besides a particular computational load associated with each function.
In this paper we present an effective comparison among three different monitoring functions that can be used in the proposed bandwidth renegotiation scheme. The three functions differ in
Bandwidth Renegotiation in a GPRS/EDGE Network
The renegotiation mechanism can be implemented in a GPRS/EDGE network through the incorporation of a renegotiation function in the call management system. This module collects the information regarding the bandwidth utilization in the MAC layer, and renegotiates with the SGSN the modifications in the bandwidth allocated to the active flows. The information regarding each flow is collected by a monitoring function. The collected data is then transferred to the renegotiation function. The architecture of a GPRS/EDGE network incorporating the renegotiation modules is presented in Fig. 1. 
The Renegotiation Scheme
The system for call admission control (CAC) used in this work was proposed in [5] , and associates different priorities to different QoS classes. Conversational class applications are associated to a maximum priority (priority 1), and are admitted only if there is enough bandwidth at the request time. Priority 2 (intermediate) is given to streaming class applications, where again the requests are admitted only if there are enough resources. Priority 3 (the lowest priority within the mechanism) is associated with the interactive and background class applications. Priority 3 applications can be admitted with less bandwidth than the requested one. In the CAC defined in [5] , the allocated bandwidth is kept constant even if more bandwidth becomes available in the system before the end of the admitted low priority application transmission. Another limitation of this CAC mechanism is that, if applications with priorities 1 and 2 do not effectively use the whole bandwidth allocated to them at call admission time, these unused resources can not be transferred to lower priority applications.
The renegotiation scheme proposed in [1] has the objective of allowing that priority 3 applications use, temporarily, more bandwidth than the one allocated to them by the CAC. This possibility can be due to unused resources by applications with priorities 1 and 2, or due to the termination of another application of any priority. If an application with priority 1 or 2 arrives, and the system does not have enough bandwidth for admitting that call, the renegotiation mechanism can reduce the bandwidth being used by priority 3 applications to the value originally allocated to them by the CAC. This guarantees that applications with higher priorities will not be harmed by the renegotiation mechanism.
Therefore, the renegotiation mechanism consists in increasing the bandwidth of priority 3 applications when there are unused resources within the system, and to restore (decrease) the bandwidth of these applications at the arrival of an application with priorities 1 or 2. In the latter case, it occurs what we have called "renegotiation by priority demand", while the former case, we have called "renegotiation by the average bandwidth and/or flow termination". As mentioned before, the information regarding the bandwidth being effectively by the active data flows is collected by the monitoring functions. In this paper we consider the used of three different monitoring functions, which consider the average bandwidth used by the active data flows, the bandwidth released by any flow termination, or both.
The Average Bandwidth
The renegotiation by the average of the utilized bandwidth consists in calculating the amount of unused bandwidth by the admitted calls. If the effectively used bandwidth is smaller than the admitted one, then the renegotiation starts and the unused resources are allocated to lower priority flows. Samples of the bandwidth utilized by the flows within the system are measured by the monitoring function. The quantity of bytes within each flow are summed during one time interval ∆ t. For each ∆ t, we obtain a partial average by dividing the number of transmitted bytes by the period ∆ t
.
The n-th sample of the average used bandwidth can be calculated as: 
where, Psize p is the packet size, ∆ t is the duration of each sample and P is the number of packets. Thus, in order to obtain the average used bandwidth, t Bm ; we have:
where N is the number of samples.
Following the normal distribution, we can say that the average used bandwidth, t Bm , becomes reliable when the number of samples is larger than 30, N > 30 [6] . The standard deviation σ b of the samples can be determined through the variance:
As the standard deviation is calculated from the samples only and not from the whole population, we use the student's t-distribution [6] to approximate the values of the total used bandwidth within the interval:
where, t N-1 is the constant of student for N-1 samples. Then, as a conservative estimate, we use the upper limit of the above interval as the measured total used bandwidth m Bt . In this case, we can determine the difference between the bandwidth admitted by the CAC (B wCac ) and the estimate of the total used bandwidth m Bt :
where B ∆ corresponds to the unused bandwidth that can be renegotiated.
Flow Termination
The renegotiation by flow termination consists in allocating more bandwidth for a low priority flow when another flow ends. The released bandwidth can be reallocated to another flow whose allocated bandwidth is smaller than the one requested to the CAC. Fig. 2 -(a) shows two different flows in a system without renegotiation. In this case, even though some bandwidth is available in the system after the termination of flow A, the bandwidth allocated to flow B does not change. 
Simulation Parameters
The renegotiation scheme was implemented in the NS-2 [7] . Two hypothetical scenarios were investigated with the objective of verifying the behavior of the three proposed monitoring functions. In the first scenario, we have generated data flows of ftp, voice, telnet and e-mail. The second scenario, more complex, contains data flows of video, music, e-mail, telnet and www. Table 1 presents the QoS classes associated with each application, in accordance with [4] . In the simulations, we have used the data flows available within NS-2 [7] for the case of telnet, ftp, music and voice applications. For the case of video and www applications we utilized the traces available in [8] and [9] , respectively. For the e-mail we utilized the traces available in [11] and [13] . The average duration of each application was simulated according to [4] , [10] , [11] , [12] and [14] . The number N of samples varied between 30 and 40 in order to satisfy the confidence constraints presented in Section 3.1-A. Table 2 presents a summary of the parameters used in the simulations.
Moreover, it is necessary to define the amount of bandwidth requested to the CAC by each application. Tables 3 and 4 present this amount for each application to be considered in the two scenarios that are explored in the next Section, respecting the limits established in Table 2 . For instance, an ftp call requests a bandwidth of 85 kbps. As ftp is a priority 3 application, the allocated bandwidth can be smaller than this amount. In case of applications with priorities 1 or 2, such as the telnet that requires transmission rate of 1.1 kbps, the call can be admitted only if the full requested bandwidth is available. 
Numerical Results
In this section we present numerical results in two hypothetical scenarios, for the throughput performance of a packet switched cellular network in four different cases: i) without bandwidth renegotiation; ii) with bandwidth renegotiation based in the average bandwidth monitoring function; iii) with bandwidth renegotiation based in the flow termination monitoring function; iv) with bandwidth renegotiation where the monitoring function takes into account both average bandwidth and flow termination. Fig. 3(a) shows the behavior of data flows for the scenario 1 applications (according to Table 3) where there is no bandwidth renegotiation and the allocated bandwidth is determined by the CAC only. From the figure we can see that, even though applications ftp1 and ftp2 required the same amount of bandwidth to the CAC (85 kbps), ftp2 is allocated only a fraction of that (32 kbps). This is due to the fact that there are not enough resources available in the network at the call arrival. The telnet and voice flows, which have high priority, were admitted with the nominal bandwidth, respectively 1.11 and 21.3 kbps. The e-mail flow, even though of low priority, was admitted with the required bandwidth of 4.4 kbps since, at the call arrival, there were enough resources in the network (the voice flow terminated at time instant 120s). Note that, during the whole simulation the bandwidth allocated to each application is kept constant. Fig. 3(b) shows similar results but considering scenario 2 (Table 4) , which is compose by video, music, www, telnet and e-mail. The www data flow is admitted with the resources available at that moment (8 kbps only), which is kept until the end of the www flow, even though after the video termination there are a good amount of available resources in the network. Fig. 4(a) presents the performance results for the first scenario, considering that the renegotiation mechanism is implemented with the average bandwidth monitoring function only. In this case the ftp2 flow is admitted with 33 kbps, at stage (a) in the plot. Soon, the value is increased to 34 kbps at stage (b). This small increase in the allocated bandwidth, compared to the case without renegotiation, is due to some available resources detected by the average bandwidth monitoring function. Fig. 4(b) considers the applications for the second scenario. In this case the renegotiation occurs in two stages. At stage (a) the www flow is allocated 12 kbps, an increase of 4 kbps when compared with the case without renegotiation. At stage (b) the amount was increased to 19 kbps. Again, this difference compared to the case without renegotiation is due to the use of a function that monitors the bandwidth being effectively used by the current data flows. 
System Without Bandwidth Renegotiation

System with Renegotiation: Average Bandwidth
System with Renegotiation: Flow Termination
Here we consider a system with bandwidth renegotiation, but the monitoring function is based only on the flow termination. Fig. 5(a) Then, happens what we call renegotiation by priority demand, and the bandwidth allocated to the www flow has to be decreased to 28 kbps at stage (d). Finally, at stage (e), the bandwidth is increased to 42 kbps due to the termination of the music flow.
System with Renegotiation: Average Bandwidth and Flow Termination
Here we consider that the monitoring function takes into account both the average bandwidth being effectively used by the high priority flows and the possible bandwidth released by any flow termination. Fig. 6(a) shows results considering scenario 1. Note that the ftp2 application is admitted with a smaller bandwidth than the requested one. However, the bandwidth is successively increased until it reaches the nominal bandwidth at stage (d). Note that renegotiation is due both to the average bandwidth, as in stage (b), and to flow termination, as in stage (d). Fig. 6(b) considers the second scenario, where the focus is the www flow. Note that at stage (f) happens a renegotiation by priority demand, while in stage (g) part of the bandwidth is reallocated due to the termination of the music flow. Again, renegotiations due to average bandwidth, as in stage (b), and to flow termination, as in stage (g), can be seen. 
Comparative Analysis
In this section we draw a comparative analysis, based on performance and overhead, among the three different monitoring functions investigated in the previous section.
Global Performance
For the sake of performance comparison we introduce an index called "global performance" (Gp). This metric is defined as the average of the increase in the allocated bandwidth when compared with the case where there is no bandwidth renegotiation. The average is calculated based on the sampling points represented by the stages marked in Figs. 4-6 . Thus, Gp can be defined as:
where Per is the percentage increase in the allocated bandwidth with respect to the bandwidth that would be allocated without renegotiation, and Nc is the number of stages in each case 2 . Fig. 7(a) shows the Gp index for the first scenario (where the focus is ftp flow) considering the three different monitoring functions: i) average bandwidth; ii) flow termination; iii) average bandwidth and flow termination. In the case of average bandwidth, Gp equals only 4.73%, which means that the performance increase was very small compared to the case without renegotiation. In the case of flow termination Gp was much larger, of 54.6%, reaching 74.05% for the case of both average bandwidth and flow termination. Note that the Gp index for the case of flow termination is of the order of 10 times the index for the case of average bandwidth, and it is relatively close to the index for the case of both methods. Fig. 7(b) shows the same comparison but for the second scenario (where the focus is the www flow). The Gp index was of 93% for the case of average bandwidth, while for the case of flow termination as of 353.2% and for the case of both methods it was of 358,7 %. These large values for the Gp index are due to the fact the bandwidth originally allocated by the CAC was very small. And in this scenario the values for the Gp index are very close for the cases of flow termination and both flow termination and average bandwidth. For the case of average bandwidth, the Gp index is considerably smaller than for the other two cases. From the above results, we can see that most of the performance increase comes from the allocation of bandwidth released by any flow termination, but the best performance is always achieved by the case of the monitoring function that takes into account both the average bandwidth and flow termination. However, in order to draw some conclusions on possible tradeoffs, it is necessary to investigate the overhead generated by the proposed monitoring functions.
Overhead Analysis
The overhead generated by the monitoring functions can be estimated by counting the number of times that each function is called during the period that a given flow is active. For the first scenario, where the focus is the ftp flow, the monitoring function is called a total of 20 times for the case of both average bandwidth and flow termination. In the case of the average bandwidth, the monitoring function is called 17 times. For the case of the termination flow monitoring function, the number of calls is of only 3 times. Fig. 8(a) shows a bar plot comparing the number of times that each function is called for the first scenario, while Fig. 8(b) presents similar results but for the second scenario. For both scenarios we can see that the number of times that the monitoring function is called is very similar for the case of average bandwidth and for the case of average bandwidth and flow termination. However, for the case of the flow termination, the number of function calls is very small. Thus, the amount of overhead generated by the average bandwidth monitoring function is much larger than for the flow termination monitoring function. Analyzing the results presented in Figs. 7 and 8, we can say that most of the performance gain comes from the flow termination monitoring function. Also, most of the overhead is produced by the average bandwidth monitoring function. Thus, in terms of performance/complexity trade-off, the monitoring function that considers only flow termination is a much better choice than the monitoring functions that consider either the average bandwidth or both the average bandwidth and the flow termination. Even though the performance results for the case of a monitoring function considering both the average bandwidth and the flow termination (as considered in [1] ) are superior, due to high overhead of the monitoring of the average bandwidth, it is practical application seems unfeasible. On the other hand, the monitoring function considering only the flow termination presents very good performance results while introducing low overhead in the network. Thus, it is application in a real-time bandwidth renegotiation scheme seems feasible.
Conclusions
In this paper we presented a comparative analysis of three different monitoring functions that can be used in a bandwidth renegotiation system implemented in a GPRS/EDGE network. The bandwidth renegotiation mechanism explores any unused resources in the network, allocating them to lower priority flows.
