Many of the measurements used in sport psychology research are arbitrary metrics, and researchers often cannot make the jump from scores on paper-and-pencil tests to what those scores actually mean in terms of real-world behaviors. Effect sizes for behavioral data are often interpretable, but the meaning of a small, medium, or large effect for an arbitrary metric is elusive. We reviewed all the issues in the 2005 volumes of the Journal of Sport & Exercise Psychology, The Sport Psychologist, and the Journal of Applied Sport Psychology to determine whether the arbitrary metrics used in sport psychology research were interpreted, or calibrated, against real-world variables. Of the 54 studies that used quantitative methods, 25 reported only paper-and-pencil arbitrary metrics with no connections to behavior or other real-world variables. Also, 44 of the 54 studies reported effect sizes, but only 7 studies, using both arbitrary and behavioral metrics, had calculated effect indicators and interpreted them in terms of real-world meaning.
the meaning of scores on such instruments. Oftentimes validity information for measures is reported, but they may not be on similar populations, so are therefore questionable. A perusal of the many tests described in Ostrow's (1996) Directory of Psychological Tests in the Sport and Exercise Sciences shows that the majority of the paper-and-pencil tests measuring underlying variables (arbitrary metrics) were validated only against other arbitrary metrics and not real-world behaviors.
In an example of anxiety measurement, one may be able to say that Johnny has a score of 42 on a cognitive competitive state-anxiety scale, and Mary has a score of 21, but one certainly cannot say that Johnny has double the anxiety of Mary. One also cannot say anything about Johnny's competitive behavior versus Mary's unless the state-anxiety scores are calibrated in some way against real-world behavioral variables. One can say that Johnny appears to have more anxiety than Mary, but how much more? We don't know, and the question becomes "So what?" unless we observe some differences in behavior or performance. We need to have measures of attitudes, personality, motivation, and so forth, but we need to be sure these measures are related to behaviors such as performance and exercise.
Some time ago, Kaplan (1990) recognized the problem with making inferences from biological data to behaviors in health care and medicine. He suggested that many researchers focus on biological mechanisms within cells or measures of blood chemistry (e.g., serum cortisol) when the real implications of the research are on behavioral and real-world outcomes such as quality of life, physical function, and longevity. He argued that the focus should be on behavior defined by Atkinson, Atkinson, Smith, and Hilgard (1987) as "those activities of an organism that can be observed by another organism or by an experimenter's instruments" (p. 657). In sport and exercise psychology, one may want to defer to this definition as well as Kaplan's suggestion that behavior can also be subjective experiences that are verbally (e.g., qualitatively) reported. The central outcomes of health, sport, and exercise interventions should still primarily be behaviors in the real world.
Over a decade ago, Sechrest, McKnight, and McKnight (1996) discussed the thorny problem of outcome measures in psychotherapy research. They noted that in many outcome studies the dependent variables used to measure change stemming from psychotherapy were self-report paper-and-pencil tests, such as the Beck Depression Inventory (BDI; Beck & Steer, 1987) . For example, in a standard outcome study the researcher would measure depression with the BDI at the start, place participants with depression into treatment and control groups and then use the BDI again at the end of treatment, and then maybe again at a 6-month followup. Effectiveness of the therapy would be gauged by whether the treatment group scored lower than the control group at the end or follow-up. This design seems solid up to this point. What one does not know, however, is what the drop in scores on the BDI means. What is of most concern to a person with depression or a practitioner who wants to employ an effective treatment? A score on the BDI probably does not make it into the top-10 list of important things, such as less time spent in bed or on the couch, getting more work done, less time spent crying, more time spent in social engagement, and so forth. These real-world meaningful variables are not the ones usually measured in outcome research.
Most sport and exercise psychology researchers would not claim to be doing psychotherapy, but they are interested in the outcomes of their interventions (and strengths of associations between latent variables and performance or exercise).
How researchers measure sport and exercise psychology intervention effectiveness does, however, look similar to what has occurred in psychotherapy studies. Sport and exercise psychology intervention research, and correlational and prediction research for that matter, is aimed at testing, and, one hopes, legitimizing what we do as practitioners along with establishing relationships between psychological variables and sport and exercise behavior. Establishing that an intervention helps reduce competitive state anxiety by an average of 8 points on an inventory seems to be a diminished form of legitimization evidence. Is 8 points a big drop? Or better yet, is 8 points worth paying for? The answer to both those questions is that we really do not know. For a coach, which of the following would be more convincing: (a) with this relaxation and imagery program we can drop your runners' anxiety scores by 10 to 15 points, or (b) with this relaxation and imagery program we can reduce your runners' times by an average of 2.0%? We may be able to say the former, but the coach wants to hear the latter. And on the latter, in most cases, we must be silent, otherwise the aroma of snake oil will begin to waft across the sport and exercise psychology landscape.
This question of arbitrary measures has recently become a much-debated topic in mainstream psychotherapy research. Blanton and Jaccard (2006a) described arbitrary metrics in the following manner:
We define a metric as arbitrary when it is not known where a given score locates an individual on the underlying psychological dimension or how a one-unit change on the observed score reflects the magnitude of change on the underlying dimension. This definition of metric arbitrariness makes explicit that an individual's observed score on a response metric provides only an indirect assessment of his or her position on the unobserved, hypothetical psychological construct. (p. 28) Much of what sport psychology researchers measure fits well with the above definition, and the meaningfulness of many studies using such metrics in the field remains relatively unknown.
A decade after Sechrest et al. (1996) , the editors of the January 2006 American Psychologist dedicated much of that issue to articles on arbitrary (uncalibrated) metrics in psychology (e.g., Blanton & Jaccard, 2006b; Embretson, 2006; Kazdin, 2006) . The general consensus, in agreement with Sechrest et al., is that if the measures used in intervention research, such as paper-and-pencil inventories, do not have clear real-word referents then our "Research Emperor" really has no clothes. The same can be said for studies other than intervention outcome research, such as correlational and prediction studies.
In thinking about sport and exercise psychology research, we could come up with many more examples of arbitrary metrics that are often uncalibrated against real-world variables (e.g., task-ego orientation research, motivational climate studies, POMS and overtraining articles) than we could with studies measuring actual behavior. Some variables measured in sport and exercise psychology look like behaviors, but they are not. For example, winning and losing, being "successful" or "unsuccessful," being selected to, or not selected to a team, are not clear-cut behaviors, such as how fast one can cycle 1,500 m. They are outcomes of behavior and many other variables, such as who the competition is, whether equipment functions or malfunctions, coaching decisions, track conditions, health or illness on the day, and a whole host of other variables that influence what happens. The behavior (how fast) can be measured quite accurately by time. The outcome (e.g., win or lose) is a state of affairs only partly determined by time and is, at best, a gross and distant metric of behavior.
Missing Effect Sizes
In the general psychology literature (e.g., Cohen, 1990 Cohen, , 1994 and in kinesiology fields (e.g., Thomas, Salazar, & Landers, 1991) , there have been repeated calls for the reporting of effect sizes. Wilkinson and an APA Task Force (1999) published guidelines for published research in psychology that stated one should "always present effect sizes for primary outcomes" (p. 599). In our reading of sport and exercise journals, we have noticed effect size reporting has increased in recent years, but such reporting does not appear to be universal. An effect size for a behavioral measure in sport-such as pre-to posttraining intervention mean difference scores for the distances javelins are thrown-are often immediately interpretable because they determine performance rankings. Effect sizes for arbitrary metrics, however, are not so easily interpreted. One can say there was a large effect (e.g., Cohen's d = .80) for changes in sport anxiety scale scores after an intervention, but what that large effect means is not as apparent as throwing a javelin, on average, 3 m further. Another issue is whether the effect size reported is an omnibus or a one degree-of-freedom statistic. As stated in the Publication Manual of the American Psychological Association (2001), As a general rule, multiple degree-of-freedom effect indicators tend to be less useful than effect indicators that decompose multiple degree-of-freedom tests into meaningful one degree-of-freedom effects-particularly when these are the results that inform the discussion. (p. 26)
The issues of meaningful metrics, reporting effect sizes, and interpreting them have been discussed briefly in the sport and exercise psychology literature (Andersen, 2005; Speed & Andersen, 2000; Stoové & Andersen, 2003; Thomas, Salazar, & Landers, 1991) . We decided to explore the treatment of arbitrary measures and effect sizes in reported sport and exercise psychology research by examining the articles published in the 2005 volumes of The Sport Psychologist (TSP), the Journal of Applied Sport Psychology (JASP), and the Journal of Sport & Exercise Psychology (JSEP) . These three journals represent a cross-section of what editors deem publishable research in our field and give a reasonably comprehensive picture of where the field stands in terms of the metrics used, effect sizes reported, and how they are interpreted (or not).
Method
Articles published in the 2005 volumes of TSP, JASP, and the JSEP were chosen for analysis. Data collected from each article included article type (e.g., experimental, descriptive, qualitative, test construction, reviews), dependent variables (arbitrary and behavioral measures), whether the authors discussed the relationship between behavioral and arbitrary measurements in the discussion sections, effect sizes (e.g. Cohen's d), whether the arbitrary measures were calibrated against real-world behavior, and whether reported effect sizes were discussed in terms of meaning in the real world. All articles published in these journals were reviewed. We counted the number of qualitative articles, thought pieces, test construction, and review articles, but the focus of this research was on only experimental and descriptive studies that used statistics.
Effect size reporting is not a clear-cut yes/no decision. Many statistics commonly used in research are effect sizes (e.g., r, R 2 , odds ratios) but are often not treated or discussed as effect indicators. For example, if a study was correlational and all that was reported were rs and associated p values with no mention of r 2 or variance accounted for, then that study was classified as not reporting effect sizes. If only omnibus effect sizes were reported, we did count those articles as having effect indicators even though the authors did not follow the general rule stated in the APA Manual.
Results
The articles discussed are the experimental and descriptive studies only. The breakdown for article types by journal is reported in Table 1 . We found a total of 85 published articles (one article contained two separate experiments, and thus two opportunities to report effect sizes, so it was counted twice). For those studies using only arbitrary metrics (n = 25), there were discussions of how those metrics might be (speculation) related to real-world behavior in 11 (44%) of the articles (data not reported in tables). Also, for the 29 studies that had behavioral measures, 24 contained researcher-reported behaviors, and in the other 5 articles participants self-reported their behaviors (e.g., hours of exercise behavior per week). Table 2 contains the breakdown by journal for studies with arbitrary metrics only, studies with both arbitrary and behavioral metrics, and studies with behavioral metrics only. Also presented in Table 2 are the breakdowns for articles reporting effect sizes and whether those effect indicators were discussed in real-world terms. For effect-size reporting, we could detect no pattern as to which types of studies were more or less likely to have reported effect sizes. The one pattern that did emerge was that TSP and JSEP articles reported effect sizes about 85% of the time, whereas 72% of the articles in JASP had effect sizes. See Table 2 under "Effect Sizes Reported."
Discussion
In the fourth edition of the Publication Manual of the American Psychological Association (APA, 1994) , authors were instructed that it was a good idea to report effect sizes. In the fifth edition (APA, 2001) the issue of reporting effect sizes is stated more strongly: "For the reader to fully understand the importance of your findings, it is almost always necessary to include some index of effect size or strength of relationship in your Results section" (p. 25, italics added). It has been 6 years since the APA essentially mandated the reporting of effect sizes, and 81% of the articles in three major journals in sport psychology are compliant. Several APA journals (e.g., Health Psychology) have editorial policies that articles with statistics, but without effect sizes (if appropriate), will be returned to authors unreviewed. That sport and exercise psychology journals continue to publish approximately one out of five articles without effect sizes seems odd given the passage of time since the 1994 and 2001 editions of the APA Manual. The editors and editorial boards of sport and exercise psychology journals might wish to initiate strict policies similar to what the editors of Health Psychology have done. The editors of JSEP and TSP seem to be doing the best job in our field, but there is still an issue of reporting only multiple degree-of-freedom effect sizes (and almost always not discussing what they might mean). For example, in JSEP there were eight articles that contained only omnibus effect sizes with no discussion of their meaning. If we changed the effect size reporting rows in Table 2 to be "reported potentially interpretable or meaningful effect sizes (i.e., one degree-of-freedom)," then the breakdown for JSEP would read: yes (54%) and no (46%).
Reporting effect sizes on arbitrary metrics alone with no reference to realworld behaviors, however, is no more meaningful or interpretable than reporting p values. Ostensibly impressive p values (e.g., p < .001) may be trivial in terms of differences or strength of associations if the sample size is large. Also, effect sizes are often interpreted by conventions (e.g., a Cohen's d of .50 is a medium effect), but rarely is an effect size interpreted as to its real-world meaning or significance. For example, in elite sport a small effect size may not be statistically significant, but it may represent something quite meaningful (e.g., a 1.0% drop in a 100-m running time), and translate into more personal bests or reaching close to one's personal best more often. Not only do consumers of sport and exercise psychology 
(65%)
Note. Of the 44 studies with effect sizes, 12 reported only "omnibus effect sizes" (e.g., overall R 2 or η 2 ) and not "one degree-of-freedom effect sizes," as the Publication Manual of the American Psychological Association (2001) suggests (p. 26) . Multiple degree-of-freedom effect sizes are generally less meaningful and less interpretable than one degree-of-freedom effect sizes. If we were to classify the studies reporting omnibus effect sizes as "No," then the overall split would be Yes = 32 (59%) and No = 22 (41%). research need to have information regarding effect sizes, but we also need to read what researchers have to say about what those effect sizes actually mean for the athletes and coaches. They are the ones we want to convince that what we do has some real-world effects.
Arbitrary measures abound in sport and exercise psychology research, and 46% of the experimental and descriptive articles examined in this study used only paper-and-pencil tests. Given that we do not really know what scores on these measures mean in terms of behavior, the meaningfulness of the results in these studies is questionable, and relatively unknown. Of central interest for this study was the number of articles in which the researchers used paper-and-pencil tests, measured behavior, reported effect sizes, and then discussed what it all means in real-world terms. Of the 49 articles that reported results of paper-and-pencil tests, only 7 studies contained such comprehensive designs and reporting. A 14% hit rate of (possibly) meaningful and interpretable studies using arbitrary metrics seems poor. Sir William Thomson, also known as Lord Kelvin, once stated the following:
When you can measure what you are speaking about, and express it in numbers, you know something about it; but when you cannot measure it, when you cannot express it in numbers, your knowledge is of a meager and unsatisfactory kind: it may be the beginning of knowledge, but you have scarcely, in your thoughts, advanced to the state of science. (Bartlett's Familiar Quotations, 14th edition, 1968, p. 723a) Lord Kelvin's statement is an extreme example of faith in what numbers can convey, and we are quoting him with a sense of irony. We think numbers may tell us something meaningful, and, in the physics of architectural engineering, such an approach as Kelvin's has great relevance. Engineers need to know the numbers for weight, stress, and strain for their materials so that their buildings stay upright. In sport and exercise psychology, however, numbers on paper-and-pencil tests may not translate into as meaningful results, such as performance, as they do for engineers and their important outcomes (e.g., structural integrity). Numbers often represent crude psychometric maps, but they are not the territory of human behavior, and, in terms of research, our numbers, in many examples of the studies reviewed here, have no real-world referents through which we can interpret them in terms of meaning and applicability.
The results of our analysis suggest that in current sport and exercise psychology journals, many of the studies published may be somewhat limited in terms of knowledge advancement that is meaningful in the real world. The measures used in such studies may tell us something about how athletes feel or interpret their feelings, but it does not inform us as to how their overt behaviors may be affected. We encourage the editors and authors in sport and exercise psychology research to take this evidence to heart and strive to provide higher quality research that has clear real-world applicability. Gill (2000) , in discussing measurement issues in sport and exercise psychology, noted that few of the psychometrics used in sport and exercise psychology meet minimal test construction standards and were often developed for specific situations or a particular study without undergoing standard testing for validity and reliability. An examination of the tests described in Ostrow's (1996) text supports her claims. She further noted that "if measures are to be useful, they must validly measure constructs relevant to sport and exercise behavior" (p. 30, italics added).
We also admit that research studies we have conducted in the past are not immune to the problems we have noted (see Andersen, 2005) . Nevertheless, we would suggest that as a field, we need to take a look at the types of data we generate, and the inferences we make from the statistics performed on those data. Sport and exercise psychologists often talk about the ABCs of human behavior (affect, behavior, and cognition). A triangulation of these aspects, through psychometric and behavioral data gathering, will perhaps allow us to better understand the individuals we study.
