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Abstract-In a recent paper, Parlar discussed some extensions of “a student-related optimal control 
problem”, originally proposed by Raggett et al. Parlar made two extensions in his paper by assuming: 
(1) the rate of change of knowledge is a linear function of the work rate, which has upper and lower 
bounds; and (2) the student is lazy but ambitious, and always attempts to gain maximum knowledge with 
minimum effort. In this paper, we shall discuss some modifications of these assumptions and apply the 
maximum principle to derive the optimal solutions to these modified optimal control problems. In 
addition, we shall apply the phase-diagram technique to plot the relationship between the state and 
adjoint variables. The plotting of phase-diagrams presents us with a pictorial view of the variation of the 
optimal solutions with the change in problem parameters. As a result, considerable insight can be gained 
about the practical significance of the various problem parameters. 
RATE OF CHANGE OF KNOWLEDGE IS LINEAR IN WORK RATE 
Parlar [l] formally stated the problem, originally proposed by Raggett et al. [Z], as follows: 
f 
T 
minimize J = Wdt (1) 
0 
subject to I( = bW - cK, (2) 
o<w<q (3) 
K(O) = Ko, K(T) = K, > K,; (4% b) 
where 
W = intensity of work, 
K = knowledge level, 
IV = upper limit of work intensity, 
K, = starting knowledge level, 
K, = target knowledge level, which is the minimum amount of knowledge required 
to pass the examination, 
T = length of a semester, 
b = a constant of proportionality, b > 0, 
and 
c = a forgetfulness factor, 0 < c < 1. 
A fundamental, though implicit, assumption of the above problem formulation is 
7’2 Tmin, 
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(5) 
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where Tmin is the minimum amount of study time required to achieve K, through intensive study 
by working at the maximum work rate. 
Substituting W = E’ into equation (2) and solving the resulting differential equation subject to 
the boundary conditions (4a, b), we can easily determine Tmin as follows: 
Tmin = ln45, (6) 
where 
Since Tmin > 0, then 4 2 1; it follows that 
E>K >K 
C 
T 0. (7) 
The significance of expression (7) is that it is a necessary condition for the solvability of the given 
problem. This condition was missing in Parlar Cl]. 
For the problem (l)-(4), the Hamiltonian H is given by 
H=I(bW-cK)- W 
= (Ib - l)W - IcK, 
where i is the adjoint variable satisfying the differential equation 
&-aH_,~ 
aK- . 
(8) 
(9) 
Clearly, 
1 = Joe”, I, = const. (10) 
Applying the maximum principle, the optimal W is obtained as a bang-bang control, i.e. 
1 
0 for A < l/b 
W = undefined for 1= l/b 
W for I > l/b. 
(11) 
To solve the differential equation (2) governing the rate of change of knowledge, we consider the 
following three cases. 
(i) i = l/b. Suppose this is true over some neighbourhood of time t, say [t - q t + r], T > 0. 
Then 1 = 0 and comparison with equation (9) gives c = 0. This, however, contradicts the fact that 
0 < c < 1. Hence, ,I cannot be equal to l/b over a possible time interval but, at most, at isolated 
points. 
(ii) R < l/b. From expression (1 I), W = 0. Hence, 
Ii= -cK (12) 
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which, upon solving, gives 
K = Ae”, 
where A is a constant of integration. 
(iii) 1 > l/b. From expression (1 l), W = m Hence, 
K = bW- cK. 
(13) 
(14) 
Solving equation (14) yields 
K = bW + Be-c’, 
c 
where B is a constant of integration. 
Applying the phase-diagram technique, we shall plot the relationship between K and 1. 
Eliminating the time variable t from equations (10) and (13) gives 
Similarly, 
IK = I,A for ;1 < l/b. 
eliminating t from equations (10) and (15) yields 
(16) 
(17) 
These equations show desired relationship between K and 1. Figure 1 depicts the phase-diagram 
obtained from plotting some feasible K-l curves for the cases of 2 3 l/b. The curves are regular 
hyperbolas, the arrows to show the direction in which a representative point (K,A) moves along 
the orbit as time increases. Note that in construction of the phase-diagram, expression (7) is used 
to determine the relative positions of the problem parameters. 
The optimal solution can be determined by inspecting the phase-diagram and making use of the 
boundary conditions (4a, b). The geometrical interpretation of (4a, b) is that we must start on the 
vertical line K = K, when t = 0, and must end on the vertical line K = K, when t = T. Clearly, 
curves on the left-hand side of the I-axis are infeasible since they do not contain the point K,. 
Also, points on the vertical line K = K, with 2, < 0 will be of no use because these curves will 
carry us to lower values of K and we will never reach K, > K,. Thus, we must start above the 
K-axis, i.e. 2 > 0. 
Although the feasible solution region has been limited to the first quadrant of the K-l plane, 
there are still two possibilities for the starting point (K(O), A(0)) depending on whether I(0) >< l/b. 
However, it will be shown later that for a feasible optimal solution, n(O) < l/b. Suppose we start 
from a point (K(O),I(O)) where n(O) < l/b. Since 1 is a monotonic increasing function of time t, it 
will cross the line l/b at most once, at time t,, when the control switches from 0 to W. Therefore, 
the solution is governed by the differential equations (13) and (15) as follows: 
K, = Ae+ tEL-O,tJ (18) 
and 
K, = !!.! + Be-C’ 
C 
tECttr Tl. (19) 
Using the conditions K,(O) = K, and K,(t,) = K2(tl), we find that A = K, and B = 
K, _ bWeCtl. 
C 
Substituting A and B into equations (18) and (19) respectively, we obtain 
K, = K,e-” tECO,tJ (20) 
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X(K2 - ” 
x0 ’ 0. 
Fig. 1 
K =!-?+ 
2 
K _!!!!e% e-”
c 
0 
c > 
tECt,,rl. 
In order to determine t,, we use the final state condition K,(T) = K,. Thus, 
K, = K,(T) = T + (K. _ Eecr,)e-rr 
C 
K1 = A,A 
,A >O 
(21) 
(22) 
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which, on solving for t,, gives 
t, =lnp++(l -$$)ecTj+. 
Since t, 2 0, it follows that 
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(23) 
(24) 
so, 
(25) 
Since this solution is constructed so that equation (8) is maximized and conditions (2)-(7) are 
satisfied, the solution is optimal. 
When t, is known, A0 can be determined as follows: 
which, when rearranged, gives 
Since t, 2 0, it follows that 
i = &Cl) = Aoecfl 
(27) 
Since 1 is a monotonic increasing function, expression (28) reconfirms that the starting point 
(K(O),A(O)) for feasible optimal solution must be at or below the line ,4 = l/b on the K-A plane. 
Since when T = T,,,, t, = 0, it follows from equation (27) that n(O) = l/b. Thus, the starting point 
must be at the line E. = l/b when the length of a semester is equal to the minimum required study 
time. 
In summary, the student should adopt the following optimal policy: (1) not to study at all from 
the commencement of the semester and let the knowledge deteriorate until a time period t, has 
elapsed; (2) thereafter, study intensively by working at the maximum work rate so as to gain just 
the required amount of knowledge to pass the examination held at the end of the semester. 
A LAZY STUDENT WITH AMBITION 
For the problem of a lazy student with ambition, we propose to adopt an objective functional 
which is quadratic in the work rate. It seems that the quadratic functional is more in conformity 
with the lazy student assumption than the linear one used by Parlar [I]. This follows from the 
fact that the student is ambitious to score a high grade in the examination, and yet is essentially 
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lazy. Thus, it appears that he is willing to study, though at a very leisurely pace, and is not prepared 
to put in a lot of effort and work at a high work rate for a prolonged period of time. As the 
objective functional can be interpreted as a cost function of the work rate, it follows that if the 
functional is quadratic in W, the cost incurred with small W will be small, while that with large 
W will be disproportionately large. Thus, the quadratic functional is seen to be an appropriate 
model of lazy student study behaviour. Consequently, the optimal control problem can be formally 
stated as follows: 
T 
maximize J = OK(T) - 
s 
W2dt (29) 
0 
subject to k = b W - cK, (30) 
o<w<w, (31) 
K(0) = K,, K(T): free; (32a, b) 
where a > 0 is a weighting parameter, as suggested by Parlar [l]. 
Note that the dynamic equation (30) is taken as linear in W, as opposed to a square root of W 
as postulated by Parlar. The latter does not appear to be easily justifiable. 
The Hamiltonian 
Z-I= -W’+;i(bW-cK), 
where i is the adjoint variable satisfying the differential equation 
with the terminal condition I(T) = a. Clearly, 
1 = Aoec’, II, = aeeCT. 
so, 
1 = ae-~‘T-O. 
(36) 
Applying the maximum principle, the optimal W is determined as 
WC!5 
2’ 
Substituting equation (36) into equation (37) gives 
w = fe-dT-‘,. 
Substituting equation (38) into equation (30), we obtain 
K = !$,-dT-*, _ cK 
which can be solved to yield 
(33) 
(34) 
(35) 
(37) 
(38) 
(39) 
ab2 
K = _e-c(T-O + Ale-“, 
4c (40) 
where A’ is a constant of integration. 
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Eliminating t from equations (36) and (40) gives 
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(41) 
The relationship between I and K, as expressed in equation (41), is a hyperbola for a given A’. 
A phase-diagram can be constructed by plotting 1, vs K for various values of A’, as depicted in 
Fig. 2. As before, all curves below the K-axis are infeasible and are discarded from further 
consideration. Since not all curves above the K-axis in the phase-diagram are optimal, we shall 
use the boundary conditions (32a, b) to help determine the optimal solution. 
(K _ Xb’) = ,z,e -c 
4c 
A' > 0 
Fig. 2 
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Substituting K(0) = K, into equation (40) and solving for A’ gives 
Thus, for a given T, we can calculate the final knowledge level K(T) using equations (40) and (42). 
That is, 
K(T) = $f + escT K,-!$e-‘T . 
> 
Finally, the lazy student should follow the optimal policy of studying at the work rate dictated 
by equation (38). In doing so, his knowledge will decline initially until it reaches the minimum 
lb2 
-, where it starts to pick up in such a way that it will attain a level which will result in a high 
2c 
grade in the examination at the end of the semester. This change of the knowledge level throughout 
the semester is readily shown in Fig. 2. The phase-diagram is a useful means to visualize the 
dynamic behaviour of the optimal solution. In addition, the effect of any changes in the problem 
parameters can easily be reflected in the phase-diagram from which the sensitivity of a problem 
can be studied. 
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