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Optimality conditions, duality and converse duality results are obtained for a 
class of continuous programming problems with a nondifferentiable term in the 
integrand of the objective function. The proofs are based on a Fritz John theorem 
for constrained optimization in abstract spaces. The results generalize various well- 
known results in variational problems with differentiable functions, and also give a 
dynamic analogue of certain nondifferentiable programming problems. c 19x5 
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1. INTRODUCTION 
Duality for variational problems has been studied by many authors. An 
early result of Friedrichs [ 111 for a simple type of variational problem has 
been presented by Courant and Hilbert [7]. Mond and Hanson [ 13) have 
dealt with duality aspects of a class of constrained variational problems, 
while symmetric duality and self-duality for such problems have been 
studied by them in [14]. Recently a number of duality theorems for dif- 
ferent forms of continuous programming, or control, problems have 
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appeared in the literature, notably Rockafellar [ 18-201, Abrham and Buie 
[ 1, 23, Reiland [ 151, Reiland and Hanson [ 163, and other references cited 
in these papers. 
In this paper, we consider a nondifferentiable analogue of the variational 
problem treated by Mond and Hanson [ 131, and study duality, and con- 
verse duality, for this problem. The nondifferentiability enters, due to the 
square root of a quadratic form which appears in the integrand of the 
objective functional. 
The dual problem considered is a modified Wolfe dual, rather than a 
Lagrangian or conjugate-convex dual considered by some other authors. 
The approach chosen is to express the problem, very directly, as a 
mathematical programming problem in function spaces, and then to apply 
a Fritz-John theorem [lo] for constrained minimization in abstract 
spaces. This approach leads readily to converse (Wolfe) duality, as well as 
to duality results. 
Some alternative approaches to duality are via calculus of variations 
(e.g., [22]), or conjugate-convex functions and duality [ 18, 19, 201. The 
present approach would allow some weakening of convex hypotheses. The 
optimal-control results of Clarke [3,4] could be used, instead of the Fritz 
John theorem of [lo], leading to similar formulas under somewhat dif- 
ferent hypotheses. However, either approach requires suitable (and non- 
trivial) representation formulas for the subdifferentials. 
The results of this paper also give a dynamic generalization of Mond’s 
results [ 121 for a nondifferentiable mathematical program. 
2. NOTATIONS AND STATEMENT OF THE PROBLEMS 
Let I= [a, b] be a real interval; let f: Ix [w” x [w” + [w, 
g:ZxR”x(w”+[w”, and h:ZxR”xlR” + RP be continuously differentiable 
functions. In order to consider f(t, x(t), a(t)), where x: Z -+ [w” is differen- 
tiable with derivative i, denote the partial derivatives off by 
fuL=[-g >..., g], 
n 
ft=[g ,..., -$I. 
1 n 
The partial derivatives of g and h are similarly written, using matrices with 
m and p rows. Let Iw, = [0, co); let rW: be the nonnegative orthant in [w”; 
the Euclidean norm in [w” is written 1.1; C(Z, UV) denotes the space of con- 
tinuous functions cp: Z-t [w”, with the uniform norm; C+(Z, lQm) is the cone 
of nonnegative functions in C(Z, IP). Denote by X the space of piecewise 
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smooth functions x: I--+ R”, with the norm I/x// = I/XI/~, + /lDxll *, where 
the differentiation operator D is given by 
1‘ 
I 
24 = Dxox(t) =x + u(s) ds, 
<I 
where CI is a given boundary value; thus D = d/dt except at discontinuities. 
Denote by Y the space of piecewise smooth functions /I: Z-t R” (written as 
column vectors). For each t E Z, let B(t) be a positive semidefinite n x n 
matrix with B( .) continuous on I. If S is a convex cone, its dual cone S* is 
the set of continuous linear functionals mapping S into R + . 
Consider the following nondifferentiable programming problem: 
Primal (P): 
Minimize Q(x) =I” [f(t, x(t), i(t)) + (x(t)‘B(t) x(t))‘12] dt (1) .Y E x cl 
subject to x(a) = CI, x(b) = b; (2) 
g(t, x(t), i.(t)) 2 0, h(t, x(t), i(t)) = 0 (a < t 6 b). (3) 
When h is affine, and some other hypotheses hold, a dual to (P) is the 
problem: 
Dual(D): 
Maximize Y(~,&z,p)=/~ [f(t,x(t),i(t))+~(t)~B(t)z(t) 
5 E x. 1 E Y, :, p <I 
-j-(t) At, x(t), 4t)) - At) h(t, x(t), 4t))l dt (4) 
subject to x(a) = cx, x(b) = p, (5) 
.fAt, x(t), 4t)) + 4t)TB(t) -i(t) g.,(t, x(t), 4t)) 
-P(t) k(4 -4th i(t)) 
- DCfJt, x(t), i(t)) - j-(t) gJt, -4th a(t)) 
-At) hdt, x(t), x(t))1 = 0, (6) 
Z(t)rB(t) z(t) < 1 (a<t<b), (7) 
j.(t) 3 0 (adt<h). (8) 
If B(t) =0 and A(.) =0 for each t EZ, then (P) and (D) reduce to the pair 
of variational problems considered by Mond and Hanson [13]. 
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3. CONDITIONS NECESSARY OR SUFFICIENT FOR OPTIMALITY 
THEOREM 1. Zf (P) attains a local minimum at x = XE X, and if 
h,( ., X(. ) k(. )) maps X onto a closed subspace of C(Z, W’), then there exist 
Lagrange multipliers z E Iw + and piecewise smooth I,: Z -+ IX:, p: Z + K!P, and 
z: I-+ W, with z, 1, p not all zero, satisfying 
sf,(t,x(t),~(t))+~(t)~B(t)-j”(t)g.~(t,x(t),k(t)) 
-At) h,(f> -f(t), i(t)) 
=D[zf,(t, Z(f), i(t))-j”(t)g,(z, Z(f), k(t)) 
-p(f) h,(c x(t), .$Nl; (9) 
/l(t)g(t,x(t),k(t))=O; (10) 
z(t)‘B(t)z(t)< 1; (11) 
.qt)TB(t) z(t) = (.f(t)TB(t) x(t))“‘; (12) 
for all t E I. Zf h is afine or h,( t, x( . ), a( ’ )) is surjective, then z and A are not 
both zero. Conversely, if (2), (3), (9), (lo), (11) and (12) hold with z = 1, and 
iff (t,.,.) and -g(t,.,.) are convex functions and h( t,.,.) is affine, for each t E Z, 
then X minimizes (P). 
Remarks. The Fritz John necessary conditions (9) to (12) become 
Kuhn-Tucker conditions if r = 1 (then X may be called normal). Consider 
the case with h = 0. It suffices for z = 1 that the Robinson condition (see 
[ 17; 8, p. 1501) holds, that C(i) + C’(X)(X) - C, (Z, rWy ) contains a 
neighbourhood of 0 in C(Z, W), where C: X-+ C(Z, W) is defined by 
(Vx E x vt E 4 C(x)(t) = g(t, x(t), X(f)), or instead that the Slater condition 
holds, that (3~ E X) C(X) + C’(X) v E int C, (Z, [Wm), or equivalently that, for 
some vEXand all tEZ, 
If the inequality g( t, x(t), x(t)) 3 0 is generalized to g( t, x(t), x(t)) E T, 
where T is a closed convex cone in W, having interior points, then 
[S] AD T* in Theorem 1. 
The boundary conditions x(a) = CI, x(b) = fi, on x E X may be replaced by 
x(a) = 0 =x(h), by a shift of origin. It is convenient to so define X in the 
proof of Theorem 1; the original problem is recovered [S] by a converse 
shift of origin. Note also that (P) may be written as an optimal control 
problem, with control u = Dx. Since an optimal control problem often 
requires u discontinuous, X and Y are takes as spaces of piecewise smooth 
functions. 
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Define x,(f) by x0(a) = 0 and Dx,(t) =J‘(r, x(r), i(f)) + 
(x(t)7B(t) X(t))“*; then @(x)=x,,(h). Let i(t)r = [.u,(t)‘, .x(r)‘]. Then (P) 
is equivalent to the Mayer control problem, to minimize x,(h) subject to 
(2), (3) and Dx, =f(. ). Clarke [3,4] has given necessary conditions for a 
Mayer problem subject to a differential inequality of the form 
q(t, i(t), l(t)) 6 0, in terms of the generalized subdifferential 8q(t, t(t), t(t)). 
The results (9) to (12) of Theorem 1 could be obtained by putting (P) into 
Clarke’s form, and providing a representation for the subdifferential. 
However, the hypotheses would be somewhat different, because of Clarke’s 
regularity hypothesis on a[q( t, c(t), t(t)). 
Instead, the present approach applies a known Fritz John theorem for 
constrained minimization in abstract spaces. Nontrivial questions of 
representing subdifferential arise with either approach. 
ProoJ: The problem (P) minimizes Q(x) =.F(x) +J(x) subject to 
G(x) E S, H(x) = 0, where F(x) = ~ff(t, 4th 4t)) dt, J(x) = 
jt (x(t)TB(t))“2dt, S= C+(Z, KY), G: A’+ C(Z, IV’) is given by (VXEX, 
t E I) G(x)(t) = g( t, x(t), i(t)), and H is similarly defined from h. Since F, C 
and H are Frechet differentiable, J is convex, int S # 0, and H, has closed 
range (from the hypothesis on h), a Fritz John theorem [ 10, Theorem 33 
shows that necessary conditions for a (local) minimum of (I’) at X are the 
existence of Lagrange multipliers r E R + , p E S*, and o in the dual of 
C(Z, W), not all zero, satisfying 
0 E z{F’(uf)) + saJ(X)) + { -PC’(X) + c&‘(Z)} = 0, pC(X)=O. (13) 
The theorem requires certain convex sets to be weak * compact; this is 
automatic for (P). 
Sincef(.,.,.) is continuously differentiable, F(x) is given (see [S, p. 163) 
by 
(Vc~X)F(Y)~)=~~[~~(t,x(t),fl(t))u(t)+f,(t,x(t),f(r))i(t)]dt. (14) 
LI 
Assume (subject to veritication) that p E S* can be represented by a 
measurable function 2: i+ KY’, satisfying (1, u) = si A(t) u(t) dt for each 
VEX. Then [S] 
PC’W u = 1” 4t)Cg,(t, x(t), 4t)) o(t) +g.dt, x(t), 4t)) fi(t)l & (15) 
u 
and A( *) 2 0 since p E S*. Similarly (10) follows from pG(.-i?) = 0 in (13). 
Likewise o is represented by a function p, leading to a formula similar to 
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(15) for oH’(Z). Define the convex function q, : R” -+ R by 
q,(t) = (lTB(t) <)‘/‘. From [9], its subdifferential 
@t(t) = ww: zER”,z=B(t)Z< 1, q,(S)=zQ(t) ;“}. (16) 
Now J(x) = j,r,(x) dt. From [S, Theorem 31, 
y~~~(4)0{(Vz~I)n(f)EC~,(X),(V~~X)(y,~)=j~o(t)~~(t)dt}, (17) 
0 
with CJ: I + R” measurable, namely a(t)’ = z(t) ‘B( t) from ( 16). 
Substituting (14), (15), (16) and (17) into (13) shows that 
(Va~xf [P,(t)u(t)+P,(t)d(t)] dr=O, 
I, 
(18) 
where P, = rj”,. - Lg., + zTB and P, = -rj”< + kg*, together with (11) and 
(12). 
Integration by parts, using the boundary conditions o(a) = 0 = u(b) from 
v E X with origin shifted, shows that jt [P*(t) - P,(t)] ti( t) dt = 0, where P, 
is an indefinite integral of P,. This holds whenever u is replaced by a 
piecewise continuous function < for which jt i(t) dt = 0. From [6, p. 500-1, 
Lemma 23 it follows that P2 - P, is constant almost everywhere. (The cited 
Lemma assumes P, -P, piecewise continuous, but extends immediately to 
measurable). Hence, for almost all t, P, is differentiable and P = P,. Sub- 
stituting for P, and P, proves (9) for almost all t. Now the system (9), 
(10) is a linear first order ordinary differential equation for i and p, given X 
and z, and so possesses piecewise continuous solutions. So p and o can 
indeed be represented by functions, z is piecewise smooth from (9), P, - P, 
is constant for all t, and so (9) holds for all t. The stated conditions when z 
and A are not both zero follow as in [S, p. 591. 
The sufficient conditions for a minimum follow immediately (see, e.g., 
[S, p. 641) since (P) is then a convex problem. 1 
4. DUALITY AND CONVERSE DUALITY 
THEOREM 2 (Duality). Let f(t .,.,) and -g( t ,.,.) be convex, and h(t .,.,) 
affine, for each t E I. If x is feasible for problem (P), and ( y, 1, z, p) is 
feasible for problem (D), then weak duality holds, thus objective function of 
(P) > objective function of (D). If - x minimizes (P) and X is normal, then 
there exists (X,&Z, b) which maximizes (D), and the objective functions for 
(P) and (D) are there equal. 
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ProojI The weak duality is immediate (see, e.g., [S]) since (P) is a con- 
vex problem. If X minimizes (P) and z = 1, the objective functions for (P) 
and (D) are equal when & Z, ,ii have the values A, z, p found in 
Theorem 1. [ 
Weak duality may also be deduced using results of [ 131. Convexity may 
be weakened, to f pseudoconvex and -g quasi-convex. 
In order to discuss converse duality for (P) and (D), second derivatives 
are required. The space X is now replaced by the smaller space X, of 
piecewise twice-differentiable functions x: I -+ R”, for which x(a) = 0 = x(b), 
with the norm ilxll = llxll z + IJDxll 3c + (ID*xl/ ;L. Denote i = D*x. The 
equality constraint h(. ) = 0 will now be omitted, and so also pe in (D). 
Problem (D) may now be written as 
Minimize -$(x, 1, z) subject to x(a) = ~1, x(b) = b, 
fat, x(l), 4th 4th 4tL 4th z(t)) = 0, 
z(t)~B(t)Z(t)<l,jl(t)~O(adtdb) 
(19) 
Here 0( .) represents the left side of (6). A converse duality theorem will be 
proved, assuming a hypothesis that 
[a(t)8,-D(o(t)&)+D*(a(t)&)=O] *o=O. (20) 
Consider (!I( ., x( . ), i(. ), a(. ), I*(. )A(. ), z( . )) as defining a mapping 
Q: X2x (1 x Z+ U, where /i is the space of piecewise differentiable 
functions Jb, Z is the space of piecewise smooth functions z and U is a 
Banach space. In order to apply to (D) a Fritz John theorem (e.g., 
Theorem 1, or results of Valentine [22]), the infinite-dimensional equality 
constraint 0(. ) = 0 must be restricted (see [S, p. 1541 for a relevant counter 
example). Denote by Q’ the Frechet derivative ce,cx, 4 z), 
QA-(x, I*, z), Q-(x, %, z)], evaluated at the optimum of (D). 
THEOREM 3 (Converse Duality). Let (D) attain a (local) maximum at 
(X, 1, Z), with X E X,, 1 and Z piecewise smooth, and let Q’ have closed range. 
Let f and g be twice continuously dgferentiable; omit h from (P) and p from 
(D). Assume hypothesis (20). Let f(t,.,.) and -g(t,.,.) be conoex. Then X 
minimizes (P), and the objective function of (P) at X equals the objective 
function of(D) at (X, 2, 2). 
ProoJ: Since (X, 1, Z) maximizes (D), and Q’ has closed range, Theorem 
1 shows that there exist Lagrange multipliers r E R + , and piecewise con- 
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tinuous 6:Z+R”, /?:I--+R+,y:Z+lR”,, not all zero, satisfying the con- 
ditions: 
cr[(f, - 1g.J - D(“ff - lgg,) + BT] - 68, + D(68.y) - II* =o; (21) 
clBx - 2flBZ = 0; (22) 
-cxgT+y-pe~+D(ee,)=o; (23) 
j3(ZTBz- l)=O; (24) 
y; = 0. (25) 
Here, for brevity, f=f( t, x(t), x(t)), f, =f,( t, x(t), R(t)), etc.; e(. ) is the left 
side of (6); BE B(t), A z n(t), etc. Note that the term 0*(60,) is obtained 
using integration by parts, with the adjoined boundary conditions 
6(a)= 6(b) =O, so that integrated parts vanish. (The existence of such a 
function 6(. ) representing the Lagrange multiplier may be validated, as was 
L( .) in Theorem 1.) All functions and derivatives in (21) to (25) are 
evaluated at (X, 1, 2). Since f and g are twice continuously differentiable, 0 
is continuously differentiable. 
From (21) and (6), 6 satisfies the left side of (20), hence 6 = 0. Suppose, 
if possible, that c1= 0. Then also y = 0 from (23). From (22), ,0Bif = 0. Then, 
from (24), /? = fiZTBZ = 0. Thus 6, LX, fi, y are all zero, contrary to Theorem 
1. Hence CI = 1 can be assumed. Now (22) with CI = 1 and 6 =0 give 
g= y’>O; so X is feasible for (P), and lg=O by (25). Using (22), the 
Schwarz inequality for XTB.iY is an equality, so 
From (24), there follows B = 0 (implying BZ = 0 by (22)), or 2’BF = 1. In 
either case, (26) gives (,i!=BZ) = (X’BX)“*. Then 
Y(2,i.,Z)=[h [f(t,X(t),i(t))+(i(t)TB(t)X(t))1’2-0]dt=@(Z). 
u 
This, with weak duality, shows that X minimizes (P). i 
5. RELATED PROBLEMS 
As in [12] and [13], the duality results can be extended to the 
corresponding problems (Pl ), omitting h and the boundary conditions (2), 
and (Dl) with “natural boundary values” (and omitting h and p). Thus 
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(Dl) is the problem (4), (5) (6), (7), (8) (omitting terms in p and h), with 
the additional boundary conditions: 
C.L(~, 4th a(t)) -A(t) gt(c x(t), 4f))l = 0 when t = u and h. (27) 
The boundary conditions (27) are similar to “natural boundary conditions” 
in the calculus of variations (see [7, p. 2061). To prove duality for (Pl ) and 
(P2), note that weak duality follows as usual from convexity. To prove that 
Q(X) = !Y(u(x, 1, Z), note that X also minimizes (Pl) with the extra boundary 
conditions x(a) =x(a), x(b) =x(b), hence (4) to (8) hold for (Dl), by 
Theorem 1. For (Pl), ja [i’,(t) v(t) + PI(t) C(r)] dt = 0 whenever 
v(t)=x(t)-f(t) and XEX; hence [PZ(l)o(t)]j:=O. Since now u(a) and 
v(b) are not fixed, Pz(a) = 0 = P,(b). This, with (6) proves (27). 
In particular, if (PI) and (Dl) are independent of t, thus if f, g do not 
depend explicitly on t, then these problems essentially reduce to the static 
cases of nondifferentiable programming studied by Mond [ 121, namely 
Primal (PZ): Minimizef(x) + (xrBx)“* subject to g(x) 3 0. 
Dual (D2): Maximizef(x) + x’-Bz - I”Tg(x) subject to 
f,(x)+~=B=~~g,(x), z=Bz< 1, E.20. 
Similarly to [13], the hypotheses of Theorems 1, 2, 3 reduce to the usual 
hypotheses for the static case in Mond [12]. Also the converse duality 
theorem for (P2) and (D2) does not require the hypothesis 6(a) = 0 = 6(h). 
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