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ABSTRAKT
Bakalárska práca sa zaoberá meraním prenosových rýchlostí a spozdenia počítačových
sietí. V prvej časti je definované, aké metodiky merania poznáme, rôzne RFC a ich
jednotlivé rozobranie, taktiež rôzne parametre merania v počítačových sietiach ako je
prenosová rýchlosť, kapacita kanálu, spozdenie. V druhej časti sú pripravené používateľ-
ské prostredia a nástroje pre aplikovanie merania týchto parametrov. V poslednej časti
je aplikovanie týchto nástrojov a zhotovenie a otestovanie metodiky merania parametrov
počítačových sietí.
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ABSTRACT
Bachelor thesis is interested in measurement of transfer rate and latency in computer
networks. In the first part of thesis is defined, which motodics of measurement we know,
various RFC and their specifications, also various parameters about measurement in com-
puter networks like bit rate, capacity of channel, latency. In the second part are prepared
users interfaces and softwares for applying the measurement of thesd parameters. In the
last part is application of these softwares and creating and testing methodic of network
measurement.
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1 ÚVOD DO PROBLEMATIKY
Témou práce je Meranie prenosových rýchlostí a spozdenia v počítačových sie-
tiach, teda daná práca bude problematikou merania predovšetkým sady protokolov
TCP/IP.
V danej práci sú dané ciele:
• zoznámiť sa s rôznymi metodikami merania parametrov počítačových sietí
• otestovať rôzne nástroje pre meranie TCP/IP
• vyhotovenie metodiky merania a jej aplikovanie
• zhodnotenie metodiky merania
1.1 Metodika a metodológia
Metodika [25] označuje pracovný postup, princípy, pravidlá. Tvorí jednoducho po-
vedané rámec dokumentov, mapu respektíve návod, ktorým môžeme účastníkovi
povedať, čo je jeho úlohou, čo musí byť splnené a aký je jeho očakávaný výstup k
predaju.
Metodológia [7] je systém pravidiel, metód a procedúr doručených na interpretáciu
alebo riešenie rôznych problémov vedných disciplín. Nie je to formula ale systém
pravidiel.
V mojom prípade budem skúmať metodiky merania prenosových rýchlostí, para-
metrov počítačových sietí a ich meraní.
1.2 Počítačová sieť a jej parametre
1.2.1 Počítačová sieť
Počítačová sieť je súhrnné označenie počítačov, pomocou ktorých je realizované pre-
pojenie a výmena dát medzi počítačmi. Umožňuje používateľom komunikáciu podľa
zadaných pravidiel [6].
Najčastejším dôvodom pripojenia k sieti je zdieľanie informácií a technických zaria-
dení. Existuje niekoľko delení počítačových sietí a to napr. Počítačové siete môžeme
rozdeliť na siete typu Personal Area Network (PAN), Local Area Network (LAN),
Metropolitian Area Network (MAN), Wide Area Network (WAN).
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1.2.2 Parametre sietí
V informačných technológiách parameter je položka informácie - meno, číslo, alebo
iná možnosť. Táto položka je posunutá do programu užívateľom alebo iným progra-
mom.
Parametre v efekte operácie sú prijímané programom. [20] Medzi základné parametre
počítačových sietí patria:
• prenosová rýchlosť - bližšiu definíciu nájdeme v kapitole 6.2
• spozdenie - bližšiu definíciu nájdeme v kapitole 2.8
• kapacita - bližšiu definíciu nájdeme v kapitole 3.1
• priepustnosť - bližšiu definćiu nájdeme v kapitole 2.7
• výkonnosť
• odozva
1.2.3 Metodiky merania parametrov zariadení
Existuje niekoľko druhov metodík merania parametrov siete. Ideálne sa parametre
sietí merajú niekoľkými spôsobmi. Existuje na to niekoľko protokolov v rámci kto-
rých tieto merania prebiehajú. V rámci meraní parametrov sietí existuje niekoľko
rôznych softvérov a protokolov napr. protokol Simple Network Management Protocol
(SNMP), meranie rámcov atď.
Medzi doteraz zaužívané metodológie patria:
• Metodiky merania parametrov prepojených sietí kapitola 2
• Metodológie merania sieťovej kapacity kapitola 3
• Metodológie testovania Transmission Control Protocol (TCP) priepustnosti
siete kapitola 4
Každé testovanie pozostáva z niekoľkých testov. Každý test sa opakuje niekoľko krát,
vo väčšine prípadov je to tak 10 - 15 krát. Každá metodika pozostáva z niekoľkých
krokov ako danú problematiku odmerať a vyhodnotiť, o jednotlivých problematikách
sa podrobnejšie zmienim v ďalších kapitolách, kde rozoberiem jednotlivé problema-
tiky, ktoré boli otestované.
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2 METODIKYMERANIA PARAMETROVKON-
COVÝCH ZARIADENÍ
2.1 Koncové zariadenia
Medzi najčastejšie koncové zariadenia patria: Počítače, telefóny, chytré telefóny, atd.
2.2 Model RFC 2544
Daný referenčný model Request for Comments (RFC) 2544 [21] definuje meranie
parametrov siete na základe protokolov, filtrácie prevádzky, ktoré sa riadi smero-
vacími protokolmi a údajmi. Jedná sa o testovanie týchto protokolov, metód, kde
každý test pozostáva z niekoľkých meraní, kde sa vyberá tá priemerná a najlepšia
hodnota. Jedná sa o porovnanie teoretických hodnôt s nameranými hodnotami napr.
veľkosť rámca, doba odosielania paketu, rámca, atď.
V rámci daného referenčného modelu je nutné definovať niekoľko pojmov(termínov)
a to:
2.3 Test merania
Nie každý test je triviálny a preto treba testy niekoľkokrát opakovať aby sme ve-
deli zhodnotiť výsledky daného merania. Každý test by sa mal opakovať aspoň 10
krát. Každé zariadenie musíme ale pred testom pripraviť, čiže nastaviť predvolené
protokoly, ktoré musia byť zapnuté v priebehu testov.
2.4 Formáty rámcov
Na základe predchádzajúcich experimentov boli zistené defaultné hodnoty rámcov
v rámci niekoľkých technológií a to Token Ring, Fiber Distributed Data Interface
(FDDI) a Ethernet. Každý prijatý rámec je nakoniec overovaný a overuje sa či
dosiahol očakávanú dĺžku alebo nie. A danú dĺžku nedosiahol, meranie sa opakuje.
2.5 Protokol SNMP
SNMP [24] je sieťový protokol pre správu sieťových prvkov. Alternatívou k tomuto
protokolu je napríklad webová administrácia konkrétneho sieťového zariadenia.
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2.5.1 Princíp fungovania
Protokol SNMP vyžaduje pre komunikáciu dve strany. Jednou entitou je správca
(manager) a druhou agent. SNMP pracuje [18] v dvoch režimoch činnosti:
• Správca posiela dotazy agentovi a prijíma odpovede. Hodnoty teda môžu zís-
kávať i viac správcov a môžu sa pýtať kedykoľvek.
• Agent zasiela oznámenia (trapy) na adresu správcu. V nejakých definovaných
situáciach (prekročenie nejakej hodnoty alebo i v pravidelnom intervale) odo-
siela agent jednému správcovi hodnoty.
Od verzie 2 je implementovaná kontrola doručenia, takže k strate by nemalo dojsť.
Štandardne se používa port 161 (SNMP) na strane agenta (pre dotazy) a port 162
(SNMPTRAP) na strane serveru (pre trapy). Klient, ktorý posiela dotaz, zvolí dy-
namický port, z ktorého posiela dotaz na port 161. Agent odpovedá z portu 161
na dynamický port klienta. V praxi je pre každý dotaz použiť iný dynamický port.
Typickými úlohami pre SNMP protokol sú:
• zisťovanie stavových informácií o zariadeniach
množstvo voľnej pamäti, počet spojení, počet prihlásených užívateľov, ...
• nastavovanie parametrov (atribútov) na sieťových prvkoch
• Monitorovanie uptimu
• Monitorovanie verzií bažiacich systémov
• Zber dát o existujúcich sieťových rozhraniach(ifName, ifDescr, ifSpeed, ifType,
ifPhysAddr)
• Meranie priepustnosti sieťového rozhrania (ifInOctets, ifOutOctets)
• Dotazovanie Address Resolution Protocol (ARP) (ipNetToMedia)
Súčasti protokolu SNMP sú:
• Management station
stanice s ľuďmi či spracovateľským programom (pre vyhodnocovanie komuni-
kácie)
• Zariadenie
zariadenie, o ktorom chceme získavať informácie. Je spojené s agentom a ko-
munikuje výhradne cez neho.
• Agent
Je väčšinou súčasť zariadenia - realizuje komunikáciu, čaká na dotazy, zasiela
odpovede, alebo samostatne TRAPy
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Obr. 2.1: SNMP štrutúra zapojenia pre fiktívnu topológiu
Existuje niekoľko verzií nástrojov protokolu SNMP:
• SNMPv1
Autentizácia community string teda bežné heslo
• SNMPv2c
Autentizácia community string teda bežné heslo
• SNMPv3
Používa autentizáciu pomocou mena a hesla, prípadne tu funguje aj šifrovanie.
2.6 Smerovanie v počítačových sietiach
Je nutné zabezpečiť, aby bola zabezpečená komunikáciami medzi 2 bodmi a tým
pádom aj plné pripojenie. Môžeme nastaviť aj viac smerovacích protokolov, ale keď
spustíme test musia byť dané protokoly zapnuté aby sme dosiahli konkrétne výsledky
pre dané protokoly. Podstatné je nastaviť cestu smerovania paketov, zapnúť všetky
protokoly ktoré budeme testovať na koncových zariadeniach.
2.6.1 Smerovacie protokoly
Predpokladajme topológiu napr. obrázok 2.2
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Obr. 2.2: topológia zapojenia pre nastavenie smerovacích protokolov
Medzi niektoré druhy sieťových protokolov patria protokoly ako Routing Infor-
mation Protocol - RIPv2, EIGRP, OSPF. Pre danú problematiku platí, že každý
protokol má iné vlastnosti.
Niektoré druhy smerovacích protokolov
RIPv2 Jedná sa o distance vector protokol. Protokol RIP [23] má dve verzie RIPv1,
tento protokol používa iba smerovanie v tzv. classful sietiach, verzia RIPv2, ktorý pri
smerovaní prenáša aj informácie o podsietiach. Zatiaľ čo RIPv1 používa broadcast,
RIPv2 používa multicast.
EIGRP Protokol Enhanced Interiour Gateway Information Protocol - EIGRP [4]
je kompatibilný s protokolom IGRP. Na výpočet jeho metriky možno využiť vzťah
4.2
𝑀𝑒𝑡𝑟𝑖𝑘𝑎 =𝑀𝑒𝑡𝑟𝑖𝑘𝑎 * [𝐾5/(𝑆𝑝𝑜𝑙𝑒ℎ𝑙𝑖𝑣𝑜𝑠𝑡+𝐾4)] (2.1)
Vychádza z tabuliek: tabuľka susedov, tabuľka topológie, smerovacej tabuľky.
OSPF Protokol Open Shortest Path First - OSPF [2], link state protokol, princí-
pom tohoto protokolu je výmena informácií medzi sebou, čiže na základe ich smero-
vacích tabuliek, ktoré si medzi sebou vymieňajú informácie a v konečnom dôsledku
nastáva plná konektivita.
2.6.2 Filtrácia smerovania
V danej problematike sa riadime pojmom filtrovanie sieťovej trafiky, čo znamená
na základe plnej konektivity vieme odfiltrovať celkovú trafiku na základe prístupo-
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vých listov. Na základe prístupových listov môžeme filtrovať jednotlivé Internet
Protocol (IP) adresy, na základe protokolov.
2.7 Priepustnosť siete
Priepustnosť je rýchlosť (v bitoch za sekundu), ktorou sú odosielané dáta od odo-
sielateľa k príjemcovi. Priepustnosť [19] závisí hlavne od šírky pásiem medzi jed-
notlivými uzlami na ceste. Aj keď je odosielajúci počítač zapojený v rýchlej sieti,
nemusí mu to zaručiť rýchlu komunikáciu s príjemcom, pokiaľ je tento pripojený k
pomalšej sieti.
Platí, že maximálna priepustnosť je limitovaná šírke pásma najpomalšieho spojenia
na ceste od odosielateľa k príjemcovi (maximálna je v prípade, ak ide o jedinú ko-
munikáciu na ceste). Ak by tak počítač, odosielajúci veľký súbor z rýchlej siete do
pomalšej siete, posielal pakety rýchlosťou svojej šírky pásma, veľmi rýchlo by zahltil
smerovač, ktorý jeho pakety preposiela do pomalšej siete. Tento router by čoskoro
začal mnohé jeho pakety zahadzovať.
Ďalším dôvodom na zníženie priepustnosti môže byť to, že bežne rýchle spojenie
medzi dvoma smerovačmi môže byť zrazu využívané veľkým množstvom komuniku-
júcich dvojíc zariadení, ktoré toto rýchle spojenie zdieľajú. Toto zdieľané spojenie
sa následne môže stať úzkym miestom.
Na základe danej metodiky môžeme hovoriť, že cez zariadenie ktoré podlieha testu(DUT)
spočíta rámce odoslané cez Device Under test (DUT).
2.8 Spozdenie siete
Spozdenie [10] je čas, ktorý uplynie od odoslanie správy zdrojovým uzlom po jej
prijatí na uzlu cieľovom; zahrnuje spozdenie v prenosovej trase a na zariadeniach,
ktoré sú jej súčasťou. Je nutné rozlišovať spozdenie jednosmerné (čas mezi odoslaním
paketu zdrojom a jeho prijatím cieľom) a spozdenie obojsmerné, tzv. round-trip
latency, zahrňujúce dobu cesty paketu tam i späť plus čas jeho spracovania cieľom.
Round-trip latency alebo tiež Round Trip Time (RTT) sa v sieťovej praxi používa
najčastejšie, pretože ju môžeme zmerať z jedného miesta (uzlu).
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3 METODOLÓGIE MERANIA SIEŤOVEJ KA-
PACITY
3.1 Sieťová kapacita a kanál
Sieťová kapacita [22] je komplexné meranie maximálneho množstva dát, ktoré
môžu byť presunuté medzi sieťové lokalizácie cez link alebo sieťovú cestu. Pretože
množstvo meraných premenných a scenárií, aktuálna sieťová kapacita je málo krát
presná.
Kapacita je tiež známa ako priepustnosť a vyjadruje sa v %.
Každá informácia je prenášaná taktiež prenosovým kanálom [5], ktorý je defi-
novaný ako konfigurovateľný zdroj, ktorý definuje atribúty pripojenia. Na príklade,
sieťový kanál môže definovať:
• protokol, ktorý podporuje pripojenie
• zdrojová adresa
• zdrojové porty pre zabezpečenú a nezabezpečenú komunikáciu
Hocijaké fyzické médium vyžaduje kódovanie informácií, kde informácia sa zakódi
do sekvencie stavov, ktoré sú prenášané z jedného média na druhé cez prenosový
kanál. Zatiaľ čo niektoré médiá majú maximálny kmitočet týchto signálov väčší ako
predvolený, sieťová kapacita na prenosovom médiu môže byť rozdielna. Na príklade
majme satelitné spojenie, ktoré má kmitočet niekoľko GHz, ale spojenie nesie a
prenáša len niekoľko stoviek dát rádovo v kbps. Pričom fyzická a linková vrstva nesie
a prenáša bity pre multiplexing a kontrolné účely. To znamená, že rámce zapúzdri na
druhej vrstve OSI referenčného modelu pomocou protokolov High-Level Data Link
Control (HDLC), Point-to-Point Protocol (PPP), prípadne Asynchronous Transfer
Mode (ATM).
3.2 Druhy zapúzdrenia
Typy rámcov, ktoré idem opisovať sú dané modelom Synchronous Optical Networ-
king/Synchronous Digital Hierarchy (SONET/SDH) [3], tento model hovorí, že je
to vyspelá technológia, pre vysoko rýchlostné, rozsiahle siete. Tok bitov sa zapúzdri
na druhej vrstve pomocou určitého protokolu. Tieto protokoly sú:
• HDLC
HDLC [8] je bitovo orientovaný, prepínateľný a neprepínateľný protokol. Pra-
cuje na druhej vrstve OSI referenčného modelu. Podporuje polo-duplexné a
duplexné komunikácie, taktiež prepínateľné a neprínateľné kanály.
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• PPP
PPP [13] je protokol pre komunikáciu medzi dvomi užívateľmi použitím séri-
ového rozhrania, typicky počítač pripojený telefónnou linkou na server.
• ATM
ATM je bitovo-orientovaný a multiplexová technológia, ktorá kombinuje vý-
hody prepínania okruhov(garantovaná kapacita a konštantné spozdenie pre-
nosu) a prepínania paketov (flexibilita a efektívnosť prepojenej trafiky). Po-
skytuje to linková vrstva , služby so škálovateľnou šírkou pásma od niekoľko
mbps po množstvo gbps, čo normálne beží cez SONET/SDH fyzické linky.
3.3 Linka a nominálna kapacita fyzickej vrstvy
Vezmime si príklad, že máme v topológii prepínač, ktorý má rôzne prenosové rých-
losti. Preto je nutné definovať pojem linka.
Linka [17] je prepojenie dvoch sietí a to zariadení, koncových uzlov. Potom definu-
jeme cestu P, ktorá pozostáva z dĺžok liniek a uzlov.
Ďalším parametrom, pojmom ktorý je potrebné zaevidovať je nominálna kapacita
fyzickej linky.
Nominálna kapacita fyzickej linky je teoretické maximum množstva dát, ktoré môže
linka L preniesť, označuje sa tiež NomCap(L). Na danej linke závisí niekoľko para-
metrov napr. prenosová rýchlosť, stratovosť, typ kódovania.
3.3.1 Typy paketov prenášaných danou linkou
Pre kapacitné vlastnosti paketov môžeme tvrdiť, že:
• hodnota kapacity závisí na type prevádzky
• meranie kapacity paketov nezávisí len na type paketu, ale aj na typoch paketov
v celkovej dátovej komunikácii
Preto z týchto obecných vlastností platí pre naše meranie nasledovné:
• meranie kapacity závisí na niekoľkých druhoch paketov a prípadne použitej
filtrácie prevádzky v danej dátovej komunikácii
napr. prístupový access control list ACL list filtruje presný druh paketov
ktoré chceme odfiltrovať, napr. Internet Control Message Protocol (ICMP)
pakety, ktoré smeruje ďalšími cestami.
3.3.2 Kapacita paketu typu P
Kapacita paketu typu P, alebo kapacita paketu typu P linky je definované ako
maximum bitov prenesených zo zdroja do cieľa cez linku za určitý časový interval.
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Je závislá na kapacite a type trafiky.
3.3.3 Použitie paketu typu P
Použitie paketu typu P je aktuálne množstvo dát, kde tieto dáta sú prijaté v
cieli za určitý časový interval.
3.3.4 Využitie kapacity paketu typu P
Využitie kapacity paketu typu P je podiel kapacity použitej a kapacity nulo-
vého(neúspešného) prenosu. Výsledok dostávame v %. Do celkového počtu sa zapo-
čítava len počet úspešných prenosov.
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4 METODOLÓGIE TESTOVANIA TCP PRIE-
PUSTNOSTI SIETE
Daná metodológia sa zaoberá testovaním TCP priepustnosti, preto je nutné za-
viesť niekoľko pojmov(protokolov). Medzi jeden z nich patrí aj protokolová sada
TCP/IP [26]. Priepustnosť TCP spojenia je rýchlosť (v bitoch za sekundu),
ktorou sú odosielané dáta od odo- sielateľa k príjemcovi. Priepustnosť závisí hlavne
od šírky pásiem medzi jednotlivými uzlami na ceste [12]. Priepustnosť je obyčajne
meraná v bitoch za sekundu(bit/s alebo bps), a niekedy v paketoch za sekundu,
prípadne paketoch za určitý časový slot.
Maximálna priepustnosť je znalosť výkonu systému, v praxi je to maximálny
výkon počítačovej siete, systému, o ktorý má navrhovateľ záujem.
4.1 Protokolová sada TCP/IP
V súčasnosti je niekoľko miliónov lokálnych a WAN sietí. Tieto systémy sú prepo-
jené medzi sebou a aby sa dodržiavali pravidlá medzi sebou, bol zavedený protokol
TCP/IP. Základným princípom je výmena PDU v paketovo orientovaných sietiach.
V prípade poruchy sú PDU u niektorých protokolov(PDU) posielané znovu, tieto
PDU sú odlišné na každej vrstve. Princíp komunikácie vidno na obrázku 4.1
Obr. 4.1: štruktúra TCP/IP komunikácie za porovnania vrstiev protokolovej sady
TCP/IP medzi 2 rozhraniami
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V skratke protokolová sada TCP/IP sa skladá zo 4 vrstiev:
• Fyzická vrstva
Fyzická vrstva popisuje odovzdávanie signálov cez rôzne typy médií napr. me-
dené káble, optické vlákna. Parametre pre tieto médiá sú:
– úroveň signálu
– kódovanie
– modulačné metódy
– frekvenčná doména
– vlastnosti prenosového média - anténové a káblové konektory
• Linková vrstva
Protokoly linkovej vrstvy určujú pravidlá, podľa ktorých prenosové médium
doručí dáta do cieľa. Určujú to rôzne prenosové rýchlosti, v súčasnosti sú to
rýchlosti od niekoľkých stoviek Mbit/s až po desiatky Gbit/s.
Ethernet je ideálny protokol linkovej vrstvy a môže poskytovať plnú kapacitu
kanálu na každom rozhraní. Významný pokrok by bol nutný, ak by sprevá-
dzajúci protokol pre prioritizáciu paketov alebo zdrojovej rezervácie s jasnými
požiadavkami na požadovanú kvalitu služieb pre videokonferencie, video ho-
vory, atď.
Pre siete typu WAN s prepínaním okruhov technológií Synchronous Optical
NET-work/ Synchronous Digital Hierarchy (SONET/SDH) sú použité pred-
nostne pred technológiami ATM. SONET, formát využívaný v Amerike, ako
SDH, čo je formát využívaný v Európe a Japonsku urobili rozľahlé siete ho-
mogénne. Technológie SONET/SDH poskytujú rýchlosť prenosu dát až na
160Gbit/s. Malé rýchlosti prenosu dát môžu byť multiplexné s menšou nad-
hodnotou vysoko-prenosového streamu.
S technológiou Dense Wavelength Division Multiplexing (DWDM) aj niekoľko
SDH kanálov môže byť odoslaných na niekoľkých rôznych vlnových dĺžok cez
jeden optický kanál. Tieto technológie sú aplikované ako na Ethernete tak ak
na WLAN sietiach.
• Sieťová vrstva
Najčastejším protokol sieťovej vrstvy je protokol IP(Internet protocol). Je to
najdôležitejšia vrstva všetkých zahrnutých komponentov v koncových systé-
moch.
Na sieťovej vrstve sú údaje porovnávané a vymieňané medzi sebou pri správ-
nom smerovaní - tento proces sa nazýva smerovanie IP paketov. Každý paket
je zhodnotený osobitne. Na základe vypočítanej smerovacej informácie, každý
smerovač určí ideálnu trasu paketu na prijímač. Každý paket nesie plné infor-
mácie potrebné pre smerovanie v IP sietiach, hoci môže ísť rôznymi cestami.
Každý paket sa môže rozdeliť na ďalšie menšie jendotky. Defragmentácia je
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vykonávaná len prijímačom. S MTU(Maximum Transmission Unit) najlepšia
možná veľkosť IP paketu použitá pre pripojenie. Typická veľkosť MTU v sú-
časnosti je 1500 Bytov.
Pre jeden IP paket smerovač potrebuje len informácie o tom, kde má paket
smerovať. V mnohých prípadoch len prijímacia adresa IP paketu, ako aj infor-
mácia o statuse linky je vyžadovaná. Decentralizovaná štruktúra narastajúca
jeho next-hop adresou princípom je zriadenie premostením jednotlivých kom-
ponentov v prípade poruchy a výsledkovo porúchaným Internetom.
Správanie smerovačov je vysokým príznakom modelov. Na jednej strane s ich
rozhodnutím smerovania sa ovplyvňuje oneskorenie IP paketov v prenose dát.
Na druhej strane vyrovnávacia pamäť BUFFER smerovačov umiestňujú pa-
kety do čakacej rady, príkladom je FIFO.
• Transportná vrstva
Komunikácia na transportnej vrstve je komunikácia koncových bodov na In-
ternete medzi odosielačom a prijímačom. Transportné protokoly komunikujú
medzi koncovými zariadeniami a nie je prerušovaný smerovačmi alebo inými
sieťovými komponentami. Na transportnej vrstve pracujú hlavné 2 protokoly:
– UDP
Úlohou UDP protokolu je adresovanie aplikovaných procesov na komuni-
kačných užívateľov a identifikovanie problémov v komunikácii. Jednotkou
je User Datagram Protocol (UDP) datagram. Jedná sa o nespoľahlivý pro-
tokol.
– TCP
Je spoľahlivý, komplexný protokol, ktorý poskytuje spoľahlivú komuni-
káciu medzi odosielateľom a prijímateľom. Spoľahlivou komunikáciou sa
myslí kompletná a korektná výmena dát, ktorá garantuje identifikáciu
vzniknutých problémov. Trvanie spozdenia zapríčiňuje RTT(Roundtrip
Time) medzi odosielateľom a prijímateľom. Pozostáva z 3 fáz, tieto fázy
sú naviazanie spojenia, priebeh spojenia a ukončenie spojenia.
Po inicializácii vysielania dát sa naštatuje TCP segment obsahujúci HTTP
požiadavok klienta. Server príjme správu prvý s tým, že to pošle v troch
rozdielnych TCP segmentoch,ktoré sú prijímané klientom.
V protokole TCP môžeme nájsť 2 algoritmy na regulovanie prenosu dát:
∗ Riadenie toku dát
vyhnutie sa zahlteniu alebo pomalému zahlteniu prijímača
∗ Kontrola zahltenia
vyhnutie sa zahlteniu siete sieťovými komponentami ako smerovač s
pomalými linkami
• Aplikačná vrstva
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Aplikačná vrstva obsahuje všetky protokoly, ktoré vyžadujú implementáciu do
aplikácií. Protokoly TCP a UDP určujú správanie aplikácií. Napríklad proto-
koly Hypertext Transfer Protocol (HTTP) , e-mailové služby používajú veľmi
často spoľahlivý TCP protokol. Charakteristika presunutých dát závisí ale na
správaní aplikácie, takisto ako implementovanie protokolu TCP na oboch ko-
munikačných systémoch.
Aplikácie reálneho využitia (RTT) využívajú protokol UDP. Jedná sa o video
stream, Voice over Internet Protocol (VoIP), videokonferencie. S protokolom
UDP správanie sa Protocol Data Unit (PDU) je efektívne pod kontrolou apli-
kácie. Príznačné protokoly pre protokoly aplikačnej vrstvy:
aplikácia aplikačná vrstva typicky transportná vrstva
WWW HTTP TCP
Email SMTP, IMAP, POP TCP
úložisko súborov FTP TCP
TELNET, Secure Shell TELNET, SSH TCP
Sieťový menežment SNMP UDP
Domain Name Server DNS UDP, TCP
Autorizácia RADIUS TCP
VoIP RTP UDP
Stream RTP, RTCP UDP
Tab. 4.1: Tabuľka služieb
4.2 TCP Equilibrium
TCP má 3 fázy komunikácie v rámci jeho komunikácie. Sú to:
1. Pomalá štartovacia fáza, ktorá sa zobrazí na začiatku TCP procesu alebo
po preposlaní TCP segmentu kvôli spozdeniu siete.
2. Fáza proti zahlteniu siete
V tejto fáze spojenie TCP dosiahne maximálnu priepustnosť. Podstatné
je, že preposielanie TCP segmentu je obecný proces algoritmu TCP proti
zahlteniu siete, a tým dosiahneme maximálnu priepustnosť.
3. Preposielanie stratených dát, alebo rýchle preposlanie
Pri strate paketu, fáza proti zahlteniu siete zaháji rýchle preposlanie,
prípadne preposlanie stratených dát, toto závisí na forme TCP. Ak sa
objaví time-out, opakuje sa proces od úvodnej fázy.
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4.3 Meranie TCP priepustnosti, šírky pásma
Pre meranie šírky pásma musíme dbať na detail, že sa na prenosovom médiu
nachádzajú rôzne prenosové rýchlosti, ako aj rôzne šírky pásma, časové intervaly.
Pre meranie TCP priepustnosti musíme dbať na to, že sa jedná o nielen jedno
spojenie. Je nutné zistiť, či sa nenachádza nejaká ďalšia prevádzka.
4.4 TCP metriky
Pre protokol TCP, vychádzajúc z referenčného modelu RFC6349 [1], poznáme 3
základné metriky pre protokol TCP:
• metrika Transfer Time Ratio
Hodnota medzi aktuálnou hodnotou prenesených údajov a ideálnou hodnotou
prenesených údajov.
Aktuálny čas prenosu dát je čas zabratý za prenos bloku dát za čas TCP
spojenia.
Ideálny čas prenosu dát vychádza z maximálnej dostupnosti TCP priepust-
nosti, je to podobné šírke pásma a technikám pre vrstvy L1 - L4. Platí vzťah
4.1 podľa [1], kde sa jedná o použitý vzorec pre určitú situáciu s danými
použitými veličinami popísanými vo vzťahu 4.1
𝐹𝑃𝑆 = 𝐹𝑦𝑧𝑖𝑐𝑘á 𝑟ý𝑐ℎ𝑙𝑜𝑠ť 𝑙𝑖𝑛𝑘𝑦 𝑇/𝐸(𝑀𝑇𝑈 + 𝑃𝑃𝑃 + 𝐹𝑙𝑎𝑔𝑠+ 𝐶𝑅𝐶).8 = (−) (4.1)
, kde rýchlosť linky T/E je rýchlosť linky T1/E1, MTU je veľkosť paketu, PPP
je hodnota zapúzdrenia PPP, Flags je hodnota poľa flags a CRC je hodnota
detekovaného kódu v CRC poli.
• Spozdenie vyrovnávacej pamäte BUFFER Spozdenie vyrovnávacej
pamäte je nárast spozdenia v priebehu testu TCP priepustnosti alebo základ-
ného spozdenia. Platí vzťah 4.2 ,platný podľa [1]:
𝑆𝑝𝑜𝑧𝑑𝑒𝑛𝑖𝑒 𝑏𝑢𝑓𝑓𝑒𝑟𝑎 = 𝑃𝑟𝑖𝑒𝑚𝑒𝑟𝑛é 𝑠𝑝𝑜𝑧𝑑𝑒𝑛𝑖𝑒− 𝑧á𝑘𝑙𝑎𝑑𝑛é 𝑠𝑝𝑜𝑧𝑑𝑒𝑛𝑖𝑒
𝑧á𝑘𝑙𝑎𝑑𝑛é 𝑠𝑝𝑜𝑧𝑑𝑒𝑛𝑖𝑒 .100 = (%)
(4.2)
4.5 ISO/OSI referenčný model
OSI referenčný model [27], definuje implementáciu sieťových rámcov do 7 vrstiev:
1. Fyzická vrstva
Predstavuje ju tok bitov, elektrických signálov, rádiových impulzov v rámci
celej siete. Hardvér posiela a prijíma dáta zahrňujúc káble, karty, fyzické as-
pekty. Patrí sem napr. Fast Ethernet, RS-232, ATM protokoly.
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2. Linková vrstva
Linková vrstva kóduje a dekóduje tok bitov. Linková vrstva je rozdelená na 2
podvrstvy: vrstva kontroly media(MAC), vrstva kontroly linkovej vrstvy(LLC)
Patria sem protokoly: PPP, FDDI, Frame relay.
3. Sieťová vrstva
Poskytuje technológie prepínania a smerovania, vytvárania logických ciest, ako
aj vytvárania okruhov(komunikácia koncových zariadení). Taktiež poskytuje
adresáciu zariadení, ošetrenie problémov, sekvenciu paketov.
4. Transportná vrstva
Poskytuje presun dát medzi koncovými zariadeniami, a je zodpovedná za ko-
munikáciu koncových zariadení. Patria sem protokoly TCP a UDP.
5. Relačná vrstva
Relačná vrstva je zodpovedná za komunikáciu medzi aplikáciami. Reguluje
konverzácie, výmeny a komunikáciu medzi aplikáciami.
6. Prezentačná vrstva
Na prezentačnej vrstve prebieha šifrovanie a odšifrovanie dát. Spracúva dáta
do podoby, ktorú dané aplikácie vyžadujú. Typické protokoly sú pre aplikačnú
vrstvu ASCII, TIF, GIF, JPEG, EBCDIC.
7. Aplikačná vrstva
Spracúva procesy(aplikácie) koncového užívateľa. Medzi základné služby patria
prenos dát, e-mail, Telnet, protokol HTTP.
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5 PRIPRAVENÉ UŽÍVATEĽSKÉ PROSTREDIA
V rámci bakalárskej práce som si pripravil niekoľko softvérov, väčšina z nich pracuje
na platforme linuxovej, niektoré na platforme Windows. Tieto pomocné aplikácie sú
ping v kapitole 5.2.1, pathping v kapitole 5.2.2.Hlavnou pripravenou aplikáciou je
Iperf v kapitole 5.3. Každá z týchto aplikácií pracuje s protokolmi TCP, UDP. Na
počítači, ktorý beží pod operačným systémom Xubuntu 15.04 som pripravil pre ko-
munikačné potreby, ktorý vidíme na obrázku 5.1. Pripravil som si virtuálny server,
ktorý je umiestnený na fakulte pod IP adresou 147.229.149.9, kde pomocou proto-
kolu NX, ktorý spolupracuje s protokolom Secure Shell (SSH) na odosielanie dát, sa
naň pripojím pomocou aplikácie NoMachine. Na servri, kde beží operačný systém
Ubuntu 14.10 je nainštalovaný Iperf a to vo verziách 2 a 3. Obe verzie bežia pod
obidvomi operačnými systémami. Ďalej som testoval nástroje Ping a Pathping. Ďa-
lej som nainštaloval prostredie Ostinato Traffic Analyze je popísaný v kapitole 5.4,
ktorý nielen analyzuje, ale aj kontroluje IP trafiku pomocou programu Wireshark.
5.1 Pripravený virtualizovaný server
Pre potreby bakalárskej práce som pripravil v prostredí VMware player virtualizo-
vaný systém (ukážka na obrázku 5.1), ktorý sa bude správať ako server. Na tomto
virtualizovanom servri som pripravil a nainštaloval operačný systém Ubuntu 14.10.
Na tento virtualizovaný server sa pripojím pomocou programu NoMachine, kde za
pomoci protokolu NX sa pripájam na tento server. Na základe potrieb pre mera-
nie parametrov počítačových sietí si daný server nastavím pre potreby merania.
Na danej stanici je nainštalovaný ako aj Iperf, tak i Wireshark na zachytávanie a
overovanie paketov.
Obr. 5.1: ukážka pripraveného servera
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5.2 Aplikácie Ping a Pathping
5.2.1 Ping
Ping [11] je nástroj na testovanie dostupnosti uzla. Ide o kombináciu správ protokolu
ICMP, teda o tzv. Echo Request a Echo Reply. Tento program pošle sériu paketov
do cieľovej adresy a čaká na odpoveď. Niektoré varianty nástroja ping:
• ping -t - urobí toľko testov, pokiaľ užívateľ nepreruší príkaz
• ping -a - urobí prepis adresy na meno
• ping -n - vykoná presný počet pokusov o odpoveď
• ping -l - zistí veľkosť vyrovnávajúcej pamäte pri odoslaní
Príklad výpisu pomocou príkazu ping:
C:/>ping 10.190.22.215
Pinging 10.190.22.215 with 32 bytes of data:
Reply from 10.190.22.215: bytes=32 time=1ms TTL=63
Reply from 10.190.22.215: bytes=32 time=1ms TTL=63
Reply from 10.190.22.215: bytes=32 time=1ms TTL=63
Reply from 10.190.22.215: bytes=32 time=1ms TTL=63
Ping statistics for 10.190.22.215:
Packets: Sent = 4, Received = 4, Lost = 0 (0% loss),
Approximate round trip times in milli-seconds:
Minimum = 1ms, Maximum = 1ms, Average = 1ms
Príkazom ping možno zistiť množstvo odoslaných a prijatých paketov, stratovosť
paketov, a predovšetkým minimálny, maximálny a priemerný RTT.
5.2.2 Pathping
Pathping [14] kombinuje funkcie príkazov ping a tracert. Určitú dobu opakovane za-
siela všetkým smerovačom medzi zdrojom a cieľom správy s požiadavkou na odozvu a
na základe vracajúcich paketov od jednotlivých smerovačov získava výsledky. Keďže
pathping zobrazuje úroveň straty paketov na všetkých uzloch môže určiť kde v sieti
vznikajú problémy . Príklad použitia aplikácie pathping:
C:/>pathping 10.190.22.215
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Tracing route to 10.190.22.215 over a maximum of 30 hops
0 A03_626b.kn.vutbr.cz [147.229.220.6]
1 irf-kn.kn.vutbr.cz [147.229.220.1]
2 10.190.22.215
Computing statistics for 50 seconds...
Source to Here This Node/Link
Hop RTT Lost/Sent = Pct Lost/Sent = Pct Address
0 A03_626b.kn.vutbr.cz
[147.229.220.6]
0/ 100 = 0% |
1 5ms 0/ 100 = 0% 0/ 100 = 0% irf-kn.kn.vutbr.cz
[147.229.220.1]
0/ 100 = 0% |
2 2ms 0/ 100 = 0% 0/ 100 = 0% 10.190.22.215
Trace complete.
5.3 Iperf
Iperf [15] je nástroj, ktorý pracuje s dvomi protokolmi, a to:
• TCP
Na základe protokolu TCP môžeme merať priepustnosť a šírku pásma
• UDP
Na základe protokolu UDP môžeme merať stratovosť a veľkosť jittera.
5.3.1 Základné vlastnosti Iperf
Základné vlastnosti práce Iperfu sú uvedené v kapitole 5.3. Predstavme si topológiu
zapojenia 5.2 Tento nástroj má aj svoju grafickú podobu Jperf, ale na základe
použitých štatistík je nástroj Iperf presnejší. Prostredie Iperf môže byť inštalované
ako na platforme Windows, tak aj na platforme Linuxovej. Jedno rozhranie musí
byť nastavené ako server a jedno minimálne ako klient.
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Obr. 5.2: topológia pre testy s programom Iperf medzi virtuálnym OS a fyzickým
OS
5.3.2 Iperfv2
Na začiatok by som vysvetlil správanie sa programu Iperf. Ako bolo uvedené v
kapitole 5.3 pracuje s protokolom TCP aj protokolom UDP.
Pri TCP prenose sa naviaže TCP spojenie, prenesú sa dátové segmenty na ktorých
sa merajú vyžadované veličiny klienta a následne sa spojenie ukončí.
Princíp UDP prenosu je obdobný obecnému UDP, nastáva prenos dát bez ohľadu
na stratovosť paketov, odmerajú sa vyžadované veličiny.
Základný test TCP
Primárne je nutné si overiť komunikáciu medzi klientom a serverom, ideálne pomo-
cou príkazu ping. Následne jedno rozhranie nastavíme ako server, druhé zariadenie
ako klienta. Po naviazaní TCP respektíve UDP spojenia môžeme sledovať štatistické
testy danej topológie. Príkladom sú príklady testovania TCP testu, teda nastavenie
servera 5.3 a 5.4:
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Obr. 5.3: nastavenie TCP servera s nastavením window size
Obr. 5.4: nastavenie TCP klienta pre rôzne hodnoty windows size
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Základný test UDP
Iperf môže merať ako TCP prenos, tak aj UDP prenos. UDP prenos väčšinou udáva
informácie o Jitteri a stratovosti paketov. Na udržanie dobrej kvality linky je ideálne
mať stratovosť maximálne 1 %. Jitter je jednoducho povedané variácia spozdenia a
nie je závislý na spozdení.
Obr. 5.5: nastavenie UDP servera
Ďalšie možnosti nástroja Iperf
Medzi základné funkcie nástroja Iperf patria meranie TCP a UDP, prostredie Iperf
má však ďalšie funkcie ako napr.:
• formát dát - možno zobrazovať výsledky aj v iných jendotkách ako napr.
kb/s, Gb/s, Tb/s
• obojstranný test - možno merať naraz na serveri aj na klientovi, možno
otestovať obojstranný test naraz tzv. paralelný(-d), dvojnásobný test(-r), pa-
ralelný test(-p)
• Komunikačný port, časovanie, interval medzi testami - nastavenie ako
komunikačného portu(defaultný je port 5000), nastavenie dĺžky doby testovania(-t),
ako aj interval v danej dobe(-i)
34
Obr. 5.6: nastavenie UDP klienta
• Maximálna veľkosť segmentu - najväčšie množstvo dát, ktoré počítač pod-
poruje v jednom, nefragmentovanom TCP segmente (-m)
5.3.3 Iperfv3
Iperf3 [9], tak isto ako Iperf 2 je dostupný ako aj pre platformu Windows tak aj pre
Linuxové distribúcie. Po upgradnutí Iperf2 na Iperf3 pribudlo niekoľko funkcií:
• priehľadnejší výpis prenosových rýchlostí, jitteru, stratovosti dát
• počet preposlaných paketov v TCP komunikácii
• priemerné vyťaženie klienta a servera (tzv. V-flag)
• podporuje "nulovú"kópiu TCP spojenia (tzv.Z-flag)
• Podpora JSON formátu (tzv. J-flag)
5.4 Ostinato traffic analyze
Nástroj Ostinato [16] je veľmi blízky nástroj, je podobný typu Wireshark. Ostinato
podlieha klient-server architektúre. V podstate sa klient na počítači pripája na ser-
ver. Celý proces prebieha na niekoľkých operačných systémoch, napr. klient beží na
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operačnom systéme Windows, zatiaľčo server beží pod operačným systémom Linux.
Celý program pracuje na základe "portlistu", teda zoznamu portov. Po vybratí portu,
IP adries, ako aj ďalších parametrov sa spustí odchytávanie paketov. Celý proces pre-
bieha na základe výberu portu, výberu streamu. Pre daný stream si vyberieme akým
sieťovým protokolom bude komunikácia prebiehať. Po prebehnutí testu je možné
dáta odoslané ako prijaté analyzovať. Následné štatistiky možno zobraziť následne
pomocou programu WireShark. Ukážka použitia programu Ostinato je na obrázkoch
5.7 a 5.8.
Obr. 5.7: nastavenie množstva zachytávaných paketov
Obr. 5.8: výsledky merania na porte 0-0
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Taktiež existuje ďalších niekoľko nástrojov pre meranie TCP a UDP. Jedným z
nich je napríklad SmokePing, tento nástroj zmeria TCP respektíve UDP spojenie a
vygeneruje grafy.
5.5 Štatistické spracovanie
Po ukážkovom odmeraní TCP a UDP testov sme nadobudli určité výsledky. Tieto
výsledky budeme aplikovať do nasledujúcich tabuliek a grafov, na základe ktorých
rozhodneme, aké parametre ovplyvňujú chovanie sa počítačovej siete za chodu TCP
a UDP meraní.
Názorná ke ukážka tabuľky 5.1 pre zhodnotenie TCP merania, ktoré bolo realizo-
vané programom Iperfv3, kde výsledky následne vynesieme do grafickej závislosti na
obrázku 5.9 .
časový interval [s] Priemerná pre-
nosová rýchlosť
za časový inter-
val [Mb/s]
0 - 1 54,5
1 - 2 63
2 - 3 61,5
3 - 4 60,2
4 - 5 60,1
Tab. 5.1: Ukážka zhodnotenia zmeraných hodnôt do priehľadnej tabuľky
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Obr. 5.9: ukážka vyhodnotenia merania parametrov počítačových sietí
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6 NÁVRH METODIKY MERANIA A MERA-
NIE PARAMETROV POČÍTAČOVÝCH SIETÍ
6.1 Úvod
Úvodom do metodiky merania TCP/IP meraní by som rád predstavil, o čom sa bude
daná metodika zaoberať. Metodika sa bude zaoberať meraním ako aj TCP testov
prenosových rýchlostí tak aj meraním UDP prenosových rýchlostí, veľkostí Jittera,
stratovosti paketov v daných prenosoch.
Pre metodiku budem voliť meranie s dĺžkou 5 sekundových, 10 sekundových a 15 se-
kundových testov z dôvodu otestovania počítačovej siete nielen pre 1 dĺžku merania,
a druhým parametrom je, aby tieto intervali boli rovnomerne násobné. Na základe
výsledkov z meraní vyhodnotím celkovú metodiku ako aj faktory, ktoré ovplyvňujú
veľkosť prenosových rýchlostí TCP a UDP spojení v počítačových sietiach.
Meranie bolo testované a následne vyhodnotené. Meranie by mohlo byť aj hodinové,
ale obnášalo by obrovská dátová prevádzka a efektivita prenosu by sa zásadne zhor-
šila. Vzniká tým čiastočná eliminácia chyby. Samozrejme to nie je vždy presné a
závisí od aktuálnej prevádzky na sieti.
6.2 Vymedzenie základných pojmov
Prenosová rýchlosť udáva, aký objem informácií sa prenesie za jednotku času.
Základnou jednotkou je bit za sekundu (bps, b/s). Jednotka udáva, koľko bitov in-
formácie je prenesených za jednu sekundu. Tiež používa aj násobky jednotky ako
napr. kb/s, Mb/s, Gb/s, Tb/s. V reálnych podmienkach siete sa potom jedná o
priepustnosť, ktorá je ovplyvnená reálnou situáciou na sieti.
Prenosová kapacita je komplexné meranie maximálneho množstva dát, ktoré
môžu byť transferované medzi sieťové lokalizácie cez link alebo sieťovú cestu. Pre-
tože množstvo meraných premenných a scenárií, aktuálna sieťová kapacita je málo
krát presná.
Jitter je nežiadúca odchýlka jednej alebo viacerých charakteristík periodického sig-
nálu v elektronike a telekomunikáciach. V rámci metodiky je možné definovať Jitter
ako nezrovnalosť , s ktorými paketmi v prenose dorazia.
Paralelný test je počet simulovaných spojených na server. Defaultná hodnota je
1, no v praxi sa používa hodnota väčšia ako 1. Pre TCP a UDP meranie sa preto
nastavujú i iné parametre.
Veľkosť rámca je veľkosť rámca, ktorý sa prenesie v danej počítačovej sieti za jed-
notku času. Veľkosť rámca má dva odlišné pojmy, jeden pre TCP spojenie a jeden
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pre UDP spojenie. Pre TCP segment to je veľkosť okna (window size) a pre UDP
datagram to je tzv. Buffer size. Nemožno merať pre každú hodnotu veľkosť windows
size či buffer size, ale môžeme zvoliť niekoľko hodnôt pre ktoré daný test vykonáme.
Interval merania je dĺžka merania v rámci TCP alebo UDP merania. Definuje čas
záznamu pre prenosovú rýchlosť, Jitter a stratovosť paketov v rámci merania.
6.3 Vymedzenie meracích strán
Merací server je strana, ktorá poskytuje klientovi dáta a služby na vyžiadanie.
Merací server musí byť vystavený lepším vybavením hardvéru, nezávislosť pripojenia
zo strany klientov a garantovanie dodania informácií o vyžadovaných parametroch.
Meracia stanica je meracia strana, ktorá má funkciu prijímača dát a prijíma služby,
ktoré si sama vyžiadala. Prijaté dáta sú zaznamenané k ďalšiemu spracovaniu.
6.4 Postup merania
Úvodom do merania si predstavíme, na základe akej siete budeme pracovať a merať
jednotlivé parametre.Vychádzajme zo zapojenia podľa obrázku 6.1.
Obr. 6.1: topológia pre testy s programom Iperf medzi virtuálnym Operačným Sys-
témom (OS) a fyzickým OS
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6.4.1 Meranie RTT a trasy prenosu
Zistenie hodnoty RTT
Round trip time je čas cestovania paketu zo zdrojovej adresy do cieľovej adresy
a späť. Skutočný čas tohoto procesu je meraný v milisekundách a mikrosekundách.
Na otestovanie veľkosti RTT slúži príkaz ping.
Po zistení IP adresy servera pomocou príkazu ifconfig si vyskúšame, či existuje
plná konektivita medzi fyzickým operačným systémom a systémom pod virtualizo-
vaným serverom. Testovanie prebehne ako test pingu na server, ktorý je umiestnený
pod IP adresou 147.229.149.9.
Test aplikujeme pomocou príkazu ping 147.229.149.9 a prebehol nasledovne:
PING 147.229.149.9 (147.229.149.9) 56(84) bytes of data.
64 bytes from 147.229.149.9: icmp_seq=1 ttl=60 time=0.607 ms
64 bytes from 147.229.149.9: icmp_seq=2 ttl=60 time=0.624 ms
64 bytes from 147.229.149.9: icmp_seq=3 ttl=60 time=0.576 ms
64 bytes from 147.229.149.9: icmp_seq=4 ttl=60 time=0.587 ms
64 bytes from 147.229.149.9: icmp_seq=5 ttl=60 time=0.603 ms
64 bytes from 147.229.149.9: icmp_seq=6 ttl=60 time=0.682 ms
64 bytes from 147.229.149.9: icmp_seq=7 ttl=60 time=0.582 ms
64 bytes from 147.229.149.9: icmp_seq=8 ttl=60 time=0.567 ms
–- 147.229.149.9 ping statistics –-
8 packets transmitted, 8 received, 0% packet loss, time 7000ms
rtt min/avg/max/mdev = 0.567/0.603/0.682/0.042 ms
Po prebehnutí testu sme zistili, že medzi fyzickým OS a serverom je plná konektivita
a RTT vieme zistiť z výpisu príkazu ping. Z daného merania si zistíme, že hodnota
Round Trip Time je 0,603 ms.
Zistenie trasy merania
V druhom kroku si otestujeme trasu medzi užívateľom na fyzickom operačnom sys-
téme a serverom. Toto aplikujeme pomocou príkazu traceroute 147.229.149.9.
Výstup príkazu je nasledujúci:
traceroute to 147.229.149.9 (147.229.149.9), 30 hops max, 60 byte packets
1 irf-kn.kn.vutbr.cz (147.229.220.1) 1.415 ms 1.527 ms 1.667 ms
2 gw-list.net.vutbr.cz (147.229.253.87) 8.722 ms 8.832 ms 8.984 ms
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3 hp-kou.net.vutbr.cz (147.229.252.33) 0.945 ms 1.197 ms 1.593 ms
4 hp-pal.net.vutbr.cz (147.229.254.138) 1.735 ms 1.949 ms 2.112 ms
5 Challange.feec.vutbr.cz (147.229.149.9) 0.648 ms 0.698 ms 0.668 ms
6.4.2 Meranie Downloadu
Meranie downloadu som aplikoval nasledovne. Celé meranie prebehlo pomocou prog-
ramu Iperfv3 a za pomoci Wiresharku, pomocou ktorého som si overil veľkosť Win-
dows size.
TCP Windows size je maximálne množstvo prijatých dát uvádzaných v Bytoch,
čo je odmerané na prijímacej strane pripojenia. Na strane klienta som nastavil veľ-
kosť Windows size, na strane servera som nastavil, že iperf pracuje v režime server.
Protistrana sa vzájomne dopĺňa o danej nastavenej hodnote.
V rámci merania downloadu som nastavoval niekoľko veľkostí TCP Windows
size,ako aj UDP Buffer size. Pre TCP meranie som aplikoval meranie na 5, 10 a
15 sekúnd. Z toho vznikli výstupné hodnoty potrebné na vyhodnotenie merania. V
rámci UDP vznikala určitá stratovosť a rôzna veľkosť Jittera. Server som nastavil
na strane fyzického operačného systému, teda na fyzickom operčnom systéme som
nastavil v programe iperf mód server pomocou príkazu iperf3 -s, zatiaľ čo kli-
enta som nastavil aby prijímal pakety na strane servera umiestneného om nastavil
v tomto prípade veľkosť windows size na 64 kB, na UTKO ako klienta v programe
iperf pomocou príkazu iperf3 -c 147.229.149.9 -w 64000 -t 5 -i 6,kde tým
pádom fyzický OS prijímal dáta od serveru, ktorý dáta odosielal a tým pádom na-
stalo meranie parametru, ktorý sa volá download.
Meranie TCP downloadu
Meraním TCP downloadu som získal nastavovaním rôznych veľkostí Window size, a
to veľkosti 500B, 1 kB, 2 kB, 4kB, 16kB, 32kB, 64kB, 128kB a výsledkom boli rôzne
prenosové rýchlosti. Meranie som aplikoval na testy, ktoré trvali 5s, 10s a 15s. Keďže
TCP opakovane prenáša neprenesené pakety, nemerá sa stratovosť paketov. Z me-
rania som získal závislosť medzi veľkosťou Windows size a nameraných prenosových
rýchlostí. Výsledky boli nasledujúce:
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windows size [kB] Priemerná prenosová rýchlosť
za 5s, 10s a 15s[Mb/s]
0,5 9,88
1 9,90
2 16,70
4 34,87
16 74,43
32 77,23
64 76,53
128 75,33
Tab. 6.1: Tabuľka nameraných TCP prenosových rýchlostí downloadu v závislosti
na veľkosti Window size
Odmerané hodnoty nájdete v tabuľkách A.1, A.2 a tabuľke A.3 v prílohe. Z
týchto hodnôt som získal ich strednú hodnotu ako celkový výsledok merania. Celkové
výsledky merania nájdeme v tabuľke 6.1. Z nameraných výsledkov môžeme dostať
graf 6.2 závislosti veľkosti window size na prenosovej rýchlosti:
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Meranie veľkosti prenosovej rýchlosti downloadu TCP spojenia v závislosti na veľkosti windows size
Obr. 6.2: Graf závislosti prenosovej rýchlosti downloadu na veľkosti window size
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Štatistickým vyhodnotením merania TCP downloadu možno na základe tabuľky
6.2 zistiť veľkosť maximálnej, minimálnej a priemernej prenosovej rýchlosti a veľkosti
odchýlky merania na základe štatistických výpočtov vykonaných za pomoci stránky
*http://www.kalkulacka.info/statisticke-vypocty:
windows
size [kB]
Minimálna
prenosová
rýchlosť za
dobu 5, 10,
15 s [Mb/s]
Maximálna
prenosová
rýchlosť za
dobu 5, 10,
15 s [Mb/s]
Priemerná
prenosová
rýchlosť za
dobu 5, 10,
15 s [Mb/s]
Odchýlka
merania za
dobu 5, 10,
15 s [Mb/s]
0.5 7.88 13.7 9.88 2.7
1 7.88 13.6 9.9 2.62
2 16.4 17.3 16.7 0.42
4 34.4 35.3 34.87 0.37
16 72.3 76.8 74.43 1.84
32 75.7 79.6 77.23 1.7
64 74.8 78.3 76.53 1.43
128 72.5 76.5 75.33 1.89
Tab. 6.2: Štatistika nameraných prenosových rýchlostí TCP downloadu za 5, 10, 15s
Meranie UDP downloadu
Meraním UDP downloadu som získal nastavovaním rôznych veľkostí Buffer size
rôzne prenosové rýchlosti. Keďže UDP neopakuje neúspešné spojenia, merá sa stra-
tovosť paketov a Jitter tiež spolu s prenosovou rýchlosťou. Z merania som získal
závislosť medzi veľkosťou Buffer size a nameraných prenosových rýchlostí, strato-
vosti paketov a veľkosti Jittera. Pre meranie je nastavený parameter -b 100m, čo
znamená že prípojka sa snaží odosielať 100 Mb/s. Výsledky uvedené podľa tabuľky
6.3 boli nasledujúce: Meranie prebehlo ako meranie prenosových rýchlostí, jittera
a stratovosti paketov za doby 5s, 10s a 15s. Namerané výsledky nájdeme v prílohe
v tabuľkách A.7, A.8, A.9.Opäť je celková hodnota prenosovej rýchlosti rovná
priemeru nameraných prenosových rýchlostí. Následne v grafickom spracovaní grafu
6.3 mi vyšlo:
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buffer size [kB] Priemerná prenosová rýchlosť
za 5s, 10s a 15s[Mb/s]
0,5 94,53
1 94,67
2 94,67
4 94,53
16 94,67
Tab. 6.3: Tabuľka nameraných UDP priemerných prenosových rýchlostí downloadu
v závislosti na veľkosti buffer size
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Graf závislosti prenosovej rýchlosti UDP downloadu na veľkosti buffer size
Obr. 6.3: Graf závislosti UDP prenosovej rýchlosti downloadu na veľkosti buffer size
Štatistickým vyhodnotením merania UDP downloadu môžeme získať parametre
ako maximálna, manimálna, priemerná prenosová rýchlosť a jej odchýlka v tabuľke
6.4.
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buffer size
[kB]
Minimálna
prenosová
rýchlosť za
dobu 5, 10,
15 s [Mb/s]
Maximálna
prenosová
rýchlosť za
dobu 5, 10,
15 s [Mb/s]
Priemerná
prenosová
rýchlosť za
dobu 5, 10,
15 s [Mb/s]
Odchýlka
merania za
dobu 5, 10,
15 s [Mb/s]
0.5 94 95 94.53 0.41
1 93.9 95.2 94.67 0.56
2 93.9 95.1 94.67 0.48
4 93.6 95.1 94.53 0.66
16 94 95.1 94.67 0.48
Tab. 6.4: Štatistika merania UDP prenosových rýchlostí downloadu
Pri meraní downloadu za pomoci UDP protokolu vznikli aj namerané Jittery a
stratovosti paketov. Prvým začnem Jitterom, kde namerané hodnoty v tabuľke 6.5,
vznikli nasledujúce:
buffer size [kB] Priemerná hodnota
jittera za 5s, 10s a
15s[ms]
0,5 0,93
1 0,70
2 0,79
4 0,69
16 0,74
Tab. 6.5: Tabuľka nameraných veľkostí Jitteru downloadu UDP spojenia
Po vynesení hodnôt do grafu 6.4. Namerané hodnoty Jitteru nájdeme v prílohe
ako meranie 5s, 10s a 15s v tabuľkách A.10, A.11, A.12. Následne v grafickom
spracovaní mi vyšlo:
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Obr. 6.4: Graf závislosti veľkosti Jittera na veľkosti buffer size
Štatistickým vyhodnotením nameranej veľkosti Jittera podobne ako v predchá-
dzajúcich prípadoch môžeme vidieť v tabuľke 6.6:
buffer size
[kB]
Minimálna
veľkosť Jit-
tera za
dobu 5, 10,
15 s [ms]
Maximálna
veľkosť Jit-
tera za
dobu 5, 10,
15 s [ms]
Priemerná
veľkosť Jit-
tera za
dobu 5, 10,
15 s [ms]
Odchýlka
merania za
dobu 5, 10,
15 s [ms]
0.5 0,67 1,26 0,93 0,24
1 0,64 0,72 0,7 0,04
2 0,61 0,96 0,79 0,14
4 0,52 0,81 0,69 0,12
16 0,68 0,78 0,74 0,04
Tab. 6.6: Štatistika merania veľkosti UDP downloadu Jittera
Posledným parametrom je stratovosť paketov, kde celkové namerané hodnotý sú
v tabuľke 6.7 :
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buffer size [kB] Priemerná stratovosť paketov za
dobu 5s, 10s a 15s[%]
0,5 0,91
1 1,32
2 0,88
4 1,04
16 1,00
Tab. 6.7: Tabuľka veľkosti stratovosti paketov v závislosti na buffer size pre UDP
spojenie
Konkrétne namerané hodnoty nájdeme v prílohe v tabuľkách A.13, A.14 a A.15,
kde som opäť vyberal strednú hodnotu z nameraných hodnôt. Následne graficky v
grafe 6.5:
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Obr. 6.5: Graf závislosti veľkosti stratovosti paketov downloadu na veľkosti buffer
size
Štatistickým vyhodnotením merania UDP stratovosti paketov downloadu náj-
deme v tabuľke 6.8:
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buffer size
[kB]
Minimálna
veľkosť
stratovosti
paketov
za dobu 5,
10, 15 s [%]
Maximálna
veľkosť
stratovosti
paketov
za dobu 5,
10, 15 s [%]
Priemerná
veľkosť
stratovosti
paketov
za dobu 5,
10, 15 s [%]
Odchýlka
merania za
dobu 5, 10,
15 s [%]
0.5 0,74 1,1 0,91 0,15
1 0,95 1,9 1,32 0,42
2 0,81 1 0,88 0,09
4 0,67 1,6 1,04 0,4
16 0,84 1,3 1 0,21
Tab. 6.8: Štatistika merania UDP stratovosti paketov downloadu
6.4.3 Meranie uploadu
Meranie uploadu som aplikoval nasledovne. Celé meranie prebehlo pomocou prog-
ramu Iperfv3 a za pomoci WIresharku, pomocou ktorého som si overil veľkosť Win-
dows size. TCP Windows size je maximálne množstvo prijatých dát uvádzaných v
Bytoch, čo je odmerané na prijímacej strane pripojenia.
V rámci merania downloadu som nastavoval niekoľko veľkostí TCP Windows size
ako aj UDP Buffer size. Pre TCP meranie som aplikoval meranie na 5, 10 a 15 se-
kúnd. Z toho vznikli výstupné hodnoty potrebné na vyhodnotenie merania.
V rámci UDP vznikala určitá stratovosť a rôzna veľkosť Jittera. Server som nastavil
pomocou príkazu iperf3 -s na strane UTKO servera a na strane klienta som na-
stavil pomocou príkazu iperf3 -c 147.229.149.9 -w 64000 na strane fyzického
operčného systému.
Meranie TCP uploadu
Meraním TCP uploadu som získal nastavovaním rôznych veľkostí Window size rôzne
prenosové rýchlosti. Keďže TCP opakuje neúspešné spojenia, nemerá sa stratovosť
paketov. Z merania som získal závislosť medzi veľkosťou Windows size a nameraných
prenosových rýchlostí. Meranie prebehlo v rámci testov, ktoré trvali 5s, 10s a 15s.
Ich namerané hodnoty nájdeme v prílohe v tabuľkách A.4, A.5 a A.6. Výsledky,
uvedené v tabuľke 6.9 boli nasledujúce:
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windows size [kB] Priemerná prenosová rýchlosť
za dobu 5s, 10s a 15s[Mb/s]
0,5 7,92
1 7,88
2 13,1
4 25,37
16 58,3
32 62,7
64 76,47
128 86,8
256 92
512 91,73
Tab. 6.9: Namerané TCP prenosové rýchlosti uploadu
Po vynesení do grafickej podoby v grafe 6.6 :
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Meranie veľkosti prenosovej rýchlosti uploadu TCP spojenia v závislosti na 
veľkosti windows size
Obr. 6.6: Graf závislosti veľkosti TCP prenosových rýchlostí uploadu na veľkosti
buffer size
Štatistické spracovanie merania pozostáva z parametrov maximálnej veľkosti,
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minimálnej veľkosti a priemernej veľkosti prenosovej rýchlosti a jej odchýlka, čo je
zobrazené v tabuľke 6.10.
windows
size [kB]
Minimálna
veľkosť
prenosovej
rýchlosti
za dobu 5,
10, 15 s
[Mb/s]
Maximálna
veľkosť
prenosovej
rýchlosti
za dobu 5,
10, 15 s
[Mb/s]
Priemerná
veľkosť
prenosovej
rýchlosti
za dobu
5, 10, 15s
[Mb/s]
Odchýlka
merania
za dobu 5,
10, 15 s
[Mb/s]
0.5 6,87 9,94 7,92 1,43
1 6,89 9,84 7,88 1,38
2 11,7 13,9 13,1 0,99
4 24,5 26 25,37 0,63
16 57,7 59 58,3 0,54
32 62,3 63,1 62,7 0,33
64 75,3 78 76,47 1,13
128 86 88,3 86,8 1,06
256 91,9 92,1 92 0,08
512 91,4 91,9 91,73 0,24
Tab. 6.10: Štatistika merania TCP uploadu za dobu 5s, 10s a 15s
Meranie UDP uploadu
Meraním UDP uploadu som získal nastavovaním rôznych veľkostí Buffer size, ako aj
šírky pásma rôzne prenosové rýchlosti. Keďže UDP neopakuje neúspešné spojenia,
merá sa stratovosť paketov a Jitter tiež. Z merania som získal závislosť medzi veľkos-
ťou Buffer size a nameraných prenosových rýchlostí, stratovosti paketov a veľkosti
Jittera. Začal som meraním prenosových rýchlostí. Prebehlo na začiatku meranie po
dobu 5s, 10s a 15s. Výsledky merania nájdeme v prílohe v tabuľkách A.16, A.17 a
A.18. Výsledky, uvedeneé v tabuľke 6.11 boli nasledujúce:
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buffer size [kB] Priemerná prenosová rýchlosť
za 5s, 10s, 15s[Mb/s]
0,5 94,53
1 94,57
2 94,67
4 94,60
16 94,63
Tab. 6.11: Namerané hodnoty UDP prenosových rýchlostí uploadu
Po vynesení do grafickej podoby v grafe 6.7:
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Graf závislosti veľkosti Buffer size na Prenosovej rýchlosti merania UDP uploadu
Obr. 6.7: Graf závislosti veľkosti prenosových rýchlostí uploadu na buffer size
Pri štatistickom vyhodnotení merania UDP prenosovej rýchlosti, kde výsledky
štatistického vyhodnotenia vidíme v tabuľke 6.12.
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buffer size
[kB]
Minimálna
veľkosť
prenosovej
rýchlosti
za dobu 5,
10, 15 s
[Mb/s]
Maximálna
veľkosť
prenosovej
rýchlosti
za dobu 5,
10, 15 s
[Mb/s]
Priemerná
veľkosť
prenosovej
rýchlosti
za dobu 5,
10, 15 s
[Mb/s]
Odchýlka
merania
za dobu 5,
10, 15 s
[Mb/s]
0.5 93,8 95,2 94,53 0,57
1 93,8 95,1 94,57 0,56
2 94 95,2 94,67 0,5
4 94 95,1 94,6 0,45
16 94 95,2 94,63 0,49
Tab. 6.12: Štatistika merania UDP prenosových rýchlostí
Pri meraní uploadu za pomoci UDP protokolu vznikli aj namerané Jittery a
stratovosti paketov. Prvým začnem Jitterom. Test prebehol ako test za doby 5s, 10s
a 15s. Namerané hodnoty nájdeme v prílohe v tabuľkách A.19, A.20, A.21, kde
namerané hodnoty vznikli nasledujúce podľa tabuľky 6.13:
buffer size [kB] Priemerné hodnoty Jitteru
za 5s, 10s, 15s[ms]
0,5 0,69
1 0,64
2 0,76
4 0,70
16 0,68
Tab. 6.13: Namerané hodnoty Jittera UDP uploadu
Po vynesení do grafickej podoby v grafe 6.8:
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Obr. 6.8: Graf závislosti veľkosti Jittera UDP uploadu na buffer size
Štatistickým spracovaním merania Jittera dostaneme parametre, ako v predchá-
dzajúcich meraniach , tieto údaje sú zobrazené v tabuľke 6.14.
buffer size
[kB]
Minimálna
veľkosť jit-
tera
za dobu 5,
10, 15 s [ms]
Maximálna
veľkosť jit-
tera
za dobu 5,
10, 15 s [ms]
Priemerná
veľkosť jit-
tera
za dobu 5,
10, 15 s [ms]
Odchýlka
merania za
dobu 5, 10,
15 s [ms]
0.5 0,6 0,87 0,69 0,13
1 0,58 0,69 0,64 0,05
2 0,6 1,07 0,76 0,22
4 0,6 0,84 0,7 0,1
16 0,56 0,75 0,68 0,08
Tab. 6.14: Štatistika merania UDP uploadu veľkosti Jittera
Posledným parametrom je stratovosť paketov. Test prebehol rovnako, odmeral
som testy UDP za doby 5s, 10s a 15s. Výsledky emrania nájdeme v prílohe v tabuľ-
kách A.22, A.23 a A.24. Výsledok merania je v tabuľke 6.15:
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buffer size [kB] Priemerná stratovosť paketov za
dobu 5s, 10s a 15s [%]
0,5 0,78
1 0,79
2 0,74
4 0,78
16 0,79
Tab. 6.15: Tabuľka nameraných veľkostí stratovosti paketov UDP uploadu
Po vynesení do grafickej podoby v grafe 6.9:
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Obr. 6.9: Graf závislosti veľkosti prenosových rýchlostí stratovosti paketov uploadu
na buffer size
Po štatistickej stránke sú výsledky merania UDP stratovosti paketov uploadu
nasledovné v tabuľke 6.16.
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buffer size
[kB]
Minimálna
veľkosť
stratovosti
paketov
za dobu 5,
10, 15 s [%]
Maximálna
veľkosť
stratovosti
paketov
za dobu 5,
10, 15 s [%]
Priemerná
veľkosť
stratovosti
paketov
za dobu 5,
10, 15s [%]
Odchýlka
merania za
dobu 5, 10,
15 s[%]
0.5 0,49 1 0,78 0,21
1 0,39 1,1 0,79 0,3
2 0,49 0,89 0,74 0,18
4 0,61 0,95 0,78 0,14
16 0,68 0,95 0,79 0,12
Tab. 6.16: Štatistika merania UDP stratovosti paketov uploadu
6.4.4 Meranie prenosových rýchlostí pomocou webovo orien-
tovaných programov
Slúži ako prvá nápoveda pred presnejším meraním, toto meranie môže ovplyvniť
webový prehliadač, zapnutý wireshark, rôzne aplikácie. Pri meraní je vhodné si
overiť, aká veľkosť windows size sa prenáša.
Meranie som aplikoval na základe web stránky *http://speedtest.cesnet.cz. Na tejto
web stránke odmeráme prenosvú rýchlosť downloadu a uploadu na základe webového
rozhrania. Meranie som aplikoval na operačných systémoch Windows 7, kde som
meral v prehliadačoch Google Chrome a Firefox a na Xubuntu, kde som meral v
prehliadačoch Google Chrome a Firefox. Na obrázku 6.10 vidíme ukážku merania.
Obr. 6.10: meranie prenosových rýchlostí na web stránke
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Pri meraní prenosových rýchlostí na 2 počítačových staniciach som dosiahol na-
sledujúce výsledky obsahujúce pre meranie downloadu v tabuľke 6.17 a pre meranie
uploadu v tabuľke 6.18. Pre meranie downloadu nájdeme konkrétne výsledky me-
rania, ktoré pozostávali z 5 meraní pre každý prehliadač v jendotlivej platforme v
prílohe v tabuľkách A.25, A.26, A.27 a A.28 :
prehliadač Počítač s OS Linux Počítač s OS Windows
Google Chrome 88,38 Mb/s 93,32 Mb/s
Mozilla Firefox 93,19 Mb/s 94,36 Mb/s
Tab. 6.17: Priemerné hodnoty merania downloadu
Pre merania uploadu nájdeme konkrétne výsledky merania v prílohe v tabuľkách
A.29, A.30, A.31 a A.32.
prehliadač Počítač s OS Linux Počítač s OS Windows
Google Chrome 87,45 Mb/s 95,69 Mb/s
Mozilla Firefox 94,41 Mb/s 95,9 Mb/s
Tab. 6.18: Priemerné hodnoty merania uploadu
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7 ZHODNOTENIE PRÁCE
Cieľom práce bolo zoznámiť sa s rôznymi metodikami merania prenosových rých-
lostí, spozdenia a Jittera. V prvej časti práce boli rozobraté RFC, z ktorých boli
popísané: protokol SNMP, základy testovania rámcov, typy rámcov, parametre siete
ako spozdenie, priepustnosť počítačovej siete.
V druhej časti práce je popísaný protokol TCP/IP, výpočty TCP metriky, taktiež
aj rozdiel medzi protokolom TCP/IP a OSI.
V tretej časti boli testované nástroje na merania TCP a UDP protokolov. Z kaž-
dého nástroja je popísané aj demonštračné meranie. Merania prebehli hlavne pod
programom Iperf vo verzii 3.
V štvrtej časti je vytvorená a testovaná metodika merania práce. Metodika práce
prebehla v meraní downloadu a uploadu za pomoci programu Iperf vo verzii 3 a to
za pomoci protokolov ako aj UDP, kde sa to meralo za pomoci nastavenia Buffer size
a TCP za pomoci nastavenia veľkosti Window size. Na základe výsledkov merania
môžem zhodnotiť že pri meraní TCP sa postupným nastavovaním veľkosti Window
size menila prenosová rýchlosť downloadu či uploadu. Pre merania UDP to ale nie
je možné povedať, nakoľko pre nastavenie rôznych veľkostí Buffer size sa prenosová
rýchlosť nemenila a bola v rozsahu od 94 - 95 Mb/s. Veľkosť Jittera sa pohybovala
do 2ms a vzniknutá stratovosť paketov dosiahla nie viac ako 2%.
Meranie cez prostredie Iperf ale nebolo jediné, meranie som aplikoval aj pomocou we-
bovo orientovaného programu, kde som cez web stránku *http://www.speedtest.cesnet.cz,
kde som aplikoval sériu niekoľkých meraní pre downlaod a upload na platforme win-
dows a linux, na každej pre 2 rôzne prehliadače. Výsledky neboli veľmi odlišné od
merania pomocou Iperf a ďalej medzi prehlaidčmi sa výsledky veľmi neodlišovali.
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ZOZNAM SYMBOLOV, VELIČÍN A SKRATIEK
ACL Access Control List
ARP Address Resolution Protocol
ATM Asynchronous Transfer Mode
DUT Device under test
DWDM Dense Wavelength Division Multiplexing
EIGRP Enhanced Interiour Gateway Routing Protocol
FDDI Fiber Distributed Data Interface
FIFO First in First out
HDLC High-Level Data Link Control
HTTP Hypertext Transfer Protocol
ICMP Internet Control Message Protocol
IP Internet Protocol
LAN Local Area Network
LLC Link Layer Control
MAC Media Acces Control
MTU Maximum Transmission Unit
NomCap(L) Nominálna kapacita linky L
OS Operačný systém
OSI Open System Interconnection
OSPF Open Shortest Path First
PDU Protocol Data Unit
PPP Point-to-Point protocol
RIP Routing Information Protocol
RFC Request for Comment
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RTT Roundtrip Time
SDH Synchronous Digital Hierarchy
SNMP Simple Network Management Protocol
SSH Secure Shell
SONET Synchronous Optical NET-work
TCP Transmission Control Protocol
UDP User Datagram Protocol
VoIP Voice over InternetProtocol
WAN Wide Area Network
WLAN Wireless Local Area Network
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A TABUĽKY NAMERANÝCH HODNÔT
A.1 Tabuľky nameraných TCP spojení
A.1.1 Meranie TCP downloadu
windows size [kB] Prenosová rýchlosť [Mb/s]
0,5 13,7
1 13,6
2 16,4
4 34,4
16 72,3
32 75,7
64 74,8
128 72,5
Tab. A.1: Tabuľka merania TCP downloadu za 5s
windows size [kB] Prenosová rýchlosť [Mb/s]
0,5 7,88
1 7,88
2 16,4
4 35,3
16 74,2
32 76,4
64 76,5
128 72,5
Tab. A.2: Tabuľka merania TCP downloadu za 10s
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windows size [kB] Prenosová rýchlosť [Mb/s]
0,5 8,07
1 8,22
2 17,3
4 34,9
16 76,8
32 79,6
64 78,3
128 76,5
Tab. A.3: Tabuľka merania TCP downloadu za 15s
A.1.2 Meranie TCP uploadu
windows size [kB] Prenosová rýchlosť [Mb/s]
0,5 6,87
1 6,89
2 13,9
4 24,5
16 59
32 62,7
64 78
128 88,3
256 92,1
512 91,9
Tab. A.4: Tabuľka merania TCP uploadu za 5s
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windows size [kB] Prenosová rýchlosť [Mb/s]
0,5 6,95
1 6,92
2 13,7
4 25,6
16 57,7
32 62,3
64 76,1
128 86,1
256 92
512 91,9
Tab. A.5: Tabuľka merania TCP uploadu za 10s
windows size [kB] Prenosová rýchlosť [Mb/s]
0,5 9,94
1 9,84
2 11,7
4 26
16 58,2
32 63,1
64 75,3
128 86
256 91,9
512 91,4
Tab. A.6: Tabuľka merania TCP uploadu za 15s
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A.2 Meranie UDP spojení
A.2.1 Meranie UDP downloadu
Meranie UDP prenosových rýchlostí
buffer size [kB] Prenosová rýchlosť [Mb/s]
0,5 94
1 93,9
2 94
4 93,6
16 94
Tab. A.7: Tabuľka merania UDP prenosových rýchlostí downloadu za 5s
buffer size [kB] Prenosová rýchlosť [Mb/s]
0,5 94,6
1 94,9
2 94,9
4 94,9
16 94,9
Tab. A.8: Tabuľka merania UDP prenosových rýchlostí downloadu za 10s
buffer size [kB] Prenosová rýchlosť [Mb/s]
0,5 95
1 95,2
2 95,1
4 95,1
16 95,1
Tab. A.9: Tabuľka merania UDP prenosových rýchlostí downloadu za 15s
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Meranie UDP Jittera
buffer size [kB] Jitter [ms]
0,5 0,673
1 0,639
2 0,612
4 0,521
16 0,682
Tab. A.10: Tabuľka merania UDP Jittera downloadu za 5s
buffer size [kB] Jitter [ms]
0,5 0,858
1 0,724
2 0,801
4 0,731
16 0,768
Tab. A.11: Tabuľka merania UDP Jittera downloadu za 10s
buffer size [kB] Jitter [ms]
0,5 1,257
1 0,724
2 0,955
4 0,807
16 0,78
Tab. A.12: Tabuľka merania UDP Jittera downloadu za 15s
Meranie UDP stratovosti paketov
buffer size [kB] Stratovosť [%]
0,5 0,74
1 0,95
2 0,81
4 0,67
16 1,3
Tab. A.13: Tabuľka merania UDP stratovosti paketov downloadu za 5s
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buffer size [kB] Stratovosť [%]
0,5 1,1
1 1,9
2 0,83
4 1,6
16 0,84
Tab. A.14: Tabuľka merania UDP stratovosti paketov downloadu za 10s
buffer size [kB] Stratovosť [%]
0,5 0,9
1 1,1
2 1
4 0,85
16 0,86
Tab. A.15: Tabuľka merania UDP stratovosti paketov downloadu za 15s
A.2.2 Meranie UDP uploadu
Meranie UDP prenosových rýchlostí
buffer size [kB] Prenosová rýchlosť [Mb/s]
0,5 93,8
1 93,8
2 94
4 94
16 94
Tab. A.16: Tabuľka merania UDP prenosových rýchlostí uploadu za 5s
buffer size [kB] Prenosová rýchlosť [Mb/s]
0,5 94,6
1 94,8
2 94,8
4 94,7
16 94,7
Tab. A.17: Tabuľka merania UDP prenosových rýchlostí uploadu za 10s
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buffer size [kB] Prenosová rýchlosť [Mb/s]
0,5 95,2
1 95,1
2 95,2
4 95,1
16 95,2
Tab. A.18: Tabuľka merania UDP prenosových rýchlostí uploadu za 15s
Meranie UDP Jittera
buffer size [kB] Jitter [ms]
0,5 0,606
1 0,578
2 0,607
4 0,604
16 0,754
Tab. A.19: Tabuľka merania UDP JIttera uploadu za 5s
buffer size [kB] Jitter [ms]
0,5 0,603
1 0,691
2 1,073
4 0,659
16 0,712
Tab. A.20: Tabuľka merania UDP Jittera uploadu za 10s
buffer size [kB] Jitter [ms]
0,5 0,873
1 0,655
2 0,601
4 0,835
16 0,559
Tab. A.21: Tabuľka merania UDP Jittera uploadu za 15s
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Meranie UDP stratovosti paketov
buffer size [kB] Stratovosť paketov [%]
0,5 0,49
1 0,39
2 0,49
4 0,61
16 0,95
Tab. A.22: Tabuľka merania UDP stratovosti paketov uploadu za 5s
buffer size [kB] Stratovosť paketov [%]
0,5 1
1 0,89
2 0,85
4 0,77
16 0,68
Tab. A.23: Tabuľka merania UDP stratovosti paketov uploadu za 10s
buffer size [kB] Stratovosť paketov [%]
0,5 0,85
1 1,1
2 0,89
4 0,95
16 0,74
Tab. A.24: Tabuľka merania UDP stratovosti paketov uploadu za 15s
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A.3 Meranie na webových aplikáciách
A.3.1 Meranie downloadu
Meranie pod platformou Windows
číslo merania Prenosová rýchlosť [Mb/s]
1 94.46
2 93.55
3 94.71
4 94.47
5 94.59
Tab. A.25: Nameraná veľkosť prenosových rýchlostí downloadu na prehliadači Mo-
zilla Firefox
číslo merania Prenosová rýchlosť [Mb/s]
1 93.69
2 94.46
3 92.57
4 93.71
5 92.16
Tab. A.26: Nameraná veľkosť prenosových rýchlostí downloadu na prehliadači Go-
ogle Chrome
Meranie pod platformou Linux
číslo merania Prenosová rýchlosť [Mb/s]
1 93,95
2 93,51
3 93,02
4 92,61
5 92,88
Tab. A.27: Nameraná veľkosť prenosových rýchlostí downloadu na prehliadači Mo-
zilla Firefox
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číslo merania Prenosová rýchlosť [Mb/s]
1 93.55
2 82,88
3 91,47
4 87,43
5 86,56
Tab. A.28: Nameraná veľkosť prenosových rýchlostí downloadu na prehliadači Go-
ogle Chrome
A.3.2 Meranie uploadu
Meranie pod platformou Windows
číslo merania Prenosová rýchlosť [Mb/s]
1 95,61
2 95,68
3 96,15
4 95,86
5 96,20
Tab. A.29: Nameraná veľkosť prenosových rýchlostí uploadu na prehliadači Mozilla
Firefox
číslo merania Prenosová rýchlosť [Mb/s]
1 95,81
2 96,23
3 95,1
4 95,77
5 95,55
Tab. A.30: Nameraná veľkosť prenosových rýchlostí uploadu na prehliadači Google
Chrome
73
Meranie pod platformou Linux
číslo merania Prenosová rýchlosť [Mb/s]
1 94,43
2 94,48
3 94,35
4 94,44
5 94,34
Tab. A.31: Nameraná veľkosť prenosových rýchlostí uploadu na prehliadači Mozilla
Firefox
číslo merania Prenosová rýchlosť [Mb/s]
1 87,49
2 88,21
3 87,2
4 87,44
5 86,93
Tab. A.32: Nameraná veľkosť prenosových rýchlostí uploadu na prehliadači Google
Chrome
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B OBSAH PRILOŽENÉHO DVD
B.1 Priečinok Virtualizovaný server
V tomto priečinku nájdeme súbor Ubuntu.rar, ktorý po rozbalení obsahuje virtuali-
zovaný server uložený a spustený na Ústave telekomunkácií Fakulty elektrotechniky
a komunikačných technológií VUT v Brne. Obsahuje nainštalovaný operačný sys-
tém pod programom VMware player, a to operačný systém Ubuntu 14.10. V tomto
operačnom systéme nájdeme nainštalované programy ako Iperf, pre meranie para-
metrov počítačových sietí a Wireshark na kontrolu prevádzky na internete. Všetky
tieto programy sú umiestnené na hlavnej lište, s tým že program iperf sa spúšťa cez
Linux terminál.
B.2 Priečinok tabuľky a grafy
V tomto priečinku nájdeme všetky namerané a vypočítané hodnoty merania TCP
a UDP testov, pre merania všetkých veličín meraní prenosovýh rýchlostí a spozdení
v počítačových sietiach. Nájdeme tu vygenerované grafy jednotlivýh meraní, ktoré
sa nachádzajú v práci ako aj všetky zaznamenané merania. Okrem toho tu nájdeme
aj tabuľky štatistického spracovania meraní daných veličín bakalárskej práce.
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