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Abstract
We consider “pressing sequences”, a certain kind of transformation
of graphs with loops into empty graphs, motivated by an application in
phylogenetics. In particular, we address the question of when a graph has
precisely one such pressing sequence, thus answering an question from
Cooper and Davis (2015). We characterize uniquely pressable graphs,
count the number of them on a given number of vertices, and provide
a polynomial time recognition algorithm. We conclude with a few open
questions.
1 Introduction
A signed permutation is an integer permutation where each entry is given a
sign, plus or minus. A reversal in a signed permutation is when a subword is
reversed and the signs of its entries are flipped. The primary computational
problem of sorting signed permutations by reversals is to find the minimum
number of reversals needed to transform a signed permutation into the pos-
itive identity permutation. Hannenhalli and Pevzner famously showed that
the unsigned sorting problem can be solved in polynomial time [3, 11] in con-
trast to the problem of sorting unsigned permutations, which is known to be
NP-hard in general [8]. At the core of the analysis given in [11] is the study
of “successful pressing sequences” on vertex 2-colored graphs. In [9], the au-
thors discuss the existence of a number of nonisomorphic such graphs which
have exactly one pressing sequence, the “uniquely pressables”. In the context
of computational phylogenetics, these graphs correspond to pairs of genomes
that are linked by a unique minimum-distance evolutionary history. In this
paper we use combinatorial matrix algebra over F2 to characterize and count
the set of uniquely pressable bicolored graphs. Previous work in the area has
employed the language of black-and-white vertex-colored graphs in discussing
successful pressing sequences. For various reasons (such as simplifying defi-
nitions and notation), we find it more convenient to replace the black/white
vertex-coloring with looped/loopless vertices. Thus, the object of study will be
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simple pseudo-graphs: graphs that admit loops but not multiple edges (some-
times known as “loopy graphs”). However, for the purposes of illustration we
borrow the convention that the loops of a simple pseudo-graph are drawn as
black vertices [5,9]. Given a simple pseudo-graph G, denote by V (G) the vertex
set of G; E(G) ⊆ V (G) × V (G), symmetric as a relation, its edge set; and
G[S] = (S, (S × S) ∩ E(G)) the induced subgraph of a set S ⊂ V (G). Let
N(v) = NG(v) = {w ∈ V (G) ∶ vw ∈ E(G)} the neighborhood of v in V (G).
Observe that v ∈ N(v) iff v is a looped vertex. After this introduction, the
Figure 1: A simple pseudo-graph G = (V,E) with V = {v1, v2, v3} and
E = {v1v1, v1v3}
discussion is arranged into four sections. In Section 2, we develop some termi-
nology and notation, and give a useful matrix factorization which we refer to
as the “instructional Cholesky factorization” of a matrix (over F2), and discuss
some of its properties. In Section 3, we present our main result, Theorem 1,
which characterizes the uniquely pressable graphs as those whose instructional
Cholesky factorizations have a certain set of properties. In Section 4 we explore
some consequences of the main theorem, such as the existence of a cubic-time
algorithm for recognizing a uniquely pressable graph, a method for generating
the uniquely pressable graphs by iteratively appending vertices to the beginning
or end of a pressing sequence, and a counting argument which shows that there
exist, up to isomorphism, exactly (3 − (−1)n)/2 ⋅ 3⌊n/2⌋−1 uniquely pressable
graphs on n non-isolated vertices. In the final section we discuss some open
questions in this area. Before proceeding to Section 2 we list some basic nota-
tion for later use. Other terminology/notation employed below can be found
in [7] or [10].
• We often write xy to represent the edge {x, y} for concision. In particular
if x = y then xy is a loop.
• [n] ∶= {1, 2, . . . , n} and [k, n] ∶= {k, k + 1, . . . , n} for all k, n ∈ N.
• When S = V (G) \ {x} we write the induced subgraph of G on S, G[S],
as G − x. In general, G − S denotes G[V (G) \ S].
• For integers x and y, x ≡ y (mod 2) is abbreviated as x ≡ y.
• For a square matrix M with rows and columns identically indexed by a set
X, for all x ∈ X, Mxˆ denotes the submatrix of M with row and column
x removed.
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• When {xλ}λ∈Λ ⊂ F2 ∪ Z, the notation ∑λ∈Λ xλ denotes addition over Z
of xλ, where xλ = xλ if xλ ∈ Z and xλ is the least non-negative integer
representation of xλ in Z if xλ ∈ F2. When referring to addition modulo 2
we use symbols ⊕ and⨊. For example, if x1 = x2 = 1 ∈ F2 and x3 = 3 ∈ Z
then
3
∑
i=1
xi = 1 + 1 + 3 = 5 and
3
⨊
i=1
xi = 1⊕ 1⊕ 1 = 1.
2 Pressing and Cholesky Roots
Definition 1. Consider a simple pseudo-graph G with a looped vertex v ∈
V (G). “Pressing v” is the operation of transforming G into G′, a new simple
pseudo-graph in which G[N(v)] is complemented. That is,
V (G′) = V (G), E(G′) = E(G)△ (N(v) ×N(v))
We denote by G(v) the simple pseudo-graph resulting from pressing vertex v in
V (G) and we abbreviate G(v1)(v2)⋯(vk) to G(v1,v2,...,vk). For k ≥ 1 we abbreviate(1, 2, . . . , k) as k so that when V (G) = [n] for some n ≥ k then we may simplify
G(1,2,...,k) to Gk. G0 and G() are interpreted to mean G.
Given a simple pseudo-graph G, (v1, v2, . . . , vj) is said to be a successful
pressing sequence for G whenever the following conditions are met:
• {v1, v2, . . . , vk} ⊆ V (G),
• vi is looped in G(v1,v2,...,vi−1) for all 1 ≤ i ≤ k,
• G(v1,v2,...,vk) = (V (G),∅)
In other words, looped vertices are pressed one at a time, with “success” meaning
that the end result (when no looped vertices are left) is an empty graph. From
the definition of “pressing” v we see that once a vertex is pressed it becomes
isolated and cannot reappear in a valid pressing sequence. It was shown in [9]
that if G(v1,v2,...,vk) = (V (G),∅) = G(v′1,v′2,...,v′k′ ) then k = k′, i.e., the length of
all successful pressing sequences for G are the same. We refer to this length k
as the pressing length of G.
Definition 2. An ordered simple pseudo-graph, abbreviated OSP-graph, is a
simple pseudo-graph with a total order on its vertices. In this paper, we will
assume that the vertices of an OSP-graph are subsets of the positive integers
under the usual ordering “<”. An OSP-graph G is said to be order-pressable if
there exists some initial segment of V (G) that is a successful pressing sequence,
that is, if it admits a successful pressing sequence (v1, v2, . . . , vk) satisfying
v1 < v2 <⋯ < vk and vk < v′ for all v′ ∈ V (G)\{v1, v2, . . . , vk}. An OSP-graph
G is said to be uniquely pressable if it is order-pressable and G has no other
successful pressing sequence.
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Lemma 1. If G is a connected OSP-graph that is uniquely pressable then the
pressing length of G is ∣V (G)∣.
Proof. Without loss of generality we may assume V (G) = [n]. Assume by way
of contradiction that the pressing length of G is m < n. Then the pressing
sequence m = (1, 2, . . . ,m) is realized by the sequence of graphs
G,G1, G2, . . . , Gm = ([n],∅).
Let k = min
i∈[m]{i ∣ Gi has more than i isolated vertices}. Then pressing k in Gk−1
isolates k and at least one more vertex, say `. Therefore,
NGk−1(k) ≠ ∅, NGk−1(`) ≠ ∅, and NGk(k) = NGk(`) = ∅.
Then we have the following implications:
v ∈ NGk−1(`)
⇓
v` ∈ E(Gk−1) \ E(Gk)
⇓
v` ∈ E(Gk−1) and v` ∉ E(Gk) = E(Gk−1)△ (NGk−1(k) ×NGk−1(k))
⇓
v` ∈ E(Gk−1) and v` ∈ NGk−1(k) ×NGk−1(k)
⇓
v ∈ NGk−1(k)
Hence NGk−1(`) ⊆ NGk−1(k). However NGk−1(k) ⊆ NGk−1(`), since otherwise
there exists a u ∈ NGk−1(k) \NGk−1(`), so `u ∈ E(Gk) because k ∈ NGk−1(`),
contradicting the fact that ` is isolated in Gk. It follows that k and ` are twins
in Gk−1 (i.e., there is an automorphism fixing all vertices except k and l), so(1, 2, . . . , k − 1, `, k + 1, . . . , ` − 1, k, ` + 1, . . . ,m)
is a successful pressing sequence of G in addition to m, contradicting unique
pressability. We conclude that m /< n, that is m = n.
We say a component of G is trivial if it is a loopless isolated vertex.
Proposition 1. [9] A simple pseudo-graph G admits a successful pressing se-
quence if and only if every non-trivial component of G contains a looped vertex.
Corollary 1. If G is a uniquely pressable OSP-graph with at least one edge
then G contains exactly one non-trivial component C and the pressing length of
G is ∣V (C)∣.
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Proof. Let G = ([n], E). Let C1 and C2 be (possibly distinct) non-trivial
connected components of G. Let C3 = G − (V (C1) ∪ V (C2)) so that G is the
(possibly disjoint) union of C1, C2 and C3. As G is uniquely pressable it has
unique pressing sequence σ = n. Observe that pressing a vertex only makes
changes to its closed neighborhood, a set which is contained within a single
connected component. Let σi be the restriction of σ to the vertices of Ci,
i = 1, 2, 3. Then σi is a successful pressing sequence for G[Ci]. If C1 ≠ C2
then G is the disjoint union of G[C1], G[C2] and G[C3], where the last one
may be empty. Then pressing the vertices of G[C2] followed by pressing the
vertices of G[C1] followed by pressing the vertices of G[C3] gives a successful
pressing sequence for G, contradicting the uniqueness of σ. It follows that
C1 = C2 and σ3 = ∅, and therefore G contains exactly one non-trivial connected
component.
This shows that in order to understand uniquely pressable OSP-graphs, it
suffices to understand connected, uniquely pressable OSP-graphs.
Notation 1. CUPn is the set of connected, uniquely pressable ordered (<N)
simple pseudo-graphs on n positive integer vertices.
Definition 3. Given an OSP-graph G = ([n], E) define the adjacency matrix
A = A(G) = (ai,j) ∈ Fn×n2 by
ai,j = {1 if ij ∈ E,
0 otherwise.
.
Note that A(G) is always symmetric. Previous work in the area refers to such
matrices as augmented adjacency matrices as the diagonal entries are nonzero
where the vertices are colored black; since we have used looped vertices instead,
the term “augmented” is not necessary. Define the instructional Cholesky root
of G, denoted U = U(G) = (ui,j) ∈ Fn×n2 , by
ui,j = {1 if i ≤ j and j ∈ NGi−1(i),
0 otherwise.
.
Observe that the j
th
row of U is given by the j
th
row of the adjacency matrix of
Gj−1, and that ui,j = 1 precisely when the act of pressing i during a successful
pressing sequence of G flips the state of j. Thus, U provides detailed “instruc-
tions” on how to carry out the actual pressing sequence. In Proposition 2 we
justify use of the name Cholesky.
Definition 4. For an order-pressable graph G = ([n], E) with instructional
Cholesky root U = (ui,j) we define the dot product of two vertices i, j ∈ V (G)
as the dot product over F2 of the i
th
and j
th
columns of U :
⟨i, j⟩G = n⨊
t=1
ut,iut,j .
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We define the (Hamming) weight of a vertex j ∈ [n] by
wtG(j) = n∑
t=1
ut,j
and observe that wtG(j) ≡ ⟨j, j⟩G.
Figure 2:
wt(1) = 1, wt(2) = 2, wt(3) = 2, wt(4) = 4⟨1, 2⟩ = 1, ⟨1, 3⟩ = 0, ⟨1, 4⟩ = 1, ⟨2, 3⟩ = 1, ⟨2, 4⟩ = 0, ⟨3, 4⟩ = 0
Definition 5. The weight of a column C in a matrix M , written wtM(C), is
the sum of the entries in column C (again, as elements of Z).
Observe that if U is the instructional Cholesky root of G then the column
weights of U correspond to the vertex weights of G.
Proposition 2. If G = ([n], E) is an OSP-graph with successful pressing se-
quence 1, 2, . . . , k, adjacency matrix A, and instructional Cholesky root U then
U
T
U = A.
Proof. Let U
T
U = B = (bi,j) and A = (ai,j). Observe that bi,j is the result
(modulo 2) of dotting the i
th
and j
th
columns of U . Hence
bi,j = ⟨i, j⟩U .
For i, j ∈ [n] let
Si,j = {t ∈ [k]∶ ij ∈ E(Gt−1)△ E(Gt)}
and
Ti,j = {t ∈ [k]∶ ti ∈ E(Gt−1) and tj ∈ E(Gt−1)}.
Observe that Si,j lists the times during the pressing sequence that the pressed
vertex results in the state of edge ij being flipped. This occurs if and only
if both i and j are in the neighborhood of the vertex being pressed. Hence
Si,j = Ti,j . The state of the edge/non-edge ij in Gk is determined by its original
state in G and by the number of times the state of the edge/non-edge ij was
flipped during the pressing sequence. However, Gk = ([n],∅) so ij ∉ E(Gk)
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and therefore the number of times that the state of the edge/non-edge ij is
flipped during the pressing sequence must agree in parity to with the original
state of the edge/non-edge ij. It follows that ∣Si,j∣ ≡ ai,j . On the other hand
Ti,j = {t ∈ [n]∶ut,i = ut,j = 1} list the common 1’s in columns i and j of the
instructional Cholesky root. Hence ∣Ti,j∣ has the same parity as dotting the ith
and the j
th
column of U . It follows that
bi,j = ⟨i, j⟩G ≡ ∣Ti,j∣ = ∣Si,j∣ ≡ ai,j .
Since the matrix entries are elements of F2, we have
bi,j = ai,j
for i, j ∈ [n] and therefore UTU = A.
Observation 1.
Given an OSP-graph G with adjacency matrix A and instructional Cholesky root
U ,
ij ∈ E(G) if and only if ⟨i, j⟩G = 1,
since ai,j is the result of dotting the i
th
and j
th
columns of U . In particular
i is looped in G if and only if wtG(i) ≡ 1.
In the theory of complex matrices, decompositions of the form A = UTU
are known as “Cholesky” factorizations, so we repurpose this terminology here.
While a symmetric full-rank matrix over F2 has a unique Cholesky decompo-
sition (see [9]), a matrix M ∈ Fn×n2 of less than full rank may have more than
one Cholesky decomposition. On the other hand, the adjacency matrix A of an
OSP-graph G with successful pressing sequence 1, 2, . . . , k has a unique instruc-
tional Cholesky root U as the first k rows are determined by the sequence of
graphs G,G1, G2, . . . , Gk−1 and the remaining rows (should they exist) are all
zero. Throughout the paper we will take advantage of this by referring inter-
changeably to a pressable OSP-graph G, its (ordered) adjacency matrix A, and
its instructional Cholesky root U .
Example 1. Consider M ∈ F5×52 given by
M =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 1
0 1 0 1 0
0 0 0 0 0
0 1 0 1 0
1 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
The (unique) instructional Cholesky root of M is
U =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 1
0 1 0 1 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
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The following matrices also offer Cholesky factorizations for M :⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 1
0 1 0 1 0
0 0 0 0 0
0 0 0 0 1
0 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 1
0 1 0 1 0
0 0 0 0 1
0 0 0 0 1
0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 1
0 1 0 1 0
0 0 0 0 1
0 0 0 0 0
0 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 1
0 1 0 1 0
0 0 0 1 0
0 0 0 1 0
0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 1
0 1 0 1 0
0 0 0 1 1
0 0 0 1 1
0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Definition 6. Consider a pressable OSP-graph G = (V,E) where V = {vi}i∈[n]
has the order implied by its indexing. For each j ∈ [n] we say that vj has full
weight in G provided
wtG(vj) = j.
In particular if V (G) = [n] under the usual ordering then vertex j has full
weight if and only if wtG(j) = j, if and only if
j ∈ NGi−1(i) for all i ∈ [j].
The following notation will be used to simplify inductive arguments.
Notation 2. For a given OSP-graph G = ([n], E) with looped vertex j denote
by G
(j) = G(j) − j the result of pressing vertex j and then deleting it from the
vertex set. Furthermore we let G
j
denote the result of pressing and deleting
vertices 1, 2, . . . , j in order from G.
Lemma 2. If G ∈ CUPn has instructional Cholesky root U then G1 ∈ CUPn−1
and the instructional Cholesky root of G
1
is U1ˆ.
Proof. Let G = ([n], E) ∈ CUPn with instructional Cholesky root U . The
unique successful pressing sequence of G is n which is realized by
G,G1, G2, . . . , Gn
and hence G1 admits a successful pressing sequence: 2, 3, . . . , n. Furthermore, if(v1, v2, . . . , vn−1) is a successful pressing sequence ofG1, then (1, v1, v2, . . . , vn−1)
is a successful pressing sequence of G. By uniqueness it follows that vi = i + 1
for each i ∈ [n − 1]. Then G1 admits exactly one successful pressing sequence
2, 3, . . . , n, and therefore so does G
1
. It follows that G
1 ∈ CUPn−1. Let V be
the instructional Cholesky root of G
1
. The first row of G
1
is given by the neigh-
borhood of 2 in G1 and in general the j
th
row of V is given by NG1(2,3,...,j)(j+1).
However
NG1(2,3,...,j)(j + 1) = NGj(j + 1)
for each j ∈ [n−1]. Therefore the jth row of V is the (j+1)th row of U with the
first entry deleted, since 1 is not a vertex in G
1
. V is the principal submatrix
of U restricted to rows and columns 2, 3, . . . , n.
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Proposition 3. [9] An OSP-graph G = ([n], E) has pressing sequence n if and
only if every leading principal minor of its adjacency matrix is nonzero.
Lemma 3. Let G = ([n], E) ∈ CUPn with instructional Cholesky root U and
let H = G − n be the induced subgraph of G on [n − 1]. Then H ∈ CUPn−1
and the instructional Cholesky root of H is Unˆ.
Proof. If n = 1 then H = (∅,∅) which has only the empty sequence as a
successful pressing sequence and its instructional Cholesky root is the empty
matrix. Let n > 1. Observe that NH(1) = NG(1) − {n} so 1 is a looped vertex
in H and therefore may be pressed to obtain H1. For all j ∈ [n − 1]:
NH1(j) = {NH(j)△NH(1), 1j ∈ E(H)NH(j), 1j ∉ E(H)
= {(NG(j)△NG(1)) − {n}, 1j ∈ E(H)↔ 1j ∈ E(G)
NG(j) − {n}, 1j ∉ E(H)↔ 1j ∉ E(G)
= {NG1(j) − {n}, 1j ∈ E(G)
NG1(j) − {n}, 1j ∉ E(G)
Assume Hi = Gi−n for some 1 ≤ i < n−1. Then i+1 is looped in Gi, implying
that it is looped in Hi, so for all j ∈ [n − 1]:
NHi+1(j) = {NHi(j)△NHi(i + 1), {j, i + 1} ∈ E(Hi)NHi(j), {j, i + 1} ∉ E(Hi)
= {(NGi(j)△NGi(i + 1)) − {n}, {j, i + 1} ∈ E(Gi)
NGi(j) − {n}, {j, i + 1} ∉ E(Gi)
= {NGi+1(j) − {n}, {j, i + 1} ∈ E(Gi)
NGi+1(j) − {n}, {j, i + 1} ∉ E(Gi)
By induction it follows that n − 1 is a valid pressing sequence for H and Hi =
Gi−{n} for all i ∈ [n−1]. We proceed to show that n − 1 is the only successful
pressing sequence for H. Let A be the adjacency matrix of G (under the ordering
n) and let U be its instructional Cholesky root. Let σ = (v1, v2, . . . , vn−1) be
a valid pressing sequence for H and let τ = (v1, v2, . . . , vn−1, n). Let P be the
permutation matrix that encodes τ . Then Anˆ is the adjacency matrix of H
under the usual ordering < and PnˆAnˆPnˆT is the adjacency matrix of H under
the ordering given by σ. Let V be the instructional Cholesky root of H under
σ. Observe that by Proposition 3, det(A) ≠ 0 and so
det(PAPT ) = det(P )det(A)det(PT ) = det(A) ≠ 0.
Furthermore
PAP
T =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Pnˆ
0
⋮
0
0 ⋯ 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Anˆ
∗
⋮
∗
∗ ⋯ ∗ 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Pnˆ
0
⋮
0
0 ⋯ 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
T
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=⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
PnˆAnˆPnˆ
T
∗
⋮
∗
∗ ⋯ ∗ ∗
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
V
T
V
∗
⋮
∗
∗ ⋯ ∗ ∗
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Recall that H has n − 1 as a successful pressing sequence and so every successful
pressing sequence must have length n−1. It follows that all the diagonal entries
of (upper/lower-triangular matrices) V and V
T
must be 1, implying that every
leading principal minor of PAP
T
is non-zero. By Proposition 3, τ is a successful
pressing sequence for G. By uniqueness τ = n and hence σ = n − 1. We may
conclude that H ∈ CUPn−1.
Corollary 2. Let G ∈ CUPn with instructional Cholesky root U . Then any
principal submatrix of U on k consecutive rows and columns is the instructional
Cholesky root of a CUPk graph.
Proof. Follows by iteratively applying Lemmas 2 and 3.
Corollary 3. If U is the instructional Cholesky root of G ∈ CUPn then U
must have all 1’s on the main diagonal and super-diagonal.
Proof. Let H = ([2], E) ∈ CUP2. Since it is connected, {1, 2} ∈ E; since
it is order-pressable, 1 must be looped; and since it is uniquely pressable,
NH(1) ≠ NH(2). Therefore CUP2 = {([2], {{1, 1}, {1, 2}})} which corresponds
to instructional Cholesky root [1 1
0 1
]. The result holds by application of Corol-
lary 2.
3 Characterizing Unique Pressability
Definition 7. For an upper-triangular matrix M ∈ Fn×n2 with columns C1, C2,
. . ., Cn with respective column weights w1, w2, . . . , wn, we say:
• Cj = (c1,j , c2,j , . . . , cn,j)T has Property 1 if {ci,j = 1, j − wj < i ≤ j
ci,j = 0, otherwise
.
• M has Property 1 if each of its columns have Property 1.
• M has Property 2 if 1 = w1 ≤ w2 ≤⋯ ≤ wn
• M has Property 3 if wi > 2 implies wi+2 > wi, for i ∈ [n − 2].
• M has Property 4 if, whenever some non-initial column has odd weight,
then it must have full weight and so must each column to its right.
In other words, Property 1 is the condition that the nonzero entries in each
column are consecutive and end at the diagonal; Property 2 is the condition that
the weights of the columns are nondecreasing; and Property 3 is the condition
that any column must have weight greater than that of the column two indices
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to its left if the latter has weight more than 2. Note also that Property 4 implies
that any even-indexed column must have even weight; otherwise, it would have
full weight, i.e., weight equal to the column index, which is even, a contradiction.
Let Mn = {M ∈ Fn×n2 ∣ M satisfies Properties 1, 2, 3 and 4}. Observe that if
M ∈Mn then Mnˆ ∈Mn−1.
Lemma 4. Let n > 1 and M ∈ Fn×n2 with columns and rows indexed by
1, 2, . . . , n. If M ∈Mn then M1ˆ ∈Mn−1.
Proof. Let M = (ci,j)i,j∈[n] so that M1ˆ = (ci,j)2≤i,j≤n. Let w1, w2, .., wn be
the column weights of M . Let the columns and rows of M1ˆ be C2, . . . , Cn with
weights w
′
2, . . . , w
′
n, respectively. Observe that w
′
j = wj−c1,j for each 2 ≤ j ≤ n.
It is immediate that M1ˆ inherits Property 1 from M . By Property 4 we know
that the second column of M (as well as any even-indexed column of M) has
even weight, it follows that w2 = 2 and so w′2 = 2− c1,2 = 1. Suppose towards a
contradiction w
′
i > w
′
i+1 for some 2 ≤ i ≤ n − 1. Then
w
′
i + 1 > w
′
i+1 + 1 ≥ w
′
i+1 + c1,i+1 = wi+1 ≥ wi ≥ w
′
i
and so w
′
i = wi. Then
w
′
i+1 < w
′
i = wi ≤ wi+1 = w
′
i+1 + c1,i+1 ≤ w
′
i+1 + 1
and so wi+1 = w′i+1 + 1. Hence we have
wi+1 = w
′
i+1 + 1 < w
′
i + 1 = wi + 1 ⇒ wi+1 ≤ wi.
It follows that wi+1 = wi and therefore column i+1 does not have full weight. By
Property 1 of M we have c1,i+1 = 0 and therefore w′i+1 = wi+1, a contradiction.
It follows that M1ˆ has Property 2.
Suppose now that 2 < w′j for some 2 ≤ j ≤ n − 2. Then wj ≥ w
′
j > 2 so
wj+2 > wj by Property 3 of M . If wj = wj+2−1 then either column j or column
j + 2 has odd weight which implies wj+2 = j + 2 by Property 4 of M . But then
wj = j + 1 which is not possible. Therefore,
wj < wj+2 − 1
and
w
′
j ≤ wj < wj+2 − 1 ≤ w
′
j+2
which shows that M1ˆ has Property 3. To show Property 4 suppose w
′
k ≡ 1 for
some k > 2 (2 is the initial column of M1ˆ). Observe that
w
′
k + 1 ≥ wk ≥ w
′
k.
If wk = w′k then wk ≡ 1 and not full weight, contradicting Property 4. Hence
wk = w
′
k + 1
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and c1,k = 1. It follows from Property 1 that wk = k > 2. Hence
w
′
k > 1
and since w
′
k ≡ 1 then
w
′
k ≥ 3 and wk ≥ 4.
Applying Property 3 of M
k + 2 ≥ wk+2 ≥ wk + 1 = k + 1.
Since 1 ≡ w′k = k−1 we have that wk+2 is the weight of an even-indexed column,
and so wk+2 ≡ 0 and
wk+2 = k + 2.
By arguing inductively, for all j ∈ [⌊(n − k)/2⌋]:
0 ≡ k + 2j ≥ wk+2j ≥ wk+2(j−1) + 1 = k + 2j − 1 ≡ 1
hence
wk+2j = k + 2j.
It follows that for all j ∈ [⌊(n − k)/2⌋]:
w
′
k+2j = (k + 2j) − c1,k+2j = k + 2j − 1.
Furthermore, for all j ∈ [0, ⌈(n − k − 1)/2⌉]:
wk+2j+1 ≥ wk+2j = k + 2j
and so
wk+2j+1 = k + 2j + c1,k+2j+1.
Therefore, for all j ∈ [0, ⌈(n − k − 1)/2⌉]:
w
′
k+2j+1 = wk+2j+1 − c1,k+2j+1 = k + 2j.
It follows that, in M1ˆ, all the columns of index at least k have full weight and
therefore M1ˆ has Property 4.
Observe that the previous lemma can be extended to any matrix M ∈Mn
by relabeling the rows and columns. We now proceed to our main theorem,
which characterizes the set CUPn. This in turn provides a characterization of
all the uniquely pressable simple pseudo-graphs (up to isomorphism), since the
unique non-trivial, connected component of a simple pseudo-graph can always
be relabeled to be a CUP graph.
Notation 3. For an OSP-graph G let
L(G) = {v ∣ v ∈ V (G) is a looped vertex}.
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Theorem 1. Let G = ([n], E) with instructional Cholesky root U . Then G ∈
CUPn if and only if U ∈Mn.
Proof. For n = 1 the conditions of M1 are only met by G = ([1], {(1, 1)}) which
in turn is the only full-length uniquely pressable OSP-graph on vertex set [1].
Let n > 1 and assume towards an inductive argument that the statement holds
for n− 1. We begin by showing sufficiency, that is if U ∈Mn then G ∈ CUPn.
Choose and fix U = (ui,j) ∈ Mn. Let G = ([n], E) be the OSP-graph with
instructional Cholesky root U . By Properties 1 and 2, ui,i = 1 for each i ∈ [n].
This implies that vertex i is looped in Gi−1 for each i ∈ [n]. It follows that n
is a successful pressing sequence for G. We will show it is the only successful
pressing sequence for G. Fix a successful pressing sequence σ = σ1, . . . , σn for
G. If σ1 = 1 then G(σ1) has adjacency matrix
A(G1) = UT1ˆ U1ˆ.
By Lemma 4, U1ˆ ∈ Mn−1 and therefore G(σ1) ∈ CUPn−1 by the inductive
hypothesis. Hence G
(σ1) has exactly one pressing sequence, and, since G(σ1) =
G
1
, the sequence is (2, 3, . . . , n). We may conclude that if σ1 = 1 then σ = n.
Assume, by way of contradiction, that σ1 = t > 1. We will show that G(t)
contains a non-trivial loopless component and therefore is not pressable. Since t
is a looped vertex it must have odd weight, and therefore full weight by Property
4. Let
k = min
2≤i≤n
{i ∣ wtG(i) ≡ 1}.
Let
L = [2, k − 1], R = [k, n], L = L ∪ {1}, and R = R ∪ {1}.
By Property 4 of U , all the vertices in R have full weight. For all i ∈ [n] and
r ∈ R:
⟨i, r⟩G = n⨊
k=1
uk,iuk,r =
r
⨊
k=1
(uk,i ⋅ 1)⊕ n⨊
k=r+1
(uk,i ⋅ 0) = min {wtG(i),wtG(r)} .
By Property 4, if wtG(i) ≡ 1 then i ∈ R. It follows that for all r ∈ R,
NG(r) = {L(G) ∩ [r − 1], if r ≡ 0L(G) ∪ [r, n], if r ≡ 1 ⊆ L(G) ⊆ R.
Then
L (G(t)) = L(G)△NG(t) ⊆ R.
However, ⟨1, t⟩ = 1 because t has full weight, so 1 ∈ L(G) ∩NG(t) and
L (G(t)) ⊆ R.
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Similarly, for r ∈ R
NG(t)(r) = NG(r)△NG(t) ⊆ R
since 1 ∈ NG(r) ∩ NG(t). It follows that the induced subgraphs G(t) [L] and
G(t) [R] are contained not connected by a path in G(t). By applying Corollary
3, observe that 2 ∉ NG(t) and 2 ∈ NG(1), so
NG(t)(1) = NG(1)△NG(t) ∋ 2,
and therefore G(t) [L] contains an edge but no loops. It follows that G(t) does
not admit a successful pressing sequence, a contraction. Therefore σ1 /> 1.
We now proceed to show necessity: if G ∈ CUPn, then U ∈ Mn. Let
G ∈ CUPn with instructional Cholesky root U = (ui,j). By Lemmas 2 and 3
we have that G1, G − n ∈ CUPn−1 and therefore by the inductive hypothesis
U1ˆ, Unˆ ∈Mn−1. For simplicity we let H = G−n and wi = wtG(i) for i ∈ V (G)
throughout the rest of this proof. It suffices to show the following four conditions
hold for U :
(I) Property 1 holds for the n
th
column,
(II) wn ≥ wn−1,
(III) If wn−2 > 2 then wn > wn−2,
(IV) If wn ≠ n then the first column of M is the only one with odd weight.
We have four cases to consider.
First Case: u1,n = u2,n = 1. Since u2,n = 1 then Property 4 of U1ˆ gives us
ui,n = 1 for all 2 ≤ i ≤ n. It follows that wn = n and therefore (I), (II), (III),
and (IV) hold.
Second Case: u1,n = u2,n = 0. (I) holds by Property 1 of U1ˆ. Recall that the
diagonal and super-diagonal entries of U must be 1 by Corollary 3 so we need
not consider the case where n ≤ 3. For n = 4 we have two matrices to consider,
V1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 0 0
0 1 1 0
0 0 1 1
0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ and V2 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 0
0 1 1 0
0 0 1 1
0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ .
V1 satisfies (I) - (IV). V2 ∉ CUP4 since (3, 4, 1, 2) is also a successful pressing
sequence. Thus we may assume n ≥ 5 to show (II), (III) and (IV) hold.
Claim 1. u1,n−1 = 0
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Proof of Claim 1 : Assume towards a contradiction that u1,n−1 = 1. Prop-
erty 1 of Unˆ tells us that
wn−1 = wtUnˆ(n − 1) = n − 1
and so
wtU1ˆ(n − 1) = wn−1 − u1,n−1 = n − 2.
By Property 4 of U1ˆ, since u2,n = 0, then
wtU1ˆ(n − 1) ≡ 0.
It follows that
wn−1 = n − 1 ≡ 1.
Recalling that u1,n = u2,n = 0, by Property 2 of U1ˆ we have
n − 2 ≥ wtU1ˆ(n) ≥ wtU1ˆ(n − 1) = n − 2
and so
wn = wtU1ˆ(n) = n − 2 ≡ 0.
Let
k = min
1<i≤n
{i ∣ wi ≡ 1}.
Since G ∈ CUPn and k ≠ 1 then G(k) is not a pressable graph. We will use
this to arrive at a contradiction. Since wn ≡ 0,
L(G) = L(H).
By the minimality of k, by Property 4 of Unˆ, and since n − 1 ≡ 1:
L(H) = {1} ∪ {k, k + 2, . . . , n − 1}.
Observe that
⟨k, n⟩G = n⨊
i=1
ui,kui,n =
2
⨊
i=1
(ui,k ⋅ 0)⊕ k⨊
i=3
(1 ⋅ 1)⊕ n⨊
i=k+1
(0 ⋅ ui,n) ≡ k − 2 ≡ 1
and for i ∈ [n − 1] ⟨k, i⟩G = ⟨k, i⟩H ≡ min(wtH(k),wtH(i))
and so
NG(k) = {1} ∪ [k, n].
It follows that
L(G(k)) = L(G)△NG(k) = {k + 1, k + 3, . . . , n − 2, n}.
Since NG(k) ∩ [k − 1] = {1}, the only potential edge in G [[k − 1]] affected by
pressing k is the loop on 1. Furthermore G [[k − 1]] ∈ CUPk−1 by Corollary
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2 so we may conclude that G
(k) [[k − 1]] is connected. If k ≠ n − 1 then⟨k + 1, n⟩G ≡ k − 1 ≡ 0 so
NG(k + 1) = {1, k}
and so
NG(k)(k + 1) = NG(k)△NG(k + 1) = [k + 1, n].
Then it follows that G
(k) [[k + 1, n]] is a connected graph with looped vertex(k + 1). Observe that⟨1, n⟩G = 0, ⟨1, k⟩G = ⟨k, n⟩G = 1
and so ⟨1, n⟩G(k) = 1
Therefore, if k ≠ n−1, G(k) is a connected graph with at least one looped vertex,
contradicting the fact that G ∈ CUPn. We must conclude that k = n−1. Then
NG(k) = {1, n − 1, n} and so pressing k only affects four pairs of vertices:{(1, 1), (1, n), (n − 1, n − 1), (n, n)}.
Once again, since G [[k − 1]] is connected, G(k) [[k − 1]] must be connected as
well (although possibly without loops). However⟨n, n⟩G = 0, ⟨1, n⟩G = 0, and ⟨1, k⟩G = ⟨k, n⟩G = 1
so ⟨1, n⟩G(k) = 1 and ⟨n, n⟩G(k) = 1.
It follows that G
(k)
is a connected graph with at least one looped vertex, namely
n. This implies G
(k)
is a pressable graph, contradicting that G ∈ CUPn. Claim
1 is established. □
Claim 2. u1,n−2 = 0
Proof of Claim 2 : Assume towards a contradiction that u1,n−2 = 1. By
Property 1 of Unˆ
wn−2 = wtUnˆ(n − 2) = n − 2.
By Claim 1
wtUnˆ(n − 1) < n − 1
and so by Property 4
wtUnˆ(n − 2) ≡ 0
and therefore n ≡ 0. We then have
wtU1ˆ(n − 2) = wn−2 − u1,n−2 = n − 3 ≡ 1
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which contradicts Property 4 of U1ˆ since u2,n = 0. This establishes Claim 2. □
We may now assume u1,n−2 = u1,n−1 = 0 and proceed to show (II)-(IV). (II)
follows from Property 2 of U1ˆ since
wn = wtU1ˆ(n) ≥ wtU1ˆ(n − 1) = wn−1.
To verify (III), observe that if wn−2 > 2 then
wtU1ˆ(n − 2) > 2 ⇒ wn = wtU1ˆ(n) > wtU1ˆ(n − 2) = wn−2
by Property 3 on U1ˆ. (IV) is established by observing that
u1,n−1 = 0 ⇒ wtUnˆ(n − 1) < n − 1 ⇒ wtUnˆ(i) ≡ 0 for all 2 < i < n
by Property 4 of Unˆ and so
wi = wtUnˆ(i) ≡ 0 for all 2 < i < n.
Third Case: u1,n = 0, u2,n = 1.
By Property 1 of U1ˆ we have that ui,n = 1 for all 2 ≤ i ≤ n. It follows that
wn = n− 1 and so (I) and (II) hold. Furthermore, since wn−2 ≤ n− 2 then (III)
holds. To verify (IV), we need to show that L(G) = {1}.
Claim 3. L(G) ≠ {1, n}.
Proof of Claim 3 : Assume, by way of contradiction, that L(G) = {1, n}.
Since G ∈ CUPn and n ≠ 1 then G(n) must contain a non-trivial loopless
component C. Choose and fix p ∈ V (C). Since C is non-trivial we may assume
p ≠ 1. Since H ∈ CUPn−1 there must exist a path from p to a looped vertex
in H. Since L(H) = {1} this looped vertex must be 1. Choose such a path P ,
P = v0 . . . v`
where p = v0 and v` = 1. Observe that⟨1, n⟩G = 0
so 1 is a looped vertex in G
(n)
as well. Then some interior edge of P must be
removed upon pressing n as otherwise p would have a path to a looped vertex
in G
(n)
. Let
j = min
0≤i<`
{i ∣ ⟨vi, n⟩G = 1}
then
P
′ = v0Pvj
is a path from p to a looped vertex in G
(k)
, a contradiction. This establishes
Claim 3. □
Claim 4. If n ≡ 0 then L(G) = {1}.
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Proof of Claim 4 : Let n ≡ 0. Assume, by way of contradiction, that
L(G) ≠ {1} and let
k = min
3≤i≤n−1
{i ∣ wi ≡ 1}.
Choose a non-trivial loopless component C of G
(k)
and a vertex p ∈ V (C)\{1}.
Recall that u1,n = 0 and u2,n = 1. Then
⟨n, n⟩G = n⨊
i=1
ui,n ≡ n − 1 ≡ 1 and ⟨k, n⟩G = n⨊
i=1
ui,k ≡ k − 1 ≡ 0
implies ⟨n, n⟩G(k) = 1
so n ≠ p. For any j ∈ [k + 1, n − 1] \ L(G), since H ∈ CUPn−1 and wk ≡ 1,
Property 3 implies that ⟨k, j⟩H = 1, whence⟨j, j⟩G = 0 and ⟨k, j⟩G = 1 implies ⟨j, j⟩G(k) = 1
so j is looped in G
(k)
and therefore p ∉ [k + 1, n− 1] \ L(G). If j ∈ [k + 1, n−
1] ∩ L(G) then j ∈ [k + 2, n − 1] and⟨j, j − 1⟩G = 0 and ⟨k, j − 1⟩G = ⟨k, j⟩G = 1 implies ⟨j, j − 1⟩G(k) = 1
so p ∉ [k + 1, n − 1] ∩ L(G). Therefore
p ∈ [2, k − 1].
Since G [[k − 1]] ∈ CUPk−1 then there exists a path P in G [[k − 1]] connect-
ing p to a looped vertex; since L (G [[k − 1]]) = L(G)∩ [k − 1] = {1} then the
looped vertex must 1.
P = v0 . . . v`
where v0 = p and v` = 1. Note that
NG(k) ∩ V (P ) = {1}
because, if i = min{j ∶ vj ∈ NG(k)} is not 1, then vi is looped in G(k) and in
the same component (namely, C) with p, a contradiction. Then all the interior
edges of P are unaffected by pressing k (although the loop on 1 is removed). If
2 ∈ V (P ) then
P
′ = v0P2n
is a path from p to n in G
(k)
. If 2 ∉ V (P ) then
P
′ = v0Pv`2n
is a path from p to n in G
(k)
. Since n is looped in G
(k)
this contradicts that C
is a non-trivial loopless component. Claim 4 is established. □
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By Claims 3 and 4 we have only one case left to consider. Let n ≡ 1 and assume,
by way of contradiction, that L(G) ≠ {1}. Let
k = min
3≤i≤n−1
{i ∣ wi ≡ 1}.
Choose a non-trivial component C of G
(k)
and a vertex p ∈ V (C)\{1}. Observe
that n−1 ≡ 0 so wtG(n−1) ≡ 0 by Property 4 of H. Then, by Property 4 of H⟨n − 1, n − 1⟩G ≡ n − 1 ≡ 0 and ⟨k, n − 1⟩G ≡ k ≡ 1
which implies ⟨n − 1, n − 1⟩G(k) = 1
so n − 1 ≠ p. Similarly,
⟨n− 1, n⟩G = 1 ⋅ 0⊕ n−1⨊
i=2
1 ⋅ 1 ≡ n− 2 ≡ 1 and ⟨k, n⟩G = 1 ⋅ 0⊕ k⨊
i=2
1 ⋅ 1 ≡ k− 1 ≡ 0
implies ⟨n − 1, n⟩G(k) = 1
so n ≠ p as it is connected to a looped vertex. If j ∈ [k + 1, n − 2] \ L(G) then⟨j, j⟩G = 0 and ⟨k, j⟩G = 1 implies ⟨j, j⟩G(k) = 1
so p ∉ [k + 1, n− 2] \L(G). If j ∈ [k + 1, n− 2]∩L(G) then j ∈ [k + 2, n− 2]
and⟨j, j − 1⟩G = 0 and ⟨k, j − 1⟩G = ⟨k, j⟩G = 1 implies ⟨j, j − 1⟩G(k) = 1
so p ∉ [k + 1, n − 2] ∩ L(G). It follows that
p ∈ [2, k − 1].
Since G [[k − 1]] ∈ CUPk−1 has only 1 as a looped vertex then G [[k − 1]]
contains a path
P = v0 . . . v`
where v0 = p and v` = 1. Since
NG(k) ∩ [k − 1] = {1}
then none of the interior edges are removed upon pressing k. If 2 ∈ V (P ) we
have
P
′ = v0P2n(n − 1)
is a path to a looped vertex in G
(k)
and if 2 ∉ V (P ) then
P
′ = v0Pv`2n(n − 1)
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is a path to a looped vertex in G
(k)
. This contradicts that C is a loopless com-
ponent in G
(k)
. We conclude that L(G) = {1} and therefore establish (IV).
Fourth Case: u1,n = 1, u2,n = 0.
We show that this case cannot occur. Assume it does to reach a contradiction.
Since u2,n = 0 then by Property 4 only the initial column of U1ˆ has odd weight.
It follows that
wn = wtU1ˆ(n) + 1 ≡ 1.
Let
k = min
2≤i≤n
{i ∣ wi ≡ 1}.
Claim 5. k ≠ n
Proof of Claim 5 : Assume, by way of contradiction, that k = n. Then
L(G) = {1, n}. Since G ∈ CUPn we may conclude that G(n) contains a non-
trivial loopless component C. Choose and fix p ∈ V (C) \ {1}. Since H =
G [[n − 1]] ∈ CUPn−1 there exists a path P in H that connects p to a looped
vertex, namely 1. Let
P = v0 . . . v`
where v0 = p and v` = 1. Observe that⟨v`, n⟩G = ⟨1, n⟩G = 1
and let
m = min
0≤i≤`
{i ∣ vi ∈ NG(n)}.
If m < ` then
P
′ = v0Pvm
is a path to a looped vertex in G
(n)
, contrary to assumption. Assume m = `
and let q = v`−1.
1 = ⟨v`, v`−1⟩G = ⟨1, q⟩G
so u1,q = 1. By Property 1 of Unˆ, ui,q = 1 for all i ∈ [q] and so wq = q. Let
r = min
2≤i≤n
{i ∣ ui,n = 1}.
Since ⟨q, n⟩G = ⟨v`−1, n⟩G = 0 then
0 =
n
⨊
i=1
(ui,qui,n) = (1 ⋅ 1)⊕ r−1⨊
i=2
(ui,q ⋅ 0)⊕ q⨊
i=r
(1 ⋅ 1)⊕ n⨊
i=q+1
(0 ⋅ 1)
and therefore ⟨q, n⟩G = 0 = 1⊕ q⨊
i=r
1
20
which implies r ≤ q. Furthermore q ≠ n − 1 since otherwise we would have
wn−1 = wq = q = n − 1
and
n − 1 ≥ wn = u1,n + wtU1ˆ(n) = 1 + wtU1ˆ(n) ≥ 1 + wtU1ˆ(n − 1) = 1 + (n − 2)
which would imply
wn = n − 1 = wq ≡ 0
contradicting that n is a looped vertex. Thus q ≠ n − 1 and so q + 1 < n which
gives us that wq+1 ≡ 0 by Property 4 of U1ˆ and the fact that u2,n = 0. However,
q = wq = wtUnˆ(q) ≤ wtUnˆ(q + 1) = wq+1 ≤ q + 1
implies wq+1 = q since q + 1 ≡ 1 and therefore u1,q+1 = 0 by Property 1 of Unˆ.
Then
⟨q, q + 1⟩G = n⨊
i=1
(ui,q ⋅ ui,q+1) = (1 ⋅ 0)⊕ q⨊
i=2
(1 ⋅ 1)⊕ (0 ⋅ 1)⊕ n⨊
i=q+2
(0 ⋅ 0) = 1
and
⟨q + 1, n⟩G = (0 ⋅ u1,n)⊕ r−1⨊
i=2
(ui,q+1 ⋅ 0)⊕ q+1⨊
i=r
(1 ⋅ 1)⊕ n⨊
i=q+2
(0 ⋅ ui,n)
and so ⟨q + 1, n⟩G = q+1⨊
i=r
1 = 1⊕
q
⨊
i=r
1 = ⟨q, n⟩G = 0
Observe that ⟨2, q + 1⟩G = 2⨊
i=1
ui,q+1 = 1
so
P
′ = q(q + 1)2
is a path in G whose q(q + 1) and (q + 1)2 edges are unaffected by pressing n
(since (q + 1) ∉ NG(n)) and since
⟨2, 2⟩G = 2⨊
i=1
ui,2 = 0 and ⟨2, n⟩G = 2⨊
i=1
ui,n = 1
P
∗ = pPqP ′2
is a path from p to a looped vertex in G
(n)
, contrary to assumption that p is
contained in a loopless component of G
(n)
. This contradicts that G ∈ CUPn
and establishes Claim 5. □
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We proceed under the assumption that
k = min
2≤i≤n
{i ∣ wi ≡ 1} < n,
once again in search of a contradiction. Observe that we need not consider the
case where n ≤ 3 since the super-diagonal entries must be all 1. Furthermore, if
n = 4 we have only two matrices to consider, both of which have an additional
successful pressing sequence given by (4, 3, 2, 1):⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 0 1
0 1 1 0
0 0 1 1
0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ and
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 1
0 1 1 0
0 0 1 1
0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ .
Assume n ≥ 5. By Property 4 of Unˆ we have u1,n−1 = 1 and so by Property 1
and 2 of Unˆ
n − 1 ≥ wn = wtU1ˆ(n) + 1 ≥ wtU1ˆ(n − 1) + 1 = (n − 2) + 1 = n − 1
which gives us wn = n − 1. Observing that wtU1ˆ(n) = n − 2 and u2,n = 0 we
conclude from Property 4 of U1ˆ that n − 2 ≡ 0, so n is looped in G. Since
G ∈ CUPn then G(n) must contain a non-trivial loopless component, say C.
Choose and fix a vertex p ∈ V (C) \ {1}. Observe that G [[p]] ∈ CUPp by
Corollary 2. If p ∈ L(G) then pressing n must remove its loop so⟨2, p⟩G = 0 and ⟨2, n⟩G = ⟨p, n⟩G = 1
which implies that ⟨2, p⟩G(n) = 1 and 2 ∈ L(G(n)), contradicting that C is
loopless. It follows that p ∉ L(G) and therefore, in G [[p]], we have a path P
from p to a looped vertex b:
P = v0 . . . v`
where v0 = p, v` = b, and vi is loopless in G [[p]] for 0 < i ≤ `. Observe that
NG(n) ∩ {v1, v2, . . . , v`} = ∅ since otherwise we would have a looped vertex in
C. It follows that the interior edges of P are unaffected by pressing n in G and
therefore it must be the case that pressing n in G removes the loop from b = v`.
By Property 4 on Unˆ looped vertices in H have full weight. Observe that
n
⨊
i=1
(ui,bui,n) = (1 ⋅ 1)⊕ (u2,b ⋅ 0)⊕ n⨊
i=3
(ui,b ⋅ 1) ≡ {1, if b = 1
1 + (b − 2), if b ≠ 1
Since 1 = ⟨b, n⟩G = n⨊
i=1
(ui,bui,n) this implies that b = 1. (Otherwise, b is even
but looped in G, contradicting Property 4.) Observe that w3 = 3 would imply
w4 = wtUnˆ(4) = 4 by Property 4 of Unˆ, and then wtU1ˆ(4) ≡ 1 but u2,n = 0,
contradicting Property 4 of U1ˆ. Then
w3 = wtUnˆ(3) = 2
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by Property 2 of Unˆ and so⟨3, 3⟩G = 0 and ⟨3, n⟩G = 1 implies ⟨3, 3⟩G(n) = 1
and so 3 ∉ V (P ). Furthermore⟨1, 3⟩G = 0 and ⟨1, n⟩G = ⟨3, n⟩G = 1 implies ⟨1, 3⟩G(n) = 1.
Therefore
P
′ = v0Pv`3
is a path to a looped vertex in G
(n)
. This implies G ∉ CUPn contrary to
assumption. Therefore Case 4 cannot occur.
4 Recognition and Enumeration
A straightforward and very slow way to check if a simple pseudo-graph on n
vertices is uniquely pressable is to check the pressability of each one of its n!
orderings. Here we offer a substantially faster algorithm.
Corollary 4. The unique pressability of G can be decided in time O(n3).
Proof. Let G = (V,E) be a simple pseudo-graph on n vertices. Let G′ =([n], E ′) be the result of relabeling of V (G) so that G′ is order-pressable. If
G is uniquely pressable then the instructional Cholesky root of G
′
is in Mn.
Observe that for each k ∈ L(G′) \ {1},
NG′(k) = {1} ∪ [k, n]
since by Property 4 each ` ∈ [k, n] has full weight and therefore ⟨k, `⟩G′ ≡ k ≡ 1.
However, for each k ∈ L(G′) \ {1} and ` ∈ [k, n], ⟨1, `⟩G′ = 1 by Property 4,
and ⟨1, 2⟩G′ = 1 and ⟨2, k⟩G′ ≡ 2 ≡ 0.
Thus,
NG′(1) ⊇ {2} ∪NG′(k) ⊋ NG′(k).
Therefore 1 is the unique looped vertex of largest degree. It follows that to find
a (potentially unique) pressing order it suffices to iterate the process of finding
the looped vertex of largest degree and pressing it. Index the vertices of graph
G arbitrarily and define A = (ai,j) ∈ Fn×n2 , the adjacency matrix of the graph.
Algorithm 1 finds a successful pressing sequence for G (given that one exists) by
finding the looped vertex of largest degree and pressing it; this has running time
O(n3), as it amounts to performing in-place Gaussian elimination on an n × n
matrix. Algorithm 2 computes the instructional Cholesky root of an ordered
adjacency matrix and once again is done by performing Gaussian elimination.
Finally, Algorithm 3 checks if an upper-triangular matrix has the properties of
Mn which is done by computing no more than n partial sums for each of n
columns and comparing them sequentially. Algorithm 3 also has running time
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O(n3).
Algorithm 1: Find a Pressing Order
1: input: Adjacency matrix A with entries ai,j for i, j ∈ [n]
2: output: Re-indexed matrix P
T
AP
3: M ← A
4: P ← 0n×n
5: t← 1
6: while t ≤ n do
7: maxDegree← 0
8: indexMaxDegree← 0
9: i← 1
10: while i ≤ n do
11: degi ← 0
12: if mi,i = 1 then
13: degi ← ∑nj=1mi,j
14: if degi > maxDegree then
15: maxDegree← di
16: indexMaxDegree← i
17: i← i + 1
18: if indexMaxDegree = 0 then
19: if ∑n`=1∑nj=1m`,j > 0 then
20: return False {Not a Pressable Graph}
21: else
22: k ← indexMaxDegree
23: pt,k ← 1
24: t← t + 1
25: for ` ∈ [n] do
26: for j ∈ [n] \ {k} do
27: m`,j ← m`,j ⊕ (mk,j ⋅m`,k)
28: for j ∈ [n] do
29: mk,j ← 0
30: return P
T
AP
Algorithm 2: Construct instructional Cholesky root
1: input: Adjacency matrix A with entries ai,j for i, j ∈ [n]
2: output: Instructional Cholesky matrix U
3: U ← 0n×n
4: k ← 1
5: while k ≤ n do
6: if ak,k = 1 then
7: for j ∈ [n] do
8: uk,j ← ak,j
9: for i ∈ [k + 1, n] do
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10: for j ∈ [n] do
11: ai,j ← ai,j ⊕ (ak,j ⋅ ai,k)
12: k ← k + 1
13: else
14: k ← n + 1
15: return U
Algorithm 3: Does this instructional Cholesky correspond to a uniquely press-
able OSP?
1: input: Instructional Cholesky matrix U with entries ui,j for i, j ∈ [n]
2: output: True or False
3: j ← 1
4: while j ≤ n do
5: i← 1
6: while i ≤ j do
7: if ui,j = 0 then
8: i← i + 1
9: else if ∑j`=i u`,j < j − i + 1 then
10: return False
11: j ← j + 1
12: j ← 1
13: while j < n do
14: if ∑j`=1 u`,j > ∑j+1`=1 u`,j+1 then
15: return False
16: else if j ≤ n − 2 and ∑j`=1 u`,j > 2 and ∑j+2`=1 u`,j+2 = ∑j`=1 u`,j then
17: return False
18: else if ∑j+1`=1 u`,j+1 ≡ 1 and ∑j+1`=1 u`,j+1 ≠ j + 1 then
19: return False
20: else
21: j ← j + 1
22: return True
Corollary 5. Let n > 0. Let G = ([n], E) and let H = ([n + 1], E(H)) be the
result of adding a vertex “n+1” adjacent to each looped vertex in G, with a loop
at n + 1 if and only if n is even. If G ∈ CUPn, then H ∈ CUPn+1.
Proof. SupposeG ∈ CUPn with adjacency matrixA and instructional Cholesky
root U = (ui,j). Observe that H = ([n + 1], E(H)) where
E(H) = {E(G) ∪ {(i, n + 1) ∣ i ∈ L(G)} ∪ {(n + 1, n + 1)}, if n ≡ 0
E(G) ∪ {(i, n + 1) ∣ i ∈ L(G)}, if n ≡ 1
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Let
V =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
U
1
⋮
1
0 ⋯ 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and observe that
V
T ⋅ V =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A
b1,n+1
⋮
bn,n+1
bn+1,1 ⋯ bn+1,n bn+1,n+1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
where bn+1,i = 1 if and only if wtV (i) ≡ 1 if and only if i ∈ L(G) or i = n+1 ≡ 1.
It follows that V
T
V is a Cholesky factorization for the adjacency matrix of H.
Since G ∈ CUPn then U has 1’s along the diagonal and so U and V are full
rank matrices. Since Cholesky factorizations are unique for full-rank matrices [9]
then V must be the instructional Cholesky root of H. V inherits the properties
of Mn in its first n columns from U . Furthermore the last column of V has full
weight n + 1, so V ∈Mn+1, and therefore H ∈ CUPn+1.
Corollary 6. Let n > 0. Let G = ([2, n + 1], E) and H = ([n + 1], E(H)) be
the result of removing all the edges, including loops, from G[L(G)], adding a
looped vertex “ 1” adjacent to all of L(G). If G ∈ CUPn then H ∈ CUPn+1.
Proof. Let G ∈ CUPn, recall that by Property 4 (of its instructional Cholesky
root) the looped vertices in G form a clique. The only looped vertex in H is
1 so if H admits a successful pressing sequence it must begin with 1. However
H
(1) = G since pressing and deleting 1 creates an edge between any two vertices
in L(G). It follows that H has exactly one successful pressing sequence: n + 1.
H ∈ CUPn+1.
Notation 4. CUP[n] is the set of connected, uniquely pressable ordered (<N)
simple pseudo-graphs on vertex set [n].
Corollary 7. The number of connected, uniquely pressable simple pseudo-graphs
on n > 1 vertices up to isomorphism is
∣CUP[n]∣ = {3(n−2)/2, n is even
2 ⋅ 3(n−3)/2, n is odd
Proof. For n = 2, the result holds since
CUP[2] = {([2], {(1, 1), (1, 2)})} .
We proceed by induction. Let n ≥ 2 be even and assume ∣CUP[n]∣ = 3(n−2)/2.
Choose and fix G = ([n], E) ∈ CUP[n] with adjacency matrix A and instruc-
tional Cholesky root U = (ui,j). Let G′ = ([2, n + 1], E ′) be a re-indexing of G
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given by i ↦ i + 1 for all i ∈ [n]. Let H1 = ([n + 1], E1), H2 = ([n + 1], E2)
where
E1 = E ∪ {(i, n + 1) ∣ i ∈ L(G)} ∪ {(n + 1, n + 1)}
and
E2 = E
′△ ((L(G′) ∪ {1}) × (L(G′) ∪ {1})) .
By Corollaries 5 and 6, H1, H2 ∈ CUP[n+1]. H1 has at least two looped vertices
(1 and n+1) and H2 has only one looped vertex (1), so H1 ≠ H2. Furthermore,
the instructional Cholesky roots ofH1 andH2 include U as a principal submatrix
on consecutive rows and columns so it is not possible that we would have gotten
H1 or H2 by applying Corollaries 5 or 6 to other graphs in CUP[n]. It follows
that ∣CUP[n+1]∣ ≥ 2 ⋅ ∣CUP[n]∣ = 2 ⋅ 3(n−3)/2.
Consider now any H ∈ CUP[n+1] with instructional Cholesky root V = (vi,j).
If v1,n+1 = 0 then let G′ = H(1) and let G be the re-indexing of V (G) given by
i↦ i − 1 for all i ∈ [2, n + 1]. By Lemma 2, G ∈ CUP[n] and therefore H can
be constructed from G using Corollary 6. If v1,n+1 = 1 then vi,n+1 = 1 for all
i ∈ [n+1] because of Property 4 by appeal to Theorem 1. Let G = H−{n+1}.
By Lemma 3, G ∈ CUP[n] and hence H can be obtained by applying Corollary
5 to G. It follows that∣CUP[n+1]∣ ≤ 2 ⋅ ∣CUP[n]∣ = 2 ⋅ 3(n−3)/2.
We count ∣CUP[n+2]∣ in a similar, though slightly more complicated, manner.
Given G ∈ CUP[n], let H1 be result of two successive applications of Corollary
5. Let H2 be the result of applying Corollary 5 followed by Corollary 6, let H3
be the result of applying Corollary 6 followed by Corollary 5, and let H4 be the
result of applying Corollary 6 twice successively. We first show that H2 = H3
and then argue that H1, H2, H4 are pairwise distinct. Let V2 and V3 be the
instructional Cholesky roots of H2 and H3, respectively. Then
V2 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 b1,2 ⋯ b1,n 1
0
⋮
0
U
1
⋮
1
0 0 ⋯ 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= V3
where b1,i = 1 whenever it is positioned above a column of odd weight in U .
Therefore H2 = H3. Observe that H1 has at least two looped vertices, 1 and
n + 1, whereas H2 and H4 have only one looped vertex “1”. Since n is even,
vertex n in G is loopless by Property 4. Then the instructional Cholesky root
of H4 has the form
V4 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 b1,3 ⋯ b1,n+2
0 1 b2,3 ⋯ b2,n+2
0
⋮
0
0
⋮
0
U
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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where b1,n+2 = b2,n+2 = 0 and so H4 ≠ H2. It follows that∣CUP[n+2]∣ ≥ 3 ⋅ ∣CUP[n]∣ = 3((n+2)−3)/2.
Choose and fix H ∈ CUP[n+2] with instructional Cholesky root V = (vi,j). Let
G1 = (H − {n + 2})−{n+1}, G′2 = H(1)−{n+2}, and G′3 = H(1,2). Let G2 and
G3 be (order-preserving) re-indexings of G
′
2 and G
′
3 so that V (G2) = V (G3) =[n]. By (repeated) applications of Lemmas 2 and 3; G1, G2, G3 ∈ CUP[n].
Let α = v1,n+1 + v1,n+2. If α = 2 then v1,n+1 = v1,n+2 = 1 and by Property 1,
vi,n+1 = 1 for all i ∈ [n + 1] and vi,n+2 = 1 for all i ∈ [n + 2]. Then H can be
constructed from two applications of Corollary 5 to G1. If α = 1 then v1,n+1 = 0
and v1,n+2 = 1 by Property 4. Furthermore, Property 4 implies that 1 is the
only looped vertex, since n + 2 is even and v1,n+1 = 0. Observing that n + 2
must be a full weight vertex, we conclude that H can be constructed from G2
by application of Corollaries 5 and 6 (in either order). Finally if α = 0 then
v1,n+2 = 0 and by Property 4, and since n is even, v2,n+2 = 0. Furthermore by
Property 4 it follows that H and H
(1)
have each only one looped vertex. Then
H can be constructed from G3 by two applications of Corollary 6. It follows
that ∣CUP[n+2]∣ ≤ 3 ⋅ ∣CUP[n]∣ = 3((n+2)−3)/2.
Therefore ∣CUP[n]∣ = {3(n−2)/2, if n is even
2 ⋅ 3(n−3)/2, if n is odd .
Corollary 8. The number of uniquely pressable simple pseudo-graphs on n > 1
vertices up to isomorphism is
Tn = {(5 ⋅ 3(n−2)/2 + 1) /2, if n is even(3(n+1)/2 + 1) /2, if n is odd
Proof. There are three non-isomorphic uniquely pressable simple pseudo-graphs
on 2 vertices: the edgeless (loopless) graph, the disconnected graph containing
one looped vertex and one unlooped vertex, and the connected graph containing
one looped vertex and one unlooped vertex. We proceed by induction on n.
Observe that for every k ≤ n and for every H ∈ CUPk, we can create a
(distinct) uniquely pressable graph G on n vertices by adding n − k isolated
vertices to H. Similarly, if G is a uniquely pressable graph, then it is either the
edgeless (loopless) graph or it contains exactly one non-trivial component which
must be a CUPk graph for some k ≤ n. Hence
Tn =
n
∑
k=0
∣CUP[k]∣ = Tn−1 + ∣CUP[n]∣ .
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The result follows by observing that
5 ⋅ 3((n−1)−2)/2 + 1
2
+ 2 ⋅ 3(n−3)/2 = 5 ⋅ 3(n−3)/2 + 1 + 4 ⋅ 3(n−3)/2
2
= 3
(n+1)/2 + 1
2
and
3
((n−1)+1)/2 + 1
2
+ 3(n−2)/2 = 3 ⋅ 3(n−2)/2 + 1 + 2 ⋅ 3(n−2)/2
2
= 5 ⋅ 3
(n−2)/2 + 1
2
5 Conclusion
We end with a few open problems raised by the above analysis.
Our recognition algorithm has O(n3) running time as it relies on explicit
Gaussian elimination. In [1] and [4] the authors give improved algorithms (with
sub-cubic running time) for obtaining the reduced row echelon form of a matrix
with entries from a finite field.
Question 1. Can the detection algorithm be improved to sub-cubic running
time?
It is natural to go beyond unique pressability for the problems of character-
ization, enumeration, and recognition.
Question 2. Which graphs have exactly k pressing sequences for k ≥ 2?
In [9], the authors consider the set of all pressing sequences of an arbitrary
OSP-graph. Some of their results suggest that problem of counting the num-
ber of pressing sequences might be easy; for example, they show that it is a
kind of relaxation of graph automorphism counting, a problem which is GI-
complete [12], and therefore at worst quasipolynomial in time complexity [2].
They also connected the enumeration of pressing sequences with counting per-
fect matchings, a problem which is famously #P-hard [13]. Some of our results
also suggest that this counting problem might be hard; for example, pressing
sequences are certain linear extensions of the directed acyclic graphs whose ad-
jacency matrices are given by instructional Cholesky roots, and enumerating
linear extensions is also famously #P-hard [6]. Therefore we ask the following.
Question 3. What is the complexity of counting the number of pressing se-
quences of a graph?
References
[1] D. Andre´n, L. Hellstro¨m, and K. Markstro¨m. On the complexity of matrix
reduction over finite fields. Advances in applied mathematics, 39(4):428–
452, 2007.
29
[2] L. Babai. Graph isomorphism in quasipolynomial time. In Proceedings
of the 48th Annual ACM SIGACT Symposium on Theory of Computing,
pages 684–697. ACM, 2016.
[3] A. Bergeron. A very elementary presentation of the Hannenhalli-Pevzner
theory. In Annual Symposium on Combinatorial Pattern Matching, pages
106–117. Springer, 2001.
[4] E. Bertolazzi and A. Rimoldi. Fast matrix decomposition in F2. Journal
of Computational and Applied Mathematics, 260:519–532, 2014.
[5] E. Bixby, T. Flint, and I. Miklo´s. Proving the pressing game conjecture on
linear graphs. Involve, a Journal of Mathematics, 9(1):41–56, 2015.
[6] G. Brightwell and P. Winkler. Counting linear extensions. Order, 8(3):225–
242, 1991.
[7] R. A. Brualdi and H. J. Ryser. Combinatorial matrix theory, volume 39.
Cambridge University Press, 1991.
[8] A. Caprara. Sorting by reversals is difficult. In Proceedings of the first
annual international conference on Computational molecular biology, pages
75–83. ACM, 1997.
[9] J. Cooper and J. Davis. Successful pressing sequences for a bicolored graph
and binary matrices. Linear Algebra and its Applications, 490:162–173,
2016.
[10] R. Diestel. Graph theory. Springer, 2000.
[11] S. Hannenhalli and P. A. Pevzner. Transforming cabbage into turnip: poly-
nomial algorithm for sorting signed permutations by reversals. Journal of
the ACM (JACM), 46(1):1–27, 1999.
[12] R. Mathon. A note on the graph isomorphism counting problem. Informa-
tion Processing Letters, 8(3):131–136, 1979.
[13] L. G. Valiant. The complexity of enumeration and reliability problems.
SIAM Journal on Computing, 8(3):410–421, 1979.
30
