It is well known that the maximal displacement of a random walk indexed by an m-ary tree with bounded i.i.d. edge-weights can reliably yield much larger asymptotics than a classical random walk whose summands are drawn from the same distribution. Presently we show that if the edge-weights are mean-zero, then nonclassical asymptotics arise even when the tree grows much more slowly than exponentially. Our conditions are stated in terms of a Minkowski-type logarithmic dimension of the boundary of the tree.
Introduction
Let T be a locally-finite infinite rooted tree with vertex set V, edge set E, and root r. We will associate with each edge e ∈ E a signed weight ω e , that we think of as the reward for selecting that edge. Given a path in T , the reward for selecting the path is the cumulative sum of the weights of the edges that compose the path. An optimal path of depth n is a path with maximal reward from the set of all rooted paths of length n; the optimal reward at depth ndenoted by M n (ω)-is the reward for this optimal path. In this paper, we study the effect of the thickness of the tree on the asymptotic value of M n (ω).
We will assume that the edge-weights ω = {ω e ; e ∈ E} are a collection of real i.i.d. random variables; that is, given any real Borel probability measure P, ω is a random variable under the product measure P E , which is a Borel probability measure on the product space R E . We will assume, furthermore, that
∀e ∈ E, E{ω e } = 0, E ω 2 e = 1, and ∃λ 0 > 0, E e λ0|ωe| < +∞.
(1.1)
These are more or less the usual moment conditions on the edge-weights. In Section 4 we will show that the conditions of (1.1) are essentially optimal in the setting of this paper. We will need some additional notation for trees. An ordered collection (finite or infinite) σ = v 0 v 1 v 2 . . . of distinct vertices is called a path provided that there is an edge between v i−1 and v i , i ≥ 1; the path σ is said to originate at v 0 . Equivalently, a path can be described by a sequence of adjacent edges σ = (v 0 , v 1 ) (v 1 , v 2 ) . . . .
Given two paths σ 1 and σ 2 , we will write σ 1 ≺ σ 2 provided that they have a common origin, and each vertex of σ 1 is a vertex of σ 2 . In other words, σ 2 is an extension of σ 1 . If the path σ is composed of a finite number of vertices, then the length of σ-denoted by |σ|-is the number of adjacent edges composing the path; otherwise, |σ| = +∞.
By a ray we mean a path that originates at the root r. For completeness, we will enlarge the set of rays by attaching the empty ray, a ray composed of no edges and having zero length. Given two rays σ and σ , let σ fσ denote the ray of maximal length such that σ fσ ≺ σ and σ fσ ≺ σ . Let ∂T n and ∂T denote respectively the set of all rays of length n and the set of all infinite rays in T . Moreover, the number of rays of length n is denoted by A(n) = A n = |∂T n |. Hereafter, we will assume that to each σ ∈ ∂T n there exits σ ∈ ∂T such that σ ≺ σ. In other words, each vertex of T is part of an infinite ray. It follows from this that A 1 ≤ A 2 ≤ · · · . With one exception (Theorem 3.1), we will assume that |∂T | = +∞.
Given σ = r v 1 v 2 . . . ∈ ∂T , let S σ 0 = 0, and for n ≥ 1 let S σ n = ω (r,v1) + ω (v1,v2) + · · · + ω (vn−1,vn) .
(1.
2)
The stochastic process {S σ n : n ≥ 0, σ ∈ ∂T } is called a T -indexed random walk. The notation S σ n can be unambiguously extended to rays σ of finite length provided that n ≤ |σ|, and hereafter we will use this convention. In this notation, the optimal reward at depth n can be expressed as M n (ω) = max{S σ n (ω); σ ∈ ∂T n }.
(1.3)
In a slightly different context, Biggins (1977) has shown that whenever T grows exponentially, then lim n→∞ 1 n M n (ω) exists for P E -almost all ω, and depends on the entire distribution P. Earlier works can be found in Dubins and Freedman (1967), Hammersley (1974) , Kingman (1975) , and related results can be found in Aldous (1992), Benjamini and Peres (1994), Lyons and Pemantle (1992), and Peres (1999). Among other things, these works investigate trees where M n is of order n.
Presently, we are concerned with the value of the optimal reward on sparse trees; that is, trees with a subexponential branching rate (see equation 1.5). We were motivated by the following questions:
What features of T guarantee the existence of a n → ∞ such that
For what sparse trees can we find a n → ∞ with the property that
In words, asks when the optimal reward has a limiting value; asks when there is a reliable, though oscillatory, asymptotic value for this reward; finally, asks when the asymptotic value of this reward is unreliable in that it fluctuates wildly as we move down the tree.
Our approach will be to characterize the growth of M n via geometric conditions on T . In this sense we are close, in spirit, to the studies of Benjamini and Peres (1994) and Lyons and Pemantle (1992) for large trees. Recently Virág (2001) has investigated a set of problems closely related to those of this present article.
It is difficult to answer Questions -in complete generality; however, if the tree satisfies some mild regularity conditions, then some general answers do emerge. To this end, the following function is fundamental to our analysis: For each λ ≥ 1, let
We say that T is log-regular provided that this lim sup is a limit for all λ ≥ 1, and we say that T is thin provided that (λ) = 1 for every λ ≥ 1.
Remark 1.1
It is clear that (λ) ≥ 1 for λ ≥ 1, and that is monotone increasing in λ.
] for all n ≥ 1, and consequently, (λ) ↓ 1 as λ ↓ 1.
Hereafter, we will tacitly restrict our attention to the class of trees that satisfy the following sparseness condition:
The first assumption will be used to carry out a moderate deviations estimate. We note that this assumption can be removed whenever the edge-weights are normally distributed. By Remark 1.1, (2) < +∞ is equivalent to (λ) < +∞ for all λ ≥ 1.
Finally we introduce some notation for measuring the rate of growth of T .
These are the upper logarithmic dimension and the lower logarithmic dimension of the boundary of T respectively, where
and ln + x = max(ln x, 1). When the upper and lower logarithmic dimensions are equal, we will denote their common value by dim L (∂T ). Quite naturally, we call this the logarithmic dimension of the boundary of T .
We have a variety of answers to Questions -that hold under different regularity conditions on T . However, our results are most elegant and complete when (i) T is thin, and (ii) dim L (∂T ) exists. In such a case, we find:
see Corollaries 3.4 and 3.5 below.
Thus, for such trees T ,
It would be interesting to know if the latter interval is in fact the entire cluster set. Quite generally, this is the case. Indeed, we have the following.
Theorem 1.2 Under the sparseness condition (1.5), and if
Viewing T as a subexponential decision tree, each ray σ ∈ ∂T can be interpreted as a strategy. In light of the preceding discussion, it is natural to wish to find a near-optimal strategy; that is, one may wish to find a ray σ ∈ ∂T such that S σ n has the same growth rate as M n as n increases without bound. In Section 5.1 we will show that, for spherically symmetric trees, there is a kind of hit-or-miss near-optimal strategy, and in Section 6.1 we will show that consistent near-optimal strategies do not exist for thin spherically symmetric trees. See Theorems 5.1 and 6.1 for precise statements of these results.
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The Law of the Iterated Logarithm
We will begin our work by analyzing the largest possible value of the optimal reward. We recall that equations (1.1) and (1.5) are in effect.
Theorem 2.1 (The Law of the Iterated Logarithm)
There exists a con- 
where Y n denotes either
Proof of Theorem 2.1 For simplicity, let
Choose λ, p > 1, and let
We see at once that
We can apply Lemma 2.2 with x n = f (n) and deduce that as k → ∞, (1) .
on an ω-set of full P E -measure. Since p > 1 is arbitrary and, by (1.4),
The right-hand side may be replaced by lim λ↓1 (λ), yielding a universal upper bound. If, moreover, the tree is log-regular, then (λ) → 1 as λ → 1 + ; thus, in the presence of log-regularity, the upper bound can be taken as 1.
We now argue toward a lower bound. Choose p > 1, q ∈ (0, 1), λ > 2, and
, fix one path σ ∈ ∂T n(k+1) such that σ σ, and let
where C λ > 0 depends only on λ. Consequently,
for all sufficiently large k. By the Borel-Cantelli lemma for independent events, P E -almost surely there are infinitely many indices k for which there exist paths σ ∈ ∂T n(k) and σ ∈ ∂T n(k+1) with σ ≺ σ such that
Recalling (2.2), it follows that there exist infinitely many k such that
on a set of full P E measure. Since p > 1 and q ∈ (0, 1) are arbitrary, it is evident that lim sup
The right-hand side is positive, which, by the zero-one law, gives the general result. If T is thin, that is (λ) = 1 for each λ ≥ 1, then by letting λ increase without bound we see that the bound on the right-hand side can be replaced by 1, as asserted.
A Law of Large Numbers
In this section we present some results concerning the slowest possible growth rates for the value of the optimal reward. The fastest possible growth rates have been discussed in Theorem 2.1, where it was shown that under mild conditions on the tree T ,
While the greater part of this section is devoted to three general results on the slowest growth of the optimal reward, our ultimate goal is to verify the corollaries that follow. In essence, we show that if a tree has a positive but finite logarithmic dimension, then the optimal reward will be ultimately positive, but will oscillate (Corollary 3.4); however, if the tree has infinite logarithmic dimension, then the optimal reward satisfies a strong law of large numbers (Corollary 3.5).
Our first result is a general theorem concerning the limit inferior of the optimal reward.
The second result of this section presents an upper bound on the limit inferior in terms of the upper logarithmic dimension.
If T is log-regular and dim L (∂T ) = ∞, then the result holds with the convention that ∞ ÷ ∞ = 1.
Our next result gives information about the limit inferior in terms of the lower logarithmic dimension.
If, in addition, T is thin, then
,
The following corollaries follows directly from Theorems 2.1, 3.1, 3.2, and 3.3.
Corollary 3.4 If
|∂T | = +∞ and dim L (∂T ) < +∞, then almost surely, lim inf n→∞ M n √ 2nL 2 n = dim L (∂T ), and lim sup n→∞ M n √ 2nL 2 n = 1 + dim L (∂T ).
Corollary 3.5 (Law of Large Numbers) Suppose that T is thin and dim
Proof of Theorem 3.1 Let us first assume that N = |∂T | < +∞, and let
The key observation is that below level γ, the tree T has no further branching; thus, our random walk on T ultimately behaves like N independent random walks.
Let α be chosen such that N α > 1. Choose λ > 1 and consider the sequence
Due to the definition of γ, the events {H σ k : σ ∈ ∂T } are independent. Thus, by the moderate deviations estimate (Lemma 2.2) and the fact that
Since N α > 1, the sequence {q k (α)} k≥1 sums in k; thus, by the Borel-Cantelli lemma, there exists a set of full P E measure on which, eventually,
and it follows that lim inf
We conclude this part of the proof by letting λ decrease to 1 and α decrease to N −1 = |∂T | −1 along rational sequences. Next let us assume that α > 0 and N α < 1 and consider the events (1) .
Since N α < 1, the sequence {p k (α)} k≥1 has a divergent sum. Thus, by the Borel-Cantelli lemma, there exists a set of full measure on which
for infinitely many indices n k . Thus, by Theorem 2.1,
We achieve the desired conclusion upon letting λ increase without bound, and letting α increase to 1 N along rational sequences. This concludes our proof in the case where T has finite boundary.
If |∂T | = ∞, let M ≥ 1 be chosen and let σ 1 , σ 2 , . . . , σ M be M rays in ∂T . Let T denote the sub-tree of T with ∂T = {σ 1 , σ 2 , . . . , σ M } and let ω = {ω e ; e ∈ E }, where E ⊂ E is the induced edge-set of T . Now it is clear from this construction that M n (ω) ≥ M n (ω ); thus, by our result for trees with finite boundary,
Since this is true for each M ≥ 1, the result follows.
Proof of Theorem 3.2 For simplicity
If T is log-regular and d = +∞, then the result follows trivially from Theorem 2.1. Otherwise, d < ∞. In this case, we note that
Since random walks are associated, (Esary et al. 1967) ,
On the other hand, moderate deviations and (3.1) together show that
Consequently, equations (3.2) and (3.3) together show that the probabilities {p k (α)} k≥1 are bounded away from zero. By the Borel-Cantelli lemma for independent events, there exists a set of full measure on which
for infinitely many indices n k . This implies that almost surely
for infinitely many indices n k . Recalling the definition of ε k , it is evident that almost surely
for infinitely many indices n k . By Theorem 2.1 we may conclude that
We obtain the final result upon letting λ increase without bound and α decrease to d/(d + 1) along rational sequences.
Our proof of Theorem 3.3 will require several preparatory lemmas. Given ε ∈ (0, 1), let n (ε) = min j :
It follows that (1 − ε) ln A n ≤ ln A n (ε) for each n. Our next lemma gives us a convenient upper bound on ln A n (ε) .
Lemma 3.6
For each ε ∈ (0, 1), there exists a positive integer n 0 such that for all n ≥ n 0 ,
Proof The inequality on the left follows from the definition of n (ε). To obtain the inequality on the right, let c ∈ 1 2 , 1 . In accord with the definition of , there exists a positive integer n 0 such that for all n ≥ n 0 ,
However, since c n (ε) < n (ε), ln A c n (ε) < (1 − ε) ln A n , which has the desired effect.
Remark 3.7
If T is log-regular, the above proof could be modified to show that
We will not make use of this fact in the sequel.
Our next lemma considers the ratio of n (ε) to n.
Lemma 3.8 For any
Proof Given such an ε, note that (λ) < (1 − ε) −1 ; hence, in accord with the definition of , there exists a positive integer n 0 such that n ≥ n 0 implies
equivalently, A(n/ λ ) > A(n 1−ε ), which demonstrates that n (ε) ≥ nλ −1 for n ≥ n 0 , as was to be shown. for all ε ∈ (0, 1).
We have one final preparatory lemma.
Lemma 3.10 For each
where
Proof Let λ > 1 be given and let α > 1 be chosen. By moderate deviations (Lemma 2.2), (1) .
Since α > 1, the sequence {p k (α)} k≥1 has a convergent sum; thus, by the BorelCantelli lemma and the definition of n k , lim sup
To complete the proof, let α ↓ 1 along a rational sequence.
Proof of Theorem 3.3
Fix a number r > 1 and let ε satisfy 1−1/ (r) < ε < 1. Let λ > 1 be chosen and let
and observe that there exists a positive integer n 0 such that
for n ≥ n 0 . For future reference, let us note that
For each k ≥ 1 and σ ∈ ∂T n k (ε) , let σ ∈ ∂T n k with σ ≺ σ , and let
By the definition of n k (ε), our moderate deviations estimate (Lemma 2.2), and (3.5),
Thanks to (3.7), the exponent is ultimately positive; consequently, the sequence {p k (α)} k≥1 has a convergent sum. By the Borel-Cantelli Lemma, this shows that on a set of full measure, ultimately,
From Lemma 3.8, we may conclude that
By Lemma 3.9, (3.6), and some algebra,
Thus, we can apply Theorem 2.1 to the opposite-signed edge-weights {−ω e ; e ∈ E}, and deduce that lim sup
From this, (3.9), and (3.10), we may conclude that
on a set of full measure. We can let α increase (along a rational sequence) to
on a set of full measure. The key observation is that the term inside of the braces is ultimately positive as r increases without bound. Thus, by the zero-one law, there exists a positive constant c(λ) such that
By letting ε decrease to 1 − 1/ (r), we can conclude that
To finish, let n k ≤ j ≤ n k+1 , and note that
By Lemma 3.10,
Letting λ decrease to 1, along a rational sequence, leads to
By the zero-one law, we may conclude that the lim inf converges almost surely to a positive constant C 3.3 . If T is thin, then C 2.1 = 1 and (r) = 1 for r ≥ 1, and (3.11) assumes the form
We can conclude this proof by letting d → dim L (T ) along a rational sequence.
We conclude this section by proving Theorem 1.2.
Proof of Theorem 1.2 By combining Theorem 2.1 and Corollary 3.4, we
can deduce that with P-probability one, the sequence {η n } n≥1 clusters inside
Our goal is to show that {η n } n≥1 almost surely converges to the said interval. We will appeal to the following deterministic lemma whose simple proof is omitted: Lemma 3.11 Suppose that {a n } n≥1 is a sequence of real numbers that clusters inside a finite interval I, and that lim n→∞ (a n+1 −a n ) = 0. Then, {a n } n≥1 converges to the interval I. In light of Lemma 3.11, it suffices to show that P-almost surely,
Now M n+1 − M n is nonnegative, and is not greater than the maximum edgeweight at level n + 1. In other words, if V is an edge-weight, for any ε > 0 and all n ≥ 1,
By equation (1.1) and Chebyshev's inequality, 13) which is summable in n,
Remark 3.12 Equation (3.12) continues to hold when dim L (∂T ) = +∞, or when it does not exist; only equations (1.1) and (1.5) are needed to insure this assertion. In light of the preceding argument, the proof of this is simple: Thanks to (3.13), it suffices to show that as n → ∞, A n+1 = exp{o(1) √ n ln A n }; but this follows readily from (1.5).
On the Growth Condition (1.1)
We have effectively shown that under a mild regularity/sparseness condition on the tree T , and when the edge-weights satisfy (1.1), the optimal reward on T has a reliably high value if and only if the boundary of T has positive logarithmic dimension. We now ask, "Can the exponential tail-condition on the edge-weights be relaxed ?"
In this section we argue that such refinements cannot be made in a manner that is essential. Indeed, suppose V, V 1 , V 2 , . . . are i.i.d. random variables, each with the same law as the edge-weights. Let us also suppose that the tails of the edge-weights are truly subexponential in the following sense: Proof Let us start with the observation that for any θ > 0,
Thus, thanks to (4.1), we can find a finite constant c 1 > 0 and a ν ∈ (0, 2) such that for all n ≥ 1,
Using this, we will show that Theorem 2.1 fails for a tree T where A n goes to +∞ sufficiently rapidly. Indeed, suppose
Since ζ < 1, such a tree satisfies condition (1.5). On the other hand, this and (4.2), together, imply that
Since ζ > ν 2−ν , the above sums in n. Consequently, using this and the fact that f (n) = (1 + o(1) ) ln A n , we see that for any θ > 0,
where the sequence f was defined in (2.1). Note that max j≤An V j has the same distribution as the maximum edge-weight at level n. We will abuse notation and write V j for the edge-weights at level n.
nf (n), and if n were large enough,
nf (n). Since θ is arbitrary, this shows that lim sup n→∞ |M n |/ nf (n) = +∞, a.s.
Existence of Near-Optimal Rays
Viewing T as a decision tree, we can identify each σ ∈ ∂T as a "decision strategy." Bearing this interpretation in mind, it is natural to ask about the existence of asymptotically optimal strategies. In this section we present a partial result toward this end.
We say that T is spherically symmetric if every vertex at level n branches off to B n = B(n) ∈ {1, 2, . . .} vertices. It should be recognized that A n = n =1 B , and the growth Condition (1.1) is equivalent to
we immediately obtain that {j ≥ 1 : B j > 1} has zero density; i.e.,
We now show that Theorem 2.1 can be achieved along a single ray when T is spherically symmetric.
Theorem 5.1 If T is spherically symmetric, then
sup σ∈∂T lim sup n→∞ S σ n 2nf (n) > 0, P E -a.s.
If, in addition, T is thin, then
Proof Following the terminology of (Benjamini and Peres 1994; Lyons 1990,1992), we consider the Gromov metric,
This defines a metric topology on ∂T that is generated by open balls of the form As before, choose λ > 1, and define n k = n(k) = λ k , k = 1, 2, . . . . Let us fix an integer m and some τ ∈ ∂T , and define U = Ball(τ, 2 −m ). We can view U as a tree in its own right with boundary ∂U . To avoid confusion between T and its subtree U , we will append a subscript U when necessary. Notably, A U (n) will denote the number of vertices in the nth generation of the tree U , and f U (n) = ln A U (n) + L 2 n. Since T is spherically symmetric,
For any k, consider the random set F k ⊆ ∂T , described by
It is easy to see that
The results of our labors on the law of the iterated logarithm can be applied to the subtree U . In particular, (2.5) and (5.1) together imply that P {F k ∩ ∂U = ? infinitely often} = 1.
For each n ≥ 1, define G n = ∪ k≥n F k , and note that it is an open set in ∂T . It is evident from the previous display that
Since m ≥ 1 and τ ∈ ∂T were arbitrary, this development shows that with probability one, every G n is an open nowhere dense random subset of ∂T . By the Baire category theorem, with probability one, ∩ n G n = ?. This means that almost surely,
Arguing as we did at the end of our proof of Theorem 2.1 leads us to the following almost-surely valid statement:
see equations (2.6) and (2.7). As we have shown, the right-hand side is positive; moreover, when T is thin, it is equal to √ q. Since q ∈ (0, 1) is arbitrary, this and Theorem 2.1 together complete our proof.
Remark 5.2 A close examination of our arguments reveals that spherical symmetry played only a small role in our arguments: It was used to obtain a simple formula for A U (n), and hence f U (n). In fact, the crucial element is embodied in equation (5.1), which is an expression of homogeneity and not spherical symmetry per se. In other words, what is ultimately important is that each ball U is asymptotically as "full" as the tree itself.
We illustrate the validity of this remark by constructing a simple example next. Consider the locally finite rooted tree that is plotted in the figure below. In this tree, all vertices have out-degree one, except those on the "left-most" infinite ray; all of these vertices have out-degree two. It should be recognized that the boundary ∂T of this tree is countable, and yet A n = |∂T n | = n+1 for all n ≥ 0. In particular, T is thin, f (n) = (1 + o(1)) ln n as n → ∞, and dim L (∂T ) = +∞.
For any fixed σ ∈ ∂T , the following is a consequence of the classical law of the iterated logarithm for random walks: With probability one,
Since there are only countably many such σ ∈ ∂T , the null set in question can be chosen to be independent of σ ∈ ∂T , so that
Thus Theorem 5.1 does not hold for the tree of this example.
Non-Existence of Near-Optimal Rays
Theorem 5.1 shows that when T is spherically symmetric, the lim sup rate of our law of the iterated logarithm is achieved along some ray. In words, if T is viewed as a decision tree, then there are strategies that infinitely often achieve the best possible return. We now show that the corresponding lim inf behavior can be radically different.
Theorem 6.1 If T is thin and spherically symmetric, then
Proof Fix a positive integer j 0 . Let λ > 1 and for each integer k ≥ j 0 , let n(k) = n k = λ k . Let c ∈ (0, 1) be given, and let
Throughout we set N k = |G k |, and will compute E[N k ], which is the expected number of "good" paths. For k ≥ 1, let
and write
If there are good paths in ∂T n(k) , then by spherical symmetry, each of them will have A n(k+1) /A n(k) descendants in ∂T n(k+1) . Now each of these descendant paths has a p k chance of creating a good path in ∂T n(k+1) ; thus,
The previous two displays together imply that
By moderate deviations (Lemma 2.2), 
This finishes the proof, since λ can be chosen arbitrarily large.
A Sketch of Proof of Lemma 2.2
The lower bound borrows an idea from de Acosta (1983, Lemma 2.4) that is, in turn, from de Acosta and Kuelbs (1983, Lemma 3.1). We will sketch this idea presently. This finishes our proof, since we can replace S n by max 1≤j≤n S j by Ottaviani's maximal inequality; see Chung (1974, p. 120 ).
