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Abstract
Efficient resource allocation is one of the main driving forces of human civilizations. Of the many existing approaches to
resource allocation, matrix completion is one that is frequently applied. In this paper, we investigate a special type of matrix
completion problem concerning the class of (0, 1)-matrices with given row/column sums and certain zeros prespecified. We
provide a necessary and sufficient condition under which such a class is nonempty. The condition is stated in the form of the
nonnegativity of a structure tensor constructed from the information regarding the given row/column sums and fixed zeros.
Moreover, we show that a more general matrix completion problem can be studied in a similar manner, namely that involving
the class of nonnegative integer matrices with prescribed row/column sums, predetermined zeros, and different bounds across
the rows. To illustrate the utility of our results, we apply them to demand response applications in smart grids. Specifically,
we address two adequacy problems in differentiated energy services, namely, the problems of supply/demand matching and
minimum purchase profile.
Keywords: Resource allocation; Matrix completion; Gale-Ryser theorem; Integer programming; Demand response; Smart grid.
1 Introduction
Resource allocation is well documented in history and
ubiquitous in real life. Human ancestors distribute food
to survive and thrive. The victorious generals share cap-
tured valuables with soldiers to enhance troop morale.
Factories manage manpower and materials for profit
maximization. Students apportion their time and energy
to various courses and activities. We refer to [1, 2] for
more detailed accounts of the significance of resource al-
location in our lives.
The problem of resource allocation is well studied in the
literature. Many ways to model and solve the problem
can be found. For example, network flow theory asso-
ciates a proper allocation with a flow in a network [3].
Resources are distributed in auction theory by mecha-
nism design [4]. Transportation theory is concerned with
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transporting a distribution of resources to another one
while minimizing a certain transportation cost [5]. Oper-
ations research approaches the problem of resource allo-
cation with tools ranging from portfolio selection, com-
puter scheduling, production planning, and apportion-
ment [6]. A very special class of resource allocation prob-
lems has been studied in the area of leader selection and
token allocation [7,8]. For more pioneering works on re-
source allocation, see [9–13].
Matrix completion is another widely used tool for re-
source allocation. A matrix presents a useful mathemati-
cal depiction of allocating resources from their sources to
destinations. In particular, the row indices of the matrix
may represent the scattered locations of sources while
each row sum corresponds to the total amount of re-
sources at that particular location. Likewise, the column
indices and sums may represent the same for the desti-
nations. The viability of the resource allocation problem
is therefore equivalent to the existence of a matrix satis-
fying the given row and column sums. Such a matrix is
often referred to as a transportation matrix, since each
matrix element indicates the quantity of resources trans-
ported from a certain source to a certain destination.
This can be viewed as a discrete version of the classic op-
Preprint submitted to Automatica May 21, 2019
ar
X
iv
:1
90
5.
07
53
2v
1 
 [c
s.S
Y]
  1
8 M
ay
 20
19
timal mass transport problem. Apart from attributing
the locations of resources to the matrix indices, many
other properties such as time intervals, varieties, pur-
poses, and hierarchical structures may be used.
In this paper, we consider constrained nonnegative inte-
ger matrix completion problems. These problems, which
are NP-hard in general, are significantly more difficult
than completing a matrix with real elements, which may
be efficiently solved by using linear programming (LP)
directly. Our formulation is motivated by the common-
place presence of resources that are indivisible, such as
a human, a delivery package, and a biochemical process
that cannot be resumed once interrupted. In these ex-
amples, the elements in the matrix to be completed need
to be taken as nonnegative integers.
As a starting point, we investigate the class of (0, 1)-
matrices with given row/column sums and certain zeros
prespecified and provide a necessary and sufficient con-
dition under which such a class is nonempty. Variants of
this problem have been widely studied over the past cen-
tury. In the absence of prespecified elements, the semi-
nal Gale-Ryser theorem characterizes the problem via a
majorization condition involving only the row/column
sums [14,15]. Anstee [16] considers the case where there
is at most one prespecified zero in each column. The ex-
istence condition of a triangular (0, 1)-matrix is elabo-
rated in [17]. The case where all the fixed zeros form a
block at a corner is examined in [18]. One of our previ-
ous papers deals with the case where the positions of the
fixed zeros constitute a staircase pattern [19]. Compre-
hensive surveys along the above line of research are avail-
able in [20,21]. In addition, if the matrix is square, then
such a (0, 1)-matrix completion problem is in essence the
graph realization problem in graph theory and related
works can be found in [22–24].
The aforementioned works lay the foundations for the
results in this paper. Specifically, we define a structure
tensor to characterize the non-emptiness of the class
of (0, 1)-matrices with given row/column sums and pre-
determined zeros. In the case where the (0, 1)-matrix
class is nonempty, we show that we can find an ele-
ment of the class via the structure-tensor approach ef-
ficiently when the pattern of fixed zeros presents a de-
sired structure. As a generalization, we also examine via
the structure-tensor approach the more general matrix
completion problem involving nonnegative integer ma-
trices with prescribed row/column sums, predetermined
zeros, and upper bounds across the rows.
As an illustration of the results developed in this pa-
per, we apply them to the analysis and design of dif-
ferentiated energy services. Such services have been put
forward as a form of demand response, whose purpose
is to exploit the flexibilities in demands to alleviate the
burdens on supplies in smart grids [25]. The electricity
services herein are neither homogeneous products sold
at a unit price nor plug-and-play charging processes.
They are differentiated by different flexibility levels of
the unique charging properties of smart loads. For exam-
ple, the charging of an electric vehicle can be deferrable,
intermittent, and modulated. That is, the charging may
not start immediately and does not have to be contin-
uous as long as it is completed within a specified time
frame. Thus, we can coordinate the charging processes
of these flexible loads to better maintain the efficiency
of the power systems. In this paper, we concentrate on
two adequate problems in differentiated energy services.
The first problem is about the supply/demand match-
ing – under what situations can the supply fulfill all the
load requirements? It will be shown that finding such an
adequacy condition is equivalent to characterizing the
existence of a constrained (0, 1)-matrix, called the fea-
sible power allocation matrix, which indicates how the
given supply is allocated to conform to the demand re-
quirements. Even though the existence can be verified by
solving a special class of integer linear programs (ILPs)
with existing algorithms, the structure-tensor approach
in this paper is more informative. It offers the physical
interpretation that the supply tails should always domi-
nate the demand tails whenever the supply is adequate.
Next, when the supply is inadequate, a follow-up ques-
tion asks what the minimum supplementary purchase
is. A simple algorithm is developed to achieve an opti-
mal purchase profile of the minimum amount (i.e., the
adequacy gap), with the aid of the structure tensor. By
further making use of the Gale-Ryser theorem, a refined
algorithm is proposed to solve the minimum purchase
profile problem more efficiently.
Finally, we take a step forward towards the more com-
plicated rate-constrained differentiated energy services,
where a load may be charged at an integer multiple of
the base rate at each time slot, between zero and a cer-
tain ceiling charging rate. In the previous setup, every
load can be charged at the base rate at most. However, in
this case, the ceiling charging rate is load-dependent but
invariant to the load’s service time. Two adequacy prob-
lems described previously are revisited in this new frame-
work. Mathematically, they lead to more general matrix
completion problems, which involve the class of nonnega-
tive integer matrices with prescribed row/column sums,
predetermined zeros, and different bounds across the
rows. Similarly to before, we propose a generalized struc-
ture tensor to address the problems of supply/demand
matching and minimum purchase profile.
Here is the outline of the paper. Preliminary knowledge
is presented in Section 2. We study the class of (0, 1)-
matrices with given row/column sums and fixed zeros in
Section 3. The allowable patterns of fixed zeros general-
ize those studied in [19], which are limited to taking the
shape of a staircase. In Section 4, we consider the ade-
quacy problems in differentiated energy services, namely,
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the supply/demand matching and the minimum pur-
chase profile problems. We assume in this section that
each load can either be charged at the base charging rate
or receive no power at each time slot. Partial results have
been recorded in the conference paper [26]. In Section 5,
we investigate the more complicated rate-constrained
differentiated energy services and nonnegative integer
matrix completion problems. Finally, we conclude this
paper and propose future work in Section 6.
Notation
Let R, R+, and N denote the set of real numbers, posi-
tive real numbers, and nonnegative integers respectively.
Other sets are denoted by capital calligraphic letters.
Considering a subset X of a set A, we use A\X to de-
note the set Y such that X ∪ Y = A and X ∩ Y = ∅.
Consequently, the pair of sets (X ,A\X ) is a partition of
the set A. Tensors, including matrices, are denoted by
italic capital letters, except for N and T . We reserve O
orE to represent matrices with all the elements being ze-
ros and ones respectively, whose dimensions are inferred
from the context. The nth row or jth column of a ma-
trix A is respectively specified by A(n, :)′ or A(:, j). For
two matrices of the same size, A and B, we write A ≤ B
if A(n, j) ≤ B(n, j) for every n and j. Let 1(A) map a
matrix A to a (0, 1)-matrix of the same size by chang-
ing every nonzero element of A to one and 1(A) map
a true (resp. false) assertion A to one (resp. zero). The
function ‖·‖1 denotes the Ho¨lder 1-norm of a real matrix
or vector, which is the summation of absolute values of
all the elements. Let [a]+ denote the maximum of zero
and a real number a.
2 Preliminary
2.1 Majorization
Majorization plays an important role in the theory of
inequalities. Following are its basic concepts and more
details can be found in the monograph [21].
For a vector x = [x1 x2 · · · xN ]′, we denote its non-
increasing rearrangement as x[1] ≥ x[2] ≥ · · · ≥ x[N ].
Definition 1 For x,y ∈ RN , we write x ≺w y if∑N
j=n
x[j] ≥
∑N
j=n
y[j], ∀n = 1, 2, . . . , N ;
and write x ≺w y if∑n
j=1
x[j] ≤
∑n
j=1
y[j], ∀n = 1, 2, . . . , N.
In the former, x is said to be weakly supermajorized by y,
while in the latter, x is said to be weakly submajorized
by y. We write x ≺ y and say that x is majorized by y,
if we further have
∑N
n=1 xn=
∑N
n=1 yn.
Clearly, if x ≺ y and y ≺ x, then the non-increasing ar-
rangements of the two vectors are the same. Thus, by re-
stricting ourselves to vectors in RN with non-increasing
elements, we can regard majorization as a partial or-
der (satisfying the reflexivity, antisymmetry, and tran-
sitivity properties).
If a vector consists of nonnegative integers only, then it
can be treated as a partition of a certain integer, which
is the total sum of all the elements. Considering a parti-
tion x ∈ NN , we define its partition conjugate, denoted
by x∗, by setting x∗j as the number of elements of x that
are no less than j, i.e.,
x∗j =
∑N
n=1
1(xn ≥ j), ∀j ∈ N/{0}.
From the definition, x∗ is organized in a non-increasing
order and x∗j = 0 when j is greater than the largest
element of x. Note that it is a general practice that we
can adjust the number of zeros such thatx∗ possesses the
size inferred from the context. In addition, the partition
conjugate has the following property:
x∗∗n = xn, n = 1, 2, . . . , N.
Furthermore, we emphasize that the partition conjugate
acts as a bridge between the two concepts of “weak”
majorization, since x ≺w y ⇔ y∗ ≺w x∗.
2.2 Network Flow
We herein give a brief introduction to network flow the-
ory. A thorough review can be found in [27] and [28].
A directed graph G consists of a vertex set V and a
set E of arcs (directed edges), written as G = (V, E). If
there exists an arc oriented from a vertex u to a ver-
tex v, then we denote it by (u, v) and call u (resp. v)
the head (resp. tail) of the arc. The indegree of a vertex
is the number of arcs directed into the vertex, while the
outdegree of a vertex is the number of arcs directed out
of the vertex. A vertex is called a source node if its in-
degree is zero, while a vertex is called a sink node if its
outdegree is zero. An s-t network (G, s, t, c) refers to a
directed graph G = (V, E) containing two distinguished
nodes: s ∈ V (a source node) and t ∈ V (a sink node),
together with a capacity function c: E → R+. The ca-
pacity function c maps each arc (u, v) ∈ E to a positive
number c(u, v), which is called the capacity of the arc.
In addition, vertices of G other than s and t are called
the internal nodes of the s-t network (G, s, t, c).
The concept of a flow is significant in the study of s-t
networks. Its definition is given in the following.
Definition 2 A flow f in an s-t network (G, s, t, c) is a
nonnegative real-valued function defined on the arc set:
E → R+, subject to the following two constraints:
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(1) Capacity constraint: for every arc (u, v) ∈ E,
f(u, v) ≤ c(u, v);
(2) Conservative law: for every internal node u ∈ V,∑
(v,u)∈E f(v, u) =
∑
(u,v)∈E f(u, v).
A flow is said to be integral if the function values are all
integers. Moreover, we define the value of a flow f by
|f | =
∑
v∈V,(s,v)∈E
f(s, v) =
∑
u∈V,(u,t)∈E
f(u, t).
In order to find an s-t flow of the maximum value, we
recall a classic problem in network flow theory, i.e., the
maximum flow problem. The following theorem charac-
terizes the existence of an integral flow which solves a
special class of maximum flow problems [29].
Theorem 3 (Integral Flow) If all the capacities of an
s-t network are integers, then there exists an integral flow
which has the maximum value of a flow.
A dual concept of an s-t flow is the s-t cut defined below.
Definition 4 A cut in an s-t network (G, s, t, c) is a
partition (X ,V/X ) of V such that s ∈ X and t ∈ V/X .
The capacity of the cut (X ,V/X ) is given by
c(X ,V/X ) =
∑
u∈X ,v∈V/X ,(u,v)∈E c(u, v).
Note that the dual of the maximum flow problem is to
find an s-t cut of the minimum capacity. This leads to a
central theorem of network flow theory [30] as below.
Theorem 5 (Max-Flow-Min-Cut) In an s-t flow
network, the maximum value of a flow equals the mini-
mum capacity of a cut.
In fact, the Max-Flow-Min-Cut theorem is an applica-
tion of the duality theorem of linear inequality theory.
To explain further, the above theorem can be restated
in terms of the following three equivalent statements
(1) There is a cut (X ,V/X ) whose capacity is equal to
the value of a flow f in the s-t network.
(2) The flow f possesses the maximum value.
(3) The cut (X ,V/X ) possesses the minimum capacity.
3 (0, 1)-Matrix Completion
In this section, we consider the class of (0, 1)-matrices
with given row/column sums and fixed zeros. A neces-
sary and sufficient condition is provided under which
the matrix class is nonempty. The condition is stated
in the form of the nonnegativity of a structure tensor.
Furthermore, when the matrix class is not empty and
the pattern of fixed zeros presents a desired structure,
we demonstrate the use of the tensor condition to find a
matrix in the matrix class efficiently.
3.1 Mathematical Model
Given anN×T (0, 1)-matrix, denote the column and row
sums respectively by two nonnegative integer vectors:
h = [h1 h2 · · · hT ]′ and r = [r1 r2 · · · rN ]′.
They are respectively called the column sum vector and
row sum vector. The prescribed zeros are specified by the
pattern matrix F , which is a (0, 1)-matrix of size N ×T .
Denote by A(h, r, F ) the class of N × T matrices with
the column sum vector h, the row sum vector r, and
the pattern matrix F . Specifically, a matrix A ∈ NN×T
belongs to the matrix class A(h, r, F ) if and only if
A(n, j)∈{0, 1}, ∀n = 1, 2, . . . , N & j = 1, 2, . . . , T ; (1)
‖A(n, :)′ ‖1 = rn, ∀n = 1, 2, . . . , N ; (2)
‖A(:, j)‖1 = hj , ∀j = 1, 2, . . . , T ; (3)
O ≤ A ≤ F. (4)
Our main objective is to characterize the conditions un-
der which the matrix class A(h, r, F ) is not empty. A
necessary condition for the existence of such a matrix A
is given by ‖h‖1 = ‖r‖1, but it is not sufficient.
From an optimization perspective, A(h, r, F ) is the fea-
sible region described by constraints (1)–(4). Whether
there exists a matrix in A(h, r, F ) is equivalent to the
feasibility of the problem constrained by (1)–(4). This
leads to an ILP. Nevertheless, the feasible region de-
scribed by constraints (2)–(4) is actually an integer poly-
hedron given by the convex hull ofA(h, r, F ). Hence, the
feasibility problem constrained by (2)–(4) admits a solu-
tion which is also feasible for that constrained by (1)–(4).
As a result, we can check the non-emptiness ofA(h, r, F )
by solving an associated LP. In addition, we will show
later that this problem has an equivalent network-flow
formulation and thus we can check whetherA(h, r, F ) is
empty in polynomial time via network-flow algorithms.
In addition to these aforementioned numerical methods,
an alternative approach involves deriving a collection of
inequalities from the structural information (h, r, F ) so
as to verify the non-emptiness of A(h, r, F ). This was
independently initiated by D. Gale and H. J. Ryser to
deal with A(h, r, E), where there is no constraint on the
zero-pattern [14, 15]. Thereafter, a number of existence
conditions have been derived when certain zero-patterns
are present, such as F being a triangular matrix [17].
These conditions also help design specialized algorithms
to find matrices in the described classA(h, r, F ) [20]. By
continuing this line of research, we herein generalize the
classic Gale-Ryser theorem for the case with a general F
via a structure-tensor approach.
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Before moving to the key result, we introduce more con-
cepts regarding the pattern matrix which are necessary
for the description of our structure-tensor condition.
Considering an arbitrary pattern matrix F , we say F
can be described by λ + 1 special column indices if we
can find special column indices, denoted in the natural
order by T0 < T1 < T2 < · · · < Tλ−1 < Tλ, such that
F (:, Ti + 1) = F (:, Ti + 2) = · · · = F (:, Ti+1), (5)
for i = 0, 1, . . . , λ−1.Clearly, T0 = 0, Tλ = T and λ ≥ 1.
Although our structure-tensor technique can be applied
to every kind of pattern matrices, we emphasize that it
is particularly useful when the pattern matrix F has a
rather large number of rows and can be described by
a relatively small λ. For notational convenience, we as-
sume the following monotonicity throughout this paper:
hTi+1 ≥ hTi+2 ≥ · · · ≥ hTi+1 , ∀i = 0, 1, . . . , λ− 1. (6)
Remark 6 It is worth noting that our results in this pa-
per are also suitable for the class of (0, 1)-matrices with
given row/column sums and predetermined zeros/ones.
The reason is as follows. If there are fixed ones, we re-
place them by zeros and decrease the given row and col-
umn sums correspondingly. In doing so, we obtain a new
class of (0, 1)-matrices with predetermined zeros only.
It is noticeable that there exists a one-to-one correspon-
dence between the matrices in the original class and those
in the new class.
3.2 A Necessary and Sufficient Condition
Our structure-tensor condition is in essence a generaliza-
tion of the Gale-Ryser theorem and we firstly reproduce
this pioneering result in the following.
Theorem 7 (Gale-Ryser) The matrix classA(h, r, E)
is nonempty if and only if h ≺ r∗.
Let us explain its algebraic details from a graphical per-
spective, by virtue of the Young diagram defined below.
By convention, the shape of a Young diagram is denoted
by (r1, r2, . . . , rN ), where r1 ≥ r2 ≥ · · · ≥ rN . Without
ambiguity, we write it as a vector in its non-increasing
rearrangement to be consistent with other concepts like
partition conjugate.
Definition 8 The Young diagram of shape [r1 r2 · · · rN ]′
is a collection of left-justified cells aligned such that there
are ri cells in the ith row, for i = 1, 2, . . . , N .
An illustrative instance is given on the left of Fig. 1.
Considering the jth column of a Young diagram, there
will be a cell at the ith row if and only if the ith element
of the shape is no less than j. Thus, we conclude that the
Figure 1. A Young diagram of shape [5 4 2 1]′.
number of cells in each column makes up the partition
conjugate of the shape of a Young diagram. In this spirit,
by dint of the Young diagram whose shape is the row
sum vector r, the inequalities
T∑
j>k
hj ≥
T∑
j>k
r∗j , k = 0, 1, . . . , N,
suggest that the sum of the least N − k elements of
the column sum vector h should be no less than the
number of cells in the corresponding N − k columns of
the Young diagram. As illustrated by the right of Fig. 1,
if T = 5, k = 2, and r = [5 4 2 1]′, then the least three
elements of h should be no less than five, which is the
number of dashed cells. Thus, by writing h ≺ r∗, we
actually count the dashed cells by column. In contrast,
if we count the number of dashed cells by row, we attain
another expression for the majorization inequality in the
Gale-Ryser theorem, which combines ‖h‖1 = ‖r‖1 with
T∑
j>k
hj −
N∑
n=1
[rn − k]+ ≥ 0, k = 1, 2, . . . , T. (7)
At this point, we can define a structure tensor by imitat-
ing the left part of the expression (7). In the Gale-Ryser
case where F = E and thus λ = 1, we have only one in-
dex (denoted by k) and one corresponding summation
from the column side. If the pattern matrix F can be
described by λ+ 1 special column indices (λ ≥ 1), then
we define a λth-order tensor as
Wk1k2···kλ(h, r, F )=
T1∑
j>k1
hj +
T2∑
j>T1+k2
hj + · · ·+
Tλ∑
j>Tλ−1+kλ
hj
−
N∑
n=1
[
rn −
λ∑
i=1
kiF (n, Ti)
]+
,
where ki = 0, 1, . . . , Ti−Ti−1, for i = 1, 2, . . . , λ. We call
this tensor a structure tensor, since it is totally deter-
mined by the structural information (h, r, F ). The size
of the tensor is
(T1 − T0 + 1)× (T2 − T1 + 1)× · · · × (Tλ − Tλ−1 + 1) ,
which is solely determined by the pattern matrix F . We
write W (h, r, F ) ≥ 0, if every element of W (h, r, F ) is
nonnegative.
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
1 1 1
1 1 1
1 0 0
 k1
k2 0 1 2
0 0 0 0
1 1 0 0
k1
k2 0 1 2
0 0 0 -1
1 2 1 0
Figure 2. A pattern matrix and two structure tensors.
Example 9 A pattern matrix F is presented on the left
of Fig. 2, which signifies that λ = 2, T0 = 0, T1 = 1,
and T2 = 3. Thus, given any row and column sums, the
associated structure tensor should have the size 2 × 3,
where k1 = 0, 1 and k2 = 0, 1, 2. Specifically, considering
hˆ = [2 2 1]′, h˜ = [1 2 2]′, and r = [3 1 1]′,
the values of the two tensors W (hˆ, r, F ) and W (h˜, r, F )
are presented on the right of Fig. 2 in the order they are
mentioned. In particular, we calculate W02(h˜, r, F ) by
h˜1 − [r1 − k1 − k2]+ − [r2 − k1 − k2]+ − [r3 − k1]+
= 1− [3− 0− 2]+ − [1− 0− 2]+ − [1− 0]+ = −1.
Thus, we have W (hˆ, r, F ) ≥ 0 and W (h˜, r, F )  0.
As a generalization of the Gale-Ryser theorem, the fol-
lowing theorem makes use of the associated structure
tensor and gives a necessary and sufficient condition for
the non-emptiness of the (0, 1)-matrix class with given
row and column sums, together with a pattern matrix F
specified by λ+ 1 special column indices.
Theorem 10 The matrix class A(h, r, F ) is nonempty
if and only if W (h, r, F ) ≥ 0 and ‖h‖1 = ‖r‖1.
For Example 9, we can conclude by Theorem 10 that
the matrix classA(hˆ, r, F ) is nonempty whileA(h˜, r, F )
is empty, which can be verified easily. Before giving a
rigorous proof of Theorem 10, we present a useful lemma.
Lemma 11 Given two vectors a, b ∈ RN , it holds that:
max
p,{l1,l2,...,lp}
p∑
i=1
(ali − bli) =
N∑
n=1
[an − bn]+ .
PROOF. We divide the set {an− bn | n = 1, 2, . . . , N}
into two separate subsets so that the term an − bn be-
longs to the first (resp. the second) subset if an > bn
(resp. an ≤ bn). Choose the size of the first subset as p
and the corresponding indices of terms in the first subset
as l1, l2, . . . , lp. It is clear that the chosen variables con-
stitute an optimal solution to the optimization problem
in this lemma. Thus, we see the optimum of the opti-
mization problem is equal to
∑N
n=1[an − bn]+.
PROOF OF THEOREM 10. This proof consists of
two parts. In the first part, we transform the matrix
completion problem into a maximum flow problem in an
associated s-t network, following the procedures in [19,
31]. In the second part, we show that there exists an
integral s-t flow with the desired value if and only if the
defined structure tensor is nonnegative.
1) Construct an Associated s-t Network
On account of the constraint (4), we can construct a
directed bipartite graph G = (V = Vh ∪ Vr, E), where
Vh = {vh1 , vh2 , · · · , vhT } ,
Vr = {vr1 , vr2 , · · · , vrN } ,
E = {(vhj , vrn) | F (n, j) = 1} .
Further, we construct an s-t network based on G. Add a
source node s and connect it to every node in Vh; also,
add a sink node t and connect every node in Vr to t. The
vertices in V now become internal nodes. Let G˜ = (V˜, E˜),
where V˜ = V ∪ {s, t} and E˜ is the union of the arc set E
and the added arcs with one end as s or t. In view of the
constraints (1)–(3), define the arc capacities on E˜ as
c
(
s, vhj
)
= hj , for every j = 1, 2, . . . , T ;
c (vrn , t) = rn, for every n = 1, 2, . . . , N ;
c
(
vhj , vrn
)
= 1, for every
(
vhj , vrn
) ∈ E .
The resulting s-t flow network (G˜, s, t, c) fully encapsu-
lates the information underlying the matrix completion
problem involving h, r and F , as exemplified in Fig. 3.
Observe that every matrix A in A(h, r, F ) can be as-
sociated with an integral flow f over E˜ in the s-t net-
work (G˜, s, t, c) with
f
(
vhj , vrn
)
= 1, if A (n, j) = 1;
f
(
vhj , vrn
)
= 0, if A (n, j) = 0;
f
(
s, vhj
)
=
∑
u
f
(
vhj , u
)
, for every j = 1, 2, . . . , T ;
f (vrn , t) =
∑
u
f (u, vrn) , for every n = 1, 2, . . . , N.
Conversely, we can also associate every integral flow in
the s-t network with an N × T (0, 1)-matrix belonging
1 1 1 1 0 0
1 1 1 1 0 0
1 1 1 1 1 1
0 0 0 1 1 1
0 0 0 1 1 1

ts
h 1
h2
h3
h4
h
5
h
6
r
1
r2
r3
r4
r 5
Figure 3. A pattern matrix and its associated s-t network.
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to A(h, r, F ). In addition, the value of such a flow f is
|f | =
T∑
j=1
f
(
s, vhj
)
=
N∑
n=1
f (vrn , t) .
It follows that finding a matrix in A(h, r, F ) is equiva-
lent to finding an integral flow of value ‖r‖1 in the as-
sociated s-t network. Thus, we conclude by the Integral
Flow theorem that the (0, 1)-matrix class A(h, r, F ) is
nonempty if and only if the maximum value of a flow in
the associated s-t network is ‖r‖1 and ‖h‖1 = ‖r‖1.
2) Derive the Structure Tensor W (h, r, F )
In the first part, we have transformed the matrix com-
pletion problem into a maximum flow problem. By the
Max-Flow-Min-Cut theorem, we can conclude that the
matrix class A(h, r, F ) is nonempty if and only if none
of the s-t cuts in the flow network (G˜, s, t, c) has a ca-
pacity less than ‖r‖1 and ‖h‖1 = ‖r‖1.
However, checking the capacity of every s-t cut is unwise,
because of an exponential number (2N+T ) of such cuts.
The main idea of most methods involving inequalities
to verify the non-emptiness of A(h, r, F ) is to exclude
a large number of redundant calculations on these cuts.
Next, we will clarify how to do this, which differs from
other methods including that in our previous paper [19].
Consider an arbitrary s-t cut (Vs, V˜\Vs). To be precise,
let
Vs = {s} ∪ {vhj , j ∈M} ∪ {vrn , n ∈ L¯},
where M ⊆ Vh,L ⊆ Vr and M¯ = Vh\M, L¯ = Vr\L.
Accordingly, the complementary set
V˜\Vs = {t} ∪ {vhj , j ∈ M¯} ∪ {vrn , n ∈ L}.
Note that the size of M ranges from 0 to T , while the
size of L has a range from 0 to N . Let
M =
{
vhm1 , vhm2 , · · · , vhmq
}
,
L =
{
vrl1 , vrl2 , · · · , vrlp
}
.
As demonstrated in Fig. 4, the capacity c(Vs, V˜\Vs) of
the cut (Vs, V˜\Vs) with the prescribed M and L above
comes from three elements: the arcs between the source s
and vertices in M¯, the arcs between vertices in L¯ and
the sink t, and the arcs directed from vertices in M to
vertices inL. Since c(Vs, V˜\Vs) is completely determined
by (M,L) and it is useful to have this dependence ex-
plicitly stated, let cˆ be such that cˆ(M,L) = c(Vs, V˜\Vs).
…
…
…
…
s
t
M
Vs
Vh
Vr
L
Figure 4. Illustration of the s-t cut (Vs, V˜\Vs).
It follows that cˆ(M,L) can be written as
cˆ(M,L) =
 T∑
j=1
hj −
q∑
j=1
hmj
+( N∑
n=1
rn −
p∑
n=1
rln
)
+
 p∑
n=1
q∑
j=1
c(vhmj , vrln )

=
 T∑
j=1
hj −
q∑
j=1
hmj +
N∑
n=1
rn

−
p∑
n=1
rln − q∑
j=1
F (ln,mj)
 .
As we can see, cˆ(M,L) can be written as the difference
of two terms. Observe that the first term in cˆ(M,L) is
only dependent onM. Using Lemma 11 allows us to ex-
plicitly optimize the second term over L. As a result, we
can reduce the optimization problem minM,L cˆ(M,L)
to minM w(M), where
w(M) = min
L
cˆ(M,L)
=
 T∑
j=1
hj −
q∑
i=1
hmi +
N∑
n=1
rn

−
N∑
n=1
[
rn −
q∑
i=1
F (n,mi)
]+
.
Furthermore, we can conclude that the class A(h, r, F )
is nonempty if and only if w(M) ≥ ‖r‖1, ∀M ⊆ Vh.
Next, we will study how to associate w(M) ≥ ‖r‖1 with
the nonnegativity of the structure tensor W (h, r, F ) by
optimizing w(M) overM.
Considering a specific M, if we can find two indices tˆ
and t˜ such that
vhtˆ /∈M, vht˜ ∈M, and
Ti−1 < tˆ < t˜ ≤ Ti, for a certain i ∈ {1, 2, . . . , λ},
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then we can obtain a new vertex set Mˆ from M by
replacing the vertex vht˜ with vhtˆ . Furthermore, since F is
described by the formula (5) and h has the monotonicity
assumption (6), we can verify w(Mˆ) ≤ w(M) easily.
Continue the search for such indices tˆ and t˜ to obtain
a new vertex set until no such replacement can be con-
ducted anymore. By the same argument, we see that the
values of w over these vertex sets are non-increasing in
accordance with the order they appear. As a result, we
can conclude that minM w(M) is equal to one of the
following expressions
T1∑
j>k1
hj +
T2∑
j>T1+k2
hj + · · ·+
Tλ∑
j>Tλ−1+kλ
hj +
N∑
n=1
rn
−
N∑
n=1
[
rn−
λ∑
i=1
(F (n, Ti−1+ 1) + · · ·+ F (n, Ti−1+ ki))
]+
,
where ki = 0, 1, . . . , Ti − Ti−1, for i = 1, 2, . . . , λ. Com-
paring the above expression with the definition of the
structure tensor W (h, r, F ), we ultimately conclude
that W (h, r, F ) ≥ 0 if and only if w(M) ≥ ‖r‖1 for
every subsetM of Vh, which completes the proof.
Theorem 10 says that we can verify the non-emptiness
of A(h, r, E) with a first-order tensor. This is exactly in
line with the expression (7) which is closely related to
the Gale-Ryser theorem. Moreover, when F presents a
staircase pattern, the tensor herein is consistent with the
result obtained in our previous paper [19]. Hence, com-
pared with these existing results, one of the contribu-
tions of Theorem 10 is to provide a generic necessary and
sufficient condition for the non-emptiness of A(h, r, F )
without requiring special structures of F .
A physical interpretation of Theorem 10 will be elabo-
rated with an application to differentiated energy ser-
vices in a later section. From the technical perspective,
the proof of Theorem 10 gives an equivalent network-
flow formulation for the (0, 1)-matrix completion prob-
lem considered in this paper. The matrix classA(h, r, F )
is not empty if and only if ‖h‖1 = ‖r‖1 and the maxi-
mum flow value in an associated s-t network is no less
than the total sum of the row sum vector. A direct ap-
plication of the Max-Flow-Min-Cut theorem requires us
to check an exponential number (2N+T ) of inequalities,
as shown by [31,32]. By carefully applying several opti-
mization techniques, we can remove a large number of
calculations and finally derive a much simpler necessary
and sufficient condition in the form of the nonnegativity
of the structure tensor W (h, r, F ).
In addition, as we can see, the tensor condition makes full
use of the description (5) for the pattern matrix F , espe-
cially from the viewpoint regarding the tensor size, which
is (T1 − T0 + 1)× (T2 − T1 + 1)×· · ·× (Tλ − Tλ−1 + 1).
To a certain degree, this explains why we favor a pat-
tern matrix F which can be described by a relatively
small λ and has a rather large number of rows. In this
case, the related structure tensor is of a manageable
size and the tensor condition greatly reduces the com-
putational complexity resulted from a large N . Such a
strength will be made more clear by the simulation re-
sults presented in the next subsection where we use the
tensor condition to construct a matrix in A(h, r, F ).
3.3 Complexity Analysis and Comparison
As shown in the proof of Theorem 10, finding a matrix
in A(h, r, F ) can be transformed into finding a flow of
the maximum value in an associated s-t network. Many
well-known algorithms can be applied to finding such
a maximal flow. Several classic flow algorithms include
the Ford-Fulkerson algorithm and the Edmonds-Karp
algorithm [30, 33], whose complexities are respectively
given by
O (‖F‖1‖r‖1) and O
(
(N + T )‖F‖21
)
.
Both are based on the concept of path augmentation.
Another class of algorithms features two basic opera-
tions, “push” and “relabel”, firstly designed by Goldberg
and Tarjan [34]. Such push-relabel algorithms generally
have the complexity
O ((N + T )2‖F‖1) .
Moreover, there are other kinds of flow algorithm, like
the network simplex algorithms, which is a graphical
specialization of the simplex algorithm [35].
In view of Theorem 10, the complexity of calculating
an element of W (h, r, F ) is given by O(N + T ). For
the same T and λ, there are at most (T/λ + 1)λ ele-
ments in this tensor. Therefore, the complexity of calcu-
lating W (h, r, F ) is at most
O ((N + T )(T/λ+ 1)λ) .
We herein simply utilize the tensor condition as a checker
to generate one matrix in A(h, r, F ), but hopefully we
can design more subtle algorithms based on Theorem 10
in the future. Specifically, for each unfixed position in
a certain uncompleted column, we check whether there
is a matrix in A(h, r, F ) with a one there by the tensor
condition. If not, fix a zero at the position and go to the
next unfixed position or the next uncompleted column
when this column is fully filled. Therefore, the complex-
ity of the tensor approach to finding a required matrix
is at most
O ((N + T )(T/λ+ 1)λ‖F‖1) .
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Figure 5. Comparison between flow and tensor approaches.
As we can see, most existing network-flow algorithms are
equally influenced by both row and column data, while
the tensor approach treats rows and columns differently.
In the following, we will show the efficiency of our tensor
approach by numerical simulations for cases where F has
a rather large number of rows and can be described by
a relatively small λ.
Here is the setup: λ = 3, T0 = 0, T1 = 8, T2 = 16,
and T3 = 24. Thus, there are three kinds of columns in
the pattern matrix F . For simplicity, we consider there
are only three kinds of rows in F and the vectors corre-
sponding to the three kinds of rows are:
[1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0]′;
[1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1]′; and
[0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0]′.
Each kind has the same number of rows, which is N/3.
Other relevant data, like h and r, are randomly gen-
erated from uniform distributions over their respective
possible values. In terms of the running time for finding
a matrix in A(h, r, F ), we compare the tensor approach
with a default push-relabel algorithm in MATLAB and
the Boykov-Kolmogorov (BK) algorithm, which outper-
forms other augmenting-path flow algorithms in many
experimental cases [36]. We run each instance for twenty
times and record the average running time. Following
are observed phenomena.
As depicted in Fig. 5, the strength of the tensor ap-
proach is more apparent as the row number increases.
In this case, we also see that the push-relabel algorithm
surpasses the BK algorithm. This is slightly different
from the complexities stated. To be specific, only in
terms of N , the complexities of the tensor approach and
the Ford-Fulkerson algorithm are approximatelyO (N2)
while the complexity of the push-relabel algorithm is ap-
proximately O (N3). In Fig. 6, we use a linear model
to fit the tensor-approach data (in blue color) in Fig. 5.
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Figure 6. Running time of the tensor approach as the row
number increases.
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Figure 7. Running time of the tensor approach as the column
number increases.
Numerically, we show that the complexity of the tensor
approach grows linearly with respect to the row number,
which is actually better than the aforementioned theo-
retical complexity. However, the increasing rates of other
two algorithms are both superlinear with respect to the
row number as visibly seen in Fig. 5. That explains why
our tensor approach numerically favors the case where
the pattern matrix has a large N and can be described
by a small λ.
Next, we fix the row number N/3 = 1000 and increase
the column number T/3. It is shown in Fig. 7 that the
complexity curve of the tensor approach is fitted by a
polynomial of degree three. Thus, we see that the com-
plexity of our tensor approach grows linearly with re-
spect to the number of elements in the associated tensor,
which is (T/3 + 1)3 here. From this perspective, we con-
clude from simulation results that our tensor approach
favors the case with a smaller tensor size. As a whole, we
have numerically explained why our results are particu-
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larly useful when F has a rather large number of rows
and can be described by a relatively small λ.
4 Differentiated Energy Services
To better illustrate our results about the (0, 1)-matrix
completion, we apply them to solving allocation prob-
lems in differentiated energy services. As an implementa-
tion of demand response for future smart grid, electricity
services herein are no longer homogeneous products sold
at a common unit price, but a package of heterogeneous
energy services differentiated by different levels of flexi-
bility [26, 37]. In this section, we address two adequacy
problems in differentiated energy services, namely, the
supply/demand matching and the minimum purchase
profile problems. We begin with the model formulation.
4.1 Model Formulation: Supply/Demand Matching
Above all, we will elaborate how the supply and demand
interact with each other in the so-called differentiated
energy services. The connection between the adequacy
problems in the model and the (0, 1)-matrix completion
studied in this paper will be made clear as we proceed.
Divide the operational period into sequential time slots,
indexed by
j ∈ {1, 2, . . . , T}.
At each time slot, a load can either be charged at a base
power delivery rate or receive no power. The charging
process during one time slot can never be suspended. In
the next section, we will generalize the model by allowing
involved loads to be charged at multiples of the base
rate. Without loss of generality, we assume that the base
power delivery rate is one unit per time slot and other
quantities are scaled correspondingly. At the jth time
slot, there are hj units of electrical energy available from
the supply. All the available units make up the supply
profile:
h = [h1 h2 · · · hT ]′ .
There are a collection of loads, indexed by
n ∈ {1, 2, . . . , N}.
Each load n has a duration requirement, denoted by rn,
which indicates how many units of energy it requires.
The involved loads can only be charged during their ser-
vice times. Firstly, the supplier provides λ + 1 special
time instances:
T0 < T1 < T2 < · · · < Tλ−1 < Tλ,
wherein T0 = 0 and Tλ = T . Then, the service time of
load n is specified by the pair (Tan , Tdn) which means
the power delivery to load n is only able to happen
from the (Tan + 1)th to the Tdnth time slot; moreover,
the service time vector of load n refers to the (0, 1)-
vector of length T whose indices of ones exactly range
from Tan + 1 to Tdn . Overall, a load n or a differenti-
ated energy service (rn, Tan , Tdn) is specified by the du-
ration requirement rn and the service time (Tan , Tdn).
Such a service is also called the multiple-arrival multiple-
deadline differentiated energy service, primarily studied
in our conference paper [26]. If all the loads share the
same service time, we recall a prototype of differentiated
energy services called the duration-differentiated energy
services [37], since the difference between two distinct
services merely lies in the duration requirement. In ad-
dition, we refer to the case where all the loads have the
same arrival time but diverse deadlines as the duration-
deadline jointly differentiated energy services [19].
Moreover, a feasible charging profile for a load is denoted
by a (0, 1)-vector of length T , whose sum is the dura-
tion requirement and nonzero elements only appear in
positions indicated by the service time of the load.
To clarify the notation, we summarize all the duration
requirements as the demand profile:
r = [r1 r2 · · · rN ]′.
In addition, all the service times form a pattern matrix F
such that the service time vector of load n is F (n, :)′. By
the formula (5), this F can be described by λ+ 1 special
columns indices corresponding to the prespecified spe-
cial time indices, but the ones in each row of F are con-
secutive herein. Moreover, in the duration-differentiated
energy services, we have F = E, while in the duration-
deadline jointly differentiated energy service, the rows
can be permuted in such a way that the pattern matrix F
presents a staircase pattern. In brief, all the requirements
of the collection of loads are summarized as (r, F ).
The first question coming into mind is whether the sup-
ply, specified by the supply profile h, can satisfy the col-
lection of loads whose requirements are embodied in the
demand profile r and the pattern matrix F . If so, then we
say that the supply h is adequate for the demand (r, F ).
Otherwise, it is inadequate. Furthermore, in the case of
an adequate supply, there exists a feasible power alloca-
tion to redistribute the electrical energy over time from
the supplier to the collection of loads, which corresponds
to a matrix A satisfying the following constraints:
(1); (2); (4);
‖A(:, j)‖1 ≤ hj , ∀j = 1, 2, . . . , T. (8)
Such a matrix A is called a feasible power allocation ma-
trix since A(n, :)′ can be a feasible charging profile for
each load n. Evidently, when ‖h‖1 = ‖r‖1, the (0, 1)-
matrix class A(h, r, F ) is just the feasible power al-
location matrix class specified by (h, r, F ). The sup-
ply/demand matching problem is concerned with the
10
conditions regarding (h, r, F ) under which there exists
a feasible power allocation matrix. In [37] where F = E,
the problem has been solved as follows.
Proposition 12 In the duration-differentiated energy
services, the supply h is adequate for the demand (r, E)
if and only if h ≺w r∗, or equivalently r ≺w h∗.
This results is essentially the Gale-Ryser theorem with-
out ‖h‖1 = ‖r‖1. Thus, we expect to use our tensor con-
dition to check the adequacy of a supply for a demand
by analogy. Since there are consecutive ones in every
row of the pattern matrix F derived from service times,
we can represent the term
∑λ
i=1 kiF (n, Ti) in the tensor
defined in Section 3 by (kan+1 + kan+2 + · · ·+ kdn); in-
deed, in the differentiated energy services, the λth-order
structure tensor is specially written as
Wk1k2···kλ(h, r, F )=
T1∑
j>k1
hj +
T2∑
j>T1+k2
hj + · · ·+
Tλ∑
j>Tλ−1+kλ
hj
−
N∑
n=1
[rn − (kan+1 + kan+2 + · · ·+ kdn)]+ ,
where ki = 0, 1, . . . , Ti − Ti−1, for i = 1, 2, . . . , λ. The
following theorem, which is specialization of Theorem 10
and firstly presented in the conference paper [26] without
proofs, addresses the supply/demand matching problem
in the more general differentiated energy services.
Theorem 13 The supply h is adequate for the de-
mand (r, F ) if and only if W (h, r, F ) ≥ 0.
With the aid of this engineering application, we elab-
orate the physical implication of the tensor condition.
When λ is one, the tensor is reduced to a vector of
length T + 1: for k = 0, 1, . . . , T ,
Wk(h, r, E) =
T∑
j>k
hj −
N∑
n=1
[rn − k]+. (9)
The minuend of (9) is obtained by summing up the
least T −k elements of the supply profile and thus called
the supply tail. Correspondingly, the subtrahend of (9)
can be interpreted as the demand tail, which equals the
summation of the least T−k elements of the conjugate of
the demand profile. As a result, the adequacy of the sup-
ply h for the demand (r, E) can be derived from the fact
that the demand tail is always dominated by the supply
tail for every critical point indexed by k = 0, 1, . . . , T .
In a similar manner, such a tail dominating phenomenon
can also be observed in the λth-order structure tensor.
1
N
T0 T1 T2 T3
k1 + T0 k2 + T1 k3 + T2 
●
     ●
     ●
Figure 8. Illustration of the supply and demand tails.
For the supply tail, we refer to
T1∑
j>k1
hj +
T2∑
j>T1+k2
hj + · · ·+
Tλ∑
j>Tλ−1+kλ
hj .
In contrast, for the demand tail, we refer to
N∑
n=1
[rn − (kan+1 + kan+2 + · · ·+ kdn)]+ .
Each supply/demand tail pair is indexed by an index
vector of length λ, i.e., [k1 k2 · · · kλ]′. Moreover, the
tails herein are scattered. Take the 3rd order tensor in
Fig. 8 for illustration, where there are four special time
instances (namely, T0, T1, T2, T3) and grey areas corre-
spond to fixed zeros. We classify loads into four groups
by their service times, which are successively specified
by (T2, T3) , (T1, T3) , (T0, T3) and (T0, T2). For a fixed
index vector [k1 k2 k3]
′, we aggregate the colored part
over the time horizon to get the supply tail. Accord-
ingly, we accumulate the colored part over the load in-
dex to obtain the demand tail. Due to the pattern ma-
trix F (different service times), the supply tail consists
of three sub-tails in total, each of which is between two
sequential special time instances. Likewise, the demand
tail comes from the four groups of loads and each group
has different sub-tails. For instance, the first load group
has only one sub-tail, while the fourth group has two
distinct sub-tails.
As a whole, the physical interpretation of our structure-
tensor condition is as follows. The nonnegativity of each
element in W (h, r, F ) corresponds to the dominance
relationship between an associated supply/demand tail
pair. That is, the supply is adequate for the given de-
mand if and only if the supply tail dominates the demand
tail at every critical point indexed by [k1 k2 · · · kλ]′,
where ki = 0, 1, . . . , Ti − Ti−1, for i = 1, 2, . . . , λ.
4.2 Adequacy Gap and Minimum Purchase Profile
After addressing the supply/demand matching problem,
a follow-up question arises – what is the minimum sup-
plementary purchase in case of inadequate supplies? Let
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Algorithm 1 Minimum Purchase Profile
Input: An inadequate supply h and a demand (r, F );
Output: A minimum purchase profile p.
1: Initialization: p = O ∈ NT ,h1 = h, j = 1, vo = 0,
and vu = −mink1,k2,··· ,kλWk1k2···kλ(h, r, F );
2: for j ≤ T do
3: vo = vu,hj+1 = hj ;
4: hjj = min
{
hjj + v
o, ‖F (:, j)‖1
}
;
5: vu = −mink1,k2,··· ,kλWk1k2···kλ(hj , r, F );
6: hj+1j = h
j+1
j + v
o − vu, j = j + 1;
7: if vu = 0 then
8: p = hj − h; break;
9: end if
10: end for
11: Return: A minimum purchase profile p.
us define an auxiliary integer vector p of the same length
with the supply profile h and call it the purchase profile:
p = [p1 p2 · · · pT ]′ .
If the supply is inadequate, we are required to find
a purchase profile p such that the augmented supply
profile h + p is adequate and the total purchasing
amount ‖p‖1 is as small as possible. If ‖p‖1 is the
minimum, then we call p a minimum purchase profile.
Mathematically, the minimum purchase profile problem
is formulated as
min
p
‖p‖1 (Minimum Purchase)
s.t. p ∈ NT ,
W (h + p, r, F ) ≥ 0. (10)
The optimal value of Problem (10) is referred to as the
adequacy gap, which is the minimum amount of the ad-
ditional purchase such that the augmented supply is ad-
equate. Undoubtedly, when the supply is adequate, the
adequacy gap is zero. The following theorem signifies
that the adequacy gap can be obtained as a by-product
of our tensor condition in Theorem 13, whose proof fol-
lows directly from the derivation of the associated struc-
ture tensor W (h, r, F ).
Theorem 14 The optimum of the minimum purchase
profile problem (10), i.e., the adequacy gap, is given by∣∣∣∣ mink1,k2,··· ,kλWk1k2···kλ(h, r, F )
∣∣∣∣ .
Actually, the adequacy gap is given by the difference of
the total demand and the maximum value of a flow in
the associated s-t network. We expect to eliminate the
difference by designing a purchase profile of the mini-
mum amount. We can easily show that such purchase
profiles are not unique in general. Based on the intuitive
algorithm presented in [26], we herein give two modified
Algorithm 2 Minimum Purchase Profile
Input: An inadequate supply h and a demand (r, F );
Output: A minimum purchase profile p.
1: Initialization: p = O∈NT ,h0 = h, i = k = v = 0,
vo = 0, and vn=−mink1,k2,··· ,kλWk1k2···kλ(h, r, F );
2: for i < λ do
3: vo = vn;
4: v = min{x ∈ N | ∑Ti+1j=Ti+1[x− hij ]+ ≥ vo};
5: hi+1j = max{hij , v}, if Ti + 1 ≤ j ≤ Ti+1;
otherwise, hi+1j = h
i
j ;
6: vn = −mink1,k2,··· ,kλWk1k2···kλ(hi+1, r, F );
7: if vn ≤ 0 then
8: k =
∑Ti+1
j=Ti+1
[v − hj ]+− vo, q = hi+1 − hi;
9: Randomly pick exactly k nonzero elements
in q and decrease them by one;
10: p = hi + q − h; break;
11: else
12: v=max{x ∈ N | ∑Ti+1j=Ti+1[x−hij ]+≤(vo−vn)};
13: hi+1j = max{hij , v}, if Ti + 1 ≤ j ≤ Ti+1;
otherwise, hi+1j = h
i
j ;
14: k = (vo − vn)−∑Ti+1j=Ti+1[v − hj ]+;
15: Randomly pick k elements and increase them
by one in {hi+1j |hi+1j = v, Ti+1 ≤ j ≤ Ti+1};
16: i = i+ 1;
17: end if
18: end for
19: Return: A minimum purchase profile p.
algorithms to find one of the minimum purchase profiles,
by virtue of the structure tensor.
The correctness of Algorithm 1 follows directly from the
proof of Theorem 10. The intuition of designing Algo-
rithm 1 is straightforward. For j = 1, 2, . . . , T in the or-
der stated, we repeatedly apply Theorem 14 in Line 5
of the algorithm to compute at most how many units
can be added to hj without redundancy. It is possible
to obtain a more efficient algorithm by exploring more
interesting properties. This is Algorithm 2 described in
what follows.
Before verifying the correctness of Algorithm 2, we state
two useful lemmas. The first lemma follows from the
results in [38]. Given τ ∈ N and hˆ = hˆ↓ ∈ NT , we define
v = min
x ∈ N
∣∣∣∣∣∣
T∑
j=1
[
x− hˆj
]+
≥ τ
 .
We derive a new vector h˜ ∈ NT by firstly replacing every
element of hˆwhich is less than v by v and then decreasing
each of the last
∑T
j=1[v − hˆj ]+ − τ elements by one.
Lemma 15 (Valley-filling [38]) The vector h˜ con-
structed above is majorized by every element in the set
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Figure 9. Comparison between Algorithm 1 and Algorithm 2
for different row numbers.{
hˆ + b | b ∈ NT , ‖b‖1 = τ
}
.
The second lemma presented below follows from the
Gale-Ryser theorem and Proposition 12.
Lemma 16 If the matrix class A(hˆ, r, E) is nonempty
and h˜ ≺ hˆ, then the matrix classA(h˜, r, E) is nonempty.
By Lemma 16, if we replace the sub-supply profile be-
tween any two sequential special time instances, i.e.,[
hTi+1 hTi+2 · · · hTi+1
]′
, i = 0, 1, . . . , λ− 1,
with another nonnegative integer vector which is smaller
in the majorization order, then the new supply is more
adequate for the same demand (r, F ) than the old one in
the sense that the new feasible power allocation matrix
class is nonempty as long as the old one is nonempty.
Correctness of Algorithm 2 In each iteration of Al-
gorithm 2, we figure out at most how much the adequacy
gap can be reduced by properly augmenting the cor-
responding sub-supply profile [hTi+1 hTi+2 · · · hTi+1 ]′,
where i ∈ {0, 1, . . . , λ− 1}. According to Lemma 15 and
Lemma 16, the new supply profile in each iteration in-
deed decreases the adequacy gap by the corresponding
maximum amount without redundancy. Furthermore,
by the proof of Theorem 10, we can conclude that the ad-
equacy gap will vanish after at most λ such iterations re-
garding different sub-supply profiles. Thus, Algorithm 2
generates a minimum purchase profile.
Both algorithms obtain a minimum purchase profile in
a sequential way and the complexity of each iteration
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Figure 10. Comparison between Algorithm 1 and Algo-
rithm 2 for different column numbers.
mainly comes from calculating the current tensor. How-
ever, in each iteration, Algorithm 2 deals with a bun-
dle of columns indexed by labels between two sequen-
tial special time instances rather than a single column
as Algorithm 1 does. Hence, the maximum number of
iterations is reduced from the column number T in Al-
gorithm 1 to the tensor order λ in Algorithm 2. Overall,
Algorithm 1 is easier to implement, while Algorithm 2 is
more efficient because it does not only increase the sup-
ply amount but also further improves the distribution of
the total supply in terms of the majorization order.
Numerical comparisons are given in Fig. 9 and Fig. 10.
We adopt the setup in Section 3, where λ = 3, T3−T2 =
T2−T1 = T1−T0 = T/3 andF has three kinds of rows. In
Fig. 9, we fix T/3 = 8 and compare the running times of
two algorithms for different row numbersN/3. In Fig. 10,
we fix N/3 = 600 and compare the running times of two
algorithms for different column numbers T/3. From the
simulation results, we see that Algorithm 2 outperforms
Algorithm 1 in terms of the running time. In addition,
such an advantage is increasingly obvious as we increase
the row/column number. However, the running time dif-
ference is more sensitive to the change of the column
number than that of the row number, which is consistent
with our previous theoretical analysis.
5 Rate-constrained Differentiated Energy Ser-
vices and Integer Matrix Completion
After studying the two adequacy problems for the basic
differentiated energy services, in this section, we move
forward with more complicated rate-constrained differ-
entiated energy services. In this framework, we revisit
the problems of supply/demand matching and minimum
purchase profile, wherein more general nonnegative in-
teger matrix completion problems are considered. They
involve the class of nonnegative integer matrices with
13
prescribed row/column sums, predetermined zeros, and
different bounds across the rows. Based on the results
derived in the previous sections, we will address these
problems with the help of a generalized structure tensor.
In a practical setup, different loads may not have a uni-
form power delivery rate as in the last section, which
motivates us to study rate-constrained differentiated en-
ergy services [39]. The supply/demand model herein is
almost the same as before. The difference lies in that, at
each time slot, load n in this model can either receive
no power or be charged at a certain multiple of the base
power delivery rate. This multiple can be any integer in
the interval [1, r¯n], where r¯n is called the ceiling charg-
ing rate of load n. Overall, a load n or a rate-constrained
differentiated energy service (rn, r¯n, Tan , Tdn) is speci-
fied by the duration requirement rn, the ceiling charging
rate r¯n, and the service time (Tan , Tdn).
Given a collection of loads indexed by n ∈ {1, 2, . . . , N},
we summarize all the ceiling charge rates as the ceiling
rate profile r¯ ∈ NN , whose nth element r¯n represents
the ceiling charging rate of load n. Let r and F respec-
tively be the demand profile and the pattern matrix de-
termined by the service times of involved N loads. Thus,
all the requirements can be summarized as (r, r¯, F ).
Clearly, given an adequate supply profile h, there exists
a one-to-one correspondence between a feasible power
allocation and an N ×T integer matrix A satisfying the
following constraints:
0 ≤ A(n, j) ≤ r¯n, ∀n = 1, 2, . . . , N & j = 1, 2, . . . , T ;
(2); (8); and 1(A) ≤ F.
Such a matrix A is also called a feasible power alloca-
tion matrix. Let A(h, r, r¯, F ) denote the class of feasi-
ble power allocation matrices specified by (h, r, r¯, F ).
Mathematically, the supply/demand matching prob-
lem herein asks under what conditions the nonnega-
tive integer matrix class A(h, r, r¯, F ) is nonempty. To
answer this question, we define a modified structure
tensor W (h, r, r¯, F ) by analogy with W (h, r, F ):
Wk1k2···kλ(h, r, r¯, F ) =
T1∑
j>k1
hj +
T2∑
j>T1+k2
hj + · · ·+
Tλ∑
j>Tλ−1+kλ
hj
−
N∑
n=1
[rn − r¯n (kan+1 + kan+2 + · · ·+ kdn)]+ ,
where ki = 0, 1, . . . , Ti − Ti−1, for i = 1, 2, . . . , λ. As a
generalization of Theorem 10 and/or Theorem 13, the
following theorem gives a necessary and sufficient con-
dition for the non-emptiness of A(h, r, r¯, F ), and also
addresses the supply/demand matching problem in the
rate-constrained differentiated energy services by the
structure tensor defined above.
Theorem 17 The supply h is adequate for the de-
mand (r, r¯, F ), or equivalently, the class A(h, r, r¯, F ) is
nonempty if and only if W (h, r, r¯, F ) ≥ 0.
Before proceeding, we introduce a lemma which is criti-
cal to the understanding of Theorem 17.
Lemma 18 Consider nonnegative integers r, r¯, p, and q
such that p < r¯ and r = qr¯ + p. The following holds:
[r − kr¯]+ = p[q + 1− k]+ + (r¯ − p)[q − k]+, ∀ k ∈ N.
PROOF. Consider a vector of length r¯, with p elements
as q + 1 and the remaining r¯ − p elements as q. The
lemma follows from the observation that both sides of
the equation are equal to the same reverse leading partial
sum of the partition conjugate of the considered vector.
PROOF OF THEOREM 17. One way to prove this
theorem is to follow the procedures of proving Theo-
rem 10. Firstly, we transform the integer matrix comple-
tion into an integral maximal flow feasibility problem.
However, in the associated s-t network, the capacities of
arcs between supply nodes and demand nodes are given
by the corresponding ceiling charging rates rather than
the uniform ones. Next, by similar optimization tech-
niques, we can derive the structure tensor W (h, r, r¯, F ).
In the following, we give an alternative proof.
The necessary part is obvious. When the supply profile is
adequate, the supply tails always dominate the demand
tails, which implies the nonnegativity of W (h, r, r¯, F ).
In what follows, we will show the sufficient part. Firstly,
apply Lemma 18 to decompose all the terms:
[rn − r¯n (kan+1 + kan+2 + · · ·+ kdn)]+ ,
in the formula of W (h, r, r¯, F ) into
pn [qn + 1− (kan+1 + kan+2 + · · ·+ kdn)]+
+ (r¯n − pn) [qn − (kan+1 + kan+2 + · · ·+ kdn)]+ ,
where pn ∈ N and qn ∈ N are chosen so that pn < r¯n
and rn = qnr¯n + pn.
Then, in view of Theorem 10, we observe that there exists
a (0, 1)-matrix B of size(
N∑
n=1
r¯n
)
×N,
whose column sums are upper bounded by h and rows
can be partitioned into N groups such that there are r¯n
14
[0 3 2 3 3]′ =

[0 1 1 1 1]′
[0 1 1 1 1]′
[0 1 0 1 1]′
[0 2 2 3 3]′ =

[0 1 1 1 1]′
[0 0 1 1 1]′
[0 1 0 1 1]′
Figure 11. Illustration of load decomposition.
rows in the nth group, for n = 1, 2, . . . , N , wherein pn
rows have the same row sum qn + 1, r¯n − pn rows have
the same row sum qn+1 and all the r¯n rows are no more
than the service time vector corresponding to (Tan , Tdn)
elementwise. As we can see, the combination of the r¯n
rows can be a power delivery profile satisfying the load
requirement (rn, r¯n, an, dn). This completes the proof.
From the above proof, we can also interpret Theorem 17
by load decomposition in the sense that we can always
decompose a load specified by (r, r¯, a, d) into an equiva-
lent collection of sub-loads by Euclidean division as r =
qr¯+ p. In this collection, there are p sub-loads requiring
the same service (q+1, 1, a, d), while the remaining r¯−p
sub-loads require the same service (q, 1, a, d).
Example 19 Take into account two loads whose ceil-
ing charging rates are both three and service time vectors
are both [0 1 1 1 1]′. Their duration requirements are
respectively eleven and ten. In Fig. 11, we respectively
give two feasible charging profiles for the loads, denoted
by [0 3 2 3 3]′ and [0 2 2 3 3]′. Each original feasible charg-
ing profile can be regarded as the combination of three
charging profiles where the charging rates are no more
than one, as illustrated on the left and right of Fig. 11.
Thus, by decomposing involved loads in the manner de-
scribed previously, we can reduce rate-constrained dif-
ferentiated energy services to basic differentiated energy
services considered in Section 4.
Analogously to that discussed in the last section,
the minimum purchase profile problem for the rate-
constrained differentiated energy services has the fol-
lowing mathematical expression:
min
p
‖p‖1 (Minimum Purchase)
s.t. p ∈ NT ,
W (h + p, r, r¯, F ) ≥ 0. (11)
Likewise, the optimum of the problem, which is defined
as the adequacy gap, can be obtained with the help of
the associated structure tensor W (h, r, r¯, F ).
Theorem 20 The optimum of the minimum purchase
profile problem (11), i.e., the adequacy gap, is given by∣∣∣∣ mink1,k2,··· ,kλWk1k2···kλ(h, r, r¯, F )
∣∣∣∣ .
Algorithm 1 and Algorithm 2 can still be used to obtain
a minimum purchase profile after we replace W (h, r, F )
with W (h, r, r¯, F ). This is explicit for Algorithm 1. As
for Algorithm 2, the applicability is verified by Corol-
lary 21 below, which is an analogy with Lemma 16.
Corollary 21 The class A(hˆ, r, r¯, E) is nonempty,
and h˜ ≺ hˆ, then the class A(h˜, r, r¯, E) is nonempty.
PROOF. Since all the involved loads share the same
service time, the corresponding pattern matrix F isE. In
this case, the associated tensor W (h, r, r¯, F ) is reduced
to a vector of length T + 1: for k = 0, 1, . . . , T ,
Wk(h, r, r¯, F ) =
T∑
j>k
hj −
N∑
n=1
[rn − r¯nk]+.
In view of the above formula, we can conclude that
if W (hˆ, r, r¯, F ) ≥ 0 and h˜ ≺ hˆ, then W (h˜, r, r¯, F ) ≥ 0
by the definition of the majorization order. The claim
then follows by a direct application of Theorem 17.
6 Conclusions and Future Work
In this paper, we firstly focus on the matrix comple-
tion problem concerning a (0, 1)-matrix class with given
row/column sums and certain zeros prespecified. As a
generalization of the classic Gale-Ryser theorem, we use
the nonnegativity of an associated structure tensor to
characterize the non-emptiness of the considered class.
Our simulations demonstrate that the tensor approach
can also help find a required matrix more efficiently than
existing algorithms, in cases where the pattern matrix
has a large number of rows but a simple column struc-
ture. Furthermore, we apply the mathematical results to
two adequacy problems in the differentiated energy ser-
vices, namely, the problems of supply/demand match-
ing and the minimum purchase profile. Finally, we con-
sider the more practical rate-constrained differentiated
energy services. This extends the results regarding (0, 1)-
matrices to nonnegative integer matrices with prescribed
row/column sums, predetermined zeros, and different
bounds across the rows.
In the future, more related problems will be studied.
From the application perspective, we can take into ac-
count the interaction between different loads and the
uncertainties in supplies/demands in variants of differ-
entiated energy services. These lead to research on a
special (−1, 0, 1)-matrix class and the nonnegative inte-
ger matrix class where row/column sums are not exactly
given but described by boundary intervals. In addition,
we expect to find more connections between matrix com-
pletion problems and partial orders, in particular, the
majorization order. Preliminary work in these directions
has been presented in [38,40,41].
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