Recently there has been interest in risk-adjusted cumulative sum charts, cusums, to monitor the performance of e.g. hospitals, taking into account the heterogeneity of patients. Even though many outcomes involve time, only conventional regression models are being commonly used. In this article we investigate how time to event/survival analysis models can be used for monitoring purposes. We consider monitoring using cusums based on the partial likelihood ratio between an out-of-control state and an in-control state. We consider both proportional and non-proportional alternatives, as well as a head-start. Against proportional alternatives, we present an analytic method of computing the expected number of observed events before stopping or the probability of stopping before a given observed number of events. In a stationary setup the former is roughly proportional to the average run length in calendar time. Adding a head-start changes the threshold only slightly if the expected number of events until hitting is used as a criterion. However, it changes the threshold substantially if a false alarm probability is used. In simulation studies, charts based on survival analysis perform better than simpler monitoring schemes. We present one example from retail finance and one medical application.
Introduction
Statistical process control using control charts is among the most important and widely used tools in statistics. Traditional applications are in manufacturing processes and service operations, but usage has spread to areas like reliability, environmental science, biology, medicine, finance and social sciences. See for instance Stoumbos et al. (2000) for an overview. Generally, in statistical process control, some quantity of interest, often some quality variable, is monitored over time. In the present paper we consider control charts where the quantity monitored is the time until an event of interest happens. Although monitoring the time until event clearly has important applications in many fields, a thorough treatment of this using time to event models has not yet been given. Since we want to stress that the time spans considered need not be survival times, we will use the phrase time to event models instead of the maybe more common term survival analysis models.
One area of applications is in finance, where it for instance should be of interest for banks and other financial institutions to monitor the time to default of their mortgage customers. The recent crisis in the financial markets highlights the importance of early detection of increasing default rates. The monitoring methods in the present paper can be used to detect if the overall performance of a financial institution or the performance of one branch deteriorates or improves. We will present an example from retail finance based on data from a debt collection agency.
Another area of application concerns patients being hospitalized for the treatment of a specific condition. Various time to event variables can be of interest to monitor. We will present an example where the time to discharge, called length of stay, is monitored. Another time variable of frequent interest is the survival time after treatment. In each case, a given hospital may be compared with current performance, commonly that of its peers or the national average, or historical benchmarks.
We will refer to the units monitored as individuals; in the examples above these are customers and patients. The type of situations considered in this paper differ from the classical statistical process control setting in several ways. The individuals are observed for some time until they do or do not experience a specific event. The quantity monitored, time to event, may be censored. The individuals are heterogeneous, and the processes can be non-stationary in time.
In the monitoring situations considered it is of interest to detect smaller persistent changes and not just sudden extreme step changes. In such cases cumulative sum charts, cusums, have been one of the main tools for process control (Page, 1954) . To account for heterogeneity of individuals, risk-adjusted cusums have been suggested, see Grigg & Farewell (2004) for an overview. The risk adjustment is crucial to minimize false alarms, which e.g. in the monitoring of hospitals can result from some hospitals having more difficult cases or more severely ill patients than others. Biswas & Kalbfleisch (2008) seems to be the first reference that uses survival analysis models for monitoring. They consider the monitoring of the mortality of transplant patients during their first year after transplant. They consider an alternative with a proportionally increased hazard rate. A second reference is Sego et al. (2009) , which considers monitoring using accelerated failure time models for the in-control state and a change in scale parameter as the alternative. We extend these approaches to a more general setting, allowing for general alternatives and a head-start of the cusum chart.
Moreover, we present exact calculations for the number of events before hitting which can be used for threshold calibration.
A current system for monitoring length of stay in hospitals in England (Bottle & Aylin, 2008) dichotomizes the length of stay using a certain threshold and then uses logistic models as in Steiner et al. (2000) . Clearly this does not use the full information. When are time to event analysis models beneficial compared with such a simple approach? First of all, whenever one has to or wants to account for independent censoring, time to event models can account naturally for this. Furthermore, we illustrate, by simulations, that they have advantages also in cases without censoring. This is intuitively reasonable as the time to event approach uses more of the available information and can also use information about individuals while they are still at risk.
cusum Charts Based on Time to Event Models
2·1. General Formulation Suppose individuals arrive at times B 1 , B 2 , . . . with covariate vectors Z 1 , Z 2 , . . . and experience an event after T 1 , T 2 , . . . time units. An individual may be censored after C 1 , C 2 , . . . time units. We assume for every individual that T i and C i are conditionally independent given B i and Z i . The only addition to the standard survival analysis setup are the arrival times B i .
At calendar time t ≥ B i we observe for the ith individual the covariate vector Z i , the current time at risk
and the event indicator δ i (t) = I{T i = X i (t)}, where I denotes the indicator function.
Suppose that in control the hazard rate of T i conditional on the covariates Z i is h 0i (·) = h 0 (·, Z i ). This hazard rate intuitively corresponds to an acceptable state, e.g. based on past performance. Assume that after the unknown time η ∈ [0, ∞] the hazard rate switches to an out-of-control hazard rate h 1i (·) = h 1 (·, Z i ). Thus for and individual born at time B i ≤ η, the hazard rate of T i is h 0i (s) for s ≤ η − B i and h 1i (s) for s > η − B i . We denote the corresponding integrated hazard rates by H ji (t) = t 0 h ji (s)ds, j = 0, 1. Moustakides (1986 Moustakides ( , 2004 has shown that cusum charts based on the likelihood ratio are optimal in a certain sense. Motivated by this we will define a cusum chart based on a partial likelihood. Using information up to calendar time t, the partial likelihood for model j = 0, 1 is
This is a partial likelihood in the sense that the contributions from the censoring and arrival time distributions are omitted, see Aalen et al. (2008, page 213) . The corresponding log-likelihood ratio test statistic for in-control versus out-of-control is
Based on this we define a cusum control chart
that signals at time τ = inf{t : S(t) > c}, for some threshold c > 0. The next section discusses how to choose c. Examples of graphs of S can be found in Figures 2 and 4. 2·2. Choosing the Threshold Several criteria can be used to choose the threshold c. A common approach is to prescribe a so called in-conrol average run length in calendar time, which is the expected time until the threshold is crossed, i.e. E(τ | η = ∞). Another approach is to prescribe a false alarm probability in a given time window, e.g. pr(τ ≤ U | η = ∞) = α for some U > 0 and 0 < α < 1.
The threshold c can in principle be determined via simulation and a numerical search. This, of course, can be computationally expensive. Furthermore, besides modelling the in-control hazard, needed anyhow to run the cusum chart, this requires modelling the arrivals B i , the covariates Z i , and the censoring distribution.
For survival analysis cusum charts, both Biswas & Kalbfleisch (2008) and Sego et al. (2009) have suggested using approximations or simulations to set thresholds based on the average run length. Biswas & Kalbfleisch (2008) also considered setting thresholds based on the false alarm probability by using simulations.
In Section 3 we advocate, for proportional alternatives, criteria based on the numbers of events before stopping: the average run length measured in number of events and the false alarm probability before a given number of events. This has the advantage of removing the need for simulation and for a precise model of B i , Z i , T i and C i .
2·3. Fast Initial Response
Similar to the suggestion by Lucas & Crosier (1982) we also consider cusum charts that, instead of starting at zero, start at some other head-start level. Lucas & Crosier (1982) suggest half the threshold. In our case, with a head-start of S(0) ≥ 0, the cusum chart is
Examples of graphs of S with a head-start are the grey lines in Figure 2 . Figure 1 gives examples for average run lengths and hitting probabilities for proportional alternatives. The main benefit of a head-start is a much faster response time if the process is out of control very early, i.e. if η is small. The price to be paid in terms of a higher threshold is relatively small for expected hitting time, whereas for hitting probabilities it is substantial. We will come back to these features in our simulations in Section 5.
Another use is restarting the chart after a signal at the head-start value. This puts the unit on probation in order to more quickly detect if they have not resolved the reason for the signal.
2·4. Delayed Information
So far we have assumed that information on each individual is available all the time while the individual is at risk. This of course may not be the case. For example, the information about an individual may only be available after the event or censoring has occurred. The only resulting change to our approach of Section 2·1 is to let each individual contribute to the likelihood ratio only after leaving, by redefining X i (t) as
The resulting cusum S i (t) consists only of jumps, it no longer has a continuous drift. In order to determine the threshold in this situation one can resort to simulations.
Another delayed information scenario is considered by P. Biswas in his 2007 PhD thesis from the University of Michigan, where the existence of an individual and his covariates are known as soon as the individual arrives, but the outcome will only be known with some delay.
Proportional Alternatives
3·1. Setup In this section we consider a proportional alternative h 1i (s) = ρh 0i (s) for some 0 < ρ < ∞. Biswas & Kalbfleisch (2008) studied the case ρ > 1. The log-likelihood ratio statistic simplifies to
where N (t) = i δ i (t) is the number of events until time t and Λ(t) = i H 0i {X i (t)}.
Proportional here only refers to the relation between h 0i and h 1i . The in-control hazard rate h 0i itself can be estimated based on past performance through any kind of time to event model, not just the proportional hazards model (Cox, 1972) . If ρ > 1, then jumps of the chart S are upwards and the continuous part of S has a downward trend. If ρ < 1 then the jumps are downward and the trend of the continuous part is upwards.
3·2. Thresholds Defined by the Number of Events until Stopping
In this subsection, we advocate thresholds c based on desired in-control properties of N (τ ), the number of observed events until stopping. More precisely, we suggest defining thresholds via a given expected number of events before stopping, E{N (τ ) | η = ∞}, or via a given probability that N (τ ) does not exceed a fixed threshold
If we assume that Λ is continuous this allows the definition of thresholds without modelling the arrival process, the survival time and the censoring time. This is because the in-control distribution of N (τ ) only depends on ρ and on the head-start S 0 . To see this, consider a random time transformation which replaces t by Λ(t). Let Λ −1 (t) = inf{s : Λ(s) > t}. In the new time-scale, and in control,Ñ (t) = N {Λ −1 (t)}, the number of events until time t, is a homogeneous Poisson process with rate 1 (Daley & VereJones, 2003, Section 7.4) . The transformed stopping timeτ = Λ(τ ) is a function of the log-likelihood ratio up to time t,
Thus the distributions ofτ andÑ , and consequently ofÑ (τ ), only depend on ρ and S(0). The transformation does not change the number of events until stopping, i.e.Ñ (τ ) = N (τ ). Therefore, the distribution of N (τ ) only depends on ρ and S(0).
In the appendix, we describe a new method to compute E{N (τ ) | η = ∞} and pr{N (τ ) ≤ N max | η = ∞} analytically by using a discrete time finite state Markov chain. 
Prob. of stopping before 100 events Fig. 1 . Properties of cusum charts against the proportional alternative given by ρ =1·25. The true hazard rate of the event is h0i(t) (solid), 1·125h0i(t) (dashes), and 1·25h0i(t) (small dashes). All plotted with no head-start (black), and with a head-start of S(0) = c/2 (grey). The vertical lines correspond to hitting probabilities of 0·01 in control.
This method can easily incorporate a head-start. It can also be used if the intensity of N is proportional to the in-control intensity. In particular, it works for the out-of-control state with η = 0. Figure 1 illustrates the relationship between the threshold c and E{N (τ )} and pr{N (τ ) ≤ N max }. It contains the cases when the hazard rate of the event time T is in the in-control state, h 0i (t), the out-of-control state, 1·25h 0i (t), and a state between in-and out-of-control, 1·125h 0i (t). It also displays graphs for a head-start of S(0) = c/2, which has a pronounced effect on pr{N (τ ) ≤ N max } but only a small effect on E{N (τ )}.
Alternatively to the new approach in the appendix, one can compute E{N (τ ) | η = ∞} by relating it to the average run length in calendar time, E(τ | η = ∞), of the cusum chart of a homogeneous Poisson process. As we shall see in the next paragraph, E(τ ) = E{Ñ (τ )} = E{N (τ )}.
(1)
Explicit formulae for the average run length E(τ | η = ∞) of a cusum chart for homogeneous Poisson processes are available, see DeLucia & Poor (1997) , Moustakides (2002) and Zacks (2004) . These references do not directly give results for a head-start, even though the methods could be extended to accommodate a head-start. In particular, for downward jumps, i.e. ρ < 1: Let f (c) denote E(τ ) with no head-start and a threshold of c. Then for a threshold of c and a head-start of S(0) it is straightforward to see that
To see (1): In control,Ñ (t) − t is a mean-zero martingale. For every n ∈ N,τ n = min(τ , n) is a bounded stopping time. Thus by the optional sampling theorem (Fleming & Harrington, 1991 , Theorem 2.2.1), E{Ñ (τ n ) −τ n } = 0 and hence, E(τ n ) = E{Ñ (τ n )}. By monotone convergence, E(τ n ) → E(τ ) and E{Ñ (τ n )} → E{Ñ (τ )} as n → ∞. Thus E{Ñ (τ )} = E(τ ).
3·3. Relation of Expected Number of Events to Expected Stopping Time
A further justification for a threshold based on E{N (τ )} is that under stationarity assumptions it is reasonable to assume that some extension of Wald's equation holds, i.e.
where λ * = lim t→∞ N (t)/t and E(τ ) is the expected stopping time in the original time scale. This is supported by simulations, not reported here, based on an arrival process given by a stationary Poisson process and assuming that (T i , C i ) are independent and identically distributed and independent of the arrival process. A precise statement for (2) could be
For general discrete time Markov chains with ergodicity assumptions, Moustakides (1999, Theorem 3.1) shows a similar statement. A proof of (3) could be attempted by extending this to our continuous time setup. Our monitoring setup can be cast as a Markov process with the state consisting of S(t), the number of individuals at risk, their covariates and their time at risk. How to use (2) in practice? Suppose we want an average run length of roughly x calendar years. A natural estimatorλ of λ * is the number of events in a past time interval divided by its length. Then the threshold can be chosen as the one that gives E{N (τ ) | η = ∞} =λx. We use this approach to in the hospital monitoring example in Section 6·1.
General Alternatives
In this section we consider general alternatives. This may lead to a cusum chart that has both upward and downward jumps. Furthermore, between jumps, the cusum chart need not be monotonic. If one uses only parametric models for h 0i and h 1i then the cusum chart S can still be evaluated easily.
A plausible alternative to the proportional method is a time-change alternative, i.e. H 1 (s) = H 0 {f (s)} for some monotonically increasing nonnegative function f . In this case the hazard rate alternative is h 1 (s) = h 0 {f (s)}f (s). As an extension one could let the function f depend on covariates.
A special case of this has been considered by Sego et al. (2009) . They use certain parametric accelerated failure time models as in-control models and they are interested in a change of the scale parameter. This amounts to a linear time change, i.e. f (s) = as for some a = 1.
A time-change alternative can lead to non-proportional alternatives as the following simple example demonstrates. Suppose h 0 (t) = 1 for t ≤ 1 and h 0 (t) = 1/2 for t > 1. For the alternative H 1 (t) = H 0 (2t) we get
When using non-parametric or semi-parametric approaches like the Nelson-Aalen estimator or the Cox model to model h 0i and/or h 1i , computing the likelihood ratio process R(t) and thus the cusum chart S(t) is complicated by the need to compute the ratio of h 1i and h 0i . The estimation of the hazard rate usually involves smoothing of an estimate of the integrated hazard rate via e.g. kernel smoothers. This necessitates the choice of an appropriate bandwidth. Furthermore, boundary effects for t close to zero have to be taken into account, e.g. by using a class of kernels that include a boundary correction (Gandy & Jensen, 2005, Section 4.2) .
In contrast to the case of proportional alternatives, time-transformations lead to a process with varying jump heights. Thus the approach of the appendix does not work for general alternatives, and the threshold c has to be determined via simulation. Run length is measured in number of events; λa, arrival rate; in-control hazard rate λ0 =0·04; change to out-of-control hazard rate ρλ0 at η; p0, in-control probability of an event up to the follow-up time tI ; TtE, time to event monitoring; D, delayed information; C, administrative censoring at tI ; Discr, discrete time cusum based on Rp; HS, head-start S(0) = c/2; 10000 repetitions.
Simulation Study
In this section, simulation studies illustrate some of the properties of monitoring based on time to event, and show the advantages over simpler approaches.
In the first simulations, we use no censoring and homogeneous individuals, arriving as a Poisson process with rate λ a . The time until event is exponentially distributed with hazard rate λ 0 =0·04 in control and λ 1 = ρλ 0 out of control for ρ ∈ {0·8,1·25}. We start in the steady state, i.e. the number of individuals at risk at time 0 is the steady state distribution of an M/M/∞ queue.
An approach currently used in monitoring situations involving time is to register whether an event occurs before or after some given follow-up time t I . For instance, as described in Section 1, this is done for monitoring length of stay in hospitals in England. We consider a scheme where the information about an individual is used as soon as the event has happened or the follow-up time has expired, i.e. min(T i , t I ) time units after arrival. The resulting log-likelihood ratio up to time t is
where p j = 1 − exp(−λ j t I ). Based on this a cusum chart is constructed. Even if no censoring is present, an obvious drawback of this approach is that not all information is taken into account. For the time to event monitoring we let h 0 (t) = λ 0 and consider the proportional alternative h 1 (t) = λ 1 = ρλ 0 . Besides the ordinary time to event monitoring described in Sections 2·1 and 3·1, we also use one scenario that uses administrative censoring after the follow-up time t I and the delayed information scenario described in Section 2·4.
In Table 1 we report the average run lengths if the system is out of control at the start, η = 0, or becomes out of control after 5000 days, η = 5000. The run length is calculated as number of events after the shift until the cusum signals. The cusum S(t) is restarted at the head-start value if, for η = 5000, it signals before being out of control. All monitoring schemes have been calibrated to have an average in-control run length of roughly E{N (τ ) | η = ∞} = 10000. All procedures have used the same random samples.
For two of the schemes results for cusums with a head-start of S(0) = c/2 are also reported.
The arrival rate λ a =1·25 and the in-control hazard rate λ 0 =0·04 correspond approximately to the mean arrival rate and hazard rate per day in the length of stay in hospital data used in Section 6·1. The in-control average run length of 10000 corresponds approximately to 22 years in calendar time when λ a =1·25. In the table, the follow-up times are specified as percentiles of the in-control distribution of the event time T i .
As expected, the ordinary time to event model using all the available information is better than the schemes not using the full information. There is little difference between the scheme using all the information and the delayed scheme in the two last columns of Table 1 , which are cases where few individuals are in the system at the same time. There is a clear gain in using the entire information when there are many individuals in the system at the same time. The performance of the censored time to event model is more similar to the discrete model, but is still a bit better in most cases, in particular when a large follow-up time is used.
The last four rows of the table show that there is a substantial gain by using a headstart when the monitoring starts in an out-of-control state, but when the shift happens later the head-start actually leads to a slightly longer average run length. The latter is due to the slightly larger threshold for the cusum with a head-start and the forgetting of the head-start over time, see also Hawkins & Olwell (1998) .
Using thresholds based on false alarm probabilities instead of average run length leaves the relative relationships among the methods mainly the same. However, there is one important difference: the cusums with a head-start are doing far worse. For instance, suppose we base the threshold on the false alarm probability pr{N (τ ) ≤ 100 | η = ∞} =0·01 and consider the case with ρ =1·25 and use ordinary time to event monitoring. Then if η = 0, the out-of-control hitting probabilities are respectively 0·33 and 0·37 for cusums without and with a head-start. This can also be seen in Figure 1 . However, if η = 5000, a shift after 5000 days, the out-of-control hitting probabilities are respectively 0·45 and 0·06 for cusums without and with head-start. The results are similar for other cases, and the explanation is, as can be seen in Figure 1 , that cusums with a head-start will have a far higher threshold than ordinary cusums when the thresholds are set according to hitting probabilities. This feature is more or less extreme than observed here for other head-start fractions than S(0) = c/2.
In monitoring based on time to event models there are numerous options for choosing alternatives, and we briefly illustrate the importance of choosing appropriate alternatives by considering a model where the hazard rate in control is the following step function:
Two types of alternatives are considered, one time-change alternative h 1,T C =1·25h 0 (1·25t) and one proportional alternative h 1,P rop =1·25h 0 (t). If data are generated from h 1,P rop we get an average run length of 166 if the monitoring is using the alternative h 1,T C as opposed to an average run length of 106 if the monitoring uses the correct alternative h 1,P rop . If in the same setting data are simulated from h 1,T C the average run length is respectively 76 and 52 for monitoring using the alternatives h 1,P rop and h 1,T C . Similar or even more dramatic difference can be seen for other parameter values and other types of alternatives.
Examples 6·1. Monitoring of Hospital Performance
In this first example we consider monitoring the length of stay of patients in hospital after suffering a stroke. The data come from the administrative database Hospital Episode Statistics, which covers all inpatient and day case admissions to National Health Service hospitals in England, with some 15 million records annually. As well as annual extracts, we receive monthly data downloads of patients who have already left the hospital, hence we know their length of stay. In this analysis, however, we pretend that we receive a continuous data stream, i.e. at each point in time we have also the information available about patients still in hospital. In the future, this type of data may become available or the monitoring could be done directly in the hospitals. Bottle & Aylin (2008) describe a national monitoring system for mortality, length of stay and emergency readmission which is currently in use in around 70 percent of English acute hospitals. Briefly, the system uses risk-adjusted log-likelihood cusums to compare each hospital with the national average for each of 78 diagnosis and 102 procedure groups. Length of stay is dichotomized into above/below the upper quartile for all patients in the group and monitored as a binary outcome, in part because of the interest in looking at long-stayers. However, this does not make use of all the information, and thus the methods of the present article could lead to an improved system.
In the monitoring we now consider T i as the length of stay in a particular hospital after admission, no matter what the final outcome is. One could also consider death as censoring of the length of stay, but probably not as independent censoring. Length of stay is of principal interest as the main indicator of cost, though it may also reflect quality of care or process issues such as hospital-acquired complications or difficulties with transferal to intermediate care.
We use data on emergency admissions with a primary diagnosis of stroke for the financial years 2004/5 and 2005/6 to illustrate the methodology. Based on the first calendar year we fit a Cox model with covariates age group, sex, area-level deprivation quintile, Charlson comorbidity score, and the number of emergency hospital admissions in the preceding 12 months for each patient.
One complication is that in some hospitals patients are relatively quickly transferred to another hospital, mostly for intermediate care. The decision to refer depends on the availability of units providing such rehabilitation care, as well as on clinical factors. As a crude solution to this we include covariates that allow a piecewise linear effect of the proportion of patients transferred in the past. A precise discussion of these issues is outside the scope of the present article.
We start cusum charts immediately after the period we used for fitting and run them for half a year. As in the current national monitoring system, we envisage that the model will be recalibrated after half a year to take account of national trends. The charts for 6 hospitals can be seen in Figure 2 , both with and without a head-start. The upper path in each plot corresponds to ρ =0·8. Intuitively, a signal of the upper cusum means that the length of stay in hospital is longer than expected, with associated resource implications. For each hospital we also include a second cusum with ρ =1·25 which is aimed at detecting shorter length of stay. This cusum is plotted upside down. The interest in identifying hospitals with a shorter length of stay is that they could be used as an example of good practice. . cusums for length of stay. The upper cusum is aimed at detecting a longer length of stay with ρ =0·8, the lower cusum, plotted upside-down, is aimed at detecting a shorter length of stay with ρ =1·25. The black cusum is with no head-start and the grey cusum with a head-start of S(0) = c/2. The x-axis is in days.
Longer is not necessarily bad and shorter is not necessarily good in any given instance. Any signal from a cusum or other statistical process control chart cannot indicate by itself the cause of the signal, which should be investigated further by considering data quality, case-mix and process of care issues before considering quality of care as the explanation.
We also include in Figure 2 a threshold based on the approach of Section 3·3. For this we use the number of discharges in a hospital during the first calendar year. Then we compute thresholds that are equivalent to 10 calendar years. This approach results in different thresholds for the hospitals. This is reasonable since the hospitals can be of vastly different size. The thresholds with and without head-start almost coincide. Hospitals 1 and 6 do not signal, hospitals 2 and 4 seem to have a longer length of stay, whereas hospitals 3 and 5 seem to have a shorter length of stay. In a monitoring system one would reset the cusums after crossing the threshold. We did not do this in Figure 2 in order to show the trends more clearly.
With a head-start of S(0) = c/2, hospital 4 and 5 get an earlier signal. Hospital 2 gets a signal only slightly earlier, whereas the time to signal of hospital 3 is unchanged.
Alternatively, one could also compute thresholds based on the expected number of patients until a false alarm, using the same threshold for all hospitals. Based on an average in-control run length of 10000 patients, we get a threshold for the cusum charts without head-start of 5·54 for ρ =1·25 and 5·4 for ρ =0·8. With a head-start of S(0) = c/2, we get a threshold of 5·59 for ρ =1·25 and 5·45 for ρ =0·8. These thresholds lead to different incontrol run lengths in calendar time for hospitals receiving different amounts of patients per year. 6·2. Credit Collection Our second example considers credit card customers, whose debts have been passed on to a collection agency, a specialized body that pursues repayments on defaulted accounts. We are looking at customers that have committed to an agreement of paying a fixed amount each month. Some customers do not keep up with their monthly payments. For the purpose of this analysis, customers that are more than 30 days late on a payment are regarded as severely late. We consider customers that become severely late for the first time and monitor the time T i until they start paying again.
Based on a sample of accounts which fell into the severely late category during two years, we have fitted a Cox model with several predictor variables such as gender, amount of debt and age.
It is of interest to detect if the time until customers start paying again increases. This could either indicate a deterioration of the 'quality' of customers or of the collection strategy. Motivated by this, we consider two alternatives, a proportional alternative with ρ =0·9 and a time-change alternative with H 1 (t) = H 0 (0·75t). The integrated baseline hazard rates of the two alternatives and of the in-control situation are compared in Figure 3 . It appears that the two alternatives are considerably different, especially if an individual has been at risk for a long time.
We generated cusum charts for the year after the period used for fitting. The results of the proportional alternative and the time-change alternative are presented in Figure  4 . We used the kernel smoothing suggested in Gandy & Jensen (2005) with a bandwidth of 40 days, an ad hoc choice based on looking at the smoothed hazard. It can be seen that both cusums peak between the 200th and 240th day, with a more pronounced peak for the time-change alternative.
Discussion
The approach presented here immediately extends to monitoring of recurrent events, e.g. recurrent diseases, the failure of repairable systems or insurance claims. The hazard rate is then replaced by the conditional intensity of the process counting the number of events.
As demonstrated in Sections 5 and 6·2 the choice of alternative may crucially affect the performance of the cusum chart. In the classical cusum situation, often based on essentially one-parametric families with the parameter corresponding to some mean level, one can define the alternative via the minimal change in the parameter that is of interest. In our case we have more freedom of choice since we essentially can choose any hazard rate as alternative. In the examples we have made some ad hoc choices of the alternatives according to what we have judged to be reasonable difference that ought to be detected. Developing well founded ways of choosing appropriate alternatives is a topic for future research.
In practice there may be tied event times. We have run some simulations, not reported here, to investigate the effect of this on thresholds and average run lengths. Ties only seem to have a noticeable effect in extreme cases.
The examples presented in this article and many more potential applications are really non-stationary, i.e. the average behaviour of individuals will change over time. We suggest regular refitting of the model to overcome this. Recalibration of risk prediction is common in medicine as patient outcomes improve over time due to advances in science. Developing a more satisfying solution to accommodate non-stationarity is a topic for future research. transform time such that N (t) becomes a Poisson process with rate 1 in control. As we assume that the true hazard rate is a constant multiple of the in-control rate, N (t) will be a homogeneous Poisson process with some rate λ > 0. If the system is out of control then λ = ρ. These transformations do not affect the number of events before stopping, N (τ ). Thus we can compute properties of N (τ ) in the transformed setting. We need to distinguish two cases, upward jumps, ρ > 1, and downward jumps, ρ < 1.
Upward Jumps
We consider R(t) = N (t) − t/a, for some a > 0. Let c, S, τ be defined as in Section 2. We define a Markov chain with k = c − 1 transient states and one absorbing state. As illustrated in Figure 5 , let σ 0 = 0 and for n = 1, 2, . . . let σ n = inf{t > σ n−1 : S(t) ∈ {c − k, . . . , c − 1}}, Y n = ∞, σ n ≥ τ, S(σ n ) , σ n < τ.
Y n is a Markov chain with transition probability matrix
where p j (t) = (λt) j e −λt /j! is the probability of j events in t time units, ξ = a(c − k), η = a − ξ and a j (x, y) = p 0 (x)p j−1 (y) + 
Downward Jumps
Now consider R(t) = −N (t) + t/a, for some a > 0. Let σ 0 = 0 and for n = 1, 2, . . . , let σ n = inf{t > σ n−1 : S(t) ∈ {0, c − k, . . . , c − 1}}, Y n = ∞, σ n ≥ τ, S(σ n ) + 1, σ n < τ. 
