A new proof of the homogeneity of isoparametric hypersurfaces with six simple principal curvatures [DN] is given in a method applicable to the multiplicity two case.
Introduction
The classification problem of isoparametric hypersurfaces is remaining in some cases of four and six principal curvatures (see [CCJ] ). The homogeneity in the case (g, m) = (6, 1) was proved by DorfmeisterNeher [DN] . A shorter proof was given in [M2] , but one case is missing (See §9). Moreover, we found it difficult to extend this method to the case (g, m) = (6, 2). In the present paper, we make an essential progress in this respect by the argument in §6. Actually the equation (29) makes the matrix size decrease, which is indispensable to attack on the case m = 2. Before treating this overwhelmingly difficult case, the new proof for m = 1 gives us an overview how we settle the problem successfully in the case m = 2 [M3] .
§2 ∼ §5 consist of reviews of [M1] and [M2] . We do not repeat the proofs in [M1] , but give some of [M2] in a refined manner. The shape operators of each focal submanifold M ± consist of an S 1 -family of isospectral transformations with simple eigenvalues ± √ 3, ±1/ √ 3, 0. We have, however, many such S 1 -families (see §2). In §6 ∼ §8, we narrow down the possible families by using both local and global properties of isoparametric hypersurfaces, and conclude that non-homogeneous cases cannot occur.
Preliminaries
We refer the reader to [Th] for a nice survey of isoparametric hypersurfaces. Here we review fundamental facts and the notation given in [M1] . Let M be an isoparametric hypersurface in the unit sphere S n+1 , with a unit normal vector field ξ. We denote the Riemmannian connection on S n+1 by▽, and that on M by ▽. The principal curvatures of M are given by constants λ 1 ≥ · · · ≥ λ n , and the curvature distribution for λ ∈ {λ α } is denoted by D λ (p), m λ = dim D λ (p). In our situation, D λ is completely integrable and a leaf L λ of D λ is an m λ -dimensional sphere of S n+1 . Choose a local orthonormal frame e 1 , . . . , e n consisting of unit principal vectors corresponding to λ 1 , . . . , λ n . We express 
where 1 ≤ α, β, σ ≤ n, using the Einstein convention. The curvature tensor R αβγδ of M is given by R αβγδ = (1 + λ α λ β )(δ βγ δ αδ − δ αγ δ βδ ) = e α (Λ 
and if λ α , λ β , λ γ are distinct, we have
Moreover,
hold, and since λ α is constant on M , it follows from (3),
When the number g of principal curvatures is six, the multiplicity m of λ i is independent of i and takes value 1 or 2 [A] . In the following, let (g, m) = (6, 1). As is well known,
Since the homogeneity is independent of the choice of θ 1 , we take
so that
Note that we choose
is a geodesic of the corresponding curvature sphere.
For a = 6 or 1, define the focal map f a : M → S 7 by
where the right hand side is considered as a vector in TpS 7 by a parallel translation in S 7 . We always use such identification. The rank of f a is constant and we obtain the focal submanifold M a of M :
By (8), the tangent space of M a is given by TpM a = ⊕ j =a D j (q) for any q ∈ f −1 a (p). An orthonormal basis of the normal space of M a atp is given by
where X is a tangent field on S 7 in a neighborhood of p, andX is the one nearp transformed from X parallely. Note that▽ ⊥ ejX denotes the normal component in S 7 . In particular, we have for j = a,
using λ j ξ p − p, η p = sin θ a (1 + λ j λ a ). In the following, we identifyẽ k with e k . Denote by B N the shape operator of M a with respect to the normal vector N . Then from (10) and (11), we obtain: 
, where
In fact, from (11) it follows B ηp (e j ) = µ j e j , where
and b jk = b kj follows from (4). In the following, we denote M + = M 6 and M − = M 1 . Note that both are minimal. It is easy to see that any unit normal vector is written as η q for some q ∈ L 6 (p), and we have immediately:
The shape operators are isospectral, i.e., the
For a fixed p ∈ f −1 a (p), all the shape operators for unit normals at p are expressed as
The homogeneous hypersurfaces M h with (g, m) = (6, 1) are given as the principal orbits of the isotropy action of the rank two symmetric space G 2 /SO(4), where two singular orbits correspond to the focal submanifolds M h ± . In [M1] , we show that the shape operators of M h + and M h − are given respectively by :
Note that there exist many other one parameter families of isospectral operators cos tB η + sin tA, where, for instance, A is given by
and so forth. We see in the homogeneous case, the kernel does not depend on t, while it depends in other cases. In the following, we show that all the latter cases are not admissible as the shape operators of the focal submanifolds of isoparametric hypersurfaces with (g, m) = (6, 1).
Isospectral operators and Gauss equation
By Lemma 2.2, L(t) = cos tB η + sin tB ζ is isospectral and so can be written as
for some U (t) ∈ O(5). Moreover, this implies the Lax equation
where
In particular, we have L(0) = B η , and
hence for
(18) Note that the eigenvectors of L(t) are given by
which implies
Here we have ∇ d dt = c∇ e6 for some constant c, hence we obtain
where i denotes the row and j denotes the column indices. Moreover,
and L(π/2) = B ζ , multiplying −c to the both sides and putting t = 0, we obtain
Now, rewrite (18) as
and substitute this into (21). Then we have the following formulas which we use later : 
b 43 b 35 These are nothing but another description of the Gauss equations (2).
Global properties
An isoparametric hypersurface M can be uniquely extended to a closed one [C] . We recall now the global properties of M .
Let p ∈ M and let γ be the normal geodesic at p. We know that γ ∩ M consists of twelve points p 1 , . . . , p 12 which are vertices of certain dodecagon: see Fig.1 , where indices are changed from [M1, pp. 197-8] and [M2, Lemma 3.2] .
Lemma 4.1 [M1] We have the relations
where the equality means "be parallel to with respect to the connection of S 7 ", and the indices are modulo 6.
We briefly explain the situation. Denote by p t the point on L 6 (p) prametrized by the center angle from p 1 , and by q t the point on L 2 (p 2 ) similarly. Note that e 6 (p 1 ) is parallel with e 2 (p 2 ) [M1] . Extend e 6 and e 2 as the unit tangent vectors of p t and q t , respectively. Consider the normal geodesic γ t at p Table 1 : Table 1 Fig .1 5 The kernel of the shape operators
The following proposition proved in [M1] is crucial. Next, recall
The second equality follows from λ 6 = −1/λ 3 = −(2 + √ 3). Put When ∇ e6 e 3 (p) ≡ 0, we have dim Ep ≥ 2, since e 3 (p), ∇ e6 e 3 (p) (∈ Ep) are mutually orthogonal. We denote E instead of Ep, when it causes no confusion. Let E ⊥ be the orthogonal complement of E in TpM + . Moreover, put
where we regard W as a subspace of TpM + by a parallel displacement. The following lemmas are significant.
Proof : Take any q ∈ f −1 6 (p). Then we can express L(t) with respect to the basis e i (q), i = 1, . . . 5, as in Lemma 2.1 
Let e 3 (t) = t (u 1 (t), . . . , u 5 (t)) belong to the kernel of L(t). Then the third component of L(t)(e 3 (t)) must satisfy sin t sin θ 6
Thus we obtain ∇ e3 e 6 (q), e 3 (t) = 0
for all t and any q ∈ L 6 = f −1 6 (p). This means ∇ e3 e 6 (q) ∈ E ⊥ . 2 By the analyticity and the definition of E and W , we can express
for any fixed point q ∈ L 6 , where ∇ k e6 means k-times covariant differential in the direction e 6 . Thus we have by Lemma 5.4
Proof : First we show if L(t)(∇ k 6 e 3 (p)) ∈ W holds for any 0 ≤ k ≤ l and t, then L(t)(∇ l+1 6 e 3 (p)) ∈ W follows. In fact, from L(t) = cos tB η + sin tB ζ , we have
Thus in the relation
the left hand side belongs to W by the assumption, and so is the first term of the right hand side. Hence we have L(t)(∇ l+1 6 e 3 ) ∈ W . Now, we show the lemma by induction. In fact, L(t) maps D 3 (p) into W for all t, because B ηp and B ζp map D 3 (p) into W by (23) and L(t) = cos tB η + sin tB ζ . Moreover, (23) implies that this is an onto map.
2
The following is obvious:
Lemma 5.7 As a function ofp ∈ M + , dim E is lower-semi-continuous.
Let d = max dim E. We know that 1 ≤ d ≤ 3 and M is homogeneous when d = 1. On the focal submanifolds M − = M 1 , denote Fq = span q(t)∈L 1 (q) {e 4 (q(t))}. The argument on M + holds for M − if we replace E by F and pay attention to the change of indices. Especially, dim E = 1 holds on M + if and only if dim F = 1 holds on M − , because Λ j 36 = 0 holds for all j if and only if Λ j 14 = 0 holds for all j, by the global correspondense in §4. Note that, however, not everything is symmetric on M ± . Indeed, for homogeneous hypersurfaces with six principal curvatures, M + and M − are not congruent [M1] , [M3] .
Description of E
In the following, we discuss what happens if we assume dim E = 1. Lemma 5.5 suggests that the matrix expression of L(t) can be simplified if we use the decomposition TpM + = E ⊕ E ⊥ . This is the essential progress of the present paper, which plays an important role to determine E explicitly.
Case dim E = 3
To exclude most cases of dim E = 3, the investigation of M + is sufficient. In one case, however, an argument on M − is needed as well. As in the previous sections, let L(t) = cos tB η + sin tB ζ be the shape operator of M + atp. Note that the decomposition TpM + = E ⊕ E ⊥ depends only onp, i.e., on L 6 = f −1 (p). The following lemma, implied by Lemma 5.5, is fundamental.
Lemma 6.1 When dim E = 3 atp, we can express any shape operator as
with respect to the decomposition TpM + = E ⊕ E ⊥ , where 0 3 is 3 by 3, R is 3 by 2 and S is 2 by 2 matrices, depending on t. The kernel of L is given by X 0 ∈ E, t RX = 0.
The eigenvectors with respect to µ i , i = 1, 2, 4, 5 are given by
Moreover, the following equation holds:
Proof : Let X Y be an eigenvector of L = L(t) for the eigenvalue µ i , where X ∈ E and Y ∈ E ⊥ , abusing the notation X = X 0 and
hence we obtain
For µ 3 = 0, because the kernel belongs to E, Y = 0 and t RX = 0 hold. When µ i = 0, multiplying µ i to the second equation and substituting the first one into it, we have
From the solution Y of this equation, we have the eigenvector
Since det(
Note that
In the following, we denote T = t RR. Note that T is positive definite since rank R = 2, which follows from rank L = 4. Up to now, we do not specify a basis of E and E ⊥ . Now at a fixed point p(t 0 ) ∈ L 6 (p), let σ, τ be the eigenvalues of T = T (t 0 ), and v 1 , v 2 ∈ E ⊥ be the corresponding unit eigenvectors which are orthogonal to each other. Then from (32), we have στ = 1.
Since L(t) is traceless, the symmetric matrix S = S(t 0 ) is expressed with respect to v 1 , v 2 as
Let
be a non-trivial solution of
Then (36) becomes
Taking the coefficients of v 1 and v 2 , we obtain
Thus (x, y) = (0, 0) implies
, we have (noting (34)),
Note that this argument holds for any t 0 , hence for all L(t). 
Eigenvalues of T Proposition In the expression T (t) =
Proof : First when S = 0, (38) and (39) imply σ = 3, the case (iii). When s 1 = 0, (39) implies σ = τ = 1, the case (i). When s 1 = 0 but s 2 = 0 in (37), we can express
, and it follows
which are not necessarily unit. In order that X = xe 1 + ye 2 + ze 4 + we 5 belongs to E, we must have B η (X), X = 0, i.e., √
As s 2 = 0, it follows from (41), z = 3(x − w) + y then substituting this into (42) and noting that σ > 0, we obtain
Therefore X = xe 1 + ye 2 + ze 4 + we 5 = 1 σ+1 {x((σ + 1)e 1 − 3(σ − 3)e 4 + 2(σ − 1)e 5 ) +y((σ + 1)e 2 − 2(σ − 1)e 4 + (σ −   1 3 )e 5 )} is contained in E for any x, y, which means X 1 = (σ + 1)e 1 − 3(σ − 3)e 4 + 2(σ − 1)e 5 X 2 = (σ + 1)e 2 − 2(σ − 1)e 4 + (σ − 1 3 )e 5 belong to E. On the other hand, as we have
we obtain σ = 1 or 5 3 , the cases (i) or (ii). (When T (t) = I 2 , s 1 = 0 may occur by a change of the basis.) 2 The important implication of this proposition is that the three cases cannot be mixed by the continuity. , respectively. Moreover, we have
where we adjust Y i so that e i is unit. Thus E and E ⊥ are given by
Then from Proof : This occurs when s 1 = 0. Then by (33), we can express
where ε = ±1. Now take unit eigenvectors v(t), w(t) of T (t) corre
Deviding the both hand side by µ 2 , and putting µ = 0, we have (44). 2 Proposition 7.2 dim E = 2 does not occur.
Proof : We can express
hence, there exists some t such that
This contradicts (44), since t RR = t (cos tA 1 + sin tM 1 )(cos tA 1 + sin tM 1 ) is positive definite. 2 8 The case (iii) when dim E = 3
In the case (iii) when dim E = 3, T = 3 1/3 and S = 0 imply
where Y 1 is an eigenvector of T for 3, and Y 2 for 1/3. Thus we have E = {e 3 , e 1 − e 5 , e 2 − e 4 }, E ⊥ = {e 1 + e 5 , e 2 + e 4 }.
Since E is mapped onto E ⊥ , we have
On the other hand, for another focal submanifold M − , the remaining possible case is the case corresponding to (iii) when dim F = 3. (For the definition of F , see the end of §5.) Because ∇ e3 e 6 ∈ E ⊥ ∩ F , identifying the vectors at q = p 3 with those at p = p 1 as in Table 1 , we may consider F = {e 1 (p) + e 5 (p), e 2 (p) + e 4 (p)} = {e 5 (q) + e 3 (q), e 6 (q) + e 2 (q)}, F ⊥ = {e 3 , e 1 (p) − e 5 (p), e 2 (p) − e 4 (p)} = {e 5 (q) − e 3 (q), e 6 (q) − e 2 (q)}.
Here, some signature might be opposite, which does not matter. The importance is b Remark 8.3 : In the case (g, m) = (6, 2), the argument is much harder, because each principal space D i is of dimension two, and we have no standard way to choose frames of D i 's. Moreover, we have to find a Kähler structure, because the homogeneous hypersurfaces with (g, m) = (6, 2) are given as principal orbits of the rank two symmetric space G 2 × G 2 /G 2 which have that structure [M3] .
Errata in [M2]
In p.195 of [M2] Substituting these and l = √ 3, n =
