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Symmetrized Talagrand Inequalities on Euclidean Spaces
Hiroshi Tsuji∗
Abstract
In this paper, we study the symmetrized Talagrand inequality that was proved by Fathi and has a
connection with the Blaschke-Santalo´ inequality in convex geometry. As corollaries of our results, we
have several refined functional inequalities under some conditions. We also give an alternative proof
of Fathi’s symmetrized Talagrand inequality on the real line and some applications.
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1 Introduction
The Talagrand inequality, which is also called the Talagrand transportation inequality, is as follows:
If m = e−V Ln is a probability measure on Rn with ∇2V ≥ κ for some κ > 0, and µ ∈ P2(R
n), then
W 22 (µ,m) ≤ 2Entm(µ)/κ holds, where L
n is the Lebesgue measure on Rn, P2(R
n) is the set of all
probability measures on Rn with finite second moment, W2 is the Wasserstein distance, and Entm is the
relative entropy (or the Kullback-Leibler distance) with respect tom. More generally, it is known that the
Talagrand inequality holds on metric measure spaces with similar conditions above, and there are many
studies on refinements of the Talagrand inequality and relations with logarithmic Sobolev inequalities
and Poincare´ inequalities ([20]). This paper is motivated by Fathi’s following result.
Theorem 1.1 ([10]). Let µ, ν ∈ P2(R
n).
(1) Let m = e−V Ln be a probability measure on Rn such that V ∈ C∞(Rn) is even and κ-convex for
some κ > 0. If ν is symmetric (i.e. its density with respect to Ln is even), then it holds that
1
2
W 22 (µ, ν) ≤
1
κ
(Entm(µ) + Entm(ν)).
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(2) Let m = γn be the n-dimensional standard Gaussian measure. If bar(ν) :=
∫
Rn
x dν(x) = 0, then it
holds that
1
2
W 22 (µ, ν) ≤ Entγn(µ) + Entγn(ν).
Moreover, the equality holds in (2) if and only if there exist some positive definite symmetric matrix
A ∈ Rn×n and some a ∈ R such that µ is the Gaussian measure whose center is a and covariance
matrix is A, and ν is the Gaussian measure whose center is 0 and covariance matrix is A−1.
Notice that Theorem 1.1(1) does not include (2). When m = ν in (1), we recover the classical Ta-
lagrand inequality, and hence Theorem 1.1 is a refinement of the classical Talagrand inequality. Using
Fathi’s paper as reference, we call this type inequality a symmetrized Talagrand inequality. Fathi proved
the symmetrized Talagrand inequality by using optimal transport theory and convex geometry. More-
over, he pointed out that the symmetrized Talagrand inequality for Gaussian measures is related to the
functional Blaschke-Santalo´ inequality, which is well-known and important in convex geometry.
We consider refinements and extensions of the symmetrized Talagrand inequality in this paper. In
general, the Talagrand inequality follows from the convexity of the relative entropy (Theorem 2.10), and
our idea is to strengthen the convexity under certain conditions as follows.
Theorem 1.2. Let µi = e
−ViLn ∈ P2(R
n) (i = 0, 1) be probability measures with Vi ∈ C
∞(Rn) (i = 0, 1).
We assume that µ0 and µ1 satisfy the following three conditions:
(i) bar(µ0) = bar(µ1).
(ii) ∇2V0 ≤ κ0 and ∇
2V1 ≥ κ1 for some κi > 0 (i = 0, 1).
(iii) µ0 satisfies the Poincare´ inequality with a constant Cµ0 > 0 in the sense that, for any f ∈
H1(Rn, µ0) with
∫
Rn
f dµ0 = 0, it holds that
Cµ0
∫
Rn
f2 dµ0 ≤
∫
Rn
‖∇f‖22 dµ0.
Then Ent, which is the relative entropy with respect to Ln, is Cµ0 min {1, κ1/κ0}-convex along (µt)t∈[0,1],
where (µt)t∈[0,1] is the geodesic from µ0 to µ1 in (P2(R
n),W2), and H
1(Rn, µ0) is the Sobolev space with
respect to the probability measure µ0.
Theorem 1.3. Let µi = e
−ViLn ∈ P2(R
n) (i = 0, 1) be probability measures with Vi ∈ C
∞(Rn) (i = 0, 1),
and let m = e−V Ln be a probability measure on Rn such that V ∈ C∞(Rn) satisfies κ ≤ V ≤ κ′ for some
κ, κ′ > 0. We assume that µ0 and µ1 satisfy the following two conditions:
(i) bar(µ0) = bar(µ1).
(ii) ∇2V0 ≥ κ0 and ∇
2V1 ≥ κ1 for some κi > 0 (i = 0, 1).
Then Entm is κ(1+min{κ0/κ
′, κ1/κ
′})-convex along (µt)t∈[0,1], where (µt)t∈[0,1] is the generalized geodesic
from µ0 to µ1 with the base m in (P2(R
n),W2).
In general, a function f on a metric space (X, d) is said to be κ-convex for some κ ∈ R if
f((1− t)x+ ty) ≤ (1− t)f(x) + tf(y)− κt(1 − t)d(x, y)2/2
for any x, y ∈ X and any t ∈ [0, 1]. In particular, when X = Rn and f ∈ C∞(Rn), f is κ-convex for
some κ ∈ R if and only if ∇2f ≥ κ. A generalized geodesic in Theorem 1.3 is defined in Subsection 5.2.
Theorems 1.2 and 1.3 yield the following symmetrized Talagrand inequalities, respectively.
Corollary 1.4. Let µi (i = 0, 1) be as in Theorem 1.2, and m = e
−V Ln be a probability measure on Rn
such that V ∈ C∞(Rn) is κ-convex for some κ > 0. Then it holds that
1
2
W 22 (µ0, µ1) ≤
2
κ+ Cµ0 min
{
1, κ1κ0
} (Entm(µ0) + Entm(µ1)).
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In particular, if there exists κ2 > 0 such that κ2 ≤ ∇
2V0 (≤ κ0), then
1
2
W 22 (µ0, µ1) ≤
2
κ+ κ2min
{
1, κ1κ0
} (Entm(µ0) + Entm(µ1)).
Therefore if κ, κi (i = 0, 1, 2) satisfy κ ≤ κ2 ≤ κ0 ≤ κ1, then
1
2
W 22 (µ0, µ1) ≤
1
κ
(Entm(µ0) + Entm(µ1)).
Corollary 1.5. Let µi (i = 0, 1) and m be as in Theorem 1.3. Then
1
2
W 22 (µ0, µ1) ≤
1
κ
·
2
1 + min
{
κ0
κ′ ,
κ1
κ′
} (Entm(µ0) + Entm(µ1)).
In particular, if κ0 and κ1 satisfy κ0, κ1 ≥ κ
′, then
1
2
W 22 (µ0, µ1) ≤
1
κ
(Entm(µ0) + Entm(µ1)).
In Corollaries 1.4 and 1.5, we do not assume that probability measures m,µ0 and µ1 are symmetric.
In this sense, our symmetrized Talagrand inequalities are more general than Fathi’s inequalities. We find
the assumption (i) in Corollaries 1.4 and 1.5 to be naturally derived from Theorem 1.1(2) (see Section
3).
Besides the results above, we discuss an alternative proof of Theorem 1.1. In particular, we can prove
an extension of Theorem 1.1(1) and apply it to well-known inequalities in convex geometry.
The present paper is organized as follows. In the next section, we introduce some fundamental notions
from optimal transport theory and functional inequalities including Talagrand inequalities. In Section
3, we give another form of the symmetrized Talagrand inequality by a self-improvement of Fathi’s result
(Theorem 1.1(2)). The barycenter of a probability measure plays an important role in this section. In
Section 4, we prove Caffarelli’s contraction theorem under relaxed conditions compared with classical
Caffarelli’s result, which is the key theorem in order to prove the main theorems. In Section 5, we prove
the main theorems and apply them to prove the corresponding HWI inequalities, logarithmic Sobolev
inequalities and Poincare´ inequalities. Moreover, we give an alternative proof of Theorem 1.1 and an
extension on the real line in Subsection 5.3. In the final section, we describe some applications of the
result in the previous subsection to convex geometry, in particular, to the concentration of measures and
the Blaschke-Santalo´ inequality, those generalize classical ones.
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2 Preliminaries
In this section, we describe several well-known facts from optimal transport theory and various func-
tional inequalities needed in subsequent sections. For general theory and discussions in detail, for example,
see [19] and [20]. We give proofs of some results for applications described in Section 5.
2.1 Optimal transport theory
Let us denote by 〈·, ·〉 the standard Euclidean inner product on Rn, and denote by ‖ · ‖2 the standard
Euclidean norm on Rn. We also define P2(R
n) as the set of all Borel probability measures on Rn with∫
Rn
‖x‖22 dµ(x) < ∞. For any two probability measures µ and ν in P2(R
n), a probability measure pi on
3
R
n × Rn is said to be a coupling of µ and ν if for any Borel subset A ⊂ Rn, pi(A × Rn) = µ(A) and
pi(Rn ×A) = ν(A) hold, and we denote by Π(µ, ν) the set of all couplings of µ and ν.
For any µ, ν ∈ P2(R
n), the (L2-)Wasserstein distance is defined as follows:
W2(µ, ν) :=
(
inf
pi∈Π(µ,ν)
∫
Rn×Rn
‖x− y‖22 dpi(x, y)
) 1
2
.
In fact, W2 is a distance function on P2(R
n), and in addition, the metric space (P2(R
n),W2) is a geodesic
space. This space is called the (L2-)Wasserstein space. In the following, we describe some well-known
and important facts from optimal transport theory.
The next result is known as the Kantorovich duality.
Theorem 2.1 ([19]). For any µ, ν ∈ P2(R
n), it holds that
W 22 (µ, ν) = sup
{∫
Rn
f dµ+
∫
Rn
g dν
∣∣∣∣∣ f ∈ L1(Rn, µ), g ∈ L1(Rn, ν),
f(x) + g(y) ≤ ‖x− y‖22, ∀x, y ∈ R
n
}
.
Remark 2.2. Although we consider the supremum in the right hand side above for functions f and g
which are in L1(Rn, µ) and L1(Rn, ν), respectively, we can restrict these functions to the class Cb(R
n)
consisting of all bounded continuous functions on Rn (see [19, Theorem 1.3]).
It follows from elementary probability theory that there exists some coupling attaining the infimum of
the Wasserstein distance in the definition, which is called the optimal transport plan or optimal coupling
(see [19]). In order to explain a property of optimal transport plans, we need the following notion.
Definition 2.3. Γ ⊂ Rn × Rn is said to be cyclically monotone if for any integer k ≥ 1 and any
(x1, y1), (x2, y2), . . . , (xk, yk) ∈ Γ, it holds that
k∑
i=1
‖xi − yi‖
2
2 ≤
k∑
i=1
‖xi − yi−1‖
2
2,
where we put y0 := yk.
Theorem 2.4 ([19]). Let µ, ν ∈ P2(R
n), and let pi ∈ Π(µ, ν) be an optimal transport plan of µ and ν.
Then supp(pi) ⊂ Rn × Rn is cyclically monotone.
Moreover, when a probability measure µ is absolutely continuous with respect to the Lebesgue mea-
sure, then an optimal transport plan of µ and another probability measure ν can be induced from some
map. The next theorem is known as Brenier’s theorem.
Theorem 2.5 ([19]). Let µ, ν ∈ P2(R
n) be such that µ is absolutely continuous with respect to the
Lebesgue measure. Then there exists some map T : Rn → Rn satisfying T#µ = ν and
W 22 (µ, ν) =
∫
Rn
‖T (x)− x‖22 dµ(x),
where T#µ is the image measure of µ by T . Moreover, T is unique up to a difference on a null measure
set and coincides with the gradient of some convex function on Rn. In addition, T is a locally Lipschitz
map.
The map T in Theorem 2.5 is called the optimal transport map from µ to ν, and the convex function
generating T is called the Kantorovich potential. Using optimal transport maps, we can concretely
represent geodesics between two probability measures in (P2(R
n),W2). Indeed, when µ ∈ P2(R
n) is
absolutely continuous with respect to the Lebesgue measure, ν ∈ P2(R
n), and T is the optimal transport
map from µ to ν, then µt := ((1 − t)id + tT )#µ (t ∈ [0, 1]) is the geodesic from µ to ν in (P2(R
n),W2),
where id is the identity map on Rn.
The equation in the next theorem is called the Monge-Ampe`re equation.
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Theorem 2.6 ([19]). Let µ, ν ∈ P2(R
n) be absolutely continuous with respect to the Lebesgue measure,
and denote their densities by f and g, respectively. Let T : Rn → Rn be the optimal transport map from
µ to ν. Then it holds that f(x) = g(T (x)) det∇T (x) for µ-a.e. x ∈ Rn.
Finally, we describe optimal transport theory on the real line which is needed in Subsection 5.3.
Theorem 2.7 ([19]). Let µ and ν be two probability measures on R such that µ is absolutely continuous
with respect to the Lebesgue measure. Define the functions F and G on R as F (x) := µ((−∞, x]) and
G(x) := ν((−∞, x]), respectively, and the function G−1 on (0, 1) as G−1(x) := inf{y ∈ R | G(y) > x}.
Then F is a monotone increasing function, and G−1 ◦ F is an optimal transport map from µ to ν. In
particular, when µ, ν and m in P2(R) are absolutely continuous with respect to the Lebesgue measure, m
satisfies supp(m) = R, and T1 and T2 are the optimal transport maps from m to µ and ν, respectively,
then T1 and T2 are locally Lipschitz and strictly monotone increasing functions satisfying W
2
2 (µ, ν) =∫
R
(T1 − T2)
2 dm.
2.2 Various functional inequalities
Firstly, we define the Shannon entropy and relative entropy. Let µ ∈ P2(R
n). Then the Shannon
entropy of µ is defined by
Ent(µ) :=
{∫
Rn
ρ(x) log ρ(x) dx if µ = ρLn,
∞ if µ 6≪ Ln.
Similarly, for a probability measure m on Rn, the relative entropy of µ with respect to m is defined by
Entm(µ) :=
{∫
Rn
ρ log ρ dm if µ = ρm,
∞ if µ 6≪ m.
Such a probability measurem is called the reference measure. By Jensen’s inequality, the relative entropy
is nonnegative. Moreover, Entm(µ) = 0 holds if and only if m = µ.
The next theorem asserts that the Shannon entropy and relative entropy are convex on (P2(R
n),W2).
Theorem 2.8 ([20]). (1) Along any geodesic (µt)t∈[0,1] in (P2(R
n),W2), we have
Ent(µt) ≤ (1− t)Ent(µ0) + tEnt(µ1)
for all t ∈ [0, 1].
(2) Let m = e−V Ln be a probability measure on Rn such that V ∈ C∞(Rn) is κ-convex for some κ > 0.
Then, along any geodesic (µt)t∈[0,1] in (P2(R
n),W2), we have
Entm(µt) ≤ (1− t)Entm(µ0) + tEntm(µ1)−
κ
2
t(1− t)W 22 (µ0, µ1)
for all t ∈ [0, 1].
In order to describe the HWI inequality and logarithmic Sobolev inequality, we need the notion of
the (relative) Fisher information. Let m be a reference measure and µ ∈ P2(R
n). Then the Fisher
information of µ with respect to m is defined by
Im(µ) :=
{∫
Rn
‖∇ log ρ‖22ρ dm if µ = ρm,
∞ if µ 6≪ m.
Clearly, the Fisher information is nonnegative.
Theorem 2.8 yields the HWI inequality and Talagrand inequality as follows.
Theorem 2.9 (HWI inequality). Let m = e−V Ln be a probability measure on Rn such that V ∈ C∞(Rn)
is κ-convex for some κ > 0, and µ = ρm ∈ P2(R
n) such that log ρ ∈ H1(Rn, µ) and Entm(µ) < ∞ are
satisfied. Then we have
Entm(µ) ≤W2(µ,m)
√
Im(µ)−
κ
2
W 22 (µ,m).
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Proof. By an approximation, we may assume that ρ is smooth and compactly supported (see [19, Theorem
9.17] for details). Substituting µ0 = µ and µ1 = m in Theorem 2.8(2), we obtain that for any t ∈ (0, 1),
Entm(µt) ≤ (1 − t)Entm(µ) −
κ
2
t(1 − t)W 22 (µ,m),
where (µt)t∈[0,1] is the geodesic from µ to m. Equivalently, we have
Entm(µ) ≤
Entm(µ)− Entm(µt)
t
−
κ
2
(1 − t)W 22 (µ,m). (2.1)
Let T be the optimal transport map from µ to m. Then we have µt = ((1 − t)id + tT )#µ, where id is
the identity map on Rn. Denote the density of µt with respect to m by ρt. Then we obtain
Entm(µ)− Entm(µt) =
∫
Rn
(ρ log ρ− ρt log ρt) dm
≤
∫
Rn
(log ρ+ 1)(ρ− ρt) dm (2.2)
=
∫
Rn
log ρ dµ−
∫
Rn
log ρ dµt
=
∫
Rn
(log ρ(x)− log ρ((1 − t)x+ tT (x))) dµ(x)
= t
∫
Rn
〈∇ log ρ(x), x − T (x)〉 dµ(x) + o(t)
≤ t
(∫
Rn
‖∇ log ρ(x)‖22 dµ(x)
) 1
2
(∫
Rn
‖x− T (x)‖22 dµ(x)
) 1
2
+ o(t), (2.3)
where we used x log x − y log y ≤ (log x + 1)(x − y) for any x, y > 0 in (2.2) by the convexity of x log x,
and the Cauchy-Schwarz inequality in (2.3). Hence, combining the inequality (2.3) with (2.1), and letting
t→ +0, we have the desired inequality.
Theorem 2.10 (Talagrand inequality). Let m = e−V Ln be a probability measure on Rn such that
V ∈ C∞(Rn) is κ-convex for some κ > 0. Then for any µ ∈ P2(R
n), we have
1
2
W 22 (µ,m) ≤
1
κ
Entm(µ).
Proof. Substituting µ0 = m and µ1 = µ in Theorem 2.8(2), we obtain that for any t ∈ (0, 1),
Entm(µt) ≤ tEntm(µ)−
κ
2
t(1− t)W 22 (m,µ),
where (µt)t∈[0,1] is the geodesic from m to µ. Since the relative entropy is nonnegative, the inequality
above yields that
κ
2
t(1− t)W 22 (m,µ) ≤ tEntm(µ).
Dividing both sides of the inequality above by t, and letting t→ +0, we have the desired inequality.
In particular, it follows from the triangle inequality and the arithmetic-geometric mean inequality
that
1
2
W 22 (µ, ν) ≤
2
κ
(Entm(µ) + Entm(ν))
for any µ, ν ∈ P2(R
n), which is weaker than the symmetrized Talagrand inequality as in Theorem 1.1.
On the other hand, it is clear that substituting m = ν in Theorem 1.1 recovers Theorem 2.10 (up to the
additional symmetry conditions).
The HWI inequality (Theorem 2.9) yields the logarithmic Sobolev inequality as follows.
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Theorem 2.11 (Logarithmic Sobolev inequality). Let m = e−V Ln be a probability measure on Rn such
that V ∈ C∞(Rn) is κ-convex for some κ > 0, and µ = ρm ∈ P2(R
n) such that log ρ ∈ H1(Rn, µ) and
Entm(µ) <∞ are satisfied. Then we have
Entm(µ) ≤
1
2κ
Im(µ).
Proof. Completing the square on the right hand side of the HWI inequality in Theorem 2.9 with respect
to W2(µ,m), we have
Entm(µ) ≤ −
κ
2
(
W2(µ,m)−
1
κ
√
Im(µ)
)2
+
1
2κ
Im(µ),
which immediately yields the desired inequality.
Note that the Talagrand inequality (Theorem 2.10) also follows from the logarithmic Sobolev inequal-
ity (Theorem 2.11) (see [20]). The logarithmic Sobolev inequality (Theorem 2.11) yields the following
inequality.
Theorem 2.12 (Poincare´ inequality). Let m = e−V Ln be a probability measure on Rn such that V ∈
C∞(Rn) is κ-convex for some κ > 0. Then for any f ∈ H1(Rn,m) satisfying
∫
Rn
f dm = 0, we have
κ
∫
Rn
f2 dm ≤
∫
Rn
‖∇f‖22 dm.
Proof. By truncation, we assume f ∈ L∞(Rn). Set ρ := 1 + εf for a small enough constant ε > 0, and
µ := ρm. Note that µ ∈ P2(R
n). By the logarithmic Sobolev inequality (Theorem 2.11), we have∫
Rn
ρ log ρ dm ≤
1
2κ
∫
Rn
‖∇ log ρ‖22ρ dm. (2.4)
Expanding the left hand side of the inequality above at ε = 0, we obtain∫
Rn
ρ log ρ dm =
∫
Rn
(1 + εf) log(1 + εf) dm =
ε2
2
∫
Rn
f2 dm+ o(ε2).
On the other hand, expanding the right hand side yields that
1
2κ
∫
Rn
‖∇ log ρ‖22ρ dm =
1
2κ
∫
Rn
‖∇ρ‖22
ρ
dm =
ε2
2κ
∫
Rn
‖∇f‖22
1 + εf
dm.
Hence dividing both sides of (2.4) by ε2, and letting ε→ +0, we have the desired inequality.
Note that the Poincare´ inequality (Theorem 2.12) also follows from the Talagrand inequality (Theorem
2.10) (see [20]).
3 Variants of the symmetrized Talagrand inequality
In this section, we consider the meaning of the condition bar(ν) = 0 in Theorem 1.1(2). For a
probability measure µ on Rn, its barycenter is defined by
∫
Rn
x dµ(x), and denoted by bar(µ). For a
probability measure µ on Rn and a ∈ Rn, we denote by µa the probability measure translated by a: for
any Borel subset A ⊂ Rn, µa(A) = µ(A− a), where A− a := {x− a | x ∈ A}. Note that the barycenter
of µa is bar(µa) = bar(µ) + a for any probability measure µ on R
n and any a ∈ Rn.
Proposition 3.1. Let ν ∈ P2(R
n). For any probability measure µ ∈ P2(R
n) and any a ∈ Rn, it holds
that
Entγn(µa)−
1
2
W 22 (µa, ν) = Entγn(µ)−
1
2
W 22 (µ, ν) + 〈bar(ν), a〉 . (3.1)
In particular, if a probability measure µ ∈ P2(R
n) satisfies Entγn(µ) <∞, then Entγn(µa)−W
2
2 (µa, ν)/2
is independent of a in the hyperplane orthogonal to bar(ν). Here, when bar(ν) = 0, the hyperplane
orthogonal to bar(ν) means whole Rn. Therefore, bar(ν) = 0 if and only if Entγn(µa) −W
2
2 (µa, ν)/2 is
independent of a ∈ Rn.
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Proof. Firstly, we prove the following formula: for any a ∈ Rn, it holds that
1
2
W 22 (µa, ν) =
1
2
W 22 (µ, ν) + 〈bar(µ), a〉 − 〈bar(ν), a〉 +
1
2
‖a‖22. (3.2)
Fix a ∈ Rn. Let f, g ∈ Cb(R
n) satisfy f(x) + g(y) ≤ ‖x − y‖22/2 for any x, y ∈ R
n and define
F,G : Rn → R by F (x) := f(x + a) − 〈x, a〉 , G(y) := g(y) + 〈y, a〉 − ‖a‖22/2, respectively. Then
F ∈ L1(µ), G ∈ L1(ν) and
F (x) +G(y) ≤
1
2
‖x+ a− y‖22 − 〈x, a〉+ 〈y, a〉 −
1
2
‖a‖22
=
1
2
‖x− y‖22
holds for any x, y ∈ Rn. Thus by the Kantorovich duality (Theorem 2.1), it follows that
1
2
W 22 (µ, ν) ≥
∫
Rn
F (x) dµ(x) +
∫
Rn
G(y) dν(y)
=
∫
Rn
f(x) dµa(x) +
∫
Rn
g(y) dν(y)− 〈bar(µ), a〉 + 〈bar(ν), a〉 −
1
2
‖a‖22.
Since functions f, g were arbitrary in Cb(R
n), again using the Kantorovich duality (Theorem 2.1 and
Remark 2.2), we have
1
2
W 22 (µ, ν) ≥
1
2
W 22 (µa, ν)− 〈bar(µ), a〉+ 〈bar(ν), a〉 −
1
2
‖a‖22. (3.3)
Replacing µ by µa, and a by −a in (3.3), since (µa)−a = µ, we have
1
2
W 22 (µa, ν) ≥
1
2
W 22 (µ, ν)− 〈bar(µa),−a〉+ 〈bar(ν),−a〉 −
1
2
‖ − a‖22
=
1
2
W 22 (µ, ν) + 〈bar(µ), a〉 − 〈bar(ν), a〉 +
1
2
‖a‖22.
Hence, (3.2) follows from this inequality and (3.3).
We prove (3.1). By the definition of the relative entropy, (3.1) is clear when µ is not absolutely
continuous with respect to γn. Thus we may assume that µ≪ γn. Let ρ be the density of µ with respect
to γn. Then the density of µa with respect to γn is ρ(x−a) exp(−‖x−a‖
2
2/2+‖x‖
2
2/2), which yields that
Entγn(µa) =
∫
Rn
(
log ρ(x− a)−
‖x− a‖22
2
+
‖x‖22
2
)
dµa(x)
=
∫
Rn
log ρ(x) dµ(x) +
∫
Rn
(
〈x, a〉+
‖a‖22
2
)
dµ(x)
= Entγn(µ) + 〈bar(µ), a〉+
1
2
‖a‖22. (3.4)
Combining this equality with (3.2), we have the desired equality.
Combining Proposition 3.1 with Theorem 1.1(2), we obtain a generalization of the symmetrized Ta-
lagrand inequality as follows.
Corollary 3.2. For any µ, ν ∈ P2(R
n), we have
1
2
W 22 (µ, ν) ≤ Entγn(µ) + Entγn(ν) − 〈bar(µ), bar(ν)〉 . (3.5)
The equality holds if and only if two probability measures µ and ν are Gaussian such that their covariant
matrices are inverse to each other. In particular, if 〈bar(µ), bar(ν)〉 ≥ 0, then
1
2
W 22 (µ, ν) ≤ Entγn(µ) + Entγn(ν).
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Proof. Set a := −bar(µ). Then by Proposition 3.1, we have
Entγn(µa)−
1
2
W 22 (µa, ν) = Entγn(µ)−
1
2
W 22 (µ, ν) + 〈bar(ν), a〉
= Entγn(µ)−
1
2
W 22 (µ, ν)− 〈bar(ν), bar(µ)〉 .
On the other hand, since bar(µa) = 0, Theorem 1.1(2) yields that
Entγn(µa)−
1
2
W 22 (µa, ν) ≥ −Entγn(ν),
which implies the former assertion.
The latter assertion follows immediately from the former one.
Note that Corollary 3.2 generalizes Theorem 1.1(2), and Corollary 3.2 is in fact a self-improvement of
Theorem 1.1(2). Moreover, (3.5) in Corollary 3.2 is invariant under translations of probability measures.
Let µ, ν ∈ P2(R
n) and a, b ∈ Rn, and consider (3.5) for µa and νb:
1
2
W 22 (µa, νb) ≤ Entγn(µa) + Entγn(νb)− 〈bar(µa), bar(νb)〉 . (3.6)
Using (3.2) twice for the left hand side, we have
1
2
W 22 (µa, νb) =
1
2
W 22 (µ, νb) + 〈bar(µ), a〉 − 〈bar(νb), a〉+
1
2
‖a‖22
=
1
2
W 22 (µ, ν) + 〈bar(ν), b〉 − 〈bar(µ), b〉+
1
2
‖b‖22
+ 〈bar(µ), a〉 − 〈bar(ν), a〉 − 〈a, b〉+
1
2
‖a‖22.
On the other hand, using (3.4) for the right hand side in (3.6), we have
Entγn(µa) + Entγn(νb)− 〈bar(µa), bar(νb)〉
= Entγn(µ) + 〈bar(µ), a〉+
1
2
‖a‖22 + Entγn(ν) + 〈bar(ν), b〉+
1
2
‖b‖22
− 〈bar(µ), bar(ν)〉 − 〈bar(µ), b〉 − 〈bar(ν), a〉 − 〈a, b〉 .
Hence, the inequality (3.6) is equivalent to (3.5) in Corollary 3.2 for µ and ν.
Finally, we describe the relation to the main theorems in this paper. In Theorem 1.1(2), the assumption
of ν satisfying bar(ν) = 0 is needed, and in Theorem 1.1(1), the symmetry of ν is assumed which
is stronger than bar(ν) = 0. A probability measure on Rn is said to be symmetric if its density is
even. Since Corollary 3.2 is proved by a self-improvement of Theorem 1.1(2), Corollary 3.2 implies that
the symmetrized Talagrand inequality under the condition 〈bar(µ), bar(ν)〉 ≥ 0 and the one under the
condition bar(ν) = 0 are essentially equivalent. In the present paper, our goals are to prove symmetrized
Talagrand inequalities for general (not necessarily Gaussian nor symmetric) probability measures under
the condition bar(µ) = bar(ν).
4 Caffarelli’s contraction theorem
In this section, we introduce an important theorem to prove our main theorems. This result was firstly
proved in 2000 by Caffarelli as follows ([5]): When V is a smooth 1-convex function on Rn, µ = e−V Ln is
a probability measure on Rn, and T is the optimal transport map from the standard Gaussian measure
γn on R
n to µ, then T is a 1-Lipschitz map. This theorem is called Caffarelli’s contraction theorem on
which there are a lot of alternative proofs and advanced studies (see [18], [13], [16], [11]). In the present
paper, we prove an extended version, using the original Caffarelli’s paper [5] for reference. This result is
well-known to experts, but the author could not find the complete proof in literatures, hence we give a
proof here. Its claim is as follows.
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Theorem 4.1 (Caffarelli’s contraction theorem). Let µi = e
−ViLn ∈ P2(R
n) (i = 0, 1) such that Vi
(i = 0, 1) is a smooth function on Rn, and T : Rn → Rn be the optimal transport map from µ0 to µ1. If
for some κ0, κ1 > 0, Vi (i = 0, 1) satisfy ∇
2V0 ≤ κ0 and ∇
2V1 ≥ κ1, then it holds that
sup
x∈Rn
∇T (x) ≤
√
κ0
κ1
.
In particular, T is a
√
κ0/κ1-Lipschitz map.
In order to prove Theorem 4.1, we need the following lemma which is a modification from the original
lemma (see [5], [18]).
Lemma 4.2. Let µi (i = 0, 1) be probability measures which are absolutely continuous with respect to the
Lebesgue measure on Rn. Assume that µ0 and µ1 satisfy supp(µ0) = R
n, supp(µ1) = Br for some r > 0,
and the density g of µ1 is continuous on Br and satisfies min{g(x) | x ∈ Br} > 0, where Br is the closed
ball in Rn whose center is the origin and radius is r. Let T be the optimal transport map from µ0 to µ1.
Then it holds that
lim
‖x‖2→∞
(
T (x)− r
x
‖x‖2
)
= 0.
Proof. Fix x ∈ Rn \{0} and θ ∈ (0, pi/2), and set y := T (x) and Γy,θ := {y
′ ∈ Rn \{y} | ∠(x, y′−y) ≤ θ},
where ∠(w, z) ∈ [0, pi] is the angle between w and z in Rn \ {0}. Now, fix y′ ∈ Γy,θ ∩ Br, and take
x′ ∈ Rn \ {x} satisfying y′ = T (x′). Since supp((id, T )#µ0) ⊂ R
n × Rn is cyclically monotone (Theorem
2.4), it follows that 〈x′ − x, y′ − y〉 ≥ 0, which implies that ∠(x′ − x, y′ − y) ≤ pi/2. Therefore, it follows
from the triangle inequality for the angle that ∠(x, x′ − x) ≤ pi/2 + θ. Hence, setting
Γx,θ :=
{
z ∈ Rn \ {x}
∣∣∣ ∠(x, z − x) ≤ pi
2
+ θ
}
,
we have x′ ∈ Γx,θ. Since y
′ ∈ Γy,θ ∩ Br was arbitrary, it follows that T
−1(Γy,θ ∩ Br) ⊂ Γx,θ. Thus we
have
min
z∈Br
g(z) · Ln(Γy,θ ∩ Br) ≤ µ1(Γy,θ ∩ Br) = µ0(T
−1(Γy,θ ∩ Br)) ≤ µ0(Γx,θ). (4.1)
On the other hand, minz∈Br g(z) > 0 by the assumption of g, and lim‖x‖2→∞ µ0(Γx,θ) = 0 by the
definition. Therefore, it follows from (4.1) that lim‖x‖2→∞ L
n(Γy,θ ∩ Br) = 0. Finally, letting θ → pi/2,
we obtain the claim.
Proof of Theorem 4.1. By taking an approximating sequence (for instance replacing µ1 by the normal-
ization of µ1|Br for r > 0), we may assume that µ0, µ1 satisfy the assumptions in Lemma 4.2 (see [19,
Exercise 2.17]). Let φ be a Kantorovich potential such that T = ∇φ. Fix h > 0, and for x ∈ Rn and
e ∈ Sn−1, set δφ(x, e) = δφe(x) := φ(x + he) + φ(x − he)− 2φ(x).
Step 1. On Rn, we prove
∇T = ∇2φ ≤ 2
√
κ0
κ1
.
Since φ is convex, it follows that
0 ≤ δφe(x) ≤ 〈∇φ(x+ he), he〉+ 〈∇φ(x− he),−he〉 = h 〈T (x+ he), e〉 − h 〈T (x− he), e〉
for any x ∈ Rn and any e ∈ Sn−1. Since lim‖x‖2→∞(〈T (x+ he), e〉 − 〈T (x− he), e〉) = 0 by Lemma 4.2,
δφe has a maximizing point for any e ∈ S
n−1. Now, let (x0, e0) ∈ R
n × Sn−1 be a point attaining the
maximum of δφ. Then we have
∇φ(x0 + he0) +∇φ(x0 − he0)− 2∇φ(x0) = 0, (4.2)
and
〈∇φ(x0 + he0), v〉 − 〈∇φ(x0 − he0), v〉 = 0 ∀v ∈ e0
⊥, (4.3)
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where e0
⊥ is the subspace in Rn whose elements are perpendicular to e0. (4.3) yields that there exists
α ∈ R such that ∇φ(x0 + he0)−∇φ(x0 − he0) = αe0. Combining this with (4.2), we have
∇φ(x0 ± he0) = ∇φ(x0)±
α
2
e0. (4.4)
On the other hand, by the Monge-Ampe`re equation (Theorem 2.6), it follows that
log det∇2φ(x0 + he0) + log det∇
2φ(x0 − he0)− 2 log det∇
2φ(x0)
= V1(∇φ(x0 + he0)) + V1(∇φ(x0 − he0))− 2V1(∇φ(x0))− V0(x0 + he0)− V0(x0 − he0) + 2V0(x0).
(4.5)
Since log det is concave (see Lemma 5.1 below),
log det∇2φ(x0 + he0) + log det∇
2φ(x0 − he0)− 2 log det∇
2φ(x0) ≤
〈
∇[log det]
(
∇2φ(x0)
)
,∇2δφe0(x0)
〉
.
∇[log det]
(
∇2φ(x0)
)
equals ∇2φ(x0)
−1 which is a positive definite symmetric matrix, and ∇2δφe0(x0) is
a negative semi-definite symmetric matrix by the definition of x0. Hence, the left hand side of (4.5) is
nonpositive. Moreover, since ∇2V0 ≤ κ0 and ∇
2V1 ≥ κ1 by assumptions, combining this with (4.4), we
obtain
V0(x0 + he0) + V0(x0 − he0)− 2V0(x0) ≤ κ0h
2,
and
V1(∇φ(x0 + he0)) + V1(∇φ(x0 − he0))− 2V1(∇φ(x0))
= V1
(
∇φ(x0) +
α
2
e0
)
+ V1
(
∇φ(x0)−
α
2
e0
)
− 2V1(∇φ(x0))
≥
κ1α
2
4
.
Thus by (4.5), it follows that |α| ≤ 2h
√
κ0/κ1. Again, by the convexity of φ and (4.4), for any (x, e) ∈
Rn × Sn−1, we have
δφe(x) ≤ δφe0 (x0) ≤ 〈∇φ(x0 + he0), he0〉+ 〈∇φ(x0 − he0),−he0〉
=
〈
∇φ(x0) +
α
2
e0, he0
〉
+
〈
∇φ(x0)−
α
2
e0,−he0
〉
= αh
≤ 2
√
κ0
κ1
h2. (4.6)
Finally, dividing both sides above by h2 and letting h→ +0, we have the desired inequality.
Step 2. We prove the main claim. Set M :=
√
κ0/κ1, a1 := 2, and assume that for some ak > 1
(k ∈ N), ∇T = ∇2φ ≤ akM is satisfied on R
n. Now, by the definition of δφ, it follows that
δφe0 (x0) =
∫ h
0
〈∇φ(x0 + te0)−∇φ(x0 − te0), e0〉 dt. (4.7)
Then by the assumption above, for any t ∈ [0, h], we obtain
〈∇φ(x0 + te0)−∇φ(x0 − te0), e0〉 =
∫ t
0
〈
∇2φ(x0 + se0) · e0 +∇
2φ(x0 − se0) · e0, e0
〉
ds
≤ 2akMt.
On the other hand, since φ is convex, t 7→ 〈∇φ(x0 + te0)−∇φ(x0 − te0), e0〉 is monotone increasing.
Hence for any t ∈ [0, h], by the same computations as (4.6), we have
〈∇φ(x0 + te0)−∇φ(x0 − te0), e0〉 ≤ 〈∇φ(x0 + he0)−∇φ(x0 − he0), e0〉
≤ 2Mh.
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Therefore, for any (x, e) ∈ Rn × Sn−1, it follows from (4.7) that
δφe(x) ≤ δφe0(x0)
=
∫ h
0
〈∇φ(x0 + te0)−∇φ(x0 − te0), e0〉 dt
≤
∫ h
0
min{2akMt, 2Mh} dt
=
2ak − 1
ak
Mh2,
and dividing both sides above by h2, and letting h→ +0, we have
∇2φ ≤
2ak − 1
ak
M
on Rn. Set ak+1 := (2ak − 1)/ak, then the positive sequence (ak)k∈N (a1 = 2) satisfies limk→∞ ak = 1,
and hence the desired inequality follows.
The assertion that T is
√
κ0/κ1-Lipschitz follows from for any x, y ∈ R
n,
‖T (y)− T (x)‖22 =
∫ 1
0
∫ 1
0
〈∇T ((1− t)x+ ty) · (y − x),∇T ((1− s)x+ sy) · (y − x)〉 dsdt
≤
κ0
κ1
‖y − x‖22
by the former claim.
5 Main theorems and their applications to functional inequali-
ties
In this section, we prove Theorems 1.2 and 1.3. The basic idea comes from [9] by Courtade, Fathi
and Pananjady, in which they proved the refined entropy power inequality. In addition, we give a new
and direct proof of Theorem 1.1 on the real line in Subsection 5.3.
5.1 Proof of Theorem 1.2
In order to prove the main theorems, we need the next lemma, which is also used in the next subsection.
For simplicity, we introduce the following notations. For any positive definite symmetric matrix P ∈
Rn×n, we denote its maximal eigenvalue by λP , and the identity matrix by In ∈ R
n×n.
Lemma 5.1 ([9]). Let A,B ∈ Rn×n be positive definite symmetric matrices. Then for any t ∈ [0, 1], we
have
log det ((1− t)A+ tB) ≥ (1− t) log detA+ t log detB +
1
2
t(1 − t)
1
max{λ2A, λ
2
B}
‖A−B‖2HS ,
where ‖ · ‖HS is the Hilbert-Schmidt norm.
Proof of Theorem 1.2. Let T be the optimal transport map from µ0 to µ1. Then the geodesic (µt)t∈[0,1]
from µ0 to µ1 is represented as µt = ((1 − t)id+ tT )#µ0, where id is the identity map on R
n. Let ρt be
the density of µt with respect to the Lebesgue measure. Then by the Monge-Ampe`re equation (Theorem
2.6), we have, for any t ∈ [0, 1] and Ln-a.e. x ∈ Rn,
ρ0(x) = ρt((1 − t)x+ tT (x)) det((1− t)In + t∇T (x)).
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Hence, for any t ∈ [0, 1], we obtain
Ent(µt) =
∫
Rn
log ρt dµt
=
∫
Rn
log ρt((1− t)x+ tT (x)) dµ0(x)
=
∫
Rn
(log ρ0(x) − log det((1 − t)In + t∇T (x))) dµ0(x)
= Ent(µ0)−
∫
Rn
log det((1− t)In + t∇T (x)) dµ0(x). (5.1)
By Lemma 5.1, for Ln-a.e. x ∈ Rn, we have
log det((1− t)In + t∇T (x)) ≥ t log det∇T (x) +
1
2
t(1 − t)
1
max
{
1, λ2∇T (x)
}‖In −∇T (x)‖2HS . (5.2)
On the other hand, by Caffarelli’s contraction theorem (Theorem 4.1) and the assumption (ii), we have
sup
x∈Rn
λ∇T (x) ≤
√
κ0
κ1
. (5.3)
Therefore, combining (5.1) with (5.2) and (5.3), we obtain
Ent(µt) ≤ Ent(µ0)− t
∫
Rn
log det∇T dµ0
−
1
2max
{
1, κ0κ1
} t(1 − t)∫
Rn
‖In −∇T (x)‖
2
HS dµ0(x)
= (1− t)Ent(µ0) + tEnt(µ1)−
1
2
min
{
1,
κ1
κ0
}
t(1 − t)
∫
Rn
‖In −∇T (x)‖
2
HS dµ0(x), (5.4)
where we used the Monge-Ampe`re equation (Theorem 2.6) in the last equality. Moreover, it follows
from the assumption (i) that
∫
Rn
(x − T (x)) dµ0(x) = bar(µ0) − bar(µ1) = 0, which implies that by the
assumption (iii),
Cµ0
∫
Rn
(xi − Ti(x))
2 dµ0(x) ≤
∫
Rn
‖∇ (xi − Ti(x)) ‖
2
2 dµ0(x)
for i = 1, 2, . . . , n, where xi and Ti are the i-th components of x and T , respectively. Summing up in i,
we have
Cµ0
∫
Rn
‖x− T (x)‖22 dµ0(x) ≤
∫
Rn
‖∇ (x− T (x)) ‖2HS dµ0(x)
=
∫
Rn
‖In −∇T (x)‖
2
HS dµ0(x).
Combining this inequality with (5.4), by optimality of T , we have
Ent(µt) ≤ (1− t)Ent(µ0) + tEnt(µ1)−
1
2
Cµ0 min
{
1,
κ1
κ0
}
t(1− t)
∫
Rn
‖x− T (x)‖22 dµ0(x)
= (1− t)Ent(µ0) + tEnt(µ1)−
1
2
Cµ0 min
{
1,
κ1
κ0
}
t(1− t)W 22 (µ0, µ1),
which implies that Ent is Cµ0 min {1, κ1/κ0}-convex along (µt)t∈[0,1] in (P2(R
n),W2).
Corollary 5.2. Let µi (i = 0, 1) and (µt)t∈[0,1] be as in Theorem 1.2, and m = e
−V Ln be a probability
measure on Rn such that V ∈ C∞(Rn) is κ-convex for some κ > 0. Then Entm is (κ+ Cµ0 min {1, κ1/κ0})-
convex along (µt)t∈[0,1] in (P2(R
n),W2).
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Proof. In general, for a probability measure ζ = ρm on Rn, it holds that
Entm(ζ) =
∫
Rn
log ρ dζ =
∫
Rn
log(ρe−V ) dζ +
∫
Rn
V dζ = Ent(ζ) +
∫
Rn
V dζ.
Hence, we obtain Entm(µt) = Ent(µt) +
∫
Rn
V dµt for all t ∈ [0, 1]. Since it follows from Theorem 1.2
that the first term of the right hand side is Cµ0 min {1, κ1/κ0}-convex along (µt)t∈[0,1], it suffices to prove
that the second term is κ-convex along (µt)t∈[0,1], which is easily proved by the κ-convexity of V .
Proof of Corollary 1.4. It follows from Corollary 5.2 that for any t ∈ [0, 1],
Entm(µt) ≤ (1− t)Entm(µ0) + tEntm(µ1)−
1
2
(
κ+ Cµ0 min
{
1,
κ1
κ0
})
t(1− t)W 22 (µ0, µ1),
where (µt)t∈[0,1] is the geodesic from µ0 to µ1 in (P2(R
n),W2). The first inequality is proved by
Entm(µt) ≥ 0 in the case of t = 1/2.
Then the remaining assertions immediately follow combined with Theorem 2.12.
Moreover, by similar proofs to Theorems 2.9 and 2.11, Corollary 5.2 yields refined functional inequal-
ities as follows.
Corollary 5.3. Let m = e−V Ln be a probability measure on Rn such that V ∈ C∞(Rn) is κ-convex
for some κ > 0, and µ = e−WLn ∈ P2(R
n) with Entm(µ) < ∞ where W is a smooth function on R
n.
Moreover we assume the following three conditions:
(i) bar(m) = bar(µ).
(ii) ∇2W ≤ τ holds for some τ > 0.
(iii) µ satisfies the Poincare´ inequality with Cµ > 0.
Then we have
(1) (HWI inequality)
Entm(µ) ≤W2(µ,m)
√
Im(µ)−
(
κ
2
+
Cµ
2
min
{
1,
κ
τ
})
W 22 (µ,m).
(2) (logarithmic Sobolev inequality)
Entm(µ) ≤
1
2
·
1
κ+ Cµmin
{
1, κτ
}Im(µ).
5.2 Proof of Theorem 1.3
Before giving the proof, we define the notion of generalized geodesics, which was introduced in [1].
Definition 5.4. Let µi ∈ P2(R
n) (i = 0, 1, 2) be probability measures on Rn such that µ2 is absolutely
continuous with respect to the Lebesgue measure, and let T0, T1 be the optimal transport maps from µ2 to
µ0, µ1, respectively. Then for any t ∈ [0, 1], we define the probability measure µt by ((1− t)T0+ tT1)#µ2,
and call (µt)t∈[0,1] the generalized geodesic from µ0 to µ1 with the base µ2.
In particular, when µ0 = µ2 (or µ1 = µ2), the generalized geodesic with the base µ2 coincides with
the geodesic in (P2(R
n),W2) in the usual sense.
Proof of Theorem 1.3. Let T0, T1 be the optimal transport maps from m to µ0, µ1, respectively. Then
for any t ∈ [0, 1], it follows from the definition of µt that µt = ((1 − t)T0 + tT1)#m. Now, we denote
the density of µt with respect to m by ρt. Then by the Monge-Ampe`re equation (Theorem 2.6), for any
t ∈ [0, 1] and m-a.e. x ∈ Rn, we have
e−V (x) = ρt((1 − t)T0(x) + tT1(x))e
−V ((1−t)T0(x)+tT1(x)) det((1 − t)∇T0(x) + t∇T1(x)),
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which implies that for any t ∈ [0, 1],
Entm(µt) =
∫
Rn
log ρt dµt
=
∫
Rn
log ρt((1− t)T0 + tT1) dm
=
∫
Rn
(−V (x) + V ((1− t)T0(x) + tT1(x))) dm(x)
−
∫
Rn
log det((1− t)∇T0(x) + t∇T1(x)) dm(x)
= −
∫
Rn
V dm+
∫
Rn
V ((1 − t)T0(x) + tT1(x)) dm(x)
−
∫
Rn
log det((1− t)∇T0(x) + t∇T1(x)) dm(x).
Thus by the κ-convexity of V , it follows that
(1− t)Entm(µ0) + tEntm(µ1)− Entm(µt)
=(1− t)
∫
Rn
V (T0(x)) dm(x) + t
∫
Rn
V (T1(x)) dm(x) −
∫
Rn
V ((1 − t)T0(x) + tT1(x)) dm(x)
+
∫
Rn
log det((1− t)∇T0(x) + t∇T1(x)) dm(x)− (1 − t)
∫
Rn
log det∇T0(x) dm(x)
− t
∫
Rn
log det∇T1(x) dm(x)
≥
κ
2
t(1− t)
∫
Rn
‖T0 − T1‖
2
2 dm
+
∫
Rn
(log det((1− t)∇T0(x) + t∇T1(x)) − (1− t) log det∇T0(x) − t log det∇T1(x)) dm(x). (5.5)
On the other hand, since (T0, T1)#m ∈ Π(µ0, µ1), it follows that
∫
Rn
‖T0 − T1‖
2
2 dm =
∫
Rn
‖x −
y‖22 d(T0, T1)#m(x, y) ≥ W
2
2 (µ0, µ1). Moreover by Lemma 5.1, the assumption (ii) and Caffarelli’s
contraction theorem (Theorem 4.1), we obtain
log det((1− t)∇T0(x) + t∇T1(x)) − (1− t) log det∇T0(x) − t log det∇T1(x)
≥
1
2
t(1− t)min
{κ0
κ′
,
κ1
κ′
}
‖∇T0(x) −∇T1(x)‖
2
HS
for m-a.e. x ∈ Rn. Therefore combining this inequality with (5.5), we have
(1− t)Entm(µ0) + tEntm(µ1)− Entm(µt)
≥
κ
2
t(1− t)W 22 (µ0, µ1) +
1
2
t(1− t)min
{κ0
κ′
,
κ1
κ′
}∫
Rn
‖∇T0(x) −∇T1(x)‖
2
HS dm(x). (5.6)
It follows from the assumption (i) that
∫
Rn
(T0 − T1) dm = bar(µ0)− bar(µ1) = 0, which implies that by
the Poincare´ inequality for µ0 (Theorem 2.12),
κ
∫
Rn
(T0i(x)− T1i(x))
2 dµ0(x) ≤
∫
Rn
‖∇ (T0i(x)− T1i(x)) ‖
2
2 dµ0(x)
for any i = 1, 2, . . . , n, where Tji is the i-th component of Tj for j = 0, 1. Summing up in i, we have∫
Rn
‖∇ (T0(x)− T1(x)) ‖
2
HS dm(x) ≥ κ
∫
Rn
‖T0(x)− T1(x)‖
2
2 dm(x)
≥ κW 22 (µ0, µ1).
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Substituting this inequality to (5.6), we finally have
(1 − t)Entm(µ0) + tEntm(µ1)− Entm(µt) ≥
κ
2
(
1 + min
{κ0
κ′
,
κ1
κ′
})
t(1 − t)W 22 (µ0, µ1),
which yields the claim.
Corollary 1.5 is proved in the same way as Corollary 1.4. Moreover, we can prove some refined
functional inequalities as in Corollary 5.3 as well.
Corollary 5.5. Let m = e−V Ln be a probability measure on Rn such that V ∈ C∞(Rn) satisfies κ ≤
∇2V ≤ κ′ for some κ, κ′ > 0, and µ = e−WLn ∈ P2(R
n) with Entm(µ) < ∞, where W is a smooth
function on Rn. Moreover, we assume the following two conditions:
(i) bar(m) = bar(µ).
(ii) ∇2W ≥ τ holds for some τ > 0.
Then we have
(1) (HWI inequality)
Entm(µ) ≤W2(µ,m)
√
Im(µ)−
κ
2
(
1 + min
{ κ
κ′
,
τ
κ′
})
W 22 (µ,m).
(2) (logarithmic Sobolev inequality)
Entm(µ) ≤
1
2κ
·
1
1 + min
{
κ
κ′ ,
τ
κ′
}Im(µ).
Moreover, (2) yields the following Poincare´ type inequality.
Corollary 5.6. Let m = e−V Ln be a probability measure on Rn such that V ∈ C∞(Rn) satisfies κ ≤
∇2V ≤ κ′ for some κ, κ′ > 0, and f ∈ H1(Rn,m) ∩C∞(Rn) with bounded second derivatives. Moreover,
we assume the following two conditions:
(i)
∫
Rn
f dm = 0.
(ii)
∫
Rn
xf(x) dm(x) = 0.
Then we have
κ
(
1 +
κ
κ′
) ∫
Rn
f2 dm ≤
∫
Rn
‖∇f‖22 dm.
In particular, when m = γn, then for any f ∈ H
1(Rn, γn) ∩ C
∞(Rn) with bounded second derivatives,∫
Rn
f dγn = 0 and
∫
Rn
∇f dγn = 0, we have
2
∫
Rn
f2 dγn ≤
∫
Rn
‖∇f‖22 dγn.
Proof. The proof of this claim is the same as Theorem 2.12 with a little modification. Let ε > 0 be small
enough (with respect to δ later), and set ρ := 1 + εf and µ := ρm. Note that µ ∈ P2(R
n). By the
assumption (ii), we have bar(µ) =
∫
Rn
x(1 + εf) dm = bar(m). Take δ > 0. Since f has bounded second
derivatives, setting W := V − log ρ, we may assume that ∇2W ≥ κ − δ. Since µ = e−WLn, the same
argument as Theorem 2.12 with Corollary 5.5(2) yields that
κ
(
1 +
κ− δ
κ′
)∫
Rn
f2 dm ≤
∫
Rn
‖∇f‖22 dm.
Since δ > 0 was arbitrary, letting δ → +0, we obtain the first assertion.
The second claim follows from
∫
Rn
xf(x) dγn(x) =
∫
Rn
∇f dγn by the integration by parts, κ = κ
′ = 1
and the first claim.
Remark 5.7. In Corollary 5.6, two conditions of f mean that f is perpendicular to all constants and
linear functions in H2(Rn,m). Thus, Corollary 5.6 is related to the second eigenvalue problem (see [7]).
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5.3 An alternative proof and an improvement of Theorem 1.1
In this subsection, we give a new proof of Theorem 1.1 and its extension on the real line. In order
to prove Theorem 1.1, Fathi used a fact on moment measures (see [8], [17] for details) which follows
from deep optimal transport theory, and a reverse logarithmic Sobolev inequality (see [6]) which follows
from convex geometry (more exactly, the Blaschke-Santalo´ inequality). In the present paper, we only use
tools from optimal transport theory, and as its applications, we give generalizations of well-known facts
in convex geometry (including the Blaschke-Santalo´ inequality) in the next section.
Firstly, we give the following lemma which plays an important role in proving the subsequent result.
Lemma 5.8. Let m = e−V L1 be a probability measure on R such that V ∈ C∞(R) is κ-convex for some
κ > 0, and f, g ∈ H1(R,m) be strictly monotone increasing functions.
(1) If f is odd, and V is even, then it holds that
−
∫
R
log(f ′g′) dm+ κ
∫
R
fg dm+
∫
R
(f(x) + g(x))(V ′(x) − κx) dm(x)
− 2
∫
R
xV ′(x) dm(x) + κ
∫
R
x2 dm(x) ≥ 0.
(2) If f satisfies
∫
R
f dγ1 = 0, then letting m = γ1, we have
−
∫
R
log(f ′g′) dγ1 +
∫
R
fg dγ1 − 1 ≥ 0.
Moreover, the equality holds in (2) if and only if there exist some a > 0 and b ∈ R such that
f(x) = ax and g(x) = x/a+ b hold on R.
Proof. (1) Note that since f is an odd and strictly monotone increasing function, f(x) = 0 is equivalent to
x = 0. Set α := g(0). Since f is odd, and V is even, we have
∫
R
f dm = 0 and
∫
R
(V ′(x)−κx) dm(x) = 0.
Hence, we obtain
−
∫
R
log(f ′g′) dm+ κ
∫
R
fg dm+
∫
R
(f(x) + g(x))(V ′(x) − κx) dm(x)
− 2
∫
R
xV ′(x) dm(x) + κ
∫
R
x2 dm(x)
= −
∫
R
log(f ′g′) dm+ κ
∫
R
f(g − α) dm+
∫
R
(f(x) + g(x)− α)(V ′(x) − κx) dm(x)
− 2
∫
R
xV ′(x) dm(x) + κ
∫
R
x2 dm(x). (5.7)
Since f, g are strictly monotone increasing functions, and f is odd, it follows from the definition of α that
f(g−α) is nonnegative on R. Thus there exists the nonnegative function h on R satisfying h2 = f(g−α).
Then it holds that 2hh′ = f ′(g − α) + fg′ on R. This equality and the arithmetic-geometric mean
inequality yield that
(h′)2 =
(f ′(g − α))2 + (fg′)2 + 2f(g − α)f ′g′
4h2
≥
f(g − α)f ′g′
h2
,
which implies that (h′)2 ≥ f ′g′ by the definition of h. Applying this inequality and the arithmetic-
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geometric mean inequality again, we obtain an estimate of (5.7) from below such that
−
∫
R
log(f ′g′) dm+ κ
∫
R
f(g − α) dm+
∫
R
(f(x) + g(x)− α)(V ′(x) − κx) dm(x)
− 2
∫
R
xV ′(x) dm(x) + κ
∫
R
x2 dm(x)
≥ −
∫
R
log(h′)2 dm+ κ
∫
R
h2 dm+ 2
∫
R
|h(x)(V ′(x)− κx)| dm(x)− 2 + κ
∫
R
x2 dm(x)
= −2
∫ 0
−∞
log(−h′) dm+ κ
∫ 0
−∞
h2 dm− 2
∫ 0
−∞
h(x)(V ′(x)− κx) dm(x) + κ
∫ 0
−∞
x2 dm(x)
− 2
∫ ∞
0
log h′ dm+ κ
∫ ∞
0
h2 dm+ 2
∫ ∞
0
h(x)(V ′(x) − κx) dm(x) + κ
∫ ∞
0
x2 dm(x)− 2
= 2
∫ 0
−∞
(−h′ − 1− log(−h′)) dm+ κ
∫ 0
−∞
(h(x) + x)2 dm(x)
+ 2
∫ ∞
0
(h′ − 1− log(h′)) dm+ κ
∫ ∞
0
(h(x)− x)2 dm(x).
Here, in the first inequality, we used the integration by parts for the fourth term, which yields
∫
R
xV ′(x) dm(x)
= 1. The first equality also follows from V ′(x) ≤ κx on (−∞, 0] and V ′(x) ≥ κx on [0,∞), and the sec-
ond equality follows from the integration by parts which yields that
∫ 0
−∞ h
′ dm =
∫ 0
−∞ hV
′ dm and∫∞
0 h
′ dm =
∫∞
0 hV
′ dm. Since the function x− 1− log x on (0,∞) is nonnegative, it yields the claim.
(2) The method of the proof is the same as (1), but we need a trick since we do not have f(0) = 0.
Set ξ := sup{x ∈ R | f(x) ≤ 0} and α := g(ξ). Note that ξ and α are well-defined since
∫
R
f dγ1 = 0.
By the strict monotonicity of f, g and the definition of α, it holds that f(g − α) is nonnegative. Let h
be the nonnegative function on R satisfying h2 = f(g − α). Then, as in (1), we have f ′g′ ≤ (h′)2, which
yields that by
∫
R
f dγ1 = 0,
−
∫
R
log(f ′g′) dγ1 +
∫
R
fg dγ1 − 1
= −
∫
R
log(f ′g′) dγ1 +
∫
R
f(g − α) dγ1 − 1
≥ −
∫
R
log(h′)2 dγ1 +
∫
R
h2 dγ1 − 1
= 2
∫ ξ
−∞
(−h′ − 1− log(−h′)) dγ1 + 2
∫ ∞
ξ
(h′ − 1− log h′) dγ1 + 2
∫ ξ
−∞
h′ dγ1
− 2
∫ ∞
ξ
h′ dγ1 +
∫
R
h2dγ1 + 1
= 2
∫ ξ
−∞
(−h′ − 1− log(−h′)) dγ1 + 2
∫ ∞
ξ
(h′ − 1− log h′) dγ1 +
∫ ξ
−∞
(h(x) + x)2 dγ1(x)
+
∫ ∞
ξ
(h(x)− x)2 dγ1(x).
Here, the last equality follows from
∫
R
x2 dγ1(x) = 1 and the integration by parts which yields that∫ ξ
−∞ h
′ dγ1 =
∫ ξ
−∞ xh(x) dγ1(x) and
∫∞
ξ h
′ dγ1 =
∫∞
ξ xh(x) dγ1(x). Since the function x − 1 − log x on
(0,∞) is nonnegative, we have the desired inequality.
The equality holds if and only if we have f ′(g − α) = fg′ and h(x)2 = x2 on R, which imply that
ξ = 0 and there exists some constant a > 0 such that f(x) = ax and g(x) = x/a+ α hold on R.
Remark 5.9. Lemma 5.8(1) is proved under the condition that V is even, but we only used the facts
that
∫
R
(V ′(x) − κx) dm(x) = 0, V ′(x) ≤ κx on (−∞, 0] and V ′(x) ≥ κx on [0,∞). Note that the first
equation is equivalent to bar(m) = 0 by the integration by parts. In addition, although we assume that
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f is odd, it suffices to prove for f satisfying
∫
R
f dm = 0 and f(0) = 0. Hence, we can prove Lemma
5.8(1) under weaker conditions (see Lemma 5.10 for a more general discussion in detail).
Proof of Theorem 1.1 on the real line. (1) Let T1 and T2 be the optimal transport maps from m to µ and
ν, respectively. Then by the Monge-Ampe`re equation (Theorem 2.6) and the κ-convexity of V , we have
Entm(µ) = −
∫
R
logT ′1 dm+
∫
R
(V (T1(x)) − V (x)) dm(x)
≥ −
∫
R
logT ′1 dm+
∫
R
V ′(x)(T1(x)− x) dm(x) +
κ
2
∫
R
(T1(x) − x)
2 dm(x).
Similarly, it holds that
Entm(ν) ≥ −
∫
R
logT ′2 dm+
∫
R
V ′(x)(T2(x) − x) dm(x) + κ
∫
R
(T2(x)− x)
2/2 dm(x).
Therefore, using W 22 (µ, ν) =
∫
R
(T1 − T2)
2 dm by Theorem 2.7, we obtain
Entm(µ) + Entm(ν)−
κ
2
W 22 (µ, ν)
≥ −
∫
R
log(T ′1T
′
2) dm+
∫
R
V ′(x)(T1(x) − x) dm(x) +
∫
R
V ′(x)(T2(x) − x) dm(x)
+ κ
∫
R
T1T2 dm− κ
∫
R
T1(x)x dm(x) − κ
∫
R
T2(x)x dm(x) + κ
∫
R
x2 dm(x)
= −
∫
R
log(T ′1T
′
2) dm+ κ
∫
R
T1T2 dm+
∫
R
(T1(x) + T2(x))(V
′(x)− κx) dm(x)
− 2
∫
R
xV ′(x) dm(x) + κ
∫
R
x2 dm(x). (5.8)
Since m and ν are symmetric, T2 is odd. Thus, it follows from Theorem 2.7 and Lemma 5.8(1) that the
right hand side above is nonnegative, which yields the claim.
(2) Set m = γ1, and let T1 and T2 be the same as in the proof of (1). Then by the same calculations
as in the proof of (1), we obtain
Entγ1(µ) + Entγ1(ν)−
1
2
W 22 (µ, ν) = −
∫
R
log(T ′1T
′
2) dγ1 +
∫
R
T1T2 dγ1 − 1.
Since the barycenter of ν is the origin, T2 satisfies
∫
R
T2 dm = 0. Hence, it follows from Theorem 2.7 and
Lemma 5.8(2) that the right hand side above is nonnegative, which yields the claim.
The equality holds if and only if, by Lemma 5.8(2), there exist some constants a > 0 and b ∈ R
satisfying T1(x) = ax + b and T2(x) = x/a on R, which imply the desired result since µ = T1#γ1 and
ν = T2#γ1.
In the end of this subsection, we describe that Theorem 1.1(1) on the real line can be refined by
modifying the above proof. As noted in Remark 5.9, we can prove Lemma 5.8(1) under weaker conditions
for the probability measure m and the function f . Precisely, we obtain the following.
Lemma 5.10. Let m = e−V L1 be a probability measure on R such that V ∈ C∞(R) is κ-convex for
some κ > 0, and set ξ ∈ arg min{V (x) | x ∈ R}. Let f, g ∈ H1(R,m) be strictly monotone increasing
functions, and set a := f(ξ) and b := g(ξ). Then it holds that
−
∫
R
log(f ′g′) dm+ κ
∫
R
fg dm+
∫
R
(f(x) + g(x))(V ′(x) − κx+ κξ) dm(x)
− 2
∫
R
xV ′(x) dm(x) + κ
∫
R
(x− ξ)2 dm(x)
≥ κ
(
b
∫
R
f dm+ a
∫
R
g dm− ab− (a+ b)(bar(m)− ξ)
)
. (5.9)
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Proof. For simplicity, set fa := f − a and gb := g− b. Then, subtracting the right hand side of (5.9) from
the left one, we have
−
∫
R
log(f ′g′) dm+ κ
∫
R
fg dm+
∫
R
(f(x) + g(x))(V ′(x) − κx+ κξ) dm(x) − 2
∫
R
xV ′(x) dm(x)
+ κ
∫
R
(x− ξ)2 dm(x)− κ
(
b
∫
R
f dm+ a
∫
R
g dm− ab− (a+ b)(bar(m)− ξ)
)
= −
∫
R
log(f ′ag
′
b) dm+ κ
∫
R
fagb dm+
∫
R
(fa(x) + gb(x))(V
′(x)− κx+ κξ) dm(x)
− 2
∫
R
xV ′(x) dm(x) + κ
∫
R
(x− ξ)2 dm(x), (5.10)
where
∫
R
V ′ dm = 0 is used. It follows from the definitions of a and b that fagb ≥ 0. In addition, the
definition of ξ yields that V ′(x) ≤ κx−κξ on (−∞, ξ) and V ′(x) ≥ κx−κξ on (ξ,∞). Hence, the desired
inequality is given by estimating (5.10) from below as in Lemma 5.8(1).
When V is even, and f is odd, we obtain ξ = bar(m) =
∫
R
f dm = a = 0, which imply that Lemma
5.10 includes Lemma 5.8(1) on the real line.
Using Lemma 5.10 instead of Lemma 5.8, we can extend the symmetrized Talagrand inequality on
the real line. In order to describe it, we give some notations. Let m be a probability measure on R.
When the density of m with respect to the Lebesgue measure has a unique point attaining its maximum,
let us denote by ξm that point. Moreover, when µ is a probability measure on R, and T is the optimal
transport map from m to µ, set αm,µ := T (ξm).
Theorem 5.11. Let µ, ν ∈ P2(R), and m = e
−V L1 be a probability measure on R such that V ∈ C∞(R)
is κ-convex for some κ > 0. Then we have
1
2
W 22 (µ, ν) ≤
1
κ
(Entm(µ) + Entm(ν)) + Φ(m,µ, ν).
Here, the last term of the right hand side above is
Φ(m,µ, ν) := −αm,νbar(µ)− αm,µbar(ν) + αm,µαm,ν + (αm,µ + αm,ν)(bar(m)− ξm)
+
(
ξm − bar(m) +
bar(µ) + bar(ν)
2
)2
−
(
bar(m)−
bar(µ) + bar(ν)
2
)2
.
In particular, when m = γ1, setting
Φ(µ, ν) := Φ(γ1, µ, ν) = −αγ1,νbar(µ)− αγ1,µbar(ν) + αγ1,µαγ1,ν ,
we have
1
2
W 22 (µ, ν) ≤ Entγ1(µ) + Entγ1(ν) + min{Φ(µ, ν),−bar(µ)bar(ν)}.
Proof. Let S and T be the optimal transport maps from m to µ and ν, respectively. Then it follows from
(5.8) that
Entm(µ) + Entm(ν) −
κ
2
W 22 (µ, ν)
≥ −
∫
R
log(S′T ′) dm+ κ
∫
R
ST dm+
∫
R
(S(x) + T (x))(V ′(x)− κx) dm(x)
− 2
∫
R
xV ′(x) dm(x) + κ
∫
R
x2 dm(x)
= −
∫
R
log(S′T ′) dm+ κ
∫
R
ST dm+
∫
R
(S(x) + T (x))(V ′(x)− κx+ κξm) dm(x)
− 2
∫
R
xV ′(x) dm(x) + κ
∫
R
(x− ξm)
2 dm(x)− κξm
∫
R
(S + T ) dm+ 2κξmbar(m)− κξ
2
m.
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Since bar(µ) =
∫
R
S dm and bar(ν) =
∫
R
T dm, it follows from
− κξm
∫
R
(S + T ) dm+ 2κξmbar(m)− κξ
2
m
= κξm(2bar(m)− bar(µ)− bar(ν))− κξ
2
m
= −κ
(
ξm − bar(m) +
bar(µ) + bar(ν)
2
)2
+ κ
(
bar(m)−
bar(µ) + bar(ν)
2
)2
and (5.9) that Entm(µ)+Entm(ν)− κW
2
2 (µ, ν)/2 is estimated from below by −κΦ(m,µ, ν), which yields
the former inequality.
The latter claim follows from the former one and Corollary 3.2.
When m and ν are symmetric probability measures on R, we have ξm = bar(m) = bar(ν) = αm,ν = 0,
which imply that Φ(m,µ, ν) = 0. Hence, Theorem 5.11 includes Theorem 1.1(1) on the real line. On the
other hand, when m = γ1, for instance under bar(ν) = 0, we have Φ(µ, ν) = −αγ1,νbar(µ) + αγ1,µαγ1,ν
which is negative if µ satisfies some conditions. This fact implies that Theorem 5.11 can give a stronger
symmetrized Talagrand inequality than Fathi’s one. Moreover in this case, we notice that αγ1,µ (and αγ1,ν)
is the Le´vy mean (or median) of µ (and ν), in other words, it holds that µ({x ∈ R | x ≤ αγ1,µ}) ≥ 1/2
and µ({x ∈ R | x ≥ αγ1,µ}) ≥ 1/2.
6 Applications to convex geometry
In this section, we describe two applications of Theorem 5.11: the concentration of measures and the
Blaschke-Santalo´ inequality. It is well-known that the concentration of measures has deep connections
with geometric inequalities such as isoperimetric inequalities, and has applications in many fields. The
Blaschke-Santalo´ inequality is an important and classical inequality in convex geometry. These are
important in the geometric study of (high-dimensional) Banach spaces (see [4], [2]).
6.1 Concentration of measures
There is the following result on the concentration of measures ([20]): Whenm = e−V Ln is a probability
measure on Rn with V ∈ C∞(Rn) being κ-convex for some κ > 0, and A ⊂ Rn is a Borel subset with
m(A) > 0, then 1−m(Ar) ≤ m(A)
−1 exp(−κr2/4) holds for any r > 0, where Ar := {x ∈ R
n | ‖a−x‖2 ≤
r, ∃a ∈ A}. In this subsection, we give a refined version of the concentration of measures on the real line
as an application of Theorem 5.11.
For simplicity, when m is a probability measure on R, and A ⊂ R is a Borel subset with m(A) > 0,
then we set µm,A := m(A)
−1m|A and barm(A) := bar(µm,A) = m(A)
−1
∫
A x dm(x). We also set
d(A,B) := inf{|a− b| | a ∈ A, b ∈ B} for any subsets A,B ⊂ R.
Theorem 6.1. Let m = e−V L1 be a probability measure on R such that V ∈ C∞(R) is κ-convex for
some κ > 0. We also assume that V satisfies 0 ∈ arg min{V (x) | x ∈ R}, and set for any Borel subsets
A,B ⊂ R with m(A),m(B) > 0, αm,A := αm,µm,A , αm,B := αm,µm,B and
Φ(m,A,B) := −αm,Bbarm(A) − αm,Abarm(B) + αm,Aαm,B + (αm,A + αm,B)bar(m).
Then it holds that
m(A)m(B) ≤ exp
(
−
κ
2
d(A,B)2 + κΦ(m,A,B)
)
.
In particular, when m = γ1, setting
Φ(A,B) := Φ(γ1, A,B) = −αγ1,Bbarγ1(A) − αγ1,Abarγ1(B) + αγ1,Aαγ1,B,
we have
γ1(A)γ1(B) ≤ exp
(
−
1
2
d(A,B)2 +min {Φ(A,B),−barγ1(A)barγ1(B)}
)
.
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Proof. Substituting ξm = 0 to the former inequality in Theorem 5.11 yields that
1
2
W 22 (µm,A, µm,B) ≤
1
κ
(Entm(µm,A) + Entm(µm,B)) + Φ(m,A,B). (6.1)
Now, it follows from the definition of µm,A that Entm(µm,A) = m(A)
−1
∫
A logm(A)
−1 dm = − logm(A).
Similarly, we obtain Entm(µm,B) = − logm(B). On the other hand, the definition of the Wasserstein
distance implies that W2(µm,A, µm,B) ≥ d(A,B). Hence by (6.1), we have
1
2
d(A,B)2 ≤ −
1
κ
(logm(A) + logm(B)) + Φ(m,A,B),
which yields the first claim.
The second claim follows from the latter inequality in Theorem 5.11 with the same proof as above.
6.2 The Blaschke-Santalo´ inequality
The classical and geometric Blaschke-Santalo´ inequality is as follows: for any compact and convex
set K ⊂ Rn with 0 ∈ int(K), setting K◦ := {x ∈ Rn | 〈x, y〉 ≤ 1, ∀y ∈ K}, we have Ln(K)Ln(K◦) ≤
Ln(Bn2 )
2 if
∫
K◦ x dx = 0, where B
n
2 is the unit ball in (R
n, ‖ · ‖2). K
◦ coincides with the unit ball of the
dual space of (Rn, ‖ · ‖K) which is the Banach space whose unit ball is K (where we do not assume the
symmetric property of norms). This fact naturally implies the relation to the theory of Banach spaces,
and in fact it is applied in the local theory of Banach spaces.
Artstein-Avidan, Klartag and Milman extended this geometric inequality to its functional version
([3]), and Lehec improved their result with its simpler proof and the condition of its equality ([15]). The
result of Lehec is as follows: For any measurable functions f, g on Rn satisfying f(x) + g(y) ≤ −〈x, y〉
for any (x, y) ∈ Rn × Rn,
∫
Rn
ef(x) dx <∞ and
∫
Rn
eg(x) dx <∞, it holds that∫
Rn
ef(x) dx
∫
Rn
eg(x) dx ≤
(∫
Rn
e−‖x‖
2/2 dx
)2
= (2pi)n
if
∫
Rn
xef(x) dx = 0. When f(x) = −‖x‖2K/2g(x) = −‖x‖
2
K◦/2 where K ⊂ R
n is a compact, convex and
symmetric subset with 0 ∈ int(K), it is easily checked that Lehec’s result yields the classical Blaschke-
Santalo´ inequality for K. In [14] and [12], several extensions of the functional Blaschke-Santalo´ inequality
are studied. In particular, Klartag proved the functional Blaschke-Santalo´ inequality, assuming that f
and g are even, for log-concave probability measures instead of the Lebesgue measure ([14]). Moreover,
Fathi revealed the dual relation between the functional Blaschke-Santalo´ inequality and the symmetrized
Talagrand inequality for the standard Gaussian measure ([10]). In this subsection, we extend Klartag’s
result through Fathi’s duality on the real line.
Theorem 6.2. Let m = e−V L1 be a probability measure on R such that V ∈ C∞(R) is κ-convex for
some κ > 0. We assume that V satisfies 0 ∈ arg min{V (x) | x ∈ R}. Take measurable functions F,G on
R satisfying 0 <
∫
R
eκF dm < ∞,
∫
R
x2eκF dm < ∞, 0 <
∫
R
eκG dm < ∞ and
∫
R
x2eκG dm < ∞. Set
αm,F := αm,µF , αm,G := αm,µG and
Φ(m,F,G) := −αm,Gbar(µF )− αm,Fbar(µG) + αm,Fαm,G + (αm,F + αm,G)bar(m),
where µF := e
κFm/
∫
R
eκF dm and µG := e
κGm/
∫
R
eκG dm. If F (x) +G(y) ≤ (x− y)2/2 holds for any
(x, y) ∈ R× R, then we have ∫
R
eκF dm
∫
R
eκG dm ≤ eκΦ(m,F,G). (6.2)
In particular, when m = γ1, setting
Φ(F,G) := Φ(γ1, F,G) = −αγ1,Gbar(µF )− αγ1,Fbar(µG) + αγ1,Fαγ1,G,
if F (x) +G(y) ≤ (x− y)2/2 holds for any (x, y) ∈ R× R, then∫
R
eF dγ1
∫
R
eG dγ1 ≤ exp (min{Φ(F,G),−bar(µF )bar(µG)}) . (6.3)
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Proof. Note that µF , µG ∈ P2(R), and
∫
R
F dµF <∞ and
∫
R
G dµG <∞ since F (x)+G(y) ≤ (x−y)
2/2
for any (x, y) ∈ R× R. Then by the former inequality in Theorem 5.11, we obtain
1
2
W 22 (µF , µG) ≤
1
κ
(Entm(µF ) + Entm(µG)) + Φ(m,F,G). (6.4)
Now, it follows from the definition of µF that
Entm(µF ) =
∫
R
log
((∫
R
eκF dm
)−1
eκF
)
dµF = κ
∫
R
F dµF − log
∫
R
eκF dm.
Similarly, we obtain
Entm(µG) = κ
∫
R
G dµG − log
∫
R
eκG dm.
On the other hand, by the Kantorovich duality (Theorem 2.1), we obtain
1
2
W 22 (µF , µG) ≥
∫
R
F dµF +
∫
R
G dµG.
Hence, it follows from (6.4) that∫
R
F dµF +
∫
R
G dµG ≤
1
κ
(
κ
∫
R
F dµF − log
∫
R
eκF dm+ κ
∫
R
G dµG − log
∫
R
eκG dm
)
+Φ(m,F,G),
which yields the desired inequality.
The latter claim follows from the latter inequality in Theorem 5.11 with the same proof as above.
When m satisfies
∫
R
eκx
2/2 dm < ∞, setting m˜ := eκx
2/2m/
∫
R
eκx
2/2 dm, f(x) := F (x) − x2/2 and
g(x) := G(x)− x2/2, the conditions on F,G are equivalent to f(x) + g(y) ≤ −xy for any (x, y) ∈ R×R,
and since
∫
R
e−κx
2/2 dm˜ =
(∫
R
eκx
2/2 dm
)−1
, (6.2) can be represented as
∫
R
eκf dm˜
∫
R
eκg dm˜ ≤
(∫
R
e−
κ
2
x2+κ
2
Φ(m,F,G) dm˜
)2
.
Let V˜ be the function on R satisfying m˜ = e−V˜ L1. Then V˜ ′′ ≥ 0 holds, and hence m˜ is a log-concave
probability measure. In particular, if V and F (or V and G) are even, it follows that Φ(m,F,G) = 0,
which implies Klartag’s result.
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