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Abst ract - -A  numerical procedure which is based on an integral equation for the normal velocity 
at the interface is developed for the unstable flow with surface tension in a Hele-Shaw cell. The 
procedure has been validated by comparing solutions obtained by it with published results. It has 
also been applied to a study of the effect of small changes in the initial data on the later profiles 
and it was found that even very small differences can lead to large differences in the profiles at later 
times. (~) 1999 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
The flow in a Hele-Shaw cell has been investigated both experimentally and numerically since 
the classic paper by Saffman and Taylor [1]. The current interest is mainly due to the connection 
between the "fingering" phenomenon i  Hele-Shaw cells and the two-phase displacement in oil 
reservoirs. In order to study the fingering instability of an interface between two immiscible 
fluids in a Hele-Shaw cell, we require an accurate numerical procedure which will handle a sharp 
moving interface. The numerical problem is that the position of the moving interface is unknown 
and must be found as part of the solution. 
After Saltman and Taylor's 1958 paper, a number of works on Hele-Shaw flow have appeared. 
Here we mention those of them which are most related to the present one with regard to the 
situation considered or method used. A numerical solution by means of a boundary integral 
equation method seems first to have been used by Aitchison and Howison [2]. Ignoring the 
surface tension, they considered the cases in which a viscous fluid displaces or is being displaced 
by a nonviscous one (air). They found the position of the interface as a function of time by 
determining the complex analytical function which maps the viscous fluid region onto the unit 
circle, and it was the determination f the mapping function which they carried out by solving 
numerically a boundary integral equation. 
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DeGregoria nd Schwartz [3] took the surface tension into account. Their integral equation 
method is an indirect one, since first an unknown single layer density is found by solving a 
Fredholm integral equation of the first kind, and thereafter the solution is inserted into an integral 
formula for the complex particle velocity in the interface. By means of this method they studied 
the development of a small initial, periodic disturbance of a straight interface into stable or 
unstable fingers for different values of the surface tension. Dai et al. [4] used a hodograph 
method to solve the equations for one-phase flow with surface tension. Whittaker [5] found the 
complete pressure field in the entire fluid region by solving a finite difference approximation to a 
weak formulation of the continuity equation. The interface was tracked by means of a modified 
form of the simple line interface method (SLIC). In [6], he compared three different numerical 
methods. 
Vortex methods are related to integral equation methods in that they make it sufficient o 
consider field quantities on the interface. One such method has been described by Tryggvason 
and Aref [7] for the case of two viscous fluids with surface tension taken into account. In their 
paper, an integral equation formulation isdeveloped. However, in their practical, numerical work 
the vortex intensities were not found by solving that equation but rather by means of a vortex- 
in-cell scheme. In [8], they considered the interaction of a few fingers in Hele-Shaw flow using the 
numerical procedure described in [7]. A vortex method taking surface tension into account was 
also used by Meiburg and Homsy [9]. Dai and Shelley [10] studied the effect of surface tension 
and noise on an expanding bubble in one-phase Hele-Shaw flow using a method similar to the 
one used by Tryggvason and Aref. Hou et al. [11] derive an integral equation for the velocity 
vector at an interface. They then reformulate he problem in terms of the tangent angle and the 
length of the interface and finally use a small scale decomposition to ease the treatment of the 
numerical stiffness of system of ordinary differential equations which describe the time evolution 
of the interface. 
In this paper, we consider the displacement ofone viscous fluid by another one taking surface 
tension into account. We solve the problem by a direct integral equation method. That is, we 
set up a Fredholm integral equation of the second kind with a continuous kernel in which the 
unknown is the normal component of the velocity of the points on the interface. Thus, the 
unknown in the equation is the very quantity which we need in order to follow the motion of the 
interface. At each time step we use the solution to the integral equation to move a set of points 
in the direction of the normals to the interface. Therefore, as far as the time-wise displacement 
of the interface in concerned, our method is not a Lagrangian one in which the motion of a 
set of selected surface particles in one of the fluids is found. Instead we determine the location 
of the interface at various times by marching along the orthogonal trajectories of the family of 
interfaces. This is done by solving a set of first-order ordinary differential equations by a standard 
fifth-order Runge-Kutta procedure. The procedure automatically adjusts the time steps so that 
a certain given accuracy criterion is satisfied. Results are presented for different values of the 
nondimensional surface tension parameter. Since we continuously adjust he potion of the points 
on the interface we do not get point clustering which can make the system of ordinary differential 
equations for motion of the points to be very stiff. 
Similar ideas have been applied in the past by several authors. Davidson [12,13], Power [14], 
and Casademunt e al. [3] have also derived an integral equation for the normal component of 
the velocity at the interface. At the end of Section 3 where our procedure is described, we will 
discuss their procedures in more detail and discuss the connection with our scheme. 
We have obtained solutions for several one-phase flows which agree, at least qualitatively, with 
published results. In addition, we have used the high accuracy of our method to study the 
influence of the initial profiles on later ones. On this matter our results how a remarkable fact, 
namely that for even tiny but nonzero values of surface tension small changes in the initial profiles 
can lead to large changes in the profiles at later times. This has been shown analytically for flows 
with zero surface tension, in that the initial shapes of the Saffman finger and the cusped solution 
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found by Aitchison and Howison only differ by very small amounts, but as far as we know, the 
results presented here are the first indications that this effect is also present in flows with nonzero 
surface tension. 
The rest of this paper is organized as follows. In Section 2 we formulate the two-phase Hele- 
Shaw flow problem, while in Section 3 we derive the integral equation for the normal velocity 
of the interface points and describe some details of the numerical procedure. In Section 4 we 
present a validation of our method, and Section 5 contains our results. 
2. FORMULATION 
We consider a Hele-Shaw cell of infinite length in which a fluid of viscosity ~1 is pushing another 
fluid of viscosity #2, as shown in Figure 1. The spacing, b, between the plates is assumed to be 
small compared with other lengths of the problems o we have a two-dimensional Poiseuille flow. 
Then it is easily shown, see Batchelor [16], that the depth averaged equations of motion are 
Ul ---- O~IVPl, U2 = a2Vp2, (2.1) 
where 
5 2 





Figure 1. Definition sketch. 
If we assume that the flow is incompressible, the equations of continuity are 
V -  Ul -- 0, V .u2  = 0. (2.2) 
Thus, the pressures atisfy the Laplace equation 
•2pl -- 0, V2p2 = 0. (2.3) 
We will consider flows which are periodic in the x direction with period L. In the nondimen- 
sional formulation introduced below we use L as the length scale. The time scale is L/U, where U 
is the upstream and downstream fluid speed at infinity, and LU/a2 is the pressure scale. Then 
the nondimensional pressure pi satisfies the following periodicity conditions: 
Op~ Op~ 
0-7 (x,y,t)  = (z + 1, y,t) p~(x,y,t) = p~(x + 1,y,t), (2.4) 
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for i : 1, 2. At the upstream and downstream ends of the cell we assume that the flow is constant. 
This leads to the following conditions: 
pl "~ P-  - arY, as y --* -oc ,  P2 ~ P+ - Y, as y --* oc, (2.5) 
where ar = 0~2/0~1 -- ~l/~t2 and p_ and p+ are unknown constants one of which is arbitrary. At 
the interface the normal components of the velocities must be equal, so 
ON = C~r ON" (2.6) 
Here o denotes differentiation i the direction of N, the normal vector pointing from medium 1 
to medium 2. Because of the surface tension, the pressure is discontinuous at the interface so we 
express the pressure difference as 
Pl - P2 = f~(A + ~), (2.7) 
where 
b2~ 
f~ = 12#2UL 2. (2.8) 
Here a is the surface tension and ~ is the curvature of the intersection, C, between the interface 
and a plane parallel with the plates bounding the cell. The sign of ~ is negative if the center 
of curvature is in the direction of the normal. The term A models the effect of the curvature 
of an intersection of the interface and a plane perpendicular to the plates. Following Saffman 
and Taylor [1] we shall take A to be a constant. Then it has no effect on the motion of C. 
This assumption has been made, explicitly or implicitly, by all previous numerical studies of this 
problem. 
The velocity component in the direction of the normal N to C at a point r on C is then 
dr 0p2 
vg = N.  d-7 = - 0--N" (2.9) 
3. THE SOLUTION METHOD 
The solution procedure consists of two connected parts; one part is the evaluation of VN = - -~N 
on the interface by the numerical solution of an integral equation while the other part is calculation 
of the motion of the interface as given by equation (2.9). 
We find the location of C as function of time by moving a set of points on the curve in the 
normal direction. We emphasize again that we do not determine the motion of C by following 
a set of fluid particles on the interface but by finding the motion of a set of points along the 
orthogonal trajectories passing through them. In this way, we only need to determine the normal 
velocity vN given by (2.9) and not any tangential velocity component. 
To find the motion of the points we must solve a set of first-order differential equations derived 
from equation (2.9). The set is solved by a fifth-order Runge-Kutta method with adaptive stepsize 
with the VN being obtained by a numerical solution of an integral equation. Since the points 
change their relative positions on C with time, it is necessary to reaUocate them at regular 
intervals o that the distance between them stays constant. This remeshing is carried out by 
cubic interpolation. 
We shall now derive an integral equation for vg on the interface from the boundary value 
problem given by equations (2.3) to (2.7). 
We use a fundamental solution, G, to Laplace's equation which is periodic in x with period 
unity. It is given by 
1 In [2 cosh (2~r (y - y')) - 2 cos (2~r (x - x'))], (3.1) G(r,r') 
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where r = (x, y) and r ~ = (xt, y'). In order to derive the equation we first insert G and the 
pressure Pl in Green's second identity and integrate over a region ~2_ which is bounded by C, 
sections of the lines x = 0 and x = 1, and the line section y = Yoo < 0, 0 < x < 1. Thereby we 
find 
pl ( r l )  = a_ [ Ov -~u (r, r l )  ds, (3.2) 
where r l  is an arbitrary point in the interior of f~_, and ~ denotes the outward normal derivative 
at the boundary 0 fL .  Because of the periodicity of Pl and G, the contributions to the integral 
from x = 0 and x = 1 cancel. Letting yoo --* oo we use the asymptotic representation in (2.5) to 
evaluate the contribution from t = -Yco and since o = o on C (see Figure 1), formula (3.2) 
can be written: 
£ [Opl oa ] 1 
pi(r l )  = [-~u (r)C(r, r l )  - pl(r) -~u (r, r l)  ds+~(p- -a ry l ) .  (3.3) 
This formula is valid at an arbitrary point rl  -- (Xl, Yl)) in the interior of medium 1. A formula 
for P2 at all arbitrary point r2 = (x2, Y2) in the interior of medium 2 is derived in a similar way. 
Since, in that case, ~ on C denotes differentiation i the direction of the normal to C pointing 
the medium, the formula becomes 
£ [op, ov ] 1 [-g;(r)a(r, (3.4) 
Formulae (3.3) and (3.4) are now used in the following way. We first apply the boundary 
conditions in (2.6) and (2.7) to express ~ and Pl in the integrand in (3.3) in terms of VN = - -~ 
and P2. Next we differentiate (3.3) and (3.4) in the direction of the unit vector No, which is the 
normal to C at a point r0, and add the two resulting formulae. Finally we let r l  and r2 tend 
towards r0. These steps results in the integral equation 
1 (1 + O~r)Vg(So)+(1 -- C~r) /COG (r, ro)vg(s) ds = 
1 (1 + + lira No. Vl (A + (,,,,:o) as, 
rl_~ro 
(3.5) 
where So denotes the value of s at r = ro and Nou is the y component of No. Equation (3.5) is 
valid at all points ro on C. 
If the differentiation No.  V1, on the right-hand side of (3.5) is carried out behind the integral 
sign, and r l  is replaced by r l ,  the derivative °2a behaves as (S-So) -2 for s in the neighborhood 7rO-0W= 
of so. Thus, in (3.5) the limiting process r l  -* ro cannot be carried out if the order of integration 
and the differentiation No.  V1 is reversed. For the numerical solution of the equation this is not 
convenient. So we rewrite the integral. To do so we first note that if f~l is the infinite region 
occupied by medium 1 and o denotes the outward normal derivative at its boundary 0ftl  then 
fc  OG (r, r l )  ds = Iv OG 1 O-N -~u (r, r l )  ds + -~. (3.6) 
This follows from the periodicity of G and fact that ~G __. 1/2 as y --. co. Application of Gauss' 
Theorem shows that the integral on the right-hand side of (3.6) is equal to -1 .  Therefore the 
oa is independent of r l ,  and, consequently, it disappears integral along C of a constant imes 
when acted upon by the operator No • V1. We exploit this fact by replacing the constant A in 
the integrand by -a(So). After this change the operator No • 171 may be applied behind the 
222 E .B .  HANSEN AND H. RASMUSSEN 
integral sign thereafter the passage to the limit rl  --* ro is carried out. In this way, we obtain 
the following new form of equation (3.5): 
1 (1 + O~r)VN(So) + (1 - O~r) fC  OG (r, ro)vN(s)  as = 
02 G (3.7) 
1 (1 + ar )Noy  + Z fc  (n(s)  - n(So)) ~ (r, ro) ds. 
For s -* So, the integrand (n(s) - n(so)) °2G behaves like (s - So) -1 and the integral is to be 
interpreted as its Cauchy principal value. If we define oc = ~(So)/(47r) at s = So, the kernel 
K~o°a is continuous everywhere on C. 
We note that if C is a straight line y = Yo, the solution to (2.3) through (2.8) is Pl = p -ary  
and P2 = P-  + (1 - aar)yo - y, where p is an arbitrary constant, so that vg  = ---~¢ = 1. For C 
oG in (3.7) and a vanish everywhere and (3.7) reduces to being a straight line, K~o 
1 
(1 + ar)VN(So) = 1 (1 + ar)No~. (3.8) 5 
If the straight line is y = Yo, Nov = 1 so that the integral equation reproduces the solution vN = 1. 
We solve equation (3.7) by collocation. In the numerical solution we use a new variable of 
integration, t which runs in the interval [O, N + 1] assuming integer values at the N collocation 
points. After a prescribed time interval the collocation points on C are rearranged so that the 
collocation points are always approximately evenly distributed on C. In this way, the variable t
becomes an almost linear function of the arc length. With the new variable t = t(s)  introduced, 
the integrand in the integral on the right-hand side is of the form f ( t ) / ( t  - to) 2, where to = 
t(so) and f ( to )  = O. In order that the integral exists, the numerator f must be continuously 
differentiable at t = to. Thus the derivative nt must be continuous at t = to, and since n depends 
on the second derivatives of the functions x = x( t )  and y = y(t )  which define C, these functions 
must be three times continuously differentiable. For the evaluation of the integral in question it 
was decided to represent C by periodic spline approximations to x and y, and because natural 
(third-order) splines are not three times continuously differentiable, we use fifth-order splines of 
the variable t. In the interval [O, N + 1] the splines are expressed as sums of fifth-order B-splines. 
Since t always runs in the same interval and the nodes of the splines are always at the same points 
(the integer values of t), we may invert once and for all the coefficient matrix of the system of 
equations which determines the N + 1 coefficients of the B-splines forming the two periodic 
splines (for x = x( t )  and y = y(t)) .  Thereafter, the spline coefficients at each instant of time are 
computed from the coordinates of the collocation points by a simple vector multiplication. 
Since the formulas for evaluating the spline coefficients from function values thus have to be 
available anyway, we also approximate the unknown and the kernel in the integrand on the 
left-hand side by splines. Thus every time the integral equation has to be solved, the kernel is 
evaluated for all pairs of collocation points, and for each field point value (ro), a spline approxi- 
mation to the kernel is found. The integrand is thereby given by a product of two sums of N + 1 
B-splines. Then in order to evaluate the integral we must evaluate a number of products of B- 
splines and since a fifth-order B-spline is different from zero in an interval of length 6, only, there 
are 11 different integrals (which are reduced by symmetry to 6) to evaluate analytically once and 
for all. For each collocation point, the evaluation of the integral on the left-hand side of (3.7) is 
thereby reduced to computing the value of a bilinear form in the spline coefficients of the kernel 
and those of the unknown. The procedure described here speeds up considerably the solution of 
the integral equation and hence the entire determination of the motion of the interface. 
We shall now discuss some earlier contributions using a direct equation for velocity normal 
to the interface who all derived equation similar to our equation (3.7). Davidson [12,13] uses a 
Green's function which corresponds to impermeable walls while we only require periodicity; he 
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uses a similar procedure to ours for treating the singularity. He approximates the x derivative 
of s by a truncated Fourier series and derives the coefficients in this series from a cubic spline 
approximation for s and its derivative at each time step. The integrals are calculated using 
Simpson's rule. He solves for the interface along equally spaced lines x = i~x ,  and thus, does 
not reallocate the collocation points; this will make it difficult for his scheme to treat highly 
elongated fingers. He solves the ordinary differential equations describing the interface using the 
Adams-Bashforth-Moulton scheme. 
Power [14] solves the integral equation by a power series expansion in A = (a t  - 1)(at + 1), 
i.e., a Picard iteration. The singularity in the last term in (3.5) is, of course, not integrable, 
and he evaluates it numerically using constant elements. No details are given of the integration 
of the ordinary differential equations for the points describing the interface or if the points are 
reallocated uring the procedure. He presents ome results for the evolution of a six tongues 
radial finger with the slope and curvature of the interface being described by cubic splines. 
Casademunt et  al. [15] do not discuss the details of their treatment of the singular term except 
to say out that it is "the most delicate point" which will be discussed elsewhere. They mention 
that one can choose the tangential velocities of the surface nodes in different ways, for example, 
such that these nodes remain equally spaced with respect o arclength, but they do not give any 
details how these velocities were chosen for the examples they present in the paper. They only 
present solutions for the case of equal viscosities, i.e., ar  -- 0. 
Our main contributions are that we derive an integral equation of the normal velocity at the 
interface which includes a rigorous treatment of the singular term and then use it to develop a 
practical computational package which is validated on several examples. We show that reasonable 
solutions can be obtained without using any kind of direct smoothing during the time evolution 
of the interface. We also use our procedure to study the question of the role of a different initial 
conditions in the evolution of the interface. 
4. VAL IDAT ION 
In order to test the procedure we used it in a number of cases in which comparisons with 
published results could be carried out. With finite values of the surface tension it is possible 
to have a steady state interface shape, the Saffman finger, in the single phase case. McLean 
and Saffman [17] have calculated the width A of these fingers as functions of the surface tension 
parameter/3 and these values have been used in the literature for validation purposes. In Table 1 
we compare the width obtained from our numerical calculations with those obtained by McLean 
and Saffman. These calculations were carried out with N = 67 and #1 = 0, and it was assumed 
and verified by our numerical solution, that a steady state was obtained at t = 2.0. These results 
show that at least in the single phase case our procedure is rather accurate, (see e.g., Figure 7), 
and there is no reason that this should not also be true for the two-phase problem. 
Table 1. Comparison of finger widths. 
Surface Tension ~ Calculated A A M and S 
.0003007 .525 .524 
.0005930 .539 .537 
.0011870 .561 .557 
The next results show that our procedure is capable of following the development of profiles for 
fairly long times. We consider one phase flow (at -- 0) with the initial curve being y -- e cos 27rx 
with e -- 0.05. We have calculated results for values of/3 equal to 4 • 10 -4 and 1.887.10 -3, see 
Figures 2 and 3 using N -- 77. We carried out the calculations up to t = 4.0 but did not check 
how far we could have continued. 
Concerning the accuracy of our procedure, we mention that as an alternative one we con- 
structed and used for comparison the well-known spectral method used by several authors, see 




































Figure 2. Profiles at different times with a r  = 0 and/~ = 4 .10  -4. 
for example [10]. We found, as they have, that this methods leads to unreliable results, e.g., lack 
of symmetry, unless one applies special remedies such as putting a Fourier amplitude qual to zero 
when it becomes maller than a certain value. With the present method no explicit smoothing 
is required in order to obtain results which remain symmetric at all times, if the initial interface 
is symmetric, and agree with other published results. 
5. EFFECTS OF SURFACE TENSION 
A linear stability analysis hows that the growth rate for a small disturbance is given by 
(~2 -- ~1) n -- f ~bn3 (5,1) 
#2 - #i 
where n is the wave number of the disturbance. This indicates that for vanishing surface tension 
the interface is most unstable to small wavelengths disturbances, ee e.g., [5]. Now a numerical 
discretization of the interface limits how small wavelengths of variations on the interface that 
can be modeled. As pointed out by Aitchison and How!son [2] this means that in a certain sense 
by choosing the number, N, of points describing the interface we have de .facto introduced an 
'artificial' surface tension, even if/~ is set to zero. Thus, the numerical results hould show that for 
a given amount of surface tension, which is not large enough to damp out the surface instability 
completely, the smaller N is the procedure should produce physically acceptable solutions for 
a longer time interval. In Table 2 we present some results for a one-phase flow (#I = 0 in our 
notation) which confirms these deductions. The initial interface is 
E 
y = ~ cos 27rx, 0 < x < 1 (5.2) 
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Figure 3. Profiles at different times with Or = 0 and f~ -- 1.887.10 -3. 
with e = 0.1. Breakdown is supposed to have occurred when the calculated interface is no longer 
physical ly  acceptable.  
Table 2. Effects of varying f~ and N. 
N Time to breakdown Tb N. Tb 
10 -6 17 0.37 0.63 
10 -6 47 0.21 0.99 
10 -6 77 0.12 0.92 
10 -5 17 0.37 0.63 
10 -5 47 0.21 0.99 
10 -5 77 0.18 1.39 
10 -4 17 > 0.40 
10 -4 47 > 0.40 
10 -4 77 > 0.40 
The development of an instabi l i ty  is control led by the product  st where s is the growth rate 
given by (5.1) and t is t ime. For f~ small,  s is proport ional  to the wavenumber n, and the 
smal lest  wavenumber,  which can be modeled, is roughly proport ional  to the point  number  N.  So 
for smal l  f~ and varying N,  the t ime, Tb, to breakdown should be expected to vary so that  the 
product  N.  Tb assumes an almost constant value. Considering the vagueness of our cr i ter ion for 
break down, the fact that  the values of N.  Tb shown in Table 2 vary less than  factor of about  2 
may be taken as support  for this expectat ion.  
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We have also carried out calculations using the initial profile (5.3) with e = 0.1 and got similar 
results for the dependence of the time to breakdown on N and f~ as those shown in Table 2. 
Howison [18] has made a detailed study of the development of fingers in one-phase flow with 
surface tension neglected. For this case, he was able to construct a class of solutions which 
generalizes the time dependent solution of Saffman [19]. They all approach the celebrated trav- 
eling wave finger of Saffman and Taylor [1] as t ~ co. Using arguments already developed in 
Howison [20] he also proved that for every solution which exists for all times, there are infinitely 
many solutions with initial data differing arbitrarily little from those of the solution existing for 
all times, but which exist only a finite time. Consequently, if the surface tension is neglected 
in one-phase flow, and the equations are solved numerically, it is to be expected that even with 
initial conditions being those of a solution which exists for all times, unavoidable numerical noise 
leads to a solution which does not. 
On the other hand, one expects that for a very large surface tension, a small change of the 
initial interface does not influence its later shape. It is an open question how these different ways 
of behavior are bridged through the regime of nonvanishing, but small surface tension. 
In order to investigate this question, we have carried out extensive calculations with initial 
data given by (5.2) as well as with initial data 
1 £ 
x=~(8+es inO) ,  y= ~ cosO, 0<~<27r .  (5.3) 
The latter is the initial condition of an analytical solution leading to a cusped profile in a finite 
time. This solution was discovered by Aitchison and Howison [2] by means of complex variable 
methods. 
In both cases we used e = 0.1. For this value of e the difference between these two initial 
interfaces i  (0.1/2r) 2 ,-~ 2.510 -4. 
For the remainder of this section we shall refer to a solution obtained using the initial pro- 
file (5.3) as a cusp solution even if the surface tension is nonzero, and a solution obtained from (5.2) 
as a noncusp solution. 
In Figures 4 and 5 we present solutions for different imes with/~ = 2.0.10 -4 and N = 77. As 
is seen, at t = 0.4 the solutions are substantially different despite the small difference between 
the initial data. The positions of the points describing the profiles are indicated by squares 
for t = 0.4 and their positions show that the curves are well represented with 77 points. In 
Figures 6 and 7 we present similar results for f~ = 1.0.10 -4, i.e., half the value of/~. Here the 
effects of using the cusp initial profile is even more pronounced. We also note that while the profile 
of the noncusp solution for f~ = 1.0.10 -4 is almost indistinguishable from the corresponding one 
for f~ = 2.0.10 -4, the profile of the cusp solution for f~ = 1.0.10 -4 differs for its corresponding one 
by the development of side fingers. These results shows that even if f~ is of the order 1.0.10 -4, 
which is not small compared to the values previously considered in the literature, the surface 
tension is still not large enough to remove remnants of the nonanalytic development from (5.3), 
which takes place for f~ = 0. The development in a finite time of a cusp for f~ = 0 is accompanied 
by a growth to infinity of the fluid velocity at the center of the finger (x --- 0.5). While it is, of 
course, impossible for a cusp to appear if/~ > 0, the velocity at x = 0.5 still grows considerably 
(albeit, not to infinity). As a consequence, in the cusp-solution the motion of the interface is 
much more concentrated in the finger than in the noncusp solution. (Since the two solutions 
must satisfy the same boundary condition at y --~ co, the incompressibility of the fluids implies 
that a larger velocity at x = 0.5 must be compensated by smaller ones near x = 0 or x = 1.) 
The results presented here show that even for f~ as large as 2.0.10 -4 the very small difference 
of order 10 -4 between the initial profiles in (5.2) and (5.3) still gives rise to large, qualitative 
differences between the interfaces which develop from them. In particular, we note that the 
solution with initial data (5.3), which ceases to exist after a finite time for f~ -- 0, still gives 
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Figure 4. Profiles at different t imes for initial noncusp profile wi th/~ = 2 .10  -4  and 
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Figure 6. Profiles at different t imes for initial noncusp profile with /~ = 10 -4  and 
N=77.  
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Figure 8. Profiles at t = 0.50 for initial noncusp profile with e = 0.1,0.2,0.3 for 
/~ = 2.10 -4 and N = 99. 
rise to larger fluid velocities and is vulnerable to the short wave length instability even when/~ 
reaches the rather large value of 2 .0 .10 -4 . 
An interesting question is the extent to which the initial amplitude of the noncusp solu- 
tion, (5.2), influences the growth of the interface. In Figure 8 we present solutions for ~ = 0.1, 0.2, 
and 0.3 at t = 0.50; for these calculations we used/~ -- 2 .0 .10 -4 and n -- 99. In order to check 
the accuracy of these solutions we repeated the calculations using larger values of n and we found 
that  the corresponding profiles agreed to the fourth decimal. It  is interesting to note the large 
difference between the profiles for ~ = 0.2 and 0.4 at t -- 0.50 considering that  the initial profiles 
only differ 0.2/(27r) = 0.03. 
The calculations were carried out on an IBM RISC 6000 350 workstation with 65 M RAM. 
Typical calculation times were about six hours. 
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