Texture feature descriptors such as local binary patterns (LBP) have proven effective for ground-based cloud classification. Traditionally, these texture feature descriptors are predefined in a handcrafted way. In this paper, we propose a novel method which automatically learns discriminative features from labeled samples for ground-based cloud classification. Our key idea is to learn these features through mutual information maximization which learns a transformation matrix for local difference vectors of LBP. The experimental results show that our learned features greatly improves the performance of ground-based cloud classification when compared to the other state-of-the-art methods. key words: discriminative patterns, mutual information maximization, ground-based cloud classification
Introduction
Ground-based cloud classification, as one of the major problems in cloud observations, has attracted much attention due to the potential value for practical applications, such as weather prediction, flight planning and disaster early warnings. To this day, ground-based clouds are still classified by human observers who have received professional training in meteorological station. However, this method relies heavily on expert domain knowledge and extensive human efforts. Moreover, it might suffer from classification ambiguities due to the diversity of multiple observers. Therefore, automatic ground-based cloud classification, which greatly reduces the human labor and yet achieves high classification accuracy, is highly desirable in the cloud observation field.
Cloud classification is a challenging issue because cloud images captured from outdoor environment are affected by weather, illumination, and noise. Based on the characteristics of cloud images, a lot of strategies have been proposed to represent the cloud images. Singh et al. [1] extracted several kinds of features including co-occurrence matrix and edge frequency for cloud classification. Calbó et al. [2] employed Fourier transformation to represent the cloud images. Heinle et al. [3] utilized spectral and textural features, such as energy and entropy for cloud classification. Liu et al. [4] proposed a tensor ensemble of ground-based cloud sequences (eTGCS) model to represent the cloud sequences in a tensor manner. The performance of the existing classification methods rely heavily on the extracted visual features, but the discriminative ability of the features has not been carefully considered in previous studies.
Ground-based cloud images show rich high-frequency visual details and textures, which inspires us to exploit texture classification techniques for this specific problem. Recently, the bag-of-words (BoW) model has proven effective in providing texture features [5] . The BoW model focuses on the design of local texture descriptors capable of achieving local invariance [6] . These descriptors can be classified as dense or sparse. The sparse approaches such as RIFT [7] should detect the salient regions before representing the local patches. The dense approaches extracting local descriptors pixel by pixel are more popular, including MR8 [5] , local binary patterns (LBP) [8] , RP random features [9] , and many others [10] . Among local texture descriptors, LBP [8] is one of the most promising candidates with some attractive properties. For example, it is easy to implementation, robust to illumination changes, and low computational complexity. Consequently, many LBP variants are proposed in recent literature [11] , [12] . However, the above descriptors are defined in a hand-crafted way, which is unadaptable with the large variation of cloud images caused by illumination, climate and cloud deformation.
In this paper, we propose a novel method to learn discriminative features in a data-driven way for ground-based cloud classification. The idea is to learn the most discriminative features that maximize the mutual information between the local features and their labels. Concretely, we focus on LBP-like feature extraction and learn a transformation matrix for local difference vectors of LBP under the information theoretic framework. Hence, more useful cloud information for cloud classification is explored.
The rest of this paper is organized as follows. Section 2 gives a brief review of LBP. Section 3 presents our approach in detail. The experimental results and comparative evaluation are given in Sect. 4. Finally, in Sect. 5, we conclude the paper.
LBP Review
The LBP descriptor is a gray-scale texture operator that describes the spatial structure of the local image texture. The LBP descriptor labels each pixel in the image by computing the sign of the difference between the values of that pixel Copyright c 2015 The Institute of Electronics, Information and Communication Engineers and its neighboring pixels. The result is a decimal number computed by the obtained binary string. Then the image can be represented by the histogram of these decimal numbers. Formally, given a pixel g c , the LBP descriptor first computes the differences between its value and those of its neighboring pixels
where d ∈ R P×1 is a local difference vector, P is the total number of involved neighboring pixels, and g c and g p are the gray values of the central pixel and neighboring pixels, respectively. The LBP value for the central pixel g c is computed as
where R is the radius of the circle which determines the distance between the neighboring and the central pixels. The step function s(x) is described with s(x) = 1 if x ≥ 0 and s(x) = 0 otherwise. The minimum value in Eq. (2) denotes the label of the rotation invariant LBP at the central pixel.
Let N denote the total number of rotation invariant LBP patterns. According to the definition in Eq. (2), the value of N is determined by neighboring samples P. For example, when P = 8, N = 36. In order to reduce the interference of noise, Ojala et al. [8] defined the U value at each pixel as the number of bitwise transitions between 0 and 1 in the LBP
The uniform LBP only includes those pixels with no more than two transitions (i.e. U ≤ 2) in the adjacent binary presentation. For example, the LBP pattern '00000000' has a U value of 0 and '00010000' has a U value of 2. While the pattern '11010111' would not be included among the uniform LBP because it has four transitions. Accordingly, a uniform rotation invariant pattern is defined as
where the superscript riu2 means uniform rotation invariant patterns with U ≤ 2.
Approach

Maximizing Discrimination
The LBP descriptor, however, lacks of discriminative information due to its handcrafted design, which is unadaptable with the large variation of cloud images caused by illumination, climate and cloud deformation. Therefore, we incorporate the discriminative learning into LBP features. Specifically, we learn a transformation matrix for local difference vectors of LBP under the information theoretic framework
where M ∈ R P×P is a transformation matrix. Intuitively, the purpose of discriminative learning is to find a transformation matrix M so that the local difference vectors of cloud images from different classes are enlarged. For convenience, we first discuss a two-class problem, and the multi-problem can be handled as a set of two-class problems using one versus all approach. With the help of mutual information, the problem of discriminant maximization is formulated as
where q all is a set of labeled local difference vectors, and c ∈ {1, −1} is the class label. I is the mutual information which measures the degree of dependence between two random variables. Equation (6) can be rewritten on the basis of the differential entropy H
where q S and q T are the set of local difference vectors computed from positive and negative samples respectively. To solve Eq. (7), we approximate differential entropy H using a set of q. In the assumption of q drawn from a Gaussian distribution, we obtain
where the covariance matrix Σ can be estimated from q. In addition, we assume that the prior probabilities for the two classes are equal, so Eq. (7) can be approximated by
where Σ all , Σ S , and Σ T are covariance matrices computed from all labeled local difference vectors, the positive local difference vectors, and the negative local difference vectors respectively.
Optimization Algorithm
We present the optimization algorithm for the objective function Eq. (7), and denote it as J(M). We employ a greedy axis-rotating algorithm which iteratively seeks the transformation matrix M so as to maximize J(M). Concretely, a matrix R(t) ∈ SO(P) is introduced so that the objective value at step t is M(t) = R(t)M(t − 1), where SO(P) is the Pdimensional special orthogonal group. Here SO(P) corresponds to a set of rotation operations in R P , and therefore the resulting M(t) will be orthonormal matrix as well. Essentially, we find R(t) to provide a steep ascent in J. According to the Lie algebra, the optimal rotation direction for M can be found by: where 2 ≤ i ≤ P, and i + 1 ≤ j ≤ P. Here μ is step length, n is the step number for searching optimal rotation direction, and E i, j is a matrix whose (i, j)-th element is one and all others are zero. n is obtained by
The iterative algorithm terminates when M(t) = M(t − 1). The above process is illustrated in Algorithm 1. The mathematical principle behind this algorithm and the details can be found in [13] .
Implementation Details
It is important to choose a good initialization for M. We employ the basis of principal subspaces of local difference vectors as the initialization of M. For a K-class cloud classification problem, we learn K binary one-against-all models as described above. After learning the transformation matrix M, we replace the local difference vectors d with q by Eq. (5). Afterwards, we calculate uniform rotation invariant patterns of all pixels for each cloud image by Eq. (4) and each cloud image is represented by the histogram of these uniform rotation invariant patterns. We use SVM as classifier. The cloud image label is determined by selecting the model whose SVM outputs the maximum response.
Experimental Results
In this section, we experimentally compare the proposed method with other state-of-the-art methods on two challenging databases: Kiel database and IapCAS-E database. The compared methods include 1) the fusion of texture and structure (FUS1) [3] which extracts spectral and simple textural features as the final representation; 2) the fusion of texture and structure (FUS2) [14] which utilizes the color census transform to capture texture and local structure information; 3) LBP [8] which has been introduced in Sect. 2; 4) LBP without discriminative learning (LBP NDL), i.e. initialization of M. For the fair comparison, we use the same experimental setup for all experiments. Each cloud image is normalized to have an average intensity 128 and a standard deviation 20. We set the radius of circle R = 1 and the number of neighboring pixels P = 8. In the experiments, 1/2, 1/3, 1/4 samples are randomly chosen from each class as training samples while the remaining ones are used for testing, and the partition process is implemented 50 times independently.
We first evaluate the effectiveness of the proposed method on the Kiel database provided by Kiel University in Germany. The Kiel database contains seven classes which is divided in terms of the international cloud classification system published in WMO. This database contains 1500 cloud images and each class samples are shown in Fig. 1 (a) . The average accuracy values on the Kiel database are shown in Table 1 , and the confusion table of recognition results on the Kiel database is shown in Fig. 2 . The following four points can be drawn through analyzing the experimental results. First, the proposed method achieves the highest classification accuracy in each case. Second, the performance of our method is over 7% higher than that of LBP in all the cases because the proposed method learns a transformation matrix for local difference vectors. Third, comparing the proposed method with LBP NDL approach, we can see that the former is over 4% higher than the latter one on the accuracy. It demonstrates the effecitveness of discriminative learning for the transformation matrix under an information theoretic framework. Finally, when 1/4 samples are chosen as training samples, the improvement of the proposed method over other methods is more obvious than other cases. It is obvious that the proposed method can also obtain discriminative information even if the training samples are insufficient. The IapCAS-E database, which is provided by the Institute of Atmospheric Physics, Chinese Academy of Sciences, contains seven classes and 2000 ground-based cloud images. The database is more challenging because it has large intra-class variation. Figure 1 (b) shows samples from different classes. The experiment results in Table 2 and Fig. 3 show that our method achieves the best results even on a challenging database. We draw the similar conclusions with that on the Kiel database, which proves the effectiveness of the proposed method once again.
Conclusions
This paper proposes a learning-based discriminative feature descriptor for ground-based cloud classification. It enhances the performance of cloud classification by introducing the discriminative learning into the step of LBP-like feature extraction. Specifically, we learn a transformation matrix for local difference vectors under the information theoretic framework so that the mutual information between the local features and their labels is maximized. The experimental results clearly demonstrate the superiority of the proposed method over previous methods in ground-based cloud classification.
