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ABSTRACT
Bayesian methods are valuable for their natural incorporation of prior information and their practi-
cal convenience for modeling and estimation. This dissertation develops flexible Bayesian parametric
methods for system reliability and Bayesian nonparametric models for community detection.
The Bayesian parametric models proposed allow the assessment of system reliability for multi-
component systems simultaneously. We start with a model that considers lifetime data at every com-
ponent. Then we generalize to a unified framework with heterogeneous information. We demonstrate
this unified methodology with pass/fail, lifetime, and degradation data at both the system level and the
component level. Further, we propose a Bayesian melding approach to combine prior information from
multiple levels.
For community detection, we propose a series of statistical models based on Bayesian nonpara-
metric techniques. These statistical models provide a natural approach for identifying communities in
networks using only data on edges. We take advantage of the Bayesian nonparametric approach to in-
clude an important feature in our models: the number of communities is an implied parameter of the
model, which is therefore inferred during estimation. We also introduce an “Erdo˝s Re´nyi” group for
those nodes that do not belong to communities. Other important aspects of this series of models include
increasing flexibility of modeling probabilities for edge presence, linking these probabilities to com-
munity sizes, and obtaining communities from posterior samples under a decision theory framework.
When presenting our models, we discuss model selection and model checking, which are necessary
considerations when applying statistical approaches to real problems.
1CHAPTER 1. OVERVIEW
This dissertation presents Bayesian methods for two research problems: system reliability and com-
munity detection. Bayesian methods are appealing for these two challenging problems for several
reasons. First, modern simulation-based computing techniques make it practically feasible to address
complex problems. Second, in a Bayesian framework, we can incorporate prior information, which
can improve an analysis if used appropriately. Finally, the Bayesian framework makes it conceptually
straightforward to propose and estimate our models.
The first challenge for both problems is their magnitude. Consider the system reliability problem.
The system in our setting is decomposed into sub-systems and components and all nodes (system,
sub-systems, and components) are potential sources of information. Consequently information comes
from multiple levels of the system, and it tends to be heterogeneous. We propose methodology to
incorporate all information into the assessment of system and component reliabilities simultaneously,
and this increases the complexity of the problem significantly. In the problem of community detection,
we need to look for one “best” solution in a discrete space, which has the cardinality of the Bell number
(in combinatorics, the Bell number B(n) is the number of partitions of a set of n objects, see Rosen
et al. (1999)). For example, for n = 20, the Bell number is larger than 4.5×1015. Nevertheless, it is the
challenge of these two problems that makes the research presented here interesting and meaningful.
The remainder of this dissertation is organized as follows. Chapter 2 and Chapter 3 are devoted
to system reliability. Chapter 4 focuses on Bayesian methods for community detection. Finally, in
Chapter 5, we summarize the contributions in this dissertation and discuss further research directions.
More specifically, in Chapter 2, we present a Bayesian model for assessing the reliability of multi-
component systems using multiple sources of lifetime data. Novel features of this model are the natural
manner in which lifetime data collected at either the component, subsystem, or system level are inte-
grated with prior information at any level. The model allows pooling of information between similar
2components, the incorporation of expert opinion, and straightforward handling of censored data. The
methodology is illustrated with two examples. The first example demonstrates the main idea of the
proposed methodology while the second example demonstrates the scalability and features modeling
dependent data and using Bayesian melding to incorporate multilevel prior information.
In Chapter 3, we extend the main ideas in Chapter 2 to more complex scenarios, in which we might
have different types of data collected at different levels of the system. We propose a Bayesian approach
for assessing the reliability of multi-component systems over time using heterogeneous multilevel in-
formation. Our models allow us to evaluate system, subsystem, and component reliability using the
available multilevel information. We consider pass/fail, lifetime, censored, and degradation data. We il-
lustrate the methodology through an example with several different scenarios and discuss how to extend
the approach to more complex systems such as Bayesian networks.
Chapter 4 is devoted to the second problem: community detection for networks. This problem arises
from the observation that communities exist in networks. For example, within a large social network
of people, there exist smaller, more connected, groups of people. Consider a social network for which
we only know whether any two people are connected or not. The goal of our research is to identify
communities using only the information about these relationships. For this goal, we propose a series of
Bayesian nonparametric statistical models. Using these models, we naturally incorporate uncertainty
and variability and take advantage of nonparametric techniques such as the Chinese restaurant process
and the Dirichlet process. We start by fitting an initial model to a well-known network dataset, and
we propose subsequent models to correct deficiencies in previous models. We propose Markov chain
Monte Carlo (MCMC) algorithms to carry out the estimation as well as an approach for community
detection using the posterior distributions under a decision theory framework. Bayesian nonparametric
techniques allow us to avoid the issue of specifying number of communities in advance; in fact, we
are able to estimate the number of communities from the data. To evaluate the proposed models for
the example data set, we discuss model comparison using the deviance information criterion (DIC) and
model checking using posterior predictive distributions.
3CHAPTER 2. A BAYESIAN MODEL FOR INTEGRATING MULTIPLE SOURCES
OF LIFETIME INFORMATION IN SYSTEM RELIABILITY ASSESSMENTS
2.1 Background
Estimating the reliability of complex systems is a challenging statistical problem. Perhaps the most
difficult aspect of system reliability assessments is the integration of multiple sources of information,
including component, subsystem, and system data, as well as prior expert opinion. For example, prior
to production, system engineers may have information about system lifetimes (or about some subset
of components or subsystems) that take the form of expert opinion. During production, components
or subsystems may be sampled and tested until failure as part of acceptance or demonstration testing;
this testing provides information on component lifetimes. After production, the entire system is often
subjected to full system testing where the actual failure time may be censored; the test is stopped before
the system fails so that the system lifetime exceeds the testing time. Incorporation of all sources of
information from various levels (component testing information, and full system testing information)
of testing and expert opinion is the aim of this chapter.
In addition, it is often necessary to predict reliability at future times. Such predictions of system
reliability are used to set warranties (e.g., in the case of automotive systems) and/or shelf-life (e.g., in
the case of missile systems). While much attention has been paid to theoretical system reliability (e.g.,
Barlow and Proschan 1975) and empirical component reliability, there are few instances where these
disparate approaches have been combined to model system reliability when data have been collected
at both the component and system level. In this chapter, we propose a framework for achieving this
synthesis by addressing two important analytical concerns: (1) the integration of available information
at various levels to assess system reliability, and (2) the prediction of reliability at future times. The
prediction of reliability at future times is a natural when modeling lifetime data, but is relatively novel
4in fully Bayesian treatments of multi-level reliability data.
In this chapter, we present a Bayesian model that accommodates both the inclusion of multiple
lifetime information sources and provides a convenient way to model the time evolution of a system’s
reliability. Our model extends results presented in Johnson et al. (2003), in which a hierarchical model
for the (binary) success or failure (without time evolution) of systems and their components was de-
scribed.
To provide context, it is useful to review the relevant research in Bayesian system reliability. Martz
et al. (1988) and Martz and Waller (1990) considered integrating multi-level binary data. These papers
focused on series and parallel systems whose component reliabilities were modeled using binomial like-
lihoods for the data and beta distributions for the prior information at component, subsystem and system
levels. To provide a posterior distribution for system reliability, i.e., that integrates all the data and prior
information, Martz et al. (1988) and Martz and Waller (1990) proposed an approximate bottom-up ap-
proach. In this approach, lower-level posterior distributions are obtained by integrating the data and
prior information at that level. At the next higher level, an “induced” higher-level prior distribution is
obtained by propagating the lower-level posterior distributions up through the system reliability block
diagram and combining this prior distribution with data and “native” prior information at the higher
level to obtain a posterior distribution at this level. Both the induced prior distributions and their inte-
gration with data and prior information at the higher level are achieved through approximations. This
bottom-up process continues until the top level or system is reached.
Many common reliability models are not able to account for prior expert opinion and data when
such information is simultaneously obtained at several levels within a system. Among those models that
can accommodate such sources of information are those proposed by Springer and Thompson (1966,
1969), and Tang et al. (1994, 1997), who provided exact (and in complicated settings, approximate)
system reliability distributions based on binomial data by propagating component posteriors through the
system’s reliability block diagram. Others have proposed methods for evaluating or bounding moments
of the system reliability posterior distribution (Cole 1975; Mastran 1976; Dostal and Iannuzzelli 1977;
Mastran and Singpurwalla 1978; Barlow 1985; Natvig and Eide 1987; Soman and Misra 1993). Moment
estimators have also been used in the Beta approximations employed by Martz et al. (1988) and Martz
and Waller (1990). In a somewhat different approach, Soman and Misra (1993) proposed distributional
5approximations based on maximum entropy priors.
Numerous models have, of course, also been proposed for modeling non-binomial data. Thomp-
son and Chang (1975), Chang and Thompson (1976), Mastran (1976), Lampkin and Winterbottom
(1983), and Winterbottom (1984) considered exponential lifetime models, while Hulting and Robinson
(1990, 1994) examined Weibull lifetime models. We extend the methods proposed there to include
a hierarchical specification on the nodes (components, subsystems, system) appearing in a reliability
block diagram. Poisson count data, representing the number of units failing in a specified period, were
discussed in Sharma and Bhutani (1992, 1994b) and Martz and Baggerly (1997). Currit and Singpur-
walla (1988) and Bergman and Ringi (1997a) considered dependence between components introduced
through common operating environments. Bergman and Ringi (1997b) incorporated data from non-
identical environments.
Many models for system reliability over time restrict attention to settings in which only system-level
data are available (e.g., Fries and Sen 1996; Nolander and Dietrich 1994; Sohn 1996; Pan and Rigdon
2009; Bhattacharya and Samaniego 2010). An exception to this trend is Robinson and Dietrich (1988),
who modeled component-level data collected during system development using exponential lifetime
assumptions and decreasing failure rates. In this work, we employ models that directly address aging
and estimate reliability over time mainly through the use of Weibull lifetime models.
There are several recent papers that consider a fully Bayesian approach for system reliability assess-
ment. Benefits of the fully Bayesian approach are the elimination of the moment-matching approxima-
tions and the use of the higher-level data and prior information to update all the component reliability
distributions. Johnson et al. (2003) and Hamada et al. (2004) combined multi-level binomial data and
prior information. They employed a substitution principle in the same spirit as the modeling approach
considered here. Johnson et al. (2005) modeled system-level binomial data where the probability of
success depends on a covariate. Graves et al. (2008) considered multi-level binomial data where joint
information was available about the system state and one or more component states. Graves et al.
(2007) considered ordinal multi-state data. Wilson et al. (2006) showed how to combine reliability data
that changes over time, with an example that had binomial data (modeled with a logistic regression) at
the system and one component, lifetime data at a second component, and degradation data at a third
component. However, this paper did not demonstrate how to incorporate lifetime data at the system
6level.
The challenge of incorporating multilevel lifetime data considered in this chapter has not been stud-
ied extensively in the literature. Hulting and Robinson (1990, 1994) extended the Martz et al. (1988)
and Martz and Waller (1990) methods to lifetime data. Like the binomial-data method, Hulting and
Robinson (1990, 1994) employed approximations in building up from component reliability assess-
ment to a system reliability assessment. In this chapter, we propose a fully Bayesian approach, which
does not require approximations. Moreover, the proposed approach also updates component reliability
assessments with the available higher-level data and prior information.
An outline of the chapter is as follows. We begin by considering a simple system and the various
data and prior information sources that are available. Next, we propose a model for system reliability
inference that allows for component, subsystem, and full-system test data. This model also allows prior
information at all levels to be incorporated. We also briefly discuss the Bayesian inferential method and
its implementation that integrates the data and prior information. We illustrate the proposed model with
two examples and discuss model diagnostics. Finally, we conclude the chapter with a discussion.
2.2 A System and Its Information Sources
To illustrate our modeling approach, consider Figure 2.1, which depicts a simplified version of a
reliability block diagram for a weapon system. Note that a reliability block diagram is equivalent to
a fault tree that contains only AND and OR gates (Rausand and Høyland 2004). The system (C0)
works (i.e., fires and hits its target) if all of its components (C1, C2, C3) work. That is, the weapon
system is a series system. We illustrate only two levels of system structure in this reliability block
diagram, although additional levels of granularity (e.g., decomposing the components in more detail)
can be included without difficulty. In Figure 2.1, we refer to (C0, C1, C2, C3) as nodes. To simplify
terminology, we call the terminal nodes (C1, C2, C3) “components,” and nodes at higher intermediate
levels (none in Figure 2.1) “subsystems,” and the node at the top level (C0) “the system.”
In general, we assume that lifetime data and prior expert opinion are available at different levels
of the system, and that our primary goal in modeling such systems is the evaluation of the system
reliability function, R0(t|Θ0), defined as the probability that the system will function beyond time t,
7given the value of a parameter vector Θ0. More generally, we let Ri(t|Θi) denote the reliability of the
node i in the reliability block diagram, and we assume that Ri(t|Θi) is a continuous and differentiable
function of both time t and the reliability parameter Θi.
Figure 2.1: Reliability block diagram for a weapon system
Several sources of information relevant to estimating system reliability are incorporated into our
model framework. The first is lifetime data collected at individual components. The second is lifetime
data collected at the system or subsystem level. This “higher-level” data provide both direct information
both about the system (or subsystem) at which it was collected, but also partial about the components
that comprise the system (or subsystem). A third source of information is expert opinion regarding the
reliability of particular nodes.
A fourth source of information is expert opinion regarding the similarity of reliabilities of groups
of nodes within the given system or across different systems. For example, in the weapon system,
an expert may assert that the reliability of C1 is similar to the reliability of C1 in a related system, or
that the reliabilities of C1 and C2 are similar. However, the expert may not have knowledge regarding
the specific reliability of any component within a group of similar components. We model this fourth
source information by an exchangeability assumption on the parameters of the lifetime distribution and
a hierarchical specification of the prior distribution on the parameters. For example, if experts suggest
that C1 and C2 have similar Weibull distributions, exchangeability for the scale parameters (λ1, λ2) and
shape parameters (ψ1, ψ2) can be expressed as λi ∼Gamma(aλ ,bλ ) and ψi ∼Gamma(aψ ,bψ), i= 1,2.
That is, the λi’s and ψi’s have respective common distributions, but because we do not exactly know
their parameters, (aλ ,bλ ) and (aψ ,bψ), their prior distributions need to be specified. The hierarchical
8specification refers to the λi’s and ψi’s having distributions and their parameters,(aλ ,bλ ) and (aψ ,bψ),
also having distributions, whose parameters are referred to as hyperparameters.
As we develop the model, we will use the following notation. There are n nodes in the reliability
block diagram labeled Ci, where i = 0,1, . . . ,n− 1, and the data set Di contains the mi times at which
data for Ci is observed. The set Ai contains all component children of Ci. For the system in Figure 2.1,
only C0 has children so that A0 = (C1, C2, C3). The number of components (i.e., terminal nodes) in the
system is denoted by nc, which for the system in Figure 2.1 is nc = 3.
2.2.1 Data and Their Likelihood Contributions
We begin by considering data and their information as represented by likelihood contributions. Sys-
tem reliability problems typically have two types of information, those from component tests and those
from system/subsystem tests. We seek a model which provides flexibility for incorporating both types
of information in a way that preserves the probabilistic constructs defined by the reliability block di-
agram. As stated previously, this is not a trivial task, and integrating data and prior information at
different levels within a reliability block diagram has often proven problematic from both the perspec-
tives of computational tractability and model consistency. Our solution is to simply re-express system
and subsystem lifetime distributions in terms of component lifetime distributions using deterministic
relations derived from the reliability block diagram.
Based on these considerations, we assume that test data collected at the component level contributes
likelihoods in the usual way. That is, a lifetime t at component Ci contributes fi(t|Θi), where f (·) is the
probability density function associated with its lifetime distribution.
Data collected at the subsystem or system level must be incorporated as likelihood contributions
through an examination of the reliability block diagram of the system. For example, for a series-only
system or subsystem, assuming independence of the component lifetimes, the cumulative distribution
function for subsystem Ci at time t may be expressed (suppressing dependence on model parameters Θ)
Fi(t) = 1−Ri(t)
= 1−∏
j∈Ai
R j(t). (2.1)
9Note that the product in this expression ranges over only those components that have Ci as a parent—
intervening subsystem reliabilities should not be counted twice. The system lifetime probability density
function at time t implied by this expression is
fi(t) =
dFi(t)
dt
=− d
dt ∏j∈Ai
(1−Fj(t))
= ∑
j∈Ai
f j(t)
∏
k 6= j
k∈Ai
(1−Fk(t))
 . (2.2)
For a parallel-only system or subsystem (i.e., a system comprised entirely of mutually redundant
components), assuming independence of the component lifetimes, the cumulative distribution function
at time t is
Fi(t) = 1−Ri(t)
= 1−∏
j∈Ai
(1−R j(t)).
The system lifetime probability density function at time t for such a parallel system is thus
fi(t) =
dFi(t)
dt
=
d
dt ∏j∈Ai
Fi(t)
= ∑
j∈Ai
 f j(t)∏
k 6= j
k∈Ai
Fk(t)
 .
Appropriate combinations and modifications of these expressions can be used to construct lifetime
probability density functions for systems or subsystems composed of an arbitrary number of compo-
nents in various configurations of parallel and series subsets (Rausand and Høyland 2004). For more
complicated systems, the method of structure functions may also be employed, as we illustrate in our
second example. Further, components need not follow the same lifetime distributions. For example,
we might assume that one component follows an exponential distribution, while modeling another ac-
cording to a Weibull distribution. This feature of our framework allows for substantial flexibility in
modeling complex systems for which components are acquired from different manufacturers under dif-
ferent specifications.
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A simple example of this methodology is provided by the system with the reliability block diagram
illustrated in Figure 2.1. This is a series system, so its cumulative distribution function can be expressed,
using Equation (2.1) as
F0(t|Θ0) = 1−
3
∏
i=1
[1−Fi(t|Θi)]
= 1−
3
∏
i=1
Ri(t|Θi),
where Ri(t|Θi) is the reliability function for component Ci. From Equation (2.2), we find that the
probability density function of the system lifetimes can be written as
f0(t|Θ0) =
3
∑
i=1
(
fi(t|Θi)∏
j 6=i
(1−Fj(t|Θi))
)
.
Censored data can also easily be incorporated into the likelihood. A right-censored observation
occurs when we terminate our testing before an item fails; a left-censored observation occurs when we
observe only that an item failed before a certain time; an interval-censored observation occurs when
we know that an item fails between two time points, but not its precise lifetime. Here, we assume that
censoring is independent of the failure process.
The likelihood contribution of a right-censored observation is the reliability function evaluated at
the censored value t is (1−F(t)) at the appropriate level in the reliability block diagram. The contri-
butions of other forms of censoring are listed in Table 2.1. Incorporating censored data into our model
framework is thus straightforward and can be accomplished by simply using the appropriate expression
for the censored observation from Table 2.1.
Table 2.1: Likelihood contributions of various types of censored data
Censoring Type Likelihood Contribution
Uncensored fi(t|Θ)
Right Censored (t > tR) 1−Fi(tR|Θ)
Left Censored (t < tL) Fi(tL|Θ)
Interval Censored (tL ≤ t ≤ tR) Fi(tR|Θ)−Fi(tL|Θ)
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2.2.2 Integrating Data and Prior Information by Bayesian Inference
We integrate the data and prior information presented so far using a Bayesian approach. That is, we
use Bayes’ Theorem:
pi(t |y) = f (y | t)pi(t)∫
f (y | t)pi(t)dt , (2.3)
where t is the parameter vector, y is the data vector, pi(t) is the prior probability density function, and
f (y | t) is the probability density function of the data, referred to as the likelihood when viewed as a
function of the parameter vector given the data. The result of integrating the data with prior information
by Equation (2.3) is the joint posterior distribution pi(t |y).
Here, we assume that the test data are completely observed; see Table 2.1 for likelihood contribu-
tions if the data are censored. Let D= {Di} denote the (independent) test data available for constructing
the likelihood function, Θi denote the parameters for component i, and η denote the hyperparameters
of the joint distribution of the Θ. Then, the joint posterior distribution of the model parameters from
Equation (2.3) is proportional to
f (Θ,η |D) ∝
[
n
∏
i=1
∏
t∈Di
fi(t |Θi)
]
pi(Θ |η) pi(η) , (2.4)
where pi(Θ |η) is the hierarchical prior specification of the parameters for the terminal node lifetime
distributions and pi(η) is the prior distribution on the η . In Equation (2.4), values of non-terminal
node reliabilities are assumed to be expressed in terms of the appropriate functions of terminal node
reliabilities, as defined by the system reliability block diagram.
The prior distributions pi(Θ |η) and pi(η) specify any information we have about the parameters
(Θ,η) before observing the experimental data D by using probability density functions. In practice,
the distributions may be dispersed, reflecting little prior knowledge about the parameters (as illustrated
in Section 2.3), or may be more concentrated, to reflect more detailed information (as illustrated in
Section 2.4.2). Section 2.3 also illustrates the use of a hierarchical prior to capture information about
component similarity, while Section 2.4.2 illustrates an approach (Bayesian melding) that can be used
with multilevel prior information. For additional information about choosing prior distributions in prac-
tice, see Gelman et al. (2004).
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The joint distribution of model parameters specified in Equation (2.4) does not lend itself to analyti-
cal evaluation of the system or component reliabilities. However, since the 1990s, advances in Bayesian
computing through Markov chain Monte Carlo (MCMC) have facilitated inference based on the joint
posterior distribution (Gelfand and Smith 1990; Chib and Greenberg 1995; Gelman et al. 2004; Gilks
et al. 1996). MCMC algorithms provide samples or draws from the joint posterior distribution of the
model parameters. We used a component-wise Metropolis-Hastings (MH) algorithm (Chib and Green-
berg 1995) that can be implemented in a relatively straightforward way in programing language R (R
Development Core Team 2009), C, etc. In our version of such a scheme, we used a random-walk MH al-
gorithm with Gaussian proposal densities for the terminal node parameters and for the hyperparameters
of the hierarchical specification.
We used initial runs of the MCMC sampler to choose appropriate standard deviations for the Gaus-
sian proposal distributions in our MH algorithms. Each MH algorithm was tuned such that the accep-
tance proportions were between 0.35 and 0.40. As diagnostics, we employed techniques discussed in
Raftery and Lewis (1996) to demonstrate adequate mixing and sufficient time for burn-in. We gener-
ated substantially more draws from the posterior distribution because we desire more precision (lower
Monte Carlo error) than suggested by the default settings of the diagnostics.
2.3 Example: Three-Component Series System
As our first example of the proposed methodology, consider the weapon system whose reliability
block diagram for this system is depicted in Figure 2.1; it shows that this system consists of three com-
ponents in series. There are thus four reliability functions of interest, one for each of the components
and the overall system reliability.
Within a weapon system surveillance program, there can be many sources of information collected.
In this example, we consider two of the most common. During production, components are selected and
tested to failure. This allows us to estimate the lifetime distribution for individual components. After
production, complete systems are destructively tested and a censored lifetime is recorded. The system
either works (or passes) at the age tested (a right-censored observation, since its lifetime is greater than
the current time) or it fails at the age tested (a left-censored observation, since its lifetime is less than the
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current time). Simulated test data for estimating the reliability functions for this system are provided in
Table 2.2. Of interest in this system is the reliability at 200 hours and 300 hours.
Table 2.2: Weapon system surveillance data. (Data are in hours. Data with superscript (p for pass) are
right-censored observations where the unit worked at the time tested. Data with superscript (f for fail)
are left-censored observations where the unit failed at the time tested.)
Component Data
System (C1) 50(p),100(p),150(p),200(p),250(p),300(p),350(p)
400(f),450(f),500(f)
C2 53, 659, 155, 394, 472, 282, 917, 336, 134, 139
1177, 293, 355, 44, 1504, 157, 470, 51, 235, 251
C3 655, 519, 1202, 320, 515, 705, 377, 97, 780, 249
477, 466, 1058, 705, 399, 298, 483, 254, 177, 276
C4 288, 513, 412, 592, 199, 575, 644, 157, 750, 352
575, 492, 182, 488, 575, 357, 294, 146, 462, 90
In this application, we use a Weibull distribution to model the component lifetimes. Our parameter-
ization of the Weibull density for lifetimes for component Ci, i = 1,2,3, is
fi(t |ψi,λi) = ψiλi (t/λi)
ψi−1 exp
[−(t/λi)ψi] ,
so thatΘi =(ψi,λi). And the reliability function for this parameterization is Ri(t |ψi,λi)= exp[−(t/λi)ψi ].
We assume a hierarchical prior for the ψi and λi, with the ψi and λi conditionally independent with
Gamma distributions given (aψ ,bψ) and (aλ ,bλ ), respectively. That is,
pi(ψi |aψ ,bψ) =
baψψ
Γ(aψ)
ψaψ−1i exp
(−bψψi) ,
pi(λi |aλ ,bλ ) =
baλλ
Γ(aλ )
λ aλ−1i exp(−bλλi) .
To complete the hierarchical specification, we assume that aψ ,bψ ,aλ ,bλ have independent prior Gamma
distributions with diffuse prior distributions; diffuse prior distributions reflect that little if any prior
knowledge and allow the results to be driven by the data. This last layer of hierarchy is chosen for
convenience and the parameter values are chosen so that the prior variance for these parameters is ap-
proximately 10,000. There is little additional information to inform this choice. In other examples,
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the choice of the hyperparameters may be guided by historical data or engineering judgement, although
interpretation at the hyperparameter level may be increasingly difficult as the number of levels increases
(as is the case with most hierarchical models).
We used the MH algorithm to obtain draws from the joint posterior distribution as discussed in the
preceding section. The posterior distributions that are presented below were based on 1,000,000 draws
from the joint posterior distribution. The posterior distribution for each parameter governing the data
likelihood is plotted in Figure 2.2. Of interest in reliability assessments is the probability that a particular
component exhibits increasing or decreasing failure rates (IFR or DFR). The posterior probability that
each component has an increasing failure rate can be computed from the marginal distribution of ψi, by
computing the Pr(ψi > 1 |D). The probability that C1 has an increasing failure rate is 0.947, while C2
and C3 have probabilities of an increasing failure rate that exceed 0.999. The reliability functions of the
system and components are plotted in Figure 2.3.
As with any system reliability assessment, our primary endpoints of interest are the component and
system reliabilities. In Table 2.3, we present the posterior central credible intervals (C.I.) for the two
primary endpoints, 200 hours and 300 hours.
Table 2.3: Posterior credible intervals (C.I.) on the reliability of each component and system at two
primary endpoints, 200 and 300 Hours.
Component Time 95% Central C.I.
System (C0) 200 (0.41, 0.68)
System (C0) 300 (0.20, 0.44)
C1 200 (0.63, 0.85)
C1 300 (0.49, 0.73)
C2 200 (0.75, 0.94)
C2 300 (0.59, 0.84)
C3 200 (0.75, 0.95)
C3 300 (0.57, 0.84)
Our model for system reliability is relatively complex and contains a number of assumptions that
should be verified. The primary concern in the full system reliability model proposed here is whether
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Figure 2.2: Marginal posterior distributions of the parameters governing the component Weibull like-
lihood Contributions. (The left panel are the posterior distributions for ψ’s and the right panel are the
posterior distributions for λ ’s.)
the model adequately represents the data at subsystem and full system levels. As such, we restrict
attention to the global model diagnostic proposed in Johnson (2004). This diagnostic can be considered
as a Bayesian version of Pearson’s chi-squared goodness-of-fit test.
The diagnostic requires the observations to be conditionally independent given the value of the
parameter vector Θ, which they are in our application. Let Θ˜ denote a single value of the parameter
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Figure 2.3: Reliability distributions as a function of time in hours. (The solid line is the posterior median
and the dashed lines are the 95% central credible interval.)
vector drawn from the posterior distribution, and let u j, j = 1, . . . ,n, be defined as
u j =

F(y j |Θ˜) if failure observed,
Uniform(0,1)F(y j |Θ˜) if left censored,
F(y j |Θ˜)+Uniform(0,1)(1−F(y j |Θ˜)) if right censored,
where Uniform(0,1) is a random draw from a uniform random variable on (0,1). Then from results
in Johnson (2004), it follows that the distribution of the chi-squared statistic obtained by assuming that
the values of u j are drawn from a uniform distribution on (0,1) has a chi-squared distribution with
K− 1 degrees of freedom, where K is the number of bins used to define the chi-squared statistic. No
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adjustment to the degrees of freedom need be made to account for the dimension of Θ.
To apply this procedure to our model for the weapon system data (all left- or right-censored data),
we chose five equiprobable bins and calculated 10,000 chi-squared statistics based on 10,000 posterior
draws of Θ˜. 12.3% of these values exceeded the 0.95 quantile of a chi-squared distribution on 4 degrees
of freedom, suggesting some lack of model fit based on this global diagnostic. We further assessed
goodness-of-fit by applying the Bayesian chi-squared to each of the components (all failures observed)
and found that only 1.7% of the Bayesian chi-squared statistics for component 1 exceeded the 0.95
quantile of a chi-squared distribution with 4 degrees of freedom. Furthermore, only 3.43% and 1.6% of
the Bayesian chi-squared statistics for components 2 and 3 exceeded the limit. This gives confidence
that the global model and the components all exhibit reasonable fits.
One issue commonly encountered in complex system reliability which is not addressed completely
by the goodness-of-fit analysis above is model misspecification. A common pitfall in complex systems
analysis is failure to recognize a failure mechanism. This results in model misspecification resulting
from an inaccurate portrayal of the system structure. Our proposed approach does not remedy this
problem. In fact, because our system level data are modeled using substitution at the component level,
our approach relies more on an accurate representation of the system structure. To develop our represen-
tation of the system, we use approaches like those discussed in Anderson-Cook (2009), which checks
the appropriateness of series and parallel structures, and Graves et al. (2010), which adds discrepancy
terms to account for differences between the component and higher-level data.
2.4 Example: More Complex System in Fault Tree
Consider the fault tree shown in Figure 2.4. This particular system structure has been analyzed by
several authors (Russell et al. 1994a,b; Hamada et al. 2004; Graves et al. 2007), although never with
lifetime data at the components and system. Data for the example are given in Table 2.4.
The fault tree representation attributes an event for the system (top event) to events of lower levels
(subsystems and components) using logical gates. In our system reliability context, we are usually
interested in the event of system failure. We call those events requiring no further decomposition basic
events (for example, those of components). The event that occurs because its antecedent faults have
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occurred is called intermediate event. For more details about fault tree, see for instance Vesely et al.
(1981).
Figure 2.4: More complex fault tree example
2.4.1 Likelihood
For basic events 1, 2, and 4, we use a Weibull distribution to model their lifetime data, respectively,
with the same parameterization as in the example in Section 2.3. That is, for i = 1,2,4,
fi(t |ψi,λi) = ψiλi (t/λi)
ψi−1 exp
[−(t/λi)ψi].
We assume that the lifetimes of basic events 3 and 5 are dependent. We model their joint distribu-
tion using the absolutely continuous bivariate exponential (ACBVE) distribution from Block and Basu
(1974). This distribution is often used to model a pair events which are positively correlated and have
negligible probability of simultaneous failures. The bivariate distribution of (Ti,Tj)∼ACBVE(δ1,δ2,δ12)
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Table 2.4: Lifetime data (years) for the more complex system and its components. The sample sizes for
BE1, BE2, BE3 and BE5 (jointly), BE4, and TE are 20, 30, 25, 20, and 20, respectively.
Component Data
BE1 17.2, 10.85, 33.7, 55.55, 52.85, 11.93, 39.5, 9.21, 55.14, 26.68, 52.42,
30.85, 31.27, 14.85, 29.87, 43.51, 46.44, 58.67, 63.11, 28.45
BE2 25.21, 32.94, 67.63, 57.32, 13.09, 91.16, 44.57, 46.11, 38.18, 40.49, 51.65,
48.11, 36.09, 28.44, 33.53, 30.39, 67.59, 35.63, 60.63, 68.83, 34.57, 76.65,
42.33, 30.63, 48.27, 64.76, 49.56, 50.87, 31.67, 45.61
BE3 & BE5 (4.3, 14.93), (22.66, 24.82), (6.51, 33.03), (4.29, 72.78), (12.03,
1.39), (98.72, 84.47), (16.81, 13.32), (14.69, 13.28), (21.44, 27.04),
(11.13, 8.85), (52.74, 40.76), (6.15, 0.91), (4.9, 4.09), (5.87, 6.86),
(33.03, 44.29), (5.09, 5.86), (37.32, 41.53), (5.27, 21.02), (1.75,
19.61), (28.02, 24.47), (27.84, 38), (123.61, 5.4), (33.83, 23.22),
(25.58, 36.66), (8.31, 8.43)
BE4 43.58, 10.7, 64.73, 7.25, 47.58, 13.24, 26.88, 8.7, 28.04, 5.62, 16.48,
16.46, 21.07, 41.98, 29, 53.44, 6.8, 96.83, 1.45, 30.52,
System (TE) 7.14, 39.64, 29.86, 15.16, 30.13, 41.62, 42.97, 14.05, 45.6, 47.07, 29.8,
17.24, 6.5, 16.17, 25.69, 53.02, 45.97, 16.04, 7.53, 39.03
(δ1 > 0,δ2 > 0,δ12 > 0) has the following probability density function:
f (ti, t j |δ1,δ2,δ12) =

δ1δ (δ2+δ12)
δ1+δ2 exp(−δ1ti− (δ2+δ12)t j) if 0 < ti < t j,
δ2δ (δ1+δ12)
δ1+δ2 exp(−δ2t j− (δ1+δ12)ti) if ti > t j > 0,
where δ = δ1+δ2+δ12. In addition, the joint reliability function for the ACBVE is
R(ti, t j |δ1,δ2,δ12) = δ/(δ1+δ2)exp
(−δ1ti−δ2t j−δ12ti∨ t j)−δ12/(δ1+δ2)exp(−δ ti∨ t j) ,
where x∨ y = max(x,y).
A property of the ACBVE distribution is that if (X ,Y ) = ACBVE(δ1,δ2,δ12), Z = min(X ,Y ) has
exponential distribution with parameter δ = δ1+δ2+δ12. That is,
f (z |δ ) = δ exp(−δ z), z > 0,δ > 0.
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The probability that the system is working (the reliability function) is
RT E(t) =R1(t)R3(t)+R1(t)R2(t)R4(t)+R2(t)R3(t)R4(t)
−2R1(t)R2(t)R3(t)R4(t)+R1(t)R5(t)−R1(t)R35(t) (2.5)
+R2(t)R4(t)R5(t)−2R1(t)R2(t)R4(t)R5(t)
−R2(t)R35(t)R4(t)+2R1(t)R2(t)R35(t)R4(t),
where R35(t) is the reliability function of min(T3,T5). Additional details of the derivation of the system
reliability for general cases can be found in Hamada et al. (2008). We derive the density function of the
lifetime distribution for the system (TE) as follows.
Let fi(t) (i = 1,2,3,4,5,35) denote the lifetime distribution of component i and f35(t) the lifetime
distribution of min(T3,T5). We know that fi(t) =−dRi(t)dt . Using Equation (2.5), the probability density
function for the lifetime of the system (TE) is:
fT E(t) =− dRT E(t)dt
= f1(t)R3(t)+R1(t) f3(t)+ f1(t)R2(t)R4(t)+R1(t) f2(t)R4(t)+R1(t)R2(t) f4(t)
+ f2(t)R3(t)R4(t)+R2(t) f3(t)R4(t)+R2(t)R3(t) f4(t)
−2[ f1(t)R2(t)R3(t)R4(t)+R1(t) f2(t)R3(t)R4(t)+
R1(t)R2(t) f3(t)R4(t)+R1(t)R2(t)R3(t) f4(t)
]
+ f1(t)R5(t)+R1(t) f5(t)−
[
f1(t)R35(t)+R1(t) f35(t)
]
+ f2(t)R4(t)R5(t)+R2(t) f4(t)R5(t)+R2(t)R4(t) f5(t)
−2[ f1(t)R2(t)R4(t)R5(t)+R1(t) f2(t)R4(t)R5(t)+
R1(t)R2(t) f4(t)R5(t)+R1(t)R2(t)R4(t) f5(t)
]
− [ f2(t)R35(t)R4(t)+R2(t) f35(t)R4(t)+R2(t)R35(t) f4(t)]
+2
[
f1(t)R2(t)R35(t)R4(t)+R1(t) f2(t)R35(t)R4(t)+
R1(t)R2(t) f35(t)R4(t)+R1(t)R2(t)R35(t) f4(t)
]
.
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2.4.2 Prior Distribution
We need to specify prior distributions for the parameters ψi, λi, δ1, δ2, and δ12. The priors are
summarized in Table 2.5.
Table 2.5: Priors for ψi, λi (i = 1,2,4) and δ1, δ2, and δ12
Parameter Prior
ψ1, ψ2, ψ4 Inverse-Gamma(3,2)
λ1 Gamma(100,1/0.4)
λ2 Gamma(100,1/0.55)
λ4 Gamma(100,1/0.3)
δ1,δ2,δ12
δ ≡ δ1+δ2+δ12 ∼ Inverse-Gamma(3,0.2)
(δ1/δ ,δ2/δ ,δ12/δ ) |δ ∼ Dirichlet(1,1,1).
The prior distributions for ψ1,ψ2,ψ4 are independent Inverse-Gamma(3,2) with both mean and
variance being 1. Since ψi determines whether the hazard rate is increasing (ψi > 1), decreasing (ψi <
1), or constant (ψi = 1) for the Weibull distribution, an Inverse-Gamma distribution with mean 1 and
variance 1 is relatively diffuse for the ψi. The specifications for λi’s are independent, informative, and
represent expert judgement about the components.
For the parameters δ1, δ2, and δ12 of the ACBVE for basic events 3 and 5, we specify
δ1+δ2+δ12 ∼ Inverse-Gamma(αδ ,βδ ),
so that the mean and variance are βδ/(αδ−1) and β 2δ /
(
(αδ−1)2(αδ−2)
)
respectively. Our rationale is
that the minimum of lifetime of basic events 3 and 5, for which we might have some prior information in
practice, has an exponential distribution with mean (δ1+δ2+δ12)−1. Further, given δ = δ1+δ2+δ12,
we specify (
δ1/δ ,δ2/δ ,δ12/δ
) |δ ∼ Dirichlet(a1,a2,a12).
Then the joint prior distribution for δ1,δ2,δ12 is
f (δ1,δ2,δ12) ∝ δ−2(δ1/δ )a1−1(δ2/δ )a2−1(δ12/δ )a12−1δ−αδ−1 exp(−βδ/δ ) .
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Suppose that we have additional independent prior information about the lifetime of the system.
In particular, we have expert opinion that the distribution of system reliability at age 30 years is a
Beta(15,15). We would like to incorporate this information; however, our likelihood is specified in
terms of the lifetime distributions of the basic events. Consequently, we need to combine the information
about the system with the prior information specified in Table 2.5.
To combine the prior information, we use Bayesian melding, as discussed in Poole and Raftery
(2000). The system reliability at a specific time t∗, denoted by RT E(t∗), is given in Equation (2.5). The
prior distributions specified in Table 2.5 induce a prior distribution on RT E(t∗) through Equation (2.5).
For brevity, denote (ψ1,ψ2,ψ4,λ1,λ2,λ4,δ1,δ2,δ12) by θ and RT E(t∗) = M(θ).
Denote the prior distribution specified on θ by q1(θ); the induced prior on M(θ) by q∗1(M(θ)); and
the prior on M(θ) by q2(M(θ)). The melded prior for θ is given by
pi(θ) ∝ q1(θ)
(
q2
(
M(θ)
)
q∗1
(
M(θ)
))1−α . (2.6)
For this example M(θ) = RT E(t∗ = 30); q1(θ) = q1(ψ1,ψ2,ψ4,λ1,λ2,λ4,δ1,δ2,δ12), i.e., the joint
prior probability density function as specified in Table 2.5. The probability density function for q2(·) is
q2(M(θ)) ∝M(θ)14(1−M(θ))14 .
The probability density function for q∗1(·) is obtained by simulation: generate samples from q1(θ) and
evaluate M(θ) at these values. Since q∗1(M(θ)) does not have a simple parametric form, we estimate
it using nonparametric (specifically, kernel density) methods. For this example, following Poole and
Raftery (2000), we set α = 0.5.
2.4.3 Posterior Distribution
Given the specified likelihood and prior distribution, we use MCMC to draw samples from the
posterior distribution. After deriving the likelihood for the system-level data, the primary computational
difficulty comes in the evaluation of the prior distribution given in Equation (2.6). The induced prior,
q∗1(M(θ)) does not have a simple parametric form; since it must be repeatedly evaluated during the
evaluation of the posterior density in the MCMC algorithm we tabulate the induced prior distribution at
106 values between 0 and 1. When we want to evaluate the q∗1(M(θ)), we use the tabulated value closest
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to M(θ ∗). In our implementation, the induced prior was computed by the built-in function density in
R, and the Metropolis algorithm was implemented in C with The GNU Scientific Library (Galassi et al.
2009).
Table 2.6 summarizes the quantiles of the marginal distribution of the parameters. Figure 2.5 depicts
the estimated reliability function with time for the basic events and the system (TE).
Table 2.6: Empirical mean, median, 2.5% and 97.5% quantiles, and standard deviation for each model
parameter
Mean 50% 2.5% 97.5% SD True Value
ψ1 2.029 2.001 1.341 2.870 0.391 2
λ1 40.57 40.50 34.93 46.60 2.98 40
ψ2 2.825 2.813 2.075 3.638 0.399 2.8
λ2 53.17 53.09 47.43 59.33 3.031 55
δ1 0.0155 0.0140 0.0023 0.0369 0.0091 0.015
δ2 0.0148 0.0132 0.0021 0.0362 0.0090 0.015
δ12 0.038 0.039 0.009 0.063 0.014 0.04
ψ4 1.092 1.085 0.753 1.472 0.184 1.2
λ4 30.16 30.06 25.12 35.70 2.70 30
2.5 Conclusions
Our Bayesian model for system reliability offers several advantages over other existing models for
system reliability. Among these are the ease of including diverse sources of information at different
levels of the system in the model for overall system reliabilities, a coherent framework for incorpo-
rating multiple sources of prior expert opinion, and the natural elimination of aggregation errors (Bier
1994) through the definition of non-terminal node reliabilities using the assumed structure of the system
reliability block diagram and terminal node lifetime distributions.
In the setting where there are few, or perhaps no, system tests available, the borrowing of strength
across nodes allows decision makers to use existing data in a more efficient manner. The hierarchical
specification that we discuss in the first example allows the incorporation of less specific prior informa-
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Figure 2.5: Reliability distributions as a function of time (in years). (The dashed lines are the posterior
median and the 95% central credible interval. The solid line is the true reliability function.)
tion based on groupings of component nodes with similar reliabilities, rather than more specific speci-
fications. This reliance on elicited priors is thereby shifted more to structural similarity of components
and observed data. Johnson et al. (2003) also discussed the benefits of such hierarchical specifications.
As the complexity of the system increases, the primary challenges arise in three areas. The first is in
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model development and checking. The development of models that capture the interactions in complex
systems is a detailed and time-consuming task (see, for example, Wilson et al. 2007). Further, spe-
cialized diagnostics for model checking within a complex system model remain to be developed. The
second challenge arises from the increasing complexity of the likelihood, although the use of structure
functions and software for finding cut sets can help here. The third challenge arises from the increased
computation times required for large systems. However, we have not found that new specialized algo-
rithms are required for our computations.
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CHAPTER 3. BAYESIAN METHODS FOR ESTIMATING THE RELIABILITY OF
COMPLEX SYSTEMS USING HETEROGENEOUS MULTILEVEL INFORMATION
3.1 Introduction
In the preceding chapter, we study the reliability over time for systems with multilevel lifetime
data and priors in a Bayesian framework. However, there are more general situations where we have
heterogeneous information for assessing system reliability. For example, in addition to lifetime data, we
might also have pass/fail data and degradation data. Generalizing previous work (Johnson et al. 2003;
Wilson et al. 2006) and the preceding chapter, we discuss models for pass/fail, lifetime, degradation,
and expert opinion data at any system level.
To provide context, we review some research particularly relevant to addressing pass/fail data, life-
time data, and degradation in system reliability research. Considering only pass/fail data, Mastran
(1976); Mastran and Singpurwalla (1978) described a procedure to approximate the posterior mean re-
liability of a coherent system using test and prior data at both the component and system level. Martz
et al. (1988); Martz and Waller (1990) proposed a bottom-up approach for approximating the posterior
distribution of reliability of series and parallel systems of independent Binomial subsystems and com-
ponents. Tang et al. (1997) proposed methods to obtain the exact posterior distributions in special cases.
Johnson et al. (2003) developed full simultaneous Bayesian for pass/fail data collected at any level of
the system.
Extending beyond pass/fail data, Thompson and Chang (1975) and Chang and Thompson (1976)
considered first the reliability of subsystems with one or more components in series, where each com-
ponent has an independent exponential distribution, and then compute Bayesian credible intervals for
arbitrary series-parallel system composed of these subsystems. Winterbottom (1984) surveyed classical
and Bayesian results for estimating system reliability from Binomial and exponential component data
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in coherent systems. Robinson and Dietrich (1988) considered component-level data with exponential
lifetimes that have decreasing failure rates as the system develops. Sharma and Bhutani (1994a) esti-
mated the availability of series and parallel systems where the components have exponential time to
failure and repair. Bergman and Ringi (1997a) considered dependence between components induced
by common operating environments; Bergman and Ringi (1997b) used data from non-identical envi-
ronments. Hulting and Robinson (1994) is an exception to the above approaches, as they generalize the
results of Martz et al. (1988) to make approximate inferences about the reliability of the system using
multi-level information. They approximate the reliability for a series system using non-homogeneous
Poisson processes to model the repair histories of repairable subsystems and time-to-failure data (mod-
eled with a Weibull distribution) for nonrepairable subsystems.
Markov chain Monte Carlo (MCMC) has made fully Bayesian methods possible for addressing
system reliability problems; for example, Johnson et al. (2003) and Hamada et al. (2004) proposed
fully Bayesian approaches for simultaneously estimating the reliability for a system and its subsys-
tems/components described by a fault tree using pass/fail data. Wilson and Huzurbazar (2007) consid-
ered a system represented as a Bayesian network (BN), also with pass/fail data. Wilson et al. (2006)
and Hamada et al. (2008) proposed approaches for assessing system reliability with pass/fail data at the
system, and pass/fail, lifetime, or degradation data at the components.
This chapter discusses a unified fully Bayesian approach for simultaneously estimating system,
subsystem, and component reliability when there are pass/fail, lifetime, degradation, or expert judgment
data at any level of the system. We develop this methodology using the three components system with
the same logic structure as in Chapter 2. We represent this system in a fault tree in Figure 3.1, equivalent
to the reliability block diagram in Figure 2.1. In Section 3.2, we introduce the models. In Section 3.3,
we demonstrate the methodology by considering three scenarios applied to Figure 3.1. In each scenario,
one component has pass/fail data collected over time, one has lifetime data, and one has degradation
data; Scenario 1 has pass/fail data collected over time at the system, Scenario 2 has lifetime data at the
system, and Scenario 3 has degradation data at the system. In particular, we reanalyze Scenario 1 with
incorporating some other prior information from the system level. In Section 3.4, we discuss extensions
of the methodology.
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Figure 3.1: Three-component series system
3.2 Model Specification
In our development, we assume a coherent system represented as a fault tree. The fault tree describes
the relationships between different levels of failure events (top event, basic event, and intermediate
event) in our system reliability context. For details regarding fault tree, see Section 2.4 of Chapter 2. In
this chapter, we simply divide events into basic events and non-basic events as we treat them differently
during modeling.
In Figure 3.1, we label each event with Ci (i= 0,1,2,3). In particular, C0 denotes the system (a non-
basic event) and C1, C2, C3 denote the three components (basic events). For any event Ci, let Ri(t |Θi)
denote its reliability function at time t given parameters Θi. Let Ti be the random variable associated
with the lifetime of Ci, with probability density function fi(t |Θi) and cumulative distribution function
Fi(t |Θi). We assume that Ri(t |Θi) is differentiable with respect to t and Θi.
By definition, we have the following relations:
Ri(t |Θi) = Pr{Ti > t |Θi}= 1−Fi(t |Θi),
and
fi(t |Θi) = dFi(t |Θi)dt =
d
(
1−Ri(t |Θi)
)
dt
=−dRi(t |Θi)
dt
. (3.1)
As a result, for Ci, either Ri(t |Θi) or fi(t |Θi) is sufficient to determine the other. We call the lifetime
distribution determined by the reliability function the induced lifetime distribution.
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The first step of model development is specifying the reliability function Ri(t |Θi), which is specified
directly or induced from the probability density function fi(t |Θi). The second step is to use the system
structure to determine the reliability functions for all of the non-basic events. Lifetime distributions for
each event follow from the reliability functions. If the non-basic events have lifetime or pass/fail data,
their likelihood functions are straightforward. If there are degradation data observed for the non-basic
events, we specify the likelihoods with constraints determined by their reliability functions. Finally, the
data for all events can be combined to model the system and estimate reliabilities.
For example, consider the system in Figure 3.1. The first step, modeling the three basic events,
is detailed in Section 3.3. In the second step, since the system works if and only if all three com-
ponents work, the reliability function of system is the product of the reliability functions of the three
components. That is,
R0(t |Θ0) = R1(t |Θ1) ·R2(t |Θ2) ·R3(t |Θ3). (3.2)
Another example of expressing the reliability of a system/subsystems in terms of basic events concerns
the system in Figure 3.2. By virtue of the system structure, we can obtain the reliability functions of
non-basic events as follows (parameters Θi’s are suppressed):
R4(t) = 1− (1−R2(t))(1−R3(t)) = R2(t)+R3(t)−R2(t)R3(t),
R0(t) = R1(t)R4(t) = R1(t)R2(t)+R1(t)R3(t)−R1(t)R2(t)R3(t).
3.2.1 Pass/fail Data
Suppose at time si j ( j = 1, . . . ,ni), Ni j tests have been conducted on Ci, with bi j passing the test.
Denote the data vector as bi. The likelihood function for a basic event, using the Binomial distribution
is given as
Li(bi |Θi) =
ni
∏
j=1
(
Ni j
bi j
)[
Ri(si j |Θi)
]bi j[1−Ri(si j |Θi)]Ni j−bi j . (3.3)
The reliability function in Equation (3.3) can take many forms. Consider, for example, a logit
model, where we specify the reliability function as
Ri(t |Θi) = logit−1(θi+ηit), θi > 0, ηi < 0, Θi = (θi,ηi),
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Figure 3.2: Another fault tree system: C4 works if at least one of C2 and C3 works; the system C0 works
if and only if both C1 and C4 work.
where logit−1 is the inverse of logit function which is defined as logit(x) = logx− log(1−x), 0< x < 1.
The reliability function Ri(t) for a non-basic event is determined by the system structure. In partic-
ular, Ri(t) is a function of the reliabilities of basic events as illustrated by Equation (3.2) for the system
in Figure 3.1.
3.2.2 Lifetime Data
For lifetime data, let ti = ti1, ti2, . . . , timi be the lifetime data collected for event Ci. Assume the data
are independent and identically distributed, with likelihood
Li(ti |Θi) =
mi
∏
j=1
fi(ti j |Θi). (3.4)
The likelihood is easy to generalize to censored data, with details given in Section 3.4.
The probability density function fi(t) for a basic event depends on which model is used. As for
a non-basic event, the density function can be derived from its reliability function. For the system in
Figure 3.1, by using the relationship of Equation (3.1), the density function for the lifetime of C0 can be
derived from Equation (3.2).
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3.2.3 Degradation Data
Degradation data measure some quantity about a component or subsystem that is indirectly related
to reliability. In particular, degradation data are typically thought of a continuous quantity that changes
over time, with failure occurring when the quantity passes some threshold.
Consider degradation data for event Ci, and suppose that we have measured a total of vi different
units. Denote the time of the measurements, di jk, as qi jk, where j = 1, . . . ,vi and k = 1, . . . ,zi j. That
is, for each of the vi units, we measure the degradation quantity zi j times. Let Di jk denote the random
variables associated with the degradation quantities di jk.
For basic events, the reliability function is derived from the degradation model: specifically, the
reliability is the probability that the degradation quantity is above the threshold at time t. For example,
consider the degradation process as specified in Wilson et al. (2006):
Di jk ∼ Normal(αi−β−1i j qi jk, σ2i ), αi > 0, βi j > 0, σi > 0. (3.5)
That is, all events are identical at t = 0, but they each degrade at their own rates. Let di denote the
degradation data for Ci. We can construct a likelihood function using Equation (3.5):
Li(di |βi,αi,σi) =
vi
∏
j=1
zi j
∏
k=1
1
σi
φ
(
di jk−αi+β−1i j qi jk
σi
)
, (3.6)
where φ(·) is the probability density function of standard normal distribution.
To connect the degradation model with the lifetime distribution and reliability function, let τi be
the threshold of the degradation process. This event fails when the degradation quantity is less than τi.
Then we have
Ti j = inf{t ≥ 0 : αi−β−1i j t ≤ τi}= (αi− τi)βi j, αi > τi > 0. (3.7)
Suppose that we further assume that logβi j ∼ Normal(µi,ψ2i ). Then the lifetime of the event has
a Log-normal distribution. That is, logTi j ∼ Normal(µi + log(αi− τi), ψ2i ). As a result, the reliability
function at time t is
Ri(t |Θi) = 1−Φ
( log t−µi− log(αi− τi)
ψi
)
, Θi = (µi,ψi,αi,τi,σi),
where Φ(·) is the cumulative distribution function of standard normal distribution.
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For non-basic events, we first derive the induced lifetime distribution as described in Section 3.2.
If we further assume the same degradation model as Equation (3.5), the distribution of (αi− τi)βi j
in Equation (3.7) is determined for the non-basic event. In our Bayesian model, we must choose our
prior distribution for (αi, τi, βi j) such that the distribution of (αi− τi)βi j is the same as the induced
lifetime distribution for event Ci. One simple way to achieve this is to specify the following conditional
probability density distribution function for βi j in terms of the induced lifetime distribution fi(t |Θi):
gi(βi j |Θi) = (αi− τi) fi
[
βi j(αi− τi) |Θi
]
. (3.8)
This specification for βi j, along with any proper prior distributions for αi and τi, makes the distribution
of (αi− τi)βi j coincide with the induced lifetime distribution. Consequently the likelihood function for
a non-basic event according to the above model specification still has the form of Equation (3.6), but
with constraints on βi j from lower-level events.
3.2.4 Prior Information
Specifying prior distributions in a Bayesian context is also part of the modeling process. An advan-
tage of Bayesian methodology is that we can incorporate “non-data” information into our models; for
example, information from expert opinions, historical data, and from similar systems.
Initial specification of prior distributions for the parameters describing basic events follows standard
Bayesian practice. However, some thought must be given to the specification of prior distributions
for the degradation data. Suppose that we are working with the model Equation (3.5). Consider the
specification of the priors for the degradation quantity at time 0, αi and the threshold τi, both of which
are assumed to be positive. We consider two approaches.
A first approach, which is mentioned in Wilson et al. (2006), is to specify a Gamma prior distribution
on αi and then Beta distribution on τi/αi given αi. This approach is useful if we want to impose non-
informative priors on τi or on both αi and τi.
As an example, suppose that we specify the following Gamma prior distribution on αi and uniform
distribution on τi/αi given αi:
αi ∼ Gamma(ναi , ξαi), τi |αi ∼ Uniform[0, αi].
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(Note that our Gamma distribution has a parameterization such that the above specification for αi has
mean ναi ·ξαi .)
We may have detailed information about the threshold τi that leads us to specify an informative prior
for τi. This can be difficult to specify using the preceding approach. However, consider the following.
We specify an informative prior for τi and then a conditional prior distribution for αi given τi. An
example using Gamma distribution is given as follows:
τi ∼ Gamma(ντi , ξτi); (αi− τi) |τi ∼ Gamma(ναi−τi , ξαi−τi).
Specifying prior distributions for non-basic events requires additional thought. Recall that the re-
liability and lifetime of non-basic events are functions of the parameters of the basic events, and the
degradation model has constraints from lower level events. This implies that for non-basic events,
we need to specify prior distributions on functions of parameters. In addition, the prior distributions
specified on the parameters of basic events induce prior distributions on the reliability and lifetime of
non-basic events. Consequently, if we also have prior information about the reliability or lifetime of
non-basic events, we need a way to combine the information.
We use the Bayesian melding approach proposed in Poole and Raftery (2000). Suppose that we
have independent prior distributions on parameters θ and φ = M(θ), specified by q1(θ) and q2(φ)
respectively. M(·) is a deterministic function. The prior on θ induces an additional prior on φ = M(θ),
denoted by q∗1(φ).
Poole and Raftery (2000) proposes pooling q∗1(φ) and q2(φ) and then inverting the pooled prior
back to θ . Denote the inverted prior on θ by q˜(θ), with its formula given by
q˜(θ) ∝ q1(θ)
(
q2(M
(
θ)
)
q∗1
(
M(θ)
))1−α ,
where α is the pooling weight. The first issue is to reach an agreement on the prior of the vector (or
scalar) parameter φ , as we have two priors on it: the induced prior and an direct prior. More discussion
can be found in Poole and Raftery (2000) about the specific pooling method used (namely, logarithmic
pooling) on φ . In general, regardless of the order in which pooling and updating are executed, it can
be shown that the same posterior distribution is obtained. Here we have an additional order issue since
ultimately we need to invert the prior to θ . One approach is to pool priors on φ and then invert to
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θ ; the second is to invert first and then pool on θ . Here these two are equivalent. However, in more
complex settings, we need to pay attention to the order of pooling and inversion, and we need to check
the conditions for applying Bayesian melding.
In our system reliability setting, the reliability of a non-basic event at some time is a function of
parameters of lower level events. Using the above notation, we have initial priors of the basic events,
denoted by q1(θ), and initial priors on some reliability function of non-basic events, denoted by q2(φ).
Then q∗1(φ) is the prior induced by q1(θ) on the reliability function. And q˜(θ) is the final prior on
the parameters of basic events after melding. As a result, if we elicit the prior information on non-
basic events as prior on the reliability, we can use the Bayesian melding approach to combine prior
information given at the basic and non-basic events.
3.3 Three-Component Series System Scenarios
In this section, we apply the proposed methodology to analyze the three component system pictured
in Figure 3.1. The system is composed of three components, and the system works if and only if the
three components work. We denote the system by C0 and the three components by C1, C2, and C3.
Using the notation from Section 3.2, we have
R0(t |Θ0) = R1(t |Θ1) ·R2(t |Θ2) ·R3(t |Θ3), (3.9)
where Θ0 includes Θ1,Θ2,Θ3 and any other parameters involved in modeling the system. Note that by
assumption, all the reliability functions are differentiable with respect to t and their parameters.
We consider three scenarios for the system. Each scenario has the same information for the com-
ponents: pass/fail data for C1; lifetime data for C2; and degradation data for C3. The degradation data
for C3 are collected for 20 units that are measured one time each. The component data are given in
Table 3.1.
Scenario 1 has pass/fail data collected over time at the system, Scenario 2 has lifetime data at the
system, and Scenario 3 has degradation data at the system. The system data are given in Table 3.2. The
degradation data for the system are collected for five systems that are measured eight times each across
different ages.
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We first analyze the three scenarios when there is no prior information for the system. We then
introduce prior information for the system and use Bayesian melding to reanalyze Scenario 1.
Table 3.1: Pass/fail data for component 1 (number of passes out of total), lifetime time (years) data for
component 2, and degradation data for component 3. In the parenthesis is the age (years) when it is
tested or measured.
C1 25/25 (0), 25/25 (4), 25/25 (8), 24/25 (12), 22/25 (16), 23/25 (20), 20/25 (24), 14/25
(28), 9/25 (32), 7/25 (36), 3/25 (40)
C2 23.8, 45.49, 64.61, 38.77, 11.22, 58.25, 29.93, 51.56, 75.42, 43.85, 44.01, 26.47,
26.9, 45.03, 21.11, 72.81, 64.04, 86.37, 56.67, 51.86, 69.88, 26.49, 71.24, 52.7,
67.84
C3 93.61 (2), 95.80 (4), 80.59 (6), 83.79 (8), 80.25 (10), 54.60 (12), 70.20 (14), 58.06
(16), 38.63 (18), 26.18 (20), 87.93 (2), 85.44 (4), 86.31 (6), 71.48 (8), 70.73 (10),
57.85 (12), 60.43 (14), 70.45 (16), 40.88 (18), 51.15 (20)
Table 3.2: System data for the three scenarios: Pass/fail data (number of passes out of total) with ages
indicated in the parenthesis, lifetime time (years) data, and degradation data for five systems (every
consecutive eight are the measurements for each system at different ages showed in the parenthesis).
Pass/Fail 20/20 (0), 20/20 (2), 20/20 (4), 20/20 (6), 20/20 (10), 18/20 (15),
16/20 (20), 4/20 (30)
Lifetime 30.2, 36.55, 25.11, 39.35, 27.57, 25.91, 31.5, 29.24, 18.39, 16.65,
21.85, 24.88, 31.61, 18.74, 19.63, 28.98, 11.1, 21.66, 22.41, 26.04,
25.07, 23.48, 28.21, 25.21, 25.12, 27.76, 23.47, 23.51, 24.39, 21.93,
37.63, 20.32, 28.17, 24.66, 30.13, 21.42, 17.21, 19.98, 33.09, 16.04,
17.96, 19.57, 22.91, 25.69, 23.47, 16.91, 27.2, 27.23
Degradation 168.96 (2), 183.06 (4), 143.02 (8), 136.58 (12), 100.32 (16), 74.63
(20), 72.38 (24), 33.29 (28) 203.23 (2), 177.13 (4), 159.21 (8), 125.13
(12), 93.56 (16), 106.83 (20), 66.76 (24), 37.06 (28) 190.68 (2),
178.63 (4), 174.95 (8), 142.19 (12), 125.78 (16), 85.48 (20), 86.96
(24), 65.61 (28) 201.76 (2), 184.75 (4), 144.21 (8), 154.4 (12), 123.1
(16), 100.9 (20), 97.86 (24), 67.54 (28) 179.3 (2), 168.64 (4), 168.86
(8), 134.18 (12), 136.34 (16), 98.92 (20), 66.5 (24), 48.96 (28)
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3.3.1 Models
We use the logit model (Section 3.2.1) for C1, the Weibull lifetime distribution model (Section 3.2.2)
for C2, and the degradation model (Section 3.2.3) for C3. For the system (C0), the reliability function is
determined from the specifications for the components, as discussed in Section 3.2.
The three reliability functions for C1, C2, and C3 are given below.
R1(t |Θ1) = logit−1(θ1+η1t), Θ1 = (θ1,η1),
R2(t |Θ2) = exp
[
−
(
t
λ2
)δ2]
, Θ2 = (δ2,λ2),
R3(t |Θ3) = 1−Φ
( log t−µ3− log(α3− τ3)
ψ3
)
, Θ3 = (µ3,ψ3,α3,τ3,σ3).
Using Equation (3.9), the reliability function for the system is
R0(t |Θ0) = logit−1(θ1+η1t) · exp
[
−
(
t
λ2
)δ2]
·
[
1−Φ
( log t−µ3− log(α3− τ3)
ψ3
)]
. (3.10)
Let b1 denote the data for C1; t2 for C2; d3 for C3; b0, t0, and d0 for C0. Additionally, β3 = {β3 j :
j = 1, . . . ,v3}, β0 = {β0 j : j = 1, . . . ,v0}.
In Scenario 1, with pass/fail data at the system, Equation (3.10) specifies the probability of observing
a “pass” at time t. For example, we have observed 16 passes out of total 20 tests when t = 20. The
likelihood term for these 20 tests is given by(
20
16
)[
R0(20 |Θ0)
]16[1−R0(20 |Θ0)]4,
where R0(20 |Θ0) is given in Equation (3.10) with t = 20.
In Scenario 2, with lifetime data at the system, the probability density function for the system
lifetime distribution is determined by Equation (3.10). Following Equation (3.1), we have
f0(t |Θ0) =−dR0(t |Θ0)dt , (3.11)
where R0(t |Θ0) is given in Equation (3.10). Since the data in Table 3.2 are independent, we have
L0(t0 |Θ0) =
48
∏
j=1
f0(t0 j |Θ0),
where for example t01 = 30.2 and t02 = 36.55.
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In Scenario 3, with degradation data at the system, assume that we are modeling the data using the
degradation model from Section 3.2.3. Following Equation (3.6), we have the likelihood function:
L0(d0 |β0,α0,σ0) =
v0
∏
j=1
z0 j
∏
k=1
1
σ0
φ
(
d0 jk−α0+β−10 j q0 jk
σ0
)
,
where v0 = 5; z0 j = 8 for j = 1, . . . ,5. We specify the distribution for β0 j according to Equation (3.8).
That is,
g0(β0 |Θ0) = (α0− τ0) f0
[
β0(α0− τ0) |Θ0
]
,
where f0(· |Θ0) is given in Equation (3.11) such that the reliability function for the system still satisfies
Equation (3.9).
3.3.2 Prior Distributions
When specifying prior distributions, we have the parameters from the basic events: θ1, η1, δ2, λ2,
α3, τ3, ψ3, µ3, σ3. In Scenario 3, we also have α0, τ0, σ0. In real applications, these parameters are
elicited; for illustration, we use fairly diffuse priors for some parameters here. These priors are detailed
in Table 3.3. The priors for α3, τ3, α0, and τ0 follow the discussion in Section 3.2.4.
3.3.3 Joint Posterior Distribution
Let L1(b1 |Θ1) be the likelihood function for component 1 (from Equation (3.3)); L2(t2 |Θ2) be the
likelihood function for component 2 (from Equation (3.4)); and L3(d3 |Θ3) be the likelihood function
for component 3 (from Equation (3.6)). The likelihood function for the system L0 is given above.
By Bayes’ Theorem, we obtain the following unnormalized probability density functions for the joint
posterior distribution for the three scenarios.
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Table 3.3: Prior distributions
Parameters Prior distribution
θ1 Normal(0,1002)
η1 Normal(0,1002)
δ2 Gamma(1, 1) with mean 1
λ2 Log-normal(0,1002)
α3 Gamma(4, 30) with mean 120
τ3 τ3 |α3 ∼ Uniform[0, α3]
µ3 Normal(0,102)
ψ3 Gamma(4,0.2) with mean 0.8
σ3 Gamma(4,2.5) with mean 10
σ0 Gamma(4,3) with mean 12
τ0 Gamma(100, 0.5) with mean 50
α0
(
α0− τ0
) |τ0 ∼ Gamma(150, 1)
The unnormalized joint posterior probability density function for Scenario 1 is given by
pi(Θ0,β3 |b1, t2,d3,b0)
∝ L1(b1 |Θ1)L2(t2 |Θ2)L3(d3 |β3,Θ3)L0(b0 |Θ0)
·
v3
∏
j=1
β−13 j φ
[
(logβ3 j−µ3)/ψ3
]
(3.12)
·φ(θ1/100) ·φ(η1/100) · exp(−δ2) ·λ−12 φ(logλ2/100) ·φ(µ3/10)
·α33 exp(−α3/30) · I(α3 > τ3 ≥ 0) ·ψ33 exp(−ψ3/0.2) ·σ33 exp(−σ3/2.5)
The unnormalized joint posterior probability density function for Scenario 2 is given by
pi(Θ0,β3 |b1, t2,d3, t0)
∝ L1(b1 |Θ1)L2(t2 |Θ2)L3(d3 |β3,Θ3)L0(t0 |Θ0)
·
v3
∏
j=1
β−13 j φ
[
(logβ3 j−µ3)/ψ3
]
(3.13)
·φ(θ1/100) ·φ(η1/100) · exp(−δ2) ·λ−12 φ(logλ2/100) ·φ(µ3/10)
·α33 exp(−α3/30) · I(α3 > τ3 ≥ 0) ·ψ33 exp(−ψ3/0.2) ·σ33 exp(−σ3/2.5)
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The unnormalized joint posterior probability density function for Scenario 3 is given by
pi(Θ0,β3,β0 |b1, t2,d3,d0)
∝ L1(b1 |Θ1)L2(t2 |Θ2)L3(d3 |β3,Θ3)L0(d0 |β0,Θ0)
·
v3
∏
j=1
β−13 j φ
[
(logβ3 j−µ3)/ψ3
] · v0∏
j=1
g0(β0 j |Θ0) (3.14)
·φ(θ1/100) ·φ(η1/100) · exp(−δ2) ·λ−12 φ(logλ2/100) ·φ(µ3/10)
·α33 exp(−α3/30) · I(α3 > τ3 ≥ 0) ·ψ33 exp(−ψ3/0.2) ·σ33 exp(−σ3/2.5)
· (α0− τ0)149 exp(−(α0− τ0)) · τ990 exp(−τ0/0.5)
·σ30 exp(−σ0/3) .
3.3.4 Model Estimation and Estimated Reliabilities
We can use MCMC to draw samples from the unnormalized joint posterior distributions. In par-
ticular, we used a one-variable-at-a-time random walk Metropolis algorithm to draw samples from the
posterior distributions specified in Equation (3.12), Equation (3.13), and Equation (3.14).
The marginal posterior distributions of the parameters are summarized in Table 3.4 (Scenario 1),
Table 3.5 (Scenario 2), and Table 3.6 (Scenario 3).
Table 3.4: Empirical mean, median, 2.5% and 97.5% quantiles, and standard deviation for each variable
for Scenario 1
Mean 50% 2.5% 97.5% SD
θ1 6.240 6.205 5.034 7.651 0.669
η1 -0.208 -0.207 -0.256 -0.167 0.023
δ2 2.68 2.66 2.01 3.51 0.38
λ2 55.7 55.4 47.8 64.9 4.3
µ3 -0.928 -0.943 -1.183 -0.589 0.151
α3 97.8 97.9 90.7 104.4 3.4
τ3 17.1 16.6 1.1 37.2 9.9
ψ3 0.274 0.264 0.138 0.466 0.084
σ3 5.55 5.33 2.66 9.71 1.81
40
Table 3.5: Empirical mean, median, 2.5% and 97.5% quantiles, and standard deviation for each variable
for Scenario 2
Mean 50% 2.5% 97.5% SD
θ1 6.299 6.271 5.066 7.694 0.669
η1 -0.210 -0.209 -0.258 -0.167 0.023
δ2 2.79 2.77 2.09 3.61 0.38
λ2 56.3 56.0 48.6 65.3 4.2
µ3 -0.963 -0.971 -1.206 -0.674 0.135
α3 98.4 98.4 91.9 104.9 3.3
τ3 22.0 22.4 3.7 38.3 8.9
ψ3 0.265 0.259 0.182 0.381 0.051
σ3 5.43 5.21 2.66 9.48 1.75
τ3
α3 0.225 0.228 0.037 0.404 0.094
Table 3.6: Empirical mean, median, 2.5% and 97.5% quantiles, and standard deviation for each variable
for Scenario 3
Mean 50% 2.5% 97.5% SD
θ1 6.168 6.135 4.806 7.722 0.744
η1 -0.205 -0.204 -0.258 -0.159 0.025
δ2 2.67 2.65 1.90 3.55 0.42
λ2 55.7 55.6 47.4 65.2 4.4
µ3 -0.932 -0.947 -1.182 -0.590 0.151
α3 97.9 97.9 90.7 104.6 3.4
τ3 14.2 12.9 0.7 35.6 9.6
ψ3 0.244 0.233 0.107 0.448 0.087
σ3 5.80 5.59 2.81 10.01 1.86
α0 199.7 199.7 193.4 205.9 3.2
τ0 50.9 50.8 42.3 60.1 4.6
σ0 10.92 10.79 8.69 13.86 1.32
Perhaps more interesting, we can obtain the posterior distributions of the reliability functions for
both the components and the system from the samples from posterior distributions. Plots for the func-
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tions with respect to time t along with a credible interval band are presented in Figure 3.3 (Scenario 1),
Figure 3.4 (Scenario 2), and Figure 3.5 (Scenario 3). Note that the estimation of the reliability function
of C3 is not as accurate as those for C1 and C2. The main reason is that we do not have much informa-
tion about α3 and τ3 in the degradation model for C3. Recall that a failure occurs when the degradation
quantity passes the threshold. Here we have noninformative prior for the threshold τ3, so the degrada-
tion data do not give much information about the reliability. Since we perform inference on the system
as a whole, the information from the system contributes to the estimation of C3; otherwise, we would
not have information about the component reliability. Our methodology takes advantage of information
at all levels to estimate the system reliability, but also it helps to estimate component reliability using
data from the whole system.
Figure 3.3: Reliability distributions as a function of time for Scenario 1. Component 1: pass/fail data;
Component 2: life time data; Component 3, degradation data; The full system: pass/fail data.
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Figure 3.4: Reliability distributions as a function of time for Scenario 2. Component 1: pass/fail data;
Component 2: life time data; Component 3: degradation data; The full system: lifetime data.
Figure 3.5: Reliability distributions as a function of time for Scenario 3. Component 1: pass/fail data;
Component 2: life time data; Component 3: degradation data; The full system: degradation data.
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3.3.5 Incorporating Prior Information about the System
In the above analyses, we have not incorporated any additional prior information about the system.
Suppose we have additional independent prior information for the system, and we believe the system
reliability at age of 20 years, R0(t = 20 |Θ0), has a Beta(4,2) distribution. From Equation (3.10), the
system reliability R0(t = 20 |Θ0) is a deterministic function of parameters of the three components.
Consequently the prior on Θ0 induces a prior on R0(t = 20 |Θ0). Specifically, let q1(θ) denote the prior
in Equation (3.12):
q1(θ) ∝φ(θ1/100) ·φ(η1/100) · exp(−δ2) ·λ−12 φ(logλ2/100) ·φ(µ3/10)
·α33 exp(−α3/30) · I(α3 > τ3 ≥ 0) ·ψ33 exp(−ψ3/0.2) ·σ33 exp(−σ3/2.5) . (3.15)
q∗1(M(θ)) is the prior distribution on M(θ) induced by the specification of Equation (3.15). q2[M(θ) =
R0(t = 20 |θ)] is the density function of the Beta(4,2) distribution.
In Figure 3.6, we plot the induced prior q∗1(M(θ)); the initial prior on M(θ), q2(M(θ)); and the
pooling of q∗1(M(θ)) and q2(M(θ)). Inverting the pooled prior on M(θ) to prior on θ gives the final
Bayesian melding prior. We use the melded prior as in Equation (3.12) with pooling weight α being
0.5 instead to perform our posterior inference.
When executing the analyses, the induced prior often needs to be estimated numerically using, for
example, kernel methods, since the deterministic function is complex. The MCMC can then be carried
out with the updated posterior distribution. Notice that the induced prior is time-consuming to compute,
and since its computation is required in every evaluation of the posterior distribution, the overall MCMC
procedure can be quite slow.
We have employed two approximations to ease this computational burden. First, we can approxi-
mate the induced prior distribution using a parametric form. For example, we can find a Beta distribu-
tion (or mixture of Beta distributions) to approximate the induced prior on system reliability. A second
approach is to first evaluate the induced prior at multiple points (say 107 points). We can then use a
“table lookup”, which returns the density of the closest point to approximate the induced prior. This
is the approach we used in our computations. The estimation results are presented in Table 3.7 and
Figure 3.7.
44
Figure 3.6: Bayesian melding priors (density functions) of priors on the system reliability when t = 20.
The solid line represents the prior induced from the prior specified on the basic events; the dashed line
Beta(4,2); the dotted line the pooled prior.
Table 3.7: Empirical mean, median, 2.5% and 97.5% quantiles, and standard deviation for each variable
for Scenario 1 with Bayesian melding
Mean 50% 2.5% 97.5% SD
θ1 6.214 6.178 5.018 7.618 0.666
η1 -0.207 -0.206 -0.255 -0.165 0.022
δ2 2.76 2.73 2.05 3.63 0.40
λ2 55.6 55.4 47.9 64.5 4.2
µ3 -0.928 -0.942 -1.184 -0.588 0.151
α3 97.8 97.8 90.8 104.3 3.4
τ3 17.6 17.2 1.1 37.7 10.0
ψ3 0.278 0.268 0.141 0.468 0.083
σ3 5.51 5.29 2.62 9.64 1.80
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Figure 3.7: Reliability distributions as a function of time for Scenario 1 with Bayesian melding. Com-
ponent 1: pass/fail data; Component 2: life time data; Component 3, degradation data; The full system:
pass/fail data.
3.4 Extension and Discussion
In this chapter, we propose a unified methodology to estimate system reliability for multi-components
complex system with different types of information. This methodology uses the relationships among
reliability functions between a system and its components to combine models at different levels into one
model. The model for the system is developed in a consistent and compatible way so that it naturally
eliminates the aggregation errors. As a result, all the data and information are used to assess the system
and component reliabilities.
A real system might be more complex than the example system in Figure 3.1. Consider, for instance,
the system in Figure 2.4 analyzed in previous chapter among others (for example, Hamada et al. 2004;
Graves et al. 2007). As the system complexity increases, finding the reliability function of a non-basic
event in terms of basic events also is more complex. For systems represented as fault trees, techniques
using structure functions and path or cut sets are helpful in finding the reliability functions. These
algorithms are implemented in a variety of software packages; details of the methodology can be found
in Rausand and Høyland (2004).
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In addition, we may need more complex models for the data. For example, we might have depen-
dence between basic events, which we could model using bivariate lifetime distributions, or different
forms of degradation models.
The methodology can be easily extended to handle system with other features. For example, we
can easily extend the approach to deal with censored lifetime data. In this case, we just need to replace
fi(ti j |Θi) in the likelihood function of Equation (3.4) by the corresponding forms given in Table 2.1 on
page 10.
A second important extension is the application of the methodology to systems represented as gener-
alizations of the fault tree. For example, consider the Bayesian networks in Figure 3.8. Using Ci = 0 (1)
to denote that component i is working (not working), the relationships given in Equation (3.16) describ-
ing the dependence among the components are used to fully specify the Bayesian network.
Figure 3.8: Bayesian network generalization of the example system
Pr(C0 = 1 |C1 = 1,C2 = 1,C3 = 1) = 0.9,
Pr(C0 = 1 |C1 = 0,C2 = 1,C3 = 1) = 0.4,
Pr(C0 = 1 |C1 = 1,C2 = 0,C3 = 1) = 0.3,
Pr(C0 = 1 |C1 = 1,C2 = 1,C3 = 0) = 0.5, (3.16)
Pr(C0 = 1 |C1 = 0,C2 = 0,C3 = 1) = 0.1,
Pr(C0 = 1 |C1 = 1,C2 = 0,C3 = 0) = 0.05,
Pr(C0 = 1 |C1 = 0,C2 = 1,C3 = 0) = 0.25,
Pr(C0 = 1 |C1 = 0,C2 = 0,C3 = 0) = 0.
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For this generalized system, the relationships between reliability functions become more compli-
cated. With the parameters suppressed for this BN, R0(t) is expressed as
R0(t) = 0.9R1(t)R2(t)R3(t)+0.4
(
1−R1(t)
)
R2(t)R3(t)
+0.3R1(t)
(
1−R2(t)
)
R3(t)+0.5R1(t)R2(t)
(
1−R3(t)
)
+0.1
(
1−R1(t)
)(
1−R2(t)
)
R3(t)+0.05R1(t)
(
1−R2(t)
)(
1−R3(t)
)
+0.25
(
1−R1(t)
)
R2(t)
(
1−R3(t)
)
.
Then all the procedures for estimating the reliabilities for the system in fault tree qualification can be
applied to this system with dependent components by updating the reliability function for the system.
In general, we can apply our methodology to any data structure as long as we can build up models
for non-basic events from the relationships among the reliability functions of the basic events. As the
systems become more complicated, it may be difficult to explicitly perform the differentiation required
to determine the probability density function for, say, lifetime data. We can then employ numerical
differentiation instead of writing down the explicit analytical form of the probability density function.
In summary, we have proposed a fully Bayesian methodology to estimate system reliability. The
methodology provides a flexible and extensible approach to take advantage all available information
arising from different levels. Further work could consider other specific models for different types of
data; for example, other models for degradation data.
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CHAPTER 4. BAYESIAN NONPARAMETRIC MODELS FOR COMMUNITY
DETECTION
4.1 Introduction
Many systems and organizations can be represented by graphs (networks), which are useful for
studying social and scientific problems. In a network, we use nodes and edges to model entities and
relationships respectively. In real networks, the nodes could be people, families, organizations, etc.,
and their relationships become edges. A social network is a typical and interesting example, in which
every individual is a node and there is an edge between two nodes if they are related, for instance, by
friendship. Newman (2003) classifies networks roughly into technological networks, social networks,
biological networks, and information networks. Because of the ubiquity of networks, research on net-
works has been active from many different perspectives.
Formally, a simple network or graph G is composed of a vertex (i.e., node) set V and an edge set E.
For a network with n nodes, using 1, . . . ,n to label the nodes, we have
G = (V,E),
where V = {1,2, . . . ,n} and E = {(i, j) : i ∈ V, j ∈ V}. Figure 4.1(a) gives a very simple network that
has 12 nodes.
Note that a network can be more complex than defined above. For example, we can associate
attributes with node i and edge (i, j). In this chapter, we only focus on simple networks. In a simple
network, the nodes have no attribute and the edges do not have directions or weights.
An interesting phenomenon exhibited by many networks is that the vertices can be partitioned into
what are often called communities such that the connection is stronger within communities than be-
tween communities. For example, Figure 4.1(b) presents a network composed of three communities. A
real example is the well-known karate club network, depicted in Figure 4.2, first observed by Zachary
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(a) A simple network example (b) Example network reorganized
Figure 4.1: An illustration of community detection
Figure 4.2: Well-known Zachary karate club network. (Two different shapes indicate the two commu-
nities identified by Zachary (1977).)
(1977). This network is composed of 34 nodes, the members of a karate club in the United States.
Zachary (1977) observed that a conflict between the club president and its instructor caused the club to
be split into two communities, which supported the president and the instructor respectively.
However, in most cases, we do not know the community structure for a particular network. Even
in the above simple example, the community structure is not obvious in Figure 4.1(a) if we do not
reorganize the nodes as in Figure 4.1(b). Therefore, an important goal of studying networks is to develop
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approaches to identify communities. These methods use only data about the presence and absence of
edges to find communities. The goal of this chapter is to develop statistical models and methods for
community detection. Those networks with known community structure, such as the karate club data
set, become benchmarks for studying community detection algorithms (for instance, in Girvan and
Newman 2002; Donetti and Mun˜oz 2004).
Community detection has been mainly studied in computer science and physics (for example, Gir-
van and Newman 2002; Hofman and Wiggins 2008; Lancichinetti et al. 2008; Leskovec et al. 2008),
with a few papers taking a statistical point of view (for instance, Hofman and Wiggins 2008). Let X be
the adjacency matrix of network G . That is,
Xi j =
1 if there is an edge between node i and node j,0 otherwise.
Since we only consider community detection on undirected networks, the adjacency matrix is symmet-
ric. Further, we do not allow any edge from a node to itself, which implies that the diagonal elements of
X are zeros. The data for our problem are those elements of the adjacency matrix above the diagonal.
Community detection, as illustrated in Figure 4.1, tends to be very challenging as the number of
nodes increases. Most approaches and algorithms proposed in the literature for community detection
only give point estimates of communities. What is more, these methods are not able to address how
good an approach is for a particular network. As we know, there is always uncertainty associated
with estimated results. These deficiencies in community detection approaches in the literature suggest
statistical models and methods.
We propose a series of Bayesian nonparametric statistical models to better characterizing real net-
works and conducting community detection. These models employ Bayesian nonparametric models
such as the Chinese restaurant process (CRP) and the Dirichlet process (DP) so that we do not need to
specify the number of communities a priori. We can execute Markov chain Monte Carlo (MCMC) for
these models so that we can take advantage of the posterior samples to do hypothesis tests and assess
statistical significance, which are not available in most of the approaches proposed in the literature.
We motivate our models by fitting an initial statistical model to a well-known data set: the network
of NCAA American football games between Division I-A colleges during the regular season of Fall
2000, compiled by Girvan and Newman (2002). This data set is presented in Figure 4.3. To apply
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community detection techniques, we pretend that we know only the 613 games (edges) between the
115 teams and use edge information to infer which teams form communities.
Hofman and Wiggins (2008) fits a statistical model to this football data set. However, the model
they propose is not able to capture all characteristics of the truth, resulting in some discrepancy between
estimated results and the truth. We first propose an initial model, which has the same data model condi-
tional on a partition as Hofman and Wiggins (2008). However, in our initial model, we fundamentally
change the partition model and estimation techniques. For one thing, considering the partition as a
parameter, we use the CRP to model the partition. Second, we conduct a fully Bayesian estimation
approach (MCMC simulation) to estimate the initial model.
Figure 4.3: NCAA Division I-A football network data. (There are a total of 115 teams and 613 games
in the regular season of Fall 2000.)
Comparing the analysis results from the initial model with the truth, we notice deficiencies in this
initial model. To overcome problems with the initial model, we extend the initial models from two
perspectives — the partition model and the model of edge presence/absence probabilities. Using these
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more flexible models, we are able to capture additional characteristics of the football data. What is more
important, these models also shed lights on community detection for other networks.
The remainder of the chapter is organized as follows. In Section 4.2, we propose an initial model
for community detection and point out where this model does not capture the truth. We propose a new
partition model in Section 4.3 and more flexible models for edge presence in Section 4.4. In Section 4.5,
we discuss model selection issues and goodness-of-fit. In Section 4.6, we discuss extensions and future
research directions. In the dissertation appendices, we give a summary of several results related to the
CRP and the DP. We also provide details of the MCMC algorithms.
4.2 An Initial Model for Community Detection
4.2.1 Partitions as Parameters
Mathematically, the goal of community detection is to partition the node set V into non-overlapping
and non-empty node sets. That is, we are looking for K (not specified) communities, denoted by V1, V2,
. . . , and VK , such that
Vi 6= /0 for i = 1, . . . ,K; Vi∩Vj = /0 for i 6= j; and ∪Kj=1 Vj =V.
For brevity, we denote a specific way to partition V by pi and we call it a partition. To avoid ambiguity,
we do not use partition to mean a subset of V , which we instead call a community.
Besides the above representation of pi by Vk (k = 1, . . . ,K), we could also first label nodes in com-
munity Vk as k and then use the labels as a representation of pi . That is, one way to partition a network
could be represented by (c1,c2, . . . ,cn), where ci ∈ {1,2, . . . ,K}, i = 1,2, . . . ,n. As sometimes one of
the above two notations for partitions is more convenient than the other, we employ both.
An important concept in our modeling is that we consider partition as a parameter. For a network of
n nodes, there are B(n) number of partitions in total, which means the cardinality of the partitions space
for pi is B(n). Identifying communities in a network, therefore, is equivalent to estimating the parameter
pi . The number of possible partitions for a network of n nodes is the Bell number B(n), which grows
faster than exponentially for a graph size n (see Fortunato 2010, page 13). Unless there are only a few
nodes, the total partition space grows very rapidly. From this perspective, we can also appreciate the
difficulty of this problem due to the enormous number of partitions for n nodes.
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If we take the partition as a parameter, we must consider how to specify a distribution over partitions.
If the number of communities is fixed, i.e., the partition space is restricted to a subset of the whole
partition space, the distribution on partitions is often implied by specifying a distribution on the labels
for nodes forming the fixed number of possibilities. This is the approach used in Hofman and Wiggins
(2008). Instead of fixing the number of partitions a priori, we propose to use the Chinese restaurant
process (CRP) to specify a distribution for partition pi on the whole partition space.
4.2.2 Chinese Restaurant Process
The Chinese restaurant process (CRP) (Pitman 2006) characterizes a random partition obtained
from a sequence of “customers” sitting at tables in a restaurant. Using a Chinese restaurant with an
infinite number of tables as an analogy, customers come and sit according to the following mechanism.
The first customer sits at the first table. After n customers have been seated, the (n+1)th customer sits
at those tables that have been occupied or at a new table probabilistically. The probabilities for which
table is chosen by the (n+1)th customer are given byPr(table k |previous n customers) =
nk
α+n ,
Pr(new table |previous n customers) = αα+n ,
(4.1)
where nk is the number of customers sitting at table k. After all customers have been seated, customers
at the same table form a community, and thus a partition is constructed. For example, Figure 4.4 gives an
example of 10 nodes seated at three tables (not determined a priori) according to probabilities defined
in Equation (4.1) with α = 1. In this example, the next customer (11th) would sit at the first, the second,
the third, or a new table with probabilities 5/11, 1/11, 4/11, 1/11 respectively.
For n nodes, the Chinese restaurant process specifies a probability for each partition. We denote the
partition distribution by
pi ∼ CRP(α),
in which we omit the number of nodes n. In particular, using labels for all nodes to denote a partition,
the probability is given by
Pr
(
pi = (c1,c2, . . . ,cn)
)
=
αK−1∏Kk=1(nk−1)!
[1+α]n−1
,
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Figure 4.4: A partition drawn from CRP(α = 1)
where K is the number of tables occupied, nk is the number of customers at table k, and [1+α]n−1 =
∏n−1i=1 (α+ i).
4.2.3 An Initial Statistical Model for Community Detection
In the Erdo˝s Re´nyi model of random graphs, the presence of edges has independent and identically
distributed (IID) Bernoulli distributions. In terms of the adjacency matrix, we have
Xi j
IID∼ Bernoulli(p), 1≤ i < j ≤ n, p ∈ (0,1).
Generating a random graph of n nodes from the Erdo˝s Re´nyi model is described as follows. For every
pair of nodes, we generate a random sample for Xi j from a Bernoulli distribution with parameter p, that
is Pr
{
Xi j = 1
}
= p and Pr
{
Xi j = 0
}
= 1− p. If Xi j = 1, there is an edge between node i and node j;
otherwise, there is not. A randomly generated graph from this procedure has no community structure in
the sense that the probabilities of edge presence between any two nodes are equal. Therefore naturally,
if we want to extend the Erdo˝s Re´nyi model to a random graph model that has community structure, we
need to change the probabilities of edge presence.
From a model perspective or data generation process, suppose we know a partition for the nodes
determined by some mechanism, for example the Chinese restaurant process, before generating edges.
Given a partition from the CRP, we let the probabilities of edge presence depend on the given community
structure and assume the edge presence for all pairs of nodes are independent (IND). Intuitively, if node
i and node j belong to the same community, the probability of edge presence is pin; otherwise, it is pout
(< pin). We let pout be smaller than pin to reflect the idea of stronger connections inside communities
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and weaker connections between different communities. From this perspective, we can test whether
there is community structure in a network by testing hypothesis H0: pin = pout under this model.
Let pi ≡ (c1,c2, . . . ,cn) denote a partition for a network composed of n nodes. Our model of the
sampling distribution is given by
Xi j | pin, pout,c1, . . . ,cn IND∼ Bernoulli(pi j), 1≤ i < j ≤ n, (4.2)
pi ∼ CRP(α), α > 0, (4.3)
where 0 < pout < pin < 1 and pi j = pin1[ci=c j] + pout1[ci 6=c j].
The data model in Equation (4.2) is the same as in Hofman and Wiggins (2008). However, our
partition model is fundamentally different. In Hofman and Wiggins (2008), the partition model, con-
ditional on the number of communities K, is implied from a multinomial distribution, and K is given
an improper prior. Further, we develop an MCMC algorithm for this initial model and conduct a fully
Bayesian analysis, which is different from Hofman and Wiggins (2008), in which an approximation
algorithm is used to obtain the maximum a posteriori (MAP) estimator, the posterior mode.
For this initial model, we specify the following priors for pin, pout, and α . The prior for α in the
CRP is a Gamma distribution, typical for a positive parameter. For (pin, pout), we first specify pin ∼
Beta(ai,bi), pout ∼ Beta(ao,bo), and restrict the joint distribution of (pin, pout) to 0 < pout < pin < 1. In
summary,
α ∼ Gamma(aα ,bα),
(pin, pout)∼ Beta(ai,bi) ·Beta(ao,bo) ·1[pin>pout].
The posterior distribution for pin, pout, α , and pi ≡ (c1,c2, . . . ,cn) therefore is derived as (propor-
tionally)
f (pi, pin, pout,α |X) ∝
(
n−1
∏
i=1
n
∏
j=i+1
f (Xi j | pin, pout,ci,c j)
)
·
f (pi |α) · f (pin, pout |ai,bi,ao,bo) · f (α |aα ,bα), (4.4)
where f is a generic function. In particular, we use the following parameterization for the Gamma
distribution:
f (α |aα ,bα) = b
aα
α
Γ(aα)
αaα−1 exp(−bαα), α > 0, aα > 0, bα > 0.
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4.2.4 MCMC Algorithm for the Initial Model
It appears that we only have four parameters, pin, pout, α , and pi , for the posterior distribution of
the initial model in Equation (4.4). Consequently, a typical MCMC algorithm might be constructed. It
is easy to figure out the full conditionals for pin, pout, and α . But for pi , due to its inherent complexity,
we do not know immediately how to update pi using a Gibbs sampling algorithm or how to specify a
proposal distribution if we use a Metropolis-Hastings (MH) algorithm.
To address this difficulty, we propose to update the label of each node conditional on all other
labels and other parameters. As a result, we still call this algorithm a Gibbs sampling algorithm. In
every iteration of the MCMC algorithm, we draw samples conditional on the last iteration and current
updates. Similarly, the proposed Gibbs sampling algorithm is presented in terms of how to do the
updating in every iteration.
Again, we use labels to denote partition, i.e., pi ≡ (c1,c2, . . . ,cn) and c−i to denote all labels but
node i. In detail, every iteration of this Gibbs algorithm is executed as follows.
First we update pin given pout, α , and pi . From Equation (4.4), we know that
f (pin | pout,α,pi) ∝ pinnin(1− pin)Nin−nin pinai−1(1− pin)bi−11[pin>pout],
where nin = ∑n−1i=1 ∑
n
j=i+1 Xi j1[ci=c j] (that is, the total number of edges within all communities) and
Nin = ∑n−1i=1 ∑
n
j=i+11[ci=c j] (the total number of pairs of nodes within all communities).
Thus conditionally, we draw a sample for pin from a truncated Beta distribution,
pin | pout,pi,α ∼ Beta(nin+ai,Nin−nin+bi)1[pin>pout].
Second, we update pout in a way similar to pin. In particular, we draw pout conditionally from
pout | pin,pi,α ∼ Beta(nout+ao,Nout−nout+bo)1[pout<pin],
where nout = ∑n−1i=1 ∑
n
j=i+1 Xi j1[ci 6=c j], and Nout = ∑
n−1
i=1 ∑
n
j=i+11[ci 6=c j].
Third, we update the node labels one at a time in order to update the partition, i.e., update ci | pin, pout,α,c−i
for i= 1, . . . ,n. In detail, when updating the label for node i, we let {sk : k = 1, . . . ,K−i} denotes the K−i
distinct elements of c−i, nk =∑nj=1, j 6=i1[c j=sk], and let s∗ be a new label that is not in {sk : k= 1, . . . ,K−i}.
Then we choose a new label for node i from the candidate set {sk : k = 1, . . . ,K−i}∪{s∗}. To derive the
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probabilities of updating the label of node i to a candidate label, we can first factor the likelihood into
items related to node i and those not related. Then taking advantage of the exchangeability of the CRP
and its prediction rule in Equation (4.1), we update the label of node i to one candidate according to the
following probabilities
Pr(ci = z |c−i, pin, pout,α) ∝
(
K−i
∑
k=1
nk1[z=sk]+α1[z=s∗]
)
·
n
∏
j=1, j 6=i
f (Xi j | pin, pout,ci = z,c j),
for z = s1, . . . ,sK−i ,s∗ respectively.
Last, we update α given pin, pout, and pi using an auxiliary variable approach introduced by Escobar
and West (1995). In detail, we find from Equation (4.4) that the full conditional distribution for α is
f (α | pin, pout,pi) ∝ α
K−1∏Ki=1(ni−1)!
[1+α]n−1
baαα
Γ(aα)
αaα−1 exp(−bαα)
∝
αK−1
[1+α]n−1
αaα−1 exp(−bαα), (4.5)
where [1+α]n−1 =∏n−1i=1 (α+ i). So the full conditional for α depends only on K (how many commu-
nities there are in the current iteration), and its prior specification. To draw a sample for α from the
distribution specified by Equation (4.5), we first draw a sample for auxiliary variable Z from
Z |α,K ∼ Beta(α+1,n).
Then we draw a sample for α from a mixture of two Gamma distributions specified as
α |Z,K ∼ w1Gamma(aα +K,bα − logZ)+(1−w1)Gamma(aα +K−1,bα − logZ),
where w1/(1−w1) = (aα +K−1)/(n(b− logZ)).
In Appendix B.1, we prove that the proposed algorithm provides a Markov chain that converges to
the posterior distribution. We illustrate the MCMC on a simulated example in the next section.
4.2.5 An Illustrative Example
To illustrate the above statistical model for networks that incorporate community structure, we
first simulate a simple network and then use the presence and absence of edges to recover community
structure by estimating model parameters. Figure 4.5 presents a simulated example network that has 22
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nodes. We first simulate a partition from CRP(α = 1), and then given the partition, we use pin = 0.6
and pout = 0.1 to simulate edge presence using the Bernoulli distribution for each pair of nodes.
Figure 4.5: An example network of 22 nodes generated from the initial model with true pin = 0.6,
pout = 0.1, α = 1
If we pretend that we only know the edge presence and absence for the network in Figure 4.5, we
can apply the above Bayesian model to estimate model parameters as well as identify communities. For
prior specification, we use ai = 2, bi = 1, ao = 1, bo = 2, aα = 1, and bα = 1. In the implementation
of the Gibbs algorithm, we apply the Gelman-Rubin (Gelman and Rubin 1992) test to multiple chains
to assess convergence to the same stationary distribution. We also consider the Raftery-Lewis (Raftery
and Lewis 1992) diagnostic to obtain the required chain length for quantitative parameters, which means
that we do not have any diagnostic methods on the partition parameter, since we do not have a metric
defined for partitions. The final chain used to do the estimation has 100,000 iterations, and we use
burn-in length 1,000.
We first look at the posterior distribution of α , pin, pout given in Figure 4.6. A summary of the
mean, median, and credible intervals of the posterior distribution for the model parameters is given in
Table 4.1. From the posterior summary, we see that the model does estimate pin, pout, and α correctly.
We also have a posterior distribution for the partition parameter pi , although it is represented by
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Figure 4.6: Marginal posterior distributions of pin, pout, and α for the 22 nodes example
Table 4.1: Empirical mean, median, 2.5% and 97.5% quantiles, and standard deviation of parameters
pin, pout, and α for the 22 nodes example
Mean 50% 2.5% 97.5% SD Truth
pin 0.607 0.608 0.499 0.71 0.054 0.6
pout 0.099 0.098 0.055 0.156 0.026 0.1
α 0.948 0.814 0.176 2.497 0.61 1
nodes labels. However, it is difficult to obtain a point estimate of the partition as the community detec-
tion result in terms of posterior mean or median. In Bayesian framework, obtaining a specific estimator
can be put in a decision theory framework. For example, the posterior mean is the estimator that mini-
mizes the posterior expected loss, the expectation of squared loss function with respect to the posterior
distribution. The question of how to obtain a point estimate of the partition becomes a question of how
to define a loss function. We consider the loss function used in Lau and Green (2007), which is based
on pairwise coincidences (whether pairs of nodes are in a community or not) and defined as follows.
L(pi, pˆi) = ∑
(i, j)∈M
(
a1[ci=c j] ·1[cˆi 6=cˆ j] +b1[ci 6=c j] ·1[cˆi=cˆ j]
)
, (4.6)
whereM ≡ {(i, j) : i < j; i, j ∈ {1,2, . . . ,n}}, a > 0, and b > 0. An estimate pˆi results in loss a if two
nodes are estimated not to be in the same community while they are in reality; and incurs loss b vice
versa. Then the posterior expected loss is
E
(
L(pi, pˆi) |X)= ∑
(i, j)∈M
(
aPr
{
ci = c j |X
} ·1[cˆi 6=cˆ j] +bPr{ci 6= c j |X} ·1[cˆi=cˆ j]). (4.7)
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As indicated in Lau and Green (2007), minimizing Equation (4.7) is equivalent to maximizing
∑
(i, j)∈M
1[cˆi=cˆ j]
(
Pr
{
ci = c j |X
}− b
a+b
)
. (4.8)
In our implementation, we simply let a = b. After posterior samples have been drawn from the
posterior distribution, we first estimate
Pr
{
ci = c j |X
}
, for all (i, j) ∈M .
Then we can locate the iteration that maximizes Equation (4.8), which serves as an estimate of partition.
Note here that an estimate pˆi as a community detection result is an approximation in that we can only
find it among the posterior samples. For this 22 nodes example network, the communities identified by
applying the above decision theory approach are exactly the true three communities.
4.2.6 Fitting the Football Data
For the football data given in Figure 4.3, we fit the above model with ai = 2, bi = 1, ao = 1, bo = 2,
aα = 1, and bα = 1 in the prior specification. Here, we focus on the communities detected by this model.
After we apply the above Gibbs algorithm for the football data, we obtain a community detection result
from the posterior samples using the Lau and Green (2007) loss function as in the preceding section.
The results for the football data are presented in Figure 4.7.
We first compare the results from our initial model with those in Hofman and Wiggins (2008). In
fact, there is only one difference, in the community for node 43. In Hofman and Wiggins (2008), node
43 is estimated to be in the Mid-American conference, i.e., in the same conference with node 13, 15, etc.
In our estimate, node 43 does not belong to any community at all, forming a single-node community.
When compared with the truth, both models have problems with identifying the independent teams.
The independent teams in the NCAA football do not belong to any conference. If we consider these
independent teams as one community, the initial model definitely would not capture their characteristics,
as only one game was played between independent teams, as shown in Figure 4.3. As a result, it does
not make sense to consider them as a community, as there do not seem to be more connections between
the independent teams than between the independent teams and teams in conferences.
The phenomenon of independent teams in the football data is not an uncommon behavior in net-
works. First, it is understandable that some nodes do not belong to any community. In addition, there is
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Figure 4.7: An estimate of communities in the football network using the initial model. (The original
conferences are denoted by node shapes and colors.)
some research showing that single-node communities can be quite reasonable. For example, Donetti and
Mun˜oz (2004) suggested that node 12 in the karate club data (Figure 4.2) is a single-node community
using their proposed algorithm.
Suppose that we compute the posterior density function given in Equation (4.4) (times a constant
c) for the football data at the point estimate, which we obtained from fitting our model, and at the true
partition. The ratio of the posterior evaluated at the estimated partition to the true partition is about
exp(130.903). The truth is not plausible at all under the initial model, which means that this initial
model is far from capturing the truth of the football data.
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In addition, we notice that in this data set a team in a small conference plays almost every other in
the same conference and plays some games with teams in other conferences. However, for teams in big
conferences, such as the Big Twelve and the Mid American, the teams are not able to play every other
team in their conferences, since the total number of games played by a team has an upper bound. As
a result, we need a more flexible model that allows different probabilities that there is a game between
two teams in the same conference.
In the following sections, first we propose a model to address the independent teams. Then we
extend the data generating model to allow more flexible pin’s and pout’s.
4.3 An Erdo˝s Re´nyi Group for Nodes in Single-Node Communities
In the football data set, the initial model fails to identify the independent teams. In this section, we
introduce an Erdo˝s Re´nyi (ER) group to model the independent teams.
4.3.1 Extending the Partition Model
First, we extend the model to incorporate the case there are some nodes that do not belong to any
community. The behavior of these nodes is as if they are in a Erdo˝s Re´nyi (ER) graph. That is, the
probability that there is an edge between a node in the ER group and any other node is the same across
the whole network.
With this extension to the ER group, we introduce the following partition model. Let the whole
network have two groups of nodes: one is structured; the other is not. We model the partition in the
former group using CRP (or other models like the Pitman-Yor process), while no partition is assumed
for the latter unstructured group.
Using a restaurant analogy, we first reserve a table as the ER table, and we call all other tables CRP
tables. We call the nodes at the ER table an unstructured group (or the ER group), while the others
are the structured group (or the CRP group). After introducing the ER table, the partition model is
constructed as follows.
The first customer sits at the ER table with probability q or the first of the structured tables with
probability 1−q. Then given that n customers have been seated at a total of K CRP tables and the ER
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table, the next customer would choose a table according to
Pr(ER table |previous customers) = q,
Pr(table k |previous customers) = (1−q) nkn∗+α , k = 1,2, . . . ,K,
Pr(new table |previous customers) = (1−q) αn∗+α ,
(4.9)
where nk (k = 1, . . . ,K) is the number of customers at CRP table k, and n∗ = ∑Kk=1 nk, i.e., the number
of customers sitting in the structured group prior to the next customer.
Let CRP-ER(α , q) denote the partition distribution defined by the above predictive rules. We illus-
trate the partition model with an ER group by an example in Figure 4.8.
Figure 4.8: An example partition drawn from CRP-ER(α = 1,q = 0.15) for 12 nodes. (The left tables
are the CRP group while the right is the ER group.)
The probability for a specific partition defined by CRP-ER(α,q) is
Pr
(
pi = (c1,c2, . . . ,cn)
)
= qnER(1−q)n−nER α
K−1∏Kk=1(nk−1)!
[1+α]n∗−1
, (4.10)
where nER is the number of nodes in the ER group, nk is the number of nodes in table k of the CRP group,
n∗ = ∑Kk=1 nk = n− nER, and [1+α]n∗−1 =∏n
∗−1
i=1 (α + i). Since the probability in Equation (4.10) is a
function of only community sizes, Pitman (1996) shows that the order of seating customers is exchange-
able, as is the case in the CRP. This property plays an important role in developing and understanding
the MCMC algorithms for models based on this partition model.
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4.3.2 Fitting the Football Data with an Erdo˝s Re´nyi Group
We extend the initial model by using CRP-ER as the partition model and the following sampling
model.
Xi j | pin, pout, pER,c1, . . . ,cn IND∼ Bernoulli(pi j), 1≤ i < j ≤ n,
pi ∼ CRP-ER(α,q), α > 0, 0 < q < 1,
where
pi j =

pin if ci = c j 6= cER,
pout if ci 6= c j,ci 6= cER,c j 6= cER,
pER if ci = cER and/or c j = cER.
In the above specification, we denote the partition with node labels, (c1, . . . ,cn). In particular, cER
is the label for the ER group, which is different from any label in the structured group. We let the
probability that a node in the ER group is connected with any other node be pER.
The MCMC algorithm proposed for the initial model can be easily adapted for the model with an
ER group. For priors, we have the same specification for pin, pout, and α as in the initial model. For
q and pER, we use Beta distributions. In particular, we use a Beta(1,1) distribution for both q and pER
when fitting the football data.
Fitting the model with an ER group to the football data, we do not have any nodes in the ER group
at the posterior mode, although some of the independent teams are identified to be in the ER group
in some samples and at local modes of the posterior. We can evaluate the posterior probability that a
particular node is in the ER group, i.e., Pr{ci = cER |X}. In Table 4.2, the probabilities for independent
teams, (i.e., i = 37,43,81,83,91), are given as well as those for non-independent teams, if not zero.
Consider nodes, 91, 12, 25, and 70 in Figure 4.7. In this community, identified from the initial
model, there is a game in between each pair of the teams. Consequently, node 91 is not identified as
an independent team. Of course, there are other factors influencing the probability that an independent
team plays another team, like geographic proximity, which are not identified in our model. Note that
for nodes 43, 81, and 83, our model provides some evidence that they are independent teams.
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Table 4.2: The posterior probability that a team is in the ER group. (All independent teams and non-
independent teams with non-zero probabilities are listed.)
Independent teams Other teams
Node 37 43 81 83 91 64 98
Pr{ci = cER |X} 0.113 0.254 0.381 0.381 0 0.0011 0.00082
4.4 Extensions Allowing Different pin’s and pout’s
Even after we introduce an Erdo˝s Re´nyi group to the model, we still have trouble identifying the
independent teams. Since we know the truth in the football data set, we use it to gain insight on how to
develop additional model extensions. We first look at how many games were played inside conferences
individually, and we consider a separate pin for each conference. Here pin means the probability that
there is an edge between nodes in some community.
For example, the Big Ten Conference composed of eleven teams is plotted in Figure 4.9 with all 44
edges (games played) within this conference. A simple method to estimate a pin for this conference is
the ratio of number of games played to the total number of pairs of teams. That is, pˆin = 44/55 = 0.8.
Figure 4.9: Big Ten Conference composed of 11 teams with 44 conference games
We can calculate similar estimates of pin for all other conferences. For the Mountain West Confer-
ence, Big Twelve Conference, and Mid-American Conference, they are 1.0, 0.727, 0.641 respectively.
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As we can see, these estimates of pin differ, and this leads us to realize that a single pin and pout for the
whole network is not flexible enough even after we have an ER group. As a result, we consider models
that allow multiple pin’s.
4.4.1 Multiple pin’s and One pout
First, we extend the initial model to allow different pin’s for for each community. For our first
model, we do not consider an ER group. Given a partition pi for which we have K communities, we let
pin,1, . . . , pin,K be the pin’s for community 1, . . . ,K respectively. Further, we let pin,k (k = 1,2, . . . ,K)
be distributed as G. Generally, we can let G be a continuous distribution on (0,1), implying zero
probability for pin,k = pin,k′ (k 6= k′). In out models, we let G be a Beta distribution. That is,
pin,k |pi IID∼ G, G≡ Beta(tm, t(1−m)), t > 0, 0 < m < 1.
Given a partition pi dividing the nodes set V into V1, . . . ,VK , we let ci = k if node i is in community
k. Community k (k = 1, . . . ,K) has a distinct probability for edge presence, pin,k. The probability of
edge presence for two nodes in different communities shares one pout for the whole network. Then the
probability of edge presence between node i and node j is given by
pi j =
pin,k if ci = c j = k,pout if ci 6= c j. (4.11)
In summary, we propose the following model:
Xi j |pi, pin,1, . . . , pin,K , pout IND∼ Bernoulli(pi j),
pin,1, . . . , pin,K |pi IID∼ G,
pi ≡ (c1, . . . ,cn)∼ CRP(α),
where pi j is specified in Equation (4.11).
Equivalently, the above model can be represented in terms of a Dirichlet process (DP). We let node
i (i = 1,2, . . . ,n) be associated with a pin, denoted by piin. p
i
in = pin,k if node i is in community k.
Essentially, we can use piin’s for the nodes to denote a partition since they are different for nodes not in
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the same community. We can represent the above model in terms of the DP as follows.
Xi j | p1in, . . . , pnin, pout IND∼ Bernoulli(pi j),
p1in, . . . , p
n
in
IID∼ P, (4.12)
P∼ DP(α,G),
where pi j is piin if p
i
in = p
j
in or pout otherwise, and G is Beta(tm, t(1−m)), a continuous distribution.
This equivalence is due to the properties of the Dirichlet process, some of which are summarized in
Appendix A.
As the Dirichlet process can be represented by the generalized Po´lya urn scheme, as studied in
Blackwell and MacQueen (1973), we can integrate out P in Equation (4.12) and define the piin’s as
p1in ∼ G,
pn+1in | p1in, . . . , pnin ∼
K
∑
k=1
nk
α+n
δpin,k +
α
α+n
G,
where pin,1, . . . , pin,K are K distinct elements in piin, . . . , p
n
in. This is why we have the two equivalent
forms. This representation using the CRP makes this model with multiple pin’s an extension of the initial
model and easier to understand. The model represented by the DP allows us to employ characteristics
of the DP for developing MCMC algorithms for this model. In the MCMC algorithm for this model,
detailed in Appendix B.2, both representations are employed.
We can also introduce an ER group. For the CRP tables, we have different pin’s for each community.
The probability that a node in the ER group is connected with any other node (including those in the
ER group) is pER. In the case when we use labels, (c1, . . . ,cn), to denote the partition, we let the labels
of nodes in community k of the CRP group be k, i.e., ci = k if i ∈Vk, and we restrict the labels of nodes
in the ER group to satisfy cER /∈ {1,2, . . . ,K}.
The model (without the prior specification) that allows multiple pin’s and an ER group is summa-
rized as
Xi j |pi, pin,1, . . . , pin,K , pout, pER IND∼ Bernoulli(pi j),
pin,1, . . . , pin,K |pi IID∼ Beta(tm, t(1−m)),
pi ∼ CRP-ER(α,q),
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where
pi j =

pin,k if ci = c j = k,
pout if ci 6= c j 6= cER,
pER if ci = cER and/or c j = cER.
For this model, we adapt the algorithm given in Appendix B.2 with the incorporation of the ER
group. When updating the label for node i, we either put it in the ER group or choose a (possibly a new)
table in the CRP group. If node i is seated at a new table in the CRP group, we draw a new piin from G,
i.e., Beta(tm, t(1−m)), for this node as its pin.
For fitting this model to the football data, we specify pER∼Beta(1,1); q∼Beta(1,1); t ∼Gamma(1,0.1)
with mean 10 and variance 100; m∼ Beta(1,1); pout ∼ Beta(1,2); and the prior for α as before. Based
on this specification, by minimizing the posterior expected loss defined for the partition (Lau and Green
2007), we have an estimate of communities given in Figure 4.10. Using this model, nodes 81, 83 are
successfully identified as in the ER group, i.e., as independent teams. We have the following posterior
probabilities: Pr{c37 = cER |X}= 0.45, Pr{c81 = cER |X}= 0.92, and Pr{c83 = cER |X}= 0.95. So un-
der this model, we have stronger evidence that nodes 43, 81, and 83 are independent teams than under
the preceding model.
4.4.2 Multiple pin’s and Multiple pout’s
Naturally, we would like to extend the model further to allow a different pout for any pair of two
communities. Given a network that has K communities in the CRP group, we let pin,k be the pin for
community k (k = 1,2, . . . ,K), and pout,(k, l) be the pout between community k and l (1 ≤ k < l ≤ K).
Further, we let
pin,k |pi IID∼ Beta(tm, t(1−m)), t > 0, 0 < m < 1,
pout,(k, l) |pi IID∼ Beta(hw,h(1−w)), h > 0, 0 < w < 1,
where we model pi by CRP-ER(α,q).
Accordingly, the model for edge presence is
Xi j |pi, pin,1, . . . , pin,K , pout,(1,2), . . . , pout,(K−1,K), pER IND∼ Bernoulli(pi j),
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Figure 4.10: An estimate of communities in the football network using the model with multiple pin’s,
one pout, and an ER group. (Nodes 81 and 83 are in the ER group and node 37 is in a single-node
community.)
where
pi j =

pin,k if ci = c j = k,
pout,(k, l) if ci = k 6= cER, c j = l 6= cER, ci 6= c j,
pER if ci = cER and/or c j = cER.
For this model, it is difficult to do the model estimation because the number of parameters, espe-
cially pout’s, are changing for different pi . As in the preceding model, we can associate each node with
a pin so that the number of pin’s are still fixed though there are ties between them. However, for the
multiple pout’s given pi , pout for a node does not make sense any more. To overcome this estimation
70
difficulty, we integrate out pin’s and pout’s. We use (V1, . . . ,VK ,VER) and (c1,c2, . . . ,cn) to denote the
partition pi , in which VER is the nodes set in the ER group. Then the posterior distribution can be written
as follows.
f (pi, t,m,h,w, pER,q, pin,1, . . . , pin,K , pout,(1,2), . . . , pout,(K−1,K) |X) ∝
K
∏
k=1
(
∏
i∈Vk, j∈Vk, i< j
f (Xi j | pin,k)
)
·
K
∏
k=1
f
(
pin,k | tm, t(1−m)
)
∏
1≤k<l≤K
(
∏
i∈Vk, j∈Vl
f (Xi j | pout,(k, l))
)
· ∏
1≤k<l≤K
f
(
pout,(k, l) |hw,h(1−w)
)
(4.13)
∏
i∈VER
∏
j 6=VER
f (Xi j | pER) · ∏
i∈VER, j∈VER, i< j
f (Xi j | pER)
f (c1,c2, . . . ,cn |α,q) f (pER | ·) f (α | ·) f (q | ·) f (t | ·) f (m | ·) f (h | ·) f (w | ·).
In Equation (4.13), f (Xi j | pin,k) is the Bernoulli(pin,k) probability mass function, and pin,k has
distribution Beta(tm, t(1−m)). So by conjugacy, we can integrate out pin,k for k = 1, . . . ,K.∫
pIkin,k(1− pin,k)Nk−Ik f
(
pin,k | tm, t(1−m)
)
dpin,k
=
∫
pIkin,k(1− pin,k)Nk−Ik
1
Beta(tm, t(1−m)) p
tm−1
in,k (1− pin,k)t(1−m)−1dpin,k
=
Beta
(
tm+ Ik, t(1−m)+Nk− Ik
)
Beta(tm, t(1−m)) ,
where Ik is the total number of edges in community k, and Nk the total number of pairs of nodes in
community k. That is, if community k has nk nodes, Nk = nk(nk−1)/2.
Similarly, we can integrate out pout,(k, l)’s in Equation (4.13). Then we reduce the parameters to pi , α ,
q, pER, t, m, h, w. The approach of updating pi in the algorithm for the initial model then can be applied
for this model. For all parameters except α , we either use a Gibbs sampling or a Metropolis-Hastings
algorithm. Specifying priors for h and w is similar to specifying t and m in the previous models.
For the football data, we have h ∼ Gamma(1,0.1) and w ∼ Beta(1,1) with the prior of other pa-
rameters specified the same as before. As the most flexible statistical models, we present the parameter
estimation for fitting the football data as in Table 4.3.
Note that using this model, we are able to identify two of the independent teams (nodes 81 and 83).
Nodes 37 and 43 are estimated to be in single-node communities. We think that the probabilities that
nodes 37 and 43 connected with other nodes are a bit different from pER and are more likely to come
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Table 4.3: Empirical mean, median, 2.5% and 97.5% quantiles, and standard deviation for each variable
for the model with multiple pin’s, multiple pout’s, and an ER group
Mean 50% 2.5% 97.5% SD
α 3.77 3.659 1.966 6.217 1.088
t 4.67 3.71 6 0.59 14.18 3.69
m 0.934 0.944 0.827 0.986 0.0418
h 16.01 14.86 8.89 30.17 5.43
u 0.049 0.048 0.037 0.062 0.006
q 0.025 0.022 0.005 0.06 0.015
pER 0.097 0.096 0.0614 0.141 0.02
from the parent distribution of pout,(k, l). As a result, they are not estimated to be in the ER group. But
nodes in single-node communities are equivalent to nodes in the ER group, as they do not belong to any
community.
Comparing Figure 4.11 with the true conferences in Figure 4.3, the model splits the Mid-American,
Southeastern, and Big Twelve Conferences. A close inspection of these three conferences (Figure 4.12)
indicates that these three conferences can be literally split into two “smaller” communities. Inside these
smaller communities, there is a game between each two teams. So it is reasonable to have the estimation
results in Figure 4.11.
4.4.3 Relating pin to Community Size
A simpler model allows some communities share the same pin. In the football data example, every
team plays almost the same number of games in a season. As a result, when a conference has relatively
more teams, the probability that any two teams play a conference game is smaller. To express this idea,
we propose the following simplified model for the pin’s in the CRP group.
pin,k =
pina if community size nk ≤ 9,pinb if community size nk > 9.
We let pina and pinb have the same prior distribution, Beta(ai,bi). For the model estimation, we integrate
out pina, pinb, and pout,(k, l)’s. If we are interested in these nuisance parameters, we can draws samples
for them in every iteration after the partition pi and other parameters have been updated.
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Figure 4.11: An estimate of communities in the football network using the model with multiple pin’s,
multiple pout’s, and an ER group. (Nodes 81 and 83 are in the ER group from the estimate while nodes
37 and 43 are in single-node communities.)
For fitting the football data, we have the same prior specification for parameters appeared in the
model with multiple pin’s and multiple pout’s, and we let the prior for pina and pinb be Beta(1,1). The
communities identified using the model in which we have two pin’s and multiple pout’s, are almost the
same as those using the model with multiple pin’s, multiple pout’s, and an ER group. This implies that
for the football data, a simplified model would work as well.
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(a) Mid-American (b) Southeastern (c) Big Twelve
Figure 4.12: Three conferences that are split in the estimate from model with multiple pin’s, multiple
pout’s, and an ER group
4.5 Model Selection and Model Checking
4.5.1 Model Summary
In Table 4.4, we list all models we fit for the football data. Except for the initial model, all of our
extensions include an ER group.
Table 4.4: Summary of statistical models for community detection
Model Model description
PIN-POUT one pin and one pout
PIN-POUT-ER one pin and one pout with ER group
MPIN-POUT-ER multiple pin’s and one pout with ER group
MPIN-MPOUT-ER multiple pin’s and multiple pout’s with ER group
TPIN-MPOUT-ER two pin’s and multiple pout’s with ER group
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4.5.2 Model Selection
Model selection is always an issue for statistical models. For the models we proposed, we use
the deviance information criterion (DIC) to examine this series of models. Like some model selection
criteria, the DIC (proposed by Spiegelhalter et al. (2002)) is the sum of the goodness-of-fit of a model
and a penalty for model complexity, and the smaller the value of DIC, the better the model. The DIC
employs the deviance, derived from the likelihood for a model. Generally, we denote the likelihood
function by p(y |θ). Then the deviance is
D(θ) =−2log p(y |θ).
In the hierarchical models case, it is not straightforward to compute the model complexity. The
following quantity was proposed by Spiegelhalter et al. (2002) to measure model dimensionality (com-
plexity):
pD = Eθ |y
[−2log p(y |θ)+2log p(y | θ˜(y)]= D−D(θ˜).
They propose using θ˜ = E(θ |y) = θ , the posterior mean of the parameters, while pointing out in some
cases the median could be justified. In particular, Celeux et al. (2006) pointed out in a mixture model
case, using the posterior mode as θ˜ , i.e., MAP estimator, is more relevant.
The deviance information criterion (DIC) is defined as
DIC = D(θ˜)+2pD
= D+ pD.
For the likelihood function p(y |θ), we use f (X | ·) where X is the adjacency matrix. In the case of
multiple pin’s and/or pout’s, we integrate them out.
In our models, it is problematic to evaluate the DIC, as we do not have posterior mean for the
partition. As in Celeux et al. (2006), we first use the MAP estimator instead of mean. We call this
DIC using MAP estimator DIC1. We also use the estimator of the partition that minimizes the posterior
expected loss combined with the posterior mean of other quantitative parameters to serve as θ˜ . We refer
to this DIC by DIC2. In Table 4.5, we list the DIC’s for the models we fit for the football data. From
this table of DIC’s, we can see that the DIC indicates for the football data, the most flexible model
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is the best among models from model PIN-POUT to model MPIN-MPOUT-ER, and the best model
overall is the one that incorporates the information on community sizes, which is very close to model
MPIN-MPOUT-ER.
However, we should be cautious using DIC. First, DIC itself has sparked much debate (see the
discussion following Spiegelhalter et al. (2002) and Celeux et al. (2006)). Second, some pD’s computed
in our models do not make sense in terms of model complexity (number of model parameters), which
indicates either that the DIC criterion is problematic for this type of model and data or that the models
still do not fit the football data well. In particular, when fitting model PIN-POUT-ER to the football
data, we have difficulty identifying the independent teams, resulting in a poor estimation of parameter
pER. As a result, the DIC2 for this model turns out to be negative. Last, the process of developing models
should mainly based on our understanding of the mechanism that governs the data generating process,
not strictly on a model selection criterion.
Table 4.5: DIC’s for different models fitting the football data
Model DIC1 (pD) DIC2 (pD)
PIN-POUT 2222.51 (4.03) 2222.34 (3.86)
PIN-POUT-ER 2206.7 (0.13) 2111.95 (-94.45)
MPIN-POUT-ER 2199.02 (6.82) 2192.91 (0.71)
MPIN-MPOUT-ER 2108.81 (14.15) 2104.61 (9.95)
TPIN-MPOUT-ER 2108.39 (11.66) 2100.2 (3.47)
4.5.3 Model Checking
As the DIC is not conclusive, we consider another perspective to assess model fit. As we know, the
true community structure is problematic to compare with, since the truth is not like communities with
independent teams in a few aspects. So we focus on how consistent the models are with data (presence
of edges). In particular, we use the posterior predictive checking approach (Gelman et al. 2004).
In the posterior predictive checking approach, we first use every iteration of the posterior samples
to replicate a new data set (the adjacency matrix), X rep. From all iterations of posterior samples, the-
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oretically we have a distribution of X rep, though it is practically not possible to directly deal with the
distribution of matrix. As a result, we choose a test quantity of interest, T (X), a scalar summary of
data. T (X) is chosen to be a scalar so that we can easily compare the T (X) with the distribution of
T (X rep). For the football data, we choose the number of edges between certain nodes. For instance, we
are interested in the following test quantities.
T1(X)≡ number of games in the whole network,
T2(X)≡ number of games in the Sun Belt Conference,
T3(X)≡ number of games between independent teams,
T4(X)≡ number of games in the Mid-American Conference.
To simulate X rep for the initial model, we just use the posterior samples of pin and pout and pi ≡
(c1, . . . ,cn) to determine the edge presence between any pair of nodes using the Bernoulli distribution
with probability either pin or pout depending on their labels. Similarly we can simulate replicated data
for the model with one pin, one pout, and an ER group. For the model with multiple pin’s and one pout
with or without an ER group, since pin’s are also drawn in the posterior samples, we can apply the same
approach as for the initial model. For the model with multiple pin’s (and two pin’s) and multiple pout’s,
since we have integrated out pin’s and pout’s, for every iteration, we need to first draw samples for the
pin’s and the pout’s given the partition pi and other parameters. Once we have samples of both the edge
presence probabilities (pin’s and pout’s) and the partition, pi , we can easily generate a X rep.
In Figure 4.13, we present the comparison of T (X) with the distribution of T (X rep) for the above
defined T1, T2, T3 and T4 for four different models. The vertical lines indicate the test quantities for
the football data: T1(X) = 615, T2(X) = 1, T3(X) = 10, and T4(X) = 50. We can see that all models
look plausible for T1(X) and T2(X). However, when it comes to the number of games played in the Sun
Belt and/or Mid-American Conferences (T3(X) and T4(X)), some models appear to have model fitting
problems. In particular, the predictive distributions for T3(X) and T4(X) using model PIN-POUT-ER,
for which we have negative pD, are not consistent with the data. Models with multiple pin’s (and with
one pout or multiple pout’s) seems to fit the data well in terms of these test quantities. In the model
where we have two pin’s (related to community sizes) and multiple pout’s, we have similar results to the
most flexible model.
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(a) The initial model
(b) Model with one pin’s, one pout, and an ER group
(c) Model with multiple pin’s, one pout, and an ER group
(d) Model with multiple pin’s, multiple pout’s, and an ER group
Figure 4.13: Posterior predictive checking using T1(X), T2(X), T3(X), and T4(X) for fitting the football
data. (The test quantities for the football data are indicated by vertical lines and their posterior predictive
distributions are depicted by histograms.)
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4.6 Discussion
In this chapter, we propose a series of statistical models for community detection. First, we pro-
pose an initial statistical model based on a Bayesian nonparametric partition model for the community
structure in a network. This simple model captures the idea that it is more probable for two nodes to
be connected if they are in the same community. Motivated by problems from fitting the football data,
we extend the initial model from two perspectives. First, we allow independent nodes in the model by
introducing an ER group. It is not always the case that in a network every node is in a community.
Second, we further increase the flexibility of the probabilities for a pair of nodes to be connected us-
ing different modeling techniques. The idea of model development procedures can be carried out into
other real problems, as some of the Bayesian techniques such as MCMC algorithms, a decision theory
framework for obtaining communities, model selection, and model checking, are generally applicable.
We use the Chinese restaurant process (CRP), a basic partition model in Bayesian nonparametric
methods, to model the partition of nodes. Using this method provides us a convenient way to indirectly
model the number of communities as a parameter. Our models are Bayesian nonparametric models, as
we do not specify the number of communities a priori and, and on average, the number of our model
parameters increases with the number of network nodes. Using this approach, we can also carry out
a fully Bayesian analysis (estimation is based on sampling the posterior distribution) for community
detection rather than just obtain a point estimator, for example, the posterior mode. Additionally, we
can easily extend the above models from using the Chinese restaurant process or the Dirichlet process
to using the Pitman-Yor process to gain even more flexibility, since the CRP is a special case of the
Pitman-Yor process.
Computation is often a concern in model fitting. While we mainly focus on model development,
it is worth pointing out that we provide workable algorithms for the models. As the number of nodes
increases, a better approach needs to be developed. One direction is to adapt the method of merging and
splitting partitions as in Jain and Neal (2004). This approach might save us some computation resources
so that we can work on larger data sets.
As the partition itself is difficult to work with, we are not able to directly study the convergence
of partitions as a model parameter in terms of Markov chains. In addition, it is not possible to visit
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every partition in the whole partition space, let alone obtain the distribution over its whole support by
sampling approaches. In this chapter, model diagnostics are based on other quantitative parameters. We
have noticed that it is easy to have the multi-modality issue for fitting the football data. We use different
starting values for parameters, especially for the partition pi to reach different modes, from which we
obtain the maximum posterior mode by comparison. As a result, it is worth developing some approaches
to work with partition more easily. For example, an approach to compare partitions quantitatively that
can be used for the diagnostics in MCMC simulation might be helpful with the computation in this type
of models.
Last, the models proposed in the chapter are for the simplest graph, undirected edges without
weights and without attributes. We could further develop models to incorporate other information,
which should be motivated from network data and applications.
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CHAPTER 5. SUMMARY AND DISCUSSION
In the preceding chapters, we present statistical methods and model for assessing system reliability
(Chapter 2 and Chapter 3) and community detection (Chapter 4). We summarize the main contributions
and discuss promising directions for further research.
5.1 Summary of Methods and Contributions
Chapter 2 and 3 present a unified approach for simultaneously assessing the reliability of systems
that can be decomposed into subsystems and components. We generalize previous fully Bayesian meth-
ods (Hamada et al. 2004; Wilson et al. 2006) to assess the system reliability over time for multiple-
component systems with heterogeneous information. We develop this generalization in two steps. First,
in Chapter 2, we consider only lifetime data in multiple components systems. This generalization is
comparatively less difficult to understand since some special cases such as series-only systems (or com-
peting risks models) have been studied previously. Here we generalize to systems represented as fault
trees, and we demonstrate a complex example (Figure 2.4).
In Chapter 3, we complete the generalization with the case of heterogeneous information. The
proposed models integrate the case (Scenario 1) that was analyzed in Wilson et al. (2006) into a unified
methodology. This new methodology features combining all three types of data (pass/fail, lifetime,
and degradation) at both the system and component levels as well as prior information. We propose
to model (not analyze) system reliability in a bottom-up process. The models for basic events are
constructed first. Then, for non-basic events, we either need to derive their induced models from the
lower levels or construct models that satisfy the constraints from the lower levels. Upon completing
the modeling process, we can carry out the analysis simultaneously assuming that we have independent
data on each node. This idea of modeling system reliability is important as we can carry it to systems
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represented more generally than fault tree (for example, systems represented as Bayesian networks)
as long as we can model the relationships between events of different levels. More importantly, this
methodology provides a feasible way to combine different data for assessing system reliability, and, as
a result, directly impacts the practice of collecting data and conducting experiments.
In Chapter 2 and 3, we discuss the use of Bayesian melding, originally proposed by Poole and
Raftery (2000), for combining prior information from multiple levels. We demonstrate the application
of Bayesian melding in two examples, and we propose the “table lookup” approach (Section 3.3.5) to
ease the computational burden within the MCMC simulation.
In Chapter 4, we propose a series of statistical models based on Bayesian nonparametric techniques
for community detection. We consider the partition of the network as a model parameter, which leads to
a hierarchical specification of the statistical models. This leads to a more intuitive understanding of the
models. In addition, the hierarchical model construction allows us to extend the models from different
perspectives.
In more detail, we propose an initial statistical model for community detection in which we have one
pin and one pout based on using the Chinese restaurant process (CRP) to model the partition parameter.
The application of Bayesian nonparametric techniques such as the CRP allows us not to specify the
number of communities a priori. While the idea of two different edge presence probabilities (pin for
modeling stronger connections inside communities and pout for modeling weaker connections across
different communities) is not new, successfully integrating them into a statistical model and carrying
out a fully Bayesian estimation are. This initial model is important, as we conceptually understand the
model and practically develop workable algorithms for model estimation. We also theoretically prove
the validity of the proposed MCMC algorithms.
Learning from the deficiencies discovered from fitting the initial model to the football data set, we
extend the initial model from two perspectives. First, we propose an “Erdo˝s Re´nyi” group to model
nodes that do not belong to a community. Second, we add increasing flexibility to the edge presence
probabilities: from a model with one pin and one pout, we consider a model with multiple pin’s and one
pout, and a model with multiple pin’s and multiple pout’s. Finally, we consider a model that relates the
pin’s to communities sizes.
We also present methods to obtain a particular solution for community detection under a decision
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theory framework. By using the loss function discussed in Lau and Green (2007), we can obtain a “best”
partition from the posterior samples. We discuss how to apply Bayesian model checking techniques and
model selection criteria in this new area of applying Bayesian methods. In summary, we propose and
analyze end-to-end a series of Bayesian community detection models.
5.2 Suggestions for Future Research
The discussions at the end of Chapter 2, Chapter 3, and Chapter 4 have addressed some future
research directions. We organize those that are promising and suggest other possibilities.
In system reliability, the first goal is to address more complex and general systems. As discussed
previously, we can extend the proposed methods to systems as long as we can model the relationship
between different levels. As a demonstration, we discuss a system represented as a Bayesian network
in Section 3.4. In the simple system, we fully specify the dependence among the components as in
Equation (3.16). However, in some cases we need to estimate these conditional probabilities as in
Wilson and Huzurbazar (2007), which studied the simplest Bayesian network (two components with
22 conditional probabilities) with pass/fail data. If we model those conditional probabilities in a large
BN using parameters, we would have too many parameters as the complexity of systems increases. As
a result, it would be interesting to address assessing system reliabilities for a Bayesian network in the
context that we have heterogeneous information.
The second goal is to incorporate all types of information for study system reliabilities. In the
illustrative three components example, models for component level data are the most typical ones: a
logit model for pass/fail data over time, a Weibull model for lifetime data, and a linear degradation
model for degradation data. It might be an issue whether we can carry out the methodology to the case
where the data at each node need more complex models. In particular, with degradation data at the
subsystem or a system, modeling becomes challenging since we need to model the relation between
degradation and reliability as well as its relationship with lower levels. Studying these even more
complicated cases would be valuable for industrial applications.
For practical purposes in promoting the methodology in real industrial applications, we need to
study the best plans for collecting data under some constraints of cost. In particular, we need to allocate
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limited resources to the various level of the system and make decisions on what type of data to collect.
Note that Chapman (2008) studies systems with pass/fail data at a particular time. Generalization of
this study to systems in our setting is very challenging but of practical importance.
In the area of community detection, to which statistical models have just started to be applied, there
are potentially many problems to address. First, as in other fields, data always manifest in a variety
of ways and thus require new models. However flexible a model is, it can only be applied to certain
problems, and we need to consider model diagnostics carefully. It would be valuable to consider our
methods for other representative networks.
As discussed in Section 4.6, developing more efficient simulation techniques for the proposed mod-
els is especially important. In this direction, further work could be done to propose better MCMC
algorithms, especially for updating the partition. We also need to study how to diagnose Markov chains
of partition to tell whether they are convergent or not. Finally, we only use data on edge presence
to infer communities for simple networks. In some cases, we have more data (attributes) about the
nodes and edges. For example, in a social work, almost every node has its distinct characteristics.
Consequently, another promising research direction is to combine data on edge presence with data on
node/edge attributes.
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APPENDIX A. DIRICHLET PROCESS AND PITMAN-YOR PROCESS
In this appendix, we give a simple introduction to the Dirichlet process (DP) and the Pitman-Yor
process. For more details about the Dirichlet process and other Bayesian nonparametric techniques,
refer to, for example, Mu¨ller and Quintana (2004); Hjort et al. (2010).
In the Chinese restaurant analogy (Section 4.2.2 on page 53), suppose we associate every table with
a random variable such that the random vector for all tables are IID from a continuous distribution
G. Then we have constructed the Dirichlet process. The Dirichlet process was proposed in Ferguson
(1973), defined as
The Dirichlet process (Ferguson, 1973). Let G be a probability measure on (Ω,F )
and a constant α > 0. We say P is a Dirichlet process on (Ω,F ) with parameter G
and α if for every k = 1,2, . . ., and measurable partitions (B1,B2, . . . ,Bk) of Ω, the joint
distribution of
(
P(B1), . . . ,P(Bk)
)
is k-dimensional Dirichlet distribution with parameter(
αG(B1), · · · ,αG(Bk)
)
. And we denote P∼ DP(α,G).
The Dirichlet process defines a random measure, which means that every draw from the Dirichlet
process is a distribution. Sethuraman (1994) gives a stick-breaking representation of a draw of P from
the Dirichlet process:
P =
∞
∑
i=1
Viδθi , θi
IID∼ G, Vi =
[
i−1
∏
j=1
(1−Yj)
]
Yi, Yi
IID∼ Beta(1,α). (A.1)
From (A.1), we can see that P is a discrete distribution, so that there are ties in samples from P. Another
representation of the Dirichlet process is the generalized Po´lya urn scheme, studied in Blackwell and
MacQueen (1973), which provides an intuitive way to look at samples drawn from a P. Consider n
observations (X1, . . . ,Xn) from P, which is sampled from DP(α,G). These can also be described as
93
X1 ∼ G and
Xn+1 |X1, . . . ,Xn ∼
δθk with probability
nk
n+α , k = 1,2, . . . ,K,
G with probability αn+α ,
(A.2)
where K is the number of distinct observations in X1, . . . ,Xn and θ1, . . . ,θK are those distinct values with
frequencies nk respectively. This probability structure implies that we can construct a DP from a CRP
and also that a DP implies a CRP.
Also note that (X1, . . . ,Xn) are exchangeable. In other words, (Xσ(1), . . . ,Xσ(n)) has the same joint
distribution as (X1, . . . ,Xn), where (σ(1), . . . ,σ(n)) is a permutation of (1, . . . ,n), and the distribution
of X j given X1, . . . ,X j−1,X j+1, . . . ,Xn has the same form as in (A.2). This property plays an important
role in the development of MCMC algorithms for models based on the Dirichlet process.
A generalization (Pitman and Yor 1997) of the above Chinese restaurant process (or the Dirichlet
process) is to modify the probabilities in Equation (4.1) (or Equation (A.2)) as follows.Pr(table k |previous n customers) =
nk−θ
α+n
Pr(new table |previous n customers) = α+Kθα+n
, 0≤ θ < 1, α >−θ .
This generalization is called the Pitman-Yor process. We can see that the CRP is a special case of the
Pitman-Yor process.
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APPENDIX B. MCMC ALGORITHMS FOR COMMUNITY DETECTION
MODELS
In Section 4.2.4, we present a Gibbs sampling algorithm for the initial model in which we have
partition parameter, pi , and other quantitative parameters (pin, pout, and α). In the following section,
a proof is given to show that the Gibbs sampling algorithm provides an MCMC chain admitting the
posterior distribution as its stationary distribution and having the ergodicity property. We can easily
extend this Gibbs sampling algorithm for models that have partition parameter and other fixed number
of quantitative parameters. In the case when we integrate out pin’s and pout’s, we can also adapt this
algorithm, in which we might use a Metropolis-Hastings algorithm for some parameters if there is no
tractable distribution for them. We also provide the details about an MCMC algorithm for the model
that is represented in terms of the Dirichlet process and in which we have multiple pin’s and one pout.
B.1 Proof of Validity of the MCMC Algorithm for the Initial Model
Note that in the algorithm presented in Section 4.2.4, we update the label for one node given the
labels for all other nodes and other parameters. This is exactly like what we usually do in the Gibbs
sampling MCMC algorithm. However, we are considering the partition as one parameter. What is more,
there is no marginal distribution defined for any particular node label: the labels only make sense given
that we know two nodes are in the same community if their labels are the same and vice versa. As a
result, we need to justify the MCMC algorithm that is proposed for the initial model.
We define a product measurable space for the parameters pi , pin, pout, and α as
(Ωpi ×Ωpin×Ωpout×Ωα ,Fpi ×Fpin×Fpout×Fα), (B.1)
where Ωpin ≡ (0,1); Ωpout ≡ (0,1); Ωα ≡ (0,∞); and Ωpi is the set of all partitions for V = {1,2, . . . ,n}.
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For example, when n = 3, Ωpi is given by
Ωpi =
{{{1,2,3}}, {{1,2},{3}}, {{1,3},{2}}, {{1},{2,3}}, {{1},{2},{3}}}.
The posterior distribution of (pi, pin, pout,α) from which we want to sample has density function
f (pi, pin, pout,α |X) ∝
(
n−1
∏
i=1
n
∏
j=i+1
f (Xi j | pin, pout,pi)
)
·
f (pi |α) · f (pin, pout | ·) · f (α | ·).
In other words, the above posterior distribution defines a probability measure on the product measurable
space (Equation B.1) given by
µ(A) =
∫
A
1
η
f (pi, pin, pout,α |X)dνC(pi)dm(pin)dm(pout)dm(α), (B.2)
where νC is the counting measure on (Ωpi ,Fpi), m is the Lebesgue measure, and νC×m×m×m is the
product measure, η is the normalizing constant.
Further, let λ be the measure of νC×m×m×m restricted to Ωpi ×Ωpin,pout×Ωα , where Ωpin,pout =
{(pin, pout) : 0 < pout < pin < 1}. So µ  λ and λ  µ .
We first study the transition for pi for the total n mini-steps given pin, pout, and α . Let pi be denoted
by the subsets of nodes, pi = {V1,V2, . . . ,VK}. Let pi−i be the partition after removing node i. That is
pi−i =
{
V1\{i},V2\{i}, . . . ,VK\{i}
}\ /0.
Further, we define a function Ti(pi)≡ pi−i.
Suppose that given the other parameters (Θ≡ (pin, pout,α) in our problem), the distribution of pi is
specified by f (pi |Θ). Let µpi |Θ be the row vector of probabilities for all partitions that are determined
by f (pi |Θ). And let K(pi,pi ′ |Θ) be the transition probability matrix for updating the labels of n nodes
one at a time between all partitions.
The goal is to show that
Theorem 1. By construction, updating node labels one at a time admits the distribution of the partition
given the other quantitative parameters (Θ) as its stationary distribution. That is,
µpi |Θ ·K(pi,pi ′ |Θ) = µpi |Θ. (B.3)
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Proof. To prove (B.3), we first consider only updating node i and let Ki(pi,pi ′ |Θ) be the transition
probability matrix.
After updating the label of node i, the probability of Pr{pi ′ = pi∗ |Θ} is given by
∑
pi∈Ωpi
[
f (pi |Θ) ·
(
f (pi∗ |Θ)1[Ti(pi)=Ti(pi∗)]
∑pi∈Ωpi f (pi |Θ)1[Ti(pi)=Ti(pi∗)]
)]
= ∑
pi∈Ωpi
[
f (pi |Θ)1[Ti(pi)=Ti(pi∗)] ·
(
f (pi∗ |Θ)
∑pi∈Ωpi f (pi |Θ)1[Ti(pi)=Ti(pi∗)]
)]
= f (pi∗ |Θ).
As a result, we obtain
µpi |Θ ·Ki(pi,pi ′ |Θ) = µpi |Θ.
Therefore,
µpi |Θ ·
n
∏
i=1
Ki(pi,pi ′ |Θ) = µpi |Θ.
In summary, given other parameters, the transition kernel of updating the labels of n nodes once at
a time by construction has a stationary distribution, the distribution of partition given other parameters.
Further, we can state another theorem for the overall transition matrix ∏ni=1 Ki(pi,pi ′ |Θ), which
would be helpful in proving irreducibility and aperiodicity of the Markov chain.
Theorem 2. All elements of ∏ni=1 Ki(pi,pi ′) are positive if the probability of pi taking each element in
the sample space of all partitions is positive.
Proof. By induction, we can prove that by updating the labels for the n nodes one by one we can move
from any partition to any other partition.
First, we only consider a three nodes network. Three nodes have five possible partitions, and it is
possible to move from any one partition to any one in the partition space by updating the labels for the
three nodes one at a time.
97
Suppose the above statement holds for n−1 nodes. For any two partitions of n nodes, we remove
one node from the two partitions. For the partitions formed by the remaining n−1 nodes, we can move
between them by n− 1 mini-steps of updating labels for the n− 1 nodes. Then in the last step, we
update the label for the removed node to its target. The probability of pi taking each element in the
sample space of all partitions is positive implies that the probabilities of updating the label for a node to
all candidate labels in every step are positive. Therefore, all elements of the transition matrix (kernel)
are positive.
Last, the transition for all parameters satisfies∫
IA(p′in, p
′
out,α
′,pi ′) f (p′in |pi, pout,α) f (p′out |pi, p′in,α) f (α ′ |pi, p′in, p′out)K(pi,pi ′ | p′in, p′out,α ′)
f (pin, pout,α,pi)dpindpoutdαdpidp′indp
′
outdα
′dpi ′
=
∫
IA(p′in, p
′
out,α
′,pi ′) f (p′in,pi, pout,α)
(∫
f (pin |pi, pout,α)dpin
)
f (p′out |pi, p′in,α) f (α ′ |pi, p′in, p′out)
K(pi,pi ′ | p′in, p′out,α ′)dpoutdαdpidp′indp′outdα ′dpi ′
= ...
=
∫
IA(p′in, p
′
out,α
′,pi ′) f (p′in,pi, p
′
out,α
′)K(pi,pi ′ | p′in, p′out,α ′)dpidp′indp′outdα ′dpi ′
=
∫
IA(p′in, p
′
out,α
′,pi ′) f (p′in, p
′
out,α
′)
[∫
K(pi,pi ′ | p′in, p′out,α ′) f (pi | p′in, p′out,α ′)dpi
]
︸ ︷︷ ︸
using Theorem 1
dp′indp
′
outdα
′dpi ′
=
∫
IA(p′in, p
′
out,α
′,pi ′) f (p′in, p
′
out,α
′) f (pi ′ | p′in, p′out,α ′)dp′indp′outdα ′dpi ′
=
∫
A
f (p′in, p
′
out,α
′,pi ′)dp′indp
′
outdα
′dpi ′.
So the measure defined in B.2 is invariant (Robert and Casella 2004, page 223) to the transition ker-
nel for the Gibbs sampling algorithm we have proposed: the posterior f (pin, pout,α,pi) is the stationary
distribution.
Further, for the transition kernel of pi , pin, pout, and α , K
(
(pi, pin, pout,α), ·
)
, we have
K
(
(pi, pin, pout,α),A
)
=
∫
A
f (p′in |pi, pout,α) f (p′out |pi, p′in,α) f (α ′ |pi, p′in, p′out)
K(pi,pi ′ | p′in, p′out,α ′)dνC(pi ′)dm(p′in)dm(p′out)dm(α ′). (B.4)
Because the function inside the integration in Equation (B.4) is positive, the transition kernel in
Equation (B.4) is absolutely continuous with respect to λ , measure νC×m×m×m restricted to Ωpi ×
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Ωpin,pout ×Ωα . For the invariant measure µ defined by the posterior in Equation (B.2), we have λ 
µ . So the measure defined by the transition kernel is absolutely continuous with respect to µ . In
addition, we have the positivity condition (see Robert and Casella 2004, page 345) and Theorem 10.8
of Robert and Casella (2004), which implies that the Markov chain is irreducible. In other words, since
in every step, we can move from any point in the space to any other, the chain is irreducible. Then
applying theorems in Tierney (1994), we can prove that the Markov chain we are implementing is
Harris recurrent.
B.2 MCMC Algorithm for the Model with Multiple pin’s and One pout
For models in which have multiple pin’s and one pout, we can integrate out the pin’s so that we
can adapt the algorithm in Section 4.2.4 for this model. However, it is not necessary to integrate out
pin’s. If we represent the model using the CRP, then we have a variable number of pin’s for different
communities depending on the partition, which makes it difficult to implement an MCMC algorithm.
However, if we consider that each node has a pin and use the Dirichlet process representation, we again
have a fixed number of parameters. In addition, we can employ the characteristic of exchangeability to
implement a Gibbs-like algorithm.
That is, we can express piin’s in model MPIN-POUT-ER in terms of a Dirichlet process. Then we
can implement another MCMC algorithm, as proposed in the literature, for models based on Dirichlet
process. For simplicity, we present an algorithm for the model with multiple pin’s and one pout, which
can be easily extended to the model with an ER group.
A typical algorithm for this type of model is presented in West et al. (1994). The main idea of each
iteration has two steps: (1) we update piin given all other p
i
in’s and other parameters, and (2) we update
unique piin’s given the partition. In step (1), the partition is updated when p
i
in’s are updated. Step (1)
of this algorithm is justified in Escobar and West (1995), while step (2) is complementary, speeding
the convergence speed of MCMC chains. That these two steps can be combined is again because the
Dirichlet process can be represented using the generalized Po´lya urn scheme and Chinese restaurant
process.
Modifying the algorithm for the initial model in Section 4.2.4, we can implement the following
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algorithm for the model with multiple pin’s and one pout (Section 4.4.2):
• Update pout |pi,α, piin, . . . , pnin
This is very similar to updating pout in the algorithm for the initial model in Section 4.2.4: the
conditional distribution for pout is a Beta distribution.
• One at a time, update piin | p−iin , pout,α
This step is similar to updating the label for node i in the Gibbs sampling algorithm in Sec-
tion 4.2.4 except that in the likelihood we need to use piin’s, and if we move a node to a new
community (single-node community), we need to draw a piin for this node from G, which is
Beta(tm, t(1−m)) here.
Note that this step employs the Po´ly urn scheme of the Dirichlet process. In most applications in
the literature, we need to integrate over G to obtain the weight for a new draw from the G for piin.
However, here, if the node is in a community itself, the likelihood does not involve piin anymore,
which makes the integration trivial.
• Update the distinct pin’s conditional on the partition and other parameters one at a time
In some literature, a partition is called a configuration when talking about algorithms. To update
those unique pin,k’s given the partition is straightforward here since we have conjugacy.
That is, given the partition pi and other parameters, we update pin,k (k = 1, . . . ,K) according to
the following conditional distribution:
f (pin,k |pi, t,m,α, pout) ∝
(
∏
i∈Vk, j∈Vk, i< j
f (Xi j | pin,k)
)
f (pin,k | tm, t(1−m)).
It is easy to find that, in out models, the above conditional distribution for pin,k is the Beta distri-
bution.
• Update t and m conditional on the distinct pin’s
Given the partition and pin,k’s, update t and m by by the Metropolis-Hastings (MH) algorithm.
Essentially, in the posterior distribution related to t and m, we have the following conditional
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distribution:
f (t,m | pin,1 . . . pin,K) ∝
(
K
∏
k=1
f (pin,k | tm, t(1−m))
)
f (t,m | ·),
where f (t,m | ·) is the joint prior, specified for t and m.
• Update α using the same method as in the algorithm for the initial model in Section 4.2.4
