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Let Xc i be compact. 0 < n E B, and g a continuous function on X. Let 
R(n. g. X) be the rational module consisting of the functions on X of the type 
rO + r, g + ... + rn g”, where rJ is a rational function with poles off X. 0 <j < n. It 
is shown that if X is nowhere dense, g is suffmiently smooth, and gg(z) # 0. z E X. 
then the restriction to X of each function in C”(D ) is approximable in the 
Lip(n --- I, X)-norm, n > 2, by functions in R(n, g, X). Also dealt with are approx~ 
imation problems in Sobolev norms by more general types of rational modules. 
1. INTRODUCTION 
For a compact subset X of the complex plane 6, let R(X) denote the 
algebra of rational functions with poles off X. A recent result of Trent and 
Wang [ lo] states that the R(X)-module F(X) + R(X) Z is uniformly dense in 
C(X) whenever X has no interior. This leads us naturally to ask what is the 
best degree of approximation by functions in the module 
which one can attain when X is nowhere dense (here n > 2 is a fixed integer). 
A consequence of our main result (Theorem 2) is that there is a gain of one 
derivative in the smoothness degree of the approximation when we add a new 
power of ,Y to the set of generators of the module. More precisely, if 
q E P(cI) and X is compact without interior, then ‘plX is approximable in 
the Lip(n - 1, X)-norm, n > 2, by a sequence of functions in (1). For some 
early work on the subject the reader is referred to [S, p. 383; 12, p. 295 1. 
The above results can be formulated in a more suggestive way, which 
place them in the theory of approximation by solutions of elliptic differential 
operators. Let E be a Banach space of functions defined on C. Suppose, 
roughly, that we can define in a natural way a version E(X) of E on each 
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compact Xc C. For example, E could be the space of bounded continuous 
functions on @, or LP(G), or Lip(n, C), and the corresponding E(X) would 
then be C(X), L’(X), and Lip(n,X), respectively. Suppose further that an 
elliptic differential operator D on C has been fixed and that we are interested 
in finding those compact X which enjoy the following property. 
(P) The restriction to X of each function in Coo(c) is approximable, in 
the norm of E(X), by functions u, which satisfy the equation D(q) = 0 in a 
neighborhood (depending of rp) of X. 
If convergence in E(X) implies weak-star convergence in the space of 
distributions on 8, then a necessary condition for (P) to hold is that X has 
no interior. So we put the following 
DEFINITION. The operator D is said to have the E-approximation 
property (E-A.P.) if each compact nowhere dense set Xc C has property 
(P>* 
For example, from the fact that the fundamental solution l/zz of a is in 
L&(C), 1 <p < 2, one easily proves [2] the following result: 
The operator a has the LP-A.P., 1 < p < 2. 
The theorem of Trent and Wang cited in the opening paragraph can now 
be restated as follows. 
The operator 8’ has the uniform A.P. 
This essentially depends on the fact that the fundamental solution 
(l/n)(Z/z) of 2’ belongs to L”O(C). On the basis of the above examples it 
seems useful to state the following (vague) general principle. 
The operator D will have the E-A.P. whenever a fundamental 
solution of D belongs locally to E. 
Observe now that the fundamental solution 
F,(z)=iFn+l -5 7cn! z z # 0, 
of p+2 belongs to Lip,,,(n, C), n > 1. Therefore, according to the above 
principle, one might conjecture the statement of the following theorem, which 
is, as we said before, a particular case of our main result. 
THEOREM. The operator c?“+= has the Lip n-A.P., n > 1. 
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In fact, the function F,(z) has an additional property which will be 
relevant in this paper: its (n + l)th-order derivatives belong to Lc,,(C ), 
1 <p < 2. This fact makes natural the consideration of the Sobolev type 
space IV(n, p, X) defined in Section 1. Its norm is stronger than the Lip(n, X) 
norm and better adapted to the approximation problems we deal with. We 
also work with more general modules than (1) (see Section 1 for the 
definition). To clarify the reason for the consideration of such special types 
of modules it is convenient to state a general Lip n approximation problem 
for rational modules. To simplify notation we deal only with the case n = 1. 
Consider a nowhere dense compact Xc c and two continuously differen 
tiable functions g and G on X. The problem is to give conditions on g and G 
which ensure that each function in Cm(@) is approximable in the Lip( 1, X) 
norm by functions in R(X) + R(X) g + R(X) G. We give in Theorem 2’ a set 
of such conditions: 
(i) c’g(z)#O, zEX. 
(ii) The first partial derivatives of g are Dini-continuous. 
(iii) G = H(g), H being an holomorphic function on g(X) such that 
H” # 0. 
So, apart from (i), there are two kinds of conditions: a smoothness 
condition like (ii), and a structural relation between G and g like (iii). I 
believe that both of them are, in nature, essentially sharp. The last one 
justifies the special form of the modules we consider. 
Section 2 contains the basic notation and definitions we will need in the 
sequel. Section 3 is devoted to the proof of our main result (Theorem 2). We 
also prove (Theorem 1) an extension of a recent result of Carmona and 
Trent-Wang [3, 111, which already contains the main ideas for the proof of 
Theorem 2. In Section 4 we prove two complementary results on Sobolev 
and fractional Lipschitz approximation. 
It is worth mentioning that Carmona has obtained similar results for the 
Lip a approximation problem, 0 < a < 1. by rational modules with three 
generators ] 4 1. 
2. NOTATION 
1. Rational Modules 
Let X be a compact subset of 6. Fix a continuous function g on X and a 
continuous function H on g(X). Then, for 0 < n E L, we define R(n, g, H, A’) 
as the R(X)-module consisting of the continuous functions on X of the type 
ro + rl g + ... +r,g” +r,+,H(g). 
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rj E R(X), 0 <j < n + 1. If H vanishes identically then we use the symbol 
R(n, g, X) to denote R (n, g, H, X). 
2. Spaces W(n,p, X) 
For each borelian subset E of C&‘(E), 1 <p < co, is the usual Lp-space 
relative to Lebesgue measure m on C. Let 0 < n E L and 1 <p < 00. If w is 
an open subset of C, then W(n,p, w) denotes the set of functions in L”O(o) 
(of bounded continuous functions in o if n = 0) whose kth-order partial 
derivatives (in the weak sense) belong to L”(o) if k < n, and to L’(w) if 
k = n + 1. Observe that by the Sobolev imbedding theorem [ 1, p. 971 a 
function in W(n,p, w) is continuous if n > 1. However, the continuity 
hypothesis on the functions in W(O,p, m) is not superfluous if 1 <p < 2. The 
Sobolev type space W(n,p, w) becomes a Banach space with the norm 
where 
C(n,p, w) is the set of those functions in W(n,p, o) which are n-times 
continuously differentiable in w. 
Fix now a compact Xc C. Set 
S(X) = {fE W(n,p, C)/f= 0 in X}, 
so that S(X) is a closed subspace of W(n,p, c). We define 
Ww~ X> = Wn,p, C)/S(X) 
endowed with the quotient norm. As a set, W(n,p,X) may be identified with 
the set of continuous functions on X which have an extension in W(n,p, C). 
In fact, we are more interested in the norm of W(n,p,X) than in the 
properties of its elements. 
We denote by D(n,p, X) the closure in W(n,p, X) of the space of 
restrictions to X of functions in P(c). 
For the definition of Lip@ X) (and of lip@ X)) for ,8 > 0 we refer the 
reader to [5, p. 3791. Its norm is written ]] ]]o,x. The closure of em(C),, in 
Lip(n, X), 0 < n E Z, is denoted by D(n, X). 
Following [9], we write Lz, 1 ,< q < co, 0 < n E Z, for the usual Sobolev 
spaces on 6. 
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3 _. 
The space of compactly supported infinitely differentiable functions on ‘: 
will be denoted by D and the space of functions in D with support in R by 
D(Q). The symbol t,,~ stands for the Cauchy transform rp,(l/z) of rp E D, 
and r,T (or t,*T) for the Cauchy transform of the compactly supported 
distribution T. Recall [S] that 
(roT)(cp) = -T(r,cp), cp E D. 
We will adopt the usual convention of denoting by C a positive constant. 
independent of the relevant variables under consideration. which may be 
different at each occurrence. 
3. THE MAIN RESULT 
We will need some estimates for the Cauchy transform, which we collect 
in the following lemma. 
LEMMA 1. Let O<nEL, d>O, 1 <p<oo, 2<q, and p<q. Then 
there is a positive constant C = C(n, d,p, q) such that 
whenever q E D and diam(spt q) < d. 
Proof. If ~1 E D then we have, for all i, j, 
so that, according to a widely known inequality, we obtain 
whenever i + j < n. 
Ifi+j=n+l,j>l,then 
On the other hand, 
~n+‘(to$o) = a(t,(a”fp)) = P.V. (;in$9* ;, . 
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But l/z* is a Calderon-Zygmund kernel and so 
Il~n+‘hdlI LB(C) G c Il~“Y,llLP(C) G c Il~llt;. 
This completes the proof. 
Carmona and Trent-Wang [3, 1 I] have proved recently that if Xc C is 
compact and nowhere dense and g is a twice continuously differentiable 
function in a neighborhood of X which satisfies ag(z) # 0, z E X, then 
R(X) + R(X) g is uniformly dense in C(X). We are going to extend this 
result in two directions. First we assume g to be only in Lip 1, and second 
we improve the smoothness degree of the approximation. 
THEOREM 1. Let Xc G be compact and nowhere dense, and let g be a 
function satisfying a Lipschitz condition (of order 1) in a neighborhood of X. 
Suppose further that ag(z) # 0, almost everywhere (m) on X. Then 
R(X) + R(X)g is dense in D(O,p,X), 1 <p < 2. 
Remarks. (i) Since g is a Lipschitz function, 8;s is a measurable essen- 
tially bounded function on (a neighborhood of) X. 
(ii) Write 2 = {z E X/ag(z) = O}. We do not know if the hypothesis 
m(2) = 0 can be replaced by a weaker assumption, such as the one in 
[3, 111. 
Proof of Theorem 1. Replacing g by vg, where w E D is a function iden- 
tically equal to 1 in a neighborhood of X and with support included in the 
domain of g, we can assume g to be a compactly supported function in 
Lip( 1, C). 
Let @J be an element of the topological dual (D(O,p, X))* of D(O,p, X), 
1 <p < 2. The restriction of @ to D,, is a distribution, again denoted by @. 
Let us see that r,,(Q) E L;,,(C), 1 < r < 2. In fact, if cc) is a bounded open 
set, 2 < q < co, and 9 E D(w), then, according to Lemma 1, 
Thus to(@) E Lf;&), q’ = q(q - 1) ‘. 
Now let A be an open disk containing X. Let B(O,p, A) be the subspace of 
C(O,p, A) consisting of those functions in C(O,p, A) which have a continuous 
extension to d. Then @ can be viewed as a continuous linear functional on 
B(O,p, A). The map 
is an isometric imbedding, so that, by the Hahn-Banach theorem, there is a 
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continuous extension of @ to E. Thus there exist a measure ,u on d and 
functions f. E Lp’(d), i= 1,2, p’ =p(p - 1))’ such that, for each 
q E mp, A), 
set 
K(z 3 5) = g(z) - g(r) z-5 ’ z # r. 
and. for r E c‘, 
x0(t) = J K(z, 0 d/G), 
x,(t) = )_ 2J(zI t)f,(z) Wz). 
x2(t) = /_ aLK(z, Ofi dm(z), 
where, of course. 
and 
aqz, 5) = &(z) g(z) - i?(r) -_ 
z-t (z - (3 2 ’ 
are defined only when z # r. 
We claim now that the set of discontinuity points of 
x=x0 +x1 +x2 
is numerable. Since xi, i = 1, 2, are continuous, because p’ > 2, it is sufficient 
to prove the claim for x0 in place of x. This is a consequence of the following 
argument from [3, Ill. 
Let N be the numerable set (</\,D 1((r}) > O}. Fix r 66 N and suppose 5, --t i 
as n + cg. Then K(z, l,) converges pointwise to K(z, [), as n + co, except for 
z = 5, i.e., almost everywhere (,u). Since the sequence K(z, <,) is uniformly 
bounded because g E Lip( 1, C), we deduce from Lebesgue convergence 
theorem that x0 is continuous at r. 
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Suppose now @ to be an annihilator of R(X) + R(X) g. We are going to 
show that 
Write 
x = 0, almost everywhere (m) in Cw. (2) 
Then, for z E C, 
so that rqld E B(O,p, A). 
We claim that if (DE D(Cw) then rep is approximable in the norm of 
W(O,p, X) by functions in R(X) + R(X) g. Observe that 
and that ~dgd Gd are holomorphic in a neighborhood of X. Thus the 
claim is a consequence of the Cm version of Runge’s theorem, which can be 
proved as follows. Let h be a holomorphic function in a neighborhood U of 
X. Consider a relatively compact open set V such that Xc V and v c U. By 
Runge’s theorem we get a sequence (hj) in R( t;> converging uniformly on v 
to h. Thus hj + h in the usual Frechet topology of Coo(V). Using a cutoff 
function we easily deduce hjlx -+ h,, in W(n,p, X), 0 < n E Z, 1 <p. 
Therefore, if v, E D(Cp) we have by the Fubini theorem 
+ j @ v)(z)f,(z> Wz) = @(VI = 0. 
Thus (2) follows. Hence 
x= 0, almost everywhere (m), 
by the continuity properties of x. Now we will prove the relation 
(3) 
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and this will finish the proof. Indeed, suppose (3) to be true. Since @ 
annihilates R(X), rO(@) is supported on X 15, p. 375 1. From 8g t&Q) = 0 
and from the hypothesis on ag, we get t,,(Q) = 0, i.e., @ = 0. 
Let UJ E D. Then 
This shows (3) and completes the proof. 
We state now our main result. 
THEOREM 2. Let Xc C be compact and nowhere dense, and suppose 
that g E C(n, s, U), U some open neighborhood of X, 0 < n E B and 2 < s. 
Let H be an holomorphic function on an open neighborhood V of g(X), such 
that H’“’ ” f 0 in each component of V which intersects X. Then the module 
R(n, g. H, X) is dense in D(n,p, X), 1 <p < 2, whenever 
&Y(z) # 0, z E x. (*I 
COROLLARY. Let Xc C be compact and nowhere dense. Then the 
module 
R(X) + R(X)z+ ... + R(X) Z” + R(X) 5”’ 
is dense in D(n, p, X) whenever 1 < p < 2 and 0 < n < m. 
Remark. Observe that in Theorem 2 the degree of approximation reached 
almost matches the degree of smoothness of g, while this is not the case in 
Theorem 1. 
Outline of the Proof of Theorem 2. Given an annihilator @ E 
(D(n, p, X))* of R(n, g, H, X), we must show that @ = 0. To prove this we 
introduce an auxiliary distribution r*@. The operator r* is strongly related 
to g and H and plays a role analog to that of Cauchy transform in rational 
approximation theory. The proof follows now in two steps. First we prove 
that s*@ is a function which enjoys some strong continuity properties 
(Lemma 2) and from this we deduce that t*@ = 0. The second step consists 
in showing how this can be used to conclude that @ = 0. Here we need the 
hypothesis on H(“+ I) and some estimates for certain operators related to g 
(Lemma 3). 
We come now into the details. First we proceed to define the operator r*. 
Let X, g, and H be as in the statement of Theorem 2. Take an open 
neighborhood Q of X such that 0 @ U and g(0) c V. We also assume. 
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without loss of generality, that g has been extended to a compactly supported 
function in C(n, s, C). 
Consider the kernel 
K(z, 0 = (z - v1 jH(g(z)) - + H”‘j;(tJ) (g(z) -g(O)‘), i?O 
defined for z, [E Q, and the operator 
(v)(z) = .I WY 0 rp(O wo zEf2, rpED(a). (4) 
The m th derivatives of K(z, <), 0 < m < n + 1, with respect to z and Z can be 
written as linear combinations of the functions 
(2 - 0-j (H’kyg(z)) - “Ir” H’k+i;fg(t)) (g(z) -g(s))i) ) (5) 
i=O 
0 < k < m, 1 <j< m -k + 1, whose coefficients are monomials in the 
derivatives of g of order <m. We easily get a factorization of the numerator 
in (5) of the type 
(dz) - g(t-))n-k+ * hk(&dz), g(t)), 
where h, is a holomorphic function in VX V. Therefore (5) is 
O(lz - g-k+l-j), 
where n - k + 1 -j > it - m. Hence the following propositions hold. 
-. 
(A) 4 W(z, t> is a bounded continuous function on LI x LJ whenever 
i+j<n- 1. 
(B) 3:8iKK(z, l) is a bounded function on 0 x Q, continuous except on 
the diagonal, whenever i +j = n. 
(C) There exist functions Mijl(z), Kij,(z), i + j = n + 1, and a positive 
constant C = C(g, 52) with the following properties: 
l* af2{K(z, <) = C[ Mij[(Z) Kij[(Z, <), Z, ( E 52. 
2. M,, is a monomial in the derivatives of g of order <n + 1. 
3. IKijl(Z, <)I< c, z, t E a, 
whenever Mij,(z) depends on some derivative of g of order II + 1. 
4* IKij~(z~~)l~Clz~~l~l~ z,tER, 
whenever Mij, depends only on the derivatives of g of order <n. 
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Since we can differentiate under the integral sign in (4) we deduce the 
existence of a positive constant C = C(g, Q) such that 
II4 n,s.n G c II cp IILWP cp E D(Qn). 
This is not the best possible estimate but it is all we need for the present 
discussion. 
Now suppose T to be a compactly supported distribution on Ir2 satisfying 
IT(v)I G C ll(~lln,p.w cp f5 D(Q), 
for some p, 1 <p < s. Since ry, E C(n,p, Q), cp E D(Q), we can define a 
distribution r*T on G by the formula 
(r*T)(cp) = --T(v). v1 ED(Q), 
so that the following inequality holds. 
and thus s*T is, in fact, a bounded measure on 8. 
We will be also concerned with the operators 
(r m 
cp)(z) = (_ k(z) -g(O)” 
Z-l 
cp(C) W<), z E c. (P E D, m = 1, 2,... 
Observe that, by the binomial formula, r,~ is a linear combination of 
r,Jgjp). 0 <j < m, whose coefficients are constant multiples of powers of g. 
In view of Lemma 1, since g E C(n, s, C), we get 
whenever 1 < p < s < q. Here the constant depends on m, n, p. q. g, and 
diam(spt cp). 
Let now T be a compactly supported distribution which satisfies, for some 
PY 1 <p < s, 
IT(cp)l~Wl/n,,.:~ rg E D. (6) 
Then we define a distribution t,* T by 
(G r)(v) = -VT, ~1. rp E D. m = 1, 2,... . 
The distribution r,* T satisfies, for s < q, the inequality 
KG r)GP)l < c IIrpllL~, y7E D, 
where the constant depends on m, n, p, g, T, and diam(spt cp). 
(7) 
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LEMMA 2. Let O.I be an open set, Xc o G Q. Suppose T to be a 
compactly supported distribution on w which satisfies, for some p, I <p < 2, 
I wP)l G c II (D Iln,LMJ~ cp E D(w). (8) 
Then there exists a function x E L”(O) with the following properties: 
(a) z*T = -x dm. 
(b) The set of discontinuity points of x is numerable. 
(c) & = & H’“+“(g)(T;T). 
Proof. Let B(n,p, w) be the subspace of C(n,p, o) consisting of those 
functions in C(n,p, o) whose kth-order derivatives, 0 < k < n, have 
continuous extensions to W. We can view T as a continuous linear functional 
on B(n,p, w). Define Banach spaces E,, 0 < i, j, i +j< n + 1, in the 
following way : 
E, = C(G) if i+j<n, 
E, = Lp(w) if i+j=n+ 1. 
The map 
B(n,p, o) + @ E, = E 
ii 
is an isometric imbedding, so that, by the Hahn-Banach theorem, there is a 
continuous linear functional on E which extends T. In other words, there 
exist measures pij on W, i + j< n + 1, with pij =fij dm, i + j = n + 1, 
fii E L”‘(U), p’ =p(p - 1) I, such that, for each a, E B(n,p, co), 
T(v)= 1 1 a’ i?+a dpij. 
i+j<n+l 
Write, for i+j<n+ 1, 
and 
According to (A), xii is (trivially) continuous whenever i + j < n - 1. The 
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continuity of xij, i +j = n + 1, follows from (C) and 2 <p’. The argument 
given in the proof of Theorem 1 shows, in view of (B), that the set of discon- 
tinuity points of xij, i +j = n, is numerable. Thus (b) holds. 
Let cp E D(Q). Then ta, E C(n,p, a), and so tq,, E B(n, p, w). Hence. by 
the Fubini theorem, 
! (o(5) X(t) dm(4 = G ! dPij(z) ai ‘i _( K(z, 5) V(t) dm(4) 
= T(rq7) = -(r*T)(cp). 
This proves (a). 
An immediate computation leads to the identity 
Thus 
s(&)(z) = (_ qz, 5) i&(l) dm(g = -1. i’,K(z. 0 (o(C) dm(C) 
=T,(agN’“+“(g)cp)(z), 
and so 
S(s”T)(fp) = T(t(&D)) = T(z,(agH’“+“(g) cp)) 
= -(t,*T)(iigH(“+‘)(g) (0) = -@g H’“+ ‘)(g)(z,*T))(cp), 
which is (c) in view of (a). 
We are now going to improve (7) for m = n > 1. 
LEMMA 3. Let 0 < n E U. and T a compactly supported distributiorl 
which satisfies (6) for some p, 1 (p 6 s. Let 2 < q < 00, p < q. Then r,?T is 
(identfiable to) a function in L&(C)>, q’ = q(q - 1))‘. 
Proof. It is sufficient to prove that if d > 0 is fixed, then there is a 
constant C = C(n, p, q, g, d) such that 
Il~nd n,p.c G c lIdl,4~C, (‘?‘I 
whenever q~ E D and diam(spt q) < d. Indeed, suppose (9) to be true and let 
w be open bounded set. Then by (6) and (9) 
l(w)((oI G c II P llL4(d 3 v E D(w). 
where the constant does not depend on cp. 
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To show (9) we proceed by induction on n. For n = 0 (9) was already 
proved in Lemma 1. So let n > 0. The derivatives 8 $(r,q), i +j < n, can be 
computed by a sum of terms of the form 
where M is a monomial in the derivatives of g of order <(i +j), and Q(z, <) 
is a kernel which satisfies 
IQ@, 5)1< C Iz - cY-~--~, 
for some m, 0 < m < i +j. Hence we obtain 
where the constant has the correct dependence. 
We must now estimate the LP-norm of the (n + l)th-order derivatives of 
t,,q. We have 
so that, by the inductive hypothesis and Leibnitz differentiation rule, we get 
whenever i +j= n + I,j> 1. 
We now claim that 
dm(O, z E 6. (10) 
To prove the claim observe that z,,v, is a continuous function on @ which 
agrees with q,((-g)” q) off spt g. Then tnq is holomorphic in a neighborhood 




v=z a”+‘(w)* y 
1 
is also a continuous function, because it is the convolution of a function in 
Lp(C) with the locally bounded function I”/z. Since (I/nn!)(P/z) is a 
fundamental solution for ?+‘, we have a”“(r,q~) = ~+‘IJI and therefore 
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where hj is an integral function, 0 <j Q n. By the binomial formula, we can 
write 
vj being holomorphic in a neighborhood of 03 and vanishing there. Thus, in 
a neighborhood of 00, 
which imply, appealing to Liouville theorem, that I+Y = t,,~, as it was claimed. 
From (10) we now get 
F”+‘(r,cp) = (-l)n+l% P.“. jr”+‘(r,,w)* $1 
so that I”lzni2 being a Calderbn-Zygmund kernel, 
where C > 0 depends only on p and n. This completes the proof. 
Proof of Theorem 2. Recall the construction of the (bounded) open set Q 
used to define z*. By condition (*) and the hypothesis on H(“’ ‘I, we can 
assume that $g(z) # 0, z E fin, and that H (n+‘) has only finitely many zeros 
on g(Q). 
Let 1 <p < 2 and consider an annihilator @ E (D(n,p,X))* of 
R(n. g, H, X). The restriction of @ to D,, defines a distribution. again 
denoted by @. which satisfies (8), with @ in the place of T, for each open set 
tc). Xc LC) @ Q. Fix a such o and let x be the function constructed in 
Lemma 2. We claim that 
x = 0, almost everywhere (m) in Qp. 
To show the claim write 
K(Z, 5) = (Z -C)-’ ({co Wi(Og’(Z) +M(g(Z))) 




ro(WiV) g’ + (to91 H(g). 
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If p E 0(&X), since rOo, rO(lip), 0 < i < n, are holomorphic in a 
neighborhood of X, we obtain 
(r*@)(p) = -@(rql) = 0. 
So the claim follows in view of (a) of Lemma 2. 
The continuity properties of x and the nowhere density of X now imply 
x = 0, almost everywhere (m) in 0. 
Therefore, by (c) of Lemma 2, 
~gjp”+l) (g)(m) z 0 in R. (11) 
But, r,*@ being a function in L ‘(8) by Lemma 3, we deduce from (11) and 
(*I 
qp = 0, almost everywhere (m) in Qw, 
where L = {z E 12/H’“t”(g(z)) = 0). Let W, ,..., w, be the zeros of H(“‘r) in 
&I). Set L, = {z E R/g(z) = wj}, so that L = uj Lj. Fix j and z E Lj. Since 
ag(z) # 0, if we write g = u + iv with u and u real functions, then Vu(z) # 0 
or Vu(z) # 0, and therefore Vu or Vu does not vanish in a disk centered at z. 
From this it follows that Lj is locally included in a Cl-curve. Thus m(Lj) = 0 
for each j, i.e., m(L) = 0. Then 
zp=o, almost everywhere (m) in R (12) 
An easy computation, similar to that used in proving (c) of Lemma 2, 
shows that 
a@,* @) = n Jg(r,*_ 1@). 
So, we get from (12) 
a-g@;- 1 @) = 0 in a. 
If v E D(G) then v, = yl(&-’ E C(n - 1, s, C). Since o has compact 
support, an usual regularization argument shows that o is the limit in 
W(n - 1, s, @), and then in Li, of a sequence (pj) of functions in D. But @ 
satisfies (6), for q = s, with T replaced by @, and then t,*-, @ satisfies (7) 
for q = s, with r,* T replaced by t,*- I @. Thus 
that is, 
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After a finite number of steps we get 
so that 
Hence @ = 0, as required. 
EXAMPLE 1. In this example we show that condition (*) is not super- 
fluous. Set 
X= /z/O<Rez< l,Imz=O}U {z/Rez=O,O<Imz< l}, 
g(z) = r*, H(z) = z2. z E 1: . 
so that (:r) fails only at z = 0. If 6, is the Dirac measure at the origin. then 
28, is a nonzero continuous linear functional on D( 1, X) which annihilates 
R(l.g, H,X). so R(l,g, H,X) cannot be dense in D(l,X). 
EXAMPLE 2. If even only one of the generators g ,..., g” of R( 1, g, H, X) 
is replaced by another function the conclusion of Theorem 1 may fail. To 
show this take as X the set in the above example and put 
g(z) = K H(z)=z'. ;~lt. 
Then R(2, g, H. X) is dense in O(2, X) but he module 
R(X)+R(X)r+R(X)F” (13) 
which is obtained from R(2, g, H, X) by replacing g* by the function Z’, is 
not dense in O(2, X), because a’s,, is a nonzero continuous linear functional 
on O(2, X) which annihilates (13). 
EXAMPLE 3. The degree of the approximation got in Theorem 1 is the 
best possible in the scale of the W(n,p, X) norms. In fact, Theorem 3(b) 
shows that R(n + l,g,X) is not dense in D(n, 2,X) whenever R(X) is not 
dense in L*(X). 
By the Morrey-Sobolev imbedding theorem [ 1, p. 98 1 a compactly 
supported function in C(n, s, c), 2 < s, has II th-order derivatives in 
Lip(a, C), a = 1 - (2/s). If we are interested in Lip n approximation only, we 
can weak the differentiability hypothesis on g. We state without proof what 
seems to be the more precise result on this line. 
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THEOREM 2’. Let X c C be compact and nowhere dense. Suppose that g 
is n-times differentiable on an open neighborhood of X, n > 1, and that its 
nth-order derivatives are Dini-continuous there. Let H be as in Theorem 2. 
Then the module R(n, g, H, X) is dense in D(n, X), whenever condition (*) is 
satisfied. 
We.present now a complement to Theorem 2. 
THEOREM 3. Let XC C be compact and 0 < n E H. Let g be as in 
Theorem 1 if n = 0, and as in Theorem 2 if n > 0. Let H be as in Theorem 2. 
Then the following propositions hold. 
(a) If n > 0 and R(X) is dense in Lp(X), 2 < p < s, then R (n, g, H, X) 
is dense in D(n, p, X). 
If R(X) is dense in Lp(X), 2 ( p < 03, then R (1, g, X) is dense in 
WA P, X). 
(b) R(X) is dense in Lp(X) whenever R (n + 1, g, X) is dense in 
D(n,p,X),andeithern=Oand2<p<co,orO<nand2<p<ss. 
COROLLARY. Let X c C be compact and 2 < p < 00. Then R(X) is dense 
in Lp(X) if and on& if R(X) + R(X) I is dense in D(O,p, X). 
Remark 1. The argument we are going to use to prove Theorem 3(a) 
breaks down in the limiting case p = 2 because the supremum norm of rOq is 
not dominated by a constant times the L2-norm of ~1. The result is almost 
surely false for p = 2, but we do not know any counterexample. On the other 
hand, if such a counterexample can be found, it would be interesting to find 
out if some norm exists with the property that the density (in this norm) of 
R(X) in P(cC),, is equivalent to the density of R(X) + R(X) Z in D(O,2, X). 
Remark 2. It is interesting to compare the above corollary with the 
results of Wang [ 131 on Lip a approximation, 0 < a < 1, by R(X) + R(X) Z. 
Proof of Theorem 3. (a) We deal only with the case n > 0, the details 
for n = 0 being easier. Let @ E (D(n,p, X))* be an annihilator of 
R(n, g, H, X), 2 < p < s. We showed in the proof of Theorem 2 that r*@ is 
supported on X. Next observe that a(r*@) is an annihilator of R(X). Indeed, 
if v, E D(0) and q is holomorphic in a neighborhood of X, then 
a(z*@)(p) = -(r*@)@fp) = 0, 
because r*@ is supported on X. But, by Lemmas 2 and 3, 
c?(t*@) = ag H’“+“(g) z;@ 
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is a function in LPI(X), p’ =p(p - l))‘, so that 
@ptl' (g) z;@ - 0 
by the density of R(X) in Lp(X). From this it follows as in the proof of 
Theorem 2 that @ = 0. 
(b) Write 
whenever the compact support of v is contained in D. Let cp E II(G’) and put 
so that 
D;+‘(ly) = f/l. 
By hypothesis there is a sequence (vi), wi E R(n + 1, g, X), such that 
V.j + W in W(n,p,X), as j-, 00. 
Since rj = D i “(vi) E R(X), it is sufficient to show that 
rj --f V, in LP(X), as j- 03. (14) 
By a lemma of Schwartz (7, p. 571, if a function f in L:,,(C) satisfies 
af/ax, ~3f/&~ E L&(C), then f has, at almost all point, partial derivatives in 
the usual sense which agree with aflax, df/+l almost everywhere. So, if a 
such f satisfies 
f(z)=0 almost everywhere on E. 
E a measurable subset of 5, then 
ljqz) = af(z) = 0 almost everywhere on E. 
because almost all points of E are points of linear density in the directions of 
the coordinate axes. 
We claim now that, for i +j = n + 1, 
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To show this consider I,? E W(n,p, C) with I,? = IJI on X. Repeated 
applications of the above consequence of Schwartz lemma lead to 
Then 
-‘w W’w=d$/ almost everywhere on X. 
which is (IS). Therefore 
IIrj - PlILP(X) G c II u/j - Wlln,p,X~ 
where the constant depends only on g and FL This shows (14). 
4. FURTHER RESULTS 
We are going to study Sobolev approximation problems for another class 
of rational modules. We use the symbol R(G, n, X) to denote the module 
R(n, g, H, X) with 1 < IZ, g(z) = Z, H(z) = G(F), G being a continuous 
function on X. The difference with the preceeding section lies in the fact that 
now we bind ourselves to take 1, Z;..., ..F” as generators but we allow an 
arbitrary (sufficiently smooth) function as (n + 2)th generator. 
THEOREM 4. Let XC C be compact and nowhere dense, and let G be a 
(n + I)-times continuously differentiable function in a neighborhood of X, 
l<nEL. Set Z={zEX/s”+’ G(z) = 0). Then R(G, n, X) is dense in 
D(n,p, X), 1 <p < 2, whenever m(Z) = 0. 
COROLLARY. Let XC C be compact and nowhere dense, and 0 < n E z, 
n + 1 < a E I?. Then the module 
R(X)+R(X)F+ ..‘+R(X)z”+R(X)(z(” 
is dense in D(n, p, X), 1 < p < 2. 
Proof of Theorem 4. Assume, without loss of generality, G to be a 
compactly supported function in C”‘+‘(c). We will use as kernel for our 
transforms 
-i 
qz, c) = (z - l) - ’ G(z) - 5 y (5 - @) 3 z, t-e C. (16) 
isO 
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Write 
E(z, () = G(z) - 2 
ai $G(t) 
i! $ (z - ov - r)‘, Z.<EC 
i+,j=O 
so that 
qz, <) = O(lz -tInA’). 
qz, 5) = 3 
(17) 
+ R(z, 0. z,<ES. 
R being a function in C’(C X C), and a polynomial in z, Z for each fixed 
CElC. 
Using (17) we easily see that the derivatives of K(z. 5) with respect to z, i 
satisfy (A), (B), and (C). 
On the other hand, from (16) we obtain 
&K(z, r)= -(n!(z - ())-I 2”+‘G(r) (Z- 5)“. (18) 
If we write 
then, for @ E (D(n,p, X))*, we can define a measure r*@ by the formula 
(r*@>(v) = -@(f(D), (P E D. 
As in Lemma 2, r*@ is in fact identifiable to a function which is continuous 
almost everywhere. 
If @ annihilates R(G, n, X), then r*@ = 0. Therefore. from (18) we get 
0 = -n! a@*@) = (9’ ‘G)(r,*@), 
where now the operator r,, is defined from the function g(z) = 5, z E C. If 
moreover 1 < p, then 7:@ is a function in L:,,(C) (by Lemma 3) supported 
on Z, i.e., t,*@ = 0. Since 
&,7m! @=a”(r,*@)=O, E,E {1,-l}. 
the proof is complete. 
EXAMPLE 4. The hypothesis m(Z) = 0 is not superfluous. To see this 
consider a compact nowhere dense X such that R(X) is not dense in L*(X). 
Take n = 1 and G(z) = Z; z E C, so that Z = X. By Theorem 3(b), R(G, 1, X) 
is not even dense in D( 1, X). 
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We now come to consider fractional Lipschitz approximation by some 
special kinds of rational modules. 
THEOREM 5. LetXcC becompact, O<nEZ andO<a< 1. Letgbe 
a function in lip@ + a, U), U some open neighborhood of X, and suppose g to 
satisfy condition (*). Then R(n, g, X) is dense in lip(n + a, X) if and only ij 
R(X) is dense in lip(a, X). 
Remark. We recall that metric conditions on X are known, equivalent o 
the density of R(X) in lip(a, X) [6]. 
Proof of Theorem 5. Assume, without loss of generality, g to be a 
compactly supported function in lip(n + a, C). 
Suflciency. We claim that if d > 0 is fixed then there exists a constant 
C = C(n, a, d, g) such that 
IIt,-*a,II n+a,C G c lIV)lln,C~ (19) 
whenever a, E D and diam(spt o) < d. 
The proof of the claim is by induction on n. For n = 1 this is a well- 
known result [ 5, Lemma 4, p. 3761, so suppose n > 1. 
Write 
Tf = P.V.& ?‘/z”+ ‘), 
f being a compactly supported function in lip(a, C). It is well known [9, 6.9, 
p. 501 that, for each d > 0, there exists C = C(n, a, d) such that 
II Tf LC G c If lla,o 
whenever f E lip(a, C) and diam(sptf) < d. Now (19) is a consequence of 
(20) and of the argument used in proving Lemma 3. 
Let @ E (lip(n + a, X))* be an annihilator of R(n, g, X). Then Y = a(r,X@) 
is a distribution which annihilates R(X), so that spt !Yyc X. But 
Y=nJg(z,*_l@), 
and therefore, by (19), 
I WPI ,< c Il~lla,c~ rpED, (21) 
where C depends only on n, a, g and diam(spt o). To complete the proof it is 
sufficient to prove an inequality of the type 
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Indeed, suppose (22) to be true. We deduce Y z 0, because Y annihilates 
R(X) which is dense in lip(a,X). From this and (*) it follows that @ E 0. 
To show (22) we use an argument of Carmona. It is clear from (21) that 
‘P extends continuously to a bounded linear functional (denoted again by u/) 
on lip,(a, C), the space of compactly supported functions in lip(a, C). We 
claim that if v, E lip,(a, C) and v),~ = 0, then Y(p) = 0. This is clear if cp E D 
and v, vanishes in a neighborhood of X, because spt !Pyc X. In the general 
case we consider an open disk A containing X and spt ~0, and we apply a 
result of Sherbert [8, p. 2501 to conclude that q is the limit in lip(a, 2) of a 
sequence of functions (q,J, with compact support in A, vanishing in a 
neighborhood of X. If we regard each q, as a function in lip(a, C), then 
obviously cp, -) rp in lip(a, C). Using a standard regularization argument we 
can further suppose that cp, is in D, so that Y(q) = 0 as claimed. Therefore 
where the infimum is taken over all 6 E lip,(a. ‘I ) with 6 = Q on X. Thus 
(22) will follow if we can show that 
(23) 
To prove this consider the bounded extension operator E: Lip(a, X) -+ 
Lip(a, <) constructed in 19, Chap. VI]. It is easily seen that E maps lip(a, X) 
into lip(a. (C). If we compose E with the multiplication by a fixed function in 
lip,(a, c) taking the value 1 on X, then we get a bounded extension operator 
from lip(a, X) into lip,(a, C). This proves (23). 
Necessity. Let Y be the (closed) support of m restricted to X. It is 
sufficient to show that R(Y) is dense in lip(a, Y). Indeed, suppose that this is 
the case, and let Q, E (lip(a, X)) * be an annihilator of R(X). Then r0 @ is a 
function in L/,,,(C) [S, p. 3861, so that spt @ c Y. By the argument just 
presented @ satisfies (22) with @ in place of Y and Y in place of X. 
Therefore @ = 0. 
To prove the density of R(Y) in lip(a, Y), by the argument used in proving 
Theorem 3(b), we only need to show that, for i +j = n, 
IV’ m,.Y G lISllnta.X’ fE Lip(n + a, c ). 
But this follows from Schwartz lemma exactly as (I 5) did. 
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