Abstract-Two product array codes are used to construct the (24, 12, 8) binary Golay code through the direct sum operation. This construction provides a systematic way to find proper (8, 4, 4) linear block component codes for generating the Golay code, and it generates and extends previously existing methods that use a similar construction framework. The code constructed is simple to decode.
I. INTRODUCTION
HE (24, 12, 8) binary block code, denoted by 24 C , was originally constructed by extending the (23, 12, 7) Golay code [1] , a unique 3-error correcting perfect code. Because of the optimality and attractive structure of 24 C which is self dual and doubly even [2] , it has received considerable attention, leading to a large number of construction methods. Using design theory, 24 C can be formed through a 2-(11, 6, 3) design or the 5-(24, 8, 1) Steiner system [3] . All the codewords of 24 C can also be generated by ordering a set of words of length 24 over the {0, 1} alphabet lexicographically [4] . Other approaches based on constructions in a larger field include the use of a Reed-Solomon code over 8 F [5] , the hexacode over 4 F [6] and the cubic residue code over 4 F [7] or the Mathieu group 24 M [8] . 24 C can also be constructed using component through the extension [9] ; ii) u C is the (8, 4, 4) first-order
Reed-Muller code and v C is formed by reversing the codewords of u C except for the overall parity check [10] ; and iii) u C is also the (8, 4, 4) first-order Reed-Muller code and v C is a column permutation of u C [11] .
In this paper, we present a construction of the (24, 12, 8) Golay code based on two array codes. In this construction, four component codes are involved: a (3, 2, 2) single-paritycheck (SPC) code, a (3, 1, 3) repetition code and two (8, 4, 4) linear block codes. We have discovered that given an (8, 4, 4) code in systematic form, there exist eight other different (8, 4, 4) codes obtained either through proper row permutation on the parity submatrix of the generator matrix of the first (8, 4, 4) code, or by applying a set of construction rules. These nine (8, 4, 4) codes (the original plus the eight others) are of the same isomorphism type (with the same length, dimension and weight distribution), but represent different code subspaces. Using the given (8, 4, 4) code, together with any one of the eight (8, 4, 4) codes obtained, in all cases leads to the construction of the (24, 12, 8) Golay code. This construction systematizes and extends our previous [12] and other existing methods, including [2] , [9] - [11] , that apply the x b a x b x a + + + + framework and use two (8, 4, 4) codes.
The code constructed can be, as in the case of related constructions [2] , [11] , decoded with low complexity.
II. CONSTRUCTION METHOD

A. The Generator matrices
The two array codes concerned are both two-dimensional product codes. A product code C is formed by a direct product [2] of two component codes ) , , (
represented in the form of a Kronecker product (denoted by ⊗ ) of generator matrices of its component codes, 2 1 and G G ,
where ( )
The resulting code is an ) , , ( 
The first array code C is the (24, 8, 8) 
G
Therefore, according to (1) , the generator matrix of C is given by
where 1 G is the 4 × 8 generator matrix of 1 C , and '0' represents a 4 × 8 null matrix. It is noted that the (24, 8, 8) code is also used in [13] for constructing the (24, 12, 8) code. However, the construction presented in this reference leads to a nonlinear (24, 12) 
Thus the generator matrix of C′ is given by ( )
where 1 G′ is the 4 × 8 generator matrix of 1 C′ , and obtained from 1 G , as described later.
C and C′ can be regarded as code subspaces of the vector
be the code subspace of length 24 spanned by C and C′ . Each codeword αˆ in Ĉ can be expressed as a sum . and
If C and C′ are disjoint, or, in other words, all the row vectors of G and G′ are linearly independent, the new code subspace Ĉ can be simply referred as the direct sum of C and C′ . Note that the direct sum construction or |u|v|-construction [2] is a special case of the general direct sum operation adopted here. In that case, the two codes involved, e.g. □ Following Lemma 1, we now can regard code Ĉ as a result of the direct sum, denoted by ⊕ , of C and C′ , i.e.,
with the dimension:
The generator matrix of Ĉ is therefore given by
We can see from (6) that Ĉ is an (n, k) = (24, 12) linear code.
We also notice that the codewords in Ĉ are of the form
and C x ′ ∈ , which is also the case for the Turyn [9] or cubing [11] construction.
The minimum distance of Ĉ dependents on the structures of 
Here I 4 is the 4 4 × identity matrix and P is a 4 4 × parity submatrix of 1 G . shown later that for a given systematic 1 G there exist eight
, all leading to the construction of 24 C when applying them to (6) . Among them,
G′ are non-systematic, which will be discussed seperately in sub-sections B and C.
B. The Permutation Criteria for Constructing
C′ is a systematic code, its generator matrix is expressed by ( )
The parity submatrix of 1
, will be generated through certain row permutations, as described later in this section, of the parity submatrix P of 1 G . Note that the row permutation concerned here only takes place on the parity submatrix of 1 G , so it will change the structure of code subspace 1 C . Although this is equivalent to the column permutation of P, the choice of using row permutation will make Theorem 1 given later in this session easier to prove. The parity submatrix P′ as the permutation of P must satisfy the criteria stated below.
means that any subset of two row vectors in P′ is not identical to the corresponding subset in P, where two subsets are said to be identical if they contain the same elements regardless of the order of the elements in the subset.
Before presenting the result of our construction given in Theorem 1, we prove a useful fact based on the above criteria in Lemma 2.
Lemma 2: All weight-4 codewords of 1 C and 1 C′ are distinct (here 1 C′ represents only
Proof: The weight-4 codewords of the (8, 4, 4) code are generated by linear combinations of either 1, 2 or 3 row vectors of the generator matrix at a time. As both 1 C and 1 C′ are systematic codes, we need only to prove in this case that any of such linear combinations of P is distinct from the corresponding one that involves the same subset of row vectors of P′ . In fact, combinations involving 1 and 2 row vectors are covered by Cri(i) and Cri(ii), respectively, while combinations involving 3 row vectors follows from Cri(i) as well since, given the total number of row vectors to be 4 for both P and P′ , Cri(i) implies that
The code Ĉ generated by (6), with 1 G defined in (7) and 1 
G′ defined in (8) and satisfying the Permutation
Criteria is a (24, 12, 8) linear code; i.e., is 24 C .
Proof:
The linearity of the code is obvious as Ĉ is the direct sum of C and C′ which both are linear. With Lemma 1, we need only to show that the minimum distance of Ĉ is 8. The weights of the codewords of both 1 C and 1 C′ are 0, 4 or 8.
From the structure of the codewords of 
Applying one-to-one mappings of these permutations onto P gives six corresponding permutations, P′ = (r) P for 6 1 ≤ ≤ r , and consequently six different 1 G′ ; i.e.,
respectively. This will be the case for any choice of systematic 1 G , as the number of such permutations is always given by 6 ! 3 = . This is because, in order to meet the criteria, the first row vector of the parity submatrix can be placed in any of 3 other positions (rows); then the vector thus displaced can be placed in any of 2 other positions (not its original position nor the original position of the first vector); in the same way, the third vector can only be placed in one designated position; and finally the fourth vector is placed in the only remaining position.
C. The construction Rules for ) 7 (
G′ and
) 8 (
G′
In addition to the six systematic (8, 4, 4) code subspaces generated by
, there are two more (8, 4, 4) code subspaces, which also satisfy the conditions for constructing 24 C using (6) with the given 1 C . However, these two codes are not systematic since they have, unlike the other six codes, 8-tuples (11110000) and (00001111) as their codewords. Because of this feature, all weight-4 codewords, except the above two, of these two codes have exact two nonzero elements in each half of the 8-tuples, otherwise it will result in some 8-tuples of weight 2 or 6, e.g. (11110000) + (11101000) = (00011000) or (11110000) + (10001110) = (01111110). We call this type of weight-4 codewords 2-and-2 codewords. Therefore, the structures of the generator matrices of these two codes, G′ must satisfy the statement given in Lemma 2; i.e., they are distinct from those generated by the given 1 G . Based on these conditions, the two generator matrices are designed in the forms Rule(iii) Assume that the nonzero elements of x are in its ith and j-th positions, and that the nonzero elements of y are in its i′ -th and j′ -th positions, where
. The following conditions must also be satisfied.
) ( 
given in (10) and satisfying the Construction Rules to the generator matrix given in (6), as 1 G′ , together with 1 G defined in (7), generates 24 C .
The Proof of Theorem 2 is provided in the APPENDIX. 
and using the results given in (9), the six corresponding permutations of P, Generator matrices 
24
C can then be constructed by using 1 G and 1 G′ in the framework of Ĝ given in (6), where 1 G′ can be any one of the
formed above. The codes generated using different 1 G′ will have the same weight distribution: {N(0) =1,
III. REMARKS
The example given above shows that for the given generator matrix of a systematic (8, 4, 4) G′ , that all lead to the construction of 24 C . These eight different 1 G′ and the original 1 G represent different (8, 4, 4) code subspaces, although they have the same code parameters
We have observed some interesting properties among this group of subspaces. Denoted by
the set of weight-4 codewords generated by an (8, 4, 4) linear code over GF (2) , and
is generated by 1 C and
, respectively. Thus the following properties exist: 000001  1000011000  0100010100  1000100000  1000010010  1000000001   000001  0000100010  0010100011  0101000000  0100001100  1000000100   100100  0001001000  1010001000  0001010000  0010000001  0010010001   011000  0001000100  0100000010  0000101001  0010000100  0001100010   000010  0010010001  0000101000  0100001001  1001000001  0100001000   101000  1010000010  0001000000  0010000110  0001010000  0001010100   000100  0100000101  0000010001  1000000110  0000101000  0010001010   010010  0100100000  1001000100  0010010000  0100100010 
G′
, respectively. In the same way, it can be shown that the Forney's construction [11] employing the (8, 4, 4) firstorder Reed-Muller code and its permutation is also covered by our scheme, as the choices of 
IV. CONCLUSION
In summary, we have shown that the (24, 12, 8) binary Golay code can be constructed as the direct sum of two array codes involving four component codes, two of which are simple linear block codes (a repetition code and an SPC code). The other two component codes are two different (8, 4, 4) codes; one of them is a systematic code and the other is its modified version. There exist eight different such modified codes which meet the construction criteria or rules presented. It is not difficult to show that the eight corresponding (24, 12, 8) codes formed using our construction represent eight different, though partly overlapped, code subspaces, but they are all equivalent or isomorphic to the (24, 12, 8) Golay code.
We have also demonstrated that the generator matrix 1 G and eight corresponding generator matrices
involved in our construction can generate all possible codewords (including weight-4 and weight-8) that any (8, 4, 4) code can do. In this sense, the method presented here may be viewed as the generalization of all existing approaches to constructing the (24, 12, 8) Golay code using the x b a x b x a + + + + construction and two (8, 4, 4) codes. It is worth pointing out that in our method the generator matrices
can also be described as the result of column permutations of 1 G , though a lengthier proof may be required.
There are various ways to decode the (24, 12, 8) Golay code, such as the decoders based on the hexacode constructions for hard-decision [16] [17] [18] and soft-decision [19, 20] decoding. For the construction based on (6), a regular trellis can be built using different techniques [11, 21] . This trellis has three sections of length 8 and 64 states at each section boundary. Essentially, it consists of eight structurally identical sub-trellises, thus enabling simple and fast maximum likelihood decoding as these sub-trellises can be processed in parallel. Trellises with such a structure are desirable because this can considerably reduce interconnections within the IC, and the chip-size, which are major concerns in implementing trellis decoding using DSP and VLSI technologies [22, 23] .
The decoding complexity can be further reduced by simplifying the sub-trellises through initial-decoding on the component code 1 C [24] . Proof: We first show that the two codes generated using Obviously, the left halves of the 6 codewords are unique weight-2 4-tuples, so are the right halves otherwise some combinations of such codewords could result in the codewords of weight < 4. It is easy to show that 
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