Hyperthermophilic proteins often possess an increased number of surface salt bridges compared with their mesophilic homologues. However, salt bridges are generally thought to be of minor importance in protein stability at room temperature. In an effort to understand why this may no longer be true at elevated temperatures, we performed molecular dynamics simulations of the hyperthermophilic protein Sac7d at 300 K, 360 K, and 550 K. The three trajectories are stable on the nanosecond timescale, as evidenced by the analysis of several time-resolved properties. The simulations at 300 K and (to a lesser extent) 360 K are also compatible with nuclear Overhauser effect-derived distances. Raising the temperature from 300 K to 360 K results in a less favourable protein-solvent interaction energy, and a more favourable intraprotein interaction energy. Both effects are almost exclusively electrostatic in nature and dominated by contributions due to charged side-chains. The reduced solvation is due to a loss of spatial and orientational structure of water around charged side-chains, which is a consequence of the increased thermal motion in the solvent. The favourable change in the intraprotein Coulombic interaction energy is essentially due to the tightening of salt bridges. Assuming that charged side-chains are on average more distant from one another in the unfolded state than in the folded state, it follows that salt bridges may contribute to protein stability at elevated temperatures because (i) the solvation free energy of charged side-chains is more adversely affected in the unfolded state than in the folded state by an increase in temperature, and (ii) due to the tightening of salt bridges, unfolding implies a larger unfavourable increase in the intraprotein Coulombic energy at higher temperature. Possible causes for the unexpected stability of the protein at 550 K are also discussed.
Introduction
The phenomenon of protein folding and the thermodynamic basis for the stability of proteins have attracted much interest over the years (Dill, 1993; Jaenicke, 1996; Onuchic et al., 1997; Dobson et al., 1998) . Recently, this area of research has been extended to proteins of extremophilic microorganisms, such as thermophiles, halophiles and psychrophiles (for a recent overview, see Madigan & Marrs, 1997) , since they are believed to provide new insights into the interactions that determine the structure and function of proteins (Jaenicke, 1981 (Jaenicke, , 1991 Graziano et al., 1995) . Hyperthermophilic organisms thrive at temperatures above 80 C for optimal growth and function, whilst mesophilic organisms have optimal temperatures near room temperature (Stetter et al., 1990) . High temperatures that would rapidly lead to the thermal denaturation of mesophilic proteins are sustained by homologous proteins of hyperthermophilic organisms (Rees & Adams, 1995; Danson et al., 1996) . For both mesophilic and hyperthermophilic proteins, it remains a dif®cult task to delineate the thermodynamic determinants of protein stability, as evidenced by the vast amount of literature discussing driving forces and their respective contributions to stability (Dill, 1990; Israelachvili, 1992; Matthews, 1993; Honig & Yang, 1995; Lazaridis et al., 1995; Makhatadze & Privalov, 1995) .
Recent comparisons between the structures of mesophilic and hyperthermophilic proteins have identi®ed a number of structural features that are believed to give rise to increased thermal stability (Yip et al., 1995; Hennig et al., 1995; Goldman, 1995; Tanner et al., 1996; Vieille & Zeikus, 1996; Wallon et al., 1997) . An apparently signi®cant feature is the high number of salt bridges on the surface of thermophilic proteins (Creighton, 1993) . A statistical analysis of a number of thermostable proteins has also shown that thermal stability is correlated with the relative fraction of polar solvent-accessible surface area and the number of hydrogen bonds (Vogt et al., 1997) . Other structural features include an increased number of proline residues (Watanabe et al., 1991 (Watanabe et al., , 1997 , improved hydrophobic packing (Rees & Adams, 1995; Spassov et al., 1995) , the presence of disulphide bridges and metal cofactors (Fro È mmel & Sander, 1989) , shorter loop lengths (Vieille & Zeikus, 1996) , and the capping of helices (Hennig et al., 1995) . It is not always straightforward to rationalise why these structural features correlate with increased thermodynamic stability at elevated temperatures. Theoretical studies, such as computer simulations, may facilitate the elucidation of the mechanisms underlying thermostability. Here, we have performed molecular dynamics simulations of a hyperthermophilic protein at different temperatures to investigate the importance of salt bridges for thermal stability.
Paradoxically, salt bridges (ion pairs) are now generally considered to play a minor role in the stability of proteins (Dill, 1990; S Ï ali et al., 1991; Matthews, 1993) . It has even been suggested that salt bridges electrostatically destabilise the native state of proteins, because the large unfavourable desolvation contribution to the free energy of folding associated with bringing oppositely charged side-chains together is not suf®ciently compensated by the favourable change in the Coulombic energy (Hendsch & Tidor, 1994; Wimley et al., 1996) . However, the desolvation penalty decreases in magnitude with increasing temperature, partly due to a decrease in the dielectric constant of water (Elcock & McCammon, 1997) . In other words, at higher temperatures, water solvates charged groups less ef®ciently due to the increased thermal motion, and ion-pairing is expected to become more favourable. As a consequence, the observation that salt bridges do not markedly stabilise the folded state of mesophilic proteins at room temperature, may not be applicable to hyperthermophilic proteins at elevated temperatures. Continuum electrostatic calculations suggest that salt bridges do indeed contribute to thermostability (Elcock, 1998) .
Sac7d ( Figure 1 ) is a small protein from the thermoacidophilic archaeon Sulfolobus acidocaldarius, the structure of which was determined recently by NMR spectroscopy . The Sac7 proteins (7 kDa) form a family of ®ve homologous DNA-binding proteins of which Sac7d is the most abundant form (McAfee et al., 1996) . These proteins are believed to play a role similar to that of histones in eukaryotes (Reddy & Suryanarayana, 1988; Robinson et al., 1998) . Sac7d is a 66 residue protein comprising 18 basic residues (14 Lys and four Arg residues) and 12 acidic residues (®ve Asp and seven Glu residues). The sequence contains no histidine residues or disulphide bridges, and Sac7d is devoid of metal cofactors. The protein has a compact fold with a high (82 %) secondary structure content . The recombinant form of Sac7d differs from the native form in two ways (McAfee et al., 1995) . First, the recombinant protein has an initiating Met residue. Second, residues Lys5 and Lys7 (numbering of recombinant Sac7d) may be monomethylated at the N e atom in the native form. Although spectroscopic studies indicate little Figure 1 . Structure of Sac7d. The secondary structure assignment is as described by Edmondson et al. (1995) : b-strand 1, residues 4-7; b-turn, 8-11; b-strand 2, 12-15; 3 10 -helix turn, 16-19; b-strand 3, 21-25; b-turn, 26-29; b-strand 4, 30-34; b-strand 5, 41-46; 3 10 -helix turn, 47-49; and a-helix, 52-66 . N and C indicate the amino and carboxy termini, respectively. The Figure was drawn using the program MOLSCRIPT (Kraulis, 1991) . difference in structure, a difference in stability was observed between recombinant and native Sac7d. The unfolding midpoint temperature of native Sac7d is approximately 100 C at pH 7, whereas that of recombinant Sac7d is about 7 C lower (McAfee et al., 1995) . Thus, the methylation of these two Lys residues is implicated in heat tolerance (Maras et al., 1992; Baumann et al., 1994) .
The high proportion of charged residues, the small size of the protein, the absence of metal cofactors, and the reversibility of the folding transition (McCrary et al., 1996) , make Sac7d an ideal test case for studying the contribution of salt bridges to thermostability by computer simulation. Here, we report three molecular dynamics simulations of recombinant Sac7d at 300 K, 360 K, and 550 K. The temperatures of 300 K and 360 K re¯ect the different conditions in which mesophilic and hyperthermophilic proteins are functional. Although the third temperature of 550 K is unphysical for aqueous solutions, simulations at such elevated temperatures have been used previously to study unfolding pathways of proteins (Mark & van Gunsteren, 1992; Daggett & Levitt, 1992 Tirado-Rives & Jorgensen, 1993; Ca¯isch & Karplus, 1994 Hu È nenberger et al., 1995; Li & Daggett, 1998) . We show that the trajectories at the two lower temperatures are stable and compatible with available experimental data, and discuss the simulation at the unphysical temperature of 550 K.
The stability of the simulations at 300 K and 360 K allows us to study in detail equilibrium energetic and structural properties at two different temperatures, and thus their changes upon raising the temperature. Finally, based on a simple hypothesis about the nature of the unfolded state of the protein, we provide an explanation why salt bridges may be stabilising hyperthermophilic proteins at elevated temperatures whereas they do not appear to stabilise mesophilic proteins at room temperature.
Results

Stability of the trajectories
The radius of gyration, R gyr (t), and C a rms positional deviation from the NMR structure, d rms (t), are displayed in Figure 2 for the three simulations. The three R gyr (t) curves do not differ signi®cantly. The average value of R gyr is in all cases about 1.20 nm, slightly above the value of 1.17 nm for the NMR structure. The curve corresponding to the 550 K simulation¯uctuates more, and displays a peak (1.31 nm) at 380 ps, after which R gyr drops to about 1.17 nm for the remainder of the simulation. The d rms (t) curves average to 0.21 nm, 0.25 nm, and 0.29 nm for the simulations at 300 K, 360 K, and 550 K, respectively. Again, the curve corresponding to the 550 K simulation ¯uctuates more markedly. At this temperature, d rms (t) rises to 0.4 nm within 150 ps. Thereafter, it decreases, remains stable between 200 and 600 ps at about 0.25 nm, and increases again towards a ®nal value of 0.33 nm. Thus, the low value of R gyr observed during the second half of the simulation at 550 K, although closer to the value calculated for the NMR structure, corresponds to structures that differ more from the NMR structure than the less compact structures observed during the simulations at 300 K and 360 K.
Since no experimentally derived distance restraints were included during the simulations, the compatibility of the generated trajectories with nuclear Overhauser effect (NOE)-derived distances provides a good criterion for assessing their reliability. The sum of violations, S(t), is displayed in Figure 3 for the three simulations, including the 150 ps equilibration period. At the three temperatures, S(t) increases steeply during the ®rst part of the equilibration, from 6.9 nm (NMR structure) to values of about 10-13 nm after 50 ps of equilibration. This indicates that the equilibration of the system, and in particular the relaxation of the water molecules, signi®-cantly perturbs the structure of the protein. For the 300 K and 360 K simulations, the protein recovers from this perturbation after the equilibration period and S(t) decreases again, down to 9.5 nm at 175 ps. At 300 K, the sum of violations remains close to this value during the remainder of the simulation. At 360 K, it increases again, up to 13.2 nm at the end of the simulation. Although the sum of violations is slightly higher during the 300 K simulation compared to the NMR structure, individual violations are all below 0.43 nm after 300 ps. In comparison, the maximal violation in the NMR structure is 0.39 nm. Taking into account that experimental NOE-derived distances correspond with averages over times much longer than 50 ps, the simulations at 300 K, and to a lesser extent at 360 K, appear to be in good agreement with experimental data. This is no longer the case for the simulation at 550 K, where S(t) quickly increases up to values around 25 nm immediately after the equilibration period.
The evolution of the secondary structure as a function of time for the three simulations is displayed in Figures 4 to 6. There is a high degree of similarity between the graphs corresponding to the simulations at 300 K and 360 K. Only marginal structural¯uctuations are observed and no signi®cant structural changes. The secondary structure content of the protein during these simulations is generally higher than that of the NMR structure. At 300 K (Figure 4 ), we observe a slight shortening of b-strands 4 and 5 at residues 35-36 and 39-40 between 280 and 470 ps, and after 900 ps. Transient shortening of b-strands is also observed for residues 3, 8, 11, 16 and 46. The a-helix appears to be very stable. At 360 K ( Figure 5 ), a similar shortening occurs at residues 35-36 and 39-40 around 500 and 950 ps. In addition, after 330 ps, secondary structure is lost at the turn connecting b-strands 1 and 2. Finally, the C terminus of the a-helix¯uctuates slightly more than at 300 K. In constrast, at 550 K (Figure 6 ), secondary structure¯uctuations are signi®cantly more pronounced. Temporary disruption of hydrogen bonds in turns connecting b-strands and in the middle of several b-strands is evident. Portions of the a-helix display transient changes to patterns corresponding to a 3 10 -helix, a hydrogen-bonded turn, or a b-turn. However, in spite of these important¯uctuations in the hydrogen-bonding pattern, it appears that all native secondary structure elements remain present until the end of the 0.9 ns simulation. The persistence of the secondary structure during the Figure 3 . Sum of violations with respect to NOE-derived site-site distances as a function of time, according to equation (3). The equilibration period (À150 ps through 0 ps) is included. The value S(t) 6.9 nm at t À150 ps corresponds to the NMR structure. The different curves correspond to simulations at 300 K ( ÐÐ ), 360 K ( Ð Ð Ð ), and 550 K (-----).
550 K simulation, together with the stability of the R gyr (t) and d rms (t) curves, constrast with reported simulations of mesophilic proteins at similar or lower temperatures and of similar or shorter lengths, where unfolding of the protein was observed (Mark & van Gunsteren, 1992; Daggett & Levitt, 1992 Tirado-Rives & Jorgensen, 1993; Ca¯isch & Karplus, 1994 Hu È nenberger et al., 1995; Li & Daggett, 1998) . Possible causes for this unexpected stability are discussed below.
The above analysis demonstrates that the trajectories at 300 K and 360 K are essentially stable with respect to all monitored properties. The simulation at 300 K also appears to agree well with experimental NOE-derived distances. The remainder of this section will be devoted to the analysis of equilibrium energetic and structural properties derived from these two stable simulations, with the purpose of identifying the role of salt bridges in thermal stability.
Energetic analysis
Mean values and standard deviations of the different energetic contributions de®ned in equations (5) to (7) are reported in . Time-evolution of the secondary structure for the simulation at 300 K assigned according to the DSSP program and criteria (Kabsch & Sander, 1983) . The secondary structure elements are: a-helix (*), b-strand (&), 3 10 -helix (}), hydrogen-bonded turn (Â), and bend ( Á ). The DSSP secondary structure assignment for the NMR structure is displayed at the right-hand side of the graph. The picture that emerges from this analysis is that the protein is less solvated at higher temperature. This reduction of the solvation is almost exclusively electrostatic in nature and affects primarily the charged residues at the protein surface. As a consequence, charged residues tend to rearrange so as to improve their direct electrostatic interactions among each other and, to a lesser extent, with other polar groups of the protein. Mean values (hÁ Á Ái) and standard deviations (s) of the energetic contributions de®ned in equations (5) to (7) for the trajectories at 300 K and 360 K (units, kJ/mol). The actual temperature T during the simulations is also reported (units, K). The difference between the mean values at 300 K and 360 K is given in the last column (Á). The superscripts pot, cov, elec and vdw refer to potential, covalent, electrostatic and van der Waals energy terms, respectively. The subscripts ss, ps, pr, pp, cc, cn and nn denote interactions between atoms of the following groups: solvent (s), protein in the central unit cell (p), periodic replicas of the protein (r), charged side-chains (c), protein atoms except charged sidechains (n). The indentation underlines how energy terms are partitioned.
Next, we examine in greater detail the solvation of surface charges and the nature of their rearrangement upon raising the temperature.
Solvation of charged side-chains
The radial distribution function, g ID (r), describes the local density of the solvent at distance r from charge I relative to the bolk density. The g ID (r) functions were evaluated for all charged sidechains and the chain termini. The results, averaged over positively or negatively charged residues at both 300 K and 360 K are displayed in Figure 7 (a). The curves approach unity for large distances, because the local density converges to its bulk value, and are quasi-linear beyond about 1 nm. The non-zero slope is due to the excluded volume of the protein. The ®rst peak is more pronounced and occurs at a shorter distance for positively charged residues compared to negatively charged residues, because the water oxygen was chosen as the centre of the solvent dipole. The g ID (r) curve is also generally higher for positively charged residues than for negatively charged residues, because the longer side-chains of Lys and Arg residues enable them to extend their ammonium and guanidinium groups further into the solvent. When comparing the curves corresponding to 300 K and 360 K, we observe that the peaks are broader, smaller in magnitude and slightly shifted to higher distances at 360 K. These changes in the radial distribution function illustrate the loss of solvent structure at higher temperature caused by thermal motion. For both acidic and basic amino acid residues, solvent shells tend to be spatially less ordered and on average further away from charged side-chains at higher temperature. Recently, a continuum solvation model has been developed to reproduce temperature-dependent hydration free energies of amino acids in the range 5-100 C (Elcock & McCammon, 1997) . It was found that in addition to the decrease in the dielectric permittivity of water with temperature, it was necessary to increase the effective atomic radii with increasing temperature in order to reproduce the experimental data. The shift of the g ID (r) peaks to larger distances upon raising the temperature provides a physical interpretation of this ®nding.
The radial dipole orientation correlation function, c ID (r), describes to what extent the solvent dipoles at distance r from charge I are radially oriented (one indicating a perfect radial orientation and zero a random orientation). The c ID (r) functions, averaged over positively or negatively charged residues at both 300 K and 360 K are displayed in Figure 7 (b). The curves approach zero for large distances. Here again, the ®rst two peaks are sharper and occur at shorter distances for positively charged residues. When the temperature is increased from 300 K to 360 K, the magnitudes of 
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the second and third peaks decrease. For negatively charged residues, a decrease in magnitude is also visible in the ®rst peak. This decrease in the magnitude of c ID (r) observed at higher temperature is again the consequence of the increased thermal motion.
The effect of temperature on both g ID (r) and c ID (r) will in¯uence the solvation free energy of a given side-chain (see equation (10) /2, we can compare these values to 1/2E elec ps À6486 kJ/mol (300 K) and À5931 kJ/ mol (360 K), respectively (Table 1) . This comparison suggests that the interaction between the charged residues and the solvent accounts for roughly 70 % of the total protein-solvent electrostatic interaction energy. For all residues and at both temperatures, G solv I is negative, the only two exceptions being Glu47 and Glu53 at 360 K. The magnitude of G solv I for these residues remains small and the positive sign can be explained by the vicinity of a number of positive charges (see Figure 9 (c)). The average solvation free energies for the different residue types at 300 K are: Lys (À195 kJ/mol), Arg (À151 kJ/mol), Glu (À97 kJ/ mol) and Asp (À59 kJ/mol). The average solvation free energies at 360 K are in the same order. Thus, positively charged residues are better solvated than negatively charged residues. It is, however, dif®cult to assess whether this observation re¯ects intrinsic properties of the side-chains, or rather the fact that the protein bears an overall positive charge of 6 e. Lys residues are better solvated than Arg residues probably because their charge is more concentrated in space, and Glu residues are better solvated than Asp residues probably because their side-chain is longer. By examining the differences, ÁG solv I , between G solv I at 300 K and 360 K, we ®nd that Lys, Asp, and Glu residues are on average less solvated at higher temperature, while the opposite is true for Arg residues. Only nine residues (out of 32) are better solvated at 360 K, among which are three Arg residues. The dominant contribution to the decrease in magnitude of the solvation free energy of charged residues with increasing temperature is due to Glu residues, which are on average less solvated by 29 kJ/mol at 360 K. In particular, residue Glu53 is less solvated by as much as 128 kJ/mol. In summary, charged residues are on average less solvated by 12 kJ/mol at 360 K relative to 300 K.
The individual energetic contributions of charged side-chains, E elec I , to the total electrostatic interaction energy between all charged side-chains, E elec cc , is also reported in Tables 2 and 3 . For all positively charged residues and at both temperatures, E elec I is positive, except for Lys5. For negatively charged residues, E elec I is always negative. The relative signs and the larger magnitude of E elec I for negatively charged residues is a consequence of the excess of positively charged residues (19) in the protein compared to negatively charged (13) residues. By examining the``differences'' (ÁE elec I , between E elec I at 300 K and 360 K, we ®nd that all but ®ve positively charged residues and all but ®ve negatively charged residues interact more favourably with other charged residues at the higher temperature. We note the striking negative correlation between the quantities ÁG solv I and Table 2 . Solvation free energy and contribution to the intramolecular Coulombic energy for positively charged residues at 300 K and 360 K , according to equation (10), and contribution to the intramolecular Coulombic energy, E elec I , according to equation (11), for all positively charged residues at 300 K and 360 K (units, kJ/mol). The quantities ÁG Table 3 . Solvation free energy and contribution to the intramolecular Coulombic energy for negatively charged residues at 300 K and 360 K , according to equation (10), and contribution to the intramolecular Coulombic energy, E elec I , according to equation (11), for all negatively charged residues at 300 K and 360 K (units, kJ/mol). See also the legend to Table 2 . C-ter denotes the carboxy terminus of the protein. hAspi, hGlui, and hNegi denote averages over all Asp, Glu, and negatively charged residues, respectively. over all residues is only 1.2 kJ/mol. The above analysis indicates that increased temperature induces only a small increase in the electrostatic free energy of charged side-chains, but a much more signi®cant redistribution of energy among the two contributions to this free energy, the solvation on average decreasing in magnitude and the intramolecular charged residue-charged residue (cc) interaction on average increasing in magnitude with increased temperature. Note that this latter observation is also correct on average for Lys, Glu and Asp residues. However, the opposite effect is observed for Arg residues.
ÁE
elec I . A linear least-squares ®t to the graph ÁE elec I f(ÁG solv I ) for all residues gives a correlation
Structural changes in the arrangement of charged side-chains
To investigate the structural origin of the change in E cc elec (Table 1) and in E elec I (Tables 2 and 3 ) while changing the temperature from 300 K to 360 K, we examined distance distributions for all pairs of charged side-chains in the protein (positive-positive, negative-negative, and positive-negative). Assuming that charged side-chains can be represented as single points, hN i, hN À À i, and hN À i are de®ned as the number of unique pairs at a particular separation distance consisting of two positively, two negatively, or two oppositely charged side-chains, respectively, averaged over the entire trajectory (see Methods). The three distributions hN i, hN À À i, and ÀhN À i are displayed as a function of side-chain± side-chain distance in Figure 8(a) for the simulations at 300 K and 360 K. The sum of the three components, hNi, is displayed in Figure 8 À1 e 2 (138.9 kJ nm/ mol) should approximate the value of E elec cc at large distances. The approximate shift in E cc elec when increasing the temperature from 300 K to 360 K, evaluated from the difference in the integrals, is À397 kJ/mol. This value is in reasonable agreement with the exact value of À346 kJ/mol (Table 1 ). In the range of distance 0.8-4.5 nm, there is a large compensation between hN i, hN À À i and ÀhN À i resulting in limited oscillations of hNi around 0 nm À1 . Between 0.3 and 0.8 nm, however, hN i and hN À À i are both close to zero and a large negative peak in hNi is observed at both temperatures, which is only caused by ÀhN À i and thus directly related to the formation of salt bridges. As is evident from the running integral of r À1 hNi, these salt bridge interactions form the dominant contribution to E elec cc . When the temperature is increased from 300 K to 360 K, a shoulder appears at the left of the peak in hNi, at about 0.35 nm, which suggests a tightening of salt bridges at higher temperature. The weighted integral of r À1 hNi shows that the change in E cc elec upon increasing the temperature is almost exclusively due to additional interactions in this narrow 0.3-0.4 nm range. We conclude from this analysis that (i) the decrease in the intraprotein Coulombic energy is essentially a consequence of the tightening of salt bridges, and (ii) this energetically important effect (about 350 kJ/mol) arises from relatively small changes in the distance distribution within salt bridges. The latter point is illustrated in Figure 9 (b) and (c), which represent the average conformations of charged residues over the 300 K and 360 K simulations.
Ionic networks
A question arising at this point, and which has important implications for the engineering of thermostable proteins, is whether any salt bridge will stabilise a protein at elevated temperatures, or whether a speci®c placement of ionisable residues is required to promote thermal stability. The strength of a salt bridge will generally depend on three factors (Horovitz et al., 1990) : (i) the degree of exposure to solvent; (ii) the geometry and distance of interaction; and (iii) the effect of neighbouring charged residues. The ®rst dependence cannot be discussed based on the present simulations, since all ionised residues of Sac7d are exposed to solvent. We merely note that, owing to the larger desolvation penalty, a buried salt bridge is likely to be less stabilising compared with a surface salt bridge. The second dependence is also beyond the scope of the present study. However, it may be signi®cant as evidenced by the in¯uence, presumably through subtle conformational changes, of a remote mutation on the strength of a salt bridge introduced in glutamute dehydrogenase from Thermococcus litoralis (Vetirani et al., 1998) . The effect of neighbouring charged residues has been evidenced in a study of barnase (Horovitz et al., 1990) , where the strengths of two salt bridges sharing a common arginine residue is increased by co-operative interactions within the salt-linked triad. Of particular interest is the observation that hyperthermophilic proteins generally possess not only an increased number of surface salt bridges (Creighton, 1993) , but also an increased number of ionic networks involving sometimes up to 18 saltbridged residues (Yip et al., 1995; Hennig et al., 1995; Goldman, 1995; Tanner et al., 1996; Wallon et al., 1997; Pappenberger et al., 1997) .
To examine whether such a co-operative enhancement of the strengths of salt bridges within larger ionic networks could be observed in our simulations, we grouped charged residues into clusters, so as to maximise the negative sum of intra-cluster contributions to the negative quantity ÁE Table 1 . The optimal grouping of charged residues was found to involve three clusters C 1 , C 2 , and C 3 , of 16, 8, and 8 residues, respectively. These clusters are depicted in Figure 9 . The contributions of the intra-cluster interactions to ÁE elec cc (À346 kJ/mol) for C 1 , C 2 and C 3 are À796, À340, and À259 kJ/ mol, respectively. The inter-cluster contributions are 426, 530, and 92 kJ/mol for C 1 À C 2 , C 1 À C 3 , and C 2 À C 3 , respectively. Assuming that ÁE elec cc is correlated with the gain in stability of the native state at elevated temperature due to ionisable surface side-chains, these three clusters represent the ionic networks responsible for the dominant contributions to this gain in stability. The magnitude of the sum of intra-cluster contributions to ÁE elec cc is about four times larger than ÁE elec cc itself. This clearly indicates that the Figure 9 . Conformations of charged residues on the surface of Sac7d: (a) co-ordinates from the NMR structure; (b) average co-ordinates over the 300 K simulation; (c) average co-ordinates over the 360 K simulation. The orientation is roughly similar to that of Figure 1 . In contrast to the NMR structure, average co-ordinates do not correspond to a physical low-energy conformation. Bond lengths, bond angles and dihedral angles may thus appear distorted. The C a trace is displayed in orange. Positive charges are represented as red spheres at the C z (Arg), the N e (Lys), or the N-terminal ammonium nitrogen, whereas negative charges are represented as blue spheres at the C g (Asp), the C d (Lys), or the C-terminal carboxylate carbon. Hydrogen atoms, carboxylate oxygen atoms and guanidinium NH 2 groups are not displayed. Residues are grouped into three clusters so as to maximise the negative sum of intra-cluster contributions to ÁE elec cc , the change in the Coulombic energy of the ionised side-chains upon raising the temperature from 300 K to 360 K. Clusters C 1 , C 2 , and C 3 are coloured green, yellow, and pink, respectively. The clusters contain the following residues. C 1 : N terminus, Lys3, Lys5, Lys13, Glu14, Lys19, Lys21, Arg25, Glu47, Lys52, Asp56, Arg60, Glu64, Lys65, Lys66 and C terminus. 1; C 2 : Lys7, Lys9, Glu11, Glu12, Lys48, Glu53, Glu62, Arg63; C 3 : Asp16, Lys22, Lys28, Asp35, Asp36, Lys39, Arg42, Asp49. relevant entities for discussing the effect of charged residues on the thermophilicity of Sac7d are these ionic networks rather than individual salt bridges.
Examination of the spatial distribution of the charged residues within these clusters (Figure 9 ) reveals that the clusters do not correspond with ensembles of residues in speci®c regions of the protein surface. They may contain groups of residues in close proximity. For example, the C 1 cluster comprises the group N terminus, Lys3, Lys5, Glu14, the group Glu64, Lys65, Lys66, C terminus, and the ion pairs Arg25-Glu47 and Asp56-Arg60, whereas the C 2 cluster comprises the group Lys7, Lys9, Glu11, Glu12. However, the clusters themselves extend over the whole surface of the protein.
It also appears that there is only a limited correlation between the formation of a salt bridge between two residues and the appartenance to a same cluster. For example, among the 17 charge pairs within an average distance inferior to 0.6 nm during either the 300 K or the 360 K simulations, only nine correspond with pairs belonging to the same cluster. It follows that if some salt bridges contribute to the gain in stability of the native state (see Figure 8 ), namely the intra-cluster salt bridges, others do not appear to do so. Considering the very unfavourable inter-cluster contributions to ÁE elec cc , it is even likely that at least some of the inter-cluster salt bridges contribute unfavourably to the stability of the folded state.
We also observe that a signi®cant stabilisation may result from the interaction of residues which, upon visual inspection, would not seem to interact strongly. A typical example is cluster C 3 , which has a large contribution to ÁE elec cc (À258 kJ/mol), but exclusively involves residues at large distances from each other. Finally, considering the intra and inter-cluster contributions to ÁE cc elec (see above), we estimate that the complete removal (i.e. the mutation of all residues to Ala) of cluster C 1 , C 2 or C 3 , assuming no corresponding relaxation of the protein structure, would increase the magnitude of ÁE cc elec by 160, 178 or 363 kJ/mol, and thus further stabilise the native state. This surprising observation suggests that the three clusters actually interfere electrostatically with each other, and that the placement of charged residues on the surface of the protein may not be optimal from a purely electrostatic point of view. Thus, a gain in stability might in some cases be obtained by the removal of speci®c ionisable residues rather than the introduction of additional ones. Note, however, that the simultaneous removal of two clusters, or of all of them, is predicted to have a very unfavourable effect on the stability of the folded state, namely an increase of ÁE cc elec by 347 to 710 kJ/mol.
Discussion
Here, we report molecular dynamics simulations of recombinant Sac7d at 300 K, 360 K, and 550 K.
The analysis of several time-resolved properties (radius of gyration, rms deviation from the NMR structure, secondary structure evolution) indicates that at the three temperatures, the system is in equilibrium on the nanosecond time scale. Comparison with NOE-derived proton-proton distances shows that the simulations at 300 K, and to a lesser extent at 360 K, are also in agreement with experimental data. The secondary structure undergoes only minor¯uctuations in the simulations at the two lower temperatures. In contrast, rapid and important¯uctuations in the hydrogen-bonding pattern are observed during the simulation at 550 K. However, even at this temperature, all secondary structure elements characteristic of the native state are still present at the end of the simulation.
The observation that the protein does not unfold during the simulation at 550 K contrasts with previous studies of protein unfolding by computer simulation, where denaturation was observed at similar temperatures and within similar time scales (Mark & van Gunsteren, 1992; Daggett & Levitt, 1992 Tirado-Rives & Jorgensen, 1993; Ca¯isch & Karplus, 1994 Hu È nenberger et al., 1995; Li & Daggett, 1998) . The absence of unfolding in this study could be a consequence of the enhanced (thermodynamic or kinetic) thermal stability of the hyperthermophilic protein Sac7d compared to the mesophilic proteins considered in these studies. Note, however, that in a recent molecular dynamics study of rubredoxin (using a cutoff scheme for the electrostatic interactions), the hyperthermophilic protein was found to unfold faster than its mesophilic homologue at 500 K (Lazaridis et al., 1997) . The present work is to our knowledge the ®rst reported simulation of a protein at high temperature using the P 3 M (particleparticle particle-mesh) method for handling electrostatic interactions, whereas previous studies used cutoff-based methods. Consequently, other causes may be involved in the unexpected stability of the protein in the present simulation at 550 K, for example: (i) artifacts associated with the use of a cutoff scheme (Smith & Pettitt, 1991; Schreiber & Steinhauser, 1992a,b) may have driven or accelerated the unfolding process in the previous studies, so that it occurred on the nanosecond time scale; (ii) the use of the P 3 M method together with force®eld parameters calibrated for use with a cutoff scheme may lead to an imbalance between different force-®eld terms and result in an increase in protein stability; and (iii) the arti®cial periodicity imposed by the use of the P 3 M method may speci®cally stabilise the folded state of the protein.
The latter point has been addressed in a recent continuum electrostatics study (Hu È nenberger & McCammon, 1998a) . Based on 180 conformations taken from the present simulation at 550 K, electrostatic free energies corresponding to periodic (Ewald) and non-periodic boundary conditions were calculated and compared. The results show that arti®cial periodicity stabilises the native state of the protein by 3-4 kJ/mol (0.7-0.9 k B T at 550 K) with respect to the most unfolded conformation observed during the simulation (Hu È nenberger & McCammon, 1998a) .
The stability of the simulations at 300 K and 360 K allows us to analyse energetic and structural properties in detail. The energetic analysis reveals the following two changes upon raising the temperature from 300 K to 360 K: (i) a less favourable protein-solvent interaction energy, and (ii) a more favourable protein-protein interaction energy. Both effects are almost exclusively electrostatic in nature, and dominated by contributions from charged residues at the surface of the protein. The analysis of the radial distribution functions and radial dipole orientation correlation functions around charged side-chains indicates that the loss of charge solvation upon increasing the temperature is due to a partial loss of the spatial and orientational structure in the solvation shells around the charge, as a consequence of the increased thermal motion in the solvent. With the decrease in the magnitude of the solvation free energy of a given charged residue at higher temperature, we observe a concomitant increase in magnitude of the Coulombic interaction of the residue with other charged residues, the two effects signi®cantly compensating each other. Finally, the analysis of the pair distribution functions for charged side-chains allows us to attribute this increase in the magnitude of the Coulombic interactions between charged residues to the tightening of residue pairs of opposite charges and within distances in the range of 0.3-0.4 nm, i.e. salt bridges.
The implications of the above observations on the importance of salt bridges for thermostability can be drawn by assuming that charges are on average more distant from one another in the unfolded state than in the folded state. Following this assumption, salt bridges may stabilise the folded state of the protein relative to its unfolded state at elevated temperatures for two reasons. First, the reduced solvation of charged side-chains observed in our simulation at higher temperature is likely to affect the unfolded state more adversely than the folded state (Elcock, 1998) . Second, the tightening of salt bridges at higher temperature, which partly compensates for this loss of solvation, will increase the energetic cost for the disruption of salt bridges when the protein unfolds. This hypothesis could be veri®ed by using the results presented in Tables 2 and 3 as a guide to perform site-directed mutagenesis experiments on Sac7d. For instance, the mutation to alanine of residues exhibiting a large and negative ÁE elec I and a large and positive ÁG I solv , e.g. Glu53, Lys7 or Glu64, should cause a degradation of the protein thermal stability. Conversely, the mutation to alanine of the residues Arg25, Lys9, Arg60 or Glu11 is predicted to further stabilise the folded state.
If the above explanation for the stabilising effect of salt bridges is correct, any decrease in the screening properties of the solvent, such as that brought by an increase in temperature, should render the contribution of salt bridges to the stability of the native state more favourable. For example, the decrease in the dielectric constant of water upon increasing the temperature could be mimicked by the addition of a co-solvent of lower permittivity. Such a measurement of the relative stability, in different solvent mixtures, of wild-type and mutant proteins lacking a salt bridge would allow to test our hypothesis. In the opposite, an increase in the solvent screening properties, such as an increase in the ionic strength, should result in a less favourable contribution of salt bridges to stability. Such an effect of ionic strength has indeed been observed in mutagenesis studies of barnase (Horovitz et al., 1990) and of the thermostable DNA-binding protein HU (Kawamura et al., 1997) .
Since our results suggest a systematic temperature dependence of the electrostatic interaction energy (E elec pp ) within the protein, namely a decrease in this quantity (more favourable interactions) with increasing temperature, we examined a number of low-temperature crystallographic structures of ribonuclease A (Tilton et al., 1992) and lysozyme (Young et al., 1993 (Young et al., , 1994 Kurinov & Harrison, 1995) to see if such a systematic dependence could be observed experimentally. The results of this analysis are presented in Table 4 . For ribonuclease A and the lysozyme (tetragonal) structures solved by Kurinov & Harrison (1995) , the variation of E elec pp between $100 K and $300 K is small and negative (À17 and À32 kJ/mol, respectively). However, the variation of this quantity with temperature is highly irregular and spans a range of about 400-500 kJ/mol. The values calculated from the lysozyme (tetragonal) structures solved by Young et al. (1993 Young et al. ( , 1994 do not agree with those calculated from the structures of Kurinov & Harrison (1995) . The former are higher in electrostatic energy by 450-750 kJ/mol, and E elec pp decreases by 330 kJ/mol between 100 K and 298 K. Finally, a decrease of about 500 kJ/mol is observed for the lysozyme (monoclinic) structures solved by the same group. These results appear contradictory, probably due to a very large uncertainty in the calculated electrostatic energies. This uncertainity may be caused by a number of factors: (i) intermolecular packing contacts and possibly intermolecular salt bridges occur in the crystal, but are not accounted for in E elec pp ; (ii) the increase in temperature is accompanied by the expansion of the unit cell, the anisotropic expansion of the protein, and changes in the packing of protein molecules; (iii) the solvent properties at these subzero temperatures and in the crystalline environment probably differ from those of bulk water (in particular the dielectric properties); and (iv) ash-frozen crystals may not represent equilibrium con®gurations, but rather kinetically trapped states, with possible structural distortions.
Several experiments con®rm more directly that salt bridges do stabilise the native state of thermophile proteins at elevated temperatures, in agree-ment with the conclusions of the present study. For example, the importance of a surface salt bridge (Glu34-Lys38) for the stability of the thermostable DNA-binding protein HU from Bacillus stearothermophilus was evidenced experimentally by site-directed mutagenesis (Kawamura et al., 1997) . The mutations Glu34 3 Asp, Glu34 3 Gln, or Lys38 3 Asn, which all disrupt the salt bridge, lead to a decrease in the thermal stability of this protein by 2.08, 2.71, and 2.17 kJ/ mol, respectively. Conversely, in the mesophilic homologue from Bacillus subtilis, the simultaneous mutations Asp34 3 Glu and Asn38 3 Lys, which introduce the salt bridge present in the hyperthermophilic protein, lead to an increase in the thermal stability by 1.92 kJ/mol.
Extensive ionic networks, where individual residues are involved in multiple interactions, have also been suggested as a common mechanism for promoting thermostability (Yip et al., 1995; Pappenberger et al., 1997) . Hyperthermophilic proteins generally possess not only an increased number of surface salt bridges (Creighton, 1993) , but also an increased number of such ionic networks (Yip et al., 1995; Hennig et al., 1995; Goldman, 1995; Tanner et al., 1996; Wallon et al., 1997; Pappenberger et al., 1997) . For instance, the comparison of glutamate dehydrogenase from the hyperthermophilic organism Pyrococcus furiosis with that of the mesophile Clostridium symbiosium revealed that in the mesophilic protein, 40 % of the charged residues are involved in ion pairs and 23 % of the ion pairs are involved in ionic networks, whereas these numbers are as high as 54 % and 62 %, respectively, for its hyperthermophilic homologue (Yip et al., 1995) . This suggests that the creation of an ion pair network may be energetically (and possibly also entropically) more favourable than the creation of an equivalent number of single pairwise salt bridges.
Such a co-operative effect was evidenced in a study of barnase for the surface salt-linked triad Asp8, Asp12 and Arg110, involving two salt bridges (Horovitz et al., 1990) . By performing double mutant cycles, it was estimated that the strengths of the Asp12-Arg110 and Asp8-Arg110 salt bridges are both increased by 3.2 kJ/mol within the triad due to the presence of the third residue. The stabilising effect of an ionic network of four charged residues (Arg20, Arg320, Asp323, and Glu326) was also identi®ed in the hyperthermophilic protein glyceraldehyde-3-phosphate dehydrogenase from Thermotoga maritima (Pappenberger et al., 1997) . The mutations Arg20 3 Ala or Arg20 3 Asn, which change the network into a single salt bridge lead to a decrease in the free energy barrier for the (irreversible) thermal denaturation by about 4 kJ/mol at 100 C. A similar network, which is found in the homologous enzyme from Escherichia coli but not from other mesophilic organisms, also appears to contribute to an increased thermal stability of the protein from this organism (Pappenberger et al., 1997) . The role of an ionic network in increased thermal stability was also evidenced in the case of glutamute dehydrogenase from T. litoralis (Vetriani et al., 1998) . The mutation Thr183 3 Glu in this enzyme enables the formation of a six-residue ionic network analogous to that observed in the highly homologous (but 16-fold more thermostable) protein from P. furiosis. It was found that the mutation leads to a four-fold stabilisation of the enzyme provided that another mutation (Asp167 3 Thr) is introduced simultaneously.
The analysis of the present simulations in terms of clusters of charged residues is in line with the results of the above experimental studies. We ®nd that three large clusters (ionic networks), rather than individual salt bridges, provide most of the electrostatic stabilisation of Sac7d towards thermal denaturation. Many residues in close proximity are Tilton et al. (1992) ; PDB entries 1-9RAT. b Data from Kurinov & Harrison (1995) ; PDB entries 1LSA-F, tetragonal crystalline form. c Data from Young et al. (1993 Young et al. ( , 1994 ; PDB entries 5,6LYT, tetragonal crystalline form. d Data from Young et al. (1993) ; PDB entries 3,4LYT, monoclinic crystalline form, two molecules per asymmetic unit cell re®ned independently.
found within the same cluster. However, the clusters themselves extend over the whole surface of the protein. This analysis also indicates that, although the overall electrostatic interaction of charged surface residues clearly stabilises the protein, individual salt bridges may or may not do so. In other words, the stabilisation can probably not be reduced to a sum of pairwise salt bridge interactions. Moreover, it is likely that at least some of the inter-cluster salt bridges contribute unfavourably to the stability of the folded state. We note that such a high degree of co-operativity in the interaction between charged surface residues is not unexpected in view of the extremely high density of charges on the surface of Sac7d (see Figure 9 ), but may not necessarily generalise to larger proteins with a lower density of surface charges.
Two consequences for the engineering of thermostable proteins are that: (i) a simple consideration of the local environment of a charged side-chain may be insuf®cient to predict the effect of a speci®c mutation, since strong interactions with residues that are not in the immediate vicinity may be involved; and (ii) a gain in stability may in some cases be obtained by the removal of speci®c ionisable residues (or salt bridges) rather than the introduction of additional ones. Hence, if judicious placement of salt bridges across the protein surface is certainly a useful strategy in the design of thermostable proteins, it may prove dif®cult to determine the detailed rules dictating the optimal location for their introduction. We believe that theoretical studies such as the present one may in some cases provide a guide for selecting mutation sites.
As shown here, molecular dynamics simulations enable us to perform a detailed comparison between the energetic and structural properties of a protein at room temperature and at elevated temperature, thus providing information which is not directly accessible to experiment. Such a comparison between equilibrium properties relies, of course, on the stability of the trajectories at the two temperatures, and is therefore only possible for proteins stable at elevated temperature (hyperthermophilic proteins). The results demonstrate how simulations may provide a link between the structural observation that hyperthermophilic proteins have statistically more surface salt bridges and ionic networks, and their enhanced thermal stability. This study illustrates how theoretical tools can be used to broaden our understanding of the factors governing protein stability.
Methods
Molecular model and computational procedures
Molecular dynamics simulations were performed using a modi®ed version of the GROMOS96 program (van Gunsteren et al., 1996) incorporating the particleparticle particle-mesh (P 3 M) method for handling electrostatic interactions (Hockney & Eastwood, 1988; Luty et al., 1994 Luty et al., , 1995 . The GROMOS 43A1 united-atom force ®eld (van Gunsteren et al., 1996) was employed together with the simple point charge (SPC) water model (Berendsen et al., 1981) . Initial co-ordinates were taken from the NMR solution structure of recombinant Sac7d as deposited in the Brookhaven Protein Data Bank (entry code 1SAP). The protonation states of ionisable residues were chosen according to the pK a of the isolated amino acid and a pH of 7, resulting in a total charge of 6 e. The N and C termini were considered ionised. The protein was immersed into a rectangular box of dimensions 4.66 nm Â 4.90 nm Â 5.58 nm containing 3956 SPC water molecules to reach a ®nal density of about 1.0 g/cm 3 for the water surrounding the protein. No counter-ions were added. Bond lengths were constrained by application of the SHAKE procedure (Ryckaert et al., 1977) . A time-step of 2 fs was used to integrate the equations of motion. The P 3 M method, including the Wigner self-energy term, was used to compute the electrostatic interactions (Hockney & Eastwood, 1988; Luty et al., 1994 Luty et al., , 1995 Hu È nenberger & McCammon, 1998a,b) :
where q i and r i are the charge and position vector of atom i, r ij is the minimum-image distance between atoms i and j, V the volume of the rectangular unit cell, a À1 the width of the Gaussian charge shaping function (0.3 nm), and erfc the complementary error function. The prime after the summation sign indicates that when atoms i and j are excluded neighbours (1 st or 2 nd covalent neighbours), erfc should be substituted by erfc À1. The kspace potential, È g (r), was calculated using fast Fourier transforms as described by Luty et al. (1995) , using a grid spacing of 0.08 nm and a weighting between ®rst and second difference operators b 1.35. The real-space contribution was truncated, together with the LennardJones interaction, at a distance of 0.9 nm. The nonbonded pair list was updated every ten steps. Simulations were performed at constant volume and temperature. The temperature was maintained by weak coupling to a heat bath (Berendsen et al., 1984) with a relaxation time t T 0.1 ps. Three simulations were started at temperatures of 300 K, 360 K, and 550 K in the following way. After relaxation of the solvent coordinates (with ®xed positions of the protein atoms), the temperature was progressively increased to 300 K within 15 ps while positionally restraining solute atoms with a decreasing force constant. After this initial heating period, a copy of the system was further heated to 360 K (within 10 ps), and another copy to 550 K (within 60 ps). All simulations were allowed a total heating/equilibration period of 150 ps, after which the systems were simulated during 1.0 ns at 300 K and 360 K, and 0.9 ns at 550 K. Co-ordinates were saved every 0.1 ps for analysis.
Two speci®c choices made in the above setup demand a brief discussion. First, the charge of the protein was not explicitly neutralised by counter-ions. In this case, due to the use of the P 3 M method, the net charge in the unit cell is implicitly neutralised by a homogeneous background charge. Although this represents only an approximate description of a counter-ion atmosphere (Hu È nenberger & McCammon, 1998a,b) , it offers the advantages of: (i) improving the convergence properties of the simulations; (ii) eliminating the dependence of the results on an arbitrary initial placement of the counterions; and (iii) limiting the number of degrees of freedom to be considered in the analysis of salt bridges. Second, constant volume simulations are performed rather than constant pressure simulations. The SPC water model is parametrised for a temperature of 298 K, and constant pressure simulations would lead to unrealistically low densities of the solvent at elevated temperatures. Experimentally, the density of water decreases only by 3 Â 10 À2 g/cm 3 from 300 K to 360 K (Lide, 1995) , providing reasonable justi®cation for the constant volume setup, although it may lead to elevated pressures in the 360 K and 550 K simulations. However, since even very high pressures induce only limited shifts in the folding equilibria of proteins, which are only signi®cant under conditions of temperature and pH close to the transition (Zipp & Kauzmann, 1973; Li et al., 1976; Weber & Drickamer, 1983) , artifactual effects of elevated pressure should remain small. Nevertheless, high pressures may somewhat slow down the dynamics of the system (Hawley & Mitchell, 1975; Brunne & van Gunsteren, 1993) .
Analysis of the trajectories
The radius of gyration and the root-mean-square (rms) deviation of C a atomic positions with respect to the NMR structure were monitored as a function of time. The radius of gyration is de®ned as:
where r i (t) and r CM (t) are the co-ordinates of atom i and of the centre of mass of the protein, respectively, at time t, and N at 696. The C a rms deviation is de®ned as:
where r i NMR is the co-ordinate of atom i in the NMR structure, after a least-squares ®t superimposition with the structure at time t, and N C a 66.
To assess the compatibility of the simulations with experimental data, a set of 620 upper-bound site-site distances was constructed from the 1821 NOE-derived proton-proton distances used in the structure re®nement and corresponding to a temperature of 35 C (J. W. Shriver & S. P. Edmondson, personal communication (van Gunsteren et al., 1996) . For each site pair, the largest experimental distance between protons belonging to the individual sites was taken, and increased by the sum of pseudo-sites corrections for the two sites. These NOE-derived site-site distances were compared with those obtained from the simulations, averaged over successive windows of length Át 50 ps. where hÁ Á Ái t,Át denotes averaging over trajectory frames from t t À Át/2 to t t Át/2, R i (t) is the distance between the ith site pair at time t, R i NMR the NOEderived distance, and N pairs 620.
Energy contributions were analysed in detail. The total potential energy is the sum of a covalent term (E cov ), an electrostatic term (E elec ), and a van der Waals term (E vdw ):
The two latter terms were further decomposed as: were obtained by re-evaluating the electrostatic interaction energy for each trajectory frame using equation (1), including only protein charges, or only solvent charges, respectively. The quantity E where c denotes the ensemble of atoms belonging to side-chains of charged residues (Arg, Lys, Asp and Glu) plus the N-terminal ammonium and C-terminal carboxylate groups, and n the overall neutral ensemble of all remaining atoms (backbone amide groups and non-ionisable side-chains).
For all ionisable residues, the side-chain (I)-water dipole (D) radial distribution functions, were calculated as: of an ionisable sidechain I can be approximated by:
where q I is the charge of the side-chain, m the dipole moment of the SPC water molecule (0.04734 e nm), and e 0 the dielectric permittivity of vacuum. In this expression, we assume that (i) the side-chain ± water interaction is equivalent to a point charge-point dipole interaction; (ii) any interaction with water molecules outside the unit cell centered around I can be neglected; and (iii) the electrostatic solvation free energy is proportional to the side-chain ± solvent interaction energy E I solv by a factor 1/2, i.e. we are using a linear response approximation (Roux et al., 1990; A Ê qvist et al., 1994; A Ê qvist & Hansson, 1996) . While this expression is only approximate, it is probably suf®cient to capture the temperature variations of G I solv and offers the advantage of linking this thermodynamic quantity with the structural properties g ID (r) and c ID (r). The contribution of charged side-chain I to the intraprotein Coulombic energy was calculated as: . Finally, approximating the charged side-chains as single points (the reference atoms as given above), we de®ne N (r, t) as the number of unique pairs (i, j) of positive charges (excluding i j) at a distance r ij (t) at time t satisfying r 4 r ij (t) < r Ár, divided by Ár 0.02 nm. N À À (r, t) and N À (r, t) are de®ned similarly. hN i, hN À À i, and hN À i thus represent the number of unique pairs at a particular separation distance consisting of two positively, two negatively, or two oppositely charged side-chains, respectively, averaged over the entire trajectory. According to these de®nitions: Temperature dependence of the dielectric permittivity of SPC water
Since the effect of temperature on salt bridges discussed in the present study is, at least in part, a consequence of the decrease in the dielectric permittivity of water upon increasing the temperature, it seemed important to assess the realism of the SPC water model with respect to this property. We thus performed separate 1 ns molecular dynamics simulations of two cubic boxes containing 512 SPC water molecules at 303 K and 363 K, and at the corresponding experimental densities of 0.996 and 0.965 g/cm 3 , using the P 3 M method and a setup analogous with that described for the protein simulations. The dielectric permittivities were calculated and error bars estimated from the anisotropy of the permittivity tensor (Hu È nenberger & van Gunsteren, 1998) . We obtained relative permittivities of 69(AE5) and 50(AE4) at 303 K and 363 K, respectively. The former value compares well with other estimates from the literature (Hu È nenberger & van Gunsteren, 1998). The two values are slightly lower than the experimental values of 76.6 and 58.1 (Lide, 1995) , but the calculated change of 19 is in excellent agreement with experiment.
