Objectives: It was hypothesized that auditory training would allow bimodal patients to combine in a better manner the low-frequency acoustic information provided by a hearing aid with the electric information provided by a cochlear implant, thus maximizing the benefit of combining acoustic (A) and electric (E) stimulation (EAS).
INTRODUCTION
As the audiological candidacy criteria for cochlear implantation continues to evolve, an increasing number of unilateral cochlear implant (CI) users have substantial residual lowfrequency hearing in the contralateral ear (Cohen 2004; Dorman & Gifford 2010) . For these CI users, low-frequency information (which is not well transmitted by CIs) can be provided via hearing aids (HAs) in the nonimplanted ear. Speech performance both in quiet and in noise significantly improves when CI patients have access to both electric (E) and acoustic (A) stimulation (e.g., Tyler et al. 2002; Ching et al. 2004; Hamzavi et al. 2004; Kong et al. 2005; Mok et al. 2006; Gifford et al. 2007; Dorman et al. 2008; Zhang et al. 2010) .
The benefit of combining E and A stimulation (EAS) across two ears in a bimodal listening condition varies significantly across patients. This variability is reflected not only in individual differences in EAS benefit but also in the time course of adaptation to the novel stimulation patterns provided by HAs and CIs. Some patients achieve substantial benefit, with sentence recognition in noise improving by 30 to 40 percentage points and monosyllablic word recognition in quiet improving by 20 to 30 percentage points, when acoustic stimulation is added to electric stimulation (e.g., Gstoettner et al. 2006 Gstoettner et al. , 2008 Gifford et al. 2007; Dorman et al. 2008; Helbig et al. 2008; Zhang et al. 2010) . Other patients receive much less, or no, benefit even after extensive experience with EAS (e.g., Hamzavi et al. 2004; Kong et al. 2005) . There have also been cases in which EAS produced poorer speech performance than E-alone stimulation (e.g., Tyler et al. 2002; Ching et al. 2004; Mok et al. 2006) .
Besides the high variability in EAS benefit, individual patients also differ in terms of the time course of adaptation to EAS. After initial activation of the CI, EAS patients must adapt to differences between the patterns of activation produced by acoustic versus electric stimulation. Many studies have tracked performance over time in EAS patients. These longitudinal studies have shown that most EAS benefit occurs in the first 6 months of use (e.g., Shallop et al. 1992; Dooley et al. 1993; Gstoettner et al. 2006 ). However, continued improvement has been observed over 12 months of use for some EAS patients (e.g., Shallop et al. 1992; Gstoettner et al. 2008; Helbig et al. 2008) .
One possible explanation for the variability in EAS benefit is variability in basic auditory function (e.g., audibility and frequency resolution) in the region of residual acoustic hearing Kong et al. 2005) . It is reasonable to suppose that ears with better hearing (i.e., better audibility and frequency resolution) would provide more EAS benefit than ears with poorer hearing (Gantz et al. 2009; Zhang et al. 2010) . Although the basic auditory function in the region of residual acoustic hearing may be a contributing factor to the variability in EAS benefit, recent studies have demonstrated that the majority of EAS benefit is derived from low-frequency information from the voice fundamental frequency (F0) region containing voicing, amplitude envelope, and pitch-change cues (Kong & Carlyon, 2007; Brown et al. 2009; Zhang et al. 2010) . If the addition of acoustic information from the F0 region alone is sufficient to improve speech performance with EAS relative to that with E-alone stimulation, and given that most EAS patients have substantial low-frequency residual hearing at and below 250 Hz, then why is there such a large variability in EAS benefit? EAS patients not only show a peripheral limitation in the processing of acoustic information, but may also differ in their ability to integrate the acoustic information from the F0 region and the electric information to achieve EAS benefit. During the initial period of combined use of an HA with a CI, EAS patients must adapt not only to the spectrally degraded and shifted speech patterns provided by CIs, but also to the perceptual dissimilarities between simultaneous acoustic and electric stimulation (Dooley et al. 1993; Ching et al. 2004) . Although the long-term use of both devices may help EAS patients accommodate acoustically and electrically evoked speech patterns via "passive" learning, passive adaptation is not likely to be optimal. "Active" auditory training may improve patients' use of acoustic F0 cues and, in turn, maximize the benefit of EAS. ZHANG ET AL. / EAR & HEARING, VOL. 33, NO. 6, Auditory training, an important facet of aural rehabilitation, has been shown to be effective in improving speech-recognition skills of HA users by teaching hearing-impaired individuals to use in a better manner active listening strategies (e.g., hearing with attention and intention) to improve psychosocial function (e.g., Walden et al. 1981; Montgomery et al. 1984; Rubinstein & Boothroyd 1987; Sweetow & Palmer 2005) . Recently, Fu et al. have reported encouraging results for the effectiveness of auditory training in improving CI users' auditory perception, including difficult listening tasks (e.g., speech in noise, telephone speech, music, etc.) (e.g., Fu et al. 2004 Fu et al. , 2005 Fu & Galvin 2007 Oba et al. 2011) . More importantly, the improved performance was largely retained after training had been stopped and the training benefit generalized to a variety of listening conditions. The training benefit for CI users can be affected by training protocol and materials (Fu et al. 2005; Li & Fu 2007; Stacey & Summerfield 2007 Loebach & Pisoni 2008; Stacey et al. 2010) . In general, training (e.g., phonemerecognition training) focusing on listeners' attention to acoustic contrasts/differences between stimuli targets "bottom-up" processes. Training that focuses on listeners' attention to lexically meaningful or contextual cues (e.g., keyword-in-sentence training) targets "top-down" processes. Both the bottom-up approach and the top-down approach have been shown to be effective for improving speech understanding (Fu et al. 2005; Li & Fu 2007; Stacey & Summerfield 2007 Fu & Galvin 2008; Loebach & Pisoni 2008; Stacey et al. 2010) .
Because patients typically have more difficulty with phoneme identification than with word and sentence identification, we chose a bottom-up training approach rather than a top-down training approach to maximally challenge listeners to improve their auditory perception. The goal of the present study was to investigate the effect of a phoneme-recognition training on EAS benefit in patients with a CI in one ear and an HA in the other. To properly evaluate training outcomes, tasks that involve more bottom-up auditory processing, such as vowel, consonant, and consonant-nucleus-consonant (CNC) word identification, were included in baseline measures. It is likely that central pattern processing (i.e., top-down auditory processing) also plays a role in CNC word identification (e.g., the effect of lexical neighborhood density on word identification) (Krull et al. 2010) . To document possible generalization of bottom-up segmental cue training to sentence recognition, which involves more top-down auditory processing, AzBio sentence identification was also included in the baseline measures. Last, to evaluate the benefit of adding low-frequency acoustic information to electric signal before and after auditory training, it was important to collect baseline measures that were sensitive to additional pitchrelated cues provided by acoustic hearing. Therefore, voice gender and emotion identification were included in the baseline measures. The aims of this study were (1) to determine whether "active" auditory training would improve bimodal patients' ability to use the acoustic information in the F0 region and, in turn, maximize EAS benefit and (2) to determine whether phoneme-recognition training, in a closed-set task, would yield improvements in a variety of listening tasks including openset tasks (e.g., sentence identification) and pitch-related tasks (e.g., voice gender and emotion identification).
MATERIALS AND METHODS

Subjects
Seven postlingually deafened CI adult users were recruited. All subjects had residual hearing in the nonimplanted ear. The individual audiogram for the nonimplanted ear is shown in Figure 1 . The order of subject number was organized according to the amount of residual hearing (average pure-tone threshold for frequencies ≤ 1000 Hz) subjects had in the nonimplanted ear with S1 having the greatest and S7 having the least amount of residual hearing. Table 1 displays demographic information for each subject. At the time of testing, all subjects had at least 2 years of passive learning experience with their CI (mean = 4.3 years, SD = 3.4 years) and did not receive any active auditory training after cochlear implantation. All subjects gave informed consent to participate in this study and were compensated for their time. Informed consent procedures were approved by the Institutional Review Board at Arizona State University.
General Testing and Training Timeline
Because of the high variability in CI listener's performance, it is difficult to separate within-subject training effects from acrosssubject variability. Therefore, a "within-subject" control procedure (instead of an experimental control group) was adopted, in which each subject served as their own experimental control. Extensive baseline performance measures were obtained for the within-subject control procedure to independently estimate "procedural learning effects" (i.e., task familiarization) from "perceptual learning effects" (i.e., true active learning) for each subject. Baseline speech performance was repeatedly measured once per week for 3 weeks (pretraining). After the baseline measures, subjects trained at home on loaner laptops loaded with a custom training software (Sound Express; House Research Institute, Los Angeles, CA) for approximately 60 minutes per day, Fig. 1 . Individual audiograms for the nonimplanted ear. The order of subject number was organized according to the residual hearing (average pure-tone threshold for frequencies ≤ 1000 Hz) subjects had in their nonimplanted ear with S1 having the greatest and S7 having the least amount of residual hearing. e72 ZHANG ET AL. / EAR & HEARING, VOL. 33, NO. 6, e70-e79 5 days per week, for 4 weeks. Performance was reevaluated after completing the 4th week of training (posttraining) and was remeasured 4 weeks after the training stopped (follow-up).
Test Methods and Materials
All baseline performance was measured in quiet (for one subject S6) or in the presence of a competing multiple-talker babble at +5 dB signal to noise ratio (SNR) (for the other six subjects). The reason for measuring speech performance in different listening backgrounds was to set the pretraining speech performance for each subject at a range of 20 to 80% to eliminate ceiling effects that might influence posttraining outcome measures. Speech stimuli were presented at 65 dB SPL in the free field via a single loudspeaker placed in front of the subject (0-degree azimuth) at a distance of 1 m. All baseline performance was evaluated in three listening conditions: (1) electric stimulation alone (E alone), (2) acoustic stimulation alone (A alone), and (3) combined electric and acoustic stimulation (EAS). Subjects were tested using their own HA and CI and their "everyday" programs. Before testing, subjects were presented with sample test items and they reported to the examiner that the sounds were "comfortably loud" and, in the case of EAS testing, that the acoustic and electric signals were balanced.
Baseline performance was evaluated using six sets of test materials, including four closed-set tasks and two open-set identification tasks. The four closed-set tasks included vowel and consonant identification, and voice gender and emotion identification. Vowel identification was measured in a 12-alternative paradigm. Vowel stimuli included 12 medial vowel tokens presented in h/V/d context produced by five male and five female talkers and drawn from the set recorded by Hillenbrand et al. (1995) . Consonant identification was measured in a 20-alternative paradigm. Consonant stimuli included 20 medial consonant tokens presented in a/C/a format produced by five male and five female talkers and drawn from the set recorded by Shannon et al. (1999) . Voice gender identification was measured in a two-alternative paradigm. The tokens were the same as those used in the vowel test. Emotion identification was measured in a five-alternative identification paradigm. Emotion stimuli included 40 semantically neutral sentences to convey five target emotions (angry, happy, sad, anxious, and neutral), produced by one male and one female talker (2 Talkers × 5 Emotions × 4 Sentences = 40 Sentences) and drawn from the database recorded at the House Research Institute.
The two open-set tasks included monosyllabic word and sentence identification. Word identification was tested using the CNC word lists (Peterson & Lehiste 1962) . The materials included 10 phonemically balanced lists of 50 words recorded by a single male talker. Sentence identification was tested using the AzBio sentences organized into 33 lists of 20 sentences (Spahr et al. 2012) . Sentences composed of 6 to 10 words were recorded by four talkers (two men and two women) using a casual speaking style. The sentence lists were constructed to have an equal number of sentences spoken by each of four speakers (two men and two women) and to have a consistent overall level of intelligibility. Both monosyllabic word and sentence understanding were evaluated in a total of 15 conditions (3 stimulation conditions [E, A, and EAS] × 5 performance measures [pretraining × 3, posttraining, and follow-up]). For both words and sentences, the list-to-condition assignments were randomized for each listener. However, with 10 CNC word lists and 15 conditions, 5 word lists used in the pretraining measures were assigned again to the posttraining and follow-up measures. There was a gap of at least 2 months for subjects to listen to the same word list and, therefore, the likelihood of the familiarization of the repeated word list was minimal. A novel sentence list was used in each condition. Before testing, listeners were allowed a brief practice session in each condition. The condition order was randomized and counterbalanced among listeners.
Training Materials and Methods
After the baseline measures were completed, training was conducted at home, using loaner laptops loaded with a custom training software (Sound Express). Subjects trained while listening to stimuli played back via computer speakers. Extensive training was provided to each subject on how to use the software, how to set up the computer speaker, and how to set the listening level. Subjects were also instructed to use the same CI and HA programs and volume control settings as those used for testing. Each subject's training sessions were recorded in the Sound Express software, including performance and total training time. The software also allowed an experimenter to remotely access the training record to monitor each subject's training frequency and performance. Subjects trained for approximately 60 minutes per day, 5 days per week, for 4 weeks, for a total of 20 training hours.
A phoneme-contrast protocol was used in auditory training, in which subjects specifically focused on the differences in acoustic features among vowels or consonants to facilitate bottom-up perceptual learning of speech phonemes. For vowels, acoustic speech features included first and second formant ZHANG ET AL. / EAR & HEARING, VOL. 33, NO. 6, e70-e79 e73 frequencies (F1 and F2) and duration; for consonants, speech features included voice, manner, and place of articulation (Miller & Nicely 1955) . Monosyllabic words produced by different talkers (recorded at the House Research Institute) were the primary training materials used in the training exercises. These monosyllabic words (>1000 monosyllabic and 200 nonsense words) were different from those used in the test database. Six subjects trained to identify initial, medial, or final consonants and medial vowels in the presence of a speech babble noise. During the identification training, a monosyllablic word was played in the presence of a speech babble, and the subject responded by clicking on one of four choices shown onscreen (e.g., "Jane," "Joan," "John," and "June"). The response choices differed by only one phoneme (i.e., initial, medial, or final consonants, and medial vowels). The SNR was automatically adjusted according to a subject's responses. If the subject answered correctly, visual feedback was provided and the SNR was automatically increased by 2 dB. If the subject answered incorrectly, auditory and visual feedback were provided (allowing subjects to compare their response with the correct response) and the SNR was decreased by 2 dB. One subject (S6) was trained to identify vowels and consonants in quiet. The protocol was similar to the phoneme-in-noise protocol described earlier. This subject began consonant/vowel identification training in which the speech-feature differences among consonants and vowels were gradually reduced as the subject's performance improved (i.e., from "can" versus "fan" to "can" versus "pan"). As the subject's performance improved, the acoustic differences between response choices were reduced or the number of response choices was increased.
RESULTS
All subjects completed the specified testing and training. The total time spent on testing ranged from 11 to 13 hours with a mean of 12 hours, and the total time spent on training ranged from 962 to 1271 minutes with a mean of 1078 minutes (18 hours). To independently estimate the procedural learning effect, pretraining performance was measured once per week for 3 weeks. The Kruskal-Wallis one-way analysis of variance, with test session as a factor, was performed on the data from the pretraining measures within each stimulation condition and each test. There was no significant effects of test session for any of the stimulation conditions and test materials, suggesting no significant procedural learning effect observed in the pretraining performance measures. Therefore, the data were collapsed across the three pretraining measures to calculate the pretraining performance within each stimulation condition and test, which was then compared with the posttraining and follow-up performance for each subject. Friedman two-way analysis of variance was performed on the data for each test with two within-subject factors: training (pretraining, posttraining, and follow-up) and stimulation mode (E, A, and EAS). If the overall p value obtained from the Friedman test was less than 0.05, then post hoc pairwise comparisons were done by Wilcoxon signed rank test. Statistical details are provided in Table 2 .
After training, speech-recognition performance (vowel and consonant identification, CNC word and AzBio sentence recognition) improved for six of seven subjects. There was, however, considerable variability in the magnitude of improvement. Pitch-related performance (voice gender and emotion identification) did not improve for any of the seven subjects. One subject (S5) showed no improvement on any test measure. This subject had the longest period of experience with a CI (10 years). Figure 2 shows individual and mean pretraining, posttraining, and follow-up percentage correct scores as a function of stimulation condition for vowel identification. Posttraining performance significantly improved for the E (mean = 9.6 %; range = 2.3-14.3%) and EAS (mean = 8.6 %; range = 1.0-17.3%) conditions. Further analyses on the confusion matrices for vowel identification before and after training revealed that the perception of vowel place (F2) was significantly improved after the training both for the E (mean = 8.4%; range = −0.5 to 20.1%) and EAS conditions (mean = 11.9%; range = 0.5-17.5%). Figure 3 shows individual and mean pretraining, posttraining, and follow-up percentage correct scores as a function of stimulation condition for consonant identification. Posttraining performance significantly improved for the E (mean = 11.9 %; range = 3.3-20.7%) and EAS (mean = 9.8%; range = 2.3-14.0%) conditions. Further analyses on the confusion matrices for consonant identification before and after training revealed that the perception of consonant voicing and manner of articulation was significantly improved after the training both for the E (voicing: mean = 16.5%, range = 0.5-26.5%; manner: mean = 10.4%, range = 2.5-25%) and EAS conditions (voicing: mean = 13.4%, range = 0.5-34.5%; manner: mean = 10.1%, range = −4.5 to 26.5%). Figure 4 shows individual and mean pretraining, posttraining, and follow-up percentage correct scores as a function of stimulation condition for CNC word identification. Posttraining performance significantly improved for the E (mean = 13.6%; range = 2.7-33%) and EAS (mean = 14.9%; range = 1.3-33.3%) conditions. For all aforementioned three tests, the magnitude of improvement in the EAS condition was equivalent to that in the E condition (mean differences between EAS score and E-alone score in pretraining, posttraining, and follow-up measures; p > 0.05; see Table 2 ), and the improvement was largely retained 1 month after training stopped (mean differences between posttraining and follow-up performance in the E and EAS conditions; p > 0.05; see Table 2 ). Figure 5 shows mean pretraining, posttraining, and followup percentage correct scores as a function of stimulation condition for AzBio sentence identification. Posttraining performance improved for the E (mean = 6.7%; range = −7.3 to 17.6%) and EAS (mean = 8.3%; range = −4 to 21.2%) conditions. However, the improvement for AzBio sentence identification failed to reach statistical significance. Figure 5 shows mean pretraining, posttraining, and follow-up percentage correct scores as a function of stimulation condition for voice gender and emotion identification; there was no significant training benefit. There was also no significant training benefit observed for the A condition for any test material.
DISCUSSION
On average, the bottom-up segmental cue training resulted in a 10% improvement in vowel and consonant identification and CNC word identification in quiet or in noise for bimodal patients who had already extensive experience (at least 2 years) with their CI. The magnitude of the improvement in the E condition was equivalent to that e74 ZHANG ET AL. / EAR & HEARING, VOL. 33, NO. 6, e70-e79
TABLE 2. Results of Friedman two-way analysis of variance and post hoc pairwise comparison (Wilcoxon signed rank test) as a function of test materials
Test Materials 
12.4*
The analysis was performed with two within-subject factors: training (pretraining, posttraining and follow-up) and stimulation condition (E, A, and EAS) . The test materials included vowel/consonant identification, CNC word, and AzBio sentence identification, and voice gender and emotion identification. Significant main effects and post hoc comparisons are indicated in boldface and with asterisks. *Significant at 0.05.
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in the EAS condition, and the improvement was largely retained 1 month after training stopped. There was no significant training benefit observed for two pitch-related performance tasks-voice gender and emotion identification. Although mean speech-recognition performance significantly improved with training, there was a large variability in the magnitude of improvement across subjects. Some subjects achieved a larger training benefit (e.g., 20-30% for CNC word recognition for S1 and S6), and others benefited modestly from the training (e.g., 8-12% for CNC word recognition for S2, S3, S4, and S7). Subject 5 did not demonstrate any training benefit in any speech-recognition task. Nevertheless, most subjects' speech-recognition performance improved after training. All subjects had at least 2 years of experience with their CI and HA and, therefore, had a long passive learning experience with their devices and had enough time to adapt to perceptual dissimilarities between simultaneous acoustic and electric stimulation (e.g., Shallop et al. 1992; Gstoettner et al. 2008; Helbig et al. 2008 ). Subject 5, the only subject without training benefit, had the longest period of experience & HEARING, VOL. 33, NO. 6, (10 years) with her CI and HA, and she was the most active and self-initiated listener among the seven subjects, who had been frequently engaging in learning experience (e.g., by audio-book listening) after cochlear implantation. Given that the improvement in speech perception mostly occurred within the 1st year postimplantation and might continue up to 5 years postimplantation (Spivak & Waltzman 1990; Loeb & Kessler 1995; Tyler et al. 1997) , it was possible that S5's speech performance had reached a plateau after years of passive learning experience and, therefore, auditory training could not further improve her performance. Overall, however, our results were consistent with the previous studies that reported the effectiveness of auditory training in improving CI users' auditory perception (Fu et al. 2004 (Fu et al. , 2005 Fu & Galvin, 2007 Oba et al. 2011) .
In addition to the variability in training benefit across subjects, there was a large variability in the magnitude of improvement across speech-recognition tasks. The magnitude of improvement was greatest for CNC word identification (mean = 14%), modest for vowel (mean = 9%) and consonant identification (mean = 10%), and the least for AzBio sentence identification (mean = 7%). The present auditory training used a bottom-up approach, which targeted on enhancing listeners' attention to phonemically relevant features to facilitate bottom-up learning in discriminating phonemic contrasts/differences among phonemes. Therefore, the phoneme-recognition training significantly improved vowel and consonant identification. Further analyses of the confusion matrices for vowel and consonant identification before and after training revealed that the perception of vowel place (F2) and consonant voicing and manner of articulation were significantly improved after the training both for the E and EAS conditions. In addition, improved perception of vowel place and consonant manner and voicing may have facilitated the top-down linguistic process of narrowing potential word candidates in a lexicon (e.g., Zue, 1985) . Therefore, training also significantly improved CNC word identification. However, training minimally enhanced the higher-level linguistic processing at the level of connected speech (AzBio sentence recognition). Fu and Galvin (2008) reported that a top-down approach (targeting contextual cues available with sentence training) provided a greater trainingin-noise benefit than a bottom-up approach. Therefore, it is possible that AzBio sentence recognition might have been e78 ZHANG ET AL. / EAR & HEARING, VOL. 33, NO. 6, significantly improved if the top-down training approach had been used. For voice gender and emotion identification, it is not surprising that training focused on phonetic contrasts among vowels and consonants did not improve performance.
The magnitude of the training benefit in the E condition was equivalent to that in the EAS condition, and there was no significant training benefit observed in the A condition for any of the test materials. The results suggest that the training benefit is likely a result of auditory learning for the electric signal and that the EAS benefit cannot be further maximized by the auditory training. Given that the majority of the EAS benefit is derived from low-frequency information from the F0 region (Brown et al. 2009; Zhang et al. 2010 ) and most subjects recruited for the present study had substantial low-frequency residual hearing in this region, one possible explanation for the absence of maximizing EAS benefit with auditory training is the limitation of processing the acoustic information at suprathreshold level (i.e., frequency selectivity in the region of residual acoustic hearing). Zhang et al. (2010) reported that individuals achieving a larger amount of EAS benefit across two ears were able to process better the acoustic information in the frequency domain. Subjects in the present study had limited benefit of combining EAS across two ears, so the frequency selectivity in the region of acoustic hearing in this group of subjects was likely to be poor. Therefore, the training effect on EAS benefit might have been compromised by the poor frequency selectivity in the region of acoustic hearing. It is reasonable to hypothesize that maximizing EAS benefit with auditory training would have been observed if a group of subjects achieving a larger amount of EAS benefit (i.e., with better frequency selectivity in the region of acoustic hearing) had been recruited for the present study. However, this does not seem to be the case. Subject 2 achieved substantial benefit with consonant, word, and sentence recognition in noise improving by 20 to 30 percentage points when acoustic stimulation was added to electric stimulation. However S2's EAS benefit was not maximized after auditory training. More research needs to be done to investigate whether the peripheral limitation at suprathreshold level (i.e., frequency selectivity in the region of acoustic hearing) may play a role in the auditory training effect in bimodal patients.
Another possible explanation for the absence of maximizing EAS benefit with auditory training is the time frame of training provided to the subjects. All subjects had extensive experience (at least 2 years) with their CI and HA before training started. As mentioned in the Introduction, most EAS benefit occurs in the first 6 months of use after cochlear implantation (e.g., Shallop et al. 1992; Dooley et al. 1993; Gstoettner et al. 2006) . It is possible that training initiated at earlier stage after cochlear implantation would have been able to better facilitate the perception of signals elicited by acoustic and electric stimulation across two ears and, in turn, maximize the EAS benefit. Given the training outcomes from the present study, auditory training should be recommended for all bimodal patients after cochlear implantation, which can improve their overall speech understanding.
RESULTS
This study demonstrated that, on average, a phonemic-based auditory training resulted in a 10% improvement in vowel, consonant, and CNC word identification performance in the E and EAS conditions for bimodal patients who had extensive experience (at least 2 years) with their CI and HA. However, the auditory training in a closed-set task did not yield significant improvement in an open-set listening task (sentence identification) and two pitch-related listening tasks (voice gender and emotion identification). The magnitude of training benefit in the E condition was equivalent to that in the EAS condition, suggesting that the benefit was because of the central auditory learning effect for the electric signal but not the acoustic signal. The training benefit remained 1 month after training stopped. Although EAS benefit was not maximized by the auditory training, training in the form administered in this study can improve overall speech understanding of bimodal patients by improving their E-alone performance.
