Abstract. Let (Z, κ) be a Walsh Brownian motion with spinning measure κ. Suppose µ is a probability measure on R n . We characterize all the κ such that µ is a stopping distribution of (Z, κ). If we further restrict the solution to be integrable, we show that there would be only one choice of κ. We also generalize Vallois' embedding, and prove that it minimizes the expectation E[Ψ(L Z τ )] among all the admissible solutions τ , where Ψ is a strictly convex function and (L Z t ) t≥0 is the local time of the Walsh Brownian motion at the origin.
Introduction
The Skorokhod embedding problem was formulated and solved by Skorokhod in 1961 [28] . For a centered target distribution µ with finite second moment, one looks for a stopping time τ such that B τ ∼ µ, where (B t ) t≥0 is the standard Brownian motion. In over fifty years, various solutions have been proposed, and some of them have been shown to have particular optimality properties. There is a large number of literature on this problem, but we will only mention a few of them that are related to our own work. For more detailed information, we will refer the reader to [23] for a nice survey, to [3] for the Skorokhod embedding's connection with optimal transport, and to [18] for its application to Mathematical finance.
Although the embedding problem for one-dimensional Brownian motion has been well studied, there are not many results in higher dimensions (see e.g. [13] , [15] ). As stated in [23, Section 3 .10], if we consider measures concentrated on the unit circle, only the uniform distribution can be embedded by means of an integrable stopping time. The main challenge is that the multidimensional Brownian motion does not visit points anymore. This motivates us to consider the embedding of Walsh Brownian motion, and it turns out that any µ ∈ P(R n ) can be embedded using this alternative.
Walsh Brownian motion is a singular diffusion in R n , which behaves like a one dimensional Brownian motion on each ray away from 0. Once it hits the origin, it is kicked away from 0 like a reflecting Brownian motion, and is assigned a random direction according to some given distribution κ ∈ P(S n−1 ) (see e.g. [2] , [14] , [30] ). Here S n−1 denotes the unit sphere of R n . We will denote a Walsh Brownian motion by (Z t ) t≥0 = (Γ t , R t ) t≥0 , where Γ t ∈ S n−1 represents the direction and R t ∈ [0, +∞) the radius. For a given probability measure µ ∈ P(R n ), we want to investigate if there is a stopping time τ < +∞ and a spinning measure κ ∈ P(S n−1 ) such that Z τ ∼ µ. We will assume that µ({0}) < 1, without loss of generality, otherwise, we have a trivial solution τ = 0.
Define a map Φ from punctured Euclidean space R n \ {0} to S n−1 × R + as the following, Φ : z → (γ, r),
where z = γr. Denoteμ = µ| R n \{0} • Φ −1 , the pushforward measure of µ| R n \{0} . We extendμ to a probability measure on S n−1 × [0, +∞) by distributing the mass µ(0) to S n−1 × {0} in proportion to γ →μ({γ} × R + ) . Take k = 1 −μ(S n−1 × R + ) = µ({0}) and assign mass A × {0} for any Borel subset A ⊂ S n−1 . Denote the first marginal ofμ byμ 1 , the disintegration of µ with respect toμ 1 by (μ γ ) γ∈S n−1 , and the barycenter on each ray by m γ := r≥0 rμ γ (dr). Our first result, Theorem 3.1, shows that µ is a stopping distribution if and only if κ ≫μ 1 . It is proved by an application of potential theoretic results in [27] . In particular, the proof is done by checking assumption (3.1) which in general is quite difficult to verify. We verify this assumption by characterizing the α-excessive functions of Walsh Brownian motion (see Proposition 2.2).
Subsequently, we prove that for µ to be embedded by means of integrable stopping times, it must have a finite second moment. Furthermore, the choice of spinning measure κ turns out to be unique, i.e., ( * )
where m = R n |z| µ(dz). See Proposition 4.1 and Theorem 4.1. Here we employ stochastic calculus on Walsh Brownian motion (established in [19] , [21] ). Next we consider a Vallois type embedding: Let Ψ be a strictly convex function, and choose a spinning measure κ as shown in ( * ). Denote by T the collection of stopping times τ such that (Z t∧τ ) t≥0 is uniform integrable and Z τ is of distribution µ. Using excursion theory, we also solve the optimization problem
where (L Z t ) t≥0 is the local time at the origin. The rest of the paper is organized as follows. In Section 2, we briefly review the definition of Walsh Brownian motion and its stochastic calculus, and characterize its α-excessive functions. In Section 3, we show the existence of almost-surely finite solutions. In Section 4, we provide a sufficient and necessary condition for the existence of integrable solutions. Finally in Section 5, we solve the optimization problem (⋆).
Walsh Brownian Motion and its α-excessive functions
For any function f defined on a subset of R n , we use f γ (r) to represent f (γ, r). The right-, left-hand derivative with respect to the variable r are written as ∂ + f γ (r), ∂ − f γ (r), respectively. In addition, denote the origin by 0.
Walsh Brownian motion.
Definition 2.1. Let (R t ) t≥0 be a reflecting Brownian motion and τ 0 := inf{t ≥ 0 : R t = 0}. A process (Z t ) t≥0 is an n-dimensional Walsh Brownian motion with spinning measure κ ∈ P(S n−1 )
, where Γ t is a S n−1 -valued process with the convention that Γ t = (1, 0, . . . , 0) when R t = 0; (ii) If Z 0 = 0, then for t > 0, the random variable Γ t has distribution κ independent of R t ; (iii) If Z t = (γ, r) with r > 0, then Γ t = γ on the set {t < τ 0 }, and on the set {t > τ 0 }, Γ t has distribution κ independent of R t .
In [2] , Barlow et al. proved the existence of Walsh Brownian motion, which will be briefly reviewed below. Denote the state space of (Z t ) t≥0 by
Let (P + t ) t≥0 be the semigroup of a reflecting Brownian motion on [0, +∞) and (P 0 t ) t≥0 be the semigroup of a Brownian motion on [0, +∞) killed at 0. By reflection principle, for any g ∈ C 0 (R + ) we have,
. So intuitively for any f ∈ C 0 (E) the following equations hold,
by which we could formally write down P t : C 0 (E) → C 0 (E), t ≥ 0:
It can be easily verified that (P t ) t≥0 is a Feller semigroup on C 0 (E) (see [2, Theorem 2.1]). According to [25, III.7] , there exits a strong Markov, E-valued càdlàg process (Z t ) t≥0 with transition function (P t ) t≥0 . Write Z t = (Γ t , R t ) in polar coordinates, and set Γ t = (1, 0, . . . , 0) when R t = 0. Then the radial process (R t ) t≥0 is a reflecting Brownian motion, and Γ t is constant on the set {t < τ 0 }. It also can be shown that (Z t ) t≥0 is continuous and a Feller diffusion on E (see [2, Theorem 2.4, Corollary 2.5]).
It remains to prove that Γ t has the distribution κ independent of R t , which is a result from excursion theory of Itô [20] . We refer to [14, Section 2] for a detailed proof, and here we only introduce some basic results of the excursion theory that we will use later.
The excursion space for (Z t ) t≥0 is given by
where U R = {e ∈ C([0, +∞)) : e −1 (0, +∞) = (0, ξ), for some ξ > 0} is the excursion space of reflecting Brownian motion. We can associate (Z t ) t≥0 with a Poisson point process on U Z . To see this, let (L Z t ) t≥0 denote the local time of (Z t ) t≥0 at the origin. It characterizes the amount of time spent by (Z t ) t≥0 at 0 and is just local time of (R t ) t≥0 at 0. Take (I l ) l≥0 to be the right continuous inverse of (L Z t ) t≥0 . We "label" excursions using the local time at 0. Definition 2.2. The excursion point process is the process (e l ) l≥0 , defined with values in U Z by (i) if I l − I l− > 0, then e l is the map
(ii) if I l − I l− = 0, then e l is the identically zero function.
It is shown by Itô that this excursion point process is a Poisson point process, with intensity function given by a unique σ-finite measure η on the excursion space U Z (refer to [24, Chapter XII], [26, Chapter VI, Section 8] for details). For any U ⊂ U Z and l > 0, we set U l := (0, l) × U , and
which is the number of excursions in U before local time l. It can be shown that N U l is a Poisson random variable with parameter lη(U ). According to our construction, the measure η is the product κ × n, where n is the excursion measure for reflecting Brownian motion. We recall one important property of the measure n, which will be used later on in Section 5 (see e.g. [ [16] , [19] , [21] ), and then prove a simple lemma which will be used many times in the rest of the paper. Now define a process Lemma 2.2. Let (Z t ) t≥0 be a Walsh Brownian motion with spinning measure κ. Then for any g ∈ D, the process g(Z t ) t≥0 is a continuous semimartingale and satisfies the identity
Proposition 2.1. Suppose ρ : S n−1 → (0, +∞) is bounded, and define the hitting time of ρ,
Then we have
Proof. For any disjoint Borel subsets A, B ⊂ S n−1 , define a measurable function on S n−1 × R + as follows,
Applying Lemma 2.2, we see that (h A,B (Z t )) t≥0 is a martingale. By the optional sampling theorem,
Since choices of A and B are arbitrary, it can be see that
is a constant, from which we can deduce the first part of the lemma.
Take g(γ, r) = r 2 . Again by Lemma 2.2, we know that (g(Z t ) − t) t≥0 is a martingale. By employing the optional sampling theorem, we conclude
2.3. α-excessive functions. In this subsection, we characterize bounded α-excessive functions of Walsh Brownian motion.
The characterization of α-excessive functions for Brownian motion is well known. The following proposition can be deduced easily from [5, Chapter II, 30] , after which we present the result for Walsh Brownian motion.
2 . Proof. By the strong Markov property for Walsh Brownian motion and the definition of α-excessive function, we have, for all s ≤ t
So that (e −αt g(Z t )) t≥0 is a supermartingale, and thus for any stopping time τ ,
By restricting g to a single ray in E, we obtain that g γ is α-excessive for Brownian motion for each γ ∈ S n−1 . Using Lemma 2.3, we have claimed
Subtracting both sides by g(0) and dividing the inequality by ǫ, we obtain
Since function g is bounded, we can obtain the following inequality,
As to the first term on the right-hand side of (2.1), we rewrite
dr as a sum of two integrals
Denote the first term by −u γ (ǫ), and the second term by
Since g is non-negative, the derivative W ′ γ (r) is non-negative. In addition, function v γ (ǫ) increases as ǫ decreases to 0. Therefore, we can apply monotone convergence theorem to the left-hand side of (2.3). Since the boundedness of g implies the boundedness of u γ (ǫ), we can apply bounded convergence theorem to the first integral on the right-hand side of (2.3). Letting ǫ decrease to 0 in (2.3), we obtain
Almost surely finite Solutions
Suppose µ is a Borel measure on Euclidean space R n . We want to characterize all the spinning measures κ ∈ P(S n−1 ), such that µ is a stopping distribution of (Z, κ). Here (Z, κ) represents the Walsh Brownian motion with spinning measure κ, and we say µ is a stopping distribution if and only if there exists a stopping time τ < +∞ such that Z τ ∼ µ.
Note that ifμ 1 = n i=1 δ γ i is sum of finitely many atoms, we can choose κ to be any measure which charges all directions γ i , i.e.,
Since κ(γ i ) > 0, the process (Z t ) t≥0 is recurrent on γ i -ray. We can enlarge F such that F 0 is rich enough to support an independent variable. Define the stopping time,
where X is F 0 -measurable and of distribution µ. It is clear that Z τ ∼ µ.
However, ifμ 1 is continuous, it is impossible to choose κ such that (Z t ) t≥0 is recurrent on each ray. Consequently, the above construction no longer works. In [27] , Rost answers a general question about the existence of embedding for an arbitrary Markov process. Suppose (X t ) t≥0 is a transient Markov process, U X is its potential operator, and ν 0 U X , ν 1 U X are σ-finite. Then, for the initial distribution X 0 ∼ ν 0 , there exists a stopping time τ such that Z τ ∼ ν 1 if and only if ν 1 U X ≤ ν 0 U X . If (X t ) t≥0 is not transient, it would be killed at an independent time with exponential distribution (with parameter α), which results in (X α t ) t≥0 . Rost proved that ν 1 is a stopping distribution of (X t ) t≥0 starting with ν 0 , if and only if lim
for any measurable f , so the result can be reformulated as the following (see [27, Theorem 4] ).
Lemma 3.1. Suppose (X t ) t≥0 is a Markov process with such state space that is locally compact and completely separable. A necessary and sufficient condition for µ to be a stopping distribution of (X t ) t≥0 starting with δ 0 is
where S α is the set of α-excessive functions of (X t ) t≥0 .
Ifμ 1 (A) > 0 for some set A ⊂ B(S n−1 ), we must have κ(A) > 0 in order to make µ a stopping distribution, that is, κ ≫μ 1 is a necessary condition. We will show that it is also sufficient by checking (3.1) in Lemma 3.1.
Defineμ α γ to be the pushforward measure ofμ γ under the mapping r → e 2 √ 2αr . We make two observations: (1) As α → 0, the measureμ α γ will concentrate on a neighborhood of 1; (2) The condition g ≤ 1 is equivalent to W γ (x) ≤ √ x for any γ ∈ S n−1 .
Theorem 3.1. Ifμ 1 is absolutely continuous with respect to κ, then the equation (3.1) holds for Walsh Brownian motion (Z t ) t≥0 . As a result, µ is a stopping distribution of (Z, κ) if and only if κ ≫μ 1 .
Proof. Recall that we have the characterization of α-excessive functions by Proposition 2.2. Taking g ≡ 1, we see that sup
It is sufficient to show for any ǫ > 0, there
, and α 0 such that for any α < α 0
If C := g(0) > 1 − ǫ, we automatically have µ − δ 0 , g < 1 − C < ǫ. So without loss of generality, we assume C ≤ 1 − ǫ. Since W γ is concave, it is upper bounded on the interval [1, 1 + δ] by the linear function
In order to have
. Denote by H the collection of γ such that
By part (iii) of Proposition 2.2 and Markov's inequality, we have
and thereforeμ
Note that γ∈S n−1 dμ 1 dκ κ(dγ) = 1. Therefore by Markov's inequality, we have κ(G) < 1 K and thus µ 1 (G) < ǫ 8 . According to our choice of δ, it can be seen that
We estimate the term
and for γ ∈ H,
Therefore, we obtain the upper bound,
For γ ∈ F , we haveμ 1 (dγ) ≤ Kκ(dγ), and for γ ∈ G,
In conjunction with part (iii) of Proposition 2.2, we get
Now we can conclude the result,
Integrable Solutions
In this section, we characterize the spinning measure κ such that there exists an integrable solution τ to the embedding problem. It turns out that the choice of κ is unique. Then we construct a solution as the limit of hitting times. 
where m = R n |z| µ(dz) is a positive constant. Moreover, the second moment of µ must be finite, i.e., ( * * )
Proof. Suppose τ is a stopping time such that E[τ ] < +∞ and Z τ ∼ µ. For any disjoint Borel subsets A, B ⊂ S n−1 , define a measurable function on S n−1 × R + as follows,
Applying Lemma 2.2, h A,B (Z t ) is a martingale. Therefore
Since the choice of disjoint pair (A, B) is arbitrary, there exists a constant m such that for any γ ∈ S n−1 , m γμ1 (dγ) = mκ(dγ).
Integrating both sides of the above equation over S n−1 , we get
Take another measurable function on S n−1 × R + , g(γ, r) = r 2 . Applying Lemma 2.2, it can be seen that g(Z t ) − t is a martingale. Since E[τ ] < +∞, we can employ Doob's optional sampling theorem and get
Remark 4.1. The proof of Proposition 4.1 implies that m = R n |z| µ(dz) < +∞. Since m γ is always positive, we see that supp(μ 1 ) ⊂ supp(κ). And for γ ∈ supp(κ) \ supp(μ 1 ), we must have m γ = +∞ which implies it is impossible to stop the process at (γ, m γ ).
In the case of n = 1, S 0 consists of two directions {−, +}, and the process (Z t ) t≥0 becomes a skew Brownian motion. Usually in the Skorokhod embedding problem, we say a target distribution µ is centered if +∞ −∞ x µ(dx) = 0. Since the spinning measure of Brownian motion is κ(+) = κ(−) = 1 2 , it can be seen that µ is centered if and only ifμ 1 (+)m + =μ 1 (−)m − , which is equivalent to ( * ). We generalize the concept of centered to Walsh Brownian motion, which is actually the property of both µ and κ. Definition 4.1. A pair (µ, κ) is said to be centered if they satisfy ( * ).
Dubins [12] presented a different approach to the Skorokhod embedding problem three years after [28] . Starting with µ 0 = δ 0 , he constructed a sequence of finite sets S n . The crucial idea is to transport every element of S n to two adjacent points in S n+1 each time. The stopping time can be easily constructed inductively as hitting times,
where (θ t ) t≥0 is the shift operator. Note that B τn is finitely supported, and by a careful choice of S n , the limit lim n→+∞ B τn is of distribution µ. Now by the same spirit of [12] , we show that ( * ) &( * * ) are also sufficient. The idea is to first stop the process at the barycenter (m γ ) γ∈S n−1 on each ray. Then for each γ, we view the process as a Brownian motion starting with m γ , and we can employ the construction for Brownian motion.
For any ν ∈ P([0, +∞)), we introduce a sequence of increasing finite sets (A ν n ) n≥0 by induction.
that is the union of A ν l and barycenters over each interval [a i , a i+1 ), i = 1, . . . , 2 l . Define the stopping sets as
for l ≥ 1, where τ S := {t ≥ 0 : Z t ∈ S}. Since (τ l ) l≥1 is increasing, τ := lim l→+∞ τ l always exists. In Theorem 4.1 we show that τ < +∞ almost surely and Z τ ∼ µ. Let us start with two auxiliary lemmas.
. Then following equations hold,
Proof.
and
weakly converges to ν.
Proof. It is easily seen that lim l→+∞
A ν l is dense in supp(ν). Therefore for any continuous bounded function f ∈ C b ([0, +∞)), we have
which concludes the result. Theorem 4.1. Suppose µ satisfies ( * ) and ( * * ). Then τ constructed above satisfies E[τ ] < +∞ and Z τ ∼ µ.
Proof. We show it by calculating distribution of (Z τ l ) l≥1 and expectations (E[τ l ]) l≥1 . Note that by definition of the stopping sets, S 1 is just {(γ, m γ ) : γ ∈ S n−1 }. Then by Proposition 2.1, we have
Therefore, we have Z τ 1 ∼μ 1 × δ mγ . By assumption ( * * ), we have
Applying Doob's optional sampling theorem to the martingale |Z t | 2 − t, we obtain
It can be seen that if 0 ∈ S n for any n ≥ 1, it would be absorbed there (see Remark 4.2). Therefore we have Γ τ 1 = Γ τn , n ≥ 1. In order to calculate the distribution of Z τn , n ≥ 2, we only need its conditional distribution on each ray. Suppose Aμ
= +∞}, γ ∈ S n−1 . We prove by induction that
The first part of the proof has shown it is true for l = 0. Assume the claim holds for l ≥ 1. We calculate the conditional distribution of Z τ l+1 and E[τ l+1 ].
It is easily seen that
where
) by definition of S γ l+2 . More precisely, due to strong Markov property of (Z t ) t≥0 , we obtain
where (R t ) t≥0 behaves like Brownian motion before the hitting time. So it is the probability that a Brownian motion starting from b
, which is well-known as
at τ l+2 , it must be at b γ i at τ l+1 . Therefore we conclude (I) by the following,
where the last equation follows from Lemma 4.1. Again by strong Markov property of (Z t ) t≥0 , we obtain
] .
] is the expected exit time of a Brownian motion, starting from b , mμ
]. It is well-known as (mμ
). Therefore we conclude (II) by using Lemma 4.1,
In the end, according to monotone convergence theorem and Lemma 4.2, we have
And since (Z t ) t≥0 is continuous, the following equation holds for any bounded continuous f ∈ C b (R n ),
and we have
] = τ l . Therefore Z t may hit origin 0 but it would then be absorbed and would not visit other rays.
A generalization of Vallois' Skorokhod embedding
Chacon and Walsh [7] gave a general construction of the Skorokhod embedding based on one dimensional potential theory. Later in [11] , Cox and Hobson showed that the construction of both Azéma-Yor [1] and Vallois [29] can be interpreted in the framework of [7] . For a strictly convex function Ψ, Vallois also proved that his solution minimizes E[Ψ(L 0 t )] among all the minimal solutions, where (L 0 t ) t≥0 is the local time of Brownian motion. Now we generalize this result to Walsh Brownian motion by using the method established in [7] and [11] .
Suppose that the target distribution µ ∈ P(R n ) has a finite first moment, and that the spinning measure κ is centered. Let Ψ be a strictly convex function such that Ψ ′ (+∞) ≤ K for some positive constant K. Let T be the collection of stopping times τ such that the stopped process (Z t∧τ ) t≥0 is uniform integrable and Z τ is of distribution µ. Since the target distribution µ may not have finite second moment, stopping time τ ∈ T does not have to be integrable (see Proposition 4.1). We consider the optimization problem
First we represent a sufficient condition for the uniform integrability mentioned above. Choose any A ∈ B(S n−1 ) such that 1 > κ(A) > 0, and recall
Define the hitting time for x ∈ R,
Proof. The argument is part of [10, Theorem 5] and we repeat here for readers' convenience. Note that the uniform integrability of stopped processes Z τ , R τ , h A,A c (Z τ ) are equivalent, and the process (h A,A c (Z t )) t≥0 is a martingale, so it is sufficient to show that for any stopping time υ ≤ τ ,
Suppose x < 0, F ∈ F υ , and set
. By replacing B t with h A,A c (Z t ) in [10, Lemma 9], we know h A,A c (Z υ ) is integrable. As a result of the dominated convergence theorem, the left-hand side converges to
It is noted that the term on the right is equal to
. By a same argument for x > 0, we obtain the result. 
Here c γ is our potential function on rays. It has the following properties (see e.g. [6] for proofs).
Lemma 5.2. c γ is a positive convex function such that (i) c γ (0) = m and c γ (r) ≥ r;
Take ζ γ (s) to be the r-coordinate of the point on c γ where the tangent line passes through (0, s). Since such a point may not be unique, we choose the one with maximum r-coordinate, i.e., We also take
We are now ready to define the stopping time,
}, that is we stop the process if its excursion travels beyond the hypersurface γ → a γ (L Z t ). Since (a γ ) γ∈S n−1 are non-increasing, stopping time τ is of barrier-type: taking
Before verifying that τ indeed embeds measure µ, we need a technical lemma.
Lemma 5.3. φ γ is absolutely continuous on closed subsets [0, m) for each γ ∈ S n−1 and
Proof. The proof is from [11, Lemma 2], and we record here for the sake of completeness. The function φ γ is the gradient of the tangent to c γ that passes through (0, s). By the convexity of c γ , we easily see that φ γ is non-increasing on [0, m). In addition, note that c γ is non-decreasing and ζ γ is non-increasing. We estimate φ γ (s − δ) − φ γ (s) for small positive δ,
. 
Ifμ γ has no atom at ζ γ (s), c γ is then differentiable at ζ γ (s) and ∂ + c γ (ζ γ (s)) is just the gradient of the tangent
. Ifμ γ has an atom at ζ γ (s), we know ∂ − ζ γ (s) is zero. In both of these two cases, the second term of the above equation vanishes and we obtain the result.
Theorem 5.1. The stopped process (Z t∧τ ) t≥0 is uniformly integrable and Z τ is of distribution µ, where τ is defined in (5.1).
Proof. Our proof relies on the excursion theory (see e.g. [24] , [26] ). It is noted that L Z τ is no less than H(s) is equivalent to excursions at local time l has maximum modulus less than a γ (l) for any l ≤ H(s), where γ is the direction of excursions. Take a subset V of Π := [0, +∞) × S n−1 × U R ,
According to Lemma 2.1, the random variable
is Poisson with parameter
By Lemma 5.3, we have
In conjunction with
Recall the definition of τ : we will stop in the region dγ × [r, +∞) at local time l if and only if (Z t ) t≥0 does dot hit stopping region B until an excursion travels beyond a γ (l) ≥ r at local time l. Take a subset of Π,
Hence by Lemma 2.1, we obtain
and therefore
To finish the argument, we show that (Z t∧τ ) t≥0 is uniform integrable by verifying Lemma 5.1. Recall our notation from (⋆ ⋆), and consider the case x > 0. Due to the construction of τ , we have
Therefore we have
is bounded above by m, and decreases to 0 as x → +∞, so by the dominated convergence theorem, we have lim x→+∞ xP[τ > H x ] = 0.
Remark 5.1. Our construction above is a solution of Barrier type. In the simplest case when (Z t ) t≥0 is a skew Brownian motion, we can use an alternative construction that relies on scaling and time changing. According to our choice of κ, (Z t ) t≥0 must be of parameter
.
Denote the scale function as,
Take r κ to be the inverse of s κ . Let
Define the time change T κ via
Then Z t = r κ (B Tκ(t) ) is a skew Brownian motion of parameter κ (see e.g. [17] , [30] ). We also have
It is well-known (see e.g. [11, Theorem 9] , [29] ) that there exists a pair of monotone function (a, b) such that
Hence we have 5.2. Verification of Optimality. Beiglböck et al. have developed a new approach to the optimal skorokhod embedding problem based on the ideas of Optimal transport in [3] and [4] , where the duality result and the monotonicity principle are presented. Most of their arguments are abstract and can carry over to the embedding problem for continuous Feller processes. By a similar argument as [3, Theorem 6.14], we know that the optimizer of problem (⋆) must be of Barrier type. Since Barrier type solutions are in general essentially unique (see [22] ), our stopping time τ should solve the optimization problem (⋆).
Applying the method of pathwise inequalities established in [8] and [9] , we verify the optimality of τ by constructing the dual optimizer (G, M ). We define We now construct a function G : R n → R and a local martingale (M t ) t≥0 such that M t + G(Z t ) ≤ Ψ(L Z t ), and equality is obtained when Z t = (Γ t , a Γt (L Z t )). Define G to be concave on each ray, 
Theorem 5.2. The random process (M t ) t≥0 is a local martingale. We have the pathwise inequality
, where equality is obtained for those paths such that Z t = (Γ t , a Γt (L Z t )). Proof. By Lemma 2.2, we have
Since (L Z t ) t≥0 is flat off {R t = 0}, the first term vanishes. Therefore (M t ) t≥0 is a local martingale. Therefore by the definition of G, we obtain 
where equality is obtained when τ ′ = τ . Therefore the stopping time τ solves the optimization problem (⋆).
