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Hypergraph Two-coloring in the Streaming Model∗
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Abstract
We consider space-efficient algorithms for two-coloring n-uniform hypergraphs H = (V,E)
in the streaming model, when the hyperedges arrive one at a time. It is known that any such
hypergraph with at most 0.7
√
n
lnn
2n hyperedges has a two-coloring [RS00], which can be found
deterministically in polynomial time, if allowed random access to all the hyperedges throughout
its execution.
• Let sD(v, q, n) be the minimum space used by a deterministic one-pass streaming algorithm
that on receiving an n-uniform hypergraph H on v vertices and q hyperedges produces a
proper two-coloring of H . We show that sD(n2, q, n) = Ω(q/n) for q ≤ 0.7
√
n
lnn
2n, and
sD(n2, q, n) = Ω(
√
1
n lnn
2n) otherwise.
• Let sR(v, q, n) be the minimum space used by a randomized one-pass streaming algorithm
that on receiving an n-uniform hypergraph H on v vertices and q hyperedges, either
produces a proper two-coloring of H with high probability (say, 0.99), or declares failure
otherwise. We show that sR(v, 1
10
√
n
lnn
2n, n) = O(v log v).
The above results are inspired by the study of the number q⋆(n), the minimum possible
number of hyperedges in a n-uniform hypergraph that is not two-colorable. It is known that
q⋆(n) = Ω(
√
n
lnn
2n) and q⋆(n) = O(n22n). The lower bound (due to Radhakrishnan and
Srinivasan [RS00]) has a corresponding algorithm to deterministically produce the two-coloring.
Our first result shows that no space-efficient deterministic streaming algorithm can match the
performance of the algorithm in [RS00]; the second result shows that there is, however, a
space-efficient randomized streaming algorithm for the task.
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1 Introduction
A hypergraph H = (V,E) is a set system E defined on a finite universe V (called the vertex
set). The sets in the set system are called hyperedges. We consider n-uniform hypergraphs, that is,
hypergraphs each of whose hyperedges have n elements. We say that a hypergraph is two-colorable,
or has Property B, if there is an assignment of colors χ : V → {red,blue} to the vertex set V such
that every hyperedge e ∈ E has a vertex colored red and a vertex colored blue, that is, no hyperedge
is monochromatic. Note that the hypergraph two-coloring problem can be viewed as a constraint
satisfaction problem where the clauses are of a specific kind (the Not-All-Equal predicate).
In the special case of graphs (which we may view as two-uniform hypergraphs) two-colorability is
easy to characterize and establish: the graph is two-colorable if and only if it does not have an odd
cycle; one can find a two-coloring in linear time and O(|V |) space with random access to the input.
In contrast, when n > 2, the situation is not as simple: determining if a n-uniform hypergraph is
two-colorable is NP-hard even for n = 3, and there has been a long line of work on characterizing
hypergraphs that have Property B (see Section 1.1 for a brief overview). The best known result
in this context is due to Radhakrishnan and Srinivasan [RS00], who showed that any n-uniform
hypergraph with at most O(
√
n
lnn)2
n hyperedges is two-colorable.
While the two-coloring algorithm of Radhakrishnan and Srinivasan [RS00] works in polynomial
time, it assumes that one has random access to the input by having it available completely in
memory. In many practical situations, such a restriction on the algorithm is not desirable: memory
is limited to a small fraction of the size of the input, which needs to be loaded and read in parts
from a source or stream. Such scenarios are commonly encountered in practice, for e.g. in routers
and databases.
With such considerations in mind, the seminal work of Alon, Matias and Szegedy [AMS99] defined
and initiated a study of the streaming model, and this area has seen a large body of work since.
In particular, there has been a growing interest on exploring algorithms on graphs in the semi-
streaming model. Proposed by Muthukrishnan [Mut05], this model looks at solving fundamental
problems on graphs such as Max-Cut, s − t-connectivity, shortest paths etc. (see, for e.g. the
works [FKM+05b, FKZ05, FKM+05a, McG14] and references therein) when the edges are revealed
sequentially in a stream one at a time. The algorithm only has O(|V |poly log(|V |) bits of workspace,
and limited number of passes over the edge-stream, which means that it cannot store the entire
graph in memory. For the specific problem of checking if the graph is bipartite (two-colorable), if
the edges are streamed one at a time, a two-coloring can be constructed with O(|V | log |V |) space
and O((|E|+ |V |) log2 |V |) bit operations [FKM+05b].
In the case of n-uniform hypergraphs, the problem of having a limited workspace is further exac-
erbated: the number of hyperedges (and hence the input size) can be exponentially larger than the
number of vertices. For example, the number of hyperedges can be as high as Ω(2n) even when there
are just O(n) vertices, and it would be unrealistic to expect the entire hypergraph to be available in
the main memory. In line with the semi-streaming model for graphs, the corresponding model de-
veloped for hypergraphs is often referred to as set-streaming in literature. Here, the hyperedges are
viewed as coming in one at a time, represented as sets of vertices. This model has has seen various
applications in databases and social media analysis. Problems such as Max-Coverage, Hitting-Sets,
and Independent Set have been studied [SG09, HHLS10, AIV15, MV16, ER16, CCE+16], with the
goal of these algorithms being to find good approximations to the optimal solution while using
space that is a poly-logarithmic multiplicative factor of the vertex-set size: O(|V |poly log(|V |) bits.
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Perhaps surprisingly, despite being a fundamental combinatorial question having a rich background
of investigation in the offline setting, the problem of two-coloring has not been studied before in
this model. In this paper, we investigate the question of whether there are space-efficient streaming
algorithms for two-coloring hypergraphs.
Let us describe the set-streaming model in more detail. We can think of the hypergraph as being
stored in external memory, as a sequence of hyperedges. An algorithm with limited local work space
analyzes it by making a small number of sequential passes over the external memory; this can be
equivalently seen as a stream of hyperedges being presented to the algorithm in some (adversarial)
sequential order. After making a pass over the complete data set, the algorithm must decide as
fast as possible either to start another pass or stop with an output. The resources whose use one
tries to minimize in this model are: the number of passes over the data, the amount of workspace
memory required (in bits)1, and the maximum processing time for any data item. The algorithm
could be either deterministic or randomized, and in the latter case, its output needs to be accurate
with high probability over the algorithm’s internal coin tosses.
The parameter of interest for us is the uniformity n of the hypergraph, and we measure the
workspace requirements of our streaming algorithms in terms of n. We think of the number of
vertices as being poly(n); this is the most interesting regime for Property B. Note that any two-
coloring requires |V | bits to be described completely, and hence the space requirement of any
streaming algorithm for two-coloring a hypergraph is trivially Ω(|V |) bits. If the number of vertices
is larger, our bounds still hold, but the contrast between the trivial workspace-requirements and the
input size is smaller and hence less interesting. The hyperedges are made available one at a time
as a list of n vertices each, where every vertex is represented using B bits. We regard a streaming
algorithm as being space-efficient if it utilizes a workspace that is poly(n), or equivalently, poly(|V |)
bits. While this may seem more relaxed than just the |V |poly log(|V |) space which is often used
in the set-streaming model, our randomized algorithms actually work with O(|V | log |V |) space,
and our lower bound on the space requirements of deterministic algorithms is almost linear in the
number of hyperedges, which is close to optimal and could be exponential in n.
1.1 Prior Work on Property B
Property B for n-uniform hypergraphs has been studied in the offline setting extensively; we review
some of the relevant literature here. Most of these works deal with combinatorially characteriz-
ing when a n-uniform hypergraph is two-colorable. Using the probabilistic method, Erdo˝s [Erd63]
showed that any n-uniform hypergraph with fewer than 2n−1 hyperedges is two-colorable: a ran-
dom two-coloring is valid with positive probability; furthermore, this randomized method can be
derandomized using the method of conditional probabilities. Erdo˝s [Erd64] later showed that there
are n-uniform hypergraphs with Θ(n2) vertices and Θ(n22n) hyperedges that are not two-colorable.
Both these bounds remained unchanged for some time, until it was first improved by Beck [Bec78],
and further improved by Radhakrishnan and Srinivasan [RS00], who showed that any hypergraph
with fewer than 0.7
√
n
lnn2
n hyperedges is two-colorable (provided n is larger than some constant;
for all n ≥ 2, their proof yields a bound of 110
√
n
lnn2
n). They also provided a polynomial-time
randomized algorithm (and its derandomization) for coloring such hypergraphs. The algorithm has
one-sided error, i.e., with some small probability δ that can be made arbitrarily small, it declares
failure, but otherwise it always outputs a valid two-coloring. Recently, Cherkashin and Kozik [CK15]
showed that a remarkably simple randomized algorithm achieves this bound. Erdo˝s and Lova´sz
1Henceforth, an algorithm requiring s space will refer to it requiring s bits of workspace.
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[EL73] have conjectured that any hypergraph with fewer than n2n hyperedges is two-colorable. In
related work, Achlioptas et al. [AKT+02] studied when, in terms of the number of hyperedges,
does a randomly chosen n-uniform hypergraph stop being two-colorable, and relate this to similar
questions for random n-SAT. The above results are formally stated in terms of bounds on the
number q⋆(n) 2, the minimum number of hyperedges in a non-two-colorable n-uniform hypergraph.
2 Our results
2.1 Deterministic streaming algorithms:
In the first part of the paper, we investigate the space requirements of deterministic streaming
algorithms for the hypergraph two-coloring problem. It seems reasonable to conjecture that any
deterministic one-pass algorithm must essentially store all the hyperedges before it can arrive at a
valid coloring. Let sD(v, q, n) be the minimum space used by a deterministic (one-pass) streaming
algorithm that on receiving an n-uniform hypergraph H on v vertices and q hyperedges produces a
proper two-coloring ofH (if it exists). Recall that any hypergraph with fewer than q⋆(n) hyperedges
is two-colorable.
Theorem 2.1. sD(n2, q, n) = Ω (min{q, q⋆(n)}/n).
In particular, when q ≤ 0.7
√
n
lnn2
n, the hypergraph is guaranteed to have a two-coloring. How-
ever, the above theorem shows if the number of hyperedges is large, a two-coloring (though it is
guaranteed to exist) cannot be found by a space-efficient deterministic streaming algorithm. For
hypergraphs where the number of hyperedges exceeds q⋆(n), a deterministic streaming algorithm
will take at least q⋆(n) space to color the hypergraph properly, and this is known to be at least
exponential in n.
Lower bounds for space bounded computations often follow from lower bounds for associated com-
munication complexity problems. The above result is also obtained using this strategy. However,
the communication complexity problem turns out to be somewhat subtle; in particular, we are not
able to directly reduce it to a well-known problem and refer to an existing lower bound. We con-
jecture that no deterministic algorithm can do substantially better if it is allowed only a constant
number of passes over the input. Note, however, that proving this might be non-trivial, because
the corresponding two-round deterministic communication problem has an efficient protocol; see
Section 4.1 for details.
2.2 Randomized streaming algorithms:
We show that a version of the delayed recoloring algorithm can be implemented in the streaming
model, and provides essentially the same guarantees as the original algorithm. Let sR(v, q, n) be
the minimum space used by a randomized (one-pass) streaming algorithm that on receiving an
n-uniform hypergraph H on v vertices and q hyperdges with probability at least 34 (say) produces
a proper two-coloring of H (or declares failure). We suppose that each vertex is represented using
B bits, and each hyperedge is represented as an n-tuple of vertices.
2We use the slightly non-standard designation q⋆(n), as opposed to the more common m(n), to avoid conflict with
some natural notations in our proofs.
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Theorem 2.2. sR(v, 110
√
n
lnn2
n, n) = O(vB). Furthermore, the corresponding randomized algo-
rithm maintains a coloring of the vertices encountered, and updates this coloring in time O(nvB)
per hyperedge. If the hypergraph has at most 110
√
n
lnn2
n hyperedges, then with probability at least
3/4, the two-coloring is valid 3. If the two-coloring being maintained is invalid, the algorithm
declares failure (the algorithm never outputs an invalid coloring).
In a few special cases, we can two-color hypergraphs with more hyperedges using space-efficient
streaming algorithms.
Theorem 2.3. Let t be such that 4 ≤ t ≤ n
2
2n−1 . An n-uniform hypergraph H with at most n
2/t
vertices and at most 2n−1 exp(t/8) hyperedges is two-colorable. If the number of vertices in H is
known in advance, then the corresponding two-coloring can be found using an efficient one-pass
randomized streaming algorithm: sR
(
n2
t , 2
n−1 exp(t/8), n
)
= O(n2/t).
The above theorem is useful when the number of vertices is bounded. For instance, setting t =
8 ln(2n) in Theorem 2.3 implies that for any n-uniform hypergraph with |V | ≤ n
2
8 ln(2n) vertices
and q < n22n hyperedges, there is a randomized one-pass streaming algorithm that outputs a
two-coloring with high probability. This algorithm requires O( n
2
lnn) space at any instant and O(n)
processing time after reading each hyperedge.
Theorem 2.4. If each hyperedge of a hypergraph H intersects at most (1−ǫ)2
n−1
e −1 other hyperedges,
then a two-coloring of the hypergraph can be found by a randomized streaming algorithm that makes
at most O(log |V |) passes over the input stream and uses space O(|V |B).
The streaming algorithm above takes O(log |V |) passes over the input; but there is no restriction
on the number of hyperedges, as long as they have bounded intersections. We use the algorithmic
version of the Lova´sz Local Lemma given by Moser and Tardos [MT10] to prove this.
Organisation of the rest of the paper: In Section 3, we introduce the notation. In Section 4,
we establish Theorem 2.1, showing the limitation of deterministic streaming algorithms. In Sec-
tion 5, we prove Theorem 2.2 by showing how a version of the off-line delayed recoloring algorithm
of [RS00] (see Section 5.1) can, in fact, be implemented efficiently in the streaming model. We also
give the the algorithms for Theorem 2.3 and Theorem 2.4 in this section. We conclude with some
remarks and open problems.
3 Notation
We denote n-uniform hypergraphs by H = (V,E), where V is the set of vertices, and E ⊆
(V
n
)
is
the set of hyperedges of H. For a hypergraph H = (V,E), we use v for |V |, and q for |E| when
these terms appear in algebraic expressions. In our setting, typically, v will be a small polynomial
in n and q will be exponential in n. For any k ∈ N, we use the notation [k] := {1, . . . , k}.
A valid two-coloring of the hypergraph H is an assignment χ : V → {Red,Blue} that leaves no
hyperedge monochromatic, i.e., ∀e ∈ E, ∃i, j ∈ e such that χ(i) 6= χ(j). A hypergraph that admits
a valid two-coloring is said to be two-colorable, or equivalently, to have Property B.
3This can be amplified to any constant, with a corresponding constant factor increase in the space requirement.
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We are interested in space-efficient streaming algorithms for finding two-colorings of hypergraphs.
Consider a hypergraph with hyperedge set E = {e1, . . . , eq}. The hyperedges are made available
to the algorithm one at a time in some order ei1 , . . . , eiq . To keep the problem general, we do not
assume that the vertex set is fixed in advance unless otherwise stated; the algorithm will become
aware of the vertices as they arrive as part of the stream of hyperedges. We assume that each
vertex is encoded using B bits. The goal is to design a space-efficient algorithm (deterministic or
randomized) that can output a valid coloring for the entire hypergraph once all the hyperedges
have passed. We may allow multiple passes over the input data. We call the algorithm a r-pass
streaming algorithm, if it outputs a valid coloring after making r passes over the input stream. By
space-efficient, we mean that the algorithm uses poly(n) bits of internal workspace. We assume
that n is large, say, at least 100.
Denote by sDr (v, q, n) the minimum space used by a deterministic r-pass streaming algorithm that on
receiving an n-uniform hypergraphH on v vertices and q hyperedges produces a proper two-coloring
of H. Similarly, sRr (v, q, n) is the minimum space used by a randomized r-pass streaming algorithm
that on receiving an two-colorable n-uniform hypergraph H on v vertices and q hyperedges, with
probability at least 34 produces a proper two-coloring of H or declares failure otherwise. Note that
such an algorithm can be made to output a valid coloring with probability 1− δ, for any δ ∈ (0, 1)
by running it in parallel O(log(1/δ)) times and choosing any one of the valid colorings produced.
This increases the space requirement by a multiplicative factor of O(log(1/δ)). When r is omitted
from the subscript, it is assumed that r = 1.
4 Deterministic streaming algorithms
We first show lower bounds in the deterministic setting. We recall the routine translation of an
efficient streaming algorithm to a communication complexity protocol [AMS99], with a view to
proving lower bounds. There are two computationally unbounded players Alice and Bob, who both
know of a relation R ⊆ X × Y × Z. Alice receives an input x ∈ X and Bob gets y ∈ Y; in the
beginning, neither player is aware of the other’s input. Their goal is to exchange bits according
to a fixed protocol and find a z ∈ Z so that (x, y, z) ∈ R. The communication complexity of R is
the minimum number of bits that Alice and Bob exchange in any valid protocol for the worst case
input pair (x, y). Several generalizations of this model can be defined with k ≥ 3 players, we will
define our specific model below. For more details on communication complexity in general, please
consult the book by Kushilevitz and Nisan [KN96].
To show lower bounds for hypergraph two-coloring, we define the class of communication problems
H(v, q, k) 4.
Definition 4.1 (Problem class H(v, q, k)). For k ≥ 2, an instance I ∈ H(v, q, k) has k players
P1, . . . , Pk. Each player Pi has a subset Ei ⊆ E of some hypergraphH = (V,E = E1∪E2∪· · ·∪Ek),
with |V | = v and |Ei| ≤ q. The communication is done in sequential order: starting with P1, Pi
sends a message to Pi+1 for i ∈ {1, . . . , k − 1}. This sequence of communication constitutes a
round. In a multiple-round protocol, Pk may start a new round by sending back a message to P1,
who would continue communication in the above order. In a valid r-round protocol Π, some Pi
in the course of the r-th round will output a coloring χ that is valid for H. Denote by Π(I, Pi, l)
the communication sent by Pi in round l on instance I. We define the r-round communication
complexity of H(v, q, k) as follows:
4Since all hypergraphs we consider are n-uniform, we will not explicitly state n as a parameter
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CCr(H(v, q, k)) = min
Π: r−round
valid protocol
max
I∈H(v,q,k),
i∈[k],l∈[r]
|Π(I, Pi, l)|
We will always assume that k · q ≤ q⋆(n) for this problem class, for technical reasons. This ensures
that the hypergraph H is always two-colorable.
Remark 4.2. In this definition, we consider the maximum communication by any single player in-
stead of total communication because this quantity is related more closely to the space requirement
of streaming protcols (see Proposition 4.4 below). If the maximum communication by any player
is s bits, then the total communication is bounded above by kr · s bits for an r round protocol.
Besides, for the values of k and r that we consider, this O(kr) blowup is immaterial.
Remark 4.3. Our lower-bound proofs requires that the total number of hyperedges is at most
q⋆(n), as our arguments assume that the hypergraphs are always two-colorable. Note that this is
known to be exponential in n, so our lower bound is always non-trivial.
Note that when k = 2 and r = 1, we get the two-player one-round model (where we traditionally
call P1 as Alice and P2 as Bob): Alice sends a message m to Bob depending on her input and
Bob outputs a coloring looking at m and his input. Our lower bound for hypergraph coloring in
the streaming model will rely on the following connection between streaming and communication
complexity, which follows from the well-known observation introduced in [AMS99].
Proposition 4.4 ([AMS99]). For any k ∈ Z, k ≥ 2, we have:
sD1 (v, q, n) ≥ CC1(H(v,min {q, q
⋆(n)} , k))
Proof. When q ≤ q⋆(n), the lower bound follows directly from the corresponding observation in
[AMS99]. When q ≥ q⋆(n), the lower bound when q = q⋆(n) still applies, as the algorithm does not
know the number of hyperedges in advance, and hence has to two-color the sub-hypergraph on the
first q⋆(n) hyperedges correctly.
Thus, to establish Theorem 2.1, it is enough to show an appropriate lower bound on CC1(H(v, q, k)).
We start with the two-player case, which already introduces most of the ideas.
Theorem 4.5. Let q ≤ q⋆(n)/2. Then, CC1(H(n
2, q, 2)) = Ω( q
2
2nn2
).
Remark 4.6. Note that the above theorem gives a non-trivial lower bound only when q ≫ n2n/2.
Ideally, we would expect a lower bound that is linear in q, for all values of q.
Proof. Consider a valid one-round protocol for the two-player problem where Alice sends a message
m from a set M of possible messages. Let the input to the protocol be (HA,HB), where HA and
HB are hypergraphs, each with q hyperedges on a common vertex set [n
2]. Note that every possible
hypergraph H = (HA ∪ HB) has less than q
⋆(n) hyperedges, and hence has a valid two-coloring.
For every hypergraph HB that Bob receives, he must output a coloring χ = f(m,HB) based on
some deterministic function f . For m ∈ M, define
L(m) = {f(m,HB) : HB is an input for Bob} ,
which is a list of two-colorings of the vertex set V . It is easy to see that Bob may identify the
message m with the list L(m); on receiving m, he must find a proper coloring for HB from L(m).
Thus, for every m ∈ M, we have the following.
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Completeness for Bob: Every possible input hypergraph to Bob (i.e. all hypergraphs on q
hyperedges) should have a valid coloring in L(m).
Soundness for Alice: Let P (m) = {HA : Alice sends the message m for input HA}. Then every
χ ∈ L(m) should be valid for every hypergraph HA ∈ P (m).
We will show that these two conditions imply the claimed lower bound on |M|.
Definition 4.7 (Shadows). Given a coloring χ, we define its shadow ∆(χ) to be the set of all
possible hyperedges that are monochromatic under χ. The shadow of a list L of colorings is
∆(L) =
⋃
χ∈L
∆(χ)
Note that in the above definition, the shadow ∆(χ) collects all possible monochromatic hyperedges
under χ, so it depends only on the coloring χ, and not on any hypergraph. Similarly, ∆(L) is also a
collection of hyperedges and does not depend on any hypergraph; in particular, if a hypergraph HA
is monochromatic under every coloring in L, then none of HA’s hyperedges can appear in ∆(L).
In the following, assume that n is large.
Claim 4.8. For every coloring χ, we have
∆(χ) ≥
1
10 · 2n
(
n2
n
)
. (4.1)
Proof of Claim. : One of the two color classes χ has at least ⌈n2/2⌉ vertices. It follows that
∆(χ) ≥
(
⌈n2/2⌉
n
)
≥
1
10 · 2n
(
n2
n
)
.
We next observe that the completeness condition for Bob imposes a lower bound on ∆(L(m)).
Claim 4.9. For every m ∈ M,
|∆(L(m))| ≥
q
10n22n
(
n2
n
)
. (4.2)
Proof of Claim. : Suppose the claim does not hold, that is,
|∆(L(m))| <
q
10n22n
(
n2
n
)
. (4.3)
Choose a random hypergraph HB by choosing q hyperedges randomly from ∆(L(m)). We say that
the hypergraph hits χ ∈ L(m), if at least one of its hyperedges falls in ∆(χ), otherwise we say it
misses χ. For each χ ∈ L(m), we have, using the bounds (4.1) and (4.3), that
Pr
H
[H misses χ] ≤
(
1−
|∆(χ)|
|∆(L(m))|
)q
≤
(
1−
n2
q
)q
≤ exp(−n2)
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Since there are at most 2n
2
colorings, the union bound yields:
Pr
H
[∃χ ∈ L(m) : H misses χ] ≤ 2n
2
exp(−10n2)≪ 1
Thus there exists a hypergraph H with q hyperedges that hits every coloring χ ∈ L(m), that is
every coloring in L(m) is invalid for H. This, however, violates Completeness for Bob, proving the
Claim.
We can now complete the proof of the theorem. Consider a random hypergraph H for Alice,
obtained by choosing each of its hyperedges uniformly at random from the set of all hyperedges.
Since Alice sends some m ∈ M for every hypergraph, the soundness condition for Alice implies
that
1 = Pr
H
[∃m : H misses all χ ∈ L(m)] ≤ |M|(1 −
q
10n22n
)q ≤ |M| exp(−
q2
10n22n
),
where we used Claim 4.9 to justify the first inequality.
Taking logarithms on both sides yields the desired lower bound log |M| = Ω( q
2
n22n
).
As remarked earlier, the above communication lower bound implies that the space required by a
deterministic streaming algorithm to find a valid coloring is exponential in n even for hypergraphs
that have very simple randomized coloring strategies; however it does not yield any such lower
bound for hypergraphs that have fewer than 2n/2 hyperedges. In order to overcome this limitation,
we generalize the analysis above to the k-player hypergraph coloring problem. We will see later that
for q ≤ 2n/2 there do exist efficient two-player one-round protocols, so we could not have proved
our lower bounds while restricting our attention to the two-player setting.
Proof of Theorem 2.1:
We first prove the following theorem:
Theorem 4.10. Let k ≥ 1 and (k + 1)q ≤ q⋆(n) .
CC1(H(v, q, k + 1)) = Ω

q
[
q
v
(v/2
n
)(v
n
)
] 1
k


Proof. Recall that the protocol has k + 1 players, P1, P2, . . . , Pk, Pk+1. player Pi receives a hyper-
graph Hi with q hyperedges over the vertex set [v]. The communication starts with P1, who sends
a message m1 of length ℓ1 to player P2; in the i-th step, Pi sends a message of length ℓi to Pi+1. In
the end, Pk+1 produces a valid two-coloring for the hypergraph H = H1 ∪H2 ∪ · · · ∪Hk+1. Note
that this is always possible since H has at most q⋆(n) hyperedges, and hence, is two-colorable. It
will be convenient to view this coloring as a message sent by player Pk+1, and set ℓk+1 = v (the
number of bits needed to describe a coloring).
In a (k + 1)-player protocol, after the messages sent by the first i players have been fixed, we have
a list of colorings that may still be output at the end; we use the following notation to refer to this
list (recall that mk+1 is a coloring):
L(m1,m2, . . . ,mi) = {mk+1 : for some input H1,H2, . . . ,Hk+1 the transcript is of the form
(m1,m2, . . . ,mi, . . . ,mk,mk+1)}.
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In particular, by considering the situation at the beginning of the protocol (when no messages have
yet been generated), we let L0 = {χ : mk+1 = χ is output by the protocol on some input}. Let
s0 = |∆(L0)|/
(v
n
)
, and for i = 1, . . . , k + 1, let
si(m1, . . . ,mi) = |∆(L(m1,m2, . . . ,mi))|
/(
v
n
)
and
si = min
(m1,m2,...,mi)
si(m1, . . . ,mi).
Here the minimum is taken over all possible sequences of first i messages that arise in the protocol.
In particular, s0 corresponds to the union of shadows of all colorings ever output by the protocol,
and sk+1 corresponds to the shadow of the output corresponding to the transcript (that is, the
shadow of the last message, which is a coloring).
Claim 4.11.
s0 ≤ 1 (4.4)
∀i ∈ {0, . . . , k} : si ≥ si+1
q
ℓi+1
(4.5)
sk+1 ≥
(⌈v/2⌉
n
)(v
n
) . (4.6)
Proof. Inequality (4.4) is immediate from the definition of s0.
For Claim (4.5), we use ideas similar to those used in the proof of Claim 4.9 for two-player protocols.
Fix m1,m2, . . . ,mi. We show that si(m1,m2, . . . ,mi) is at least the right hand side of (4.5). Pick
a random hypergraph H (which we consider as a possible input to Pi+1) as follows: choose q
hyperedges independently and uniformly from the set ∆(L(m1, . . . ,mi)). When H is presented to
Pi+1, it must respond with a message mi+1. None of the colorings that Pk+1 produces after that
can include any hyperedge of H in its shadow, that is, ∆(L(m1, . . . ,mi+1))∩H = ∅. For each valid
choice m for mi+1, we have ∆(L(m1, . . . ,mi,m)) ⊆ ∆(L(m1, . . . ,mi)) and
Pr[H ∩∆(L(m1, . . . ,mi,m)) = ∅] ≤
(
1−
si+1(m1, . . . ,mi,m)
si(m1, . . . ,mi))
)q
≤
(
1−
si+1
si(m1, . . . ,mi))
)q
.
Thus,
1 = Pr
H
[∃mi+1 : ∆(L(m1, . . . ,mi+1)) ∩H = ∅] ≤ 2
ℓi+1
(
1−
si+1
si(m1, . . . ,mi))
)q
This yields exp(ℓi+1 −
si+1q
si(m1,...,mi)
) ≥ 1, giving si(m1, . . . ,mi) ≥ si+1
(
q
ℓi+1
)
. By minimizing over
valid sequences (m1, . . . ,mi), we justify our claim.
Claim 4.6 follows from the fact the shadow of every coloring has at least
(
⌈v/2⌉
n
)
hyperedges.
By combining parts (4.4) and (4.5), we obtain
1 ≥ qk+1sk+1
/
k+1∏
i=1
ℓi .
The theorem follows from this by using (4.6), noting that ℓk+1 ≤ v, and for i = 1, 2, . . . , k: ℓi ≤
maxi∈[k] ℓi.
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Corollary 4.12 (Restatement of Theorem 2.1). Every one-pass deterministic streaming algorithm
to two-color an n-uniform hypergraph with at most q hyperedges requires Ω(min
{
q
n ,
q⋆(n)
n
}
) bits of
space.
Proof. Setting k = n in the previous result immediately yields that for hypergraphs on v = n2
vertices and at most q = (n + 1)q′ hyperedges, the communication required is Ω(q′). The lower
bound for streaming algorithms then follows from Proposition 4.4.
4.1 Deterministic communication protocols for the two-coloring problem
In the previous section, we derived our lower bound for the deterministic streaming algorithms by
invoking multi-player communication complexity, because the two-player lower bound did not give
us a non-trivial lower bound for hypergraphs with fewer than 2n/2 hyperedges. In this section, we
first show an upper bound in the two-player setting, which shows that it was essential to consider
the multi-player setting in order to get the stronger lower bound. Next, we consider two-round
protocols, for they are related to two-pass streaming algorithms. We show below, perhaps surpris-
ingly, that the two-round two-player deterministic communication complexity for the problem is
poly(n). However, we do not have a streaming algorithm with a matching performance.
Theorem 4.13. CC1(H(v, 2
n/2, 2)) = poly(n)
Proof. Alice and Bob will base their protocol on a special collection of lists of colorings L =
{L1, . . . , Lr}, with r = 2
n. Suppose Alice’s hypergraph is HA and Bob’s hypergraph is HB. The
protocol will have the following form.
Alice Alice sends an index i of a list Li ∈ L such that every coloring in Li is valid for HA.
Bob Bob outputs a coloring χ ∈ Li that is valid for HB.
We next identify some properties on the collection of lists that easily imply that the protocol above
produces a valid two-coloring.
Definition 4.14 (Good Lists). (a) A collection of lists L is good for Bob, if for every hypergraph
HB, in every list L in L there is a valid coloring for HB in L.
(b) A collection of lists L is good for Alice, if for every hypergraph HA, there is some list L in L,
such that every coloring in L is valid for HA.
Note that good collections are defined differently for Alice and Bob. With this definition, the
existence of a collection of lists that is good for both Alice and Bob would furnish a one-way
communication protocol with ⌈log r⌉ bits of communication, and establish the theorem. Such a
good collection is shown to exist in Lemma 4.15 below.
Lemma 4.15. Suppose HA and HB are restricted to have at most 2
n/2 hyperedges. Then, there
exists a collection of L = {L1, . . . , Lr} of r = 2
n lists, each with k = ⌈6 · 2n/2 log v⌉ colorings, which
is good for Alice and Bob.
Proof. We pick L by picking r lists randomly: list Li will be of the form {χi1, . . . , χik}, where each
coloring is chosen independently and randomly from the set of all colorings. We will show that with
positive probability L is a good collection of lists. To do this, we separately bound the probability
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that L fails to satisfy conditions (a) and (b) above. We may restrict attention to hypergraphs that
have exactly q = ⌊2n/2⌋ hyperedges without loss of generality, by considering the given hypergraph
as a sub-hypergraph of one with ⌊2n/2⌋ hyperedges .
(a) We first bound the probability that L is not good for Bob. Consider one list Li ∈ L.
Pr[Li is not good for Bob ] = Pr[∃HB such that none of the k colorings are valid for HB]
≤
((v
n
)
q
)( q
2n−1
)k
.
Since L is a collection of r lists, we have
Pr[L is not good for Bob] = Pr[∃Li ∈ L is not good for Bob]
≤ r
((v
n
)
q
)( q
2n−1
)k
(4.7)
≤ 2(nq log v+log r)−k(n−log q−1). (4.8)
To make the right hand side of (4.8) at most 1/4 (say), we later set k to satisfy
k ≫
nq log v + log r
n− log q − 1
. (4.9)
(b) We next bound the probability that L is not good for Alice. Fix a hypergraph HA for Alice,
and consider Li ∈ L.
Pr
Li
[every χ ∈ Li is valid for HA] ≥
(
1−
q
2n−1
)k
≥ exp
(
−
qk
2n−1 − q
)
. (using 1− x ≥ exp
(
− x1−x
)
)
Since L is a collection of r such lists chosen independently and there are
((vn)
q
)
choices for HA,
we have
Pr[L is not good for Alice] ≤
((v
n
)
q
)(
1− exp
(
−
qk
2n−1 − q
))r
≤ exp
(
qn ln v − r exp
(
−
qk
2n−1 − q
))
. (4.10)
To make the right hand side of (4.10) small (less than 1/4, say), we will choose r such that
r ≫ (qn ln v) exp
(
qk
2n−1 − q
)
. (4.11)
Now, suppose v = poly(n). Then, one can verify that if we set k = ⌈6q log v⌉ and r = 2n, then
(4.9) and (4.11) both hold for all large n (for q = ⌊2n/2⌋). It follows that the required collection of
lists exists.
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4.1.1 Circuit upper bounds and a 2-round communication protocol
Next, we present our efficient two-player, two-round communication protocol for hypergraph two-
coloring.
Theorem 4.16. CC2(H(v, 2
n/8, 2)) = poly(n)
We prove Theorem 4.16 by exploiting the connection between circuit complexity and Karchmer-
Wigderson games [KW90].
Definition 4.17 (Karchmer-Wigderson game). Given a monotone boolean function f : {0, 1}N →
{0, 1}, the Karchmer-Wigderson communication game Gf between two players Alice and Bob is
the following: Alice gets an input x ∈ f−1(0), and Bob gets an input y ∈ f−1(1), and they both
know f . The goal is to communicate and find an index i ∈ [N ] such that xi = 0 and yi = 1 (such
an index exists since f is monotone). The communication complexity of this game is denoted by
CC(Gf ) (or specifically CCr(Gf ) for an optimal r-round protocol).
Karchmer and Wigderson make the following connection:
Theorem 4.18 ([KW90]). If a monotone boolean function f has a depth-d, size s circuit, then
CCd−1(Gf ) = O(d log s).
The proof of Theorem 4.16 is based on the circuit complexity of Approximate Majority functions.
Define the partial function ApprMajN on a subset of {0, 1}
N as follows: ApprMajN (x) = 1 when
|x| ≥ 2N/3, and ApprMajN (x) = 0 when |x| ≤ N/3. A function f : {0, 1}
N → {0, 1} is an
Approximate Majority function if it satisfies: f(x) = 1 when |x| ≥ 2N/3, and f(x) = 0 when
|x| ≤ N/3. We need the following Lemma.
Lemma 4.19. For any Approximate Majority function f : {0, 1}2
v
→ {0, 1}, we have:
CCr (H(v, 2
n/8, 2)) ≤ CCr(Gf )
Proof. We prove this by reducing H(v, 2n/8, 2) to Gf , for any Approximate Majority function f .
For convenience, letN := 2v . Suppose Alice receivesHA = (V,EA), and Bob receivesHB = (V,EB).
Let LA ∈ {0, 1}
N be an indicator vector for Alice that marks which of the N possible two-colorings
of V (arranged in some canonical order) are valid for HA, and let LB be the corresponding indicator
vector for Bob. Since we know that both HA,HB have q ≤ 2
n/8 hyperedges, a randomly chosen
coloring will color either hypergraph with probability ≥ 3/4, which implies |LA| ≥ 3N/4 and
|LB | ≥ 3N/4. To find a coloring valid for both HA and HB, Alice and Bob just have to find an
index i ∈ [2v ] such that LA(i) = LB(i) = 1.
Alice now complements her input to consider LA. Since |LA| ≤ N/4, ApprMajN (LA) = 0, whereas
ApprMajN (LB) = 1. Clearly, playing the Karchmer-Wigderson game for any Approximate Major-
ity function f on N bits, LA, LB would find an index i where LA = LB = 1, and consequently yield
a valid coloring for HA ∪HB.
Hence, a small depth-3 monotone circuit that computes ApprMaj2v on its domain would yield an
efficient 2-round protocol for H(v, 2n/8, 2), using Theorem 4.18. Ajtai [Ajt83] showed that such
a circuit exists, and Viola [Vio09] further showed uniform constructions of such circuits.
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Theorem 4.20. [Vio09] There exist monotone, uniform poly(N)-sized depth-3 circuits for ApprMajN
on N input bits.
Proof (of Theorem 4.16). The proof of Theorem 4.16 is now immediate from Theorems 4.18, 4.20
and Lemma 4.19, since v is polynomial in n.
5 Streaming algorithms for hypergraph two-coloring
In this section, we present streaming algorithms that come close to the performance of the ran-
domized off-line algorithm of Radhakrishnan and Srinivasan [RS00]. We first point out why this
algorithm, as stated, cannot be implemented with limited memory. Next, we show how an alterna-
tive version can be implemented using a small amount of memory. This modified version, however,
does return colorings that are not valid (though it does this with small probability); we show how
by maintaining a small amount of additional information, we can derive an algorithm that returns
and valid coloring with high probability or returns failure, but never returns an invalid coloring.
In order to describe our algorithms, it will be convenient to use u,w to denote vertices in the
hypergraph. Also, in this section, we explicitly use |V | to denote the size of the vertex set V ,
and |E| to denote the number of hyperedges in the hypergraph for clarity. The vertex set of the
hypergraph is identified with [|V |], and B is used to denote the number of bits required to represent
a single vertex in V .
5.1 The delayed recoloring algorithm
Radhakrishnan and Srinivasan [RS00] showed that by introducing delays in the recoloring step of an
algorithm originally proposed by Beck [Bec78] one can two-color hypergraphs with more hyperedges
than it was possible before.
Theorem 5.1 ([RS00]). Let H = (V,E) be an n-uniform hypergraph with at most 110
√
n
lnn2
n
hyperedges. Then H is two-colorable; also a proper two-coloring can be found with high probability
in time O(poly(|V |+ |E|)).
Algorithm 1 (Off-line delayed recoloring algorithm)
1: Input H = (V,E).
2: For all u ∈ V , independently set χ0(u) to Red or Blue with probability
1
2 .
3: Let M0 be the set of hyperedges of H, that are monochromatic under χ0.
4: For all u ∈ V , independently set b(u) to be 1 with probability p, and 0 with probability 1− p.
5: Let π be one of the |V |! permutations of V , chosen uniformly at random.
6: for i = 1, 2, . . . , |V | do
7: χi is obtained from χi−1 by retaining the colors of all vertices except perhaps π(i). If b(π(i)) =
1, and some hyperedge containing π(i) was monochromatic under χ0 and all its vertices still
have the same color in χi−1, then χi−1(π(i)) is flipped to obtain χi(π(i)).
8: end for
9: Output χf = χ|V |.
The term off-line refers to the fact that we expect all hyperedges to remain accessible throughout
the algorithm. The term delayed recoloring refers to the fact that vertices are considered one after
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another, and are recolored only if the initially monochromatic hyperedge they belonged to has not
been set right by a vertex recolored earlier.
For a coloring χ, let B(χ) be the set of hyperedges that are colored entirely blue under χ, and let
R(χ) be the set of hyperedges colored entirely red under χ. In [RS00], the following claims are
established for this algorithm under the assumption that |E| ≤ 110
√
n
lnn2
n. In the following, the
parameter p denotes the probability that the bit b(v) is set to 1 in Algorithm 1.
Pr[(B(χf ) ∩ B(χ0) 6= ∅) ∨ (R(χf ) ∩R(χ0) 6= ∅)] ≤
2
10
√
n
lnn
(1− p)n (5.1)
Pr[B(χf ) \ B(χ0) 6= ∅] ≤
2np
100 ln n
; (5.2)
Pr[R(χf ) \ R(χ0) 6= ∅] ≤
2np
100 ln n
. (5.3)
The first inequality (5.1) helps bound the probability that an initially monochromatic hyperedge
does not change our attempts at recoloring; the second inequality (5.2) considers the event where an
initially non-blue hyperedge become blue because of recoloring; the third inequality (5.3) similarly
refers to the event where an initially non-red hyperedge becomes red because of recoloring. These
events together cover all situations where χf turns out to be invalid for H. Now, set p =
1
2n(lnn−
ln lnn) so that we have
2
10
√
n
lnn
(1− p)n +
4np
100 ln n
≤
1
5
+
1
50
≤
11
50
. (5.4)
Thus, the above algorithm produces a valid two-coloring with probability at least 12 . Furthermore,
since the entire hypergraph is available in this off-line version, we can efficiently verify that the final
coloring is valid. By repeating the algorithm ⌈log(1/δ)⌉ times, we can ensure that the algorithm
produces a valid coloring with probability at least 1− δ, and declares failure otherwise (but never
produces an invalid coloring).
Remark 5.2. As stated in [RS00], for large enough n, the bound on the number of hyperedges in
the above theorem can be improved to 0.7
√
n
lnn2
n (with the same algorithm); this carries over to
our results as well. For clarity, we state and use the uniform bound of 110
√
n
lnn2
n that holds for all
n ≥ 2.
Implementation in the streaming model: Now, suppose the hyperedges arrive one at a time,
each hyperedge is a sequence of n vertices, each represented using B bits. In time O(Bn) per
hyperedge, we may extract all the vertices. The corresponding colors and bits for recoloring can be
generated in constant time per vertex. Generating the random permutation π is a routine matter,
we maintain a random permutation of the vertices received so far by inserting each new vertex
at a uniformly chosen position in the current permutation; using specialized data structures, the
total time (in the RAM model, assuming a vertex description fits into a word) taken for generating
π is O(|V | log |V |). Overall, the the algorithms can be implemented in time O˜(n|V ||E|) (the O˜
hides some polylog(|V |) factors). As described, the space required is rather large because we
explicitly store the hyperedges. Observe, however, that we need store only the hyperedges that
are monochromatic after the initial random coloring. Thus, the algorithm can be implemented
using O˜(|V | + n
√
n
lnn) bits of space on the average. The space and time requirements may then
be considered acceptable, but this implementation does not allow us to determine if the coloring
produced at the end is valid; moreover, it is not clear how we may reduce the error probability by
repetition. In the next section, we give an implementation that does not suffer from this deficiency.
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5.2 An efficient streaming algorithm
In this section, we modify the randomized streaming algorithm of the previous section so that
it uses O(|V |B) bits of space and takes time comparable to the off-line algorithm. This version
maintains a running list of vertices as suggested above, but it assigns them colors immediately, and
with the arrival of each hyperedge decides if some of its vertices must be recolored. The algorithm
is derived from the off-line algorithm. It maintains enough information to ensure that the actions
of this streaming algorithm can somehow be placed in one-to-one correspondence with the actions
of the off-line algorithm.
Algorithm 2 Delayed recoloring with limited space
1: Input: The hypergraph H = (V,E) as a sequence of hyperedges h1, h2, . . ..
2: The algorithm will maintain for each vertex u three pieces of information:
(i) its initial color χ0(u);
(ii) its current color χ(u);
(iii) a bit b(u) that is set to 1 with probability p;
Furthermore, it maintains a random permutation π of the vertices received so far.
3: for i = 1, 2, . . . , |E| do
4: Read hi.
5: for u ∈ hi do
6: if u has not been encountered before then
7: Set χ0(u) = χ(u) to Red or Blue with probability
1
2 . Set b(u) to 1 with probability p
and 0 with probability 1− p. Insert u at a random position in π.
8: end if
9: end for
10: if hi was monochromatic under χ0 and all its vertices have the same color under χ then
11: Let u be the first vertex (according to the current π) such that b(u) = 1.
12: if χ0(u) = χ(u) then
13: Flip χ(u).
14: end if
15: end if
16: end for
17: Output χf = χ|V |.
We wish to show that Algorithm 2 succeeds in constructing a valid coloring with probability at
least 12 . To justify this, we compare the actions of this algorithm and the off-line delayed recoloring
algorithm stated earlier, and observe that their outputs have the same distribution.
Recall that χ0 was the initial coloring generated in the Algorithm 1. Let χˆ0 be the corresponding
coloring for Algorithm 2: that is, let χˆ0(u) be the color u was first assigned when the first hyperedge
containing u appeared in the input. Similarly, let bˆ be the sequence of bits generated by the above
algorithm, and πˆ be the final permutation of vertices that results. Notice (χ0, b, π) and (χˆ0, bˆ, πˆ)
have the same distribution.
In Algorithm 1, once χ0, b and π are fixed, the remaining actions are deterministic. That is,
χf = χf (χ0, b, π) is a function of (χ0, b, π). Similarly, once we fix (i.e., condition on) (χˆ0, bˆ, πˆ), the
final coloring χˆf = χˆf (χˆ0, bˆ, πˆ) is fixed.
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Lemma 5.3. For all χ, b and π, we have χf (χ0, b, π) = χˆf (χ0, b, π).
Proof. Suppose χf (u) 6= χˆf (u) for some vertex u. One of them must equal χ0(u). We have two
cases.
Case 1 : χ0(u) = χˆf (u) 6= χf (u). Suppose that h is a hyperedge that necessitated u’s recoloring
in the off-line algorithm. This implies that b(u) = 1, and b(w) = 0 for the vertices w of h
that appeared before u in π. Now in the streaming algorithm above, when h is considered,
we would find that h is monochromatic in χ0, and flip χ(u) unless it is already flipped. Once
flipped, the color of u will not change again. Thus, χˆf (u) 6= χ0(u)—a contradiction.
Case 2 : χ0(u) = χf (u) 6= χˆf (u). Let h be a hyperedge that necessitated the recoloring of u
in the above streaming algorithm. This implies that b(u) = 1, and all vertices w of h that
appear before u in permutation π have b(w) = 0. But in such a situation, the original off-line
algorithm will find h monochromatic when u is considered, and will flip its color. Thus,
χ0(u) 6= χf (u)—a contradiction.
From the above lemma, we conclude that (5.4) applies to Algorithm 2 as well.
Corollary 5.4 (Compare Theorem 5.1). Let H = (V,E) be an n-uniform hypergraph with at most
1
10
√
n
lnn2
n hyperedges. Then, with probability at least 12 Algorithm 2 produces a valid two-coloring
for H.
Note, however, that Algorithm 2 lacks the desirable property that it outputs only valid colorings.
A straight-forward check does not seem possible using O(|V |B) workspace. We show below that by
carefully storing some vertices of a few hyperedges, we can in fact achieve this using only O(nB)
workspace.
5.3 An efficient algorithm that produces only valid colorings
As remarked before the events considered in inequalities (5.1), (5.2) and (5.3) cover all situations
when the algorithm might return an invalid coloring. So, in order never to return an invalid coloring,
it suffices to guard against these events.
(a) To ensure that some vertex in every initially monochromatic hyperedge h does change its
color, we just need to verify that b(u) = 1 for some u ∈ h. This we can ensure by examining
χ0 and b just after they are generated in line 7 of Algorithm 2.
(b) To ensure that no initially non-blue hyperedge h has turned blue, we will will save the red
vertices of h whenever there is potential for them all turning blue, and guard against their
turning blue. Consider the hypergraph HBlue with hyperedges
E(HBlue) = {h ∩ χ
−1
0 (Red) : h ∩ χ
−1
0 (Red) 6= ∅ and b(u) = 1 for all u ∈ h ∩ χ
−1
0 (Red)}.
We will then verify that no hyperedge in HBlue is entirely blue in the end.
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(c) To ensure that no initially non-red hyperedge h has turned red, we consider the corresponding
hypergraph HRed with hyperedges
E(HRed) = {h ∩ χ
−1
0 (Blue) : h ∩ χ
−1
0 (Blue) 6= ∅ and b(u) = 1 for all u ∈ h ∩ χ
−1
0 (Blue)},
and verify in the end that no hyperedge in HRed is entirely red in the end.
It remains to show how HBlue and HRed can be stored efficiently. Each hyperedge will be stored
separately by listing all its vertices. Thus, the expected sum of the sizes of the hyperedges in HBlue
is
E[size(HBlue)] =
∑
h∈E(H)
2−n
n∑
i=1
i
(
n
i
)
pi
≤ |E| np2−n
n−1∑
i=0
(
n− 1
i− 1
)
pi−1
≤ |E| np2−n(1 + p)n−1.
Clearly, the same bound applies toHRed. We will choose the value of p, so that with high probability
size(HBlue) and size(HBlue) are both at most n (if either of them exceeds n, the algorithm terminates
with failure), while also ensuring that the right hand sides of (5.1), (5.2) and (5.3) stay small. As
before, set p = 12n(lnn − ln lnn). To the failures accounted for in (5.4), we must account for
size(HBlue) or size(HBlue) exceeding n. Now, E[size(HBlue)] ≤
1
10
√
n
lnn
lnn
2
√
n
lnn =
n
20 , and by
Markov’s inequality Pr[size(HBlue) ≥ n] ≤
1
20 . Similarly, Pr[size(HRed) ≥ n] ≤
1
20 . Thus, the
revised algorithm fails to deliver a valid coloring with probability at most 1150 +
1
20 +
1
20 <
1
2 , while
it uses at most O(|V |B + nB) bits of space.
5.4 Special cases when |E| is large
The above streaming algorithm deals with the cases when an upper bound on the number of
hyperedges of H guarantees that it has a valid two-coloring. However, under certain conditions,
hypergraphs with many more hyperedges are also known to be two-colorable. We show that efficient
streaming algorithms exist for two-coloring hypergraphs in some of these cases, as described in
Theorem 2.3 and Theorem 2.4.
5.4.1 Coloring n-uniform hypergraphs with few vertices
We now give the proof of Theorem 2.3. Recall that in this setting, the number of vertices of H
is bounded by n2/t, and the number of hyperedges by 2n−1 exp(t/8). Furthermore, the number of
vertices is known to the algorithm in advance.
Proof of Theorem 2.3. We prove the first part of the theorem by showing that a random, balanced
two-coloring of the vertex set of H is valid with non-zero probability.
Suppose V = [v]. Consider the coloring χ obtained by partitioning [v] into two roughly equal parts
and coloring one part Red and the other part Blue. Every hyperedge has the same probability p
of being monochromatic under this coloring. We first show the following:
Claim 5.5. p ≤ 2−(n−1) exp
(
− (n−1)
2
2v
)
.
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Proof of claim: If v ≤ 2(n − 1), then this probability is 0. In general, the probability that a
hyperedge is monochromatic is
p =
(⌈v/2⌉
n
)
+
(⌊v/2⌋
n
)(
v
n
) ≤ 2
(v/2
n
)(
v
n
) (since (an) is convex for a ≥ n− 1).
We then have
p ≤
2· v
2
( v
2
−1)( v
2
−2)···( v
2
−n+1)
v(v−1)(v−1)···(v−n+1) = 2
−(n−1)
n−1∏
i=1
v − 2i
v − i
= 2−(n−1)
n−1∏
i=1
(
1−
i
v − i
)
≤ 2−(n−1) exp
(
−
n−1∑
i=1
i
v − i
)
.
Now,
−
n−1∑
i=1
i
v − i
= (n− 1)− v
∑v−1
j=v−n+1
1
j ≤ (n − 1)− v
∫ v
v−n+1
1
x
dx
≤ (n − 1) + v ln
(
1−
n− 1
v
)
≤ (n − 1)− v
(
n− 1
v
+
1
2
(
n− 1
v
)2
)
= −
(n− 1)2
2v
.
This shows that p ≤ 2−(n−1) exp
(
− (n−1)
2
2v
)
and concludes the proof of the Claim.
To recover the first part of Theorem 2.3, we union-bound over the set of hyperedges, and observe
that (n−1)
2
v ≥ (n− 1)
2 · t
n2
≥ t/8.
A streaming algorithm: The corresponding streaming algorithm is essentially trivial given the
proof above. Suppose we know that our hypergraph H satisfies the conditions in theorem; i.e. H
has v = n
2
t vertices and at most 2
n−2 exp( t2 ) hyperedges. Since we know the number of vertices
in advance, we just pick a random coloring χ that assigns colors Red and Blue to roughly the
same number of vertices, and verify that no incoming hyperedge is monochromatic under χ. The
algorithm uses O(v) bits of space, and returns a valid coloring with probability 12 and fails otherwise.
The probability of failure can be reduced to δ by running the algorithm O(log 1δ ) times in parallel,
and choosing as the final output any one of the colorings that are valid for H. Note that this
increases the space requirements by a multiplicative factor of O(log(1δ )).
Remark 5.6. The following corollary can be deduced by setting t = 8 ln 2n.
Corollary 5.7. Every n-uniform hypergraph with at most n
2
8 ln 2n vertices and at most n
22n hyper-
edges is two-colorable.
The corollary shows that Erdo˝s’ construction [Erd64] of non-two-colorable hypergraphs having
q = n22n hyperedges on a vertex set of size v = Θ(n2) is nearly optimal in terms of the number of
vertices.
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5.4.2 When hyperedge intersections are bounded
Using the Lova´sz Local Lemma (we state an algorithmic version due to Moser and Tardos that
we use below; a weaker version first appeared in [EL73]), [RS00] show that n-uniform hypergraphs
where no hyperedge intersects more than 0.7
√
n
lnn 2
n others has a two-coloring (for n large enough).
Note that this does not require a bound on the number of hyperedges of H, but only one on the
number of intersections of any one hyperedge with others.
The algorithms of Moser and Tardos [MT10] can then be used to recover a valid two-coloring of H.
As in the previous case, though the algorithm a-priori requires access to the entire hypergraph in an
offline fashion, we can modify it to adapt it to the streaming setting. Our result, however, requires
a slightly stronger bound on the number of intersections as compared to the offline algorithm in
[RS00]. We first briefly review the Moser-Tardos algorithm.
Moser-Tardos Algorithm for Lova´sz Local Lemma: Let X be a finite set of events deter-
mined by a finite set P of mutually independent random variables, such that each event of X is
determined by a subset of the variables in P . Let GX denote the dependency graph of the events,
i.e., two events A and B are connected by an edge if and only if they share common variables. For
any event A ∈ X, we denote by N(A) the events which are neighbors of A in GX . An assignment
or evaluation of the variables violates an event A if it makes A happen. The algorithm can be
stated as follows:
Step 1. Evaluate each variable in P independently at random.
Step 2. If there exists at least one violated event in X, construct a maximal independent set M of
the sub-graph (of GX) induced by the violated events in X. Independently perform random
re-evaluation of each variable that belongs to one of the events of M .
Step 3. If there are no violated events, output the current evaluation of the variables. Otherwise, go
to Step 2.
Moser and Tardos showed that if a certain ‘local’ condition is assumed to hold for each of the
events, one can bound the expected number of times Step 2 of the algorithm is executed.
Theorem 5.8. [MT10] If ǫ > 0 and there exists real number assignments x : X → (0, 1) such that
∀A ∈ X : Pr[A] ≤ (1− ǫ)x(A)
∏
B∈N(A)
(1− x(B)), (5.5)
then the algorithm executes step 2 an expected O(1ǫ log
∑
A∈X
x(A)
1−x(A)) number of times before it finds
an evaluation of P violating no event in X.
We now give the proof of Theorem 2.4. Since the proof closely follows that of Theorem 5.8 and the
algorithm is also similar; we only give an outline here.
Proof Sketch of Theorem 2.4. For each hyperedge h ∈ E, letXh denote the event that h is monochro-
matic in a 2-coloring of H and let X = {Xh : h ∈ H}. Therefore, Pr[Xh] = 2
1−n. If each hyperedge
of H intersects at most (1−ǫ)2
n−1
e − 1 other hyperedges, we can assign x(Hh) =
e
(1−ǫ)2n−1 to satisfy
Equation 5.5 for all Xh ∈ X. (We use (1−
1
r+1)
r ≥ e−1 for any r ≥ 1.)
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Our streaming algorithm closely follows the Moser-Tardos algorithm stated above. In our setting,
we start with a uniformly random coloring of the vertices. Thereafter, Step 2 of the algorithm
can be executed once in each pass as follows: whenever a hyperedge arrives, we mark and store its
vertices in our workspace if and only if it is monochromatic in the current coloring and does not
intersect with any of the previously marked hyperedges. Since at most |V |n disjoint hyperedges can
be marked in one pass, only O(|V |B) bits of workspace is required to store all their vertices. At the
end of each pass, we randomly re-evaluate the colors of each of the marked vertices and start another
pass over the data. The algorithm stops if and only if there are no monochromatic hyperedges in
the current coloring. By Theorem 5.8, this algorithm terminates after O(log |E|2n−1 ) = O(log |V |)
expected number of passes. By Markov’s inequality, for a large enough constant C, the algorithm
produces a valid coloring in C · log |V | passes with probability at least 3/4.
6 Conclusion
The lower bound we obtain on the space requirements of one-pass streaming algorithms is optimal
(up to poly(n)) factors. We present an efficient two-player two-round deterministic communication
protocol for two-coloring n-uniform hypergraphs with up to 2n/8 hyperedges, but we do not know
if there is a corresponding streaming algorithm. It is not difficult to come up with a deterministic
streaming algorithm that works in |V | passes for the above setting using the method of conditional
expectations: for some fixed ordering of V , each pass would count the expected number of hyper-
edges properly two-colored given a fixing of coloring of the previous vertices, and thereby determine
the color of the last vertex considered. It would be interesting to know if one can do better. Even
in the two-player communication setting it would be interesting to determine if the protocol can
accommodate up ω(2n) hyperedges, perhaps even Ω(
√
n
lnn2
n) hyperedges.
Our two-coloring algorithm for hypergraphs with O(n
2
t ) vertices does not improve on the bound
provided via the delayed recoloring algorithm when t is small, say, o(log n). We believe it should
be possible to combine our argument and the delayed recoloring algorithm to show that if the
number of vertices is o(n2) then we can two-color hypegraphs with strictly more than 110
√
n
lnn2
n
hyperedges.
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