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Abstract
In this paper we prove three spheres inequalities for a two-dimensional strongly elliptic system. We then
give an application of these three spheres inequalities to the inverse problem of identifying cavities by
partial boundary measurements.
© 2006 Elsevier Inc. All rights reserved.
1. Introduction
Assume that Ω , a bounded open set in R2 with C2 boundary. Without loss of generality, we
may assume that Ω contains the origin and BR ⊂ Ω for some R > 0. We denote BR the open
ball centered at the origin with radius R. Let C(x) = (Cijkl(x)) ∈ W 1,∞(Ω) be a real rank-four
tensor satisfying the major symmetry property
Cijkl(x) = Cklij (x) ∀i, j, k, l, and x ∈ Ω, (1.1)
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∑
ijkl
Cijkl(x)aibj akbl  δ|a|2|b|2 (1.2)
for all x ∈ Ω and vectors a = [a1, a2], b = [b1, b2]. Here and below, all Latin indices are set
to be from 1 to 2. We consider the equilibrium equation
(Lu)i :=
∑
j,k,l
Cijkl∂j ∂luk +
∑
kl
Aikl∂luk +
∑
k
Bikuk = 0 in Ω (1.3)
with Aikl(x), Bijkl(x) ∈ L∞(Ω). A special case of (1.3) is the two-dimensional elasticity system.
To state our main result, we now rewrite (1.3) into the matrix form with u = [u1, u2], namely,
Lu = Λ11∂21u+Λ12∂1∂2u+Λ22∂22u+Ru = 0, (1.4)
where
Λ11 = (Ci1k1), Λ22 = (Ci2k2), Λ12 = Φ +Φt with Φ = (Ci2k1)
and
Ru = A1∂1u+A2∂2u+Bu, with Aj = (Aikj ) and B = (Bik).
The main result of the paper is now stated as follows.
Theorem 1.1. Assume that the tensor C(x) = (Cijkl(x)) ∈ W 1,∞(Ω) satisfies (1.1) and (1.2).
Let (μ˜(x), z(x)) ∈ W 1,∞(Ω) be an eigenpair of the quadratic pencil Λ11λ2 +Λ12λ+Λ22, i.e.
(
Λ11μ˜
2 +Λ12μ˜+Λ22
)
z(x) = 0 ∀x ∈ Ω.
Furthermore, we suppose that the matrix function [z(x), z¯(x)] is nonsingular for all x ∈ Ω . Then
for R1, R2, and R3 satisfying 0 < R1 < R2 < R3  R, there exist positive constants c > 0 and
0 < τ < 1 such that
∫
BR2
|u|2 dx  c
( ∫
BR1
|u|2 dx
)τ( ∫
BR3
|u|2 dx
)1−τ
(1.5)
for u ∈ H 1(BR) satisfying (1.3) in BR , where c and τ depend on R1/R3, R2/R3, and coefficients
Cijkl , Ajkl , Bik .
Remark 1.2. It was shown in [15] that the assumptions on the eigenpair of the quadratic pencil
Λ11λ2 +Λ12λ+Λ22 is generic. Furthermore, if Lu is the isotropic elasticity system, then these
assumptions hold without extra restriction on Lamé coefficients (see [13]).
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back to Landis, who generalized the famous Hadamard’s three circles theorem to solutions of
elliptic equations [12]. On the other hand, the three spheres inequality with integral norms for
scalar elliptic equation was originally introduced by Garofalo and Lin [7] and later developed by
Brummelhuis [5] and Kukavica [11].
Contrary to scalar elliptic equations, the three spheres inequality for elliptic systems is yet
to be explored. Recently, Alessandrini and Morassi [2] established the three spheres inequal-
ity for the isotropic elasticity system based on the method in [7]. Unlike the method used
in [2], Higashimori [9] derived the three spheres inequality for the isotropic elasticity system
via Carleman estimates. The purpose of this paper is to prove the three spheres inequality for the
two-dimensional elliptic system (1.3).
The three spheres inequality is closely connected to the unique continuation property, see [2,
7,11]. Another interesting application of the three spheres inequality is to investigate the shape
identification problem by boundary measurements. The reader is referred to the nice survey arti-
cle [4] for more details. In fact, our study in this paper is motivated by this inverse problem and
we will present an application of the three spheres inequality established here on the problem of
identifying cavities by boundary measurements.
The paper is planned as follows. In Section 2, we will show how to transform (1.3) into a first
order elliptic system based on the method introduced by Nakamura and Wang [15]. In Section 3,
we prove some Carleman estimates, which will be used in Section 4 to derive a conditional
stability estimate in the Cauchy problem for (1.3). In Section 5, we prove the main result of the
paper—three spheres inequalities. The inverse problem of determining cavities is then discussed
in Section 6. Throughout out the paper, c stands for a generic constant and its value may vary
from line to line.
2. First order elliptic system
Our goal here is to transform (1.3) into a first order system via (1.4). From the strong ellipticity
condition (1.2), we can see that Λ11 and Λ22 are invertible (in fact, positive definite). We now
define
W = [w1,w2] = [u, ∂1u+ T ∂2u], (2.1)
where T = T (x) ∈ W 1,∞(Ω) is an invertible matrix which will be chosen later. Thus, we can
compute
{
∂1w1 = ∂1u = (∂1u+ T ∂2u)− T ∂2u = −T ∂2w1 +w2,
∂1w2 = ∂21u+ T ∂1∂2u+ ∂1T ∂2w1.
(2.2)
Furthermore, it follows from (1.4) that
∂21u = −Λ−111
(
Λ12∂1∂2u+Λ22∂22u+Ru
)
. (2.3)
Using the definition of w2, we immediately see that
∂2w2 = ∂1∂2u+ T ∂22u+ ∂2T ∂2w1,
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∂1∂2u = −T ∂22u− ∂2T ∂2w1 + ∂2w2. (2.4)
Plugging (2.4) into (2.3) yields
∂21u = −Λ−111 Λ12
(−T ∂22u− ∂2T ∂2w1 + ∂2w2)−Λ−111 Λ22∂22u−Λ−111 Ru. (2.5)
Now substituting (2.4) and (2.5) into the second equation of (2.2) we have that
∂1w2 =
[−Λ−111 Λ12(−T ∂22u− ∂2T ∂2w1 + ∂2w2)−Λ−111 Λ22∂22u−Λ−111 Ru]
+ T (−T ∂22u− ∂2T ∂2w1 + ∂2w2)+ ∂1T ∂2w1
= −(T 2 −Λ−111 Λ12T +Λ−111 Λ22)∂22u+ (Λ−111 Λ12∂2T − T ∂2T + ∂1T )∂2w1
+ (T −Λ−111 Λ12)∂2w2 −Λ−111 Ru. (2.6)
By the relations ∂1u = ∂1w1 and ∂2u = −T −1∂1w1 + T −1w2, we can see that R is a first order
linear operator containing only x1 derivative. More precisely, we can derive
Ru = A1∂1u+A2∂2u+Bu = A1∂1w1 +A2
(−T −1∂1w1 + T −1w2)+Bw1. (2.7)
Replacing Ru in (2.6) by (2.7) and choosing T such that
T 2 −Λ−111 Λ12T +Λ−111 Λ22 = 0 (2.8)
or equivalently
Λ11(−T )2 +Λ12(−T )+Λ22 = 0,
we get from (2.2) that⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂1w1 + T ∂2w1 −w2 = 0,
Λ−111 (A1 −A2T −1)∂1w1 + ∂1w2
− (Λ−111 Λ12∂2T − T ∂2T + ∂1T )∂2w1 + (Λ−111 Λ12 − T )∂2w2
+Λ−111 A2T −1w2 +Bw1 = 0.
Equivalently, in the matrix form, we have that
A∂1W +E∂2W + FW = 0, (2.9)
where
A =
[
I 0
Λ−111 (A1 −A2T −1) I
]
,
E =
[ T 0
−(Λ−1Λ ∂ T − T ∂ T + ∂ T ) Λ−1Λ − T
]
11 12 2 2 1 11 12
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F =
[
0 −I
B Λ−111 (∂2Λ22 + ∂1Φt)T −1
]
.
The matrix A is obviously invertible. We at once deduce the following first elliptic system
from (2.9)
∂1W +N∂2W +MW = 0 (2.10)
with
N = A−1E =
[T 0
n˜ Λ−111 Λ12 − T
]
and M = A−1F,
where n˜ = −Λ−111 (A1 − A2T −1) − (Λ−111 Λ12∂2T − T ∂2T + ∂1T ). It should be noted that n˜(x)
is in L∞(Ω) and so is M .
Now we are at a position to discuss the solvability of (2.8) and the diagonalizability of T and
Λ−111 Λ12 − T . The following proposition is proved in [15].
Proposition 2.1. Let (μ˜(x), z(x)) be an eigenpair of the quadratic pencil
Λ11λ
2 +Λ12λ+Λ22, (2.11)
i.e. (
Λ11μ˜
2 +Λ12μ˜+Λ22
)
z = 0.
Assume that μ˜(x), z(x) ∈ W 1,∞(Ω) and [z, z¯] is nonsingular for all x ∈ Ω . Then by choosing
−T = [z, z¯]diag(μ˜, ¯˜μ)[z, z¯]−1 (2.12)
we have that T ∈ W 1,∞(Ω) satisfies (2.8) and there exist an invertible matrix Q(x) ∈ W 1,∞(Ω)
and a diagonal matrix diag(ρ˜, ¯˜ρ) with ρ˜(x) ∈ W 1,∞(Ω) such that
Q(x)−1
(
Λ−111 Λ12 − T
)
Q(x) = diag(ρ˜(x), ¯˜ρ(x)) ∀x ∈ Ω.
In view of Proposition 2.1, we define a W 1,∞(Ω) invertible matrix
G(x) =
[ [z, z¯] 0
0 Q
]
and set
W = GV. (2.13)
Then from (2.10) we obtain that
∂1V + N˜∂2V + M˜V = 0, (2.14)
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N˜ =
[
diag(−μ˜,− ¯˜μ) 0
[z, z¯]−1n˜[z, z¯] diag(ρ˜, ¯˜ρ)
]
and
M˜ = G−1∂1G+G−1N∂2G+G−1MG ∈ L∞(Ω).
Note that N is not necessarily Lipschitz diagonalizable since −μ˜(x) and ρ˜(x) may coincide at
some points in Ω and n˜(x) is merely essentially bounded.
3. Carleman estimates
In this section we will derive suitable Carleman estimates, which play an essential role in
proving the conditional stability of the Cauchy problem for the elasticity system (1.3). For our
purpose in the next section, we introduce a new set of variables (t, y) here. In view of the structure
of N˜ , we want to derive Carleman estimates for the scalar operator Lλ := ∂t −λ∂y with λ(t, y) =
a(t, y) + ib(t, y) ∈ W 1,∞(Ω) and b(t, y) δ > 0 for all (t, y) ∈ Ω . Similar estimates hold for
the case where b(t, y)−δ < 0 for all (t, y) ∈ Ω . From now on, we use ‖ · ‖L∞ and ‖ · ‖W 1,∞
to denote ‖ · ‖L∞(Ω) and ‖ · ‖W 1,∞(Ω), respectively.
Theorem 3.1. There exist positive constants T0, k0, and c˜ such that for all T < T0 and k > k0,
we have that
1
2
k
T∫
0
∫
ek(t−T )2 |v|2 dy dt 
T∫
0
∫
ek(t−T )2 |Lλv|2 dy dt, (3.1)
T∫
0
∫
ek(t−T )2
(|∂tv|2 + |∂yv|2)dy dt  c˜(1 + kT 2)
T∫
0
∫
ek(t−T )2 |Lλv|2 dy dt (3.2)
for all v ∈ C∞0 (R2) with supp(v) ⊂ (0, T ) × R. The constants T0 and k0 depend on ‖b−1‖L∞
and ‖λ‖W 1,∞ . Their relations are explicitly given in (3.9) and (3.10). Furthermore, the constant
c˜ = 8 + 4‖b−2‖L∞‖λ‖L∞ .
Proof. By setting v = e− k2 (t−T )2w, we can compute
∣∣e k2 (t−T )2Lλv∣∣2 = ∣∣∂tw − a∂yw − k(t − T )w − ib∂yw∣∣2
= |∂tw − a∂yw|2 +
∣∣k(t − T )w + ib∂yw∣∣2
+ 2 Re(∂tw − a∂yw)
(−k(t − T )w¯ + ib∂yw¯)
= |P1w|2 + |P2w|2 + 2 Re
{
(∂tw − a∂yw)
(−k(t − T )w¯ + ib∂yw¯)},
where P1w = ∂tw − a∂yw and P2w = k(t − T )w + ib∂yw. Therefore, we have that
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0
∫
ek(t−T )2 |Lλv|2 dy dt
=
T∫
0
∫ (|P1w|2 + |P2w|2)dy dt
+ 2
T∫
0
∫
Re
{
(∂tw − a∂yw)
(−k(t − T )w¯ + ib∂yw¯)}dy dt. (3.3)
We first consider the last term on the right-hand side of (3.3). Some easy computations show that
2
T∫
0
∫
Re
{
(∂tw − a∂yw)
(−k(t − T )w¯ + ib∂yw¯)}dy dt
= 2
T∫
0
∫
Re
(−k(t − T )∂tww¯)dy dt + 2
T∫
0
∫
Re(ib∂tw∂yw¯) dy dt
+ 2
T∫
0
∫
Re
(
ak(t − T )∂yww¯
)
dy dt − 2
T∫
0
∫
Re
(
iab|∂yw|2
)
dy dt. (3.4)
It is clear that
Re
(
iab|∂yw|2
)= 0.
So we estimate the first three terms on the right-hand side of (3.4) one-by-one. We begin with
−
T∫
0
∫
k(t − T )∂tww¯ dy dt =
T∫
0
∫
k|w|2 dy dt +
T∫
0
∫
k(t − T )∂t w¯w dy dt
and thus
2
T∫
0
∫
Re
(−k(t − T )∂tww¯)dy dt = k
T∫
0
∫
|w|2 dy dt. (3.5)
Next we compute
T∫
0
∫
b∂tw∂yw¯ dy dt
= −
T∫ ∫
∂tbw∂yw¯ dy dt +
T∫ ∫
∂ybw∂t w¯ dy dt +
T∫ ∫
b∂yw∂t w¯ dy dt0 0 0
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2
T∫
0
∫
Re(ib∂tw∂yw¯) dy dt
= −2
T∫
0
∫
Im(b∂tw∂yw¯) dy dt
= −
T∫
0
∫
iw∂tb∂yw¯ dy dt +
T∫
0
∫
i∂ybw∂t w¯ dy dt
=
T∫
0
∫
∂tbb
−1wib∂yw dy dt +
T∫
0
∫
i∂ybw(∂tw − a∂yw)dy dt
−
T∫
0
∫
a∂ybb
−1wib∂yw dy dt
=
T∫
0
∫
∂tbb
−1w
(
k(t − T )w + ib∂yw
)
dy dt −
T∫
0
∫
∂tbb
−1k(t − T )|w|2 dy dt
+
T∫
0
∫
i∂ybw(∂tw − a∂yw)dy dt −
T∫
0
∫
a∂ybb
−1w
(
k(t − T )w + ib∂yw
)
dy dt
+
T∫
0
∫
a∂ybb
−1k(t − T )|w|2 dy dt. (3.6)
Using 2ab εa2 + ε−1b2, we get form (3.6) that
2
∣∣∣∣∣
T∫
0
∫
Re(ib∂tw∂yw¯) dy dt
∣∣∣∣∣
 1
2
(‖λ‖W 1,∞ + ∥∥b−1∥∥L∞‖λ‖W 1,∞)ε−1
T∫
0
∫
|w|2 dy dt
+ 1
2
∥∥b−1∥∥
L∞‖λ‖W 1,∞‖λ‖L∞ε−1
T∫ ∫
|w|2 dy dt
0
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T∫
0
∫ (|P1w|2 + |P2w|2)dy dt
+ (1 + ‖λ‖L∞)‖λ‖W 1,∞∥∥b−1∥∥L∞kT
T∫
0
∫
|w|2 dy dt. (3.7)
Lastly, we note that
T∫
0
∫
ak(t − T )∂yww¯ dy dt
= −
T∫
0
∫
∂yak(t − T )|w|2 dy dt −
T∫
0
∫
ak(t − T )∂yw¯w dy dt,
which implies
∣∣∣∣∣2
T∫
0
∫
Re
(
ak(t − T )∂yww¯
)
dy dt
∣∣∣∣∣ ‖λ‖W 1,∞kT
T∫
0
∫
|w|2 dy dt. (3.8)
Now we choose ε = 1/2 and take k0, T −10 large enough such that
T0
{(
1 + ‖λ‖L∞
)‖λ‖W 1,∞∥∥b−1∥∥L∞ + ‖λ‖W 1,∞} 14 (3.9)
and
k0  4
(‖λ‖W 1,∞ + ∥∥b−1∥∥L∞‖λ‖W 1,∞ + ∥∥b−1∥∥L∞‖λ‖W 1,∞‖λ‖L∞). (3.10)
Then we deduce (3.1) from (3.3) through (3.10). Moreover, we can also see that
T∫
0
∫
ek(t−T )2 |Lλv|2 dy dt  12
T∫
0
∫
|P1w|2 dy dt (3.11)
and
T∫
0
∫
ek(t−T )2 |Lλv|2 dy dt  12
T∫
0
∫
|P2w|2 dy dt (3.12)
with k > k0 and 0 < T < T0.
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T∫
0
∫
ek(t−T )2 |∂yv|2 dy dt
=
T∫
0
∫
|∂yw|2 dy dt

T∫
0
∫
|b|−2∣∣P2w − k(t − T )w∣∣2 dy dt
 2
∥∥b−2∥∥
L∞
T∫
0
∫
|P2w|2 dy dt + 2
∥∥b−2∥∥
L∞k
2T 2
T∫
0
∫
|w|2 dy dt
 4
∥∥b−2∥∥
L∞
(
1 + kT 2)
T∫
0
∫
ek(t−T )2 |Lλv|2 dy dt (3.13)
for k > k0 and T < T0. Similarly, in view of (3.1), (3.11), and (3.13), we can get that
T∫
0
∫
ek(t−T )2 |∂tv|2 dy dt
=
T∫
0
∫ ∣∣∂tw − k(t − T )w∣∣2 dy dt
 2k2T 2
T∫
0
∫
|w|2 dy dt + 2
T∫
0
∫
|∂tw|2 dy dt
 2k2T 2
T∫
0
∫
|w|2 dy dt + 4
T∫
0
∫
|P1w|2 dy dt + 4‖λ‖L∞
T∫
0
∫
|∂yw|2 dy dt

(
8 + 4∥∥b−2∥∥
L∞‖λ‖L∞
)(
1 + kT 2)
T∫
0
∫
ek(t−T )2 |Lλv|2 dy dt (3.14)
provided k > k0 and T < T0. Combining (3.13) and (3.14) yields (3.2) with c˜ = 8 +
4‖b−2‖L∞‖λ‖L∞ . 
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This section is devoted to proving a conditional stability estimate in the Cauchy problem for
(1.3). Our method relies on results obtained in the previous two sections. Similar approaches can
be found in [9] or [10]. Before discussing the main theme of this section, we would like to look
at how (2.14) is transformed under changes of coordinates. To be precise, we consider a rotation
and a Holmgren’s transform. Let z = z(x) be related to x by a rotation, i.e.,[
z1
z2
]
=
[
cos θ − sin θ
sin θ cos θ
][
x1
x2
]
for some θ . Then (2.14) becomes
(cos θ∂z1 + sin θ∂z2)V + N˜(− sin θ∂z1 + cos θ∂z2)V + M˜V
= (cos θ − sin θN˜)∂z1V + (sin θ + cos θN˜)∂z2V + M˜V = 0. (4.1)
It is clear that (cos θ − sin θN˜) is invertible. So from (4.1) we can deduce
∂z1V + (cos θ − sin θN˜)−1(sin θ + cos θN˜)∂z2V + (cos θ − sin θN˜)−1M˜V = 0. (4.2)
Note that the (2,1) entry of the matrix (cos θ − sin θN˜)−1 depends linearly on n˜. The matrix
function N̂ := (cos θ − sin θN˜)−1(sin θ + cos θN˜) has the following form
N̂ =
[
diag(μˆ, ¯ˆμ) 0
nˆ diag(ρˆ, ¯ˆρ)
]
, (4.3)
where L∞(Ω) 	 nˆ depends linearly on n˜, μˆ = (cos θ + sin θμˆ)−1(sin θ − cos θμˆ), and ρˆ =
(cos θ − sin θρˆ)−1(sin θ + cos θρˆ). In view of the Carleman estimates we derived in the previous
section, it is crucial to check the bounds of the imaginary parts of μˆ and ρˆ. It suffices to consider
μ˜(x) = a(x)+ ib(x) with b(x) δ > 0 for all x ∈ Ω . Then we have that
Im μˆ = Im
{
(sin θ − a cos θ)− ib cos θ
(cos θ + a sin θ)+ ib sin θ
}
= −b
(cos θ + a sin θ)2 + b2 sin2 θ .
So it is easy to see that Im μˆ(z)−δˆ(θ) for all z in the transformed domain. Similarly, we can
prove that |Im ρˆ(z)| is bounded away from zero all z in the transformed domain.
Since we aim to treat the Cauchy problem, we consider a C2 hypersurface S in 
Ω . After
suitable translation and rotation, we may assume that 0 ∈ S and for z near 0 the hypersurface
S = {(z1, z2): z1 = g(z2) with g(0) = 0, g′(0) = 0} for some C2 function g. In the z coordinates,
the system (2.14) is written as
∂z1V + N̂∂z2V + M̂V = 0 (4.4)
with N̂ given by (4.3) and M̂ ∈ L∞. Note that |Im μˆ|  δˆ and |Im ρˆ|  δˆ for some δˆ > 0. We
now perform the last coordinates transform near 0. Let t = z1 − g(z2) + z22 and y = z2. Then S
near 0 becomes {(t, y): t = y2} and (4.4) is reduced to(
I + (2y − g′(y))N̂ )∂t V̂ + N̂∂yV̂ + M̂V̂ = 0.
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I + (2y − g′(y))N̂ is invertible ∀(t, y) ∈ Bε
and therefore we have
∂t V̂ +
(
I + (2y − g′(y))N̂ )−1N̂∂yV̂ + (I + (2y − g′(y))N̂ )−1M̂V̂ = 0 (4.5)
for (t, y) ∈ Bε . Then it is readily seen that
N := (I + (2y − g′(y))N̂ )−1N̂ = [diag(μ, μ¯) 0
n diag(ρ, ρ¯)
]
and
M := (I + (2y − g′(y))N̂ )−1M̂ ∈ L∞,
where n ∈ L∞,
μ(t, y) = μˆ
1 + (2y − g′(y))μˆ and ρ(t, y) =
ρˆ
1 + (2y − g′(y))ρˆ .
As noted above, the (2,1) entry of (I + (2y − g′(y))N̂)−1 depends linearly on n˜ and so does n.
Now if we take ε sufficiently small, then
∣∣Imμ(t, y)∣∣ δ0 > 0 and ∣∣Imρ(t, y)∣∣ δ0 > 0 ∀(t, y) ∈ Bε. (4.6)
With the definitions of N and M, (4.5) becomes
∂t V̂ +N ∂yV̂ +MV̂ = 0 in Bε.
We are now in a position to prove a local conditional stability in the Cauchy problem for (1.3).
Theorem 4.1. Assume that Γ is an open domain in Ω with C2 boundary ∂Γ . Let γ ⊂ ∂Γ and
∂γ ∈ C2. Suppose that u ∈ H 2(Γ ) solves the Cauchy problem
{Lu = 0 in Γ,
∂αu|γ = fα, |α| 1, (4.7)
with fα ∈ H 32 −|α|(γ ). Then there exist a domain ω with ω¯ ⊂ Γ ∪ γ and constants c > 0, 0 <
τ˜ < 1 such that
‖u‖L2(ω)  cM1−τ˜0 ετ˜0 (4.8)
where M0 := ‖u‖H 2(Γ ) and ε0 :=
∑
|α|1 ‖fα‖
H
3
2 −|α|(γ )
. Here the constant c = c(ω,γ,Γ,C,
‖C‖W 1,∞,‖A1‖L∞,‖A2‖L∞,‖B‖L∞).
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∂αu˜|γ = fα for |α| 1
and
‖u˜‖H 2(Γ )  c′ε0
for some constant c′ depending on Γ and γ . So if we set v = u − u˜, then v satisfies the Cauchy
problem {Lv = g in Γ,
∂αv|γ = 0, |α| 1, (4.9)
where g ∈ L2(Γ ). Now choosing x0 ∈ γ and performing changes of coordinates including trans-
lation, rotation, and Holmgren transform, we can set x0 = 0 and (4.9) becomes{
∂t V̂ +N ∂yV̂ +MV̂ = F in Bε,
V̂ (t, y) = 0 on {(t, y) ∈ Bε: t = y2},
(4.10)
where V̂ (t, y) = [v, ∂1v + T ∂2v]T (x1(t, y), x2(t, y)), and N , M are given as above. Note that
‖F‖L2(Bε)  c0ε0 with
c0 = c0
(
Γ,γ,‖C‖L∞,‖A1‖L∞,‖A2‖L∞,‖B‖L∞
)
.
Our next task is to apply the Carleman estimates derived in Section 3 to Lλ = ∂t + λ∂y
for λ = μ, μ¯, ρ, and ρ¯. It should be noted that the estimates (3.1) and (3.2) still hold for
functions in H 1(R2) with the same support condition. With an abuse of notations, we denote
V̂ = [v1, v2, v3, v4]t and define a C∞(R) function 0 θ(t)  1 with θ(t) = 0 for t  T/2 and
θ(t) = 1 for t  2T/5. Here the parameter T is chosen so that {(t, y): 0  t  T , −√t  y √
t} ⊂ Bε . Now applying (3.1) to θ(t)v1, θ(t)v2 and using the equations in (4.10), we get that
for k > k0 and T < T0
k
2T/5∫
0
∫
ek(t−T )2
(|v1|2 + |v2|2)dy dt
 k
T∫
0
∫
ek(t−T )2
(∣∣θ(t)v1∣∣2 + ∣∣θ(t)v2∣∣2)dy dt
 2
T∫
0
∫
ek(t−T )2
(∣∣Lμ(θ(t)v1)∣∣2 + ∣∣Lμ¯(θ(t)v2)∣∣2)dy dt
 4
T∫ ∫
ek(t−T )2
(∣∣θ(t)Lμv1∣∣2 + ∣∣θ(t)Lμ¯v2∣∣2)dy dt0
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T∫
2T/5
∫
ek(t−T )2
(∣∣[Lμ, θ(t)]v1∣∣2 + ∣∣[Lμ¯, θ(t)]v2∣∣2)dy dt
 c1
T∫
0
∫
ek(t−T )2 |V̂ |2 dy dt + 4
T∫
0
∫
ek(t−T )2 |F |2 dy dt
+ 4‖θ ′‖2L∞[2T/5,T /2]e9kT
2/25
T∫
0
∫
|V̂ |2 dy dt, (4.11)
where [Lλ, θ ] denotes the commutator of Lλ and θ . The constant c1 in (4.11) depends on
‖M‖L∞ . Likewise, applying (3.1) to θ(t)v3, θ(t)v4 and using (4.10), we have that
k
2T/5∫
0
∫
ek(t−T )2
(|v3|2 + |v4|2)dy dt
 k
T∫
0
∫
ek(t−T )2
(∣∣θ(t)v3∣∣2 + ∣∣θ(t)v4∣∣2)dy dt
 2
T∫
0
∫
ek(t−T )2
(∣∣Lρ(θ(t)v3)∣∣2 + ∣∣Lρ¯(θ(t)v4)∣∣2)dy dt
 c2
T∫
0
∫
ek(t−T )2 |V̂ |2 dy dt + c2
T∫
0
∫
ek(t−T )2
(∣∣θ(t)∂yv1∣∣2 + ∣∣θ(t)∂yv2∣∣2)dy dt
+ 4
T∫
0
∫
ek(t−T )2 |F |2 dy dt + 4
T∫
2T/5
ek(t−T )2
(∣∣[Lρ, θ(t)]v3∣∣2 + ∣∣[Lρ¯, θ(t)]v4∣∣2)dt,
(4.12)
here the constant c2 relies on ‖n‖L∞ and ‖M‖L∞ . To treat the term with ∂yv1 and ∂yv2 in (4.12),
we use the estimate (3.2). Thus, from (4.12) and (4.10) we obtain
k
2T/5∫
0
∫
ek(t−T )2
(|v3|2 + |v4|2)dy dt
 c2
T∫ ∫
ek(t−T )2 |V̂ |2 dy dt + 4
T∫ ∫
ek(t−T )2 |F |2 dy dt
0 0
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T∫
0
∫
|V̂ |2 dy dt
+ c2c˜
(
1 + kT 2)
T∫
0
∫
ek(t−T )2
(∣∣Lμ(θ(t)v1)∣∣2 + ∣∣Lμ¯(θ(t)v2)∣∣2)dy dt
+ c3c˜
(
1 + kT 2)‖θ ′‖2L∞[2T/5,T /2]e9kT 2/25
T∫
0
∫
|V̂ |2 dy dt. (4.13)
The constant c3 depends on ‖n‖L∞ and ‖M‖L∞ .
Note that ‖θ ′‖L∞[2T/5,T /2]  c4T −1 for some constant c4. Combining (4.11) and (4.13) and
dividing the new formula by k lead to
2T/5∫
0
∫
ek(t−T )2 |V̂ |2 dy dt
 c5
(
1
k
+ T 2
) T∫
0
∫
ek(t−T )2 |V̂ |2 dy dt + c5
(
1
k
+ T 2
) T∫
0
∫
ek(t−T )2 |F |2 dy dt
+ c5
(
1
k
+ T 2
)
1
kT 2
e9kT
2/25
T∫
0
∫
|V̂ |2 dy dt
+ c4
kT 2
e9kT
2/25
T∫
0
∫
|V̂ |2 dy dt, (4.14)
where c5 = c5(c2, c3, c˜). Now let us choose 0 < T1 < T0 such that c5T 21  14 . From now on, we
fix T = T1. Then we pick k1  max{k0, T −21 } so that c5k1  14 . In other words, we have c5( 1k +
T 21 ) 
1
2 and
1
kT 21
< 1 for all k > k1. Note that k1 and T1 depend on c5. Thus the integral term
c5(
1
k
+ T 2) ∫ 2T/50 ∫ ek(t−T )2 |V̂ |2 dy dt on the right-hand side of (4.14) can be absorbed into the
left-hand side. Consequently, we get that for k > k1
T1/5∫
0
∫
e16kT
2
1 /25|V̂ |2 dy dt 
T1/5∫
0
∫
ek(t−T1)2 |V̂ |2 dy dt
 c6
[
ekT
2
1 ε20 + e9kT
2
1 /25M20
]
, (4.15)
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of (4.15) yields
T1/5∫
0
∫
|V̂ |2 dy dt  c6
[
e9kT
2
1 /25ε20 + e−7kT
2
1 /25M20
]
. (4.16)
In view of (2.1) and (2.13), by defining ω as the domain obtained by transforming {(t, y): 0 
t  T1/5, −√t  y √t} back to the original coordinates x, we get from (4.16) that
‖v‖2
L2(ω)  c
[
e9kT
2
1 /25ε20 + e−7kT
2
1 /25M20
]
for k > k1. (4.17)
Here the constant c = c(ω,γ,Γ,C,‖C‖W 1,∞,‖A1‖L∞,‖A2‖L∞,‖B‖L∞).
Next, we discuss two cases. Firstly, if e
8
25 k1T
2
1 ε0 <M0, then we can pick k > k1 satisfying
kT 21 =
25
8
ln
(
M0
ε0
)
.
Using such k, we obtain from (4.17) that
‖v‖2
L2(ω)  cM
9/8
0 ε
7/8
0 . (4.18)
Recall that v = u− u˜ and ‖u˜‖H 2(Γ )  c′ε0. With the help of (4.18), we get that
‖u‖2
L2(ω)  ‖v‖2L2(ω) + ‖u˜‖2L2(ω)  cM9/80 ε7/80 . (4.19)
Secondly, when M0  e
8
25 k1T
2
1 ε0, it is obvious that
‖u‖2
L2(ω)  cM
9/8
0 M
7/8
0  cM
9/8
0 ε
7/8
0 . (4.20)
Therefore, the proof is completed by taking τ˜ = 7/16. 
5. Three spheres inequalities
In this section, we aim to prove our main theorem. The argument used here is inspired by [9].
To begin, we recall a rather well-known interior estimates for elliptic systems (see [8] for exam-
ple).
Theorem 5.1. Assume the tensor C(x) ∈ W 1,∞(Ω) satisfies (1.1) and (1.2). Let u(x) ∈ H 2(Ω)
be a solution of (1.3). Then for any BR  Ω with 0 < R′ < R, there exists a constant c =
c(R′,R,C) > 0 such that
‖u‖H 2(BR′ )  c‖u‖L2(BR). (5.1)
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Proof of Theorem 1.1. We first consider the case where 0 < R1 < R2 < 1. Set r˜ := 1+R22 ∈
(R2,1) and θ := R2r˜ ∈ (0,1). In making use of Theorem 4.1, we take{
Γ = B1 \Bθ,
γ = ∂Bθ .
Therefore, for x1 ∈ ∂Bθ , there exist two positive constants r1 and c1, depending on θ and C(x),
such that
‖u‖L2(Br1 (x1)\Bθ )  c1‖u‖
τ˜
H 2(Bθ )
‖u‖1−τ˜
H 2(B1)
.
Note that τ˜ is independent of x1, θ , and coefficients of L. As in Theorem 4.1, we take τ˜ = 7/16.
Since ∂Bθ is compact, there exist a finite number of points x1, x2, . . . , x such that
Bθ˜ \Bθ ⊂
⋃
j=1
(
Brj (xj ) \Bθ
)
,
for some θ < θ˜ < 1. Therefore, we obtain
‖u‖L2(B
θ˜
)  ‖u‖L2(Bθ ) +
∑
j=1
‖u‖L2(Brj (xj )\Bθ )  c˜‖u‖
τ˜
H 2(Bθ )
‖u‖1−τ˜
H 2(B1)
,
where c˜ = 1 + max{c1, . . . , c}. Setting θˆ = θ+θ˜2 and using Theorem 5.1, we get
‖u‖H 2(B
θˆ
)  c‖u‖L2(B
θ˜
)  c‖u‖τ˜H 2(Bθ )‖u‖
1−τ˜
H 2(B1)
. (5.2)
Now, we define  := θˆ
θ
. Denote u˜(y) := u(sy), C˜ijkl(y) = Cijkl(sy), A˜ikl(y) = sAikl(sy),
and B˜ik(y) = s2Bik(sy) with s  1. Then u˜(y) satisfies
∑
j,k,l
C˜ijkl∂yj ∂yl u˜k +
∑
kl
A˜ikl∂yl u˜k +
∑
k
B˜iku˜k = 0 for y ∈ Ω. (5.3)
It is clear that
‖C˜ijkl‖W 1,∞  ‖Cijkl‖W 1,∞, ‖A˜ikl‖L∞  ‖Aikl‖L∞, ‖B˜ik‖L∞  ‖Bik‖L∞ .
Repeating the same arguments again, we can obtain that u˜ satisfies the estimate (5.2) with the
same constants, i.e.,
‖u˜‖H 2(B )  c‖u˜‖τ˜ 2 ‖u˜‖1−τ˜2 .
θˆ H (Bθ ) H (B1)
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‖u‖H 2(Br) 
{
c
(
θ
r
)2
‖u‖1−τ˜
H 2(Br˜ )
}
‖u‖τ˜
H 2(Br )
for r = sθ < R2. (5.4)
Now, we choose r = R12 in (5.4) and thus there exists a k ∈N such that
rk−1 <R2  rk.
It should be noted that rk < r˜ since rk < R2 = θˆ r˜ < r˜ . We define
Xj := c
(
θ
rj−1
)2
‖u‖1−τ˜
H 2(Br˜ )
for 1 j  k.
It is clear that Xj X1 for all 1 j  k since  > 1. Therefore, the estimate (5.4) implies that
‖u‖H 2(B
rj
) Xj‖u‖τ˜H 2(B
rj−1 )
for 1 j  k. (5.5)
Making use of (5.5) iteratively yields
‖u‖H 2(BR2 )  c
(
2
R1
) 2−2τ˜ k
1−τ˜ ‖u‖1−τ˜ k
H 2(B(1+R2)/2)
‖u‖τ˜ k
H 2(BR1/2)
. (5.6)
Combining (5.6) and (5.1), we obtain that
‖u‖L2(BR2 )  c‖u‖
1−τ
L2(B1)
‖u‖τ
L2(BR1 )
, (5.7)
where τ = τ˜ k and c depend on R1,R2 and coefficients of L.
Now we consider the general case 0 < R1 < R2 < R3. So we have R1/R3 < R2/R3 < 1.
By scaling, i.e. defining uˆ(y) := u(R3y), Ĉijkl(y) = Cijkl(R3y), Âikl(y) = Aikl(R3y), and
B̂ik(y) = Bik(R3y), we derive from (5.7) that
‖uˆ‖L2(BR2/R3 )  c‖uˆ‖
1−τ
L2(B1)
‖uˆ‖τ
L2(BR1/R3 )
, (5.8)
where c and τ depend on R1/R3, R2/R3 and coefficients of L. Replacing variables x = R3y in
(5.8) gives
‖u‖L2(BR2 )  c‖u‖
1−τ
L2(BR3 )
‖u‖τ
L2(BR1 )
,
which is (1.5). 
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To apply three sphere inequalities to the inverse problems, we consider the elasticity system
where Aikl =∑j ∂jCijkl and Bik = 0 in (1.3), i.e.,
Lu = div(C(x)∇u)= 0 in Ω.
Furthermore, we assume that C satisfies the full symmetry properties
Cijkl = Cjikl = Cklij ∀i, j, k, l, (6.1)
and the strong convexity condition, i.e. there exists a constant δ > 0 such that
C(x)E · E  δ|E |2 (6.2)
for any symmetric matrix E and all x ∈ Ω .
Let e(u) := ∇u+∇uT2 , we can prove the following three sphere inequalities:
Theorem 6.1. Let C(x) = (Cijkl(x)) satisfies (6.1)–(6.2) and the assumptions on Theorem 1.1. If
r1, r2 and r3 are positive numbers with 0 < r1 < r2 < r3 R, then there exists positive constants
c > 0 and 0 < τ < 1 such that
∫
Br2
|u|2 dx  c
( ∫
Br1
|u|2 dx
)τ( ∫
Br3
|u|2 dx
)1−τ
, (6.3)
∫
Br2
∣∣e(u)∣∣2 dx  c( ∫
Br1
∣∣e(u)∣∣2 dx)τ( ∫
Br3
∣∣e(u)∣∣2 dx)1−τ (6.4)
for u ∈ H 1(BR) satisfying (1.3) in BR , where c and τ depend on r2/r1, r3/r1 and C(x).
Remark 6.2. Having proved (6.3), the estimate (6.4) is an easy consequence of a Caccioppoli-
type and a Korn-type inequalities. The details can be found in [3] or [9].
To demonstrate an application of the three spheres inequality derived above, we shall discuss
the uniqueness and stability in determining an unknown cavity from a single pair of traction-
displacement measurement taken on part of the boundary. This problem is a simple model of the
nondestructive testing problem. We will follow the approach used in [9] where a log–log type
stability estimate was proved for the star-shaped cavity in the Lamé system. For more general
cavities in the Lamé system, a log–log type estimate has been derived in [14]. The result in [14] is
also applied to the case of determining unknown boundary portions of the exterior boundary from
a single pair of traction-displacement measurement taken on the accessible part of the boundary.
For the similar problem in the scalar elliptic equation, a log type stability estimate was obtained
in [1]. The difference in the estimate between the Lamé system and the scalar elliptic equation is
due to the lack of a doubling inequality at the boundary in the former system. Another new tool
used in [14] is the stability estimate for the solution to the Cauchy problem of the Lamé system.
This estimate is based on an approached developed by Conlan and Trytten [6]. The key in using
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the Laplacian as the principal part. This is unfortunately not true for general elasticity systems.
Due to some missing tools in the general elasticity system, we are currently not able to treat
more general cavities in the paper. However, the three spheres inequalities (6.3) and (6.4) are
sufficient for deriving a log–log type stability estimate for identifying a star-shaped cavity in the
two-dimensional inhomogeneous anisotropic elasticity system. The approach developed in [9]
essentially relies on the three spheres inequality. Having the three spheres inequality at hand, the
same arguments in [9] can be applied to the anisotropic elasticity system. So for simplicity, we
will not repeat the proofs again and refer the reader to [9] for details.
To set up our problem, let γ ⊂ ∂Ω be a portion of ∂Ω , which is open and connected. Without
loss of generality, we assume B1 ⊂ Ω . Consider a star-shaped cavity described by
Dρ =
{
x ∈ R2: |x| < ρ(xˆ), xˆ = x/|x|}
with some restrictions on the function ρ given below. Assume that u(x) is a solution to
{Lu = div(C(x)∇u) = 0 in Ωρ := Ω \Dρ,
σ(u)ν = 0 on ∂Dρ,
where ν is for the outward unit normal to ∂Ωρ . Let m > 0, M > 0, 0 < ρ˜ < 1, 0 < κ < 1, and
0 < θ < π/4 be given constants. We now define the cones
C(x; θ,+) := Ω ∩ {y ∈R2: (y − x, x) > |y − x||x| cos θ}.
For the purpose of treating inverse problems, we define an admissible set Λ for (ρ,u). We say
that a pair (ρ,u) is in the admissible set Λ if ρ and u satisfy the following conditions:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ρ ∈ C1,κ (S1),
ρ˜ < ρ(xˆ) < 1 − ρ˜ for xˆ ∈ S1,
C(x; θ,+) ⊂ Ωρ for x ∈ ∂Dρ,
Lu = 0 in Ωρ,
σ(u)ν = 0 on ∂Dρ,
|σ(u)ν| >m on γ,
‖u‖C1,κ (
Ωρ) + ‖u‖H 2(Ωρ) <M.
(6.5)
The last condition of (6.5) has been thoroughly investigated in [9]. The following stability esti-
mate is the main result of this section.
Theorem 6.3. [9, Theorem 2.3] Let (ρj , uj ) ∈ Λ for j = 1,2. Then there exist constants c1 > 0
and 0 < c2 < 1 such that
‖ρ1 − ρ2‖C0(S1) 
c1
(ln ln(1/ζ ))c2
,
provided e−1 > ζ := ‖u1 − u2‖H 3/2(γ ) + ‖σ(u1)ν − σ(u2)ν‖H 1/2(γ ).
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in [9]. Here we will only sketch its main steps. To begin, we may assume that
‖ρ1 − ρ2‖C0(S1) = ρ2(yˆ)− ρ1(yˆ) > 0.
Let Ω0 := Ωρ1 ∩ Ωρ1 and γ0 := ∂Ω0 \ ∂Ω . Then, the open set Ωρ1 \ 
Ω0 has the connected
component G0 whose closure contains the line segment with endpoints ρ1(yˆ)yˆ and ρ2(yˆ)yˆ.
Denote
η :=
∫
G0
∣∣e(u1)∣∣2 dx.
It was shown in [9] that
ηK0 sup
γ0
∣∣∇(u1 − u2)∣∣ (6.6)
for some K0 > 0. Some key lemmas are in order.
Lemma 6.4. [9, Proposition 5.1] Assume that u satisfies Lu = 0 in G ⊂R2. Let B(j) := Brj (xj )
(j = 0,1, . . . ,N) be some balls satisfying
B(j) ⊂ B(αrj−1)(xj−1) ⊂ B(βrj−1)(xj−1) ⊂ G, j = 1,2, . . . ,N,
for some given numbers α and β with 1 < α < β . Then there exist constants c3 > 0 and 0 < τ < 1
depending on the elastic tensor C and G such that
∫
B(N)
|u|2 dx  C1
( ∫
B(0)
|u|2 dx
)τN
,
∫
B(N)
∣∣e(u)∣∣2 dx  c1( ∫
B(0)
∣∣e(u)∣∣2 dx)τN ,
where c1 = (c3‖u‖1−τH 1(Q))(1−τ
N )/(1−τ)
.
Lemma 6.5. [9, Proposition 5.2] Let (ρ,u) ∈ Λ and Brx (x) ⊂ Ωρ , Bry (y) ⊂ Ωρ be two balls.
Then there exist 0 < c4 and 0 < c5 < 1 such that∫
Brx (x)
|u|2 dx  c4
( ∫
Bry (y)
|u|2 dx
)c5
,
∫
Bry (y)
∣∣e(u)∣∣2 dx  c4( ∫
Brx (x)
∣∣e(u)∣∣2 dx)c5 ,
where c4 and c5 depend on rx , ry , ‖u‖H 1(Ω ) and the elastic tensor C.ρ
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K1,K2 depending on Λ such that for η < 1
‖ρ1 − ρ2‖C0(S1) 
K1
[ln(1/η)]K2 .
Lemma 6.7. [9, Lemma 2.1] Let (ρ1, u1) ∈ Λ and (ρ2, u2) ∈ Λ be given. Then there exist 0 <
K4,K5 and 0 <K6 < 1/e depending on Λ such that for ζ <K6
sup
γ0
∣∣∇(u1 − u2)∣∣ K4[ln(1/ζ )]K5 .
Now we give a proof of Theorem 6.3.
Proof of Theorem 6.3. Take ζ˜ < K6 < 1/e such that K0K4[ln(1/ζ˜ )]K5 < 1 and 2 lnK0K4 <
K5 ln ln(1/ζ˜ ). Combining Lemmas 6.6, 6.7 and (6.6), we have for ζ < ζ˜ that
‖ρ1 − ρ2‖C0(S1) 
K1
[ln(1/η)]K2 
K1
[K5 ln ln(1/ζ )− lnK0K4]K2 
c′
[K5 ln ln(1/ζ )]K2 .
On the other hand, if ζ˜ < ζ < 1/e, then
‖ρ1 − ρ2‖C0(S1) 
[
ln ln(1/ζ˜ )
]K2[ln ln(1/ζ˜ )]−K2  [ln ln(1/ζ˜ )]K2 1[ln ln(1/ζ )]K2 .
The proof is complete by taking c1 = max{c′, [ln ln(1/ζ˜ )]K2} and c2 = K2. 
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