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SUPERCHARACTERS AND PATTERN SUBGROUPS IN THE
UPPER TRIANGULAR GROUPS
TUNG LE
Abstract. Let Un(q) denote the upper triangular group of degree n over the
finite field Fq with q elements. It is known that irreducible constituents of
supercharacters partition the set of all irreducible characters Irr(Un(q)). In
this paper we present a correspondence between supercharacters and pattern
subgroups of the form Uk(q)∩
wUk(q) where w is a monomial matrix in GLk(q)
for some k < n.
1. Introduction
Let q be a power of a prime p and Fq a field with q elements. The group Un(q)
of all upper triangular (n × n)-matrices over Fq with all diagonal entries equal to
1 is a Sylow p-subgroup of GLn(Fq). It is conjectured by Higman [8] that the
number of conjugacy classes of Un(q) is given by a polynomial in q with integer
coefficients. Isaacs [10] shows that the degrees of all irreducible characters of Un(q)
are powers of q. Huppert [9] proves that character degrees of Un(q) are precisely
of the form {qe : 0 ≤ e ≤ µ(n)} where the upper bound µ(n) was known to Lehrer
[14]. Lehrer [14] conjectures that each number Nn,e(q) of irreducible characters of
Un(q) of degree q
e is given by a polynomial in q with integer coefficients. Isaacs [11]
suggests a strengthened form of Lehrer’s conjecture stating that Nn,e(q) is given by
a polynomial in (q−1) with nonnegative integer coefficients. So, Isaacs’ Conjecture
implies Higman’s and Lehrer’s Conjectures.
Many efforts have been made to understand more about Un(q), see [1, 3, 5,
7, 10, 11, 16, 17, 18], among others. Supercharacters arise as tensor products of
some elementary characters to give a ‘nice’ partition of all non-principal irreducible
characters of Un(q), see [1, 13]. Supercharacters have been defined for Sylow p-
subgroups of other finite groups of Lie type (see [2]), and in general for finite
algebra groups (see [5]).
Here, for Un(q) we show a natural correspondence between supercharacters and
pattern subgroups (Theorem 2.8). To highlight the main idea of construction, we
have deferred all of our proofs to Section 3. Next we apply this correspondence to
decompose certain supercharacters into irreducible constituents in the last section.
2. Suppercharacters and pattern subgroups
Let Σ := Σn−1 = 〈α1, ..., αn−1〉 be the root system of GLn(q) with respect to
the maximal split torus equal to the diagonal group, see [4, Chapter 3]. Denote
αi,j := αi+αi+1+ ...+αj for all 0 < i ≤ j < n. Denote by Σ+ the set of all positive
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roots. The root subgroup Xαi,j is the set of all matrices of the form In + c · ei,j+1,
where In = the identity (n×n)-matrix, c ∈ Fq and ei,j+1 = the zero matrix except
a ‘1’ at entry (i, j + 1). The upper triangular group Un(q) is generated by all Xα
where α ∈ Σ+. We write U for Un(q) if n and q are clear from the context. For
convenience when using the root system, we consider the upper triangular group
as a tableaux. 

1 ∗ ∗ ∗ ∗
. 1 ∗ ∗ ∗
. . 1 ∗ ∗
. . . 1 ∗
. . . . 1


−→
α1 α1,2 α1,3 α1,4
α2 α2,3 α2,4
α3 α3,4
α4
A subset S ⊂ Σ+ is called closed if for each α, β ∈ S such that α+ β ∈ Σ+ then
α + β ∈ S. A pattern subgroup of U is a group generated by all root subgroups
Xα, where α ∈ S a closed positive root subset.
Let G be a group. DenoteG× := G−{1}, Irr(G) the set of all complex irreducible
characters of G, and Irr(G)× := Irr(G) − {1G}. For H E G, let Irr(G/H) denote
the set of all irreducible characters of G with H in the kernel. If K ≤ G such that
G = H ⋊K, then for each character ξ of K, we denote the inflation of ξ to G by
ξG, i.e. ξG is the extension of ξ to G with H ⊂ ker(ξG). Furthermore, for H ≤ G
and ξ ∈ Irr(H), we define Irr(G, ξ) := {χ ∈ Irr(G) : (χ, ξG) 6= 0} the irreducible
constituent set of ξG, and for χ ∈ Irr(G), we denote its restriction to H by χ|H .
For a field K, let K× := K − {0}. In the whole paper, we fix a nontrivial linear
character ϕ : Fq → C×. For each α ∈ Σ+ and s ∈ Fq, the map φα,s : Xα → C×,
xα(d) 7→ ϕ(ds) is a linear character of Xα, and all linear characters of Xα arise in
this way.
For each αi,j , we define
arm(αi,j) := {αi,k : i ≤ k < j} and leg(αi,j) := {αk,j : i < k ≤ j}.
If i = j, αi,i = αi, then arm(αi) and leg(αi) are empty. For each α ∈ Σ+, we
define the hook of α as h(α) := arm(α) ∪ leg(α) ∪ {α}, the hook group of α as
Hα := 〈Xβ : β ∈ h(α)〉, and the base group Vα := 〈Xβ : β ∈ Σ+ − arm(α)〉. Since
[Vα, Vα] ∩Xα = {1}, for each s ∈ F×q there exists a linear λα,s ∈ Irr(Vα) such that
λα,s|Xα = φα,s and λα,s|Xβ = 1Xβ for the others Xβ ⊂ Vα, β 6= α. Denote by
Irr(Vα/[Vα, Vα])
× the set of all these linear characters of Vα.
Lemma 2.1. λUα,s is irreducible for all s ∈ F
×
q .
Proof. See [1, Lemma 2] or [13, Lemma 2.2]. 
We call λUα,s an elementary character of U associated to α. A basic set D is a
nonempty subset of Σ+ in which none of roots are on the same row or column. For
each basic set D, we define E(D) :=
⊕
α∈D Irr(Vα/[Vα, Vα])
×.
For each basic set D and φ ∈ E(D), we define a supercharacter, also known as
basic character in [1],
ξD,φ :=
⊗
λα,s∈φ
λα,s
U .
It turns out that each supercharacter ξD,φ is induced from a linear character of a
pattern subgroup.
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Definition 2.2. We define VD :=
⋂
α∈D Vα and λD :=
⊗
λα,s∈φ
λα,s|VD .
Lemma 2.3. We have ξD,φ = λ
U
D.
Proof. See [13, Lemma 2.5]. 
It is easy to see that VD is generated by all Xβ where β ∈ Σ+− (
⋃
α∈D arm(α)),
and λD is a linear character of VD. For each basic set D, it can be proven that the
diagonal subgroup of GLn(q) acts transitively on E(D) by conjugation. So it makes
sense when we write λD here instead of λD,φ, and it also says that the decomposition
of ξD,φ is dependent only on D. To know more about supercharacters, see [5, 6].
Here, we recall the main role of supercharacters as a partition of Irr(U)×.
Theorem 2.4. For each χ ∈ Irr(U)×, there exist uniquely a basic set D and
φ ∈ E(D) such that χ is an irreducible constituent of ξD,φ.
Proof. See [1, Theorem 1] or [13, Theorem 2.6]. 
Denote by Irr(ξD,φ) the set of all irreducible constituents of ξD,φ. Here, to prove
Higman’s Conjecture, it suffices to prove that |Irr(ξD,φ)| is a polynomial in q.
Now for each basic set D of size k = |D|, we define an associated monomial
(k × k)-matrix wD ∈ GLk(q). First of all, we define two partial orders on Σ+.
Definition 2.5. We define <r and <b on Σ
+ as follows
(i) αi,j <r αl,k if j < k (i.e. to the right)
(ii) αi,j <b αl,k if i < l (i.e. to the bottom).
An easy way to understand these two orders is <r standing for left to right and
<b for top to bottom. Notice that on a basic set, <r and <b are total orders.
Now we fix a basic set D of size k ascending order of <r. Let D := {τ1, .., τk}
where τi <r τj if i < j. We define wD := (ai,j) ∈ GLk(q) as follows
ai,j :=
{
1 if τj is the i-th element of D in ascending order <b,
0 otherwise.
For example, if D := {α2,3, α1,4, α3,5}, |D| = 3,
α1,4
α2,3
α3,5 then wD =

 0 1 01 0 0
0 0 1

 .
It is clear that wD is a monomial matrix in the Weyl group Sk of GLk(q). Here,
wD somehow gives pivots of D by considering only rows and columns containing
roots in D. Hence, it is equivalent to apply the (total) orders <r, <b to these
monomial matrices on their nonzero entries.
For each pair 0 < i < j ≤ k, if τi <b τj , let γi,j be the root on the row of τi
such that γi,j + τj ∈ Σ+; otherwise, i.e. τj <b τi, let νi,j be the root on the row of
τj such that νi,j + τi ∈ Σ+. For example, τi := αm,i, τj := αl,j where i < j, so if
αm,i <b αl,j , i.e. m < l, then γi,j = αm,l−1; otherwise, if αl,j <b αm,i, i.e. l < m,
then νi,j = αl,m−1. It is easy to see that νi,j exists if and only if two hooks h(τi)
and h(τj) are parallel, otherwise γi,j exists (Figure 1).
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Figure 1. Positions of νi,j and γi,j
Let ΓD be the set of all γi,j , let ΛD be the set of all νi,j , and ∆D := ΓD ∪ ΛD.
By definitions for the existence of γi,j and νi,j , we have ΓD ∩ ΛD = ∅.
Definition 2.6. We define RD := 〈Xγ : γ ∈ ΓD〉 and CD := 〈Xν : ν ∈ ΛD〉.
The next lemma provides interesting correspondences between the size of D and
∆D, and between wD and ΓD, ΛD. Moreover, it shows that 〈VD, RD〉 = VDRD,
and the pattern subgroups RD, CD are only determined by wD in a natural way.
Lemma 2.7. Let D be a basic set of size k. The following are true.
(i) ∆D is closed and 〈Xα : α ∈ ∆D〉 is isomorphic to Uk(q).
(ii) ΓD is closed. For each pair i < j, if γi,s, γj,r exist and γi,s + γj,r ∈ Σ+,
then s = j and γi,j + γj,r = γi,r.
(iii) ΛD is closed. For each pair i < j, if νi,s, νj,r exist and νi,s + νj,r ∈ Σ+,
then s = j and νi,j + νj,r = νi,r.
(iv) RD is isomorphic to Uk(q) ∩ wDUk(q) and
CD is isomorphic to Uk(q) ∩ w0wDUk(q) where w0 is the longest element in
the Weyl group Sk of GLk(q), also known as
w0 =

 0 · · · 1... . . . ...
1 · · · 0

 .
(v) VDRD is a pattern subgroup of U and RD normalizes VD.
For example, let D := {α1,2, α3,4, α4,5, α2,6} be a basic set in Σ
+
6 .
U7(q) =
α1,2
α2,6
α3,4
α4,5
and
RD =
α1,2
, CD = .
The next result is the main theorem, which provides a correspondence between
supercharacters ξD,φ and pattern subgroups RD.
Theorem 2.8. Let ξD,φ be a supercharacter. The following are true.
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(i) ξD,φ = (λ
VDRD
D )
U .
(ii) For each χ ∈ Irr(VDRD, λD), χU ∈ Irr(ξD,φ).
(iii) If χ1 6= χ2 ∈ Irr(VDRD, λD), then χ1
U 6= χ2
U .
Therefore, to decompose ξD,φ, it suffices to decompose λ
VDRD
D . Moreover, the
induced character λVDRDD is equal to (λD|VD∩RD
RD )VDRD⊗θ, where θ is some linear
character of VDRD (in Lemma 3.1). We see that λD|VD∩RD
RD is a ‘very special’
constituent of the regular character 1RD . Hence, the decomposition method of all
supercharacters ξD,φ of Un(q) with the same wD is generally restricted to the one
of the regular character 1RD .
Here, we attempt to make a link for this special pattern RD = Uk(q)∩wDUk(q) in
Lemma 2.7. Denote U ∩wU by Uw, where U = Un(q) and w ∈ Sn is the Weyl group
of GLn(q), Thompson [18] conjectured that for each pair r, s ∈ Sn, the cardinality
of the double coset Ur\U/Us is a polynomial in q with integer coefficients. In
addition, Uw also takes an important role when one studies GLn(q) as groups with
(B,N)-pair, such as the Bruhat decomposition.
From Theorem 2.8 and Lemma 2.7 (v), we obtain a nice decomposition of ξD,φ.
Corollary 2.9. Let ξD,φ be a supercharacter. The following are tru:.
(i) Irr(ξD,φ) = {χU : χ ∈ Irr(VDRD, λD)},
(ii) ξD,φ =
∑
χ∈Irr(VDRD,λD)
χ(1)χU .
Theorem 2.4, Lemma 2.7 and Corollary 2.9 give a clear proof for the following
corollary, which is a different version of [1, Theorem 1.4].
Corollary 2.10. (ξD,φ, ξ
′
D′,φ′) =
{
|VDRD : VD| if (D,φ) = (D′, φ′),
0 otherwise.
As an application to U13(q), we answer the conjecture by Isaacs-Karagueuzian
[12] that U13(2) has a unique pair of irrational irreducible characters of degree
216. This conjecture is solved with an affirmative answer by Marberg [15] and
generalized by Evseev [7]. Here, we work independently to obtain representations
and constructions of all irreducible constituents of the supercharacter of U13(q),
which gives the irrational pair when q = 2. With the definition that a character is
well-induced if it is induced from a linear character of some pattern subgroup by
Evseev [7], these two irrational characters are not well-induced. Thus, it provides a
more explainable script to the generalization of not well-induced characters. Finally,
we list two families of supercharacters ξD,φ which have exactly one irreducible
constituent, i.e. ξD,φ = m χ for some χ ∈ Irr(U).
3. All proofs
Here we mainly prove Theorem 2.8 to give a natural correspondence between
supercharacters ξD,φ and pattern subgroups Uk(q)∩wDUk(q) where k = |D|. First,
we shall prove Lemma 2.7.
Proof of Lemma 2.7. Suppose that D := {τ1, ..., τk} in ascending order <r.
(i) If we rearrange D in ascending order of <b to be {θ1, .., θk}, then on the row
of θi, ∆D has (k − i) roots and the row of θk does not have any root in ∆D.
For each pair i < j ∈ [1, k], let ωi,j ∈ ∆D be the root on the row of τi such
that ωi,j + τj ∈ Σ+. (Notice that ωi,j is either γ ∈ ΓD or ν ∈ ΛD.) Hence, if
τi = αi1,i2 <b τj = αj1,j2 , i.e. i1 < j1, we have ωi,j = αi1,j1−1. Therefore, for each
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ωi,j = αi1,j1−1 <r ωm,l = αm1,l1−1 ∈ ∆D, if ωi,j + ωm,l ∈ Σ
+, then it must be
j1 = m1, and ωi,j + ωj,l = αi1,l1−1 = ωi,l. This shows that ∆D is closed, and the
longest root in ∆D is ω1,2+ ...+ωk−1,k = ω1,k. So ωi,j corresponds to αi,j−1 in the
positive root set Σ+k−1. Therefore, 〈Xα : α ∈ ∆D〉 is a pattern subgroup isomorphic
to Uk(q).
(ii) With the same argument as in (i), by definitions of γi,s, γj,r, if γi,s+γj,r ∈ Σ+,
then s = j. By the transitivity of <r, <b on τi, τj , τr , from τi <r, <b τj and
τj <r, <b τk, we have τi <r, <b τr. So γi,r exists and γi,j + γj,r = γi,r follows.
(iii) The same argument of (ii) holds for νi,s and νj,r ∈ ΛD.
(iv) Let wD:=(wi,j) ∈ Sk ⊂ GLk(q). Since wD is a monomial matrix, w
−1
D = w
T
D,
the transpose of wD. For each X = (xi,j) ∈ Uk(q), we observe Y := wD ·X ·wD−1.
Let Y = (yi,j). For each pair i < j, we have yi,j =
∑
s,r∈[1,k]wi,sxs,rwj,r . Since
i, j are fixed, there exist uniquely 1 ≤ f, h ≤ k such that wi,f = 1 = wj,h, others
wi,s = 0 = wj,r. Hence, yi,j = wi,fxf,hwj,h.
Since h 6= f and all xs,r = 0 if r < s, we have the following
• yi,j = 0 if f > h, i.e. wi,f <b wj,h and wj,h <r wi,f ;
• yi,j 6= 0 if f < h, i.e. wi,f <b wj,h and wi,f <r wj,h.
So RD is isomorphic to Uk(q)∩wDUk(q) by the definition of γi,j ∈ ΓD. And, hence,
CD is isomorphic to Uk(q) ∩ w0·wDUk(q) by (i), (ii), (iii) and ∆D = ΓD ∪ ΛD.
(v) From the definition of γi,j , it is easy to check that RD normalizes VD. Hence,
VDRD is a pattern subgroup of U . 
Set KD := 〈Xα : Xα ⊂ VD and α /∈ D〉 = 〈Xα : Xα ⊂ VD ∩ ker(λD)〉. It is clear
that KD is normal in VD, [VD : KD] = q
|D|, and VD = KD ·
∏
τ∈DXτ . To prove
Theorem 2.8, we need the following lemma.
Lemma 3.1. Let ξD,φ be a supercharacter. The following are true.
(i) KD⊂ ker(λ
VDRD
D ). Moreover, λ
VDRD
D (x)=|VDRD:VD|λD(x) for all x ∈ VD.
(ii) (KD ∩RD)ERD and (VD ∩RD)/(KD ∩RD) ⊂ Z(RD/(KD ∩RD)).
(iii) Let φD := {λα,s ∈ φ : Xα * RD}. We have
λVDRDD = (λD|VD∩RD
RD )VDRD ⊗

 ⊗
λα,s∈φD
(λα,s|VD )VDRD

 .
Proof. (i) It suffices to show the statement for all Xα ⊂ VD. By Lemma 2.7 (v)
VD E VDRD, for all x ∈ VD we have
λVDRDD (x) =
1
|VD|
∑
y∈VDRD
λD(x
y).
For each x ∈ Xα, we suppose that there is Xβ ⊂ VDRD such that α + β ∈ Σ+,
hence Xα+β ⊂ VD. We shall show that λD(x
y) = λD(x) for all y ∈ Xβ .
Since Xτ ∩ [VD , VD] = {1} for all τ ∈ D, we have Xα+β ⊂ KD ⊂ ker(λD). Thus,
[λD(x), λD(y)] = λD([x, y]) = 1 since [x, y] ∈ Xα+β , i.e. λD(x)−1λD(xy) = 1.
(ii) By the definition of KD E VD and VD = KD ·
∏
τ∈DXτ , it suffices to show
that (KD∩RD)ERD. This is clear because for allXα ⊂ KD∩RD and all Xβ ⊂ RD,
either α+ β 6∈ Σ+ or Xα+β ⊂ KD ∩RD.
SUPERCHARACTERS AND PATTERN SUBGROUPS 7
(iii) The inflations to VDRD of λD|VD∩RD
RD and λα,s|VD , for all λα,s ∈ φD,
follow directly from (i). 
Remark. By Lemma 3.1 (iii), if RD ∩ VD = {1}, then λ
VDRD
D is equivalent to the
regular character 1RD of RD. In general, λ
VDRD
D is equivalent to a constituent of
1RD with RD ∩KD in the kernel. Now we prove Theorem 2.8.
Proof of Theorem 2.8. (i) This is clear by the transitivity of induction.
(ii) We suppose that D := {τ1, ..., τk} in ascending order <r and for si ∈ F×q let
λD :=
⊗
τi∈D
λτi,si |VD .
First, we show that for each χ ∈ Irr(VDRD, λD), χU is irreducible. By the
transitivity of induction, we shall induce χ from VDRD to U by a sequence of
inductions along the arms of τ1, τ2, ..., τk respectively by <r order. Now we setup
these such induction steps.
For each τi ∈ D, let A(τi) = {α ∈ arm(τi) : Xα * VDRD}, and ci = |A(τi)|.
Let d0 = 0 and di = di−1 + ci for all i ∈ [1, k]. Now if ci > 0, i ∈ [1, k], we
arrangeA(τi) in decreasing order<r to be {βdi−1+1, ..., βdi−1+ci}. LetM0 = VDRD,
Mi+1 =Mi⋊Xβi for all i ∈ [1, dk]. It is clear that Mdk+1 = U and Xβj normalizes
Mj; hence, this sequence of pattern subgroups is well-defined.
For each βj ∈ arm(τi), j ∈ [1, dk], there exists uniquely δ ∈ leg(τi) such that
βj + δ = τi and Xδ ⊂ KD, since if Xδ * KD, there exists τm ∈ D such that
δ ∈ arm(τm), so τi <r τm, τi <b τm, and this implies βj = γi,m. We number this
δ as δj , and let L(D) := {δj : j ∈ [1, dk]}. By Lemma 3.1 (i), Xδ ⊂ ker(χ) for
all δ ∈ L(D). Now we proceed the induction of χ from VDRD to U via a sequence
of pattern subgroups along the arms of all τi ∈ D, namely from M0 to M1, ...,
Mdk+1 = U .
Suppose that χMj ∈ Irr(Mj) for some Mj, j ∈ [1, dk + 1] and Xδt ⊂ ker(χ
L) for
all t ∈ [j, dk]. If j = dk + 1, the process is complete. Otherwise, the next induction
step is from Mj to Mj+1 = MjXβj , and we suppose that it happens on the arm
of τi. For each x ∈ X
×
βj
, since [Xδj , x] = Xτi, there is some y ∈ Xδj such that
λτi,si([y, x]) 6= 1 and
x(χMj )(y) = χMj (yx) = χMj ([y, x]y) = λτi,si([y, x])χ
Mj (y) 6= χMj (y) = χMj (1).
Hence, Xδj * ker(
x(χMj )), and x(χMj ) 6= χMj for all x ∈ X×βj . This shows that
the inertia group IMjXβj (χ) =Mj and χ
MjXβj ∈ Irr(MjXβj , λD).
It is easy to check directly that Xδt ⊂ ker(χ
MjXβj ) for all t ∈ [j+1, dk] by using
[Xβj , Xδt ] ⊂ ker(χ
Mj ). Therefore, χU is irreducible for all χ ∈ Irr(VDRD, λD) by
induction on j.
(iii) Now suppose that χ1 6= χ2 ∈ Irr(VDRD, λD) and χ1Mj 6= χ2Mj for some
Mj. As above, it is enough to show that χ
MjXβj
1 6= χ
MjXβj
2 , where βj ∈ arm(τi).
Notice that Xδj ⊂ ker(χ1
Mj ) ∩ ker(χ2Mj ).
By Mackey formula with the double coset Mj\MjXβj/Mj represented by Xβj ,
(χ1
MjXβj , χ2
MjXβj ) =
∑
x∈Xβj
(χ1
Mj , x(χ2
Mj )). Using the same argument as in
(ii), we have Xδj * ker(
x(χ2
Mj )) for all x ∈ X×βj . Hence,
x(χ2
Mj ) 6= χ1Mj for all
x ∈ X×βj since Xδj ⊂ ker(χ1
Mj ). Thus, (χ1
MjXβj , χ2
MjXβj ) = (χ1
Mj , χ2
Mj ) = 0
since χ1
Mj 6= χ2
Mj by the above assumption on Mj. 
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Notice that VDRD is not normal in U . In the proof of Theorem 2.8, although
all inductions from VDRD to U are irreducible, Clifford correspondence can not be
applied. The technique of a sequence of inductions from Mj to Mj+1 ⊂ NU (Mj)
has been used to control distinct induced characters.
Since VD is normal in VDRD and VDRD/VD ∼= RD/(VD ∩RD), by Theorem 2.8
and Lemma 3.1 (iii), we only need to decompose λD|VD∩RD
RD instead of decom-
posing the supercharacter ξD,φ = λ
U
D. Hence, all work is restricted to a pattern
subgroup of Uk(q) where k = |D| < n.
Proof of Corollary 2.9. Theorem 2.8 provides a one-to-one correspondence on the
multiplicities and degrees between two constituent sets Irr(VDRD, λD) and Irr(ξD,φ),
i.e. |Irr(VDRD, λD)| = |Irr(ξD,φ)|, and if χ ∈ Irr(VDRD, λD) has multiplicity t then
χU ∈ Irr(ξD,φ) also has multiplicity t, and χU (1) = |U : VDRD|χ(1). Therefore, it
is enough to show that χ ∈ Irr(RD, λD|VD∩RD) has multiplicity χ(1).
By Lemma 3.1 (i), KD ∩ VD ⊂ ker(λD|VD∩RD ) ∩ ker(λD|VD∩RD
RD ) is normal in
RD. So λD|VD∩RD can be considered as a linear character of the quotient group
RD/(KD ∩RD). By Lemma 3.1 (ii), (VD ∩RD)/(KD ∩RD) ⊂ Z(RD/(KD ∩RD)),
λD|VD∩RD is a linear character of the center, and the claim holds. 
4. Applications
Example 4.1. Here we list two families of supercharacters ξD,φ of Un(q) which have
only one irreducible constituent, i.e. |Irr(ξD,φ)| = 1. Without loss of generality, we
suppose that α1,− ∈ D.
D1 := {α1,k, α2,2k−1, α3,2k−2, ..., αk,k+1, αk+1,2k} where 4 ≤ 2k < n. We have
wD1 =
(
1 . .
. w .
. . 1
)
where w is the longest element in the Weyl group Sk−1 of GLk−1(q).
D2 := {α1,2, α2,3, ..., α2m−1,2m} where 2 ≤ 2m < n, which gives wD2 equal to
the identity (2m− 1)×(2m− 1)-matrix I2m−1.
By Lemma 2.7, RD1 is the largest special subgroup q
1+2(k−1) in Uk+1(q), i.e.
[RD1 , RD1 ] = Z(RD1) = Φ(RD1) the Frattini subgroup of RD1 . It is known
that a special subgroup of type q1+2t has q2t linear characters and q − 1 almost
faithful irreducible characters of degree qt, see [13, Corollary 2.3]. (Recall that
χ ∈ Irr(G) is almost faithful if Z(G) 6⊂ ker(χ).) Since VD1∩RD1 = Xα1,k = Z(RD1),
λD1 |Xα
1,k
6= 1Xα
1,k
. Hence, λ
VD1RD1
D1
has only one irreducible constituent of degree
qk−1 with multiplicity qk−1. By Corollary 2.9, ξD1,φ has only one constituent of
degree q(k−1)+|U :VD1RD1 | with multiplicity qk−1.
We decompose ξD2,φ by induction on m. By Corollary 2.9 and Lemma 3.1, we
have |Irr(ξD2,φ)| = |Irr(RD2 , λD2 |VD2∩RD2 )|. LetD
′
2 := {α1,2, α2,3, ..., α2m−3,2m−2}.
Since wD2 = I2m−1, by Lemma 2.7, RD2 ≃ U2m−1(q). It is easy to check that
D′2 = {α ∈ D : Xα ⊂ RD2} and λD2 |VD2∩RD2
RD2 = q ξD′
2
,φ′ where ξD′
2
,φ′ is a super-
character of U2m−1(q) with φ
′ = φ − {λα2m−2,2m−1,s2m−2 , λα2m−1,2m,s2m−1}. Hence,
by the hypothesis of induction on m, it suffices to check D2 = {α1,2, α2,3, α3,4},
which is D1 with k = 2.
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Example 4.2. Isaacs and Karagueuzian [12] conjectured that U13(2) has a unique
pair of irrational irreducible characters of degree 216. This conjecture was answered
by Marberg ([15, Theorem 9.2]). By constructing decomposition trees, he also found
out the exact supercharacter whose irreducible constituent set contains this pair.
Evseev ([7, Theorem 1.4]) generalized the result by applying a reduction algorithm
process to obtain q(q − 1)13 irreducibles of U13(q) which cannot be constructed by
inducing from a linear character of some pattern subgroup. Those characters are
called not well-induced. We work independently and point out the supercharacter
with these properties as well.
To deal with extensions of linear characters from a subgroup, we use the following
property whose proof is quite obvious.
Lemma 4.3. For H ≤ G and λ ∈ Irr(H), if [G,G] ≤ ker(λ) then λ extends to G.
Let U :=U13(q) andD:={α1,4, α2,5, α3,9, α4,10, α5,6, α6,7, α7,8, α8,11, α9,12} ⊂ Σ
+
12.
By Lemma 2.7, we have
wD =


1 . . . . . . . .
. 1 . . . . . . .
. . . . . 1 . . .
. . . . . . 1 . .
. . 1 . . . . . .
. . . 1 . . . . .
. . . . 1 . . . .
. . . . . . . 1 .
. . . . . . . . 1

 ∈ S9 ≤ GL9(q)
and
RD =
α1 ∗ • • • •
α2 ∗ • • •
α3
α5 ∗ • •
α6 ∗ •
α7 ∗
α8
≤ U9(q) .
As above |U :VDRD| = q12, λUD(1) = q
27, RD = U9(q) ∩ wDU9(q), D ∩ ΓD = all
∗’s, KD ∩RD = all X•’s ⊂ ker(λD), and VD ∩RD = both X∗’s and X•’s. Precisely,
let µ := λD|VD∩RD . Then µ|Xτi=φτi,si where τi ∈ {α1,4, α2,5, α5,6, α6,7, α7,8} = ∗
′s
and si∈F×q . Notice that µ is a linear character of RD ∩ VD ⊂ U9(q).
SinceKD∩RD ⊂ ker(µ)∩ker(µ
RD ), we proceed the induction of µ in the quotient
group RD/(KD ∩RD). Let R := RD/(KD ∩RD) and V := (VD ∩RD)/(KD ∩RD).
Abusing terminology we call the image of a root subgroup of U under the natural
projection to its factor group by a pattern subgroup, a root subgroup.
To obtain all constituents χ of µR, we use the following strategy. We start with
the factor group R/H where H is the largest pattern subgroup contained in ker(χ).
Let Q ≤ R/H such that Q is maximal in the set of all pattern subgroups P of R/H
satisfying [P, P ] ≤ ker(µ). By Lemma 4.3, µ extends to Q. Let λ be an extension
of µ to Q. In most of the cases, Q⊳R/H and IR/H(λ) = Q except the subcase e.
Proposition 4.4. µR decomposes into
• q3(2q − 1) irreducibles of degree q3, each has multiplicity q3;
• q(q− 1)(3q3+ q2+ q− 1) irreducibles of degree q4, each has multiplicity q4;
• q2(q+2)(q−1)2 irreducibles of degree q5, each has multiplicity q5.
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Proof. Since Xα1,3Xα3,8 ⊂ Z(R), µ
L1 splits into q2 linears of L1 := V Xα1,3Xα3,8 .
Let λ1 be an extension of µ to L1. We divide the proof into four cases:
Case 1: λ1(Xα1,3) 6= {1} 6= λ1(Xα3,8), there are (q − 1)
2 such λ1’s.
Case 2: λ1(Xα1,3) 6= {1} = λ1(Xα3,8), there are (q − 1) such λ1’s.
Case 3: λ1(Xα1,3) = {1} 6= λ1(Xα3,8), there are (q − 1) such λ1’s.
Case 4: λ1(Xα1,3) = {1} = λ1(Xα3,8), there is only one such λ1.
Case 1: Let L2 := L1Xα1,2Xα2Xα2,3Xα2,4Xα6Xα3,7Xα4,7Xα4,8 . Check that
L2 E R, [L2, L2] ≤ ker(λ1) and R = L2Xα1Xα3Xα5Xα7Xα8 . So λ
L2
1 splits into q
8
linear characters of L2. Let λ2 be an extension of λ1 to L2. Check that the inertia
group IR(λ2) = L2 and, by Clifford theory, λ
R
2 ∈ Irr(R) has degree q
5. So we obtain
(q − 1)2q3 irreducible constituents of degree q5, each has multiplicity q5.
Remark. To avoid more notations, we still denote by R its quotient groups R/H
where H is some normal pattern subgroup of R in the coming proofs.
Case 2: Here Xα3,8 ⊂ ker(λ
R
1 ), we work with R/Xα3,8 . Since Xα4,8 ⊂ Z(R), λ1
extends to H2 := L1Xα4,8 . Let η2 be an extension of λ1 to H2.
If η2(Xα4,8) 6= {1}, then let H3 := H2Xα2Xα6Xα8Xα1,2Xα2,3Xα2,4Xα3,7 . Check
that [H3, H3] ≤ ker(η2), H3 E R and R = H3Xα1Xα3Xα5Xα7Xα4,7 . So η
H3
2 splits
into q7 linear characters. Call η3 an extension of η2 to H3. Check that IR(η3) = H3
and ηR3 ∈ Irr(R). Thus there are (q − 1)
2q2 irreducible constituents of degree q5,
each has multiplicity q5.
Otherwise, if η2(Xα4,8) = {1}, then Xα4,8 ⊂ ker(η2
R). We work with R/Xα4,8 .
LetH3:=H2Xα2Xα6Xα8Xα1,2Xα2,3Xα2,4Xα3,7Xα4,7 . Check that [H3, H3]≤ ker(η2),
H3 E R and R = H3Xα1Xα3Xα5Xα7 . So η
H3
2 splits into q
8 linear characters. Call
η3 an extension of η2 to H3. Check that IR(η3) = H3 and η
R
3 ∈ Irr(R). Thus, there
are (q − 1)q4 irreducible constituents of degree q4, each has multiplicity q4.
Case 3: Here Xα1,3 ⊂ ker(λ
R
1 ), we work with R/Xα1,8 . Since Xα1,2 ⊂ Z(R), λ1
extends to N2 := L1Xα1,2 . Call λ2 an extension of λ1 to N2.
If λ2(Xα1,2) 6= {1}, let N3 := N2Xα1Xα5Xα7Xα2,3Xα3,7Xα4,7Xα4,8 . Check that
[N3, N3] ≤ ker(λ2), N3 E R and R = N3Xα2Xα3Xα6Xα8Xα2,4 . So λ
N3
2 splits into
q7 linear characters. Let λ3 be an extension of λ2 to N3. Check that IR(λ3) = N3
and λR3 ∈ Irr(R). Thus there are (q − 1)
2q2 irreducible constituents of degree q5,
each has multiplicity q5.
Otherwise, if λ2(Xα1,2) = {1}, then Xα1,2 ⊂ ker(λ2). We work with R/Xα1,2 .
Let N3:=N2Xα1Xα2Xα5Xα7Xα2,3Xα3,7Xα4,7Xα4,8 . Check that [N3, N3]≤ ker(λ2),
R = N3Xα3Xα6Xα8Xα2,4 and N3ER. So λ
N3
2 splits into q
8 linear characters. Call
λ3 an extension of λ2 to N3. Check that IR(λ3) = N3 and λ
R
3 ∈ Irr(R). Thus there
are (q − 1)q4 irreducible constituents of degree q4, each has multiplicity q4.
Case 4: Here Xα1,3Xα3,8 ⊂ ker(λ
R
1 ), we work with R/Xα1,3Xα3,8 . Since Xα1,2
Xα2,3Xα3,7Xα4,8 ⊂ Z(R), λ1 extends to T2 := L1Xα1,2Xα2,3Xα3,7Xα4,8 = Z(R).
Let µ2 be an extension of λ1 to T2. Notice that there are nine pattern special p-
groups Si of type q
1+2 whose centers are contained in Z(R); for eachXα ⊂ R−Z(R),
there exists exactly a pair Si 6= Sj such that Si ∩ Sj = Xα.
S1 = Xα1Xα1,2Xα2 , S2 = Xα2Xα2,3Xα3 , S3 = Xα3Xα3,7Xα4,7 ,
S4 = Xα4,7Xα4,8Xα8 , S5 = Xα8Xα7,8Xα7 , S6 = Xα7Xα6,7Xα6 ,
S7 = Xα6Xα5,6Xα5 , S8 = Xα5Xα2,5Xα2,4 , S9 = Xα2,4Xα1,4Xα1 .
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We shall study five subcases based on which of the four root subgroups Xα1,2 ,
Xα2,3 , Xα3,7 , Xα4,8 are contained in ker(µ2).
Subcase a: All are contained in ker(µ2). Let T3 := T2Xα2Xα3Xα4,7Xα1Xα5Xα7 .
Since [T3, T3] ≤ ker(µ2), µ2 extends to T3. Call µ3 an extension of µ2 to T3. Each
µ3 induces irreducibly to R by checking IR(µ3) = T3. Thus, there are q
3 irreducible
constituents of degree q3, each has multiplicity q3.
Subcase b: Three of them are in ker(µ2) and one is not. There are
(
4
1
)
= 4
smaller cases corresponding to each root subgroup 6⊂ ker(µ2). Let R¯ denote the
factor group of R by the three root subgroups ⊂ ker(µ2). They fall into two families
where |Z(R¯)| = q8 or q7. If either Xα1,2 or Xα4,8 6⊂ ker(µ2), then |Z(R¯)| = q
8 and
µR¯2 has q
3(q − 1) irreducible constituents of degree q3, each has multiplicity q3.
Otherwise, if either Xα2,3 or Xα3,7 6⊂ ker(µ2), then |Z(R¯)| = q
7 and µR¯2 has q(q−1)
irreducible constituents of degree q4, each has multiplicity q4. We shall decompose
µR2 for one case of each type, the others are similar.
If Xα1,2 6⊂ ker(µ2), let T3 := T2Xα3Xα4,7Xα2Xα2,4Xα6Xα8 . If Xα2,3 6⊂ ker(µ2),
let T3 := T2Xα4,7Xα2Xα2,4Xα6Xα8 . Since [T3, T3] ≤ ker(µ2), µ2 extends to T3.
Call µ3 an extension of µ2 to T3. Then µ
R
3 ∈ Irr(R) by checking IR(µ3) = T3.
So we obtain 2(q−1)q3 irreducible constituents of degree q3, each has multiplicity
q3, and 2(q − 1)q irreducible constituents of degree q4, each has multiplicity q4.
Subcase c: Two of them are in ker(µ2) and the others are not. There are
(
4
2
)
= 6
smaller cases. Applied the same argument, in each case µR2 has q(q−1)
2 irreducible
constituents of degree q4, each has multiplicity q4. Thus, we obtain 6(q − 1)2q
irreducible constituents of degree q4, each has multiplicity q4.
Subcase d: One is in ker(µ2) and the other three are not. There are 4 smaller
cases. WLOG, we supposeXα1,2⊂ ker(µ2). Let T3:=T2Xα1Xα5Xα7Xα4,7Xα2 . Since
[T3, T3] ≤ ker(µ2), µ2 extends to T3. Call µ3 an extension of µ2. Then µR3 ∈ Irr(R)
by checking IR(µ3) = T3. So there are 4(q− 1)
3q irreducible constituents of degree
q4, each has multiplicity q4.
Subcase e: None of them is in ker(µ2). Let Q3 := T2Xα1Xα5Xα7Xα4,7 E R.
Since [Q3, Q3] ≤ ker(µ2), µ2 extends to Q3. Call µ3 an extension of µ2 to Q3.
Let µ3|Xβi = φβi,si where βi ∈ {α1,2, α2,3, α3,7, α4,8, α7,8, α6,7, α5,6, α2,5, α1,4} and
si ∈ F×q . The inertia group IR(µ3) is generated by Q3 and x(a) for all a ∈ Fq where
x(a) := xα2(−
s1,4
s1,2
a)xα6(
s2,5
s5,6
a)xα8(
s2,5s6,7
s5,6s7,8
a)xα3(
s2,5s4,8s6,7
s3,7s5,6s7,8
a)xα2,4 (a).
We claim |IR(µ3) : Q3| = q and [IR(µ3), IR(µ3)] ≤ ker(µ3) by showing that
[xβ(c), x(a)] ∈ ker(µ3) where β ∈ {α1, α5, α7, α4,7} and c, a ∈ Fq. By the nilpotent
class 2 of R, [x, yz] = [x, z][x, y]z = [x, z][x, y]. E.g. with β = α1, we have
[xα1(c), x(a)] = [xα1(c), xα2,4 (a)][xα1 (c), xα2(−
s1,4
s1,2
a)]
= xα1,4(ac)xα1,2 (−
s1,4
s1,2
ac).
Therefore,
µ3([xα1 (c), x(a)]) = µ3(xα1,4 (ac)xα1,2 (−
s1,4
s1,2
ac))
= φα1,4,s1,4(xα1,4 (ac))φα1,2,s1,2(xα1,2 (−
s1,4
s1,2
ac))
= φ(s1,4ac− s1,2
s1,4
s1,2
ac) = 1.
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So µ3 extends to IR(µ3) and each extension µ4 induces irreducibly to R. Thus,
there are (q−1)4q irreducible constituents of degree q4, each has multiplicity q4. 
Remark. In the subcase e, IR(µ3) is not a pattern subgroup. By Theorem 2.8
ξD,φ = λ
U
D has |Irr(VDRD, λD)|=(q−1)
4q distinct constituents of degree q4+12=q16.
Since |D| = 9, there are (q−1)9 such supercharacters. So we have (q−1)13q not well-
induced characters as stated in [7]. For q=2f , x(a)2=xα2,3(
s1,4s2,5s4,8s6,7
s1,2s3,7s5,6s7,8
a2)/∈ ker(µ4)
and the order o(x(a))=4 for all a ∈ F×q . There is a0 ∈ Fq such that µ4(x(a0)
2)=−1.
Thus, µ4(x(a0)) = ±i ∈ C−R, i.e. µ4 is an irrational linear character of IR(µ3).
This explains why µR4 remains irrational, and so does its corresponding character in
Irr(λUD). This gives a way to construct the pair of irrational irreducible characters
of degree 216 of U13(2) for Isaacs-Karagueuzian’s Conjecture [12].
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